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We consider a periodic-review, fixed-lifetime perishable inventory control problem where demand is a general
stochastic process. The optimal solution for this problem is intractable due to “curse of dimensionality”.
In this paper, we first present a computationally efficient algorithm that we call the marginal-cost dual-
balancing policy for perishable inventory control problem. We then prove that a myopic policy under the
so-called marginal-cost accounting scheme provides a lower bound on the optimal ordering quantity. By
combining the specific lower bound we derive and any upper bound on the optimal ordering quantity with
the marginal-cost dual-balancing policy, we present a more general class of algorithms that we call the
truncated-balancing policy. We prove that when first-in-first-out (FIFO) is an optimal issuing policy, both
of our proposed algorithms admit a worst-case performance guarantee of two, i.e. the expected total cost of
our policy is at most twice that of an optimal ordering policy. We further present sufficient conditions that
ensure the optimality of FIFO issuing policy. Finally, we conduct numerical analyses based on real data and
show that both of our algorithms perform much better than the worst-case performance guarantee, and the
truncated-balancing policy has a significant performance improvement over the balancing policy.
Key words : perishable inventory; nonstationary correlated demand; approximation algorithms; optimality
of FIFO issuing policy
1. Introduction.
Perishable products are very common in practice. Typical examples include medical products such
as blood and certain pharmaceuticals, and food products such as refrigerated meat and many
dairy products. Unlike nonperishable products that can wait in inventory until they are used to
satisfy demand, perishable products must be used within a short period of time, and will become
outdated otherwise. Outdating can result in a significant amount of wastes and financial losses.
For example, the number of platelets outdated in 2011 in the U.S. was approximately 321,000
units, which accounted for 12.8% of all processed units (US Department of Health and Human
Services [34]). Similarly, the total annual unsaleable costs in the food, beverage, health and beauty
industries in the U.S. were estimated as $15 billion, and about 17% of these costs (over 2.5 billion
dollars) were caused by outdating (Grocery Manufacturer Association [13]). These facts underline
the critical need for efficient inventory management policies for perishable products.
Our study is specifically motivated by a platelet inventory control problem faced by a local
acute-care hospital, Hospital Alpha (name blinded). In Hospital Alpha, the demand for platelets
mainly comes from cardiac surgeries, which account for more than 85% of its platelet transfusion.
1
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In this case, the uncertainty of demand stems from two sources: 1) the number of surgeries per-
formed per day, and 2) the amount of platelets needed per surgery. Such a compound structure of
demand is common for many blood products. As such, the compound Poisson distribution, where
a random (Poisson) amount of patients arrive at every time period and each patient consumes a
random amount of blood products, has been widely assumed for modeling demand in the blood
supply chain literature (e.g., Gregor et al. [12], Kopach et al. [18], Katsaliaki [17]). However, while
simply assuming random arrivals is reasonable for some cases such as trauma patients, forecast
information on the number of arrivals is often available for many other cases, especially for sched-
uled operations such as cardiac surgeries. In particular, most of those surgeries are scheduled days
or even weeks in advance, thus the number of surgeries scheduled for each day is gradually revealed
as time approaches. Although the compound structure of demand is widely considered in the blood
inventory management literature, to our knowledge, the dynamically evolving forecast information
on the number of arrivals is not formally captured.
Motivated by the platelet inventory control problem with evolving forecast information, in this
paper, we study a periodic-review, fixed-lifetime perishable inventory control problem under a
general demand process which can be nonstationary, correlated, and dynamically evolving over
time. Similar to many other perishable inventory focused studies, we consider first-in-first-out
(FIFO) issuing policy, i.e., older products are issued first to meet demand, which is shown to
perform very well in many perishable inventory systems (e.g., Fries [10], Pierskalla and Roach [31]).
Our contributions in this paper are as follows:
i) We first present a new approximation algorithm that we call the marginal-cost dual-balancing
policy for the perishable inventory control problem, and prove that whenever replacing old products
with new ones in inventory does not increase the expected total cost, our algorithm has a worst-
case performance guarantee of two, i.e., the expected total cost of our policy is at most twice that
of an optimal ordering policy.
ii) In many perishable inventory systems, the major concern is outdating; and clearly, replacing
old products with new ones reduces the chance of products being outdated. Therefore, the condition
that replacing old products with new ones does not increase the expected total cost is very intuitive;
however, it is not obvious when this would be ensured to be true theoretically. In that regard,
we find that this condition coincides with the optimality of FIFO issuing policy: FIFO being an
optimal issuing policy implies that younger products are more preferred to have in inventory than
older ones, thus replacing old products with new ones will not increase the expected total cost; and
vice versa. Further, given that directly checking the optimality of a FIFO issuing policy may be
difficult, we extend the existing findings in the literature on the optimality of FIFO issuing policy
and provide a necessary and sufficient condition and several easy-to-check sufficient conditions
that ensure FIFO to be an optimal issuing policy.
iii) By “truncating” the marginal-cost dual-balancing policy, we present also a more general
class of algorithms that we call the truncated-balancing policy. In particular, we first prove that
a myopic policy under the so-called marginal-cost accounting scheme provides a lower bound on
the optimal ordering quantity. Then, we construct the truncated-balancing policy by truncating
the marginal-cost dual-balancing policy using the specific lower bound we derive and any upper
bound on the optimal ordering quantity. We prove that when FIFO is an optimal issuing policy,
the truncated-balancing policy also admits a worst-case performance guarantee of two.
iv) We further compare our marginal-cost dual-balancing policy with base-stock policies, which
are widely studied in the perishable inventory literature. Given that FIFO issuing policy is always
optimal under base-stock policies, we show that the expected total cost of the marginal-cost dual-
balancing policy is always at most twice that of an optimal base-stock policy.
v) Lastly, using real data for the platelet inventory control problem from Hospital Alpha, we
conduct extensive computational analyses and show that a) our proposed approximation algorithms
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perform significantly better than an “optimal” policy that does not consider the evolving forecast
information, b) the computational performance of our proposed algorithms is substantially better
than the theoretical worst-case performance guarantee of two, and c) the truncated-balancing
policy has a significant performance improvement over the marginal-cost dual-balancing policy as
well as other relevant policies proposed in the literature.
In the literature, many papers have studied the periodic-review, fixed-lifetime perishable inven-
tory control problem (see reviews by Nahmias [28, 29] and Karaesmen et al. [16]). The general
multi-period lifetime perishable inventory control problem was first studied independently by Fries
[11] and Nahmias [25], who both formulated the problem as a dynamic program (DP) with a
state space comprised of inventory levels of different ages. However, the structure of an optimal
policy is complicated and finding optimal policies using standard dynamic programming is compu-
tationally intractable due to the well-known “curse of dimensionality”. Therefore, later efforts are
mainly focused on heuristic policies. Among the developed heuristic policies, the base-stock policy,
under which the total inventory is replenished up to the same level at each period, is particularly
popular due to its simplicity and near-optimal numerical performance (e.g., Nahmias [26], Cohen
[7], Chazan and Gal [5], Nandakumar and Morton [30], Cooper [8], Li et al. [23], Chen et al.
[6], Zhang et al. [35]). Other heuristic policies such as modified base-stock policy (e.g., Broek-
meulen and van Donselaar [2]), constant order policy (e.g., Brodheim et al. [1], Deniz et al. [9]),
and higher-order approximation (Nahmias [27]) are also proposed and studied. However, due to the
complexity of the perishable inventory control problem, most of these studies assume that demand
over time is independently and identically distributed (i.i.d.), and none of the proposed heuristics
has a theoretical performance guarantee.
More recently, there is a stream of work focusing on approximation algorithms for stochas-
tic inventory systems under general demand processes. The pioneering work by Levi et al. [20]
studies a stochastic inventory control problem for nonperishable products. They show that the pro-
posed dual-balancing policy, which balances the costs of under-ordering and over-ordering under
a marginal-cost accounting scheme, has a worst-case performance guarantee of two. This idea has
been later extended to many other settings to consider lost sales (Levi et al. [19]), setup costs and
capacity constraints (Levi et al. [21], Levi and Shi [22], Shi et al. [32]), remanufacturing (Tao and
Zhou [33]), and perishable products (Chao et al. [3, 4]).
Among these papers that study approximation algorithms in inventory management, Chao et al.
[4], which also considers a perishable inventory control problem with no set-up cost, is the most
relevant to ours. In particular, Chao et al. [4] present a proportional-balancing policy and a dual-
balancing policy for perishable inventory systems under FIFO issuing policy, and they prove that
1) the proportional-balancing policy has a performance guarantee between two and three for the
general case, and 2) the dual-balancing policy has a performance guarantee of two when demand
is independent and stochastically non-decreasing over time. While both our study and Chao et al.
[4] focus on developing approximation algorithms for perishable inventory systems, our analysis
and results are different in the following aspects: i) We present new approximation algorithms
for perishable inventory systems (marginal-cost dual balancing policy and truncated-balancing
policy) that are different from the ones presented in Chao et al. [4]. ii) We tighten the worst-case
performance guarantee to exactly two for cases where FIFO is an optimal issuing policy, and show
that the condition presented in Chao et al. to ensure a performance guarantee of two (i.e., demand
is independent and stochastically non-decreasing over time) is a special case of ours. Further, we
identify several intuitive sufficient conditions that ensure the optimality of FIFO issuing policy,
and we present examples where the worst-case performance guarantee of our proposed algorithms
is strictly tighter than that presented in Chao et al. [4] (please see details in §6 and Examples 1 and
2). iii) We further consider truncating the marginal-cost dual-balancing policy using a specific lower
bound we derive on the optimal ordering quantity. We remark that this is an important contribution
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because, unlike the existing results in the nonperishable inventory literature, truncation in the
perishable inventory case imposes several new methodological challenges and hence is non-trivial
(see also the next paragraph for more details). We show that the truncated-balancing policy also
admits a performance guarantee of two, and using real data from a local hospital, we show that
it numerically performs much better than the marginal-cost dual-balancing policy and the policies
presented in Chao et al. [4]. iv) Methodologically, while Chao et al. build their analysis based on
algebraic arguments, our analysis is based on two new ideas that we call the imaginary operation
policy and the dynamic unit-matching scheme, respectively (see discussion also in the following
paragraph). In particular, the existing worst-case analyses for the nonperishable cases are based
on a (static) one-to-one matching between units under two different policies. However, as stated in
Chao et al., “the perishability of products destroys this matching mechanism”. To overcome this
challenge, Chao et al. turned to an innovative algebraic approach. On the other hand, the new
ideas we propose (i.e., the imaginary operation policy and the dynamic unit-matching scheme),
a) significantly simplify the comparison of two different policies and allow us to stay on the track
of unit matching; b) enable us to reach to a very insightful new result for perishable inventory
systems: The worst-case performance guarantee can be tightened to exactly two whenever replacing
old products with new ones does not increase the expected total cost (or equivalently when FIFO
is an optimal issuing policy); and c) allow us to capture not only perishability but also truncation,
which is not considered in Chao et al., but as we show, it significantly improves the computational
performance. We believe our ideas are valuable beyond this study and can also be applied to
facilitate the analysis for other perishable inventory systems.
The idea of truncating a dual-balancing policy with bounds on optimal ordering quantities is first
proposed by Hurley et al. [15]. However, unlike the dual-balancing policy that has been extended
to many other settings, the truncated-balancing policy needs a more sophisticated analysis and has
only been shown to have a worst-case performance guarantee for the nonperishable backlogging
case (Hurley et al. [15], Levi et al. [21]). In this study, we consider a truncated-balancing policy in
the perishable inventory setting, where challenges arise from both perishability and the complexity
caused by truncation. In particular, first, the analyses for all the nonperishable cases are based on
a (static) one-to-one matching between units under two different policies, which rely on the fact
that all inventory units will be eventually used to satisfy demand. However, this fails to be true
for the perishable inventory case, where units can simply outdate without satisfying any demand.
Second, the existing analysis for the truncated-balancing policy in the nonperishable case relies on
the base-stock structure of an optimal ordering policy. This also fails to be true for the perishable
inventory case, where due to perishability the structure of an optimal policy is complicated and
depends on the entire inventory vector. To overcome the above challenges, we introduce two new
ideas: 1) a bridging policy that we call the imaginary operation policy, under which old products can
be replaced with new ones for free so that the inventory vectors under two different policies can be
easily compared, and 2) a dynamic unit-matching scheme, under which units can be matched and
re-matched at different periods so that the shortcomings of the existing static matching approach
can be addressed. As we discussed earlier, these two new ideas together enable us to overcome the
challenges arising from both perishability and truncation, and lead to an insightful new result.
The remainder of this paper is organized as follows. In §2, we present a formal model formulation.
In §3, we present a marginal-cost dual-balancing policy for the perishable inventory control problem.
In §4, we prove that when FIFO is an optimal issuing policy, our algorithm has a worst-case
performance guarantee of two, i.e., the expected total cost of our policy is at most twice that of
an optimal ordering policy. We further compare our policy with base-stock policies and show that
the expected total cost of our policy is always at most twice that of an optimal base-stock policy.
In §5, we first show that a myopic policy under the marginal-cost accounting scheme provides a
lower bound on the optimal ordering quantity; we then present a truncated-balancing policy that
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also admits a worst-case performance guarantee of two when FIFO is an optimal issuing policy. In
§6, we present a necessary and sufficient condition and several easy-to-check sufficient conditions
that ensure the optimality of FIFO issuing policy. Finally, we present computational results based
on a platelet inventory control problem in §7, and draw conclusions in §8.
2. Model Formulation.
We study a periodic-review, fixed-lifetime perishable inventory control problem under a general
stochastic demand process.
Notation: We consider a product lifetime of K periods and a planning horizon of T peri-
ods. Demands over the planning horizon are denoted as D1, ...,DT , which are exogenous random
variables with finite means, and can be nonstationary, correlated, and dynamically evolving. As
a convention, we generally use capital letters to denote random variables, and lowercase letters
to denote their realizations (product lifetime K and planning horizon T are exceptions). At the
beginning of each period t, there is an information set denoted as ft, which contains the realiza-
tion of demands (d1, ..., dt−1) and possibly some other forecast information available at period t,
denoted as (u1, ..., ut). That is, the information set ft is a specific realization of the random vector
Ft = (D1, ...,Dt−1,U1, ...,Ut). Further, we assume that the conditional joint distribution of future
demands (Dt, ...,DT ) is known for given ft. Additional notation that describes system states and
decision variables is defined as follows:
Xk,t: the inventory level of age k at the beginning of period t, k= 1, ...,K − 1, t= 1, ..., T .
Xt: the inventory vector at the beginning of period t, i.e., Xt = (X1,t, ...,XK−1,t), t=1, ..., T .
Qt: the ordering quantity at period t, t= 1, ..., T .
Yt: the total inventory level after ordering and before demand realization at period t, i.e., Yt =
K−1∑
k=1
Xk,t+Qt, t= 1, ..., T .
System Dynamics: We define the sequence of events as follows: 1) At the beginning of each
period t = 1, ..., T , the K − 1 dimensional inventory vector Xt and the information set Ft are
observed, based on which Qt products of age 0 are ordered; 2) products ordered arrive instantly
with a zero lead time; 3) random demand Dt then occurs during the period, inventory is issued
to satisfy demand based on the FIFO rule, and unmet demand is lost (since we assume zero lead
time, our results hold equally well for the backlogging case); and 4) at the end of each period, all
products in inventory age by 1, and products reaching age K are disposed from the inventory. Let
X0,t=Qt. Then, the inventory vector is updated as follows:
Xk,t+1 =
(
Xk−1,t−
(
Dt−
K−1∑
m=k
Xm,t
)+)+
, k= 1, ...,K − 1; t= 0, ..., T − 1.
Without loss of generality, we assume that the system starts from empty (i.e., zero initial inven-
tory); however, all of our results can be extended to consider arbitrary initial inventory levels.
Cost Structure: At each period, we consider an ordering cost cˆ for each unit of product ordered
at that period, a shortage penalty pˆ for each unit of stock-out, a holding cost hˆ for each unit of
excess inventory after demand realization, and an outdating cost wˆ for each unit of product that is
outdated at the end of that period. To eliminate trivial situations, we assume pˆ− cˆ≥ 0. We allow
negative outdating cost (i.e., positive salvage value) as long as wˆ + βcˆ ≥ 0, where β denotes the
discount factor. We also consider a salvage value for each unit of product left in inventory at the
end of the planning horizon, and for simplicity we assume it is equal to the ordering cost cˆ (our
results can be easily extended to consider any salvage value vˆ as long as wˆ+βvˆ≥ 0).
Optimality Criterion: At each period t, given the inventory vector xt and the information
set ft, an ordering decision rule is a function from the set of all possible (xt, ft) to the set of all
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possible qt; and an ordering policy is a collection of ordering decision rules at all periods. Let π
denote any given ordering policy. Then, the total cost under policy π over the planning horizon is:
Cˆ (π) =
T∑
t=1
βt−1
(
cˆQpit + pˆ(Dt−Y
pi
t )
++ hˆ(Y pit −Dt)
++ wˆ(XpiK−1,t−Dt)
+
)
−βT cˆ
K−1∑
k=1
Xpik,T+1,
where Xpit and Q
pi
t denote the inventory vector and the ordering quantity at period t under policy
π, respectively. Then, our problem is to find an optimal ordering policy OPT such that OPT ∈
argmin
pi
E[Cˆ (π)].
3. Marginal-Cost Dual-Balancing Policy.
In this section, we first introduce a cost transformation to eliminate ordering cost in §3.1. We then
present a marginal-cost accounting scheme for the perishable inventory setting in §3.2. Finally, we
present our algorithm in §3.3. Unless presented in the main text, the proofs of all analytical results
are included in the Appendix.
3.1. Cost Transformation.
To apply the marginal-cost accounting scheme which we present in §3.2, we first need to construct
an equivalent problem with a zero ordering cost.
Define the cost parameters for the transformed problem as: c= 0, p= pˆ− cˆ, h= hˆ+(1−β)cˆ, and
w= wˆ+βcˆ. Since we assume pˆ− cˆ≥ 0 and wˆ+ βcˆ≥ 0, all the transformed costs are nonnegative.
Then, for a given policy π, the total cost of the transformed problem is:
C (π) =
T∑
t=1
βt−1
(
p(Dt−Y
pi
t )
++h(Y pit −Dt)
++w(XpiK−1,t−Dt)
+
)
.
In the following lemma, we show that the difference between the total costs of the original
and transformed problems is independent of policy π, which implies that the two problems are
equivalent in the sense that they have the same set of optimal ordering policies.
Lemma 1. For any policy π, Cˆ (π)−C (π) =
T∑
t=1
βt−1cˆDt, with probability one.
3.2. Marginal-Cost Accounting Scheme.
Unlike traditional methods which assign each period all costs that occur at this period, the
marginal-cost accounting scheme, introduced by Levi et al. [20], assigns each period all costs that
are caused by the decision made at this period. For example, a unit ordered at period t may stay
in the system for multiple periods, thus holding costs may be charged for this unit for multiple
periods; under the marginal-cost accounting scheme, all these holding costs are assigned to period
t. We now present the marginal-cost accounting scheme for the perishable inventory setting.
Marginal Shortage Penalty: Since inventory can be replenished with a zero lead time, the
marginal shortage penalty at each period is simply defined as the shortage penalty that occurs
at this period. For t = 1, ..., T , given xt, ft and qt, let Pt(xt, ft, qt) denote the expected marginal
shortage penalty at period t. Then, we have:
Pt(xt, ft, qt) := β
t−1pE[(Dt− yt)
+|ft].
Marginal Holding Cost: For t = 1, ..., T , given xt, ft and qt, let Ht(xt, ft, qt) denote the
expected marginal holding cost at period t, which is defined as the sum of all expected holding
costs charged for units ordered at period t. In the perishable inventory setting, since units in
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inventory may become outdated without satisfying any demand, the future holding costs charged
for qt depend on the entire inventory vector xt. Thus, similar to Nahmias [25], we let A0,t =0, and
for k= 1, ...,K−1, let Ak,t be the total demand over periods t, ..., t+k−1 that cannot be satisfied
by the inventory of (xK−k,t, ..., xK−1,t), i.e., the inventory that would have been outdated by the
end of period t+ k− 1. Then:
Ak,t = (Ak−1,t+Dt+k−1−xK−k,t)
+, k= 1, ...,K − 1.
Thus, for k = 0, ...,K − 1, (Ak,t +Dt+k −
K−k−1∑
m=1
xm,t)
+ represents the total demand over periods
t, ..., t+ k that cannot be satisfied by the inventory of xt, and (qt− (Ak,t+Dt+k −
K−k−1∑
m=1
xm,t)
+)+
represents the amount of qt left in inventory at the end of period t+ k. Then, we have:
Ht(xt, ft, qt) :=
K−1∑
k=0
βt+k−1hE
[
(qt− (Ak,t+Dt+k−
K−k−1∑
m=1
xm,t)
+)+
∣∣∣∣ft
]
,
where the sum over k is defined up to T − t when t+K − 1≥ T .
Marginal Outdating Cost: For t = 1, ..., T , given xt, ft and qt, let Wt(xt, ft, qt) denote the
expected marginal outdating cost at period t, which is defined as the sum of all expected outdating
costs charged for units ordered at period t, i.e., the expected outdating costs that occur at period
t+K − 1. Note that units ordered at periods T −K + 2, ..., T will not be outdated within the
planning horizon, thus we simply defineWt(xt, ft, qt) = 0 for t= T −K+2, ..., T . For t≤ T −K+1,
(qt −AK−1,t −Dt+K−1)
+ represents the amount of qt that will be outdated at the end of period
t+K − 1. Then, we have:
Wt(xt, ft, qt) := β
t+K−1wE[(qt−AK−1,t−Dt+K−1)
+|ft].
For a given policy π, let P pit ,H
pi
t and W
pi
t denote the corresponding marginal shortage penalty,
holding and outdating costs at period t, respectively. Under a given policy π, xpit and q
pi
t are
both known for given ft. Then, E[P
pi
t |ft] = Pt(x
pi
t , ft, q
pi
t ), E[H
pi
t |ft] =Ht(x
pi
t , ft, q
pi
t ), and E[W
pi
t |ft] =
Wt(x
pi
t , ft, q
pi
t ). Since the system starts from zero inventory, we have C (π) =
T∑
t=1
(P pit +H
pi
t +W
pi
t ).
3.3. Algorithm.
Now we present our first algorithm based on the marginal-cost accounting scheme presented above.
Clearly, the expected marginal shortage penalty Pt(xt, ft, qt) occurs due to under-ordering, while
the expected marginal holding and outdating costs Ht(xt, ft, qt) and Wt(xt, ft, qt) occur due to
over-ordering. Therefore, we define the marginal-cost dual-balancing policy (denoted as B) as to
balance the expected marginal shortage penalty against the sum of the expected marginal holding
and outdating costs. More specifically, at each period t, given xt and ft, the marginal-cost dual-
balancing ordering quantity qBt (for simplicity, we also call it the balancing ordering quantity in
the following text) is defined as the solution to the following equation:
Pt(xt, ft, qt) =Ht(xt, ft, qt)+Wt(xt, ft, qt). (1)
Note that the existence of the balancing ordering quantity qBt is guaranteed, because at any period
t, given xt and ft, Pt(xt, ft, qt) is non-increasing in qt; when qt =0, Pt(xt, ft, qt) is nonnegative, and
when qt goes to infinity, Pt(xt, ft, qt) goes to zero (since demand has a finite mean). In contrast,
Ht(xt, ft, qt) and Wt(xt, ft, qt) are non-decreasing in qt; when qt= 0, Ht(xt, ft, qt) =Wt(xt, ft, qt) =
0, and when qt goes to infinity, both Ht(xt, ft, qt) and Wt(xt, ft, qt) go to infinity. Therefore, q
B
t
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is guaranteed to exist when we allow fractional ordering quantities. The algorithm can be easily
extended to consider discrete ordering quantities following a similar argument as in Levi et al. [20].
We also remark that our marginal-cost dual-balancing policy is different from the dual-balancing
policy defined in Chao et al. [4]. In particular, while our marginal-cost dual-balancing policy bal-
ances the marginal shortage penalty against the sum of the marginal holding and outdating costs,
the dual-balancing policy in Chao et al. [4] balances the marginal shortage penalty against the
marginal outdating cost plus the holding cost that occurs at period t, i.e., the marginal holding
cost Ht(xt, ft, qt) in Equation (1) is replaced by β
t−1hE[(yt−Dt)
+|ft] in Chao et al. [4].
4. Worst-Case Analysis.
In this section, we first build a bridging policy in §4.1. Then, in §4.2, we construct a new unit-
matching scheme that (dynamically) matches units under two different policies on a one-to-one
correspondence. Based on these results, we show in §4.3 that when FIFO is an optimal issuing
policy, our marginal-cost dual-balancing policy has a worst-case performance guarantee of two, i.e.,
the expected total cost of our policy is at most twice that of an optimal ordering policy. Finally, in
§4.4, we compare our policy with an optimal base-stock policy, and show that the expected total
cost of our policy is always at most twice that of an optimal base-stock policy.
4.1. A Bridging Policy: Imaginary Operation Policy.
By Lemma 1, we know that Cˆ (π)−C (π) is nonnegative and independent of policy π. Therefore,
to show that the expected total cost of the marginal-cost dual-balancing policy is at most twice
that of an optimal ordering policy (i.e., E[Cˆ (B)] ≤ 2E[Cˆ (OPT )]), it is sufficient to show that
E[C (B)]≤ 2E[C (OPT )].
However, due to the partially ordered nature of multi-dimensional inventory vectors, it is difficult
to directly compare the costs under policies B and OPT . Therefore, we next propose a bridging
policy that we call the imaginary operation policy (denoted as IM), which allows us to properly
modify the inventory vectors so that the inventory vectors under two different policies become
completely ordered, and the respective costs can be easily compared. We then show E[C (IM)]≤
E[C (OPT )] (Lemma 4) and E[C (B)]≤ 2E[C (IM)] (Lemma 6), respectively, which leads to our
main result E[C (B)]≤ 2E[C (OPT )] (Theorem 1).
Policy IM is constructed as follows: At each period t, given xt and ft, let the system under
policy IM follow an optimal ordering policy.1 What differentiates policies IM and OPT is that
under policy IM , at each period after ordering and before demand realization, products in the
inventory vector can be “moved” from older positions to the position of age 0, i.e., old products
can be replaced with new ones for free. Note that since the inventory vectors under policies IM
and OPT may be different at each period, the actual ordering quantities under the two policies
can also be different.
At each period t, let yBt and y
IM
t be the total inventory levels after ordering under policies B and
IM , respectively (note that once the rules of movements under policy IM for periods 1, ..., t− 1
are defined, yIMt is well-defined). Then, we partition the set of decision epochs {1, ..., T} into the
following two subsets:
TP = {t : y
B
t ≥ y
IM
t },TH = {t : y
B
t <y
IM
t }.
The main objective of constructing policy IM is to bound the total shortage penalty of policy
B at each period t ∈ TP and the total holding and outdating costs of policy B charged for the
units ordered at each period t ∈TH . Since we have y
B
t ≥ y
IM
t ,∀t ∈TP , the total shortage penalty
of policy B at t∈TP can be easily bounded. Therefore, unit movements are only needed at t∈TH .
1 Throughout the paper, we refer following an optimal ordering policy to implementing an optimal decision rule at
each period given the system state, instead of copying the ordering quantity from the system under policy OPT .
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The rules of movements are defined as follows, and an illustrative example is provided at the end
of this subsection.
Let TH = {τ1, ..., τn}, where τ1 < ... < τn. At the beginning of period τ1 after ordering (and before
demand realization), we simply move all units in the inventory vector under policy IM to age 0.
At τ2, units ordered at τ1 become of age τ2 − τ1. Since all units are moved to age 0 at τ1, the
inventory under policy IM is consumed (used to satisfy demand or outdated) no faster than that
under policy B. Also, we have yIMτ1 > y
B
τ1
at τ1. Then at τ2, the total inventory of age greater than
or equal to age τ2 − τ1 under policy IM is no less than that under policy B, i.e.,
K−1∑
k=τ2−τ1
xIMk,τ2 ≥
K−1∑
k=τ2−τ1
xBk,τ2 . Therefore, at the beginning of period τ2 after ordering, we first move all units of age
strictly less than τ2 − τ1 under policy IM to age 0 such that there are only positive inventory of
age 0 and τ2− τ1 under policy IM . We then move some units of age equal to τ2− τ1 under policy
IM to age 0 such that
K−1∑
k=τ2−τ1
xIMk,τ2 =
K−1∑
k=τ2−τ1
xBk,τ2 .
Similarly, for any i≥ 2, at the beginning of period τi after ordering, we first move all units of age
strictly less than τi− τi−1 under policy IM to age 0, and then for each j = 1, ..., i− 1, move some
units of age equal to τi− τj under policy IM to age 0 such that after all the movements, we have:
(i) There are only positive inventory of age 0, τi− τi−1, ..., τi− τ1 under policy IM .
(ii) For j = 1, ..., i−1, the total inventory of age greater than or equal to age τi−τj under policies
IM and B are the same, i.e.,
K−1∑
k=τi−τj
xIMk,τi =
K−1∑
k=τi−τj
xBk,τi , j = 1, ..., i− 1. (2)
Based on the rules of movements defined above, we are ensured to have that: ∀τi ∈ TH , after
the movements of units at τi, the inventory vector under policy IM is “younger” than that under
policy B, i.e., for k=1, ...,K −1, policy IM has no more inventory of age greater than or equal to
k.
Lemma 2. ∀τi ∈TH , after the movements of units at τi, we have:
K−1∑
m=k
xIMm,τi ≤
K−1∑
m=k
xBm,τi , k= 1, ...,K − 1. (3)
An illustrative example describing the rules of movements is presented in Figure 1. In this
example, we have product lifetime ofK = 3 periods, and planning horizon of T =4 periods. Consider
a given sample path where d1 = d2 = d3 = 0 and d4 = 2. At the beginning of period t= 1, assume
qB1 = 2 and q
IM
1 =1. Then, y
B
1 = 2> 1= y
IM
1 , thus t= 1∈TP and no movements are performed at
this period. At the beginning of period t= 2, assume qB2 = 1 and q
IM
2 =3. Then, y
B
2 = 3< 4= y
IM
2 ,
thus t=2= τ1 ∈TH , and we move all units under policy IM to age 0. At the beginning of period
t= 3, assume qB3 = q
IM
3 = 2. Then, y
B
3 = 5< 6 = y
IM
3 , thus t= 3= τ2 ∈TH . The unit ordered at τ1
under policy B is now of age τ2− τ1 = 1, therefore we move one unit of age 1 under policy IM to
age 0 such that the amount of units of age greater than or equal to 1 under policies B and IM
are equal. At the beginning of period t= 4, assume qB4 = 3 and q
IM
4 =0. Then, y
B
4 = 6= y
IM
4 , thus
t=4 ∈TP and no movements are performed at this period.
4.2. A Dynamic Unit-Matching Scheme.
Based on the imaginary operation policy (IM) we constructed above, we now introduce a new unit-
matching scheme that matches inventory units under policies B and IM , which plays a key role
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Policy B
Policy IM
before movement
Policy IM
after movement
t=1∈TP
(d1 = 0)
t=2= τ1 ∈TH
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t=3= τ2 ∈TH
(d3 = 0)
t=4∈TP
(d4 = 2)
units of age 0 units of age 1
units of age 2
Figure 1 An illustrative example to show the imaginary operation policy (IM)
in the comparison of C (B) and C (IM). In particular, our objective is to match the units ordered
at each period t ∈TH under policy B to units under policy IM on a one-to-one correspondence,
such that a matched unit under policy B stays in inventory no longer than the corresponding unit
under policy IM . This way, the total holding and outdating costs charged for the units ordered at
t∈TH under policy B can be bounded by the total holding and outdating costs under policy IM .
The idea of examining inventory and demand at a unit level is first proposed by Muharremoglu
and Tsitsiklis [24], and is first applied to prove worst-case performance guarantee by Levi et al. [20],
where units under two policies are matched on a one-to-one correspondence. Similar arguments are
also used in all the subsequent studies on approximation algorithms for nonperishable inventory
systems (Levi et al. [19, 21], Levi and Shi [22], Shi et al. [32], Tao and Zhou [33]). However, in
these studies, the matching of inventory units is static in the sense that once a pair of units under
two policies are matched at some period, the matching is permanent. This approach relies on the
assumption that all units ordered will be eventually used to satisfy demand, and a pair of units,
once matched, will be used to satisfy the same unit of demand. However, this fails to be true in
the perishable inventory setting, where units in inventory may simply outdate without satisfying
any demand. To address this complication, we introduce a new matching scheme that we call the
dynamic unit-matching scheme, under which, a unit ordered at t ∈ TH under policy B can be
matched and then re-matched to a new unit under policy IM . The rules of matchings are defined
as follows, and an illustrative example is provided at the end of this subsection.
Recall that TH = {τ1, ..., τn}, where τ1 < ... < τn. At the beginning of period τ1, after the move-
ments of units under policy IM (based on the rules described in §4.1), we assign indices from
1 to yBτ1 for units under policy B, and assign indices from 1 to y
IM
τ1
for units under policy IM ,2
where yBτ1 < y
IM
τ1
. Older units are assigned smaller indices, and units of the same age are sorted
in an arbitrary sequence and assigned indices accordingly. Then, we temporarily match each unit
2 For continuous demands and ordering quantities, indices are defined continuously from 0 to yBτ1 and y
IM
τ1
.
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ordered at τ1 under policy B to the unit with the same index under policy IM . Clearly, each pair
of temporarily matched units have the same age (of age 0).
Then, at the beginning of period τ2, consider the following three cases. First, if a temporarily
matched unit under policy B has been used to satisfy demand, there must exist a unit under
policy IM that is also used to satisfy the same unit of demand. This is because yBτ1 <y
IM
τ1
and the
inventory under policy IM is consumed no faster than that under policy B (due to Inequality (3)).
Therefore, for a temporarily matched unit under policy B that has been used to satisfy demand,
we re-match it to the unit under policy IM that is used to satisfy the same unit of demand, and
we set this matching to be permanent.
Second, if a temporarily matched unit under policy B has been outdated, its last temporarily
matched unit under policy IM must also have been outdated (since they have the same age). We
set this matching also to be permanent.
Third, for units that are still in inventory at the beginning of period τ2, we re-define the indices
and re-match them to new units under policy IM . In particular, we assign indices from 1 to yBτ2
to units under policy B and assign indices from 1 to yIMτ2 to units under policy IM . Then, we
re-match (still temporarily) all previously temporarily matched units (now of age τ2− τ1) and all
units ordered at τ2 (now of age 0) under policy B to units with the same indices under policy IM .
Since after the movements of units at τ2, there are only positive inventory of age 0 and τ2 − τ1
under policy IM and Equation (2) holds, each pair of temporarily matched units must have the
same age (either 0 or τ2− τ1).
Continuing in this manner, all units ordered at t∈TH under policy B are ultimately permanently
matched to certain units under policy IM if they are used to satisfy demand or outdated. For
units that are still in inventory at the end of the planning horizon, their last temporarily matched
units under policy IM must also be in inventory. This is because after the movements at the last
period in TH , the inventory vector under policy IM is “younger” than that under policy B (i.e.,
Inequality (3)), which ensures that a unit under policy IM is consumed no earlier than the unit
with the same index under policy B. We then set these matchings also to be permanent. Note
that by construction, there are no overlaps in the permanent matchings. Further, as we will show
in Lemma 6, any matched unit under policy B stays in inventory no longer than its permanently
matched unit under policy IM .
Next, we illustrate the dynamic unit-matching scheme in Figure 2 based on the example presented
in §4.1. At the beginning of period t= 1∈TP , no matching is defined. At the beginning of period
t= 2= τ1, after the movements under policy IM , units under policy B are assigned with indices
from 1 to 3, units under policy IM are assigned with indices from 1 to 4, and unit 3 under policy
B (ordered at τ1) is temporarily matched to unit 3 under policy IM ; units 1-2 are not matched
since they are not ordered at periods in TH . At the beginning of period t= 3= τ2, no permanent
matching is defined since unit 3 under policy B is still in inventory. After the movements under
policy IM , units under policy B are assigned with indices from 1 to 5, units under policy IM
are assigned with indices from 1 to 6, and units 3-5 under policy B (ordered at either τ1 or τ2)
are temporarily matched to units 3-5 under policy IM , respectively. At the beginning of period
t = 4 ∈ TP , no new temporary matching is defined; also, since units 3-5 are all in inventory, no
permanent matching is defined. At the end of the horizon (i.e., end of period 4), units 3-4 under
policy B is permanently matched to units 1-2 under policy IM since they are used to satisfy the
same units of demand. Unit 5 under policy B is still in inventory at the end of the horizon, therefore
it is permanently matched to its last temporarily matched unit, i.e., unit 5 under policy IM .
4.3. Worst-Case Performance Guarantee.
We now prove the worst-case performance guarantee for policy B. As discussed before, we use
policy IM as a bridging policy, and show that the expected total cost of policy IM is no more
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Figure 2 An illustrative example to show the dynamic unit-matching scheme
that that of policy OPT , and the expected total cost of policy B is at most twice that of policy
IM , respectively.
Comparison of Policies IM and OPT : Recall that under Policy IM , an optimal ordering
policy is implemented and old products can be replaced with new ones for free. Therefore, to show
that the expected total cost of policy IM is no more than that of policy OPT , it is sufficient to
show that replacing old products with new ones does not increase the expected total cost. This
is very intuitive and expected in most perishable inventory problems, because a major concern
for perishable inventory systems is outdating; and clearly, replacing old products with new ones
reduces the chance of products being outdated.
On the other hand, while it is intuitive that replacing old products with new ones does not
increase the expected total cost; it is not obvious when this would be ensured to be true theoreti-
cally. In that regard, it turns out that this condition coincides with the optimality of FIFO issuing
policy: FIFO being an optimal issuing policy implies that younger products are more preferred to
have in inventory than older ones, thus replacing old products with new ones will not increase the
expected total cost; and vice versa. We next formally describe the optimality of an issuing policy,
followed by the statement of our assumption.
At each period t, given the inventory vector xt, the information set ft and the ordering quantity
qt, let vk,t be the amount of units of age k that is used to meet demand at period t, k= 0, ...,K−1;let
x0,t = qt, and yt =
K−1∑
k=1
xk,t + qt. Then, vk,t ≤ xk,t, k = 0, ...,K − 1, and
K−1∑
k=0
vk,t = min{yt, dt}. An
issuing decision rule is a function from the set of all possible (xt, ft, qt, dt) to the set of all possible
vt = (v0,t, ..., vK−1,t); and an issuing policy is a collection of issuing decision rules at all periods.
Then, a FIFO issuing policy is such that at each period t, vk,t =min{xk,t, (dt−
K−1∑
m=k+1
xm,t)
+}, k =
0, ...,K − 1. Given an initial inventory level and an ordering policy, an issuing policy is said to be
optimal if it minimizes the expected total cost among all issuing policies. Let Φt be the cumulative
distribution function (c.d.f.) of the demand at period t conditioned on ft. Define the inverse of
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the c.d.f. Φ−1t (z) := inf{x : Φt(x)≥ z}, and define the critical fractile y¯t := Φ
−1
t (
p
p+h
). To compare
policies IM and OPT , we state our assumption as follows:
Assumption 1. Starting from any period t, suppose yt ≤ max
τ=1,...,t
y¯τ holds at t and an optimal
ordering policy is implemented at t+ 1, ..., T , then FIFO is an optimal issuing policy, i.e., FIFO
minimizes the expected total cost at t, ..., T among all issuing policies.
Intuitively, this assumption says that if the total inventory level after ordering is less than or
equal to a threshold at some period, and an optimal ordering policy is implemented at the following
periods, then FIFO issuing policy minimizes the expected total cost from that period to the end
of the planning horizon. Note that a stronger sense of optimality of an issuing policy requires
the issuing policy to be optimal for any initial inventory level and under an arbitrary sequence
of ordering quantities (Pierskalla and Roach [31]). However, we only require FIFO to be optimal
for small initial inventory levels and under an optimal ordering policy, which is a much weaker
assumption.
We acknowledge that in practice, directly checking whether Assumption 1 holds or not may be
difficult. To date, FIFO has already been shown to be optimal under i.i.d. demand (Fries [10]),
which is widely assumed in the perishable inventory literature, or zero holding cost (Pierskalla and
Roach [31]). In §6, we extend these existing findings and present a necessary and sufficient condition
and three easy-to-check sufficient conditions to ensure the optimality of FIFO issuing policy. In
particular, we show that the condition presented in Chao et al. (2015) to ensure a performance
guarantee of two (i.e., demand is independent and stochastically non-decreasing over time) is a
special case of ours, and we further provide conditions and examples where FIFO is optimal and
our performance guarantee is strictly tighter.
With Assumption 1, we now present a structural property on the optimal cost-to-go function,
which is a key result for comparing policies IM and OPT . At each period t, given xt and ft, let
Ct(xt, ft) be the optimal cost-to-go, and let yt =
K−1∑
k=1
xk,t+ qt. Then, we have:
Ct(xt, ft) =min
qt≥0
{pE[(Dt− yt)
+|ft] +hE[(yt−Dt)
+|ft] +wE[(xK−1,t−Dt)
+|ft]
+βE[Ct+1(Xt+1, Ft+1)]}.
For k= 1, ...,K−1, for the continuous case, let C
(k)
t (xt, ft) denote the partial derivative of Ct(xt, ft)
with respect to to xk,t (the differentiability can be easily established following similar arguments
as in Fries [10]); for the discrete case, let C
(k)
t (xt, ft) denote the incremental of Ct(xt, ft) caused by
a unit increase of xk,t. Then, we have the following result.
Lemma 3. Under Assumption 1, for t = 1, ..., T , (i) C
(k)
t+1(xt+1, ft+1) ≥ 0, k = 1, ...,K − 1,
∀xt+1, ft+1; (ii) C
(i)
t+1(xt+1, ft+1) ≤ C
(j)
t+1(xt+1, ft+1) ≤ w/β,1 ≤ i < j ≤K − 1, ∀xt+1, ft+1 such that
K−1∑
k=1
xk,t+1 < max
τ=1,...,t
y¯τ − dt.
Lemma 3 implies that when FIFO is an optimal issuing policy (i.e., Assumption 1), the optimal
cost-to-go is non-decreasing in the inventory levels; and if the total inventory level is small, the
incremental of the discounted optimal cost-to-go caused by a unit increase of an older unit is higher
than that caused by a younger unit, and both are bounded by the unit outdating cost. Then, since
units are only moved from older to younger positions under policy IM (it is not difficult to show
that
K−1∑
k=1
xIMk,t+1 ≤ ( max
τ=1,...,t
y¯τ − dt)
+ holds for all t), it is intuitive that the expected total cost of
policy IM is no more than that of policy OPT , which we formally prove in the next lemma.
Lemma 4. Under Assumption 1, E[C (IM)]≤E[C (OPT )].
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Comparison of Policies B and IM : With Lemma 4, to establish the worst-case performance
guarantee of policy B, all remains to show is E[C (B)]≤ 2E[C (IM)]. To do so, we first provide a
key lemma as follows, where P pit ,H
pi
t and W
pi
t denote the marginal shortage penalty, holding and
outdating costs at period t under policy π, respectively.
Lemma 5. With probability one, (i)
∑
t∈TP
PBt ≤
T∑
t=1
P IMt ; (ii)
∑
t∈TH
HBt ≤
T∑
t=1
HIMt ; (iii)
∑
t∈TH
WBt ≤
T∑
t=1
W IMt .
Proof. (i) For any given sample path, after the movements of units under policy IM , we have
yBt ≥ y
IM
t ,∀t∈TP . Then, P
B
t ≤ P
IM
t ,∀t∈TP . Therefore,
∑
t∈TP
PBt ≤
∑
t∈TP
P IMt ≤
T∑
t=1
P IMt with prob-
ability one.
(ii) To show that the total holding cost charged for units ordered at t∈TH under policy B is no
more than the total holding cost under policy IM , it is sufficient to show that under the dynamic
unit-matching scheme described in §4.2, all matched units under policy B (i.e., all units ordered
at t∈TH) stay in inventory no longer than their permanently matched units under policy IM .
Units ordered at t∈TH under policy B can be 1) used to satisfy demand, 2) outdated or still in
inventory at the end of the planning horizon. First, recall that after the movements at each period
τi ∈ TH , units under policy B are assigned indices from 1 to y
B
τi
and units under policy IM are
assigned indices from 1 to yIMτi from oldest to youngest. Since the inventory vector under policy
IM is “younger” than that under policy B (i.e., Inequality (3)), each unit under policy IM is
consumed no earlier than the unit with the same index under policy B. Therefore, for a matched
unit under policy B that is used to satisfy demand (call it u1), its last temporarily matched unit
under policy IM , which has the same index and age as u1, is consumed no earlier than u1. Then,
given the FIFO issuing policy, the permanently matched unit of u1, which is used to satisfy the
same unit of demand as u1, must be no younger than u1.
Second, by the dynamic unit-matching scheme, for a matched unit under policy B that is out-
dated or is still in inventory at the end of the planning horizon (call it u2), its permanently matched
unit under policy IM is defined as its last temporarily matched unit. Since all temporarily matched
pairs of units have the same age, and further considering possible movements from older to younger
positions for units under policy IM , u2 stays in inventory no longer than its permanently matched
unit.
Since the permanent matchings are defined on a one-to-one correspondence and the above argu-
ment is true for any given sample path, we have
∑
t∈TH
HBt ≤
T∑
t=1
HIMt with probability one.
(iii) By the dynamic unit-matching scheme, for a matched unit under policy B that is outdated,
the permanently matched unit under policy IM must be outdated at the same period. Since the
permanent matchings are defined on a one-to-one correspondence and the above argument is true
for any given sample path, we have
∑
t∈TH
WBt ≤
T∑
t=1
W IMt with probability one. 
With the above result, now it is easy to reach to the following conclusion.
Lemma 6. E[C (B)]≤ 2E[C (IM)].
Proof. Let 1(t∈TP ) and 1(t∈TH) be two indicator functions. Then, we have 1(t∈TP ) +
1(t∈TH) = 1 with probability one, and we have the following result.
E[C (B)] =
T∑
t=1
E[E[(PBt +H
B
t +W
B
t )|Ft]]
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=
T∑
t=1
E[E[(PBt +H
B
t +W
B
t )(1(t∈TP )+1(t∈TH))|Ft]]
=
T∑
t=1
E[E[2PBt 1(t∈TP )+ 2(W
B
t +H
B
t )1(t∈TH)|Ft]]
=E
[ ∑
t∈TP
2PBt +
∑
t∈TH
2(HBt +W
B
t )
]
≤E
[
2
T∑
t=1
P IMt +2
T∑
t=1
(HIMt +W
IM
t )
]
=2E[C (IM)],
where the third equality follows from the definition of the marginal-cost dual-balancing policy and
the fact that 1(t∈TP ) and 1(t∈TH are deterministic for given ft, and the inequality follows from
Lemma 5. 
Based on the above results, we now state our main theorem as follows.
Theorem 1. Under Assumption 1, the marginal-cost dual-balancing policy has a worst-case
performance guarantee of two. That is, the expected total cost of the marginal-cost dual-balancing
policy is at most twice that of an optimal ordering policy, i.e., E[C (B)]≤ 2E[C (OPT )].
Proof. Since we have E[C (IM)]≤ E[C (OPT )] from Lemma 4 and E[C (B)]≤ 2E[C (IM)] from
Lemma 6, we have E[C (B)]≤ 2E[C (IM)]≤ 2E[C (OPT )], which completes the proof. 
4.4. Comparison with an Optimal Base-Stock Policy.
In the previous subsection, we have compared our policy with an optimal ordering policy, and have
shown that the expected total cost of our policy is at most twice that of an optimal ordering policy
when FIFO is an optimal issuing policy (i.e., Assumption 1). In this subsection, we switch the
benchmark to compare our policy with an optimal base-stock policy, and show that the expected
total cost of our policy is always at most twice that of an optimal base-stock policy.
This result is noteworthy because as discussed in §1, among the heuristic policies developed for
perishable inventory systems, the base-stock policy, under which the total inventory is replenished
up to the same level at each period, is particularly popular due to its simple implementation and
competitive numerical performance (e.g., Nahmias [26], Cohen [7], Chazan and Gal [5], Nandaku-
mar and Morton [30], Cooper [8], Li et al. [23], Chen et al. [6], Zhang et al. [35]). However, the
computation of an optimal base-stock policy involves the evaluation of the expected outdating cost
for each given base-stock level, which is again intractable due to the large state space. Although
many heuristic approaches are developed to compute “good” base-stock levels, none of them admits
a theoretical performance guarantee.
In the following theorem, we compare our marginal-cost dual-balancing policy with an optimal
base-stock policy (denoted as BA), and show that the expected total cost of our policy (although
itself is not a base-stock policy) is at most twice that of an optimal base-stock policy. We remark
that since FIFO is always optimal under base-stock policies (Chazan and Gal [5]), Theorem 2
follows without any assumption.
Lemma 7 (Chazan and Gal (1977)). Under base-stock policies, the cumulative amount of
outdate under FIFO issuing policy is smaller than that under any other issuing policy with proba-
bility one.
Theorem 2. The expected total cost of the marginal-cost dual-balancing policy is at most twice
that of an optimal base-stock policy, i.e., E[C (B)]≤ 2E[C (BA)].
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The proof for Theorem 2 is similar to that for Theorem 1, except that now policy IM is con-
structed based on BA instead of OPT . Since FIFO is always optimal under base-stock policies
(Lemma 7), we can easily show that E[C (IM)]≤E[C (BA)] (in fact, we have C (IM)≤C (BA) with
probability one). Given this result and also E[C (B)]≤ 2E[C (IM)] as we have shown in Lemma 6,
the result in Theorem 2 immediately follows.
Also note that the result in Theorem 2 can be easily extended to cases where the base-stock
levels at different periods are different but non-decreasing over time.
5. Truncated-Balancing Policy.
In this section, we first prove that a myopic policy under the marginal-cost accounting scheme
provides a lower bound on the optimal ordering quantity. Then, by combining the specific lower
bound we derive and any upper bound on the optimal ordering quantity with the marginal-cost
dual-balancing policy, we present a more general class of algorithms that we call the truncated-
balancing policy. We later show that while both the marginal-cost dual-balancing policy and the
truncated-balancing policy have the same worst-case performance guarantee of two, the latter
performs much better in the computational studies (see §7).
In the following proposition, we show that under Assumption 1, the minimizer of the total
marginal costs provides a lower bound on the optimal ordering quantity. A similar result has been
developed in Levi et al. [20] for the nonperishable backlogging case (clearly, Assumption 1 is not
needed for the nonperishable case), where the total inventory level is known to be a sufficient
statistic for the system state. However, generalizing this result to the lost sales case, where a
pipeline inventory vector is needed to describe the system state, remains an open problem. In
that regard, our problem is similar to the lost sales case since we also need an inventory vector to
describe the system state, and the analysis for the nonperishable backlogging case is not applicable
to our case.
Proposition 1. At any period t, given xt and ft, let q
OPT
t be an optimal ordering quantity, and
qLt be the smallest quantity that minimizes Pt(xt, ft, qt)+Ht(xt, ft, qt)+Wt(xt, ft, qt). Then, under
Assumption 1, qLt ≤ q
OPT
t .
Remark 1. The reason why a myopic ordering quantity under the marginal-cost accounting
scheme provides a lower bound on the optimal ordering quantity is that, under the marginal-cost
accounting scheme, the optimal cost-to-go function is non-increasing in the inventory levels of all
ages (see proof in the Appendix); thus, ordering more units can decrease the optimal cost-to-go of
the next period, and the minimizer of the single-period cost, which ignores the benefit of ordering
more for future, will tend to order less than optimal. We remark that while the monotonicity result
for the optimal cost-to-go function can be easily established for the nonperishable inventory case,
it can in fact be violated for the perishable inventory case in general. However, as we show in the
proof of Proposition 1, the optimality of FIFO issuing policy is a sufficient condition to establish
the monotonicity result, which we believe is a new and important contribution to the literature.
Based on the above result, we now define the truncated-balancing policy (denoted as TB) as
follows. At each period t, given xt and ft, let q
B
t be the balancing ordering quantity defined by
Equation (1), let qLt be the lower bound on the optimal ordering quantity defined in Proposition
1 (or any looser lower bound), and let qUt be any upper bound on the optimal ordering quantity.
Then, the truncated-balancing ordering quantity qTBt is defined as:
qTBt =


qBt , if q
L
t ≤ q
B
t ≤ q
U
t ,
qLt , if q
B
t < q
L
t ,
qUt , if q
B
t > q
U
t .
Author: Article Short Title
00(0), pp. 000–000, c© 0000 INFORMS 17
Note that for trivial lower and upper bounds (i.e., qLt = 0, q
U
t =∞), the truncated-balancing
policy reduces to the marginal-cost dual-balancing policy. In the following theorem, we show that
the truncated-balancing policy, as a more general class of algorithms, also admits a worst-case
performance guarantee of two.
Theorem 3. Under Assumption 1, the truncated-balancing policy has a worst-case performance
guarantee of two. That is, the expected total cost of the truncated-balancing policy is at most twice
that of an optimal ordering policy, i.e., E[C (TB)]≤ 2E[C (OPT )].
Remark 2. We remark that policy TB is not guaranteed to perform at least as good as policy
B (thus the proof of Theorem 3 is nontrivial). While it may appear that qTBt is at least as good as
qBt , this is only true if an optimal policy is implemented at the following periods.
Remark 3. We also remark that unlike the nonperishable inventory case where the lower and
upper bounds in the definition of policy TB can be replaced with any (tighter) ones, in our case,
the lower bound qLt , as a minimizer of the single-period marginal cost, is special and cannot be
tightened. To see why this is the case, let yTBt and y
IM
t be the total inventory levels after ordering
at period t under policies TB and IM , respectively; also, given xTBt and ft, let y
B
t denote the
total inventory level after ordering if the balancing ordering quantity qBt is ordered. Then, given
that qBt < q
TB
t = q
L
t , it is possible that y
B
t ≤ y
IM
t < y
TB
t (while for the nonperishable case, since
a base-stock policy is optimal, given that qBt < q
TB
t = q
L
t , we always have y
B
t < y
TB
t ≤ y
OPT
t ). In
this case, since yTBt > y
IM
t , it is not possible to match all the q
TB
t units to units under policy IM .
Therefore, we instead only match the first qBt units ordered under policy TB to units under policy
IM , and then show that the total marginal cost at period t for ordering qTBt is no more than that
for ordering qBt , which is only ensured to be true if q
TB
t = q
L
t is a minimizer of the single-period
marginal cost (see more details in the proof of Theorem 3 in the Appendix).
6. Sufficient Conditions for Optimality of FIFO Issuing Policy.
In §4-5, we have shown that our proposed algorithms have a worst-case performance guarantee
of two when FIFO is an optimal issuing policy (i.e., Assumption 1). In this section, we provide a
necessary and sufficient condition and several easy-to-check sufficient conditions that ensure the
optimality of FIFO issuing policy, which extends the existing literature and provides insights into
the key trade-offs of different issuing policies.
In Lemma 3, we have presented a necessary condition for the optimality of FIFO issuing policy.
In the following proposition, we show that this condition is also sufficient (in fact, we only need a
part of that condition), which leads to a necessary and sufficient condition for the optimality of
FIFO issuing policy.
Proposition 2. Assumption 1 holds if and only if for t= 1, ..., T , C
(k)
t+1(xt+1, ft+1)≤ w/β,k =
1, ...,K − 1, ∀xt+1, ft+1 such that
K−1∑
k=1
xk,t+1 < max
τ=1,...,t
y¯τ − dt.
Proposition 2 says that FIFO is optimal if and only if the incremental of the discounted optimal
cost-to-go caused by a unit increase of the inventory of any age is bounded by the unit outdating
cost. This provides an overall insight into the key trade-off in ensuring the optimality of FIFO
issuing policy, and provides intuition in finding sufficient conditions for Assumption 1 to hold.
In particular, a unit increase of the in-hand inventory can potentially increase both holding and
outdating costs but decrease the shortage penalty for future periods. Consider a case where demand
for future periods is sufficiently large so that the decrease in shortage penalty offsets the increase
in holding cost. In this case, the incremental of the total cost is bounded by the unit outdating
cost, i.e., the condition in Proposition 2 holds. Also, consider another case where the unit holding
cost is sufficiently small so that the total discounted holding and outdating costs for future periods
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are bounded by the unit outdating cost, regardless of the demand distribution. In this case, we
also have the condition in Proposition 2 hold.
Based on these interpretations of Proposition 2, we now provide several easy-to-check sufficient
conditions that ensure the optimality of FIFO issuing policy. In particular, in Propositions 3 and
4, we formalize the two intuitions discussed above and show that Assumption 1 holds either when
future demand is sufficiently large or when holding cost is sufficiently small. Next, in Proposition 5,
we present a sufficient condition for the optimality of FIFO issuing policy that involves both demand
and holding cost; however the respective conditions are much weaker than those that involve either
only demand (Proposition 3) or only holding cost (Proposition 4). We remark that our results also
extend the existing findings on the optimality of FIFO issuing policy (Fries [10], Pierskalla and
Roach [31]), which we describe in further details below.
In the following Proposition, we first present a sufficient condition on demand distribution that
ensures the optimality of FIFO issuing policy.
Proposition 3. Assumption 1 holds if ∀fT+1, y¯t =Φ
−1
t (
p
p+h
) is non-decreasing in t.
As discussed above, the intuition for the above condition is that when future demand is large,
increasing the in-hand inventory level will not increase the sum of shortage penalty and holding
cost, and thus the condition in Proposition 2 holds, which implies the optimality of FIFO issuing
policy. Clearly, the condition in Proposition 3 is an extension of i.i.d. demand considered in Fries
[10], and also includes the independent and stochastically non-decreasing demand (in the sense of
first-order dominance)3 presented in Chao et al. [4] as a special case.
Next, we present a sufficient condition regarding holding cost to ensure the optimality of FIFO
issuing policy, which extends the zero holding cost considered in Pierskalla and Roach [31].
Proposition 4. Assumption 1 holds if h≤ 1−β
β
w.
This result is also intuitive because when h≤ (1−β)
β
w, the total discounted holding cost for an
arbitrary number of future periods (β+ β2 + ...)h= βh/(1− β) is bounded by the unit outdating
cost w.
Note that Proposition 4 identifies an important class of problems where the performance guar-
antee of our algorithms is strictly tighter than that presented in Chao et al. [4]. Recall the cost
transformation that h= hˆ+(1−β)cˆ,w= wˆ+βcˆ. Then it is straightforward to check that h≤ 1−β
β
w
if and only if hˆ ≤ 1−β
β
wˆ. Thus, Proposition 4 implies that as long as the original holding cost hˆ
is sufficiently small, our algorithms have a performance guarantee of two. Under general demand,
the performance guarantee presented in Chao et al. [4] is 2 + (K−2)h
Kh+w
. For general K > 2 and any
β ∈ (0,1), for their performance guarantee 2 + (K−2)h
Kh+w
= 2+ (K−2)(hˆ+(1−β)cˆ)
K(hˆ+(1−β)cˆ)+wˆ+βcˆ
to be equal to 2, the
transformed holding cost h needs to be zero, which implies both the original ordering cost cˆ and
holding cost hˆ need to be zero. On the other hand, we only assume the original holding cost hˆ
to be small and allow arbitrarily large ordering cost cˆ (note that conducting cost transformation
to eliminate cˆ with end up with positive h). Therefore, as we illustrate in the following example,
the performance guarantee of our algorithms can be strictly tighter, especially for problems with
positive ordering cost and small or zero holding cost, which represent a large class of perishable
(especially blood) inventory problems (Haijema et al. [14], Zhou et al. [36]).
Example 1. Consider an instance with product lifetime K = 5, and original cost parameters
cˆ = 1, hˆ = wˆ = 0. Demand is a general stochastic process. Then for discount factor values β =
0.9,0.95,0.99, the performance guarantees presented in Chao et al. [4] are 2.214, 2.125, 2.029,
respectively, while the performance guarantee of our algorithms is exactly two in all three cases.
3 Note that the exact condition Chao et al. [4] needs in their proof is that St is non-decreasing in t, where St is the
solution of y to the equation E[(y−Dt)
+|ft] = E[(Dt − y)
+|ft].
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Next, inspired by Propositions 3 and 4, in the following proposition, we present a sufficient
condition for the optimality of FIFO issuing policy that involves both demand and holding cost.
We further show that Proposition 5 is in fact much more general and provides a unified framework
that extends both Propositions 3 and 4.
Proposition 5. Assumption 1 holds if ∀fT+1, h≤
1−γ
γ
p+ 1−βγ
βγ
w, where γ = max
1<s≤t≤T
Φt(y¯s).
Clearly, γ provides an upper bound on the probability that there will be excess inventory after
demand realization at each period. The intuition behind Proposition 5 is that by increasing a
unit of in-hand inventory and keeping the ordering quantity unchanged, the increase of the total
expected holding and outdating costs are at most γ(h + w) while the decrease of the expected
shortage penalty is at least (1−γ)p. Then, the incremental of the expected total cost by increasing
a unit of in-hand inventory is bounded by γ(h+w)− (1−γ)p; let it to be less than or equal to w/β
(in order to satisfy the condition in Proposition 2) and rearrange terms, we achieve the condition
in Proposition 5.
We believe this is an authentic result and provides key insights into the main trade-offs of FIFO
issuing policy. In particular, Proposition 5 says that FIFO is optimal when the demand over time
does not “drop” significantly (so that γ is not too large) and the holding cost is moderately small.
Moreover, there is a clear trade-off between demand and holding cost: The smaller the holding
cost, the fewer requirements we need for the demand, and vice versa. This result is powerful and in
fact provides a unified framework that extends both Propositions 3 and 4: On one hand, suppose
∀fT+1, the critical fractile y¯t = Φ
−1
t (
p
p+h
) is non-decreasing in t; then γ = Φt(y¯t) =
p
p+h
and thus
h(= 1−γ
γ
p)≤ 1−γ
γ
p+ 1−βγ
βγ
w is automatically satisfied, i.e., Proposition 5 reduces to Proposition 3.
On another hand, suppose we do not impose any restriction on demand; then the worst case is
γ = 1 and we thus need h≤ 1−β
β
w, i.e., Proposition 5 reduces to Proposition 4.
Furthermore, the condition in Proposition 5 also leads to a broader class of problems where
the performance guarantee of our algorithms is strictly tighter than that in Chao et al. [4], as we
illustrate in the following example.
Example 2. Consider an instance with product lifetimeK = 5, cost parameters p=w=5, h= 1,
and discount factor β = 1 (any β ≤ 1 would work). Let the demand at each period be independent
and assume demands at periods 1,3,5, ... are exponentially distributed with mean of 5, i.e., exp( 1
5
),
and demands at periods 2,4,6, ... are exp( 1
6
) (note that our result does not rely on this specific pat-
tern of fluctuation; the demand can be for example exp( 1
5
) on weekdays and exp( 1
6
) on weekends).
It is easy to check that the critical fractile for exp( 1
5
) is Φ−11 (
p
p+h
)≈Φ−11 (0.833)≈ 8.9 and the critical
fractile for exp( 1
6
) is Φ−12 (
p
p+h
) ≈ Φ−12 (0.833)≈ 10.7. Then, γ = max
1<s≤t≤T
Φt(y¯s) ≈ Φ1(10.7)≈ 0.882,
and h=1< 1−γ
γ
p+ 1−βγ
βγ
w≈ 1.338. Thus, the condition in Proposition 5 is clearly satisfied and the
performance guarantee of our algorithms is two. On the other hand, the performance guarantee
presented in Chao et al. [4] is 2+ (K−2)h
Kh+w
= 2.3.
We remark that besides the sufficient conditions we presented above, there could be potentially
many other situations where FIFO issuing policy is optimal (i.e., the condition in Proposition 2
holds). It is worth noting that under all those situations, our algorithms would admit a worst-case
performance guarantee of two.
7. Computational Experiments.
We start with a discussion on the computation of the balancing ordering quantity in §7.1. Then, in
§7.2, we test the performances of our policies under the Hospital Alpha platelet inventory control
problem using real data.
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7.1. Computation of Balancing Ordering Quantity.
At each period t, given xt and ft, the marginal shortage penalty Pt(xt, ft, qt) is non-increasing in qt,
while the marginal holding and outdating costs Ht(xt, ft, qt) andWt(xt, ft, qt) are non-decreasing in
qt. Thus the balancing ordering quantity q
B
t defined in Equation (1) can be computed using a simple
binary search. However, to do so, we first need to efficiently compute the expected marginal costs
for each given qt. Given the distribution of Dt, the computation of Pt(xt, ft, qt) is straightforward.
Thus, in this subsection, we focus on the computation of Ht(xt, ft, qt) and Wt(xt, ft, qt).
Similar as the existing studies on balancing policies, for general demands, the expected marginal
holding and outdating costs Ht(xt, ft, qt) and Wt(xt, ft, qt) can be computed using methods such
as Monte Carlo simulation. However, if demand over time is independent and integer-valued (we
consider integer-valued quantities in our computational experiments), we can further achieve closed-
form expressions for the expected marginal costs as follows.
Recall that A0,t = 0, and for k= 1, ...,K−1, Ak,t denotes the total demand over periods t, ..., t+
k − 1 that cannot be satisfied by the inventory of (xK−k,t, ..., xK−1,t), and A0,t = 0. Similar to
Nahmias [25], for given (xK−k+1,t, ..., xK−1,t) and ft, define:
Rk,t(xK−k,t) =P(Ak−1,t+Dt+k−1 <xK−k,t|ft), k=1, ...,K,
which denotes the conditional probability that there will be outdates at the end of period t+k−1.
Then, ∀u≥ 0, we have R1,t(u) =P(Dt<u|ft), and for k= 2, ...,K:
Rk,t(u) = P(Ak−1,t+Dt+k−1 <u|ft)
=
u∑
v=1
P(Ak−1,t < v|ft)P(Dt+k−1 = u− v|ft)
=
u∑
v=1
P((Ak−2,t+Dt+k−2−xK−k+1,t)
+ <v|ft)P(Dt+k−1 = u− v|ft)
=
u∑
v=1
P(Ak−2,t+Dt+k−2 < v+xK−k+1,t|ft)P(Dt+k−1 = u− v|ft)
=
u∑
v=1
Rk−1,t(v+xK−k+1,t)P(Dt+k−1 = u− v|ft).
Therefore, the probabilities Rk,t can be computed efficiently by recursion. In this case, at each
period t, given xt, ft and qt, the expected marginal holding and outdating costs can be computed
as:
Ht(xt, ft, qt) =
K−1∑
k=0
ht+kE
[
(qt− (Ak,t+Dt+k−
K−k−1∑
m=1
xm,t)
+)+
∣∣∣∣ft
]
=
K−1∑
k=0
ht+k
qt∑
u=1
P
(
(Ak,t+Dt+k−
K−k−1∑
m=1
xm,t)
+ <u
∣∣∣∣ft
)
=
K−1∑
k=0
ht+k
qt∑
u=1
P
(
Ak,t+Dt+k <u+
K−k−1∑
m=1
xm,t
∣∣∣∣ft
)
=
K−1∑
k=0
ht+k
qt∑
u=1
Rk+1
(
u+
K−k−1∑
m=1
xm,t
)
,
and
Wt(xt, ft, qt) =wt+K−1E[(qt−AK−1,t−Dt+K−1)
+|ft]
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=wt+K−1
qt∑
u=1
P(AK−1,t+Dt+K−1 <u|ft)
=wt+K−1
qt∑
u=1
RK,t(u).
7.2. Experiments for the Platelet Inventory Control Problem.
We now consider the platelet inventory control problem at Hospital Alpha, as described in §1. At
Hospital Alpha, 1) platelets are ordered on a daily basis, and an order placed at the end of the
previous day will arrive in the morning of the next day; 2) as demand arises, older products are
typically issued first to reduce outdates; and 3) unmet demand is satisfied by emergency deliveries.
Therefore, our assumptions for zero lead time, FIFO issuing policy, and lost sales are applicable in
this setting.
Platelets have a short lifetime of K = 3 days, and we consider a planning horizon of 4 weeks
(i.e., T = 28 days). As discussed in §1, we focus on the main source of demand for platelets: cardiac
surgeries, and we model daily demand for platelets by a compound Poisson distribution (Gregor
et al. [12], Kopach et al. [18], Katsaliaki [17]). Similar to two recent studies by Haijema et al.
[14] and Zhou et al. [36], we assume that demand over time is independently distributed, but the
distribution in different days may not be identical. Based on the cardiac surgery records from
January to April in 2014, we identify a significant weekly periodicity, and estimate the average
number of surgeries from Monday to Sunday as 2.6, 5.5, 1.9, 3.2, 3.7, 0.1, and 0, respectively. We
assume the amount of platelets needed per surgery is stationary; based on the platelet transfusion
records, we estimate it as a geometric distribution with mean of 0.32.
Cardiac surgeries are usually scheduled days or even weeks in advance; therefore forecast infor-
mation on the number surgeries per day is typically available. We consider a forecast horizon equal
to product lifetime K = 3 days, and assume that the forecast is perfect. That is, the number of
surgeries at day t+ 2 becomes known at the beginning of day t, and will not change at the fol-
lowing days. In this case, at any day t, given ft, each of the demand Dt, ...,Dt+K−1 is a sum of a
deterministic number of i.i.d. geometric distributions (which is a negative binomial distribution,
instead of a compound Poisson distribution).
Based on the interaction with the blood bank manager at Hospital Alpha, we estimate the unit
outdating cost w to be equal to the purchase cost $500. On the other hand, the shortage penalty
for blood inventory problems could include the cost of emergent shipment from other blood banks
and/or the penalty of postponing the surgeries, which is usually high and often estimated as 2-10
times higher than the purchase cost (Haijema et al. [14]). Therefore, we consider three different
shortage penalties p = $1000,$2500,$5000. Also, we consider a zero holding cost h = 0 and no
discount, i.e., β = 1.
We first benchmark the performances of our policies with the optimal policy solved by dynamic
programming. The state of the dynamic program is comprised of a K − 1 dimensional vector of
inventory levels of age 1, ...,K − 1, and a K dimensional vector of forecasts on the number of
surgeries at days t, ..., t+K − 1. Although the problem size we face here is not too large, it still
takes more than 50 hours to compute the optimal policy on a standard 2.6GHz PC, whereas the
ordering quantities under our policies can be computed on the fly in an online fashion. On the other
hand, while compound Poisson distribution is widely considered in the blood inventory literature
(e.g., Gregor et al. [12], Kopach et al. [18], Katsaliaki [17]), none of these studies has considered the
forecast information on the number of patients per period. A natural question is that how much do
we lose by ignoring this information? Therefore, we also compare the performances of our policies
with the “optimal” policy that does not make use of the forecast information (i.e., it simply treats
the demand at each day as a compound Poisson distribution and thus the state of this dynamic
program is simply comprised of a K − 1 dimensional vector of inventory levels of age 1, ...,K − 1).
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We use B,TB,OPT and OPTwof to denote the marginal-cost dual-balancing policy,
4 the
truncated-balancing policy, the optimal policy, and the “optimal” policy without forecast informa-
tion, respectively. For each policy, We generate 10,000 random scenarios, and use a sample average
to estimate the expected total cost. Let C¯ (π) and C¯ (OPT ) denote the estimated total costs under
policies π and OPT , respectively. We define the performance error of policy π as:
error(π) :=
C¯ (π)− C¯ (OPT )
C¯ (OPT )
× 100%.
We can also characterize the value of forecast information in this setting by assessing the perfor-
mance improvements of our policies over policyOPTwof . Let C¯ (π) and C¯ (OPTwof) be the estimated
total costs under policies π and OPTwof , respectively. We define the performance improvement of
policy π as:
impr(π) :=
C¯ (OPTwof)− C¯ (π)
C¯ (OPTwof)
× 100%.
Table 1 Performance summary of each policy for the platelet inventory control problem (w= $500)
Policy B TB OPT OPTwof
p=$1000 C¯ ($) 6813 6684 6174 7262
error (%) 10.4 8.3 0 17.6
impr (%) 6.2 8.0 15.0 0
p=$2500 C¯ ($) 10059 9666 8943 10532
error (%) 12.5 8.1 0 17.8
impr (%) 4.5 8.2 15.1 0
p=$5000 C¯ ($) 12689 11918 10990 12999
error (%) 15.5 8.4 0 18.3
impr (%) 2.4 8.3 15.5 0
The estimated total cost, performance error, and performance improvement of each policy are
reported in Table 1. We first observe that both our marginal-cost dual-balancing policy (B) and
truncated-balancing policy (TB) perform significantly better than the theoretical worst-case per-
formance guarantee of two (i.e., error of 100%). Further, policy TB has a significant performance
improvement over policy B, especially when the ratio of unit shortage penalty over unit outdating
cost p/w gets large. In particular, we observe from the experiments that when the ratio p/w gets
larger, both the optimal ordering quantity and the ordering quantity under policy B gets larger,
however the ordering quantity under policy B grows slower than the optimal ordering quantity. In
this case, the truncation by lower bound helps correct the under-ordering of policy B and bring
the ordering quantity up to a more reasonable level.
Meanwhile, we also observe that the “optimal” policy that ignores the forecast information
(OPTwof) performs poorly, with a performance error of more than 17% in all three instances, and
our policy TB has a substantial performance improvement (more than 8%) over policy OPTwof .
Therefore, the value of the forecast information is significant, and implementing an inventory
control policy that takes into account such information has a high potential to achieve a better
performance in practice.
4 Since only two cost components p and w are considered here, our marginal-cost dual-balancing policy is the same
as both the proportional-balancing policy (PB) and dual-balancing policy (DB) proposed in Chao et al. [4].
Author: Article Short Title
00(0), pp. 000–000, c© 0000 INFORMS 23
8. Conclusions.
In this paper, we consider a fixed-lifetime perishable inventory control problem assuming demand
is a general stochastic process which can be nonstationary, correlated, and dynamically evolving.
Theoretically an optimal ordering policy of this problem can be solved using standard dynamic
programming, however it becomes computationally intractable for realistic size problems due to the
high dimension of the state space. We first present a computationally efficient algorithm that we call
the marginal-cost dual-balancing policy. We then prove that under the marginal-cost accounting
scheme, the minimizer of the single-period cost provides a lower bound on the optimal ordering
quantity; by combining the specific lower bound we derive and any upper bound on the optimal
ordering quantity with the marginal-cost dual-balancing policy, we present a more general class of
algorithms that we call the truncated-balancing policy. We prove that when FIFO is an optimal
issuing policy, both of our policies have a worst-case performance guarantee of two, i.e., the expected
total cost of our policies is at most twice that of an optimal policy. We further provide a necessary
and sufficient condition and several easy-to-check sufficient conditions that ensure the optimality of
FIFO issuing policy. We also compare our marginal-cost dual-balancing policy with an optimal base-
stock policy, and show that the expected total cost of our policy is always at most twice that of an
optimal base-stock policy. Finally, we conduct numerical experiments based on a platelet inventory
control problem using real data and show that a) our policies perform significantly better than the
theoretical worst-case performance guarantee, and b) the truncated-balancing policy significantly
outperforms the marginal-cost dual-balancing policy, which illustrates that the lower bound we
derive is effective and help improve the performance of the marginal-cost dual-balancing policy.
Our worst-case analysis is built on two novel ideas, the imaginary operation policy and the
dynamic unit-matching scheme. In particular, we show that when FIFO is an optimal issuing policy,
moving units from older to younger positions in the inventory vector can only decrease the expected
total cost. This is very intuitive and helps significantly simplify the analysis by allowing properly
modifying the inventory vectors and effectively matching units under two different policies. We
believe these ideas are valuable beyond this study and can also be applied to facilitate the analysis
for other perishable inventory problems.
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Appendix.
Proof of Lemma 1. From the system dynamics, we have
K−1∑
k=1
Xpik,t+1 = (Y
pi
t −Dt)
+ − (XpiK−1,t −Dt)
+,
where (Y pit −Dt)
+ is the amount of inventory after demand realization at period t, and (XpiK−1,t −Dt)
+ is
the amount of outdates at period t. Then we have:
Cˆ (π)−C (π) =
T∑
t=1
βt−1cˆ
(
Qpit +(Dt− Y
pi
t )
+− (1− β)(Y pit −Dt)
+− β(XpiK−1,t−Dt)
+
)
− βT cˆ
K−1∑
k=1
Xpik,T+1
=
T∑
t=1
βt−1cˆ
(
Qpit +(Dt− Y
pi
t )
+− (Y pit −Dt)
+
)
+
T∑
t=1
βtcˆ
K−1∑
k=1
Xpik,t+1− β
T cˆ
K−1∑
k=1
Xpik,T+1
=
T∑
t=1
βt−1cˆ(Dt−
K−1∑
k=1
Xpik,t)+
T−1∑
t=1
βtcˆ
K−1∑
k=1
Xpik,t+1
=
T∑
t=1
βt−1cˆ(Dt−
K−1∑
k=1
Xpik,t)+
T∑
t=2
βt−1cˆ
K−1∑
k=1
Xpik,t
=
T∑
t=1
βt−1cˆDt,
where the second equality follows from the fact that
K−1∑
k=1
Xpik,t+1 = (Y
pi
t −Dt)
+− (XpiK−1,t−Dt)
+ as explained
above, and the third equality comes from the fact that (Dt− Y
pi
t )
+− (Y pit −Dt)
+ =Dt− Y
pi
t . 
Proof of Lemma 2.Without loss of generality, assume that τi− τ1 ≤K−1 (otherwise, we can start from
the largest τi− τj that is less than or equal to K− 1). By construction of policy IM , we have
K−1∑
k=τi−τ1
xIMk,τi =
K−1∑
k=τi−τ1
xBk,τi and x
IM
k,τi
= 0, k= τi− τ1+1, ...,K− 1. Therefore, Inequality 3 holds for k= τi− τ1, ...,K − 1.
Then, for j = 2, ..., i − 1, by construction of policy IM , we have
K−1∑
k=τi−τj−1
xIMk,τi =
K−1∑
k=τi−τj−1
xBk,τi ,
K−1∑
k=τi−τj
xIMk,τi =
K−1∑
k=τi−τj
xBk,τi and x
IM
k,τi
= 0, k = τi − τj + 1, ..., τi − τj−1 − 1. Therefore, Inequality 3 holds for
k= τi− τj, ..., τi− τj−1− 1.
Finally, by construction of policy IM , we have
K−1∑
k=τi−τi−1
xIMk,τi =
K−1∑
k=τi−τi−1
xBk,τi and x
IM
k,τi
= 0, k= 1, ..., τi−
τi−1− 1. Therefore, Inequality 3 holds for k= 1, ..., τi− τi−1− 1, which completes the proof.
Proof of Lemma 3.We first show that for t= 1, ..., T , C
(k)
t+1(xt+1, ft+1)≤w/β, k= 1, ...,K−1, ∀xt+1, ft+1
such that
K−1∑
k=1
xk,t+1 < max
τ=1,...,t
y¯τ − dt. Suppose for some t + 1, we have C
(k)
t+1(xt+1, ft+1) > w/β for some
k = 1, ...,K − 1 and some xt+1 and ft+1 such that
K−1∑
k=1
xk,t+1 < max
τ=1,...,t
y¯τ − dt. At period t, let xt and qt be
such that xk−1,t = xk,t+1+ ǫ, xm−1,t= xm,t+1,m=1, ..., k− 1, k+1, ...,K− 1, and xK−1,t = dt, where x0,t = qt
and ǫ is positive but sufficiently small such that
K−1∑
k=1
xk,t+ qt =
K−1∑
k=1
xk,t+1 + dt + ǫ≤ max
τ=1,...,t
y¯τ . Then, FIFO
issuing policy will issue dt units of age K − 1. Consider another issuing policy γ which issues dt − ǫ units
of age K − 1 and ǫ units of age k− 1. Then, there will be ǫ more units of outdates under issuing policy γ
and ǫ more inventory of age k at the beginning of period t+1 under FIFO issuing policy. By assumption,
C
(k)
t+1(xt+1, ft+1)>w/β; thus γ is strictly better than FIFO, which is a contradiction.
We next show that for t=1, ..., T , C
(k)
t+1(xt+1, ft+1)≥ 0, k=1, ...,K−1,∀xt+1, ft+1, and C
(i)
t+1(xt+1, ft+1)≤
C
(j)
t+1(xt+1, ft+1),1 ≤ i < j ≤ K − 1, ∀xt+1, ft+1 such that
K−1∑
k=1
xk,t+1 < max
τ=1,...,t
y¯τ − dt. The claim is clearly
true for t = T since CT+1(xT+1, fT+1) = 0,∀xT+1, fT+1. Assume the claim is true for t+ 1. We now show
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that it is also true for t, i.e., C
(k)
t (xt, ft)≥ 0, k= 1, ...,K− 1,∀xt, ft, and C
(i)
t (xt, ft)≤C
(j)
t (xt, ft),1≤ i < j ≤
K − 1,∀xt, ft such that
K−1∑
k=1
xk,t < max
τ=1,...,t−1
y¯τ − dt−1.
We start with C
(k)
t (xt, ft) ≥ 0, k = 1, ...,K − 1,∀xt, ft. Consider the following two cases. First, suppose
at period t we have
K−1∑
k=1
xk,t < max
τ=1,...,t
y¯. Consider the following two systems (both following FIFO issuing
policy): System 1 starts from xt and System 2 starts from x
′
t, where x
′
k,t = xk,t + ǫ and x
′
m,t = xm,t,m =
1, ..., k−1, k+1, ...,K−1, i.e., System 2 has ǫ more units of age k, and ǫ is positive but sufficiently small such
that
K−1∑
k=1
xk,t+ ǫ≤ max
τ=1,...,t
y¯τ . Let System 2 follow an optimal ordering policy, and let System 1 order ǫ more
units than System 2 and follow an optimal ordering policy afterward. Then, it is sufficient to show that System
1 has no more expected total cost than System 2. Let xt+1 and x
′
t+1 be the inventory vectors at period t+1 for
Systems 1 and 2, respectively. Assume that there are ξ ≤ ǫ more units of outdates in System 2 than in System
1 at period t. Then we have
K−1∑
k=1
xk,t+1 =
K−1∑
k=1
x′k,t+1+ ξ ≤ ( max
τ=1,...,t
y¯τ − dt)
+, and
K−1∑
k=m
xk,t+1 ≤
K−1∑
k=m
x′k,t+1,m=
2, ...,K− 1. By induction assumption, we have C
(i)
t+1(xt+1, ft+1)≤C
(j)
t+1(xt+1, ft+1)≤w/β,1≤ i < j ≤K − 1,
∀xt+1, ft+1 such that
K−1∑
k=1
xk,t+1 < max
τ=1,...,t
y¯τ − dt. Therefore, System 1 has no more expected total cost than
System 2. Second, suppose at period t we have
K−1∑
k=1
xk,t ≥ max
τ=1,...,t
y¯. Consider the following two systems (both
following FIFO issuing policy): System 1 starts from xt and System 2 starts from x
′
t, where x
′
k,t = xk,t + ǫ
and x′m,t = xm,t,m=1, ..., k− 1, k+1, ...,K− 1, i.e., System 2 has ǫ more units of age k, and ǫ is any positive
number. Let both Systems 1 and 2 follow an optimal ordering policy. Since
K−1∑
k=1
xk,t ≥ max
τ=1,...,t
y¯, clearly, the
ordering quantities in both systems are zero at period t. Let yt and y
′
t be the total inventory levels after
ordering in Systems 1 and 2, respectively. Then, max
τ=1,...,t
y¯ ≤ yt ≤ y
′
t. Thus the expected cost at period t in
System 1 is no more than that in System 2. Let xt+1 and x
′
t+1 be the inventory vectors at period t+1 for
Systems 1 and 2, respectively. Then we have xk,t+1 ≤ x
′
k,t+1, k = 1, ...,K − 1. By induction assumption, we
have C
(k)
t+1(xt+1, ft+1)≥ 0, k= 1, ...,K − 1,∀xt+1, ft+1. Therefore, System 1 has no more expected total cost
than System 2
Now it remains to show C
(i)
t (xt, ft) ≤ C
(j)
t (xt, ft),1 ≤ i < j ≤ K − 1, ∀xt, ft such that
K−1∑
k=1
xk,t <
max
τ=1,...,t−1
y¯τ − dt−1. Given xt, ft such that
K−1∑
k=1
xk,t < max
τ=1,...,t−1
y¯τ − dt−1, consider the following two systems
(both following FIFO issuing policy): System 1 starts from x′t and System 2 starts from x
′′
t , where x
′
i,t =
xi,t + ǫ, x
′
k,t = xk,t, k 6= i, and x
′′
j,t = xj,t + ǫ, x
′′
k,t = xk,t, k 6= j,1 ≤ i < j ≤K − 1, i.e., System 1 starts with ǫ
more units of age i and System 2 with ǫ more units of age j, where i < j. Let ǫ be positive but sufficiently
small such that
K−1∑
k=1
xk,t+ ǫ≤ max
τ=1,...,t−1
y¯τ . Let System 2 follow an optimal ordering policy, and let System 1
order the same amount as System 2 and follow an optimal policy afterward. Then, it is sufficient to show
that System 1 has no more expected total cost than System 2. Let x′t+1 and x
′′
t+1 be the inventory vectors
at period t+1 in Systems 1 and 2, respectively. Then, we have x′k,t+1 = x
′′
k,t+1, k=1, ..., i, x
′
i+1,t+1 ≥ x
′′
i+1,t+1,
and x′k,t+1 ≤ x
′′
k,t+1, k = i+ 2, ...,K − 1. Since y¯t minimizes the expected cost at period t and by induction
assumption, C
(k)
t+1(xt+1, ft+1)≥ 0, k= 1, ...,K− 1, ∀xt+1, ft+1 such that
K−1∑
k=1
xk,t+1 < max
τ=1,...,t
y¯τ − dt, the opti-
mal order-up-to level at each period t is at most y¯t (because ordering more than y¯t will increase both the cost
at t and the cost-to-go at t+1). Assume that there are ξ ≤ ǫ more units of outdates in System 2 than in Sys-
tem 1 at period t. Then,
K−1∑
k=1
x′k,t+1 =
K−1∑
k=1
x′′k,t0+1+ ξ ≤ ( maxτ=1,...,t
y¯τ − dt)
+. By induction assumption, we have
C
(i)
t+1(xt+1, ft+1)≤C
(j)
t+1(xt+1, ft+1)≤w/β,1≤ i < j ≤K−1,∀xt+1, ft+1 such that
K−1∑
k=1
xk,t+1 < max
τ=1,...,t
y¯τ−dt.
Therefore, System 1 has no more expected total cost than System 2, which completes the proof. 
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Proof of Lemma 4. First, since y¯t minimizes the expected cost at period t and by Lemma 3,
C
(k)
t+1(xt+1, ft+1)≥ 0, k=1, ...,K− 1, ∀xt+1, ft+1 such that
K−1∑
k=1
xk,t+1 < max
τ=1,...,t
y¯τ − dt, the optimal order-up-
to level at each period t is at most y¯t (because ordering more than y¯t will increase both the cost at t and
the cost-to-go at t+1). Therefore, given that we start from zero inventory and an optimal ordering policy
is followed at each period under policy IM , we have
K−1∑
k=1
xIMk,t+1 ≤ max
τ=1,...,t
y¯τ − dt, t = 1, ..., T . For the case
where we start from a high inventory level, by construction, the ordering quantity under policy IM will
always be zero until period t such that
K−1∑
k=1
xIMk,t ≤ max
τ=1,...,t−1
y¯τ (and by forward induction the inequality will
continue to hold at all of the following periods), before which no movements of units will be performed since
the inventory level under policy IM will be no more than that under policy B. Therefore, we always have
K−1∑
k=1
xIMk,t+1 ≤ ( max
τ=1,...,t
y¯τ − dt)
+ at t+1 if units are moved at t.
We now prove Lemma 4 in a recursive manner. Recall that for each given sample path, TH = {τ1, ..., τn}.
Consider an variation of policy IM , call it IM1; under IM1, the movements of units are only performed at
τ1, and an optimal ordering policy is followed and no movements are performed at the following periods.
Then, to show E[C (IM)] ≤ E[C (OPT )], it is sufficient to show E[C (IM1)] ≤ E[C (OPT )]; since if this is
true, following a similar argument, the movements at future periods can only further decrease the total cost.
Consider any realization of τ1. Clearly, the total cost under policies IM1 and OPT are the same for all
periods 1, ..., τ1− 1. Without loss of generality, further assume that at τ1, we have only moved ǫ units of age
k to age zero, k = 1, ...,K − 1. Then, after the movements, there are ǫ more units of age zero but ǫ fewer
units of age k under policy IM1 than under policy OPT .
Consider the following two cases. First, suppose the amount of outdates at τ1 under policies IM1 and
OPT are the same. Then, the total cost at τ1 under the two policies are the same, and total inventory
level at τ1 + 1 under the two policies are also the same but the inventory vector under policy IM1 is
“younger”, i.e.,
K−1∑
k=1
xIMk,τ1+1 =
K−1∑
k=1
xOPTk,τ1+1, and
K−1∑
k=m
xIMk,τ1+1 ≤
K−1∑
k=m
xOPTk,τ1+1,m= 2, ...,K − 1. By Lemma 3, we
have C
(i)
t+1(xt+1, ft+1)≤C
(j)
t+1(xt+1, ft+1),1≤ i < j ≤K − 1,∀xt+1, ft+1 such that
K−1∑
k=1
xk,t+1 < max
τ=1,...,t
y¯τ − dt.
Therefore, policy IM1 has no more expected total cost than policy OPT .
Second, suppose there are ξ ≤ ǫ more units of outdates at τ1 under policy OPT than under policy IM1
(this is only possible when we have moved units of age K − 1 to age zero under policy IM1). Then, we
have
K−1∑
k=1
xIMk,τ1+1 =
K−1∑
k=1
xOPTk,τ1+1 + ξ, and
K−1∑
k=m
xIMk,τ1+1 ≤
K−1∑
k=m
xOPTk,τ1+1,m = 2, ...,K − 1. By Lemma 3, we have
C
(i)
t+1(xt+1, ft+1)≤C
(j)
t+1(xt+1, ft+1)≤w/β,1≤ i < j ≤K−1,∀xt+1, ft+1 such that
K−1∑
k=1
xk,t+1 < max
τ=1,...,t
y¯τ−dt.
Therefore, policy IM1 has no more expected cost than policy OPT , which completes the proof. 
Proof of Theorem 2. We prove the theorem in a similar way as for Theorem 1, except that now policy
IM is constructed based on BA instead of OPT . In this case, policy IM also follows a base-stock policy
and orders up to the same base-stock level as policy BA.
Recall that for each given sample path, TH = {τ1, ..., τn}. Consider an variation of policy IM , call it
IM1; under IM1, the movements of units are only performed at τ1 and no movements are performed at the
following periods. Then, to show E[C (IM)]≤E[C (OPT )], it is sufficient to show E[C (IM1)]≤E[C (OPT )];
since if this is true, following a similar argument, the movements at future periods can only further decrease
the total cost.
Since both policies IM1 and BA follow the same base-stock policy, the total shortage penalty and hold cost
under policies IM1 and BA are exactly the same at each period. Consider any realization of τ1. Clearly, the
outdating cost under policies IM1 and OPT are the same for all periods 1, ..., τ1− 1. Further, since units are
only moved from older to younger positions at τ1 under policy IM1, Lemma 7 implies that with probability
one, the total outdating cost under policy IM1 is no more than that under policy BA. Therefore, we have
C (IM1)≤C (BA) with probability one. The rest of the proof follows the same way as that for Theorem 1.

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Proof of Proposition 1. We start with providing a structural property on the optimal cost-to-go func-
tion under the marginal-cost accounting scheme. For t= 1, ..., T , given xt and ft, let C˜t(xt, ft) denote the
optimal cost-to-go function at period t under the marginal-cost accounting scheme, and as in the paper, let
Γt(xt, ft, qt) =Pt(xt, ft, qt)+Ht(xt, ft, qt)+Wt(xt, ft, qt). Then, the optimality equation under the marginal-
cost accounting scheme is:
C˜t(xt, ft) =min
qt≥0
{
Γt(xt, ft, qt)+E[C˜t+1(Xt+1, Ft+1)|ft]
}
.
For k = 1, ...,K − 1, for the continuous case, let C˜
(k)
t (xt, ft) denote the partial derivative of C˜t(xt, ft) with
respect to to xk,t; for the discrete case, let C˜
(k)
t (xt, ft) denote the incremental of C˜t(xt, ft) caused by a unit
increase of xk,t. Then, we have the following result.
Lemma 8. Under Assumption 1, for t= 1, ..., T , C˜
(k)
t+1(xt, ft)≤ 0, k= 1, ...,K− 1, ∀xt, ft.
Proof. The claim is clearly true for t= T since C˜T+1(xT+1, fT+1) = 0,∀xT+1, fT+1. Assume that the claim
is true for t+1. We now show that it is also true for t.
Consider the following two cases. First, suppose at period t we have
K−1∑
k=1
xk,t < max
τ=1,...,t
y¯. Consider the
following two systems (both following FIFO issuing policy): System 1 starts from xt and System 2 starts
from x′t, where x
′
k,t = xk,t+ ǫ and x
′
m,t = xm,t,m= 1, ..., k− 1, k+1, ...,K− 1, i.e., System 2 has ǫ more units
of age k, and ǫ is positive but sufficiently small such that
K−1∑
k=1
xk,t + ǫ ≤ max
τ=1,...,t
y¯τ . Let System 1 follow an
optimal ordering policy. To define the ordering policy in System 2, let t0 ∈ (t, t+K − 1] be the period such
that at all t, ..., t0− 1, there are still some products that are ordered prior to period t in System 2, while by
the beginning of period t0, all of those products are either used to satisfy demand or outdated. Then, we
define the ordering policy in System 2 as follows: for each period t, ..., t0 − 1, let System 2 order up to the
same level as System 1 (order nothing if this is not feasible), and let System 2 follow an optimal ordering
policy afterward.
Then, to prove the lemma, it is sufficient to show that the expected total cost under the marginal-cost
accounting scheme in System 2 is no more than that in System 1. By definition of t0, no units ordered at
periods ≥ t will be outdated by the beginning of period t0. Then, the total cost under the marginal-cost
accounting scheme in each system is comprised of the following three parts: i) the shortage penalties that
occur at periods t, ..., t0− 1, ii) the holding costs that occur at periods t, ..., t0− 1 charged for units ordered
at periods ≥ t, and iii) the total costs (shortage penalties, holding and outdating costs) that occur at periods
≥ t0.
i) Consider the shortage penalties that occur at periods t, ..., t0 − 1. By definition of the ordering policy
under System 2, after ordering, there is at least the same amount of inventory in System 2 as that in System
1 at each period t, ..., t0 − 1. Therefore, the total shortage penalty at periods t, ..., t0 − 1 in System 2 is no
more than that in System 1.
ii) Consider the holding costs that occur at periods t, ..., t0 − 1 charged for units ordered at periods ≥ t.
Since System 2 started with more inventory, it is possible that for all periods t, ..., t0−1, the initial inventory
level in System 2 is higher than the total inventory level in System 1 after ordering. Then, the ordering
quantity in System 2 is zero for all t, ..., t0− 1. In this case, System 2 would be empty at the beginning of
period t0 and there is nothing to prove. Otherwise, let s0 ∈ [t, t0) be the first period such that the ordering
quantity in System 2 is strictly positive. Since System 2 started with more inventory than System 1, the
amount of outdates in System 2 is at least as much as that in System 1 at each period t, ..., t0− 1. Therefore,
by construction, at all periods s0 + 1, ..., t0 − 1, the ordering quantity in System 2 is at least as much as
that in System 1, and the total inventory level after ordering in the two systems are the same. Let xt0 and
x′t0 be the inventory vectors at period t0 in Systems 1 and 2, respectively. Then, by construction, we have
K−1∑
m=k
x′m,t0 ≤
K−1∑
m=k
xm,t0 , k= 1, ...,K− 1. Therefore, the holding cost that occurs at periods t, ..., t0− 1 charged
for units ordered at periods ≥ t in System 2 is no more than that in System 1.
iii) Consider the total costs that occur at periods ≥ t0. At the beginning of period t0, we know that
K−1∑
m=k
x′m,t0 ≤
K−1∑
m=k
xm,t0 , k= 1, ...,K − 1. By Lemma 3, we have 0≤C
(i)
t+1(xt+1, ft+1)≤C
(j)
t+1(xt+1, ft+1),1≤ i <
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j ≤K − 1, ∀xt+1, ft+1 such that
K−1∑
k=1
xk,t+1 < max
τ=1,...,t
y¯τ − dt. Therefore, the total cost that occurs at periods
≥ t0 in System 2 is no more than that in System 1.
Second, suppose at period t we have
K−1∑
k=1
xk,t ≥ max
τ=1,...,t
y¯. Consider the following two systems (both following
FIFO issuing policy): System 1 starts from xt and System 2 starts from x
′
t, where x
′
k,t = xk,t+ ǫ and x
′
m,t =
xm,t,m= 1, ..., k− 1, k+1, ...,K − 1, i.e., System 2 has ǫ more units of age k, and ǫ is any positive number.
Let System 1 follow an optimal ordering policy. Let both Systems 1 and 2 follow an optimal ordering policy.
Since
K−1∑
k=1
xk,t ≥ max
τ=1,...,t
y¯, clearly, the ordering quantities in both systems are zero at period t. Let yt and y
′
t
be the total inventory levels after ordering in Systems 1 and 2, respectively. Then, max
τ=1,...,t
y¯ ≤ yt ≤ y
′
t. Thus
the expected marginal shortage penalty at period t in System 2 is no more than that in System 1; and there
is no marginal holding or outdating cost in either system. Let xt+1 and x
′
t+1 be the inventory vectors at
period t+ 1 for Systems 1 and 2, respectively. Then we have xk,t+1 ≤ x
′
k,t+1, k = 1, ...,K − 1. By induction
assumption, we have C˜
(k)
t+1(xt+1, ft+1) ≤ 0, k = 1, ...,K − 1,∀xt+1, ft+1. Therefore, under the marginal-cost
accounting scheme, System 2 has no more expected total cost than System 1. 
With the above result, we now prove the proposition by contradiction. Suppose for some period t, given
xt and ft, we have q
L
t > q
OPT
t . Consider a policy L, under which q
L
t units are ordered at period t and an
optimal ordering policy is applied at the following periods. Then, the expected cost-to-go at period t of
policy L is Γt(xt, ft, q
L
t ) + E[C˜t+1(X
L
t+1, Ft+1)|ft], where X
L
t+1 =Xt+1(xt, q
L
t ,Dt). On the other hand, the
expected cost-to-go at period t of policy OPT is Γt(xt, ft, q
OPT
t ) + E[C˜t+1(X
OPT
t+1 , Ft+1)|ft], where X
OPT
t+1 =
Xt+1(xt, q
OPT
t ,Dt). Since q
L
t > q
OPT
t , by definition of q
L
t , we have Γt(xt, ft, q
L
t ) < Γt(xt, ft, q
OPT
t ). Further,
we have XLk,t+1 ≥p X
OPT
k,t+1, k = 1, ...,K − 1 for any realization of Dt. Therefore, by Lemma 8, we have
C˜t+1(X
L
t+1, Ft+1)≤ C˜t+1(X
OPT
t+1 , Ft+1) with probability one. Then:
Γt(xt, ft, q
L
t )+E[C˜t+1(X
L
t+1, Ft+1)|ft]< Γt(xt, ft, q
OPT
t )+E[C˜t+1(X
OPT
t+1 , Ft+1)|ft],
i.e., policy OPT is not optimal for periods t, ..., T , which is a contradiction. 
Proof of Theorem 3. We prove the theorem in a similar way as for Theorem 1. The main difference
lies in the construction of policy IM . In particular, now policy IM is constructed as follows: At each period
t, given xt and ft, let the system under policy IM follow an optimal ordering policy. What differentiates
policies IM and OPT is that under policy IM , at each period after ordering and before demand realization,
1) products in the inventory vector can be “moved” from older positions to the position of age 0; and 2)
products of age 0 can be intendedly disposed.
At each period t, let yTBt and y
IM
t be the total inventory levels after ordering under policies TB and IM ,
respectively. Also, given xTBt and ft, let y
B
t denote the total inventory level after ordering if the balancing
ordering quantity qBt is ordered. Then, we partition the set of decision epochs {1, ..., T } into the following
four subsets:
TP = {t : y
B
t ≥ y
IM
t },TH = {t : y
B
t < y
IM
t , y
TB
t = y
B
t },
TLH = {t : y
B
t <y
IM
t , y
TB
t > y
B
t },TUH = {t : y
B
t < y
IM
t , y
TB
t < y
B
t }.
The main objective of constructing policy IM is to bound the the total shortage penalty of policy TB
at each t ∈TP ∪TUH and the total holding and outdating cost of policy TB charged for the first q
B
t units
ordered at each t∈TH ∪TLH . In particular, units under policy IM can be moved for t∈TH ∪TLH ∪TUH =
{τ1, ..., τn}. The rules of movements are defined in a similar way as before such that after the movements at
each τi, we have:
(i) There are only positive inventory of age 0 and τi− τj under policy IM , for all j = 1, ..., i− 1 such that
τj ∈TH ∪TLH .
(ii) For j = 1, ..., i− 1 and τj ∈TH ∪TLH ,
K−1∑
k=τi−τj
xIMk,τi = x
B
τi−τj ,τi
+
K−1∑
k=τi−τj+1
xTBk,τi , where x
B
τi−τj ,τi
denotes
the inventory of age τi− τj at period τi under policy TB if q
B
τj
instead of qTBτj units are ordered at τj .
Note that propoerty (ii) is equivalent to Equation (2) for τj ∈TH since in that case, we have q
TB
τj
= qBτj .
In addition to movements, we also allow disposals of units at periods in TUH . For t ∈ TUH , we have
yTBt < y
B
t < y
IM
t . After the movements of units, there must be at least y
IM
t − y
TB
t units of age 0 under
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policy IM . Then, we dispose yIMt − y
TB
t units of age 0 under policy IM so that after the disposal, we have
yIMt = y
TB
t , and none of the above two properties resulted from movements of units is violated.
Then, similar as before, to show E[C (TB)]≤ 2E[C (OPT )], it is sufficient to show E[C (IM)]≤E[C (OPT )]
and E[C (TB)]≤ 2E[C (IM)], respectively. We have shown in Lemma 4 that under Assumption 1, moving
units from older to younger positions can only decrease the expected total cost. We now show that disposing
units during periods in TUH can also only decrease the expected total cost. For t∈TUH , since y
TB
t < y
B
t , by
definition of policy TB, yTBt provides an upper bound on the optimal order-up-to level for given x
TB
t and
ft. Also, similar as before, the inventory vector under policy IM is “younger” than that under policy TB
after the movements (i.e., for k = 1, ...,K − 1, policy IM has no more units of age greater than or equal to
k). Then it is not difficult to show that the optimal order-up-to level for given xIMt and ft is at most y
TB
t .
Therefore, the disposal of inventory from yIMt to y
TB
t will only decrease the expected total cost. Then we
have:
E[C (IM)]≤E[C (OPT )]. (4)
We next show E[C (TB)] ≤ 2E[C (IM)], which together with Inequality (4) lead to our conclusion. By
construction of policy IM , after the movements and disposals, we have yBt ≥ y
IM
t ,∀t ∈ TP ∪ TUH . Then
clearly: ∑
t∈TP∪TUH
PBt ≤
T∑
t=1
P IMt . (5)
Then, define the dynamic unit-matching scheme in a similar way as before, such that the first qBt units
ordered at each t ∈ TH ∪ TLH under policy TB are matched to units under policy IM on a one to one
correspondence, and a matched unit under policy TB stays in inventory no longer than the corresponding
unit under policy IM . Then, we have:
∑
t∈TH∪TLH
HBt ≤
T∑
t=1
HIMt ,
∑
t∈TH∪TLH
WBt ≤
T∑
t=1
W IMt . (6)
Finally, recall that Γt(xt, ft, qt) = Pt(xt, ft, qt) +Ht(xt, ft, qt)+Wt(xt, ft, qt). Consider the following three
cases. First, suppose qTBt = q
B
t . Then clearly, Γt(x
TB
t , ft, q
TB
t ) = Γt(x
TB
t , ft, q
B
t ). Second, suppose q
TB
t > q
B
t .
Then we have qTBt = q
L
t > q
B
t . Given xt and ft, it is straightforward to check that Γt(xt, ft, qt) is convex in qt.
Further, since qTBt = q
L
t minimizes Γt(x
TB
t , ft, qt), we must have Γt(x
TB
t , ft, q
TB
t )≤ Γt(x
TB
t , ft, q
B
t ) (This is why
the lower bound qLt in the definition of policy TB cannot be replaced by tighter ones). Last, suppose q
B
t > q
U
t .
Then we have qTBt = q
U
t . Since Γt(x
TB
t , ft, qt) is convex in qt, q
L
t minimizes Γt(x
TB
t , ft, qt), and q
B
t > q
TB
t ≥ q
L
t ,
we also have Γt(x
TB
t , ft, q
TB
t )≤ Γt(x
TB
t , ft, q
B
t ). By definition, for any given ft, E[P
TB
t +H
TB
t +W
TB
t |ft] =
Γt(x
TB
t , ft, q
TB
t ), E[P
B
t +H
B
t +W
B
t |ft] = Γt(x
TB
t , ft, q
B
t ). Therefore:
E[P TBt +H
TB
t +W
TB
t |ft]≤E[P
B
t +H
B
t +W
B
t |ft] (7)
With Inequalities 5-7, the rest steps to show E[C (TB)] ≤ 2E[C (IM)] are the same as before, which
completes the proof. 
Proof of Proposition 2. Due to Lemma 3, it remains to prove the “if” part of the proposition, i.e., if for
t = 1, ..., T , C
(k)
t+1(xt+1, ft+1) ≤ w/β, k = 1, ...,K − 1, ∀xt+1, ft+1 such that
K−1∑
k=1
xk,t+1 < max
τ=1,...,t
y¯τ − dt, then
Assumption 1 holds. First, since C
(k)
T+1(xT+1, fT+1) = 0≤w/β, k= 1, ...,K− 1,∀xT+1, fT+1, issuing products
of age K − 1 at T clearly results in less cost than issuing younger products and let the oldest products
outdate. Further, how we issue products of age less than K−1 at T does not affect the total cost. Therefore,
Assumption 1 clearly holds for T .
Assume that Assumption 1 holds for t+1, i.e., starting from period t+1, given that
K−1∑
k=1
xk,t+1 + qt+1 ≤
max
τ=1,...,t+1
y¯τ at t+1 and an optimal ordering policy is implemented at t+2, ..., T , FIFO is an optimal issuing
policy. We now show it also holds for t. Starting from period t, given xt and qt such that
K−1∑
k=1
xk,t + qt ≤
max
τ=1,...,t
y¯τ , we must have
K−1∑
k=1
xk,t+1 ≤ ( max
τ=1,...,t
y¯τ − dt)
+. Thus, under an optimal ordering policy, we have
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K−1∑
k=1
xk,t+1 + qt+1 ≤ max
τ=1,...,t+1
y¯τ . Then, by induction assumption, FIFO is optimal for t+1, ..., T . It remains
to show that FIFO is also optimal at period t. Clearly, issuing products of age K − 1 at period t results in
less total cost than issuing younger products and let the oldest products outdate because C
(k)
t+1(xt+1, ft+1)≤
w/β, k= 1, ...,K−1. Thus, an optimal issuing policy will issue as many oldest products as possible at period
t. Let γ be such an issuing policy. Then, the costs that occur at period t by following FIFO and γ are
exactly the same. Further, let xt+1 and x
′
t+1 be the inventory vectors at period t+1 by following FIFO an
γ, respectively. Then, we have
K−1∑
k=1
xk,t+1 =
K−1∑
k=1
x′k,t+1 and
K−1∑
k=m
xk,t+1 ≤
K−1∑
k=m
x′k,t+1,m= 2, ...,K− 1. From the
proof of Lemma 3, we know that for t = 1, ..., T , C
(k)
t+1(xt+1, ft+1) ≤ w/β, k = 1, ...,K − 1, ∀xt+1, ft+1 such
that
K−1∑
k=1
xk,t+1 < max
τ=1,...,t
y¯τ − dt implies for t= 1, ..., T , C
(i)
t+1(xt+1, ft+1)≤C
(j)
t+1(xt+1, ft+1),1≤ i < j ≤K− 1,
∀xt+1, ft+1 such that
K−1∑
k=1
xk,t+1 < max
τ=1,...,t
y¯τ−dt. Therefore, FIFO is also optimal at period t, which completes
the proof. 
Proof of Proposition 3. Since y¯t is non-decreasing in t, we have max
τ=1,...,t
y¯τ = y¯t. Due to Proposition 2, to
show Assumption 1 holds, it is sufficient to show that for t= 1, ..., T , C
(k)
t+1(xt+1, ft+1)≤w/β, k= 1, ...,K−1,
∀xt+1, ft+1 such that
K−1∑
k=1
xk,t+1 < y¯t− dt.
The claim is clearly true for t = T since CT+1(xT+1, fT+1) = 0,∀xT+1, fT+1. Assume that the claim is
true for t + 1, ..., T + 1. We now show that it is also true for t. At period t, given xt and ft such that
K−1∑
k=1
xk,t < y¯t−1 − dt−1, consider the following two systems (both following FIFO issuing policy): System 1
starts from xt and System 2 starts from x
′
t, where x
′
k,t = xk,t + ǫ, x
′
m,t = xm,t,m 6= k, k = 1, ...,K − 1, i.e.,
System 2 starts with ǫ more units of age k, and ǫ is positive but sufficiently small such that
K−1∑
k=1
xk,t+ǫ≤ y¯t−1.
Let System 1 follow an optimal ordering policy, and let System 2 order up to the same level as System 1 at
period t (order nothing if this is not feasible) and follow an optimal ordering policy afterward. Then, it is
sufficient to show that the expected total cost in System 2 is at most wǫ/β more than that in System 1.
Let yt and y
′
t be the total inventory levels after ordering in Systems 1 and 2, respectively. Then, by
construction, we have yt ≤ y
′
t ≤ y¯t. Therefore, the total shortage penalty and holding cost at period t in
System 2 is no more than that in System 1 (since by definition, y¯t minimizes the total shortage penalty and
holding cost at period t and the sum of shortage penalty and holding cost is convex in ordering quantity).
Let xt+1 and x
′
t+1 be the inventory vectors at period t + 1 under Systems 1 and 2, respectively. Then,
by construction, we have x1,t+1 ≥ x
′
1,t+1, xk,t+1 ≤ x
′
k,t+1, k = 2, ...,K − 1. Assume that there are ξ ≤ ǫ more
units of outdates in System 2 than in System 1 at period t. Then
K−1∑
k=2
x′k,t −
K−1∑
k=2
xk,t = ǫ − ξ. Since 0 ≤
C
(k)
t+1(xt+1, ft+1)≤w/β, k =2, ...,K− 1, ∀xt+1, ft+1 such that
K−1∑
k=1
xk,t+1 < y¯t− dt, the expected total cost in
System 2 is at most wǫ≤wǫ/β more than that in System 1, which completes the proof. 
Proof of Proposition 4. Due to Proposition 2, to show Assumption 1 holds, it is sufficient to show that
for t= 1, ..., T , C
(k)
t+1(xt+1, ft+1)≤w/β, k= 1, ...,K− 1, ∀xt+1, ft+1 such that
K−1∑
k=1
xk,t+1 < max
τ=1,...,t
y¯τ − dt.
The claim is clearly true for t= T since CT+1(xT+1, fT+1) = 0,∀xT+1, fT+1. Assume that the claim is true
for t+1, ..., T +1. We now show that it is also true for t. At period t, given xt and ft such that
K−1∑
k=1
xk,t <
max
τ=1,...,t−1
y¯τ −dt−1, consider the following two systems (both following FIFO issuing policy): System 1 starts
from xt and System 2 starts from x
′
t, where x
′
k,t = xk,t+ ǫ, x
′
m,t = xm,t,m 6= k, k= 1, ...,K − 1, i.e., System 2
starts with ǫ more units of age k, and ǫ is positive but sufficiently small such that
K−1∑
k=1
xk,t+ ǫ≤ max
τ=1,...,t−1
y¯τ .
Let System 1 follow an optimal ordering policy, and let System 2 order up to the same level as System 1 at
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period t (order nothing if this is not feasible) and follow an optimal ordering policy afterward. Then, it is
sufficient to show that the expected total cost in System 2 is at most wǫ/β more than that in System 1.
Let yt and y
′
t be the total inventory levels after ordering in Systems 1 and 2, respectively. Then, by
construction, we have yt≤ y
′
t ≤ max
τ=1,...,t
y¯τ . Assume that y
′
t− yt = η ≤ ǫ. Then, there will be at most γhη more
expected holding cost in System 2 than in System 1 at period t. Let xt+1 and x
′
t+1 be the inventory vectors
at period t+1 under Systems 1 and 2, respectively. Then, by construction, we have x1,t+1 ≥ x
′
1,t+1, xk,t+1 ≤
x′k,t+1, k= 2, ...,K− 1. Assume that there are ξ ≤ ǫ more units of outdates in System 2 than in System 1 at
period t. Then
K−1∑
k=2
x′k,t−
K−1∑
k=2
xk,t = ǫ− ξ. Since 0≤C
(k)
t+1(xt+1, ft+1)≤w/β, k= 2, ...,K− 1, ∀xt+1, ft+1 such
that
K−1∑
k=1
xk,t+1 < y¯t − dt, and h ≤
1−β
β
w, the expected total cost in System 2 is at most γhη +wǫ ≤ wǫ/β
more than that in System 1, which completes the proof. 
Proof of Proposition 5. Due to Proposition 2, to show Assumption 1 holds, it is sufficient to show that
for t= 1, ..., T , C
(k)
t+1(xt+1, ft+1)≤w/β, k= 1, ...,K− 1, ∀xt+1, ft+1 such that
K−1∑
k=1
xk,t+1 < max
τ=1,...,t
y¯τ − dt.
The claim is clearly true for t= T since CT+1(xT+1, fT+1) = 0,∀xT+1, fT+1. Assume that the claim is true
for t+1, ..., T +1. We now show that it is also true for t. At period t, given xt and ft such that
K−1∑
k=1
xk,t <
max
τ=1,...,t−1
y¯τ −dt−1, consider the following two systems (both following FIFO issuing policy): System 1 starts
from xt and System 2 starts from x
′
t, where x
′
k,t = xk,t+ ǫ, x
′
m,t = xm,t,m 6= k, k= 1, ...,K − 1, i.e., System 2
starts with ǫ more units of age k, and ǫ is positive but sufficiently small such that
K−1∑
k=1
xk,t+ ǫ≤ max
τ=1,...,t−1
y¯τ .
Let System 1 follow an optimal ordering policy, and let System 2 order up to the same level as System 1 at
period t (order nothing if this is not feasible) and follow an optimal ordering policy afterward. Then, it is
sufficient to show that the expected total cost in System 2 is at most wǫ/β more than that in System 1.
Let yt and y
′
t be the total inventory levels after ordering in Systems 1 and 2, respectively. Then, by
construction, we have yt ≤ y
′
t ≤ max
τ=1,...,t
y¯τ . Assume that y
′
t − yt = η ≤ ǫ. The probability that there will be
excess inventory after demand realization at period t in either system is upper bounded by Φt( max
τ=1,...,t
y¯τ )≤
max
1<s≤t≤T
Φt(y¯s) = γ. Then, there will be at most γhη more expected holding cost and at least (1 − γ)pη
less expected shortage penalty in System 2 than in System 1 at period t. Let xt+1 and x
′
t+1 be the inven-
tory vectors at period t+ 1 under Systems 1 and 2, respectively. Then, by construction, we have x1,t+1 ≥
x′1,t+1, xk,t+1 ≤ x
′
k,t+1, k= 2, ...,K − 1. Assume that there are ξ ≤ ǫ more units of outdates in System 2 than
in System 1 at period t. Then
K−1∑
k=2
x′k,t −
K−1∑
k=2
xk,t = ǫ− ξ. Since 0≤ C
(k)
t+1(xt+1, ft+1)≤ w/β, k = 2, ...,K − 1,
∀xt+1, ft+1 such that
K−1∑
k=1
xk,t+1 < y¯t− dt, and h≤
1−γ
γ
p+ 1−βγ
βγ
w, the expected total cost in System 2 is at
most γhη− (1− γ)pη+wǫ≤wǫ/β more than that in System 1, which completes the proof. 
