Abstract Land surface processes and their coupling to the atmosphere over the Tibetan Plateau (TP) play an important role in modulating the regional and global climate. Therefore, identifying and quantifying uncertainty in these land surface model (LSM) processes are essential for improving climate models. The specifications of land cover and soil texture types, intertwined with the uncertainties in associated vegetation and soil parameters in LSMs, are significant sources of uncertainty due to the lack of detailed land survey in the TP. To differentiate the effects of land cover or soil texture specifications in the Noah with Multiple Parameterizations (Noah-MP) LSM from the effects of uncertainties in the model parameters, this study first identified the most sensitive vegetation and soil parameters through global sensitivity analysis and then conducted parametric ensemble simulations using two land cover data sets and two soil texture data sets over the central TP to estimate their corresponding impacts on the overall model responses. The distinction level and the Kolmogorov-Smirnov test were then applied to assess the differences between the results from parametric ensemble simulations using different land cover or soil texture data sets. The results show that the simulated energy and water fluxes over the central TP are dominated by soil parameters. The canopy height is the most sensitive vegetation parameter, and the Clapp-Hornberger b parameter (the exponent in the function that relates soil water potential and water content) is the most sensitive soil parameter. Relative to the background parametric uncertainties, the Noah-MP LSM could not sufficiently distinguish the effects of changes between forested types or soil texture types, which highlight the need for further quantifying and reducing the parametric uncertainties in LSMs. Further analysis shows significant sensitivities of the distinction level and changes in model response to annual precipitation and vegetation fraction. This work provides a scientific reference for assessing the impacts of land cover or soil texture changes on Noah-MP simulations under future climate change conditions.
Introduction
The climate models in the latest three assessment reports by the Intergovernmental Panel on Climate Change (IPCC) provided a generally uncertain outlook on the future of climate change (Biasutti, 2013; IPCC, 2001 IPCC, , 2007 IPCC, , 2013 . As the Tibetan Plateau (TP), which is often known as the Third Pole (Qiu, 2008) , constitutes one of the most sensitive areas to global climate change on Earth (Kuang & Jiao, 2016; Liu et al., 2009; Liu & Chen, 2000; Lin & Zhao, 1996; Xu et al., 2008; Yao et al., 2000; Yao, Thompson, Mosbrugger, et al., 2012; Yao, Thompson, Yang, et al., 2012) , the difficulty in predicting its future response to climate change represents a global concern (A. Duan et al., 2013; Su et al., 2013) . Previous studies have suggested that the regional climate in the TP in addition to other regions where the land-atmosphere coupling is strong is sensitive to land surface processes Sato & Xue, 2013; Zeng et al., 2015; X. Wang, Pang, et al., 2016) . Therefore, the identification and quantification of the uncertainties in the land surface models (LSMs) are essential for improving climate predictions over the TP. Katz et al. (2013) recommended not only the use of modern statistical methods for spatiotemporal data to reduce uncertainties in trend estimates for climate projections but also the application of experimental design techniques to more efficiently utilize computational resources and reduce uncertainties in climate change projections. The quantification of uncertainties in LSMs could also be substantially improved by using state-of-the-art statistical methods. There are three primary sources of uncertainties in LSMs (Clark et al., 2011; Q. Duan et al., 2006) : (1) an imperfect model structure, (2) improper values of model parameters, and (3) incorrect model inputs, including meteorological forcing data and initial surface conditions. Multimodel ensemble approaches can be employed to account for model structural uncertainties (Krishnamurti et al., 1999) and identify the most influential physical processes . Global sensitivity analysis (GSA) methods can be employed to screen out various important parameters and quantify the contributions of those parameters to model responses (Gan et al., 2015; J. Li et al., 2013; J. Li, Wang, et al., 2016) . Furthermore, automatic model calibration methods can be used to estimate model parameters (Q. Duan et al., 1993; Gupta et al., 1999) , and data assimilation can help reduce the uncertainties in model inputs (Kalnay, 2003; Y.-P. Wang et al., 2009 ).
The land surface characteristics of the TP, including primarily land cover types (LCTs) and soil texture types (STTs), are major sources of modeling uncertainties. This is because the lack of sufficient land surveyings (X. Z. Shi et al., 2004; Suh & Lee, 2004) and extensive land use changes due to socioeconomic development (B. Chen et al., 2014; X. Wang et al., 2008) . These uncertainties lead to significant differences among the LCTs or the STTs specified in existing vegetation or soil maps over the TP (Q. Li & Xue, 2010; Zheng & Yang, 2016) . Land cover changes have been widely regarded as a critical driving factor for future global (Feddema et al., 2005; Foley et al., 2005; Piao et al., 2007; Turner et al., 2007) and regional (Cui et al., 2006; Cui & Graf, 2009) climate change, and regional terrestrial water cycle simulations have also exhibited sensitivity to soil texture changes (Xia et al., 2015; Zheng & Yang, 2016) . Furthermore, Gao et al. (2008) discovered that soil texture data greatly impact local precipitation simulations and that land use data improve air temperature simulations in the lower atmosphere. Therefore, different specifications of these two characteristics can lead to significant differences among model responses. Unfortunately, significant discrepancies are observed in the responses of LSMs to changes in LCTs and STTs (Dickinson & Henderson-Sellers, 1988; Jin et al., 2010; Lean & Warrilow, 1989; Q. Li & Xue, 2010; Nobre et al., 1991) , partly because the interactions between the uncertainties in the specifications of land surface characteristics and the uncertainties in the vegetation and soil parameters in LSMs have largely been ignored. Therefore, the main goal of this study is to assess the impacts of specifications of both the LCTs and STTs over the TP on simulations performed with Noah with Multiple Parameterizations (Noah-MP) LSM through the use of statistical analysis methods. To separate the effects of changes in the LCTs or STTs on Noah-MP simulations, including the sensible heat flux (SH), latent heat flux (LH), soil temperature (ST) at 20 cm and soil moisture (SM) at 20 cm, from the effects of uncertainties in the model parameters, this study conducts Noah-MP ensemble simulations, using two land cover data sets and two soil texture data sets, with different combinations of model parameters to obtain the probability distributions of various model outputs, and then applies statistical test methods to examine the distinguishability between two probability distribution functions of ensemble simulations.
The reminder of this paper is organized as follows. Section 2 describes the experiment setup and the various statistical methods used in this study; after which section 3 gives a short summary of the Noah-MP LSM, selected parameters, land cover, and soil texture data sets, forcing data and study area. Section 4 presents the results of this study, followed by section 5 in which the associated discussions and conclusions are provided. Figure 1 showed the flow chart of this study. To achieve the above mentioned objectives, we first identified the most sensitive vegetation and soil parameters with a GSA method and then conducted successive parametric ensemble simulations using two land cover data sets and two soil texture data sets over the central TP. Two statistical methods, namely, the distinction level (Eckhardt et al., 2003) and the Kolmogorov-Smirnov (KS) test (Fasano & Franceschini, 1987; Justel et al., 1997; Lopes, 2011) , were applied to assess the level of significance of the differences between two ensemble simulations using different land cover or soil texture data sets. Based on the assessment of those differences, we further examined what types of changes in either the LCT or STT would create significant differences in various model outputs. The ensemble means and standard deviations (SD) were calculated to estimate the impacts of changes in the LCTs and STTs on model responses relative to the background parametric uncertainties. Finally, the sensitivities of these estimates to annual precipitation and vegetation fraction were examined.
Methodology

Experiment Setup
Morris Multiobjective Parameter Screening Method
The Morris method (Campolongo et al., 2007; Morris, 1991 ) is a GSA method that analyzes the sensitivity of a model output to a set of model parameters by varying one randomly selected parameter at a time.
Consequently, this approach can be applied to identify a set of the most important parameters with only a limited number of model runs.
After repeating this procedure r times to construct r trajectories of k+1 points in the input space, the Morris sensitivity indices for the parameter p j , μ j ,and σ j can be calculated as
and The mean absolute elementary effect μ j measures the overall influence of parameter p j on the model output, and the standard deviation of the elemental effect σ j quantifies the nonlinear dependence of the elementary effect on the values of the parameter p j .
J. Li et al. (2013) and Lu et al. (2013) emphasized that the Morris method requires only a few samples (approximately 10 times the parameters' dimension) to reliably screen out the most sensitive parameters in two LSMs: the Common Land Model and the Australian Community Atmosphere Biosphere Land Exchange model.
In this study, the μ values of all parameters are normalized in the range of [0, 1] through interpolation between the minimum and maximum values of μ j calculated using equation (2). The most important parameter is assigned a value of 1, while the least important parameter is assigned a value of 0.
We then used the Pareto rank-based approach introduced by Rosolem et al. (2012) to differentiate the most sensitive parameters from the insensitive ones for multiple objective functions. This approach assigns a Pareto rank r (Gupta et al., 1998) to each parameter on the basis of a simultaneous maximization of the sensitivity indices (normalized μ) for all of the objective functions. For an example with two objective functions (Y 1 and Y 2 ) and 20 parameters, Figure 2 shows the locations of each parameter in the space comprising the sensitivity indices (the number in each circle indicates the parameter number). The parameters with the strongest influence on Y 1 are plotted closer to the right, while those with the strongest influence on Y 2 are plotted closer to the top, and those that strongly influence both Y 1 and Y 2 are plotted toward the top right. Parameters with the same Pareto rank are linked by a dotted line. A parameter is assigned a rank of 1 if there are no other parameters plotted in the upper right quadrant to it, while parameters are assigned a rank of 2 if they become Pareto optimal when all parameters with a rank of 1 are removed from the plot; this process continues until all parameters have been assigned a rank group number. This study selected the influential ranks subjectively according to the μ values and a tolerable number of model runs in further parametric ensemble simulations.
The Sobol' Sequence
The following paired ensemble experiments (a) and (b) are used to calculate the effects of land cover changes, while experiments c) and d) are used to calculate the effect of soil texture changes: a. Ensemble simulations with default land cover data b. Ensemble simulations with alternative land cover data c. Ensemble simulations with default soil texture data d. Ensemble simulations with alternative soil texture data To obtain the above ensemble simulations, we ran the Noah-MP LSM with different combinations of parameter values generated by the sampling method for different LCTs or STTs. Eckhardt et al. (2003) concluded that, if the traditional Monte Carlo sampling approach was applied, 10,000 model runs were required to obtain representative distributions of the model outputs. To reduce the computational time, we replaced the Monte Carlo method with the Sobol' sequence (Sobol', 1967) , which can generate more representative samples within the parameter input space.
The Monte Carlo method generates parameter values randomly from a probability distribution over the parameter space. However, the Monte Carlo method requires large amounts of random samples. Meanwhile, a quasi Monte Carlo method can be viewed as a deterministic version of the Monte Carlo method (Niederreiter, 1992) and is also called a low-discrepancy procedure. A low-discrepancy sequence is a set of k-dimensional points that fills the sample area efficiently, and it has a lower discrepancy relative to a straight pseudorandom number set (Krykova, 2003) . The exact locations of the sample points are determined by the base number, the construction method, and the sample size. The Sobol' sequence, which was first introduced by Russian mathematician Sobol' (Sobol', 1967) , is a popular quasi Monte Carlo sequence. For a k-dimensional problem, the Sobol' sequence uses different permutations of base-two van der Corput sequences for all dimensions to form successively finer uniform partitions of the unit interval and then reorders the coordinates in each dimension.
The Distinction Level
The distinction level was first developed by Eckhardt et al. (2003) to examine whether two specifications of LCT will yield different values of the model outputs relative to the background parametric uncertainty. Suppose that the range of the output variable y obtained from different combinations of model parameters is partitioned into N intervals y i (i = 1, ⋯, N) such that there are two frequency distributions of y obtained from ensemble simulations: one for land cover A and the other for land cover B. By normalizing the frequency in the intervals y i to the number of model runs, the approximate value of the probability p[y i ] for finding the value of the variable y in one of the intervals y i can be estimated.
Let p [y i (A)] denote the probability that, when using land cover A, the calculated value of y lies in the interval y i , and let p [y i (B)] represent the corresponding probability for land cover B. The probability p [y i (A, B) ] that running the model using two different specifications of the LCT (i.e., A and B) will yield the model response y in the same interval y i is
The overall probability P y (A, B) that two specifications of the LCT (i.e., A and B) will yield the same result with respect to y is obtained as the summation over all intervals:
In the case that the corresponding frequency distribution is wide, even the probability P y (A, A) or P y (B, B) that the same specification of land cover will yield the same result with respect to y can be quite small. Therefore, P y (A, B) is normalized by max {P y (A, A), P y (B, B)} to distinguish the effect of parametric uncertainty, and land cover change effects are assumed to be significant if In this study, the distinction level results are compared with the results of the KS distance. The KS test is a classic statistical method, which can be used to examine the equality of continuous one-dimensional probability distributions. Here, we employ a two-sample KS test to quantify the difference between two ensemble simulations obtained from two land cover or soil texture data sets. The details of the KS test can be found in Fasano and Franceschini (1987) , Justel et al. (1997) , and Lopes (2011).
Uncertainty Quantification of Model Differences
Suppose that the P={p 1 , p 2 , ⋯, p n } and Q={q 1 , q 2 , ⋯, q n } are sets of model outputs obtained by running the Noah-MP LSM with n different combinations of vegetation parameter values with two different land cover data sets, we can therefore obtain
The mean and standard deviation of C are then calculated to represent the impacts of LCTs changes from the default data sets to the alternative data sets on the model responses and the corresponding uncertainties due to parametric uncertainties.
Model and Data
The Noah-MP LSM
The Noah-MP LSM (version 3.7.1), which is based on Noah v3.0 (F. Chen & Dudhia, 2001; F. Chen et al. 1997 Ek et al., 2003; Koren et al., 1999; Schaake et al., 1996) , was augmented for different subprocesses with improved physics . Noah-MP features multiparameterization options for each subprocess, such as the vegetation phenology, canopy stomatal resistance, runoff and groundwater, a SM factor controlling stomatal resistance, frozen soil and infiltration, surface exchange coefficient, radiation transfer, and snowpack. The details of the parameterization scheme for each subprocess are described in Niu et al. (2011) and Z.-L. Yang et al. (2011) . The parameterization schemes for this study (see Table 1 ) are selected according to Zhang et al. (2016) , who demonstrated the superiority of those schemes in simulating the surface heat fluxes at the Dali site (southeastern edge of the TP), from the Chinese-Japanese Joint International Cooperation Program.
The initial land-state conditions (i.e., SM and temperature, snow water equivalent, and canopy water content) were obtained from running Noah-MP using the same forcing repeatedly during the soil spin-up experiment, which is similar to the spin-up approach used in previous studies over the Tibetan region Zhang et al., 2016) . These studies showed that using simple physics options in Noah-MP (i.e., without invoking dynamic vegetation, complex groundwater treatments, and organic matter parameterization), the spinup time is usually less than 4 years. Our own spin-up experiments revealed (not shown here) that a spinup time is within three years. Therefore, we selected the land-state conditions after 3-year spin-up as initial conditions to drive Noah-MP. The spin-up experiment was applied to each individual simulation.
Land Cover Data Sets
The Modified International Geosphere-Biosphere Programme (MIGBP) 20-category Moderate Resolution Imaging Spectroradiometer data set is one of the land cover options in Noah-MP. It extends the original International Geosphere-Biosphere Programme 1-km global vegetation class map by Boston University (Friedl et al., 2010) that features the addition of three new classes: wooded tundra, mixed tundra, and bare ground tundra.
The alternative land cover data set, namely, the 1-km Multi-Source Integrated Chinese Land Cover (MICLC) data set (Ran et al., 2012) , has been developed by the Cold and Arid Regions Environmental and Engineering Research Institute, Chinese Academy of Sciences. The MICLC data set, which employs the International Geosphere-Biosphere Programme land cover classification system and contains 17 land cover 
Soil Texture Data Sets
The default 5-min, 16-category global soil texture data set was developed by the Food and Agriculture Organization (FAO) of the United Nations (F. Chen & Dudhia, 2001) , and it contains two layers, 0-30 and 30-100 cm.
An alternative 1-km soil texture data set was classified according to data sets of the particle size distribution (i.e., sand, silt, and clay content) over China developed by Beijing Normal University (BNU). It was generated from the 1:1,000,000 soil map of China and 8595 soil profiles from the Second National Soil Survey. The sand, silt, and clay maps, which link soil profiles and map polygons considering distance between them, the sample size of profiles, and the soil classification information were derived using the polygon linkage method (Shangguan et al., 2014) . The BNU data set contains two layers (i.e., 0-30 and 30-100 cm) and 12 soil texture categories, which are the same first 12 categories in the FAO data set.
Forcing Data
The China Meteorological Administration Land Data Assimilation System (CLDAS) version 2.0 (C. Shi et al., 2014) was used to force the Noah-MP LSM for the regional simulations. The CLDAS 2.0 0.0625°hourly meteorological variables from 1 September 2014 to 31 August 2015 include the precipitation, surface atmospheric pressure, air temperature, air specific humidity, atmospheric wind speed, and downward shortwave radiation. The downward longwave radiation (L d ) is estimated following the Stefan-Boltzman law:
where σ=5.67× 10 À8 W·m À2 ·K À4 is the Stefan-Boltzman constant and T a in kelvins is the atmospheric temperature at 2-m height. The atmospheric emissivity ε a is estimated empirically (Idso, 1981) by
where e a is water vapor pressure and T a is the atmospheric temperature at 2-m height (see K. Wang & Dickinson, 2013 , for details).
The source data sets contain the following: (1) surface observations from more than 2,400 national automatic stations and approximately 40,000 regional automatic weather stations in China; (2) European Centre for Medium-Range Weather Forecasts 0.125°3-hourly numerical analysis/predicted products, including those for the surface atmospheric pressure, air temperature at 2 m, air specific humidity at 2 m, and atmospheric wind speed at 10 m; (3) Global Forecast System 0.5°3-hourly numerical analysis/predicted products, including those for the surface atmospheric pressure and precipitation from the National Centers for Environmental Prediction; (4) East Asian Multi-Satellite Integrated Precipitation 0.0625°hourly products; and (5) fusion precipitation products from FengYun-2 (FY2) satellite and the Climate Prediction Center Morphing Technique (Shen et al., 2014) . F. Yang et al. (2017) showed that CLDAS 2.0 provides estimates of the spatiotemporal variability in precipitation that are more realistic than those provided by the Global Land Data Assimilation System, the China Meteorological Forcing Dataset and the CN05.1 data set.
In this study, the original 0.0625°forcing data sets were regridded into grids of 1 km by 1 km with the nearest-neighbor interpolation method. For individual site analysis, the in situ meteorological observations were used as forcing data, and CLDAS 2.0 was employed to fill the gaps in the in situ meteorological data for continuous simulations.
Study Area
The central TP, which is located between 90.08-94.74°E and 29.75-32.26°N with an average elevation of approximately 4800 m and an area of approximately 9.3×10 4 km 2 , is selected as the study area in this paper ( Figure 3 ). As shown in the frequency distribution in the left corner of Figure 3 , the precipitation distribution varies significantly across the study area. More than 43,000 pixels can be classified as arid and semiarid
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Journal of Advances in Modeling Earth Systems regions (i.e., with precipitation of less than 400 mm/year), and more than 49,000 pixels can be classified as semihumid and humid regions. Moreover, significant differences are detected in the specified LCTs and STTs over this area between the default and new data sets. As shown in Figures 4 and 5 , the dominant LCT is open shrubland in MIGBP, but grassland in MICLC, and the dominant STT is loam in FAO but silt loam in BNU. In the appendix, Figure A1 presents the vegetation fraction of the land points at which the LCTs are different between MIGBP and MICLC and the average vegetation fraction for two most dominant differences in the specified LCTs.
The study area covers eight observational sites in the third Tibetan Plateau Experiment for atmospheric sciences (Y. Wang, Xu, et al., 2016; Zhao et al., 2017) . Three of these eight sites (Amdo, Baingoin, and Naqqu) in addition to Ali, which is located in the western TP, were selected for the site study. The LCTs and STTs of these four sites among the different data sets are given in Table 2 , from which it is evident that the LCT specifications are different for Baingoin and Naqqu, and STT specifications are different for Amdo, Ali, and Baingoin. Table 3 presents the vegetation and soil parameters selected from the parameter table files MPTABLE.TBL and SOILPARM.TBL in Noah-MP for the sensitivity analysis. Across the study area, 16 LCTs are specified in MIGBP, while only 15 LCTs are specified in MICLC; in addition, three STTs are specified in FAO, while six STTs are specified in BNU (see Table A1 ). The LCTs include evergreen needleleaf forest (ENF), evergreen broadleaf forest (EBF), deciduous needleleaf forest, deciduous broadleaf forest (DBF), mixed forests (MF), closed shrublands, open shrublands (OSH), woody savannas, savannas, grasslands (GL), permanent wetland, croplands, urban and built-up (UB), cropland/natural vegetation mosaic, snow and ice, barren or sparsely vegetated (BAR), and water bodies. The STTs include loamy sand (LSD), sandy loam (SDL), silt loam (STL), silt (ST), loam (L), clay loam, water, and other. The number of land points for each LCT or STT can be found in Table A1 in the appendix. Moreover, this study did not explore the parameter sensitivities to the urban and built-up, snow and ice and water bodies classes. The ranges of the parameters for different LCTs and STTs are shown in Table A2 in the appendix.
Parameters and Their Ranges
As shown in Table 3 , the definitions of the ranges for some parameters refer to previous work from Hogue et al. (2006) , Lu et al. (2013) , J. Li, Wang, et al. (2016) , etc. The ranges of Clapp-Hornberger b parameter 
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(BB), porosity (MAXSMC), and saturated hydraulic conductivity (SATDK) are defined by increasing or decreasing one standard deviation of the mean values calculated in Cosby et al. (1984) . Parameters such as KO25, AKO, AVCMX, BP, FOLNMX, stem area index and leaf area index vary in a range of ±20% of their default values. For AKC and CWPVT, the variations are 10% and 30%, respectively.
The field capacity and wilting point were not selected for study, because these two parameters are calculated from MAXSMC, saturated soil matric potential (SATPSI), SATDK, and BB (see equations (22) and (23) in F. Chen and Dudhia, 2001) . Similarly, the Zilintikevich parameter is calculated from the canopy height (HVT; see equation (4) in F. Chen & Zhang, 2009) , and thus, it was not analyzed.
Results
Morris Multiobjective Parameter Screening
The Noah-MP LSM was run with the default data sets (MIGBP and FAO) to obtain the simulations for the GSA. As there were more than 90,000 land points in the modeling domain, it would be impractical to analyze each parameter's sensitivity for each model grid point to facilitate an understanding of the key factors in simulations of the land surface variables over the TP. Therefore, the objective variables were averaged for each LCT. Because L was the only STT for FAO across the study area (Table A1) , the sensitivities of the parameters for different STTs were not analyzed here.
To find the temporal variations of the parameter sensitivities, we analyzed their effects on both the daytime (i.e., when the shortwave radiation is greater than 20 W/m 2 ) and the nighttime SH, LH, ST, and SM for different seasons. Figures 6 and 7 present the Morris sensitivity analysis indices (normalized μ) for each parameter based on the simulated SH and LH, and ST and SM. The results of the GSA can be summarized as follows. First, the soil parameters (numbers 21-27) were generally more sensitive than the vegetation parameters (numbers 1-20). For the forests (ENF, EBF, deciduous needleleaf forest, DBF, and MF), the canopy height (number 4) was an important vegetation parameter for simulating the SH (especially during the daytime in the spring and summer) and ST (especially in the winter).
Second, the sensitivities of the parameters showed significant seasonal and diurnal variations. For example, the simulated daytime SH was sensitive to the canopy height and Clapp-Hornberger b parameter (number 21) in the summer, but it was sensitive to the saturated soil hydraulic conductivity (number 24) in the autumn due to soil water constraint. During the nighttime, the soil parameters, including the porosity (number 22), soil quartz content (number 26), and soil heat capacity (number 27) were more sensitive. However, for the simulated SM, the porosity was consistently the most sensitive parameter.
Based on the GSA results, the Pareto rank-based approach was then applied to differentiate the sensitive parameters from the insensitive ones for these four simulated land fluxes. To estimate the effects of parametric uncertainties on the model outputs more accurately in further ensemble simulations, especially for the vegetation parameters that generally showed less sensitivities than the soil parameters, we kept the top two ranks for vegetation and soil parameters. Finally, seven soil parameters (numbers from 21 to 27) were all selected, and the vegetation parameters selected for each LCT are shown in Table 4 . Eckhardt et al. (2003) concluded that 10,000 Monte Carlo simulations were required to obtain representative distributions of the model output. However, because we ran the Noah-MP LSM over the central TP at 1-km resolution in our study, 10,000 model runs would be extremely time consuming. It was therefore necessary for us to design a relatively low cost experiment to reliably obtain estimates of the frequency distributions of the model outputs and then calculate the distinction levels and the KS distances. Thus, we first conducted ensemble simulations with the screened parameters for the four observation sites to address how we could quantify those two estimates more efficiently and effectively. Note. SAI = stem area index; LAI = leaf area index.
Site Study
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For the selected sites, parametric ensemble simulations were conducted if the LCTs or STTs were specified differently between the default and alternative data sets. To confirm the number of requisite Sobol' samples, the distinction levels and the KS distances calculated from two ensemble simulations with 10,000 Monte Carlo samples were assumed to represent the truth and then used for a comparison with the corresponding estimates with increasing numbers of Sobol' samples. Figure 8 presents the convergence of the distinction levels with increasing numbers of Sobol' samples. Evidently, the distinction levels calculated from a pair of ensemble simulations with 1,000 Sobol' samples were extremely close to the truth, especially when the true distinction levels were higher than 0.6, indicating that it was reasonable to use the Sobol' sequence instead of the traditional Monte Carlo sampling method. A low true distinction level (e.g.,~0.2) indicated that two distributions almost overlapped, in which case the rate of convergence was relatively slow because more samples were required to increase the probability P y (A, B) calculated by equation (5). It was acceptable for this study to reliably estimate the high distinction levels while approximately estimating the low distinction levels. From Figure 8d , the simulated SH at Baingoin can be significantly distinct when the specifications of LCTs are changed from OSH to GL, because Eckhardt et al. (2003) demonstrated that the effects of land cover changes are assumed to be significant if the distinction levels are higher than 0.9.
In addition to enhancing the effectiveness, increasing the efficiency of the calculations of the distinction levels was an important component of the following regional ensemble simulations. We found that the Note. LCT = land cover type; ENF = evergreen needleleaf forest; EBF = evergreen broadleaf forest; DNF = deciduous needleleaf forest; DBF = deciduous broadleaf forest; MF = mixed forests; CSH = closed shrublands; OSH = open shrublands; WS = woody savannas; SAV = savannas; GL = grasslands; PWL = permanent wetland; CRL = croplands; CVM = cropland/ natural vegetation mosaic; BAR = barren or sparsely vegetated; SAI = stem area index; LAI = leaf area index.
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distinction levels began to converge at approximately 400 sample points, which was an acceptable number in consideration of the required model running time and storage space.
For conciseness, we will not describe in detail here the analysis of the KS distance convergence related to sample size (see Figure A2 in the appendix). Compared with the distinction level, convergence to the true KS distance required fewer Sobol' samples (less than 200). Therefore, for the following regional simulation, we quantified the effects of the changes in the LCTs and STTs from ensemble simulations with 400 Sobol' samples.
The site study also showed that the simulated land surface fluxes were not significantly improved by using the alternative data sets (see Table A3 ) as the mean absolute errors were not reduced, which can be inferred from the calculated low distinction levels.
Difference Assessment
Changing the specifications of either LCTs or STTs could possibly lead to different model responses. In this section, we examined whether the differences in the model responses were significant relative to the background parametric uncertainties and quantified those differences using the distinction level and the KS distance. 
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Figures 9a-9d present the averaged distinction levels of two different LCTs with respect to the simulated SH, LH, ST, and SM, calculated from vegetation parametric ensemble simulations using MIGBP and MICLC, respectively. For example, the light blue grid in the bottom left corner of Figure 9a reveals average distinction level between ENF and EBF with respect to the simulated SH of 0.7-0.8, indicating that a probability of 0.7-0.8 that the difference between the simulated SH for ENF and EBF was actually attributed to the change in the LCT and not merely a random result due to parameter uncertainties.
The following findings were generally found: (1) the differences between two forested types over the central TP were not significant with respect to the simulated four land surface variables because the averaged distinction levels were generally smaller than 0.6; (2) a forested type was more significantly distinct from a nonforested (e.g., grassland or shrubland) type with respect to the simulated SH, ST, and SM (the distinction levels were higher than 0.8), but the distinction levels were almost not significant for the simulated LH; (3) the model differences were sufficiently significant when the LCT specifications were changed between BAR and the other types; and (4) for the most dominant LCT difference (i.e., OSH in MIGBP in contrast to GL in MICLC), the model differences were not sufficient to significantly distinguish it with respect to the simulated LH, ST, and SM (the distinction levels were smaller than 0.3).
Similarly, Figure 9e shows the averaged distinction levels calculated from the soil parametric ensemble simulations using FAO and BNU. As only the changes from L to the other five types (LSD, SDL, STL, ST, and clay loam) were analyzed, we combined the plots for the SH, LH, ST, and SM, thereby revealing that the change from L to LSD, which was actually not a dominant difference between FAO and BNU, was more significantly distinct with respect to the simulated SH, LH, ST, and SM than the other changes between the STTs. For the 
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most dominant difference between FAO and BNU (i.e., L in FAO in contrast to STL in BNU), the distinction levels were less than 0.4.
For conciseness, the detailed results of the KS test are not shown. Figure 9f presents the scatterplot of the averaged distinction levels versus the averaged KS distances for both vegetation and soil parametric ensemble simulations. The difference assessment results from both methods were clearly consistent because the distinction levels were very close to the KS distances along the 1:1 line.
Uncertainty Quantification of Model Differences Caused by Changing the LCTs or STTs
Here we quantitatively estimated both the impacts of changes in either the LCTs or STTs from the default data sets to the alternative data sets on the model responses and the corresponding uncertainties due to parametric uncertainties using the method introduced in section 2.5.
Figures 10 shows the means and SD of changes in the annual mean SH, LH, ST, and SM caused by changing the LCTs from the default data set to the alternative data set. Figure 10 illustrates two findings.
(1) If the specified LCT was changed between two forested types or two nonforested types, the corresponding changes in mean model responses are relatively small; however, for a change in the LCT between two forested types, the uncertainties in the estimates, as quantified by the relative magnitude of SD for the SH, LH and ST, were larger than those for the other transitions between LCTs. For example, when the LCT was changed from DBF to EBF, the mean of the annual mean SH decreases by less than 2.5 W/m 2 (Figure 10a1 ), but the SD of that was more than 2.4 W/m 2 ( Figure 10a2) ; (2) If the specified LCT was changed between a forested type and a nonforested type, the corresponding changes in mean model responses are larger than those between two forested types, but the uncertainties were smaller. detected in these estimates due to parametric uncertainties. For example, for the most dominant STT transition (i.e., from L to STL), the simulated annual mean SH could increase or decrease by more than 2 W/m 2 , although the mean of the change in the SH was very close to 0.
Sensitivity to Annual Precipitation and Vegetation Fraction
To analyze the sensitivities of the average distinction levels and changes in the LH to the annual precipitation amount (see Figure 12) , we selected the two most dominant differences in the specified LCTs and STTs, namely, OSH in MIGBP in contrast to GL or BAR in MICLC and L in FAO in contrast to STL or SDL in BNU, respectively.
The annual precipitation had a positive impact on the distinction levels between OSH and GL with respect to LH but a negative impact on those of both OSH and BAR. An increase in the annual precipitation had little 
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impact on the estimates of the distinction levels between L and STL in addition to those between L and SDL. Generally, the simulated LH displayed a greater increased with an increase in the annual precipitation.
Besides the annual precipitation, the vegetation fraction is another important factor that cannot be ignored. Figure 13 shows the estimates of the average distinction levels and changes in the LH for different ranges of annual precipitation and vegetation fraction when the LCT was changed from OSH to GL. It was found that, when the annual precipitation was larger than 1,000 mm, the vegetation fraction was inclined to have a positive impact on the distinction levels and changes in LH, while when the annual precipitation was smaller than 1,000 mm, the impact of the vegetation fraction was relatively weak.
However, for the case from OSH to BAR, the simulated LH increased when the annual precipitation was larger than 200 mm but smaller than 1,200 mm, but it displayed a slight decrease in both dry (0 ≤annual precipitation ≤200 mm) and wet (1,200 mm ≤annual precipitation≤1,400 mm) regions. Moreover, when the annual precipitation is between 800 and 1,400 mm, the estimates of the distinction level and changes in LH had a slight decrease when the vegetation fraction was increased from 0.6-0.7 to 0.7-0.8, indicating that the simulated changes in the LH were related to other meteorological forcing variables (i.e., other than the precipitation), the geographic location of these grid points, and possibly to the coupling between vegetation and soil.
Discussion and Conclusions
Here we developed a systematic and efficient framework, using multiobjective parameter screening and parametric ensemble simulations and difference assessment, to assess the impacts of LCT or STT changes on LSM simulations under future climate change conditions relative to background parametric uncertainties. The main findings are the following:
1. The soil parameters over the central TP are generally more sensitive than the vegetation parameters when simulating the land surface fluxes; 2. The Noah-MP LSM could not sufficiently distinguish the effects of changes between forested types when the summer tree-canopy characteristics and associated parameters are similar between for instance, broadleaf and needleleaf trees, or STTs relative to the background parametric uncertainties; 3. There are significant sensitivities of the distinction level and changes in model response to annual precipitation and vegetation fraction. These findings can provide useful information for land surface modeling over the TP.
The sensitive parameters must necessarily be screened out before conducting the required parametric ensemble simulations due to their substantial variability in different regions (J. Li, Wang, et al., 2016; Prihodko et al., 2008) . Thus, our GSA analysis for multiple parameters can provide a scientific reference for further land modeling over the TP. Similar to J. Li et al. (2013) and Cuntz et al. (2016) , the soil parameters were generally more sensitive than the vegetation parameters, which can be attributed to limited photosynthetic processes over the central TP due to sparse vegetations, low annual precipitation, and low air temperature. The vegetation canopy height was a sensitive parameter for forested types because it determines the magnitudes of the aerodynamic resistance and Zilitinkevich parameter, which were shown to be the most sensitive in Zhang et al. (2017) . Largely due to meteorological forcing conditions, parameter sensitivities also showed significant seasonal and diurnal variations. For example, the downward shortwave radiation and air temperature in the autumn was much higher during the daytime than during the nighttime, leading to significant difference in skin temperature (Mahrt & Ek, 1984) ; consequently, in the autumn, the simulated ST during the daytime was sensitive to the soil hydraulic conductivity (which is key factor for the volumetric soil water content and then for the thermal conductivity), but the simulated ST was sensitive to the soil heat capacity (which is key factor for the volumetric heat capacity; F. Chen & Dudhia, 2001 ) during the nighttime. 
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The results from the distinction level and the KS test were generally consistent. Although conducting distinction level estimation requires more samples, using the Sobol' sequence instead of the Monte Carlo sampling approach can greatly reduce the computational costs. The results of the distinction levels were generally consistent with the quantitative estimates of the changes in the model responses, a high value of the distinction level did not always correlate with a significant difference between the simulated fluxes (e.g., when land cover goes from EBF to BAR for the SH); similarly, a low value of the distinction level did not always correlate with a small difference (e.g., when land cover goes from OSH to woody savannas for the LH).
The second finding in the first paragraph was obtained using the assumed parametric uncertainties and the 0.9 threshold given by Eckhardt et al. (2003) . However, note that the distinction level is closely related to the extent of the parameter ranges that are overlapped. For example, the same ranges of the canopy height (which is the most sensitive to the simulated land fluxes over the central TP) for DBF and MF will lead to low distinction level (smaller than 0.3). Therefore, different definitions of parameter ranges will lead to difference in the distinction level estimates, as well as in the parametric sensitivities (Lu et al., 2013) . Furthermore, the low distinction levels between forested types are also attributed to the focus on the difference in the annual mean simulations in this study, which will certainly smooth the differences in the seasonal results. For example, since ENF will have leaves in winter while DBF will not, the corresponding model simulations should be expected to be different.
With respect to the simulated LH, the Noah-MP LSM could not distinguish the differences between each pair of LCTs, except when BAR was replaced by the other LCTs. Parts of these results can be explained by the relationship between the annual precipitation and estimates of the distinction level. The average distinction level is dominated by most of the land points of which the annual precipitation is less than 1,000 mm. However, as shown in Figure 12 , when the annual precipitation was less than 1,000 mm, the distinction level between OSH and GL with respect to the LH was smaller than 0.4, indicating the transpiration was not distinct, while the distinction level between OSH and BAR was higher than or close to 0.9, indicating the soil evaporation was distinct because the limited soil water was used to satisfy ecological water requirement of vegetation. Furthermore, the evaporation is also highly restricted by the low air temperature over the central TP, leading to indistinct LH between different LCTs.
These results highlight the importance of reducing the uncertainties in model parameters to improve the ability of an LSM to simulate the effects of changes in LCTs or STTs. For example, the GSA results regarding the low distinction levels of forested types over the central TP are largely attributed to uncertainties in the canopy height, and thus, the regionalized information of the canopy height in the TP is preferable to be used in the parameter table of Noah-MP. Cuntz et al. (2016) discovered that the simulated LH and runoff are sensitive to some hard-coded parameters in the Noah-MP LSM, which indicates that the parametric uncertainties may even be underestimated in this study. J. Li et al. (2018) emphasized that the parameter optimization step with various observational data sets is indispensable for reducing parametric uncertainties and improving the model performance (Raoult et al., 2016; Rosolem et al., 2013) . However, as the observations used for calibration and verification are still limited, whether an LSM is comprehensively improved by such optimization is difficult to confirm (Y. P. Wang et al., 2007) . Moreover, an LSM may even be overfitted by optimization if the model structural errors are not sufficiently considered (Brynjarsdóttir & OʼHagan, 2014) . As uncertainties exist in both the model structure and the observations, many parameter settings might be consistent with uncertain observations, and single values of parameters obtained through optimization may be arbitrary, thereby providing overconfident future predictions. In this context, history matching, given the uncertainties in the model structure and observations (Andrianakis et al., 2015) , is a relatively applicable method for reducing parametric uncertainties by identifying and discarding parametric spaces that are unlikely to provide a good match to the observational data, because an acceptable parametric space could be discarded once new observations are obtained (McNeall et al., 2013 (McNeall et al., , 2016 Williamson et al., 2013 Williamson et al., , 2014 . However, acceptable prior distributions of uncertainties in the model structure and observations are still necessary.
The impacts of LCTs and STTs changes on LSM simulations over the central TP are also affected by uncertainties in the meteorological forcing and model structure employed. This study showed that the effects of changes in LCTs or STTs on Noah-MP simulations are closely related to the annual precipitation amount, which is consistent with those of Gao et al. (2015) in which the uncertainties in atmospheric forcing conditions mainly affect topsoil variables and consequently the surface energy fluxes. Gao et al. (2015) also discovered that varying land surface physics caused a 36% uncertainty in the accumulated evapotranspiration, indicating the changes in model response can be much different when the selected parameterization options are changed. Moreover, errors in the model structure will definitely cause errors in those estimates. For example, K. Yang et al. (2009) noted that the soil surface resistance controlled the surface evaporation throughout the alpine deserts over the TP but that this control had not been reasonably modeled in the Noah-MP LSM.
Finally, it is still difficult to quantify the attribution of land model errors over the TP to errors in specifying LCTs or STTs. The site simulations in this study revealed that the mean absolute errors in the simulated four variables were not significantly reduced by using newer and seemly more accurate LCTs or STTs (see Table A3 ). In fact, the differences in those simulations were not sufficient to significantly distinguish between OSH and GL or between each two type of the studied STTs with respect to the SH, LH, ST, and SM. Across the study area, more than 20% of the land points exhibited differences between BAR and the other types regarding the specified LCTs, which can be related to either deforestation or afforestation (Cui & Graf, 2009; Y. Li, Zhao, et al., 2016) . Consequently, more attention should be paid to this issue. Our results are consistent with those of Hartley et al. (2017) in which uncertainties in bare soil and grassland mainly drove uncertainties in LSM simulations over Europe and North America. Cuo et al. (2016) reported that the simulated ST increased while the top layer SM decreased when the foliar cover (a vertical projection of exposed leaf area) was increasing, which is consistent with the estimates of changes in the ST and SM in this study when the specified LCTs were changed from shrubland or grassland to forest (as leaf area index was generally increased). However, this study also found that the simulated annual mean ST at 20 cm increased by more than 2.4 K, the simulated SM decreased by more than 0.01 m 
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