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ABSTRACT 
The theory of stretching and compressing of short light pulses by the chirped volume 
Bragg gratings (CBG) is reviewed based on spectral decomposition of short pulses and on the 
wavelength-dependent coupled wave equations. The analytic theory of diffraction efficiency of a 
CBG with constant chirp and approximate theory of time delay dispersion are presented. Based 
on those, we performed comparison of the approximate analytic results with the exact numeric 
coupled-wave modeling. We also study theoretically various definitions of laser beam width in a 
given cross-section. Quality of the beam is characterized by the dimensionless beam propagation 
products ∆𝑥 ∙ ∆𝜃𝑥 𝜆⁄  , which are different for each of the 21 definitions. We study six particular 
beams and introduce an axially-symmetric self-MFT (mathematical Fourier transform) function, 
which may be useful for the description of diffraction-quality beams. Furthermore, we discuss 
various saturation curves and their influence on the amplitudes of recorded gratings. Special 
attention is given to multiplexed volume Bragg gratings (VBG) aimed at recording of several 
gratings in the same volume. The best shape of a saturation curve for production of the strongest 
gratings is found to be the threshold-type curve. Both one-photon and two-photon absorption 
mechanism of recording are investigated. Finally, by means of the simulation software we 
investigate forced airflow cooling of a VBG heated by a laser beam. Two combinations of a 
setup are considered, and a number of temperature distributions and thermal deformations are 
obtained for different rates of airflows. Simulation results are compared to the experimental data, 
and show good mutual agreement. 
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CHAPTER 1: INTRODUCTION 
The findings presented in this dissertation are based on our conference talks  
[1-Kaim 2011], [2-Kaim 2012], [3-Kaim 2012], [4-Kaim 2013], and our publications  
[5-Kaim 2013], [6-Anderson 2013], [7-Kaim 2014], [8-Kaim 2015] and [9-Kaim 2015]. 
 
There is no single definition of what an ultrashort laser pulse is, but generally, pulses 
with durations in the range from 10 ps up to 10 fs belong to that category. During the 
propagation of ultrashort pulses in media, optical nonlinearities are commonplace. Therefore, for 
straightforward power amplification of these pulses in rare earth doped power amplifiers, their 
peak intensity has to be decreased below the threshold values of non-linear effects initiation. In 
order to bypass those difficulties the technique of chirped pulse amplification is the most 
common approach [10-Treacy 1968, 11-Treacy 1969]. This task is accomplished by means of 
stretching the ultra-short pulses to longer ones, having lower values of power, and hence 
allowing the amplification by broad-band laser amplifiers without risk of medium damage or 
initiation of nonlinear processes. Then, amplified chirped pulses are targeted at a compressing 
optical element, which allows the collection of all spectral components into one ultra-short pulse 
with increased value of instantaneous energy. Usually two separate diffraction gratings are used 
in processes of stretching and compression, which are called Treacy stretchers/compressors [11-
Treacy 1969]. One of the reasons to use two gratings is that the procedures of stretching and 
compression using surface gratings are not equivalent, and compression is a much harder 
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engineering task. Our findings in the topics of stretching – compressing of laser beams is 
investigated in the chapter 2 of this dissertation. 
Since the early stages of laser development, boosting the average intensity of the emitted 
beam was one of the important directions of work, especially considering the extent of 
engineering applications where the powerful lasers can be used at. There is an enormous 
progress in the area of development of solid-state lasers with almost ideal beam parameters. 
However, the brightness was always limited by thermo-optic effects, which spoil the quality of 
the obtained beams. Further pursuit of the development of high average intensity lasers seems to 
be both technologically and financially demanding. Besides, some applications might require 
intensities of beams that are much higher than what is currently achieved by means of single 
lasers. 
An alternative solution of the problem to engineering the high power output laser beams 
is to resort to technique of combining several lower power beams into one. This was successfully 
accomplished with the use of coherent phasing of multiple parallel fiber chirped-pulse amplifiers 
in [12-Siiman 2012] for up to four parallel channels at low power, and in [13-Klenke 2011, 14-
Daniault 2011] for two beams at higher levels of power. There are multiple technological 
approaches to this problem and they are classified as one of the following: polarization beam 
combining, coherent beam combining and spectral beam combining. 
Polarization beam combining, or polarization multiplexing, is a technique, in which two 
linearly polarized beams with perpendicular polarization directions are made incident upon a 
polarization splitter/combiner. The first beam passes straight through this optical element, and 
the second one is reflected, so that they spatially coincide towards the same propagation 
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direction. This approach produces a beam with nearly doubled beam power, which has almost 
the same beam quality as each of the uncombined beams. Unfortunately, this method 1) requires 
100% polarized input beams, and 2) can utilize no more than two beams; hence, it cannot be 
used for further power scaling. 
Most attempts to obtain good beam quality through laser beam combining were achieved 
by exploiting coherent beam combining (CBC) [15-Fan 2005]. To obtain resultant high radiance, 
this approach requires several conditions to be met [16-Leger 1988]:  
- laser beams must be mutually coherent, i.e. they must have the same relative 
frequency and phase; 
- phase relationship of the beams must be adjusted to provide the maximum amount of 
power along the optical axis (it is not enough to just sustain constant phase 
relationship), and usually, it is achieved for beams of the same phases; 
- each laser beam must be modified to produce almost uniform exit aperture 
illumination.  
 
Figure 1. a) Filled aperture arrangement for CBC; b) Side-by-side aperture arrangement for 
CBC. 
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In general, there are two types of CBC: with side-by-side aperture arrangement and with 
filled aperture arrangement. Schematically, they are shown on Fig 1a and Fig. 1b. Unlike in 
filled aperture arrangement, where interference occurs in the near field, in case of side-by-side 
arrangement, interference takes place only in the far field, and the lesser the space is between the 
gain elements (fill factor), the higher is the intensity obtained in the combined beam. 
Spectral beam combining (SBC), which is also referred to as incoherent beam combining, 
is less researched than CBC, but in many cases is easier from technological point of view. The 
main principle of the method is to combine multiple beams with different peak wavelengths by 
means of some spectrally selective elements. Practical realizations of the method can be roughly 
divided into serial [17-Nosu 1979] and parallel [18-Minot 1987] (Fig. 2). 
 
Figure 2. a) Serial SBC implementation; b) Parallel SBC implementation. 
 
A set of dichroic reflective filters or volume Bragg gratings is arranged in a line in serial 
implementation. While the beams incoming on one side pass freely, the beams incoming on the 
opposite side have wavelengths not belonging to the filter passbands, and are therefore reflected 
in the direction of the coaxial collimated beam. In earliest serial implementation of SBC in [17-
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Nosu 1979] six semiconductor lasers with different peak intensities were utilized. In parallel 
implementation, all incoming beams are incident onto some combining element (usually a 
grating or a prism) from different directions, and are diverted into one collimated beam. A device 
called grating rhomb was developed in early work [18-Minot 1987] devoted to the investigation 
of combining of multiple beams. The device was a thoroughly spatially adjusted pair of gratings. 
They managed to combine seven 30 mW beams with 70% diffraction efficiency. 
Later techniques of SBC were also utilized in the area of fiber-optic communication, 
namely for the development of wavelength division multiplexed (WDM) optical transmitters 
[19-White 1991], [20-Farries 1991]. The idea is to create diode lasers able to emit beams of 
different wavelengths allowing the combining (multiplexing) of multiple optical digital signals 
into one optical fiber. This permits both, multi-channel data transfer, and bi-directional 
communication.  A typical design scheme is shown on Fig. 3, where light emitted by lasers, is 
aligned in parallel on a laser bar, is collimated by a lens and is sent on a diffraction grating. 
Sharing of an optical cavity constructed by the precise arrangement of a lens and a grating allows 
for beam combining of the laser array.  
Since the main application of WDM transmitters is data transfer via optical fibers, 
emphasis is usually made on spectral characteristics of the collimated beams, than on their 
intensity. Hence, successes in this area did not contribute much to the applications where beams 
are combined for the sake of increased power output.  
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Figure 3. Wavelength division multiplexed transmitter scheme. 
 
SBC of multiple lasers requires wavelengths of the beams to be different, and therefore 
with the increase of number of beams, the spectral density must be increased as well. This in turn 
imposes harsher requirements on stability of the lasers and on resistance of optical elements 
against deformations caused by thermal effects. An example of the most thermally stable optical 
elements used in modern SBC set-ups are volume Bragg gratings (VBG) recorded in photo-
thermo-refractive glass (PTR). VBG is a volume phase hologram, a novel optical element, which 
is based on the invention of PTR glass [21-Glebov 1998] and the latest improvements in the 
technology of its production [22-Glebov 2004]. PTR glass is composed of Na2O, ZnO, Al2O3, 
SiO2, which is also doped with Ag, Ce and F. The glass has a wide range of transparency from 
350 to 2700 nm and its absorption in near-IR is around α10 ≈ 2.3∙10-4 cm-1. 
Volume Bragg gratings are volume holographic optical elements recorded in PTR glass 
subjected to extended exposure (around 3 hours) of the interference pattern of laser light of 325 
nm with an average power around 35 mW and then heated to 520°C. Spatial frequencies of the 
recorded patterns may be chosen in the range between 50 and 10000 (+− pairs of) lines per mm; 
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gratings with thickness up to 50 mm were recorded. Diffraction efficiency measured throughout 
most of the transparency range was about 95%; relative diffraction efficiency not less than 
99.9% was achieved. A grating in glass can be recorded with the direction of the periodical 
pattern at almost any angle and therefore there exist two types of VBGs: reflective VBG (RBG) 
and transmitting VBG (TBG).  
SBC of up to five commercially available fiber lasers was achieved in the setup created in 
Dr. Glebov’s group (Fig. 4). Laser wavelengths were chosen in the area around 1550 nm, the 
bandwidth of each of them was not larger than 1 nm and channel separation of 0.25 nm. The 
output power of each laser was 160 W. The maximum combined output power achieved was 770 
W. The diffraction efficiency achieved was around 92%. The experiments were conducted for 
several months, and each of them lasted a few hours. During that time the setup did not show any 
signs of combined beam quality deterioration due to thermal effects; there was no necessity for 
additional alignment procedures at any times. 
 
Figure 4. SBC of multiple laser beams with use of VBG’s. 
 
The progress in the development of laser system and laser beam combining was naturally 
accompanied by the necessity to characterize the obtained beams by some quantitative 
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parameters. They should be simple enough to give a quick sense of what the beam is, they should 
be scientifically rigorously defined, and they should be defined in some sort of general manner to 
allow for universal comparison of beams of different wavelengths, intensities, mode 
compositions and being “qualitatively” different. A number of beam quality parameters, like 
beam parameter product (BPP), M2 (M squared), inverse M2, Strehl ratio and Power-in-the-
bucket etc., were developed for this purpose. 
Beam parameter product (BPP) is defined as a product of divergence angle of a light 
beam multiplied the radius of the beam at its narrowest cross-section point (called the beam’s 
waist). If one tries to change waist size of a given beam by means of focusing or defocusing, it 
would lead to counterbalancing changes in the divergence angle, and the value of BPP would be 
preserved. Therefore, BPP is a convenient parameter for characterizing how narrowly a laser 
beam can be focused. It was long believed that for Gaussian beams, BPP takes the lowest 
possible value of 𝜆/𝜋, where 𝜆 is the wavelength of light, waist radius is defined by the criterion 
∆𝑥[HW𝑒−2IM], and angular width is defined as ∆𝜃𝑥[HW𝑒−2IM]. But as was shown in [9-Kaim 
2015] that statement is wrong and there is a number of beams (potentially, infinitely many) 
having smaller values of BPP for the same or other criteria. 
M2 is a closely related parameter, which for a given beam is defined as ratio of the 
beam’s BPP to that one of a Gaussian beam or to 𝜆/𝜋, which is the same. M2 is often referred to 
as beam quality or beam propagation factor. It is universally considered as a measure of the 
quality of a beam. 
For a diffraction-limited Gaussian beam M2 = 1, and any values M2 < 1 are physically 
impossible. Values of M2 may vary for different lasers in an interval from 1 up to ≈1000. For 
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many lasers operating in single transverse mode, M2 may be very close to 1; it is the exact unity 
for single-mode TEM00 Gaussian laser beam. Yet caution should be exercised, while attempting 
to characterize beams appearing Gaussian-shaped, but composed of higher modes without 
presence of TEM00 mode. Although M2 is close to unity and low propagation divergence might 
be expected, it is not a case as M2 rises rapidly for non-Gaussian components. A beam consisting 
of higher modes diverges faster than beam with somewhat similar shape consisting of lower 
modes. The non-resonant mode cleaners might be used for beam quality improvement in cases 
like that, but usually a tradeoff is a general loss in power output. 
M2 is an internationally recognized parameter defined by ISO Standard 11146 [49-ISO 
2005]. For its measurement in experimental setups, a special fitting procedure should be applied 
to beam width evolution in the direction of propagation (caustic). Parameter M2 is often 
employed in various industrial processes, where tight focusing is a crucial requirement, 
specifically in application to materials processing, laser cutting, drilling, marking, laser printing 
etc. High beam quality is also important for the creation of more efficient beam delivery systems, 
because smaller beam diameters allow for larger working distances and smaller and cheaper 
elements. 
Beam quality greatly depends on the parameters of the optical elements involved in 
focusing/defocusing, reflecting, power amplification etc. and such imperfections as lens 
aberrations, thermal effects in gain medium, parasitic reflections. A phase mask can be used to 
restore the beam for stationary systems and monochromatic beams. At the same time a useful 
property is that M2 stays the same if non-aberrative optics is used for beam manipulations.  It 
should also be noted that M2 can be have different values in two orthogonal directions. 
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Strehl ratio is another beam parameter that is defined as the ratio of the observed peak 
intensity to theoretically calculated peak intensity of an ideal beam. It was initially developed for 
telescope systems to measure uniform intensity profile of light coming  from distant celestial 
objects. However, in application to laser systems there is no uniformly accepted agreement on 
what to consider as an “ideal beam” [23-Siegman 1997]. Is it a beam the having same intensity 
profile or is it a beam having the same total power distributed uniformly over the aperture of the 
beam? In any case, this parameter is often cited but rarely used in practice. 
Although M2 is the most widely used beam quality parameter, it consists of just one 
number influenced by many parameters characteristic for a beam; hence not much of hidden 
information about laser beam can be extracted from it in an explicit form. Besides, there is plenty 
of information (i.e. intensity distribution profile) useful for beam description, which is not 
included into M2 by definition.  
Hence, a parameter called power-in-the-bucket (PIB) is introduced, which represents a 
graph of cumulative power within beam aperture versus the radius of the same beam aperture. 
However, the problem with this parameter is that there is no conventional shape or size 
developed, which would be agreed as a unified comparison standard [24-Tyson 2000].  Among 
the engineering community, the bucket size is usually understood as the first Airy disk in a 
circular aperture, which contains 84% of total power. There are also D86 width (diameter of 
circle containing 86% of power) and Gaussian beam width used for bucket size and both circular 
and rectangular bucket shapes. 
An alternative approach to beam quality based on power-in-the-bucket curve was 
developed in [25-Slater-2010], where two parameters were introduced – a vertical and a 
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horizontal beam quality (BQ). Both of them require construction of a curve of a fraction of the 
power-in-the-bucket for homogeneously illuminated disk with uniform phase in assumption of 
far field. This, so called, ideal PIB curve will have plateaus forming an Airy pattern. The vertical 
beam quality of a tested beam is defined as square root of ratio of PIB fractions of this beam to 
that of an ideal one. The bucket size is picked at the point of central diffraction lobe of the ideal 
beam (or at 1.22𝜆/𝐷). In turn, horizontal beam quality is defined as ratio of radius of the tested 
beam to the radius of the ideal beam for the same fraction of PIB. The choice of value of PIB 
fraction is an arbitrary one, and one specific value or a set of values can be taken depending on 
the practical considerations of the experiment. Both of the beam qualities can be used on the 
same tested beam, but more informative results are obtained from vertical BQ on beams which 
are close to being diffraction limited. It is also worth noting that the terms “vertical” and 
“horizontal” are used only to indicate ideological difference in definition with reference to PIB 
curve, and have no relation to spatial directions 𝑥 and 𝑦 of propagation of the beam. 
A number of beam quality parameters arose in recent years, which are suitable or 
adjusted for use primarily in specific set experimental situations and not easily applicable more 
broadly. A beam quality parameter was introduced in [26-Ruschin-2011], which is best suitable 
for the cases where properties of coherence of light are of interest. This parameter is called 
Gaussian content (GC) and is defined as optimal coupling efficiency between a tested beam and 
a Gaussian mode in an optical fiber. Among the advantages of Gaussian content when applied to 
a beam array is its property to rapidly reach a constant value independent of the number of the 
beams. The property of GC to give finite values of beam quality for flat top profiles is also an 
obvious advantage over parameter M2. 
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Work by Miller at al. [27-Miller-2012] proposes yet one more substitute for conventional 
beam quality parameters by introduction of a parameter based on far-field performance near a 
target, namely on induced temperature rise by each specific laser beam.  
Beam profilers are photo-electronic devices used for practical measurements of intensity 
profiles of laser beams in small details. Application of different computational algorithms to 
these profiles allows the derivation of other parameters of the beams like beam width, 
divergence, astigmatism, beam quality etc. Several measurements of the beam profile along the 
propagation direction of the beam are required to obtain beam divergence or M2.  
All currently existing beam profilers utilize one of two measurement techniques: either 
the camera-based measurement technique or the knife-edge technique. For camera-based beam 
profilers (CBBP) working in visible and near-IR spectral range, the most widely used are CCD 
(charge-coupled device) and CMOS (complementary metal–oxide–semiconductor) cameras.  
CCD cameras tend to have better performance, in particular better linearity and lower 
noise, but CMOS cameras are usually cheaper. Resolution of the intensity profiles depends on 
the size of digitizing pixels in the cameras. Resolution is of the order of 5 μm for aforementioned 
wavelengths; which allows efficient reconstruction of the beams with diameters as small as 
100 μm. For wavelength between 1.1 and 1.7 μm InGaAs-based beam profilers are used. For 
them, minimum pixel sizes achieved are around 30 μm. For even longer wavelength, in 
particular, for carbon dioxide lasers (9.4 to 10.6 μm), microbolometer sensors are used. For such 
systems the digitizing pixels do not get below 100 μm. It is a rule of thumb, that for good spatial 
resolution of intensity profile, the beam diameter must be at least 20 times larger than the pixel 
size. In addition, beam expansion or reduction are frequently conducted to provide good 
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measurements. Camera-based profilers are also very sensitive to the general power of a beam, so 
that many beams are to be attenuated before the measurements. 
Other type of profilers, known as scanning beam profilers (SBP), are based on some type 
mechanical part, like a knife edge or a narrow slit. These parts are moving quickly around the 
beam aperture, cutting off some parts of the beam and correspondingly recording transmitted 
power as function of knife position with the use of a photodetector. By doing this procedure in 
several directions transverse to the beam axis, the original beam intensity distribution can be 
reconstructed with the use of computational algorithms. The same principle is employed in 
profilers using narrow slit, but registered intensity is reconstructed as a function of slit width.  
This technology proved to be reliable for beams of Gaussian or other “correct” shapes, 
but it does not always provide correct results for messy beams with multiple peaks or unstable 
beam intensity profiles. Resolution quality in SBP systems is around few micrometers and does 
not depend on laser wavelength. Therefore, unlike camera-based profilers, the same SBP can be 
utilized for lasers of different wavelengths, and it can provide the same high resolution for both 
low and high wavelengths. An extra advantage over CBBP’s is that photodetectors used in SBP’s 
are not very light-sensitive, and therefore they can be used for beams of practically any intensity. 
Usually beam profilers are connected to computers and hence all the measurements of beam 
intensity profile and other parameters are conveniently shown on computer screen during 
measurement. 
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In Chapter 2 of this dissertation, we develop analytical theory and make numerical 
modeling of processes of stretching – compression of laser pulses by chirped volume Bragg 
gratings (CBG). We also model and investigate possible imperfections in the CBG or in the 
experimental setup. Chapter 3 is devoted to the investigation of the processes of saturation in 
photo-thermo-refractive (PTR) glass during the recording of multiplexed volume Bragg gratings. 
A number of possible laws of saturation are considered and compared. Both one-photon and two-
photon mechanisms of saturation are examined. In Chapter 4 we propose and investigate 
alternative definitions for measuring the quality of complex beams. We consider a number of 
beam shapes and compare their beam qualities to that one of the Gaussian beam. We make 
important numerical conclusions about which beam shapes have a better or worse beam quality 
depending on its definition. Finally, Chapter 5 investigates questions of heating of VBGs by laser 
beams. Methods of efficient cooling of the PTR grass with forced airflow are modeled with the 
help of the software COMSOL and the results are compared to experimental data. At the end of 
each chapter, we provide a section summarizing the results of our work. 
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CHAPTER 2: MODELLING OF STRETCHING AND COMPRESSING OF 
SHORT LASER PULSES  
BY CHIRPED VOLUME BRAGG GRATINGS 
2.1 Introduction to Chapter 2 
The findings presented in this chapter are based on our works [2-Kaim 2012], [4-Kaim 
2013] and [7-Kaim 2014].  
The original idea − to use one and the same chirped fiber Bragg grating in the processes 
of stretching and compressing − was suggested in [28-Galvanauskas 1995, 29-Chang 2013]. 
Here the term “chirped” signifies continuous variation of grating period along the direction of 
propagation in fiber. During the stretching stage, light is directed on one end of the grating, but is 
directed at the opposite end at the stage of compression. In such a process any effect of mild 
fluctuations of time delay dispersion (TDD) during stretching 𝑇str(𝜆) is neutralized by similar 
fluctuations during compression, which leads to 𝑇str(𝜆) + 𝑇compr(𝜆) ≈ const. This cycle of 
stretching-compression was also successfully implemented in chirped volume Bragg gratings 
(CBGs), which are volume holographic elements recorded in Photo-Thermo-Refractive glass 
[30-Liao 2007]. Among the main advantages of CBGs are large aperture dimensions and very 
high thermal stability under laser illumination, which allows for handling of more powerful 
beams [31-Glebov 2009, 32-Chang 2009]. In this chapter, we present numerical and analytical 
modelling of stretching and compression by CBGs. Different cases of fluctuations of TDD in the 
grating are also investigated. 
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2.2 Basic scheme and system of equations, definition of chirp and  
Time Delay Dispersion (TDD) 
The scheme of the set for stretching-amplification-compression we use in our model is 
presented on Fig. 5. It consists of a chirped volume Bragg grating, a power amplifier and a set of 
reflecting mirrors. In this scheme, the incident pulse is targeted at the left end of the grating and 
due to the continuous variation of period in CBG in z direction, different spectral components of 
the pulse are reflected from different parts of the grating. This leads to a different TDD for each 
component. Next, the stretched pulse is put through a power amplifier, which in our model, does 
not change any parameters of the pulse except increasing an instantaneous power by a certain 
coefficient. The amplified pulse is targeted at the CBG from the opposite site for the purpose of 
compression. At the end of this procedure, we might assume that original pulse was simply 
transferred from the left end of the grating at 𝑧 = 0 to the right end at 𝑧 = 𝐿 with amplification, 
but without any distortion in the original shape. 
 
Figure 5. Basic scheme of stretching–amplification–compression via  
chirped Bragg grating (CBG). 
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Dielectric permittivity and magnetic permeability can be written as function of coordinate 
𝑧 along the CBG as following 
𝜀(𝑧) = (𝑛02 + 2𝑛0𝛿𝑛(𝑧) + 𝑂(𝛿𝑛)2) ∙ 𝜀vac,    𝜇 ≡ 𝜇vac, (2. 1) 
where 𝑛0 is refractive index, and 𝛿𝑛(𝑧) is variation of refractive index. The real component of 
electric field 𝐸real(𝑧, 𝑡) can be expressed via complex envelopes 𝐴(𝑧) and 𝐵(𝑧) as  
𝐸real(𝑧, 𝑡) = 12 {exp(−𝑖𝜔𝑡) [𝐴(𝑡) exp(𝑖𝑖𝑧) + 𝐵(𝑡) exp(−𝑖𝑖𝑧)] + compl. conj. } (2. 2) 
where wave vector 𝑖 = 𝜔𝑛 𝜋,⁄  and  𝑛0 ≡ 𝑛(𝜔). The equation for envelopes 𝐴(𝑧) and 𝐵(𝑧) is 
𝑑2
𝑑𝑑2
�𝐴(𝑧)𝑒𝑖𝑖𝑑 + 𝐵(𝑧)𝑒−𝑖𝑖𝑑� + �𝜔
𝑐
�
2
�𝑛0
2 + 2𝑛0𝛿𝑛(𝑧)� ∙ �𝐴(𝑧)𝑒𝑖𝑖𝑑 + 𝐵(𝑧)𝑒−𝑖𝑖𝑑� = 0. (2. 3) 
The terms of the order of 𝑂(𝛿𝑛)2 assumed to be negligible. The variation of refractive 
index 𝛿𝑛(𝑧) is expressed as 
𝛿𝑛(𝑧) = 𝑛2(𝑧) + 𝑛1(𝑧) cos[𝑄𝑧 + 𝛿(𝑧)]. (2. 4) 
Parameters 𝑛2(𝑧) and 𝑛1(𝑧) characterize gentle correction and spatial modulation of 
refractive index, correspondingly. They are both slowly varying functions of coordinate 𝑧 along 
the CBG and are small with respect to refractive index 𝑛0. Phase 𝛿(𝑧) is a smooth function of 𝑧, 
and 𝑄 [radian/meter] is close to 2𝑖, as will be shown in (2.13) below. If we use slowly varying 
envelope approximation (SVEA) we should assume second derivatives of envelopes 𝐴(𝑧) and 
𝐵(𝑧) to be negligible and only keep the terms containing ∝ exp(𝑖𝑖𝑧) and ∝ exp(−𝑖𝑖𝑧). After 
we set each of them to zero we get the following system of coupled equations: 
𝑑𝐴
𝑑𝑧
= 𝑖(𝜔 𝜋⁄ )𝑛2(𝑧) ∙ 𝐴(𝑧) + 𝑖(𝜔 2𝜋⁄ )𝑛1(𝑧) exp[𝑖𝑄𝑧 − 2𝑖𝑖𝑧 + 𝑖𝛿(𝑧)] ∙ 𝐵(𝑧), 
𝑑𝑑
𝑑𝑑
= −𝑖(𝜔 2𝜋⁄ )𝑛1(𝑧) exp[−𝑖𝑄𝑧 + 2𝑖𝑖𝑧 − 𝑖𝛿(𝑧)] ∙ 𝐴(𝑧) − 𝑖(𝜔 𝜋⁄ )𝑛2(𝑧) ∙ 𝐵(𝑧). (2. 5) 
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Here we can assign the following expressions for amplitudes 𝑎(𝑧) and 𝑏(𝑧), 
𝑎(𝑧) = 𝐴(𝑧) exp �𝑖
2
[(2𝑖 − 𝑄)𝑧 − 𝛿(𝑧)]� ,    𝑏(𝑧) = 𝐵(𝑧) exp �−𝑖
2
[(2𝑖 − 𝑄)𝑧 − 𝛿(𝑧)]� (2. 6) 
Then the previous system of equations can be written as follows 
𝑑
𝑑𝑑
�
𝑎(𝑧)
𝑏(𝑧)� = 𝑉�(𝑧) �𝑎(𝑧)𝑏(𝑧)� , 𝑉�(𝑧) = � 𝑖𝑖(𝑧) 𝑖𝜅(𝑧)−𝑖𝜅(𝑧) −𝑖𝑖(𝑧)�, (2. 7) 
where  
𝑖(𝑧) = �𝜔
𝑐
� 𝑛2(𝑧) + 2𝑖−𝑄−𝑑𝑑(𝑑) 𝑑𝑑⁄2 ,    𝜅(𝑧) = �𝜔𝑐 � 𝑛1(𝑑)2 . (2. 8) 
Expression 𝑖(𝑧) is local value of detuning of dimensions of [rad/meter] and 𝜅(𝑧) is local 
strength of coupling measured in [meter-1]. 
Absorption of light due to the properties of medium can be taken into account by 
expression for 𝑛2(𝑧) in the form 𝑛2(𝑧) = 𝑖𝜆𝑖/4𝜋. Here α is an absorption coefficient of 
dimensions [meter-1] for intensity 𝐼(𝑧)~ exp(−𝑖𝑧). 
Because of the property of linearity, the solution of the system of ordinary differential 
equations (2.7) may be written as 
�
𝑎(𝑧)
𝑏(𝑧)� = �𝑀𝑎𝑎(𝑧) 𝑀𝑎𝑎(𝑧)𝑀𝑎𝑎(𝑧) 𝑀𝑎𝑎(𝑧)� ∙ �𝑎(0)𝑏(0)� ,     𝑑𝑀�(𝑑)𝑑𝑑 = 𝑉�(𝑧)𝑀�(𝑧),    𝑀�(0) = �1 00 1�. (2. 9) 
We assume the amplitude of incident wave 𝑎 to be of value 1 at the left side of CBG 
(𝑧 = 0) and amplitude of incident wave 𝑏 to be of value 0 at the right side of CBG (𝑧 = 𝐿). This 
leads to the following boundary conditions 
𝑎(𝑧 = 0) = 1,       𝑏(𝑧 = 𝐿) = 0, (2. 10) 
Then the coefficients of reflection and transmission, correspondingly, have the following 
form  
𝑟(𝑏 ← 𝑎) ≡ 𝑎(0)
𝑎(0) = −𝑀𝑏𝑏(𝐿)𝑀𝑏𝑏(𝐿) ,    𝑡(𝑎 → 𝑎) ≡ 𝑎(𝐿)𝑎(0) = 𝑀𝑏𝑏(𝐿)𝑀𝑏𝑏(𝐿)−𝑀𝑏𝑏(𝐿)𝑀𝑏𝑏(𝐿)𝑀𝑏𝑏(𝐿) . (2. 11) 
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One can show from (2.7) we can see that determinant of matrix 𝑀�(𝑧) is det𝑀� =
𝑀𝑎𝑎(𝑧)𝑀𝑎𝑎(𝑧) −𝑀𝑎𝑎(𝑧)𝑀𝑎𝑎(𝑧) equals to 1 at all 𝑧, even with non-zero absorption. This 
property is a good tool for verifying accuracy of numeric integration. 
For similar boundary conditions on the opposite ends coefficients of reflection and 
transmission have the following form 
𝑟(𝑏 → 𝑎) ≡ 𝑎(𝐿)
𝑎(𝐿) = 𝑀𝑏𝑏(𝐿)𝑀𝑏𝑏(𝐿) ,        𝑡(𝑏 ← 𝑏) ≡ 𝑎(0)𝑎(𝐿) = 1 𝑀𝑏𝑏(𝐿), (2. 12) 
Use of same matrix element of 𝑀�(𝑧) in both (2.11) and (2.12) is an advantage in cases 
when opposite ends of the same CBG are used for stretching-compression schemes.  
To find the point of exact Bragg resonance 𝑧𝑑(𝜆) for the given wavelength 𝜆 in vacuum we need 
to set the local value of detuning to zero 𝑖(𝑧B) = 0. Assuming that background correction of 
refractive index 𝑛2(𝑧) is negligible, we get 
2𝜋𝑛(𝜆)
𝜆
= 2𝜋𝑛(𝜆0)
𝜆0
+ 1
2
𝑑𝑑
𝑑𝑑
 , (2. 13) 
where 𝜆0 is the central wavelength of recording defined by 𝑄 = 4𝜋𝑛(𝜆0) 𝜆0⁄ . Further, if we 
assume that wavelength, satisfying Bragg condition (2.13), is function of coordinate 𝜆 = 𝜆(𝑧) 
and take a derivative of both sides of the (2.13), we get the following expression 
𝑑𝜆
𝑑𝑑B
= − 𝜆2
4𝜋𝑛gr(𝜆) 𝑑2𝑑𝑑𝑑2 ,        𝑛gr(𝜆) = 𝑛(𝜆) − 𝜆 𝑑𝑛𝑑𝜆. (2. 14) 
This expression connects the strength of chirp 𝑑𝜆 𝑑𝑧B⁄  to the phase correction 𝛿(𝑧). 
Designation for group refractive index in (2.14) is an analog of similar expression for group 
velocity, namely 𝑣gr = 𝑑𝜔 𝑑𝑖⁄ = 𝜋 𝑛gr⁄  and 𝑛gr = 𝑛(𝜔) + 𝜔(𝑑𝑛 𝑑𝜔⁄ ) ≡ 𝑛(𝜆) − 𝜆(𝑑𝑛 𝑑𝜆⁄ ). 
For a constant chirp 𝑑𝜆 𝑑𝑧B⁄ = const and a CBG of wavelength 𝐿 phase correction is 𝛿(𝑧) = 𝛽 ∙(𝑧 − 0.5𝐿)2 and 𝜆0 is a resonant wavelength. After substition this expression into (2.14) we get 
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𝛿(𝑧) = 𝛽 ∙ (𝑧 − 0.5𝐿)2   ⇒   𝑑𝜆
𝑑𝑑B
= − 𝜆2
2𝜋𝑛gr
𝛽. (2. 15) 
Expression for time delay dispersion as function of wavelength 𝜆 is obtained in 
approximation of constant group velocity at v0 = 𝜋 𝑛gr⁄  
𝑇1(𝜆) ≡ TDD(𝜆) ≈ 2[𝑧B(𝜆) − 𝑧1]𝑛gr 𝜋⁄ . (2. 16) 
2.3 Analytic expression of diffraction efficiency of CBG 
First order perturbation theory should be valid in our considerations for any weak CBG. 
As before we assume that 𝑛2 ≡ 0 and let us consider zero order approximation. Then 𝐴(𝑧) ≈ 1 
for any 𝑧 and from (2.5) one gets  
𝑟(𝐴 → 𝐵) = 𝐵(−∞) = 𝑖𝜅 ∫ exp[−𝑖𝛿(𝑧)]𝑑𝑧∞−∞ . (2. 17) 
For 𝛿(𝑧) = 𝛽 ∙ (𝑧 − 0.5𝐿)2 we obtain |𝑟|2 ≈ 𝜋|𝜅|2 |𝛽|⁄ . (2. 18) 
Generally, there is an analytic expression for |𝑟|2 for any local strength of coupling 𝜅, but 
for a constant chirp profile of CBG, (2.15). The expression is as follows |𝑟|2 = 1 − exp(−𝜋|𝜅|2 |𝛽|⁄ ),   |𝑡|2 = 1 − |𝑟|2. (2. 19) 
Derivation of (2.19) can be found in [33-Poladian 1993, 34-Belai 2006]. Numerical 
simulations we conduct below confirm the correctness of the equation (2.19) to high levels of 
precision. Particular effectiveness of that equation was demonstrated for gratings with gradually 
decreasing levels of refractive index modulation at the edges (apodized CBGs). 
Derivation of this expression, see [33-Poladian 1993, 34-Belai 2006], is similar to the 
calculation of quantum-mechanical transmissivity of parabolic potential barrier, see [35-Landau 
1977], and will not be discussed here. To go over the rather heavy derivation of Eq. (2.19) from 
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[33-Poladian 1993, 34-Belai 2006], we suggest using the known structure of Eq. (2.19) and 
checking all the coefficients in it via the first-order perturbation result. Actual numerical 
modeling (see below) confirmed the validity of Eq. (2.19) with great accuracy, especially for 
apodized CBG, where spatial refractive index modulation comes smoothly to zero at the ends of 
CBG in this particular modeling, see Eq. (2.40). 
2.4 Approximate expression for Time Delay Dispersion 
Application of SVEA to the system of equations (2.7) under the assumption of slowly 
varying nature of coefficients 𝜅 = 𝜅(𝑧) and 𝑖 = 𝑖(𝑧) allows us to write 
𝑑
𝑑𝑑
�
𝑎
𝑏� = 𝑉� �𝑎𝑏� , 𝑉� = � 𝑖𝑖 𝑖𝜅∗−𝑖𝜅 −𝑖𝑖�. (2. 20) 
If 𝑖 = const, 𝜅 = const the solution can be found in the form (𝑎, 𝑏) = exp(𝑝𝑧) (𝑎0,𝑏0). 
Then matrix 𝑉�  would have the following eigenvalues 
𝑝1,2 = ±𝑖𝜇,    𝜇 = +�𝑖2 − |𝜅|2. (2. 21) 
If for radical �𝑖2 − |𝜅|2 the condition 𝜇 |𝜇|⁄ = 𝑖 |𝑖|⁄  holds true in the region |𝜅| < |𝑖|, 
then the corresponding root in (2.21) is a positive root. One can also notice that for the 
aforementioned condition to hold true, the values of 𝜇 and 𝑖 have to be of the same sign. For the 
expressions 𝑝1 = +𝑖𝜇 and 𝑝2 = −𝑖𝜇 we have the following eigenvectors 
�
𝑎1
𝑏1
� = const1 � 1−𝜅 (𝜇 + 𝑖)⁄ � ,        �𝑎2𝑏2� = const2 �−𝜅∗ (𝜇 + 𝑖)⁄1 �. (2. 22) 
Group velocity under the condition of both constant detuning 𝑖 and coupling 𝜅 can be 
expressed via Poynting vector 𝑃 and energy density 𝑈 as vgr = 𝑃[Watt m2⁄ ] 𝑈[Joule m3⁄ ]⁄ . (2. 23) 
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If we assume that coupling in negligible |𝜅| = 0 then group velocity of wave “𝑎” can be 
ascribed value va = v0, while group velocity of wave “𝑏” is vb = −v0. We assume expressions 
𝑃 = |𝑎|2 − |𝑏|2 and 𝑈 = const ∙ (|𝑎|2 + |𝑏|2) for Poynting vector and energy density, 
correspondingly. Under the previous condition of |𝜅| = 0 coefficient const = 1 v0⁄ . Hence 
expression (2.23) becomes vgroup = v0 |𝑎|2−|𝑎|2|𝑎|2+|𝑎|2. (2. 24) 
Within an assumption of slowly varying character of values 𝑖 and 𝜅 we get the following 
expressions for the first and the second modes, correspondingly v1 = v0 �𝜇𝜈� ,       v2 = −v0 �𝜇𝜈�. (2. 25) 
It is worth noting that the first mode is primarily the 𝑎-wave, and the second mode is 
primarily the 𝑏-wave. Furthermore, expressions (2.25) can be considered as approximations for 
velocities of incident and reflected waves in stretcher-compressor schemes using CBGs. 
Legitimacy of such an assumption is checked below, in the computational part of this chapter. 
Demonstration of this approach is shown on Fig. 6. Here 𝑎-wave propagates from the left 
end of the grating at the point 𝑧 = 𝑧1 deeper into the grating. At the point 𝑧 = 𝑧2 inside the CBG 
this 𝑎-wave undergoes reflection and effectively becomes the 𝑏-wave. Similar process happens 
on the right side of the grating with 𝑏-wave propagating from point 𝑧 = 𝑧4 into the grating to the 
point 𝑧 = 𝑧3 where it converts into an 𝑎-wave due to reflection. The reflection points 𝑧2 and 𝑧3 
can be found from condition 𝑖�𝑧2,3, 𝜆� = ±|𝜅|. For CBG with constant chirp rate 𝑖(𝑧, 𝜆) = 𝛽 ⋅[𝑧 − 𝑧B(𝜆)] points 𝑧2 and 𝑧3 are situated equally far from point of exact Bragg resonance 𝑧B(𝜆): 
𝑧2 = 𝑧B(𝜆) − 𝑧0,       𝑧3 = 𝑧B(𝜆) + 𝑧0,      𝑧0 = |𝜅| |𝛽|⁄ . (2. 26) 
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Figure 6. Transmitting and reflecting wave propagation in CBG. Here 𝐿 is the total thickness of 
CBG; 𝑧 = 𝑧2 is the point where the input wave 𝑎 of the given frequency 𝜔 = 2𝜋𝜋 ∕ 𝜆 hits the 
region forbidden for propagation (marked by curved dashed line). 
 
The delay time of a wave propagating from entrance point at 𝑧 = 𝑧1 to 𝑧 = 𝑧2 and back 
to 𝑧 = 𝑧1 is found by  
𝑇1(𝜆) ≡ 𝑇(𝑧1 → 𝑧2 → 𝑧1)[second] = 2 � [v0 ∙ |𝜇(𝑧) 𝑖(𝑧)⁄ |]−1𝑑𝑧𝑧2
𝑧1
= 
= 2 ∫ [v(𝑧)]−1𝑑𝑧𝑧2𝑧1 , (2. 27) 
where we made a substitution v(𝑧) = v0 ∙ |𝜇(𝑧) 𝑖(𝑧)⁄ | due to (2.22) and (2.24). For a wave 
propagating from 𝑧 = 𝑧4 to 𝑧 = 𝑧4 and then back to 𝑧 = 𝑧4 , we have a similar expression of 
total time delay 
𝑇2(𝜆) ≡ 𝑇(𝑧4 → 𝑧3 → 𝑧4)[second] = 2∫ [v(𝑧)]−1𝑑𝑧𝑑4𝑑3 . (2. 28) 
Assessment of how functions 𝑖(𝑧) and 𝜅(𝑧) depend on the argument z can be done via 
numerical calculation of 𝑧B(𝜆), 𝑧2(𝜆), 𝑧3(𝜆) and then, by numerical calculation of corresponding 
integrals. 
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For a constant chirp 𝑑𝜆 𝑑𝑧B⁄ = const and constant coupling 𝜅 = const we have  
𝑖(𝑧) = 𝛽 ∙ [𝑧 − 𝑧B(𝜆)],     𝑧1 = 0,    𝑧4 = 𝐿,    𝑧B(𝜆) = 𝐿2 + �𝑑𝜆𝑑𝑑�−1 ∙ (𝜆 − 𝜆0). (2. 29) 
If we apply previous symmetry condition (2.26), we find the following expressions 
analytically 
𝑇(𝑧1 → 𝑧2 → 𝑧1) = 2v0 �[𝑧B(𝜆)]2 − 𝑧02,   𝑇(𝑧4 → 𝑧3 → 𝑧4) = 2v0 �[𝐿 − 𝑧B(𝜆)]2 − 𝑧02, (2. 30) 
𝑇cycle ≡ 𝑇(𝑧1 → 𝑧2 → 𝑧1) + 𝑇(𝑧4 → 𝑧3 → 𝑧4) = 2v0 ��[𝑧B(𝜆)]2 − 𝑧02 + �[𝐿 − 𝑧B(𝜆)]2 − 𝑧02�. (2. 31) 
In case when the limiting conditions 𝑧0 ≪ 𝑧B(𝜆) and 𝑧0 ≪ 𝐿 − 𝑧B(𝜆) hold true, the value 
𝑇cycle can be expanded in terms of small ratio 𝑧0/𝐿: 
𝑇cycle(𝜆) ≈ 1v0 �2𝐿 − 4𝑑02𝐿 𝐿2𝐿2−4[𝑑B(𝜆)−𝐿 2⁄ ]2�. (2. 32) 
For each specific pulse a proper value of 𝑇cycle can be found by averaging either of the 
expressions (2.31) or (2.32) over spectral content of the pulse. An even rougher estimate might 
be achieved by estimating 𝑇cycle at point |𝑧B − 𝐿 2⁄ | ≪ 𝑧. In such a case, one gets 
𝑇cycle ≈
1
v0
�2𝐿 − 4𝑑02
𝐿
�. (2. 33) 
It is illuminating to consider two separate effects influencing the delay time during 
stretching-compression cycle. The first effect consists in the shortening of round trip length of 
stretching by the value of thickness of forbidden zone 2𝑧0 = 2|𝜅 𝛽⁄ | relative to the standard 
value of 2[𝑧B(𝜆) − 𝑧1], as shown on Fig. 6. The overall shortening of delay time in stretching – 
compressing cycle is of the first order of 𝑧0, and is approximately (4𝑧0 v0⁄ ).  
The second effect consists in the elongation of delay time to the value of the first order of 
𝑧0. This happens in the proximity of reflection points 𝑧 = 𝑧2 and 𝑧 = 𝑧3 and is due to substantial 
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decrease of group velocities (50% and more) in those areas. Thickness of these areas is of the 
order of 𝑧0. 
An interesting property of the combination of those two effects is that they 
counterbalance each other in the first order of 𝑧0. In the second order of the coupling constant the 
delay time decreases as compared to standard value of 2𝐿 v0⁄  proportionally to 𝑧02. 
Although monochromatic wave in time belongs to interval from 𝑡 = −∞ to 𝑡 = +∞, let 
us introduce the value called Time Delay Dispersion (TDD) for a quasi-monochromatic wave 
packet with wavelength 𝜆 in the following manner 
𝑑𝜔
𝑑𝜆
= −2𝜋𝑐
𝜆2
, TDD(𝜆) = 𝑑𝑑
𝑑𝜔
≡
𝑑𝑑
𝑑𝜆
𝑑𝜆
𝑑𝜔
≡ −
𝜆2
2𝜋𝑐
𝑑𝑑(𝜆)
𝑑𝜆
, (2. 34) 
Where 𝜑(𝜆) is a phase of reflection coefficient 𝜑(𝜆) = arg(𝑟(𝜆)). Our calculations show that 
(2.35) is true for large modulation of coefficient 𝜑(𝜆), |𝜑| ≫ 1 only. 
2.5 Numerical modeling 
2.5.1 Parameters of numerical modeling 
For our numerical modeling, we used the scheme of Fig. 5 and the computational 
software program Mathematica. We applied the operation of discrete Fourier transform (DFT) to 
decompose the fields of all pulses into time Fourier series. For the total number of points was 𝑁 
either in time domain or in frequency domain, and the integer index 𝑗 in DFT routines takes only 
non-negative values, in the range 0 < 𝑗 < 𝑁 − 1. The frequency of each component were 
expressed via index 𝑗 as 
𝜔𝑗 = 𝜔central + (2𝜋 𝑇total⁄ ) × phys(𝑗),    phys(𝑗) = �𝑗, if 0 < 𝑗 < 𝑁 2;⁄𝑗 − 𝑁, otherwise  . (2. 35) 
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In this manner, we account for both positive and negative values of frequency detuning. 
An array of time points was chosen in the following manner 
𝑡𝑗 = 𝑡initial + 𝑗 ∙ ∆,         ∆= 𝑇total 𝑁⁄ , (2. 36) 
where 𝑇total is the total time interval. The average refractive index of PTR glass, for a central 
wavelength of 𝜆central = 1.06 µm, was chosen to be 𝑛 = 1.4891, but for all other wavelengths 
𝜆𝑗 = 2𝜋𝜋/𝜔𝑗 refractive index was calculated with the help of Sellmeier formula [36-
Glebov 2007]. We conducted a numerical calculation of the system of ordinary differential 
equations for each separate frequency 𝜔𝑗. In most cases, it was beneficial to divide integration 
over complete length of CBG 𝐿 into four separate parts each of length 𝐿/4 in order to speed up 
the computational process. This allowed for the adjustment of parameters of calculation on each 
separate interval of length. In particular, precision of calculation regulated by the parameter 
AccuracyGoal in Mathematica software package was adjusted in the manner to provide for 
accurate results, but at the same time, to exclude overburdening of the computer with excessive 
calculations.  
Most of the computations conducted and demonstrated in this chapter were done for 
length 𝐿 = 0.1 meter and constant chirp parameter 𝛽 = 8⋅104 rad/m2. Values of coupling constant |𝜅| were derived from the formula for dimensionless parameter 𝑆 = |𝜅|𝐿, which varied in the 
interval from 5 to 150. 
2.5.2 Modeling of stretching-compressing by CBG with imperfections 
Even under the best recording conditions with the use of modern laboratory equipment, 
for the CBGs of large apertures and width [30-Liao 2007, 32-Chang 2009, 37-Glebov 2014], 
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there exist noticeable spatial variations of phase. This may be the result of optical inhomogeneity 
of photo-thermo-refractive glass and optical aberrations in a holographic recording set-up. To 
study these influences on performance of CBGs, here, we examined the influence of small in 
magnitude and inhomogeneous in nature variations of phase of the grating. We can use equation 
(2.13) to find the exact position 𝑧B(𝜆) where perfect Bragg condition is satisfied for a specific 
wavelength 𝜆. To do that, we added small oscillation 𝛿𝛿 = 𝑎 cos 𝛾𝑧 to the phase, where 
𝛾[1 meter⁄ ] = 2𝜋 Λ1⁄ , with Λ1 being period of perturbations. Since there is a derivative of phase 
𝑑𝛿/𝑑𝑧, equation (2.13) becomes 
2𝜋𝑛(𝜆)
𝜆
= 2𝜋𝑛(𝜆0)
𝜆0
− 𝛽(𝑧B − 𝑏) + 𝑎𝛾 sin 𝛾𝑧B . (2. 37) 
Under the condition 𝑎𝛾2 > 2|𝛽|, for a specific wavelength 𝜆 it is probable for (2.37) to 
have multiple solutions (𝑧𝑑)1, (𝑧𝑑)2, … . Implementation of straightforward expression TDD(𝜆) ≈ 2(𝑧B(𝜆) − 𝑧1)/v0. (2. 38) 
results in the function TDD(𝜆) having multiple values. Besides, the recompressed pulse suffers 
from low quality and oddly shaped oscillations. The magnitude of these defects is even more 
obvious in the shape of a stretched pulse. On the other hand, for the case when top to bottom 
amplitude 2𝑎 of phase modulation 𝛿𝛿 is reasonably small, that is of the order 2𝑎 ≤ 0.4 rad, we 
found that multiple values of TDD(𝜆) from Eq. (2.38) do not influence the quality of 
recompression in any significant manner. Phase modulation in this case is given by 
𝛿𝛿 = 𝑎 cos(𝛾𝑧) ∙ exp(− (𝑧 − 0.5𝐿)2 𝑑2⁄ ) , 𝑑 = 𝐿/4. (2. 39) 
Detuning of Bragg resonant wavelength as a function of coordinate z is shown on Fig. 7 
for specific perturbation of phase from Eq. (2.39). Our numerical modelling of stretching and 
compression by perturbed grating was performed for our standard length 𝐿 = 0.1 m and 
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𝛽 = 8 ∙ 104 rad/m2, parameter 𝑆 = 30 in the formula for coupling coefficient. Phase 
modulation parameter of amplitude was 2𝑎 = 0.4 rad, with 𝛾 = 1405 rad meter⁄ , leading to 
𝑎𝛾2 2𝛽⁄ = 2.47. Incident pulse was chosen to be a Gaussian with temporal parameter 
𝜏0(HW𝑒−2IM) = 3.0 ps. Spectra of both incident and recompressed pulses are shown on Fig. 8. 
The width of the pulses on the figure match almost exactly, with spectral width of the grating 
𝛥𝜆(FW) ≈ 0.1 nm, being equal to spectral width a laser pulse at the level of 1 𝑒2⁄ . At the same 
time, shapes of the two curves differ substantially with recompressed pulse having its edges of 
long wavelength cut off and having substantial oscillations around the center. Cutting off of the 
edges occurs due to finite spectral width of CBG. The oscillations in the recompressed spectrum 
are caused by similar oscillations in the dispersion curve (Fig. 7).  
 
 
Figure 7. Dependence of Bragg resonant wavelength detuning on position inside CBG. Particular 
perturbation of the phase is given by Eq. (2.40) with top-to-bottom modulation 2𝑎 = 0.4 rad. 
Given wavelength corresponds to one or three resonant points. 
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Figure 8. Spectra of Fourier transform–limited incident pulse (top black curve), pulse after one 
reflection (middle red curve) and of recompressed pulse (lower blue curve); time duration of 
input pulse Δ𝑡(HW𝑒−2IM) = 3 ps. 
 
We depict an incident pulse of transform-limited Gaussian with 𝛥𝑡(HW𝑒−2IM) =  3 ps, 
a stretched pulse (its magnitude is multiplied by factor 40 for illustrative purposes), and a 
corresponding recompressed pulse for a CBG with the aforementioned oscillatory perturbations 
of the phase 𝛿𝛿(𝑧) on Fig. 9. As one can notice, the stretched pulse has oscillations in shape . 
The recompressed pulse has a small precursor (pointed out by an arrow on Fig. 9) which contains 
around 6% of energy of this recompressed pulse. However, change of shape of recompressed 
pulse compared to the incident one does not influence recompression quality to any noticeable 
level. Indeed diffraction efficiency of stretching-compression cycle as a ratio of energies was 
0.92, and efficiency measured as ratio of peak intensities was 0.61. 
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Figure 9. Intensity profiles of input pulse (left blue curve), stretched pulse (multiplied by factor 
40 for illustrative purposes, center red curve), and recompressed pulse (right black curve) for 
CBG with oscillatory perturbations of phase 𝛿𝛿(𝑧) of the grating. Arrow points to a precursor in 
the recompressed pulse containing ∼6% of its energy. 
 
Hence, we can conclude than in our example the top-to-bottom amplitude of 2𝑎 ≅0.4 rad was some sort of a threshold value, under which (2𝑎 ≲ 0.4 rad) steep retrubation of 
phase 𝛿𝛿 do not have adverse effects on recompression, and above which (2𝑎 ≳ 0.4 rad) 
recompression becomes hindered. 
2.5.3  Effects of various variants of imperfections of CBG 
 on stretching-compressing spectra 
One can easily think of multiple experimental applications in which imperfections of 
either an optical set up or of the constituting CBG have much more variability and are much 
more substantial than the ones we have mentioned above. Therefore, we tried to predict and 
model the most probable variants of imperfections in a CBG structure and their effects on the 
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parameters of optical performance. These parameters include a reflection coefficient, a spectrum 
of an incident beam, a spectrum of a beam reflected from a CBG once, a spectrum of the beam 
reflected twice (the second time reflection occurs from the opposite end of the CBG), shapes of 
stretched and re-compressed pulses in time domain. 
Let us first consider a configuration with the standard parameters we have used for our 
calculations with grating length 𝐿 = 10 cm, chirp  𝑑𝜆
𝑑𝑑
= 95 pm
cm
,   𝑛1 = 67 ppm: rather weak 
coupling |𝜅|𝐿 = 20,   𝛽 = −8 ∙ 104 m−2, zero cubic correction to phase profile: 𝛾 = 0.0 m−3, 
and temporal length of pulse 𝜏0(HWe−2IM) = 3 ∙ 10−12 sec. The results of modeling are shown 
on Fig. 10. We can see that the incident and re-compressed pulses have similar shapes, but the 
re-compressed pulse is somewhat wider than the indecent one. There are also no substantial 
defects in the stretched pulse (Fig. 10e, red curve) except for small fluctuations in shape caused 
by interference of propagating pulse. Fig. 11 displays the case very similar to the previous one 
with the only difference that temporal length of the incident pulse is twice smaller  
𝜏0(HWe−2IM) = 1.5 ∙ 10−12 sec. The shorter pulse has a wider spectrum, which is cut off 
during two cycles of reflection (Fig. 11b). In temporal domain the re-compressed pulse is wider 
than the incident pulse (Fig. 11c,d) and again, there are no substantial defects in the shape of the 
stretched pulse (Fig. 11e). 
The case of a CBG without any imperfections but having a much stronger coupling of |𝜅|𝐿 = 45 is shown on Fig. 12 and Fig. 13. Incident pulse durations were 𝜏0(HWe−2IM) = 3 ∙10−12 sec and 1.5 ∙ 10−12 sec, correspondingly. For temporally longer pulse one can observe an 
almost complete reflection from both sides of the grating with only remote wings of the 
reflection spectra being cut off (Fig. 12b), while for temporally shorter incident pulse substantial 
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parts of the spectra are cut off (Fig. 13b). In both cases, the noticeable precursors occur in the 
shape of the re-compressed pulses. The percent of the total energy of the re-compressed pulse 
contained in these precursors is 8% and 21%, correspondingly. In the shapes of both stretched 
pulses one can clearly see precursors, and also a substantial after-cursor occurs in the stretched 
pulse in case of 𝜏0 = 1.5 ∙ 10−12 sec. 
Two examples of extremely large coupling of |𝜅|𝐿 = 100 are shown on Figs. 14 and 15 
with the only difference of duration of incident pulse, 𝜏0(HWe−2IM) = 3.0 ∙ 10−12 sec and  1.5 ∙ 10−12 sec, correspondingly. In case of a longer incident pulse (3.0 ∙ 10−12 sec) there is no 
transmission at any of cycles of reflection and all light is reflected both during the first and the 
second incidence on the CBG (Fig. 14b). However, the excessive coupling leads to deformation 
of shape of the stretched pulse – a very obvious precursor forms at the beginning of the stretched 
pulse with height of about 3 times of the one for the main part of the pulse. On Fig. 14d we see 
that re-compressed pulse becomes seriously deformed and has a series of precursors containing 
25% of total energy. For a shorter time 𝜏0 shown on Fig. 15 the reflection coefficient is much 
narrower than the width of the incident spectrum. Therefore the reflected pulses are substantially 
cut on their sides, although their transmission closer towards the center of the spectrum is almost 
perfect. The pre-cursor spike in the stretched pulse (Fig 15e) is 10 times higher than the main 
body. This type of shape is particularly bad in applications where the stretched pulse undergoes 
power amplification because the extreme spikes in shape of the pulse might lead to burning 
damage of the elements of a setup. One can also notice that re-compressed pulse quality 
(Fig. 15d) is substantially worse than in all previous cases. The pulse has a series of substantial 
precursors with a total energy 37% and a very long series of very small after-cursors which 
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amount to 22% of the total energy of the pulse. In applications where immediate instantaneous 
power is needed to cause substantial thermal damage, such shape is particularly bad because the 
spreading of energy throughout the pulse decreases the intensity in the main part of the pulse.  
The situation of pulse reflection from a CBG with chirp asymmetry is shown on Figs. 16 
and 17. The coefficient of asymmetry was 𝛾 = 6 ∙ 105 m−3. Again two durations of incident 
pulse were taken to be 𝜏0(HWe−2IM) = 3.0 ∙ 10−12 sec (Fig. 16c) and 𝜏0(HWe−2IM) = 1.5 ∙10−12 sec (Fig. 17c). Asymmetry in the shape of reflection coefficient leads to asymmetry in the 
spectra of reflected pulses. Surprisingly this “distortion” does not lead to any parasitic effects in 
the shapes of the stretched pulses (Figs. 16e, 17e), and quite the opposite, the magnitude of 
interference oscillations is much smaller than in any of the previous examples. The re-
compressed pulses also have very smooth shape without any pre- or after-cursors. 
Figs. 18 and 19 show results of calculation for reflection of pulses by CBG with chirp 
asymmetry 𝛾 = 6 ∙ 105 m−3 and with extra strong coupling |𝜅|𝐿 = 100. The parameters of the 
system are exactly the same except for incident pulse durations of 𝜏0(HWe−2IM) = 3.0 ∙10−12 sec and 1.5 ∙ 10−12 sec, correspondingly. In case of a longer incident pulse, almost all 
pulse is reflected with only remote wing on the right cut off (Fig. 18b). Stretched pulse does not 
have any serious distortions with the exception of the precursor at the beginning. However, the 
precursor is of about the same height as the main body of the pulse and it should not cause any 
difficulties if such pulse had to undergo power amplification (Fig. 18e). Quality of the 
recompressed pulse is quite bad with its intensity increasing and decreasing very gradually 
making the pulse a few times wider compared to the incident pulse.  
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In case of a shorter incident pulse the spectra of pulses reflected once and twice are cut 
off much more substantially as shown on Fig. 19b. The precursor in the stretched pulse is even 
more prominent and can cause a substantial problem of thermal damage during the stage of 
power amplification (Fig. 19e). From Fig. 19d it is clear that the quality of a re-compressed pulse 
is really bad. The part of the pulse shown contains 90% of energy with the rest 10% distributed 
between a number of small after-cursors. 
Next, we investigate a system with a reasonable level of coupling and without 
asymmetries in the reflection coefficient but having apodization (see Eq. (2.40)) on the ends of 
the CBG. Because of the suppression of the contributions of the ends of CBG, which did not 
satisfy Bragg condition, the curve of the reflection coefficient does not have any oscillations 
(Fig. 20a). As can be seen from Fig. 20b this also leads to smooth shapes in spectra of reflected 
pulses. Oscillations and defects are also absent from the shapes of stretched and re-compressed 
pulses (Fig. 20d,e), with re-recompressed pulse having negligibly small precursor and more than 
99% of energy in the main part of the pulse. 
We can rewrite Eq. (2.20) in a form 𝑉�(𝑧) = �−𝑖 2⁄ 𝑖𝜅∗(𝑧)
−𝑖𝜅(𝑧) 𝑖 2⁄ �, where 𝑖[m-1, for 
intensity] is an attenuation coefficient. For the convenience of computations, we write 𝑖 = 1/𝐿 ∙ln𝑖𝑓, where 𝑖𝑓 is the attenuation factor.  
Let us consider two situations where magnitudes of attenuation for one passage through 
the CBG are 𝑖𝑓 = 1.2 and 𝑖𝑓 = 2.0, which are shown on Figs. 21 and 22, correspondingly. The 
rest of the parameters were chosen to be at the standard values = 10 cm, 𝑑𝜆
𝑑𝑑
= 95 pm
cm
, 𝑛1 =101 ppm, |𝜅|𝐿 = 30, 𝛽 = −8.0 ∙ 104 m−2, 𝛾 = 0.0 m−3, 𝜏0(HWe−2IM) = 3.0 ∙ 10−12 sec. As 
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can be seen from Figs. 20a, 21a reflection coefficient has asymmetry and decreases in the 
direction of longer wavelengths. The decrease is much larger for larger attenuation. An 
interesting result is a slight off axis shift in symmetry of the spectrum of the pulse reflected once, 
and this shift is the more pronounced the larger the attenuation is. However, when the same pulse 
is directed to the CBG from the opposite side, the deformity is corrected and the spectrum 
restores symmetry (Figs. 21b, 22b). There are no substantial defects to the shapes of stretched 
and recompressed pulses. 
Recording CBGs with lengths beyond 5 cm is a technically challenging task. To bypass 
this problem when longer gratings are required a few gratings can be arranged in a series for the 
achievement of the same effects. During such arrangement procedure, matching of the 
parameters of multiple gratings is important and is not always successful. Below, we model a 
number of possible defects in a composite CBG. 
Let us consider a situation of a composite CBG made of two, but with a spectral overlap. 
Resonant profile of (𝜆 − 𝜆0) for such system is shown on Fig. 23a and the spectral overlap is 
clearly visible. Shape of the reflection coefficient in this case has peculiar raise in the center with 
simultaneous series of sharp narrow gaps many of which reach values as low as 0.2 (Fig. 23b). 
This leads to similar gaps in reflected pulse spectra (Fig. 23d). Temporal shape of stretched pulse 
is distorted with it having a wide gap, which, however, should not be a problem during the power 
amplification stage. The re-compressed pulse is distorted to the point of effectively being 
separated on two. With the first part occurring much earlier in time (Fig. 23e). 
In case of two CBGs having a spectral gap, the resonant profile of (𝜆 − 𝜆0) has the shape 
shown on Fig. 24a. Such configuration leads to occurrence of a deep gap in the curve of the 
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reflection coefficient (Fig. 24b), which in turn causes spectra of reflected pulses have a deep gap 
as shown on Fig. 24c. In the shape of the stretched pulse, we can observe central spike of 
intensity which can present problems during the stage of power amplification (Fig. 24e). 
Recompressed pules has both a series of precursors and a series of after-cursors containing 19% 
and 23% of total energy, respectively.  
On Figures 25, 26, 27 presented results of calculations in cases of the absence of physical 
gap between the gratings but with the presence of phase shift of ∆𝜑 = 𝜋 2⁄ , 𝜋, and 3𝜋 2⁄ , 
correspondingly. These shifts cause serious distortions in both spectra of reflected pulses and in 
shapes of stretched beams. The re-compressed pulses have a series of precursors containing large 
portions of the total energy of the pulses. The interesting peculiarity we would like to mention is 
that although the shape of stretched pulses for ∆𝜑 = 𝜋 2⁄  and ∆𝜑 = 3𝜋 2⁄  are very different, the 
shape of re-compressed pulse match completely. 
It is also interesting to compare the dispersion of pulses transmitted through blank PTR 
glass in which chirped Bragg gratings are recorded and dispersion of the same pulse in the CBG 
grating. Results of such modeling are presented at Figs. 28 and 29. There a pulse of duration 
𝜏0(HWe−2IM) = 0.707 ∙ 10−13sec is transmitted through PTR glass slab of the length of 20 cm. 
Similar pulse is transmitted through a CBG of 10 cm, but makes a double pass. Comparison of 
resultant pulses (Figs. 28b, 29a ) shows clear signs of dispersion (widening of the beams), while 
at the same time in both cases beams widen the same amount. This is the proof that dispersion in 
both cases is of the same magnitude. 
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Figure 10. Stretching – re-compression of a laser pulse in system with the following parameters: 
𝐿 = 10 cm,   𝑑𝜆
𝑑𝑑
= 95 pm
cm
,   𝑛1 = 67 ppm,   |𝜅|𝐿 = 20,   𝛽 = −8 ∙ 104 m−2,   𝛾 = 0.0 m−3, 
𝜏0(HWe−2IM) = 3 ∙ 10−12 sec. a) reflection coefficient; b) spectra of incident pulse (black 
curve), of reflected pulse (red curve) and of re-compressed pulse (blue curve); c) incident pulse 
in time domain normalized to 1; d) re-compressed pulse in time domain; e) incident pulse (blue 
curve), stretched pulse multiplied by a factor of 40 for visualization purposes (red curve) and re-
compressed pulse (black curve). 
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Figure 11. Stretching – re-compression of a laser pulse in system with the following parameters: = 10 cm,   𝑑𝜆
𝑑𝑑
= 95 pm
cm
,   𝑛1 = 67 ppm,   |𝜅|𝐿 = 20,   𝛽 = −8 ∙ 104 m−2,   𝛾 = 0.0 m−3, 
𝜏0(HWe−2IM) = 1.5 ∙ 10−12 sec. a) reflection coefficient; b) spectra of incident pulse (black 
curve), of reflected pulse (red curve) and of re-compressed pulse (blue curve); c) incident pulse 
in time domain normalized to 1; d) re-compressed pulse in time domain; e) incident pulse (blue 
curve), stretched pulse multiplied by a factor of 40 for visualization purposes (red curve) and re-
compressed pulse (black curve). 
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Figure 12. Stretching – re-compression of a laser pulse in system with the following parameters: 
𝐿 = 10 cm,   𝑑𝜆
𝑑𝑑
= 95 pm
cm
,   𝑛1 = 151 ppm,   |𝜅|𝐿 = 45,   𝛽 = −8 ∙ 104 m−2,   𝛾 = 0.0 m−3,   𝜏0(HWe−2IM) = 3 ∙ 10−12 sec. a) reflection coefficient; b) spectra of incident pulse (black 
curve), of reflected pulse (red curve) and of re-compressed pulse (blue curve); c) incident pulse 
in time domain normalized to 1; d) re-compressed pulse in time domain; e) incident pulse (blue 
curve), stretched pulse multiplied by a factor of 40 for visualization purposes (red curve) and re-
compressed pulse (black curve). 
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Figure 13. Stretching – re-compression of a laser pulse in system with the following parameters: 
𝐿 = 10 cm,   𝑑𝜆
𝑑𝑑
= 95 pm
cm
,   𝑛1 = 151 ppm,   |𝜅|𝐿 = 45,   𝛽 = −8 ∙ 104 m−2,   𝛾 = 0.0 m−3,    
𝜏0(HWe−2IM) = 1.5 ∙ 10−12 sec. a) reflection coefficient; b) spectra of incident pulse (black 
curve), of reflected pulse (red curve) and of re-compressed pulse (blue curve); c) incident pulse 
in time domain normalized to 1; d) re-compressed pulse in time domain; e) incident pulse (blue 
curve), stretched pulse multiplied by a factor of 40 for visualization purposes (red curve) and re-
compressed pulse (black curve). 
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Figure 14. Stretching – re-compression of a laser pulse in system with the following parameters: 
𝐿 = 10 cm,   𝑑𝜆
𝑑𝑑
= 95 pm
cm
,   𝑛1 = 337 ppm,   |𝜅|𝐿 = 100,   𝛽 = −8 ∙ 104 m−2,   𝛾 = 0.0 m−3,  𝜏0(HWe−2IM) = 3.0 ∙ 10−12 sec. a) reflection coefficient; b) spectra of incident pulse (black 
curve), of reflected pulse (red curve) and of re-compressed pulse (blue curve); c) incident pulse 
in time domain normalized to 1; d) re-compressed pulse in time domain; e) incident pulse (blue 
curve), stretched pulse multiplied by a factor of 40 for visualization purposes (red curve) and re-
compressed pulse (black curve). 
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Figure 15. Stretching – re-compression of a laser pulse in system with the following parameters: 
𝐿 = 10 cm,   𝑑𝜆
𝑑𝑑
= 95 pm
cm
,   𝑛1 = 337 ppm,   |𝜅|𝐿 = 100,   𝛽 = −8 ∙ 104 m−2,   𝛾 = 0.0 m−3,  𝜏0(HWe−2IM) = 1.5 ∙ 10−12 sec.  a) reflection coefficient; b) spectra of incident pulse (black 
curve), of reflected pulse (red curve) and of re-compressed pulse (blue curve); c) incident pulse 
in time domain normalized to 1; d) re-compressed pulse in time domain; e) incident pulse (blue 
curve), stretched pulse multiplied by a factor of 40 for visualization purposes (red curve) and re-
compressed pulse (black curve). 
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Figure 16. Stretching – re-compression of a laser pulse in system with the following parameters: 
𝐿 = 10 cm,   𝑑𝜆
𝑑𝑑
= 95 pm
cm
,   𝑛1 = 67 ppm,   |𝜅|𝐿 = 20,   𝛽 = −8 ∙ 104 m−2,   𝛾 = 6 ∙ 105 m−3,    
𝜏0(HWe−2IM) = 3.0 ∙ 10−12 sec. a) reflection coefficient; b) spectra of incident pulse (black 
curve), of reflected pulse (red curve) and of re-compressed pulse (blue curve); c) incident pulse 
in time domain normalized to 1; d) re-compressed pulse in time domain; e) incident pulse (blue 
curve), stretched pulse multiplied by a factor of 40 for visualization purposes (red curve) and re-
compressed pulse (black curve). 
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Figure 17. Stretching – re-compression of a laser pulse in system with the following parameters: 
𝐿 = 10 cm,   𝑑𝜆
𝑑𝑑
= 95 pm
cm
,   𝑛1 = 67 ppm,   |𝜅|𝐿 = 20,   𝛽 = −8 ∙ 104 m−2,   𝛾 = 6 ∙ 105 m−3,  𝜏0(HWe−2IM) = 1.5 ∙ 10−12 sec.  a) reflection coefficient; b) spectra of incident pulse (black 
curve), of reflected pulse (red curve) and of re-compressed pulse (blue curve); c) incident pulse 
in time domain normalized to 1; d) re-compressed pulse in time domain; e) incident pulse (blue 
curve), stretched pulse multiplied by a factor of 40 for visualization purposes (red curve) and re-
compressed pulse (black curve). 
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Figure 18. Stretching – re-compression of a laser pulse in system with the following parameters 
𝐿 = 10 cm,   𝑑𝜆
𝑑𝑑
= 95 pm
cm
,𝑛1 = 337 ppm, |𝜅|𝐿 = 100,   𝛽 = −8 ∙ 104 m−2, 𝛾 = 6 ∙ 105 m−3,  𝜏0(HWe−2IM) = 3.0 ∙ 10−12 sec. a) reflection coefficient; b) spectra of incident pulse (black 
curve), of reflected pulse (red curve) and of re-compressed pulse (blue curve); c) incident pulse 
in time domain normalized to 1; d) re-compressed pulse in time domain; e) incident pulse (blue 
curve), stretched pulse multiplied by a factor of 40 for visualization purposes (red curve) and re-
compressed pulse (black curve). 
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Figure 19. Stretching – re-compression of a laser pulse in system with the following parameters. 
𝐿 = 10 cm,   𝑑𝜆
𝑑𝑑
= 95 pm
cm
, 𝑛1 = 337 ppm,   |𝜅|𝐿 = 100,   𝛽 = −8 ∙ 104 m−2, 𝛾 = 6 ∙ 105 m−3,  𝜏0(HWe−2IM) = 1.5 ∙ 10−12 sec.  a) reflection coefficient; b) spectra of incident pulse (black 
curve), of reflected pulse (red curve) and of re-compressed pulse (blue curve); c) incident pulse 
in time domain normalized to 1; d) re-compressed pulse in time domain; e) incident pulse (blue 
curve), stretched pulse multiplied by a factor of 40 for visualization purposes (red curve) and re-
compressed pulse (black curve). 
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Figure 20. Stretching – re-compression of a laser pulse in system with the following parameters. 
𝐿 = 10 cm,   𝑑𝜆
𝑑𝑑
= 124 pm
cm
,   𝑛1 = 101 ppm,   |𝜅|𝐿 = 30,   𝛽 = −10.4 ∙ 104 m−2,   𝛾 = 0.0 m−3,  𝜏0(HWe−2IM) = 3.0 ∙ 10−12 sec,   Apodization. a) reflection coefficient; b) spectra of incident 
pulse (black curve), of reflected pulse (red curve) and of re-compressed pulse (blue curve); c) 
incident pulse in time domain normalized to 1; d) re-compressed pulse in time domain; e) 
incident pulse (blue curve), stretched pulse multiplied by a factor of 40 for visualization purposes 
(red curve) and re-compressed pulse (black curve). 
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Figure 21. Stretching – re-compression of a laser pulse in system with the following parameters. 
𝐿 = 10 cm,   𝑑𝜆
𝑑𝑑
= 95 pm
cm
,   𝑛1 = 101 ppm,   |𝜅|𝐿 = 30,   𝛽 = −8.0 ∙ 104 m−2, 𝛾 = 0.0 m−3, 
𝜏0(HWe−2IM) = 3.0 ∙ 10−12 sec,   Atenuation one way = 1.2.  a) reflection coefficient; b) 
spectra of incident pulse (black curve), of reflected pulse (red curve) and of re-compressed pulse 
(blue curve); c) incident pulse in time domain normalized to 1; d) re-compressed pulse in time 
domain; e) incident pulse (blue curve), stretched pulse multiplied by a factor of 40 for 
visualization purposes (red curve) and re-compressed pulse (black curve). 
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Figure 22. Stretching – re-compression of a laser pulse in system with the following parameters. 
𝐿 = 10 cm,   𝑑𝜆
𝑑𝑑
= 95 pm
cm
,   𝑛1 = 101 ppm, |𝜅|𝐿 = 30,   𝛽 = −8.0 ∙ 104 m−2,   𝛾 = 0.0 m−3,   𝜏0(HWe−2IM) = 3.0 ∙ 10−12 sec,   Atenuation one way = 2.0. a) reflection coefficient; b) 
spectra of incident pulse (black curve), of reflected pulse (red curve) and of re-compressed pulse 
(blue curve); c) incident pulse in time domain normalized to 1; d) re-compressed pulse in time 
domain; e) incident pulse (blue curve), stretched pulse multiplied by a factor of 40 for 
visualization purposes (red curve) and re-compressed pulse (black curve). 
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Figure 23. Stretching – re-compression of a laser pulse in system of composite CBG with 
spectral overlap of pieces with the following parameters. 𝐿 = 10 cm,   𝑑𝜆
𝑑𝑑
= 123 pm
cm
,𝑛1 =101 ppm, |𝜅|𝐿 = 30, 𝛽 = −10.4 ∙ 104 m−2,   𝛾 = 0.0 m−3, 𝜏0(HWe−2IM) = 3.0 ∙ 10−12 sec,. 
a) reflection coefficient; b) spectra of incident pulse (black curve), of reflected pulse (red curve) 
and of re-compressed pulse (blue curve); c) incident pulse in time domain normalized to 1; d) re-
compressed pulse in time domain; e) incident pulse (blue curve), stretched pulse multiplied by a 
factor of 40 for visualization purposes (red curve) and re-compressed pulse (black curve). 
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Figure 24. Stretching – re-compression of a laser pulse in system of composite CBG with 
spectral gap between pieces with the following parameters: 𝐿 = 10 cm,   𝑑𝜆
𝑑𝑑
= 123 pm
cm
,   𝑛1 =101 ppm,   |𝜅|𝐿 = 30,   𝛽 = −10.4 ∙ 104 m−2, 𝛾 = 0.0 m−3, 𝜏0(HWe−2IM) = 3.0 ∙ 10−12 sec,. 
a) reflection coefficient; b) spectra of incident pulse (black curve), of reflected pulse (red curve) 
and of re-compressed pulse (blue curve); c) incident pulse in time domain normalized to 1; d) re-
compressed pulse in time domain; e) incident pulse (blue curve), stretched pulse multiplied by a 
factor of 40 for visualization purposes (red curve) and re-compressed pulse (black curve). 
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Figure 25. Stretching – re-compression of a laser pulse in system with the following parameters: 
𝐿 = 10 cm,   𝑑𝜆
𝑑𝑑
= 95 pm
cm
,   𝑛1 = 101 ppm,   |𝜅|𝐿 = 30,   𝛽 = −8.0 ∙ 104 m−2,   𝛾 = 0.0 m−3,
𝜏0(HWe−2IM) = 3.0 ∙ 10−12 sec,   ∆𝜑 = 𝜋/2. a) reflection coefficient; b) spectra of incident 
pulse (black curve), of reflected pulse (red curve) and of re-compressed pulse (blue curve); c) 
incident pulse in time domain normalized to 1; d) re-compressed pulse in time domain; e) 
incident pulse (blue curve), stretched pulse multiplied by a factor of 40 for visualization purposes 
(red curve) and re-compressed pulse (black curve). 
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Figure 26. Stretching – re-compression of a laser pulse in system with the following parameters: 
𝐿 = 10 cm,   𝑑𝜆
𝑑𝑑
= 95 pm
cm
,   𝑛1 = 101 ppm,   |𝜅|𝐿 = 30,   𝛽 = −8.0 ∙ 104 m−2,   𝛾 = 0.0 m−3,      𝜏0(HWe−2IM) = 3.0 ∙ 10−12 sec,   ∆𝜑 = 𝜋.  a) reflection coefficient; b) spectra of incident 
pulse (black curve), of reflected pulse (red curve) and of re-compressed pulse (blue curve); c) 
incident pulse in time domain normalized to 1; d) re-compressed pulse in time domain; e) 
incident pulse (blue curve), stretched pulse multiplied by a factor of 40 for visualization purposes 
(red curve) and re-compressed pulse (black curve). 
54 
 
Figure 27. Stretching – re-compression of a laser pulse in system with the following parameters: 
𝐿 = 10 cm,   𝑑𝜆
𝑑𝑑
= 95 pm
cm
,   𝑛1 = 101 ppm,   |𝜅|𝐿 = 30,   𝛽 = −8.0 ∙ 104 m−2,   𝛾 = 0.0 m−3,      𝜏0(HWe−2IM) = 3.0 ∙ 10−12 sec,   ∆𝜑 = 3𝜋/2.  a) reflection coefficient; b) spectra of incident 
pulse (black curve), of reflected pulse (red curve) and of re-compressed pulse (blue curve); c) 
incident pulse in time domain normalized to 1; d) re-compressed pulse in time domain; e) 
incident pulse (blue curve), stretched pulse multiplied by a factor of 40 for visualization purposes 
(red curve) and re-compressed pulse (black curve). 
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Figure 28. Propagation of pulse with  𝜏0(HWe−2IM) = 0.707 ∙ 10−13sec through 2L = 20 cm of 
clear PTR glass: spread of the pulse due to dispersion. a) incident pulse; b) pulse transmitted 
through glass. 
 
Figure 29. Stretching – re-compression of a laser pulse in system with the following parameters: 
𝐿 = 10 cm,   𝑑𝜆
𝑑𝑑
= 4768 pm
cm
,   𝑛1 = 522 ppm,   |𝜅|𝐿 = 155,   𝛽 = −4.0 ∙ 106 m−2,   𝛾 =0.0 m−3,   𝜏0(HWe−2IM) = 0.707 ∙ 10−13sec.  a) re-compressed pulse in time domain; b) 
transmitter pulse in time domain. 
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Figure 30. Stretching – re-compression of a laser pulse in system with a physical gap of 1.25 cm 
between two pieces and the following parameters: 𝐿 = 10 cm,   𝑑𝜆
𝑑𝑑
= 95 pm
cm
,   𝑛1 = 101 ppm,    |𝜅|𝐿 = 30,   𝛽 = −8.0 ∙ 104 m−2,   𝛾 = 0.0 m−3, 𝜏0(HWe−2IM) = 3.0 ∙ 10−12 sec. a) resonant 
profile of (𝜆 − 𝜆0) b) reflection coefficient; c) spectra of incident pulse (black curve), of 
reflected pulse (red curve) and of re-compressed pulse (blue curve); d) re-compressed pulse in 
time domain; e) incident pulse (blue curve), stretched pulse multiplied by a factor of 40 for 
visualization purposes (red curve) and re-compressed pulse (black curve). 
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Figure 31. Stretching – re-compression of a laser pulse in system with a physical gap of 0.08 cm 
between two pieces and the following parameters: 𝐿 = 10 cm,   𝑑𝜆
𝑑𝑑
= 95 pm
cm
,   𝑛1 = 101 ppm,    |𝜅|𝐿 = 30,   𝛽 = −8.0 ∙ 104 m−2,   𝛾 = 0.0 m−3, 𝜏0(HWe−2IM) = 3.0 ∙ 10−12 sec. a) resonant 
profile of (𝜆 − 𝜆0) b) reflection coefficient; c) spectra of incident pulse (black curve), of 
reflected pulse (red curve) and of re-compressed pulse (blue curve); d) re-compressed pulse in 
time domain; e) incident pulse (blue curve), stretched pulse multiplied by a factor of 40 for 
visualization purposes (red curve) and re-compressed pulse (black curve). 
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Results of the modelling in the case of the presence of a physical gap in between the 
gratings are shown on Figs. 30 and 31. In the first variant, the gap is quite wide compared to the 
length of the gratings and is 1.25 cm. In the second variant, the gap is very narrow at 0.08 cm. In 
both situations presence of a gap leads to deterioration of quality of stretched and re-compressed 
pulses, but larger gap has more detrimental effects. 
In experimental conditions, there is a possibility for many more possible combinations of 
parameters in the CBGs or their setups, but from the examples we modeled we can state that 
apodization improves the shapes of stretched and recompressed beams, while overdevelopment 
of CBG, or irregularities in resonant profile of (𝜆 − 𝜆0) lead to substantial worsening of quality 
of the resultant pulses. 
2.5.4 Study of Time Delay Dispersion 
Analytic estimation of Time Delay Dispersion required the application of a rather specific 
approach on our part. In the numerical modeling we were using a short pulse in temporal domain 
of around 1 ps, which correspondingly was very broad-band. Stretching of such short pulse made 
it difficult to find TDD at stretching stage because stretched pulse had a very long flat top shape. 
Any slight deviation from perfect shape in temporal profile of stretched pulse led to difficulty in 
determining of the exact arrival time of the peak of reflected pulse. Furthermore, attempts to use 
a longer incident pulse with correspondingly narrow width spectrum resulted in reflected pulse 
not being stretched to full possible duration 2𝐿/vgr. Here, vgr is group velocity at wavelength 𝜆0 
of unexposed glass. Hence, large length of the input pulses also led to difficulty in determining 
the delay time for a stretched pulse.  
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We used numerical modelling to calculate the delay time of a recompressed pulse and 
compared it to the arrival time of an incident pulse. Recompression of stretched pulse by the 
opposite side of the CBG was considered to happen instantaneously, i.e. without any time lag 
after the stretching. We considered two types of CBGs differing in shape of coefficient 𝜅(𝑧). The 
first type had a constant |𝜅| = 𝑆/𝐿 at all points of the grating. We refer to such a CBG as 
uniform or non-apodized. The type of CBG which we call apodized, had the following profile 
|𝜅(𝑧)| = 𝑆
𝐿
∙ 𝑎𝑝𝑎𝑑(𝑧);         𝑎𝑝𝑎𝑑(𝑧) = 1 − �2𝑑
𝐿
− 1�10. (2. 40) 
The reason for such selection of profile was our attempt to suppress contributions of the 
ends of CBG which did not satisfy Bragg condition. In non-apodized CBG, these contributions 
lead to oscillations in the reflection spectrum akin to those of a Fresnel function. For all 
conducted calculations, the values of wavelength 𝜆0 = 1.06 µm and parameter of chirp 𝛽 = 8 ∙104 rad/m2 were kept constant. Time delay dispersion was calculated for various values of 
parameter 𝑆 for both types of CBG and turned out to be marginally dependent on the duration of 
input Gaussian pulse 𝜏0(HW𝑒−2IM). The value of the shortest input pulse, for which a grating 
still reflected almost all the spectrum, turned out to be 𝜏0 = 3.0 ps. The stretched pulse was 
around 300 times longer than the input pulse, and had the duration 𝑡stretched ≈ 1 ns. 
On Fig. 32, one can find comparison of values of time delay 𝑇cycle obtained by numerical 
modelling via Fourier decomposition to that one obtained by analytic approximation (2.27), 
(2.28) and (2.34). Points on the plot show values of duration of stretching-recompression process 
versus coupling coefficient 𝑆 = |𝜅|𝐿. Square and triangular points show data for non-apodized 
and apodized CBG, correspondingly. Curves calculated for analytic models of (2.27) and (2.28) 
are plotted by dashed and dotted lines, respectively. Coincidentally, the values of a curve for 
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analytic model describing (2.34) are situated close to the red line on Fig. 32 and are not plotted. 
All calculations were conducted for constant value of input pulse time length  
𝜏0 = 12.0 ps and show that plotted curves deviate quadratically from constant value of 2𝐿/v0 as 
a function of coupling |𝜅| = 𝑆/𝐿. Central wavelength of CBG was kept constant at 𝜆0 =1.06 µm. One can notice that the technique used for derivation of the integrals (2.27), (2.28) and 
(2.34) justified its efficiency by producing results matching those obtained by numerical 
modeling. 
 
 
Figure 32. Dependence of total time-delay between incident short pulse [Gaussian, with 
𝛥𝑡(HW𝑒−2IM) = 12 ps] and recompressed pulse on the dimensionless coupling coefficient 
𝑆 = |𝜅|𝐿. Square and triangular points correspond to numerical modeling of unapodized and 
apodized CBG, respectively. Blue and red lines for corresponding CBG yield the results 
calculated by analytic model Eqs. (2.27) and (2.28). Parabolic curve describing simple formula 
Eq. (2.34) (not shown) is almost the same as blue curve for unapodized CBG. We see quadratic 
deviation of those curves from 2𝐿/𝑣0 (from horizontal line) versus coupling |𝜅| = 𝑆/𝐿. 
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Figure 33. Dependence of stretching time 𝑇1(𝜆) calculated by Eq. (2.27) for apodized CBG with 
𝑆 = 90, compression time 𝑇2(𝜆), Eq. (2.28), time of cycle stretching–compression 𝑇cycle(𝜆) = 𝑇1(𝜆) + 𝑇2(𝜆), time of double pass through blank glass 2𝐿/𝑣0. 
 
We would also like to point one more interesting but unexpected outcome of our 
numerical modelling. For extremely large values of coupling of 𝑆 ≥ 70 of aforementioned CBG 
and input pulse with 𝜏0 = 3.0 ps, we obtained high diffraction efficiency of 99.4% for energy of 
recompressed pulse, but very low values of peak intensity of 52% for the same recompressed 
pulse compared to incident one. This low peak intensity value is accompanied by and is a sign of 
poor recompression quality. This effect can be explained with the help of the curves at Fig. 33. 
Let us consider an apodized grating with coupling 𝑆 = 90, and see that each spectral component 
of incident pulse has its own, slightly different value of the sum 𝑇cycle(𝜆) = 𝑇1(𝜆) + 𝑇2(𝜆), from 
integrals (2.27) and (2.28) with different values of Bragg resonant point 𝑧B(𝜆). If shorter values 
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of 𝑇cycle(𝜆) exist, then it a clear sign that a precursor will be formed in a recompressed pulse. 
These precursors sometimes have a very substantial portion of total energy of a pulse and lead to 
deteriorated recompression. Also interestingly, oscillations in the precursor which seem to have 
an interference origin can be explained by two remote wavelengths having those shorter values 
of 𝑇cycle(𝜆). 
2.6 Conclusion to Chapter 2 
Processes taking place during stretching-recompression of short pulses by a CBG were 
studied in detail by means of numerical modelling and realized with the help of computational 
software Mathematica. Various CBGs differing by their phase profiles and coupling coefficients 
were examined. The approximate analytical model of Time Delay Dispersion TDD(𝜆), which we 
developed, was able to explain various computational outcomes of numerical model for different 
input parameters. The fact that TDD(𝜆) depends quadratically on coupling constant |𝜅| = 𝑆/𝐿 
was a newly discovered and unexpected outcome. One more new result of the model was that 
recompression quality is quite robust with respect to small perturbations (up to 0.4 radian top-to-
bottom) of grating phase. Even under such perturbations, the energy efficiency of recompression 
was more than 90%. We also showed that for extremely large values of coupling of 𝑆 ≥ 70 in a 
CBG, recompression quality (as measured by peak amplitudes) might suffer substantially. 
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CHAPTER 3: SATURATION OF MULTIPLEXED VOLUME BRAGG 
GRATING RECORDING 
3.1 Introduction to Chapter 3 
The findings presented in this chapter are based on our publication [8-Kaim 2015].  
Volume Bragg Gratings (VBG) [31-Glebov 2009, 38-Lumeau 2013] recorded in Photo-
Thermo-Refractive (PTR) glass constitute a new set of optical elements. They are used for 
spectral combining of high-power beams [39-Sevian 2008, 40-Andrusyak 2009], for stretching 
and compression of ultra-short pulses [32-Chang 2009, 7-Kaim 2014], for mode stabilization of 
diode lasers [41-Venus 2005], for passive coherent beam combining [42-Ott 2013]. Many of 
these elements are multiplexed VBGs, i.e. they contain several gratings with different spatial 
frequencies. Amplitudes of recorded gratings, both single and multiplexed ones, i.e. spatial 
Fourier-components of recorded 𝛿𝑛(𝐫), are limited due to the fact of saturation of refractive 
index change by value ∆𝑛max. In the case of PTR glass the value of |∆𝑛max| in the best condition 
of recording and thermal development of VBG is about |∆𝑛max| ≈ 0.002. 
Recording several volume holograms in the same volume has been studied theoretically 
and experimentally in [43-Psaltis 1988, 44-Wullert 1994] and numerous other works, with the 
purpose of data storage. Those studies were aimed to maximize the number of recorded 
holograms. The requirements to diffraction efficiency of each individual grating were not very 
stringent: diffracted wave had to be detectable at the level of rather weak noise. Most of those 
data-storage works were discussing and implementing multiplexed recording in electro-optic 
photorefractive crystals. Those crystals do not have a strong response to the pedestal of recording 
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beam intensity [45-Günter 2005, 46-Günter 2006]. Therefore only small spatial period (spatial 
AC) components of illumination at recording were accounted for. As a result, the mean square 
average amplitude of spatial AC-modulation grows as √𝑁, where 𝑁 is the number of gratings 
with independent periods and independent phases [43-Psaltis 88]. 
The main application of PTR glass-based VBG, both single and multiplexed ones, is 
handling high-power beams, be they inside the laser cavity or outside it. Therefore, the 
achievement of large diffraction efficiency via the generation fo strong spatial Fourier-
component of refractive index modulation (RIM) is of essence. Exposure of the medium via 
single-photon absorption of interference patterns 𝑈(𝐫) = |𝐸1 exp(𝑖𝐤1𝐫) + 𝐸2 exp(𝑖𝐤2𝐫)|2 =|𝐸1|2 + |𝐸2|2 + 2|𝐸1𝐸2| ∙ cos[(𝐤1 − 𝐤2)𝐫 + 𝜑1 − 𝜑2] for equal intensity of the recording waves |𝐸1|2 and |𝐸1|2 is assumed to be: 
𝑈(𝒓) = 𝑈1[1 + cos(𝐪𝑖𝐫 + 𝜑1)]. 
The main feature of PTR-VBG is that the pedestal part, 𝑈1 ∙ 1, of the exposure, counts 
with the same coefficient as the grating part, 𝑈1 cos(𝐪𝑖𝐫 + 𝜑1). For large degree of multiplexing, 
𝑁 ≳ 4 it is the saturation of recording response by sum of pedestals ∑ 𝑈𝑗𝑗 ∼ 𝑈1𝑁, that is the 
crucial factor. Meanwhile, individual gratings, 𝑈𝑗 cos�𝐪𝑗𝐫 + 𝜑𝑗�, have random phases, and their 
r.m.s. amplitude grows as 𝑈1√𝑁. 
We studied theoretically in the work [reference to our publication], which is described in 
this chapter, the influence of saturation on recorded VBG with account of the following factors: 
1) Shape 𝜌(𝑈) of the saturation curve, i.e. dependence of refractive index change upon 
total exposure 𝑈(𝐫): Δ𝑛(𝐫) = Δ𝑛max ∙ 𝜌�𝑈(𝐫)� 
2) Number 𝑁 of individual gratings aimed to be recorded. 
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3) Spatially-average exposure 〈𝑈〉 ≈ 𝑈1𝑁 due to pedestal. 
3.2 Shapes of saturation curve 
All 7 shapes 𝜌�𝑈(𝑟)� = 𝛥𝑛(𝑟) 𝛥𝑛𝑚𝑎𝑥⁄  studied by us are normalized in such a way that 
𝜌(𝑈 → ∞) = 1. Besides that, first 5 curves under consideration have the property 𝜌(𝑈 → ∞) =1 ∙ 𝑈. The latter condition just means the choice of units of exposure. Here are seven different 
shapes that we have considered: 
𝜌th(𝑈) = tanh(𝑈) (3. 1) 
𝜌at(𝑈) = (2 𝜋⁄ ) arctan(𝜋𝑈 2⁄ ) (3. 2) 
𝜌pw(𝑈) = 𝑈 (1 + 𝑈)⁄  (3. 3) 
𝜌ex(𝑈) = 1 − exp(−𝑈) (3. 4) 
𝜌45(𝑈) = 𝑈   at   0 < 𝑈 < 1,   𝜌45(𝑈) = 1   at   𝑈 > 1 (3. 5) 
𝜌60(𝑈) = 0  at  0 <  𝑈 < 0.5,   𝜌60(𝑈) = 2(𝑈 − 0.5)   at  0.5 < 𝑈 < 1,   𝜌60(𝑈 > 1) = 1 (3. 6) 
𝜌𝑠𝑠(𝑈) = 0 at 0 < 𝑈 < 0.5, 𝜌st(𝑈) = 1 at 𝑈 > 0.5. (3. 7) 
By saturation curve 𝜌(𝑈) we denote function 𝜌(𝑈) in the relationship, that we assume in 
our model: 
𝛥𝑛(𝒓) = 𝛥𝑛max ∙ 𝜌(𝑈) (3. 8) 
Figure 34 shows the graphs of those seven functions; we put them into two different 
pictures to reduce the clutter. 
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Figure 34. Shapes of seven saturation curves under consideration. 
3.3 Models of exposure 
We assume that an individual grating is recoded via the interference pattern of 2 coherent 
waves. Intensity in such interference pattern is 
𝑈𝑗�1 + cos�𝐪𝑗𝐫 + 𝜑𝑗��. (3. 9) 
For single-photon absorption, the exposure by 𝑁 sequential interference patterns is 
𝑈(𝐫) = ∑ 𝑈𝑗�1 + cos�𝐪𝑗𝐫 + 𝜑𝑗��𝑁𝑗=1 . (3. 10) 
For definiteness we consider all 𝑁 intensities 𝑈𝑗 to be the same: 𝑈𝑗 = 𝑈1. Meanwhile, the 
wave vectors 𝐪𝑗 and phases 𝜑𝑗 are considered (in our model) statistically independent random 
quantities. 
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Figure 35. (a) Two saturation curves Eq. (3.1) and Eq. (3.3); (b) Spatial profile of refractive 
index change of recording 16 multiplexed gratings for single photon recording. Spatially average 
exposure was chosen 𝑈1𝑁 = 2.25. 
For two-photon absorption of recording pattern of interference we take  
𝑈𝑗
2�1 + cos�𝐪𝑗𝐫 + 𝜑𝑗��2 ≡ 𝑈𝑗2 �1 + 2 cos�𝐪𝑗𝐫 + 𝜑𝑗� + 12 + 12 cos�2𝐪𝑗𝐫 + 2𝜑𝑗�� ≡ 
≡
3
2
𝑈𝑗
2 �1 + 4
3
cos�𝐪𝑗𝐫 + 𝜑𝑗� + 13 𝜋𝑎𝑐�2𝐪𝑗𝐫 + 2𝜑𝑗��. (3. 11) 
Note that relative modulation term at basic spatial frequency has increased by factor 4/3. 
Besides that, second spatial harmonic appears in 𝑈(𝐫) for two-photon recording. 
Figure 35 illustrates tanh and power laws, and spatial profile of refractive index change 
for the case of 𝑁 = 16 independently recorded interference patterns (gratings) for single-photon 
recording. Spatially average exposure was chosen 𝑈1𝑁 = 2.25. 
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3.4 Fourier-component to be calculated 
By Fourier component of VBG we denote the quantity 
𝐹𝑗 = 2𝑉∭𝑑3𝐫𝜌�𝑈(𝐫)� cos�𝐪𝑗𝐫 + 𝜑𝑗�. (3. 12) 
Here, trivial factor ∆𝑛max is omitted. Normalization coefficient 2 𝑉⁄ , with 𝑉 being 
integration volume, is chosen in such a way, that for first 5 curves of saturation 𝜌𝛼(𝑈) the value 
of 𝐹𝑗 is equal to 𝑈𝑗 at 𝑁𝑈1 ≪ 1. In actual calculations, we used 1-dimentional integral over the 
interval length 𝐿, with normalization coefficient 2 𝐿⁄ : 
𝐹𝑗 = 2𝐿 ∫ 𝑑𝑥𝐿0 𝜌�𝑈(𝑥)� cos�𝑞𝑗𝑥 + 𝜑𝑗�. (3. 13) 
The values of 𝑞𝑗𝐿 were around 100 radian and more, 𝑞𝑗 were chosen mutually non-
commensurate, and phases 𝜑𝑗 were random within interval (0, 2𝜋). We successfully checked that 
if some particular component 𝑈𝑖[1 + cos(𝑞𝑖𝑥 + 𝜑𝑖)] was absent during recording, then, the 
Fourier-component 𝐹𝑖 calculated by Eq. (2.13) was much smaller than those 𝐹𝑗, whose 𝑈𝑗�1 +cos�𝑞𝑗𝑥 + 𝜑𝑗�� were actually present at recording. 
3.5 Results for recording of single VBG 
The first step was to find the dependence of Fourier component 𝐹1 of 𝛿𝑛(𝐫) for recording 
of a single grating: 𝑁 = 1, on the value of exposure 𝑁𝑈1 ≡ 𝑈1. Figure 36 shows the dependence 
of 𝐹1 on 𝑈1 for 4 (out of 7 studied) curves of saturation: tanh(𝑈), (2/𝜋) arctan(𝜋𝑈 2⁄ ), straight 
linear between (𝑈 = 0,𝜌 = 0) and (𝑈 = 1,𝜌 = 1) and step-function from 0 to 1 at 𝑈 = 0.5. All 
7 studied laws of saturation demonstrated a peak of 𝐹1 around 𝑈1~1, and a decrease of 𝐹1 for 
large 𝑈1. To eliminate clutter on the graph, we depicted only 4 curves.  The peak values of 𝐹1 
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peak and corresponding exposure 𝑈1 delivering that 𝐹1 peak for all 7 saturation laws are 
presented in the first line of Table 1. 
Qualitative conclusion is that the sharper 𝜌(𝑈) curves yield larger values of 𝐹1,   peak. 
However, difference between the largest 𝐹1,   peak (for step 𝜌(𝑈)) and the smallest 𝐹1,   peak (for 
power law saturation) constitute only a factor around 1.85. Curves at Fig. 36 and data at Table 1 
were produced for single-photon absorption model of recording. Corresponding data for two-
photon absorption model of recording are presented at Fig. 37 and Table 2. 
3.6 Multiplexed VBG with 4 ,8, 16, 32 and 64 gratings 
Figure 38 shows the average Fourier component 〈𝐹𝑗〉 (𝑗 = 1,2,3,4) at single-photon 
recording of 𝑁 = 4 independent gratings, and Figs. 44 show same results for 𝑁 = 8, 16, 32, 64 
independent gratings. Again, we tried not to overburden the graph by keeping the curves for 4 
laws of saturation only. Argument on horizontal axis is spatially-averaged exposure 𝑈av = 𝑁𝑈1. 
Table 1 gives the peak values of Average Fourier component 𝐹𝑗 (peak) and spatially average 
exposure 𝑁𝑈𝑗 ≡ 𝑁𝑈1 delivering that peak. Figures 39, 41, 43, 45, 47 and Table 2 provide similar 
information for model of two-photon absorption. Figs. 48, 49 show dependence of optimum 
Fourier amplitude 𝐹max on the number of gratings 𝑁 for various laws of saturation for one-
photon and two-photon models of absorption. The axes are brought to logarithmic scale to 
demonstrate validity of Eq. (3.17) below. 
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Figure 36. Dependence of Fourier amplitude 𝐹𝑗 of a single recorded grating on average exposure 
𝑈1 for different laws of saturation in case of one-photon absorption. 
 
Figure 37. Dependence of Fourier amplitude 𝐹𝑗 of a single recorded grating on average exposure 
𝑈1
2 for different laws of saturation in case of two-photon absorption. 
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Figure 38. Dependence of Fourier amplitude 𝐹𝑗 of 𝑁 = 4 grating on average exposure 𝑁𝑈1 for 
various laws of saturation in case of one-photon absorption. 
 
Figure 39. Dependence of Fourier amplitude 𝐹𝑗 of 𝑁 = 4 grating on average exposure 𝑁𝑈12 for 
various laws of saturation in case of two-photon absorption. 
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Figure 40. Dependence of Fourier amplitude 𝐹𝑗 of 𝑁 = 8 grating on average exposure 𝑁𝑈1 for 
various laws of saturation in case of one-photon absorption. 
 
Figure 41. Dependence of Fourier amplitude 𝐹𝑗 of 𝑁 = 8 grating on average exposure 𝑁𝑈12 for 
various laws of saturation in case of two-photon absorption. 
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Figure 42. Dependence of Fourier amplitude 𝐹𝑗 of 𝑁 = 16 grating on average exposure 𝑁𝑈1 for 
various laws of saturation in case of one-photon absorption. 
 
Figure 43. Dependence of Fourier amplitude 𝐹𝑗 of 𝑁 = 16 grating on average exposure 𝑁𝑈12 for 
various laws of saturation in case of two-photon absorption. 
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Figure 44. Dependence of Fourier amplitude 𝐹𝑗 of 𝑁 = 32 gratings on average exposure 𝑁𝑈1 for 
different laws of saturation in case of one-photon absorption. 
 
Figure 45. Dependence of Fourier amplitude 𝐹𝑗 of 𝑁 = 32 gratings on average exposure 𝑁𝑈12 
for different laws of saturation in case of two-photon absorption. 
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Figure 46. Dependence of Fourier amplitude 𝐹𝑗 of 𝑁 = 64 grating on average exposure 𝑁𝑈1 for 
various laws of saturation in case of one-photon absorption. 
 
Figure 47. Dependence of Fourier amplitude 𝐹𝑗 of 𝑁 = 64 grating on average exposure 𝑁𝑈12 for 
various laws of saturation in case of two-photon absorption. 
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Figure 48. Dependence of optimum (maximum) Fourier amplitude 𝐹max on the number of gratings 𝑁 for 
various laws of saturation in case of one-photon absorption. Both axis are in logarithmic scale. 
 
Figure 49. Dependence of optimum (maximum) Fourier amplitude 𝐹max on the number of gratings 𝑁 for 
various laws of saturation in case of two-photon absorption. Both axis are in logarithmic scale. 
77 
3.7 Dependence of Peak Fourier amplitude 𝑭𝒋 peak on multiplexity 𝑵:  
analytic calculations and numerical modeling 
Analytic calculations for a large number of individually recorded gratings may be done 
via decomposition 𝑈(𝐫) = 𝑁𝑈1 + 𝑈1 cos�𝐪𝑗𝐫 + 𝜑𝑗� (for single-photon case), so that 
𝑛(𝑥) = ∆𝑛max �𝜌(𝜉) + 𝜕𝜕𝜕𝜕 𝑈1 cos�𝑞𝑗𝑟 + 𝜑𝑗�� , (3. 14) 
𝐹𝑗 = ∆𝑛max 𝜕𝜕𝜕𝜕 𝑈𝑗 ≡ 1𝑁 �𝜉 𝜕𝜕𝜕𝜕��𝜕=𝑁𝑈1 . (3. 15) 
The values of maximum of functions 𝜉 𝜕𝜌 𝜕𝜉⁄  are [𝜉 𝜕𝜌th 𝜕𝜉⁄ ]max = 0.448, [𝜉 𝜕𝜌at 𝜕𝜉⁄ ]max = 1 𝜋⁄ = 0.38, �𝜉 𝜕𝜌pw 𝜕𝜉⁄ �max = 1 4⁄ = 0.25, [𝜉 𝜕𝜌ex 𝜕𝜉⁄ ]max = 𝑒−1 =0.368, [𝜉 𝜕𝜌45 𝜕𝜉⁄ ]max = 1,   [𝜉 𝜕𝜌60 𝜕𝜉⁄ ]max = 2  at 𝜉th = 0.776, 𝜉at = 2 𝜋⁄ = 0.637,   𝜉pw =1, 𝜉ex = 1,   𝜉45 = 1,   𝜉60 = 1, respectively. Results of numerical modeling yield (at least for 
𝑁 ≥ 4) reasonable agreement with Eq. (3.15). 
Special attention should be paid to the case of Heaviside function, 𝜌st(𝜉) at 𝜉 = 0.5. The 
optimal value of 𝑁𝑈1 = 𝜉opt is evidently 𝜉opt,   st = 0.5, so that 𝑈1 𝑜𝑜𝑠,   𝑠𝑠 = 0.5 𝑁⁄ . After that 
one should consider 𝑢(𝑥) ≈ 0.5 + 𝑟 + 𝑚(𝑥). Here, 𝑚(𝑥) = 𝑈1cos (𝑞1𝑥), and 𝑟 is random 
quantity, which is the result of adding all spatially-oscillating parts of all other remaining 
sinusoidal profiles of recording (so to say, other recorded gratings.)  Probability distribution 
𝑊(𝑟)𝑑𝑟 , due to central limit theorem, is well approximated by Gaussian, 𝑊(𝑟)𝑑𝑟 ≈(2𝜋𝜎2)−0.5exp (−𝑟2/2𝜎2) 𝑑𝑟, where 𝜎2 ≈ 0.5𝑁𝑈𝑗2. With account of optimum 𝑈𝑗 = 0.5/𝑁,  
square of standard deviation for 𝑟 becomes 𝜎2 ≈ 1/(8𝑁). It means that the value of 𝜌st(0.5 +
𝑟 + 𝑚(𝑥)), averaged over fluctuations of 𝑟, approximately equals 𝑊(0)𝑚(𝑥) = 𝑚(𝑥)�4𝑁/𝜋. 
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Further spatial averaging of (cos (𝑞1𝑥))2 yields factor 0.5, and with account of 𝑈1 ≈ 0.5/𝑁 one 
gets the optimum multiplexed grating for Heaviside response of multiplexed VBG 𝐹𝑗 ≈ 1/√𝜋𝑁. 
This result is also in reasonable agreement with numerical modelling at 𝑁 ≫ 1. 
The value of optimum 𝜉 for two-photon recording (for different 𝜌(𝑈) curves) should be 
equalized to 𝑁 ∙ �3𝑈12 2⁄ � and 
𝐹𝑗 = 2𝑈12 �𝜉 𝑑𝜕𝑑𝜕�opt = 43 �𝜉opt 𝑑𝜕𝑑𝜕� 1𝑁 ,         𝑈12 = 2𝜕opt3𝑁1 . (3. 16) 
Again, numerical modeling at 𝑁 ≫ 1 is in a reasonable agreement with this extra factor (4/3) for 
two-photon recording. 
Quite interesting is the problem of cross-modulation gratings. Namely, if recording 
profile contains, among others, the terms 𝑈𝑗�1 + cos�𝑞𝑗𝑥 + 𝜑𝑗�� and 𝑈𝑖(1 + cos(𝑞𝑖𝑥 + 𝜑𝑖)), 
then a grating 𝛿𝑛(𝑥) = ∆𝑛max ∙ 𝐹𝑗𝑖�cos��𝑞𝑗 + 𝑞𝑖�𝑥 + 𝜑𝑗 + 𝜑𝑖� + cos��𝑞𝑗 − 𝑞𝑖�𝑥 + 𝜑𝑗 − 𝜑𝑖�� 
is recorded. Again, at 𝑁 ≳ 4 analytic expansion of 𝑟(𝑈) around 〈𝑈〉 = 𝑁𝑈1 allows to predict 
𝐹𝑗𝑖 ≈
1
2𝑁2
�𝑈2
𝑑2𝑟(𝑈)
𝑑𝑈2
�
𝑈=〈𝑈〉=𝑁𝑈1
. (3. 17) 
So the amplitude of “parasitic” cross-modulation gratings decreases as 1/𝑁2, if spatial 
average exposure 𝑈1𝑁 is chosen to optimize the amplitudes of main gratings. Our numerical 
modelling with random phases 𝜑𝑗 and 𝜑𝑖 is in a good agreement with analytical expression 
(3.17). On Figs. 48 and 49 we show the dependence of optimum Fourier amplitude 𝐹max on the 
number of gratings 𝑁 for various laws of saturation. Both axes are brought to logarithmic scale 
in which all curves convert into straight lines. 
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Table 1. Peak Fourier amplitudes for all seven functions for 𝑁 = 1, 4, 8, 16, 32 and 64 gratings 
in case of one-photon absorption. 
N  tanh arctan power exp 
line (0,0) 
(1,1) 
line (0.5,0) 
(1,1) 
Heaviside at 
x=0.5 
1 
𝐹1 peak 0.472 0.382 0.343 0.438 0.536 0.625 0.637 
𝑁 ∙ 𝑈1 for 
peak value 
1.05 1.3 2.45 1.55 0.65 0.8 1 
4 
𝐹1 peak 0.113 0.083 0.068 0.097 0.160 0.267 0.298 
𝑁 ∙ 𝑈1 for 
peak value 
0.833 0.752 1.249 1.129 0.752 0.752 0.502 
8 
𝐹1 peak 0.056 0.041 0.033 0.047 0.086 0.158 0.199 
𝑁 ∙ 𝑈1 for 
peak value 
0.833 0.680 1.129 1.129 0.752 0.752 0.502 
16 
𝐹1 peak 0.028 0.020 0.016 0.023 0.046 0.090 0.142 
𝑁 ∙ 𝑈1 for 
peak value 
0.752 0.020 1.020 1.020 0.752 0.833 0.501 
32 
𝐹1 peak 0.014 0.01 9.68•10-3 0.012 0.025 0.049 0.101 
𝑁 ∙ 𝑈1 for 
peak value 
0.752 0.614 1.249 1.020 0.833 0.833 0.502 
64 
𝐹1 peak 7.45∙10-3 5.96∙10-3 4.18∙10-3 6.66∙10-3 0.013 0.026 0.072 
𝑁 ∙ 𝑈1 for 
peak value 
0.462 0.566 0.502 0.752 0.833 0.833 0.502 
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Table 2. Peak Fourier amplitudes for all seven functions for 𝑁 = 1, 4, 8, 16, 32 and 64 gratings 
in case of two-photon absorption. 
 
 
 
N  tanh arctan power exp 
line (0,0) 
(1,1) 
line (0.5,0) 
(1,1) 
Heaviside at 
x=0.5 
1 
𝐹1 peak 0.574 0.505 0.476 0.556 0.597 0.633 0.637 
𝑁 ∙ 𝑈1 for 
peak value 
0.81 1.44 2.89 1.21 0.563 0.723 0.49 
4 
𝐹1 peak 0.145 0.110 0.092 0.127 0.186 0.272 0.292 
𝑁 ∙ 𝑈1 for 
peak value 
0.585 0.585 0.878 0.717 0.478 0.478 0.390 
8 
𝐹1 peak 0.074 0.054 0.044 0.062 0.104 0.173 0.198 
𝑁 ∙ 𝑈1 for 
peak value 
0.537 0.476 0.658 0.658 0.476 0.537 0.358 
16 
𝐹1 peak 0.037 0.028 0.021 0.030 0.056 0.104 0.139 
𝑁 ∙ 𝑈1 for 
peak value 
0.514 0.343 0.711 0.437 0.514 0.514 0.343 
32 
𝐹1 peak 0.018 0.013 0.011 0.015 0.030 0.060 0.099 
𝑁 ∙ 𝑈1 for 
peak value 
0.555 0.453 0.680 0.680 0.555 0.555 0.328 
64 
𝐹1 peak 9.19∙10-3 6.56∙10-3 5.17∙10-3 7.58∙10-3 0.016 0.033 0.069 
𝑁 ∙ 𝑈1 for 
peak value 
0.510 0.434 0.706 0.706 0.553 0.553 0.327 
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3.8 Conclusion to Chapter 3 
We have studied theoretically the recording of multiplexed Volume Bragg Gratings with 
account of seven possible shapes of saturation curves. Optimum values of spatially averaged 
total exposure were found for each of those saturation curves, and the corresponding Fourier 
amplitudes of individual gratings. For relatively large multiplicity (number of gratings 𝑁 ≳ 4) 
analytical formulae (3.14), (3.15), (3.16) derived by us, are in a good correspondence with the 
results of numerical modeling. In particular, the best amplitude of individual Fourier component 
goes down as const/𝑁, and values of that const are determined for each saturation curve 𝜌(𝑈). 
Qualitative conclusion is that the sharper profiles of saturation curve 𝜌(𝑈) yield larger 
Fourier amplitudes at optimum exposure. Especially good would be threshold-like profile 𝜌(𝑈) 
(Heaviside function). Similar beneficial effect shows at sharper saturation due to two-photon 
recording. However, the price one should pay for this sharpness-provided advantage is the 
necessity for more precise adjustment of spatially-averaged exposure/development. 
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CHAPTER 4: METRIC FOR THE MEASUREMENT OF THE QUALITY 
OF COMPLEX BEAMS. THEORETICAL STUDY 
4.1 Introduction to Chapter 4 
The findings presented in this chapter are based on our works [1-Kaim 2011],  
[3-Kaim 2012] and [9-Kaim 2015].  
This chapter investigates the problem of characterizing and measuring the transverse 
quality of a laser beam, which has a long history of studies. It is worth mentioning specifically 
monograph [47-Siegman 1986] and papers, e.g. [48-Siegman 1998]. Most laser beams have very 
small angular divergence 𝜃𝑥 (≤ 10−2 rad). Transformation of such beams by lenses without 
aberrations may separately change 𝛿𝜃𝑥  and the waist radius Δ𝑥. However, the product Δ𝑥 ∙ ∆𝜃𝑥 
(of dimension meters) is not changed by such transformation, and for almost-diffraction-quality 
beams is of the order of wavelength 𝜆. Particular dimensionless quantity Δ𝑥 ∙ ∆𝜃𝑥 𝜆⁄  depends on 
the formal definition of Δ𝑥 and ∆𝜃𝑥 in theoretical discussions of the problem, and depends on the 
measuring procedures in experiment. 
One possible definition of Δ𝑥 and ∆𝜃𝑥 is root-mean-square and related to it dimensionless 
parameter 𝑀𝑥2, adopted as ISO standard [49-ISO 2005]: 
𝛥𝑥rms = �〈(𝑥 − 〈𝑥〉)2〉,    𝛥𝜃rms = �〈(𝜃𝑥 − 〈𝜃𝑥〉)2〉, 
𝑀𝑥
2 = (4𝜋 𝜆⁄ ) ∙ ∆𝑥rms ∙ 𝛥𝜃rms (4. 1) 
Separate measurement of 𝑀𝑥2 and 𝑀𝑦2 is often necessitated by the not quite axially-
symmetric character of the beam, including possible astigmatism. Particular coefficient, 4𝜋, is 
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chosen in such a manner, that minimum value of 𝑀𝑥2 equals 1, and is achieved for ideal beam 
with perfect Gaussian profile. 
It is assumed in (4.1) that ∆𝑥rms is measured at the 𝑧-position of its minimum (in focal 
waist in the case of focused beam), while Δ𝜃rms is measured in the far field zone of the beam. 
Quite often in experiments, the far-field zone with its angular distribution of intensity 𝐼(𝜃𝑥) is 
substituted by the profile 𝐼waist(𝑥 = 𝐹 ∙ 𝜃𝑥) in the focal plane of a positive lens with focal 
distance 𝐹. This often leads to some confusion, which parameter, ∆𝑥rms or Δ𝜃rms corresponds to 
near-field, and which one is related to the far-field. Luckily, this modest confusion in 
terminology does not result in the change of 𝑀𝑥2, because as we have already mentioned, the 
product Δ𝑥 ∙ ∆𝜃𝑥 is invariant under transformation by paraxial optical elements without 
aberrations. 
Many researchers have noted that the quantities Δ𝑥rms ,Δ𝜃rms and therefore 𝑀𝑥2 =4𝜋 ∙ ∆𝑥rms ∙ Δ𝜃rms 𝜆⁄  put too much emphasis upon distant wings of distributions 𝐼0(𝑥) and 
𝐼1(𝜃𝑥), e.g. [50-Slater 2010, 26-Ruschin 2011, 27-Miller 2012, 51-Lantigua 2015]. This includes 
an experimental work by Lantigua et al., [51-Lantigua 2015]. 
Given field 𝐸0(𝑥,𝑦) in the near-field zone, one finds intensity profile there 𝐼0(𝑥, 𝑦) =|𝐸0(𝑥,𝑦)|2. Besides that, angular amplitude profile, i.e. amplitude profile in the far-field zone is 
proportional to 
𝐺2�𝜃𝑥  ,𝜃𝑦� = 12𝜋∬  𝐸0(𝑥,𝑦)𝑒−𝑖𝑖�𝑥∙𝜃𝑥+𝑦∙𝜃𝑦�𝑑𝑥𝑑𝑦. (4. 2) 
The resultant angular intensity profile is 𝐼2�𝜃𝑥 ,𝜃𝑦� = �𝐺2�𝜃𝑥 ,𝜃𝑦��2 . In (1D + 𝑧) case 
𝐸0(𝑥,𝑦) ≡ 𝐸0(𝑥), and 
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𝐺1(𝜃𝑥) = 1√2𝜋 ∫𝐸0(𝑥) exp(−𝑖𝑖𝑥 ∙ 𝜃𝑥)𝑑𝑥, (4. 3) 
and 𝐼1(𝜃𝑥) = |𝐺1(𝜃𝑥)|2. Here and below wave number 𝑖 = 2𝜋 𝜆⁄ , and 𝜆 is wavelength in the 
medium of propagation path (typically in vacuum). 
For that reason in Section 4.2, we review three definitions of Fourier Transform (FT): 
Physical (PFT), Mathematical (MFT) and Discrete (DFT). In Section 4.2.2 we discuss 1-
dimensional self-MFT functions. In Section 4.2.3 we discuss DFT and its relationship to PFT 
and MFT. In Section 4.2.4 we introduce new axially-symmetric self-MFT function, based on 1D 
self MFT function 1 cosh �𝑥�𝜋 2⁄ �� . 
In Section 4.3 we consider 21 quantitatively different definitions of the beam width, and 
calculate a table of those width for 6 different smooth transverse profiles in the near field. We 
also calculate also their far-field profiles. In this manner we were able to find Beam Propagation 
Products (BPP) for these beams according to the 21 different criteria. The tables of BPP are 
compiled in assumption that one and the same criterion of width (out of 21 considered) is taken 
both for near-field and for far-field. Meanwhile, we provide the data of calculations, which allow 
to take one criterion in near-field and another in the far-field, and thus arrange for such a 
compound BPP. Section 4.4 summarizes the results of the Chapter 4.  
4.2 Fourier Transforms (FT):  
Physical (PFT), Mathematical (MFT), Discrete (DFT). Self-MFT functions 
4.2.1 Physical Fourier Transform (PFT) 
We start with Fourier Transform (FT) as it is used in Physics (PFT). Consider the 
function 𝑓(𝑥) of real variable 𝑥 (for example, of dimensions of Cartesian coordinate, [𝑥] =
85 
[meter]). This function may have real or complex values. We define new function 𝐺(𝑞) of new 
real argument 𝑞 (of dimensions [𝑞] = [radian/meter]) by 
𝐺(𝑞) = 𝐴
√2𝜋
∫ exp(𝑖𝑞𝑥)𝑓(𝑥)𝑑𝑥+∞−∞ , (4. 4) 
where 𝐴 ≠ 0 is some constant. Then, as it is well known in mathematics, under certain 
(not very restrictive) conditions, original function 𝑓(𝑥) may be found by inverse Fourier 
transformation, 
𝑓(𝑥) = 1
𝐴√2𝜋
∫ exp(−𝑖𝑞𝑥)𝐺(𝑞)𝑑𝑞+∞−∞ . (4. 5) 
Traditional choices of constant 𝐴 are, for example = 1, 𝐴 = √2𝜋,𝐴 = 1 √2𝜋⁄ , but any 
𝐴 ≠ 0, even a complex number, does the job. Formula (4.4) defines linear operator of Physical 
FT; it maps space of functions 𝑓(𝑥) of argument 𝑥 onto the space of functions 𝐺(𝑞) of a 
different argument 𝑞, dimensions of 𝑞 being inverse to the dimensions of 𝑥: [𝑞] = [1/𝑥]. 
Parseval’s theorem claims that |𝐴|2 ∙ ∫ |𝑓(𝑥)|2𝑑𝑥+∞−∞ = ∫ |𝐺(𝑞)|2𝑑𝑞+∞−∞ . (4. 6) 
It looks especially elegant for 𝐴 = 1. 
4.2.2 Mathematical Fourier Transform (MFT) 
If one wants to discuss eigenfunctions of FT, then FT operator must map space functions 
𝑓(𝑦) onto itself, 𝐺(𝑦). In that case dimensions [𝑞 ≡ 𝑦] coincides with dimensions [1 𝑦⁄ ]. In 
other words, argument 𝑥 of functions 𝑓(𝑥) for Mathematical FT (MFT) should be dimensionless. 
This gives the justification to the following definition of MFT operator as 
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𝑀𝐹𝑇{𝑓}(𝑥) = ℎ(𝑥) = 1
√2𝜋
∫ exp(𝑖𝑥𝑥′) 𝑓(𝑥′)𝑑𝑥′+∞−∞ . (4. 7) 
Parseval’s theorem shows that MFT operator is unitary: 
∫|ℎ(𝑥)|2 𝑑𝑥 = ∫|𝑓(𝑥′)|2 𝑑𝑥′. (4. 8) 
Inverse PFT (4.5) differs (at 𝐴 = 1) from the original PFT (4.4) only by the sign of phase 
in the exponential. It allows to conclude that application of MFT operator to a function 𝑓(𝑥) two 
times returns 𝑓(−𝑥): (𝑀𝐹𝑇)2{𝑓}(𝑥) = 𝑓(−𝑥). (4. 9) 
From that, one gets (𝑀𝐹𝑇)4{𝑓}(𝑥) = 𝑓(𝑥),     or    (𝑀𝐹𝑇)4 = 1� , (4. 10) 
i.e. 4-th power of MFT operator is unit operator. As a result, eigenvalues Λ of MFT operator 
satisfy condition Λ4 = 1, 
𝑀𝐹𝑇{ℎ}(𝑥) = 𝛬 ∙ ℎ(𝑥),   𝛬4 = 1. (4. 11) 
Thus, there are only 4 possible eigenvalues of MFT: Λ0 = 1, Λ1 = 𝑖, Λ2 = −1, Λ3 =
−𝑖 (or Λ𝑛 = 𝑖𝑛, 𝑛 = 0, 1, 2, 3). 
Differentiation and integration by parts in MFT Eq. (4.7) allows to show that if 𝑓(𝑥) is an 
eigenfunction of MFT with eigenvalue Λ𝑓, i.e. if MFT{𝑓}(𝑥) = Λ𝑓 ∙ 𝑓(𝑥), (4. 12) 
then, functions 
𝑔(𝑥) = �𝑥 − 𝑑
𝑑𝑥
� 𝑓(𝑥),       ℎ(𝑥) = �𝑥 + 𝑑
𝑑𝑥
� 𝑓(𝑥) (4. 13) 
are also eigenfunctions of MFT, and 
𝛬𝑔 = 𝑖 ∙ 𝛬𝑓 ,     𝛬ℎ = −𝑖 ∙ 𝛬𝑓 . (4. 14) 
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Function 𝑔0(𝑥) = exp(−𝑥2 2⁄ ) is a well-known eigenfunction of MFT, with eigenvalue 
Λ0 = +1. Moreover, Hermite polynomials 𝐻𝑛(𝑥) multiplied by 𝑔0(𝑥), i.e. 
𝐻𝑛(𝑥) exp(−𝑥2 2⁄ ), (4. 15) 
up to constant factors, can be produced from 𝑔0(𝑥) by application of “creation operator” (𝑥 − 𝑑 𝑑𝑥⁄ ) sequentially 𝑛 times. Therefore, they are eigenfunctions of MFT, with eigenvalues 
Λ𝑛 = 𝑖𝑛. 
Another function, 
𝜋0(𝑥) = 1cosh�𝑥�𝜋 2⁄ �, (4. 16) 
is also an eigenfunction of MFT, with eigenvalue Λ0 = +1. Main difference between 𝑔0(𝑥) and 
𝜋0(𝑥) is in their asymptotic behavior at |𝑥| → ∞: 𝑔0(𝑥) = exp(−𝑥2 2⁄ ) (exact); meanwhile, 
𝜋0(𝑥) ≐ 2 ⋅ exp �−|𝑥|�𝜋 2⁄ �. Functions const𝑔 ∙ 𝑔0(𝑥) and const𝑐 ∙ 𝜋0(𝑥), normalized to 
∫|𝑓(𝑥)|2𝑑𝑥 = 1, have almost 100% overlapping integral: 
‖𝑔0𝜋0‖
2 ≡
�∫ 𝑔0(𝑥)𝑐0(𝑥)𝑑𝑥+∞−∞ �2
�∫ |𝑔0(𝑦)|2𝑑𝑦+∞−∞ �∙�∫ |𝑐0(𝑑)|2𝑑𝑑+∞−∞ � = 0.994. (4. 17) 
Property (MFT)4 = 1� allows to construct eigenfunctions of MFT out of an arbitrary 
function 𝑓(𝑥) of dimensionless argument, namely  
𝑓𝛽(𝑥) = 𝑓(𝑥) + 𝑖𝛽𝑀𝐹𝑇{𝑓}(𝑥) + 𝑖2𝛽(𝑀𝐹𝑇)2{𝑓}(𝑥) + +𝑖3𝛽(𝑀𝐹𝑇)3{𝑓}(𝑥) (4. 18) 
is an eigenfunction of MFT with eigenvalue Λ = 𝑖𝛽, where 𝛽 is any integer number from 0 to 3. 
For the case with Λ = +1, i.e. when 𝛽 = 0 is considered, formula of the type Eq. (4.18) was 
suggested in [52-Lohmann 1992, 53-Caola 1991]. 
Curious examples of MFT eigenfunctions are 
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𝑟even(𝑥) = 1�|𝑥| ,      𝑟odd(𝑥) = 𝑥|𝑥| ∙ 1�|𝑥|, (4. 19) 
with respective eigenvalues Λeven = +1, Λodd = +𝑖. However, each of them has 
logarithmically divergent normalization integral (both at |𝑥| → 0 and at |𝑥| → ∞). 
4.2.3 Discrete Fourier Transform (DFT) properly. Approximation of PFT by DFT. 
Discrete Fourier Transform is usually introduced as an approximation for Physical FT. 
Consider function 𝑓(𝑥) at the interval 𝑎 ≤ 𝑥 < 𝑎 + 𝐿, and for definiteness let dimensions of 𝑥 
be [𝑥] = [meters]. Let us characterize this function by its values at the set of 𝑁 equidistant 
points 𝑛 = 0, 1, … ,𝑁 − 1,  𝑥0 = 𝑎, 𝑥1 = 𝑎 + 𝑐𝑥, … , 𝑥𝑛 = 𝑎 + 𝑛𝑐𝑥, … , 𝑥𝑁−1 = 𝑎 + (𝑁 − 1)𝑐𝑥 ;   𝑐𝑥 = 𝐿 𝑁⁄ . (4. 20) 
Here, 𝑐𝑥 is step of 𝑥-coordinate. It is convenient to assume that function 𝑓(𝑥) is 
continued outside the interval 𝑎 ≤ 𝑥 < 𝑎 + 𝐿 in a periodic manner with period 𝐿, so that 
𝑓(𝑥) = 𝑓(𝑥 + 𝐿). Then one can consider extra point 𝑥extra = 𝑎 + 𝑐𝑥𝑁 ≡ 𝑎 + 𝐿 with the value 
𝑓(𝑎 + 𝐿) = 𝑓(𝑎) ≡ 𝑓0, which is already accounted for by 𝑓0. Corresponding vector 𝑓 of 𝑁-
dimensional linear space has components 
𝑓 = [𝑓0 = 𝑓(𝑥0),𝑓1 = 𝑓(𝑥1), … ,𝑓𝑁−1 = 𝑓(𝑥𝑁−1)]. (4. 21) 
Function 𝐺(𝑞) (i.e. PFT from (4.4)) may be approximated by trapezoid formula 
𝐺(𝑞) ≈ 𝐴
√2𝜋
𝑐𝑥�0.5𝑓0𝑒𝑖𝑖𝑥0 +𝑓1𝑒𝑖𝑖𝑥1 + ⋯+ 𝑓𝑁−1𝑒𝑖𝑖𝑥𝑁−1+0.5𝑓(𝑥extra)𝑒𝑖𝑖𝑥extra�. (4. 22) 
Periodicity assumption yields 𝑓(𝑥extra) ≡ 𝑓0. Evidently, there are only 𝑁 linear 
independent values of function 𝐺(𝑞) defined by (4.22). To express this idea, we can choose to 
consider 𝑁 discrete values of argument 𝑞: 
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𝑞0 = 0, 𝑞1 = 𝑐𝑖 , 𝑞2 = 2𝑐𝑖 , … , 𝑞𝑁−1 = (𝑁 − 1)𝑐𝑖 . (4. 23) 
Periodicity condition in 𝑥-coordinate with period 𝐿 may be satisfied, if the value of step 
𝑐𝑖 in 𝑞-space is chosen as 𝑐𝑖 = 2𝜋 𝐿⁄  (of dimensions [radian/meter]). In that case, 
𝑓(𝑥extra)𝑒𝑖𝑖𝑚∙𝑥extra = 𝑓0𝑒𝑖𝑖𝑚∙𝑥0, and trapezoid approximation for 𝐺(𝑞) becomes 
𝐺𝑚 ≡ 𝐺�𝑚 ∙ 𝑐𝑖� ≡ 𝐺 �𝑚 ∙
2𝜋
𝐿
� ≈
𝐿∙𝐴
𝑁√2𝜋
exp �2𝜋𝑖 𝑚𝑎
𝐿
�∑ 𝑓𝑛 exp �2𝜋𝑖 𝑛∙𝑚𝑁 �𝑁−1𝑛=0 . (4. 24) 
Vector ?⃗? of 𝑁-dimensional linear space is called Discrete Fourier Transform (DFT) of 
vector 𝑓 from the same space, if its components are defined by 
𝑔𝑚 = (𝐷𝐹𝑇{𝑓})𝑚 = 1√𝑁∑ 𝑓𝑛 exp �2𝜋𝑖 𝑛∙𝑚𝑁 �𝑁−1𝑛=0 . (4. 25) 
Operator of DFT is implemented in every widely used mathematical software package 
like Mathcad, MATLAB, Maple, Mathematica etc. What we were able to formulate here is that 
Physical FT 𝐺(𝑞) from Eq. (4.4) may be approximated by 
𝐺 �𝑞𝑚 ≡
2𝜋𝑚
𝐿
� ≈ exp �2𝜋𝑖 𝑚𝑎
𝐿
�
𝐿∙𝐴
√2𝜋𝑁
(𝐷𝐹𝑇{𝑓})𝑚 . (4. 26) 
Intuitively it is clear that Discrete FT Eq. (4.25) is a certain approximation of Physical 
FT. What is important is the particular 𝑞𝑚-dependent coefficient in Eq. (4.26) expressing PFT 
via DFT. 
Remarkable mathematical facts about operator DFT defined by Eq. (4.25), are the 
following: 1) DFT is unitary operator in 𝑁-dimensional linear space; 2) Inverse DFT operator 
(IDFT) looks also as approximation of Eq. (4.5) of inverse PFT, but is actually exact inverse 
operator with respect to DFT: 
𝑓𝑛 = (𝐼𝐷𝐹𝑇{?⃗?})𝑛 = 1√𝑁∑ 𝑔𝑚 exp �−2𝜋𝑖 𝑛∙𝑚𝑁 �𝑁−1𝑚=0 . (4. 27) 
The proof of this fact uses formula for the sum of geometrical progression: 
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∑ 𝜂𝑖𝑁−1𝑖=0 = [𝑁, if 𝜂 = 1; (1 − 𝜂𝑁) (1 − 𝜂)⁄  otherwise], (4. 28) 
with account of 𝜂 = exp[2𝜋𝑖(𝑛 −𝑚) 𝑁⁄ ]. 
An additional problem to be covered is that physically both positive and negative values 
of 𝑞[rad meter⁄ ] in (4.4), (4.5) are important. At first glance, 𝑞𝑚 = 𝑐𝑖 ∙ 𝑚 = 2𝜋𝑚 𝐿⁄  with 𝑚 = = 0, 1, … ,𝑁 − 1, cover positive values of 𝑞 only. This difficulty is resolved rather simply. For 
values 𝑞𝑁 2⁄ = 𝑁𝜋 𝐿⁄  exponential factors exp(𝑖𝑞𝑚 ∙ 𝑥𝑛) = exp(𝑖𝑞𝑚 ∙ 𝑎) ∙ exp(𝑖𝜋𝑛) oscillate 
versus 𝑛 as exp(𝑖𝜋𝑛) ≡ (−1)𝑛. This is a manifestation of the failure of discretization of 𝑓(𝑥) 
into 𝑓𝑛 = 𝑓(𝑥𝑛). In other words, we expect PFT of our function 𝑓(𝑥) to be negligibly small at 
𝑞𝑚 with 𝑚 ≈ 𝑁 2⁄ . On the other hand, subtracting 𝑄 = 2𝜋𝑁 𝐿⁄  from any of 𝑞𝑚 does not change 
exponential factors in DFT. Indeed, exp[𝑖(𝑞𝑚 − 𝑄)𝑥𝑛] = exp[𝑖(𝑞𝑚 − 𝑄)𝑎] ∙ exp[𝑖𝑞𝑚𝑐𝑥𝑛] ∙ 
∙ exp[−𝑖𝑄𝑐𝑥𝑛]. However, exp[−𝑖𝑄𝑛𝑐𝑥] = exp(−2𝜋𝑖𝑛) ≡ 1. Therefore one can subtract 
𝑄 = 2𝜋𝑁 𝐿⁄  from any 𝑞𝑚 without changing the resultant DFT. We can introduce function  
𝑝ℎ𝑦𝑐(𝑚) = �         𝑚     ,      if    𝑚 < 𝑁 2⁄
−𝑁 + 𝑚,         otherwise , (4. 29) 
so that 𝑞𝑚(physical) = 𝑐𝑖 ∙ phys(𝑚) represent positive 𝑞 in the range 0 ≤ 𝑚 < 𝑁 2⁄  and 
negative 𝑞 = −𝑄 + 𝑞𝑚 in the range 𝑁 2⁄ ≤ 𝑚 ≤ 𝑁 − 1. 
4.2.4 Generation of eigenfunctions of 2D MFT (Mathematical Fourier Transform) via 
eigenfunctions of 1D MFT. 
The definition of Mathematical Fourier Transform for functions of two dimensionless 
variables 𝑥,𝑦 is a trivial generalization of 1D case 2𝐷 𝑀𝐹𝑇{𝑓}(𝑥,𝑦) = 1
2𝜋
 ∬ 𝑒𝑖�𝑥𝑥′+𝑦𝑦′�𝑓(𝑥′,𝑦′)𝑑𝑥′𝑑𝑦′∞−∞ . (4. 30) 
91 
Consider two eigenfunctions of 1D MFT: 𝑓1(𝑥) and 𝑓2(𝑥), with eigenvalues Λ1 = (𝑖)𝛽1 
and Λ2 = (𝑖)𝛽2, respectively. Functions 𝑓1(𝑥) and 𝑓2(𝑥) may be identical; in that case Λ1 ≡ Λ2 . 
Besides that 𝑓1(𝑥) and 𝑓2(𝑥) may be different eigenfunctions of MFT with the same or with 
different eigenvalues Λ1 and Λ2 . In any of these cases factorized function of two dimensionless 
variables 
𝐹factor(𝑥, 𝑦) = 𝑓1(𝑥)𝑓2(𝑦),   𝛬factor = 𝛬1 ∙ 𝛬2 (4. 31) 
is an eigenfunction of unitary 2D MFT operator (4.30), and Λfactor = Λ1 ∙ Λ2 . The proof of this 
simple statement is based on factorization of exponential kernel in 2D MFT (4.30): 
𝑒𝑖𝑥∙𝑥
′+𝑖𝑦∙𝑦′ = 𝑒𝑖𝑥∙𝑥′ ∙ 𝑒𝑖𝑦∙𝑦′ . (4. 32) 
Besides that the scalar product (𝐫 ∙ 𝐫′) ≡ 𝑥𝑥′ + 𝑦𝑦′ in that kernel is invariant with 
respect to simultaneous rotation of coordinates by arbitrary angle 𝛿: 
(𝑥,𝑦)new = (𝑥, 𝑦)𝑅� ,     (𝑥′,𝑦′)new = (𝑥′,𝑦′)𝑅� ,    𝑅� = � cos𝛿 sin𝛿− sin𝛿 cos𝛿�.  (4. 33) 
Therefore another function, 
𝐹new,𝑑(𝑥, 𝑦) = 𝑓1(𝑥new)𝑓2(𝑦new) = 𝑓1(𝑥 cos𝛿 + 𝑦 sin𝛿) ∙ 𝑓2(−𝑥 sin𝛿 + 𝑦 cos𝛿), (4. 34) 
which generally is not factorized into ℎ1(𝑥) ∙ ℎ2(𝑦), is still an eigenfunction of 2D MFT with 
Λnew = Λ1 ∙ Λ2 . Linearity of 2D MFT operator guarantees that any superposition of such 
functions with 𝛿-dependent weight 𝑊(𝛿), 
𝐹superp(𝑥, 𝑦) = ∫ 𝑊(𝛿)2𝜋0 𝑓1(𝑥 cos𝛿 + 𝑦 sin𝛿)𝑓2(−𝑥 sin𝛿 + 𝑦 cos𝛿)𝑑𝛿,  (4. 35) 
is still an eigenfunction of 2D MFT. Using polar coordinates 𝑥 = 𝜌 cos𝜑 , 𝑦 = 𝜌 sin𝜑 in 𝑥, 𝑦-
plane, one can transform this superposition to 
𝐹superp(𝑥, 𝑦) = 𝐹new(𝜌,𝜑) = ∫ 𝑊(𝛿)𝑓1(𝜌 cos(𝜑 − 𝛿))𝑓2(𝜌 sin(𝜑 − 𝛿))𝑑𝛿2𝜋0 . (4. 36) 
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Let us assume that function 𝑊(𝛿) is periodic with period 2𝜋, i.e. 𝑊(𝛿 + 2𝜋) = 𝑊(𝛿). 
Introducing new variable 𝑖 = 𝜑 − 𝛿, one transforms integral (4.36) up to a factor (−1) into 
𝐹new(𝜌,𝜑) = −∫ 𝑊(𝜑 + 𝑖) ∙ 𝑓1(𝜌 cos𝑖) ∙ 𝑓2(𝜌 sin𝑖)𝑑𝑖2𝜋0 . (4. 37) 
A minor problem may arise, if the integral in the right-hand-side of Eq. (4.37) turns out, 
for some or other symmetry reason, to be exactly zero. Then one gets function equal to zero 
identically, which is not interesting, albeit may formally be considered as an eigenfunction of 
any linear operator. 
Special interest is presented by the case when function 𝑊(𝛿) = (−1 2𝜋⁄ ) exp(𝑖𝑚𝛿), to 
elucidate the rotation symmetry in (𝑥,𝑦)-plane. Then 
𝐹new(𝜌,𝜑) = 𝑒𝑖𝑚𝑑𝑅𝑚(𝜌), 𝑅𝑚(𝜌) = 12𝜋 ∫ 𝑒𝑖𝑚𝛼𝑓1(𝜌 cos𝑖)2𝜋0 𝑓2(𝜌 sin𝑖)𝑑𝑖. (4. 38) 
We are especially interested in the case of completely axially-symmetric (𝑚 = 0) self 2D 
MFT functions 
𝑅0(𝜌) = 12𝜋 ∫ 𝑓1(𝜌 cos𝑖)2𝜋0 𝑓2(𝜌 sin𝑖)𝑑𝑖. (4. 39) 
If 𝑓1(𝑥) = 𝑓2(𝑥) = exp(−𝑥2 2⁄ ), then axially symmetric result is trivial, 
𝑅0(𝜌) = exp(−𝜌2 2⁄ ). 
We were lucky to find another example of completely symmetric self 2D MFT function, 
with eigenvalue Λ = +1: 
𝐶00(𝜌) = 12𝜋 ∫ 𝜋0(𝜌 cos𝑖)2𝜋0 𝜋0(𝜌 sin𝑖)𝑑𝑖,   𝛬 = 1, (4. 40) 
where 𝜋0(𝑥) = 1/ cosh �𝑥�𝜋 2⁄ �. Graph of this new function is presented on Fig 50.  
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Figure 50. Self-Fourier transform function 𝐶00(𝜌). 
 
Behavior of this function at small and large 𝜌 (remember that 𝜌 is dimensionless) is as 
follows: 
𝐶00(𝜌) = 1 − 𝜋4 𝜌2 + 𝑂(𝜌4)   at 𝜌 → 0, (4. 41) 
𝐶00(𝜌) ≐ �4 �𝜌 ∙ �𝜋 2⁄ �� � exp �−𝜌�𝜋 2⁄ �   at 𝜌 → ∞. (4. 42) 
Normalized (by ∫ |𝑓(𝑥)|2𝜌𝑑𝜌∞0 ) function 𝐶00(𝜌) is mostly very similar to normalized 
axially-symmetric function 𝑔0(𝜌) = exp(−𝜌2 2⁄ ). Indeed, 
�∫ 𝐶00(𝜕)𝑔00(𝜕)𝜕𝑑𝜕∞0 �2
∫ [𝐶00(𝜕)]2𝜕𝑑𝜕∞0 ∙∫ [𝑔00(𝜕)]2𝜕𝑑𝜕∞0 = 0.992 .  (4. 43) 
However, the asymptotic behavior of 𝐶00(𝜌) at 𝜌 → ∞ is radically different from that of 
Gaussian function. In this respect 𝐶00(𝜌) is a better approximation of the radial profile of a 
single-mode step-profile dielectric fiber with low V-number.  
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In particular, consider the axially symmetric mode 𝐿𝑃01(𝑟) of a single-mode fiber with 
core radius 𝑎 and 𝑉-number 
𝑉 = (2𝜋𝑎 𝜆⁄ )�𝑛core2 − 𝑛cladding2�1 2⁄  
being 𝑉 = 1.7: well below the threshold 𝑉 < 2.4 of single-mode operation. Our new 2D SMFT 
function 𝐶00(𝜌 = 𝑟 𝑢⁄ ) has the best overlapping with 𝑉 = 1.7 normalized mode 𝐿𝑃01(𝑟) at 
𝑢 = 1.077 ∙ 𝑎 and is equal to 
𝐹𝐶 = �∫ 𝐶00(𝜕=𝑟 𝑢⁄ )𝐿𝐿01(𝑟)𝑟𝑑𝑟∞0 �2∫ [𝐶00(𝜕=𝑟 𝑢⁄ )]2𝑟𝑑𝑟∞0 ∙∫ [𝐿𝐿01(𝑟)]2𝑟𝑑𝑟∞0 = 0.9986 ≡ 1 − 1.14 ∙ 10−3 . (4. 44) 
Meanwhile the same mode has optimum overlapping integral with Gaussian function 
𝑔00(𝜌) = exp[− (𝜌 = 𝑟 𝑢⁄ )2 2⁄ ] at 𝑢 = 1.076 ∙ 𝑎; that square of overlapping equals 
𝐹𝑔 = �∫ 𝑔00(𝜕=𝑟 𝑢⁄ )𝐿𝐿01(𝑟)𝑟𝑑𝑟∞0 �2∫ [𝑔00(𝜕=𝑟 𝑢⁄ )]2𝑟𝑑𝑟∞0 ∙∫ [𝐿𝐿01(𝑟)]2𝑟𝑑𝑟∞0 = 0.9855 ≡ 1 − 1.45 ∙ 10−2 .  (4. 45) 
At 𝑉 = 2.4 (threshold value of 𝑉, below which single mode exists only) Gaussian 
function 𝑔00(𝜌) has some advantage over 𝐶00(𝜌): 
𝐹𝑔,   optimum = 1 − 3.3 ∙ 10−3, 𝐹𝐶,   optimum = 1 − 5.0 ∙ 10−3 . 
However, both approximations are pretty good. Detailed study of approximation for 
fundamental modes of a fiber by Gaussian function was done by D. Marcuse in [54-
Marcuse 1978], where he considered a variety of smoothed profiles of fiber refractive index. 
4.3 Calculation of data for Beam Propagation Product (BPP) according to 21 possible 
criteria for 6 particular high-quality beams. 
We consider numerous possible criteria of the beam width, be it in the near field waist (in 
units of meters), or in the far field (in units of radians). Here is the list of 21 criteria covered, 
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formulated for quantity of dimensions [meters]. Similar definitions are to be taken for 𝜃𝑥 or for 
𝜃 = �𝜃𝑥2 + 𝜃𝑦2�1 2⁄  of dimensions [radian]. 
1. 𝛥𝑥 (HWHIM): Half Width at the level Half of the Intensity at Maximum. 
2. 𝛥𝑥 (HW𝑒−1IM): Half Width at the level 𝑒−1 ≡ 0.368 of the Intensity at Maximum. 
3. 𝛥𝑥 (HW𝑒−2IM): Half Width at the level 𝑒−2 ≡ 0.135 of the Intensity at Maximum 
4. 𝛥𝑥 (HW10−2IM): Half Width at the level 10−2 of the Intensity at Maximum 
5. 𝑟 (PIB 𝑓 = 0.5): radius of a circle containing fraction 𝑓 = 0.5 of total Power In the Bucket 
of that radius. 
6. 𝑟 (PIB 𝑓 = 0.75): radius of a circle containing fraction 𝑓 = 0.75 of total Power In the 
Bucket of that radius. 
7. 𝑟 (PIB 𝑓 = 0.865): radius of a circle containing fraction 𝑓 = 0.865 = 1 − 𝑒−2 of total 
Power In the Bucket of that radius. 
8. 𝑟 (PIB 𝑓 = 0.9): radius of a circle containing fraction 𝑓 = 0.9 of total Power In the Bucket 
of that radius. 
9. 𝑟 (PIB 𝑓 = 0.95): radius of a circle containing fraction 𝑓 = 0.95 of total Power In the 
Bucket of that radius. 
10. 𝑟 (PIB 𝑓 = 0.975): radius of a circle containing fraction 𝑓 = 0.975 of total Power In the 
Bucket of that radius. 
11. 𝑟 (PIB 𝑓 = 0.99): radius of a circle containing fraction 𝑓 = 0.99 of total Power In the 
Bucket of that radius. 
12. 𝑐 (PIS 𝑓 = 0.5): half width of the minimum width of the slit, containing fraction 𝑓 = 0.5 
of total Power In that Slit of total width 2𝑐. 
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13. 𝑐 (PIS 𝑓 = 0.75): half width of the minimum width of the slit, containing fraction 𝑓 =0.75 of total Power In that Slit of total width 2𝑐. 
14. 𝑐 (PIS 𝑓 = 0.865): half width of the minimum width of the slit, containing fraction 
𝑓 = 0.865 of total Power In that Slit of total width 2𝑐. 
15. 𝑐 (PIS 𝑓 = 0.9): half width of the minimum width of the slit, containing fraction  
𝑓 = 0.9 of total Power In that Slit of total width 2𝑐. 
16. 𝑐 (PIS 𝑓 = 0.95): half width of the minimum width of the slit, containing fraction  
𝑓 = 0.95 of total Power In that Slit of total width 2𝑐. 
17. 𝑐 (PIS 𝑓 = 0.975): half width of the minimum width of the slit, containing fraction 
𝑓 = 0.975 of total Power In that Slit of total width 2𝑐. 
18. 𝑐 (PIS 𝑓 = 0.99): half width of the minimum width of the slit, containing fraction  
𝑓 = 0.99 of total Power In that Slit of total width 2𝑐. 
19. 𝑥rms = �〈(𝑥 − ?̅?)2〉, root mean square of variation of x-coordinate. 
20. 𝑥1 = 〈|𝑥 − ?̅?|〉, average modulus of variation of x-coordinate. 
21. 𝑥0.5 = �〈|𝑥 − ?̅?|1 2⁄ 〉�2, square of average of square root of the modulus of coordinate 
variation. 
 
We calculated the data for six different profiles of the field in the near-field zone:  
1) Gaussian 𝐸(𝑥,𝑦) = exp[− (𝑥2 + 𝑦2) 𝑤2⁄ ]; 2) Super-Gaussian 𝐸(𝑥,𝑦) = = exp[− (𝑥2 + 𝑦2)2 𝑤4⁄ ]; 3) axially-symmetric 2D sech profile: Self-Fourier Transform profile 
found in this work, 𝐸(𝑥,𝑦) = 𝐶00�𝜌 = �𝑥2 + 𝑦2 𝑢⁄ �; 4) profile of axially-symmetric mode of a 
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single-mode fiber with 𝑉 = 2.4 and of core radius 𝑎, 𝐸(𝑥,𝑦) = 𝐿𝑃01�𝑟 = �𝑥2 + 𝑦2�; 5) Round 
Top Hat profile 𝐸(𝑥,𝑦) = 1 at �𝑥2 + 𝑦2 ≤ 𝑤, 𝐸(𝑥,𝑦) = 0 otherwise; 6) Factorized Hyperbolic 
secant profile, 𝐸(𝑥,𝑦) = 𝜋0(𝑋 = 𝑥/𝑢)𝜋0(𝑌 = 𝑦/𝑢), 𝜋0(𝑡) = 1 cosh �𝑡�𝜋 2⁄ �� . They are 
presented in Table 3. 
Since the table contains dimensionless numbers, clarification should be made, in what 
units of dimensions of meters those data are given. For Gaussian and Super-Gaussian beams, 1 
and 2, the data are given in units of traditional notations of 𝑤, where 𝑤 = ∆𝑥(HW𝑒−2IM). For 
new self-Fourier-Transform function 𝐸(𝑥, 𝑦) = 𝐶00�𝜌 = �𝑥2 + 𝑦2 𝑢⁄ �, defined by Eq. (4.40), 
coordinate width is given units 𝑢. Parameter 𝑢 may be defined as 𝑢 = ∆𝑥(HW0.2622IM), at that 
width |𝐶00(𝜌 = 1)|2 = 0.2622, while |𝐶00(𝜌 = 0)|2 = 1. For the mode of step-profile fiber 
with V-number 𝑉 = 2.4 the data are given in units of core radius 𝑎. Finally, for factorized 
hyperbolic-secant 𝐸(𝑥,𝑦) = 𝜋0(𝑋 = 𝑥/𝑢)𝜋0(𝑌 = 𝑦/𝑢), 𝜋0(𝑡) = 1 cosh �𝑡�𝜋 2⁄ ��  parameter 𝑢 
may be considered as ∆𝑥(HW0.2788IM). 
As for the angular profile corresponding to those beams, their parameters, like 
𝛿𝜃[radians] are expressed in units (𝜆 𝑤⁄ ) for 1) Gaussian, 2) Super-Gaussian and 5) Round Top 
Hat beams; in units (𝜆 𝑢⁄ ) for 3) axially-symmetric sech-beam and for 6) factorized sech-beam. 
For 4) 𝐿𝑃01-mode of a fiber with 𝑉-nubmer 𝑉 = 2.4 angular width is expressed in units 𝜆 𝑎⁄ . 
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Table 3. Calculation of individual widths of various beams according to various criteria, see text. 
 
G
auss, 
𝐸 (𝑟 )=exp [− (𝑟
𝑤 ⁄)
2] 
Super G
auss, 
𝐸 (𝑟 )=exp [− (𝑟
𝑤 ⁄)
4] 
2D
 sech 
𝐶
0
0 (𝑟
𝑤 ⁄=
𝑢) 
Fiber m
ode 
LP
01 (𝑟 ),𝑉=2.4 
Round 
Top H
at of radius 𝑤
 
Factorized 1D
 hyperbolic secant 
𝜋
0 (𝑥
𝑤 ⁄=
𝑢 ) 
𝛥𝑥 HWHIM, [width/𝑤] 0.5887 0.7677 0.6930 0.6840 1 0.7032 
𝛥𝑥 HW𝑒−1IM, [width/𝑤] 0.7070 0.8409 0.8476 0.8052 1 0.8657 
𝛥𝑥 HW𝑒−2IM, [width/𝑤] 1 1 1.2685 1.0699 1 1.3225 
𝛥𝑥 HW10−2IM, [width/𝑤] 1.5170 1.2318 2.1956 1.6923 1 2.3882 
𝜃𝑥 HWHIM, 𝑎𝑛𝑔𝑎𝑒 ∙ (𝑤/𝜆) 0.1874 0.2447 0.1099 0.1493 0.2572 0.1119 
𝜃𝑥 HW𝑒−1IM, 𝑎𝑛𝑔𝑎𝑒 ∙ (𝑤/𝜆) 0.2250 0.2913 0.1345 0.1825 0.3048 0.1378 
𝜃𝑥 HW𝑒−2IM, 𝑎𝑛𝑔𝑎𝑒 ∙ (𝑤/𝜆) 0.3183 0.3993 0.2012 0.2724 0.4112 0.2105 
𝜃𝑥 HW10−2IM, 𝑎𝑛𝑔𝑎𝑒 ∙ (𝑤/𝜆) 0.4829 0.5499 0.3483 0.4518 0.5442 0.3801 
𝑟 PIB f=0.5, [width/𝑤] 0.5887 0.5807 0.7830 0.6394 0.7070 0.7848 
𝑟 PIB f=0.75, [width/𝑤] 0.8326 0.7584 1.1551 0.8893 0.8660 1.1591 
𝑟 PIB f=0.865, [width/𝑤] 1.0006 0.8641 1.4370 1.0699 0.9299 1.4450 
𝑟 PIB f=0.9, [width/𝑤] 1.0730 0.9069 1.5677 1.1574 0.9487 1.5765 
𝑟 PIB f=0.95, [width/𝑤] 1.2239 0.99 1.8547 1.3573 0.9747 1.8686 
𝑟 PIB f=0.975, [width/𝑤] 1.3581 1.0586 2.1304 1.5559 0.9874 2.1509 
𝑟 PIB f=0.99, [width/𝑤] 1.5174 1.1349 2.4842 1.8161 0.9950 2.5158 
𝜃 PIB f=0.5, 𝑎𝑛𝑔𝑎𝑒 ∙ (𝑤/𝜆) 0.1874 0.2327 0.1246 0.1654 0.2654 0.1249 
𝜃 PIB f=0.75, 𝑎𝑛𝑔𝑎𝑒 ∙ (𝑤/𝜆) 0.2650 0.3237 0.1838 0.2414 0.3917 0.1845 
𝜃 PIB f=0.865, 𝑎𝑛𝑔𝑎𝑒 ∙ (𝑤/𝜆) 0.3185 0.3838 0.2287 0.2963 0.7766 0.2300 
𝜃 PIB f=0.9, 𝑎𝑛𝑔𝑎𝑒 ∙ (𝑤/𝜆) 0.3415 0.4095 0.2495 0.3208 0.9063 0.2509 
𝜃 PIB f=0.95, 𝑎𝑛𝑔𝑎𝑒 ∙ (𝑤/𝜆) 0.3896 0.4638 0.2952 0.3720 1.7802 0.2974 
𝜃 PIB f=0.975, 𝑎𝑛𝑔𝑎𝑒 ∙ (𝑤/𝜆) 0.4323 0.5203 0.3391 0.4175 2.9031 0.3423 
𝜃 PIB f=0.99, 𝑎𝑛𝑔𝑎𝑒 ∙ (𝑤/𝜆) 0.4830 0.8080 0.3954 0.4705 5.1887 0.4004 
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auss, 
𝐸 (𝑟 )=exp [− (𝑟
𝑤 ⁄)
2] 
Super G
auss, 
𝐸 (𝑟 )=exp [− (𝑟
𝑤 ⁄)
4] 
2D
 sech 
𝐶
0
0 (𝑟
𝑤 ⁄=
𝑢) 
Fiber m
ode 
LP
01 (𝑟 ),𝑉=2.4 
Round 
Top H
at of radius 𝑤
 
Factorized 1D
 hyperbolic secant 
𝜋
0 (𝑥
𝑤 ⁄=
𝑢 ) 
𝑐 PIS f=0.5, [width/𝑤] 0.3372 0.3357 0.4488 0.3684 0.4040 0.4383 
𝑐 PIS f=0.75, [width/𝑤] 0.5752 0.5423 0.7864 0.6220 0.6347 0.7763 
𝑐 PIS f=0.865, [width/𝑤] 0.7467 0.6727 1.0498 0.8031 0.7607 1.0465 
𝑐 PIS f=0.9, [width/𝑤] 0.8224 0.7257 1.1724 0.8845 0.8054 1.1747 
𝑐 PIS f=0.95, [width/𝑤] 0.9800 0.8283 1.4425 1.0652 0.8783 1.4615 
𝑐 PIS f=0.975, [width/𝑤] 1.1207 0.9121 1.7024 1.2463 0.9237 1.7431 
𝑐 PIS f=0.99, [width/𝑤] 1.2880 1.0037 2.0371 1.4860 0.9587 2.1117 
𝜃𝑠 PIS f=0.5, 𝑎𝑛𝑔𝑎𝑒 ∙ (𝑤/𝜆) 0.1073 0.1335 0.0714 0.0946 0.1590 0.0697 
𝜃𝑠 PIS f=0.75, 𝑎𝑛𝑔𝑎𝑒 ∙ (𝑤/𝜆) 0.1831 0.2257 0.1252 0.1647 0.2838 0.1235 
𝜃𝑠 PIS f=0.865, 𝑎𝑛𝑔𝑎𝑒 ∙ (𝑤/𝜆) 0.2377 0.2907 0.1671 0.2179 0.4194 0.1665 
𝜃𝑠 PIS f=0.9, 𝑎𝑛𝑔𝑎𝑒 ∙ (𝑤/𝜆) 0.2618 0.3190 0.1866 0.2420 0.6093 0.1869 
𝜃𝑠 PIS f=0.95, 𝑎𝑛𝑔𝑎𝑒 ∙ (𝑤/𝜆) 0.3119 0.3782 0.2296 0.2935 1.1172 0.2326 
𝜃𝑠 PIS f=0.975, 𝑎𝑛𝑔𝑎𝑒 ∙ (𝑤/𝜆) 0.3567 0.4343 0.2709 0.3403 1.9249 0.2774 
𝜃𝑠 PIS f=0.99, 𝑎𝑛𝑔𝑎𝑒 ∙ (𝑤/𝜆) 0.4100 0.5308 0.3242 0.3966 3.7706 0.3361 
〈𝑥2〉
1
2, meter/𝑤 0.5 0.4465 0.7193 0.5509 0.5 0.7236 
〈|𝑥|〉, meter/𝑤 0.3989 0.3701 0.5564 0.4363 0.4244 0.5530 
�〈�|𝑥|〉�2, meter/𝑤 0.3380 0.3205 0.4641 0.3693 0.3723 0.4586 
〈𝜃𝑥
2〉
1
2, 𝑎𝑛𝑔𝑎𝑒 ∙ (𝑤/𝜆) 0.1591 0.2011 0.1145 0.1474 0.7182 0.1152 
〈|𝜃𝑥|〉, 𝑎𝑛𝑔𝑎𝑒 ∙ (𝑤/𝜆) 0.1270 0.1581 0.0885 0.1154 0.3148 0.0880 
�〈�|𝜃𝑥|〉�2, 𝑎𝑛𝑔𝑎𝑒 ∙ (𝑤/𝜆) 0.1076 0.1336 0.0739 0.0968 0.2093 0.0730 
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Round top Hat beam #5 has well-known angular distribution of amplitude and intensity: 
�𝐺�𝜃𝑥,𝜃𝑦��2 = const �𝐽1(𝑣)𝑣 �2 , 𝑣 = 2𝜋𝜋𝜆 ∙ �𝜃𝑥2 + 𝜃𝑦2 (4. 46) 
so that 1-st zero of intensity of so-called “Airy disk” corresponds to �𝜃𝑥2 + 𝜃𝑦2�0.5 = 1.22𝜆 2𝑤⁄ . 
Power-in-the-bucket fraction for the intensities profile Eq. (4.46) is given by: 
𝑓(𝜃) = 1 − �𝐽0 �2𝜋𝜋𝜃𝜆 ��2 − �𝐽1 �2𝜋𝜋𝜃𝜆 �� . (4. 47) 
Here and in Eq. (4.46) 𝐽0 and 𝐽1 are Bessel functions. Fraction of power in the bucket of 
the radius 𝜃Airy = 1.22 𝜆 (2𝑤)⁄  is 𝑓(PIB 𝜃 = 1.22 𝜆 (2𝑤)⁄ ); numerically it is equal to  
𝑓 = 1 − �𝐽0(3.8317)�2 = 0.8378. Intensity wings of this angular distribution yield 
logarithmically divergent 〈𝜃𝑥2〉. Finite value of the 〈𝜃𝑥2〉 for that table is calculated by truncation 
of integral for 〈𝜃𝑥2〉 at value 𝜃max = 10 𝜆 𝑤⁄ . 
Table 4 contains the values of Beam Propagation Products (BPP) for those 6 beams: 
∆𝜃 ∙ ∆𝑥 𝜆⁄  or 𝛿𝜃 ∙ 𝑟 𝜆⁄ . In these BPP we assumed one and the same criterion (out of 21) for 
coordinate size (∆𝑥 or 𝑟) and for angular size (∆𝜃𝑥 or 𝜃). In principle one can compile 
21x21x6=2646 products, if different criteria are used for near field and for far field; Table 3 
contains all the necessary data. Table 5 follows the ideology from the work by Lantigua et al.  
[51-Lantigua 2015]: to divide BPP of measured beam by BPP of Gaussian beam, taken by the 
same criteria. In Lantigua et. al. authors used experimentally measured coordinate and angular 
width taken by particular criterion PIS 𝑓 = 0.85 (which is very close to our 0.865 = 1 − 𝑒−2). 
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Table 4. Beam propagation products for various near-field profiles 𝐸(𝑥,𝑦); see text. 
𝑟 ∙ 𝜃 𝜆⁄ , 
𝑐 ∙ 𝜃𝑥 𝜆⁄ , 
𝑀 
Gauss, 
𝐸 (𝑟 )=exp [− (𝑟
𝑤 ⁄)
2] 
Super Gauss,  
𝐸 (𝑟 )=exp [− (𝑟
𝑤 ⁄)
4] 
2D sech 
𝐶
00 (𝑟) 
Fiber m
ode 
LP
0
1 (𝑟 ),𝑉=2.4 
Round Top H
at 
Factorized 1D  
hyperbolic secant 
HWHIM 0.1103 0.1878 0.0764 0.1021 0.2572 0.0787 
HW𝑒−1IM 0.1591 0.2450 0.1143 0.1469 0.3048 0.1193 
HW𝑒−2IM 0.3183 0.3993 0.2561 0.2915 0.4112 0.2783 
HW10−2IM 0.7329 0.6774 0.7672 0.7645 0.5443 0.9078 
PIB 𝑓 = 0.5 0.1103 0.1351 0.0976 0.1058 0.1877 0.0980 
PIB 𝑓 = 0.75 0.2206 0.2455 0.2123 0.2147 0.3392 0.2138 
PIB 𝑓 = 0.865 0.3183 0.3316 0.3286 0.3170 0.7221 0.3323 
PIB 𝑓 = 0.9 0.3665 0.3714 0.3911 0.3713 0.8598 0.3955 
PIB 𝑓 = 0.95 0.4768 0.4591 0.5475 0.505 1.7352 0.5557 
PIB 𝑓 = 0.975 0.5871 0.5508 0.7223 0.6496 2.8666 0.7363 
PIB 𝑓 = 0.99 0.7329 0.9169 0.9822 0.8544 5.1627 1.0073 
PIS 𝑓 = 0.5 0.0362 0.0448 0.0320 0.0348 0.0642 0.0306 
PIS 𝑓 = 0.75 0.1053 0.1224 0.0985 0.1025 0.1801 0.0959 
PIS 𝑓 = 0.865 0.1775 0.1955 0.1754 0.1750 0.3191 0.1743 
PIS 𝑓 = 0.9 0.2153 0.2315 0.2188 0.2141 0.4907 0.2196 
PIS 𝑓 = 0.95 0.3057 0.3133 0.3312 0.3126 0.9812 0.3400 
PIS 𝑓 = 0.975 0.3998 0.3962 0.4613 0.4241 1.7781 0.4836 
PIS 𝑓 = 0.99 0.5280 0.5327 0.6605 0.5893 3.6150 0.7097 
𝑀𝑥
2 = = (4𝜋 𝜆⁄ ) ∙  �〈𝑥2〉〈𝜃𝑥2〉 1 2 √𝜋⁄ = =1.1281 1.0349 1.0182 4.5771 (∞) 1.0472 
𝑀1 = = (4𝜋 𝜆⁄ ) ∙ 〈|𝑥|〉〈|𝜃𝑥|〉 0.6366 0.7349 0.6192 0.6326 1.6784 0.6117 
𝑀0.5 = = (4𝜋 𝜆⁄ ) 〈�|𝑥|〉2 〈�|𝜃𝑥|〉2 0.4569 0.5381 0.4308 0.4493 0.9787 0.4206 
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Table 5. The ratios of beam propagation products for the beams under study to those of Gaussian 
beam, see text. Highlighted in green are the particular cells where the ratios are smaller than 1. 
𝑟 ∙ 𝜃 𝜆⁄ , 
𝑐 ∙ 𝜃𝑥 𝜆⁄ , 
𝑀 
 
Gauss, 
𝐸 (𝑟 )=exp [− (𝑟
𝑤 ⁄)
2] 
Super Gauss, 
𝐸 (𝑟 )=exp [− (𝑟
𝑤 ⁄)
4] 
2D sech 
𝐶
0
0 (𝑟) 
Fiber m
ode 
LP
0
1 (𝑟 ),𝑉=2.4 
RoundTop H
at 
Factorized 1D  
hyperbolic secant 
HWHIM 1 1.7026 0.6927 0.9257 2.3318 0.7135 
HW𝑒−1IM 1 1.5399 0.7184 0.9233 1.9158 0.7497 
HW𝑒−2IM 1 1.2545 0.8046 0.9158 1.2919 0.8744 
HW10−2IM 1 0.9243 1.0468 1.0431 0.7427 1.2392 
PIB 𝑓 = 0.5 1 1.2248 0.8849 0.9592 1.7017 0.8887 
PIB 𝑓 = 0.75 1 1.1129 0.9624 0.9733 1.5376 0.9693 
PIB 𝑓 = 0.865 1 1.0418 1.0324 0.9959 2.2686 1.0440 
PIB 𝑓 = 0.9 1 1.0134 1.0671 1.0131 2.346 1.0793 
PIB 𝑓 = 0.95 1 0.9629 1.1483 1.0591 3.6393 1.1655 
PIB 𝑓 = 0.975 1 0.9382 1.2303 1.1065 4.8826 1.2541 
PIB 𝑓 = 0.99 1 1.2511 1.3402 1.1658 7.0442 1.3744 
PIS 𝑓 = 0.5 1 1.2376 0.884 0.9613 1.7735 0.8445 
PIS 𝑓 = 0.75 1 1.1624 0.9354 0.9734 1.7104 0.9108 
PIS 𝑓 = 0.865 1 1.1014 0.9882 0.9859 1.7977 0.9820 
PIS 𝑓 = 0.9 1 1.0752 1.0163 0.9944 2.2791 1.0200 
PIS 𝑓 = 0.95 1 1.0249 1.0834 1.0226 3.2097 1.1121 
PIS 𝑓 = 0.975 1 0.991 1.1538 1.0608 4.4475 1.2095 
PIS 𝑓 = 0.99 1 1.0089 1.2509 1.1161 6.8466 1.3440 
𝑀𝑥
2 = (4𝜋 𝜆⁄ ) ∙  �〈𝑥2〉〈𝜃𝑥2〉 1 1.1281 1.0349 1.0182 4.5771 (∞) 1.0472 
𝑀1 = (4𝜋 𝜆⁄ ) ∙ 〈|𝑥|〉〈|𝜃𝑥|〉 1 1.1544 0.9727 0.9937 2.6365 0.9609 
𝑀0.5= (4𝜋 𝜆⁄ ) 〈�|𝑥|〉2 〈�|𝜃𝑥|〉2 1 1.1777 0.9429 0.9834 2.142 0.9205 
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In the Table 5 we have highlighted in green the particular cells of that table where the 
ratios of beam propagation products for the beams under study to those of Gaussian beam are 
smaller than 1. We see that completely symmetric self-Fourier-Transformed beam 𝐶00(𝜌) based 
on hyperbolic secant functions (Eq. (4.40)) yields certain advantage over the Gaussian beam, 
albeit for a limited number of criteria. Actually, that advantage is rather modest, about 4% to 
30%, depending on particular criterion. 
The results depicted in the Table 5 disprove a deeply entrenched myth that Gaussian field 
profile has the best BPP. This myth is definitely valid for r.m.s. criterion (i.e. 𝑀𝑥2 criterion), but 
not necessarily for other criteria. Particular boxes where other beams show BPP smaller than 
Gaussian are highlighted. However that “advantage” of other beams is not very strong. 
Observing the data from Tables 3, 4 and 5, we see that 6 beams of essentially diffraction 
quality all have BPP about 1. Therefore particular choice of criteria should depend on the task 
for which the beam is intended in a particular application. Experimental work [51-Lantigua 
2015] by Lantigua et. al. used (PIS 𝑓 = 0.85) criteria both for near field and for far field zones. 
Power-In-the-Slit is easier to measure in experiment than PIB, Power In the circular Bucket. On 
the other hand, PIB may be more important in a number of applications of laser beams. 
4.4 Conclusion to Chapter 4 
We discussed 21 different criteria of width of the laser beam. Those criteria are 
applicable both for near-field waist, where the width ∆𝑥 or 𝑟 has dimensions [meters], and for far 
field zone, where width ∆𝜃𝑥 or 𝜃 has dimensions of [radians]. Since field amplitude in the far-
field zone is a Fourier Transform (FT) (4.2) or (4.3) of the profile of the field in the waist, we 
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provide the necessary information about properties of FT in Physical approach (PFT), Eq. (4.4), 
in Mathematical one (MFT), Eq. (4.7) and computationally convenient Discrete Fourier 
Transform (DFT), Eq. (4.25). We established simple quantitative relationships between PFT, 
MFT and DFT. 
That information has allowed us to find axially-symmetric eigenfunction of MFT Eq. 
(4.40). Using Fourier Transformation, we were able to find the values of ∆𝑥 and ∆𝜃𝑥 (or 𝑟 and 𝜃) 
according to 21 criteria for slightly different beams of almost diffraction quality. We support the 
suggestion expressed in Lantigua et al. [51-Lantigua 2015] to numerically characterize Beam 
Propagation Product (BPP) ∆𝑥 ∙ ∆𝜃𝑥 𝜆⁄  measured in laboratory by dividing it by BPP for ideal 
beam (e.g. Gaussian) calculated according to exactly the same criteria. 
Results of our theoretical work show that taking some other diffraction-quality beam as 
etalon for comparison (instead of Gaussian) does not introduce much of a change. 
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CHAPTER 5: EFFECTS OF FORCED AIRFLOW COOLING ON LASER 
BEAM HEATING OF VOLUME BRAGG GRATINGS 
5.1 Introduction to Chapter 5 
This chapter is based on our publications [5-Kaim 2013] and [6-Anderson 2013].  
The volume Bragg grating (VBG) studied, is one of the constituting elements of the laser 
beam combining system proposed and experimentally realized in [55- Drachenberg 2011]. In the 
system a set of four gratings was used to combine five laser beams with total output intensity of 
750 W. Application of such high intensity beams include laser beam welding and cutting; and 
therefore there is a substantial engineering interest in increasing output power of such systems. 
Further demand for increased output power implies necessity for higher powers of each separate 
laser. This in turn creates higher heat deposition in working optical elements such as VBGs, and 
leads to thermal deformation of PTR glass plates. These changes of shape and/or thickness of 
grating may cause substantial deterioration of output beam quality and even change of spectral 
transmission range. In this work we consider one of the most inexpensive and efficient ways of 
reduction of these negative effects by means of cooling the system by forced airflow. This 
method was recently suggested by G. Venus and demonstrated in Anderson et. al. [6-Anderson 
2013]. Two situations are considered in the present work: one where VBG is cooled by 
unrestricted airflow, and one where VBG is cooled by an airflow directed by limiting glass 
plates. For each of five laser intensities we have modeled seven evenly incremented values of 
airflows. 
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5.2 Geometric Model of the Cooling Setup 
Our 3D model was a very close representation of both geometry and physical conditions 
of the experimental setup design of which is shown on Fig 51. There a metallic holder has a 
special grip to fit in and hold a grating, which is shaped as a rectangular parallelepiped. The 
grating is subjected to illumination by a Gaussian laser beam propagating perpendicular to the 
main plain of the grating and passing through the volume of glass without altering the mechanics 
of the setup. The metallic holder contains a system of airways through which an external airflow 
is supplied to the system to withdraw heat from the surfaces of the VBG. 
 
Figure 51. Scheme of the experimental setup. 
 
Part of the system beyond the end of the grating closest to the holder is not significant for 
the simulation results and effectively can be left out of the model to provide for simulations that 
are more efficient and consume less computational resources. Fig. 52 shows the actual COMSOL 
geometry used in out simulations. There the airways were essentially substituted with two 
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airflow inlets on the border adjacent to the grating, and the whole glass plate of grating together 
with metallic holder submerged into an air box. Table 6 contains main dimensions of the setup. 
The alternative case of the system limited by two glass plates has very similar geometry. 
The main difference was that two glass plates in shape of rectangular parallelepipeds are now 
being “glued” to the top and bottom sides of the metallic holder. The system is still submerged 
into an air box but the top and bottom borders of this box are now adjacent to borders of the 
limiting glass plates (Fig. 53). Geometrical dimensions of the limiting glass plates and the air 
box for this alternate case are shown in Table 7. 
Table 6. Main dimensions of system with unrestricted VBG 
Grating 2.74∙10-3 x 2.2∙10-2 x 2.2∙10-2 m 
Metallic Holder 2.275∙10-3 x 3.5∙10-3 x 2.2∙10-2 m 
Air Inlet (x2) 1.135∙10-3 x 1.2∙10-2 m 
Air Box 1.507∙10-2 x 2.748∙10-2 x 3.304∙10-2 m 
 
Table 7. Dimensions of limiting glass plates and the corresponding air box. 
Limiting Glass Plates 1.85∙10-3 x 2.2∙10-2 x 2.2∙10-2 m 
Air Box 2.2∙10-2 x3.304∙10-2 x 1.098∙10-2 m 
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Figure 52. Geometry of VBG used for COMSOL simulations. The arrow points in the general 
direction of airflow. 
 
 
Figure 53. Geometry of VBG limited by glass plates used for COMSOL simulations. The arrow 
points in the general direction of airflow. 
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5.3 Thermal Model 
PTR glass is a novel material not widely known outside of specialized research groups 
and companies working with it. Therefore, to augment our model with corresponding material 
characteristics we used both COMSOL materials library and created our own material to use 
parameters specific for PTR glass only. Air was chosen for the volume of air box, metallic holder 
was made out of copper, and the VBG was chosen to be made of our newly created material with 
parameters outlined in Table 8. 
Table 8. Material characteristics of Photo-Thermo-Refractive glass. 
Coefficient of Thermal Expansion 9.5∙10-6 1/K 
Heat Capacity at Constant Pressure 840 J/(kg*K) 
Density 2500 kg/(m3) 
Thermal Conductivity 1.05 W/(m*K) 
Young’s Modulus 6.4∙1010 Pa 
Poisson Ratio 0.2 dimensionless 
Refractive Index 1.4891 dimensionless 
 
To study different heat transfer mechanisms, the “Thermal Stress” interface from module 
“Structural Mechanics” was chosen. In this interface 10 models were chosen to describe initial 
conditions and evolution of the system. “Thermal Linear Elastic” model was chosen for domains 
containing VBG and copper holder. Boundary conditions were chosen by the “Free” model for 
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all boundaries except the boundaries of the copper holder adjacent to the air box. For those 
adjacent boundaries a “Fixed Constraint” model was chosen to effectively reproduce rigid 
connection of the holder to its extension which exists in experimental setup but which is left out 
of the current modeling situation. Heating of the VBG by the laser beam was taken into account 
by introducing model “Heat Source” for domains of VBG and of copper holder. The model 
“Heat Transfer of Fluids” was responsible for transfer of heat from surfaces of the VBG and the 
holder. The border of the air box furthest away from the inlet of airflow is assumed to take in all 
the excessive heated air coming in into the system during forced air cooling. Thus a model 
“Outflow” is applied to that border. To imitate the absorption of any extra heat in the system far 
away from the borders of the heated surfaces we set boundaries of our air box to a constant 
ambient temperature by applying a model “Temperature”. 
An identical set of conditions was applied for the alternate case of airflow being directed 
by a couple of limiting glass plates and domains containing glass plates were effectively treated 
the same way as the domain containing the VBG. Plates had a condition of rigid connection on 
the borders adjacent to the copper holder. The only parametric difference (due to experimental 
properties of material of glass plates) is that absorption coefficient of glass plate was 140 times 
smaller than that of the VBG. 
Heating of the grating was simulated to have 2D Gaussian distribution with the center of 
the beam matching the geometrical center of the grating. The complete expression used had a 
form 
𝑄in(𝑥,𝑦, 𝑧) = 𝑃0 ∙ 𝑖 ∙ 12𝜋∙𝜎𝑥∙𝜎𝑦 ∙ exp �− (𝑥−𝑥0)22∙𝜎𝑥2 − (𝑦−𝑦0)22∙𝜎𝑦2 � ∙ exp(−𝑖 ∙ |𝑧|), (5. 1) 
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where 𝑃0 is total power of laser; 𝑖 is absorption coefficient of PTR glass; 𝜎𝑥 and 𝜎𝑦 are standard 
deviations of the beam controlling its width in in 𝑥 and 𝑦 directions, correspondingly; 𝑥0 and 𝑦0 
are coordinates of the center of the beam. Width of the beam 𝑤(FW𝑒−2IM) = 6 ∙ 10−3 m, and is 
related to standard deviation as 𝑤(FW𝑒−2IM) = 2𝜎𝑥 = 2𝜎𝑦. The parameter 𝑃0 can be set up to 
the appropriate value of total power to model lasers with corresponding power values. The 
parameter 𝑖 is a constant value for PTR glass and was taken to be 2.3∙10-2 m-1. Normalization of 
Gaussian is provided by the coefficient in front of the exponent. The first exponent itself defines 
the shape of the Gaussian beam and the second one is responsible for decrease of heat deposition 
in glass as beam propagates deeper through volume of glass. 
To implement this distribution in our simulations a model “Analytic” was created within 
interface “Global Definitions”. That model contained the first exponent of the Gaussian and was 
effectively setting up its shape. To add normalization condition and specific parameters of the 
beam a separate variable was created in the “Definitions” of interface “Model”. This variable had 
all the constants defined in (5.1) along with reference to the newly created analytic function. 
5.4 Fluid Dynamics Model 
Simulation of the cooling airflow and accounting for heat carried away by this flow from 
the surfaces of the system was possible due to use of the interface “Turbulent Flow, k-ε” from 
module “Fluid Flow”. Models “Fluid Properties” and “Initial Values” are the default models 
included; they specified properties of air and initial velocities, correspondingly. Air pressure was 
taken to be normal atmospheric pressure and the initial temperature was set to 20°C. The default 
model “Wall” applied to all surfaces of the grating and metallic holder submerged into the air 
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box. An air influx and control of its initial velocity is performed within a model “Inlet”. This 
model was applied to the surface area in the place where air shafts meet the border of the air box. 
Influx velocity vector was set in perpendicular to the plane of the inlets, which in turn, is parallel 
to the main plain of the VBG. The excess of air created by this additional influx is taken away 
from the simulated system by application of a model “Outlet” to the border located farthest away 
from the VBG. A “Symmetry” model is implemented to all the remaining borders of the air box. 
Yet again, for the case of the VBG limited by glass plates, the domains of these plates 
were subjected to the same conditions as the domain containing the VBG. 
One of the most important decisions defining precision and time of computations in these 
simulations was choice of the meshing. Study of effects of forced air cooling requires attention to 
the phenomena of heat exchange between solid surfaces of the system and air flux along those 
surfaces. Thus for better understanding of those phenomena and to provide for more precise 
simulations we applied an option “Boundary layers” to all boundaries in the domain of the air 
box. Number of boundary layers was taken to be 25 with stretching factor of 1.2. Setting 
thickness of first layer manually allows for better control of calculation precision. It was set to 
the absolute value of 0.7 ∙ 10−4 m, and its relative value compared to the length of the VBG was 
0.025. In all other domains of the system we applied the option “Free Tetrahedral” with 
maximum element size set up manually to 0.9 ∙ 10−3 m. 
Calculation times were ranging from 3.5 hours for small influx velocities (IBM PC 
computer with Intel Core 2 Quad processor, 2.66 GHz, 8GB memory) and over 4 hours as 
velocities were approaching closer to their maximum values. 
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5.5 Comparison of Simulation and Experimental Results 
For the purposes of this research, the most important goals were obtaining simulated 
temperature distributions in the volume of glass, obtaining deformations of the VBG caused by 
thermal effects, comparison of simulated results to experimental ones, and comparison of 
simulated results between the cases of unlimited VBG and VBG limited by glass plates. 
For a case of unlimited VBG we modeled four laser beam powers with each of them 
corresponding to experimental ones. Namely, power values of 4.5kW, 6.7kW, 8.9kW and 11kW 
were modeled. In case of VBG restricted by glass plates the power values of 4.5kW, 6.1kW, 
6.7kW, 8.9kW and 11kW were chosen. For each of the laser beam power we conducted 
simulations with the following cooling airflows (in m/s) 0.0, 17.3, 34.6, 51.9, 69.1, 86.4, 103.7, 
121. An example of distribution of surface temperature increases and corresponding thermal 
deformations of VBG for laser power of 11kW and airflow of 86.4 m/s is shown on Fig. 54  for 
unrestricted VBG, and on Fig. 55 for restricted VBG. 
For illustration purposes, deformation amplitudes are increased by approximately 2000 
times. By choosing option “Cut Line 3D” in the interface “Data Sets” we created four line probes 
in the tested VBG. Two probes were put on the surface of the grating. Both of them go through 
the center of the grating but one is parallel to the direction of airflow, and the other one is 
perpendicular to it. Other two probes were running though the volume of the VBG, midway 
between the surfaces. Similarly, both probes were going through geometrical center of the 
grating: one probe in parallel to direction of an airflow, and the other one in perpendicular to it. 
Graphs of temperatures along these line probes for the above example of unrestricted VBG of 
11kW and airflow of 86.4 m/s are shown on Fig. 56 and 57. 
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Figure 54. Increase of temperatures (as compared to the ambient one) for  
the unrestricted VBG. Laser power and airflow velocity were 11kW and 86.4 m/s. 
 
Figure 55. Increase of temperatures (as compared to the ambient one) for  
the restricted VBG. Laser power and airflow velocity were 11kW and 86.4 m/s. 
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Figure 56. Surface temperature increase (compared to the ambient temperature) for unrestricted 
grating. Blue line corresponds to probes parallel to direction of airflow, green lines correspond to 
perpendicular direction. Laser power and airflow velocity were 11kW and 86.4 m/s, respectively. 
 
Figure 57. Temperature increase inside of the grating. Blue line correspond to probes parallel to 
direction of airflow, green lines correspond to perpendicular direction. Laser power and airflow 
velocity were 11kW and 86.4 m/s, respectively. 
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The experiment conducted for the same systems allowed only a limited number of 
characteristics to be measured. Among those relevant to our simulations were peak temperatures 
inside of VBG for different airflows. Fig. 58 and 59 show comparison of peak temperature 
increases as compared to ambient temperature measured along the probes inside VBG and those 
measured experimentally for a case of grating not restricted by glass plates. For a case of limited 
VBG there was conducted experiment only for one laser power of 6.1kW. Comparison of its 
results with our simulation is shown on Fig. 60. 
 
 
Figure 58. Peak temperature increase compared to the ambient temperature of the system for 
unrestricted VBG. Solid and dashed lines are for simulated and experimental data, respectively. 
Blue curves correspond to laser power of 4.5kW and red curve to laser power of 8.9kW 
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Figure 59. Peak temperature increase compared to the ambient temperature of the system for 
unrestricted VBG. Solid and dashed lines are for simulated and experimental data, respectively. 
Blue curves correspond to laser power of 6.7kW and red curves to laser power of 11kW. 
 
Overall discrepancy between simulated and experimental data temperatures was around 
15%, with the maximum reaching 27% for some combinations of laser power and rate of airflow. 
Fig. 61 shows comparison of two experimental data sets for unrestricted and restricted VBGs for 
a case of laser powers of 6.7kW and 6.1kW. It is apparent from the graph that all the 
temperatures for a VBG limited by a pair of glass plates are clearly lower than those of an 
unrestricted VBG at the same rates of airflows. 
 
118 
 
Figure 60. Peak temperature increase compared to the ambient temperature of the system for 
restricted VBG at laser power of 6.1kW. Solid and dashed lines are for simulated and 
experimental data, respectively. 
 
Unfortunately, due to experimental limitations there is no data about peak temperatures 
of limited VBG for any other powers of laser beams. But as we saw above COMSOL simulation 
data describe experimental temperatures of both systems with sufficient precision. There 
comparison of the curves obtained by simulations for cases of both unrestricted and restricted 
VBGs must be a good predictor of an experimental situation. Indeed, overlaying curves 
corresponding to the same laser powers for both cases shows a slight trend of the cooling process 
to be more efficient in case of a VBG limited by glass plates (Fig. 62). It is more obvious for 
small initial velocities of cooling airflow and this discrepancy rather quickly diminishes as rate 
of airflow increases. 
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Figure 61. Experimental data on peak temperature increase (compared to the ambient 
temperature). Dots correspond to the system for unrestricted VBG at laser power of 6.7kW while 
squares correspond to the VBG limited by glass plates at laser power of 6.1kW. 
 
Figure 62. Experimental data on peak temperature increase (compared to the ambient 
temperature) for laser power of 11kW. Yellow curve corresponds to unrestricted VBG and green 
curve to a VBG limited by glass plates. 
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5.6 Conclusion to Chapter 5 
We discussed the problem of excessive heat deposition inside of the volume Bragg 
grating as a result of illumination by kilowatt laser beams. Two variants of the cooling setup are 
investigated with the help of thermal and fluid dynamics modules in the software package 
COMSOL. Obtained results provide valuable information about the temperature distributions 
and mechanical deformations both along the surfaces and in the volume of the PTR glass. The 
obtained numerical results allow to make conclusions about efficiency of the proposed 
inexpensive methods of forced air cooling of VBGs. Comparison of the computational data with 
the experimental results proves correctness of the modelling, which is a valuable tool in 
predicting the results of such type of problems. As expected, the cooling in the setup with a pair 
of limiting glass plates is more efficient than cooling under the same conditions in the system 
without plates. 
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