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Density correlations and transport in models of
many-body localization
P. Prelovšek1,2, M. Mierzejewski3, O. Barišic´4, and J. Herbrych5,6
We present a review of recent theoretical results con-
cerning the many-body localization (MBL) phenomenon,
with the emphasis on dynamical density correlations
and transport quantities. They are shown to be closely
related, providing a comprehensive description of the
ergodic-to-nonergodic transition, consistent with exper-
imental findings. While the focus is set mostly on the
one-dimensional model of interacting spinless fermions,
we also present evidence for the absence of full MBL
in the one-dimensional Hubbard model and for the
density-wave decay induced by the inter-chain coupling.
1 Introduction
The idea of many-body localization (MBL) emerged as
the extension of the concept of Anderson single-particle
localization [1–3] to interacting many-body (MB) systems
[4, 5], in particular to systems of interacting fermions. The
MBL physics, its manifestations and open problems re-
lated to this novel concept, attracted high attention of
theoreticians as well as experimentalists. We give here
a short list of some basic hallmarks of the MBL phase
in contrast to the ’normal’ ergodic phase, ordered more
from the perspective of historical appearance and being
mostly the result of numerical investigations of concrete
models of MBL: a) the Poisson MB level statistics, in con-
trast to the Wigner-Dyson one in generic ’normal’ MB
systems [6–10], b) the logarithmic growth of the entangle-
ment entropy [11–13], as opposed to a linear increase in
’normal’ ergodic systems and the saturation in noninter-
acting (NI) Anderson-localized systems, c) the vanishing
of d.c. transport at finite temperatures T > 0 [14–19], d)
the nonergodic time evolution of (all) correlation func-
tions, with a related absence of thermalization of initially
quenched states [20–24], and e) the existence of a full set
of local integrals of motion [25–27]. We concentrate in this
topical review primarily on the aspect of time-dependent
density correlations, which are a particular example of er-
godic/nonergodic behaviour of correlation functions, as
well as on the dynamical and d.c. transport in prototype
models of MBL systems.
Our focus on density correlations and d.c. transport
is closely related to experimental efforts to find the MBL
physics in cold atoms on optical lattices [28–31]. In one-
dimensional (1D) fermionic chains, which simulate the
fermionic Hubbard model with potential disorder (in ex-
periment the potential is actually quasiperiodic), the main
criterion for the onset of the MBL is the absence of full
decay of initial out-of-equilibrium density distribution
to the thermal state, i.e., the nonergodic time-evolution
of the density imbalance I (t) [28, 30, 32]. In this context,
I (t →∞) = I∞ can be used as an indicator of the non-
ergodic (MBL) phase, where I∞ > 0. On ther other hand,
vanishing I∞ = 0 can be the signature of the ’normal’ er-
godic phase, whereby one should be aware that the ergod-
icity condition is much more stringent, since it concerns
the thermalization of all observables and correlation func-
tions. The imbalance criterion is used in the experiment
of coupled identical 1D chains [30], where results show
that the interchain hopping induces (at least accelerates)
the decay of I (t ) along chains. I (t ) has been recently stud-
ied in a bosonic system with a full two-dimensional (2D)
disorder as well [31], again with the indication of a well de-
fined onset of I∞ > 0. On the other hand, in the disordered
three-dimensional (3D) optical lattice of cold fermions
the d.c. mobility, i.e., the d.c. velocity vdc of the gas under
the constant force (realized via a gradient of the magnetic
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field), has been measured [29] in order to locate the tran-
sition to the MBL phase with a vanishing d.c. transport.
So far most of theoretical considerations and numer-
ical calculations have been restricted to the ’standard’
model of MBL: the disordered 1D model of interacting
spinless fermions. Accordingly, we as well predominantly
discuss results within this model, as introduced together
with its (possibly) experimentally relevant relatives in
Sec. 2. In Sec. 3 we discuss results for the dynamical struc-
ture factor and density correlations, together with dynam-
ical and d.c. conductivities in Sec. 4. It has been only re-
cently realized that disordered 1D Hubbard model, which
is actually realized in cold-atom experiments, might be
qualitatively different. This point is discussed in Sec. 5,
as well as a particular generalization of coupled identical
Hubbard chains.
2 Disordered 1D model of interacting
spinless fermions
The ’standard’ model for the discussion of the MBL
physics is the 1D model of interacting spinless fermions
with random (Anderson-type) disorder in local potentials,
H =−t0
∑
i
(
c†i+1ci + c†i ci+1
)
+V∑
i
ni+1ni +
∑
i
²i ni , (1)
where one assumes quenched disorder with the uniform
distribution −W < ²i <W , and W is the measure of the
disorder strength. We use t0 = 1 as the unit of energy. We
note that in the pure limit W = 0 at zero–temperature
and half–filling (average particle density n¯ = 1/2), the in-
teraction (anisotropy) parameter ∆=V /(2t0) divides the
metallic ∆ < 1 and the insulating ∆ ≥ 1 regime, i.e., the
regimes of a weak/modest and a strong interaction.
Via the Jordan-Wigner transformation, the model (1)
may be mapped on the anisotropic S = 1/2 Heisenberg
model with random local (magnetic) fields ²i ,
H = J∑
i
[
1
2
(S+i+1S
−
i +S+i S−i+1)+∆Szi+1Szi
]
+∑
i
²i S
z
i , (2)
where Sz ,S+,S− are standard S = 1/2 operators and
J = 2t0. The spin-chain model (2) can easily be gen-
eralized by introducing random antiferromagnetic ex-
change interactions J → Ji > 0. The latter has a realiza-
tion in materials for which the low-energy physics is de-
scribed by local S = 1/2 spins and randomness emerges
from the chemical substitution of different elements, e.g.,
BaCu2(Si1−x Gex )x O7 [33–36], Cu(py)2(Cl1−x Brx )2 [37], and
(Sr1−x Cax )2CuO3 [38]. Such S = 1/2 systems due to spin-
rotation symmetry do not allow for random magnetic
fields as in Eq. (2). Still, they exhibit several singular dy-
namical and static properties [39, 40], although proba-
bly not yet of localized MBL nature. On the other hand,
it has been recently recognized that real materials de-
scribed by S = 1 Hamiltonian with single–ion anisotropy,
i.e., NiCl1−x Brx ·4SC(NH2)2 [41–43], in the presence of the
external magnetic can be mapped on a disordered Heisen-
berg chain with random magnetic field and can come
close to the MBL physics [44].
3 Density-wave correlations and
dynamical structure factor
In this Section we investigate the question whether ini-
tially perturbed density of particles does or does not ap-
proach the thermal equilibrium. This problem has been
studied from two perspectives. One can follow directly the
time evolution of a particular initial state (usually a sim-
ple ordered one) as performed in the experiments [28, 45]
or in numerical simulations [22]. Another one is to study
the decay within the linear response theory, i.e., the corre-
sponding equilibrium dynamical (auto)correlation of the
relevant operator. The latter represents the relaxation of
a weakly perturbed system, averaged over various initial
state. The relation between these two approaches will be
discussed at the end of the Subsection 3.1.
3.1 Density correlation functions
To elucidate the dynamics of out-of-equilibrium density
fluctuations, we study the 1D density wave (DW) operator
with a general wavevector q ,
nq = 1p
L
∑
i
eıqi ni , (3)
and the corresponding equilibrium dynamical suscepti-
bility,
χ(q,ω)= ı
∫ ∞
0
dt eıω
+t 〈[nq (t ),n−q ]〉 , (4)
where ω+ = ω+ ıδ, and δ > 0 is infinitesimal damping
(becoming relevant for a proper analysis of nonergodic
systems). 〈·〉 denotes the average over equilibrium states
for given T . Such averaging might be experimentally ir-
relevant when the system fails to thermally equilibrate
and the applicability of equilibrium statistical mechanics
looses its background. However, even in such situations,
one might still consider the energy density as the relevant
conserved quantity and attribute it to corresponding T
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which would give the same energy density in the thermal
equilibrium. Then, the thermal averaging in Eq. (4) rep-
resents a convenient averaging over representative initial
states of the system (all states in the T →∞ limit) . It also
allows for some formal steps for correlation functions in-
troduced furtheron. In this respect, the approach via the
correlation functions differs from the study of the dynam-
ics of quenched state, which probes just one particular
initial wavefunction.
In a system which might be nonergodic it is convenient
to define the related relaxation function,
Φ(q,ω)= χ(q,ω)−χ
0(q)
ω+
, (5)
where χ0(q) is the static thermodynamic response,
χ0(q)=
∫ β
0
dτ〈nq n−q (iτ)〉 , (6)
with β = 1/T and τ represents an imaginary time. An
ergodic system is characterized by the equality χ0(q) =
χq (ω→ 0). However, in a nonergodic system one generally
obtains χ0(q)>χq (ω→ 0), so that
ImΦ(q,ω)=piD(q)δ(ω)+φreg(q,ω) , (7)
where D(q) = χ0(q)−χ(q,ω→ 0) is the density stiffness
which can be used as an indicator for the onset of the
MBL phase. On the other hand, φreg(q,ω)= Imχ(q,ω)/ω
represents the remaining part, which is regular for most
systems but might still be singular in the MBL phase. The
static susceptibility can be easily evaluated in β→ 0 limit
via Eq. (6), i.e., χ0(q)=χ0 =βn¯(1− n¯) for general average
particle density n¯.
The formalism above is independent of T . Since the
MBL physics could persist even at high T provided that
the disorder W is strong enough, numerical investigations
are mostly restricted to the limit β = 1/T → 0. Here one
can use a simplified relation for the dynamical structure
factor S(q,ω),
S(q,ω)= ImΦ(q,ω)
piβ
= 1
pi
Re
∫ ∞
0
dt eıω
+t 〈nq (t )n−q〉 . (8)
While only the staggered wavevector q =pihas been tested
so far in cold-atom systems, investigations of the whole
range q = [0,pi] provides a more complete information.
Throughout this paper we use the terms ergodic and
nonergodic in accordance with the long–time properties
of the autocorrelation functions of local operators, as e.g.
in Eq. (8). Whenever 〈A(t)A〉t→∞ 6= 0 for some local ob-
servable A such that 〈A〉 = 〈AH〉 = 0 there exists local or
quasilocal conserved quantity (other than Hamiltonian)
which restricts the system dynamics. Since we study only
selected, experimentally most relevant local operators, we
may identify only nonergodic regime, i.e., we are able to
exclude ergodicity. The cases where all considered auto-
correlation functions vanish in the long-time regime are
possibly ergodic. However, we do not exclude the pres-
ence of a regime which is intermediate between the er-
godic and nonergodic ones [46].
When trying to make direct comparison with the mea-
sured imbalance I (t ) [28, 30, 32], it should be pointed out
that in experimental setup the evolution starts from the
uniquely chosen ordered DW state, while our approach
at β→ 0 introduces averaging over canonical (or micro-
canonical) ensemble of initial states. In order to explicitly
follow the experimental situation, it is enough to replace
the trace in Eq. (8) with a single state |ψ〉which should be
chosen as the eigenstate nq |ψ〉 = Aq |ψ〉. Then, the corre-
lation function in Eq. (8) becomes
〈nq (t )n−q〉→ A−q〈ψ(t )|nq |ψ(t )〉. (9)
While we have formally started from the linear response
theory which assumes a small perturbation, the corre-
lation function in Eq. (8) is not restricted by this condi-
tion anymore. The difference is that instead of choosing
a single state we get via a (micro)canonical average the
information for states in a certain energy window. In the
ergodic regime this averaging is plausibly justified by the
eigenstate thermalization hypothesis [47–49] and the typ-
icality concept [18, 50].
3.2 Numerical results
Numerical results for S(q,ω) [24] are obtained by the
evaluation of Eq. (8), using the microcanonical Lanczos
method (MCLM) [51, 52], on finite systems of length L
with periodic boundary conditions, and for β ¿ 1. In
order to reproduce the most challenging low–ω regime,
and in particular the possible nonergodic contribution,
S(q,ω∼ 0)= S0(q)δ(ω) where S0(q)=D(q)/β, the MCLM
requires large number of Lanczos steps NL . Namely, theω
resolution is given by δω=∆E/NL , where∆E is the many–
body eigenenergy span for a given finite-size system.
In Fig. 1 we present results for S(q,ω) for the isotropic
case ∆= 1 (obtained for L = 24 sites) averaged over Ns ∼
100 random configurations of the disorder ²i and NL =
104. We show S(q,ω) as a color plot in three characteristic
regimes of W . In the inset of Fig. 1, the corresponding
results for S(q =pi,ω) are shown as well:
a) In the pure case W = 0, the model is integrable and
S(q,ω) resembles the NI (V = 0) result [53] with a renor-
malized bandwidth ∆(q) = 4t0 sin(q/2). In particular, at
q > 0 there are no additional singularities at ω∼ 0.
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Figure 1 Dynamical structure factor S(q,ω) as calculated
within the whole Brillouin zone, q = [0,pi], for ∆= 1 on L = 24
sites, and various disorders W = 0,2,4. Results are obtained
with MCLM at T →∞. Dashed line: ∆(q)= 4sin(q/2). Inset:
corresponding S(q =pi,ω).
b) At finite but modest W = 2 we find S(q,ω) behaving
as expected in a generic nonintegrable system. Besides
the background similar to the W = 0 response, there is a
well resolved diffusion peak with a width δω∝Dq2 with
an apparently small diffusion constantD for W = 2. Still,
the maximum at ω= 0 persists also for q = pi, which is a
precursor of the MBL physics,
c) For larger W = 4 having already characteristics of the
nonergodic state, the main difference is that instead of
the diffusion pole we find for all q a singular contribu-
tion S(q,ω) = S0(q)δ(ω)+Sreg(q,ω) where S0(q) > 0 is a
(density) stiffness indicating the nonergodic phase.
While Fig. 1 gives a rough distinction of different
regimes, we provide a finer analysis as well. Following
experiments [28, 30, 32] we focus here on a particular
wavevector q = pi so that the dynamical structure factor
represents the staggered (imbalance) density correlations
C (ω) = S(q = pi,ω) at T → ∞. To study the decay, it is
particularly informative to present correlations as they
develop directly in time, C (t ) or in ’quasi-time’ C˜ (τ),
C (t )=
∫ ∞
−∞
dωe−ıωt C (ω) , C˜ (τ)=
∫ 1/τ
−1/τ
dωC (ω) . (10)
The advantage of C˜ (τ) over C (t ) is that the former one is a
−0.1
0
0.1
0.2
0.1 1 10 100
(a)
0
0.1
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0.1 1 10 100
(b)
W = 0, 2, 3, 4, 5, 6
0.1 1 10 100
C
(t
)
t
W = 0
W = 2
W = 3
W = 4
W = 5
W = 6
C˜
(τ
)
τ
C˜(τ)
C(t)
W = 4
Figure 2 (a) Time evolution of imbalance density correlations
C (t ) for different disorders W = 0−6, evaluated at ∆= 0.5. (b)
The same for C˜ (τ). The inset shows the comparison of both
functions at W = 4. Note the log scale in t and τ. Results are
obtained with MCLM on a system of L = 26 sites and T →∞.
steadily decreasing function in τ, following from positivity
C (ω)> 0. Both functions are equal at C (t = 0)= C˜ (τ→ 0),
as well as in the limit t = τ→∞. Moreover, for slowly
decaying correlation function C (t) ∝ t−a one finds the
same decay also for C˜ (τ), i.e., C˜ (τ) ∝ τ−a . In Fig. 2 we
present C (t) for ∆= 0.5 and for a wide range of disorder
W = [0,6], and compare it directly with the ’quasi-time’
evolution C˜ (τ). C (t ) displays universal (i.e., independent
of disorder W ) short-time variation , but is at interme-
diate times t < 10 dominated by oscillations which have
the origin in the noninteracting (NI) model. These oscilla-
tions represent disorder–averaged dynamics of particles
localized on two–site clusters. While the amplitude and
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the damping of the oscillations depend on model param-
eters, the frequency is determined only by the nearest-
neighbor hopping, ω∗ = 2t0, and is correlated with the
pronounced peak in optical conductivity σ(ω) (see Fig. 5
and discussion in Sec. 4.1). For more details see [54]. On
the other hand, within C˜ (τ) such ocillations are filtered
out for τ > 1 so the universal decay is better visible, as
well as the final decay either to zero for W < W ∗ or to
C˜ (τ→∞) = C0 > 0 for W >W ∗. Fig. 3 shows C0 vs. 1/L
as well as disorder–dependence of linearly extrapolated
quantity C∗0 = C0(1/L → 0) (where C0 are obtained via
exact diagonalization at given L).
0
0.05
0.1
1
∞
1
16
1
14
1
12
1
10
(a) C0
2 4 6 8
(b) C∗0
1/L
W = 2
W = 3
W = 4
W = 5
W = 6
W
Figure 3 (a) Scaling of density stiffness C0 vs. 1/L, as ob-
tained for ∆ = 0.5 via full exact diagonalization (T →∞) for
different system sizes L. (b) 1/L → 0 scaled stiffness C∗0 vs.
disorder strength W .
In the nonergodic regime at W ≥ W ∗ ∼ 4 the decay
is very slow, being of the power-law type C˜ (τ) = C0 +
b(τ/τ∗)−γ. I In the limiting case γ→ 0 this represents a
logarithmic variation, C˜ (τ)∼ log(τ/τ∗). It is therefore in-
formative to analyse MCLM rersults, shown e.g. in Fig. 2,
using the relation C (ω) =C0δ(ω)+Creg(ω), with the reg-
ular part Creg(ω) presented in Fig. 4a . For W ≥W ∗ our
results are consistent with C0 > 0 and a singular power-
law variation Creg(ω)∝|ω|−ζ, with 0< ζ≤ 1. On the other
hand, in the ergodic phase, e.g. for W = 2, correspond-
ing C0 = 0 and C (ω→ 0) saturates, indicating a ’normal’
exponential decay. Still, we do not exclude more deli-
cate finite-size dependence of the latter behaviour which
would be possibly consistent with a subdiffusive dynam-
ics [16, 22, 24, 32, 55–57]
3.3 Memory-function representation
Since S(q,ω) is a singular function of ω at q → 0, and for
all q within the MBL phase, it is convenient to employ the
10−3
10−2
10−1
100 ∝ ω−0.99
∝ ω−0.82
(a)
10−5
10−4
10−3
10−2
10−1
100
10−3 10−2 10−1 100 101
(b)
∝ ω1.18
∝ ω1.01
C
re
g
(ω
)
W = 2
W = 4
W = 6
Γ
(ω
)
ω
Figure 4 Regular part of (a) density correlations Creg(ω) and
(b) DW decay rate Γ(ω) vs. ω for ∆= 0.5 and different disorder
W (note the log scale), as extracted from MCLM data on L =
26 sites. Fits to the power law (solid lines) are presented for
disorder W ≥W ∗ ∼ 4.
memory-function representation. WithΦ(q,ω) being an
analytical function for Imω > 0 [58], one can introduce
complex memory function M(q,ω),
Φ(q,ω)= −χ
0(q)
ω+M(q,ω) , M(q,ω)= ı
g 2q
χ0(q)
σ˜(q,ω) , (11)
related to effective dynamical conductivity σ˜(q,ω) via the
continuity equation [H ,nq ]= gq jq , where gq = 2sin(q/2)
and jq is the current operator for given q . It should be
noted that σ˜(q,ω) has a straightforward relation to the
current correlation function σ(q,ω), as calculated directly
for jq , only in the limit q → 0 [58]. In this case σ(ω) =
Reσ˜(q → 0,ω) is the optical conductivity with the corre-
sponding d.c. value σ0 =σ(ω= 0). At finite q > 0 it follows
from the continuity equation that Reσ(q,ω→ 0)∝ω2/q2,
while Re σ˜(q,ω→ 0)> 0 can approach a constant, quite
similar as for q → 0.
M(q,ω) and σ˜(q,ω) can be calculated using Eqs. (11)
from numerically evaluated S(q,ω). Results obtained for
q =pi [23], i.e., for the DW damping (imbalance decay rate)
Γ(ω)= Im M(q =pi,ω)∝Re σ˜(q =pi,ω) are very similar to
(uniform) q → 0 optical conductivity σ(ω), as presented
in Fig. 4 and discussed in more detail in Sec. 4:
a) The maximum of Γ(ω) for W ≥ 2 is not at ω = 0
(characteristic for simple Drude behaviour), but rather
at ω∗ = 2t0.
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b) At W < W ∗ ∼ 4 the d.c. limit Γ(ω→ 0) = Γ0 > 0 is fi-
nite for W = 2 up to L = 24, although a vanishing Γ0 can-
not be excluded for larger L, particularly in the interval
W∗>W > 2. In the presented case, low-ω variation can
be described by Γ(ω< 1)∼ Γ0+ g |ω|α where α. 1 could
be an indication for a possible subdiffusion with Γ0 → 0.
c) For W >W ∗ the vanishing of Γ0 (although numerical
results might be interpreted also with very small but finite
Γ0 < 10−3) is consistent with the nonergodicity, C0 > 0.
Again, we can describe results with a power law Γ(ω)∝
|ω|α where α& 1, and related to Creg(ω) = ω−ζ with α =
2−ζ [23]. As shown in Fig. 4, we get ζ∼ 1 for W ∼W ∗ and
ζ< 1 for increasing W >W ∗.
According to presented results and analysis it is quite
plausible that the transition W =W ∗ to nonergodic (MBL)
regime is well characterized with the critical exponent
α= 1 (or equivalently ζ= 1), consistent with several other
numerical and renormalization-group analysis of dynam-
ical quantities [16, 18, 19, 55, 59]. Our results [23] in the
nonergodic phase show that the larger the system the
longer is the process of the relaxation of C (t ). This makes
the DW stiffness C0 > 0 also less evident (at least less reli-
able) as the well defined hallmark of the MBL phase, both
from numerical calculations as well as from experiments.
Hence a more proper definition of the MBL seems to be
related just to dynamical critical behaviour.
We can make a further step in the memory-function
approach and represent the dynamical conductivity
σ˜(q,ω) in terms of the current relaxation-rate function
Λ(q,ω),
σ˜(q,ω)=
ıχ0j (q)
ω+Λ(q,ω) , (12)
where χ0j (q) is the static current susceptibility which can
be evaluated exactly in the β → 0 limit, χ0j (q) = χ0j =
2βt 20 n¯(1− n¯). We note that such a representation has anal-
ogy to the familiar (generalized) Drude formula in the case
of ω-independent ImΛ(q,ω∼ 0)∼λ so that λ= 1/τ0 and
τ0 would be the (Drude) current relaxation time. Indeed,
this is expected to be the case for a weak disorder, where
one can employ a perturbative approach to get λ∝W 2
[24].
Following the perturbation theory valid for weak dis-
order W > 0 and interaction V > 0, it is possible to go
beyond the Drude result forΛ(q,ω), in analogy to the the-
ory of dynamical conductivity in homogeneous metals
[60], and to extend its validity using a self-consistent the-
ory forΛ(q,ω) [24]. Although approximate, it copes with
several nontrivial features of MBL: a) for modest W > 0 it
yields a maximum of Re σ˜(q,ω) at ω∗ > 0, b) if evaluated
at finite effective length L∗ it gives a transition to a noner-
godic state with σ0 ∼ 0 and a finite stiffness S0(q)> 0, in
analogy to self-consistent theories of Anderson localiza-
tion [61, 62]. c) due to the coupling to energy fluctuations,
i.e., to the the low–ω energy diffusion mode in the ergodic
phase, there is a singular behaviour in 1D when increasing
the effective system size L∗→∞. The latter is an indica-
tion that the diffusive behaviour might be unstable in 1D,
leading in the thermodynamic limit L →∞ to a solution
more consistent with a subdiffusion σ(ω→ 0)→ 0 [24].
4 Dynamical conductivity and d.c.
transport
The vanishing of the d.c. transport and the absence of
diffusion has been the essential novel feature of the An-
derson localization [1–3], as a direct consequence of the
localization of single-particle eigenfunctions. Transport
properties have been used as one of criteria for the MBL at
finite T > 0 in the interacting systems [4,5], being more re-
cently investigated for high T by several numerical studies
[14–19]. Namely, for large disorders W >W ∗, one expects
that all MB states are localized so that the system should
exhibit no d.c. transport at any T . It should be, however,
acknowledged that the reverse situation of vanishing d.c.
transport does not yet necessarily imply the nonergodicity
and the full MBL.
4.1 Optical conductivity
The question of dynamical conductivity and d.c. trans-
port is usually posed in the context of uniform charge (or
density) current in the 1D chain,
j = ı t0
∑
i
(c†i+1ci − c†i ci+i ) . (13)
Within the linear response theory the optical/dynamical
charge conductivity σ(ω) may be expressed for T > 0 as
σ(ω)= 1−e
−βω
Lω
Re
∫ ∞
0
dt eıωt 〈 j (t ) j 〉 . (14)
In the β→ 0 limit, Eq. (14) involves a simple averaging
over the whole Hilbert space of Nst MB states,
σ(ω)= βpi
LNst
∑
n 6=m
|〈n| j |m〉|2δ(ω−Em +En) . (15)
Since σ(ω)∝ β for large T , in this limit it is common to
discuss Tσ(ω), having the meaning of diffusivity.
Dynamical conductivity is an intensive macroscopic
quantity. For ’normal’ ergodic systems, one expects that
6 Copyright line will be provided by the publisher
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Figure 5 Dynamical conductivity Tσ(ω) for various disorders
W = 2−8 and T →∞: (a) NI ∆= 0 (Anderson) model evalu-
ated on a chain with L = 16.000 sites (exact diagonalization),
(b) interacting∆= 1 case as calculated by the MCLM for L = 28
sites (δω∼ 3×10−3 and sampling Ns ∼ 16).
σ(ω) has a well defined thermodynamic limit L → ∞.
However, numerical studies have to deal with finite sys-
tems, so the limit ω→ 0 is particularly delicate. That is, in
the case of subdiffusive (but ergodic) behaviour [16,55,57]
the L →∞ and the ω→ 0 limit do not necessarily com-
mute and L dependence should be analyzed with care.
Still, the existence of the nonergodic MBL phase plausi-
bly requires vanishing Tσ0 = 0, at least for systems that
are large enough L > ll oc , with lloc playing the role of an
effective MB localization length. Again, the order of limits
is nontrivial. In order to establish whether σ0 is finite or
not, one should first consider the limit L →∞ (check L
dependence at ω> 0) and then perform the ω→ 0 step.
Let us first discuss some gross features of Tσ(ω). In
Fig. 5, the high-T interacting ∆= 1 case is compared with
the NI (∆ = 0) one [19]. We note that within the NI (An-
derson) model the calculation of Eq. (15) reduces to the
search of single-particle eigenstates and corresponding
matrix elements, so that the problem can be solved nu-
merically for very large systems, e.g., L ∼ 16.000 sites in
Fig. 5.
For W ≥W ∗, we note from the comparison Fig. 5 that
some features of the spectra are very similar, irrespectively
of the interaction [15, 18, 55]. The difference is well visible
only in the regimeω¿ 1. While in the NI systemσ0 = 0 for
all W > 0 (Anderson localization), for ∆> 0, Tσ0 becomes
strongly suppressed for disorder W >W ∗, indicating the
MBL behaviour. Furthermore, in both cases, one observes
a quite sharp maximum at ω∗ ∼ 2t0, being a reflection of
the bare hopping scale, reappearing for large W in driven
systems as well [54].
The situation changes for a weaker disorder. In par-
ticular, as observed from Fig. 5, for W = 2 the position of
the maximum of σ(ω) is clearly interaction dependent,
whereas the low–ω behaviour can be generally well repre-
sented as
σ(ω)∼σ0+ξ|ω|α. (16)
Results obtained on finite systems L = 28, as in Fig. 5 im-
ply σ0 > 0 for ∆ > 0 and α ∼ 1 [15, 18, 19, 63]. Again, we
cannot exclude the possibility that an analysis of much
larger systems would be be more consistent with the sub-
diffusion where σ0 = 0 and α < 1 [16, 22, 24, 32, 55–57].
In this context, the relevant quantity is the d.c. dielectric
polarizability
χd =
1
pi
∫ ∞
−∞
σ(ω)
ω2
dω. (17)
Namely, within MBL we are dealing with dielectric where
an electric field (along the chain) would induce only a
finite polarization, i.e. χd <∞which requires according
to Eq. (16) σ0 = 0 and α > 1. The subdiffusive response
would be in this respect anomalous, i.e. in spite of σ0 = 0
Eq. (17) implies χd →∞.
Numerical analyses of finite systems are relying on the
self-averaging hypothesis, i.e., the averaging over a large
number Ns of disorder realizations (samples) should rep-
resent the behaviour in the thermodynamic limit. Thus,
it is important to have under control sample-to-sample
(STS) fluctuations too, and not just the mean values of con-
sidered quantities. Since Eq. (15) involves a sum of R ∝
N 2st delta functions, for finite L it is only sensible to dis-
cussσ(ω) using spectral-line broadening, i.e., considering
finite frequency bins of width η> 0. Let us denote a broad-
ened result of single disorder realization k by σkη(ω) and a
sample-averaged spectrum by σ(ω)= 〈σkη(ω)〉. Then, STS
fluctuations (that still depend on η and L) may be charac-
terized by the relative deviation rη(ω),
rη(ω)=
√
〈[σkη(ω)−σ(ω)]2〉/σ(ω) . (18)
Regarding the STS fluctuations, the localized NI systems
and the interacting systems exhibit crucial differences. In
the localized NI system the single–particle localization
with the characteristic length l∗NI divides the system into
L/l∗NI independent sections. The absence of correlations
(in each sample k) between n neighbouring frequency
bins lead to a simple scaling rnη = rη/
p
n, so that one
obtains rη(ω)∝ 1/
√
ηL, as indeed observed [19].
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Unlike for the localized NI systems, for interacting
∆> 0 cases rη(ω) do not show a significant dependence
on η. This indicates that, even for large W , the system
preserves its MB nature [47, 48], according to which the
number of different contributions to a given bin in Eq. (15)
is exponentially large in L. The latter suppresses the fluc-
tuations up to very narrow bins η (beyond the reach of
the MCLM resolution δω). With respect to the NI local-
ized case, this leads to a different scaling, rη(ω)∝ 1/
p
L.
Yet, for W >W ∗ actual rη(ω) can be quite considerable
even for the largest L = 28 presented here. Furthermore,
for large W , the numerical results show a significant η
dependence in the ω→ 0 limit. Obviously, for rη(ω) > 1,
the self-averaging hypothesis cannot be directly applied
to justify the macroscopic relevance of mean values of
calculated quantities.
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0 4 8
0
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W
∝ exp(−bW )
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∆ = 1.0
Figure 6 (a) D.c. conductivity Tσ0 (note log scale) vs. disorder
strength W , evaluated via MCLM (T →∞) on L = 28 sites
for ∆ = 0.5,1, together with the fluctuations (the color area
corresponds to sample-to-sample deviations). The inset shows
σ0 vs. W for ∆= 1 in the normal scale fitted to an exponential
σ0 ∝ exp(−bW ) with b = 1.12.
With these caveats, we analyze and present results for
σ0 in Eq. (16). The behaviour of Tσ0, as extracted from
MCLM results for L = 28 sites, and the corresponding
STS fluctuations rη(0) may be well observed from Fig. 6.
In particular, for W ≤W ∗ σ0 appears to exhibit a strong
exponential-like dependence, σ0 ∝ exp(−bW ). Further-
more, as seen from Fig. 6, with increasing W the STS
fluctuations of σ0 monotonically increase too, reaching
rη(0)> 1 values. While on the basis of Fig. 6 it is hard to dis-
tinguish between a sharp transition and a crossover to the
MBL phase, results are well consistent with other numeri-
cal results [18] as well surprisingly close to experimental
ones for the mobility of cold atoms [29] in disordered
three-dimensional lattice.
4.2 Thermal conductivity
Besides the total particle number N (or Sztot within the
spin representation), for the MBL equally relevant is the
other conserved quantity, i.e., the energy. Namely, in or-
der to confirm the MBL in the ω→ 0 limit the dynamical
thermal conductivity κ(ω) should vanish too,
κ(ω)=β1−e
−βω
Lω
Re
∫ ∞
0
dt eıωt 〈 j²(t ) j²〉. (19)
Here, j² is the energy current operator, defined in a ho-
mogeneous as well as in an inhomogeneous system as
j² =∑lm lr [hm ,hl ] [63], where hl are local energy opera-
tors following from (1), and lr corresponding coordinates.
Dynamical thermal conductivityκ(ω) and its d.c. value
κ0 = κ(ω= 0) have been much less investigated within the
framework of models relevant for MBL [63–65]. Related
question of localization and vanishing of d.c. spin and en-
ergy transport has been addressed within classical disor-
dered Heiseberg chain [66,67], where there is no signature
of vanishing d.c. transport. That is, in spite of Anderson-
like localization for T → 0 as a common property, there
seems to be no classical analogue of the MBL physics.
Results obtained via MCLM for L = 26, as presented in
Fig. 7, show that the position of the maximum of κ(ω) for
W >W ∗ is [as for σ(ω)], again at ω∗ = 2t0. In contrast to
σ(ω), however, the sum rule for κ(ω) is not independent
of W [63]. As shown in the inset of Fig. 7, the d.c. value κ0
is exponentially suppressed by the disorder W . It changes
by more than two order of magnitudes, similarly to σ0 in
Fig. 6, apparently with the same critical W ∗ characterizing
the MBL transition.
5 Disordered Hubbard model
5.1 Hubbard chain with potential disorder
As emphasized already, most theoretical studies concen-
trated on the disordered 1D model of spinless fermions,
(1). However, the cold-atom experiments with fermionic
atoms on 1D optical lattice [28, 30, 32] are realizations of
the disordered Hubbard model,
H =−t0
∑
i s
(c†i+1,s ci s +h.c.)+U
∑
i
ni↑ni↓+
∑
i
²i ni , (20)
where n j = n j↑+n j↓ is the local charge (density). Again,
we set t0 = 1. The essential difference with respect to the
spinless model, Eq. (1), is that the Hubbard model (20)
has two local degrees of freedom: charge (density) ni and
spin (magnetization) mi = ni↑ −ni↓. It is important to
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Figure 7 Dynamical thermal conductivity T 2κ(ω) for various
disorders W = 2−8 for ∆ = 1 as calculated on system with
L = 26 sites using MCLM at T →∞. The inset shows d.c. value
T 2κ0 vs. disorder strength W . The color area corresponds to
sample-to-sample deviations.
realize from Eq. (20) that random potential ²i couples
to charge only, reflecting the setup in cold-atom exper-
iments. Although in these experiments the potential ²i
is rather quasi-random, we proceed with a random uni-
form distribution −W < ²i <W , as usual in the context of
Anderson localization.
The disordered Hubbard model has previously at-
tracted less attention [28, 68, 69], with one conclusion
common to the spinless model: the density imbalance ap-
pears to be nonergodic for strong disorder, in accordance
with experiments [28, 30]. The observation that charge
and spin degrees of freedom behave quite differently has
been put forward only recently by the present authors [70].
This means that within the Hubbard model (20) even for
strong disorders the system does not follow the full MBL
scenario, requiring the existence of a complete set of local
conserved quantities [25, 26, 71].
In connection with cold-atom experiments and mea-
sured imbalance time evolution I (t), most relevant are
charge-density-wave (CDW) correlation functions Cc (ω)
for the particular (staggered) wavevector q = pi. In ad-
dition, we study the corresponding spin-density-wave
(SDW) correlations Cs (ω) too,
Cc (ω) = 1
pi
Re
∫ ∞
0
dt eiω
+t 〈npi(t )npi〉 ,
Cs (ω) = 1
pi
Re
∫ ∞
0
dt eiω
+t 〈mpi(t )mpi〉 , (21)
where npi =∑ j (−1) j n j /pL, and mpi =∑ j (−1) j m j /pL. In
Eq. (21), in analogy to the spinless model in Sec. 2, the
nonergodicity should manifest itself as a singular contri-
bution, Cc (ω ∼ 0) = Cc0δ(ω), Cs(ω ∼ 0) = Cs0δ(ω), with
Cc0 and Cs0 corresponding to the CDW and the SDW stiff-
nesses, respectively. Obviously, if Cc0 or/and Cs0 vanishes,
the full MBL is absent.
For calculations of correlations in Hubbard chains we
employ again the MCLM, being restricted to L ≤ 16 sites
[70]. Instead of displaying Cc,s(ω), given by Eq. (21), it
is more convenient to show the ’quasi-time’ evolution
C˜c,s(τ) =
∫ 1/τ
−1/τdωCc,s(ω). The magnetization is fixed to
m¯ = 0 and the quarter-filled systems n¯ = 1/2 are investi-
gated, corresponding to experimental set-ups [28, 30, 32].
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τ
Figure 8 a) CDW correlations C˜c (τ) vs. ’quasi-time’ τ for
quarter-filled (n¯ = 1/2) Hubbard model with U = 4 and various
disorders W = 2−15. Note the log scale for τ. (b) The same
for SDW correlations C˜s (τ). Results are obtained with MCLM
(T →∞) on the chain of L = 16 sites.
It is plausible that in NI (U = 0) systems both correla-
tions should be the same C˜c (τ)= C˜s(τ), since both spins
ni↑ and ni↓ would localize independently at any W > 0.
But this is not the case for U > 0. Such a behaviour is
clearly observed from Fig. 8 for U = 4 in a wide window of
disorder W = 2−15. For C˜c (τ) we observe a behaviour that
is qualitatively very similar to the one presented in Fig. 3
for C˜ (τ) within the spinless model [8, 23], and the one
reported in experiments [28, 30]. Namely CDW correla-
tions are ergodic C˜c (τ→∞)=Cc0 → 0 for weak disorders
W ≤W ∗, while for large W >W ∗ the nonergodicity sets
in with Cc0 > 0.
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From Fig. 8 one observes an evident contrast with the
spin imbalance C˜s(τ), which appears to decay to zero,
Cs0 → 0, for all considered disorders, i.e., even for the
strongest disorder W = 15. The location of the ergodic-
nonergodic transition for CDW correlations in Fig. 8 is
harder to fix, being in the range W ∗ ∼ 4−6 (for U = 4).
Furthermore, such W ∗ may be quantitatively compared
with the onset of MBL in the 1D optical lattice with the
quasi-periodic potential [28, 30, 32]. On the other hand,
no such transition can be observed for SDW correlations
in Fig. 8, at least not in the investigated range of W . It
should be mentioned that numerical results for the quasi-
periodic potential [32] and emerging conclusions do not
differ in any essential way from those for the random
potential (provided that the disorder W is strong enough
[28]).
An analogous analysis to the dynamical conductiv-
ity σ(ω) in Sec. 4 can be performed within the Hubbard
model for both, charge jc and spin js , currents,
jc,s = ı t0
∑
i s
[ 1, (±1)s ](c†i+1,s ci s − c†i s ci+i ,s ) , (22)
by defining corresponding charge and spin conductivi-
ties σc,s (ω), respectively, as in Eq. (15). Results [70] again
confirm the striking difference between charge and spin
dynamics:
a) σc (ω) reveals the behaviour very similar to σ(ω) within
the spinless model [15, 18, 19, 63], as presented in Sec. 4.
The maximum of σc (ω) at moderate disorder W ≥ 1 is
at ω∗c > 0, reflecting again the NI limit. At low ω ¿ 1,
σc (ω) follows (similarly to σ(ω)) a generic nonanalytical
behaviour σc (ω)∼σc (0)+ξ|ω|α with α∼ 1. The d.c. value
σs (0) is rapidly vanishing for W >W ∗.
b) The behaviour of σs (ω) is qualitatively different. First,
it exhibits an additional energy scale of spin dynamics,
which is well resolved with the maxima ofσs (ω) atω∗s ¿ 1,
being much lower thanω∗c in the charge dynamics. Results
[70] are consistent with finite σs(0) > 0 up to strongest
considered disorder W = 20. At the same time, the low-ω
seems to follow σs (ω)∼σs (0)+ ξ˜|ω|α˜, but with α˜< 1 even
for the largest W . This indicates that even if the finite-
size scaling would eventually result in σs (0)→ 0, the spin
dynamics with α˜ < 1 would be ergodic and consistent
with a subdiffusive dynamics, as might be the case within
the spinless model for W <W ∗ [16, 55, 57]. We note also
that α˜< 1, together with σs(0)= 0, would still imply that
the static magnetic polarizability (defined in analogy to
Eq. (17))χm = (1/pi)
∫
dωσs (ω)/ω2 →∞, i.e., the magnetic
field along the chain would not induce a finite magneti-
zation, but rather a macroscopic shift of the magnetic
moment.
Besides the results discussed so far, there are others
indicating that the Hubbard chain with a potential dis-
order, Eq. (20), does not follow the scenario of the full
MBL. In particular, in spite of nonergodicity of the CDW
excitation at large W > W ∗ the entanglement S2(t), as
started from an initial product state and followed via a
time-dependent matrix-product method [70], does not in-
crease logarithmically [11], but rather follows a power law
increase, S2(t)∝ tµ with 0< µ< 1. While these observa-
tions exclude the full MBL, they open a new class of non-
ergodic interacting systems, which could be rationalized
as a disordered-induced charge-spin separation across
all energy scales. Nevertheless, it is hard to exclude the
possibility that on a very long time scale the spin-charge
coupling would lead to thermalization of the whole sys-
tem [72].
The essential ingredient to the above striking differ-
ence between the charge and spin behaviour is the dis-
order coupling only to charge, which preserves the SU(2)
symmetry. The fundamental role of the latter [72, 73] is
not clear, since it can be broken even by, e.g., an homoge-
neous magnetic field, presumably without any essential
effect on results. On the other hand, an introduction of
an additional disorder in local random magnetic field (at
least if it is strong enough) can evidently induce noner-
godicity of SDW correlations [70].
5.2 Higher dimensional models
At the moment, there are very few theoretical studies of
higher-dimensional models of the MBL [74–76], although
there exist already several experiments with cold fermions
or bosons on 2D and 3D optical lattices, investigating the
onset of the MBL [29–31]. It is evident that numerical
investigations of higher-dimensional models involve con-
siderable restrictions, since even in 1D studies finite-size
and finite-time effects are present. An obvious extension
of the 1D spinless model is to (spin) ladder systems [77].
Regarding dynamical conductivity σ(ω), the latter reveals
similarities with the 1D case.
Due to limitations of numerical studies, analytical ap-
proaches are required in order to get some insight into
higher-dimensional systems. One recent study in this di-
rection is motivated by cold-atom experiments, in which
the 1D chains with identical potential disorder are cou-
pled via an inter-chain hopping [30]. The main observa-
tion of this study is that in the regime of 1D nonergodic
(MBL) behaviour even a weak inter-chain hopping in-
duces an ergodic (or at least much faster) decay of im-
balance I (t ). The corresponding theoretical model is the
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Hubbard model on coupled chains [30, 70],
H =∑
j
H j − t ′
∑
i j s
(c†i , j+1,s ci j ,s +H.c.) , (23)
where H j describe 1D Hubbard chains, Eq. (20). The aim
is to show theoretically [70] that an inter-chain hopping
t ′ 6= 0 in (23) qualitatively changes the physics, if disorder
is identical in all chains. The starting point for the analysis
is that in the NI (U = 0) case the eigenstates are a product
of (longitudinal) localized wave functions and perpendic-
ular plane waves. In particular, one can introduce a basis
set that is solution of the NI problem,
|φmqs〉 = 1p
N
∑
i j
φmi e
ıq j c†i j s |0〉 =ϕ†mqs |0〉 , (24)
where NI energies are given by emq = em + e˜q = em −
2t ′ cos(q), with em as energies of 1D localized states. The
interaction mixes NI eigenstates,
HU = U
N
∑
mm′nn′
qkp
χm
′n′
mn ϕ
†
n′,k+q↓ϕnk↓ϕ
†
m′,p−q↑ϕmp↑ . (25)
When we consider dynamics of the staggered CDW
(imbalance) operator, Eq. (21), extended as the sum over
all chains A∝∑i j (−1)i ni j , we can design a perturbation
theory, in analogy to a Fermi-golden rule for the decay
rate Γ of the CDW initial configuration,
Γ∝∑
m
pm
∑
n
|〈n|F |m〉|2δ(En −Em). (26)
Here, |m〉 are MB (Anderson) localized states and pm
their thermodynamic occupation probability, while F =
[H , A]∼ [HU , A] is the effective force for the CDW decay.
One can use Eq. (26) even for a qualitative discussion
of the decay within a 1D disordered models, i.e., the case
with t ′ = 0 (an analogous analysis can be extended to, e.g.,
the question of the d.c. transport quantities). A nontrivial
question arises even in this case, that matrix elements
〈n|F |m〉 connect (single-particle) states which are close
in space (decaying exponentially with distance), while
only distant localized states can be close in energy so
that em ∼ en in 1D [2], in order to contribute to decay in
Eq. (26). This emerges as the crucial problem of the role
of resonances, having been in the core of single particle
localization [1, 2], but still mainly open in relation to the
existence of the MBL [5, 78].
However, there is an essential difference, introduced
by t ′ 6= 0. The inter-chain coupling leads to a continuous
spectrum of overlapping initial and final states, so that
matrix elements, Eq. (26), can have finite values. At least
for a weak perturbation U < t ′, the evaluation of Eq. (26)
then reduces to an effective density of decay channels,
i.e., with an density of states (at β→ 0), determined by
the conservation of the energy between initial and final
configurations, i.e.,
em −en ∼ e˜p−q + e˜k+q − e˜p − e˜k . (27)
With some further simplifications [70] one can then evalu-
ate Γ directly using Eq. (26) and such Γ can be then consid-
ered at least as an additional channel for the CDW decay
due to inter-chain coupling. It is possible to show that
such an analysis yields in principle Γ> 0 for any t ′/t0 6= 0,
so that for small U < t ′, t0 one gets Γ ∝ U 2. Also, Γ is
increasing function of |t ′/t0|, although not a simple one
[70]. It should be stressed that the presented analysis deals
with identical chains and cannot be directly extended to
independent higher-dimensional disorder.
6 Conclusions
With respect to dynamical DW correlations and transport
quantities discussed in this review, there is a consistent set
of results for the ’standard’ 1D disordered spinless models.
As shown here, time-dependent DW correlations (relevant
to experimentally measured time evolution of imbalance)
and dynamical transport properties are closely related
quantities. In spite of this unifying picture there are sev-
eral fundamental issues which remain to be clarified.
a) In the 1D spinless model the transition to the noner-
godic behaviour appears to be sharp. Still, taking into
account the limitations of numerical calculations regard-
ing reachable sizes L and times tmax (or small frequencies
ωmin) it is hard to distinguish between the well-defined
transition and the crossover. Moreover, close inspection
of dynamics performed above [23] and also elsewhere
[16, 55] indicates that static quantities like the CDW stiff-
ness S0(q) are not well defined near the transition, since
they would have to be measured over exceedingly long
time–window. Then, instead of the stiffnesses in this con-
nection one should rather follow the universal dynamics
characterized by the dynamical exponents, e.g., the dy-
namical conductivity exponent α∼ 1.
b) We have restricted our review to results obtained at
high temperatures, T →∞, where the condition for the
existence of the MBL involves the localization of all eigen-
states. Since one can expect that in considered interacting
models at T → 0 also there is no d.c. transport at any
disorder, this opens a question of a possible existence of
mobility edges [8] in investigated MB models and related
consequences for the T > 0 density correlations.
c) Numerical studies confirm in the presence of finite in-
teractions the existence of an ergodic regime in all models
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for weak enough disorders W < W ∗. Still, it is an open
question when or whether at all in the hydrodynamic
regime q → 0,ω → 0 the transport is normal diffusive
one, in the sense of the usual diffusion equation with a
frequency–independent diffusion constant. Our numer-
ical results for σ(ω) for reachable L [15, 18, 19] reveal for
W <W ∗ finite σ0 > 0 with a nonanalytical ω-behaviour,
with exponent α∼ 1. On the other hand, several numeri-
cal studies [16, 22, 55, 56], in particular finite-size scaling
analysis [57] as well as the imbalance decay in cold-atom
systems [32] are interpreted in terms of a subdiffusive
behaviour in the restricted range of the ergodic regime
Wsd <W <W ∗. Here, Wsb would mark the lower onset of
subdiffusion. An analytical theory [24], based on the self-
consistent treatment of density correlations, confirms this
finding as consequence of low (1D) dimensionality. How-
ever, it reveals as well that very large systems, e.g., L > 100
are required to establish this delicate phenomenon.
d) Presented results on the Hubbard model with a poten-
tial disorder show that the 1D interacting spinless model
is not as generic as one might naively expect. The role
of different degrees of freedom and of related symme-
tries is particularly important for the understanding of
the MBL physics. Clearly, this applies even more to higher-
dimensional disordered models which have hardly been
addressed so far.
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