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KOSZUL BINOMIAL EDGE IDEALS
VIVIANA ENE, JU¨RGEN HERZOG AND TAKAYUKI HIBI
Abstract. It is shown that if the binomial edge ideal of a graph G defines a
Koszul algebra, then Gmust be chordal and claw free. A converse of this statement
is proved for a class of chordal and claw free graphs.
Introduction
A Koszul algebra in our context will be a standard graded (commutative) K-
algebra whose graded maximal ideal has a linear resolution. This class ofK-algebras
occurs quite frequently among toric rings and other K-algebras arising in combina-
torial commutative algebra and algebraic geometry. It is known and easily seen
that a Koszul algebra is defined by quadrics. This statement has a partial converse,
which says that a K-algebra is Koszul if its defining ideal admits a reduced Gro¨bner
basis of quadrics. The proof of these statements can for example be found in [8].
In the present paper we consider K-algebras defined by binomial edge ideals.
Given a finite simple graph G on the vertex set [n] = {1, 2 . . . , n}, one defines the
binomial edge ideal JG associated with G as the ideal generated by the quadrics
fij = xiyj − xjyi in S = K[x1, . . . , xn, y1, . . . , yn] with {i, j} an edge of G.
This class of ideals was introduced in [12] and [18]. Part of the motivation to
consider such ideals arises from algebraic statistic as explicated in [12], see also [8].
In recent years several papers appeared ([5], [9], [10], [15], [13], [14]) attempting to
describe algebraic and homological properties of binomial edge ideals in terms of the
underlying graph. Since by its definition JG is generated by quadrics it is natural
to ask for which graphs G the K-algebra S/JG is Koszul. If this happens to be the
case we call G Koszul with respect to K. As noted above, G will be Koszul if JG has
a quadratic Gro¨bner basis. This is the case with respect to the lexicographic order
induced by x1 > · · · > xn > y1 > · · · > yn if and only if G is a closed graph with
respect to the given labeling, in other words, if G satisfies the following condition:
whenever {i, j}and {i, k} are edges of G and either i < j, i < k or i > j, i > k then
{j, k} is also an edge of G. One calls a graph G closed if it is closed with respect
to some labeling of its vertices. It was observed in [12] that a closed graph must
be chordal and claw free. However the class of closed graphs is much smaller than
that of chordal and claw free graphs. Interesting combinatorial characterizations of
closed graphs are given in [4] and [9].
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By what we said so far it follows that all closed graphs are Koszul. On the other
hand, it is not hard to find non-closed graphs that are Koszul. Thus the problem
arises to classify all Koszul graphs. In Section 1 we show that Koszul graphs must
be closed and claw free. Thus we have the implications
closed graph⇒ Koszul graph⇒ chordal and claw free graph.
The first implication cannot be reversed. In Section 2 we give an example of a graph
which is chordal and claw free but not Koszul. Thus the second implication cannot
be reversed as well. The results that we have so far allow a classification of all Koszul
graphs whose cliques are of dimension at most 2.
1. Koszul graphs are chordal and claw free
The goal of this section is to prove the statement made in the section title. We
first recall some concepts from graph theory. Let G be a finite simple graph, that is,
a graph with no loops or multiple edges. We denote by V (G) the set of vertices and
by E(G) the set of edges of G. A cycle C of G of length n is a subgraph of G whose
vertices V (C) = {v1, . . . , vn} can be labeled such that the edges of C are {vi, vi+1}
for i = 1, . . . , n−1 and {v1, vn}. A graphH is called an induced subgraph of G if there
exists a subset W ⊂ V (G) with V (H) = W and E(H) = {{u, v} ∈ E(G) : u, v ∈
W}. The graph G is called chordal if any cycle C of G has a chord, where a chord of
C is defined to be an edge {u, v} of G with u, v ∈ V (C) but {u, v} 6∈ E(C). Finally,
the graph Cl with V (Cl) = {v1, v2, v3, v4} and E(Cl) = {{v1, v2}, {v1, v3}, {v1, v4}}
is called a claw, and G is called claw free if G does not contain an induced subgraph
which is isomorphic to Cl.
Now we are in the position to formulate the main result of this section.
Theorem 1.1. Let G be a Koszul graph. Then G is chordal and claw free.
For the proof of this theorem we shall need the following lemma which provides
a necessary condition for Koszulness.
Lemma 1.2. Let S = K[x1, . . . , xn] be the polynomial ring over the field K in the
variables x1, . . . , xn, and let I ⊂ S be a graded ideal of S generated by quadrics.
Denote the graded Betti numbers of S/I by βSij(S/I) and suppose that β
S
2j(S/I) 6= 0
for some j > 4. Then S/I is not Koszul.
This lemma is an immediate consequence of Formula (2) given in the introduction
of [2], where, as a consequence of results in that paper, it is stated that if S/I
is Koszul, then ti+1(S/I) ≤ ti(S/I) + 2 for i ≤ codimS/I + 1. Here ti(S/I) =
max{j : βSij(S/I) 6= 0} for i = 0, . . . , proj dimS/I.
For the convenience of the reader we give a direct proof of the lemma: let (R,m, K)
be a (Noetherian) local ring or a standard graded K-algebra (in which case we
assume that m is the graded maximal ideal of R). Tate in his famous paper [21]
constructed an R-free resolution
X : · · · −→ Xi −→ · · · −→ X2 −→ X1 −→ X0 −→ 0,
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of the residue class field R/m = K, that is, an acyclic complex of finitely generated
free R-modules Xi with H0(X) = K, admitting an additional structure, namely the
structure of a differential graded R-algebra. It was Gulliksen [11] who proved that
if Tate’s construction is minimally done, as explained below, then X is indeed a
minimal free R-resolution of K. For details we refer to the original paper of Tate
and to a modern treatment of the theory as given in [1].
Here we sketch Tate’s construction as much as is needed to prove the lemma. In
Tate’s theory X is a DG-algebra, that is, a graded skew-symmetric R-algebra with
free R-modules Xi as graded components and X0 = R, equipped with a differential
d of degree −1 such that
d(ab) = d(a)b+ (−1)iad(b)(1)
for a ∈ Xi and b ∈ X. Moreover, (X, d) is an acyclic complex with H0(X) = K.
The algebra X is constructed by adjunction of variables: given any DG-algebra
Y and a cycle z ∈ Yi, then the DG-algebra Y
′ = Y 〈T : dT = z〉 is obtained by
adjoining the variable T of degree i+ 1 to Y in order to kill the cycle z.
If i is even we let
Y ′j = Yj ⊕ Yj−i−1T with T
2 = 0 and d(T ) = z.
If i is odd we let
Y ′j = Xj ⊕Xj−(i+1)T
(1) ⊕Xj−2(i+1)T
(2) ⊕ · · ·
with T (0) = 1, T (1) = T , T (i)T (j) = ((i + j)!/i!j!)T (i+j) and d(T (i)) = zT (i−1). The
T (j) are called the divided powers of T . The degree of T (j) is defined to be j deg T .
The construction of X proceeds as follows: Say, m is minimally generated by
x1, . . . , xn. Then we adjoin to R (which is a DG-algebra concentrated in homo-
logical degree 0) the variables T11, . . . , T1n of degree 1 with d(T1i) = xi. The DG-
algebra X(1) = R〈T11, . . . , T1n〉 so obtained is nothing but the Koszul complex of
the sequence x1, . . . , xn with values in R. If X
(1) is acyclic, then R is regular and
X = X(1) is the Tate resolution of K. Otherwise H1(X
(1)) 6= 0 and we choose
cycles z1, . . . , zm whose homology classes form a K-basis of H1(X
(1)), and we adjoin
variables T21, . . . , T2m of degree 2 to X
(1) with d(T2i) = zi to obtain X
(2). It is then
clear that Hj(X
(2)) = 0 for j = 1. Suppose X(k) has been already constructed with
Hj(X
(k)) = 0 for j = 1, . . . , k − 1. We first observe that Hk(X
(k)) is annihilated by
m. Indeed, let z be a cycle of X(k), then xiz = d(T1iz), due to the product rule (1).
Now one chooses a K-basis of cycles representing the homology classes of Hk(X
(k))
and adjoins variables in degree k + 1 to kill these cycles, thereby obtaining X(k+1).
In this way one obtains a chain of DG-algebras
R = X(0) ⊂ X(1) ⊂ X(2) ⊂ · · · ⊂ X(2) ⊂ · · ·
which in the limit yields the Tate resolution X of K. It is clear that if R is standard
graded then in each step the representing cycles that need to be killed can be chosen
to be homogeneous, so thatX becomes a graded minimal free R-resolution ofK if we
assign to the variables Tij inductively the degree of the cycles they do kill and apply
the following rule: denote the internal degree (different from the homological degree)
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of a homogeneous element a of X by Deg(a). Then we require that Deg T (i) =
iDeg T for any variable of even homological degree and furthermore Deg(ab) =
Deg(a) + Deg(b) for any two homogeneous elements in X.
Now we are ready to prove Lemma 1.2: the Koszul complex X(1) as a DG-algebra
over S/I is generated by the variable T1i with d(T1i) = xi for i = 1, . . . , n. Thus
Deg T1i = 1 for all i. Let f1, . . . , fm be quadrics which minimally generate I, and
write fi =
∑m
j=1 fijxj with suitable linear forms fij. Then H1(X
(1)) is minimally
generated by the homology classes of the cycles zi =
∑m
j=1 fijT1j . Let T2i ∈ X
(2)
be the variables of homological degree 2 with d(T2i) = zi for i = 1, . . . , m. Then
Deg T2i = Deg zi = 2 for all i. To proceed in the construction of X we have to
kill the cycles w1, . . . , wr whose homology classes form a K-basis of H2(X
(2)). Since
Tori(K,S/I) ∼= Hi(X
(1)), our hypothesis implies that there is a cycle z ∈ (X(1))2
with Deg z = j > 4 which is not a boundary. Of course z is also a cycle in X(2)
because X(1) is a subcomplex of X(2). We claim that z is not a boundary in X(2).
To see this we consider the exact sequence of complexes
0 −→ X(1) −→ X(2) −→ X(2)/X(1) −→ 0,
which induces the long exact sequence
· · · −−−→ H3(X
(2)/X(1))
δ
−−−→ H2(X
(1)) −→ H2(X
(2)) −−−→ · · ·
Thus it suffices to show that the homology class [z] of the cycle z is not in the
image of δ. Notice that the elements T1iT2j form a basis of the free S-module
(X(2)/X(1))3 and that the differential on X
(2)/X(1) maps T1iT2j to xiT2j , so that
w ∈ (X(2)/X(1))3 is a cycle if and only if w =
∑m
j=1 wjT2j where each wj ∈ X
(1)
1 is a
cycle. Now the connecting homomorphism δ maps [w] to [−
∑m
j=1 wjzj ]. It follows
that Im δ = H1(X
(1))2. Since H1(X
(1)) is generated in degree 2 we conclude that
the subspace H1(X
(1))2 of H2(X
(1)) is generated in degree 4. Hence our element
[z] ∈ H2(X
(1)) which is of degree > 4 cannot be in the image of δ, as desired.
Thus the homology class of z, viewed as an element of H2(X
(2)) has to be killed
by adjoining a variable a variable of degree j > 4. This shows that β
S/I
3j (S/m) 6= 0,
and hence S/I is not Koszul.
Proof of Theorem 1.1. We may assume that [n] is the vertex set of G. Let H by
any induced subgraph of G. We may further assume that V (H) = [k]. Let S =
K[x1, . . . , xn, y1, . . . , yn] and T = K[x1, . . . , xk, y1, . . . , yk]. Then T/JH is an algebra
retract of S/JG. Indeed, let L = (xk+1, . . . , xn, yk+1, . . . , yn). Then the composition
T/JH → S/JG → S/(JG, L) ∼= T/JH of the natural K-algebra homomorphisms
is an isomorphism. It follows therefore from [16, Corollary 2.6] that any induced
subgraph of a G is again Koszul.
Suppose that G is not claw free. Then there exists an induced subgraph H
of G which is isomorphic to a claw. We may assume that V (H) = {1, 2, 3, 4},
and let R = K[x1, . . . , x4, y1, . . . , y4]. A computation with Singular [7] shows that
β
R/JH
3,5 (K) 6= 0. Thus H is not Koszul, a contradiction.
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Suppose that G is not chordal. Then there exist a cycle C of length ≥ 4 which
has no chord. Then C is an induced subgraph and hence should be Koszul. We may
assume that V (C) = {1, 2, . . . , m} with edges {i, i+1} for i = 1, . . . , m−1 and edge
{1, m} and set T = K[x1, . . . , xm, y1, . . . , ym]. We claim that β
T
2,m(T/JC) 6= 0. For
m > 4 this will imply that C is not Koszul. That a 4-cycle is not Koszul can again
be directly checked with Singular [7].
In order to prove the claim we let F =
⊕m
i=1 Sei and consider the free presentation
ε : F → I −→ 0, ei 7→ fi,i+1 for i = 1, . . . , m
For simplicity, here and in the following, we read m+ 1 as 1.
Obviously, g =
∑m
i=1(
∏m
j=1 xj)/(xixi+1)ei ∈ Ker ε. We will show that g is a mini-
mal generator of Ker ε. Indeed, let g′ =
∑
i=1 giei ∈ Ker ε be an arbitrary relation,
and suppose that some gj = 0. Since the fi,i+1 for i 6= j form a regular sequence, it
then follows that all the other gi belong to JC . However, since the coefficients of g
do not belong to JC , we conclude that g cannot be written as a linear combination
of relations for which one of its coefficients is zero.
Now assume that all gi 6= 0. Let εi denotes the ith canonical unit vector of Z
n.
Since JC is a Z
n-graded ideal with degZn xi = degZn yi = εi, we may assume that
g′ =
∑
i=1 giei is a homogeneous relation where degZn ei = deg fi,i+1 = εi + εi+1
and gi is homogeneous satisfying degZn g
′ = degZn gi + εi + εi+1 for all i. This
is only possible if degZn g
′ ≥
∑m
i=1 εi, coefficientwise. In particular it follows that
deg g′ ≥ m, where deg g′ denotes the total degree of g′. Thus g cannot be a linear
combination of relations of lower (total) degree and hence is a minimal generator of
Ker ε. Since deg g = m, we conclude that βT2,m(T/JC) 6= 0. 
2. Gluing of Koszul graphs along a vertex
In this section we first show that Koszulness is preserved under the operation of
gluing two graphs along a vertex in the sense that we are going to explain below.
We begin with two general statements about Koszul algebras.
Proposition 2.1. Let R = K[x1, . . . , xn]/I and S = K[xn+1, . . . , xm]/J be two
standard graded K-algebras. Then R ⊗K S is Koszul if and only if R and S are
Koszul.
Proof. Let m and n be the maximal ideals of R and, respectively, S. Let F→ R/m→
0 and G → S/n → 0 be the minimal graded free resolutions of R/m over R and,
respectively, of S/n over S. Then the total complex of F⊗G is the minimal graded
free resolution over R⊗S of the maximal graded ideal of R⊗S. If Fi =
⊕
k R(−k)
βik
for all i and Gj =
⊕
ℓ S(−ℓ)
β′
jℓ for all j, then
Fi ⊗Gj ∼=
⊕
k,ℓ
R⊗ S(−k − ℓ)βikβ
′
jℓ.
This immediately implies the desired conclusion if F and G are linear. For the
converse, we note that TorR⊗Sp (K,K)
∼=
⊕
i+j=p
⊕
k,ℓK(−k− ℓ)
βikβ
′
jℓ. Then we must
have k + ℓ = p for all i, j with i + j = p. As k ≥ i and ℓ ≥ j, it follows that k = i
and ℓ = j for all i, j. Therefore, F and G are linear resolutions as well. 
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The above proposition shows, in particular, that it is enough to study the Koszul
property for connected graphs.
Corollary 2.2. Let G be a graph with connected components G1, . . . , Gr. Then G is
Koszul if and only if Gi is Koszul for 1 ≤ i ≤ r.
Proof. Let V (G) = [n] and S = K[x1, . . . , xn, y1, . . . , yn]. Then S/JG ∼= ⊗
r
i=1Si/JGi
where Si = K[{xj, yj : j ∈ V (Gi)}] for 1 ≤ i ≤ r. The claim follows by applying
Proposition 2.1. 
Proposition 2.3. Let R be a standard graded K-algebra with maximal graded ideal
m and f1, . . . , fm ∈ m \m
2 a regular sequence of homogeneous elements in R. Then
R is Koszul if and only if R/(f1, . . . , fm) is Koszul.
Proof. By induction on m, it is sufficient to prove the claim for m = 1. Let then
f ∈ R be a form of degree 1.We have to show that R is Koszul if and only if R/(f) is
Koszul or, equivalently, K has a linear resolution over R if and only if it has a linear
resolution over R/(f). But this is a direct consequence of [1, Theorem 2.2.3]. 
Now we come to the main subject of this section. By Corollary 2.2, in the sequel
we may assume that all the graphs are connected.
Let G be a graph. A clique of G is a complete subgraph of G. The cliques of G
form a simplicial complex ∆(G) which is called the clique complex of G. The facets
of ∆(G) are the maximal cliques of G with respect to inclusion. A free vertex of
∆(G) or, simply, of G is a vertex of G which belongs only to one facet of ∆(G).
Let G1, G2 be to graphs such that V (G1)∩V (G2) = {v} and v is a free vertex in G1
and G2. Let G = G1∪G2 with V (G) = V (G1)∪V (G2) and E(G) = E(G1)∪E(G2).
We say that G is obtained by gluing G1 and G2 along the vertex v.
Theorem 2.4. Let G be a graph obtained by gluing the graphs G1 and G2 along a
vertex. Then G is Koszul if and only if G1 and G2 are Koszul.
Proof. Let V (G) = [n] and assume thatG1 andG2 are glued along the vertex v ∈ [n].
Let v′ be a vertex which does not belong to V (G) and let G′2 be the graph with
V (G′2) = (V (G2) \ {v}) ∪ {v
′} whose edge set is E(G′2) = E(G2 \ {v}) ∪ {{i, v
′} :
{i, v} ∈ E(G2)}. We set S = K[x1, . . . , xn, y1, . . . , yn] and S
′ = S[xv′ , yv′]. Let
ℓx = xv − xv′ and ℓy = yv − yv′ . By the proof of [19, Theorem 2.7], we know
that ℓx, ℓy is a regular sequence on S
′/JG′, where G
′ is the graph whose connected
components are G1 and G
′
2. Moreover, we obviously have
S ′/(J ′G, ℓx, ℓy)
∼= S/JG.
By Proposition 2.3, it follows that G is Koszul if and only if G′ is Koszul. Next,
by Corollary 2.2, it follows that G′ is Koszul if and only its connected components,
namely G1 and G
′
2, are Koszul. Finally, we observe that G
′
2 is Koszul if and only if
G2 is so. 
Let G be a graph. By Dirac’s theorem [6], G is chordal if and only if the facets
of ∆(G) can be ordered as F1, . . . , Fr such that, for all i > 1, Fi is a leaf of the
simplicial complex 〈F1, . . . , Fi−1〉. This means that there exists a facet Fj with j < i
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which intersects Fi maximally, that is, for each ℓ < i, Fℓ ∩Fi ⊂ Fj ∩Fi. Fj is called
a branch of Fi.
The following corollary gives a class of chordal and claw-free graphs which are
Koszul.
Corollary 2.5. Let G be a chordal and claw-free graph with the property that ∆(G)
admits a leaf order F1, . . . , Fr such that for all i > 1, the facet Fi intersects any of
its branches in one vertex. Then G is Koszul.
Proof. We proceed by induction on r. If r = 1, there is nothing to prove since
any clique is Koszul. Let r > 1 ans assume that the graph G′ with ∆(G′) =
〈F1, . . . , Fr−1〉 is Koszul. We may assume that Fr−1 is a branch of Fr and let {v} =
Fr ∩ Fr−1. The desired statement follows by applying Theorem 2.4 for G
′ and the
clique Fr, once we show that v is a free vertex of G
′.
Let us assume that v is not free in G′ and choose a maximal clique Fj with
j ≤ r − 2 such that v ∈ Fj . We may find three vertices a, b, c ∈ V (G) such that
a ∈ Fr\(Fr−1∪Fj), b ∈ Fr−1\(Fr∪Fj), and c ∈ Fj\(Fr∪Fr−1). If {a, b} ∈ E(G), then
there exists a maximal clique Fk with k ≤ r−1 such that a, b ∈ Fk. This implies that
a ∈ Fk ∩ Fr ⊂ {v}, contradiction. Therefore, {a, b} is not an edge of G. Similarly,
one proves that {a, c} /∈ E(G). Let us now assume that {b, c} ∈ E(G). The clique
on the vertices v, b, c is contained in some maximal clique Fk. We have k ≤ r − 2
since Fk 6= Fr−1. Then it follows that |Fk ∩Fr−1| ≥ 2 which is a contradiction to our
hypothesis on G. Consequently, we have proved that {a, b}, {b, c}, {a, c} /∈ E(G).
Hence, G contains a claw as an induced subgraph, contradiction. Therefore, v is a
free vertex of G′. 
In Figure 1 is shown a graph which satisfies the conditions of Corollary 2.5 and
is not closed.
•
•
•
•
• •
Figure 1.
Figure 2 displays a chordal and claw free graph G which is not Koszul. That G is
not Koszul can be seen as follows: we first observe that the graph G′ restricted to the
vertex set [4] is Koszul by Corollary 2.5, and that B = K[x1, . . . , x4, y1, . . . , y4]/JG′
is an algebra retract of A = K[x1, . . . , x6, y1, . . . , y6]/JG with retraction map A →
A/(x5, x6, y5, y6) ∼= B. Thus if A would be Koszul, the ideal (x5, x6, y5, y6) would
have to have an A-linear resolution, see [16, Proposition 1.4]. It can be verified with
Singular [7] that this is not the case.
7
• •
• •
•
•
3 5
2 4
6
1
Figure 2.
A line graph of length m is a graph which is isomorphic to the graph with edges
{1, 2}, {2, 3}, . . . , {m − 1, m}. A 2-dimensional line graph is a graph whose cliques
are 2-dimensional cliques composed as shown in Figure 3.
• •
• •
•
• •
• •
Figure 3.
To be precise, a 2-dimensional line graph of length m is a graph whose clique
complex is isomorphic to the simplicial complex with facets
{1, 2, 3}, {2, 3, 4}, . . . , {m− 1, m,m+ 1}, {m,m+ 1, m+ 2}.
From what we have shown so far it is not too difficult to obtain the following
classification result, which roughly says that any connected Koszul graph whose
clique complex is of dimension ≤ 2 is obtained by gluing 1-dimensional and 2-
dimensional line graphs.
Theorem 2.6. Let G be a connected graph whose clique complex is of dimension
≤ 2. The following conditions are equivalent:
(a) G is Koszul;
(b) There exists a tree T whose vertices have order at most 3 such that G is
obtained from T as follows:
(i) each vertex v of T is replaced by a 1-dimensional or 2-dimensional line
graph Gv;
(ii) if {v, w} is an edge of T then Gv and Gw are glued via a free vertex of
Gv and Gw;
(iii) if v is a vertex of order 3 and w1, w2, w3 are the neighbors of v, then Gv
is a simplex and each Gwi is glued to a different vertex of Gv.
Proof. (a) ⇒ (b): Let D be a subcomplex consisting of 2-dimensional facets of
∆(G), and assume that D is connected in codimension 1. By that we mean that,
for any two facets F, F ′ ∈ D, there exist facets F1, . . . , Fr such that F = F1 and
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F ′ = Fr, and such that Fi and Fi+1 intersect along an edge for i = 1, . . . , r − 1.
We claim that the 1-skeleton H of D is a 2-dimensional line graph, and prove this
by induction on the number of facets of D. The assertion is trivial if the number
of facets of D is ≤ 3, because since G is claw free, D cannot be isomorphic to the
graph with edges {1, 2, 3}, {1, 2, 4} and {1, 2, 5}. Now assume that D has m+1 > 3
facets. By Theorem 1.1, the graph G is chordal, and hence H is chordal as well.
Applying Dirac’s theorem [6] we conclude that D admits a leaf F . Let D′ be the
subcomplex of D which is obtained from D by removing the leaf F . Then D′ is
again connected in codimension 1. Our induction hypothesis implies that the 1-
skeleton H ′ of D′ is a 2-dimensional line graph. For simplicity we may assume that
the facets of D′ are {1, 2, 3}, {2, 3, 4}, . . . , {m− 1, m,m+ 1}, {m,m+ 1, m+ 2}. If
F = {a, 1, 2} or F = {m+1, m+2, b}, then H is a 2-dimensional line graph, and we
are done. Otherwise, F = {i, i+1, c} or F = {i, i+ 2, c} for some i ∈ [m] and some
vertex c of D. The first case cannot happen, since G is claw free. In the second
case, if 1 < i < m, then D, and consequently, ∆(G) contains an induced subgraph
isomorphic to the graph in Figure 2. Thus G is not Koszul, a contradiction. On the
other hand, if i = 1, then H is not claw free, because then edges {3, c}, {3, 2}, {3, 5}
form a claw which is an induced subgraph of G, contradiction to the fact that G
must be claw free.
Let D1, . . . , Dr be the maximal 2-dimensional subcomplexes of ∆(G) which are
connected in codimension 1, and L1, . . . , Ls be the maximal 1-dimensional connected
subcomplexes of ∆(G). Each Li is a 1-dimensional line graph, otherwise G would
not be claw free, and the Di are all 2-dimensional line graphs, as we have seen
above. The maximality of the Li implies that V (Li) ∩ V (Lj) = ∅ for i 6= j, and
the maximality of Di implies that each facet of Di intersects any facet of ∆(G) not
belonging to Di in at most one vertex.
Now we let T be the graph whose vertices are D1, . . . , Dr, L1, . . . , Ls. The edge
set E(T ) consists of the edges {Di, Dj} if V (Di) ∩ V (Dj) 6= ∅ and {Di, Lj} if
V (Di) ∩ V (Lj) 6= ∅.
If {Di, Dj} ∈ E(T ) and v is a common vertex of Di and Dj, then v must be a
free vertex of Di and of Dj , because otherwise G would not be claw free. Moreover,
|V (Di) ∩ V (Dj)| ≤ 1, because otherwise G contains a cycle of length > 3 without
chord, contradicting the fact that G is chordal. By the same reason we have that
|V (Di) ∩ V (Lj)| ≤ 1 for all i and j.
Next observe that the intersection of any three of the sets
V (D1), . . . , V (Dr), V (L1), . . . , V (Ls)
is the empty set, which follows from the fact that G is claw free. Thus the order
of the vertices of T can be at most the number of free vertices of an Di or Lj , and
hence is at most 3, where the maximal number 3 can be reached only if one of the Di
is a 2-simplex. Finally T must be a tree, because otherwise G would not be chordal.
(b) ⇒ (a): We proceed by induction on V (T ). If V (T ) = 1, then G is a 1-
dimensional or 2-dimensional line graph. In both cases G is closed and hence has
a quadratic Gro¨bner basis. This implies that G is Koszul. Now let V (T ) > 1,
and choose a free vertex v ∈ V (T ). Then T ′ = T \ v is again a tree satisfying
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conditions (b). Let W =
⋃
w∈T ′ V (Gw) and G
′ the restriction of G to W . Then
our induction hypothesis implies that G′ is Koszul. Since Gv is Koszul and since
G is obtained from G′ and Gv by gluing along a common free vertex, the desired
conclusion follows from Theorem 2.4. 
Remark 2.7. Let G be a connected Koszul graph whose clique complex is of dimen-
sion ≤ 2, and let T be its “intersection tree” as described in Theorem 2.6(b). If ∆(G)
does not contain a subcomplex as given in Figure 1, then T is a line graph. In this
case G is obtained by gluing in alternative order 1-dimensional and 2-dimensional
line graphs. Thus it follows from [9, Theorem 2.2] that G is closed and hence JG
has a quadratic Gro¨bner basis.
On the other hand, if T contains a subcomplex as shown in Figure 1, then G is
not closed, and hence by a result of Crupi and Rinaldo [5, Theorem 3.4] it follows
that JG has no quadratic Gro¨bner basis for any monomial order. Thus those graphs
provide and infinite family of binomial ideals which define a Koszul algebra but do
not have a quadratic Gro¨bner basis.
Examples of toric rings which are Koszul but do not have a quadratic Gro¨bner
basis were found independently by Roos and Sturmfels [20] and by Ohsugi and Hibi
[17].
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