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2.1 PASS（Prex Automata SyStem）-Node
本研究では，XML文書への効率的なストリーミング処理手法を提唱



















































































































































ファ（図 2.3.3中の Temporal Buer）にデータを蓄積する．
図 2.3.3: Components of MergeNode (two previous nodes).






















して TagCheckThreadは，popした Startタグと読み込んだ Endタグに
対応するバッファ中の要素を取得し，処理の結果を書き込む．







































































図 2.3.5: Task Scheduling System.
る．このタスクスケジューラは任意のスケジューリングアルゴリズ
ムを定義しスケジューリング時に利用することができるが，それは
















リング GUI画面のスクリーンショットを図 2.3.6に示す．図 2.3.6で
は，ウィンドウ中の各四角がタスクを表している．タスクにはタス
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 1種類の実環境と 2種類の仮想環境を用いた合計 3種類の実験環境
（本章 3.1節）
 様々な特徴を持った合成XML文書（synthetic doc）と実データに基
づくXML文書（realistic doc）の 2種類のXML文書（本章 3.2節）















 実験環境 1:T5440 Env（仮想環境）
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 実験環境 2:PC Env（実環境）




機としてORACLE SPARC Enterprise T5440 Serverを用いた．このサー









特にシステム内で唯一の global zoneとして取り扱う．また，各 zoneは直
接通信を行うことができ，スケジューラは zone01にて動作させる．
表 3.1.1: T5440 Server Specication.
CPU
Sun Ultra SPARC R
T2 Plus (1.2GHz)  4









図 3.1.1: Component of Experimental Environment(T5440 Env).
図 3.1.2: Component of Experimental Environment(PC Env).
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表 3.1.2: PC Cluster Specication.
PC 4core PC 2core
CPU
Intel Core 2 Quad
Q965 (3GHz)







82571 4 port  2
OS Fedora13 x86 64
JVM JavaTM1.5.0 22
3.1.3 実験環境3:X4640 Env（仮想環境）
X4640 Envは，前述の PC Envの構成を元に実計算機上に仮想計算機
を用いて構成された仮想環境である．この環境において我々は，Oracle
Sun Fire X4640 ServerにVMware ESX 4を用いて構築した七つの仮想計
算機（VM）を構築した．この環境の構成を表 3.1.3及び図 3.1.3に示す．







表 3.1.3: X4640 Server Specication.
CPU
Six-Core AMD Opteron
Processor 8435 (2.6GHz)  8
Memory
256G bytes (DDR2/667 ECC
registered DIMM)
VMM VMware ESX 4
Guest OS Fedora15 x86 64
Allocated Memory 4G Byte
JVM JavaTM1.5.0 22
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3.2.4 及び 3.2.5に双方の XML文書の特徴を示す．
表 3.2.4: XML Document Characteristics (synthetic doc).
doc01 doc02 doc03 doc04 doc05 doc06 doc07
Width 10,000 5,000 2,500 100 4 2 1




Line count 10,002 15,002 17,502 19,902 19,998 20,000 20,001




























scala doc: \The Scala Language Specication Version 2.8"
（http://www.scala-lang.org/; 2011年 7月 15日確認）を XML
形式に変換したものである．元の文書は PDF形式であるが，それ






表 3.2.5: XML Document Characteristics (realistic doc).





Line count 41,219 78,010 72,014




レッド）ごとの性質を示すNode performance Indicator（Node I）と，各
ノードも含めたシステム全体の性質を表す System performance Indicator
（System I）の 2種類に分類される．















Node Thread Working Time（Node I）: 各ノ ドーでタグチェック処
理やデータの転送，ファイルの読み込みと分割処理などの処理に費
やした時間を表している．Node Thread Working Timeは，データ
転送時における待ち受け時間などのスレッドが待機している時間




タの送信に 300msec費やす場合，Node Thread Working Timeはそ
れらを合計した 600msecとなる．これらのスレッドが同時に動いて
いてもNode Thread Working Timeは 600msecのままとなる．また
各ノードごとのNode Thread Working Timeを合計して，System
Thread Working Time（System I）を定義する．この評価指標
は，中継ノードでのストリーミング処理に関して，処理量を定義す
るための指標である．














てから動く場合はNode Active Timeは 600msecとなる．一方，これ
ら全てのスレッドが同時に動くならNode Active Timeは 300msecと




Node Processing Time（Node I）: 各RelayNodeとEndNodeのPro-
cessing Threadにて，XML文書への文法チェック処理に要した時間
である．また，各ノードごとのNode Processing Timeを平均して，
System Processing Time（System I）を定義する．この評価指
標は，データの送信・受信などの転送時間を除いた，XML文書へ
の処理時間のみを評価するための指標である．
Parallelism Eciency Ratio（System I）: このインジケータは，





Node Buer Access Time（Node I）: RelayNodeやEndNode，MergeN-
odeはデータの転送途中に一時的にそれらを格納するのに用いるバッ





ればならない．Node Buer Access Timeは，バッファアクセスが
競合した時のロックによる待ち時間も含む．また，各ノードごとの
Node Buer Access Timeを合計して，システム全体で一つのXML
文書を処理する際にバッファアクセスに費やした時間を表す Sys-
35
















































 XML文書の整形式判定（Well-formedness grammar checking）
 XML文書の妥当性検証（Validation grammar checking）
の二種類の処理を行う．また，この時用いるXML文書は合成XML文書
（synthetic doc）である（第 3章 3.2節）．
ノ ドーの配置パターン
本章で用いるノード構成は下記に示す 4種類である．
 Two stages pipeline (図 4.2.1)
38
 Two path parallelism (図 4.2.2)
 Four stages pipeline (図 4.2.3)
 Four path parallelism (図 4.2.4)
本章では，これら 4種類のノード構成で，処理効率を評価する．
図 4.2.1: Two Stages Pipeline.
図 4.2.2: Two Path Parallelism.
まず二つの RelayNode(=二つの中間処理ノード )を用いる場合のノー
ド構成（図 4.2.1と図 4.2.2）について述べる．図 4.2.1と図 4.2.2に示すよ
うに StartNodeが後続に二つのRelayNodeを持つ場合，入力されたXML
文書は，最初の 2行（rst two lines），fragment01，fragment02，の三つ
に分割される．この各フラグメントはそれぞれが，ほぼ同一のデータサ
イズとなるように分割される．rst two linesは XML文書におけるメタ
タグと，rootタグを含んでいる行である．

















図 4.2.3: Four Stages Pipeline.
図 4.2.4: Four Path Parallelism.
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 図 4.2.5と図 4.2.6は Job Execution Timeを，
 図 4.2.7と図 4.2.8は System Active Timeを，
 図 4.2.9と図 4.2.10は System Processing Timeを，






 PIP wel :Pipeline and Well-formedness grammar checking
 PAR wel :Parallel and Well-formedness grammar checking
 PIP val :Pipeline and Validation grammar checking
 PAR val :Parallel and Validation grammar checking
図 4.2.5と図 4.2.6に示す Job Execution Timeにおいて，全ての合成
XML 文書（synthetic doc）についてパイプライン並列処理（PIP wel，
























図 4.2.5: Job Execution Time (Two RelayNodes).
図 4.2.6: Job Execution Time (Four RelayNodes).
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図 4.2.7: System Active Time (Two RelayNodes).
図 4.2.8: System Active Time (Four RelayNodes).
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図 4.2.9: System Processing Time (Two RelayNodes).
図 4.2.10: System Processing Time (Four RelayNodes).
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図 4.2.11: Parallelism Eciency Ratio (Two RelayNodes).




らず System Active Timeは似た特徴を示す．








図 4.2.13: Node Active Time for Processing doc01 (Two RelayNodes).
図 4.2.9と図 4.2.10に示す，System Processing Timeにおいては，わず
かにデータ分割並列のほうが良いが，パイプライン並列処理とデータ分
割並列処理がそれぞれ近い値を示している．これにより，先に示した Job














図 4.2.15と図 4.2.16に，二つまたは四つの RelayNodeを用いて合成










図 4.2.15: Node Thread Working Time for Processing doc01 (Two Re-
layNodes).





表 4.2.1: Distributed XML Processing Characterization Summary.
Two RelayNodes Four RelayNodes Number of RelayNodes









































 XML文書の整形式判定（Well-formedness grammar checking）及び，










を用いて合成 XML文書（synthetic doc）を処理した場合の Job Execu-
tion Timeを示している．図 4.3.17と図 4.2.5を比較すると，T5440 Env
は PC Envの約 10倍の時間を示している．詳細な検証を行ったところ，
この差は CPUの性能（クロック数）によるものであり，この検証におい
ても PC Envと T5440 Envではやはり約 10倍の性能差があった．
図 4.3.17: Job Execution Time of Processing Synthetic Documents (2
RelayNode in PC Env).
これとは対照的に，図 4.3.18に示す X4640 Envと PC Envで二つの
RelayNodeを用いて，実データに基づくXML文書（realistic doc）を処理
した場合のJob Execution Timeは，X4640 EnvとPC Envとでそれぞれ近
51
図 4.3.18: Job Execution Time of Processing Realistic Documents
(PC Env and X4640 Env).




（realistic doc）のうち stock docがもっとも高い値を示しているが，これは
stock docが最も多くのタグを有しているためである．すべての実験におい
て，Job Execution Time，System Active Time，System Processing Tiem




























































 XML文書の整形式判定（Well-formedness grammar checking）及び，








本章のX4640 Envと PC Envにおけるノード配置のパターンを下記に
示す．これらの構成は前章とほぼ同一である．
二つのRelayNode(=二つの中間処理ノ ドー )を用いる場合のノ ドー構成
（図 5.3.1と図 5.3.2）では StartNodeが後続に二つのRelayNodeを持つ場












図 5.3.2は，二つの RelayNodeを用いた 2経路のデータ分割並列処理




















first 2 lines RelayNode02 checks fragment02,
RelayNode03 checks fragment01,
EndNode checks first line, 
second line, and all unchecked tags

















first 2 lines RelayNode02 checks fragment01,
RelayNode03 checks fragment02,
EndNode checks first line, 
second line and all unchecked tags
2core








XML文書（realistic doc）について PC Envと X4640 Envを実験環境と
して XML文書へのストリーミングデータ処理を行った．グラフはそれ
ぞれ，
 図 5.4.3と図 5.4.4は synthetic docに対する，図 5.4.5と図 5.4.6は
realistic docに対する Job Execution Timeを，
 図 5.4.7と図 5.4.8は synthetic docに対する，図 5.4.9と図 5.4.10は
realistic docに対する System Active Timeを，
 図 5.4.11と図 5.4.12は synthetic docに対する，図 5.4.13と図 5.4.14
は realistic docに対する System Processing Timeを，
 図 5.4.15と図 5.4.16は synthetic docに対する，図 5.4.17と図 5.4.18
















た realistic docにおいて，stock docは kernel docに比べてファイルサイ
ズは小さいが，XML文書中のタグの数は多い（表 3.2.5）．kernel docへ
の処理を行った場合の Job Execution Timeは，stock docへの処理を行っ
た場合よりも小さくなる．そのため，Job Execution Timeは XML文書
のファイルサイズよりも，含まれるタグの数の影響を強く受けることが
わかる．この傾向は，System Active Timeや System Processing Timeに
おいても同様であった．














スクそれぞれの構成によらず System Node Active Timeは似た傾向を示
していた．
図 5.4.11と図 5.4.12，図 5.4.13と図 5.4.14に示す System Processing
Timeにおいては，両方のタイプの XML文書で，パイプライン並列と
データ分割並列ともに近い値を示していた．このことより，前述の Job




















表 5.4.1: Summary of Experimental Results.
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PC_Env VM_Env
























doc01 doc02 doc03 doc04 doc05 doc06 doc07











PIP_wel PAR_wel PIP_val PAR_val PIP_wel PAR_wel PIP_val PAR_val
PC_Env VM_Env
























doc01 doc02 doc03 doc04 doc05 doc06 doc07










PIP_wel PAR_wel PIP_val PAR_val PIP_wel PAR_wel PIP_val PAR_val
PC_Env VM_Env



































PIP_wel PAR_wel PIP_val PAR_val PIP_wel PAR_wel PIP_val PAR_val
PC_Env VM_Env
































PIP_wel PAR_wel PIP_val PAR_val PIP_wel PAR_wel PIP_val PAR_val
PC_Env VM_Env
























doc01 doc02 doc03 doc04 doc05 doc06 doc07







PIP_wel PAR_wel PIP_val PAR_val PIP_wel PAR_wel PIP_val PAR_val
PC_Env VM_Env
























doc01 doc02 doc03 doc04 doc05 doc06 doc07












PIP_wel PAR_wel PIP_val PAR_val PIP_wel PAR_wel PIP_val PAR_val
PC_Env VM_Env





































PIP_wel PAR_wel PIP_val PAR_val PIP_wel PAR_wel PIP_val PAR_val
PC_Env VM_Env


































PIP_wel PAR_wel PIP_val PAR_val PIP_wel PAR_wel PIP_val PAR_val
PC_Env VM_Env



























doc01 doc02 doc03 doc04 doc05 doc06 doc07









PIP_wel PAR_wel PIP_val PAR_val PIP_wel PAR_wel PIP_val PAR_val
PC_Env VM_Env



























doc01 doc02 doc03 doc04 doc05 doc06 doc07









PIP_wel PAR_wel PIP_val PAR_val PIP_wel PAR_wel PIP_val PAR_val
PC_Env VM_Env






































PIP_wel PAR_wel PIP_val PAR_val PIP_wel PAR_wel PIP_val PAR_val
PC_Env VM_Env




































PIP_wel PAR_wel PIP_val PAR_val PIP_wel PAR_wel PIP_val PAR_val
PC_Env VM_Env
























doc01 doc02 doc03 doc04 doc05 doc06 doc07








PIP_wel PAR_wel PIP_val PAR_val PIP_wel PAR_wel PIP_val PAR_val
PC_Env VM_Env
























doc01 doc02 doc03 doc04 doc05 doc06 doc07












PIP_wel PAR_wel PIP_val PAR_val PIP_wel PAR_wel PIP_val PAR_val
PC_Env VM_Env





































PIP_wel PAR_wel PIP_val PAR_val PIP_wel PAR_wel PIP_val PAR_val
PC_Env VM_Env



































文書（realistic doc）と小さな XML文書（synthetic doc）の比較におい
ては，パイプライン並列処理においても大きなXML文書（realistic doc）
の場合は，処理ノードを増やした場合に良い影響が出ること，加えて，小







































































































































































































 XML文書の整形式判定（Well-formedness grammar checking）









6.4.1 ArrayList vs. Coarse-LinkedList
バッファとしてAL及び C-LLを用いて，synthetic docに対してXML文
書の整形式判定（Well-formedness grammar checking）を行った時の Job
Execution Timeを図 6.4.2に，System Buer Access Timeを図 6.4.3に示
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Buffer Type; Count of RNs; Node Name (doc07; Well.)
add remove read other
図 6.4.4: Node Buer Access Time（AL & C-LL; doc07; Well.）
6.4.2 Coarse-LinkedList vs. Fine-LinkedList
バッファとして，C-LLまたは F-LLを用い，realistic docに対して，妥
当性の検証（Validation grammar checking）を施した時の Job Execution
Timeを図 6.4.5に，System Active Timeを図 6.4.6に，System Buer
Access Timeを図 6.4.7に示す．さらにこの中から，kernel docの Node
Buer Access Timeを図 6.4.8に示し，Node Thread Working Timeを図
6.4.9に示す．
C-LLまたは F-LLをバッファとして用いた場合の，ジョブの実行時間
（図 6.4.5）と System Active Time（図 6.4.6）には大きな差は見られない．
しかし，System Buer Access Time（図 6.4.7）に関しては，C-LLよりも




Time（図 6.4.9）については C-LLと F-LLであまり差が無いため，バッ
ファアクセス以外の評価指標の示す値はほとんど変化がないことが分かる．
例えば二つの RelayNodeを用いて kernel docを処理する場合，図 6.4.5，
図 6.4.8，図 6.4.9，によると，Node Thread Working Timeの合計はC-LL
で 5,957msec，F-LLで 5,976msecである．Node Buer Access Timeの合
78
計 (=図 6.4.7と同じ値になる)は，C-LLで 360msec，F-LLで 607msecで
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Buffer Type; Count of RNs; Node Name (kernel; Val.)
add remove read other





































































































Buffer Type; Count of RNs; Node Name (kernel; Val.)
total reading time total sending time receiving time
processing time sending time total receiving time































































































































































 実験環境は，仮想環境であるX4640 Env（第 3章 3.1節）




 先の第 6章で述べた，改良型のバッファである F-LLを用いる
さらに，この実験においてノードの配置パターンは，








The single EndNode checks 
whole of the XML document
図 8.1.1: Single Processing Instance.
2RN StartNodeと EndNodeの間に二つの RelayNodeを配置する
（第 5章，図 5.3.1と図 5.3.2に示したノード構成と同一）
4RN StartNodeと EndNodeの間に四つの RelayNodeを配置する
（第 5章にて述べたノード構成と同一）
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Scheduling and Processing Type (synthetic docs)
doc01 doc02 doc03 doc04 doc05 doc06 doc06
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Scheduling and Processing Type (realistic docs)
kernel_doc stock_doc scala_doc
図 8.1.3: Job Execution Time (Realistic Docs: noRN; 2RN; 4RN).
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図 8.1.2 と図 8.1.3によると，多くの例で，単一ノードでのみ処理を行
うnoRNの実験結果が最速であることがわかる．これは，中継ノ ドーで処
理を行う場合には，データ転送とデータ分割等により，オーバーヘッドが













































Scheduling and Processing Type (stoc_doc)
total reading time total sending time receiving time
processing time sending time total receiving time
図 8.1.4: Node Thread Working Time (Stock doc: val.: noRN
;4RN PAR).
さらに図 8.1.4は，この時の詳細なNode Thread Working Timeである．
図 8.1.4は，それぞれのノードで，
 XML文書の読み込み (total reading time)，
90
 分割されたXML文書と処理結果の送信（sending time，total send-
ing time），






みに要した時間（図 8.1.4中の processing time）はそれぞれ，noRN valの
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