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Abstract Estimation of Distribution Algorithms (EDAs) and Innovation Method are recognized methods
for solving global optimization problems and for the estimation of parameters in diffusion processes,
respectively. Well known is also that the quality of the Innovation Estimator strongly depends on an
adequate selection of the initial value for the parameters when a local optimization algorithm is used in its
computation. Alternatively, in this paper, we study the feasibility of a specific EDA - a continuous version
of the Univariate Marginal Distribution Algorithm (UMDAc) - for the computation of the Innovation
Estimators. Numerical experiments are performed for two different models with a high level of complexity.
The numerical simulations show that the considered global optimization algorithms substantially improves
the effectiveness of the Innovation Estimators for different types of diffusion processes with complex
nonlinear and stochastic dynamics.
Keywords Local Linear Approximation method · Estimation of Distribution Algorithms · Parameter
estimation · Numerical simulations
1 Introduction
Diffusion processes defined through Stochastic Differential Equations (SDEs) have became an important
mathematical tool for describing the dynamics of several phenomena, e.g., the dynamics of assets prices in
the market, the fire of neurons, etc. In many applications, the statistical inference of diffusion processes
is of great importance for model building and model selection. This inference problem consists in the
estimation of the unknown parameters and unobserved components of the diffusion process given a set of
discrete and noisy observations of some of its components. In this context, a variety of inference methods
(see, e.g., [1] ) have been considered and, among them, the Innovation Estimators have been shown very
useful in applications (see, e.g., [2,3,4]).
The computation of the Innovation Estimators involves the minimization of an objective or fitness
function, which is a non-quadratic function of the parameters in most of situations. This optimization
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process is usually carried out by means of local optimization algorithms [2,3,4]. In general, innovation
estimators computed in that way strongly depend on the quality of the parameter’s initial value used by
the local optimization algorithm. Therefore, great expertise of the users is needed to reach satisfactory
estimates.
To overcome such type of difficulty, instead of a local optimization algorithm, global optimization
methods as the Estimation of Distribution Algorithms (EDAs) [5,6,7,8] are usually considered. In par-
ticular, EDAs comprise a group of stochastic optimization heuristics which base the search of an optimal
solution on a population of individuals. In the population, each one of the individuals represents a solu-
tion to the considered optimization problem. Individuals are evaluated and a subset of them is selected
according to the quality of their objective function values. EDAs use probabilistic models of the solutions
to extract relevant information about the set of selected solutions. The probabilistic model is used to
sample new individuals. In this way, the algorithm evolves in successive generations towards the more
promising regions of the search space until a stopping criterion is satisfied. A pseudocode of a general
EDA will be later presented.
EDAs can be classified according to the type of solution representation and to the way that the learning
of the probability model is accomplished. The representations are discrete or continuous. Moreover,
regarding the way of learning, EDAs can be classified in two classes. One class groups the algorithms
that make a parametric learning of the probabilities, and the other one comprises those algorithms where
structural as well as parametric learning of the model is done.
In this paper, for the computation of the Innovation Estimators of the unknown parameters of diffusion
processes, we focus on a class of EDAs with continuous representation and parametric learning. As
probabilistic model, we use the univariate marginals estimated from the selected population, which defines
the so called Univariate Marginal Distribution Algorithm in continuous domain (UMDAc) [9]. This global
optimization strategy is also combined with a local optimization algorithm and tested in numerical
simulations.
The paper is organized as follows. In Section 2, the estimation problem is clearly defined, and the
essentials on the Innovation Method and EDAs are briefly presented. Section 4 focused on the application
of the UMDAc to the parameter estimation of SDEs and the resulting algorithms are summarized. The
performance of the proposed algorithms is illustrated in Section 5 in the estimation of two types of
diffusion processes with complex nonlinear and stochastic dynamics. Finally, in Section 6, we present the
conclusions of the paper and discuss some possible lines of future work.
2 Notations and Preliminaries
Let the continuous-discrete state space model be defined by the continuous state equation
dx(t) = f(t, x(t);α)dt +
m∑
i=1
gi(t, x(t);α)dw
i(t), for t ≥ t0 ∈ ℜ. (1)
and the discrete observation equation
ztk = h0(tk, x(tk)) + etk , for k = 0, 1, .., N ∈ N, (2)
where x(t) ∈ ℜd is the state vector at the instant of time t, ztk ∈ ℜr is the observation vector at the
instant of time tk, α is a set of p parameters, w is an m-dimensional standard Wiener process, {etk : etk ∼
N (0, Σ)}, k = {0, .., N}, is a sequence of i.i.d. random vectors independent of w, f, gi : ℜ × ℜd → ℜd
are vector functions and h0 : ℜ × ℜd → ℜr is also a vector function. Here, the time discretization
(t)N = {tk : k = 0, 1, · · · , N} is assumed to be increasing, i.e., tk−1 < tk for all k = 1, .., N .
Let xt/tk = E(x(t)/Ztk ;α) and Pt/tk = E((x(t)−xt/tk )(x(t)−xt/tk )⊺/Ztk ;α) for all t ≥ tk, where E(./.)
denotes conditional expectation and Ztk = {ztj : tj ≤ tk and tj ∈ (t)N} is a sequence of observations. In
the case that t > tk, xt/tk and Pt/tk are called prediction and prediction variance, respectively. If t = tk,
xtk/tk and Ptk/tk are called filter and filter variance. Let ϑ = {xt0/t0 , Pt0/t0 , α}.
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The inference problem here consists in the estimation of ϑ, xtk/tk and Ptk/tk given the time series ZtN
with N observations ztk . Usually, the inference problem for differential equations is carried out in two
steps: 1) the estimation of the unknown parameters α, and 2) the estimation of the unobserved component
x at each tk, i.e., all the xtk/tk and Ptk/tk . In a model like (1)-(2) with α given, the problem of estimating
the state x(tk) from the observations ztk is known as the nonlinear continuous-discrete filtering problem.
In practical applications, α is commonly unknown. For this reason, the estimation of these parameters
plays a central role.
3 Innovation Estimators
The Innovation Estimator α̂ of the parameter α in the model (1)-(2) is defined as [10]:
α̂ = argmin
α
{q(α)}, (3)
where
q(α) =
{
N ln(2pi)+
N∑
k=1
ln(det(Σνtk/tk−1)) + ν
⊤
tk(Σ
ν
tk/tk−1
)−1νtk
}
,
νtk = ztk −E(h(tk, x(tk))/Ztk ;α) and Σνtk/tk−1 are, respectively, the discrete time innovation process and
its variance.
Since the exact computation of νtk and Σtk/tk−1 is only possible for a few particular models, in
general, it is necessary to use approximate formulas. The approximations ν˜tk and Σ˜
ν
tk/tk−1
are recursively
computed with the following Local Linearization filtering algorithm [11], for k = 0, .., N − 1:
1. Prediction
ytk+1/tk = ytk/tk +
tk+1−tk∫
0
(Aky(tk+t)/tk + ak(t))dt
Qtk+1/tk = Qtk/tk +
tk+1−tk∫
0
{AkQ(tk+t)/tk +Q(tk+t)/tkA⊺k
+
m∑
i=1
Bi,k(Q(tk+t)/tk + y(tk+t)/tky
⊺
(tk+t)/tk
)B⊺i,k
+
m∑
i=1
Bi,ky(tk+t)/tkb
⊺
i,k(t) + bi,k(t)y
⊺
(tk+t)/tk
B⊺i,k
+
m∑
i=1
bi,k(t)b
⊺
i,k(t)}dt,
2. Innovation
ν˜tk+1 = ztk+1 − h0(ytk+1/tk),
Σ˜νtk+1/tk = CkQtk+1/tkC
⊺
k +Σ,
3. Filter
ytk+1/tk+1 = ytk+1/tk +Ktk+1 ν˜tk+1 ,
Qtk+1/tk+1 = Qtk+1/tk −Ktk+1CkQtk+1/tk ,
where Ktk+1 = Qtk+1/tkC
⊺
k
(
Σ˜νtk+1
)−1
is the filter gain.
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In the above algorithm the remaining notations are:
Ak = Jf (tk, ytk/tk), Bi,k = Jgi(tk, ytk/tk), Ck = Jh0(tk, ytk/tk)
ak(t) = f(tk, ytk/tk)− Jf (tk, ytk/tk)ytk/tk +
∂f(tk, ytk/tk)
∂s
(t− tk),
and
bi,k(t) = gi(tk, ytk/tk)− Jgi(tk, ytk/tk)ytk/tk +
∂gi(tk, ytk/tk)
∂s
(t− tk),
where Jv indicates the Jacobian matrix of the vector function v. The algorithm starts with
yt0/t0 = xt0/t0 , Qt0/t0 = Pt0/t0
for each given value of α.
Finally, the estimates ytk/tk and Qtk/tk obtained from the above filtering algorithm with α = α̂ give
an approximation of the mean xtk/tk and variance Ptk/tk of the states x(tk) in the model (1)-(2).
Explicit formulas for the solution of the differential equations involved in the prediction step can be
found in [11] or in [12].
The minimization of the function q(α) with respect to α is a major difficulty in the computation of the
Innovation Estimators, as it can be observed from the expression (3). In this situation, the optimization
process acquires great importance for estimating the parameters of the model.
Among the difficulties of this optimization problem are the non-quadratic dependence of the fitness
or objective function q(α) with respect to the parameters α due to the nonlinearity of the model (1)-(2)
and the presence of parameters α in the highly nonlinear term corresponding to the innovation variance
Σν . An additional difficulty is the impossibility of using local optimization methods of high convergence
order since calculating the gradient or the Hessian of the objective function with regard to the parameters
is not possible.
3.1 Univariate Marginal Distribution Algorithm
A pseudocode of a general Estimation of Distribution Algorithm for solving optimization problems is
shown in Algorithm 1.
Table 1 Pseudocode of a general Estimation of Distribution Algorithm (EDA)
Algorithm 1: EDA
1 Set t⇐ 1. Generate M points randomly from the search space (Initial population D0).
2 do {
3 Evaluate the fitness function at the M points.
4 Select a set of points DSet−1 according to a selection method.
5 Compute a probabilistic model from DSet−1.
6 Sample M new points according to the probability distribution previously learnt.
7 t⇐ t+ 1
8 } until Termination criteria are met
In particular, the Univariate Marginal Distribution Algorithm (UMDA) [9] follows Algorithm 1, but
uses univariate marginals calculated from the selected population as the probabilistic model. Theoretical
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studies, as well as a variety of applications of UMDA have been reported in [13,14,8,15]. On the other
hand, applications of EDAs to problems with continuous representation comprise the use of UMDA
based on Gaussian models [16,17,18], Gaussian networks [16,19,17], Marginal Histogram in Continuous
Domains [20], mixtures of Gaussian distributions [21], and Voronoi based EDAs [22]. In its general form,
the UMDA for continuous domains (UMDAc) [17] is not restricted to the use of Gaussian distributions,
the density function which better fits the optimal solutions is statistically determined for each generation.
For more details on EDAs for continuous domains [23,24,25] can be consulted.
4 UMDAc-based Innovation Estimators for Diffusions
Let Ω = ℜp be the search space, X a random element of Ω, and Xi its i-th component. F (Xi; θi) and
F (X ; θ) will denote, respectively, the density function of Xi and the joint density function of X depending
of the sets of parameters θi and θ = {θ1, .., θp}.
In addition, Dl and D
Se
l will denote the population at the l-th generation and the selected population
at the l-th generation from which the joint probability distribution of X is learnt. Fl
(
X ; θ̂l
)
denotes the
joint density function estimated in each generation l.
The pseudocode for learning the joint density function by the UMDAc at each generation l is shown
in Algorithm 2.
Table 2 Calculation of the probabilistic model by the Univariate Marginal Distribution Algorithm for continuous domains
Algorithm 2: UMDAc: probabilistic model
1 for i := 1 to p {
2 Select via hypothesis test the density function Fl
(
Xi; θ
l
i
)
which better fits the population
DSel−1 projected on Xi
3 Obtain the maximum likelihood estimators θ̂ li for θ
l
i
}
The learnt joint density function is expressed as Fl
(
X ; θl
)
=
∏p
i=1 Fl
(
Xi; θ̂
l
i
)
We will use the UMDAc with Gaussian distributions. By considering independence among the com-
ponents of X we assume that the joint density function F (X) is normal p-dimensional and could be
factorized as the product of the normal univariate marginal densities of each component Xi. Univariate
marginal densities for each Xi will be calculated as
F (Xi) =
1√
2piσi
e
−
(Xi−µi)
2
2σ2
i . (4)
In our optimization problem each component Xi belongs to a bounded interval [ai, bi]. A first popu-
lation D0 of M points is generated according a uniform distribution. In every generation l (l > 1) with
M points Xj, for every component Xi we performed the estimation of the mean µi and the standard
deviation σi by their sampling estimates,
µˆi =
1
M
M∑
j=1
Xji , and σˆi =
√√√√ 1
M
M∑
j=1
(
Xji − µˆi
)2
.
By considering elitism, the ε points X with the best solutions (minimum values of q(α)) of the
previous generation are kept in the new population. New (M − ε) points X are randomly generated
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from the normal distribution with the estimated parameters but retaining the i-th component inside the
interval [ai, bi]. The new X are added into the original population replacing the non-selected ones. The
process is repeated until a stop condition is met. Different stopping condition can be considered, as a fixed
number of generations or non-improvement criterion after a given number of generations, for example.
We considered a fixed number of generations, justified by some preliminary experiments and cost-benefit
analysis.
In addition, we consider the strategy of combining the global and local optimization techniques in
which the estimated values of the parameters obtained by EDA are used as initial values of the local
technique. The application of EDAs together with local optimization techniques has been reported to
notably improve the quality of the solutions for problems from different domains [26,27,28].
For comparison purposes, we used the MATLAB function fmincon as a Local Optimization Algorithm
(LOA). This function searches for the minimum of a nonlinear multivariate function with constraints,
and needs an initial estimate for this task.
In what follows we summarize with a pseudocode the three estimation algorithms considered in the
paper for computing the innovation estimator (3) of the parameters α in the model (1)-(2).
Table 3 Algorithm for global optimization
Algorithm 3: UMDAc - Innovation estimator
1 Set t⇐ 1. Generate M points X using a uniform distribution (Initial population D0 for α).
2 do {
3 Evaluate the fitness function q(α) at the M points X .
4 Select a set of points DSet−1 according to a selection method.
5 Compute a probabilistic model from DSet−1 applying Algorithm 2 with F (X) in Eq. (4).
6 Consider elitism: keeping the ε points X with the best solutions in the new population.
7 Sample M − ε new points X according to the probability distribution previously learnt.
8 t⇐ t+ 1
9 } until Termination criteria are met
10 αˆ is the X with the minimum value of q(α) in the last generation.
Table 4 Global optimization with Local optimization refinement
Algorithm 4: Refined UMDAc - Innovation estimator
1 Use Algorithm 3 to find an estimate α˜ of α.
2 Set α0 ⇐ α˜.
3 Compute a new estimation αˆ of α with the MATLAB function fmincon starting at α0.
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Table 5 Local optimization strategy (LOA)
Algorithm 5: LOA - Innovation estimator
1 Define α0 (Initial value for α).
2 Compute an estimation αˆ of α with the MATLAB function fmincon starting at α0.
5 Numerical Experiments and Results
The objective of our experiments is to determine whether the use of UMDAc can improve the computation
of Innovation Estimators for unknown parameters of discrete observed diffusion processes. To do so, we
compare the Algorithms 3, 4 and 5 described above in the search of the solution to the optimization
problem described by Eq. (3).
With these three algorithms, we carried out 100 estimations of the parameters α for a given time
series ZtN of N observations ztk of two different types of diffusion processes. In each estimation, the
initial population for Algorithms 3 and 4, and the initial value for the Algorithm 5 were randomly
selected from a predefined set of possible values for each parameter. The population size M for the
UMDAc was decided in agreement with the approach suggested in [29], i.e., M was set equal to 20 times
the number of parameters p to be estimated. In order to have a quicker convergence to the optimum,
truncation selection was used as the selection method of choice [29]. An empirical rule previously used
in Factorized Distribution Algorithm (FDA) [30] to specify the truncation threshold τ locates it between
0.125 and 0.4. We fixed τ = 0.3 since this choice of τ has been already reported in previous EDA
applications in continuous domains [31]. Elitism was implemented with 5% of the population. A fixed
number of generations was the stopping condition used although we also kept in mind a superior bound
for the value of the objective function. All these mentioned values were selected after conducting a set of
preliminary experiments.
For the following two examples of diffusion processes, the realization ZtN of the model was computed
by using the known order 1 strong Local Linearization scheme for SDEs (see, e.g., [32]) on a time
discretization finer than the observation times t0,...,tN and then subsampling the approximate solution
of x at the time instants t0,...,tN .
5.1 Stiff state equation with additive noise
The modeling of stochastic behavior of neuronal populations has been of great interest for several years.
The stochastic Fitzhugh-Nagumo equation has widely been used in analytical and simulation studies of
neuronal models [33,34]. The biggest complexity to deal with this model is due to the stiffness of the
nonlinear state equations (5)-(6), the components of the state variable change at very different rates. This
behavior results in great difficulty for its numerical solution.
Let us consider the stochastic Fitzhugh-Nagumo model defined by the continuous nonlinear state
equations
dx1 = 100(x1 − x
3
1
3
− x2)dt (5)
dx2 = α1 + α2x1dt+ α3dw2 (6)
and the discrete observation equation
ztk = x(tk) + etk (7)
where x(t) ∈ ℜ2, ztk ∈ ℜ2, α1 = 1, α2 = 1, α3 = 0.1, x(0) = (x1(0), x2(0)) = (−0.9323,−0.6732) and
{etk : etk ∼ N (0, 10−6)}.
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Fig. 1 Realization of the solution of the state space model (5)-(6). Top:{x1(tj) : j = 1, . . . , T}. Bottom:{x2(tj ) : j =
1, . . . , T}.
A realization {x(tj) = (x1(tj), x2(tj)) : j = 1, . . . , T } of the solution of the state space model (5)-(6)
is shown in Figure 1 for instants of time tj = jh, with h = 0.0005 and T = 50. The variations of the state
variable which determines the stiff characteristics of the model are observed.
Given the state space model (5)-(7) and the single realization {ztk : k = 0, . . . , N} of the equation of
observations (7) with tk = k∆, ∆ = 0.5 and N = 500, 100 estimates of the parameter set α = (α1, α2, α3)
were carried out. Each initial estimate of α was uniformly generated inside of their definition intervals
α1 ∈ [0, 5], α2 ∈ [0, 5], α3 ∈ [0, 1].
Due to the complexity of this type of diffusion process, it was not possible to carry out the estimation
of the set of parameters α using the Algorithm 5. To obtain a solution with the Matlab function fmincon
of Algorithm 5 is essential to have a very good initial estimation for the parameters. Otherwise, the
algorithm does not converge. For this reason, the results of the estimation with Algorithm 5 is not
reported in this example.
Table 6 Parameter estimation achieved by UMDAc for the state space model (5)-(6). The interval is defined by the
minimum and maximum values of the estimated parameters produced in 100 executions of Algorithm 3.
Parameter Real value Estimated
α1 1 [0.9181,1.4887]
α2 1 [0.9699,1.3701]
α3 0.1 [0.1018,0.1458]
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On the contrary, a satisfactory result in the estimation was obtained when the optimization is carried
out via UMDAc with Algorithm 3 as it is shown in Table 6. Note that the 100 estimations of each
parameter are inside of a reduced interval, limited by the lowest and highest estimation values obtained.
The histogram of the estimator for each parameter is shown at the left column of Figure 2. In the figure,
dot lines correspond to the real value of the parameters, whereas dash and dot lines correspond to the
mean value of the estimations.
0 1 2 3 4 5
0
0.5
1
UMDAc
0 1 2 3 4 5
0
0.5
1
UMDAc + Local
0 1 2 3 4 5
0
0.5
1
0 1 2 3 4 5
0
0.5
1
0 0.2 0.4 0.6 0.8 1
0
0.5
1
0 0.2 0.4 0.6 0.8 1
0
0.5
1
α1 
α2 
α3 
Fig. 2 Histograms of the estimated values for the unknown parameters α in the model (5)-(6): (left) using our proposal
for UMDAc, (right) combining the UMDAc and the local search algorithm.
These estimation results can be significantly improved by Algorithm 4 that use each output of Algo-
rithm 3 as initial value of the parameters in the local optimization algorithm. Indeed, this is corroborated
in the right column of Figure 2 which shows the histograms of the estimators of α obtained by Algo-
rithm 4. It can be observed that the 100 estimations are all grouped very close to the true value of the
parameters.
5.2 Nonlinear model with multiplicative noise
This example is of greater complexity. The state variables of the diffusion model are strongly dominated by
the system noise, the signal-noise ratio is very low, and the model to be estimated is over parameterized.
Let us consider the following nonlinear state-space model with multiplicative noise
dx1 = (α1 + α2x1)dt+ α3
√
x1dw1 (8)
dx2 = α4x
2
2dt+ α5x
2
1dw2 (9)
ztk = x2(tk)− 0.001x32(tk) + (x2(tk)− 0.01x22(tk))ξtk + etk , (10)
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Fig. 3 Realization of the solution of the state space model (8)-(9) Top: {x1(tj ) : j = 1, . . . , T}, Center: {x2(tj ) : j =
1, . . . , T}, Bottom: {ztk : k = 0, . . . , N}
where x(t) ∈ ℜ2, ztk ∈ ℜ, α1 = 1, α2 = −1.5, α3 = 0.1, α4 = −1, α5 = 0.01, x(0) = (x1(0), x2(0)) =
(0.5, 0.5), {ξtk : ξtk ∼ N (0, 0.01)} and {etk : etk ∼ N (0, 0.01)}.
In Figure 3 a realization {x(tj) = (x1(tj), x2(tj)) : j = 1, . . . , T } of the solution of the model (8)-(9)
at instants of time tj = jh, with h = 0.005 and T = 5× 104, is shown. A realization {ztk : k = 0, . . . , N}
of the equation of observations (10) with tk = k∆, ∆ = 0.5 and N = 500 is also shown. It is possible to
observe in this figure the strong component of noise in the signal and in the observations, which gives a
high complexity to the estimation problem.
Given the state space model (8)-(10) and a single realization of ztk , as is shown in Figure 3, 100
estimates of the parameter set α = (α1, α2, α3, α4, α5) were carried out. Each initial estimate of α was
uniformly generated inside of their definition intervals
α1 ∈ [0, 2], α2 ∈ [−3, 0], α3 ∈ [0, 0.3], α4 ∈ [−3, 0], α3 ∈ [0, 0.1].
The histograms of the estimated values for α using the local optimization technique of Algorithm 5
are presented in the central column of Figure 4. It is possible to see that the obtained estimation is not
useful when using a uniformly distributed initial value in the considered intervals for each parameter.
On the other hand, an interesting result in the estimation is obtained with the optimization Algo-
rithms 3 and 4 via UMDAc, in the sense that all the results are located around certain biased value of
the true parameters. The histograms of the estimated values of α with Algorithm 3 are shown in the
column on the left of Figure 4, while the results obtained with Algorithm 4 are shown in the column on
the right. In this case, the estimation of Algorithm 4 does not improve the results of Algorithm 3, which
confirms that the local optimization algorithm is not useful for this problem.
For a better explanation of the complexity of this optimization problem, the evaluation of the fitness
function around the mean values of the estimated values of the parameters is shown in Figure 5, by
moving the values of only a parameter αi. In general, the fitness function is almost flat, which is even
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Fig. 4 Histograms of the estimated values for the unknown parameters α in the model (8)-(10): (left) using our proposal
for UMDAc, (center) using the local search algorithm, (right) combining the UMDAc and the local search algorithm.
more evident for the third coordinate. The existence of a local minimum for the third parameter could
be observed making a bigger rescaling in the considered interval. However, note that in this extreme
situation the mean value of the estimated parameters α1, α2, α4, and α5 are quite close to the minimum
value of the fitness function for each parameter, which reveals the good performance of the Algorithms 3
and 4. This demonstrates the robustness of the UMDAc in the case of having small deviations from the
typical assumptions required for its use.
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Fig. 5 Evaluation of the fitness function keeping fixed all the coordinates of α except αi in the model (8)-(10).
6 Conclusions
In this paper, we have considered two optimization methods based on the Estimation of Distribution
Algorithms for computing the Innovation Estimators of the unknown parameters of diffusion processes
given a set of discrete and noisy observations. The first method is exclusively based on a variant of the
known Univariate Marginal Distribution Algorithm in continuous domain, whereas the second method
includes a refinement for the outputs of the first one via a local optimization algorithm. The performance
of these two optimization methods were evaluated in the parameter estimation of two types of diffusion
models with complex nonlinear and stochastic dynamics. The numerical simulations demonstrate the
feasibility of the considered method for the parameter estimation in situations where local optimization
algorithms fail. This is particularly relevant in practice when adequate initial values for the parameters
to be estimated are not available or when the diffusion model has highly nonlinear parameters to be
estimated from highly noisy observations.
While our results show that UMDAc is able to deal with optimization scenarios where the commonly
applied local optimization methods fail, there are still room for improvement. In particular, other EDAs
that explicitly model and exploit multivariate interactions between the parameters of the fitness function
are worth to be evaluated in the computation of Innovation Estimators of diffusion processes. We leave
this question as a line of future research.
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