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Abstract
In this paper, we consider the one dimensional initial value problem for strongly
degenerate parabolic equations with variable coecients. This equation has both
properties of parabolic equation and those of hyperbolic equation. Moreover, the
convection and diusion coecients depend on the spatial variable $x$ . In particu-
lar, we consider the case that convective coecients are the functions of bounded
variation with respect to $x$ . Then, we prove the strong precompactness of a family
of approximate solution to the problem and characterize the limit function as an
entropy solution. Moreover, we give a proof of the uniqueness of entropy solutions
to the problem using the methods of Karlsen-Ohlberger [6] and Karlsen-Risebro-
Towers [10].
1 Introduction
We consider the initial value problem for a degenerate parabolic equation of the form
(P) $\{\begin{array}{l}u_{t}+\partial_{x}A(x, u)=\partial_{x}^{2}\beta(x, u) , (x, t)\in\Pi_{T}=\mathbb{R}\cross(0, T) ,u(x, O)=u_{0}(x) , x\in \mathbb{R}, u_{0}\in BV(\mathbb{R}) .\end{array}$
Here, $[0, T]$ is a xed time interval. $A(x, \xi)$ and $\beta(x, \xi)$ are $\mathbb{R}$-valued functions dened on
$\mathbb{R}\cross \mathbb{R}$ . In particular, the function $\beta(x, \xi)$ is supposed to be monotone nondecreasing and
locally Lipschitz continuous with respect to $\xi$ for xed $x$ . Ftom the assumptions of $\beta$ , the
set of points $\xi$ where $\partial_{\xi}\beta(x, \xi)=0$ may have a positive measure. In this sense, we say
that the equation posed in (P) is a strongly degenerate parabolic equation.
This equation is an one dimensional version of the following multi-dimensional equa-
tions:
(1) $u_{t}+\nabla\cdot A(x, u)=\Delta\beta(x, u)$ .
The equation (1) can be applied to several mathematical models; hyperbolic conservation
laws, porous medium, Stefan problem, ltration problem, sedimentation process, trac
ow, blood ow, etc. Moreover, (1) is regarded as a linear combination of the time
dependent conservation laws (quasilinear hyperbolic equation) and the porous medium
equation (nonlinear degenerate parabolic equation). Thus, (1) has both properties of
hyperbolic equations and those of parabolic equations. Moreover, by the assumptions on
$\beta$ , (1) has the following properties:
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If $\beta$ is strictly increasing, then \parabolicity" is majorant to \hyperbolicity
If $\beta$ is monotone nondecreasing, then \parabolicity and \hyperbolicity are not
necessarily comparable.
In our research, we consider (P) in the case that $A(x, \xi)$ is discontinuous with respect
to $x$ for $\xi\in \mathbb{R}$ . In particular, our aim is to prove the well-posedness of (P) in the case
that A $\xi$ ) $\in BV(\mathbb{R})$ . In this paper, we prove the strong precompactness of a family of
approximate solution to (P) and characterize the limit function as an entropy solution to
(P). Moreover, we show the uniqueness of entropy solutions.
The mathematical analysis of strongly degenerate parabolic equations was given by
Vol'pert-Hudjaev [16], Carrillo [3], Karlsen-Ohlberger [6] and Karlsen-Risebro [8]. In the
discontinuous convective coecient case, it is dicult to show that approximate solutions
have bounded total variation. Hence, we may not directly apply the classical $Kru\check{z}kov^{:}s$
theory [11]. One of the methods to overcome this diculty is the compensated compact-




In fact, Karlsen-Risebro-Towers [9] proved the existence of weak solutions and the unique-
ness of the constructed weak solutions to the one dimensional Cauchy problem with vari-
able separation ux:
$\partial_{t}u+\partial_{x}(\gamma(x)f(u))=\partial_{x}^{2}\beta(u)$ ,
where $\gamma(x)\in BV(\mathbb{R})$ and $f(\xi)\in C^{2}(\mathbb{R})$ is a genuinely nonlinear function satisfying several
conditions. Moreover, Karlsen-Risebro-Towers [10] proved $L^{1}$ stability and uniqueness of
entropy solutions to the similar problems, provided that the ux function satises a so
called crossing condition. On the other hand, Watanabe [18] proved the same results
of Karlsen-Risebro-Towers [9] under the more general form than [9] using the compact-
ness results of Panov [13]. Also, Watanabe [20, 21] considered the same setting for one
dimensional zero-ux boundary problems.
In the variable diusion coecient case, Chen-Karlsen [4] and Wang-Wang-Li [17]
obtained the well-posedness for the quasilinear anisotropic equations with time-space de-
pendent diusion coecients.
In this paper, we consider the one dimensional Cauchy problem (P) for strongly degen-
erate parabolic equations with discontinuous convective and variable diusion coecients.
At rst, we prove the strong precompactness of a family of approximate solutions to (P)
in the case that A $\xi$ ) $\in BV(\mathbb{R})$ for $\xi\in \mathbb{R}$ . Moreover, it is conrmed that the $constru\dot{c}ted$
limit function is a distributional and an entropy solution to (P). We can obtain estimates
for approximate solutions along the same method of Karlsen-Risebro-Towers [9]. Advan-
tage of this paper is to apply the compactness result using $H$-measure (Panov [13]). Using
the compensated compactness method for the type of equation (1), compactness results
are only given in the case of $N=1$ , 2. However, there are possibility to get results in
higher dimensional case using $H$-measure.
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Secondly, it is shown that the uniqueness of entropy solutions to (P). Then, we draw
a direct line with the methods of Karlsen-Ohlberger [6] and Karlsen-Risebro-Towers [10].
In particular, we use the denition of entropy solution and the crossing condition for the
function $A(x, \xi)$ in Karlsen-Risebro-Towers [10].
Throughout this paper, we use the following notation:
$\partial_{x}\alpha(x, u)=[\partial_{x}\alpha](x, u)+[\partial_{\xi}\alpha](x, u)\partial_{x}u,$
for $\alpha$ $\xi)\in W^{1,1}(\mathbb{R})$ for $\xi\in \mathbb{R},$ $\alpha(x,$ $)\in Lip(\mathbb{R})$ for $x\in \mathbb{R},$ $\alpha(x, 0)=0$ for $x\in \mathbb{R},$
and $u\in W^{1,1}(\mathbb{R})$ (see [2, 5 Moreover, we suppose that $u_{\epsilon}^{\delta}$ vanishes suciently fast as
$|x|arrow\infty$ , if necessary.
2 Assumptions and the main results
In this section, we present some assumptions and the main results. At rst, we assume
that the initial function $u_{0}\in BV(\mathbb{R})$ satises:
$L_{1}<u_{0}<L_{2},$
where $L_{1}$ and $L_{2}$ are some real numbers with $L_{1}<L_{2}$ . In one dimensional case, it hold
that $BV(\mathbb{R})\subset L^{\infty}(\mathbb{R})$ . Thus, the assumption does not give a restriction to (P). Moreover,
we suppose the following conditions:
{A1} $\{\begin{array}{l}A \xi)\in BV(\mathbb{R}) for \xi\in \mathbb{R}, and A(x, )\in Lip_{loc}(\mathbb{R}) for x\in \mathbb{R},A(x, O)=0, for x\in \mathbb{R}.\end{array}$
{A2} $\{\begin{array}{l}\beta \xi)\in C^{2}(\mathbb{R})\cap W^{2,1}(\mathbb{R}) , [\partial_{\xi}\beta](\cdot, \xi)\in C^{1}(\mathbb{R}) for \xi\in \mathbb{R},\beta(x, [\partial_{x}\beta](x, [\partial_{\xi}\beta](x, \cdot)\in Lip_{loc}(\mathbb{R}) for x\in \mathbb{R},\beta(x, O)=[\partial_{x}\beta](x, 0)=0, for x\in \mathbb{R},{[}\partial_{\xi}\beta](x, 0)=0 for x\in \mathbb{R}, or [\partial_{\xi}\beta](x,\xi) \equiv const. for (x, \xi)\in \mathbb{R}\cross[L_{1}, L_{2}],\beta(x, \xi) is nondecreasing with respect to \xi for any x\in \mathbb{R}.\end{array}$
{A3} $\partial_{x}A(x, L_{1})-\partial_{x}^{2}\beta(x, L_{1})\leq 0,$ $\partial_{x}A(x, L_{2})-\partial_{x}^{2}\beta(x, L_{2})\geq 0in\mathbb{R}.$
The conditions {A1} and {A2} are regularity assumptions for the functions $A(x, \xi)$ and
$\beta(x,\xi)$ . The condition {A3} is used to prove an uniform $L^{\infty}$ estimate for approximate
solutions to (P). Moreover, we assume a nondegenerate condition for $A(x, \xi)$ with respect
to $\xi$ in the sense of Aleksi\v{c}-Mitrovic [1]:
{A4} There exists a function $h(x, \xi)\in C^{1}(\mathbb{R}_{\xi};L^{\infty}(\mathbb{R}))$ such that for a.e. $x\in \mathbb{R}$ and for all
$\lambda\in S^{1}$ , there is no interval on which $\lambda_{0}h(x, \xi)+\lambda_{1}(A(x, \xi)-[\partial_{x}\beta](x, \xi))$ is constant
in $\xi.$
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Throughout this paper, we usually assume the conditions $\{A1\}-\{A4\}$ . On the other hand,
we impose the initial function $u_{0}$ to additional regularity assumption:
{A5} $|-A(x, u_{0})+\partial_{x}\beta(x, u_{0})|_{BV(\mathbb{R})}<\infty.$
Under the assumptions, we formulate the regularized problem for (P) as follows:
$(RP)\{\begin{array}{l}\partial_{t}u_{\epsilon}^{\delta}+\partial_{x}A^{\delta}(x, u_{\epsilon}^{\delta})=\partial_{x}^{2}\beta_{\epsilon}(x, u_{\epsilon}^{\delta}) , (x, t)\in\Pi_{T},u_{\epsilon}^{\delta}(x, 0)=u_{0}^{\delta}(x) ,\end{array}$
where $\mathcal{A}^{\delta}(x, \xi)$ is mollication of $A(x, \xi)$ with respect to $x$ , that is, for $\xi\in \mathbb{R},$
$A^{\delta}(x, \xi)=(1/\delta)\omega(x/\delta)*A(x, \xi)$ ,
where $\omega$ : $\mathbb{R}arrow \mathbb{R}$ is an arbitrary smooth function such that $\omega(x)=\omega(-x)$ , $\omega(x)=0$ for
$|x|\geq 1$ , and $\int_{\mathbb{R}}\omega(x)dx=1$ . Moreover, we set
$u_{0}^{\delta}(x)=(1/\delta)\omega(x/\delta)*u_{0}(x)$ .
Here, $*$ stands for the convolution operator. In addition, we put $\beta_{\epsilon}(x, \xi)=\beta(x, \xi)+\epsilon\xi$
for $\epsilon>0$ . Therefore, we use the following notation:
(2) $\partial_{x}\beta_{\epsilon}(x, u)=[\partial_{x}\beta](x, u)+[\partial_{\xi}\beta_{\epsilon}](x, u)\partial_{x}u,$
for $u\in BV(\mathbb{R})$ , where $[\partial_{\xi}\beta_{\epsilon}](x, u)=[\partial_{\xi}\beta](x, u)+\epsilon.$
Remark 1. In the case that $A(x, \xi)=\gamma(x)f(\xi)$ , the condition $\{A3\}$ is closed to the
condition: $f(L_{1})=f(L_{2})=0$ which is used in Karlsen-Risebro-Towers [9].
We may prove the strong convergence of $u_{\epsilon}^{\delta}$ in $L^{1}(\Pi_{T})$ as $\epsilon,$ $\deltaarrow 0$ . In fact, we get the
following results:
Theorem 2.1. We assume the conditions $\{Al\}-\{A4\}$ . If $\delta=c\epsilon$ , for a constant $c>0,$
then the family of approximate solutions $\{u_{\epsilon}\}_{\epsilon>0}\equiv\{u_{\epsilon}^{\delta}\}_{\epsilon,\delta>0}$ to (P) is strongly precompact
in $L_{loc}^{1}(\Pi_{T})$ . Moreover, the limit function $u$ is an entropy solution to (P) .
Here, we dene entropy solutions to (P) as follows:
Denition 2.2. Let $u_{0}\in BV(\mathbb{R})$ . A function $u\in L^{1}(\mathbb{R}\cross(0, T))\cap L^{\infty}(\mathbb{R}\cross(O, T))$ is
called an entropy $\mathcal{S}$olution to the problem (P), if it satises the following conditions:
(1) $\partial_{x}\beta(x, u)\in L^{2}(0, T;L^{2}(\mathbb{R}))$ .
(2) For $\varphi\in C_{0}^{\infty}(\mathbb{R}\cross(0, T))^{+}$ and $k\in \mathbb{R},$
$\int_{0}^{T}\int_{\mathbb{R}}sgn(u-k)\{(u-k)\varphi_{t}-[\partial_{x}\beta(\dot{x}, u)-\partial_{x}\beta(x, k)]\partial_{x}\varphi+[A(x, u)-A(x, k)]\partial_{x}\varphi\}dxdt$
$- \int_{0}^{T}\int_{\mathbb{R}\backslash 1l_{\mathcal{S}}}sgn(u-k)\partial_{x}A(x, k)\varphi dxdt+\int_{0}^{T}\int_{t1_{S}}\varphi|D_{x}^{s}A(x, k)|dt$
$+ \int_{0}^{T}\int_{\mathbb{R}}sgn(u-k)\partial_{x}^{2}\beta(x, k)\varphi dxdt+\int_{\mathbb{R}}|u_{0}(x)-k|\varphi dx\geq 0,$
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where $\Omega_{S}$ is an area where the measure $D_{x}A(x, \xi)$ is singular with respect to $x.$
Our second purpose of this paper is to prove the uniqueness of entropy solutions. To
see this, we introduce the following additional assumptions:
{A6} $\beta(x, \xi)\equiv\gamma(x)\tilde{\beta}(u)$ , $\gamma(x)>0$ for $x\in \mathbb{R}.$
Notice that, the functions $\gamma(x)$ and $\tilde{\beta}(\xi)$ satisfy the conditions corresponding to {A2}.
{A7} $[\partial_{x}A](x, \cdot)\in Lip_{loc}(\mathbb{R})$ for $x\in \mathbb{R},$
{A8} There exists a family of points $\{x_{i}\}_{i=1}^{M}$ such that A $\xi$ ) is discontinuous at $x=x_{i}$
for all $\xi\in[L_{1}, L_{2}]$ and $i=1,$ $\cdots,$ $M$ . Here, $M$ is a positive constant. That is,
$A$ $\xi)$ belongs to $SBV(\mathbb{R})$ and has nitely many jumps for all $\xi\in[L_{1}, L_{2}].$
{A9} For any jump point $x\in \mathbb{R},$
$A(x_{+}, \xi)-A(x_{-}, \xi)<0<A(x_{+}, \eta)-A(x_{-}, \eta)\Rightarrow\xi<\eta.$
The condition {A9} is called a crossing condition. The conditions {A8} and {A9} is used
in Karlsen-Risebro-Towers [10] to prove the uniqueness of entropy solutions for strongly
degenerate parabolic equations with discontinuous convective terms. Then, we get second
main result.
Theorem 2.3. We assume the conditions $\{Al\}-\{A4\}$ and $\{A6\}-\{A9\}$ , then an entropy
solution $u$ to (P) is uniquely deternind.
3 Estimates for the approximate solution $u_{\epsilon}^{\delta}.$
In this section, we prove several estimates for the approximate solution $u_{\epsilon}^{\delta}$ . Throughout
this section, we usually assume the conditions $\{A1\}-\{A4\}$ . At rst, we prove the following
$L^{1}$ and $L^{\infty}$-estimate:
Lemma 3.1 ( $L^{1}$ bound). For $t\geq s\geq 0$ , it follows that
$||u_{\epsilon}^{\delta}(\cdot, t)||_{L^{1}(\mathbb{R})}\leq||u_{\epsilon}^{\delta}(\cdot, s)||_{L^{1}(\mathbb{R})}\leq||u_{0}^{\delta}||_{L^{1}(\pi)}.$
Proof. Let us give the following approximate equation posed in (RP):
(3) $\partial_{t}u_{\epsilon}^{\delta}+\partial_{x}A^{\delta}(x, u_{\epsilon}^{\delta})=\partial_{x}^{2}\beta_{\epsilon}(x, u_{\epsilon}^{\delta})$ .
Multiplying both side on the above equality by the approximated signum function $sgn_{\rho}(u_{\epsilon}^{\delta})$ ,
$\rho>0$ , then it follows that
$\partial_{t}|u_{\epsilon}^{\delta}|=-\lim_{\rhoarrow 0}sgn_{\rho}'(u_{\epsilon}^{\delta})\partial_{x}u_{\epsilon}^{\delta}[\partial_{x}\beta_{\epsilon}(x, u_{\epsilon}^{\delta})-A^{\delta}(x, u_{\epsilon}^{\delta})]$
$=- \lim_{\rhoarrow 0}sgn_{\rho}'(u_{\epsilon}^{\delta})\{\partial_{x}u_{\epsilon}^{\delta}([\partial_{x}\beta](x, u_{\epsilon}^{\delta})-A^{\delta}(x, u_{\epsilon}^{\delta}))+([\partial_{\xi}\beta](x, u_{\epsilon}^{\delta})+\epsilon)(\partial_{x}u_{\epsilon}^{\delta})^{2}\},$
as $parrow 0$ in the sense of distribution by A $\xi$ ) $\in BV(\mathbb{R})\subset L^{1}(\mathbb{R})$ and $\beta$ $\xi$ ) $\in W^{1,1}(\mathbb{R})$
for all $\xi\in \mathbb{R}$ . The rst term of right-hand side on the above equality is equal to zero by
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the property $\lim_{\rhoarrow 0}sgn_{\rho}'(\xi)\xi=0$ for all $\xi\in \mathbb{R}$ and $[\partial_{x}\beta](x, 0)=\mathcal{A}(x, 0)=0$ for all $x\in \mathbb{R}.$
The second term of it is nonnegative by the property $sgn_{\rho}'(\xi)\geq 0$ for all $\xi\in \mathbb{R}$ . Hence,
we have
$\int_{R}|u_{\epsilon}^{\delta}(x, t)|dx\leq\int_{\mathbb{R}}|u_{\epsilon}^{\delta}(x, s)|dx\leq\int_{\mathbb{R}}|u_{0}^{\delta}|dx,$
for all $t\geq s\geq 0.$ $\square$
Lemma 3.2 ( $L^{\infty}$ bound). There exists a positive constant $c_{1}$ , independent of $\epsilon$ and $\delta,$
such that
$||u_{\epsilon}^{\delta}(\cdot, t)||_{L^{\infty}(\mathbb{R})}<c_{1},$
for $t>0$ . In particular, $L_{1}\leq u_{\epsilon}^{\delta}\leq L_{2}$ hold in $\Pi_{T}.$
Proof. For all $\gamma>0$ , we consider the following auxiliary problem:
$(RP)_{\gamma}\{\begin{array}{l}\partial_{t}v(x, t)+\partial_{x}A^{\delta}(x, v)=\partial_{x}^{2}\beta_{\epsilon}(x, v)+\gamma h(v) ,v(x, O)=u_{0}^{\delta}, L_{1}<u_{0}<L_{2},\end{array}$
where $h(v)=L_{1}+L_{2}-2v$ . Then, there exists a unique $C^{2,1}$ classical solution $v$ to
$(RP)_{\gamma}$ with the initial function $v(x, 0)\in(L_{1}, L_{2})$ for all $x\in \mathbb{R}$ by the classical theory for
uniformly parabolic equations [12]. By Lemma 3.1 and $u_{0}\in BV(\mathbb{R})$ , the classical solution
$v$ is $L^{1}(\Pi_{T})\cap L^{\infty}(\Pi_{T})$-function for suciently small $\gamma$ . Moreover, $v$ belongs to $BV(\mathbb{R})$
for a.e. $t\in(O, T)$ by the method of Vol'pert-Hudjaev [16].
We lead a contradiction to show the result. Here, we put a subset $K\subset\Pi_{T}$ such that
$v(x, t)\geq L_{2}$ for all $(x, t)\in K$ . By $v\in BV(\mathbb{R})(\cap L^{1}(\mathbb{R})\cap L^{\infty}(\mathbb{R}))$ , the set $K$ is compact
(i.e. closed bounded). If $K$ is nonempty, then we put
$\overline{t}=\inf${ $t\in(O, T)|$ there exists $\overline{x}\in \mathbb{R}$ such that $v(\overline{x}, t)=L_{2}$ }.
By the inequality $L_{1}<u_{0}<L_{2},$ $\overline{t}$ is positive. By compactness of $K$ and the smoothness
of $v$ , there must be a point $\overline{x}$ such that $v$ $\overline{t}$) has a local maximum at $\overline{x}$ and $v(\overline{x}, \overline{t})=L_{2}.$
Because, if $v(x, \overline{t})\neq L_{2}$ for all $x\in \mathbb{R}$ , then it must be that $v(x,\overline{t})>L_{2}$ or $v(x,\overline{t})<L_{2}$ for
all $x\in \mathbb{R}$ . The former contradict the denition of $\overline{t}$ by continuity of $v$ with respect to $t$
and $L_{1}<v(x, 0)<L_{2}$ . The latter also contradict compactness of $K.$
For $\overline{x}\in \mathbb{R}$ , we have the following properties:
$\partial_{x}v(\overline{x}, \overline{t})=0,$ $\partial_{x}^{2}v(\overline{x},\overline{t})\leq 0$ and $\partial_{t}v(\overline{x}, \overline{t})\geq 0.$




$=[\partial_{\xi}\beta_{\epsilon}](x, v(\overline{x}, \overline{t}))\partial_{x}^{2}v(\overline{x},\overline{t})+\gamma h(v(\overline{x}, \overline{t}))\leq\gamma h(L_{2})<0$
by the equation in $(RP)_{\gamma}$ at $(\overline{x},\overline{t})$ . By the condition {A3}, this is a contradiction.
Therefore, it follows that $K$ is empty and $v\leq L_{2}$ . It is similar to prove in the case
that $v\geq L_{1}.$
Using the continuous dependence result in [4], we have $varrow u_{\epsilon}^{\delta}$ pointwise as $\gamma\downarrow 0.$
Hence, we get the claim of this Lemma. $\square$
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Secondly, we prove a Lipschitz regularity of $u_{\epsilon}^{\delta}$ with respect to $t$ . To use the Panov's
compactness result, this regularity estimate is necessary. In fact, Karlsen-Rascle-Tadmor
[7] and Aleksi\'{c}-Mitrovic [1] used this regularity estimate to prove strongly precompactness
for a sequence of approximate solutions to a two dimensional hyperbolic scalar conserva-
tion laws using this regularity estimate.
Lemma 3.3 (Lipschitz regularity in time). We assume the condition $\{A5\}$ . If $\delta=c\epsilon,$
for a constant $c>0$ , then there exists a constant $c_{2}$ , independent of $\epsilon$ and $\delta$ , such that
for all $t>0,$
$\int_{\mathbb{R}}|\partial_{t}u_{\epsilon}^{\delta}(\cdot, t)|dx\leq c_{2}.$
Proof Dierentiate both side on the above equality (3) in Lemma 3.1 with respect to $t$
and put $w_{\epsilon}^{\delta}=\partial_{t}u_{\epsilon}^{\delta}$ , then we have
$\partial_{t}w_{\epsilon}^{\delta}+\partial_{x}([\partial_{\xi}A^{\delta}](x, u_{\epsilon}^{\delta})w_{\epsilon}^{\delta})=\partial_{x}^{2}([\partial_{\xi}\beta_{\epsilon}](x, u_{\epsilon}^{\delta})w_{\epsilon}^{\delta})$ .
Multiplying both side on the above equality by the approximated signum function $sgn_{\rho}(w_{\epsilon}^{\delta})$ ,
$\rho>0$ , then it satises the following equality:
$\partial_{f}|w_{\epsilon}^{\delta}|=\partial_{x}^{2}([\partial_{\xi}\beta_{\epsilon}](x, u_{\epsilon}^{\delta})|w_{\epsilon}^{\delta}|)-\lim_{\rho\downarrow 0}sgn_{\rho}'(w_{\epsilon}^{\delta})\partial_{x}([\partial_{\xi}\beta_{\epsilon}](x, u_{\epsilon}^{\delta})w_{\epsilon}^{\delta})\partial_{x}w_{\epsilon}^{\delta}$
(4)
$-\partial_{x}([\partial_{\xi}A^{\delta}](x, u_{\epsilon}^{\delta})|w_{\epsilon}^{\delta}|)$ ,
as $\rhoarrow 0$ in the sense of distribution. Here, it is computed that
$sgn_{\rho}'(w_{\epsilon}^{\delta})\partial_{x}([\partial_{\xi}\beta_{\epsilon}](x, u_{\epsilon}^{\delta})w_{\epsilon}^{\delta})\partial_{x}w_{\epsilon}^{\delta}=sgn_{\rho}'(w_{\epsilon}^{\delta})([\partial_{x}\partial_{\xi}\beta_{\epsilon}](x, u_{\epsilon}^{\delta})w_{\epsilon}^{\delta}\partial_{x}w_{\epsilon}^{\delta}$
(5)
$+[ \partial_{\xi}^{2}\beta_{\epsilon}](x, u_{\epsilon}^{\delta})\partial_{x}u_{\epsilon}^{\delta}w_{\epsilon}^{\delta}\partial_{x}w_{\epsilon}^{\delta}+[\partial_{\xi}\beta_{\epsilon}](x, u_{\epsilon}^{\delta})(\partial_{x}w_{\epsilon}^{\delta})^{2})\equiv\sum_{i=1}^{3}B_{i}.$
Here, we see that
$\rhoarrow 0Iim(B_{1}+B_{2})=\lim_{\rhoarrow 0}sgn_{\rho}'(w_{\epsilon}^{\delta})w_{\epsilon}^{\delta}([\partial_{x}\partial_{\xi}\beta_{\epsilon}](x, u_{\epsilon}^{\delta})\partial_{x}w_{\epsilon}^{\delta}+[\partial_{\xi}^{2}\beta_{\epsilon}](x, u_{\epsilon}^{\delta})\partial_{x}u_{\epsilon}^{\delta}\partial_{x}w_{\epsilon}^{\delta})=0,$
by $\lim_{\rhoarrow 0}sgn_{\rho}'(\xi)\xi=0$ for all $\xi\in \mathbb{R}$ . Moreover, $B_{3}\geq 0$ hold using $sgn_{\rho}'(\xi)\geq 0$ and
$[\partial_{\xi}\beta_{\epsilon}](x, \xi)\geq 0$ for all $(x, \xi)\in \mathbb{R}^{2}$ . Therefore, we obtain the following estimate:
$\int_{\pi}|w_{\epsilon}^{\delta}(x, t)|dx\leq\int_{\pi}|w_{\epsilon}^{\delta}(x, 0)|dx,$
for all $t>0$ . Here, it follows that
$\int_{\mathbb{R}}|w_{\epsilon}^{\delta}(x, 0)|dx=\int_{\mathbb{R}}|\partial_{x}^{2}\beta_{\epsilon}(x, u_{0}^{\delta})-\partial_{x}A^{\delta}(x, u_{0}^{\delta})|dx$
$\leq C+\epsilon\int_{\mathbb{R}}|\partial_{x}^{2}u_{0}^{\delta}|dx\leq C+\frac{\epsilon}{\delta}\int_{\mathbb{R}}|\partial_{x}u_{0}^{\delta}|dx<c_{2},$
for some constant $C$ and $c_{2}$ by the assumption {A5}, $\delta=c\epsilon$ for a constant $c>0$ and
$u_{0}\in BV(\mathbb{R})$ . Therefore, we get the desired estimate. $\square$
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Lemma 3.4 (Entropy dissipation bound). There exists a constant $c_{3}>0$ , independent
of $\epsilon$ and $\delta$ , such that for all $t>0,$
$\int_{\mathbb{R}}[\partial_{\xi}\beta_{\epsilon}](x, u_{\epsilon}^{\delta})(\partial_{x}u_{\epsilon}^{\delta}(\cdot, t))^{2}dx\leq c_{3}.$
Proof. We begin with the approximate equation (3). Multiplying (3) by $u_{\epsilon}^{\delta}$ and integrating
the result on $\mathbb{R}$ with respect to $x$ implies
$\int_{\mathbb{R}}[u_{\epsilon}^{\delta}\partial_{t}u_{\epsilon}^{\delta}+u_{\epsilon}^{\delta}\partial_{x}A^{\delta}(x, u_{\epsilon}^{\delta})]dx=\int_{\mathbb{R}}u_{\epsilon}^{\delta}\partial_{x}([\partial_{x}\beta](x, u_{\epsilon}^{\delta})+[\partial_{\xi}\beta_{\epsilon}](x, u_{\epsilon}^{\delta})\partial_{x}u_{\epsilon}^{\delta})dx.$
We note that the second term of right-hand side in the above equation becomes
$\int_{\mathbb{R}}u_{\epsilon}^{\delta}\partial_{x}([\partial_{\xi}\beta_{\epsilon}](x, u_{\epsilon}^{\delta})\partial_{x}u_{\epsilon}^{\delta})dx=-\int_{R}[\partial_{\xi}\beta_{\epsilon}](x, u_{\epsilon}^{\delta})(\partial_{x}u_{\epsilon}^{\delta})^{2}dx.$
Then, we have the following equality:
(6) $\int_{\mathbb{R}}[\partial_{\xi}\beta_{\epsilon}](x, u_{\epsilon}^{\delta})(\partial_{x}u_{\epsilon}^{\delta})^{2}dx=-\int_{\mathbb{R}}u_{\epsilon}^{\delta}[\partial_{t}u_{\epsilon}^{\delta}+\partial_{x}A^{\delta}(x, u_{\epsilon}^{\delta})-\partial_{x}[\partial_{x}\beta](x, u_{\epsilon}^{\delta})]dx.$
The second and third terms of the right-hand side in (6) imply
$- \int_{\mathbb{R}}u_{\epsilon}^{\delta}(\partial_{x}A^{\delta}(x, u_{\epsilon}^{\delta})-\partial_{x}[\partial_{x}\beta](x, u_{\epsilon}^{\delta}))dx=\int_{\mathbb{R}}\partial_{x}u_{\epsilon}^{\delta}(A^{\delta}(x, u_{\epsilon}^{\delta})-[\partial_{x}\beta](x, u_{\epsilon}^{\delta}))dx$
$= \int_{\mathbb{R}}[\partial_{x}(\int_{0}^{u_{\epsilon}^{\delta}}[A^{\delta}(x,\xi)-[\partial_{x}\beta](x, \xi)]d\xi)-\int_{0}^{u_{\epsilon}^{\delta}}([\partial_{x}A^{\delta}](x, \xi)-[\partial_{x}^{2}\beta](x, \xi))d\xi]dx.$
Therefore, we have
$\int_{R}[\partial_{\xi}\beta_{\epsilon}](x, u_{\epsilon}^{\delta})(\partial_{x}u_{\epsilon}^{\delta})^{2}dx$
$=- \int_{\mathbb{R}}u_{\epsilon}^{\delta}\partial_{t}u_{\epsilon}^{\delta}dx-\int_{\mathbb{R}}(\int_{0}^{u_{\epsilon}^{\delta}}([\partial_{x}A^{\delta}](x, \xi)-[\partial_{x}^{2}\beta](x, \xi))d\xi)dx,$
by $A$ $\xi)\in BV(\mathbb{R})$ and $\beta$ $\xi$ ) $\in W^{1,1}(\mathbb{R})$ for all $\xi\in \mathbb{R}$ . Hence, we have the following
estimate:
$\int_{\pi}[\partial_{\xi}\beta_{\epsilon}](x, u_{\epsilon}^{\delta})(\partial_{x}u_{\epsilon}^{\delta})^{2}dx\leq||u_{\epsilon}^{\delta}||_{L(\Pi_{T})}\infty||\partial_{t}u_{\epsilon}^{\delta}||_{L}\infty(0,\tau_{;L^{1}(R))}$
$+ \max\{|L_{1}|, |L_{2}|\}(\sup_{L_{1}\leq\xi\leq L_{2}}|A^{\delta}(\cdot, \xi)|_{BV(\mathbb{R})}+\sup_{L_{1}\leq\xi\leq L_{2}}|\partial_{x}^{2}\beta(\cdot,\xi)|_{C(R)})$ ,
by {A1} and {A2}. $\square$
The method of compensated compactness and $H$-measure is usually used for hyper-
bolic conservation laws. In the case of degenerate parabolic equation, it is important to
get several estimates about the degenerate diusion term. At rst, we can obtain the
following regularity estimate.
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$||\beta(\cdot, u_{\epsilon}^{\delta} . +\tau))-\beta u_{\epsilon}^{\delta}))||_{L^{2}(\mathbb{R}\cross(0,T-\tau))}\leq C\sqrt{\tau},$
for all $\tau\geq 0$ . In particular, $\{\beta(x, u_{\epsilon}^{\delta})\}_{\epsilon,\delta>0}$ is strongly compact in $L_{loc}^{2}(\Pi_{T})$ .
Proof. The rst assertion is satised as follows:
$\int_{0}^{T}\int_{\pi}|\partial_{x}\beta(x, u_{\epsilon}^{\delta})|^{2}dxdt\leq\frac{1}{2}\int_{0}^{T}\int_{\pi}[\partial_{x}\beta](x, u_{\epsilon}^{\delta})^{2}dxdt$
$+ \frac{1}{2}m\xi\in[L_{1},L_{2}]||[\partial_{\xi}\beta](\cdot, \xi)||_{L^{\infty}(\mathbb{R})}\int_{0}^{T}\int_{\mathbb{R}}[\partial_{\xi}\beta](x,u_{\epsilon}^{\delta})|\partial_{x}u_{\epsilon}^{\delta}|^{2}dxdt<C$
by the assumption {A2}, the equality (2) and Lemma 3.4.
On the other hand, we prove the second assertion as follows:
$\int_{0}^{T-\tau}\int_{\mathbb{R}}[\beta(x, u_{\epsilon}^{\delta}(x, t+\tau))-\beta(x, u_{\epsilon}^{\delta}(x, t))]^{2}dxdt$
$\leq||\beta||_{Lip([L_{1},L_{2}])}\int_{0}^{T-\tau}\int_{\mathbb{R}}(\int_{t}^{t+\tau}\partial_{t}u_{\epsilon}^{\delta}(x, \xi)d\xi)(\beta(x, u_{\epsilon}^{\delta}(x, t+\tau))-\beta(x, u_{\epsilon}^{\delta}(x, t)))dxdt$
$=|| \beta||_{Lip([L_{1},L_{2}])}\int_{0}^{T-\tau}\int_{\mathbb{R}}(\int_{t}^{t+\tau}[-\partial_{x}A^{\delta}(x, u_{\epsilon}^{\delta}(x, \xi))+\partial_{x}^{2}\beta_{\epsilon}(x, u_{\epsilon}^{\delta}(x, \xi))]d\xi)$
$(\beta(x, u_{\epsilon}^{\delta}(x, t+\tau))-\beta(x, u_{\epsilon}^{\delta}(x, t)))dxdt$
$=|| \beta||_{Lip([L_{1},L_{2}])}\int_{0}^{\tau}[\int_{0}^{T-\tau}\int_{\mathbb{R}}[-\partial_{x}A^{\delta}(x, u_{\epsilon}^{\delta}(x, t+s))+\partial_{x}^{2}\beta_{\epsilon}(x,$ $u_{\epsilon}^{\delta}(x,$ $t+\mathcal{S}$
$(\beta(x, u_{\epsilon}^{\delta}(x, t+\tau))-\beta(x, u_{\epsilon}^{\delta}(x, t)))$dxdt]ds
$=|| \beta||_{Lip([L_{1},L_{2}])}\int_{0}^{\tau}[\int_{0}^{T-\mathcal{T}}\int_{\pi}[A^{\delta}(x, u_{\epsilon}^{\delta}(x, t+s))(\partial_{x}\beta(x, u_{\epsilon}^{\delta}(x, t+\tau))-\partial_{x}\beta(x,$ $u_{\epsilon}^{\delta}(x,$ $t$
$-\partial_{x}\beta_{\epsilon}(x, u_{\epsilon}^{\delta}(x, t+s))(\partial_{x}\beta(x, u_{\epsilon}^{\delta}(x, t+\tau))-\partial_{x}\beta(x, u_{\epsilon}^{\delta}(x, t)))dxdt]d_{\mathcal{S}}$
$\leq||\beta||_{Lip([L_{1},L_{2}])}\int_{0}^{\tau}(||A(x, u_{\epsilon}^{\delta})||_{L^{2}(\mathbb{R}\cross[0,T])}^{2}+||\partial_{x}\beta(x, u_{\epsilon}^{\delta})||_{L^{2}(\mathbb{R}\cross[0,T])}$
$+2||\partial_{x}\beta_{\epsilon}(x, u_{\epsilon}^{\delta})||_{L^{2}(\mathbb{R}x[0,T])}||\partial_{x}\beta(x, u_{\epsilon}^{\delta})||_{L^{2}(\mathbb{R}\cross[0,T])})ds<C\tau,$
by the assumptions {A1}, {A2} and the rst assertion.
$\square$
Lemma 3.6. A subsequence of $\{\beta(x, u_{\epsilon}^{\delta})\}_{\epsilon,\delta>0}$ converges strongly to $\beta(x, u)$ in $L_{loc}^{2}(\Pi_{T})$ ,
where $u$ is the $L^{\infty}(\Pi_{T})weak*$ -limit of $\{u_{\epsilon}^{\delta}\}_{\epsilon,\delta>0}$ . Furthermore,
$\beta(x, u)\in L^{\infty}(\Pi_{T})\cap L^{2}(0, T;H^{1}(\mathbb{R}))$ .
31
Moreover, we prove strong compactness of the total ux to (3). This result is the main
idea of Karlsen-Risebro-Towers [9].
Lemma 3.7 (Compactness of the total ux). We assume the condition $\{A5\}$ . Let the
total ux to (3):
(7) $v_{\epsilon}^{\delta}(x, t)=-A^{\delta}(x, u_{\epsilon}^{\delta})+\partial_{x}\beta_{\epsilon}(x, u_{\epsilon}^{\delta})$ .
Then, there exists a constant $C>0$ , independent of 6 and $\delta$ , such that for all $t\in(O, T)$ ,
(i). $||v_{\epsilon}^{\delta}(_{\rangle}t)||_{L^{\infty}(\mathbb{R})}\leq C,$
(ii) $|v_{\epsilon}^{\delta}(\cdot, t)|_{BV(\mathbb{R})}\leq C,$
(iii) $||v_{\epsilon}^{\delta}(\cdot, t+\tau)-v_{\epsilon}^{\delta}$ $t$ ) $||_{L^{1}(R)}\leq C\sqrt{\mathcal{T}}$ for all $\tau\geq 0.$
In particular, $\{v_{\epsilon}^{\delta}\}_{\epsilon,\delta>0}$ is strongly compact in $L_{loc}^{1}(\Pi_{T})$ .
Proof. By the denition of $t1_{\epsilon}\delta$ , it is clear that $\partial_{x}v_{\epsilon}^{\delta}=\partial_{t}u_{\epsilon}^{\delta}.$ $Rom$ this equality and (7), we
have the following auxiliary problem:
$\{\begin{array}{l}\partial_{t}v_{\epsilon}^{\delta}=\partial_{x}([\partial_{\xi}\beta_{\epsilon}](x, u_{\epsilon}^{\delta})\partial_{x}v_{\epsilon}^{\delta})-[\partial_{\xi}A^{\delta}](x, u_{\epsilon}^{\delta})\partial_{x}v_{\epsilon}^{\delta}+\gamma h(v_{\epsilon}^{\delta}) ,v_{\epsilon}^{\delta}(x, 0)=\partial_{x}\beta_{\epsilon}(x, u_{0}^{5}(x))-A^{\delta}(x, u_{0}^{\delta}(x)) .\end{array}$
Here, we put
$h(v_{\epsilon}^{\delta})= \overline{L_{1}}+\overline{L_{2}}-2v_{\epsilon}^{\delta}, \overline{L_{1}}\equiv ess\inf_{x\in \mathbb{R}}\{v_{\epsilon}^{\delta}(x, 0 \overline{L_{2}}\equiv ess\sup_{x\in \mathbb{R}}\{v_{\epsilon}^{\delta}(x, 0$
The proof of (i) is similar to the proof of Lemma 3.2.
We next prove (ii). By the equality $\partial_{x}?_{\epsilon}^{\delta}\prime=\partial_{t}u_{\epsilon}^{\delta}$ , it is inferred that
$|v_{\epsilon}^{\delta}|_{BV(\mathbb{R})} \equiv\int_{R}|\partial_{x}v_{\epsilon}^{\delta}|dx=\int_{\mathbb{R}}|\partial_{t}u_{\epsilon}^{\delta}|dx.$
By Lemma 3.3, we get the desired estimate (ii).
The proof $of\backslash$ (iii) is similar to one of Karlsen-Risebro-Towers [9]. Therefore, we use
the Frech\'et-Kolmogorov compactness theorem, then we obtain that $\{v_{\epsilon}^{\delta}\}_{\epsilon,\delta>0}$ is strongly
compact in $L_{loc}^{1}(\Pi_{T})$ . $\square$
4 Proof of Theorem 2.1.
In this section, we prove the rst main result. At rst, we introduce a general form of the
Panov compactness result to get strongly precompactness of $\{u_{\epsilon}^{\delta}\}_{\epsilon,\delta>0}$ in $L_{loc}^{1}(\Pi_{T})$ .
Theorem 4.1 (Panov [13]). Let $\Omega_{T}\equiv\Omega\cross(0, T)\subset \mathbb{R}^{N+1}$ be an open set. Assume
that the vector $\phi(x, \xi)\in(C(\mathbb{R}_{\xi};BV(\Omega)))^{N+1}$ is non-degenerate with respect to $\xi,$ $i.e$ . for
$a.e.$ $x\in\Omega$ and for all $\lambda\in \mathbb{R}^{N+1},$ $\lambda\neq 0$ , the map $\xi\mapsto(\lambda, \phi(x, \xi))\neq$ constant on any
nontrivial interval. Then, each bounded sequence $(u_{k}(x, t))_{k}\in L^{\infty}(\Omega_{T})$ , $L_{1}\leq u_{k}(x, t)\leq$
$L_{2}$ satisfying, for the Heviside function $H$ and $k\in \mathbb{R},$
$\nabla_{x,t}\cdot[H(u_{k}(x, t)-k)(\phi(x, u_{k}(x, t))-\phi(x, k is$ precompact $in H_{loc}^{-1}(\Omega_{T})$ ,
contains a subsequence which converges in $L_{loc}^{1}(\Omega_{T})$ .
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Using Theorem 4.1, we prove the following result:
Theorem 4.2. We assume the conditions $\{Al\}-\{A5\}$ . If $\epsilon=c\delta$ , for a constant $c>0,$
then a family of approximate solutions $\{u_{\epsilon}\}_{\epsilon>0}\equiv\{u_{\epsilon}^{\delta}\}_{\epsilon,\delta>0}$ is strongly precompact in
$L_{loc}^{1}(\Pi_{T})$ .
Proof. Let $h(x, \xi)\in C^{1}(\mathbb{R}_{\xi};L^{\infty}(\mathbb{R}))$ . We rewrite the equation of (3) as follows:
(8) $\partial_{t}h(x, u_{\epsilon}^{\delta})+\partial_{x}A^{\delta}(x, u_{\epsilon}^{\delta})=\partial_{t}h(x, u_{\epsilon}^{\delta})-\partial_{t}u_{\epsilon}^{\delta}+\partial_{x}^{2}\beta_{\epsilon}(x, u_{\epsilon}^{\delta})$ .
Here, we dene the corresponding entropy uxes:
$\varphi_{0}(x, \xi)\equiv H(\xi-k)(h(x, \xi)-h(x, k$
$\varphi_{1}(x, \xi)\equiv H(\xi-k)(A(x, \xi)-A(x, k$
$\varphi_{1}^{\delta}(x, \xi)\equiv H(\xi-k)(A^{\delta}(x, \xi)-A^{\delta}(x, k$
$\varphi_{2}(x, \xi)\equiv-H(\xi-k)([\partial_{x}\beta](x, \xi)-[\partial_{x}\beta](x, k$
where $H$ stands for the Heaviside function and $k$ is an arbitrarily xed real number. We
multiply (8) by $\eta'(u_{\epsilon}^{\delta})=H(u_{\epsilon}^{\delta}-k)$ on both side of (8) to obtain the following equality:
$(\partial_{t}, \partial_{x})\cdot(\varphi_{0}(x, u_{\epsilon}^{\delta}), \varphi_{1}(x, u_{\epsilon}^{\delta})+\varphi_{2}(x, u_{\epsilon}^{\delta}))$
$=\eta'(u_{\epsilon}^{\delta})(-\partial_{x}A^{\delta}(x, u_{\epsilon}^{\delta})+\partial_{t}h(x, u_{\epsilon}^{\delta})-\partial_{t}u_{\epsilon}^{\delta}+\partial_{x}^{2}\beta_{\epsilon}(x, u_{\epsilon}^{\delta}))+\partial_{x}(\varphi_{1}(x, u_{\epsilon}^{\delta})+\varphi_{2}(x, u_{\epsilon}^{\delta}))$
$=-\eta'(u_{\epsilon}^{\delta})\partial_{x}A^{\delta}(x, u_{\epsilon}^{\delta})+\eta'(u_{\epsilon}^{\delta})\partial_{t}h(x, u_{\epsilon}^{\delta})-\eta'(u_{\epsilon}^{\delta})\partial_{t}u_{\epsilon}^{\delta}$
$+\eta'(u_{\epsilon}^{\delta})\partial_{x}([\partial_{x}\beta](x, u_{\epsilon}^{\delta})+[\partial_{\xi}\beta_{\epsilon}](x, u_{\epsilon}^{\delta})\partial_{x}u_{\epsilon}^{\delta})+\partial_{x}\varphi_{1}(x, u_{\epsilon}^{\delta})+\partial_{x}\varphi_{2}(x, u_{\epsilon}^{\delta})$ ,
in the sense of distribution by the calculation (2). Here, it is deduced that
$\partial_{x}(\eta'(u_{\epsilon}^{\delta})[\partial_{\xi}\beta_{\epsilon}](x, u_{\epsilon}^{\delta})\partial_{x}u_{\epsilon}^{\delta})\geq\eta'(u_{\epsilon}^{\delta})\partial_{x}([\partial_{\xi}\beta_{\epsilon}](x, u_{\epsilon}^{\delta})\partial_{x}u_{\epsilon}^{\delta})$ ,
in a way similar to the calculation of (5). Moreover, we see that
$\eta'(u_{\epsilon}^{\delta})\partial_{x}[\partial_{x}\beta](x, u_{\epsilon}^{\delta})+\partial_{x}\varphi_{2}(x, u_{\epsilon}^{\delta})=\eta'(u_{\epsilon}^{\delta})[\partial_{x}^{2}\beta](x, k)$ .
Thus, it is obtained that
$\partial_{t}\varphi_{0}(x, u_{\epsilon}^{\delta})+\partial_{x}\varphi_{1}(x, u_{\epsilon}^{\delta})+\partial_{x}\varphi_{2}(x, u_{\epsilon}^{\delta})$
$\leq\eta'(u_{\epsilon}^{\delta})(\partial_{t}h(x, u_{\epsilon}^{\delta})-[\partial_{x}A^{\delta}](x, k)+[\partial_{x}^{2}\beta](x, k)-\partial_{t}u_{\epsilon}^{\delta})$
$+\partial_{x}(\eta'(u_{\epsilon}^{\delta})[\partial_{\xi}\beta_{\epsilon}](x, u_{\epsilon}^{\delta})\partial_{x}u_{\epsilon}^{\delta})+\partial_{x}[\varphi_{1}-\varphi_{1}^{\delta}](x, u_{\epsilon}^{\delta})$ .
By the Schwartz lemma on nonnegative distribution [15, Lemma 37.2], a nonnegative
distribution is a nonnegative measure. Therefore, there exists $\mu_{k}^{\epsilon,\delta}(x, t)\in \mathcal{M}(\Pi_{T})$ such
that
$\partial_{t}\varphi_{0}(x, u_{\epsilon}^{\delta})+\partial_{x}\varphi_{1}(x, u_{\epsilon}^{\delta})+\partial_{x}\varphi_{2}(x, u_{\epsilon}^{\delta})$
(9) $=\eta'(u_{\epsilon}^{\delta})(\partial_{t}h(x, u_{\epsilon}^{\delta})-[\partial_{x}A^{\delta}](x, k)+[\partial_{x}^{2}\beta](x, k)-\partial_{t}u_{\epsilon}^{\delta})$
$+\partial_{x}(\eta'(u_{\epsilon}^{\delta})[\partial_{\xi}\beta_{\epsilon}](x, u_{\epsilon}^{\delta})\partial_{x}u_{\epsilon}^{\delta})+\partial_{x}[\varphi_{1}-\varphi_{1}^{\delta}](x, u_{\epsilon}^{\delta})+\mu_{k}^{\epsilon,\delta}(x, t)$ .
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Here, $\mathcal{M}(\Pi_{T})$ is a family of Radon measure on $\Pi_{T}$ . We verify the right-hand side of (9).
First, it holds that
$\eta'(u_{\epsilon}^{\delta})(\partial_{t}h(x, u_{\epsilon}^{\delta})-\partial_{t}u_{\epsilon}^{\delta})\in \mathcal{M}_{b,loc}(\Pi_{T})$ ,
by the Lipschitz continuity in time for $u_{\epsilon}^{\delta}$ (Lemma 3.3). Here, $\mathcal{M}_{b,loc}(\Pi_{T})$ is a family of
locally bounded Radon measure. Moreover, it is observed that
$\eta'(u_{\epsilon}^{\delta})(-[\partial_{x}A^{\delta}](x, k)+[\partial_{x}^{2}\beta](x, k))\in \mathcal{M}_{b,loc}(\Pi_{T})$ ,
by the regularity assumptions {A1} and {A2}.
Next, we deal with the degenerate diusion terms as follows:
$\partial_{x}(\eta'(u_{\epsilon}^{\delta})[\partial_{\xi}\beta_{\epsilon}](x, u_{\epsilon}^{\delta})\partial_{x}u_{\epsilon}^{\delta})=\partial_{x}(\eta'(u_{\epsilon}^{\delta})[\partial_{\xi}\beta](x, u_{\epsilon}^{\delta})\partial_{x}u_{\epsilon}^{\delta})+\hat{\circ}\partial_{x}(\eta'(u_{\epsilon}^{\delta})\partial_{x}u_{\epsilon}^{\delta})$ .
By the entropy dissipation bound (Lemma 3.4), we get the following convergence:
$\int_{\Pi_{T}}|\epsilon\eta'(u_{\epsilon}^{\delta})\partial_{x}u_{\epsilon}^{\delta}|^{2}dxdt\leq C\epsilon\int_{\Pi_{T}}\epsilon|\partial_{x}u_{\epsilon}^{\delta}|^{2}dxdt<C\epsilonarrow 0,$
as $\epsilon\downarrow 0$ . On the other hand, we treat another part. To see this, we divide the domain
$\Pi_{T}$ as follows :
$H:=\{(x, t)\in\Pi_{T}|l(x, \beta(x, u(x, t <L(x, \beta(x, u(x, t$
$P:=\{(x, t)\in\Pi_{T}|l(x, \beta(x, u(x, t =L(x, \beta(x, u(x, t$
where $l(x, \xi)=\min\{\lambda\in[L_{1}, L_{2}] : \beta(x, \lambda)=\xi\},$ $L(x, \xi)=\max\{\lambda\in[L_{1}, L_{2}]$ : $\beta(x, \lambda)=$
$\xi\}$ . We begin to consider the degenerate diusion term on $H$ . In fact, it follows that
$[\partial_{\xi}\beta](x, u_{\epsilon}^{\delta})arrow 0$ a.e. on $Has\epsilon\downarrow 0.$
By the $L^{\infty}$-bound (Lemma 3.2) and the entropy dissipation bound (Lemma 3.4) of $u_{\epsilon}^{\delta}$ , we
see that
$\eta'(u_{\epsilon}^{\delta})[\partial_{\xi}\beta](x, u_{\epsilon}^{\delta})\partial_{x}u_{\epsilon}^{\delta}arrow 0$ a.e. on $Has\epsilon\downarrow 0.$
Secondly, we consider the degenerate diusion term on $P$ . By strong compactness
of the total ux and the convergence of $\{u_{\epsilon}^{\delta}\}_{\epsilon,\delta>0}$ a.e. on $P$ (ref. [9, Lemma 3.3]), it is
deduced that
(10) $\{\eta'(u_{\epsilon}^{\delta})[\partial_{\xi}\beta](x, u_{\epsilon}^{\delta})\partial_{x}u_{\epsilon}^{\delta}\}_{\epsilon,\delta>0}$ converges a.e. on $P.$
On the other hand, by $L^{\infty}$-bound and entropy dissipation bound, we have
(11) $\eta'(u_{\epsilon}^{\delta})[\partial_{\xi}\beta](x, u_{\epsilon}^{\delta})\partial_{x}u_{\epsilon}^{\delta}\in L^{2}(\Pi_{T})$ .
By Lemma 3.7 (i), (10) and (11), the sequence $\{\eta'(u_{\epsilon}^{\delta})[\partial_{\xi}\beta](x, u_{\epsilon}^{\delta})\partial_{x}u_{\epsilon}^{\delta}\}_{\epsilon,\delta>0}$ converges
strongly in $L^{2}(\Pi_{T})$ .
Finally, it holds that
$|\varphi_{1}-\varphi_{1}^{\delta}|(x, u_{\epsilon}^{\delta})\leq|A^{\delta}(x, u_{\epsilon}^{\delta})-A(x, u_{\epsilon}^{\delta})|+|A^{\delta}(x, k)-A(x, k)|$
$\leq 2_{L_{1}}\max_{\leq\xi\leq L_{2}}|A^{\delta}(x, \xi)-A(x, \xi)|.arrow 0$ in $L_{loc}^{2}(\mathbb{R})$ ,
as $\delta\downarrow 0$ . Hence, we have $\partial_{x}[\varphi_{1}-\varphi_{1}^{\delta}]\in H_{c,loc}^{-1}(\Pi_{T})$ which is a family of functions that are
precompact in $H_{loc}^{-1}(\Pi_{T})$ . Moreover, it follows that $\mu_{k}^{\epsilon,\delta}\in \mathcal{M}_{b,loc}(\Pi_{T})$ . Therefore, we can
use Theorem 4.1 using Lemma 4.3 below. Hence, we get the desired result. $\square$
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Lemma 4.3 (Murat). Assume that a family $(Q_{\epsilon})$ is bounded in $L^{p}(\Omega)$ , $p>2,$ $\Omega\subset \mathbb{R}^{N}$
is an open set. Then,
$\nabla\cdot(Q_{\epsilon})_{\epsilon}\in H_{c,loc}^{-1}(\Omega)$ ,
if $\nabla\cdot(Q_{\epsilon})_{\epsilon}=p_{\epsilon}+q_{\epsilon}$ with $(q_{\xi j})_{\epsilon}\in H_{c,loc}^{-1}(\Omega)$ and $(p_{\epsilon})_{\epsilon}\in \mathcal{M}_{b,loc}(\Omega)$ .
Moreover, it should be checked that the limit function $u$ constructed in Theorem 4.2
is a generalized solution to (P). In fact, $u$ satises (P) in the sense of distribution and
satises an entropy inequality in the sense of [4] and [10]. That is, it is inferred that there
exists an entropy solution to (P).
Corollary 4.4. Suppose that $\{Al\}-\{A5\}$ hold. The function $u$ is the limit function con-
structed as the strong limit of the sequence $\{u_{\epsilon}\}_{\epsilon>0}$ in Theorem 4.2. Let $v$ be another
limit function as the strong limit of the sequence $\{v_{\epsilon}\}_{\epsilon>0}$ , where $v_{\epsilon}$ solves the regularized
problem $(RP)$ corresponding to initial data $v_{0}$ . Then, it holds the following properties:
(i) the limit function $u$ satisfy (P) in the sense of distribution.
(ii) the limit function $u$ is an entropy solution to (P) .
(iii) $||u(x, t)-v(x, t)||_{L^{1}(\mathbb{R})}\leq||u_{0}(x)-v_{0}(x)||_{L^{1}(\mathbb{R})}.$
(iv) $|A(x, u(x, t))-\partial_{x}\beta(x, u(x, t))|_{BV(\pi)}\leq C,$ $fort\in(O, T)$ .
(v) $||u(\cdot, t+\tau)-u$ $t)||_{L^{1}(\mathbb{R})}\leq C\tau,$ $for\tau\geq 0.$
Proof. By Theorem 4.2, we obtain the assertion (i) in a way similar to [9] and [21]. Using
the result for (RP) in [4], it holds that
(12)' $\int_{\pi}|u_{\epsilon}(x, t)-v_{\epsilon}(x, t)|dx\leq\int_{\mathbb{R}}|u_{0}^{\epsilon}(x)-v_{0}^{\epsilon}(x)|dx.$
As $\epsilon\downarrow 0$ , it is observed that the assertion (iii) holds for $u_{0},$ $v_{0}$ satisfying {A5}.
Moreover, the assertions (iv) and (v) are direct consequence of Lemma 3.7.
Finally, we prove the assertion (ii). Let $u_{\epsilon}^{\delta}$ be the approximate solutions to (P). We
set the following functions:
$\eta(u_{\epsilon}^{\delta})=sgn(u_{\epsilon}^{\delta}-k)(u_{\epsilon}^{\delta}-k)$ ,
$q^{1}(x, u_{\epsilon}^{\delta})=sgn(u_{\epsilon}^{\delta}-k)(A^{\delta}(x, u_{\epsilon}^{\delta})-A^{\delta}(x, k$
$q^{2}(x, u_{\epsilon}^{\delta})=-sgn(u_{\epsilon}^{\delta}-k)([\partial_{x}\beta](x, u_{\epsilon}^{\delta})-[\partial_{x}\beta](x, k$
for any $x\in \mathbb{R}$ and $k\in \mathbb{R}$ . Then, we calculate that:
$\partial_{t}\eta(u_{\epsilon}^{\delta})+\partial_{x}q^{1}(x, u_{\epsilon}^{\delta})+\partial_{x}q^{2}(x, u_{\epsilon}^{5})$
$=sgn(u_{\epsilon}^{\delta}-k)(\partial_{x}^{2}\beta_{\epsilon}(x, u_{\epsilon}^{\delta})-\partial_{x}A^{\delta}(x, u_{\epsilon}^{\delta}))+sgn(u_{\epsilon}^{\delta}-k)(A^{\delta}(x, u_{\epsilon}^{\delta})-A^{\delta}(x, k))_{x}$
$-sgn(u_{\epsilon}^{\delta}-k)([\partial_{x}\beta](x, u_{\epsilon}^{\delta})-[\partial_{x}\beta](x, k))_{x}$




Therefore, it is deduced that
$sgn(u_{\epsilon}^{\delta}-k)[(u_{\epsilon}^{\delta}-k)_{t}+(A^{\delta}(x, u_{\epsilon}^{\delta})-A^{\delta}(x, k))_{x}-(\partial_{x}\beta(x,u_{\epsilon}^{\delta})-\partial_{x}\beta(x, k))_{x}]$
$+sgn(u_{\epsilon}^{\delta}-k)(A^{\delta}(x, k)-\partial_{x}\beta(x, k))_{x}=-sgn'(u_{\epsilon}^{\delta}-k)[\partial_{\xi}\beta_{\epsilon}](x, u_{\epsilon}^{\delta})(u_{\epsilon}^{\delta})_{x}^{2}\leq 0,$
in the sense of distribution. That is, we get the following inequality:
$\int_{0}^{T}\int_{R}$ sgn $(u_{\epsilon}^{\delta}-k)[(u_{\epsilon}^{\delta}-k)\varphi_{t}+(A^{\delta}(x, u_{\epsilon}^{\delta})-A^{\delta}(x, k))\varphi_{x}-(\partial_{x}\beta(x, u_{\epsilon}^{\delta})-\partial_{x}\beta(x, k))\varphi_{x}$
$+( \partial_{x}A^{\delta}(x, k)-\partial_{x}^{2}\beta(x, k))\varphi]dxdt+\int_{\mathbb{R}}|u_{0}^{\delta}(x)-k|\varphi dx\geq 0,$
for all $\varphi\in C_{0}^{\infty}(\mathbb{R}\cross[0, T))^{+}$ and $k\in \mathbb{R}$ . We take $\delta=c\epsilon$ , then we have the entropy
inequality in Denition 2.2 as $\epsilonarrow 0.$
$\square$
Proof of Theorem 2.1. We remove the assumption {A5} by using the assertion (ii) in
Corollary 4.4. If $u_{0}$ belongs to $BV(\mathbb{R})$ , there exists a sequence $\{u_{0}^{m}\}_{m=1}^{\infty}$ such that each
$u_{0}^{m}$ satises {A5} and $u_{0}^{m}arrow u_{0}$ in $L^{1}(\mathbb{R})$ as $marrow\infty$ . Let $u^{m}$ be a limit function of the
sequence $\{u_{\epsilon}\}$ with initial data $u_{0}^{m}$ . Using the inequality (12), it holds that
$\int_{\mathbb{R}}|u^{m}(x, t)-u^{n}(x, t)|dx\leq\int_{R}|u_{0}^{m}(x)-u_{0}^{n}(x)|dx,$
as $m,$ $narrow\infty$ . Therefore, $\{u^{m}\}_{m=1}^{\infty}$ is a Cauchy sequence in $L^{1}(\Pi_{T})$ . Hence, the limit
function $u$ is constructed under the assumptions $\{A1\}-\{A4\}$ . In addition, it is also seen
that the limit function $u$ satises the assertions $(i)-(v)$ in Corollary 4.4. $\square$
5 Proof of Theorem 2.3.
In this section, it may be conrmed that the limit function $u$ is an unique entropy solution
to (P). To see this, we prove the following assertion which is called Carrillo's lemma.
Lemma 5.1. Let us assume $\{Al\}-\{A4\}$ and $\{A6\}$ . Let $u$ be an entropy solution to (P) .
Then, it follows that
$\int_{\Pi_{T}}sgn(u-k)[(u-k)\varphi_{t}+(A(x, u)-A(x, k))\varphi_{x}$
$-(\partial_{x}\beta(x, u)-\partial_{x}\beta(x, k))\varphi_{x}+(\partial_{x}^{2}\beta(x, k)-\partial_{x}A(x, k))\varphi]dxdt$
$= \lim_{\etaarrow\infty}\int_{\Pi_{T}}sgn_{\eta}'(\tilde{\beta}(u)-\tilde{\beta}(k))\gamma(x)(\partial_{x}\tilde{\beta}(u))^{2}\varphi dxdt,$
for all $\varphi\in C_{0}^{\infty}(\mathbb{R}\cross(0, T))^{+}and$ $k\in \mathbb{R}\backslash E$ . Here, $E\equiv$ { $\xi\in \mathbb{R}|\tilde{\beta}^{-1}(\xi)$ is discontinuous at $\xi$ }.
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Proof. By the assertion (i) in Corollary 4.4, we have the following equality:
$\int_{\Pi_{T}}(u\varphi_{t}+A(x, u)\varphi_{x}-\partial_{x}\beta(x, u)\varphi_{x})dxdt=0,$
for $\varphi\in C_{0}^{\infty}(\mathbb{R}\cross(0, T$ Here, $we set \varphi=sgn_{\eta}(\tilde{\beta}(u)-\tilde{\beta}(k))\phi$ for $\eta>0,$ $k\in \mathbb{R}\backslash E$ and
$\phi\in C_{0^{\infty}}(\mathbb{R}\cross(0,$ $T$ Then, the rst term of the above equality is calculated
$\int_{\Pi_{T}}u(sgn_{\eta}(\tilde{\beta}(u)-\tilde{\beta}(k))\phi)_{t}dxdt=-\int_{\Pi_{T}}u_{t}sgn_{\eta}(\tilde{\beta}(u)-\tilde{\beta}(k))\phi dxdt$
$= \int_{\Pi_{T}}[\int_{k}^{u}sgn_{\eta}(\tilde{\beta}(\xi)-\tilde{\beta}(k))d\xi]\phi_{t}dxdtarrow\int_{\Pi_{T}}|u-k|\phi_{t}dxdt,$
as $\etaarrow 0$ by Lemma 3.3. Moreover, it is observed that
$\int_{\Pi_{T}}(A(x, u)-\partial_{x}\beta(x, u))(sgn_{\eta}(\tilde{\beta}(u)-\tilde{\beta}(k))\phi)_{x}dxdt$
$= \int_{\Pi_{T}}(A(x, u)-A(x, k)-\partial_{x}\beta(x, u)+\partial_{x}\beta(x, k))(sgn_{\eta}(\tilde{\beta}(u)-\tilde{\beta}(k))\phi)_{x}dxdt$
$+ \int_{\Pi_{T}}(A(x, k)-\partial_{x}\beta(x, k))(sgn_{\eta}(\tilde{\beta}(u)-\tilde{\beta}(k))\phi)_{x}dxdt$
$= \int_{\Pi_{T}}(A(x, u)-A(x, k))sgn_{\eta}'(\tilde{\beta}(u)-\tilde{\beta}(k))\partial_{x}\tilde{\beta}(u)\phi dxdt$
$- \int_{\Pi_{T}}sgn_{\eta}'(\tilde{\beta}(u)-\tilde{\beta}(k))\partial_{x}\gamma(x)(\tilde{\beta}(u)-\tilde{\beta}(k))\partial_{x}\tilde{\beta}(u)\phi dxdt$
$- \int_{\Pi_{T}}sgn_{\eta}'(\tilde{\beta}(u)-\tilde{\beta}(k))\gamma(x)(\partial_{x}\tilde{\beta}(u))^{2}\phi dxdt$
$+ \int_{\Pi_{T}}(A(x, u)-A(x, k)-\partial_{x}\beta(x, u)+\partial_{x}\beta(x, k))sgn_{\eta}(\tilde{\beta}(u)-\tilde{\beta}(k))\phi_{x}dxdt$
$- \int_{\Pi_{T}}(\partial_{x}A(x, k)-\partial_{x}^{2}\beta(x, k))sgn_{\eta}(\tilde{\beta}(u)-\tilde{\beta}(k))\phi dxdt$
$arrow-\lim_{\etaarrow 0}\int_{\Pi_{T}}sgn_{\eta}'(\tilde{\beta}(u)-\tilde{\beta}(k))\gamma(x)(\partial_{x}\tilde{\beta}(u))^{2}\phi dxdt$
$+ \int_{\Pi_{T}}sgn(u-k)(A(x, u)-A(x, k)-\partial_{x}\beta(x, u)+\partial_{x}\beta(x, k))\phi_{x}dxdt$
$- \int_{\Pi_{T}}sgn(u-k)(\partial_{x}A(x, k)-\partial_{x}^{2}\beta(x, k))\phi dxdt,$
as $\etaarrow 0$ . Hence, we get the desired result. $\square$
Next, we prove a Kato's type inequality. To see this, we introduce test functions. Let
a non-negative function $\delta(\sigma)\in C_{0}^{\infty}(\mathbb{R})$ satisfying
$\delta(\sigma)=\delta(-\sigma)$ , $\delta(\sigma)=0$ , for $|\sigma|\geq 1$ , and $\int_{\mathbb{R}}\delta(\sigma)d\sigma=1.$
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For $\rho>0$ , we set
$\delta_{\rho}(t)=\frac{1}{\rho}\delta(\frac{t}{\rho})$ , and $\omega_{\rho}(x)=\frac{1}{2\rho^{N}}\delta(\frac{|x|^{2}}{\rho^{2}})$ .
For the above functions, we can see that
$\partial_{t}\delta_{p}(t-s)=\frac{1}{\rho^{2}}\delta'(\frac{t-s}{p})=-\partial_{s}\delta_{\rho}(t-s)$ ,
$\partial_{x}\omega_{\rho}(x-y)=\frac{1}{\rho^{N+2}}(x-y)\delta'(\frac{|x-y|^{2}}{\rho^{2}})=-\partial_{y}\omega_{\rho}(x-y)$ .
Here, we dene the function $\varphi=\varphi(x, t, y, s)\in C_{0}^{\infty}(\Pi_{T}\cross\Pi_{T})$ by
$\varphi(x, t, y, s)=\psi(\frac{x+y}{2}, \frac{t+s}{2})\omega_{\rho}(\frac{x-y}{2})\delta_{\rho}(\frac{t-s}{2})$ ,
where $\psi=\psi(x, t)\in C_{0}^{\infty}(\Pi_{T})$ is another non-negative test function. Having in mind the
above test function, we deal with the following assertion:
Proposition 5.2. Let us assume $\{Al\}-\{A4\}$ and $\{A6\}$ . Let $u$ and $v$ be entropy solutions
to (P) . Moreover, it additionally assume that A $\xi$ ) $\in W^{1,1}(\mathbb{R})$ for $\xi\in[L_{1}, L_{2}]$ . Then,
there exists a positive constant $C$ such that
$\int_{\Pi_{T}}sgn(u-v)[(u-v)\varphi_{t}+(A(x, u)-A(x, v))\varphi_{x}$
(13)
$-( \partial_{x}\beta(x, u)-\partial_{x}\beta(x, v))\varphi_{x}]dxdt+C\int_{\Pi_{T}}|u-v|\varphi dxdt\geq 0,$
for all $\varphi\in C_{0}^{\infty}(\mathbb{R}\cross(0, T))^{+}.$
Proof. By A $\xi$ ) $\in W^{1,1}(\mathbb{R})$ for $\xi\in[L_{1}, L_{2}]$ , the entropy inequality for $u$ in Denition 2.2
can be written below:
(14)
$\int_{\Pi_{T}}sgn(u-k)[(u-k)\varphi_{t}+(A(x, u)-A(x, k))\varphi_{x}-(\partial_{x}\beta(x, u)-\partial_{x}\beta(x, k))\varphi_{x}$
$+(\partial_{x}A(x, k)-\partial_{x}^{2}\beta(x, k))\varphi]dxdt\geq 0,$
for all $\varphi\in C_{0}^{\infty}(\mathbb{R}\cross(0, T))^{+}$ and $k\in \mathbb{R}$ . Let $v(y, s)$ be another entropy solution to (P)
in $(y, s)\in \mathbb{R}\cross(0, T)$ . We set $k=v(y, s)$ in (14) and integrate both side with respect to
$(y, s)\in \mathbb{R}\cross(O, T)$ , then we get the following inequality:
$\int_{\Pi_{T}\cross\Pi_{T}}sgn(u-v)[(u-v)\varphi_{t}+(A(x, u)-A(x, v))\varphi_{x}-(\partial_{x}\beta(x, u)-\partial_{x}\beta(x, v))\varphi_{x}$
$+(\partial_{x}A(x, v)-\partial_{x}^{2}\beta(x, v))\varphi]dxdtdyd_{\mathcal{S}}\geq 0.$
Here, we write the right hand-side in the above inequality by $I(\Pi_{T}\cross\Pi_{T})$ . By the entropy
inequality (14), it follows that
$I(\Pi_{T}\cross\Pi_{T})=I(\Pi_{T\cross}(\Pi_{T}\backslash \mathscr{E}_{v}))+I(\Pi_{T}\cross \mathscr{E}_{v})\geq I(\Pi_{T\cross}(\Pi_{T}\backslash \mathscr{E}_{v}))$ .
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Here, we set
$\mathscr{E}_{u}=\{(x, t)\in\Pi_{T}|\tilde{\beta}(u(x, t))\in E\}, \mathscr{E}_{v}=\{(y, s)\in\Pi_{T}|\tilde{\beta}(v(y, s))\in E\}.$
Taking into account Lemma 5.1, we see that
$I( \Pi_{T}\cross(\Pi_{T}\backslash \mathscr{E}_{v}))=\lim_{\etaarrow 0}\int_{\Pi_{T}x(\Pi_{T}\backslash \mathscr{E}_{v})}sgn_{\eta}'(\tilde{\beta}(u)-\tilde{\beta}(81))\gamma(x)(\partial_{x}\tilde{\beta}(u))^{2}\varphi$dxdtdyds.
In view of this, the following inequality is valid:
$\int_{\Pi_{T}\cross\Pi_{T}}sgn(u-v)[(u-v)\varphi_{t}+(A(x, u)-A(x, v))\varphi_{x}-(\partial_{x}\beta(x, u)-\partial_{x}\beta(x, v))\varphi_{x}$
$+(\partial_{x}A(x, v)-\partial_{x}^{2}\beta(x, v))\varphi]$dxdtdyds
$\geq\lim_{\etaarrow 0}\int_{\Pi_{T}\cross(\Pi_{T}\backslash \mathscr{E}_{v})}sgn_{\eta}'(\tilde{\beta}(u)-\tilde{\beta}(v))\gamma(x)(\partial_{x}\tilde{\beta}(u))^{2}\varphi$dxdtdyds
$= \lim_{\etaarrow 0}\int_{(\Pi_{T}\backslash \mathscr{E}_{u})\cross(\Pi_{T}\backslash \mathscr{E}_{v})}sgn_{\eta}'(\tilde{\beta}(u)-\tilde{\beta}(v))\gamma(x)(\partial_{x}\tilde{\beta}(u))^{2}\varphi dxdtdyd_{\mathcal{S}}.$
Similarly, we also get another inequality:
$\int_{\Pi_{T}\cross\Pi_{T}}sgn(v-u)[(v-u)\varphi_{s}+(A(y, v)-A(y, u))\varphi_{y}-(\partial_{y}\beta(y, v)-\partial_{y}\beta(y, u))\varphi_{y}$
$+(\partial_{y}A(y, u)-\partial_{y}^{2}\beta(y, u))\varphi]$dxdtdyds
$\geq\lim_{\etaarrow 0}\int_{(\Pi_{T}\backslash \mathscr{E}_{u})\cross\Pi_{T}}sgn_{\eta}'(\tilde{\beta}(u)-\tilde{\beta}(v))\gamma(y)(\partial_{y}\tilde{\beta}(v))^{2}\varphi$dxdtdyds
$= \lim_{\etaarrow 0}\int_{(\Pi_{T}\backslash \mathscr{E}_{u})\cross(\Pi_{T}\backslash \mathscr{E}_{v})}sgn_{\eta}'(\tilde{\beta}(u)-\tilde{\beta}(v))\gamma(y)(\partial_{y}\tilde{\beta}(v))^{2}\varphi dxdtdyd_{\mathcal{S}}.$
Summing up the above two inequalities, we see that
$\int_{\Pi_{T}\cross\Pi_{T}}sgn(u-v)[(u-v)(\varphi_{t}+\varphi_{s})+(A(x, u)-A(x, v))\varphi_{x}+(A(y, v)-A(y, u))\varphi_{y}$
$-(\partial_{x}\beta(x, u)-\partial_{x}\beta(x, v))\varphi_{x}-(\partial_{y}\beta(y, v)-\partial_{y}\beta(y, u))\varphi_{y}$
$+(\partial_{x}A(x, v)-\partial_{x}^{2}\beta(x, v))\varphi+(\partial_{y}A(y, u)-\partial_{y}^{2}\beta(y, u))\varphi]dxdtdyd_{\mathcal{S}}$
$\geq\lim_{\etaarrow 0}\int_{(\Pi_{T}\backslash \mathscr{E}_{u})\cross(\Pi_{T}\backslash \mathscr{E}_{v})}sgn_{\eta}'(\tilde{\beta}(u)-\tilde{\beta}(v))[\gamma(x)(\partial_{x}\tilde{\beta}(u))^{2}+\gamma(y)(\partial_{y}\tilde{\beta}(v))^{2}]\varphi$dxdtdyds
$\equiv I_{RHS}.$
We calculate the left-hand side in the above inequality, respectively. To see this, we




Secondly, the convection terms are considered below:
$\int_{\Pi_{T}\cross\Pi_{T}}$ sgn$(u-v)[(A(x, u)-A(x, v))\varphi_{x}+(A(y, v)-A(y, u))\varphi_{y}$
$+(\partial_{x}A(x, v)+\partial_{y}A(y, u))\varphi]$dxdtdyds
$= \int_{\Pi_{T}x\Pi_{T}}sgn(u-v)[(A(x, u)-A(y, v))\varphi_{x}+[(A(y, v)-A(x, v))\varphi]_{x}$
$-(A(y, v)-A(x, v))\varphi_{y}-[(A(x, u)-A(y, u))\varphi]_{y}]$dxdtdyds
$= \int_{\Pi_{T}\cross\Pi_{T}}$ sgn$(u-v)[(A(x, u)-A(y, v))(\varphi_{x}+\varphi_{y})$
$+[(A(y, v)-A(x, v))\varphi]_{x}-[(A(x, u)-A(y, u))\varphi]_{y}]$dxdtdyds $\equiv\sum_{i=1}^{3}I_{A}^{i}.$
Let us put $\varphi=\psi(^{\underline{x}+\Delta}, \frac{t+s}{2})\omega_{\rho}(^{\underline{x}-A}$ ) $\delta_{\rho}(\frac{t-s}{2})$ , for $\rho>0$ , then $I_{A}^{2}+I_{A}^{3}$ is equal to
$\int_{\Pi_{T}\cross\Pi_{T}}sgn(u-v)\{[(A(y, v)-A(x, v))_{x}-(A(x, u)-A(y, u))_{y}]\psi\omega_{\rho}\delta_{\rho}$
$+[(A(y, v)-A(x, v))\psi_{x}-(A(x, u)-A(y, u))\psi_{y}]\omega_{\rho}\delta_{\rho}$
$+[(A(y, v)-A(x, v))(\omega_{\rho})_{x}-(A(x, u)-A(y, u))(\omega_{\rho})_{y}]\psi\delta_{\rho}\}$dxdtdyds $\equiv\sum_{i=4}^{6}I_{A}^{i}.$
Letting $\rhoarrow 0$ , the convergence $I_{A}^{5}arrow 0$ hold. Moreover, it follows that
$I_{A}^{4} arrow\int_{\Pi_{T}}sgn(u-v)[(\partial_{x}A)(x, u)-(\partial_{x}A)(x, v)]\psi dxdt.$
In addition, we see that
$I_{A}^{6}= \int_{\Pi_{T}\cross\Pi_{T}}sgn(u-v)[(A(y, v)-A(x, v))+(A(x, u)-A(y, u))](\omega_{\rho})_{x}\psi\delta_{\rho}\}$dxdtdyds
$= \int_{\Pi_{T}\cross\Pi_{T}}sgn(u-v)[(A(x, u)-A(x, v))-(A(y, u)-A(y, v))](\omega_{\rho})_{x}\psi\delta_{\rho}\}$dxdtdyds,
by the property of $\omega_{\rho}$ . Thirdly, we investigate the diusion terms as follows:









Especially, $I_{\beta}^{1,2}$ is computed that
$I_{\beta}^{1,2}=- \int_{\Pi_{T}\cross\Pi_{T}}$ sgn$(u-v)(\partial_{x}\gamma(x)-\partial_{y}\gamma(y))(\tilde{\beta}(u)-\tilde{\beta}(v))\varphi_{x}$dxdtdyds
$= \int_{\Pi_{T}\cross\Pi_{T}}\{\partial_{x}^{2}\gamma(x)[sgn(u-v)(\tilde{\beta}(u)-\tilde{\beta}(s)))]\varphi$
$+(\partial_{x}\gamma(x)-\partial_{y}\gamma(y))$ $[$sgn $(u-v)(\tilde{\beta}(u)-\tilde{\beta}(v))]_{x}\varphi$ }dxdtdyds.
Let us also put $\varphi=\psi(\frac{x+y}{2}, \pm_{2})\omega_{\rho}(\frac{x-y}{2})\delta_{\rho}(\frac{t-s}{2})$ , for $\rho>0$ , then we obtain
$\lim_{parrow 0}I_{\beta}^{1,2}=\int_{\Pi_{T}}\partial_{x}^{2}\gamma(x)sgn(u-v)(\tilde{\beta}(u)-\tilde{\beta}(v))\psi dxdt,$
by $\gamma\in C^{2}(\mathbb{R})$ and $\tilde{\beta}(u)\in H^{1}(\mathbb{R})$ for a.e. $t\in(0, T)$ . Meanwhile, we see that
$\lim_{\rhoarrow 0}I_{\beta}^{3}=-\int_{\Pi_{T}}\partial_{x}^{2}\gamma(x)sgn(u-v)(\tilde{\beta}(u)-\tilde{\beta}(v))\psi dxdt.$
On the other hand, we deal with $I_{\beta}^{2}$ . Taking into account` the denition of $\mathscr{E}_{u}$ and $\mathscr{E}_{v}$ , the
following calculation is valid:
$I_{\beta}^{2}= \int_{\Pi_{T}\cross\Pi_{T}}$ sgn $(u-v)[-\gamma(x)\partial_{x}\tilde{\beta}(u)\varphi_{x}+\gamma(y)\partial_{y}\tilde{\beta}(v)\varphi_{y}]$dxdtdyds
$= \int_{(\Pi_{T}\backslash \mathscr{E}_{u})\cross\Pi_{T}}$ sgn $(\tilde{\beta}(u)-\tilde{\beta}(v))\gamma(x)\partial_{x}\tilde{\beta}(u)\varphi_{y}$dxdtdyds
$- \int_{\Pi_{T}\cross(\Pi_{T}\backslash \mathscr{E}_{v})}$ sgn $(\tilde{\beta}(u)-\tilde{\beta}(v))\gamma(y)\partial_{y}\tilde{\beta}(v)\varphi_{x}$dxdtdyds
$= \int_{(\Pi_{T}\backslash \mathscr{E}_{u})\cross(\Pi_{T}\backslash \mathscr{E}_{v})}sgn_{\eta}'(\tilde{\beta}(u)-\tilde{\beta}(v))(\gamma(x)+\gamma(y))\partial_{x}\tilde{\beta}(u)\partial_{y}\tilde{\beta}(v)\varphi$dxdtdyds.
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Therefore, it is observed that
$I_{RHS}-I_{\beta}^{2}$
$= \lim_{\etaarrow 0}\int_{(\Pi_{T\backslash S_{u})x(\Pi_{T}\backslash \mathscr{E}_{v})}}sgn_{\eta}'(\tilde{\beta}(u)-\tilde{\beta}(v))[\gamma(x)(\partial_{x}\tilde{\beta}(u))^{2}+\gamma(y)(\partial_{y}\tilde{\beta}(v))^{2}$
$-(\gamma(x)+\gamma(y))\partial_{x}\tilde{\beta}(u)\partial_{y}\tilde{\beta}(v)]\varphi$dxdtdyds
$= \lim_{\etaarrow 0}\int_{(\Pi_{T}\backslash 8_{u})\cross(\Pi_{T}\backslash d_{v})}sgn_{\eta}'(\tilde{\beta}(u)-\tilde{\beta}(v))([\sqrt{\partial_{x}\gamma(x)}\partial_{x}\tilde{\beta}(u)-\sqrt{\partial_{y}\gamma(y)}\partial_{y}\tilde{\beta}(v)]^{2}$
$-[\sqrt{\partial_{x}\gamma(x)}-\sqrt{\partial_{y}\gamma(y)}]^{2}\partial_{x}\tilde{\beta}(u)\partial_{y}\tilde{\beta}(v))\varphi$dxdtdyds.
Consequently, we see that
$\int_{\Pi_{T}}sgn(u-v)[(u-v)\partial_{t}\psi+(A(x, u)-A(y, v))\partial_{x}\psi$
$-(\partial_{x}\gamma(x)\tilde{\beta}(u)-\partial_{y}\gamma(y)\tilde{\beta}(v))\partial_{x}\psi]dxdt$
$+ \int_{\Pi_{T}}sgn(u-v)([\partial_{x}A](x, u)-[\partial_{x}A](x, v))\psi dxdt+\lim_{\rhoarrow 0}I_{A}^{6}$
$\geq-\lim hm\rhoarrow 0\etaarrow 0\int_{(\Pi_{T}\backslash g_{u})x(\Pi_{T}\backslash g_{v})}sgn_{\eta}'(\tilde{\beta}(u)-\tilde{\beta}(v))[\sqrt{\partial_{x}\gamma(x)}-\sqrt{\partial_{y}\gamma(y)}]^{2}$
$\partial_{x}\tilde{\beta}(u)\partial_{y}\tilde{\beta}(v)\varphi$dxdtdyds,
as $\rhoarrow 0$ . The right-hand side of the above inequality equal to zero using the method of




$\int_{\Pi_{T}}sgn(u-v)([\partial_{x}A](x, u)-[\partial_{x}A](x, v))\psi dxdt$
$\leq||\partial_{\xi}\partial_{x}A(x, \xi)||_{L^{\infty}(\mathbb{R}^{2})}\int_{\Pi_{T}}|u-v|\psi dxdt,$
by {A7}. Hence, we conclude the desired inequality. $\square$
Theorem 5.3. Let us assume $\{Al\}-\{A4\}$ and $\{A6\}-\{A9\}$ . Let $u$ and $v$ be entropy so-
lutions to (P) associated with initial functions $u_{0}$ and $v_{0}$ . Then, there exists a positive
constant $C$ such that
$||u(\cdot, t)-v t)||_{L^{1}(\mathbb{R})}\leq e^{Ct}||u_{0}-v_{0}||_{L^{1}(fl)},$
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for $a.e.$ $t\in(0, T)$ . In particular, for each initial value $u_{0}$ , an entropy solution is uniquely
determined.
Proof. By the assumption {A8} and Kato's type inequality (13), it is seen that
$\int_{\Pi_{T}}sgn(u-v)[(u-v)\varphi_{t}+(A(x, u)-A(x, v))\varphi_{x}$
(15)
$-( \partial_{x}\beta(x, u)-\partial_{x}\beta(x, v))\varphi_{x}]dxdt+C\int_{\Pi_{T}}|u-v|\varphi dxdt\geq 0$
for all $\varphi\in C_{0}^{\infty}(\Pi_{T}\backslash \{x_{m}\}_{m=1}^{M})^{+}$ . Here, $\{x_{m}\}_{m=1}^{M}$ is a family of jump points for A $\xi$ ) with
respect to $x$ for $\xi\in[L_{1}, L_{2}]$ . For near the jump points, the second and third terms in the
above inequality make the following form:
$J \equiv\sum_{m=1}^{M}\int_{0}^{T}[sgn(u-v)\{(A(x, u)-A(x, v))-(\partial_{x}\beta(x, u)-\partial_{x}\beta(x, v))\}]_{x=\xi_{m}-}^{x=\xi_{m}+}\phi(\xi_{m}, t)dt,$
for $\phi\in C_{0}^{\infty}(\Pi_{T})$ . Applying the crossing condition {A9} and the method of Karlsen-/
Risebro-Towers [10], it is observed that $J\leq 0$ . Therefore, we have the inequality (15) for
all $\psi\in C_{0}^{\infty}(\Pi_{T})$ .
In the inequality (15), we substitute the following test function:
$\varphi_{r}(x)=\int_{\mathbb{R}}\delta(|x-y|)\chi_{|y|<r}dy$ and $\lambda_{\rho}(t)=\int_{-\infty}^{t}(\delta_{\rho}(\tau-t_{1})-\delta_{\rho}(\tau-t_{2}))d\tau,$
for $0<t_{1}<t_{2}<T$ and $r>1$ . Then, it follows that
$\partial_{x}\varphi_{r}(x)=0$ , for $|x|<r-1$ or $|x|>r+1.$
Let us put $\psi(x, t)=\varphi_{r}(x)\lambda_{\rho}(t)$ , then it $i\theta$ deduced that
$\lim_{rarrow\infty}\int_{\Pi_{T}}sgn(u-v)[(A(x, u)-A(x, v))\psi_{x}+(\beta(x, u)-\beta(x, v))\psi]dxdt$
$\leq C\lim_{rarrow\infty}\int_{0}^{T}\int_{||x|-r|\leq 1}(|u|+|v|)dxdt=0,$
by $u,$ $v\in L^{1}(\mathbb{R})$ for a.e. $t\in(0, T)$ . Hence we have
$\int_{\Pi_{T}}|u-v|(\lambda_{\rho})_{t}dxdt+C\int_{\Pi_{T}}|u-v|\lambda_{\rho}dxdt\geq 0.$
Letting $\rhoarrow 0$ , it is deduced that
$\int_{\mathbb{R}}|u(x, t_{1})-v(x, t_{1})|dxdt-\int_{R}|u(x, t_{2})-v(x, t_{2})|dxdt+C\int_{t_{1}}^{t_{2}}|u-v|dxdt\geq 0.$
Using Gronwall's inequality, we can get
$||u(\cdot, t_{2})-v t_{2})||_{L^{1}(\mathbb{R})}\leq e^{C(t_{2}-t_{1})}||u(\cdot, t_{1})-v t_{1})||_{L^{1}(\mathbb{R})}.$
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