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Abstract
Given S1, a starting set of points in the plane, not all on a line, we define a sequence of planar point sets {Si}∞i=1
as follows. With Si already determined, let Li be the set of all the lines determined by pairs of points from Si ,
and let Si+1 be the set of all the intersection points of lines in Li . We show that with the exception of some very
particular starting configurations, the limiting point set
⋃∞
i=1 Si is everywhere dense in the plane.
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1. Introduction
Given S1, a set of points in the Euclidean plane, not all on a line, let L1 denote the set of lines
determined by pairs of points from S1. Next, let S2 be the set of all the intersection points of lines
in L1. It is easy to notice that S1 ⊆ S2.
In general, if Si has already been determined, let Li consist of all the lines determined by pairs of
points from Si . Define
Si+1 :=
{
X |X = l ∩ l′ where l, l′ ∈ Li, l = l′
}
. (1)
Finally, let S :=⋃∞i=1 Si denote the limiting point set.
We consider the following problem.
Problem. Is the set S :=⋃∞i=1 Si everywhere dense in the plane?
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258 D. Ismailescu, R. Radoicˇic´ / Computational Geometry 27 (2004) 257–267Fig. 1. Two exceptional configurations. (a) All points of S1, except one, lie on the same line. (b) S1 consists of the vertices of a
parallelogram (with or without its center).
The concept of being everywhere dense is the standard one: given S and T , two subsets of the
Euclidean plane, we say that S is everywhere dense in T if every circular disc centered at a point of
T contains at least one element of S.
Clearly, if the points of S1 are all but one on a line, then S = S1—see Fig. 1(a). Also, if S1 consists of
the vertices of a parallelogram with or without its center, as shown in Fig. 1(b), then S = S1 or S = S2,
respectively. These two cases will be referred to as the exceptional configurations.
In this paper we prove that these are the only two exceptions to S being everywhere dense in the plane.
Theorem. Let S1 be a set of points in the plane, not all on a line. Let Si(i  1) be the sets defined as in (1).
If S1 is not one of the two exceptional configurations mentioned above, then S =⋃∞i=1 Si is everywhere
dense in the plane.
Bezdek and Pach studied a similar problem (due to L. Fejes-Tóth) where the lines from Li are replaced
by unit circles centered at the points of Si—see [2]. They showed that
⋃∞
i=1 Si is either identical with the
set of vertices of a regular triangular lattice of side length 1, or it is everywhere dense in the plane. Our
result is very similar, although the techniques we use are different. Bezdek and Connelly [1] proved that
if C, a collection of unit circles in the plane, is a covering, and every circle through two points of I (C),
the set of intersection points of circles in C, belongs to C, then I (C) is either everywhere dense or it is
identical with the vertices of a rectangular lattice or the regular triangular lattice.
Another related question was considered by Bárány, Frankl and Maehara [3], who proved that
if the three angles of a triangle T in the plane are different from (60◦,60◦,60◦), (30◦,30◦,120◦),
(45◦,45◦,90◦), (30◦,60◦,90◦), then the set of vertices of triangles obtained from T by repeating “edge-
reflection” is everywhere dense in the plane. Maehara [7] showed that the set of points obtained as the
vertices of tetrahedra in tetrahedral snakes starting from a fixed regular tetrahedron is everywhere dense
in the 3-space; a tetrahedral snake being a sequence of at least two congruent regular tetrahedra in R3
such that every two consecutive tetrahedra share exactly one face and every three consecutive tetrahedra
are distinct. Každan [6] proves that given A and B , two motions in the plane that do not commute, one
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of them being a rotation by an angle incommesurable with 2π , then for any point X in the plane, the
sequence M(X)= {X;AX,BX,A−1X,B−1X;A2X,ABX, . . . ,B−2X; . . .}, obtained by applying A, B ,
A−1, B−1 to X in arbitrary order, is uniformly distributed in the plane.2. Partitioning a T-configuration
A set (A,B,C :M) consisting of four points is said to be a T-configuration if point M is contained
in the interior of triangle ABC.
Given (A,B,C :M), a T-configuration, let (a, b, c) denote the homogeneous barycentric coordinates
of M, that is,
M = aA+ bB + cC where a, b, c are positive numbers with a + b+ c= 1.
It is well known that a, b and c are proportional to the areas of the triangles MBC, MCA and MAB .
The reader unfamiliar with barycentric coordinates should consult [4].
Let A1, B1 and C1 denote the points where the lines AM , BM and CM intersect the sides BC, AC
and AB , respectively. Furthermore, let A2, B2 and C2 denote the points where the segments B1C1, C1A1
and A1B1 intersect the lines AM , BM and CM , respectively. Finally, let D and E be the intersection
points of the line A2B2 with the sides AC and BC, respectively. Similarly, we obtain points F , G, H and
I as in Fig. 2.
We use |XY | to denote the Euclidean length of the line segment with endpoints X and Y .
Lemma 1. With the notation above, the following holds:
(i) |BA1||A1C| =
c
b
,
|CB1|
|B1A| =
a
c
,
|AC1|
|C1B| =
b
a
. (2)
(ii) |C1A2||A2B1| =
a + c
a + b ,
|B1C2|
|C2A1| =
b+ c
a + c ,
|A1B2|
|B2C1| =
a + b
b+ c . (3)
Fig. 2. {A,B,C :M} from Lemma 1.
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(iii) |B1D||DA| =
2a
a + c ,
|AF |
|FC1| =
a + b
2a
,
|C1H |
|HB| =
2b
a + b ,
|BE| = b+ c , |A1G| = 2c , |CI | = a + c . (4)|EA1| 2b |GC| b+ c |IB1| 2c
(iv) AA2,B1F and C1D are concurrent at some point N,
BB2,C1E and A1H are concurrent at some point P, (5)
CC2,A1I and B1G are concurrent at some point Q.
Proof. We start by computing the barycentric coordinates of A1. We have
A1 = λ1B + (1− λ1)C = µ1M + (1−µ1)A= µ1aA+µ1bB +µ1cC + (1−µ1)A.
Since the coefficients of A in both expressions must be equal, and likewise for the coefficients of B and
C, we obtain the following system:
0 = 1−µ1 +µ1a, λ1 = µ1b, 1− λ1 = µ1c.
Solving these equations, we obtain
λ1 = b
b+ c , (6)
and, hence,
A1 = b
b+ cB +
c
b+ cC. (7)
Similarly, we derive the barycentric coordinates of B1 and C1.
B1 = a
a + cA+
c
a + cC and C1 =
a
a + bA+
b
a + bB. (8)
As an immediate consequence, for the value of λ1, given by (6), we obtain
|BA1|
|A1C| =
B −A1
A1 −C =
B − λ1B − (1− λ1)C
λ1B + (1− λ1)C −C =
(1− λ1)(B −C)
λ1(B −C) =
c
b
.
Likewise, we compute the values of the remaining two ratios
|CB1|
|B1A| =
a
c
and
|AC1|
|C1B| =
b
a
,
which proves (2). We continue by computing the barycentric coordinates of A2. We have
A2 = λ2B1 + (1− λ2)C1 = µ2A+ (1−µ2)A1,
which, by using (7) and (8), leads to the following system of equations:
λ2a
a + c +
(1− λ2)a
a + b = µ2,
(1− λ2)b
a + b =
(1−µ2)b
b+ c ,
λ2c
a + c =
(1−µ2)c
b+ c .
Solving this system, we obtain
λ2 = a + c2a + b+ c , (9)
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and, thus,
A2 = 2a2a + b+ cA+
b
2a + b+ cB +
c
2a + b+ cC. (10)
The coordinates of B2 and C2 are found in a similar manner.
B2 = a
a + 2b+ cA+
2b
a + 2b+ cB +
c
a + 2b+ cC, (11)
C2 = a
a + b+ 2cA+
b
a + b+ 2cB +
2c
a + b+ 2cC.
It follows from (9) that
|C1A2|
|A2B1| =
C1 −A2
A2 −B1 =
C1 − λ2B1 − (1− λ2)C1
λ2B1 + (1− λ2)C1 −B1 =
λ2(C1 −B1)
(1− λ2)(C1 −B1) =
a + c
a + b
and, in a similar fashion,
|B1C2|
|C2A1| =
b+ c
a + c and
|A1B2|
|B2C1| =
a + b
b+ c
which proves (3).
In order to prove (4), we need the barycentric coordinates of D.
D = λ3A+ (1− λ3)B1 = µ3A2 + (1−µ3)B2.
Now, using (8), (10) and (11), and equating the coefficients of B and C in the resulting expressions, we
obtain the following system of equations:
0 = bµ3
2a + b+ c +
2(1 −µ3)b
a + 2b+ c ,
(1− λ3)c
a + c =
µ3c
2a + b+ c +
(1−µ3)c
a + 2b+ c .
Solving this system, we obtain
λ3 = 2a3a + c ,
which implies that
|B1D|
|DA| =
B1 −D
D −A =
B1 − λ3A− (1− λ3)B1
λ3A+ (1− λ3)B1 −A =
λ3(B1 −A)
(1− λ3)(B1 −A) =
2a
a + c .
In an analogous manner we can prove the remaining identities in (4).
Finally, (5) is just an easy consequence of (3) and (4). For instance, in triangle AC1B1 we have
|AF |
|FC1| ·
|C1A2|
|A2B1| ·
|B1D|
|DA| =
a + b
2a
· a + c
a + b ·
2a
a + c = 1
and, therefore, by the converse of Ceva’s theorem [5], it follows that AA2, B1F and C1D are concurrent
at some point N . The remaining two claims in (5) follow in a similar fashion. This finishes the proof of
Lemma 1. ✷
Let {A,B,C :M} denote the set of points from Fig. 2, that is,
{A,B,C :M} := {A,B,C,M,A1,B1,C1,A2,B2,C2,D,E,F,G,H, I,N,P,Q}.
Observe that (A,B,C :M) split into four T-configurations, namely (A1,B1,C1 :M), (A,B1,C1 : N),
(B,C1,A1 : P) and (C,A1,B1 :Q), which is the desired partitioning effect to be exploited in Section 5.
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3. k-balanced T-configurations
Definition. Let (A,B,C :M) be a T-configuration and let k  1. Let A1, B1 and C1 denote the points
where the lines AM , BM and CM intersect the sides BC,AC and AB , respectively. The T-configuration
(A,B,C :M) is said to be k-balanced if all the ratios |AC1|/|C1B|, |BA1|/|A1C| and |CB1|/B1A| are
in the interval [1/k, k].
We need the following geometric lemma.
Lemma 2. Let (A,B,C :M) be a k-balanced T-configuration. Using the notation from the previous
section, the following holds:
(i) (A1,B1,C1 : M), (A,B1,C1 : N), (B,C1,A1 : P) and (C,A1,B1 : Q) are also k-balanced T-
configurations.
(ii) max{diam(A1B1C1), diam(AB1C1), diam(BA1C1), diam(CA1B1)} kk+1 · diam(ABC).3
Proof. From (2) and the assumption that (A,B,C :M) is a k-balanced T-configuration, we deduce
1
k
 c
b
 k, 1
k
 a
c
 k, 1
k
 b
a
 k. (12)
Next, consider the T-configuration (A,B1,C1 : N). In order to prove that this T-configuration is
k-balanced, it suffices to show that all the ratios |AF |/|FC1|, |C1A2|/|A2B1|, |B1D|/|DA| are in the
interval [1/k, k].
From (4) we have |AF |/|FC1| = (a + b)/(2a), which, by (12), immediately gives
|AF |
|FC1| =
a + b
2a
= 1
2
·
(
1+ b
a
)
 1
2
· (1+ k) k,
and
|AF |
|FC1| =
a + b
2a
= 1
2
·
(
1+ b
a
)
 1
2
·
(
1+ 1
k
)
 1
k
.
The exact same reasoning can be used for the ratio |B1D|/|DA|.
From (3) we have |C1A2|/|A2B1| = (a + c)/(a+ b), which, by (12), yields
|C1A2|
|A2B1| =
a + c
a + b =
1+ c/a
1+ b/a 
1+ k
1 + 1/k = k,
as well as
|C1A2|
|A2B1| =
a + c
a + b =
1+ c/a
1+ b/a 
1 + 1/k
1+ k =
1
k
.
Therefore, the T-configuration (A,B1,C1 : N) is k-balanced. Similarly, it can be shown that the
remaining three T-configurations are also k-balanced. This proves (i).
Now, let R := k
k+1 and
m := max{|BA1|, |A1C|, |CB1|, |B1A|, |AC1|, |C1B|, |B1C1|, |C1A1|, |A1B1|}.
3 Here, diam stands for the diameter.
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In order to prove (ii), it suffices to show
m R ·max{|AB|, |BC|, |CA|}.By assumption, (A,B,C :M) is a k-balanced T-configuration. Hence, 1
k
 |BA1||A1C|  k, and, clearly,
|BA1|
|BC| R and
|A1C|
|BC|  R.
Hence,
max
{|BA1|, |A1C|}R ·max{|AB|, |BC|, |CA|}.
Using the same reasoning for the segments along the other two sides of triangle ABC, we easily deduce
max
{|BA1|, |A1C|, |CB1|, |B1A|, |AC1|, |C1B|} R ·max{|AB|, |BC|, |CA|}.
By symmetry, in order to finish the proof, it suffices to show
|B1C1|R ·max
{|AB|, |BC|, |CA|}. (13)
Let
s := |AC1||AB| and t :=
|AB1|
|AC| .
Clearly, 0 < s  R and 0 < t  R. Furthermore, with no loss of generality, we can assume that s  t .
Letting Â denote the angle of triangle ABC at A, we have
|B1C1|2 = |AB1|2 + |AC1|2 − 2|AB1| · |AC1| · cos(Â )
= |AB1|2 + |AC1|2 − |AB1| · |AC1| · |AB|
2 + |AC|2 − |BC|2
|AB| · |AC|
= t2|AC|2 + s2|AB|2 − st(|AB|2 + |AC|2 − |BC|2)
= (t2 − st)|AC|2 − (st − s2)|AB|2 + st|BC|2

(
t2 − st)|AC|2 + st|BC|2. (14)
Now, suppose inequality (13) does not hold. Then, |B1C1|2 > R2|AC|2, which combined with (14)
yields(
R2 − t2 + st)|AC|2 < st|BC|2.
Similarly, plugging |B1C1|2 >R2|BC|2 into (14), we obtain(
R2 − st)|BC|2 < (t2 − st)|AC|2.
Multiplying the last two inequalities, we deduce(
R2 − t2 + st)(R2 − st)< st(t2 − st),
which reduces to
R2
(
R2 − t2)< 0.
This is certainly impossible since 0< t R.
Therefore, (13) holds, and the proof of Lemma 2 is complete. ✷
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4. Existence of a T-configuration
We need the following simple lemma.Lemma 3. If S1 is not one of the two exceptional configurations, then S3 contains a T-configuration.
Proof. We have the following 3 cases, depending on | conv(S1)|, the number of vertices of the convex
hull of S1.
Case 1. | conv(S1)| = 3.
Then, either there is a T-configuration in S1, or there are at least two sides of the convex hull, each
containing at least one point of S1 in its interior. However, this leads to a T-configuration in S2—see
Fig. 3(a).
Case 2. | conv(S1)| = 4.
If the convex hull is not a parallelogram, then there are two opposite sides whose extensions intersect.
Drawing the diagonals of the hull, we obtain a T-configuration in S2—see Fig. 3(b).
If the convex hull is a parallelogram, then its center is in S2. Now, if there is some other point of
S1 inside this parallelogram, then there is a T-configuration. Otherwise, since S1 is not an exceptional
configuration, there exists a point of S1 on one of the sides, and we are in the same situation as in case 1.
It follows that there is a T-configuration in S3—see Fig. 3(c).
Case 3. | conv(S1)| = 5.
Fig. 3. Every point p is labeled by the minimum index i such that p ∈ Si .
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In this case consider the diagonals of a convex pentagon having all vertices in conv(S1); we obtain a
T-configuration in S2—see Fig. 3(d). ✷5. Proof of Theorem 1
By Lemma 3, there exists a T-configuration (A,B,C :M) in S3. It is clear from Section 2 that all
the points of {A,B,C :M} are in S7. Let k0 be the minimum value of k such that (A,B,C :M) is a
k-balanced T-configuration. From Lemmas 1 and 2 we know that (A,B,C :M) can be partitioned into
four T-configurations, namely (A1,B1,C1 :M), (A,B1,C1 : N), (B,C1,A1 : P) and (C,A1,B1 :Q),
such that the diameter of any of the four triangles A1B1C1, AB1C1, BA1C1 and CA1B1 is at most
k0/(k0 + 1) · diam(ABC). Moreover, each of these T-configurations is k0-balanced and all of its points
belong to S7. Therefore, we can iterate the partitioning procedure on each of these four T-configurations.
After n such iterations, we obtain a partition of the original triangle ABC into 4n triangles, each
triangle of diameter at most (k0/(k0 + 1))n · diam(ABC) and all of its vertices contained in S4n+3 ⊂ S .
Therefore, it is clear that S is everywhere dense in the interior of triangle ABC. Moreover, S is dense
on each of the segments AB , AC and BC, that is, every line segment having the endpoints between, say,
B and C contains elements of S .
Now, consider a point X in the exterior of the triangle ABC and let ε be an arbitrary positive number.
We want to show there are points of S at distance at most ε from X.
Construct two lines through X that intersect two sides of the triangle ABC at points T , U , and V ,
W , respectively. Without loss of generality, suppose T and U lie on AC, and V and W lie on BC, as in
Fig. 4. Moreover, we can assume that V and W are points in S .
The idea is to slightly perturb the points T and U to their new positions T ′ and U ′ so that the latter
points are in S , T ′V ∩U ′W = {X′} and |X′ −X|< ε. This would imply that X′ ∈ S and the proof of the
theorem would be complete.
Fig. 4. S is everywhere dense in the plane.
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Since the argument is rather straightforward, we sketch below just the main steps. Suppose
V = vB + (1− v)C, W =wB + (1−w)C,
T = tA+ (1− t)C, U = uA+ (1− u)C
for some v,w, t, u ∈ (0,1). Then, X = αA+ βB + γC, where
α = tu(w− v)
tw− uv , β =
vw(t − u)
tw− uv and γ = 1 − α− β. (15)
Let K := |tw− uv|. Then, K ∈ (0,1). Similarly, if
T ′ = t ′A+ (1− t ′)C and U ′ = u′A+ (1− u′)C for some t ′, u′ ∈ (0,1),
then X′ = α′A+ β ′B + γ ′C, where
α′ = t
′u′(w− v)
t ′w− u′v , β
′ = vw(t
′ − u′)
t ′w− u′v and γ
′ = 1− α′ − β ′. (16)
Choose points T ′ and U ′ in S so that
max
{|u′ − u|, |t ′ − t|}min{K
4
,
K2ε
15ρ
}
, (17)
where ρ := √|OA|2 + |OB|2 + |OC|2 with O being the origin of the coordinate system. Then, using
the Cauchy–Schwartz inequality, we obtain
|X′ −X|2 = ∣∣(α′ − α)A+ (β ′ − β)B + (γ ′ − γ )C∣∣2

[
(α′ − α)2 + (β ′ − β)2 + (γ ′ − γ )2] · [|OA|2 + |OB|2 + |OC|2]. (18)
From (15), (16) and the fact that t, t ′, u, u′, v,w ∈ (0,1), it easily follows that
|α′ − α| 2 · |u
′ − u| + |t ′ − t|
K · (K − |u′ − u| − |t ′ − t|) ,
|β ′ − β| |u
′ − u| + |t ′ − t|
K · (K − |u′ − u| − |t ′ − t|) ,
which, given the choice we made in (17), implies
|α′ − α| 8ε
15ρ
, |β ′ − β| 4ε
15ρ
.
Since γ − γ ′ = (α′ − α)+ (β ′ − β), we immediately obtain
|γ ′ − γ | |α′ − α| + |β ′ − β| 12ε
15ρ
.
Plugging the last three inequalities into (18) we obtain
|X′ −X|2  64 + 16 + 144
225
· ε2 < ε2,
which completes the proof. ✷
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