Abstract. We describe how the calculus of partial inductive definitions is used to represent logics. This calculus includes the powerful principle of definitional reflection. We describe two conceptually different approaches to representing a logic, both making essential use of definitional reflection. In the deductive approach, the logic is defined by its inference rules. Only the succedent rules (in a sequent calculus setting -introduction rules in a natural deduction setting) need be given. The other rules are obtained implicitly using definitional reflection. In the semantic approach, the logic is defined using its valuation function. The latter approach often provides a more straightforward representation of logics with simple semantics but complicated proof systems.
Introduction: Finitary Partial Inductive Definitions
We will describe how to use the calculus of partial inductive definitions as a general logic. That is, as a framework for representing various logics. Following common practise, we will refer to the calculus of partial inductive definitions as the metalogic and call a logic being represented an object logic. To make the paper self-contained, we will begin with a summary of the calculus of partial inductive definitions. Actually, we will describe a finitary version of it since the proper calculus is infinitary, and thus unsuitable for use as a metalogic. The finitary version is described in detail in [6] , and the original infinitary theory in [12] . The presentation given here is slightly different from that of [6] .
Formulae of the metalogic (called conditions) will be the following: t where t is an expression of the simply typed lambda calculus (an atomic condition) C 1 ,C 2 ,…,C n where every C i is a condition, n!0 (conjunction).
C"C#
where C and C# are conditions (implication).
$x C(x)
where C is a condition containing the variable x. x is bound by the operator $ (universal quantification).
Although the inference rules for the metalogical implication and quantification will be similar to the corresponding logical connectives, they are not implication and quantification in the same sense as in logic.
Parentheses will be used when necessary. A,B"C,D will be taken as A,(B"C),D.
It is orthogonal to the rest of the calculus what kind of expressions the atomic conditions really are, as long as they have a decidable equality and a standard notion of substitution. For our purposes, simply typed lambda expressions are suitable. We will deliberately be vague about the particular types of lambda expressions treating them almost as untyped expressions. For our purposes, the typing mechanism primarily serves as a clerical aid and to prevent the formation of non-normalisable expressions.
The formulation of simply typed lambda expressions that we will use differs from the usual formulation in that there are two kinds of free variables. One kind is called parameters, the other will be called ordinary variables. This distinction is only important for free variables -we will regard bound variables as ordinary variables. Free ordinary variables will be written A, B, C,… Parameters will be written A * , B * , C * … Substitutions operating specifically on parameters will be written % * , & * , etc.
In the sequel, we will use the term "variables" solely to refer to ordinary variables. In particular, ground terms refer to terms without free variables, but which may contain parameters. For the purposes of this paper, the distinction between parameters and ordinary variables is not essential, but we uphold the distinction to be consistent with the presentation in [6] .
A clause is an expression of the form H ' B where the head H is an atomic condition and the body B is an arbitrary condition. When the body is the empty conjunction, it is omitted entirely. Clauses may contain free variables, which should be regarded as being universally quantified over the clause. In the sequel, we will assume that each time a clause is used, any variables in the clause are renamed as required to avoid conflicts with other variables.
A partial inductive definition (or just a definition) is a finite set of clauses. The instances of the atomic conditions in the heads of the clauses are said to be defined by the definition. We will adopt the convention that for every definition P, there is some atomic condition, written (, that is not defined by P.
The parameter transform of a definition is obtained by substituting parameters for all free variables in the definition; different parameters are used for different variables. As with variables, we assume that parameters are renamed as necessary to avoid conflicts.
The calculus of partial inductive definitions is a sequent calculus system, where the formulae occurring in sequents are conditions. The exact form of some of the inference rules depends on a particular definition P. To highlight this dependency the turnstile symbol is often indexed with the particular P, i.e. P . To simplify the presentation of the inference rules, we will assume that antecedents of sequents are unordered multisets.
The deductive system is built up from the following axiom schema and inference rules.
) $x C(x)
where X * has the same type as x where t is some arbitrary ground and does not occur in ) or C.
formula of the same type as x.
),a a axiom
where H'B is a clause in P, such that a=H% and B% is ground.
, are exactly those clauses in the parameter transform of P where the heads unify with a. Each % i * is the corresponding most general unifier, e.g. % i * =mgu(a,H i ). The clauses must not have any parameters in common with ), a or C.
The D rule expresses the principle of definitional reflection [20] . An important special case of this rule is when no clause heads unify with a. In that case n=0 so the inference step has no premises. That is, the conclusion sequent is immediately proved. We say that a is absurd, and that the conclusion sequent is proved by contradiction. The purpose of the convention of always having the undefined expression ( is to always have something that is absurd.
This formulation of the D rule presupposes that most general unifiers (mgus) exist whenever two expressions are unifiable. That is not always the case with higher-order expressions. In this paper, all higher-order expressions will be so-called higher-order patterns [16] where mgus always exist. In the more general case, there must be one premise for each clause and each unifier in some complete set of unifiers for a and the head of that clause -see [6] for details.
An important property of this calculus is that the cut inference rule is not in general admissible. For some classes of definitions, including cut as an inference rule strictly increases the set of derivable sequents. That is, for some P, cut-elimination is not possible. P is said to be total iff cut is an admissible rule. In section 4, we give a definition for which any sequent would be derivable using cut, but where the set of derivable sequents is still interesting when cut is not used.
If either P a or a P (, for any parameter-free atomic condition a, then P is called a complete definition.
All inference rules and the axiom schema are closed under substitution of parameters. It is occasionally useful to make this explicit by using the following admissible rule:
To simplify the presentation of a derivation, we will always apply the ( ) or the ( ) rules without explicit mention whenever a sequence condition appears. E.g. if the definition contains a clause a ' b,c we will write:
Representing logics
How can the theory of partial inductive definitions be used to represent a logic? The starting point is the fact that two of the inference rules of the metalogic -the D and D rules -are dependent on a particular definition for their exact form. These rules can be thought of not as two ordinary inference rules making reference to the definition, but as two inference rule schemata, generating a set of antecedent and succedent rules depending on the particular definition. The D and D rules can be said to be "instantiated" by the definition. For example, given the partial inductive definition FOL from the next section with the two clauses A,B ' A and A,B ' B intended to define object-level disjunction (,), the instances obtained are
In the same way, one or several D instance is obtained for each clause, and one D instance for each set of clauses with non-unifiable heads. The similarities between these instances and inference rules of the first-order sequent calculus are no coincidence. This view of the calculi of partial inductive definitions as being "instantiable" to other systems with a specialised set of inference rules is the main motivation for using the calculus of finitary partial inductive definitions as a general logic.
Expressions of the object logic will be represented by expressions of typed lambda calculus in the standard way (see [14] for a detailed presentation in the context of the Edinburgh Logical Framework). Free and bound variables of the metalogic will typically be used to represent free and bound variables of the object logic. We will generally let the expressions of the object logic themselves be used as syntactic sugar for their representation. E.g. we will generally write -x.p(x) instead of its representation -(.x.p(x)). Atomic formulae of the object logic -i.e. formulae that are not built up using logical constants -will be represented using a "tag" such as g. A formula such as p(x)/q would be represented as g(p(x))/g(q). The purpose of this tag is to simulate a subtype scheme, so that it is possible to give a pattern unifying exactly with the atomic formulae of the object logic -e.g. g(X). Again, in the interests of readability, the formula p(x)/q will be used as syntactic sugar for its own representation.
When discussing the representation of a logic, we will use the term judgment. A judgment is the unit of reasoning of an object logic. Different kinds of judgments are called judgment forms. In predicate logic, we would have a judgment form expressing that a particular formula is true. Other formal systems could use different judgments forms, e.g. a type theory could have one judgment form to express that an object is a type and another judgment form to express that an object is of a certain type. Since the judgment form true A, stating that A is true is so common, we will generally identify a judgment true A with A itself to reduce the amount of writing.
It is also possible that for technical reasons the representation of a logic introduces new judgment forms that have no direct counterpart in the logic itself. Complicated side conditions on inference rules could be expressed in this way, e.g. a representation of a modal logic could have a judgment form stating that a formula is comodal.
We will describe two conceptually different ways to represent a logic using partial inductive definitions. In the first approach, which we will call the deductive approach, the emphasis is on the derivability of a judgment. The inference rules of the logic are encoded as a partial inductive definition. That a judgment holds according to the definition is interpreted as it being derivable in the object logic. The metalogic will essentially be turned into a sequent calculus system for the object logic.
The main difference of the deductive approach from other work on general logic is that only the succedent rules of the sequent calculus (corresponding to the introduction rules in a natural deduction setting) need be given. The antecedent (elimination) rules are obtained implicitly using the principle of definitional reflection (D rule). This use of definitional reflection is unique among general logics, although it has recently been applied to MartinLöf's type theory [3] .
The other approach will be called the semantic approach. Here, the emphasis is on representing the truth of a judgment in an interpretation according to some semantics. The semantics of the logic is encoded as a partial inductive definition. That a judgment holds according to that definition is interpreted as it being true according to the interpretation. Given the definition, the metalogic will behave as a sequent calculus system to deduce truth and falsity in interpretations. That a sequent holds implies that the succedent judgment is true or at least one judgment in the antecedent is false.
It is also possible to use the semantic approach to represent truth in all interpretations, i.e. logical truth. We obtain a specialised calculus with inference rules appropriate for the logic in question, sharing the same general properties, such as structural rules, with the calculus of the metalogic. In a sense, the semantic approach embeds the object logic into the metalogic. Of course, the inference rules may or may not correspond to the inference rules of deductive characterisations of that logic, depending on how the semantic definition is written.
The semantic approach is, perhaps, the most important contribution of this work. The deductive approach is included mainly to show that we can represent a logic using inference rules. The semantic approach is the more interesting one.
Although the two approaches are different in motivation, they lead to very much the same representation of the logic when they are both applicable (e.g. the same representation of predicate logic will be motivated using both approaches). This should not be surprising, considering the close relationship in practise between the notions of truth and derivability.
The Deductive Approach
When defining a logic using the deductive approach, we write down a description of the succedent rules of the logic (corresponding to the introduction rules in a natural deduction setting) as the clauses of a partial inductive definition. In such a clause, the nonatomic conditions (conjunction, implication and quantification) are used to express the desired form of the succedent rule. Each clause will provide a particular instance of the D rule which, together with the other inference rules of the metalogic, will generate the desired inference rule of the object logic. E.g., the clause A0B ' A"B, states that an implication in the succedent can be derived from a sequent with B as succedent and A in the antecedent, i.e. the rule
which is the rule for implication in the antecedent in Gentzen's system LJ for intuitionistic first-order predicate logic [9] . Instantiating the D rule with the clause and using the " rule to derive the premise of the D rule, we get the derivation schema:
which admits the same inferences as the rule from LJ. Antecedent rules (corresponding to elimination rules in a natural deduction setting) are obtained using the rule of definitional reflection -D . Instantiating the D rule with the sample clause and using the " rule to derive the premise of the D rule, we get the following derivation schema:
which admits the same inferences as the rule for implication in the antecedent in LJ.
(Actually, this is not the exact rule from LJ, as that rule has different ) in each premise and the conclusion has both of them. Since LJ includes rules for contraction and weakening, the formulation here is equivalent to that of LJ.)
Before giving complete examples of logic representations, we turn to the question of what logics we can represent using the deductive approach.
Apart from the clause-based succedent rule ( D), the principle of definitional reflection (D ), and inference rules for the nonatomic conditions, the sequent calculus includes the structural inferences of contraction, weakening and permutation. The first two are proper inference rules, the last one is implicit in viewing the antecedent of a sequent as a multiset. A sequent calculus with these features is called a structural framework by SchroederHeister [19] .
This puts some constraints on what logics we can represent. Any logics that are represented directly must admit general contraction, weakening and permutation. Logics that do not -so called "substructural logics" (e.g. linear logic, relevance logic and Lambek calculus) can not be represented -at least not in a straightforward way. In [19] , Schroeder-Heister argues that structural and logical features of deductive systems can be separated in a natural way. (Schroeder-Heister does not consider logics with quantification, but that generalisation is straightforward.) The structural features are given by the structural framework, while the logical features are given by a database of clauses defining the succedent rules. Following this view, we could represent a logic by giving the structural framework in addition to the database of clauses. Schroeder-Heister shows how structural frameworks different from that of the partial inductive definitions can be used to express substructural logics in a natural way.
We only admit sequents with a single condition in the succedent. This makes it less convenient -but not impossible -to define classical logics, such as Gentzen's system LK for classical first-order predicate calculus. Although not discussed by Schroeder-Heister, the number of elements of the succedent (one or several) would be a natural feature to be determined by the structural framework.
Since all inference rules of the object logic are obtained using the inference rules of the metalogic, the only side conditions on inference rules that can be directly represented are side conditions that have a counterpart in the metalogic. There is, in fact, only one such side condition, namely the restrictions on parameters in some of the rules. Any other side conditions must be expressed indirectly by introducing additional judgments for those side conditions and adding clauses to define the inference rules for those judgments.
A final constraint on the logics we can represent is the connection between the antecedent and succedent rules of the object logic given by the principle of definitional reflectionthere is no independence of the antecedent and succedent rules. This strongly limits any attempts to use the rules for other purposes than giving meaning to logical constants. Suppose that we carelessly tried to define the principle of reductium ad absurdum by writing a clause
where A is an arbitrary formula. This would give the desired succedent rule, but would also have the undesired effect of adding an extra premise to every antecedent rule of the object logic, e.g. the D instance for A0B, would be the useless rule
To summarise, we can directly represent logics that admit the full set of structural rules and have sequents with a singleton succedent, only the parameter side condition or side conditions that can be expressed as judgments, and finally the connection between antecedent and succedent rules given by definitional reflection.
These constraints may seem rather severe, but it should be kept in mind that they apply to the direct representation of a logic. By introducing additional judgments, they can often be worked around. Also, they are not unique to our framework. E.g. the Edinburgh Logical Framework (LF) [14] and the metalogic of Isabelle [18] share -apart from the lack of connection between antecedent and succedent rules -the same basic constraints. Still, many nontrivial logics can be represented in these frameworks -possibly using extra machinery to overcome the constraints (see e.g. [1] for the case of LF).
The following partial inductive definition (which we will call FOL) defines first-order (intuitionistic) logic.
Here the variables X and x have the type of terms of the object logic, A and B have the type of formulae (or functions from terms to formulae), and P has the type of atomic formulae -except equalities.
Instantiating the D and D rules with these clauses, and using the other rules of the metalogic to derive premises containing non-atomic conditions, we get the following derivation schemes:
These derivation schemes correspond almost exactly to the inference rules of Gentzen's system LJ. There is an insignificant difference in the rule for implication in the antecedent which we have already discussed above. It is not completely clear from [9] what the LJ inference rules for negation should be, but the most reasonable interpretation corresponds to our derivation schemata.
We need to show that the parameters of the metalogic can be used to represent parameters in the proof-theoretic sense -or "eigenvariables". The purpose of an eigenvariable is to represent a completely undetermined term. If we have a (sub-) derivation in LJ, say, where the endsequent contains eigenvariables we can always replace that eigenvariable with any other term without invalidating the derivation. Since all inference rules of the metalogic are closed under substitution of parameters, we can use parameters to represent eigenvariables.
By adding to FOL the clause T=T ', we can also handle equality. Using this clause, we obtain the following rule for equality in the succedent, for all terms t:
The antecedent rule for equality is more complicated. We can not simply instantiate the D rule with this clause, since the form of the instance depends on whether the two terms in the equality are unifiable or not. Roughly speaking, we get one alternative for each case. For the case when s and t are not unifiable, we get s=t , ) C D In other words, the clause for equality enforces free equality. Equality can never hold between two different parameter-free terms. Since parameters do not represent any particular terms, two different terms with parameters could be equal, i.e. if they are unifiable. If the two terms can not be equal, the assumption of the sequent is absurd and the sequent holds immediately. For the case when % * =mgu(s,t), we get
By including a specialisation step, we can even obtain:
(This derivation schema was the result of a discussion with Peter Schroeder-Heister.)
From these examples, it can be seen that the antecedent rule for T=T ' becomes a very general substitution principle. Since this clause really expresses a semantic fact about equality, we can not give a fully satisfactory treatment of it using the deductive approach. In section 5, we will use the semantic approach to give a precise meaning to the equality clause.
There is a problem with the system obtained using FOL. The reflection principle applies to all judgments, even those that have no definitional clause. If there is no clause defining a judgment A, the D rule instance becomes ), A C D e.g. all sequents assuming A will hold immediately, since assuming A would be absurd. To avoid this effect on atomic formulae, we include the clause g(P) ' g(P). (Recall that g was the atomic formula tag.) With this clause, the D and D rule instances for atomic formulae (except equalities) becomes
which can not serve any useful purpose in a derivation, since for both the premise and conclusion are identical. In this manner, atomic formulae are made "undefined".
As another example, we modify the definition FOL for reasoning in naive set theory. Our formalisation is based on that of Hallnäs [10] , and the example in [12] . To represent formulae of set theory, we extend first-order logic with a logical constant for set membership. The characteristic of naive set theory as opposed to axiomatic set theories is that sets can be formed by comprehension in an unrestricted way, i.e. every predicate on sets P(x), defines a set comprising exactly those elements for which P(x) is true. Thus we can represent any set by the expression {x | P(x)}. We will represent this expression as setexpr(.x.P(x)), for some arbitrary unique constant setexpr, but will continue to use the expression itself as syntactic sugar.
This representation suggests the following inference rules for set membership
The succedent rule is given by the clause
and the antecedent rule is obtained from this clause by definitional reflection.
Equality is given by the principle of extensionality, i.e. two sets are equal if they have the same elements. The inference rule for membership in the succedent would be
) A=B D it could be defined by the clause:
Using reflection, the equality clause can be used to substitute the set A for B in a2B on either side of the turnstile. For substitution in the succedent, it can be done as:
However, the system we have defined so far is not strong enough to substitute for a in a2A. Intuitively, the reason is that a2A is defined as P(a), for some P. Since a and b could be different objects, even if they are extensionally equal, we can not expect P(b) to follow from a=b and P(a). The obvious solution of adding an axiom such as -A-x-y (x=y 0 (x2A 3 y2A) ) is not possible since we have to express everything as explicit definitions, and this axiom does not define anything explicitly.
Our solution is to add a new judgment set(A), meaning that A is a "proper" set, i.e that it respects extensional equality among its elements. set(A) would be defined if the statement of the axiom held for a particular A. The definition of the quantifiers must also be changed to ensure that quantification is only over "proper" sets. The new and changed clauses become
Now it is possible to substitute a for b in b2A, provided that set(A) holds, as in the derivation fragment:
This formulation of naive set theory has the interesting property that although the settheoretical paradoxes are derivable, the system is not inconsistent. Using e.g. Russell's paradox, it is possible to derive both p and ¬p. A derivation of this paradox is
Let P be {x | ¬x2x}2{x | ¬x2x}. The endsequent of this derivation is P and the next-tolast sequent is ¬P.
Since we do not have the cut rule this does not imply that every sequent of the form A is derivable. In fact in Hallnäs' natural deduction formalisation of naive set theory [10] , there are no normal derivations of (. Since normal derivations in natural deduction correspond to cut-free derivations in sequent calculus, there can not be any derivation of ( in our representation of naive set theory. In other words, there is a "localisation" of the paradoxes that makes it safe to demonstrate set-theoretic results using our representation of naive set theory. In a more general setting [12] , Hallnäs shows that the cut rule is admissible in the theory of partial inductive definitions, precisely in those cases where the cut formula is non-paradoxical, i.e. has well-defined (or no) truth value.
In contrast to the deductive approach, where the emphasis was on inference rules, the semantic approach puts the emphasis on the semantics of the logic. The idea is to represent a given semantics (notion of truth) using a partial inductive definition. In this section, we will discuss truth of judgments under a particular interpretation. Logical truth will be treated in the next section.
To begin with, we will illustrate the basic ideas of the semantic approach, using classical first-order logic as an example. In that logic, a formula is expressed in a formal first-order language. That formula is given meaning by being mapped into some mathematical structure. Such an interpretation maps the predicates, functions and constants of the formal language to predicates, functions and individual objects in a mathematical sense. The interpretation is used to compute a truth value for any atomic formula, by mapping that formula to a mathematical predicate which will be either true or false. In addition, the interpretation defines the set of individuals over which variables can be quantified.
Together with a truth function that defines the meaning of the logical connectives (i.e. truth or falsity of non-atomic formulae), such an interpretation permits a determination of the truth or falsity of arbitrary formulae. It is common in logic to include the truth function in the interpretation, but as the truth function is always the same for a particular logic, we have made it a separate entity.
Since we are representing logics within a completely formal system, we need a way of determining the truth value of a formula without any references to the mathematical structure. Instead of determining truth values of atomic formulae using the mapping, we could do it using a set of all true atomic formulae. Defining that set would require a reference to the mapping, but once its members are known, no further reference to the mapping would be required. An atomic formula would then be true if and only if it is included in that set. For convenience, in the sequel we will call such a set the interpretation, although strictly speaking an interpretation is the mapping of formulae into the mathematical structure.
Of course, when representing a logic, one does not have to define a proper interpretation first and use it to derive the set of true judgments and the truth function -that set could be defined directly from an understanding of on how the particular logic works.
The truth functions would also need to be reexpressed using this way of defining truth values. In particular, quantification can no longer be done over the set of individuals, but must be done over the set of formal terms of first-order logic. Since all interpretations define the logical connectives in the same way, the reexpressed truth function will be the same for any interpretation.
To ensure that quantification over terms does not omit any individual, every individual must be the image under the mapping of some term. If some individuals are not, we add new expressions to the formula language to represent each such individual. In the sequel, we will always assume that the interpretations are written so that this requirement is fulfilled. This is no real restriction, as we could assume that the formula language had a special set of terms set aside for that purpose and that the interpretation was extended, as necessary, to map these terms onto the individuals that would not otherwise be accessible (or to an arbitrary individual if all individuals were already accessible).
Since we use a countably infinite language to express terms, this way of eliminating the set of individuals is possible only if that set is also countable, so the semantic approach is limited to representing countable interpretations. However, when we later represent the notion of "logical truth" (truth under all interpretations), truth in uncountable interpretations will be included, since the interpretations need not actually be constructed.
In general, several terms may correspond to one individual, e.g. the interpretation may map both the terms 1+1 and 2 to the single numeral "2". This does not pose any problems as for any true formula containing the term 2, there must be another one containing the term 1+1 at the same position, and vice versa. It does not matter which one of the terms is used, so quantification can be done uniformly over the set of terms -regardless of the set of individuals of the interpretation.
The concept of interpretation is used in a similar way also for other logics than classical first-order logic. However, we will generalise the concept of a formula, talking about general judgments instead.
Judgments are divided into atomic and non-atomic ones. Atomic judgments are those where the truth values are determined by the interpretation, while the truth values of nonatomic judgments are determined by the truth values of their constituent atomic judgments according to the truth function. The difference between atomic judgments and atomic conditions should be noted -the latter are atomic units of reasoning of the metalogic. Just as with atomic formulae, we will use a tagging scheme in the representation of atomic judgments.
For logics other than classical first-order logic we will eliminate references to the interpretation in a similar manner as above, defining a set of true atomic judgments and a number of sets of terms, one for each set of individuals.
To represent truth in a particular interpretation, we will use a partial inductive definition consisting of two parts, the interpretation part (I) and the semantic part (T). When there is no risk of misunderstanding, we will simply refer to I as the "interpretation" and T as the "semantics". The interpretation part defines the true atomic judgments.
To be able to distinguish between different judgment forms easily, we use the convention that all judgments are written in the form j(e 1 ,…,e n ), where j determines the judgment form. For brevity, we will generally write judgments as j(e), with a single argument. It should always be obvious how to generalise this to judgments with more than one argument (or even without arguments). As we mentioned before, when there is only one judgment form, j, it could be convenient to identify the judgment j(e) with e, effectively dropping j and and simply using e itself as the judgment.
If j is an atomic judgment, we have I j if and only if j is true. Since no atomic judgment can be both true and false under a given interpretation, we require that any I that represents the actual interpretation has the property that not both I j and j I (. This requirement is fulfilled if I is total. If I is also complete, this means that for any atomic judgment j, we have j I ( if and only if j is false according to I. Although I should intuitively be a complete definition, it is possible to have a non-complete I. Completeness of the representation may then suffer -i.e. there may be true (or false) judgments that can not be shown to be true (or false) -but soundness will be preserved, i.e. no judgments can incorrectly be shown to be true or false. This can be seen in the conditions of the correctness theorem below.
We will require that the properties of the previous paragraph hold even when the semantic part of the partial inductive definition is added, i.e. when the derivability relation is I4T rather than I . A simple way to ensure this is to write T so that it does not include any clause defining an atomic judgment, and to write I so that no clause of it contains a condition that is a non-atomic judgment, either in the head or in the body. These conditions also apply to occurrences of terms that may be instantiated to atomic or nonatomic judgments, respectively.
Since we represent interpretations using a formal notation -clauses of partial inductive definitions -it is a fundamental consequence that we can only represent interpretations where the set of true atomic judgments is recursively enumerable (decidable or semidecidable). If this set is semidecidable, it will be unavoidable that I is not complete (otherwise I would decide I).
The set of terms will be implicitly represented by determining the type of the variables in T that range over terms.
In the simplest case an interpretation could be a set of definitional clauses enumerating the true atomic judgments, e.g.
defines an interpretation where the true judgments are p, q, and all equalities between identical terms, all other judgments are false. This partial inductive definition is both complete and total. The interpretation could just as well be a more complicated definition, in which case the writer of the definition must ensure that it has the desired properties.
Since nothing in the soundness of the semantic approach (which is discussed below) depends on the conditions on I we have just given, it would be possible to have an I where I j and j I ( could both hold -corresponding to an "interpretation" where j was true and false at the same time. Conversely, if I is not complete, it can be the case that neither I j nor j I ( holds. According to our discussion above, this should be understood as a case where j is false (since not I j), but where that could not be shown to hold. A different view could be that j is neither true nor false, but lacks a truth value. In both these cases, I does not represent an actual interpretation. We will call such an I a pseudo-interpretation. It turns out that pseudo-interpretations can be both meaningful and useful. In the next section we will see examples of the use of pseudo-interpretations.
The semantic part T of the partial inductive definition represents the truth values of nonatomic judgments by representing the truth functions of judgments given by the semantics of the object logic. To obtain the truth function definitions from T, first partition T into subdefinitions T j for each judgment form j -i.e. exactly those clauses defining a particular judgment form should all be in the same subdefinition. If there is only one judgment form, there will only be one subdefinition, identical to T. Each subdefinition is interpreted as corresponding to a truth function T j for the particular judgment form, such that
If j(X) is an atomic judgment that is T j (X) = 7 true according to the interpretation. 
equal(X,H) and T[B])
(where x 1 ,…,x n are the free variables in j(H)'B) For every definition T, we will also define a general truth function for all judgment forms, T, using the equation T(j(e)) = T j (e).
We will apply this transformation to the definition FOL, in order to show that it represents the semantics of first-order predicate logic. The judgment t(A) will denote that A is a true formula under some interpretation. We apply the convention that the judgment t(A) is identified with the formula A. The truth function corresponding to FOL is:
,B: (equal(X,A/B) and T t (A) and T t (B)) or some A,B: (equal(X,A,B) and T t (A)) or some A,B: (equal(X,A,B) and T t (B)) or some A,B: (equal(X,A0B) and not T t (A) or T t (B))
or some A: (equal(X,¬A) and not T t (A) or false) or some A,x: (equal(X,1x A(x)) and T t (A(x))) or some A: (equal(X,-x A(x)) and every x: T t (A(x))) T t (X) = true If X is an atomic formula that is true according to the interpretation. T t (X) = false If X is an atomic formula that is false according to the interpretation By using the obvious algebraic properties of the primitive truth functions to do some natural simplifications, the function can be written more clearly. In the sequel, we will do such simplifications without comment. which is not well-defined for T j (a). Since the representation of an object logic using the semantic approach involves constructing a partial inductive definition that corresponds to a given truth function of the logic in question, the possibility of meaningless truth functions need not concern us. We must presume that the object logic was initially formulated with a meaningful semantics. On the other hand, to obtain a soundness result for the mapping of partial inductive definitions to functions, we must define precisely what we mean by a "meaningful" truth function.
The requirement we need is that the function is total, i.e. for every judgment J, we must have either T(J)=true or T(J)=false. Actually, since we have assumed that the truth values of atomic judgments are well-defined by the interpretation, all we need is the weaker requirement that T(J) is total under the assumption that it is total for atomic judgments. This weaker requirement is easier to verify, since it depends only on that part of the truth function that expresses the truth of non-atomic judgments -the part corresponding to T.
We interpret a sequent ) I4T C, where the succedent and the elements of the antecedent are all judgments, as follows: According to the truth function corresponding to T with atomic judgments having truth values according to I, either the truth value of C is true (i.e. T(C)=true) or the truth value of one of the judgments in ) is false. We have now arrived at our goal of being able to represent a logic and an interpretation, and being able to express that judgments are true or false in that logic according to the interpretation. The following theorem shows that the representation correctly expresses what we intend.
THEOREM Correctness of the representation
Let J be a judgment, ) be a set of judgments, I be a partial inductive definition representing an interpretation and T be a partial inductive definition representing a semantics, such that T is a total function from judgments to truth values. Then
If, in addition, I4T is a complete partial inductive definition, then also
The proof is omitted for reasons of space. The interested reader is referred to [6] .
An immediate corollary is that when I4T is complete, I4T J holds iff T(J)=true, and J I4T ( holds iff T(J)=false. Given the partial inductive definition FOL and an interpretation where every atomic formulae is false, i.e. an empty interpretation, we have ¬ a, b0b, a0b, and (a/b) 0 ¬ (¬a , ¬b) but a and 1x r(x).
If we wanted an interpretation where the atomic formulae a and r(1) are true, but no other, we can add the two clauses a ' and r(1) '. We then have a, 1x r(x), b0b, and (a/b) 0 ¬(¬a , ¬b) but ¬a and a0b.
To obtain first-order logic with (free) equality, the interpretation must include all formulae of the form t=t, and no formulae of the form s=t, where s and t are different terms. A partial inductive definition representing such an interpretation could define the equality predicate with the single clause:
T=T '
Logical Truth
Often the question of logical truth, i.e. truth under all interpretations, is at least as much of interest as the question of truth under a given interpretation. The semantic approach can be used also for showing the logical truth of judgments.
When we are talking about an "arbitrary interpretation", two different things are involved. One is the arbitrary mapping of atomic judgments to mathematical predicates, the other is the arbitrary domain of quantified variables. From the discussion in the previous section, we recall that any combination of these two things defines some set of true atomic judgments -the domain of quantification in the truth function in all cases being the set of terms. This implies that to show truth under all interpretations, it suffices to show truth under all sets of true atomic judgments -or "interpretations" in our terminology.
Since interpretations are represented by partial inductive definitions, we can not quantify over them. Instead, we use a pseudo-interpretation consisting of only the clauses
for all judgment forms j, where g is the appropriate "tag" used for atomic judgments. We call such a definition L. L is a pseudo-interpretation where no judgments have a truth value, i.e. neither L j(a) nor j(a) L ( holds for any j(a). Intuitively, we would expect (non-atomic) judgments that are true in this pseudo-interpretation, to be logically true, since their truth value can not depend on the truth or falsity of any particular atomic judgment and thus not on any particular interpretation.
We can show formally that this is the case. Consider a D or D inference step where the condition a of the presentation of these inference rules represents an atomic judgment. Since such an inference step would use one of the clauses j(g(X)) ' j(g(X)), its premise would be identical to the conclusion, i.e. the inference step would be completely redundant and could just as well be removed from the derivation. In other words, a derivation of a judgment using the definition T4L does not depend in any way on the actual contents of L. L could just as well be replaced by an arbitrary ordinary interpretation -that is, the judgment is true in all interpretations.
Note that even though we are unable to represent interpretations that are not recursively enumerable, L still gives us truth in all interpretations -including those where the set of all true judgments is not recursively enumerable, or even countable -since no arbitrary interpretation needs to be actually represented as a definition.
With the partial inductive definition FOL and the pseudo-interpretation L, we have (a/b) 0 ¬(¬a , ¬b) but a and ¬a.
We can also write pseudo-interpretations where some atomic formulae have defined truth values, while others do not. To do this the clause j(g(X)) ' j(g(X)) should be changed to cover only those atomic formulae which should not have defined truth values.
Unfortunately, it is not always the case that T4L J holds if the judgment J is logically true. This is only to be expected since T4L is not a complete definition, so the completeness part of the correctness theorem is not applicable.
Consider again the representation of the semantics of first-order logic and the judgment p,¬p. Even though this judgment clearly holds under any interpretation, it does not hold in the pseudo-interpretation L. The reason is that even though this judgment is true in all interpretations, the derivation of it requires an actual truth value for p, either true or false. That is, different derivations are required in different interpretations. Depending on whether p is true or false in a particular interpretation I, we will have one of the two following derivation fragments:
Every time there is a choice of how to compute the truth value of a judgment, the possibility of different derivations arise. In the definition of first-order logic, the only place where such a choice can be made is in the definition of the , connective. Those logically true judgments we can derive are those where the choice can be made uniformly, independent of the interpretation.
Consider also the judgment ¬-x p(x ) 0 1x ¬p(x). This judgment is true in any interpretation, still it does not hold in the pseudo-interpretation L. As in the case with p,¬p, the problem is that a choice must be made. This time the choice is of an actual instance of the existentially quantified x. Such as choice can not be made, since it does not follow from ¬-x p(x) that p(a) is false for any particular a. This is closely related to the ideas of intuitionistic logic, where all derivations must be constructive, i.e. the derivation of a disjunctive formula must be justified with the derivation of one of the parts of the disjunction. The formula p,¬p is not derivable in intuitionistic logic, since neither p nor ¬ p is derivable. Similarly, the derivation of an existentially quantified formula is justified with the derivation of an actual instance of that formula. Thus we could be justified in saying that, in a sense, with the pseudointerpretation L we obtain truth in an "intuitionistic" version of the logic defined by T.
Indeed, in the case of first-order logic we do get exactly the intuitionistic notion of truth. Using the deductive approach we can see that the partial inductive definition FOL gives the inference rules for Gentzen's intuitionistic sequent calculus LJ.
It is important that there are as few alternative definitional clauses as possible. In FOL, implication is defined by the clause A0B ' A"B. It would have been just as correct to give the two clauses A0B ' A" ( and A0B ' B. The truth functions given by T[] in the two cases would have been equivalent. However, this would introduce another choice between two alternatives -further reducing the set of logically true judgments that could be derived. In that case we would not even have the advantage of an established logic to classify those judgments that are still derivable.
It is possible to recover completeness by adding to L the following clauses:
classical ' $x classical#(x) classical#(X)' X classical#(X)' X " ( and including classical in the antecedent of the sequent when a judgment should be derived. classical is defined by these clauses to hold if every atomic judgment is either true or false. Assuming classical implies assuming that every atomic judgment has a welldefined truth value. With classical, we can get derivation fragments such as this:
To complete this derivation, two sequents need to be derived, each with the judgment J as succedent. One sequent has the assumption that the judgment p is true, the other has the assumption that the judgment p is false. In other words, the derivation has been divided into two cases where p has the truth values true and false, respectively. Using contraction on classical the derivation of A can be divided into truth/falsity cases for an arbitrary number of atomic judgments. In this way all logically true judgments can be derived. We can introduce a new judgment form ctrue, for classical truth, defined by the clause 
Examples of the Semantic Approach
We will illustrate the semantic approach by two examples. The logics we will represent in this section are modal logics and three-valued logics.
We first carry out the representation of modal logic using Kripke semantics. In Kripke semantics, an interpretation is typically given as a triple 9W,R,V:, where W is a set of possible worlds, R is an accessibility relation between worlds and V is a binary relation between worlds and formulae, defining which formulae are true in each world. In other words, the truth of a formula is dependent on the world in which this formula is considered. The modal operators (necessity) and ; (possibility) are defined in terms of how it is possible to move from the current world to other worlds, as defined by the relation R. A formula is necessarily true in some world, if the formula inside the modality is true in all directly accessible worlds. A formula is possibly true in some world, if the formula inside the modality is true in at least one of the accessible worlds. A formula is simply true, if it is true in all the worlds in W.
We will represent formulae of the modal logic in the same way as formulae of the propositional part of first-order logic. Since nothing in Kripke semantics depends on what the worlds themselves actually are, we leave the representation of worlds unspecified. We get three basic judgment forms:
• W::A The relation V, i.e. the formula A is true in the world W.
• W«W # The relation R, i.e. the world W # is accessible from the world W.
• true(A)
The formula A is true (in every world).
