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ENTROPY, DETERMINANTS, AND L2-TORSION
HANFENG LI AND ANDREAS THOM
Abstract. We show that for any amenable group Γ and any ZΓ-module M of
type FL with vanishing Euler characteristic, the entropy of the natural Γ-action
on the Pontryagin dual of M is equal to the L2-torsion of M. As a particular case,
the entropy of the principal algebraic action associated with the module ZΓ/ZΓf
is equal to the logarithm of the Fuglede-Kadison determinant of f whenever f
is a non-zero-divisor in ZΓ. This confirms a conjecture of Deninger. As a key
step in the proof we provide a general Szego˝-type approximation theorem for the
Fuglede-Kadison determinant on the group von Neumann algebra of an amenable
group.
As a consequence of the equality between L2-torsion and entropy, we show
that the L2-torsion of a non-trivial amenable group with finite classifying space
vanishes. This was conjectured by Lu¨ck. Finally, we establish a Milnor-Turaev
formula for the L2-torsion of a finite ∆-acyclic chain complex.
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1. Introduction
This article is concerned with the three interacting topics: entropy, determinants,
and L2-torsion. Let Γ be a countable discrete amenable group (Section 2.3) and let
detNΓ : NΓ→ R≥0, detNΓf = exp
Å∫
R
log(t)dµ|f |(t)
ã
be the Fuglede-Kadison determinant (Section 2.2), defined on the group von Neu-
mann algebra NΓ. Let f be a non-zero-divisor in the integral group ring ZΓ of Γ
and denote the left ideal generated by f in ZΓ by ZΓf . The Pontryagin dual Xf of
the quotient ZΓ/ZΓf is a compact abelian group and admits a natural continuous
Γ-action. We call such an action a principal algebraic action. In 2006, Deninger [18]
started a program to compute the entropy of principal algebraic actions of a count-
able discrete amenable group in terms of the Fuglede-Kadison determinant. Classical
results by Yuzvinski˘ı [76] for Γ = Z and by Lind-Schmidt-Ward [44, 65] for Γ = Zd
showed that the entropy of the Γ-action on Xf , which we denote by h(Xf), is equal
to log detNΓf , which can be identified with the logarithm of the Mahler measure of
f . Deninger conjectured that this equality extends to all amenable groups. In order
to prove this for general amenable groups, Deninger [18] developed important new
techniques and confirmed this equality assuming that Γ is finitely generated and
of polynomial growth, and that f is positive in NΓ and invertible in ℓ1(Γ). Later
Deninger-Schmidt [21] showed the equality in the case Γ is amenable and residually
finite and f is invertible in ℓ1(Γ). The first author has weakened the assumptions
and proved the equality between the logarithm of the Fuglede-Kadison determinant
and the entropy of the associated principal algebraic action for all f ∈ ZΓ invertible
in NΓ [41].
More generally, one may want to study the action of Γ on the Pontryagin dual M̂
of an arbitrary ZΓ-moduleM. We call such an action an algebraic action. In the case
Γ = Zd, the results of Lind-Schmidt-Ward were enough to determine the entropy
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of any algebraic Zd-action in terms of determinants [44, §4]. This was essentially
due to the fact that Z[Zd]-modules have a tractable structure theory and decompose
nicely. For general amenable groups, this fails to be true. Following Serre, we say
that a left ZΓ-module M is of type FL if it admits a finite free resolution:
0→ (ZΓ)dk → · · · → (ZΓ)d1 → (ZΓ)d0 →M→ 0.
Note that modules of the form M = ZΓ/ZΓf , for f being a non-zero-divisor in ZΓ,
are of type FL since the sequence
0→ ZΓ
f
→ ZΓ→M→ 0
is exact. If the Euler characteristic (see Section 2.5) χ(M) =
∑
i(−1)
idi vanishes,
then the L2-torsion ρ(2)(M) of M – a real number – can be defined, see Section 2.6.
The L2-torsion is a natural secondary invariant for modules of type FL and is de-
fined in terms of the Fuglede-Kadison determinants of the Laplace operators asso-
ciated with a resolution as above. The relation between determinants and torsion
is classical and has found many nice applications in topology and algebra. Reide-
meister torsion and Whitehead torsion are indispensable tools in algebraic topology
[16, 55, 70, 71]. L2-torsion was first introduced in [11, 51] and has further enlarged
the range of applications, see [49, Chapter 3] for an overview and a detailed descrip-
tion. Through its relationship with the analytic Ray-Singer torsion it is related to
interesting problems in analysis and geometry. In Section 6 we give a self-contained
account on L2-torsion, and show that it can be viewed as a completely classical
torsion theory – much in the spirit of classical Reidemeister torsion. The discussion
is based on the ring NΓ∆ introduced by Haagerup-Schultz [30].
For any ZΓ-module M of type FL with χ(M) = 0, we establish the equality of the
entropy of the action of Γ on M̂ and the L2-torsion of M. This is our main result.
More precisely, we show the following result; see the definitions in Section 2.
Theorem 1.1. Let Γ be a countable discrete amenable group and let M be a left
ZΓ-module of type FLk for some k ∈ N with dimNΓ(NΓ⊗ZΓM) = 0. Let C∗ →M be
a partial resolution of M by based finitely generated free left ZΓ-modules as in (2.7).
Then, we have
(−1)kh(M̂) ≥ (−1)kρ(2)(C∗).(1.1)
If furthermore M is of type FL with χ(M) = 0 and C∗ →M is a resolution of M by
finitely generated free left ZΓ-modules as in (2.8), then
h(M̂) = ρ(2)(M).(1.2)
We expect that Equality (1.2) in Theorem 1.1 will have numerous applications in
both directions. Even though the aim of Deninger’s program was to provide tools
to compute the entropy of particular actions, it turns out that the final outcome
is just as useful to compute the L2-torsion of particular ZΓ-modules. Note that
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the different sides of the equation between entropy and L2-torsion are of completely
different nature. There is for example a priori no reason to think that the L2-
torsion of a ZΓ-module is always non-negative; for the entropy, this is obvious from
the definition. On the other hand, it is known that the right side of the equation in
the case Γ = Zd is often given by polylogarithms and special values of L-functions,
and is related to regulators from algebraic geometry [20]. This arithmetic property
of the possible values of the L2-torsion is well-studied for Γ = Zd [17], but remains
largely unexplored for non-commutative Γ. Neither in the commutative nor in the
non-commutative case, this property is expected a priori for the possible values of
the entropy.
A confirmation of the conjectured equality of the entropy of a principal algebraic
action and the logarithm of the Fuglede-Kadison determinant arises as a special case
of Theorem 1.1. For f ∈ Md′×d(ZΓ), we denote by ker f ⊆ (ℓ2(Γ))d the kernel of
left-multiplication with f , see Section 2.1.
Theorem 1.2. Let Γ be a countable discrete amenable group and let f ∈Md′×d(ZΓ)
with ker f = {0}. Let Xf be the Pontryagin dual of (ZΓ)1×d/(ZΓ)1×d
′
f with its
natural Γ-action. Then
h(Xf) ≤ log detNΓf.
If furthermore d′ = d, then
h(Xf) = h(Xf∗) = log detNΓf.
Note that the case ker f 6= {0} is more pathological. Indeed, for f ∈ Md′×d(ZΓ)
with ker f 6= {0}, one has h(Xf) =∞ [14, Theorem 4.11]. Similarly, in the context
of Theorem 1.1, we have that dimNΓ(NΓ⊗ZΓM) 6= 0 or χ(M) 6= 0 implies h(M̂) =∞,
see Remark 5.2.
One can prove Theorem 1.1 directly, but we choose to prove Theorem 1.2 first,
because all the technical difficulties arise already in this simpler special case. We
then use Theorem 1.2 to establish Theorem 1.1.
Theorem 1.1 turns out to be very useful for the computation of the L2-torsion for
specific modules. Throughout, BΓ denotes a CW-complex, whose homotopy groups
but the first one are all trivial and π1(BΓ) = Γ. Such a space exists and is unique
up to homotopy equivalence, see [9, Section I.4] where the notation K(Γ, 1) is used
to emphasize that BΓ is an Eilenberg-MacLane space. We say that there is a finite
model for BΓ if we can choose it to be a CW-complex with finitely many cells. If
the group Γ has a finite model for BΓ, then the trivial ZΓ-module Z is of type FL [9,
Proposition VIII.6.3]. Indeed, the cellular chain complex of the universal covering
space of BΓ is easily seen to be a finite free resolution of Z. If Γ is infinite and the
trivial ZΓ-module Z of type FL, then its L2-torsion can be defined. It is called the
L2-torsion of Γ and denoted by ρ(2)(Γ). Theorem 1.1 implies the following result:
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Theorem 1.3. If Γ is a non-trivial amenable group such that the trivial ZΓ-module
Z is of type FL, then ρ(2)(Γ) = 0.
This confirms a conjecture of Lu¨ck, see Conjecture 9.24 in [48], Conjecture 11.3
in [49] and the remark after Corollary 1.11 in [52]. Conjecture 9.24 in [48] and Con-
jecture 11.3 in [49] talk about the L2-torsion ρ(2)(X˜) of the universal covering space
X˜ of an aspherical connected closed manifold X or more generally an aspherical
connected finite CW-complex X whose fundamental group Γ contains a non-trivial
normal amenable subgroup. In such case Γ must be infinite and one can take X as
BΓ. It follows that ρ(2)(X˜) = ρ(2)(Γ).
Wegner [75] proved Theorem 1.3 for elementary amenable groups using the struc-
ture theory of this class of groups. Our method is completely different and gives
this result as part of a much larger picture.
The distinction between having a finite model for BΓ and having the trivial ZΓ-
module Z of type FL is rather subtle. If Γ has a finite model for BΓ, then Γ is finitely
presented [29, Corollary 3.1.17] and the trivial left ZΓ-module Z is of type FL [9,
Proposition VIII.6.3]. Conversely, Eilenberg-Ganea [24] and Wall [72, 73] proved
that if Γ is finitely presented and the trivial left ZΓ-module Z is of type FL, then
Γ must have a finite model for BΓ [9, Theorem VIII.7.1]. Note that Bestvina and
Brady [2] have constructed examples of groups Γ for which the trivial ZΓ-module Z
is of type FL but which are not finitely presented. These examples are not amenable.
At the same time, [38, Corollary 1.2] says that every elementary amenable group Γ
for which the trivial ZΓ-module Z is of type FL has a finite model for BΓ.
In order to prove Theorem 1.2, we show a Szego˝-type approximation theorem for
the Fuglede-Kadison determinant on the group von Neumann algebra of an amenable
group. We prove a general approximation theorem for the Fuglede-Kadison determi-
nant by determinants of finite-dimensional matrices, arising from a Følner approxi-
mation of Γ. The most classical such theorem was proved by Szego˝ [68] for Toeplitz
matrices and generalized as follows [66, Theorem 2.7.14].
Theorem. Let f be an essentially bounded R≥0-valued measurable function on the
unit circle S1. Then,
exp
Å∫
S1
log f(z)dµ(z)
ã
= lim
n→∞
(det(Dn))
1/n,
where µ denotes the Haar probability measure on S1 and Dn denotes the n×n-matrix
with entries (Dn)i,j =
∫
S1 f(z)z
i−jdµ(z).
Following Deninger [19, Section 2], we interpret this result as an approximation of
the Fuglede-Kadison determinant on the group von Neumann algebra of the group Z
by determinants associated with Følner sets {1, . . . , n} ⊆ Z, see Example 2.2. Our
generalization holds for every amenable group Γ, every Følner sequence, and every
positive element in the group von Neumann algebra of Γ. We refer to Section 2.3
for the necessary definitions.
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Theorem 1.4. Let Γ be a countable discrete amenable group. Let g ∈ Md(NΓ) be
positive. Then
detNΓg = inf
F∈F(Γ)
(det(gF ))
1
|F | = lim
F
(det(gF ))
1
|F | .(1.3)
For d = 1, this is a positive answer to a question of Deninger [19, Question 6].
To the best of our knowledge, this result is even new for Γ = Z2 and d = 1. A
Szego˝-type result for essentially bounded, measurable matrix-valued functions on
S1 was known [66, Theorem 2.13.5].
We can use Theorem 1.1 to define the torsion of a countable ZΓ-module M to be
the entropy of its Pontryagin dual; we denote the torsion of M by ρ(M). If M is
finitely presented, this number is finite only if dimNΓ(NΓ⊗ZΓ M) = 0 (see Remark
5.2) and thus can been understood as a natural secondary invariant for ZΓ-modules.
We now can study the L2-torsion of a ∆-acyclic chain complex C∗ (see Section 6)
and prove a Milnor-Turaev formula for L2-torsion. Since the L2-torsion turns out
to be a homotopy invariant of the chain complex C∗, it is natural to expect that it
can be expressed in terms of the homology H∗(C∗) of the chain complex. We show:
Theorem 1.5. Let Γ be a countable discrete amenable group. Let C∗ be a chain
complex of finitely generated free left ZΓ-modules of finite length. Assume that C∗
is ∆-acyclic (defined in Section 6.3) or, equivalently, that ℓ2(Γ) ⊗ZΓ C∗ is weakly
acyclic (see Section 2.6). Then ρ(Hi(C∗)) <∞ for all i ∈ Z and
ρ(2)(C∗) =
∑
i∈Z
(−1)iρ(Hi(C∗)).
We expect that Theorem 1.5 will have interesting applications in algebraic topol-
ogy. It shows that L2-torsion can be thought of as a generalized Euler characteristic
where the roˆle of the ordinary (L2-)Betti numbers is played by the torsion of the
homology groups.
Recently, the entropy theory has been extended to actions of countable sofic
groups [5, 36], which include all countable amenable groups and countable resid-
ually finite groups. The analogue of Theorem 1.2 for countable residually finite
groups has been established for some special cases in [6, 7, 36], though the general
case is still open.
The paper is organized as follows: Section 2 deals with preliminaries on notation
and gives a brief introduction to group rings, the Fuglede-Kadison determinant,
amenable groups, entropy, the Euler characteristic, and L2-torsion.
Section 3 contains a brief history of the approximation results of the Fuglede-
Kadison determinant and our first main result: Theorem 1.4, the approximation
theorem for the Fuglede-Kadison determinant. This section also contains a uniform
estimate of the spectral measure near zero in case of a non-vanishing determinant,
Proposition 3.7.
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Section 4 contains our second main result: Theorem 1.2, the computation of the
entropy of principal algebraic actions in terms of the Fuglede-Kadison determinant.
This section is the most technical one. We give a new formula for the entropy of
a finitely generated algebraic action, this is Theorem 4.2. In Section 4.2, we give
a proof of Theorem 1.2 in the positive case. Finally, we prove the general case of
Theorem 1.2 on the basis of a formula for entropy that was obtained by Peters,
Theorem 4.10.
The first part of Section 5 is concerned with the proof of Theorem 1.1. In Sec-
tion 5.2 we give applications of Theorem 1.1. We prove Theorem 1.3 and show in
Theorem 5.6 that the L2-torsion of every ZΓ-module of type FL, which is finitely
generated as an abelian group, vanishes, if Γ contains Z as a subgroup of infinite
index. Section 5.4 contains the definition of torsion for general ZΓ-modules. There,
we prove the Milnor-Turaev formula; this is Theorem 1.5.
Section 6 is a self-contained introduction to L2-torsion, assuming only the clas-
sical work of Milnor [55]. We review the definition of Whitehead torsion. After
introducing the Haagerup-Schultz algebra we define L2-torsion and show its main
properties. The paper ends with acknowledgments.
2. Preliminaries
Throughout this paper Γ will be a countable discrete group with the identity
element e. For any set X and d ∈ N, we write Xd×1 (resp. X1×d) for the elements
of Xd written as column (resp. row) vectors. For any set X, we denote by ℓ2(X) the
Hilbert space of all complex-valued square-summable functions on X.
For a Hilbert space H , we denote by B(H) the algebra of bounded linear operators
on H , and by ‖T‖ the operator norm of T for each T ∈ B(H).
2.1. Group rings. For a unital ring R, the group ring RΓ is the set of finitely
supported functions f : Γ → R, written as f =
∑
s∈Γ fss, with addition and multi-
plication defined by∑
s∈Γ
fss +
∑
s∈Γ
gss =
∑
s∈Γ
(fs + gs)s and (
∑
s∈Γ
fss)(
∑
t∈Γ
gtt) =
∑
s,t∈Γ
fsgtst.
The group Γ has two commuting unitary representations l and r on ℓ2(Γ), called
the left regular representation and the right regular representation respectively and
defined by
(lsx)t = xs−1t and (rsx)t = xts
for s, t ∈ Γ and x ∈ ℓ2(Γ). The group von Neumann algebra NΓ is defined as the
sub-∗-algebra of B(ℓ2(Γ)) consisting of elements commuting with the image of r.
See [69, Section V.7] for detail. Via the left regular representation l, we identify CΓ
as a sub-∗-algebra of NΓ. Consider the anti-linear isometric involution x 7→ x∗ on
ℓ2(Γ) defined by
(x∗)s = xs−1
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for all s ∈ Γ and x ∈ ℓ2(Γ). Then, ℓ2(Γ) is also a right NΓ-module with
xf := (f ∗x∗)∗
for all x ∈ ℓ2(Γ) and f ∈ NΓ. This allows an identification of NΓ with the von
Neumann algebra generated by the right regular representation, however, we do not
need this fact.
For d′, d ∈ N, we think of elements of Md′×d(NΓ) as bounded linear operators
from (ℓ2(Γ))d×1 to (ℓ2(Γ))d
′×1. There is a canonical trace trNΓ on Md(NΓ) defined
by
trNΓf =
d∑
j=1
〈fj,je, e〉
for f = (fj,k)1≤j,k≤d ∈ Md(NΓ). One has trNΓ(fg) = trNΓ(gf) for all f, g ∈ Md(NΓ).
Furthermore, trNΓ is faithful in the sense that trNΓ(f
∗f) > 0 for every nonzero
f ∈Md(NΓ).
For a finitely generated projective left NΓ-module M, take q ∈Md(NΓ) for some
d ∈ N such that q2 = q and (NΓ)1×dq is isomorphic to M as a left NΓ-module. Then
the dimension dimNΓM of M is defined as
dimNΓM = trNΓq,
and is independent of the choice of q. For a general left NΓ-module M, its dimen-
sion dimNΓM is defined as the supremum of dimNΓM
′ for M′ ranging over finitely
generated projective submodules of M [49, Section 6.1]. This generalized dimension
was introduced by Lu¨ck. It has found numerous applications in the computation of
L2-invariants. We refer to [49, Section 6.1] for its basic properties.
2.2. Fuglede-Kadison determinant. For a Hilbert space H , we say T ∈ B(H) is
positive, written as T ≥ 0, if 〈Tx, y〉 = 〈x, Ty〉 and 〈Tx, x〉 ≥ 0 for all x, y ∈ H .
Let f ∈Md′×d(NΓ). Then ker f is a closed linear subspace of (ℓ
2(Γ))d×1 invariant
under the right regular representation of Γ. Thus the orthogonal projection qf from
(ℓ2(Γ))d×1 onto ker f lies in Md(NΓ).
Let f ∈Md(NΓ) be positive. Then there exists a unique Borel measure µf , called
the spectral measure of f , on the interval [0, ‖f‖] satisfying∫ ‖f‖
0
p(t) dµf(t) = trNΓ(p(f))(2.1)
for every one-variable real-coefficients polynomial p. In particular, µf([0, ‖f‖]) = d.
From Theorems 5.2.2 and 5.2.8 of [35] one has µf({0}) = trNΓ(qf ). Since trNΓ is
faithful, µf({0}) > 0 if and only if ker f 6= {0}.
Let f ∈Md′×d(NΓ). Set |f | = (f
∗f)1/2 ∈Md(NΓ) [35, page 248]. Then f and |f |
have the same operator norm, and |f | is positive. The Fuglede-Kadison determinant
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detNΓ f of f [27] [49, Section 3.2] is defined as
detNΓf = exp
Ç∫ ‖f‖
0
log t dµ|f |(t)
å
∈ R≥0.(2.2)
One may describe detNΓ f without referring to |f |. When f ∈Md(NΓ) is positive,
one has |f | = f , and hence
detNΓf = exp
Ç∫ ‖f‖
0
log t dµf(t)
å
.(2.3)
For general f ∈Md′×d(NΓ), one has
detNΓf = (detNΓ(f
∗f))1/2 .(2.4)
We remark that the Fuglede-Kadison determinant used in [49] is a modified one,
excluding the point 0 in the integral of (2.2), i.e. exp
(∫ ‖f‖
0+ log t dµ|f |(t)
)
. Similar to
(2.4), this modified determinant is equal to (detNΓ(f
∗f + qf ))
1/2.
Among the properties of detNΓ established by Fuglede and Kadison in [27, Section
5], we mainly need the following
Theorem 2.1. Let d ∈ N and f, g ∈Md(NΓ). The following hold:
(1) detNΓ(fg) = detNΓf · detNΓg.
(2) detNΓf = detNΓ(f
∗).
(3) If f ≥ 0, then detNΓf = infε>0 detNΓ(f + ε).
(4) If ker f 6= {0}, then µf∗f({0}) > 0, and hence detNΓf = 0.
We also need the following result of Lu¨ck [49, Theorem 3.14.(3)]
detNΓ(f
∗f + qf ) = detNΓ(ff
∗ + qf∗)(2.5)
for every f ∈Md′×d(NΓ).
Example 2.2. It is instructing to consider the case Γ = Zd for d ∈ N. Denote by
λ the Haar probability measure on the d-dimensional torus Td. Fourier transform
makes everything transparent: ℓ2(Zd) = L2(Td, λ), N(Zd) = L∞(Td, λ), and
trN(Zd)f =
∫
Td
f(z) dλ(z), detN(Zd)f = exp
Å∫
Td
log |f(z)| dλ(z)
ã
for all f ∈ N(Zd).
2.3. Amenable groups. Denote by F(Γ) the set of all nonempty finite subsets of
Γ. For K ∈ F(Γ) and δ > 0 write B(K, δ) for the collection of all F ∈ F(Γ) such
that |{t ∈ F : Kt ⊆ F}| ≥ (1− δ)|F |. The group Γ is called amenable if B(K, δ) is
nonempty for every (K, δ) [13, Section 4.9]. Let Γ be a countable discrete amenable
group.
The pairs (K, δ) form a net Λ where (K ′, δ′) ≻ (K, δ) means that K ′ ⊇ K and
δ′ ≤ δ. For a R-valued function ϕ defined on F(Γ), we say ϕ(F ) converges to c ∈ R
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as the nonempty finite subset F of Γ becomes more and more left invariant, denoted
by limF ϕ(F ) = c, if for any ε > 0, there exist K ∈ F(Γ) and δ > 0 such that
|ϕ(F )− c| < ε
for all F ∈ B(K, δ). Similarly, we define ϕ(F ) converges to −∞ or +∞ as the
nonempty finite subset F of Γ becomes more and more left invariant. In general, we
define
lim sup
F
ϕ(F ) := lim
(K,δ)∈Λ
sup
F∈B(K,δ)
ϕ(F ).
Let d ∈ N. For F ∈ F(Γ), we denote by ιF the embedding (ℓ2(F ))d×1 → (ℓ2(Γ))d×1
and by pF the orthogonal projection (ℓ
2(Γ))d×1 → (ℓ2(F ))d×1. For g ∈ Md(NΓ), we
set
gF := pF ◦ g ◦ ιF ∈ B((ℓ
2(F ))d×1).(2.6)
For many purposes, properties of g ∈ Md(NΓ) can be captured by properties of
gF for F ∈ F(Γ), as F becomes more and more invariant. The following striking
result was proved by Elek [25].
Lemma 2.3. Let g ∈Md(CΓ) ⊆ B((ℓ2(Γ))d×1). Then
trNΓ(qg) = lim
F
dimC ker(gF )
|F |
= lim
F
dimC
Ä
ker g ∩ (ℓ2(F ))d×1
ä
|F |
,
where qg denotes the orthogonal projection from (ℓ
2(Γ))d×1 onto ker g. In particular,
if ker g 6= {0}, then ker g ∩ (CΓ)d×1 6= {0}.
2.4. Entropy. We recall briefly the definition of entropy for actions of amenable
groups. For more detail, see [57, 58, 74]. Let Γ a countable discrete amenable group.
Consider a continuous action of Γ on a compact metrizable space X . For each
finite open cover U of X and F ∈ F(Γ), denote by N(U) the minimal cardinality
of subcovers of U and by UF the cover of X consisting of
⋂
s∈F s
−1Us for all maps
F → U sending s to Us. By the Ornstein-Weiss lemma [45, Theorem 6.1], the limit
limF
logN(UF )
|F |
exists for every finite open cover U of X . The topological entropy of
the action Γy X , denoted by htop(X), is defined as
htop(X) = sup
U
lim
F
logN(UF )
|F |
for U ranging over finite open covers of X .
For any measurable and measure-preserving action of Γ on a probability mea-
sure space (X,B, µ), one can also define the measure-theoretic entropy, denoted
by hµ(X). We omit the definition, and just mention that the variational principle
says that for any continuous action of Γ on a compact metrizable space X , one
has htop(X) = supµ hµ(X) for µ ranging over all the Γ-invariant Borel probability
measures on X .
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Let Γ act on a compact metrizable groupX by (continuous) automorphisms. It is a
theorem of Deninger that the topological entropy htop(X) and the measure-theoretic
entropy hν(X) for the Haar probability measure ν of X coincide [18, Theorem 2.2].
We call this common value the entropy of this action, and denote it by h(X).
2.5. Euler characteristic. Let R be a unital ring and k ∈ N. A left R-module M
is said to be of type FLk [9, page 193] if there exists a partial resolution C∗ →M by
finitely generated free left R-modules of the form:
Ck
∂k→ · · ·
∂2→ C1
∂1→ C0 →M→ 0,(2.7)
i.e. this is an exact sequence of left R-modules and each Cj for 0 ≤ j ≤ k is a finitely
generated free left R-module.
We say that a left R-module is of type FL [9, page 199] if, for some k, it admits
a resolution C∗ →M by finitely generated free left R-modules of the form
0→ Ck
∂k→ · · ·
∂2→ C1
∂1→ C0 →M→ 0.(2.8)
Now we assume that
the free left R-modules Rk and Rl are non-isomorphic for distinct k, l ∈ N.(2.9)
For any left R-module of type FL, its Euler characteristic χ(M) is defined as∑k
j=0(−1)
jdj for any resolution C∗ → M by finitely generated free left R-modules
as in (2.8), where dj is the rank of Cj. The assumption (2.9) and the generalized
Schanuel’s lemma [9, Lemma VIII.4.4] imply that χ(M) does not depend on the
choice of the resolution.
Note that every field satisfies the condition (2.9). For any discrete group Γ, using
the unital ring homomorphism ZΓ→ Q sending
∑
s∈Γ fss to
∑
s∈Γ fs one concludes
that ZΓ also satisfies the condition (2.9).
2.6. L2-torsion. The definition of L2-torsion is due to Carey-Mathai [11, 12] and
Lu¨ck-Rothenberg [51]. All technical ingredients and properties are developed in
great detail in [49, Chapter 3], see also [8, 10]. We concentrate on what is called
cellular or combinatorial L2-torsion. Even in the combinatorial setup, the study of
L2-torsion involves complicated functional analysis.
For a finitely generated free left ZΓ-module C with rank d, by choosing an ordered
basis of C, we may identify ℓ2(Γ)⊗ZΓ C with the Hilbert space (ℓ
2(Γ))d×1. Though
the inner product depends on the choice of the ordered basis of C, the resulting
topology on ℓ2(Γ)⊗ZΓC is independent of the choice of the ordered basis. For a (not
necessarily exact) chain complex C∗ of finitely generated free left ZΓ-modules of the
form
Ck
∂k→ · · ·
∂2→ C1
∂1→ C0
∂0→ 0,
we say that the chain complex ℓ2(Γ)⊗ZΓ C∗, i.e.
ℓ2(Γ)⊗ZΓ Ck
1⊗∂k→ · · ·
1⊗∂2→ ℓ2(Γ)⊗ZΓ C1
1⊗∂1→ ℓ2(Γ)⊗ZΓ C0
1⊗∂0→ 0,(2.10)
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is weakly acyclic [49, Definition 3.29] if ker(1⊗ ∂j) is equal to the closure of im(1⊗
∂j+1) for all 0 ≤ j < k. In such case, we choose an ordered basis for each Cj, and
identify Cj with (ZΓ)1×dj . For each 1 ≤ j ≤ k, let fj ∈ Mdj×dj−1(ZΓ) such that
∂j(x) = xfj for all x ∈ (ZΓ)1×dj . The L2-torsion of C∗ is defined as [49, Definition
3.29]
ρ(2)(C∗) :=
1
2
k∑
j=1
(−1)j+1 log detNΓ(f
∗
j fj + qfj ),(2.11)
where qfj denotes the orthogonal projection from (ℓ
2(Γ))dj−1×1 onto ker fj . For a
chain complex C∗ of finitely generated free left ZΓ-modules of the form
0→ Ck
∂k→ · · ·
∂2→ C1
∂1→ C0
∂0→ 0,
the weak acyclicity of the chain complex ℓ2(Γ) ⊗ZΓ C∗ also requires that 1 ⊗ ∂k is
injective.
If a left ZΓ-module M is of type FL and some resolution C∗ →M of M by finitely
generated free left ZΓ-modules as in (2.8) is weakly acyclic, we define the L2-torsion
of M to be ρ(2)(M) := ρ(2)(C∗). The results in [49, Chapter 3] imply that when
Γ satisfies the determinant condition (Definition 6.3), ρ(2)(M) does not depend on
the choice of the resolution C∗ and the ordered basis for each Cj . In Section 6 we
shall give a more algebraic proof of this fact. In the case Γ is amenable, this follows
directly from Theorem 1.1.
3. Approximation of the determinant
3.1. Review of known results. The approximation properties of the Fuglede-
Kadison determinant (and its ancestors) by determinants of associated matrices
have attracted a lot of attention over the last century.
The most interesting applications arise if for f ∈ ZΓ with Γ residually finite,
detNΓ f can be approximated by determinants of the image of f in the group ring
of finite quotient groups of Γ [49, Question 13.52]. Unfortunately, positive results
are rare and only known in the simplest cases, where they are already non-trivial
to prove. Denote by πn : C[Z] → C[Z/nZ] the natural map induced by reduction
modulo n. Schmidt showed that, in terms of the notation of Section 2.2 and Exam-
ple 2.2,
lim
n→∞
detN(Z/nZ)
Ä
πn(f) + qπn(f)
ä
= detNZf
for elements in the group ring Q¯[Z] of Z with coefficients in the field of algebraic
numbers [65, Lemma 21.8], see also [49, Lemma 13.53]. The proof relies on a the-
orem of Gelfond in number theory. Later, Lu¨ck gave an example of some element
in C[Z] for which the corresponding approximation fails [49, Example 13.69]. The
corresponding number theoretic results for Γ = Zd have been identified and are
open, see [42, Section 9]. For the most recent progress in the case Γ = Zd, see [43].
Given Lu¨ck’s example, the approximation of the Fuglede-Kadison determinant by
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determinants of matrices was considered to be difficult in general. General approx-
imation results with respect to finite quotients exist – and are easy to prove – if
one assumes invertibility in the universal group C∗-algebra [36, Theorem 7.1]. For
Γ being a finitely generated residually finite group and f ∈ ZΓ being a generalized
Laplace operator, the approximation result was proved by Lyons [53, 54].
The approximation of the Fuglede-Kadison determinant by restrictions on Følner
sets has an even longer history and dates – in the case Γ = Z – back to Szego˝ [68].
Szego˝’s original result assumed invertibility of the positive function f ∈ L∞(S1),
which makes computations much easier. However, Szego˝’s Theorem was extended
[66, Theorem 2.7.14] to all non-negative essentially bounded functions on S1. We
refer to Simon’s book [66, Chapter 3] for the complete history. This opened up
the possibility and expectation that the approximation by restriction on Følner sets
could behave much better than one would expect at first. Theorem 1.4 confirms this
expectation and generalizes this result from the case Γ = Z to all countable discrete
amenable groups.
3.2. Approximation using Følner sequences. In the rest of this section Γ will
be a countable discrete amenable group. We prove four lemmas in order to prepare
for the proof of Theorem 1.4. First of all, we need the following simple observation
of Deninger [19, Lemma 3].
Lemma 3.1. Let g ∈ Md(NΓ) be positive. Suppose that ker g ∩ (CΓ)d×1 = {0}.
Then, for every F ∈ F(Γ), gF : (ℓ
2(F ))d×1 → (ℓ2(F ))d×1 is invertible.
The key observation for us is the following classical result of Gantmacher and
Kre˘ın [28, page 96], see also [32, 37]. Sometimes this result is attributed to Hadamard-
Fischer-Koteljanskii. For convenience, we include a proof of this lemma following
[37].
Lemma 3.2. Let X and Y be finite sets. Let g ∈ B(ℓ2(X ∪ Y)) be positive and
invertible. For any nonempty finite subset E of X ∪ Y, define gE = pE ◦ g ◦ ιE ∈
B(ℓ2(E)), where pE denotes the orthogonal projection ℓ
2(X ∪ Y) → ℓ2(E) and ιE
denotes the embedding ℓ2(E)→ ℓ2(X ∪ Y). Set det(g∅) = 1. Then
det(gX∪Y) · det(gX∩Y) ≤ det(gX) · det(gY).
Proof. First of all, we note that for a positive definite matrix
t =
Ç
a b
b∗ c
å
∈Mn+m(C)
we have that a ∈ Mn(C) and c ∈ Mm(C) are invertible. Indeed, if t ≥ ε for some
constant ε > 0, then a, c ≥ ε. Moreover, we have:
(3.1) det(t) = det(a) det(c− b∗a−1b) ≤ det(a) det(c).
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Indeed, the equality in (3.1) follows fromÇ
1 0
−b∗a−1 1
åÇ
a b
b∗ c
åÇ
1 −a−1b
0 1
å
=
Ç
a 0
0 c− b∗a−1b
å
and the inequality in (3.1) follows since c ≥ c − b∗a−1b ≥ 0. Consider the positive
definite matrix
gX∪Y =
Ö
a b c
b∗ d e
c∗ e∗ f
è
with
gX∩Y = a, gX =
Ç
a b
b∗ d
å
, and gY =
Ç
a c
c∗ f
å
.
Now, the equalityÑ
1 0 0
−b∗a−1 1 0
−c∗a−1 0 1
éÑ
a b c
b∗ d e
c∗ e∗ f
éÑ
1 −a−1b −a−1c
0 1 0
0 0 1
é
=
Ñ
a 0 0
0 d− b∗a−1b e− b∗a−1c
0 e∗ − c∗a−1b f − c∗a−1c
é
shows that
det(gX∪Y) = det(gX∩Y) · det
Ç
d− b∗a−1b e− b∗a−1c
e∗ − c∗a−1b f − c∗a−1c
å
.
But, using (3.1) three times, we see
det
Ç
d− b∗a−1b e− b∗a−1c
e∗ − c∗a−1b f − c∗a−1c
å
≤ det(d− b∗a−1b) · det(f − c∗a−1c)
=
det(gX)
det(gX∩Y)
·
det(gY)
det(gX∩Y)
.
This finishes the proof. 
We also need the following result from [57], see Definitions 2.2.10 and 3.1.5, Re-
mark 3.1.7, and Proposition 3.1.9 of [57]. For convenience, we include a proof
following [15].
Lemma 3.3. Let ϕ be a R-valued function defined on F(Γ) ∪ {∅} such that
(1) ϕ(∅) = 0;
(2) ϕ(Fs) = ϕ(F ) for all F ∈ F(Γ) and s ∈ Γ;
(3) ϕ(F1 ∪ F2) + ϕ(F1 ∩ F2) ≤ ϕ(F1) + ϕ(F2) for all F1, F2 ∈ F(Γ).
Then
lim
F
ϕ(F )
|F |
= inf
F∈F(Γ)
ϕ(F )
|F |
.
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Proof. We show first that if F, F1, . . . , Fm ∈ F(Γ) and λ1, . . . , λm ∈ (0, 1] with
1F =
∑m
j=1 λj1Fj , then
ϕ(F ) ≤
m∑
j=1
λjϕ(Fj).(3.2)
Consider the partition of F generated by F1, . . . , Fm. Take
∅ = K0  K1  · · ·  Kn = F
such thatKi\Ki−1 is an atom of this partition for each 1 ≤ i ≤ n. For each 1 ≤ i ≤ n
take si ∈ Ki \Ki−1. For any 1 ≤ i ≤ n and 1 ≤ j ≤ m, either Fj ∩ (Ki \Ki−1) = ∅
or Ki−1 ∪ (Ki ∩ Fj) = Ki, and hence from the condition (3) one always has
1Fj(si)(ϕ(Ki)− ϕ(Ki−1)) ≤ 1Fj(si)(ϕ(Ki ∩ Fj)− ϕ(Ki−1 ∩ Fj)).(3.3)
Also note that for any 1 ≤ i ≤ n and 1 ≤ j ≤ m, si 6∈ Fj if and only if Ki ∩ Fj =
Ki−1 ∩ Fj. Thus, for any 1 ≤ j ≤ m, listing all the 1 ≤ i ≤ n with si ∈ Fj in
increasing order as i1 < i2 < · · · < ik for some 1 ≤ k ≤ n and setting i0 = 0, we
have
n∑
i=1
1Fj(si)(ϕ(Ki ∩ Fj)− ϕ(Ki−1 ∩ Fj))(3.4)
=
k∑
l=1
(ϕ(Kil ∩ Fj)− ϕ(Kil−1 ∩ Fj))
=
k∑
l=1
(ϕ(Kil ∩ Fj)− ϕ(Kil−1 ∩ Fj))
= ϕ(Kik ∩ Fj)− ϕ(K0 ∩ Fj)
= ϕ(Kn ∩ Fj)− ϕ(K0 ∩ Fj)
= ϕ(Fj)− ϕ(∅) = ϕ(Fj).
Therefore
ϕ(F ) =
n∑
i=1
(ϕ(Ki)− ϕ(Ki−1))
=
n∑
i=1
(
m∑
j=1
λj1Fj(si))(ϕ(Ki)− ϕ(Ki−1))
=
m∑
j=1
λj
n∑
i=1
1Fj(si)(ϕ(Ki)− ϕ(Ki−1))
(3.3)
≤
m∑
j=1
λj
n∑
i=1
1Fj(si)(ϕ(Ki ∩ Fj)− ϕ(Ki−1 ∩ Fj))
(3.4)
=
m∑
j=1
λjϕ(Fj)
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as desired.
To prove the lemma, it suffices to show
lim sup
F
ϕ(F )
|F |
≤
ϕ(K)
|K|
(3.5)
for every K ∈ F(Γ). Let K ∈ F(Γ). By the condition (2) we may assume that
e ∈ K. Denote by C the maximum of ϕ(K ′) for K ′ ranging through the nonempty
subsets of K. For any F ∈ F(Γ) we have
1F =
1
|K|
∑
Ks∩F 6=∅
1Ks∩F ,
and hence by (3.2) we get
ϕ(F ) ≤
1
|K|
∑
Ks∩F 6=∅
ϕ(Ks ∩ F )
=
1
|K|
∑
Ks⊆F
ϕ(Ks ∩ F ) +
1
|K|
∑
Ks F,Ks∩F 6=∅
ϕ(Ks ∩ F )
≤
ϕ(K)
|K|
· |{s ∈ Γ | Ks ⊆ F}|+
C
|K|
· |{s ∈ Γ : Ks  F,Ks ∩ F 6= ∅}|.
When F ∈ F(Γ) becomes more and more left invariant, we have 1
|F |
|{s ∈ Γ : Ks ⊆
F}| → 1 and 1
|F |
|{s ∈ Γ : Ks  F,Ks∩F 6= ∅}| → 0. It follows that (3.5) holds. 
The following result of Deninger [18, Theorem 3.2] is also needed for the proof.
Though he proved it only for the case d = 1, his argument works for general d ∈ N.
For Γ = Zn and d = 1, the result goes back to work by Linnik [46], see also the work
of Helson and Lowdenslager [31]. For a proof see Remark 3.9.
Lemma 3.4. Let g ∈Md(NΓ) be positive and invertible. Then
detNΓg = lim
F
(det(gF ))
1
|F | .
We are ready to prove Theorem 1.4.
Proof of Theorem 1.4. Let h ∈Md(NΓ) be positive such that ker h∩(CΓ)d×1 = {0}.
Define ϕ : F(Γ) ∪ {∅} → R by ϕ(F ) = log det(hF ), where we set det(h∅) = 1. Then
ϕ(∅) = 0 and ϕ(Fs) = ϕ(F ) for all F ∈ F(Γ) and s ∈ Γ. Denote {1, . . . , d} by ∆d.
By Lemmas 3.1 hF ∈ B((ℓ
2(F ))d×1) = B(ℓ2(F ×∆d)) is positive and invertible for
every F ∈ F(Γ). For any F1, F2 ∈ F(Γ), taking h˜ = hF1∪F2 ∈ B(ℓ
2((F1 ∪ F2)×∆d),
in terms of the notation in Lemma 3.2 we have h˜Fj×∆d = hFj for j = 1, 2 and
h˜(F1∩F2)×∆d = hF1∩F2 . Thus by Lemma 3.2 we have ϕ(F1 ∪ F2) + ϕ(F1 ∩ F2) ≤
ϕ(F1) + ϕ(F2) for all F1, F2 ∈ F(Γ). Then by Lemma 3.3 we have
lim
F
log det(hF )
|F |
= inf
F∈F(Γ)
log det(hF )
|F |
,
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equivalently,
lim
F
(det(hF ))
1
|F | = inf
F∈F(Γ)
(det(hF ))
1
|F | .(3.6)
For any ε > 0, since g + ε is invertible in NΓ, by Lemma 3.4 we have
detNΓ(g + ε) = lim
F
(det((g + ε)F ))
1
|F | .(3.7)
From Theorem 2.1 we have
detNΓg = inf
ε>0
detNΓ(g + ε)
(3.7)
= inf
ε>0
lim
F
(det((g + ε)F ))
1
|F |
(3.6)
= inf
ε>0
inf
F∈F(Γ)
(det((g + ε)F ))
1
|F |
= inf
F∈F(Γ)
inf
ε>0
(det((g + ε)F ))
1
|F |
= inf
F∈F(Γ)
(det(gF ))
1
|F | ,
establishing the first equality in (1.3).
If ker g ∩ (CΓ)d×1 = {0}, then taking h = g in (3.6) we get the second equality
in (1.3). Thus assume gx = 0 for some nonzero x ∈ (CΓ)d×1. Since ker g 6= {0},
by Theorem 2.1 we have detNΓ(g) = 0. Denote by K the support of x as a Cd×1-
valued function on Γ. Then K ∈ F(Γ). Let F ∈ B(K, 1/2). Then we can find
some s ∈ F such that Ks ⊆ F . Now xs is a nonzero element of (ℓ2(F ))d×1, and
g(xs) = (gx)s = 0. It follows that gF (xs) = pF (g(xs)) = 0. Thus gF is not injective,
and hence det(gF ) = 0. In particular, limF (det(gF ))
1
|F | = 0 = detNΓg. 
Remark 3.5. Denote by S1 the unit circle in the complex plane. A normalized
unitary 2-cocycle of Γ is a map α : Γ× Γ→ S1, such that
α(s1, s2)α(s1s2, s3) = α(s1, s2s3)α(s2, s3), α(s1, e) = α(e, s1) = 1, ∀s1, s2, s3 ∈ Γ.
Let α be a normalized unitary 2-cocycle of Γ. Then one has the twisted left and
right unitary representations lα and rα of Γ on ℓ
2(Γ) defined by
(lα,sx)t = α(s, s
−1t)xs−1t and (rα,sx)t = α(ts, s
−1)xts
for s, t ∈ Γ and x ∈ ℓ2(Γ). (These twisted representations are not representations,
but satisfy lα,s1lα,s2 = α(s1, s2)lα,s1s2 and rα,s1rα,s2 = α(s
−1
2 , s
−1
1 )rα,s1s2 for all s1, s2 ∈
Γ.) The twisted group von Neumann algebra NαΓ is defined as the sub-∗-algebra of
B(ℓ2(Γ)) consisting of elements commuting with rα. The twisted group algebra CαΓ is
the ring with underlying vector space CΓ and associative multiplication determined
by s · t := α(s, t)st for s, t ∈ Γ. Via lα, we identify CαΓ as a sub-∗-algebra of
NαΓ. Taking s1 = s3 = s and s2 = s
−1 one obtains α(s, s−1) = α(s−1, s) for all
18 HANFENG LI AND ANDREAS THOM
s ∈ Γ. Then one still has the trace trNαΓ and the Fuglede-Kadison determinant
detNαΓ defined, in exactly the same way as trNΓ and detNΓ are.
When α is the constant function 1, NαΓ is simply NΓ. An interesting example
of a twisted group von Neumann algebra arises already for Z2 and the cocycle
αθ : Z2 × Z2 → S1 given by αθ((n1, n2), (m1, m2)) := exp(2πiθ(n1m2 − n2m1)) for
θ ∈ R. When θ is irrational, NαθZ
2 is the hyperfinite II1-factor [4, Corollary 1.16].
Lemmas 3.1 and 3.4 and Theorems 2.1 and 1.4, and their proofs all work with NΓ
replaced by NαΓ.
3.3. Estimates on the spectrum near zero.
Notation 3.6. For any positive g ∈ Md(NΓ), F ∈ F(Γ), and κ > 0, we denote
by Dg,F,κ the product of the eigenvalues of gF in the interval (0, κ] counted with
multiplicity. If gF has no eigenvalue in (0, κ], we set Dg,F,κ = 1.
Using Theorem 1.4 we shall prove the following result, describing the asymptotic
behavior of Dg,F,κ under the condition that detNΓg > 0.
Proposition 3.7. Let g ∈ Md(NΓ) be positive with detNΓ g > 0. Let λ > 1. Then
there exists 0 < κ < min(1, ‖g‖) such that
lim sup
F
(Dg,F,κ)
− 1
|F | ≤ λ.
To prove Proposition 3.7 we need some preparation.
Let g ∈Md(NΓ) be positive and F ∈ F(Γ). Denote by trF the C-valued trace on
B((ℓ2(F ))d×1) normalized by trF (1) = d. Then there exists a unique Borel measure
µg,F , called the spectral measure of gF , on the interval [0, ‖gF‖] ⊆ [0, ‖g‖] satisfying∫ ‖g‖
0
p(t) dµg,F (t) = trF (p(gF ))(3.8)
for every one-variable real-coefficients polynomial p. In particular, µg,F ([0, ‖g‖]) = d.
More explicitly, for any t ∈ [0, ‖g‖], one has
µg,F ({t}) =
multiplicity of t as an eigenvalue of gF
|F |
.(3.9)
Lemma 3.8. Let g ∈ Md(NΓ) be positive and non-zero. Let 0 < κ < min(‖g‖, 1).
Then
lim sup
F
∫ ‖g‖
κ+
log t dµg,F (t) ≤
∫ ‖g‖
κ+
log t dµg(t).
Proof. By a result of Lu¨ck, Dodziuk-Mathai, and Schick [47] [23, Lemma 2.3] [64,
Lemma 4.6] [49, Lemma 13.42], one has
trNΓ(p(g)) = lim
F
trF (p(gF ))
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for every one-variable real-coefficients polynomial p. In view of (2.1) and (3.8), this
means ∫ ‖g‖
0
p(t) dµg(t) = lim
F
∫ ‖g‖
0
p(t) dµg,F (t).(3.10)
By the Stone-Weierstraß approximation theorem, the space of one-variable real-
coefficients polynomials is dense in the space of real-valued continuous functions on
the interval [0, ‖g‖], under the supremum norm. Thus (3.10) holds for every real-
valued continuous function p on [0, ‖g‖]. That is, the net {µg,F}F converges to µg
weakly, as F ∈ F(Γ) becomes more and more left invariant. Then one has∫ ‖g‖
0
h(t) dµg(t) ≥ lim sup
F
∫ ‖g‖
0
h(t) dµg,F (t)
for every real-valued upper semicontinuous function h on [0, ‖g‖] [3, page 24, Exercise
2.6].
Set h(t) = 0 for t ∈ [0, κ] and h(t) = log t for t ∈ (κ, ‖g‖]. Then h is a real-valued
upper semicontinuous function on [0, ‖g‖]. Therefore∫ ‖g‖
κ+
log t dµg(t) =
∫ ‖g‖
0
h(t) dµg(t)
≥ lim sup
F
∫ ‖g‖
0
h(t) dµg,F (t)
= lim sup
F
∫ ‖g‖
κ+
log t dµg,F (t).

Remark 3.9. Note that once the weak convergence limF µg,F = µg has been estab-
lished, Lemma 3.4 is an immediate consequence. Indeed, if g ≥ ε for some constant
ε > 0, then the support of µg,F is contained in [ε, ‖g‖] for all F . This implies the
lemma, since the function t 7→ log t is continuous and bounded on this interval.
We are ready to prove Proposition 3.7.
Proof of Proposition 3.7. Because
∫ ‖g‖
0 log t dµg(t) = log detNΓ g > −∞, we can find
some 0 < κ < min(1, ‖g‖) such that∫ κ
0
log t dµg(t) ≥ − log λ.
Since detNΓ g > 0, by Theorem 2.1 we have ker g = {0}. Let F ∈ F(Γ). By
Lemma 3.1 we get that gF is injective. From (3.9) we have
−
logDg,F,κ
|F |
= −
log det(gF )
|F |
+
∫ ‖g‖
κ+
log t dµg,F (t).
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From Theorem 1.4 and Lemma 3.8 we get
lim sup
F
Ç
−
logDg,F,κ
|F |
å
= lim sup
F
Ç
−
log det(gF )
|F |
+
∫ ‖g‖
κ+
log t dµg,F (t)
å
= lim
F
Ç
−
log det(gF )
|F |
å
+ lim sup
n→∞
∫ ‖g‖
κ+
log t dµg,F (t)
≤ − log detNΓg +
∫ ‖g‖
κ+
log t dµg(t)
= −
∫ ‖g‖
0
log t dµg(t) +
∫ ‖g‖
κ+
log t dµg(t)
= −
∫ κ
0
log t dµg(t) ≤ log λ.

Remark 3.10. Proposition 3.7 and its proof also work in the twisted case.
In order to apply Proposition 3.7, we need to know which g ∈ Md(NΓ) has
strictly positive determinant. Schick showed that this is the case for g ∈ Md(ZΓ)
with ker g = {0} [64, Theorem 1.21] [49, Theorem 13.3]:
Lemma 3.11. For any g ∈Md(ZΓ) with ker g = {0}, one has detNΓg ≥ 1.
Though Lemma 3.11 is sufficient for our proof of Theorems 1.2 and 1.1, we note by
passing a slightly more general result from [22]. Denote by Q¯ the algebraic closure
of Q in C, i.e. the field of algebraic numbers.
Lemma 3.12. For any g ∈Md(Q¯Γ) with ker g = {0}, one has detNΓg > 0.
Proof. Since detNΓg = (detNΓ(g
∗g))1/2, ker(g∗g) = ker g = {0}, and g∗g ∈ Md(Q¯Γ),
we may assume that g ≥ 0.
Multiplying g by a suitable positive integer, we may assume further that g ∈
Md(OΓ), where O ⊆ Q¯ denotes the ring of algebraic integers in Q¯. The coefficients
of g are contained in a finite Galois field extension of Q and we denote by G its
Galois group. We write g =
∑
s∈K gss with gs ∈Md(O), where K ⊂ Γ is the support
of g. Let C > 0 be an upper bound for ‖σ(gs)‖ for all s ∈ K and σ ∈ G. Note that
‖σ(gF )‖ ≤ C|K| for all F ∈ F(Γ), and hence | det(σ(gF ))| ≤ (C|K|)
d|F |.
Note that
∏
σ∈G σ(det(gF )) ∈ Z as it is a Galois invariant algebraic integer.
Since gF is invertible by Lemma 3.1, one has det(gF ) 6= 0 and hence det(σ(gF )) =
σ(det(gF )) 6= 0 for all σ ∈ G. Then
∏
σ∈G σ(det(gF )) 6= 0, and we conclude∏
σ∈G
|σ(det(gF ))| ≥ 1.
Now, |σ(det(gF ))| ≤ (C|K|)
d|F | for all σ ∈ G and we get
det(gF ) ≥
∏
σ∈G\{eG}
|σ(det(gF ))|
−1 ≥
∏
σ∈G\{eG}
(C|K|)−d|F | = (C|K|)−d|F |(|G|−1),
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where eG denotes the identity element of G.
From Theorem 1.4 we conclude that
detNΓg = inf
F∈F(Γ)
det(gF )
1
|F | ≥ (C|K|)−d(|G|−1) > 0.
This finishes the proof. 
We are unable to settle the following question:
Question 3.13. Do we have detNΓg > 0 for all g ∈Md(CΓ) with ker g = {0}?
4. Entropy and determinant
In this section we prove Theorem 1.2. Throughout this section Γ will be a count-
able discrete amenable group.
4.1. A formula for entropy of finitely generated algebraic actions. In this
subsection we prove Theorem 4.2, giving a formula for the entropy of finitely gen-
erated algebraic actions in terms of approximate solutions to the equations defining
the algebraic action.
Let θ be a continuous pseudometric on a compact metrizable space X . For ε > 0,
we say that W ⊆ X is (θ, ε)-separated if θ(x, y) > ε for all distinct x, y ∈W. Denote
by Nε(X, θ) the maximal cardinality of (θ, ε)-separated subsets of X .
Let Γ act continuously on X . We say that θ is dynamically generating if for any
distinct x, y ∈ X one has θ(sx, sy) > 0 for some s ∈ Γ. For each F ∈ F(Γ), we
define continuous pseudometrics θF,2 and θF,∞ on X by
θF,2(x, y) =
(
1
|F |
∑
s∈F
(θ(sx, sy))2
)1/2
,(4.1)
θF,∞(x, y) = max
s∈F
θ(sx, sy).(4.2)
The following result says that the topological entropy of the action can be calcu-
lated using Nε(X, θF,2) or Nε(X, θF,∞), for any dynamically generating continuous
pseudometric θ on X . The formula in terms of Nε(X, θF,∞) was proved by Deninger
[18, Proposition 2.3], and the formula in terms of Nε(X, θF,2) is in [41, Theorem 4.2].
Lemma 4.1. Let Γ act on a compact metrizable space X continuously, and let θ be
a dynamically generating continuous pseudometric on X. Then
htop(X) = sup
ε>0
lim sup
F
logNε(X, θF,2)
|F |
= sup
ε>0
lim sup
F
logNε(X, θF,∞)
|F |
.
For any countable left ZΓ-module M, we denote by M̂ the Pontryagin dual of
the discrete abelian group M. The left ZΓ-module structure on M corresponds to
an action of Γ on the discrete abelian group M by automorphisms, and induces a
natural action of Γ on the compact metrizable abelian group M̂ by (continuous)
automorphisms.
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Let d ∈ N. We may identify ((R/Z)d×1)Γ with Ÿ (ZΓ)1×d naturally through the
pairing (ZΓ)1×d × ((R/Z)d×1)Γ → R/Z given by
〈f, x〉 = (fx)e,
where fx ∈ (R/Z)Γ is defined similar to the product in ZΓ:
(fx)t =
∑
s∈Γ,1≤j≤d
fs,jxs−1t,j.
It is easy to check that the induced natural Γ-action on ((R/Z)d×1)Γ, denoted by σ,
is given by
(σs(x))t = xts
for x ∈ ((R/Z)d×1)Γ and s, t ∈ Γ.
Consider the following metric ϑ on R/Z:
ϑ(x+ Z, y + Z) = min
z∈Z
|x− y − z|.
Using ϑ we define two metrics ϑ2 and ϑ∞ on (R/Z)d×1 by
ϑ2(x, y) =
Ñ
1
d
d∑
j=1
(ϑ(xj , yj))
2
é1/2
,
ϑ∞(x, y) = max
1≤j≤d
ϑ(xj , yj),
for x = (xj)1≤j≤d and y = (yj)1≤j≤d in (R/Z)d×1. Via the coordinate map at e, we
shall also think of both ϑ2 and ϑ∞ as continuous pseudometrics on ((R/Z)d×1)Γ, i.e.
ϑ2(x, y) = ϑ2(xe, ye), ϑ∞(x, y) = ϑ∞(xe, ye).
It is clear that both ϑ2 and ϑ∞ are dynamically generating on ((R/Z)d×1)Γ. For
any F ∈ F(Γ), we shall write ϑF,2 and ϑF,∞ for (ϑ2)F,2 and (ϑ∞)F,∞ respectively.
Explicitly, for x = (xs,j)s∈Γ,1≤j≤d and y = (ys,j)s∈Γ,1≤j≤d in ((R/Z)d×1)Γ, one has
ϑF,2(x, y) =
Ñ
1
d|F |
∑
s∈F,1≤j≤d
(ϑ(xs,j , ys,j))
2
é1/2
,(4.3)
ϑF,∞(x, y) = max
s∈F,1≤j≤d
ϑ(xs,j , ys,j).(4.4)
If X is a closed Γ-invariant subgroup of ((R/Z)d×1)Γ, then from Lemma 4.1 we get
h(X) = sup
ε>0
lim sup
F
logNε(X, ϑF,2)
|F |
= sup
ε>0
lim sup
F
logNε(X, ϑF,∞)
|F |
.(4.5)
Let J be a (possibly infinite) subset of (ZΓ)1×d. We denote by MJ the ZΓ-
submodule of (ZΓ)1×d generated by J , and set
XJ =
¤ (ZΓ)1×d/MJ = {x ∈ ((R/Z)d×1)Γ : fx = 0 for all f ∈ J}.(4.6)
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For F ∈ F(Γ), we set
XJ,F = {x ∈ ((R/Z)
d×1)Γ : fx = 0 on F for all f ∈ J}.(4.7)
The following theorem is the main result in this subsection.
Theorem 4.2. Let J ⊆ (ZΓ)1×d. Then
h(XJ) = sup
ε>0
lim sup
F
logNε(XJ,F , ϑF,∞)
|F |
.
Theorem 4.2 follows from (4.5) and the lemma below.
Lemma 4.3. Let J ⊆ (ZΓ)1×d and ε > 0. Then
lim sup
F
logN4ε(XJ,F , ϑF,∞)
|F |
≤ lim sup
F
logNε(XJ , ϑF,∞)
|F |
≤ lim sup
F
logNε(XJ,F , ϑF,∞)
|F |
.
(4.8)
In order to prove the previous lemma, we need the following quasitiling result of
Ornstein and Weiss [58, page 24, Theorem 6] [41, Theorem 8.3 and Remark 8.4].
Lemma 4.4. Let ε > 0 and K ∈ F(Γ). Then there exist δ > 0 and K ′, F1, . . . , Fm ∈
F(Γ) such that
(1) Fj ∈ B(K, ε) for each 1 ≤ j ≤ m;
(2) for any A ∈ B(K ′, δ), there are finite subsets D1, . . . , Dm of Γ such that⋃
1≤j≤m FjDj ⊆ A, the family {Fjcj : 1 ≤ j ≤ m, cj ∈ Dj} of subsets of Γ
are pairwise disjoint, and |
⋃
1≤j≤m FjDj| ≥ (1− ε)|A|.
We are now ready to prove Lemma 4.3. Let us first sketch the idea of the proof
of Lemma 4.3 briefly. While the second inequality is obvious, the first relies on a
quasi-tiling argument using Lemma 4.4. The limit superior on the left side is almost
realized by sets which become more and more left invariant and can all be tiled
with a fixed precision by finitely many fixed tiles. There are plenty of approximate
solutions on certain right translations of the more and more left invariant set, being
sufficiently separated on one of the tiles. We arrange the right translations of the
more and more left invariant sets to exhaust the group Γ. Then the approximate
solutions converge to precise solutions.
Proof of Lemma 4.3. Since XJ ⊆ XJ,F for every F ∈ F(Γ), clearly the second in-
equality in (4.8) holds.
Note that
Nε(((R/Z)
d×1)Γ, ϑF,∞) ≤ (1 + ε
−1)d|F |(4.9)
for all ε > 0 and F ∈ F(Γ).
Set C = lim supF
logN4ε(XJ,F ,ϑF,∞)
|F |
< +∞. To show the first inequality in (4.8) it
suffices to show that for any η > 0, K ∈ F(Γ) and δ > 0 there exists F ∈ B(K, δ)
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such that
logNε(XJ , ϑF,∞)
|F |
≥ C − 2η.(4.10)
Let η > 0, K ∈ F(Γ) and δ > 0. We may assume that C − 2η > 0. Take δ1 > 0
such that (1 + (2ε)−1)2δ1d ≤ exp(η).
By Lemma 4.4 there exist δ′ > 0 and K ′, F1, . . . , Fm ∈ F(Γ) such that
(1) Fj ∈ B(K, δ) for each 1 ≤ j ≤ m;
(2) for any A ∈ B(K ′, δ′), there are finite subsets D1, . . . , Dm of Γ such that⋃
1≤j≤m FjDj ⊆ A, the family {Fjcj : 1 ≤ j ≤ m, cj ∈ Dj} of subsets of Γ
are pairwise disjoint, and |
⋃
1≤j≤m FjDj | ≥ (1− δ1)|A|.
Enlarging K ′ if necessary, we may assume that e ∈ K ′.
Take an increasing sequence {e} ∈ K1 ⊆ K2 ⊆ . . . of finite subsets of Γ such that
their union is Γ.
Fix n ∈ N and take B ∈ B(KnK ′,min(δ1, δ′)) such that
logN4ε(XJ,B, ϑB,∞)
|B|
≥ C − η.(4.11)
Set A = {s ∈ B : Kns ⊆ B}. Since KnK
′ ⊇ Kn, one has |A| ≥ (1 − δ1)|B|.
Furthermore,
|{s ∈ A : K ′s ⊆ A}| = |{s ∈ B : KnK
′s ⊆ B}| ≥ (1− δ′)|B| ≥ (1− δ′)|A|.
Thus A ∈ B(K ′, δ′). Then we have finite subsets D1, . . . , Dm of Γ as above.
Set W = B \
⋃
1≤j≤m FjDj. Then
|B \ A| = |B| − |A| ≤ δ1|A|,
and ∣∣∣∣∣∣A \ ⋃1≤j≤mFjDj
∣∣∣∣∣∣ = |A| −
∣∣∣∣∣∣ ⋃1≤j≤mFjDj
∣∣∣∣∣∣ ≤ δ1|A|.
Thus
|W | = |B \ A|+
∣∣∣∣∣∣A \ ⋃1≤j≤mFjDj
∣∣∣∣∣∣ ≤ δ1|B|+ δ1|A| ≤ 2δ1|B|.
From (4.9) we have
N2ε(XJ,B, ϑW,∞) ≤ (1 + (2ε)
−1)d|W | ≤ (1 + (2ε)−1)2δ1d|B| ≤ exp(|B|η).(4.12)
Let Wj,cj (resp. WW ) be a maximal 2ε-separated subset of XJ,B under ϑFjcj ,∞
for every 1 ≤ j ≤ m and cj ∈ Dj (resp. under ϑW,∞). Also let WB be a 4ε-
separated subset of XJ,B under ϑB,∞. For each x ∈ WB, we can find a point ϕ(x)
in WW ×
∏
1≤j≤m,cj∈Dj Wj,cj such that
ϑW,∞(x, ϕ(x)W ) ≤ 2ε, and ϑFjcj ,∞(x, ϕ(x)j,cj) ≤ 2ε, ∀1 ≤ j ≤ m, cj ∈ Dj,
ENTROPY, DETERMINANTS, AND L2-TORSION 25
where ϕ(x)W denotes the coordinate of ϕ(x) in WW and ϕ(x)j,cj denotes the coor-
dinate of ϕ(x) in Wj,cj . Since B is the union of Fjcj for 1 ≤ j ≤ m, cj ∈ Dj and W ,
we have
ϑB,∞(x, y) = max
®
ϑW,∞(x, y), max
1≤j≤m
max
cj∈Dj
ϑFjcj ,∞(x, y)
´
for all x, y ∈ ((R/Z)d×1)Γ. It follows that the map ϕ : WB →WW×
∏
1≤j≤m,cj∈Dj Wj,cj
is injective. Therefore
N4ε(XJ,B, ϑB,∞) ≤ N2ε(XJ,B, ϑW,∞)
∏
1≤j≤m
∏
cj∈Dj
N2ε(XJ,B, ϑFjcj ,∞)(4.13)
(4.12)
≤ exp(|B|η)
∏
1≤j≤m
∏
cj∈Dj
N2ε(XJ,B, ϑFjcj ,∞).
From (4.13) and (4.11) we get∏
1≤j≤m
∏
cj∈Dj
N2ε(XJ,B, ϑFjcj ,∞) ≥ exp(|B|(C − 2η))
≥ exp
Ñ
(C − 2η)
∑
1≤j≤m
∑
cj∈Dj
|Fjcj|
é
,
and hence we can find some 1 ≤ jn ≤ m and c(n) ∈ Djn such that
N2ε(XJ,B, ϑFjnc(n),∞) ≥ exp((C − 2η)|Fjnc(n)|) = exp((C − 2η)|Fjn|).
Note that σs(XJ,Fs) = XJ,F and ϑF,∞(σs(x), σs(y)) = ϑFs,∞(x, y) for all s ∈ Γ,
F ∈ F(Γ) and x, y ∈ ((R/Z)d×1)Γ. It follows that
N2ε(XJ,Bc−1
(n)
, ϑFjn ,∞) = N2ε(XJ,B, ϑFjnc(n),∞) ≥ exp((C − 2η)|Fjn|).
Note that if B1 ⊆ B2 are in F(Γ), then XJ,B2 ⊆ XJ,B1. Since Bc
−1
(n) ⊇ KnFjn, we
have XJ,Bc−1
(n)
⊆ XJ,KnFjn . Therefore
N2ε(XJ,KnFjn , ϑFjn ,∞) ≥ N2ε(XJ,Bc−1(n)
, ϑFjn ,∞) ≥ exp((C − 2η)|Fjn|).
Passing to a subsequence of {Kn}n∈N if necessary, we may assume that jn does
not depend on n. Set F = Fjn . Denote by M the smallest integer no less than
exp((C − 2η)|F |). Then F ∈ B(K, δ) and
N2ε(XJ,KnF , ϑF,∞) ≥M
for all n ∈ N.
For each n ∈ N, take xn,1, . . . , xn,M in XJ,KnF such that
ϑF,∞(xn,i, xn,j) ≥ 2ε
for all 1 ≤ i < j ≤ M . Then fxn,i = 0 on KnF for all n ∈ N, 1 ≤ i ≤ M , and
f ∈ J . Since ((R/Z)d×1)Γ is a compact metrizable space, passing to a subsequence
of {Kn}n∈N if necessary, we may assume that, for each 1 ≤ i ≤ M , the sequence
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xn,i converges to some xi in ((R/Z)d×1)Γ as n → ∞. Since ϑF,∞ is a continuous
pseudometric on ((R/Z)d×1)Γ, we have
ϑF,∞(xi, xj) = lim
n→∞
ϑF,∞(xn,i, xn,j) ≥ 2ε
for all 1 ≤ i < j ≤ M . Note that the map ((R/Z)d×1)Γ → (R/Z)Γ sending x to fx
is continuous for every f ∈ (ZΓ)1×d. Thus for each 1 ≤ i ≤ M one has
fxi = lim
n→∞
fxn,i = 0
for all f ∈ J , and hence xi ∈ XJ . Therefore
Nε(XJ , ϑF,∞) ≥ M ≥ exp((C − 2η)|F |),
establishing (4.10). 
4.2. The positive case. In this subsection we prove Theorem 1.2 in the case f ∈
Md(ZΓ) is positive in Md(NΓ) with ker f = {0}.
Lemma 4.5. Let f ∈Md(ZΓ) be positive in Md(NΓ) with ker f = {0}. Then
h(Xf) = log detNΓf.
To show h(Xf ) ≤ log detNΓf , we apply the method used first in [7] for the case Γ is
a finitely generated residually finite group and f is a generalized Laplace operator.
For any set X, we denote by ℓ2R(X) the Hilbert space of all real-valued square-
summable functions on X.
Lemma 4.6. Let X be a nonempty finite set, and T ∈ B(ℓ2R(X)) be injective and
positive. For each η > 0 denote by Bη the closed ball in ℓ
2
R(X) with center 0 and
radius η|X|1/2. Let 0 < κ ≤ 1/2. Denote by Dκ the product of the eigenvalues of T
in (0, κ] counted with multiplicity. If T has no eigenvalue in (0, κ], we set Dκ = 1.
Then N1(T
−1(Bκ/4), ‖ · ‖2/|X|
1/2) ≤ 1/Dκ.
Proof. Denote by V the linear span of the eigenvectors of T in ℓ2R(X) with eigenvalue
no bigger than κ, and by P the orthogonal projection of ℓ2R(X) onto V .
Note that for each x ∈ ℓ2R(X) one has
‖Tx‖22 = ‖T (Px)‖
2
2 + ‖T (x− Px)‖
2
2 ≥ ‖T (x− Px)‖
2
2 ≥ κ
2‖x− Px‖22.
Thus ‖x− Px‖2/|X|
1/2 ≤ 1/4 for every x ∈ T−1(Bκ/4).
Let W be a 1-separated subset of T−1(Bκ/4) under ‖ · ‖2/|X|
1/2 with
N1(T
−1(Bκ/4), ‖ · ‖2/|X|
1/2) = |W|.
For any distinct x, y in W, one has ‖(x− y)− P (x− y)‖2/|X|
1/2 ≤ 1/2, and hence
‖Px− Py‖2/|X|
1/2 > 1/2.
For each z ∈ P (W), denote by Bz the closed ball in V centered at z with radius
1/4 under ‖ · ‖2/|X|
1/2. For each z ∈ P (W), say z = Px for some x ∈W, one has
‖Tz‖2/|X|
1/2 = ‖TPx‖2/|X|
1/2 = ‖PTx‖2/|X|
1/2 ≤ ‖Tx‖2/|X|
1/2 ≤ κ/4.
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Note that ‖Tx‖2 ≤ κ‖x‖2 for all x ∈ V . Thus every element in T (
⋃
z∈P (W)Bz) has
‖ · ‖2/|X|
1/2-norm at most κ/2.
Denote by E the multiset of all eigenvalues of T in (0, κ] listed with multiplicity.
Then we can find a basis of V under which the matrix of T |V is diagonal with the
diagonal entries being exactly the elements of E. Thus the volume of T (
⋃
z∈P (W)Bz)
is det(T |V ) =
∏
t∈E t times the volume of
⋃
z∈P (W)Bz. Since the balls Bz for z ∈
P (W) are pairwise disjoint, we have
|W|
∏
t∈E
t ≤
Ç
κ/2
1/4
ådimR(V )
= (2κ)dimR(V ) ≤ 1.
Therefore
N1(T
−1(Bκ/4), ‖ · ‖2/|X|
1/2) = |W| ≤
∏
t∈E
t−1 = 1/Dκ.

We need the following well-known fact (see [67, Lemma 4] or [41, Lemma 3.1]).
Lemma 4.7. Let n ∈ N and let T : Cn → Cn be an invertible linear map, preserving
Zn. Then | detT | = |Zn/TZn|.
For f = (fs,j,k)s∈Γ,1≤j≤d′,1≤k≤d ∈ Md′×d(ZΓ), we set
‖f‖1 =
∑
s∈Γ
∑
1≤j≤d′
∑
1≤k≤d
|fs,j,k|.
For g = (gs,j)s∈Γ,1≤j≤d ∈ (Rd×1)Γ, we set
‖g‖∞ = sup
s∈Γ,1≤j≤d
|gs,j|,
and
‖g‖2 = (
∑
s∈Γ
∑
1≤j≤d
|gs,j|
2)1/2.
For a finite set X, we denote by Z[X] the set of all Z-valued functions on X. For
any subset K of Γ, we identify (Rd×1)K with the set of elements in (Rd×1)Γ with
support contained in K.
For any f ∈Md′×d(ZΓ), let J be the set of rows of f , then from (4.6) we have
(4.14) Xf = XJ = {x ∈ ((R/Z)
d×1)Γ : fx = 0}.
Lemma 4.8. Let f ∈Md(ZΓ) be positive in Md(NΓ) with ker f = {0}. Then
h(Xf) ≤ log detNΓf.
The idea of the proof is to lift elements of some ε-separated subset of Xf to
elements in (Rd×1)Γ and restrict them to elements in (ℓ2(F ))d×1. These are mapped
by fF to (Z[F ])d×1/fF (Z[F ])d×1. We use Lemma 4.6 to control the cardinality of
the fiber of this map by spectral information about fF . Finally, this implies the
inequality using Lemma 3.8.
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Proof. Denote by K the support of f as a Md(Z)-valued function on Γ. For each
x ∈ ((R/Z)d×1)Γ, take x˜ ∈ ([−1/2, 1/2)d×1)Γ such that xs = x˜s + Zd×1 for all s ∈ Γ.
Then for each x ∈ Xf one has fx˜ ∈ (Zd×1)Γ.
Let 0 < ε < 1, and 0 < κ ≤ 1/2. Set η = εκ/4. Let F ∈ F(Γ) such that
‖f‖ · |K−1F \F |1/2/2 ≤ η|F |1/2. Recall the linear map fF : (ℓ
2(F ))d×1 → (ℓ2(F ))d×1
defined by (2.6). Define a map ΦF : Xf → (Z[F ])d×1/fF (Z[F ])d×1 sending x to
(fx˜)|F+fF (Z[F ])d×1. By Lemma 3.1 we know that fF is invertible. From Lemma 4.7
we get
|(Z[F ])d×1/fF (Z[F ])
d×1| = det(fF ).(4.15)
Let W be a (ϑF,2, ε)-separated subset of Xf with |W| = Nε(Xf , ϑF,2). Then we
can find a subset W1 of W such that
|W| ≤ |W1| · |(Z[F ])
d×1/fF (Z[F ])
d×1|
and ΦF takes the same value on W1.
Let x ∈ W1. Then fx˜ ∈ (Zd×1)Γ and ‖fx˜‖∞ ≤ ‖f‖1/2. Since fF is bijective
and has real coefficients under the natural basis of (ℓ2(F ))d×1, it restricts to an
invertible linear map T : (ℓ2R(F ))
d×1 → (ℓ2R(F ))
d×1. Thus we can find a unique
x′ ∈ (ℓ2R(F ))
d×1 such that fx′ = f(x˜|Γ\F ) on F . Then fx
′+f(x˜|F ) = fx˜ on F . Note
that f(x˜|Γ\F ) = f(x˜|K−1F\F ) on F . Thus
‖fFx
′‖2 = ‖(fx
′)|F‖2
= ‖(f(x˜|Γ\F ))|F‖2
= ‖(f(x˜|K−1F\F ))|F‖2
≤ ‖f(x˜|K−1F\F )‖2
≤ ‖f‖ · ‖x˜|K−1F\F‖2
≤ ‖f‖ · (d|K−1F \ F |)1/2/2 ≤ η(d|F |)1/2.
For r > 0 denote by BF,r the closed ball in (ℓ
2
R(F ))
d×1 with center 0 and radius
r(d|F |)1/2. Then x′ ∈ T−1(BF,η).
Recall Df,F,κ in Notation 3.6. Taking X = F × {1, . . . , d} in Lemma 4.6 we have
Nε(T
−1(BF,η), ‖ · ‖2/(d|F |)
1/2) = N1(T
−1(BF,κ/4), ‖ · ‖2/(d|F |)
1/2)
≤ 1/Df,F,κ.
Thus we can find some W2 ⊆W1 and y ∈W2 such that
|W1| ≤ |W2|/Df,F,κ
and for every x ∈ W2 one has ‖x
′ − y′‖2 ≤ ε(d|F |)
1/2. We fix such an element y of
W2.
Let x ∈ W2. Then ΦF (x) = ΦF (y). Thus there exists wx ∈ (Z[F ])d×1 such that
fwx = fx˜ − f y˜ on F . Then fwx = f(x
′ − y′) + f(x˜|F − y˜|F ) on F . Since fF is
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injective, we get wx = x
′ − y′ + x˜|F − y˜|F . From (4.3) we get
ϑF,2(x, y) ≤ ‖x˜|F − y˜|F − wx‖2/(d|F |)
1/2 = ‖x′ − y′‖2/(d|F |)
1/2 ≤ ε.
As W is (ϑF,2, ε)-separated, we get x = y. Thus |W2| = 1, and hence
Nε(Xf , ϑF,2) = |W|(4.16)
≤ |W1| · |(Z[F ])
d×1/fF (Z[F ])
d×1|
≤ |W2| · |(Z[F ])
d×1/fF (Z[F ])
d×1|/Df,F,κ
= |(Z[F ])d×1/fF (Z[F ])
d×1|/Df,F,κ
(4.15)
= det(fF )/Df,F,κ
(3.9)
= exp
Ç
|F |
∫ ‖f‖
κ+
log t dµf,F (t)
å
.
Taking g = f in Lemma 3.8 we get
lim sup
F
logNε(Xf , ϑF,2)
|F |
(4.16)
≤ lim sup
F
∫ ‖f‖
κ+
log t dµf,F (t) ≤
∫ ‖f‖
κ+
log t dµf(t).
Letting κ→ 0+, we obtain
lim sup
F
logNε(Xf , ϑF,2)
|F |
≤
∫ ‖f‖
0+
log t dµf(t).
Since ker f = {0}, from Section 2.2 we have µf({0}) = 0. Thus
lim sup
F
logNε(Xf , ϑF,2)
|F |
≤
∫ ‖f‖
0+
log t dµf(t) =
∫ ‖f‖
0
log t dµf(t)
(2.3)
= log detNΓf.
From (4.5) we get
h(Xf) = sup
ε>0
lim sup
F
logNε(Xf , ϑF,2)
|F |
≤ log detNΓf.

To show h(Xf) ≥ log detNΓf , we use Theorem 4.2 to prove the following lemma
and then apply Theorem 1.4.
Lemma 4.9. Let f ∈Md(ZΓ) be positive in Md(NΓ) with ker f = {0}. Then
h(Xf) ≥ lim sup
F
log det(fF )
|F |
.
Proof. Set ε = 1/(2‖f‖1). Denote by P the natural quotient map (ℓ
∞
R (Γ))
d×1 →
((R/Z)Γ)d×1 = ((R/Z)d×1)Γ. Denote by J the set of rows of f . Then J ⊆ (ZΓ)1×d
and Xf = XJ .
Let F ∈ F(Γ). Denote by YF the set of x ∈ ([0, 1)
F )d×1 satisfying fFx ∈ (Z[F ])d×1.
Then P (YF ) ⊆ XJ,F . Let x, y ∈ YF . Suppose that ϑF,∞(P (x), P (y)) ≤ ε. From (4.4)
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we can find z ∈ (Z[F ])d×1 such that ‖x − y − z‖∞ ≤ ε. Note that f(x − y − z) =
fx−fy−fz takes values in Zd×1 on F , and ‖f(x−y−z)‖∞ ≤ ‖f‖1‖x−y−z‖∞ ≤ 1/2.
Thus f(x−y−z) = 0 on F , i.e., fF (x−y−z) = 0. Since fF is injective by Lemma 3.1,
we get x − y − z = 0. Because x − y takes values in (−1, 1)d×1 on F and z takes
values in Zd×1 on F , we get x = y. Therefore
Nε(XJ,F , ϑF,∞) ≥ |YF |.
From Lemma 4.7 one has
|YF | = det(fF ).
By Theorem 4.2 we get
h(Xf ) = h(XJ) ≥ lim sup
F
logNε(XJ,F , ϑF,∞)
|F |
≥ lim sup
F
log det(fF )
|F |
.

Now Lemma 4.5 follows from Lemmas 4.8 and 4.9, and Theorem 1.4.
4.3. Proof of Theorem 1.2. In this subsection we prove Theorem 1.2. Let Γ act
on a compact metrizable abelian group X by automorphisms. For any nonempty
finite subset E of the Pontryagin dual X̂ of X , the function F 7→ log |
∑
s∈F s
−1E |
defined on F(Γ) satisfies the conditions of the Ornstein-Weiss lemma [45, Theorem
6.1], thus the limit
lim
F
log |
∑
s∈F s
−1E |
|F |
exists and is a nonnegative real number. We need the following result of Peters [61,
Theorem 6]:
Theorem 4.10. Let Γ act on a compact metrizable abelian group X by automor-
phisms. Then
h(X) = sup
E
lim
F
log |
∑
s∈F s
−1E |
|F |
,
where E ranges over all nonempty finite subsets of X̂.
In [61], Theorem 4.10 was stated and proved only for the case Γ = Z, but the
proof there works for general countable discrete amenable groups. It was used in
[14] first to study entropy properties of algebraic actions.
We specialize Theorem 4.10 to the case of finitely presented algebraic actions. The
following lemma shows that we may restrict attention to a specific family of finite
subsets of the Pontrjagin dual if X = Xg. We need to introduce some notations.
For n ∈ N and F ∈ F(Γ), we denote by Z[F, n] the set of x ∈ Z[F ] satisfying
‖x‖∞ ≤ n. For f ∈ Md′×d(ZΓ) and W ⊆ (ZΓ)d×1 (resp. W ⊆ (ZΓ)1×d), we
denote by W + f ∗(ZΓ)d
′×1 (resp. W + (ZΓ)1×d
′
f) the subset of (ZΓ)d×1/f ∗(ZΓ)d
′×1
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(resp. (ZΓ)1×d/(ZΓ)1×d
′
f) consisting of elements of the form x+f ∗(ZΓ)d
′×1 (resp. x+
(ZΓ)1×d
′
f) with x ∈ W .
Lemma 4.11. Let g ∈Md′×d(ZΓ). For each n ∈ N, the limit
lim
F
log |(Z[F, n])d×1 + g∗(ZΓ)d
′×1|
|F |
exists, and is a nonnegative real number. Furthermore,
h(Xg) = sup
n∈N
lim
F
log |(Z[F, n])d×1 + g∗(ZΓ)d
′×1|
|F |
.
Proof. The adjoint map (ZΓ)1×d → (ZΓ)d×1 sending h to h∗ induces an abelian
group isomorphism Φ from X̂g = (ZΓ)1×d/(ZΓ)1×d
′
g onto (ZΓ)d×1/g∗(ZΓ)d
′×1.
Let n ∈ N. Via the embedding Z →֒ ZΓ sending a to ae we identify Z with
a subring of ZΓ. Then we identify Z1×d with a subgroup of (ZΓ)1×d. Denote by
E the finite subset {k + (ZΓ)1×d
′
g : k ∈ Z1×d, ‖k‖∞ ≤ n} of (ZΓ)1×d/(ZΓ)1×d
′
g.
For each F ∈ F(Γ), we have
∑
s∈F s
−1E = (Z[F−1, n])1×d + (ZΓ)1×d
′
g, and hence
Φ(
∑
s∈F s
−1E ) = (Z[F, n])d×1 + g∗(ZΓ)d
′×1. Thus
lim
F
log |(Z[F, n])d×1 + g∗(ZΓ)d
′×1|
|F |
= lim
F
log |
∑
s∈F s
−1
E |
|F |
∈ [0,+∞).
From Theorem 4.10 we get
h(Xg) ≥ sup
n∈N
lim
F
log |(Z[F, n])d×1 + g∗(ZΓ)d
′×1|
|F |
.
Let E be a nonempty finite subset of X̂g = (ZΓ)1×d/(ZΓ)1×d
′
g. Then there exist
n ∈ N and K ∈ F(Γ) such that E ⊆ (Z[K, n])1×d + (ZΓ)1×d
′
g. Let F ∈ F(Γ). Note
that each element of Γ can be written as s−1t with s ∈ F and t ∈ K for at most |K|
ways. Thus∑
s∈F
s−1E ⊆ (
∑
s∈F
s−1Z[K, n])1×d + (ZΓ)1×d
′
g ⊆ (Z[F−1K, |K|n])1×d + (ZΓ)1×d
′
g.
When F becomes more and more left invariant, K−1F also becomes more and more
left invariant, and |K−1F |/|F | → 1. Therefore
lim
F
log |
∑
s∈F s
−1
E |
|F |
≤ lim sup
F
log |(Z[F−1K, |K|n])1×d + (ZΓ)1×d
′
g|
|F |
= lim sup
F
log |(Z[F−1K, |K|n])1×d + (ZΓ)1×d
′
g|
|K−1F |
= lim
F
log |(Z[F−1, |K|n])1×d + (ZΓ)1×d
′
g|
|F |
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= lim
F
log |(Z[F, |K|n])d×1 + g∗(ZΓ)d
′×1|
|F |
.
Since E is an arbitrary nonempty finite subset of X̂g, from Theorem 4.10 we get
h(Xg) ≤ sup
n∈N
lim
F
log |(Z[F, n])d×1 + g∗(ZΓ)d
′×1|
|F |
.

We need the following result:
Lemma 4.12 (Lemma 5.1 in [41]). There exists some universal constant C > 0
such that for any λ > 1, there is some 0 < δ < 1 so that for any nonempty finite
set X, any positive integer m with |X| ≤ δm, and any M ≥ 1 one has
|{x ∈ Z[X] : ‖x‖2 ≤ M ·m
1/2}| ≤ CλmM |X|.
Now, we establish a relationship between the cardinality of (Z[F, n])d×1+f ∗(ZΓ)d
′×1
and Nε(XJ,F , ϑF,∞). This will be the key to prove Lemma 4.14. Once we have es-
tablished Lemma 4.14, Theorem 1.2 will basically follow from an application of
Yuzvinski˘ı’s addition formula.
Lemma 4.13. Let λ > 1, 0 < κ ≤ 1/2, and n ∈ N. Let C and δ be as in
Lemma 4.12. Let f ∈ Md′×d(ZΓ) such that ker f = {0}. Denote by J the subset
of (ZΓ)1×d
′
consisting of all rows of f ∗ and g ∈ (ZΓ)1×d
′
satisfying gf = 0. Set
M = (8n‖f‖2/κ) + 2‖f‖(d′/d)1/2. Denote by K the support of f as a Md′×d(Z)-
valued function on Γ union with {e}. Then for any F ∈ F(Γ) satisfying |K−1KF \
F | ≤ δ|F |, one has
|(Z[F, n])d×1 + f ∗(ZΓ)d
′×1| ≤ Cλd|F |Md|K
−1KF\F |(1 + 4‖f‖1)
d′|KF\F |(4.17)
N1/(4‖f‖1)(XJ,F , ϑF,∞)(Df∗f,F,κ)
−1,
where XJ,F and Df∗f,F,κ are defined by (4.7) and Notation 3.6 respectively. If fur-
thermore Γ is finite, then
|(Z[Γ, n])d×1 + f ∗(ZΓ)d
′×1| ≤ N1/(2‖f‖1)(XJ,Γ, ϑΓ,∞)(Df∗f,Γ,κ)
−1.(4.18)
Proof. Take W ⊆ (Z[F, n])d×1 such that
|W| = |(Z[F, n])d×1 + f ∗(ZΓ)d
′×1|(4.19)
and x− y 6∈ f ∗(ZΓ)d
′×1 for all distinct x, y ∈W.
Note that ker(f ∗f) = ker f = {0}. Thus by Lemma 3.1 the linear map (f ∗f)F
defined by (2.6) is invertible. Since (f ∗f)F is bijective and has real coefficients
under the natural basis of (ℓ2(F ))d×1, it restricts to an invertible linear map T :
(ℓ2R(F ))
d×1 → (ℓ2R(F ))
d×1.
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For each x ∈ W, take x′ ∈ (ℓ2R(F ))
d×1 such that f ∗fx′ = x on F . Set W′ = {x′ :
x ∈ W}. For r > 0 denote by BF,r the closed ball in (ℓ
2
R(F ))
d×1 with center 0 and
radius r(d|F |)1/2. For each x ∈W, one has
‖(f ∗fx′)|F‖2/(d|F |)
1/2 = ‖x‖2/(d|F |)
1/2 ≤ ‖x‖∞ ≤ n.
Thus W′ ⊆ T−1(BF,n). Taking X = F × {1, . . . , d} in Lemma 4.6 we get
N4n/κ(W
′, ‖ · ‖2/(d|F |)
1/2) ≤ N4n/κ(T
−1(BF,n), ‖ · ‖2/(d|F |)
1/2)
= N1(T
−1(BF,κ/4), ‖ · ‖2/(d|F |)
1/2)
≤ 1/Df∗f,F,κ.
Thus we can find some W1 ⊆W and y ∈W1 such that
|W| ≤ |W1|/Df∗f,F,κ(4.20)
and for every x ∈W1 one has
‖x′ − y′‖2 ≤ (4n/κ)(d|F |)
1/2.(4.21)
We fix such an element y of W1.
Denote by P the natural quotient map (ℓ∞R (Γ))
d′×1 → ((R/Z)Γ)d
′×1 = ((R/Z)d
′×1)Γ.
For each x ∈W1, the function f
∗f(x′ − y′) = x− y takes values in Zd×1 on F , and
it follows that P (f(x′ − y′)) ∈ XJ,F . Then we can find some W2 ⊆W1 and z ∈W2
such that
|W1| ≤ |W2|N1/(2‖f‖1)(XJ,F , ϑKF,∞)(4.22)
and for every x ∈W2 one has
ϑKF,∞(P (f(x
′ − z′)), 0) = ϑKF,∞(P (f(x
′ − y′)), P (f(z′ − y′))) ≤ 1/(2‖f‖1).
(4.23)
We fix such an element z of W2.
Note that
ϑKF,∞(u, v) = max(ϑF,∞(u, v), ϑKF\F (u, v))
for all u, v ∈ ((R/Z)d
′×1)Γ. Thus
N1/(2‖f‖1)(XJ,F , ϑKF,∞) ≤ N1/(4‖f‖1)(XJ,F , ϑF,∞) ·N1/(4‖f‖1)(XJ,F , ϑKF\F,∞)
(4.24)
≤ N1/(4‖f‖1)(XJ,F , ϑF,∞) ·N1/(4‖f‖1)(((R/Z)
d′×1)Γ, ϑKF\F,∞)
(4.9)
≤ N1/(4‖f‖1)(XJ,F , ϑF,∞) · (1 + 4‖f‖1)
d′|KF\F |.
Let x ∈ W2. Note that the support of f(x
′ − z′) as a Rd
′×1-valued function on
Γ is contained in KF . Take x˜ ∈ ([−1/2, 1/2)d
′×1)KF such that f(x′ − z′) − x˜ ∈
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(Z[KF ])d
′×1. From (4.4) we have
‖x˜‖∞ = ϑKF,∞(P (f(x
′ − z′)), 0)
(4.23)
≤ 1/(2‖f‖1).
Set x† = f(x′−z′)− x˜ ∈ (Z[KF ])d
′×1. Note that both x−z and f ∗x† are in (ZΓ)d×1,
and ‖f ∗x˜‖∞ ≤ ‖f‖1‖x˜‖∞ ≤ 1/2. Since
x− z = f ∗f(x′ − z′) = f ∗x˜+ f ∗x†
on F , we get f ∗x˜ = 0 on F and x− z = f ∗x† on F . Also note that
‖f ∗x†‖2 ≤ ‖f
∗‖ · ‖x†‖2(4.25)
≤ ‖f‖ · ‖f(x′ − z′)‖2 + ‖f‖ · ‖x˜‖2
≤ ‖f‖2‖x′ − z′‖2 + ‖f‖ · ‖x˜‖∞(d
′|KF |)1/2
≤ ‖f‖2(‖x′ − y′‖2 + ‖y
′ − z′‖2) + ‖f‖(d
′|K−1KF |)1/2
(4.21)
≤ (8n‖f‖2/κ)(d|F |)1/2 + 2‖f‖(d′|F |)1/2
=M(d|F |)1/2.
From (4.25) and Lemma 4.12 we get that the cardinality of the set {(f ∗x†)|K−1KF\F :
x ∈W2} is at most Cλ
d|F |Md|K
−1KF\F |. Thus we can find some W3 ⊆W2 such that
|W2| ≤ |W3|Cλ
d|F |Md|K
−1KF\F |(4.26)
and (f ∗x†)|K−1KF\F is the same for all x ∈W3.
Let x, w ∈W3. Then
x− w = (x− z)− (w − z) = f ∗(x† − w†)
on F . Also f ∗(x† −w†) = 0 on K−1KF \ F . Since the supports of f ∗(x† − w†) and
x − w as Zd×1-valued functions on Γ are contained in K−1KF and F respectively,
we conclude that
x− w = f ∗(x† − w†) ∈ f ∗(ZΓ)d
′×1.
By the choice of W we have x = w. Therefore |W3| = 1.
Now (4.17) follows from the inequalities (4.19), (4.20), (4.22), (4.24), and (4.26).
Suppose that Γ is finite and F = Γ. For any x ∈ W2, we have x − z = f
∗x† ∈
f ∗(ZΓ)d
′×1, and hence x = z by the choice of W. Thus |W2| = 1. Then (4.18)
follows from the inequalities (4.19), (4.20), and (4.22). 
Lemma 4.14. Let f ∈ Md′×d(ZΓ) with ker f = {0}. Denote by J the subset of
(ZΓ)1×d
′
consisting of all rows of f ∗ and g ∈ (ZΓ)1×d
′
satisfying gf = 0. Then
h(Xf ) ≤ h(XJ) ≤ h(Xf∗),
where XJ is defined by (4.6).
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Proof. According to (4.14), we have XJ ⊆ Xf∗ . Thus h(XJ) ≤ h(Xf∗).
In order to show h(Xf) ≤ h(XJ), by Lemma 4.11 applied to g = f , it suffices to
show
lim
F
log |(Z[F, n])d×1 + f ∗(ZΓ)d
′×1|
|F |
≤ h(XJ) + (d+ 1) log λ
for all n ∈ N and λ > 1. Let n ∈ N and λ > 1.
We have ker(f ∗f) = ker f = {0}. By Lemma 3.11 and Proposition 3.7 applied to
g = f ∗f there exists 0 < κ < 1 such that
lim sup
F
log(Df∗f,F,κ)
−1
|F |
≤ log λ.
We may assume that κ ≤ 1/2.
By Theorem 4.2 we have
lim sup
F
logN1/(4‖f‖1)(XJ,F , ϑF,∞)
|F |
≤ h(XJ).
From Lemma 4.13 we get
lim
F
log |(Z[F, n])d×1 + f ∗(ZΓ)d
′×1|
|F |
≤ d log λ+ lim sup
F
logN1/(4‖f‖1)(XJ,F , ϑF,∞)
|F |
+ lim sup
F
log(Df∗f,F,κ)
−1
|F |
≤ (d+ 1) log λ+ h(XJ)
as desired. 
Lemma 4.15. Let f ∈ Md′×d(ZΓ). Denote by J the subset of (ZΓ)1×d
′
consisting
of all rows of f ∗ and g ∈ (ZΓ)1×d
′
satisfying gf = 0. Then one has a Γ-equivariant
short exact sequence of compact metrizable groups
1→ Xf → Xf∗f → XJ → 1,
where the homomorphism Xf∗f → XJ is given by left multiplication by f .
Proof. The dual sequence of the above one is the following
0← (ZΓ)1×d/(ZΓ)1×d
′
f ← (ZΓ)1×d/(ZΓ)1×df ∗f ← (ZΓ)1×d
′
/MJ ← 0,(4.27)
where the homomorphism (ZΓ)1×d/(ZΓ)1×df ∗f ← (ZΓ)1×d
′
/MJ is given by right
multiplication by f . By Pontryagin duality it suffices to show that (4.27) is exact.
Clearly it is exact at (ZΓ)1×d/(ZΓ)1×d
′
f and (ZΓ)1×d/(ZΓ)1×df ∗f . Suppose that
x ∈ (ZΓ)1×d
′
/MJ and xf = 0 in (ZΓ)1×d/(ZΓ)1×df ∗f . Say, x is represented by x˜ in
(ZΓ)1×d
′
. Then x˜f = z˜f ∗f for some z˜ ∈ (ZΓ)1×d. It follows easily that x˜ lies in MJ .
Consequently, x = 0 and hence (4.27) is also exact at (ZΓ)1×d
′
/MJ . 
The following result is well known. For the convenience of the reader, we give a
proof.
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Proposition 4.16. Let f ∈Md(ZΓ). Then the following are equivalent:
(1) ker f 6= {0};
(2) ker f ∗ 6= {0};
(3) fg = 0 for some nonzero g ∈ Md(ZΓ).
Proof. (1)⇒(2): for any T ∈ B(ℓ2(Γ)d×1) one has the polar decomposition as follows:
there exist unique U, S ∈ B((ℓ2(Γ))d×1) satisfying that S ≥ 0, kerU = kerS = ker T ,
U is an isometry from the orthogonal complement of ker T onto the closure of imT ,
and T = US [34, Theorem 6.1.2]. Take T = f ∈ Md(NΓ). Since Md(NΓ) is
the subalgebra of B((ℓ2(Γ))d×1) consisting of elements commuting with the right
representation of Γ, from the uniqueness of the polar decomposition we have U, S ∈
Md(NΓ). Denote by P and Q the orthogonal projections from (ℓ
2(Γ))d×1 onto ker f
and ker f ∗ respectively. Then both P = 1−U∗U and Q = 1− UU∗ are in Md(NΓ).
Since trNΓ is faithful and P 6= 0, we have trNΓP = trNΓ(P
∗P ) > 0. Then
trNΓQ = trNΓ(1− UU
∗) = trNΓ(1− U
∗U) = trNΓP > 0.
Thus Q 6= 0, which means that ker f ∗ 6= {0}.
(2)⇒(1) follows from (1)⇒(2) by symmetry.
(1)⇒(3): by Lemma 2.3 we have fx = 0 for some nonzero x ∈ (CΓ)d×1. Taking
the real or imaginary part of x, we may assume that x ∈ (RΓ)d×1. By [14, Theorem
4.11] we may furthermore assume that x ∈ (ZΓ)d×1. Take g ∈ Md(ZΓ) to be the
square matrix with every column being x. Then fg = 0.
(3)⇒(1) is trivial. 
We need the Yuzvinski˘ı addition formula:
Lemma 4.17 (Corollary 6.3 in [41]). For any Γ-equivariant exact sequence of com-
pact metrizable groups
1→ Y1 → Y2 → Y3 → 1,
one has
h(Y2) = h(Y1) + h(Y3).
We are ready to prove Theorem 1.2.
Proof of Theorem 1.2. Note that ker(f ∗f) = ker f = {0}, and f ∗f is positive in
Md(NΓ). From Lemma 4.5 we have
1
2
h(Xf∗f ) =
1
2
log detNΓ(f
∗f)
(2.4)
= log detNΓf.
Denote by J the subset of (ZΓ)1×d
′
consisting of all rows of f ∗ and g ∈ (ZΓ)1×d
′
satisfying gf = 0. From Lemma 4.17 and the short exact sequence in Lemma 4.15
we get
h(Xf∗f ) = h(XJ) + h(Xf),(4.28)
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where XJ is defined by (4.6). From Lemma 4.14 we have
h(Xf) ≤ h(XJ).
Therefore
h(Xf ) ≤
1
2
h(Xf∗f ) = log detNΓf.
Now assume that d′ = d. From Lemma 4.14 we have h(Xf ) ≤ h(Xf∗). By Propo-
sition 4.16 we have ker f ∗ = {0}. Thus we also have h(Xf∗) ≤ h(Xf ). Therefore
h(Xf ) = h(Xf∗). Since ker f
∗ = {0}, J consists of all rows of f ∗ and the zero
element of (ZΓ)1×d
′
. Thus from (4.14) we have XJ = Xf∗ . By (4.28) we get
h(Xf ) =
1
2
h(Xf∗f) = log detNΓf.

5. Entropy and L2-torsion
Throughout this section Γ will be a countable discrete amenable group.
5.1. Proof of Theorem 1.1. In this subsection we prove Theorem 1.1. Throughout
this subsection we let M be a left ZΓ-module of type FLk for some k ∈ N with a
partial resolution C∗ → M by finitely generated free left ZΓ-modules as in (2.7).
We choose an ordered basis for each Cj, identify Cj with (ZΓ)1×dj , and take fj ∈
Mdj×dj−1(ZΓ) so that ∂j(y) = yfj for all y ∈ (ZΓ)
1×dj .
We show first that the conditions dimNΓ(NΓ ⊗ZΓ M) = 0 and χ(M) = 0 in
Theorem 1.1 are equivalent to ker f1 = {0}. Indeed the latter condition is the one
we really use in the proof of Theorem 1.1. We choose to use dimNΓ(NΓ ⊗ZΓ M)
and χ(M) in the statement of Theorem 1.1 because they are well-known intrinsic
invariants of M.
Lemma 5.1. The following are equivalent:
(1) dimNΓ(NΓ⊗ZΓ M) = 0,
(2) ker f1 = {0}.
If furthermore M is of type FL and C∗ → M is a resolution as in (2.8), then
dimNΓ(NΓ ⊗ZΓ M) = χ(M), and in particular the conditions (1) and (2) are also
equivalent to
(3) χ(M) = 0.
Proof. Let g ∈Md1×d0(NΓ). An argument similar to that in Section 2.2 shows that
the orthogonal projection pg from (ℓ
2(Γ))d0×1 onto the closure of (ℓ2(Γ))1×d1g lies in
Md0(NΓ). For each left NΓ-module M˜, denote byTM˜ the submodule of M˜ consisting
of elements having image 0 under every NΓ-module homomorphism M˜ → NΓ, and
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denote by PM˜ the quotient module M˜/TM˜. When M˜ is finitely generated, one has
dimNΓ M˜ = dimNΓ(PM˜) [49, Theorem 6.7]. Also, from [49, Lemma 6.52] one has
P((NΓ)1×d0/(NΓ)1×d1g) = (NΓ)1×d0(Id0 − pg),
where Id0 denotes the d0 × d0 identity matrix. Thus
dimNΓ((NΓ)
1×d0/(NΓ)1×d1g) = dimNΓ((NΓ)
1×d0(Id0 − pg)) = trNΓ(Id0 − pg).
For any unital ring R, any right R-module M♮, and any short exact sequence
0→M1 →M2 →M3 → 0
of left R-modules, the sequence
M♮ ⊗R M1 →M
♮ ⊗R M2 →M
♮ ⊗R M3 → 0
is exact [1, Proposition 19.13]. From the exact sequence (2.7), taking R = ZΓ,
M♮ = NΓ, M1 = ∂1(C1), M2 = C0 and M3 = M, we find that
NΓ⊗ZΓ C1
1⊗∂1→ NΓ⊗ZΓ C0 → NΓ⊗ZΓ M→ 0
is exact. Taking g = f1, we get
dimNΓ(NΓ⊗ZΓ M) = dimNΓ((NΓ)
1×d0/(NΓ)1×d1f1) = trNΓ(Id0 − pf1).
Thus dimNΓ(NΓ⊗ZΓM) = 0 if and only if trNΓ(Id0−pf1) = 0, equivalently Id0 = pf1 ,
i.e. (ℓ2(Γ))1×d1f1 is dense in (ℓ
2(Γ))1×d0 . The latter condition is equivalent to that
the map (ℓ2(Γ))1×d0 → (ℓ2(Γ))1×d1 sending y to yf ∗1 is injective. Taking adjoints we
find that the last condition is equivalent to ker f1 = {0}. This proves (1)⇔(2).
Now we assume further that M is of type FL and C∗ → M is a resolution as in
(2.8). Note that C⊗Z ZΓ = CΓ and hence for any left ZΓ-module M˜ one has
CΓ⊗ZΓ M˜ = (C⊗Z ZΓ)⊗ZΓ M˜ = C⊗Z (ZΓ⊗ZΓ M˜) = C⊗Z M˜.
Since C is a torsion-free Z-module, the functor C⊗Z? from the category of Z-modules
to the category of C-modules is exact [40, Proposition XVI.3.2]. Thus the functor
CΓ⊗ZΓ? from the category of left ZΓ-modules to the category of left CΓ-modules is
exact. Set C′j = CΓ⊗ZΓ Cj and M
′ = CΓ⊗ZΓM. Then from (2.8) we have the exact
sequence
0→ C′k
∂′
k→ · · ·
∂′2→ C′1
∂′1→ C′0 →M
′ → 0.(5.1)
The sequence
0→ NΓ⊗CΓ C
′
k
1⊗∂′
k→ · · ·
1⊗∂′2→ NΓ⊗CΓ C
′
1
1⊗∂′1→ NΓ⊗CΓ C
′
0 → NΓ⊗CΓ M
′ → 0
is exact at NΓ⊗CΓC
′
0 and NΓ⊗CΓM
′, but may fail to be exact at other places. Note
that (5.1) is a resolution of M′ by free left CΓ-modules. Lu¨ck showed [49, Theorem
6.37] that
dimNΓ(ker(1⊗ ∂
′
j)/im(1⊗ ∂
′
j+1)) = 0
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for all 1 ≤ j ≤ k, where we set 1 ⊗ ∂′k+1 = 0. Since dimNΓ is additive in the sense
that for any short exact sequence
0→M1 →M2 →M3 → 0
of left NΓ-modules one has dimNΓM2 = dimNΓM1 + dimNΓM3 [49, Theorem 6.7],
we get
dimNΓ(NΓ⊗ZΓ M) = dimNΓ(NΓ⊗CΓ M
′) =
k∑
j=0
(−1)j dimNΓ(NΓ⊗CΓ C
′
j)
=
k∑
j=0
(−1)jdj = χ(M).

Remark 5.2. It follows from Lemma 5.1 and [14, Theorem 4.11] that for a finitely
presented left ZΓ-module M, h(M̂) is finite if and only if dimNΓ(NΓ⊗ZΓM) = 0. In
particular, if M is of type FL, then h(M̂) is finite if and only if χ(M) = 0.
Next we show that (in the case of amenable groups) ker f1 = {0} is the only
condition needed to define ρ(2)(C∗). Set f0 = 0.
Lemma 5.3. Suppose that ker f1 = {0}. Then the chain complex ℓ
2(Γ) ⊗ZΓ C∗ in
(2.10) is weakly acyclic, and ker(f ∗j+1fj+1 + fjf
∗
j ) = {0} for all 0 ≤ j < k.
Proof. We show first that for any 1 ≤ j < k the map (ZΓ)1×dj → (ZΓ)1×dj sending y
to y(f ∗j+1fj+1 + fjf
∗
j ) is injective. Suppose that y(f
∗
j+1fj+1 + fjf
∗
j ) = 0. Computing¨
y(f ∗j+1fj+1 + fjf
∗
j ), y
∂
, we find that yf ∗j+1 = 0 and yfj = 0. Since (2.7) is exact at
Cj = (ZΓ)1×dj , we have y = zfj+1 for some z ∈ (ZΓ)1×dj+1 . From 〈zfj+1, zfj+1〉 =¨
zfj+1f
∗
j+1, z
∂
= 0 we get y = zfj+1 = 0. This proves our claim.
Since f ∗j+1fj+1+fjf
∗
j is self-adjoint, taking adjoints we find that for each 1 ≤ j < k
the map (ZΓ)dj×1 → (ZΓ)dj×1 sending y to (f ∗j+1fj+1+fjf
∗
j )y is also injective. From
Proposition 4.16 we conclude that ker(f ∗j+1fj+1 + fjf
∗
j ) = {0} for 1 ≤ j < k. The
assertion ker(f ∗1 f1 + f0f
∗
0 ) = {0} follows directly from ker f1 = {0}.
Let 0 ≤ j < k. Taking adjoints again, we find that the map (ℓ2(Γ))dj×1 →
(ℓ2(Γ))dj×1 sending y to y(f ∗j+1fj+1 + fjf
∗
j ) is injective. Any y in the orthogonal
complement of the closure of im(1⊗ ∂j+1) inside of ker(1⊗ ∂j) satisfies y(f
∗
j+1fj+1+
fjf
∗
j ) = 0 and hence is equal to 0. Therefore ker(1 ⊗ ∂j) is equal to the closure of
im(1⊗ ∂j+1). That is, ℓ
2(Γ)⊗ZΓ C∗ is weakly acyclic. 
In order to prove Theorem 1.1 we need some preparation. For each 0 < j ≤ k,
we define a left ZΓ-module homomorphism ∂∗j : Cj−1 → Cj by ∂
∗
j (y) = yf
∗
j for all
y ∈ (ZΓ)1×dj−1 = Cj−1. Then ∂∗j+1∂
∗
j = 0 for all 0 < j < k. For each 0 ≤ j ≤ k,
set Dj =
⊕
0≤i≤j,j−i∈2Z Ci and d
′
j =
∑
0≤i≤j,j−i∈2Z di. For each 0 < j ≤ k, consider
the ZΓ-module homomorphism Tj : Dj → Dj−1 defined as ∂i + ∂∗i+1 on Ci for all
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0 < i < j with j − i ∈ 2Z, as ∂j on Cj , and also as ∂∗1 on C0 if j is even. Then the
chosen ordered basis of Ci’s give rise to an ordered basis for Dj, under which Tj is
represented by the matrix
gj =
á
fj 0 0 · · ·
f ∗j−1 fj−2 0 · · ·
0 f ∗j−3 fj−4 · · ·
· · · · · · · · · · · ·
ë
∈Md′
j
×d′
j−1
(ZΓ).
Lemma 5.4. Let 0 < j < k. Then one has a Γ-equivariant short exact sequence of
compact metrizable groups
1→ Xgj → Xg∗j gj → Xgj+1 → 1,(5.2)
where the homomorphism Xg∗
j
gj → Xgj+1 is given by left multiplication by gj.
Proof. Denote by Jj the subset of (ZΓ)
1×d′j consisting of all rows of g∗j and h ∈
(ZΓ)1×d
′
j satisfying hgj = 0. Recall that MJj denotes the submodule of (ZΓ)
1×d′
j
generated by Jj . We want to show that MJj = (ZΓ)
1×d′
j+1gj+1. Set
w =
Ä
fj+1 0
ä
∈Mdj+1×d′j (ZΓ).
Then
gj+1 =
Ç
w
g∗j
å
,
and wgj = 0. It follows that (ZΓ)
1×d′
j+1gj+1 ⊆ MJj . Moreover, any row of g
∗
j is
obviously in (ZΓ)1×d
′
j+1gj+1. It remains to show that every h ∈ (ZΓ)
1×d′
j satisfying
hgj = 0 lies in (ZΓ)
1×d′
j+1gj+1.
Note that gjg
∗
j is a block-diagonal matrix with the diagonal blocks being fjf
∗
j and
f ∗i+1fi+1+ fif
∗
i for 0 ≤ i ≤ j− 2 with j− i ∈ 2Z. Since (2.7) is exact and ker f1 = 0,
for any 0 ≤ i < j, any y ∈ (ZΓ)1×d
′
j satisfying y(f ∗i+1fi+1 + fif
∗
i ) must be 0. Thus
any h ∈ (ZΓ)1×d
′
j satisfying hgj = 0 must be of the form (x, 0) for some x ∈ (ZΓ)1×dj
satisfying xfjf
∗
j = 0, equivalently xfj = 0. It follows from the exactness of (2.7)
that (x, 0) = (yfj+1, 0) for some y ∈ (ZΓ)1×dj+1 . Thus, MJj ⊆ (ZΓ)
1×d′
j+1gj+1,
and hence MJj = (ZΓ)
1×d′
j+1gj+1, which leads to the short exact sequence (5.2) by
Lemma 4.15. 
Lemma 5.5. For any 0 < j ≤ k one has ker gj = 0. For 0 < j < k one has
h(Xgj ) + h(Xgj+1) =
j∑
i=1
log detNΓ(f
∗
i fi + qfi) ∈ R≥0,
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where qfi denotes the orthogonal projection from (ℓ
2(Γ))dj−1×1 onto ker fi. We also
have
h(Xg∗
k
gk) = 2 log detNΓ(gk) =
k∑
i=1
log detNΓ(f
∗
i fi + qfi) ∈ R≥0.
Proof. Let 0 < j ≤ k. Note that g∗j gj is a block-diagonal matrix with the diagonal
blocks being f ∗i+1fi+1 + fif
∗
i for 0 ≤ i < j with j − i 6∈ 2Z. From Lemma 5.3 we get
ker gj = ker(g
∗
jgj) = {0}. For any 0 ≤ i < j, since f
∗
i+1fi+1 and fif
∗
i are self-adjoint,
(ℓ2(Γ))di×1 is both the orthogonal direct sum of ker(f ∗i+1fi+1) and im(f
∗
i+1fi+1), and
the orthogonal direct sum of ker(fif
∗
i ) and im(fif
∗
i ). Because f
∗
i+1fi+1 · fif
∗
i =
fif
∗
i · f
∗
i+1fi+1 = 0, and ker(f
∗
i+1fi+1+ fif
∗
i ) = {0}, we have ker(f
∗
i+1fi+1) = im(fif
∗
i )
and ker(fif
∗
i ) = im(f
∗
i+1fi+1). It follows that
f ∗i+1fi+1 + fif
∗
i = (f
∗
i+1fi+1 + qf∗i+1fi+1)(fif
∗
i + qfif∗i ) = (f
∗
i+1fi+1 + qfi+1)(fif
∗
i + qf∗i ).
From Lemma 4.5 we have
h(Xg∗
j
gj) = log detNΓ(g
∗
j gj)
=
∑
0≤i<j,j−i 6∈2Z
log detNΓ(f
∗
i+1fi+1 + fif
∗
i )
=
∑
0≤i<j,j−i 6∈2Z
Ä
log detNΓ(f
∗
i+1fi+1 + qfi+1) + log detNΓ(fif
∗
i + qf∗i )
ä
(2.5)
=
j∑
i=1
log detNΓ(f
∗
i fi + qfi).
Now the lemma follows from (2.4) and the observation that for 0 < j < k from
Lemmas 5.4 and 4.17 we have
h(Xgj) + h(Xgj+1) = h(Xg∗j gj ).

We are ready to prove Theorem 1.1.
Proof of Theorem 1.1. From Lemma 5.5 we have
(−1)kh(Xg1) + h(Xgk) =
k−1∑
j=1
(−1)k+1+j(h(Xgj ) + h(Xgj+1))
=
k−1∑
j=1
(−1)k+1+j
j∑
i=1
log detNΓ(f
∗
i fi + qfi).
From Lemmas 5.5 and Theorem 1.2 we have
h(Xgk) ≤
1
2
k∑
i=1
log detNΓ(f
∗
i fi + qfi).
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Note that g1 = f1. Therefore
(−1)kh(M̂) = (−1)kh(Xf1)
= (−1)kh(Xg1)
≥
k−1∑
j=1
(−1)k+1+j
j∑
i=1
log detNΓ(f
∗
i fi + qfi)−
1
2
k∑
i=1
log detNΓ(f
∗
i fi + qfi)
=
(−1)k
2
k∑
i=1
(−1)i+1 log detNΓ(f
∗
i fi + qfi)
= (−1)kρ(2)(C∗).
When C∗ → M is a resolution as in (2.8), we may also think of it as a partial
resolution with length k+1 by setting Ck+1 = 0. Then we also have (−1)
k+1h(M̂) ≥
(−1)k+1ρ(2)(C∗), and hence h(M̂) = ρ
(2)(C∗). 
5.2. Applications to L2-torsion. The first application of Theorem 1.1 to L2-
torsion is a proof of Theorem 1.3.
If the trivial left ZΓ-module Z is of type FL, then Γ is torsion-free [9, Corollary
VIII.2.5], and in particular Γ can not be a non-trivial finite group. The latter fact
can also be proved using the following quick argument we learned from a comment
of Ian Agol: Suppose that Γ is finite and there exists a resolution
0→ (ZΓ)1×dk → · · · → (ZΓ)1×d0 → Z→ 0.
Counting ranks of Z-modules we get 1 = |Γ| ·
∑k
j=0(−1)
jdj , and hence Γ is trivial.
From the definition of topological entropy one observes easily that the trivial
action of an infinite amenable group on a compact metrizable space has topological
entropy 0. Now Theorem 1.3 is an immediate consequence of Theorem 1.1 and
Remark 5.2.
As a second application, since the entropy of an action is non-negative, we note
from Theorem 1.1 that if a left ZΓ-module M is of type FL and χ(M) = 0, then
ρ(2)(M) ≥ 0. This is non-trivial since the L2-torsion is defined as an alternating sum
of non-negative numbers.
Let us mention one more application.
Theorem 5.6. Let Γ be a countable discrete amenable group which contains Z as
a subgroup of infinite index. Let M be a left ZΓ-module. If M is finitely generated
as an abelian group and M is of type FL as a left ZΓ-module, then χ(M) = 0 and
ρ(2)(M) = 0.
To prove Theorem 5.6 we need the following well-known dynamical fact. For the
convenience of the reader, we give a proof. We allow smooth manifolds to have
different dimensions for different connected components, including 0 dimension. In
particular, compact smooth manifolds could be finite sets. We say that an action
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of Γ on a compact smooth manifold X is differentiable if the homeomorphism of X
given by each s ∈ Γ is C(1).
Lemma 5.7. Let Γ be a countable discrete amenable group containing Z as a sub-
group of infinite index. Then every differentiable action of Γ on a compact smooth
manifold X has topological entropy 0.
Proof. Endow X with a Riemannian metric. Since X is a compact manifold, it
has finitely many connected components. Thus we may take a compatible metric θ
on X which restricts to the geodesic distance on each connected component. Take
0 < η < 1 such that if x, y ∈ X have distance less that η, then x and y are in the
same connected component of X . Denote by L the diameter of X . Recall that a
subset Z of X is called δ-dense for δ > 0 if for any x ∈ X one has θ(x, z) ≤ δ for
some z ∈ Z.
For each p ∈ N ∪ {0}, consider the supremum norm ‖ · ‖∞ on Rp given by
‖(u1, . . . , up)‖∞ = max1≤j≤p |uj|. For r > 0, denote by B(0, r) the open ball in
Rp with center 0 and radius r in this norm. For a connected component Y of X
with dimension p, choose smooth charts fj : B(0, 2)→ Y for 1 ≤ j ≤ kY such that⋃
1≤j≤kY fj(B(0, 1)) = Y . Take KY > 0 such that θ(fj(x), fj(y)) ≤ KY ‖x − y‖∞
for all 1 ≤ j ≤ kY and x, y ∈ B(0, 1). For any 0 < δ
′ < 1, B(0, 1) has a δ′-dense
subset with cardinality at most (4/δ′)p, and hence Y has a (KY δ
′)-dense subset with
cardinality at most kY (4/δ
′)p. Denoting by q the highest dimension of the connected
components of X , we see that there exist constants C1, C2 > 1 such that for any
0 < δ′ < 1, X has a (C1δ
′)-dense subset with cardinality at most C2(4/δ
′)q.
For each s ∈ Γ and x ∈ X , denote by ξs,x the linear map induced by s from the
tangent space of X at x to the tangent space of X at sx. Denote by ‖ξs,x‖ the
operator norm of ξs,x. Since X is compact, one has Ks := supx∈X ‖ξs,x‖ < +∞.
Then for any x and y in the same connected component of X , one has θ(sx, sy) ≤
Ksθ(x, y).
Let 0 < ε < η/2. By assumption, we can find s0 ∈ Γ with infinite order such
that the subgroup H of Γ generated by s0 has infinite index. Let M,N ∈ N. Take
t1 = e, . . . , tN in Γ such that the left cosets t1H, . . . , tNH are pairwise distinct. Set
P = {tjs
k
0 : 1 ≤ j ≤ N, 0 ≤ k ≤M − 1}.
Let F ∈ B(P, 1/|P |), i.e. F is a nonempty finite subset of Γ and
|{t ∈ F : Pt ⊆ F}| ≥
Ç
1−
1
|P |
å
|F |.
Then
|PF | ≤ |F |+ |P | · |{t ∈ F : Pt * F}| ≤ 2|F |.
Take a maximal subset Ω of F subject to the condition that for any distinct s, t ∈ Ω,
the sets Ps and Pt are disjoint. For any s ∈ F , one has Ps∩Pt 6= ∅ for some t ∈ Ω
and hence s ∈ (P−1P )t. That is, F ⊆ P−1PΩ. Note that
N ·M · |Ω| = |P | · |Ω| = |PΩ| ≤ |PF | ≤ 2|F |.(5.3)
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Set K1 = max(Ks0, Ks−10
) ≥ 1 and K2 = max1≤j,k≤N Kt−1
j
tk
≥ 1. Let x, y ∈ X . If
θ(tx, ty) ≤ η/2 for some t ∈ Ω, then tx and ty lie in the same connected component
of X , and hence
θ(stx, sty) ≤ K2M1 K2θ(tx, ty)
for all s ∈ P−1P . Thus, if θ(tx, ty) ≤ min(η/2, ε/(K2M1 K2)) = (K
2M
1 K2)
−1ε for
all t ∈ Ω, then θF,∞(x, y) ≤ ε, where θF,∞ is defined by (4.2). Taking δ
′ =
C−11 (2K
2M
1 K2)
−1ε in the second paragraph of the proof, we see that X has a
(2K2M1 K2)
−1ε-dense subset Z with cardinality at most C2(8K
2M
1 K2C1/ε)
q. For each
x ∈ X , there is some ϕ(x) ∈ ZΩ such that θ(tx, ϕ(x)t) ≤ (2K
2M
1 K2)
−1ε for all t ∈ Ω.
If W is a (θF,∞, ε)-separated subset of X and ϕ(x) = ϕ(y) for some x, y ∈W, then
θ(tx, ty) ≤ θ(tx, ϕ(x)t) + θ(ϕ(y)t, ty) ≤ (K
2M
1 K2)
−1ε
for all t ∈ Ω, and hence θF,∞(x, y) ≤ ε, which implies that x = y. It follows that
Nε(X, θF,∞) ≤ |Z
Ω| ≤ (C2(8K
2M
1 K2C1/ε)
q)|Ω|
(5.3)
≤ (C2(8K
2M
1 K2C1/ε)
q)2|F |/MN .
Therefore
lim sup
F
logNε(X, θF,∞)
|F |
≤
2
MN
(log(C2(8C1/ε)
q) + 2Mq logK1 + q logK2).
Fix N and t1, . . . , tN first. Then K2 is fixed. Letting M →∞, we get
lim sup
F
logNε(X, θF,∞)
|F |
≤
4q
N
logK1.
Next letting N →∞, we get
lim sup
F
logNε(X, θF,∞)
|F |
= 0.
Since ε is arbitrary, by Lemma 4.1 we conclude that htop(X) = 0 as desired. 
Now Theorem 5.6 follows from Lemma 5.7, Theorem 1.1 and Remark 5.2.
5.3. Application to entropy. For Γ = Zd, the fact that Z[Zd] is a factorial Noe-
therian integral domain allows one to apply the tools from commutative algebra.
Using such tools Lind, Schmidt and Ward [44, Section 4] showed that the calcu-
lation of the entropy for algebraic actions of Zd can be reduced to calculating the
entropy of principal algebraic actions, i.e.
h
Å ¤ Z[Zd]/Z[Zd]fã = log detN(Zd)f
for all non-zero f ∈ Z[Zd]. For general countable discrete amenable groups, it is not
clear how to carry out such a reduction. However, we shall see that the calculation
of the entropy for algebraic actions of poly-Z groups can be reduced to calculating
the L2-torsion.
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A group Γ is called poly-Z if there is a sequence of subgroups Γ = Γ1✄Γ2✄ · · ·✄
Γn = {e} such that Γj/Γj+1 = Z for every 1 ≤ j ≤ n− 1. Let Γ be a poly-Z group.
Then ZΓ satisfies the following conditions:
(1) ZΓ is left Noetherian, i.e. every left ideal of ZΓ is finitely generated.
(2) ZΓ has finite global dimension, i.e. there exists k ∈ N such that for any left
ZΓ-module M and any exact sequence of left ZΓ-modules as in (2.8) with Cj
being a projective left ZΓ-module for each 0 ≤ j < k, Ck is also a projective
left ZΓ-module.
(3) Every finitely generated projective left ZΓ-module M is stably free, i.e. M⊕
(ZΓ)m = (ZΓ)n for some m,n ∈ N.
This was proved in the proof of Theorem 13.4.9 in [60] for KΓ with K being a field,
but the argument there also works for ZΓ, using that Z has finite global dimension
[60, page 433]. It follows easily that every finitely generated left ZΓ-module M
is of type FL. If χ(M) > 0, then by Lemma 5.1 and [14, Theorem 4.11] one has
h(M̂) = ∞. If χ(M) = 0, then by Theorem 1.1 we have h(M̂) = ρ(2)(M). For
any countable left ZΓ-module M, take an increasing sequence {Mj}j∈N of finitely
generated submodules of M with union M, then from Theorem 4.10 or using the
fact that M̂ is the projective limit of {M̂j}j∈N one has
h(M̂) = lim
j→∞
h(M̂j) = sup
j∈N
h(M̂j).
5.4. Torsion for arbitrary modules and the Milnor-Turaev formula. Note
that the definition of L2-torsion makes sense only for left ZΓ-modules M of type
FL. Furthermore, if χ(M) 6= 0, then by Lemma 5.1 any resolution C∗ →M of M by
finitely generated free left ZΓ-modules as in (2.8) fails to be weakly acyclic, and as
a consequence ρ(2)(C∗) defined in (2.11) may depend on the choice of the resolution.
Thus the L2-torsion is well-defined only for left ZΓ-modules M of type FL with
χ(M) = 0. Motivated by Theorem 1.1, we define the L2-torsion or just torsion of
a countable left ZΓ-module M to be h(M̂). Theorem 1.1 shows that this extends
the definition of L2-torsion for left ZΓ-modules of type FL with χ(M) = 0. By
Remark 5.2, the torsion ofM is infinite ifM is of type FL and χ(M) 6= 0. Lemma 4.17
shows that torsion is additive for extensions of countable left ZΓ-modules and hence
serves as a well-behaved invariant. From now on, we use the notation ρ(M) to denote
h(M̂).
Proof of Theorem 1.5: First of all, the chain complex C∗ is ∆-acyclic if and only if
the chain complex ℓ2(Γ) ⊗ZΓ C∗ is weakly acyclic, see Proposition 6.8. The proof
follows closely the proof of Theorem 1.1. We use the notation in Section 5.1 and the
proof of Lemma 5.4, and also set fk+1 = 0.
Since the chain complex ℓ2(Γ) ⊗ZΓ C∗ is weakly acyclic, the map (ℓ
2(Γ))1×dj →
(ℓ2(Γ))1×dj sending y to y(f ∗j+1fj+1 + fjf
∗
j ) is injective for every 0 ≤ j ≤ k. Let
0 < j < k. Note that if zg∗j gj = 0 for some z ∈ (ZΓ)
1×d′
j−1 , then zg∗j = 0. Thus
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the intersection of (ZΓ)1×d
′
j−1g∗j and {y ∈ (ZΓ)
1×dj : ygj = 0} is {0}. In the proof
of Lemma 5.4 from the assumption Hj(C∗) = 0 one obtains MJj = (ZΓ)
1×d′
j+1gj+1.
Now Hj(C∗) could be nonzero, but the argument in the proof of Lemma 5.4 still
shows that one has a short exact sequence of left ZΓ-modules
0→ (ZΓ)1×d
′
j+1gj+1 →MJj → Hj(C∗)→ 0.
Then one has a short exact sequence of left ZΓ-modules
0→ (ZΓ)1×d
′
j/MJj → (ZΓ)
1×d′
j/(ZΓ)1×d
′
j+1gj+1 → Hj(C∗)→ 0,
and its dual Γ-equivariant exact sequence of compact metrizable groups
1→ÿ Hj(C∗)→ Xgj+1 → XJj → 1.
From Lemma 4.15 we still have the Γ-equivariant exact sequence of compact metriz-
able groups
1→ Xgj → Xg∗j gj → XJj → 1.
In the proof of Lemma 5.4 from the assumption Hj(C∗) = 0 one obtains The ar-
gument in the proof of Lemma 5.4 also shows that any y ∈ (ℓ2(Γ))1×d
′
k satisfying
ygk = 0 must be 0. Taking adjoints we get ker g
∗
k = {0}. The argument in the proof
of Lemma 5.5 still shows ker gk = {0}. By Lemma 4.14 we have h(Xgk) = h(Xg∗k).
From Lemmas 4.15 and 4.17 we get h(Xgk) =
1
2
h(Xg∗
k
gk). The rest of the proof is
analogous to the proof of Theorem 1.1. 
Remark 5.8. Note that in the trivial case, where Γ = {e}, one has
ρ(Hj(C∗)) = log |Hj(C∗)|.
In the classical cases Γ = Zd, Theorem 1.5 is a consequence of the results of Milnor
[56, page 131] and Turaev [70, Lemma 2.1.1]. The classical result of Milnor in
the case Γ = Z shows an identity of elements in the reduced K1-group of the ring
of rational functions Q(z). In this case, the Mahler measure of the determinant
computes the L2-torsion, which gives the relationship with Theorem 1.5.
6. L2-torsion of modules
We want to provide a fresh view on L2-torsion and show that it is – if set up
correctly – a completely classical torsion theory, much in the spirit of classical
Reidemeister torsion. All desired properties follow from the work of Milnor [55].
Throughout this section Γ will be a countable discrete (not necessarily amenable)
group.
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6.1. Whitehead torsion. Let R be a unital ring. For each n ∈ N, we have the
multiplicative group GLn(R) consisting of all invertible n×n matrices over R. One
may think of GLn(R) as a subgroup of GLn+1(R) via identifying A ∈ GLn(R) withÇ
A 0
0 1
å
∈ GLn+1(R).
Denote by GL∞(R) the union of GLn(R) for all n ∈ N. The K1-group of R, denoted
by K1(R), is defined as the abelian quotient group of GL∞(R) by its commutator
subgroup [GL∞(R),GL∞(R)] [63, Definition 2.1.5]. The reduced K1-group of R,
denoted by K¯1(R), is the quotient group of K1(R) by the image of {1,−1} ⊆
GL1(R). We shall write the abelian group K¯1(R) as an additive group.
In the rest of this subsection we assume that R satisfies the condition (2.9).
For an acyclic (i.e. exact) chain complex C∗ of finitely generated free left R-
modules of the form
0→ Ck
∂k→ · · ·
∂2→ C1
∂1→ C0 → 0(6.1)
with a chosen unordered basis for each Cj, Milnor defined the Whitehead torsion
τ(C∗) of C∗, as an element of K¯1(R) [55, Sections 3 and 4]. Instead of recalling
Milnor’s definition, we recall the equivalent definition in [16, Section 15].
Since C∗ is a finite acyclic chain complex of free left R-modules, it has a contraction
δ, i.e. a left R-module homomorphism δj : Cj → Cj+1 for each j ∈ Z, such that
∂j+1δj + δj−1∂j = id for every j ∈ Z [16, page 47]. Set
Codd =
∑
j 6∈2Z
Cj,
Ceven =
∑
j∈2Z
Cj,
(∂ + δ)odd = (∂ + δ)|Codd : Codd → Ceven.
It turns out that (∂ + δ)odd is an isomorphism from Codd onto Ceven [16, page 53].
The unions of the chosen unordered basis of each Cj give rise to unordered basis
of Codd and Ceven respectively. Under these bases the matrix of (∂ + δ)odd (up to
switching rows and columns) is an element of GL∞(R), whose image in K¯1(R) is the
Whitehead torsion τ(C∗). (The fact that the matrix of (∂+ δ)odd is a square matrix
uses the condition (2.9).)
Let (C∗, ∂) be an acyclic chain complex of finitely generated free left R-modules
of finite length as in (6.1), with a chosen unordered basis for each Cj . Its suspension
is the chain complex (ΣC∗,Σ∂) defined by (ΣC)j = Cj−1 and (Σ∂)j = −∂j−1 for all
j ∈ Z [9, page 5]. Note that ΣC∗ is also acyclic. The chosen unordered basis of Cj
gives rise to an unordered basis of (ΣC)j+1 naturally. One has [16, page 53]
τ(ΣC∗) = −τ(C∗) ∈ K¯1(R).(6.2)
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Let
0→ C′∗ → C∗ → C
′′
∗ → 0
be a short exact sequence of chain complexes of finitely generated free left R-modules
of finite length as in (6.1). For each j ∈ Z, denote by Hj(C∗) the j-th homology
ker(∂j)/im(∂j+1) of C∗, which is a left R-module. Similarly, define Hj(C
′
∗) and
Hj(C
′′
∗). Then one has the long exact sequence
· · · → Hj+1(C
′
∗)→ Hj+1(C∗)→ Hj+1(C
′′
∗)→ Hj(C
′
∗)→ Hj(C∗)→ Hj(C
′′
∗)→ · · ·
(6.3)
of left R-modules [59, Theorem 3.3]. It follows that if two of C′∗,C∗ and C
′′
∗ are
acyclic, then so is the other. Moreover, if this is the case and for chosen unordered
basis of C′j and C
′′
j we take a left R-module lifting C
′′
j → Cj for the quotient map
Cj → C
′′
j and endow Cj with the unordered basis as the union of the images of the
chosen bases of C′j and C
′′
j under C
′
j → Cj and C
′′
j → Cj for each j ∈ Z, then [55,
Theorem 3.1] shows that
τ(C∗) = τ(C
′
∗) + τ(C
′′
∗) ∈ K¯1(R).(6.4)
6.2. The Haagerup-Schultz algebra. Let R be a unital ring. A subset S of R is
called multiplicative if 1R ∈ S, 0 6∈ S and ab ∈ S for all a, b ∈ S. For a multiplicative
set S consisting of non-zero-divisors of R, the pair (R, S) is said to satisfy the right
Ore condition if for any s ∈ S and a ∈ R there exist t ∈ S and b ∈ R with sb = at.
In such case, one can form the Ore localization of R with respect to S, denoted by
RS−1, which is a unital ring containing R as a subring such that every s ∈ S is
invertible in RS−1 and every element of RS−1 is of the form as−1 for some a ∈ R
and s ∈ S [39, Section 10A]. Similarly, when (R, S) satisfies the left Ore condition,
one can define the Ore localization S−1R. If (R, S) satisfies both the left and right
Ore conditions, then S−1R = RS−1 [39, Corollary 10.14].
Let Γ be a countable discrete group. Denote by S the set of elements g in NΓ sat-
isfying detNΓg > 0. If fg = 0 for some f, g ∈ NΓ and g 6= 0, then from the injective
map NΓ →֒ ℓ2(Γ) sending h to he one has ker f 6= {0}, which implies detNΓf = 0
by Theorem 2.1.(4). If gf = 0 for some f, g ∈ NΓ and g 6= 0, then from f ∗g∗ = 0
and Theorem 2.1.(2) we get detNΓf = detNΓ(f
∗) = 0. Thus S is a multiplicative set
consisting of non-zero-divisors of NΓ. Furthermore, the pair (NΓ, S) satisfies both
the left and right Ore conditions [30, Lemma 2.4]. The Haagerup-Schultz algebra
of Γ, denoted by NΓ∆, is defined as the Ore localization S−1NΓ = NΓS−1. From
Theorem 2.1 we have S∗ = S. Thus NΓ∆ has a unique involution b 7→ b∗ extending
that of NΓ.
For each d ∈ N, the Fuglede-Kadison determinant detNΓ : Md(NΓ) → R≥0 has
a unique multiplicative extension detNΓ : Md(NΓ
∆) → R≥0 satisfying detNΓ(b∗) =
detNΓb for all b ∈ Md(NΓ
∆) [30, Proposition 2.5], since every element of Md(NΓ
∆)
can be written as a(tId)
−1 for some a ∈ Md(NΓ) and t ∈ S, where Id denotes the
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d× d identity matrix [39, page 301]. From the latter fact it also follows that for any
d ∈ N and A ∈ GLd(NΓ∆), one has
detNΓA = detNΓ
Ç
A 0
0 1
å
.
Also note that detNΓ(−1) = (detNΓ((−1)
2))1/2 = 1. Thus detNΓ induces a group
homomorphism K¯1(NΓ
∆)→ R>0, sending the image of A ∈ GLd(NΓ∆) in K¯1(NΓ∆)
to detNΓA, which we still denote by detNΓ.
Remark 6.1. Lu¨ck and Rørdam showed in [50] that detNΓ : K¯1(NΓ) → R>0 is
an isomorphism if NΓ is a factor (this happens if and only if Γ has only infinite
non-trivial conjugacy classes).
Lemma 6.2. The ring NΓ∆ satisfies the condition (2.9).
Proof. It suffices to show that, for any k > l in N, every homomorphism ϕ :
(NΓ∆)k → (NΓ∆)l of left NΓ∆-modules fails to be injective. Choosing an ordered ba-
sis, we may identify (NΓ∆)k and (NΓ∆)l with (NΓ∆)1×k and (NΓ∆)1×l respectively.
Then ϕ is represented by a matrix A ∈ Mk,l(NΓ
∆). We can write A as B(tIl)
−1
for some B ∈ Mk,l(NΓ) and t ∈ NΓ satisfying detNΓt > 0, where Il denotes the
l × l identity matrix [39, page 301]. Since dimNΓ((NΓ)
k) = k > l = dimNΓ((NΓ)
l),
the NΓ-module homomorphism (NΓ)1×k → (NΓ)1×l represented by B can not be
injective. That is, there exists a nonzero y ∈ (NΓ)1×k satisfying yB = 0. Then y is
a nonzero element of (NΓ∆)1×k and yA = 0. Thus ϕ is not injective. 
Thus for every acyclic chain complex C∗ of finitely generated free left NΓ
∆-modules
of finite length as in (6.1) with a chosen unordered basis for each Cj, the Whitehead
torsion τ(C∗) ∈ K¯1(NΓ
∆) is defined.
Though we do not need this fact, let us mention that the algebra NΓ∆ can be
identified with the algebra of closed and densely defined (possibly unbounded) op-
erators T on ℓ2(Γ) affiliated with NΓ satisfying
∫∞
1 log t dµ|T |(t) < ∞, where µ|T |
denotes the spectral measure of |T | [30, Lemma 2.4]. The phenomenon that the
usage of algebras of unbounded operators affiliated with the group von Neumann
algebra simplifies algebraic matters in the theory of L2-invariants has already been
used successfully in [62].
6.3. A new view on L2-torsion. Let C∗ be a (not necessarily acyclic) chain com-
plex of finitely generated free left ZΓ-modules of finite length as in (6.1). As in [16,
Section 18], we may consider the chain complex NΓ∆ ⊗ZΓ C∗ of left NΓ
∆-modules:
0→ NΓ∆ ⊗ZΓ Ck
1⊗∂k→ · · ·
1⊗∂2→ NΓ∆ ⊗ZΓ C1
1⊗∂1→ NΓ∆ ⊗ZΓ C0 → 0.
We call the chain complex C∗ ∆-acyclic if NΓ
∆ ⊗ZΓ C∗ is acyclic.
Assume that C∗ is ∆-acyclic and choose an unordered basis for each Cj . The
latter gives rise to an unordered basis of NΓ∆ ⊗ZΓ Cj naturally. Thus we have the
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Whitehead torsion τ(NΓ∆ ⊗ZΓ C∗) ∈ K¯1(NΓ
∆) defined, and hence can define the
L2-torsion
ρ˜(2)(C∗) := log detNΓ(τ(NΓ
∆ ⊗ZΓ C∗)) ∈ R.
In Proposition 6.8 below we shall show that ρ˜(2)(C∗) coincides with ρ
(2)(C∗) defined
in Section 2.6. We see the main advantage of our approach in the fact that it is
more algebraic; all the analysis has been put into the properties of the ring NΓ∆.
Definition 6.3. We say that Γ satisfies the determinant condition if for any d ∈ N
and any g ∈Md(ZΓ) with ker g = {0} one has detNΓg ≥ 1.
Remark 6.4. Lu¨ck’s determinant conjecture [49, Conjecture 13.2] says that for ev-
ery group Γ, every d ∈ N, and every self-adjoint f ∈Md(ZΓ), one has detNΓ(f+qf ) ≥
1, where qf denotes the orthogonal projection from (ℓ
2(Γ))d×1 onto ker f . If a group
Γ satisfies the determinant conjecture, then clearly it satisfies the determinant condi-
tion. We refer to [49, Theorem 13.3] for a class of groups satisfying the determinant
conjecture, see also Lemma 3.11 for amenable groups. It was shown by Elek and
Szabo´ [26, page 439] that all sofic groups satisfy the determinant conjecture. So far
there are no examples of groups known to fail the determinant condition.
In the rest of this section, we assume that Γ satisfies the determinant condition.
Then for any A ∈ GL∞(ZΓ), we have detNΓA, detNΓ(A−1) ≥ 1, and
1 = detNΓ(A · A
−1) = detNΓ(A) · detNΓ(A
−1),
and hence detNΓA = 1. It follows that for any ∆-acyclic C∗, the L
2-torsion ρ˜(2)(C∗)
does not depend on the choice of the unordered basis for each Cj.
Lemma 6.5. Let C∗ be an acyclic chain complex of finitely generated free left ZΓ-
modules of finite length as in (6.1). Then C∗ is ∆-acyclic and
ρ˜(2)(C∗) = 0.(6.5)
Proof. The chain complex C∗ has a contraction [16, page 47]. It follows that NΓ
∆⊗ZΓ
C∗ has an induced contraction, and hence C∗ is ∆-acyclic [9, Proposition 0.3]. Choose
an unordered basis for Cj and endow NΓ
∆⊗ZΓ Cj with the corresponding unordered
basis for each j ∈ Z. In Section 2.5 we have observed that ZΓ satisfies the condition
(2.9). Thus the Whitehead torsions τ(C∗) ∈ K¯1(ZΓ) and τ(NΓ∆⊗ZΓC∗) ∈ K¯1(NΓ∆)
are defined. Moreover, clearly τ(NΓ∆⊗ZΓC∗) is the image of τ(C∗) under the natural
group homomorphism K¯1(ZΓ)→ K¯1(NΓ∆) induced by the embedding ZΓ→ NΓ∆.
Therefore
ρ˜(2)(C∗) = log detNΓ(τ(NΓ
∆ ⊗ZΓ C∗)) = log detNΓ(τ(C∗)) = 0.

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Let
0→ C′∗ → C∗ → C
′′
∗ → 0
be a short exact sequence of chain complexes of finitely generated free left ZΓ-
modules of finite length as in (6.1). Since each C′′j is a free left ZΓ-module, the short
sequence
0→ NΓ∆ ⊗ZΓ C
′
∗ → NΓ
∆ ⊗ZΓ C∗ → NΓ
∆ ⊗ZΓ C
′′
∗ → 0
is also exact. Thus, if two of C′∗,C∗ and C
′′
∗ are ∆-acyclic, then by the discussion in
Section 6.1 so is the other one. Moreover, if this is the case, then from (6.4) we have
ρ˜(2)(C∗) = ρ˜
(2)(C′∗) + ρ˜
(2)(C′′∗) ∈ R.(6.6)
Lemma 6.6. Let M be a left ZΓ-module of type FL. Suppose that there is a fi-
nite resolution (C∗, ∂) → M of M by finitely generated free left ZΓ-modules as in
(2.8) such that the chain complex C∗ is ∆-acyclic. Then for every finite resolution
(C′∗, ∂
′)→ M of M by finitely generated free left ZΓ-modules, the chain complex C′∗
is ∆-acyclic and ρ˜(2)(C′∗) = ρ˜
(2)(C∗).
Proof. There exists a homotopy equivalence ϕ : C∗ → C
′
∗ of chain complexes (index
by Z) of left ZΓ-modules [9, Theorem I.7.5]. Then 1⊗ϕ : NΓ∆⊗ZΓC∗ → NΓ∆⊗ZΓC′∗
is a homotopy equivalence of chain complexes of NΓ∆-modules. Thus 1⊗ϕ induces
an isomorphism from the homology groups of NΓ∆ ⊗ZΓ C∗ to those of NΓ
∆ ⊗ZΓ C
′
∗.
Since NΓ∆ ⊗ZΓ C∗ is acyclic, so is NΓ
∆ ⊗ZΓ C
′
∗. That is, C
′
∗ is also ∆-acyclic.
Consider the mapping cone of ϕ, which is the chain complex (cone(ϕ)∗, ∂
′′) defined
by cone(ϕ)j := C
′
j ⊕ (ΣC)j and ∂
′′
j (x, y) = (∂
′
j(x) + ϕj−1(y),−∂j−1(y)). Since ϕ is a
homotopy equivalence, cone(ϕ)∗ is acyclic [9, Proposition I.0.6]. Thus cone(ϕ)∗ is ∆-
acyclic and from (6.5) we have ρ˜(2)(cone(ϕ)∗) = 0. Note that NΓ
∆⊗ZΓΣC∗ is exactly
the suspension of NΓ∆⊗ZΓC∗. Thus from (6.2) we have ρ˜
(2)(ΣC∗) = −ρ˜
(2)(C∗). Also
note that we have a short exact sequence
0→ C′∗ → cone(ϕ)∗ → ΣC∗ → 0(6.7)
of chain complexes of left ZΓ-modules. Therefore
0 = ρ˜(2)(cone(ϕ)∗)
(6.6)
= ρ˜(2)(C′∗) + ρ˜
(2)(ΣC∗) = ρ˜
(2)(C′∗)− ρ˜
(2)(C∗)
as desired. 
We say that a left ZΓ-moduleM of type FL is ∆-acyclic if it satisfies the conditions
in Lemma 6.6. For such M we can define the L2-torsion of M, denoted by ρ˜(2)(M),
as ρ˜(2)(C∗).
Lemma 6.7. Let 0 → M′ → M → M′′ → 0 be a short exact sequence of left
ZΓ-modules. If two ZΓ-modules out of the set {M′,M,M′′} are of type FL and
∆-acyclic, then so is the third and
ρ˜(2)(M) = ρ˜(2)(M′) + ρ˜(2)(M′′).
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Proof. Let us first assume that M′ and M′′ are of type FL. By the Horseshoe lemma
[59, Proposition 6.5], any two resolutions C′∗ → M
′ and C′′∗ → M
′′ consisting of free
left ZΓ-modules, can be combined to a free resolution C∗ → M, such that C∗ fits
into an exact sequence
0→ C′∗ → C∗ → C
′′
∗ → 0(6.8)
of chain complexes of left ZΓ-modules. This shows that M is of type FL if M′
and M′′ are. If M′ and M are of type FL, then consider resolutions C′∗ → M
′ and
C∗ → M consisting of free left ZΓ-modules. The inclusion M′ → M lifts to a map
of chain complexes ϕ : C′∗ → C∗ [9, Lemma I.7.4]. Now, the mapping cone cone(ϕ)∗
of ϕ fits in a short exact sequence
0→ C∗ → cone(ϕ)∗ → ΣC
′
∗ → 0
of chain complexes. From the associated long exact sequence (6.3), we see that
Hj(cone(ϕ)∗) = M
′′ if j = 0 and Hj(cone(ϕ)∗) = 0 otherwise. That is, C
′′
∗ :=
cone(ϕ)∗ is a resolution of M
′′ consisting of free left ZΓ-modules. This shows that
M′′ is of type FL if M and M′ are. Finally, let us assume that M and M′′ are of
type FL. As in the second case, we obtain in a similar way an extension
0→ C′′∗ → cone(ϕ
′)∗ → ΣC∗ → 0
where C∗ → M and C
′′
∗ → M
′′ are resolutions consisting of free left ZΓ-modules
and ϕ′ : C∗ → C
′′
∗ is a chain map lifting M → M
′′. The long exact sequence (6.3)
now yields Hj(cone(ϕ
′)∗) = M
′ if j = 1 and Hj(cone(ϕ
′)∗) = 0 otherwise. In
particular, the differential cone(ϕ′)1 → cone(ϕ
′)0 is surjective. Since cone(ϕ
′)0 is a
free left ZΓ-module, we may choose a split of the differential cone(ϕ′)1 → cone(ϕ′)0
and define a new chain complex C′j := cone(ϕ
′)j+1 for j ≥ 2 or j = 0, and C
′
1 :=
cone(ϕ′)2⊕cone(ϕ
′)0. The differentials are defined in the obvious way using the split.
It is easy to see that C′∗ is a resolution of M
′ consisting of free left ZΓ-modules. This
shows that M′ of type FL if M and M′′ are.
Now we may assume that M′ and M′′ are of type FL. The proof is finished in view
of the short exact sequence (6.8) using (6.6). 
Proposition 6.8. Let C∗ be a chain complex of finitely generated free left ZΓ-
modules of finite length as in (6.1). Then C∗ is ∆-acyclic if and only if the chain
complex ℓ2(Γ)⊗ZΓ C∗ is weakly acyclic. Moreover, in such case one has
ρ˜(2)(C∗) = ρ
(2)(C∗).(6.9)
Proof. Choose an ordered basis for each Cj , and denote the rank of Cj by dj. Then
the differential ∂j : Cj → Cj−1 is represented by a matrix fj ∈ Mdj×dj−1(ZΓ). The
chosen ordered basis of Cj gives rise to an ordered basis ofNΓ
∆⊗ZΓCj naturally. Thus
we may identify NΓ∆⊗ZΓ Cj with (NΓ
∆)1×dj , and the NΓ∆-module homomorphism
1 ⊗ ∂j is also represented by fj. Note that ∆j := f
∗
j+1fj+1 + fjf
∗
j is a self-adjoint
element of Mdj (ZΓ).
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We prove the “only if” part first. Assume that C∗ is ∆-acyclic. Then NΓ
∆⊗ZΓ C∗
is an acyclic chain complex of free left NΓ∆-modules of finite length. Thus it has a
contraction δ [16, page 47]. Say, δj is represented by the matrix gj ∈Mdj×dj+1(NΓ
∆).
Then
gjfj+1 + fjgj−1 = Idj(6.10)
whenever dj > 0, where Idj denotes the dj × dj identity matrix. Suppose that
ℓ2(Γ) ⊗ZΓ C∗ fails to be weakly acyclic. Then there exists some j ∈ Z with dj > 0
such that the closed linear subspace V := {y ∈ (ℓ2(Γ))1×dj : yfj = yf
∗
j+1 = 0}
of (ℓ2(Γ))1×dj is nonzero. We may write gj and gj−1 as a
−1hj and hj−1b
−1 respec-
tively for some hj ∈ Mdj×dj+1(NΓ), hj−1 ∈ Mdj−1×dj (NΓ), and a, b ∈ NΓ satisfying
detNΓa, detNΓb > 0 [39, page 301].
We claim that there exists some nonzero y ∈ (ℓ2(Γ))1×dj with ya ∈ V . An
argument similar to that in Section 2.2 shows that the orthogonal projection from
(ℓ2(Γ))1×dj onto V is given by some projection q ∈Md(NΓ), i.e. P (x) = xq for all x ∈
(ℓ2(Γ))1×dj . Consider the polar decomposition of the operator T ∈ B((ℓ2(Γ))1×dj )
sending x to xa(Idj − q): there exist unique U, S ∈ B((ℓ
2(Γ))1×dj ) satisfying that
S ≥ 0, kerU = kerS = ker T , U is an isometry from the orthogonal complement
of ker T onto the closure of imT , and T = US [34, Theorem 6.1.2.]. Another
argument similar to that in Section 2.2 shows that there is some u ∈Mdj (NΓ) such
that U(x) = xu for all x ∈ (ℓ2(Γ))1×dj . Suppose that xa 6∈ V for every nonzero
x ∈ (ℓ2(Γ))1×dj . Then T is injective, and hence uu∗ = Idj . Note that both Idj − q
and u∗u are projections and u∗u ≤ Idj − q. Thus
dj = trNΓ(uu
∗) = trNΓ(u
∗u) ≤ trNΓ(Idj − q) = dj − trNΓq,
and therefore trNΓq = 0. Since trNΓ is faithful, we get q = 0, which contradicts that
V is nonzero. Therefore there is some nonzero y ∈ (ℓ2(Γ))1×dj with ya ∈ V .
From (6.10) we have
hjfj+1b+ afjhj−1 = abIdj .
Thus
yhjfj+1b = y(hjfj+1b+ afjhj−1) = yab.
Since detNΓ(b
∗) = detNΓb > 0 (resp. detNΓ(a
∗) = detNΓa > 0), by Theorem 2.1 the
linear map ℓ2(Γ) → ℓ2(Γ) sending z to b∗z (resp. a∗z) is injective. Taking adjoints
we find that the linear map ℓ2(Γ)→ ℓ2(Γ) sending z to zb (resp. za) is also injective.
Thus yhjfj+1 = ya ∈ V . Then
‖yhjfj+1‖
2
2 = 〈yhjfj+1, yhjfj+1〉 =
¨
yhjfj+1f
∗
j+1, yhj
∂
= 0,
and hence ya = yhjfj+1 = 0. Therefore y = 0, which contradicts our choice of y.
Thus ℓ2(Γ)⊗ZΓ C∗ is weakly acyclic.
Next we prove the “if” part. Assume that ℓ2(Γ) ⊗ZΓ C∗ is weakly acyclic. If
y ∈ (ℓ2(Γ))1×dj and y∆j = 0, then yf
∗
j+1 = 0 and yfj = 0, i.e. y ∈ ker(1⊗ ∂j+1)
∗ ∩
ker(1 ⊗ ∂j). Since ℓ
2(Γ) ⊗ZΓ C∗ is weakly acyclic, ker(1 ⊗ ∂j) = im(1⊗ ∂j+1) and
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hence y ∈ ker(1 ⊗ ∂j+1)
∗ ∩ im(1⊗ ∂j+1) = {0}. Thus the linear map (ℓ
2(Γ))1×dj →
(ℓ2(Γ))1×dj sending y to y∆j is injective. Taking adjoints, we find that the linear
map (ℓ2(Γ))dj×1 → (ℓ2(Γ))dj×1 sending z to ∆jz is also injective. Since Γ satisfies
the determinant condition, we have detNΓ∆j ≥ 1, whenever dj > 0. Since ∆j is a
self-adjoint element of Mdj (NΓ), Kadison showed that there exists Uj ∈ Mdj (NΓ)
satisfying U∗j Uj = UjU
∗
j = Idj such that Uj∆jU
−1
j is diagonal [33, Theorem 3.19].
Note that detNΓUj = (detNΓ(U
∗
j Uj))
1/2 = 1. Thus detNΓ(Uj∆jU
−1
j ) = detNΓ∆j ≥ 1.
Since Uj∆jU
−1
j is diagonal, its Fuglede-Kadsion determinant is the product of the
Fuglede-Kadison determinants of the diagonal entries. It follows that Uj∆jU
−1
j is
invertible in Mdj (NΓ
∆). Then so is ∆j . Define a left NΓ
∆-module homomorphism
δj : (NΓ
∆)1×dj → (NΓ∆)1×dj+1 to be the one represented by the matrix ∆−1j f
∗
j+1
when dj > 0, and be 0 when dj = 0.
We claim that the module map (1⊗ ∂j+1)δj + δj−1(1⊗ ∂j) is the identity map on
(NΓ∆)1×dj . Consider first the case dj, dj−1 > 0. Then (1⊗ ∂j+1)δj + δj−1(1⊗ ∂j) is
represented by the matrix
∆−1j f
∗
j+1fj+1 + fj∆
−1
j−1f
∗
j .
Note that
∆jfj = fjf
∗
j fj = fj∆j−1,
and hence ∆−1j fj = fj∆
−1
j−1. Therefore
∆−1j f
∗
j+1fj+1 + fj∆
−1
j−1f
∗
j = ∆
−1
j f
∗
j+1fj+1 +∆
−1
j fjf
∗
j = Idj .
This proves our claim in the case dj, dj−1 > 0. The other cases can be dealt with
easily. Thus δ is a contraction of the chain complex NΓ∆⊗ZΓC∗. Therefore NΓ
∆⊗ZΓ
C∗ is acyclic, i.e. C∗ is ∆-acyclic.
Finally we use the contraction δ constructed above to prove (6.9). The chosen
ordered basis of Cj gives rise to ordered basis of (NΓ
∆⊗ZΓC)odd and (NΓ
∆⊗ZΓC)even.
Denote by A the matrix in Md(NΓ
∆) representing (∂ + δ)odd, where d =
∑
j 6∈2Z dj .
Note that ∆−1j f
∗
j+1f
∗
j = 0 and fj+2(∆
−1
j f
∗
j+1)
∗ = fj+2fj+1∆
−1
j = 0 whenever dj > 0.
It follows that the matrix AA∗ is block-diagonal with the diagonal blocks being
∆−1j f
∗
j+1fj+1∆
−1
j + fjf
∗
j for odd j with dj > 0. Therefore
ρ˜(2)(C∗) = log detNΓA
=
1
2
log detNΓ(AA
∗)
=
1
2
∑
j 6∈2Z,dj>0
log detNΓ(∆
−1
j f
∗
j+1fj+1∆
−1
j + fjf
∗
j )
=
1
2
∑
j 6∈2Z,dj>0
(log detNΓ(f
∗
j+1fj+1 +∆jfjf
∗
j∆j)− 2 log detNΓ∆j)
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=
1
2
∑
j 6∈2Z,dj>0
(log detNΓ(f
∗
j+1fj+1 + (fjf
∗
j )
3)− 2 log detNΓ(f
∗
j+1fj+1 + fjf
∗
j )).
When dj > 0, since f
∗
j+1fj+1 and fjf
∗
j are self-adjoint, f
∗
j+1fj+1 · fjf
∗
j = fjf
∗
j ·
f ∗j+1fj+1 = 0, and ker(f
∗
j+1fj+1 + fjf
∗
j ) = {0}, we have f
∗
j+1fj+1 + (fjf
∗
j )
m =
(f ∗j+1fj+1 + qfj+1)(fjf
∗
j + qf∗j )
m for all m ∈ N, and hence
log detNΓ(f
∗
j+1fj+1 + (fjf
∗
j )
3)− 2 log detNΓ(f
∗
j+1fj+1 + fjf
∗
j )
= − log detNΓ(f
∗
j+1fj+1 + qfj+1) + log detNΓ(fjf
∗
j + qf∗j ).
Therefore
ρ˜(2)(C∗) =
1
2
∑
j 6∈2Z,dj>0
(− log detNΓ(f
∗
j+1fj+1 + qfj+1) + log detNΓ(fjf
∗
j + qf∗j ))
(2.5)
=
1
2
∞∑
j=1
(−1)j+1 log detNΓ(f
∗
j fj + qfj)
= ρ(2)(C∗).

From now on we shall write ρ˜(2)(C∗) as ρ
(2)(C∗). We may consider the trivial
left ZΓ-module Z corresponding to the trivial action of Γ on Z. If the trivial left
ZΓ-module Z is of type FL and ∆-acyclic, we may consider the L2-torsion of Z and
call it the L2-torsion of Γ, which we shall denote by ρ(2)(Γ).
When the trivial left ZΓ-module Z is of type FL, we define the Euler characteristic
of Γ, denoted by χ(Γ), to be the Euler characteristic of Z as a left ZΓ-module.
For a subgroup Λ of Γ, note that NΛ is naturally a subalgebra of NΓ, and detNΓg =
detNΛg for all d ∈ N and g ∈ Md(NΛ). It follows that if Γ satisfies the determinant
condition, then so does Λ. Furthermore, NΛ∆ is a subalgebra of NΓ∆, and detNΓg =
detNΛg for all d ∈ N and g ∈Md(NΛ∆).
Lemma 6.9. Let
1→ Λ→ Γ→ Γ/Λ→ 1
be a short exact sequence of groups. Assume that Γ satisfies the determinant con-
dition, that the trivial left ZΛ-module Z is of type FL and ∆-acyclic, and that the
trivial left Z[Γ/Λ]-module Z is of type FL. Then the trivial left ZΓ-module Z is of
type FL and ∆-acyclic, and
ρ(2)(Γ) = χ(Γ/Λ) · ρ(2)(Λ).
Proof. Note that ZΓ is a free right ZΛ-module. Thus the functor ZΓ⊗ZΛ? from the
category of left ZΛ-modules to the category of left ZΓ-modules is exact. Take a
resolution C∗ → Z of Z by finitely generated free left ZΛ-modules of finite length as
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in (2.8). Then ZΓ⊗ZΛ C∗ → Z[Γ/Λ] is a resolution of ZΓ⊗ZΛZ = Z[Γ/Λ] by finitely
generated free left ZΓ-modules of finite length. Moreover, we have
NΓ∆ ⊗ZΓ (ZΓ⊗ZΛ C∗) = NΓ
∆ ⊗ZΛ C∗ = NΓ
∆ ⊗NΛ∆ (NΛ
∆ ⊗ZΛ C∗).
Thus, an argument similar to that in the proof of (6.5) shows that ZΓ ⊗ZΛ C∗ is
∆-acyclic and
ρ(2)(ZΓ⊗ZΛ C∗) = ρ
(2)(C∗).
Therefore ρ(2)(Z[Γ/Λ]) = ρ(2)(Λ).
Take a resolution of the trivial left Z[Γ/Λ]-module Z by finitely generated free left
Z[Γ/Λ]-modules
0→ (Z[Γ/Λ])dk → · · · → (Z[Γ/Λ])d1 → (Z[Γ/Λ])d0 → Z→ 0.
Treat the above exact sequence as a sequence of left ZΓ-modules. By Lemma 6.7
the left ZΓ-module (Z[Γ/Λ])d is of type FL and ∆-acyclic, and ρ(2)((Z[Γ/Λ])d) =
d · ρ(2)(Z[Γ/Λ]) for every natural number d. For each 1 ≤ j < k denote by Mj−1
the image of the homomorphism (Z[Γ/Λ])dj → (Z[Γ/Λ])dj−1 . From the short exact
sequence
0→ (Z[Γ/Λ])dk → (Z[Γ/Λ])dk−1 →Mk−2 → 0,
by Lemma 6.7 we know that Mk−2 is of type FL and ∆-acyclic, and
ρ(2)((Z[Γ/Λ])dk−1) = ρ(2)((Z[Γ/Λ])dk) + ρ(2)(Mk−2).
Similarly, by induction we conclude that Mk−3,Mk−4, . . . ,M0 and the trivial left
ZΓ-module Z are all of type FL and ∆-acyclic, and
ρ(2)((Z[Γ/Λ])dj ) = ρ(2)(Mj) + ρ
(2)(Mj−1)
for all j = k − 2, k − 1, . . . , 1, and
ρ(2)((Z[Γ/Λ])d0) = ρ(2)(M0) + ρ
(2)(Z).
Therefore
ρ(2)(Γ) = ρ(2)(Z)
=
k∑
j=0
(−1)jρ(2)((Z[Γ/Λ])dj )
=
Ñ
k∑
j=0
(−1)jdj
é
· ρ(2)(Z[Γ/Λ]) = χ(Γ/Λ) · ρ(2)(Λ).

Theorem 6.10. Let Γ be a countable discrete group which satisfies the determinant
condition and admits a sequence of subgroups
Γ0 ⊆ Γ1 ⊆ · · · ⊆ Γn+1 = Γ,
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such that Γi is normal in Γi+1 for all 0 ≤ i ≤ n, the trivial left ZΓ0-module Z
and the trivial left Z[Γi+1/Γi]-module Z are of type FL for all 0 ≤ i ≤ n, and Γ0
is non-trivial and amenable. Then, the trivial left ZΓ-module Z is of type FL and
∆-acyclic, and ρ(2)(Γ) = 0.
Proof. This follows from a straightforward induction argument using Lemma 6.9
and Theorem 1.3. 
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