In the rendezvous problem, two parties with different labelings of the vertices of a complete graph are trying to meet at some vertex at the same time. It is well-known that if the parties have predetermined roles, then the strategy where one of them waits at one vertex, while the other visits all n vertices in random order is optimal, taking at most n steps and averaging about n/2. Anderson and Weber [3] considered the symmetric rendezvous problem, where both parties must use the same randomized strategy. They analyzed strategies where the parties repeatedly play the optimal asymmetric strategy, determining their role independently each time by a biased coin-flip. By tuning the bias, Anderson and Weber achieved an expected meeting time of about 0.829n, which they conjectured to be asymptotically optimal.
Introduction
The rendezvous problem is a cooperative game first introduced by Alpern in 1976, who also called it the "Mozart Café problem" [1] :
Two friends agree to meet for lunch at the Mozart Café in Vienna on the 1st of January 2000. However, on arriving at Vienna airport, they are told there are three (or n) cafés with that name, no two close enough to visit in the same day. So, every day each can go to one of them, hoping to find his friend there. This is a player-symmetric problem, so what is the best randomized strategy for both to adopt?
While the two players can each label the cafés 1, . . . , n, they have no way to do this in common. Thus their labelings differ by a permutation π chosen uniformly at random from all n! permutations. How can they ensure a rendezvous as soon as possible?
One approach is for one player to the same location every day, while the other visits them all in arbitrary order-a strategy known as "Wait For Mommy" [2] , since (in an analogous problem) children are often told that if they can't find their parent, they should stay still while their parent looks for them. In this case, the players will meet with certainty within n steps, and the expected time to meet is (n + 1)/2. It is easy to see that this is optimal; we review here a proof from Anderson and Weber [3] . Recall the following lemma:
Lemma 1. For any non-negative integer-valued random variable τ ,
Let x t and y t denote the (private) labels chosen by the respective players at step t, and let τ be the rendezvous time, that is, τ = min{t : x t = π(y t )}. Since π is uniformly random, the probability that x t = π(y t ) for any given t is 1/n. Therefore, the union bound tells us that P[τ ≤ t] ≤ t/n, and so
where x + denotes max(x, 0). Thus Lemma 1 gives
The Wait For Mommy strategy matches this general lower bound, and is therefore optimal. However, the Wait For Mommy strategy is an asymmetric strategy: it assumes that the players have agreed on their respective roles in advance. In the symmetric rendezvous problem, they must independently follow the same randomized strategy. This might occur, for instance, if two players are trying to find a shared radio frequency on which to communicate (see, e.g., [8] ) without each knowing the other's identity in advance.
One simple symmetric strategy is for each player to go to a uniformly random location at each step: then the expected time to meet is n, and the probability that they meet in the first T steps is 1 − (1 − 1/n) T ≈ 1 − e −T /n . Another strategy is for each player to visit the n locations in order according to their labeling. This succeeds in the first n steps as long as the permutation π relating their labelings is not a derangement, i.e., if it has at least one fixed point π(x) = x. A classic exercise in combinatorics shows, using the inclusionexclusion formula, that the number of derangements is
Since π is chosen uniformly at random from among all n! permutations, the probability that they meet in the first T = n steps is again roughly 1 − 1/e.
We can also think of the rendezvous problem as a cooperative two-player game called Reduce The Permanent. There is an n × n matrix M , whose entries are initially all 1s. At each step, one player chooses a row x, the other chooses a column y, and they set M xy = 0, corresponding to visiting locations x and y according to their respective labelings. Recall that the permanent is Perm M = π y M π(y),y , where the sum is over all n! permutations. Thus, at a given point in the game, the permanent of M is the number of permutations π such that M π(y),y = 1 for all y. This is the number of permutations π such that, if the players' labelings differ by π, they have not yet met; that is, they have not set any of the entries M xy where x = π(y) to zero. Therefore, the probability they have not yet met is 1 n! Perm M .
In this setting, Wait For Mommy corresponds to keeping (say) x constant and progressively eliminating a row of the matrix, setting M xy = 0 for T distinct values of y. This reduces Perm M to zero after T = n steps. On the other hand, if both players wander, then after T = n steps they eliminate the transversal of the matrix corresponding to π; equivalently, after permuting the rows of the matrix, they eliminate the diagonal. Then Perm M is the number of derangements of n items, giving (1/n!) Perm M ≈ 1/e. In the symmetric setting, the sequences x 1 , . . . , x t , . . . and y 1 , . . . , y t , . . . must be chosen independently from the same distribution. The challenge is then, in expectation, how quickly Perm M t can be reduced as a function of t, where M t denotes the all-ones matrix modified so that all the (x i , y i ) entries are zeroes, for 1 ≤ i ≤ t. Anderson and Weber [3] considered symmetric strategies where, at the beginning of each block of n moves, each player flips a biased coin, and either waits or wanders for n stepsà la Wait For Mommy. Let us add a distinguished label 0 for a "frequent" location which a player might visit repeatedly. With probability θ each player waits for n steps at their location 0, and with probability 1 − θ they visit all n locations, ordered by their labeling. With probability θ 2 they both wait; then they only meet if π(0) = 0, which occurs with probability 1/n. With probability (1 − θ) 2 they both wander; then they meet if π has a fixed point, i.e., if it is not a derangement. Finally, with probability 2θ(1 − θ) they carry out the Wait For Mommy strategy and meet with certainty. If they fail to meet, they each update their labeling with a uniformly random permutation-in effect, choosing a new uniformly random π-and try again for another block of n steps. By optimizing over θ, Anderson and Weber showed that by setting θ = 0.249 . . . it is possible to meet in expected time (0.829 . . .)n. They conjectured that this is asymptotically optimal, i.e., that the constant 0.829 . . . cannot be improved.
In the non-asymptotic regime, Weber [10, 9] has recently proved that the Anderson-Weber strategy is optimal when n = 3, but not when n = 4.
Our contributions. Rather than minimizing the expected time to meet, we focus on the time T it takes to meet with high probability. The Anderson-Weber strategy fails with probability Ω(1) for any constant number of rounds, i.e., for every finite α, we have P(τ > αn) = Ω(1). It is tempting to think that this is true for every symmetric strategy. Surprisingly, this is false! Indeed, we show that P(τ > αn) can be made to tend to zero as n → ∞ if and only if α ≥ 4. Specifically, we give a strategy for which P(τ > 4n) = O(1/ log n), using a new combinatorial object we call a "rendezvous code."
On the other hand, we show that if our goal is to maximize the probability of meeting within the first T steps, the Anderson-Weber strategy is indeed asymptotically optimal in the case T ≤ n, in the sense that it achieves the greatest possible success probability, up to an additive o(1) error. Note that the optimal bias θ depends on T . We also show that any symmetric strategy requires, in expectation, at least T = 0.638n steps. Our results suggest that for n < T < 4n, the optimal strategy may be an interesting interpolation between the Anderson-Weber strategy and our rendezvous codes.
Finally, we consider the symmetric rendezvous problem on graphs G other than the complete graph [2] . Now the players are only allowed to move along G's edges at each step; on the other hand, the permutation π is limited to the automorphism group Aut(G). To keep the problem interesting, we focus on vertex-transitive graphs, so that there is no distinguished vertex where they can arrange to meet. We show that if G is the cycle, where their labelings differ by a random translation and (with probability 1/2) a flip between clockwise and counterclockwise, the probability of failure is Ω(1) for any T = O(n). On the other hand, we show that on a cycle of prime length they can meet with high probability in T = n steps if we decorate the cycle with some additional edges. We also show how our rendezvous codes can be adapted to arbitrary graphs of diameter o(n), giving a symmetric strategy which guarantees a failure rate of o(1) when T ≥ 8n. We close with open questions and directions for further work.
Notation and Preliminaries
It will be helpful to adopt formal definitions for some terminology that will be used throughout the paper. First, we define the space from which each player must make a selection; we call its elements "walk schedules." Definition 1. A walk schedule is a (finite or countably infinite) sequence of labels from {0, 1, . . . , n}. We view label 0 as an alternative notation for label n. This is for notational convenience, as shall become apparent later. A player, having selected a walk schedule x = (x 1 , x 2 , . . . ) in the rendezvous game, visits, at each step t, the vertex labeled x t under her own private vertex labeling.
In section 4, we will generalize the notion of walk schedule to graphs other than the complete graph.
We think of a game in which two players each choose a walk schedule independently of each other. A third party, known as the Adversary, chooses a permutation π of the n + 1 vertices, independently and without any knowledge of the walk schedules.
Definition 2. The rendezvous time, τ is defined as τ = min{t : x t = π(y t )}.
The two players collaborate to try to minimize τ , while the Adversary tries to maximize τ . Thinking of the two players as a single team, we have the following notions of what their strategies can be. As for the Adversary, her optimal strategy is to choose a uniformly random permutation. To see this, observe that either or both of the players can randomly permute the labels used in their own walk schedule, which has the same effect. For this reason, we will henceforth assume π is chosen uniformly at random, and forget about the Adversary.
Our next definition allows us to analyze arbitrary strategies in a "Wait For Mommy"-like way, classifying steps as "waiting" if a player visits a small number of locations many times, and "wandering" if she visits a large number of places a few times each. Definition 4. Let x be a walk schedule. If a label ℓ appears more than n 2/3 times in x, we call ℓ frequent for x; otherwise we call ℓ rare. We refer to t as a waiting step for x if x t is a frequent label, and a wandering step if x t is rare; more colloquially, we say that "x waits" or "x wanders" on step t.
At this point, two comments should be made. First, when we talk about symmetric strategies, the walk schedules should always be of infinite length. This is because, for any finite T , there is a nonzero chance that both players will choose the same label sequence for the first T steps, in which case there is at least a 1/e conditional probability that τ > T .
On the other hand, we shall be considering probabilities of the form P(τ ≥ αn), for which we may as well assume the walk sequences are truncated to length αn. It is in the latter context that we will be applying the terminology from Definition 4. Note that, in this case, counting shows that there can be at most αn 1/3 rare labels per walk sequence.
Definition 5. We say that a strategy is of Anderson-Weber type, if for each j = 0, 1, 2, . . . , with probability one, the walk sequence in the block of steps {jn + 1, jn + 2, . . . , (j + 1)n} is either 0 n or a permutation of 1, . . . , n.
The (Almost) Complete Story on the Complete Graph
In this section we present our main results on the symmetric rendezvous problem for the complete graph. Specifically, we show that using "rendezvous codes" rather than Anderson-Weber strategies, it is possible to rendezvous with high probability in 4n steps; but that for T = αn with α < 4, any symmetric strategy fails with probability Ω(1). This result came as a big surprise to us: we were initially convinced that the optimal strategy was of Anderson-Weber type, or at least that it consists of independent rounds of length n, but clearly for some T < 4n this ceases to be the case. On the other hand, we also show that for T ≤ n, the probability of success is asymptotically maximized by Anderson-Weber strategies.
A bound based on waiting and wandering
We begin with an intuitive yet technical lemma which is crucial to the rest of the paper. In addition to motivating our definition of rendezvous codes, presented in Section 3.2, it also underlies all of our lower bounds. • a is the number of steps when both x and y wait,
• b is the number of steps when x waits and y wanders,
• c is the number of steps when x wanders and y waits, and
• d is the number of steps when both x and y wander.
Note that a + b + c + d = T . Then the probability that two players playing according to schedules x and y fail to rendezvous by time T is bounded below by
Before we present the proof, we briefly describe some intuition behind it. On steps when both players wait, there is a o(1) chance of meeting because each player has O(n 1/3 ) frequent labels. On steps when one player waits and the other wanders, they are, at best, executing the Wait For Mommy strategy. This gives rise to the terms (1 − b/n) + and (1 − c/n) + . On steps when both players wander, they meet on each step with probability 1/n. If these events were independent, then the probability of failing to meet would be (1 − 1/n) d ≈ e −d/n . If these four "phases" were run independently, we would obtain the right-hand side of (3). We remark that, from the above observations, it is not hard to see that the right-hand side of (3) is tight up to the additive o(1) term for all values of a, b, c, d.
Our proof will rely on the following result about the permanent of a zero-one matrix with relatively few zeroes in every row and column. 
Proof. First, observe that if |Z| = o(m), then the union bound implies
so since e −|Z|/m is also 1 − o(1), we are done. Henceforth, assume |Z| = Ω(m), so in particular, κ = o(|Z|).
For each S ⊆ Z, define an event A S = {∀p = (x, y) ∈ S : π(y) = x}, where π is a uniformly random permutation of [m] . Since Perm(M ) counts the permutations that miss all zeroes of M , we have
Bonferroni's inequalities give us upper and lower bounds on this quantity in terms of the first few terms of the inclusion-exclusion formula:
where α i = 1 for 0 ≤ i ≤ j − 1, and 0 ≤ α j ≤ 1. We will choose the number of terms, j = j(m, |Z|, k), so that j → ∞ slowly enough that j 2 = o(m) and j 2 κ = o(|Z|). Now, P(A S ) equals zero if some two elements of S lie in the same row or column; otherwise, it equals (m − |S|)!/m!. There are
ways to choose S ⊂ Z such that |S| = i. However, at most
of these contain two elements from the same row or column: the pair from the same row or column can be chosen in at most 2|Z|(κ − 1)/2 ways, since each row or column has at most κ elements from Z, and the pair can be chosen in either order. This equals
since i ≤ j and we chose j such that
where the last step follows by the absolute convergence of the Maclaurin series for exp(−|Z|/m) (since j → ∞), and the penultimate step follows by standard approximations to binomial coefficients, using our assumption that j 2 = o(m) and j 2 = o(|Z|). This completes the proof.
We now proceed to the proof that this approximately maximizes the rendezvous probability.
Proof of Lemma 2. We will prove a more detailed estimate, which characterizes P(τ > T ) up to an additive o(1), and from which the desired lower bound, (3), follows easily. Let k be the number of x's frequent labels, and for 1 ≤ i ≤ k let b i be the number of distinct rare labels in y on steps when x waits at its i'th frequent label.
Similarly, let ℓ be the number of y's frequent labels; then c ≥ ℓ j=1 c j where c j is the number of distinct rare labels in x on steps when y waits at its j'th frequent label. Finally, let d ′ ≤ d be the number of distinct pairs (x t , y t ) of rare labels from steps when both x and y wander. We will show that the probability that x and y fail to meet is
This expression is minimized subject to the constraints 0 (3) follows immediately. Thus all that remains is to prove (4) .
To see this, let us condition on the portion of π that matches up frequent labels. More precisely, we reveal the values of π(y) for all y that are frequent labels for y, and of π −1 (x) for all x that is a frequent label for x. Note that by the definition of "frequent" (Definition 4) we have k, ℓ ≤ n 1/3 . It follows that, with probability 1 − kℓ/n = 1 − O(n −1/3 ), there are no pairs (x, y) where π(y) = x and x is frequent for x and y is frequent for y. Now, our conditioning has revealed π(y) for exactly k + ℓ labels y. Note that, had we sampled, fully independently, a uniformly random label from x (resp. y) to pair with each frequent label from y (resp. x), we would, with high probability, had no conflicts, and conditioned on this, sampled from the same distribution. But, for the fully independent sampling, the probability of failing to rendezvous at one of the locations with a frequent label is exactly
Conditioned on the pairings for the frequent labels on both sides, there remain n − (k + ℓ) unpaired rare labels on each side, and π is a uniformly random pairing of these. So the conditional probability of failing to rendezvous at one of these times equals Perm
where M is the zero-one matrix whose entries are indexed by the remaining n − (k + ℓ) unpaired vertices on each side, and whose (x, y) entry is 0 if there exists a step t for which x t = x and y t = y. We note that M has at most n 2/3 zeroes in any single row or column since its rows and columns are indexed by rare labels. Let d ′′ be the total number of zeroes in M . Thus there are d ′′ ≤ d ′ distinct pairs of labels (x t , y t ) such that x t is rare for x, y t is rare for y, and neither x t nor y t is matched to a frequent label by π. By linearity of expectation, the expected number of steps t such that π(y t ) is a frequent label in x equals T k/n = O(n 1/3 ), and similarly for the number of steps t such that π −1 (x t ) is a frequent label in y. Hence, with probability 1 − o(1), we have d
Putting it all together gives the desired formula (4).
Rendezvous codes
Lemma 2 tells us that, in order to guarantee a rendezvous by time T with high probability, we need to ensure that at least one of b or c is n − o(n) with high probability. In other words, our symmetric strategy must have Wait For Mommy hidden inside it with high probability. This motivates the following definition.
Definition 6.
A rendezvous code is a collection R of walk schedules such that, for every two distinct schedules x, y ∈ R, there is a set of n steps in which x has every label exactly once, while y repeats the same label n times.
If R is a rendezvous code of length T and size s, then the symmetric strategy in which both players independently sample their walk schedule from R will ensure a meeting within T steps whenever their schedules are distinct, which occurs with probability at least 1 − 1/s. In fact, it ensures at least two meetings with probability at least 1 − 1/s − 1/n, since if x and y are distinct, each player will wait while the other one wanders through all n locations. (The 1/n term corresponds to the possibility that the players' repeated labels correspond to the same vertex.)
It is not obvious that rendezvous codes exist of length O(n) and size ω(1). In this section, we present rendezvous codes of length T = 4n and size Ω(log n), thus ensuring a rendezvous in at most 4n steps with probability 1 − O(1/ log n). As a result, Anderson-Weber-type strategies do not maximize the probability of success for T ≥ 4n. As we will show below, the constant 4 is tight: the shortest possible rendezvous codes of size ω(1), and more generally, the shortest possible symmetric strategies that succeed with probability 1 − o(1), have length 4n − o(n).
Our construction of rendezvous codes of length O(n) and size Ω(log n) is as follows. There will be a unique frequent label, 0, that occurs T /2 = 2n times in every walk schedule. The remaining labels, 1, . . . , n, are rare, with each occuring exactly twice in every walk schedule. Let n = 2 d and T = 4n = 2 d+2 , and consider the (d + 2) × T binary matrix M whose t'th column is the binary representation of t for 0 ≤ t < T . Specifically, let M i,t be the ith most significant bit of the binary representation of t. We will use M to construct another matrix M ′ such that each row of M ′ corresponds to a walk schedule. If M i,t = 0 then M ′ i,t = 0, indicating that the player waits at location 0 on those steps. Each of the rare locations 1, . . . , n = 2 d will be visited twice, as follows. For each row i, the T /2 = 2 d+1 columns t for which M i,t = 1 occur in complementary pairs t, t ′ , in the sense that M j,t = M j,t ′ for all j = i (where, as usual, 0 = 1 and 1 = 0). We assign each such pair a distinct label
The precise labeling does not matter, but we could define ℓ as follows: if we delete the ith row, then each column t represents an integer w t < 2 d+1 in binary, where w t + w t ′ = 2 d+1 − 1. Then we set ℓ equal to w t + 1 or The rows of M ′ constitute a rendezvous code of length T and size s = d + 2. To see this, let x and y be the ith and jth row respectively, where i = j. There are T /4 = n columns t where M i,t = 1 and M j,t = 0. After removing the ith row, the columns t where M i,t = 1 range over all 2 d+1 binary sequences, so the corresponding labels x t = M ′ i,t range over all ℓ ∈ [n]. Moreover, since each pair of columns with the same label is complementary, exactly one of them occurs when y t = M j,t = 0. Thus for each 1 ≤ ℓ ≤ n there is a t where x t = M ′ i,t = ℓ and y t = M ′ j,t = 0, so this set of T /4 = n columns satisfies the definition of the rendezvous code. Now suppose the two players independently choose a walk schedule uniformly from the rows of M ′ , and that these rows are distinct. Using 0 to denote their frequent locations, in the unlikely event that π(0) = 0 they meet on the very first step. Otherwise, they meet at the time t such that y t = 0 and x t = π(0), and again (if they choose to continue) at the t where x t = 0 and y t = π −1 (0). Thus this strategy only fails in the event that i = j and π is a derangement, and this occurs with probability O(1/s) = O(1/ log n).
There is an easy generalization of this construction to the case where n is not a power of 2. Suppose n ≤ n ′ = k2 d . We construct the (d + 2) × 2 d+2 matrix M as before, but now repeat each row k times. In the first copy, we set the nonzero entries of M ′ so that they range from 1 to 2 d as before; in the second copy, we add 2 d to these entries so that they range from 2 d + 1 to 2 · 2 d , and so on. If we replace entries of M ′ greater than n with 0, this produces a rendezvous code of size s = d + 2 and length 2 d+2 k = 4n ′ . By setting, say, d = (1/2)⌈log 2 n⌉ and k = ⌊(n − 1)/2 d ⌋, we obtain s = Ω(log n) and n ′ = n + o(n), so T = 4n + o(n). Thus we have proved Theorem 1. For any n, there is a symmetric rendezvous strategy on the complete graph K n for which P(τ ≤ 4n) ≥ 1 − O(1/ log n).
More rendezvous codes
It is clear from the definition of rendezvous codes that we can form them by concatenation. That is, given two rendezvous codes R 1 , R 2 , the code R 1 R 2 = {r 1 r 2 : r 1 ∈ R 1 , r 2 ∈ R 2 } is a rendezvous code as well. Concatenating the rendezvous code given in the previous section with itself c times gives a rendezvous code of length 4cn and size O(log c n). Of course, this simply corresponds to performing our previous strategy c times independently, reducing the probability of failure to O(1/ log c n). In analogy with error-correcting codes, we suspect that there are much better constructions. One interesting question is whether there is a rendezvous code of length O(n) and polynomial size, allowing the players to meet with probability 1 − 1/poly(n) in linear time.
In an effort to explore possible constructions of rendezvous codes a little further, we can construct M and M ′ using some base other than binary. As we will see, this gives rendezvous codes that achieve any rational fraction p of time spent waiting versus wandering, and also somewhat reduces the expected time to meet. In this section, which is not essential to the rest of the paper, we sketch out the main ideas of this construction; details are left to the interested reader.
Fix constants A and B with 0 < A < B. Set n = (B − A)B k−1 , and let
Let M be the (k + 1) × T matrix whose columns are the base-B representations of the numbers 0 ≤ t < T . As in the binary case, we will use M to construct a matrix M ′ whose rows are walk schedules. However, now B − A of the possible entries of M will correspond to wandering. Specifically, an entry m ∈ {1, . . . , B − A} corresponds to wandering among the B k columns t such that M i,t = m. If we delete the ith row, the remaining k rows represent, in base B, all integers 0 ≤ w < B k ; let w t denote the integer thus represented by the tth column. Analogous to the complementary pairs in the binary construction, we partition these columns into B k−1 equivalence classes of B columns each, where t and t ′ are equivalent if, for some z ∈ {0, . . . , B −1}, we have M j,t ≡ M j,t ′ +z mod B for all j = i. Within each equivalence class, there is a unique t ′ such that 0 ≤ w t ′ < B k−1 . Set ℓ t = w t ′ + 1 for all t ≡ t ′ , and finally set M ′ i,t = (m − 1)B k−1 + ℓ t . To see this is a rendezvous code, let 1 ≤ x ≤ n, and write x = (m − 1)B k−1 + ℓ. Let i and j be distinct, and let x t = M ′ i,t and y t = M ′ j,t respectively. In the equivalence class where M i,t = m and ℓ t = ℓ, there are A steps t where M j,t / ∈ {1, . . . , B − A}, so that M ′ j,t = 0. On any of these steps, we have x t = x and y t = 0. Varying the constants A, B gives a family of codes of length T = O(n) and size s = k + 1 = Ω(log n). While the length T is minimized by the binary case B = 2, it turns out that we can decrease the expected rendezvous time by taking B > 2, as we will now show.
It is convenient for our analysis to further modify the code by permuting its T columns randomly. In that case, we obtain bounds that are similar to Lemma 2, but which are essentially tight. Let x t = M ′ i,t and y t = M ′ j,t where i and j are distinct. Consider the first τ steps of the strategy; we will compute the probability that the players fail to meet during this time. With high probability, there are roughly (A/B) 2 τ of these steps when both players wait; if we condition on the likely event that π(0) = 0, these steps are useless to us. Similarly, with high probability there are roughly (1 − A/B) 2 τ steps when both players wander; on each of these steps, the players meet with probability 1/n. These events are roughly independent, so the probability that we fail to meet on any of them is essentially
Now, fix one of the "waiting" symbols m / ∈ {1, . . . , B − A}. With high probability there are roughly ((B − A)/B
2 )τ steps where M j,t = m, so that y waits at y t = 0, while M i,t ∈ {1, . . . , B − A} so that x wanders. However, the locations x t that x visits during these steps are all distinct, so the probability that none of them are π(0) is
There are A waiting symbols, and the players can also rendezvous by having x wait while y wanders. Taking the product of all of these along with (5) gives
Integrating this gives us the expected time to rendezvous:
P[no rendezvous in the first τ steps]
When A = 1 this integral can be easily evaluated, which yields
Setting B = 2 and A = 1 gives the special case of the binary code described above, giving an expected rendezvous time of
Using base B = 4 instead, again with A = 1, reduces the expected time to
We believe this expected time is the best this family of codes can achieve; however, it is larger than the expected time of the Anderson-Weber strategy, and the length T = (16/3)n is greater than T = 4n for the binary code.
A phase transition at T = 4n
We will now show a lower bound on the failure probability for an arbitrary symmetric strategy when T = (4 − δ)n for δ > 0. As a corollary, any rendezvous code of size ω(1) must have length at least 4n − o(n). First we deal with the simpler case of strategies for which every walk schedule has the same number of "waiting" steps.
Lemma 4. Suppose D is any distribution over walk schedules, and T ≥ 0. Then, the symmetric strategy that samples from D × D fails to rendezvous within T steps with probability at least
If we further assume that every walk schedule in D has equally many waiting steps within the first T steps, then we get the stronger lower bound
Proof. Let a, b, c, d be defined as in the statement of Lemma 2. Here a, b, c, d depend on the particular pair of walk schedules chosen, and are thus random variables. Hence Lemma 2 gives us the lower bound
by the Tower Law for conditional expectations,
by Lemma 2 applied to the conditional probability,
(8) Note that, for each 1 ≤ t ≤ T , the probability that x waits and y wanders at step t is of the form w t (1−w t ), where w t ∈ [0, 1], and hence is at most 1/4. It follows by linearity of expectation that E[b] = E[c] ≤ T /4. Now, subject only to this constraint, and to b, c ≥ 0, and assuming T ≤ 2n, an easy shifting argument shows that the expectation in the right-hand side of (8) is minimized by the distribution
(n, 0) with probability T /4n, (0, n) with probability T /4n, (0, 0) with probability 1 − T /2n, which immediately implies (6).
In the case when all walk sequences in the support of D have equally many waiting steps, this number equals a + b and a + c by definition, and hence b = c with probability one. Hence (8) becomes
2 . Applying Jensen's inequality to the right-hand side, and again applying E[b] ≤ T /4, yields the desired inequality (7).
Note that, of the bounds in Lemma 4, (6) is general but becomes trivial for T ≥ 2n, whereas (7) is nontrivial for T < 4n but assumes that all walk schedules have the same number of waiting steps. Our next result relies on a simple binning argument to get a nontrivial lower bound for arbitrary symmetric strategies and all T < 4n. We have made no attempt to optimize the constants in the lower bound.
Theorem 2. For every symmetric strategy on the complete graph K n of length T = (4 − δ)n where δ > 0, the probability of failure is bounded below by
Proof. Let ε > 0 be a constant which we will determine below. By the pigeonhole principle, there must exist some w such that with probability at least ε, a walk schedule sampled from D waits for between wT and (w + ε)T steps. Thus, with probability at least ε 2 , both players will wait for a number of steps in this range. We will condition on this event happening.
By adding the correct number of waiting steps at the end of each of these walk schedules, we can define a new distribution D ′ over walk schedules of length (1+ε)T in which every walk waits for exactly T ′ = (w+ε)T steps, and in which the first T steps agree with the original distribution, conditioned on waiting for between wT and (w + ε)T steps. Now set ε = δ/8, and note that
Applying Lemma 4 to this new distribution, we find
completing the proof.
Anderson-Weber strategies are asymptotically optimal for T ≤ n
In this section, we show that strategies of Anderson-Weber type asymptotically maximize the probability of meeting within a fixed deadline T ≤ n, up to an additive o(1) error. Of course, with such a short time horizon, there is only time for the first of the wait-or-wander coin flips, so it is a very special case. On the other hand, these early steps are the biggest contributors to the sum in (1), so their importance should not be underestimated.
Theorem 3. For each T ≤ n, P[τ ≥ T ] is asymptotically minimized, up to an additive o(1) error, over all symmetric strategies, by some strategy of Anderson-Weber type.
Our proof will use some tools from the minimization of submodular functions on lattices.
Definition 7. Let S be a finite set of size n, and let f : 2 S → R be a real-valued function on subsets of S. We say f is submodular if, for every X, Y ⊆ S, we have
We begin by recalling some basic tools for constructing submodular functions. The first of these is a standard connection between submodularity and concavity 1 (e.g. [6, Prop. 5.1]): Proposition 1. Suppose S is a finite set, and f : 2 S → R is defined by f (Z) = g(|Z|) for some g : {0, . . . , |S|} → R. Then f is submodular if and only if g is concave.
We will also use the following easy consequence of the distributive law:
Finally, we will use the following fact about products of submodular functions (e.g. [4, Ex. 3 
.32(b)]).

Proposition 3. Let g and h be non-negative, submodular functions on the same domain. Suppose g is non-decreasing with respect to set inclusion, and h is non-increasing. Then their product gh is submodular.
Using these, we can prove that the function featured in Lemma 2 is submodular. More precisely,
Then f is submodular in each of its arguments.
We remark that the assumption T ≤ n cannot be eliminated. Also note that, when x, y are walk schedules of length T ≤ n and X, Y are the respective sets of wandering steps, then a, b, c, d are the same as in Lemma 2 and the conclusion of Lemma 2 is that
Proof of Proposition 4. Since f is symmetric, it suffices to prove that, for each fixed X, f (X, Y ) is submodular in Y . To see this, observe that
where
Clearly g(Z) is a concave, non-increasing function of |Z|. Using a little calculus and taking into account the fact that |Z| ≤ |X|, we see that h(Z) is a concave, non-decreasing function of |Z|. By Proposition 1, both are then submodular functions of Z, and Proposition 2 implies that g(X ∩ Y ) and h(X ∩ Y ) are submodular functions of Y . Finally, g(X ∩ Y ) is non-increasing, h(X ∩ Y ) is non-decreasing, and both are non-negative, so Proposition 3 implies that f (X, Y ) is submodular in Y .
We say that a distribution φ over subsets of S has expectation x if, for all
The Lovász extension of x is the distribution over 2
S that samples λ ∈ [0, 1] uniformly at random, and outputs the subset {s ∈ S : x(s) ≥ λ}. Note that this distribution has expectation x. Moreover, its support forms a chain S 0 ⊆ · · · ⊆ S k ; for instance, if the x(s) are distinct and less than 1, we have k = n, S 0 = ∅, and S , every submodular function is minimized by the same distribution, whose support forms a chain.
Rather than directly applying Proposition 5, we will need the following "two-player" analog of it.
Proposition 6. Let S be a finite set, and let f : 2 S × 2 S → R be submodular in each of its arguments. Let
S , and let ψ be the Lovász extension of x. Then the distribution ψ × ψ minimizes the expectation of f among all distributions φ × φ such that φ has expectation x.
Proof. The proof is a straightforward "uncrossing" argument along the lines of [5, Lemma 3.6] . Since S is finite, the space of all probability distributions over 2 S is compact. Hence, by the Extreme Value Theorem, there exists a distribution φ that, among all distributions with expectation x, minimizes E φ×φ (f ), and, subject to both these constraints, maximizes Var X∼φ (|X|). We will prove that this φ must, in fact, be the Lovász extension of x.
Suppose X, Y ⊆ S were two incomparable subsets in the support of φ. Then, taking δ = min{φ(X), φ(Y )}, we can define a modified distribution φ ′ by decreasing φ(X) and φ(Y ) by δ, and increasing φ(X ∪ Y ) and φ(X ∩ Y ) by δ; φ ′ is otherwise equal to φ. This preserves the expectation x. Moreover, it preserves or decreases the expectation of f , since
where the last line follows since f is symmetric and submodular in both arguments. Finally, we observe that
But this contradicts our choice of φ. Hence our assumption that φ contained incomparable elements was false, so the support of φ is a chain. Since the expectation of φ is x, it must be the Lovász extension of x.
As a corollary, we will deduce that the expectation of a concave function of two variables is minimized for two-point distributions:
Proposition 7. Let g(t 1 , t 2 ) be concave in each of its arguments, and suppose that t 1 and t 2 are chosen independently from a distribution P supported on {0, . . . , T }. Then, among all distributions P with a given expectation µ = E P [t], the expectation E P ×P [g] is minimized by a distribution P supported only at the extremes of the interval: P (T ) = µ/T , P (0) = 1 − µ/T , and P (t) = 0 for all other t.
Proof. Let S = [T ] and define a function
. By Proposition 1, f is submodular in each of its arguments.
Let P be a distribution on {0, . . . , T } of mean µ. We define a distribution φ on 2 S by coupling it with P . For each 0 ≤ t ≤ T , whenever t is sampled from P , let φ produce a uniformly random subset of S of size t. Note that our definition ensures that
Observe that x equals the expectation of φ. By Proposition 6, f is minimized at ψ × ψ, where ψ is the Lovász extension of x. However, the Lovász extension of x is supported on just two points: ∅ with probability 1 − µ/T , and [T ] with probability µ/T . It follows that
by the definition of φ, which was to be proved.
Our next proposition narrows the optimal strategies down further to those that wait for some number of steps and wander for the remaining steps:
Proposition 8. For each T ≤ n, it is possible to define a probability distribution P (t) on [0, T ] such that the following symmetric strategy maximizes the probability of a successful rendezvous, up to an additive o(1): each player independently samples a value of t according to P (t), waits at location 0 on steps {1, 2, . . . , t} and wanders through T − t distinct locations on steps {t + 1, . . . , T }.
Proof. Let T ≤ n and let D ×D be a symmetric strategy. As before, we consider walk sequences x, y sampled from D × D, and let X, Y ⊆ [T ] denote the corresponding set of wandering steps. Also as before, let a, b, c, d be as defined in Lemma 2, and let
where the second equality uses the hypothesis that T ≤ n. Note that, also because T ≤ n, by Proposition 4, f is a submodular function. Let φ denote the distribution over 2 [T ] from which X is sampled, let x denote the expectation of φ, and let ψ denote the Lovász extension of x. Then we have
by Lemma 2,
by Proposition 6. Now, since the support of ψ is a chain, and we can permute the steps {1, . . . , T } without changing the success probability, we can, without loss of generality, push all the waiting steps to the front. This means that, under ψ, we can assume that the set, X, of wandering steps is always of the form {t + 1, . . . , T }.
Considering, for instance, (4), we see that, up to an additive o(1), it is optimal to choose all distinct labels for the wandering steps, which completes the proof.
We are now ready to prove the main result of the section.
Proof of Theorem 3. Suppose D is an asymptotically optimal strategy of the type described in Proposition 8, and let P be the distribution described in Proposition 8.
We condition on the waiting times t 1 , t 2 sampled independently from P by the two players. In the notation of Lemma 2, we have b = (t 1 − t 2 ) + , c = (t 2 − t 1 ) + , and d = T − max(t 1 , t 2 ). Thus the probability of failing to meet is g(t 1 , t 2 ) + o(1), where
It is easily verified that g(t 1 , t 2 ) is concave in each of t 1 and t 2 separately. To see this, first note that g is continuous: then, fixing t 1 , the second derivative of g with respect to t 2 is zero for t 2 < t 1 and negative for t 2 > t 1 . Thus g is concave as a function of t 2 , and by symmetry as a function of t 1 as well. Up to o(1), the probability of failure is the expectation of g(t 1 , t 2 ) where t 1 , t 2 are chosen independently according to P . Since g is concave in both of its arguments, Proposition 7 shows that, for any fixed µ = E[t], the expectation of g is minimized when P is supported on {0, T }. That is, setting θ = µ/T , with probability P (T ) = θ we wait for T steps, and with probability P (0) = 1 − θ we wander for T steps. Thus the strategy is of Anderson-Weber type, completing the proof.
Bounding failure and expected time in symmetric strategies
We conclude our discussion of the complete graph by using the results of the previous section to bound the probability of failure, and the expected time to meet, for any symmetric strategy.
First, now that we know the asymptotically optimal strategy for T ≤ n is of Anderson-Weber type, what is the optimal value of the waiting probability θ? Using Lemma 2, the probability of failure in the first T ≤ n steps is P[no rendezvous by time
For a given T , this is minimized by
In particular, for T = n this recovers the bias 1/(e + 1) = 0.269 . . . of the original Anderson-Weber strategy. Plugging this θ back into (9) gives
Thus, the right-hand side of (11) is a lower bound for the failure probability of any symmetric strategy.
Plugging into (1) then gives the following lower bound on the expected time to meet,
We can improve this bound a little as follows. Note that P[τ > n] ≥ 1/(e + 1). Since the probability of meeting, not necessarily for the first time, in any particular step is 1/n, a union bound tells us that the probability of meeting in any of steps n + 1, . . . , T is at most (T − n)/n. Hence, for T > n we have
which is nontrivial for n < T < (e + 2)n/(e + 1). Therefore, 
This implies
Proposition 9. For every symmetric strategy, the expected time to the first rendezvous is bounded by
This bound is not tight: for instance, we can get a slight further improvement by applying the bound of Theorem 2 for values of T up to 4n. More importantly, our bound is derived by analyzing each summand P(τ > T ) in the sum (1) separately, even though we know that for the optimal Anderson-Weber strategies, these correspond to different values of θ.
In particular, it is still possible that the expected time (0.829 . . .)n achieved by the Anderson-Weber strategy is asymptotically optimal. Nevertheless, since the asymmetric Wait For Mommy strategy achieves E[τ ] = n/2 − o(n), Proposition 9 shows that the first rendezvous takes Θ(n) longer in expectation when we are restricted to symmetric strategies.
Rendezvous on Other Graphs
In this section we consider the rendezvous problem on general graphs G. Each player has a map of G with vertices labeled 1, . . . , n, and their labelings differ by a permutation π chosen uniformly at random from the automorphism group Aut(G).
Unless G is the complete graph (or the empty graph) Aut(G) is a proper subgroup of the permutation group on the n vertices. In particular, not all pairs of vertices can be mapped onto each other, i.e., Aut(G) is not 2-transitive. This restriction on the permutation π can help the players meet each other; on the other hand, the players can only move along G's edges, which hinders them. (We could consider a different model, where the players can see G's edges but move to any vertex at each step; we will not do this here.)
If there is a vertex which is topologically unique-say, with the highest degree, or at the center of a star-the players can simply arrange to meet there. More generally, if Aut(G) is not vertex-transitive, then the players might as well focus their attention on the smallest equivalence class of vertices. Thus we will assume that Aut(G) is vertex-transitive, so that all vertices are topologically equivalent.
We start by stating some simple upper bounds:
Lemma 5. Let G be any connected graph on n vertices, with diameter ∆ = o(n). Then there is a symmetric strategy that ensures a rendezvous with probability 1 − o(1) in 8n + o(n) steps. If, additionally, G is Hamiltonian then the strategy takes only 4n + o(n) steps.
Proof. The proof consists of simulating the strategy of Theorem 1 for the complete graph. We will first discuss the Hamiltonian case. Without loss of generality, each player's labeling has the property that the vertices in sequence, 1, . . . , n, form a Hamiltonian path. As before, we will also use 0 to denote the "frequent" or "waiting" location. Let M and M ′ be the matrices described in Section 3.2. Recall that these matrices have width T = 4n; moreover, the sequence of rare locations follows the path 1, . . . , n forward and then backward, with waiting steps to location 0 interspersed. Now, for any k ≤ log n, let M k and M ′ k be the top k rows of M and M ′ respectively. We note that each row of M k can be divided into exactly 2 k blocks of equal length, where within each block, the row contains all zeroes or all ones. Correspondingly, the rows of M ′ k have the property that within each block, the strategy either waits at location 0 for the entire block or visits the next n/2 k locations in the (forward or backward) Hamiltonian path. We now modify M ′ k to have ∆ extra columns between each pair of consecutive blocks. This allows the walker to get from their position at the end of each block to their desired position at the beginning of the next block, even if there is no edge between the corresponding vertices. This adds 2 k ∆ columns to M ′ k , increasing the length T , and gives a strategy that fails with probability 1/k. If we set k = (1/2) log(n/∆), the length is increased by √ n∆ = o(n), and the strategy succeeds with probability
The only thing keeping the same approach from working when G is not Hamiltonian is the absence of a path of length n + o(n) that visits every vertex. Suppose each player chooses a spanning tree of G. The depth-first traversal of the spanning tree is a closed walk of length 2n which visits each location at least once. Thus, starting with a rendezvous code for 2n vertices, and mapping the locations 1, 2, . . . , 2n to the locations in the order they appear in the traversal achieves the desired end.
It is worth noting that the "Lovász conjecture," open since at least 1969 (see [7] ) asserts that all vertextransitive graphs are Hamiltonian. In order to get our upper bound of 4n above, we only need a much weaker property, namely that the graph contain a walk of length n + o(n) that reaches all n vertices (and which is allowed to repeat vertices).
In the remainder of this section, we will give examples of graphs where a rendezvous is considerably easier, or considerably harder, to arrange than on the complete graph.
Graphs with rendezvous in n steps
It turns out that the lower bound of 4n that applies to the complete graph (Theorem 2) does not hold for general graphs. Here we give an example of a vertex-transitive graph where the players can meet with high probability in just n steps.
Let n be prime, let k < ⌊n/2⌋, and let G be the circulant graph whose vertices are 0, 1, . . . , n − 1 where for each i there is an edge between i and i ± j mod n for 1 ≤ j ≤ k. Note that each vertex has degree 2k. The automorphism group Aut(G) is the dihedral group D n : that is, the group of rigid rotations that send x to x + s mod n for some s, and "flips" that send x to −x + s mod n for some s. Now consider the following symmetric strategy. Each player picks a uniformly random "velocity" j ∈ {−k, −(k − 1), . . . , k − 1, k}. Starting at their initial vertex, which each one calls 0, they move j steps around the cycle at each step, visiting location jt mod n at time t. Let j 1 , j 2 be the two players' velocities; we can assume without loss of generality that the two players' labelings differ by a rotation π rather than a flip, since otherwise we can replace j 2 with −j 2 .
If j 1 = j 2 , then the players will meet with certainty within n steps. To see this, let x 2 − x 1 mod n be their initial displacement from each other on the cycle. Since j 1 − j 2 is invertible mod n, there is a t < n such that x 1 + j 1 t = x 2 + j 2 t mod n. This fails only if j 1 = j 2 , which occurs with probability 1/(2k + 1). Thus if we let k = k(n) grow as any increasing function of n, this strategy succeeds with high probability within n steps.
All that is needed in this construction is that j 1 − j 2 has a high probability to be invertible in Z n . Thus it also works when n is a product of fairly large primes, for instance if all prime factors are ω(log n) while k = O(log n).
A lower bound for the cycle
Next we consider the n-cycle, without any additional edges (for which the automorphism group is still the dihedral group). In this case, we will show that, unlike the complete graph or the circulant graph of the preceding section, there is no symmetric strategy with T = O(n) that succeeds with high probability.
For this graph, there is a very real possibility of the two players moving in opposite directions along the same edge at the same time. When this occurs, we will generously treat them as having rendezvoused, even though they did not reach the same vertex at the same time. Our lower bound on this model holds in the original model as well.
First consider the following simple algorithm, which Anderson and Weber [3] credit to Steve Alpern. Starting at a random location, pick a random direction and walk for n/2 steps. If you haven't met by that time, pick a new random direction and repeat. If the players choose the same direction, the distance between them remains constant, and they do not meet. However, as soon as they choose opposite directions, their paths must cross and they will meet (invoking our generous convention about meeting on an edge).
It is easy to see that this algorithm gives an expected meeting time of (asymptotically) 3n/4. In expectation, the players spend one round moving in the same direction for n/2 steps; then, in the first round that they move in opposite directions, they meet in expected time n/4. Indeed, according to [3] , Alpern conjectured that this strategy asymptotically minimizes the expected meeting time on the cycle.
However, for any integer k, the probability of not having met by time kn/2 is 2 −k . To put it differently, for any T , this strategy fails with probability 2 −O(T /n) , so T = ω(n) steps are needed in order to meet with probability 1 − o(1). We will now show that this is unavoidable.
Let m = n/6, and define a mapping from walks of length T on C n to walks of length τ = T /m on C 6 by dividing the cycle into 6 sectors of size m, and stroboscopically observing where they are when t is a multiple of m:
It is easy to see that the expression on the right is a walk on C 6 : by (12) and the triangle inequality, |⌊v i+m /m⌋ − ⌊v i /m⌋| ≤ 1. Thus γ induces a distribution on [6] × {−1, 0, 1} τ corresponding to a symmetric strategy for rendezvous on C 6 . We can give a lower bound on the probability this strategy fails: since there are only 3 τ sequences of moves {−1, 0, 1}, the collision probability that the two players choose the same sequence is at least 3 −τ = 3 −T /m . In that case, unless they start at the same vertex of C 6 , they do not meet. It is conceivable that the players could meet in C n but not in C 6 . For instance, they could start at adjacent sectors of C n less than m/2 steps apart, meet after t = m/2 steps, and then return to their original positions. However, this can only occur if they are at adjacent vertices of C 6 . With probability 1/2, their initial vertices on C 6 are 2 or 3 steps apart; as noted in the previous paragraph they follow the same path with probability at least 3 −τ , in which case their distance on C 6 stays the same. Thus the probability that they fail to meet on C n is at least (1/2)3 −τ , completing the proof.
Open Questions and Directions for Further Work
We have obtained a number of new results for the symmetric rendezvous problem. In particular, we have shown that we can rendezvous with high probability in T = 4n steps, but not in T = αn steps for any α < 4.
We have also partially addressed the question from [3] regarding whether strategies of Anderson-Weber type are asymptotically optimal. If the goal is to maximize the probability of meeting within T steps, they are indeed optimal for T ≤ n, but not for T ≥ 4n. There are still many unanswered questions. We close with some suggestions for further work.
• What happens for n < T < 4n? Is the optimal strategy some kind of interpolation between AndersonWeber and our rendezvous codes?
• How quickly can the probability of success approach one for T > 4n? If we simply repeat the T = 4n rendezvous code, we fail with probability (log n) −O(T /n) , reducing the probability of failure to 1/poly(n) with T = O(n log n/ log log n). Can we do better? In terms of rendezvous codes, this corresponds to the obvious product construction; but are there rendezvous codes of size poly(n) of length, say, T = O(n)?
• We have seen that we can meet on some vertex-transitive graphs much more quickly than on the complete graph; namely, we can meet with high probability in n steps on the decorated cycle. Here the limited set of automorphisms (namely the dihedral group of order 2n) helps us more than the restriction of moving along the edges hurts us. However, it seems plausible that if G's automorphism group is sufficiently rich, that our lower bound of 4n steps applies. In particular, we conjecture that this is the case on the hypercube. Finally, it is still possible, as conjectured in [3] , that the Anderson-Weber strategy asymptotically minimizes the expected time to meet.
