This paper proposes a quasi-polar local (turn rate-time) occupancy grid approach for obstacle avoidance. It uses GPS and inertial navigation combined with a vision system to map sensor data directly onto dynamically feasible paths, so that path planning consists simply of selecting the path with lowest likelihood of collision. A numerical method for motion updates that can cope with the differing sizes and shapes of each cell in the occupancy grid is proposed, and a probability-based inverse sensor model that maps range and bearing-based sensor data to this path-based occupancy grid is developed. Three exteroceptive sensor models (wide-field monocular vision, pushbroom stereo, and pushbroom stereo combined with wide field monocular) are presented in this context. Simulations of flight through a two dimensional environment consisting of both forest and urban terrain are used to demonstrate the utility of this approach.
I. Introduction
Small unmanned aerial vehicles (UAVs) have significant potential for application in fields ranging from search and rescue to surveillance and exploration. Due to their small size and good mobility, they can fly in complex indoor and outdoor environments. However, their small size also limits payload capacity, leading to restrictions in the available sensor package, power availability, and computational capabilities that can be carried on board. Further, many missions require flight in close proximity to obstacles, so the problem of safe navigation remains an area of significant research.
Current mature technologies for obstacle detection using onboard sensors rely generally on LIDAR, sonar or radar, which require large power and weight cost. Although they provide high-quality information (range and bearings to obstacles with low uncertainty), these sensors generally have trouble meeting the size, weight and power (SWAP) restrictions of small UAVs. Light weight cameras are a good solution due to the low cost and low power charge, but they still require computationally efficient machine vision algorithm that can be run onboard. Monocular vision has longer accessible range and faster processing ability, but it cannot observe the depth information of obstacles. Scale and depth information are available on stereo vision. However, small baseline limits the stereo only accessible to obstacles in a short range.
In the animal world, bird with eyes on the sides of their heads have a wide visual field, useful for detecting predators, while those with eyes on the front of their heads such as owls, have binocular vision and can estimate distances when hunting [1] . Fig. 1 shows the field of view of a bird's visual geometry, which typically includes a region of stereo vision and a wide region of monocular vision. Vision based navigation methods have been popular recently. The functional monocular vision based UAV PTAM (parallel tracking and mapping) proposed in [3] uses a downward facing camera to perform stable, drift-free and slow flight. It provides a powerful framework for real-time visual tracking and SLAM. However, this approach uses only a downward facing camera, which limits the application of obstacle detection for planning and control. Embedded optical flow techniques can extract depth information by computing the interframe changes between images. It has worked well on UAVs [4, 5] . Stereo vision systems can obtain depth information directly, but significant computational resources (as well as careful calibration) are required. Further, baseline limitations can lead to an inability to accurately compute range to distant features, which make them unsuitable for large spaces [6] . In [7, 8] , Barry describes a pushbroom stereo algorithm for high-speed navigation in cluttered environments which performs a subset of standard block-matching stereo processing searching only for obstacles at a single depth. His system requires no external sensing or computation and is the first high-framerate stereo detection system running onboard a small UAV. Hrabar combined optical flow and stereo vision measurement on both a tractor and unmanned helicopter to fly in urban canyons in real time [9] . But this approach still requires two pair of cameras. One pair of stereo cameras and another pair of fish eye cameras for optical flow. He showed preliminary results that a UAV could potentially be controlled using optical flow and stereo information from a single pair of forward-facing fisheye cameras.
Occupancy grids are a powerful mapping tool, first introduced by Elfes [10, 11] . In essence, the occupancy grid computes the likelihood that a particular cell in a lattice representation of the environment is occupied. It uses probabilistic models of exteroceptive sensors to capture the uncertainty in sensor data, and does not rely on geometric models of the environment. It thus does not depend on accuracy (or applicability) of a particular world model. A typical occupancy grid deals with obstacle mapping in a spatial lattice, usually under the Cartesian coordinate on a global dimension. Variations of occupancy grid have been explored by researchers. In [12] , a novel method for the computation of free space based on dynamic programming on a polar occupancy grid is presented. Estimates of obstacle locations generated by stereo cameras with Kalman Filter are stored in a polar occupancy grid, which provides a constant depth resolution at the expense of some computation time. [13] presents a new occupancy grid tracking solution based on particles for tracking the dynamic driving environment. The particles have a dual nature: one denote hypotheses as in the particle filtering algorithm, the other is the building blocks of the modeled world. The tracking algorithm is centered on particles instead of cells. However, this algorithm is subject to a significant speed issue due to the amount of particles. And the usage of age information of the particles can be more flexible.
To overcome the problem of map growth (and the attendant problem of steadily increasing storage and processing) a local occupancy grid (one that moves with the vehicle) is described by Marlow [14] .
Existing methods for path planning are mainly based on graphic algorithms or potential field. A* uses a heuristic to focus the search from a particular start location towards the goal and thus very efficiently produces a path from a single location to the goal [15] . D* is an extension of A* that incrementally repair solution paths when changes occur in the underlying graph [16] . These incremental algorithms have been used extensively in robotics for navigation in unknown environment. However, almost all of these approaches are limited by the small, discrete set of possible transitions they allow from each node in the graph. Ferguson and Stentz [17] presented Field D* and Multi-resolution Field D*, two interpolation-based path planning algorithms that address two of the most significant shortcomings of grid-based planning: the quality of paths and the memory and computational requirements. RRT and RRT-Connect provided by LaValle and Kuffner in [18, 19] can perform motion planning in continuous configuration spaces. They can also solve path planning problems in high-dimensional configuration spaces. Besides the graph method algorithm, Borenstein and Koren came up with the potential field methods and the vector field Histogram (VFH) method to planning the path to avoid the obstacle and steer the mobile robot towards the target [20] [21] [22] . However, the sensitivity to local minima, that usually arises due to the symmetry of the environment and to concave obstacles, and robot oscillatory behavior when traversing narrow spaces become the drawback of the potential field approach. The VFH method may also lead to the robot being led far away from its target location. However, all the existing methods need two-step procedure of map generation followed by computation of feasible collision-free trajectory.
This paper proposes a novel quasi-polar local occupancy grid is based on a set of pre-calculated paths. Rather than following the two-step process of map generation followed by computation of a feasible collision-free trajectory, the method proposed here begins with a set of dynamically feasible paths and then uses exteroceptive sensor data to compute the likely distance over which each path remains collision-free. A favorable path (such as the longest collision-free path) is then selected and followed. A procedure for generating a quasi-polar local map of a static environment using only GPS/INS and vision system is described. Different camera models are tested and compared: monocular vision with optical flow method, pushbroom stereo, a combination of monocular and stereo. New path selection methods based on the pre-calculated paths set are given. To demonstrate the effectiveness of this approach, results of two-dimensional Monte Carlo simulation are presented. The main contributions of this paper are the novel quasi-polar local occupancy grid based on pre-calculated paths, by which the path selection work is convenient; the combination of different camera sensor models, which takes advantage of the monocular and stereo; the performance verification through simulations.
The remainder of this paper is organized as follows. In section II, a description of the navigation problem is given.
Section III and IV define the models for vehicle kinematics and several camera sensors. An estimator design which describes the quasi-polar local occupancy grid definition and mathematical implementation are presented in Section V. Section VI designs the new path selection method based on the pre-calculated path set. All the ideas are brought together in the description of simulation platform and the simulation results are shown in Section VII.
II. System and Problem Review
The problem considered here consists of a small UAV flying through an unsurveyed environment (such as a forest or an urban area) using an inertia measurement unit and vision system (one or two monocular cameras). The main goal is obstacle avoidance: while this paper briefly addresses navigation to a particular destination, it is not a major focus. The block diagram in Fig. 2 shows a system that uses the given sensors to perform obstacle avoidance.
The system consists of three major parts: a stabilized aircraft, an obstacle location estimator, and a path selector. Here, the stabilized aircraft can maintain a desired flight condition. The GPS/INS sensors provides an estimate of vehicle state (position, orientation, velocity, and angular rates) as well as measurements of acceleration in the body frame. A vision system consisting of one or two monocular cameras obtains measurements of bearing (angle between the camera optical axis and an obstacle point), optical flow (rate of change of bearing) and depth information (for stereo) to features in the environment (which are assumed to be obstacles). The estimator uses the vision measurements combined with estimated vehicle states to compute a map of obstacle position estimates in the local quasi-polar frame. Note that this quasi-polar frame is based on flight paths that would result from constant speed, constant turn rate flight. The path selector uses the knowledge of vehicle states and the computed map to select a pre-calculated path (vehicle turn rate) to avoid obstacles. where x and y are the location of the vehicle in global frame, which is an inertial frame, ψ is the vehicle heading with respect to an inertial frame, and u, v are the velocity of the vehicle in body frame.
The map is represented as a likelihood given a state history x 1,··· ,t and measurement history z 1,··· ,t :
where the measurement model
defines the probability of obtaining a particular measurement given a vehicle state x i and map m. Nonlinearities are introduced in two ways: first, through the vehicle's rotational degree of freedom; second, through the projection of the three-dimension world onto the two-dimensional image plane.
Note that the fields of view of the two cameras do not necessarily overlap. An overlapping region would provide a region of stereo data; one of the purposes of this research is to determine how much overlap is desirable for good navigation performance.
III. System Models
A. Coordinate frames Referring to Fig. 3 , the vehicle is located at position x, y in an inertial North-East-Down (NED) coordinate frame G. The body frame B stays fixed with the vehicle with its origin at the center of gravity of the vehicle. The orientation is defined by heading ψ with respect to the inertial frame. Sensors are fixed to the vehicle with known positions and angular offset relative to body frame. Velocity and angular rates are obtained in body frame B. Bearings to the obstacles and optical flow are obtained in camera frame C.
The quasi-polar occupancy grid coordinate frame P (defined by unit vectorsψ, ∆t, and shown in Fig. 4 ) translates with the vehicle sharing a common origin with frame B. Clearly, P is not a Cartesian coordinate system:ψ denotes the turn rate of a constant-speed path from the origin, and ∆t is the time needed flying from origin along a specific path to a given point. The occupancy grid used to map obstacles will be defined by this quasi-polar frame.
For convenience, define a Cartesian coordinate occupancy grid O by unit vector x o and y o translates with the vehicle sharing a common origin with frame B, but the orientation of the axes remains fixed relative to the inertial frame. 
B. Kinematic model
For simplicity, the derivation described here is done for planar motion. Vehicle position x and y is expressed in the inertial frame, heading is defined by ψ. Velocities u and v are expressed in the body frame B. Vehicle kinematics can thus be defined asẋ
Here a x , a y , and ω (acceleration inx b andŷ b and turn rate, respectively) are control inputs corrupted by process noise. N (0, σ 2 ) denotes a Gaussian random variable with mean 0 and standard deviation σ. Motion typical of a fixed-wing aircraft (i.e. coordinated flight) will be considered, hence a y = 0.
C. Inertial/GPS Measurement Model
The GPS/INS measurement unit includes a GPS receiver, accelerometers, rate gyros, and a magnetic compass. Vehicle position, orientation, and velocity (corrupted by zero mean Gaussian noise) with respect to the Earth are provided by the GPS/INS unit. Note that even with the availability of GPS, exteroceptive sensors such as cameras or LIDAR are required to detect obstacles.
IV. Sensor Models
This section details the vision model used to get the measurement. Three sensor models are described: monocular vision (which provides bearings and bearing rates); a general stereo model (where two cameras share a region of overlapping field of view as well as maintaining a non-overlapping field of view); and a combination that uses a "pushbroom stereo" combined with monocular vision.
A. Monocular Vision 1. Vision model
For the monocular vision, one single camera is fixed to the vehicle pointed along the vehicle's bodyx b axis. Bearing and bearing rate to objects within the field of view are the output measurements, see Fig. 5 . The bearing to the k th feature located at (
The bearing rate is computed by taking the time derivative of Eq. 9:
where
is the distance between the camera and the object. The field of view of the camera is divided into a number of sectors to limit the number of measurements [14] . The resolution ∆β is the angular width of each sector, in which the largest value of optical flow is returned as the measured value (it is assumed to come from the nearest object in that sector). It is assumed that optical flow measurements is corrupted by Gaussian noise with constant standard deviation across the field of view. Also, there is no correlation between the inputs.
The measurement vector z is
where β andβ are vectors containing the measurements of the maximum optical flow and associated bearing in each of the N sectors, respectively. 16) where I N represents an identity matrix of size N .
Range model
Range r * k can be computed from Eq. 10:
Since there is noise in the bearing and optical flow measurements and the estimate of velocity and heading also have uncertainty, the uncertainty in the estimate of σ r * k is needed. The Jacobian of Eq. 17 is computed for the uncertainty of range estimate:
and simplify:
It's been shown that in the region where |β| is a small value, the value ofβ is on the order of σβ, so that sensor measurements produce poor range estimate [14] . When an estimate is known to be inaccurate in advance, the uncertainty of the estimate is more important than the estimate itself. The linearization method, that is uses the measurements directly to compute r * and linearizes f to compute σ r * , provides acceptable results for the areas of interest as unscented transform or particle transform, and is not as computationally intensive. Therefore, Eq. 17 and Eq. 19 are used to compute r * and σ r * [14] .
B. General Stereo Model
The general stereo vision consists of two cameras mounted as in Fig. 6 . Note the angle θ defines the angle of each camera's optical axis with respect to the vehicle's bodyx b axis. The outputs of the stereo vision system are also measurements of bearing and bearing rates to objects within the field of view of each separate single camera. Consider the right camera. If the k th feature in inertial frame is located at x k y k , the coordinate in the local vehicle carried frame is x k/o y k/o = x k − x y k − y , where x, y is the vehicle's location. First transform it into the body frame,
Then translate it for half of the baseline into the baseline body frame.
where b is length of baseline. Finally, transform it into camera frame
where θ is the angle between the optical axis of the camera and the body axis. The bearing is now
The bearing rate is computed by taking the time derivative of Eq. 26:
where r kc = x 2 c + y 2 c is the distance between the camera and the object. As the monocular vision equations described earlier, Eq. 27 is solved for range r (since the baseline is small, r k ≈ r kc ):
The Jacobian of Eq. 28 is computed for the uncertainty in range estimate:
Comparing Eqs. 9, 10 and 17 with Eqs. 26, 27 and 28, it can be seen the only difference for optical flow and range measurements between monocular and one separate camera in general stereo is that the latter projects the velocities onto camera optical flow axis, which leads to a different effective velocity.
Note that when θ = 0 • , general stereo becomes the simple stereo case. As shown in Fig. 7 , two cameras face forward with the optical axes parallel. 
Single disparity method
A traditional stereo system uses block-matching method to produce depth estimates by finding pixel-block matches between two images. For example, if given a pixel block in the left eye's image, the standard stereo system will find the best match by searching through the epipolar line of the right eye's image, see Fig. 8 . The disparity, which is the position of the match block relative to its coordinate in the left eye's image, can be used to compute the 3D position of the object in that pixel block, [23] . For the simple stereo case, Fig. 9 T
Solving Eq. 29 for Z we obtain
where Z is the depth of one point, T is the baseline of the stereo system, f is focal length, D = x r − x l , the disparity. Since for each block in the left image, the standard stereo needs to search along the whole epipolar line, or search through depth, Eq. 30, the real time system suffers from a speed issue. Consider the computational efficiency for real time hardware, a pushbroom stereo using single disparity searching algorithm provided by Barry is used [7] . Limiting the search through distance to a single value, d meters away, which also means a single disparity, processing time can be significantly reduced. Although the obstacles at the distance other than d being neglected seems limiting, the missing depth information can be quickly recovered by previous single disparity results [7] since the cameras are on a moving platform (aircraft or hexcopter).
In summary, at each sensor update, only the obstacles at the depth d from the camera can be seen. One can choose the distance d up to the maximum resolvable distance for a given stereo baseline: choice of d may also depend on vehicle maneuverability constraints.
C. Combined Sensors
Stereo vision can provide a more accurate depth estimate comparing to monocular vision since the optical flow measurements are noisier and knowledge of vehicle velocity is required to compute range using optical flow. However, simple stereo limits the obstacles detectable range when using single disparity algorithm. A natural idea emerges that combining the two kind of sensors to take advantage of each of them.
Again, consider the simple stereo case, setup the sensors as Fig. 10 . The image pair can be regarded as two sensors. In the overlap region, the single disparity algorithm can be used to compute range using stereo vision. As mentioned above, it can only find features at a fixed depth away from the camera, but computational cost is lower than dense stereo. The system can be designed so that the estimate is good at the specified depth. In region A of left eye's image, and region B of right eye's image, compute bearing and optical flow (bearing rate) for each feature as with a monocular vision system. In this case one does not attempt to correlate features seen by both cameras outside of the single disparity depth. Although one can obtain some additional information, the computational cost of performing the correlation outweighs the quality of the information that can be obtained.
In general stereo model of B, assign a nonzero value to the angle θ. Similar to a bird's vision, the optical axes of the two cameras do not point forward. Instead, there is angle between the camera's optical axis and the direction of airplane's bodyx b axis. In this case, the overlap region of stereo vision is smaller than that in the simple stereo case. By choosing θ properly, the overall field of view of the two cameras is broader, and there is a region of stereo directly to the front of the vehicle (where there is poor range estimate information from optical flow). • field of view, and θ = 15
• , the bird eye model will be given like Fig. 11 . The overlap region of stereo vision now is 60
• . Since the single disparity algorithm is used, only the obstacle points on the fixed depth line can be seen at each sensor update. Region A belongs to the left eye, which will be used to find obstacle feature points and calculate optical flow like monocular vision. The same operation will be done for the right eye's region B.
V. Estimator Design
Given measurements of obstacle relative position from the vision system, a means of mapping obstacles is very useful: it provides a "retained memory" of obstacle positions in the event of sensor drop-outs or occlusions, and it provides a means of fusing multiple measurements of the same obstacle to improve localization accuracy. Kalman filter based approaches work well in sparse environments where each feature can be assumed to represent an obstacle, but problems such as landmark initialization and data association must be addressed explicitly. An occupancy grid approach obviates the need for both landmark initialization and data association, but care must be taken in developing the appropriate sensor models.
The occupancy grid computes the likelihood that discrete environment cells are occupied by obstacles (Fig. 12 ). Since each cell in the environment is considered independently, computational cost is fairly low and complex obstacle shapes can be modeled. Occupancy grids have been well documented (see for example Thrun [24] ). For completeness we summarize the basic derivation here. The goal is to estimate a map of the environment, p(m|z 1,··· ,t , x 1,··· ,t ), where z 1,··· ,t is the set of all measurements and x 1,··· ,t is the set of all vehicle states up to time t. By discretizing the map into a finite number of cells, occupancy grids recursively computes the estimate of p(m), which is a numerical implementation of a Bayes filter. m = {m ij } where m ij is a cell in the map. For each grid cell, the probability that a cell is occupied, p(m ij ) = 1, or free, p(m ij ) = 0, is computed. This makes the problem binary over all possible maps. Also, assuming that the probability of a particular cell's occupancy is independent of all other cells makes a conservative approximation, since the information about the world like the continuity between walls and buildings has been ignored. The estimation problem becomes
so the likelihood of each cell being occupied or not in occupancy grids can be computed independently. For one cell, write the binary Bayes filter in discrete map of a static environment.
Define odds and log-odds as o(m i,j |z 1,··· ,t , x 1,··· ,t ) = p(mi,j |z1,··· ,t,x1,··· ,t) 1−p(mi,j |z1,··· ,t,x1,··· ,t)
Using independence assumption and converting the map probability into log-odds form, Eq. 32 becomes
In Eq. 34, the first term on the right-hand side is the inverse sensor model, which will be discussed in detail later. For multiple measurements, the inverse sensor model for each measurement will be added together:
The second term on the right hand side of Eq. 35 is the accumulated log-odds of one occupancy grid cell over all previous time steps. By solving Eq. 33, the probability of occupancy can be recovered from the log-odds:
The estimation problem now becomes a recursive equation to compute the occupancy of each grid cell, which can be implemented with great efficiency.
A. Quasi-polar local occupancy grid Typical occupancy grid remains globally fixed as the robot moves through the grid. However, the map will quickly grow large and become computationally intractable as the vehicle explores the environment. To avoid obstacles near the vehicle, a local occupancy grid can be used instead of global occupancy grid, reducing computational requirements. Grid size can be selected based on sensor and computation ability. Marlow described a Cartesian local occupancy gird, whose origin is fixed to the vehicle, and the orientation remains fixed to an inertial frame [14] . Motion updates are done using standard image processing tools such as translation and convolution. This was also extended to a dynamically sized map, where the size of each cell is dependent on vehicle speed [25] . While Marlow's local occupancy grid reduced the computational cost, a trajectory planning step is still required. Here we describe a quasi-polar occupancy grid that operates directly on a set of dynamically feasible paths, so that trajectory planning consists simply of selecting the path that is free for a sufficient portion of its length.
Definition and coordinate transformation
As defined in Sec. III, the quasi-polar occupancy grid uses pre-calculated possible paths of the vehicle over a time horizon. For a constant speed vehicle, paths are differentiated by turn rate. The shape of the quasi-polar occupancy grid depends on vehicle speed, its maximum turn rate |ψ| max and time t max . Fig. 13 shows three sets of flight paths. Clearly one should choose a maximum turn rate |ψ| max that is within the vehicle's kinematic limits and a time t max that results in a path length that is within vehicle sensor range but long enough that the vehicle can avoid obstacles. The path time can be chosen as
where u is vehicle speed and s is a desired look-ahead distance. Given the set of flight paths, a means of converting the quasi-polar coordinate to the range/bearing information in body frame is required. 
It's easy to see the geometric relation γ = 2ξ. In addition, using sine law,
And from the physical definition ofψ and t,ψ
Put R, γ into t and make simplification,
Finally, convert the quasi-polar coordinate into body polar coordinate,
Hence, if a point is known in quasi-polar occupancy grids with the coordinate (ψ, t), the coordinate of the point in body polar frame (r, ξ) can be obtained.
Obstacle mapping
From the several sensor models in Sec. IV, all the obstacle feature points seen by the cameras can be estimated in body frame with range r and bearing β (Here β and ξ describe the same angle but in different frames: β in camera frame, ξ in polar coordinate frame). Using Eq. 44, the corresponding coordinate in quasi-polar local occupancy grid frame can be obtained once the coordinate in polar frame is known.
So once the measurements of the obstacle feature points obtained from the cameras, their position relative to the vehicle and the location within the quasi-polar local occupancy grid can be obtained. The inverse sensor model, which will be discussed later, is used to assign the occupied probability of one cell with respect to one measurement.
Motion update
The map with assigned probability must be updated with the motion of vehicle. In an update, where one grid cell does not map directly to another, blurring will occur. For the Cartesian local occupancy grid, the grid cells only match if the rotation is a multiple 90
• or the translation is the multiple grid sizes. In the case of a Cartesian occupancy grid, methods derived from image processing techniques (such as rotation or shifting) can be used to quickly compute motion updates. For the quasi-polar occupancy grid, each cell is in a different size and shape, and cell boundaries are generally curved. Numerical methods are thus required to perform the motion update. • According to the vehicle motion, find the current small cells' location in the local occupancy grid of last time stamp.
• For one sub small cell, if the location corresponding to this cell in the local occupancy grid of last time stamp exists, assign this sub small cell 1 N the probability that in the last time stamp's occupancy grid.
• If it doesn't exist, set the probability 0.5, which means the sub small cell explores the new area so the occupied probability is 0.5.
• Weighted sum up the probability of all the sub small cells as the current cell's probability.
An example is shown in Fig. 15, Fig. 16 . The vehicle is located at (0,0) with 0 • heading angle, Fig. 15 . Assume the red area has been occupied with the probability 0.9. The orange area is of 0.7 probability to be occupied. The obstacles are assumed to be static. If the vehicle moves with turn rate 0.2 rad/sec and speed 4 m/s along the bodyx b axis for 1 second, the grid after motion update is shown as Fig. 16 . One can see the relative position change between quasi-polar local occupancy grid and the obstacle area as the vehicle moves. The boundary of the occupied area also has little blur. The new explored area in green, is of 0.5 probability to be occupied.
B. Inverse sensor model
The inverse sensor model compute the probability of a cell being occupied for a single measurement. It's used to updated the occupancy grid when the measurements are obtained as shown in Sec. V Eq. 34. From the four kinds of sensors given in Sec. IV, an estimated range to the obstacle is computed, thus the obstacle location in polar coordinates is known. So two pieces are considered in the inverse sensor model, a function of range to the obstacle, an angular position function that reflecting bearing of the measurements.
Range
In Sec. IV, the range r * and uncertainty in the estimate σ r * are computed from the measurements of bearing β, optical flowβ, and depth information d from stereo vision. In this paper, the noise is assumed to be Gaussian.
Common sense tells us that the space between the camera and the detected obstacle is unoccupied and the space behind the obstacle remains unknown.
Here, assume the obstacle exists most likely two standard deviation in front of and three standard deviation behind the estimated range r * . So the likelihood should be:
The superposition of Gaussian and Sigmoid curve can model this behavior.
FAR AWAY OBSTACLES In monocular sensor model, when obstacles are far away or not present,β +ψ ≈ 0, Eq. 10 will yield r * ≈ ∞, the uncertainty σ r * will also be ∞, Eq. 19. The occupied region will extend from the estimated location all the way to the camera when the uncertainty is large, which doesn't make sense since there is no region to be marked as free space between the estimated location and the camera.
Here, a limit r max is set for the r * , when r * > r max , set r * = r max and a small value to the uncertainty σ r * .
OBSTACLES IN THE DIRECTION OF MOTION
For the obstacles located in the direction of motion, they generate almost no optical flow separate from the rotation of vehicle. Again,β +ψ ≈ 0, Eq. 10. The limit can also be set for r * here. For these kind of obstacles, set the uncertainty σ r = rmax 3 , since we know that they are in the direction of motion and don't want the uncertainty to be too large. So give the uncertainty a number to make sure the uncertainty ellipse covers almost all the occupied probability.
LOG-ODDS COMPUTATION CONCERN The inverse sensor model must be in log odds form to be added to the previous log-odds belief, Eq. 35. However, performing the log-odds conversion over every cells for every measurement wastes too much computation cost. So it's necessary to directly make an approximation for the log-odds form of the inverse sensor model, Eq. 48.
In log-odds form, the range part of the inverse sensor model can be approximated by:
Here, r is the range to a cell, r * n is the range estimate for the measurement in the nth obstacle feature point. Two parameters c 1 and c 2 can be used to scale contribution of the two functions for the probability.
Direction
Since there is noise in the bearing measurement, the direction part is necessary for the inverse sensor model.
A sigmoid weight function is used here to compute the scaling factor as a function of the difference between the direction of the grid cell and the measurement bearing.
where ξ is the bearing to a cell, β is the angular width of the sector, σ ψ is the uncertainty of the current vehicle heading estimate, c 3 is a weight parameter. For the grid cell located at (ψ i,j , t i,j ), the coordinate in body polar frame can be obtained from Eq. 44, the log-odds of one quasi-polar local occupancy grid cell induced by a measurement of nth obstacle feature points can be computed by:
An example is shown in Fig. 17 . The example shows an obstacle located at r * = 15 m, indicated by peak, with σ r * = 1.2 m. Between the sensor and the obstacle is likely to be unoccupied, which has low occupied probability and the log-odds is negative, indicated by trench. 
VI. Path Selection
The path selector selects a desired turn rate for the vehicle from the pre-calculated path set. Then the controller uses the desired heading to compute to control inputs. Here assume the controller is able to implement the desired control input within a range between maximum and minimum values.
With the quasi-polar local occupancy grid, the likelihood of occupancy for each path and for each discrete position along the path is known. One approach is to choose the path with the lowest occupied probability summation as the desired path. A second approach is to find a path with the longest obstacle free time t. According to the construction of the quasi-polar local occupancy grid, for two paths s 1 , s 2 , if the first obstacle along s 1 is located at t 1 , while along s 2 the first obstacle is at t 2 . t 1 > t 2 implies that s 1 has a longer obstacle-free distance.
A. Path selector I: Integrated path free probability The occupied probability measures the situation whether the location of a cell in the map is occupied or not. Summation of occupied probability along each path (integrated path free probability) marks the occupied level or free situation of that path. Intuitively, the path with the lowest occupied probability summation has the low potential for vehicle to hit any obstacles. So we want to choose the path with lowest integrated path free probability.
At some time stamp, calculate the summation of occupied probability for each path. Since different path stands for different turn rate, the vehicle state of next time stamp along each path can be obtained. If the purpose is only escape or obstacle avoidance, choose the path with the lowest probability summation as the path for next time step. The turn rate corresponding to this path will be used for the control input.
If considering the goal finding, besides the obstacles occupied probability, relative direction and distance between goal and vehicle should also be considered. For path i, create a cost function as:
where P i is the summation of occupied probability for path i at current time stamp. ∆ψ i is the relative bearing angle between the goal and the vehicle's direction of next time stamp along path i. ∆r i is the relative distance between the goal and the vehicle position of next time stamp along path i.
Choose the path with the lowest cost W i . Use the turn rate as the control input for next time stamp.
B. Path selector II: Longest obstacle free time
There are cases where the integrated collision-free path fails to return useful paths. For example, when using the pushbroom stereo, the single disparity method can only detect obstacles in a same single depth instead of same distance, therefore the side paths, which have the higher turn rate, will cover more free space than the paths in the middle, which is unfair to use path selector I. So come up with a new path selector II:
• Set a probability threshold so that the grid cell with the likelihood greater than the threshold will be marked as occupied.
• Along each pre-calculated path from vehicle to the direction of motion, find the first cell with the occupied likelihood greater than the threshold. Record the coordinate t of that cell, which is the obstacle free time for that path.
• Consider the whole pre-calculated path set with all the obstacle free time t. Choose the path with the longest obstacle free time t * as the path of next time step. The turn rateψ * corresponding to this path will be used for the control input.
• If there are more than one path have the same obstacle free time t, choose the one that is closer to current direction.
This method can regard each path as equal, which is fair when selecting path. However, choosing threshold is another challenging issue. A too large threshold will make the path selector lose the ability to avoid small obstacles while a too small threshold will result an over sensitive path selector, which causes the vehicle fail to escape.
VII. Simulation
A. Setup To demonstrate the utility of this approach, simulations of the flight through an environment modeled after the McKenna MOUT site at Ft. Benning, GA are performed.
Environment model
The environment is made up of several buildings and a surrounding forest, see Fig. 18 . Each building is constructed by four walls, which represented by four lines. The urban town are defined by an ellipse 70 m by 55 m rotated 20
• . For the forest, the tree trunks are represented by a circle of 8 equally spaced points. The diameters of the trees will be set varying between 0.5 m and 1.5 m. 100 trees are located randomly outside the town, and placed no closer than 8 m to another tree.
Two groups of simulation will be performed: one for escaping, the other for goal finding. For the escape scenarios, three starting locations are selected near the middle of the urban environment. For each start location, eighty initial headings are defined (for a total of 240 starting states), and the vehicle attempts to reach the edge of the map, Fig. 18 . In the goal-finding scenarios, eighty starting locations are defined in the forest area, and the vehicle attempts to reach each of the three locations within the urban area (for a total of 240 goal-finding scenarios, see Fig. 18 ). To prevent the vehicle starting too close to an obstacle, the start locations are defined to be at least 6 m from a tree. Under this environment model, the measurements for the buildings are computed for each intersect points between light rays and walls by ray cast across a simulated surface. For the trees, the measurements are computed for each intersect points between light rays and the circles of trees. This method can satisfy the projection relationship so that one ray only has one intersection point with the closest surface because the surface behind will be blocked. Measurements of bearing and bearing rate are computed for each point by the sensor model discussed earlier. And those points which are within the field of view of one camera or within the stereo region are returned as valid measurements.
Vehicle
Assume the vehicle kinematics are non-holonomic, only motion along bodyx b axis, v andv are set to be 0. It is represented by a second-order model and initialized with u = 4 m/s. The vehicle speed is assumed to be constant.
Vehicle kinematics are updated at a rate of 50 Hz with the second order dynamic model. Vision measurements are sampled at a rate of 10 Hz. Hence, the controller only generates control commands at a rate of 10 Hz.
Quasi-polar local occupancy grid
The quasi-polar local occupancy grid will be setup with |ψ| max = 0.96 rad/sec, with ψ = 0.06 rad/sec, which is about 3.5
• /sec. With this setup, the grid can cover an area up to 24 m away from the vehicle. The initial belief of the environment is uncertain. Hence, the quasi-polar local occupancy grid is initially set with the likelihood of 0.5 and the log-odds representation of the grid is initialized to all zeros.
Camera models
Each scenario will be tested with three camera models:
• Case I: Monocular vision with 120
• field of view (to test the proposed quasi-polar local occupancy grid).
• Case II: Use simple stereo with pushbroom method to test the stereo sensor, valid depth set to 5 m and 90
• field of view.
• Case III: Combined model ('bird eye') with 120
• monocular field of view, 60
• pushbroom stereo field of view. 
Parameters in system
The parameters used for standard deviation are given in Table 1 . The noises are assumed to be Gaussian. 
The constant values c 1 − c 3 are for inverse sensor model, and w 1 − w 3 for path selector are given in Table 2 . 
Escaping
For each camera model, one run is executed from each starting location in 80 starting directions for total 240 runs. The results for three cameras models are shown in Table 3 , 4, 5.
Results for the wide field of view monocular vision system are summarized in Table 3 and shown in Fig. 19 . Figure 19 . Results of escaping using sensor I. Red lines are the result paths from start location 1.Black lines are the result paths from start location 2. Blue lines are the result paths from start location 3. Table 3 shows that the monocular vision system combined with the quasi-polar occupancy grid is able to escape 80% of the cases, with 14.6% of cases leading to a crash and 5% did not finish. Closer analysis revealed that 19 of the 35 crashes occurred within the first 3 seconds, indicating that the vehicle simply did not have time to adequately resolve nearby obstacles to avoid collision (or was unable to avoid collision because of kinematic constraints). The results shown in parentheses remove cases where a crash occurred within 3 seconds, which gives a successful escape rate of nearly 90%.
Results for the pushbroom stereo system combined with the quasi-polar occupancy grid are summarized in Table  4 and shown in Fig. 20a and Fig. 20b .
For the pushbroom stereo, the "integrated path free probability" (path selector I) is generally larger for the highturn rate paths, leading to circular flight (and thus failures due to DNF). This can be explained that the single disparity method only detects obstacles in the same depth instead of same distance. The obstacles detected by this method on both the side paths have longer distance from the vehicle than that on the middle paths. Since the space between the vehicle and the obstacles is marked as free space, the summation of occupied probability of the side path will be lower than that of the path in the middle. Hence, the pre-calculated path with the maximum turn rate would often be selected. Changing the path selector to "longest obstacle free time" (path selector II) with an appropriate threshold allows the vehicle to select paths that are straighter, leading to a significantly higher success rate. Note that in this environment the pushbroom stereo performed poorly, with a success rate of only 13.5%. More detailed analysis could provide more insight: a better path selector could improve results, but it is also likely that the parameters of the pushbroom stereo used here (baseline, distance) are not compatible with dense obstacle fields.
Results for the combined stereo system combined with the quasi-polar occupancy grid are summarized in Table 5 and shown in Fig. 21 . Results are very similar to the monocular vision case, indicating that stereo vision is less useful for collision avoidance during forward flight at high speed than pure monocular vision. We can conclude that for the high speed navigation using quasi-polar local occupancy grid, monocular vision based on optical flow can provide most of the useful information. Combining pushbroom stereo with the monocular doesn't make much improvement for navigation. However, pushbroom method, as a stereo vision method, has the characteristic of general stereo system. It can provide a more accurate depth information of obstacles. For safety flight and navigation, the pushbroom stereo can be used as final check to stop the vehicle (assuming that it is capable of sudden stop or hover).
Goal finding
The proposed approach can be applied to goal finding. Use the idea based on cost function to do the goal finding, which combines the factors of the occupied probability of each path, the relative bearing and distance between predicted vehicle location and goal. For each camera model, one run is executed from each randomly generated starting location to each goal location. Preliminary results shows that the idea has a great potential to navigate towards the target while avoiding the obstacles. Fig. 22 and Fig. 23 show the vehicle flight paths from a sample of successful runs of simulation using the monocular system and the combined stereo/monocular system, respectively. Due to the complexity of the environment and the cost function based path selector, it is possible that the shortest path to the goal had a lower potential than a longer path considering the noisy measurements. In this case, the vehicle could have turned away from the optimal path to pursue one with a higher certainty of safety. The parameters in the cost function based path selector play an important role in the simulation results. How to balance the three factors in the cost function emerges to be a key issue. Larger w 1 makes the occupied probability of each path weighted more, which leads to a more conservative path selector so that most of the runs will come to DNF. Larger w 2 or w 3 makes the relative direction or distance between vehicle and goal more important so that the path selector works aggressively which results more crashes. Fig. 25 display the results from a representative run of the simulation for the monocular system and the combined stereo/monocular system, respectively. Note the obstacles are accurately identified. The cost function approach based on pre-calculated path causes the vehicle to steer away from the detected obstacles and try to get close to the goal.
It can be seen that a particular obstacle is localized with greater accuracy if it remains within the field of view. Also, the confidence for the free space increases with time in the field of view as the space keep being unoccupied. The model handles both small point obstacles, trees and large complex obstacles, buildings equally well.
Like the traditional occupancy grid, the quasi-polar local occupancy grid also maintains its memory of space which has left the field of view. This is important for the controller use the information of what is not currently in view but directly to the side of the vehicle to do the navigation, especially around corners and trees. The numerical method for motion update successfully translates the occupancy grid beliefs such that the grid memory is possible. Particularly, the novel construction of the quasi-polar local occupancy grid determines there is less work for path planning after the map obtained. Pre-calculated path only leaves path selection work at every sensor update.
VIII. Conclusion
A quasi-polar local occupancy grid method for UAV obstacle avoidance using only GPS/INS and vision framework is developed in this thesis. This occupancy grid maps sensor data directly onto a set of feasible paths, so that path planning consist simply of selecting the path with the lowest likelihood of collision. The map also stores estimates of obstacle locations and take account the measurement noise and sensor dropout. A numerical method for motion updates that can cope with the different sizes and shapes of each cell in the occupancy grid is proposed, and a probability-based inverse sensor model that maps range and bearing-based sensor data to this path-based occupancy grid is developed.
The new framework is tested on a 2D simulation platform by using three kind of sensor models: monocular vision based on optical flow with a wide field of view, pushbroom stereo only and combined monocular and pushbroom stereo. This last sensor model is inspired by a bird's vision system, which uses eyes that have only a partiallyoverlapping field of view (so that there is wide-field monocular vision available to the side, and narrow field of view stereo vision available forwards).
Two sets of Monte Carlo simulations are performed for each sensor model in an environment modeled after the McKenna Military Operations in Urban Terran site as Ft. Benning, GA: escaping and goal finding. The results of escaping shows that pushbroom stereo alone is not suitable for high speed obstacle avoidance and navigation under the quasi-polar local map, since the stereo can provide too little information to satisfy the navigation requirement. With the same width field of view, monocular vision works almost as well as the combined sensor model, which has a success rate of 89.5% to escape, that means the monocular provides most of the valid information of the environment for the vehicle navigation.
The path-based occupancy grid approach works well for mapping the obstacles, storing and memorizing the occupied information of the obstacles not in field of view. Particularly, most of the path planning work is essentially done before the map obtained: only path selection is required, which significantly reduces the complexity of path planning. 
