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ABSTRACT 
A complete solution of the matrix completion problem 
is obtained in terms of solutions of a Riccati-type matrix equation. Several special 
cases are described in detail. 
1. INTRODUCTION 
Let Y be an arbitrary field, let A, B, C, and D be matrices over ~: of sizes 
n x m, p x q, m x p, and q x n respectively, in which n + p = m + q. 
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We consider the following matrix completion problem: 
(A n)-I __ (O C)~ (1.1) 
in other words, we want to find matrices W, X, Y, and Z of appropriate 
dimensions uch that 
-1 Y c / (1.2) 
Variations of such "completing a matrix and its inverse" problems have 
been considered previously. In [9], [6], [2], [11], and [14], for example, the 
problem of completing a matrix so that in its inverse a zero appears in each 
"unspecified" position is considered; in each of these cases the positions in 
which specified and unspecified entries could appear is more general than 
the problem stated here, subject o the pattern being symmetric. In the case 
of positive definite completions these results have been generalized in [17] 
and [1] to the case in which the given entries in the inverse are not 
necessarily zero. The problem we describe is a natural step toward the 
problem of arbitrary patterns for the specified entries. A requirement that has 
appeared frequently is that the matrix be completed so that certain numbers 
appear in the inverse in positions complementary to the positions that are 
specified in the original matrix. It is natural to consider the case in which the 
entries that may appear in these complementary positions in the inverse are 
allowed to be arbitrary, and a natural case to consider initially is that in which 
complementary blocks in a matrix and its inverse are specified. Note that in 
(1.2) our matrices are partitioned conformally for multiplication in either 
order. 
We also mention the papers [8], [10], and [19]. In each of these papers the 
prescribed ata has a triangular form, as opposed to the complementary-block 
form here. 
The paper [19], in addition, gives the connection of such problems with 
the minimal-rank completion problem and also with matricial coupling, which 
is important for the theory of Wiener-Hopf actorizations ( ee [3] and [4]). 
For applications of the "completing a matrix and its inverse" we mention, 
aside from the previously cited references [17] and [6] (in statistics and 
biology, respectively), the recent work in metabolic ontrol analysis [16]. 
The complementary-block formulation of our problem might also be 
natural in view of other considerations. Many classical facts about a matrix 
and its inverse are expressed as relationships between a block of one matrix 
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and the complementary block of its inverse. Let us briefly describe a few 
examples. Here, if a c {1 . . . . .  n}, we denote the complement {1 . . . . .  n} \ ot 
by ac; if A E Mn(D:) and a,/3 ___ {1 . . . . .  n}, then A[al/3] will denote the 
submatrix of A lying in rows and columns indicated by a and/3 respectively. 
If A ~ Mn(U:) is invertible, then the submatrix of A-1 that is complementary 
to the submatrix A[al/3] is A-l[/3clac]. Jacobi's determinantal formula 
states that if ot and /3 have the same cardinality then we must have 
det A[/3clac] 
det A- l [ot l /3]  = ( -1 )  s det A ' 
in which s = Ei e ~ i + Ej e ~j- In general, even when the cardinalities of a 
and /3 are unequal, we have 
null A[a l /3]  = null A - l [ /3qac] .  (1.3) 
(See, e.g., [10].) In [13], it was shown that if A ~ M,(C) is a nonsingular 
Hermitian matrix, then 
i+(A-l[otClolC]) = i+(A)  - i . (A [  alot]) - i0(A[aloz]) ,  
i (A-l[aclac]) =i_(A) -i_(A[ala]) -io(A[ala]), 
( 1.4) 
in which +, i_, and i 0 denote the numbers of positive, negative, and zero 
eigenvalues (counting multiplicity), respectively. Note that since (1.3) may be 
rewritten in terms of rank, the equations (1.4) constitute a refinement of (1.3) 
in this special case. 
Returning now to our original problem (1.1), it is not hard to deduce 
several conditions involving the kernels and ranges of the matrices A, B, C, 
and D that are necessary for the existence of a solution of (1.1). Specifically, 
we must have 
Ker A G Im C, 
Ker C G Im B, 
Ker B G Im D, 
Ker D G Im A. 
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The first of these is verified by observing that if (1.2) is satisfied, then we 
must have YA + CX = I; hence if q ~ Ker A, then 0 = YAq = (I  - CX)q 
= q - CXq, and it follows that q ~ Im C. The others are, of course, verified 
in an entirely analogous fashion. 
Unfortunately, our necessary and sufficient conditions are more involved, 
and require a quadratic matrix equation. These are given in Section 2, along 
with a description of the set of all solutions. 
Several special cases, however, give rise to more easily verified necessary 
and sufficient conditions. We record these as Theorem 1.1, though each will 
be considered separately in Section 3. As usual, rank A and null A denote 
the dimensions of the range and kernel of a matrix A. 
THEOREM 1.1. Consider the matrix completion problem (1.1). 
(i) I f  ~: is a field of characteristic not equal to 2, and if A and B are 
invertible, then there is a solution to (1.1) if and only if 4-11 + DACB has a 
square root S such that S + 2-1I is invertible. 
(ii) Let A and B be of size n X n and p x p, respectively, with n > p 
and rank A = n - p. Then there is a solution to (1.1) if and only if AC = O, 
DA = O, and rank C = p = rank D. 
(iii) I f  B = 0, then there is a solution to (1.1) if and only if Ker A _ Im C, 
Ker D ___ Im A, and null DAC = null A. 
(iv) I f  each of the inclusions in (1.5) is an equality, then the completion 
problem (1.1) has a solution. 
Several remarks are in order. If 0: = C, then the existence of a square 
root of a matrix depends only on its Jordan structure corresponding to the 
eigenvalue 0 (see [12, Theorem 6.4.12]). Therefore, for the case in which the 
underlying field is the complex plane, the condition in (i) can be reformulated 
using the Jordan structure of ¼I + DACB at 0. In conditions (ii) and (iii) the 
roles of A and B can, of course, be reversed as long as one also reverses the 
roles of C and D. 
2. THE GENERAL CASE 
We have the following result. 
THEOnEM 2.1. The completion problem (1.1) has a solution over g: if 
and only if there exists a matrix Z ~ Mq, p(~:) with the following six proper- 
ties: 
(1) ZBZ - Z = DAC; 
(2) null Z --- null A; 
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(3) Ker C ___ Ker(I - BZ); 
(4) Im( / -  ZB)  c Im D; 
(5) Im(DA) c Im Z; 
(6) KerZ ___ Ker(AC). 
One would prefer conditions that are easier to check than the existence of 
a solution to a quadratic matrix equation with certain properties. It should be 
observed though that when one looks for necessary and sufficient conditions 
that hold in every field, one cannot expect, for instance, conditions in terms 
of kernels and ranges of matrices constructed from the given data. Indeed, 
consider the following examples. It can be easily seen that the problem 
(,? 
has a solution when g: = C, but not when g: = N. Likewise, the problem 
is solvable over • but not over Q. 
Proof. Suppose that a solution of the form (1.2) exists. Then 
Ar  + WO = t, (2.1) 
AC  + WZ = 0, (2.2)  
XY + BO = 0, (2.3)  
XC + BZ = I,  (2.4) 
YA + CX = I, (2.5) 
rw  + CB = 0, (2 .6 )  
DA + ZX = 0, (2.7) 
DW + ZB = I. (2.8) 
Multiplying (2.4) on the left by Z and substituting from (2.7) yields (1). 
Condition (2) follows immediately from Equation (1.3). Conditions (3) and 
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(4) follow from (2.4) and (2.8), respectively. Finally, conditions (5) and (6) 
follow from (2.7) and (2.2) respectively. 
Conversely, suppose that Z is a matrix satisfying (1)-(6). First let us note 
that our problem is invariant under block-diagonal equivalence, meaning that 
if P, Q, R, and S are invertible matrices over U: of appropriate sizes, then we 
may form an equivalent problem by considering, instead of the pair of 
matrices in (1.2), the pair 
t ot( x 
and 
0 S-1 D 0 S-1Dp -1 S-IZR -1 " 
Note also that conditions (1)-(6) hold when we replace A, B, C, D, and 
Z by PAQ, RBS, Q-1CR-1, S-1DP -1, and S-1ZR -1. Thus we may assume 
without loss of generality that A and Z are in any convenient form that may 
be achieved by an appropriate choice of P, Q, R, and S. Thus let us assume 
that A and Z are in the form 
,0) , z:(0 A=(0  
and suppose that B, C, and D and the unknowns X, Y, and W are 
partitioned in a manner consistent with the partitioning of A and Z. Note, by 
(1) and the special form of A and Z, that 
Bl l  - I = D l lC l l .  (2 .9)  
Furthermore, from (2) it follows that C22 and D22 are square. 
By (3) there exists a matrix 
Xll X12 ) 
X = X21 X2 z 
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such that XC = I - BZ; that is, 
x11 xx  (cll c12  (x-Blx o) 
X21 X22 ] C21 C22 ] -B21 I " 
(2.10) 
Because of (6) we have that C12 = 0, which together with (2.10) implies that 
Cz2 is invertible and X22 = C~21. The (1, 2) entry of Equation (2.10) yields 
that X12 = 0. Further, by (4) there exists a W such that DW = I - ZB; that 
is, 
( DuDzl D2~D12)( WllW2I w22WI2)=( I-Bl10 -B12)I " (2.11) 
By (5) we see that D21 = 0, and from (2.11) it follows that D22 is invertible, 
Wz2 = D~ 1, and W21 = 0. Equations (2.10) and (2.11) now reduce to the 
four equations 
XllCll = I - Bll, (2.12) 
DllWll = I - Bll, (2.13) 
X21Cll 7!- C221C21 = -B21 , (2.14) 
D11W12 4- D12 D~21 = - B12. (2.15) 
We now note that in order to solve (1.2), the necessary conditions (2.2) 
and (2.7) require that W n = -C l l  and X u = -Du ,  as one may verify by 
an easy calculation. Since Equations (2.12) and (2.13) hold with these choices 
by (2.9), we can take these to be the definitions of W u and Xll without 
affecting (2.10) and (2.11). Furthermore, X21 and W12 can be taken to be any 
matrices atisfying (2.14) and (2.15). 
Therefore, we take 
(cllwx ) (-Oll 0) 
W = 0 D~ 1 and X = X21 C~_21 , (2.16) 
in which W12 and X~I satisfy (2.14) and (2.15). 
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Next, Equations (2.1) and (2.5) are easily seen to require that 
Yll = I + CllDl l  , 
Y12 = Gi lD12 - WI2D22, 
and 
Y21 = C21Dll -- C22X21" 
Finally, through a straightforward calculation one may show that (2.3) re- 
quires 
Yz2 = C21Dle + C2e( X21W12 - Bee)Dee. 
Thus, let W and X be as defined by (2.16), (2.14), and (2.15), and let 
I + CuD u CuDle - W12De2 ~. 
Y = CelD n - Ce2X21 C21D1e Jr" C22 (X21W12 - B2e ) D22 ) (2.17) 
One can now show directly that equation (1.2) is satisfied. 
REMARK 2.2. The entire solution in the last part of the proof of Theorem 
2.1 is expressed in terms of arbitrary solutions W12 and X21 of the equations 
(2.14) and (2.15). Thus, if W12 and Xzl are fixed solutions of these equations, 
then we will still have a solution to (1.2) if, in (2.16) and (2.17), we replace 
W12 and X21 by Wle + zi and Xel + E respectively, in which A and E are 
any matrices of appropriate dimensions atisfying 
Dll A = 0, EC u = 0. (2.18) 
Thus we see that the set of solutions to (1.2) is in one-to-one correspondence 
to the set of all triples (Z, A, E), in which Z satisfies (1)-(6) and A and E are 
pairs of matrices atisfying (2.18). 
We end this section with the observation that quadratic matrix equations, 
of which (1) is an example, appear in different places. In H~-control the 
Riccati equation 
ATX + XA + XRX-Q=O 
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plays an important role (see, e.g., [7]). Among the assumptions are that Q and 
R are symmetric, and the solution X is required to be symmetric too. In 
addition A + RX is required to be a stable matrix, and one solves the 
equation by finding an appropriate invariant subspace of the associated 
Hamiltonian matrix 
(n R) 
Q -A  T • 
In the paper [5] matrix equations of the form 
X2-X+A=O 
are discussed. They arise from comparison theorems in ordinary differential 
equations. In this case A is nonnegative definite or entrywise nonnegative, 
and X is required to have the same nonnegativity property as A. 
A problem involving the matrix equation 
XBX-X  +A =0 
with entrywise positive A and B was suggested in [15]. The solution X is 
required to be entrywise positive too. 
Finally, in the paper [18] the authors consider equations 
x2+PX+Q=O,  
in which the matrices P and Q are either binary matrices or quaternions. 
These equations date back to Sylvester in 1884. The recent paper [20] extends 
the results for 2 × 2 matrices to the nonmonic ase. 
3. SEVERAL SPECIAL CASES 
PROPOSITION 3.1. Let m = n, p = q, and suppose that A ~ M,(~:) is 
invertible. There is a solution to (1.1) i f  and only if  there exists an invertible 
solution Z to the equation 
ZBZ - Z = DAC. (3.1) 
In that case the choices W= -ACZ -1, X= -Z - IDA,  and Y=A -1 + 
CZ-1D form the only solution to (1.1) for  a particular choice of the solution 
Z to (3.1). 
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Proof. It is clear from Theorem 2.1(1) and (2) that for the existence of a 
solution to (1.1) the equation (3.1) must have an invertible solution. Con- 
versely, each of the conditions (2)-(6) of Theorem 2.1 is easily verified in 
case Z is an invertible solution to (3.1), and so such a solution to (3.1) 
guarantees, by Theorem 2.1, the existence of a solution to (1.1). It follows 
from (2.2), (2.7), and (2.1) that the stated choices for W, X, and Y are indeed 
the only ones that will yield a solution. • 
COROLLARY 3.2. Suppose that ~ is a field of characteristic not equal to 
2. Let m = n a'nd p = q, and let A and B be invertible. Then there exists a 
solution to (1.1) if and only if 
DACB + 4-~I 
has a square root S such that S + 2-1I is invertible. Moreover, the set of 
solutions lies in one-to-one correspondence to such square roots S via the 
equalities Z=(S  + 2-1I)B ~1, W= -ACB(S  +2-1 I )  -1, X= -B (S  + 
2-1I)-1DA, and Y = A -1 + CB(S + 2-1I) - lD.  
Proof. Multiplying (3.1) by B on the right yields 
(ZB) 2 - ZB = DACB, 
which may be rewritten as 
(ZB - 2-1I)  2 = DACB + 4-1I. 
The corollary now follows immediately. 
if 
and 
PROPOSITION 3.3. Let B = O. There exists a solution to (1.1) if and only 
Ker A _ Im C, (3.2) 
Ker D _ Im A, (3.3) 
null DAC = null A. (3.4) 
In that case Z = -DAC.  When C (and thus also D) is square, the solution is 
unique, and given by X = C-1, W = D-1, and Y = O. Othenvise, X, W, 
and Y may be obtained using (2.16) and (2.17). 
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Proof. First suppose that a solution to (1.1) exists. Then (3.2) and (3.3) 
hold, because these are two of the four necessary conditions in (1.5). From 
Theorem 2.1(1), we see that we must have Z = -DAC,  and from Theorem 
2.1(2) we have null DAC --- null A. 
Conversely, suppose that (3.2), (3.3), and (3.4) hold. First we will prove 
that 
and 
rank C = p (3.5) 
rank D = q. (3.6) 
First, note that two basic facts follow from the inclusions (3.2) and (3.3), 
namely 
null AC = null A + null C (3.7) 
and 
null DA = null D + null A. (3.8) 
From (3.7) we have null A ~< null AC; but since null AC <~ null DAC, we 
see from (3.4) that null A = null AC; thus null C = 0, and (3.5) follows. 
Now let us verify the condition (3.6). First, a straightforward calculation 
using (3.4) along with the fact that p + n = q + m yields that null C rArD r 
= null At; similarly, one can use (3.8) to prove that null ArD r = null A r + 
null D r . Thus we have 
null A T = null CrATD r >1 null ATD r = null D r + null AT; (3.9) 
this yields null D r = 0, and (3.6) follows. 
Now we will prove that a solution exists by demonstrating that the 
sufficient conditions described in Theorem 2.1 are met. Set Z = -DAC,  and 
note that Z satisfies condition (1) of Theorem 2.1. From (3.4), we therefore 
have condition (2). From (3.5) we see that C has trivial kernel, and thus 
condition (3) holds. From (3.6), D has full column rank, and thus condition 
(4) holds. To verify condition (5), note that the inequality in (3.9) must be an 
equality; that is, null CrArD r= null ATD r. It follows that rank DAC = 
rank DA, and since Im Z = Im DAC ~ Im DA, we must therefore have 
Im Z = Im DA, and (5) is thus established. Last, we establish (6) by observ- 
ing that Ker AC ~ Ker Z, but that since null DAC = null A = null AC, we 
must actually have Ker AC = Ker Z. 
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For the description, note that we already established that Z = -DAC.  
Furthermore, if C is square, then by (2.4) we have that C is invertible and 
X = C -1. Then also D is square, and by (2.8) we have W = D-1. That 
Y = 0 follows from (2.3). In the case that C is not square, W, X, and Y may 
be found using the proof of Theorem 2.1. • 
Recall that a matrix Z is said to be a generalized inverse (or, more 
accurately, a reflexive generalized inverse) of A if 
AZA =A and ZAZ=Z.  
Clearly, it follows from (3.10) that rank A = rank Z. 
(3.10) 
PaOPOSlTION 3.4. Let A and B be of size n x n and p × p, respectively, 
with n >1 p and rank A = n - p. There exists a solution to (1.1) if and only if 
AC = O, DA = O, and rank C = p = rank D. Furthermore, in that case the 
set of all solutions to (1.1) lies in one-to-one correspondence with the set of 
generalized inverses of A. 
Proof. Suppose that there is a solution to (1.1). Since [Theorem 2.1(2)] 
p = null A = null Z and Z is p × p, it follows that Z = 0. From Theorem 
2.1(5) and (6) it now follows that DA = 0 and AC = 0. By Theorem 2.1(3) 
and (4) we get that Ker C = {0} and Im D = 0: P. Thus rank C = p = rank D. 
Conversely, suppose that AC = O, DA = 0, and rank C -- p = rank D. 
Let Z = 0. By the latter condition, and since C and D have size n × p and 
p x n, respectively, conditions (3) and (4) in Theorem 2.1 are clearly 
satisfied. Since AC = 0 and DA = 0, (6) and (5) in Theorem 2.1 are also 
satisfied. Conditions (1) and (2) in Theorem 2.1 follow trivially. Thus by 
Theorem 2.1 a solution exists. 
Let W, X, Y, and Z = 0 be a solution to (1.1). We claim that 
Y + CBD 
is a generalized inverse of A. Indeed, 
A(Y  + CBD) A = AYA + ACBDA 
=( I -WD)A +O=A,  
where we have used (2.1) and the fact that DA = 0. In addition, 
(Y  + CBD)A(Y  + CBD) = YAY + YACBD 
=YAY=Y(  I - WD)  = Y + CBD, 
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where we have used (2.6) and the fact that DA = 0 and CB = O. It follows 
easily from (2.17) that once Y is chosen, the choices for W12 and X21 are 
fixed. (Note that Dz~ and C22 are invertible.) Consequently, X and W are 
uniquely determined after a choice for Y has been made. • 
It is known that the set of generalized inverses Z of a given m × n matrix 
A over I: is in one-to-one correspondence with pairs of subspaces (M 1, Mz) 
such that M a _ I:" is complementary to Ker A and M 2 __c_ I :m is complemen- 
tary to Im A. Indeed, for each such pair of subspaces one may choose a 
unique generalized inverse Z so that Ker Z = Mz and Im Z = M 1. 
Now suppose that A, B, C, and D are given matrices over I: of sizes 
n × m, p × q, m × p, and q x n respectively. It was noted in (1.5) that in 
order for (1.2) to have a solution it is necessary that 
Ker A ___ Im C, Ker C ___ Im B, 
KerB_ ImD,  KerD_ Im A. 
Although these inclusions are not sufficient for the existence of a solution to 
(1.2), it so happens that if all four inclusions are equalities, then the existence 
of a solution to (1.2) is guaranteed. 
PROPOSITION 3.5. Let A, B, C, and D be as described, and suppose that 
Ker A =Im C, (3.11) 
Ker C =Im B, (3.12) 
Ker B = Im D, (3.13) 
Ker D =Im A. (3.14) 
Then a solution to (1.2) necessarily exists. Moreover, the set of solutions is 
obtained by letting W, X, Y, and Z be generalized inverses of D, C, A, and 
B, respectively, satisfying (3.15)-(3.18) below. 
Proof. Choose subspaces M 1, M 2, 
M 1-i- Im A = I:" 
M 2-~ ImB = IzP 
M 3 -i- Im C = ~m 
M 4-i- ImD= l:q 
M3, and M 4 such that 
(=M 1 -i- Ker D), 
(=  M 2 -i- Ker C), 
(=M 3 + KerA) ,  
(=M 4 + KerB) .  
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Let W, X, Y, and Z be generalized inverses of D, C, A, and B respectively 
such that 
Ker W = M4,  Im W --- M 1, (3.15) 
Ker X = M 3, Im X = Mz, (3.16) 
Ker Y = M 1, Im Y = M 3, (3.17) 
Ker Z = Mz, Im Z = M 4. (3.18) 
From the relationships (3.15) and (3.18) we have Ker W =Im Z, and this, 
along with (3.11), yields Equation (2.2). One may verify (2.3) in a similar 
manner. 
From (3.14), Im A = Ker D; denote this subspace by N. Note from our 
choice of M 1 that M 1 -i- N = ~:". Since Y is a reflexive generalized inverse of 
A whose kernel, by (3.17), is M 1, it follows that AY is the projection of 0:" 
onto N along M1; similarly, by (3.15), WD is the projection of D:" onto M 1 
along N. This implies that AY + WD = I. One may verify (2.4) in a similar 
manner. 
Now since (2.1), (2.2), (2.3), and (2.4) hold, we indeed have constructed a 
solution to (1.2). • 
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