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Abstract
In this paper, generalized aspects of least square homotopy perturbations are explored to treat the system of non-linear
fractional partial differential equations and the method is called as generalized least square homotopy perturbations (GLSHP).
The concept of partial fractional Wronskian is introduced to detect the linear independence of functions depending on more
than one variable through Caputo fractional calculus. General theorem related to Wronskian is also proved. It is found that
solutions converge more rapidly through GLSHP in comparison to classical fractional homotopy perturbations. Results of
this generalization are validated by taking examples from nonlinear fractional wave equations.
Mathematics Subject Classification. 35Qxx, 65Mxx, 65Zxx.
Keywords: Homotopy perturbations, least square approximations, partial fractional Wronskian, fractional wave equations.
1. Introduction
Fractional calculus is one of the highly specialized branch of applied mathematics which investigates the properties and
applications of derivatives and integrals of arbitrary order (real or complex) ([1], [2]). The definitions of fractional derivative
are given by many authors but most popular definitions are due to Gru¨nwald-Letnikov, Riemann-Liouville and Caputo ([3],
[4]). During the last few years, fractional partial differential equations have been the topic of various researchers for accu-
rate modeling and analysis owing to the utility in plasma physics, biology, fluid mechanics and many more [5]. It is still a
challenging task to obtain analytical or approximate solutions to nonlinear fractional partial differential equations. Therefore,
mathematicians and scientists are in the search of accurate methods which provide convergent and stable solutions to these
equations.
Some techniques for the solution of fractional partial differential equations can be seen in literature such as homotopy per-
turbation method [6], variational iteration method and decomposition method [7], homotopy analysis method [8] homotopy
perturbation technique [9], Laplace transform method [10], variational iteration with Pade approximations [11], corrected
Fourier series[12] and fractional complex transformation [13].
In this paper, we consider a space fractional wave equation in the following form [14]:
∂ 2αu
∂x2α
−u∂
2u
∂ t2
= φ(x, t), 1 < α 6 1, (1)
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subject to initial conditions
u(0, t) = f1(t),
∂
∂x
u(0, t) = g1(t). (2)
Consider a space fractional system of wave equations as [15]:
∂ 2αu
∂x2α
− v∂
2u
∂ t2
−u∂
2v
∂ t2
= φ(x, t), 0 < α 6 1,
∂ 2β v
∂x2β
− v∂
2v
∂ t2
+u
∂ 2u
∂ t2
= ψ(x, t), 0 < β 6 1. (3)
subject to initial conditions
u(0, t) = f1(t),
∂
∂x
u(0, t) = g1(t), (4)
v(0, t) = f2(t),
∂
∂x
v(0, t) = g2(t). (5)
In above equations, φ(x, t), ψ(x, t), fi(t) and gi(t) for i = 1,2 are given functions. Wei [16] analyzed a local finite difference
scheme for the diffusion-wave equation of fractional order. A fourth order compact scheme which preserve energy was
devised by Diaz et al. [17] for the solution of fractional nonlinear wave equations. Weak solutions for time fractional
diffusion equations were examined by Yamamoto [18]. Other schemes which prescribe the information regarding the solution
of fractional wave equations can be studied from [19]-[27].
In previous years, scientists and applied mathematicians have been attracted towards modifications of classical homotopy
perturbations in order to achieve accelerated accuracy. Some modifications can be seen in [28] and [29]. A variational form
for homotopy perturbation iteration method was developed for fractional diffusion equation by Guo et al. [30]. Recently,
Constantin and Caruntu [31] presented least square homotopy perturbations for non-linear ordinary differential equations.
But this technique was not suitable to handle fractional partial differential equations as convergent solutions are not expected.
Therefore, our main objective is to generalize this idea of the coupling of fractional homotopy perturbations and least square
approximations, and to propose fractional partial Wronskian.
The paper is organized in the following sequence: In section 2, basic definitions of fractional calculus are presented.
The definition and theory of fractional partial Wronskian is also developed. In section 3, basic theory of generalized least
square homotopy perturbations are proposed together with necessary definitions and lemma. Section 4 deals with numerical
examples. Lastly conclusion is derived.
2. Fundamentals of fractional calculus
We provide some basic definitions, properties and theorem related to fractional calculus which will be used at later stage
([1]-[4]).
Definition 2.1. A real function f (t), t > 0 is said to be in the space Cµ , µ ∈ R if there exists a real number p > µ , such that
f (t) = t p f1(t) where f1(t) ∈C(0,∞), and is said to be in the space Cnµ if and only if f n ∈Cµ , n ∈ N .
2
Definition 2.2. The (left sided) Riemann-Liouville fractional integral operator of order α > 0 for a function f ∈Cµ , µ >−1
is defined as:
Jα f (t) =

1
Γ(α)
∫ t
0 (t− τ)α−1 f (τ)dτ, α > 0, t > 0,
f (t), α = 0.
Definition 2.3. The (left sided) Caputo fractional derivative of f , f ∈Cn−1, n ∈ N
⋃{0} is defined as:
Dα∗ f (t) =

In−α f n(t), n−1 < α < n, n ∈ N,
dn
dtn
f (t), α = n.
Some basic properties of Jα and Dα∗ are mentioned below for function f ∈Cµ with µ ≥−1, α,β ≥ 0 and γ ≥ 1:
i) JαJβ f (t) = Jα+β f (t), ii) JαJβ f (t) = Jβ Jα f (t), iii) Jα tγ =
Γ(γ+1)
Γ(α+ γ+1)
tα+γ ,
iv) Dα∗ J
α f (t) = f (t), v) JαDα∗ f (t) = f (t)−
n−1
∑
i=0
f i(0+)
t i
i!
,
vi) Dα∗ t
γ =

0, γ ≤ α−1,
Γ(γ+1)
Γ(γ−α+1) t
γ−α , γ > α−1.
Definition 2.4. For n to be the smallest integer that exceeds α , the Caputo fractional partial derivative of order α > 0 with
respect to x is defined as:
∂αu(x, t)
∂xα
=

1
Γ(n−α)
∫ x
0 (x− τ)α−1
∂ nu(τ, t)
∂xn
dτ, n−1 < α < n,
∂ nu(x, t)
∂xn
, α = n ∈ N.
Definition 2.5. Let Φ1,Φ2, ...,Φn be n functions of variables x and t which are defined on domain Ω, then fractional partial
Wronskian of Φ1,Φ2, ...,Φn is
Wα [Φ1,Φ2, . . . ,Φn] =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Φ1 Φ2 Φ3 . . . Φn
DαΦ1 DαΦ2 DαΦ3 . . . DαΦn
D2αΦ1 D2αΦ2 D2αΦ3 . . . D2αΦn
...
...
...
...
...
Dα(n−1)Φ1 Dα(n−1)Φ2 Dα(n−1)Φ3 . . . Dα(n−1)Φn
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
,
where Dα(Φi) =
(
∂
∂ t
+
∂α
∂xα
)
(Φi) and Dnα = Dα .Dα ...Dα(n− times) for 0 < α ≤ 1 and i = 1,2,3........n.
Theorem 2.1. If the fractional partial Wronskian of n functions Φ1(x, t), Φ2(x, t), . . . , Φn(x, t) is non zero, at least at one
point of the domain Ω= [a,b]× [a,b], then functions Φ1(x, t), Φ2(x, t),...,Φn(x, t) are said to be linearly independent.
Proof. Assume that the functions Φ1(x, t), Φ2(x, t), . . . ,Φn(x, t) are linearly dependent on the interval [a,b]. So, there exists
constants (at least one of them is nonzero) k1, k2, . . . , kn such that
k1Φ1(x, t)+ k2Φ2(x, t)+ · · ·+ knΦn(x, t) = 0, ∀(x, t) ∈ [a,b]× [a,b]. (6)
3
Operating above equation repeatedly (n−1)-times by the operator Dα = ∂
∂ t
+
∂α
∂xα
, we obtain the following set of equations:
k1DαΦ1(x, t)+ k2DαΦ2(x, t)+ · · ·+ knDαΦn(x, t) = 0, ∀(x, t) ∈ [a,b]× [a,b], (7)
k1D2αΦ1(x, t)+ k2D2αΦ2(x, t)+ · · ·+ knD2αΦn(x, t) = 0, ∀(x, t) ∈ [a,b]× [a,b], (8)
...
k1D(n−1)αΦ1(x, t)+ k2D(n−1)αΦ2(x, t)+ · · ·+ knD(n−1)αΦn(x, t) = 0, ∀(x, t) ∈ [a,b]× [a,b]. (9)
Let (x0, t0) ∈ [a,b]× [a,b] be an arbitrary point such that
Wα [Φ1,Φ2, . . . ,Φn](x0, t0) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Φ1(x0, t0) Φ2(x0, t0) Φ3(x0, t0) . . . Φn(x0, t0)
DαΦ1(x0, t0) DαΦ2(x0, t0) DαΦ3(x0, t0) . . . DαΦn(x0, t0)
D2αΦ1(x0, t0) D2αΦ2(x0, t0) D2αΦ3(x0, t0) . . . D2αΦn(x0, t0)
...
...
...
...
...
Dα(n−1)Φ1(x0, t0) Dα(n−1)Φ2(x0, t0) Dα(n−1)Φ3(x0, t0) . . . Dα(n−1)Φn(x0, t0)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
6= 0.
Equations (6)-(9) at the point (x0, t0) have the following representations:
k1Φ1(x0, t0)+ k2Φ2(x0, t0)+ · · ·+ knΦn(x0, t0) = 0,
k1DαΦ1(x0, t0)+ k2DαΦ2(x0, t0)+ · · ·+ knDαΦn(x0, t0) = 0,
...
k1D(n−1)αΦ1(x0, t0)+ k2D(n−1)αΦ2(x0, t0)+ · · ·+ knD(n−1)αΦn(x0, t0) = 0.
(10)
The determinant of the coefficient matrix of system (10) is the Wronskian Wα [Φ1,Φ2, . . . ,Φn] at the point (x0, t0). Also
Wα [Φ1,Φ2, . . . ,Φn](x0, t0) 6= 0, therefore, k1 = k2 = · · ·= kn = 0. Which contradicts our hypothesis.
Hence, the functions Φ1(x, t), Φ2(x, t), . . . , Φn(x, t) are linearly independent.
3. General procedure of generalized least square homotopy perturbations (GLSHP)
We consider the following system of fractional partial differential equations along with initial and boundary conditions
as:
Lα1 (u(x, t))+N (u(x, t),v(x, t))− f (x, t) = 0, x, t ∈Ω= [0,1]× [0,1], 0 < α 6 1, (11)
Lβ2 (v(x, t))+M (u(x, t),v(x, t))−g(x, t) = 0, x, t ∈Ω= [0,1]× [0,1], 0 < β 6 1 (12)
with
B1
(
u,
∂u
∂n
)
= 0, B2
(
v,
∂v
∂n
)
= 0, x, t ∈ Γ (13)
In above equations, Lα1 , L
β
2 are linear operators, N , M are non-linear operators and u(x, t), v(x, t) are unknown functions.
Whereas B1, B2 are boundary operators, f (x, t) and g(x, t) are known functions and n is a normal vector on Γ (boundary of
4
Ω).
Following classical homotopy perturbations, we construct two homotopies as: U(x, t; p) : Ω× [0,1]→ R and V (x, t; p) :
Ω× [0,1]→ R which satisfy
H1(U(x, t; p), p) = (1− p) [Lα1 (U(x, t; p))− f (x, t)]+ p [Lα1 (U(x, t; p))+N (U(x, t; p),(V (x, t; p))− f (x, t)] = 0, (14)
H2(V (x, t; p), p) = (1− p)
[
Lβ2 (V (x, t; p))−g(x, t)
]
+ p
[
Lβ2 (V (x, t; p))+M (U(x, t; p),(V (x, t; p))−g(x, t)
]
= 0. (15)
Putting p = 0 in above two equations, we should receive: Lα1 (U(x, t;0)) = u0(x, t), L
β
2 (V (x, t;0)) = v0(x, t) where initial
guesses u0(x, t) and v0(x, t) will be obtained by solving
Lα1 (u0(x, t)− f (x, t)) = 0, (16)
Lβ2 (v0(x, t)−g(x, t)) = 0 (17)
with
B1
(
u0,
∂u0
∂n
)
= 0, B2
(
v0,
∂v0
∂n
)
= 0.
The solutions to equations (16) and (17) are
u0(x, t) =
n−1
∑
i=0
ui0(0
+)
xi
i!
+ Jα f (x, t), (18)
v0(x, t) =
n−1
∑
i=0
vi0(0
+)
xi
i!
+ Jβg(x, t). (19)
In view of HPM, we use the homotopy parameter p to write the expansions for U(x, t, p) and V (x, t, p) as:
U(x, t, p) = u0(x, t)+∑
r>1
ur(x, t)pr, (20)
V (x, t, p) = v0(x, t)+∑
h>1
vh(x, t)ph. (21)
Utilizing equations (20) and (21) in equations (14) and (15), and then equating the coefficients of corresponding power of p
on both sides, we have
Lα1 (ur(x, t)) =−Nr−1[{u0(x, t),v0(x, t)},{u1(x, t)v1(x, t)}, ......,{ur−1(x, t),vh−1(x, t)}], (22)
Lβ2 (vh(x, t)) =−Mh−1[{u0(x, t),v0(x, t)},{u1(x, t),v1(x, t)}, , ......,{ur−1(x, t,)vh−1(x, t)}], (23)
B1
(
ur,
∂ur
∂n
)
= 0, B2
(
vh,
∂vh
∂n
)
= 0 r,h> 1.
5
In above equations, nonlinear operatorsNk(x, t) andMl(x, t) are coefficients of pk and pl in following equations
N (x, t) =N0[u0(x, t),v0(x, t)]+ pN1[u0(x, t),u1(x, t),v0(x, t),v1(x, t)]+ p2N2[u0(x, t),u1(x, t)
,u2(x, t),v0(x, t),v1(x, t),v2(x, t)]+ . . . ,
(24)
M (x, t) =M0[u0(x, t),v0(x, t)]+ pM1[u0(x, t),u1(x, t),v0(x, t),v1(x, t)]+ p2M2[u0(x, t),u1(x, t)
,u2(x, t),v0(x, t),v1(x, t),v2(x, t)]+ . . . ,
(25)
where r−1 = k > 0, h−1 = l > 0.
Here classical fractional homotopy perturbations will give the r(th)-order and h(th)-order approximate solutions (for p = 1) as
ur = u0+u1+u2+ · · ·+ur and vh = v0+ v1+ v2+ · · ·+ vh.
But here to move further, we are only interested in exploiting initial iterations of fractional homotopy perturbations ur and
vh, for r,h ≥ 0 (generally 0(th)-order or 1(st)-order ), and rest approximations can be ignored. For this, we pick up linearly
independent functions from these initial iterations after verifying that
Wα1 [u0,u1,u2, . . . ,ur] =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
u0 u1 u2 . . . ur
Dαu0 Dαu1 Dαu2 . . . Dαur
D2αu0 D2αu1 D2αu2 . . . D2αur
...
...
...
...
...
Dα(n−1)u0 Dα(n−1)u1 Dα(n−1)u2 . . . Dα(n−1)ur
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
6= 0
and
W β2 [v0,v1,v2, . . . ,vh] =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
v0 v1 v2 . . . vh
Dβ v0 Dβ v1 Dβ v2 . . . Dβ vh
D2β v0 D2β v1 D2β v2 . . . D2β vh
...
...
...
...
...
Dβ (n−1)v0 Dβ (n−1)v1 Dβ (n−1)v2 . . . Dβ (n−1)vh
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
6= 0.
Here, Dα=
(
∂
∂ t
+
∂α
∂xα
)
and Dβ=
(
∂
∂ t
+
∂ β
∂xβ
)
, where α,β lies between 0 < α,β 6 1.
Now, let Qr = {φ0,φ1, . . . ,φr} and Wh = {ϕ0,ϕ1, . . . ,ϕh}, where r,h = 0,1,2 . . . and φ0 = u0,φ1 = u1, . . . ,φr = ur, and ϕ0 =
v0,ϕ1 = v1, . . . ,ϕh = vh. Here Qr−1 ⊆ Qr, Wh−1 ⊆Wh and elements of Qr, Wh are linearly independent in the vector space of
continuous functions defined over R.
Let us assume u˜ = ∑ri=0 Kirφi and v˜ = ∑
h
j=0 D
j
hϕ j for r,h> 0 as the approximate solution to set of equations (11) and (12).
Basic algorithm to calculate the coefficients of approximations:
Now we shall employ least square procedure to calculate these coefficients in the approximations for which we require the
following definitions and lemma:
Definition 3.1. We define remainders Rα,β1 , R
α,β
2 for system of partial differential equations (11), (12) as:
Rα,β1 (t,x, u˜, v˜) = L
α
1 (u˜(x, t))+N (u˜(x, t), v˜(x, t))− f (x, t), t,x ∈ R, (26)
6
Rα,β2 (t,x, u˜, v˜) = L
β
2 (v˜(x, t))+M (u˜(x, t), v˜(x, t))−g(x, t), t,x ∈ R (27)
with initial conditions as:
B1
(
u˜,
∂ u˜
∂n
)
= 0, B2
(
v˜,
∂ v˜
∂n
)
= 0. (28)
where u˜, v˜ is the approximate solution to set of equations (11) and (12).
Definition 3.2. We define the sequences of functions {Qαr (x, t)}r∈N, {W βh (x, t)}h∈N as HP-sequences for equations (11), (12)
respectively, where Qαr (x, t)= ∑ri=0 Kirφi, W
β
h (x, t) = ∑
h
j=0 D
j
hϕ j, where r,h ∈ N, Kir,D jh ∈ R. The functions involved in these
sequences are called HP functions for (11), (12).
Remark 3.1. If
lim
(r,h)→(∞,∞)
Rα,β1 (x, t,Q
α
r (x, t),W
β
h (x, t)) = 0 and lim
(r,h)→(∞,∞)
Rα,β2 (x, t,Q
α
r (x, t),W
β
h (x, t)) = 0,
then we say that HP-sequences {Qαr } and {W βh } converge to the actual solution of coupled equations (11), (12).
Definition 3.3. We call u˜, v˜ as the ε- approximate HP-solution to coupled equations (11), (12) on domain Ω if
| Rα,β1 (x, t, u˜, v˜) |< ε and | Rα,β2 (x, t, u˜, v˜) |< ε,
provided (28) is also satisfied by u˜ and v˜.
Definition 3.4. We say that u˜, v˜ constitute the weak ε-approximate HP-solution for set of equations (11), (12) on domain Ω
if ∫∫
Ω
R2(α,β )1 (x, t, u˜, v˜)dxdt 6 ε and
∫∫
Ω
R2(α,β )2 (x, t, u˜, v˜)dxdt 6 ε
along with equation (28).
To calculate the constants Kir and D
j
h accurately, we propose the following steps:
Step-I We substitute the expression of u˜, v˜ in (26) and (27), and assume the transformed residual as:
ℜα,β1 (x, t,K
i
r,D
j
h) = R
α,β
1 (x, t, u˜, v˜) (29)
and
ℜα,β2 (x, t,K
i
r,D
j
h) = R
α,β
2 (x, t, u˜, v˜). (30)
Step-II We consider the following functional:
J(Kir,D
j
h) =
∫∫
Ω
(
ℜ2(α,β )1 (x, t,K
i
r,D
j
h)+ℜ
2(α,β )
2 (x, t,K
i
r,D
j
h)
)
dxdt. (31)
Here, we calculate some constants Kir (K
0
r ,k
1
r , . . . ,K
m
r ) and D
j
h (D
0
h,D
1
h, . . . ,D
n
h) for m,n ∈ N where m6 r, n6 h as functions
of remaining constants Kir (K
m+1
r ,K
m+2
r , . . . ,K
r
r ), D
j
h (D
n+1
h ,D
n+2
h , . . . ,D
h
h) through given conditions (initial and boundary).
The remaining constants are determined through the minimization of functional (31) (least square procedure).
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Remark 3.2. The constants can also be determined without using the initial /boundary conditions by directly minimizing
(31). If we represent these steps provide us the values of constants Kir as K˜ir, and D
j
h as D˜
j
h then we can write HP-sequences
as: Qαr (x, t)= ∑ri=0 K˜irφi and W
β
h (x, t)= ∑
h
j=0 D˜
j
hϕ j.
Lemma 3.1. The property
lim
(r,h)→(∞,∞)
∫∫
Ω
(
R2(α,β )1 (x, t,Q
α
r (x, t),W
β
h (x, t))+R
2(α,β )
2 (x, t,Q
α
r (x, t),W
β
h (x, t))
)
dxdt = 0.
is satisfied by the HP-sequences {Qαr (x, t)} and {W βh (x, t)} simultaneously.
Proof. Let Qαr (x, t) and W
β
h (x, t) be two HP-functions developed on the basis of previous pertinent definitions. Then following
inequality is true: ∫∫
Ω
(
R2(α,β )1 (x, t,Q
α
r (x, t),W
β
h (x, t))+R
2(α,β )
2 (x, t,Q
α
r (x, t),W
β
h (x, t))
)
dxdt > 0. (32)
Also from previous definitions, we have∫∫
Ω
(
R2(α,β )1 (x, t,ur(x, t),vh(x, t))+R
2(α,β )
2 (x, t,ur(x, t),vh(x, t))
)
dxdt
>
∫∫
Ω
(
R2(α,β )1 (x, t,Q
α
r (x, t),W
β
h (x, t))+R
2(α,β )
2 (x, t,Q
α
r (x, t),W
β
h (x, t))
)
dxdt ∀r,h ∈ N. (33)
Combining inequalities (32) and (33), and taking lim(r,h)→(∞,∞), we have
06 lim
(r,h)→(∞,∞)
∫∫
Ω
(
R2(α,β )1 (x, t,Q
α
r (x, t),W
β
h (x, t))+R
2(α,β )
2 (x, t,Q
α
r (x, t),W
β
h (x, t))
)
dxdt
6 lim
(r,h)→(∞,∞)
∫∫
Ω
(
R2(α,β )1 (x, t,ur(x, t),vh(x, t))+R
2(α,β )
2 (x, t,ur(x, t),vh(x, t))
)
dxdt = 0.
Hence, we obtain the desired result.
Corollary 3.1. The ε-approximate HP-solutions Qαr (x, t) and W
β
h (x, t) are also the weak solutions to coupled equations (11)
and (12).
4. Numerical discussions of fractional non-linear wave equations
In this section, we present three examples to illustrate the applicability of generalized least square homotopy perturbations
(GLSHP).
Example 1. One-dimensional space-fractional nonlinear wave equation is considered as [14]:
∂ 2αu
∂x2α
−u∂
2u
∂ t2
= 1− x
2+ t2
2
06 x, t 6 1, 0 < α 6 1, (34)
with
u(t,0) =
t2
2
,
∂
∂x
u(t,0) = 0. (35)
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Exact solution to this example for α = 1 is u(x, t) =
x2+ t2
2
( [14]).
To solve equation (34) with conditions (35), we constitute homotopy equation as:
(1− p)
[
∂ 2αU
∂x2α
−1+ x
2+ t2
2
]
+ p
[
∂ 2αU
∂x2α
−U ∂
2U
∂ t2
−1+ x
2+ t2
2
]
= 0. (36)
When p= 0, equation (36) gives L2α [U(x, t,0)]= u0(x, t),where initial guess u0(x, t)will be determined from
∂ 2αU
∂x2α
[u0(x, t)]−
1+
x2+ t2
2
= 0, u0(t,0) =
t2
2
,
∂u0
∂x
(t,0) = 0, whose solution is u0 = u
(0)
0 (t,0)+u
(1)
0 (t,0)x+ J
2α
(
2− x2− t2
2
)
.
Let expansion of U(x, t, p) under homotopy considerations be
U(x, t, p) = u0(x, t)+ pu1(x, t)+ p2u2(x, t)+ p3u3(x, t)+ . . . (37)
Substituting (37) into (36), we yield zero-th order approximation as:
u0(x, t) =
t2
2
+
x2α
Γ(2α+1)
− x
2+2α
Γ(2α+3)
− t
2x2α
2Γ(2α+1)
Let Q0 = {φ1,φ2,φ3} where φ1 = x
2α
Γ(2α+1)
, φ2 = t2 and φ3 =
x2α t2
Γ(2α+1)
+
x2+2α
Γ(2α+3)
.
Here,
Wα [φ1,φ2,φ3] =
∣∣∣∣∣∣∣∣∣∣∣∣
x2α
Γ(2α+1)
t2
(
x2α t2
Γ(2α+1)
+
x2+2α
Γ(2α+3)
)
Dα
x2α
Γ(2α+1)
Dα t2 Dα
(
x2α t2
Γ(2α+1)
+
x2+2α
Γ(2α+3)
)
D2α
x2α
Γ(2α+1)
D2α t2 D2α
(
x2α t2
Γ(2α+1)
+
x2+2α
Γ(2α+3)
)
∣∣∣∣∣∣∣∣∣∣∣∣
For α = 1, W 1 [φ1,φ2,φ3] = −0.102 6= 0 when x = 0.2 and t = 0.5. Thus, by theorem on linear independence, functions φ1,
φ2 and φ3 are L.I.
Now, let the zero-th order approximation to actual solution of (34) and (35) be
u˜ = K0
x2α
Γ(2α+1)
+K1t2+K2
(
t2
x2α
Γ(2α+1)
+
x2+2α
Γ(2α+3)
)
(38)
Let the residual function be
Rα(x, t, u˜) =
∂ 2α u˜
∂x2α
− u˜∂
2u˜
∂ t2
+
x2+ t2−2
2
(39)
and initial conditions are
u˜(t,0) =
t2
2
,
∂
∂x
u˜(t,0) = 0 (40)
Using conditions (40) in equation (38), we get K1 =
1
2
. Thus, the reduced approximate solution is
u˜ = K0
x2α
Γ(2α+1)
+
1
2
t2+K2
(
t2
x2α
Γ(2α+1)
+
x2+2α
Γ(2α+3)
)
(41)
Modified residual (ℜα ) for this problem can be written as
ℜα(x, t,K0,K2) =−1+K0+ t
2
2
+K2t2+
x2
2
+K2
x2
2
−
(
1+
2K2x2α
Γ(1+2α)
)(
t2
2
+
K0x2α
Γ(1+2α)
+
(
K2t2x2α
Γ(1+2α)
+
K2x2+2α
Γ(3+2α)
))
.
The functional J will be
J(K0,K2) =
∫ 1
0
∫ 1
0
ℜ2(α,β )(x, t,K0,K2)dxdt.
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Employing least square approximations (minimizing J), we receive two algebraic equations as:
1
15Γ(1+2α)4Γ(3+2α)
{(
40K22 (3K0+K2)Γ(3+2α)
1+8α
)
+4K2Γ(1+2α)
(
30K22
3+8α
+
15(2K0+K2)Γ(3+2α)
1+6α
)}
1
15Γ(1+2α)4Γ(3+2α)
{
5Γ(1+2α)4(−6K2+(3+2α)(−5+6K0+3K2)Γ(3+2α)
3+2α
}
+
1
15Γ(1+2α)2Γ(3+2α){
40K22
1+2α
+
(10(21+4α(5−7K2)−15K2)K2−30(3+4α)K0(−1+4K2))Γ(3+2α)
(1+4α)(3+4α)
}
− 1
15Γ(1+2α)Γ(3+2α){
30K2(−1+2K2)
3+4α
+
15(−5+12K0+7K2+α(−2+8K0+6K2))Γ(3+2α)
3+8α+4α2
}
= 0,
1
60Γ(1+2α)4
(
32K22 (5K0+3K2)
1+8α
+
32K2(15K20 +10K0K2+3K
2
2 )
1+8α
)
+
1
60Γ(1+2α)4Γ(3+2α)2(
48K2Γ(1+2α)Γ(3+2α)(10(1+6α)K2(2K0+K2)+(3+8α)(5K0+4K2))
(1+6α)(3+8α)
)
+
16
60Γ(1+2α)3Γ(3+2α)(
10K22 (3K0+K2)
3+8α
+
3(5K20 +5K0K2+2K
2
2 )Γ(3+2α)
1+6α
)
− 1
60Γ(1+2α)4Γ(3+2α)3(3+4α)(5+4α)(3+8α+4α2){
4Γ(1+2α)3Γ(3+2α)2(10(3+8α+4α2)(3(5+4α)K0(−1+4K2)+K2(−62+57K2+20α(−2+3K2)))
}
+
1
60Γ(1+2α)4Γ(3+2α)3
{
(15+32α+16α2)(−50+105K0+92K2+α(−20+90K0+88K2))Γ(3+2α)
}
1
15Γ(1+2α)2Γ(3+2α)2
{
240K32
5+8α
+
20K22Γ(3+2α)
1+2α
+
40K2(2K0+K2)Γ(3+2α)
1+2α
}
− 1
15Γ(1+2α)2Γ(3+2α)2{
2(30(3+4α)K20 +K2(−86+69K2+44α(−2+3K2))+5K0(−21+30K2+4α(−5+14K2)))Γ(3+2α)2
(1+4α)(3+4α)
}
+
1
60Γ(3+2α)3
{
1440(1+3α+2α2)K22
5+6α
+
120K2Γ(3+2α)
5+4α
− 20(−21+30K0+38K2+2α(−3+6K0+10K2))Γ(3+2α)
2
(3+2α)(5+2α)
}
+
1
90
{(−71+90K0+65K2)}= 0.
Solving these equations simultaneously, we will get values of K0 and K2, and equation (38) will be the required approximate
solution.
In particular, when α = 1, we achieve K0 = 1 and K2 = 0, and thus u˜ =
x2+ t2
2
which is the exact solution [14].
Example 2. Consider the following space-fractional nonlinear wave equation [32]:
∂ 2αu
∂x2α
−u∂
2u
∂ t2
−2+2x2+2t2 = 0, x, t ∈ [0,1], 0 < α 6 1 (42)
with initial conditions
u(t,0) = t2,
∂
∂x
u(t,0) = 0, u(0,x) = x2. (43)
For equation (42), homotopy perturbation equation (based on p) is written as:
(1− p)
[
∂ 2αU
∂x2α
−2+2x2+2t2
]
+ p
[
∂ 2αU
2∂x2α
−U ∂
2U
∂ t2
−2+2x2+2t2
]
= 0. (44)
In homotopy theory, for p = 0 we get the initial fractional differential equation as: L
2α
[U(x, t,0)] = u0(x, t) where initial
solution u0(x, t) is achieved by solving
∂ 2αU
∂x2α
[u0(t,x)]− 2+ 2x2 + 2t2 = 0, u0(t,0) = t2, ∂u0∂x (t,0) = 0. The solution of
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this fractional differential set up is readily obtained as u0 = u
(0)
0 (t,0)+u
(1)
0 (t,0)x+ J
2α [2−2x2−2t2].
Let us again take the expansion of U(x, t, p) in the increasing powers of p as
U(x, t, p) = u0(t,x)+ pu1(t,x)+ p2u2(t,x)+ p3u3(t,x)+ . . . (45)
From equations (45) and (44), we have the following initially approximated solution:
u0 = t2+
2x2α
Γ(2α+1)
− 2t
2x2α
Γ(2α+1)
− 4x
2+2α
Γ(2α+3)
.
Let us consider the following set Q0 = {φ1,φ2,φ3} where φ1 = t2, φ2 = x
2α
Γ(2α+1)
and φ3 =
t2x2α
Γ(2α+1)
+
x2+2α
Γ(2α+3)
.
Since,
Wα [φ1,φ2,φ3] =
∣∣∣∣∣∣∣∣∣∣∣∣
t2
x2α
Γ(2α+1)
(
x2α t2
Γ(2α+1)
+
x2+2α
Γ(2α+3)
)
Dα t2 Dα
x2α
Γ(2α+1)
Dα
(
x2α t2
Γ(2α+1)
+
x2+2α
Γ(2α+3)
)
D2α t2 D2α
x2α
Γ(2α+1)
D2α
(
x2α t2
Γ(2α+1)
+
x2+2α
Γ(2α+3)
)
∣∣∣∣∣∣∣∣∣∣∣∣
= t2
xα
Γ(α+1)
{
6xα
Γ(α+1)
+4t+
x2−α
Γ(3−α)
}
− x
2α
Γ(2α+1)
{
12txα
Γ(α+1)
+8t2+
2x2−α t
Γ(3−α)
}
.
Here, Dα=
(
∂
∂ t
+
∂α
∂xα
)
and D2α =
(
∂ 2
∂ t2
+
2∂ 2
∂ t∂xα
+
∂ 2α
∂x2α
)
.
At α = 1, W 1 [φ1,φ2,φ3] = 0.0444 6= 0 when (x, t) = (0.3,0.4).
Thus by previous theorem, functions φ1,φ2 and φ3 are linearly independent. Now, if we consider
u˜ = K0t2+K1
x2α
Γ(2α+1)
+K2
(
t2
x2α
Γ(2α+1)
+
x2+2α
Γ(2α+3)
)
(46)
as the approximate solution to the given problem then residual Rα with respect to u˜ can be defined as
Rα(x, t, u˜) =
∂ 2α u˜
∂x2α
− u˜∂
2u˜
∂ t2
−2+2x2+2t2 = 0 (47)
with initial conditions
u˜(t,0) = t2,
∂
∂x
u˜(t,0) = 0. (48)
Utilizing the conditions (48) in equation (46), we get K0 = 1.
Now, the modified remainder ℜα becomes
ℜα1 (x, t,K1,K2) =−2+K1+2t2+K2t2+2x2+
K2x2
2
−
(
2+
2K2x2α
Γ(1+2α)
)(
t2+
K1x2α
Γ(1+2α)
+
K2t2x2α
Γ(1+2α)
+
K2x2+2α
Γ(3+2α)
)
.
Further, to find the values of remaining parameters K1 and K2, we compose the functional J as
J(K1,K2) =
∫ 1
0
∫ 1
0
ℜ2α(x, t,K1,K2)dxdt,
11
and compute the values of parameters by minimizing this functional through least square procedure which gives two two
equations of algebraic nature as:
1
15Γ(1+2α)4Γ(3+2α)
{(
40K22 (3K1+K2)Γ(3+2α)
1+8α
)
+120K2Γ(1+2α)
(
K22
3+8α
+
15(2K1+K2)Γ(3+2α)
1+6α
)}
1
15Γ(1+2α)4Γ(3+2α)
{
5Γ(1+2α)4(−12K2+(3+2α)(−8+6K1+3K2)Γ(3+2α)
3+2α
}
+
1
15Γ(1+2α)2Γ(3+2α){
40K22
1+2α
+
(−60(3+4α)K1(−1+K2)+5(48+4α(8−7K2)−15K2)K2)Γ(3+2α)
(1+4α)(3+4α)
}
− 1
15Γ(1+2α)Γ(3+2α){
30K2(−2+2K2)
3+4α
+
15(−8+4(3+2α)K1+(7+6α)K2)Γ(3+2α)
3+8α+4α2
}
= 0,
1
60Γ(1+2α)4
(
32K22 (5K1+3K2)
1+8α
+
32K2(15K21 +10K1K2+3K
2
2 )
1+8α
)
+
1
60Γ(1+2α)4Γ(3+2α)2(
96K2Γ(1+2α)Γ(3+2α)(5(1+6α)K2(2K1+K2)+(3+8α)(5K1+4K2))
(1+6α)(3+8α)
)
+
(
1
60Γ(1+2α)4Γ(3+2α)3
)
(
1
(3+4α)(5+4α)(3+8α+4α2)
)
8Γ(1+2α)3Γ(3+2α)2(5(3+8α+4α2)(12(5+4α)K1(−1+K2)+
K2(−128+57K2+α(−64+60K2)))+(15+32α+16α2)(−80+15(7+6α)K1+(92+88α)K2)Γ(3+2α))
32
60Γ(1+2α)3Γ(3+2α)
(
5K22 (3K1+K2)
3+8α
+
3(5K21 +5K1K2+2K
2
2 )Γ(3+2α)
1+6α
)
− 8
60Γ(1+2α)2Γ(3+2α)2(
240K32
5+8α
+
20K22Γ(3+2α)
1+2α
+
40K2(2K1+K2)Γ(3+2α)
1+2α
)
− 1
60Γ(1+2α)4Γ(3+2α)3(1+4α)(3+4α){
(30(3+4α)K21 +10K1(3(−8+5K2)+4α(−4+7K2))+K2(−224+69K2+12α(−16+11K2)))Γ(3+2α)2
}
1
60Γ(3+2α)3
{
2880(1+3α+2α2)K22
5+6α
+
480K2Γ(3+2α)
5+4α
− 80(−12+3(5+2α)K1+(19+10α)K2))Γ(3+2α)
2
(3+2α)(5+2α)
}
+
1
90
{(−104+90K1+65K2)}= 0.
The solution of these two equations when combined with the value of parameter K0 and equation (46) will produce the
required solution.
Further when α = 1, we have u˜ = t2+ x2, the exact solution [32].
Now to portray the clear picture of the scheme, we take the following example which consists of coupled system of equations.
Example 3. Let us consider the following nonlinear space-fractional system of equations as [15]:
∂ 2αu
∂x2α
− v∂
2u
∂ t2
−u∂
2v
∂ t2
−2+2x2+2t2 = 0, 0 < α 6 1 (49)
∂ 2β v
∂x2β
− v∂
2v
∂ t2
+u
∂ 2u
∂ t2
−1− 3
2
x2− 3
2
t2 = 0, x, t ∈ [0,1], 0 < β 6 1 (50)
with
u(t,0) = t2,
∂
∂x
u(t,0) = 0, (51)
v(t,0) =
t2
2
,
∂
∂x
v(t,0) = 0. (52)
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Writing the homotopy equations for equations (49) and (50), we have:
(1− p)
[
∂ 2αU
∂x2α
−2+2x2+2t2
]
+ p
[
∂ 2αU
∂x2α
−V ∂
2U
∂ t2
−U ∂
2V
∂ t2
−2+2x2+2t2
]
= 0, (53)
(1− p)
[
∂ 2βV
∂x2β
−1− 3
2
x2− 3
2
t2
]
+ p
[
∂ 2βV
∂x2β
−V ∂
2V
∂ t2
−U ∂
2U
∂ t2
−1− 3
2
x2− 3
2
t2
]
= 0. (54)
When p = 0, these two equations [(53), (54)] give L
2α
[U(x, t,0)] = u0(x, t) and L2β [V (x, t,0)] = v0(x, t), where initial ap-
proximations u0(x, t) and v0(x, t) can be determined from following respective equations:
L2α [u0(x, t)]−2+2x2+2t2 = 0, u0(0, t) = t2, ∂u0∂x (0, t) = 0, (55)
L2β [v0(x, t)]−1− 32x
2− 3
2
t2 = 0, v0(0, t) =
t2
2
,
∂v0
∂x
(0, t) = 0. (56)
The solution to equations (55) and (56) can be easily obtained from the basic theory of fractional calculus as
u0(x, t) = u
(0)
0 (0, t)+ xu
(1)
0 (0, t)+ J
2α{2−2x2−2t2},
v0(x, t) = v
(0)
0 (0, t)+ xv
(1)
0 (0, t)+ J
2β{1+ 3
2
x2+
3
2
t2}.
Following homotopy theory, and assuming the expansion of U(x, t, p) and V (x, t, p) in terms of increasing powers of p as
U(x, t, p) = u0(x, t)+ pu1(x, t)+ p2u2(x, t)+ p3u3(x, t)+ ... (57)
V (x, t, p) = v0(x, t)+ pv1(x, t)+ p2v2(x, t)+ p3v3(x, t)+ ... (58)
It is a well-known phenomenon in homotopy (for equations (57) and (58)) that U(x, t, p)→ u(x, t) and V (x, t, p)→ v(x, t)
when p varies from 0 to 1.
Through equations (53),(54) and equations (57), (58), we achieve the initial solution as
u0 = t2+
2x2α
Γ(2α+1)
− 4x
2+2α
Γ(2α+3)
− 2t
2x2α
Γ(2α+1)
, (59)
v0 =
t2
2
+
x2β
Γ(2β +1)
+
3x2+2β
Γ(3+2β )
+
3t2x2β
2Γ(2β +1)
. (60)
Following generalized least square homotopy perturbations, we compose two function sets as: Q0 = {φ1,φ2,φ3} and S0 =
{ϕ1,ϕ2,ϕ3} where φ1 = x
2α
Γ(2α+1)
, φ2 = t2, φ3 =
t2x2α
Γ(2α+1)
+
x2+2α
Γ(2α+3)
, ϕ1 =
x2β
Γ(2β +1)
, ϕ2 = t2 and ϕ3 =
t2x2β
Γ(2β +1)
+
x2+2β
Γ(3+2β )
.
Here, we have two partial fractional Wronskians Wα1 and W
β
2 which are defined as:
Wα1 [φ1,φ2,φ3] =
∣∣∣∣∣∣∣∣∣∣∣∣
x2α
Γ(2α+1)
t2
(
x2α t2
Γ(2α+1)
+
x2+2α
Γ(2α+3)
)
Dα
x2α
Γ(2α+1)
Dα t2 Dα
(
x2α t2
Γ(2α+1)
+
x2+2α
Γ(2α+3)
)
D2α
x2α
Γ(2α+1)
D2α t2 D2α
(
x2α t2
Γ(2α+1)
+
x2+2α
Γ(2α+3)
)
∣∣∣∣∣∣∣∣∣∣∣∣
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and
W β2 [ϕ1,ϕ2,ϕ3] =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
x2β
Γ(2α+1)
t2
(
x2β t2
Γ(2β +1)
+
x2+2β
Γ(2β +3)
)
Dβ
x2β
Γ(2β +1)
Dβ t2 Dβ
(
x2β t2
Γ(2β +1)
+
x2+2β
Γ(2β +3)
)
D2β
x2β
Γ(2β +1)
D2β t2 D2β
(
x2β t2
Γ(2β +1)
+
x2+2β
Γ(2β +3)
)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
Here Dα =
(
∂
∂ t
+
∂α
∂xα
)
, D2α =
(
∂ 2
∂ t2
+
2∂ 2
∂ t∂xα
+
∂ 2α
∂x2α
)
, Dβ =
(
∂
∂ t
+
∂
∂xβ
)
and D2β =
(
∂ 2
∂ t2
+
2∂ 2
∂ t∂xβ
+
∂ 2β
∂x2β
)
.
The simplification to these Wronskian gives
Wα1 [φ1,φ2,φ3] =
x2α
Γ(2α+1)
{
12txα
Γ(α+1)
+8t2+
2x2−α t
Γ(3−α)
}
− t2 x
α
Γ(α+1)
{
6xα
Γ(α+1)
+4t+
x2−α
Γ(3−α)
}
W β2 [ϕ1,ϕ2,ϕ3] =
x2β
Γ(2β +1)
{
12txβ
Γ(β +1)
+8t2+
2x2−β t
Γ(3−β )
}
− t2 x
β
Γ(β +1)
{
6xβ
Γ(β +1)
+4t+
x2−β
Γ(3−β )
}
For α = 1 and β = 1, we have W 11 [φ1,φ2,φ3] = 7tx
3−3t2x2−4t3x and W 12 [ϕ1,ϕ2,ϕ3] = 7tx3−3t2x2−4t3x.
As we know that x, t ∈ [0,1], therefore, if we choose (x, t) = (0.2,0.5) then W 11 [φ1,φ2,φ3] =−0.102 6= 0 and W 12 [ϕ1,ϕ2,ϕ3] =
−0.102 6= 0. Thus the functions chosen in sets Q0 and S0 are linearly independent in vector space structure.
Based on these sets, the 0th- order approximate solution to present example is assumed as:
u˜ = K0
x2α
Γ(2α+1)
+K1t2+K2
(
t2x2α
Γ(2α+1)
+
x2+2α
Γ(2α+3)
)
, (61)
v˜ = D0
x2β
Γ(2β +1)
+D1t2+D2
(
t2x2β
Γ(2β +1)
+
x2+2β
Γ(3+2β )
)
. (62)
Now the residuals Rα,β1 and R
α,β
2 depending on u˜ and v˜ are presented as:
Rα,β1 (x, t, u˜, v˜) =
∂ 2α u˜
∂x2α
− v˜∂
2u˜
∂ t2
− u˜∂
2v˜
∂ t2
−2+2x2+2t2, (63)
Rα,β2 (x, t, u˜, v˜) =
∂ 2β v˜
∂x2β
− v˜∂
2v˜
∂ t2
+ u˜
∂ 2u˜
∂ t2
−1− 3
2
x2− 3
2
t2 (64)
with
u˜(t,0) = t2,
∂
∂x
u˜(t,0) = 0, (65)
v˜(t,0) =
t2
2
,
∂
∂x
v˜(t,0) = 0. (66)
Substituting the conditions (65) and (66) into equations (61) and (62), we receive K1 = 1 and D1 = 12 which further gives
u˜ = K0
x2α
Γ(2α+1)
+ t2+K2
(
t2x2α
Γ(2α+1)
+
x2+2α
Γ(2α+3)
)
, (67)
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v˜ = D0
x2β
Γ(2β +1)
+
t2
2
+D2
(
t2x2β
Γ(2β +1)
+
x2+2β
Γ(3+2β )
)
. (68)
Now, revised residuals ℜα,β1 and ℜ
α,β
2 to the problem are
ℜα,β1 (x, t,K0,K2,D0,D2) =−2+K0+2t2+K2t2+2x2+
K2x2
2
−
(
t2+
K0x2α
Γ(1+2α)
+
K2t2x2α
Γ(1+2α)
+
K2x2+2α
Γ(3+2α)
)
(
1+
2D2x2β
Γ(1+2β )
)
−
(
2+
2K2x2α
Γ(1+2α)
)(
t2
2
+D0
x2β
Γ(1+2β )
+D2t2
x2β
Γ(1+2β )
+
D2x2+2β
Γ(3+2β )
)
,
ℜα,β2 (x, t,K0,K2,D0,D2) =−1+D0−
3t2
2
+D2t2− 3x
2
2
+
D2x2
2
+
(
2+2K2
x2α
Γ(1+2α)
)
(
t2+
K0x2α
Γ(1+2α)
+
K2t2x2α
Γ(1+2α)
+
K2x2+2α
Γ(3+2α)
)
−
(
1+
2D2x2β
Γ(1+2β )
)(
t2
2
+
D0x2β
Γ(1+2β )
+
D2t2x2β
Γ(1+2β )
+
D2x2+2β
Γ(3+2β )
)
.
The values of remaining parameters are now determined through the functional J
J(K0,K2,D0,D2) =
∫ 1
0
∫ 1
0
(ℜ2(α,β )1 (x, t,K0,K2,D0,D2)+ℜ
2(α,β )
2 (x, t,K0,K2,D0,D2))dxdt
and its minimization in the form of algebraic equations{
∂J
∂K0
= 0,
∂J
∂K2
= 0,
∂J
∂D0
= 0,
∂J
∂D2
= 0
}
.
Here, detailed form of equations has been ignored to conserve space. Thus, required solution will be obtained by putting
these parametric values in equations (61) and (62).
Moreover, we get values of constants as K0 = 2, K2 = 0 , D0 = 1 and D2 = 0 for (α,β ) = (1,1) which further gives u˜= x2+t2
and v˜ = 0.5x2 +
t2
2
as exact solution [15]. Figures (1) and (2) exhibit the dynamics of u˜(x, t), v˜(x, t) at different values of α
and β with respect to various x and t.
5. Conclusions
In this paper, an effective combination of fractional homotopy perturbations and least square approximations have been
constructed to obtain reliable solutions for fractional partial differential equations. A novel idea of fractional partial Wron-
skian is also developed to verify the linear independence of multi-variable functions in vector space structure. The beautiful
aspect of the method lies in the manipulation of initial approximations of fractional homotopy perturbations towards the ap-
proximate solution of the problem, and its accelerated convergence rates. The scheme when applied on model fractional wave
equations provided accurate and approximate solutions with ease.
References
References
[1] K. Miller, B. Ross. An application to the fractional calculus and fractional differential equations. Wiley, New York,
(1993).
15
[2] S. G. Saamko, A. A. Kilbas, O. Marichev. Fractional integrals and derivatives. Theory and Applications, Gordon and
Breach: Amsterdam (1993).
[3] K. Oldham. The fractional calculus theory and applications of differentiation and integration to arbitrary order, Vol. 111.
Elsevier, (1974).
[4] I. Podlubny, Fractional Differential Equations, Academic Press, San Diego, CA, (1999).
[5] H. Thabet, S. Kendre, D. Chalishajar, New analytical technique fro solving a system of nonlinear fractional partial
differential equations, Mathematics 5 (2017) Article No. 47 1-15.
[6] S. Momani, Z. Odibat, Homotopy perturbation method for nonlinear partial differential equations of fractional order,
Phys. Lett. A 365 (2007) 345-350.
[7] Z. Odibat, S. Momani, Numerical methods for nonlinear partial differential equations of fractional order, Appl. Math.
Model. 32 (2008) 28-39.
[8] H. Jafari, S. Seifi, Solving a system of nonlinear fractional partial differential equations using homotopy analysis
method, Commun. Nonlinear Sci. Numer. Simul. 14 (2009) 1962-1969.
[9] A. El-Sayed, A. Elsaid, I. El-Kalla, D. Hammad, A homotopy perturbation technique for solving partial differential
equations of fractional order in finite domains, Appl. Math. Comput. 218 (2012) 8329-8340.
[10] H. Jafari, M. Nazari, D. Baleanu, C.M. Khalique, A new approach for solving a system of fractional partial differential
equations, Comput. Math. Appl. 66 (2013) 838-843.
[11] V. Turut, N. Guzel, On solving partial differential equations of fractional order by using variational iteration method and
multivariate Pade approximations, Europ. J. of Pure and Appl. Math. 6(2) (2013) 147-171.
[12] N.H. Zainal, A. Kilicman, Solving fractional partial differential equations with corrected Fourier series method, Abstract
and Applied Analysis 2014 (2014) Article ID 958931, 5 pages.
[13] E.M.E. Zayed, Y.A. Amer, R.M.A. Shohib, The fractional complex transformation for nonlinear fractional partial dif-
ferential equations in the mathematical physics, J. Assoc. Arab Univ. Basic Appl. Sci. 19 (2016) 59-69.
[14] B. Ghazanfari, F. Veisi. Homotopy analysis method for the fractional nonlinear equations, Journal of King Saud Uni-
versity - Science (2011) 23, 389-393.
[15] J. Biazar, M. Eslami. A new technique for non-linear two-dimensional wave equations, Scientia Iranica 20 (2013) 359-
363.
[16] L. Wei. Analysis of a new finite difference/local discontinuous Galerkin method for the fractional diffusion-wave equa-
tion, Applied Mathematics & Computation 304 (2017) 180-189.
16
[17] J.E. Macias-Diaz, A.S. Hendy, R.H. De Staelen. A compact fourth-order in space energy-preserving method for Riesz
space-fractional nonlinear wave equations, Applied Mathematics & Computation 325 (2018) 1-14.
[18] M. Yamamoto. Weak solutions to non-homogeneous boundary value problems for time-fractional diffusion equations,
J. of Math. Anal. & Applications 460 (2018) 365-381.
[19] K. Al-Khaled, S. Momani. An approximate solution for a fractional diffusion-wave equation using adomain decompo-
sition method, Applied Mathematics and Computation 165 (2005) 473-483.
[20] Z.M. Odibat. Rectangular decomposition method for fractional diffusion-wave equations, Applied Mathematics & Com-
putation 179 (2006) 92-97.
[21] H. Jafari, V.D. Gejji. Solving linear and nonlinear fractional diffusion and wave equations by Adomian decomposition,
Applied Mathematics & Computation 180 (2006) 488-497.
[22] Y. Molliq, M. S.M. Noorani, I. Hashim. Variational iteration method for fractional heat- and wave-like equations, Non-
linear Analysis: Real World Applications 10 (2009) 1854-1869.
[23] H. Jafari, S. Seifi. Homotopy analysis method for solving linear and nonlinear fractional diffusion-wave equation, Com-
mun Nonlinear Sci Numer Simulat 14 (2009) 2006-2012.
[24] K. Sakamoto, M. Yamamoto. Initial value/boundary value problems for fractional diffusion-wave equations and appli-
cations to some inverse problems, J. of Math. Anal. & Applications 382 (2011) 426-447.
[25] J. Chen, F. Liu, V. Anh, S. Shen, Q. Liu, C. Liao. The analytical solution and numerical solution of the fractional
diffusion-wave equation with damping, Applied Mathematics & Computation 219 (2012) 1737-1748.
[26] Z. Tomovski, T. Sandev. Fractional wave equation with a frictional memory kernel of Mittag-Leffler type, Applied
Mathematics & Computation 218 (2012) 10022-10031.
[27] K. Deng, M. Chen, T. Sun. A weighted numerical algorithm for two and three dimensional two-sided space fractional
wave equations, Applied Mathematics & Computation 257 (2015) 264-273.
[28] G. Wu, E. W. M. Lee. Fractional variational iteration method and its application, Journal of Physics Letters A 374 (2010)
2506-2509.
[29] H. Ullah, S. Islam, L. C. C. Dennis, T. N. Abdelhameed, I. Khan, M. Fiza. Approximate Solution of Two-Dimensional
Nonlinear Wave Equation by Optimal Homotopy Asymptotic Method, Mathematical Problems in Engineering Volume
2015 (2015), Article ID 380104, 7 pages.
[30] S. Guo, L. Mei. Y. Li. Fractional variational homotopy perturbation iteration method and its application to a fractional
diffusion equation, Applied Mathematics & Computation 219 (2013) 5909-5917.
[31] B. Constantin, B. Caruntu. Approximate analytical solutions of nonlinear differential equations using the Least Squares
Homotopy Perturbation Method, J. Mathematical Analysis and Applications 448 (2017) 401-408.
17
[32] D. Kaya, M. Inc. On the Solution of the Nonlinear Wave Equation by the Decomposition Method, Bull. Malaysian
Math. Soc. 22 (1999) 151-155.
18
(a) At α = 0.89 (b) At α = 0.93
(c) At α = 0.97 (d) At α = 0.98
(e) At α = 99 (f) At α = 1
Fig. 1 – Plot of u¯(x, t) with respect to x, t at different values of α .
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(a) At β = 0.89 (b) At β = 0.93
(c) At β = 0.97 (d) At β = 0.98
(e) At β = 0.99 (f) At β = 1
Fig. 2 – Plots of v˜(x, t) with respect to x and t at different values of β .
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