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ABSTRACT 
In Part I of this work, we began a discussion of the numeric consequences of 
hype&me orientation in Gaussian elimination. We continue this discussion by intro- 
ducing the concept of back-substitution-phase error multipliers. These error multipliers 
help to explain many of the previously unproven or poorly understood observations 
concerning Gaussian elimination in a finite-precision environment. A new pivoting 
strategy designed to control both sweepout phase roundoff error and back-substitution- 
phase instability is also presented. This new strategy, called rook’s piuoting, is only 
slightly more expensive than partial pivoting yet produces results comparable to those 
produced by complete pivoting. 
1. INTRODUCTION 
This is the second of two papers written from a geometric perspective to 
unravel some of the interesting mysteries associated with Gaussian elimination 
(GE) in a finite-precision environment. Regarding the u priori error analysis of 
any algorithm, James Wilkinson said, “The main object of such an analysis is 
to expose the potential instabilities, if any, of an algorithm so that hopefully 
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from the insight thus obtained one might be led to improved algorithms” [16, 
p. 5671. In this, the sequel to Part I [8],our goal is to explore the potential 
instabilities in GE using a fresh approach based upon geometrical as well as 
conventional numerical analysis. 
In the analysis of the GE algorithm, and in the desire to control error in 
the computed solution of a linear system, analysts have extensively studied 
stability/instability, the growth factor (growth of elements during the sweep- 
out), backward error analysis, ill-conditioning and condition number, partial 
pivoting (PP), scaling followed by partial pivoting, and complete (or total) 
pivoting (CP). The geometric analysis of GE reported here and in [7] and [8] 
provides new insights into most of the above topics. The premise upon which 
this work is based is very simple: the error analysis of a distinctly two-phase 
algorithm such as GE might be advanced by separating the analysis of one 
phase from the analysis of the other. Although this approach may go against 
conventional wisdom, conclusions drawn from it are, for the most part, in 
harmony with those drawn from the classical backward error analysis of GE. 
However, we believe that this alternative approach fosters a more complete 
understanding of this powerful algorithm. 
In Part I of this work [8], the Euclidean geometry of GE was presented to 
show how errors stemming from each phase of GE contribute to the total error 
in the computed solution. More succinctly, we demonstrated that reducing the 
total error in the computed solution of a linear system requires one to employ 
a pivoting strategy which explicitly addresses errors arising from both the 
sweepout phase (SWOP) and the back-substitution phase (BSP) of GE. 
This fresh approach to error analysis in GE has also fostered the new 
concept of BSP error nlultipliers (EMS), which we introduce in Section 2. 
These EMS will be used to clarify some widely held but previously unproven 
beliefs about GE. Heretofore, these beliefs have been based upon empirical 
evidence and intuition. The EMS are used to help sort out various published 
opinions regarding the reasons why pivoting is effective in controlling error in 
GE. Section 2 will close with a detailed discussion of how pivot decisions 
made during the SWOP of GE affect the stability of the BSP of GE. 
In Section 3 of this paper, we shall use these new geometric insights to 
introduce the rook’s pivoting (RP) strategy. This new strategy, which is based 
upon a geometrical as well as a numerical analysis of GE, is specifically 
designed to encourage stability in the back-substitution phase of GE while 
controlling the growth of error in the sweepout phase. Section 3 closes with 
both theoretical and empirical comparisons of RP with the two classical 
strategies, PP and CP. The empirical comparisons are made using 2000 
randomly generated linear systems of order 50 with known exact solutions. A 
specially constructed linear system of order 5 is solved using all possible (5!)2 
different (Doolittle) LU decompositions. Comparisons are made among the 
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computed solutions using PP, RP, and CP and the computed solutions using 
all possible (5!)’ = 14,400 permutations of its rows and columns. 
Finally, a summary and some concluding remarks are contained in Section 
4. Some of the remarks cast new light on old observations. 
2. BACK-SUBSTITUTION-PHASE ERROR MULTIPLIERS 
In order to separate the analysis of error generated in the SWOP of GE from 
error propagation in the BSP, we must eventually assume that the sweepout 
phase has been completed and that an upper-triangular system of order n 
awaits back-substitution. To this end, first assume that A*x = b* is a full linear 
system of order n whose elements are represented exactly and are not limited 
by finite precision. Furthermore, we assume that x* is the exact solution of 
A*x = b* obtained using exact arithmetic (i.e. without rounding). Let Ax = b 
be the finite-precision floating-point machine representation of A*x = b*, and 
let t be the true, or exact, solution of Ax = b. Hence, A%* = b* and At = b 
(where I means identically or exactly equal to). 
It is possible that t contains components that cannot be represented 
exactly in a finite-precision machine. In a well-conditioned system (using 
reasonable machine precision to store A and b), x* and t are approximately if 
not exactly the same. The goal of the SWOP of GE in a finite-precision 
environment is to produce from Ax = b an equivalent (or nearly equivalent) 
upper-triangular system Ux = b’ whose computed solution using back substitu- 
tion is exactly the same as t or at least a very good approximation to t (and 
hopefully to x*). In practice, this usually happens [Ill. Partial pivoting, with or 
without scaling [7], is frequently employed during the SWOP to control errors 
stemming from finite-precision floating-point arithmetic in the SWOP. What 
effect, if any, does the choice of pivoting strategy employed during the SWOP 
have on the stability of the BSP ? To answer this question, assume x is the 
computed solution of the upper-triangular system Ux = b’ obtained from the 
BSP of GE using finite-precision arithmetic, and assume v is the true, or exact, 
solution of Ux = b’ using exact arithmetic, that is, Uv = b’. It is possible that v 
contains components that cannot be represented exactly in a finite-precision 
machine. Hopefully, x will be a good approximation to v, which in turn will be 
a good approximation to t and to x*. In this paper, we shall investigate why the 
computed solution of Ux = b’ is sometimes a poor approximation to its exact 
solution v. In Section 3 we introduce a new pivoting strategy designed to 
attempt to avoid this unfortunate occurrence without relinquishing control 
over roundoff error during the SWOP. In contrast to Wilkinson’s classical 
backward error analysis, we shall measure the accuracy of the computed 
solution x using 11x - x* 11 s = 11x - t 11 a for 2000 randomly generated, exactly 
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representable linear systems of order 50 which were constructed with known 
exact solutions x* = t. 
Let Hk be the kth-order upper-Hessenberg submatrix of U defined by 
Hk=[uij]forn-k<i<n-Iandn-k+I<j<n.Forexample,when 
k = 5, I& is the indicated 5-by-5 upper-Hessenberg submatrix of U in 
Figure 1. 
Let E = x - v be the difference between the computed and exact solutions of 
Ux = b’. If E, is the error in the component of x which is computed first 
during back substitution, then one can show by induction that &,_k, the errors 
in the components of x (in the order in which back substitution computes 
them), are given by 
( -I)kdetHk 
&n-k = I-I;zJ_, uii En 
fork=1,2 ,..., n-l. (2.1) 
The factors 
(-‘jkdetHk for k= 1,2 ,..., n - 1; 
mn-k = I-I;z;_, uii 
m,= 1, (2.2) 
are called the back-substitution-phase error multipliers (BSP EMS). The BSP of 
GE will be numerically stable only if 1 mj 1 < 1 for all 1 < j < n. Of course, if 
the SWOP produces little or no error, there will be little if any error in the first 
component computed during the BSP. In this case there will be little or no 
initial error for the BSP EMS to magnify even though the magnitudes of some 
EMS may exceed one. However, it remains possible that finite-precision 
calculations during the BSP produce a nonzero error in some subsequently 
computed component. Any error in this component may then be magnified 
later by large EMS (see Remark 4.8). 
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FIG. 1. Upper-Hessenberg submatrices of U. 
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Note that the denominators of the BSP EMS are partial products of pivots 
selected during the SWOP of GE. It should be clear that the denominators of 
the BSP EMS produced when complete pivoting is used during the SWOP are 
potentially larger than the corresponding denominators produced by PP. But a 
denominator alone does not a quotient make. The role of the numerators of 
the EMS must be explored to better understand how pivot decisions made 
during the SWOP of GE affect hack-substitution stability. If significant growth 
of elements in the off-diagonal entries occurs during the SWOP, the determi- 
nants of the upper-Hessenberg submatrices H, (1 < k < n - 1) may be much 
larger than the corresponding partial products of diagonal entries of U. This 
yields large BSP EMS, thereby rendering the back-substitution phase unstable. 
On the subject of growth factor during the SWOP, any hyperplane (row) of 
the upper-triangular system which contains an element whose magnitude has 
grown beyond that of its corresponding diagonal entry is a hyperplane poorly 
oriented with respect to its corresponding coordinate axis [8]. Higham [3] 
has shown how this situation might lead to instability in the BSP, and that 
this instability can be serious. But, as we shall demonstrate through BSP 
EMS, Higham’s important observation can be extended to a more complete 
understanding of this potential instability. 
Examples 2.1, 2.2, and 2.3 below illustrate the concept of BSP error 
multipliers. They are presented using the augmented representation p h’J of 
triangular linear systems of order 4, i.e. the form after the SWOP has been 
completed. In order to compare BSP behavior, these next three examples have 
been designed so that they have the same exact solution, v = [lo, lO,lO, lo]‘, 
and so that the corresponding entries in each of the coefficient matrices U 
have the same magnitudes. Note that since the off-diagonal entries are larger 
in magnitude than their corresponding diagonal entries, CP could not have 
produced these linear systems. PP makes no overt or explicit attempt to 
control the magnitudes of the off-diagonal elements in the upper triangle of U, 
WhileCPassuresthat ]uii] > ]uij] foralli>iandI,<i,<n-1. 
EXAMPLE 2.1. 
[ 0 3 -9 0 - - 
[u b’] = ; ; -; -:; -2;; 
-18 0 72 1 960 10 
If Ed denotes the error in x4, then from the equations (2. l), 
Eg = Wdet(-8) Eq = klk8) Eq = 4Eq, 
2 2 
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&2 = 
(+I -; -:;iEd = (1)(128) 
4x2 4x2 
E* = 16~~ 
l3 )j 
-9 - 18 - 72 
(- 4 -8 -32 
0 2 -8 &I = E 4 = 
3x4x2 
(-1)(-2304) Ed = 96+ 
3x4x2 
The BSP is numerically unstable, since ( mj 1 > 1 for 1 < j < 3. Furthermore, 
note that each of the four hyperplanes is more nearly orthogonal to the last 
axis than to any of the other axes. In Part I of this work, we described any 
triangular system in which the ith hyperplane of U was not more nearly 
orthogonal to the ith axis (than to any other axis) as a system of hyperplanes 
which are poorly oriented with respect to their coordinate axes 181. GE 
applied to such a system may be numerically unstable during the BSP. 
EXAMPLE 2.2. 
r3 9 -18 72 660 1 
Note that the entries of this upper-triangular coefficient matrix have the same 
magnitudes as their corresponding entries in the coefficient matrix of Example 
2.1, but with a different sign pattern. The hyperplanes are again poorly 
oriented with respect to their coordinate axes. The right-hand side of this 
example differs from that of Example 2.1 so that their solutions are the same. 
Although the signs of the corresponding error multipliers in these two exam- 
ples are different, the BSP of this example is just as unstable as the BSP of the 
previous example. If &q denotes the error in x4, then computing &j (1 < j < 3) 
as before, using the equations (2.1), we have &3 = - 4~~, &a = 16&,, and 
E~ = -96&,. 
The geometric analysis of GE presented in [8] suggests that the BSP is more 
likely to be stable if the pivoting strategy employed at each step selects a pivot 
which dominates its row. Consequently, its corresponding hyperplane is more 
nearly orthogonal to the axis associated with the pivot column. CP generally 
does produce hyperplanes for the BSP which are well oriented with respect to 
their corresponding coordinate axes. On the other hand, the far less expensive 
PP strategy does not explicitly attempt to provide well-oriented hyperplanes 
for the BSP. So why does PP produce acceptable results most of the time? 
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There are several reasons (see Remark 4.2 in [8] and Remarks 4.2, 4.3 and 
4.10 of this paper). One reason is that PP with reasonable precision usually 
does a good job of controlling SWOP error, so that there is little, if any, SWOP 
error to be magnified by large BSP EMS. For example, the BSP of GE can be 
unstable due to one or more error multipliers with magnitudes on the order of 
10'. However, this instability can be well tolerated if the error E, in the first 
computed component is on the order of 10-s. That is, good computed 
solutions are frequently obtained using PP in single precision even though 
the SWOP produces hyperplanes for which some of the PP BSP EMS have 
magnitudes more than one. 
Although the SWOP of GE may produce a system of hyperplanes which are 
poorly oriented with respect to the coordinate axes, these hyperplanes may be 
well oriented with respect to each other. This happens when the magnitudes 
of the determinants of the upper-Hessenberg submatrices of U are small 
compared to the corresponding products of diagonal entries of U. This can 
occur even though the hyperplanes of the upper-triangular system may be 
poorly oriented with respect to their corresponding coordinate axes: 
EXAMPLE 2.3. 
r3 9 -18 72 6601 
L 0 0 0 1 lOJ 
Here the entries in the upper-triangular coefficient matrix have the same 
magnitudes as the corresponding entries in the previous two examples, but 
with still another sign pattern. Again, the exact solution is v = [lo, 10, 10, lo]'. 
If eq denotes the error in x4, then computing &j (1 <j < 3) using the 
equations (2.1) as before, we have &s = 4sq, ~a = 0~~ = 0, and &i = 0~~ = 0. 
As was the ca_- in Examples 2.1 and 2.2, any initial error in the computation 
of xq in this example will be magnified by the BSP when xa is computed. 
However, although the hyperplanes of the upper-triangular system in this 
example are poorly oriented with respect to their corresponding coordinate 
axes, the BSP error multipliers for &a and E* are both zero. Thus, for any o&e 
of x4> the BSP of GE applied to this upper-triangular system will produce 
x3 = 10 + 4( xq - lo), x2 = 10, and x1 = 10. Note that the computed values 
of x1 and x2 are indqendent of the value of x4. The orientation of the 
hyperplanes with respect to each other in this example has caused a dramatic 
cancellation of error. 
We shall say that the hyperplanes of an upper-triangular system are well 
oriented with respect to each other if and only if the magnitudes of the BSP EMS 
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defined in Equation (2.2) are all less than or equal to one. The BSP of GE is 
generally stable in such cases (see Remark 4.8 for an exception). When this 
happens, the small BSP EMS drive the components of the computed solution 
toward their corresponding components of the exact solution of Ux = b’ as the 
nsp progresses. 
Finally, as all of these examples indicate, extended precision can postpone 
the manifestation of any BSP instability. Even though the BSP may be unstable 
(1 mj 1 > 1 for some j), an acceptable computed solution may still be obtained 
if the magnitudes of the BSP EMS are not too big and 1 E, ) is sufficiently small. 
Empirical evidence presented in Section 3 suggests that this is frequently the 
case with PP. In Examples 2.1 and 2.2, if Ed is on the order of lOba, then 
since ml is on the order of lo’, pi will be on the order of lo-‘. 
Correcting the computed solution vector x using the BSP EMS may produce 
a much better estimate of v, the exact solution of Ux = b’. But if the SWOP did 
a poor job of controlling floating-point roundoff error, v may not be a good 
approximation to t, the exact solution of Ax = b. 
It is worth noting again that the only disparities among the three different 
upper-triangular systems in Examples 2.1, 2.2, and 2.3 are the signs of the 
elements in their coefficient matrices U and the signs and magnitudes of their 
right-hand sides b’. Since the magnitudes of corresponding coefficient matrix 
elements are the same, all three upper-triangular systems are equally poorly 
oriented with respect to the coordinate axes. Yet they exhibit quite different 
BSP behavior. It is interesting to observe that the condition numbers of U 
in both Examples 2.1 and 2.2 are 7990, while the condition number of U in 
Example 2.3 is only 341.7 [17]. The Skeel condition numbers, Sk(U) = 
I] IV-‘( * (U] I], in both E xamples 2.1 and 2.2 are 196.43, while Sk(U) in 
Example 2.3 is only 53.11 [lo]. It is very important to note that different 
pivoting strategies (and different LU decompositions) produce different BSP 
EMS, while the condition number of the coefficient matrix A remains un- 
changed. In other words, BSP EMS reflect the effects of the pivoting strategy 
employed during the SWOP, while cond(A) does not. However, cond(U) is 
affected by the pivoting strategy. A desirable goal for any pivoting strategy 
should be the production of small BSP EMS. Experience leads us to speculate 
that CP is almost always successful in this regard. However, see Section 3 and 
Remarks 4.4, 4.5, and 4.6. 
Recall that x and v are the computed and exact solutions of Ux = b’, 
respectively. Let m be the vector of BSP EMS for U, and assume that E, is the 
error in the component of x which is computed first. Then v = x - E,m. 
Unfortunately, the error E, is not known in practice. However, if E, can be 
estimated with reasonable certainty, then x - E,m will be a better approxima- 
tion to v than x itself. In this way, BSP instability may be nullified. 
It is neither practical nor necessary to evaluate the determinants of n - 1 
upper-Hessenberg submatrices of U in order to calculate n - 1 BSP EMS. 
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Fortunately, there is a far more efficient way to determine the BSP EMS 
associated with U after the SWOP has been completed. It can be established by 
induction that the vector m of BSP EMS associated with the upper-triangular 
matrix U is the solution of Ux = c, where c = [O,O, . . . ,O, u,,]~. Since m, = 1, 
llmll- 2 1. When IlmllCP is much greater than unity, the BSP of GE is very 
unstable. When ljrnjlrn = 1, the BSP is generally stable (see Remark 4.8). 
EXAMPLE 2.4. Consider the following linear system of order 6 presented 
in augmented form: 
[u b’] = 
1 50 40 30 20 10 1510 
0 1 40 30 20 10 1010 
0 0 1 30 20 10 610 
0 0 0 1 20 10 310 ( 
0 0 0 0 1 10 110 
0 0 0 0 0 10 100 ! 
The exact solution is v = [lo, 10, 10, 10, 10, lOIt. Note the poorly oriented 
hyperplanes for back substitution. The ith hyperplane is more nearly orthogo- 
nal to the (i + 1)st coordinate axis, 1 Q i Q 5. Assume a relatively small error 
es = 0.001 in the first computed component, so that xs = 10.001. Back 
substitution using exact arithmetic (no roundoff error) produces 
x = [-10519.61,224.89,4.49,10.19,9.99,10.001]’. (2.3) 
Note that the poor results are due to BSP magnification of the small error in rs. 
The BSP EMS can be used with es = 0.001 to nullify this BSP instability by 
calculating v = x - ssm, where m is the solution of the linear system Ux = c 
and c = [0, . . . , 0, lOIt. Solving the upper-triangular system 
[u c] = 
-1 50 40 30 20 10 0 
0 1 40 30 20 10 0 
0 0 1 30 20 10 0 
0 0 0 1 20 10 0 
0 0 0 0 1 10 0 
.o 0 0 0 0 10 10 
for m by back substitution produces 
m = [ - 10,529,610, 214,890, -5510, 190, - 10, 11’. (2.4) 
These BSP EMS could have been laboriously calculated using the quotients 
(2.2). 
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We now have the computed solution vector x in Equation (2.3) the vector 
of BSP EMS m in Equation (2.41, and es = 0.001. One can easily verify that the 
exact solution v = [lo, 10, 10, 10, 10, lo]’ of Ux = b’ can be obtained using the 
formula 
v=x-EE,m. (2.5) 
A slight rearrangement of (2.5) reveals that x = v + e,m is the parametric 
form of the line (one dimensional linear manifold) in A” through v in the 
direction of m (where E, is the parameter). This is the line of intersection of 
the n - 1 hyperplanes in R” which are defined by the first n - 1 equations of 
Ux = b’ (see Remark 4.7). 
The condition number obtained using MATLAB [17] of the upper-triangular 
matrix of coefficients U in Example 2.4 is 1.3895 x 108. The Skeel condition 
number, which is invariant under scaling, is 2.233 x 10’ [lo]. When back- 
ward error analysis is applied to this upper-triangular system (assuming a 
growth factor l), we conclude that the vector x given in (2.3) is the exact 
solution of a nearby linear system (U + E)x = b’ + 6b’. In fact, E could be the 
zero matrix of order 6 with 6b’ = [0, 0, 0, 0, 0, 0.011'. 
EXAMPLE 2.5. 
[A* b*] = [A b] 
4 4800 - 3200 1600 - 11200 - 9596 
-1 - 1196 1700 - 1200 8400 8903 
= 2 2401 
- 
1373 7600 
- 
9800 -2570 
1 1199 - 1024 4102 - 700 3478 
-2 - 2398 2049 - 4699 14357 11358 I 
This example is highly contrived. It shows how a full understanding of the 
geometry of GE and the BSP EMS helps one to construct test matrices to 
illustrate what might happen in certain situations. This linear system A*x = b* 
of order 5 was constructed with insights from the equations (2.2) so that it can 
be stored without initial representation error as Ax = b in a 32-bits-per-word 
computer with 23-bit floating-point significands (IEEE Standard Single Preci- 
sion). Moreover, all intermediate linear systems obtained using PP during the 
SWOP, as well as the resulting upper-triangular system Ux = b’, can also be 
represented without error in such a computer. Thus, there is absolutely no 
SWOP error when PP is employed using single precision. 
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When PP is used during the sweepout phase, the following L \ U decom- 
position is obtained: 
[L-a b’] = 
4 4800 - 3200 1600 - 11200 - 9596 
-$ 4 900 - 800 5600 6504 
1 H 
i 4 2 7000 - 5600 602 
1 1 1 
4 -a 1 2 6300 7202 
-$ z 1 -; ;z 1 7 8 
The off-diagonal entries in the lower-triangular matrix L are displayed in 
fraction form. It is easy to verify that x* = t = v = [l, 1, 1, 1, $1” is the exact 
solution of the three equivalent systems A*x = b*, Ax = b, and Ux = b’. 
Unfortunately, x5 = 4, the component of the solution vector x which is 
computed first in the BSP, cannot be represented exactly in a finite number of 
binary digits. In fact, the binary representation of xg is 1.001001001001 . . . . 
A rounding error is committed during the first step in back substitution (the 
23rd bit after the radix is rounded up from 0 to 1). This slight error is 
magnified during the BSP. The computed solution of the augmented system 
Ux = b’ using single-precision arithmetic is 
x = [231497.6, - 191.3440,1.854645,0.9997559,1.1428572]t, (2.6) 
and the error in the first computed component is 
&s = xg - us = 1.1428572 - $ = 0.00000005714285714.. . . (2.7) 
This error is magnified during the BSP by some very large EMS. The vector m 
of PP BSP EMS for this system is obtained by solving Ux = c = [0, 0, 0, 0, 71’: 
4 4800 - 3200 1600 -11200 0 
0 4 900 - 800 5600 0 
0 0 2 7000 -5600 0 
0 0 0 2 6300 0 
0 0 0 0 7 7 
The computed solution (using IEEE single-precision arithmetic) is 
m = [2.987087 X 1012, - 2.481886 x log, 1.102780 x LO’, - 3150,1]‘. 
(2.8) 
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Since v = x - +m, one might be tempted to use the vectors x and m from 
Equations (2.6) and (2.8), respectively, together with us from Equation (2.7), 
to correct the computed solution. Unfortunately, es generally will not be 
known in practice. In this example, the floating-point representation of es 
repeats forever in both base 10 and in base 2. It cannot be represented exactly 
with a finite number of digits (or bits). Even if es were known exactly, errors 
due to finite-precision floating-point arithmetic in the calculation of m would 
prevent the total nullification of all BSP error [S]. In this example, the exact 
values of m, and m2 require 13 and 10 digits, respectively. Such accuracy is 
not possible using 2%bit signifrcands. Moreover, eliminating the error due to 
BSP instability does not necessarily produce an accurate solution to the full 
linear system Ax = b. This can happen only if no roundoff error occurs in the 
SWOP, so that the upper-triangular system produced is exactly equivalent to the 
original system Ax = b. 
There are at least two geometric explanations for the extremely poor 
computed solution in this example. Although the SWOP was completed without 
any roundoff error using PP, this strategy produced an upper-triangular system 
of hyperplanes which are poorly oriented with respect to their coordinate axes 
(the magnitudes of the diagonal entries of U are small compared to upper- 
triangle entries in their corresponding rows). But even more serious, PP 
produced an upper-triangular system of hyperplanes which are poorly 
oriented with respect to each other (the magnitudes of the PP BSP EMS are 
very large compared to the number of significant figures maintained in the 
calculations). Therefore, the BSP is extremely unstable. 
In this example, the large PP BSP EMS alert us to the fact that there is good 
reason to be suspicious of the computed solution (see Remark 4.9). Using only 
23-bit significands, we cannot expect the first computed component to be 
more accurate than 8 significant decimal digits (7 decimal places in $). Since 
E5 = 0.57 x lo-’ and m, = 2.987 x 1012, we might anticipate an error of 
approximately (2.987)(10’2)(0.57)(10-7) = 1.7 x lo5 in x1. The magnitude 
of the error is confirmed in Equation (2.6) and in the first column of Table 1. 
More will be said about this subject in [5]. 
A large condition number also warns us that the computed solution may 
not be good. When this system is solved using MATLAB [IT], MATLAB warns that 
the solution may not be accurate, due to either a near-zero determinant or a 
large condition number [cond(A) is 1.6606 x lOus]. The Skeel condition 
number for this matrix is 1.4217 x 1Or6 [lo]. However, since MATLAB uses 
double precision (52-bit significands), the solution it produces is good. 
Table 1 shows the results of solving the system in Example 2.5 using PP 
and LU factorization with various precisions on an IBM PSf2 Model 50 Z 
(Intel 80286). With 15 or 16 decimal digits of accuracy (IEEE Standard 
Double Precision), the computed solution using PP is excellent (see Remark 
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TABLE 1 
COMPUTED SOLUTIONS OF EXAMPLE 2.5 USING PARTIAL PIVOTING, Lu FACTORIZATION, 
AND VARIOUS ACCURACIES” 
7-8-d@ 
‘.i 
11-12-d@ 15-16-d&$ 
single precision extended single double precision 
+i (23-24 bits) (39-40 bits) (52-53 bits) 
1 231522.44 1 .ooooooooooo 1 .oooooooooooooo 
2 - 191.36462 1 .ooooooooooo 1 .oooooooooooooo 
3 1.8547363 1 .OOOOOOOOOOO 1 .OOOOOOOOOOOOOO 
4 0.9997559 1.00000000000 1 .oooooooooooooo 
5 1.1428572 1.14285714286 1.14285714285714 
aThe exact solution is x* = t = v E [l, 1, 1, 1, r]‘. 
mppj 
15-16-digit 
PP BSP EMS 
2.98709 x lo= 
-2481886400 
11027800 
-3150 
1 
4.6) although some of the PP BSP EMS are extremely large (last column of 
Table 1). Note that in this example, the vector mpp of PP BSP EMS provides a 
more useful measure of how good the computed solution in single precision is 
than does the condition number of the matrix of coefficients (see Remark 4.7). 
The vector m is also easier to compute, and, unlike the condition number of A, 
the BSP EMS reflect the pivoting strategy employed during the SWOP. The 
computed solution of Example 2.5 using PP on the augmented matrix (not the 
LU decomposition) is not exactly the same as that which is displayed in Table 
1, because the order of arithmetic is different [see Equation (2.6)J. 
The results of solving the system in this example using complete pivoting 
are given in Table 2. All of the multipliers used during the SWOP with CP are 
quotients whose denominators are not powers of two. Roundoff error is 
TABLE 2 
COMPUTED SOLUTIONS OF EXAMPLE 2.5 USING COMPLETE PIVOTING, Lu FACTORIZATION, 
AND VARIOUS ACCURACIESa 
‘j m CPj 
7-8-d@ ll-12-d@ 15-16-d+@ 
single precision extended single double precision 15-16-d&$ 
.i (23-24 bits) (3%40 bits) (52-53 bits) CP BSP EMS 
1 26379.270 0.00000000000 1.262010059693654 1 .oooooooooo 
2 - 2.0916960 1.00083089177 0.999782303239236 -8.3087 x IO-” 
3 1.0973836 0.99999630818 1.000000967295015 3.6918 x lo-O6 
4 0.9999726 1.00000000106 0.999999999723700 -1.0545 x lo-@ 
5 1.1428572 1.14285714286 1.142857142857231 3.3460 x IO-l3 
aThe exact solution is x* = t = [l, 1, 1, 1, $1’. 
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produced at each step during the SWOP. However, complete pivoting produces 
some very small CP BSP EMS (Iast column of Table 2). Therefore, the BSP is 
stable. Note that the components with the smallest magnitude CP BSP EMS are 
the most nearly accurate. Due to column interchanges, CP computes the 
components of the solution in the following order: xl, x3, x2, x4, then xs. 
Comparing the results in Table 1 with those in Table 2, one can see that for 
11-12 digits of accuracy, PP produces a more nearly accurate solution of the 
system in this example than does CP. A discussion of why this is true is 
deferred until near the end of Section 3. 
To allow for the possibility that a pivoting strategy may permute columns 
of A during the sweepout, let E,_(“) denote the error in the component of x 
which is computed first during back substitution. Then Ed is an estimate of 
the total accumulated SWOP error. If E+) can be estimated with reasonable 
accuracy, then any BSP instability can be nullified using the vector m of error 
multipliers and the formula v = x - &C(n) m. This should lead to more nearly 
accurate computed solutions using GE. When Example 2.5 is solved using CP, 
c(n) = c(5) = 1. With IEEE double precision, E+) = E~ = 0.262010. Note, 
for example, that xi - ~~~~ is closer to vi = 1 than the computed xi is (for 
i = 2, 3, and 4). 
3. THE ROOK’S PIVOTING STRATEGY 
The geometric analysis of GE suggests that if the pivoting strategy used 
during the SWOP does not attempt to control instability during the BSP, then the 
computed solution after back substitution has been performed may bear little 
resemblance to the exact solution of the triangular system produced by the 
SWOP, and even less resemblance to the exact solution of the original system. 
Ideally, the pivoting strategy employed during the SWOP of GE should not only 
control the growth of error during the sweepout, but should also strive for 
stability in the BSP. It is important to control SWOP error in order to produce an 
upper-triangular system which is nearly equivalent to the original system. 
However, it is also importtint to produce an upper-triangular system of 
hyperplanes which are well oriented with respect to each other in order to 
control BSP instability. While PP abdicates any power to control BSP instability 
during the SWOP, CP does exercise control (during the SWOP) over the 
orientation of hyperplanes it produces with respect to their corresponding 
axes, hut not necessarily with respect to each other as one would hope. 
However, the BSP EMS warn us when CP or any other strategy fails to 
accomphsh this. Moreover, using the definition of BSP EMS given in the 
equations (2.2), it is easy to see how CP, and to a lesser extent PP, actually do 
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more to produce acceptable computed solutions to linear systems than one 
might believe based upon popular and accepted explanations (magnitudes of 
SWOP multipliers < 1 [4, p. 37, lines 14-181 and limiting the growth of 
elements during SWOP [13, p. 151, lines 12-14; 2, p. 184, lines 13-151). The 
geometric analysis of error produced in GE does not disagree with any of these 
previous explanations of error. But more important, this geometric analysis 
helps to explain some things which were heretofore incompletely or poorly 
understood (see Remarks 4.2 through 4.13). 
We now introduce the rook’s pivoting strategy, designed to accomplish 
what CP does, but usually at far less cost. Like CP, rook’s pivoting (RP) 
confines its search for the kth pivot to rows k through n and columns k 
through n of A ck) the modified coefficient matrix before the kth step of the ,
SWOP of GE is performed. Also like CP, RP selects as a pivot for the (k, k) 
position of U an entry whose magnitude is greater than or equal to the 
magnitudes of all other entries both in its column (to minimize roundoff error 
in the SWOP) and in its row (to foster stability during the BSP). However, unlike 
CP, RP rarely requires a complete search of every entry in the unswept 
submatrix of A(k) in order to find a suitable pivot. 
To locate the kth pivot using RP (k = 1,2, . . . , n - l), let rl 2 k be the 
smallest row number for which ( uL:i 1 2 1 &)I for all k < i < n, and let 
c1 2 k be the smallest column number for which ( a$:;, ) 2 ) a~~{ ) for all 
k <<j ,< n. If cr = k, then RP selects a$ as the kth pivot. It will be shown in 
[6] that RP locates a suitable pivot in this minimal effort of 2( n - k) compares 
with probability at least one-half (see Remark 4.3.4). If cr # k, then RP 
continues by searching column c1 for its entry with maximum magnitude. If 
1 a$fL, ( > 1 a$:! ( for all k < i Q n, then RP selects @i, as the kth pivot. If 
not, let ra 2 k be the smallest row number for which 1 u~“,~, I 2 ( afj 1 for all 
k < i < n. RP then searches row ra for a suitable pivot. If 1 a$, 1 > ( u$$ I 
for all k + 1 <j < n, then RP selects a$_, as the kth pivot. If not, let 
cs 2 k + 1 be the smallest column number for which I u$_~ I > I a$ I for all 
k + 1 <<j Q n. RP then searches column cs for a suitable pivot. If I a$:;, 1 > 
1 u\ti 1 for all k < i < n, then u$_* is selected as the ktb pivot. If not, RP 
continues to search row after column after row until an entry u$ is located for 
which Iu$“,‘I > I@] for k<i<n and ]a$:)] > ]a$)] for k<j<n. If 
r # k, rows r and k are interchanged. If c # k, columns c and k are 
interchanged. Then the kth step of the sweepout phase of GE is performed on 
A(k) to obtain A(k+‘) (k = 1,2, . . . , n - 1). 
RP requires at least 2(n - k) compares to locate a suitable pivot for the 
(k, k) position of a nonsingular system of order n. When properly implemented 
to avoid duplicate compares, RP requires at most (n - k + 1)’ - 1 compares 
to select the kth pivot (k = 1,2, . . . , n - 1). So the cost of implementing RP 
varies between twice the cost of PP and the full cost of CP. It will be shown in 
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[6] that the expected cost of RP is only about e times the cost of PP. A 
thorough analysis of RP and its properties, together with the pseudocode for 
its efficient implementation, will be presented in [6]. 
Like CP, RP usually produces an upper-triangular system whose hyper- 
planes are very well oriented with respect to their corresponding coordinate 
axes. Also like CP, RP usually produces BSP EMS whose magnitudes are much 
smaller than those produced by PP. That is, RP and CP usually produce 
upper-triangular systems consisting of hyperplanes which not only are well 
oriented with respect to their coordinate axes, but more importantly, well 
oriented with respect to each other. It is our experience that the magnitudes 
of all CP BSP EMS or RP BSP EMS rarely exceed 10. However, it can be shown 
by induction that in the worst case, RP and CP can produce upper-triangular 
systems for which Ilrnll_, = 2”-‘, where 11 is the dimension of the system [6]. 
So even RP and CP can produce upper-triangular systems for which the BSP is 
very unstable. Therefore, in the worst-case linear system of order 50 for 
example, RP and CP will have at least one BSP EM on the order of 248. If the 
worst-case linear system of order 50 is solved using GE in a double-precision 
(52-bit significands) environment, and if the SWOP was so accurate that 
&c(n) 
z 2-53, then for some j, the error ej in xj will be approximately 
llm II c&(n) = I "j I &c(n) = 248 x 2-S = 2-'. If the SWOP produces an upper- 
triangular system which is very nearly equivalent to the original system, then 
the double-precision environment, together with RP or CP, can overcome 
most of the worst-case BSP instability when solving systems of order 50 or less. 
The results of solving the system in Example 2.5 using RP are given in 
Table 3. As was the case with CP, all of the multipliers used during the SWOP 
are quotients whose denominators are not powers of two. Significant roundoff 
TABLE 3 
COMPUTED SOLUTIONS OF EXAMPLE 2.5 USlNG ROOK’S PIVOTING, Lu FACTORlZATlON AND 
VARIOUS ACCURACIESa 
xi mtwj 
7-8-d@ ll-l2-digit 15-16 digit 
single precision extended single double precision 
.i (23-24 bits) (39-40 bits) (52-53 bits) 
1 15650.388 0.00000000000 1.26195690085669 
2 - 12.002635 1.00083087176 0.99978234740741 
3 1.0577743 0.99999630817 1.00000096709876 
4 0.99998379 1.00000000106 0.99999999972376 
5 1.1428573 1.14285714286 1.14285714285723 
aThe exact solution is x* = t = [l, 1,1,1, +I’. 
15-16-d@ 
RP BSP EMS 
1 .ooooooooooo 
-8.30872 x lo-O4 
3.69182 x lo-O6 
-1.05454 x 10-09 
3.34603 x lo-l3 
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error occurs during the SWOP using RP. However, as was the case with CP, RP 
produces some very small RP BSP EMS (last column of Table 3). So the BSP is 
very stable when RP is used during the SWOP to solve this system. 
Due to column interchanges, RP computes the components of the solution 
to Example 2.5 in the following order: x1. ra, x4, x2, then x5. Note that the 
components with the smallest magnitude RP BSP EMS are the most nearly 
accurate components. The significant roundoff error inherited from the SWOP 
was overcome by the extremely small RP BSP EMS. For this system of order 5, 
the RP strategy required 31 compares to locate suitable pivots. However, for 
any system of order 5, PP requires 10 and CP requires 50 compares. 
One might compare the results presented in Tables 1, 2, and 3 to conclude 
that PP is the best of these three strategies. The results of solving the system 
in Example 2.5 using extended double precision (10 bytes/word, 63-bit 
significands or 19-20 decimal digit accuracy) are shown in Table 4. The 
19-20 digit accuracy, together with maximum PP BSP error multipliers of 
about 3 x 1012, implies that the components of the computed solution should 
be accurate to about 7 or 8 decimal digits. However, one should not forget 
that the system of Example 2.5 was constructed so that, using only single 
precision, there is absolutely no roundoff error generated during the SWOP 
when PP is used. On the other hand, CP and RP generate significant roundoff 
error during the SWOP. This roundoff error manifests itself in x1, the first 
component computed during the BSP. Thus, there is a built-in bias in Example 
2.5 which favors PP. 
To eliminate any bias in favor of PP, 2000 randomly generated, exactly 
representable linear systems of order 50 were created in such a way that their 
exact solutions t are known and exactly representable in IEEE single preci- 
TABLE 4 
COMPUTED SOLUTIONS OF EXAMPLE 2.5 USING PARTIAL, COMPLETE, AND ROOKS PIVOTING IN 
EXTENDED FLOATING POINT (63 BITS, 19-20 DIGITS)” 
j PP 
‘j 
CP RP 
1 1.000000000000000000 0.9997946053553637 1.0001027004618043 
2 1.000000000000000000 1.0000001706566109 0.9999999146690860 
3 1.000000000000000000 0.9999999992417191 1.0000000003791520 
4 1.000000000000000000 1.0000000000002166 0.9999999999998917 
5 1.142857142857142857 1.1428571428571428 1.1428571428571429 
II El1 1.08420217 x lo-” 2.05394716 x 1O-4 1.02700497 x 10-4 
aJJ~JJ = 1Jx - t)lz (mod 63 bits); t = [l, l,l, 1, $1’. 
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TABLE 5 
FRACTION OF TIME A GIVEN PIVOTING STRATEGY PRODUCED RESULTS BETTER 
THAN THE OTHER TWO STRATEGIES ON 2000 EXACTLY REPRESENTABLE 
LINEAR SYSTEMS OF ORDER 50 WITH KNOWN EXACT SOLUTIONSa 
Pivoting 
Partial 
Complete 
Rook’s 
Fraction ( W) 
cond(A) < 5 x lo6 5 x lo6 < cond(A) c 3 x 10” 
23 26 
44 36.5 
33 37.5 
aSolved in IEEE single precision. 
sion. ’ Furthermore, 1000 of these systems were designed to be ill-condi- 
tioned. Each system was solved in single precision (7-8 digits) using PP, CP, 
and RP. No attempt was made to insure that roundoff error was avoided 
during the s WOP. The relative error, ]]x - t (( s / ((t (( s, was used as a measure 
of how accurate the computed solutions were. The percentage of the time that 
each one of the three pivoting strategies of interest produced better results 
than the other two strategies is given in Table 5. “Better results” in some 
cases might actually be insignificantly smaller relative error when measured in 
single precision. 
Table 6 shows what percentage of these 1000 randomly generated reason- 
ably well-conditioned linear systems of order 50 had small or large BSP EMS. 
The same information is given for the 1000 ill-conditioned systems. None of 
the 2000 randomly generated systems had BSP EMS in excess of 1000 for either 
PP, CP, or RP. 
When the linear system of order 5 in Example 2.5 was solved in single 
precision (7-8 digits) using as many different (Doolittle) LU decompositions as 
possible [up to the maximum of (5!)’ row and column permutations], there 
were 843 breakdowns of naive GE due to the encounter of a zero pivot. The 
remaining 13,557 computed solutions obtainable from some LU decomposi- 
tion with no zero pivots were compared (in single precision) using relative 
‘For each of 1000 matrices A, SO* integer coeficients in the range *9999 were 
randomly generated. Then 50 integer components in the range of lt33 were randomly 
generated for the solution vector X. The right-hand side h was obtained by multiplication. 
Each component of b is an integer less than 224 - 1. Thus, the system Ax = b is exactly 
representable in IEEE single precision, and the exact solution is known. Each of the 1000 
ill-conditioned systems was generated following the recipe in [9, p. 1001, taking care, as 
above, to use integers in the appropriate ranges so that the generated right-hand side was 
exactly representable in single precision. 
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TABLE 6 
FRACTION OF 2000 RANDOMLY GENERATED SYSTEMS OF ORDER 50 WHICH HAD 
BSP EMS IN GIVEN RANGE FOR PP. CP, AND RP 
FRACTION (96) 
COND(A) < 5 X IO6 5 X lo6 < CoND(A) < 3 X 10” 
SIZE OF 
BSP EMS 
bl ,<I 
l<jm1,<10 
lO< Jm],<lO’ 
10’ < (m 1 < lo3 m 
PP CP RP PP 
6.6 54.4 46.3 6.3 
89.9 45.6 53.7 85.7 
3.5 0.0 0.0 7.6 
0.0 0.0 0.0 0.4 
CP RP 
49 45.2 
51 54.8 
0 0.0 
0 0.0 
error I[x - t 11 2 / IIt (1 2. Of the 13,557 solutions, 79.41% were closer to the 
single-precision exact solution than was the solution produced by PP. 62.71% 
of all computed solutions were better than the solution obtained using CP, and 
52.20% were better than the solution produced by RP. It is interesting to note 
that two of the 13,557 computed solutions had relative errors of zero (in single 
precision). Twelve had relative errors of not more than 4 x 10e5. Pivoting 
strategies applied during the SWOP of GE are better at preventing very bad 
computed solutions than they are at providing the best possible computed 
solution. Wilkinson wrote, “We do not claim that selecting the largest ele- 
ments as pivots is the best strategy and indeed this will often be far from true” 
[14, p. 2171. 
4. SUMMARY AND CONCLUSIONS 
Our goal in Part I of this work was to share a geometric analysis of GE, 
which for us led to a better understanding of the stability of this algorithm. 
Our goal in Part II is to share some of the interesting and important conse- 
quences of this geometric analysis. We believe that a new level of understand- 
ing of GE in a finite-precision environment can be achieved through an 
increased awareness of its underlying geometry. 
Section 4 of Part I contained eleven remarks which are based on the 
geometric analysis of GE [8]. Based on further experience gained through this 
geometric investigation, we offer the following additional remarks: 
REMARK 4.1. This geometric analysis of error in GE derives its strength 
from the fact that the analysis of roundoff error during the SWOP is clearly 
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separated from the analysis of BSP instability. Unlike the condition number of 
the coefficient matrix, and unlike backward error analysis, the BSP EMS 
introduced in Section 2 reflect the pivoting strategy used in the sweepout 
phase. These BSP EMS also provide information about which components of 
the computed solution are most likely to be in error and which are not, and 
how severe the error in one component might be (relative to error in the 
others). While many of the conclusions drawn from the more classical back- 
ward error analysis of GE are supported by the BSP EMS, this alternative 
approach to the study of error in GE helps to further explain that which has 
been observed, but perhaps not fully understood. By separating the analysis of 
SWOP error from the analysis of BSP instability, a deeper understanding of this 
algorithm can be achieved. 
REMARK 4.2. When PP produces acceptable results even though some PP 
BSP EMS are large, it is because the SWOP produces an upper-triangular system 
that is very nearly equivalent to the original system and because the precision 
with which the calculations are performed is sufficient to postpone the 
manifestation of any BSP instability that might occur due to large BSP EMS. The 
same statement may be made for CP and RP. However, compared to CP and 
RP, PP makes little attempt to control the size of the BSP EMS. Thus far, our 
limited experience indicates that PP usually does a good job of producing an 
upper-triangular system that is very nearly equivalent to the original system, 
while CP and RP sometimes have difficulty in achieving this goal (see Remark 
4.4). Nevertheless, Example 2.5 illustrates that this empirically observed 
advantage which PP seems to have may not always be enough to produce 
acceptable results. Moreover, Table 6 indicates that the PP BSP EMS are rarely 
large enough to cause unacceptable computed solutions when reasonable 
precision is employed. 
REMARK 4.3. One of Trefethen’s “three mysteries of Gaussian elimina- 
tion” is “Why is Gaussian elimination (with PP) so stable?” [12]. The concept 
of BSP EMS helps to shed new light on Trefethen’s question. We offer the 
following four comments on this topic: 
(1) Anything done during the SWOP that helps to reduce the size of the BSP 
EMS will contribute to the stability of the BSP. Since the pivots selected by any 
pivoting strategy appear in partial products in the denominators of the BSP 
EMS, any strategy based on pivoting for size (including PP) will contribute to 
BSP stability even though it may not have been designed to do so. 
(2) Even if PP produces one or more hyperplanes that are poorly oriented 
with respect to their coordinate axes, they may be well oriented with respect 
to each other. Example 2.3 illustrates this behavior. In such cases, the BSP 
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EMS will be small and the BSP will be stable (or nearly stable, i.e. jlrnjlo. not 
too much more than unity). 
(3) The precision with which the SWOP computations are performed is 
often sufficient to overcome BSP instability. For example, if the error in the 
first computed component is on the order of 10e8 and the magnitude of the 
largest BSP EM is on the order of lo3 (recall Table 6), then even though the 
BSP is unstable, the maximum error in any computed component is on the 
order of 10W5. This is frequently acceptable. Indeed, roundoff of the com- 
puted solution caused by output formatting may mask any error of order 10w5. 
(4) It will be proven in [S] that in the selection of the pivot for the (k, k) 
position of a linear system of order n, PP selects as a pivot hyperplane one that 
is well oriented with respect to the kth coordinate axis with probability 
greater than one-half. As k increases to n - 1, this probability increases to 
two-thirds. 
REMARK 4.4. Wilkinson noted three decades ago that “it is our experi- 
ence that when complete pivoting for size is used, the pivotal sequence, even 
if not monotonic decreasing, usually has a general downward trend. For 
ill-conditioned matrices this is often very marked” [15, p. 2891. CP and, to a 
lesser extent, RP tend to “use up” the large pivots before the SWOP is 
completed. Thus, after CP or RP is employed during the SWOP, the BSP often 
begins with a division by a small diagonal entry in the last row of the 
upper-triangular matrix (see “A popular fallacy” [14, p. 2171). If this happens, 
I &c(n) I can be quite large. However, the CP BSP EMS and the RP BSP EMS are 
almost always small enough to correct for the error E,_(~) as the BSP progresses. 
Hence, only the first computed component may be in error by more than an 
acceptable amount. (See Example 2.5.) 
REMARK 4.5. Wilkinson also noted, “The errors made in the back- 
substitution tend to be rather less important than might be expected” [14, p. 
2471. His explanation below that statement makes it clear that Wilkinson was 
referring to roundoff error in finite-precision arithmetic during back substitu- 
tion, not to BSP magnification of SWOP error. Results displayed in Table 6 
indicate that BSP instability is rather less important than might be expected 
(most of the time). 
Example 2.4 illustrates that even if there is absolutely no roundoff error 
during back substitution, a poor computed solution can be produced due to 
numerical instability in the BSP. Even the poor computed solution given in 
Equation (2.3) (no matter how far from the exact solution of the original 
system it may be) is the exact solution of some linear system. The goal of 
backward error analysis, used so effectively by Wilkinson, is to provide a 
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bound on how perturbed the original system could be and still produce the 
given computed solution. The goal is not to reveal how close to (nor how far 
from) the exact solution the computed solution is. Nor is it to provide any 
insight into the probable cause of a poor computed solution. 
REMARK 4.6. It was stated in Section 3 that in the worst case, CP and RP 
produce BSP EMS with magnitudes as large as 2”-‘, where n is the order of 
the system. For any n f 50, if the SWOP error is closely monitored so that little 
SWOP error is accumulated, the BSP of GE following either of these pivoting 
strategies will produce acceptable results using double precision (52-bit signif- 
icands). However, as the highly contrived Example 2.5 illustrates, if the BSP of 
GE following PP is very unstable, the computed results in single precision can 
be unreliable. 
REMARK 4.7. Assume Ux = b’ is a nonsingular upper-triangular linear 
system of order n, and let Hi be the hyperplane defined by the ith equation in 
thesystem(i= 1,2,..., n). Let L be the line of intersection in R” of the first 
n - 1 hyperplanes, i.e., L = nyzrr Hi. The exact solution v of Ux = b’ is the 
point at which the line L intersects the last hyperplane H,,. What affect will a 
slight error E, in the position of this last hyperplane have on the location of 
the point v in R”? That is, if L intersects the hyperplane H, + E, (which is 
still orthogonal to the x,-axis) at the point x, how close to v can we expect x to 
be? If L is nearly parallel to the x,-axis (i.e. nearly orthogonal to hyperplanes 
H, and H, -t E,), then x and v will be close whenever E, is small. But if L is 
not nearly parallel to the x,-axis, the location of x along the line L could be 
very sensitive to the size of E,. If, for example, L is nearly parallel to the 
x,-axis for some i < n, then a small perturbation E, in the location of the 
hyperplane H,, + E, will cause xi to be far from ui. 
In light of the geometry presented above, one goal of a good pivoting 
strategy should be to produce from the linear system Ax = b of order n an 
upper-triangular system Ux = b’ in which the line of intersection of the first 
n - 1 hyperplanes is nearly parallel to the x,-axis. This condition will foster 
numerical stability in the BSP of GE. 
Let L’ be the line through the origin which is parallel to L. For each 
i= 1,2,..., n, let 0, be the angle between I_,’ and the xi-axis. Then cos ei = 
mil llmll29 where m is the vector of BSP EMS introduced in Section 2. Assume 
8, is nearly 0. Then cos 8, is nearly 1. Since Ccos2 ej = 1, cos Qi will be 
nearly 0 for each i < n. So mi / Ilrn 11 2 will be nearly 0, and for each i < n, 
1 mi ) will be small compared to jjrn 11 2. Th ere ore, f if 8, is sufficiently close to 
0, the BSP will generally be stable. 
The angle 8, between the x,-axis and the line through the origin and 
parallel to the line of intersection of the first n - 1 hyperplanes in a nonsingu- 
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lar upper-triangular system is therefore a geometric indicator of BSP stability. 
However, if 1 mi 1 = 1 for all i, the BSP is stable. So, for a linear system of 
order n, even if l]m]]z is as large as &, the BSP computation of x can be 
stable in every component. Since lim n_oD cos 0, = lim ,,-+- l/ ]]m I] 2, then for 
large n, the BSP of GE could still be stable even though 8, might not be close 
to 0. Hence, ]]m ljoo is a better geometric indicator of BSP stability of upper- 
triangular linear systems than is llm ]( a. 
REMARK 4.8. If ]mi)<lforalli<nn,then llm]l~=landthesspof 
GE will not magnify whatever error ectnj there may be in the first computed 
component. However, as was stated earlier, it remains possible that error in a 
component computed later is magnified by subsequent steps in the BSP. 
Assume Ux = b’ is an upper-triangular system of order n for which uin = 0 for 
all i < n. Then the last column of each upper-Hessenberg submatrix used to 
calculate the BSP EMS of U will be a column of zeros. This means that the 
calculation of xi for i # c(n) will be independent of the calculation of rcCnj. 
When this happens, we must recompute the BSP EMS for the upper-triangular 
system of order n - 1 obtained from Ux = b’ by ignoring the last row and last 
column of U. The new (n - I)-dimensional vector m of BSP EMS indicates how 
any error I, in the computed value of x,(,_,) will affect the calculated 
values of rCCi) for i < n - 1. 
REMARK 4.9. When PP is used with GE, one symptom of ill-conditioning 
is a “large” computed solution (see [14, p. 2551 and [13, p. 1981). This 
observation is consistent with the hyperplane geometry presented in [8] and 
with the concept of PP BSP EMS. The computed solution x, as a function of the 
error E, and the BSP EMS, is given by x = v + Ep, where v is the exact 
solutions of Ux = b’. Since v is fixed, if 1 mi 1 is large for some i < n and if 
E, + 0, then I xi ) is likely to be large. 
On the other hand, in the linear system Ax = b of order n, the minimum 
distance di from the origin to the ith hyperplane Hi defined by Cj aijxj = bi 
is given by dj = I b, I / jlai )I 2, where the vector ai is the ith row of the matrix 
A (i = 1,. . . , n). The true solution t of the linear system Ax = b is the point of 
intersection of all n of its hyperplanes. Therefore, Ilt (( 2 is bounded below by 
max{d,}. If one or more of the hyperplanes of the original linear system 
Ax = b does not pass close to the origin, we should expect a “large” computed 
solution. 
REMARK 4.10. Partial pivoting works well most of the time because it 
produces a very small 1 E, 1 most of the time. GE without pivoting applied to a 
strictly diagonally dominant system always produces a small 1 E, I. Moreover, 
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the resulting triangular system is strictly diagonally dominant. Hence, the line 
of intersection of the first II - 1 hyperplanes is more nearly parallel to the 
x,-axis than to any other axis. Consequently, the BSP is stable. 
There is a high probability that the n - 1 pivot hyperplanes selected by 
CP are very nearly orthogonal to their corresponding coordinate axes. There- 
fore, the line of intersection of the n - 1 pivot hyperplanes selected by CP is 
usually very nearly parallel to the r,(,)- axis. CP works well most of the time 
because the BSP is almost always very stable. However, CP sometimes allows 
large values of 1 E~(“) I. By design, RP attempts to provide a small value of 
I& c(nj 1 while selecting n - 1 pivot hyperplanes whose line of intersection is 
nearly parallel to the x,(,)-axis. 
REMARK 4.11. No matter what pivoting strategy is employed during the 
SWOP, the computed solution of an upper-triangular linear system may be 
corrected (theoretically) using v = x - Eccnjrn if the BSP EMS and the error in 
any single component of the solution vector are known with reasonable 
certainty. Wilkinson observed that “the (round-off) errors made in the back- 
substitution tend to be rather less important than might be expected’ [14, p. 
2473. Consequently, if the BSP EMS are to be used successfully to correct the 
computed solution, Wilkinson’s observation will be very important to insure 
accuracy of the computed values of the BSP EMS. 
REMARK 4.12. It can be shown by induction that if U is a diagonally 
dominant upper-triangular matrix, then the hyperplanes of Ux = b’ are well 
oriented with respect to each other (i.e., the magnitudes of the BSP EMS do 
not exceed unity). If A is a (row-wise) diagonally dominant coefficient matrix, 
then GE without pivoting produces a diagonally dominant upper-triangular 
matrix U. Thus, if GE without pivoting is applied to a diagonally dominant 
linear system Ax = b, the magnitudes of the resulting BSP EMS will be no more 
than unity and the BSP will be stable. 
REMARK 4.13. In almost all of the carefully contrived linear systems 
which we have observed in textbooks and journals, the error in the computed 
solution produced by GE in a finite-precision environment could often be 
better explained (and perhaps better understood) using the hyperplane geome- 
try presented here and in [7] and [8] and the BSP EMS introduced in Section 2. 
See, for example, [4, pp. 36-37 and [l, pp. 324-3281. Based on this geometric 
analysis of GE, we believe numerical instability during the BSP is as much to 
blame for the occasional poor computed solution of an ill-conditioned system 
as finite-precision roundoff error during the SWOP. This is in full agreement 
with the observations made in some textbooks. See, for example [l, p. 325, 
GAUSSIAN ELIMINATION. II 263 
lines 14-161. Of course, if there is no roundoff error, numerical instability 
during the BSP is not a problem, and as was previously observed, even if the 
BSP is numerically unstable, extended-precision floating-point computations 
can postpone the manifestation of BSP instability. 
REMARK 4.14. Unlike classical backward error analysis, which assumes 
that GE is performed in such a way that the magnitudes of the multipliers 
used during the sweepout never exceed unity, the EMS can shed light on the 
stability of GE regardless of pivoting strategy employed during the SWOP. 
REMARK 4.15. What James Wilkinson was able to accomplish through his 
extensive analysis and empirical observations of Gaussian elimination in a 
finite-precision environment, apparently without benefit of the underlying 
geometry, is nothing short of remarkable. This work is dedicated to his fond 
memory. 
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