A new method for solving problems in three-dimensional electromagnetic induction in which the Earth is represented by a uniformly conducting half-space overlain by a surface layer of variable conductance is presented. Unlike previous treatments of this type of problem the method does not require the fields to be separated into their normal and anomalous parts, nor is it necessary to assume that the anomalous region is surrounded by a uniform structure; the model may approach either an E-or a B-polarization configuration at infinity. The solution is expressed as a vector integral equation in the horizontal electric field at the surface. The kernel of the integral is a Green's tensor which is expressed in terms of elementary functions that are independent of the conductance. The method is applied to an illustrative model representing an island near a bent coastline which extends to infinity in perpendicular directions.
Introduction
None of the methods presently available for solving local problems in electromagnetic induction by a uniform source in a region of the Earth where the conductivity varies in three dimensions may be regarded as completely satisfactory. The finitedifference method of Lines & Jones (1973a,b) requires a great deal of computer time and storage and although it can be used to analyse models that approach a two-dimensional configuration at large distances in the two directions parallel to the electric field of the uniform inducing source, it is not capable of handling similar models that have a two-dimensional limit in the B-polarization rather than in the E-polarization mode. More efficient procedures have been developed (Raiche 1974; Weidelt 1975 )' but they are somewhat more restrictive in their applicability since they require the anomalous region to be entirely surrounded by a 'normal' (Le. layered) structure. It appears that no method has yet been devised for the treatment of the completely general problem in which the model may tend to either an E-polarization limit in the directions parallel to the electric field of the source, or a B-polarization limit in the directions parallel to the magnetic field of the source, or even both together in the same model as illustrated schematically in Fig they arise quite frequently in practice, whenever the local region of the Earth being modelled is traversed by a long fault or other conductivity discontinuity such as a coastline.
Electromagnetic induction in threedimensional structures can also be studied with the aid of an analogue laboratory model (Dosso 1973) . Intricate shapes can be modelled in the laboratory in much more detail than could ever be hoped for on a numerical grid (e.g. Nienaber et al. 1977) , but laboratory models are nevertheless severely limited by the lack of suitable materials with the right conductivities in the laboratory scale of measurement to represent the actual conductivities occurring in the Earth. Moreover no measurements of the sub-surface vertical electric field (which indicates the importance of the downward, as opposed to the lateral deflection of electric currents at a conductivity boundary) have yet been attempted on laboratory models, whereas its calculation presents no problem when numerical methods are used. Clearly investigations of numerical as well as laboratory models are needed to advance our understanding of electromagnetic induction in three-dimensional structures.
In many applications, particularly those involving the channelling of induced electric currents in the oceans around islands and other geographic features near a continental coahtline, the region of laterally varying conductivity is effectively confined to a thin layer at the surface of the Earth. Mathematically the layer may be replaced by a surface sheet of variable conductance (integrated conductivity) across which well-known boundary conditions apply. The conditions under which this approximation is valid have been examined by Schmucker (1970) (see also Weaver 1979) ; they show that for any given model there is an upper frequency limit above which the thin sheet assumption breaks down. For an ocean 4 km deep it is about 1 cycle/hr.
The thin sheet approximation affords a worthwhile mathematical simplification of any threedimensional induction problem to which it may be applied, for then the field equations can be solved analytically above and below the non-uniform sheet leaving only the sheet itself as the region where numerical methods must be applied. For two-dimensional models this means that the complete solution can be expressed by two uncoupled single integral equations (one for E-polarization and one for B-polarization) satisfied in each case by the horizontal component of the surface electric field. In general these equations have to be solved numerically although in certain simple cases closed solutions can be found by analytical methods (Weidelt 1971; Bailey 1977; Nicoll & Weaver 1977; Dawson & Weaver 1979) . Schmucker (1 971) fust formulated the E-polarization problem for numerical solution Induction in a non-uniform sheet 447 by deriving an integral equation satisfied by the anomalous electric field. Recently, Green & Weaver (1978) have proposed an alternative method using total rather than anomalous fields, and have thereby obtained a different form of integral equation for numerical solution. At the same time they also derived the corresponding integral equation for B-polarization induction. Fischer, Schnegg & Usadel (1978) have obtained the solution of a specific 'coast effect' problem in much the same manner.
In three dimensions the advantages of the thin sheet approximation become even more apparent because not only the dimensions of the numerical grid but also the components of the electric field involved in the calculation are reduced in number from three to two. Vasseur & Weidelt (1977) were fust to take advactage of this simplification. Following closely the earlier theory of Weidelt (1975) for general three-dimensional structures 'they derived a vector integral equation satisfied by the horizontal component of the anomalous electric field over the domain of variable conductance in the surface plane. This limitation of the domain of integration is a computational advantage when the anomalous region is confined to a small bounded area, but the method is not well-suited to models of the type illustrated in Fig. 1 where the sheet is non-uniform even at infinity. Indeed, for their numerical model of the F'yrenean region, Vasseur & Weidelt were obliged to include an unrealistic extension of the Atlantic Ocean across Europe in order to surround the region of interest by a 'normal' sheet of uniform conductance. A rather different approach to the three-dimensional problem has recently been taken by Ranganayaki & Madden (1978) . The principal new feature in their analysis was the introduction of a socalled 'generalized thin sheet' -essentially equivalent to a double layer, one conducting and one resistive -but they also differed from Vasseur & Weidelt by using the total rather than the anomalous electric field in the calculations. However their method also appears to be restricted in practice to models in which the non-uniformities of the surface sheet are of finite extent.
The new method presented in this paper lends itself to all types of conductivity models including those of the type illustrated in Fig. 1 . As already outlined by Weaver (1979) it is based on a generalization of the two-dimensional theory of Green & Weaver (1978) ; liowever, the mathematical development given here is much modified and improved. The essential point of the present method is that instead of using the boundary condition of vanishing anomalous field at infinity we consider total fields under the condition of vanishing outward gradient at infinity. This condition holds even when the model tends to a two-dimensional configuration at infinity as depicted in Fig. 1 . It is not difficult to compute the required Green's functions having this property and thence to construct the Green's tensor which generates the kernel of the vector integral equation satisfied by the horizontal component of the total electric field on the surface of the sheet. The theory is completely selfcontained. As infinity is approached in directions respectively parallel to and perpendicular to the inducing magnetic field, the vector integral equation reduces to the distinct B-and E-polarization integral equations obtained by Green & Weaver, and in numerical calculations the appropriate twodimensional solutions appear quite naturally on the boundaries of the grid. It is not required that they be known beforehand to be used as boundary conditions for the three-dimensional solution, as is the case when finite difference methods are used (see e.g. Lines & Jones 1973b) .
In order to keep the mathematical development as simple as possible we have sacrificed the additional generality provided by a stratified sub-structure. In principle the inclusion of two or more layers of different conductivity in the lower half-space is straightforward enough, but their presence introduces additional terms in the Green's tensor which cannot be represented by simple formulae. A uniformly conducting half-space is sufficient to preserve the most important feature of the model, namely the electrical contact that permits the vertical flow of current from the non-uniform sheet into the conducting region below in addition to the horizontal flow of current within the sheet itself. These two types of flow correspond to the poloidal and toroidal currents, respectively, in a spherical earth. Vasseur & Weidelt (1977) have stressed the point that both modes are included (previous spherical earth analyses have always suppressed the poloidal currents) by using the term bimodal induction for studies of this type. In our model, the bimodal induction extends out to infinity where the two modes reduce to B-and E-polarization induction respectively.
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The mathematical model investigated is depicted in Fig. 1 . The Earth is represented by a uniform medium of conductivity uo occupying the half-space z > 0 in a Cartesian coordinate system (x, y, z), and covered by a sheet of variable conductance in the plane z=O. The magnetic field of the source in the nonconducting region z < 0 above the surface of the Earth is taken to be horizontal and uniform in space, and harmonic in time with angular frequency w . (For geophysical applications it is understood that w is sufficiently small that displacement currents may be neglected.) Vacuum permeability po is assumed everywhere. The directions of the three coordinate axes, oriented so that the y-axis is parallel to the inducing field, are denoted by unit vectors 8 , 9 and i. For convenience we also introduce the two-dimensional vector r = (x, y) . The only restriction placed on the conductance T(r) of the thin sheet is that &/ax -+ 0 as I x I -+ 00 and &/ay -+ 0 as I y I -+ m. This ensures that the limiting forms of the model are well-defined two-dimensional configurations in the E-polarization mode as x + f 00, and in the B-polarization mode as y -+ k 00, as in the example shown in Fig. 1 . The components of the spatial parts of the electric and magnetic fields 6 (r, z ) exp(iot) and W (r, z) exp(iot) will be denoted by 6
2) respectively, and the horizontal components are represented by the two-dimensional vectors E = (V, V ) and B = ( X , Y ) . Since the inducing field is uniform it is known (eg. Jones & Price 1970) that W -+ Yo 9 both as Iy I -+ 00 and as z -+ -00, where Yo is a constant. Inside the conductor, (6 -+ 0 and %+ 0 as z -+ + 00.
It is convenient to work with dimensionless quantities. Henceforth, therefore, we shall measure the magnetic field P in units of Yo, conductivity in units of uo, and we shall express all lengths in units of the skin depth 6 = (2/wp000)"2 in the lower half-space. The electric fikld 6 is measured in units of 06 Yo and the conductance T(r) in units of 6 uo. In these dimensionless units the Maxwell equations governing the behaviour of the quasi-static electromagnetic field in a medium of conductivity (T are (U, V; W ) and % E (1, c u r l 8 = -iW, curl W = 2 u 6 .
It follows from these equations that all components of the electromagnetic field satisfy the differential equation For the purposes of this paper, we shall say a functionf(r) is of class A'if it satisfies the Neumann conditions af/ax + 0 as 1 x I + 00 and af/ay + 0 as J y 1 -+ 00. Clearly both the conductance ~( r ) and the uniform field of the source are of class .4/, and hence so are all the components of the electromagnetic field. Furthermore, we say a function F(r, z) is of class In the model under consideration the field components in the half-space z > 0 satisfy equation (2.2) with = 1 ti (i.e. u = l), and in the half-space z < 0 the components of both the total and anomalous fields satisfy equation (2.2) with 0 = 0. Thus we seek solutions of these equations that are respectively of classes M' and .A'--in the regions z > 0 and z < 0.
The solutions can then be matched across the surface z = 0 by the well-known boundary conditions
expressing the continuity of the horizontal electric and vertical magnetic fields and the discontinuity of the horizontal magnetic field across the surface current flowing in the sheet. A method of finding these solutions using Green's functions is described in the next section.
Solutions by the method of Green's functions
We consider first the general problem of finding the solution of the homogeneous equation (2.2) that is of class ~1.'' in z > 0 and satisfies an inhomogeneous boundary condition of the form
where k is a constant and b(r) is some function which we leave unspecified. Here, and throughout this paper, the prime on a function symbol indicates differentiation with respect to z. The solution can be obtained by first finding the Green's function Gk(r, z I s, w ) , where
, that is of class A'-+ and satisfies
where 6 is the Dirac generalized function, subject to
Introducing p (g, Q) we define the Fourier transformf of the functionfby the formula
Taking the transform of equations (3.2) and (3.3) we find that i;k satisfies 
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$(P,Z)
(3.8)
Only the values k = 0 and k = 1 are of interest in this problem. As indicated by equation (3 -9)
we can invert (3.7) for the two cases k = 0 and k = 1 to obtain
It follows by differentiation with respect to z that
where we have defined
When z = + O equations (3.10) and (3.11) reduce to
and we already know from equation (3.3) that G1 and Cb vanish on z = + 0. aid (3.1 3), and finally interchanging the coordinates (r, z ) and (s, w) we can express the solution F in z > 0 in the two alternative forms
GI(r,
The parity of the expressions (3.9) and (3.12) permits s -r to be replaced by r -s in the kernels S and Q above. Thus we may regard both forms of solution in (3 .I 5) as convolution integrals.
In later work we shall require the derivatives of F with respect to the three space variables evaluated at z = t 0. Noting from (3.9) and (3.12) that aS(r, z)/ar = -r Q(r, z) (3.1 6 )
where a/ar s @/ax, a/ay) is the two-dimensional gradient operator, we obtain immediately from the fmt expression for F in (3 .I 5)
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Here we have written Q(r) = Q(r, 0). To ensure that the second integral in (3.15) has the required convergence properties for differentiation in z at z = t 0 we use the three-dimensional analogue of the procedure followed by Green &Weaver (1978, eqn (3.11)) by first subtracting F(r, t 0) exp(-pz) from both sides of equation (3.1 5) and then using the identity Explicit expressions for the elements of the tensor kernel K can be found by substituting the expressions (3.9) and (3.1 2) (with fl = 1 t i) for S and Q in (4.8) and combining with (4.1 1).
We find that K has the matrix representation Induction in a non-uniform sheet
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The integral equation (4.12) can also be written in component form when it appears as a pair of double integral equations coupling the components U and V of f i e electric field E(r). It is then easy to show (Weaver 1979) that as x + f 00, one equation gives V-+ 0 and the other reduces to the one-dimensional integral equation in U derived by Green & Weaver (1978) for E-polarization induction. Likewise, asy + f 00, V + 0 again, and the limiting form of the integral equation for Uis the B-polarization equation of Green & Weaver.
Once the solution of E has been obtained it is a straightforward matter to compute the other components of the surface electromagnetic field from the appropriate integral formulae that define them in terms of E. The horizontal magnetic field B(r, +0) on the underside of the surface sheet is given by (4.7) and the field B(r, -0) on top of the surface then follows from the boundary condition (2.5). An integral formula for the vertical electric field on the lower surface of the sheet can be found by letting F represent W and putting z = +O in the first equation (3.15), substituting from (4.3) and then integratinF by parts.
The resulting expression is W(r, to) = -(4.17)
Because this component represents (in dimensionless units) the volume density of electric current flowing from the sheet into the underlying conductor, a knowledge of its behaviour is of considerable importance for the complete understanding of the induction process. On the other hand the vertical electric field on the upper surface of the sheet is merely a measure of the surface charge density and so is only of limited practical interest. Nevertheless, for the sake of completeness we quote the formula for it here. It is obtained by exactly the same procedure as before except that we start this time with equation ( and let Rh,@ denote the square domain of side 2h whose centre is the node rh,@, i.e.
-
RA,,, = { r I -h Q x --x h < h ; -h ~y -y@ < h ) .
(5 -2) Note that this region extends a distance h outside the grid if the node rA, is on the boundary of the grid. Suppose first that rh, @ is not on the boundary. The electric field Ex, I.1 = E(rk, @) satisfies the integral equation (4.12) with r = rh,p, and the singular point of the tensor kernel K is therefore the node rh,@. To enable the integral to be evaluated over this singularity wherb equation (4.1 2 ) is put in an approximate discrete form, we assume that E has a quadratic variation in both the x -and y-directions within the region Ex,@. In every other cell E is assumed to vary linearly in the x -and y-directions. Specifically, we write -for S G Rx,@, and for s E Rz, m , where (2, rn) coefficients A and Care generated by the formulae ((A -1, p -l ) , (A -1 , p), (A, p -l), (A, p ) ) . The numerical
It can be easily verified by direct substitution that the biquadratic function in (5.3) fits the field at the nine nodes in the region and that the bilinear function in (5.4) fits the field at the four nodes defining the cell Rl, , , , .
Consider now the electric field at a node on the boundary of the grid, excluding the corner points. In this case the singular point is either rV,@ ( 2 Q p Q N -l), or rh, (2 G X Q N -l), where Y t {l, N ) and K E {I, N i . If we assume that the grid is sufficiently large that the Neurnann conditions satisfied by the field at infmity are already applicable on its boundaries, then it is still possible to represent the field by a biquadratic function within that part Induction in Q non-unifom skeet 455 of R",,, (or kA, .) lying inside the grid. For although the function can only be fitted to the field at six distinct points, the extra conditions of vanishing outward derivatives at the three nodes on the boundary are sufficient to determine the required expression uniquely. These conditions also imply that the field itself remains constant from the grid boundary out to infmity in the direction perpendicular to the boundary. (Since the y-component of the electric field vanishes at infinity this means, incidentally, that we could use V = 0 on the boundary of the grid as an alternative boundary condition to the vanishing of the normal gradient of V.) Thus within the part of R " , , (or kh, K ) lying outside the grid the field retains its quadratic variation parallel to the grid boundary, but-is assumed_constant in the direction perpendicular to it. It follows that in the regions R , , and R A , K , straddling the grid boundaries, the electric field is approximated as two of the infinite strips defined above overlap the singular region Rh,v (or R,,K), and it becomes necessary to exclude the part already belonging to the singular region from them. Formally this can be done by redefining each subset of the plane as its intersection with the complement of Eh, , . This clearly leaves the subset unchanged unless it intersects kh, , when the effect of the new definition is to remove all points belonging to kh,, from the subset.
In mathematical language we define the new regions by where the superscript c indicates the complement, and observe that R;, rn = Rl, when Rl, rn and R " A ,~ are disjoint. We also note that if R,, , , , C kh,, then Ri, is a null set. Thus all the subsets RA,, and Ri, , , , (I = 0,. . . , N ; m = 0,. . . , N ) of the xy-plane are disjoint, and their -R;,rn=Rl,rn n R i , p union is the entire plane. In an infinite strip RIY,m or Ri,x the field is constant out to infinity along lines parallel to the sides of the strip. Across the width of the strip, therefore, we may assume that the field varies linearly from one side to the other, i.e. -Since the xy-plane consists of all the regions R ; , , together with the singular region R A ,~, the integral in equation (4.12) can be rewritten in the form
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Clearly the field must be constant in the four corner
where the last integral is interpreted as the tensor whose elements are the integrals of the elements of K . When the various representations of the field, given by (5.3) to (5.10), appropriate to the different domains of integration are substituted in the integrals above, the expression (5.1 1) reduces to a linear combination of all the nodal field values whose coefficients are given by double integrals involving the elements of K multiplied by powers of u and u. Since g and h defined by (4.15) and (4.16) contain algebraic as well as exponential terms some of the coefficient integrals have purely algebraic integrands. They can be evaluated exactly by standard methods. The others with an exponential factor in the integrand can be integrated once analytically, but the remaining single integral has to be evaluated by numerical methods. The integral equation (4.12) at the node rA,fl can therefore be put into the discrete form
where we have written cAfl c(rA,J and where Ti: is the tensor of rank 2 whose elements for each pair (I, rn) are four of the coefficients described above. There are N 2 such equations, one for each node rA,l: (A = 1,. . . , N ; I-( = 1,. . . , N ) . They can be solved for the where D,, is the diagonal tensor whose elements are the diagonal elements of T :
: .
An arbitrary parameter (Y has been introduced into this equation since its presence with a nonzero value may be necessary for the iteration to converge for certain conductance values. Its inclusion corresponds to the method of shifting the spectrum of the integral operator, originally proposed in the context of geomagnetic induction by Hutson, Kendall & Malin (1972) .
We represent the variable conductance of the surface sheet in the discrete model by assigning separate conductance values to each sub-set R,, (I = 0,. . . , N , rn = 0, . . . , N ) of the xy-plane. The boundary condition requiring the vanishing of the outward gradient of the surface conductance at large ranges in the x-and y-directions implies also that the conductance in an infinite region outside the grid must always be the same as that in the neighbouring cell just inside the grid boundary. This is a useful feature of the form of the integral equation developed in this paper. It means that the lengthy process of computing the numerical values of the elements of all the coefficient tensors has only to be done once for any given grid. They remain valid for that particular grid whatever the distribution of conductance being modelled. A new calculation of the coefficients is only required when the dimensions of the grid are changed.
The procedure described above can be regarded as an application of the moment method (Harrington 1968) in which the expansion of the field in terms of basis functions $rm(r) takes the form (5.14)
where AIm (r) is the characteristic function of the sub-region R I , m , defined as having the value 1 when r E R I , and 0 otherwise. The basis functions and their coefficients are just the various polynomials defined in the relevant sub-regions by (5.3) to (5.10), although the precise form of the expansion will depend, of course, on which particular regions RI, (or portions thereof) belong to the singular region enclosing the singularity of the tensor kernel, The moment method is applied by taking the inner product of the integral equations (4. 1 2) with each of the N Z weight functions 6 (r -rh,,,), (X = 1,. . . , N ; /J = 1,. . . , N ) in turn. Each weight -function effectively defines the singular point rA,,, and hence the singular region R h , M . The correct form of the expansion (5.14) is therefore determined for that particular operation.
A numerical calculation
To illustrate the application of the algorithm derived in the last section to a specific problem we have considered the simple model shown in Fig. 3 . Since this model approaches a twodimensional B-polarization configuration as y +. -00 and an E-polarization one as x + t 00, it is well-suited for demonstrating the algorithm in its full generality. For a frequency of 1 cycle/hr the dimensionless value X = 1 corresponds to an actual conductance of 400 S (the value suggested by Schmucker (1970, p. 93) for the surface layer of land) if the conductivity of the lower half-space is taken to be 1.8 x 10-4S/m, a quite reasonable value. The value X = 10 is then a good representation of a layer of seawater of conductivity 4 S/m and depth 1 km. Thus the model may be loosely thought of as an island and shallow sea tucked into the corner of a continental coastline, not unlike the position of Vancouver Island relative to the mainland of British Columbia and the Olympic Peninsula of Washington State. We shall keep this picture in mind when describing the induced current flow. The problem was solved on a grid six skir, depths square overall, and divided into 400 cells each of side 0.3 skin depths. Thus the values N = 21, h = 0.3, x1 = -3 and y1 = -3 were used in the calculation. The iteration converged with the parameter OL in equation (5.13) set equal to zero, but a more rapid convergence was obtained with OL = 25i. Perspective plots of the real and imaginary parts of the three electric field components U(r, 0), V(r, 0) and W(r, to) are also shown in Fig. 3 . Since the dimensionless conductivity of the lower half-space is unity, the graph for W also indicates the (dimensionless) volume density of the vertical current flowing into or out of the underside of the surface sheet. The components U and Vgive the (dimensionless) surface density of the horizontal current flowing in that part of the sheet where h = 1, and one tenth the surface density of the sheet current where h = 10. The diagrams provide a qualitative understanding of the pattern of current flow induced in the sheet. The dominant flow is, of course, in the x-direction parallel to the electric field of the source. The large changes in the magnitude of the electric component U at coastlines perpendicular to the main current flow are caused by the build up of electric charges on the land-sea boundary. These charges are required to preserve the balance of current flow across the boundary, and they serve to deflect and draw the currents into the seawater channels around the island as revealed by the appearance of a non-vanishing Y component, with appropriate sign, near the corners of the island and of the bay-like structure on the main coastline. Even more striking, however, is the large W component also occurring along the boundaries lying parallel to the y-axis. This shows that in addition to the horizontal channelling effect described above currents in the ocean approaching a coastline are deflected downwards into the lower crust underneath the surface layer, and conversely currents approaching an ocean are drawn up from the lower crust into the seawater. (Remember that positive W represents downwards current flow when interpreting &he graphs in Fig. 3 .) It is clearly important not to exclude the poloidal mode when considering threedimensional induction. An alternative method of displaying these results which provides quantitative information in a much more discernible form while still preserving something of the visual effect of the perspective plot is given in Fig. 4 . The set of 21 curves in each diagram depicts the variations of the relevant field component along the grid lines x = 0.3 x (n -11) x , , (n = 1,. . . ,21). The displacement of the curves relative to each other is a result of taking the value n on the left hand scale to be the zero value for the nth curve. Thus if F, 0) denotes the field component as a function of y on x = x,, and if the scale is given in units of AF, the actual quantity plotted is f, b) = n t F, b)/AF. The appropriate scaling factor AF for each component is indicated in Fig. 4 below each diagram. Consider, for example, the inphase component (real part) of U. To r i d its value at x = -0.3, y = 0, we first note that this value of x corresponds to n = 10, and that the curve labelled 10 in the upper left hand diagram of Fig. 4 gives a value flo(0) = 11.2. Thus the corresponding value of Re U is 1.2 x AF, and since A F = 1.7 x lo-' for this set of curves, Re U is 2.0 x lo-* in dimensionless units. When this is converted to an actual electric field (normalized with respect to the magnetic field Yo) corresponding to the land-seawater values suggested at the beginning of this section, we obtain the value 0.8 mV/km/nT.
As a check on the accuracy of the computations we have depicted in Fig. 5 
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461 solving E-and B-polarization problems developed by Green & Weaver (1978) . The onedimensional grid used in these latter calculations was identical in size and node-spacing with the boundaries of the two-dimensional grid. On the boundary x = 3 , where the field is compared with the E-polarization calculation, the agreement is seen to be excellent. A remarkably close agreement is also obtained with the real parts of the two electric components of the B-polarization field on boundary y = -3 , but there are discrepancies in the imaginary parts. We attribute these to the fact that the boundary y = -3 is only 1.8 skin depths from a region of three-dimensional variation and this is insufficient for the field to have reached its correct value at infinity on the grid boundary. The component I/ vanishes as y + -00, but the plots in Fig. 4 clearly show that its magnitude is still non-zero, albeit small, on y = -3 . We would expect the field to approach its correct value more slowly in the directions Iy I -+ 00 than in the directions I x 1 -+ 00 because it is known from two-dimensional theory that the anomalous E-polarization field decays less rapidly than the anomalous B-polarization field. Overall, however, we regard the results shown in Fig. 5 as a striking confirmation of the accuracy of our three-dimensional calculations.
