We continue the investigation of suitable structures for quantified functional analysis, by looking at the notion of local convexity in the setting of approach vector spaces as introduced in [6] . We prove that the locally convex objects are exactly the ones generated (in the usual approach sense) by collections of seminorms. Furthermore, we construct a quantified version of the projective tensor product and show that the locally convex objects admitting a decent exponential law with respect to it are precisely the seminormed spaces.
Introduction and preliminaries
In the setting of contemporary functional analysis the notion of a topological vector space plays a central role and over the last decennia, a great deal of effort has been done in studying their properties and relating them to different other fields in mathematics. However the totality of all topological vector spaces seems too large too handle at times to further develop and fine-tune this theory, as a lot of deep and interesting results (such as e.g Hahn-Banach type theorems, or suitable duality) only work well or are valid for certain subclasses of topological vector spaces. Certainly one of the most important better-behaved types of topological vector spaces are the locally convex ones, not in the least since they allow for the construction of several notions of tensor products. On the other hand, it is well-known from the classical theory that a topological vector space X is locally convex if and only if it can be generated by a collection of seminorms, in the sense that there exists a set P of continuous seminorms on X such that { {x ∈ X | p(x) < ε} | p ∈ P, ε > 0 } is a base for the neighborhood system of 0. It is also a well-known fact that this exactly means that X as a topological space can be embedded in the (topological !) product of the family {(X, T µ ) | µ ∈ P} of semi-normable topological vector spaces (where T µ denotes the topology generated by µ) in the following way:
Here another aspect, which is the central incentive for approach theory as introduced by R. Lowen in [8, 9] appears: in (semi)normed spaces, canonical numerical information is intrinsically present in terms of the norm itself, but when we want to consider more general structures on vector spaces, essentially involving the construction of arbitrarily large set-indexed products,we classically automatically end up with topologies. So it seems that all the numerical information has been lost somewhere along the way: this also reflects in the fact that, for a given vector space X and a given set P of seminorms on X, both P and {αµ | α ∈ R + 0 , µ ∈ P} generate the same locally convex topology, although for each µ ∈ P, α = 1, the seminorms µ and αµ are essentially different from the numerical point of view ! In the setting of topological vs. (pseudo-quasi-)metric spaces, a general solution to this problem was proposed by R. Lowen in [8, 9] through the introduction of the category Ap of approach spaces and contractions, in which arbitrary (set-indexed) products of metric objects can be formed yielding a canonical numerification of the product of the topologies underlying these objects. We refer to [8, 9] for any further detailed information. On the other hand, R. Lowen together with the second named author introduced the notion of an approach vector space in [6] and it follows from the results proved there and also from [5] that the category ApVec of approach vector spaces and linear contractions is the right framework for quantified functional analysis, into which both the categories TopVec (of topological vector spaces and continuous maps) and pMetVec (of vector pseudometric vector spaces (in the sense of [16] )(see also [6] ) and linear non-expansive maps) are simultaneously embedded as full subcategories! Informally, one can say that ApVec solves the quantifying problem sketched above for pMetVec and TopVec, as Ap does for pMet and Top.
Locally convex topological spaces are not only prominent within the realm of topological vector spaces because they allow for stronger theorems, but also because some crucial constructions behave better under the assumption of local convexity.
One such construction, having paramount applications, as can be seen e.g. in [16] , is the projective tensor product of locally convex topological spaces which reaches deeply into other subbranches such as e.g. the theory of nuclear operators [16] and vector valued integration [15] .
The purpose of this paper is twofold: we want to put local convexity in the right perspective in the setting of approach vector spaces and then we want to use this locally convex approach structure (as we will call it) to create a canonical numerified counterpart of the classical topological projective tensor product, overlying the latter in a natural way. The main result of this paper is Theorem 3.9, where we exactly characterize the exponential behaviour of this quantified projective tensor product by showing that only seminormed spaces exhibit a categorically good notion of exponentiability.
First, let us mention that all vector spaces considered in this paper are vector spaces over the field of reals. We take [1] as our blanket reference for all facts of categorical nature and we refer the reader to [8, 9] for a detailed account on approach theory, together with the basic definitions, terminology and notations. Throughout the present paper, we will use the same terminology and notational conventions concerning approach vector spaces as defined in [6] . We briefly recall the most needed basic definitions and results, to make the text more self-contained.
Let X be a vector space. For each d ∈ [0, +∞] X×X , we define
and whenever
Throughout the whole framework of approach theory, the following concept of saturatedness, together with the obvious notion of saturation, for a collection of functionals plays a prominent role: we call B ⊂ C ⊂ [0, +∞] X saturated in C if and only if the following condition holds:
If C = [0, ∞] X , we simply talk about saturatedness. We write B for the saturation of B within [0, ∞] X , i.e.
which obviously is the smallest saturated subset of [0, ∞] X containing B.
and we say that ϕ is balanced if
Finally ϕ is said to be absorbing if
A sub-additive, balanced and absorbing functional ϕ ∈ [0, +∞] X then is called a prenorm on X and ϕ (2) is called a vector pseudometric on X. (Also note that, as remarked in [6] , prenorms only take finite values.) Definition 1.1.
[6] A pair (X, A) consisting of a vector space X and an approach system A = (A(x)) x∈X is called an approach vector space if the following assertions hold (AV1) For all x ∈ X we have that
(AV2) For all ϕ ∈ A(0), for all > 0 and for all ω < ∞, there exists ψ ∈ A(0) such that for all x, y ∈ X
(AV3) For all ϕ ∈ A(0), for all > 0 and for all ω < ∞, there exists ψ ∈ A(0) such that for all x ∈ X and for all λ ∈ IR with |λ| ≤ 1
Note that (AV1) together with (AV2) exactly mean that (X, A) is an approach group in the sense of [7] . A morphism between two approach vector spaces (X,
meaning that it is a contraction in the sense of [9] . Approach vector spaces and linear contractions then form a topological category over the category of vector spaces, as was shown in [6] . It was also proved in [6] that for a vector space X and an approach system A = (A(x)) x∈X the following assertions are equivalent 1. (X, A) is an approach vector space 2. A(0) has a base of prenorms and
If G is the gauge corresponding to A (see [9] for additional information) these assertions are moreover equivalent to saying that G has a base of vector pseudometrics.
Locally convex approach spaces
Note that, with X a vector space, a functional ϕ
which obviously is equivalent to stating that, whenever we take a finite number of vectors x 1 , . . . , x n and real numbers λ 1 , . . . , λ n ∈ [0, 1] with
The following basic lemma will be the key tool for proving the main result (2.2) of this section: it provides a notion of a Minkowski-like functional associated with a given convex, balanced and absorbing functional, rather than with a given convex, balanced and absorbing set as suffices in the general topological vector space setting.
Lemma 2.1. Let X be a vector space, ϕ ∈ [0, ∞] X be a balanced, absorbing and convex functional and take 0 < ω < ∞. Now define a new functional
Then the following assertions hold:
1. η ω ϕ takes finite values and is a seminorm.
The set {x ∈ X | ϕ(ωx) ≤ ω} is absorbing, balanced and convex and η ω ϕ is the Minkowski functional of this set.
Take
. Thus there exists λ ∈ IR such that 0 < λ < ϕ(x) and ϕ(λ −1 ωx) ≤ ω. Because obviously also λω −1 ≤ 1, we would obtain that
which is impossible.
If ϕ(x)
≥ ω the inequality follows from 2. above. If ϕ(x) < ω note that ϕ(x) = ϕ(ω −1 ωx) ≤ ω and hence η ω ϕ (x) ≤ ω.
5.
We only have to show the inequality for ϕ(x) > ω. Then for all 0 < λ ≤ ω we have that
and hence η ω ϕ (x) ≥ ω.
As addressed in the introduction, it is a well-known fact that locally convex spaces (i.e. topological vector spaces which admit a base for the neighborhoods of 0 consisting of convex sets), can be generated by a so-called "gauge" of (continuous) seminorms. The following theorem is the quantified counterpart of it: it states that these approach vector spaces for which the local approach system (which is a lattice-theoretic ideal of functionals on X !) at 0 is generated by convex functions (in the sense of saturation as defined above), can be generated in the same sense from seminorms. Compare this with [6] Theorem 5 (which was already quoted in the preliminaries), stating that any approach vector space has a generating set of prenorms. Proof 1 ⇒ 2. This is clear, since any seminorm is a balanced, absorbing and convex function.
2 ⇒ 1. Let ϕ be a balanced, absorbing convex function in A(0) and fix 0 < ω < ∞. From Lemma 2.1 we deduce that η ω ϕ is a seminorm and that ϕ ∧ ω ≤ η ω ϕ . In order to show η ω ϕ ∈ A(0), pick > 0 and ω < ∞. Let m ∈ IN such that ω m ≤ . Since (X, A) is an approach group ( [6] ), there exists ψ ∈ A(0) such that for all x 1 , . . . , x m ∈ X :
From Lemma 2.1 we have η ω ϕ ≤ ϕ + ω, hence for all x ∈ X we have that
and therefore η ω ϕ ∧ ω ≤ ψ + . Because A(0) has a base B of balanced, absorbing and convex functions, it follows that
and therefore automatically that
where the generating functionals in the last step still are seminorms.
This now justifies the following definition. Definition 2.3. An approach vector space satisfying the properties of Theorem 2.2 is called a locally convex approach space. If we take locally convex approach spaces as objects and linear contractions (in the sense of [8, 9, 6] as morphisms) we clearly obtain a full subcategory of ApVec, which we denote lcApVec.
Whenever X is a vector space, we call a set M of seminorms on X a Minkowski system (on X) if it is a saturated ideal in the lattice of all seminorms on X.
If (X, A) is a locally convex approach space, then
is a Minkowski system. Every Minkowski system is obtained in this way. Indeed, let M be a Minkowski system on X. Then we have, with
that (X, A M ) is a locally convex approach space such that M = M A M (since M is a saturated ideal of seminorms). Moreover by Theorem 2.2, the approach system A of a locally convex approach space is derived from a Minkowski system-in the sense of (1) because we have A = A M A . This even shows that, given a vector space X, there is a one-to-one correspondence between locally convex approach structures on X and Minkowski systems on X. We will therefore also use notations like (X, M) with M a Minkowski system on X to denote lcApVec objects. Note that if M is a Minkowski system, then the collection {η (2) |η ∈ M} is a gauge base for the gauge of the approach structure derived from M.
Corollary 2.4. Let (X 1 , A 1 ) and (X 2 , A 2 ) be locally convex approach spaces with corresponding Minkowski systems M A 1 and M A 2 respectively. A linear map f : X 1 → X 2 is a morphism in lcApVec if and only if
To simplify the language, let us agree upon the following convention: in the sequel initial and final structures in (lc)ApVec (resp. (lc)TopVec) are understood to be taken with respect to the forgetful functor from (lc)ApVec (resp. (lc)TopVec) to Vec. Theorem 2.5. lcApVec is initially closed in ApVec. Therefore lcApVec is topological over Vec.
Proof. Consider a class indexed source (f i : X → (X i , A i )) i∈I in lcApVec and let A be the initial ApVec-structure on X for this source, viewed as a source in ApVec. For each i ∈ I, let M i be the Minkowski system of (X i , A i ). It was shown in [6] that the initial structures in ApVec are just the initial approach structures, and therefore it follows that
is a base for A(0) which consists of seminorms, yielding that (X, A) is a locally convex approach space. Hence (f i : (X, A) → (X i , A i )) i∈I is initial in lcApVec.
Corollary 2.6. The category lcApVec is concretely reflective in ApVec.
Remark that if (X, A) is an approach vector space then the set {η | η is a seminorm in A(0)} can be taken as the Minkowski system of an lcApVec structure A on X. Clearly (X, A ) is the reflection of (X, A) in lcApVec.
Let (X, η) be a seminormed space. Then η (2) is a pseudometric and (X, A η (2) ) is a locally convex approach space. In the sequel we will make no distinction between a seminorm and the associated approach structure. Theorem 2.7.
1. A locally convex approach space which is at the same time a vector pseudometric space is a seminormed space.
2. The category sNorm, consisting of seminormed spaces and linear nonexpansive maps between them, is embedded as a full subcategory of lcApVec. Moreover if (X, A) is a locally convex approach space for which the approach structure is metric, then (X, A) is a seminormed space.
Proof . 2. It is easy to see that associating to every seminormed space (X, η) the locally convex approach space (X, A η (2) ) defines a concrete full embedding of sNorm into lcApVec.
Let d be a vector pseudometric such that
To prove the second assertion, let (X, A) be a locally convex approach space which at the same time is a metric object in Ap. This means that the approach gauge corresponding to A (see [9] for a definition) contains a largest metric d which at the same time can be written as the pointwise supremum of a set of vector pseudometrics. Repeating the proof of [6] Proof . This is a consequence of Theorem 2.2: if (X, A) is a locally convex approach space, then the source
Theorem 2.9. 3. If (X, A) is a locally convex approach space such that the underlying approach system is topological then (X, A) is a locally convex topological space.
lcTopVec is embedded as a full subcategory of lcApVec

Proof
1.
A locally convex topological space is also an approach vector space ( [6] ) and since the characteristic function of a convex set is a convex function we know the approach system of 0 has a base of convex functions.
2. Let (X, A) be a locally convex approach space and let T be the topological coreflection of (X, A) in Ap. From [6] , Theorem 21, we know that (X, T ) is a topological vector space. Since M A is a base for A(0), we know that
is a base of convex sets for the neighborhood system of 0.
3. Let (X, A) be a topological locally convex approach space. Then by 2. above, (X, A) equals its lcTopVec coreflection and is thus a locally convex topological space.
Proposition 2.10. Let M be an ideal of seminorms. Then M is the Minkowski system of a locally convex topological space if and only if
Proof The Minkowski system of a locally convex topological space is just the set of Minkowski functionals of the balanced, convex and absorbing open sets and hence it satisfies (2). Conversely M is saturated if it satisfies (2). Moreover, in this case the associated approach system is topological and the result follows from Theorem 2.9.
Corollary 2.11. lcTopVec is initially closed in lcApVec.
Corollary 2.12. lcTopVec is initially closed in TopVec ( [3] ) and hence lcTopVec is concretely reflective in TopVec.
Corollary 2.13. lcTopVec is finally closed in lcApVec Corollary 2.14. Let (X, M) be a locally convex approach space. Then the set
is the Minkowski system of the topological coreflection of (X, M).
In order to sketch the general results we extend the summarizing diagram of [6] Note that normable topological vector spaces are not the result of imposing the convexity condition on the metrizable topological vector spaces; there's a subtle difference with Theorem 2.7: see [14] for a locally convex topological vector space for which the topology is metrizable but not normable.
The projective tensor product and bicontractions
In the sequel X, Y and Z are presumed to be locally convex approach vector spaces with approach and Minkowski systems
Every locally convex topology being defined by a family of seminorms, in [4] the projective tensor product of two locally convex topological vector spaces is introduced using these seminorms. Recall from [16] that, if µ and ν are seminorms on respectively X and Y , the map
is a seminorm on the algebraic tensor product X ⊗ Y of the vector spaces X and Y which, moreover, satisfies the following identity:
We now in the obvious way can define a quantified version of the projective tensor product in the realm of locally convex approach spaces.
Definition 3.1. The projective tensor product X ⊗ Y is the algebraic tensor product of X and Y endowed with M X⊗Y , the Minkowski system generated by the
and M X , M Y are closed for taking finite suprema. Proof. This follows from [16] . Corollary 3.3. The projective tensor product of topological locally convex approach spaces is again topological. Moreover if we restrict the projective tensor product to lcTopVec we obtain the classical projective tensor product.
The following very useful lemma, tells us that the saturation condition we have used throughout the whole paper for the approach system A(0) within [0, ∞] X , corresponds to a more elegant and especially more manageable form when restricted to the case of the associated Minkowski system M within the set of all seminorms on the vector space X.
Lemma 3.4. Let M be a Minkowski system on a vector space W . For a seminorm η on W , the following equivalence holds:
Conversely let > 0, let 0 < ω < ∞ and let µ in M such that η ≤ (1 + )µ, where 0 < < min{1, ω } is fixed. Note that 1 ≥ 1
Hence Let (µ i ) i∈I be a collection of seminorms on a vector space X. Note that the infimum sinf i∈I µ i in the set of all seminorms on X exists. Let (b i ) i∈I be a collection of binorms on X × Y . Then the infimum binf i∈I b i exists in the set of all binorms on X × Y . Moreover we have, for (µ i ) i∈I and (ν j ) j∈J a collection of seminorms on X respectively Y , that
is a collection of binorms on X × Y and
If f : X × Y → Z is a bilinear map, we writē f : X ⊗ Y → Z for its obvious, linear factorization over the tensor product X⊗Y , which is well-defined by puttingf (x ⊗ y) = f (x, y) for all x ∈ X and y ∈ Y . Proposition 3.6. Let f : X ×Y → Z be a bilinear map. The following are equivalent.
The linear liftf : (X
3 ⇒ 4. Take η ∈ M Z and choose, for all n ∈ IN 0 , µ n ∈ M X and ν n ∈ M Y such that for all x ∈ X and y ∈ Y η(f (x, y)) ≤ µ n (x)ν n (y)(1 + 1/n). Let µ n = sup k≤n µ k and let ν n = sup k≤n ν k . Define µ = sinf n∈IN 0 µ n (1 + 1/n) and ν = sinf n∈IN 0 ν n (1 + 1/n). Then µ is in M X and µ is in M Y and we have
The implication 4 ⇒ 1 is obvious. Definition 3.7. If f satisfies (one of) the above properties it is called a bicontraction.
Example 3.8.
1. Consider IR, equipped with | · |. Then scalar multiplication M : IR × X → X is a bicontraction. Moreover M : IR ⊗ X → X is an isomorphism between locally convex approach spaces.
The map
Hence for all X we have a functor − ⊗ X : lcApVec → lcApVec.
Note that it is clear from the definition that for seminormed spaces (X, η) and (Y, µ), their projective tensor product in lcApVec corresponds exactly to their "classical" seminormed tensor product (X ⊗ Y, η ⊗ µ), so that no notational ambiguity can arise.
From the thoroughly studied tensor product in sNorm (see e.g. [15] ) we know however that there is much more to say in this case: the projective tensor product defines a symmetric bifunctor − ⊗ − : sNorm × sNorm → sNorm which determines a so-called symmetric monoidal closed structure. This means that for every seminormed space X = (X, η) the functor − ⊗ X : sNorm → sNorm has a right adjoint, a so-called inner hom functor
which is completely determined by putting for every seminormed space Y = (Y, µ) Y X to be the vector space of all linear continuous functions from X to Y , equipped with the seminorm µ η , given by
Alternatively, this means that for all X, Y, Z ∈ |sNorm|
where the isomorphism is natural in X, Y, Z.
For the locally convex topological case, the projective tensor product in lcTopVec (to which our quantified version reduces according to Theorem 3.2) determines a symmetric bifunctor − ⊗ − : lcTopVec × lcTopVec → lcTopVec which however no longer gives rise to a symmetric monoidal closed structure! (Note that as can be seen e.g. from [17] other interesting symmetric monoidal closed structures on categories of barreled-like locally convex topological spaces exist.)
Also in the case of locally convex approach spaces, the projective tensorproduct we introduced gives rise to a bifunctor
Our main theorem of this section exactly shows how far this bifunctor is away from determining a symmetric monoidal closed structure on lcApVec, by classifying those locally convex approach spaces X for which − ⊗ X has a right adjoint.
We recall the nice exponential law (3) as a simple corollary to this theorem.
ν(w)µ(x)(1 + ). Fix w in W . Let w in σ −1 (σ(w)). Then η(ev(σ(w), x)) =So we have a map | · | η : X → [0, ∞]. Take ξ ∈ M IR X and η ∈ M X such that, for all a ∈ X and x ∈ X we have |a(x)| ≤ ξ(a)η(x). Then it follows
Take µ ∈ M X . Note that µ ∨ η ≥ η, hence
So, from (4), we see | · | η is a seminorm on X. Note also that |a(x)| ≤ |a| µ∨η (µ ∨ η(x)). So if we consider X equipped with | · | η∨µ then ev : X × X → IR is a bicontraction. Using the universal property (*) we obtain thatẽv = id : (X , | · | µ∨η ) → (X , M X ) is a contraction. Therefore ξ ≤ | · | η∨µ . Now it follows from (4) and (5) Thus we have ξ(f (z)) ≤ µ η (f (z)) ≤ ν(z). It is straightforward to verify thatf is unique with the property that f = ev • (f ⊗ id).
The projective tensor product does not define a monoidal closed structure on lcApVec. However since the projective tensor product of seminormed spaces is again a seminormed space, we obtain the following well-known fact as a simple corollary: Corollary 3.10. The projective tensor product restricted to sNorm defines a symmetrical monoidal closed structure. If (X, η) and (Y, µ) are seminormed spaces, the seminorm on Y X is given by the well known seminorm
where f is a continuous linear function from X to Y .
In particular, when Y = (IR, | · |) in the above, we obtain the strong dual of X.
