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Abstract
We study a reaction–diffusion system of two parabolic differential equations describing the behavior of
a nuclear reactor. We provide existence results for nontrivial periodic solutions, nonexistence results for
stationary solutions and we prove that, depending on the value of the parameters, either the system admits
a compact global attractor, or the solutions are unbounded.
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1. Introduction
This paper deals with the following reaction–diffusion system
{
ut − u = au − buv (1)
vt − v = cu − duv − ev (2) (RD)
in a bounded and regular open subset Ω of RN , with smooth initial conditions u0, v0  0, u0 = 0
and homogeneous Dirichlet boundary conditions. This system models a nuclear reactor, where
u represents the density of fast neutrons and v represents the temperature. The parameters a, b,
c, d and e are strictly positive. This system extends a model proposed by Kastenberg–Chambré
in [1] by adding the diffusion and the nonlinear feedback to the temperature. For a discussion on
the Kastenberg–Chambré model and further references see [2,3].
It is important for the practical applications of the model to understand the dynamics of the
system, and particularly under what choice of the parameters the system evolves towards a (de-
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what choice of the parameters there exists a nontrivial periodic solution and a (compact) global
attractor. It turns out that, even if the system depends on 5 parameters, its behavior is decided by
the positivity of λ1 − a, as one may expect from (RD1), and of cbd − a + λ1. Here λ1 > 0 is the
first eigenvalue of − with homogeneous Dirichlet boundary conditions in L2(Ω).
More precisely, concerning the existence of periodic solutions, we prove the following:
Theorem 1.1. The system (RD) admits a nontrivial positive periodic solution if and only if a > λ1
and cb
d
− a + λ1 > 0.
The dynamics of the system is considered in the following theorem, which guarantees sufficient
and necessary conditions for the vanishing of the solutions and for the existence of a compact
attractor.
Theorem 1.2. The system (RD) with smooth initial conditions u0, v0  0, u0 = 0 and homo-
geneous Dirichlet boundary conditions admits a unique solution in [0,+∞). Such solution
converges to 0 if and only if a  λ1. If cbd − a + λ1 > 0, then the system (RD) admits a com-
pact attractor in L2(Ω). If cb
d
− a + λ1  0, then the L2(Ω) norm of the solution diverges to
infinity.
The results presented in this paper strongly relate the behavior of the elliptic and the parabolic
system. Indeed we prove that the absence of nontrivial positive periodic solutions corresponds
either to the case when the trivial solution is also a global attractor or the case when all solutions
are unbounded, depending on the value of cb
d
−a+λ1. On the other hand, if (at least) a nontrivial
positive periodic solution exists, then the system admits a nontrivial compact global attractor.
2. Proof of Theorem 1.2
Let Ω be a bounded, open and regular subset of RN . Let {λi}i=1,2,... be the eigenvalues of
− :L2(Ω) → L2(Ω) with homogeneous Dirichlet boundary conditions and let {ei}i=1,2,... be
the L2(Ω) normalized eigenfunctions. Let ‖ · ‖ denote the H 10 (Ω) norm and | · |p denote the
Lp(Ω) norm. We make repeated use of the following comparison principle, which is a special
case of Theorem 3 in [3, p. 123].
Lemma 2.1. Let Ω ⊂ RN , let F : Ω × R be continuous with continuous derivative with respect
to the second variable and let u,v ∈ C2,1(Ω × [0, T ]). If
(1) u(x,0) v(x,0) for all x ∈ Ω ,
(2) u(x, t) = v(x, t) = 0 for all t  0 and all x ∈ ∂Ω ,
(3) ut (x, t) − u(x, t) + F(x,u) vt (x, t) − v(x, t) + F(x, v) for all t  0 and all x ∈ Ω ,
then either u ≡ v or u(t, x) < v(t, x) for all t > 0 and all x ∈ Ω .
The following preliminary lemma is a direct consequence of Theorem 1 in [3, p. 111].
Lemma 2.2. There exists T ∈ (0,+∞] such that problem (RD) has a unique smooth solution
in [0, T ). Furthermore, if T is maximal and T < +∞, then limt→T −(|u(t)|∞ +|v(t)|∞) = +∞.
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Lemma 2.3. If {u(t, x), v(t, x)} is a solution of problem (RD) in [0, T ], then u(t, x)  0 and
0 v(x, t)M = max{maxv0, c/d} for all t ∈ [0, T ] and all x ∈ Ω .
Proof. 1. u(t, x) 0. Let u− = min{0, u}. Multiplying the first equation by u− and integrating
over Ω we get
1
2
d
dt
∫
Ω
(u−)2 +
∫
Ω
|∇u−|2 =
∫
Ω
u(a − bv)u−  C
∫
Ω
(u−)2,
and since u−(0) = 0, by Gronwall’s lemma u−(t) = 0 for all t  0.
2. v(x, t)  0. We apply Lemma 2.1. More precisely, we compare v(x, t) with the function
w(x, t) = 0; since u(x, t) 0, the comparison principle applies.
3. v(x, t)M . For all t ∈ [0, T ], multiply the second equation of (RD) by v¯ = max(0, v−M),
integrate over Ω and recall that (c − dv)v¯  0. We get
1
2
d
dt
∫
Ω
v¯2 +
∫
Ω
|∇v¯|2 =
∫
Ω
u(c − dv)v¯ − e
∫
Ω
vv¯ −e
∫
Ω
vv¯  0,
and since, v¯(x,0) = 0, Gronwall’s lemma yields v¯(x, t) = 0. 
Lemma 2.4. The solution {u(t, x), v(t, x)} provided by Lemma 2.2 is defined in [0,+∞) and
‖u(t, ·)‖∞ < +∞ for all t ∈ [0,+∞).
Proof. Lemmas 2.2 and 2.3 guarantee the existence of a regular positive local solution. As-
sume that the maximal existence time is T < +∞. Then by Lemmas 2.2 and 2.3 we have
limt→T − ‖u(t)‖∞ = +∞. This leads to a contradiction. Indeed, let w(x, t) be the (smooth and
defined for all t  0) solution of the (linear) equation wt − w − aw = 0 with initial condi-
tion w(0) = u0 and homogeneous Dirichlet boundary conditions. Since v(x, t) 0, Lemma 2.1
yields u(x, t)w(x, t). 
Lemma 2.5. If {u(t, x), v(t, x)} is a solution of problem (RD) in [0,+∞), then there exists t0  0
such that |v(x, t)| c/d for all t  t0 and all x ∈ Ω .
Proof. If maxv0  c/d , then the result is provided by Lemma 2.3. Otherwise, choose K > 0
such that v0  c/d +Ke1 and let f : [0,+∞) → [0,+∞) be a differentiable function satisfying
f (0) = 1,
f ′(t) + (λ1 + e)f (t) + ce
dK
 0
and f (t) = 0 for large t . Since λ1 + e > 0 and cedK > 0, such function exists. We compare v(x, t)
with the function w(x, t) = c/d + Ke1(x)f (t). A direct computation shows that
wt − w − u(c − dw)− ew  0,
therefore by Lemma 2.1 we have v(x, t)w(x, t) for all x ∈ Ω and all t ∈ [0, T ]. 
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in L2(Ω) as t → +∞.
Proof. Multiplying the first equation by u and integrating over Ω we get
1
2
d
dt
|u|22 + |∇u|22 =
∫
Ω
(a − bv)u2  a|u|22,
therefore
d
dt
|u|22 + 2(λ1 − a)|u|22  0
and by Gronwall’s lemma
|u|22  |u0|22 e−2(λ1−a)t . (2.1)
Multiplying the second equation by v and integrating over Ω we get
1
2
d
dt
|v|22 + |∇v|22 + e|v|22 =
∫
Ω
u(c − dv)v  c
∫
Ω
uv
and, if m = min{λ1, e} and σ > 0
1
2
d
dt
|v|22 + m|v|22 
c2
σ
|u|22 + σ |v|22.
Choose σ = m/2. We have
d
dt
|v|22 + m|v|22 
2c2
m
|u|22 
2c2
m
|u0|22 e−2(λ1−a)t .
Set α = −2(λ1 − a). By Gronwall’s lemma we have
|v|22  |v0|22e−mt +
2c2
m
|u0|22
t∫
0
e−αt e−m(t−τ) dτ
= |v0|2e−mt + 2c
2
m
|u0|22
e−αt − e−mt
m − α ;
this concludes the case a < λ1.
If a = λ1, note that
1
2
d
dt
|u|22 + |∇u|22 − λ1|u|22 = −b
∫
vu2,Ω
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2b
∞∫
0
∫
Ω
vu2  |u0|22.
Let u(t) = u1(t)e1 + u˜(t), where u˜(t) is orthogonal to e1 for all t . Projecting (RD1) on the first
eigenspace we have
u′1(t) + b
∫
Ω
vue1 = 0
and
b
∞∫
0
∫
Ω
uve1  u1(0),
therefore u1(t) is not increasing,
∫
Ω
uve1 ∈ L1([0,+∞)) and, since u1(t) > 0, then
limt→∞ u1(t) = u∞1  0. Multiply the first equation by u˜ and integrate over Ω to get
1
2
d
dt
|u˜|22 + |∇u˜|22 − a|u˜|22 + b
∫
Ω
vuu˜ = 0,
1
2
d
dt
|u˜|22 + (λ2 − λ1)|u˜|22 + b
∫
Ω
vu(u − u1e1) 0,
1
2
d
dt
|u˜|22 + (λ2 − λ1)|u˜|22  b
∫
Ω
vu(u1e1 − u) bu1(0)
∫
Ω
vue1.
Since λ2 > λ1 and
∫
Ω
uve1 ∈ L1([0,+∞)), then limt→∞ |u˜|2 = 0 and limt→∞ |u|2 = u∞1 . Let
v(t) = v1(t)e1 + v˜(t), where v˜(t) is orthogonal to e1 for all t . Projecting (RD2) on the first
eigenspace we have
v′1(t) + (λ1 + e)v1(t) = cu1(t) − d
∫
Ω
uve1,
which implies
lim
t→∞v1(t) =
cu∞1
λ1 + e .
Multiply the second equation by v˜ and integrate over Ω to get
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2
d
dt
|v˜|22 + |∇v˜|22 + e|v˜|22 = c
∫
Ω
u˜v˜ − d
∫
Ω
vuv˜  c
∫
Ω
u˜v˜ + dv1(t)
∫
Ω
vue1
 1
2
(λ1 + e)|v˜|22 + C1|u˜|22 + C2
∫
Ω
vue1.
Since |u˜|2 → 0 and
∫
Ω
uve1 ∈ L1([0,+∞)) we conclude that |u˜|2 → 0 and
∣∣∣∣v − cu
∞
1
λ1 + e e1
∣∣∣∣
2
→ 0.
This, together with the fact that
∫
Ω
uve1 ∈ L1([0,+∞)) and
∫
Ω
vue1 → cu
∞
1
λ1 + e |e1|
3
3
imply that u∞1 = 0 and concludes the proof. 
It is clear that, when a > λ1, the trivial solution is unstable (see also the proof of Proposi-
tion 2.8), therefore the nonlinear part of the equation is essential in order to have an absorbing
set and requires an ad hoc procedure.
Lemma 2.7. If cb
d
− a + λ1 > 0, then system (RD) admits an absorbing set in H 10 (Ω).
Proof. Set z = b
d
v − u. The system (RD) becomes
{
ut − u = au − bu(u + z),
zt − z = (cb/d − a − e)u − ez. (2.2)
Let z− = min{0, z}; since 0  u = b
d
v − z and by Lemma 2.3 ‖v‖∞ < 2c/d for large t , then
there exists an absorbing set in Lp(Ω) for u if and only if there exists an absorbing set in Lp(Ω)
for z−. Fix β  1, multiply the second equation of (2.2) by (−z−)β  0 and integrate by parts to
obtain
1
β + 1
d
dt
|z−|β+1β+1 +
∫
(−z)(−z−)β + e|z−|β+1β+1 = −(cb/d − a − e)
∫
u(−z−)β . (2.3)
By Hölder inequality
0
∫
u(−z−)β  |u|β+1|z−|ββ+1.
Since λ1|u|2  ‖u‖, then
λ1
∫
uβ+1 
∫ ∣∣∇(uβ+12 )∣∣2 =
(
β + 1
2
)2 ∫
uβ−1|∇u|2 = (β + 1)
2
4β
∫
(−u)uβ,Ω Ω Ω Ω
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1
β + 1
d
dt
|z−|β+1 +
(
4λ1β
(β + 1)2 + e
)
|z−|β+1 + (cb/d − a − e)|u|β+1  0.
If cb/d − a − e 0, then |z−|β+1 vanishes exponentially and system (RD) admits an absorbing
set in Lp for all p  2. If cb/d − a − e < 0, since |u|β+1  C + |z−|β+1, then
1
β + 1
d
dt
|z−|β+1 +
(
4λ1β
(β + 1)2 +
cb
d
− a
)
|z−|β+1 C,
therefore there exists an absorbing set in Lβ+1(Ω) for z− (and for the system (RD)) for all β
such that 4λ1β
(β+1)2 + cbd −a > 0. Since cbd −a+λ1 > 0, then there exists an absorbing set in Lp(Ω)
for z (and u) for all p in a right neighborhood of 2.
If we multiply (2.2) by (u, z) and integrate over Ω we get
⎧⎪⎪⎨
⎪⎪⎩
d
dt
|u|22 + ‖u‖2  a|u|22,
d
dt
|z|22 + ‖z‖2  |cb/d − a − e||u|2|z|2
(2.4)
therefore, for all r > 0 there exists C such that for large t
t+r∫
t
‖u‖ C and
t+r∫
t
‖z‖ C. (2.5)
If we multiply (2.2) by (−u,−z) and integrate over Ω we get
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
d
dt
‖u‖2 + |u|22 = a‖u‖2 + b
∫
Ω
u(u + z)u,
d
dt
‖z‖2 + |z|22 = −(cb/d − a − e)
∫
Ω
uz − e‖z‖2.
(2.6)
The second equation yields
d
dt
‖z‖ + e‖z‖C‖u‖. (2.7)
By the first inequality of (2.5) and the uniform Gronwall’s lemma we infer that there exists an
absorbing set in H 10 (Ω) for z. By Hölder inequality, recalling that 0 v(x, t) = d/b(u(x, t) +
z(x, t)) c/d for all x ∈ Ω and all large t and that there exists an absorbing set in L2(Ω) for u,
we have
∫
u(u + z)uC|u|2|u|2  C|u|2. (2.8)Ω
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d
dt
‖u‖2 + |u|2
(|u|2 − C) a‖u‖2. (2.9)
Since |u|2  c‖u‖, by (2.5) and the uniform Gronwall’s lemma we infer that there exists an
absorbing set in H 10 (Ω) for u as well. 
We point out that, under the assumptions of Lemma 2.7, the attractor is nontrivial:
Proposition 2.8. If a > λ1, then the compact attractor is nontrivial.
Proof. If a > λ1, then the trivial solution is unstable, because the projection on the first eigen-
function of the linearization of the system at 0 is
{
u′1 = (a − λ1)u1,
v′1 = cu1 − (e + λ1)v1. 
Lemma 2.9. If cb
d
− a + λ1  0, then there exists α, t0 > 0 such that αe1  u(t) and αe1  v(t)
for all t  t0.
Proof. By Lemma 2.5 there exists t0 such that v(x, t) c/d for all x ∈ Ω and all t  t0. Since
cb
d
− a + λ1  0, we have bv(x, t)  a − λ1 for all x ∈ Ω and all t  t0. For convenience,
renormalize e1 so that max e1 = 1 and assume t0 > 0. By the strong maximum principle there
exists α > 0 such that αe1  u(t0), and a direct computation shows that the function y(x, t) =
αe1(x) satisfies
yt − y − ay + byv  0.
It follows that Lemma 2.1 applies and αe1  u(t) for all t  t0.
Let β(t) = αc2(λ1+e) (1 − e−(λ1+e)t ) and w = β(t)e1. Choosing a smaller α, if necessary, we
may assume that β(t)  c/2d for all t  t0. Again by a direct computation we see that for all
t  t0
β ′(t) + (λ1 + e)β(t) + α
(
dβ(t) − c) 0,
and since 0 = β(0)e1  v(0), then Lemma 2.1 yields β(t)e1  v(t) for all t  t0. 
Lemma 2.10. If cb
d
− a + λ1 < 0, then there exist c1, c2, t0 > 0 such that u1(t) := (u(t), e1)
satisfies u1(t) c1ec2t − c2 for all t  t0. If cbd − a + λ1 = 0, then there exist c1, c2, t0 > 0 such
that u1(t) c1t − c2 for all t  t0.
Proof. Projecting on the first eigenspace the system (RD), we infer that
u′1 +
(
λ1 − a + cb
)
u1 = b
(
v′1 + (λ1 + e)v1
)
d d
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u1(t) − u1(0) =
(
λ1 − a + cb
d
) t∫
0
u1 + b
d
(
v1(t) − v1(0)
)+ (λ1 + e)
t∫
0
v1.
Since by Lemma 2.9 v1 is eventually larger than αc4(λ1+e) , then u1(t) grows exponentially (if
λ1 − a + cbd < 0) or at least linearly with t (if λ1 − a + cbd = 0). 
Theorem 1.2 follows from Lemmas 2.4, 2.6, 2.7 and 2.10.
3. Proof of Theorem 1.1
First, we provide two lemmas concerning the nonexistence of stationary solutions. Such re-
sults may be inferred from Lemmas 2.6 and 2.10, but we think that the simplicity of the direct
proofs casts some additional light on the system. Consider the following elliptic system:
{−u = au − buv,
−v = cu − duv − ev, (3.1)
Lemma 3.1. The system (3.1) does not admit weak nontrivial positive solutions if a  λ1.
Proof. For all u,v ∈ H 10 (Ω), v  0, v = 0 we have
∫
Ω
|∇u|2 + bvu2 
∫
Ω
|∇u|2  λ1
∫
Ω
u2.
If u = αu1, then
∫
Ω
|∇u|2 − λ1u2 = 0 and
∫
Ω
bvu2 > 0, while if u = αu1, then
∫
Ω
|∇u|2 −
λ1u2 > 0 and
∫
Ω
bvu2  0, therefore
∫
Ω
|∇u|2 + bvu2 − λ1u2 > 0.
Let (u, v) be a nontrivial positive solution of (3.1). If we multiply the first equation by u and
integrate over Ω , we get
∫
Ω
|∇u|2 + bvu2 − au2 = 0,
therefore a > λ1. 
Lemma 3.2. The system (3.1) does not admit weak nontrivial positive solutions if cb −a+λ1  0.d
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Eqs. (3.1) on the first eigenspace we have equations
{
(a − λ1)u1 = b〈uv, e1〉,
(−e − λ1)v1 + cu1 = d〈uv, e1〉
which imply
(
a − λ1 − cb
d
)
u1 = b
d
(−e − λ1)v1.
Since b
d
(e + λ1) > 0, then cbd − a + λ1 > 0 as well. 
Lemma 3.3. If a > λ1 and cbd − a + λ1 > 0, then the system (RD) admits a nontrivial positive
periodic solution.
Proof. By Theorem 1.2 and Proposition 2.8, the system (RD) admits a nontrivial compact at-
tractor. Choose any point (u0, v0), u0 = 0, belonging to the attractor as initial condition. By
definition of attractor, the trajectory cannot leave a compact set, therefore it must converge to a
periodic, possibly stationary, trajectory. 
Theorem 1.1 follows from Lemmas 3.2 and 3.3.
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