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1. Einleitung
In den letzten Jahren wurde die klassische Biologie, profitierend vom Fortschritt der Mess-
und Analysemethoden, um neue Zweige erweitert. Diese gewinnen stetig an Beachtung und
bilden den Schwerpunkt großer Forschungsprojekte. Eine herausragende Stellung nimmt
hier die Systembiologie ein.
Dieser Forschungsbereich strebt danach, die verschiedenen Mechanismen, wie sie in leben-
den Zellen und Geweben vorkommen, quantitativ zu erfassen und deren Zusammenha¨nge
mathematisch abzubilden sowie statistisch zu modellieren. Das Ziel dieser Bestrebungen
ist es das Versta¨ndnis der untersuchten Strukturen zu vertiefen. Dabei sollen schrittweise
erst einzelne Zellen dann Gewebe und schließlich ganze Organismen realita¨tsnah simu-
liert werden ko¨nnen. Auf diese Weise ko¨nnten, auf lange Sicht, in silico Experimente die
Kosten und Risiken bei klinischen Studien deutlich reduzieren und vielleicht sogar klas-
sische Experimente mit Beteiligung von Menschen oder Tieren ganz ersetzen. Bis dieses
Ziel jedoch erreicht werden kann, mu¨ssen noch viele offene Fragen gekla¨rt werden. So man-
gelt es beispielsweise an zuverla¨ssigen Methoden, um aus einer Menge von potentiellen
Reaktionspartnern in einer Zelle diejenigen zu identifizieren, welche gewo¨hnlich nicht mit-
einander interagieren, bei Vorliegen bestimmter Bedingungen oder a¨ußerer Reize jedoch
ihr Reaktionsverhalten a¨ndern und in Interaktion treten. Derartige A¨nderungen ko¨nnen
fu¨r die Zelle und das betroffene Gewebe mitunter drastische Konsequenzen haben und den
U¨bergang von Normalzustand zu Krankheit erkla¨ren. Ein Verfahren, welches aus beobach-
teten Daten diese identifizieren ko¨nnte, wa¨re von großem Nutzen. In Rahmen dieser Arbeit
werden Probleme aus diesem Themenfeld aufgegriffen und Lo¨sungsvorschla¨ge pra¨sentiert.
Insbesondere wird dabei auf die Modellierung von Interaktionen zwischen Objekten des
biochemischen Stoffwechsels als Netzwerke eingegangen.
Das Konzept der Netzwerkinferenz, d.h. komplexe Systeme als Netzwerke zu beschreiben,
um sie so zu vereinfachen und in der Folge besser untersuchen und begreifen zu ko¨nnen, ist
weit verbreitet. In der Systembiologie kommt es z.B. bei der Erforschung des Metabolis-
mus (Stower, 2014), der Homo¨ostase (Donghyeon et al., 2013), der Morphogenese (Rabus
et al., 2014) oder der Signalu¨bertragung (Madhamshettiwar et al., 2012) zur Anwendung.
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Zunehmend wird es aber auch abseits der Naturwissenschaften mit großen Erfolg einge-
setzt. Man verwendet es beispielsweise in der Meinungsforschung, um die Faktoren, die
zu einem bestimmten Urteil/Kaufentscheidung fu¨hren, zu sortieren, in der Betriebswirt-
schaftslehre, um Einflu¨sse auf den Markt zu beurteilen sowie in der Logistik zur Kontrolle
von Waren- und Personenstro¨men (Armbruster et al., 2005; Newman, 2010; Jackson, 2010;
Becker et al., 2013).
Der Begriff Netzwerkinferenz umfasst zwei Aspekte. Einerseits ist darunter die Analyse ge-
gebener Netzwerkstrukturen gemeint (Brandes und Erlebach, 2005), wie zum Beispiel die
Suche nach zentralen Knoten in sehr großen Systemen, oder die Bestimmung von Teilen ei-
nes Netzwerks mit bestimmten Eigenschaften. Anderseits beschreibt der Begriff Netzwerk-
inferenz auch die Rekonstruktion unbekannter Netzwerkstrukturen aus Beobachtungen. In
dieser Arbeit wird der zweite Aspekt adressiert.
Als Ausgangspunkt dienen hierbei statistische Modelle in ihrer allgemeinen Form. For-







M, A, P), dabei steht (M, A) fu¨r einen Messraum, (Pϑ)ϑ∈Θ
fu¨r eine Familie von Wahrscheinlichkeitsverteilungen und P fu¨r eine Menge von Wahr-
scheinlichkeitsverteilungen. Vereinfacht ausgedru¨ckt beschreiben statistische Modelle den
Zusammenhang zwischen Variablen. Die Beschreibung kann sowohl die Art als auch die
Sta¨rke des Zusammenhanges wiedergeben. Netzwerke sind eine spezielle Form statisti-
scher Modelle. Hier ist die Interaktionsstruktur der Zufallsvariablen ein wichtiges, oft so-
gar das Hauptziel der Analyse. Im Gegensatz zum allgemeinen Fall gibt es bei der Netz-
werkinferenz im Vorhinein keine Abgrenzung zwischen beziehungsweise keine Festlegung
von Einfluss- und Zielvariablen, wie das beispielsweise in klassischen Regressionsmodellen
(y = β0 + β1x1 + β2x2 + . . .) mit einer abha¨ngigen Variablen (y) und einer oder mehreren
unabha¨ngigen Variablen (x1, x2, . . .) der Fall ist. In einem Netzwerk N kann eine Variable
beide Rollen einnehmen. So ha¨ngt im Netzwerk, welches in Abbildung 1 links abgebildet ist,
X3 von X1 ab, beeinflusst aber selbst wiederum X4. Sowohl im parametrischen als auch im





N∈N bzw. P˜ aus
(
M, A, P)N∈N. Dabei ist N die Menge
aller Netzwerke. Die Wahl der Modellklasse ist nicht unproblematisch. Wenn genu¨gend
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Vorwissen u¨ber das untersuchte System vorliegt, so dass ein zutreffendes Annahmengeru¨st
aufgestellt werden kann, um ein parametrisches Modell zu untermauern, ist ein solches
meist deutlich effizienter. Im Falle, dass nur wenig u¨ber das untersuchte System bekannt
ist, haben sich nichtparametrische Ansa¨tze bewa¨hrt, da hier das Spektrum der u¨berpru¨ften
Modelle nicht beschra¨nkt wird. So ko¨nnen beispielsweise die Parameter, welche das Netz-
werkmodell spezifizieren, frei variieren und mu¨ssen nicht wie in parametrischen Modellen
aus einer fest vorgegebenen Verteilungsfamilie stammen.
Innerhalb der Methoden zur Rekonstruktion unbekannter Netzwerkstrukturen wird
zwischen statischen Methoden zur Analyse von festen Zeitpunkten und dynamischen
Methoden zur Analyse von Zeitreihen, bestehend aus aufeinander folgenden Zeitpunkten
(t1, . . . , tT), unterschieden (vergleiche Abbildung 1, rechts). Die dynamischen Methoden









Klasse geho¨ren. Es gibt zwar partielle U¨berschneidungen in den angewandten
Konzepten zwischen den statischen und den dynamischen Methoden, dennoch sind diese
nicht austauschbar und mu¨ssen problemspezifisch gewa¨hlt werden.
X1 → X2 X4
↘ ↗ ↑
X3 X5













Abbildung 1: Schematische Darstellung eines statischen Netzwerks mit fu¨nf Variablen
(X1, . . . , X5) (links) und eines dynamischen Netzwerks mit drei Variablen und
drei Zeitpunkten (t1, . . . , t3) (rechts).
Die Algorithmen zur Bestimmung von N sind sehr vielfa¨ltig, haben aber gemeinsam, dass
die Scha¨tzung mittels Optimierung einer geeigneten Funktion L(N|ϑ,Daten), welche fu¨r
zutreffende N extreme Werte annimmt, erfolgt. Einige prominente Vertreter aus dem Be-
reich der dynamischen Netzwerke sind dynamische Bayessche Netzwerke (Friedman et al.,
1998; Grzegorczyk et al., 2008; Mazur et al., 2009), dynamische Petri-Netze (Hardy und
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Robillard, 2008; Sackmann et al., 2006) sowie gewo¨hnliche, partiell lineare und stochasti-
sche Differentialgleichungen (Chen et al., 1999; Mazur et al., 2009). Einen breiten U¨berblick
sowie eine Besprechung der dynamischen Netzwerkinferenzmethoden bieten folgende Ar-
tikel der Fachliteratur: de Jong H. (2002); Markowetz und Spang (2007) sowie Zhao und
Qiao (2013). Die fu¨r diese Arbeit formulierten Fragestellungen und Zielsetzungen bedin-
gen eine Fokussierung auf Methoden, die im systembiologischen Kontext fu¨r die Inferenz
von Netzwerken aus statischen Daten konzipiert wurden. Aus diesen Grund werden sie im
Kapitel 2 eingehend besprochen.
Diese Arbeit thematisiert neben der Bestimmung der Interaktionsstruktur innerhalb
eines Netzwerkes als eine der ersten auch den Aspekt der
”
vermischten Daten“.
Diese Umschreibung meint das Problem, dass die betrachteten biochemischen Vorga¨nge
im organischen Gewebe, zwischen und innerhalb der Zellen, sich mit hoher zeitlicher und
ra¨umlicher U¨berlappung abspielen. Damit kann nicht ausgeschlossen werden, dass auch
bei Verwendung der empfindlichsten gegenwa¨rtig verfu¨gbaren Messtechnik Werte von z.B.
kranken und gesunden Zellen in einem Datensatz unerkannt nebeneinander vorliegen. Mo-
delle, die aus einer solchen inhomogenen Grundlage abgeleitet werden, sind mit einer hohen
Wahrscheinlichkeit verzerrt und fu¨r keine der beiden Gruppen passend. Sa¨mtliche darauf
aufbauende Analysen unterliegen starker Unsicherheit. Dieses Problem ist in der Statistik,
in seiner allgemeinen Form, als Problem der latenten Variablen zwar bekannt, im Zusam-
menhang mit Netzwerken aber kaum thematisiert worden. Bisherige Lo¨sungsansa¨tze be-
ruhen u¨berwiegend auf verschiedenen Formen der Datenvorverarbeitung mit dem Schwer-
punkt auf Verfahren aus dem Bereich der Clusteranalyse. Dabei werden die Rohdaten vor
der eigentlichen Netzwerkscha¨tzung in Cluster aufgeteilt. Eine etwas elegantere Methode
dem Vermischungsproblem zu begegnen ist das parallele Verwenden mehrerer Modelle. So
ko¨nnte ein Modell die gesunden, ein zweites Modell die kranken Zellen behandeln und beide
in Kombination die Gesamtpopulation beschreiben. Diese Art von statistischen Modellen,
welche Variablen aus mehreren Grundgesamtheiten behandeln, nennt man Mischungsmo-
delle. Hierbei muss die Wahrscheinlichkeit, dass die Beobachtung aus einer bestimmten
Grundgesamtheit stammt, oder, um bei dem Beispiel zu bleiben, die Wahrscheinlichkeit,
dass eine kranke bzw. eine gesunde Zelle vorliegt, ebenfalls modelliert werden. Alle die-
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se Verfahren erfordern jedoch, dass die Clusteranzahl bzw. die Anzahl der Modelle vor
der Berechnung festgelegt wird. Das stellt ein Problem dar, da diese unbekannt ist und
der Anwender somit gezwungen ist, Vorwissen einzubringen, welches nur in den seltensten
Fa¨llen zur Verfu¨gung steht. Wird mit einer nicht zutreffenden Anzahl von im Datensatz
vorkommenden Gruppen gearbeitet, ist eine korrekte Zuordnung nicht mehr mo¨glich und
die Analyseergebnisse sind unweigerlich verfa¨lscht. Die in den sechziger Jahren bekannt ge-
wordene Hierarchische Clusteranalyse nach Ward (1963) kann diesen Nachteil zwar etwas
abschwa¨chen, hier ko¨nnen verschiedene Clusterzahlen ohne eine neue Berechnung auspro-
biert werden, das grundlegende Problem, die manuelle Festlegung der finalen Clusteranzahl
fu¨r die weitere Analyse, ist jedoch noch vorhanden.
In dieser Arbeit wird eine Alternative zur bisherigen Modellierung vorgeschlagen. Dieser
neue, Entmischung genannte, Ansatz gruppiert die Datenpunkte, zum Beispiel Zellen, an-
hand ihrer Interaktionsstruktur und bestimmt automatisch die Clusteranzahl. Dabei sind
die Scha¨tzung der Clusteranzahl und die der Netzwerkstruktur (N ) miteinander verfloch-









Dateni∗∗ = ∅, fu¨r i∗ 6= i∗∗. In dieser Arbeit
erfolgt die Partitionierung des Datensatzes mittels Methoden aus der Bayesschen Nicht-
parametrik (Ghosh und Ramamoorthi, 2003). Insbesondere kommen der Dirichlet-Prozess
sowie der Pitman-Yor-Prozess zum Einsatz. Die zur Beru¨cksichtigung der verschiedenen
Teildatensa¨tze notwendige Flexibilita¨t des Modells wird durch das Zuru¨ckgreifen auf das
Konzept der Mischmodelle gewa¨hrleistet (Antoniak, 1974).
Nach einer allgemeinen Einfu¨hrung in das Gebiet der Netzwerkinferenz mit einer U¨bersicht
der wichtigsten statischen Methoden im zweiten Kapitel werden im dritten Kapitel die fu¨r
diese Arbeit zentralen statistischen Verfahren beschrieben. Dabei wird sowohl auf bereits
bekannte als auch auf im Rahmen dieser Arbeit neu entwickelte Verfahren eingegangen.
Unter anderem wird ein neuer Aspekt des Umgangs mit Netzwerken aufgegriffen und
ein Verfahren fu¨r die Clusterung von Netzwerken vorgestellt. Im vierten Kapitel wird
die Leistungsfa¨higkeit der zuvor erarbeiteten Methoden im Rahmen einer Simulations-
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studie untersucht und mit Referenzmethoden verglichen. Das sechste Kapitel behandelt
die Untersuchung des als mating pathway bekannten Stoffwechselweges in der Hefe, bei
dem die neu entwickelten Verfahren mit Erfolg zur Anwendung kommen. Die Messungen
des Stoffwechselweges liegen, aufgrund einer technischen Beschra¨nkung, jedoch nicht in
der beno¨tigten Auflo¨sung vor. Deshalb mu¨ssen diese zuvor analysiert werden. Zu diesen
Zweck wird im fu¨nften Kapitel ein Scha¨tzer entwickelt, der eine deutliche Verbesserung
der ga¨ngigen Analysepraxis dieser Art von Daten darstellt. Abschließend folgt das siebte
Kapitel mit Diskussion und Ausblick.
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2. U¨berblick u¨ber die statistischen Methoden der
Netzwerkinferenz
Im ersten Teil des folgenden Kapitels werden die fu¨r das Versta¨ndnis der Arbeit essen-
tiellen Begriffe kurz erkla¨rt. Die eingefu¨hrten Abku¨rzungen und Notationen ko¨nnen auf
Seite 136 im Stichwortverzeichnis nachgeschlagen werden. Dem folgt ein U¨berblick der in
der Systembiologie ga¨ngigen Methoden fu¨r die Inferenz statischer Netzwerke.
2.1. Grundlegende Definitionen
Der Begriff Netzwerk ist im Sprachgebrauch mehrfach belegt. In dieser Arbeit wird
darunter das statistische Modell einer Interaktionsstruktur fu¨r eine fest definierte Men-
ge von Objekten verstanden. Dieses umfasst grundsa¨tzlich die Darstellung des Netzwerks
als Graph. Ist im vorliegendem Text von einem biomolekularen oder biochemischen Netz-
werk die Rede, so sind die in der Zelle ablaufenden, teils unbekannten Interaktionen und
biochemischen Prozesse gemeint.
Ein Graph ist definiert als Tupel G = (V,E) aus einer endlichen Menge von Knoten
V (V1, . . . , Vd), welchen eineindeutig Zufallsvariablen X (X1, . . . , Xd) zugeordnet werden
ko¨nnen, und aus einer Menge von Kanten E ⊂ V × V . Es wird zwischen gerichteten und
ungerichteten Kanten unterschieden. Bei einer gerichteten Kante, bezeichnet mit ~Xj∗j, wird
der Knoten Xj∗ vom Knoten Xj beeinflusst. In diesem Fall wird Xj als Nachfahre von Xj∗
und aller weiterer Knoten, die auf Xj weisen, bezeichnet. Die Menge dieser Knoten wird
als Elternmenge paG(Xj), oder abgeku¨rzt pa(Xj), bezeichnet. Hingegen steht
↔
Xj∗j fu¨r
eine ungerichtete Kante. Diese symbolisiert lediglich, dass die Knoten Xj∗ und Xj von
einander abha¨ngen. Fu¨r eine umfassende Einfu¨hrung in dieses Gebiet kann das Buch von
Diestel (2010) herangezogen werden.
Man nennt (V,E) einen gerichteten azyklischen Graphen, ha¨ufig auch nach der eng-
lischen Benennung directed acyclic graph als DAG bezeichnet, falls alle Kanten in E ge-
richtet sind und er keine Kreise entha¨lt, also fu¨r jeden Knoten X∗ ∈ V gilt, dass kein Pfad,
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d.h. eine Folge von gerichteten Kanten, existiert, welche von X∗ ausgeht und dort wieder
hinfu¨hrt. Die Abbildung 2 auf Seite 9 zeigt beispielhaft einen DAG eines (Bayesschen)
Netzwerks.
Bayessche Netzwerke (BN, Pearl (1985)) sind eine besondere Klasse von statistischen
Modellen. Sie bestehen aus einem DAG (G), in dem die Knoten Zufallsvariablen und die
Kanten bedingte Abha¨ngigkeiten zwischen den Variablen repra¨sentieren. Die Wahrschein-
lichkeitsverteilung jedes Knotens Xj wird dabei durch eine bedingte Wahrscheinlichkeits-
verteilung in Abha¨ngigkeit von der Elternmenge paG(Xj) beschrieben. Zudem la¨sst sich
die gemeinsame Verteilung der Knoten analog zu der in dem DAG kodierten Abha¨ngig-
keitsstruktur faktorisieren, so dass p(X1, . . . , Xd) =
∏d
j=1 p(Xj|paG(Xj)) gilt, vergleiche
Abbildung 2. Diese fu¨r die vorliegende Arbeit zentralen Modelle werde in Abschnitt 2.6
eingehend behandelt.
Fu¨r das Bearbeiten von DAGs werden sogenannte Kantenoperationen, im englischen
unter single edge operations gela¨ufig, verwendet. Es wird zwischen dem Entfernen, dem
Hinzufu¨gen oder dem Umkehren einer Kante unterschieden. Im Kontext dieser Arbeit sind
diese Operationen nur dann zula¨ssig, wenn der resultierende Graph wieder ein DAG ist.
Alle DAGs, die durch eine einzige Kantenoperation aus einem DAG* potentiell entstehen
ko¨nnen, werden als Nachbargraphen von DAG* bezeichnet, ihre Menge wird mit MDAG*
notiert.
Als Datenmatrix wird die Matrix X ∈ Rn×d bezeichnet, bestehend aus n ∈ N Be-
obachtungen eines biochemischen Netzwerkes mit d ∈ N Knoten, deren Interaktions-
struktur modelliert werden soll. Die Zeilen von X werden mit x′1, . . . ,x′n notiert, wobei
xi = (xi1, . . . , xid)
′, dabei steht v′ fu¨r die Transponierte eines Vektors v. Damit steht xij
fu¨r die i-te Beobachtung der j-ten Variablen (des j-ten Knotens). Im systembiologischen
Kontext werden Objekte, die miteinander interagieren, ha¨ufig als Spezies bezeichnet.
Ein Allokationsvektor l ∈ Nn×1 gibt fu¨r jede Beobachtung eine Gruppenzugeho¨rigkeit
an. Dabei kann es sich um die wahre Gruppenzugeho¨rigkeit handeln, wenn diese z.B. durch
das Experimentdesign bekannt ist. Er kann aber auch das Ergebnis einer Scha¨tzung wieder-
geben. Diese Gruppen (1, . . . , h, . . . , N) haben je nach Kontext unterschiedliche Interpreta-
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tionen. Im Zuge der spa¨ter in Abschnitt 3.2 beschriebenen nichtparametrischen Bayesschen
Netzwerke stehen die Gruppen fu¨r N Netzwerke, aus denen die Beobachtungen stammen.
Gleichzeitig ist der Allokationsvektor aber auch eine Partitionierung der Beobachtungen,
so dass eine Betrachtung der Gruppen als Cluster sinnvoll ist. Diese werden ebenfalls mit
h indiziert. Auf die jeweilige Verwendung wird im Text hingewiesen.
Eine Adjazenzmatrix A ∈ {0, 1}d×d, auch als Nachbarschaftsmatrix bekannt, ist eine
mathematische Repra¨sentation von Graphen bzw. DAGs.
Der Eintrag Aj∗j = 1 bedeutet, dass Knoten Xj∗ zu der Elternmenge vom Knoten Xj
geho¨rt, wa¨hrend Aj∗j = 0 bedeutet, dass keine Kante vom Knoten Xj∗ zu Knoten Xj
fu¨hrt. (Der umgekehrte Fall ist aber nicht ausgeschlossen.) In Abbildung 2 auf Seite 9 ist







0 0 1 1 0
0 0 1 0 0
0 0 0 0 0
0 0 0 0 0
0 1 0 1 0

p(X1, X2, X3, X4, X5)
= p(X1) · p(X2|X5)
·p(X3|X1, X2)
·p(X4|X1, X5) · p(X5)
Abbildung 2: Graph eines Bayesschen Netzwerkes mit fu¨nf Knoten X1, . . . , X5 mit zugeho¨ri-
ger Faktorisierung der gemeinsamen Verteilung (links) sowie der korrespondie-
renden Adjazenzmatrix A (rechts). Die Elternmenge des Knotens X3 sind die
Knoten X1 und X2, pa(X3) = (X1, X2), die Knoten X1 und X5 haben keine
Eltern.
In den folgenden Abschnitten wird ein U¨berblick u¨ber die wichtigsten Klassen von Netz-
werkinferenzmethoden fu¨r statische Datenstrukturen gegeben.
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2.2. Methoden zur Scha¨tzung der Graphenstruktur, die auf der
Kovarianzmatrix beruhen
Die Interaktionsstruktur in einem Netzwerk anhand der Kovarianzmatrix aufzudecken ist
eine naheliegende Herangehensweise. Dementsprechend geho¨ren diese Verfahren mit zu den
ersten, die bereits Angang der 90er Jahre nicht nur bekannt waren, sondern auch praktische
Anwendung fanden (Simonson und Perahia, 1992). Traditionell werden diese im Zusam-
menhang mit Microarray-Messungen verwendet, in denen die Zahl der betrachteten Gene
deutlich ho¨her als die Zahl der Messwiederholungen ist. Es existieren zahlreiche, auf die
konkreten Experimente angepasste Modifikationen und Abwandlungen der zentralen Me-
chanismen. Einen U¨berblick bieten die Publikationen von Kra¨mer et al. (2009), Tenenhaus
et al. (2010) sowie Stifanelli et al. (2013). Das zugrunde liegende Prinzip soll anhand der
erstgenannten vorgestellt werden.
Sei X ∈ Rn×d die Datenmatrix mit spaltenweise zentrierten Eintra¨gen, so dass der Mittel-
wert von jedem Knoten bei null und die Standardabweichung bei eins liegt. Die Spalten
beschreiben die Gene, die Zeilen die Beobachtungen (die Microarrays). Zur unverzerrten





zuru¨ckgegriffen werden. In Fa¨llen, in denen Σˆ invertierbar ist, kann eine unverzerrte
Scha¨tzung der partiellen Korrelationen zwischen Gen j∗ und j aus
ρˆj∗j = − ωˆj∗j√
ωˆj∗j∗ωˆjj
mit Σˆ−1 = (ωˆj∗j) erhalten werden. Dieser Fall tritt in der Praxis aber nur selten ein und
die inverse Kovarianzmatrix muss gescha¨tzt werden. Scha¨fer und Strimmer (2005) schlagen
dafu¨r einen regularisierten Scha¨tzer
Σˆλ = λTˆ + (1− λ)Σˆ
vor. Dieser besteht aus der zuvor beschriebenen Scha¨tzung von Σˆ und aus der Matrix
Tˆ , einer vereinfachten, restringierten Version von Σˆ. Der Parameter λ ∈ [0, 1] regelt den
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Grad der Regularisierung. Beide Scha¨tzer haben Vorzu¨ge und Nachteile: Σˆ ist zwar er-
wartungstreu, hat aber tendenziell eine hohe Varianz. Tˆ zeichnet sich durch eine geringe
Varianz aus, ist dafu¨r aber verzerrt. Durch die konvexe Kombination entsteht ein regula-
risierter Scha¨tzer, der genauere Ergebnisse (also einen geringeren MSE) erzielt als seine
einzeln angewendeten Komponenten. In das Netzwerkmodell werden diejenigen Kanten
aufgenommen, die zu Knotenpaaren korrespondieren deren Kovarianz einen Schwellenwert
u¨berschreitet. In der Literatur wird 0.2 als Schwellenwert vorgeschlagen.
2.3. Methoden zur Scha¨tzung der Graphenstruktur, die auf partieller
Korrelation oder auf Regressionsverfahren beruhen
Auch in der Methodenklasse zur Scha¨tzung der Graphenstruktur, welche partielle Korrela-
tion oder Regressionsverfahren nutzen, liegt eine große Vielfalt vor. Einen groben U¨berblick
bieten die Publikationen von Kra¨mer et al. (2009); Meinshausen und Bu¨hlmann (2006);
Kalisch und Bu¨hlmann (2007); Banerjee et al. (2008); Wainwright et al. (2007); Kim et al.
(2013) und Ravikumar et al. (2010). Anhand der Publikation von Kra¨mer et al. (2009)
ko¨nnen die hier angewandten Methoden vorgestellt werden.
Sei X , wie im vorigen Abschnitt, die spaltenweise zentrierte Datenmatrix. Ausgangspunkt
fu¨r die Scha¨tzung der Graphenstruktur ist die klassische Kleinste-Quadrate-Scha¨tzung.
Fu¨r jeden der d betrachteten Knoten wird ein lineares Regressionsmodell aufgestellt. Das






j Xj +  , fu¨r j
∗ = 1, . . . , d ,
wobei  fu¨r das unabha¨ngig identisch normalverteilte Rauschen steht. Da die Daten zen-
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(X (\j∗)tX (\j∗))−1X (\j∗)tX (\j∗). (1)
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Dabei ist X (j∗) ∈ Rn die j∗-te Spalte von X und X (\j∗) ∈ Rn×(d−1) steht fu¨r die Matrix X
ohne die j∗-te Spalte. Ferner ist β(j
∗) = (β
(j∗)
























j∗ das gleiche Vorzeichen
haben (vergleiche Kra¨mer et al. (2009)), ist dieser Ausdruck wohldefiniert.
Aufgrund der ha¨ufig auftretenden Situation d  n wird der klassische Ansatz fu¨r
Netzwerkscha¨tzung zur sogenannten regularisierten Regression ausgebaut. Der Kleinste-
Quadrate-Scha¨tzer aus Gleichung 1 wird um einen additiven Strafterm S(β) erweitert, so
dass der Scha¨tzer aus Gleichung 2 mit zuverla¨ssigeren, im Sinne von weniger verzerrten,
Ausgangswerten arbeiten kann.
Hoerl und Kennard (2000) schlagen vor, die Ridge-Regression mit dem Strafterm




zu verwenden. Hingegen schlagen Meinshausen und Bu¨hlmann (2006) den Lasso-Ansatz
vor (Tibshirani, 2011). Hier hat der Strafterm die Form




Der Einfluss des Strafterms kann u¨ber den Parameter λ > 0 beeinflusst werden. Zur
Findung der passenden Einstellung von λ ko¨nnen Kreuzvalidierungsverfahren herange-
zogen werden. Anregungen den Regressionsansatz auszubauen, bieten die Arbeiten von
Zou (2006) oder Zhou et al. (2009) an. Diese regen an fu¨r große Netzwerke mit meh-
reren hundert Knoten mehrstufig vorzugehen. Fu¨r die Aufstellung des finalen Modells
sollen Einflu¨sse von Knoten (βj), welche in den Modellen der Zwischenstufen keinen oder
nur geringen Beitrag zum modellierten Knoten (Xj∗) gezeigt haben, nicht beru¨cksichtigt
werden. Methodisch wird die Verwendung von adaptiven Lasso-Verfahren kombiniert mit
Schwellenwert-Verfahren vorgeschlagen.
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2.4. Methoden zur Scha¨tzung der Graphenstruktur, die auf
Konzepten aus der Informationstheorie beruhen
Die Netzwerkinferenzmethoden, welche auf der Informationstheorie basieren, stellen eine
weitere große Methodenklasse dar (Shoudan, 1998; Butte und Kohane, 2000; Wentao et al.,
2006). Eine der bedeutendsten Gruppen innerhalb dieser sind jene Verfahren, welche die
sogenannte mutual information verwenden. Die elementaren Prinzipien, die hier zur An-
wendung kommen, werden anhand der Arbeiten von Basso et al. (2005) sowie Margolin
und Califano (2007) vorgestellt.
Das Verfahren verwendet die unterschiedlichen Entropien der Spalten von X .




p(Xi) log p(Xi) ,
wobei p(Xi) die diskrete Wahrscheinlichkeit der Auspra¨gung Xi der Variable X darstellt.





verwendet, wobei f(X) fu¨r die Dichtefunktion steht. Die gemeinsame Entropie zweier









i∗) log p(Xi, X
∗
i∗) .
Im stetigen Fall mit gemeinsamer Dichte f(X,X∗) hat die gemeinsame Entropie von X






f(X,X∗) log f(X,X∗)dXdX∗ .
Die mutual information zwischen zwei Variablen X und X∗ ist dann definiert als
IX,X∗ = S(X) + S(X
∗)− S(X,X∗) .
Fu¨r die Scha¨tzung der Entropie schlagen Basso et al. (2005) folgenden Ansatz vor. Unter
Ausnutzung der Eigenschaft, dass die mutual information invariant gegenu¨ber umkehrba-
ren Transformationen ist, kommt die sogenannte copula Transformation (Joe, 1997) zum
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Einsatz. Diese projiziert die = Messungen jedes Knotens auf abstandsgleiche reelle Zahlen
im Intervall [0, 1]. Die transformierte Variable X wird mit X
′
notiert. Die urspru¨ngliche





) zu Konstanten mit dem Wert null. Im Ausdruck IX,X∗ fallen diese Terme somit weg




) bestimmt werden. Basso et al. (2005) empfehlen dafu¨r














wobei i die beobachteten Auspra¨gungen indiziert.
Die Gro¨ßen p(Xi), p(X
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Die optimalen Einstellungen der Gla¨ttungsparameter d1 und d2 ko¨nnen mittels Monte-
Carlo-Simulation bestimmt werden. U¨berschreitet IX,X∗ fu¨r zwei Zufallsvariablen (X,X
∗)
einen bestimmten Schwellenwert, so gelten die korrespondierenden Knoten im Netzwerk-
modell als verbunden. Die Wahl des Schwellenwertes ha¨ngt von der konkreten Situation ab.
A¨hnlich dem Korrelationskoeffizienten misst die mutual information den Grad der stati-
stischen Abha¨ngigkeit zwischen zwei Variablen. Sie hat jedoch den Vorteil, invariant ge-
genu¨ber Umparametrisierungen zu sein. Ferner ist sie genau dann ungleich null, wenn die
Variablen statistisch abha¨ngig sind (Shannon, 1948). Eine der ersten Anwendungen der
mutual information in Zusammenhang mit Netzwerkinferenz ist die Arbeit von Butte und
Kohane (2000), wa¨hrend die Publikation von Margolin et al. (2006) die aktuellen Entwick-
lungen zeigt.
2.5. Methoden zur Scha¨tzung der Graphenstruktur aus der Gruppe
der Petri-Netze
Petri-Netze (PN), benannt nach den Informatiker Carl Adam Petri (Peterson, 1978), sind
ein weit verbreitetes Werkzeug um komplexe, parallel ablaufende Vorga¨nge in gro¨ßeren
Systemen zu beschreiben und zu analysieren. Das urspru¨ngliche Verfahren wurde in zahl-
reichen Varianten und Abwandlungen an neue Probleme angepasst. Beispiele fu¨r aktuelle
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Anwendungen sind die Arbeiten von Ruths et al. (2008), Werhli (2012) und Berestovsky
et al. (2013). Einen guten allgemeinen U¨berblick bieten die Publikationen von Chaouiya
(2007) und Silva (2013). Eine ausfu¨hrliche Besprechung der PN im biologischen Kontext
entha¨lt das Buch von Koch et al. (2011). Aktuell kommen PN vermehrt zum Einsatz, wenn
bei bekannten Netzwerken die Art und die Sta¨rke der Interaktion zwischen den Spezies
erforscht werden soll. PN liefern aber auch bei der Rekonstruktion der Netzwerkstruktur
gute Ergebnisse, wie die Publikation von Ku¨ffner et al. (2010) zeigt, an der sich der folgende
Abschnitt orientiert.
Ein PN ist ein gewichteter, gerichteter, bipartiter Graph. Die Eigenschaft bipartit bedeutet,
dass der Graph aus zwei disjunkten Knotenmengen besteht, wobei die eine die sogenannten
Stellen (places) und die andere die Transitionen (transitions) umfasst. Die zwei Mengen
repra¨sentieren verschiedene Arten von Knoten. In der Systembiologie stehen die Stellen fu¨r
Gene oder Proteine und die Transitionen fu¨r biochemische Reaktionen, welche zwischen
ihnen stattfinden.
Ein PN ist weiter dadurch charakterisiert, dass gerichtete Kanten Stellen und Transi-
tionen verbinden. Eine Kante ist entweder eine Inputkante (Verbindung zwischen einer
Stelle und einer Transition) oder eine Outputkante (Verbindung zwischen einer Transiti-
on und einer Stelle). Es gibt keine direkten Verbindungen von Stelle zu Stelle oder von
Transition zu Transition. Die gerichteten gewichteten Kanten bestimmen nicht nur die
Interaktionspartner, sondern auch die Charakteristika der Reaktion, wie z.B. die Geschwin-
digkeit oder den Verbrauch der reagierenden Spezies.
Der Rekonstruktionsvorgang des Netzwerks erfolgt iterativ gema¨ß dem folgendem Schema:
Initialisiere anhand einer Menge von PN (die Population), welche entweder zufa¨llig oder
basierend auf Expertenwissen erstellt wird.
1. Wa¨hle fu¨r jedes PN in der Population zufa¨llig sogenannte Operationen aus. Diese
a¨ndern entweder die Topologie (durch Entfernen oder Hinzufu¨gen von Kanten) oder
die Art und Sta¨rke der Interaktion (durch Variation der Parameter). Es ist ebenfalls
mo¨glich, a¨hnlich wie bei evolutiona¨ren Algorithmen, Teile verschiedener PN innerhalb
der Population zu kombinieren. Dies beschleunigt die Scha¨tzung deutlich.
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2. Verwende die entstandenen PN, um unter Verwendung der Beobachtungen Referenz-
daten Y ∈ Rn×d zu generieren.
3. Bestimme mit Hilfe der Referenzdaten die Qualita¨t der in Schritt 1 entstandenen
Modelle mittels der Bewertungsfunktion dist(PN) (vergleiche Gleichung 3).
4. Du¨nne die Population der PN aus, so dass nur noch Modelle, die eine bestimmte
Mindestqualita¨t erfu¨llen, in die na¨chste Iteration der Scha¨tzung eingehen.
Wiederhole Schritt 1-4 bis zu einer festgelegten Iterationszahl oder bis keine Verbesserung
mehr erzielt werden kann.
In der Arbeit von Ku¨ffner et al. (2010) wird Schritt 4 durch die Anwendung von simula-
ted annealing erga¨nzt. So kann sichergestellt werden, dass der Raum der mo¨glichen PN
umfassend abgesucht wird und dass das Verfahren lokale Maxima u¨berwinden kann.
Die Bewertungsfunktion dist() basiert auf dem Bravais-Pearson Korrelationskoeffizienten ρ
zwischen dem Vektor der Beobachtungen des j-ten Knotens, enthalten in der j-ten Spalte
von X (X (j)) und dem Vektor der fu¨r diesen Knoten generierten Referenzwerte, enthalten
in der j-ten Spalte von Y (Y (j)). Die Bewertungen der einzelnen Knoten fließen gemittelt







ρ(X (j), Y (j)) · ζj
]2
+ reg · |PN | . (3)
U¨ber den Parameter reg ∈ [0, 1] kann die Komplexita¨t des Modells (Anzahl der Knoten)
im Strafterm beru¨cksichtigt werden. Dies tra¨gt dazu bei, U¨beranpassung zu vermeiden.
Der Vektor ζ ∈ [0, 1]d kann zusa¨tzlich Vorwissen in die Funktion einbringen, zum Beispiel
ob bestimmte Gene hoch- bzw. herabreguliert wurden. Kleine Werte von dist zeigen eine
gute U¨bereinstimmung zwischen den Referenzen und den Beobachtungen an. Dies la¨sst
auf ein zutreffendes Netzwerkmodell schließen.
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2.6. Methoden zur Scha¨tzung der Graphenstruktur basierend auf
Bayesschen Netzwerken
Eine bedeutende Gruppe von Netzwerkinferenzkonzepten fußt auf dem von Pearl (1985)
gepra¨gten Begriff der Bayesschen Netzwerke. Der urspru¨ngliche Ansatz wurde von vielen
Wissenschaftlern, die auf dem Gebiet der Systembiologie forschen, aufgegriffen und in
zahlreichen Varianten eingesetzt. Folgende Publikationen ko¨nnen fu¨r einen U¨berblick her-
angezogen werden: Cooper und Herskovits (1992); Friedman et al. (2000); Needham et al.
(2006); Zhao und Qiao (2013).





ist, welche mit den Knoten eines DAGs
G assoziiert sind (Pearl, 1985). Ein Beispiel fu¨r ein einfaches Bayessches Netzwerk ist in







βj,j∗(Xj∗ − µj∗), σ2j
)
, (4)
mit Kj = {j∗|Xj∗ ∈ paG(Xj)}, wobei µj der nicht bedingte Erwartungswert und σ2j die
nicht bedingte Varianz von Xj sind und βj,j∗ die reellen Koeffizienten darstellen, welche
den Einfluss von Xj∗ auf Xj beschreiben, so wird (p,G) als Gaußsches Bayessches Netzwerk
(GBN) bezeichnet (Geiger und Heckerman, 1994).
Die Analyse eines Datensatzes mit Hilfe von GBN liefert eine Scha¨tzung der Netzwerkstruk-
tur G. Dies geschieht, indem die Likelihood betrachteter Kandidaten-Graphen maximiert
wird, welche im Folgenden, in vereinfachter Form, hergeleitet wird. Das Vorgehen orientiert
sich an Geiger und Heckerman (1994) sowie an Ickstadt et al. (2011). Die in Gleichung
(4) beschriebene Verteilung der Xj ist eine Linearkombination normalverteilter Zufalls-
variablen, die gema¨ß den Eigenschaften der Normalverteilung gemeinsam wieder normal-
verteilt sind. Parametrisiert wird diese durch den Erwartungsvektor µ = (µ1, . . . , µd)
′
und die Pra¨zisionsmatrix M , die Inverse der Kovarianzmatrix. Gema¨ß der Arbeit von
Shachter und Kenley (1989) lassen sich µ und M aus dem System der bedingten Wahr-
scheinlichkeiten (p,G) herleiten. Damit stellen die Parameter µ, σ = (σ21, . . . , σ2d)′ und
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B = (β2, . . . ,βd), mit βj = (βj,1, . . . , βj,j−1), welche ein Gaußsches Bayessches Netzwerk
beschreiben, eine alternative Parametrisierung der multivariaten Normalverteilung dar.
Das Ziel der GBN-Analyse ist die Aufdeckung der Netzwerkstruktur G, die u¨brigen Para-
meter sind im Regelfall von geringem Interesse und werden mittels Integration eliminiert.
Durch die Verwendung konjugierter a priori Verteilungen kann die Berechnung sehr effizient
umgesetzt werden. Ist die betrachtete Verteilung multivariat normal, fa¨llt die Wahl der a
priori Verteilung auf die Normal-Wishart Verteilung. Diese ist von der Form p(µ|M )p(M ),
wobei p(µ|M) eine multivariate Normalverteilung ist und p(M ) die Wishart Verteilung
repra¨sentiert. Die Verteilung der letzteren kann ebenfalls mit den Parametern σ und B
beschrieben werden. Zudem la¨sst sich die Wishart Verteilung faktorisieren, so dass




gilt (Geiger und Heckerman, 1994). Somit lautet fu¨r ein gegebenes G die Likelihood einer
Stichprobe X = x1, . . . ,xn unabha¨ngig identisch multivariat normal verteilter Zufallsva-
riablen X1, . . . , Xd




wobei xi = (xi1, . . . , xid)
′ und MG so gewa¨hlt wird, dass die Struktur der bedingten
Unabha¨ngigkeiten aus G gewahrt bleibt.
Wird µ ausintegriert
(∫ L(µ,MG|x1, . . . ,xn)p(µ|MG)p(MG)dµ), erha¨lt man einen ver-
einfachten Ausdruck, welcher wiederum unter Ausnutzung der Faktorisierbarkeit (Geiger
und Heckerman, 1994) geschrieben werden kann als
L(MG|X ) = L(σ,B)|X ) =
d∏
j=1
L (σ2j ,βj|X (j∪Kj)) ,
wobei X (J ) die Spalten von X mit Indizes in J beschreibt. Dieser la¨sst sich weiter zu der
marginalen Likelihood von G umformen
L(G|X ) =
∫












Der in dieser Arbeit verfolgte Scha¨tzvorgang ist in ein Markov Chain Monte Carlo (MCMC)
Geru¨st eingebettet. Der Raum der mo¨glichen Graphen wird unter Verwendung des von Ma-
digan und York (1995) beschriebenen Verfahrens durchsucht, welches auf den sogenannten
Kantenoperationen basiert. Dahinter stehen drei Mo¨glichkeiten, einen Graphen (DAG)
an einer Stelle zu vera¨ndern, und zwar indem zwischen zwei Knoten eine fehlende Kante
hinzugefu¨gt wird, eine vorhandene entfernt oder eine vorhandene umgedreht wird.
2.7. Diskussion
Ein generelles Ranking der vorgestellten Methodengruppen ist schwierig. In jeder der Grup-
pen findet sich ein Verfahren, welches bei sorgfa¨ltiger Anwendung mit entsprechender pro-
blemspezifischer Anpassung gute Ergebnisse liefert. Dies hat sich bei dem dritten Wettbe-
werb zu Netzwerkinferenz (DREAM3, Dialogue for Reverse Engineering Assessment and
Methods, www.the-dream-project.org) gezeigt. Die Netzwerkinferenzmethoden, welche die
fu¨nf bestplatzierten Teams verwendet haben, geho¨rten unterschiedlichen Gruppen an (Stlo-
vitzky et al., 2007). In die gleiche Richtung deuten auch aktuelle Publikationen hin, in wel-
chen Netzwerkinferenzmethoden verglichen werden, zum Beispiel Villaverde et al. (2013).
Es gibt kein global u¨berlegenes Verfahren. Fu¨r jedes neue Problem, fu¨r jede neue Da-
tenkonstellation wird empfohlen mehrere Alternativen zu betrachten. In den Arbeiten von
Marbach et al. (2010), de Smet und Marchal (2010) oder Altay und Emmert-Streib (2010),
welche aktuelle Netzwerkinferenzmethoden hinsichtlich ihrer Leistungsfa¨higkeit bei unter-
schiedlichen Problemstellungen systematisch vergleichen, wird sogar vorgeschlagen meh-
rere Methoden parallel anzuwenden, um eine
”
community prediction“ zu erhalten. Das
”
community“ Konzept sieht vor unterschiedliche Scha¨tzer beziehungsweise einen Scha¨tzer
unter verschiedenen Konfigurationen auf einen Datensatz anzuwenden, um auf diese Weise
eventuelle Schwa¨chen einzelner auszugleichen und so eine bessere Scha¨tzung zu erhalten.
Im Allgemeinen gilt fu¨r die im Abschnitt 2.5 vorgestellten Petri-Netze, dass sie bei der
Bestimmung der Parameter in einem Netzwerk gute Ergebnisse zeigen. Zudem ermo¨glicht
ihre Struktur, welche neben den Kanten aus zwei Arten von Knoten besteht, zusa¨tzliche
Analysemo¨glichkeiten, die die anderen Inferenzmethoden in diesem Umfang nicht bieten
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(Ku¨ffner et al., 2010). Durch die Manipulation der Transitionen ko¨nnen beispielsweise
a¨ußere Einflu¨sse auf das System untersucht werden. Ein großer Nachteil des Verfahrens
ist aber, dass zur Bestimmung der Anfangspopulation viel Expertenwissen eingebracht
werden muss. Eine Initiierung mit einer Zufallspopulation ist zwar mo¨glich, fu¨hrt aber oft
in eine Sackgasse. Vor allem bei Netzwerken mit vielen Knoten kann eine nicht zutreffende
Population zu einem betra¨chtlichen Anstieg der Rechenzeit fu¨hren.
Fu¨r die auf Korrelation bzw. auf Regressionsverfahren basierenden Methoden aus
Abschnitt 2.3 gilt nach Kra¨mer et al. (2009), dass die Ridge-Regression im Vergleich zu den
Lasso-Verfahren eher konservativ ist. Dies bedeutet, dass erstere bei Netzwerken mit vielen
Verbindungen dazu tendiert viele falsch negative Kanten vorzuschlagen. Umgekehrt erzeu-
gen die Lasso-Verfahren in Netzwerken mit wenigen Verbindungen tendenziell vermehrt
falsch positive Kanten.
Ansa¨tze, welche auf der mutual information aufbauen (vergleiche Abschnitt 2.4), haben den
Vorteil, dass keine Annahmen u¨ber die zu Grunde liegende Verteilung der Knoten getroffen
werden, wie das beispielsweise bei den GBNs oder den Regressionsmodellen der Fall ist.
Ferner sind sie in den meisten Fa¨llen skalierbar, was bedeutet, dass sie auch auf große
Netzwerke mit vielen Knoten bei moderaten Rechenkosten anwendbar sind (Villaverde
et al., 2013). Ein Nachteil dieses Ansatzes ko¨nnte jedoch die Eigenschaft sein, dass die
mutual information immer fu¨r Paare berechnet wird und eine Interaktion, welche zwischen
mehreren Knoten besteht, unter Umsta¨nden nicht erkannt wird. Zudem erlaubt dieser
Ansatz keine Pra¨dikationen.
Die Gruppe der Verfahren, welche prima¨r die Kovarianzmatrix nutzen (Abschnitt 2.2),
ist vorwiegend fu¨r die Auswertung von Microarry Experimenten konzipiert worden. Diese
Verfahren sind in der Lage effizient mit großen Datenmengen umzugehen. Sie sind vor
allem bei der Analyse von Fragestellungen, in denen die Anzahl der Knoten die Anzahl
der Beobachtungen deutlich u¨berschreitet, eine gute Wahl. Problematisch ist aber, dass
tendenziell sehr volle Netzwerke gefunden werden, die Methode also anfa¨llig fu¨r viele falsch
positive Kanten ist.
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Fu¨r die in dieser Arbeit betrachtete Fragestellung hat das Konzept der Bayesschen Netz-
werke die gro¨ßten Vorteile. Diese manifestieren sich vor allem im Hinblick auf die Problema-
tik der vermischten Daten. Das Konzept bietet die Mo¨glichkeit Vorwissen einzubeziehen,
kann aber auch mittels nicht informativer a priori Verteilungen ohne dieses auskommen.
Dies gilt sowohl fu¨r die Netzwerkstruktur als auch fu¨r die im weiteren Verlauf behandel-
te Clusterstruktur der Beobachtungen. Gu¨nstig ist auch die Eigenschaft als Bayessches
Verfahren, selbst mit kleinen Stichproben zuverla¨ssig zu arbeiten, gleichzeitig aber auch
große Datenmengen effizient nutzen ko¨nnen. Ferner bietet die Markov Chain Monte Carlo
gestu¨tzte Netzwerkscha¨tzung Schutz vor U¨beranpassung und hat den Vorzug, dass die
Wahrscheinlichkeit jeder einzelnen Kante u¨berpru¨ft werden kann (vergleiche Abschnitt
3.3.1). Dies ermo¨glicht es auch pra¨diktive Aussagen zu treffen. Keines der anderen Verfah-
ren bietet diese Vorteile.
21
3. Entwickelte und adaptierte Methoden fu¨r
Netzwerkinferenz
In diesem Abschnitt wird das zentrale Element der vorliegenden Arbeit, die Entwicklung
eines Konzepts zur Entmischung mittels nichtparametrischer Bayesscher Netzwerke, vor-
gestellt. Die in diesem Rahmen durchgefu¨hrten Vorarbeiten konnten bereits erfolgreich
publiziert und o¨ffentlich diskutiert werden (Ickstadt et al., 2011). Viele der erhaltenen
Anregungen sind im vorliegenden Text aufgegriffen worden.
Nach einer kurzen Einfu¨hrung in das grundlegende Konzept der Bayesschen Netzwerke im
Abschnitt 2.6 wird nun deren Erweiterung, die nichtparametrischen Bayesschen Netzwerke
(NPBN) besprochen. Dazu geho¨rt auch die Betrachtung zweier stochastischer Prozesse, des
Dirichlet-Prozesses und des Pitman-Yor-Prozesses, die viel zu der Leistungsfa¨higkeit des
Verfahrens beisteuern. Am Ende des Kapitels wird daru¨ber hinaus auf die Nachbereitung
der Scha¨tzergebnisse eingegangen.
3.1. Zufa¨llige Wahrscheinlichkeitsmaße
Ein fu¨r das NPBN-Konzept essenzieller Baustein sind die zufa¨lligen Wahrscheinlichkeits-
maße (Kingman, 1967, 1978). Diese werden im Abschnitt 3.2 fu¨r die Gewichte der Misch-
verteilung genutzt (Gleichung (12)) sowie fu¨r diverse Berechnungen innerhalb der MCMC-
Iterationen. Die folgende Darstellung orientiert sich an der Arbeit von Hjort et al. (2010),
die wiederum der von Kingman (1967) eingefu¨hrten und spa¨ter ausgebauten Definition
folgt.
Sei Z(∞) = (Zn)n≥1 eine Folge von Zufallsvariablen definiert u¨ber dem Wahrscheinlich-
keitsraum (Ω,F ,P). Die Zi nehmen Werte aus einem separablen metrischen Raum X
ausgestattet mit der Borel-σ-Algebra X an. Ferner sei Z(∞) austauschbar (exchangeable),
d.h. fu¨r jedes n ≥ 1 und jede Permutation pi der Indizes 1, . . . , n stimmt die Wahrschein-
lichkeitsverteilung des Zufallsvektors (Z1, . . . ,Zn) mit der Wahrscheinlichkeitsverteilung
von (Zpi(1), . . . ,Zpi(n)) u¨berein.
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Weiter sei MX der Raum der beschra¨nkten endlichen Maße auf (X,X ), so dass fu¨r jedes
µ ausMX und jede beschra¨nkte Menge A aus X gilt µ(A) <∞. MX steht fu¨r die Borel-
σ-Algebra aufMX. Sei µ˜ eine messbare Abbildung von (Ω,F ,P) nach (MX,MX), so dass
fu¨r jegliche A1, . . . , As (s ∈ N) inX , mit As′ ∩As∗ = ∅ fu¨r alle s′ 6= s∗, die zufa¨lligen Maße
µ˜(A1), . . . , µ˜(As) gemeinsam unabha¨ngig sind. Gilt zusa¨tzlich 0 < µ˜(X) < ∞ fast sicher,
dann heißt p˜ = µ˜/µ˜(X) zufa¨lliges Wahrscheinlichkeitsmaß (Hjort et al., 2010, Definition
3.19).
Eine austauschbare Folge von Zufallsvariablen Z(∞) wird gewo¨hnlich u¨ber folgendes Modell
unter Verwendung von bedingter Unabha¨ngigkeit und Gleichheit in Verteilung beschrieben,
Zi | p˜ i.i.d.∼ p˜ , i ≥ 1 (7)
p˜ ∼ Q ,
vergleiche Hjort et al. (2010). Dabei ist p˜ ist ein zufa¨lliges Wahrscheinlichkeitsmaß defi-
niert auf (Ω,F ,P) mit Werten aus der Potenzmenge von X und Q ist seine Verteilung.
Das Produkt p˜ n =
∏n
i=1 p˜ steht somit fu¨r die bedingte Wahrscheinlichkeitsverteilung von
(Z1, . . . ,Zn), gegeben p˜. Aus Bayesscher Perspektive la¨sst sich Q als a priori Verteilung
fu¨r die beschriebene zufa¨llige Wahrscheinlichkeitsverteilung interpretieren.
Fu¨r die Analyse von Partitionsstrukturen und Mischverteilungen eignen sich diskrete
zufa¨llige Wahrscheinlichkeitsmaße besonders gut. Sie sollen daher im Folgendem genau-
er betrachtet werden.
3.1.1. Wahrscheinlichkeitsfunktion austauschbarer Partitionen
Im Folgenden werden die Wahrscheinlichkeiten fu¨r das Eintreten bestimmter Partitionen
vorgestellt.
Seien Z1, . . . ,Zn Zufallsvariablen, generiert gema¨ß Modell (7) mit diskretem Wahr-
scheinlichkeitsmaß p˜. Durch die Diskretheit ist das Auftreten von Bindungen, also
P(Zi = Zi∗) > 0 fu¨r i 6= i∗, mo¨glich. Sei dementsprechend Ψn eine zufa¨llige Partition der
Zahlen {1, . . . , n} mit C∗ ∈ Ψn: i ∧ i∗ ∈ C∗ ⇔ Zi = Zi∗ . Sei weiter k ∈ {1, . . . , n} und
{C1, . . . , Ck} eine Partition von {1, . . . , n} in k Mengen Ci. Damit ist {C1, . . . , Ck} eine
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mo¨gliche Realisierung von Ψn, die angibt, wie ha¨ufig unter den Z1, . . . ,Zn eine bestimmte
Auspra¨gung vorkommt. C1 entha¨lt dabei die Indizes der Zi, welche die erste der k unter-
schiedlichen Auspra¨gungen angenommen haben, C2 die der zweiten und so weiter. Weiter
sei mit ni := Kardinalita¨t(Ci) ∀i und (n1, . . . , nk) ∈ ∆n,k
∆n,k =
{





die Menge der Mo¨glichkeiten, n ∈ N in k positive Summanden zu zerlegen, definiert. Dann
gilt, dass die Wahrscheinlichkeit in der Menge {Z1, . . . ,Zn} k verschiedene Auspra¨gungen
mit den absoluten Ha¨ufigkeiten C1, . . . , Ck zu beobachten gleich der Wahrscheinlichkeit
ist, dass n in n1, . . . nk Summanden zerfa¨llt,
P
[




k (n1, . . . , nk) .
Π
(n)
k heißt Wahrscheinlichkeitsfunktion austauschbarer Partitionen und wird nach der eng-
lischen Benennung exchangeable partition probability function mit EPPF abgeku¨rzt (Pit-
man, 1995). Π
(n)
k erlaubt es pra¨diktive Aussagen u¨ber die Form der Ci zu treffen, was sich
auf die Clusterstruktur der Zi u¨bertragen la¨sst.
Sei Π
(n)
k , (1 ≤ k ≤ n, n ≥ 1) die EPPF einer austauschbaren Folge von Zufallsvaria-
blen. Weiter sei Z = (Z1, . . . ,Zn) der Vektor der realisierten Stichprobenvariablen, wobei
k unterschiedliche Auspra¨gungen Z∗1 , . . . ,Z∗k angenommen wurden, dann tra¨gt eine neue
Stichprobenvariable Zn+1 eine bislang nicht vorkommende Auspra¨gung Z∗ mit Wahrschein-
lichkeit
P
[Zn+1 = Z∗|Z] = Πn+1k+1(n1, . . . , nk, 1)
Π
(n+1)
k (n1, . . . , nk)
, Z∗ /∈ {Z∗1 , . . . ,Z∗k} .
Ferner ist die Wahrscheinlichkeit, dass eine neue Beobachtung eine bereits vorkommende
Auspra¨gung Z∗i tra¨gt, von der Form
P
[Zn+1 = Z∗i |Z] = Πn+1k (n1, . . . , ni + 1, . . . , nk)
Π
(n)
k (n1, . . . , nk)
, Z∗i ∈ {Z∗1 , . . . ,Z∗k}
vergleiche Hjort et al. (2010).
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3.1.2. Dirichlet-Prozess
Der Dirichlet-Prozess steht fu¨r eine ganze Klasse von diskreten zufa¨lligen Wahrscheinlich-
keitsverteilungen (Ferguson, 1973). Er zeichnet sich unter anderem dadurch aus, dass er
eine Partitionsstruktur erzeugen kann, die theoretisch unbeschra¨nkt ist, d.h. unendlich
viele Partitionen enthalten kann. Diese Eigenschaft ermo¨glicht es auch eine Mischung aus
theoretisch unendlich vielen Verteilungen im Modell zu handhaben. Sie macht den nicht-
parametrischen Teil von NPBN aus.
Formal stellt ein Dirichlet-Prozess ein zufa¨lliges Wahrscheinlichkeitsmaß p˜ auf X dar, so
dass fu¨r jede endliche Partition (B1, . . . , Bk) von X gilt
p˜(B1), . . . , p˜(Bk) ∼ Dir
(
θP0(B1), . . . , θP0(Bk)
)
.
Dabei ist P0 ein Maß auf X , das sogenannte Grundmaß, θ ∈ R der sogenannte Pra¨zisi-
onsparameter und Dir die Dirichletverteilung.
Der Dirichlet-Prozess la¨sst sich auf verschiedene Weisen konstruieren. Dies ist sowohl fu¨r
theoretische Betrachtungen als auch fu¨r die Praxis nu¨tzlich, da in jeder Konstruktionsvor-
schrift unterschiedliche Qualita¨ten sichtbar werden.
Eine sehr anschauliche Konstruktionsvorschrift greift auf die sogenannte Po´lya Urne
zuru¨ck. Betrachtet wird eine Urne, die unendlich viele Kugeln fassen kann. Es werden θ
Kugeln der Farbe 1 hinein getan. Dann wird mehrfach hintereinander eine Kugel entnom-
men. Wenn bei einer Ziehung eine Kugel der Farbe 1 gezogen wird, wird diese zuru¨ckgelegt,
zusammen mit einer weiteren Kugel einer Farbe, die sich noch nicht in der Urne befindet.
Wird eine Kugel der Farbe 6= 1 gezogen, so wird diese zusammen mit einer weiteren der
gleichen Farbe zuru¨ckgelegt. Bei der n-ten Ziehung gilt, dass die Farbe der gezogenen
Kugel Un




1 , mit Wsk. θ
θ+n−1
ist. Dabei ist z ∈ {2, . . . , k}, nz die Anzahl der Kugeln der Farbe z die sich bereits in der
Urne befinden und k steht fu¨r die Anzahl der unterschiedlichen Farben in der Urne. Wenn
die Farben aus dem Grundmaß P0 gezogen werden, so ist die Folge Un eine Realisierung
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eines Dirichlet-Prozesses mit den Parametern θ und P0 und die relativen Ha¨ufigkeiten der
Farben ergeben, fu¨r jedes feste n, ein zufa¨lliges Wahrscheinlichkeitsmaß. Die Reihenfolge
der gezogenen Kugeln ist dabei austauschbar. Auf den allgemeinen Fall aus Abschnitt 3.1.1
bezogen entsprechen die Un den Zn und die z den Z∗. Diese Konstruktionsvorschrift und
die daraus abgeleiteten Eigenschaften werden in der Arbeit von Blackwell und MacQueen
(1973) ausfu¨hrlich diskutiert.
Eine zweite sehr verbreitete Mo¨glichkeit einen Dirichlet-Prozess zu erzeugen, ist die soge-
nannte stick-breaking Konstruktion. Diese Form wird auch als die Sethuraman Repra¨sen-
tation bezeichnet (Sethuraman, 1994).
Sei (Ei)i≥1 eine Folge unabha¨ngiger Zufallsvariablen mit Werten aus [0, 1],
p˜1 = E1, p˜i = Ei
i−1∏
j=1
(1− Ej) i ≥ 2 . (8)
Sind die Ei unabha¨ngig identisch Beta(1, θ) verteilt, so ist
∑∞
i=1 p˜iδθi mit θi ∼ P0 ein
Dirichlet-Prozess mit Parametern θ und P0.
Die im folgendem Kapitel zentrale EPPF des Dirichlet-Prozesses lautet dann
Π
(n)






Eine weitere bemerkenswerte Eigenschaft des Dirichlet-Prozesses ist, dass die Wahrschein-
lichkeit, dass eine neue Beobachtung zu keiner der bereits vorhandenen Klassen geho¨rt,
nur von n abha¨ngt und mit jeder Ziehung sinkt. Korwar und Hollander (1973) haben





Die Namensgebung im Fall des Pitman-Yor-Prozesses ist nicht eindeutig. Er ist auch
als zwei Parameter Poisson-Dirichlet-Prozess (Pitman, 2003) oder Perman–Pitman–Yor-
Prozess (Perman et al., 1992) bekannt. Fu¨r den Pitman-Yor-Prozess existiert ebenfalls eine
stick-breaking Konstruktionsvorschrift (Pitman, 1995). Die Konstruktion verla¨uft analog
26
zu der in Gleichung (8) fu¨r den Dirichlet-Prozess beschriebenen, mit dem Unterschied, dass
Ei ∼ Beta(1− σ, θ + iσ) mit 0 ≤ θ < 1 und θ > −σ fu¨r i ≥ 1, i ∈ N.
Die EPPF des Pitman-Yor-Prozesses mit den Parametern θ und σ, also die Wahrscheinlich-
keit, dass eine Menge der Gro¨ße n zu einer Partition aus k Mengen der Gro¨ßen n1, . . . , nk
zerfa¨llt, ist nach Hjort et al. (2010) gegeben durch
Π
(n)
k (n1, . . . , nk) =
∏k−1





Γ(1− σ) . (10)
Der Pitman-Yor-Prozess stellt eine Verallgemeinerung des Dirichlet-Prozesses dar. Hier
wird, skaliert durch einen weiteren Parameter σ, die Anzahl der bereits beobachteten un-
terschiedlichen Auspra¨gungen Z∗1 , . . . ,Z∗k beru¨cksichtigt und fließt in die Wahrscheinlich-
keit der Ziehung einer neuen Auspra¨gung Z∗k+1 ein. Fu¨r die Anzahl der Gruppen Kn in
Abha¨ngigkeit von der Stichprobengro¨ße gilt Kn −→
n→∞
Sσ,θ ·nσ, wobei Sσ,θ eine Zufallsvaria-
ble auf R+ ist (Pitman, 2003). Es ist bekannt, dass der Pitman-Yor-Prozess dem power law
folgt. Das bedeutet, es werden nur wenige hohe und viele kleine Wahrscheinlichkeiten (Ei)
erzeugt. Wird der Pitman-Yor-Prozess in Zusammenhang mit Clustern verwendet, sind
einige große Cluster und viele kleine zu erwarten.
3.2. Nichtparametrische Bayessche Netzwerke
Die im vorherigen Abschnitt vorgestellten Gaußschen Bayesschen Netzwerke werden im
Rahmen des in dieser Arbeit behandelten Projekts zu nichtparametrischen Bayesschen
Netzwerken weiterentwickelt (Ickstadt et al., 2011) und zu einem Ansatz fu¨r Netzwerk-
inferenz und Entmischung von vermischten Stichproben (
”
Unmixing via Nonparametric
Bayesian Networks“, UNPBN) ausgebaut (Wieczorek et al., 2015). Das Konzept des UN-
PBN wurde vom Verfasser der vorliegenden Arbeit gemeinsam mit den Autoren von Ick-
stadt et al. (2011) entwickelt. Die Validierung sowie die Erweiterung der Methoden um
den Pitman-Yor-Prozess stellt eine eigensta¨ndige Leistung dar.
Die Kernidee ist, die Flexibilita¨t von Mischverteilungen (mixture models) zu nutzen, um
den Datensatz X als Gefu¨ge verschiedener Netzwerke zu betrachten und fu¨r die einzelnen
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Teile GBNs zu scha¨tzen. Die Mischung erfolgt unter Beru¨cksichtigung aller relevanten




wobei wie in Abschnitt 2.6 µ und σ die Vektoren der nicht bedingten Erwartungswerte
(µ1, . . . , µd)
′ und der Varianz (σ21, . . . , σ
2
d)
′ darstellen und B = (β2, . . . ,βd), βj =
(βj,1, . . . βj,j−1), vergleiche Seite 17. Die Mischverteilung P ist verteilt gema¨ß p˜, ei-
ner zufa¨lligen Wahrscheinlichkeitsverteilung und p(x|µ,σ,B,G) ist eine multivariate
Normalverteilung mit einer bedingten Unabha¨ngigkeitsstruktur kompatibel zu G. Fu¨r die




nu¨tzlich. Die diskrete Natur von P mit Tra¨ger µh,σh,Bh und Wahrscheinlichkeiten wh





Die a priori Verteilung der Mischungsgewichte wh wird durch p˜ zugeordnet. Die a priori
Verteilung fu¨r µh,σh,Bh,G ist fu¨r alle h gegeben durch das Grundmaß P0 gema¨ß p˜. Die N
verschiedenen Mischungskomponenten h (im Folgenden auch als Komponenten abgeku¨rzt)
ko¨nnen als Cluster bzw. Subgruppen im Datensatz interpretiert werden.
Die Zuordnung jedes Datenpunktes zu der entsprechenden Komponente wird durch den
Allokationsvektor (Nobile und Fearnside, 2007) dokumentiert (vergleiche auch 2.1). Dieser
hat die Form l = (l1, . . . , li, . . . , ln)
′ wobei li ∈ {1, . . . , h, . . . , N}.
Die Netzwerkstruktur G und der Allokationsvektor l stellen das prima¨re Ziel der NPBN-
Analyse dar. Die verbleibenden Parameter µh, σh und Bh ko¨nnen aus der Likelihood
herausintegriert werden. Dies fu¨hrt mit w = (w1, . . . , wN) zu







Dabei ist L(G|X(Ih)) =
∫
L(σ,B|X )p(σ,B)dσdB (vergleiche Gleichung (6)), X(I) be-
schreibt die Zeilen von X mit Indizes in I, Ih = {i ∈ {1, . . . , n}|li = h} und nh gibt die
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Kardinalita¨t der Menge Ih an. Die Reduzierung der Parameterzahl hat den Vorteil, dass die
Berechnung vereinfacht und dadurch beschleunigt wird. Ferner wird auf diesem Wege die
Gefahr von U¨beranpassung (overfitting) gemindert, da der Scha¨tzer Graphen begu¨nstigt,
die in der Breite, d.h. fu¨r mehrere Werte, eine hohe Likelihood liefern und nicht jene, die
fu¨r eine einzelne Parametereinstellung optimal sind. Die marginale a posteriori Verteilung




L(G|X(Ih))pN(n1, . . . , nN)p(G) .
Dabei beschreibt pN(n1, . . . , nN) die Wahrscheinlichkeit, dass die N verschiedenen Werte
mit den absoluten Ha¨ufigkeiten n1, . . . , nN auftreten, welche durch die EPPF gegeben ist
(vergleiche Abschnitt 3.1.1 sowie die Gleichungen 9 und 10). Die u¨bergeordnete a posteriori
Verteilung und damit das Ziel der MCMC-Analyse lautet
p(l,G, N |X ) =
N∏
h=1
L(G|X(Ih))pN(n1, . . . , nN)p(N)p(G) , (14)
wobei hier p(N) die Verteilung der Anzahl der Komponenten darstellt.
Der MCMC-Teil des NPBN-Algorithmus umfasst zwei Arten von Schritten, den DAG
Schritt (auch DAG move), welcher den DAG G aktualisiert sowie den Allokationsschritt
(auch allocation move), welcher die Anzahl der Komponenten N und den Allokationsvek-
tor l aktualisiert. Der DAG Schritt fu¨hrt eine zufa¨llige Kantenoperation (vergleiche Seite
8) durch, aus G entsteht ein neuer Graph Gv, die Struktur von l bleibt unvera¨ndert. Die
Vorschlagswahrscheinlichkeit fu¨r Gv ist gegeben durch q(Gv|G) = 1|MG | , |MG| steht hierbei
fu¨r die Anzahl der Nachbargraphen (vergleiche Seite 8) von G. Die Akzeptanzwahrschein-






wobei p(G|X ) aus Gleichung (14) hervorgeht.
Der Allokationsschritt wird aus Nobile und Fearnside (2007) adaptiert. Er umfasst fu¨nf
unterschiedliche Operationen (M1 Schritt, M2 Schritt, Teilungsschritt, Verschmelzungs-
schritt sowie Gibbs Schritt), von denen aber pro Iteration maximal einer ausgefu¨hrt wird.
Die Graphenstruktur G bleibt dabei stets unvera¨ndert. Fu¨r eine detailliertere Beschreibung
der einzelnen Schritte und des gesamten Ablaufs vergleiche Abschnitt C im Anhang.
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Die Schritte M1 und M2 transferieren Beobachtungen zwischen zwei zufa¨llig ausgewa¨hlten
Komponenten. Der Unterschied zwischen ihnen besteht im Umfang und dem Verfahren
zur Auswahl der Beobachtungen. Der Teilungsschritt (split move) sowie der Verschmel-
zungsschritt (merge move) vera¨ndern die Anzahl der Komponenten um jeweils eine Kom-
ponente. Bei ersterem werden zufa¨llig ausgesuchte Beobachtungen aus einer Komponente
in eine neuerzeugte versetzt. Bei dem zweiten wird aus zwei bislang getrennten Kompo-
nenten eine neue gebildet, welche alle Beobachtungen der beiden vorherigen entha¨lt. Die




p(lv,G, N |X )





Dabei kann p(lv,G, N |X ) aus Gleichung (14) entnommen werden, die Vorschlagswahr-
scheinlichkeit q(.|.) weist zwischen den verschiedenen Schritten Unterschiede auf und muss
gesondert betrachtet werden.
Die fu¨nfte Operation des Allokationsschrittes stellt der sogenannte Gibbs Schritt dar. Hier
wird eine einzelne Beobachtung d zufa¨llig einer Komponente zugeordnet. Fu¨r alle mo¨gli-
chen Zuordnungen von d zu den Komponenten 1, . . . , N wird die zugeho¨rige, vollsta¨ndig be-
dingte Verteilung aufgestellt. Der in die MCMC-Kette aufgenommene Vektor wird zufa¨llig
anhand dieser ermittelt. Weitere Erla¨uterungen sowie eine Beschreibung der Implementie-
rung ko¨nnen im Anhang im Abschnitt C ab Seite 100 nachgelesen werden.
Das NPBN-Verfahren braucht a priori Verteilungen fu¨r µh,σh,Bh,G und fu¨r w1, . . . , wN .
Fu¨r G wird eine a priori Verteilung benutzt, welche u¨ber die Kardinalita¨t der Elternmengen
gleichverteilt ist (Friedman und Koller, 2003), fu¨r σh und Bh wird die Normal Wishart
a priori Verteilung mit der Einheitsmatrix als Pra¨zisionsmatrix und d + 2 Freiheitsgra-
den verwendet. Der Vektor der Erwartungswerte der multivariaten Normalverteilung µh
wird als Vektor von Nullen gewa¨hlt. Fu¨r N wird die Poisson-Verteilung mit Parameter
λ = 1 gewa¨hlt und die wh entstammen einem zufa¨lligen Wahrscheinlichkeitsmaß. Fu¨r
die a priori Verteilung des zufa¨lligen Wahrscheinlichkeitsmaßes werden zwei Mo¨glichkeiten
beru¨cksichtigt. Die erste stellt der Dirichlet-Prozess (Notation NPBN-DP) dar, da er sehr
flexibel ist und die Form jeder beliebigen Multinomialverteilung annehmen kann. Dabei
ist der Tra¨ger, d.h. die Anzahl der unterschiedlichen Kategorien, praktisch unbeschra¨nkt.
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Ferner zeichnet er sich durch ein umfassendes theoretisches Fundament und gute nume-
rische Handhabbarkeit aus, vor allem in Verbindung mit MCMC-Methoden (vergleiche
3.1.2). Eine Alternative fu¨r die Wahl der a priori Verteilung ist der Pitman-Yor-Prozess
(Notation NPBN-PY). Dieser stellt eine Verallgemeinerung des Dirichlet-Prozesses dar und
besitzt die gleichen vorteilhaften Eigenschaften. Zusa¨tzlich bietet er auch die Mo¨glichkeit
auf die Anzahl der gefundenen Komponenten Einfluss zu nehmen (vergleiche 3.1.3).
Damit setzt sich das vollsta¨ndige Modell wie folgt zusammen. Die gemeinsame Verteilung
der Knoten ist gegeben durch














βj,j∗(Xj∗ − µj∗), σ2j
)
und die diskrete Mischverteilung hat die Gestalt
p(X1, . . . , Xd) =
N∑
h=1
wh p(X1, . . . , Xd|µh,σh,Bh,G)
mit der a priori Verteilung der Erwartungswerte und Kovarianzen
(µj,M) ∼ NWd(0, I, d+ 2) mit I Einheitsmatrix,









der a priori Verteilung der Mischungsgewichte
w ∼ Dir(1, . . . , 1) ,
falls der Dirichlet-Prozess verwendet wird beziehungsweise
w ∼ PY((1, . . . , 1), σ) ,
falls der Pitman-Yor-Prozess verwendet wird und der a priori Verteilung der Komponen-
tenanzahl
N ∼ Poi(1) .
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Fu¨r die in den folgenden Abschnitten pra¨sentierten Berechnungen wird der Dirichlet-
Prozess mit den Parametern (θ, . . . , θ), θ = 1 initiiert. Fu¨r den Pitman-Yor-Prozess werden
die Parametereinstellungen σ = 0.2 und θ = 1 gewa¨hlt. Zu Vergleichszwecken werden auch
weitere Einstellungen von σ untersucht, 0.5 und 0.8. In diesen Fa¨llen wird darauf gesondert
hingewiesen (Notation NPBN-PY 0.5 und NPBN-PY 0.8). Die Anzahl der Iterationen,
die Ausdu¨nnung sowie die Anzahl der Burn-In Iterationen werden in Anha¨ngigkeit vom
Datensatz festgelegt und im betreffenden Abschnitt angegeben. Eine U¨bersicht ist im An-
hang in Tabelle 4 auf Seite 112 zu finden. Das beschriebene Verfahren wird in MATLAB
(2009) implementiert.
3.3. Nachbereitung der Daten und abgeleitete Gro¨ßen
Die Ausgabe der NPBN-Analyse besteht aus zwei MCMC-Ketten, also aus einer Menge
von DAGs und einer Menge von Allokationsvektoren. Der Nachbereitungsschritt hat das
Ziel, die in den MCMC-Ketten enthaltenen Informationen komprimiert zu extrahieren.
Es ist zwar mo¨glich, diese direkt zu verwenden, z.B. indem ein DAG aus der Menge als
Repra¨sentant bestimmt wird. Die Qualita¨t der Auswertung kann jedoch durch eine Nach-
bereitung der direkten Ausgabe deutlich verbessert werden. In englischsprachiger Literatur
wird von postprocessing gesprochen. Auf diese Weise profitiert die Analyse von den Infor-
mationen, welche in der gesamten Stichprobe enthalten sind. Hierzu werden im Folgenden
die in der vorliegenden Arbeit zum Einsatz gebrachten Verfahren zur Nachbereitung der
Daten sowie zur Berechnung von Kennzahlen vorgestellt.
3.3.1. Nachbereitung der Graphenstruktur: Matrix der a posteriori
Kantenwahrscheinlichkeiten
Die in der MCMC-Simulation gezogenen DAGs werden in Form von Adjazenzmatrizen
gespeichert. Die darin enthaltenen Informationen u¨ber das untersuchte Netzwerk ko¨nnen
in Form einer posterior edge probability matrix (pep-Matrix) zusammengefasst und visua-
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lisiert werden. Sie ist von der Form R ∩ [0, 1]d×d und der Eintrag in der j-ten Zeile und
j∗-ten Spalte (pepjj∗) kann als Wahrscheinlichkeit fu¨r die Existenz einer gerichteten Kan-
te vom j-ten Knoten zum j∗-ten Knoten interpretiert werden. Werte nahe eins sind ein
starker Hinweis darauf, dass die Knoten verbunden sind. Werte nahe null sind ein starker
Hinweis darauf, dass zwischen den Knoten keine Beziehung besteht. Werte im Bereich um
0.5 lassen sich nur schlecht interpretieren. Die Berechnung der pep-Matrix erfolgt kompo-
nentenweise als arithmetisches Mittel der Adjazenzmatrixeintra¨ge (vergleiche Seite 9) aus





wobei s der Index und r die Anzahl der betrachteten MCMC-Iterationen sind. Ist allein das
Muster der Interaktionsstruktur und nicht die Bestimmung der Richtungen der Kanten das
Ziel der Analyse, bietet es sich an, ungerichtete Netzwerke zu betrachten. Diese haben den
Vorteil, dass sie deutlich robuster gescha¨tzt werden ko¨nnen. Die Berechnung der pep-Matrix
erfolgt genauso wie zuvor. Vorher mu¨ssen lediglich die Adjazenzmatrizen transformiert
werden zu
trans(Aj∗j) := max(Ajj∗ ,Aj∗j) , j, j∗ = 1, . . . , d.
Die pep-Matrizen lassen sich direkt in eine graphische Repra¨sentation der gescha¨tzten Netz-
werke u¨berfu¨hren. Alle Kanten, deren korrespondierende pep-Werte oberhalb einer Schran-
ke liegen, gelten als mit hoher Wahrscheinlichkeit vorhanden und werden eingezeichnet.
Alle Kanten, deren korrespondierende pep-Werte unterhalb einer zweiten Schranke liegen,
gelten als mit hoher Wahrscheinlichkeit nicht vorhanden. Fu¨r Kanten, deren pep-Werte
dazwischen liegen, kann keine Aussage getroffen werden. Um keine relevanten Kanten zu
u¨bersehen, wird die obere Schranke gleich 0.6 gewa¨hlt. Die Information u¨ber das Fehlen
einer Kante ist genauso wichtig wie die u¨ber ihre Pra¨senz. Aus diesen Grund werden in
dieser Arbeit die Intervalle symmetrisch gewa¨hlt und die untere Schranke wird gleich 0.4
gesetzt.
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3.3.2. Nachbereitung der Allokationen: Reinheit (pco)
Wa¨hrend des Scha¨tzvorgangs werden die Mengen, welche die zu den Komponenten zu-
geho¨rige Beobachtungen enthalten, sowohl aufgespalten als auch zusammengefu¨hrt, so dass
sich ihre Anzahl a¨ndern kann. Aus diesen Grund ist eine durchgehende Benennung der
Komponenten nicht praktikabel. Sie werden in jeder Iteration zufa¨llig neu benannt. Bei
Gegenu¨berstellung zweier Vektoren ist daher nicht erkennbar, ob eine Beobachtung ei-
nem anderen Cluster zugeordnet wurde oder ob das Cluster nur umbenannt wurde. Dieses
Problem wird label switching genannt und ist die Ursache dafu¨r, dass die Allokationsvekto-
ren nicht direkt ausgewertet werden ko¨nnen. Es besteht zwar grundsa¨tzlich die Mo¨glichkeit
einen einzelnen Allokationsvektor als Repra¨sentanten heranzuziehen. Dieses Vorgehen la¨sst
aber den Großteil der in der MCMC-Kette enthaltenen Information ungenutzt. Eine alter-
native Mo¨glichkeit, das label switching Problem zu lo¨sen, bietet die Arbeit von Fritsch und
Ickstadt (2009). Ihre Methode basiert auf der Maximierung des adjustierten Rand Inde-
xes. Sie erlaubt es, die Allokationsvektoren einer MCMC-Kette zu einem einzigen Vektor
zusammenzufassen. Dabei ist es mo¨glich, die maximale Clusteranzahl vorzugeben oder
diese automatisch bestimmen zu lassen. Dieses Verfahren ist in R (R Development Core
Team, 2013) implementiert und u¨ber das Paket mcclust (Fritsch, 2009) zuga¨nglich. Auf
dieses Vorgehen wird bei der Berechnung des Silhouettenkoeffizienten fu¨r die Analyse der
Komponentenzahl im Abschnitt 4.4 zuru¨ckgegriffen.
Bei der Bewertung der Leistung von NPBN bei der Entmischung soll aber direkt mit
dessen Ausgabe, d.h. der Kette der Allokationsvektoren, gearbeitet werden. Daher erfolgt
die Bewertung basierend auf der Reinheit/Homogenita¨t innerhalb der Cluster. Damit ist
gemeint, dass sich in einem Cluster im Idealfall nur Beobachtungen befinden sollten, die aus
einer Komponente stammen. Fu¨r jedes Objekt ls,hi im Allokationsvektor aus Iteration s wird
fu¨r jede Komponente h die wahre Komponente durch Abgleich mit dem Versuchsaufbau
bestimmt. Eine Beobachtung gilt als richtig zugeordnet (und die Indikatorfunktion I(ls,hi )
wird auf 1 gesetzt), wenn sie aus der gleichen Komponente stammt wie die Mehrheit der
Beobachtungen in ihrem Cluster. Alle Beobachtungen, die aus einer anderen Komponente
stammen, gelten als falsch zugeordnet (und die Indikatorfunktion I(ls,hi ) wird auf 0 gesetzt).
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Diese U¨berpru¨fung findet komponentenweise fu¨r jede Beobachtung statt. Der Anteil der














I(ls,hi ) · 100
berechnen, wobei r die Anzahl der betrachteten MCMC-Iterationen, nsh die Gro¨ße des Clu-
sters h und N s die gescha¨tzte Anzahl der Cluster im Allokationsvektor in Iteration s ist.
Durch die Multiplikation mit 100 wird der Quotient in eine prozentuale Angabe umgerech-
net. Die Berechnung der pco-Werte fu¨r die Analyseergebnisse der Referenzverfahren (aus
Kapitel 4) erfolgt analog.
3.3.3. Nachbereitung der Allokationen: Silhouettenkoeffizient
Die im Folgendem vorgestellte Kennzahl, der Silhouettenkoeffizient, im Englischen unter
der Bezeichnung average silhouette width (ASW) bekannt, dient der Beurteilung der durch
ein NPBN-Verfahren bestimmten Komponentenanzahl. Der ASW erfasst, wie dicht die
Datenpunkte in einem Cluster liegen und wird ha¨ufig fu¨r die Bestimmung der optimalen
Clusteranzahl herangezogen (Rousseeuw, 1987). Er bietet einen guten Anhaltspunkt zur
Beurteilung der Qualita¨t einer Clusterung und ist geeignet, um bei einem Vergleich von
Clusterungsergebnissen, die mit dem gleichen Verfahren unter verschiedenen Parametern
erzielt wurden, die richtige Einstellung zu finden. Obwohl an das Clusterverfahren selbst
keine Anforderungen gestellt werden, ist der Vergleich verschiedener Clusterverfahren in
der Anwendung nicht vorgesehen. Fu¨r eine vorliegende Clusterung wird der Silhouettenko-





definiert ist. Fu¨r jede zugeordnete Beobachtung li ist dabei a(li) die mittlere Una¨hnlich-
keit zwischen li und allen u¨brigen Datenpunkten innerhalb des zugeho¨rigen Clusters, und
b(li) ist die kleinste mittlere Una¨hnlichkeit zwischen li und den Datenpunkten in den u¨bri-
gen Clustern. Als Maß fu¨r die Una¨hnlichkeit wird in dieser Arbeit der Euklidische Abstand
gewa¨hlt. Der Silhouettenkoeffizient kann Werte zwischen -1 und 1 annehmen. Dabei bedeu-
ten negative Werte, dass die entsprechende Beobachtung sich besser in ein anderes Cluster
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einfu¨gen wu¨rde und bei der Clusterung mit hoher Wahrscheinlichkeit falsch zugeordnet
wird. Hohe positive Werte zeigen ein richtiges Clusterungsergebnis an.
3.4. Algorithmus zum Clustern von Graphen
Trotz der zahlreichen Anwendungsmo¨glichkeiten von Clusterverfahren fu¨r Graphen gibt
es in diesem Bereich gegenwa¨rtig nur wenige Lo¨sungsvorschla¨ge. Die publizierten Beitra¨ge
sind stets auf bestimmte Spezialfa¨lle zugeschnitten wie z.B. die Arbeiten von Gill et al.
(2010) oder Altay et al. (2011). Diese sind fu¨r Microarrays und Zeitreihen konzipiert und
sind in der in dieser Arbeit vorliegenden Situation nicht anwendbar. Eine vielversprechende
Herangehensweise schlagen Lohr et al. (2010) vor. In ihrer Arbeit beschreiben und ver-
gleichen sie mehrere Kennzahlen, welche zur Quantifizierung der Unterschiede zwischen
Netzwerken herangezogen werden ko¨nnen. Ihr Konzept setzt jedoch voraus, dass die Netz-
werkscha¨tzung basierend auf partiellen Korrelationen (vergleiche Abschnitt 2.2) erfolgt.
Aus diesem Grund kann diese Arbeit nicht von ihren Ergebnissen profitieren.
In diesem Abschnitt wird ein neues Verfahren zur Berechnung eines Abstands zwischen zwei
gerichteten azyklischen Graphen (DAGs) vorgestellt, welches als einzige Einschra¨nkung sta-
tische Datenstrukturen voraussetzt. Es kann zur Erstellung einer Abstandsmatrix verwen-
det werden, die anschließend von allen ga¨ngigen Clusteralgorithmen ausgewertet werden
kann.
Die folgenden drei Punkte geben mo¨gliche Einsatzbereiche fu¨r das im na¨chsten Abschnitt
vorgestellte Verfahren an. In der vorliegenden Arbeit wird es hauptsa¨chlich im Sinne des
ersten Punktes genutzt, als eine alternative Mo¨glichkeit, auf die in der generierten MCMC-
Stichprobe enthaltenen Informationen zuzugreifen.
Anstatt wie in Abschnitt 3.3 mittels der pep-Matrix ein Metamodell aus den generierten
DAGs zu erstellen, ko¨nnen diese auch zu Clustern zusammengefasst werden. Die Repra¨sen-
tanten solcher Cluster sind fu¨r den Anwender meist zuga¨nglicher und leichter zu deuten.
Ferner ist es so mo¨glich die A¨hnlichkeit der in Abschnitt 6.2 betrachteten Netzwerke ein-
gehender zu beurteilen.
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Das hier entwickelte Konzept bietet auch die Mo¨glichkeit, neu gefundene Netzwerke mit
bereits bekannten Netzwerken automatisch zu vergleichen. Auf diese Weise ist es mo¨glich,
die Ergebnisse neuer Experimente direkt mit dem aktuellen Wissensstand in Verbindung
zu bringen. Ein automatisierter Abgleich wird immer wichtiger, da es bereits jetzt schon
zahlreiche Datenbanken, wie z.B. EcoCyc (Karp et al., 1999), GeneNet (Kolpakov et al.,
1999), KEGG (Kanehisa und Goto, 2000) oder RegulonDB (Salgado et al., 2000) gibt,
welche hunderte Netzwerkmodelle umfassen und stetig weiter wachsen.
Eine dritte Anwendung, die aber nur angedeutet werden soll, ist im Bereich der medizi-
nischen Diagnose denkbar. Ein aus entnommenem Gewebe inferiertes Netzwerk wird mit
Ergebnissen von Gesunden und Kranken verglichen und so einer Gruppe zugeordnet. Dies
ko¨nnte es ermo¨glichen auch Netzwerke zu beru¨cksichtigen, deren interne Mechanismen
unter Umsta¨nden nicht bis ins Letzte erforscht und nachvollzogen worden sind.
Im Folgenden soll die neu vorgeschlagene Abstandsfunktion dist,
dist : DAG×DAG −→ R+ ,
formal eingefu¨hrt werden. Gegeben seien zwei DAGs (DAGc mit c = 1, 2), zwischen de-
nen der Abstand dist(DAG1, DAG2) berechnet werden soll. Es gilt DAG1 6= DAG2 und
|DAG1| = |DAG2|, wobei |DAGc| = d die Anzahl der Knoten des DAGc beschreibt. Fu¨r
den Fall DAG1 = DAG2 ist per Definition dist(DAG1, DAG2) = 0. Ferner gilt, dass DAG1
aus Datensatz Data1 und DAG2 aus Datensatz Data2 gescha¨tzt wurde. Der Fall Data1 =
Data2 ist zula¨ssig. Dieses Szenario zweier unterschiedlicher Netzwerke, die aus einem Da-
tensatz gescha¨tzt worden sind, tritt vor allem dann auf, wenn Netzwerkinferenzverfahren
verglichen werden sollen, zum Beispiel NPBN-DP und NPBN-PY, wie es im Abschnitt 6.3
der Fall ist. Beide DAGs liegen als Adjazenzmatrix (A(c)) vor, das heißt als eine quadrati-
sche Matrix der Gro¨ße d mit den Eintra¨gen 0 und 1, welche die Verbindungen im Graphen
kodiert (siehe Abschnitt 2.1, Seite 9). Die Berechnung des Abstands erfolgt iterativ. Zuerst
werden alle Nachbargraphen, also Graphen, die sich mit einer einzelnen Kantenoperation
konstruieren lassen, aus dem vorliegenden Graphen (o.B.d.A. DAG1) erzeugt (vergleiche
Abschnitt 2.1, Seite 8). Diese werden in einer Menge MDAG gesammelt. Anschließend wird
komponentenweise die Differenzmatrix zwischen allen Graphen in MDAG und DAG2 ge-
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bildet. Daraufhin wird die Betragsfunktion auf die erhaltene Differenzmatrix angewendet





|A(∗)jj′ −A(2)jj′ | mit DAG∗ ∈MDAG .
Der erhaltene Wert beschreibt die A¨hnlichkeit zwischen den Elementen aus MDAG und
DAG2. Je niedriger der Wert, desto weniger Unterschiede liegen zwischen den zwei Gra-
phen vor. Anschließend werden alle Elemente aus MDAG, die nicht den niedrigsten Diffe-
renzwert zu DAG2 aufweisen, aus MDAG entfernt. Von den verbliebenen Elementen wird
die Likelihood gema¨ß Gleichung 6 von Seite 18 berechnet. Fu¨r ein DAG∗ ∈ MDAG und










Dabei steht d fu¨r die Anzahl der Knoten, σ und β sind die Parameter der zugeho¨rigen
Normalverteilung und Kj = {j∗|Xj∗ ∈ paG(Xj)}, vergleiche Abschnitt 2.6. Fu¨r den Fall,






Dies ist notwendig, um die Symmetrie der dist Funktion zu gewa¨hrleisten. Nun werden
alle DAGs aus MDAG entfernt, die nicht den ho¨chsten Likelihood-Wert aufweisen. Der Wert
wird der bislang leeren Menge W hinzugefu¨gt und MDAG wird in M
alt
DAG umbenannt. Es ist
mo¨glich, dass nach diesem Schritt MaltDAG mehr als ein Element entha¨lt, da die Likelihood
von a¨quivalenten Graphen (Graphen, die dieselbe Unabha¨ngigkeitsstruktur repra¨sentieren)
gleich ist (Grzegorczyk und Husmeier (2008)). Damit ist der erste Schritt der Berechnung
von dist(DAG1, DAG2) abgeschlossen.
Der folgende Schritt wird gegebenenfalls mehrfach ausgefu¨hrt. Es wird eine neue Menge
MDAG gebildet, welche alle Nachbargraphen der DAGs aus M
alt
DAG entha¨lt. Aus dieser
Menge werden alle DAGs entfernt, die in einer vorigen Iteration bereits betrachtet wurden.
Dies soll Endlosschleifen verhindern und die Konvergenz des Algorithmus garantieren.
Anschließend wird, nach Entfernen der una¨hnlichen Elemente, wie zuvor auf Grundlage
der komponentenweisen Differenz zu DAG2, die Likelihood berechnet. Dann werden aus
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MDAG alle DAGs entfernt, die nicht die ho¨chste Likelihood haben, der Wert der Likelihood
der Menge W hinzugefu¨gt und MDAG wird in M
alt
DAG umbenannt. Dieser Vorgang wird
solange wiederholt, bis die Menge MDAG einen DAG entha¨lt, fu¨r den die Differenz zu DAG2
fu¨r sa¨mtliche Komponenten gleich null ist. Tritt dies ein, wird die Berechnung beendet.
Die Summe der in Menge W enthaltenen Werte bildet das Ergebnis der Berechnung von
dist(DAG1, DAG2).
Anschließend wird die fu¨r die Clusterung notwendige, sogenannte Abstandsmatrix erstellt.
Seien DAGc, c ∈ {1, . . . , C} ⊂ N, die zu clusternden DAGs. Zuerst wird von allen mo¨glichen
Paaren der Abstand bestimmt dist(DAGc,DAGc∗), ∀c, c∗ ∈ {1, . . . , C}. Die zu bildende C-
dimensionale Abstandsmatrix ist quadratisch und symmetrisch. In der c-ten Spalte und der
c∗-ten Zeile steht der Abstand zwischen DAGc und DAGc∗ . Fu¨r das eigentliche Clustern
kann jedes ga¨ngige Verfahren verwendet werden, welches mit Abstandsmatrizen umgehen
kann. In dieser Arbeit wird die hierarchische Clusteranalyse nach Ward (Ward, 1963)
verwendet. Diese ist in R implementiert und u¨ber den Befehl hclust abrufbar. Vergleiche
auch die Beschreibung der hierarchische Clusteranalyse im Abschnitt 4.2.
Eine umfassende Beschreibung der algorithmischen Umsetzung der hier verwendeten und
im Rahmen dieser Arbeit entstandenen Abstandsfunktion befindet sich im Anhang im
Abschnitt A ab Seite 96.
Die Grundidee des vorgestellten Konzeptes die Anzahl der beno¨tigten Operationen, um ein
Objekt in ein anderes zu u¨berfu¨hren, als Maß der A¨hnlichkeit zu verwenden, ist fu¨r sich
genommen nicht neu. Dieses Konzept ist in unterschiedlichen, auch gewichteten, Variatio-
nen unter der Sammelbezeichnung Editierdistanz gela¨ufig. Der in dieser Arbeit vorgestellte
Ansatz arbeitet ohne Gewichtung der verschiedenen Kantenoperationen. Damit ist er am
besten mit der
”
Levenshtein distance“ (Levenshtein, 1966) vergleichbar. In zwei Punkten
unterscheidet er sich aber von dieser wesentlich. Es sind nur Kantenoperationen erlaubt,
welche zu gema¨ß der Definition eines DAGs gu¨ltigen Graphen fu¨hren und in jeder Iteration
wird die Likelihood der gefundenen Graphen u¨berpru¨ft. Somit werden bei der Berechnung
keine in Sinne der Ausgangsdaten unplausiblen Graphen beru¨cksichtigt.
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4. Analyse und Vergleich der Leistungsfa¨higkeit der
Verfahren am Erk-Signalu¨bertragungsnetzwerk-Modell
In diesem Abschnitt wird im Rahmen einer Simulationsstudie die Leistungsfa¨higkeit des
vorgeschlagenen Verfahrens u¨berpru¨ft und mit den Referenzverfahren k-means und hier-
archische Clusteranalyse verglichen. Dabei wird sowohl auf die Qualita¨t der Entmischung
als auch auf die Genauigkeit bei der Scha¨tzung der Clusteranzahl eingegangen. Zuna¨chst
werden die Simulation und die Datenstruktur besprochen, danach werden die Bewertungs-
kriterien festgelegt und anschließend das Verfahren fu¨r beide a priori Prozesse (Dirichlet-
Prozess, vergleiche Abschnitt 3.1.2 und Pitman-Yor-Prozess, vergleiche Abschnitt 3.1.3)
bewertet.
4.1. Datengenerierung
Zwecks einer umfassenden Beurteilung der Methoden werden mittels Simulation realita¨ts-
nahe Datensa¨tze erstellt. Als Grundlage wird das etablierte, von Sasagawa et al. (2005) vor-
geschlagene dynamische Erk-Signalu¨bertragungsnetzwerk-Modell fu¨r PC12 Zellen gewa¨hlt.
Dieses ist im Systems Biology Markup Language Format auf den Seiten des Europa¨ischen
Bioinformatik-Instituts (www.ebi.ac.uk, BIOMD0000000049, Stand 24.10.2011) abrufbar.
Das Modell umfasst 99 Spezies, 150 Reaktionen sowie 234 Reaktionsparameter, welche die
Reaktionen spezifizieren. Es bildet nach, wie ein externer Reiz durch die Zelle verarbeitet
wird. Dies a¨ußert sich durch deutliche A¨nderung der Moleku¨lkonzentrationen im Zellin-
neren und geht mit der Auspra¨gung einer bestimmten Interaktionstopologie eines Netz-
werks einher (Wieczorek et al., 2015). Eine vereinfachte Darstellung eines Ausschnittes
des Netzwerks ist in Abbildung 3 auf Seite 41 zu finden. Die Konzentration der Botenstof-
fe Epidermaler Wachstumsfaktor, im Folgendem EGF, und Nerven-Wachstumsfaktor, im
Folgendem NGF, dient hierbei als Reizu¨bermittler und veranlasst die simulierte Zelle beim
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Figure 1: Unmixing higher-order correlations generated from different network topologies is
not a trivial (clustering) problem. (b) Two different network topologies depending
on EGF and NGF level, (a, c) three dimensional form of the simulated data, 2 min.
after stimulation (a) and 9 min. after stimulation (c), originating from different
networks NGF (green) and EGF (red) stimulated. The data has been centered
(x-meansd ) (d, e, f) shape of the simulated data, from 0 till 10 minutes after NGF
(green) and EGF (red) stimulation in 30 second intervals.
1
Abbildung 3: Schematische Darstellung des simulierten Erk-Signalu¨bertragungsnetzwerkes.
Abgebildet ist ein Ausschnitt aus dem Netzwerk, welcher stark vereinfacht die
Reaktion der Zelle auf die chemischen Botenstoffe EGF (rot h rvorgehoben)
und NGF (gru¨n hervorgehoben) darstellt. Die fu¨r diese Arbeit zentralen Spe-
zies Raf (c-Raf), MEK und ERK sind grau unterlegt. Quelle: Wieczorek et al.
(2015).
Das von Sasagawa et al. (2005) beschriebene biochemische Modell wird erweitert. Es um-
fasst nun zwei Typen von Zellen: den in der Natur vorkommenden Wildtyp und eine am
MPI Dortmund simulierte Mutante mit geringerer katalytischen Aktivita¨t von MEK. Im
Modell wird diese durch den Reaktionsparameter J136 gesteu rt. Wa¨hrend dieser Param -
ter beim Wildtyp 0.15 µM/s betra¨gt, ist die Einstellung fu¨r mutierte Zellen gleich 0.015
µM/s. Durch die Vorgabe des jeweiligen Zelltyps und einer bestimmten Konzentration
von EGF und NGF ko¨nnen somit Beobachtungen aus vier unterschiedlichen Interaktions-
topologien erzeugt werden: Wildtyp mit EGF stimuliert, Wildtyp mit NGF stimuliert,
Mutante mit EGF stimuliert und Mutante mit NGF stimuliert (Wieczorek et al., 2015).
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Eine schematische Darstellung der simulierten Netzwerke mit einer Gegenu¨berstellung von
Wildtyp und Mutante bietet Abbildung 16 im Anhang auf Seite 115. Die Simulation bildet
die biologischen Vorga¨nge in sehr detaillierter Weise nach. Die Konzentrationen sa¨mtlicher
beteiligter Moleku¨le wird berechnet und steht zur Verfu¨gung. In dieser Arbeit wird je-
doch nicht das gesamte Netzwerk modelliert. Durch Expertenwissen ko¨nnen drei zentrale
Spezies identifiziert werden, welche die unterschiedlichen Interaktionstopologien wieder-
geben. Dabei handelt es sich um die phosphorylierte rapidly-growing-fibrosarcoma kinase
(Bezeichnung nach Sasagawa: c Raf Ras GTP, im Folgendem RAF), die doppelt phospho-
rylierte extracellular-signal-regulated kinase (ppERK, im Folgendem ERK) und um die
mitogen-activated protein kinase (ppMEK, im Folgendem MEK). Die Festlegung auf die
Betrachtung von drei Spezies/Knoten hat mehrere Gru¨nde. Drei Spezies sind die Anzahl,
welche sich beim gegenwa¨rtigen Stand der Technik in ausreichender Stichprobengro¨ße er-
heben la¨sst. Des Weiteren steht in dieser Arbeit die statistische Methode im Vordergrund.
Drei Knoten sind das einfachste denkbare Netzwerk, an dem das NPBN-Verfahren sinnvoll
erprobt werden kann. Dabei ist neben der Netzwerkmodellierung die Entmischung der in
den Daten verborgenen Subgruppen vom großem Interesse. Diese wird, anders als die Netz-
werkmodellierung, durch eine geringe Anzahl an Knoten sogar tendenziell erschwert, da der
Algorithmus weniger Informationen zur Verfu¨gung hat. Hinzu kommt, dass ein Netzwerk
mit 99 Knoten in seinem Umfang fu¨r die in dieser Arbeit vorgeschlagene NPBN-Analyse
zu groß und nur schwer handhabbar wa¨re.
Der NPBN-Algorithmus kann auf handelsu¨blichen Rechnern bei vertretbarer Rechenzeit
Netzwerke von bis zu 50 Knoten analysieren. Der Einsatz großer Rechnercluster bietet
jedoch die Mo¨glichkeit die Knotenanzahl deutlich zu erho¨hen.
Der generierte Datensatz umfasst also stellvertretend fu¨r alle die Konzentrationen von drei
fu¨r die Signalverarbeitungskette zentralen Spezies: RAF, MEK und ERK. Diese werden
von der ersten bis zur zehnten Minute nach der Stimulation mit EGF und NGF alle 30 Se-
kunden erhoben. Da sich aufeinander folgende Beobachtungen nur geringfu¨gig voneinander
unterscheiden und um den Rechenaufwand zu senken, wird die Analyse auf die Messun-
gen der vollen Minuten beschra¨nkt. Nach zehn Minuten gilt aus biochemischer Sicht die
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Signalweiterleitung als abgeschlossen und die Proteinkonzentrationen in der Zelle befinden
sich nahe dem Ausgangsniveau von Minute eins, vergleiche Abbildung 4 a)-c) auf Seite 45.
Fu¨r jede Beobachtung wird die Simulation neu initiiert, indem die Ausgangswerte der
Konzentration von RAF, MEK und ERK aus einer Normalverteilung gezogen werden
RAFAusgangskonzentration ∼ N(0.5, 0.5 · η)
MEKAusgangskonzentration ∼ N(0.68, 0.68 · η)
ERKAusgangskonzentration ∼ N(0.26, 0.26 · η) .
Die Erwartungswerte wurden dabei aus dem Modell von Sasagawa et al. (2005) u¨bernom-
men. Unplausible negative Werte wurden durch Anwendung der Betragsfunktion korri-
giert. Der Parameter η ∈ (0.1, 0.2, . . . , 0.7) wird eingefu¨hrt, um biologisches Rauschen in
der Simulation zu beru¨cksichtigen. Diese Gro¨ße wird im Folgenden Noise genannt. Ho¨here
Einstellungen von η (η > 0.7) sind nach Expertenwissen a¨ußerst unplausibel, da eine Zelle,
deren innerer biochemischer Zustand derart vom Normalniveau abweicht, nicht u¨berle-
bensfa¨hig ist.
Durch Variation des Parameters η ko¨nnen Zellen im
”
Ruhezustand“ simuliert werden, mit
klaren und fu¨r die Inferenz gu¨nstigen Profilen, aber ebenso, bei ho¨heren η,
”
aktive“ Zellen,
deren Profile uneinheitlich sind und bei denen viele Inferenzmethoden an ihre Grenzen
stoßen und falsche Ergebnisse liefern. Die Abha¨ngigkeit der Varianz vom Erwartungswert
sorgt dafu¨r, dass sich die Schwankung in den Werten proportional zu ihrer mittleren
Lage verha¨lt. Die vollsta¨ndige Aufza¨hlung aller im Modell vorkommenden Spezies sowie
deren Ausgangskonzentrationen sind im Anhang in Tabelle 5 ab Seite 113 zu finden.
Die vollsta¨ndige Liste aller im Modell betrachteten Reaktionen kann Tabelle 6 ab Seite
123 entnommen werden. Weitere Details der Simulation, darunter das von Sasagawa als
Ausgangspunkt verwendete Differentialgleichungssystem, werden im Anhang im Abschnitt
D beschrieben. Es werden zwei, zehn Zeitpunkte umfassende, Datensa¨tze simuliert, D2
und D4. D2 entha¨lt Beobachtungen eines Netzwerks mit zwei Komponenten (Wildtyp
stimuliert mit NGF oder EGF). D4 entha¨lt Beobachtungen eines Netzwerks mit vier
Komponenten (Wildtyp und Mutante jeweils mit NGF oder EGF stimuliert). Der erste
Datensatz umfasst pro Zeitpunkt 350 Beobachtungen, der zweite 700. Diese werden jeweils
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gleichma¨ßig auf die Komponenten aufgeteilt. Weitere Erla¨uterungen und Beispiele zu der
Struktur der Daten ko¨nnen Tabelle 1 sowie den Abbildungen 4 auf Seite 45 und 16 auf
Seite 115 entnommen werden.
Anzahl simulierter Beobachtungen fu¨r D2
Typ Stimulation simulierte Noisesta¨rke
mit 0.1 0.2 0.3 0.4 0.5 0.6 0.7
Wildtyp NGF 175 175 175 175 175 175 175
EGF 175 175 175 175 175 175 175∑
350 350 350 350 350 350 350
Anzahl simulierter Beobachtungen fu¨r D4
Typ Stimulation simulierte Noisesta¨rke
mit 0.1 0.2 0.3 0.4 0.5 0.6 0.7
Wildtyp NGF 175 175 175 175 175 175 175
EGF 175 175 175 175 175 175 175
Mutante NGF 175 175 175 175 175 175 175
EGF 175 175 175 175 175 175 175∑
700 700 700 700 700 700 700
Tabelle 1: U¨bersicht der simulierten Beobachtungen fu¨r das Netzwerk mit zwei Komponen-
ten (D2) und das Netzwerk mit vier Komponenten (D4). Die dargestellte Kon-
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Abbildung 4: Struktur der simulierten Daten bei Noise 0.7, bei Stimulation mit NGF (gru¨n)
und mit EGF (rot), im zwei Komponenten Fall. Simulierte Konzentrationen
der Proteine RAF (a), MEK (b), ERK (c) gegen die Zeit aufgetragen; die feste
Linie kennzeichnet die Mittel der Werte, der schraffierte Bereich die Standard-
abweichung. Simulierte Konzentrationen von RAF, MEK und ERK (die Werte
sind in der Abbildung zentriert dargestellt), 2 Min. nach Stimulation (d), 9
Min. nach Stimulation (e).
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4.2. Referenzverfahren
Mittlerweile wurden alternative Vorschla¨ge fu¨r Verfahren publiziert, welche selbststa¨ndig
die Zahl der Gruppen im Datensatz scha¨tzen und die Beobachtungen diesen zuordnen
ko¨nnen, wie zum Beispiel das von Hasenauer et al. (2014), welches Mischungsmodelle
mit gewo¨hnlichen Differentialgleichungen kombiniert. Zu dem Zeitpunkt, als der in die-
ser Arbeit vorgestellte NPBN-Ansatz ausgearbeitet worden ist, war in der Literatur kein
alternatives Verfahren mit diesen Eigenschaften bekannt. Aus diesem Grund wird die
Leistungsfa¨higkeit von NPBN mit der von Verfahren aus der Clusteranalyse verglichen.
Eine korrekte Clusterung liegt dann vor, wenn Beobachtungen, die aus einen Netzwerk
stammen, in das gleiche Cluster eingeordnet werden. Um aussagekra¨ftige Resultate zu
gewa¨hrleisten, wird den Referenzverfahren ein Informationsvorsprung gewa¨hrt, indem sie
mit der korrekten Anzahl von Gruppen initiiert werden, wa¨hrend das NPBN-Verfahren
diese selbststa¨ndig ermittelt.
Das erste Referenzverfahren ist der k-means Algorithmus (MacQueen, 1967), im Folgenden
KM, welcher einen Datensatz in k (k durch den Benutzer vorgegeben) Cluster partitioniert,
so dass die Summe der Absta¨nde aller Beobachtungen zu den zugeho¨rigen arithmetischen
Clustermitteln minimiert wird. Die in dieser Arbeit diskutierten Ergebnisse werden in
Matlab (MATLAB, 2009) unter Verwendung der Funktion kmeans.m mit dem Euklidi-
schen Abstandsmaß berechnet. Jede Clusterung wird 500 mal mit zufa¨lligen Startwerten
wiederholt, um so die zufa¨llige Initiierung des Verfahrens aufzuwiegen.
Das zweite Referenzverfahren, das herangezogen wird, ist die hierarchische Clusteranalyse,
im Folgenden HC. Dabei handelt es sich um ein agglomeratives Verfahren, welches erst
Paare bzw. kleine Mengen von Beobachtungen bildet und diese durch Hinzunahme weiterer
Beobachtungen oder Vereinigung der Mengen untereinander schrittweise vergro¨ßert, bis der
gesamte Datensatz in einem einzigen Cluster vereint ist. In jedem Schritt werden diejenigen
Beobachtungen zusammengefu¨hrt, welche minimalen Abstand zueinander haben. Auf jeder
Stufe la¨sst sich eine Clusterung mit vorgegebener Clusteranzahl ableiten. Die hierarchische
Clusteranalyse wird ebenfalls in Matlab unter Verwendung der Funktionen pdist.m und
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linkage.m mit dem Euklidischen Abstandsmaß nach der Methode von Ward (Ward, 1963)
durchgefu¨hrt.
4.3. Vergleich der Clustergu¨te anhand der Reinheit
An dieser Stelle wird die Leistungsfa¨higkeit der Entmischung von Beobachtungen, die
aus verschiedenen Komponenten stammen, betrachtet. Verglichen werden NPBN-DP und
NPBN-PY sowohl untereinander als auch mit den Referenzmethoden. Die vorgestellten Er-
gebnisse stammen aus MCMC-Simulationen mit 2.8 ·106 Iterationen mit einer Ausdu¨nnung
(thinning) von 350 und einem Burn-In von 1.4 · 106 Iterationen fu¨r Netzwerke mit zwei
Komponenten und aus Simulationen mit 5 ·106 Iterationen mit einer Ausdu¨nnung von 500
und einem Burn-In von 2 · 106 Iterationen fu¨r Netzwerke mit vier Subgruppen. Diese Ein-
stellungen werden fu¨r alle zehn betrachteten Zeitpunkte fu¨r beide Varianten von NPBN
verwendet. Als Bewertungskriterium dient die in Abschnitt 3.3 beschriebene Kennzahl
(pco). Fu¨r eine bessere U¨bersicht werden die berechneten pco-Werte der vier in der Simu-
lationsstudie zu vergleichenden Verfahren nach η gruppiert und in Boxplots zusammenge-
fasst. Jeder Boxplot beinhaltet somit die Entmischungsergebnisse fu¨r alle zehn Zeitpunkte
der simulierten Signalverarbeitung.
Abbildung 5 auf Seite 48 zeigt die pco-Werte fu¨r den D2 Datensatz. Es ist erkennbar,
dass bei geringer Noisesta¨rke alle Verfahren gleich gut sind und hohe pco-Werte nahe
bei 100 % liefern. Bei einer Noisesta¨rke von 0.3 beginnt sich ein Unterschied in der Lei-
stungsfa¨higkeit der Methoden abzuzeichnen. Wa¨hrend die Ergebnisse der klassischen Clu-
sterverfahren (KM und HC), welche die Netzwerkstruktur nicht beru¨cksichtigen ko¨nnen,
stark schwanken, bleiben diese fu¨r beide NPBN-Verfahren bei u¨ber 95 %. Bei ho¨heren
Noisesta¨rken fa¨llt fu¨r die Referenzverfahren der Median der pco-Werte bis auf unter 65 %,
wa¨hrend die Streuung steigt. Die NPBN-Verfahren sind von der steigenden Noisesta¨rke
auch negativ betroffen. Ihre Leistung wird ebenfalls schlechter, jedoch in einem deutlich
kleineren Umfang. Selbst bei moderatem Noise von 0.4 liegen deren pco-Werte deutlich
u¨ber 90 %, mit geringer Streuung, und auch bei noch ho¨herem Noiseniveau ist das Ergeb-
nis (Median und Interquartilsabstand) stets deutlich besser als das der klassischen reinen
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Clusteralgorithmen. Die große Streuung der pco-Werte, die sich insbesondere bei den klas-
sischen Verfahren bemerkbar macht, ist dadurch zu erkla¨ren, dass die Beobachtungen, die
fu¨r unterschiedliche Zeitpunkte erhoben wurden, von den Verfahren unterschiedlich gut
entmischt werden ko¨nnen. Das liegt daran, dass die simulierten Proteinkonzentrationen in
der mittleren Phase der Signalverarbeitung dicht beieinander liegen und stark u¨berlappen
(vergleiche die Zeitpunkte 5.-7. Min. in Abbildungen 4 (a-c) auf Seite 45) sowie in Abbil-
dungen 9 und 10 ab Seite 56) und die Netzwerke schwerer zu unterscheiden sind, als dies
der Fall am Anfang, kurz nach der Stimulation, und am Ende der Signalverarbeitung ist








































Abbildung 5: Vergleich der korrekt allokierten Beobachtungen in Prozent fu¨r aufsteigen-
de Noisesta¨rke, zusammengefasst u¨ber die Zeitpunkte fu¨r den Datensatz mit
zwei Komponenten (D2). Abgebildet sind die Ergebnisse fu¨r die nichtparame-
trischen Bayesschen Netzwerke mit Dirichlet a priori Verteilung (NPBN-DP,
θ = 1) und mit Pitman-Yor a priori Verteilung (NPBN-PY, θ = 1, σ = 0.2)
(vergleiche Abschnitt 3.2) sowie die Ergebnisse der beiden Referenzverfahren
k-means (KM) und hierarchische Clusteranalyse (HC), vergleiche Abschnitt
4.2.
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Kurz nach der Stimulation und am Ende der Signalverarbeitung herrscht nur ein geringes
Ausmaß an Aktivita¨t und die Interaktionsstruktur der beiden Netzwerke unterscheidet sich
deutlicher voneinander. Dies ist ein weiterer Grund die Ergebnisse u¨ber die Zeitpunkte zu-
sammengefasst zu betrachten. Auf diese Weise sollen aussagekra¨ftige, belastbare Vergleiche
ermo¨glicht werden, da sowohl gu¨nstige als auch ungu¨nstige Datenkonstellationen in die Be-
wertung einfließen. Die Abbildungen 4 (d-e) auf Seite 45 verdeutlichen den beschriebenen





































Abbildung 6: Vergleich der korrekt allokierten Beobachtungen in Prozent fu¨r aufsteigen-
de Noisesta¨rke u¨ber die Zeitpunkte, zusammengefasst fu¨r den Datensatz mit
vier Komponenten (D4). Abgebildet sind die Ergebnisse fu¨r die nichtparame-
trischen Bayesschen Netzwerke mit Dirichlet a priori Verteilung (NPBN-DP,
θ = 1) und mit Pitman-Yor a priori Verteilung (NPBN-PY, θ = 1, σ = 0.2)
(vergleiche Abschnitt 3.2) sowie die Ergebnisse der beiden Referenzverfahren
k-means (KM) und hierarchische Clusteranalyse (HC), vergleiche Abschnitt
4.2.
Die Analyse des Datensatzes mit vier Komponenten (D4, vergleiche Abbildung 6 auf Seite
49) besta¨tigt im Wesentlichen die Ergebnisse aus der Analyse des Datensatzes mit zwei
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Komponenten (D2). Die NPBN-Verfahren liefern teilweise deutlich bessere Ergebnisse als
die Referenzverfahren. Allerdings scheint der Einfluss der Noisesta¨rke im D4 Datensatz aus-
gepra¨gter zu sein als dies im D2 Datensatz der Fall war. Besonders auffa¨llig ist dies bei der
Betrachtung der Ergebnisse des k-means Verfahrens. Selbst bei gering ausgepra¨gter Noise-
sta¨rke erreichen sie Maximalwerte im Bereich von lediglich 90 %. Auch der pco-Wert der
hierarchischen Clusteranalyse ist schlechter als im D2 Datensatz. Bereits bei η = 0.2 liegt
er unter 100 % und sinkt mit zunehmendem Noise stark ab. Generell fallen die Werte aller
Verfahren deutlich schneller als dies bei D2 der Fall war. Dies ist insofern nachvollziehbar,
als hier Beobachtungen anhand von drei Werten in vier Gruppen aufgeteilt werden sol-
len. Ohne die Zusatzinformationen, welche die NPBN-Verfahren aus der Netzwerkstruktur
ziehen ko¨nnen, lassen sich die mit steigendem Noise immer sta¨rker u¨berlappenden Grup-
pen kaum trennen. Auf den ho¨chsten Einstellungen von 0.6 und 0.7 werden die Ergebnisse
aller Verfahren schlechter und fallen auf 75 % und weniger. Die von den Clusteralgorithmen
gelieferten Werte liegen hier mit 60 % und weniger in einen Bereich, in dem sie kaum noch
besser sind als bei einer zufa¨lligen Aufteilung der Beobachtungen.
4.4. Vergleich der gefundenen Komponentenanzahl
Neben der Clustergu¨te, welche im vorhergehenden Abschnitt betrachtet wird, ist auch die
korrekte Scha¨tzung der Anzahl an Komponenten ein wichtiges Kriterium fu¨r die Leistungs-
fa¨higkeit der in dieser Arbeit vorgestellten NPBN-Verfahren. Diese wird im Folgendem mit
Hilfe des im Abschnitt 3.3.3 vorgestellten Silhouettenkoeffizienten untersucht.
Die Abbildungen 7 und 8 auf den Seiten 53 und 55 zeigen die ASW-Werte, welche fu¨r
zunehmende Noisesta¨rke von 0.1 bis 0.7 fu¨r die Datensa¨tze D2 und D4 berechnet wurden.
Zusa¨tzlich wird die Einstellung von NPBN-DP, NPBN-PY, k-means und hierarchischer
Clusteranalyse in Bezug auf die fu¨r die Aufteilung der Beobachtungen maximal zuge-
lassene Clusteranzahl zwischen zwei und zehn variiert. Die Werte werden, wie zuvor im
Abschnitt 4.3, u¨ber die Zeitpunkte zusammengefasst. Die korrekte Komponentenanzahl
(zwei in Abbildung 7, vier in Abbildung 8) ist rot markiert. Die NPBN-Verfahren scho¨pfen
bei geringen Noisesta¨rken die maximale Komponentenanzahl nicht aus. Das fu¨hrt dazu,
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dass beispielsweise eine Berechnung mit fu¨nf oder sechs maximal erlaubten Komponenten
identisch ist mit jener, in der nur vier Komponenten zugelassen sind. In solchen Fa¨llen
werden die sich wiederholenden Boxplots nicht eingezeichnet.
Außer im Fall von Noisesta¨rke 0.3, wo die hierarchische Clusteranalyse den ho¨chsten ASW-
Wert bei 3 Clustern statt bei 4 aufweist, zeigen alle Verfahren bei geringer Noisesta¨rke von
0.1 bis 0.3 die richtige Komponentenanzahl an, sowohl im D2 wie auch im D4 Datensatz.
Bei ho¨heren Noisesta¨rken bietet sich ein differenzierteres Bild. Im Zwei-Komponenten-Fall
unterliegen die klassischen Clusterverfahren hohen Schwankungen und liefern ha¨ufig falsche
Ergebnisse, wie z.B. im Fall von Noisesta¨rke 0.6 (Abbildung 7(f)). Hier sind die ASW-Werte
der hierarchischen Clusteranalyse fu¨r den D2 Datensatz selbst fu¨r fu¨nf Cluster ho¨her als
die ASW-Werte fu¨r die korrekten zwei Cluster. Bei den NPBN-Verfahren (NPBN-DP und
NPBN-PY) sind die ASW-Werte durchgehend bei der korrekten Zahl von zwei Clustern
am ho¨chsten. Es finden sich keine Hinweise darauf, dass eines der beiden NPBN-Verfahren
die Clusteranzahl besser als das andere scha¨tzen kann.
Im Vier-Komponenten-Fall liefern die klassischen Methoden bereits bei moderater Noise-
sta¨rke von 0.4 in den meisten Fa¨llen die falsche Clusteranzahl. Die NPBN-Verfahren sind
im Vier-Komponenten-Fall zwar nicht mehr ganz fehlerfrei, liefern aber insgesamt noch
gute Ergebnisse und liegen im Median richtig. Hier gibt es auch Anzeichen dafu¨r, dass
das NPBN-PY leicht bessere Ergebnisse als das NPBN-DP liefert, wie z.B. im Fall von
Noisesta¨rke 0.4 (Abbildung 8(d)), in dem das NPBN-DP mit zwei Komponenten einen
falschen Wert liefert.
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Diese Abbildung wird auf der folgenden Seite fortgesetzt.
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Abbildung 7: U¨ber die Zeitpunkte zusammengefasste Silhouettenkoeffizienten, berechnet fu¨r
aufbereitete Allokationsvektoren bei vorgegebener maximaler Komponenten-
zahl bzw. Clusteranzahl, fu¨r den simulierten Datensatz mit zwei Komponenten
(D2). Verglichen werden NPBN-DP, NPBN-PY, k-means und hierarchisches
Clustern bei variierender Noisesta¨rke. Noise 0.1 (a), Noise 0.2 (b), Noise 0.3
(c), Noise 0.4 (d), Noise 0.5 (e), Noise 0.6 (f), Noise 0.7 (g). Die Box, die fu¨r
die korrekte Anzahl der Cluster (hier zwei) steht, ist rot hervorgehoben.
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Abbildung 8: U¨ber die Zeitpunkte zusammengefasste Silhouettenkoeffizienten berechnet fu¨r
aufbereitete Allokationsvektoren bei vorgegebener maximaler Komponenten-
zahl bzw. Clusteranzahl, berechnet fu¨r den simulierten Datensatz mit vier
Komponenten (D4). Verglichen werden NPBN-DP, NPBN-PY, k-means und
hierarchisches Clustern bei variierender Noisesta¨rke. Noise 0.1 (a), Noise 0.2
(b), Noise 0.3 (c), Noise 0.4 (d), Noise 0.5 (e), Noise 0.6 (f), Noise 0.7 (g). Die
Box, die fu¨r die korrekte Anzahl der Cluster (hier vier) steht, ist rot hervor-
gehoben.
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4.5. Vergleich der Leistung von NPBN-DP und NPBN-PY
Fu¨r beide Datensa¨tze gilt, dass die Ergebnisse von NPBN-DP und NPBN-PY nahe beiein-
ander liegen. Die einzige Abweichung ist fu¨r das Zwei-Komponenten-Netzwerk fu¨r Noise
0.6 und 0.7 zu beobachten. Jedoch ist hier jedes Verfahren dem anderen mal u¨ber-, mal
unterlegen, so dass von einer zufa¨lligen Schwankung ausgegangen werden kann. Eine wie-
derholte Scha¨tzung mit einer anderen Stichprobe aus dem Datensatz liefert vergleichbare
Werte. Hier weichen die von den Scha¨tzern gelieferten Werte nur um wenige Nachkomma-
stellen voneinander ab.




































































Abbildung 9: Vergleich der Entmischungsgenauigkeit zwischen k-means (KM), hierarchi-
scher Clusteranalyse (HC), nichtparametrischen Bayesschen Netzwerken mit
der Dirichlet a priori Verteilung (NPBN-DP) sowie mit der Pitman-Yor a
priori Verteilung mit verschiedenen Werten von σ (NPBN-PY02, NPBN-PY05,
NPBN-PY08) bei einen Noisesta¨rke von 0.7, aufgeschlu¨sselt nach der Zeit im
Zwei-Komponenten-Fall.
Die im vorigen Kapitel gea¨ußerte Vermutung, dass NPBN-PY als Verallgemeinerung von
NPBN-DP, welche die Anzahl der Komponenten mit beru¨cksichtigt, in Datensa¨tzen mit
mehr Komponenten deutlich besser abschneidet, la¨sst sich hier nicht besta¨tigen. Es ist
davon auszugehen, dass die Zahl der Komponenten im Datensatz mit vier noch nicht
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hinreichend groß ist, um von den Eigenschaften des Pitman-Yor-Prozesses profitieren zu
ko¨nnen. Abbildung 9 und 10 ab Seite 56 liefern fu¨r diese Behauptung einen weiteren Beleg.


































































Abbildung 10: Vergleich der Entmischungsgenauigkeit zwischen k-means (KM), hierarchi-
scher Clusteranalyse (HC), nichtparametrischen Bayesschen Netzwerken mit
der Dirichlet a priori Verteilung (NPBN-DP) sowie mit der Pitman-Yor a
priori Verteilung mit verschiedenen Werten von σ (NPBN-PY02, NPBN-
PY05, NPBN-PY08) bei einen Noisesta¨rke von 0.7, aufgeschlu¨sselt nach der
Zeit im Vier-Komponenten-Fall.
Dort sind die pco-Werte fu¨r verschiedene Einstellungen der Parameter des Pitman-Yor-
Prozesses fu¨r beide Fa¨lle, zwei und vier Komponenten, gegenu¨bergestellt. Fu¨r alle drei
betrachteten Einstellungen des Pitman-Yor-Prozesses liegen die Ergebnisse nahe beieinan-
der und dicht an dem pco-Wert des NPBN-Verfahrens mit dem Dirichlet-Prozess (welches
identisch ist mit NPBN-PY σ = 0). Im Zwei-Komponenten-Datensatz erzielt NPBN-DP
in einigen Fa¨llen das beste Ergebnis (bei Min. 1), aber ebenso gibt es Fa¨lle, in denen
NPBN-PY mit σ = 0.2 (bei Min. 6), σ = 0.5 (bei Min. 9) oder σ = 0.8 (bei Min. 10) am
besten abschneidet. Im Vier-Komponenten-Datensatz verha¨lt es sich a¨hnlich, nur dass die
Ergebnisse aller NPBN-Verfahren noch dichter zusammen liegen. Somit sind unabha¨ngig
von der Wahl des Parameters keine Anzeichen fu¨r eine generelle U¨berlegenheit von einem
der beiden NPBN-Verfahren feststellbar.
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4.6. Zusammenfassung
Insgesamt kann beobachtet werden, dass die Entmischung mittels der NPBN-Verfahren
zufrieden stellend gelingt. Der simulierte Datensatz umfasst mehrere Szenarien. Neben ver-
schiedenen Noisesta¨rken werden auch unterschiedliche Netzwerktopologien, die sich u¨ber
den Verlauf der Signalantwort manifestieren, darunter fu¨r die Entmischung gu¨nstige und
auch ungu¨nstige, beru¨cksichtigt. Die erzielten Ergebnisse sind sowohl fu¨r die Reinheit der
Gruppen als auch fu¨r die gefundene Komponentenzahl sehr gut. Die zum Vergleich heran-
gezogenen klassischen Verfahren aus dem Bereich der Clusteranalyse schneiden schlechter
ab. Die bessere Leistung der NPBN-Verfahren zeigt sich vor allem bei Konstellationen, in
denen die Daten viele Subgruppen enthalten und eine hohe Noisesta¨rke vorliegt. Ein Unter-
schied in der Leistungsfa¨higkeit zwischen NPBN-DP und NPBN-PY kann nicht festgestellt
werden.
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5. Scha¨tzverfahren und Konzentrationsbestimmung am
Beispiel des mating pathways in der Hefe
Die im Rahmen dieser Arbeit entwickelten Methoden sind, neben der Entmischung der Da-
ten des Erk-Signalu¨bertragungsnetzwerks aus Kapitel 4, in ein weiteres systembiologisches
Projekt in Kooperation mit dem MPI Dortmund, Abteilung Systemische Zell-Biologie,
eingeflossen, und haben die Analyse der erhobenen Daten entscheidend vorangebracht. In
diesem Teil der Arbeit wird der Hintergrund und das Scha¨tzverfahren zur Bestimmung
der Konzentrationen der Proteinkomplexe erla¨utert. Die Auswertung der Scha¨tzergebnisse
und der darauf aufbauende Netzwerkinferenz wird im Kapitel 6 besprochen.
5.1. Problemstellung und Einordnung des Projekts
A¨hnlich wie zuvor besteht die u¨bergeordnete Fragestellung darin, die Interaktionsstruktur
von Moleku¨len in biochemischen Netzwerken lebender Zellen aufzukla¨ren. Am Modell-
organismus Hefe (speziell an einem Derivat des Stamms S288c (Maglott et al., 2005)) soll
der als mating pathway bekannte Stoffwechselweg erforscht werden, vergleiche Abbildung
11 auf Seite 60.
Eine der großen Schwierigkeiten dieses Vorhabens besteht darin, dass die Daten nicht in
einer Form vorliegen, wie sie der NPBN-Algorithmus beno¨tigt. Dieses Problem kann jedoch
in einem Datenaufbereitungsschritt durch ein neu entwickeltes Scha¨tzverfahren behoben
werden (Jarzombek et al., 2014). Darauf wird im Abschnitt 5.3 genauer eingegangen.
Im Zentrum des im Projekt betrachteten biomolekularen Netzwerks stehen vier Proteine:
Ste11 (systemischer Name YLR362W), Ste7 (systemischer Name YDL159W), Ste5
(systemischer Name YDR103W) und Fus3 (systemischer Name YBL016W). Diese ko¨nnen
einzeln vorliegen oder untereinander Verbindungen eingehen und so Gebilde aus zwei
(sogenannte Dimere), drei (sogenannte Trimere) und aus vier Proteinen (sogenannte
Tetramere) entstehen lassen. Diese ko¨nnen aber wieder abgebaut werden, so dass sie fu¨r
neue Verbindungen bereitstehen. Zur Vereinfachung werden die genannten Proteingebilde
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sowie die einzelnen Proteine im Folgenden unter der Sammelbezeichnung Proteinkomplexe
oder kurz Komplexe adressiert. Insgesamt sind 15 unterschiedliche Gebilde mo¨glich,
vergleiche Abbildung 3 auf Seite 70. 2839Formin-regulated actin cytoskeleton mediates scaffold recruitment
PBS containing 100 µg/ml lyticase, 3 µg/ml phenylmethylsulphonyl
fluoride and 2 µl/ml β-mercaptoethanol. Cells were then fixed in
–20°C methanol for 5 minutes followed by 20 seconds in –20°C
acetone. After being air-dried, cells were permeabilized with 0.5%
Triton X-100 for 5 minutes, washed with PBS three times, and then
blocked with 2% BSA at room temperature for 1 hour. To detect Myc-
tagged Ste5, samples were incubated in a 1:1000 dilution of 9E10
ascites fluid at room temperature for 1 hour or at 4°C overnight. After
washing with PBS, samples were exposed to a CY3-conjugated
secondary antibody (1:1000, Zymed Laboratories, South San
Francisco, CA, USA) and incubated in the dark for 1 hour. After four
washes with PBS, the slides were mounted with Vectashield medium.
All samples were observed on an Axioskop 2 microscope (Carl Zeiss,
Thornwood, NY, USA) linked to a digital camera (C4742-95;
Hamamatsu, Bridgewater, NJ, USA).
Temperature shift experiments, latrunculin A treatment and
actin staining
Cells were grown at room temperature then shifted to the
nonpermissive temperature as follows: bni1TSbnr1∆ and tpm1TS
tpm2∆ cells were shifted to media that were pre-warmed to 34°C and
34.5°C, respectively, and 5 µM α factor was added to the culture at
the same time. Cells were incubated at the nonpermissive temperature
for 10 minutes, then fixed for immunostaining. rho1-2 and rho1-104
cells were first shifted to 37°C for 1 hour before being treated with 5
µM α factor for 30 minutes and myo2-66 cells were pre-cultured at
37°C for 2 hours, then both were stimulated with 5 µM α factor for
30 minutes before being fixed. Strains harboring GAL1-MYO2DN
were grown in 2% galactose for 1 hour and then incubated with 5 µM
α factor for 15 minutes.
Latrunculin A (Molecular Probes) was dissolved in
dimethylsulfoxide (DMSO) at 5 mM and the stock solution was stored
at –20°C. To treat the cells, latrunculin A was added to the medium
at a final concentration of 100 µM and DMSO was used as control. 
To visualize actin, cells were fixed with 4% formaldehyde for 45
minutes and then stained with Rhodamine-phalloidin (Molecular
Probes; final concentration 5 U/ml) in the dark for 1 hour. Cells were
washed twice in PBS and resuspended in Vectashield mounting
medium. Actin was examined using a Axioskop 2 microscope.
Results
Bni1 is required for efficient pheromone-induced MAPK
activation
We identified BNI1 in a targeted screen for cytoskeletal and
cell polarity genes required for efficient G1 arrest induced by
α mating pheromone (C.M. and E.E., unpublished). Although
Bni1 was known to be required for mating pheromone-induced
actin reorganization and cell polarization, it has not been
thought to play a direct role in signal transduction (Evangelista
et al., 1997; Buehrer and Errede, 1997). Since G1 arrest
requires the activation of MAPK Fus3, we investigated a
possible relationship between actin cytoskeleton
reorganization by Bni1 and MAPK signal transduction. We
used a previously published bni1 null mutant in the W303-1a
background (Evangelista et al., 1997) in which mating pathway
functions are strictly dependent upon the MAPKs Fus3 and
Kss1 (Elion et al., 1991). The bni1∆ mutant was severely
defective in α factor-induced shmoo formation (Fig. 1B) and
mated at reduced frequency (Fig. 1D) as previously shown. In
addition, the strain also underwent less efficient G1 arrest in a
halo assay (Fig. 1C), accumulated fewer unbudded cells after
treatment with α factor (Fig. 1D) and expressed a FUS1-lacZ
reporter gene for the pathway less efficiently than the WT
strain (Fig. 1E). We note that the previous analysis of a
Fig. 1. bni1∆ mutant cells are defective in mating pathway responses.
(A) Schematic diagram of yeast mating MAPK pathway. Binding of
mating pheromone (α factor) to its seven-transmembrane receptor
(Ste2) induces dissociation of a heterotrimeric G protein, creating free
Gβγ (Ste4/Ste18) dimer. Gβ associates with Ste5 scaffold allowing
activation of associated Ste11 (MAPKKK) by Ste20 (PAK), which is
anchored at the plasma membrane through Cdc42 GTPase. Ste20 may
also associate with and be stimulated by Gβ. Ste20 phosphorylates
Ste11, allowing sequential phosphorylation of Ste7 (MAPKK) and
Fus3/Kss1 (MAPK). The MAPKs (mainly Fus3) activate Ste12
(transcription factor) and Far1 (cyclin-dependent kinase inhibitor) to
trigger growth arrest and shmoo formation. 
(B) Morphology of bni1∆ cells before and after α factor treatment.
WT (EY699) and bni1∆ (EYL427) cells were grown to A600 ≈0.6 at
30°C then treated with 5 µM α factor for 2 hours. The cells were fixed
with 4% formaldehyde, briefly sonicated and then observed under the
microscope. (C) bni1∆ cells do not undergo G1 arrest when exposed
to α factor. Shown here is a halo assay of WT and bni1∆ SST1 strains.
Photo was taken after 36 hours. (D) Quantification of bni1∆ cell
defects in α factor-induced G1 arrest, shmoo formation and mating.
For G1 arrest and shmoo formation, cells were treated with α factor
as in B. Over 300 cells were counted. For quantitative mating, WT
and bni1∆ cells were mated to a MATα strain for 6 hours on YPD
plates. Diploid formation was quantitated as the percentage of
prototrophs formed between equal number of MATa and MATα cells.
(E) α factor-activated transcription activation is suppressed in bni1∆
cells. EY699 and EYL427 strains harboring FUS1-lacZ (EBL95)
were treated with α factor for 1.5 hours. β-Galactosidase assays were
performed as described. Values (Miller units of β-galactosidase
activity) are means ± s.d. of triplicate transformants. Error bars are
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PBS containing 100 µg/ml lyticase, 3 µg/ml phenylmethylsulphonyl
fluoride and 2 µl/ml β-mercaptoethanol. Cells were then fixed in
–20°C methanol for 5 minutes followed by 20 seconds in –20°C
acetone. After being air-dried, cells were permeabilized with 0.5%
Triton X-100 for 5 minutes, washed with PBS three times, and then
blocked with 2% BSA at room temperature for 1 hour. To detect Myc-
tagged Ste5, samples were incubated in a 1:1000 dilution of 9E10
ascites fluid at room temperature for 1 hour or at 4°C overnight. After
washing with PBS, samples were exposed to a CY3-conjugated
secondary antibody (1:1000, Zymed Laboratories, South San
Francisco, CA, USA) and incubated in the dark for 1 hour. After four
washes with PBS, the slides were mounted with Vectashield medium.
All samples were observed on an Axioskop 2 microscope (Carl Zeiss,
Thornwood, NY, USA) linked to a digital camera (C4742-95;
Hamamatsu, Bridgewater, NJ, USA).
Temperature shift experiments, latrunculin A treatment and
actin s aining
Cells were grown at room temperature then shifted to the
nonpermissive temperature as follows: bni1TSbnr1∆ and tpm1TS
tpm2∆ cells were shifted to media that were pre-warmed to 34°C and
34.5°C, respectively, and 5 µM α factor was added to the culture at
the same time. Cells were incubated at the nonpermissive temperature
for 10 minutes, then fixed for immunostaining. rho1-2 and rho1-104
cells were first shifted to 37°C for 1 hour before being treated with 5
µM α factor for 30 minutes and myo2-66 cells were pre-cultured at
37°C for 2 hours, then both were stimulated with 5 µM α factor for
30 minutes before being fixed. Strains harboring GAL1-MYO2DN
were grown in 2% galactose for 1 hour an  then i cubated with 5 µM
α factor for 15 minutes.
Latrunculin A (Molecul r Probes) was dissolved in
dimethylsulfoxide (DMSO) at 5 mM and the stock solution was stored
at –20° . To trea  the cells, latrunculin A w s added to the medium
at a final concentration of 100 µM and DMSO was used as control. 
To visualize actin, cells were fixed with 4% formaldehyde for 45
minutes and then stained with Rhodamine-phalloidin (Molecular
Probes; final concentration 5 U/ml) in the dark for 1 hour. Cells were
washed twice in PBS and resuspended in Vectashield mounting
medium. Actin was examined usi g a Axioskop 2 microscope.
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Bni1 is required for efficient pheromone-induced MAPK
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We identified BNI1 in a targeted screen for cytoskeletal and
cell pol rity genes required for eff cient G1 arrest induced by
α mating pheromone (C.M. and E.E., unpublished). Although
Bni1 was known to be required for mating pheromone-induced
actin reorganization and cell polarization, it has not be n
thought to play a direct rol  in signal transduction (Evangelista
et al., 1997; Buehrer and Errede, 1997). Since G1 arrest
requires the activation of MAPK Fus3, we investigated a
possible relationship between actin cytoskeleton
reorganization by Bni1 and MAPK signal transduction. We
used a previously published bni1 null mutant in the W303-1a
background (Evangelista et al., 1997) in which mating pathway
functions are strictly dependent upon the MAPKs Fus3 and
Kss1 (Elion et al., 1991). The bni1∆ mutant was severely
defective in α factor-induced shmoo formation (Fig. 1B) and
mated at reduced frequency (Fig. 1D) as previously shown. In
addition, the strain also underwent less efficient G1 arrest in a
halo assay (Fig. 1C), accumulated fewer unbudded cells after
treatment with α factor (Fig. 1D) and expressed a FUS1-lacZ
reporter gene for the pathway less efficiently than the WT
strain (Fig. 1E). We note that the previous analysis of a
Fig. 1. bni1∆ mutant cells are defective in mating pathway responses.
(A) Schematic diagram of yeast mating MAPK pathway. Binding of
mating pheromone (α factor) to its seven-transmembrane receptor
(Ste2) induces dissociation of a heterotrimeric G protein, creating free
Gβγ (Ste4/Ste18) dimer. Gβ associates with Ste5 scaffold allowing
activation of assoc ated Ste11 (MAPKKK) by Ste20 (PAK), which is
anchored at the plasma membrane through Cdc42 GTPase. Ste20 may
also associate with and be stimulated by Gβ. Ste20 phosphorylates
Ste11, allowing sequential phosphorylation of Ste7 (MAPKK) and
Fus3/Kss1 (MAPK). The MAPKs (mainly Fus3) activate Ste12
(transcription factor) and Far1 (cyclin-dependent kinase inhibitor) to
trigger growth arrest and shmoo formation. 
(B) Morphology of bni1∆ cells before and after α factor treatment.
WT (EY699) and bni1∆ (EYL427) cells were grown to A600 ≈0.6 at
30°C then treated with 5 µM α factor for 2 hours. The cells were fixed
with 4% formaldehyde, briefly sonicated and then observed under the
microscope. (C) bni1∆ cells do not undergo G1 arrest when exposed
to α factor. Shown here is a halo assay of WT and bni1∆ SST1 strains.
Photo was t k n after 36 hours. (D) Quantification of bni1∆ cell
defects in α factor-induced G1 arrest, shmoo formation and mating.
For G1 arrest d shmoo formation, cells were treated with α factor
as in B. Over 300 cells were counted. For quantitative mating, WT
and bni1∆ ells were mated to a MATα strain for 6 hours on YPD
plates. Diploid formation was quantitated as the percentage of
prototrophs formed between equal number of MATa and MATα cells.
(E) α factor-activated transcription activation is suppressed in bni1∆
cells. EY699 and EYL427 strains harboring FUS1-lacZ (EBL95)
were treated with α factor for 1.5 hours. β-Galactosidase assays were
performed as described. Values (Miller units of β-galactosidase
activity) are means ± s.d. of triplicate transformants. Error bars are











Abbildung 11: Schematisches Diagramm des Hefe mating pathways (links). Nach der Bin-
dung des α-Faktors an den Rezeptor wird eine Reaktion der Hefezelle aus-
gelo¨st, die vermittelt u¨ber mehrere Proteine, an zentraler Stelle u¨ber Ste7,
Ste5, Ste11 und Fus3, zu der Bildung eines Shmoo fu¨hrt. Unstimulierte He-
fezelle (rechts oben). Hefezelle nach der Stimulation mit dem α-Faktor mit
ausgebildeten Shmoo (rechts unten). Quelle: Qi und Elion (2005).
Das spezielle Muster der Konzentrationen der Komplexe ist charakteristisch fu¨r die ak-
tuellen Vorga¨nge in der Zelle nd kann direkt Auskunft u¨ber den Zustand der Hefezelle
geben. Z m Beispiel la¨sst sich erkennen, ob die Zelle kurz vor einer Teilung steht der
im Wachstum begriffen ist. K ankhafte Vera¨nderungen oder andere Sto¨rungen des inneren
Zellgleichgewichts werden hier ebenfalls sichtbar, was ku¨nftig zu neuen Diagnosemethoden
fu¨hren ko¨nnte.
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5.2. Versuchsaufbau und Messverfahren
Es ist bekannt, dass Hefezellen bei Stimulation mit einer bestimmten Konzentration eines
bestimmten chemischen Botenstoffs (10µM α-Faktor) reagieren, indem sie einen Shmoo,
eine unter einem Lichtmikroskop sichtbare Ausstu¨lpung der Zellmembran, ausbilden (Qi
und Elion (2005), vergleiche Abbildung 11 auf Seite 60). Dies wirkt sich deutlich auf die
inneren chemischen Prozesse aus. Der Zusammenhang ist gut belegt (Maeder et al., 2007)
und wird ha¨ufig verwendet, um die Wirksamkeit neuer Untersuchungsmethoden zu zeigen.
Die hier verwendete Experimentanordnung umfasst nicht stimulierten Zellen, im Folgenden
abgeku¨rzt mit US, kurz stimulierten Zellen (2-7 Min., SS) und lang stimulierten Zellen (40-
90 Min., LS).
Die Konzentrationen der markierten Proteine werden mittels Fluoreszenzkorrelationsspek-
troskopie (FCS) erhoben, einer optischen Messmethode, mit der die Bestimmung selbst
sehr niedriger molekularer Konzentrationen in einem flu¨ssigen Medium mo¨glich ist (Mag-
de et al., 1972; Bacia et al., 2006). Das Verfahren ist eines der wenigen, das derartig pra¨zise
Messungen an lebenden Zellen erlaubt, und beliebig oft wiederholt werden kann. Es hat zu-
dem den Vorteil, dass, wenn pra¨parierte Zellen vorliegen, der Messaufwand verglichen mit
anderen Verfahren gering ist, was unter moderaten Kosten gro¨ßere Stichproben erlaubt.
Im Folgenden soll kurz auf die Besonderheiten des Messverfahrens eingegangen werden, um
das Versta¨ndnis der Datenstruktur zu erleichtern. Durch Manipulation der Zell-DNA kann
erreicht werden, dass neusynthetisierten Proteinen einer festgelegten Art ein zusa¨tzliches
Fluorophor anhaftet. Dieses hat die Eigenschaft, bei Anregung mit Licht einer spezifischen
Wellenla¨nge selbst Licht einer bestimmten Wellenla¨nge zu emittieren (Shaner et al., 2007;
Lippincott-Schwartz, 2003). Man sagt auch, dass das Protein markiert beziehungsweise,
nach der englischen Bezeichnung, getagged wird. Aus der Intensita¨t des gemessenen Lichtes
la¨sst sich die Konzentration des markierten Proteins berechnen. Zur Erhebung der in die-
sem Projekt verwendeten Daten werden die Fluorophore 3-meGFP (gru¨n) und 3m-Cherry
(rot) verwendet. Im Rahmen einer Messung wird ein bestimmtes nanomolares Volumen in
der Zelle fu¨r einige Sekunden fokussiert. Wann immer dieses von einem markierten Moleku¨l
passiert wird, wird eine Messung der emittierten Intensita¨t und der Transitdauer vorge-
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nommen. Daraus la¨sst sich die Konzentration aller Moleku¨le, welche genau ein markiertes
Protein enthalten, ableiten. Diese wird abweichend vom Sprachgebrauch in der Statistik
als
”
Autokorrelation“ bezeichnet und nach der englischen Schreibweise mit AC abgeku¨rzt.
Es ist ebenfalls mo¨glich, die Konzentration aller Moleku¨le, welche beide markierten Pro-
teine enthalten, zu bestimmen. Diese wird als
”
Kreuzkorrelation“ bezeichnet und mit CC
abgeku¨rzt. Insgesamt werden also pro Messung drei Werte erfasst: AC 1 (gru¨n), AC 2 (rot)
und CC, vergleiche auch Abbildung 12.
Figure 2 | The principle of FCS and FCCS measurements. (a) Schematic setup. FCS and FCCS use a confocal type of microscope setup. The laser light enters 
the objective from the back and is focused in the sample. For dual-color FCCS (using one-photon excitation), two separate laser lines are usually used to 
excite the spectrally distinct fluorophores. The red-shifted fluorescence from the sample is collected through the same objective and is separated from the 
excitation by the primary dichroic mirror. The tube lens of the microscope focuses the emission light onto a pinhole at the front-end of a detector (avalanche 
photodiode (APD)). This small aperture reduces the collection of fluorescence light from above and below the focal plane. The resulting optically delimited 
detection volume features a size of typically less than one femtoliter. In the case of dual-color FCCS, the fluorescence emissions of the two fluorophores 
are separated by means of a secondary dichroic mirror and two separate detectors are used. (b) Single-color FCS. Labeled particles diffuse through the 
detection volume, producing a fluctuating fluorescence signal. This time trace is subjected to an autocorrelation algorithm, yielding a correlation curve, G(τ). 
The characteristic decay time of G(τ) shows the mobility of the particles (solid curves). The inverse of the amplitude, G(0), is proportional to the particle 
concentration (dashed curves). Also see Box 2. (c) Dual-color FCCS. In dual-color FCCS, two spectrally distinct fluorophores (such as green and red) are used, 
which produce fluctuating fluorescence signals in the respective color channels. Each time trace is autocorrelated (green and red solid curves). In addition, 
the cross-correlation function between the green and red traces is computed (black dashed curves). The relative amplitude of the cross-correlation curve is a 
measure of the degree of binding or colocalization (see Box 2).
a b
c
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techniques28 and fluorescence intensity–based techniques that 
observe the ‘sensitized emission’ of the bulk acceptor upon exci-
tation of the donor or the increase in donor fluorescence upon 
irreversible photobleaching of the acceptor29. Compared with 
FRET,  FCCS is particularly promising for the quantitation of 
strong binding in terms of binding constants, especially for com-
plex stoichiometries21. Moreover, there are differences between 
FCCS and FRET with respect to spatial and temporal resolution. 
A variety of FRET parameters involve pixel-wise differences and/
or ratios of fluorescence intensities from sequentially acquired 
images30, making them potentially susceptible to cellular move-
ments between acquisitions. In contrast, FCCS monitors the con-
centrations of single- and double-labeled particles concurrently. 
On the downside, standard single-spot FCCS measurements do 
not offer simultaneous spatial resolution (that is, an image) and 
are also perturbed by moving labeled structures (for example, 
undulating membranes) that cause additional fluorescence fluc-
tuations on a time scale similar to that of the diffusion process 
of interest. Fluorescence lifetime–based FRET measurements 
avoid the problem of concentration effects, but the fluorescence 
lifetime is susceptible to environmental influences that produce 
unspecific quenching. Finally, a fundamental difference between 
FCCS and FRET is the distance scales of the two techniques. FRET 
is usable only if the binding partners are in very close proximity 
(a few nanometers) and are in a suitable orientation. Some prior 
structural knowledge and control of linker flexibility is therefore 
necessary to obtain appropriate placement of the chromophores, 
whereas FCCS works also with large chromophore distances.
Practical considerations in FCCS
Many FCCS applications, including the intracellular trafficking 
assays12 and part of the intracellular cleavage studies18 mentioned 
above, have used commercial instrumentation recently made avail-
able by Zeiss (ConfoCor2; ref. 31) and Leica (FCS2). A binding assay 
done on artificial membranes32, an assay for topoisomerase II that 
allows distinction between different classes of inhibitors33 and a 
recent cell signaling study based on indirect immunolabeling34 have 
also used the Zeiss setup. Other FCCS applications, including early 
realizations15, the intracellular studies of c-Jun/c-Fos22 and some 
intracellular caspase-cleavage studies19 have used custom-built 
setups with configurations similar to those of commercial ones. 
The measurements of CaM/CaMKII binding20,21 and the solution 
measurements of proteolytic cleavage17 were accomplished using 
two-photon FCCS, which has thus far been done only in custom-
built setups. Whereas custom-built setups can be better adapted 
to special applications and allow for technological developments 
(for example, pulsed interleaved excitation35,36), integrated com-











































Abbildung 12: Schematisches Diagra m des Verlaufs einer Konzentrationsmessung mittels
Fluoreszenzk rrelation spektroskopi (a) Messaufbau, (b) einfarbiges FCS
und (c) zweifarbiges FCS. Markierte Partikel diffundieren durch das Messvo-
lume und rz ugen ein Signal, welches registriert un in Konz ntration um-
gerechnet wird. Quelle: Bacia et al. (2006).
Da sich die Wellenl¨ngen des Lichts zur Stimulation und die des emittierten Lichts
deutlich unterscheiden mu¨ssen, gibt es nach heutigem Stand der Technik keine etablierte
Mo¨glichkeit mehr als zwei Protei e unterscheidbar zu ma kieren und zu mes en. Es
existieren zwar theoretische U¨berlegungen, wie man die Zahl der markierten Proteine auf
drei erho¨hen ko¨nnte, diese ko¨nnen zum aktuellen Zeitpunkt aber noch nicht praktisch
umgesetzt werden. Die ga¨ngige Praxis ist es, unter Zuhilfenahme mehrere mo¨glichst
gleichartiger Zellen alle paarweisen Kombinationen der Markierungen zu messen, und so
zumindest ein grobe U¨bersicht d Konzentrationen in der Zelle zu erfass n (Maeder
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et al., 2007). In dem fu¨r diese Arbeit relevanten Fall mit vier Proteinen sind die betrachte-
ten Kombinationen: Ste11 Ste7, Ste11 Ste5, Ste11 Fus3, Ste7 Ste5, Ste7 Fus3, Ste5 Fus3,
vergleiche auch Abbildung 13 auf Seite 63.
Abbildung 13: U¨bersicht der sechs mo¨glichen Kombinationen (Ste11 Ste5, Ste7 Fus3, Ste11
Ste7, Ste5 Fus3, Ste7 Ste5, Ste11 Fus3 ), anhand derer die vier Proteine
(Ste11, Ste5, Ste7 und Fus3) mit zwei Farben markiert werden ko¨nnen.
In bisherigen Arbeiten war es nicht mo¨glich weiter vorzudringen, und alle Analysen konn-
ten nur unter Vorbehalt stattfinden, da nicht klar war, ob hinter einer betrachteten AC
Konzentration ein einzelnes Protein oder ein gro¨ßeres Proteingebilde stand. So ist zum
Beispiel im Falle, dass Ste7 und Fus3 markiert werden, allein anhand der FCS-Messung
freies Ste7 (Notation: {Ste7}) und das Moleku¨l bestehend aus Ste11 und Ste7 (Notation:
{Ste11 Ste7}) nicht unterscheidbar (Maeder et al. (2007), vergleiche auch Abbildung 17 auf
Seite 116). Dies ließe sich zwar mit weiteren Experimenten bestimmen, jedoch nur unter
hohem zeitlichen und finanziellen Aufwand und mit der Konsequenz, dass das betrachtete
biochemische System erheblich gesto¨rt wird, was die Ergebnisse wiederum verfa¨lschen kann.
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Die durch die Verfu¨gbarkeit von nur zwei Markern bestehende Limitierung wird aber in
Kauf genommen und von den Vorteilen mehr als aufgewogen.
5.3. Scha¨tzverfahren zur Bestimmung der Konzentration der
Proteinkomplexe
In diesem Abschnitt wird ein statistisches Verfahren vorgeschlagen, welches die technischen
Beschra¨nkungen des FCS-Konzepts aufweichen und dazu beitragen kann aus erhobenen
Daten viel detailliertere Information zu gewinnen. Diese Scha¨tzmethode, im Folgenden als
Komplexescha¨tzer bezeichnet, erlaubt es beispielsweise sogenannte Dissoziationskonstan-
ten fu¨r einzelne Proteine und beliebige Kombinationen dieser Proteine zu bestimmen und
nicht mehr nur starre Gruppen (vergleiche Abbildung 17 auf Seite 116). Da diese Gro¨ße
die Kinetik einer Reaktion charakterisiert, ist sie in der Systembiologie von besonderem
Interesse. Beispielsweise lassen sich mit Hilfe von Dissoziationskonstanten die wahrschein-
lichsten Zusta¨nde eines chemischen/biologischen Systems berechnen.
Im Folgenden wird der Komplexescha¨tzer fu¨r den verallgemeinerten Fall, in dem n (n ∈ N)
Proteine vorliegen, beschrieben.
Gegeben seien die Proteine ℘1, . . . , ℘z, . . . , ℘n, welche untereinander beliebig kombinier-
bar sind, jedoch nicht mehr als einmal in einem einzelnen molekularen Komplex vor-
kommen ko¨nnen. Die Komplexe werden mit Kψ, ihre unbekannten Konzentrationen mit







) bezeichnet. Auf das Anwendungsbeispiel bezogen steht K1 fu¨r die
Konzentration des Proteinkomplexes {Ste11} und K15 fu¨r die Konzentration des Protein-






















einem Komplex, der aus allen n Proteinen besteht, zusammen. Ein Kψ la¨sst sich jeweils
auch als Menge von Proteinen auffassen. Die Schreibweise ℘z C Kψ bedeutet, dass das
Protein ℘z in Komplex Kψ enthalten ist. Analog bedeutet ℘z 6 Kψ, dass das Protein ℘z







mo¨glichen Paare von markierten Proteinen (℘z, ℘z∗ , wobei o.B.d.A.
z < z∗) sei yzz∗ der Vektor der in der korrespondierenden FCS-Messung ermittelten Kon-
zentrationen bestehend aus den Autokorrelationswerten und dem Kreuzkorrelationswert




. Die Anzahl der Messun-
gen, bei denen simultan die Proteine ℘z und ℘z∗ markiert werden, wird mit nzz∗ bezeichnet.
Es wird davon ausgegangen, dass sich die gemessenen Werte additiv aus den Konzentratio-
nen der beteiligten Komplexe zusammensetzen. Mo¨gliche weitere biologische Einflu¨sse, wie
zum Beispiel kompetitive Hemmung oder unterschiedliche Affinita¨ten, werden im Modell




















wobei Λ := {Kψ : ℘z C Kψ}, ∆ := {Kψ : ℘z∗ C Kψ}, Ξ := {Kψ : ℘z C Kψ ∧ ℘z∗ C Kψ}
und εz, εz∗ sowie εzz∗ standardnormalverteilte Fehlerterme mit unbekannter Varianz
repra¨sentieren. Abbildung 17 auf Seite 116 veranschaulicht die in Gleichung 17 beschriebe-
ne Zusammensetzung der Autokorrelationswerte und des Kreuzkorrelationswertes fu¨r das
Beispiel des mating pathways mit ℘z={Ste7} und ℘z∗={Fus3}.
Das vorliegende Problem, die Bestimmung der Konzentrationen der einzelnen Komplexe,
la¨sst sich trotz der Kenntnis des additiven Zusammenhangs nicht mathematisch exakt
lo¨sen. Fu¨r n > 2 u¨bersteigt die Zahl der Unbekannten, also die Zahl aller mo¨glichen






. Das System ist also unterbestimmt. Es la¨sst sich aber als bedingte Regression,
eingeschra¨nkt auf die streng positiven reellen Zahlen, formulieren. Dies ermo¨glicht eine
Scha¨tzung der Kψ, welche jedoch aufgrund der Nichtidentifizierbarkeit des Modells starker
Streuung unterliegen. Auf dieses Problem wird am Ende des folgenden Abschnitts noch
eingegangen.
Das Regressionsproblem wird mit Hilfe der Designmatrix X formuliert, die sich an-
hand des in Gleichung (17) beschriebenen Zusammenhangs konstruieren la¨sst. Die
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Spalten geben die Komplexe und die Zeilen die Messungen wieder. Jede Messung erwei-
tert die Matrix um drei weitere Zeilen. Wird eine Messung hinzugefu¨gt, entstehen die
Zeilen xI , xII , xIII , wobei in jeder Spalte ψ die Eintra¨ge xIψ···IIIψ von folgender Form sind:
xIψ =
1, ℘z C Kψ0, ℘z 6 Kψ , xIIψ =
1, ℘z
∗ C Kψ
0, ℘z∗ 6 Kψ
, xIIIψ =
1, ℘z C Kψ ∧ ℘z
∗ C Kψ
0, ℘z 6 Kψ ∨ ℘z∗ 6 Kψ
.
(18)
Eine Beispielmatrix fu¨r die Scha¨tzung der Konzentrationen der Proteinkomplexe in einem
System, das aus vier Proteinen hervorgeht, ist in Tabelle 7 auf Seite 124 abgebildet. Insge-
samt besteht die Designmatrix X aus 2n− 1 Spalten und 3 ·∑n−1z=1∑nz∗=z+1 nzz∗ Zeilen. Die
Anzahl der Spalten entspricht somit der La¨nge des Vektors ¡, der unbekannten Kw. Die
Anzahl der Zeilen entspricht der des Vektors y, der FCS-Messungen yzz∗ , und der La¨nge
des Vektors der zufa¨lligen Fehler, genannt ε.
Damit la¨sst sich das betrachtete Regressionsproblem formulieren als:
y = ¡ ·X + ε mit Kψ ≥ 0 ∀ψ. (19)
Die gesuchte Gro¨ße kann durch das Lo¨sen des Ausdrucks argmin
¡
‖y − X · ¡‖2 bestimmt
werden. Neben der L2-Norm wird auch die L1-Norm in Betracht gezogen. In Simulations-
studien hat sich aber gezeigt, dass die mit der L1-Norm erzielten Scha¨tzungen wesentlich
sta¨rker verzerrt sind und diese somit fu¨r das betrachtete Scha¨tzproblem ungeeignet ist
(Wolff, 2013).
Die Optimierung wird mit dem L-BFGS-B-Verfahren (Limited-memory-Broyden–Fletcher–
Goldfarb–Shanno) von Byrd et al. (1995) durchgefu¨hrt, welches eine auf beschra¨nkte
Lo¨sungsra¨ume zugeschnittene Abwandlung des BFGS-Verfahrens (Broyden, 1970; Flet-
cher, 1970; Goldfarb, 1970; Shanno, 1970) darstellt. Ein solches Vorgehen ist in Fa¨llen
von nichtlinearen Optimierungsproblemen mit Nebenbedingungen ga¨ngig (Nocedal und
Wright, 1999). Verwendet wird die in der Software R implementierte Funktion optim.
Durch die Einbettung des Scha¨tzprozesses in ein Bootstrap-Geru¨st (Efron, 1979) ist es
mo¨glich, die Verteilung der gescha¨tzten Konzentrationen empirisch zu bestimmen. Dies
erlaubt Ru¨ckschlu¨sse auf die Variabilita¨t und die Stabilita¨t der gescha¨tzten Werte. So ist,
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trotz des bestehenden Problems der Nichtidentifizierbarkeit eine im Sinne der Systembio-
logie verwertbare Quantifizierung der betrachteten Konzentrationen mo¨glich (Efron und
Tibshirani, 1993). Ein solches Vorgehen wurde bereits erfolgreich erprobt und wird in ver-
schiedenen Publikationen diskutiert (Shotwell et al., 2013; Kirk und Stumpf, 2009). Eine
Skizze der Implementierung ist im Anhang auf Seite 98 zu finden.
5.4. Anwendung des Komplexescha¨tzers auf die FCS-Messungen des
Hefe mating pathways
Der hier untersuchte Datensatz besteht aus 862 FCS-Messungen der sechs mo¨glichen Pro-
teinpaare, gebildet aus den Proteinen Ste11, Ste5, Ste7 und Fus3, vergleiche Abbildung 13
auf Seite 63. Fu¨r eine umfassende Beschreibung der Datenstruktur und der Datenerhebung
vergleiche Abschnitt 5.2. Die genaue Aufteilung der Messungen auf die Paare und auf die
drei Stimulationsdauern kann aus Tabelle 2 entnommen werden.
markierte Proteine nicht stimuliert (US) kurz stimuliert (SS) lang stimuliert (LS)
Ste7 Fus3 99 45 40
Ste11 Fus3 45 47 48
Ste11 Ste7 30 36 35
Ste11 Ste5 99 41 33
Fus3 Ste5 49 46 45
Ste5 Ste7 50 39 35




Tabelle 2: U¨bersicht u¨ber die Datenstruktur der erhobenen FCS-Messungen an unstimulier-
ter und stimulierter Hefe.
Die Konzentrationen der Proteinkomplexe werden fu¨r jede der drei Experimentanord-
nungen (lang, kurz und nicht stimuliert) gesondert gescha¨tzt. Es werden jeweils 1000
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Bootstrap-Stichproben der Gro¨ße 167 erstellt. Das entspricht 501 Messwerten. Die Fest-
legung der Anzahl der Bootstrap-Stichproben und der Messwerte basiert auf Erfahrungs-
werten. Die Stichprobengro¨ße ergibt sich aus dem Messverfahren (vergleiche Abschnitt
5.2), welches vorgibt, dass die 501 Messwerte auf drei Signale (AC1, AC2, CC) aufge-
teilt werden mu¨ssen. Es wird dafu¨r Sorge getragen, dass in jeder Bootstrap-Stichprobe
alle der sechs mo¨glichen Kombinationen der markierten Proteine gleich ha¨ufig vorkom-
men. Damit haben die Variablen aus Gleichung 19 auf Seite 66 folgende Dimension:
¡∈ R15×1,y ∈ R501×1, ε ∈ R501×1 und X ∈ {0, 1}501×15. Die Gestalt der Designmatrix
X und der Vektoren y sowie ¡ kann Tabelle 7 auf Seite 124 entnommen werden. Fu¨r
die Scha¨tzung werden die L2-Norm und ein normalverteilter Fehler verwendet. Von den
kombinatorisch 15 mo¨glichen Komplexen, vergleiche Tabelle 3 auf Seite 70, ko¨nnen durch
Expertenwissen zwei als nicht vorkommend identifiziert werden (K7: {Ste11 Ste7} und
K12: {Ste11 Fus3 Ste7}). Ihre Konzentration wird auf null gesetzt, womit sich die Zahl
der gesuchten Konzentrationen auf 13 reduziert ({Ste11}, {Fus3}, {Ste5}, {Ste7}, {Ste11
Fus3}, {Ste11 Ste5}, {Fus3 Ste5}, {Fus3 Ste7}, {Ste5 Ste7}, {Ste11 Fus3 Ste5}, {Ste11
Ste5 Ste7}, {Fus3 Ste5 Ste7 }, {Ste11 Fus3 Ste5 Ste7}). Das Gleichungssystem ist aber
immer noch unterbestimmt. Die Scha¨tzung erfolgt unter der Nebenbedingung, dass die
Konzentration aller gescha¨tzten Komplexe gro¨ßer gleich null sein muss.
Vor der Auswertung werden die erhaltenen Werte gestutzt. Jeweils 20 % der gro¨ßten und
kleinsten Scha¨tzungen in jeder der Bootstrap-Stichproben werden entfernt. Dieses Vorge-
hen ist aufgrund der hohen Streuung der Daten notwendig. Des Weiteren soll auf diese
Weise der Tatsache Rechnung getragen werden, dass das System unterbestimmt ist. Indem
die Ra¨nder des Lo¨sungsraumes abgeschnitten werden, wird die mo¨gliche Verzerrung ver-
kleinert.
Die Berechnung erfolgt mit der statistischen Programmiersprache R (R Development Core
Team, 2013) unter Zuhilfenahme des Paketes boot (Canty und Ripley, 2011).
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Monomere: Komplexe bestehend aus einem (freien) Protein
K1 K2 K3 K4
{Ste11} {Fus3} {Ste5} {Ste7}
Dimere: Komplexe bestehend aus zwei Proteinen
K5 K6 K7 K8 K9 K10
{Ste11 Fus3} {Ste11 Ste5} {Ste11 Ste7} {Fus3 Ste5} {Fus3 Ste7} {Ste5 Ste7}
Trimere: Komplexe bestehend aus drei Proteinen
K11 K12 K13 K14
{Ste11 Fus3 Ste5} {Ste11 Fus3 Ste7} {Ste11 Ste5 Ste7} {Fus3 Ste5 Ste7}
Tetramer: Komplex bestehend aus vier Proteinen
K15
{Ste11 Fus3 Ste5 Ste7}
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Tabelle 3: U¨bersicht der betrachteten Komplexe des mating pathways der Hefe samt der
zugeho¨rigen Notation. Abgebildet sind die Schemata der vier zentralen Proteine
Ste11, Fus3, Ste5 und Ste7, so genannte Monomere: {Ste11}, {Fus3}, {Ste5},
{Ste7} (1. Zeile) sowie alle 13 daraus ableitbaren Komplexe, so genannte Dimere:
{Ste11 Fus3}, {Ste11 Ste5}, {Ste11 Ste7}, {Fus3 Ste5}, {Fus3 Ste7}, {Ste5 Ste7}
(2. Zeile), Trimere: {Ste11 Fus3 Ste5}, {Ste11 Fus3 Ste7}, {Ste11 Ste5 Ste7},
{Fus3 Ste5 Ste7 } (3. Zeile), Tetramer: {Ste11 Fus3 Ste5 Ste7} (4. Zeile).
5.5. Diskussion
Die Genauigkeit der vom Komplexescha¨tzer produzierten Ergebnisse wurde, gesondert von
der vorliegenden Arbeit, im Rahmen einer am Lehrstuhl fu¨r mathematische Statistik und
biometrische Anwendungen der TU Dortmund, vom Verfasser der vorliegenden Arbeit be-
treuten, Bachelorarbeit untersucht (Wolff, 2013). Darin werden mehrere Variationen des
Komplexescha¨tzers auf simulierten Datensa¨tzen untersucht. Die in den Datensa¨tzen ab-
gebildeten Szenarios umfassen unterschiedliche Datenqualita¨ten (mit klarem und mit ver-
zerrtem Signal) sowie Netzwerke unterschiedlicher Gro¨ße, darunter eines, welches von vier
Proteinen erzeugt wird. Dieses entspricht in Umfang und Komplexita¨t dem in der vorlie-
genden Arbeit untersuchten Problem. Gema¨ß der Ergebnisse der Bachelorarbeit erweist
sich der Komplexescha¨tzer, gemessen am absoluten Fehler, als exakt und liefert auch bei
verrauschten FCS-Messungen gute Scha¨tzungen. Bei den deutlich gro¨ßeren aus sechs Pro-
teinen erzeugten Netzwerken sind die beobachteten Fehler jedoch geringfu¨gig gro¨ßer. Eine
umfassendere Zusammenfassung der Bachelorarbeit und deren Ergebnisse befindet sich im
Anhang im Abschnitt E. Die Praxistauglichkeit sowie die Eignung zur erfolgreichen Pro-
zessierung von FCS-Messungen ist in Zusammenarbeit mit dem Max-Planck-Institut fu¨r
molekulare Physiologie in Dortmund experimentell belegt worden (Jarzombek et al., 2014).
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6. Auswertung der mittels des Komplexescha¨tzers
aufbereiteten FCS-Messungen des Hefe mating
pathways mit NPBN
In den folgenden drei Abschnitten werden zuerst die gescha¨tzten Konzentrationen der
Proteinkomplexe (6.1) sowie die Ergebnisse der Netzwerkscha¨tzung (6.2) fu¨r getrennt vor-
liegende mating pathway Daten diskutiert. Der letzte Abschnitt (6.3) behandelt die Ent-
mischungsergebnisse eines vermischten, aus den gescha¨tzten Proteinkonzentrationen kon-
struierten Datensatzes.
6.1. Ergebnisse der Konstellationenscha¨tzung
Eine in Zusammenarbeit mit Kooperationspartnern am Max-Planck-Institut fu¨r molekula-
re Physiologie in Dortmund durchgefu¨hrte, auf die biologischen Zusammenha¨nge ausgelegte
Analyse der gescha¨tzten Konzentrationen hat eine bislang nicht bekannte negative Ru¨ck-
kopplung aufgedeckt, bei der {Fus3} mit {Ste11} die Bildung der Shmoo reguliert. Neben
der neuen Ru¨ckkopplung ist auch die Feststellung neu, dass {Fus3} und {Ste11} direkt
miteinander interagieren. Dies weicht von der bisherigen Lehrmeinung, dass dies nur unter
Mitwirkung von {Ste5}, einem sogenannten Geru¨stprotein, mo¨glich ist, ab. Beide Theorien
wurden durch weitere gezielte Experimente besta¨tigt und stehen kurz vor der Publikation
(Jarzombek et al., 2014). Die Ergebnisse der Scha¨tzung der Proteinkonzentrationen sind
in Abbildung 14 auf Seite 72 dargestellt. Die Scha¨tzung erfolgt gema¨ß des in Abschnitt 5.3
vorgestellten Vorgehens. Die verwendeten Einstellungen des Komplexescha¨tzers sowie die
Datengrundlage werden in Abschnitt 5.4 beschrieben.
Erste Hinweise auf die neu gefundenen Mechanismen findet man im Konzentrationsprofil
von {Ste11 Fus3}. Kurz nach der Stimulation mit einem chemischen Botenstoff, dem α-
Faktor, fa¨llt die Konzentration, steigt aber nach la¨ngerer Zeit wieder an. Diese negative
Ru¨ckkopplung hebt die Wirkung des α-Faktors auf und die Konzentration erreicht wieder
das Niveau von nicht stimulierten Zellen. Dieses Verhalten la¨sst sich auch in den im An-
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schluss betrachteten Netzwerken erkennen, welche aus den beschriebenen Daten gescha¨tzt
werden, vergleiche Abschnitt 6.2.
Abbildung 14: U¨bersicht der gescha¨tzten Verteilungen der Konzentrationen der Proteine, die
im mating pathway der Hefe relevant sind ({Ste11},{Fus3}, {Ste5}, {Ste7})
und deren 11 Komplexe ({Ste11 Fus3}, {Ste11 Ste5}, {Ste11 Ste7}, {Fus3
Ste5}, {Fus3 Ste7}, {Ste5 Ste7}, {Ste11 Fus3 Ste5}, {Ste11 Fus3 Ste7},
{Ste11 Ste5 Ste7}, {Fus3 Ste5 Ste7 }, {Ste11 Fus3 Ste5 Ste7}). Abgebildet
sind die Ergebnisse der Scha¨tzung mit dem Komplexescha¨tzer. Als Grundlage
dienen FCS-Messungen an Hefezellen, die nicht (grau), kurz (rot) und lang
(gru¨n) mit dem α-Faktor stimuliert wurden.
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6.2. NPBN-Analyse der Konzentrationen der Proteinkomplexe
In diesem Abschnitt wird die Interaktionsstruktur zwischen den Komplexen des Hefe ma-
ting pathways betrachtet. Dazu werden die, im vorigen Abschnitt, mittels des Komple-
xescha¨tzers ermittelten Konzentrationen von nicht, kurz und lang stimulierter Hefe mit
den Verfahren NPBN-DP (mit der mittels des Dirichlet-Prozesses erzeugten a priori Ver-
teilung (θ = 1)) und NPBN-PY (mit der mittels des Pitman-Yor-Prozesses erzeugten a
priori Verteilung (θ = 1,σ = 0.2)) ausgewertet. Verwendet wird jeweils ein Datensatz, wel-
cher 175 gescha¨tzte Konzentrationen der im mating pathway der Hefe relevanten Proteine
({Ste11}, {Fus3}, {Ste5}, {Ste7}) und deren 9 Komplexe ({Ste11 Fus3}, {Ste11 Ste5},
{Fus3 Ste5}, {Fus3 Ste7}, {Ste5 Ste7}, {Ste11 Fus3 Ste5}, {Ste11 Ste5 Ste7}, {Fus3 Ste5
Ste7 }, {Ste11 Fus3 Ste5 Ste7} umfasst. Die als nicht vorkommend eingestuften Kom-
plexe {Ste11 Ste7} und {Ste11 Fus3 Ste7} wurden nicht beru¨cksichtigt. Da die Daten
getrennt vorliegen – es ist bekannt, welche Zellen wie lange mit dem α-Faktor stimuliert
wurden – ist die Analyse der Ergebnisse auf die Struktur der Netzwerke ausgerichtet. Die
vorgestellten Ergebnisse stammen aus MCMC-Simulationen mit 3.2 · 106 Iterationen mit
einer Ausdu¨nnung (thinning) von 350 und einem Burn-In von 2 · 106 Iterationen. Diese
Einstellungen werden fu¨r alle drei betrachteten Zellen (nicht, kurz und lange stimulier-
te) und beide Varianten von NPBN verwendet. Die Scha¨tzergebnisse von NPBN-DP und
NPBN-PY liegen sehr nahe beieinander. Unterschiede sind, bis auf wenige Ausnahmen,
erst ab der dritten Nachkommastelle der pep-Matrix vorhanden. Die zugeho¨rigen gescha¨tz-
ten Kantenwahrscheinlichkeiten ko¨nnen aus den Abbildungen 18, 19 und 20 ab Seite 117
entnommen werden. Die aus den pep-Werten abgeleiteten Netzwerke sind fu¨r beide Varian-
ten von NPBN identisch, so dass auf eine gesonderte Abbildung verzichtet wird, vergleiche
Abbildung 15 auf Seite 75. In den dort abgebildeten Netzwerken ko¨nnen Hinweise auf einen
Feedbackloop (Ru¨ckkopplung) ausgemacht werden. Zwischen den Komplexen {Ste11} und
{Ste11 Fus3} gibt es fu¨r die 3 Stimulationsdauern eine starke Verbindung. Der korrespon-
dierende Eintrag in der pep-Matrix ist in allen drei Fa¨llen gleich eins. {Ste5} ist weder
mit {Ste11} noch mit {Fus3} noch mit {Ste11 Fus3} verbunden. Die Eintra¨ge in der pep-
Matrix liegen in den betreffenden Fa¨llen bei maximal 0.32 und sonst deutlich tiefer, was
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74
Abbildung 15: Netzwerke, gescha¨tzt mit den NPBN-Scha¨tzern (sowohl unter Verwendung
der mit dem Dirichlet-Prozess erzeugten a priori Verteilung (θ = 1) als auch
unter Verwendung der mit dem Pitman-Yor-Prozess erzeugten a priori Ver-
teilung (θ = 1,σ = 0.2)). Da beide Varianten des Verfahrens das gleiche
Netzwerk ermitteln, wurde auf eine gesonderte Abbildung verzichtet. Als
Datengrundlage dienen die durch den Komplexescha¨tzer bestimmten Kon-
zentrationen der im mating pathway der Hefe relevanten Proteine {Ste11},
{Fus3}, {Ste5}, {Ste7} und deren 9 Komplexe {Ste11 Fus3}, {Ste11 Ste5},
{Fus3 Ste5}, {Fus3 Ste7}, {Ste5 Ste7}, {Ste11 Fus3 Ste5}, {Ste11 Ste5 Ste7},
{Fus3 Ste5 Ste7 }, {Ste11 Fus3 Ste5 Ste7}. Die als nicht vorkommend einge-
stuften Komplexe {Ste11 Ste7} und {Ste11 Fus3 Ste7} werden nicht beru¨ck-
sichtigt. Berechnet fu¨r Hefezellen, welche mit dem α-Faktor nicht stimuliert
(oben), kurz stimuliert (mittig) und lang stimuliert (unten) wurden. Fu¨r die
Visualisierung der Ergebnisse der Netzwerkscha¨tzung werden die folgenden
Regeln angewandt: Kanten mit einem pep-Wert von 1 sind in schwarz, Kanten
mit einem pep-Wert im Bereich von [0.6,1) in grau, und Kanten mit einem
pep-Wert im Bereich von (0,0.4] rot eingezeichnet.
Das Netzwerk, welches fu¨r die Zellen ohne Stimulation gescha¨tzt wurde, a¨hnelt dem
gescha¨tzten Netzwerk lang stimulierter Zellen sta¨rker als dem gescha¨tzten Netzwerk kurz
stimulierter Zellen. Die Zahl der u¨bereinstimmenden Kanten dividiert durch die Summe
der Kanten beider Netzwerke ergibt eine A¨hnlichkeit von 0.36 zwischen den Netzwerken
der nicht und der kurz stimulierten Hefe. Weiter werden A¨hnlichkeiten von 0.38 zwischen
den Netzwerken der nicht und der lang stimulierten sowie von 0.36 zwischen den Netzwer-
ken der kurz und der lang stimulierten Hefe festgestellt. Dies stu¨tzt die Vermutung, dass
die Stimulation der Hefezelle mit dem α-Faktor nach einer anfangs starken Reaktion mit
der Zeit ihre Wirkung verliert und sich die Zelle ihrem Ausgangszustand na¨hert. Dieser
Zusammenhang deutete sich bereits bei der Analyse der Proteinkomplexe im Abschnitt
6.1 an.
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Eine alternative Mo¨glichkeit, die A¨hnlichkeit der gefundenen Graphen zu beurteilen, bietet
der im Abschnitt 3.4 vorgestellte Distanzbegriff fu¨r DAGs.
Fu¨r die drei mo¨glichen Paare der gescha¨tzten Netzwerke (US-SS, US-LS sowie SS-LS)
werden die Absta¨nde berechnet und zwecks besserer Lesbarkeit auf eins normiert. Fu¨r die
Netzwerke der nicht und der kurz stimulierten Hefe wird ein Abstand von 0.60 festgestellt,
fu¨r die Netzwerke der nicht und der lang stimulierten Hefe ein Abstand von 0.16 und fu¨r die
Netzwerke der kurz und der lang stimulierten Hefe wird ein Abstand von 0.60 berechnet.
Es besteht eine gro¨ßere A¨hnlichkeit zwischen den Netzwerken der nicht und der lang sti-
mulierten Hefezellen, als zwischen den der nicht und kurz sowie zwischen den der kurz und
lang stimulierten Hefezellen.
Die gefundenen Werte passen zu den bisherigen Ergebnissen und stimmen mit denen aus
Abschnitt 6.1 u¨berein. Die biologische Deutung des beobachteten Verhaltens lautet, dass
die Zelle vor der Stimulation sich in einen Zustand des Gleichgewichtes befindet, welcher
nach kurzer Stimulation aufgehoben wird, da die Zelle auf das empfangene chemische Signal
reagiert. Nachdem die Reaktion stattgefunden hat, verliert der chemischer Botenstoff seine
Wirkung auf die Zelle, so dass auch bei fortdauernder (langer) Stimulation die Zelle zu
ihrem urspru¨nglichen Gleichgewicht zuru¨ckkehrt.
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6.3. Entmischung ku¨nstlich vermischter Komplexekonzentrationen
Erga¨nzend zu der in Kapitel 4 durchfu¨hrten Analyse der Leistungsfa¨higkeit von NPBN-DP
und NPBN-PY bei der Entmischung wird diese auch bei dem deutlich gro¨ßeren mating
pathway betrachtet. Zu diesem Zweck wird der Datensatz der durch das Scha¨tzverfahren
aufbereiteten Messungen der Konzentrationen der Proteinkomplexe ku¨nstlich vermischt. Es
werden zufa¨llig jeweils 175 Beobachtungen der 13 Komplexekonzentrationen fu¨r nicht, kurz
und lang stimulierte Zellen gezogen und zu einen Datensatz zusammengefu¨gt. Anschlie-
ßend wird dieser mit beiden Varianten des NPBN-Algorithmus ausgewertet. Verwendet
werden die nichtparametrischen Bayesschen Netzwerke sowohl mit dem Dirichlet-Prozess
θ = 1 als auch mit den Pitman-Yor-Prozess θ = 1, σ = 0.2 als a priori Verteilung. Die
vorgestellten Ergebnisse stammen aus MCMC-Simulationen mit 3.2 · 106 Iterationen mit
einer Ausdu¨nnung (thinning) von 500 und einem Burn-In von 2 · 106 Iterationen.
Die Entmischung funktioniert fu¨r beide Varianten des Verfahrens gut. Fu¨r die Analysen
unter Verwendung der mit dem Dirichlet-Prozess erzeugten a priori Verteilung ergibt sich
ein pco-Wert von 96.75 %, fu¨r die unter Verwendung der mit dem Pitman-Yor-Prozess
erzeugten a priori Verteilung ein pco-Wert von 91.80 %. Das um ca. 5 % bessere Ergebnis
bei Verwendung der Dirichlet a priori Verteilung unterstu¨tzt zusa¨tzlich die im Abschnitt
4.5 formulierte Vermutung, dass die geringe Zahl an Subgruppen und somit nur wenigen
Komponenten den Dirichlet-Prozess begu¨nstigt, da der Pitman-Yor-Prozess darauf ausge-
legt ist, wenige große und viele kleine Komponenten zu generieren. Es la¨sst sich jedoch
keine definitive Aussage u¨ber die unterschiedliche Leistungsfa¨higkeit der Verfahren treffen,
da beide nicht unerheblichen Schwankungen unterliegen. Dies konnte bereits im Kapitel 4
festgestellt werden, vergleiche Abbildungen 5 und 6 auf Seite 48 und 49.
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6.4. Zusammenfassung
Der entwickelte Ansatz zur Scha¨tzung der Konzentration der Proteinkomplexe zeigt in
der Anwendung gute Ergebnisse. Die in der Hefezelle gemessenen Werte ko¨nnen erstmals
so aufbereitet werden, dass die Erstellung eines vollsta¨ndigen Bildes des betrachteten Sy-
stems mo¨glich ist. Die mittels NPBN durchgefu¨hrte Rekonstruktion der Interaktionsmuster
zwischen den Proteinkomplexen gelingt auch bei im Rahmen von Experimenten erhobe-
nen Labordaten mit zufriedenstellender Qualita¨t. Fu¨r biochemische Netzwerke, von denen
aufgrund der experimentellen Anordnung Unterschiede bekannt sind, weisen die Scha¨tzun-
gen eine unterschiedliche, biologisch plausible Beschaffenheit auf. Aus den rekonstruierten
Netzwerken kann ein bislang unbekannter biologischer Zusammenhang abgeleitet werden.
Es kann ebenfalls beobachtet werden, dass die Entmischung der vermischten Datensa¨tze
erfolgreich verla¨uft. Es werden pco-Werte deutlich u¨ber 90 % erreicht.
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7. Diskussion und Ausblick
Die Frage, wie einzelne Beobachtungen zusammenha¨ngen und wie aus Informationen u¨ber
einzelne Teile auf ihr Zusammenwirken und schlussendlich auf das Funktionieren des u¨ber-
geordneten Systems geschlossen werden kann, ist fu¨r viele Forschungsbemu¨hungen von
zentraler Bedeutung. Fu¨r ihre Beantwortung hat sich das Konzept der Netzwerkinferenz
als wirksames Werkzeug erwiesen und kommt vor allem im Bereich der Systembiologie ver-
mehrt zur Anwendung. Hier werden die Interaktionsmuster der zahllosen biochemischen
Akteure auf diese Weise untersucht. Auch außerhalb des akademischen Umfeldes sind die
Vorteile des Netzverkansatzes erkannt worden und werden in Industrie und Wirtschaft
zunehmend gescha¨tzt und genutzt.
In dieser Arbeit werden neue statistische Konzepte zur Erkennung und Analyse von In-
teraktionsmustern vorgestellt. Diese werden sowohl an simulierten Daten aus dem Erk-
Signalu¨bertragungsnetzwerk als auch an experimentellen Daten des mating pathways der
Hefe mit Erfolg zur Anwendung gebracht. Obwohl der Fokus hier auf der Anwendung in
biochemischen Proteinnetzwerken liegt, sind die vorgeschlagenen Methoden auch abseits
der Systembiologie anwendbar.
Methodisch kann die Arbeit in zwei Themenschwerpunkte eingeteilt werden. Den Haupt-
schwerpunkt bildet das aus den Bayesschen Netzwerken entwickelte Verfahren der nicht-
parametrischen Bayesschen Netzwerke. Dieses ist, so weit bekannt, als einzige Netzwerk-
inferenzmethode in der Lage, Subgruppen innerhalb der Daten zu erkennen und die
Beobachtungen zu partitionieren. Weiter gelingt es in dieser Arbeit, neben dem Dirichlet-
Prozess den Pitman-Yor-Prozess als a priori Verteilung der Clusterstruktur zu adaptie-
ren. Beide Varianten des Verfahrens werden bezu¨glich ihrer Leistungsfa¨higkeit bei der
Entmischung von Beobachtungen untersucht. In allen betrachteten Fa¨llen sind sie den
verfu¨gbaren Alternativen u¨berlegen. Bei einem Vergleich der Entmischungsqualita¨t unter
verschiedenen a priori Verteilungen kann kein relevanter Unterschied gefunden werden.
Ein interessanter Aspekt, den man auf dieser Arbeit aufbauend betrachten ko¨nnte, ist
das Verhalten der nichtparametrischen Bayesschen Netzwerke bei Vorliegen einer Grup-
penstruktur, in der die Subgruppen nicht gleich groß sind. Bei dieser Fragestellung sollte
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ero¨rtert werden, wie klein eine Subgruppe werden kann, bevor sie nicht mehr als eigen-
sta¨ndig eingestuft wird. Ebenso ko¨nnte ein Datensatz mit sehr vielen Subgruppen unter-
sucht werden, um zu pru¨fen, ob sich dann eine der a priori Verteilungen als u¨berlegen
erweist. Diese Betrachtung sollte fu¨r unterschiedliche Noisesta¨rken unternommen werden.
Erste Arbeiten zur Beantwortung dieser Fragen liegen bereits vor, siehe Wieczorek et al.
(2015). Untersucht wird ein Netzwerk mit zwei Komponenten, welche im Verha¨ltnis 9 zu
1 vorliegen. Fu¨r geringes Noiseniveau (0.2) sind die mit dem NPBN-DP Ansatz erzielten
Klassifikationsergebnisse vergleichbar mit dem in dieser Arbeit untersuchten 1 zu 1 Fall.
Fu¨r ein hohes Niveau (0.7) werden die NPBN-DP Ergebnisse schlechter und liegen auf dem
Niveau von k-means, aber u¨ber dem von HC.
Weiter erscheint es lohnenswert zu untersuchen, ob die guten Ergebnisse des NPBN durch
Kombination mit komplementa¨ren Ansa¨tzen im Rahmen eines ensemble Konzepts noch
weiter verbessert werden ko¨nnen, wie beispielsweise in der Arbeit von Marbach et al. (2010)
oder ku¨rzlich von Meyer et al. (2014) vorgeschlagen. So ko¨nnte ein Datensatz mittels NPBN
entmischt und die Abha¨ngigkeitsstruktur der gefundenen Netzwerke bestimmt werden.
Im Anschluss daran ko¨nnten Petri Netze eingesetzt werden, um die Art der Interaktion
durch Scha¨tzung der Kantengewichte zu spezifizieren. Ebenso ko¨nnte eine
”
schnelle“, dafu¨r
aber nur begrenzt leistungsfa¨hige Netzwerkinferenzmethode, wie z.B. die Methoden aus
Abschnitt 2.2, eingesetzt werden, um informative Startwerte fu¨r das NPBN-Verfahren zu
bestimmen und so dessen Burn-In-Phase zu verku¨rzen.
Eine Idee, wie die hier gewonnenen Erkenntnisse fu¨r neue Probleme und somit einen gro¨ße-
ren Anwenderkreis nutzbar gemacht werden ko¨nnen, stellt die U¨bertragung auf Fragestel-
lungen mit ra¨umlichen und/oder zeitlichen Aspekten dar. Fu¨r letztere existiert bereits ein
theoretisches Fundament, die Dynamischen Bayesschen Netzwerke (Ghahramani, 1998).
Diese erlauben die Eingabe von Zeitreihen und ermo¨glichen es damit die Interaktion der
Knoten im zeitlichen Verlauf zu untersuchen sowie die sogenannten self loops, den Einfluss
einer Variablen auf sich selbst, zu beru¨cksichtigen. Einen ersten Ansatz bei der Einbettung
ra¨umlicher Informationen in Bayessche Netzwerken ko¨nnte eine entsprechende Modifikati-
on der a priori Verteilung bei der Bestimmung der Verbindungen (single edge operations)
darstellen. Kanten zwischen ra¨umlich nahen Knoten ko¨nnten eine ho¨here a priori Wahr-
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scheinlichkeit, vorgeschlagen und akzeptiert zu werden, zugewiesen bekommen als jene
zwischen entfernten Knoten.
Fu¨r den breiten Einsatz von NPBN bei gro¨ßeren Netzwerken, mit deutlich mehr als 50
Knoten, ist es wu¨nschenswert die Rechenzeit zu verringern. Dies ko¨nnte durch eine effizi-
entere Implementierung in schnellen Sprachen wie zum Beispiel C++ umgesetzt werden.
Ferner ko¨nnte die Faktorisierbarkeit der Likelihood der Allokationsstruktur (l) und die der
Graphenstruktur (G) ausgenutzt werden, indem nur die Faktoren neu berechnet werden,
die in der gegebenen Iteration vera¨ndert wurden, wa¨hrend die restlichen wiederverwendet
werden. Diese Maßnahme wa¨re umso wirkungsvoller, je mehr Knoten und je mehr Kom-
ponenten das betrachtete Netzwerk entha¨lt. Ein weiterer Punkt, der die Leistungsfa¨higkeit
des NPBN-Algorithmus verbessern ko¨nnte, betrifft die Operationen am Allokationsvektor.
Im Teilungsschritt werden die Beobachtungen zur Befu¨llung der neuen Komponente zufa¨llig
ausgewa¨hlt. Hierbei besteht die Gefahr, dass zusammengeho¨rende Beobachtungen getrennt
werden. Dies macht den Schritt ineffizient und den Algorithmus langsamer. Eine gezieltere
Auswahl der fu¨r die Befu¨llung ausgesuchten Beobachtungen wu¨rde diese Ma¨ngel beheben.
Den zweiten Schwerpunkt der Arbeit bildet die Entwicklung einer Methode zur Scha¨tzung
von Proteinkonzentrationen, dem Komplexescha¨tzer. Mit ihm ist es mo¨glich, aus Flu-
oreszenzkorrelationsspektroskopiemessungen (FCS) nicht wie bisher nur feste Gruppen von
Proteinen zu quantifizieren, sondern gezielt einzelne Proteine und beliebige vom Anwender
ausgewa¨hlte Gruppen von Proteinen zu bestimmen. Dies stellt eine deutliche Verbesse-
rung zum gegenwa¨rtigen Standard dar und erho¨ht den Informationsgewinn durch FCS-
Messungen entscheidend. Es ist nun erstmals mo¨glich, die gemeinsame Konzentration aller
erfassten Objekte in einer Zelle zu scha¨tzen. Mit Hilfe dieser Methode konnte eine in der
Biologie bisher unbekannte Ru¨ckkopplung im Hefe mating pathway gefunden werden.
Die Leistungsfa¨higkeit des vorgestellten Komplexescha¨tzers kann durch geringe Modifika-
tionen weiter verbessert werden. Fu¨r die Umsetzung ist es jedoch erforderlich, dass ab-
weichend von der bis jetzt u¨blichen Verfahrensweise mehrere der betrachteten Proteine
identisch markiert werden. Die notwendigen zusa¨tzlichen Pra¨parationen der Zellen sowie
die erneute Messung konnten im Rahmen dieser Arbeit jedoch nicht realisiert werden.
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Dieser Ansatz sollte aber unbedingt weiterverfolgt werden, da hiermit das Potential der
FCS-Messungen noch weiter gesteigert werden kann, so dass auch große, viele Proteine
umfassende Systeme in hoher Auflo¨sung analysiert werden ko¨nnen. Dies ist nach heuti-
gem Stand der Technik mit durch die nur zwei verfu¨gbaren Markierungen stark begrenzter
Messgenauigkeit nicht mo¨glich.
Theoretisch bietet die Mehrfachmarkierung in Verbindung mit geeigneten Versuchspla¨nen
und dem Komplexescha¨tzer die Mo¨glichkeit mit wenigen Experimenten Ergebnisse zu er-
halten, die gleichwertig sind zu jenen, die mit mehreren Experimenten bei einfach markier-
ten Proben erzielt werden. Gegenwa¨rtig ist nicht ersichtlich, ob die eingesparten Messungen
den Aufwand der Mehrfachmarkierung aufwiegen. Diese Flexibilisierung der Messtechnik
bietet aber zusa¨tzliche Optionen, z.B. ko¨nnen mit gleicher Anzahl Messgera¨te mehr Proben
untersucht werden, was bei beschra¨nkten Messkapazita¨ten einen großen Vorteil darstellt.
Im Rahmen der Arbeit wird auch ein Konzept zum Clustern von gerichteten azyklischen
Graphen (DAGs) entwickelt. Im Gegensatz zu den in der Literatur vorgeschlagenen Ver-
fahren werden an die Daten keine speziellen Anforderungen gestellt. Es mu¨ssen lediglich
DAGs eines festen Zeitpunkts verwendet werden. Konkret wird ein Distanzbegriff fu¨r DAGs
entwickelt, welcher die Eigenschaften einer Semimetrik erfu¨llt. Mit ihm ist es mo¨glich ei-
ne sinnvolle A¨hnlichkeitsmatrix aufzustellen, welche zum Clustern benutzt werden kann.
Dies erlaubt es Netzwerke, welche gerade erst gescha¨tzt wurden, direkt zum aktuellen Wis-
sensstand in Bezug zu setzen. Darauf aufbauend ko¨nnten ku¨nftig neue Diagnoseverfahren
konzipiert werden, die an Patienten erhobene Netzwerke mit Referenznetzwerken Kranker
und Gesunder abgleichen. Die Limitierung des Clusterverfahrens auf statische Netzwerke
ko¨nnte durch eine Modifikation der Abstandsfunktion F aufgehoben werden. Als Ausgangs-
punkt erscheint die marginale Likelihoodfunktion der dynamischen Bayesschen Netzwerke
sehr geeignet.
Insgesamt konnte mit dieser Arbeit der “Werkzeugkasten“ der Systembiologie um meh-
rere wertvolle Methoden erga¨nzt werden, von denen ku¨nftige Forschungsbemu¨hungen auf
diesem Gebiet profitieren ko¨nnen.
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A. Algorithmus zum Clustern von Graphen
Im Folgenden wird der Algorithmus zur Berechnung paarweiser Absta¨nde zwischen Gra-
phen vorgestellt, vergleiche auch Abschnitt 3.4.
Definitionen
DAG1, DAG2 zwei gerichtete azyklischer Graphen mit gleichen Knoten,
in Form einer Adjazenzmatrix,
zwischen denen der Abstand gesucht wird
Data1 Datensatz, aus dem DAG1 gescha¨tzt wurde
Data2 Datensatz, aus dem DAG2 gescha¨tzt wurde
(Data1 = Data2 ist zula¨ssig)
S, R, Q Menge von DAGs
W numerischer Vektor variabler La¨nge









falls Data1 6= Data2
L ist die Likelihood eines DAGs gegeben die Daten,
vergleiche Abschnitt 3, Gleichung (6).
Eingabe
DAG1, DAG2, Data1 erforderlich
Data2 optional
Ausgabe
Abstand Abstand zwischen DAG1 und DAG2
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Initiierung




WHILE @ DAG∗ ∈ Q : F1(DAG∗,DAG2) = 0
bestimme MDAG∗∀ DAG∗ ∈ Q
setze MDAG∗ = MDAG∗\S
setze S = MDAG∗ ∪ S
bestimme argmin
DAG∗∈MDAG∗
F1(DAG∗,DAG2) =: NDAG∗ ⊂MDAG∗
bestimme argmax
DAG∗∈NDAG∗
F2(DAG∗,DAG2) =: RDAG∗ ⊂ NDAG∗
erweitere Vektor W um den Wert max{F2(DAG∗) : DAG ∈ NDAG∗}
setze Q = RDAG∗
ELSE Ausgabe von Abstand := sum(W )
Die Menge der zu untersuchenden Graphen ist endlich. Somit ist die Konvergenz
des Algorithmus sicher.
Definiert wird eine Abstandsfunktion dist (dist : DAG×DAG→ R+), welche die Eigen-
schaften einer Semimetrik erfu¨llt, das heißt
dist(DAGa, DAGa) = 0 ∀a ∈ N,
dist(DAGa, DAGb) = dist(DAGb, DAGa) ∀(a, b) ∈ N,
dist(DAGa, DAGb) ≥ 0 ∀(a, b) ∈ N
und somit zur Konstruktion einer Abstandsmatrix und anschließend zur Durchfu¨hrung




℘1, . . . , ℘z, . . . , ℘n Proteine






nboot Anzahl der Bootstrap-Stichproben








, vergleiche Abschnitt 5.3)
Kψ Konzentration des Komplexes Kψ
¡:= (K1, . . . ,KΨ) Vektor der gescha¨tzten Konzentrationen von K1 . . .KΨ
X Designmatrix mit 2n − 1 Spalten und 3 ·∑n−1z=1∑nz∗=z+1 nzz∗ Zeilen.
nst Gro¨ße der Bootstrap-Stichproben
B Matrix nboot ×Ψ
Eingabe





¡ Vektor der gescha¨tzten Konzentrationen von K1 . . .KΨ
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Initiierung
K1, . . . ,KΨ werden aus ℘1, . . . , ℘n erstellt
B wird als Nullmatrix initiiert
Berechnung
FOR: j = 1, . . . ,nboot
erstelle Bootstrap-Stichprobe yj der Gro¨ße nst aus y
erstelle Designmatrix X j kompatibel zu yj gema¨ß Gleichung (18)
bestimme ¡j als Lo¨sung von argmin
¡j
‖yj −X · ¡j‖2 , vergleiche Gleichung (19)
ersetzte j-te Zeile von B durch ¡j
END
bestimme ¡ als winsorisiertes Mittel der Spalten von B
gebe ¡ aus
Da der Algorithmus mit einer vorgegebenen Anzahl an Iterationen initiiert wird,
ist seine Konvergenz sicher.
99
C. Algorithmus zur NPBN-Analyse von Netzwerkdaten
Definitionen
G DAG des betrachteten Netzwerks mit d Knoten (vgl. Seite 7)
l Allokationsvektor der La¨nge n,
beschreibt die Zuordnung der n Beobachtungen zu den N Komponenten
lMCMC MCMC-Kette der Allokationsvektoren der La¨nge nM
GMCMC MCMC-Kette der DAGs der La¨nge nM
data Matrix der Beobachtungen/Messungen des zu untersuchenden Netzwerks
mit n Zeilen/Beobachtungen und d Spalten/Knoten, (vgl. Seite 8 )
DAG Schritt Vera¨nderung des DAGs durch eine Kantenoperation,
(Entfernen, Hinzufu¨gen, Umdrehen einer Kante vgl. Seite 8)
Allokations- Vera¨nderung des Allokationsvektors, es werden fu¨nf Schritte unterschieden:
schritt M1 Schritt, M2 Schritt, Gibbs Schritt, Verschmelzungsschritt und
Teilungsschritt, vergleiche Abschnitt 3.2 sowie Abschnitt C (ab Seite 102)
DAG-AW Akzeptanzwahrscheinlichkeit fu¨r einen DAG Schritt,
vergleiche Abschnitt 3.2, Gleichung (15)
ALV-AW Akzeptanzwahrscheinlichkeit fu¨r einen Allokationsschritt,
vergleiche Abschnitt 3.2, Gleichung (16)
P Wahrscheinlichkeitsverteilung fu¨r die Ausfu¨hrung der MCMC-Schritte
P = (p1, . . . ,p5) mit
∑
p =1
p1 : DAG Schritt, p2 : M1 Schritt, p3 : M2 Schritt,
p4 : Gibbs Schritt, p5 : Verschmelzungsschritt/Teilungsschritt
Nmax Anzahl der maximal zula¨ssigen Komponenten
nM Anzahl der gewu¨nschten MCMC-Iterationen
nburn-in Anzahl der Burn-In-Iterationen
nh Anzahl der Beobachtungen in Komponente h
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Eingabe
data Matrix der Beobachtungen, Standardisierung wird empfohlen
G0 DAG zur Initiierung der MCMC-Kette, leerer Graph (Nullmatrix) oder
falls Vorwissen vorhanden auch informativer DAG mo¨glich
l0 Allokationsvektor zur Initiierung der MCMC-Kette,
dies impliziert eine Festlegung von N
Empfehlung: Ausgabe k-means(data) mit k=10
P 1 Empfehlung: p1 = 0.5, p2 = . . . = p5 = 0.125





l1, . . . , lnM Burn-In wird entfernt






FOR I = 1, . . . , nM + nburn-in
SCHRITTAUSWAHL
u¨berpru¨fe die Anzahl der Komponenten in lI und aktualisiere N
wa¨hle zufa¨llig einen Schritt aus gema¨ß
P 1 , falls N ≥ 2P 2 , falls N < 2
SCHRITTAUSFU¨HRUNG
IF: DAG Schritt ausgewa¨hlt
wa¨hle unter den Nachbargraphen von GI−1 zufa¨llig einen aus: Gv
pru¨fe ob Gv in die MCMC-Kette gema¨ß DAG-AW aufgenommen wird
setze GI :=
GI−1 , falls abgelehntGv , falls akzeptiert , setze lI = lI−1
setze I = I + 1, GOTO SCHRITTAUSWAHL
END IF
IF: M1 Schritt ausgewa¨hlt
erzeuge neuen Allokationsvektor lv = lI−1
ziehe eine Zufallszahl ξ aus Beta(1,1)
wa¨hle in lv zufa¨llig zwei Komponenten h und h∗ aus, h 6= h∗
versetze zufa¨llig jede Beobachtung aus den Komponenten h und h∗ in Komponente h mit Wahrscheinlichkeit ξin Komponente h∗ mit Wahrscheinlichkeit 1− ξ
pru¨fe ob lv in die MCMC-Kette gema¨ß ALV-AW aufgenommen wird





, n˜h und n˜h∗ geben die Anzahl




lI−1 , falls abgelehntlv , falls akzeptiert , setze GI = GI−1
setze I = I + 1, GOTO SCHRITTAUSWAHL
END IF
IF: M2 Schritt ausgewa¨hlt
erzeuge neuen Allokationsvektor lv = lI−1
wa¨hle aus lv zufa¨llig zwei Komponenten h und h∗ aus, h 6= h∗
versetze zufa¨llig u Beobachtungen aus Komponente h in Komponente h∗
u folgt der Gleichverteilung auf {1, . . . , nh}
pru¨fe ob lv in die MCMC-Kette gema¨ß ALV-AW aufgenommen wird







lI−1 , falls abgelehntlv , falls akzeptiert , setze GI = GI−1
setze I = I + 1, GOTO SCHRITTAUSWAHL
END IF
IF: Gibbs Schritt ausgewa¨hlt
wa¨hle zufa¨llig eine Beobachtung d aus data aus
erzeuge neue Allokationsvektoren lh = lI−1 fu¨r h = 1, . . . , N
versetze d in jedem der lh in die Komponente h
bestimme Fl, die zugeho¨rige vollsta¨ndig bedingte Verteilung der lh
ziehe lI aus Fl, setze GI = GI−1




IF: Teilungs- oder Verschmelzungsschritt ausgewa¨hlt
wa¨hle zufa¨llig mit Wahrscheinlichkeit pTeilungN den Teilungsschritt
oder mit Wahrscheinlichkeit pVerschmelzungN den Verschmelzungsschritt aus
dabei ist pTeilungN =

0.5 N = 2, . . . , Nmax − 1
1 N = 1
0 N = Nmax
und pVerschmelzungN = 1− pTeilungN
IF: Verschmelzungsschritt ausgewa¨hlt
erzeuge neuen Allokationsvektor lv = lI−1
wa¨hle in lv zufa¨llig zwei Komponenten h und h∗ aus, h 6= h∗
versetzte alle Beobachtungen aus Komponente h∗ in Komponente h und lo¨sche h∗
pru¨fe ob lv in die MCMC-Kette gema¨ß ALV-AW aufgenommen wird












lI−1 , falls abgelehntlv , falls akzeptiert , setze GI = GI−1





erzeuge neuen Allokationsvektor lv = lI−1
wa¨hle in lv zufa¨llig eine Komponente h aus
ziehe eine Zufallszahl ξ aus Beta(1,1)
erzeuge eine neue (leere) Komponente h∗
versetze zufa¨llig jede Beobachtungen aus der Komponente h in Komponente h , mit Wahrscheinlichkeit ξin Komponente h∗ , mit Wahrscheinlichkeit 1− ξ
permutiere zufa¨llig die Benennung aller Komponenten
pru¨fe ob lv in die MCMC-Kette gema¨ß ALV-AW aufgenommen wird












lI−1 , falls abgelehntlv , falls akzeptiert , setze GI = GI−1




lo¨sche die Eintra¨ge l0, . . . , lnburn-in aus der MCMC-Kette der Allokationsvektoren
sowie G0, . . . ,Gnburn-in aus der MCMC-Kette der DAGs
gebe lMCMC sowie GMCMC aus
Da der Algorithmus mit einer vorgegebenen Anzahl an Iterationen initiiert wird,
ist seine Konvergenz sicher.
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D. Erga¨nzende Details fu¨r das
Erk-Signalu¨bertragungsnetzwerk-Modell
In seiner Arbeit fu¨hrt Sasagawa et al. (2005) die bis dahin bekannten Modelle von Tei-
len des Erk-Signalu¨bertragungsnetzwerks zusammen und erstellt daraus ein alle Spezies
umfassendes Gesamtmodell. Aus den Vorarbeiten war die Interaktionsstruktur der Spezies
bis auf wenige Ausnahmen, welche bei der Ausarbeitung des Modells experimentell gekla¨rt
werden konnten, bekannt (Vaudry et al., 2002; Gotoh et al., 1990; Qiu und Green, 1992;
Traverse et al., 1992; Egan et al., 1993; Rozakis-Adcock et al., 1993; Li et al., 1993; Gale
et al., 1993; Davis, 1993; Di Fiore und Gillt, 1999; Waterman und Yarden, 2001).
Bei der Erstellung des Gesamtmodells bestand eine der Hauptschwierigkeiten darin, die
mehrheitlich parallel ablaufenden Reaktionen aufeinander abzustimmen und die Geschwin-
digkeit, in der sie relativ zueinander ablaufen, die sogenannte Kinetik, koha¨rent zu be-
stimmen. Zur Lo¨sung dieses Problems wurde von Sasagawa auf Differentialgleichungen
zuru¨ckgegriffen, von denen die wichtigsten hier vorgestellt werden sollen.
Die folgenden drei Gleichungen beschreiben die Ras und Rap1 Aktivierung. Diese wird
durch die pR−abha¨ngige Aktivierung von GEF und GAP reguliert. Die Derivate (durch




= k1[pR]([GEFTotal]− [pR−GEF ])− k2[pR−GEF ] ,
d[pR−GAP ]
dt
= k3[pR]([GAPTotal]− [pR−GAP ])− k4[pR−GAP ] ,
d[GTPase−GTP ]
dt
= k5[pR−GEF ]([GTPaseTotal]− [GTPase−GTP ])
− k6[pR−GAP ][GTPase−GTP ] ,
wobei [*] die Konzentration der Spezies * zum Zeitpunkt t beschreibt. Die Gesamtkon-
zentrationen von GEF , GAP und GTPase ([GEFTotal], [GAPTotal] und [GTPaseTotal])
werden durch die Reaktion nicht vera¨ndert, ihre Verha¨ltnisse bleiben somit durchgehend
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gewahrt. In der dritten Gleichung wird implizit angenommen, dass die Konzentration der
GTPase, gebunden entweder an GEF oder GAP , verha¨ltnisma¨ßig gering ist verglichen
mit der Gesamtkonzentration der GTPase, GEF und GAP .
Die drei Gleichungen lassen sich in eine dimensionslose Form u¨berfu¨hren:
dGEF
dt
= k2{pR− (1 + pR)GEF},
dGAP
dt
= k4{p× pR)− (1 + (p× pR))GAP},
dGTPase
dt
= k6[GAPTotal]{GEF/Ke− (GEF/Ke+GAP )GTPase},
wobei
pR = [pR]/Kd ,
GEF = [pR−GEF ]/[GEFTotal] ,
GAP = [pR−GAP ]/[GAPTotal] ,
GTPase(Ras oder Rap1) = [GTPase−GTP ]/GTPaseTotal] ,
Kd = k2/k1 = pk4/k3 ,
Ke = k6[GAPTotal]/k5[GEFTotal] .
Der Quotient k6[GAPTotal]/k2 repra¨sentiert die Relaxations-Zeitkonstante der GTPase re-
lativ zu der von GEF , wobei GEF und GAP als konstant angenommen werden. Der
Quotient k4/k2 kann interpretiert werden als die Reaktions-Geschwindigkeitskonstante
der GAP -Aktivierung verglichen mit der Reaktions-Geschwindigkeitskonstante der GEF -
Aktivierung unter der Bedingung, dass pR konstant ist und GEF und GAP ihre Sa¨ttigung
nicht erreicht haben.
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E. Zusammenfassung der Bachelorarbeit von Wolff
(2013) zur Beurteilung der Leistungsfa¨higkeit des
Komplexescha¨tzers
In diesem Abschnitt wird auf die Validierung des Komplexescha¨tzers eingegangen, welcher
im Rahmen einer am Lehrstuhl fu¨r mathematische Statistik und biometrische Anwendun-
gen der TU Dortmund betreuten Bachelorarbeit (Wolff, 2013) vorgenommen worden ist.
Das Ziel der Bachelorarbeit ist es die Leistungsfa¨higkeit der bereits vorliegenden Imple-
mentierung des Kompexescha¨tzers zu bewerten. Weiter sollen fu¨r die konfigurierbaren Teile
des Verfahrens, wie etwa fu¨r die Kostenfunktion oder fu¨r den Optimierungsalgorithmus,
vergleiche Abschnitt 5.3 ab Seite 66, im Sinne der Leistungsfa¨higkeit, optimale Parame-
tereinstellungen gefunden werden. Dies beinhaltet auch die Konzeption und Durchfu¨hrung
einer Simulationsstudie.
Die Idee zur Generierung der Daten wurde stark von den Besonderheiten des Messver-
fahrens beeinflusst, welches im Abschnitt 5.3 beschrieben wird. Ferner wird die dort
eingefu¨hrte Notation verwendet. Formuliert wird die Beschreibung fu¨r den allgemeinen
Fall, dass Fluoreszenzkorrelationsspektroskopiemessungen (FCS-Messungen) eines bioche-
mischen Systems simuliert werden sollen, welches aus n Proteinen (℘1, . . . , ℘z, . . . , ℘n) be-










scheidbare Komplexe Kψ (ψ = 1, . . . ,Ψ) bilden. Die Konzentrationen dieser Komplexe
wird mit Kψ notiert. Diese ist jedoch nicht direkt messbar. Das FCS Verfahren kann nur
die gemeinsame Konzentration so genannter Gruppen von Komplexen (yzz∗) erheben (ver-
gleiche Abschnitt 5.2 und 5.3, insbesondere Gleichung 17 auf Seite 65). Die Zusammen-
setzung der Gruppen ha¨ngt von den jeweils markierten Proteinen (℘z, ℘z∗) ab, vergleiche







Gegeben sei ein System mit n Proteinen. Von jedem mo¨glichen Proteinpaar ℘z℘z∗ sollen
nzz∗ Werte generiert werden. Der Parameter N steht fu¨r Noise und gibt die Sta¨rke der
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Sto¨reinflu¨sse an, welche sowohl biologische als auch technische Ursachen haben ko¨nnen.
Zuerst wird fu¨r jeden der betrachteten Komplexe Kψ , ψ = 1, . . . ,Ψ, die ”
wahre“ Kon-
zentration K˜ψ aus einer Gleichverteilung gezogen K˜ψ ∼ Re[0, 100]. Diese soll spa¨ter als
Vergleichswert zur Bestimmung der Qualita¨t der Scha¨tzung herangezogen werden.




















wobei Λ := {K˜ψ : ℘z C Kψ}, ∆ := {K˜ψ : ℘z∗ C Kψ}, Ξ := {K˜ψ : ℘z C Kψ ∧ ℘z∗ C Kψ}.





Proteinkombinationen der simulierte Messwert gebildet,
indem auf die simulierte Gruppenkonzentration noch ein normalverteiltes Rauschen hinzu







































Der letzte Schritt wird wiederholt, bis die gewu¨nschte Anzahl an Beobachtungen (nzz∗) der







1 2, . . . , yˇ
(n1 2)
1 2 , . . . , yˇ
(1)






z=1 z∗=2 nzz∗ ,
wobei z ≤ z∗.
Im Rahmen der Bachelorarbeit werden mehrere Datensa¨tze generiert. Betrachtet werden
sowohl solche mit n = 4 (15 mo¨gliche Komplexe, genauso wie im mating pathway der Hefe
aus Abschnitt 6) als auch solche mit n = 6 (63 mo¨gliche Komplexe). Durch Variation des
Parameters N = 0.01, 0.1, 0.2, . . . , 0.5 ko¨nnen Daten unterschiedlicher Qualita¨t simuliert
werden, was eine umfassendere Bewertung der Leistungsfa¨higkeit des Komplexescha¨tzers
erlaubt.
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Die Bewertung erfolgt, indem der Komplexescha¨tzer auf die simulierten Datensa¨tze an-
gewendet wird und die gescha¨tzten Konzentrationen K̂ψ mit den simulierten ”wah-
ren“ Konzentrationen K˜ψ verglichen werden. Betrachtet wird sowohl der absolute Fehler∑Ψ
ψ |K˜ψ − K̂ψ| als auch der relative Fehler
∑Ψ
ψ |K˜ψ − K̂ψ| · K˜ψ
−1
der Scha¨tzung.
Im Folgenden werden die Ergebnisse der Bachelorarbeit kurz vorgestellt. Der Vergleich
der Optimierungsalgorithmen zeigt, dass Verfahren, welche keine Beschra¨nkung des Pa-
rameterbereiches erlauben, jenen, die diese Mo¨glichkeit bieten, deutlich unterlegen sind.
Schlechte Ergebnisse, also eine Scha¨tzung mit hohem absoluten und relativen Fehler, zei-
gen die Verfahren newuoa, uobyqa, SANN und Nelder-Mead. Gute Ergebnisse zeigen die
Verfahren bobyqa, BFGS , L-BFGS-B und BBoptim, wobei die beiden letzteren mit einer
durchschnittlichen Abweichung von unter fu¨nf Prozent am besten abschneiden. Der Ab-
stand zwischen den Gruppen ist recht groß. So ist der relative Fehler der nicht beschra¨nkten
Verfahren mitunter zehn mal so groß wie der der Verfahren, welche Nebenbedingungen zu-
lassen.
Ein weiterer konfigurierbarer Parameter des Komplexescha¨tzers, der untersucht wird, ist
der Normparameter p der Verlustfunktion (argmin
¡
‖y−X·¡‖p, p ∈ N), vergleiche Gleichung









die Absolutnorm (p = 1) und die Euklidische Norm (p = 2) untersucht. Der Komple-
xescha¨tzer liefert bei Verwendung der Zweiten bessere Ergebnisse. Mitunter wird eine Ver-
besserung um den Faktor 2 beobachtet.
Zusa¨tzlich zu den beschriebenen Vergleichen, bei denen ein sehr geringes Rauschen von
N = 0.01 vorliegt, da hier der Schwerpunkt auf die Optimierung der Methode gelegt
wird, werden auch Szenarios mit starkem Rauschen untersucht. Fu¨r die als leistungsstark
identifizierte Kombination von Verlustfunktion und Optimierungsverfahren Euklidischer
Abstand und L-BFGS-B werden fu¨nf Einstellungen von N betrachtet (0.1, 0.2, 0.3, 0.4,
0.5). Dabei repra¨sentiert 0.1 eine gute Datenqualita¨t und 0.5 steht fu¨r stark verzerrte
Messungen. Die durchgefu¨hrten Untersuchungen zeigen, dass der Komplexescha¨tzer auch




wahren“ Werten mit steigendem N tendenziell gro¨ßer, bei N = 0.5 liegt er
im Durchschnitt bei dem ca. 1.5-fachen des Fehlers, welcher bei einer Einstellung von
N = 0.1 im Durchschnitt beobachtet wird. Dennoch sind die beobachteten relativen
Fehler im Durchschnitt unter zehn Prozent.
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F. Abbildungen und Tabellen
Datensatz # Iterationen Ausdu¨nnung Burn-In
D2 (Zeitpunkte 1, . . . , 10) 2.8 · 106 350 1.4 · 106
D4 (Zeitpunkte 1, . . . , 10) 5 · 106 500 2 · 106
Hefe (US, SS, LS) 3.2 · 106 350 2 · 106
Hefe (vermischt) 3.2 · 106 500 2 · 106
Tabelle 4: U¨bersicht der Parametereinstellungen der MCMC-Simulationen fu¨r den Erk-
Signalu¨bertragungsnetzwerk-Datensatz, mit zwei Komponenten D2 und mit vier
Komponenten D4. Jeweils fu¨r die Zeitpunkte erste bist zehnte Minute nach Sti-
mulation mit EGF bzw. NGF (vergleiche Abschnitt 4.3) sowie fu¨r den Datensatz
des mating pathways in der Hefe, jeweils fu¨r nicht (US), kurz (SS) und lang (LS)
stimulierte Hefen (6.2) und fu¨r den ku¨nstlich vermischten Datensatz der Hefe
(6.3).
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Spezies Ausgangskonzentration Spezies Ausgangskonzentration
in µM in µM
EGFR 0.3 proteasome 0.0
L EGFR 0.0 Grb2 SOS pShc 0.0
L EGFR dimer 0.0 Shc dpEGFR c Cbl 0.0
L dpEGFR 0.0 Grb2 SOS pShc dpEGFR 0.0
NGFR 0.061894 pFRS2 0.0
pTrkA 0.0 FRS2 dpEGFR 0.0
L NGFR 0.0 pDok RasGAP 0.0
SOS 0.1 pFRS2 dpEGFR c Cbl ubiq 0.0
pSOS 0.0 Ras GTP 0.0
SOS Grb2 0.0 Crk C3G pFRS2 dpEGFR c Cbl ubiq 0.0
Grb2 1.0 c Raf Ras GTP 0.0
Dok 0.3 B Raf Ras GTP 0.0
pDok 0.0 ppMEK 0.0
Crk 1.0 ppERK 0.0
FRS2 1.0 Crk C3G 0.0
Shc 1.0 Rap1 GTP 0.0
pSOS Grb2 0.0 ppMEK ERK 0.0
Rap1 GDP 0.2 dppERK 0.0
MEK 0.68 Shc pTrkA 0.0
MKP3 0.018 Shc pTrkA endo 0.0
pShc dpEGFR 0.0 pShc pTrkA 0.0
dpEGFR c Cbl 0.0 pFRS2 pTrkA 0.0
B Raf Rap1 GTP 0.0 FRS2 pTrkA 0.0
pShc dpEGFR c Cbl 0.0 pShc pTrkA endo 0.0
pFRS2 dpEGFR c Cbl 0.0 FRS2 pTrkA endo 0.0
Shc dpEGFR 0.0 pFRS2 pTrkA endo 0.0
c Cbl 0.5 Crk C3G pFRS2 pTrkA endo 0.0
RasGAP 0.1 Grb2 SOS pShc pTrkA 0.0
c Raf 0.5 Crk C3G pFRS2 pTrkA 0.0
B Raf 0.2 Grb2 SOS pShc pTrkA endo 0.0
ERK 0.26 c Raf Ras GTP MEK 0.0
PP2A 0.24 c Raf Ras GTP pMEK 0.0
Diese Tabelle wird auf der folgenden Seite fortgesetzt.
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Spezies Ausgangskonzentration Spezies Ausgangskonzentration
in µM in µM
Ras GDP 0.1 c Raf Ras GTP MEK ERK 0.0
Rap1GAP 0.012 c Raf Ras GTP pMEK ERK 0.0
C3G 0.5 B Raf Ras GTP MEK 0.0
pShc 0.0 B Raf Ras GTP pMEK 0.0
pFRS2 dpEGFR 0.0 B Raf Ras GTP MEK ERK 0.0
pTrkA endo 0.0 B Raf Ras GTP pMEK ERK 0.0
MEK ERK 0.0 B Raf Rap1 GTP MEK 0.0
pMEK ERK 0.0 B Raf Rap1 GTP pMEK 0.0
FRS2 dpEGFR c Cbl ubiq 0.0 B Raf Rap1 GTP MEK ERK 0.0
Crk C3G pFRS2 dpEGFR c Cbl 0.0 B Raf Rap1 GTP pMEK ERK 0.0
pShc dpEGFR c Cbl ubiq 0.0 ppERK MKP3 0.0
Crk C3G pFRS2 dpEGFR 0.0 dppERK MKP3 0.0
Grb2 SOS pShc dpEGFR c Cbl ubiq 0.0 pro TrkA 0.020631
Grb2 SOS pShc dpEGFR c Cbl 0.0 pro EGFR 0.3
Shc dpEGFR c Cbl ubiq 0.0 degradation 0.0
dpEGFR c Cbl ubiq 0.0 FRS2 dpEGFR c Cbl 0.0
pMEK 0.0
EGF 0.001613 oder 0.0, abha¨ngig von Stimulationsziel
NGF 0.001613 oder 0.0, abha¨ngig von Stimulationsziel
Tabelle 5: U¨bersicht aller im Erk-Signalu¨bertragungsnetzwerk-Modell vorkommenden Spe-
zies und deren Ausgangskonzentrationen. Sie gelten sowohl fu¨r die Zellen des
Wildtyps als auch fu¨r mutierte Zellen. Eine weiterfu¨hrende Beschreibung der Re-
aktionswege sowie der beteiligten Stoffe ist Wieczorek et al. (2015) oder Sasagawa
et al. (2005) zu entnehmen. Das vollsta¨ndige Modell kann unter www.ebi.ac.uk,





























































































Abbildung 16: Schematische Darstellung des simulierten Erk-Signalu¨bertragungsnetzwerkes,
Wildtyp unter Stimulation mit NGF (a), Wildtyp unter Stimulation mit EGF
(b), Mutante unter Stimulation mit NGF (c), Mutante unter Stimulation mit
EGF (d). Abgebildet ist ein Ausschnitt aus dem Netzwerk, welcher, stark
vereinfacht, die Reaktion der Zelle des Wildtyps (a, b) und der Mutante (c,
d) auf die chemischen Botenstoffe EGF (b bzw. d) und NGF (a bzw. c)
darstellt. Die fu¨r diese Arbeit zentralen Spezies Raf (c-Raf), MEK, und ERK
sind grau unterlegt. Quelle: Wieczorek et al. (2015).
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Abbildung 17: U¨bersicht der Gruppen der gemessenen Konstellationen fu¨r ein Experiment
mit markierten Ste7 und Fus3. Gruppe 1 korrespondiert zur Messung der
Lichtwellenla¨nge, auf welche die Markierung, mit der Ste7 versehen wurde,
reagiert. Zum Messwert von AC Ste7 tragen die Konzentrationen aller in
Gruppe 1 befindlichen Proteine bei ({Ste7}, {Fus3 Ste7}, {Ste11 Ste7},{Ste5
Ste7},{Ste11 Ste7 Ste5}, {Ste5 Ste7 Fus3}, {Ste11 Ste7 Fus3}, {Ste5 Ste7
Fus3 Ste11}). Analog tragen zum Messwert von AC Fus3 die Konzentratio-
nen aller in der Gruppe 2 befindlichen Proteine bei ({Fus3}, {Fus3 Ste7},
{Ste11 Fus3},{Ste5 Fus3},{Ste11 Fus3 Ste5}, {Ste5 Ste7 Fus3}, {Ste11 Ste7
Fus3}, {Ste5 Ste7 Fus3 Ste11}). Zum Messwert von CC Ste7 Fus3 tragen die
Konzentrationen aller im Schnitt der Gruppen 1 und 2 befindlichen Protei-
ne bei ({Fus3 Ste7}, {Ste7 Fus3 Ste5}, {Ste11 Ste7 Fus3}, {Ste5 Ste7 Fus3
Ste11}). Die exakte Konzentration von Beispielsweise {Ste7}, {Ste7 Ste11}
ist aus den puren Messwerten (AC Ste7, AC Fus3 und CC Ste7 Fus3) nicht di-













K4 +K9 +K7 +K10 +K13 +K14 +K12 +K15 + εSte7
K2 +K9 +K5 +K8 +K11 +K14 +K12 +K15 + εFus3




l 0.07 l 0.05 0
l 0.33 l 0.05 l 0.07 0
l 1 l 0.55 l 0.13 l 0.14 0
l 1 l 0.03 l 0.02 l 0.04 l 0.03 0
l 0.06 l 0.06 l 0.99 l 0.05 l 0.1 l 0.02 0
l 0.08 l 0.96 l 0.11 l 1 l 0.08 l 0.02 l 0.1 0
l 0.04 l 0.09 l 1 l 0.96 l 0.09 l 0.06 l 0.1 l 0.39 0
l 0.08 l 0.11 l 0.12 l 0.12 l 0.07 l 1 l 0.55 l 0.11 l 0.06 0
l 0.04 l 0.08 l 0.09 l 0.05 l 0.1 l 1 l 0.06 l 0.22 l 1 l 0.19 0
l 0.06 l 0.11 l 0.07 l 0.08 l 0.06 l 0.02 l 0.22 l 0.05 l 0.21 l 0.1 l 0.06 0













{Ste11 Fus3 Ste5 Ste7}















l 0.07 l 0.05 0
l 0.33 l 0.05 l 0.07 0
l 1 l 0.53 l 0.13 l 0.14 0
l 1 l 0.03 l 0.02 l 0.04 l 0.03 0
l 0.06 l 0.06 l 0.99 l 0.05 l 0.1 l 0.02 0
l 0.08 l 0.96 l 0.11 l 1 l 0.08 l 0.02 l 0.1 0
l 0.04 l 0.09 l 1 l 0.96 l 0.09 l 0.06 l 0.1 l 0.39 0
l 0.08 l 0.11 l 0.12 l 0.12 l 0.07 l 1 l 0.55 l 0.11 l 0.06 0
l 0.04 l 0.08 l 0.09 l 0.05 l 0.1 l 1 l 0.06 l 0.22 l 1 l 0.19 0
l 0.06 l 0.11 l 0.07 l 0.08 l 0.06 l 0.02 l 0.22 l 0.05 l 0.21 l 0.1 l 0.06 0













{Ste11 Fus3 Ste5 Ste7}













Abbildung 18: Gescha¨tzte pep-Matrix fu¨r die nicht stimulierte Hefe, berechnet mit NPBN-
DP (oben) und NPBN-PY(unten).
117
0l 0.01 0
l 0.22 l 0.06 0
l 0.52 l 0.03 l 0.09 0
l 1 l 0.47 l 0.07 l 0.04 0
l 0.73 l 0.03 l 1 l 0.04 l 0.02 0
l 0.02 l 1 l 0.09 l 0.05 l 0.42 l 0.09 0
l 0.04 l 0.16 l 0.15 l 0.04 l 0.07 l 0.05 l 0.09 0
l 0.02 l 0.03 l 1 l 0.99 l 0.04 l 0.81 l 0.04 l 0.27 0
l 0.02 l 0.12 l 0.06 l 0.15 l 0.98 l 0.04 l 1 l 0.06 l 0.03 0
l 0.93 l 0.05 l 0.11 l 0.03 l 0.06 l 1 l 0.07 l 0.17 l 0.99 l 0.04 0
l 0.18 l 1 l 0.03 l 0.03 l 0.01 l 0.02 l 0.96 l 0.03 l 0.03 l 0.96 l 0.86 0













{Ste11 Fus3 Ste5 Ste7}















l 0.22 l 0.06 0
l 0.52 l 0.03 l 0.09 0
l 1 l 0.47 l 0.07 l 0.04 0
l 0.72 l 0.03 l 1 l 0.04 l 0.02 0
l 0.02 l 1 l 0.08 l 0.05 l 0.42 l 0.09 0
l 0.04 l 0.16 l 0.15 l 0.04 l 0.07 l 0.05 l 0.09 0
l 0.02 l 0.03 l 1 l 0.97 l 0.04 l 0.81 l 0.04 l 0.27 0
l 0.02 l 0.12 l 0.06 l 0.15 l 9644 l 0.04 l 1 l 0.06 l 0.03 0
l 0.93 l 0.05 l 0.11 l 0.03 l 0.06 l 1 l 0.07 l 0.17 l 0.99 l 0.04 0
l 0.18 l 1 l 0.03 l 0.03 l 0.01 l 0.02 l 0.94 l 0.03 l 0.03 l 0.96 l 0.86 0













{Ste11 Fus3 Ste5 Ste7}













Abbildung 19: Gescha¨tzte pep-Matrix fu¨r die kurz stimulierte Hefe, berechnet mit NPBN-
DP (oben) und NPBN-PY(unten).
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0l 0.11 0
l 0.08 l 0.32 0
l 0.25 l 0.13 l 0.08 0
l 1 l 0.22 l 0.26 l 0.32 0
l 0.38 l 0.14 l 1 l 0.05 l 0.08 0
l 0.28 l 0.24 l 0.03 l 0.05 l 0.04 l 0.14 0
l 0.19 l 0.35 l 0.16 l 1 l 0.06 l 0.06 l 0.07 0
l 0.05 l 0.35 l 0.32 l 1 l 0.19 l 0.09 l 0.06 l 0.37 0
l 0.05 l 0.11 l 1 l 0.06 l 1 l 0.1 l 0.97 l 0.08 l 0.18 0
l 0.1 l 0.05 l 0.23 l 0.47 l 0.14 l 0.79 l 0.11 l 0.08 l 0.09 l 0.06 0
l 0.14 l 0.06 l 0.08 l 0.09 l 0.06 l 0.06 l 0.33 l 0.09 l 0.34 l 0.06 l 0.06 0













{Ste11 Fus3 Ste5 Ste7}















l 0.08 l 0.32 0
l 0.25 l 0.13 l 0.05 0
l 1 l 0.23 l 0.26 l 0.32 0
l 0.38 l 0.14 l 1 l 0.05 l 0.08 0
l 0.26 l 0.24 l 0.03 l 0.05 l 0.04 l 0.14 0
l 0.19 l 0.35 l 0.16 l 1 l 0.06 l 0.06 l 0.07 0
l 0.05 l 0.35 l 0.32 l 1 l 0.19 l 0.09 l 0.06 l 0.37 0
l 0.05 l 0.12 l 1 l 0.06 l 0.98 l 0.1 l 0.97 l 0.08 l 0.18 0
l 0.1 l 0.05 l 0.23 l 0.48 l 0.14 l 0.79 l 0.11 l 0.08 l 0.09 l 0.06 0
l 0.14 l 0.06 l 0.08 l 0.09 l 0.06 l 0.06 l 0.33 l 0.09 l 0.34 l 0.06 l 0.06 0













{Ste11 Fus3 Ste5 Ste7}













Abbildung 20: Gescha¨tzte pep-Matrix fu¨r die lang stimulierte Hefe, berechnet mit NPBN-DP
(oben) und NPBN-PY(unten).
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Reagierende Spezies Reaktionsrichtung Reagierende Spezies
c1.pro EGFR ←→ compartment.EGFR
compartment.EGF + compartment.EGFR ←→ compartment.L EGFR
compartment.L EGFR ←→ compartment.L EGFR dimer
c1.SOS + c1.Grb2 ←→ c1.SOS Grb2
c1.Grb2 + c1.pSOS ←→ c1.pSOS Grb2
compartment.L EGFR dimer ←→ compartment.L dpEGFR
compartment.L dpEGFR + c1.c Cbl ←→ c1.dpEGFR c Cbl
compartment.L dpEGFR + c1.pShc ←→ c1.pShc dpEGFR
c1.pDok ←→ c1.Dok
c1.c Cbl + c1.pShc dpEGFR ←→ c1.pShc dpEGFR c Cbl
c1.pSOS −→ c1.SOS
c1.pSOS Grb2 −→ c1.SOS Grb2
compartment.L dpEGFR + c1.Shc ←→ c1.Shc dpEGFR
c1.Shc dpEGFR −→ c1.pShc dpEGFR
c1.dpEGFR c Cbl −→ c1.dpEGFR c Cbl ubiq
c1.dpEGFR c Cbl ubiq −→ c1.proteasome + c1.c Cbl
c1.c Cbl + c1.Shc dpEGFR ←→ c1.Shc dpEGFR c Cbl
c1.Shc dpEGFR c Cbl −→ c1.Shc dpEGFR c Cbl ubiq
c1.Shc dpEGFR c Cbl ubiq −→ c1.proteasome + c1.c Cbl + c1.Shc
c1.pShc dpEGFR c Cbl −→ c1.pShc dpEGFR c Cbl ubiq
c1.pShc dpEGFR c Cbl ubiq −→ c1.proteasome + c1.c Cbl + c1.pShc
c1.Shc dpEGFR c Cbl −→ c1.pShc dpEGFR c Cbl
c1.pShc + c1.SOS Grb2 ←→ c1.Grb2 SOS pShc
compartment.L dpEGFR + c1.Grb2 SOS pShc ←→ c1.Grb2 SOS pShc dpEGFR
c1.pShc dpEGFR + c1.SOS Grb2 ←→ c1.Grb2 SOS pShc dpEGFR
c1.c Cbl + c1.Grb2 SOS pShc dpEGFR ←→ c1.Grb2 SOS pShc dpEGFR c Cbl
c1.dpEGFR c Cbl + c1.Grb2 SOS pShc ←→ c1.Grb2 SOS pShc dpEGFR c Cbl
c1.Grb2 SOS pShc dpEGFR c Cbl −→ c1.Grb2 SOS pShc dpEGFR c Cbl ubiq
c1.Grb2 SOS pShc dpEGFR c Cbl ubiq −→ c1.proteasome + c1.c Cbl + c1.Grb2 SOS pShc





+ c1.Grb2 SOS pShc dpEGFR c Cbl
+ c1.Grb2 SOS pShc dpEGFR
+ c1.dpEGFR c Cbl + c1.Shc dpEGFR c Cbl
+ c1.pShc dpEGFR c Cbl
+ c1.FRS2 dpEGFR + c1.pFRS2 dpEGFR
+ c1.Crk C3G pFRS2 dpEGFR
+ c1.FRS2 dpEGFR c Cbl
+ c1.Crk C3G pFRS2 dpEGFR c Cbl
−→ c1.pDok + compartment.L dpEGFR
+ c1.Shc dpEGFR + c1.pShc dpEGFR
+ c1.Grb2 SOS pShc dpEGFR c Cbl
+ c1.Grb2 SOS pShc dpEGFR
+ c1.dpEGFR c Cbl
+ c1.Shc dpEGFR c Cbl
+ c1.pShc dpEGFR c Cbl
+ c1.FRS2 dpEGFR
+ c1.pFRS2 dpEGFR
+ c1.Crk C3G pFRS2 dpEGFR
+ c1.FRS2 dpEGFR c Cbl
+ c1.Crk C3G pFRS2 dpEGFR c Cbl
c1.pShc −→ c1.Shc
Diese Tabelle wird auf der folgenden Seite fortgesetzt.
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Reagierende Spezies Reaktionsrichtung Reagierende Spezies
c1.pFRS2 −→ c1.FRS2
c1.Crk + c1.C3G ←→ c1.Crk C3G
compartment.L dpEGFR + c1.FRS2 ←→ c1.FRS2 dpEGFR
compartment.L dpEGFR + c1.pFRS2 ←→ c1.pFRS2 dpEGFR
c1.FRS2 dpEGFR −→ c1.pFRS2 dpEGFR
c1.pFRS2 dpEGFR + c1.Crk C3G ←→ c1.Crk C3G pFRS2 dpEGFR
c1.FRS2 dpEGFR + c1.c Cbl ←→ c1.FRS2 dpEGFR c Cbl
c1.c Cbl + c1.pFRS2 dpEGFR ←→ c1.pFRS2 dpEGFR c Cbl
c1.pFRS2 dpEGFR c Cbl −→ c1.pFRS2 dpEGFR c Cbl ubiq
c1.FRS2 dpEGFR c Cbl −→ c1.FRS2 dpEGFR c Cbl ubiq
c1.FRS2 dpEGFR c Cbl −→ c1.pFRS2 dpEGFR c Cbl
c1.pFRS2 dpEGFR c Cbl + c1.Crk C3G ←→ c1.Crk C3G pFRS2 dpEGFR c Cbl
c1.Crk C3G pFRS2 dpEGFR c Cbl −→ c1.Crk C3G pFRS2 dpEGFR c Cbl ubiq
c1.FRS2 dpEGFR c Cbl ubiq −→ c1.proteasome + c1.c Cbl + c1.FRS2
c1.pFRS2 dpEGFR c Cbl ubiq −→ c1.proteasome + c1.c Cbl + c1.pFRS2
c1.pDok + c1.RasGAP ←→ c1.pDok RasGAP
c1.SOS Grb2 + c1.dppERK −→ c1.pSOS Grb2 + c1.dppERK
c1.SOS + c1.dppERK −→ c1.pSOS + c1.dppERK
c1.c Raf + c1.Ras GTP ←→ c1.c Raf Ras GTP
c1.Rap1 GTP + c1.B Raf ←→ c1.B Raf Rap1 GTP
c1.Ras GTP + c1.B Raf ←→ c1.B Raf Ras GTP
c1.ppMEK + c1.PP2A −→ c1.pMEK + c1.PP2A
c1.pMEK + c1.PP2A −→ c1.MEK + c1.PP2A
c1.pMEK ERK + c1.PP2A −→ c1.MEK ERK + c1.PP2
2 c1.ppERK ←→ c1.dppERK
c1.Ras GTP −→ c1.Ras GDP
c1.Rap1 GTP −→ c1.Rap1 GDP
c1.Rap1 GDP
+ c1.Crk C3G pFRS2 dpEGFR c Cbl
+ c1.Crk C3G pFRS2 dpEGFR
+ c1.Crk C3G pFRS2 pTrkA endo
−→ c1.Rap1 GTP
+ c1.Crk C3G pFRS2 dpEGFR c Cbl
+ c1.Crk C3G pFRS2 dpEGFR
c1.Crk C3G pFRS2 pTrkA endo c1.Ras GDP
+ c1.Grb2 SOS pShc dpEGFR c Cbl
+ c1.Grb2 SOS pShc dpEGFR +
c1.Grb2 SOS pShc pTrkA
−→ c1.Ras GTP
+ c1.Grb2 SOS pShc dpEGFR c Cbl
+ c1.Grb2 SOS pShc dpEGFR
+ c1.Grb2 SOS pShc pTrkA
compartment.NGF + compartment.NGFR ←→ compartment.L NGFR
compartment.L NGFR −→ compartment.pTrkA
compartment.pTrkA −→ c1.pTrkA endo
c1.pTrkA endo −→ c1.degradation
compartment.pTrkA −→ c1.degradation
c1.Shc + compartment.pTrkA ←→ c1.Shc pTrkA
c1.pShc + compartment.pTrkA ←→ c1.pShc pTrkA
c1.FRS2 + compartment.pTrkA ←→ c1.FRS2 pTrkA
c1.pFRS2 + compartment.pTrkA ←→ c1.pFRS2 pTrkA
Diese Tabelle wird auf der folgenden Seite fortgesetzt.
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Reagierende Spezies Reaktionsrichtung Reagierende Spezies
c1.pTrkA endo + c1.Shc ←→ c1.Shc pTrkA endo
c1.pTrkA endo + c1.pShc ←→ c1.pShc pTrkA endo
c1.FRS2 pTrkA −→ c1.pFRS2 pTrkA
c1.pTrkA endo + c1.FRS2 ←→ c1.FRS2 pTrkA endo
c1.pTrkA endo + c1.pFRS2 ←→ c1.pFRS2 pTrkA endo
c1.FRS2 pTrkA endo −→ c1.pFRS2 pTrkA endo
c1.FRS2 pTrkA −→ c1.degradation + c1.FRS2
c1.pFRS2 pTrkA −→ c1.degradation + c1.pFRS2
c1.Shc pTrkA −→ c1.degradation + c1.Shc
c1.pShc pTrkA −→ c1.degradation + c1.pShc
c1.FRS2 pTrkA endo −→ c1.degradation + c1.FRS2
c1.Shc pTrkA endo −→ c1.degradation + c1.Shc
c1.pShc pTrkA endo −→ c1.degradation + c1.pShc
c1.SOS Grb2 + c1.pShc pTrkA endo ←→ c1.Grb2 SOS pShc pTrkA endo
c1.c Raf Ras GTP + c1.MEK −→ c1.c Raf Ras GTP MEK
c1.c Raf Ras GTP + c1.MEK ERK ←→ c1.c Raf Ras GTP MEK ERK
c1.c Raf Ras GTP + c1.pDok RasGAP −→ c1.c Raf + c1.Ras GDP + c1.pDok RasGAP
c1.c Raf Ras GTP + c1.pMEK ←→ c1.c Raf Ras GTP pMEK
c1.c Raf Ras GTP + c1.pMEK ERK ←→ c1.c Raf Ras GTP pMEK ERK
c1.c Raf Ras GTP MEK −→ c1.c Raf Ras GTP + c1.pMEK
c1.c Raf Ras GTP MEK ERK −→ c1.c Raf Ras GTP + c1.pMEK ERK
c1.c Raf Ras GTP pMEK −→ c1.c Raf Ras GTP + c1.ppMEK
c1.c Raf Ras GTP pMEK ERK −→ c1.c Raf Ras GTP + c1.ppMEK ERK
c1.dpEGFR c Cbl + c1.FRS2 ←→ c1.FRS2 dpEGFR c Cbl
c1.dpEGFR c Cbl + c1.Grb2 SOS pShc ←→ c1.Grb2 SOS pShc dpEGFR c Cbl
c1.dpEGFR c Cbl + c1.pFRS2 ←→ c1.pFRS2 dpEGFR c Cbl
c1.dpEGFR c Cbl + c1.pShc ←→ c1.pShc dpEGFR c Cbl
c1.dpEGFR c Cbl −→ c1.dpEGFR c Cbl ubiq
c1.dpEGFR c Cbl ubiq −→ c1.proteasome + c1.c Cbl
c1.dppERK MKP3 −→ c1.ppERK + c1.ERK + c1.MKP3
c1.pDok + c1.RasGAP ←→ c1.pDok RasGAP
c1.pDok ←→ c1.Dok
c1.pFRS2 + compartment.pTrkA ←→ c1.pFRS2 pTrkA
c1.pFRS2 −→ c1.FRS2
c1.pFRS2 dpEGFR + c1.Crk C3G ←→ c1.Crk C3G pFRS2 dpEGFR
c1.pFRS2 dpEGFR c Cbl + c1.Crk C3G ←→ c1.Crk C3G pFRS2 dpEGFR c Cbl
c1.pFRS2 dpEGFR c Cbl −→ c1.pFRS2 dpEGFR c Cbl ubiq
c1.pFRS2 dpEGFR c Cbl ubiq −→ c1.proteasome + c1.c Cbl + c1.pFRS2
c1.pFRS pTrkA −→ c1.degradation + c1.pFRS2
c1.pFRS2 pTrkA −→ c1.pFRS2 pTrkA endo
c1.pFRS2 pTrkA endo −→ c1.degradation + c1.pFRS2
c1.pMEK + c1.PP2A −→ c1.MEK + c1.PP2A
c1.pMEK ERK + c1.PP2A −→ c1.MEK ERK + c1.PP2A
c1.pSOS −→ c1.SOS
Diese Tabelle wird auf der folgenden Seite fortgesetzt.
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Reagierende Spezies Reaktionsrichtung Reagierende Spezies
c1.pSOS Grb2 −→ c1.SOS Grb2
c1.pShc + c1.SOS Grb2 ←→ c1.Grb2 SOS pShc
c1.pShc + compartment.pTrkA ←→ c1.pShc pTrkA
c1.pShc −→ c1.Shc
c1.pShc dpEGFR + c1.SOS Grb2 ←→ c1.Grb2 SOS pShc dpEGFR
c1.pShc dpEGFR c Cbl + c1.SOS Grb2 ←→ c1.Grb2 SOS pShc dpEGFR c Cbl
c1.pShc dpEGFR c Cbl −→ c1.pShc dpEGFR c Cbl ubiq
c1.pShc dpEGFR c Cbl ubiq −→ c1.proteasome + c1.c Cbl + c1.pShc
c1.pShc pTrkA −→ c1.degradation + c1.pShc
c1.pShc pTrkA −→ c1.pShc pTrkA endo
c1.pShc pTrkA endo −→ c1.degradation + c1.pShc
c1.pTrkA endo + c1.FRS2 ←→ c1.FRS2 pTrkA endo
c1.pTrkA endo + c1.Shc ←→ c1.Shc pTrkA endo
c1.pTrkA endo + c1.pFRS2 ←→ c1.pFRS2 pTrkA endo
c1.pTrkA endo + c1.pShc ←→ c1.pShc pTrkA endo
c1.pTrkA endo −→ c1.degradation
c1.ppERK MKP3 −→ c1.ERK + c1.MKP3
c1.ppMEK + c1.PP2A −→ c1.pMEK + c1.PP2A
c1.ppMEK ERK + c1.PP2A −→ c1.pMEK ERK + c1.PP2A
c1.ppMEK ERK −→ c1.ppERK + c1.ppMEK
c1.pro EGFR ←→ compartment.EGFR
c1.pro TrkA ←→ compartment.NGFR
compartment.EGF + compartment.EGFR ←→ compartment.L EGFR
compartment.L EGFR dimer ←→ compartment.L dpEGFR
compartment.L NGFR −→ compartment.pTrkA
compartment.L dpEGFR + c1.FRS2 ←→ c1.FRS2 dpEGFR
compartment.L dpEGFR + c1.Grb2 SOS pShc ←→ c1.Grb2 SOS pShc dpEGFR
compartment.L dpEGFR + c1.Shc ←→ c1.Shc dpEGFR
compartment.L dpEGFR + c1.c Cbl ←→ c1.dpEGFR c Cbl
compartment.L dpEGFR + c1.pFRS2 ←→ c1.pFRS2 dpEGFR
compartment.L dpEGFR + c1.pShc ←→ c1.pShc dpEGFR
compartment.NGF + compartment.NGFR ←→ compartment.L NGFR
compartment.pTrkA −→ c1.degradation
compartment.pTrkA −→ c1.pTrkA endo
Tabelle 6: U¨bersicht der in der Implementierung des Erk-Signalu¨bertragungsnetzwerk-
Modells nach Sasagawa et al. (2005) modellierten chemischen Reaktionen. Dabei
kodiert das Symbol
”
−→“ eine Reaktion, in der die Spezies links des Symbols zu
den Spezies auf der rechten Seite des Symbols umgesetzt werden. Steht in einer
Zeile hingegen das Symbol
”
←→“ bedeutet dies, dass die beschriebene chemische
Reaktion in beide Richtungen ablaufen kann. Das Symbol
”
















































































































0 0 0 1 0 0 1 0 1 1 0 1 1 1 1 AC Ste7
0 1 0 0 1 0 0 1 1 0 1 1 0 1 1 AC Fus3

















1 0 0 0 1 1 1 0 0 0 1 1 1 0 1 AC Ste11
0 1 0 0 1 0 0 1 1 0 1 1 0 1 1 AC Fus3

















1 0 0 0 1 1 1 0 0 0 1 1 1 0 1 AC Ste11
0 0 0 1 0 0 1 0 1 1 0 1 1 1 1 AC Ste7

















1 0 0 0 1 1 1 0 0 0 1 1 1 0 1 AC Ste11
0 0 1 0 0 1 0 1 0 1 1 0 1 1 1 AC Ste5

















0 1 0 0 1 0 0 1 1 0 1 1 0 1 1 AC Fus3
0 0 1 0 0 1 0 1 0 1 1 0 1 1 1 AC Ste5

















0 0 1 0 0 1 0 1 0 1 1 0 1 1 1 AC Ste5
0 0 0 1 0 0 1 0 1 1 0 1 1 1 1 AC Ste7

















Tabelle 7: Modellbestandteile des Scha¨tzers der Konzentration der Proteinkomplexe aus Ka-
pitel 5.3. Die Beschreibung wird auf der folgenden Seite fortgesetzt.
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In den Spalten 1-15, ist die Designmatrix X abgebildet. Die aus drei Zeilen bestehenden
Blo¨cke wiederholen sich fu¨r jede FCS-Messung. Die Spalten geben die gesuchten Konzen-
trationen der Proteinkomplexe an. Die letzte Spalte entha¨lt den Vektor der gemessenen
Konzentrationen der markierten Proteine. Jede neue Messung erweitert den Vektor um drei
Eintra¨ge. Das Nichtvorkommen der Komplexe {Ste11 Ste7 } und {Ste11 Fus3 Ste7 } wird
in der Scha¨tzung durch Nebenbedingungen auf dem Vektor ¡ beru¨cksichtigt.
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G. Konvergenzdiagnostik
In dieser Arbeit wird das Hauptaugenmerk auf die Analyse der gefundenen Netzwerke
und die Entmischung gelegt. Der entwickelte Sampler operiert im Raum der DAGs und im
Raum der Allokationsvektoren. Beide Gro¨ßen sind nicht stetig und aufgrund ihrer Struktur
aufwa¨ndig in der Handhabung, so dass eine direkte U¨berpru¨fung der Konvergenz durch
Standarddiagnoseverfahren nicht mo¨glich ist.
Konvergenzdiagnostik der Graphenstruktur
Fu¨r die U¨berpru¨fung der Konvergenz der Netzwerke wird in Grzegorczyk (2011) vorge-
schlagen, die Konvergenz der Graphen anhand der Konvergenz der Kanten zu u¨berpru¨fen.
Nach Entfernung des Burn-Ins wird die MCMC-Kette der DAGs in mehrere gleichlan-
ge Abschnitte aufgeteilt und in jedem Abschnitt werden die a posteriori Kantenwahr-
scheinlichkeiten bestimmt, vergleiche Abschnitt 3.3.1. Dann kann die Konvergenz fu¨r jede
Kanten-Kette separat u¨berpru¨ft werden. Hierzu werden die von Giudici und Castelo (2003)
vorgeschlagenen trace plots und die Geweke-Diagnostik (Geweke, 1992) betrachtet. Fu¨r
eine bessere Unterscheidbarkeit werden die Ketten in unterschiedlichen Farben abgebil-
det. Denkbar wa¨re auch die Verwendung alternativer Diagnoseverfahren, welche mehrere
MCMC Ketten vergleichen wie z.B. der potential scale reduction factor von Brooks und
Gelman (1998). Diese Methoden sind aber verglichen mit dem gewa¨hlten Verfahren um
ein vielfaches rechenintensiver. Von ihrer Anwendung wird daher abgesehen.
Konvergenzdiagnostik des Allokationsvektors
U¨blicherweise wird die Konvergenzdiagnostik des Allokationsvektors anhand von abge-
leiteten Gro¨ßen vorgenommen (Grzegorczyk et al., 2008). Die logarithmierten BGe Sco-
res bieten sich hierfu¨r an, da davon ausgegangen werden kann, dass, wenn die Kette der
Graphen die stationa¨re Verteilung erreicht hat, das Verhalten des BGe Scores nur noch
von dem Allokationsvektor abha¨ngt. Die Betrachtung beider Gro¨ßen (der Kantenwahr-
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scheinlichkeiten und des BGe Scores) ermo¨glicht eine umfassende Konvergenzdiagnose des
NPBN-Scha¨tzers.
Diagnoseergebnisse ausgewa¨hlter Netzwerke
Aus Platzgru¨nden werden die Ergebnisse der durchgefu¨hrten Diagnosen nur fu¨r einige
Beispiele wiedergegeben. Von den u¨ber 140 ausgewerteten Ketten der Simulationsstudie
werden bevorzugt die Netzwerke mit hoher Noisesta¨rke betrachtet, da davon ausgegangen
werden kann, dass die Netzwerke, welche weniger stark mit Rauschen belegt sind, deutlich
schneller konvergieren. Die Ketten aus der Analyse des Hefenetzwerkes in Kapitel 5 werden
ebenfalls untersucht.
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Abbildung 21: Traceplots des simulierten Netzwerks mit vier Komponenten und Noise 0.1
zum Zeitpunkt 1 Min. nach der Stimulation, analysiert mit dem NPBN-
Verfahren unter Verwendung der Dirichlet a priori. pep-Werte mit den zu-
geho¨rigen p-Werten der Geweke-Diagnostik: 0.32, 0.33, 0.33 (oben), der BGe
Score mit p-Wert 0.62 (unten). In beiden Fa¨llen kann die Nullhypothese
”
die
Kette ist konvergiert“ nicht abgelehnt werden.
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Abbildung 22: Traceplots des simulierten Netzwerks mit vier Komponenten und Noise 0.2
zum Zeitpunkt 8 Min. nach der Stimulation, analysiert mit dem NPBN-
Verfahren unter Verwendung der Dirichlet a priori. pep-Werte mit den zu-
geho¨rigen p-Werten der Geweke-Diagnostik: 0.32, 0.32, 0.32 (oben), der BGe
Score mit p-Wert 0.73 (unten). In beiden Fa¨llen kann die Nullhypothese
”
die
Kette ist konvergiert“ nicht abgelehnt werden.
129
l l l l
l
l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l






















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Abbildung 23: Traceplots des simulierten Netzwerks mit vier Komponenten und Noise 0.4
zum Zeitpunkt 6 Min. nach der Stimulation, analysiert mit dem NPBN-
Verfahren unter Verwendung der Dirichlet a priori. pep-Werte mit den zu-
geho¨rigen p-Werten der Geweke-Diagnostik: 0.32, 0.32, 0.31 (oben), der BGe
Score mit p-Wert 0.28 (unten). In beiden Fa¨llen kann die Nullhypothese
”
die
Kette ist konvergiert“ nicht abgelehnt werden.
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Abbildung 24: Traceplots des simulierten Netzwerks mit vier Komponenten und Noise 0.7
zum Zeitpunkt 3 Min. nach der Stimulation, analysiert mit dem NPBN-
Verfahren unter Verwendung der Dirichlet a priori. pep-Werte mit den zu-
geho¨rigen p-Werten der Geweke-Diagnostik: 0.32, 0.32, 0.20 (oben), der BGe
Score mit p-Wert 0.54 (unten). In beiden Fa¨llen kann die Nullhypothese
”
die
Kette ist konvergiert“ nicht abgelehnt werden.
131
l
l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l





























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Abbildung 25: Traceplots des simulierten Netzwerks mit zwei Komponenten und Noise 0.6
zum Zeitpunkt 2 Min. nach der Stimulation, analysiert mit dem NPBN-
Verfahren unter Verwendung der Dirichlet a priori. pep-Werte mit den zu-
geho¨rigen p-Werten der Geweke-Diagnostik: 0.32 0.27 0.32 (oben), der BGe
Score mit p-Wert 0.82 (unten). In beiden Fa¨llen kann die Nullhypothese
”
die
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Abbildung 26: Traceplots des simulierten Netzwerks mit vier Komponenten und Noise 0.7
zum Zeitpunkt 6 Min. nach der Stimulation, analysiert mit dem NPBN-
Verfahren unter Verwendung der Pitman-Yor a priori. pep-Werte mit den
zugeho¨rigen p-Werten der Geweke-Diagnostik: 0.10 0.32 0.62 (oben), der BGe
Score mit p-Wert 0.14 (unten). In beiden Fa¨llen kann die Nullhypothese
”
die
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Abbildung 27: Traceplots des simulierten Netzwerks mit zwei Komponenten und Noise 0.7
zum Zeitpunkt 10 Min. nach der Stimulation, analysiert mit dem NPBN-
Verfahren unter Verwendung der Pitman-Yor a priori. pep-Werte mit den
zugeho¨rigen p-Werten der Geweke-Diagnostik: 0.79 0.32 0.40 (oben), der BGe
Score mit p-Wert 0.70 (unten). In beiden Fa¨llen kann die Nullhypothese
”
die
Kette ist konvergiert“ nicht abgelehnt werden.
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Abbildung 28: Traceplots des Hefenetzwerks mit drei Komponenten, basierend auf den auf-
bereiteten FCS Messungen, analysiert mit dem NPBN-Verfahren unter Ver-
wendung der Dirichlet a priori. pep-Werte mit den zugeho¨rigen aufsteigend
geordneten p-Werten der Geweke-Diagnostik: 0.05, 0.05, 0.06, 0.06, 0.07, 0.07,
0.07, 0.08, 0.09, 0.09, 0.10, 0.11, 0.11, 0.11, 0.12, 0.15, 0.17, 0.17, 0.17, 0.18,
0.18, 0.18, 0.20, 0.21, 0.23, 0.26, 0.26, 0.29, 0.29, 0.32, 0.32, 0.32, 0.32, 0.32,
0.32, 0.32, 0.32, 0.32, 0.37, 0.38, 0.39, 0.40, 0.40, 0.40, 0.41, 0.41, 0.41, 0.41,
0.42, 0.43, 0.44, 0.45, 0.45, 0.47, 0.47, 0.47, 0.47, 0.47, 0.48, 0.50, 0.50, 0.50,
0.51, 0.53, 0.62, 0.62, 0.62, 0.63, 0.65, 0.66, 0.69, 0.76, 0.78, 0.79, 0.91, 0.94,
0.97 (abgebildet wurden jeweils die fu¨nf Ketten mit den ho¨chsten und mit den
niedrigsten Werten) (oben), der BGe Score mit p-Wert 0.70 (unten). In bei-
den Fa¨llen kann die Nullhypothese
”
die Kette ist konvergiert“ nicht abgelehnt
werden.
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H. Abku¨rzungs- und Stichwortverzeichnis
A Adjazenzmatrix
{ABC} Moleku¨lgebilde bestehend aus den Proteinen A,B und C
AC(℘) Autokorrelation von ℘
ASW average silhouette width
BN Bayessches Netzwerk 8
¡ Vektor der Unbekannten im Komplexescha¨tzer
CC(℘℘∗) Kreuzkorrelation von ℘ und ℘∗
DAG directed acyclic graph
E Menge der Kanten im Graph G (Seite 7)
EPPF exchangeable partition probability function
G Graph (Seite 7)
GBN Gaußsches Bayessches Netzwerk
Γ(a) Gammafunktion an der Stelle a
h Index fu¨r die Anzahl der Gruppen (Seite 8)
i Laufindex der Beobachtungen i = 1, . . . , n
Ij,j∗ Mutual information fu¨r das Paar Xj und Xj∗
j Laufindex der Knoten j = 1, . . . , d
Kj Menge der Indizes der Elemente in pa(Xj) (Seite 17)
Kn Anzahl der Gruppen in Abha¨ngigkeit von der Anzahl der Be-
obachtungen
Kψ Proteinkomplex
Kψ Konzentration von Kw
l Allokationsvektor (Seite 8)
L(G|X ) Likelihood von G gegeben X
MCMC Markov Chain Monte Carlo
MX Raum der beschra¨nkten endlichen Maße
µ Maß aus MX
N Menge der natu¨rlichen Zahlen
MDAG Menge der Nachbargraphen von DAG
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Nachbargraphen DAGs die mittels einer einzigen Kantenoperation aus einen ge-
gebenen DAG entstehen ko¨nnen
η Noisesta¨rke
NPBN nichtparametrische Bayesschen Netzwerke
NPBN-DP NPBN-Verfahren mit dem Dirichlet-Prozess als a priori
NPBN-PY NPBN-Verfahren mit dem Pitman-Yor-Prozess als a priori
p˜ zufa¨lliges Wahrscheinlichkeitsmaß (Seite 23)
P Wahrscheinlichkeitsmaß
P0 Grundmaß
pa(Xj) Elternmenge von pa(Xj) (Seite 7)
℘ Protein
pep-Matrix Matrix der gescha¨tzten Kantenwahrscheinlichkeiten
Π
(n)
k EPPF einer austauschbaren Folge von Zufallsvariablen
R Menge der reellen Zahlen
ρ partiellen Korrelation
S(Xj) Entropie von Xj
Spezies Objekte, die miteinander interagieren (systembiologischer Kon-
text)
Σ Kovarianzmatrix
UNPBN Unmixing via Nonparametric Bayesian Networks
V Menge der Knoten im Graph G (Seite 7)
Vj j-ter Knoten
X Designmatrix
Xj Zufallsvariable assoziiert mit Vj




y Vektor der FCS Messungen (im Komplexescha¨tzer)
yzz∗ FCS Messung bei markierten Proteinen ℘z und ℘z∗
Z = (Z1, . . . ,Zn) Beobachtungen aus einem diskreten stochastischen Prozess
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