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Additive manufacturing (AM) is a novel fabrication technique capable of producing highly
complex parts. Nevertheless, a major challenge is improving the quality of the fabricated parts.
While there are several ways of approaching this problem, developing data-driven methods that
use AM process signatures to identify these part anomalies can be rapidly applied to improve the
overall part quality during the build. The objective of this dissertation is to model multiple
processes within the AM to quantify the quality of the parts and reduced the uncertainty due to
variation in input process parameters. The objective of first study is to build a new layer-wise
process signature model to characterize the thermal-defect relationship. Based on melt pool
images, we propose novel layer-wise key process signatures, which are calculated using
multilinear principal component analysis (MPCA) and are directly correlated with layer-wise
quality of the part. Second study broadens the spectrum of the dissertation to include mechanical
properties, where a novel two-phase modeling methodology is proposed for fatigue life prediction
based on in-situ monitoring of thermal history. In final study, our objective is to pave the way
toward a better understanding of the uncertainty in the process-defect-structures relationship using
an inverse robust design exploration method. The method involves two steps. In the first step,

Template C with Schemes v4.1 (beta): Created by L. Threet 11/15/19
mathematical models are developed to characterize and model the forward flow of information in
the intended additive manufacturing process. In the second step, inverse robust design exploration
is carried out to investigate satisfying design solutions that meet multiple AM goals.
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CHAPTER I
INTRODUCTION
1.1

Introduction
Additive manufacturing (AM) is a novel fabrication technique that is developing rapidly

and is being integrated into the manufacturing industries. In recent years, AM has been introduced
to the commercial world with different names such as three-dimensional printing (3D), rapid
prototyping (RP), layered manufacturing (LM), or solid freeform fabrication (SFF) [1]. In contrast
with traditional manufacturing techniques, AM builds the parts directly from a computer-aided
design (CAD) design without determining a part-specific tool. In the layer-wise fabrication
techniques, layers are deposited in the X-Y plane on top of each other to create the third dimension.
AM approaches enable unique designs and geometries, ranging from customized to large-scale
manufacturing, that are not feasible or impossible to be built by traditional manufacturing
processes [2]. However, a major barrier that prevents the wider industrial adoption of AM is the
quality of manufactured parts. Usually, qualities do not meet the stringent requirements of
industrial application due to the existence of defects (e.g., porosity, cracks, and lack of fusion) and
trivial understanding of its fundamental process-structure-property relationship [2]–[6]. Therefore,
the qualification and verification of parts fabricated by AM are one of the main concerns for both
industry and academia. Nondestructive evaluation (NDE) methods play a crucial role in the
certification of AM parts.

1

1.2

Nondestructive evaluation (NDE) methods
Nondestructive testing (NDT) methods are primarily used to detect discontinuities of the

fabricated parts. Nondestructive inspection (NDI) refers to finding defects when the fabricated part
is in service. To create a qualification method with accept/reject function, it is required to establish
the intended application and criticality of the defect for that particular application. Having both
NDT and NDI alongside material characterization leads to a broader phenomenon called
Nondestructive evaluation (NDE) [7]. Considering the presence of defects and existing variability
in the AM process, there is a stringent need for NDE in AM compared to traditional (conventional)
manufacturing, where broader adoption of AM process is tied to qualification and verification of
parts using NDE. In contrast to NDE, destructive testing is also required to understand the AM
process's capabilities and limitations and validate the NDE inspection results [7]. In the following
section, the most common NDE techniques used in the literature are summarized.
1.2.1

Optical methods
One of the quality measures of mechanical parts is surface roughness. Surface roughness

is usually measured by profilometry, which can be done using an optical method (laser, LED) or
contact-based procedures. Additionally, geometric accuracy and dimensional analysis of the parts
can be done by contouring techniques [8]. Techniques such as laser scanning and structural light
are considered optic-based methods that help with surface evaluation, dimensional analysis, and
residual stress detection. Moreover, optical tomography can be used to monitor hot spots, which
can be further used to detect the formation of defects [9]–[11].

2

1.2.2

Penetrant testing
Using the capillarity effect, a liquid dye penetrant inspection method is utilized to find

surface discontinuities of mechanical parts [12]. In this method, a dye liquid is applied to the part's
surface, where the surface discontinuities and surface-open pores absorb it. Subsequently, the
colorful dye is driven out of the defect; hence, creating a contrast background color. This method
is simple, intuitive, and inexpensive, and it can identify both manufacturing process-related defects
and in-service-created surface flaws [7]. For better results, fluorescent dyes are used under
ultraviolet light. In the case of metallic specimen testing, the surface should be relatively smooth,
while AM parts have relatively rough surfaces, and therefore, a surface machining technique is
used prior to liquid penetrant inspection. However, machining could mask out potential defects on
the surface.
1.2.3

Ultrasonic waves
An AM part's elastic properties can be characterized using linear ultrasonics, where

strength-related properties are characterized using non-linear ultrasonics [7]. These methods face
some challenges while dealing with AM parts, i.e., coupling, complex geometry, wave attenuation,
etc. Ultrasonic waves are used for dimensional analysis, e.g., part thickness and internal
discontinuities. The common parts used in ultrasonic testing are flat or have parallel surfaces,
which is not the case in AM parts. Moreover, the part's surface may not be smooth and require
further machining.
Ultrasonic methods use grain scattering, diffusion, and attenuation to detect the
discontinuities and imperfections inside a solid material. Several studies have used ultrasonic
waves for the quality characterization of AM parts. The ultrasonic waves are used to characterize
3

the elastic properties of Al–10Si–1Mg wt-% part in a selective laser melting (SLM) process [13].
Wave speed variation technique alongside material density can be used for in-process
quantification of porosity variation [14]. Moreover, a fixed ultrasonic transducer can be used for
in-process monitoring of AM parts [9].
As it was mentioned earlier, one of the challenges of ultrasonics with AM parts was surface
roughness. The laser-generated ultrasonic wave techniques are a potential tool for inspecting AM
parts with higher surface roughness and more complex geometry. These techniques use thermal
stress to generate vibration within the specimens, have non-contact requirements, enable online
and in-situ inspection of the AM parts, and can function in a high-temperature environment [15].
It is shown that laser-generated ultrasonic wave techniques have similar results to micro-CT
imaging while detecting lack of fusion defects and porosities [16].
1.2.4

Radiographic techniques
One of the main techniques to detect internal defect is radiographic techniques.

Radiographic techniques are a proper tool to visualize the inspection outcome by showing
porosities, lack of fusions, and voids. The x-ray computed tomography (CT) scan is a common
tool that creates three-dimensional volume out of two-dimensional radiographic scans. CT helps
to (a) detect internal defects, (b) analyze inaccessible features, (c) confirm the effectiveness of
post-process treatments such as Hot isostatic pressing (HIP), (d) characterize the quality of AM
parts. CT machines have a limited scannable field, which limits the size of the specimen that can
be tested. Therefore, the use of CT scans for larger AM parts becomes extremely difficult [17].
The detectability limit of radiographic machines can be determined by introducing
developed reference blocks by identifying small features, porosities, and cracks. However, due to
4

the x-ray beam's orientation, some of the two-dimensional features may be missed. Typical CT
machines have energy ranging from 160 to 450 keV, indicating the resolution and depth of the
beams' penetration. Micro-CT machines have higher resolutions where the solution can reach
down to 10μm in 100mm thick steel [7]. The output resolution scales with the size of the part. The
smaller the part size, the higher the resolution of scans.
CT techniques are considered the best tool for detecting the shape, size, orientation, and
distribution of the defects in AM parts. Micro-CT has moved forward from being a mere qualitative
imaging tool into a mature and quantitative analytical technique in recent years [18]. While it can
analyze the internal cavities and porosities, it is known to be the only suitable tool to analyze AM
specimens nondestructively [19].
1.2.5

Thermographic testing
Geometric and material inconsistencies that impact the heat conduction in metal AM parts

can be revealed by mapping temperature gradients. The infrared thermography technique is one of
the thermographic methods sensitive to both the surface features and heat transfer inside the
examined specimen. The advantages of this method are fast, non-contact, and applicable to large
areas. However, considering metal AM, it provides poor results compared to ultrasonics or
radiography-based techniques [7].
In infrared thermography, the difference in thermal behavior between the specimen's
internal structure and defects is measured. The flaws and inconsistencies impact the heat flow
within the part, and it can be captured as heated or cooled areas different from the general bulk
section. This temperature difference exists in the specimens' surface, leading to variation in emitted
radiation toward the infrared camera. In thermography, infrared technology has limited penetration
5

capacity (few millimeters), making it only suitable for detecting surface anomalies [20].
Additionally, other than the measured temperature, the radiation captured by the infrared camera
contains the heat transfer data effect by the ambient temperature. Therefore, the infrared camera
should be calibrated by considering these factor, and this type of calibration complicate the
accurate thermal data collection [21].
1.2.6

Dual-wavelength thermal camera
The infrared thermography is an off-axial thermal monitoring technique, where the camera

looks at the fabrication from a standpoint. Another thermal monitoring method is using a camera
that is co-axial to the laser beam and provides a top view of the melt pools. This camera is known
as a two-wavelength imaging pyrometer (pyrometer camera), and its main purpose is to capture
the thermal distribution of the melt pool at the time of fabrication [22]. The pyrometer camera uses
two cameras, one seeing through the short band at 750 nm and the other one seeing through the
long band at 875 nm. Pyrometer magnifies the melt pool scene to increase the resolution of the
images. The pyrometer camera requires calibration to increase the accuracy of the measured
temperature. A Tungsten lamp usually does the calibration to capture temperature in the range of
1000 °C and 2500 °C.
Dual-wavelength pyrometer cameras measure the temperature, independent from
emissivity, by acquiring two radiation intensity ratios at two different wavelengths (short band and
long band). This feature makes a dual-wavelength pyrometer more desirable for thermal
monitoring while it does not require any prior knowledge of the melt pool emissivity [5]. In regular
thermal monitoring, complex oxide layers and continued powder addition at melt pool boundary
complicates the emissivity estimation of highly transient melt pool feel surface, while duel6

wavelength pyrometry overcomes this issue. Therefore, utilizing pyrometer cameras helps
eliminate melt pool surface-related uncertainties such as emissivity, absorptivity, reflectivity, and
transmissivity [5].
1.3

NDE Conclusion and Research Gap
In the previous section, six different nondestructive evaluation methods were described for

the AM process, where some of these methods were specific for the AM processes, like
thermographic testing. The AM processes cover a vast area of the fabrication processes, referring
to material variety and manufacturing process differentiation, and these processes require
multifaceted quality requirements and standards. Therefore, traditional manufacturing techniques
have dominated the AM processes regarding quality, precision, and reliability [23]. The main
challenge of mechanical parts is the presence of defects and their size, orientation, sharpness, and
locations that affect the mechanical properties for both fabrication technologies. For traditional
manufacturing, one test piece within a batch can be tested for mechanical properties, and the
assumption can be extended to reflect the quality of the remaining parts in the batch. But in the
case of AM, aside from production costs, the impact of layer orientation, heat-affected zone, and
inconsistent defect introduction makes batch testing ineffective [24].
While certificating is achieved through repeatability and reliability, it is crucial to model
the desired AM process by establishing the required relationship and then using the developed
model to achieve a setup that reduced the variability in the process and increases the parts'
reliability. The first two chapters of my dissertation aim to establish the process-structure-property
relationship of the AM process. The details of these two chapters are provided in the following
paragraphs.
7

Process-induced defects reduce the reliability and structural integrity of the AM parts, and
many studies have aimed at identifying these inadvertent defects to improve the final quality of
the parts. Post-manufacturing characterization techniques, such as X-ray Computed Tomography
(CT) scanning and ultrasonic testing, have been extensively used to detect internal defects.
Ultrasonic approaches have been primarily used to analyze the internal structure of parts in order
to identify defects such as pores, voids, cracks, and delamination [25], [26]. Although postmanufacturing characterization approaches provide valuable information on the internal structure
of AM parts, they are subject to limitations such as being unavailable to many industrial sectors, a
time-consuming process, and expensive equipment. Many studies aim at characterizing defects
using in-situ process information such as thermal history. The majority of these studies have
proposed data-driven methodologies to predict the occurrence of defects based on information
gathered from melt pool images bundled with clustering, classification, or control chart methods
[2], [27]–[29]. However, existing data-driven methods provide porosity prediction based on
individual melt pool images only, which cannot be directly used for layer-wise quality prediction.
In Chapter II, we propose a novel, layer-wise quality signature using the volume of convex hull
formed by the multilinear principal components of all individual melt pools from the same layer
fabrication. We examine this layer-wise quality index's uniqueness and sensitivity properties and
prove that it is a more suitable index (compared to symmetric shapes) to characterize the layerwise melt pool consistency. The proposed methodology is validated using a real-world direct laser
deposition experiment. The predicted layer quality is compared to the outcome of the X-ray CT
characterization, which is treated as the ground truth. This proposed new quality index provides
the theoretical foundation for online process control/correction for the laser-based additive
manufacturing (LBAM) process by accurately predicting the overall quality of deposited layers.
8

Defect characterization can be moved one step further to characterize the mechanical
behavior of AM parts, such as fatigue life. Among different modes of mechanical failures, fatigue
failure, i.e., failure under cyclic loading, is the dominant failure mode in mission-critical
applications [30]. Meeting fatigue and durability requirements has proven to be challenging for
AM parts [31], [32]. Fatigue performance of an AM part may not necessarily be dominated by the
most massive defect, preferably a combination of microstructural features, including grain size and
defect characteristics (i.e., size, shape, location, and distribution) typically compete together for
initiating cracks [33]. Thus, a successful in-situ qualification and certification algorithm requires
the ability to identify the formation of defects during the build process and link the characteristics
of detected anomalies to the performance and durability of the fabricated part. Two significant
techniques exist that characterize the fatigue life by including process-induced defects. The first
method is crack-growth-based and defect-tolerant modeling of fatigue, where each anomaly is
treated as a sharp crack from the first mission cycle [34], [35]. This methodology is an appropriate
tool for expressing the relationship between fatigue resistance and material quality and is widely
used in aerospace industries [36]–[39]. The second method is called the microstructure-based
multistage fatigue (MSF) model developed initially for cast A.L. alloy [40]. MSF directly involves
the effects of microstructural features and defect characteristics, i.e., defect size, nearest neighbor
distance (NND), and void volume fraction in the fatigue-life prediction. These methods are
physics-based models and take into account many input parameters. There is a need for a simpler
data-driven model that captures the fatigue life based on particular parameters.
In chapter III, a multiphase data-driven methodology is proposed to predict the final fatigue
life based on in-situ process signatures, i.e., real-time thermal history [41]. The proposed method
is a two-phase process. Phase (I) methodology aims to study and extract the size and location of
9

defects by establishing the thermal-defect relationship within the additive manufacturing
processes. Traditional defect characterization techniques, such as X-ray computed tomography
(C.T.) and ultrasonic scanning, are time-consuming and expensive. Moreover, X-ray CT scans
provide inferior results for bulk specimens and cannot serve real-time modeling or monitoring for
AM processes. Defect prediction is one of the significant areas of study in the AM community. So
far, the main objective of the previous studies was predicting the defect occurrence rather than
defect size characterization [27], [42]–[44]. To move the current state-of-the-art approaches one
step forward, the relative size of the defect is predicted based on processed thermal images. After
data preprocessing steps (data transformation), a convolutional neural network (CNN) is designed
to effectively discriminate the size of anomalies. The main objective of Phase (II) is to establish
the defect-fatigue relationship by modeling the fatigue behavior based on defect properties and
microstructural characteristics; therefore, completing the process-defect-property relationship.
The proposed methodology only considers four parameters (i.e., defect size, nearest neighbor
distance, grain size, and grain misorientation) to predict the fatigue life of Ti-6AL-4V parts. The
proposed methodology provides a parametric representation of fatigue life where each fatigue
curve is replaced with a set of parametric coefficients. Two regression models, stepwise linear
regression (SLR) and Gaussian process regression (GPR) are trained to establish the defect-fatigue
relationship by predicting the parametric fatigue coefficients from defect and grain features.
1.4

Uncertainty Quantification of AM Process
The variation in the quality of the AM parts due to uncertainty within the process is one of

the major issues [45]. There exist various sources of uncertainty within an AM process leading to
lack of repeatability through propagation and aggregation, where it has seen that the same process
parameters, material choices, and even the same AM machine has led to great variation in part
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qualities [46]. The issue of uncertainty can be resolved by uncertainty quantification and
management (robust design) by constructing quality standards as contributing decision factors.
Robust design involves searching for solutions that are relatively insensitive to uncertainty in noise
factors (Type I robust design), control factors (Type II robust design), and the model (Type III
robust design), see [47], [48]. In robust design, we do not extensively investigate the different
decision variables to optimize the end goals, but instead, we focus on searching for solutions that
are relatively robust to the sources of uncertainty, which does not necessarily require a large
number of iterations [48]. The designer's interest in using the robust design is to provide a range
of satisficing solutions that achieve decent performance under variability instead of achieving
single-point optimum solutions that are feasible for a small range of conditions and can perform
poorly under a slight change of conditions. The term "satisficing" stands for the solutions that both
satisfy and suffice the predefined requirements. The AM process uncertainty should be considered
during process design and control. There exist two types of modeling for optimization under
uncertainty, (a) reliability-based design optimization (RBDO) and (b) robust design optimization
(RDO). In RBDO, the reliability is kept above the desired threshold while the objective function
is optimized [49]. In RDO, the objective function's mean and variance are optimized while
ensuring robustness in the constraints [50]. A handful of formulations have been developed for
both RBDO and RDO; however, a few studies have considered the uncertainty during the design
optimization. The uncertainty quantification and robust design optimization in additive
manufacturing are in the early stages, and there are a few studies that leverage advanced UQ
techniques in the AM process.
The AM parts quality is directly related to the input process parameters, such as powder
type, powder size distribution, laser power, laser travel speed, powder flow rate, layer thickness,
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hatch distance, scan pattern, etc. These factors are defined based on the designer's choice and can
be easily modified compared to factors such as raw material properties. Therefore, the first step
toward uncertainty quantification is establishing the relationship between the process parameters
and desired quality objectives. Many studies have aimed at finding the effect of process parameters
on quality standards (defined by the designer) [51]–[53]. However, these methods use
experimental-based trial-and-error approaches to choose the process parameters, which is highly
inefficient and a waste of material and energy. Thus, developing a surrogate model based on
physical experimentation paves the way toward robust optimization of the AM process.
Current robust models in AM are at their early stages, and therefore, providing a model for
the entire AM process requires a multilevel problem to account for the modeling of the product
quality from input processing parameters through intermediate models such as melt pool models
[54]. Most of the current robust analysis has focused on a single-level scope by studying the
variation in the melt pool [46], [55]–[58]. For instance, variability in melt pool depth due to laser
power uncertainty in a selective laser melting process (SLM) was studied by Kamath [55]. He used
an iterative approach to investigate the design space for uncertainty analysis effectively. He used
a data-driven surrogate model coupled with a feature selection tool to identify the most important
parameters and improve the computational costs. The variability of melt pool geometry due to
laser and material property uncertainty is studied in a laser powder bed fusion process by Lopez et
al. [56]. The melt pool dimensions, mainly melt pool width, are considered key process indicators
because of their direct relationship with thermal history. Haines et al. [57] adopted a methodology
from the UQ community to understand the effect of alloy composition and other process variables
on material microstructure and grain structure development. They used the UQ model to identify
the parameters that have the highest effect of reducing model uncertainty. Tapia et al. [58]
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proposed an uncertainty propagation model to analyze the distribution of melt pool dimensions
caused by uncertainty in the input process parameters in a laser-based powder bed fusion (L-PBF)
process. They use a regression model regularized with an elastic net to identify the most effective
parameters to the melt pool width. Uncertainty propagation is a field under a broader UQ spectrum,
which mainly focuses on characterizing the model response uncertainty as a function of input
parameter uncertainty [59]. A robust design optimization approach is presented by Wang et al.
[60] for the process electron beam melting (EBM) of Ti-6Al-4V. They propose a data-driven
methodology for input process parameters optimization using physics-based simulation models.
This study proposed a multilevel data-driven framework to acquire robust solutions based on grain
characteristics. This model's limitation is that it does not investigate the effect of studied thermal
behavior and grain characteristics on mechanical properties such as fatigue life, which directly
characterize the quality and reliability of the specimens. Nath et al. [61] proposed a methodology
that optimizes the AM process parameters while accounting for multiple sources of uncertainty,
such as manufacturing, physics modeling, and measurement uncertainties, for the fused filament
fabrication (FFF). They represented the manufacturing process's physics using a surrogate model,
which simplifies the computational efforts in uncertainty quantification (UQ). The surrogate model
is finally optimized to find the robust process parameters that minimize the fabricated part's
geometric inaccuracy.
1.5

UQ Conclusion and Research Gap
Effective uncertainty quantification of the AM process requires multilevel surrogate

models covering a wide range of process parameters and quantifying quality as mechanical
features. For this study, the experiments are designed to involve eleven process parameters
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assumed to be highly influential for the part quality. The experiments are bundled with fatigue
simulations to bridge the process-defect-property relationship.
To address the need for designing AM products, we are using a goal-oriented, inverse
decision-based design method to achieve a robust solution for AM process and product design.
From a systems design perspective, the design of materials, products, and advanced manufacturing
processes is viewed as an integrated, simulation-supported, top-down driven, and decision-based
design that explores advanced manufacturing process chains to meet specific property and
performance requirements, see [62], [63]. Foundational to our work is the notion that all models
contain uncertainty, and therefore, we are investigating for satisficing solutions that are relatively
robust to uncertainty, see [48], [64].
In Chapter IV, we extend the utility of the goal-oriented, inverse decision-based design
method proposed by Nellippallil et al. for the additive manufacturing process to find satisficing
solutions meeting AM products' performance requirements [62]. Our objective in the current study
is to use a goal-oriented robust inverse exploration design, using a similar forward framework [65],
to derive the desired input process parameters that reduce the variability of fatigue-life-related end
goals while trying to maximize them. The choices made for the input process parameter (e.g., laser
power, scan speed, etc.) affects the thermal distribution of fabricated parts. As a result of a change
in the thermal distribution, defect distribution changes as well leading to change in defect
properties (e.g. defect size, nearest neighbor distance) influencing the final fatigue life. This
sequence of information flow alongside the decisions made for the initial process influences the
end goals. This inverse design framework's ultimate objective is to create a data-driven multistage
platform to achieve the desired input process parameter of the AM process based on desired
mechanical goals such as fatigue life. The mathematical construct used to build the inverse method
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is a robust genetic algorithm (RGA) with Design Capability Index (DCI [66]) to achieve Type II
robust design where the solutions are relatively insensitive to variations in control factors [48].
The choice of DCI helps the designer to explore solutions that are robust to model parameter
uncertainty.
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CHAPTER II
LAYER-WISE MODELING AND ANOMALY DETECTION FOR LASER-BASED
ADDITIVE MANUFACTURING
2.1

Introduction
Additive manufacturing (AM) techniques fabricate parts with complex shapes in a layer-

by-layer manner, significantly reducing material waste and enabling new design options that are
not feasible with conventional manufacturing technologies [2]. However, a major barrier that
prevents broader industrial adoption of AM is that the quality of manufactured parts usually do not
meet the stringent requirements of industrial application due to the existence of defects (e.g.,
porosity, cracks, and lack of fusion). There is an urgent need to develop layer-based quality
measures for deposited layers so that corrective actions can be taken to improve part quality during
the fabrication [67], [68]. Establishing an accurate process-structure relationship of the metal
additive manufacturing through new layer-based process signatures can provide great value
towards improving the part quality.
The challenges associated with the development of in-situ layer-wise process signatures
are two-fold. First, there exists tremendous uncertainty in the underlying thermo-mechanical
process of the metal printing associated with the powder properties and process parameters. The
existing finite element methods (FEMs) have been used to model the correlation between thermal
history and microstructure properties. Temperature distribution and thermal behavior are the key
properties for studying the thermo-mechanical process, affecting the residual stress, formation, and
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hardness as well as phase transformation during the AM process, which have been studied
thoroughly by multiple research groups [69]–[72]. Moreover, the input parameters of an AM
process influence the thermal history as well as mechanical properties significantly [73], [74].
However, these FEM approaches are (1) dependent on part geometry, (2) time consuming, (3) nonrobust to process uncertainty (deterministic nature), and (4) computationally expensive.
Another group of methods uses advanced sensing technologies for in-situ thermal
monitoring. The resulting sensing data is high dimensional and has a low signal-to-noise ratio.
Existing data-driven methods focus on statistical approaches to detect anomalies from thermal
images [28], [29], [75]. Most of the existing works use local features for quality prediction
purposes, and thus they cannot be directly utilized to characterize the profile of an entire deposited
layer for multiple reasons, namely, (1) propagation of error, (2) negligence of between-layer
variation and (3) negligence of mushroom effect, which are discussed in detail in later sections.
Hence, layer-wise modeling has attracted the attention of the additive manufacturing community
[67], [68]. Layer-wise spatial porosity evolution has been modeled by Liu and his co-authors based
on X-ray computed tomography (XCT), which is a highly time-consuming and expensive
characterization technique and thus, very difficult to be used for in-situ process monitoring [76].
In this work, we propose a data-driven methodology to extract thermal-based process
signatures, which are directly correlated to the quality of the deposited layers. This represents a
fundamental shift in the paradigm, from modeling and monitoring based on individual melt pools
to layer-based modeling. To address the issue of the high dimensionality of thermal history images,
we propose to develop a tensor-based modeling approach to characterize the highly dynamic
thermal-physical AM process captured by the pyrometer camera during the build. Figure 2.1 (a)
illustrates the initial structure and temporal trend of the captured images within the layer, and
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Figure 2.1 (b) demonstrates the tensor structures of the previously captured temporal data (see
section 3.1. and 3.2. for details). A central premise of the proposed methodology is that a consistent
thermal history tends to lead to a homogenous microstructure of the deposited layers, resulting in
more consistent part quality. To characterize the variability exhibited in the thermal history,
multilinear principal component analysis is utilized to extract the spatiotemporal variation pattern
of thermal images as a tensor. Projecting the tensor data into a lower-dimensional space leads to
the core tensor shown in Figure 2.1 (c) which carries the information about principal components
(see section 3.3. for details).

Figure 2.1

Illustration of the four main steps toward achieving the key signatures: (a) initial
layer-based thermal images, (b) tensor structure of layer, (c) extracted principal
components, and (d) layer-wise process signature.
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We propose a novel, layer-wise quality signature using the volume of convex hull formed
by the multilinear principal components of all individual melt pools from the same layer
fabrication. Figure 2.1 (d) illustrates the geometric-based feature (convex hull) calculated utilizing
the principal components chosen from the low-dimensional tensor to predict the layer-wise quality.
We examine the uniqueness and sensitivity properties of the proposed layer-wise quality index and
prove that it is a more suitable index (compared to symmetric shapes) to characterize the layerwise melt pool consistency. The proposed methodology is validated using a real-world direct laser
deposition experiment. The predicted layer quality is compared to the outcome of the X-ray CT
characterization, which is regarded as the ground truth. This proposed new quality index provides
the theoretical foundation for online process control/correction for the laser-based additive
manufacturing (LBAM) process by accurately predicting the overall quality of deposited layers.
The remainder of the paper is organized as follows. Section 2 reviews the background
studies in the literature; Section 3 provides the mathematical modeling of the proposed
methodology; Section 4 discusses the case study used to validate the proposed methodology;
Section 5 provides concluding remarks, and direction of possible future work; and Section 6
provides practical guidance for the practitioners for layer-wise quality prediction.
2.2
2.2.1

Literature Review
Defect Identification and Characterization of AM parts
One major barrier in the broader industrial adoption of AM processes is their lack of

robustness, stability, and repeatability caused by defects within the manufactured part, such as
porosity, residual stress, mini-cracks, delamination, etc. [2]. According to Sharratt [8], causes of
defects and anomalies can be grouped into three categories: (1) equipment-induced defects caused
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by improper performance, setting and calibration of the main system components, (2) processinduced defects caused by process input parameters and previously melted materials and (3)
model-induced defects caused by choices implemented during the AM build design stage. All
those sources directly influence the thermal distribution during the build, causing the possible
formation of defects within the AM parts. Therefore, the thermal history of AM processes contains
critical information for AM part defect detection. Many researchers have studied the methods to
identify part defects and deformations. For example, defects such as material cross-contamination
(caused by the presence of foreign materials in powder), lack of fusion porosity, balling, and
cracking have been investigated in laser powder bed fusion (L-PBF) processes [77]–[80].
Moreover, part distortion and deformation are another major defects that have been extensively
studied in different AM processes such as extrusion-based AM process, direct energy deposition,
and fused filament fabrication [81]–[84]. Besides, process optimization helps to minimize the
defects and thus improving the AM process output. Part build orientation, process parameters, and
process condition optimization are thoroughly studied to minimize geometric deviations and
improve AM fabrication quality [85]–[88].
Traditional defect characterization techniques have been used to pinpoint the defects within
the AM parts. For example, post-manufacturing characterization techniques, such as X-ray
Computed Tomography (XCT) scanning and ultrasonic testing, have been extensively used to
detect internal defects. Ultrasonic approaches have been primarily used to analyze the internal
structure of parts to detect defects such as pores, voids, cracks, and delamination [25], [26]. For
example, Cai et al. [89] proposed to use the non-destructive XCT technology to study the internal
structure to characterize the relationship between process parameters and material porosity in a
selective laser melting (SLM) process. They used an efficient image processing tool, which
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involved image enhancement and ring artifact removal before image segmentation. In another
study, Liu et al. [76] proposed a state-of-the-art method to model the spatial distribution of pores
and their evolution inside a layer based on XCT scan data. This approach identifies the pore-prone
areas in AM parts, which provides information on the location and severity of the pores in different
layers.
Although post-manufacturing characterization approaches provide valuable information on
the internal structure of AM parts, they are subject to the following limitations. Post-manufacturing
characterization techniques, such as XCT scanning systems, are usually time-consuming to
implement. On the other hand, the accuracy of the ultrasonic approaches highly depends on the
number of layers selected for inspection. Moreover, these approaches cannot serve for real-time
modeling or monitoring for AM processes, and thus cannot leverage the layer-by-layer nature of
AM parts for quality improvement purposes.
2.2.2

Process Modeling and Anomaly Detection
In this subsection, we focus on the literature pertaining to Direct Laser Deposition (DLD)

and Selective Laser Melting (SLM) processes, which are the two most common metal printing
methods. DLD uses a powerful source of energy (or laser beam) to melt feedstock material (powder
or wire) into a substrate to fabricate the design [90]. On the other hand, SLM consists of layers of
powder spread on a platform, where powders in each layer are fused with a laser beam or binder
[91]. The main difference between DLD and SLM is that there is no powder bed in DLD processes
and the feedstock material is delivered simultaneously with the focused laser energy. For both
DLD and SLM processes, the laser is the major energy source that dominates the part fabrication
process. Thus the thermal response as a function of time [5], i.e. the thermal history, is a salient
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process signature, and thus carries important information about the microstructure of the as built
part. Our method is based on the observed thermal history, and thus it can be potentially applied
to both SLM and DLD processes.
Current studies on thermal history modeling and monitoring for AM processes can be
categorized into two groups: finite element analysis methods and data-driven methods.
2.2.2.1

Finite Element Analysis Models
Many studies have been carried out on using finite element methods (FEMs) to model the

thermal history. To name a few, Matsumoto et al. [69] proposed a method to simulate the
fabrication process of a single layer using the SLM process. Kolossov et al. [70] modeled the
temperature evolution and the formation of the sintered part using a three-dimensional FEM in
selective laser sintering (SLS) process. A three-dimensional thermo-kinetic model was
investigated by Crespo et al. [71] capable of simulating temperature field evolution and solid-state
phase distribution during the laser powder deposition (LPD) of titanium. Martukanitz et al. [72]
investigated a hybrid FEM (inactive/quiet element activation) to characterize the development and
evolution of the microstructure during AM processes. Costa et al. [92] developed a threedimensional thermo-kinetic FEM to simulate the phase transformations and properties changes
during an LPD process. Costa et al. [93] developed a thermo-kinetic FEM for a multilayer LPD
process. This model couples a finite element heat transfer model with a phase transformation
kinetic data as well as a semi-empirical microstructure-property relationship model to finally
calculate the hardness distribution of the part. Additionally, a handful of recent studies have
focused on thermal evolution modeling based on FEMs for thermal history prediction [58], [94]–
[102]. Defect prediction and thermal modeling can be done by a macro and mesoscale FEMs. For
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example, porosity and lack of fusion defects have been investigated using finite element and
numerical modeling [103]–[105]. Moreover, many studies have focused on thermal evolution and
its effect on microstructural properties [106]–[108].
Although FEMs have been extensively used in modeling AM processes, they have some
major limitations. First, the deterministic nature of FEM makes it difficult to take process
uncertainty into account. Additionally, FEMs are usually computationally expensive, making them
impractical for in-situ quality control applications and unsuitable for industrial applications of
quality/control. Additionally, FEMs are highly dependent on part geometry, making them very
difficult to be generalized to different geometries. Furthermore, model calibration and validation
of FEMs requires additional data from real-world predictions. In summary, it is cumbersome to
implement FEM approaches for real-time process monitoring/control, and using data-driven
methods relying on in-situ sensing technology currently represents the most viable solution.
2.2.2.2

Data-driven Approaches
The advanced sensing technologies have enabled in-situ process monitoring based on

thermal history collected using either pyrometers or infrared cameras. For data-driven approaches,
the thermo-mechanical relationship is characterized using the statistical correlation between realtime sensing data and post-processing microstructural properties. The thermal history of an AM
fabrication is composed of a series of high-resolution thermal images which may be subject to low
signal-to-noise ratio. Therefore, current data-driven approaches usually involve two steps: 1)
dimension reduction (i.e., feature extraction); and 2) defect detection based on supervised or
unsupervised learning algorithms.

23

In thermal images, the melt pool represents the region of superheated molten metal in
proximity to the laser-material interface, which contains critical information for process condition
[5]. Melt pool morphological features, such as its depth, size, and temperature distribution, are
used for process monitoring and anomaly detection [5], [109]. For example, an anomaly detection
approach was developed by Clijsters et al. [110] for the SLM process based on melt pool features
captured by a co-axial pyrometer sensing system. Structural anomalies such as porosity can be
directly linked to the process signatures extracted from the melt pool. A predictive control model
was incorporated by Song et al. [111] to control the melt pool temperature for a high-power diode
laser cladding process. The authors used a double-color pyrometer camera for melt pool thermal
monitoring. Subsequently, they proposed a state-space method to model the dynamics between the
laser power and melt pool temperature for real-time closed-loop control. Moreover, Lane et al.
[112] proposed to monitor the melt pool region using high-speed thermographic measurements for
a laser powder bed fusion (LPBF) process. The size of the melt pool isotherms (contours) varies
based on the location of the build stripes. Additionally, melt pool depth is directly correlated with
deposited layer thickness, microstructure evolution, and pore formation. Having a high layer
thickness may cause a lack of fusion defects among consecutive layers and adjacent tracks which
has been extensively studied [43], [113], [114].
Melt pool contours (i.e. the boundary of melting temperature of the fabricated material)
have been recently investigated for anomaly detection in a direct laser deposition (DLD) process
[27][115]. Their proposed model does not depend on part geometry, and it can be easily
generalized to different material properties as long as thermal history and defect information (for
example, porosity) are available. Kanko et al. [116] proposed an in-situ defect detection based on
morphology measurements obtained from longitudinal sweeping of the imaging beam alongside
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the length of melt pool in an SLM process. Grasso et al. [29] proposed a model to detect and
identify the anomalies in an SLM process by using a machine vision system in the visible range.
They aimed to find melt pools with different behaviors in terms of pixel intensity patterns over
time. They used vectorized PCA to process the image data to apply the spatial version of
Hotelling’s 𝑇 2 statistics. Finally, a k-means clustering model is trained to detect and locate the
anomalies during the layer-by-layer SLM process. In a subsequent study, the authors investigated
statistical monitoring for different materials [75]. Krauss et al. [117] proposed a methodology to
monitor the temperature distribution of a single layer alongside its evolution during the build using
an off-axial thermography system. Their proposed methodology was able to detect anomalies such
as process errors, pores, and other irregularities based on thermal distribution during an SLM
process. Khanzadeh et al. [28] proposed a porosity prediction method based on the temperature
distribution of the top surface of the melt pool. They used a self-organizing map (SOM) method
to analyze the melt pool images for anomaly detection.
The existing studies for porosity prediction use individual melt pools combined with
clustering, classification, or control chart methods to detect anomalies [2], [27]–[29]. Directly
applying the existing methods to layer-wise quality prediction can lead to multiple drawbacks. If
a melt pool has a potential misclassification probability of 𝛼, the misclassification probability of
each layer with m melt pools is 1 − (1 − 𝛼)𝑚 . If 𝛼 = 0.01, the misclassification probability of an
arbitrary layer with 30 melt pools is 0.26 which is a very high error rate. This is similar to this idea
of the multiple testing problem in statistical inference. Our method aims to resolve this issue while
it extracts holistic features from layer-wise data for quality prediction purposes.
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The main contribution of the layer-wise study is quantifying the variability between
multiple melt pools within one layer. By looking at the profile of the melt pools within the layer,
we can obtain a holistic view of the variability. This means that our method can distinguish various
types of defects (e.g. lack of fusion, entrapped gas, overheating, etc.) and capture different melt
pool behaviors. As illustrated in Figure 2.2, change in melt-pool features leads to change in the
convex hull boundary, meaning a different behavior.

Figure 2.2

Demonstration of change in layer feature behavior due to a change in single melt
pool feature where green dot stands for a normal melt pool and red dot stands for
an abnormal melt pool.

Additionally, layer-wise profiles can account for the shift in temperature distribution over
layers due to the mushroom effect. The mushroom effect is a phenomenon, where top layers have
a wider shape compared to lower ones. This effect is a result of more hydrophilic melt pools due
to the bulk heating of the parts [5]. The shift in temperature results in an improper comparison
between melt pools of lower layers and upper layers. However, a shift in temperature over layers
changes the location of the convex hull, not the volume. Overall, the volume of the convex hull is
robust to the mushroom effect. Therefore, all the above-mentioned studies focus on process
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monitoring and anomaly detection based on individual thermal images, and thus they are not
capable of characterizing layer-wise process condition and part quality.
2.3
2.3.1

Methodology
Data Description and Challenges
The thermal history is usually captured as a discrete series of melt pool images by a

pyrometer camera. When analyzing layer-wise thermal history, there are four major challenges:(1)
high data dimensionality due to high sensor resolution; (2) corrupted images with no melt pool
captured, (3) missing data in some pixels in the melt pool images (with unrealistic zero
temperature); and (4) discrete image sampling, which leads to a limited number of melt pool
observations due to sensor sampling frequency. Examples of corrupted images and melt pool
images with missing data are illustrated in Figure 2.3. Moreover, due to the varying number of
corrupted images within each layer, there is significant variability in the number of melt pools
observed within each layer. An example of observed melt pool number distribution across all
layers for a thin wall is illustrated in Figure 2.4.
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(a)

(b)

Figure 2.3

Illustration of (a) corrupted image with no melt pool information and (b) melt pool
with missing temperature measurements (circled in red).

Figure 2.4

An illustration of a different number of melt pools within each layer when
fabricating a 60-layer thin wall.

Conventional approaches analyze individual melt pool images and provide local porosity
predictions [2], [27]–[29]. Those approaches cannot deal with all the challenges concerning the
layer-wise modeling of thermal history. In the following sections, we propose a method to reduce
the dimensionality of thermal images. Subsequently, layer-wise key process signatures are
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extracted through spatiotemporal variation within and between images. Finally, the classification
model is built upon key process signatures.
2.3.2

Data Transformation
Each melt pool is captured by the pyrometer camera as an image with a temperature reading

at each pixel location within the field of view. Usually, the large size of these images (number of
pixels) complicates processing without proper data reduction. Most importantly, the heat-affected
zone (HAZ) carries the main features of the melt pool and is usually condensed. Transforming the
initial coordinate system and interpolating the temperature response surface can both emphasize
the informative HAZ and reduce the data dimensionality (as shown in Figure 2.5).
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Figure 2.5

Illustration of data transformation where (a) is the initial high dimensional data and
(b) is the low dimensional extracted grid with an emphasis on the heat-affected
zone.

Converting the coordinate system from Cartesian to Spherical enables melt pools with
different sizes, shapes, and locations to have identical support in the spherical domain [28].
Subsequently, incorporating a nonparametric surface interpolation (e.g., bi-harmonic model)
allows the discrete data to be converted into a continuous form. With a continuous response
surface, a relatively coarse grid of information can be extracted to effectively decrease the image
size. Therefore, the overall data dimensionality decreases significantly. Considering the output of
data transformation, each melt pool ℳ𝑗 is an image (2nd-order tensor) with size 𝐼1 × 𝐼2 .
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2.3.3

Feature Extraction with MPCA
Multilinear Principal Component Analysis (MPCA) is a method developed to extract

features of multidimensional data expressed as tensors [118]. One alternative approach is
reshaping the melt pool images into large vectors (vectorization) and apply the traditional Principal
Component Analysis (PCA) method. However, vectorization causes computational and memory
issues. Moreover, vectorization breaks the natural correlation structure in the original melt pool
images [118]. MPCA is a dimensionality reduction algorithm that works directly on tensor objects
instead of vectors.
A set of 𝑁 tensor objects {ℳ1 , ℳ2 , … , ℳ𝑁 } is available for training. Each tensor object
ℳ𝑗 ∈ ℝ𝐼1 ×𝐼2 accepts values from tensor space ℝ𝐼1 ⊗ ℝ𝐼2 . The MPCA’s goal is to perform a 2mode transformation to map the original tensor data into a low dimensional tensor subspace. The
̃ (𝑡) ∈ ℝ𝐼𝑡×𝐼𝑡′ , 𝑡 = 1,2} to map the
2-dimensional melt pool data requires two projection matrices {𝑈
′

′

melt pool images from the original tensor space ℝ𝐼1 ⊗ ℝ𝐼2 into a tensor subspace ℝ𝐼1 ⊗ ℝ𝐼2
where 𝐼𝑡′ < 𝐼𝑡 . The transformation equation is

𝑇

𝑇

̃ (1) ×2 𝑈
̃ (2) ,
ℳ𝑗′ = ℳ𝑗 ×1 𝑈
′

𝑗 = 1, … , 𝑁

(2.1)

′

where ℳ𝑗′ ∈ ℝ𝐼1 ×𝐼2 captures most of the variation in the original data. It is worth mentioning that
the term principal component (PC) mentioned in this MPCA based study refers to the entries within
the projected low-dimensional tensor ℳ𝑗′ , which is not exactly the same concept as Principal
Components extracted from traditional Principal Component Analysis (PCA).
To make sure the MPCA algorithm captures the major variability in the healthy melt pools,
it is critical to train the model only based on the healthy melt pools to estimate the projection
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matrices. This is under the well-accepted premise that the healthy melt pools share a similar
thermal distribution.
2.3.4

Key Process Signatures of a Layer
A key process signature should carry the most informative features to discriminate healthy

layers from unhealthy ones. In this section, two novel layer-wise key process signatures are
proposed based on the low-dimensional subspace learned using the MPCA method.
2.3.4.1

Primary Feature: Volume of the Convex Hull
The first key process signature is derived from the PCs resulted from MPCA. This primary

feature is proposed under the premise that the thermal history of a healthy layer has a smaller
variability, and the main idea is to find a measure to capture the dispersion of the PCs of all melt
pools within one layer. Being unhealthy causes at least one melt pool to have a major difference
in PCs compared to the healthy ones which lead to a more scattered distribution (as shown in
Figure 2.6).
To capture the dispersion, one reasonable approach is building a convex hull using the PCs
of all the melt pools observed in one layer. Although other geometries, such as minimal bounding
sphere, can also be utilized to enclose the points and characterize the dispersion, convex hull builds
a unique free form shape enclosing all data points, and it is also highly sensitive to the outliers in
the enclosed data points. Two theorems below demonstrate the advantages of using the convex
hull over the minimal bounding sphere. Before proving the theorems, formal definitions of the
convex hull and the minimal bounding sphere are provided.
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Figure 2.6

Illustration of the primary layer-wise key signature. Examples of (a) a healthy
layer and (b) an unhealthy layer based on the first two PCs extracted from MPCA.

Definition 1: Convex Hull
The convex hull of a finite point set C is the intersection of all convex supersets containing
C. Given that C contains n points 𝑐1, 𝑐2 , …, 𝑐𝑛 , the convex set of C is represented as 𝑐𝑜𝑛𝑣(𝐶) =
{∑𝑛𝑖=1 𝜆𝑖 𝑐𝑖 |𝑐𝑖 ∈ 𝐶, 𝜆𝑖 ≥ 0, ∑𝑛𝑖=1 𝜆𝑖 = 1} [119].
Definition 2: Minimal Bounding Sphere
The smallest bounding sphere 𝜔(𝐶) is the hypersphere with the smallest radius which
encloses a given point set C in its interior or on its boundary; i.e. ‖𝑐𝑖 − 𝑂‖ ≤ 𝑅, ∀ 𝑖 ∈ 1, … , 𝑛,
where O and R represent the center and the radius of 𝜔(𝐶), respectively.
Theorem 1: Sensitivity
Adding a new point 𝑥 ∗ to set C such that 𝑥 ∗ ∉ 𝑐𝑜𝑛𝑣(𝐶), the convex hull will get enlarged.
On the other hand, its smallest bounding sphere may not always change.
Proof: If ∃𝜆∗𝑖 : 𝑥 ∗ = ∑𝑛𝑖=1 𝜆∗𝑖 𝑐𝑖 , 𝜆∗𝑖 ≥ 0, ∑𝑛𝑖=1 𝜆∗𝑖 = 1, then 𝑥 ∗ ∈ 𝑐𝑜𝑛𝑣(𝐶) and 𝑐𝑜𝑛𝑣(𝐶 ∪
{𝑥 ∗ }) = 𝑐𝑜𝑛𝑣(𝐶). Additionally, for the bounding sphere, ‖𝑥 ∗ − 𝑂‖ = ‖∑𝑛𝑖=1 𝜆∗𝑖 (𝑐𝑖 − 𝑂)‖ ≤
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∑𝑛𝑖=1 𝜆∗𝑖 ‖𝑐𝑖 − 𝑂‖ ≤ ∑𝑛𝑖=1 𝜆∗𝑖 𝑅 = 𝑅, thus 𝜔(𝐶 ∪ {𝑥 ∗ }) = 𝜔(𝐶). If ∄𝜆∗𝑖 :𝑥 ∗ = ∑𝑛𝑖=1 𝜆∗𝑖 𝑐𝑖 , 𝜆∗𝑖 ≥
0, 𝑎𝑛𝑑 ∑𝑛𝑖=1 𝜆∗𝑖 = 1, we need to add 𝑥 ∗ to the basis of the convex combinations which updates the
supersets and extends the convex hull to 𝑐𝑜𝑛𝑣(𝐶 ∪ {𝑥 ∗ }) = {∑𝑛𝑖=1 𝜆𝑖 𝑐𝑖 + 𝜆𝑛+1 𝑥 ∗ |𝑐𝑖 ∈ 𝐶, 𝜆𝑖 ≥
∗
∗
0, ∑𝑛+1
𝑖=1 𝜆𝑖 = 1} ⊃ 𝑐𝑜𝑛𝑣(𝐶). Moreover, regarding the bounding sphere, ∃𝑥 such that 𝑥 ∉

𝑐𝑜𝑛𝑣(𝐶) 𝑎𝑛𝑑 ‖𝑥 ∗ − 𝑂‖ ≤ 𝑅, 𝜔(𝐶 ∪ {𝑥 ∗ }) = 𝜔(𝐶); and if ‖𝑥 ∗ − 𝑂‖ > 𝑅, the radius 𝑅 needs to
be enlarged to enclose 𝑥 ∗ , i.e. 𝜔(𝐶 ∪ {𝑥 ∗ }) ⊃ 𝜔(𝐶).
Theorem 2: Conditional Uniqueness
Each point set has its own unique convex hull provided a fixed set of extreme points.
Proof: Suppose we have one set of n points C. Assume that two different points 𝑥1∗ ≠ 𝑥2∗
are added separately to set C where
∄𝜆∗𝑖 :𝑥1∗ = ∑𝑛𝑖=1 𝜆∗𝑖 𝑐𝑖 , 𝜆∗𝑖 ≥ 0, 𝑎𝑛𝑑 ∑𝑛𝑖=1 𝜆∗𝑖 = 1
∄𝜆∗𝑖 :𝑥2∗ = ∑𝑛𝑖=1 𝜆∗𝑖 𝑐𝑖 , 𝜆∗𝑖 ≥ 0, 𝑎𝑛𝑑 ∑𝑛𝑖=1 𝜆∗𝑖 = 1
which means both points are extreme points and according to Theorem 1, adding either of them to
set C will enlarge the convex hull into a new one where 𝑐𝑜𝑛𝑣(𝐶 ∪ {𝑥1∗ }) ≠ 𝑐𝑜𝑛𝑣(𝐶 ∪ {𝑥2∗ }). On
the other hand, if ‖𝑥1∗ − 𝑂‖ ≤ 𝑅 and ‖𝑥2∗ − 𝑂‖ ≤ 𝑅, the boundary sphere stays the same even
though new extreme points have been added to the set, i.e. 𝜔(𝐶 ∪ {𝑥1∗ }) = 𝜔(𝐶 ∪ {𝑥2∗ }) = 𝜔(𝐶).
In summary, while convex hulls of two different sets are different, their corresponding minimal
boundary spheres can be identical.
The volume of the convex hull measures the dispersion of the points in the high
dimensional space. The more dispersion within data points, the larger volume of the convex hull.
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The algorithm on how to calculate the volume of a high-dimensional convex hull is provided in
[120].
2.3.4.2

Secondary Feature: Maximum Norm of Residuals
Although the convex hull is an effective measure for layer-wise thermal characteristics, the

extracted PCs may not capture all the variation in the original data. Additionally, a valuable portion
of the information may get lost during projection from a higher dimensional tensor to a lowerdimensional one. This is the reason why another signature feature should be introduced to account
for the part not considered in the primary feature.
Each melt pool after projection loses a portion of data, whose amount differs from one melt
̃ (𝑡) will create
pool to another. Backward projection of a melt pool using the projection matrices 𝑈
a tensor with the same dimension as the original tensor. Subtracting these two tensors generates
the residual tensor. Backward projection is performed by the following equation.

̃ (1) ×2 𝑈
̃ (2) ,
ℳ𝑗′′ = ℳ′𝑗 ×1 𝑈

𝑗 = 1, … , 𝑁

(2.2)

where ℳ𝑗′′ accepts value from tensor space ℝ𝐼1 ⊗ ℝ𝐼2 , same as its initial tensor ℳ𝑗 . Therefore,
the residual tensor is ℛ = ℳ𝑗 − ℳ𝑗′′ . One way to represent this residual tensor is through the L1
norm. Since the MPCA model is trained based on healthy melt pools, it is expected that projecting
unhealthy melt pools results in either significantly different PC values or significantly larger
residuals compared to the healthy ones. Choosing the maximum norm of residuals inside a layer
is one effective way of capturing anomalies. If there exists at least one unhealthy melt pool inside
a layer, it causes the maximum norm of residuals to increase remarkably (as shown in Figure 2.7).
This is similar to the idea of a group control chart in statistical quality control [121].
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Figure 2.7

2.3.5

Demonstration of the norm of residuals for melt pools of two layers. Orange bars
are the norms for melt pools of the unhealthy layer where blue bars are for the
healthy layer. There is only one defected melt pool in the defected layer which
demonstrates the maximum norm of residuals.

Classification: Correlating Layer Signatures to Structural Quality
After defining the signature features (i.e. the convex hull volume and the norm of

residuals), the classification model can be trained. The goal of the classifier is to draw a boundary
between healthy layers and unhealthy layers, which can be used to predict the labels of newly
observed layers. As mentioned before, if one layer contains at least one porosity, it is labeled as
unhealthy (as shown in Figure 2.8). The classifier’s input includes one vector of response labels (0
if healthy, 1 if unhealthy) and a matrix of two predictors: the convex hull volume and the maximum
norm of residuals.
Numerous supervised learning algorithms can be applied to the extracted features for layerwise quality prediction. In this paper, the Support Vector Machine (SVM) is selected as it is one
of the most powerful supervised machine learning techniques [122]. Detailed discussion on SVM
can be found in [123].
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Figure 2.8

The illustration of part of an unhealthy layer which includes pores.

The objective of SVM methods is to find a hyperplane so that the distance from the
hyperplane to the nearest data point on each side is maximized. In many real-world problems,
instances of different classes are not linearly separable. One solution is mapping data into higher
dimensional space where we can define a new separating hyperplane. Kernel functions are a class
of special functions that make this mapping possible through defining inner products directly in
the feature space.
In this study, the Gaussian class of kernels is selected due to the high flexibility this type
of kernel functions can provide compared to their linear counterparts. Using Gaussian kernels
requires the selection of the scale parameter (variance). In general, a lower variance provides more
flexibility when used in SVM classification.
𝑝

If there are p predictors, Low-Variance Gaussian kernel function (variance = (√4 )) makes
finely detailed distinctions between classes (at the cost of overfitting in some cases); MediumVariance Gaussian kernel function (variance = (√𝑝)) has lower flexibility than Low-Variance
Gaussian and prevents overfitting issue; High-Variance Gaussian kernel function (variance =
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(4 × √𝑝)) makes a coarse distinction between the data classes. Medium-Variance Gaussian is the
suitable choice of classification in this study where Low-Variance Gaussian has the risk of
overfitting and the High-Variance Gaussian has the risk of low capacity, as illustrated in Figure
2.9.

Figure 2.9
2.3.6

Comparison of three different kernel variations of Gaussian family

Hyper-parameter Tuning
The number of PCs chosen to form a convex hull for each layer affects the output of

prediction. The number of PCs is regarded as a hyper-parameter of the model and the best way to
determine its value is cross-validation.
At each of the cross-validation sections (sections 2.4.4 and 2.4.5), all the layers are divided
into two mutually exclusive subsets, training, and testing sets. Within the training set, k-fold crossvalidation is performed, and the performance of the model is evaluated using different numbers of
PCs (dimension of convex hull). This procedure is illustrated in Figure 2.10. The value of k
depends on the size of the training set which is determined in both of the following sections. In the
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case of multiple dimensions (number of PCs) with maximum F-score, the median of the set is
hand-picked.

Figure 2.10

General overview of parameter selection using cross-validation.

The performance of the classification model can be evaluated using three measures,
namely, precision, recall, and F-score. Those measures can be calculated using the formulas below.

Recall =

True Positive
True Positive + False Negative

Precision =

True Positive
True Positive + False Positive

(2.3)
(2.4)

where True and False terms refer to correct and incorrect predictions respectively. Positive and
Negative terms refer to the predicted classes of unhealthy and healthy layers. For example, True
Positive is defined as the number of unhealthy layers that are accurately classified as unhealthy.
F-score is the harmonic mean of precision and recall.
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F − Score = 2 ×

2.4

Precision × Recall
Precision + Recall

(2.5)

Case Study
The performance of the proposed methodology is examined using a direct laser deposition

process which fabricates a thin wall using Ti-6AL-4V. During the build of this thin wall, a
pyrometer camera captures the thermal images of melt pools at different locations of the thin wall.
After the fabrication, X-ray computed tomography (CT) scans are used to characterize the layerwise porosity structure inside the build.
2.4.1

Experimental Setup
The experimental setup consists of a LENS 750 machine equipped with a thermal imaging

camera, one co-axial pyrometer camera to capture melt pools (Stratonics, Inc.), and one infrared
camera to capture the global heat flow (Sierra-Olympic Technologies, Inc. Viento320). The
pyrometer camera mentioned in this study is referring to the melt pool sensor which provides
precise temperature measurements using two-wavelength (𝜆) pyrometry technology1.
In this study, melt pool images captured by the pyrometer camera are used to build the
prediction model. The pyrometer camera characteristics are as follows:

1

•

Exposure time: 2.0274 ms (reduces the risk of motion blur)

•

CMOS detector with array size 752 × 480 and pixel pitch 6.45 μm

•

Captured temperature range: 1000 − 2500 ℃

•

Pixel clock: 5 MHz

http://stratonics.com/systems/sensors
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•

Nominal image collection rate: 6.4 Hz
The powder used is titanium alloy Ti-6AL-4V. Table 2.1 summarizes the initial process

parameters used to fabricate the thin walls with a height of 27.56 mm, length 47.81 mm, and
thickness 1.78 mm [124]. After the fabrication, the parts are scanned with a high-resolution
(1μm precision) X-ray CT scan machine to detect anomalies. For a high-quality scan, Al + Cu
ﬁlter is used to block out low-energy rays. The part is rotated inside the chamber (0.5 degrees in
each step) and in each step, it is exposed to X-ray beams for 1400 ms to capture the image. More
information about the X-ray CT scanning process can be found in [125].
Table 2.1

Illustration of process parameters used for the fabrication of thin wall

Laser power

290 W

Scan speed

12.70 mm/sec

Powder feed rate

0.32 g/sec

Hatch spacing

0.508 mm

Substrate thickness

3.3 mm

Starting offset from substrate

6.7 mm

Layer thickness

0.508 mm

Nozzle diameter

1.016 mm

2.4.2

Dataset Description
The thin wall includes 60 layers where each layer contains several melt pools in temporal

order. Based on the X-ray CT results, 26 layers include at least one pore. These 60 layers of data
are divided into two sets, the first part of data is used to train the model, and the second part is
used to test the performance of the classifier. Before dividing data into training and testing set, all
thermal images with size 752 × 480 are cropped to images with size 130 × 130, the area which
carries important information about the melt pool. Afterward, these images are transformed into
spherical coordinates and interpolated with a bi-harmonic model. The interpolation model is used
to extract a lower-dimensional grid of data, and thus, each image with size 130 × 130 is
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transformed into a new grid with size 27 × 32. After data transformation, MPCA is applied for
dimension reduction, and key signature features are extracted based on the extracted PCs.
2.4.3

Benchmark Method
In this section, a traditional scheme is demonstrated which combines the Hotelling’s T2

statistics and their variability within one layer to detect unhealthy layers. It is worth mentioning
that the numbers of melt pools differ among different layers and therefore, traditional statistics
(like Hotelling’s T2) cannot be directly applied to the layer-wise data. Some additional steps need
to be taken to account for the different numbers of melt pools within different layers. One way is
to calculate a single Hotelling’s T2 statistic based on a melt pool, and then use a traditional
quantification, the variance of all the T2 statistics observed from one layer, to characterize the
layer-wise dispersion.
After applying the MPCA algorithm for dimension reduction, the Hotelling’s T2 statistics
can be calculated for a melt pool using the equation below.
𝜒02 = (𝑥 − 𝜇)′∑−1 (𝑥 − 𝜇)

(2.6)

where x is a 𝑝 × 1 vector of the extracted PCs, 𝜇 is the mean vector of PCs and ∑ is its covariance
matrix. With the statistics of a melt pool, the variability within each layer is calculated. It is
expected that the layers with higher variance contain at least one porosity.
Similar to the proposed methodology, the mean 𝜇 and covariance matrix ∑ of the extracted
PCs are estimated using the training set. The variance feature extracted from Hotelling’s T2
replaces the convex-hull based feature to quantify the dispersion within each layer, and the
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classifier is trained based on the maximum norm of residuals and the variance of the T2 statistics
within one layer.
For an accurate comparison, the same cross-validation procedure is applied for both the
proposed methodology and the benchmark method. The choices of the number of PCs is equal for
both methods with one difference, where Hotelling’s T2 can use all the available PCs to train the
covariance matrix.
2.4.4

Leave-one-out Cross-Validation
Leave-one-out is N-fold cross-validation where N represents the number of samples. The

training set consists of N-1 layers where 6-fold cross-validation is used to determine the number
of PCs. The confusion matrix after applying both models to the 60 layers is shown in Table 2.2.
Additionally, the histogram shown in Figure 2.11 demonstrates the frequency of the number of
PCs used in the proposed and benchmark methods within all steps of Leave-one-out crossvalidation. Comparing the results shown in Table 2.2, the proposed methodology has significantly
better performance especially for predicting the unhealthy layers. The benchmark method has
lower accuracy comparing all the quality measures.
Table 2.2

Actual

Confusion Matrix for the Leave-one-out Cross-Validation
Proposed Method
Predicted
Healthy Unhealthy
Healthy 33 (97%)
1 (3%)
Unhealthy

2 (8%)

24 (92%)

Recall

Precision

0.92

0.96

Actual

Benchmark Method
Predicted
Healthy Unhealthy
Healthy 33 (97%)
1 (3%)
Unhealthy

5 (19%)

21 (81%)

F-Score

Recall

Precision

F-Score

0.94

0.81

0.95

0.87
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According to the proposed methodology results shown in Table 2.2, two unhealthy layers
are misclassified as healthy (i.e., two false negatives) and one healthy layer (i.e., one false positive)
that is classified as unhealthy. Those false negatives, though identified as unhealthy from X-ray
CT scans, demonstrate normal thermal behavior based on the observed thermal history. This may
be due to the missing melt pool images within those layers because of either the limited sampling
rate or the corrupted image data. The false-positive behaves as unhealthy which may be due to
corrupted images collected by the thermal camera during the fabrication process.

(a)

Figure 2.11
2.4.5

(b)

Illustration of the frequency of the selected number of PCs in leave-one-out crossvalidation, (a) proposed and (b) benchmark methodology.

Monte-Carlo Cross-Validation
Repeated random sub-sampling validation, also known as Monte-Carlo cross-validation,

randomly splits the dataset into training and testing sets [126]. Training and testing sets are
randomly assigned with 50 and 10 layers, respectively. Within the training set, 6-fold crossvalidation is performed to determine the number of PCs leading to better classification
performance. Finally, the performance of both models is tested based on the testing set.
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This random selection is performed 500 times and all the three measures are calculated for
each iteration. In each iteration, misclassified layers, if any, are removed from the training set until
all the layers are classified correctly. The histogram of the number of PCs chosen in each iteration
is shown in Figure 2.12. The mean and standard deviation (SD) values for the recall, precision,
and F-score for both methods are shown in Table 2.3.
Table 2.3

Summary of accuracy performance based on the three quality measures
Recall

Metric Mean (SD)

Proposed

F-Score

0.8930 (0.1525) 0.9617 (0.0930) 0.9165 (0.1083)

Benchmark 0.8495 (0.1711) 0.9285 (0.1441) 0.8750 (0.1257)

(a)

Figure 2.12

Precision

(b)

Illustration of the frequency of the selected number of PCs in Monte-Carlo crossvalidation, (a) proposed and (b) benchmark methodology.

According to Table 2.3, the proposed methodology significantly outperforms the
benchmark method concerning all the quality measures. Therefore, convex-hull based approach

45

defines a more reliable quality feature concerning the anomalies detection within layers compared
to the Hotelling’s T2 approach.
The output of one iteration of the proposed methodology is illustrated in Figure 2.13 where
there are 5 healthy and 5 unhealthy layers in the testing set. 9 out of 10 layers are classified
correctly and only one unhealthy layer is misclassified as healthy. The classification model uses
the Medium-Variance Gaussian kernel function to classify the layers, which is shown with a black
line in Figure 2.13. The bottom-left region of the line is classified as healthy.

Figure 2.13
2.5

Illustration of one iteration of Monte Carlo cross-validation.

Conclusion
The main challenge in the additive manufacturing process is its lack of repeatability,

leading to quality issues such as internal porosity, mini cracks, and lack of fusion in the build.
These issues are the main barrier to the broader industrial adoption of AM technologies in the
demanding industries. A wide variety of approaches in the literature are focused on characterizing
the defects by modeling the thermo-mechanical relationship, i.e. FEMs, which suffer from
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limitations such as low computational efficiency, high geometric dependence, and non-robustness
to process uncertainty. Data-driven approaches can address these limitations by characterizing the
defects based on features extracted from observed thermal history. However, existing data-driven
methods provide porosity prediction based on individual melt pool images only, which cannot be
directly used for layer-wise quality prediction.
In this paper, a novel online layer-wise quality prediction methodology is proposed. First,
the data-driven transformation techniques are used to reduce the dimension of images, which
brings the images into identical support and focuses on the heat-affected zone (HAZ);
subsequently, two novel layer-wise process signatures are derived based on the tensor
decomposition of melt pool images of the entire layer using MPCA. The SVM classifier is used
for real-time layer-wise quality prediction based on the proposed key signatures. The performance
of the proposed methodology is validated through two cross-validation techniques, and compared
with a benchmark method which combines traditional statistical approaches. The proposed method
can serve as a solid foundation for in-situ process control/correction actions for AM quality
improvement.
A couple of interesting topics remain open for future research. First, the proposed method
does not account for the possible interactions between adjacent layers/tracks. One of the important
between-layer interactions is the re-melting effect which refers to a phenomenon where the heat
generated when depositing a new layer may re-melt the recently deposited layers/tracks and
potentially correct the porosity formed in previous layers. Second, the performance of the proposed
method needs further investigation when it is applied to complicated geometry fabrication. Last
but not the least, layer-wise process control algorithms are needed to work together with the
monitoring scheme to adjust the process parameters for quality improvement.
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2.6

Note to Practitioners
In this section, a step-by-step procedure is summarized to guide the practitioners on how

the proposed methodology can be used for in-situ layer-wise quality prediction. All the
computations in this paper are implemented using Matlab, and all the codes are available upon
request. The experimental setup needed includes a co-axial dual-wavelength pyrometer camera for
in-situ data collection and an X-ray CT system for off-line validation. Prior to the data collection,
the sensor systems need to be properly calibrated.
Step 1: Data collection.
Given the process parameters specified in the design, several training samples are
fabricated. The required sample size for training is determined by the process variability and
measurement system capability. Subsequently, all the samples need to go through a postmanufacturing inspection process using the X-ray CT machine. All the available training samples
can be divided into two portions with 80% for model training and 20 % for validation.
Step 2: Data preprocessing.
Melt pool images need to be labeled with their corresponding coordinates in the final build
based on the g-codes used during the fabrication. The porosity locations obtained from the X-ray
CT scanning should be matched with the derived melt pool locations to label the melt pool images
as healthy or unhealthy. Besides, the corrupted images with no melt pool observed need to be
removed from the thermal history.
Step 3: Data transformation.
Each melt pool image should be cropped using the same cropping parameters to make sure
all the melt pools can be included by the cropped images. Subsequently, spherical transformation
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and bi-harmonic surface interpolation are implemented to further reduce the dimension of the melt
pool images.
Step 4: Model training.
Step 4.1: MPCA. Using the training set, multilinear principal components analysis is
applied to reduce the dimension and extract the relevant features as a low-dimensional tensor (core
tensor). The entries in the core tensor are the extracted PCs used to construct the layer-wise features
for quality prediction, and the projection matrices are obtained for future dimension reduction.
Step 4.2: Layer-wise feature extraction. The primary feature (volume of convex hull)
should be calculated based on different possible numbers of PCs used, and the secondary feature
(maximum norm of residuals) can also be calculated.
Step 5: Model selection.
Using the validation set, the number of PCs with the best classification performance can
be selected as the parameter to use for future in-situ prediction. Additionally, the corresponding
SVM classifier using the selected optimal parameter can be obtained.
Step 6: In-situ layer-wise prediction for new data.
Step 6.1: For each newly fabricated part, the melt pool images of each layer can be collected
during the build and analyzed by following the same procedure in Step 2 and 3.
Step 6.2: MPCA based dimension reduction can be achieved using the projection matrices
estimated in Step 4.1.
Step 6.3: Based on the selected optimal number of PCs found in Step 5, the primary and
secondary features can be calculated.
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Step 6.4: Based on the extracted layer-wise features, the SVM classifier trained in Step 5
can be used for anomaly detection for each layer.
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CHAPTER III
IN-SITU NONDESTRUCTIVE FATIGUE LIFE PREDICTION OF ADDITIVE
MANUFACTURED PARTS BY ESTABLISHING A PROCESS-DEFECTPROPERTY RELATIONSHIP
3.1

Introduction
The additive manufacturing (AM) domain contains novel fabrication techniques, which are

defined as the process of joining the material together in a layer by layer manner, to make 3D
objects [5]. AM enables fabricating very complex geometries where most of them are not feasible
in the domain of conventional manufacturing techniques. The significant design flexibility offered
by AM techniques can save a noticeable amount of money and time if applied correctly. However,
the broader adoption of AM processes has faced challenging issues, especially at satisfying quality
standards and process repeatability [127]. The compromised structural performance resulted from
process-induced defects is the main challenge against the continued adoption of AM in different
industries [31], [32].
Among different modes of mechanical failures, fatigue failure, i.e., failure under cyclic
loading, is the major failure mode in mission-critical applications [30]. 62% of aircraft structures
have had failures due to fatigue, where only 14% of them were because of mechanical overload
[128]. This is due to the fact that fatigue is a local phenomenon; thus, it is more directly affected
by microstructural features [30]. Meeting fatigue and durability requirements has proven to be a
challenging task for AM parts [31], [32]. Process and design parameters have shown a significant
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impact on the microstructure properties of AM parts, and thus largely determine their fatigue life
behavior [30], [31]. When the resulted residual stresses are limited, and the microstructural
properties are somewhat homogenous, defect characteristics (i.e., size, shape, location, and
distribution) are the main influential parameters affecting fatigue life performance [129]. Hence,
having the ability to predict the fatigue behavior of AM materials based on the defect
characteristics would be the first step towards improving the reliability of AM parts [130]. The
largest defect may not necessarily dominate the fatigue performance of a part; rather, a
combination of microstructural features, including grain size and defect characteristics (i.e., size,
shape, location, and distribution), typically compete together for initiating cracks [33]. Thus, a
successful in-situ qualification and certification algorithm requires not only the abilities to identify
the formation of defects during the build process, but also to link the characteristics of detected
defects to the performance and durability of the fabricated part.
Appropriate application of fracture mechanics-based damage tolerance principles can offer
an effective risk mitigation mechanism against the inherent material flaws, as well as
manufacturing-induced defects [36]. In this concept, i.e., crack-growth-based and defect-tolerant
modeling of fatigue, each anomaly is treated as a sharp crack from the first mission cycle [34],
[35]. This methodology is an appropriate tool for expressing the relationship between fatigue
resistance and material quality and is widely used in aerospace industries [36]–[39]. The use of the
“crack propagation” concept to correlate and predict the “fatigue” behavior of materials has been
shown to be a viable method since the mid-1980s by the Advisory Group for Aerospace Research
and Development (AGARD) Structures and Materials Panel technical reports (R-732 [131], R767
[132]) on studying “small-crack” behavior [133]. Evidently, AM process-induced defects have a
different formation mechanism and a different impact on fracture-critical properties [36]. In the
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presence of large lack of fusion (LOF) defects, crack-growth-based modeling of fatigue – i.e.,
approximating LOFs as the pre-existing sharp cracks – is a promising method for analyzing the
fatigue-life [130]. However, for gas porosity, the assumption of pre-existing sharp cracks may
produce too conservative results [36], [134]. Besides, for AM parts, due to the formation of a large
number of defects with various sizes and locations, several defects may have the opportunity to
serve as the crack initiation site under cyclic loading [31]. Using crack-growth-based concepts to
predict the fatigue life for multiple initiations of cracks and their coalesce, which is prevalent in
AM parts, is challenging [130]. The microstructure-based multistage fatigue (MSF) model,
originally developed for cast AL alloy [40], directly involves the effects of microstructural features
and defect characteristics, including the defect size, nearest neighbor distance (NND), and void
volume fraction in the fatigue-life prediction. MSF model incorporates microstructural features to
the fatigue life predictions for incubation, microstructurally small crack growth, and long crack
growth stages. The model speciﬁcally addresses the role of local constrained cyclic microplasticity
at inclusions in fatigue crack incubation and microstructurally small crack growth, including the
eﬀect of crystallographic orientation on crack tip displacement as the driving force.
In literature, casual relationships such as process-structure-property linkages have been
established by relying largely on observations made from cleverly designed control experiments
and physics-based models. According to vision setting documents [135], [136], it has come clear
to the experts in material science and engineering that data science and analytics have provided a
third set of distinct, powerful tools for establishing the mentioned casual relationships [137].
Therefore, a data-driven methodology is proposed in this study to characterize the fatigue life from
thermal history by establishing the process-defect-structure relationship.
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The traditional fatigue-life prediction models are using X-ray CT scans or similar postmanufacturing technologies to derive defect features such as defect size or nearest neighbor
distance. The issue of nondestructive evaluation methods (X-ray CT scans) is their expense and
unavailability for industrial sections. This study bridges this gap by proposing a model to predict
the defect features from the process signature (i.e., thermal history). Many studies have aimed at
building defect models based on morphological features of a melt pool. A melt pool is an
expression given to a superheated area of molten metal in proximity to the laser-material interface
[5]. Melt pools are captured as high-resolution thermal images during the build process using a
powerful co-axial thermal camera. These images carry the most critical information of the AM
process. Morphological characteristics of a melt pool can refer to its depth, size, temperature
distribution, and other geometrical features. For example, Tan et al. [138] used melt pool
dimensions extracted from a coaxially aligned high-speed camera in a welding process. Song et
al. [111] proposed a predictive model to control the melt pool temperature for a high-power diode
laser cladding process. Clijsters et al. [110] developed an anomaly detection model based on insitu melt pool dimensions for the Selective Laser Melting (SLM) process. Moreover, Lane et al.
[112] proposed a model for a laser powder bed fusion (LPBF) process to monitor the melt pool
region (characterized by contours and melt pool depth) using high-speed thermographic
measurements, and Heigel et al. [139] computed the melt pool length using a high-speed thermal
camera in an LPBF process. Lastly, Fisher et al. [140] studied the correlation between the
temperature information collected by a visible-light camera with melt pool dimensions in an LPBF
process.
Additionally, some studies have worked on qualitative and quantitative observation of melt
pool dynamics where none of them directly worked on detecting defect formation [141]–[143].
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Many studies, similar to the current one, have incorporated powerful techniques such as statistical
analysis methods, machine learning (ML), or computer vision (CV) techniques to extract higherorder and yet influential features of melt pools instead of morphological ones. For example, a
neural network model based on data collected from high-speed cameras is developed by Lou et al.
[144] to identify the relationship between the process parameters and keyhole defect formation.
Off-nominal defects are detected by statistically comparing the pixel-wise trans-layer emitted light
intensity profiles by Grasso et al. [29]. Moreover, Khanzadeh et al. [28], [115] proposed a
clustering-based methodology to analyze the melt pool morphologies extracted from a radial base
function using the melt pool boundary captured by a thermal camera. Dongsen et al. [145]
proposed a model based on both simple statistical and convolutional neural network descriptors to
differentiate between melt pools generated under three different process parameters. Finally,
Scime and Beuth [44] incorporated computer vision and unsupervised machine learning based on
a scale-variant description of the melt pool to detect key-holing porosity and balling instabilities.
The studies mentioned above have mainly focused on methodologies to predict the
occurrence of defects within the parts, and their limitation is that they have not characterized the
magnitude of predicted defects. Having a method to predict the size of defects paves the way
toward extracting defect features that play a critical role in representing the fatigue life. Therefore,
we propose a methodology to predict the relative size of defects (small or large in terms of major
axis length) based on observed thermal history, i.e., melt pool images.
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Figure 3.1

The overview of the proposed methodology where the fatigue life curve is
predicted based on in-situ thermal history. (a) The illustration of AM part with
observed defects as red objects. (b) The demonstration of thermal images and
defect characterization with X-ray CT scans. (c) The illustration of the predicted
fatigue curve (solid curve) based on defect features extracted based on thermal
images and defect characterization (dashed curve is the maximum life of Ti-6AL4V).

In this paper, a multi-phase data-driven methodology is proposed to predict the final fatigue
life based on in-situ process signatures, i.e., real-time thermal history [41]. The proposed
methodology is a two-phase process. The objective of phase (I) methodology is to study and extract
the size and location of defects by establishing the thermal-defect relationship within the additive
manufacturing processes (Figure 3.1 (a) and (b)). Traditional defect characterization techniques,
such as X-ray computed tomography (CT) and ultrasonic scanning, are time-consuming and
expensive; moreover, X-ray CT scans provide very poor results for bulk specimens and cannot
serve for real-time modeling or monitoring for AM processes. Defect prediction is one of the major
areas of study in the AM community, and so far, the main objective of the previous studies was
predicting the defect occurrence rather than defect size characterization [27], [42]–[44]. To move
the current state-of-the-art approaches one step forward, the relative size of the defect is predicted
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based on processed thermal images. After data preprocessing steps (data transformation), a
convolutional neural network (CNN) is designed to discriminate the size of anomalies effectively.
The main objective of phase (II) is to establish the defect-fatigue relationship by modeling
the fatigue behavior based on defect properties and microstructural characteristics (Figure 3.1 (c));
therefore, completing the process-defect-property relationship. The proposed methodology only
considers four parameters (i.e., defect size, nearest neighbor distance, grain size, and grain
misorientation) to predict the fatigue life of Ti-6AL-4V parts. The proposed methodology provides
a parametric representation of fatigue life where each fatigue curve is replaced with a set of
parametric coefficients. Two regression models, stepwise linear regression (SLR) and Gaussian
process regression (GPR), are trained to establish the defect-fatigue relationship by predicting the
parametric fatigue coefficients from defect and grain features.
The remainder of the paper is organized as follows. Section 2 reviews the background
information alongside the overall overview of the methodology. Sections 3 and 4 provide the phase
(I) characterization of establishing the thermal-defect relationship and the phase (II) methodology
for determining the defect-fatigue relationship, respectively. Section 5 includes the uncertainty
analysis. Section 6 discusses the modeling results and validations, and section 7 states the
concluding remarks.
3.2
3.2.1

Methodology
Fatigue Life and Microstructure-based Fatigue Modeling (MSF)
Fatigue life is determined through a process where a material undergoes cycle-by-cycle

damage of fluctuating stresses or strains. In fatigue experiments, the applied stress is not large
enough to break the specimen instantly (immediate failure). Instead, the material stays under a
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certain number of load fluctuations until a failure, i.e., when the accumulated damage reaches a
certain threshold.
In fatigue life prediction, the main idea is to predict the number of cycles for specific stress
or strain range. In this study, the proposed fatigue model is aimed at predicting the number of
cycles for a particular field of strain. In the following paragraphs, microstructure-based fatigue
modeling (MSF) is discussed thoroughly since the proposed model is developed based on MSF
modeling.
In MSF, fatigue life is decomposed into three successive stages based on the
microstructural properties of crack growth [146], as shown below.
𝑁𝑇𝑂𝑇𝐴𝐿 = 𝑁𝐼𝑁𝐶 + 𝑁𝑀𝑆𝐶 + 𝑁𝐿𝐶

(3.7)

where 𝑁𝑇𝑂𝑇𝐴𝐿 stands for the total number of cycles to failure, 𝑁𝐼𝑁𝐶 stands for the number of cycles
to fatigue crack incubation, 𝑁𝑀𝑆𝐶 stands for the number of cycles for microstructurally small crack
propagation, and 𝑁𝐿𝐶 stands for the number of cycles for long crack propagation. The basis for the
MSF was initially founded upon multiscale finite element simulations, and only microstructural
data was applied toward the end of the development. The incubation stage of the MSF model is
based upon a modified Coffin-Manson Law. The MSC stage of the MSF model is based upon
Crack Tip Displacement (CTD). The Long Crack (LC) stage is based upon a modified Paris Law.
The governing equations in the multistage fatigue (MSF) model are listed below [146]:
Generalized incubation model:
𝑙
(𝜀̂𝑎 − 𝜀𝑡ℎ )
= 𝜂𝑙𝑖𝑚
,
𝐷
(𝜀𝑝𝑒𝑟 − 𝜀𝑡ℎ )
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𝑙
≤ 𝜂𝑙𝑖𝑚
𝐷

(3.8)

𝑟

(𝜀𝑝𝑒𝑟 )
𝑙
= 1 − (1 − 𝜂𝑙𝑖𝑚 )
,
(𝜀̂𝑎 )
𝐷

(3.9)

𝑙
> 𝜂𝑙𝑖𝑚
𝐷
∗

𝑎
𝐶𝐼𝑁𝐶 𝑁𝐼𝑁𝐶
∗

(3.10)

𝑃
𝛥𝛾𝑚𝑎𝑥
=𝛽=
2

∗

𝑃
𝜏𝑓′
𝛥𝛾𝑚𝑎𝑥
𝜎𝑛𝑚𝑎𝑥
𝑏0
𝑐0
= (1 + 𝑘
) = (2𝑁𝑓 ) + 𝛾𝑓′ (2𝑁𝑓 )
2
𝜎𝑦
𝜇

(3.11)

Microstructurally small crack growth and long crack growth:
𝑑𝑎
( ) = 𝜒(𝛥𝐶𝑇𝐷 − 𝛥𝐶𝑇𝐷𝑡ℎ )
𝑑𝑁 𝑆𝐶
′

(3.12)
′

2

𝑃
𝐺𝑆 𝜛 𝐺𝑂 𝜉 𝑈𝛥𝜎̂
𝐺𝑆 𝜛 𝐺𝑂 𝜉 𝛥𝛾𝑚𝑎𝑥
|𝑚𝑎𝑐𝑟𝑜 )
) (
) [
) (
) (
𝛥𝐶𝑇𝐷 = 𝐶𝐼𝐼 (
] + 𝐶𝐼 (
𝐺𝑆0
𝐺𝑂0
𝑆𝑢𝑡
𝐺𝑆0
𝐺𝑂0
2

(3.13)

𝑑𝑎
𝑚
𝑚
( ) = 𝐴((𝛥𝐾𝑒𝑓𝑓 ) − (𝛥𝐾𝑒𝑓𝑓,𝑡ℎ ) )
𝑑𝑁 𝐿𝐶

(3.14)

𝑑𝑎
𝑑𝑎
𝑑𝑎
= 𝑚𝑎𝑥 [( )
,( ) ]
𝑑𝑁
𝑑𝑁 𝑀𝑆𝐶 𝑑𝑁 𝐿𝐶

(3.15)

The total fatigue life (Equation (3.7)) comprises incubation, microstructurally small crack
(MSC) growth, and long crack (LC) growth. Equations (3.8) and (3.9) describe the ratio of the
plastic zone to the particle size or defect (𝑙/𝐷). The parameters, 𝜀𝑡ℎ , 𝜀𝑝𝑒𝑟 , 𝜂lim , and 𝑟 are used to
describe the ratio of the plastic zone to the particle size as a function of applied strain amplitude.
Equation (3.10) is employed to model the incubation life due to cyclic plastic deformation from
micro notches and is based on a modified Coffin-Manson law that links microplasticity to
incubation life. As in the Coffin-Manson law, 𝐶𝐼𝑁𝐶 and 𝑎 are the coefficient and exponent fit to
experimental data, respectively. The 𝛽 term is a nonlocal maximum plastic shear strain amplitude
located around the particle or defect. In order to model multiaxial fatigue, a variation of the
nonlocal maximum plastic shear strain amplitude expression is presented in Equation (3.11) where
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𝜎𝑦 is the yield stress and k is determined from experiments. The parameters 𝜏𝑓′ , 𝛾𝑓′ , 𝑏0 , 𝑐0 are
torsion fatigue parameters for both strain-life and stress-life, and 𝜇 is the shear modulus. Equation
(3.12) describes the microstructural small crack growth regime, where 𝛥𝐶𝑇𝐷 is the crack tip
displacement range, 𝜒 is a material constant, and 𝛥𝐶𝑇𝐷𝑡ℎ is the threshold for crack tip
displacement. The crack tip displacement, shown in Equation (3.13) is a function of remote
loading where 𝐶𝐼 , 𝐶𝐼𝐼 , 𝜉, 𝜛, 𝜉′, 𝜛′, 𝜁 constants are based on small crack growth experiments. The
effect of grain size on the microstructure small crack behavior is captured by the GS parameter.
Long crack growth behavior is presented in Equation (3.14). The effective stress intensity factor
is defined as Δ𝐾𝑒𝑓𝑓 = 𝐾𝑚𝑎𝑥 − 𝐾𝑜𝑝 , where 𝐾𝑚𝑎𝑥 is the maximum stress intensity factor and 𝐾𝑜𝑝 is
the opening stress intensity factor. Finally, the faster of the small crack and long crack calculated
growth rates is employed for constant amplitude fatigue life prediction (3.15). According to Bu
and Stephens, physically-short cracks have a size less than 1.0 mm, where physically-long cracks
are in the range of several millimeters [147]. It should be noted that for the purpose of this study,
according to the fact that experiments are conducted on small laboratory specimens, the 𝑁𝐿𝐶 is not
considered in calculating the final fatigue life.
As it is evident, MSF uses a thorough and complex combination of mathematical and
mechanical calculations to predict the fatigue life of a specific part. Additionally, the number of
parameters involved in these calculations is significantly large (over 40), which includes
mechanical properties, microstructure parameters, material incubation, small crack, and long crack
constants. Although these parameters cover a majority of fatigue modeling aspects, it complicates
the simple fatigue predicting task where it is required to input all the parameters correctly to
acquire a better estimation. This study provides a specific-purpose fatigue prediction of Ti-6AL4V material from hand-picked parameters of the MSF model, such as defect size, nearest neighbor
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distance, grain size, and grain misorientation. Moreover, the proposed methodology is
nondestructive and directly predicts the total fatigue life 𝑁𝑡𝑜𝑡𝑎𝑙 for a given range of strain
amplitude. It is important to mention that a data-driven surrogate modeling procedure enables the
reverse optimization of the process to derive an understanding of the thermal history and design
inputs based on fatigue life.
3.2.2

Proposed Framework Overview
The objective of this paper is to present a two-phase modeling approach to characterize the

thermal-defect-fatigue relationship for nondestructive fatigue life prediction. In phase (I), the
thermal-defect relationship is established for identifying the location of defect occurrence and size
characterization. The major challenge in Phase (I) is the high dimensionality and complex spatialtemporal correlation in the thermal image stream. To account for the dimensionality issue, prior to
the CNN, a spherical transformation technique is used to reduce the noise and dimensionality of
the thermal images. Predicting the relative size of the defect enables us to characterize the defect
features to get on step closer in estimating the fatigue life, while the existing methods only predict
the defect occurrence without further characterizing its size.
In Phase (II), the defect-fatigue relationship is described by leveraging the MSF model and
functional regression analysis. The main challenge concerned with this phase is the lack of
experimental samples. Therefore, the MSF model is leveraged to estimate a range of fatigue lives
for Ti-6AL-4V. To directly predict the fatigue curve, a parametric representation of the curve is
introduced using a polynomial function. The polynomial coefficients can be estimated using the
defect and grain features (as shown in Figure 3.2). Two methods, namely Stepwise Linear
Regression (SLR) and Gaussian Process Regression (GPR), are used to correlate the defect and
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grain features to the fatigue polynomial coefficients. The fatigue curve can be reconstructed using
the predicted coefficients and the known strain amplitude range. Further details of the
methodologies are discussed in the following sections.

Figure 3.2
3.3

An overview of the proposed multi-phase methodology.

Phase (I) Modeling: Thermal-Defect Relationship
Phase (I) builds a model to predict the relative size of defects from in-situ thermal history.

The size of a defect is a continuous variable that naturally brings out the idea of a regression model.
Unfortunately, the resolution of X-ray data is limited, and therefore, regression learning is a poor
choice in this case. For the issue of fatigue life, the size of the defects plays a critical role in
reducing the number of cycles to failure, and therefore, detecting large defects is more critical than
the smaller ones. Thus, defects are divided into two groups based on a predefined threshold,
creating a multiclass classification problem. This procedure is divided into three steps, (1) data
transformation, (2) CNN design, and (3) defect prediction (model I), which are discussed in detail
within the following sub-sections.
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3.3.1

Data Transformation
One way to represent in-situ thermal history is by using Spatio-temporal melt pool images

captured by a high-resolution thermal camera during the build process. The melt pool images have
different shapes and sizes. One applicable idea in literature is to transform the images into the
spherical domain where all images have identical domains. Moreover, this transformation helps to
slightly decrease the size of images. Each pixel in the melt pool has three attributes, x-location
(𝑥𝑖𝑛𝑑𝑒𝑥 ), y-location (𝑦𝑖𝑛𝑑𝑒𝑥 ) and temperatures (𝑧𝑡𝑒𝑚𝑝 ). The spherical transformation is
transforming cartesian coordinate (𝑥𝑖𝑛𝑑𝑒𝑥 , 𝑦𝑖𝑛𝑑𝑒𝑥 , 𝑧𝑡𝑒𝑚𝑝 ) to spherical coordinate

(𝑟, 𝜃, 𝜑)

where 𝑟 is the radial distance, 𝜃 is the polar angle and 𝜑 is the azimuthal angle, using the following
set of formulations:
(3.16)

2
2
2
𝑟 = √𝑥𝑖𝑛𝑑𝑒𝑥
+ 𝑦𝑖𝑛𝑑𝑒𝑥
+ 𝑧𝑡𝑒𝑚𝑝

𝜃 = 𝑎𝑟𝑐𝑐𝑜𝑠

𝑧𝑡𝑒𝑚𝑝

= 𝑎𝑟𝑐𝑐𝑜𝑠

2
2
2
+ 𝑦𝑖𝑛𝑑𝑒𝑥
+ 𝑧𝑡𝑒𝑚𝑝
√𝑥𝑖𝑛𝑑𝑒𝑥

𝜑 = 𝑎𝑟𝑐𝑡𝑎𝑛

𝑦𝑖𝑛𝑑𝑒𝑥
𝑥𝑖𝑛𝑑𝑒𝑥

𝑧𝑡𝑒𝑚𝑝
𝑟

(3.17)

(3.18)

Assuming that each image has a size 𝐼1 × 𝐼2 , the x-axis and y-axis of each image is in the
range of [0, 𝐼1 ] and [0, 𝐼2 ], respectively. The method used by Seifi et al. [148] does not centralize
the ranges before the transformation. Using their methodology causes the melt pool images to lose
valuable information at the peak of melt pools. The reason behind this fact is the different thermal
distribution of cylinder thermal images compared to the thin wall. One example of the thermal
image transformed by both methods is illustrated in Figure 3.3, where there is a clear data loss at
the peak of the melt pool in Figure 3.3 (a).
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𝐼

𝐼

𝐼

𝐼

In the current study, the range of each melt-pool is changed to [− 21 , 21] and [− 22 , 22 ] for
the x-axis and y-axis respectively. After data transformation, a nonparametric surface interpolation
is used to create continuous data out of discrete data points. The interpolation function helps to
extract a smaller grid of information and smooth the data to remove the thermal noise, especially
at lower temperatures.

Figure 3.3
3.3.2

The comparison of the two spherical methods, (a) the method used by Seifi et al.
[148], (b) the method used in the current study.

Convolutional Neural Network Design
Melt pool images are a set of high dimensional captures carrying the most important

information about the AM process. This information is not visible to the naked eye or the simple
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analytical tools. Therefore, a higher-order technique is required to extract the quality relevant
information from melt pool images and deal with the curse of dimensionality. The main
information that a melt pool image carries is the thermal information in the form of temperatures.
Thus, melt pool images are considered single-channel images, meaning that they are similar to
grayscale images. A grayscale image contains the magnitude of each datapoint with a value
between 0 (black) and 1 (white). For CNN, melt pool images are converted into grayscale images
using max-min global standardization.
A convolutional neural network (CNN) is a type of deep neural network with the common
use of analyzing visual imagery that is mainly used for image and video recognition, image
classification, etc. CNN uses convolution, a specialized kind of linear operation, instead of the
general matrix multiplication in at least one of the layers of the network [149]. The CNN consists
of several layers to learn the output from input images and prevent overfitting. The main layers
are the input layer, output layer, and hidden layers. The hidden layers consist of the convolution
layer, pooling layer, activation function layer, normalization layer, fully connected layer, softmax
layer, and a classification layer. These concepts are explained hereunder.
•

Convolutional Layer: A convolutional layer abstracts the input image tensor to a feature
map by applying convolutional filters to the input images. Assuming the input tensor
𝐼1 × 𝐼2 × 1 × 𝑁

with

shape

(image width) × (image height) × (channels) ×

(number of images), the convolution layer results in a tensor with shape
(feature map width) × (feature map height) × (feature map channels) ×
(number of images). The output shape depends on several parameters of a convolutional
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layer, such as filter size, stride (step size), and padding [150]. The output width and height
of the convolutional layer is:
𝑜𝑢𝑡𝑝𝑢𝑡 𝑠𝑖𝑧𝑒 = (𝑖𝑛𝑝𝑢𝑡 𝑠𝑖𝑧𝑒 − 𝑓𝑖𝑙𝑡𝑒𝑟 𝑠𝑖𝑧𝑒 + 2 × 𝑝𝑎𝑑𝑑𝑖𝑛𝑔)/𝑠𝑡𝑟𝑖𝑑𝑒 + 1

(3.19)

The output of the convolutional layer is passed to the next layer.
•

Pooling layer: A pooling layer aims at reducing the spatial size of the feature map and
removing unnecessary spatial information by the down-sampling operation. Common
pooling operation is class max-pooling that returns the maximum of the rectangular region
of input based on pooling size. Pooling decreases the number of parameters in the following
layers. In the case of nonoverlapping regions, when the pool size and the stride are equal,
the pooling down-samples the input regions by the pool size (for an input size 𝑛 × 𝑛 and
pooling region size ℎ × ℎ, the output is 𝑛/ℎ × 𝑛/ℎ) [151]. In the case of overlapping
regions, the output of the pooling layer is:
𝑜𝑢𝑡𝑝𝑢𝑡 𝑠𝑖𝑧𝑒 = (𝑖𝑛𝑝𝑢𝑡 𝑠𝑖𝑧𝑒 − 𝑝𝑜𝑜𝑙 𝑠𝑖𝑧𝑒 + 2 × 𝑝𝑎𝑑𝑑𝑖𝑛𝑔)/𝑠𝑡𝑟𝑖𝑑𝑒 + 1

•

(3.20)

Activation Function Layer: Activation function is a linear or nonlinear that maps the set
of inputs to a node to an output. The most common activation function is called Rectified
Linear Unit (ReLU) layer that performs a threshold operation as shown below [152]:
𝑓(𝑥) = {

𝑥, 𝑥 ≥ 0
0, 𝑥 < 0

(3.21)

This threshold operation does not change the size of the input.
•

Batch Normalization Layer: A batch normalization layer is used to normalize the input
based on the mean and variance of a mini-batch [153]. The normalized values are:
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𝑥̂𝑖 =

𝑥𝑖 − 𝜇𝐵
√𝜎𝐵2

(3.22)

+𝜖

where 𝑥𝑖 is the input variable, 𝜇𝐵 and 𝜎𝐵2 are the mean and the variance of the mini-batch,
and 𝜖 is the property epsilon that improves the numerical stability in case that the
variance is near zero.
•

Fully Connected Layer: A fully connected layer connects all of its neurons to the neurons
in the preceding layer, similar to a fully connected neural network. The main task of the
fully connected layers is to combine the features learned from previous layers to learn
larger patterns. The final fully connected layer aims at classifying the input images, and
therefore, the number of neurons in the last fully connected layer is equal to the number of
classes.

•

Softmax Layer: A softmax layer applies a softmax function to the input to get a number
between 0 and 1, wherein the case of classification can be interpreted as the probability of
class 1 for the corresponding input. The standard (unit) softmax function is shown below:
𝑆𝑟 (𝑥) =

𝑒𝑥𝑝 𝑥𝑟
𝐾
∑𝑗=1 𝑒𝑥𝑝 𝑥𝑗

(3.23)

where K is the number classes, 0 ≤ 𝑆𝑟 (𝑥) ≤ 1 and ∑𝑘𝑗=1 𝑆𝑗 = 1. The softmax function is
usually considered as the multi-class generalization of the sigmoid function [154].
•

Classification Layer: A classification layer calculates the cross-entropy loss function for
a multi-class classification problem where classes are mutually exclusive. The
classification layer uses the output of the softmax layer to assign each input to one of the
K mutually exclusive classes. The cross-entropy function is shown below [154]:
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𝑁

𝑙𝑜𝑠𝑠 = − ∑

𝐾

∑
𝑖=1

𝑗=1

𝑡𝑖𝑗 𝑙𝑛 𝑆𝑖𝑗

(3.24)

where N is the total number of samples, K is the total number of classes, 𝑡𝑖𝑗 is an indicator
variable that shows the true value if 𝑖th sample belongs to the 𝑗th class, and 𝑆𝑖𝑗 is the output
of the softmax layer for sample 𝑖 and class j.
3.3.3

Model (I): Defect Prediction
There are many ways to design a CNN and it is the designer's choice on how to design the

layers and assign the parameters. In this paper, a simple design of CNN is used that provides
reasonable accuracy. The objective of CNN is to learn the defective behavior from processed melt
pool images. In this section, at first, the design of the CNN used in this paper is provided and
afterward, the possible training options are mentioned. By using the different layers defined in the
previous section, the design mentioned in Table 3.1 is used in this paper. The details of the CNN
design are mentioned in the modeling results section.
The next step is training the network based on the available samples. Before the training,
several options are required to be defined such as the solver for training the network, initial
learning rate, the maximum number of epochs, and validation procedure. The final output of the
CNN is the label for each image, whether the image is healthy, small anomaly, or large anomaly.
This classification provides the information required to build the fatigue prediction model.
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Table 3.1

The proposed design of the convolutional neural network (CNN)

#
1

Layer Name
Input Image Layer

2

Convolutional Layer 1

3
4
5

Batch Normalization Layer
ReLU Layer
Max-pooling Layer 1

6

Convolutional Layer 2

7
8
9

Batch Normalization Layer
ReLU Layer
Max-pooling Layer 2

10

Convolutional Layer 3

Pool size: 𝑝2 × 𝑝2
Stride: 𝑝𝑠2 × 𝑝𝑠2
Filter size: 𝑓3 × 𝑓3
The number of filters: 𝑓𝑛3
Stride: 𝑐𝑠3 × 𝑐𝑠3

11
12
13
14
15
16

Batch Normalization Layer
ReLU Layer
Fully Connected Layer 1
Fully Connected Layer 2
Softmax Layer
Classification Layer

Output size: 𝑜𝑠1
Output size: 𝐾

3.4

Details
𝐼1 × 𝐼2 × 1
(image width) × (image height)
× (channels)
Filter size: 𝑓1 × 𝑓1
The number of filters: 𝑓𝑛1
Stride: 𝑐𝑠1 × 𝑐𝑠1

Pool size: 𝑝1 × 𝑝1
Stride: 𝑝𝑠1 × 𝑝𝑠1
Filter size: 𝑓2 × 𝑓2
The number of filters: 𝑓𝑛2
Stride: 𝑐𝑠2 × 𝑐𝑠2

Phase (II) Modeling: Defect-Fatigue Relationship
Phase I helped to identify the defect distribution within an AM part using thermal history.

In phase II, the objective is to extract the defect features from predicted defect distribution and use
it to predict the fatigue life of the part. This phase is divided into four steps, (1) extracting defect
characteristics, (2) Fatigue Curve Representation, and (3) fatigue life prediction (models II and
III). These topics are elaborated upon in the following subsections.
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3.4.1

Extracting Defect Related Features
Defects are voids within a manufactured part that seriously affect its mechanical behavior.

To present the intensity and spatial-distribution of defects, two features, defect size, and nearest
neighbor distance, are utilized [40]. These features are further used to predict the fatigue life.
3.4.1.1

Defect Size
The defect size is the first feature demonstrating the size of the largest defect in the material

at the scale of a micrometer. This variable is mentioned by the name 𝑝𝑠𝑖𝑧𝑒 throughout the paper. It
is highly probable for the crack to initiate at the location of the largest defect, that is the reason
why one of the features is allocated to the size of the largest defect.
Calculation: The output of the defect prediction model (model (I)) is a discrete value such
as small or large defects. Therefore, the exact magnitude of the largest defect is unavailable. The
approximate approach to determine the 𝑝𝑠𝑖𝑧𝑒 is to choose the average size of the large defects seen
in the current samples as the maximum size of the defect in the material (400 microns). In case
that there is no large defect, the mean value of the size of the small defects is sufficient (100
microns). This approach is identical to choosing an upper bound for 𝑝𝑠𝑖𝑧𝑒 which leads to a lower
bound for fatigue life. Future research can focus on how to accurately predict the defect size instead
of small or large classification.
3.4.1.2

Nearest Neighbor Distance
Nearest neighbor distance (NND) is a feature to characterize the spatial distribution of the

defects. This feature is mentioned by the name 𝑝𝑛𝑛𝑑 throughout the paper. The more defects are
located near each other, the less value of the NND, leading to poor fatigue life. Additionally, the
distance of a defect from the surface plays a critical role in measuring NND. A near-surface defect
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is more likely to reduce fatigue life; hence, decreasing the value of NND. The approximate
approach to calculate NND involves defining a neighboring criterion. In this study, the defects,
within the 4𝐷𝑖 radius of defect 𝑖, are assumed to be neighbors of defect i. Having neighboring
criteria in hand, neighbors of each defect can be determined (𝑁𝑁𝑖 ). By measuring the distance
between each defect and its neighbors (𝐷𝐷𝑖𝑗 : 𝑗 ∈ 𝑁𝑁𝑖 ), the average neighboring distance between
defects ̅̅̅̅
𝐷𝐷𝑖 can be calculated. Similarly, the distance to the nearest surface of each defect (𝐷𝑆𝑖 ) is
calculated as well. The minimum value for both min 𝐷𝑆𝑖 and min ̅̅̅̅
𝐷𝐷𝑖 is calculated and their
𝑖

|𝑁𝑁𝑖 |≥5

minimum is min (𝑑𝑑𝑚𝑖𝑛 , 𝑑𝑠𝑚𝑖𝑛 ) is set to be the approximate value of 𝑝𝑛𝑛𝑑 .
Calculation: As mentioned for 𝑝𝑠𝑖𝑧𝑒 , the output of the model I defines each defect as small
or large. Other than defect features, two microstructural characteristics are used in this study to
account for the grain effect of fatigue life prediction. Grain size (𝑔𝑠𝑖𝑧𝑒 ) and grain misorientation
(𝑔𝑚𝑜 ) are considered as design parameters and can be determined from historical experiments.
Having these four features in hand, the fatigue life prediction model can be developed.
3.4.2

Fatigue Curve Representation
Predicting a curve from multiple parameters is a challenging task. One effective approach

is to represent a curve with a parametric function. Predicting coefficients of a parametric function
is a much more effective approach where the number of parameters is much smaller than the
number of data points within the fatigue curve. Additionally, the number of cycles (𝑁𝑡𝑜𝑡𝑎𝑙 ) for
different strains in a fatigue curve are scattered between 1 and 108 . Fitting a parametric function
to this data is extremely inefficient and has a large fitting error. To solve this issue, the natural
logarithm of the 𝑁𝑡𝑜𝑡𝑎𝑙 is used which makes it suitable for parametric modeling.

71

In this study, a family of polynomial functions is used to fit the fatigue curves as shown
here.
𝑓(𝜀𝑎 ) = 𝑎0 + 𝑎1 𝜀𝑎1 + ⋯ + 𝑎𝑄 𝜀𝑎𝑄 + 𝜖 = ∑𝑄𝑞=0 𝑎𝑞 × 𝜀𝑎𝑞 + 𝜖

(3.25)

where 𝜀𝑎 is the given strain range, 𝜖 is the error term, 𝑎𝑞 is the coefficient of the polynomial term
𝜀𝑎𝑞 , Q is the total degree of polynomial function and 𝑓(𝜀𝑎 ) is the function of predicting fatigue life
which is equal to the logarithm of 𝑁𝑇𝑜𝑡𝑎𝑙 . The degree of the polynomial vastly affects the output
of parametric modeling. Choosing a small Q creates a function lacking the power to truly represent
the fatigue curve, and for a large Q, the function becomes unnecessarily complex and may overfit
the curve. Thus, the best value for Q is the minimum value that satisfies a high adjusted R-squared
and aptly correlated the functional fatigue parameters to the input features. After representing the
fatigue curve with functional parameters, the next step is to build a model to predict them from
defect features and grain characteristics.
3.4.3

Fatigue Life Prediction Models
In this section, two models are represented to predict the fatigue curve parameters,

introduced in the previous section, from defect features and grain characteristics. The input to both
models is from feature space and the output is from polynomial coefficient space (fatigue curve
parameters). The first model is a simple Stepwise Linear Regression (SLR) model where efficient
(the criterion is discussed further in the paper) features from feature space are added to the model
in a step-by-step manner. The second model is a probabilistic model named Gaussian Process
Regression (GPR) where all the features from feature space are considered for training the model.
First, the feature space, both input, and output, is defined, and later, both models are discussed in
detail.
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Main variables in feature space are defect size (𝑝𝑠𝑖𝑧𝑒 ), nearest neighbor distance (𝑝𝑛𝑛𝑑 ),
grain size (𝑔𝑠𝑖𝑧𝑒 ) and grain misorientation (𝑔𝑚𝑜 . The input feature space (X) contains the solo,
interactive, and quadratic effect of features as shown below:
•

Main effect: 𝑝𝑠𝑖𝑧𝑒 , 𝑝𝑛𝑛𝑑 , 𝑔𝑠𝑖𝑧𝑒 , 𝑔𝑛𝑛𝑑

•

Interactive effect: 𝑝𝑠𝑖𝑧𝑒 × 𝑝𝑛𝑛𝑑 , 𝑝𝑠𝑖𝑧𝑒 × 𝑔𝑠𝑖𝑧𝑒 , … , 𝑔𝑠𝑖𝑧𝑒 × 𝑔𝑛𝑛𝑑

•

2
2
2
2
Quadratic effect: 𝑝𝑠𝑖𝑧𝑒
, 𝑝𝑛𝑛𝑑
, 𝑔𝑠𝑖𝑧𝑒
, 𝑔𝑛𝑛𝑑

The output space contains the polynomial coefficients {𝑎1 , … , 𝑎𝑄 } extracted from section
3.4.2. The general formulation of this methodology is represented as the following equations:
𝑎𝑞 = 𝐺𝑞 (𝑋) + 𝜖,

∀ 𝑞 ∈ 0,1, … , 𝑄

(3.26)

where 𝑎𝑞 is the q-th polynomial coefficient, X is the variables from feature space (main, interactive
and quadratic effect), 𝜖 is the error and 𝐺𝑞 is the function that models the relationship between the
feature space and the q-th order polynomial coefficient. Overall, it is required Q functions to
finalize the model. 𝐺𝑞 can be either SLR or GPR. The next two subsections will discuss the details
of these two models to predict the polynomial coefficients from input space features.
3.4.3.1

Model (II.1): Stepwise Linear Regression (SLR)
Stepwise linear regression (SLR) is a model that automatically adds or removes the

explanatory variables based on a predefined criterion [155]. The criterion can be chosen from
multiple choices such as a change in the sum of squared error, an increase in the value of Rsquared, or an increase in the value of adjusted R-squared. The criterion chosen in this paper is
adjusted R-squared with a determined threshold. If the increase in adjusted R-squared is greater
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than the threshold, the candidate variable is added to the model. The step-by-step algorithm is
shown in Figure 3.4

Figure Error! No text of specified style in document.-1: The flowchart of stepwise linear
Figure 3.4
3.4.3.2

algorithm
Final regression modelsregression
are examined
in the experimental results section.
Modell (II.2): Gaussian Process Regression (GPR)

Linear regression used in the previous section offers models with virtues like the simplicity
of implementation and interpretation. The main drawback is that it has limited flexibility where
the relationship between input and output variables cannot be approximated as a linear function.
Gaussian Process Regression (GPR) is a powerful non-parametric probabilistic model that offers
flexibility to model nonlinear relationships. Assume that the training set contains the data in the
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form of {(𝒙𝑖 , 𝑎𝑖𝑗 ); 𝑖 = 1,2, … , 𝑛} where 𝒙𝑖 ∈ ℛ 𝑑 is from feature space and 𝑎𝑖𝑗 ∈ ℛ: 𝑗 = 1, … , 𝑄 is
one of the polynomial coefficients.
A GPR explains the response using latent variables 𝑙(𝒙𝑖 ); 𝑖 = 1, … , 𝑛, from a gaussian
process (GP), and basis functions h. The covariance function between the latent variables captures
the smoothness of the response variable and the basis function h projects the input variables 𝒙𝑖
into a p-dimensional space. A Gaussian process (GP) is a set of random variables where every
finite set of them have joint Gaussian distribution. If 𝑙(𝒙) is a GP, for finite observation set
{𝒙1 , 𝒙2 , … , 𝒙𝑛 ; 𝑥𝑖 ∈ ℛ 𝑑 }, random variables 𝑙(𝒙1 ), 𝑙(𝒙2 ), … , 𝑙(𝒙𝑛 ) have joint Gaussian distribution.
Every GP is determined by its mean 𝑚(𝒙) and covariance function 𝑘(𝒙, 𝒙′). Therefore, if 𝑙(𝒙) is
a GP, then 𝐸[𝑙(𝒙)] = 𝑚(𝒙) and 𝐶𝑜𝑣[𝑙(𝒙), 𝑙(𝒙′ )] = 𝐸[(𝑙(𝒙) − 𝑚(𝒙))(𝑙(𝒙′ ) − 𝑚(𝒙′ ))] =
𝑘(𝒙, 𝒙′). Now the GPR model becomes the following equation.
ℎ(𝒙)𝑇 𝛽 + 𝑙(𝒙)

(3.27)

where 𝑓(𝒙) are from a GP with mean zero and covariance 𝑘(𝒙, 𝒙′), ℎ(𝒙) are the set of basis
functions that transform every observation 𝒙 from original space ℛ 𝑑 into a new feature vector
space ℛ 𝑝 and 𝛽 is a 𝑝 × 1 vector of coefficients for basis function. This model represents a GPR
and one instance of response can be modeled as
𝑃(𝑎𝑖𝑗 |𝑙(𝑥𝑖 ), 𝑥𝑖𝑗 )~𝑁(𝑎𝑖 |ℎ(𝒙)𝑇 𝛽 + 𝑙(𝒙), 𝜎 2 )

(3.28)

which demonstrates the probabilistic nature of GPR. More details of GPR can be found in [156].
All the hyperparameters of the GPR model are optimized to minimize the cross-validation loss.
These hyperparameters are Basis Function, Kernel Function, Sigma (noise standard deviation),
and Standardization. A limited-memory Broyden–Fletcher–Goldfarb–Shanno (L-BFGS)
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algorithm is used to optimize the abovementioned model parameters. More details for L-BFGS
can be found in chapter 7 of the Numerical optimization book [157].
3.5

Uncertainty Analysis
In this section, the goal is to model the effect of phase (I) error on the output of phase (II),

fatigue life. In other words, how would misclassification of phase (I) classifier affects the defectrelated features and how much would it change the final fatigue life.
Assume that the number of actual large and small defects are shown with 𝑁 𝐿 and 𝑁 𝑆
respectively. 𝑃𝑖𝐿 is the probability that large defect i is classified as large. Similarly, 𝑃𝑖𝑆 is the
probability that small defect i is classified as small. If there exists a large defect inside the part, the
presence of small defects do not affect the 𝑝𝑠𝑖𝑧𝑒 . The probability that neither of the large defects is
𝐿

classified as large is ∏𝑖𝑁 (1 − 𝑃𝑖𝐿 ). For the proposed defect prediction model, if this probability is
near zero, it means that the model is classifying at least one large defect correctly. In case that
there is no large defect within the material, a similar approach can be applied with small defect
𝐿

𝐿
probabilities 𝑃𝑖𝑆 . Moreover, at the presence of the condition ∏𝑁
𝑖 (1 − 𝑃𝑖 ) ≈ 0, the calculation of

𝑝𝑠𝑖𝑧𝑒 is robust to misclassifications. The values assigned for 𝑝𝑠𝑖𝑧𝑒 along with their probabilities are
in Table 3.2.
Table 3.2

The probability table for 𝑝𝑠𝑖𝑧𝑒
𝑝𝑠𝑖𝑧𝑒

Probability

400

𝐿
1 − ∏𝑁
𝑖 (1 − 𝑃𝑖 )

100

𝑆
𝐿
𝑁
∏𝑁
𝑖 (1 − 𝑃𝑖 ) × (1 − ∏𝑖 (1 − 𝑃𝑖 ))

The model fails to identify

𝑆
𝐿
𝑁
∏𝑁
𝑖 (1 − 𝑃𝑖 ) × ∏𝑖 (1 − 𝑃𝑖 )

𝐿

𝐿

𝑆

𝐿
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𝑆

A similar approach is applied for 𝑝𝑛𝑛𝑑 using the same notation. Two tables are required to
calculate 𝑝𝑛𝑛𝑑 , first one is for distance to the surface of the defects and the second one is for the
clustered average distance between neighboring defects. The probabilities are calculated separately
for both tables. Assume that 𝑃𝑖 = 𝑃𝑖𝐿 + 𝑃𝑖𝑆 is the probability of predicting defect i. Comparing the
value of 𝑃𝑖𝐿 with 𝑃𝑖𝑆 defines the diameter of the defect for neighboring criterion (𝑃𝑖𝐿 > 𝑃𝑖𝑆 → 𝐷𝑖 =
400). Table 3.3 is created for distance to the surface of every predicted defect where defects are
sorted based on their 𝐷𝑆𝑖 in an ascending order.
Table 3.3

The probability table for 𝑝𝑛𝑛𝑑 based on distance to the surface
𝑖
1
2
3
𝑖

𝐷𝑆𝑖
𝐷𝑆1
𝐷𝑆2
𝐷𝑆3
⋮
𝐷𝑆𝑖
⋮

Probability of defect i
𝑃1
𝑃2 (1 − 𝑃1 )
𝑃3 (1 − 𝑃2 )(1 − 𝑃1 )

The model fails to identify

+𝑁
∏𝑁
(1 − 𝑃𝑗 )
𝑗=1

𝑃𝑖 ∏𝑖−1
𝑗=1(1 − 𝑃𝑗 )
𝐿

𝑆

If defect 𝑖 is not detected from thermal analysis, the algorithm moves to the second defect
with the smallest distance to surface. In this case, the 𝑝𝑛𝑛𝑑 increases by 𝐷𝑆𝑖+1 − 𝐷𝑆𝑖 , without
considering the table for the average neighboring distance between defects. Table 3.4 is built for
the average neighboring distance between defects where they are sorted by ̅̅̅̅
𝐷𝐷𝑖 in an ascending
order. It is important to mention that only defects with at least 5 neighbors are considered. Set
𝑁𝑁𝑖𝑘,𝑙 is the 𝑙th combination set of choosing k neighbors from neighbor set 𝑁𝑁𝑖 .
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Table 3.4
𝑖
1
2
3

The probability table for 𝑝𝑛𝑛𝑑 based on the average neighboring distance between
defects
̅̅̅̅
𝐷𝐷𝑖
̅̅̅̅1
𝐷𝐷
̅̅̅̅
𝐷𝐷2
̅̅̅̅
𝐷𝐷3

Probability of defect i
𝑃1
𝑃2 (1 − 𝑃1 )
𝑃3 (1 − 𝑃2 )(1 − 𝑃1 )

Probability of |𝑁𝑁𝑖 | ≥ 5
⋮
⋮
⋮
⋮

⋮
𝑖

̅̅̅̅
𝐷𝐷𝑖

⋮
Fails to identify

𝑃𝑖 ∏𝑖−1
𝑗=1(1 − 𝑃𝑗 )

|𝑁𝑁 |

|𝑁𝑁𝑖 |
(
)

∑𝑘=5𝑖 ∑𝑙=1𝑘

∏𝑗∈𝑁𝑁𝑘,𝑙 𝑃𝑗 ∏𝑗∈𝑁𝑁 −𝑁𝑁𝑘,𝑙(1 − 𝑃𝑗 )
𝑖

𝑖

𝑖

⋮
O.W.

O.W.

According to Table 3.4, defect 𝑖 is detected with a probability 𝑃𝑖 ∏𝑖−1
𝑗=1(1 − 𝑃𝑗 ). To be
considered as an effective defect in the algorithm of NND, at least 5 of its neighbors should be
|𝑁𝑁 |

identified with probability ∑𝑘=5𝑖 ∏𝑗∈𝑁𝑁𝑘 𝑃𝑗 ∏𝑗∈𝑁𝑁𝑖 −𝑁𝑁𝑘(1 − 𝑃𝑗 ). Thus, the overall probability of
𝑖

𝑖

|𝑁𝑁𝑖 |
assigning the value ̅̅̅̅
𝐷𝐷𝑖 to 𝑝𝑛𝑛𝑑 is 𝑃𝑖 ∏𝑖−1
𝑗=1(1 − 𝑃𝑗 ) ∑𝑘=5 ∏𝑗∈𝑁𝑁 𝑘 𝑃𝑗 ∏𝑗∈𝑁𝑁𝑖 −𝑁𝑁 𝑘 (1 − 𝑃𝑗 ). In case
𝑖

𝑖

that defect 𝑖 goes undetected, the next smallest value in the table is chosen. It is important to
mention that these two tables for 𝐷𝑆𝑖 and 𝐷𝐷𝑖 should be considered together while choosing a
value for 𝑝𝑛𝑛𝑑 .
Assume that the change in 𝑝𝑠𝑖𝑧𝑒 and 𝑝𝑛𝑛𝑑 are shown with Δ𝑠𝑖𝑧𝑒 and Δ𝑛𝑛𝑑 . Using the 𝐺𝑞 (𝑋)
function, the new polynomial fatigue coefficients can be derived using the following equation:
𝑎̂𝑞 = 𝐺𝑞 (𝑋̂) + 𝜖

(3.29)

̂ contains the new defect features as 𝑝̂ 𝑠𝑖𝑧𝑒 = 𝑝𝑠𝑖𝑧𝑒 + Δ𝑠𝑖𝑧𝑒 and 𝑝̂ 𝑛𝑛𝑑 = 𝑝𝑛𝑛𝑑 + Δ𝑛𝑛𝑑 .
where 𝑋

Incorporating the new fatigue polynomial coefficients into the fatigue function, the new fatigue
curve is generated. The difference between these two curves for a giving strain value is the change
in fatigue life due to misclassification.
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𝛥𝑙𝑖𝑓𝑒 (𝜀𝑎 ) = 𝑒𝑥𝑝 𝑓̂(𝜀𝑎 ) − 𝑒𝑥𝑝 𝑓(𝜀𝑎 ) = 𝑒𝑥𝑝 ∑

𝑄

𝑎̂𝑞 𝜀𝑎𝑞 − 𝑒𝑥𝑝 ∑

𝑞=0

𝑄

𝑎𝑞 𝜀𝑎𝑞

(3.30)

𝑞=0

Further in the paper, the effect of change in 𝑝𝑠𝑖𝑧𝑒 and 𝑝𝑛𝑛𝑑 due to misclassification is
numerically examined.
3.6

Modeling Results and Validation
The objective of this section is to examine the performance of the proposed multiphase

methodology to see if the defect prediction based on thermal history can be used to accurately
predict fatigue life. The validation procedure is demonstrated in Figure 3.5 where blue rounded
rectangles are the proposed methodology and the red rectangles are the traditional procedure.
According to Figure 3.5, two separate validation procedures are used to examine the performance
of the proposed methodology.
Following are the description of the datasets used for the validation:
•

Thermal images: Thermal images are collected from a direct laser deposition (DLD)
process where an OPTOMEC LENS™ 750 machine (with a 1 kW Nd: YAG laser) was
used to fabricate Ti–6Al–4V cylinders. This dataset is a collection of thermal images,
captured by a co-axial pyrometer camera, carrying the main information about the build
process. The laser has used a uni-directional scan pattern with 15 tracks per layer and a
finishing contour path. There is a hatch rotation of 180 degrees between consecutive layers.
The experimental setup of the laser machine is as follows:
▪

Laser power:

300 (W)

▪

Laser travel speed:

40 (ipm)

▪

Powder flow rate:

3 (rpm)
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•

▪

Layer thickness:

0.015 (in)

▪

Hatch distance:

0.02 (in)

Defect information: Defect characteristics such as defect size and location are obtained
using microstructural examination and X-ray computed tomography (CT) scans. The Xray images are collected using the Volume Graphics Software and examined using the
myVGL application. This dataset is used to validate the thermal-defect model (Phase (I)).

•

Fatigue experiments: Fatigue experiments are highly costly and time-consuming; therefore,
the MSF model is calibrated based on experimental data on Ti–6Al–4V [158], [159].
Afterward, the MSF model is used to estimate a range of possible fatigue lives based on
different combinations of defect size, NND, grain size, and grain misorientation. These
experiments are used to validate the defect-fatigue model (Phase (II)).

Figure 3.5
3.6.1
3.6.1.1

Validation overview of the proposed methodologies.
Phase (I) Validation: Thermal-Defect Model
Dataset Description

Thermal history carries the main information about the process signature and here, it is
used to predict the relative size of defects. Thermal history is a set of high-resolution images of
melt pools captured by a thermal camera, called the pyrometer camera. These melt pool images
have different shapes and sizes which makes the comparison of melt pool images extra hard and
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less meaningful. To amend this issue, melt pool images are transformed from cartesian to the
spherical coordinate system. The pyrometer camera captures the images in a frame with size
752 × 480 which can be cropped to smaller images with more concentration on the peak of melt
pools. The current cylinder dataset contains 69 layers of 2827 melt pool images, each with size
80 × 80 pixels. The location of melt pools is known with three parameters, x-location, y-location,
and layer number. Out of the 2827 melt pools, 2634 are flagged normal, 110 are flagged with a
small defect, and 83 are flagged with a large defect. The threshold to divide defects into small and
large is 200 microns, comparing the major axis length. All the transformed melt pools are
converted into single-channel (grayscale) images.
Before training the CNN model, it is important to show the lack of accuracy of regression
models to predict the defect size. As mentioned before, most samples have zero sizes, and there is
not enough proof that there is a linear relationship between melt pool characteristics and defect
size. Therefore, a classification technique is incorporated to distinguish between trivial small
defects and large ones. The performance of different regression methods to predict the defect size
is shown in Table 3.5, where the models’ performance is poor.
Table 3.5

3.6.1.2

Regression results for 5-fold cross-validation for predicting the defect size
Model

RMSE R-Squared

Linear Regression

0.0823

-0.04

Support Vector Machine

0.0642

0.37

Gaussian Process Regression 0.0566

0.51

Model (I): Defect Prediction by CNN
The specific architecture of CNN is mentioned in Table 3.6. The model is using a solver

named stochastic gradient descent with momentum (SGDM) to train the network. The initial
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learning rate is 0.01, the maximum number of epochs is ten, and the validation frequency is every
ten iterations. To prevent CNN from overfitting, 20 percent of the training dataset is used to
validate the network based on predefined validation frequency. Due to the unbalanced number of
samples in classes, a stratified data split approach is incorporated to preserve the percentage of
samples for each class in sub-sets.
Table 3.6

The detailed design of the convolutional neural network

#
1

Layer Name
Input Image Layer

Details
25 × 25 × 1

2

Convolutional Layer 1

Filter size: 3 × 3
The number of filters: 8
Stride:1× 1

3
4
5

Batch Normalization Layer
ReLU Layer
Max-pooling Layer 1

6

Convolutional Layer 2

7
8
9

Batch Normalization Layer
ReLU Layer
Max-pooling Layer 2

10

Convolutional Layer 3

Pool size: 2 × 2
Stride: 2 × 2
Filter size: 3 × 3
The number of filters: 32
Stride: 1 × 1

11
12
13
14
15
16

Batch Normalization Layer
ReLU Layer
Fully Connected Layer 1
Fully Connected Layer 2
Softmax Layer
Classification Layer

Output size: 6
Output size: 3

Pool size: 2 × 2
Stride: 2 × 2
Filter size: 3 × 3
The number of filters: 16
Stride: 1 × 1
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6-fold cross-validation is used to examine the performance of the proposed model. The
accuracy metrics used to examine the performances of the classification are precision, recall, and
f-score. The formulation behind these metrics is shown as the following equations.
𝑅𝑒𝑐𝑎𝑙𝑙 =

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =

(3.31)

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

F − Score = 2 ×

(3.32)
(3.33)

Precision × Recall
Precision + Recall

True or false terms illustrated the correct and incorrect prediction of the classification
algorithm, respectively; positive and negative terms illustrate the objective class of the algorithm
at the time (healthy, small defect, or large defect) and the opposing classes, respectively. The
averaged confusion matrix alongside averaged accuracy metrics is reported in Table 3.7.
The averaged f-score for healthy, small defect, and large defect classes are 99%, 74%, and
72%, respectively. Considering the small number of anomalous samples, the reported accuracy
metrics are acceptable.
Table 3.7

The classification performance report
#

Target Class

Healthy
Small defect
Large defect
Recall

Output Class
Small defect
Large defect
2
1
13
2
2
9
76%
75%

Healthy
435
3
2
99%

Precision
99%
72%
69%
82%

To further investigate the accuracy of the model (I), the Receiver Operating Characteristic
(ROC) curve of the classification model is plotted. The ROC curve is a graphical measure that
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demonstrates the diagnostic ability of a binary classifier by varying the discrimination threshold.
The ROC curve can be created by plotting the True Positive Rate (TPR) against the False Positive
Rate (FPR) for different threshold values. TPR is known as the recall factor, introduced above,
and FPR is known as the probability of false alarm (type I error) [160]. The ROC graph depicts
the tradeoffs between TPR (benefits) and FPR (costs). The best possible classification model
would result in a ROC curve with a point in the upper left corner (100 % recall). Additionally, a
random guess classifier would yield a diagonal line from the bottom left to the top right corner
which is called the “no-discrimination” or “chance” line. The ROC curve of a fair classification
model should lie between the random and the best possible curves. Moreover, the area under the
curve (AUC) is a measure that calculates the area under the ROC curve. AUC demonstrates the
probability of ranking a randomly chosen positive instance higher than a randomly chosen negative
instance by the classifier. Greater AUC means better average performance [160]. The ROC
response of 6-fold cross-validation is shown in Figure 3.6. The AUC of different folds for all of
the classes is near one.

Class: Healthy

(a)

Figure 3.6

Class: Small defect

(b)

Class: Large defect

(c)

The 6-fold cross-validation of ROC response for (a) Healthy label, (b) small defect
label and (c) large defect label for CNN classifier.
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3.6.2

Phase (II) Validation: Fatigue Life Prediction
In this section, the fatigue prediction models defined earlier are implemented using

generated experiments. Prediction accuracy, as well as model performances, are analyzed. In the
following section, experiment generation is discussed and both proposed models are implemented
along with their results.
3.6.2.1

Experiment Generation
Fatigue experiments are expensive and extremely time-consuming. There are not enough

fatigue specimens in hand from an additive manufacturing process to train a reliable prediction
model. Thus, the MSF model is calibrated based on experimental data on Ti–6Al–4V, and different
combinations of defect size, NND, grain size, and grain misorientation are used to estimate a range
for the fatigue life of Ti–6Al–4V material. For this purpose, the acceptable range of these features
is defined based on the defect statistics determined through fractography and microstructural
examination of the fatigue specimens. These ranges are shown in Table 3.8.
Table 3.8

The acceptable range of defect and microstructural feature
Feature
Range
Unit
[5 − 750] microns
𝑝𝑠𝑖𝑧𝑒
𝑝𝑛𝑛𝑑 [5 − 400] microns
[5 − 200] microns
𝑔𝑠𝑖𝑧𝑒
[1 − 30] Degree
𝑔𝑚𝑜

Figure 3.7 illustrates the maximum change in fatigue life for each feature while keeping
the other three features at their mean value. After defining the feature range, a full factorial design
of the experiment is incorporated to model the feature space effectively. For the full factorial
design, three levels for each feature is chosen, leading to 3𝑘=4 training samples. Each training
sample is generated using the microstructure-based multistage fatigue (MSF) model developed by
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McDowell et al. [40]. The remaining parameters of the MSF model are kept at a constant level,
specifically for the Ti-6AL-4V parts. These parameters can be found in Appendix A.

Figure 3.7

The maximum change in fatigue life for (a) defect size, (b) nearest neighbor
distance, (c) grain size and (d) grain misorientation.

In addition to the training samples mentioned above, a testing sample set is required to
examine the performance of the proposed methodologies. While a full factorial design is used to
generate training samples, a near-random method, named Latin Hypercube Sampling (LHS), is
used to generate the testing samples. The LHS was described by researchers from Los Alamos
National Laboratory in 1979 [161]. LHS uses the idea behind the Latin square and generalizes it
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to an arbitrary number of dimensions. A Latin square is a 𝑛 × 𝑛 matrix containing n different
symbols where each symbol occurs exactly once in each row and each column.
Assume there exist N variables, and the range of each is divided into M equally probable
intervals. Then, M samples points while satisfying the Latin hypercube requirement where each
specific row and column only contains one sample. This requirement forces each variable to have
the same number of divisions, M. One of the main advantages of the LHS is that the sampling
scheme does not require more samples for more dimensions (variables). For the testing set, each
variable range is divided into 40 intervals leading to 40 samples.
3.6.2.2

Fatigue Models
Each fatigue experiment is represented with a polynomial function. The degree of the

polynomial function is a hyper-parameter and should be chosen based on the training set.
Therefore, a ten fold cross-validation method is incorporated using the training set to choose the
degree of the polynomial for fatigue curve modeling comparing three measures. The first measure
is the root mean square error (RMSE) for predicting the polynomial coefficients. The second
measure is called the error percentage. Error percentage is derived by dividing the magnitude of
error in fatigue life prediction to the maximum range of fatigue life within the training dataset.
Maximum fatigue life is achieved when 𝑝𝑠𝑖𝑧𝑒 , 𝑔𝑠𝑖𝑧𝑒 and 𝑔𝑚𝑜 are at their minimum, and 𝑝𝑛𝑛𝑑 is at
its maximum. Minimum fatigue life is achieved oppositely. Each fatigue curve is created from 101
data points where for each strain value, fatigue life (number of cycles) is recorded. At each data
point, the error percentage is calculated, and afterward, the average error percentage for each
sample is recorded. The third measure is called the dissimilarity score. The dissimilarity score
calculates the resemblance of the predicted fatigue curve to the actual one, and it is defined as the
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standard deviation of error percentage at 101 data points of a fatigue curve. Both error percentages
and dissimilarity scores should be near zero.

Figure 3.8

Illustration of the results of three measures with different degrees of the
polynomial function.

According to Figure 3.8, 𝑄 = 4 is the optimum degree of the polynomial function to
represent each fatigue curve. Subsequently, the accuracy of the model for predicting the
polynomial coefficient and fatigue curves is examined using the testing set. First, the root-meansquare error (RMSE) of both regression models (SLR and GPR) for predicting the polynomial
coefficients are represented. Second, the predicted coefficients are used to construct the fatigue
curves based on the known strain range. Before using SLR or GPR, both input features and output
coefficients are normalized so that performance measures would be comparable. The RMSE
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resulted from predicting output coefficients are illustrated in Table 3.9 where SLR has slightly
better performance.
Table 3.9

RMSE results of predicting the polynomial coefficients
Polynomial coefficients
𝑎4
𝑎3
𝑎2
𝑎1
𝑎0
SLR (model II.1) 0.1559 0.2088 0.1861 0.1854 0.3138
GPR (model II.2) 0.2336 0.3097 0.2718 0.2714 0.3192

Strain (× 10−3 )

rror Percentage ( )

RMSE

S R

𝑁𝑡𝑜𝑡𝑎𝑙
(a)

Figure 3.9

odel

PR

(b)

(a) One sample output where green solid curve is the actual fatigue life, SLR
prediction is shown with blue dotted curve and the GPR prediction is shown with
red dash-dotted curve. (b) The boxplot representation of error percentage for 40
testing samples.

After predicting the coefficients, the fatigue curves are constructed and compared with the
original curves. One sample output along with the boxplot of the error-percentage for all 40 testing
samples are shown in Figure 3.9. According to Figure 3.9, 2 out of 40 for SLR and 3 out of 40
samples for GPR have an error percentage near 20% and the remaining samples have less than
10% error in prediction. Overall, GPR has a slightly better performance compared to the SLR due
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is low error variance. Additionally, one example of the SLR procedure is illustrated in Appendix
B.
3.6.3

Numerical Analysis of the Uncertainty
In this section, a numerical analysis of the uncertainty in defect prediction and its effect on

fatigue life is provided. For this purpose, the dataset is randomly divided into train, validation, and
test sets, and the prediction probabilities of the samples in the test set are calculated. The test set
has 𝑁𝑆 = 16 small defects and 𝑁𝐿 = 13 large defects. The probability table for 𝑝𝑠𝑖𝑧𝑒 is shown in
Table 3.10. The probability to classify at least one defect is 1, meaning that the model (I) can
classify at least one large defect and therefore the estimated 𝑝̂ 𝑠𝑖𝑧𝑒 is 400 microns. Additionally,
𝐿

𝐿
while the condition ∏𝑁
𝑖 (1 − 𝑃𝑖 ) ≈ 0 holds, the model is robust to misclassification of the small

defects.
Table 3.10

The probability table for 𝑝𝑠𝑖𝑧𝑒 based on classification results
𝑝𝑠𝑖𝑧𝑒

Probability

Value

400

𝐿
1 − ∏13
𝑖 (1 − 𝑃𝑖 )

1

100

16
𝑆
𝐿
∏13
𝑖 (1 − 𝑃𝑖 ) × (1 − ∏𝑖 (1 − 𝑃𝑖 ))

0

The model fails to identify

16
𝑆
𝐿
∏13
𝑖 (1 − 𝑃𝑖 ) × ∏𝑖 (1 − 𝑃𝑖 )

0

The probability table for 𝑝𝑛𝑛𝑑 based defects’ distance to the surface is provided in Table
3.11. The probability table for defects’ distance to distance is not provided due to the scatteredness
of the defects. Therefore, 𝐷𝐷𝑖 is insignificant compared to 𝐷𝑆𝑖 , and Table 3.11 can be used for an
approximation of 𝑝𝑛𝑛𝑑 . According to Table 3.11, while the probability of the first defect is less
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than 0.5, the second defect is used for NND calculation. Thus, the estimated 𝑝̂𝑛𝑛𝑑 is equal to 26
microns.

Table 3.11

The probability table for 𝑝𝑛𝑛𝑑 based on distance to the surface of classification
results
𝑖
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29

𝐷𝑆𝑖 (mm)
0.021
0.026
0.028
0.030
0.033
0.034
0.036
0.036
0.037
0.037
0.039
0.117
0.134
0.199
0.221
0.227
0.402
0.404
0.507
0.521
0.561
0.728
0.766
0.835
0.910
0.925
0.959
1.767
1.857
The model Fails to identify
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𝑝𝑠𝑖𝑧𝑒 Probability of defect 𝑖
1.92E-01
400
8.05E-01
100
1.27E-03
400
1.99E-03
400
8.55E-07
400
1.03E-07
100
3.58E-12
100
1.57E-16
100
3.79E-16
400
2.66E-18
400
7.51E-20
400
6.93E-21
100
1.28E-21
100
8.68E-23
400
2.12E-25
100
1.55E-27
400
3.54E-28
400
2.45E-30
100
1.52E-33
100
2.51E-35
100
1.18E-37
100
3.28E-38
100
4.46E-39
400
4.19E-40
400
2.31E-41
400
7.79E-43
100
1.12E-43
400
1.53E-44
400
1.96E-45
100
1.82E-47

The actual values of 𝑝𝑠𝑖𝑧𝑒 and 𝑝𝑛𝑛𝑑 are 477 and 21 microns, respectively, for the test set.
The changes in these two variables are Δ𝑠𝑖𝑧𝑒 = 𝑝̂ 𝑠𝑖𝑧𝑒 − 𝑝𝑠𝑖𝑧𝑒 = 400 − 477 = −77 𝜇𝑚 and
Δ𝑛𝑛𝑑 = 𝑝̂ 𝑛𝑛𝑑 − 𝑝𝑛𝑛𝑑 = 26 − 21 = 5 𝜇𝑚. The fatigue life resulted from these two sets of defect
parameters is calculated where grain features are kept constant at their mean values (𝑔𝑠𝑖𝑧𝑒 = 100,
𝑔𝑚𝑜 = 15). The final results are illustrated in Figure 3.10, where the average fatigue life error is
298 and 276 cycles for GPR and SLR, respectively.

Figure 3.10
3.7

The effect of classification uncertainty on the fatigue life of a numerical sample.

Conclusion
One of the main challenges that AM processes are facing is the uncertainty in the structural

performance of AM parts. This issue has been a major barrier in front of the wider adoption of AM
by industries. This uncertainty can be seen in different modes of failure, especially fatigue failure,
the major failure mode in different industries. The amount and distribution of defects alongside
microstructural features play a crucial role in characterizing the fatigue life of AM parts. Thus, it
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is necessary to develop a successful in-situ qualification and certification methodology to not only
identify the formation of defects but also characterize the fatigue life based on detected defects.
In this paper, a novel data-driven multi-phase nondestructive in-situ fatigue prediction
methodology is developed to predict the fatigue resistance based on defect characteristics. The
proposed methodology is developed in two phases. The objective of phase (I) is to characterize the
defect features based on in-situ thermal history. Thermal history, i.e. melt pool images, carries the
most important information about the build process; therefore, these images are processed and
utilized as a means to predict the relative defect size. The model (I) demonstrates this procedure
and wraps it up by training a classification model that predicts the relative size of the defects (small
or large). The objective of phase (II) is to build the relationship between the defect properties
extracted from phase I and the fatigue behavior based on the MSF model. MSF model was used to
identify the defect-related input features. Each fatigue curve is represented with a parametric
polynomial function, and polynomial parameters are predicted from defect properties and
microstructural features. Stepwise Linear Regression (SLR) and Gaussian Process Regression
(GPR) approaches are used to predict the final fatigue parameters.
The performance of the phase (I) methodology is validated using a cylinder fabricated by
a direct laser deposition process and the Phase (II) model is validated based on MSF fatigue life
simulations. Considering the low number of samples, the proposed methodologies have noticeable
accuracies. Although MSF is a very powerful physics-based prediction model for fatigue lives with
useful utilities, it depends on a handful of parameters to provide a prediction. Additionally, the
AM parts are prone to defects, and identifying the defect-related parameters using the postmanufacturing methods is expensive and time-consuming; therefore, the proposed methodology
significantly accelerates the qualification and certification of additive manufacturing processes.
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Some interesting topics remain open for future research. First, the proposed methodology can be
extended to add a new phase to account for the design-thermal relationship. Second, an inverse
robust design exploration can be developed to generate satisfying design solution.
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CHAPTER IV
GOAL-ORIENTED ROBUST DESIGN EXPLORATION OF ADDITIVE
MANUFACTURING PROCESS CHAIN
4.1

Introduction
The current progress in advanced manufacturing has led to the invention of novel additive

manufacturing (AM) techniques that provide a fabrication capability superior to conventional
manufacturing approaches in many aspects. The main elements are the freedom of design,
reduction in material waste, and cost [2], [148], [162]–[165]. However, the unsatisfied quality
standards, such as process-induced defects, have hindered the broader industrial adoption of AM
processes [31], [32]. Moreover, the variation in the quality of the AM parts due to uncertainty
within the process is one of the major issues [45]. There exist various sources of uncertainty within
an AM process leading to lack of repeatability through propagation and aggregation, where it has
seen that the same process parameters, material choices, and even the same AM machine has led
to significant variation in part qualities [46].
The aforementioned issue of uncertainty can be resolved by uncertainty quantification and
management (robust design) by constructing quality standards as contributing decision factors.
Robust design involves searching for solutions that are relatively insensitive to uncertainty in noise
factors (Type I robust design), control factors (Type II robust design), and the model (Type III
robust design), see [47], [48]. In robust design, we do not extensively investigate the different
decision variables to optimize the end goals, but instead, we focus on searching for solutions that
95

are relatively insensitive to the sources of uncertainty, which does not necessarily require a large
number of iterations [48]. The designer's interest in using the robust design is to provide a range
of ‘satisficing’ solutions that lead to good performance under variability rather than achieving
single-point optimum solutions that are valid for a narrow range of conditions and can perform
poorly under a slight change of conditions. The term "satisficing" stands for the solutions that both
satisfy and suffice the predefined requirements. Current robust models in AM are at their early
stages, and therefore, providing a model for the entire AM process requires a multi-level problem
to account for the modeling of the product quality from input processing parameters through
intermediate models such as melt pool models [54]. Most of the current robust analysis has focused
on a single-level scope by studying the variation in the melt pool [46], [55]–[58], [166]. For
instance, variability in melt pool depth due to uncertainty in laser power was studied by Kamath
[55]. The variability of melt pool geometry due to the uncertainty of laser and the material property
is studied by Lopez et al. [56]. The effect of alloy composition on the material microstructure was
discovered by concentrating on grain evolution at the solidification level by Haines et al. [57].
Tapia et al. proposed an uncertainty propagation model to analyze the distribution of melt pool
dimensions caused by uncertainty in the input process parameters in a laser-based powder bed
fusion (L-PBF) process [58].
Moreover, Wang et al. proposed a data-driven process optimization framework to explore
robust solutions for an electron beam melting (EBM) process of Ti-6Al-4V [60]. They used
simulations from a multi-level multiphysics AM model to build Kriging surrogate models, which
were used to predict temperature profile and material microstructure. This study proposed a fast
multi-level data-driven framework to acquire robust solutions based on grain characteristics. The
limitation of this model is that it does not investigate the effect of studied thermal behavior and
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grain characteristics on mechanical properties such as fatigue life, which directly characterize the
quality and the reliability of the specimens.
In addition to the uncertainty issues of the AM process, the process-induced defects and
poor mechanical performance are essential issues in the area of AM processes. One of the main
mechanical failure modes is called fatigue failure, failure under cyclic loading, which is mainly
due to process-induced defects [30]. Low fatigue life directly decreases the reliability of fabricated
parts, and therefore, fatigue modeling of AM processes has been one of the research interests of
the AM community. Two main fatigue modeling approaches based on defect properties are crackgrowth-based modeling and microstructure-based multistage fatigue modeling. In crack-growthbased modeling, the anomalies and process-induced defects are assumed to be sharp cracks from
the first mission cycle [34], [35]. This method is an appropriate tool to illustrate the relationship
between fatigue resistance and material quality [37]–[39]. The microstructure-based multistage
fatigue modeling directly takes into account the influence of microstructure features into fatigue
life prediction. The fatigue life is calculated in three stages, incubation, short crack growth, and
long crack growth [40], [167]. These methods rely on experiments and physics-based models
where according to the experts in the area of material science and engineering, data analytics and
surrogate modeling provide a third set of powerful tools to establish relationships such as processstructure-property [135], [136]. Seifi et al. proposed a methodology integrating data analytics and
surrogate modeling to establish the process-defect-property relationship [168]. Their model
demonstrates the forward surrogate models to predict fatigue life based on the defect properties
extracted from the in-situ thermal profile. Although this study has extended the state-of-the-art
fatigue models by using data-driven approaches, it is not accounting for the uncertainty within the
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AM process. Therefore, the current study uses a top-down/inverse design exploration model to
achieve a robust solution for fatigue life.
To address the need for designing AM products, we are focusing on the efficacy of a goaloriented, inverse decision-based design method for AM process and product design. From a
systems design perspective, we view the integrated design of materials, products, and advanced
manufacturing processes as the top-down driven, simulation-supported, integrated, decision-based
design exploration of advanced manufacturing process chains to meet specific property and
performance requirements, see [62], [63]. Foundational to our work is the notion that all models
are but abstractions of reality and embody uncertainty. Therefore, we seek satisficing solutions
that are relatively insensitive to uncertainty, see [48], [64]. In this paper, we extend the utility of
the goal-oriented, inverse decision-based design method proposed by Nellippallil et al. [62] for the
additive manufacturing process to find satisficing solutions meeting the performance requirements
of AM products. Our objective in the current study is to use a goal-oriented robust inverse
exploration design, using a similar forward framework [65], to derive the desired input process
parameters that reduce the variability of fatigue-life-related end goals while trying to maximize
them. The choices made for the input process parameter (e.g., laser power, scan speed, etc.) affects
the thermal distribution of fabricated parts (Figure 4.1(a)). As a result of a change in the thermal
distribution, defect distribution changes as well, leading to a change in defect properties (e.g.,
defect size, nearest neighbor distance) influencing the final fatigue life (Figure 4.1 (b)). This
sequence of information flow alongside the decisions made for the initial process affects the end
goals (Figure 4.1 (c)). The ultimate objective of this inverse design framework is to create a datadriven multistage platform to achieve the desired input process parameter of the AM process based
on desired mechanical goals such as fatigue life. Nellippallil et al. the compromise Decision
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Support Problem (cDSP) construct with Design Capability Index (DCI [66]) as the foundational
decision support construct in goal-oriented inverse design method [62]. In this study, given the
fact that there may be a nonlinear relationship between different spaces, a Genetic algorithm with
Design Capability Index (DCI [66]) is used to achieve Type II robust design where the solutions
are relatively insensitive to variations in control factors [48]. The choice of DCI helps the designer
to explore solutions that are robust to model parameter uncertainty.

Figure 4.1

An illustration of spaces involved in the robust design exploration framework.

The remaining of the paper is organized as follows. Section 2 states an overview of the
robust genetic algorithm; section 3 describes the detailed methodology of the inverse robust
design; section 4 contains the results of applying the proposed robust model on an AM process.
Finally, Section 5 is the concluding remarks.
4.2

The Genetic Algorithm with Robust Design Metrics
The Genetic Algorithms (GAs) are groups of adaptive methods that use the principle of

natural selection and survival of the fittest to solve optimization problems. The basics of GAs were
99

first introduced by Holland [169], and it has been studied in several texts. GAs use a similar
analogy to natural behavior where highly fit individuals are given the opportunity to breed by
cross-breeding with other individuals in the population. The offspring produced from crossbreeding share some features from each parent. The least fit individuals are less likely to be chosen
for cross-breeding and eventually die out. The details regarding the formulation and execution of
GAs are available in [170].
4.2.1

Formulation of Design Capability Index
The Design Capability Index (DCI) is a metric used to quantify the robustness of a

system under model parameter uncertainty. DCI captures the amount of safety margin against
system failure caused by uncertainty in design parameters, and it supports type II robust design.
The DCI can be measured in two steps [48]:
•

Step 1: Estimation of response variation due to change in design variables. Assume the
response variable Y, the estimated change in the response variable (Δ𝑌) due to a small
change in design variables 𝒙 = {𝑥1 , 𝑥2 , … , 𝑥𝑛 } can be measured using first-order Taylor
series expansion as
𝑛

𝛥𝑌 = ∑

𝜕𝑓
| | ∙ 𝛥𝑥𝑖
𝑖=1 𝜕𝑥𝑖

(4.34)

where 𝑓 is the surrogate function representing response function based on design variables.
•

Step 2: Measurement of DCI. DCI can be measured using mean response 𝜇𝑦 (calculated
using the mean response model 𝑓0 (𝑥)) and response variation due to change in design
variables Δ𝑌. When the objective is a choice of design of variables for a "larger is better"
goal, a lower requirement limit (LRL) is needed, and for a "smaller is better" goal, an upper
requirement limit (URL) is required. Considering this, the DCI can be calculated as
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𝐷𝐶𝐼 =

𝜇𝑦 − 𝐿𝑅𝐿
𝑈𝑅𝐿 − 𝜇𝑦
𝑜𝑟 𝐷𝐶𝐼 =
𝛥𝑌
𝛥𝑌

(4.35)

when DCI is larger or equal to 1, it means that the chosen design specification satisfies the
design requirements, and the system is robust against the variation in design variables.
Higher DCI represents higher safety against system failure caused by design variable
uncertainty.
Table 4.1

The mathematical formulation of RGA with DCI goals

Given
𝑛, number of design variables
𝑚, number of system goals
𝑘, population size
𝑔, number of generations
R 𝑖 , Lower Requirement Limit (for maximization goals)
UR 𝑖 , Upper Requirement Limit (for minimization goals)
Δ𝑥, Deviation of design variables (for DCI calculation)
Find
𝑥𝑖 , 𝑖 = 1, . . , 𝑛 value of system variables
Satisfy
System constraints:
DCI𝑖 ≥ 1, 𝑖 = 1, … , 𝑚
Bounds:
𝑥𝑖𝑚𝑖𝑛 ≤ 𝑥𝑖 ≤ 𝑥𝑖𝑚𝑎𝑥 , 𝑖 = 1, … , 𝑛
Maximize
System goals (maximization):
𝑓𝑖 (𝑥) = DCI𝑖 (𝑥), 𝑖 = 1, . . , 𝑚
4.2.2

The Genetic Algorithm with Design Capability Index for Robust Design Type II
Problem
The robust genetic algorithm (RGA) used in this study is derived from bundling the GA

with DCI objective functions. GA is an excellent tool for investigating spaces with nonlinear
relationships, and the emphasis of the model is to achieve the target value of the goals as closely
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as possible. The objective function of the RGA is to maximize the DCI goals and thereby explore
solutions that are relatively insensitive to uncertainty. The mathematical formulation of the RGA
for a type II robust design with DCI goals and constraints is mentioned in Table 4.1.
4.3

The Inverse Robust Design of Additive Manufacturing Process
The Additive manufacturing process refers to a flow of information from one process to

another. There exist two types of workflow in the current study. The first workflow refers to the
forward flow of information through the process-defect-structure relationship. The second one is
associated with the inverse decision flow. The current study is focused on the uncertainty
concerned with the inverse design and the models embedded within the AM process. The current
model involves two steps, as shown in Error! Reference source not found. 4.2; Step 1 d
emonstrates the forward flow of information across different phases of the AM process, and Step
2 introduces a robust solution exploration within the inverse flow of information.

Figure 4.2

Illustration of robust design exploration of the inverse framework in two steps.
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4.3.1

Step 1: Forward Modeling and Information Flow
The forward modeling refers to establishing proper models that connect different

Phases/Spaces of AM processes. In forward modeling, the output of each Space serves as the input
of the following Space. Space (I) contains the input process parameters for a laser-based additive
manufacturing process, such as laser power, travel speed, powder flow rate, etc. Space (II) is the
defect characteristics identified through post-fabrication X-ray CT scans, and Space (III) is the
fatigue life represented in the form of the strain-life curve. Two separate surrogate models are
required to establish the forward flow of information. The first model is developed based on the
relationship between process parameters and defect properties. The second model, similar to the
forward model introduced by Seifi et al. [65], aims at establishing the relationship between the
defect properties and fatigue life.
Both surrogate models are developed based on a stepwise linear regression to keep the most
significant features. The significance can be interpreted as a meaningful change in a predefined
criterion while removing or adding a feature to the model. For Space (III), the fatigue life is
expressed as a strain-life curve. Unlike the forward model introduced in [65], where fatigue-life is
estimated in the form of an exponential curve, this paper chooses a different and simple measure
for fatigue life. Instead of representing fatigue life as a strain-life curve, two single point lives are
selected; low-strain and high-strain lives. Two separate surrogate models are required to estimate
these lives directly from defect and grain properties.
4.3.2
4.3.2.1

Step 2: Robust Solution Exploration of Inverse Design
Formulation of RGA i for Space (III)
In this section, the exploration starts from Space (III), fatigue properties. The decision-

based design of Space (III) is formulated using the RGA i, and the decision-based design region is
103

shown as the red area in Figure 4.2, the intersection of different solution spaces. In case that the
defined goals have conflicting behavior, meaning that improving one will deteriorate the other one,
giving preference for each one of them results in different solution regions in Space (III) that satisfy
each goal. While the RGA design mentioned earlier has the robust constraint (DCI𝑖 (𝑥) ≥ 1), the
solution region has a DCI measure greater than one; any solution within this area meets the
requirements of the designer, with the distinction that they may have a different robustness
magnitude (farther the value of DCI from 1, higher the magnitude of the robustness). With all this
in mind, the designer can pick any solution from the solution region, preferably the highest
robustness solution. As mentioned earlier, conflicting goals may lead to different robust regions.
Therefore, a common area of solution can be identified that best satisfice the robust requirements
for all the goals if it exists. Nellippallil et al. [48] discussed three criteria for selecting the best
satisfying robust solution and how the solution is propagated. According to these criteria, in case
two distinct designs from origin space end up with an almost identical solution within the
destination space, three questions are needed to be answered by the designer; which design best
satisfy the designer's preference in (i) origin space, (ii) destination space, and (iii) managing the
potential uncertainty.
4.3.2.2

Formulation of RGA i+1 for Space (II)
After executing RGA i and acquiring the satisficing robust solution region, RGA i+1 is

formulated for Space (II). The RGA i+1 is formulated based on both outputs of the first RGA and
goal requirements of Space (II) in terms of DCI. Using different solution regions in Space (II), the
designer can identify the robust region that satisfies all the end goals, the red region at the
intersection of circles for Space (II) in Figure 4.2. The results of RGA i+1 determine the values in
Space (I) that lead to the robust region in Space (II), the red region in Space (I) in Figure 4.2.
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Using this methodology, the designer can carry out inverse design exploration of the studied
AM process. The advantage of this robust design exploration is understanding the input process
parameters of the laser-based AM process that provide a robust fatigue life.
4.3.3

The RGA design for AM problem
Implementing the robust design framework for the AM process requires extensive

knowledge of the factors involved in the process. While the AM area contains a vast majority of
workflows and processes, the current study aims to identify a robust solution for the processdefect-structure relationship. In order to establish the defect-structure relationship, it is required
first to determine the objective structural property and second, to identify the defect properties
highly correlated to the chosen structural property. Structural integrity can be expressed as fatigue
life, and several studies have focused on identifying the influential parameters in modeling fatigue
life. Based on findings of McDowell et al. [40], fatigue life characterization can be divided into
three different stages, (1) incubation, (2) short crack growth, and (3) long crack growth. By looking
at the governing equation of these stages, Seifi et al. [65] pinpointed the major factors in estimating
fatigue life that can be estimated from the process signature, i.e., thermal history. The defectrelated factors used in this study are defect size (𝑝𝑠𝑖𝑧𝑒 ) and nearest neighbor distance (𝑝𝑛𝑛𝑑 ). 𝑝𝑠𝑖𝑧𝑒
is the size of the largest defect present within the part and 𝑝𝑛𝑛𝑑 is a rough representation of the
spatial distribution of the defects. In addition to these two features, grain features (grain size (𝑔𝑠𝑖𝑧𝑒 )
and grain misorientation (𝑔𝑚𝑜 )) play an important role in characterizing the fatigue life as well.
Therefore, the input space (Space (II)) contains the factor set {𝑝𝑠𝑖𝑧𝑒 , 𝑝𝑛𝑛𝑑 , 𝑔𝑠𝑖𝑧𝑒 , 𝑔𝑚𝑜 } and the
destination space (Space (III)) contains the goals {𝐹𝐿𝑙𝑜𝑤 , 𝐹𝐿ℎ𝑖𝑔ℎ }. The modeling details and
assumptions are demonstrated in Table 4.2.
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Table 4.2

The RGA i design of the AM problem

Given
𝑛 = 4, number of design variables
𝑚 = 2, number of system goals
𝑘 = 200, population size
𝑔 = 500, number of generations
End goal requirements for the AM process
Maximize fatigue life at the
• Low-strain level (𝐹𝐿𝑙𝑜𝑤 )
• High-strain level (𝐹𝐿ℎ𝑖𝑔ℎ )
Maximum limit of
• 𝐹𝐿𝑙𝑜𝑤 is 765000
• 𝐹𝐿ℎ𝑖𝑔ℎ is 1100
Lower bound requirement for
• 𝐹𝐿ℎ𝑖𝑔ℎ is 20000
• 𝐹𝐿ℎ𝑖𝑔ℎ is 30
* the functions are extracted for the case study.
Find
System Variables:
𝑝𝑠𝑖𝑧𝑒 the maximum size of the defect within the fabricated part (𝜇𝑚)
𝑝𝑛𝑛𝑑 the nearest neighbor distance based on the spatial distribution of defects (𝜇𝑚)
𝑔𝑠𝑖𝑧𝑒 grain size or dendrite cell size (𝜇𝑚)
𝑔𝑚𝑜 grain misorientation for the particular alloy (Ti-6AL-4V) (𝑑𝑒𝑔𝑟𝑒𝑒)
Satisfy
System constraints:
DCI𝑖 ≥ 1, 𝑖 = 1, 2
System goals:
• Goal 1: Maximize the DCI of fatigue life at the low strain level
DCI𝐹𝐿𝑙𝑜𝑤 (𝑥)
• Goal 2: Maximize the DCI of fatigue life at the low strain level
DCI𝐹𝐿ℎ𝑖𝑔ℎ (𝑥)
Variable bounds:
5 ≤ 𝑝𝑠𝑖𝑧𝑒 ≤ 750
5 ≤ 𝑝𝑛𝑛𝑑 ≤ 400
5 ≤ 𝑔𝑠𝑖𝑧𝑒 ≤ 200
1≤ 𝑔𝑚𝑜 ≤ 30
Maximize
Maximize the DCI functions (expressed as minimize the negative of DCI functions):
min 𝑓𝐹𝐿ℎ𝑖𝑔ℎ = − DCI𝐹𝐿ℎ𝑖𝑔ℎ (𝑥)
min 𝑓𝐹𝐿𝑙𝑜𝑤 = − DCI𝐹𝐿𝑙𝑜𝑤 (𝑥)
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After defining the features involved in modeling the defect-structure relationship, we can
establish the assumptions and identify the variables for modeling the process-defect relationship.
For this purpose, it is required to specify the major process parameter for the laser-based additive
manufacturing process. Afterward, we can define the RGA i+1 formulation for Space (II). The
design chosen for the experiment of this study contains 11 parameters, namely, plasma powder
(true or false), powder type, powder size distribution, laser power, laser travel speed, powder flow
rate, layer thickness, hatch distance, scan pattern, hatch rotation, and post-process method. The
ranges chosen for each parameter are determined based on historical experiments. The RGA i+1
design for Space (II) and assumptions are illustrated in Table 4.3.
Table 4.3

The RGA i+1 design of the AM process

Given
𝑛 = 11, number of design variables (subject to change after statistical analysis)
𝑚 = 2, number of system goals
𝑘 = 200, population size
𝑔 = 500, number of generations
End goal requirements for the AM process
Minimize 𝑝𝑠𝑖𝑧𝑒
Maximize 𝑝𝑛𝑛𝑑
Target values are defined based on RGA i results
Upper and lower bounds:
• Upper bound requirement for 𝑝𝑠𝑖𝑧𝑒 is 600
• Lower bound requirement for 𝑝𝑛𝑛𝑑 is 300
* the functions are extracted for the case study.
Find
System Variables:
𝑠𝑝𝑝 plasma atomization powder or plasma rotating electrode process powder (0, 1)
𝑠𝑝𝑡 powder type (virgin, used once, used twice)
𝑠𝑠𝑑 powder size distribution (small, un-sifted, large)
𝑠𝑙𝑝 laser power (W) (300, 350, 400)
𝑠𝑡𝑠 travel speed (ipm) (30, 40, 50)
𝑠𝑓𝑟 powder flow rate (rpm) (2, 2.5, 3)
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Table 4.3 (continued)
𝑠𝑙𝑡 layer thickness (in) (0.015, 0.020, 0.025)
𝑠𝑠𝑝 scan pattern (zigzag, unidirectional, contour)
𝑠ℎ𝑟 hatch rotation (degree) (90, 120, 180)
𝑠𝑝𝑚 post-process method (as_built, HIP, heat-treated)
Satisfy
System constraints:
DCI𝑖 ≥ 1, 𝑖 = 1, 2
System goals:
• Goal 1: Maximize the DCI of largest pore size
DCI𝑝𝑠𝑖𝑧𝑒 (𝑥)
• Goal 2: Maximize the DCI of nearest neighbor distance
DCI𝑝𝑛𝑛𝑑 (𝑥)
Variable bounds:
𝑠𝑝𝑝 = 0, 1
𝑠𝑝𝑡 = 0, 1, 2
𝑠𝑠𝑑 = 0, 1, 2
300 ≤ 𝑠𝑙𝑝 ≤ 400
30 ≤ 𝑠𝑡𝑠 ≤ 50
2 ≤ 𝑠𝑓𝑟 ≤ 3
0.015 ≤ 𝑠𝑙𝑡 ≤ 0.025
𝑠𝑠𝑝 = 0, 1, 2
90 ≤ 𝑠ℎ𝑟 ≤ 180
𝑠𝑝𝑚 = 0, 1, 2
Maximize
Maximize the DCI functions (expressed as minimize the negative of DCI functions):
min 𝑓𝑝𝑠𝑖𝑧𝑒 = − DCI𝑝𝑠𝑖𝑧𝑒 (𝑥)
min 𝑓𝑝𝑛𝑛𝑑 = − DCI𝑝𝑛𝑛𝑑 (𝑥)
4.4

Test Example
AM is the process of layer-by-layer deposition of melted powder by using a powerful laser.

Several factors are involved with the AM process, such as laser power, scan speed, powder feed
rate, powder grain size, etc., that directly affect the part's final quality (mechanical performance).
Studying the intermediate features that can be estimated from input process parameters helps
understand mechanical properties such as fatigue life, tensile strength, yield strength, hardness,
etc. In the case of Seifi et al. [65], the intermediate features were chosen based on estimating
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fatigue life (Figure 4.3). The scope of this study is only fatigue life and its related intermediate
features. Many parameters are involved in characterizing the fatigue life of a certain part [40], yet
the current study has narrowed down these measures into the ones that can be directly characterized
by the process signature, i.e., thermal history. In the following sub-sections, forward models are
developed using the AM experiments in order to formulate the proposed inverse robust design
exploration framework.

Figure 4.3
4.4.1
4.4.1.1

Process-defect-structure relationship of the AM process - forward information
flow.
Step 1: Forward Modeling and Information Flow of the AM Process
Step1.1: Identifying the Input Factors and Responses of the AM Process

For the Direct Laser Deposition (DLD) process, several input parameters play a critical
role in the process's quality. For the experimental design of this study, eleven parameters are
109

identified as the inputs for the process-defect phase (Space I). The experiments follow the Taguchi
design, where 36 specimens are fabricated with 36 different combinations of the eleven specified
parameters. These parameters are specific to the DLD process and are described in the following
paragraph.
1. Plasma powder (𝑠𝑝𝑝 ): This variable specifies if the powder used for the part fabrication
is plasma atomization powder (1) or plasma rotation electrode process (PREP) powder
(0).
2. Powder type (𝑠𝑝𝑡 ): This variable shows if the powder is virgin (0), used once in the
fabrication process (1), or used twice (2).
3. Size distribution (𝑠𝑠𝑑 ): This variable contains the powder size distribution used in the
fabrication. The size of the powder particle can be small (0), unsifted (1), or large (2).
The unsifted powder contains both large and small particles.
4.

Laser power (𝑠𝑙𝑝 ): This variable represents the laser's power in the DLD process to
melt the powder into the part. The laser powder has been given three values, 300, 350,
and 500 (W).

5. Travel speed (𝑠𝑡𝑠 ): The movement speed of the laser is recorded in this variable, and
three values are chosen for this experiment, 30, 40, and 50 (ipm).
6. Flow rate (𝑠𝑓𝑟 ): This value is the powder flow rate blown into the laser beam, and three
values are chosen for this parameter, 2, 2.5, and 3 (rpm).
7. Layer thickness (𝑠𝑙𝑡 ): The thickness of each deposited layer is determined with this
variable, and three values are defined for this parameter, 0.015, 0.020, and 0.025 (in).
8. Hatch instance (𝑠ℎ𝑖 ): The track thickness within each layer is determined with this
variable, including three values, 0.015, 0.020, and 0.025 (in).
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9. Scan pattern (𝑠𝑠𝑝 ): The deposition pattern of each layer is shown with this variable. The
pattern can be zig-zag tracks (0), unidirectional tracks (1), or contour tracks (2).
10. Hatch rotation (𝑠ℎ𝑟 ): The laser's starting location is rotated a certain degree between
different layers, hench rotating the whole scan pattern. The rotation value can be 90,
120, or 180 degrees.
11. Post-process method (𝑠𝑝𝑚 ): The fabricated part can go through heat treatment after the
production. Fabricated parts are divided into three categories, ones that did not go
through heat treatment and are called as-built parts (0), heat-treated parts (1), and HIPtreated (Hot isostatic pressing) parts (2).
The intermediate outputs (Space II) of the process-defect phase serve as the input for the
defect-property relationship. The intermediate outputs carry the major information regarding the
defect properties of the specimen. The first output is the size of the largest defect within the
specimen (𝑝𝑛𝑛𝑑 ) where the second output is the relative spatial distribution of the defects (𝑝𝑛𝑛𝑑 ).
A detailed description of these two defect properties is mentioned in [168].
Final outputs represent one of the main mechanical properties of specimens, fatigue life.
Fatigue failure is one of the major mechanical failures, and it can be shown with a stress-life or
strain-life curve. For this study, fatigue responses (Space III) are defined on two strain values, lowstrain (𝐹𝐿𝑙𝑜𝑤 ), and high-strain (𝐹𝐿ℎ𝑖𝑔ℎ ). Other defect properties, microstructural properties have
a noticeable effect on the fatigue life. Therefore, two additional microstructure-based features,
grain size (𝑔𝑠𝑖𝑧𝑒 ) and grain misorientation (𝑔𝑚𝑜 ) are added to the defect properties. Defect features
(𝑝𝑠𝑖𝑧𝑒 and 𝑝𝑛𝑛𝑑 ) are directly predicted from thermal history where microstructural features (𝑔𝑠𝑖𝑧𝑒
and 𝑔𝑚𝑜 ) are learned from historical experiments.
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4.4.1.2

Step 1.2: Identifying Models and Relationships Between Spaces
The experiments resulted from the Taguchi design are used to train a surrogate model to

map the input process parameters (Space I) to defect properties (Space II). Four of the input
parameters are multi-value categorical variables. These variables are encoded before entering the
regression analysis. One example of categorical variable encoding is shown in Table 4.4.
Therefore, each multi-value categorical variable is replaced with two Boolean variables, resulting
in 15 input process parameters.
Table 4.4

Multi-value categorical variable encoding
powder type
virgin
used
used+

𝑠𝑝𝑡1
1
0
0

𝑠𝑝𝑡2
0
1
0

Out of 36 projected design variations, 6 of the experiments failed to produce a useable
sample. Therefore, there exist 30 samples with 15 process parameters. To improve the accuracy of
modeling and introducing nonlinear explanatory variables, each specimen is cut into two parts
(figuratively), and afterward, the defect properties are computed for each half separately, resulting
in 60 samples. The defect properties are computed based on analysis made on the X-ray CT scans
results. While defect properties are changing on a large scale, their log values are introduced to the
model.
The model for establishing the relationship between defect properties (Space II) and
Fatigue objective (Space III) is build based on simulation extracted from the MSF model. The
simulations are run based on a full-factorial design (4 variables), resulting in 81 samples. Based
on each sample combination, fatigue life at three levels of strain value is collected. Similar to the
previous model, the log value of the fatigue life goals is used as the response in the model.
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The stepwise model used for establishing these relationships starts with a simple linear
regression of all the parameters. The stepwise model adds variables in the forward step by
comparing their p-value to the p-enter threshold. Similarly, the variables are removed in the
backward step by comparing their p-value to the p-remove criterion. The model has the freedom
to add variables up to the quadradic effect (interactive effects are included as well). Additionally,
all the variables are standardized with min-max normalization to have a range between zero and
one.
Table 4.5

The average R-squared and RMSE of the regression analysis
Response
𝑝𝑛𝑛𝑑
Defect features (Space II)
𝑝𝑠𝑖𝑧𝑒
𝐹𝐿ℎ𝑖𝑔ℎ
Fatigue properties (Space III)
𝐹𝐿𝑙𝑜𝑤

RMSE R-Squared
0.7571
0.75
0.2321
0.96
0.2167
0.95
0.2243
0.95

A cross-validation method is bundled with the regression model to ensure that models are
not overfitting. The average results of cross-validation are shown in Table 4.5, which demonstrates
that models have reasonable accuracy. Trained models are used as surrogate models for the robust
design exploration phase.
4.4.2
4.4.2.1

Step 2: Inverse Robust Resign Exploration of the AM Process
Step 2.1: Robust Space Exploration of Defect-Property Space (Space II)
The inverse robust design exploration starts from the defect property space. The RGA i is

formulated with DCI goals to capture the performance requirement of the end fatigue life. The
design variables of this model will be the output response of the process-defect relationship. Two
goals chosen for this model are from a similar nature, life under cyclic load. The objective is to
maximize both goals while looking for the most robust solutions. All goals are given the same
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weight since they are of equal importance. The lower performance bound for goals is 20% of the
maximum life in simulations. The objective is to find the most robust solution rather than merely
maximizing the fatigue life.
The genetic algorithm used to find the robust solution has a population size of 200 and runs
for 500 generations. The final generation results are analyzed to find the best solution for all the
goals. The genetic algorithm is for minimization, and therefore, to maximize the DCIs, the negative
value of the DCI formulation is used for optimization. DCI plot of the population in the final
generation is illustrated in Figure 4.4. Based on Figure 4.4, different solutions have different DCI
values. A larger DCI means a more robust solution and choosing a large DCI for one goal may
decrease other DCIs. Therefore, all the solutions inside the final generation are analyzed to get a
robust range for 𝑝𝑠𝑖𝑧𝑒 and 𝑝_𝑛𝑛𝑑.
The RGA i model results in the following range for the variables:
•

526 ≤ 𝑝𝑠𝑖𝑧𝑒 < 588

•

321 ≤ 𝑝𝑛𝑛𝑑 ≤ 380

•

160 ≤ 𝑔𝑠𝑖𝑧𝑒 ≤ 180

•

25 ≤ 𝑔𝑚𝑜 ≤ 28

These ranges result in the following fatigue life ranges:
•

33 ≤ 𝐹𝐿𝐻𝑖𝑔ℎ ≤ 40

•

21319 ≤ 𝐹𝐿𝐿𝑜𝑤 ≤ 21905
The multi-objective optimization will yield a different solution where 𝑝𝑠𝑖𝑧𝑒 , 𝑝𝑛𝑛𝑑 , 𝑔𝑠𝑖𝑧𝑒

and 𝑔𝑚𝑜 are 5, 344, 5 and 1 respectively, resulting in 𝐹𝐿𝐻𝑖𝑔ℎ = 1088 and 𝐹𝐿𝐿𝑜𝑤 = 765160. The
robust solution guarantees that the objective will not change drastically when input parameters
vary in a small range. Using this output, we can execute the robust model for process-defect Space.
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Figure 4.4

The DCI plot of final generation for defect-property relationship.

4.4.2.2

Step 2.2: Robust Space Exploration of Process-Defect Space (Space I)
In this step, the output of the previous step is used to define the minimum required goals

to find the robust solution by exploring Space I by using model RGA i+1. According to Step 2.1,
the desired solution of designer for maximum porosity size and nearest neighbor distance are
𝑝𝑠𝑖𝑧𝑒 < 600 and 𝑝𝑛𝑛𝑑 > 300. Similar to the previous model, the genetic algorithm uses a 200-size
population and runs for 500 generations. There are two DCI goals, 𝑝𝑠𝑖𝑧𝑒 and 𝑝𝑛𝑛𝑑 , and the
algorithm explores the Space I with 15 input variables to find the solutions that maximize the DCIs.
As mentioned earlier, the categorial input processing parameters are encoded as binary
variables to account for different categorical values. Therefore, four constraints are added to the
model to ensure that at least one binary variable related to the same categorial parameter stays zero
(binary encoders of one categorical variable cannot be one simultaneously). The DCI plot is
demonstrated in Figure 4.5. Unlike the previous step, where both objectives had the same nature
(fatigue life), in this step, the objectives are different, and different solutions put different emphasis
on their robustness. For this purpose, two extreme cases of solutions are investigated, and at the
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end, the robust solution ranges are provided for both inputs and defect parameters. The first
solution maximizes the DCI for 𝑝𝑛𝑛𝑑 in the acquired solutions space, and the second solution
maximizes the DCI for 𝑝𝑠𝑖𝑧𝑒 . These two solutions are summarized in Table 4.6, where the
corresponding objective values are provided as well.

Figure 4.5

The DCI plot of final generation for process-defect relationship.

Table 4.6

Two extreme outputs of DCI maximization in the final generation

𝑠𝑝𝑝
𝑠𝑝𝑡
𝑠𝑠𝑑
𝑠𝑙𝑝
𝑠𝑡𝑠
𝑠𝑓𝑟
𝑠𝑙𝑡
𝑠ℎ𝑖
𝑠𝑠𝑝
𝑠ℎ𝑟
𝑠𝑝𝑝

plasma powder or prep
powder type
size distribution
laser power
travel speed
flow rate
layer thickness
hatch instance
scan pattern
hatch rotation
post-process
𝑝𝑛𝑛𝑑
𝑝𝑠𝑖𝑧𝑒

Maximize 𝐷𝐶𝐼𝑝𝑛𝑛𝑑
PREP
virgin
un-sifted
350
33
3
0.015
0.015
unidirectional
180
HIP
375
739
116

Maximize 𝐷𝐶𝐼𝑝𝑠𝑖𝑧𝑒
plasma
used+
large
360
38
2
0.015
0.015
zig-zag
107
HIP
291
101

Example solution
PREP
virgin
un-sifted
350
38
3
0.015
0.015
unidirectional
180
HIP
376
558

The first two solutions provided in Table 4.6 are the two extreme ends of Figure 4.5 derived
from maximizing either of DCI goals. The extracted ranges for 𝑝𝑠𝑖𝑧𝑒 and 𝑝𝑛𝑛𝑑 from RGA 𝑖 + 1
overlap the ranges required for the robust solution in RGA 𝑖. In other words, there is a solution in
final generation of RGA 𝑖 + 1 that results in a value of 𝑝𝑠𝑖𝑧𝑒 and 𝑝𝑛𝑛𝑑 which are in the following
range:
•

526 ≤ 𝑝𝑠𝑖𝑧𝑒 < 588

•

321 ≤ 𝑝𝑛𝑛𝑑 ≤ 380
The solution provided in the last column of Table 4.6 is one example extracted from

investigating the solution space, which falls in the robust range for RGA 𝑖. Due to the fact that
some of the input parameters have categorical nature, changing them from one category to the
other one significantly changes the solution values. Therefore, investigating the robustness of a
solution should be performed by slightly varying the continuous variables while keeping the
categorical variables constant. Using the example solution that meets the designer's and robustness
requirements, three additional solutions are extracted to compare final quality value, fatigue life.
Table 4.7

Analyzing the performance of the selected solution points
Solution
A
B
C
D

Type
𝑝𝑛𝑛𝑑 𝑝𝑠𝑖𝑧𝑒 𝐹𝐿ℎ𝑖𝑔ℎ (𝑐ℎ𝑔)
Example solution
376 558
33
35 (6%)
Increase 𝑠𝑡𝑠 by 5% 376 494
decrease 𝑠𝑓𝑟 by 5% 315 523
34 (3%)
increase 𝑠𝑙𝑝 by 5% 388 529
34 (3%)

𝐹𝐿𝑙𝑜𝑤 (𝑐ℎ𝑔)
21410
22536 (5%)
21903 (2%)
21629 (1%)

In Table 4.7, three additional solutions are provided by modifying three of the continuous
variables, especially the ones that were different between extreme solutions. According to Table
4.7, we can see that the solutions extracted from satisficing robust regions have a minimal
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deviation in the final performance compared to each other. Thus, using the inverse decision-based
robust design exploration method, we were able to locate satisfactory solutions that meet the
performance requirements for the AM process.
4.5

Closing Remarks
Uncertainty is one of the major challenges faces by AM processes where process parameter

uncertainty significantly affects the final part quality. Therefore, it is crucial to develop a robust
model to address uncertainty. This paper aims to study the uncertainty in the process-defectstructures relationship using an inverse robust design exploration method. In this study, first, we
model the multi-level AM process of the Ti-6AL-4V material using real-world experiments and
simulations. The forward modeling involves surrogate modeling to establish the process-defectproperty relationship. In this step, a two-phase methodology is developed to predict the fatigue life
from initial process parameters through intermediate process-induced defect properties such as
maximum defect size. Afterward, using the established forward models, we incorporate an inverse
robust design exploration method to investigate the solutions spaces to locate satisficing solutions
across process chains. The objective is to maximize the predefined fatigue-related goals while
managing the uncertainty in the design variables, calculated using mathematical DCIs. After
carrying out the inverse method, multiple example solutions that meet the model requirements are
represented where they have a minimal deviation in the final performance compared to each other.
Therefore, we successfully incorporated the inverse robust design exploration method in the AM
process of the Ti-6AL-4V material and extracted the robust input parameters.
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MSF MODEL PARAMETERS
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MSF model parameters are presented in Table A.1.
Table A.1

Illustration of full parameter description and values of the MSF model

#

Description

Value

1
2
3
4

Young's modulus. Uniaxial elastic modulus of the material.
Cyclic yield stress of the material.
Ultimate stress. Maximum stress from the monotonic stress-strain curve.
Reference grain size. Applies across alloys of a material that share a
processing type.
The hardness of the base material (Kgf/mm^2)
Lowest Hardness Value (Kgf/mm^2)
The porosity of the material expressed as the void volume fraction.
Porosity threshold
Maximum particle size. Size of the largest particle in the material.
Particle size standard deviation. Standard deviation representing the
distribution of particle sizes.
Cyclic strength coefficient (K') from the Ramberg
Cyclic strain hardening exponent. Strain hardening exponent (n') from the
Ramberg
Constant related to Coffin Manson Law.
Ductility coefficient in Coffin Manson Law.
Ductility exponent in Coffin Manson Law.
The exponent in remote strain to local plastic shear strain.
Constant in remote strain to local plastic shear strain. Constant in
expression relating the microstructure's effect on translating the remote
strain to the local plastic shear strain.
Linear constant in remote strain to local plastic shear strain. Linear
parameter relating the stress ratio effect combined with the microstructure
to translate the remote strain to the local plastic shear strain.
Geometric factor in micromechanics study.
The exponent in micromechanics study. R is a shape constant describing
the transition to limit plasticity in the plastic zone around an incipient
crack. [146]
Shape parameter for Young's modulus. Exponent governing the effect of
porosity on the elastic modulus.
Shape parameter for particle size. Exponent governing the effect of
particle size on the incubation life.
Pore effect coefficient. Scaling parameter on porosity effect acting on
high cycle fatigue small crack growth.
Initial crack size contribution. Contribution of particle size to calculate
the initial crack size at the end of incubation.

119000
908
1038
20

5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
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41.5
46.5
0.017
0.0001
3
1
2145
0.134
3
0.25
1.6
1.7
350
1000
15
3000
1.6
0.4
0.5
3.4

Table A.1 (continued)
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43

(NO EFFECT) Combination loading parameter. Combines the principle
and effective stresses for multiaxial loadings to calculate the stress
amplitude used in the model.
The exponent in small crack growth.
LCF constant in small crack growth. Scaling parameter for crack growth
driven by gross plastic strain in the limit plasticity regime.
HCF constant in small crack growth. Scaling parameter for crack growth
from experimental correlations of MSC growth in HCF.
Crack growth rate constant.
CTD threshold value. The threshold for the crack tip displacement.
Should be on the order of the material burger's vector.
Final crack size length in small crack growth. The threshold for end of
microstructurally small crack growth.
Shape parameter for grain size effect. Exponent governing the effect of
grain size on the small crack growth rate.
Shape parameter for pore size on the local plastic strain. Exponent
governing the effect of the maximum pore size on the incubation life.
Shape parameter for hardness effect (friction stir welding)
Paris crack growth parameter
Paris exponent.
Geometrical correction function
Small crack length.
Long crack length at coalescence
Shape parameter for grain misorientation effect. Exponent governing the
effect of grain misorientation on the small crack growth rate.
Reference grain misorientation. Applies across alloys of a material that
share a processing type.
Average Schmid Factor for the particular alloy, representing the effect of
grain orientation.
Shape parameter for the Schmid factor effect. Exponent governing effect
of grain orientation (through the Schmid factor) on the small crack
growth rate.
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0.2
5.82
5.00E+06
5
0.005
2.85E-10
20
0.3
0.1
0.05
6.00E-09
3.76
1
450
425
0.3
32.553
0.35
5

APPENDIX B
ONE EXAMPLE OF THE SLR PROCEDURE
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One example of the SLR procedure for predicting a0 , the intercept term of the polynomial
function. As mentioned earlier, the SLR starts with a constant model (intercept term only) and
adds only variables from feature space which cause a noticeable increase in adjusted R2 (0.01).
Table B.1

The SLR procedure for building a model to predict a0

Change in Adj R2 for adding
1

Adding

x1 ,

Change in Adj R2 for adding
2

Adding

x4 ,

Change in Adj R2 for adding

3

Adding

x12

Change in Adj R2 for adding
4

Adding

x2 ,

Change in Adj R2 for adding

x1
x2
x3
x4
Adj R2
x2
x3
x4
x12
Adj R2
x2
x3
x1 x4
x12
x42
Adj R2
x2
x3
x1 x4
x42
Adj R2
x3
x1 x2
x1 x4
x2 x4
x22
x42
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0.531
0.102
0.007
0.139

y~1

0.531
0.110
0.014
0.148
0.137

y~1 + x1

0.679
0.113
0.016
-0.004
0.140
0.017

y~1 + x1 + x4

0.820
0.117
0.018
-0.002
0.019

y~1 + x1 + x4 + x12

0.936
0.019
-0.001
-0.001
-0.001
0.019
0.021

y~1 + x1 + x2 + x4 + x12

Table B.1 (continued)
x42 ,

Adj R2
x3
x1 x2
Change in Adj R2 for adding
x1 x4
x2 x4
x22
6
Adding
x3 ,
Adj R2
x1 x2
x1 x3
x1 x4
x
2 x3
Change in Adj R2 for adding
x2 x4
x3 x4
x22
x32
7
Adding
x22 ,
Adj R2
x1 x2
x1 x3
x1 x4
2
x2 x3
Change in Adj R for adding
x2 x4
x3 x4
x32
x3
Change in Adj R2 for removing
x12
x42
5

Adding

0.957
0.020
-0.001
-0.001
-0.001
0.019

y~1 + x1 + x2 + x4 + x12 + x42

0.977
0.000
0.000
0.000
0.000
0.000
0.000
0.020
0.003

y~1 + x1 + x2 + x3 + x4 + x12 + x42

0.997
0.000
0.000
0.000
0.000 y~1 + x1 + x2 + x3 + x4 + x12 + x22 + x42
0.000
0.000
0.003
-0.021
-0.150
-0.022
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