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Abstract
We present an explicit formula for the average L2α-norm over all the polynomials of degree n
with coefficients in T , where T is a finite set of complex numbers and α is a positive integer.
 2003 Elsevier Inc. All rights reserved.
1. Introduction
There are many old research questions concerning sets of polynomials with special
coefficients. A number of these questions were suggested by Erdo˝s and Szekeres; Hilbert;
Littlewood; and Prouhet, Tarry, and Escott (see [B3, pp. 5–7]). For example, Prouhet, Tarry,
and Escott asked for a polynomial with integer coefficients that is divisible by (z− 1)n and
has the smallest possible sum of the absolute values of the coefficients. Erdo˝s and Szekeres
asked for the minimum of ‖∏nj=1(1 − zaj )‖∞, where the aj are positive integers, for
a given n. The problem to find the maximum and the minimum norms of polynomials
with restricted coefficients is an old and difficult problem. In the L4-norm this problem is
often called Golay’s “Merit Factor” problem. In the supremum norm this problem is due to
Littlewood. These problems are at least fifty years old and still unsolved. In this paper we
give a complete solution to the following problem (for particular cases, see [B3, p. 35]):
find the average L2α-norm over polynomials of degree n with coefficients in a given finite
set T , where α is a positive integer.
Let T = {x1, x2, . . . , xd} be any finite set of complex numbers. A polynomial p(z) =
anz
n + · · ·+ a1z+ a0 is said to be a T -polynomial if ai ∈ T for all i , 0 i  n. We denote
by TT (n) the set of all T -polynomials of degree n. For example, if T = {0,1,2} then the
E-mail address: toufik@math.haifa.ac.il, tmansur11@hotmail.com.
1 Research financed by EC’s IHRP Programme, within the Research Training Network “Algebraic
Combinatorics in Europe,” grant HPRN-CT-2001-00272.0196-8858/$ – see front matter  2003 Elsevier Inc. All rights reserved.
doi:10.1016/S0196-8858(03)00100-3
T. Mansour / Advances in Applied Mathematics 32 (2004) 698–708 699set of T -polynomials of degree 1 is given by TT (1) = {z,2z, z+ 1,2z + 1, z + 2,2z+ 2}.
The cardinality of the set TT (n) is denoted by NT (n). Clearly, for all n 0,
NT (n) =
{
(d − 1)dn 0 ∈ T and n 1,
dn+1 otherwise.
A T -polynomial p(z) is said to be a Littlewood polynomial if T = {−1,1}, and p(z) is
a polynomial of height h if T = {−h,−h+1, . . . , h−1, h}). For example, p(z) = z2 −z+1
is a Littlewood polynomial of degree 2, and p(z) = z3 −2z2 −1 is a polynomial of height 2
and degree 3.
Let p(z) be any T -polynomial of degree n. For any positive integer α, the Lα-norm on
the boundary of the unit disk is defined by
‖p‖α =
(
1
2π
2π∫
0
∣∣p(eiθ )∣∣α dθ
)1/α
.
Let f , g, h be any three R-polynomials. The (f, g,h)-average over T -polynomials of
degree n is defined by
ET (n;f,g,h) = 12πNT (n)
∑
p∈TT (n)
2π∫
0
h
(
eiθ
)
f
(
p
(
eiθ
))
g
(
p
(
e−iθ
))
dθ, (1)
for any n 1. We denote by eT (n; s, t,m) the (zs, zt , zm)-average over T -polynomials of
degree n, where m ∈ Z and s, t, n 0. We define the averageLα-norm over T -polynomials
of degree n by
µαT (n) = eT (n;α/2, α/2,0)=
1
NT (n)
∑
p∈TT (n)
‖p‖αα
= 1
2πNT (n)
∑
p∈TT (n)
2π∫
0
∣∣p(eiθ )∣∣α dθ, (2)
for any positive integer α. In the case α = 0, we define µ0T (n) = 1 for all n  0. For
simplicity, we define λα(n) = µα{−1,1}(n) and ϕαh (n) = µα{−h,−h+1,...,h−1,h}(n), for all
n,α,h 0.
We would like to find an explicit formula for µ2αT (n), where T is a finite set of
complex numbers and α is a positive integer (for particular cases, see [B3, p. 35]). While
the Littlewood polynomials and polynomials of height h have attracted much attention
(for example, see [B3,BC,NB]), the case of other sets T has not been treated. The
Littlewood polynomials have been considered by several authors. In 1990, Newman and
Byrnes [NB] found λ4(n) = 2n2 + 3n + 1 and in 2002, Borwein and Choi [BC] proved
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case of polynomials of height 1, Borwein [B2] proved
ϕ21(n) =
2
3
(n + 1), ϕ41(n) =
2
9
(
4n2 + 7n + 3), and
ϕ61(n) =
2
9
(
8n3 + 18n2 + 13n+ 3).
More generally, Borwein [B2] found for any h 0,
ϕ2h(n) =
h(h + 1)
3
(n + 1) and
ϕ4h(n) =
h(h + 1)
45
(
10h(h + 1)n2 + (19h2 + 19h− 3)n + 3(3h2 + 3h − 1)).
In this paper we suggest a general approach to the study of the average L2α-norm over
T -polynomials of degree n, for any positive integer α and any finite set T of complex
numbers, which allows one to get an explicit formula for µ2αT (n). More precisely, we
find an explicit formula for the generating function eT (x,u, v,w). Using this generating
function we get explicit formulas for eT (n; s, t,m) in general, and µ2αT (n) = eT (n;α,α,0)
in particular, where m ∈ Z, s, t, n  0, α is a positive integer, and T is a finite set of
complex numbers.
The main result of this paper can be formulated as follows. We denote by eT (x,u, v,w)
the generating function for the sequence {eT (n; s, t,m)}n,s,t,m, that is,
eT (x,u, v,w) =
∑
m∈Z
∑
p,q,n0
eT (n; s, t,m)xnusvtwm.
Theorem 1.1. Let T = {x1, x2, . . . , xd} be a finite set of complex numbers. Then the
generating function eT (x,u, v,w) is given by
∑
n1
[
1
dn
d∑
j1,...,jn=1
xn−1
/((
1 − xj1u − xj2uw−1 − · · · − xjnuw−n+1
)
× (1 − xj1v − xj2vw − · · · − xjnvwn−1))
]
.
Moreover, eT (n; s, t,m) is given by
1
dn+1
d∑
j1,...,jn+1=1
∑
s,t0
∑
k1+···+kn+1=s
1+···+n+1=t∑n+1
a=1(a−1)(a−ka)=m
n+1∏
a=1
(
x
ta
ja
xja
ra
)( s
k1, . . . , kn+1
)(
t
1, . . . , n+1
)
.
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presented in Section 2. In Section 3 we present a general application for our results. In
particular, we give explicit formulas up to α = 4 where ∑t∈T t = 0. Finally, in Section 4
we suggest several directions to generalize the results of the previous sections.
2. Proofs
Let us start by introducing a quantity that plays a crucial role in the proof of
Theorem 1.1.
Theorem 2.1. Let T = {x1, x2, . . . , xd} be a set of complex numbers, m be any integer,
n 1, and s, t  0. Then
eT (n; s, t,m) = 1
d
d∑
j=1
s∑
k=0
t∑
=0
xs−kj xj
t−
(
s
k
)(
t

)
eT (n − 1; k, ,m+ k − ). (3)
Proof. Let z = eiθ and fs,t,m(p(z)) = zmps(z)pt (z), where p(z) is the conjugate
polynomial of the polynomial p(z) ∈ TT (n). If p(z) ∈ TT (n) then there exists a unique
polynomial q(z) ∈ TT (n−1) and a unique index j , 1 j  d , such that p(z) = zq(z)+xj .
So we have
∑
p(z)∈TT (n)
fs,t,m
(
p(z)
)= zm d∑
j=1
∑
q(z)∈TT (n−1)
(
zq(z)+ xj
)s(
z q(z) + xj
)t
.
Using (x + y)k =∑kj=0 (kj)xjyk−j and z = z−1 we get
∑
p(z)∈TT (n)
fs,t,m
(
p(z)
)= ∑
q(z)∈TT (n−1)
d∑
j=1
s∑
k=0
t∑
=0
xs−kj xj
t−
(
s
k
)(
t

)
fk,,m+k−
(
q(z)
)
.
Therefore, using (1) we get the desired result. 
To present recurrence (3) in terms of generating functions we need the following lemma.
Lemma 2.2. Let F(x, y) = ∑s,t0 ds,txsyt be a generating function for the sequence{ds,t}s,t0. Then
∑
s,t0
xsyt
(
s∑
k=0
t∑
=0
as−kbt−dk,
(
s
k
)(
t

))
= 1
(1 − ax)(1 − by)F
(
x
1 − ax ,
y
1 − by
)
.
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1
(1 − ax)(1 − by)F
(
x
1 − ax ,
y
1 − by
)
=
∑
s,t0
a−sb−tds,t
(ax)s(by)t
(1 − ax)s+1(1 − by)t+1 .
Using xr/(1 − x)r =∑n0 (nr)xr we get
1
(1 − ax)(1 − by)F
(
x
1 − ax ,
y
1 − by
)
=
∑
s,t0
( ∑
k,0
ak−sb−tds,t
(
k
s
)(

t
)
xky
)
;
equivalently,
1
(1 − ax)(1 − by)F
(
x
1 − ax ,
y
1 − by
)
=
∑
s,t0
xsyt
(
s∑
k=0
t∑
=0
as−kbt−dk,
(
s
k
)(
t

))
,
as claimed. 
Now we are ready to prove our main result, namely Theorem 1.1.
Theorem 2.3. Let T = {x1, x2, . . . , xd} be a finite set of complex numbers. Then the
generating function eT (x, v,u,w) is given by
∑
n1
[
1
dn
d∑
j1,...,jn=1
xn−1
/((
1 − xj1u − xj2uw−1 − · · · − xjnuw−n+1
)
× (1 − xj1v − xj2vw − · · · − xjnvwn−1))
]
.
Proof. If we multiply Eq. (3) by xnusvtwm, and sum over all m ∈ Z, s, t  0, and n 1,
using Lemma 2.2, then we arrive at
eT (x,u, v,w) −
∑
m∈Z
∑
s,t0
e(0, s, t,m)usvtwm
= x
d
d∑
j=1
[
1
(1 − xju)(1 − xjv) eT
(
x,
u
w(1 − xju) ,
wv
1 − xjv ,w
)]
.
On the other hand, by the definitions we have that eT (0, s, t,m) = (1/d)∑dj=1 δmxsj xj t
for any m ∈ Z and s, t  0, where δm = 1 if m = 0, otherwise δm = 0. So
∑ ∑
eT (0, s, t,m)usvtwm = 1
d
d∑ 1
(1 − xju)(1 − xjv) .m∈Z s,t0 j=1
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eT (x,u, v,w) = 1
d
d∑
j=1
1
(1 − xju)(1 − xjv)
[
1 + xeT
(
x,
u
w(1 − xju) ,
wv
1 − xjv ,w
)]
.
(4)
An infinite number of applications of this identity completes the proof. 
Remark 2.4. It follows from Theorem 2.3 that the generating function eT (x,u, v,w) is
symmetric under the translation (u, v,w,T ) → (v,u,w−1, T ), where T = {x1, . . . , xd},
that is, eT (x,u, v,w) = eT (x, v,u,w−1).
Theorem 2.3 can be presented as follows.
Corollary 2.5. Let T = {x1, x2, . . . , xd} be a finite set of complex numbers. Then the
generating function eT (x, v,u,w) is given by
∑
n1
d∑
j1,...,jn=1
∑
s,t0
∑
k1+···+kn=s
1+···+n=t
n∏
a=1
(
x
ta
ja
xja
ra
)( s
k1, . . . , kn
)(
t
1, . . . , n
)
× x
n−1usvtw
(∑n
a=1(a−1)(ra−ta)
)
dn
.
Proof. Using Theorem 2.3 we get that the generating function eT (x, v,u,w) is given by
∑
n1
[
d∑
j1,j2,...,jn=1
∑
s,t0
(
xj1 + xj2w−1 + · · · + xjnw−n+1
)s
× (xj1 + xj2w + · · · + xjnwn−1)t xn−1usvtdn
]
.
The rest is easy to check by using the identity
(a1 + · · · + an)s =
∑
k1+···+kn=s
(
s
k1, . . . , kn
) n∏
j=1
a
kj
j . 
We denote by µαT (x) the generating function for the sequence {µαT (n)}n0, that is,
µαT (x) =
∑
n0 µ
α
T (n)x
n
. Corollary 2.5 gives the generating function µ2αT (x) for any given
finite set T and positive integer α.
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µ2T (x) =
∑
n1
d∑
j1,...,jn=1
(
n∑
k=1
∣∣xjk ∣∣2
)
xn−1
dn
=
∑
n1
(
ndn−1
d∑
j=1
|xj |2
)
xn−1
dn
,
so it is easy to see that
µ2T (x) =
1
d(1 − x)
n∑
k=1
|xjk |2 + xµ2T (x),
hence
µ2T (x) =
∑
n0
(
n + 1
d
d∑
j=1
|xj |2
)
xn.
In particular, we have that λ2(n) = n + 1 and ϕ21(n) = 23 (n + 1).
Corollary 2.5 provides a finite algorithm for finding the average µ2αT (n) for given n, T ,
and α. This algorithm has been implemented in MAPLE (see [M, Procedure genmu()]).
Remark 2.7. To apply Corollary 2.5 we have to consider dn possibilities for ji and(
n+α−1
α
)2 possibilities for ki and i , namely we have to consider dn(n+α−1α )2 possibilities.
Thus, the approach in Corollary 2.5 would be very slow for n large.
3. Exact formulas
In this section we suggest an another approach for finding an explicit formula for
µ2αT (n). First of all, we denote by e
s,t
T (x,w) the (s+ t)-derivative of the generating function
eT (x,u, v,w) with respect to u exactly s times and then with respect to v exactly t times
at u = v = 0, that is,
e
s,t
T = es,tT (x,w) =
∂s+t
∂us∂vt
eT (x,u, v,w)
∣∣∣∣
u=v=0
.
For any s, t  0, we define As,tT =
∑d
j=1 xsj xj t . Now let us consider Eq. (4). This equation
provides a finite algorithm, which we call the µ-algorithm, for finding eT (n; s, t,m) in
general, and µ2αT (n) in particular, since s! t ! eT (n; s, t,m) is the coefficient of wmxn in
e
s,t
T (x,w), and µ
2α
T (n) = eT (n;α,α,0). Therefore, the µ-algorithm with input α and
output µ2αT (x) can be carried out as follows:
(1) Apply the derivative operator with respect to u exactly s times and then with respect
to v exactly t times on Eq. (4) for all s, t , where 0 s, t  α.
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(3) Find µ2αT (x), which is the free coefficient of w in eα,αT (x,w).
This algorithm has been implemented in MAPLE (see [M, Procedure findav()]), and
yields explicit results for given α. Below we present several explicit calculations.
3.1. Formula for µ2T (n)
Let us start by apply the µ-algorithm for α = 1. The first step of the µ-algorithm gives
e
0,0
T = 1 + xe0,0T , e0,1T =
1
d
A
0,1
T +
x
d
A
0,1
T e
0,0
T +
x
w
e
0,1
T ,
e
1,0
T =
1
d
A
1,0
T +
x
d
A
1,0
T e
0,0
T +
x
w
e
1,0
T ,
e
1,1
T =
1
d
A
1,1
T +
x
d
A
1,1
T e
0,0
T +
xw
d
A
1,0
T e
0,1
T +
x
dw
A
0,1
T e
1,0
T + xe1,1T .
Equivalently (the second step of the µ-algorithm),
e
0,0
T =
1
1 − x , e
1,0
T =
A
1,0
T
d(1 − x)(1 − xw−1) , e
0,1
T =
A
0,1
t
d(1 − x)(1 − xw),
e
1,1
T =
1
d(1 − x)2 A
1,1
T +
(
xw
d2(1 − x)2(1 − xw) +
xw−1
d2(1 − x)2(1 − xw−1)
)
A
1,0
T A
0,1
T .
Therefore, the third step of the µ-algorithm gives µ2T (x), which is the free coefficient of w
in e1,1T (x,w). Hence, we get the following result.
Corollary 3.1. We have
µ2T (x) =
1
d(1 − x)2 A
1,1
T =
1
d(1 − x)2
d∑
j=1
|xj |2.
3.2. Formula for µ4T (n)
Again, using the µ-algorithm (see [M, Procedure findav()]) for α = 2 we get the
following result.
Corollary 3.2. We have
µ4T (x) =
1
d(1 − x)2 A
2,2
T +
4x
d2(1 − x)3
(
A
1,1
T
)2
+ 2x
2(1 + x)2
3 2 3
[(
A
1,0
T
)2
A
0,1
T +
(
A
0,1
T
)2
A
1,0
T
]
d (1 − x )
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3
d4(1 − x)4(1 + x)
(
A
1,0
T
)2(
A
0,1
T
)2
.
For example,
ϕ4(n) = h(h + 1)
45
(
10h(h + 1)n2 + (19h2 + 19h − 3)n + 3(3h2 + 3h − 1))
and λ4(n) = 2n2 + 3n+ 1, for all n 0.
3.3. Formula for µ2αT (n) where A1,0T = 0
Similarly to the previous subsection, our results can be extended to the case of µ6T (n).
Since the answers become very cumbersome, we present here only the simplest case when
A
1,0
T =
∑d
j=1 xj = 0. Thus, if we apply our approach for finding µ2αT (n) where A1,0T = 0
(so A0,1T = 0), then we get the following results.
Corollary 3.3. Let T = {x1, x2, . . . , xd} be such that ∑dj=1 xj = 0. Then
(i) µ2T (x) =
1
d(1 − x)2 A
1,1
T .
(ii) µ4T (x) =
1
d(1 − x)2 A
2,2
T +
4x
d2(1 − x)3
(
A
1,1
T
)2
.
(iii) µ6T (x) =
1
d(1 − x)2 A
3,3
T +
18x
d2(1 − x)3 A
1,1
T A
2,2
T +
36x2
d3(1 − x)4
(
A
1,1
T
)3
.
(iv) µ8T (x) =
1
d(1 − x)2 A
4,4
T +
32x
d2(1 − x)3 A
1,1
T A
3,3
T +
36x2
d2(1 − x)4
(
A
2,2
T
)2
+ 432x
2
d3(1 − x)4 A
2,2
T
(
A
1,1
T
)2
+ 72x
4(3 − 2x − 2x2 + 3x3 − x4)
d4(1 − x)4(1 + x)
(
A
0,2
T
)2(
A
2,0
T
)2 + 576x3
d4(1 − x)5
(
A
1,1
T
)4
+ 48x
3
d3(1 − x)2(1 − x3)
(
A
0,3
T A
2,0
T A
2,1
T + A3,0T A0,2T A1,2T
)
+ 72x
2
d3(1 − x)2(1 − x2)
((
A
1,2
T
)2
A
2,0
T +
(
A
2,1
T
)2
A
0,2
T
)
+ 6x
2
d3(1 − x)2(1 − x2)
((
A
2,0
T
)2
A
0,4
T +
(
A
0,2
T
)2
A
4,0
T
)
.
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In this section we suggest several directions to generalize the results of the previous
sections. The first of these directions is to obtain an exact formula for the average L2α-
norm over T -polynomials of degree n with weight zm for given α, n, and m. Let us define
µαT (n;m) = eT (n;α/2, α/2,m)=
1
2πNT (n)
∑
p∈Tn
2π∫
0
eimθ
∣∣p(eiθ )∣∣α dθ. (5)
Clearly, µαT (n) = µαT (n;0) for all n, and α > 0. Using Theorem 1.1 we get the following
result.
Theorem 4.1. Let T = {x1, x2, . . . , xd} be any finite set of complex numbers. The
generating function ∑n0∑m∈Zµ2αT (n;m)xnwm is given by
∑
n1
d∑
j1,...,jn=1
∑
k1+···+kn=α
1+···+n=α
n∏
a=1
(
x
ta
ja
xja
ra
)( α
k1, . . . , kn
)(
α
1, . . . , n
)
× x
n−1w
(∑n
a=1(a−1)(ra−ta)
)
dn
.
By the definitions, it is clear that α!2µ2αT (n;m) is the coefficient of xnwm in Eα,αT (x,w)
(see Section 3). Therefore, in a way similar to that in Section 3 we obtain the following
result.
Corollary 4.2. Let T = {x1, x2, . . . , xd} be any finite set of complex numbers. Then
µ2T (n;m) =


n + 1 − |m|
d2
A
0,1
T A
1,0
T m = 0, −nmm,
n + 1
d
A
1,1
T m = 0,
0 otherwise.
The second of these directions is to consider the general case to find an explicit formula
for eT (n, s, t,m) for any given s, t . For example, the following is true.
Corollary 4.3. Let T = {x1, x2, . . . , xd} be any finite set of complex numbers. Then for any
n 0 and m ∈ Z,
eT (n;1,2,m)=
{ 1
d
A
1,2
T 0m n, and0 otherwise,
708 T. Mansour / Advances in Applied Mathematics 32 (2004) 698–708eT (n;2,1,m)=
{ 1
d
A
2,1
T −nm 0,
0 otherwise.
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