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We propose a multiple-range quantum communication channel to realize coherent two-way quan-
tum state transport with high fidelity. In our scheme, an information carrier (a qubit) and its remote
partner are both adiabatically coupled to the same data bus, i.e., an N -site tight-binding chain that
has a single defect at the center. At the weak interaction regime, our system is effectively equivalent
to a three level system of which a coherent superposition of the two carrier states constitutes a dark
state. The adiabatic coupling allows a well controllable information exchange timing via the dark
state between the two carriers. Numerical results show that our scheme is robust and efficient under
practically inevitable perturbative defects of the data bus as well as environmental dephasing noise.
PACS numbers: 03.65.-w, 03.67.Hk, 73.23.Hk
I. INTRODUCTION
Quantum state transfer (QST) in many-body solid
state physical systems plays a central role in the real-
ization of various localized quantum computation and
quantum communication proposals [1, 2]. A practical
high quality quantum state transfer scheme needs to pos-
sess several desirable features: i) high fidelity (to pre-
serve the transferred message), ii) robustness (to toler-
ate inevitable practical errors, imperfections, and deco-
herence), iii) efficiency (to achieve optimal results with
minimal implementations), and iv) flexibility (to serve
for multiple tasks). The investigation of accomplishing
high fidelity quantum state transfer in electronic and spin
systems has recently drawn tremendous attention (see
for example [3–16] and an overview [2]). Many of these
schemes are based on the natural dynamical evolution of
permanent coupled chain of quantum systems, and re-
quire no control during the QST. However, such schemes
rely on precise manufacture of the system interaction pa-
rameters as well as accurate timing of information pro-
cessing, and may not be robust against experimental im-
perfection settings, such as small variations of the system
Hamiltonian, environmental noise, etc.
Recently, adiabatic passage has been paid much atten-
tion for quantum information transfer in various physical
systems [17–45]. One typical way is called coherent QST
which involves a quantum system that has an instanta-
neous eigenstate that is a superposition of a message state
and its corresponding target state. Stimulated Raman
adiabatic passage (STIRAP) [17] is such an example in
∗Electronic address: chenbingphys@163.com
†Electronic address: xfqian@pas.rochester.edu
a three-level atomic system. In this technique, the dark
state which is a coherent superposition of message and
target states plays a central role in the process of infor-
mation transfer. In STIRAP evolution, the message and
target states are coupled to a same intermediate state
by a pump pulse and a Stokes pulse respectively. If the
two pulses are applied counter-intuitively, i.e., the Stokes
pulse is applied before the pump, then the dark state
is associated initially with the message state and even-
tually with the target state. Such a process effectively
transports the information of the message state to the
desired target state. There are a couple of advantages of
the adiabatic passage scheme: it is robust against small
errors and imperfections of settings, and the QST timing
can be controlled freely and precisely.
In this paper we extend the STIRAP protocol to an
N -site tight-binding model and show that it is suitable
for high fidelity robust multiple-range QST and quan-
tum information swapping (see schematic illustration in
Fig. 1). The tight-binding quantum dot (QD) array with
a single diagonal defect serves as the adiabatic pathway
for two-way electronic transport. Two external QDs A,
B represent information sender and receiver or vice versa
are allowed to be flexibly side coupled to the array (i.e.,
QDs A B can couple to different sites of the QD array
as required by particular tasks). In this scheme, the cou-
pling parameters between the external QDs and the cor-
responding sites on the array are made time dependent,
which are controlled by the sender and receiver, respec-
tively. We find that the ground state of the array is a
bound state (or localized state) due to the existence of
the defect. This allows us to show analytically that our
system is an effective three-level system when the cou-
pling between QD A (B) and the QD array are weak. As
a consequence it is demonstrated that high fidelity two-
way QST can be realized at various different distances
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FIG. 1: Schematic illustrations of multiple-range adiabatic
quantum state transfer from A to B. The tight-binding ar-
ray with single defect is acting as a quantum data bus, in
which the coupling strengthes −J are time-independent and
the defect QD is supplied with energy −µ0. The sender (QD
A) and the receiver (QD B) supplied with on-site energy,−µ
are coupled to two sites of the array on opposite sides with
respect to the defect site. The sender controls −JA(t) and
the receiver controls −JB(t). The transfer distance in terms
of the number of sites is given as d = 2l + 3.
between the sender and receiver. Numerical results are
also performed to illustrate that our scheme is robust
against dephasing and small variations of the QD cou-
plings and imperfections.
The paper is organized as follows. In Sec. II, the driven
model is described and the tight-binding QD array sys-
tem is analyzed in detail. In Sec. III, the multiple-range
adiabatic transport scheme and its effective Hamiltonian
are discussed analytically. A practically imperfect model,
as well as an open dephasing model are considered nu-
merically. The last section summarizes the paper.
II. DRIVEN MODEL
We start here with the structure of our proposal illus-
trated in figure 1: the channel connecting the two side
QDs A and B is a one-dimensional tight-binding array
with uniform and always-on exchange interactions and
with one diagonal defect at N0th site. The coupling be-
tween the QDs A, B and their corresponding channel sites
are made time dependent. The total Hamiltonian can be
written in the following structure:
Hˆ = HˆM + HˆAB + HˆI (1a)
HˆM = −~J
N−1∑
j=1
(|j〉 〈j + 1|+ h.c.)− µ0 |N0〉 〈N0| (1b)
HˆAB = −µ (|A〉 〈A|+ |B〉 〈B|) (1c)
HˆI = −~JA (t) |A〉 〈N0 − l| − ~JB(t) |B〉 〈N0 + l|+ h.c.,
(1d)
where −J (< 0) is the coupling strength between near-
est neighboring QDs along the channel; JA (t) is the
time dependent coupling strength between A and the
(N0 − l)th site of the QD array and is controlled by the
sender, while JB(t) is the receiver controlled coupling
strength between B and site (N0 + l); −µ0 and µ are
the on-site energy applied on the QDs; |j〉 = c†j |0〉 rep-
resents the Wannier state localized in the j-th quantum
site for j = A, 1, 2, ..., N,B. For convenience, we con-
sider the channel containing an odd number of QDs and
the gate voltage −µ0 is applied on the central dot, i.e.
N0 = (N +1)/2. Note that equation (1) comprises three
terms: the first corresponds to the tight-binding chain
with defect at N0-site, the second is the energy of QDs
A, B, and the third term describes the interaction Hamil-
tonian. In this paper we study the electron transfer from
QD-A to QD-B through the tight-binding array serving
as quantum data bus, and we denote the transfer distance
d = 2l + 3. In this proposal the propagation of the elec-
tron is driven by two time-dependent coupling strengths,
i.e., JA (t) and JB (t), which are modulated in sinusoidal
pulses
JA (t) = J0 sin
2
(
πt
2tmax
)
, (2a)
JB (t) = J0 cos
2
(
πt
2tmax
)
, (2b)
where tmax is the prescribed duration of QST; J0 is the
maximum tunnelling rates between the two external QD
and the defected chain. These two pulses are illustrated
in Fig. 2(a).
Firstly, let us perform a detail analysis of the pecu-
liar properties of the chain with single defect when used
as a quantum channel for quantum state transfer. Note
that the Hamiltonian HˆM is equivalent to a tight-binding
problem with single diagonal impurity at site N0. Let
{|λn〉} and {λn} with n = 1, 2, . . .N − 1 be the sets of
the eigenstates of HˆM, respectively. Then, HˆM can be
rewritten to be
HˆM =
N−1∑
n=0
λn |λn〉 〈λn| . (3)
For µ0 = 0, the eigenstates are |λn〉 =
∑N
j=1 sin[(n +
1)πj/(N+1)] |j〉 with energies λn = 2J cos[(n+1)π/(N+
1)], and where n = 0, 1, 2, ..., N − 1. For non-zero µ0,
we write the state in the single-particle Hilbert space
as |λn〉 =
∑N
j=1 un(j) |j〉. To see more precisely what
happens for µ0 6= 0, we solve the discrete-coordinate
Schro¨dinger equation
− J [un(j − 1) + un(j + 1)] = (µ0δj,N0 + λn)un(j), (4)
where j ∈ [2, N − 1]. At the boundaries, we get slightly
different equations: −Jun(2) = λnun(1) and −Jun(N −
1) = λnun(N).
It is well known that the δ-type diagonal defect con-
tributes exactly one bound state of single particle case.
To solve above equations, we assume a usual solution by
taking the mirror symmetry into consideration
un(j) ∝
{
sin (knj) , j ≤ N0
(−1)n sin [kn(2N0 − j)] , j > N0 (5)
3where kn is the wave vector. By inserting this expression
into equations (4) and together with boundary condition,
we obtain the eigenvalues λn = −2J cos kn in terms of
wave vector kn, which obeys
cot (knN0) sin kn =
{
0, n = odd number
ξ, n = even number
, (6)
where ξ = µ0/2J .
Based on the equation (6), one can get N − 1 dis-
crete real values kn in the interval (0, π) and one purely
imaginary wave vector. Together with the expression
λn = −2J cos kn, the eigenenergies corresponding to real
wave vectors are included in the band (−2J, 2J). On the
other hand, the purely imaginary wave vector give rise
to a out-of-band eigenenergy. Setting k0 = iq and sub-
stituting it into Eq. (6), we have q = ln
[
ξ +
√
ξ2 + 1
]
.
The wave vector q yields the eigenvalue
λ0 = −2J cosh q = −2J
√
ξ2 + 1. (7)
which splits off from the band. The corresponding local-
ized state is given by |λ0〉 =
∑N
j=1 u0(j) |j〉, with
u0(j) = Λ
−1/2e−q|N0−j| (8)
where Λ = cosh q/ sinh q.
Until now, we have only discussed the solutions of Eq.
(4) without any external perturbation. In the thermo-
dynamic limit N0 → ∞, the excited energies become a
continuous energy band; it is not hard to find that the
energy gap between the ground state and the first excited
state (see Fig. 2(b)) is
∆ = 2J
(√
ξ2 + 1− 1
)
. (9)
III. ADIABATIC TRANSPORT SCHEME
A. Effective Hamiltonian
We now turn our attention to derive the effective
Hamiltonian of the total system when the couplings be-
tween QDs A, B (sender and receiver) and the tight-
binding QD array are weak. In the absence of the cou-
pling between the QDs A, B and the QD array (JA =
JB = 0) the ground states of the total Hamiltonian (1)
are threefold degenerate for one electron problem by set-
ting µ = 2J
√
ξ2 + 1, i.e., the states |A〉, |λ0〉, and |B〉
have the same energy −µ. According to Eq. (2a) and
(2b), The time-dependent tunnelling rates JA and JB
are varied in the interval [0, J0] as time process from 0
to tmax. We assume the couplings between two side QDs
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FIG. 2: (Color online) (a)The time-dependent tunnelling
rates JA(t) and JB(t) as a function of time (in units of J0),
JA(t) is the solid line and JB(t) is the dashed line. The
pulse sequence is applied in the counter-intuitive order. (b)
The instantaneous eigenenergy (in units of J) of the lowest
four eigenstates of total Hamiltonian (1) through the pulse
shown in (a), which were obtained by direct numerical diag-
onalization of the Hamiltonian. In the weak coupling limit,
i.e. J0 ≪ J three lowest states is approximately equivalent to
that a triple-quantum-dot system.
and the bus are weak, i.e. J0 ≪ ∆, the Hamiltonian
HˆI (t) could be treated as perturbation within the time
interval [0, tmax]. Hence, the effective Hamiltonian can be
derived by using perturbation theory at any time during
the process, which acts on the subspace [G] spanned by
vectors |A〉, |λ0〉, and |B〉.
In first-order degenerate perturbation theory, the ma-
trix of the effective Hamiltonian with states ordering
{|A〉 , |λ0〉 , |B〉} reads
Hˆeff =

 −µ −ΩA (t) 0−ΩA (t) −µ −ΩB (t)
0 −ΩB (t) −µ

 (10)
where Ωα (t) = Jα (t)u0(N0 − l), for α = A,B. The
eigenstates of the Hamiltonian of the Eq. (10) are
4|D− (t)〉 = 1√
2
[sin θ (t) |A〉 − |λ0〉+ cos θ (t) |B〉] ,
(11a)
|D0 (t)〉 = cos θ (t) |A〉 − sin θ (t) |B〉 , (11b)
|D+ (t)〉 = 1√
2
[sin θ (t) |A〉+ |λ0〉+ cos θ (t) |B〉] , (11c)
where we have introduced the mixing angle θ (t) =
arctan [JA (t) /JB (t)], and corresponding energies are
E0 = −µ, and E± = −µ∓
√
[ΩA (t)]
2
+ [ΩB (t)]
2
.
In Fig. 2(b) we plot the four lowest eigenenergies of
total Hamiltonian (1) using the pulsing scheme given by
Eq. (2) in weak coupling regime. To first order in J0,
the perturbation Hamiltonian HˆI lifts degeneracy of the
ground-state manifolds while the excited states |λn〉 are
unaffected. It is worth mentioning that the energy split-
ting δeff of the ground-state subspace is proportional to
J0. This observation is schematically shown in Fig. 2(b),
in which ∆ is the typical gap for the unperturbed Hamil-
tonian H (i.e., J0 = 0). In fact, the weak coupling limit
yields the inequality δeff ≪ ∆ which will be equivalent
condition for the purposes of perturbation.
One can see that, for weak coupling case, the total
system reduces to and effective three-level system that
has a non-evolving ”dark state”, which can serve as the
vehicle for population transfer in a STIRAP-like proce-
dure. Note that the angle θ (t) is totally dependent on
the ratio of the two pulse strength and the pulse sequence
used here are in the counterintuitive ordering. It is well
known that, for the counterintuitive sequence of pulses,
in which JB(t) precedes JA(t), one has θ = 0 for t = 0
and θ = π/2 for t = tmax. With these results, one can
see that the state |D0 (t)〉 is |A〉 initially and goes to |B〉
finally. The goal here is to study the coherent quantum
state transfer from state |A〉 to state |B〉 by slowly vary-
ing the alternating pulse sequence between QDs A, B
and the chain to drive the state transfer. Here we define
the transfer distance d to be the number of QDs between
the two QDs which the sender A and receiver B are re-
spectively connected with, i.e., d = 2l + 3. The transfer
fidelity depends on two aspects: (i) the validity of the ef-
fective Hamiltonian (10) which is derived from perturba-
tive way and (ii) the dynamics follows the instantaneous
eigenstate |D0 (t)〉 is whether or not adiabatic. We now
investigate these two aspects in the following, and J0 and
µ0 are scaled by J for simplicity.
Bearing in mind the effective Hamiltonian (10) is the
analytic approximation of the total Hamiltonian (1) and
this approximation holds when the energy splitting δeff
caused by the Hˆeff is smaller than the typical gap for the
unperturbed Hamiltonian Hˆ, i.e., δeff ≪ ∆. To investi-
gate the range of validity about the above approximation,
we compare the instantaneous eigenstate |D0 (t)〉 at time
t = tmax/2 of Hˆeff with the density matrices reduced from
the first excited states of the total system. The density
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FIG. 3: (Color online) (a) The operator fidelity PAB as a
function of J0/µ0 for d = 5, 13, and 21. As the ratio J0/µ0
increases the operator fidelity is decreased. (b) The coupling
J0 as a function of d for µ0 = 0.5J , and 1.0J (bottom to top
along J0 axis) under the condition that the operator fidelity
greater than 99.5%. The other system parameter is N = 39.
matrix corresponding to |D0(tmax/2)〉 = (|A〉 − |B〉) /
√
2
is
ρAB = |D0(tmax/2)〉 〈D0(tmax/2)|
=
1
2
[|A〉 〈A|+ |B〉 〈B| − |A〉 〈B| − |B〉 〈A|] .(12)
Moreover, we assign the state |Ψ1(tmax/2)〉 denotes the
instantaneous first-excited state for the total Hamilto-
nian Hˆ (t = tmax/2). Then, the operator fidelity is de-
fined as
PAB =
(
Tr
√
ρ
1/2
ABρRρ
1/2
AB
)2
, (13)
where ρR =TrM (|Ψ1(tmax/2)〉 〈Ψ1(tmax/2)|), and TrM
means the trace over the variables of the tight-binding
array. PAB is sensitive to two parameters, i.e., the ratio
of J0/µ0 and the transfer distance d. In the following dis-
cussions, we will investigate how the above external pa-
rameters influence the operator fidelity of the dark state.
Fig. 3(a) shows the dependence of PAB on both J0/µ0
and d for the system with N = 39. We can see that the
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FIG. 4: (Color online) (a) Adiabaticity A (t) tmax as a function of time in the time interval t ∈ [0, tmax] corresponding to the
pulse shapes as in Eq. (2). The results show that the adiabaticity parameter A (t) tmax is largest at the crossing point of the
two pulses. The parameters we chosen are N = 39, J0 = 0.05J , and µ0 = 0.5J . (b) Maximum adiabaticity Amaxtmax through
the protocol as a function of transfer distance d for N = 39. The parameters is J0 = 0.05J , µ0 = 0.5J (squares) and J0 = 0.1J ,
µ0 = 1.0J (circles). As the transfer distance increases, the adiabaticity parameter increases and the grow of adiabaticity of the
large µ0 is faster than the small one. (c) The maximum adiabaticity parameter Amax as a function of tmax. As tmax is increased
Amax is decreased, indicating that better fidelity transfer can be achieved for longer total transfer time.
operator fidelity improves by decreasing J0/µ0. More-
over, we note that, increasing the value of d there is a
slight shift of PAB for a given J0/µ0, which means that
as the transfer distance increases one need to decrease the
ratio J0/µ0 if we want high operator fidelity to hold. To
obtain high quality of operator fidelity (PAB ≥ 99.5), we
compute the ratio J0/µ0 versus transfer distance d with
two different impurity on-site energy µ0; these results
are shown in Fig. 3(b). In this figure, one can see that
taking J0/µ0 ≤ 0.1, the effective Hamiltonian agrees very
well with the exact solution obtained from numerical cal-
culations. Therefore, we have shown the weak coupling
effective Hamiltonian (10) is a very good approximation
of the exact model.
B. Adiabatic condition
To realize high-fidelity QST, we require that the sys-
tem remains in its dark state |D0 (t)〉, without loss of
population from this state to the neighboring states, i.e.,
|D± (t)〉. The adiabaticity parameter defined for this
scheme is
A (t) =
∣∣∣〈D+ (t)| ∂tHˆeff |D0 (t)〉
∣∣∣
|E+ − E0|2
=
∣∣∣Ω˙A (t)ΩB (t)− Ω˙B (t)ΩA (t)
∣∣∣
√
2 [Ω2A (t) + Ω
2
B (t)]
3/2
. (14)
The time dependence of the parameter A (t) tmax is il-
lustrated in Fig. 4(a). Obviously the adiabaticity
parameter A (t) tmax reaches maximum at the cross-
ing point of the two pulses. At this point one has
ΩA (tmax/2) = ΩB (tmax/2) = J0u0(N0 − l)/2 and
Ω˙A (tmax/2) = −Ω˙B (tmax/2) = πJ0u0(N0−l)/2tmax. By
using the form of the pulses as given in Eq. (2), the above
equation gives rise to the simple form
Amax = π
J0u0(N0 − l)tmax . (15)
The analytical expression for maximum adiabaticity is
helpful for estimating the quantum state transfer time
tmax. For adiabatic evolution of the system we require
Amax ≪ 1. According to Eq. (15), the total transfer
time should satisfy tmax ≫ π/ [J0u0(N0 − l)]. In Fig.
4(b) we present the dependence of the Amaxtmax on the
transfer distance d for a system with N = 39. Obviously
one sees the increase in the adiabaticity parameter with
increasing d. Moreover, one can see that the bigger is
the µ0, the faster is the growth of Amaxtmax. The reason
is that by increasing µ0, the localization effect of Eq. (8)
is enhanced. Figure 4(b) also reflects the fact that the
optimal transfer time needs to be increased with increas-
ing d. The smaller the µ0 is, the slower the growth rate
will be. Furthermore, the dependence of the adiabatic-
ity parameter on the total protocol time tmax is plotted
in Fig. 4(c). With longer tmax, and hence lower Amax,
the transported electron is more likely to remain in the
desired |D0 (t)〉 state resulting in better fidelity transfer.
C. Coherent state transfer
To simulate the analog of STIRAP protocol we initial-
ize the device so that the particle occupies site |A〉 at
t = 0, i.e., the total initial state is |Ψ(0)〉 = |A〉, and
apply the alternating pulse sequence [see Eq. (2)] in the
counterintuitive order. The evolution of the wave func-
tion is described by Schro¨dinger equation
i
∂
∂t
|Ψ(t)〉 = Hˆeff |Ψ(t)〉 , (16)
which creates a coherent superposition: |Ψ(t)〉 =
cA(t) |A〉+ c0(t) |λ0〉+ cB(t) |B〉. Substituting the super-
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FIG. 5: (Color online) (a) The transfer fidelity F as a function of tmax (in units of pi/J0) for d = 5. The parameters we take
is N = 39, µ0 = 1.0J , and J0 = 0.1J . The red solid curves correspond to the approximate results via perturbation theory and
black dotted curves are the exact numerical results for the complete Hilbert space. (b) The time evolution of the probabilities
induced by the pulses in Fig. 2(a) for d = 5 and tmax = 10pi/J0. (c) is the same as (b) but for tmax = 40pi/J0. (d) The same
as in (a), but for d = 9, µ0 = 0.5J , and J0 = 0.05J . (e)-(f) is same as (b)-(c) but for d = 9. To get high fidelity transfer, more
time is required for longer transfer distance.
position form of |Ψ(t)〉 into the Schro¨dinger equation, we
get equations of motion for the probability amplitudes
ic˙A(t) = −ΩA (t) c0(t),
ic˙0(t) = −ΩA (t) cA(t)− ΩB (t) cB(t), (17)
ic˙B(t) = −ΩB (t) c0(t),
where the dot denotes the time derivative.
A measure of the quality of this protocol after the pulse
sequences is given by the transfer fidelity
F = |〈B |Ψ(tmax)〉|2 = |cB(tmax)|2 . (18)
To investigate QST between QDs A and B, we numeri-
cally solve the time-dependent Schro¨dinger equation for
the multi-dot system with N = 39. Here we compare
the results obtained from two alternative approaches.
In the first case, we numerically integrated Eq. (16)
with the initial condition |Ψ(0)〉 = |A〉. In the sec-
ond case, we adopt total Hamiltonian (1) to replace the
effective Hamiltonian and we perform a numerical sim-
ulation using the total Hamiltonian. In this case the
computation takes place in full Hilbert space with basis
{|A〉 , |1〉 , |2〉 , . . . , |N〉 , |B〉}. Fig. 5(a) shows transfer fi-
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FIG. 6: (Color online) The plot of distance dependence of
transfer time tmax for a chosen tolerable transfer error 1 −
F = 0.5%. The lines are only guides to the eyes. Notice the
exponential increase of tmax as a function of the distance. In
order to make results comparable, all times are scaled in units
of pi/J .
delity F as a function of tmax for d = 5, µ0 = 1.0J and
J0 = 0.1J . If we choose tmax ≥ 19π/J0, the transfer
fidelity F will be larger than 99.5%. To illustrate the
process of QST, we exhibit in Fig. 5(b) and 5(c) the
time evolution of the probabilities. We get perfect state
transfer if we choose the transfer time longer enough and
the populations on the QD A and QD B are exchanged
in the expected adiabatic manner. For the case d = 9
with µ0 = 0.5J and J0 = 0.05J , it is shown in Fig. 5(d)-
(f) that to ensure F ≥ 99.5% the optimal transfer time is
about 31π/J0. For comparison, we also plot in Fig. 5 the
result of the exact numerical results (dashed curves) for
the full Hilbert space calculation. Obviously, our three-
state effective Hamiltonian describes the quantum state
evolution very well.
In order to provide the most economical choice of total
transfer time tmax for reaching high transfer efficiency, we
perform numerical analysis of the relation between tmax
and d. For a given tolerable transfer error 1 − F = 0.5,
we plot in Fig. 6 the minimum time varies as a func-
tion of transfer distance d. Clearly, the time required for
near-perfect transfer depends on d in an exponential fash-
ion. Intuitively, this behavior results from the fact that
the ground state of medium Hamiltonian HˆM is exponen-
tially localized due to the existence of defect µ0, leading
to the exponential decrease of the energy splitting δeff as
d increases; and this effect is stronger for larger µ0 and
weaker for smaller µ0. In these sense, the negative effects
of tmax on the transfer distance can be partially compen-
sated by reducing the defect energy µ0. It is conceivable
that tmax will scale linearly with d in the limit µ0 → 0.
D. Robustness of state transfer
We have shown that under appropriate system param-
eters, the total Hamiltonian Hˆ can be mapped to a three-
level effective Hamiltonian Hˆeff, which establish an effec-
tive STIRAP pathway for realizing long-range QST. Not
only efficiency but also robustness against technical and
fundamental noise is important for a scheme to be appli-
cable in quantum-information processing and quantum
computing. There are two central concerns for the QST
protocol in experiments, decoherence and imperfect ex-
perimental implementations.
In this section, we are going to consider an realistic
model which is more close to experimental implementa-
tion and analyze the robustness of this scheme to un-
avoidable imperfections. In particular, we assume that
the Hamiltonian has a random but constant offset fluc-
tuation in the couplings, i.e., replacing the couplings in
Eq. (1b) with J → J (1 + δǫj). The total Hamiltonian is
therefore
Hˆ′ =
N−1∑
j=1
−J (1 + δǫj) |j〉 〈j + 1| − µ0
2
|N0〉 〈N0| − µ
2
(|A〉 〈A|+ |B〉 〈B|)
−JA (t) |A〉 〈N0 − l| − JB(t) |B〉 〈N0 + l|+ h.c., (19)
where δ is the maximum coupling offset bias relative to
J ; ǫj is drawn from the standard uniform distribution in
the interval [−1, 1] and all ǫj are completely uncorrelated
with all sites along the medium chain.
Due to the existence of imperfections, the former effec-
tive Hamiltonian (10) is no longer hold. We now consider
the two effects together with the master equation [18]
ρ˙ (t) = −i
[
Hˆ′ (t) , ρ (t)
]
− Γ {ρ (t)− diag [ρ (t)]} , (20)
where Γ is the pure dephasing reate. To determine the
robustness of the perturbed situation, we numerically in-
tegrate above equation with the electron initialized in
QD-A to be transported: ρ (t = 0) = |A〉 〈A|. At the end
of the computation (t = tmax), we obtain the density ma-
trix ρ (tmax). The problem in the following we concern
will be to evaluate the transfer fielity
F = Tr [ρ (tmax) ρB] (21)
where ρB = |B〉 〈B|.
Setting µ0 = 1.0J , J0 = 0.1J , and d = 5, figure 7(a)
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FIG. 7: (Color online) Transfer fidelity F as a function of
total transfer time tmax for (a) Γ = 0 and different values of
δ; (b) δ = 0 and different values of Γ. The parameter values
we take is N = 39, µ0 = 1.0J , J0 = 0.1J , and d = 5.
shows the solutions of the master equation (20) for Γ = 0
and for different values of maximum coupling offset δ, in
which we have chosen to report the transfer fidelity F as
a function of the total duration time tmax of QST. Bear-
ing in mind that a total duration time tmax greater than
19π/J0 can guarantee the perfect state transfer for ideal
case (i.e.,Γ = 0 and δ = 0). As expect, this approach is
robustly insensitive to weak fluctuations (δ ≤ 0.1) of the
couplings. By increasing δ, the negative effects on trans-
fer fidelity become more and more pronounced, and this
negative influence can be compensated when the dura-
tion of the process is chosen to be long enough. This
means that the scheme allows one to increase the trans-
fer fidelity arbitrarily close to unity, without the need
for a precise control of the couplings. In Fig. 7(b),
we show the effects of dephasing on transfer fidelity.
When dephasing is considered, perfect QST cannot be
achieved. For optimum value of tmax, transfer fidelity
has a maximum value Fmax which decreases when Γ is
increased. For Γ = 0.001J0, the optimum value for tmax
is tmax = 21π/J0 with Fmax = 0.99. When Γ = 0.005J0,
Fmax reaches 0.95 at tmax = 18π/J0. The optimum value
of tmax is slightly shorter than ideal case because dephas-
ing will have more time to destroy the coherent transfer
as tmax increases.
IV. SUMMARY
The central idea of this work is to model a solid-state
adiabatic quantum communication protocol suitable for
high fidelity robust multiple-range QST and quantum
information swapping. It has been shown that high fi-
delity two-way QST can be realized at various different
distances by introducing an N -site tight-binding QD ar-
ray as quantum data bus. We first demonstrate that
the tight-binding chain with a diagonal defect has a non-
vanishing energy gap above the ground state in the single-
particle subspace; and this defect produces an eigenstate
exponentially localized at the defect. Our approach to re-
alize high-fidelity QST is based on the fact that the two
information exchange QDs are resonantly coupled to the
zeroth eigen-mode of the quantum data bus. By treat-
ing the weak coupling as perturbation, the system can be
reduced to a three-level system by the first-order terms
in the perturbative expansion, which enables us to per-
form an effective three-level STIRAP. Then we present
that it is possible to transfer an arbitrary quantum state
driven by adiabatically modulating two side couplings.
For proper choices of the system parameters, perfect adi-
abatic QST can be obtained, which has been confirmed
by exact numerical simulations. Moreover, for an increas-
ing transfer distance, we find that the evolution time dis-
plays an exponential dependence on the transfer distance.
However, this negative effect can be suppressed by reduc-
ing the defect energy µ0. Finally, the robustness of the
scheme to fabrication disorder and dephasing is numeri-
cally demonstrated.
Comparing to the existing long-rang QST schemes, our
proposal has the following advantages: i) the require-
ment of tunnelling control are minimized. This means
that our scheme provides an efficient alternative long-
range QST scheme without performing many tunnelling
operations. ii) different transfer distance can be achieved
by changing the connecting site of two side QDs, and
no additional QDs are needed. Our proposal provides
a novel scheme to implement ordinary STIRAP proto-
cols in many-body solid-state systems in the realization
of high-fidelity multiple-range QST.
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