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A. Objek Penelitian 
Adapun lokasi penelitian ini adalah di Indonesia, dimana penelitian ini 
dititik beratkan/dikhususkan di kantor Badan Pusat Statistik (BPS) dan Bank 
Indonesia (BI). 
 
B. Jenis Penelitian 
 Penelitian ini menggunakan pendekatan kuantitatif dengan menemukan 
masalah penelitian, hipotesis, konsep-konsep, metodologi , alat-alat analisis data 
serta pengukuran data. Uang beredar tahunan , suku bunga BI rate tahunan ,  Produk 
domestik bruto(PDB) tahunan.oleh karena itu penelitian ini tergolong Historical 
research atau documentary research. 
 
A. Variabel Operasional dan Definisi Operasional 
1. Variabel Penelitian 
Penelitian ini menggunakan data Permintaan uang dengan menggunakan 





independen dalam penelitian ini yaitu produk domestik bruto dan suku bunga BI 
rate. 
2. Definisi Operasional 
 Definisi operasional merupakan definisi yang diberikan kepada suatu 
variabel dengan cara memberikan arti dan menspesifikan suatu operasional yang 
diperlukan untuk mengukur variabel tersebut. Adapun variabel-variabel dalam 
penelitian ini yang meliputi sebagai berikut: 
1. Permintaan Uang (Y)  
Permintaan uang yaitu jumlah uang kas yang diminta sebenarnya tidak ada 
dalam kenyataan (unobservable), yang ada adalah jumlah uang beredar. 
Jadi, yang bisa diketahui / dihitung adalah jumlah uang yang ada di 
masyarakat (supply of money). Untuk mengetahui / menghitung jumlah 
uang yang diminta digunakan anggapan keseimbangan dalam pasar uang, 
sehingga jumlah uang yang beredar dipakai sebagai penaksir jumlah uang 
yang diminta (Nopirin, 2009). Dalam penelitian ini jumlah permintaan uang 
diukur dari banyaknya jumlah uang beredar yaitu jumlah M2 dalam Rp / 
tahun. 
2. Produk domestik bruto (PDB) (X1) 
Yaitu yang merupakan variabel independen. adalah produk domestik bruto 








3. Suku Bunga (X2) 
Yaitu yang merupakan variabel independen digunakan dalam penelitian ini 
adalah suku bunga rill diukur berdasarkan suku bunga BI rate yang 
disesuaikan dengan inflasi dalam persen. 
 
D.  Jenis Data 
Jenis data yang digunakan dalam penelitiaan ini merupakan data kuantitatif, 
yaitu data yang diukur dalam suatu skala numerik (angka). Data kuantitatif disini 
merupakan data runtut waaktu (time series ) yaitu data yang disusun menurut waktu 
pada suatu variabel tertentu. Data yang dipilih adalah data pada kurun waktu tahun 
2000 sampai 2017 dalam bentuk tahunan. 
Data-data yang dimaksud adalah data jumlah uang beredar di Indonesia, 
jumlah produk domestik bruto (PDB) di Indonesia, serta jumlah suku bunga di 
Indonesia . Data yang akan digunakan dalam penelitian ini bersumber dari Badan 
Pusat Statistik (BPS) dan Bank Indonesia (BI). 
 
E. Sumber Data 
 Penelitian ini menggunakan data skunder yaitu data yang dikumpulkan oleh 
lembaga pengumpul data serta dipublikasikan kepada masyarakat pengguna data. 
Data dalam penelitian ini diperoleh dari hasil publikasi Bank Indonesia (BI) dan 






F. Teknik Pengumpulan Data 
1. Dokumentasi 
Metode ini menggunakan pengumpulan data dengan cara mencatat dan 
menganalisa laporan-laporan mengenai tingkat inflasi di Indinesia yang 
diterbitkan oleh instansi pemerintah yang terkait dengan masalah penelitian 
ini yaitu Bank Indonesia (BI) dan Badan Pusat Statistik (BPS). 
 
2. Kepustakaan 
Metode ini didapatkan dari pustaka literatur yang diperoleh gambaran 
mengenai teori atau konsep yang dapat digunakan sebagai penunjang dalam 
melakukan analisis. Selain didapatkan dari literatur, dapat juga di peroleh 
dari website dan jurnal-jurnal terkait. 
 
G. Teknik Analisis Data 
Denngan mengasumsikan bahwa permintaan uang (Y) dipengaruhi oleh 
pendapatan (X1) dan suku bunga (X2), maka hubungan fungsionalnya dapat 
dituliskan sebagai berikut : 
Y= f (X1,X2 )……………………………………………..(1) 
Berdasarkan hubungan fungsional di atas, model analisis yang 
dipergunakan untuk menguji hipotesa dalam penulisan ini adalah analisis kualitatif 
dan kuantitatif. Metode analisis kuantitatif yang digunakan dalam penelitan yang 





koefisien regresi berganda (Multiple Regression). Untuk mempermudah 
perhitungan dan untuk mengukur nilai elastisitas variabel tersebut secara langsung 
maka persamaan tersebut dilinierkan dengan cara melogaritma-naturalkan 
persamaan tersebut yang dapat ditulis sebagai berikut: 
Y = b0 X1t
b1eb2X2 + µ…………………………………………….(2) 
Untuk mempermudah perhitungan dan untuk mengukur nilai elastisitas 
variable tersebut secara langsung, maka persamaan tersebut dilinearkan dengan 
cara melogaritma naturalkan persamaan tersebut yang dapat ditulis sebagai berikut: 
lnY = b0 + b1 ln X1t + b2 X2t + µ…………………...………….(3) 
Di mana : 
µ  = error term 
bo  = konstanta 
ln Y  = logaritma natural permintaan uang 
ln X1t = logaritma natural pendapatan 
X2t  = tingkat suku bunga pada periode tertentu 
b1,b2,     = koefisien 
Analisis data kuantitatif adalah bentuk analisa yang menggunakan angka-
angka dan perhitungan dengan metode statistik, maka data tersebut harus 
diklasifikasikan dalam kategori tertentu dengan menggunakan tabel-tabel tertentu, 






1. Deteksi Asumsi Klasik 
Pengujian asumsi klasik diperlukan untuk mengetahui apakah hasil estimasi 
regresi yang dilakukan benar-benar bebas dari adanya gejala heteroskedastisitas, 
gejala multikolinearitas, dan gejala autokorelasi. Model regresi akan dapat 
dijadikan alat estimasi yang tidak bias jika telah memenuhi persyaratan BLUE (Best 
Linear Unbiased Estimator) yakni tidak terdapat heteroskedastistas, tidak terdapat 
multikolinearitas, dan tidak terdapat autokorelasi (Sunyoto, 2009:79). Jika terdapat 
heteroskedastisitas, maka varian tidak konstan sehingga dapat menyebabkan 
biasnya standar error. Jika terdapat multikolinearitas, maka akan sulit untuk 
mengisolasi pengaruh-pengaruh individual dari variabel, sehingga tingkat 
signifikansi koefisien regresi menjadi rendah. Dengan adanya autokorelasi 
mengakibatkan penaksir masih tetap bias dan masih tetap konsisten hanya saja 
menjadi tidak efisien. Oleh karena itu, uji asumsi klasik perlu dilakukan. Pengujian-
pengujian yang dilakukan adalah sebagai berikut : 
a. Deteksi Normalitas 
 Uji asumsi ini akan menguji data variabel bebas (X) dan data variabel terikat 
(Y) pada persamaan regresi yang dihasilkan, apakah berdistribusi normal atau 
berdistribusi tidak normal. Persamaan regresi dikatakan baik jika mempunyai data 
variabel bebas dan data variabel terikat berdistribusi mendekati normal atau normal 
sama sekali (Sunyoto, 2009:84) 
Normalitas bertujuan untuk menguji apakah dalam model regresi variabel 





paling tidak mendekati distribusi normal. Model regresi yang paling baik adalah 
memiliki distribusi data normal atau mendekati normal. Deteksi asumsi klasik 
normalitas mengasumsikan bahwa distribusi probabilitas dari gangguan μ1 
memiliki rata-rata yang diharapkan sama dengan nol, tidak berkorelasi dan 
mempunyai varian yang konstan. Uji normalitas dapat diuji dengan menggunakan 
Uji Jarque Bera. Nilai signifikansi di atas 0,05 menunjukkan data yang berdistribusi 
normal. 
 
b. Deteksi Heteroskedastisitas 
Heteroskedastisitas bertujuan untuk menguji apakah dalam model regresi 
terjadi ketidaksamaan varians dari residual satu pengamatan yang lain. Model 
regresi yang baik adalah homoskedastisitas atau tidak terjadi heteroskedastisitas. 
Untuk menguji ada atau tidaknya heteroskedastisitas dapat digunakan Uji White. 
Secara manual, uji ini dilakukan dengan melakukan meregres regresi kuadarat (Ut2) 
dengan variabel bebas. Dapatkan nilai R2 digunakan untuk menghitung X2 , 
Dimana X2 =n*R2 . Kriteria yang digunakan adalah apabila X2 tabel lebih kecil 
dibandingkan dengan nilai Obs *R-Squared, maka hipotesis nol yang menyatakan 
bahwa tidak ada heteroskedasitas dalam model dapat ditolak. 
 
c. Deteksi Multikolinearitas 
 Uji multikolinearitas adalah untuk melihat ada atau tidaknya korelasi yang 
tinggi antara variabel-variabel bebas dalam suatu model regresi linear berganda. 





antara variabel bebas terhadap variabel terikatnya menjadi terganggu. Dikatakan 
tidak terjadi multikolonieritas jika koefisien korelasi antar variabel bebas lebih kecil 
atau sama dengan 0,60 (r ≤ 0,60) (Sunyoto, 2009:79). 
 
d. Deteksi Autokorelasi 
Faktor-faktor yang menyebabkan autokorelasi antara lain kesalahan dalam 
menentukan model, penggunaan lag pada model, memasukkan variabel yang 
penting.  
Menurut Sunyoto (2009:91-92) Persamaan regresi yang baik adalah yang 
tidak memiliki masalah autokorelasi, jika terjadi autokorelasi maka persamaan 
tersebut menjadi tidak baik atau tidak layak dipakai prediksi. Masalah autokorelasi 
baru timbul jika ada kolerasi secara linier antara kesalahan pengganggu periode t 
(berada) dengan kesalahan pengganggu periode t-1 (sebelumnya). Dengan 
demikian dapat dikatakan bahwa uji asumsi klasik autokorelasi dilakukan untuk 
data time series atau data yang mempunyai seri waktu, misalnya data dari tahun 
2008 s/d 2017. 
Untuk menguji ada tidaknya autokorelasi salah satunya diketahui dengan 
melakukan Uji Breusch-Godfrey Test atau Uji Langrange Multiplier (LM). Dari 
hasil uji LM apabila nilai Obs*R-squared lebih besar dari nilai X2 tabel dengan 
probability X2 < 5% menegaskan bahwa model mengandung masalah autokorelasi. 
Demikian juga sebaliknya, apabila nilai Obs*R-squared lebih kecil dari nilai X2 
tabel dengan probability X2 > 5% menegaskan bahwa model terbebas dari masalah 





agar model tetap dapat digunakan. Untuk menghilangkan masalah autokorelasi, 
maka dilakukan estimasi dengan diferensi tingkat satu. Winarno (2009:131). 
 
 
2. Uji Statistik 
 Uji Statistik yang digunakan dalam penelitian ini antara lain Uji Koefisien 
Determinasi (Uji R2), Uji Koefisien Regresi Secara Bersama-Sama (Uji F), dan Uji 
Koefisien Regresi Parsial (Uji-t). 
 
a. Koefisien Determinasi (Uji R2) 
Koefisien determinasi (R²) merupakan ukuran untuk mengetahui kesesuaian 
atau ketepatan antara nilai dugaan atau garis regresi dengan data sampel. Apabila 
nilai koefisien korelasi sudah diketahui, maka untuk mendapatkan koefisien 
determinasi dapat diperoleh dengan mengkuadratkannya. 
Menurut Ghazali (2013:97) Koefisien determinasi (R²) pada intinya 
mengukur seberapa jauh kemampuan model dalam menerangkan variasi variabel 
independen. Nilai koefisien determinasi adalah nol dan satu. Nilai R² yang kecil 
berarti kemampuan variabel-variabel independen dalam menjelaskan variasi 
variabel dependen amat terbatas. Nilai yang mendekati satu berarti variable-
variabel independen memberikan hampir semua informasi yang dibutuhkan untuk 
memprediksi variasi-variabel dependen. 
Koefisien determinasi adalah untuk mengetahui seberapa besar persentase 





dalam persentase. Namun tidak dapat dipungkiri ada kalanya dalam penggunaan 
koefisien determinasi (R²) terjadi bias terhadap satu variabel bebas yang 
dimasukkan dalam model. Sebagai ukuran kesesuaian garis regresi dengan sebaran 
data, R2 menghadapi masalah karena tidak memperhitungkan derajat bebas. 






R² : Koefisien determinasi 
k : Jumlah variabel independen 
n : Jumlah sampel 
 
b. Koefisien Regresi Secara Keseluruhan (Uji F) 
 Menurut Ghozali (2013: 98), uji F pada dasarnya menunjukkan apakah 
semua variabel independen yang dimasukkan dalam model mempunyai pengaruh 
secara bersama-sama terhadap variabel dependen. Kriteria pengujian di dalam uji t 
dapat dijabarkan sebagai berikut : 
a. Jika F hitung  <  F tabel atau F sig  ≥ (α = 0,05) maka Ho diterima dan H1 
ditolak, berarti variabel pengaruh (X) secara bersama tidak berpengaruh 
terhadap variabel terpengaruh (Y). 
b. Jika F hitung  <  F tabel dan F sig  ≤ (α = 0,05) maka Ho ditolak dan H1 
diterima, berarti variabel pengaruh (X) secara bersama mempunyai pengaruh 






c. Koefisien Regresi Parsial (Uji-t) 
 Menurut Ghozali (2013: 98), uji t pada dasarnya menunjukkan seberapa 
jauh pengaruh satu variabel penjelas atau independen secara individual dalam 
menerangkan variasi variabel dependen. Kriteria pengujian di dalam uji t dapat 
dijabarkan sebagai berikut : 
a. jika t hitung  <  t tabel atau t sig  ≥  (α = 0,05) maka Ho diterima dan H1 ditolak, 
berarti variabel bebas  (X)  secara  parsial  tidak  berpengaruh  terhadap  
variabel  terikat (Y). 
b. Jika t hitung  >  t tabel dan t sig ≤ ( α = 0,05) maka Ho ditolak dan H1 diterima, 
berarti variabel bebas (X) secara parsial mempunyai pengaruh terhadap 
variabel terikat (Y). 
 
