A well-known discovery of Feige's is the following [2]: Let X1, . . . , Xn be nonnegative independent random variables, with E[Xi] ≤ 1 ∀i, and let
Introduction

A Small Deviation Inequalitiy
Let X 1 , . . . , X n be nonnegative independent random variables, with E[X i ] = µ i ≤ 1 for each i. For a given constant δ, we wish to establish a universal lower bound
Feige first established a bound of this type in [2] , and He, Zhang, and Zhang later showed that for δ ≥ 1, α ≥ 1/8 [4] . However, it is believed that in this case, we can let α = 1/e. If so, this bound would be tight, as consider letting all X i have mean 1 and support {0, n + δ}. Then
On the other hand, as Feige pointed out, for smaller δ, the lower bound becomes dependent on this constant. Consider X 1 having mean 1 and support {0, 1 + δ}, and X i ≡ 1 for i ≥ 2. In this case,
It is not difficult to see that for such a small deviation from the mean, Markov's and Chebyshev's inequalities are insufficient for establishing a lower bound α in (1) away from 0. Therefore, we will need to consider more information than the just the first and second moments of our random variables.
Our Results
In Section 3, we establish the following bound: Theorem 1.1. Let X 1 , . . . , X n be nonnegative independent random variables, with E[X i ] ≤ 1 for each i. Let X = n i=1 X i . Then
In their approach to inequality (1), He, Zhang, and Zhang [4] applied deviation inequalities they had developed in terms of the first, second, and fourth moments. The source of our improvement comes from also considering the central third moment, and what happens in the cases where it is positive versus negative. This idea is well illustrated by a (tight) moment bound we prove in Section 2.1: The assumption on the third moment allows for a slightly smaller bound than the one proved in [5] , which made no mention of the third moment (but otherwise had an identical hypothesis).
We also consider whether we can obtain similar small deviation bounds if the random variables are only k-wise independent for some k ≥ 2. Recall that a collection of random variables is k-wise independent if any k-sized subcollection is mutually independent. This is a natural consideration, since calculating up to the kth moment of a sum of independent random variables in fact only uses the assumption that they are k-wise independent. In addition, for many randomized algorithms, k-wise independence is just as adequate as full independence, and the benefit of using the former is that it requires much less randomness to generate. In this realm, we show that for certain types of random variables, 4-wise independence is sufficient for a nontrivial small deviation bound. Our most general result of this type, which we prove in Section 2, is Theorem 1.3. Let X 1 , . . . , X n be a 4-wise independent collection of random variables where for each i, E[X i ] = 0, and
In [3] , we showed that 1/6 is the best possible constant bound for this theorem. Similar to the conjectured 1/e lower bound to (1) when δ ≥ 1, the bound 1/6 cannot be improved by raising δ to a higher constant. But in this case the bound does not hold when δ < 1/5, due to the same example that produces (2) . Thus, there may be some slight room for improvement to the above theorem, but not much. But as we will see in our approach to Theorem 1.1, letting δ be as small as possible is a worthwhile endeavor.
In Section 4, we present a counterexample to show that 3-wise independence is insufficient for any nontrivial small deviation bound on a sum of random variables. This settles a question in [4] , regarding whether or not a nontrivial bound can be obtained from only the first, second, and third moments. In addition, the assumption of pairwise independence does not lead to an improvement on Markov's inequality for a deviation bound on a sum of nonnegative random variables.
then there exists a collection of nonnegative pairwise independent random variables X 1 , . . . , X n , each with mean 1 such that
there exists a collection of nonnegative 3-wise independent random variables X 1 , . . . , X n , each with mean 1 such that
Setup
A Moment Problem
Let X be a real-valued random variable. Given information of the moments of X up to some k, we want to bound the probability that X lies in a set S. This is a well-studied optimization problem that gives rise to an elegant dual problem, first utilized in [6] and [7] , and treated extensively in [1] . The setup of the general problem is
Of course, M 0 = 1 always. The dual problem is then
In other words, this minimizes E[Q(X)] over all polynomials Q of degree up to k, where Q ≥ 1 S . For most of this paper, we let k = 4 and S = {x : x ≥ E[X] + δ}. Without loss of generality, assume M 1 = E[X] = 0. Thus for the dual problem, we need a polynomial Q of degree at most 4 such that Q(x) ≥ 1 {x≥δ} (x) for all x. The polynomial, which we will denote Q ℓ,r for ℓ, r > 0, we use throughout the paper will have the following properties:
• Q ℓ,r (x) has a double root at x = −ℓ.
• Q ℓ,r (0) = 1 (we will often just shift by the small value δ when needed).
• Q ℓ,r (x) − 1 has a double root at x = r.
Most often, r = ℓ, in which case we will denote it as Q r . In that case,
We first use this approach to prove Theorem 1.2, restated here:
Proof. Consider the polynomial
which satisfies Q(x) ≥ 1 {x≥0} for all x (we prove this for the more general expression of Q ℓ,r in the next subsection). Using the assumptions on the moments, we have
Note that the bound is tight if we consider, for any a > 0 and p < 1/2,
−a, with probability p 0, with probability 1 − 2p a, with probability p
This happens to also be a tight example to Chebyshev's inequality. Without any assumption on the third moment, He et al proved an upper bound of 1 − (2 √ 3 − 3)/c [5] . Using our Q ℓ,r , we can choose ℓ = (1 + √ 3)r/2 (which makes the degree-3 coefficient 0) and optimize over r, to get the same bound.
Many of our proofs will be of the same flavor as Theorem 1.2, with c = 3 (which, not coincidentally, is the kurtosis of the normal distribution). However, two complications will often arise, which one can predict by examining the idealistic conditions of the previous theorem. Namely, the third moment could be negative, and the fourth moment may be a bit larger than cσ 4 for the optimal c we are after. Consider, for example, a sum of bounded independent random variables.
Let {X i } i≤1≤n be independent random variables with E[
In addition,
So we see in this case that even if E[X 3 ] is negative, it can only be as low
, and
]. This will not present much of a problem asymptotically when the variance is large, but it will cause issues for small variances. In that case, we just modify the polynomial. However, in general, we cannot achieve the constant upper bound of 5/6 unless we allow some deviation δ > 0.
Note that if {X i } i≤1≤n are only 4-wise independent, then X will have the same moments above. Since we will only use the first four moments of X to prove Theorem 1.3 and the related Lemmas in Section 3, we can assume the random variables are only 4-wise independent. In each situation, we will use this information on the moments to show there exist ℓ, r > 0 such that
Therefore,
where the first inequality is shown in the next section.
Q ℓ,r
The polynomial Q ℓ,r described in the previous section is explicitly given as
where 3 ,
If ℓ = r, then these coefficients simplify to
We will show directly that this polynomial satisfies
Proof.
which is zero if x = −ℓ. Otherwise, since
we have Q ℓ,r (x) ≥ 0 ∀x. On the other hand,
Looking at the coefficients in (9), notice that q 4 > 0 always, and if ℓ ≤ (1 + √ 3)r/2, then q 3 < 0. In fact, we will always choose ℓ ≤ r. Therefore, we will always have q 3 < 0, and q 4 > 0.
Thus, if X satisfies the inequalities (16) below, then
(13) We will often let ℓ = r = √ 3σ. In that case, (10) becomes
Substituting these into (13) and simplifying yields
Proof of Theorem 1.3
We restate it here in an equivalent form.
Theorem 2.3. Let X 1 , . . . , X n be a 4-wise independent collection of random variables where for each i, E[X i ] = 0, and
Proof. Let X 1 , . . . , X n be 4-wise independent random variables with E[X i ] = 0 and
. At the end of Section 2.1, we showed that since |X i | ≤ 1 for each i,
As explained in the same section, it is sufficient to show that for any such X, there is a choice of ℓ and r such that
For this proof, we can let ℓ = r for each case, so we refer to the polynomial as Q r . First, let ℓ = r = √ 3σ. Using (15) with δ = 1/3, we have
Now If we let r = aσ for a constant a > 0, and δ = 1/3, putting the coefficients of Q (10) into (13) yields
Let B a (σ) be the quantity on the righthand side. Examining the coefficients, we see that if 27 − 2a 2 ≥ 0, then B a is a convex polynomial in the variable σ −1 . Thus, for a fixed a, and σ 1 < σ 2 , if we show that B a (σ 1 ) and B a (σ 2 ) are both bounded above by 5/6, then
First, let a = 2. Then
and it can be easily checked that B 2 (3/2) < 5/6 and B 2 (3) < 5/6. If a = 9/4, then Thus, we have covered all σ ≥ 1/2. Lastly, we set r = 3/2, for which substituting (10) into (13) gives
when σ < 1/2.
As we discussed in the introduction, the deviation δ = 1/3 could possibly be lowered, but not to anything below 1/5. However, due to the small variance case, our approach cannot allow for a δ much lower than the one we set.
Proof of Main Theorem
In this Section, we prove Theorem 1.1. First, we will need two modified versions of Theorem 1.3. Although we will have full independence when we apply these lemmas, we only assume 4-wise independence for maximal generality. We treat separately the cases of negative and nonnegative third moment. The (rather tedious) proofs of both lemmas are at the end of the section.
Lemmas
Due to the third-degree coefficient q 3 of our polynomial being negative, if we know the central third moment is positive, we can lower the allowed deviation δ from 1/3, while keeping the same upper bound of 5/6 on the probability. It will be important to lower δ as much as possible, without having to raise the bound on the probability (which would not be a good tradeoff).
Lemma 3.1. Let X 1 , . . . , X n be a 4-wise independent collection of random variables where for each i, E[X i ] = 0, and
For the next lemma, we will assume each random variable is supported on two points; this will be the case when we apply it in the upcoming proof. Now, if we assume the central third moment of the sum is nonpositive and add one small condition, we can remove the assumption of a universal upper bound (intuitively, a negative central third moment implies the distributions of the random variables are already skewed below their means). This will also be a crucial component to the proof of the theorem. 
The allowed deviation of 1 and the 1/16 assumption above can be tinkered with, but we fixed δ = 1 in preparation for the theorem.
Proof of Theorem 1.1
We state it again, this time with a slightly better but also less nice-looking constant: Theorem 3.3. Let X 1 , . . . , X n be nonnegative independent random variables with means µ 1 , . . . , µ n such that µ i ≤ 1 for every i. Then
where we set β = 46 279 e −4/25
In his proof [2] which first established a lower bound on this probability, Feige explained via a linear programming argument that without loss of generality, we may assume that each X i is non-constant and has support of size two. This was one aspect of his overall strategy, which was to apply a sequence of transformations to the collection of random variables, where each transformation does not increase the probability that we wish to lower bound. The next step is to simply subtract some nonnegative amount from each X i , so that it has support {0, c i } for some c i > 0. This step may reduce the mean µ i but leaves the probability in (17) unchanged.
The goal of the next transformation, which he called "merge," was to make the means closer to one another. With "merge," we take the two random variables with the smallest means, say X i and X j with means µ i and µ j , and merge them into the random variable X ′ = X i + X j with mean µ ′ = µ i + µ j . Now X ′ possibly has support of size up to 4, but as before, we may reduce its size to two and align it with 0. For some threshold t ≤ 1/2, we will apply "merge" (followed by reducing the support and aligning with 0) on the two random variables with smallest means, µ i < µ j , if and only if µ i < t and µ j ≤ 1 − t. Thus, we will never create a random variable with a mean larger than 1. Furthermore, when we have finished these transformations, we have at most one random variable with mean below t, in which case all other means are above 1 − t.
Proof. As explained in the precursor to this proof, we may assume that each X i has support {0, c i } for some c i > 0, so that Pr[X i = c i ] = µ i /c i . For each i, let s i = c i − µ i , the "surplus" to the mean. We may assume
Using a trick from [4] , fix τ > 0, and define
The utility of this splitting of the random variables is that conditioning on the sum of first k being 0, the rest are bounded by an amount comparable to the allowed deviation. Here in particular, we are using full (as opposed to just 4-wise) independence of the random variables (we also implicitly used full independence during the merge operation described above).
and we will now focus on the latter probability. We fix τ = 25/4. Assume k < n, otherwise we are done.
Each Y j has mean 0 and support {−a j , b j } where 0 < a j ≤ 1 and 0 < b j ≤ 25(m + 1)/4. We break the analysis into two cases, depending on the sign of the third moment of Y .
In this case, for each j, let Y Y j , and
Thus, we have
Although proving this case was immediate, it required the bounding of the latter random variables and drove the choice of τ = 25/4.
The major fact about Lemma 3.2 we use in this case is that we do not need an upper bound on the Y j 's. Above we had to divide the random variables by some amount in order to apply our positive third moment lemma, which lowered the allowed deviation in our strict application of the statement. This time, we do not have to do so, and the allowed deviation δ remains at least 1. Now, each Y j has support {−a j , b j }, where 0 < a j ≤ 1 for each i.
, we can immediately apply Lemma 3.2, and we are done. So we can assume a 1 < 1/16. Since Y j = X k+j − µ k+j , each a j = µ k+j . Thus, µ k+1 < 1/16. By the stopping condition of the merge process, this means that all other means exceed 15/16.
We may also assume at this point that b 1 ≥ 3(m + 1). Otherwise, like in Case 1, we can divide by 3(m + 1), and by Theorem 1.3,
Thus, considering
, this variable being positive is quite unlikely, and in order to discard it, we will also condition on this not occurring. Once we do so, we must take note that the third moment of the remaining sum is also negative, as we have subtracted
Furthermore, for j ≥ 2, a j > 1/16 (in fact a j ≥ 15/16), so we can apply Lemma 3.2 to the remaining sum. Now we consider two cases: k = 0 and k ≥ 1. If k = 0, then m = 0, and
, and We remark that given the tightness of Theorem 1.3 and the lemmas in this section (which we showed in [3] ), one cannot achieve a constant higher than 1/6 in Theorem 1.1 with only the information of the first four moments. The room for improvement in our work lies in the possibility of lowering δ = 4/25 in Lemma 3.1. We could not do so (by more than a negligible amount) in our proof below. However, perhaps a deeper analysis could allow it.
Furthermore, we believe a tractable approach to bridging some of the gap between our 7/50 and the conjectured 1/e would be to apply a similar 2kth moment method. An effective dual 2k-degree polynomial Q may be similarly defined as our Q ℓ,r but possibly with more double roots for Q and Q − 1. In addition, Q could be defined so that many of its odd-degree coefficients are 0, at the benefit of disregarding the odd moments of those orders.
Proofs of Lemmas
As explained at the end of Section 2.1, we will show that for any X meeting the conditions, there is a choice of ℓ and r such that (6) and thus (7) hold. We will also refer to properties of the polynomial Q ℓ,r laid out in Section 2.2.
Proof of Lemma 3.1
Proof. Let X 1 , . . . , X n be 4-wise independent random variables such that for each i, E[X i ] = 0, and (11) and (12) we have For σ ∈ [0, 5/4], we will be forced to choose ℓ < r. In order to mitigate some of the upcoming messiness, we refer to δ = 4/25 as δ. Let ℓ = 2σ and r = 5σ/2. Then using (19) and (9),
Since 68 − 207δ 2 ≥ 0, the right-hand side is a convex polynomial of the variable σ −1 > 0. One can check that when σ = .68 and when σ = 1.25 (and δ = .16), it is less than 5/6. Therefore,
for all σ ∈ [.68, 1.25].
Next, let ℓ = 15σ/7 and r = 3σ. Then
Again, this is a convex polynomial of the variable σ −1 > 0, since the coefficient of σ −2 is positive for δ = 4/25. One can check that when σ = .5 and when σ = .68, the right-hand side is less than 5/6. Therefore,
for all σ ∈ [.5, .68].
Lastly, let ℓ = 1 and r = 2. Then
One can verify with the quadratic formula or by other means that the right-hand side is bounded above by 5/6 when σ ∈ [0, 1/2]. Overall, we have provided a suitable polynomial Q for every σ ≥ 0.
Proof of Lemma 3.2
Proof. Let X 1 , . . . , X n be 4-wise independent mean-zero random variables distributed as
where a i ≤ 1 for each i, b 1 = max i {b i }, and a 1 ≥ 1/16. Then
Now we will show
Despite the lack of an upper bound on the b i 's, the nonpositivity of the third moment, along with the prescribed interval of a 1 , brings the sum under control (the latter condition, simply put, prevents an extremely large b 1 being "hidden" by an extremely small a 1 ). First,
From (11) and (12), we have
If σ ≥ 16,
For the rest of this proof, we will still have ℓ = r. We will find a Q r for each σ ∈ [0, 16]. First, let r = 19σ/10. From (20), we have
260642 .
As in the cases in the other proofs, the right-hand side is a convex polynomial of the parameter σ −1 > 0. One can check that for σ = 5/2 and σ = 16, the right-hand side is less than 5/6. Therefore, and the last inequality can be verified using basic calculus. All cases are covered.
4 2-and 3-wise independent counterexamples
Setup
Using notation from [8] , let A(n, k, p) be the set of all collections of n k-wise independent Bernoulli random variables with equal marginal probabilities p. We denote Z P (n, k, p, δ) = max (X1,...,Xn)∈A(n,p,k)
for 0 ≤ i ≤ k. Letting m = ⌈np + δ⌉, our objective function is n r=m p r . The dual problem is then Z D (n, k, p, δ) = min
where P k is the set of univariate polynomials Q of degree at most k, with Q(i) ≥ 0 ∀i ∈ {0, . . . , m(d) − 1}, and (25) Q(j) ≥ 1 ∀j ∈ {m(d), . . . , n}.
By linear programming duality, Z P = Z D (:= Z). As explained in [8] , an optimal Q 0 in (24) would give us information about the optimal distribution S in the primal problem (21). Assuming optimality of each, 
2-wise
We will find it convenient to set δ = dp, so that m = ⌈np + dp⌉ = ⌈(n + d)p⌉. 
The optimal polynomial in the corresponding dual problem (24) is
Note that f satisfies the conditions, f 
