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To illustrate our method we first consider the problem 
X” = G(t, X, X’), 
X(0) = X(l), x’(0) = x’(1). 
(4 
where G(t, X, X’) is periodic in t with period 1 and is a continuous vector func- 
tion from [0, l] x Rn x Rn into Rn. We then consider the more general 
problem 
X’ = A(t) . x +qt, X), 
B . X(0) + C . X(1) = 0, 
PI 
where A(t) is a continuous n x n matrix function, B and C are n x n matrices, 
and F(t, X) is a continuous vector function from [0, l] x Rn into R”. 
Problems (A) and (B) and their variations have been extensively studied by 
using degree theory to develop several existence theorems which are not con- 
structive but which are very general and apply to problems having multiple 
solutions (see [2, 3, 6, 7, 9, 12, 151). The purpose of this paper is to develop a 
constructive method for establishing the existence of solutions to the above 
problems under hypotheses which are as close to those in the general existence 
theorems as possible. 
In Section 1, we first consider G(t, X, X’) = X + F(t, X, X’), whereF(t, X, X’) 
is a continuous bounded vector function from [0, l] x Rn x RQ into R”, and 
then convert problem (A) into a fixed point problem by means of a Green’s 
function. The main technique to approximate a fixed point is to approximate the 
truncated Fourier expansion of the fixed point and its derivative. The main tool 
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to establish the existence of the coefficients of the approximation is the Brouwer 
Fixed Point Theorem. Algorithms have been developed recently by [ 1, 11, 13, 161 
to approximate such Brouwer fixed points. Especially, the algorithm in [l I] can 
be applied to approximate several fixed points. We then generalize the result to 
unbounded G when a priori bounds and a Nagumo condition are imposed. The 
theorems developed here are as general as those in [3] and are much more con- 
structive. The method which we have just mentioned can be extended into 
problem (B). Theorems for problem (B) are stated without proof. 
In Section 2, we give the results of some numerical experiments for some 
concrete examples. 
1. THE SYSTEM OF SECOND-ORDER DIFFERENTIAL EQUATIONS 
To illustrate our method we first consider the periodic boundary value problem 
x” - x = qt, x, X), (1.1) 
X(O) = X(l), X’(0) = X’(l), U.2) 
where F(t, X, X’) is a continuous vector function from [0, I] x Rn x Rn into 
R”. 
Let g(t, s) be the Green’s function for the scalar problem 
x” - x = 0, 
40) = x(l), x’(0) = x’(l), 
then g(t, S) can be shown to be: 
g(t, s) = [(e-l - 1) ++l + (1 - e) es-t-l]/A, 
= [(e-l - 1) et-s + (1 - e) es-“l/d, 
where A = 2(e f e- l - 2). Then the existence of a fixed point of 
TX = 
.c 
l g(t, s) F(s, X, X’) ds 
0 
(1.5) 
is equivalent to the existence of a solution of (1 .l)-(1.2). 
In this section, we want to construct a sequence of vector functions which 
approximate solutions of (1. I)-(1.2) provided F( t, X, X’) satisfies some 
conditions. 
Let %[O, I] denote the Banach space of continuous functions from [0, I] into 
R* with norm II X (/9,m = {Maxt,,,,l ZE=, I X[kl(t)j”}1/2. 
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Let .-Epz[O, I] denote the real Hilbert space of square integrable functions from 
[0, I] into Rn with the inner product 
(Y, 2) = 2 1’ Y[“l(s) zWl(s) ds 
k=l 0 
and norm 11 Y l/2,n = (I’, Y)l12. 
Let {~D~(t)}om be a complete orthonormal sequence of functions in gJIO, I]. For 
each nonnegative integer m, let 
Xm(t) =: f uk,,rn@k(t), 
k=O U-6) 
ymw = 2 bk,rn@kM 
k-0 
where for each k, 0 < k < m, 
(1.7) 
ak.m = (l g(t, 4 F(s, X44 Y,(4) 4 @k(t)), (1.8) 
b k.m = 
(S 
o1 -$- g(t, 4 F(s, KnN, En(s)) ds, @k(O). (1.9) 
Remark. There exists a complete orthonormal sequence of eigenfunctions, 
{@k@)>: 5 in &[O, I]. They are Go(t) = El , G+(t) = E, ,..., QamI(t) = E, , 
Q,(t) = 21j2 sin(2rrt) El , . . . . ~&,+~(t) = 21/2 sin(2rt) E, , Q2Jt) = 21j2 cos(27rt) 
E 1 ,.*., @231a-l(t) = 2112 cos(2at) E, , Q&t) = 21j2 sin(&t) E1 ,..., Qanpl(t) = 
2l/a sin(4nt) E, , G&t) = 2112 cos(4rt) E1 ,..., where Ei is a vector in ,?” such 
that all components of Ei are 0 except the ith component is 1. 
We use the well-known Brouwer Fixed Point Theorem to establish 
the existence of uk and b, satisfying (1.8)-(1.9). 
LEMMA 1.1. If T is a continuous map from S C Rm into itself where S is homeo- 
morphic to the closed unit ball, then there exists u E S such that Tu = u. 
Proof. (See [17, p. 741). Algorithms have been developed recently in [l, 
11, 13, 16] to approximate such Brouwer fixed points. In particular, the algorithm 
in [l l] can be applied to approximate several fixed points. 
If we now suppose that F(t, X, X’) is bounded, then the existence of aL,m and 
b k,m 3 0 < k < m, can easily be obtained from the Brouwer Fixed Point 
Theorem. Therefore, Xm(t) and Ym(t) exist for each m = 0, 1, 2,... and can be 
approximated. Let 
then 
W,n(t) = j-o1 g(t, 4 F(s, X,&), Y,(s)) ds; (1.10) 
Wm’(t) = 1’ + At, s) F(s, -G(4, Y,(s)) ds. 
0 
(1.11) 
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THEOREM 1.2. Let F(t, X, X’) be continuous and bounded from [0, l] x 
Rn x R” into R*, and let Xm(t), Ym(t), W,(t), and ?Vm’(t) be defined as in (1.6), 
(1.7) (l.lO), and (1.11). Then there exist subsequences 
m&)>? mL,(t)>, Wm,(t)>, md UK&)) of Wm(t)>, v&)1, WVLW, 
and (W,‘(t)}, respectiwely, and a solution X(t) of (1 .l)-( 1.2) such that 
II &,W - x(t)ll%, -+ 0, II Ym,(t) - x’(Wn --+ 0, II ~?n,(t) - W)llm,n - 0 
and 
II %&> - -w)ll,,, - 0 as mk-+ Sm. 
Proof. Since g(t, s) is continuous on [0, I] x [0, 11 and F(t, X, X’) is 
bounded, { Wm(t)) is uniformly bounded. Also {Wm’(t)} is uniformly bounded 
since (a/at)g(t, s) is bounded on [0, l] x [0, 11. Thus, {W,(t)} is uniformly 
bounded and equicontinuous. By the Ascoli-Arzela theorem, there exists a 
subsequence {Wm,(t)} of {W,Jt)> which converges uniformly to a continuous 
function X(t). Moreover, for each m, we have W:,(t) - Wm,(t) = F(t, Xm,, Y,,); 
thus { W$,(t)> is uniformly bounded since {IVm,(t)} and F(t, X, X’) are uniformly 
bounded. Hence (WA,(t)} is uniformly bounded and equicontinuous. By the 
Ascoli-Arzela theorem again, there exists a subsequence of {IV;,(t)} which 
converges uniformiy to a continuous function U(t). In fact, X’(t) = U(t). For 
simplicity, let us call the subsequence {WA,(t)}. Therefore, we have 
uniformly on [0, l] as m, 3 + co. 
Now, we claim that [I Xm,(t) - X(t)l12,, + 0 and jl Ym,(t) - X’(t)j]z,n + 0. 
First, we introduce the projection P, defined as 
PJ(t) = t w&(t), 
k=O 
where X(t) = 2” kr;O akGk(t) and ok = (X(t), &(t)) for k = 0, 1, 2,.... Thus, one 
has Xnz,(t) = PmkWmk(t), Ym,(t) = P,,WA,(t). Therefore, we have 1) Xm,(t) - 
X(t)llz,a + 0 and 11 urn,(t) - X’(t)llz,, + 0 as mk + 0, since 
II &,W - Jwll2.n 
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and 
< II w&(t) - wt)h,n -t II pm, - 1 II . II ~Wl2,n . 
Before we show that X(t) is a fixed point of (1.5), i.e., X(t) is a solution of 
(l.l)-(1.2), we state one useful lemma. 
LEMMA 1.3. If {xn(t)} is a Catchy sequence in L,[O, I], then there exists a 
subsequence (xnB(t)} and a measurable function m(t) such that x%,(t) ---f m(t) a.e. on 
[O, 11. 
Proof. (See [4, p. IlO]). Since 11 Xm,(t) - X(t)jjz,lz --j 0, by Lemma 1.3 there 
exists a subsequence of (Xm,(t)>. Ag ain, for simplicity, call it {;L;,,(t)>, such that 
Xm,(t) ---f X(t) a.e. on [0, 11. Similarly, we may assume Y,Jt) + X’(t) a.e. on 
[0, 11. Thus, F(t, X,,(t), Y,,(t)) + F(t, X(t), X’(t)) a.e. on [0, 11. By the 
Lebesgue-dominated convergence theorem we have 
s ’ g(t, s)F(s, Xw&), Y,,(4) ds - I1 g(t, 4 F(s, X(s), X’(4) ds. 0 0 
Therefore, X(t) = $jg(t, s)F(s, X(s), X’(s)) ds since W’&(t) + X(f) on [0, I]. 
The theorem is completed. 
The entire sequence converges to the set of solutions. This convergence is 
described in the following theorem. 
THEOREM 1.4. Let the conditions of Theorem 1.2 be satisfied, and let S =- 
{X(t) E qo, 11: x(t) is a solution of (1 .I)-(1.2)) and s’ = {X’(t): X(t) E S}, then 
&‘Kn(th 9 = x;;Es II -&n(t) - X(t)llm - 0, 
&bn~~), S’t = in:,, It Ym(t) - x’@)lL - 0, 
dYJ+‘m(t), S> = .;;,fs II Wm(t> - X(t)l!cc,n - 0, 
and 
d(‘WL’(t), W = .,$E,, II wm’(t) - X’Mm,, - 0 
as m--+co. 
Proof. Suppose not. There exist an E > 0 and a subsequence (Xm,(t)>, 
{Ymk(t>>, {Wm,(t>>, or P’,&(t)> such that di’V&(t), S) 2 6, dP(Y,,,i.(t)l S’) .> c, 
d(n)(W,k(t), S) > E, or dc@(WiJt), S’) 3 E. However, from the proof of 
Theorem 1.2 there are further subsequences of (X7n,(t)>, (YF,Jt)j, : WPtt,(t)>, and 
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(IVY,} which converge to an X(t) E S in &[O, 11, X’(t) in &[O, 11, X(t) in 
V[O, 11, and X’(t) in V[O, 11, respectively. This leads to a contradiction. 
Before we generalize Theorem 1.2, we need two lemmas. 




s d+(s) = $-CD. 
2R17 
Let 01, K, R, 7 be nonnegative constants. Then there exists a constant M (depend- 
ing on q(s), 01, K, R, T) with the following property. If X(t) is a vector-valued 
function of class C2 on 0 < t < p, where p 3 T, satisfying 
II XII G R, II X” II G 94 X’ II>, (1.12) 
and 
II X” II < v” + K where Y = II X/l29 (1.13) 
then /I X’ jl < M on 0 < t < p. 
Proof. (see [IO, p. 4291). 
LEMMA 1.6. Let G(t, X, X’) be a vector-valued continuous function on a set 
E( p, R) = {(t, X, X’): 0 < t < p, II X/I < R, x’ arbitrary}, and let G(t, X, X’) 
have one or more of the following properties: 
X.G+IIX’II >0 when X.X’=0 and I/ Xjl = R, (1.14) 
II G II G ~4 X’ II), (1.15) 
II G II d 201(X . G + II x’ II) + K. (1.16) 
Let M > 0. Then there exists a vector-valued continuous bounded function 
H(t, X, xl) dejked for 0 < t < p and arbitrary (X, X’) with G(t, X, X’) = 
H(t, X, X’)on theset E(p, R, M) = {(t, X, xl): 0 < t <p, /I XII <R, I[ x’ [I < 
M} and having the corresponding set of properties among the following: 
X . H + II X’ II2 > 0 when X. X’ = 0 and 11 XI] > R, (1.17) 
I’ HII G 4 x’ II), (I .18) 
II HII < 24X . H + II X’ II”) + K. (1.19) 
Proof. (see [lo, p. 4321). 
Consider the periodic boundary value problem 
X” = G(t, X, X’), (1.20) 
X(O) = X(l), X’(0) = x’(1). (1.21) 
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We now use the constructive method just developed to prove several more 
general theorems. These are as general as those in [3]. However, the theorems 
in [3] are proved by degree theoretic arguments and they are not at all con- 
structive. 
THEOREM 1.7. Let G(t, X, X’) be a continuous function on E( 1, R) = {(t, 
X, X’): 0 < t < 1, 11 XII < R, X’ arbitrary} and sati@ (1.14), (1.15), and 
(1.16), where y(s), 0 < s < +CO, is a positive continuous function satisfying 
Jam s W?+) = + co. Then there exist sequences {XJt)}, {Ym(t)}, (Wm(t)} and 
(H&‘(t)j such that @)(X,(t), S) ---f 0, d+j”‘(Y,(t), s’) + 0, d(“)(W,(t), S) --, 0 
and d(“)(Wm’(t), 5”) -+ 0 as m + + 00, where S = {X(t) E %[O, 11: X(t) is a 
solution of(1.20)-(1.21) with j/ X(t)11 < R on [0, I]}, S’ = (X’(t): X(t) E S>. 
Proof. Let M be chosen as in Lemma 1.5. Then by Lemma 1.6 there exists a 
continuous bounded function H(t, X, X’) on [0, I] x Rn x A” such that 
H(t, X, X’) = G(t, X, X’) on E(l, R, M) = {(t, X, X’): 0 < t < 1,/I X/1 < R, 
I/ X’ /( < M}, and (1.17), (l.lS), and (1.19) are satisfied. Also, from Lemma 1.5 
we know that a solution X(t) with 11 X(t)11 < R for 0 < t < 1 of 
X” = H(t, x, X’) 
and (1.21) is a solution of (1.20)-(1.21). 
We rewrite (1.22) to be 
(1.22) 
X” - x = -x + H(t, x, x,). 
DefineF(t, X, X’): [0, l] X Rn X Rn-+ Rnas 
w, x X’) = - /, x ,, -SC + qt, x, X’) if )I XI/ > R. 
= -x + H(t, x, X’) if /j XII < R. 
Then F(t, X, X’) is a continuous bounded function on [0, 11 x R* x Rn and 
F(t, X, x’) = -X + H(t, X, X’) on the set {(t, X, X’): 0 f t < 1, Ij X jl 6 R, 
X’ arbitrary). We then consider 
X” - X = F(t, X, X’). (1.23) 
Therefore, the existence of a solution X(t) with /I X(t)11 < R on [O, l] of (1.23)- 
(1.21) implies the existence of a solution of (1.20)-( 1.21). By Theorems 1.2-I .5 
there exist sequences {Xnz(t)>, {Y&t)}, (V&(t)}, and {Wm’(t)} such that @‘(X,,,(t), 
9) ---f 0, Q)(Y,(t), 9’) -+ 0, dcn)(Wm(t), 3) --j 0, and d(n)(Wm’(t), 3’) + 0 as 
m + +CO, where s = (X(t) E V[O, I]: X(t) is a solution of (1.23)-(1.21)1, 
s’ = (X’(t): X(t) E 3). N ow, if we can show that 11 X(t)11 < R on [0, l] for any 
X(t) E 9, we complete the proof. 
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Suppose there exists X(t) E ,!? such that 11 X(t)11 > R for some t E [0, 11. Let 
w = 4 II -w12> since X(0) = X(1) and X’(0) = X’(l), U(t) has a maximum 
at some to E [O, l] with U(to) > 4 R2, U’(t,) = 0, and U”(t,) < 0. But then, 
v”(to> = Wo) * -WON 
= X@o) * XV,) + II -v4J12 
= -wo) * [Wo) - ,l”g;;,- + fwo > wo 7 JWON] + II x’(4Jl12 
0 
> Wo) * wo 3 -wll>, X’(t,)) +I/ X’(t,)ll” 
> 0. 
This leads to a contradiction. Then, 11 X(t)11 < R on [0, l] for all X(t) E 3. 
In Rn, let X < Y iff XI*] < YIil, 1 < i < n, and X < Y iff XLil < YM, 
1 <i<n.Also,let[A,B] ={XER~:A<X<B}. 
THEOREM 1.8. Assume there exist A, B, C, and D in Rn with A < B, 
C < 0 < D such that G(t, X, X’) z’s continuous on [0, l] x [A, B] x [C, D], 
of period 1 in t, and satisfies 
Gril(t, X[ll,..., XLi-ll, A[il, X[i+ll,..., XC~I, X’[~I,..., X’WI, 0, x’[i+ll,..., xqnl) 
< 0 < Gril(t, XI11 ,..., X[+ll, BVI, X[i+ll,..., x[~I, X’PI ,..., x’p-11, 0, 
XTi+l] 
,**a, X’rnl) (1.24) 
for all AU1 < X[jl < B[jl, j # i, and for all x’ in (YE R”: YIil = 0} for each 
i = 1, 2,..., n; 
and 
G[il(t, X, XVI ,..., X'[i-11, C[il x'[i+l] , ,*.., X'[fil) 
(1.25) 
Gn(t, X, X’[ll,..., X’WI, D[il, X’P+ll,..., X’bl) 
are nonzero for all t E [0, 11, A < X < B, and all C[il < X’[jl < D[jl, j # i, 
i = 1, 2,..., n. Then there exist sequences {XJt)}, {YJt)}, {W?(t)}, and (Wm’(t)} 
such that dp)(X,(t), 3) --f 0, dF)(Y,(t), s’) -+ 0, d(“)(W,(t), 3) - 0 and 
dcn)(W,‘(t), 3’) + 0 as m -+ +m, where 3 = (X(t) E V[O, 11: X(t) is a solution 
of (1.20)-(1.21) with A < X(t) < B and C < X’(t) < D on [0, l]}, 8’ = {X’(t): 
X(t) E S}. 
Proof. Define a modification H(t, X, X’) of G(t, X, X’) as follows. For each 
i = 1, 2 ,..., n, let 
H*W(t, X, X’) = Gn(t, T$!, X’), 
409/59/3-4 
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where X = (J@l,..., Xrtil) is defined by 
~14 = BP1 if XPI > BUI 
= xrj1 if ADI < XUl < BP1 for each j 
z ADI if XL?1 < A[4 
and x’ E Rn. And then, let 
Hrn(t, x, X’) = zY*qt, x, a’), 
where X?‘, = (p[ll,..., a,[%]) is defined by 
X-WI = DPI if X91 > D[jl 
1 ) 2,. . . , n , 
= X’DI if C[jl < X’[jl ,< DPl 
= cm if x’[jl < GUI 
and t E [0, 11, XE R". 
for each j = 1, 2 ,..., n, 
The vector function H(t, X, X’) = (Hll,..., IDI) is continuous and bounded 
on [0, I] x Rn x Rn. Then to show the existence of a solution of (1.20)-(1.21) 
it is sufficient to show the existence of a solution X(t) of (1.22)-(1.21) with 
A < X(t) < D and C < X’(t) < D on [0, 11. 
We define a modification F(t, X, X’) of -X + H(t, X, X’) as follows. For 
each i = 1, 2 ,..., n, let 
Fqt, x, xl) = --B[il + fm(t, x, X’) if XLil > BLil 
ZTz -Xlil + ffPl(t, x, X’) if Ali1 < X[d < Btil 
= -A[il + ffPl(t, X, X’) if XCil < A[4 
and for all t E [0, 11, X’ E R". 
The vector function F(t, X, X’) = (Hll,..., PI) is continuous and bounded 
on [0, I] x Rn x Rn. Thus, to show the existence of a solution of (1.20H1.21) 
it is sufficient to show the existence of a solution X(t) of (1.23)-(1.21) with 
A < X(t) < B and C < X’(t) < D on [0, I]. By Theorems 1.2 and 1.5 there 
exist sequence {Xm(t)}, {YVJt)}, { Wm(t)>, and { EVm’(t)} such that dp)(X,(t), &+O, 
drr( Ym(t), $) + 0, dc”)(W,(t), s) -+ 0, and d’“r( Wm’(t), 9) ---f 0 as m -+ +co, 
where 3 = (X(t) E V[O, 11: X(t) is a solution of (1.23)-(1.21)}, 3’ = {X’(t): 
X(t) ES}. Now, if we can show that A < X(t) < B and C < X’(t) < D on 
[0, l] for any X(t) E 3, then we complete the proof. 
Suppose there exists X(t) E s such that X(t) $ B on [0, 11, then there exists 
i, 1 < i < n, such that Xcil $ BliJ on [0, 11. S ince Xril(0) = X[il(l), X,[il(0) = 
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X’Iil(l), there exists t, E [0, I] such that XIiI(t,) > Blil, X’Iil(t,,) = 0, and 
Xnldl(t,) < 0. But then 
xyt,) - X[il(t,) 
= -HiI + fw(t, ) X(tJ, xyt,),..., X[i-II( 0, X’[i+ll(t,),..., x’ryt,)) 
Xyt,) 
> G[il(to, X[ll(t,),..., Jwto>, B? Bi+*l(t,) ,...) Xqt,>, Jw(&)) )..., 
m-yt,), 0, P[i+ll(tJ,..., pryto)) 
(by (1.24)). This is a contradiction. Thus, X(t) < B on [0, I] for any X(t) E 3. 
Similarly, we can show that A < X(t) on [0, 1] for any X(t) E 3. 
Now, our last step to complete our proof is to show C < X’(t) < D on [0, 1] 
for any X’(t) E s’. Suppose there exists X’(t) E 3’ such that X’(t) < D on 
[0, I], then there exists i, 1 < i < 71, such that X’Iil < D[<l on [0, I]. Since 
X’(0) = X’(1) and G(t, X, X’) is periodic in t with period 1, there exists t, E [O,l] 
such that X’Iil(t,) > D[il and X”Iil(tO) = 0. But then 
X”Eil(to) = G[*l(t, , X(t,), if’[ll(to),..., it+‘[-(to), DLil, p[i+ll(t,),..., z’lnl(t,)) 
#O 
(by (1.25)). This is a contradiction. Thus, X’(t) < D on [0, 1] for any X’(t) E 3’. 
Similarly, we can show C < X’(t) on [0, 11 for any X’(t) E 3’. 
The proof of the next theorem is analogous to the proofs of Theorems 1.7 
and 1.8. 
THEOREM 1.9. Assume there exist A, B E Rn with A < B such that G is 
continuous on [0, l] x [A, B] x R” and satisjies (1.24) and a Nagumo condition 
given by 
j / G /I .< v( I/ X’ 1 I), where 9 is a positive nondecreasing continuous 
function on [0, oz) with 
s 
m s ds/v(s) = +co, for all (t, X, X’) 
0 
in [0, l] x [A, B] x R”, (1.26) 
and 
there exist o1 3 0, K >, 0 such that /I G /j < 201(X . G + /I X’ 11”) + Kfor all 
(t, X, X’) in [0, I] x [A, B] x Rn. (1.27) 
Then there exist sequences {Xm(t)}, (Ym(t)}, (Wm(t)>, and {W&‘(t)} such that 
dr)(X,Jt), S) -+ 0, dp)(Y,(t), S’) --t 0, d(“)(W,(t), S) -+ 0, and d(“)(W,‘(t), 
S’) + 0 as m + + 00, where S = {X(t) E V[O, I]: X(t) is a solution of (1.20)- 
(1.21) with A < X(t) < B on [0, I]}, S’ = {X’(t): X(t) E S}. 
Remark. The method just developed can be extended into problem (B), which 
is stated in the Introduction. If we first assume that D = BY(O) + CY(l) is 
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nonsingular, where Y(t) represents a specific fundamental matrix for the homo- 
genous equation X’ -= A(t)X, then problem (B) can be converted into a fixed 
point problem (see [5, p. 1471). And th en, the following theorems can be proved 
easily. 
THEOREM 1.10. Let F(t, X) be continuous and bounded from [0, I] x R’” into 
Rn, and let S = (X(t) E C[O, 11: X(t) is a solution of problem (13)), then 
dp)(X,,(t), S) + 0 and d(“)( W’,,(t), S) - as m 4 co, where X,,,(t) = I& a,@,.(t), 
Ww,(t) ~~- Ji G(t, s) F(s, X,(s)) ds and ali = (w,(t), @dt)). 
THEOREM 1 .I 1. Let either (1) 11 F(t, X)1/ < a + b Ij X/I, where a and b are 
constants such that b is su$cientZy smaZ2, or (2) 11 F(t, X)11 < a + b I/ X /j”l, where a 
and b are constants and 01 < 1, then dp)(X,Jt), S) ---f 0 and d(“‘( W,,(t), S) + 0 
as m ---f 03, where S is defined us in Theorem 1.10. 
2. NUMERICAL RESULTS 
In this section, we discuss numerical results of applying our method to some 
second order nonlinear differential equations with periodic or two-point boundary 
conditions in scalar cases. We consider the periodic boundary value problem 
x” = h,(t, x, x’), (2.1) 
x(0) = x(l), x’(0) = x’( 1 ), (2.2) 
where h,(t, x, x’) is a continuous function from [0, l] x R x R into R, and the 
two-point boundary value problem 
w = h&, x, x’), 
x(z) = c, x(b) = d, 
(2.3) 
(2.4) 
where h,(t, x, x’) is a continuous function from [0, l] x R x R into R. 
As we apply our method, the approximate solutions to problem (2.1)-(2.2) 
are given by 
where fi , which is the modification of the function --x + h,(t, x, x’), is bounded, 
ak.m = Ji W&) Mt) 4 b k,m. = st Wm’(t)&(t) dt for k = 0, I,..., m, andg,(t, s) is 
the Green’s function for the problem; and the approximate solutions to problem 
(2.3)-(2.4) are given by 
W,(t) = [c(b - t) + d(t - u)]/(b - u) 
(2.6) 
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where fi which is the modification of h, is bounded, ak,,, = Jl WTri(t) &(t) dt, 
b k,m = Ji W,‘(t)&(t) dt for k = 0, l,..., m, and g2(t, s) is the Green’s function 
for the problem with the homogeneous condition. In order to use the algorithm 
in [ 1 l] to approximate the ak,wL’s and bk,m’s for k = 0, l,..., m, we use Simpson’s 
rule with one-sixteenth of the length of the interval as mesh width to approximate 
the double integration. In [ll] the author defines several parameters in his 
algorithm. They are as follows. 
N: the number of unknowns in the nonlinear equation. 
P: must be a power of 2 (l/P = the mesh width). 
Maxsimp: the maximum number of Sperner simplexes the search wilB 
locate. 
UL(I1): the upper bound of the unknowns. 
LL(I1): the lower bound of the unknowns. 
In our case, UL(I1) and LL(I1) will depend on a priori bounds for the solutions 
of the considered problem, and the bounds on the Green’s function and the 
modified function. According to our computing experiments, the accuracy of the 
approximate fixed points {ak,,};l” and the number of Sperner simplexes obtained 
from the algorithm depend heavily on UL(I1) andLL(I1). 
EXAMPLE 1. Consider problem (2.1)-(2.2) with h,(t, x, x’) = x f x3. The 
zero function is the unique solution to the problem. Here we choose (&(t)}c to 
be the complete orthonormal sequence of eigenfunctions of the problem. For 
the input parameters of the algorithm in [ll], we choose N = 7, P = 128, 
Maxsimp = 1, UL(I1) = 2, and LL(I1) = -2. Then we get a Sperner simplex 
as follows. aoe6 = 0.02734, a1,6 = 0.02344, a2,6 = -0.01172, a3,6 = -0.01563, 
a4,6 == -0.01953, a5,s = -0.02344, a6,6 = -0.02734. Note that since x’ does 
not appear in the equation we ignore the bk,,‘s. Then Wa(t) is plotted as 
in Scheme 1. 
I 0 I ;-t 
-10-4 
-2x10 -4 -- (.7, 
-2.1x 10 -4 
) 
-4 - -3x10 -- (.2, -2.3 x10-“) -(l, -2.2 x 10-4) 
-4x10 -4 -- 
SCHEME 1 
EXAMPLE 2. Consider problem (2.1)-(2.2) with h,(t, x, x’) = x + 8 x3 + 2 
sin 2rt. The exact solutions are unknown. We use the same {&(t)} as in Example 
1. We also choose N = 7, P = 128, Maxsimp = 1, UL(I1) = 6, and 
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LL(II) =~- -6. Then we get a Sperner simplex as follows: uO,a = 0.05859. 
~ -0.91172, ua,a == 0.07031, ua,s =- 0.04688, a4,a = 0.03516, Q,,~ 









1.1 -1 x10 ) 
.t 
SCHEME 2 
EXAMPLE 3. Consider problem (2.1)-(2.2) with h,(t, X, x’) = x3 - X. The 
problem has at least three solutions, x(t) = 0, x(t) =: 1, and x(t) :s - 1. 
We use the same {&(t)} as in Example 1. We also choose N = 3, P = 256, 
Maxsimp = 5, UL(I1) == 4/1&l, andLL(I1) =: - UL(I1) where &. is the corre- 
sponding eigenvalue of the eigenfunction &(t). We then get two Sperner simplexes 
as follows: (1) aa,a = -1, ur,a = 0, ua,a -= -0.00287, (2) a,,,a := ur2 = a2:! = 0. 
And then the IVa(t)‘s are plotted as in Scheme 3. 
(1, -.95) 
SCHEME 3 
EXAMPLE 4. Consider problem (2.3)-(2.4) with h,(t, X, x’) =r --X2 sin X, 
a = 0, b = 7r, c = 0, and d = 0. Equation (2.3) in this case is called the 
generalized Duffing’s equation. For any h, x(t) = 0 is a solution, and if x(t) is 
a solution, then so is -x(t). It is known that for k - 1 < h < K, there exist 
2k - 1 solutions to the problem. Here, we choose {&(t)) to be the complete 
orthonormal sequence of eigenfunctions of the problem; i.e., &(t) = (2/w)r!a 
sin kt. 
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When X = 1.5, the problem has three solutions. We choose N = 3, P = 128, 
Maxsimp = 3, UL(I1) = 2 x 1 .52/(II)2, and LL(I1) = - UL(I1). We then get 
three Sperner simplexes as follows. (1) a,,,a == 3.06489, q2 = -0.01381, 
as,2 = 0.13806, (2) uo,2 = 0, q2 = 0.02761, u2,2 = 0, (3) CQ,,~ = -3.00961, 
q2 = 0.01381, tq2 = -0.13192. And then the Wz(t)‘s are plotted as 










-3 - (1.58, -2.32) 1 
SCHEME 4 
When h = 2.5, the problem has five solutions. We choose N = 2, P = 1024, 
and Maxsimp = 3, and then get three Sperner simplexes as follows. (1) a,,, = 
4.02832, a,,, = 0, (2) u,,~ = 0, a,,, = 2.31934, (3) a,,, = 4.02832, a,,, = 0. 
And then the Wr(t)‘s are plotted as in Scheme 5. 
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