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ABSTRACT 
A survey of results concerning vectorial norms is presented, for fixed point 
problems in several variables. The paper is concerned mainly with the notion of 
contraction with respect o a vectorial nom which ensures convergence of chaotic 
iterations. This result provides a unified approach for convergence of different 
iterative techniques. By using the notion of contraction-matrix, classic results from 
the linear context can be extended to the nonlinear case. 
1. NORMES VECTORIELLES: BIBLIOGRAPHIE COMMENTEE 
L’idee d’utiliser une norrne vectorielle (c’est-i-dire une norme i valeur 
dans un espace vectoriel ordonne) comme instrument topologique sur un 
espace vectoriel, semble remonter i Kantorovitch [13] (1950). Dans un 
contexte d’analyse fonctionnelle appliquee, on trouve cet outil utilise dans 
differents ouvrages generaux: Collatz [5], Kantorovitch [ 131, Krasnoselskii 
[14], principalement pour des problimes de points fixes et de convergence 
de methodes d’approximations successives, et les applications classiques: 
equations ou systemes d’equations, dans R”, differentielles, integrales, etc. 
Par ailleurs, dans un contexte plus specialise d’analyse numerique, diffe- 
rents auteurs ont utilise, plus ou moins explicitement, des normes vectorielles 
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sur R” (et i valeurs dans un Rk, k < n): Feingold et Varga [ll], Fiedler et 
Ptak [12], Ostrowski [18, 191, Schroeder [23], Varga [26]. Dans ces etudes, 
principalement matricielles, on se donne une decomposition de R” en somme 
directe de k sous espaces: 
R”= W,@..* @W,, 
munissant chaque Wi d’une norme ‘pi, on pose alors, pour tout x de R” 
decompose en x=xixi (xi E WJ: 
p est une norme vectorielle de taille k sur R” qui permet par exemple 
d’obtenir des proprietbs metriques interessantes pour des matrices (n,n) 
“decomposbes en blocs” (a partir de la decomposition en blocs definie sur 
R”). 
Ces dernieres an&es enfin, l’etude et l’utilisation, de faGon explicite, de 
normes vectorielles en analyse numerique a don& lieu a un certain nombre 
de publications: Bode [l], Chambat et Charnay [2, 31, Deutsch [6, 7, 8, 91, 
Miellou [15, 20, 301, Ortega et Rheinboldt [6], Robert [20, 21, 22, 271, Stoer 
[24] (voir aussi les references citees dans ces travaux). 
L’utilisation de normes vectorielles “de taille infinie” semble ctre un outil 
un peu trop general. Par contre, l’utilisation de normes vectorielles de taille 
finie sur un espace vectoriel de dimension quelconque semble, i 
l’experience, Gtre un bon contexte pour les applications que nous avons en 
vue: il n’y a qu’ “un nombre fini de nombres” pour mesurer la distance entre 
deux elements de l’espace. Topologiquement, on reste dans le cadre (suffi- 
sant!) des espaces norm&. Par contre on y gagne par rapport i l’utilisation 
d’une norme scalaire: on peut d’ailleurs ajuster la taille de la norme 
vectorielle utilisbe au probleme etudie. 
En particulier, pour des problemes de point fixe, la notion d’operateur 
contractant en norme vectorielle permet d’obtenir des resultats innaccessibles 
par l’emploi d’une norme scalaire: on developpe dans ce papier, i titre 
d’exemple, l’etude de la convergence d’iterations chaotiques pour des prob- 
lemes de point fixe “a plusieurs variables”. Pour le detail des demonstrations 
se reporter a [27]. 
2. NORME VECTORIELLE CANONIQUE SUR 
UN PRODUIT D’ESPACES DE BANACH. CONTRACTION 
On se donne, pour toute la suite k espaces de Banach Xi, par exemple 
reels, de norme notee j].]li (i=1,2 ,..., k). 
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On considere le produit topologique X=@=,X,: tout x de X est un 
k-uple: 
“=(a&..,$) (‘iExi) 
Alors l’application suivante, de X dans Rk: 
x=(x1,*.., ~~~~~~~~~~=~ll~~II1’...~II~~llk)t 
est une norme vectorielle (reguliere) de taille k sur X [20]: p sera appelee la 
norme vectorielle canonique sur X. 
La topologie definie par p sur X est la topologie localement convexe 
definie par la famille de semi-normes x+1] xi]] i. Mais puisqu’il n’y a qu’un 
nombre fini de semi-normes pour definir p, cette topologie est equivalente a 
celle definie par la norme suivante sur X: 
(P(x)= m,ax IIxiIli=[‘P~“Pl(x) 
(qm designant la norme du max sur Rk). On retrouve done bien la topologie 
produit usuelle. Muni de p, X est done complet. 
Exemple de base en dimension finie: L’exemple donne au Sec. 1. 
Comme cas particulier, on aura i utiliser la norme vectorielle type sur R” 
oti 1x1 dbsigne le vecteur de R” obtenu en remplaqant dans x toutes les 
composantes par leur valeur absolue: c’est une norme vectorielle de taille n 
sur R”. 
Ce type de normes vectorielles se p&te bien a l’etude de la convergence 
de methodes iteratives par blocs dans R” [21]; le cas de la norme vectorielle 
type redonne l’etude classique des methodes par point: H-matrices [17] ou 
“H-fonctions” [16] selon que le probleme a resoudre est ou n’est pas lineaire. 




(YiEXi, %jExj) (1) 
Yk =fk( “l,.**,_rk) 
DEFINITIONS. F sera dit p-lipchitzien sur X s’il existe une m&rice 
nontigative M(k, k) telle que Vx, y dans X 
P(F(4 -F( Y)) G Mp(r- Y). 
Une telle matrice est alors appelee m&rice de Zipchitz pour F (elle n’est 
evidemment pas unique). 
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Si F est p-lipchitzien sur X et admet une matrice de lipchitz M de rayon 
spectral p(M) < 1, F sera dit p-contractant sur X et M sera appelee m&rice 
de contraction pour F (elle n’est pas unique!). 
[Pour des raisons de simplicite, nous utilisons une notion de contraction 
globale (sur tout X). On peut evidemment definir localement la p- 
contraction.] 
Le theoreme classique passe sans aucune difficulte dans ce contexte: 
THI?OR~ME 1 Si F est p-contractant sur X, de m&rice de contraction M, 
alors 
(1) F admet un point fixe unique 5 = F (0 duns X. 
(2) Quel que soit x0 dans X, la mkthode des approximations successives 
x r+LJ+g) (r=O,1,2,...) 
converge vers 5. 
(3) On a alors l’estimution suivante, sur l’approximation de 5 par xr: 
p([-x’)<M’(Z-M)-‘p(x’-x0). 
R~MARQUES. Le produit de composition FzoF, de deux operateurs p- 
lipchitziens F,,F, (de matrices de Lipchitz respectives M,, M,) est encore un 
operateur p-lipchitzien de matrice de Lipchitz M&Z,. 
Muis le produit F,oF, de dew operateurs p-contractants F,,F, (de 
matrices de contraction respectives M,, M,) n’est plus necessairement (con- 
trairement au cas scalaire) un operateur p-contractant. 
En effet, on peut avoir p( M,M,) 2 1 avec p(M,) < 1, p(A4,) < 1. 
EXEMPLE. 
Le resultat suivant, qui donne des conditions suffisantes pour qu’un 
produit de contractions soit une contraction, nous sera utile dans la suite: 
TH~OR~ME 2. Soient H,,H,,. . .,H,,.. . une suite d’operateurs p- 
lipchitxiens sur X de matrices de lipchitz respectives A4,,M,,. . .,M,,. . . . S’il 
existe un reel 0 (0 < 6 < 1) et un vecteur v > 0 dans Rk (to&es composantes 
>0) tels que 
M,v < Ov (r=1,2,...) 
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(d’ou p(M,) < 0 < 1) alors les opirateurs H, sont evidemment p contractants 
de matrices de contractions respectives Mr. Mais de plus les aperateurs lI,: 
II,= H,o.. . oH20H1 (r=1,2,...) 
sont p-contractants sur X, de matrices de contraction respectives 
P,=M;..M, (r=1,2,...). 
De plus, si tous les H, admettent le r&me (unique) point fixe 6, alors il en 
est evidemment de mZme des Il,. Mais, pour r+ co, II, converge 




3. ITERATIONS CHAOTIQUES. DEFINITIONS. MOTIVATIONS 
Soit F p-contractant sur X, de matrice de contraction M, et d’unique 
point fixe 5 dans X. Pour approcher E par un procide iteratif, diverses raisons 
(theoriques et utilitaires) amenent a considerer la classe des methodes 
d’iteration chaotiques: 
Soit K={l,2,..., k} et J une partie (non vide) de K. A partir de F et de J 
definissons l’operateur F, sur X par y = FJ(x) avec 
yi = xi si i e J, 
yi=fi(xl,...,xk) siiEJ. 
(2) 
Evidemment, FK = F. D’autre part, il est clair que, F &ant p-contractant 
de matrice de contraction M, F, est p-lipchitzien, de matrice de lipchitz M, 
definie par: 
MI a msme ibme ligne que la matrice unite si iEJ 
M, a mime i&me ligne que M 
(3) 
siiEJ 
Bien sib, MK = M. Mais pour J strictement inclus dans K, p(M,) = 1, F, est 
alors seulement p-lipchitzien, mais n’est pas p-contractant: on montre en 
effet que F, admet une infinite de points fixes, dont evidemment E, l’unique 
point fixe de F. 
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Une iteration chaotique (pour calculer 5) est alors definie par 
(1) un vecteur de depart x0 dans X 
(2) une suite s=K,,K, ,..., K, ,... de parties non vides de K d’ou 
l’algorithme: 
x r+l=F&+,(Xr) (r=0,1,2 )... ). (4 
A. Trois exemples de base 
(1) K, = K pour tout r. Alors FK, = F et l’on retrouve la r&ho& des 
approximations successives: 
x r+l= I+*). 
(2) K,= {r} (modulo k). On obtient la mCthode non lin&aire de Gauss 
SeideE [15]. En effet, en regroupant les pas de k en k, il vient, avec des 
notations evidentes: 
711 r+1=fl(77;,...,rl;), 
qk ‘+‘=fk($+l,..., $f;,$). 
(3) s={{1}{2},...{k}{k}, {k-1},...,(2)(1)>. 
m6thode non linhaire des “directions alter&es” 
B. Motivations de ces iterations chaotiques 
Pour resoudre une equation de point fixe a 
le principe de ces m6thodes cons&e done en la modification indbfinie des 
composantes du vecteur it&r6 par de sinaples r&?valuation.s de fonctions fi 
}. On obtient la 
grand nombre de variables: 
(6) 
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(passage de xr a xr+r): 
,,+l inchange si i E K,, r 
~T+l=fi(X;,...,$) si iEk,+l I 
(r=0,1,2 ,... ), (7) 
t 
OG K,fl est une partie don&e de K { 1,2,. . . k}. 
En particulier ces methodes, purement algebriques, n’utilisent pas de 
derivee pour F. Elles correspondent a l’idee deja ancienne (cf. Ostrowski [17] 
pour des systemes lineaires) d’iterer les composantes d’une equation de point 
fixe a plusieurs variables dans un ordre arbitraire (technique de “free- 
steering”). 
Dans ce qui suit, on tente de faire le point sur les resultats recents acquis 
dans ce domaine: [4,10,27-331. L’etude de la convergence des procedes 
d’iterations chaotiques permet d’elaborer, dans un contexte non lineaire, un 
resultat general [Theo&me 31 recouvrant les resultats classiques de conver- 
gence des methodes standard, (1) et reglant celle de methodes “vraiment 
chaotiques”: Outre l’intiret intrinseque de la convergence de telles tech- 
niques, l’introduction de ces methodes, qui etendent les methodes standard, 
se justifie de deux points de vue complementaires: 
(a) Ces methodes peuvent &re definies en vue de la resolution iterative 
de (6) sur multiprocesseur: plusieurs unites de calcul, connectees a une 
meme unite de memoire, travaillent “en simultanerte “’ “‘. La suite chaotique 
s = { s;, . . . ) s,, . . . } utilisee est alors defini en general en tours d’iteration par 
le systeme informatique lui-mdme: elle echappe a l’utilisateur, d’od l’inte&t 
d’un resultat assurant la convergence du pro&de “quelle que soit la suite s 
utilisee”. 
Dans cette optique, le mo&Ze it&utilf utiZis6 (7) peut utilement Gtre 
complete par l’introduction de “retards” ou “d’initialisations multiples” (cf. 
[29,30,32]). A l’origine de ces etudes, citons pour le cas de systemes 
lineaires, les papiers de Chazan-Miranker [4] et Donnelly [lo] qui ont don& 
naissance aux etudes ulterieures dans un contexte non lineaire. 
(/I) Si, au contraire, l’utilisateur peut choisir la suite chaotique s utilisee 
(programmation de ces techniques sur monoprocesseur) la question se pose 
de savoir jouer sur cette possibilite en vue d’ambliorer la vitesse de conver- 
gence: La question du choix de stratkgies efficaces d.e baluyage des compo- 
santes est alors posee. Sur d’assez gros exemples provenant de la discretisa- 
tion de problemes aux limites, on sait bien, experimentalement parlant, qu’il 
peut Ztre plus efficace d’it&er plus souvent sur certaines composantes (c’est- 
$ dire en certain noeuds de la grille de discretisation) qu’en d’uutres. Une 
etude experimentale sur terminal graphique [33] a pu obtenir un gain (en 
’ Approximations successives, Gauss-Seidel, relaxation, directions alter&es, etc. 
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nombre de reevalutions successives necessaires pour obtenir une precision 
don&e) de l’ordre de 35% par rapport a des strategies systbmatiques de 
balayage des composantes, telle Gauss-Seidel. Ce resultat experimental con- 
firme l’inter; t pratique de telles techniques chaotiques. 
Dans ce qui suit, nous Ctablissons, dans le contexte d’un operateur F non 
lineaire, contractant en norme vectorielle, un resultat assurant l’existence et 
l’unicite de la solution 5 de (6), et la convergence vers [ de toute iteration 
chaotique de residue1 maximal. Ce resultat &end naturellement au cas non 
lineaire, par la notion de matrice de contraction de F, le resultat classique 
donne pour le cas lineaire par Ostrowski [17] dans le contexte des H- 
matrices, et que nous rappelons ici: 
THI?OR&ME 
Soit Ax = b un syst&me lineaire car& darts C”, ou la matrice A est de 
diagonale D non sing&&e; soit alors J= I - D -‘A la matrice de Jacobi 
associ6e & A, d’ou l’bquation de point fixe suivante o!ans C”, equivalente au 
systlme lineaire don&: 
x=Jx+D-‘b= F(n). 
Si A est une H-m&rice ’ alors toute iteration chaotique conduite sur F, 
partant de x0 quelconque o2zn.s C”, n’abandonnant jam& &finitivement une 
seule des composantes du vecteur it&e, converge vers la solution unique .$. 
4. ITERATIONS CHAOTIQUES CONVERGENCE. 
Soit done F un operateur p-contractant sur X, de matrice de contraction 
M, et [ l’unique point fixe de F dans X. 
Soit aussi s={K,,K, ,..., K ,,... } une suite de parties de K={l,2,...,k} 
d&fin&ant, a partir de x0 E X, une iteration chaotique pour calculer 4. 
On appelle residue1 % (s) de s la partie de K = { 1,2,. . . , k} formbe par les 
indices “apparaissant une infinite de fois dans s”. Precidment: 
%(s)={iE{1,2,..., k}:VnEN, 3m>n:iEK,,,}. 
et s sera dite de residue1 maximal si % (s) = K, c’est-a-dire si, dans s, chaque 
entier de 1 a k “apparait une infinite de fois”. 
THJ?OF&ME 3. Si F est p-contractant sur X, alors, toute iteration chaotique 
o%finie par une suite s de r&duel maximal converge, quel que soit x0, vers 
l’unique point fixe t de F dans X. 
‘On rappelle que A est dite H-matrice si, sa diagonale D hnt non singulhe, la matrice de 
Jacobi J est telle que le rayon spectral p(IJI) est infkieur a 1. (IJI dbsigne la matrice dont les 
618ments sont les modules des Bkments de J). Formulation 6quivalente: A est une H-mat&e si 
la matrice N(A) = IDl(I- IJI) est une M-mat&e. 
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L’idee de la demonstration (cf. [27]) est la suivante: 
(a) La suite s etant de residue1 maximal, on peut toujours, indefiniment, 
regrouper les operateurs FK, de la faGon suivante: 
H1=F~~~~-FK, de faGonque K,uK,u.+* uK,,=K, 
H2=Fy O.**°Fq,+l de faConque &+ru..e ~Z$=K, ?. 
(b) On forme ainsi une suite d’operateurs H,, H,, . . . , H,, . . . a priori 
p-lipchitziens. (H,, par exemple, admet la matrice P=M 
Kl, 
. . * MK, pour 
matrice de lipchitz, M &ant une matrice de contraction pour F.) 
(c) Puisque p(M) < 1, il existe un reel 0 (0 < 0 < 1) et un vecteur v > 0 
dans Rk tel que: 
(d) On montre alors (de faGon tres technique) que l’on a: 
P,v < 8v (r= 1,2; * . ), 
P, Btant la matrice de lipchitz exhibee pour H,. 
(e) D’ou resulte par consequent qu’en regroupant les @rateurs FK, 
comme indiquk, on construit une suite d’ophrateurs H, p-contractants, et 
vbifiant en fait toutes les hypoth&es du ThkorLme 2. 
(f) D’ou resulte, par ce theoreme, que la suite dans X dbfinie par: 
y”=xo, y’=H,(x’), a.., ~‘+l=H,+~j y’), .a. 
converge vers l’unique point fixe 5 de F duns X. 
(g) Or cette suite est elle-mime une sous-suite de la suite chaotique 
x r+l= F&+,(x’) (r= 1,2,...) 
dont on montre (technique) qu’elle converge aussi vers [. 
COMMENTAIRES. On voit done ce qui fait la convergence d’une it&ration 
chaotique de residue1 maximal, pour F p-contractant: Dans une telle itera- 
tion, en regroupant les pas, chaque fois que toutes les composanies ont 6tb 
“a&i&es’: un “pa.9 de contraction” est acquis. Et le fait d’enchainer, m&ne 
de faron chaotique, de tels pas contractants, assure la convergence. 
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5. EXEMPLES D’ILLUSTRATION DU THEOREME DE CONVER- 
GENCE. 
A. Contexte General 
Les approximations successives sur F, la m&ode non lineaire de Gauss- 
Seidel, correspondent evidemment a des suites chaotiques de residue1 ma- 
ximal: on est done assure de leur convergence vers l’unique point fixe 5 de F. 
En particulier pour la methode de Gauss-Seidel, on peut introduire I’ 
uphateur de Gauss-Seidel G associh B F, defini par ses composantes gi: 
gJx) = g,(q,. . ’ ‘%) ‘fi(%. ’ * >%)> 
&i~)=&(x 1,...,3ck)=fk(gl(x),...,&-1(x),xk). 
La m&ode non lineaire de Gauss-Seidel conduite sur F (5) n’est alors pas 
autre chose que la m&ode des approximations successives conduite sur G,. 
Mais il est clair que G = F{,), . . .,F{,), d’ou l’on deduit que M 
= MC,), . . . ,MI,l est une matrice de lipchitz pour G, qui en fait est une 
matrice de contraction puisque tous les indices de 1 a k ont ete pris en 
compte. Or si l’on decompose la matrice M de contraction de F en 
M= 
u - - El L - =L+u 
il est facile de verifier que M = (I - L)- ‘U. Dans cet exemple, le theoreme 
classique de Stein Rosenberg [24] redonne le resultat puisqu’il donne 
directement l’inbgalite: 
p(M) < p(M) < 1. 
Autrement dit: la m&rice de Gauss-Seidel fi de la mat&e de contraction M 
de l’op6rateur F est m&rice de contraction de l’ophrateur G de Gauss-Seidel 
attach6 & F [3]. 
On voit ainsi comment, par l’inteddiaire des matrices de contraction, 
passent dans le contexte non lindaire certain-s rhmltats’clussiques du contexte 
linkaire. 
B. Equations Non Lineaires Dan-s R” 
En munissant R” de la norme vectorielle type (cf. Sec. 2), on retrouve des 
r&hats de convergence donnbs dans [16] pour les m&odes non linbaires 
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de base: Jacobi, Gauss-Seidel (voir Sec. 8 ci-dessous pour l’introduction d’un 
parametre de relaxation). En utilisant une norme vectorielle “par blocs” (cf. 
Sec. 2) on peut formuler le m8me type de resultats pour des methodes non 
, lirbaires par blocs. 
C. Resolution Iterative de Systemes Lineaires 
En munissant R” de la norme vectorielle type, on retrouve lenonce du 
resultat d’ostrowski rappele au Sec. 3. En effet, dire qu’une matrice est une 
H-matrice, c’est dire que sa diagonale est non singuliere et que la matrice de 
Jacobi J associee est contractante en norme vectorielle-type: 
PM) < 1. (9) 
Le resultat principal de Chazan-Miranker [4] concernant la convergence, 
pour des problemes de point fixe lineaires, d’iterations chaotiques (avec 
termes de retard et parambtre de relaxation) utilise d’ailleurs implicitement 
une condition de contraction en norme vectorielle type sur R”, explicit&e par 
(9). 
En utilisant sur R” une norme vectorielle par blocs (cf. Sec. 2) on peut 
enoncer le m6me resultat pour des blocs-H-matrices [19] et des m&odes 
iteratives chaotiques par blocs. 
Le theoreme principal de convergence (Theorkme 3) recouvre done une 
large classe de resultats connus qui reposent tous en fait sur la notion de 
contraction en norme vectorielle. I1 permet par ailleurs d’envisager des 
techniques de balayage des composantes mains &%nentaires, et la recherche 
de strategies efficaces de balayage. 
6. CONTROLE DE LA CONVERGENCE D’UNE ITERATION 
CHAOTIQUE3 
Nous allons proposer, sous les hypotheses du Theo&me 3, un procede 
algorithmique de controle de la convergence l’une iteration chaotique: ce 
pro&d&, appele iteration secondaire, sera simplement “l’image” dans Rk; de 
l’iteration chaotique consideree, appelee iteration principale. 
Rappelons le formalisme: F etant p-contractant sur X y admet un point 
fixe unique 5, vers lequel converge l’iteration chaotique 
x ‘+‘= F&+,(x’) (r=O,l,...), 
de residue1 maximal, partant de x0 quelconque dans X. MK designe la 
matrice de lipchitz de l’operateur F&, construite a partir de la matrice de 
contraction M consider&e pour F, et de la partie K, de K = { 1,2,. . . , k}. 
3Cf.[21, 27, 29-321. 
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Supposons avoir obtenu (et c’est facile de l’obtenir par resolution dun 
systeme lint&ire (k,k); cf. [21]), au rfme 
vecteur .zTl de Rk, tel que: 
pas de l’itbration principale, un 
p(5-r’l) Q .z 
II’ 
Definissons alors, a partir du pas ri, l’itbration secondaire dans Rk, par: 
Definissons alors, i partir du pas ri, l’iteration secondaire dans Rk, par: 
2 r+l=My+,% (r=rdl,?j+,, . . .). 
PROPOSITION . 
On a alors, Vr > rl, l’estimation suivante en norme vectar-ielle: 
p((- r’) < z,. 
Ce rlsultat s’etablit aisement par recurrence: 
(1) Considerons dans Rk l’equation de point fixe z = Mz. Puisque p(M) 
< 1, la seule solution est z =O. D’autre part, M etant a elements > 0 est, 
relativement a la norme vectorielle type sur Rk, sa propre matrice de 
contraction: 
(Mu-Mv~=~M(u-v)(~~M~~u-v~=M\u-v~ (M > 0; a(M) < 1). 
11 en resulte que l’iteration secondaire consi&ree n’est pas autre chose 
qu’une iteration chaotique dans Rk, partant de z,,, et definie A partir de 
l’operateur lineaire M sur Rk. La suite s definissant cette iteration chaotique 
dans Rk est evidemment la mime que celle definissant l’iteration principale. 
Les hypotheses du Th6orlme 3 &ant vbrifiees, an conclut danc simplement a 
la convergence de la suite .z, vers 0, unique point fixe de l’aperateur M dans 
Rk. Ainsi l’estimation dannbe par l’iteration secondaire est elle realiste, car 
elle tend vers 0 lorsque r tend vers l’infini. 
(2) Cette iteration secondaire n’est d’ailleurs que l’adaptation i ce con- 
texte d’itbrations chaotiques, d’un algorithme presenti: par Schroeder [23] (et 
utilisant implicitement la norme vectorielle type sur R”) pour le controle de 
la convergence dune mbthode iterative de resolution de systeme lineaire 
dans R”. 
(3) Lorsque l’iteration chaotique consider&e se reduit a la methode des 
approximations successives (K,= K; cf. Sec. 3), l’estimation don&e par 
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rr= 1, zrl= M(Z- kf-‘p(x’- P) 
et: 
%+r=M% (r > 1) (iteration secondaire). 
7. CAS D’UN RESIDUEL NON MAXIMAL4 
Soit toujours F p-contractant sur X; si, partant de x0 dans x, on it&e 
chaotiquement: 
x r+l= FK+,(x’) (r=O,l;.*) 
a partir d’une suite s = {K,, K,, , . . , K,., . . . } de residue1 9% (s) non maximal 
on peut prouver (cf. [ 271): 
(1) qu’il y a encore convergence de la suite (x’) vers une limite n; 
(2) que cette limite n est un point fixe partiel de F, en ce sens que seules 
seront &rifit?es les f5quations: 
77iCfi(7713”‘,Vk) 
pour i appartenant & 93, (s). 
On comprend en effet ce qui se passe: le residue1 n’etant pas maximal, 
certaines composantes ne seront modifiees qu’un nombre fini de fois par 
l’iteration: autrernent dit, au bout d’un nombre fini de pas, ces composantes 
seront afinitivement fix6es. On ram&e alors le problime i celui d’une 
iteration chaotique de ksiduel maximal operant dans un sous-espace de X. 
On montre que l’operateur correspondant est alors contractant relativement 
a la norme vectorielle induite sur le sous-espace, ce qui permet de conclure. 
Ce resultat de convergence vers un point fixe partiel de F montre que, 
dans une iteration chaotique, il est mauvais de nkgliger trg longtemps 
certaines composantes: car on comprend qu’alors “l’itbration s’oriente vers 
un point fixe partiel de l’operateur”. Si l’on poursuit trop longtemps dans 
cette voie, le processus semblera converger, puis, lorsqu’on reprendra en 
compte des composantes trop longtemps negligees, on verra des variations 
brutales se produire, correspondant i un “changement de cap” de l’itiration. 
L’experimentation numerique confirme tout a fait ce phenomene [27, 331. 
Tout le problbme (et il est ouvert, cf. Sec. 3 et Sec. 9 conclusion) consiste 
a savoir trouver une strategic efficace de balayage des composantes: c’est-ci- 
dire b savoir doser l’int&Zt port& ci chaque cmposante: le choti d’une telle 
4Cf. [27]. 
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strategic depend Cvidemment de l’operateur F consider& et particuliere- 
ment de l’examen approfondi de la matrice de contraction utilisee pour F. 
8. PERFECTIONNEMENTS POSSIBLES 
A. Contraction Locale 
Pour des raisons de simplicite, cette etude est presentee sous l’hypothbse 
de contraction globale de F (c’est-a-dire sur tout X). On peut evidemment, 
avec une machinerie plus sophistiquee, atteindre des phenomenes de con- 
traction locale en norme vectorielle [2]. 
B. Zntroduction d’un Parametre de Relaxation 
Dans un but d’acceleration des m&odes numeriques, on peut, classi- 
quement, remplacer l’equation de point fixe: 
x=F(x) 
par l’equation equivalente suivante, ou w (reel #O) est un parametre de 
relaxation: 
x=oF(x)+(l-w)x 
que nous &-irons 
x= F,(x) 
up&s avoir pos6 
F,(x)=wF(x)+(l-o)x. 
PROPOSITION (cf. [3, 191). Soit F un op&ateur p-contractant sur X, et M 




l’op&rateur F, est p-contractant sur X, car sa w&rice de Lipchitx 
M,=oM+)l-wlZ 
est alors de rayon spectral < 1. 
En particulier, la m&ode de Gauss-Seidel conduite sur F, redonne, 
dans le cas matriciel classique, la methode usuelle dite de relaxation (SOR), 
qui se trouve done placee ici dans un contexte plus general d’operateurs non 
lineaires contractants sur un produit d’espaces de Banach. 
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9. CONCLUSION 
Quelques points: 
Un contexte nature1 d’etude des mbthodes (purement algebriques: sans 
utilisation de derivees partielles) d’iterations chaotiques (pour la resolution 
d’equations de point fixe a plusieurs variables) est celui d’un produit d’ 
espaces de Banach, muni de la norme vectorielle canonique: ce contexte 
permet en particulier de traiter dans un mtme formalisme les methodes par 
point et les methodes par blocs. 
La notion d’operateur contractant en norme vectorielle est alors “une 
bonne notion”: elle assure a la fois l’existence et l’unicite d’un point fixe 
pour I’opbrateur consider&, et la convergence vers ce point fixe de toute 
iteration chaotique de residue1 maximal (Theo&me 3). 
Ce resultat est suffisamment genkral pour recouvrir en particulier (en les 
etendant au contexte non lineaire) les rbsultats usuels de convergence des 
methodes iteratives classiques par point ou par blocs de resolution des 
systemes linbaires (H ou bloc-~-matrixes). 
C’est d’ailleurs par l’intermt!diare des matrices de contraction, ou de 
Lipchitx, des diff&ents op&rateurs con&d&&s que passent dans le cadre non 
lin&aire Ies rkwltats classiques du cas Eikaire. 
Dans le contexte delimit& ci-dessus, on peut controler algorithmiquement 
la convergence d’une iteration chaotique: l’algoritbme (secondaire) de con- 
trole n’est pas autre chose que la conduite de l’iteration chaotique qur les 
matrices de lipchitz des operateurs intervenant dans I’iteration principale. 
La suite de cette &ude se situe au niveau du choix et de la ~usti~cation 
des criteres efficaces (sous le rapport du temps de calcul) pour la construc- 
tion de l’iteration chaotique par l’intermediaire de la suite s. C’est un 
probleme qui semble d’assez longue haleine. Jusqn’a present l’attaque theo- 
rique pourtant assidue de cette question, n’a rien donne, et il faudra 
probablement accumuler pas ma1 d’expirimentation numerique (cf. 1331) 
pour commencer ’ y voir un peu clair: c’est un exemple (de plus) ou 
l’utilisation de techniques de visualisation doit permettre “d’aller plus loin”, 
dans des questions de calcul. 
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