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We use observational data from Supernovae (SNIa) Pantheon sample, from direct Hubble constant
measurements with cosmic chronometers (CC), from the Cosmic Microwave Background shift pa-
rameter CMBshift, and from redshift space distortion (fσ8) measurements, in order to constrain f(T )
gravity. We do not follow the common γ parameterization within the semi-analytical approximation
of the growth rate, in order to avoid model-dependent uncertainties. Up to our knowledge this is
the first time that f(T ) gravity is analyzed within a Bayesian framework, and with background and
perturbation behaviour considered jointly. We show that all three examined f(T ) models are able
to describe adequately the fσ8 data. Furthermore, applying the Akaike, Bayesian and Deviance
Information Criteria, we conclude that all considered models are statistically equivalent, however
the most efficient candidate is the exponential model, which additionally presents a small deviation
from ΛCDM paradigm.
PACS numbers: 04.50.Kd, 98.80.-k, 95.36.+x, 98.80.Es
I. INTRODUCTION
The increasing collection of high accuracy data from
cosmological observations, at both background and per-
turbation levels, as well as the existing theoretical argu-
ments, led to an enhanced interest in investigating the
possibility that the fundamental gravitational theory is
not general relativity but a modified theory which ac-
cepts the latter as a low-energy limit [1, 2]. Amongst the
various modified gravity constructions one may have tor-
sional gravity (for a review see [3]), which arises from an
extension of the Teleparallel Equivalent of General Rel-
ativity (TEGR) [4–7]. Hence, one can construct modifi-
cations such as f(T ) gravity [3, 8–39], f(T, TG) gravity
[40, 41], scalar-torsion theories [42, 43], etc.
Perhaps the most crucial question in every modified
gravity is the determination of the involved arbitrary
function. Although some general features can be ex-
tracted through theoretical arguments, such as the exis-
tence of Noether symmetries, the absence of ghosts, the
stability of perturbations, etc, the basic tool that one has
is the confrontation with observations. In these lines, in
the case of f(T ) gravity there has been a large amount
of research towards this direction using solar system data
[44–46], gravitational waves data [47–49], as well as cos-
mological ones [50–60].
Up to now, the confrontation with cosmological data
used mainly expansion data, namely data related to the
background evolution, such that Supernovae type Ia data
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(SNIa), Cosmic Microwave Background (CMB) shift pa-
rameters, Baryonic Acoustic Oscillations (BAO), and
Hubble data observations. Large scale structure data
were also applied, nevertheless they were used under
the imposition of specific growth-index parameterizations
[52]. Hence, it would be interesting to investigate what
would be the constraints on f(T ) gravity that arise from a
Bayesian analysis using fσ8 data in a model-independent
way, namely without assuming any form for the growth
index.
In the present work we perform such a general anal-
ysis, in order to extract the constraints on f(T ) gravity
from fσ8 data. As we see, we obtain better constraints
comparing to all other data sets apart from CMB shift
parameter. Nevertheless, the interesting novel feature is
that although the previous observational confrontation
showed that the power-law, f1CDM, model was the most
well-fit one, the current analysis shows that the exponen-
tial, f3CDM, model is the one that is preferred.
The plan of the work is the following: In Section II
we present f(T ) gravity and we provide the cosmological
equations at both background and perturbation levels.
In Section III we present the various datasets and the
methodology that we use. Then, in Section IV we present
the obtained results and the corresponding contour plots.
Finally, Section V is devoted to the conclusions.
II. f(T ) GRAVITY AND COSMOLOGY
In this section we review the cosmological equations in
the framework of f(T ) gravity. For its formulation one
uses the vierbeins fields eA(x
µ) as dynamical variables,
which at a manifold point xµ form an orthonormal basis
(eA · eB = ηAB with ηAB = diag(1,−1,−1,−1)). In a
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2coordinate basis they read as eA = e
µ
A∂µ and the metric
is given by
gµν(x) = ηAB e
A
µ (x) e
B
ν (x), (1)
with Greek and Latin indices used for the coordinate
and tangent space respectively. Concerning the con-
nection one introduces the Weitzenbo¨ck one, namely
w
Γ
λ
νµ ≡ eλA ∂µeAν [61], and thus the corresponding torsion
tensor becomes
Tλµν ≡
w
Γ
λ
νµ −
w
Γ
λ
µν = e
λ
A (∂µe
A
ν − ∂νeAµ ). (2)
The torsion tensor contains all the information of the
gravitational field, and its contraction provides the tor-
sion scalar
T ≡ 1
4
T ρµνTρµν +
1
2
T ρµνTνµρ − T ρρµ T νµν , (3)
which forms the Lagrangian of teleparallel gravity (in
similar lines to the fact that the Ricci scalar forms the La-
grangian of general relativity). Variation of the teleparal-
lel action in terms of the vierbeins gives the same equa-
tions with general relativity, and thus the constructed
theory was named teleparallel equivalent of general rela-
tivity (TEGR).
One can use TEGR as the starting point of gravita-
tional modifications. The simplest direction is to gen-
eralize T to a function T + f(T ) in the action, namely
[3]
I =
1
16piG
∫
d4xe [T + f(T ) + Lm] , (4)
with e = det(eAµ ) =
√−g, G the gravitational constant
(we set the light speed to 1 for simplicity), and where we
have also included the total matter Lagrangian Lm for
completeness. Varying the above action we extract the
field equations:
e−1∂µ(ee
ρ
ASρ
µν)[1 + fT ] + e
ρ
ASρ
µν∂µ(T )fTT
−[1 + fT ]eλAT ρµλSρνµ +
1
4
eνA[T + f(T )]
= 4piGeρA
em
T ρ
ν , (5)
where we have defined fT ≡ ∂f/∂T , fTT ≡ ∂2f/∂T 2,
and moreover
em
T ρ
ν stands for the total matter (i.e. bary-
onic and dark matter and radiation) energy-momentum
tensor. Additionally, we have introduced the “super-
potential” S µνρ ≡ 12
(
Kµνρ + δ
µ
ρ T
αν
α − δνρ Tαµα
)
, where
Kµνρ ≡ − 12
(
Tµνρ−T νµρ−T µνρ
)
is the contorsion tensor.
A. Background behavior
In order to proceed to the cosmological application of
f(T ) gravity we impose the homogeneous and isotropic
flat Friedmann-Robertson-Walker (FRW) geometry
ds2 = dt2 − a2(t) δijdxidxj , (6)
which corresponds to the vierbein choice eAµ =
diag(1, a, a, a), with a(t) the scale factor. Inserting this
choice into (5) we extract the Friedmann equations for
f(T ) cosmology as
H2 =
8piG
3
(ρm + ρr)− f
6
+
TfT
3
(7)
H˙ = −4piG(ρm + Pm + ρr + Pr)
1 + fT + 2TfTT
, (8)
where H ≡ a˙/a is the Hubble function and dots denote
derivatives with respect to t. Moreover, in the above
equations ρm, ρr and Pm, Pr are the energy densities
and pressures of the matter and radiation sectors respec-
tively, which are considered to constitute the total matter
energy-momentum tensor. Finally, note that in FRW ge-
ometry the torsion scalar (3) becomes T = −6H2, and
such an interchanging relation between T and H2 proves
to be very helpful.
Observing the form of the first Friedmann equation (7)
we deduce that we can define an effective dark energy sec-
tor with energy density and pressure respectively given
by
ρDE ≡ 3
8piG
[
−f
6
+
TfT
3
]
, (9)
PDE ≡ 1
16piG
[
f − fTT + 2T 2fTT
1 + fT + 2TfTT
]
, (10)
and thus its equation-of-state parameter becomes
w ≡ PDE
ρDE
= − f/T − fT + 2TfTT
[1 + fT + 2TfTT ] [f/T − 2fT ] . (11)
We mention that the cosmological equations close by con-
sidering the conservation equations of matter and radia-
tion sectors:
ρ˙m + 3H(ρm + Pm) = 0 (12)
ρ˙r + 3H(ρr + Pr) = 0, (13)
which according to (7), (8) then imply the conservation
of the effective dark-energy sector too, namely
ρ˙DE + 3H(ρDE + PDE) = 0. (14)
In order to elaborate the modified Friedmann equa-
tions, following [52, 58] we introduce
E2(z) ≡ H
2(z)
H20
=
T (z)
T0
, (15)
where T0 ≡ −6H20 , with H0 the present value of the
Hubble function (from now on the subscript “0” denotes
the value of a quantity at present). Additionally, as the
independent variable we use the redshift z = a0a − 1,
3with a0 the current scale factor set to one for simplic-
ity. As usual, we consider the matter sector to be dust,
namely wm ≡ Pm/ρm = 0, and thus (12) implies that
ρm = ρm0(1 + z)
3, and similarly imposing for the ra-
diation sector wr ≡ Pr/ρr = 1/3 from (13) we obtain
ρr = ρr0(1+z)
4. Hence, the Friedmann equation (7) can
be expressed as
E2(z, r) = Ωm0(1 + z)
3 + Ωr0(1 + z)
4 + ΩF0y(z, r),(16)
where
y(z, r) =
1
T0ΩF0
[f − 2TfT ] . (17)
In these expressions we have introduced the density pa-
rameters Ωi =
8piGρi
3H2 , with Ωm0, Ωr0 their present values,
and we have defined
ΩF0 = 1− Ωm0 − Ωr0 . (18)
Hence, the effect of f(T ) gravity at the background level
is quantified by the function y(z, r), normalized to unity
at present time. This quantity depends on Ωm0 and Ωr0,
as well as on the free parameters r1, r2, ..., assembled to
the vector r that a specific f(T ) model includes (the exact
elements of the r vector are defined later on). Finally,
as expected, in the limit of ΛCDM cosmology, i.e. for
f(T ) = const., the function y(z, r) is just a constant.
B. Linear matter perturbations
In any cosmological model that does not include in-
teractions in the dark sector, at sub-horizon scales and
through matter epoch, the basic equation that deter-
mines the evolution of the matter perturbations in the
linear regime is [62–68]
δ¨m + 2Hδ˙m = 4piGeffρmδm, (19)
where δm ≡ δρm/ρm is the matter overdensity. In the
above equation one introduces the effective Newton’s con-
stant Geff(a) = GNQ(a), with GN the gravitational con-
stant appearing in the action of the theory, which reflects
the information of the gravitational modification. In gen-
eral Geff(a) is varying, and the specific form of Q(a) is
determined by the underlying gravitational theory. For
general-relativity we have Geff(a) = GN (i.e. Q(a) = 1)
and thus (19) provides the usual evolution equation for
matter over-density [69].
From the above discussion it becomes obvious that
we can apply this general perturbation treatment in the
case of f(T ) cosmology, as long as we know the form
of Geff(a), or equivalently Q(a), of f(T ) gravity. It is
relatively easy to show that for f(T ) gravity [12, 52]
Q(a) =
Geff(a)
GN
=
1
1 + fT
, (20)
a relation that arises from the complete perturbation
analysis [10]. Note that this expression is significantly
simpler than the corresponding one of f(R) gravity, since
the latter includes a scale dependence.
Let us make a comment here, on the usual handling of
perturbation growth in the literature. In order to con-
front the theoretical calculations with observations it is
common practice to introduce the clustering growth rate
as [69]
F (a) =
d ln δm
d ln a
' Ωγm(a), (21)
where γ is the growth index. In the case of dark energy
scenarios in the framework of general relativity, with con-
stant equation-of-state parameter w, the growth index is
well approximated by γ ' 3(w−1)6w−5 [63, 70–74], which for
ΛCDM cosmology (w = −1) reduces to γ ≈ 6/11. In-
serting (21) into Eq. (19) we find
a
dF (a)
da
+ F (a)2 +X(a)F (a) =
3
2
Ωm(a)Q(a) , (22)
with
X(a) =
1
2
− 3
2
w(a) [1− Ωm(a)] , (23)
where we have used the relations [52, 68]
w(a) =
−1− 23adlnEda
1− Ωm(a) , (24)
Ωm(a) =
Ωm0a
−3
E2(a)
, (25)
and thus
dΩm(a)
da
=
3
a
w(a)Ωm(a) [1− Ωm(a)] . (26)
We would like to mention that the above semi-analytical
approximation of the growth rate, although convenient
and useful at specific investigations, seems to reduce the
numerical burden of the analysis and also to serve as a
null diagnostic for the nature of dark energy. However,
for different models than the concordance ΛCDM one,
the approximation error increases as a function of the
model parameters. This property could possibly flaw the
extracted parameter values and the subsequent model se-
lection. Furthermore, one needs to add at least one extra
free parameter to the likelihood analysis. In summary, for
the above reasons, in the following we prefer not to use
this approximation and use the fσ8 data in a completely
model-independent, Bayesian way. In this way, namely
using the full numerical solution of (19) instead of the
growth index (γ(z)) semi-analytical approximation, we
have the advantage of a reduced numerical error, as well
as the independence from a certain gamma parameteri-
zation.
4C. Specific f(T ) models
We close this section by presenting three specific viable
f(T ) models with two parameters, one of which is inde-
pendent, i.e models that are efficient in successfully pass-
ing the confrontation with observations [52, 58]. Further-
more, we quantify their deviation from ΛCDM paradigm
in a unified way, through the function y(z, r) of (17) and
a distortion parameter b. Hence, the elements of the r
vector, namely the parameters r1and r2, for all the fol-
lowing models are Ωm0 and b.
1. The power-law model [8] (hereafter f1CDM model),
in which
f(T ) = α(−T )b. (27)
Inserting it into (7) at present time we find
α = (6H20 )
1−b ΩF0
2b− 1 , (28)
and hence the only free parameter is b. Addition-
ally, (17) leads to
y(z, b) = E2b(z, b) . (29)
Thus, for b = 0 the model f1CDM reduces to
ΛCDM cosmology, i.e. T + f(T ) = T − 2Λ, with
Λ = 3ΩF0H
2
0 and ΩF0 = ΩΛ0.
2. The square-root exponential model (hereafter
f2CDM) [9]
f(T ) = αT0(1− e−p
√
T/T0). (30)
In this case Eq. (7) at present gives
α =
ΩF0
1− (1 + p)e−p , (31)
while (17) leads to
y(z, p) =
1− (1 + pE)e−pE
1− (1 + p)e−p . (32)
f2CDM model reduces to ΛCDM paradigm for
p → +∞, and thus we can replace p by p = 1/b,
acquiring
y(z, b) =
1− (1 + Eb )e−E/b
1− (1 + 1b )e−1/b
, (33)
which tends to 1 for b→ 0+.
3. The exponential model (hereafter f3CDM) [52]:
f(T ) = αT0(1− e−pT/T0). (34)
In this case
α =
ΩF0
1− (1 + 2p)e−p , (35)
and
y(z, p) =
1− (1 + 2pE2)e−pE2
1− (1 + 2p)e−p . (36)
Finally, we may re-write these expressions using
p = 1/b, obtaining
y(z, b) =
1− (1 + 2E2b )e−E
2/b
1− (1 + 2b )e−1/b
, (37)
which implies that for b → 0+ the f3CDM model
reduces to ΛCDM one.
III. DATA AND METHODOLOGY
In this section we first present the various data sets and
subsequently we describe the statistical methods that we
employ. In particular, we use fσ8 data, data from di-
rect measurements of the Hubble parameter, and data
from standard candles (SNIa). As a next step, we assess
the quality of the fit with the aid of various information
criteria. In what follows, we present explicitly the afore-
mentioned steps.
A. Cosmological probes
1. fσ8 data
An almost model-independent cosmological probe,
namely the fσ8 product, arises from the analysis of
redshift-space distortions [75]. In the aforementioned
product, f(z) is the growth rate of clustering and σ8 is the
effective variance of the density function within spheres
of radius 8 h−1Mpc, where linear perturbations is a good
approximation. There is a large number of data points
available in the literature. Hence, a usual problem that
appears is that the degree of overlap between surveys is
in general unknown, thus there are unknown correlations
between the data points, which in turn makes the stan-
dard joint likelihood analysis unsuitable. For the above
reasons, we choose to use a compilation of fσ8 data that
has been explicitly checked in terms of its robustness us-
ing information theoretical methods (see [76] and in par-
ticular their Table I, with the corresponding references).
The relevant chi-square function reads
χ2fσ8 =
22∑
i=1
(
fσ8,obs,i − fσ8(ai, φν+1)theor
σi
)2
, (38)
where fσ8(ai, φ
ν+1)theor = σ8δ
′(ai, φν)/δ(1, φν)ai and a
prime denotes derivative of the scale factor a. The quan-
tity σ8 is a free parameter. The statistical vector φ
ν
contains the free parameters of the statistical model un-
der consideration, which are the elements of the r vector
5plus the Hubble constant H0, the σ8, and the hyper-
parameters that are described latter in the text. The val-
ues δ′(ai), δ(1) are calculated by the numerical solution
of Eq. (19) for a given set of cosmological parameters.
2. Direct measurements of the Hubble expansion
From the latest H(z) data set compilation available,
Ref. [77], we use only data obtained from cosmic
chronometers (CC). These are massive galaxies evolving
“slowly” at certain intervals of the cosmic time. By us-
ing their differential age, one can measure the Hubble
rate directly (see e.g. Ref. [78] and references therein).
A striking advantage of the differential age of passive
evolving galaxies is that the resulting measurement of
the Hubble rate comes without any assumptions for the
underlying cosmology. Our study incorporates N = 31
measurements of the Hubble expansion in the redshift
range 0.07 . z . 2.0.
Here, the corresponding χ2H function reads
χ2H (φ
ν) = HC−1H,covHT , (39)
where H = {H1 −H0E(z1, φν) , ... , HN −H0E(zN , φν)}
and Hi are the observed Hubble rates at redshift zi (i =
1, ..., N).
3. Standard Candles
A “standard” or “standarizable” candle is a luminous
extra-galactic astrophysical object with observable fea-
tures that are independent of the cosmic time. The most
studied standard candles are, arguably, Supernovae Type
Ia (SNIa). We include in our analysis the most recent
SNIa set data available, namely the binned Pantheon
sample of Scolnic et. al. [79]. As discussed in the lat-
ter, the full dataset is very well approximated with the
binned dataset of N = 40 data points in the redshift range
0.01 . z . 1.6. The chi-square function of the SNIa data
is given by
χ2SNIa (φ
ν
SNIa) = µSNIaC
−1
SNIa,cov µ
T
SNIa , (40)
where µSNIa = {µ1 − µth(z1, φν) , ... , µN − µth(zN , φν)}.
The distance modulus is given as µi = µB,i −M, where
µB,i is the apparent magnitude at maximum in the rest
frame for redshift zi, while the quantity M is a hyper-
parameter (see [79] and references therein), quantifying
uncertainties from various origins (astrophysical, data-
reduction pipeline, etc). Furthermore, the theoretical
form of the distance modulus reads
µth = 5 log
(
dL(z)
Mpc
)
+ 25 , (41)
where
dL(z) = c(1 + z)
∫ z
0
dx
H(x, φν)
(42)
is the luminosity distance, for spatially flat FRWL geom-
etry. It is apparent that M and the normalized Hubble
constant h are intrinsically degenerate in the context of
the Pantheon data set, and therefore we are not in po-
sition to obtain any physical information regarding H0
from SNIa data alone.
4. CMB shift data
The observations of temperature anisotropies in the
CMB provide a valuable independent test for the real-
ity of dark energy at the recombination epoch z ∼ 1090.
The photons were coupled to baryons and electrons be-
fore that red shift and decoupled right after. Due to the
fact that in the Boltzmann and Einstein equations all
the components of the universe are coupled, in order to
extract information from the full spectrum, demanding
numerical simulations are needed. A convenient and effi-
cient way to summarize information from the CMB data,
without using the full spectrum, is by employing the so-
called CMB shift parameters or distance priors [80]. The
main idea behind this approach is the simple fact that
the impact of the underlying cosmology is much more
severe at certain features of the power spectrum such as
the position of a peak, as opposed to others, e.g. the
shape of the curve in a slow-changing regime.
Following [80], we define
la = pi
r(z∗)
rs(z∗)
(43)
R =
√
Ωm0H0DA(z∗)c−1 . (44)
The quantity dA is the standard angular diameter dis-
tance equal to dA = dL(1 + z)
−1 and rs is the co-moving
sound horizon defined as
rs =
∫ t
0
cs(t
′)dt′
a(t′)
=
c
H0
∫ a
0
cs(a
′)da′
E(a′)a′2
, (45)
where the sound velocity is cs(a) = 1/
√
3(1 +Rba) with
Rb = 31500Ωb0h
2(TCMB/2.7K)
−4 and TCMB = 2.7255K.
In order to obtain the redshift of the recombination epoch
z∗ we use the following fitting formula of [80]
z∗ = 1048
[
1+0.00124(Ωb0h
2)−0.738
]×[1+g1 (Ωm0h2)g2] ,
(46)
where the quantities g1, g2 are defined as
g1 =
0.0783(Ωb0h
2)−0.238
1 + 39.5 (Ωb0h2)
0.763 , g2 =
0.560
1 + 21.1 (Ωb0h2)
1.81 .
(47)
and Ωb0 is the mormalized baryon energy density today.
The relevant χ2 expression is
χ2CMB = (∆la,∆R,∆Ω∗) C−1cov (∆la,∆R,∆Ω∗)T , (48)
6Model Ωm0 h b σ8 M Ωbh2 χ2min χmin/dof
H(z) + SNIa + fσ8
f1 0.291
+0.034
−0.029 0.6921
+0.0185
−0.0181 0.021
+0.183
−0.249 0.778
+0.080
−0.063 −19.378± 0.054 - 66.968 0.761
f2 0.282
+0.024
−0.029 0.693± 0.018 0.180+0.176−0.133 0.789+0.051−0.041 −19.372+0.054−0.053 - 69.000 0.784
f3 0.290± 0.020 0.6928+0.018−0.020 0.097+0.074−0.070 0.775± 0.035 −19.374± 0.053 - 67.767 0.770
ΛCDM 0.293+0.020−0.019 0.6929
+0.0184
−0.0180 - 0.769
+0.033
−0.033 −19.376± 0.053 - 67.019 0.753
H(z) + SNIa + fσ8 + CMBshift
f1 0.302± 0.0110 0.6860± 0.0114 −0.063+0.076−0.087 0.753+0.032−0.030 −19.399± 0.027 0.0223± 0.0002 67.707 0.752
f2 0.310± 0.008 0.6780+0.0064−0.0063 0.095+0.073−0.061 0.758+0.032−0.030 −19.419+0.017−0.016 0.0223± 0.0002 69.306 0.797
f3 0.309± 0.008 0.6770+0.0064−0.0062 0.081+0.058−0.051 0.793± 0.035 −19.418± 0.016 0.0223± 0.0002 68.967 0.793
ΛCDM 0.309± 0.008 0.6777+0.0060−0.0058 - 0.757+0.032−0.030 −19.417± 0.016 0.0223+0.0001−0.0002 68.110 0.748
TABLE I: Observational constraints and the corresponding χ2min for the power-law f1CDM model (27), for the square-root
exponential model f2CDM model (30), and for the exponential model f3CDM model (34), using CC/Pantheon/fσ8 and
CC/Pantheon/fσ8/CMBshift datasets. For direct comparison we additionally include the concordance ΛCDM scenario.
where ∆la = la−301.77, ∆R = R−1.7482, ∆Ω∗ = Ωb0−
0.02226. The corresponding uncertainties are σl = 0.090,
σR = 0.0048, σΩ∗ = 0.00016, while the covariance matrix
is Cij = σijcij , where σij is the uncertainty and cij the
elements of the normalized covariance matrix taken from
[81]. We mention here that the aforementioned data are
taken from the Planck 2015 results [81].
5. Joint analysis
For obtaining the joint constraints on the cosmological
parameters from P cosmological probes, we define the
total likelihood function as follows
Ltot(φψ) =
P∏
p=1
exp(−χ2p) . (49)
Moreover, the corresponding χ2tot expression is given by
χ2tot =
P∑
p=1
χ2P . (50)
The statistical vector has dimension k, that is ν pa-
rameters of the model at hand plus the number νhyp
of hyper-parameters from the data sets used, result-
ing to k = ν + νhyp. Finally, the vector contain-
ing the free parameters that we constrain is φµ =
{Ωm0, h, b, σ8,0,M} for the CC + SNIa + fσ8 dataset
and φµ = {Ωm0, h, b, σ8,0,M,Ωbh2} for the CC+SNIa+
fσ8 +CMBshift dataset. However, there is no difference
between the intrinsic hyper-parameters of a given data
set and the free parameters of a cosmological model from
the statistical perspective. Regarding the problem of like-
lihood maximization, we use an affine-invariant Markov
Chain Monte Carlo sampler [82], as it is implemented
within the open-source Python package emcee [83]. We
used 900 chains (walkers) and 3000 steps (states). The
convergence of the MCMC algorithm is checked with
auto-correlation time considerations.
Finally, let us make the following comment. It is well
known that the growth rate data may depend on the fidu-
cial cosmological model utilized by various teams to con-
vert redshifts to distances. This is the so called Alcock-
Paczynski effect. In order to correct the data one has to
rescale the fσ8 measurements and uncertainties by the
ratios of H(z)DA(z) of the cosmology used, to that of the
reference one [84, 85]. However, as found in [85] (see their
Fig. 1), the above correction is very small. Indeed, apply-
ing this correction in the case of the power-law f1CDM
model of the present work we verify that the constraints
are in agreement (within 1σ) with those based on the
original published growth data.
B. Information Criteria and Model Selection
For the purpose of comparing a set of cosmological
models regarding to their empirical predictions given the
data, we use the Akaike Information Criterion (AIC) [86],
the Bayesian Information Criterion (BIC) [87], and the
Deviance Information Criterion [88].
The AIC criterion confronts the problem of model ad-
equacy at the grounds of information theory. Specifi-
cally, it is an estimator of the Kullback-Leibler informa-
tion with the property of asymptotically unbiasedness.
Within the standard assumption of Gaussian errors, the
AIC estimator is given by [89, 90]
AIC = −2 ln(Lmax) + 2k + 2k(k + 1)
Ntot − k − 1 , (51)
where Lmax is the maximum likelihood of the data set(s)
7FIG. 1: The 1σ, 2σ and 3σ iso-likelihood contours for the power-law f1CDM model (27), for all possible 2D subsets of the
parameter space (Ωm0, b, h, σ8,M). Additionally, we provide the mean values of the parameters within the 1σ area of the
MCMC chain. We have used joint analysis of CC/Pantheon/fσ8/CMBshift data.
under consideration and Ntot is the total number of data
points. Naturally, for large number of data points Ntot,
this expression reduces to AIC ' −2 ln(Lmax)+2k, which
corresponds to the ubiquitous form of the AIC criterion.
Thus, it is preferable to use the modified AIC criterion
in all cases [91].
The BIC criterion is an estimator of the Bayesian ev-
idence (see e.g. [89–91] and references therein), and is
given as
BIC = −2 ln(Lmax) + k log(Ntot) . (52)
The DIC criterion is formulated using concepts from both
Bayesian statistics and information theory [88] and is
given as [91]
DIC = D(φµ) + 2CB , (53)
where CB is referred as Bayesian complexity. In par-
ticular, CB = D(φµ) − D(φµ), where the overline de-
notes the usual mean value. Additionally, D(φµ) is the
Bayesian Deviation, which for a general class of distri-
butions, that is the exponential family, it corresponds
to D(φµ) = −2 ln(L(φµ)). This quantity is closely con-
nected to the effective degrees of freedom [88], which is
the number of parameters that actually contribute to the
fitting. To illustrate this, considering a model with a set
8FIG. 2: The 1σ, 2σ and 3σ iso-likelihood contours for the square-root exponential model f2CDM model (30), for all possible
2D subsets of the parameter space (Ωm0, b, h, σ8,M). Additionally, we provide the mean values of the parameters within the 1σ
area of the MCMC chain. We have used joint analysis of CC/Pantheon/fσ8/CMBshift data.
9FIG. 3: The 1σ, 2σ and 3σ iso-likelihood contours for the exponential model f3CDM model (34), for all possible 2D subsets of
the parameter space (Ωm0, b, h, σ8,0,M). Additionally, we provide the mean values of the parameters within the 1σ area of the
MCMC chain. We have used joint analysis of CC/Pantheon/fσ8/CMBshift data.
10
of free parameters S, and a data set D, it is possible that
we will be able to constrain only a subset of S. While AIC
and BIC criteria will penalize the model using the total
number of free parameters, DIC criterion will “count”
only the effective number of parameters in the context
of D. Moreover, DIC utilizes the full log-likelihood sam-
pling instead of just the maximum. In theory, employing
only the likelihood value at the peak in our Bayesian
framework could reduce the accuracy of the Lmax, as we
calculate the mean value of the likelihood inside the 1σ
area. However, by using “long” chains, we obtain Lmax
values with enough accuracy to use them to calculate
AIC and BIC. An appealing feature of DIC is that, given
the MCMC samples, its calculation is computationally
cheap.
Given a set of rival models, our task is to rank the mod-
els at hand according to their fitting quality at the empiri-
cal data. We utilize the criteria presented previously, and
more specifically the relative difference of the IC value
for the given set of models, ∆ICmodel = ICmodel− ICmin,
where the ICmin is the minimum IC value in the set of
competing models. We assign “probability of correct-
ness” to each model using the following rule [89, 90]:
P ' e
−∆ICi∑n
i=1 e
−∆ICi , (54)
where i runs over the set of n models under consideration.
In a direct analogy to the Bayes ratio [92], the quantity
∆IC1/∆IC2 could be thought as a measure of the rela-
tive strength of observational support between the two
models. Further, in the context of the Jeffreys scale, as
defined in [93], the condition ∆IC ≤ 2, corresponds to
statistical compatibility of the model at hand with the
most favoured model by the data, while the condition
2 < ∆IC < 6 implies a middle tension between the two
models, and the condition ∆IC ≥ 10 suggests a strong
tension.
IV. RESULTS
In this section we confront f(T ) gravity, and in particu-
lar the three models f1CDM, f2CDM, f3CDM presented
in subsection II C, with the above observational datasets,
following the aforementioned methods. The results for
the parameters are summarized in Table I. Additionally,
in Figs. 1, 2, 3 we present the corresponding contour
plots for each model respectively.
Comparing our SNIa + H(z) + fσ8 results with the
corresponding ones obtained using H(z) and Standard
Candles data in [58], we report ∼ 1σ compatibility in all
cases. However, in the present work we have obtained
∼ 40% smaller b values, and ∼ 17% larger matter-energy
densities values, while the error bars are about the same.
A possible interpretation of the matter - energy density
increment could be that it arises from the Pantheon SN
Ia sample that we use here instead of the JLA one (see
Model AIC ∆AIC BIC ∆BIC DIC ∆DIC
H(z) + SNIa + fσ8
f1CDM 77.658 2.184 89.631 4.482 75.572 0.609
f2CDM 79.689 4.214 91.663 6.513 75.185 0.222
f3CDM 78.456 2.982 90.430 5.281 74.736 0
ΛCDM 75.474 0 85.149 0 74.963 0.227
H(z) + SNIa + fσ8 + CMBshift
f1CDM 80.651 1.874 95.093 4.161 79.464 1.954
f2CDM 82.282 3.505 96.501 5.569 77.510 0
f3CDM 81.944 3.167 96.163 5.231 77.539 0.029
ΛCDM 78.777 0 90.932 0 78.062 0.552
TABLE II: The information criteria AIC, BIC and DIC for the
examined cosmological models, along with the corresponding
differences ∆IC ≡ IC− ICmin.
[79] for this effect on ΛCDM). Note that in our current
work we do not use the γ-parametrization that was used
in [52], and thus although the f(T ) models analyzed in
both works are the same, the statistical models are not.
Further, regarding our results using the SNia+H(z)+
fσ8 + CMBshift dataset, we observe 1σ compatibility of
all acquired parameter values with the corresponding val-
ues obtained from late Universe data only. As for the
model selection criteria, DIC criterion advocates on be-
half f2 model, while BIC and AIC criteria suggest the
concordance model. Again, in contrast with other works
(i.e [58]) f2 and f3 models are better than f1.
We close this section by testing the statistical sig-
nificance of our constraints. We implement the AIC,
BIC and DIC criteria described in subsection III B, and
we present the results in Table II. A general conclusion
is that the concordance ΛCDM paradigm seems to be
favoured by the AIC and BIC criteria. However, within
the Deviance Information Criterion, the f3CDM model
seems to be favoured with a very small difference between
the competing models, and this is a novel result compar-
ing to previous observational works, where f1CDM model
seemed to be the most favoured one [52, 58]. As we dis-
cussed in section III, in general the DIC criterion is more
credible than the other two since it considers the effective
parameters number and moreover it takes into account
the whole amount of information available from the sam-
pling of the likelihood. Due to the small ∆IC differences
( 2) between the competing models, we are not in po-
sition to discriminate between them, and thus they can
be considered as statistically equivalent.
V. CONCLUSIONS
In this work we used observational data from Super-
novae (SNIa) Pantheon sample, from direct measure-
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ments of the Hubble parameter that is cosmic chronome-
ters (CC), from the Cosmic Microwave Background shift
parameter CMBshift, and from redshift space distortions
measurements (fσ8), in order to constrain f(T ) gravity.
Additionally, we did not follow the common γ param-
eterization within the semi-analytical approximation of
the growth rate, in order to avoid model dependent un-
certainties. Up to our knowledge this is the first time
that f(T ) gravity is analyzed within a Bayesian frame-
work, and with background and perturbation behaviour
considered jointly.
We considered three f(T ) models, which are vi-
able since they pass the basic observational tests, and
we quantified their deviation from ΛCDM cosmology
through a sole parameter. Our analysis revealed that
these f(T ) models are able to describe adequately the
fσ8 data. Furthermore, by applying AIC and BIC cri-
teria we deduced that ΛCDM cosmology is still favoured
by the CC+SNIa+fσ8+ CMBshift joint analysis. The
extracted parameter values are in good agreement with
previous observational analyses which used only back-
ground data [58], however an interesting finding is that
while the previous works favoured f1CDM model, the
present investigation seems to favour f3CDM one.
Finally, applying the more efficient DIC criterion we
saw that the smallness of ∆IC suggest statistical equiv-
alence between f2CDM, f3CDM and the concordance
ΛCDM cosmology. This could offer a motivation for us-
ing these two models for developing a new, more compet-
itive f(T ) scenario. In summary, f(T ) modified gravity
is a good candidate for the description of nature and de-
serves further investigation.
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