We consider (a discretization of) a functional of white noise over a ÿnite time interval. We explore the possible interest of representing the white noise in the orthonormal bases of orthogonal polynomials or wavelets for the numerical evaluation of the expected value of this functional. Using the Wiener-Itô decomposition of the functional, the sparsity is studied of the representation of the functional in these bases. An approximation scheme is proposed that uses existing low-dimensional quasi-Monte Carlo rules and takes proÿt of the sparse structure of the quadratic part of the functional.
Introduction
Functionals of Brownian motion (or white noise, i.e., the time derivative of Brownian motion) appear in many applications. In ÿnance, e.g. it is often assumed that in the future the price of an asset will follow a stochastic path that is driven by white noise. The (present value of the) pay-o of a derivative security on this asset, such as an exotic path-dependent option, can then be expressed as a functional of white noise over the considered time interval. The fair price of the derivative security can be expressed as the expected value of this functional. A general and simple method to compute this expected value or integral numerically is by Monte Carlo simulations. As the convergence of Monte Carlo integration is notoriously slow, there has been much attention to speeding up the integration, e.g. by using the deterministic quasi-Monte Carlo integration. For an overview of (quasi-) Monte Carlo integration, see [3] and of its application in ÿnance see [13] .
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0377-0427/01/$ -see front matter c 2001 Elsevier Science B.V. All rights reserved. PII: S 0377-0427(00)00604-X Using the Brownian bridges (cf. [4] ) or the Karhounen-LoÂ eve expansion of Brownian motion (cf. [1] ), it is possible to reduce the e ective dimension (in the truncation sense) of the integral and with it the performance of quasi-Monte Carlo integration. In both cases the Brownian motion is expanded in a series, the early terms of which approximate the Brownian motion by a low-frequency signal and the subsequent terms only add the high-frequency details. This corresponds to expanding white noise in the Haar basis (in case of the Brownian bridge) or in a certain basis of trigonometric polynomials (in case of the Karhounen-LoÂ eve expansion). Theoretically, the expansion of white noise can be done in any orthonormal basis of functions on the time interval. In this paper we explore the possible interest of expanding white noise in the orthonormal basis of orthogonal polynomials or in a hierarchical basis of Daubechies' wavelets (cf. [5] ), hoping that these bases are better suited for 'smooth' functionals.
This paper is organized as follows. We start with a description of the Wiener-Itô decomposition (see [6] ), the mathematical tool we use for analysing a white noise functional. In this decomposition, the white noise functional is represented by a seqence of ÿnite-dimensional symmetric functions f n (t 1 ; : : : ; t n ), where t 1 ; : : : ; t n run through the time interval. We may express the smoothness of the functional w.r.t. the dependence on time, by the smoothness of the functions f n (t 1 ; : : : ; t n ). Spaces of smooth white noise functionals are described in [7] . Unfortunately, for most functionals in practical applications, the functions f n are not smooth; they seem to typically have a discontinuity in the ÿrst derivative on the symmetry planes.
Then, we relate the Wiener-Itô decomposition with the ANOVA decomposition on which some concepts of e ective dimension are based. We ÿnd that due to the lack of smoothness of the functional, the polynomial or wavelet basis usually present no advantage in terms of e ective dimension in the truncation sense.
With the polynomial basis however, the quadratic component of the Wiener-Itô decomposition has a strong sparse structure and in the wavelet basis, all components of the decomposition are sparse. This is explained in the subsequent section.
Then a quadrature rule is proposed that takes proÿt of the sparse structure of the quadratic part of the Wiener-Itô decomposition. The quadrature rule is based on low-dimensional quasi-Monte Carlo rule. We refer to [8] for theoretical aspects of these rules and to [2, 12] for implementation aspects. The quadrature is randomized by 'scrambling' (cf. [9, 10] ). This provides an unbiased estimate of the integral, together with a probabilistic error estimate.
Finally, we apply the proposed quadrature rule to some functionals, whose Wiener-Itô decomposition converges fast so that the quadratic part dominates.
White noise and the Wiener-Itô decomposition
White noise is a random generalized function on R. As space of generalized functions, we consider S , the dual of the Schwartz space S of smooth rapidly decreasing functions. The probability distribution on S is, by the Minlos-Bochner theorem, characterized by the property 
where the H kj denote the classical Hermite polynomials and where k j ¿ 0 for only ÿnitely many j, so that we have in fact a ÿnite product. The space H n , called the multiple Wiener integral of degree n, is deÿned as the Hilbert space generated by the Fourier-Hermite polynomials (2) of degree n, i.e., such that j k j = n. Every ∈ (L 2 ) thus admits the orthogonal decomposition
In fact H n is independent of the choice of the orthonormal basis p.
, consisting of the functions f(t 1 ; : : : ; t n ) that are symmetric, i.e., that are invariant under the n! permutations of the arguments. Then every n ∈ H n can be represented uniquely by a certain function f n ∈L 2 (R n ),
The linear map I n :L 2 (R n ) → H n is deÿned using the orthonormal basis {p⊗ k : j k j =n} forL 2 (R n ). Here p⊗ k represents the symmetrization (i.e. the average over the n! permutations) of the tensor product
multiplied with the factor
Now, I n is deÿned by the fact that it maps this orthonormal basis ofL 2 (R n ) to the orthonormal basis of H n consisting of the Fourier-Hermite polynomials, multiplied with the factor √ n!
It follows that I n is, up to the factor √ n!, an isometry
The map I n was deÿned using a particular basis p of L 2 (R), but it can be proven that it is in fact independent of this choice. A representation of I n f n , which does not refer to any basis p of L 2 (R), is as an iterated Itô integral
where B(t) is the Brownian motion associated with the white noise x, i.e., formally, dB(t) = x(t) dt.
We are mainly concerned with functionals (x) that depend only on the behaviour of white noise on a ÿnite time interval T . Then the Wiener-Itô decomposition of reduces to
and we can restrict our attention to a base p of
. When T represents a ÿnite set of times, typically a grid discretizing a continuous time interval, then, except for representation (9) , all the above results hold true with
We now give two examples of functionals whose Wiener-Itô decomposition is explicitly known.
with f ∈ L 2 (R). In the generating function of the Hermite polynomials
we substitute z = x; f = √ 2||f|| and t = ||f||= √ 2. This gives
and thus
where
Observe that if f is a smooth function on an interval T , then f ⊗n is a smooth function on T n .
Example 2.
We ÿrst construct the Wiener-Itô decomposition of B 2 (t) and then obtain the decomposition of by integration over t. If we interpret
as a double integral, we must take into account that the contribution from the line u = v is not negligible since, formally, dB(u) dB(u) = du. Hence, we have
Integration w.r.t. t gives
Hence, = 1 2
Observe that f 2 (t 1 ; t 2 ) is not smooth but that its restriction to the region t 1 6t 2 is smooth. The author thinks that for functionals = n I n f n appearing in applications one often has that f n (t 1 ; t 2 ; : : : ; t n ) is smooth in the region t 1 6t 2 6 · · · 6t n . This is motivated by the fact that if we take two functionals N n=0 I n f n and N n=0 I n f n such that both f n and f n are smooth on 06t 1 6t 2 6 · · · 6t n 61 then the same holds for the sum of these functionals (trivial) and for their product (illustrated by (19) = (20)).
The Wiener-Itô decomposition and the ANOVA decomposition
We study the relation between the Wiener-Itô decomposition and the ANOVA decomposition, on which some concepts of e ective dimension are based.
Unlike the Wiener-Itô decomposition, the ANOVA decomposition depends on the choice of co-ordinates z j = x; p j and thus on the choice of basis p = {p 0 ; p 1 ; : : :
where u runs through all ÿnite sets of indexes j. The subspaces A u are mutually orthogonal and the functions in A u depend only on the co-ordinates z j with j ∈ u. An explicit description of the ANOVA decomposition in a more general context is given in [11] . In our context of white noise, we have that A u is the Hilbert space spanned by the Fourier-Hermite polynomials
Observe that the constant term in (24) is the expected value of (x). The best approximation of ∈ (L 2 ) by a function that depends only on the ÿrst d variables is
This can also be expressed in terms of the Wiener-Itô decomposition = n I n f n as follows:
where P n; d represents the orthogonal projection of L 2 (T n ) onto the subspace spanned by the tensor products involving the p j with j ∈ {1; : : : ; d}.
The e ective dimension of in the truncation sense is deÿned as the smallest integer d such that
where the choice of the number 0:99 is somewhat arbitrary. Expressed in terms of the norm in (L 2 ), this condition is
and, in terms of the Wiener-Itô decomposition,
It follows that we have a small e ective dimension in the truncation sense if P n; d f n converges fast to f n .
Remark. Consider Example 1 of previous section, with f a smooth function on a ÿnite interval T and p the basis of the orthonormal polynomials on T (scaled Legendre polynomials) or a hierarchical basis based on Daubechies wavelets. Then f n = (1=n!) exp(||f||=2)f ⊗n is smooth on T n and P n; d f n converges fast to f n , faster than if p were the Haar basis or some trigonometric basis. In this example, the polynomial basis and the wavelet basis present a clear advantage in terms of e ective dimension in the truncation sense. This advantage disappears however for the functional of Example 2 (and probably for many functionals in practice) by the lack of smoothness of the functions f n .
The best approximation of ∈ (L 2 ) by a functional that can be expressed as a superposition of terms, each of which depends on at most d variables, is
Since each component I n f n of the Wiener-Itô decomposition of is a superposition of terms that depend on at most n variables, we have
The e ective dimension of in the superposition sense is deÿned as the smallest integer d such that
or equivalently,
It follows from (33) that fast convergence of the Wiener-Itô decomposition implies low e ective dimension in the superposition sense.
We now describe a situation where inequality (33) is approximately an equality. Suppose T is a ÿnite set of times t j representing a discretization of a ÿnite-time interval and suppose the co-ordinates are x; p j = x(t j ). Then we have
where (Q n; d f n )(t 1 ; : : : ; t n ) = f(t 1 ; : : : ; t n ) if #{t 1 ; : : : ; t n }6d;
whence
For n ¿ d and T large, the set {(t 1 ; : : : ; t n ) ∈ T n : #{t 1 ; : : : ; t n }6d}
is a relatively small subset of T n . (In the continuous limit, (39) is a subset of T n of measure 0.) Hence, in the case of a ÿne discretization, we expect (38) to be small and (33) to be an approximate equality. Then we can use the convergence rate of the Wiener-Itô decomposition to measure the e ective dimension in the superposition sense.
The sparse structure of the integrand
We study situations where certain coe cients of the expansion of (x) = n I n f n in the basis h (p) k vanish. By relations (7) and (8) these coe cients are given by √ n! f n ; p⊗ k :
As f n is symmetric, the inner product
is independent of the order of l 1 ; : : : ; l n and thus equal to the inner product of f n with the symmetrization of p l1 ⊗ · · · ⊗ p ln . Hence, by (5), (40) is, up to some factor = 0, equal to (41), with an appropriate selection of l 1 ; : : : ; l n . We may thus as well study conditions on f n and p l1 ; : : : ; p ln under which (41) vanishes.
In the theorems below, we assume that f n is a polynomial on each 'symmetry region'. Here symmetry region means the following. For t = (t 1 ; : : : ; t n ) ∈ R n and 16i ¡ j6n, let
Then we say that 2 points t and t in R n belong to the same symmetry region if for all 16i ¡ j6n we have that i; j (t) = i; j (t ).
Of course, in practice, the function f n is seldom exactly a polynomial on a symmetry region, but if it is smooth it is very close to a polynomial of low degree and instead of having vanishing coe cients, one then has negligible coe cients. 
where q and r are polynomials of degree 6d and 6d + 1, respectively. Then
Proof. Suppose ÿrst that T = [0; 1]. Then it is su cient to prove that
Using a monomial basis, we reduce this condition to
The polynomial p l2 (v)v d2 is of degree l 2 +d 2 and is orthogonal to all polynomials of degree ¡ l 
4. f n ∈L 2 (T n ) and over every symmetry region the restriction of f n (t 1 ; : : : ; t n ) is a linear combination of t 
The conditions on p 1 ; : : : ; p n are satisÿed for many selections of n basis functions from a hierarchical basis, based on Daubechies wavelets.
Proof. Fix (t 2 ; : : : ; t n ) ∈ (T \ U ) n−1 . Let t 1 ∈ U and order t 1 ; t 2 ; : : : ; t n in increasing order. As U is an interval, this ordering is independent of the position of t 1 in U . This means that for all t 1 ∈ U , the point (t 1 ; t 2 ; : : : ; t n ) belongs to the same symmetry region. Hence, for t 1 ∈ U , f n (t 1 ; : : : ; t n ) is a polynomial of degree 6d in t 1 with coe cients that depend on t 2 ; : : : ; t n . From (46), it follows that U p 1 (t 1 )f n (t 1 ; t 2 ; : : : ; t n ) dt 1 = 0: Then, we have
U p 1 (t 1 )f n (t 1 ; t 2 ; : : : ; t n ) dt 1 dt 2 : : : dt n = 0:
Quadrature rules

Transformation to the hypercube
Consider the discrete case T = {0; 1; : : : ; N − 1} with an orthonormal basis p 0 ; p 1 ; : : : ; p N −1 for L 2 (T ). Then the stochastic variables x; p j , where x represents discrete white noise, are stochastically independent standard normal variables. We make the classical change of variable
where F is the cumulative normal distribution function
Then (z 0 ; : : : ; z N −1 ) is uniformly distributed on the N -cube [0; 1] N and the expected value of ∈ (L 2 ) can be expressed as follows:
where (z 0 ; : : :
The ANOVA decomposition of is
where the A u represent in this context mutually orthogonal subspaces of L 2 ([0; 1] N ) such that each function in A u depends only on the z j with j ∈ u. As transformation (51) is an isometry from (L 2 ) to L 2 ([0; 1] N ), it maps the ANOVA decomposition of (L 2 ) for the co-ordinates x; p j to the ANOVA decomposition of L 2 ([0; 1] N ).
Randomized quasi-Monte Carlo
A Quasi-Monte Carlo (QMC) integration rule approximates the integral of a function f on [0; 1]
where the points x (i) ∈ [0; 1] N are chosen deterministically. The point set {x (i) } is often given some structure, such as that of a net (cf. [8] ), that avoids the gaps and clusters that may occur in ordinary Monte Carlo integration.
In [9, 10] , the QMC-rule (53) is 'scrambled' intô
j ); j = 1; : : : ; N; i = 1; : : : ; n (55) and S j are stochastically independent random transformations on [0; 1]. These transformations preserve the net structure of the point set and make each individual X (i) a random point on [0; 1] N with uniform distribution. Hence, the expected value of (54) is equal to the integral of f over [0; 1] N . LetÎ k f; k =1; : : : ; r; be r independent samples ofÎf. These are obtained by choosing the r random transformations of [0; 1] N independently of one another. Then the expected value of
is also If. Its variance, which is a measure of its precision as an approximation to If, is given by
Hence,Î
f converges to If in the stochastic sense of Monte Carlo simulation. The special case n = 1 reduces to pure Monte Carlo integration. We rewrite (57) as follows:
In the denominator we have now the cost of evaluatingÎf, calculated as the number of function evaluations. The numerator of (58),
is a natural measure for the quality ofÎf; the smaller it is, the better. In particular, if it is smaller than V (f), the variance ofÎ (r) f is smaller than the variance of pure Monte Carlo integration with same number of function evaluations.
For the variance of (54) we have the following result, which is essentially contained in [9] , Lemma 4.
denote the ANOVA decomposition of f. Then
Proof. We have
It thus su ces to prove that for u = u ,
We may assume that u contains an index r that is not contained in u.
k ; k = r) is equal to the evaluation at X (j) of the function 1 0 f u (x 1 ; : : : ; x r ; : : : ; x n ) dx r ;
which represents the orthogonal projection of f u (x) on the space of functions that are independent of x r . As f u ∈ A u is orthogonal to this space, its projection (64) vanishes and thus also (63) vanishes. 
We split the ANOVA decomposition of (and ) in two parts
Then for quadratic functionals, satisfying the conditions of Theorem 1 with d=s−2, the second sum vanishes. We expect that the second sum is small for dominantly quadratic functionals , whose quadratic part has a Wiener-Itô representation given by a function f 2 that is smooth on the symmetry regions.
We now describe quadrature rules that integrate well the ÿrst sum in (66). Suppose we have a QMC rule (a net) for the s-dimensional cube 1 n 
Then we construct a randomized QMC rule for the N -dimensional cube as follows:
is obtained from N stochastically independent scrambling transformations. ThenÎ is an unbiased estimator of I and from Proposition 3, we have
For u ∈ U s ,Î u reduces to a scrambled s-dimensional net QMC rule. For low s these rules are known to converge relatively fast as n → ∞. Hence, the ÿrst sum in (70), (71) can be made small by increasing n. For reducing the second sum, we have to increase s.
In the case of a hierarchical wavelet basis, we brie y sketch how the same technique can be applied to exploit the sparsity of the quadratic part. Write the hierarchical basis as (p n; k ), where n is the level and k the shift. Then, typically, p n; k and p n; l have disjoint support if |k − l| ¿ L for some ÿxed L. We write the co-ordinates also with the same indexes n and k and construct the scrambled points as follows:
If we add one more level, the dimension of the QMC-rule with point set x (i) n; m increases only with L, whereas the real dimension doubles.
Numerical results
We consider the following functionals, expressed in terms of the Brownian motion B(t): 1. the quadratic functional for the third functional. Then each of these discrete functionals is a functional of discrete white noise on T = {0; 1; : : : ; 24}.
In each case we compute 10 samples of (68), where (67) is a net from a generalized Faure sequence. We estimate the integral I by the average of the samples and V (Î ) by the standard deviation of the 10 samples. In Figs. 1-4 , these are plotted against the number of points n of the quadrature rule for s = 1; 2; 4; 6.
At n = 1, the plot gives an estimate of V (Î ). In the log-log scale, randomized QMC rules of the same quality nV (Î ) lie on a same line of slope − 1 2 . In particular, randomized QMC rules of the same quality as pure Monte Carlo integration would lie on the line of slope − 1 2 starting from the point with ordinate V (Î ) at n = 1. In each plot, we observe points far below this line, which means that the corresponding randomized QMC rules are much more e cient, in terms of functional evaluations, than pure Monte Carlo integration.
The example of the Feynmann-Kac integral produces the most typical results. For ÿxed s, we observe that V (Î ) ÿrst decreases fast with n but eventually remains above a positive oor. This is logical, since from (70) we know that V (Î ) can be decomposed into the sum of two terms. The ÿrst term decreases fast to zero as n increases but not so for the second term. If the functional is sparse, the second term is however small. Then, initially, for small n, the second term is small compared to the ÿrst term and we observe in the plot the fast decay of the ÿrst term. Finally, for large n, the plot shows the second term since then the ÿrst term becomes negligible. The fact that the ÿnal level of the plot is much lower than the initial level indicates that the functional is sparse. Observe that the ÿnal level of the plot decreases with s, in accordance with the fact that the second sum of (70) decreases with s. As, for ÿxed s, the plot remains above a oor, the quality nV (Î ) of the rule eventually deteriorates with n. In particular for s = 4, we see in the plot that the quality improves up to the rule with n = 625 but deteriorates for larger n. In that case it makes no sense using a randomized QMC rule with n ¿ 625; it is better to take more independent samples of the randomized QMC rule with n = 625.
In the example of the quadratic functional, the plots for s = 4 and 6 have no oor. This is because the quadratic functional satisÿes the conditions of Theorem 1 with d = 1. For the continuous case this can be immediately checked from the Wiener-Itô decomposition (22). For the discrete case the derivation is analogous but a little bit longer.
