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MAXIMAL DECAY INEQUALITIES FOR TRILINEAR
OSCILLATORY INTEGRALS OF CONVOLUTION TYPE
PHILIP T. GRESSMAN AND LECHAO XIAO
Abstract. In this paper we prove sharp L∞-L∞-L∞ decay for certain tri-
linear oscillatory integral forms of convolution type on R2. These estimates
imply earlier L2-L2-L2 results obtained by the second author as well as corre-
sponding sharp, stable sublevel set estimates of the form studied by Christ [3]
and Christ, Li, Tao, and Thiele [5]. New connections to the multilinear results
of Phong, Stein, and Sturm [13] are also considered.
1. Introduction
Beginning with the groundbreaking work of Christ, Li, Tao, and Thiele [5], there
has been significant interest in the harmonic analysis literature to develop a robust
and general theory of multilinear oscillatory integral operators. However, despite
the fundamental insights provided by [5], progress on this program has been slow,
due to the sheer complexity of the problem and the apparent inadequacy of existing
tools in this more general context. Some of the more successful strategies to date
focus on special cases of their general framework; see [3, 4, 6, 8, 9, 15] for recent
progress and [1,2,13] for other related topics. One such special case, which we will
further examine in this paper, is the case of trilinear forms which have convolution-
type structure. Specifically we will consider forms Λ(f, g, h) given by
Λ(f, g, h) =
∫∫
eiλS(x,y)f(x)g(y)h(x + y)φ(x, y)dxdy,(1.1)
where S(x, y) is a real analytic function defined in a neighborhood of the origin and
φ is smooth cut-off function supported sufficiently near the origin. In the present
case, we will take f, g, h to belong to Lp(R), Lq(R), and Lr(R), respectively, and
study the norm of the form as a multilinear functional on Lp×Lq×Lr as λ→ ±∞.
As observed in [5], One expects no decay at all when S(x, y) may be written as a
sum S1(x) + S2(y) + S3(x + y) for measurable functions S1, S2, and S3. When S
is smooth, the (non-)degeneracy of S is captured by the action of the differential
operator D
D = ∂x∂y(∂x − ∂y)
which annihilates sums of the form S1(x) + S2(y) + S3(x+ y).
In his thesis, the second author considered a special case, namely f , g and h all
belonging to L2, and showed that sharp decay estimates can be characterized by
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the relative multiplicity of S, which is defined to be the multiplicity of the quotient
of S by the class of functions annihilated by the differential operator D. More
precisely, if n ∈ N denotes the relative multiplicity of S, then
|Λ(f, g, h)| . |λ|−
1
2n ‖f‖2‖g‖2‖h‖2.(1.2)
The basic observation upon which these earlier results is based is an estimate of
the form
(1.3) |Λ(f, g, h)| ≤ C|λ|−
1
6 ‖f‖2‖g‖2‖h‖2
for phases S with |DS| > c > 0 on the support of φ, which itself follows from a
clever application (see [11]) of the Ho¨rmander argument for nondegenerate bilinear
oscillatory integral forms. Despite the fact that scaling arguments show that the
exponent of λ in (1.3) cannot be improved, a comparison to the sublevel set estimate
(namely, the decay rate of the volume of the set{
(x, y) ∈ [0, 1]2 : |S(x, y)| < ǫ
}
as ǫ→ 0+) suggests that the decay rate |λ|−1/6 is likely not the best possible if one
considers Lp spaces on the right-hand side other than L2. Our first result is that
such an improvement over λ−1/6 can indeed be achieved:
Theorem 1.1. Let S(x, y) be a real analytic function defined in a neighborhood of
0. Assume that
|∂x∂y(∂x − ∂y)S(x, y)| ≥ 1,
for all (x, y) ∈ Conv(supp (φ)). Then
|Λ(f, g, h)| . |λ|−1/4‖f‖p‖g‖q‖h‖r,
for all (p, q, r) ∈ A.
A =
{
(p, q, r) : p, q, r ∈ [2, 4),
1
p
+
1
q
+
1
r
=
5
4
}
.(1.4)
We note that this improvement from |λ|−1/6 to |λ|−1/4 still falls short of the
|λ|−1/3 decay rate suggested by the optimal sublevel set decay. Our investigation
of this final gap suggests that improvements beyond |λ|−1/4, if possible, are likely
extremely difficult to accomplish.
When S is sufficiently degenerate, however, closing the gap between the sublevel
set decay rate and the oscillatory integral decay rate is, in fact, possible. While this
matching of decay rates is satisfying and natural, it should perhaps be regarded as
somewhat surprising that this is possible since, among other things, the highest-
possible decay rate can only be achieved when f, g, and h all belong to L∞, which
is not traditionally a regime in which one expects to find strong cancellation effects.
To state our main results for general analytic phases, we introduce the following
notions. Let P = DS and write
P (x, y) =
∞∑
j=n−3
Pj(x, y),(1.5)
where each Pj is a homogeneous polynomial of degree j. Here we implicitly assumed
the relative multiplicity of S is equal to n. Let α, β, γ be the orders of x, y, (x+ y)
in Pn−3, d0 be the maximal order of other linear terms in Pn−3. We must also
define d1 to be the maximal vanishing order of any edge whose slope is not equal
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to −1 of the Newton polygon of P in any of the coordinates (x, y), or (x, x+ y) or
(y, x+ y) (if the reader is unfamiliar with the Newton polygon, the notion of order
of vanishing of an edge is made precise by Definition 3.1). It is worth pointing out
that d1 ≤ max{α, β, γ}. With these definitions in place, we define
κ = max{α, β, γ, d0 + 1, d1 + 1},(1.6)
and come to our main result on the decay of Λ(f, g, h) on L∞ × L∞ × L∞:
Theorem 1.2. Let S(x, y) be as above. Then
|Λ(f, g, h)| ≤ C|λ|
− 1
max{4,κ+2, n
2
} log(2 + |λ|)µ‖f‖∞‖g‖∞‖h‖∞,(1.7)
where the exponent µ satisfies
(1) (Sharp Estimates) when n ≥ 9,
(a) µ = 0 if κ < n2 − 2 or if d1 + 1 = κ =
n
2 − 2 and α, β, γ, d0 + 1 < κ,
(b) µ = 1 if n2 − 2 = κ and at least one of α, β, γ, d0 + 1 is equal to κ.
(2) (Non-Sharp Estimates)
(a) µ = 0 if n ≥ 9 and κ > n2 − 2 or if n = 3,
(b) µ = 1 if 4 ≤ n ≤ 7,
(c) µ = 2 if n = 8.
For n ≥ 9 and for a generic function S (i.e. κ < n2 − 2), the estimates in
Theorem 1.2 strictly improve upon (1.2) in the sense that (1.2) can be obtained by
interpolating (1.7) with the trivial non-decay L
3
2 × L
3
2 × L
3
2 estimate. Moreover,
the decay in (1.7) also exceeds the decay rates found by Phong, Stein, and Sturm
[13] for the same phase function and a corresponding bilinear form. For a generic
homogeneous polynomial in R2 of degree n ≥ 9, the highest decay achieved for any
estimate in [13] is |λ|−1/n, whereas Theorem 1.2 yields a decay of |λ|−2/n.
Although (1.7) does not have a sharp rate of decay in general when κ > n2 − 2,
it is possible to obtain better and even sharp estimates for certain phases in this
category. We will not pursue this issue in the present paper. On the other hand,
improvement of the decay when 3 ≤ n ≤ 8 and κ ≤ n2 − 2 seems to be an extremely
challenging problem, for it would require improvement of the decay in Theorem
1.1. In general, a natural goal for this problem is to fully understand the maximal
convex hull of the tuples (δ, 1p ,
1
q ,
1
r ) such that
|Λ(f, g, h)| . |λ|−δ‖f‖p‖g‖q‖h‖r;(1.8)
Our preliminary investigation of this question suggests the answer will be extremely
complicated, in contrast, for example to the simply-stated results of Phong, Stein,
and Sturm [13]. Even assuming the best possible estimate for the non-degenerate
case
|Λ(f, g, h)| . |λ|−
1
3 ‖f‖3‖g‖3‖h‖3,(1.9)
it is still unclear to us how many extreme points the convex polytope will have for
general analytic phases, not to mention the question of where those extreme points
should be located.
The proof of Theorem 1.2 is built up upon two main ingredients. The first is a
localized version of Theorem 1.1 that will be developed in Section 2. The proofs of
the local and global versions of Theorem 1.1 are essentially the same. The second
main ingredient is a resolution of singularities algorithm developed in [15]. We only
sketch its proof in Section 3 but refer the reader to [15] for rigorous details. The
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proof of the main theorem will appear in the last section. The basic framework is
as follows: we first employ the resolution algorithm to decompose the support of φ
into finitely many subregions on which DS behaves like a monomial. One can then
attack the corresponding localizations (1.1) by invoking Theorem 2.1.
Notation: We use X . Y to mean “there exists a constant C > 0 such that
X ≤ CY ,” where in this context (and throughout the entire paper) constants C
may depend on the phase S and the cutoff function φ but must be independent
of the functions f , g, and h and the real parameter λ. The expression X & Y is
analogous, and X ∼ Y means both X . Y and X & Y .
2. The case of non-degeneracy and its local analogue
The goal of this section is to prove Theorem 1.1 (referred as the global version)
and develop its local analogue. The proof will be accomplished in two steps. In the
first step, the method of TT ∗ is employed to reduce the trilinear form to a bilinear
variant to which one may apply either a classical result from Ho¨rmander (in the
proof of the global version) or the Phong-Stein operator van der Corput Lemma (in
the local version). This basic strategy was introduced by Li [11] in his proof of the
|λ|−
1
6 decay rate for L2×L2×L2. To improve the decay to |λ|−
1
4 , the second step
of our proof invokes the Hardy-Littlewood-Sobolev inequality to take advantage of
the convolutional structure of our form and improve the overall decay in λ. We
begin with the following definition.
Definition 2.1. Let ~v be a vector in R2. A set X ⊂ R2 is ~v-convex when for any
points a, b ∈ X such that a− b = c~v for some real c, the line segment joining a and
b is also contained in X. We use Conv~v(X) to denote the smallest ~v-convex set
containing X and ConvV (X) the smallest set containing X who is ~v-convex for all
~v ∈ V .
Theorem 2.1. Let φ(x, y) be a smooth function supported in a strip of x-width
and y-width no more than δ1 and δ2 respectively. Assume also that
|∂yφ(x, y)| . δ
−1
2 and |∂
2
yφ(x, y)| . δ
−2
2 .(2.1)
Set ~u = (1, 0), ~v = (0, 1) and ~w = (−1, 1), and suppose for some µ > 0, the ampli-
tude S(x, y) is a smooth function such that for all (x, y) ∈ Conv{~u,~v, ~w}(supp (φ)):
|DS(x, y)| & µ and |∂lyDS(x, y)| .
µ
δl2
for l = 1, 2.(2.2)
Then for Λ defined as above, one has
|Λ(f, g, h)| . |λµ|−1/4‖f‖p‖g‖q‖h‖2,(2.3)
and
|Λ(f, g, h)| . |λµ|−1/4‖f‖2‖g‖p‖h‖q,(2.4)
for 2 < p, q < 4 and 1p +
1
q =
3
4 .
Remark 2.1. If the estimates (2.1) and (2.2) are replaced by
|∂xφ(x, y)| . δ
−1
1 , |∂
2
xφ(x, y)| . δ
−2
1 .(2.5)
and
|DS(x, y)| & µ, |∂lxDS(x, y)| .
µ
δl1
for l = 1, 2,(2.6)
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then the corresponding estimates
|Λ(f, g, h)| . |λ|−1/4‖f‖p‖g‖q‖h‖2,(2.7)
and
|Λ(f, g, h)| . |λ|−1/4‖f‖p‖g‖2‖h‖q(2.8)
also hold. One can then employ interpolation to obtain the following corollary.
Corollary 2.2. Let φ(x, y) be a smooth function supported in a strip of x-width
and y-width no more than δ1 and δ2 respectively. Suppose that for l = 1 and 2,
|∂yφ(x, y)| . δ
−l
2 and |∂
l
xφ(x, y)| . δ
−l
1 .(2.9)
Let µ > 0 and S(x, y) be a smooth function s.t. for all (x, y) ∈ Conv{~u,~v, ~w}(supp (φ))
and for l = 1 and 2,
|DS(x, y)| & µ, |∂lxDS(x, y)| .
µ
δl1
, and |∂lyDS(x, y)| .
µ
δl2
.(2.10)
Then for Λ defined as above and for (p, q, r) ∈ A, one has
|Λ(f, g, h)| . |λµ|−1/4‖f‖p‖g‖q‖h‖r.(2.11)
Proofs of Theorem 1.1 and Theorem 2.1. First, we use duality to eliminate depen-
dence on the function h. Under the change of variables u = x + y and v = y, we
must have
|Λ(f, g, h)| ≤ ‖B(f, g)‖2‖h‖2,(2.12)
where
B(f, g)(u) =
∫
eiλS(u−v,v)f(u− v)g(v)φ(u − v, v)dv.
Employing the method of TT ∗ yields that ‖B(f, g)‖22 equals∫∫∫
ei(λS(u−v1,v1)−λS(u−v2,v2))f(u− v1)f¯(u− v2)g(v1)g¯(v2)
× φ(u− v1, v1)φ(u − v2, v2)dv1dv2du.
Change variables again: let x = u− v1, y = v1 and τ = v2 − v1 and set
Sτ (x, y) = S(x, y)− S(x− τ, y + τ),
Fτ (x) = f(x)f¯ (x− τ),
Gτ (y) = g(y)g¯(y + τ),
φτ (x, y) = φ(x, y)φ(x − τ, y + τ).(2.13)
With this notation, we have the identity
‖B(f, g)‖22 =
∫ (∫∫
eiλSτ (x,y)Fτ (x)Gτ (y)φτ (x, y)dxdy
)
dτ.(2.14)
We claim that under the assumptions of Theorem 1.1
‖B(f, g)‖22 ≤ C
∫
|λτ |−1/2‖Fτ‖2‖Gτ‖2dτ(2.15)
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by the Ho¨rmander theory of bilinear oscillatory integrals and that under the as-
sumptions of Theorem 2.1,
‖B(f, g)‖22 ≤ C
∫
|λµτ |−1/2‖Fτ‖2‖Gτ‖2dτ(2.16)
by virtue of the operator van der Corput estimate of Phong and Stein. We will
postpone the derivation of these inequalities for the moment and first show how to
deduce the results of Theorem 1.1 and Theorem 2.1. In doing so, we focus only on
the proof of Thoeorem 1.1 since the deduction of Theorem 2.1 at this point differs
only by a constant factor of µ−1/2.
By applying the Cauchy-Schwarz inequality, ‖B(f, g)‖2 is then controlled by
C|λ|−1/2
(∫
|τ |−σ‖Fτ‖
2
2dτ
)1/2 (∫
|τ |−ρ‖Gτ‖
2
2dτ
)1/2
,(2.17)
where σ, ρ > 0 with σ + ρ = 1. Let
Iσ(f)(x) =
∫
|τ |−σf(x− τ)dτ.
Then ∫
|τ |−σ‖Fτ‖
2
2dτ =
∫
|f |2(x)
( ∫
|τ |−σ · |f |2(x− τ)dτ
)
dx
=
∫
|f |2(x)Iσ(|f |
2)(x)dx
and ∫
|τ |−ρ‖Gτ‖
2
2dτ =
∫
|g2(y)|
( ∫
|τ |−ρ · |g|2(y + τ)dτ
)
dy
=
∫
|g|2(y)Iρ(|g|
2)(y)dy.
The Ho¨lder inequality and the Hardy-Littlewood-Sobolev inequality yield∫
|f |2(x)Iσ(|f |
2)(x)dx ≤
∥∥|f |2∥∥
q′
∥∥Iσ(|f |2)∥∥q ≤ ‖|f |2‖q′‖|f |2‖p,
given
1
p
= 1− σ +
1
q
and 0 < σ < 1.
Set p = q′, then
1
q′
=
1
p
= 1− σ +
1
q
,
i.e. 1q′ = 1−
σ
2 . Thus ∫
|f |2(x)Iσ(|f |
2)(x)dx . ‖|f |2‖2 1
1−σ/2
and similarly ∫
|g|2(y)Iρ(|g|
2)(y)dy . ‖|g|2‖2 1
1−ρ/2
.
Therefore
|Λ(f, g, h)| ≤ ‖B(f, g)‖2‖h‖2 . λ
−1/4‖f‖p‖g‖q‖h‖2
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for
2 < p, q < 4 and
1
p
+
1
q
=
1
2
(1−
σ
2
) +
1
2
(1 −
ρ
2
) =
3
4
.
This gives (2.3). Notice that, in (2.12) if we pull out f rather than h, then same
arguments yield (2.4).
It remains to verify (2.15) and (2.16). Notice
∂x∂ySτ (x, y) = −
∫ τ
0
DS(x− t, y + t)dt,(2.18)
if τ > 0; otherwise we need to reverse the limits in the integral. For convenience,
we aways assume τ > 0. The assumptions Theorem 1.1 that |DS(x, y)| ≥ 1 for all
(x, y) ∈ Conv(supp φ) and the Mean Value Theorem imply that
|∂x∂ySτ (x, y)| ≥ |τ | .(2.19)
A classical result from Ho¨rmander [10] gives
‖B(f, g)‖22 ≤ C
∫
|λτ |−1/2‖Fτ‖2‖Gτ‖2dτ.(2.20)
To verify (2.16), we need the operator van der Corput Lemma from Phong and
Stein [12]; see also [7, 14].
Lemma 2.3. Let φ(x, y) be the same as Theorem 2.1. Let µ > 0 and S(x, y) be a
smooth function s.t. for all (x, y) ∈ Conv~v(supp (φ)):
|∂x∂yS(x, y)| & µ and |∂x∂
l
yS(x, y)| .
µ
δl2
for l = 1, 2 .(2.21)
Then the operator defined by
Tf(x) =
∫
eiλS(x,y)f(y)φ(x, y)dy(2.22)
satisfying
‖Tf‖2 . |λµ|
− 1
2 ‖f‖2.(2.23)
It is clear (2.16) follows by this lemma once we show that Sτ and φτ satisfy its
assumptions. The verification for φτ is quite straightforward. Indeed supp (φτ ) ⊂
supp (φ) and (2.1) follows by the product rule of derivatives. To verify (2.21), we
need to utilize the convexity assumption. Let (x, y1), (x, y2) ∈ supp φτ . Then the
following four points lie in supp φ: (x, y1), (x, y2), (x − τ, y1 + τ), (x − τ, y2 + τ),
which implies their convex hull also lies in Conv{~v, ~w}(supp φ). If (x, y0) is any point
between (x, y1) and (x, y2) and t is any number between 0 and τ , then (x− t, y0+ t)
lies in the convex hull of the above four points and thus in Conv{~v, ~w}(supp φ). By
(2.2) and (2.18), one has
|∂x∂ySτ (x, y0)| =
∣∣∣∣
∫ τ
0
DS(x− t, y0 + t)dt
∣∣∣∣ & τµ,(2.24)
where we have used the Mean Value Theorem in the last inequality. This gives the
first estimate of (2.21); the second one can be obtained in a same way. 
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3. Resolution of singularities
In the previous section, we developed the main analytic tool for the proof of
the main theorem. A crucial step in applying this tool is to establish useful lower
bounds of |DS|, which is the objective of the current section. More precisely, we
employ the resolution algorithm developed in [15] to decompose a neighborhood of
the origin (assuming DS(0, 0) = 0) into finitely many regions on which DS behaves
like a monomial.
To begin, we introduce the following concepts. Let P (x, y) be a real analytic
function defined on some neighborhood of the origin. In the proof of our main
theorem, we will take P (x, y) = DS(x, y). Write the Taylor series expansion of P
as
P (x, y) =
∑
p,q∈N
cp,qx
pyq
and drop all the terms with cp,q = 0 in the above expression. The Newton polygon
of P is defined to be
N (P ) = Conv
(⋃
p,q
{(u, v) ∈ R2 : u ≥ p, v ≥ q with cp,q 6= 0}
)
.(3.1)
The Newton diagram is the boundary of N (P ), which consists of two non-compact
edges, a finite (and possibly empty) collection of compact edges E(P ), and a finite
collection of vertices V(P ). The vertices and the edges are called the faces of the
Newton polygon and the set of faces is denoted by F(P ). The vertex that lies on
the bisecting line p = q, or if no such vertex exists, the edge that intersects p = q
is called the main face of N (P ). For F ∈ F(P ), define
PF (x, y) =
∑
(p,q)∈F
cp,qx
pyq.(3.2)
The set supporting lines of N (P ), denoted by SL(P ), are the lines that intersect
the boundary of N (P ) and do not intersect any other points of N (P ). Notice that
each supporting line contains at least one vertex of N (P ) and each edge of N (P )
lies in exactly one supporting line. Thus, we will also identify an edge with the
supporting line containing it. There is a one-to-one correspondence M between
SL(P ) and the set of numbers [0,∞], given by defining M(L) to be the negative
reciprocal of the slope of L for each L ∈ SL(P ). We will often use the notation
Lm ∈ SL(P ) to refer the supporting line with M(Lm) = m.
Theorem 3.1. For each analytic function P (x, y) defined in a neighborhood of
0 ∈ R2, there is an ǫ > 0 such that, up to a measure zero set, one can partition
U = (0, ǫ)× (−ǫ, ǫ) into a finite collection of ‘curved triangular’ regions {Un,g,α,j}
on each of which P (x, y) behaves like a monomial in the following sense. For each
Un,g,α,j, there is change of variables
ρ−1n (xn, yn) = (x, y)(3.3)
given by {
xn = x
yn = γn(x) + ynx
m0+···+mn−1
(3.4)
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with γn(x) either given by a convergent fractional power series
γn(x) =
∞∑
k=0
rkx
m0+m1+···+mk ,(3.5)
or a polynomial of some fractional power of x
γn(x) =
n−1∑
k=0
rkx
m0+m1+···+mk ,(3.6)
such that for any pre-seclected K ∈ N, for all 0 ≤ a, b ≤ K and (x, y) ∈ Un,g,α,j
one has
|Pn(xn, yn)| ∼ |x
pn
n y
qn
n |(3.7)
|∂axn∂
b
ynPn(xn, yn)| . min{1, |x
pn−a
n y
qn−b
n }|(3.8)
and
|∂byP (x, y)| . min{1, |x
pn−b(m0+···+mn−1)yqn−bn |}.(3.9)
Here Pn is defined by
Pn(xn, yn) = P (ρ
−1
n (xn, yn)) = P (x, y)
and (pn, qn) is some vertex of the Newton polygon of Pn.
The meaning of the subindices (n, g,α, j) will be clear after the proof of this
theorem. The reason we phrased this theorem only in the right-half plane is to
avoid writing the absolute value of x. Indeed, by changing x to −x, the above
theorem also applies to U = (−ǫ, 0)× (−ǫ, ǫ), consequently to U = (−ǫ, ǫ)× (−ǫ, ǫ)
and any its open subset. See [15] for a proof of this theorem; below we provide
only a sketch of the theorem for the purpose of outlining some useful ideas and
introducing some terminology for later sections. In particular, we will need to
further decompose each Un,g,α,j into “rectangular boxes”.
3.1. A sketch of the proof. Let U be as in the theorem above. Set

U0 = U,
P0 = P,
(x0, y0) = (x, y),
which can viewed as the original input for the algorithm below. The subindex 0
is used here to indicate the 0-th stage the iteration. At each stage, iterations are
always performed on some triple [U, P, (x, y)]. Here P is a convergent (fractional)
power series in (x, y), which are local coordinates centered at the origin, and U =
(0, ǫ)× (−ǫ, ǫ) with ǫ > 0 being a small number depending on P . For convenience,
we refer to such a triple [U, P, (x, y)] as a standard triple.
Choose one supporting line Lm ∈ N (P ) which contains at least one vertex
(p0, q0) = V ∈ V(P ). Let El and Er be the two edges on the left and right of V ,
respectively. Set ml = M(El) and mr = M(Er). Then 0 ≤ ml ≤ m ≤ mr ≤ ∞.
We will consider the region |y| ∼ xm in each of the following three cases: Case (1).
ml < m < mr, Case (2). m = ml and Case (3). m = mr. In Case (1), we have
informally that the vertex V ‘dominates’ P (x, y), while in Case (2) and Case (3)
we have that El dominates P (x, y) and Er dominates P (x, y), respectively.
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In Case (1), p0 +mq0 < p+mq for any other (p, q) with cp,q 6= 0. Thus in the
region |y| ∼ xm, when |x| it sufficiently small, the monomial
|PV (x, y)| = |cp0,q0x
p0yq0 | ∼ |xp0+mq0 |
is the dominant term in P (x, y), since
|P (x, y)− PV (x, y)| = O(x
p0+mq0+ν) for some ν > 0.
Thus
P (x, y) ∼ PV (x, y) = cp0,q0x
p0yq0(3.10)
and we can make
|P (x, y)− PV (x, y)|
|PV (x, y)|
to be arbitrarily small by choosing ǫ sufficiently small, i.e., by shrinking the region
U . Moreover, for any pre-selected a, b ≥ 0,
|∂ax∂
b
yP (x, y)| . min{1, |x
p0−ayq0−b|}.(3.11)
We refer such a region as a ‘good’ region defined by the vertex V and denote it by
U0,g,V .
y
x
l
V3
V2
V1
Newton polygon
(2,4)
(3,2)
(5,1)
P (x, y) = x5y − x3y2 + x2y4
PV2(x, y) = −x
3y2
|x|2 . |y| . |x|1/2
Case (1): The vertex V2 is dominant, where 1/2 < m < 2
Figure 1.
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y
x
V3
V2
V1
Newton polygon
(2,4)
(3,2)
(5,1)
P (x, y) = x5y − x3y2 + x2y4
PV1V2(x, y) = −x
3y2 + x2y4
|y| ∼ |x|1/2
Case(2): The edge V1V2 is dominant, where m = 1/2
Figure 2.
Case (2) and Case (3) are essentially the same, but are much more complicated
than Case (1). We focus on Case (2). Set m0 = ml, P0 = P and E0 = El. One
can see that p0 +m0q0 = p+m0q for all (p, q) ∈ E0 and p0 +m0q0 < p+m0q for
all (p, q) /∈ E0 and cp,q 6= 0. Then for all (p, q) ∈ E0, |xpyq| ∼ |xp0yq0 | in the region
|y| ∼ |x|m0 . Set y = rxm0 and let {r∗} be the set of nonzero roots of P0,E0(1, y)
with orders {s∗}.
Definition 3.1. For each compact edge E0 of N (P ), the number max{s∗} is called
the vanishing order of E0 in the right half-plane. The vanishing order in the left
half-plane is defined similarly by considering the orders of all non-zero roots of
P0,E0(−1, y). Finally, we define the vanishing order of E0 to be the larger one
between them.
From the definitions of α, β, γ, d0 and d1 in the first section, we have max{s∗} ≤
max{γ, d0} if M(E0) = 1 and max{s∗} ≤ d1 if M(E0) 6= 1. Notice that to
compute d1, one needs to compute the maximum max{s∗} over all edges E0 with
M(E0) 6= −1 in the following three coordinate systems: (x, y), (x, x + y) and
(y, x+ y).
Let ρ0 > ǫ be a small number chosen so that the ρ0 neighborhoods of all the
roots r∗ will not overlap. If |r − r∗| ≥ ρ0 for all roots r∗ and if ǫ sufficiently small,
then
|P (x, y)| = |P0(x, y)| ∼ρ0 |P0,E0(x, y)| ∼ |x
p0yq0 | ∼ xp0+m0q0 ,(3.12)
which means the edge E0 dominates P0(x, y). Similarly, for any preselected a, b ≥ 0,
(3.11) still holds. We refer such regions as ‘good’ regions defined by the edge E0
and denote them by U0,g,E0,j ’s. It is of significance to observe that one can enlarge
each U0,g,E0,j by decreasing the value of ρ0, while |P (x, y)| ∼ |x
p0yq0 | still holds
but with the new implicit constant depending on the new ρ0. However, one should
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not worry about the dependence on those ρ0, for they will be chosen to rely only on
the original function P . We will use this observation to further decompose U0,g,E0,j
into rectangular boxes later.
For each root r0 ∈ {r∗}, there is an associated ‘bad’ region defined by y = rxm0
where |r − r0| < ρ0 and 0 < x < ǫ. We say that this is a bad region defined by the
edge E0 (and the root r0). Each bad region is carried to the next stage of iteration
via change of variables. Set {
x = x1,
y = xm01 (r0 + y1).
Notice that this bad region is contained in the set where |y1| = |r − r0| < ρ0, so
that in (x1, y1) coordinates, the bad region is now 0 < x1 < ǫ and −ρ0 < y1 < ρ0.
Set
P1(x1, y1) = P0(x1, r0x
m0
1 + y1x
m0
1 ),
and for any choice of ǫ1 > ρ0, let
U1 = {(x1, y1) : 0 < x1 < ǫ1, |y1| < ǫ1}.
Then [U1, P1, (x1, y1)] is a standard triple and same arguments can be applied again.
Notice that the edge E0 in N (P ) is “collapsed” into the leftmost vertex of N (P1).
More precisely, if (p1,l, q1,l) is the leftmost vertex of N (P1), then
(p1,l, q1,l) = (p0 +m0q0, s0).(3.13)
This is a crucial bookkeeping identity for understanding the behavior of P (x, y) in
later stages of the iteration. Now we repeat the previous arguments. If either a
vertex or an edge is dominant, then
|P1(x1, y1)| ∼ |x
p1
1 y
q1
1 |
for some vertex (p1, q1) of N (P1). Otherwise there is an edge E1 ∈ E(P1) and a
non-zero root r1 of P1,E1(1, y1) together with a neighborhood (r1−ρ1, r1+ρ1) that
define a bad region. Change variables to{
x1 = x2
y1 = x
m1
2 (r1 + y2)
and set
P2(x2, y2) = P1(x2, x
m1
2 (r1 + y2)).
Now we iterate the above argument. In the k-th stage of iteration, if either a vertex
or an edge is dominant, then
|P (x, y)| = |Pk(xk, yk)| ∼ |x
pk
k y
qk
k |(3.14)
and
|∂axk∂
b
ykPk(xk, yk)| . min{1, |x
pk−a
k y
qk−b
k |}.(3.15)
Here (pk, qk) is a vertex of N (Pk) and{
xj−1 = xj ,
yj−1 = (rj−1 + yj)x
mj−1 ,
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for 1 ≤ j ≤ k, i.e.,{
x = x0 = · · · = xk
y = y0 = r0x
m0
0 + r1x
m0+m1
0 + · · ·+ rk−1x
m0+···+mk−1
0 + ykx
m0+···+mk−1 .
The iterations above form a tree structure and each branch of this tree yields a
chain of standard triples
[U, P, (x, y)] = [U0, P0, (x0, y0)]→ [U1, P1, (x1, y1)]→ · · · → [Uk, Pk, (xk, yk)]→ · · · .
(3.16)
One may hope each such chain is finite, but unfortunately, this is not necessarily
the case. For those that terminate after finitely many steps, say at the n-th stage of
iteration, it must be the case that no bad regions are generated by [Un, Pn, (xn, yn)],
and so we obtain Theorem 3.1 with the corresponding change of variables given by
(3.6).
For each of those branches that does not terminate, one can show that (see
Lemma 4.6 [15]), there exists n0 ∈ N such that for n ≥ n0, N (Pn) has only one
compact edge En and Pn,En(xn, yn) = cn(yn− rnx
mn
n )
sn0 , where sn0 is the order of
the root rn0 . On such a branch, one should instead perform the following change
of variables:
yn0 = yn0+1x
mn0
n0 +
∞∑
k=n0
rkx
mn0+mn0+1+···+mk
n0 .
Under this alternate change of variables, iteration along this branch stops immedi-
ately at stage n0+1. This corresponds to the change of variables in (3.5). Since the
total number of branches in the iteration is bounded above (see Lemma 4.5 in [15]),
the modified algorithm fully terminates after finitely many steps. In particular, the
total number of good regions are also finite.
We now give some explanation of the subindices (n, g,α, j) in Theorem 3.1. The
letter ‘n’ represents the stage of iterations, ‘g’ indicates the region is ‘good’, ‘α’ con-
tains the information necessary to make the change of variables from [U0, P0, (x0, y0)]
to a specific [Un, Pn, (xn, yn)] and ‘j’ is used to list the all the ‘good’ regions gen-
erated by [Un, Pn, (xn, yn)]. The cardinality of the tuples (n, g,α, j) is finite and
depends on the original function P . We often use Un,g to represent Un,g = Un,g,α,j
for some α and some j.
The identity (3.13) is very useful to help estimate P (x, y) in higher stages of the
iteration. Indeed, consider the k-th stage of iteration and let Uk,g,α,j be a good
region. Then |P (x, y)| = |Pk(xk, yk)| ∼ |x
pk
k y
qk
k |, for some vertex Vk = (pk, qk) of
N (Pk). For 0 ≤ j ≤ k − 1, let (pj,l, qj,l) be the leftmost vertex of N (Pj), and
furthermore let (pj , qj) be the left vertex of the edge Ej and let rj be the root that
governs the next stage of iteration. Assume sj is the order of the root rj . We claim
that for 0 ≤ j ≤ k − 1, 

pj+1,l = pj + qjmj ,
qj+1,l = sj ≤ qj ,
pj + qjmj ≤ pj,l + qj,lmj ,
(3.17)
and if Lmk is a supporting line of N (Pk) through Vk, then
pk +mkqk ≤ pk,l +mkqk,l ≤ p0 +m0q0 + s0
∑
1≤j≤k−1
mj .(3.18)
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Indeed the first two identities in (3.17) are of the same nature as the one in (3.13).
The third one comes from the fact that the vertex (pj,l, qj,l) lies on or above Ej ,
which is the supporting line through (pj , qj) of slope −1/mj. Iterating (3.17) yields
(3.18).
3.2. A smooth partition. Let U be a small neighborhood of the origin such that
one can apply Theorem 3.1 to it. Divide U (up to a set of measure zero) into four
different regions: UE , UN , UW and US (representing the east, north, west and south
portions), defined by

UE = {(x, y) ∈ U : x > 0,−Cx < y < Cx}
UW = −UE
UN = {(x, y) ∈ U : C|x| < y}
US = −UN .
(3.19)
We choose the above constant C > 0 such that 2−10C is greater than the absolute
value of any root of PE(1, y) or PE(−1, y), where E is the edge of slope −1. We shall
then define smooth functions φE , φN , φW and φS whose supports are contained in
2
3U and such that for any function Ψ supported in
1
2U , the following holds :
Ψ(x, y) = (φE(x, y) + φN (x, y) + φW (x, y) + φS(x, y))Ψ(x, y) for (x, y) 6= 0.
Moreover, φE is essentially supported in UE , in the sense that supp φE ⊂ U∗E,
where
U∗E = {(x, y) ∈ U : −2Cx < y < 2Cx},(3.20)
and similarly for φN and so on.
In what follows, we focus on φE and UE . Similar results for UW , UN and US can
be obtained by changing x to −x, switching y and x, and making both changes,
respectively. Notice |y| . |x| for (x, y) ∈ U∗E, and by shrinking U if necessary,
one has m0 ≥ 1 if Un,g,α,j has nonempty intersection with U
∗
E, where m0 is the
exponent of the first term of γn(x) in (3.5) or (3.6). We will partition φE into a sum
of smooth functions φR such that each φR is essentially supported in a box R which
is essentially contained in one Un,g,α,j. Consequently P (x, y) still behaves like a
monomial in supp φR and Theorem 2.1 is applicable. The rest of this section is
devoted to constructing this smooth partition. In what follows, let Un,g = Un,g,α,j
for some α, j.
Firstly, in the algorithm above, we have the flexibility to adjust the “sizes” of
Un,g by modifying the values of ρn at each stage of iteration. In particular, one can
enlarge each Un,g to U
∗
n,g, i.e., Un,g ⊂ U
∗
n,g, so that the estimate |P (x, y)| ∼ |x
pn
n y
qn
n |
still holds for (x, y) ∈ U∗n,g with a different implicit constant. This is done by
moving up the upper boundary of Un,g and moving down the lower boundary of
Un,g simultaneously. The following example illustrates this idea.
Example 1. For simplicity, we assume Un,g is defined by an edge En and is lying
in the first quadrant. Then Un,g is equal to the intersection of U with the curved
triangular region given by
ξ(x) := γn(x) + ax
m0+···+mn ≤ y ≤ γn(x) +Ax
m0+···+mn := η(x)(3.21)
for some constants 0 < a < A. Recall that the good regions defined by En are
the regions given by yn = rx
mn
n with r lying outside the ρn neighborhoods of the
roots {rn,j}j (listed in the increasing order) of Pn,En(1, yn). Here mn = M(En)
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and Pn,En is the restriction of Pn to the edge En. Then there is a j0 such that
a = rn,j0 + ρn and A = rn,j0+1 − ρn. One can then adjust ρn to ρ
∗
n =
ρn
2 , set
a∗ = rn,j0 + ρ
∗
n and A
∗ = rn,j0+1 − ρ
∗
n and define U
∗
n,g to be the intersection of U
with
ξ∗(x) := γn(x) + a
∗xm0+···+mn ≤ y ≤ γn(x) +A
∗xm0+···+mn := η∗(x).
In these new enlarged good regions, P (x, y) still behaves like a monomial, i.e. (3.14)
and (3.15) still hold but with different implicit constants (depending on ρ∗n).
The next step is to cover Un,g by a collection of rectangular boxes R such that
for some fixed constant τ > 1 and for each R, the dilation τR lies in U∗n,g. We shall
illustrate this covering in the context of Example 1 and briefly comment on how to
handle other cases at the end. Dyadically decompose Un,g as
Un,g(σ) = {(x, y) ∈ Un,g : x ∈ Iσ}.
where Iσ = [σ, 2σ). Set {
∆x = σ
m0+···+mn ·σ1−m0
K ,
∆y = σm0+···+mn ,
(3.22)
whereK ∈ N is a constant (to be determined later) depending on P but independent
of σ. Roughly speaking, ∆x and ∆y are proportional to the measures of a generic
x-cross section and a generic y-cross section of Un,g(σ), respectively. Equally divide
Iσ into subintervals {Iσ,h}0≤h≤H = {[σh, σh+1)}0≤h≤H of length ∆x, where σh =
σ + h∆x and H = σ∆x − 1. Let Rσ,h be the rectangle whose sides are parallel to
the coordinate axes with (σh, ξ(σh)) and (σh+1, η(σh+1)) as its lower left and upper
right vertices. Let R∗σ,h be defined similarly but with the lower left and upper right
vertices replaced by (σh−1, ξ(σh−1)) and (σh+2, η(σh+2)). It is obvious that the
union of {Rσ,h}0≤h≤H covers Un,g(σ) and for notational convenience, we will use
{R}R∈Un,g(σ) to denote this collection of rectangular boxes. Beyond this, we also
have the following claim.
Claim 1. One can choose K independent of σ such that R∗σ,h ⊂ U
∗
n,g for all
0 ≤ h ≤ H. In addition, there is a constant τ > 1 independent of σ such that the
dilation τRσ,h ⊂ R∗σ,h.
Proof of Claim 1. Label the vertices of Rσ,h as A,B,C,D in a counter-clockwise
fashion beginning with A as the lower left vertex. Following the same process,
label the vertices of R∗σ,h by A
′, B′, C′, D′. Then both A and A′ lie on the lower
boundary of Un,g and both C and C
′ lie on the upper boundary. To prove the first
part, it suffices to show that B′ and D′ are both in U∗n,g, which amounts to proving
that
ξ(σh−1) > ξ
∗(σh+2) and η
∗(σh−1) > η(σh+2)(3.23)
for an appropriate choice of K. Recall that γn(x) equals r0x
m0 plus higher-order
terms. One can choose ǫ small such that
1
2
m0|r0|x
m0−1 ≤ |ξ′(x)|, |η′(x)| ≤ 2m0|r0|x
m0−1 for all 0 < x < ǫ.(3.24)
In particular, one has
c0σ
m0−1 ≤ |ξ′(x)|, |η′(x)| ≤ C0σ
m0−1 for all
1
2
σ < x ≤ 2σ(3.25)
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with c0 = m0|r0|2−m0 and C0 = 2m0|r0|2m0−1. Then by the Mean Value Theorem
and the above estimates for |ξ′(x)|, one has
ξ(σh+2)− ξ(σh−1) ≤ C0σ
m0−1(σh+2 − σh−1) =
3C0
K
σm0+···+mn .
Notice also that
ξ(σh+2)− ξ
∗(σh+2) =
ρn
2
σm0+···+mnh+2 ≥
ρn
2
σm0+···+mn ,
because one has the trivial estimates σh+2 ≥ σ0 = σ. The first estimate in (3.23)
follows by comparing the above two estimates and by choosing
K >
6C0
ρn
.
To verify the second estimate in (3.23), similar arguments yield
η(σh+2)− η(σh−1) ≤ C0σ
m0−1(σh+2 − σh−1) =
3C0
K
σm0+···+mn
and
η∗(σh−1)− η(σh−1) =
ρn
2
σm0+···+mnh−1 ≥
ρn
2
2−(m0+···+mn)σm0+···+mn
for σh−1 ≥ σ−1 ≥
1
2σ0 =
1
2σ. Then the second (and the first) estimate of (3.23)
follows by choosing
K >
6C0
ρn
2m0+···+mn .
We turn to the second part of the claim and let K be a fixed constant satisfying
the above requirements. Notice
dist(AB,CD) = |η(σh+1)− ξ(σh)| ≤ |η(σh+1)− ξ(σh+1)|+ |ξ(σh+1)− ξ(σh)|
which is bounded by C∆y for some constant C. Here dist(·, ·) denotes the distance
between two parallel lines. Since
dist(AB,A′B′) = |ξ(σh)− ξ(σh−1)| ≥ c0σ
m0−1∆x =
c0
K
∆y,
dist(CD,C′D′) = |η(σh+2)− η(σh+1)| ≥ c0σ
m0−1∆x =
c0
K
∆y,
and
dist(AD,BC) = dist(AD,A′D′) = dist(BC,B′C′) = ∆x,
it is obvious that there is a τ > 1 independent of σ such that τRσ,h ⊂ R∗σ,h. 
We have now finished the second step. At this point we will briefly discuss the
construction of similar coverings for cases other than Example 1. Since the case
when Un,g is defined by an edge lying in the fourth quadrant is very similar, we
focus on the case when Un,g defined by a vertex Vn and also assume it lies in the
first quadrant. Then Un,g is equal to the intersection of U with the region
γn(x) + Crx
m0+···+mn−1+mn,r ≤ y ≤ γn(x) + Clx
m0+···+mn−1+mn,l ,(3.26)
where −1/mn,l and −1/mn,r the are slopes of the edges to the left and right of Vn
and Cr, Cl > 0 are finite constants. For convenience, we write mn = mn,l. Here we
also need to dyadically decompose in y. Let σ, ρ be dyadic numbers and set
Un,g(σ, ρ) = {(x, y) ∈ Un,g : σ ≤ x < 2σ, ρx
mn ≤ yn < 2ρx
mn},(3.27)
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where y = γn(x) + ynx
m0+···+mn−1 . The same arguments employed in Exam-
ple 1 can be then applied to Un,g(σ, ρ), yielding a collection of rectangular boxes
{R}R∈Un,g(σ,ρ) whose union covers Un,g(σ, ρ). The dimensions of eachR are roughly
∆x×∆y, where in the case n ≥ 1{
∆x = ρσ
m0+···+mn ·σ1−m0
K ,
∆y = ρσm0+···+mn ,
(3.28)
and in the case n = 0 {
∆x = σK ,
∆y = ρσm0 .
(3.29)
Here K is a constant independent of σ and ρ which fills the same function as the
constant in Example 1. To be precise, K ∈ N is selected such that there is a
constant τ > 1 independent of σ and ρ such that τR lies in U∗n,g(σ, ρ) for each
R ∈ Un,g. Here U∗n,g(σ, ρ) is an enlarged version of Un,g(σ, ρ) defined similarly to
the analogue in Example 1.
For notational convenience, in the case when Un,g is defined by an edge, we shall
also use Un,g(σ, ρ) to denote Un,g(σ) and keep in mind that ρ ∼ 1, even though we
do not need decompose Un,g(σ) in the y-direction.
Let us pause briefly to observe that collection operators associated to the boxes
{R}R∈Un,g(σ,ρ) will exhibit certain orthogonality properties which we will discuss
now. Indeed, let πx and πy denote the othogonal projections of R
2 onto the x- and
y-axis, respectively. Then there exists a positive constant C ∈ N independent of σ
and ρ such that ∑
R∈Un,g(σ,ρ)
1πx(R)(x) ≤ C and
∑
R∈Un,g(σ,ρ)
1πy(R)(y) ≤ C.(3.30)
Notice that C can be also independent of each Un,g, for the cardinality of the
collection of good regions Un,g,α,j is finite. This orthogonality is important in the
L2 × L2 × L2 estimates, but not in the L∞ × L∞ × L∞ here. What will be useful
in its place is the cardinality estimate
#{R}R∈Un,g(σ,ρ) ∼
σ
∆x
.(3.31)
Returning to the resolution algorithm, the third step is to complete the smooth
partition. Let φR be a non-negative smooth function essentially supported in R,
in the sense that it satisfies
R ⊂ supp φR ⊂ τR(3.32)
and
|∂ax∂
b
yφR(x, y)| . |∆x|
−a|∆y|−b, for 0 ≤ a, b ≤ 2.(3.33)
Consequently,∑
σ
∑
ρ
∑
R∈Un,g(σ,ρ)
φR(x, y) 6= 0 , for all (x, y) ∈ Un,g.(3.34)
We already know that |P (x, y)| = |Pn(xn, yn)| ∼ |xpnn y
qn
n |, but we can also control
upper bounds of certain derivatives of P (x, y) for (x, y) ∈ τR. Indeed, by the chain
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rule, ∂byP (x, y) is equal to
∂bynP (x, y)
(
∂y
∂yn
)b
= ∂bynP (x, y) · x
−b(m0+···+mn−1).(3.35)
By (3.15), we have for (x, y) ∈ τR,
|∂byP (x, y)| . |x
pn
n y
qn
n | ·∆y
−b ∼ |Pn(xn, yn)| ·∆y
−b.(3.36)
Similarly, viewing y as a function of x, one has
∂xP (x, y) = (∂xP )(x, y) + (∂yP )(x, y)
∂y
∂x
.
Since | ∂y∂x | . |x|
m0−1, |∂xP (x, y)| is bounded by
|xpnn y
qn
n ||xn|
−1 + |xpnn y
qn
n ||x
m0+···+mn−1+mnyn|
−1 · |x|m0−1
and it is obvious that the later is dominant. Thus |∂xP (x, y)| . |xpnn y
qn
n |∆x
−1.
Analogous calculations for a = 0, 1, and 2 yield that
|∂axP (x, y)| . |x
pn
n y
qn
n | ·∆x
−a ∼ |Pn(xn, yn)| ·∆x
−a
for (x, y) ∈ τR. Finally, we associate the function
(3.37)
φR∑
(n,g,α,j)
∑
σ
∑
ρ
∑
R∈Un,g,α,j(σ,ρ)
φR
· φE
to R (and, for convenience, redefine φR to equal (3.37)) and therefore
φE(x, y) =
∑
(n,g,α,j)
∑
σ
∑
ρ
∑
R∈Un,g,α,j(σ,ρ)
φR(x, y).(3.38)
4. Proof of the main theorem
As was done in the previous section, we decompose φ into the sum of four
functions supported in the east, north, west and south regions respectively, i.e.
φ(x, y) = φE(x, y) + φN (x, y) + φW (x, y) + φS(x, y) for (x, y) 6= 0.
The trilinear form can be then written as
Λ(f, g, h) = ΛE(f, g, h) + ΛN(f, g, h) + ΛW (f, g, h) + ΛS(f, g, h)
where
ΛE(f, g, h) =
∫∫
eiλS(x,y)f(x)g(y)h(x + y)φE(x, y)dxdy,(4.1)
and so on. We will focus on ΛE(f, g, h), for the others can be handled similarly. Ap-
ply the smooth partition of unity from the previous section built from the function
P (x, y) = DS(x, y); we can write
φE =
∑
(n,g,α,j)
∑
σ,ρ
∑
R∈Un,g,α,j(σ,ρ)
φR,
where σ and ρ are dyadic numbers and conclude that
ΛE(f, g, h) =
∑
(n,g,α,j)
∑
σ,ρ
∑
R∈Un,g,α,j(σ,ρ)
ΛR(f, g, h)
where ΛR(f, g, h) is defined as in (4.1) with φE replaced by φR. Since the number
of Un,g,α,j is finite, it suffices to prove the desired estimate in one Un,g,α,j . We will
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focus on Uk,g = Uk,g,α,j for some α, j, where we used k as the subindex to indicate
the stage of iteration. Write
Λk,g(f, g, h) =
∑
σ,ρ
∑
R∈Uk,g(σ,ρ)
ΛR(f, g, h).
In what follows, we assume ‖f‖∞ = ‖g‖∞ = ‖h‖∞ = 1 and use the shorthand
Λ∗ = Λ∗(f, g, h)
(where ∗ represents any subindex) and
‖Λ∗‖ = sup |Λ∗(f, g, h)|,
where the supremum ranges over all functions with ‖f‖∞ = ‖g‖∞ = ‖h‖∞ = 1.
We will also use the notation
Λk,g[σ, ρ] =
∑
R∈Uk,g(σ,ρ)
ΛR.
Notice that for (x, y) ∈ Uk,g one has
|DS(x, y)| ∼ |xpkk y
qk
k |(4.2)
where {
x = x0 = · · · = xk,
y = y0 = γk(x) + ykx
m0+···+mk−1 .
(4.3)
Here
γk(x) =
∗∑
j=0
r0x
m0+···+mj(4.4)
with ∗ = k−1 or∞; see (3.5) and (3.6). Notice thatm0 ≥ 1 since (x, y) ∈ supp φE .
For the edge in N (DS) corresponding to m0 = 1, its left and right verticies are
(α, n−3−α) and (n−3−β, β), respectively (where it is possible that these vertices
are equal). The basic estimate on the rectangles R is as follows.
Lemma 4.1. For each R ∈ Uk,g(σ, ρ)
‖ΛR‖ . ∆x ·∆y(4.5)
and
‖ΛR‖ . |λ|
− 1
4
(
inf
(x,y)∈φR
|P (x, y)|
)− 1
4
∆x
1
p∆y
1
q (∆x +∆y)
1
r(4.6)
for all (p, q, r) ∈ A.
Proof. Recall that the support of φR is contained in a rectangular box of dimensions
∆x×∆y, with ∆x and ∆y given by (3.22), or (3.28) or (3.29). Then (4.5) follows by
the triangle inequality, passing absolute values into the integral of ΛR. In estimating
‖ΛR‖, we can always assume f , g and h are supported on intervals of lengthes ∆x,
∆y and (∆x+∆y) respectively. Notice for 0 ≤ a, b ≤ 2,
|∂ax∂
b
yφR(x, y)| . ∆x
−a∆y−b,
|∂axP (x, y) . |P (x, y)|∆x
−a
and
|∂byP (x, y) . |P (x, y)|∆y
−b.
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For (x, y) ∈ supp φR, |P (x, y)| is essentially a constant in the sense that
inf
(x,y)∈supp φR
|P (x, y)| ∼ sup
(x,y)∈supp φR
|P (x, y)| ∼ |P (x, y)| ∼ |xpkk y
qk
k |.
Corollary 2.2 then yields
‖ΛR‖ . |λ|
− 1
4
(
inf
(x,y)∈φR
|P (x, y)|
)− 1
4
‖f‖p‖g‖q‖h‖r,(4.7)
and (4.6) follows by noticing ‖f‖∞ = ‖g‖∞ = ‖h‖∞ = 1 and using the size of the
supports of f , g and h. 
The next step is to sum over ‖ΛR‖ for R in Uk,g(σ, ρ), i.e. to estimate Λk,g[σ, ρ].
To do so set
θ = max{κ,
n
2
− 2}(4.8)
and consider the following four cases:
Case 1: k = 0,
Case 2: k ≥ 1 but (m0, r0) 6= (1,−1),
Case 3: k = 1 and (m0, r0) = (1,−1),
Case 4: k ≥ 2 and (m0, r0) = (1,−1).
In the arguments that follow, we will use (4.6) for triples (p, q, r) equal to (83 , 2,
8
3 )
in Cases 1 and 2 and (83 ,
8
3 , 2) in Cases 3 and 4.
4.1. Case 1 k = 0. In this case, the support of R is in good region U0,g and
|P (x, y)| ∼ |xp0yq0 | for (x, y) ∈ U0,g, where (p0, q0) is determined as follows:
(1) If P (x, y) is dominated by an edge, then (p0, q0) is the left vertex of that
edge. In this case, let −1/m0 be the slope of that edge.
(2) If P (x, y) is dominated by a vertex, then (p0, q0) is that vertex. In this case,
let −1/m0 and −1/m0,r be the slopes of the edges on the left and right of
(p0, q0).
For (x, y) ∈ R ∈ U0,g(σ, ρ), one has x ∼ σ and |y| ∼ ρσm0 . Notice σm0,r−m0 .
ρ . 1, where we set m0,r = m0 if U0,g is defined by an edge. Since |xp0yq0 | is a
dominant term in P (x, y) for (x, y) ∈ U0,g, one has |xp0yq0 | & |xn−3−βyβ| and in
particular
|P (x, y)| ∼ |xp0yq0 | & |xn−3−βyβ | ∼ σn−3−β(ρσm0)β .(4.9)
Notice ∆x ∼ σ & ∆y ∼ ρσm0 and the cardinality of R ∈ U0,g is about
σ
∆x , which
is a uniformly bounded number. Setting p = 83 , q = 2, r =
8
3 in (4.6) yields
‖Λ0,g[σ, ρ]‖ .
σ
∆x
‖ΛR‖
. |λσn−3−β(ρσm0)β |−1/4∆x
3
8∆y
1
2∆x
3
8
= |λσ(n−8)+(m0−1)(β−2)ρβ−2|−1/4.
On the other hand (4.5) yields
‖Λ0,g[σ, ρ]‖ .
σ
∆x
‖ΛR‖ . σ ·∆y ∼ ρσ
1+m0 .(4.10)
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For convenience in later arguments, let us define the quantities S1(σ, ρ), S2(σ, ρ)
and S(σ, ρ) by
S1(σ, ρ) = |λσ
(n−8)+(m0−1)(β−2)ρβ−2|−1/4,
S2(σ, ρ) = ρσ
1+m0 ,
S(σ, ρ) = (S1(σ, ρ))
4
θ+2 (S2(σ, ρ))
θ−2
θ+2 = (|λ|−1σAρB)
1
θ+2 ,(4.11)
where {
A = 2θ − (n− 4) + (θ − β)(m0 − 1),
B = θ − β.
(4.12)
Notice that ‖Λ0,g[σ, ρ]‖ . S(σ, ρ) for any θ ≥ 2 and that A,B ≥ 0 given (4.8). We
postpone the summation over σ and ρ until Section 4.5.
4.2. Case 2: k ≥ 1 and (m0, r0) 6= (1,−1). Then in the good region Uk,g,
|DS(x, y)| ∼ |xpkk y
qk
k |, where yk is given by{
y = γk(x) + ykx
m0+···+mk−1 ,
xmk,r . |yk| . xmk .
Here γk(x) is given by (3.5) or (3.6), and mk = mk,r if the good region Uk,g is
defined by an edge with slope − 1mk ; if not, then mk,r > mk and Uk,g is defined
by a vertex Vk with −
1
mk
and − 1mk,r being the slopes of the edges left and right
of Vk, respectively. For (x, y) ∈ R ∈ Uk,g(σ, ρ) one has x ∼ σ and |yk| ∼ ρσmk ,
where σmk,r−mk . ρ . 1. Since the cardinality of R ∈ Uk,g(σ, ρ) is bounded by a
constant times σ/∆x, employing (4.6) yields
‖Λk,g[σ, ρ]‖ .
σ
∆x
‖ΛR‖ .
σ
∆x
|λσpk+mkqkρqk |−1/4|∆x|
3
8 |∆y|
1
2 |∆x+∆y|
3
8 .(4.13)
By (3.17) and (3.18), one has
|P (x, y)| ∼ |xpkk y
qk
k | ∼ |σ
pk+mkqkρqk | & |σp0+m0q0+s0
∑
1≤j≤k mjρsk−1 |.
Notice also that

p0 +m0q0 ≤ (n− 3− β) +m0β,
s0 ≥ sj−1 for 1 ≤ j ≤ k,
∆x ∼ ρσm0+···+mk · σ1−m0 ∼ ∆y · σ1−m0 ≥ ∆y.
(4.14)
Therefore
‖Λk,g[σ, ρ]‖ . |λσ
(
(n−3−β)+βm0
)
+s0(m1+···+mk)ρs0 |−
1
4 σ∆y
1
4
(
∆y
∆x
) 1
4
∼ |λσ(n−8)+(β−2)(m0−1)+(s0−1)(m1+···+mk)ρs0−1|−
1
4 .(4.15)
As in the previous case, we define S1(σ, ρ) to be the quantity on the right-hand side
of (4.15). The estimate (4.5) gives
‖Λk,g[σ, ρ]‖ .
σ
∆x
∆x ·∆y ∼ ρσ1+m0+···+mk .
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In this case we define S2(σ, ρ) to equal ρσ
1+m0+···+mk , and keeping the definition
of S(σ, ρ) as the same convex combination of S1(σ, ρ) and S2(σ, ρ) that was used
in (4.11), it follows that
Sθ+2(σ, ρ) = S1(σ, ρ)
4S2(σ, ρ)
θ−2 = |λ|−1σAρB,(4.16)
where {
A = (m0 − 1)(θ − β) + (θ − 1− s0)(m1 + · · ·+mk−1) + (2θ − n+ 4),
B = θ − 1− s0.
(4.17)
Notice that s0 is the vanishing order of the edge of N (P ) with slope −1/m0. By
our assumption s0 ≤ max{d0, d1} ≤
n
2 − 3 ≤ θ − 1 and thus A,B ≥ 0.
4.3. Case 3: k = 1 and (m0, r0) = (1,−1). In the good region U1,g, |P (x, y)| ∼
|xp11 y
q1
1 |. Then q1 ≤ s0 = γ ≤ κ and p1 = p0 + m0q0 = p0 + q0 = n − 3. For
(x, y) ∈ U1,g(ρ, σ), x ∼ σ and |x + y| ∼ ρσ. Then Un,g(σ, ρ) is the union of two
parallelograms with sides parallel to the y-axis and to the line x + y = 0. One of
them, denoted by Un,g(σ, ρ,+), lies above the line x+y = 0, and the other, denoted
by Un,g(σ, ρ,−), is below x+ y = 0. The treatment of these two cases is essentially
the same, so we focus on Un,g(σ, ρ,+). Unlike the previous cases, we must consider
Un,g(σ, ρ,+) as a whole rather than divide it into axis-parallel rectangular boxes.
In other words, we consider the amplitude
φn,g[σ, ρ](x, y) =
∑
R∈Un,g(σ,ρ,+)
φR(x, y).
The support of φn,g[σ, ρ] is contained in the region U
∗
n,g(σ, ρ,+), an enlarged ver-
sion of Un,g(σ, ρ,+), with x-cross section comparable to ∆x and y-cross section
comparable to ∆y, where ∆x = ∆y = ρσ. Moreover,
|∂byφn,g[σ, ρ]| . ∆y
−b for b = 0, 1, 2.
Notice that U∗n,g(σ, ρ,+) is convex in the ~u, ~v and ~w directions and that P (x, y)
is still comparable to a monomial in U∗n,g(σ, ρ,+). Thus we can apply the (
8
3 ,
8
3 , 2)
estimate from Theorem 2.1, which gives
‖Λk,g[σ, ρ]‖ . |λσ
n−3ργ |−
1
4 σ
3
8σ
3
8 (ρσ)
1
2
= |λσn−8ργ−2|−
1
4 .
We also have
‖Λk,g[σ, ρ]‖ . σ(ρσ).(4.18)
As in the previous cases, we define S1(σ, ρ) to be |λσn−8ργ−2|−
1
4 , S2(σ, ρ) to be
σ(ρσ), and S(σ, ρ) to be
Sθ+2(σ, ρ) = S1(σ, ρ)
4S2(σ, ρ)
θ−2 = |λ|−1σAρB,(4.19)
where {
A = 2θ − n+ 4,
B = θ − γ,
(4.20)
which are both non-negative.
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4.4. Case 4: k ≥ 2 and (m0, r0) = (1,−1). The case for k ≥ 2 is similar to the
previous one; this time we divide Uk,g(σ, ρ) into boxes with sides parallel to the
y-axis and the line x+ y = 0. In the good region Uk,g, |P (x, y)| ∼ |x
pk
k y
qk
k |, where
the change of variables is
y = γk(x) + ykx
m0+···+mk−1 .(4.21)
Write
γk(x) = r0x
m0 + r1x
m0+m1 + · · ·+ rk−1x
m0+···+mk−1 + ξ(x),
where ξ(x) is the sum of the remaining terms (if any) of higher degree in x. Plug
in (m0, r0) = (1,−1) and let
z = y + x = r1x
m0+m1 + · · ·+ rk−1x
m0+···+mk−1 + ξ(x) + ykx
m0+···+mk−1 .(4.22)
Cover Uk,g(σ, ρ) by ∆x ×∆z parallelograms whose sides are parallel to the y-axis
and the line z = 0, where{
∆z ∼ ρσm0+···+mk ,
∆x ∼ ∆zdz
dx
= ρσm0+···+mkσ−m1 .
(4.23)
The number of such parallelograms is about σ∆x . Consider the corresponding
smooth partition and employ the (83 ,
8
3 , 2) estimate in Theorem 2.1; we conclude
that
‖Λk,g[σ, ρ]‖ . |λσ
pk+mkqkρqk |−
1
4
σ
∆x
∆x
3
8∆x
3
8∆z
1
2
. (λσ(n−3)+s0m1+s1(m2+···+mk)−4−m1−(m0+···+mk)ρs1−1)−
1
4
= (λσ(n−8)+(s0−2)m1+(s1−1)(m2+···+mk)ρs1−1)−
1
4 ,
where, as in previous cases, we define S1(σ, ρ) to be the final quantity on the right-
hand side. In the above estimates, we used the fact that for k ≥ 2, s0 ≥ q2 ≥ qk
and
pk +mkqk ≤ p0 +m0q0 +m1q1,l + · · ·+mkqk,l
≤ (n− 3) + s0m1 + s1(m2 + · · ·+mk).
Notice also
‖Λk,g[σ, ρ]‖ . σρσ
m0+···+mk ;(4.24)
in this case, we define S2(σ, ρ) to equal σρσ
m0+···+mk . Finally, as in all the previous
cases, we define S(σ, ρ) so that
Sθ+2(σ, ρ) = S1(σ, ρ)
4S2(σ, ρ)
θ−2 = |λ|−1σAρB,(4.25)
where {
A = (θ − s0)m1 + (θ − 1− s1)(m2 + · · ·+mk−1) + (2θ − n+ 4),
B = θ − 1− s1.
(4.26)
Both A and B are non-negative since s0 = γ ≤ θ and s1 ≤ d1 ≤ θ − 1.
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4.5. Summing over σ and ρ. We focus on θ > 2 first, which holds automatically
when n ≥ 9. In this case, S(σ, ρ) is a true convex combination of S1(σ, ρ) and
S2(σ, ρ); see (4.11), (4.16), (4.19) and (4.25). It is not difficult to see that if A > 0
or B > 0 for all possible definitions (4.12), (4.17), (4.20) and (4.26), then the sum
of ‖Λk,g[σ, ρ]‖ over σ and ρ is bounded above by a multiple of |λ|
− 1θ+2 . Indeed if
A > 0, fix σ, then∑
ρ>0
min{S1(σ, ρ), S2(σ, ρ)} . S(σ, ρ) . σ
4A
θ+2 λ−
1
θ+2 ,
which is absolutely summable over σ > 0. Thus∑
σ,ρ
‖Λk,g[σ, ρ]‖ . |λ|
− 1θ+2 .(4.27)
The case when B > 0 is similar, but we need to use Fubini’s Theorem to switch
the order of σ and ρ in the sum first. One can see that κ > n2 − 2 implies A > 0
and κ < n2 − 2 implies B > 0 for all cases. Therefore, for θ > 2 and κ 6=
n
2 − 2
‖Λk,g‖ . |λ|
− 1
max{κ+2,n/2} .(4.28)
In what follows, we assume κ = n2 − 2 and θ > 2. This implies θ = κ =
n
2 − 2.
Notice that β = κ implies A = B = 0 in (4.12) and γ = κ implies A = B = 0
(4.20). If m0 = 1 and s0 = d0 =
n
2 − 3, then A = B = 0 in (4.17). In these three
cases, we encounter an extra factor of log(2 + |λ|) when summing over σ and ρ.
To see this, first observe that when ρ < |λ|−
1
θ+2 , we can use S2(σ, ρ) to control
‖Λk,g[σ, ρ]‖, which gives (4.27) when the sum is restricted of all σ and all such ρ.
The cardinality of dyadic numbers |λ|−
1
θ+2 ≤ ρ . 1 is bounded by a constant times
log(2 + |λ|) and we have
∑
σ ‖Λk,g[σ, ρ]‖ . |λ|
− 1θ+2 for each fixed ρ. Thus we incur
only an extra factor of log(2 + |λ|) over the right-hand side of (4.27) itself. The
same thing happens in the north or south regions |y| & |x|, when α = κ = n2 − 2.
But if α, β, γ, d0+1 <
n
2 −2 and d1+1 =
n
2 −2, the log(2+ |λ|) loss is not necessary.
Indeed, B > 0 in (4.12) and (4.20). If B = 0 in (4.17), i.e. s0 = θ − 1 = d1, the
definition of d1 implies m0 6= 1 and hence m0 > 1. Since θ > β thus A > 0. In
(4.26), θ − s0 = θ − γ > 0 and m1 6= 0, thus A > 0.
Thus, we have verified the all the estimates in Theorem 1.2 (1) and the estimates
in (2) when θ > 2 (i.e., n ≥ 9 or 5 ≤ n ≤ 8 and κ > 2).
To verify the remaining cases of (2) in Theorem 1.2, assume θ ≤ 2, i.e., n ≤ 8 and
κ ≤ 2. Notice that the exponents of σ and ρ in S1(σ, ρ) are always non-negative.
Therefore the following holds∑
σ,ρ
‖Λk,g[σ, ρ]‖ . |λ|
− 1
4 | log(2 + |λ|)|2.(4.29)
In some cases, the exponents of log(2 + |λ|) can be decreased to 1 or even 0. For
example, if n ≤ 7, then the exponent of σ in S1(σ, ρ) is positive and one can remove
one log(2+ |λ|) in (4.29). If in addition κ = 1, then the exponent of ρ in S1(σ, ρ) is
also positive and (4.29) holds without the | log(2+ |λ|)|2 term. But these estimates
are less interesting for they are not sharp in general.
4.6. Sharpness. First of all, the |λ|−
2
n decay in Theorem 1.2 is the highest possible
that one can achieve for real analytic phases. In particular, the results in the
first part (with µ = 0) of Theorem 1.2 (1) are sharp. One way to see this is via
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extrapolation. Indeed, Pn−3 6= 0 implies the multiplicity of the quotient of S by the
class of functions annihilated by D is n. Extrapolating the following sharp estimate
in [15]
|Λ(f, g, h)| . 2−
1
2n ‖f‖2‖g‖2‖h‖2.
with the trivial L3/2 × L3/2 × L3/2 non-decay estimate, we see that the highest
possible decay for L∞ × L∞ × L∞ is |λ|−
2
n . What is amazing here is that this
highest possible decay can only be achieved when f , g and h all belong to L∞.
Another way to see that the |λ|−
2
n decay is the highest possible is via sublevel
set estimates. Recall that for δ ∈ (0, 1), a |λ|−δ decay estimate of L∞ ×L∞ ×L∞
implies the following uniform sublevel set estimate
|{(x, y) ∈ supp φ : |S(x, y)− P (x)−Q(y)−R(x+ y)| < ǫ}| ≤ Cǫ−δ,
for some positive constant C uniform of all measurable functions P,Q and R. We
can always write S as the sum of homogeneous polynomials
S(x, y) =
∞∑
k=n
Sk(x, y),
since the term (S0(x, y) + · · ·+ Sn−1(x, y)) is assumed to be annihilated by D and
thus is expressible as a sum of functions of x, y and (x + y). There is a positive
number K (depending on S) such that for all ǫ > 0 sufficiently small,
|S(x, y)| < ǫ given |x|, |y| < ǫ
1
n /K.
Consequently
|{(x, y) ∈ supp φ : |S(x, y)| < ǫ}| ≥ ǫ
2
n /K2.
Therefore any decay of the L∞×L∞×L∞ estimate can not be better than |λ|−
2
n .
When κ = n2 − 2 (n is even) and n ≥ 9, the extra log(2 + |λ|) term is indeed
necessary if at least one of α, β, γ, d0 + 1 is equal to
n
2 − 2. In particular, the
estimates in the second part (with µ = 1) of Theorem 1.2 (1) are also sharp. To
prove this, we use the following facts: if (n2 ,
n
2 ) is a vertex (and thus the main face)
of N (S), then
|{(x, y) ∈ supp φ : |S(x, y)| < ǫ}| ∼ ǫ
2
n log(2 + |λ|).(4.30)
This estimate is also true if there is a local coordinate change with the Hessian
bounded below by a non-zero constant such that the main face of N (S) under this
new coordinate is (n2 ,
n
2 ). Now if α = κ =
n
2−2, one can find a real analytic function
S such that x is a factor of Sn(x, y) of order
n
2 . Then (
n
2 ,
n
2 ) is a vertex of N (S). In
particular, (4.30) holds with this function. Then the L∞×L∞×L∞ estimate with
decay |λ|−
2
n log(2 + |λ|) has to be sharp for it implies the corresponding uniform
sublevel set estimate. The case for β = κ = n2 −2 is similar. For γ = κ =
n
2 −2, one
can also find an S such that (x + y) is a factor of Sn(x, y) of order
n
2 . Under the
new coordinate (x+ y, y), (n2 ,
n
2 ) is a vertex of S. When d0 + 1 = κ =
n
2 − 2, there
is a linear factor (x + by), other than x, y and (x + y), whose order in DSn(x, y)
is n2 − 3. Consequently, there is a S such that the order of (x + by) in Sn(x, y) is
exactly n2 . Under the new coordinate (x, x + by), S also has (
n
2 ,
n
2
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