A Multi-Cohort Intelligence (Multi-CI) metaheuristic algorithm in emerging socio-inspired optimization domain is proposed. The algorithm implements intra-group and inter-group learning mechanisms. It focusses on the interaction amongst different cohorts. The performance of the algorithm is validated by solving 75 unconstrained test problems with dimensions up to 30. The solutions were comparing with several recent algorithms such as Particle Swarm Optimization, Covariance Matrix Adaptation Evolution Strategy, Artificial Bee Colony, Self-adaptive differential evolution algorithm, Comprehensive Learning Particle Swarm Optimization, Backtracking Search Optimization Algorithm and Ideology Algorithm. The Wilcoxon signed rank test was carried out for the statistical analysis and verification of the performance. The proposed Multi-CI outperformed these algorithms in terms of the solution quality including objective function value and computational cost, i.e. computational time and functional evaluations. The prominent feature of the Multi-CI algorithm along with the limitations are discussed as well. In addition, an illustrative example is also solved and every detail is provided.
Introduction
Several nature-inspired optimization algorithms have been developed so far. The notable algorithms are Evolutionary Algorithms (EAs), Genetic Algorithms (GAs), Swarm Optimization (SO) techniques, etc. These methods have proven their superiority in terms of solution quality and computational time over the traditional (exact) methods for solving a wide variety of problem classes. In agreement with the no-free-lunch theorem, certain modifications and supportive techniques are required to be incorporated into these methods when applying for solving a variety of class of problems. This motivated the researchers to resort to development of new optimization methods. An Artificial Intelligence (AI) based socio-inspired optimization methodology referred to as Cohort Intelligence (CI) was proposed by . It is inspired from the interactive and competitive social behaviour of individual candidates in a cohort. Every candidate exhibits self-interested behaviour and tries to improve it by learning from the other candidates in the cohort. The learning refers to following/adopting the qualities associated with the behaviour of the other candidates. The candidates iteratively follow one another based on certain probability and the cohort is considered saturated/converged when no further improvement in the behaviour of any of the candidates is possible for considerable number of attempts.
The CI methodology was validated by solving several unconstrained test problems . The algorithm performed better as compared to several versions of the Particle Swarm Optimization (PSO) such as Chaos-PSO (CPSO) and Linearly Decreasing Weight PSO (LDWPSO) ) as well as Robust Hybrid PSO (RHPSO) (Xu et al. 2013) . Then was applied for solving a combinatorial problem such as Knapsack problem (Kulkarni and Shabir2016) . The algorithm yielded comparable solutions as compared to the Integer programming (IP), Harmony Search (HS) Geem et al. 2001 ), Improved HS (IHS) Mahdavi et al. 2007 ), Novel Global HS (NGHS) Layeb 2011 Layeb , 2013 , Quantum Inspired HS Algorithm (QIHSA) (Layeb 2013) and Quantum Inspired Cuckoo Search Algorithm (QICSA) (Layeb 2011) .The combinatorial problems from healthcare domain as well as complex large sized Supply Chain problems such as Sea-Cargo problem and Selection of Cross-Border Shippers were also solved ). Furthermore, CI contributed in design of fractional PID controller (Shah and Kulkarni, 2017) . CI was applied for solving mechanical engineering problems such as discrete and mixed variable engineering problems and cup forming design problems (Kulkarni, Kulkarni, Kulkarni, Kakandikar 2016) . Recently several variations of CI were proposed by Patankar and Kulkarni (2018) . In addition, CI with Cognitive Computing (CICC) was applied for solving steganography problems by Kulkarni, 2017, 2018) . The CI performance was better as compared to the IP solutions as well as specially developed Multi Random Start Local Search (MRSLS) method. In these problems, constraints were handled using a specially developed probability based constraint handling approach. In addition, Traveling Salesman Problem (TSP) was also solved ). The approach was further adopted for solving continuous constrained test problems (Shastri et al. 2016 . In addition, complex problem of heat exchanger was also solved using CI method (Dhavale et al. 2016 ). The solutions were comparable to the techniques such as Differential Evolution (DE) (Price et al. 2005 ) and GA (Deb et al. 2000) .Furthermore, a modified version of CI referred to as MCI as well as its hybridized version with K-means performed better as compared to K-means, K-means++ as well as Genetic Algorithm (GA) ( It is important to mention here that in the current version of CI (including MCI in which a mutation approach was used for sampling) the candidates learn from the candidates of the same cohort. As the selection is based on roulette wheel approach it is not necessary that the candidate will follow the best candidate in every learning attempt. Even though this helps the candidates jump out of local minima, learning options are limited as only intra-group learning exists. In the society several cohorts exist which interact and compete with one another which could be referred to as inter-group learning. This makes the candidates learn from the candidates within the cohort as well as the candidates from other cohorts. In the proposed Multi-Cohort Intelligence (Multi-CI) approach intra-group learning and inter-group learning mechanisms were implemented. In the intra-group learning mechanism, every candidate based on roulette wheel approach chooses a behaviour from within its own cohort. Then it samples certain behaviours from within the close neighbourhood of the chosen behaviour. In the inter-group learning mechanism, every candidate based on roulette wheel approach chooses a behaviour from within a pool of best behaviours associated with every cohort. Then it chooses the best behaviour by sampling certain number of behaviours from within the close neighbourhood of both behaviours chosen using the intra-group learning and inter-group learning mechanisms. This manuscript is organized as follows: Section 2 describes the Multi-Cohort Intelligence (Multi-CI) procedure. The performance analysis of the Multi-CI along with the Wilcoxon Signed Rank Test and comparison with the other algorithms is provided in Section 3. The conclusions and future directions are discussed in Section 4. A detailed illustration of the Multi-CI algorithm is provided in an Appendix at the end of the manuscript.
Multi-Cohort Intelligence (Multi-CI)
Consider a general unconstrained optimization problem (in minimization sense) as follows: 
Step 2 
Step 3 (Probability Evaluation 1): The probabilities associated with each candidate except pool candidates ( = 1, … , − 1), in every cohort ( = 1, … , ) are calculated as follows:
Step 4 (Formation of T behaviors): Using roulette wheel approach every candidate selects a behaviour from 
where ⏞ represents the candidate being followed.
The quality matrix associated with every candidate ( = 1, … , − 1) and corresponding cohort ( = 1, … , ) is represented as follows:
where
The behavior matrix associated with could be represented as follows:
Step 5 (Probability Evaluation 2): The probabilities associated with each pool candidate ̂ in every cohort ( = 1, … , ) are calculated as follows:
Step 6 (Formation of behaviors): Also using roulette wheel approach every candidate selects a behavior from within pool and forms new behaviors by sampling in close neighbourhood of the qualities associated with the selected behaviour. The quality matrix associated with every candidate ̂ , ( = 1, … , ) is represented as follows:
Step 7 (Selection): Every candidate ( = 1, … , − 1) associated with every cohort ( = 1, … , ) selects the best behavior, i.e. minimum objective function value from within its behavior choices in and as follows:
Step 8 (Concatenation) The pool behaviors (Equation (3)) are carry forwarded to the subsequent learning attempt. The modified pool of behaviors is given below.
Step 8 (Convergence): The algorithm is assumed to have converged if all of the conditions listed in Equation (13) are satisfied for successive considerable number of learning attempts and accept any of the current behaviors as final solution * from within cohorts.
where is learning attempt counter.
An illustrative example (Sphere function with 2 variables) of the above discussed Multi-CI procedure is provided in Appendix A of the manuscript. It includes every details of first learning attempt followed by evaluation of every step (1 to 8) is listed in 
Results and Discussions
The Multi-CI algorithm was coded in in MATLAB R2013a onWindows Platform with a T6400@4 GHz Intel Core 2 Duoprocessor with 4 GB RAM.The algorithm was validated by solving two well studied sets of test problems. Set 1 included 50 well studied benchmark problems (Karaboga and Akay, 2009; Karaboga and Basturk, 2007) . Set 2 included 25 test problems from CEC 2005 . Set 1 test problems are listed in Table 1 and Set 2 test problems are listed in Table 2 . Every problem in these test cases was solved 30 times using Multi-CI. In every run, initial behaviour of every candidate was randomly initialized. The Multi-CI parameters chosen were as follows: Number of cohorts = 3, Number of candidates = 5, Reduction factor value = 0.98, Reduction factor value = 0.98, Quality variation parameters = 5 and = 10.
START
Initialize cohorts with number of candidates in each cohort = 1, … , . Also select quality variations , and set up interval reduction factor
For every cohort the probability associated with every behavior is also calculated
The best behaviors in each cohort are noted and kept in a pool
Using roulette wheel approach every candidate selects a behavior from within its corresponding cohort. And forms new behaviors by sampling in close neighborhood of the qualities associated with the selected behavior Also using roulette wheel approach every candidate selects a behavior from within the pool . And forms new behaviors by sampling in close neighborhood of the qualities associated with the selected behavior. 
Statistical Analysis
The Multi-CI algorithm presented here and the other algorithms with which the results are being compared are stochastic in nature due to which in every independent run of the algorithm the converged solution may be different than one another. A pairwise comparison of Multi-CI and every other algorithm was carried out, i.e. the converged (global minimum) values of 30 independent runs solving every problem using Multi-CI are compared with every other algorithm solving 30 independent runs of these problems. The Wilcoxon SignedRank test was used for such pairwise comparison. Similar to (Civicioglu, 2013) , the significance value α was chosen to be 0.05 with null hypothesis H0 is: There is no difference between the median of the solutions obtained by algorithm A and the median of the solutions obtained by algorithm B for the same set of test problems, i.e. median (A) = median(B). Also, to determine whether algorithm A yielded statistically better solution than algorithm B or whether alternative hypothesis was valid, the sizes of the ranks provided by the Wilcoxon Signed-Rank test (T+ and T-) were thoroughly examined.
The mean solution, best solution and standard deviation (Std. Dev.), mean run time (in seconds) over the 30 runs of the algorithms solving Test 1 and Test 2 problems are represented in Table 3 and Table 4 , respectively. The algorithms with statistically better solutions for Test 1 and Test 2 problems found using Wilcoxon SignedRank test are presented in Table 5 and Table 6 , respectively. In these tables, '+' indicated that the null hypothesis H0 was rejected and Multi-CI performed better and '-' indicated that the null hypothesis H0 was rejected; however, Multi-CI performed worse. The '=' indicated that there is no statistical difference between the two algorithms solving the problems and none of the two algorithms being compared could be considered more successful (winner) solving that problem. The counts of statistical significant cases (+/-/=) are presented in the last row of Table 5 and 6.The multi problem based pairwise using the averages of the global solutions obtained over the 30 runs of the algorithms solving the Test 1 and Test 2 problems are presented in Table 7 . The results highlighted that the Multi-CI algorithm performed significantly better than every other algorithm. . These plots exhibited the candidates' self-supervised intra as well as inter cohort learning behaviour. The convergence also highlighted the significance of Multi-CI approach quickly reaching the optimum solution. (Igel et al. 2007 ) is a mathematical-based algorithm which exploits adaptive mutation parameters through computing a covariance matrix. The computational cost of the covariance matrix calculation, sampling using multivariate normal distribution and factorization of covariance matrix may increase exponentially with increase in problem dimension (Selvi and Umrani, 2010) . The algorithm of ABC (Karaboga and Akay, 2009) carries out exploration using random search by scout bees and exploitation using employed bees. Some studies highlightedthat the algorithm of ABC can perform well with exploration; however, it is not efficient in local search and exploitation (Murugan and Mohan, 2012) . This may make the algorithm trap into local minima.The BSA (Civicioglu, 2013 ) is a populations based technique which deploys genetic operators to generate initial solutions. Then therandomly chooses individuals to find the new solutions in the search space. The non-uniform crossover makes BSA unique and powerful technique. Similar to the BSA, DE (Storn and Price 1997, Qin and Suganthan 2005) is also a population based technique which exploits genetic operators. The search process is mainly driven by the mutation and selection operation. The crossover operator is further deployed for effectively sorting the trial vectors which helps to choose and retain better solutions. Teo et al. (2016) recently proposed IA. It is inspired from competitive behavior of political party individuals. The local party leaders exploit the concepts such as introspection, local competition and global competition improving the solution quality through exploitation and exploration. In addition, the ordinary party membersmay follow the own party leader or other party leader. This changes the priority of the search lead by certain party. The algorithm performed better as compared to most of the contemporary algorithms.
The Multi-CI algorithm proposed here exhibited certain prominent characteristics and limitations. These are discussed below.
1. In Multi-CI the best individual from within every cohort are moved to a separate pool . One best candidate is chosen from within each cohort. Then every candidate chooses the best behavior/objective function value from within the + choices. Thus every candidate competes with its own local best behavior as well as the best behavior chosen from the other cohorts. This gives more exploitation power to the algorithm due to which chance of avoiding the local minima increases with faster convergence. 2. The elite candidate behaviours from Pool is carry forwarded to the subsequent learning attempt. This helps not to lose the best behaviour (solution) so far and also the influence of such solutions does not diminish if not followed by any candidate. 3. Initial random walks of individuals around the cohorts ensure exploration of the search space around the candidates. 4. The Multi-CI parameters could be easily tuned which may make it a flexible algorithm for handling variety of problems with different dimensions and complexity.
5. The results highlighted that the algorithm is sufficiently robust with reasonable computational cost and is successful at exploring multi-modal search spaces. 6. The computational performance was essentially governed by sampling interval reduction factor . Its value was chosen based on the preliminary trials of the algorithm.
Conclusions and Future Directions
A modified version of the Cohort Intelligence (CI) algorithm referred to as Multi-Cohort Intelligence (Multi-CI) was proposed. In the proposed Multi-CI approach intra-group learning and inter-group learning mechanisms were implemented. It is more realistic representation of the learning through interaction and competition of the cohort candidates. It imparted the exploitation and exploration capabilities to the algorithm. The approach was validated by solving two sets of test problems from CEC 2005. Wilcoxon statistical tests were conducted for comparing the performance of the algorithm with the existing algorithms. The performance of Multi-CI was exceedingly better as compared to PSO2011, CMAES, ABC, JDE, CLPSO and SADE in terms of objective function value (best and mean), robustness, as well as computational time. The performance of the Multi-CI was marginally better as compared to BSA and IA. The solution quality highlighted that the Multi-CI is a robust approach with reasonable computational cost and could quickly reach in the close neighborhood of the global optimum solution.
A generalized constraint handling mechanism needs to be developed and incorporated into the algorithm. This can help Multi-CI to solve real world problems which are generally constrained in nature. The Multi-CI algorithm could be further modified for solving constrained test problems as well as real world problems. The constrained Multi-CI version could be further extended to solve complex structural optimization problems (Azad 2017 (Azad , 2018 ). This work is currently underway. A self-adaptive mechanism needs to be developed for the selection of the sampling interval reduction factor . , − 5.12 ≤ ≤ 5.12 , = 1, 2) of the Multi-CI procedure discussed in Section 2 is detailed below. It includes every details of first learning attempt followed by evaluation of every step (1 to 8) is listed in Table A .1 till convergence along with the convergence plot in Figure A. 1.The Multi-CI parameters chosen were as follows: number of cohorts = 3, number of candidates = 3, reduction factor value = 0.98, quality variation parameters = 2 and = 4, the algorithm stopped when the objective function value is less than 10 −16 .
Learning Attempt = 1 
