For a functional driver assistance system to work property and provide cooperation between the driver and the vehicle, it must be configured to fit the preference of the driver. A brain-computer interface (BCI) provides communication between the driver and vehicle by translating human intentions, as reflected by brain signals represented in an electroencephalogram (EEG). This paper presents an algorithm for classifying a driver's steering intentions, based on a BCI that uses data from an EEG. Experiments were conducted with five able-bodied subjects, with varying driving experience, using a driving simulator. The off-line classification results show that the driver's steering intentions can be classified with an accuracy for about 65% for all subjects.
Introduction
Recent research on computer interfaces and machine control interfaces that use biological information from humans has been conducted with a view toward communication and control capabilities for disabled persons. In terms of using this biological information, one area of focus is on using brain activity. Systems that use this information are called brain-computer interfaces (BCI) and brain-machine interfaces (BMI), and they have been extensively researched. The electroencephalogram (EEG) is a noninvasive tool for measuring brain activity. EEG signals recorded at the scalp during particular mental tasks have been used in some of the research (1)- (4) . EEG based BCI and BMI might enable people to control devices. The driving assistance system is one application of human interfaces in a vehicle. A driving assistance system that cooperates with the driver is the main research issue in preventive safety technology (5) . It is necessary that the driving assistance methods and the trigger timing of the driving assistance for the machine technology be set properly, to fit the driver's preferences and achieve optimum cooperation. It is important to find a method for determining the driver's operation intentional from measurable vehicle and driver information.
The goal of this research is to develop a vehicle driving assistance system using EEG. The conceptual diagram of the BCI system for driving simulator (DS) is shown in Fig. 1 . The EEG is recorded from the subject and classified by this system. The classification result is transmitted to the DS as an operational command. The behavior of the vehicle due to the operational command is fed back to the subject through various means such as video, and sound. In this paper, the classification algorithm of steering intentions using EEG is examined and developed. Experiments were conducted with five able-bodied subjects operating a vehicle, using the DS. Off-line analysis evaluated the performance of the proposed algorithm. As in traditional pattern classification systems, our BCI system consists of three main modules (preprocessing, feature extraction, and classification). The feature vector, based on fast Fourier transformation (FFT), was extracted from electrode signals. The occurrence probability was obtained using the multivariate normal distribution from the feature vector. The driver's steering intention is classified by Bayesian decision theory using that result.
Experimental setup 2.1 Subjects
The subjects were five able-bodied (22-32 years old) right handed, males. Subjects A and B were frequent drivers of vehicles and motorcycles. Subjects C and D drove vehicles occasionally. Subjects E had just acquired his driving license and had no experience in driving a vehicle since obtaining the license. All subjects were given an explanation of the experiment and gave their informed consent before this experiment began.
Data acquisition
We recorded EEG from nine channels of an electro-cap, defined by the international 10-20 electrode placement system. The electro-cap is connected to an amplifier (MT11), which can record from 14 channels. The electrode positions (shown in Fig. 2 ) are F3, F4, C3, C4, P3, P4, Fz, Cz, and Pz. The impedances of all electrodes were kept below 5 KΩ. Measurements were made with reference to electrically linked mastoids, A1 and A2. The EEG was band-pass filtered between 0.1 to 100 Hz (slope 20 dB/decade), which remove the low and high frequency components. In addition, the EEG was notch filtered at 50 Hz, which remove power line noise. All electrode signals were recorded at 1 kHz. We also recorded vehicle information from the DS with a sampling rate of 60 Hz. These data was synchronized in off-line analysis.
Experimental Task
The experiment was designed using the DS (Fig. 3 ). The vehicle speed was automatically set at 80 km/h. The subject sat on the driver's seat and gave directions for steering, without considering acceleration and deceleration. Moreover, the subject was to realize not only steering but also the thing to move the direction space after the direction. The experimental task was the simple matter of avoiding other vehicles by steering.
The experimental paradigm for one trial is shown in Fig. 4 . Before beginning the experiments, we gave an outline of this experiment to each subject. At the beginning of the experiment (a), the subject's vehicle is running in the center of three-lane road, and other vehicles are running in all lanes ahead of the test-vehicle. After 2.0 s (b), a steering direction (avoidance direction) is shown to the subject when one of the forward vehicles disappears from its lane, in random order and the remaining two vehicles turn on their brake lights. After 4.0 s (c), a beep sound is given as the signal of the operational start, and the subject steers to avoid the stopping vehicles (d) and (e). After successfully avoiding the vehicles, the subject vehicle returns to the center lane, and one trial is finished.
Driving behavior consists of cognition, judgment, and operation. Therefore, it is thought that the driver's steering intention includes the time from when the steering direction is shown (cognition and judgment) to the beginning of the steering operation. Each subject performed 10 sessions, with each session consisting of 16 trials, using randomized directions (four right turns and four left turns and eight straight running). The subjects were able to take a break for 1 min after every session, and one for 10 min after five sessions.
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Methods

Algorithm
The approach was classical in the sense that the algorithm consisted of preprocessing, feature extraction, and classification. Artifact reduction and improvements in the signal-tonoise ratio were performed by preprocessing. Fourier transform extracted the frequency component generally used as feature, from the EEG. The occurrence probability of each steering intention calculates its likelihood, according to the feature density distribution. Using that result, the driver's steering intention was then classified using Bayesian decision theory.
In a prior investigation (6) , the feature was unstable with the time, assuming that the steering intention is included. However, it is thought that dividing into shorter times would make the feature. In these densities of the feature vector, for convenience, the density distributions of the feature vector were approximated by the multivariate normal distribution. Then, this density distribution was created for every time division. Through trial and error, the number of density distributions in the algorithm was determined as four, and it was assumed that the driver's intention consists of four behaviors:"stand by,""straight running," "right turn," and "left turn." Figure 5 (a) shows the creation of the parameters of the multivariate normal distribution using the feature vector for every time division. N time divisions were obtained from the EEG of the training data set, and each divided time was set to 1 − N. The parameters (average and variance) of each steering intention were obtained by the maximum likelihood methods. steering intention in each time division is classified by the multivariate normal distribution and Bayesian decision theory. Figure 6 shows the essentials of this finite state automaton. q ij is the state transition probability. Subscript i denotes the post state transition and j denotes the prior state transition. The state transitions between behaviors were determined by the four driver states. The different states were recognized by a classification algorithm that was trained to classify the EEG samples as "straight running," "right turn," "left turn," and "stand by."
Parameter training
For their classification, artifact-free 6-s epochs were recorded, including steering the intention (2.0 to 4.0 s). To estimate the initial values of the units (i.e., µ j and Σ j ), we used the maximum likelihood approach.
where N k denotes the number of training samples belonging to driver intention C k , and X n k is the nth sample of driver intention C k in the training set. µ j and Σ j were obtained from the feature vector for 3.0-to 4.0-s periods, which include three steering intentions (right, left, straight). The feature data was divided into 0.25 s segments, to obtained µ j and Σ j . The stand by state was acquired using the feature vector for 0 to 2.0 s, before showing the steering directions.
Pre-processing
The EEG signals include not only the brain activity recorded near the electrode but also noise and brain activity in other places. Removal of the noise element from each electrode and emphasis of the feature were performed using a sharpness filter used for image processing. The main electrode is thought of as a main pixel and adjoining electrodes as surrounding pixels. The signal at a place without an electrode was assumed to be 0. The inter-electrode distance was assumed to be the same for all electrodes. A sharpness filter can be expressed as
where M is the EEG, j is the number of the main electrode, l is the number of a neighboring electrode, S j is the maximum number of neighboring electrodes, and N is the number of the all neighborhood of an electrode.
Feature extraction and classification
The feature vector was calculated from the EEG of each electrode after preprocessing with the Fourier transform, using the time window function for 1 s. The feature vectors X j were averaged every 2 Hz with 6-7,8-9,･･･,30-31 (9 channels, 13 frequency components). Each feature vector was then normalized. We assume the conditional probability density function of driver intention C k for sample X j . The multivariate normal distribution of driver intention C k and the feature vector X j can be expressed as
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where P(C k ) denotes the prior probability of driver intention C k, P(C k |x) denotes the posterior probability of driver intention C k , and K is the maximum number of driver intentions . In this study, the occurrence probability is the same as the posterior probability.
As shown in Fig. 5 , driver intention probability density is obtained from a mixture of the likelihood of each driver intention, which uses state transition probability. The state transition probability is determined arbitrarily. The state transition of likelihood can be expressed as
where n ranges over the number of driver intentions (4 in this study), N is the total number of driver intentions, P(C n ) denotes the prior probability of driver intention C n , and q CnCk is the state transition probability of driver intention C n to C k . The occurrence probability is calculated by averaging of all electrodes. The occurrence probability from Bayesian theory of driver intention C k can be expressed as
where J is the total number of electrodes used. In practice, a sample is assigned to driver intention C k with the nearest prototype based Mahalanobis distance, provided that y k is greater than a given probability threshold. Otherwise, the response is considered "stand by," to avoid making risky decisions with uncertain sensor information. In the experiments below, the probability threshold is set to 0.75.
Evaluation of the algorithm
The algorithm was evaluated from the start of the experiment until the steering angle changed, because it is thought that activation of the motor area influences the EEG. Furthermore, activation of the visual area by visual feedback also influences the EEG. And it is not evaluated that artifact is include at the assumed time of including steering intention. The parameters were obtained via machine learning using all data and validate through the entire data set.
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Vol. 2, No. 6, 2008 probability of (a)-(d) moves downward from the top with the progress of time. However, since they were below the threshold value, they are classified as stand by. Figure 8 shows the inaccurate classification result for the right steering of subject A. The result was inaccurately classified at 2.5 to 3.5 s (b)-(d); however, it was accurately classified after that. Inaccurate classifications were defined as including inaccurate intentions or including two or more intentions. One predicts that the subjects make a mistake as the difference direction or the subject's estimation is different in direction. Figure 9 shows the inaccurate classification result for the left steering of subject A. This result was inaccurately classified as straight at 2.0 to 2.5 s. Since it uses 1-s window functions, this occurrence probability includes many features before the possible directions are shown to the subject. Moreover, when the feature of density distribution is not the normal distribution, the feature is also classified inaccurately. The steering intention for left steering is increasing during the interval from 2.5 to 3.5 s. Since the occurrence probability was below the threshold at this time, it is not classified as the intention of left steering. All data sets give accurate classification results when the occurrence probability does not reach the threshold value. Thus, the probability density function and the classification method need to be reexamined to increase the classification rate.
Result and discussion
Next, the classification rate of every subject (1.0 to 4.5 s under experiment) is shown in Figs. 10-14. In these figures, the vertical axis is the classification rates, the horizontal axis is the direction, and the steering intentions are indicated using different color bar as right steering, left steering, straight running, stand by, etc.
Averaging the classification rate of all subjects provide an accuracy of about 65%. Consider the driving experience shown in Fig. 10 . Although there is some inaccurate classification, it accurately classifies about 70-80% of intentions for subjects A and B, who had comparatively more driving experience than the other subjects. For subjects C and D who sometimes drive, the algorithm was correct about 50% of the time for C, and D had almost same classification rate as A and B. For subject E, the Sunday driver, the left steering was classified accurately about 80 % of the time, and most of the straight directions were classified inaccurately (as the intention of left steering). For right steering, the classification accuracy was the same as for subject C, 65%.
Note the difference of the classification rate by steering directions. Except for subject C, the results indicate that classification rate for right and left steering intentions is fairly accurate. In contrast, all subjects had an average classification accuracy of about 50% for straight running. After the experiment, one subject commented that he did not think of going straight, because going straight did not involve steering. This indicated that the classification rate of stand by was large when driving straight. This large tendency affects the classification accuracy when the driver has a great deal of driving experience. One predicts that expert drivers try to get information about the surrounding environment, and their eyes are constantly moving. In the straight direction and standby, the same visual information is given to the driver as a feedback information. The classification rate for each
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Conclusion
This study aims to develop a classification algorithm of driver steering intentions based on a BCI. The validation of the classification algorithm of the driver steering intentions in a vehicle was evaluated using a DS. The major conclusions drawn from the experimental studies, using this algorithm are summarized as follows:
・ The algorithm can classify the steering intention from the given brain wave sensor information at an average of about 65% accuracy for all subjects. ・ The classification based on the feedback information of the driver shows an average accuracy of about 75% for all subjects. ・ Before the driver steers, this algorithm, based on the EEG signal, can be used to classify the steering direction and recognize the driver's steering intention.
