The paper analyses demand for different monetary aggregates (M0, M1, M2 and M3) in Kenya for the period 1997:4-2011:2. Dynamic frameworks are used to estimate and uncover parsimonious and empirically stable demand for money functions. Price, real GDP, nominal 91-Day Treasury bill rate, nominal interbank rate, nominal deposit rate and foreign interest rate affected the long-run demand for money functions to different degrees. The demand for money functions is found to be unstable over the period for the parameter values, implying that the current monetary targeting policy framework is inappropriate. However, there are challenges in adopting an alternative monetary policy framework.
Introduction
A stable money demand function is generally considered essential for the formulation and conduct of efficient monetary policy as it enables a policy-driven change in monetary aggregates to have a predictable influence on output, interest rates and ultimately price (Sriram, 2001) . Consequently, considerable effort has been made in the empirical literature for both industrial and developing countries to determine the factors that affect the long-run demand for money and the stability of the relationship between these factors and various monetary aggregates.
Most of the research on the demand for money up until 1980s was carried out by the so-called partial adjustment models in which demand for real money is formulated as a function of a scale variable and a vector of opportunity cost variables. Demand for money models built under this framework for the United States and industrial countries using post World War II data indicated that the demand for money was unstable in the 1970s, which is commonly referred to as the "missing money episode". The "missing money episode" was due to the assumption of a stable velocity and misspecification of the model. On the policy front, it made most of the industrial countries to abandon the monetary aggregate targeting policy framework in favour of inflation targeting. However, in the recent past, this view has changed, since a number of empirical studies using different data definitions and econometric methodology have been successful in finding stable demand relations. These include among others, Carlson et al. (2000) for the US, Hendry and Ericsson (1991) for the UK and Hoffman et al. (1995) for the US, Japan, Canada, the UK, and Germany.
Majority of empirical studies on money demand are on developed countries. Research work is limited for developing countries partly because of complacency offered by the International Monetary Fund (IMF) financial programming framework, where demand for money is approximated via a basic quantity theory of money equation. Nonetheless, demand for money in Kenya has received some attention from macroeconomists. Studies on the demand for money include, among others, Pathak (1981) , Darrat (1985) , Kanga (1985) , Killick and Mwega (1990) , Adams (1992) , Ndung'u (1994) and Kisinguh, Korir and Maana (2004) . However, prior to Adams (1992) the work on demand for money turned out disparate findings regarding the determinants and stability of the demand for money. Adams (1992) attributed the differences in reported results to differences in sample size, composition of explanatory variables and the appropriate specification of the dynamic adjustment in the demand for money.
The need to revisit the money demand function in Kenya reflects several considerations. First, Kenya's financial system has undergone reforms under the liberalization process guided by the Bretton Woods institutions (i.e. the World Bank and the IMF) in late 1980s and early 1990s. Second, the shift to a floating exchange rate regime in 1991 and the liberalization of the capital account of the balance of payment in 1995 not only expanded the menu of assets available to economic agents in Kenya but also made exchange rate an indirect instrument of monetary policy, thus exogenizing the money supply process. This regime shift may have introduced some instability in the money demand function. Similarly, a floating exchange rate regime meant that the economy lost a nominal anchor to tie prices down (as the experience after 1992 elections shows). Third, the recent years has seen the Kenyan financial sector being transformed by financial innovations and developments that may have impacted on the monetary aggregates and the stability of money demand. Thus this study attempts to estimate the demand for money functions using recent data and to ascertain the stability of the estimated relationship.
The rest of the paper is organised as follows. Section 2 provides a brief account of the theoretical framework. Section 3 presents the empirical methodology. Section 4, reviews the data while section 5 presents the integration and cointegration analysis. Section 6 presents formal tests of stability of the demand for money. In section 7 we present the concluding remarks and policy recommendations.
Theoretical Framework
The theoretical underpinnings of the demand for money emphasize transactions, speculative, precautionary or utility considerations, and are well articulated in the economic literature. These include the classical quantity theory, Keynes (1936) liquidity preference, Baumol (1952) and Tobin (1956) inventory theoretical approach, restatement of the quantity theory, and the Cambridge version. These theories share common elements (variables) such as scale variable. Boorman (1976) argues that what separates them is the specific role assigned to each variable. Sriram (2001) argues that the general consensus in the literature is that the empirical work on the demand for money is motivated by a blend of theories. As pointed out by Nachega (2001) , empirical studies on demand for money should converge to a specification in equation 1 where real money balances is a function of a scale variable, opportunity cost of holding money and own rate of return on money. An increase in the general level of prices leads to a rise in the transactions demand for money since economic agents need to hold more money to undertake the same amount of real expenditures. With absence of money illusion, an increase in the general level of prices will induce a proportionate increase in the nominal demand for money, leaving the level of real money balances unchanged. This is the price homogeneity assumption that underlies demand for real money balances.
The scale variable is used to capture the transactions motive since the higher the level of scale variable the greater the demand for real money balances. The quantity theory of money demand posits a one-for-one relationship between money demand and income.
The opportunity cost of holding money has three considerations: the own-rate of return, rate of return on assets alternative to money and expected rate of inflation. Tobin (1958) argues in favour of including both rates. Ericsson (1998) points out that omission of own-rate of money leads to break down of the estimated money demand especially when financial innovations occur in the economy. argues that the expected rate of inflation should be included in the demand for money.
In an open economy like Kenya, the choice of assets for portfolio diversification is wider as foreign currency denominated assets are available in addition to the domestic financial and real assets. is an equivalent foreign interest rate and t u is the risk premium associated with domestic assets.
Empirical Methodology
The definition of money varies across countries due to either institutional characteristics or arbitrary decisions. Ericsson and Sharma (1996) argue that although it is easy to control narrowly defined aggregates, they are less useful in policy analysis because their relationship with price and output is subject to considerable variability. Broader monetary aggregates appear more stable relative to nominal income but less amenable to control. For the purpose of this study, the assets considered are Kenya shilling money as measured by money stock (M0, M1, M2 and M3). It is however important to note that money (M3) is the intermediate target under the current monetary policy framework in Kenya.
Money demand functions have moved from traditional specification to include more variables to the specification and from use of simple regression time series econometrics to use more sophisticated methodologies such as Vector error Correction methodologies. Sanvi et al (2011), study's the money demand functions for the Euro area and add equity price to the traditional money demand specification. Using the VECM methodology they find money demand to be stable with equity price and less stable without equity prices. AL-Abdulrazag and Abdullah (2011), add exchange rate depreciation variable to the traditional specification of money demand function for the Jordian economy. Using Johansen Juselius Cointegration test they find the cointegration exists between the variables of income, interest rates and exchange rate with a positive relationship between money aggregates and the level of income and a negative relationship between monetary aggregates and interest rate and exchange rate depreciation. The money demand function was however found to be unstable.
In line with other studies on demand for money, the real GDP is used as a scale variable. The choice of the real GDP is also informed by the availability of data for the sample period in quarterly frequency.
There are different measures of the return on assets alternative to money: yields on short-term government securities, commercial paper, return on equities, yields on long-term government securities. The study uses the interest rate on 91-day Treasury bills as the return on assets alternative to money since it is the benchmark interest rate used in the financial market during the period of study.
The study uses average deposit rate as own return to money. This is motivated by the fact that demand deposits for corporate customers, all savings and time deposits are paid interest in Kenya.
The external influence is captured by the US three months Treasury bill rate adjusted for the expected depreciation/appreciation of the nominal Kenya Shilling US exchange rate.
The study uses cointegrated vector autoregression (VAR) analysis as presented in Johansen (1996) and Juselius (2006) . The basic p-dimensional reduced-form VAR model with Gausian errors is specified as follows;
Where the vector of variables (Note 1), t x is:
D is a vector of deterministic variables such as constant, linear trend, centred seasonal and intervention dummies.
In an I(1) framework equation 3 can be reparameterised as a vector error correction model (VECM) as follows;
International Journal of Economics and Finance Vol. 4, No. 8; 2012 Presence of unit roots in the unrestricted VAR model corresponds to nonstationary stochastic behaviour which can be accounted for by reduced rank ( p r  ) restrictions of the long-run levels matrix, 
A Look at the Data
In this section we use graphs to show the character of the data and give some intuition why cointegration holds. Figure 1 shows the components of the broad money (M3), which is the dependent variable in the analysis. Consequently, the analysis attempts to incorporate the factors that are likely to impact on these components. All variables in the demand for money functions are graphically analysed and several characteristics emerge.
First, some of the variables show a strong presence of a deterministic trend. This is apparent in figure 1 of the nominal money stock (M1, M2 and M3) and from graphical analysis of overall CPI, real GDP, 91-Day Treasury bill rate and nominal deposit rate. The presence of the deterministic trend in the data calls for the need to incorporate deterministic trend in the cointegrated VAR. Finally, there is a strong component of seasonality for the variables. The analysis thus takes seasonality into consideration.
Integration and Cointegration Analysis
In testing for the level of integration and cointegration, we first carry out unit roots for the variables of interest. We then proceed to perform cointegration analysis with a view to finding out if the data support the models.
Traditionally, Augmented Dickey-Fuller (ADF) and Phillips-Perron (PP) tests are used to assess the order of integration of variables. In view of the fact that ADF and PP unit root tests take structural breaks in the series as evidence in favour of non-stationarity, the study uses the Perron-Vogelsang (1992) and Clemente-Montanes-Reyes (1998) tests are preferable. Both these tests offer two models: an additive outlier model (OA) and an innovative outlier model (IO). The OA model captures sudden change in the mean of a series while (IO) allows for a gradual shift in the mean of the series of the model. Since these tests can identify the date of the structural break, they can facilitate the analysis of whether a structural break on a certain variable is associated with a particular event in the economic calendar.
The ADF and Clemente-Montanes-Reyes (1998) test results are not presented due to space limitations (Note 2). The starting point is to use the ADF test for the variables in levels and then apply the Clemente-Montanes-Reyes test to take into account existence of structural breaks. Generally, all variables have unit roots since the null hypothesis of non-stationarity is not rejected. However, the Clemente-Montanes-Reyes (1998) tests for the broad money (M3) suggest that it is an I(2) process. We, however, took a conservative view and used the ADF result which suggest that it is I(1) process. We then proceed under the assumption that no variable contains more than one unit root and that the first difference of each series is stationary.
Several issues emerge from the unit root tests. First, since overall CPI is I(1), inflation, which is I(0), cannot be included in the long-run demand for money. Second, since no variable is I(2), there is no possibility of existence of polynomially cointegrated relationships. The analysis therefore does not use I(2) analysis framework. Finally, existence of double structural breaks in most variables implies a need to incorporate structural breaks in the VAR analysis.
For each monetary aggregate the first step in the estimation process entailed specification and estimation of a reduced-form VAR model. The second step is the conduct of diagnostic tests on the reduced form VAR in terms of appropriate lag length (Schwarz criterion, Hannan-Quinn criterion and LM-test for autocorrelation at that particular lag), multivariate normality, autocorrelation, autoregressive conditional heteroscedasticity (ARCH) effects and modulus of largest root of the companion matrix. The VAR diagnostic test results are not reported due to space limitations (Note 3). Generally, the models for the different demand for money pass the diagnostic tests, with the exception of the ARCH effects for the money (M2). The next step is to determine the cointegration rank using Johansen's maximum likelihood procedure. As pointed out by Juselius (2006) , the determination of the cointegration rank is a crucial step in the empirical analysis and yet quite difficult since the distinction between stationary and non-stationary directions of the vector process is not straight forward. On the basis of this criterion, we conclude that there is one cointegrating vector for M0, M1 and M2. However, for M3, the null hypothesis of two cointegrating vectors is barely accepted at 10%. We therefore conclude that there are two cointegrating vectors.
The estimated unrestricted cointegrating vectors may or may not make economic sense. They are uniquely defined based on the ordering of the i  and the choice of the eigenvector normalisation. For each of the four VAR models systems, we need at least 2 r long-run restrictions to ensure exact identification. This was easy for M0, M1, and M2 since the trace test returned a verdict of one cointegrating vector (i.e. ) 1  r , which implied that exact identification could be achieved by one restriction i.e. the eigenvector normalisation. For M3 with two cointegrating vectors, four ( 4 2 2  ) restrictions must be imposed for exact identification. We chose to identify demand for money (M3) and uncovered interest parity (UIP) equations. Table 2 presents the final long-run parameters. Prior to the imposition of the unit price elasticity (long-run price homogeneity), the coefficient for price differed substantially for the different monetary aggregates. Specifically, the coefficients were 0.568, 0.722, 0.843, 1 360 for M0, M1, M2 and M3 respectively. The difference from unit price elasticity may be attributed to two factors. First, as the economy grows, the basket of goods and services in the CPI may become less relevant for firms and households that are increasing their broad money holding. Indeed, the new CPI basket, based on the Kenya Integrated Household Survey done in 2005/2006, has 234 compared to 216 items in the old CPI basket based on 1997 Household Survey. Second, technological progress may have changed the relationship between nominal broad money supply and price. Long-run price homogeneity is imposed in line with earlier demand for money studies in Kenya such as Killick and Mwega (1990) , Adams (1992) , Ndungú (1994), and Kisinguh et.al. (2004) .
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International Journal of Economics and Finance Vol. 4, No. 8; 2012 The income elasticity of demand is greater than unity and varies substantially. The finding of greater than unity income elasticity suggests that over the sample period changes in real income have induced, on average, more than proportionate increase in the demand for real money balances. A test imposing unitary income elasticity is rejected for most monetary aggregates with the exception of M0. This finding is in line with earlier works of Ndele (1991) , who found income elasticity for M3 of 1. 92 and Ndung'u (1994) who found an elasticity of 1.7. The greater than unitary income elasticity may be attributed to economic development and monetization in the Kenyan economy. It also means that money is considered a luxury or it indicates neglected wealth effects. The results are, however, contrary to the works of Killick and Mwega (1990) who found income elasticity of 0.56 for money M3 and Kisinguh et al.(2004) who found income elasticity for money supply with foreign currency deposits (M3) of 0.977.
The coefficient for the nominal 91-Day Treasury bill rate is negative as expected for all the monetary aggregates. This is in line with theory since the higher the return on the alternative asset (The 91-Day Treasury bills), the lower the incentive to hold money (Ceteris Paribus). Most studies on demand for broad money in Kenya have found significant negative effects for Treasury bill rates for M3. Ndung'u (1994) found an interest elasticity of -1.97, Killick and Mwega (1990) found -0.250 and Kisinguh et al. (2004) found an elasticity of -0.01.
The nominal deposit rate (own-return on money) has a positive effect on the demand for all the real money balances. This is in line with economic theory since the higher the own-return on money, the less the incentive to hold assets alternative to money.
The nominal interbank rate has a negative effect on the demand for real broad money (M3) balances. This is in line with economic theory since the higher the interbank rate, the less the incentive to hold money.
Foreign interest rate adjusted with nominal exchange rate depreciation ( k t i * ) has a negative effect for the demand for real money (M2) and M3). This can be explained by the fact that an increase in foreign interest rate as it potentially induces domestic residents to increase their holdings of foreign assets which are financed by drawing down domestic money holding. Similarly, the expected depreciation implies that the expected returns from holding foreign money increases and hence agents would substitute the domestic currency for foreign currency. The results are fairly close to those found in Killick and Mwega (1990) and Kisinguh et al. (2004) . Finally, financial innovations as proxied by the number of ATMs do not seem to have affected the demand for real money balances with the exception of M1. The long-run restrictions are not rejected in the Kenyan data as shown by the Chi-square test in table 3. Several issues can be noted from Table 3 , which are useful for monetary policy making. First, the speed of adjustments in the second row shows a slow adjustment process, which reflects structural rigidities in the Kenyan financial market. Second, the fact that the speed of adjustment relating to inflation ( t p  in the third row) is positive implies that when supply for real money balances deviate from the long-run demand for real money, it leads to inflationary pressures in the case of M0, M1 and M3. Finally, the loading matrices provide information regarding variables which are weakly exogenous in a particular money demand equation. Those variables whose adjustment coefficients are statistically significant (indicated by ***) are endogenous. For instance, for the money demand (M0), there is a two-way Granger causality between M0 and price and nominal Treasury bill rate. Contrariwise, those variables whose adjustment coefficients are statistically insignificant are weakly exogenous (one-way Granger causality).
Stability of Demand for Money Tests
As pointed out by Judd and Scadding (1982) stability of the demand for money refers to a set of necessary conditions for money to exert a predictable influence on the economy so that the central bank can control reserve (base) money as an instrument of monetary policy. Judd and Scadding add that there are three key elements of the stability of the demand for money. First, the demand for money function should be predictable in a statistical sense. In other words the demand for money function must forecast accurately out of sample. Second, the demand for money should have relatively few determinants. They argue that a demand for money relationship that requires knowledge about a large number of variables in order to pin it down is not predictable. Finally, the variables in the demand function should represent significant links to spending and economic activity in the real sector. Juselius (2006) argues that stability of a function relates to a constant parameter regime.
In this section, a battery of tests suggested by Hansen and Johansen (2002) for testing stability for a cointegrated VAR model is utilized. There are two versions of the tests: forward recursive tests and backward recursive tests. The idea behind the forward recursive tests is to choose a baseline sample from the first part of the sample, estimate a first model, and then recursively test whether the more recent observations have followed the same model. The backward recursive tests provide information about the possibility of non-constant parameters in the beginning of the sample. The recursion is performed by adding more and more distant observations. www.ccsenet.org/ijef
International Journal of Economics and Finance Vol. 4, No. 8; 2012 The results are presented for two versions of the model: the full model version (X-form) and the concentrated model version (R-form). The X-form is a function of the short-run dynamics and deterministic components and hence the degrees of freedom are fewer leading to increased volatility in the graphs. The R-from is corrected for these effects and generally looks stable than the X-form over time. The study reports mainly the R-form due to space limitations.
The results are summarised in Notes: A verdict of instability is returned once stability is rejected by at least one criterion
In summary the stability tests show that the demand for different monetary aggregates is unstable over the period 1997:4 to 2011:2. This is consistent with the work of Killick and Mwega (1990) and Kisinguh et.al. (2004) . The instability of the demand for money may be attributed to a number of factors. First, there is substantial financial innovations within the financial markets that have introduced a number of quasi-money products. Second, the removal of the capital and financial regulations in the 1990s removed a key factor that contributed to the stability of the money multiplier and the money demand in the 1980s.
Finding unstable demand for money means that the current monetary policy framework, guided by the assumption of a stable demand for broad money (M3), is inconsistent with monetary theory. It means that the www.ccsenet.org/ijef
International Journal of Economics and Finance Vol. 4, No. 8; 2012 central bank does not have control of the money supply process. This makes it difficult to steer the reserve money (operating target) with a view to creating monetary conditions that are consistent with the ultimate objectives of price stability.
Several alternatives of monetary policy frameworks exist: Net domestic Assets (NDA) targeting, interest rate targeting and inflation targeting. The NDA targeting suffers the same problems as the monetary aggregate targeting since it assumes a stable demand for money and velocity. The interest rate targeting and inflation targeting assume that the money markets are efficient and fully developed so that monetary policy impulses are transmitted through the interest rate. Additionally, they assume that clear patterns between changes in the short-term interest rates and inflation have been observed.
Concluding Remarks and Policy Recommendations
The study set out to analyse the demand for different monetary aggregates (M0, M1, M2 and M3) in Kenya using quarterly data for the period 1997:4-2011:2. The resulting models are parsimonious but empirically unstable.
Our key finding is that demand for the different monetary aggregates are affected to varying degrees by changes in real GDP, nominal Treasury bill rate, nominal exchange rates and nominal foreign interest rate.
We find that the demand for the different monetary aggregates is unstable implying that the the current monetary policy framework based on stable and predictable demand for money is inappropriate. However, there are challenges in moving to alternative monetary policy frameworks. The NDA targeting is dependent on stable demand for money while the interest rate and inflation targeting frameworks assume fully developed and efficient money and capital markets. Additionally, the interest rate and inflation targeting require that a clear relationship between changes in short-term interest rates and inflation should have been observed. 
Three months US Treasury bill rate:
Collected from the US Federal system. This is adjusted using expected depreciation. 
