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Résumé
Nous proposons une méthode basée sur la notion de quantiles extrêmes pour
générer un système d’alertes pour la détection de clusters temporels d’extrêmes
dans une série chronologique. A cette ﬁn, nous développons deux approches,
l’une utilisant une approximation du temps de retour d’un événement extrême,
quelle que soit la nature des données, et l’autre basée sur la théorie classique des
valeurs extrêmes après lissage des données discrètes en données continues.
Cette méthode permet ainsi de déﬁnir un système de surveillance et de prévision.
Une illustration en est proposée dans le cadre de la prévision pour des applica-
tions en ﬁnance ainsi que pour la mise en place d’un système de surveillance en
épidémiologie sur données réelles.
Abstract : We propose a method to generate a warning system for the early detec-
tion of time clusters in discrete time series. Two approaches are developed, one
using an approximation of the return period of an extreme event, independently
of the nature of the data, the other using an estimation of the return period via
standard EVT tools after a smoothing of our discrete data into continuous ones.
This method allows us to deﬁne a surveillance and prediction system which is
applied to ﬁnance and public health surveillance.
Mots-clé : applications en assurance et ﬁnance, clusters, détection d’événements extrêmes,
épidémiologie, niveau de retour, quantiles extrêmes, temps de retour, Théorie des Valeurs Ex-
trêmes, surveillance.
Keywords:applicationsininsuranceandﬁnance,clusters,epidemiology,ExtremeValueTheory,
extreme quantile, outbreak detection, return level, return period, surveillance.
1
1. Rapport de stage de ﬁn d’étude effectué à l’ESSEC entre mars et mai 2008 sous la direction de
Marie Kratz; une version a été imprimée à l’ESSAI (Ecole Supérieure de la Statistique et de l’Analyse
de l’Information)-Tunis- en Juin 2008.Table des matières
1 Introduction générale 1
2 La théorie des valeurs extrêmes 3
2.1 La loi du maximum . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.2 La loi des excès . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.2.1 La loi de Pareto Généralisée . . . . . . . . . . . . . . . . . . . . . 9
2.2.2 Le Mean Excess Plot . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.3 Estimation des indices extrêmes . . . . . . . . . . . . . . . . . . . . . . 11
2.3.1 Estimation de queue de distribution sous le modèle de type Pareto 11
2.3.2 Estimation dequeuededistribution pourlesdifférentsdomaines
d’attractions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.3.3 Estimation de queue de distribution sous le modèle GPD . . . . 14
2.4 Estimation de quantiles extrêmes et de périodes de retour . . . . . . . . 16
2.4.1 Estimation de quantile extrême ou de niveau de retour . . . . . 16
2.4.2 Estimation de la période de retour . . . . . . . . . . . . . . . . . 18
3 Approximations du niveau et du temps de retour 19
3.1 Bornes du niveau de retour . . . . . . . . . . . . . . . . . . . . . . . . . 19
3.1.1 Borne supérieure du niveau de retour . . . . . . . . . . . . . . . 19
3.1.2 Borne inférieure du niveau de retour . . . . . . . . . . . . . . . . 22
3.2 Approximation du temps de retour . . . . . . . . . . . . . . . . . . . . . 22
3.3 Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.3.1 Application en épidémiologie . . . . . . . . . . . . . . . . . . . . 25
3.3.2 Application en ﬁnance/actuariat . . . . . . . . . . . . . . . . . . 39
3.3.3 Application en ﬁnance (marché ﬁnancier) . . . . . . . . . . . . . 46
4 La T.V.E. dans le cas de lois discrètes 52
4.1 Estimation de la densité spectrale . . . . . . . . . . . . . . . . . . . . . . 52
4.2 Génération des variables continues via la densité spectrale . . . . . . . 55
4.3 Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
4.3.1 Application en épidémiologie . . . . . . . . . . . . . . . . . . . . 56
4.3.2 Application en ﬁnance/actuariat . . . . . . . . . . . . . . . . . . 61
4.3.3 Application en ﬁnance (marché ﬁnancier) . . . . . . . . . . . . . 66
5 Conclusion et perspectives 69
6 Annexe i1 INTRODUCTION GÉNÉRALE 1
1 Introduction générale
Ce travail s’inscrit dans le cadre d’un projet de recherche sur la statistique des va-
leurs extrêmes dans le cas de lois discrètes entre A. Guillou 2, M. Kratz 3 et Y. Le Strat 4
(pour les applications en épidémiologie) et en développe sa partie empirique.
Dans cette étude, nous nous intéressons, non pas au comportement en moyenne de
données, mais à celui d’événements à valeurs beaucoup plus fortes (ou plus faibles)
que celles observées autour de la moyenne, appelés valeurs extrêmes (V.E.).
Etudier l’occurrence d’événements extrêmes tels les catastrophes naturelles est de
première importance pour les assureurs, ou les crises boursières pour les ﬁnanciers
ou encore, les épidémies pour un état (population comme représentants). Ce sont des
événements rares aux conséquences désastreuses. C’est pourquoi est-il important de
prévoir l’occurence de tels événements.
C’est ce que nous proposons dans ce travail, en estimant les temps de retour de
quantiles extrêmes.
Rappelons ce qu’on appelle quantile extrême. Soit un n-échantillon (X1,    ,Xn) as-
socié à une variable aléatoire (v.a.) parente X de loi F, le quantile noté xpt est déﬁni
par :
F(xpt) = pt = 1− 1/t
où pt est déﬁnie comme l’ordre du quantile xpt.
Si t est tel que pt −→ 1, un tel quantile est dit extrême et t représente le temps de
retour associé.
Lorsque F est continue, l’estimation d’un quantile extrême fait appel à la théorie clas-
sique des valeurs extrêmes (T.V.E.).
Dans le cas discret, une méthode alternative serait de procéder par «approximation»
des données discrètes en données continues aﬁn d’utiliser les techniques classiques
de la T.V.E, ou/et de mettre en place de nouvelles boîtes à outils adaptées au cas dis-
cret.
La première partie est une présentation générale des deux approches de la T.V.E. :
la première repose sur les k plus grandes observations d’un échantillon et détermine
les trois lois possibles des extrema (synthétisées sous le nom de loi GEV) et la seconde
utilise lesobservations audelàd’un seuildéterministe, nousparlons alorsdeméthode
Peaks Over Thresholds (P.O.T.).
2. Univ. Louis Pasteur, Strasbourg; guillou@math.u-strasbg.fr
3. ESSEC, Cergy-Pontoise; kratz@essec.fr
4. Institut de Veille Sanitaire, St Maurice; y.lestrat@invs.sante.fr1 INTRODUCTION GÉNÉRALE 2
Dans la section suivante, nous présentons un outil mis en place via une méthode
qui s’applique à tout type de données, continues comme discrètes et qui fournit des
bornes (inférieure et supérieure) de quantilesextrêmes. Nous choisissons d’approcher
le quantile extrême par une valeur : la borne supérieure du niveau de retour bt. Cette
quantité pourrait être utilisée par les praticiens en la considérant comme une valeur
critique à ne pas dépasser dans l’horizon de t unités de temps, t représentant le temps
de retour associé.
Ainsi, nous proposons une approximation du temps de retour que nous pouvons uti-
liser tant dans le cadre de prévision pour des applications en ﬁnance que pour la mise
en place d’un système de surveillance par exemple en épidémiologie.
Dans la troisième partie, nous revenons à la T.V.E. pour l’estimation des queues de
distribution. Pour utiliser cette méthode, nous transformons par lissage les données
discrètes en continues. Nous pouvons alors estimer les indices puis déﬁnir les lois des
V.E pour déterminer les quantiles extrêmes. Il s’agira de choisir un type de lissage qui
préserve l’information au sein de l’échantillon initial. Elle permet ainsi de déﬁnir un
système de surveillance et de prévision.
Il existe un package sous R appelé surveillance, qui implémente les méthodes
de détection temporelle d’événements inhabituels utilisées par les agences de sur-
veillance américaines, anglaises et allemandes.
Une fois testé sur de nombreux jeux de données et s’il s’avère que ces méthodes
donnent de bons résultats, nous pourrons demander par la suite à ce qu’elles soient
implémentées dans ce package, c’est pourquoi nous avons écrit tout les programme
en langage R ﬁgurant en annexe.2 LA THÉORIE DES VALEURS EXTRÊMES 3
2 La théorie des valeurs extrêmes
Nousdisposonsde n observations (x1,    , xn)associéesàunn-échantillon(X1,    ,Xn)
de v.a. i.i.d, de fonction de répartition F continue (F(x) = P[X ≤ x]).
Nous notons Q la fonction quantile associée déﬁnie par
Q(p) = inf{x : F(x) ≥ p} (1)
Soit X1,n ≤     ≤ Xn,n la statistique d’ordre relative à cet échantillon.
Nous nous intéressons au comportement des V.E. et à l’estimation des quantiles ex-
trêmes. Tout d’abord, nous voulons savoir comment noter la présence de V.E. d’un
point de vue descriptif.
En effet, de nombreuses méthodes algébriques, graphiques existent pour détecter
les V.E. et étudier la fonction F.
Algébriquement, la détection se fait à partir de la distance relative à une unité au
centre de la distribution.
Soient m le paramètre de tendance centrale et s le paramètre d’échelle.




le couple (m,s) peut prendre plusieurs formes, par exemple(moyenne,variance), (mé-
diane, Median Absolute Deviation ou MAD) et (médiane,intervalle interquartile) telle
que
MAD = mediani{|xi − medianj(xj)|}
Nous pouvons aussi repérer les événements extrêmes à l’aide d’un graphique simple
et facilement compréhensible, le Boxplot.
Mais la détermination d’un seuil ne repose pas sur la forme de la queue de la distri-
bution, c’est-à-dire la distance di et la distance à l’extrémité de la boîte du Boxplot ne
sufﬁsent pas à déclarer une observation comme extrême.
Cependant, ces techniques ne sont pas capables de rapporter des informations qui
peuvent nous aider à résoudre le problème de description des V.E. Donc, il est né-
cessaire de développer d’autres techniques dans le but de se focaliser sur les V.E. de
quantile très élevé et d’une queue très ﬁne. Ainsi, nous avons recours à la méthode
probabiliste, connue dans la littérature par la théorie des valeurs extrêmes.
L’objectif de cette théorie est l’estimation de la probabilité de la queue de distribution,
pour cela, on a recours à la fonction de répartition empirique déﬁnie par
  Fn(x) =
i
n
si x ∈ [xi,n, xi+1,n) (2)2 LA THÉORIE DES VALEURS EXTRÊMES 4
telle que xi,n est la i − me valeur de l’échantillon ordonné, ce qui nous mène à estimer
la fonction empirique de quantile
  Qn(p) = inf{x :   Fn(x) ≥ p} (3)
2.1 La loi du maximum
La théorie des V.E. a été développée pour l’estimation de la probabilité d’occur-
rence d’événements extrêmes. Elle permet d’extrapoler le comportement de la queue
de distribution des données à partir des plus grandes observations.
La fonction de répartition de la loi de Xn,n = max(X1,...,Xn) est la puissance n-ième
Fn de F et pour tout x < sup{x : F(x) < 1}, Fn (x) → 0 quand n → ∞. Le théo-
rème de Gnedenko (1943) sur la loi des valeurs extrêmes est pour le maximum de n
observations, un analogue du théorème limite central pour la moyenne. Il introduit
alors des suites numériques (an)n≥1 et (bn)n≥1 de normalisation permettant d’obtenir
une loi limite pour an (Xn,n − bn). Ce théorème fait appel aux notions de fonction à
variation régulière et normalisée, nous rappellons tout d’abord la déﬁnition de telles
fonctions.
Déﬁnition 1 Une fonction G est dite à variation régulière (à l’inﬁnie) d’indice ρ ∈ R si G







Dans le cas particulier où ρ = 0, on dit que G est une fonction à variation lente.
En remarquant que si G est à variation régulière d’indice ρ alors
G(x)
xρ est à variation
lente, il est facile de montrer qu’une fonction à variation régulière d’indice ρ peut
toujours s’écrire sous la forme xρℓ(x), où ℓ est à variation lente.
Théorème 1 [16]





où c et ǫ sont des fonctions positives telles que
lim
x→∞
c(x) = c ∈]0,+∞[ et lim
t→∞
ǫ(t) = 0
Remarque 1 Si la fonction c est constante, on dit que ℓ est normalisée.2 LA THÉORIE DES VALEURS EXTRÊMES 5
Remarque 2 Soit G une fonction à variation régulière d’indice ρ.
En utilisant le fait que G(x) = xρℓ(x), on déduit facilement que pour tout x > 0
G(x) = c(x)exp





où c et ρ sont des fonctions positives telles que
lim
x→∞




Sous certaines conditions de régularité sur la fonction de répartition F, il existe ξ ∈ R et






















si x > 0
(8)











si x < 0
1 si x ≥ 0
(9)
si ξ = 0
H0(x) = exp[−exp(−x)] pour tout x ∈ R (10)
Remarque 3 – La fonction de répartition Hξ est appelée loi des valeurs extrêmes (que
l’on note EVD pour Extreme Value Distribution). Nous disons ainsi que F apppartient
au domaine d’attraction de Hξ.
– Ces lois sont indexées par un paramètre ξ appelé indice de valeur extrême et selon son
signe,nousdistinguonstroisdomainesd’attraction.Onditquelafonctionderépartition
F est dans le domaine d’attraction de Fréchet, de Gumbel ou de Weibull selon que ξ > 0,
ξ = 0 et ξ < 0.2 LA THÉORIE DES VALEURS EXTRÊMES 6
Voici ci-dessus le graphe de ces distributions et le graphe de leurs densités pour
certaines valeurs de ξ.




















FIGURE 1 – La fonction de répartition de la loi EVD. Les courbes en rouge, en noir
foncé et en bleu correspondent respectivement aux lois EVD dans le domaine d’at-
traction de Weibull, de Gumbel et de Fréchet d’indices ξ = −1, ξ = 0 et ξ = 1.




















FIGURE 2 – La densité de la distribution EVD. Les courbes en rouge, en noir foncé
et en bleu correspondent respectivement aux densités de la loi des valeurs extrêmes
d’indices ξ = −1, ξ = 0 et ξ = 1.
Remarque 4 La distribution GEV (Generalized Extreme Value) est une paramétrisation de
ces trois lois, en une seule formule :






, ∀ξ ∈ R (11)
déﬁnie pour tout x > −1/ξ2 LA THÉORIE DES VALEURS EXTRÊMES 7
C’est seulement par ces trois lois que nous pouvons exprimer la loi limite du maxi-
mum normalisé. C’est dans ce sens que ce théorème nous fournit une analogie avec le
théorème limite central.
Nous allons donner par la suite des conditions sur la fonction de répartition F pour
qu’elle appartienne à l’un des trois domaines d’attraction. Dans la suite, on note
xF = sup{x : F(x) < 1}
le point terminal de F et
F←(y) = inf{x ∈ R : F(x) ≥ y}
où F← désigne l’inverse généralisée de F.
Théorème 3 1. F appartient au domaine d’attraction de Fréchet avec un indice de valeur
extrême ξ > 0 si et seulement si xF = +∞ et 1 − F est une fonction à variation
régulière d’indice −1








et bn = 0 , ∀n > 0 (12)
2. F appartient au domaine d’attraction de Weibull avec un indice de valeur extrême ξ < 0





0 si x ≤ 0
F(xF − x)
−1 si x > 0
Dans ce cas, un choix possible pour les suites (an)n≥1 et (bn)n≥1 est :






et bn = xF (13)
Déﬁnition 2 Soit F une fonction de répartition de point terminal xF (ﬁni ou inﬁni). S’il
existe z < xF tel que

















0, alors F est une fonction de Von-Mises et a est sa fonction auxiliaire.2 LA THÉORIE DES VALEURS EXTRÊMES 8
Corollaire 1 – F appartient au domaine d’attraction de Fréchet avec un indice de valeur
extrême ξ > 0 si et seulement si
xF = +∞ et 1 − F(x) = x
− 1
ξℓ(x) (15)
où ℓ est une fonction à variation lente.
– F appartient au domaine d’attraction de Weibull avec un indice de valeurs extrêmes
ξ > 0 si et seulement si








où ℓ est une fonction à variation lente.
– F appartient au domaine d’attraction de Gumbel si et seulement s’il existe une fonction
de Von-Mises F∗ telle que pour z < x < xF










où c(x) → c > 0 lorsque x → xF
2.2 La loi des excès
L’approche basée sur les distributions GEV peut être réductrice du fait que l’utili-
sation d’un seul maxima conduit à une perte d’information continue dans les autres
grandes valeurs de l’échantillon. La solution est de considérer plusieurs grandes va-
leurs au lieu de la plus grande.
La nouvelle approche de la théorie des valeurs extrêmes appelée POT consiste à uti-
liser les observations qui dépassent un certain seuil, plus particulièrement les diffé-
rences entre ces observations et le seuil, appelées excès.
Il est clair que cette méthode nécessite la détermination d’un seuil ni trop faible pour
ne pas prendre en considération des valeurs non extrêmes, ni trop élevé pour avoir
sufﬁsamment d’observations. Notons le seuil par u.
Déﬁnition 3 Soit X une variable aléatoire de fonction de répartition F et de point terminal
xF. Pour tout u < xF, la fonction
Fu (x) = P[X − u ≤ x|X > u], x ≥ 0 (18)
est appelée fonction de répartition des excès au dessus du seuil u.
Remarque 5 Par déﬁnition des probabilités conditionnelles, Fu peut être également déﬁnie
par
Fu (x) =
F(u + x) − F(u)
1− F(u)
si x ≥ 0 et 0 sinon. (19)2 LA THÉORIE DES VALEURS EXTRÊMES 9
Nottons Y = X − u pour X > u et pour n v.a. observées X1,...,Xn, nous pouvons
écrire Yj = Xi − u telle que i est l’indice du j − me excès et j = 1,..., Nu.
Le Mean Excess Plot appelé aussi le Mean Residual life Plot est un outil spéciﬁque pour
retenir le seuil performant.
De plus, nous approchons la loi des excès (Y1,...,YNu) par une loi de Pareto Généra-
lisée GPDξ,σ (Generalized Pareto Distribution) que nous présentons ci-dessous.
2.2.1 La loi de Pareto Généralisée
Le théorème de Pickands est très utile lorsqu’on travaille avec des observations
qui dépassent un seuil ﬁxé puisqu’il assure que la loi des excès peut être approchée
par une loi de Pareto généralisée.
Déﬁnition 4 Soient σ(u) une fonction strictement positive et ξ ∈ R. La loi de Pareto géné-


















si ξ = 0
(20)
où y ≥ 0 si ξ ≥ 0 et 0 ≤ y ≤ −
σ(u)
ξ si ξ < 0.
Théorème 4 Pickands[14]
Si F appartient à l’un des trois domaines d’attraction de la loi des valeurs extrêmes (Fréchet,






   Fu(y) − Gξ,σ(u)(y)
 
    = 0 (21)
où Gξ,σ(u) est la fonction de répartition de la loi de Pareto Généralisée et Fu est la fonction de
répartition des excès au delà du seuil u.
Ainsi, pour u grand, la loi des excès est approchée par une loi Pareto généralisée.
Fu ≈ Gξ,σ(u) (22)
Voici une représentation de la GPDξ,σ pour certaines valeurs de ξ.2 LA THÉORIE DES VALEURS EXTRÊMES 10




















FIGURE 3 – La fonction de répartition de la loi GPDξ,1.
Les courbes rouge, noire foncée et bleue correspondent respectivement aux lois de
Pareto généralisée d’indices ξ = −1, ξ = 0 et ξ = 1, avec σ = 1 ﬁxe.
Nous remarquons que plus les valeurs extrêmes sont extrêmes, plus le paramètre ξ
est élevé; ça se voit très bien dans le graphe de la fonction de répartition.




















FIGURE 4 – La densité de la loi GPDξ,1.
2.2.2 Le Mean Excess Plot
Le Mean Excess Plot est le graphe des points (u,e(u)) où e(u) est la moyenne des
excès au delà du seuil u, déﬁnie par :
e(u) = E(Y|X > u) (23)
Elle correspond à une fonction de u qui s’exprime à l’aide de 1 − F. Nous supposons
que pour ce modèle proposé, E(X) < ∞.
En pratique, la fonction des moyennes des excès e est estimée par ˆ en :







− u2 LA THÉORIE DES VALEURS EXTRÊMES 11
telle que I(u,∞) est égale à 1 si xi > u et 0 sinon, et nous choisissons la (k + 1) − me
grande observation :u = xn−k,n comme seuil, d’où l’estimation






xn−j+1,n − xn−k,n (24)
Proposition 1 – Si (Y1,...,YNu) suivent une loi GPDξ,σ, alors pour ξ < 1,







Dans ce cas, le seuil à retenir u, est celui pour lequel la moyenne des excès est approxi-
mativement linéaire.
– Plus les queues de la distribution sont épaisses, plus la fonction e(u) tend rapidement
vers l’inﬁni.
En effet, la fonction moyenne des excès relative à une distribution de loi Pareto de pa-
ramètre α > 0, appartenant au domaine d’attraction de Fréchet d’indice des valeurs
extrêmes ξ = 1
α, s’écrit comme suit : e(u) = k+u
α−1
Alors que pour une distribution de queue moins épaisse, par exemple la distribution
Weibull de paramètres λ > 0 et τ > 0, appartenant au domaine d’attraction de Gum-
bel, la fonction moyenne des excès relatif à cette loi s’écrit comme suit : e(u) = u1−τ
λτ .
2.3 Estimation des indices extrêmes
Nous avons vu que la loi asymptotique du maximum normalisé de v.a. continues
est de trois types possibles (Fréchet, Weibull et Gumbel), cette loi étant indexée par un
paramètre noté ξ. De même, la loi asymptotique des excès au delà d’un seuil donné,
est une loi de Pareto généralisée indexée par le paramètre ξ et un deuxième paramètre
σ. Ces paramètres, appelés respectivements indice de V.E. et paramètre d’échelle, ap-
portent une information sur la forme de la queue de distribution de F. Notamment,
selon que ξ > 0, ξ < 0 ou ξ = 0. C’est pourquoi est-il nécessaire d’estimer ces indices.
De nombreux estimateurs ont été proposés dans la littérature.
2.3.1 Estimation de queue de distribution sous le modèle de type Pareto
Dans cette section, nous considèrons l’estimateur de l’indice extrême ξ dans le cas
d’une loi de Pareto, de distribution F telle que :
1 − F(x) = x
− 1








= U (x) = xξℓU (x) (27)2 LA THÉORIE DES VALEURS EXTRÊMES 12
où ℓF et ℓU sont deux fonctions à variation lente à l’inﬁni et U est la fonction déﬁnie
par
U (x) = inf
 










Remarque 6 Nous remarquons que lorsque x → ∞
logU (x) = ξ log(x) + log(ℓU (x)) ∼ ξ log(x)
En remplaçant la fonction U par sa version empirique























= Xn−j+1,n, on obtient ﬁnalement l’équivalence sui-
vante :











a) Le Pareto Quantile Plot









. C’est une représentation très utile pour
visualiser graphiquement si les observations sont distribuées selon une loi du do-
maine de Fréchet. Dans ce domaine, le Pareto quantile plot serait approximativement
linéaire avec une pente ξ, pour les petites valeurs de j, c’est-à-dire les points extrêmes.
Deux approches sont possible pour construire un tel estimateur :









, soit par la mé-
thode des moindres carrés.
Dans le premier cas, Csörgo et al. (1985) [3] ont proposé les estimateurs à noyau Kk,n





















  (29)2 LA THÉORIE DES VALEURS EXTRÊMES 13
où K représente un noyau d’intégrale égale à 1.
Dans le second cas, en utilisant une approche par moindres carrés, Schultze et Stei-
























b) L’estimateur de Hill





ξ quand u → ∞ pour tout x > 1









ξ pour u trs grand et x > 1
Soit Zj =
Xi
u , pour Xi > u tel que i est l’indice du j − me excès et j = 1    Nu.
Ainsi, nous écrivons la log vraisemblance, log L selon




























Choisissons pour le niveau d’excès u la valeur de la statistique d’ordre Xn−k,n et rem-








logXn−j+1,n − logXn−k,n (32)
Nouspouvons retrouver cetestimateuràl’aidedela moyennedesexcès. Eneffet, sous
le modèle Pareto, et en faisant une transformation logarithmique nous aboutissons à
l’équation :







→ ξ quand x → ∞.






1 − ˆ Fn (t)
1− ˆ Fn (Xn−k,n)
dt
t
(33)2 LA THÉORIE DES VALEURS EXTRÊMES 14
2.3.2 Estimation de queue de distribution pour les différents domaines d’attrac-
tions
Le cas général ξ ∈ R a été moins étudié. Nous recensons dans la littérature trois
méthodes permettant d’estimer ξ ∈ R. La première est proposée par Pickands (1975)
[14], la deuxième consiste à utiliser les k plus grandes observations où k est un entier
positif strictement inférieur à n. Comme exemple d’estimateurs basés sur cette mé-
thode, on cite l’estimateur des moments proposé par Dekkers, Einmahl et de Haan
(1989) [4] et enﬁn la méthode basée sur le Generalized Quantile Plot proposée par Beir-
lant et al. (1996) [1].

















L’estimateur des moments a été introduit comme une généralisation de l’estimateur
de Hill et il est déﬁni par
ˆ ξMoment






























k,n = Xn−k,n ˆ ξHill
k,n (36)
On obtient alors une courbe qui ressemble à l’une des trois ci-dessus. Si la courbe
ressemble à la courbe bleue (resp. noire, rouge) alors l’indice est positif (resp. nul,
négatif)
2.3.3 Estimation de queue de distribution sous le modèle GPD
La loi GPD est indexée par deux paramètres ξ et σ que nous pouvons estimer par
deux méthodes : la méthode de maximum de vraisemblance et la méthode des mo-
ments.
Si Yj désigne la j − me variable d’excès au delà du seuil u, j = 1,..., Nu, dans le cas
où u = Xn−k,n, la statistique d’ordre des excès est de la forme Yj,k = Xn−k+j − Xn−k,n
avec j = 1,    , Nu.2 LA THÉORIE DES VALEURS EXTRÊMES 15







En posant τ =
ξ
σ, pour 1 + ξ
Yi
σ > 0 et i = 1    Nu nous pouvons écrire la log-
vraisemblance selon :











ˆ τMV, ˆ ξMV 



























L’estimation de ces indices est également possible via la méthode des moments, elle a
été introduite par Hosking et Wallis (1987) [9].
Proposition 3 Le r-ème moment de la distribution GPD existe si r < 1
ξ.
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Nous déduisons ainsi les estimateurs,   ξ et   σ des paramètre d’une loi GPD par la mé-
thode des moments :






















2.4 Estimation de quantiles extrêmes et de périodes de retour
Le choix de la loi pour les valeurs extrêmes et l’estimation de la fonction de répar-
tition en déterminant l’indice de queue de distribution ne sont souvent qu’un objectif
intermédiaire, l’objectif réel étant plutôt l’estimation d’un quantile extrême ou d’un
niveau de retour ainsi que l’estimation d’une période de retour.
2.4.1 Estimation de quantile extrême ou de niveau de retour
Nous estimerons le quantile d’ordre pt = 1 − 1/t de F, c’est à dire le nombre xpt




= 1/t. Si t est grand, un tel quantile est dit quantile extrême.
Nous déﬁnissons aussi le niveau de retour comme la valeur xt telle que nous espérons









= 1 ⇔ P[Xi > xt] = 1/t avec i = 1,...,t
⇔ 1− F(xt) = 1/t (41)
où 1 représente la fonction indicatrice.
Nous remarquons que l’estimation d’un niveau de retour d’ordre t revient à l’estima-
tion d’un quantile extrême d’ordre pt = 1− 1/t.
Comme il est situé au dessus de l’observation maximale avec une probabilité qui tend
vers 1 lorsque t → ∞, on ne peut pas, comme pour l’estimation de quantiles clas-
siques, inverser tout simplement la fonction de répartition empirique.
Il faut donc, à l’aide des plus grandes observations, estimer la fonction de répartition
au-delà de l’observation maximale.
La première méthode utilise un résultat donnant l’expression de la loi asymptotique2 LA THÉORIE DES VALEURS EXTRÊMES 17
du maximum d’un échantillon. Cette loi limite est la loi des valeurs extrêmes(GEV).
Nous estimons alors le quantile extrême en inversant la fonction de répartition de la
loi des valeurs extrêmes et en estimant les paramètres de cette loi. L’estimateur de













si ξ  = 0
ˆ   − ˆ γlog[−log(pt)] si ξ = 0
(42)
où ˆ ξ, ˆ   et ˆ γ sont les estimateurs des paramètres de la loi des valeurs extrêmes Hξ






x −  
γ
  − 1
ξ
 
, ∀ξ ∈ R , ∀  ∈ R et ∀γ > 0 (43)
déﬁnie pour tout x >   − γ/ξ
La deuxième méthode, appelée méthode des excès ou P.O.T., assure que la loi des
observations qui dépassent un seuil u peut être approchée, pour u grand, par une
loi de Pareto généralisée GPD. Le quantile extrême est alors estimé en inversant la
fonction de répartition de la loi de Pareto généralisée et en estimant les paramètres de
cette loi à l’aide des observations supérieures au seuil u.
Comme déﬁni en (19),
Fu (x) =
F(u + x) − F(u)
1 − F(u)
si x ≥ 0 ⇔ Fu (x − u) = 1 −
1− F(x)
1− F(u)
si x ≥ u
⇔ F(x) = F(u) Fu (x − u) si x ≥ u
(avec F = 1− F)
sachant que




  Fu ≈ 1− Gˆ ξ,ˆ σ pour u assez grand
où Gξ,σ est la GPD déﬁnie en (20), Nu est le nombre de observations au-dessus du
seuil u et ˆ ξ et ˆ σ sont les estimateurs des paramètres de la loi GPD,
l’estimateur de F peut alors s’écrire









, ∀ ˆ ξ  = 0.
Par inversion, l’estimateur obtenu par cette méthode s’écrit sous la forme :
ˆ xGPD







 − ˆ ξ
− 1
 
, ∀ ˆ ξ  = 0 (44)2 LA THÉORIE DES VALEURS EXTRÊMES 18
2.4.2 Estimation de la période de retour
Supposons maintenant que nous disposions d’un quantile xpT et que nous dési-
rions estimer la période de retour T, associée à la probabilité d’excès au delà de xpT.
Cette période s’interprète comme une moyenne d’unités de temps séparant un évé-
nement de grandeur donnée xpT d’un second événement d’une grandeur égale ou
supérieure.
Ainsi, estimer une période de retour T d’un quantile xpT revient à estimer l’ordre de
ce quantile ˆ pT = 1− 1/  T.
Selon(42),nousestimons l’ordre ˆ pGEV













xpT− ˆ  
ˆ γ
  − 1
ˆ ξ
 






xpT− ˆ  
ˆ γ
  
si ˆ ξ = 0
(45)
∀ˆ   ∈ R et ∀ ˆ γ > 0
d’où









1 + ˆ ξ
 
xpT− ˆ  
ˆ γ
  − 1
ˆ ξ
  −1







xpT− ˆ  
ˆ γ
   −1






  ∀ ˆ ξ ∈ R (46)
∀ˆ   ∈ R et ∀ ˆ γ > 0
De même, selon (44) et (20), nous estimons la période de retour pour la loi des valeurs
extrêmes GPD par :




1− Gˆ ξ,ˆ σ
 
xpT
 , ∀ ˆ ξ ∈ R et ∀ˆ σ > 0 (47)3 APPROXIMATIONS DU NIVEAU ET DU TEMPS DE RETOUR 19
3 Approximations du niveau et du temps de retour
Il estimportant depouvoir déterminerle niveauetle temps deretour (déﬁnis dans
§2.4) liés au comportement de queue de distribution dans de nombreux domaines.
Cela permet, par exemple pour un assureur de prévoir l’occurrence des catastrophes
naturelles, pour un ﬁnancier, d’envisager les scénarios de crises boursières et pour un
gouvernement, de prévenir d’éventuelles épidémies.
La T.V.E. suppose la continuité de la loi de distribution pour estimer le niveau et le
temps de retour, elle ne semble donc pas judicieuse dans le cas de données discrètes.
Comme nous nous intéressons à des données discrètes, nous allons dans un premier
temps proposer une estimation de bornes du niveau de retour et une estimation d’un
temps de retour au lieu de les calculer exactement. Notons que la mise en place de ces
bornes utilise une méthode indépendante de la nature des données.
Soit un n-échantillon (X1,    ,Xn) de n v.a. discrètes positives i.i.d. de v.a. parente X
de fonction de répartition F.
Le problème est le suivant : quelle valeur du niveau de retour ˆ xt choisir, pour qu’au
bout de t-unités de temps, nous espérions un dépassement de ˆ xt, i.e








= 1 ⇔ P[Xi > ˆ xt] = 1/t, ∀i = 1,    ,t (48)
⇔ 1− F(ˆ xt) = 1/t (49)
Adéfaut de calculer explicitement ˆ xt, nous proposons d’aprèsGuillou etal. (2007,[7]),
une borne supérieure bt du niveau de retour tel que pour un t donné
P[Xi > bt] ≤ P[Xi > ˆ xt] = 1/t, i = 1,    ,t.
Notons que nous pouvons proposer également une borne inférieure lt du niveau de
retour tel que pour un t donné
P[Xi > ˆ xt] = 1/t ≤ P[Xi > lt], i = 1,...,t
3.1 Bornes du niveau de retour
3.1.1 Borne supérieure du niveau de retour
La méthode développée par Guillou et al. (2007, [7]) pour obtenir la borne supé-




pour x > 0, (50)
avec pour choix de fonction h : h(x) = u(x)v(F(x)) telle que u et v sont deux fonc-
tions positives et croissantes déﬁnies respectivement sur [0,+∞] et [0,1].3 APPROXIMATIONS DU NIVEAU ET DU TEMPS DE RETOUR 20
Pour un quantile ˆ xt d’ordre pt = 1 − 1/t, la fonction de survie 1 − F(ˆ xt) est égale à





avec θ(u,v) = E[u(X)v(F(X))]
d’où





:= bt (u,v), (51)
u← désignant la fonction inverse de u.
Ainsi,
ˆ xt ≤ inf{bt (u,v) : u et v fonctions croissantes positives} , (52)
et, pour un échantillon ordonné (X1,n,    ,Xn,n), nous considérons l’estimateur natu-
rel de θ (u,v) :












Rappelons alors les propriétés satisfaites par cet estimateur et l’estimateur de bt ([7]).
Proposition 4 Soit X une v.a. positive de loi F.









 ˆ θn (u,v) − θ (u,v)
 




















ˆ bt (u,v) − bt (u,v)
 
(où bt (u,v) est déﬁnie en (51)) converge en loi vers
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Proposition 5 Soit X une v.a. positive de loi F telle que F(0) = 0.
Si v(.) est une fonction positive, strictement croissante et Lipshitzienne d’ordre 1 sur [0,1]
















Sous ces conditions, nous pouvons remplacer θ (u,v) par ˆ θn (u,v) dans l’inégalité de Markov
(51) et estimer la borne supérieure du niveau de retour par







ICbt de la borne supérieure du quantile extrême bt selon
ICbt =
 











où ˆ σ est un estimateur de σ et q1−α/2 le quantile d’ordre 1 − α/2 de la loi normale
centrée et réduite.
Considérons u(x) = xα et v(x) = xβ avec α et β deux réels strictement positifs.
Dans ce cas, nous estimons ˆ θn, déﬁni en (53), et ˆ bt en (56) selon













ˆ bt (u,v) = ˆ bt (α, β) =
 








ˆ bt (α, β) : α ∈ ]0,αmax] et β ∈ ]0, βmax]
 
où αmax et βmax sont deux constantes données (choisies selon le jeu de données).
Cette valeur correspond à un ˆ αt optimum et à un ˆ βt optimum telle que
 




ˆ bt (α, β) : α ∈ ]0,αmax] et β ∈ ]0, βmax]
 
(59)3 APPROXIMATIONS DU NIVEAU ET DU TEMPS DE RETOUR 22
3.1.2 Borne inférieure du niveau de retour
De même, une borne inférieure du niveau de retour de ˆ xt a été estimée dans [7]
par ˆ l selon :
ˆ xt ≥ ˆ lt (u,w,q) := u←
 



















où u est la fonction déﬁnie dans la section précédente (positive et croissante déﬁnie
sur [0,+∞]), w est une fonction positive et décroissante déﬁnie sur [0,1] et q > 1.
Considéronsànouveauu(x) = xα etw(x) = x−ν avecα etν deuxréelsstrictement
positifs.
Dans ce cas, nous estimons ˆ lt déﬁnie en (60) selon
ˆ lt (u,w,q) = ˆ lt (α,ν,q) =
 
























ˆ lt (α,ν,q) : α ∈ ]0,αmax] , ν ∈ ]0,νmax] et q > 1
 
où αmax et νmax sont deux constantes données (choisies selon le jeu de données).
Cette valeur correspond à un ˆ α∗
t optimum, à un ˆ νt optimum et à un ˆ q optimum telle
que
(ˆ α∗
t, ˆ νt, ˆ qt) = argmax
 
ˆ lt (α,ν,q) : α ∈ ]0,αmax] , ν ∈ ]0,νmax] et q > 1
 
.(62)
3.2 Approximation du temps de retour
A défaut de calculer explicitement le temps de retour d’un quantile théorique ˆ xt
déﬁni en (49), nous proposons une démarche pour estimer ce temps de retour T en
deux étapes :3 APPROXIMATIONS DU NIVEAU ET DU TEMPS DE RETOUR 23
i- Nous utilisons les estimateurs des deux bornes (ˆ bt déﬁnie en (56) et ˆ lt déﬁnie en
(60)) pour tracer le graphe
 
t, ˆ lt, ˆ bt
 
(ﬁgure.6) avec ˆ lt ≤ ˆ xt ≤ ˆ bt pour tout t.













FIGURE 6 – Bornes du niveau de retour. L’axe des abscisses représente les valeurs de
t de 2 à 500 et l’axe des ordonnées correspond aux bornes du niveau de retour ou du
quantile. Les points rouges correspondent à la borne supérieure du niveau de retour
ˆ bt déﬁnie en (56) et les points bleus correspondent à la borne inférieure du niveau de
retour ˆ lt déﬁnie en (60) avec αmax = 5, βmax = 0.2, νmax = 4 et q = 2; ce choix de αmax,
βmax, νmax et q est obtenu après différentes étapes d’optimisation.
Remarque:nouspouvons aussireprésenterlesintervallesdeconﬁancesdesbornes
du niveau de retour (par exemple nous avons représenté l’intervalle de conﬁance de
la borne supérieure du niveau de retour pour le jeu de données Derby (ﬁgure.11)).
La valeur de ˆ lt étant constante pour tout t, nous utiliserons la borne supérieure du
niveau de retour pour estimer approximativement le temps de retour de ˆ xt.
ii- Soit une nouvelle observation xt0 à temps t0.
– Posons xt0 = ˆ bT
– Nous lisons sur le graphe précédent la valeur T correspondante, associée au
niveau de retour ou au quantile (inconnu) ˆ xT avec ˆ xT ≤ ˆ bT.
D’où
xt0 ≥ ˆ xT ⇔ ∃ δt ≥ 0 tel que xt0 = ˆ xT+δt. (63)
Nous remarquons que le temps de retour théorique (T + δt) de l’observation xt0 est3 APPROXIMATIONS DU NIVEAU ET DU TEMPS DE RETOUR 24
supérieur au temps de retour T de ˆ bT.
















où Tl, T et Tb désignent les temps de retour associées à ˆ lt, ˆ xt et ˆ bt. Ainsi, nous aurions
une idée de la qualité de l’approximation du temps de retour.
Cependant, la borne inférieure n’est pas assez ﬁne et nous donne une valeur quasi
constante au cours de temps, aussi choisissons nous désormais d’approcher le temps
de retour d’un quantile par le temps de retour de sa borne supérieure.
Nous allons utiliser ce temps de retour dans le cadre de prévision pour les appli-
cations en ﬁnance ainsi que pour la mise en place d’un système de surveillance en
épidémiologie.














 = 1 (64)
pourtoutintervalle detemps I (T)delongueur T.Nousallonsdoncconsidérer I (T) =
[t0 − T,t0] pour l’application en épidémiologie et I (T) = [t0,t0 + T] pour l’applica-
tion en ﬁnance où t0 représente le temps présent.
Il va de soi que nous aurions pu mettre en place un système de surveillance/détection
pour des applications en ﬁnance, mais nous avons souhaité illustrer la méthode en
nous intéressant à deux types de problèmes.3 APPROXIMATIONS DU NIVEAU ET DU TEMPS DE RETOUR 25
3.3 Applications
Nous allons appliquer l’approche décrite précédemment à des jeux de données de
nature discrète, de type épidémiologiques et ﬁnancières.
3.3.1 Application en épidémiologie
Nous disposons de nombreux jeux de données réelles de nature discrète, fournies
parl’InVS(Institut de Veille Sanitaire) etprovenant duCNR (Centre National de Réfé-
rence des salmonelles de l’Institut Pasteur) sur le nombre de souches revues au CNR
pour différents sérotypes de salmonelles. Nous disposons également du nombre de
cas de grippe et syndromes grippaux estimé par le réseau sentinelles (INSERM).
La transmission des salmonelles s’effectue par l’intermédiaire de volailles contami-
nées, d’oeufs et de certains autres aliments. Un type d’intoxication alimentaire est ca-
ractérisé par des douleurs abdominales, de la ﬁèvre, des nausées, des vomissements
et de la diarrhée.
Ces intoxications nécessitent parfois une intervention rapide de l’état.
Lessalmonelles présentent 1400 formes antigéniquement différentes; nous prendrons
comme exemple deux d’entres elles : la salmonelle Derby et la salmonelle Agona.
Nous traiterons aussi le cas de la grippe, caractérisée par son démarrage brutal avec
céphalées, ﬁèvre, sensation de froid, toux, mal de gorge, malaises, douleurs muscu-
laires; parfois, des risques mortels apparaissent chez les personnes âgées.
Dans de telles situations, il est recommandé d’envisager des scénarios en estimant un
niveau d’alarme permettant de signaler la présence d’une augmentation anormale du
nombre de cas.
Il sera peut-être nécessaire au préalable de transformer les séries d’observations. En
effet, parmi les cycles spéciﬁques identiﬁés par les épidémiologistes, il en existe de
particuliers liés au phénomènes climatiques.
Ces cycles sont qualiﬁés de saisonniers et pour certaines épidémies, telle la grippe,
cette saisonnalité est à prendre en considération.
De même, il peut exister une tendance pour certaines séries d’observations, dont il
faudra tenir compte.
D’une façon générale, nous pouvons schématiser le traitement des données selon :3 APPROXIMATIONS DU NIVEAU ET DU TEMPS DE RETOUR 26
FIGURE 7 – Schéma de traitement de données. Jt0 = {i : i ∈ [t0 − t   seq ± k]; t = 1,..., p}
où p correspond aunombre deséquences dans l’échantillontotal, 2k+1 représentelalongueur
du cycle (nombre de semaines considérées par cycle), t représente l’ordre du cycle (l’année t
dans les exemplestraités ici), seq représente laséquence ducycle(qui correspondà 52 semaines
si nous avons des données hebdomadaires) et t0 le temps présent.
Désormais, nous travaillerons sur les données transformées, si nécessaire.
Remarque : si nous cherchons à appliquer les méthodes existantes de la théorie des
valeurs extrêmes pour déterminer le temps de retour (décrites en §2.4.2), sans tenir
compte de la nature discrète des données (i.e. en les considérant grossièrement conti-
nues), nous remarquons en général que nous ne sommes pas en mesure de détermi-
ner la valeur exacte de l’indice de queue de distribution ξ comme nous le verrons sur
quelques exemples.
En utilisant (64) avec I (T) = [t0 − T,t0] et l’approximation du temps de retour (en
§3.2), nous pouvons chercher le temps de retour T associé à la valeur xt0, observée au3 APPROXIMATIONS DU NIVEAU ET DU TEMPS DE RETOUR 27
temps t0 en posant xt0 = ˆ bT.
Ainsi, s’il existe déjà une valeur supérieure à ˆ bT sur l’intervalle [t0 − T,t0[, une alarme
At0 sera générée en t0 tel que









Résumons la démarche suivie (en §3.2) :




2. lire ensuite sur le graphe de ˆ bt le temps de retour T de la dernière observation
xt0 tel que xt0 = ˆ bT,
3. tester la présence d’une observation xt supérieure ou égale à ˆ bT pour tout t ∈
(t0 − T,t0) et déduire At0.
Si At0 = 1, nous sonnons l’alarme.
Appliquons cette démarche à quelques exemples de jeux de données.3 APPROXIMATIONS DU NIVEAU ET DU TEMPS DE RETOUR 28
a) Salmonelle Derby
Le premier jeu de données étudié ici concerne le nombre de souches de Salmonelle
Derby reçues par le CNR. Nous cherchons à déterminer si le dernier enregistrement
du nombre de souches est anormalement élevé, aﬁn de déclencher une alarme.
La ﬁgure.8 et le tableau.1 ci-dessous introduisent et decrivent notre échantillon de 598
observations hebdomadaires du nombre de souches.



















FIGURE 8 – Diagramme en bâtons du jeu de données : Salmonelle Derby. L’axe des abscisses
représente le nombre hebdomadaire de souches et l’axe des ordonnées correspond à leur fré-
quence.
Minimum Quantile 25% Médiane Moyenne Quantile 75% Maximum
0.00 1.00 2.00 2.45 3.00 17.00
TABLE 1 – Description du jeu de données : Salmonelle Derby
Notons la présence de valeurs extrêmes, qui se situent au dessus de 5; elles repré-
sentent 5.68% du nombre total des observations.3 APPROXIMATIONS DU NIVEAU ET DU TEMPS DE RETOUR 29
Représentons dans la ﬁgure.9 la série temporelle associée.








FIGURE 9 – Le nombre hebdomadaire de souches de Salmonelle Derby. L’axe des abscisses
représente les semaines et l’axe des ordonnées correspond au nombre de contaminations.
Si nous ne tenons pas compte de la nature discrète des données et nous plaçons
dans le cadre classique de la théorie des valeurs extrêmes, nous remarquons sur la
ﬁgure.10 qu’il n’est pas possible de déterminer la valeur exacte de l’indice de queue
de distribution ξ.3 APPROXIMATIONS DU NIVEAU ET DU TEMPS DE RETOUR 30










































FIGURE 10 – Estimation de l’indice ξ de la queue de distribution de la loi GEV. L’axe des abs-
cisses représente l’indice k de ξk,n et l’axe des ordonnées correspond à l’estimateur de l’indice
de la queue de distribution ˆ ξk,n. Les courbes rose, bleue et noir correspondent respectivement
aux estimateurs ˆ ξMoment déﬁni en (35), ˆ ξUH déﬁni en (36) et ˆ ξmv obtenu par la méthode de
maximum de vraisemblance.
Il est clair ici, de par l’allure de ces courbes, que l’indice de queue est indétermi-
nable. C’estpourquoi nous utilisons dans un premier tempsl’approche décrite en §3.2
dans le but d’avoir au moins une approximation du niveau d’alarme à déclencher.
La ﬁgure.11 ci-dessous afﬁche la courbe de la borne supérieure estimée ˆ bt donnée
en (58), avec un choix de αmax = 5 et βmax = 0.2 pour ce jeu de données (obtenu après
différentes étapes d’optimisation). Pour chaque valeur de t, nous calculons via (59) les
ˆ αt et ˆ βt optimaux puis ˆ bt.
Rappelons qu’un niveau de retour d’ordre t correspond pour t grand à un quantile
extrême d’ordre 1−1/t. L’estimation de la borne supérieure du niveau de retour cor-
respond à une estimation de la borne supérieure du quantile extrême.
Par exemple, ˆ b10 est égale à 8, sur ce jeu de données. C’est une borne supérieure3 APPROXIMATIONS DU NIVEAU ET DU TEMPS DE RETOUR 31

























FIGURE 11 – Le nombre maximal de souches se Salmonelle Derby. L’axe des abscisses re-
présente les valeurs de t de 5 à 500 semaines, correspondant aussi aux ordres des quantiles
extrêmes de 80% à 99.80% et l’axe des ordonnées correspond à ˆ bt déﬁni en (58). Les deux
courbes rouges pointillées indiquent les bornes de l’intervalle de conﬁance à 95% de la borne
supérieure, déﬁni en (57). (Remarque : du fait de l’échelle,les courbes paraissent être continues
mais il s’agit en fait de points juxtaposés.)
du niveau de retour dans un intervalle de temps de 10 observations successives et du
quantile extrême d’ordre 90%. De même, ˆ b400 = 18 est une borne supérieure du quan-
tile extrême d’ordre 99.75%. Au vu de ces résultats, nous ne nous attendons donc pas
à enregistrer plus de 8 souches par semaine (respectivement 18) pendant 10 semaines
successives (respectivement 400), sinon, nous déclenchons l’alarme.
En suivant la démarche décrite dansl’introduction de §3.3.1, si nous enregistrons à
la semaine 599, 10 cas d’infections, la valeur de T correspondante, lue sur la ﬁgure.11
est égale à 35 (c’est à dire ˆ b35 = 10).
Puisque sur la ﬁgure.12 nous détectons une obsevation supérieure ou égale à 103 APPROXIMATIONS DU NIVEAU ET DU TEMPS DE RETOUR 32








FIGURE 12 – Graphe de surveillance : Salmonelle Derby. L’axe des abscisses représente l’in-
tervalle de temps [564,599[, l’axe des ordonnées correspond au nombre de contaminations et
la droite rouge représente le nombre de souches enregistrées au cours de la dernière semaine.
dans l’intervalle de temps [564,599[, de longueur 35, alors A599 = 1 et nous déclen-
chons une alarme en t0 = 599.3 APPROXIMATIONS DU NIVEAU ET DU TEMPS DE RETOUR 33
b) Salmonelle Agona
Le jeu de données étudié ici concerne le nombre de souches de Salmonelle Agona.
Nousdisposonsde683observations hebdomadairesdel’année1995à2008dunombre
de souches reçues par le CNR.
Nous voulons tester si les observations, dès la première semaine de l’année 2000, c’est
à dire de la semaine 260 à la semaine 683, présentent une alarme.
Commeprécédemment,nousutilisons ladémarchedécriteen §3.2surdessous-échantillons
tels que (Jt0)t0=260,...,683 obtenus selon la méthode schématisée en ﬁgure.7 (avec k = 3,
t = 1,...,5et seq = 52 : pour une observation àla semaine t0, le sous-échantillon asso-
cié est composé des observations des semaines (t0 − 52t − 3,...,t0 − 52t + 3)t=1,...,5)
pour mettre en évidence les différentes alarmes générées via la méthode de la borne
supérieure.
L’InVS utilise en général l’algorithme de Farrington, une méthode basée sur la pré-
diction à partir d’un modéle linéaire généralisé (GLM), connue sous le nom de la
méthode anglaise.
Représentons sur le même graphe (ﬁgure.13) les alarmes générées par les deux mé-
thodes (Farrington et la méthode de la borne supérieure) en travaillant sur les mêmes
sous-échantillons constitués en tenant compte de la saisonnalité.
La méthode de la borne supérieure est appliquée sur la série temporelle représen-
tant le nombre hebdomadaire de souches reçu par le CNR, pour la salmonelle Agona.
Entre 2000 et 2007, la méthode génère au total 50 alarmes (représentées par les tri-
angles noirs) contre 22 alarmes pour la méthode anglaise (triangles rouges).
En février et mars 2005, 15 alarmes sont générées. Elles correspondent à un nombre
anormalement élevé de souches reçues par le CNR (169 souches en 2 mois) qui a fait
l’objet, à l’époque, d’unsignalement parle CNRpour excèsde cas. Ces15 alarmescor-
respondent donc à un événement épidémiologique réel et peuvent être considérées
comme des vrais positifs. A la ﬁn de l’année 2003, les deux méthodes sont concor-
dantes en générant également 5 alarmes qui n’ont pas fait l’objet à l’époque d’un si-
gnalement spéciﬁque.
Il est à noter que la méthode de la borne supérieure génère deux fois plus d’alarmes
que la méthode anglaise (50 versus 22). La raison principale est le choix, dans la mé-
thode anglaise, de ne pas générer d’alarme si moins de 5 souches ont été reçues au
cours des 4 dernières semaines au CNR. En appliquant ce critère supplémentaire à la
méthode de la borne supérieure, 13 alarmes seraient supprimées. Sur 414 semaines,
les deux méthodes généreraient alors 20 alarmes simultanément.
Alors que la méthode anglaise génére 2 alarmes sans que la méthode de la borne su-
périeure en génére, la méthode de la borne supérieure génére 17 alarmesnon générées
par la méthode anglaise. Les deux méthodes ont une concordance globale de 95%, ce3 APPROXIMATIONS DU NIVEAU ET DU TEMPS DE RETOUR 34
qui laisse à penser que la méthode de la borne supérieure pourrait être une nouvelle
méthode à prendre en compte dans des analyses réelles réalisées par les systèmes de
surveillance en France. Le comportement de cette méthode doit être testé de manière
exploratoire en routine sur plusieurs sérotypes pour permettre de mesurer ses perfor-
mances et de décider de l’intégrer ou non dans les méthodes utilisées en routine pour
la détection d’événements inhabituels.





























































FIGURE 13 – Détectiondes alarmes générées selon la GLM et la borne supérieure du niveau de
retour. Les triangles rouges représentent les alarmes générées selon l’algorithme de Farrington
et les triangles noirs représentent les alarmes générées selon la méthode de la borne supérieure
du niveau de retour (ﬁgurant à des temps t tel que At = 1).3 APPROXIMATIONS DU NIVEAU ET DU TEMPS DE RETOUR 35
c) Grippe
Ce jeu de données est un sous-échantillon du jeu de données grippe construit se-
lon le traitement présenté dans la ﬁgure.7 (avec k = 3, t = 1,...,20 et seq = 52). Il
concerne le nombre hebdomadaire de cas de grippes et syndromes grippaux estimé
en France par le réseau sentinelles de l’INSERM (voir ﬁgure.15).
La ﬁgure.14 et le tableau.2 décrivent notre sous-échantillon de 140 observations heb-
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FIGURE 14 – Histogramme relatif au sous-échantillons du jeu de données : Grippe. L’axe des
abscisses représente le nombre d’infections, présenté par classes d’amplitude 20, et l’axe des
ordonnées correspond à leur fréquence.
Minimum Quantile 25% Médiane Moyenne Quantile 75% Maximum
129.00 337.50 465.00 561.70 734.50 1793.00
TABLE 2 – Description du sous-échantillon du jeu de données : Grippe3 APPROXIMATIONS DU NIVEAU ET DU TEMPS DE RETOUR 36
Nous notons la présence d’événements rares ou de valeurs extrêmes dans ce sous-
échantillon.Lesvaleursaudessusde1000représententunefaibleproportion de9.52%
du nombre total des observations.
Nous représentons dans la ﬁgure.15 la série temporelle associée au jeu de données
Grippe ainsi que celle extraite associée au sous-échantillon notiﬁée par une couleur
foncée.













FIGURE 15 – Le nombre d’infections hebdomadaires par la Grippe. L’axe des abscisses re-
présente les semaines et l’axe des ordonnées correspond au nombre de cas de grippes et de
syndromes grippaux. La série temporelle en noire représente le sous-échantillon décrit précé-
demment.
A nouveau, la détermination d’une valeur exacte de l’indice de queue de distribu-
tion ξ n’est pas possible (lorsque nous considérons les données grossièrement conti-
nues), aussi nous utilisons l’approximation du temps de retour de la borne supérieure
du niveau de retour pour percevoir la présence d’une alerte.
La ﬁgure.16 afﬁche la courbe de la borne supérieure estimée ˆ bt (ﬁgurant en (58)) avec
αmax = 10 et βmax = 0.3 pour ce jeu de données. Pour chaque valeur de t, nous calcu-
lons via (59) les ˆ αt et ˆ βt optimaux puis ˆ bt.3 APPROXIMATIONS DU NIVEAU ET DU TEMPS DE RETOUR 37









































FIGURE 16 – Le nombre maximal de cas de grippes. L’axe des abscisses représente les valeurs
de t, de 2 à 500 semaines et l’axe des ordonnées correspond à ˆ bt déﬁni en (58).
Nous souhaitons pour une nouvelle semaine savoir si le nombre de cas de grippes
présente une alerte.
Nous procédons comme pour le jeu de données précédent et nous calculons le temps
de retour T relatif à cet enregistrement.
Sinous enregistrons pourunenouvelle semaine1300casdegrippe etsyndromes grip-
paux, le temps de retour correspondant, lu sur la ﬁgure.16, est égal à 6 et le graphe
ci-dessus nous montre qu’il n’existe aucun dépassement dans l’intervalle de temps
[142,148[.3 APPROXIMATIONS DU NIVEAU ET DU TEMPS DE RETOUR 38






















FIGURE 17 – Graphe de surveillance. L’axe des abscisses représente l’intervalle de temps
[142,148[, l’axe des ordonnées correspond au nombre de contaminations et la droite rouge
représente le nombre de cas de grippes et syndromes grippaux enregistrés au cours de la der-
nière semaine (xt0 = 1300).
Ainsi, A149 = 0 et nous ne déclenchons donc pas d’alarme.3 APPROXIMATIONS DU NIVEAU ET DU TEMPS DE RETOUR 39
3.3.2 Application en ﬁnance/actuariat
L’assurance est une opération par laquelle une personne, l’assureur, s’engage à in-
demniser une autre personne, l’assuré, en cas de réalisation d’un risque déterminé,
moyennant le paiement préalable d’une prime ou d’une cotisation.
L’assurance occupe une place très importante dans l’économie moderne : son méca-
nisme contribue à accroître le niveau de protection de l’ensemble des individus, et sa
pratique a été rendue obligatoire dans de très nombreux domaines.
Le mécanisme de l’assurance s’appuie sur la compensation des risques : si tous les
assurés sont soumis à un risque, la probabilité de voir celui-ci se réaliser pour tous
les assurés est faible. Les victimes sont dédommagées grâce aux contributions ver-
sées par la collectivité des cotisants. L’assureur doit donc être capable de prévoir les
charges des sinistres qu’il aura à supporter du fait des risques qu’il couvre lorsqu’il
établit ses polices d’assurance.
Ces évaluations sont de grande importance pour que la compagnie d’assurance évite
la ruine et pour assurer la solvabilité de son portefeuille.
Donc,prévoirl’occurence detelleschargesdesinistresesttrèsimportantpourprendre
les précautions nécessaires.
Habituellement, ces évaluations sont effectuées grâce au calcul de probabilités réalisé
par un actuaire. La T.V.E permet, en effet, d’établir des scénarios de survenance des
charges de sinistres anormaux, ce qui permet à la compagnie d’assurance de considé-
rer ces évenements et garder sa solvabilité.
Leproblèmeestquecette méthodologie considère laloi deschargesdesinistrescomme
continue [8] et ne prend pas en considération la nature discrète des charges de si-
nistres.
Considérons le modèle simple de Cramér-Lundberg où le montant total des sinistres
à l’instant t ∈ N est donné par ∑
N(t)
k=1 Wk, où (N (t)) est un processus de Poisson d’in-
tensité λ et (Wk)k≥1 sont des v.a. i.i.d. discrètes de loi Log-discrète de paramètre α (de
fonction de répartition notée F) et indépendantes de (N (t)).
Une méthode naïve de mettre en place un système d’alarmes est de considérer des
scénarios de survenance de sinistres extrêmes, ce qui revient à estimer un temps de
retour T associé à des sinistres très élevés (dans le cas de lois n’ayant pas de queue de
distribution lourde; cf. par exemple [13]).
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ce qui signiﬁe que l’estimation de γ correspond à l’estimation du quantile extrême
pt = 1− 1
λt.
En utilisant l’approximation du temps de retour développée en §3.2 et en remarquant
que nous pouvons écrire (en utilisant les propriétés du processus de Poisson et l’in-

















nous pouvons chercher le temps de retour T associé à la valeur xt0, observée au temps
t0 en posant xt0 = ˆ bT.
Ainsi, s’il existe une valeur supérieure ou égale à ˆ bT sur l’intervalle (t0 − T,t0), on
sonne une alarme en t0.
Résumons la démarche suivie en §3.2 :




2. lire ensuite sur le graphe de ˆ bt le temps de retour T de la dernière observation
xt0 tel que xt0 = ˆ bT.
Notre jeu de données est une simulation de n-observations de charges de sinistres
(Xt)t=1,   ,n déﬁnie en (66) de paramètres α = 0.9 et λ = 1.
La ﬁgure.18 et le tableau.3 introduisent notre échantillon de 1000 observations simu-
lées et la ﬁgure.19 représente la série temporelle associée.3 APPROXIMATIONS DU NIVEAU ET DU TEMPS DE RETOUR 41














FIGURE 18 – Diagramme en bâtons du jeu de données : charges des sinistres. L’axe des abs-
cisses représente les charges des sinistres et l’axe des ordonnées correspond à leurs fréquences.
Minimum Quantile 25% Médiane Moyenne Quantile 75% Maximum
1.00 1.00 2.00 3.87 4.00 45.00
TABLE 3 – Description du jeu de données : charges des sinistres
Notons la présence de valeurs extrêmes, celles qui se situent au dessus de 8; elles re-
présentent 9.5% du nombre total des observations.
Si nous ne tenons pas compte de la nature discrète des données et nous plaçons dans
le cadre classique de la théorie des valeurs extrêmes, nous remarquons sur la ﬁgure.20
qu’il n’est pas possible de déterminer la valeur exacte de l’indice de queue de distri-
bution ξ.
Il est clair ici, de par l’allure de ces courbes, que l’indice de queue est indétermi-
nable. C’est pourquoi l’utilisation de l’approche de la borne supérieure décrite en §3.2










FIGURE 19 – Les charges de sinistres. L’axe des abscisses représente le temps de 1 à 1000 et
l’axe des ordonnées correspond aux charges de sinistres.
La ﬁgure ci-dessous afﬁche la courbe de la borne supérieure estimée ˆ bt (58) avec
αmax = 30 et βmax = 0.2 pour ce jeu de données (choix obtenu après différentes étapes
d’optimisation). Pour chaque valeur de t de 2 à 500, nous calculons via (59) les ˆ αt et ˆ βt
optimaux puis ˆ bt.3 APPROXIMATIONS DU NIVEAU ET DU TEMPS DE RETOUR 43









FIGURE 20 – Estimation de l’indice ξ de la queue de distribution de la loi GEV. L’axe des abs-
cisses représente l’indice k de ξk,n et l’axe des ordonnées correspond à l’estimateur de l’indice
de la queue de distribution ˆ ξk,n. Les courbes rose, bleue et noire correspondent respectivement
aux estimateurs ˆ ξMoment déﬁni en (35), ˆ ξUH déﬁni en (36) et ˆ ξmv obtenu par la méthode de
maximum de vraisemblance.
Pour ce jeu de données, l’actuaire ne s’attend pas à une charge de sinistres de va-
leur égale ou supérieure à 30 qu’après T = 40 (lue sur la ﬁgure.21) unités de temps
de la dernière charge de sinistres de valeur égale à 30 , c’est à dire à t = 1008 sachant
que la dernière valeur de charge de sinistres égale à 30 était enregistrée à t = 968.
Nous schématisons ce scénario dans la ﬁgure ci-dessous.3 APPROXIMATIONS DU NIVEAU ET DU TEMPS DE RETOUR 44


























FIGURE 21 – Les charges de sinistres maximales. L’axe des abscisses représente les valeurs de
t de 2 à 500 et l’axe des ordonnées correspond à ˆ bt déﬁni en (58).
Selon cette ﬁgure, la survenance d’une charge de sinistres supérieure ou égale à 30
serait probable dès l’instant t = 1009. L’actuaire devrait donc prendre en considéra-
tion cet événement et agir aﬁn d’assurer la solvabilité de la compagnie d’assurance.3 APPROXIMATIONS DU NIVEAU ET DU TEMPS DE RETOUR 45

































FIGURE 22 – Tempsde retour d’une chargede sinistresde valeur égale à30. L’axe desabscisses
représente les valeurs de t, l’axe des ordonnées la charge de sinistres correspondante et le
segment rouge le niveau de conﬁance dans un horizon de T = 40.
Une alternative pour détecter les sinistres pouvant mener à la ruine est de consi-






Aﬁn de mettre en place des scénarios de survenance de charges de sinistres extrêmes,
nous cherchons dans ce cas à estimer un temps de retour T associé à une charge de
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ce qui signiﬁe que γ = F←
X (1 − 1/t), où FX désigne la fonction de répartition FX des










Dans le cas où FX est discrète, une façon de procéder serait d’adapter la méthode de la
borne supérieure au cas conditionnel et de démontrer la convergence de l’estimateur
de la borne supérieure dans ce nouveau cadre.
3.3.3 Application en ﬁnance (marché ﬁnancier)
Le marché ﬁnancier est l’ensemble des lieux où se négocient et s’échangent des
capitaux à long terme entre divers intervenants. Dans le vocabulaire courant, l’ex-
pression est synonyme de Bourse, ensemble des espaces où se confrontent des offres
et des demandes de produits ﬁnanciers.
Lesmarchés ﬁnanciers sont surveillés parune institution qui joue le rôle de régulation
et de contrôle en veillant au bon fonctionnement des opérations. Il s’agit de la Com-
mission des Opérations de Bourse (COB), crée en 1967, organisme public indépen-
dant chargé d’assurer la transparence sur les marchés, de sanctionner les éventuelles
fraudes constatées et d’envisager des scénarios des crises boursières.
Une quantité importante caractérisant le dynamisme des prix dans les marchés ﬁnan-
ciers est le volume d’actions échangées. En effet, l’échange et la négociation massive
d’actions durant une courte période contribuent à une variation brutale de la valeur
des actions.
Estimer un temps de retour du volume d’actions échangées est donc d’une impor-
tance primordiale pour la COB.
C’est ce que nous proposons de traiter ici à partir du modèle G.D.M.(Generalized Dis-
cret Model) de Gontis ([6]) qui généralise le modèle de Kaulakys et Meskauskas ([11])
(en introduisant un AR(2) plutôt q’un AR(1) dans le modèle ci-dessous).
– Supposons que les transactions se passent aux temps tk (aléatoires), satisfaisant
le modèle :
 
tk = tk−1 + τk
τk = τk−1 + α(τk−1 − τk−2) − γ(τk−2 − ¯ τ) + ǫk
où (ǫk)k∈N : BB
 
0,σ2 
, σ2 > 0 et où α, γ << 1, ¯ τ (moyenne des τk) sont des
paramètres donnés ([6]) et τk représentent des ﬂuctuations dûes à des perturba-
tions extérieures (aléatoires).
– Nous observons le volume total V d’actions échangées sur une période de lon-
gueur N telle que N = nτ.3 APPROXIMATIONS DU NIVEAU ET DU TEMPS DE RETOUR 47
– Nous observons alors le volume (Vr)r=1,...,n d’actions échangées sur chacun des







où Nr est le nombre (aléatoire) de transactions sur l’intervalle [rτ,(r + 1)τ[ et qk
est le volume d’actions par transaction.
– Supposons, commedans[6], quelesqk peuventêtre remplacésparleurmoyenne
notée  qk , ainsi Vr = Nr  qk .
Nous allons reprendre le même jeu de données que celui de [6] et donc simuler
n-observations discrètes du volume d’actions échangées (Vt)t=1,   ,n où n = 1000,
α = 0.75, γ = 0.0007, ¯ τ = 0.01, σ = 0.00015, τ = 1 jour et  qk  = 1.
La ﬁgure.23 et le tableau.4 introduisent notre échantillon de 1000 observations simu-
lées et la ﬁgure.24 représente la série temporelle associée.3 APPROXIMATIONS DU NIVEAU ET DU TEMPS DE RETOUR 48










FIGURE 23 – Diagramme en bâtons du jeu de données : Volume d’actions échangées. L’axe
des abscisses représente le volume d’actions échangées et l’axe des ordonnées correspond à leur
fréquence.
Minimum Quantile 25% Médiane Moyenne Quantile 75% Maximum
28.00 53.00 71.00 111.60 106.00 1060.00
TABLE 4 – Description du jeu de données : Volume d’actions échangées3 APPROXIMATIONS DU NIVEAU ET DU TEMPS DE RETOUR 49


















FIGURE 24 – La série temporelle associée au volume d’actions échangées. L’axe des abscisses
représentelesjournéesboursièresetl’axedesordonnées correspondauvolumed’actions échan-
gées au jour t.
Notre objectif est de déterminer dans un premier temps un niveau de retour ou
un quantile extrême du volume d’actions échangées d’ordre très élevé en l’estimant
par la borne supérieure du niveau de retour et dans un second temps, de calculer un
temps de retour T du volume d’actions échangées de valeurs très élevées.
La ﬁgure.25 afﬁche la courbe de la borne supérieure estimée ˆ bt (58) (avec αmax = 8 et
βmax = 1 pour ce jeu de données). Pour chaque valeur de t de 5 à 500, nous calculons




suivant :3 APPROXIMATIONS DU NIVEAU ET DU TEMPS DE RETOUR 50













































FIGURE 25 – Le volume maximal d’actions échangées. L’axe des abscisses représente les va-
leursde t de5à500journéesboursières,correspondantaussi aux ordresdesquantiles extrêmes
de 80% à 99.80% et l’axe des ordonnées correspond à ˆ bt déﬁni en (58).
En suivant la démarche décrite précédemment (§3.2), nous pouvons déduire une
approximation du temps de retour T du volume d’actions échangées.
La ﬁgure.26 présente les temps de retour de certaines valeurs extrêmes du volume
d’actions échangées, lus sur la ﬁgure.25 et représentés par des segments de droite
horizontaux.3 APPROXIMATIONS DU NIVEAU ET DU TEMPS DE RETOUR 51















FIGURE 26–Tempsderetour duvolumed’actionséchangées.L’axe desabscissesreprésenteles
journées boursières t = 830,...,1000 et l’axe des ordonnées correspond au volume d’actions
échangées au jour t. Les segments de droite horizontaux représentent les intervalles de temps
[t0,t0 + T[ de longueur T, le temps de retour associé au volume d’actions échangées à t0.
Selon cette ﬁgure, un volume d’actions échangées de valeur supérieure ou égale
à x977 = 707 ne serait probable qu’après T = 25 jours (ce scénario est représenté par
le segment de droite bleu). Ainsi, si la COB enregistre un volume d’actions échangées
supérieure ou égale à x977 = 707 dans l’intervalle de temps [977,1002[, elle devrait
être en mesure d’agir et de détecter les éventuelles fraudes.
Remarque : un système de surveillance/détection de fraudes pourrait être mis en
place comme cela été traité pour les exemples d’épidémiologie.4 LA T.V.E. DANS LE CAS DE LOIS DISCRÈTES 52
4 La T.V.E. dans le cas de lois discrètes
Nous avons proposé dans la section précédente une approximation du quantile
extrême d’une distribution de loi F discrète par une borne supérieure du niveau de
retour. Cette approche peut être satisfaisante pour certaines applications, mais de-
meure approximative puisque le quantile est surestimé (étant donné qu’il est estimé
par une borne supérieure). Nous allons donc envisager une autre méthode permet-
tant de nous ramener à des variables continues aﬁn de pouvoir appliquer la T.V.E..
Cette méthode repose sur l’estimation de la densité spectrale du modèle discret (via
un périodogramme lissé), permettant ainsi de passer d’un caractère discret à un ca-
ractère continu pour les données.
Cette estimation induit l’apparition de deux paramètres, un paramètre de lissage et
d’une fenêtre spectrale (spectral window), tous deux jouant un rôle crucial dans la vi-
tesse de convergence de l’estimateur obtenu.
Après lissage par noyau, nous sommes ramemés à un cadre continu et pouvons alors
appliquer les résultats de la T.V.E obtenus dans § 2 aﬁn d’estimer le quantile extrême
et le temps de retour.
4.1 Estimation de la densité spectrale
Soit x := (x1,..., xn)
′
∈ Cn ; le produit scalaire de deux éléments u et v de C est
noté





où ¯ vi est le conjugué de vi.



















, ωj = 2πj/n, −π < ωj ≤ π
(appeléesfréquencesdeFourrier delasérie(x1,..., xn)), Dn =
 
j ∈ Z : −π < ωj = 2πj/n ≤ π
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 2 = n−1
















. (67)4 LA T.V.E. DANS LE CAS DE LOIS DISCRÈTES 53
Ainsi, le périodogramme de (Xt)t=1,   ,n relatif aux fréquences ωj = 2πj/n, ωj ∈
[−π,π] est déﬁni par
 










= ∑|k|<n ˆ γ(k)exp(−ikω) si ωj  = 0
(68)








(⋆) et X = n−1 ∑
n
t=1 Xt.
Le périodogramme est utilisé comme un estimateur de la densité spectrale déﬁnie
















/2π, mais il n’est pas convergeant.
Construisons alors un autre estimateur de la densité spectrale de type noyau, en lis-
sant le périodogramme. Cet estimateur a l’avantage d’être asymptotiquement consis-
tant (sous certaines conditions, il converge en moyenne quadratique [15]) et s’exprime
selon :




w(k/r) ˆ γ(k)exp(−ikω) (70)
où ˆ γ(k) est déﬁnie en (⋆) et w(.), appelée lag window, est une fonction paire et conti-
nue par morceaux satisfaisant les conditions suivantes :
i- w(0) = 1,
ii-|w(x)| ≤ 1 pour tout x,
iii-w(x) = 0 pour |x| > 1,
et r est le paramètre de lissage que l’on se donne.






Le paramètre r gouverne le niveau de lissage ainsi que le compromis entre biais et
variance :
– quand r tend vers 0, il n’y a pas de pénalité de lissage et le modèle fournit un
ajustement parfait : les valeurs ajustées sont les données elles-mêmes.
– quandr estgrand, l’ajustementestunlissage parfait:lesvaleursajustéestombent
le long d’une ligne droite forçant ainsi la liaison à être linéaire. Il en résulte une
faible variance mais un biais important.4 LA T.V.E. DANS LE CAS DE LOIS DISCRÈTES 54
Le paramètre r doit être compris entre ces deux cas extrêmes pour produire le niveau
désiré de lissage aﬁn d’avoir un bon ajustement du modèle avec un équilibre biais -
variance. Nous choisissons en théorie la plus faible valeur de r qui minimise l’erreur
quadratique moyenne (E.Q.M) (biais2 + variance), mais c’est difﬁcilement réalisable
([2], page 193).
En pratique, nous pouvons :
1. choisir une valeur de r selon le niveaude lissage désiré (nous testerons plusieurs
valeurs),
2. puis, choisir un type de fenêtre spectrale W parmi les modèles proposés ci-
dessous tel que l’E.Q.M de ˆ fL soit rendue minimale [10].
Exemple 1 : la fenêtre rectangulaire
Cette fenêtre a pour lag window
w =
 
1 si |x| ≤ 1,
0 sinon











1 − |x| si |x| ≤ 1,
0 sinon







Exemple 3 : la fenêtre de Daniell
La fenêtre spectrale de Daniell est déﬁnie selon
W =
 
r/2π si |ω| ≤ π/r,
0 sinon
(74)




, −1 ≤ x ≤ 1.4 LA T.V.E. DANS LE CAS DE LOIS DISCRÈTES 55
4.2 Génération des variables continues via la densité spectrale
Nous pouvons schématiser le processus de génération des variables continues via
la densité spectrale selon :
FIGURE 27 – Procédure de génération des variables continues via la densité spectrale
Désormais, nouspouvonsappliquerlesrésultatsdelaT.V.E.surl’échantillon(Yi)i=1,...,n
àn-observations (yi)i=1,...,n,méthode décrite en §2.4 pourestimerle niveauetletemps
de retour.4 LA T.V.E. DANS LE CAS DE LOIS DISCRÈTES 56
4.3 Applications
Nous allons à présent suivre la procédure introduite dans la section précédente
aux jeux de données traités dans la section §3.3.
Notons que la méthode de lissage fait apparaître des valeurs mathématiquement ac-
ceptables mais à réinterpréter en pratique.
4.3.1 Application en épidémiologie
a) Salmonelle Derby
Ce jeu de données, décrit en §3.3.1.a), concerne le nombre de souches de Salmo-
nelle Derby. Nous voulons savoir si le dernier enregistrement du nombre de souches
est anormalement élevé et tester la présence d’une alarme en t0 déﬁnie selon At0 en
(65).
Nous transformons la série d’observations (xt)t en une série continue (yt)t selon le
schéma donné en ﬁgure.27.
Nous choisissons un niveau de lissage r = 5 et nous calculons l’E.Q.M. de l’estima-
teur de la densité spectrale ˆ fL selon le type de fenêtre considéré (§4.1).
fenêtre spectrale fenêtre rectangulaire fenêtre triangulaire fenêtre de Daniell
EQM 0.005226491 0.01220235 0.02003714
TABLE 5 – L’erreur quadratique moyenne de ˆ fL.
D’après ce tableau, nous choisissons la fenêtre rectangulaire pour calculer ˆ fL et
obtenons ainsi un nouvel échantillon d’une série temporelle continue (Yt)i=t,...,598 que
nous représentons ci-dessous ainsi que la série discrète initiale (ﬁgure.28).







la série temporelle original
la série temporelle lissée
FIGURE 28 – La série temporelle lissée.L’axe des abscisses représente les semaines et l’axe des
ordonnées correspond au nombre hebdomadaire des souches.4 LA T.V.E. DANS LE CAS DE LOIS DISCRÈTES 57
L’échantillon de la série (Yt)i=t,...,598 associé au jeu de données Salmonelle Derby
est constitué de 598 observations hebdomadaires et est décrit selon :
Minimum Quantile 25% Médiane Moyenne Quantile 75% Maximum
−0.8746 1.3670 2.1710 2.4500 3.2940 13.5600
TABLE 6 – Description du jeu de données : nombre de souches de Salmonelle Derby (série
lissée)
La loi des (Yt)t étant continue, nous pouvons calculer le temps de retour selon les
deux lois GEV et GPD déﬁnies respectivement en (46) et (47).
Nous nous intéressons dans un premier temps au calcul de   TGEV.
La ﬁgure.29 afﬁche les estimateurs de queue de distribution ˆ ξMoment déﬁni en (35),
ˆ ξUH déﬁni en (36) et ˆ ξMV l’estimateur de maximum de vraisemblance.






















FIGURE 29 – Estimation de l’indice ξ de la queue de distribution de la loi GEV.L’axe des abs-
cisses représente l’indice k de ˆ ξk,n et l’axe des ordonnées correspond à l’estimateur de l’indice
de la queue de distribution. Nous pouvons conclure que ˆ ξ ≈ 0.
Ainsi, nous calculons le temps de retour   TGEV associé à l’observation lissée yt0 à
t0.
Plaçons nous au temps t0 = 599. Nous observons la valeur x599 = 10, à laquelle cor-
respond y599 = 9.165, l’observation lissée à t0. Nous obtenons alors   TGEV = 621.97 ≈
622.4 LA T.V.E. DANS LE CAS DE LOIS DISCRÈTES 58









FIGURE 30 – Graphe de surveillance du nombre de souches de Salmonelle Derby selon la
méthode GEV.L’axe des abscisses représente l’intervalle de temps [1,599[, l’axe des ordonnées
correspond au nombre de contaminations lissé et la droite rouge représente y599 = 9.165
associé au nombre original de souches x599, enregistré au cours de la dernière semaine.
Nous détectons une observation supérieure ou égale à y599 = 9.165 dans l’in-
tervalle de temps [1,599[. Ainsi, nous devrons générer une alarme en t0 = 599, ie
A599 = 1.
Reprenons le calcul du temps de retour, mais cette fois selon la loi GPD.









































FIGURE 31 – Mean Excess PLot L’axe des abscisses représente le seuil u du nombre hebdoma-
daire des souches et l’axe des ordonnées correspond à la moyenne des excès déﬁnie en (23).Les
deux courbes pointillées indiquent les bornes de l’intervalle de conﬁance à 95% de la moyenne
des excès.4 LA T.V.E. DANS LE CAS DE LOIS DISCRÈTES 59
Le graphe du Mean Excess Plot (ﬁgure.31) nous donne une approximation du seuil
u, introduit dans §2.2.1. Nous pouvons déduire qu’il est égal à 3 : c’est le seuil pour
lequel la fonction moyenne des excès change de pente.
Les estimateurs des indices de la loi GPD, obtenus par la méthode de maximum
de vraisemblance et déﬁnis en (37) et (38), sont égaux à
  ˆ ξ, ˆ σ
 
= (0.02,1.34). Ainsi,
le temps de retour de y599 = 9.165 selon la loi GPD, calculé via (47), est égal à
  TGPD = 412.13 ≈ 412.









FIGURE 32 – Graphe de surveillance du nombre de souches de Salmonelle Derby selon la
méthode GPD.L’axe des abscisses représente l’intervalle de temps [186,599[, l’axe des ordon-
nées correspond au nombre de contaminations lissé et la droite rouge représente y599 = 9.165
associé au nombre original de souches x599 enregistré au cours de la dernière semaine.
Contrairement à ce que nous avons trouvé précédemment, nous ne remarquons
aucun dépassement de la valeur y599 = 9.165 dans l’intervalle de temps [186,599[.
Ainsi, nous ne générons pas d’alarme en t0 = 599 (ie A599 = 0).4 LA T.V.E. DANS LE CAS DE LOIS DISCRÈTES 60
b) Salmonelle Agona
Reprenonslejeude donnéesdécritdans §3.3.1.b) concernant lenombre de souches
de Salmonelle Agona.
Nous voulons tester si les observations, dès la première semaine de l’année 2000, pré-
sentent une alarme.
Comme précédemment, nous transformons la série d’observations (xt)t en une série
continue (yt)t, selon la ﬁgure.27, en choisissant un niveau de lissage r = 5 et la fe-
nêtre rectangulaire pour calculer ˆ fL. Nous calculons ensuite le temps de retour selon
la loi GEV, déﬁni en (46), et mettons en évidence les différentes alarmes générées sur
les sous-échantillons obtenus selon la méthode schématisée en ﬁgure.7 (avec k = 3,
t = 1,...,5 et seq = 52).
Représentons sur le même graphe (ﬁgure.33) les alarmes générées par les trois mé-
thodes, Farrington, la méthode de la borne supérieure et la méthode GEV, en tra-
vaillant sur les mêmes sous-échantillons constitués en tenant compte de la saisonna-
lité.
La méthode GEV génère un nombre plus limité d’alarmes que la méthode de la
borne supérieure. En éliminant les alarmes qui sont produites par un nombre limité
desouches sansqu’aumoins 5souches n’aientétévues aucours des4 semainesprécé-
dentes, lesalarmesgénéréesparla méthode GEV sont similaires aux alarmesgénérées
par la méthode anglaise.
Comme pour la méthode de la borne supérieure, les nombres élevés de souches obser-
vés durant deux mois en 2005, correspondant à un réel événement épidémiologique
inhabituel, sont détectés par cette méthode.
Pour cette série temporelle, les deux méthodes ont une bonne sensibilité et ne génère
pas trop d’alarmes, rendant ainsi l’interprétation des alarmes plus aisée.4 LA T.V.E. DANS LE CAS DE LOIS DISCRÈTES 61






























































FIGURE 33 – Détection des alarmes générées selon la GLM, la GEV et la borne supérieure.
Les triangles rouges représentent les alarmes générées selon l’algorithme de Farrington, les
triangles verts représentent les alarmes générées en calculant le temps de retour selon la loi
GEV appliquée à la série lissée et les triangles bleus représentent les alarmes générées selon la
méthode de la borne supérieure obtenues en §3.3.1.b).
4.3.2 Application en ﬁnance/actuariat
Reprenons le jeu de données décrit en §3.3.2, concernant n-observations simulées
de charges de sinistres et rappelons que notre objectif est l’estimation d’un temps de
retour associé à une charge de sinistres très élévée.
Noustransformons laséried’observationsenunesériecontinue(yt)t selonlaﬁgure.34.
Nous choisissons un niveau de lissage r = 5 et nous calculons l’E.Q.M. de l’estima-
teur de la densité spectrale ˆ fL selon le type de fenêtre considéré (§4.1).
fenêtre spectrale fenêtre rectangulaire fenêtre triangulaire fenêtre de Daniell
EQM 0.005359713 0.009655344 0.02052883
TABLE 7 – L’erreur quadratique moyenne de ˆ fL.4 LA T.V.E. DANS LE CAS DE LOIS DISCRÈTES 62
D’après ce tableau, nous choisissons la fenêtre rectangulaire pour calculer ˆ fL et ob-
tenons ainsi un nouvel échantillon d’une série temporelle continue (Yt)i=t,...,1000 que
nous représentons ci-dessous ainsi que la série discrète initiale (ﬁgure.34).










la série temporelle originale
la série temporelle lissée
FIGURE 34 – La série temporelle lissée.L’axe des abscisses représente le temps de 1 à 1000 et
l’axe des ordonnées correspond aux charges de sinistres.
L’échantillon de la série lissée (Yt)i=t,...,1000 est constitué de 1000 observations de
charges de sinistres et décrit selon :
Minimum Quantile 25% Médiane Moyenne Quantile 75% Maximum
−4.447 1.464 2.940 3.887 5.341 25.710
TABLE 8 – Description du jeu de données : charges de sinistres (série lissée)
La loi des (Yt)t étant continue, nous pouvons calculer le temps de retour selon les
deux lois GEV et GPD déﬁnies respectivement en (46) et (47).
Nous nous intéressons dans un premier temps au calcul de   TGEV.
La ﬁgure.35 afﬁche les estimateurs de queue de distribution ˆ ξMoment déﬁni en (35),
ˆ ξUH déﬁni en (36) et ˆ ξMV l’estimateur de maximum de vraisemblance.4 LA T.V.E. DANS LE CAS DE LOIS DISCRÈTES 63






















FIGURE 35 – Estimation de l’indice ξ de la queue de distribution de la loi GEV.L’axe des abs-
cisses représente l’indice k de ˆ ξk,n et l’axe des ordonnées correspond à l’estimateur de l’indice
de la queue de distribution.
D’après ce graphe, nous pouvons conclure que ˆ ξ = 0.14.
Calculons alors le temps de retour   TGEV associé à l’observation lissée yt0 à t0.
Plaçons nous au temps t0 = 984. Nous observons la valeur x984 = 32 à laquelle
correspond y984 = 21.06.
Nous obtenons alors   TGEV
984 = 147.89 ≈ 148, le temps de retour associé à t0.4 LA T.V.E. DANS LE CAS DE LOIS DISCRÈTES 64












FIGURE 36 – Temps de retour d’une charge de sinistres selon la méthode GEV.L’axe des abs-
cisses représente l’intervalle de temps [950,1150[, l’axe des ordonnées correspond au charge
de sinistres lissé et le segment de droite horizontal représente l’intervalle de temps de longueur
  TGEV
984 .
Selon cette ﬁgure, la survenance d’une charge de sinistre supérieure ou égale à 32
serait probable dès l’instant t = 1132, l’actuaire devrait donc prendre en considération
cet événement et agir aﬁn d’assurer la solvabilité de la compagnie d’assurance.
Reprenons le calcul du temps de retour, mais cette fois selon la loi GPD.











FIGURE 37 – Mean Excess PLot L’axe des abscisses représente le seuil u du charge de sinistres
et l’axe des ordonnées correspond à la moyenne des excès déﬁnie en (23).4 LA T.V.E. DANS LE CAS DE LOIS DISCRÈTES 65
Le graphe du Mean Excess Plot (ﬁgure.37) nous donne une approximation du seuil
u, introduit dans §2.2.1. Nous pouvons déduire qu’il est égal à 8 : c’est le seuil pour
lequel la fonction moyenne des excès change de pente.
Les estimateurs des indices de la loi GPD, obtenus par la méthode de maximum
de vraisemblance et déﬁnis en (37) et (38), sont égaux à
  ˆ ξ, ˆ σ
 
= (0.0892,3.4289).
Ainsi, le temps de retour de y984 = 21.06 selon la loi GPD, calculé via (47), est égal à
  TGPD
984 = 221.22 ≈ 221.

















Ici, la survenance d’une charge de sinistre supérieure ou égale à 32 serait probable
dèsl’instant t = 1205,un temps qui est supérieur à celui trouvé selon la méthode GPD
(t = 1132). Notons aussi que ces deux temps sont supérieurs au temps obtenu par la
méthode de la borne supérieure développée en §3.2, égal à t = 1091.4 LA T.V.E. DANS LE CAS DE LOIS DISCRÈTES 66
4.3.3 Application en ﬁnance (marché ﬁnancier)
Ce jeu de données décrit en §3.3.3, concerne le volume Vr d’actions échangées, si-
mulé via le modèle G.D.M. de Gontis ([6]).
A nouveau, nous proposons d’estimer le temps de retour du volume d’actions échan-
gées selon les lois GEV et GPD et de le comparer avec celui obtenu par la méthode de
la borne supérieure.
Comme précédemment, nous transformons la série d’observations en une série
continue (yt)t selon la ﬁgure.39.
Nouschoisissons un niveaude lissage r = 5 et nous calculons l’E.Q.M. de l’estimateur
de la densité spectrale ˆ fL selon le type de fenêtre considéré (§4.1).
fenêtre spectrale fenêtre rectangulaire fenêtre triangulaire fenêtre de Daniell
EQM 1.330353e−05 9.528359e−06 1.74176e−05
TABLE 9 – L’erreur quadratique moyenne de ˆ fL.
L’EQM étant d’une ordre de grandeur comparable pour les différentes fenêtres,
nous choisissons la fenêtre donnant la représentation de la série lissée la plus adaptée
à l’échantillon discret, à savoir la fenêtre rectangulaire.


























la série temporelle originale
la série temporelle lissée selon :
la fenêtre rectangulaire
la fenêtre triangulaire
la fenêtre de Daniell
FIGURE 39 – La série temporelle lissée. L’axe des abscisses représente les journées boursières
t = 1,...,1000 et l’axe des ordonnées correspond au volume d’actions échangées.
L’échantillon de la série lissée (Yt)i=t,...,1000 est constitué de 1000 observations de
volume d’actions échangées;4 LA T.V.E. DANS LE CAS DE LOIS DISCRÈTES 67
Minimum Quantile 25% Médiane Moyenne Quantile 75% Maximum
−75.62 50.27 69.97 111.59 115.63 815.03
TABLE 10 – Description du jeu de données : volume d’actions échangées (série lissée)
La loi des (Yt)t étant continue, nous calculons le temps de retour selon les deux
lois GEV et GPD déﬁnies respectivement en (46) et (47).
La ﬁgure.40 afﬁche les estimateurs de queue de distribution ˆ ξMoment déﬁni en (35),
ˆ ξUH déﬁni en (36) et ˆ ξMV l’estimateur de maximum de vraisemblance.






















FIGURE 40 – Estimation de l’indice ξ de la queue de distribution de la loi GEV. L’axe des abs-
cisses représente l’indice k de ˆ ξk,n et l’axe des ordonnées correspond à l’estimateur de l’indice
de la queue de distribution.
D’après ce graphe, nous pouvons conclure que l’estimateur de la queue de distri-
bution de la loi GEV est égal à ˆ ξ = 0.52.
Nous pouvons aussi approximer le seuil u, paramètre de la loi GPD, par la valeur
u = 110 et obtenons
  ˆ ξ, ˆ σ
 
= (0.205,112.265), indices de la loi GPD estimés par la
méthode de maximum de vraisemblance.
Nous représentons ci-dessous le temps de retour de certaines observations extrêmes,
calculé selon les deux lois GEV et GPD et comparons ce temps de retour avec celui
obtenu par la méthode de la borne supérieure.4 LA T.V.E. DANS LE CAS DE LOIS DISCRÈTES 68
temps t0   TGEV   TGPD   TBS
830 58.67 50.09 42
831 59.38 50.90 33
925 22.21 16.02 35
977 24.29 17.57 20
982 17.90 12.94 8
TABLE 11 – Temps de retour   TGEV,   TGPD et   TBS désignent les temps de retour obtenus selon
la lois GEV, la loi GPD et la méthode de la borne supérieure.
Nous remarquons que le temps de retour obtenu via la méthode de la borne su-
périeure est constamment inférieur aux deux autres temps de retour calculés via la
T.V.E.
Les décideurs de la COB pourront choisir l’un des ces trois temps de retour selon leur
exigence quant au risque. En effet, les plus précautionneux préfèrent choisir le temps
de retour le plus petit car cela leur permettra de prévoir plus tôt un volume d’actions
échangées considéré comme élevé.5 CONCLUSION ET PERSPECTIVES 69
5 Conclusion et perspectives
L’objectif de cette étude était l’estimation d’un quantile extrême et d’un temps de
retour dans le cas de lois discrètes. Pour ce faire, nous avons proposé deux méthodes
originales adaptées au cas discret : la méthode de la borne supérieure du niveau de
retour et la T.V.E. après lissage des données discrètes.
Nousavons ensuite utilisé cesméthodes pourestimer un quantile extrême ainsi qu’un
temps de retour. Les résultats obtenus sont très encourageants, même si cette étude ne
fait que débuter. Nous dressons ici une liste (non exhaustive) des directions possibles
que peuvent prendre nos recherches futures.
Nous pourrions améliorer la méthode de la borne supérieure en déterminant notam-
ment une borne inférieure plus ﬁne que celle proposée en [7]. Cela permettrait d’af-
ﬁner la qualité des estimateurs du niveau et du temps de retour et d’avoir ainsi une
méthode plus opérationnelle.
De plus, comme nous avons pu en juger sur quelques applications, le choix de αmax
et βmax a une inﬂuence importante sur le comportement de la borne supérieure. Il
nous semble donc primordial de proposer une méthode permettant de choisir ces pa-
ramètres de manière optimale et automatique.
Nous avons aussi proposé une méthode empirique permettant d’utiliser les résul-
tats de la T.V.E. en transformant l’échantillon de variables aléatoires de loi discrète en
un échantillon de variables aléatoires de loi continue en procédant par un lissage de
type noyau. Cela nous a permis d’estimer le temps de retour via les deux lois GEV et
GPD. Il nous parait important à présent de tester d’autres méthodes de lissage (par
exemple la méthode des ondelettes).
De plus, nous souhaiterions établir cette étude à des variables aléatoires dépen-
dantesdans le cadre de lois discrètes et savoir quelle est la méthode la plus pertinente,
que ce soit en termes de faisabilité (en théorie) comme en termes d’applications.
Nous avons, dans l’application en épidémiologie, créé un système de surveillance
en utilisant ces deux méthodes fondées sur les statistiques des valeurs extrêmes et
avons comparé les éventuelles alarmes générées par le système de surveillance éla-
boré et celui utilisé par l’InVS.
Il serait très intéressant d’appliquer ces deux méthodes sur des données ﬁnancières
réelles et les adapter à des problématiques en ﬁnance.RÉFÉRENCES 70
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– Lois de la T.V.E.
#densité de la distribution GEV
curve(dgev(x, shape=0), lwd=3, xlim=c(-2,2), ylim=c(0,1.5),
ylab="densité", main="")
for (s in seq(-2,2,by=.1)) {
curve(dgev(x, shape=s), add=T)
}
curve(dgev(x, shape=-1), lwd=3, add=T, col=’red’)
curve(dgev(x, shape=1), lwd=3, add=T, col=’blue’)
#densité de la distribution Fréchet
curve(dfrechet(x, shape=1), lwd=3, xlim=c(-1,2), ylim=c(0,1),
ylab="", main="densité de la distribution Fréchet")
for (s in seq(.1,2,by=.1)) {
curve(dfrechet(x, shape=s), add=T)
}
curve(dfrechet(x, shape=2), lwd=3, add=T, col=’red’)
curve(dfrechet(x, shape=.5), lwd=3, add=T, col=’blue’)
#densité de la distribution (reverse) Weibull
curve(drweibull(x, shape=1), lwd=3, xlim=c(-2,1), ylim=c(0,1),
ylab="", main="densité de la distribution (reverse) Weibull ")
for (s in seq(.1,2,by=.1)) {
curve(drweibull(x, shape=s), add=T)
}
curve(drweibull(x, shape=2), lwd=3, add=T, col=’red’)
curve(drweibull(x, shape=.5), lwd=3, add=T, col=’blue’)
#densité de la distribution Gumbel
curve(dgumbel(x), lwd=3, xlim=c(-2,2), ylim=c(0,1),
ylab="", main="densité de la distribution Gumbel")
#densité de la distribution GPD
curve(dgpd(x, shape=0), lwd=3, xlim=c(-.1,2), ylim=c(0,2),
xlab="y",ylab="", main="densité de la distribution GPD")
for (s in seq(-2,2,by=.1)) {
curve(dgpd(x, shape=s), add=T)
}
curve(dgpd(x, shape=-1), lwd=3, add=T, col=’red’)
curve(dgpd(x, shape=1), lwd=3, add=T, col=’blue’)6 ANNEXE ii
– Paramètres des lois de la T.V.E (GEV et GPD)
#Mean Excess Plot
x <- sort(x)
e <- rep(NA, length(x))
for (i in seq(along=x)) {
u <- x[i]
e[i] <- mean( (x-u)[x>u] )
}




















































0.1),upper=c(amax,bmax))$value#la borne supérieure du niveau de retour

















borneinf=optimize(f = aminimiserinf , lower=c(0.1,0.1,1),upper=c(amax,cmax,
pmax), maximum = TRUE)$maximum#la borne inférieure du niveau de retour
thetachapeau=0
















vsi=bornesup-plus#vsi est la borne inférieure de l’intervalle
#de confiance de la borne supérieure à 95%
vss=bornesup+plus#vsi est la borne supérieure de l’intervalle
#de confiance de la borne supérieure à 95%
return(bornesup,borneinf,vsi,vss)
}



























W#"n_sim" v.a. i.i.d. de loi Log discret (Charge de sinistres)
– Génération de nsim v.a. i.i.d. de loi Generalized Discret Model
n_sim=1000
Vr<-matrix(data = 0, ncol= 1, nrow = n_sim)























Vr#"n_sim" v.a. i.i.d. de loi G.D.M (Volume d’actions échangées)
– Génération d’un échantillon continu par lissage de type noyau
#Lissage par noyau
r=5
k1 <- kernel("daniell", r)
k2 <- kernel("dirichlet",r,3)
k3 <- kernel("fejer",r,3)
#série lissée par :
#la fenêtre de Daniell
x1 <- kernapply(x, k1, circular = TRUE)
#la fenêtre rectangulaire
x2 <- kernapply(x, k2, circular = TRUE)
#la fenêtre triangulaire
x3 <- kernapply(x, k3, circular = TRUE)
– Génération d’un sous-échantillon en tenant compte de la saisonnalité
b<-20 #nbre d’année
freq<-52 #L’occurence du cycle :52 semaine
w<-3 #(2*w+1) représente le nbre des observations pour un cycle
k<-length(X)
S_X<-rep(0,k)
for (i in (b:1)) {





– Algorithme de surveillance
library(surveillance)
library(evd)
algo.farrington.bornesup.gev.anis=function (disProgObj, control = list(range =




k2 <- kernel("dirichlet", 5,r=3)



































if (!((control$limit54[1] >= 0) & (control$limit54[2] > 0))) {
stop("The limit54 arguments are out of bounds: cases >= 0 and
perior > 0.")
}
alarm <- matrix(data = 0, nrow = length(control$range), ncol = 3,dimnames
= list(c(1:length(control$range)),c("glm", "GEV.anis","BS.Anis")))
trend <- matrix(data = 0, nrow = length(control$range), ncol = 1)
T <- matrix(data = 0, nrow = length(control$range), ncol = 1)
upperbound <- matrix(data = 0, nrow = length(control$range), ncol = 1)
n <- control$b * (2 * control$w + 1)





for (i in control$b:1) {
wtime <- append(wtime, seq(k - freq * i - control$w, k - freq
* i + control$w, by = 1))
}
response <- NULL
for (i in (control$b:1)) {
if (control$verbose) {
cat("b=", i, "\trange=", ((k - i * freq) - control$w):
((k - i * freq) + control$w), "\n")
}
for (j in (((k - i * freq) - control$w):((k - i * freq)
+ control$w))) {
if (j < 1) {
cat("Warning: Selection index less than 1!\n")
}
else {







model <- algo.farrington.fitGLM(response, wtime, timeTrend =





p <- summary.glm(model)$coefficients["wtime", 4]
significant <- (p < 0.05)
mu0Hat <- predict.glm(model, data.frame(wtime = c(k)), type =
"response")
atLeastThreeYears <- (control$b >= 3)
noExtrapolation <- mu0Hat <= max(response)
if (!(atLeastThreeYears && significant && noExtrapolation)) {
doTrend <- FALSE
model <- algo.farrington.fitGLM(response, wtime,timeTrend =






pred <- predict.glm(model, data.frame(wtime = c(k)), dispersion
= model$phi, type = "response", se.fit = TRUE)
lu <- algo.farrington.threshold(pred, model$phi, skewness.transform
= control$powertrans, alpha = control$alpha)
if (control$plot) {
data <- data.frame(wtime = seq(min(wtime), k, length = 1000))
preds <- predict(model, data, type = "response",dispersion =
model$phi)
plot(c(wtime, k), c(response, observed[k]), ylim = range(
c(observed[data$wtime],lu)), , xlab = "time", ylab = "No. infected"
, main = paste("Prediction at time t=", k, " with b=", control$b,
",w=", control$w, sep = ""), pch = c(rep(1,length(wtime)), 16))
lines(data$wtime, preds, col = 1, pch = 2)
lines(rep(k, 2), lu, col = 3, lty = 2)
}6 ANNEXE x
enoughCases <- (sum(observed[(k - control$limit54[2] +1):k])
>= control$limit54[1])
X1 <- ifelse(enoughCases, (observed[k] - pred$fit)/(max(lu) -
pred$fit), 0)
alarm[(k - min(control$range) + 1),1] <- (X1 > 1)
response2 <- NULL
for (i in (control$b:1)) {
if (control$verbose) {
cat("b=", i, "\trange=", ((k - i * freq) - control$w)
:((k - i * freq) + control$w), "\n")
}
for (j in (((k - i * freq) - control$w):((k - i * freq)
+ control$w))) {
if (j < 1) {
cat("Warning: Selection index less than 1!\n")
}
else {

















alarm[(k - min(control$range) + 1),2]<- 1
}
if(max(response)<observed2[k]){6 ANNEXE xi
alarm[(k - min(control$range) + 1),2]<- 1
}
if(T[k]<10){alarm[(k - min(control$range) + 1),2]<- 0}
else{
for (i in (((length(response2))-T[k]+1):length(response2))){
if (response2[i]>=observed2[k]){











































alarm[(k - min(control$range) + 1),3]<- 1
}
if(T==0){alarm[(k - min(control$range) + 1),3]<- 0}
else{
for (i in (((length(response))-T+1):length(response))){
if (response[i]>=observed[k]){





control$name <- paste("farrington(", control$w, ",", 0,
",", control$b, ")", sep = "")
control$data <- paste(deparse(substitute(disProgObj)))
result <- list(alarm = alarm, T=T,observed2=observed2,upperbound




– Graphe de surveillance
#x<-algo.farrington.bornesup.gev.anis("data",...)
plot.GLM.BS.GEV=function (x, method = x$control$name, disease = x$control$data,
domany = FALSE, ylim = NULL, xaxis.years = TRUE, startyear = 2001,6 ANNEXE xiii
firstweek = 1, xlab = "time", ylab = "No. infected", main = NULL,
type = "hhs", lty = c(1, 1, 2), col = c(1, 1, 4, 3), outbreak.symbol =
list(pch = 3,col = 3), alarm.symbol.GLM = list(pch = 24, col = 2),
alarm.symbol.ANIS = list(pch = 24, col = 4) ,alarm.symbol.ANIS.GEV =
list(pch = 24, col = 3),legend.opts = list(x = "top",
legend = c("Infected", "Alarm.GLM","Alarm.GEV", "Alarm.BorneSup"),
lty = NULL, col = NULL, pch = NULL), ...)
{
if (is.null(main))
main = paste("Détection d’alarme en utilisant la GLM, la borne







observedxl <- (1:length(observed)) - tab
observedxr <- (1:length(observed)) + tab
upperboundx <- (1:length(survResObj$upperbound))
max <- max(max(observed), max(survResObj$upperbound))
if (is.null(ylim)) {
max <- max(max(observed), max(survResObj$upperbound))





if (ylim[1] >= 0)
ylim[1] <- -1/20 * max
xstuff <- cbind(observedxl, observedxr, upperboundx)
ystuff <- cbind(observed, observed, survResObj$upperbound)
matplot(x = xstuff, y = ystuff, xlab = xlab, ylab = ylab,
main = main, ylim = ylim, axes = !(xaxis.years), type = type,
lty = lty, col = col, ...)
for (i in 1:length(observed)) {
matlines(c(i - tab, i + tab), c(observed[i], observed[i]),
col = col[1])
if (survResObj$alarm[i,1] == 1)
matpoints(i, -1/15 * max, pch = alarm.symbol.GLM$pch,6 ANNEXE xiv
col = alarm.symbol.GLM$col)
if (survResObj$alarm[i,2] == 1)
matpoints(i, -1/25 * max, pch = alarm.symbol.ANIS.GEV$pch,
col = alarm.symbol.ANIS.GEV$col)
if (survResObj$alarm[i,3] == 1)
matpoints(i, -1/45 * max, pch = alarm.symbol.ANIS$pch,
col = alarm.symbol.ANIS$col)
if (state[i] == 1)
matpoints(i, -1/20 * max, pch = outbreak.symbol$pch,
col = outbreak.symbol$col)
}






myat.week <- seq(ceiling((52 - firstweek + 1)/13) * 13 +
1, length(observed) + (floor((52 - firstweek + 1)/13) *
13 + 1), by = 13)
year <- (myat.week - 52)%/%52 + startyear
quarterFunc <- function(i) {
switch(i + 1, "I", "II", "III", "IV")
}
quarter <- sapply((myat.week - 1)%/%13%%4, quarterFunc)
myat.week <- myat.week - (52 - firstweek + 1)
mylabels.week <- paste(year, "\n\n", quarter, sep = "")




if (!is.null(legend.opts) && (class(legend.opts) == "list")) {
if (is.null(legend.opts$lty))
legend.opts$lty = c(1, NA, NA,NA)
if (is.null(legend.opts$col))
legend.opts$col = c(1, alarm.symbol.GLM$col ,
alarm.symbol.ANIS.GEV$col, alarm.symbol.ANIS$col)
if (is.null(legend.opts$pch))
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