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Abstract
An analysis of the structure and singularities of the one loop two point function
of the higher spin traceless and conserved currents constructed from the single
scalar field in AdS space is presented. The detailed renormalization procedure is
constructed and the quantum violation of the traceless Ward identity is investi-
gated. The connection with the one loop effective action for higher spin gauge
fields is discussed.
∗On leave from Yerevan Physics Institute
1 Introduction
The increasing interest in the complicated problem of quantization and interac-
tion of the higher spin gauge theories in AdS space [1, 2] is connected with the
AdS4/CFT3 correspondence of the critical O(N) sigma model and four dimen-
sional higher spin gauge theory in anti de Sitter space (HS(4)) proposed in [3].
This special case of general AdS/CFT correspondence can be used for direct re-
construction of the unknown bulk interaction from the well developed boundary
theory [4, 5]. This unique case is interesting also in view of the properties of
the renormalization group flow from the free field unstable point of the boundary
O(N) vector model with the stable critical interacting conformal point in the
large -N limit by the deformation with the double trace marginal operator. This
flow should correspond to the quantum behaviour on the bulk side of the same
higher spin theory (HS(4)) and different boundary conditions for the quantized
scalar field [6]. Note that in the second and nontrivial conformal point of the
d = 3 sigma model all higher spin currents except the energy-momentum tensor
(spin two) are conserved only in the large N limit and their divergence is of first
order in 1
N
. On the bulk side this must correspond to a certain mass generation
mechanism on the one loop level (again order of 1
N
) of the interacting HS(4)
gauge theory. This mass generation mechanism was considered in our previous
articles [7, 8]. In this article we want to consider the bulk mirror of the insta-
bility of the free field conformal point of the boundary theory. The main idea is
the following: Because any interaction pulls the free theory out of the conformal
point with an infinite number of the higher even spin conserved traceless cur-
rents (corresponding to the traceless higher spin gauge fields on the bulk) any
one loop self energy graph constructed using any possible (self)interaction of the
corresponding gauge higher spin field on the bulk should violate tracelessness of
the latter. Here we will investigate only the simplest possible minimal gauge field
times current interaction of the HS field with the bulk scalar field constructed in
[9] and consider the behaviour of the short distance singularities in the coordinate
space of the corresponding one loop two point function of the conserved currents
responsible for the renormalization of the propagator of the HS gauge fields. We
prove that correct regularization and renormalization leads to the violation of
the traceless Ward identities when we maintain the quantum level conservation
Ward identities (quantum gauge invariance). We call this phenomenon Higher
spin trace anomaly due to the analogy with the conformal trace anomaly of the
energy momentum tensor which is the spin equal two case of our general spin
consideration.
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2 Conserved current in AdS
Using our notation of the previous papers [8, 9, 10] we consider the minimal
interaction of the conformal higher spin field with the conserved traceless current
constructed from the conformally coupled scalar in AdS4 space
†.
h(ℓ)
σ
σ
= S
(ℓ)conf
int =
1
ℓ
∫
d4x
√
gh(ℓ)µ1...µℓJ
(ℓ)
µ1...µℓ .
Here h(ℓ) is the spin ℓ gauge field and J (ℓ)(a; z) = J
(ℓ)
µ1...µℓa
µ1 . . . aµℓ the con-
served traceless current constructed from the conformally coupled scalar σ(z) [9]
in D = d+ 1 dimensional AdS space
J (ℓ)(z; a) =
1
2
ℓ∑
p=0
Ap (a∇)ℓ−p σ(z) (a∇)p σ(z)
+
a2
2
ℓ−1∑
p=1
Bp (a∇)ℓ−p−1∇µσ(z) (a∇)p−1∇µσ(z) (1)
+
a2
2L2
ℓ−1∑
p=1
Cp (a∇)ℓ−p−1 σ(z) (a∇)p−1 σ(z) +O(a4) +O( 1
L4
) ,
where Ap = Aℓ−p, Bp = Bℓ−p, Cp = Cℓ−p and A0 = 1. The tracelessness condition
✷aJ
(ℓ)(z; a) =
∂2
∂aµ∂aµ
J (ℓ)(z; a) = 0 , (2)
†We will use Euclidian AdSd+1 with conformal flat metric, curvature and covariant deriva-
tives satisfying
ds2 = gµν(z)dz
µdzν =
L2
(z0)2
δµνdz
µdzν ,
√
g =
Ld+1
(z0)d+1
,
[∇µ, ∇ν ]V ρλ = R σµνλ V ρσ −R ρµνσ V σλ ,
R
ρ
µνλ = −
1
(z0)2
(
δµλδ
ρ
ν − δνλδρµ
)
= − 1
L2
(
gµλ(z)δ
ρ
ν − gνλ(z)δρµ
)
,
Rµν = − d
(z0)2
δµν = − d
L2
gµν(z) , R = −d(d+ 1)
L2
.
For shortening the notation and calculation we contract all rank ℓ symmetric tensors with the
ℓ-fold tensor product of a vector aµ.
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fixes relations between Bp, Cp and Ap in the following way [11]
Bp = − p(ℓ− p)
(D + 2ℓ− 4)Ap, (3)
Cp =
−1
2(D + 2ℓ− 4) [st(p+ 1, ℓ, D)Ap+1 + st(ℓ− p+ 1, ℓ, D)Ap−1] , (4)
st(p, ℓ,D) =
1
4
p(p− 1)D(D − 2) + 1
3
p(p− 1)(p− 2)(ℓ+ 2D − 5) . (5)
The unknown Ap can be fixed using the conservation condition for the current
∇ · ∂aJ (ℓ)(z; a) = ∇µ ∂
∂aµ
J (ℓ)(z; a) = 0. (6)
This leads to a recursion relation with the same solution for the Ap coefficients
[12] as in the flat D = d+ 1 dimensional case
Ap = (−1)p
(
ℓ
p
)(
ℓ+D−4
p+D
2
−2
)
(
ℓ+D−4
D
2
−2
) . (7)
For the important case D = 4 this formula simplifies to
Ap = (−1)p
(
ℓ
p
)2
. (8)
The result of our previous consideration [11] was the following: the curvature
corrections do not change flat space tracelessness and conservation conditions
between leading coefficients and therefore the solution (7) remains valid. So we
can concentrate in the future only on the first part of our currents described by
the first set of coefficients (8)(A terms) in four dimensional AdS space
J (ℓ)(z; a) =
1
2
ℓ∑
p=0
Ap (a∇)ℓ−p σ(z) (a∇)p σ(z) + B&C terms (9)
knowing for sure that all trace (B-) and curvature (C-) terms are not essential
for quantum dynamics considered here and could be restored from kinematical
considerations and commutation relations of covariant derivatives in AdS space.
In the center of our interest here we will put the following self-energy one loop
diagram constructed from the A term of our interaction current in coordinate
space
h(ℓ) h(ℓ)
σ
σ
4
This diagram is connected to the two point function of the currents in the
standard way∫
z1
∫
z2
h(ℓ)(z1; a)
←−
∂a · −→∂a < J (ℓ)(z1; a)J (ℓ)(z2; c) >←−∂c · −→∂ch(ℓ)(z2; c). (10)
The quantum one loop behaviour, singularity and renormalization of this two
point function will be explored in the next sections.
3 Loop function and Ward identity
For the calculation of the one loop two point function
Π(ℓ)(z1; a|z2; c) :=< J (ℓ)(z1; a)J (ℓ)(z2; c) > (11)
we have to insert corresponding A terms of currents (1) in (11) and apply just
Wick’s theorem. The propagator of the scalar field in AdS4 quantized with a
boundary condition corresponding to the free conformal point of the boundary
O(N) model is‡
< σ(z1)σ(z2) >=
1
8π2
(
1
ζ − 1 +
1
ζ + 1
)
, (12)
where
ζ =
(z01)
2 + (z02)
2 + (~z1 − ~z2)2
2z01z
0
2
(13)
and ζ − 1 is the invariant geodesic distance in AdS. Due to this property our
correlation function depends only on the AdS invariant geodesic distance and it’s
derivatives exactly as in the case of the higher spin propagator described in our
previous article [10]. The general rule for working with such objects is analyzed in
detail in the same article. The main point is the following. The tensorial structure
of any two point function in AdS space can be described using a general basis of
the independent bitensors [13], [14], [15], [16]
I1(a, c) := (a∂)1(c∂)2ζ(z1, z2), (14)
I2(a, c) := (a∂)1ζ(z1, z2)(c∂)2ζ(z1, z2), (15)
I3(a, c) := a
2
1I
2
2c + c
2
2I
2
1a, (16)
I4 := a
2
1c
2
2, (17)
I1a := (a∂)1ζ(z1, z2) , I2c := (c∂)2ζ(z1, z2), (18)
(a∂)1 = a
µ ∂
∂zµ1
, (c∂)2 = c
µ ∂
∂zµ2
, (19)
a21 = gµν(z1)a
µaν , c22 = gµν(z2)c
µcν . (20)
‡From now on we put L = 1.
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In this case this basis should appear automatically after contractions of scalars
and action of the vertex derivatives. In general we have to get an expansion with
all four basis elements
Πℓ(z1; a|z2; c) = Ψℓ[F ] +
∑
n,m; 0<2(n+m)<ℓ
In3 I
m
4 Ψ
ℓ−2(n+m)[G(n,m)]. (21)
Here we introduce a special map from the set {Fk(ζ)}ℓk=0 of the ℓ + 1 functions
of ζ to the space of ℓ× ℓ bitensors
Ψℓ[F ] =
ℓ∑
k=0
Iℓ−k1 (a, c)I
k
2 (a, c)Fk(ζ). (22)
But because for the analysis of short distance singularities (ζ → 1) only the A
terms of currents are important for us, we will restrict our consideration on the
first part of (21) connected with the I1, I2 bitensors calling all monomials corre-
sponding to I3 and I4 in the above sum and the corresponding sets of functions
{G(n,m)k }ℓ−2(n+m)k=0 the ”trace terms”
Πℓ(z1; a|z2; c) = Ψℓ[F ] + trace terms. (23)
So all our calculations will be with exception of O(a2) and O(c2) terms. These
trace terms in principle can be analyzed using the computer program [17]. All
important relations for the calculations to be performed below can be found in
[10] and listed in Appendix A of this article. In the main text we will only present
the so called general multigradient map for the scalar function of ζ
(c · ∇)q2(a · ∇)p1F (ζ) =
q∑
n=0
p!
(
q
n
)
(p− q + n)!F
(p+q)(ζ)Iq−n1 I
p−q+n
1a I
n
2c + traces, (24)
F (k)(ζ) :=
∂k
∂ζk
F (ζ) , p ≥ q. (25)
Now we are ready to calculate the correlation function (11). Substituting
(9) in (11) and using (12), (8) and (24) after some manipulations we obtain the
6
following formula for our two point function
Πℓ(z1; a|z2; c) = 1
27π4
ℓ∑
k=0
Iℓ−k1 I
k
2R
ℓ
k(ζ) + traces, (26)
Rℓk(ζ) =
ℓ+k∑
r=0
Qℓk,r
{
Φsingk (ζ) + Φ
mixed
r,k (ζ) + Φ
reg
k (ζ)
}
, (27)
Qℓk,r =
(−1)ℓ+k(ℓ!)2(ℓ+ k)!
(k!)2(ℓ− k)!
r∑
p,q=r−k
(−1)p+q(ℓ
p
)(
ℓ
q
)(
k
r−p
)(
k
r−q
)(
ℓ−k
p+q−r
)
(
l+k
r
) , (28)
Φsingk (ζ) =
1
(ζ − 1)ℓ+k+2 , (29)
Φregk (ζ) =
1
(ζ + 1)ℓ+k+2
, (30)
Φmixedk,r (ζ) =
2
(ζ − 1)r+1(ζ + 1)ℓ+k−r+1 ;
(
Qℓk,r = Q
ℓ
k,ℓ+k−r
)
, (31)
where in (27) we separated the singular, regular and mixed parts in view of their
short distance behaviour at ζ → 1.
For the investigation of the short distance singularities at ζ → 1 we have to
take into account the following:
• I1(a, c; ζ)→ (a·c)(z01)2 if ζ → 1 .
• I2(a, c; ζ)→ 0 but I2(a,c;ζ)ζ−1 is finite when ζ → 1 .
• Singularities start from (ζ − 1)−2 because in D = 4 √gd4z behaves as
(ζ2 − 1)dζ (will be shown in Appendix A).
The next important point is the singular part of the mixed terms coming from
(31). These terms are expanded as
Ψ
(ℓ)mixed
sing := Ψ
(ℓ)[F
(ℓ)
sing], (32)
F
(ℓ)
k,sing =
1
27π4
ℓ+1∑
m=2
a
(ℓ)
k,m(ζ − 1)−m−k, (33)
a
(ℓ)
k,m = 2
−ℓ−1+m
ℓ+1−m∑
r=0
(−1)ℓ+1−m−r
(
ℓ+ 1−m
r
)
Qℓk,r. (34)
In Appendix B we prove that the bitensor (32) formed by the singular mixed
part can be expressed as a bigradient of a spin ℓ− 1 bitensor
Ψ
(ℓ)mixed
sing [F
(ℓ)
sing] = (a · ∇1)(c · ∇2)Ψ(ℓ−1)[G], (35)
7
formed by the set of functions G
(ℓ−1)
k (ζ). Moreover this procedure can be contin-
ued recursively in ℓ if we separate the singular part of Ψ(ℓ−1)[G] and express the
latter as a gradient term. The final formula is
Ψ
(ℓ)mixed
sing =
ℓ∑
n=1
[(a · ∇1)(c · ∇2)]n
ℓ−n∑
k=0
Iℓ−n−k1 I
k
2 b
(ℓ−n)
k,n (ζ − 1)−k−1. (36)
Both (35) and (36) are derived in Appendix B. By (36) the singular part of
Ψ(ℓ)mixed is expressed as a sum of powers of bigradients applied to regular (inte-
grable) functions. The whole expression (36) is therefore a well-defined distribu-
tion and does not need any regularization if we apply extracted derivatives on
nonsingular external higher spin gauge fields in the effective action. This allows
us to concentrate on the main singular part of the correlation function (26)
Πℓ(a, c; ζ) =
1
27π4
ℓ∑
k=0
Iℓ−k1 I
k
2
(ζ − 1)ℓ+k+2
ℓ+k∑
r=0
Qℓk,r, (37)
which can not be presented in such a form (35), (36).
The crucial point here is the possibility to sum the coefficients Qℓk,r because
the main singularity (29) does not depend on the index r. Indeed we can observe
the following important identity
ℓ+k∑
r=0
Qℓk,r = (−1)ℓ+k(2ℓ)!
(
ℓ
k
)
, (38)
or explicitly
(ℓ+ k)!
(k!)2(ℓ− k)!
ℓ+k∑
r=0
r∑
p,q=r−k
(−1)p+q(ℓ
p
)(
ℓ
q
)(
k
r−p
)(
k
r−q
)(
ℓ−k
p+q−r
)
(
l+k
r
) = (2ℓ
ℓ
)(
ℓ
k
)
. (39)
Unfortunately we have no analytic proof of identity (39) but we are absolutely
sure that it is right because we have checked this strange identity for many
possible numbers ℓ and k with a computer program (Mathematica 5). Thus
using (38) we can immediately sum (37) and obtain the following nice relation
Πℓ(a, c; ζ) =
(−1)ℓ(2ℓ)!
27π4
(
I1 − I2
ζ − 1
)ℓ
1
(ζ − 1)ℓ+2 . (40)
The beauty of the expression (40) is the following: This main singular part
of our loop function is satisfying the naive Ward identities following from the
conservation and tracelessness conditions of our currents (2),(6) directly without
contribution of the corresponding partner trace terms described by the expansion
in the other two bitensors I3, I4
✷aΠ
ℓ(a, c; ζ) = (∇ · ∂a)Πℓ(a, c; ζ) = 0. (41)
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Here Πℓ is considered as analytic function on ζ . In the next section we will
introduce a correct regularization and renormalization of (40) and investigate
the quantum violation of the tracelessness condition.
4 Extraction of singularities and renormaliza-
tion
Now we introduce the correct regularization for extracting the singularities from
(40). For convenience we can use instead of ζ as equivalent invariant variable -
the chordal distance
u = ζ − 1 = (z1 − z2)
2
2z01z
0
2
. (42)
For this variable the singularity is located at u→ 0. Then expanding again (40)
in the form
Πℓ(a, c; u) =
(−1)ℓ(2ℓ)!
23(4π)4
ℓ∑
k=0
Iℓ−k1 I
k
2F
B
k (u), (43)
FBk (u) = (−1)k
(
ℓ
k
)
1
uℓ+k+2
, (44)
we realize that the main task is the extraction of the singularities from the bare
distributions FBk ∼ u−n, n ∈ N. This can be done by shifting the integer n by
some infinitesimal amount ǫ i.e. uǫ−n. Considering some smooth test function
f(u), u ∈ R+ and using a Laplace transformation (f(u) = ∫∞
0
dse−usfˆ(s)) we can
write ∫ ∞
0
f(u)
un−ǫ
du =
∫ ∞
0
dsfˆ(s)sn−ǫ−1Γ(ǫ− n+ 1) (45)
=
∂n−1
∂un−1
f(u)|u=0
(
1
ǫ(n− 1)! + reg. part
)
. (46)
So we see that the singular part of our distribution is the n− 1 order derivative
of the delta function [
1
un−ǫ
]
sing
=
1
ǫ
(−1)n−1
(n− 1)! δ
(n−1)(u). (47)
The next step is to connect this ǫ shifting with some gauge invariant scheme
such as dimensional regularization for our bare correlator formed by the set of
distributions (44) and the Ward identities (41). Finally we will preserve the Ward
identity of current conservation necessary for gauge invariance and extract the
violation of tracelessness for this case.
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For doing this note that the set FBk satisfies the conservation and tracelessness
conditions for d = 3 (D = 4) if we understand them as analytic functions of u.
Using (A.28) and (A.30) for d = 3 we can see that
(DivℓF
B)d=3k = 0, (TrℓF
B)d=3k = 0. (48)
On the other hand it is easy to see that we can satisfy Ward identities for general
d if we regularize the bare distributions in the following way
FRk = (−1)k
(
ℓ
k
)
1
uℓ+k+d−1
, (49)
which depends analytically on d with a pole at d = 3. Actually we need to
check only the conservation condition (A.28) because tracelessness (A.30) does
not include derivatives and dimension. Indeed
(DivℓF
R)k = (ℓ− k)(u+ 1)∂uFRk + (k + 1)u(u+ 2)∂uFRk+1
+(ℓ− k)(ℓ+ d+ k)FRk + (k + 1)(ℓ+ d+ k + 1)(u+ 1)FRk+1 = 0, (50)
(TrℓF
R)k = (ℓ− k)(ℓ− k − 1)FRk + 2(k + 1)(ℓ− k − 1)(u+ 1)FRk+1
+(k + 2)(k + 1)u(u+ 2)FRk+2 = 0, (51)
hold analytically in d. So we can just put in (50),(51) d = 3− ǫ and say that we
constructed the regularized Ward identities.
Then the procedure is more or less standard. We can split (49) for d = 3− ǫ
in a singular and renormalized parts using (47)
FRk (u) =
(
ℓ
k
)(
1
ǫ
(−1)ℓ+1
(ℓ+ k + 1)!
δ(ℓ+k+1)(u) + fk(u)
)
+ FRenk (u), (52)
where we included also a set of finite distributions fk(u) (without ǫ pole) to
describe the finite renormalization freedom. Analyzing (52) we can say that our
singular part corresponds to the local counterterms of the effective action because
each is proportional to a derivative of the delta function. On the other side the
renormalized correlation function formed by FRenk (u) will on the quantum level
get the same trace as a subtracted singular part but with opposite sign because the
regularized expression is traceless and conserved. So we can insert the subtraction
parts
F Sk (u) =
(
ℓ
k
)(
1
ǫ
(−1)ℓ+1
(ℓ+ k + 1)!
δ(ℓ+k+1)(u) + fk(u)
)
(53)
in the regularized current conservation Ward identity (50) for d = 3 − ǫ and
obtain equations for the set of fk(u) after sending ǫ → 0 . Using the relation
uδ(n)(u) = −nδ(n−1)(u) we obtain
(u+ 1)f ′k + u(u+ 2)f
′
k+1 + (ℓ+ 3 + k)fk + (ℓ+ 4 + k)(u+ 1)fk+1
= (−1)ℓ+1 δ
(ℓ+k+2)
(ℓ+ k + 2)!
, k = 0, 1, . . . ℓ− 1. (54)
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For finding a solution we introduce a suitable ansatz
fk(u) =
k+1∑
p=0
gpk
δ(ℓ+k+1−p)(u)
(ℓ+ k + 1− p)! . (55)
Substituting (55) in (54) we obtain the following recursion equations for the
unknown coefficients gpk
g0k+1 − g0k = −
1
ℓ + k + 2
, (56)
gp+1k+1
(ℓ+ k + 1− 2p)p+1 −
gp+1k
(ℓ+ k − 2p)p+1
= − p+ 1
(ℓ + k − 2p)p+2
(
gpk+1 − gpk
)
, p = 1, 2, . . . k, (57)
gk+1k+1 − gk+1k = 0. (58)
Now note that the following nontrivial expression solves the recursion (57) with
initial condition (56) (see the proof in Appendix C)
gpk =
(−1)p(p− 1)!
2p(ℓ+ k + 2− p)p
+
[p/2]∑
n=0
n!
2n
(
p
n
)(
p− n
n
)
(ℓ+ k − 2(p− n− 1))p−2n∆p−n, (59)
where ∆1, . . .∆ℓ is a set of ℓ unknown constants. Substituting this solution in the
so-called cutting conditions (58) we obtain ℓ linear equations for the unknown
constants ∆n in triangular form
(−1)k
(ℓ+ k + 2)!
+
[k/2]∑
n=0
2k+1−n∆k+1−n
n!
(
ℓ
k − 2n
)
= 0. (60)
So we prove that there is a consistent solution for the equations (54) and we
manage that the singular part of the correlation function with an appropriate
choice of the finite part fk does not violate the gauge Ward identity. Of course this
solution violates tracelessness of the loop function due to the existence of the finite
part and we can say that we observed a higher spin version of the trace anomaly.
The important point is the following: Even after the violation of tracelessness our
theory is still in the framework of Fronsdal’s [1] gauge invariance for massless but
only double traceless gauge fields. In this formulation the conservation condition
for the currents with the nonzero trace looks like
∇µ ∂
∂aµ
J (ℓ)(a; z) = O(a2). (61)
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This corresponds to the usual conservation for the part of the currents expanded
in I1, I2 bitensors which we actually checked here. Finally note that because the
initial conditions (56) include only the difference between pairs of neighboring
variables g0k we have as one degree of freedom an arbitrary g
0
0. This we can
interpret as an arbitrary renormalization point.
5 Renormalization and RG equations
Now we return to (52)
FRk (u) =
(
ℓ
k
)(
1
ǫ
(−1)ℓ+1
(ℓ+ k + 1)!
δ(ℓ+k+1)(u) + fk(u)
)
+ FRenk (u), (62)
where the finite renormalization part is (55)
fk(u) =
k+1∑
p=0
gpk
δ(ℓ+k+1−p)(u)
(ℓ+ k + 1− p)! . (63)
The set of unknown constants gpk we can find from the system of equations (56)-
(58).
We note that because the initial conditions (56) include only the difference
between pairs of neighboring variables g0k we have as one degree of freedom an
arbitrary g00 = (−1)ℓ+1µ. The parameter µ we can interpret as an arbitrary
renormalization point. The important point here is the following: Equation (56)
leads to the special dependence of all the g0k from µ
g0k = (−1)ℓ+1µ+ g˜0k, g˜00 = 0 (64)
fk(u) = (−1)ℓ+1µ δ
(ℓ+k+1)(u)
(ℓ+ k + 1)!
+
k+1∑
p=1
g˜pk
δ(ℓ+k+1−p)(u)
(ℓ+ k + 1− p)! (65)
So we obtain the following dependence of the renormalized and singular parts on
µ
FRk (u) =
(
ℓ
k
)([
1
ǫ
+ µ
]
(−1)ℓ+1
(ℓ+ k + 1)!
δ(ℓ+k+1)(u) + f˜k(u; g˜
p
k)
)
+ FRenk (u, µ), (66)
Then in a standard way we can derive the RG equations from the µ independence
of the regularized set d
dµ
FRk (u) = 0
d
dµ
FRenk (u, µ) =
(
ℓ
k
)
(−1)ℓ
(ℓ+ k + 1)!
δ(ℓ+k+1)(u) (67)
Using this and our integration procedure from the next section we can express
the RG equations by the effective action
12
6 Singular parts of the effective action and in-
tegration
The singular part of the two point function of the higher spin currents in AdSd+1
space can be expressed in the following form
K(a, c; z1, z2) =
ℓ∑
k=0
Iℓ−k1 (a, c)I
k
2 (a, c)F
S
k (u;µ) (68)
F Sk (u;µ) =
(
ℓ
k
)([
1
ǫ
+ µ
]
(−1)ℓ+1
(ℓ+ k + 1)!
δ(ℓ+k+1)(u) + f˜k(u; g˜
p
k)
)
(69)
f˜k(u; g˜
p
k) =
k+1∑
p=1
g˜pk
δ(ℓ+k+1−p)(u)
(ℓ+ k + 1− p)! (70)
We are going to investigate the following integral
h(ℓ)(a; z1) ∗a1 K(a, c; z1, z2) ∗c2 h(ℓ)(c; z2) (71)
∗a1 =
∫ √
gd4z1
[←−
∂ µa
−→
∂ aµ
]ℓ
=
∫ √
gd4z1∗ˆa (72)
First of all we have to express δ(n)(u) as a combination of the covariant deriva-
tives of the four dimensional delta function in the general coordinate system. It is
possible because the parameter u is an AdS invariant variable. We start from the
covariant delta function in the curved space with the metric gµν(z) and invariant
measure dµ(z) =
√
gd4z
δ(4)(z − a)√
g(z)
,
∫
δ(4)(z − a)d4z = 1 (73)
In the polar coordinate system (see Appendix A) the invariant measure is
dµ(z) =
√
gd4z = u(u+ 2)dudΩ3 (74)
Therefore we can define
δ(4)(z − zpole)√
g(z)
=
δ(u)
u(u+ 2)Ω3
= − δ
(1)(u)
(u+ 2)Ω3
(75)
uδ(1)(u) = −δ(u) (76)
Applying (A.33) we can derive
−(u+ 2)✷δ
(n)(u)
u+ 2
= 2nδ(n+1)(u) + [2− n(n+ 1)]δ(n)(u) (77)
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which can be formulated as a recursion for the object φn(u) =
δ(n)
u+2
φn+1(u) = −Dˆnφn(u) (78)
Dˆn =
1
2n
[✷+ 2− n(n + 1)] (79)
So it is easy to see that because φ1(u) = − δ(4)(z−zpole)√
g(z)
Ω3 we can express the
solution of (78) in the form
φn+1(u) = (−1)n+1Ω3
{
n∏
m=1
Dˆm
}
δ(4)(z − zpole)√
g(z)
(80)
Then using δ(n)(u) = 2φn − nφn−1 we obtain the final conversion formula
δ(n)(u) = (−1)nΩ3
{
2Dˆn−1 + n
}{n−2∏
m=1
Dˆm
}
δ(4)(z − zpole)√
g(z)
(81)
Now we concentrate on the singular and µ dependent part of (69)
[
1
ǫ
+µ]h(ℓ)(a; z1)∗a1
ℓ∑
k=0
Iℓ−k1 (a, c)I
k
2 (a, c)(−1)ℓ+1
(
ℓ
k
)
δ(ℓ+k+1)(u)
(ℓ+ k + 1)!
∗c2h(ℓ)(c; z2)
(82)
Admitting that our higher spin gauge field is transversal and traceless and inte-
grating partially we obtain
[
1
ǫ
+ µ](−1)ℓ+1Zℓh(ℓ)(a; z1) ∗a1 Iℓ1δ(ℓ+1)(u) ∗c2 h(ℓ)(c; z2), (83)
Zℓ =
1
(ℓ+ 1)
ℓ∑
k=0
(−1)k
(ℓ− k)!(ℓ+ 2)k =
1
(2ℓ+ 1)ℓ!
(84)
Next we describe the way to take one integral in (83). Considering the following
expression
K˜(a; z1) = (−1)ℓ+1ZℓIℓ1δ(ℓ+1)(u) ∗c2 h(ℓ)(c; z2), (85)
we can using a conformal transformation fix the point z1 as a pole for the coor-
dinate system z2. In this case we can insert directly conversion formula (81) and
obtain
K˜(a; zpole) = Z
ℓΩ3I
ℓ
1
{
2Dˆℓ + (ℓ+ 1)
}{ ℓ−1∏
m=1
Dˆm
}
δ(4)(z2 − zpole)√
g(z2)
∗c2h(ℓ)(c; z2)
(86)
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Remembering the following formula (for transverse and traceless h(ℓ))
✷Iℓ1∗ˆc2h(ℓ)(c; z2) = Iℓ1∗ˆc2 {✷+ ℓ} h(ℓ)(c; z2) (87)
we obtain finally
K˜(a; zpole) = Z
ℓΩ3
{
(aµcµ)
ℓ
{
2Dˆℓ + (ℓ+ 2)
} ℓ−1∏
m=1
[
Dˆm +
ℓ
2m
]
∗ˆch(ℓ)(c; z)
}
z=zpole
(88)
With the help of this formula and (66) the singular part of the one loop effective
action (82) for transversal and traceless external spin ℓ field can be expressed in
the following local form
W ℓSing(h
(ℓ), µ) =
[
1
ǫ
+ µ
]
ZℓΩ3
∫ √
gd4zh(ℓ)µ1...µℓK
ℓ(✷)h(ℓ)µ1...µℓ (89)
Kℓ(✷) =
{
2Dˆℓ + (ℓ+ 2)
} ℓ−1∏
m=1
[
Dˆm +
ℓ
2m
]
(90)
Then from (67) the scale anomaly (integrated trace anomaly) for the renormalized
effective action comes out as
d
dµ
W ℓRen(h
(ℓ), µ) = − d
dµ
W ℓSing(h
(ℓ), µ)
= −ZℓΩ3
∫ √
gd4zh(ℓ)µ1...µℓK
ℓ(✷)h(ℓ)µ1 ...µℓ (91)
In the case of ℓ = 2 this integral should be proportional to the integrated
square of the gravitational Weyl tensor linearized in the AdS4 background (see
[19] and ref. there)
Cµνλρ (G)C
λρ
µµ(G) = R
µν
λρ(G)R
λρ
µν(G)− 2Rµν(G)Rµν(G) +
1
3
R(G)R(G) (92)
Gµν = gµν + h
(2)
µν , ∇µh(2)µν = h(2)µµ = 0 (93)
For traceless and transversal h
(2)
µν in an AdS4 background (we put as before L=1)
we have
Rµνλρ(G) = R
µν
λρ(h
(2)) = 2∇[µ∇[λh(2)ν]ρ] − 2δ[µ[λh(2)ν]ρ] (94)
Rµλ(h
(2)) =
1
2
✷h
(2)µ
λ + h
(2)µ
λ , R(h
(2)) = 0 (95)
and straightforward calculations lead to∫ √
gd4zCµνλρ (h
(2))Cλρµµ(h
(2)) =
1
2
∫ √
gd4zh(2)µν
[
✷
2 + 6✷+ 8
]
h(2)µν . (96)
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Then we can evaluate (90) for ℓ = 2 and obtain
K2(✷) =
1
4
[
✷
2 + 6✷+ 8
]
. (97)
So we see that
W 2Sing(h
(ℓ), µ) =
[
1
ǫ
+ µ
]
Z2Ω3
2
∫ √
gd4zCµνλρ (h
(2))Cλρµν(h
(2)) (98)
Finally note that if our external higher spin field is on-shell we can replace
all Laplacians using the equation of motion
[✷+ ℓ]h(ℓ) = ∆ℓ(∆ℓ − 3)h(ℓ), (99)
✷ah
(ℓ) = ∇µ ∂
∂aµ
h(ℓ) = 0, (100)
∆ℓ = ℓ+ 1. (101)
Conclusions
In this article we considered the two point correlation function for traceless con-
served higher spin currents in AdS4. Using a kind of dimensional regularization
scheme we defined the correct renormalization procedure for the one loop diagram
corresponding to this correlator and investigated the Ward identities. We have
shown that extracting the delta function singularities we can define the renormal-
ization in a gauge invariant way and obtain the violation of tracelessness. This
means that we observed a trace anomaly for higher spin currents. This result was
used for the derivation of the one loop anomalous effective action of the conformal
scalar in AdS space that is minimally coupled to the higher spin external field
or for the investigation of the one-loop renormalized propagators for the higher
spin conformal gauge fields with linearized interaction with the conformal scalar.
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Appendix A
The Euclidian AdSd+1 metric
ds2 = gµν(z)dz
µdzν =
1
(z0)2
δµνdz
µdzν (A.1)
can be realized as an induced metric for the hypersphere defined by the following
embedding procedure in d+ 2 dimensional Minkowski space
XAXBηAB = −X2−1 +X20 +
d∑
i=1
X2i = −1, (A.2)
X−1(z) =
1
2
(
1
z0
+
z20 +
∑d
i=1 z
2
i
z0
)
, (A.3)
X0(z) =
1
2
(
1
z0
− z
2
0 +
∑d
i=1 z
2
i
z0
)
, (A.4)
Xi(z) =
zi
z0
. (A.5)
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Using this embedding rules we can realize that the geodesic distance ζ(z, w) is
just an SO(1, d+ 1) invariant scalar product
−XA(z)Y B(w)ηAB = 1
2z0w0
(
2z0w0 +
d∑
µ=0
(z − w)2µ
)
= ζ, (A.6)
and therefore can be realized by a hyperbolic angle. Indeed we can introduce
another embedding
X−1(Θ, ωµ) = coshΘ, (A.7)
Xµ(Θ, ωµ) = sinhΘωµ ,
d∑
µ=0
ωµ = 1, (A.8)
ds2 = dΘ2 + sinh2Θ dΩd. (A.9)
In these coordinates the geodesic distance between an arbitrary point XA(Θ,Ωµ)
and the pole of the hypersphere Y A(Θ = 0, ωµ) is simply
ζ = −XAY BηAB = coshΘ. (A.10)
Therefore the invariant measure is expressed as
√
gdΘdΩd = (sinhΘ)
ddΘdΩd = (ζ
2 − 1) d−12 dζdΩd. (A.11)
So we see that the integration measure for d = 3 (D = d + 1 = 4) will cancel
one order of (ζ − 1)−n in short distance singularities and we have to count the
singularities starting from (ζ − 1)−2.
In this article we use the following rules and relations for ζ(z, z′), I1a, I2c and
the bitensorial basis {Ii}4i=1
✷ζ = (d+ 1)ζ, ∇µ∂νζ = gµνζ, gµν∂µζ∂νζ = ζ2 − 1, (A.12)
∂µ∂ν′ζ∇µζ = ζ∂ν′ζ, ∂µ∂ν′ζ∇µ∂µ′ζ = gµ′‘ν′ + ∂µ′ζ∂ν′ζ, (A.13)
∇µ∂ν∂ν′ζ∇µζ = ∂νζ∂ν′ζ, ∇µ∂ν∂ν′ζ = gµν∂ν′ζ, (A.14)
∂
∂aµ
I1a
∂
∂aµ
I1a = ζ
2 − 1, ∂
∂aµ
I1
∂
∂aµ
I1a = ζI2c, (A.15)
∂
∂aµ
I1
∂
∂aµ
I1 = c
2
2 + I
2
2c,
∂
∂aµ
I1
∂
∂aµ
I2 = ζI
2
2c, ✷aI4 = 2(d+ 1)c
2
2, (A.16)
∂
∂aµ
I2
∂
∂aµ
I2 = (ζ
2 − 1)I22c, ✷aI3 = 2(d+ 1)I22c + 2c22(ζ2 − 1), (A.17)
∇µ ∂
∂aµ
I1 = (d+ 1)I2c, ∇µ ∂
∂aµ
I2 = (d+ 2)ζI2c, ∇µI1∂µζ = I2,(A.18)
∇µ ∂
∂aµ
I3 = 4I1I2c + 2(d+ 2)ζc
2
2I1a, ∇µI2∂µζ = 2ζI2, (A.19)
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∂∂aµ
I1∂µζ = ζI2c,
∂
∂aµ
I2∂µζ = (ζ
2 − 1)I2c, ∂
∂aµ
I1∇µI1 = I1I2c, (A.20)
∂
∂aµ
I1∇µI2 = I2c (ζI1 + I2) + c22I1a,
∂
∂aµ
I2∇µI1 = I2cI2, (A.21)
∂
∂aµ
I2∇µI2 = 2ζI2cI2, ∇µI1∇µI1 = a21I2c, ✷I1 = I1, (A.22)
∇µI1∇µI2 = I2I1 + a21ζI2c, ✷I2 = (d+ 2)I2 + 2ζI1, (A.23)
∇µI2∇µI2 = I22 + 2ζI1I2 + a21I22cζ2 + c22I21a, ∇µI2∂µζ = 2ζI2, (A.24)
aµ∇µI1a = a2ζ, aµ∇µI2c = I1, aµ∇µI1 = a2I2c, (A.25)
aµ∇µI2 = a2ζI2c + I1aI1, ∇µI1∂µζ = I2. (A.26)
Using these relations we can derive (F ′k :=
∂
∂ζ
Fk(ζ))
• Divergence map
∇µ1
∂
∂aµ
Ψℓ[F ] = I2cΨ
ℓ−1[DivℓF ] +O(c
2
2), (A.27)
(DivℓF )k = (ℓ− k)ζF ′k + (k + 1)(ζ2 − 1)F ′k+1
+(ℓ− k)(ℓ+ d+ k)Fk + (k + 1)(ℓ+ d+ k + 1)ζFk+1. (A.28)
• Trace map
✷aΨ
ℓ[F ] = I22cΨ
ℓ−2[TrℓF ] +O(c
2
2), (A.29)
(TrℓF )k = (ℓ− k)(ℓ− k − 1)Fk + 2(k + 1)(ℓ− k − 1)ζFk+1
+(k + 2)(k + 1)(ζ2 − 1)Fk+2. (A.30)
• Laplacian map
✷1Ψ
ℓ[F ] = Ψℓ[LapℓF ] +O(a
2
1, c
2
2), (A.31)
(LapℓF )k = (ζ
2 − 1)F ′′k + (d+ 1 + 4k)ζF ′k + [ℓ+ k(d+ 2ℓ− k)]Fk
+2ζ(k + 1)2Fk+1 + 2(ℓ− k + 1)F ′k−1, (A.32)
✷Fk(ζ) = (ζ
2 − 1)F ′′k + (d+ 1)ζF ′k. (A.33)
• Gradient map
(a · ∇)1Ψℓ[F ] = I1aΨℓ[GradℓF ] +O(a21), (A.34)
(GradℓF )k = F
′
k + (k + 1)Fk+1. (A.35)
• Bigradient map
Ψ(ℓ+1)[G] = (a · ∇1)(c · ∇2)Ψ(ℓ)[F ] +O(a21, c22), (A.36)
Gk = F
′′
k−1(ζ) + (2k + 1)F
′
k(ζ) + (k + 1)
2Fk+1 (A.37)
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Appendix B
Considering (35) as an ansatz we must solve (see (A.34)) the system of differential
equations
F
(ℓ)
k,sing=ˆG
′′
k−1(ζ) + (2k + 1)G
′
k(ζ) + (k + 1)
2Gk+1 (B.1)
(=ˆ means: modulo regular terms). Since Gk = 0 for k ≥ ℓ, this system is solved
recursively, starting with k = ℓ, and lowering k step by step. The arbitrary
polynomials of ζ obtained by integration are discarded since they are regular.
The solution {Gk}ℓ−1k=0 is therefore unique.
From (33) we obtain as solution
Gk=ˆ
ℓ+1∑
m=2
ℓ−k∑
n=1
a
(ℓ)
k+n,m
(m+ k − 1)n+1Pn−1(k)(ζ − 1)
−m−k+1 , (B.2)
where Pn(x) are polynomials of degree n defined by
Pn(x) =
d
dx
(x+ 1)n+1 = (x+ 1)n+1[ψ(x+ n + 2)− ψ(x+ 1)]. (B.3)
By integration of a singular term (ζ − 1)−2 we obtain a regular term (ζ − 1)−1.
This has happened in (B.2): The term m = 2 is regular. Discarding this ”leading
regular term” and renumbering the sum we get
Gk=ˆ
ℓ∑
m=2
ℓ−k∑
n=1
a
(ℓ)
k+n,m+1
(m+ k)n+1
Pn−1(k)(ζ − 1)−m−k , (B.4)
For k = 0 we obtain a differential equation from (B.1) which acts as an
integrability constraint
F
(ℓ)
0,sing −G′0 −G1=ˆ 0. (B.5)
Inserting the expansion (35) and (B.2) in (B.4) we get from (B.5)
ℓ∑
k=0
k!
(m)k
a
(ℓ)
k,m = 0 for all 2 ≤ m ≤ ℓ+ 1 (B.6)
Of course it is sufficient to prove
ℓ∑
k=0
k!
(m)k
Q
(ℓ)
k,r = 0, (B.7)
for all {r,m| 0 ≤ r ≤ ℓ+ 1−m 2 ≤ m ≤ ℓ+ 1}.
(B.7) can be verified easily for simple cases m = ℓ + 1 , r = 0 or m = ℓ , r =
0 or r = 1. In general we prove it by computer.
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From (33) and (B.2) we derive an integration mapping for any fixed m which
acts on
{
a
(ℓ)
k,m
}ℓ
k=0
a
(ℓ)
k,m → b˜(ℓ−1)k,m−1 =
ℓ−k∑
n=1
a
(ℓ)
k+n,m
(m+ k − 1)nPn−1(k), (B.8)
By trying on a computer one can show that this mapping can be repeated (with
(ℓ,m) next replaced by (ℓ − 1, m − 1)) exactly n = m − 1 times. The resulting
coefficient is denoted
b
(ℓ−n)
k,n , (B.9)
so that (36) holds. It depends in fact on all three parameters ℓ, k, n. For n = ℓ
it can be proved that
b
(0)
0,ℓ = 1, (B.10)
whereas for n = ℓ− 1 we have guessed from a finite number of examples
b
(1)
0,ℓ−1 = −
1
2
(ℓ− 1)4 , b(1)1,ℓ−1 = −(ℓ)2. (B.11)
A simple consequence of (36) and (B.10) is that the maximal singular terms
in Ψ(ℓ)mixed are
Ψ
(ℓ)mixed
max.sing = [(a · ∇1)(c · ∇2)]ℓ(ζ − 1)−1 (B.12)
Appendix C
We make an ansatz for gpk (p ≥ 1)
gpk =
[p/2]∑
n=0
αp,n∆p−n(ℓ+ k − 2(p− n− 1))p−2n + (−1)
pγp
(ℓ+ k + 2− p)p (C.1)
and show that it is consistent with (57) if αp,n, γp satisfy the recursion relations
αp+1,n+1 =
(p+ 1)(p− 2n)
2(n+ 1)
αp,n, (C.2)
γp+1 =
1
2
pγp, (C.3)
which by the initial conditions
αp,0 = 1 (by definition)
γ1 =
1
2
(C.4)
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imply
αp,n =
1
2n
n!
(
p
n
)(
p− n
n
)
, (C.5)
γp =
1
2p
(p− 1)!. (C.6)
So we need to prove consistency of the ansatz (C.1) and the two recursion relations
(C.2), (C.3).
Eqn. (57) is already written in a form that is suited for our strategy. Inserting
(C.1) in the r.h.s. of (57), we obtain a difference equation for gp+1k of first order
which is solved by summation. The result is compared with the ansatz. After
insertion of (C.1) the r.h.s. of (57) is
−(p + 1)


[p/2]∑
n=0
αp,n(p− 2n)∆p−n[(ℓ+ k − 2p)2n+3]−1
−(−1)ppγp[(ℓ+ k − 2p)2p+3]−1
}
. (C.7)
For the summation we replace k by k′ and sum
∑k−1
k′=0. In the first term of (C.7)
we have
k−1∑
k′=0
[(ℓ+ k′ − 2p)2n+3] = 1
2(n+ 1)
[
(ℓ− 1− 2p)!
(ℓ+ 1− 2(p− n))!
− (ℓ+ k − 1− 2p)!
(ℓ+ k + 1− 2(p− n))!
]
. (C.8)
In the second term of (C.7) we have an analogous expression to sum with n
replaced by p.
On the l.h.s. of (57) we have after summation
gp+1k
(ℓ+ k − 2p)p+1 −
gp+10
(ℓ− 2p)p+1 . (C.9)
Since for k = 0 there is no p allowed by (57), we cancel gp+10 against the k-
independent terms (resulting from k′ = 0) on the r.h.s. Multiplying both sides
with
(ℓ+ k − 2p)p+1, (C.10)
and using
(ℓ+ k − 2p)p+1(ℓ+ k − 1− 2p)!
(ℓ+ k + 1− 2(p− n))! = (ℓ+ k − 2(p− n− 1))p−2n−1, (C.11)
the consistency of our ansatz and the correctness of (C.2), (C.3) are easily in-
spected.
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