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1. Introduction
Let g = g0¯ + g1¯ be a contragredient Lie superalgebra [7, 2.5]. Automorphisms on g have been stud-
ied by V. Serganova [11], and outer automorphisms described by symmetries on Dynkin diagrams [2,
Sect. 4]. In this article, we use the extended Dynkin diagrams to classify all ﬁnite order automor-
phisms on g, and study their invariant subalgebras.
We shall always work with ﬁnite dimensional complex contragredient Lie superalgebras which are
not Lie algebras, namely g1¯ = 0. They are given by sl(m,n), B(m,n), C(n), D(m,n), D(2,1;α), F (4)
and G(3). Note that sl(m,n) is contragredient for all m,n, whereas A(n,n) = sl(n+ 1,n+ 1)/〈I〉 is not
contragredient.
A Cartan subalgebra h leads to the root space decomposition g = h +∑α∈ gα , where  ⊂ h∗
are the roots. Let Φ ⊂  be a simple system, and φ the corresponding lowest root. Let D be the
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extended Dynkin diagram for Φ ∪{φ}, drawn according to the method described in [7, pp. 54–55]. For
convenience, we let D denote the diagram as well as its vertices, and a vertex is written as α ∈ D. The
vertices α are equipped with canonical positive integers aα without nontrivial common factor such
that
∑
α∈D
aαα = 0. (1.1)
The integers aα are known as the labels of the vertices.
For the convenience of the reader, in Section 2 we explain several deﬁnitions and notations used
in this paper.
In Section 3, we choose a simple system for each g, and show that their extended Dynkin diagrams
are given by Fig. 1. The integers denote the labels aα .
In general g has many simple systems, and they lead to different Dynkin diagrams [12, Table 2].
The extended Dynkin diagrams in Fig. 1 have several advantages, as explained in Theorem 1.1 below.
The vertices of D are white, grey or black. We also call the grey and black vertices as dark vertices.
Write D = D0¯ ∪ D1¯, where D0¯ and D1¯ are respectively the white and dark vertices. The diagrams in
Fig. 1 satisfy
∑
α∈D1¯ aα = 2, so D has either two dark vertices with label 1, or one dark vertex with
label 2.
Theorem 1.1. For each g, the choice of a simple system (see Section 3) leads to the extended Dynkin diagram D
in Fig. 1.
(a) g0¯ is the reductive Lie algebra whose semisimple part has Dynkin diagram D0¯ , and whose center has
dimension (D1¯) − 1.
(b) The lowest weights of the g0¯-representation on g1¯ are given by the dark vertices.
Here (·) denotes the number of elements or vertices, and the g0¯-representation on g1¯ is given by[g0¯,g1¯] ⊂ g1¯ . Theorem 1.1 is proven in Section 3.
Theorem 1.1(a) is a special case of [13], which obtains the Dynkin diagrams of maximal regular
semisimple subalgebras of g by removing other vertices of D.
We shall add combinatorial structures to D in order to classify the ﬁnite order automorphisms
on g. Let
U = {z ∈ C; zm = 1 for somem}. (1.2)
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Let aut(·) denote the automorphism group. In particular aut(D) denotes the bijections on D which
preserve vertex colors and edge relations. A marking on D is a pair (c,d) such that
c : D −→ U , d ∈ aut(D).
Here c : D −→ U means that cα ∈ U for all vertices α ∈ D. We can identify c with the ﬁnite order
elements of the diagonal group H(C), where H(C) consists of homomorphisms from the root lattice
to C× [4, 4.2].
Deﬁnition 1.2. A marking (c,d) on D is said to represent a ﬁnite order g-automorphism σ if there
exist vector space automorphisms σc, σd on
∑
α∈D gα such that
(a) σc acts as multiplication by cα on gα ;
(b) there exist root vectors {Xα ∈ gα}α∈D such that σd Xα = Xdα ;
(c) σ = σc · σd on ∑α∈D gα .
Not all markings represent an automorphism; we next look for the ones which do. Given d ∈
aut(D), let {γ , δ} ⊂ D be a 2-element d-orbit, namely γ = δ, dγ = δ and dδ = γ . We say that {γ , δ} is
a special orbit if γ , δ are either white and adjacent, or grey and not adjacent. Let S be the set of all
special orbits, namely
S = {white and adjacent orbits} ∪ {grey and not adjacent orbits}. (1.3)
Let s = |S| be the number of special orbits. For example s = 0 in Fig. 2(a), and s = 1 in Fig. 2(b).
We say that a marking (c,d) on D is admissible if
(a) d belongs to Fig. 2, with (−1)sΠα∈Dcaαα = −1; or
(b) all remaining cases of d, with (−1)sΠα∈Dcaαα = 1. (1.4)
Let lcm denote the least common multiple, and let ord denote the order. If (c,d) is admissible, we
deﬁne its order by
ord(c,d) = lcm{|O|ord(Πα∈Ocα); O ⊂ D is a d-orbit},
where |O| is the number of vertices in O. We now present the main theorem.
Theorem 1.3. An admissible marking (c,d) on D represents a unique ﬁnite order g-automorphism σ , and
ord(σ ) = ord(c,d). Conversely, every ﬁnite order g-automorphism is represented by an admissible marking
on D.
We prove Theorem 1.3 in Section 5. In this theorem and also later, uniqueness of σ is always
understood to be up to its conjugacy class in aut(g).
Theorem 1.3 says that every admissible marking on D represents a unique ﬁnite order g-
automorphism. But conversely, a g-automorphism may be represented by several admissible markings.
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tion 6.2, and prove the following theorem in Section 6.
Theorem 1.4. Two admissible markings on D represent conjugate g-automorphisms if and only if they are
equivalent.
Theorems 1.3 and 1.4 lead to a bijective correspondence between the conjugacy classes of ﬁnite
order g-automorphisms and the equivalence classes of admissible markings on D.
As an application, we shall show that these markings help to ﬁnd the invariant subalgebras
gσ = {X ∈ g; σ X = X}. Suppose that the marking has trivial diagram automorphism, d = 1. Let
gσ
0¯
= gσ ∩ g0¯ . We shall deﬁne a Dynkin diagram Dσ0¯ in (7.3), and a nonnegative integer q in (7.4).
They determine gσ
0¯
as follows.
Theorem 1.5. Let (c,1) be a marking on D which represents a g-automorphism σ . Then gσ
0¯
is the complex
reductive Lie algebra whose semisimple part has Dynkin diagram Dσ
0¯
, and whose center has dimension q.
We prove Theorem 1.5 in Section 7. By ﬁnding gσ
0¯
, this theorem essentially determines gσ . Namely,
gσ is some sum of reductive Lie algebras (i.e. vanishing odd part), contragredient Lie superalgebras
and strange Lie superalgebras. If a summand of gσ is not a Lie algebra, then it is uniquely determined
by its even part and the number of irreducible components of its odd part (see (3.1) and (7.8)).
In Section 7, we also brieﬂy discuss the method to ﬁnd gσ when d is not trivial.
The sections in this article are organized as follows. In Section 2, we explain several deﬁnitions
and notations that are often used in this article. In Section 3, we pick a simple system for each g
and draw the corresponding extended Dynkin diagram, then prove Theorem 1.1. In Section 4, we pro-
vide some basic results on complex ﬁnite dimensional semisimple Lie algebras. In Section 5, we prove
Theorem 1.3, which represents ﬁnite order automorphisms on g by admissible markings on D. In Sec-
tion 6, we prove Theorem 1.4, which judges markings for conjugate g-automorphisms. In Section 7,
we prove Theorem 1.5, which ﬁnds the invariant subalgebras gσ . Finally in Section 8, we provide
some examples to illustrate the above ideas.
2. Deﬁnitions and notations
In this section, we list several deﬁnitions and notations used in this paper.
• g = g0¯ + g1¯: contragredient Lie superalgebra with even part g0¯ and odd part g1¯ .• g = h +∑α∈ gα : root space decomposition with Cartan subalgebra h, root system  ⊂ h∗ and
root spaces gα .
•  = 0¯ ∪ 1¯: disjoint union of even roots 0¯ and odd roots 1¯ .• Φ ∪ {φ}: simple system Φ ⊂  and the corresponding lowest root φ. For each g, we choose a
speciﬁc Φ in Section 3.
• D= D0¯ ∪D1¯: extended Dynkin diagram of g with vertices Φ ∪ {φ}, and edges drawn according to
[7, pp. 54–55]. Its white vertices are D0¯, and its dark (black or grey) vertices are D1¯. The speciﬁc
Φ in Section 3 leads to D in Fig. 1.
• aα : labels of vertices. Positive integer coeﬃcients without nontrivial common factor such that∑
α∈D aα = 0, deﬁned in (1.1).• aut(D): diagram automorphisms or diagram symmetries. Bijections on D which preserve vertex
colors and edge relations.
• U : {z ∈ C; zm = 1 for some m}, deﬁned in (1.2).
• (c,d): marking on a diagram, where cα ∈ U for all vertices α, and d a diagram automorphism.
Deﬁnition 1.2 relates a marking to an algebra automorphism. Propositions 4.3 and 5.3 relate prod-
uct of markings to composite of algebra automorphisms.
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deﬁned in (1.3).
• Admissible marking: marking which satisﬁes (1.4).
• DL : Dynkin diagram of complex ﬁnite dimensional semisimple Lie algebra L, discussed in Sec-
tion 4.
• Inner automorphism on g: If σ : g −→ g is an automorphism, it is restricted to an automorphism
σ0¯ on g0¯ . We say that σ is inner if σ0¯ is inner, namely σ0¯ is generated by {exp(adX ); X ∈ g0¯}.• aut(0¯),aut(): bijections σ on 0¯ or  such that for any simple system {αi}, the Cartan ma-
trices [7, p. 53] of {αi} and {σαi} are the same.
• Fα : algorithm which transforms a marking to another, deﬁned in (6.2).
• W : Weyl group, used in (6.5).
• gσ = gσ
0¯
+ gσ
1¯
: invariant subalgebra for σ ∈ aut(g).
• Dσ
0¯
⊂ D1
0¯
,Cσ ⊂ C1: diagrams constructed in (7.3) to compute gσ .
3. Simple systems and extended Dynkin diagrams
For each contragredient Lie superalgebra, the root system  has many simple systems Φ [12,
Table 2]. We shall choose a speciﬁc Φ , and denote the corresponding lowest root by φ. Let D be its
extended Dynkin diagram. We show that these are the diagrams in Fig. 1, with the labels indicated on
their vertices. We then prove Theorem 1.1, which justiﬁes our choices of Φ . In what follows, we list
 = 0¯ ∪ 1¯,Φ,φ,D on a case-by-case basis [7, pp. 51–55], [13].
sl(m,n)
0¯: {i −  j, δi − δ j; i = j},
1¯: {±(i − δ j)},
Φ: {1 − 2, . . . , m+1 − δ1, δ1 − δ2, . . . , δn − δn+1},
φ: δn+1 − 1.
B(m,n)
0¯: {±i ±  j,±2δi,±i,±δi ± δ j; i = j},
1¯: {±δi,±i ± δ j},
Φ (if m > 0): {δ1 − δ2, . . . , δn − 1, 1 − 2, . . . , m−1 − m, m},
Φ (if m = 0): {δ1 − δ2, . . . , δn−1 − δn, δn},
φ: −2δ1.
C(n)
0¯: {±2δi,±δi ± δ j},
1¯: {±1 ± δi},
Φ: {1 − δ1, δ1 − δ2, . . . , δn−2 − δn−1,2δn−1},
φ: 1 + δ1.
D(m,n)
0¯: {±i ±  j,±2δi,±δi ± δ j; i = j},
1¯: {±i ± δ j},
Φ: {δ1 − δ2, . . . , δn − 1, 1 − 2, . . . , m−1 − m, m−1 + m},
φ: −2δ1.
D(2,1;α)
0¯: {±2i},
1¯: {±1 ± 2 ± 3},
Φ: {1 + 2 + 3,−21,−22},
φ: −23.
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0¯: {±i ±  j,±i,±δ; i = j},
1¯: { 12 (±1 ± 2 ± 3 ± δ)},
Φ: { 12 (1 + 2 + 3 + δ),−1, 1 − 2, 2 − 3},
φ: −δ.
G(3)
0¯: {i −  j,±i,±2δ; 1 + 2 + 3 = 0},
1¯: {±i ± δ,±δ},
Φ: {δ + 1, 2, 3 − 2},
φ: −2δ.
For the above Φ ∪ {φ}, we draw their extended Dynkin diagrams D by the method described
in [7, pp. 54–55]. Namely, we ﬁrst form the Cartan matrix (Aij) corresponding to Φ ∪ {φ} = {αi}.
An even root is represented by a white vertex of D. An odd root αi is represented by a grey (resp.
black) vertex of D if Aii = 0 (resp. Aii = 2). Two vertices α1 and α2 are not joined if A12 = A21 = 0.
Otherwise, depending on the 2 × 2-submatrix {(Aij); i, j = 1,2}, they are joined by a single, double
or triple edge with arrow as prescribed by [7, Table V]. Furthermore, a grey vertex α2 has single edges
with arrows pointing at two adjacent vertices α1 and α3 if the 3× 3-submatrix {(Aij); i, j = 1,2,3}
satisﬁes the conditions in [7, pp. 54–55]. With this method, we obtain the extended Dynkin diagrams
in Fig. 3, where the roots are indicated on the vertices representing them. They are consistent with
the diagrams in [13].
The following table lists all the contragredient Lie superalgebras g, their even parts g0¯ , and the
number of irreducible components |g1¯/g0¯| of the g0¯-representation on g1¯ [7, Prop. 2.1.2].
g: g0¯: |g1¯/g0¯|:
sl(m+ 1,n + 1) Am ⊕ An ⊕ C 2
B(m,n) Bm ⊕ Cn 1
C(n) Cn−1 ⊕ C 2
D(m,n) Dm ⊕ Cn 1
D(2,1;α) A1 ⊕ A1 ⊕ A1 1
F (4) B3 ⊕ A1 1
G(3) G2 ⊕ A1 1.
(3.1)
Proof of Theorem 1.1. By comparing Figs. 1 and 3, we see that the above choices of simple systems
lead to the extended Dynkin diagrams in Fig. 1, with the labels aα indicated on their vertices. Write
D= D0¯ ∪D1¯ for the white and dark vertices.
Compare Fig. 1 with (3.1). We easily check that the Dynkin diagram of [g0¯,g0¯] is given by D0¯.
Also, g0¯ has a 1-dimensional center for sl(m,n) and C(n), and has trivial center for the other cases.
Accordingly D has two grey vertices for sl(m,n) and C(n), and has one dark vertex for the other cases.
This proves Theorem 1.1(a).
Next we prove Theorem 1.1(b). By comparing Fig. 1 and |g1¯/g0¯| of (3.1), we see that each diagram
of Fig. 1 has the correct number of dark vertices. It remains to show that these dark vertices are
indeed the lowest weights of g1¯ . This can be checked case-by-case against the list of roots, or by
direct arguments as follows.
Suppose that D has only one dark vertex β . Recall that {aα}D are the labels in (1.1). Then aβ = 2.
We want to show that β is the lowest weight of g1¯ , namely any odd root γ can be expressed as
γ = β +
∑
α∈D¯
rαα, rα  0. (3.2)
0
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Pick an odd root γ . We can write γ =∑D sαα, where sβ = ±1. Further, sβ and sφ cannot have
opposite signs because β ∈ Φ , and φ is the lowest root. So there are four cases to consider,
sβ = 1 and sφ = 0, sβ = −1 and sφ = 0, sβ = sφ = 1, sβ = sφ = −1. (3.3)
Note that φ = −2β −∑D0¯\φ aαα.
The ﬁrst case of (3.3) gives γ = β +∑D0¯\φ sαα. Since Φ = {β}∪D0¯\φ is a simple system, it implies
that sα  0 for all α, and we obtain (3.2).
The second case of (3.3) gives γ = −β +∑D0¯\φ sαα. It implies that γ = β +φ +
∑
D0¯\φ(aα + sα)α.
The last expression satisﬁes (3.2) because aα + sα  0.
The third case of (3.3) gives γ = β + φ +∑D0¯\φ sαα. Since φ is the lowest root, sα  0 for all α,
and (3.2) is satisﬁed.
The fourth case of (3.3) gives γ = −β − φ +∑D0¯\φ sαα. It implies that γ = β +
∑
D0¯\φ(aα + sα)α,
where aα + sα  0 for all α. So (3.2) is satisﬁed.
We have proved that if D has one dark vertex β , then any odd root γ satisﬁes (3.2), so β is the
lowest weight of g1¯ .
Finally we consider the case where D has two grey vertices, namely sl(m,n) and C(n). One of
the grey vertices is φ. Since φ is the lowest root of g, it is one of the two lowest weights of g1¯ .
Fig. 1 shows that the two grey vertices occupy symmetric locations, namely the nontrivial diagram
involution permutes them. Since the diagram involution preserves the simple roots D0¯ of g0¯ , it has to
preserve the lowest weights of g1¯ . Therefore the other grey vertex is also a lowest weight of g1¯ . This
proves Theorem 1.1(b). 
4. Complex semisimple Lie algebras
Let L be a complex ﬁnite dimensional semisimple Lie algebra. In this section, we provide some
basic results on L. We will apply them to [g0¯,g0¯] in later sections. Let {Lα}α be the root spaces with
respect to a ﬁxed Cartan subalgebra of L.
Proposition 4.1. Suppose that σ ∈ aut(L) preserves a Cartan subalgebra of L, and acts as multiplication by
z, v ∈ C on Lα, Lβ respectively. Then
(a) σ acts as multiplication by zv on Lα+β ;
(b) σ acts as multiplication by z−1 on L−α .
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σ [Xα, Xβ ] = [σ Xα,σ Xβ ] = [zXα, v Xβ ] = zv[Xα, Xβ ].
Next we prove part (b). We ﬁrst consider the special case L = sl(2,C). Let H, E, F be its standard
triple, where H is diagonal, E is upper triangular and F is lower triangular. Suppose that σ E = zE .
If σ H = uH , then
2zE = 2σ E = σ [H, E] = [σ H,σ E] = uz[H, E] = 2uzE.
It implies that u = 1. Consequently, if σ F = xF , then
H = σ H = σ [E, F ] = [σ E,σ F ] = zx[E, F ] = zxH .
It implies that x = z−1.
For general L, let σ act by z on Lα . There exists some E ∈ Lα , F ∈ L−α and semisimple element H
such that H, E, F form an sl(2,C)-triple in L. By the above argument, it follows that σ acts by z−1
on L−α . This proves part (b). 
Let DL be the Dynkin diagram of L. Recall that U consists of the ﬁnite order complex num-
bers (1.2). Let (c,d) be a marking on DL , namely
c : DL −→ U , d ∈ aut(DL).
We say that (c,d) represents a ﬁnite order L-automorphism σ if there exist root vectors {Xα ∈ Lα}α∈DL
which satisfy the conditions in Deﬁnition 1.2. A Vogan diagram [9, Ch. VI-8] is a marking on DL such
that cα = ±1 for all α ∈ DL , ord(d) ∈ {1,2}, and also cα = 1 whenever dα = α.
Theorem 4.2. (See [9, Thms. 6.74, 6.88].) Every Vogan diagram represents a unique real form, or equivalently
an involution, on L. Conversely every real form or involution on L is represented by a Vogan diagram.
We shall extend Theorem 4.2 to higher order L-automorphisms in Theorem 4.4. Deﬁne the mul-
tiplication of markings by (c1,d1) · (c2,d2) = (c1c2,d1d2). Given a marking (c,d), we write c = 1
if cα = 1 for all α ∈ DL , and write d = 1 if dα = α for all α ∈ DL . Thus all markings satisfy
(c,d) = (c,1) · (1,d).
Proposition 4.3. For i = 1,2, let the marking (ci,di) on DL represent σi ∈ aut(L) with respect to the root
vectors {Xα ∈ Lα}α∈DL . If c2 = 1 or d1 = 1, then (c1,d1) · (c2,d2) represents σ1 · σ2 with respect to {Xα}DL .
Proof. By Deﬁnition 1.2, write σi = σi,c · σi,d , where σi,c acts by Xα → ci(α)Xα , and σi,d acts by
Xα → Xdiα . By direct computation,
σ1 · σ2(Xα) = σ1,c · σ1,d · σ2,c · σ2,d(Xα) = σ1,c · σ1,d · σ2,c(Xd2α)
= c2(d2α)
(
σ1,c · σ1,d(Xd2α)
)= · · · = c1(d1d2α)c2(d2α)Xd1d2α. (4.1)
On the other hand, (c1c2,d1d2) represents the automorphism which acts by Xα → (c1c2) ×
(d1d2α)Xd1d2α . The last vector equals (4.1) if and only if c2(d1d2α) = c2(d2α), and this is satisﬁed
by c2 = 1 or d1 = 1. 
Theorem 4.4. Every marking on DL represents a unique ﬁnite order L-automorphism. Conversely, every ﬁnite
order L-automorphism is represented by a marking on DL .
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nite order L-automorphism which acts as identity on the Cartan subalgebra, and acts as multiplication
by Πα∈DL c
rα
α on the root space of
∑
α∈DL rαα.
Next we consider d = 1. Write (c,d) = (c,1) · (1,d). If ord(d) = 2, Theorem 4.2 says that the Vogan
diagram (1,d) represents an L-involution σd . Also, by the above argument, (c,1) represents a ﬁnite
order L-automorphism σc . By Proposition 4.3, (c,d) represents σc · σd ∈ aut(L). The only case with
ord(d) > 2 happens on D4. Here d is the composite of two diagram involutions d1,d2, so that (c,d) =
(c,1) · (1,d2) · (1,d1). By the above arguments, each of (c,1), (1,d2), (1,d1) represents a ﬁnite order
L-automorphism. By Proposition 4.3, (c,d) represents their composite. This proves the ﬁrst statement
of the theorem.
Conversely, let σ be a ﬁnite order L-automorphism. There exists a Cartan subalgebra h ⊂ L
and a simple system in h∗ , such that σ preserves h and permutes the simple root spaces [3],
[10, §4.4.2]. Then σ induces d ∈ aut(DL) by σ Lα = Ldα . By Theorem 4.2, d represents a ﬁnite order
L-automorphism σd (if L = D4 and ord(d) = 3, we may write d as the composite of two involutions
and apply Theorem 4.2 to both involutions). There are canonical root vectors {Xα ∈ Lα}DL such that
σd Xα = Xdα [9, Thm. 6.88]. Since σ Xα, Xdα ∈ Ldα , there exist {cα}DL ⊂ C such that σ Xα = cdα Xdα .
Since σ is of ﬁnite order, so are cα , namely cα ∈ U . Then (c,d) is a marking on DL which repre-
sents σ . 
We next provide another method to represent ﬁnite order L-automorphisms. To simplify our for-
mulation, let L be simple (the result extends to semisimple L by slight modiﬁcation). A diagram
automorphism on DL of order r leads to the aﬃne Dynkin diagram DrL [8, Ch. 8]. Here r = 1 occurs
on all cases; r = 2 occurs on An, Dn, E6; and r = 3 occurs only on D4. There are positive integers
{bα}α∈DrL without nontrivial common factor such that
∑
α∈DrL
bαα = 0, (4.2)
known as the labels of α. The following theorem ﬁrst appears as a brief announcement in [6], and
later as detailed expositions in [5, Ch. X-5], [8, Ch. 8].
Theorem 4.5 (Kac). Let {sα}α∈DrL be nonnegative integers without nontrivial common factor, and let n =
r
∑
α∈DrL bαsα .
(a) The data {sα}α∈DrL represents a unique L-automorphism σ of order n, it acts as multiplication by
(exp 2π in )
sα on the root space of α.
(b) The invariant subalgebra Lσ is reductive. Its semisimple part [Lσ , Lσ ] has Dynkin diagram {α ∈ DrL;
sα = 0}, and its center has dimension {α ∈ DrL; sα = 0} − 1.
(c) Every ﬁnite order L-automorphism is represented by a unique {sα}α∈DrL .
The uniqueness of an automorphism is up to conjugation in aut(L), and the uniqueness of {sα}α∈DrL
is up to diagram symmetry.
By Theorems 4.4 and 4.5, there are two ways to represent a ﬁnite order L-automorphism. The
automorphism is inner if and only if it is represented by Theorem 4.4 with d = 1, or equivalently by
Theorem 4.5 with r = 1.
5. Diagrammarkings and automorphisms
In this section, we prove Theorem 1.3. Let g = g0¯ + g1¯ be a contragredient Lie superalgebra,  the
root system of a Cartan subalgebra h, and g = h +∑α∈ gα the root space decomposition. Let D =
Φ ∪{φ} = D0¯ ∪D1¯ be as constructed in Section 3. By Theorem 4.4, a marking on D0¯ represents a ﬁnite
order g0¯-automorphism.
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automorphism, then σ permutes the lowest weight spaces of g1¯ , and d extends to aut(D).
Proof. Suppose that σ extends to a g-automorphism. Then it permutes the extreme weight spaces
of g1¯ . The simple roots of g0¯ are D0¯. Since the restriction of σ to g0¯ is represented by a marking
on D0¯, it follows that σ permutes the simple root spaces of g0¯ . Therefore, σ indeed permutes the
corresponding lowest weight spaces of g1¯ . These lowest weights are D1¯, so d extends to aut(D). 
Recall that Deﬁnition 1.2 gives the notion for a marking on D to represent a ﬁnite order g-
automorphism, and (1.3) deﬁnes the special orbits S .
Proposition 5.2. Suppose that a marking (c,d) on D represents a ﬁnite order g-automorphism σ . Let {γ , δ} ⊂
D be a 2-element d-orbit, and α,α + γ + δ ∈ . Suppose also that σ has eigenvalue λ on gα , and has order 2
on gγ ⊕ gδ .
(a) If {γ , δ} ∈ S, then σ has eigenvalue −λ on gα+γ+δ .
(b) If {γ , δ} /∈ S, then σ has eigenvalue λ on gα+γ+δ .
Proof. Let σ Xγ = Xδ and σ Xδ = Xγ , where Xγ ∈ gγ and Xδ ∈ gδ . We ﬁrst prove Proposition 5.2(a),
so let {γ , δ} ∈ S . There are two cases to consider,
(a) {γ , δ} are white and adjacent;
(b) {γ , δ} are grey and not adjacent. (5.1)
For (5.1)(a), pick a root vector of gα+γ+δ of the form [Xα, [Xγ , Xδ]]. Then
σ
[
Xα, [Xγ , Xδ]
]= [σ Xα, [σ Xγ ,σ Xδ]]= [λXα, [Xδ, Xγ ]]= −λ[Xα, [Xγ , Xδ]]. (5.2)
Next we consider (5.1)(b). By Fig. 1, this happens only on g = sl(m,n). Since α,α + γ + δ ∈ ,
there exists a connected path D′ ⊂ D of white vertices joining γ and δ such that α =∑β∈D′ β . Then
D′ ∪ {γ } is also a connected subdiagram of D, and so α+γ =∑β∈D′∪{γ } β ∈ . Therefore, there exists
a root vector of gα+γ+δ of the form [[Xα, Xγ ], Xδ]. Then
σ
[[Xα, Xγ ], Xδ]= [[σ Xα,σ Xγ ],σ Xδ]= [[λXα, Xδ], Xγ ]= −λ[[Xα, Xγ ], Xδ]. (5.3)
The last expression of (5.3) follows from Jacobi identity and [Xγ , Xδ] = 0. This proves Proposi-
tion 5.2(a).
For Proposition 5.2(b), let {γ , δ} /∈ S . Here {γ , δ} are either grey and adjacent, or are white and
not adjacent. If {γ , δ} are grey and adjacent, we repeat (5.2) except that [Xδ, Xγ ] = [Xγ , Xδ], hence
the last expression of (5.2) is replaced by λ[Xα, [Xγ , Xδ]]. If {γ , δ} are white and not adjacent, we re-
peat (5.3) except that the Jacobi identity leads to λ[[Xα, Xγ ], Xδ] in its last expression. This proves
Proposition 5.2(b). 
As deﬁned in the previous section, the multiplication of markings on D0¯ or D is given by (c1,d1) ·
(c2,d2) = (c1c2,d1d2). The following proposition has the same proof as Proposition 4.3, so we omit
its proof.
Proposition 5.3. For i = 1,2, let the marking (ci,di) on D represent σi ∈ aut(g) with respect to the root
vectors {Xα ∈ gα}α∈D . If c2 = 1 or d1 = 1, then (c1,d1) · (c2,d2) represents σ1 · σ2 with respect to {Xα}D .
Recall that the admissible markings are deﬁned in (1.4).
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Proof. Let (c,1) be a marking on D. By Proposition 4.1 and Theorem 4.4, the restriction of c to D0¯
represents a g0¯-automorphism σ0¯ by
σ0¯X = ΠD0¯cqαα X for all X ∈ g∑D0¯ qαα ⊂ g0¯, (5.4)
where g∑
D0¯
qαα is the root space of
∑
D0¯
qαα. Let D1¯ = {γ , δ} (if D has only one dark vertex, then
γ = δ). Since γ , δ are the lowest weights of g1¯ , all weights of g1¯ are of the form γ +
∑
D0¯
pαα or
δ +∑D0¯ pαα. Deﬁne a vector space automorphism σ1¯ on the weight spaces of g1¯ by
σ1¯X = cγ ΠD0¯cpαα X for all X ∈ gγ+∑D0¯ pαα ⊂ g1¯, (5.5)
and similar formula for X ∈ gδ+∑D0¯ pαα ⊂ g1¯ .
Write σ = σ0¯ + σ1¯ : g −→ g, where σ0¯ acts trivially on g1¯ , and σ1¯ acts trivially on g0¯ . Then c
represents σ , but we need to check whether σ is a g-automorphism, namely σ [X, Y ] = [σ X, σ Y ].
By (5.4), it holds for X, Y ∈ g0¯ . By (5.5), it holds for X ∈ g0¯ and Y ∈ g1¯ . So it remains to consider
X, Y ∈ g1¯ . It suﬃces to let [X, Y ] ∈ gβ ⊂ g0¯ . Suppose that β =
∑
D0¯
qαα = γ + δ +∑D0¯ pαα (if D has
only one dark vertex γ , then γ + δ = 2γ ). Then (5.4) and (5.5) imply that
σ0¯[X, Y ] = ΠD0¯cqαα [X, Y ], [σ1¯X,σ1¯Y ] = cγ cδΠD0¯cpαα [X, Y ].
Therefore, σ0¯[X, Y ] = [σ1¯X, σ1¯Y ] if and only if
cγ cδΠD0¯c
pα−qα
α = 1. (5.6)
In all cases of g, γ + δ =∑D1¯ aαα, where {aα}D are the labels (1.1). Then
γ + δ +∑D0¯(pα − qα)α = 0,∑
D aαα = 0,
γ + δ =∑D1¯ aαα
⎫⎪⎬
⎪⎭ ⇒ pα − qα = aα for all α ∈ D0¯.
So (5.6) becomes ΠDc
aα
α = 1, which is precisely the condition (1.4) for admissible marking. This proves
the proposition. 
Corollary 5.5. Suppose that an admissible marking (c,d) on D represents a ﬁnite order g-automorphism.
Then any other marking of the form (c′,d) represents a ﬁnite order g-automorphism if and only if (c′,d) is
admissible.
Proof. Suppose that (c,d) is admissible and represents a g-automorphism σ . Given (c′,d), let c′′α =
cα/c′α for all α ∈ D, so that (c,d) = (c′′,1) · (c′,d). By Proposition 5.3, (c′,d) represents some τ if and
only if (c′′,1) represents σ · τ−1. Recall that s is the number of special orbits of d. Since (c,d) is
admissible, by (1.4),
±1 = (−1)sΠDcaαα =
(
(−1)sΠD
(
c′α
)aα ) · (ΠD(c′′α)aα ). (5.7)
The sign of ±1 depends on whether d belongs to (1.4)(a) or (b). By (5.7), (c′,d) is admissible if and
only if (c′′,1) is admissible. Then
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c′,d
)
is admissible
⇐⇒ (c′′,1) is admissible by (5.7)
⇐⇒ (c′′,1) represents a ﬁnite order g-automorphism by Proposition 5.4
⇐⇒ (c′,d) represents a ﬁnite order g-automorphism.
This proves the corollary. 
The following theorem extends Proposition 5.4 to general markings on D.
Theorem 5.6. A marking on D represents a ﬁnite order g-automorphism if and only if it is admissible.
Proof. Proposition 5.4 implies that the theorem holds for markings with d = 1, so we only need to
deal with d = 1 here. Consider the following cases,
(a) ord(d) = 2, d is given by Fig. 2;
(b) ord(d) = 2, d is not given by Fig. 2;
(c) ord(d) > 2. (5.8)
We start with (5.8)(a). Here g = sl(n,n), and there are two cases of Fig. 2. For Fig. 2(a), consider
the g-automorphism
σ : sl(n,n) −→ sl(n,n), σ
(
a b
c d
)
=
(−dt bt
−ct −at
)
.
Here (·)t denotes the transpose. Let Ei, j be the matrix with 1 at the (i, j)-th entry and 0 elsewhere.
Let the white and grey vertices of D be the roots of
{Ei,i+1}n−11 ∪ {−Ei+1,i}2n−1n+1 , {En,2n, En+1,1}. (5.9)
Let γ be the grey vertex which is the root of En+1,1. Let cγ = −1, and cα = 1 for all other α ∈ D.
Also, let d be given by Fig. 2(a). Then (c,d) represents σ with respect to (5.9). By (1.4)(a), (c,d) is an
admissible marking. By Corollary 5.5, all markings with d given by Fig. 2(a) satisfy Theorem 5.6.
For Fig. 2(b), consider the g-automorphism
σ : sl(n,n) −→ sl(n,n), σ
(
a b
c d
)
=
(
d c
b a
)
.
Let c = 1, and d be given by Fig. 2(b). Then (c,d) represents σ with respect to the root vectors
{Ei,i+1}2n−11 ∪ {E2n,1}. It satisﬁes (1.4)(a) for admissible marking. By Corollary 5.5, all markings with d
given by Fig. 2(b) satisfy Theorem 5.6. This proves the theorem for (5.8)(a).
Next we consider (5.8)(b). First consider the special case g = sl(m,n), where m and n are odd and
d is given by Fig. 4.
Here g consists of the (m + n) × (m + n) matrices with supertrace 0. Let σ be a g-automorphism
of order 4 which acts as follows,
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Ei,i+1 ←→ Em−i,m+1−i for i = 1, . . . ,m − 1,
Ei,i+1 ←→ E2m+n−i,2m+n+1−i for i =m+ 1, . . . ,m + n− 1,
Em,m+1 −→ Em+n,1 −→ −Em,m+1. (5.10)
Let the vertices of D be the roots of (5.10). Let cγ = −1, where γ is the grey vertex representing the
root of Em,m+1, and let cα = 1 for all other α ∈ D. Let d be given by Fig. 4. Then (c,d) represents σ
with respect to the root vectors in (5.10). It satisﬁes condition (1.4)(b) for admissible marking. Once
again by Corollary 5.5, we have proved the theorem for all markings with d given by Fig. 4.
We have considered Figs. 2 and 4 separately because for all remaining extended Dynkin diagrams
in Figs. 1 and 3, we can always choose a simple system Φ such that the lowest root φ is a white
vertex ﬁxed by d.
We now consider (5.8)(b) other than Fig. 4. The restriction of d to Φ represents a g-automorphism
σ which permutes some root vectors {Xα ∈ gα}α∈Φ .
Suppose that β = {γ , δ} ⊂ Φ is a 2-element d-orbit and α,α+γ ,α+γ +δ ∈ . Using the notation
α + β = α + γ + δ, we deﬁne gβ = gγ ⊕ gδ , then deﬁne the bracket operation between gα and gβ by
[Xα, (Xγ , Xδ)] = [[Xα, Xγ ], Xδ] ∈ gα+β for all (Xγ , Xδ) ∈ gβ . In this way we can write the highest root
as −φ = α1 + · · · + αn , where each αi ⊂ Φ is a d-orbit and α1 + · · · + αi ∈  for all i. We can also
write the highest root vector as X−φ = [· · · [[X1, X2], X3], . . . , Xn], where Xi ∈ gαi .
Let s be the number of special orbits in Φ . Then
σ X−φ = σ
[· · · [[X1, X2], X3], . . . , Xn]
= [· · · [[σ X1,σ X2],σ X3], . . . , σ Xn]
= (−1)s[· · · [[X1, X2], X3], . . . , Xn] by Proposition 5.2
= (−1)s X−φ.
So σ has eigenvalue (−1)s on g−φ . By Proposition 4.1(b), σ also has eigenvalue (−1)s on gφ . Let
cα = 1 for all α ∈ Φ , and cφ = (−1)s . Then (c,d) represents σ and is admissible. By Corollary 5.5, the
theorem holds for all markings with the same d. This proves the theorem for (5.8)(b).
Finally, (5.8)(c) happens only on D(2,1;α), where d has order 3. Write (c,d) = (c,1) · (1,d1) ·
(1,d2), where di has order 2. By (5.8)(b), each (1,di) represents an automorphism σi . Then
(c,d) is admissible
⇐⇒ (c,1) is admissible
⇐⇒ (c,1) represents some σ by Proposition 5.4
⇐⇒ (c,d) represents σ · σ1 · σ2 by Proposition 5.3.
This completes the proof of Theorem 5.6. 
Proof of Theorem 1.3. Let (c,d) be an admissible marking on D. By Theorem 5.6, it represents a ﬁnite
order g-automorphism σ . We now prove uniqueness of σ . By Theorem 4.4, the restriction of (c,d)
to D0¯ uniquely determines σ on [g0¯,g0¯]. Since D1¯ are the lowest weights of g1¯ , the marking also
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The center z of g0¯ is contained in [g1¯,g1¯], so σ on z is also determined. This proves uniqueness of σ .
Next we compute ord(σ ). Let {Xα ∈ gα}D be the root vectors in Deﬁnition 1.2(b). Let O be a
d-orbit, |O| = k and γ ∈O. Then
σ Xγ = σc · σd Xγ = σc Xdγ = cdγ Xdγ .
We compute inductively and get σ k(Xγ ) = cdkγ cdk−1γ · · · cdγ Xγ . It follows that
ord(Xγ ) = k ord(cdkγ cdk−1γ · · · cdγ ) = |O|ord(Πα∈Ocα).
Consequently, ord(σ ) = lcmO{|O|ord(Πα∈Ocα)}.
Conversely, let σ be a ﬁnite order g-automorphism. By Theorem 4.4, the restriction of σ to g0¯ is
represented by a marking (c,d) on D0¯. We want to extend (c,d) to the entire D. By Proposition 5.1,
σ permutes the lowest weight spaces of g1¯ , and d extends to aut(D). Let D1¯ = {γ , δ} (if D has only
one dark vertex, then γ = δ). Pick Xγ ∈ gγ and Xδ ∈ gδ . Since σ maps gα to gdα for all α ∈ D, there
exist cγ , cδ such that σ Xγ = cdγ Xdγ and σ Xδ = cdδ Xdδ . Then (c,d) becomes a marking on D which
represents σ . By Theorem 5.6, (c,d) is admissible. This proves Theorem 1.3. 
6. Equivalent markings
In this section, we prove Theorem 1.4. It judges markings on D which represent conjugate ﬁnite
order g-automorphisms.
A trivial case is provided by markings (c,d) and (c′,d′) which differ merely by a diagram symme-
try f , namely
c f α = c′α, df α = f d′α. (6.1)
We do not distinguish a marking with its symmetric transformation, so we simply regard such mark-
ings as the same.
An even root α deﬁnes a reﬂection rα ∈ aut(). Let α n−→ β denote α,β ∈ D joined by an n-tuple
edge, and if n > 1, there is an arrow from α to β . We deﬁne α
n←− β similarly.
Proposition 6.1. Let α ∈ D0¯ .
(a) If α
n−→ β , then rαβ = β + α.
(b) If α
n←− β , then rαβ = β + nα.
Proof. Let (Aαβ) be the Cartan matrix corresponding to D. The even root α deﬁnes a reﬂection rαβ =
β − Aαβα.
If α
n−→ β , then Aαβ = −1, and so rαβ = β − Aαβα = β + α. If α n←− β , then Aαβ = −n, and so
rαβ = β − Aαβα = β + nα. This proves the proposition. 
Let α ∈ D0¯ be ﬁxed by d. We deﬁne the reﬂection algorithm Fα which transforms (c,d) to another
marking (Fαc,d) as follows. Given a vertex β , let
(Fαc)β =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
c−1α if β = α;
cαcβ if α
n−→ β;
cnαcβ if α
n←− β;
c otherwise.
(6.2)β
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(c,d) and (c′,d′) which differ by a diagram symmetry (6.1), and since these markings are not equiv-
alent if d and d′ are not related by a diagram symmetry, we may as well assume that d = d′ in the
following deﬁnition.
Deﬁnition 6.2. Write (c,d) −→ (c′,d) if
(a) Fαc = c′ for some Fα; or
(b) Πα∈Ocα = Πα∈Oc′α for each d-orbitO ⊂ D. (6.3)
Let (6.3) generate an equivalence relation on the admissible markings on D. Namely, (c,d) and (c′,d)
are equivalent if and only if there exist markings (ci,d) such that
(c,d) = (c0,d) −→ (c1,d) −→ · · · −→ (cm,d) =
(
c′,d
)
. (6.4)
Proof of Theorem 1.4. Let σ be a ﬁnite order g-automorphism, represented by an admissible marking
(c,d) on D. By Deﬁnition 1.2, there exists a Cartan subalgebra h of g, a simple system Φ ⊂ h∗ , and
root vectors {Xα}α∈D such that σ preserves h and permutes {Xα}α∈D. We want to consider the effect
on (c,d) when we change Φ and {Xα}α∈D.
The group aut(0¯) (resp. aut()) consists of bijections σ such that for any simple system {αi}
of 0¯ (resp. ), the Cartan matrices [7, p. 53] of {αi} and {σαi} are the same.
Let 0¯ be the even roots, and W the Weyl group of g0¯ . We have the semidirect product [5, Ch. X-3,
Thm. 3.29]
aut(0¯) = W  aut(D0¯).
Write f = (w,d) ∈ W  aut(D0¯). Here w is generated by the simple reﬂections {rα; α ∈ D0¯}. Each
rα extends to aut(), so w also extends to aut(). Therefore, f extends to aut() if and only if d
extends to aut(). Since d preserves the simple system D0¯ of 0¯ , if it extends to aut(), then it has
to preserve the lowest roots D1¯ of 1¯ , i.e. d extends to aut(D). We conclude that f extends to aut()
if and only if d extends to aut(D), namely
aut() = W  aut(D). (6.5)
Here aut() acts on , and in particular acts transitively on the family of simple systems of g0¯ .
We consider the effect on (c,d) when Φ is replaced by gΦ , where g ∈ aut(). Since we regard two
markings which differ by a diagram symmetry (6.1) as the same, it suﬃces to consider g ∈ W . Here
W is generated by reﬂections rα of α ∈ D0¯. We require that d ﬁxes α, for otherwise rα(Φ ∪ {φ}) is
not σ -stable and there is no marking. Then rα changes only c, it does not change d. Let (c′,d) be the
marking which represents σ with respect to rαΦ . Let β ∈ D. We claim that c′β is given by (6.2). There
are several situations,
(a) β = α;
(b) β and α are distinct and not adjacent;
(c) β is adjacent to α, and dβ = β;
(d) β is adjacent to α, and dβ = β. (6.6)
Extend c such that for all γ , δ ﬁxed by d,
cγ+δ = cγ cδ, c−γ = c−1γ . (6.7)
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c−α = c−1α by (6.7). This explains the ﬁrst line of (6.2). In (6.6)(b), β is perpendicular to α, hence
c′β = crαβ = cβ . This explains the last line of (6.2). In (6.6)(c), there are several cases given by Propo-
sition 6.1. If α
n−→ β , then Proposition 6.1(a) and (6.7) say that c′β = crαβ = cβ+α = cαcβ . Similarly, if
α
n←− β , then Proposition 6.1(b) and (6.7) say that c′β = crαβ = cβ+nα = cnαcβ . This explains the second
and third lines of (6.2) for dβ = β .
Finally, consider (6.6)(d). Let γ = dβ = β . Let Xβ, Xγ be the root vectors in Deﬁnition 1.2, so that
σ Xβ = σc · σd Xβ = σc Xγ = cγ Xγ , σ Xγ = σc · σd Xγ = σc Xβ = cβ Xβ . (6.8)
By checking through the extended Dynkin diagrams in Fig. 1, we see that β and γ can be joined to
α by single edges only. Hence rαβ = α + β and rαγ = α + γ . So by changing Φ ∪ {φ} to rα(Φ ∪ {φ}),
the vertices of D which previously represent β and γ are now representing α + β and α + γ . Let
Xα ∈ gα . Let Xα+β = [Xα, Xβ ] and Xα+γ = [Xα, Xγ ]. By (6.8),
σ Xα+β = [σ Xα,σ Xβ ] = [cα Xα, cγ Xγ ] = cαcγ Xα+γ ,
σ Xα+γ = [σ Xα,σ Xγ ] = [cα Xα, cβ Xβ ] = cαcβ Xα+β . (6.9)
By (6.9), we get c′β = cαcβ and c′γ = cαcγ , so that (c′,d) represents σ with respect to Xα+β and
Xα+γ in the sense of Deﬁnition 1.2. This explains the second and third lines of (6.2) for dβ = β ,
where necessarily n = 1. We have shown that the choice of a simple system affects the marking by a
sequence of {Fα}α in (6.3)(a).
We next show that the choice of root vectors in a d-orbit affects the marking by (6.3)(b). Let
(c,d) (resp. (c′,d)) be the marking which represents σ with respect to the root vectors {Xα}α∈D
(resp. {X ′α}α∈D) in Deﬁnition 1.2. Let {γ , δ} be a 2-element d-orbit (similar argument for a d-orbit of
D(2,1;α) with 3 elements). Similar to (6.8),
σ Xγ = cδ Xδ, σ Xδ = cγ Xγ , σ X ′γ = c′δ X ′δ, σ X ′δ = c′γ X ′γ . (6.10)
Let X ′γ = aXγ and X ′δ = bXδ . By (6.10), we get cγ = c′γ ab and cδ = c′δ ba , which imply that cγ cδ = c′γ c′δ .
This shows that the choice of root vectors affects the marking by (6.3)(b). This proves the theorem. 
By Theorems 1.3 and 1.4, we obtain a bijective correspondence between the conjugacy classes of ﬁ-
nite order g-automorphisms and the equivalence classes of admissible markings on D. In Example 8.1,
we use this method to classify the conjugacy classes of involutions on sl(2,2).
It can be diﬃcult to ﬁnd the sequence of reﬂection algorithms {Fα}α in (6.3)(a) to check for equiv-
alent markings. In [1], a systematic method is given for all the involutions, but this combinatorial
problem remains unsolved for higher order automorphisms. In Example 8.3, we ﬁnd the reﬂection
algorithms for Fig. 9(b,c).
By Theorem 1.4, if two equivalent markings represent g-automorphisms σ and τ , then σ = Aτ A−1
for some A ∈ aut(g). If in addition one can make A an inner automorphism, we say that σ and τ are
inner conjugate. We can modify Theorem 1.4 to judge inner conjugate automorphisms. Firstly, treat
markings which differ by a diagram symmetry (6.1) as distinct. Using an A-stable Cartan subalgebra h,
A acts on  ⊂ h∗ . Then A is inner if and only if this action lies in W ⊂ aut() with respect to (6.5).
Therefore, σ and τ are inner conjugate if and only if we can form the sequence
(c,d) = (c0,d0) −→ (c1,d1) −→ · · · −→ (cm,dm) =
(
c′,d′
)
where (c,d) and (c′,d′) represent σ and τ respectively, and each (ci,di) −→ (ci+1,di+1) is given
purely by (6.3)(a,b) without (6.1). We shall illustrate the markings of conjugate and inner conjugate
automorphisms in Example 8.3.
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Let g be a contragredient Lie superalgebra, and σ a ﬁnite order g-automorphism. By Theorem 1.3,
σ is represented by an admissible marking on D. In this section, we prove Theorem 1.5. It ﬁnds the
invariant subalgebra
gσ = {X ∈ g; σ X = X}
when the marking is of the form (c,1). We also brieﬂy discuss the situation for general marking (c,d).
Let h be the Cartan subalgebra of g which leads to D.
Proposition 7.1. Let σ be a ﬁnite order g-automorphism, represented by a marking (c,1) on D. Then σ acts
trivially on h.
Proof. Recall that D0¯ are the white vertices. Let α ∈ D0¯. By Proposition 4.1(b), σ acts as c−1α on
g−α ⊂ g0¯ . Let [gα,g−α] denote the elements of the form [Xα, X−α], where X±α ∈ g±α . Since
σ [Xα, X−α] = [σ Xα,σ X−α] =
[
cα Xα, c
−1
α X−α
]= [Xα, X−α], (7.1)
it follows that σ acts trivially on [gα,g−α] for all α ∈ D0¯. If D has only one dark vertex, then{[gα,g−α]}D0¯ span h, so σ acts trivially on h.
It remains to consider the case where D has two grey vertices. Let γ ∈ D1¯. By Theorem 5.6, (c,1) is
admissible, so ΠDc
aα
α = 1. Since −γ =
∑
D\γ aαα, by Proposition 4.1, σ acts as ΠD\γ c
aα
α = c−1γ on g−γ .
By repeating the argument of (7.1) on X±γ ∈ g±γ , we see that σ acts trivially on [gγ ,g−γ ]. Since
{[gα,g−α]}D0¯∪{γ } span h, it follows that σ acts trivially on h. 
Let σ be a ﬁnite order g-automorphism represented by (c,1). Write gσ = gσ
0¯
+ gσ
1¯
, where gσ
0¯
=
gσ ∩ g0¯ and gσ1¯ = gσ ∩ g1¯ . By Theorem 4.5, gσ0¯ is reductive. We shall construct a diagram Dσ0¯ and a
nonnegative integer q, so that Dσ
0¯
is the Dynkin diagram of the semisimple part of gσ
0¯
, and q is the
dimension of the center of gσ
0¯
.
Tentatively assume that D0¯ is connected. Let ϕ be the lowest root of D0¯, and let D
1
0¯
= D0¯ ∪ {ϕ}
be the extended Dynkin diagram of D0¯. Let {bα}D1
0¯
be the labels (4.2), namely
∑
D1
0¯
bαα = 0. Let
cϕ = ΠD0¯c−bαα , so that ΠD10¯c
bα
α = 1.
Let n be the order of the restriction of σ to g0¯ . By Theorem 4.5(c), we can replace {cα}D1
0¯
by
another {c′α = (exp 2π in )nα }D1
0¯
which also represents σ on g0¯ , where {nα}D1
0¯
are nonnegative integers
without nontrivial common factor such that
∑
α∈D1
0¯
bαnα = n. (7.2)
Similar to the proof of Theorem 1.4, {cα}D1
0¯
and {c′α}D1
0¯
are related by a sequence of {Fα}α given
by (6.2). To simplify the notation, we assume that c already satisﬁes (7.2). Then deﬁne the subdiagram
Dσ
0¯
of D1
0¯
by
Dσ
0¯
= {α ∈ D1
0¯
; cα = 1
}
, (7.3)
where the vertices of Dσ¯ have the same edge relations as in D1¯ .0 0
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component C of D0¯, we construct the extended Dynkin diagram C
1 and its subdiagram Cσ by (7.3).
Then let Dσ
0¯
be the disjoint union of these Cσ .
Let (·) denote the number of elements. Let
q = {α ∈ D1
0¯
; cα = 1
}− {connected components of D0¯} + (D1¯) − 1. (7.4)
Proof of Theorem 1.5. Let s be a simple factor of [g0¯,g0¯], so that its Dynkin diagram is a connected
component C of D0¯. We construct C
1 and Cσ by (7.3). Since the marking which represents σ has triv-
ial diagram automorphism, σ preserves s. Apply Theorem 4.5(b) to sσ . By abuse of notation (identify
Cσ with its semisimple Lie algebra),
[
sσ , sσ
]= Cσ ; dimcenter(sσ )= {α ∈ C1; cα = 1}− 1. (7.5)
Write g0¯ =
∑
i si + z, where si are the simple factors and z is the center. Since σ is represented by
(c,1), it preserves each si and z. Furthermore, by Proposition 7.1, σ acts trivially on z. Therefore,
gσ
0¯
=
∑
i
sσi + z. (7.6)
Let Ci ⊂ D0¯ be the Dynkin diagram of si . By (7.5),
sσi = Cσi + Cqi , (7.7)
where qi = {α ∈ C1i ; cα = 1} − 1. By Theorem 1.1(a), dim z = (D1¯) − 1. Let Dσ0¯ be the disjoint union
of {Cσi }i , and let q be given by (7.4). By (7.6) and (7.7),
gσ
0¯
=
∑
i
Cσi + Cq = Dσ0¯ + Cq.
This proves the theorem. 
By ﬁnding gσ
0¯
, Theorem 1.5 helps to compute gσ in the following way. Since g is contragredient,
the g0¯-representation on g1¯ is completely reducible, so its restriction to the g
σ
0¯
-representation on
g1¯ is also completely reducible. Consequently the g
σ
0¯
-subrepresentation on gσ
1¯
is again completely
reducible. As a result gσ decomposes into some summands, where each summand s is a reductive
Lie algebra, contragredient Lie superalgebra or strange Lie superalgebra. Here s is not a Lie algebra
(i.e. s1¯ = 0) if and only if there exist β ∈ D1¯ and integers {0  rα  aα}D0¯ such that cβΠD0¯crαα = 1
and β +∑D0¯ rαα ∈  is a root of s. If s is not a Lie algebra, then it is either a contragredient Lie
superalgebra or a strange Lie superalgebra. For contragredient Lie superalgebras, the even parts and
the number of irreducible components of odd parts are listed in (3.1). We do the same for strange Lie
superalgebras below.
g: g0¯: |g1¯/g0¯|:
P (n) An 2
Q (n) An 1
(7.8)
By (3.1) and (7.8), we see that s0¯ uniquely determines s (except for P (n) and Q (n), who nevertheless
have different |s1¯/s0¯|). Therefore, by revealing gσ¯ , Theorem 1.5 helps to ﬁnd gσ .0
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Fig. 6. Remaining outer automorphisms.
Fig. 7. Distinct conjugacy classes of involutions on sl(2,2).
Suppose that the admissible marking is of the form (1,d). Here the Dynkin diagram of gσ is the
quotient diagram of D, whose vertices are d-orbits, and whose edges follow the root lengths
d-orbit of adjacent vertices< d-orbit of non-adjacent vertices
< vertex ﬁxed by d. (7.9)
These diagrams are given by Fig. 5.
Given an admissible marking (c,d), we write it as (c,1) · (1,d). Suppose that (c,1) and (1,d) are
both admissible, and cα = 1 for all α ﬁxed by d. They represent some g-automorphisms σc and σd
respectively. We can ﬁrst use (7.9) and Fig. 5 to glue the vertices and ﬁnd gσd , then apply (c,1) to the
resulting diagram to ﬁnd gσ = (gσd )σc . In Example 8.2, we demonstrate the above method to ﬁnd gσ .
There are other outer automorphisms not covered by Fig. 5. See Fig. 6. By the table in [11, Thm. 2],
we see that Fig. 6(a) corresponds to g = sl(n,n) and gσ = P (n); while Fig. 6(b) corresponds to g =
D(2,1;
√
3i−1
2 ) and g
σ = B(0,1).
8. Examples
In this section, we provide three examples to illustrate the ideas discussed before.
Example 8.1. Involutions on sl(2,2).
We shall show that Fig. 7 represents all conjugacy classes of involutions (i.e. automorphisms of
order 2) on sl(2,2).
Let D0¯ = {α,β}. Draw the extended Dynkin diagram D of sl(2,2) as in Fig. 7, and start with a
marking (c,d) on D0¯. There are four such markings:
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(a)
(
1
1
)
, (b)
(−1
1
)
, (c)
(−1
−1
)
, (d) (α ←→ β). (8.1)
Here d acts trivially on D0¯ except for (8.1)(d). In (8.1)(d), since we want to construct involutions,
Theorem 1.3 implies that cαcβ = 1, and (6.3)(b) further implies that we may let cα = cβ = 1. We also
avoid markings which differ merely by diagram symmetry, so
(
1
−1
)
is omitted due to (8.1)(b).
Next we extend (8.1) to markings on D. By (1.4) and Theorem 1.3, the extensions of (8.1)(a,b,c) to
admissible markings of order 2 with d = 1 are
(
1 −1
−1 1
)
,
(−1 −1
1 1
)
,
(−1 1
1 −1
)
,
(−1 −1
−1 −1
)
. (8.2)
The last two markings in (8.2) are extensions of (8.1)(c). If α is the upper left white vertex, then
by (6.2),
Fα
(−1 1
1 −1
)
=
(
(−1)−1 (−1) · 1
(−1) · 1 −1
)
=
(−1 −1
−1 −1
)
.
So the last two markings in (8.2) are equivalent. We omit the last one, and the rest of (8.2) lead to
Fig. 7(a,b,c).
Finally we apply (1.4) to obtain admissible markings of order 2 with nontrivial d. Note that
(8.1)(a,c) do not extend to such marking, so we consider only (8.1)(b,d). Let D1¯ = {γ , δ}. If d inter-
changes γ and δ, then again by Theorem 1.3 and (6.3)(b), cγ = cδ = 1. The extensions of (8.1)(b,d) to
admissible markings of order 2 with nontrivial d produce Fig. 7(d,e,f).
Example 8.2. Invariant subalgebra of an automorphism.
We demonstrate the method to ﬁnd the invariant subalgebra of an automorphism of order 8. To
simplify notations, throughout this example we identify n ∈ Z8 with (exp π i4 )n ∈ C, so that cα ∈ Z8 ={0,1, . . . ,7} for all vertices α.
The marking (c,d) in Fig. 8(a) satisﬁes
∑
D aαcα = 2 · 1+ 2 · 2+ 2 · 1 = 0 ∈ Z8, so it is admissible.
By Theorem 1.3, it represents an automorphism σ of order 8 on g = D(6,4). We shall ﬁnd gσ from
Fig. 8(a).
By Theorem 1.1(a), the white vertices show that g0¯ = D6 + C4. We now compute gσ0¯ = Dσ6 + Cσ4 by
looking at D6 and C4 separately.
For D6, we ﬁrst glue the d-orbit by Fig. 5(d) to obtain B5. Add the lowest root ϕ of B5 to form
the extended Dynkin diagram B15. Let {bα}B15 be the labels in (4.2) (see [5,8] for their values). The
restriction of c to B5 represents an automorphism of order 8. Assign cϕ = 4 so that ∑B15 bαcα =
1 · 4+ 2 · 1+ 1 · 2= 0 ∈ Z8. This leads to the marking in Fig. 8(b).
We consider C4 similarly. Add the lowest root ϕ of C4 to form the extended Dynkin diagram C14 .
The restriction of c to C4 represents an automorphism of order 8. Assign cϕ = 6 so that ∑C14 bαcα =
1 · 6+ 2 · 1= 0 ∈ Z8. This leads to the marking in Fig. 8(c).
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The markings in Fig. 8(b,c) satisfy (7.2), so we apply Theorem 1.5 to ﬁnd gσ
0¯
. From the subdiagram
{α; cα = 0} in Fig. 8(b,c), we obtain [gσ0¯ ,gσ0¯ ] = B3 + C3. There are ﬁve vertices α in Fig. 8(b,c) with
cα = 0, there are two connected components of D0¯, and there is one grey vertex in D. Therefore,
(7.4) gives q = 5 − 2 + 1 − 1 = 3. By Theorem 1.5, gσ
0¯
= B3 + C3 + C3. Since c assigns 0 to the grey
vertex of D, we have gσ
1¯
= 0. By (3.1), we conclude that gσ = B(3,3) + C3.
Example 8.3. Conjugate and inner conjugate automorphisms.
All markings in Fig. 9 satisfy cα ∈ {±1,±i} and ΠDcaαα = 1, so they represent automorphisms of
order 4 on D(2,2). We shall consider if these automorphisms are conjugate or inner conjugate.
The automorphisms represented by Fig. 9(a,b) are clearly conjugate, by diagram symmetry. How-
ever, we cannot transform Fig. 9(a) to Fig. 9(b) purely by any sequence of reﬂection algorithms (6.2),
without using diagram symmetry. Therefore, as discussed in the end of Section 6, the automorphisms
represented by Fig. 9(a,b) are not inner conjugate.
We claim that the automorphisms represented by Fig. 9(b,c) are inner conjugate. Let γ be the grey
vertex, let β be the vertex to the right of γ , and let α be the rightmost vertex. Let c1 be the marking
in Fig. 9(b). Thus (c1(γ ), c1(β), c1(α)) = (1,−1, i). Consider the sequence of reﬂection algorithms
c1
Fα−→ c2 Fβ−→ c3 Fα−→ c4.
The two leftmost vertices are not adjacent to α and β , so their values of c1 are not changed by Fα
and Fβ . Therefore, to study the effect of Fα and Fβ , we only need to compute (c j(γ ), c j(β), c j(α)).
By (6.2),
(
c2(γ ), c2(β), c2(α)
)= (1, i(−1), i−1)= (1,−i,−i),(
c3(γ ), c3(β), c3(α)
)= ((−i)1, (−i)−1, (−i)2(−i))= (−i, i, i),(
c4(γ ), c4(β), c4(α)
)= (−i, ii, i−1)= (−i,−1,−i).
So c4 is the marking in Fig. 9(c). We conclude that the automorphisms represented by Fig. 9(b,c) are
inner conjugate, as claimed.
In general, it can be diﬃcult to ﬁnd the sequence of {Fα}α and check for inner conjugate automor-
phisms, as done for Fig. 9(b,c) above. This problem has been solved for markings of order 2 [1], but it
remains unsolved for markings of higher orders.
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