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Abstract-A conditionally stable explictt scheme IS developed and applied to the ocean acoustic parabolic 
wave equation. The scheme is leapfrogged in the range variable and centered-differenced in the vertical 
variable. The theoretical development, the computational aspects and the advantage of the scheme are 
discussed. The method is ideal for vector computers. 
I. INTRODUCTION 
The propagation of acoustic signals in the ocean is frequently approximated by a parabolic 
differential equation of the Schrodinger type( I]. This approximation produces the partial dif- 
ferential equation in the form: 
k” 1 
V%(ly = i-(n”(r,~) - 1)~ + i-w,, 
2 2k,, 
(1.1) 
where z is the depth variable of the water, r is the variable range, w is a complex-valued 
pressure field. n the index of refraction, and k, a reference wavenumber. 
The equation must be satisfied in the region r 2 ro, z. 5 z 5 z, . The boundary conditions 
usually assigned to the problem are: 
NV,, z) = $(z) 
w(y, ZO) = +O(r) 
w(r, z,) = +‘(r). 
(1.2) 
Many different numerical models exist for solving the parabolic wave equation. Hardin 
and Tappert[Z] suggested a split-step algorithm in conjunction with the fast Fourier Transform 
(FFT) method. Lee and Papadakis[3] used a scheme which is based on the predictor-corrector 
technique of Adams-Bashforth; Lee, Botseas and Papadakis[4] introduced an implicit finite- 
difference scheme. Chan, Shen and Lee[S] developed an explicit scheme where the instability 
intrinsic in the forward difference scheme is removed by an additional diffusive term which is 
not in the original formulation of the physical problem. A review of difference schemes applied 
to the equation of Schrodinger type is presented by Chan and Shen[6]. This also included 
schemes derived by splitting the original complex equation into a real system. 
We propose a second order explicit scheme on a staggered grid where the real and imag- 
inary part of the function are leap-frogged in the variable r and centered differenced in the 
variable 2. Analysis and tests of the stability condition and of the accuracy of the scheme are 
presented in Sets. 2 and 3, respectively. The last section summarized in this study. 
2. A CONDITIONALLY STABLE EXPLICIT SCHEME 
In order to discuss the numerical scheme for the parabolic wave Eq. (I. l), let us consider 
a simple form of the Schrodinger equation: 
M’, = ivw,, + ifw (2.1) 
where the coefficients v and f are constant. 
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)1’ = Ii + it,. (2.2) 
It is convenient to rewrite Eq. (2.1) in a system of differential equations for the real functions 
u and v; i.e. 
ur = - uv,: - fv (2.3) 
v I = + ull,, + fu 
The discretized version of the differential problem (2.3) is made by using a staggered grid where 
the functions u and v are known at the same z-nodes. but at intermediate r--levels. Thus, the 
leap-frog scheme can be written as follows: 
u”+i = 
I 
uI’-’ - K(v;‘,, - 2~:’ + v:‘_ ,) - 3Fv; (2.4) 
v”+? 
I = v; + K(u;‘;,’ - 2u:‘-’ + u;:,‘) + ZFu;‘-’ 
where 
U; = u(rO + nAr, z0 + jAz), vy = v(rg + rzAr, z. + jhz) 
and 
2vAr 
K=- 
AZ: ’ 
F = fAr. 
Since the linear system (2.4) has a solution of the form 
(2.5) 
(2.6) 
(2.7) 
one obtains a quartic equation for the (complex) amplification factor G: 
G4 - 2(1 - 2p..‘)G? + 1 = 0 
where 
p = K(cos kAz - 1) + F. 
Thus, the scheme is unconditionally stable (ICI = I) if: 
21KI + IFI I I. (2.8) 
Once we have verified the numerical stability of the scheme, it is useful to verify the 
accuracy of the method. Following Grotjahn and O’Brien(71, numerical techniques introduce 
two different distortions into the representation of the solutions: the error inherent from the 
truncated arithmetic and the error created by approximating continuous differential equations 
with discrete algebraic expressions. Although the former error is well-documented, the latter 
is usually neglected by numerical modelers. Nevertheless, the error introduced by finite dif- 
ferencing can permit very inaccurate phase and group velocities in the solution. 
It is easy to prove that the truncation error associated with the scheme (2.4) is: 
e = O(Arj’ + O(Az)‘. (2.9) 
In the next paragraphs we compare phase and group velocities of the analytical solution of (2.1) 
with the solution of the discrete Eq. (2.4). 
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The continuous solution of the Schrodinger equation (2.1) may have the simple form: 
W‘l 
= Aed: - WJ, 
1 WC, = vk' - f, (2.10) 
where k is the wavenumber and w, the analytical phase frequency. The wave expressed by Eq. 
(2.10) has a group velocity 
do 
(‘&,‘, = 7 = 2vk. 
dk 
(2.11) 
On the other hand, the appropriate solution for the discrete system is 
II’< 
= /,e,(t/.l’-“,“~” (2.12) 
where w, is the computational phase frequency. Substitution of (2.9) into (2.4) leads to: 
W< = & cos-‘{I - 2[K(cos kAz - 1) + F]‘} (2.13) 
for the phase. The computational group velocity is given 
C,, = 2 = 2uk(l - (K(cos kA; - 
sin kAz 
1) + F)?))“? --Y-$- 
Z 
(2.14) 
The phase and group velocities of the finite-differenced equation are compared with the relative 
analytical solutions in Fig. 1. It follows that the numerical scheme underestimates the functions 
w,, and cro. but it approximates reasonably well the phase frequency and the group velocity 
for long-wave (i.e.: those resolved by many grid points (%4)). On the other hand short waves 
are poorly resolved with the transport of energy approaching zero for wavelengths of about 
2A-_. However. unlike most of the other numerical schemes, the energy in those wavelengths 
is propagated in the correct direction[7]. 
3. APPLICATION 
In order to verify fully the accuracy of the scheme, we compare the solution obtained by 
solving numerically the non-dimensional problem: 
M’r = iw,, + iw 
MI((), 2) = e12r;1 
,,‘()., 0) = ,-ml’-IIr 
M,(r, 1) = ,-,l4n’-I,, 
(3.1) 
with its exact analytical solution: 
),,,,(r, =) = erl?sr-14n~- IW,. (3.2) 
Because of the staggered grid system. the numerical algorithm requires knowledge of the 
initial distribution of the u and 1’ pressure field components at two different r-levels. Tests have 
been made to insure that the imposed initial conditions do not affect the evolution of the solution. 
No substantial differences have been found after the initial adjustment which is of order of a 
r.-wavelength. Thus. the algorithm can be initialized with the initial value of the u or v function 
shifted at the level I’ = Av. 
As we have already, noticed. a coarse partition of the vertical variable z can induce inac- 
curacies in the representation of the phase speed and. therefore. a distortion of the solution. In 
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Fig. I. The computational phase velocity [Fig. I (a)] and the computational group velocity [Fig. I(b)]. normalized 
by the analytical values. as function of the wavenumber, A is the corresponding wavelength in terms of the 
grid intervals (i.e. when kh; = n/2 the wavelength is Jk). (A) K = .Ol F = 0: (8) K = .1 F = .I: 
CC) K = ..IY F = 0. 
order to verify how the c-interval can affect the solution, we have solved the problem (3. I) 
with periodic lateral boundary conditions. Figures 3(a) and 2(b) show the evolution of the 
solution at the boundary for an increment Az = I/ IO and A; = 1132, respectively. 
When the boundary conditions are assigned as in (3. I) and we wish to retain a coarse z- 
resolution, it is possible to remove the distortions created by the different values of the com- 
putational phase frequency (i.e. the phase frequency of the interior) and the exact phase frequency 
(i.e. the phase frequency of the lateral boundaries). This is achieved by introducing the functions 
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Fig. 2. Comparison between the exact value of the real part of the pressure tield computed at the lateral boundary 
(dotted line) and the numerical solution computed assuming periodic boundary conditions. (a) AZ = I/ IO. (b) 
A.- = l/32. 
Thus. Eq. ( 1.1) and the boundary and initial conditions ( 1.2) are transformed into the differential 
problem: 
w 
r 
= i w2 - 1) 
2 
w + i $ w,, + F(r, 2) 
0 
W(r,. z ) = *I(:) - h(r,, z) 
W(r, zo) = 0 
W(r, 2,) = 0 
(3.4) 
F(r. :) = -h, + i 
k,j(lG - I) h 
2 . 
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Fig. 3. Comparison between the vertical section at the level r = 0.2 of the exact pressure field (dotted line) 
and the numerical simulation computed with an increment 1: = I : IO. 
Figure 3 represents the solution of problem (3.1) solved through the transformation (3.2) for 
an increment AZ = l/ 10. 
4. DISCUSSION 
The present study indicates that the numerical scheme reported in this article solves the 
parabolic wave equation of Schrodinger type with the efficiency and accuracy. The algorithm 
is easily implemented on a vector machine. 
The scheme is explicit and conditionally stable without requiring additional dissipative 
terms that alter the physics of the problem. Explicit-diffusive schemes are conditionally stable 
because they balance numerical instability with the introduction of a dissipative term which 
poorly reproduces the amplitude of the oscillations. Furthermore, when the diffusive term has 
the form of an high order partial derivative, the scheme applies only to a problem with the 
periodic boundary conditions, additional non-physical boundary conditions lead to erroneous 
physics. On the other hand, our scheme preserves the amplitude of the oscillations and can 
handle arbitrary boundary conditions consistent with the character of the partial differential 
equation. 
Although the scheme is conditionally stable, it is preferable to unconditionally-stable, 
implicit schemes because it requires less storage and it is more accurate in the representation 
of phase speed and group velocity[7]. In terms of accuracy, speed and its implementation 
possibilities on vector computers, the scheme may be preferable to the other numerical algorithms 
previously suggested for the solution of the parabolic wave equation. 
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