Abstract. The second largest eigenvalue of a transition matrix P has connections with many properties of the underlying Markov chain, and especially its convergence rate towards the stationary distribution. In this paper, we give an asymptotic upper bound for the second eigenvalue when P is the transition matrix of the simple random walk over a random directed graph with given degree sequence. This is the first result concerning the asymptotic behavior of the spectral gap for sparse non-reversible Markov chains with an unknown stationary distribution. An immediate consequence of our result is a proof of the Alon conjecture for directed regular graphs.
1. Introduction and statement of the results.
1.1. Directed configurations. Given two n-tuples of positive integers, say pd1 , . . . , dǹ q and pd1 , . . . , dń q, we build a sequence of directed multigraphs G 1 , G 2 , . . . using the configuration model: at each of the n vertices (labeled from 1 to n), we glue tails and heads. The vertex i has dì heads and dí tails. For consistency we ask the total number of tails to be equal to the total number of heads:
(1.1)
We then choose uniformly at random a matching of the tails into the heads, that is a random permutation σ n P S M . If e is a head attached to vertex x, we glue it to the tail σ n peq " f . If f is attached to vertex y, this gives rise to an oriented edge from x to y. The whole construction leads to a directed multigraph G n (we will often say digraph) on n vertices called the directed configuration graph associated with the so-called degree sequence d1 , d1 , . . . , dǹ , dń . The permutation σ n will sometimes be called the environment.
The random graph G n will simply be noted G, the n-dependence being implicit through all this paper. We are interested in properties of G in the asymptotic regime n Ñ 8: we say that an event depending on n holds with high probability if its probability tends to 1 as n Ñ 8.
If u is a vertex, we will adopt the following notations: E`puq is the set of all heads attached to u, and E´puq is the set of all tails attached to u. Therefore, #E`puq " dù and #E´puq " dú . Through all this paper, and unless specified otherwise, heads will be denoted by the bold letter e and tails by f .
Statement of the theorem and illustrations.
The transition probability matrix P on the graph G is defined as follows:
P pu, vq "
#te P E`puq : σpeq P E´pvqu dù .
(1.
2)
The matrix P is thus a random stochastic matrix. The eigenvalues of P are the n complex roots (counted with multiplicity) of its characteristic polynomial detpP´zIq. We order them by decreasing modulus:
|λ n | ď |λ n´1 | ď¨¨¨ď |λ 2 | ď λ 1 " 1. Recall that all those eigenvalues are random variables depending implicitly on n and on the degree sequence pdì , dí q iďn . We will impose that all the degrees are bounded independently on n, meaning that there are two constants δ ě 2 and ∆ ě δ such that for every n, δ ď mintd1 , d1 , . . . , dǹ , dń u and maxtd1 , d1 , . . . , dǹ , dń u ď ∆.
Under the first assumption, the minimal degree is greater than two (which means there are no dead-ends) and the graph G is strongly connected with high probability as shown in [CF04] . Let us introduce a central parameter of this model:
Our goal is to link the modulus of the second eigenvalue with ρ. The main result is the following theorem.
Theorem 1. Let P be the transition matrix (1.2) of the random digraph associated with the degree sequence pd1 , dń , . . . , dǹ , dń q satisfying (H1). Let ρ be as in (1.3) and defineρ " ρ _ δ´1. Then, as n goes to infinity, we have for every ε ą 0: lim nÑ8 P p|λ 2 | ąρ`εq " 0.
(1.4)
Hence, for every ε ą 0, with high probability as n goes to infinity, the second eigenvalue satisifies
, .
-`ε .
This theorem only provides an upper bound for |λ 2 |; knowing if the bound is optimal and having a symmetric lower bound are questions not adressed in this paper. The following figure shows an illustration of (1.4).
Remark 1.1. When δ´1 is smaller than ρ, the bound of theorem 1 is equal to ρ. This happens when δρ ą 1 (1.5) and this is not always verified as shown in the following example:
# dì " dí " 2 @i P t1, ..., 100u dì " dí " 8 @i P t101, . . . , 200u.
This degree sequence satisfies ρ " a n{M " a 200{1000 » 0.45 and in this case we have δρ ă 1. In fact, using Jensen's inequality, one can give a slightly stronger form of (1.5). Let π´be the so-called in-degree distribution on vertices t1, . . . , nu, that is π´piq " dí {M . Let U be a random variable with probability distribution π´: we have
Using Jensen's inequality for the convex function x Þ Ñ 1{x, we get ErdÙ s´1 ď ρ 2 . A direct consequence of hypothesis (H1) is δ ď ErdÙ s ď ∆, so (1.5) is fulfilled when ErdÙ s ă δ 2 . This hypothesis can be interpreted as a concentration hypothesis in the sense that the out-degree of a π´-distributed random vertex has an expectation not far from the minimum out-degree.
(a) Case withρ " δ´1. Two spectra of the transition matrix on a random configuration digraph. We drew in red the circle with radius ρ; in green, the circle with radius δ´1. The rightmost outlier is the Perron eigenvalue λ 1 " 1. ‚ In figure (a) there are n " 1600 vertices: 700 of them have type p2, 2q and 800 have type p9, 9q. In this case we haveρ " δ´1 " 1{2. Notice that there are very few outliers outside the circle of radius ρ: only one in this case. ‚ In figure (b), there are n " 1800 vertices, 600 of them have type p5, 6q, 600 of type p3, 7q and 600 of type p9, 4q. Here we haveρ " ρ.
Ramanujan digraphs and the Alon conjecture.
A d-regular undirected graph is said to be Ramanujan if every eigenvalue λ of its transition matrix has |λ| " 1 or |λ| ď 2 ? d´1{d. Those graphs have been very well studied, notably for their optimal expansion properties ( [DSV03, HLW06] ). The reason why the value 2 ? d´1{d appears here is because the universal cover of every d-regular graph is the infinite d-regular tree T d , and its transition operator has spectrum r´2 ? d´1{d, 2 ? d´1{ds, a classical result of Kesten [Kes59] ; Ramanujan graphs are the regular graphs whose non-trivial eigenvalues are included in the spectrum of their universal cover.
A recent line of research generalized this to digraphs, as recently 1 surveyed in [Par18] : the universal cover of a d-regular digraph is the infinite d-regular tree T d obtained from the infinite 2d-regular tree T 2d by assigning a direction for d edges at every vertex and the other direction for the d other edges at this vertex. The spectrum of the transition operator T d is precisely tz P C : |z| ď 1{
?
du as proven in [dlHRV93] . By analogy, a d-regular digraph is called Ramanujan if every eigenvalue λ of its adjacency matrix has |λ| " 1 or |λ| ď 1{ ? d. Explicit constructions of Ramanujan graphs have been a challenging problem with a rich history, but one of the most striking phenomenon in the domain is that most regular graphs are nearly Ramanujan. More precisely, Alon conjectured in [Alo86] that for every d, ε, the second eigenvalue λ 2 of the transition matrix of a uniform d-regular graph on n vertices is smaller than 2 ?
d´1{d`ε with high probability when n Ñ 8. The question remained open for two decades and was solved by Friedman in his celebrated 2004 paper [Fri04] . In fact, the bound was optimal due to a simple inequality already shown by Alon, sometimes referred to as the Alon-Boppana inequality ( [Nil91] ). This is now called Friedman's second eigenvalue theorem:
Theorem 2 ( [Fri04, Bor15] ). Fix an integer d ą 2. For every ε ą 0, as n Ñ 8 we have This solved the first-order asymptotic behaviour of the second eigenvalue for regular graphs; we refer the reader to the introductions of [Alo86, Bor15, DSV03, HLW06] for further reference. When it comes to regular digraphs, our main theorem settles the Alon conjecture for digraphs (see [Par18, section 5 .5]). In fact, in a d-regular digraph, we have dì " dí " d, henceρ is equal to
. We state this as a corollary.
Corollary 1.2. Let d ě 2 be a fixed integer and P be the transition matrix of a random d-regular digraph. Note |λ n | ď¨¨¨ď |λ 2 | ď λ 1 " 1 the eigenvalues of P , ordered by decreasing modulus. Fix ε ą 0. Then, as n goes to infinity, the following holds with high probability:
(1.7)
1.4. Motivation, background and related work.
Random digraphs. In this paper, we consider random directed (multi)graphs with a specified sequence of in-degrees and out-degrees; when all the degrees are equal to d, this model reduces to the directed d-regular case. Our construction with half-edges is a directed variant of the classical configuration model (see [Bol01] ). When the degrees are bounded independently of the size of the graph, such multigraphs are sparse, meaning they have few edges. Even if digraphs are much more difficult to handle than undirected graphs, they are also one step closer to reality when modelling real-life situtations: see [NSW01, Coo11] and references for (many) examples of graph-modelling that go beyond the Internet graph.
Eigenvalues of Markov chains. Many strong connections exist between the second eigenvalue of a transition matrix and the convergence properties of the corresponding Markov chain. The following proposition is the most known result:
. Let P be the transition matrix of an irreducible, aperiodic Markov chain on the finite state space S " t1, . . . , nu with stationary distribution π ‹ . Let 1 " |λ 1 | ě |λ 2 | ě¨¨¨ě |λ n | be the eigenvalues of P ordered by decreasing modulus and dpnq be the distance to equilibrium at time n, defined as dpnq " max xPS }P n px,¨q´π ‹ } TV , with }¨} TV the usual total variation distance. Then,
In other words, large values of the spectral gap γ ‹ :" 1´|λ 2 | are linked with fast convergence. For random walks on graphs, λ 2 is also known to be strongly linked with expansion properties of the underlying graph (see [HLW06] for an excellent survey). It is thus of special interest to study the spectrum of transition matrices; however, instead of focusing on a fixed chain P , researchers now study "generic" models of transition matrices. Most of the time, the transition matrix is chosen at random among a certain type of matrices and its properties are studied in a probabilistic setting. In this line, random walks on random graphs have attracted an extraordinary attention during the last decades.
Another very important aspect of Markov chains linked with |λ 2 | is mixing, and especially the cutoff phenomenon ( [Dia96, LPW09] ). Proving cutoffs for large classes of random walks is an active line of research. In the context of random graphs, cutoff had been proven with high probability in the d-regular model ([LS`10]), but it was recently shown by Lubetzky and Peres in their influential paper [LP16] that every Ramanujan graph exhibits cutoff, suggesting that optimality of the second eigenvalue is linked with optimal mixing. Our paper gives the first upper bound for the second eigenvalue for a non-reversible model of Markov chains. The cutoff phenomenon for our model has been established whp in the inspiring paper [BCS15] , with a logarithmic mixing time (see Theorems 1 and 2 in [BCS15] ). Note that our main result (Theorem 1) immediately implies Theorem 3 in [BCS15] , as a consequence of Proposition 1.3.
Random transition matrices. While we are interested in the spectral gap of a special kind of those matrices, some serious advances on global asymptotics of the spectrum have recently been made. In a series of papers [Coo15, Coo17, BCZ17] , Nicholas Cook and coauthors established convergence towards the circular law of the empirical spectrum of matrices related to the adjacency matrix of d-regular directed graphs, when d grows to infinity with n. In another series of papers ([BCC09, BCC08b, BCC08a, BCCP16]), Bordenave, Caputo and Chafaï considered the spectra of a transition matrix P constructed by row-normalizing a random matrix with nonnegative iid entries X i,j , that is P pi, jq :" X i,j ρpiq´1 where ρpiq :" X i,1`. ..`X i,n . A key result is formulated in [BCCP16] where the authors prove the convergence towards the circular law in the sparse case where the X i,j are heavy-tailed with index α Ps0, 1r. They also conjecture ([BCCP16] remark 1.3) that in this case, whp the second eigenvalue |λ 2 | will be smaller than ?
1´α. We believe that our method could be adapted to tackle this conjecture.
Non-reversible chains. A key feature of random walks on random unoriented graphs is reversibility of the Markov chain. When the walk is reversible, the transition matrix P has a known stationary distribution π ‹ and is self-adjoint relatively to the hilbert product x¨,¨y ‹ defined by
In this reversible case, all the classical tools from hermitian algebra can be used to study the spectrum of P . When P is not reversible but when its stationary distribution π ‹ is known, we can still use the reversibilization trick introduced by Fill ( [Fil91] ; see also [MT`06]): if Pd enotes the time-reversibilization of P , defined as P˚pi, jq " P pj, iqπ ‹ pjqπ ‹ piq´1, then P P˚is self-adjoint for x¨,¨y ‹ . All the eigenvalues 1 " µ 1 ě µ 2 ě ... ě µ n ě 0 of P P˚are real and positive, and µ 2 ě |λ 2 | 2 , thus giving informations about |λ 2 |. However, in any model where π ‹ is not explicitly known, those techniques are useless.
Our method is the first one to efficiently deal with the top eigenvalue of non-hermitian matrices with no information on the eigenvectors; we strongly believe this method could prove extremely useful in other problems within the random matrix theory, especially in the non-hermitian setting.
In fact, after the first version of this paper was put on the ArXiv, other results on the spectral gap of random matrix models have been proven with this method, such as the spectral gap for random biregular bipartite graphs [BDH18] , and for sparse bistochastic matrices [BQZ18] .
We finally mention some related questions and conjectures.
(1) What is the link between |λ 2 | and the cutoff phenomenon for the Markov chain ? Do all graphs in our model having |λ 2 | ď ρ exibit cutoff ? (2) Is the upper bound (1.4) optimal ? In the Friedman theorem, the difficult part was to prove the upper bound while the lower bound had been proven very early ([Nil91]) using the full strength of the symmetric nature of P . We have proven an upper bound for our model, but no lower bound is known yet. (3) This paper deals with the second eigenvalue of random digraphs in general. In the specific case of d-regular digraphs, it is conjectured in [BC12, Section 7] that the whole empirical spectral measure of the adjacency matrix of a d-regular digraph converges almost surely in distribution to µ OKMC , a complex version of the Kesten-McKay distribution, namely
1.5. Conventions and notations. The operator norm of a real square matrix A P M n pRq is
where }x} " px 2 1`¨¨¨`x 2 n q 1 2 is the standard euclidean norm. If M is any matrix, A J is its usual transpose. We will also note 1 the column vector 1 " p1, . . . , 1q J . If pa n q and pb n q are two real sequences, we use the classical Landau notations a n " b n , a n " opb n q and a n " Opb n q.
We will also adopt the following notations for half-edges in our model. Formally, a half-edge will be coded by a triple pu, i, εq, where ‚ u is a vertex, ‚ ε P t´,`u is a sign indicating the nature of the half-edge: a`symbol denotes a head, a´denotes a tail, ‚ i is an integer in t1, . . . , d ε u u. With this notation, we have E`puq " tpu, i,`q : i " 1, . . . , dù qu and also E´puq " tpu, i,´q : i " 1, . . . , dú qu. These notations will specifically be used in the combinatorial section 6. In general, it will be more convenient to adopt the following conventions, much easier to read: heads will be denoted by the bold letter e and tails will be denoted by the bold letter f . If a half-edge e is attached to vertex u, we will write dȇ instead of dȗ .
For example, a 2-step path in the graph between vertices a and b is a sequence of the form pe 1 , f 1 , e 2 , f 2 q with e 1 attached to a, f 2 attached to b, e 2 and f 1 attached to the same vertex and σpe 1 q " f 1 , σpe 2 q " f 2 . We will give a complete and precise definition of paths further in the paper.
In the rest of the paper, we will denote all universal constants by C ą 0.
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2.
Proof of the main theorem.
2.1. Outline. We give a motivated sketch of the main difficulties in the proof of our theorem and the core ideas to overcome them. As mentionned in the beginning of [Fri04] or [Bor15] , the standard trace method for bounding |λ 2 | is doomed to fail: the main obstruction comes from the fact that with small probability, some very small graphs with many cycles ("tangled graphs") are present in the graph, and they drastically perturb the expectation of the trace of P t . To tackle the problem, a powerful idea is to use a selective trace.
Recall that the coefficient pi, jq of P t is the sum over all paths of length t from i to j of the probability that the simple random walk follows this path. Instead of taking all those paths, we are going to select only those that are not "too much tangled" and replace the matrix P t with a "tangle-free" matrix P ptq -all proper definitions will be stated in Section 2.2 -and use the fact that with high probability, when t is not too large, there are no tangles in the original graph (Proposition 2.3). This idea was introduced in [Fri04] for the proof of the Friedman theorem and was refined in [Bor15] and [BLM15] .
In the models studied in these papers, it was easier to study paths that are non-backtracking, i.e. that do not take the same edge twice in a row. In our own model of directed graphs, no edge can be crossed twice in a row except self-loops -which are rare -hence we can concentrate on the transition matrix P t or its tangle-free analog P ptq instead of resorting to non-backtracking matrices.
The next step will be to relate the second eigenvalue of P ptq with the matrix norm of different other related matrices, namely P ptq and R t, , defined in 2.2.4. Those matrices are easier to study, because their components are nearly centered. Their norms are given in Propositions 2.6 and 2.7.
The key difficulty of our model, compared to the regular case studied in [Bor15] , lies in the fact that the stationary distribution is unknown. In the regular case, the stationary distribution -i.e., the top left-eigenvector -is known to be p1{n, . . . , 1{nq, which could be used in Lemma 3 of [Bor15] for deriving a Courant-Fisher-like variational formulation of |λ 2 |. This is no longer the case here and we had to perform different algebraic manipulations and to approximate the stationary distribution; this will be done in the proof of Proposition 2.8 (Section 3).
2.2. Definitions: tangles and variants of P . This subsection introduces the main tools for our proof of Theorem 1.
2.2.1. Paths. Even though the graph G is a multigraph, its construction with half-edges described in Section 1.1 is extremely useful and will be of paramount importance in the paper. This is why we do not define paths as a usual path in a graph (or multigraph), but as a sequence of half-edges that could be paired through σ. Through all the sequel, t ą 0 is an integer. Definition 2.1. A path of length t between vertices i and j is a sequence of half-edges pe 1 , f 1 , . . . , e t , f t q such that
(1) for every s ď t, e s is a head and f s is a tail, (2) for every s ă t, f s and e s`1 are attached to the same vertex, (3) e 1 is attached to i and f t is attached to j. We note P t pi, jq the set of paths of length t connecting i to j. Usually, we will denote paths by the bold letter p, meaning p " pe 1 , f 1 , . . . , e t , f t q.
Keep in mind that our definition of a path does not depend on σ or G: it is a potential path in G. The path itself is a purely combinatorial object and is not random; it will become a true path in the random graph G if in addition, σpe s q " f s for every s P t1, . . . , tu. In this setting we have the following useful expression for powers of the matrix P :
where dè is in fact dù if the half-edge e is attached to the vertex u (see notation 1.5). When t " 1, this expression reduces to
Taking expectations on both sides yelds the following identity:
The probability distribution π´is also called the out-degree distribution.
Tangles and cycles.
In an oriented multigraph, we say that two vertices u and v are adjacent if there is an edge between them, regardless of its orientation. A cycle is a sequence of vertices px 1 , . . . , x n q such that for every i ‰ n, x i and x i`1 are adjacent and x n is adjacent with x 1 . Loops and multi-edges count as cycles. If G is an oriented multigraph and x, y are two vertices, a digraph-path from x to y is a sequence px 1 , . . . , x n q such that x 1 " x, x n " y, and for every i the vertex x i leads to the vertex x i`1 . Its length is n´1. We denote by dpx, yq the length of the shortest digraph-path from x to y. Let x be a vertex and r a positive integer. The forward ball of center x and radius r, noted B`px, rq, is the oriented multigraph induced by G on the vertices y such that dpx, yq ď r.
We now give our first definition of tangles, in the context of digraphs:
‚ Let G be an oriented multigraph. We say that it is tangled if it has at least two cycles.
If G is not tangled, it is tangle-free. ‚ Let d be a positive integer. If, for every vertex x, the oriented multigraph B`px, dq is tangle-free, we say that G is d-tangle free. Otherwise, it is d-tangled.
Some examples of tangle-free digraphs. Some tangled digraphs. We now extend this to paths, as defined in definition 2.1. Fix a path p. It induces an oriented multigraph Gppq with the following construction:
‚ the vertices of Gppq are the vertices having an half-edge appearing in p, ‚ the number of edges going from vertex x to vertex y is the number of distinct couples pe, f q appearing in p, such that e is a head attached to x and f is a tail attached to y. If pe, f q appears more than once in the path p, then it will only account for one edge in Gppq. The definition of tangles naturally extends to paths p: Definition 2.2 (tangle-free paths). Let p be a path. It is tangle-free if Gppq is tangle free. The set of all paths of length t going from i to j that are tangle-free will be noted T t pi, jq.
Note that a path p can be tangle-free and have a cycle crossed many times. For example, fix a head e and a tail f attached to the same vertex x. Define the path p " pe, f , e, f , e, f q.
The corresponding graph Gppq is the simple loop based at x, which has only one cycle, thus p is tangle-free. However, the loop is explored three times by the path p. Now take another tail attached to x, say f 1 . Consider the path q " pe, f , e, f 1 q.
Then Gpqq is simply the multigraph with one vertex and two distinct loops based at x, thus q is tangled.
2.2.3. Variants of P . We now define:
‚ the centered analogue of P t , which is P t defined by
Using (2.2), we see that the matrix P 1 is centered. This is not true for P t , but an important step in this work will be to prove that P t is nearly centered. ‚ the tangle-free analogue of P , defined by
Here, we just got rid of all the tangled paths. When the underlying graph is t-tangle free, we obviously have P t " P ptq . ‚ and finally the centered tangle-free analogue of P , defined by
The matrix P ptq is the main tool of the forthcoming analysis, because it is "nearly centered" and the sum runs over tangle-free paths. A key step in this paper will be to check if the perturbation P t´P ptq is small: to this end, first remark that the sparsity of the graph G implies that tangles are not frequent if we choose the right scale for the path length t: Proposition 2.3. Let G be the random graph associated with the degree sequence pdì , dí q satisfying hypothesis (H1). Define t " rα log ∆ pnqs. Then, as n goes to infinity, we have
PpG is t-tangled q " 0.
(2.6)
The proof relies on a classical breadth-first-search exploration argument and can be found in section 3.2 of [BCS15] . In particular, under assumption (H1), T s " P s with high probability for every s ď t, so P s " P psq . Some related work on cycles in those random digraphs can be found in [CF04] .
For the rest of the paper, we fix t as in the preceding proposition with α ă 1{4, that is
The parameter α can be chosen arbitrarily small, as long as it is strictly smaller than 1{4. This freedom will be used in Section 2.3.
Tangled remainders.
We finally define our last ingredient: tangles. We first need a notation for the concatenation of two paths.
Notation 2.4 (concatenation).
If p " pe s , f s q 1ďsďk is a path of length k and if p 1 " pe 1 s , f 1 s q 1ďsďk 1 is a path of length k 1 , with f k attached to the same vertex as e 1 1 , then the concatenation pp, p 1 q will be the path of length k`k 1 defined by
This definition obviously extends to the concatenation of three or more paths, provided that the final tail of each path is attached to the same vertex as the beginning head of the next path.
Definition 2.5. R t, pi, jq is the set of all tangled paths p going from i to j, but which can be written in the form p " pp 1 , p 2 , p 3 q where ‚ the path p 1 belongs to T ´1 pi, gq where g is a vertex of the graph, ‚ p 2 " pe, f q is a path which goes from g to h in only one step, with h a vertex of the graph, ‚ the path p 3 belongs to T t´ ph, jq. We also define the tangled rest by
In other words, the set R t, is the set of all paths that can be obtained by gluing two tangle-free paths with a bridge, but which in the end are tangled. p Figure 3 . An element in R t, . The two black paths are tangle-free, but when we glue them together with the "bridge" p, we create a tangle.
2.3. Proof of the main theorem. The main algebraic idea of the proof relies on the fact that one can bound |λ 2 | using the operator norm of matrices P ptq and R t, for ď t. The core of the paper will consist in bounds for }P ptq } and }R t, }. Recall thatρ " ρ _ δ´1.
Proposition 2.6. Let t be as in (2.7). For any c ą 1, with high probability, we have
where D is a positive constant.
Proposition 2.7. Let t be as in (2.7) and let be in t1, . . . , tu. With high probability, we have
The proof of those two propositions is an application of the classical trace method and is quite technical. It will be postponed at Sections 4 -9. We now state the central proposition for bounding the second eigenvalue of P . Its proof is exposed in Section 3.
Proposition 2.8. With high probability, the second eigenvalue λ 2 of the matrix P satisfies the following inequality:
We now conclude the proof of Theorem 1 from Propositions 2.8, 2.6 and 2.7. For simplicity, note
As a direct consequence of the two preceding theorems and the fact M ě δn ě n, it is clear that with high probability,
cρ´1˘. If c is close enough to 1 to ensure that cρ ă 1, then as n goes to infinity the term 1`δ´1cρ
cρ´1 is bounded by some absolute constant C. We have proven that, with high probability,
We now use Proposition 2.8 which states that |λ 2 | t ď 2 lnpnq 3 K t , hence
(2.14)
Take powers 1{t on both sides and use t " Θplnpnqq:
which finally ends the proof of (1.4) and Theorem 1.
2.4.
Organisation of the rest of the paper. The rest of this paper is mainly devoted to the proof of Propositions 2.6-2.7. Both are inspired from [Bor15] .
(1) Section 3 gives the proof of Proposition 2.8.
(2) In Section 4, we state a lemma on correlation functions in the multigraph G that will be used in the proof of Propositions 2.6 and 2.7. This section is essentially technical and the proof of (4.1) is postponed to Appendix B. (3) In Section 5, we develop the general strategy used to prove Proposition 2.6 which is an adaptation of the trace method. This leads to two subproblems, one purely combinatorial and one purely probabilistic. The combinatorial part (counting paths) is treated in Section 6 and the probabilistic one (bounding expectations) in Section 7. (4) Finally, the asymptotic analysis is done in Section 8, thus concluding the proof of Proposition 2.6. (5) The exact same steps are adapted to the proof of Proposition 2.7 in the last section.
Proof of Proposition 2.8.
The method for the bound (2.11) is inspired from [Mas13] and was developped in [BLM15] and [Bor15] . The main steps are as follows:
(1) express P t as a weighted sum of matrix products involving the tangle-free centered matrices P ptq and the tangled rest R t, , (2) use this expression to make P t appear as a perturbation of a rank 1 matrix, (3) and finally use classical results from linear algebra to link the eigenvalues of P t with those of this perturbed matrix.
Notation. If e is a head and f is a tail, then we will adopt the following notations:
With these notations, the matrix P t has the following expression:
Ape s , f s q 3.1. Telescoping products of real numbers. If x 1 , . . . , x t , y 1 , . . . , y t are arbitrary complex numbers, we have the following "telescopic product-sum" :
Recall Definitions 2.3 of P t and Definition 2.5 of P ptq on page 9. We apply (3.2) to the matrix P ptq , with y s " Ape s , f s q and x s " y s´p M dè s q´1. Note that the choice (2.7) for t implies that P t " P ptq with high probability due to Proposition 2.3. Hence, with high probability,
Ape s , f s q´ÿ
Ape s , f s q.
By definition (see (3.1)), we have Ape , f q´Ape , f q "´pM dè q´1, so finally
3.2. Gluing paths and gathering the remainders. We now decompose the set T t pi, jq appearing in the sum in the right hand side of (3.5). Recall that the out-degree distribution πẃ as defined in (2.2) on page 8.
Lemma 3.1. With high probability,
Proof. We start from (3.5): our main task will be to reorganize the sum
We have the following decomposition when ă t (remind that the union over g, h is taken over all pairs of vertices):
Therefore, we have the following symbolic identity between sums: ÿ
In the RHS, the sum over R t, will be exactly the pi, jq entry of the matrix R t, (see (2.8)). Note that, if the path p " pe s , f s q sďt can be written in the form pp 1 , p 2 , p 3 q with p 1 in T ´1 and so on as in (3.8), then
where we noted p 1 " pe 1 1 , f 1 1 , ..., e 1 ´1 , f 1 ´1 q and so on. With the same notations, we plug this into the five sums found above:
This is a matrix product : the first and third parentheses are P p ´1q pi, hq and P pt´ q ph, jq. The term in the middle is equal to ř ePE`pgq,f PE´phq
which simplifies to dh {M " π´phq.
We define Xpg, hq " π´phq -note the useful identity X " 1pπ´q J . The RHS of (3.11) then becomes ÿ
and the whole expression (3.7) becomes equal to`P p ´1q XP pt´ q˘p i, jq´M´1R t, pi, jq. Putting it back in (3.5), we get
which is exactly the claim in the lemma because because (due to Proposition 2.3), with high probability we have P pt´ q " P t´ and P " P p q .
3.3. Expressing P as a perturbation of a rank 1 matrix. We first define two real vectors x, y P R n by
and we recall the definition of K t given in (2.12):
Note the presence of the important M´1 factor in the right. The following lemma is crucial: it quantifies the distance between the matrix P t and a rank-1 matrix, namely xy J .
Lemma 3.2. With high probability,
Proof. Let f be a vector such that xf, 1y " 0; multiply (3.6) to the left by f J to get
15)
The matrix P ´1 is a Markov matrix, therefore P ´1 1 " 1 and the product f J P ´1 1pπ´q J P t´ vanishes. We get the fundamental inequality
Let us momentarily note Q " P t´x y J so that
These choices imply the crucial following observation:
But as x J P t " ny J we get x J Q " 0. Hence, Q vanishes when multiplied on the left by 1. Let v be any unit vector: there is a real number α and a vector f with xf, xy " 0 such that v " f`αx. The triangle inequality implies }v J Q} ď }f J Q}`α}x J Q} " }f J Q}, hence }Q} ď sup }f J Q}{}Q}, where the supremum is taken over all nonzero vectors f such that xf, xy " 0. Moreover, as xf, xy " 0 we have
Putting all these observations together with (3.16) yelds the following:
which is exactly the claim in the lemma.
3.4. Classical algebra to link the eigenvalues of P t with those of xy J . The main ingredient for the proof of Proposition 2.8 will be the following basic algebraic lemma (see Appendix A for a complete proof of this result).
Lemma 3.3 (eigenvalue perturbation for rank 1 matrices). Let H, M be two real nˆn matrices, with M diagonalizable with rank 1. Let x, y be two vectors such that M " xy J .
Define µ " xx, yy.
(1) The eigenvalues of M`H lie in the union of the two balls Bp0, εq and Bpµ, εq, with ε " 2}x} 2 }y} 2 µ´2}H}. µ 0 ε (2) If Bp0, εq X Bpµ, εq " H, then there is exactly one eigenvalue of M`H inside Bpµ, εq and all the other eigenvalues of M`H are contained in Bp0, εq.
Proof of Proposition 2.8. Let x, y be as in (3.13). We apply Lemma 3.3 to the matrix P t " xy J`Q . First of all, note that µ " xx, yy " xP t x, x{ny " xx, x{ny " 1. All the eigenvalues of P t lie in the union of the two balls Bp0, εq and Bpxx, yy, εq where ε is smaller than
We clearly have }x} " ? n. We should now have a control over the norm of y. Note that }y} 2 " ř n i"1 pπ J 0 P t q 2 i where π 0 is the uniform measure over the vertices of the graph (i.e. π 0 pvq " 1{n); hence, π J 0 P t can be interpreted as the distribution of the Markov chain after t steps on the directed graph G when started from a uniform vertex. In particular, for every i the term pπ 0 J P t q 2 i is equal to PpX t " Y t " iq when X, Y are two independant Markov chains, each one being independently started from a uniform vertex. We will note P 1 , E 1 the probability and expectation of the Markov chain conditionnally on G. The overall term }y} 2 is thus equal to P 1 pX t " Y t q. An elegant argument from [BCS15] (see section 4) shows that
where P denotes the so-called annealed probability, that is the probability according to both the environment and the walk: PpX t " Y t q " ErP 1 pX t " Y t qs. Using the Markov inequality with P, (3.18) yelds that with high probability, }y} "
Finally, with high probability we have }x} 2 }y} 2 ď lnpnq 3 , hence ε ď 2 lnpnq 3 K t .
We now use the second part of Lemma 3.3. To this end, we have to check that the two balls Bp0, εq and Bp1, εq are disjoint, at least when n is big. It is easy to see that
see for instance the short computations on page 11 leading to (2.13). As a consequence of (H1), we also getρ ă 1 so if c is close enough to 1, then cρ ă 1 and ε goes to 0 as n goes to infinity. The two balls Bp0, εq and Bp1, εq are thus disjoint. Using the second point of Lemma 3.3, exactly one eigenvalue of P t is inside the ball Bp1, εq and this eigenvalue is obviously 1 because P t is a transition matrix. All the other eigenvalues, and in particular λ 2 , are in Bp0, εq.
Expectation of a product of centered random variables.
In this technical section, we present a method for obtaining upper bounds on the expectations of a product having the form ś sPI p1 Es´P pE swhen the events E s are nearly independant for most of them, and strongly dependent for a few ones. The general setting is the same as before. Such expectations will appear in the proofs of Propositions 2.6 and 2.7.
For the sake of clarity in the following sections, we need a definition of "potential paths", i.e. collections of half-edges that are not paths, but who could give rise to real paths in the graph. Those are called proto-paths: Definition 4.1. A proto-path is a sequence p " pe 1 , f 1 , . . . , e N , f N q with N an integer, such that for every s in t1, . . . , N u, e s is a head and f s is a tail.
There is no restriction whatsoever on the half-edges of a proto-path. Indeed, a proto-path is meant to be a path in the graph G, but it is not necessarily a path: some half-edge could appear twice of more in p, there is no vertex-consistency statement.
We are interested in computing different probabilistic quantities depending on p, the simplest of them being the probability of the event "for all s, the head e s is matched with the tail f s ".
Fix some integer p smaller than N . Recall that A and A had been defined in (3.1). We define a function F p by
Most of the times, the index p will be dropped and we will just note F . We introduce several useful definitions and notations.
‚ We will note Bpe, f q " 1 σpeq"f´1 {M and B 1 pe, f q " 1 σpeq"f . This implies Ape, f q " Bpe, f q{dè . ‚ An edge of p is a couple pe s , f s q appearing in p. ‚ a is the number of distinct edges appearing in the proto-path p:
We will denote those edges by y 1 , . . . , y a . ‚ For each i P t1, . . . , au, the weight w i of edge y i is the number of times edge y i is visited by the proto-path before p and w 1 i is the number of times edge y i is visited after p:
‚ If y i " pe, f q, we will note Bpy i q or Apy i q instead of Bpe, f q or Ape, f q. ‚ The weight of the proto-path p is ωppq "
‚ Call an edge y i consistent if both of its end-half-edges appear only once in the proto-path p. Call an edge simple if its weight is 1. If an edge is not consistent, it is inconsistent. If the edge pe, f q is inconsistent, there is another edge pe 1 , f 1 q in the proto-path such that te, f u X te 1 , f 1 u ‰ H.
The main result of this section is the following theorem.
Theorem 3. Let p be any proto-path of length N ď ? M , p an integer smaller than N , and let a 1 be the number of simple, consistent edges of p, before p. Also, let b be the number of inconsistent edges of p. Then, for every c ą 1, there is an integer n 0 such that if n is larger than n 0 , we have
The proof of Theorem 3 is essentially technical and is a mere adaptation of [Bor15] . The complete proof can be found in Appendix B.
5. General strategy and definitions for the proof of Proposition 2.6.
In this section, we study the quantity }P ptq } for the choice of t " tα log ∆ pnqu as in (2.7). For the rest of the paper, we set m " Z lnpnq 50 ln lnpnq^.
(5.1) 5.1. A simplified version of Proposition 2.6. In order to prove Proposition 2.6, we are going to prove the following lemma.
Lemma 5.1. Fix t as in (2.7) and m as in (5.1). Fix c close to 1 andρ " ρ _ δ´1. When n is large enough, we have
Proof of Proposition 2.6 using (5.2). For any constant D,
Now, the choice of D " 50ˆ3{2 yields lnpnq 2Dm " n 3 , and Pp}P ptq } ą lnpnq D pcρq t q " op1q.
Before going further in the application of the trace method, we gather here some basic consequences of the choice m " Θplnpnq{ ln lnpnqq as in (5.1). They will be used several times in the forthcoming analysis without necessary reference.
Lemma 5.2. For any m " Θ´l npnq ln lnpnq¯a nd any c n ą 0 such that lnpc n q " opln lnpnqq we have pc n q m " n op1q . In particular, for any constant c ą 0 we have c m " n op1q .
For any A ą 0 and m "
A lnpnq ln lnpnq and any t n " Oplnpnqq we have pt n q m ď n A`op1q . For any A ą 0 and m " A lnpnq ln lnpnq and any t n " Oplnpnq B q we have pt n q m ď n AB`op1q .
5.2.
Use of the classical trace method. The proof of (5.2) relies on the trace method. To somewhat lighten the notations, we will note X " P ptq in this paragraph. From now on we will choose an even integer r " 2m, so that }X} 2m " }X˚X} m . As X˚X is symmetric, we have
where we adopted the cyclic notation i m`1 " i 1 in the first line and i 2m`1 " i 1 in the second line. With P ptq this becomes
Developping according to the definition of P ptq , we get
where we noted p i " pe i,s , f i,s q sďt the i-th path in the "path of paths" p " pp 1 , . . . , p 2m q (remember the concatenation notation 2.4). We define C m as the set of "paths of paths" corresponding to the sum, that is 2m-tuples pp 1 , . . . , p 2m q such that p 1 and p 2 have the same endpoint, p 2 and p 3 have the same beginning point, and so on. For the following analysis, it will be easier to "reverse" all odd paths in p, leading to the following central definition: Figure 4 . A path in C 4 . The red paths are the "odd" paths, corresponding to "reversed tangle-free paths". The black ones are "even" paths.
Definition 5.3. C m is the set of 2m-tuples p " pp 1 , . . . , p 2m q such that ‚ for every i, the path p 2i´1 is in T t and the "reversed path"
‚ For every i, the last half-edge of p i and the first half-edge of p i`1 are attached to the same vertex (boundary condition).
Note that there is a little lack of consistency with our convention that e denotes heads and f denotes tails, for in this case e 2i,s denotes a tail and f 2i,s denotes a head. For every element p P C m , we note
We have obtained the following fundamental inequality:
In the last expression, the probabilistic part, which is contained in the function f , is entirely decoupled from the combinatoric part, which is contained in the set C m . Both parts will be separately treated in the forthcoming analysis.
5.3. Geometry of paths in C m . We now introduce some definitions that will be commonly used in the sequel. Let p be any element in C m . It induces a walk on the vertices of the graph G. We will note V ppq (or generally V if there is no ambiguity) the set of all visited vertices, and v " vppq " #V ppq. Any p P C m is composed of 2m path of length t, hence we have v ď 2tm.
Definition 5.4. We had already defined an edge of p as any pair of a head followed by a tail appearing in one of the p i 's (for example pe 1,s , f 1,s q or pf 2,s , e 2,s q) A graph edge is the corresponding (oriented) edge between vertices.
Example 5.5. Let pe, f q be an edge of p, with e a head and f a tail. If e is attached to vertex u and f to vertex u 1 , then the corresponding graph edge will be pu, u 1 q. Thus, each graph-edge pu, vq corresponds to at most dù dú 1 distinct edges.
We will note Eppq the set of edges. The total number of distinct edges will be noted a " appq " #Eppq. Any p P C m induces an oriented multigraph on the set of vertices V ppq: its edges are just the graph edges of p, counted with multiplicities. Let us call Gppq this oriented multigraph; the corresponding unoriented multigraph Gppq is connected. We will note χ " χppq " a´v`1 the tree excess of Gppq. This quantity will be used many times in the sequel.
Combinatorics of C m .
We split C m in various disjoints subsets, taking into account the number of visited vertices and also the number of edges. The counting argument is inspired from [Bor15] which itself stems from the seminal paper [FK81] .
Definition 6.1. Let a, v be integers and let i " pi 1 , . . . , i v q be a v-tuple of vertices. We define Proposition 6.2. Fix v, i and a. Recall that χ " a´v`1. Then, there is a constant C ą 0 and an integer n 1 such that for every n ě n 1 , we have χ .
(6.1)
The core tool for the proof of (6.1) will be a simple partition of the elements of #X 
In other words, two elements of C m are equivalent if they only differ by a permutation of their half-edges.
The proof is organized as follows: elements in C m equivalents to p, where C ą 0 is a constant.
i s Figure 5 . Here, we have d i " 4, but α i " 2 and β i " 2.
In the proof we will make use of the Pocchammer symbol: if a is a real number and k and integer, then paq k " apa´1q...pa´k`1q.
Proof. Fix p. When choosing equivalent elements to p, we have at most
choices, with the convention that a product over an empty set is equal to 1. We also have pdì´1q α i´1 ď p∆´1q α i´1 and pdí´1q β i´1 ď p∆´1q β i´1 , so if we set Kt " #ti P i : α i " tu and Kt " #ti P i : β i " tu we have
Counting edges going out of every vertex yields ř t tKt " a and counting vertices according to the number of edges going out this vertex gives ř t Kt " v (the same holds for Kt ), so we get ř tě1 pt´1qK`t " ř tě1 pt´1qKt " a´v, and ź iPi pdì´1q α i´1 pdí´1q β i´1 ď p∆´1q 2pa´vq ď C χ where C " p∆´1q 2 , thus closing the proof of (6.2).
6.2. Number of equivalence classes. Now, we count the number of equivalence classes in X a,v m piq. The result of this paragraph is:
Lemma 6.5. There is an integer n 1 such that for every n ě n 1 , the total number of equivalence classes of paths in C m visiting vertices pi 1 , . . . , i v q and having a edges is bounded by χ .
(6.3)
We now prove this lemma. The explored vertices are i " pi 1 , ..., i v q, in this order. Recall Notation 1.5: half-edges are noted pu, i, εq with ε P t´,`u and i ď d ε u . We first describe a coding pattern for the equivalence classes (in Paragraphs 6.2.1-6.2.5) and then prove (6.3) in Paragraph 6.2.6. 6.2.1. Choice of the path. In any equivalence class, we choose a p visiting heads and tails in the "alternating lexicographic order", that is ‚ vertex u before vertex v ą u, ‚ head pu, s,`q before head pu, s 1 ,`q with s 1 ą s and the same for tails, ‚ and such that -if i is even, e i,s is a head and f i,s is a tail, -if i is odd, e i,s is a tail and f i,s is a head. The chosen p will be called the representative path of the class X a,v m piq. We will note p " pe i,s , f i,s q i,s . The edge pe i,s , f i,s q will be noted y i,s . We see p as a walk on the vertices i. The index pi, sq in p is seen as a time parameter. At time pi, sq, the walk is located on the vertex u attached to e i,s , and then moves along the edge y i,s to go to the vertex v to which is attached f i,s .
6.2.2.
Creating the spanning tree. We build a marked graph T on the vertex-set i by adding the graph-edge 2 pu, vq with mark y i,s when vertex v is explored for the first time at time pi, sq. The edge y i,s is called a tree edge. The (unmarked) graph T is clearly a tree on the vertex set i. The mark over every edge of T keeps track of the half-edges used to discover for the first time the endvertex of this edge.
Suppose that we are at time pi, tq and the edge we are currently exploring is y i,t " pe i,t , f i,t q and leads to vertex u. If the vertex u is already part of the tree T then the edge y i,t is called an excess edge and time pi, tq is called a cycling time for obvious reasons.
Due to the very specific structure of p (a sequence of tangle-free paths with boundary conditions), such times can easily be understood: either they count as cycling times inside a tanglefree path p i (which can happen only once for every i ď 2m), or they are cycling times between different p i .
We are now going to give an encoding of p: the idea is roughly that if there were no cycling times, p would perfectly be uncoded without needing anything, due to the choice of lexicographic ordering of half-edges. Therefore, by noting the different cycling times and giving them a minimal amount of information on how to decode them, we will be able to explore the non-cycling times as usual and create the tree T in the process, and when stepping on a cycling time we will use all the previous information (mainly, T ) and the mark to determine where to go. 6.2.3. Short cycling times. Each sub-path p i is tangle-free. Let r i denotes the first time when f i,r i is attached to a vertex already visited by p i : this time is called a short cycling time. If this cycling time does not exist, we artificially set it to be the symbol b; thus, r i " b means that p i has no cycles. Also, let σ i be the first time when the path left this vertex after its first visit in p i . If r i " b, we set σ i " 0. If r i ‰ b, the cycle C i in p i is precisely given by the edges C i " ty i,σ i , y i,σ i`1 , ..., y i,r i u and it might be visited more than once. Note i the "total time spent in the loop", that is the number of times pi, tq such that y i,t is in C i . Then, the knowledge of (1) the cycling time pi, r i q (2) the half-edges e i,r i and f i,r i (3) the total time spent "in the loop" i and the half-edge e i,τ i where we're leaving the cycle, (4) the next vertex u i where we will leave the edges of the tree T , are sufficient to reconstruct the path p i up to the visit of vertex u i . Note that in the second step, if e i,r i " pv r i , j r i ,˘q, the vertex v r i is already known, and whether e i,r i is a head or a tail is also known according to the parity of i, so we only need to know j r i . Thus, if r i ‰ b, the mark for the i-th short cycling time pi, r i q will be
and if r i " b this mark is set to be H. We have at most one short cycling time per p i which is a path of length t. Fix i: if there is no cycling time, r i " H (one possibility). If there is a cycling time, there are t choices for its location. Once this time has been chosen, there are at most ∆p∆vqtp∆vqv " ∆ 3 v 3 t possible marks as (6.4) for the short cycling time. This bound is extremely crude but will be sufficient for our purpose. Thus, the total number of possible marks for the short cycling time of p i is 1`∆ 3 v 3 t.
Remark 6.6. Suppose we are decoding a short cycling time. The last part of the mark is u i ; as T is a tree, this means that the path to follow is perfectly known up to u i . Arriving at u i at a certain time, say pi 1 , t 1 q, we know that we are going to leave the tree T constructed so far, and this can lead to two situations.
‚ The time pi 1 , t 1 q can be another cycling time. In this case, the procedure defined on this paragraph (if the cycling time is short) or the next paragraph (if it is long) will tell us where to go next. ‚ The time pi 1 , t 1 q is not a cycling time. If we note v the next vertex after u i , this means that the edge pu i , vq is not in the tree T constructed so far, and that v is not already discovered. Therefore, the path is just going to explore this new vertex v and we are going to add the edge pu i , vq to T . Note that the use of the lexicographic order clearly tells us which half-edges to use.
Long cycling times.
There are also cycling times that are not "short cycling times": basically, it is when a path p i collides with another path p j with j ă i. More precisely, let pi, tq be a cycling time leading to the (already known) vertex u. If u is not one of the vertices discovered by p i , then pi, tq is called a long cycling time: in this case, u had already been visited by some p j with j ă i. Here again, we are going to mark long cycling times with different items, so they could be easily deduced from the marks. When arriving at a long cycling time, we need to know:
(1) the head e i,t and the tail f i,t , (2) the next vertex u i where we will leave the edges of the tree T (no extra information is needed: see Remark 6.6).
The mark obtained has the form pj i,t , f i,t , u i q. (6.5) For every long cycling time, there are at most ∆ 2 v 2 marks like (6.5).
= long cycling times = short cycling times 6.2.5. Superfluous times. There is another kind of cycling times we have not yet coded: those times are the cycling times "embedded in the loop" of a short cycling time, that is all the times except for the first one when pi, tq when f i,t is attached to a vertex already visited by p i . Those times need no special treatment as they are decoded with the mark of the short cycling time associated with i. For this reason, they will be called superfluous cycling times and play no role in the coding procedure.
short cycling time superfluous cycling time 6.2.6. Proof of Lemma 6.5. We now gather the number of different types of marks to get a bound on the number of equivalence classes in C m . Recall the definitions given in Subsection 5.3 (page 18) and the difference between edges of p and graph-edges of p. Consider the undirected multi-graph spanned by the unoriented graph-edges of p on vertices i " pi 1 , ..., i v q. This graph is connected. Its total number of edges is at most a (if no edge is visited two times in opposite directions 3 . Therefore, there are at most χ :" a´v`1 excess edges. For each i ď 2m, there are at most χ cycling times, a fortiori there are at most χ long cycling times. Therefore, we have at most t 2mχ choices for the positions for the long cycling times and we have already seen that we have t 2m choices for the positions of the short cycling times. Now the total count amounts to t 2mpχ`1q pp∆vq 2 q 2mχ pp∆vq 3 tq 2m possible codings. Organizing termes leads to t 2mχ`4m p∆vq 4mχ`6m which (using v ď 2tm) is bounded by p2∆tmq 8mχ`12m .
Using the asymptotic properties exposed in Lemma 5.2, this expression can be simplified. Note for example that there is an integer n 1 only depending on ∆ such that for every n ě n 1 , we have p2∆tmq 8m ď n 17 50 , and the same argument gives p2∆tmq 12m ď n 24 50 . Hence, when n is larger than n 1 , we have 
Upper bound for f.
Our aim in the next paragraphs will be to bound f ppq (which was defined in (5.10)) with an expression that depends on the variables a, v, m, t, i. We recall a definition from Section 4: if p is a proto-path of length N , then ωppq "
Every path is itself a proto-path, so we can extend the definition of the weight ω in a natural way to p P C m :
The result of this section is the following proposition which gives upper bounds for |f ppq| depending on a, χ.
Proposition 7.1. Let p be any path with v vertices and a edges. Note χ " a´v`1. Then, there is a constant C ą 0 and an integer n 2 such that for every n ě n 2 , we have the following inequalities:
‚ Else χ ď v´tm´1 and we have
The rest of the section is devoted to the proof of this proposition.
7.1. Expressing the weight ωppq with graph-dependant variables. Fix p in X a,v m piq. For every s ą 0, let V s be the set of vertices that are visited by p exactly s times and note v s " #V s , so that ř są0 v s " v and ř są0 sv s " 2tm. A vertex is called a boundary vertex if it is the endpoint or beginning point of a sub-path of p: if p " pp i q iď2m (with each of the p i 's being tangle-free paths of length t) then boundary vertices are those attached to half-edges e i,0 or f i,t . We also recall that a 1 is the number of consistent edges of p visited exactly once: this quantity was introduced in Section 4 and appears in the statement of Theorem 3. Also, recall that b is the number of inconsistent edges.
Lemma 7.2. There is a constant C ą 0 such that for every p P X a,v m piq we have
(7.1)
Proof. As a consequence of the definition of the sets V s , we have
with the usual convention that a product over an empty set is equal to 1. All the products are in fact finite. Isolating pdì q 2 for each i, we get the following:
Using hypothesis (H1), this can be bounded by
We also have
Thus, we have ωppq ď ś iPi pdì q´2∆ v 1 δ´2 ptm´vq δ´v 1 . We are now going to give a bound on v 1 , the number of vertices visited once. At most 2m of them belong to the boundary vertices of p. If i is in V 1 but is not a boundary vertex, there are exactly two simple edges adjacent with i, one entering in i and one going out of i. One simple edge is adjacent to at most two vertices, so two distinct vertices in V 1 can be adjacent to at most one common simple edge, and we have an injection from the set of non-boundary vertices in V 1 into the set of simple edges, whose cardinal will be denoted by a 1 1 : as there are no more than 2m boundary vertices, we have v 1 ď 2m`a 1 1 . Those a 1 1 edges might however be inconsistent: if a 1 1 " a 1`z 1 with z 1 the simple and inconsistent edges, we have z 1 ď b.
Lemma 7.3. With the preceding notations, b ď 4χ.
This yelds v 1 ď 2m`4χ`a 1 . As ∆{δ ě 1, we have p∆{δq v 1 ď p∆{δq 2m`4χ`a 1 and finally
Asymptotics 5.2 give ∆ 2m " n op1q . Taking C " p∆{δq 4 ends the proof of (7.1).
Proof of lemma 7.3. Fix some inconsistent edge y " pe, f q. Without loss of generality we can suppose that there is another edge with e as its beginning half-edge (say, pe, f 1 q with f 1 ‰ f ) in p. If e is attached to vertex v, then there are at most 4 excess edges caused by the fact that y is not consistent. Therefore, the total number of inconsistent edges is at most 4χ. 7.2. Expressing f with graph-dependant variables. Let p be in X a,v m piq. In order to apply Theorem 3 to p, we need a finer knowledge on the number of consistent or simple edges depending on a and v. The general idea is the following: the more excess edges, the lesser simple and consistent edges. To apply Theorem 3, we define p to be the proto-path naturally given by p. All the quantities a, a 1 and b appearing in (4.1) depend on p. A plain application of Theorem 3 and (7.1) with any n greater than n 0 , N " 2tm and p " 2tm yields the following inequality:
We now simplify this expression. The term 24n op1q is still of order n op1q . Let a 1 1 be the number of simple edges (not necessarily consistent) and a 1 2 be the number of other edges. It is clear that # a 1
1`a 1
2 " a a 1 1`2 a 1 2 ď 2mt so a 1 1 ě 2pa´mtq. If b is the number of inconsistent edges we have a 1 ě a 1 1´b so a 1 ě p2pa´tmq´bq`. Using Lemma 7.3, we get a 1 ě`2pa´tmq´4χ˘`. We use again Lemma 7.3:
M˙`2 pa´tmq´4χ˘`.
(7.5) Proposition 7.1 now follows from (7.5) by noting that p2pa´tmq´4χq`" 0 if and only if χ ě v´tm´1.
Asymptotic analysis.
We finally gather all the results from Sections 6-7 and study their limit as n grows to infinity. More precisely, we will pick only integers n greater than maxtn 0 , n 1 u. We first decompose the sum (5.11) according to v, χ and i:
where
Each term will be separately bounded by op1qn 3 pcρq 2tm as claimed in (5.2).
8.1. Bound for H 1 . In this sum we sum over v ď tm`1. We use Proposition 7.1 and (6.1) with n greater than n 0 . where we noted γ " 1´17{50 Ps0, 1r and we chose n large enough to ensure that the term op1q is smaller than 1{50. Putting (8.8) into (8.2) yelds
The sum in χ (between braces) is a geometric sum started at 2 and the ratio goes to 0 as n goes to infinity, so the whole term in braces is of order op1q. Recall the definition of ρ: we have
Here again, the sum is indeed geometric with ratio cδρ ď cδρ where we recall thatρ " ρ_δ´1. As δρ ě δ´1, we have cδρ ě 1, and
After simplifications, we get H 1 ď op1qn 3 pcρq 2mt which is the desired bound. 
The sum in χ is now started at v´tm´1. We have
The sum between braces is geometric and the ratio is op1q, hence it is bounded by the first term times some constant close to 1. The first term is pCn´γq v´tm´1 . We also have (8.9) and the fact M n 25{50 {c ď n 2 when n is large enough. Putting it all together, we get
This is indeed a geometric sum and the ratio is of order Opn´γq. After quick simplifications left to the reader, we get H 2 ď n 2 pcρq 2tm Cn´γ which is also generously bounded by op1qn 3 pcρq 2tm when n is large.
8.3. Bound for L. In this sum, v ą tm`1 and χ ď v´tm´1. The main difference with the two other regions is the extra term in the bound for f ppq. We use Proposition 7.1 and (6.1). 
As for other regions, the term between braces is a geometric with ratio greater than 1 so it is bounded by pCn 1´γ q v´tm´1 . We are now left with a sum in v
and this is generously bounded by op1qn 2 pcρq 2tm ; note that L is negligible in front of H 1 , H 2 .
9. Proof of Proposition 2.7.
We now prove Proposition 2.7. The strategy is exactly the same as for Proposition 2.6 and runs along the lines of its proof. We omit the details. First, we recall (2.8):
Ape s , f s q where R t, pi, jq had been defined in Definition 2.5 on page 10.
9.1. Trace method. We note Y ppq "
Using the classical trace method as in Subsection 5.2, we find
where the sum is over all 2m-tuples pp 1 , ..., p 2m q such that p 2s is in R t, pi 2s´1 , i 2s q and p 2s`1 is in R t, pi 2s`1 , i 2s q; note that we used the cyclic convention i 2m`1 " i 1 . Now, going back to the definition of R t, , we have
where C 1 m, and g are now defined in the same fashion as C m and f in Section 5.
Definition 9.1. C 1 m, is the set of 2m-tuples pp 1 , ..., p 2m q such that ‚ p s is in R t, for every s odd, ‚p s is in R t, for every s even, wherep s denotes path p s "reversed", ‚ the beginning vertex ofp 2s is the beginning vertex of p 2s`1 ‚ the endvertex vertex of p 2s´1 is the endvertex ofp 2s .
Finally, for every p " pp 1 , . . . , p 2m q in C 1 m, , we set
Remark 9.2. If p i is in R t, , then it has at least two cycles. This fact has two consequences: the number of vertices visited by p i is smaller than t´2, and the tree excess χpp i q is greater than 2. When this is applied to p, we get the following facts:
‚ p visits no more than 2tm´2m " 2mpt´1q vertices. ‚ χppq is greater than 4m.
Our task is to prove Proposition 2.7. To this end, we are going to prove the following lemma:
Lemma 9.3. If n is large enough, then
with D ą 0 a constant (we can take D " 100).
Proof of Proposition 2.7 using (9.6). By the Markov inequality, we have
If D is chosen great enough (D " 100 is sufficient), then the last term goes to zero and we get P`}R t, } ą n lnpnq D pcρq t` q " op1q, which is the desired result.
We are now going to prove (9.6), first studying the combinatorics of C 1 m, , then bounding gppq and finally doing the asymptotic analysis.
9.2. Combinatorics of C 1 m, . We split C 1 m, into disjoints subsets. Let p and p 1 be two paths in C 1 m, ; we note e i,s , f i,s the half-edges of p and e 1 i,s , f 1 i,s those of p 1 . Those paths are said equivalent if ‚ they both belong to X a,v m, piq and they visit the same vertices at the same time, ‚ for every vertex u P i, there are two permutations σ u P S dù and τ u P S dú such that for every i and s, if e i,s is a head attached to u and f i,s a tail attached to u, then e i,s " σ u pe 1 i,s q and f i,s " τ u pf 1 i,s q. Indeed, two paths are equivalent if they only differ by a permutation of their half-edges. We state again Lemma 6.4. Its proof remains unchanged, and Lemma 7.3 is also true in this case.
Lemma 9.5. Let p be a path in X v,a m, piq. Then, we have at most
paths equivalents to p, where C is a constant.
9.3. Number of equivalence classes. Now, we count the number of equivalence classes in X a,v m, piq. The explored vertices are i " pi 1 , ..., i v q, in this order.
In any equivalence class, we choose a path p visiting heads and tails in the "alternating lexicographic order" in the same fashion as in 6.2.1. The chosen path p will be called the representative path of the class X a,v m, piq. We build the tree T in the exact same way. Cycling times are defined in the same way, but now another phenomenon can occur: there can be more than one cycle inside one subpath p i . However, the path p i is composed of two subpaths, say p 1 i and p 2 i , linked by a single edge
4
, and inside one of the two paths p 1 i , p 2 i , there can be no more than one cycle. Thus, a small variation of the code for C m will be sufficient for our purpose. To this end, define the bridging time
If these cycling times does not exist, we artificially set them to be the symbol b. Let σ 1 i , σ 2 i be the first time when the path p 1 i , p 2 i left this vertex after its first visit. Finally, note h 1 i , h 2 i the "total time spent in the loop".
We mark the cycling times r 1 i , r 2 i as follows:
and if r 1 i , r 2 i " b this mark is set to be H. We also have to deal with what happens at the bridge between p 1 i and p 2 i . To this end, we simply mark the bridging time i with the whole bridge, that is we set
All those informations are enough to reconstruct the short cycling times and the bridge. Note that we did not fully exploit the R t, -structure of the paths p i : in particular, we did not use the fact that in the end, p i is tangled. This will be used further.
Let us count those codes. We have at most two short cycling time per p 1 i or p 2 i . There are i choices for the first short cycling time and at most ∆pv∆qtpv∆qv " t∆ 2 v 3 choices for its mark, then there are at most ∆v choices for the bridge, and finally there are at most t´ i choices for the second short cycling time and t∆ 2 v 3 choices for its mark. 9.3.2. Long cycling times. Let pi, tq be a cycling time leading to the (already known) vertex u. If pi, tq is not a short cycling time, then
(1) either u belongs to the verties discovered by some p j with j ă i, (2) either t ą i and u belongs to the vertices discovered by p 1 i . In either cases, we say pi, tq is a long cycling time. We mark long cycling times with a triple pj i,t , f i,t , u i q.
(9.9) where j i,t is the index of the head 5 by which we're leaving the current vertex, f i,t is the tail we are going to, and u i is the next vertex when we will be leaving the tree T . For every long cycling time, there are at most ∆ 2 v 2 marks like (9.9). 9.3.3. Superfluous times. Superfluous cycling times are defined as in 6.2.5 and play no role in the sequel. 9.3.4. Total number. We now gather the number of different types of marks to get a bound on the number of equivalence classes in C 1 m, .
Proposition 9.6. The total number of equivalence classes of paths in C 1 m, visiting vertices i " pi 1 , ..., i v q and having a edges is at most
Proof. Recall the definitions of section 5 and the difference between edges of p and graph-edges of p. Consider the undirected multi-graph spanned by the unoriented graph-edges of p on vertices i " pi 1 , ..., i v q. This graph is connected. Its total number of edges is at most a (if no edge is visited two times in opposite directions
6
. Therefore, there are at most χ :" a´v`1 excess edges. For each i ď 2m, there are at most χ cycling times, a fortiori there are at most χ long cycling times. Therefore, we have at most t 2mχ choices for the positions of the long cycling times. For each i, there are at most two cycling times, one before i and one after. The total number of choices for these short cycling times is thus ś 2m i"1 i pk´ i q " 2m pt´ q 2m ď 4´mt 2m . For each one of these choices, we have the following number of possibilities for the marks: pt∆ 2 v 3 q 2ˆ2m for short cyclings, p∆vq 4m for bridges, p∆ 2 v 2 q 2mχ for long cyclings. The total number of codings is at most 4´mt 6m ∆ 12m`4mχ v 16m`4mχ which (using v ď 2tm) is largely bounded by (9.10).
Using the asymptotic properties exposed in lemma 5.2, the reader can check that (9.10) is bounded by n 45 50`1 7 50 χ when n is large enough. Using Lemma 9.5, we get the following variant of Proposition (6.2):
Proposition 9.7. Fix , v, i and a. Then, when n is big enough we have χ .
(9.11) 9.4. Analysis of g. We now bound gppq when p is in C 1 m, , following the ideas in Section 7. Recall the definition of g as in (9.5). When developping the terms in Y , if we note p i " pe i,s , f i,s q sďt for i odd andp i " pe i,s , f i,s q sďt for i even, then we have gppq "
Fix a path p in X a,v m, piq. Lemma 7.2 remains exactly the same.
Lemma 9.8. There is a constant C such that for every p P X a,v m, piq we have
Now comes the application of Theorem 3 to the second factor in the right of (9.12). Let p be a path in X a,v m, piq. In order to apply Theorem 3, we need to define an auxiliary path, sayp, by deleting each -th edge in a subpath p i . We plug (9.13) into the bound given by Theorem 3 to get
whereâ is the total number of edges ofp, soâ ě a´2m with a the total number of edges of p. Also, a 1 is now the number of simple, consistent edges that appear in the pathp:
‚ in p i , after if i is odd, ‚ in p i , before t´ if i is even. Such edges will be called good edges just for this paragraph. Noteā 1 the total number of simple, consistent edges in p; as there are no more than 2m edges that are not good, we have a 1 ě pā 1´2 m q`.
Letā 1 1 be the number of simple edges (not necessarily consistent) of p andā 1 2 be the number of other edges. It is clear thatā 1
Observe that it is also at least a{2 if all edges are visited twice, in opposite directions. This will not be used in the proof.
number of inconsistent edges we haveā 1 ěā 1 1´b soā 1 ě 2pa´tmq´b, and using Lemma 7.3, we getā 1 ě 2pa´tmq´4χ and finally a 1 ě p2pa´tmq´4χ´2 mq`. We also have 24n op1q " n op1q . Note that 2pa´tmq´4χ´2 m " 2`pv´1q´pt` qm´χ˘. Using once again Lemma 7.3, we get
The 2`pv´1q´pt` qm´χ˘`term is zero if and only if χ ě v´tm´t ´1, hence the following result.
Proposition 9.9. Let p be any path in C 1 m, with v vertices and a edges. Note χ " a´v`1. There is a constant C such that when n is large enough, we have
‚ Else, χ ď v´pt` qm´1 and in this case,
. 9.5. Asymptotic analysis. All the computations in this section have already been done in Section 8, se we do not write the details. Go back to (9.4) and decompose the sum according to a, v, i:
m, piq |gppq|‚ (9.14)
Each one of those terms can be bounded by the appropriate quantity as requested in Proposition 2.7, that is op1qn 2m`3 pcρq 2mpt` q .
For example, in H 1 1 , we sum over indices such that v ď pt` qm`1. We then have δ 2ptm´vq`C n´γ˘χ`cM´1˘v´1´2 m with γ " 1´17{50 Ps0, 1r. As noted in Remark 9.2, if p is in C 1 m, , then χ cannot be less than 4m. We thus have
-
The sum in χ (between braces) is a bounded by 2 if n is large enough and the sum in i is bounded by pcρq 2v , hence
To conclude, note that δ 2tm " n 2mα{ lnp∆q ; when α is chosen to be strictly smaller than 2 lnp∆qγ, the term n´4 mγ δ 2m becomes op1q.
We bound H 1 2 and L 1 in the same way, adapting the computations already done in the preceding sections.
‹ ‹ ‹
Appendix A. Algebraic tools.
In this section, we prove Lemma 3.3. We begin with a classical theorem ( [BF60] ) connecting the eigenvalues of any diagonalizable matrix A with the eigenvalues of any perturbation of A. If M is a matrix, we note σpM q the set of its eigenvalues.
Theorem 4 (Bauer-Fike). Let A be a diagonalizable matrix, A " P DP´1 with P invertible and D diagonal, and let H be any matrix.
(1) Define ε " }P }¨}P´1}¨}H}. Then,
(2) If I is a subset of t1, ..., nu such that
then the number of eigenvalues of A`H lying in Ť iPI Bpλ i , εq is exactly #I. Hence, the spectrum of the perturbed matrix A`H is entirely contained in the ε-blowup around the spectrum of A (see also Figure 7 ). Note that whenever A is hermitian, the matrix P is unitary and }P } " }P´1} " 1. Therefore, the "eigenvalue maximal perturbation", namely ε, depends on the amplitude of the perturbation matrix (i.e. the term }H}) and on the "lack of hermitian-ness" of the matrix A (since we always have }P }¨}P´1} ě 1 ).
Here is the entertaining proof of the Bauer-Fike theorem.
Proof of the first point. Let µ be an eigenvalue of the perturbed matrix A`H; then A`H´µId is singular. Suppose that µ R σpAq; in this case, D´µI is nonsingular, and we have A`H´µI " P pD´µIqpI`pD´µIq´1P´1HP qP´1.
This shows that I`pD´µIq´1P´1HP is singular, so´1 is an eigenvalue of M :" pDμ Iq´1P´1HP ; in particular, 1 ď }M } ď }pD´µIq´1}¨}P´1}¨}H}¨}P }. It is easy to see that the norm of the diagonal matrix pD´µIq´1 is |λ k´µ |´1, where k is such that |λ k´µ | " min |λ i´µ |. This proves the inequality |λ k´µ | ď }P´1}¨}H}¨}P } which is the claim (A.1). Proof of the second point. Let s be in r0, 1s. Note A s " A`sH and p s pzq " detpA s´z Idq. The eigenvalues of A are the roots of p 0 and those of A`H are the roots of p 1 . Let γ be a simple Jordan curve in the complex plane and let U be the bounded connected component of Czγ and V the other component; suppose that Y iPI Bpλ i , q Ă U and Y iRI Bpλ i , q Ă V (see figure 7) . Then, the argument principle yelds that the number npsq of roots of p s in U is equal to 1 2iπ
The polynomial p s depends continuously on the coefficients of A s , so the application s Þ Ñ npsq is continuous from r0, 1s into N, so by connectedness it is constant. We thus have np0q " np1q and it is clear that np0q " #I.
In order to use the Bauer-Fike theorem, we need a control on the condition number of P , that is cpP q " }P }¨}P´1}. When A has rank 1 this can be easily done; note that every rank 1 matrix can be written xy J with x, y two nonzero vectors.
Proposition A.1. Let A be a diagonalizable matrix with rank 1, A " P DP´1 with P invertible and D diagonal, say D " diagpµ, 0, ..., 0q with µ the unique non-zero eigenvalue of A. Let x, y be two vectors such that A " xy J . Then, µ is equal to xx, yy and
Proof. First, note that if A " xy J , then by Sylvester's determinant formula, for every z we have detpzI´xy J q " z n p1´z´1y J xq " z n´1 pz´xx, yyq, so the eigenvalues of A are 0 and xx, yy; indeed, if A is diagonalizable and has rank 1, then necessarily xx, yy ‰ 0 and µ " xx, yy. We first suppose that }x} " }y} " 1. The right-eigenvector associated with µ is x, the left-eigenvector is y J . Every basis of vectpyq K provides a family of right-eigenvectors for the eigenvalue 0 and every basis of vectpxq K provides a family of left-eigenvectors for the eigenvalue 0. For every orthonormal basis of vectpyq K , say pe 2 , ..., e n q, define a matrix by P " px, e 2 , ..., e n q. Then P is a diagonalization matrix for A. Now, define X " py, e 2 , ..., e n q: this matrix is unitary and we can check that We can also choose the basis pe i q so that x belongs to vectpy, e 2 q. Let b be a real number such that x " µy`be 2 . As }x} " 1 and µ ‰ 0, we have b Ps´1, 1r we must have b 2 " 1´µ 2 and b Ps´1, 1r. Then,
We thus have proven that if
hen cpP q " cpX˚P q " cpRq, and the condition number cpRq can be computed; indeed, we find cpRq " a p1`|b|q{p1´|b|q. Remember that |b| " a 1´µ 2 ď 1´µ 2 {2. Let f be the increasing function defined on r0, 1r by f : t Þ Ñ a p1`tq{p1´tq. Then cpRq " f p|b|q ď f p1´µ 2 {2q and it can be quickly checked, using ? s´1 ď s{2, that f p1´µ 2 {2q ď 2{µ 2 . We thus have proven that cpP q ď 2{µ 2 . Now, suppose that }x} or }y} are not equal to 1 and definex " x{}x} andỹ " y{}y}. SetÃ " xỹ J so that }x}}y}Ã " A. Note r " }x}}y}. We haveÃ " PDP´1 withD " diagpµ{r, 0, ..., 0q and cpP q ď 2r 2 {µ 2 by the preceding arguments. As we also have A " P DP´1, this yelds the final conclusion cpP q ď 2}x} 2 }y} 2 µ 2 .
We now conclude the proof of Lemma 3.3 on Theorem 4 and Proposition A.1.
Proof of Lemma 3.3. Apply the first point of the Bauer-Fike theorem to the matrix M`H: all the eigenvalues of M`H lie in the union of the balls Bpλ, εq with ε " cpP q}H}. As M has rank 1, apply Proposition A.1: cpP q ď 2}x} 2 }y} 2 µ´2. Now, apply the second part of the Bauer-Fike theorem and suppose that Bpµ, εq and Bp0, εq are disjoint. There is exactly one eigenvalue of M in Bpµ, εq which is µ, so there is exactly one eigenvalue of M`H in Bpµ, εq and all other eigenvalues are in Bp0, εq.
B.1.1. Definitions of some useful sets. This section deals with the general case, where some edges might not be simple in the proto-path. However, we suppose for the moment that no edge is inconsistent. First, define sets T, T q as follows:
‚ T is the set of all edges such that w 1 i ą 0. Those edges appear after p; they can appear both before and after p. We note d " #T . ‚ T q is the set of all edges such that w i " q (with q ą 0). The sets T q are distinct, but T and T q might have a nonempty intersection. However, we still have
We note 1 Ω " ś iPT B 1 py i q. Some of the edges y i with i P T might also appear in the protopath before p, and in this case Bpy i qB 1 py i q " p1´1{M qB 1 py i q; we must keep track of these edges. We define:
i " 0u so that T 1 q Y Tq " T q and T 1 q , Tq are disjoint. Through the definition of Tq , we see that |T1 | " a 1 , the number of simple (and consistent) edges of the proto-path, before p. Noting ζ " ř qą0 qd 1 q , this yelds
The greatest contribution to the expectation (B.1) is due to the q " 1 factor, so we are going to split the edges into two parts, those matched with another edge in some Tq and those who are not.
‚T 1 is the set of all i P T1 such that there is a j in Tq for some q ą 0, such that if y i " pe, f q and y j " pe 1 , f 1 q, then either σpeq " f 1 or σpe 1 q " f (or maybe both). ‚ For every q ą 1,T q is the set of all i P Tq such that there is a j in T1 , such that if y i " pe, f q and y j " pe 1 , f 1 q, then either σpeq " f 1 or σpe 1 q " f (or maybe both). ‚ Finally, note S q " Tq zT q . If i is in S 1 and y i " pe, f q, then either σpeq " f , or σpeq is some tail f which does not belong to any other edge of the proto-path p. Those sets are random as they depend on the environment σ. Finally, note X q " ś iPSq Bpy iand ζ 1 " ř qě1 q|T q |. Then, we have
B.1.2. First conditionning. Let F be the sigma-algebra generated by ‚ the event Ω, ‚ the matchings σpeq and σ´1pf q for every y i " pe, f q with i not in S 1 .
Lemma B.2. With the notations given above, if n is large enough we have
3)
The proof of this lemma relies on the following remark: |S 1 | is measurable with respect to F, so if H is the number of i P S 1 such that σpeq ‰ f , then We first give the law of H conditionnally on F. For simplicity we note r " |S 1 |. Proof. Let us count the favorable cases for the event tH " ku (again, reasonning conditionnally on F). We have to choose those k edges among the r that haven't been matched yet. Once they have been chosen, all the r´k remaining ones have to be matched with one tail not belonging to any edge in the proto-path p, and those edges are exactly M´a. Thus there are`r k˘p M´aq k favorable cases. The sum in the denominator is the sum of all cases.
The reader can check that if a ď ? M , then if n is large enough, for every k ď a, we have pM´aq k ě pM´aq k {2, so if we note Z " Zpa, r, M q " ř r k"0`r k˘p M´aq k then we have We apply the lemma with ‚ q " 1{pM´aq and p " 1{M (they satisfy p ď q), ‚ the random variable Q as B, ‚ z " 1 (we can check that the condition of the lemma is verified). Then, the lemma yeldsˇˇE We now plug this into |ErX 1 |Fs|. Using this and the preliminary remark on n large and using inequality (B.6), we get B.1.3. Second conditionning. Let G i be the σ-algebra generated by ‚ the event Ω, ‚ the matchings σpeq and σ´1pf q for every y j " pe, f q with i ‰ j.
The random variables ζ 1 , |S q | are G i -measurable. Fix i in some S q . Then, as q ą 1 we have
Conditionnally on G i , the head e cannot be matched with a tail belonging to y j for j ‰ i (recall the definition of S p ). Hence, if M i is the total number of unmatched tails after the matching of all the heads belonging to some y j , we have Ppσpeq " f |G i q " 1{M i . Remember that if n is large enough, we have 1{pM´aq ď c{M (see the preliminary remark). Hence, we have By conditionning repeatedly on all the G i for every i in some S q , for q ą 1, we get 1 Ω ff .
As ζ 1 " ř qą0 q|T q |, we have ζ 1`ř qą1 q|S q | " |T 1 |`ř qą1 qp|T q |`|S q |q " |T 1 |`ř qą1 q|Tq |.
B.1.4. Third conditionning. We now condition on the sigma-algebra G generated by the matchings σpeq and σ´1pf q for every y j " pe, f q with i R T . NoteΩ the event "no half-edge belonging to y i for some i R T has been matched with a half-edge y j with j in T ". This event is G-measurable, and when n is large enough,
Er1 Ω |Gs ď 1Ω´c M¯| ff .
In the next lemma, we bound the expectation on the right side. Using the pigeonhole principle, on the event t|T 1 | " u, at least t {2u couples of edges py, y 1 q are "mismatched", which means that σpeq " f 1 or σpe 1 q " f . A (very) crude bound for the choice of those t {2u couples is pa 2 q t {2u . For each choice of those t {2u couples, the probability that they are indeed mismatched is at most p1{pM´aqq t {2u which is smaller than p2{ ? M q if n is large enough. In the end, we get where the proto-path q is the proto-path p without all the w 1 instances of the y 1 edge. This new proto-path q has length N´w 1 , has a 1 " a´1 distinct edges before p, and its number of simple, consistent edges before p is greater than a 1 .
B.2.2. Second case: z " 0. The product is now reduced to Bpyq w Bpy 1 q w 1 . After a short development we find that Bpy i q w i Bpy i q ff where α is either w a , w 1 or w a`w1 . Now, we repeat the procedure for each term. Each step removes one inconsistent edge, so there are no more than 3 b steps, and in the end we get at most 3 b terms. In each one of the final 3 b terms, all edges are consistent so we can apply (B.22). The number of simple, consistent edges of those new proto-paths is greater than a 1 but still smaller than N . Hence, applying (B.22) to each term, we can bound |F ppq| with at most 3 b terms having the form 24¨ωppq´c
M¯aˆN ? M˙a 1 which yields the final desired result (4.1).
