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REGULARITY FOR GENERAL FUNCTIONALS
WITH DOUBLE PHASE
PAOLO BARONI, MARIA COLOMBO, AND GIUSEPPE MINGIONE
Abstract. We prove sharp regularity results for a general class of functionals
of the type
w 7→
∫
F (x,w,Dw)dx ,
featuring non-standard growth conditions and non-uniform ellipticity proper-
ties. The model case is given by the double phase integral
w 7→
∫
b(x,w)(|Dw|p + a(x)|Dw|q) dx , 1 < p < q , a(x) ≥ 0 ,
with 0 < ν ≤ b(·) ≤ L. This changes its ellipticity rate according to the
geometry of the level set {a(x) = 0} of the modulating coefficient a(·). We also
present new methods and proofs, that are suitable to build regularity theorems
for larger classes of non-autonomous functionals. Finally, we disclose some
new interpolation type effects that, as we conjecture, should draw a general
phenomenon in the setting of non-uniformly elliptic problems. Such effects
naturally connect with the Lavrentiev phenomenon.
To Paolo Marcellini on his 70th birthday, with admiration for
his pioneering work in the Calculus of Variations
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1. Introduction and results
The aim of this paper is to provide sharp and comprehensive regularity theo-
rems for minimizers of a class of integral functionals of the Calculus of Variations
exhibiting a degeneracy of double type and a strong non-uniform ellipticity. The
main model case in question here is provided by the double phase functional
(1.1) W 1,1(Ω) ∋ w 7→ P(w,Ω) :=
∫
Ω
(|Dw|p + a(x)|Dw|q) dx ,
1
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which is naturally defined for w ∈ W 1,1(Ω), where Ω ⊂ Rn is a bounded open
domain, n ≥ 2 and it is initially assumed that 1 < p ≤ q and a(·) ∈ L∞(Ω).
In the recent papers [5, 16, 17] the authors have provided a rather comprehensive
regularity theory for local minimizers of P . This culminates in establishing the
local gradient Ho¨lder continuity of minima provided a sharp balancing condition
between the closeness of p and q and the regularity of a(·) is satisfied. Notice that
the Ho¨lder gradient regularity is optimal already in the classical p-Laplacean case,
i.e., when a(·) ≡ 0 [53, 54]. More specifically, it turns out that the condition
(1.2) a(·) ∈ C0,α(Ω) , α ∈ (0, 1] and
q
p
≤ 1 +
α
n
is sufficient to get such maximal regularity. Actually, this has been proved in
[16] apart from the controversial borderline case q/p = 1 + α/n, which is instead
handled here for the first time; see also Remark 1.1 below. Moreover, as proved in
[17], assuming that minimizers are bounded allows to relax the relation between p
and q in (1.2) as follows:
(1.3) u ∈ L∞(Ω) , a(·) ∈ C0,α(Ω) , α ∈ (0, 1] and q ≤ p+ α .
The counterexamples given in [26, 27] show that both (1.2) and (1.3) are sharp
conditions for regularity. They do coincide for p = n, while (1.2) naturally gets
better than (1.3) for p > n. Indeed, in this last case the boundedness assumption
on u becomes irrelevant due to Sobolev-Morrey embedding theorem. Notice that
such conditions essentially serve to contain the rate of non-uniform ellipticity of the
functional P , which can be measured by the distance q − p. We also remark that
the first regularity results for minima of P under assumptions (1.2), namely the
higher integrability and fractional differentiability of gradient, have been obtained
in [26] via the analysis of the related Lavrentiev phenomenon the functional P
might exhibit. The functional appearing in (1.1) has been first considered by Zhikov
[56, 57, 58] in the setting of Homogenization theory and to give new instances of
the Lavrentiev phenomenon. In this respect, the main feature of the integrand
(1.4) H(x, z) := |z|p + a(x)|z|q =: K(x, |z|) z ∈ Rn
is that it changes its rate of ellipticity according to the positivity of a(x). It shows
q-growth with respect to the gradient variable z on the set {a(x) > 0}, and p-growth
on {a(x) = 0}. The delicate transitions between the p- and the q-ellipticity explains
the dependence of the bounds in (1.2)-(1.3) linking p and q on the Ho¨lder exponent
α of a(·). We refer to [6, 16] for a more accurate description of the additional
features of the integral in (1.1) and its occurrence in applications.
In this paper we shall deal with general functionals of the type
(1.5) W 1,1(Ω) ∋ w 7→ F(w,Ω) :=
∫
Ω
F (x,w,Dw) dx ,
where F : Ω × R × Rn → R is a Carathe´odory integrand, initially satisfying the
double-sided bound
(1.6) νH(x, z) ≤ F (x, v, z) ≤ LH(x, z) ,
for constants 0 < ν ≤ L. This aims at giving an intrinsic approach to regularity
of double phase functional, drawing a parallel with the standard growth conditions
of p-type, that is when a(x) ≡ 0 and therefore H(x, z) ≡ |z|p. Under growth
conditions (1.6) the natural notion of minimality is given as follows:
Definition 1. A function u ∈ W 1,1loc (Ω) is a local minimiser of the functional F
defined in (1.5) if and only if H(·, Du) ∈ L1(Ω) and the minimality condition
F(u, supp (u − v)) ≤ F(v, supp (u − v)) is satisfied whenever v ∈ W 1,1loc (Ω) is such
that supp (u− v) ⊂ Ω. In particular, a local minimizer belongs to W 1,p(Ω).
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Integrals of the type in (1.5) under the growth assumptions (1.6) belong to
the family of functionals satisfying non-standard growth conditions of (p, q)-type,
i.e., those whose integrands satisfy growth and coercivity conditions at different
polynomial rates
(1.7) ν|z|p ≤ F (x, v, z) ≤ L(|z|q + 1) , p < q .
These functionals have been the object of intensive investigation over the last years,
starting with the seminal papers of Marcellini [43, 44, 45]; see for instance [9, 11,
15, 26, 55, 57, 58]. See also the survey [46]. The regularity theory in the case
of functionals with (p, q)-growth in the non-autonomous case, that is when the
energy density F (·) is allowed to depend on x, is still a non-trivial open issue,
especially when considering sharp conditions for regularity. In this respect, the
growth conditions considered in (1.6) represent a very significant case since the one
in (1.1) provides one of the hardest model examples of non-autonomous functionals
with (p, q)-growth available in the literature. See for instance the lists of examples
discussed in [6, 26, 56, 57, 58].
In order to get higher regularity of minima, assumption (1.6) are not sufficient
already in the standard case a(x) ≡ 0. For this, after (1.6), we assume that F (·)
is a continuous integrand, of class C2(Rn \ {0}) in the z-variable, and we consider
the following natural assumptions:
(1.8)

|∂F (x, v, z)||z|+ |∂2F (x, v, z)||z|2 ≤ LH(x, z)
ν
(
|z|p−2 + a(x)|z|q−2
)
|ξ|2 ≤
〈
∂2F (x, v, z)ξ, ξ
〉
|∂F (x1, v, z)− ∂F (x2, v, z)||z| ≤ Lω (|x1 − x2|) [H(x1, z) +H(x2, z)]
+L|a(x1)− a(x2)||z|
q
|F (x, v1, z)− F (x, v2, z)| ≤ Lω(|v1 − v2|)H(x, z) .
These are assumed to hold whenever x, x1, x2 ∈ Ω, v, v1, v2 ∈ R, z ∈ R
n \ {0},
ξ ∈ Rn, where 0 < ν ≤ L are fixed constants, and
(1.9) ω(t) := min
{
tβ , 1
}
for t > 0
is the standard β-Ho¨lder continuous modulus of continuity for β ∈ (0, 1]. In (1.8)
the symbol ∂ stands for the partial derivative with respect to the z-variable. It is
not difficult to see that assumptions (1.8) are for instance satisfied by the model
functional
(1.10) W 1,1(Ω) ∋ w 7→
∫
Ω
b(x,w)H(x,Dw) dx ,
where 0 < ν1 ≤ b(x, v) ≤ L1, for some constants ν1, L1 and for some b(·) Ho¨lder
continuous function. Further model cases are clearly given by integrals of the type
(1.11) w 7→
∫
Ω
[F1(x,w,Dw) + a(x)F2(x,w,Dw)] dx ,
where F1(·) and F2(·) have p- and q-growth, respectively, and satisfy conditions
suited to imply Ho¨lder continuity of the gradient of minima when considered as
single integrands. See for instance [33, Assumptions (1.1)] or just consider (1.8)
with p = q. We remark that both the functional in (1.10) and the one in (1.11)
cannot be covered by the present literature on functionals with (p, q)-growth as in
(1.7). Note indeed that in both cases the functional considered is non-differentiable
and therefore its treatment cannot pass through the analysis of the related Euler-
Lagrange equation.
Sometimes we shall replace (1.9) by the weaker
(1.12) ω : [0,∞)→ [0,∞) is concave and such that ω(0) = 0 and ω(·) ≤ 1 ,
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thereby considering functionals as in (1.10) with b(·) being just continuous rather
then Ho¨lder continuous.
The first two main results of this paper, stated in the next Theorem 1.1 and 1.2,
draw a complete parallel with the theory of functionals with standard polynomial
growth [28, 41, 42] i.e., when a(·) ≡ 0; see also [35, 36] for more recent a priori
estimates.
Theorem 1.1 (Maximal regularity). Let u ∈ W 1,p(Ω) be a local minimiser of
the functional F defined in (1.5), under the assumptions (1.6) and (1.8)-(1.9).
Moreover, assume that either (1.2) or (1.3) are satisfied. Then there exists β0 ∈
(0, 1), depending only on n, p, q, ν, L, α and β, such that Du ∈ C0,β0loc (Ω;R
n).
The main contribution in this paper is essentially threefold. First, we extend the
results of [16, 17] to the largest possible family of functionals exhibiting a double
phase behaviour of the type in (1.1), that is those functionals that can be controlled
by the one in (1.1) in the sense of (1.6); we further observe that we provide a unified
and more transparent approach to the two different cases (1.2)-(1.3). Second, the
methods we develop here can provide a guideline to face the more general problem
of regularity of minima under general Orlicz-type conditions. This means dealing
with general non-autonomous functionals of the type in (1.5) where
(1.13) F (x, v, z) ≈ Φ(x, |z|)
and Φ(·) is a generalized Young function in the sense specified for instance in
[19, 32]. An example is in fact given by the function H(x, z) = K(x, |z|) ≡ Φ(x, |z|)
defined in (1.4). The study of such problems has gained large attention over the
last years, in particular with respect to the sharp interplay between the regularity
of the function x 7→ Φ(x, ·) and the growth conditions of t 7→ Φ(·, t). An example
of this is indeed already given in (1.2)-(1.3), while further results in this direction
can be for instance found in [2, 3, 4, 8, 11, 9, 12, 13, 14, 20, 47, 48, 49, 52]; see also
the work of Ragusa & Tachikawa for partial regularity [50, 51, 52]. In particular,
we point out the recent paper [31], where a general setting for conditions (1.13) has
been considered, with some unifying approaches and assumptions fitting several
different contexts, as for instance those described in [6, 26, 56, 57, 58]. The issue
is intriguing as assumptions that are relevant for regularity largely coincide with
those that are necessary to get good functional theoretic properties of the spaces
in questions; see for instance [6, 16, 19] for this interplay. In this paper we use
an intrinsic approach, useful to deal with cases like (1.13). An instance of this is
the Morrey type decay estimate (1.14) below, formulated in terms of the natural
quantity H(·, Du) and resembling the classical one valid for p-harmonic functions.
It requires assumptions that are weaker than those considered in Theorem 1.1.
Theorem 1.2 (Intrinsic Morrey decay). Let u ∈ W 1,p(Ω) be a local minimiser of
the functional F defined in (1.5), under the assumptions (1.6), (1.8) and (1.12).
Moreover, assume that either (1.2) or (1.3) are satisfied. Then, u ∈ C0,θloc (Ω) for
every θ < 1. Finally, for every σ ∈ (0, n), there exists a positive constant c ≡
c(data(Ω0), σ), such that the decay estimate
(1.14)
∫
B̺
H(x,Du) dx ≤ c
( ̺
R
)n−σ ∫
BR
H(x,Du) dx
holds whenever B̺ ⊂ BR ⋐ Ω0 are concentric balls with R ≤ 1.
The meaning of data(Ω0) is clarified in (2.2) below, see Section 2 for more
notation. Theorem 1.2 has been obtained for the model case (1.1) in [16] under
assumptions (1.2) (but only when q/p < 1 + α/n), but is new already for P when
conditions in (1.3) are considered. Another advantage of the methods presented
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here is that they allow to avoid the use of fractional estimates previously employed
in [16, 17, 26]. The use of such methods has a few drawbacks. As an example, it
does not allow to extend the interior regularity results up to the boundary under
the general assumptions one may wish to consider thinking to the classical case
with p-growth. See for instance the recent interesting paper [12], where, due to the
use of fractional estimates, additional regularity assumptions on the boundary have
to be imposed in order to extend the interior results in [18].
Remark 1.1. The approach proposed here also allows to deal with the delicate
borderline case in (1.2), i.e.,
(1.15)
q
p
= 1 +
α
n
.
This has been left open in several papers on non-autonomous functionals [9, 12,
16, 25, 48]. Borderline cases are hard to catch. For instance, in the case of general
functionals of the type w 7→
∫
Ω F (Dw) dx with (p, q)-conditions of the type in
(1.7) and suitable convexity assumptions, the bound available in the literature is
q/p < 1+2/n. It is not clear how to deal with the related limiting case q/p = 1+2/n.
Remark 1.2. Another feature of the methods introduced here is that they open
the way to treat parabolic equations of the type
ut − div
(
|Du|p−2Du+ a(x, t)|Du|q−2Du
)
= 0 .
Such equations poses non-trivial additional difficulties as they generate new double
phase intrinsic geometries and new methods must be developed; see [7].
The third goal of this paper is finally to disclose a new interpolative type phe-
nomenon. In fact, we conjecture this should be a general principle when considering
functionals with (p, q)-growth as in (1.7) and related non-uniformly elliptic prob-
lems. For this we shall consider simpler functionals of the type
(1.16) W 1,1(Ω) ∋ w 7→ F(w,Ω) :=
∫
Ω
F (x,Dw) dx ,
but the results are completely new already in the model case (1.1). The idea is
that assuming more regularity of u allows to further relax the bound linking p and
q. This is already visible in (1.3) vs (1.2). The right scale to further quantify this
phenomenon is the one of Ho¨lder continuity, as shown in the next
Theorem 1.3 (New interpolative bound). Let u ∈ W 1,p(Ω) be a local minimiser
of the functional F defined in (1.16), under the assumptions (1.6), (1.8)-(1.9) and
with a(·) ∈ C0,α(Ω). Moreover assume that
(1.17) u ∈ C0,γ(Ω) and q < p+
α
1− γ
, γ ∈ (0, 1) .
Then there exists β1 ∈ (0, 1), depending only on n, p, q, ν, L, α and β, such that
Du ∈ C0,β1loc (Ω;R
n). Moreover, weakening assumption (1.9) by (1.12), leads to the
conclusions of Theorem 1.2.
The bound in (1.17) exhibits the correct asymptotic. It formally reduces to (1.3)
when γ → 0, while says that no bound on q − p is needed when γ → 1. Indeed,
in this case we approach the Lipschitz continuity of u, which in fact makes the
functional uniformly elliptic at infinity. As expected, the bound in (1.17) improves
the one in (1.2) only when p < n/(1 − γ), that is, only when the exponent γ is
better than the one naturally given by Sobolev-Morrey embedding theorem, since
p > n/(1 − γ) implies that u ∈ C0,γloc (Ω). Only in this case u ∈ C
0,γ(Ω) becomes a
real assumption and gives therefore an improvement.
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Finally, the assumptions of Theorem 1.3 also allow to give new instances of
absence of Lavrentiev phenomenon [37, 56, 57, 58]. According to the classical
definition specialized to the present context, the Lavrentiev phenomenon for the
functional F in (1.5) under assumptions (1.6) occurs when
(1.18) inf
w∈u0+W
1,p
0 (B)
F (w,B) < inf
w∈u0+W
1,p
0 (B)∩W
1,q
loc (B)
F (w,B) ,
where B ⋐ Ω is a ball and u0 ∈ W
1,∞(B). Considering the model functional P
in (1.1), as shown in [26], it can be proved that (1.18) actually occurs when (1.2)-
(1.3) fail, and this eventually allows to give examples of irregular minima; see also
[27]. In [26] this approach is reversed and the absence of Lavrentiev phenomenon
- i.e., the non-occurrence of (1.18) - is used to prove regularity of minima. In
particular, in [26] the absence of Lavrentiev phenomenon for general functionals
as in (1.5) is proved under assumptions (1.2) and (1.6). When instead looking
at (1.3), the absence of Lavrentiev phenomenon for the model case P has been
obtained in [17] as a consequence of the available higher regularity of minima (not
available for functionals as in (1.5) under conditions (1.6)). Next theorem features
a more general result, under less general assumptions already in the case (1.3) is
considered. Indeed, it only assumes (1.6).
Theorem 1.4 (Absence of Lavrentiev phenomenon). Let u ∈ W 1,p(Ω) be a local
minimiser of the functional F defined in (1.5), under assumptions (1.6) and with
a(·) ∈ C0,α(Ω). Assume that either (1.3) or
(1.19) u ∈ C0,γ(Ω) and q ≤ p+
α
1− γ
, γ ∈ (0, 1)
holds. Then, for every ball B ⋐ Ω, there exists a sequence {uk} of W
1,∞(B)-regular
functions such that uk → u strongly in W
1,p(B) and such that
(1.20) lim
k
F(uk, B) = F(u,B) .
We finally conclude giving an outline of the proofs, starting with the one of The-
orem 1.1. As already mentioned, a main new fact, allowing to catch the borderline
case (1.15), is that we are avoiding the use of fractional estimates and actually of
any differentiation of the Euler-Lagrange equation of the functional (1.5) (fractional
or standard). These are very common and heavy tools in the setting of functionals
with non-standard growth conditions (see for instance [11, 9, 12, 16, 17, 25, 26]),
that in fact do not allow to reach optimal assumptions in several situations. We
instead employ a suitable blow-up argument relying on a quantitative version of
a certain nonlinear harmonic type approximation lemma (Lemma 5.1 below) that,
in the original linear version, goes back to the classical work of De Giorgi [21];
see [24] for an overview. This allows a more efficient separation of phases, fol-
lowing the terminology introduced in [16, 17]. Specifically, on smaller and smaller
scales/balls BR, we shall distinguish between the p-phase, where an inequality of
the type a(x) . [a]0,αR
α holds, and the (p, q)-phase, that is when [a]0,αR
α ≪ a(x)
instead occurs; see Section 6. In the p-phase we blow-up the original minimizer u
from Theorem 1.1 in BR, and see that, in a sense, it behaves as a minimizer of a
functional with standard p-growth. From this we infer certain regularity estimates
for u in BR. This is done in Section 7. In the (p, q)-phase, instead, we use a direct
freezing argument and see that u behaves in BR as a minimizer of an anisotropic
functional whose growth is controlled by w 7→
∫
BR
[|Dw|p + a0|Dw|
q ] dx, for some
constant a0 > 0. From this we again infer some regularity estimates in BR; see
Section 8. It is important to see that, in order to accelerate the blow-up, and espe-
cially to catch the borderline case (1.15), we have to use a few preliminary higher
REGULARITY FOR FUNCTIONALS WITH DOUBLE PHASE 7
integrability and Ho¨lder continuity results (see Theorems 3.2-3.1 below). Some non-
linear Caldero´n-Zygmund estimates in a non-standard setting are also employesd
(see Theorem 5.1 below). We then combine the treatment of the two phases via an
exit-time argument described in Section 9. This leads to Theorem 1.2. We finally
look at the gradient regularity. To achieve a good control of the constants we use
a different separation of phases. We indeed consider a p-phase this time defined
by a(x) . [a]0,αR
α−s and a (p, q)-phase which is still of the type [a]0,αR
α ≪ a(x).
A suitable choice of the number s ∈ [0, α) and of the constants involved will even-
tually determine the Ho¨lder continuity exponent β0 of Du appearing in Theorem
1.1. The proof of Theorem 1.3 takes conceptually more effort and requires a double
application of the blow-up lemma. The first time, this will be done in order to
by-pass the fact that the assumed Ho¨lder continuity in (1.3) is not quantitatively
preserved under blow-up. This does not provide us with the higher integrability
result (Theorem 3.1 below) allowing to apply Lemma 5.1 as for Theorem 1.1. For
this we proceed in two steps. First we apply a more traditional, non-quantitative
version of the harmonic approximation to get higher Ho¨lder continuity of u. Once
this is done, we recover the missing Ho¨lder continuity in the blow-up procedure. We
can then proceed as for Theorem 1.2, with the quantitative version of the harmonic
approximation.
2. Notation and preliminaries
In this paper, following a usual custom, we denote by c a general constant larger
than one. Different occurences from line to line will be still denoted by c, while
special occurrences will be denoted by c1, c2, c˜ or the like. Relevant dependencies
on parameters will be emphasised using parentheses, i.e., c1 ≡ c1(n, p, ν, L) means
that c1 depends on n, p, ν, L. We denote by Br(x0) := {x ∈ R
n : |x− x0| < r} the
open ball with center x0 and radius r > 0; when not important, or clear from the
context, we shall omit denoting the center as follows: Br ≡ Br(x0). Very often,
when not otherwise stated, different balls in the same context will share the same
center. We shall also denote B1 = B1(0) if not differently specified. Finally, with
B being a given ball with radius r and γ being a positive number, we denote by
γB the concentric ball with radius γr. With B ⊂ Rn being a measurable subset
with finite and positive measure |B| > 0, and with g : B → Rk, k ≥ 1, being a
measurable map, we shall denote by
(g)B ≡
∫
B
g(x) dx :=
1
|B|
∫
B
g(x) dx
its integral average. With f : Ω → R and B ⊂ Ω, with γ ∈ (0, 1) being a given
number, we shall denote
[f ]0,γ;B := sup
x,y∈B,x 6=y
|f(x)− f(y)|
|x− y|γ
, [f ]0,γ ≡ [f ]0,γ;Ω .
Remark 2.1. We note that, since all the results from Theorems 1.1-1.4 are local
in nature, when considering assumptions (1.3) and (1.17), we can also assume that
u ∈ L∞loc(Ω) and u ∈ C
0,γ
loc (Ω). This can be done up to passing to open subsets
Ω0 ⋐ Ω and restating all the results with an additional dependence of the constants
on dist (Ω0, ∂Ω). In the same way, with u being the minimizer of Theorems 1.1-
1.3, we can assume that H(·, Du) ∈ L1loc(Ω). We prefer to start with the global
formulations for the ease of exposition.
In order to shorten the notation, we shall express the dependence of the constants
on the various basic parameters using the symbol data. This is defined as a set of
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objects that will vary according to the assumptions considered as follows
(2.1) data ≡

n, p, q, ν, L, α, ω(·), [a]0,α, ‖H(·, Du)‖L1(Ω) when (1.2) holds
n, p, q, ν, L, α, ω(·), [a]0,α, ‖u‖L∞(Ω) when (1.3) holds
n, p, q, ν, L, α, γ, ω(·), [a]0,α, [u]0,γ when (1.17) holds .
We also need a local version of data. For this, with Ω0 ⋐ Ω being a fixed open sub-
set, we denote by data(Ω0) the above set of parameters in addition to dist (Ω0, ∂Ω):
(2.2) data(Ω0) ≡ data, dist (Ω0, ∂Ω) .
Remark 2.2. We shall sometimes consider functionals of the type in (1.5) under
the only assumptions (1.6). In this case data and data(Ω0) omit the specifications
of ω(·), since (1.8) are not considered.
In the following we shall often deal with the vector field
(2.3) Vt(z) := |z|
(t−2)/2z , t ∈ {p, q} ,
so that Vp(z) := |z|
(p−2)/2z and Vq(z) := |z|
(q−2)/2z. This vector field is of common
use to formulate the monotonicity properties of operators of p-Laplacean type and
related integral functionals (see for instance [33, 34]). In this respect we record the
following property
(2.4) |Vt(z1)− Vt(z2)|
2 ≤ c
〈
|z1|
t−2z1 − |z2|
t−2z2, z1 − z2
〉
,
We shall also use the following equivalence:
(2.5) |Vt(z1)− Vt(z2)| ≈ (|z1|+ |z2|)
(t−2)/2|z1 − z2| ,
that holds with involved constants depending only on n, t (see for instance [33, 34]).
Finally, we summarize some basic terminology about so called generalized Orlicz-
Sobolev spaces. Roughly speaking, these are Sobolev spaces defined by the fact
that the distributional derivatives lie in a suitable Orlicz space (actually, a Orlicz-
Musielak space according to the terminology in use [22]) rather than a Lebesgue
spaces, as usual. Classical Sobolev spaces are then a particular case. Such spaces,
and related variational problems, are for instance discussed in [19, 22, 32], to which
we refer for more details. Here we shall simply consider spaces related to the Young
type function defined in (1.4). We then define
(2.6) W 1,H(Ω) :=
{
u ∈W 1,1(Ω) : H(·, Du) ∈ L1(Ω)
}
,
with the local variant being defined in the obvious way and W 1,H0 (Ω) =W
1,H(Ω)∩
W 1,p0 (Ω). The one in (2.6) is in a sense the natural energy space associated to
variational problems under growth conditions (1.6); see for instance [31]. Finally,
with a0 ≥ 0 being a non-negative number, we shall use the frozen Young function
(2.7) H0(z) := |z|
p + a0|z|
q =: K0(|z|) ,
with the notation fixed accordingly to the one used in (1.4). Then W 1,H0(Ω), and
its related variants, can be defined exactly as in (2.6) with the choice a(x) ≡ a0.
Note that [0,∞) ∋ s 7→ K0(s) ∈ [0,∞) is a strictly convex, monotone smooth
bijection of [0,∞). Denoting by K˜0 its Young’s (or convex) conjugate, i.e., K˜0(s) :=
supτ>0[sτ −K0(τ)], then the following standard property
(2.8) K˜0
(
K0(s)
s
)
≤ K0(s)
holds for every s > 0 (see [8] for more details). We shall later use the following
Young type inequality, valid for every ε ∈ (0, 1) and s, t ≥ 0:
(2.9) st ≤
K0(s)
εq−1
+ ε K˜0(t) .
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We briefly report the proof. For 0 < κ ≤ 1 and for all s ≥ 0, since q ≥ p, we have
K˜0(κs) = sup
τ>0
(κsτ −K0(τ)) ≤ sup
τ>0
(
κ
q
q−1 s κ−
1
q−1 τ − κ
q
q−1K0(κ
− 1q−1 τ)
)
= sup
τ˜=κ−1/(q−1)τ>0
(
κ
q
q−1 s τ˜ − κ
q
q−1K0(τ˜ )
)
= κ
q
q−1 K˜0(s) .
Thus, with ε ∈ (0, 1), we have the standard Young’s inequality for conjugate func-
tions yields st ≤ K0(ε
(1−q)/qs)+ K˜0(ε
(q−1)/qt) and (2.9) follows using the property
in the above display and again that q ≥ p while ε ∈ (0, 1).
3. First regularity results
We review a few basic regularity results available for minimizers of functionals
with double phase. The main references here are [5, 16, 17, 48] and the results are
essentially proved there. We shall treat minimizers of functionals as in (1.5) under
the only growth assumptions in (1.6). Here as in the rest of the paper, we shall
denote by Ω0 an open subset such that Ω0 ⋐ Ω. We start by a Caccioppoli type
inequality from [16].
Proposition 3.1. Let u ∈ W 1,p(Ω) be a local minimiser of the functional F defined
in (1.5), under the assumptions (1.6), with a(·) ∈ L∞loc(Ω) and u ∈ L
q
loc(Ω). Then
there exists a constant depending only on n, p, q, ν, L such that
(3.1)
∫
Bt
H(x,Du) dx ≤ c
∫
Bs
K
(
x,
∣∣∣∣u− u0s− t
∣∣∣∣) dx ,
holds whenever Bt ⋐ Bs ⋐ Ω are concentric balls and u0 ∈ R, where K(·) has been
introduced in (1.4). In the same way, the following related inequality on level sets
(3.2)
∫
Bt
H(x,D(u − k)±) dx ≤ c
∫
Bs
K
(
x,
∣∣∣∣ (u− k)±s− t
∣∣∣∣) dx
holds for every k ∈ R, t < s, where c ≡ c(n, p, q, ν, L) and
(3.3) (u− k)+ := max{u− k, 0} and (u− k)− := max{k − u, 0} .
Notice that the condition u ∈ Lqloc(Ω) is always satisfied when one of the as-
sumptions (1.2), (1.3) and (1.17) is in force.
Next, a higher integrability result.
Theorem 3.1. Let u ∈W 1,p(Ω) be a local minimiser of the functional F defined in
(1.5), under the assumptions (1.6). Moreover, assume that one of the conditions in
(1.2), (1.3) and (1.17) is satisfied. Then there exists a higher integrability exponent
δ ≡ δ(data) ∈ (0, 1) such that H(·, Du) ∈ L1+δloc (Ω). Furthermore, the reverse type
Ho¨lder inequality
(3.4)
(∫
BR/2
[H(x,Du)]1+δ dx
)1/(1+δ)
≤ c
∫
BR
H(x,Du) dx
holds for a constant c ≡ c(data), whenever BR ⋐ Ω is a ball with R ≤ 1.
Proof. This has already been obtained in [16, 17, 48] as far as (1.2)-(1.3) are used.
Here we cover the missing case of (1.17), essentially recalling the arguments for [17,
Theorem 1.2], to which we refer for more details. Consider a ball BR ⋐ Ω with
R ≤ 1 and consider the quantity ai(BR) := minBR a(x). If ai(BR) > 4[a]αR
α then,
exactly as in [17, Theorem 1.2], we find that the reverse type inequality
(3.5)
∫
BR/2
H(x,Du) dx ≤ c
(∫
BR
[H(x,Du)]d dx
)1/d
,
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holds for d := max{n/(n+ p), 1/p} ∈ (0, 1), where the constant c depends only
on n, p, q, ν, L. We now consider the remaining case ai(BR) ≤ 4[a]αR
α, where we
estimate as follows:
a(x)
∣∣∣∣u− (u)BRR
∣∣∣∣q−p ≤ 8[a]0,αRp−q+α[oscBR u]q−p
(1.17)
≤ c[u]0,γ;BRR
p−q+α+γ(q−p)
(1.17)
≤ c(data) .
The last inequality allows to conclude∫
BR
a(x)
∣∣∣∣u− (u)BRR
∣∣∣∣q dx ≤ c ∫
BR
∣∣∣∣u− (u)BRR
∣∣∣∣p dx
and combining this with (3.1) (with s = R, t = R/2, u0 = (u)BR), we get, by
Sobolev-Poincare´ inequality∫
BR/2
H(x,Du) dx ≤ c
∫
BR
∣∣∣∣u− (u)BRR
∣∣∣∣p dx
≤ c
(∫
BR
|Du|pd dx
)1/d
≤ c
(∫
BR
[H(x,Du)]pd dx
)1/d
,
where c ≡ c(data) and d is the same appearing in (3.5). We conclude that H(·, Du)
satisfies a reverse type Ho¨lder inequality, that is (3.5) holds for every ball BR ⋐ Ω
such that R ≤ 1. At this point (3.4) follows using a variant of Gehring’s lemma on
reverse Ho¨lder inequalities [29, Theorem 6.6]. 
Finally, we collect some Ho¨lder continuity assertions from [5, 16, 48]. Special
emphasis is put on the precise dependence of the various constants.
Theorem 3.2. Let u ∈W 1,p(Ω) be a local minimiser of the functional F defined in
(1.5), under the assumptions (1.2) and (1.6). Then u is locally Ho¨lder continuous.
Moreover, for every open subset Ω0 ⋐ Ω, there exists a Ho¨lder continuity exponent
(3.6) γ ≡ γ
(
n, p, q, ν, L, α, [a]0,α, ‖u‖L∞(Ω0)
)
∈ (0, 1)
such that
(3.7) ‖u‖L∞(Ω0) + [u]0,γ;Ω0 ≤ c(data(Ω0)) ,
and the oscillation estimate
(3.8) osc
B̺
u ≤ c
(̺
r
)γ
osc
Br
u
holds for c ≡ c
(
n, p, q, ν, L, α, [a]0,α, ‖u‖L∞(Ω0)
)
and all concentric balls B̺ ⋐ Br ⋐
Ω0 ⋐ Ω with r ≤ 1. Finally, the dependence of the exponent in (3.6) can be
reformulated as
(3.9) γ ≡ γ
(
n, p, q, ν, L, α, [a]0,α, ‖H(·, Du)‖L1(Ω), dist (Ω0, ∂Ω)
)
∈ (0, 1) .
The same conclusions hold when (1.3) is assumed instead of (1.2); in this case
the L∞-estimate in (3.7) becomes immaterial as u is assumed to be globally bounded.
Moreover, the exponent γ depends only on data and it is independent of the open
subset Ω0 ⋐ Ω considered.
Proof. The results in [16, Section 10] give that if ‖u‖L∞(Ω) is finite and q ≤ p+ α,
then u ∈ C0,γloc and (3.7)-(3.8) hold. In this case γ depends only on the parameters
n, p, q, ν, L, α, [a]0,α, ‖u‖L∞(Ω) and no dependence on dist (Ω0, ∂Ω) occurs. More-
over, estimate (3.8) follows from [48, Theorem 3.8] or directly from the Harnack
inequality proved in [5]. In this respect, see how to derive estimates of the type
in (3.8) from Harnack inequalities in [29, Section 7.9]. This fully covers the case
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when (1.3) comes into the play. We then consider (1.2), when p ≤ n. By the results
in [5, 16] and in particular by [48, Theorem 3.6], minimizers are locally bounded.
Therefore, since q ≤ p+ α is implied by the bound in q/p ≤ 1 + α/n when p ≤ n,
then we can reduce to the case when u is bounded and this gives (3.7)-(3.8) again;
moreover, the dependence displayed in (3.6) follows in any case. To recast the al-
ternative dependence in (3.9), we recall that the local bounds proved in [16, 48],
together with standard covering arguments, imply an estimate of the type
‖u‖L∞(Ω0) ≤ c
(∫
Ω
[H(x,Du) + 1] dx
)1/p
,
where c depends on n, p, q, ν, L, α, [a]0,α, ‖H(·, Du)‖L1(Ω) and dist (Ω0, ∂Ω). Com-
bining this fact with the dependence in (3.6) yields the required dependence in
(3.9). Finally, when p > n, we can use the Harnack inequality proved in [5], and
this yields again (3.8) for a constant c and an exponent γ, being independent of
dist (Ω0, ∂Ω), but just depending on n, p, q, ν, L, α, [a]0,α, ‖H(·, Du)‖L1(Ω). Notice
that in the Harnack statements from [5] we have that the constants also depend on
the diameter of Ω. This dependence does not occur when one restricts the Harnack
inequalities on balls BR with R ≤ 1, which is the thing needed here in order to get
(3.8). 
4. Initial setting for Theorems 1.1-1.2
In this section we begin the proofs of Theorems 1.1-1.2 and fix the initial setting
aimed at treating the cases (1.2)-(1.3) in a unified way. We first observe that
p + α < p(1 + α/n) iff p > n, so that (1.2) provides a weaker assumption than
(1.17) when p > n. On the other hand, in this last case minimizers are automatically
bounded. When p = n we have that the relations between p and q in (1.2)-(1.3)
do coincide and therefore (1.2) becomes again an assumption weaker than (1.3),
since it does not require that minimizers are a priori bounded. In this respect,
notice that assuming p = n ≥ q−α gives that minimizers are bounded by Theorem
3.2. On the contrary, in the case p < n, assumptions (1.2) imply (1.3) and we can
always reduce to consider (1.3). Indeed when q/p ≤ 1+α/n, minimizers are always
locally bounded again by Theorem 3.2, and q/p ≤ 1 + α/n implies that q ≤ p+ α.
Summarizing, we shall always make a distinction in the forthcoming proofs: we
shall consider the case (1.3) holds when p < n holds, and the case when (1.2) holds
but only for p ≥ n (and vice-versa). Notice that this is perfectly consistent with
the notation in (2.1)-(2.2). In fact, when p < n and (1.3) covers also the case (1.2),
it happens that by Theorem 3.2 we can locally bound ‖u‖L∞ by ‖H(·, Du)‖L1, so
that the final dependence is on this last quantity, exactly as prescribed in (2.1)
when (1.2) is considered. See the proof of Theorem 3.2 for more.
5. Quantitative approximation
Harmonic type approximation lemmas give a way to perform blow-up procedures
without passing to the limit. They are in use since the seminal work of De Giorgi
[21], and we refer to [24] for an overview of the subject. For recent non-standard
version related to the setting of this paper we refer to [23], from which we will also
borrow the direct approach used here (vs the indirect one presented in [21, 24]).
In this section we give a version where the control of the constants can be made
explicit and becomes of polynomial type. This is the effect of assuming initial higher
integrability (see (5.9) below). In the following we shall deal with a general vector
field A0 : R
n → Rn, which is assumed to be C1(Rn \ {0})-regular and satisfying the
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following growth and ellipticity assumptions:
(5.1)

|A0(z)||z|+ |∂A0(z)||z|
2 ≤ LH0(z)
ν
H0(z)
|z|2
|ξ|2 ≤ 〈∂A0(z)ξ, ξ〉 ,
whenever z ∈ Rn \ {0}, ξ ∈ Rn, where 0 < ν ≤ 1 ≤ L are fixed constants. The
functionH0(·) is the one defined in (2.7) for some a0 ≥ 0. No condition is considered
here on the two exponents 1 < p < q, which can be arbitrarily far from each other.
We shall in the following use the strict monotonicity property:
(5.2) |Vp(z1)− Vp(z2)|
2 + a0|Vq(z1)− Vq(z2)|
2 ≤ c〈A0(z1)−A0(z2), z1 − z2〉
that holds for a constant c ≡ c(n, p, q, ν) ≥ 1, and for every z1, z2 ∈ R
n; the maps
Vp(·) and Vq(·) are defined in (2.3). This is easily seen to be a consequence of (5.1)2
and (2.5) (see [16, 33]). Related to the vector field A0(·), we consider the following
Dirichlet boundary value problem, which is naturally defined in the Sobolev space
W 1,H0(B):
(5.3)
{
−divA0(Dh) = 0 in B
h ∈ v +W 1,H00 (B)
where B ⊂ Rn is a given ball and v ∈ W 1,H0(B) is a given boundary datum.
Solutions are meant in the usual distributional sense. Such a problem has already
been considered in [18, Section 5], to which we refer for existence. We then report
the following Caldero´n-Zygmund type result:
Theorem 5.1 ([18], Theorem 5.1). Let h ∈ W 1,1(B) be a distributional solution
to (5.3) such that H0(Dv), H0(Dh) ∈ L
1(B), under the assumptions (5.1). Then
H0(Dv) ∈ L
t(B) =⇒ H0(Dh) ∈ L
t(B) for every t > 1 .
Moreover, for every t > 1, there exists a constant c ≡ c(n, p, q, ν, L, t), which is in
particular independent of a0, such that the following inequality holds:
(5.4)
∫
B
[H0(Dh)]
t dx ≤ c
∫
B
[H0(Dv)]
t dx .
Before stating the main result of this section we still need another fact, namely,
a by now classical truncation lemma due to Acerbi & Fusco [1]. The statement
involves the Hardy-Littlewood maximal operator, defined as follows
(5.5) M(f)(x) := sup
Br(x)⊂Rn
∫
Br
|f(y)| dy , x ∈ Rn ,
whenever f ∈ L1loc(R
n). We then have
Theorem 5.2 ([1]). Let B ⊆ Rn be a ball and w ∈W 1,10 (B). Then for every λ > 0
there exists wλ ∈ W
1,∞
0 (B) such that
(5.6) ‖Dwλ‖L∞(B) ≤ cλ
for some constant c depending only on n. Moreover, it holds that
(5.7) {wλ 6= w} ⊆ B ∩ {M(|∇w|) > λ} ∪ negligible set .
Note that, in view of the definition used in (5.5), in the above theorem we can
assume w to be defined on the whole Rn by setting w ≡ 0 outside B.
We are now ready to state the main result of this section. We remark in advance
that a crucial point is that all the constants must be independent of the number a0
appearing in (2.7).
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Lemma 5.1 (Harmonic type approximation). Let B ≡ Br ⊆ R
n be a ball, let
σ ∈ (0, 1) and let v ∈ W 1,p(2B) be a function satisfying the following estimates:
(5.8)
∫
2B
H0(Dv) dx ≤ c˜1
and
(5.9)
∫
B
[
H0(Dv)
]1+δ0
dx ≤ c˜2 ,
where c˜1, c˜2 ≥ 1 and δ0 > 0 are fixed constants. Moreover, assume that
(5.10)
∣∣∣∣∫
B
〈
A0(Dv), Dϕ
〉
dx
∣∣∣∣ ≤ σ‖Dϕ‖L∞(B) holds for all ϕ ∈ C∞0 (B) .
Then there exists a function h ∈ v +W 1,H00 (B) such that the following conditions
are satisfied:
(5.11)
∫
B
〈
A0(Dh), Dϕ
〉
dx = 0 holds for all ϕ ∈ C∞0 (B),
(5.12)
∫
B
[
H0(Dh)
]1+δ0
dx ≤ c(n, p, q, ν, L, δ0) c˜2 ,
(5.13)
∫
B
(
|Vp(Dv) − Vp(Dh)|
2 + a0|Vq(Dv)− Vq(Dh)|
2
)
dx ≤ c σs1 ,
and
(5.14)
∫
B
(∣∣∣∣v − hr
∣∣∣∣q + a0 ∣∣∣∣v − hr
∣∣∣∣q) dx ≤ c σs0 .
In (5.13) and (5.14) the dependence of constants involved is as follows: s1 :=
s1(p, q, δ0) > 0, s0 := s0(n, p, q, δ0) > 0 and c ≡ c(n, p, q, ν, L, δ0, c˜1, c˜2) ≥ 1.
Proof. By a standard approximation argument we notice that, if (5.10) holds for
every ϕ ∈ C∞0 (B), then it holds also for every ϕ ∈ W
1,∞
0 (B). We then divide the
proof in three steps.
Step 1: Truncation. We define h ∈ W 1,p(B) as in (5.3). The standard energy
estimate in this case (see [16, Theorem 3.1]) and (5.8) give
(5.15)
∫
B
H0(Dh) dx ≤ c
∫
B
H0(Dh) dx ≤ c(n, p, q, ν, L) c˜1
for c ≡ c(n, p, q, ν, L). Similarly, but using first (5.4) and then (5.9), we get
(5.16)
∫
B
[H0(Dh)]
1+δ0 dx ≤ c
∫
B
[H0(Dv)]
1+δ0 dx ≤ c(n, p, q, ν, L, δ0) c˜2 ,
and this proves (5.12). We now set w := v − h ∈ W 1,H00 (B) and we let λ ≥ 1 to be
chosen later; we consider wλ ∈W
1,∞
0 (B) given by Theorem 5.2, which satisfies (5.6)
and (5.7). Using such properties, Chebyshev’s inequality and finally the maximal
theorem, we deduce that
|{w 6= wλ}|
|B|
≤
|B ∩ {M(|Dw|) > λ}|
|B|
≤
1
[K0(λ)]1+δ0
∫
B
[
K0
(
|M(Dw)|
)]1+δ0
dx
≤
c(n, p, q, δ0)
[K0(λ)]1+δ0
∫
B
[
H0(Dw)
]1+δ0
dx
≤
c
[K0(λ)]1+δ0
[∫
B
[
H0(Dv)
]1+δ0
dx+
∫
B
[
H0(Dh)
]1+δ0
dx
]
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≤
c c˜2
[K0(λ)]1+δ0
(5.17)
with c ≡ c(n, p, q, ν, L, δ0) and in the last line we have used (5.12) and (5.16). Now
we test the weak formulation of (5.3)1 with wλ to get
T1 :=
∫
B
〈
A0(Dv)−A0(Dh), Dwλ
〉
χ{w=wλ} dx
=
∫
B
〈
A0(Dv), Dwλ
〉
dx
−
∫
B
〈
A0(Dv) −A0(Dh), Dwλ
〉
χ{w 6=wλ} dx =: T2 + T3 .(5.18)
Next, we estimate each term in the previous equality. By (5.2) we have
T1 ≥
1
c
∫
B
(
|Vp(Dv) − Vp(Dh)|
2 + a0|Vq(Dv)− Vq(Dh)|
2
)
χ{w=wλ} dx
for c ≡ c(n, p, q, ν). Using (5.10) and then (5.6) we have
|T2| ≤ σ‖Dwλ‖L∞(B) ≤ c σλ .
Finally, for T3, we fix ε ∈ (0, 1) to be chosen and estimate
|T3| ≤
∫
B
(|A0(Dh)|+ |A0(Dv)|) |Dwλ|χ{w 6=wλ} dx
(5.1)
≤ L‖Dwλ‖L∞(B)
∫
B
[
H0(Dv)
|Dv|
+
H0(Dh)
|Dh|
]
χ{w 6=wλ} dx
(2.7)
= L‖Dwλ‖L∞(B)
∫
B
[
K0(|Dv|)
|Dv|
+
K0(|Dh|)
|Dh|
]
χ{w 6=wλ} dx
(2.9)
≤ ε
∫
B
[
K˜0
(
K0(|Dv|)
|Dv|
)
+ K˜0
(
K0(|Dh|)
|Dh|
)]
dx
+
cK0
(
‖Dwλ‖L∞(B)
)
εq−1
|{w 6= wλ}|
|B|
(2.8),(5.6)
≤ ε
∫
B
[H0(Dv) +H0(Dh)] dx+
cK0(λ)
εq−1
|{w 6= wλ}|
|B|
(5.17)
≤ ε
∫
B
[H0(Dv) +H0(Dh)] dx+
c
[K0(λ)]δ0εq−1
.
By further using (5.8), (5.15) and that K0(λ) ≥ λ
p, we conclude with
T3 ≤ c ε+
c
λpδ0εq−1
.
Here it is c ≡ c(n, p, q, ν, L, c˜1, c˜2, δ0). Merging the estimates for T1, T2 and T3 with
(5.18), we deduce that∫
B
(
|Vp(Dv) − Vp(Dh)|
2 + a0|Vq(Dv)− Vq(Dh)|
2
)
χ{w=wλ} dx
≤ c
[
σλ+ ε+
1
λpδ0εq−1
]
=: c S(σ, λ, ε)(5.19)
for a constant c depending on n, p, q, ν, L, c˜1, c˜2, δ0 and ε ∈ (0, 1) has still to be
chosen. Let us use the short notation
(5.20) V2 := |Vp(Dv)− Vp(Dh)|
2 + a0|Vq(Dv)− Vq(Dh)|
2
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and fix θ ∈ (0, 1), again to be chosen. Ho¨lder’s inequality and (5.19) give
(5.21)
(∫
B
V2θχ{w=wλ} dx
)1/θ
≤ c S(σ, λ, ε) .
Again using Ho¨lder inequality, we estimate as(∫
B
V2θχ{w 6=wλ} dx
)1/θ
≤ c
(
|{w 6= wλ}|
|B|
) 1−θ
θ
∫
B
V2 dx
(5.17)
≤ c [K0(λ)]
−
(1−θ)(1+δ0)
θ
∫
B
[H0(Dv) +H0(Dh)] dx
(5.8),(5.15)
≤ c [K0(λ)]
− 1−θθ ≤ cλ−
p(1−θ)
θ ,
for a constant c ≡ c(n, p, q, ν, L, c˜1, c˜2, δ0); notice we have used that λ ≥ 1 and that
K0(λ) ≥ λ
p. The inequalities in the last two displays give, after some manipulation(∫
B
V2θ dx
)1/θ
≤ c S(σ, λ, ε) + c λ−
p(1−θ)
θ ,
and again c ≡ c(n, p, q, ν, L, c˜1, c˜2, δ0). Recalling the definition of S(σ, λ, ε) in (5.19),
and choosing λ = σ−1/2 and ε = σpδ0/[4(q−1)], the previous inequality implies that
(5.22)
(∫
B
(
|Vp(Dv)− Vp(Dh)|
2 + a0|Vq(Dv)− Vq(Dh)|
2
)θ
dx
)1/θ
≤ c σm
for c := c(n, p, q, c˜1, c˜2, δ0, θ), where
(5.23) m ≡ m(θ) := min
{
1
2
,
pδ0
4
,
pδ0
4(q − 1)
,
p(1− θ)
2θ
}
.
Recall that θ ∈ (0, 1) is yet to be chosen.
Step 2: Proof of (5.13). We show how to deduce (5.13) from (5.22) by properly
choosing θ ∈ (0, 1). Ho¨lder’s inequality with conjugate exponents 2(1+δ0)/(1+2δ0)
and 2(1 + δ0) yields
(5.24)
∫
B
∣∣V∣∣2 dx ≤ (∫
B
∣∣V∣∣ 2(1+δ0)1+2δ0 dx) 1+2δ02(1+δ0) (∫
B
∣∣V∣∣2(1+δ0) dx) 12(1+δ0) .
We now chose θ as
(5.25) θ ≡ θ(δ0) :=
1 + δ0
1 + 2δ0
∈ (0, 1) .
This allows to estimate(∫
B
∣∣V∣∣ 2(1+δ0)1+2δ0 dx) 1+2δ02(1+δ0) ≤ c σm/2.
On the other hand, recalling (5.20), we simply note that∫
B
∣∣V∣∣2(1+δ0) dx = ∫
B
(∣∣Vp(Dh)− Vp(Dv)∣∣2 + a0∣∣Vq(Dh)− Vq(Dv)∣∣2)1+δ0 dx
≤ c
∫
B
[
H0(Dv)
]1+δ0
dx+ c
∫
B
[
H0(Dh)
]1+δ0
dx
≤ c(n, p, q, ν, L, δ0, c˜2) ,
where we have used (5.12) and (5.16) in the last line. Combining the content of the
last display with (5.24) and recalling (5.23) yields (5.13) with
s1 :=
m(θ(δ0))
2
≡
1
2
min
{
1
2
,
pδ0
4
,
pδ0
4(q − 1)
,
pδ0
2(1 + δ0)
}
,
16 BARONI, COLOMBO, AND MINGIONE
that in fact exhibits the announced dependence on p, q and δ0.
Step 3: Proof of (5.14). We again use (5.22) and show how this implies (5.14)
for a suitable choice of θ ∈ (0, 1). If q ≥ 2, by (2.5) we see that taking θ ≡ θq =
max{n/(n+ q), 1/q}
a0
∫
B
∣∣∣∣v − hr
∣∣∣∣q dx ≤ c a0(∫
B
|Dv −Dh|qθ dx
)1/θ
≤ c
(∫
B
(
a0|Vq(Dv)− Vq(Dh)|
2
)θ
dx
)1/θ
≤ cσm(θq)(5.26)
for a constant c depending only on n, p and θ. When q < 2, we instead argue as
follows:
a0
∫
B
∣∣∣∣v − hr
∣∣∣∣q dx ≤ a0(∫
B
|Du−Dh|qθ dx
)1/θ
(2.5)
≤ ca0
(∫
B
(
|Vq(Du)− Vq(Dh)|
q(|Du|+ |Dh˜|)q(2−q)/2
)θ
dx
)1/θ
≤ c
(∫
B
(
a0|Vq(Du)− Vq(Dh)|
2
)θ
dx
)q/(2θ)
·
(∫
B
(a0(|Du|+ |Dh|)
q)
θ
dx
)(2−q)/(2θ)
≤ cσm(θq)q/2 ,(5.27)
where in the last line we have used also (5.8) and (5.12). Summarizing, we have
a0
∫
B
∣∣∣∣v − hr
∣∣∣∣q dx ≤ cσm(θq)min{1,q/2} .
In a completely similar way we can estimate∫
B
∣∣∣∣v − hr
∣∣∣∣p dx ≤ c σm(θp)min{1,p/2} ,
for θp := max{n/(n+ p), 1/p}, and the proof of (5.14) follows for a suitable expo-
nent s0 = m(θp)min{1, p/2}, with the dependence described in the statement. 
Beside the above quantitative harmonic approximation, we report the following
more standard version, which is close to the ones described in [23, 24].
Lemma 5.2. Let B ≡ Br ⊆ R
n be a ball, land let v ∈ W 1,p(B) be a function
satisfying ∫
B
H0(Dv) dx ≤ c˜1
for some c˜1 ≥ 1. Fix ε˜ ∈ (0, 1]. There exists σ ≡ σ(n, p, q, ν, L, ε˜), but otherwise
independent of a0, such that if (5.10) is satisfied, then there exists h ∈ v+W
1,H0
0 (B)
such that (5.11) holds together with the estimates
(5.28)
∫
B
H0(Dh) dx ≤ c(n, p, q, ν, L) c˜1
and
(5.29)
∫
B
(∣∣∣∣v − hr
∣∣∣∣p + a0 ∣∣∣∣v − hr
∣∣∣∣q) dx ≤ ε˜ .
Proof. This is an approximation lemma of the type already developed in [23, 24]
and the proof can be obtained as in these papers, with some modifications from
the proof of Lemma 5.1. This leads to establish that, actually, for every choice of
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ε˜, θ ∈ (0, 1), there exists σ ≡ σ(n, p, q, ν, L, ε˜, θ) such that if (5.10) holds, then there
exists h ∈ v +W 1,H00 (B) as in the statement of Lemma 5.2, and such that
(5.30)
∫
B
(
|Vp(Dv)− Vp(Dh)|
2 + a0|Vq(Dv) − Vq(Dh)|
2
)θ
dx ≤ σ .
Once this is available, then (5.29) can be deduced from (5.30) as done using (5.22)
in Step 3 from the proof of Lemma 5.1. 
6. Two phases
From now, in the rest of the proof of Theorems 1.1 and 1.2, we consider a fixed
open subset Ω0 ⋐ Ω; accordingly, we consider data(Ω0) as defined in (2.2). By the
basic results of Theorem 3.1 and 3.2, we know H(·, Du) ∈ L1+δloc (Ω) and u ∈ C
0,γ
loc (Ω)
hold for higher integrability and Ho¨lder continuity exponents δ > 0 and γ ∈ (0, 1),
depending on data and data(Ω0), respectively (see in fact (3.6)-(3.9)). Notice that
in the case we are assuming (1.3), then γ only depends on data as defined in (2.1).
Moreover, the following estimate holds:
(6.1) [u]0,γ;Ω0 + ‖H(·, Du)‖L1+δ(Ω0) ≤ c (data(Ω0))
as a consequence of (3.4), (3.7) and of standard covering arguments. To proceed,
in the following we shall consider a number s such that
(6.2)
0 ≤ s < sm :=

α−
(q − p)n
p
+
nδ(q − p)
p(1 + δ)
if (1.2) is considered and p > n
p+ α− q + γ(q − p) if (1.3) is considered .
Needless to say, (1.2)-(1.3) imply that sm > 0, and in the limiting equality cases
too; moreover, it is s < sm ≤ α.
Next, given a ball B ≡ BR ⋐ Ω, R ≤ 1, and a number M ≥ 1, and with
(6.3) xB ∈ B¯ , ai(B) := a(xB) = min
B¯
a(x) ,
we define the p-phase in BR as the occurrence of the following inequality:
(6.4) ai(BR) ≤M [a]0,αR
α−s .
The (p, q)-phase is instead defined by the complementary condition, i.e.,
(6.5) ai(BR) > M [a]0,αR
α−s .
Remark 6.1. We record an immediate consequence of (6.4), that is
(6.6) ai(BR) ≤M [a]0,αR
α−s =⇒ ‖a‖L∞(BR) ≤ 3M [a]0,αR
α−s .
Indeed, observe that
‖a‖L∞(BR) ≤ ai(BR) + [a]0,α(2R)
α ≤M [a]0,αR
α−s + [a]0,α(2R)
α ≤ 3M [a]0,αR
α−s.
Remark 6.2. We observe that if the condition (6.5) holds in BR ≡ BR(x0), then
it also holds on all smaller concentric balls B̺(x0), that is
(6.7) ai(BR(x0)) > M [a]0,αR
α−s =⇒ ai(B̺(x0)) > M [a]0,α̺
α−s ∀ ̺ ≤ R .
Indeed we have ai(B̺(x0)) ≥ ai(BR(x0)) > M [a]0,αR
α−s ≥M [a]0,α̺
α−s.
Remark 6.3. We notice the property
(6.8) ai(BR) > M [a]0,αR
α−s =⇒ ‖a‖L∞(BR) ≤ [2/M + 1]ai(BR)
Indeed, a(x) ≤ a(x) − ai(BR) + ai(BR) ≤ 2[a]0,αR
α + ai(BR) ≤ [2/M + 1]ai(BR).
We gather the following consequence of Proposition 3.1:
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Lemma 6.1. Let u ∈W 1,p(Ω) be a local minimiser of the functional F defined in
(1.5), under the assumptions (1.6). Moreover, assume that either (1.2) or (1.3) is
satisfied. Consider a ball BR ⋐ Ω0 ⋐ Ω, with R ≤ 1, such that (6.4) holds for some
s as in (6.2) and some M ≥ 1. Then
(6.9)
∫
Bt
H(x,Du) dx ≤ c
(
R
s− t
)q ∫
Bs
∣∣∣∣u− u0R
∣∣∣∣p dx
holds for a constant c ≡ c(data(Ω0),M), whenever Bt ⋐ Bs ⋐ BR are concentric
balls and for every u0 ∈ R such that inf u ≤ u0 ≤ supu. Similarly, the inequality
(6.10)
∫
Bt
H(x,D(u− k)±) dx ≤ c
(
R
s− t
)q ∫
Bs
∣∣∣∣ (u− k)±s− t
∣∣∣∣p dx
holds for every k ∈ R such that inf u ≤ k ≤ supu, where c ≡ c(n, p, q, ν, L,M).
Here (u − k)+ and (u− k)− are defined as in (3.3).
Proof. We give the proof of (6.10), the one of (6.9) being completely similar. An
easy manipulation of (3.2), which holds in every case/phase, gives∫
Bt
H(x,D(u − k)±) dx
≤ c
(
R
s− t
)q ∫
Bs
(
1 + a(x)
∣∣∣∣ (u − k)±R
∣∣∣∣q−p
) ∣∣∣∣(u − k)±R
∣∣∣∣p dx .(6.11)
To proceed, we distinguish between the two cases, (1.2) and (1.3). For (1.3), recall-
ing that inf u ≤ k ≤ supu and using Remark 6.1, we can estimate
(6.12) a(x)
∣∣∣∣ (u− k)±R
∣∣∣∣q−p ≤ cM [a]0,α[u]q−p0,γ;BRRp+α−q+γ(q−p)−s (6.1)≤ c ,
where c ≡ c(data(Ω0),M) and we have used the relation in (6.2). Combining the
inequalities in the last two displays yields (6.10). The we consider (1.2). By the
discussion in Section 4 we restrict to the case p ≥ n. Indeed, by Sobolev-Morrey
theorem, using again Remark 6.1, we have that
a(x)
∣∣∣∣ (u− k)±R
∣∣∣∣q−p ≤ 3M [a]0,αRp−q+α−s[oscBr u]q−p
≤ cRp−q+α−s‖Du‖q−p
Lp(1+δ)(BR)
R[1−
n
p(1+δ) ](q−p)
≤ c‖H(·, Du)‖
q/p−1
L1+δ(BR)
Rα−
(q−p)n
p +
nδ(q−p)
p(1+δ)
−s
(6.1)
≤ c ,
for c ≡ c(data(Ω0),M). Combining this last inequality with (6.11) yields (6.10)
once again and the proof is complete. 
Remark 6.4. Estimates (6.9) and (6.10) continue to hold if, instead of assuming
(1.2) or (1.3), we consider (1.17). In this case, instead of (6.2), we always take
sm = p+α−q+γ(q−p). The validity of (6.10) (and similarly of (6.9)) then follows
by first writing (6.11) and then observing than (6.12) still holds under assumptions
(1.17).
7. p-phase
In the setting specified in the previous section, we shall here exploit the estimates
implied by condition (6.4), where BR ⋐ Ω0 ⋐ Ω with R ≤ 1, and s is a number
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satisfying (6.2). We define, whenever u ∈W 1,1(Ω) is a local minimizer of (1.5) and
w ∈W 1,1(BR)
(7.1) GB(w) :=
∫
BR
F (x, (u)BR , Dw) dx ,
and v˜ ∈ u+W 1,p0 (B) as the solution to the variational Dirichlet problem:
(7.2)
{
v˜ 7→ min
w
GB(w)
w ∈ u+W 1,p0 (BR) .
We then have the following preliminary lemma, that essentially serves to get rid of
the u-dependence in the original functional F in (1.5).
Lemma 7.1. Let u ∈W 1,p(Ω) be a local minimiser of the functional F defined in
(1.5), under assumptions (1.6), (1.8) and (1.12). Assume that either (1.2) or (1.3)
is satisfied. Let BR ⋐ Ω0 ⋐ Ω be a ball with R ≤ 1. Then there exists a positive
constant c ≡ c (data(Ω0)) such that then the following estimate holds:∫
BR
(
|Vp(Du)− Vp(Dv˜)|
2 + a(x)|Vq(Du)− Vq(Dv˜)|
2
)
dx
≤ cω(Rγ)
∫
BR
H(x,Du) dx ,(7.3)
where γ ≡ γ(data(Ω0)) ∈ (0, 1) is the Ho¨lder continuity exponent fixed in (6.1).
Moreover, the following inequalities hold:
(7.4) ‖v˜‖L∞(BR) ≤ ‖u‖L∞(BR) ,
∫
BR
H(x,Dv˜) dx ≤
L
ν
∫
BR
H(x,Du) dx
and
(7.5) osc
BR
v˜ ≤ osc
BR
u .
Finally, for every ε ∈ (0, 1), the estimate
(7.6)
∫
BR
∣∣∣∣u− v˜R
∣∣∣∣p dx ≤ c [cε ω(Rγ) + ε] ∫
BR
H(x,Du) dx
holds for c depending on data(Ω0) and cε depending only on ε, p and q.
Proof. The Euler-Lagrange equation of the functional FB, that is
(7.7)
∫
BR
〈
∂F (x, (u)BR , Dv˜), Dϕ
〉
dx = 0 ,
is now satisfied for any choice ϕ ∈ W 1,10 (BR) such that H(x,Dϕ) ∈ L
1(BR) (see
also [18, Remark 6.1]). On the other hand, we notice that by minimality and growth
conditions we also have that H(x,Dv˜) ∈ L1(BR):∫
BR
H(x,Dv˜) dx
(1.6)
≤
1
ν
∫
BR
F (x, (u)BR , Dv˜) dx
≤
1
ν
∫
BR
F (x, (u)BR , Du) dx ≤
L
ν
∫
BR
H(x,Du) dx .(7.8)
This proves the second inequality in (7.4). Therefore we conclude with
(7.9)
∫
BR
〈
∂F (x, (u)BR , Dv˜), Du−Dv˜
〉
dx = 0 .
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Moreover, let us recall two basic consequences of (1.8)2. Using the content of [33,
(4.13)], and arguing in a totally similar way to get that lemma, we this time have
that
|Vp(z2)− Vp(z1)|
2 + a(x)|Vq(z2)− Vq(z1)|
2
+c
〈
∂F (x, (u)BR , z1), z2 − z1
〉
≤ c [F (x, (u)BR , z2)− F (x, (u)BR , z1)](7.10)
holds for every choice of z1, z2 ∈ R
n and x ∈ Ω, for a constant c depending only on
n, p, q, ν. By using (7.7), (7.10) and the minimality of u and v˜, we then find∫
BR
(
|Vp(Du)− Vp(Dv˜)|
2 + a(x)|Vq(Du)− Vq(Dv˜)|
2
)
dx
(7.9)
=
∫
BR
(
|Vp(Du)− Vp(Dv˜)|
2 + a(x)|Vq(Du)− Vq(Dv˜)|
2
)
dx
+c
∫
BR
〈
∂F (x, (u)BR , Dv˜), Du−Dv˜
〉
dx
(7.10)
≤ c
∫
BR
[F (x, (u)BR , Du)− F (x, (u)BR , Dv˜)] dx
= c
∫
BR
[F (x, (u)BR , Du)− F (x, u,Du)] dx
+c
∫
BR
[F (x, u,Du)− F (x, v˜,Dv˜)] dx
+c
∫
BR
[F (x, v˜,Dv˜)− F (x, (v˜)BR , Dv˜)] dx
+c
∫
BR
[F (x, (v˜)BR , Dv˜)− F (x, (u)BR , Dv˜)] dx =: c
4∑
i=1
Ii .(7.11)
We can now proceed estimating the terms I1, . . . , I4. We have
I1
(1.8)
≤ c
∫
BR
ω (|u− (u)BR |)H(x,Du) dx
(6.5)
≤ cω (2[u]0,γ;Ω0R
γ)
∫
BR
H(x,Du) dx
(3.7)
≤ c(data(Ω0))ω(R
γ)
∫
BR
H(x,Du) dx ,
where we have also used that ω(·) is concave. On the other hand, the minimality
of u yields I2 ≤ 0. As for I3, we start proving (7.5). Indeed, observe that, with
k := supBR u, the minimality of v˜ yields GB(v˜) ≤ GB(min{v˜, k}) and this, together
with (1.6), in turn gives ∫
{v˜≥k}∩B
H(x,Dv˜) dx = 0 .
By coarea formula we then get v˜ ≤ k a.e. Arguing similarly, but with the choice
k := infBR u, and using that GB(v˜) ≤ GB(max{v˜, k}), we get that v˜ ≥ k a.e. and
(7.5) follows. This also proves the first inequality in (7.4). We therefore have
I3
(1.8)
≤ c
∫
BR
ω (|v˜ − (v˜)BR |)H(x,Dv˜) dx
(7.5)
≤ c ω
(
osc
BR
u
)∫
BR
H(x,Dv˜) dx
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(7.8)
≤ cω (2[u]0,γ;Ω0R
γ)
∫
BR
H(x,Du) dx
(3.7)
≤ cω(Rγ)
∫
BR
H(x,Du) dx ,
where c ≡ c(data(Ω0)). In a similar way, as u ≡ v˜ on ∂B, we first observe that
|(v˜)BR − (u)BR |
p dx ≤ c
∫
BR
|v˜ − u|p dx
(7.5)
≤ c
(
osc
BR
u
)p
and then, as already done for I3, we still find
I4 ≤ cω(R
γ)
∫
BR
H(x,Du) dx .
Connecting the estimates found for the terms I1, . . . , I4 to (7.11) completes the
proof of (7.3). It remains to prove (7.6). For this we distinguish two cases; the first
is when p ≥ 2; then by Poincare´ inequality we have∫
BR
∣∣∣∣u− v˜R
∣∣∣∣p dx ≤ c ∫
BR
|Du−Dv˜|p dx ≤ c
∫
BR
|Vp(Du)− Vp(Dv˜)|
2 dx .
In this case (7.6) follows combining the inequalities in the last two displays with
(7.3). The case p < 2 is slightly more elaborate. Using also Young’s inequality with
conjugate exponents (2/p, 2/(2− p)), we have∫
BR
∣∣∣∣u− v˜R
∣∣∣∣p dx ≤ ∫
BR
|Du−Dv˜|p dx
(2.5)
≤ c
∫
BR
(
|Vp(Du)− Vp(Dv˜)|
p(|Du|+ |Dv˜|)p(2−p)/2
)
dx
≤ c
(∫
BR
|Vp(Du)− Vp(Dv˜)|
2 dx
)p/2 (∫
BR
(|Du|+ |Dv˜|)p dx
)(2−p)/2
(7.4)
≤ c
(∫
BR
|Vp(Du)− Vp(Dv˜)|
2 dx
)p/2 (∫
BR
[H(x,Du)] dx
)(2−p)/2
≤ cε
∫
BR
|Vp(Du)− Vp(Dv˜)|
2 dx+ ε
∫
BR
[H(x,Du)] dx .
Once again (7.6) follows combining the last inequality with (7.3). 
To proceed, we gather some regularity information on v˜.
Lemma 7.2 (Controlled transfer of regularity). Under the assumptions of Lemma
7.1, let v˜ ∈ W 1,p(BR) be defined as in (7.2) and assume that (6.4) holds in BR
with some s as in (6.2) and some M ≥ 1. Then the following inequality holds for
a constant c ≡ c(data(Ω0),M)
(7.12) sup
BR/4
|v˜ − (v˜)BR/2 |
p ≤ c
∫
BR/2
|v˜ − (v˜)BR/2 |
p dx ,
while the following ones
(7.13) [v˜]0,γ;BR/2 ≤ c[u]0,γ;BR , ‖H(·, Dv˜)‖L1+δ(BR/2) ≤ c‖H(·, Du)‖L1+δ(BR)
hold for constants c ≡ c(data(Ω0)). In (7.13) the exponents γ ≡ γ(data(Ω0)) and
δ ≡ δ(data) are those fixed in (6.1).
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Proof. Looking at the proof in [5, Lemma 4.1], it is easy to see that the L∞-bound
(7.14) sup
BR/4
|v˜|p ≤ c
∫
BR/2
|v˜|p dx
holds whenever the Caccioppoli inequality
(7.15)
∫
Bt
H(x,D(v˜ − k)±) dx ≤ ccacc
(
R
s− t
)q ∫
Bs
∣∣∣∣(v˜ − k)±s− t
∣∣∣∣p dx
is satisfied for concentric balls Bt ⋐ Bs ⋐ BR/2 and inf v˜ ≤ k ≤ sup v˜; moreover, the
constant c in (7.14) depends only on n, p, q and ccacc. The validity of (7.15) follows
observing that Lemma 6.1 applies to v˜ since this minimizes a functional (the one in
(7.1)) that satisfies the assumptions of Lemma 6.1. Indeed, here we are assuming
(6.4). Furthermore, thanks to estimates (7.4), when applying Lemma 6.1, we can
dispense from the dependence of the various constants on the quantities ‖v˜‖L∞(BR)
and ‖H(·, Dv˜)‖L1(BR). We therefore conclude that (7.15) holds for a constant ccacc
that ultimately depends only on data(Ω0) and M but not on v˜; from this it follows
that also c appearing in (7.14) only depends on data(Ω0) andM . To conclude with
(7.12), notice that since v˜− (v˜)BR/2 is still a local minimizer of the same functional
in (7.1), then (7.12) follows from (7.14) applied to v˜− (v˜)BR/2 . We then pass to the
first estimate in (7.13), arguing in a similar way, but this time applying Theorem
3.2 to v˜; in particular, we need the precise dependence of γ stated in (3.6). This
and the first inequality in (7.4) give that v˜ ∈ C0,γloc (BR) where γ is the same as in
(6.1). Moreover, estimate (3.8) holds for v˜ with c depending only on data; this
is still a consequence of (7.4). Applying (3.8) to v˜ and using a standard covering
argument, we gain [v˜]0,γ;BR/2 ≤ c(data(Ω0))R
−γ oscBR v˜. On the other hand, using
also (7.5), it is oscBR v˜ ≤ oscBR u ≤ 2R
γ[u]0,γ;BR , so that the first inequality in
(7.13) follows. It remains to prove the second inequality in (7.13) and this time we
apply Theorem 3.1 to v˜; again by (7.4) the exponent δ for v does not depend on
the solution considered, but only on data, and can be taken to be the same one for
u fixed in (6.1). Therefore we have(∫
BR/2
[H(x,Dv˜)]1+δ dx
)1/(1+δ)
(3.4)
≤ c
∫
BR
H(x,Dv˜) dx
(7.4)
≤ c
∫
BR
H(x,Du) dx ≤ c
(∫
BR
[H(x,Du)]1+δ dx
)1/(1+δ)
,
and the proof is complete. 
In the following we shall use the classical excess functional given by
(7.16) E (w;Br) :=
(∫
Br
|w − (w)Br |
p dx
)1/p
,
and defined whenever w ∈ Lp(Br) is a possibly vector-valued map and Br ⊂ R
n is
a ball. We shall several times use the following elementary property:
(7.17) E (w;Br) ≤ 2
(∫
Br
|w − w0|
p dx
)1/p
for every w0 ∈ R
k .
We now go to the main lemma of this section, featuring a first decay estimate:
Lemma 7.3 (Blow-up). Under the assumptions of Lemma 7.1, let v˜ ∈ W 1,p(BR)
be defined as in (7.2) and assume also that (6.4) holds with some s as in (6.2) and
some M ≥ 1. Then, for every choice of ε˜ ∈ (0, 1), there exists a positive radius
(7.18) R∗ ≡ R∗ (data(Ω0),M, ω(·), sm − s, ε˜) ,
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such that if R ≤ R∗, then the inequality
(7.19)
∫
BτR
|v˜ − (v˜)BτR |
p dx ≤ c
{
τp + τ−nε˜
}∫
BR
|v˜ − (v˜)BR |
p dx
holds for every τ ∈ (0, 1/16), where the constant c ≡ c(data(Ω0),M) is otherwise
independent of ε˜ and τ .
Proof. The proof goes in several steps and essentially aims at applying the harmonic
approximation argument of Lemma 5.1 to a suitable blown-up function.
Step 1: Blow-up. We start blowing-up v˜ and a(·) in BR ≡ BR(x0), thereby
defining
(7.20) v(x) :=
v˜(x0 +Rx)− (v˜)BR/2
E
(
v˜;BR/2
) and aR(x) := a (x0 +Rx) , x ∈ B1 .
Notice that we can always assume that E
(
v˜;BR/2
)
> 0, otherwise (7.19) follows
trivially. Abbreviating E(R) ≡ E
(
v˜;BR/2
)
, by (6.4), the Caccioppoli inequality in
(6.9) applies to v˜ in the ball BR/2 as well. The result is that∫
BR/4
H(x,Dv˜) dx ≤ c
∫
BR/2
∣∣∣∣ v˜ − (v˜)BR/2R
∣∣∣∣p dx
holds, where c ≡ c(data(Ω0),M). Notice that, as already done for Lemma 7.2, here
we are using (7.4) to dispense from the dependence on ‖v˜‖L∞(BR) and incorporate
it in the one on ‖u‖L∞(Ω0) and, ultimately, in data(Ω0). In view of the definition
in (7.16), the inequality in the above display can be re-written as∫
BR/4
([R/E(R)]p|Dv˜|p + [R/E(R)]pa(x)|Dv˜|q) dx ≤ c
that in terms of v means
(7.21)
∫
B1/4
(
|Dv|p + [E(R)/R]q−paR(x)|Dv|
q
)
dx ≤ c ,
again for c ≡ c(data(Ω0),M). It is now easy to see that v is a local minimizer of
the functional defined by
(7.22) w 7→
∫
B1
F¯ (x,Dw) dx
with
(7.23) F¯ (x, z) :=
F (x0 +Rx, (u)BR , [E(R)/R]z)
[E(R)/R]
p ,
for every x ∈ B1 and z ∈ R
n, and, as such, it satisfies its Euler-Lagrange equation.
This means that
(7.24)
∫
B1
〈
∂F (x0 +Rx, (u)BR , [E(R)/R]Dv), Dϕ
〉
dx = 0
holds for every ϕ ∈W 1,∞0 (B1).
Step 2: Universal energy bounds. We check the properties of the rescaled inte-
grand F¯ (·) in (7.23). By defining the new control function
(7.25) H¯(x, z) := |z|p + [E(R)/R]q−paR(x)|z|
q .
the following conditions are now satisfied whenever x ∈ B1, and z ∈ R
n:
(7.26) νH¯(x, z) ≤ F¯ (x, z) ≤ LH¯(x, z)
as a direct consequence of (1.6) and (7.23). We now want to check that F¯ (·) satisfies
the conditions allowing to apply Theorem 3.1 in B1/4, this time to v. For this we
have to check that v is bounded in B1/4 (in fact needed only when p < n) and
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that, in every case, the new coefficient x 7→ [E(R)/R]q−paR(x) satisfies the needed
Ho¨lder continuity assumption in B1/4, that is
(7.27) [E(R)/R]q−p[aR]0,α;B1/4 ≤ c(data(Ω0)) .
Recalling the definition of v in (7.20), and using Lemma 7.2, (7.12) yields
(7.28) ‖v‖L∞(B1/4) ≤ c(data(Ω0),M) .
For (7.27), we distinguish two cases.
Case assumption (1.3) is in force. By (6.1) and (7.13) we have
(7.29) E(R) =
(∫
BR/2
|v˜ − (v˜)BR/2 |
p dx
)1/p
≤ cRγ
for a constant c ≡ c(data(Ω0)). To prove (7.27), observe that, whenever x1, x2 ∈
B1, it follows that∣∣[E(R)/R]q−paR(x1)− [E(R)/R]q−paR(x2)∣∣
≤ c[a]0,α[E(R)/R]
q−pRα|x1 − x2|
α
(7.29)
≤ cR(p−q)(1−γ)+α|x1 − x2|
α
(1.3)
≤ c(data(Ω0))|x1 − x2|
α .(7.30)
Remark 7.1. Notice that, in order to perform the last estimation, we essentially
need the larger bound q ≤ p+ α/(1− γ) related to the one appearing in (1.17).
Case assumption (1.2) is in force and p ≥ n. Recalling (6.1) and the second
inequality in (7.13), by Sobolev-Morrey embedding theorem we then have
E(R) ≤ c(n, p, δ)‖Dv˜‖Lp(1+δ)(BR/4)R
1− n
p(1+δ)
(7.13)
≤ c(data(Ω0))‖H(·, Du)‖
1/p
L1+δ(BR/2)
R1−
n
p(1+δ)
(6.1)
≤ c(data(Ω0))R
1−np+
nδ
p(1+δ) .(7.31)
Therefore this time we can estimate, again for x1, x2 ∈ B1∣∣[E(R)/R]q−paR(x1)− [E(R)/R]q−paR(x2)∣∣ ≤ c[a]0,αRn(1−q/p)+α|x1 − x2|α
≤ c(data(Ω0))|x1 − x2|
α ,
as now it is q/p ≤ 1 + α/n, and (7.27) follows in this case too.
With (7.27) and (7.28) at our disposal, and recalling that (7.26) holds, we are
now able to apply Theorem 3.1 to v, thereby obtaining the existence of a higher
integrability exponent δ1 > 0 and a constant c, both depending on data(Ω0) and
M , but otherwise independent of R, such that
(7.32)
(∫
B1/8
[H¯(x,Dv)]1+δ1 dx
)1/(1+δ1)
≤ c
∫
B1/4
H¯(x,Dv) dx .
Moreover, recalling (7.21), we conclude with
(7.33)
∫
B1/4
H¯(x,Dv) dx +
∫
B1/8
[H¯(x,Dv)]1+δ1 dx ≤ c(data(Ω0),M) .
Step 3: Frozen functional. Let us now define
F¯0(z) :=
F (xB , (u)BR , [E(R)/R]z)
[E(R)/R]p
and the related control Young function
(7.34) H¯0(z) := |z|
p + [E(R)/R]q−pai(BR)|z|
q
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for every z ∈ Rn. Later on, we shall use the functional
(7.35) W 1,H¯0(B1/8) ∋ w 7→
∫
B1/8
F¯0(Dw) dx .
We notice that the integrand F¯0(·) satisfies the following growth and ellipticity
conditions:
(7.36)

νH¯0(z) ≤ F¯0(z) ≤ LH¯0(z)
|∂F¯0(z)||z|+ |∂
2F¯0(z)||z|
2 ≤ LH¯0(z)
ν
H¯0(z)
|z|2
|ξ|2 ≤
〈
∂2F¯0(z)ξ, ξ
〉
,
for every choice of z ∈ Rn \ {0} and ξ ∈ Rn.
Step 4: Harmonic type approximation. We notice that, with ϕ ∈ W 1,∞0 (B1/8)
being such that ‖Dϕ‖L∞(B1/8) ≤ 1, by (7.24) we can write∣∣∣∣∣
∫
B1/8
〈
∂F¯0(Dv), Dϕ
〉
dx
∣∣∣∣∣
=
∣∣∣∣∣
∫
B1/8
〈
∂F¯0(Dv)−
∂F (x0 +Rx, (u)BR , [E(R)/R]Dv)
[E(R)/R]p−1
, Dϕ
〉
dx
∣∣∣∣∣
≤
∫
B1/8
∣∣∣∣∂F¯0(Dv)− ∂F (x0 +Rx, (u)BR , [E(R)/R]Dv)[E(R)/R]p−1
∣∣∣∣ dx := I .(7.37)
The term I can be estimated using (1.8)3. Recalling that ai(BR) ≤ aR(x) for every
x ∈ B1, this gives
I ≤ cω(R)
∫
B1/8
|Dv|p−1 dx+ cω(R)
[
E(R)
R
]q−p ∫
B1/8
aR(x)|Dv|
q−1 dx
+c
[
E(R)
R
]q−p ∫
B1/8
|aR(x)− ai(BR)||Dv|
q−1 dx
=: I1 + I2 + I3 ,(7.38)
with c ≡ c(p, q, L). We then estimate separately the above three terms. In any case
we have, by Ho¨lder’s inequality, we have that
I1 ≤ cω(R)
(∫
B1/8
|Dv|p dx
)1−1/p
(7.21)
≤ c ω(R)
for c ≡ c(data(Ω0),M). For the remaining terms we distinguish between two
different cases, as already done Step 2.
Case assumption (1.3) is in force. We have
I2
= c ω(R)
[
E(R)
R
] q−p
q
∫
B1/8
[aR(x)]
1
q [aR(x)]
q−1
q
[
E(R)
R
] (q−p)(q−1)
q
|Dv|q−1 dx
(7.29)
≤ c ω(R)M1/qR
p+α−q+γ(q−p)−s
q
(∫
B1/8
[E(R)/R]q−paR(x)|Dv|
q dx
)1−1/q
(7.21)
≤ cω(R) ,(7.39)
26 BARONI, COLOMBO, AND MINGIONE
for c ≡ c(data(Ω0),M), where we have used R ≤ 1 and (6.2). Similarly, we have
I3 ≤ c[a]
1/q
0,α
[
E(R)
R
] q−p
q
R
α
q
∫
B1/8
[aR(x)]
q−1
q
[
E(R)
R
] (q−p)(q−1)
q
|Dv|q−1 dx
(7.29)
≤ cR
p+α−q+γ(q−p)−s
q
(∫
B1/8
[E(R)/R]q−paR(x)|Dv|
q dx
)1−1/q
(7.21)
≤ cR
p+α−q+γ(q−p)−s
q .(7.40)
Collecting the estimates found for the terms I1, I2 and I3 in the last three displays
and merging them with (7.38), we conclude with
(7.41) I ≤ c(data(Ω0),M)
[
ω(R) +R
p+α−q+γ(q−p)−s
q
]
.
Case assumption (1.2) is in force and p ≥ n. Re-writing as in (7.39), but using
this time (7.31), we have[
E(R)
R
]q−p ∫
B1/8
aR(x)|Dv|
q−1 dx
(6.6)
≤ cM1/qR
α−s
q
[
E(R)
R
] q−p
q
(∫
B1/8
[E(R)/R]q−paR(x)|Dv|
q dx
)1−1/q
(7.21)
≤ cM1/qR
α−s
q
[
E(R)
R
] q−p
q
(7.31)
≤ c(data(Ω0),M)R
1
q [α−
(q−p)n
p +
nδ(q−p)
p(1+δ)
−s] .(7.42)
Notice that the exponent of R in the last line of (7.42) is non-negative by (1.2) and
(6.2). By using (7.42) we readily have that
I2 ≤ cR
1
q [α−
(q−p)n
p +
nδ(q−p)
p(1+δ)
−s] ω(R) ≤ c ω(R) ,
again for c ≡ c(data(Ω0),M), while, recalling the definition of ai(BR) in (6.3), we
finally estimate
I3 ≤ c
[
E(R)
R
]q−p ∫
B1/8
aR(x)|Dv|
q−1 dx ≤ cR
1
q [α−
(q−p)n
p +
nδ(q−p)
p(1+δ)
−s] ,
again with c ≡ c(data(Ω0),M). Merging the estimates for the three terms I1, I2
and I3 with the one in (7.38), we this time get
(7.43) I ≤ c(data(Ω0),M)
{
ω(R) +R
1
q [α−
(q−p)n
p +
nδ(q−p)
p(1+δ)
−s]
}
.
Remark 7.2. The analysis of the first case is still valid when assuming larger
bound in (1.17). This is better than the one in (1.2) if p > n/(1− γ).
Now, taking into account the estimates found for I in (7.41) and (7.43), and
recalling (7.37), by finally defining
(7.44) o(R) :=
 ω(R) +R
1
q [α−
(q−p)n
p +
nδ(q−p)
p(1+δ)
−s] if we use (1.2)
ω(R) +R
p+α−q+γ(q−p)−s
q if we use (1.3) ,
which is non-decreasing, we conclude with
(7.45)
∣∣∣∣∣
∫
B1/8
〈
∂F¯0(Dv), Dϕ
〉
dx
∣∣∣∣∣ ≤ ch o(R)‖Dϕ‖L∞
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that now holds for every ϕ ∈ W 1,∞0 (B1/8), where ch ≡ ch(data(Ω0),M). Observe
also that, with the notation in (6.2), we have in any case - either we use (1.2) or
(1.3) - that
(7.46) o(R) = ω(R) +R(sm−s)/q .
By (7.33), (7.45) and (7.36) we are now in position to apply Lemma 5.1 with the
choice A0(z) ≡ ∂F¯0(z), H0(z) ≡ H¯0(z), and a0 ≡ [E(R)/R]
q−pai(BR), so that, in
particular, assumptions (5.1) are satisfied. By Lemma 5.1 there exists a function
h ∈ v +W 1,H¯00 (B1/8) such that
(7.47)
∫
B1/8
〈
∂F¯0(Dh), Dϕ
〉
dx = 0 for all ϕ ∈W 1,∞0 (B1/8) ,
(7.48)
∫
B1/8
H¯0(Dh) dx+
∫
B1/8
[
H0(Dh)
]1+δ0
dx ≤ c ,
∫
B1/8
(
|Vp(Dv) − Vp(Dh)|
2 + [E(R)/R]q−pai(BR)|Vq(Dv)− Vq(Dh)|
2
)
dx
≤ c [o(R)]s1(7.49)
and finally
(7.50)
∫
B1/8
(
|v − h|p + [E(R)/R]q−pai(BR)|v − h|
q
)
dx ≤ cd [o(R)]
s0 .
In all the estimates above the constants c, cd ≥ 1 and s0, s1 ∈ (0, 1) depend on
data(Ω0) and M , but are otherwise independent of R.
Step 5: Choice of the radius R∗ in (7.18). Given the definition of o(R) in (7.46),
and given ε˜ ∈ (0, 1) as in the statement, we determine R∗ small enough to get
cd[ω(R∗)]
s0 + cdR
s0(sm−s)/q
∗ ≤ ε˜ .
This, given the dependence of s0 and cd on data(Ω0) and M , gives the final depen-
dence displayed in (7.18). By (7.50) we conclude that
(7.51)
∫
B1/8
(
|v − h|p + [E(R)/R]q−pai(BR)|v − h|
q
)
dx ≤ ε˜ .
Step 6: Proof of the decay estimate (7.19). We first observe that by a standard
density argument the relation in (7.47) continues to hold whenever ϕ ∈ W 1,10 (B1/8)
is such that H¯0(Dϕ) ∈ L
1(B1/8). This means that h is a local minimizer of the
functional
W 1,H¯0(B1/8) ∋ w 7→
∫
B1/8
F¯0(Dw) dx .
Conditions (7.36) are satisfied by the integrand F¯0(·), so we are able to apply the
results from [39] (see also [4]) to deduce the following a priori gradient bound:
(7.52) sup
B1/16
H¯0(Dh) ≤ c
∫
B1/8
H¯0(Dh) dx ,
where this time c ≡ c(n, p, q, ν, L). By taking τ ≤ 1/16, we can estimate∫
Bτ
|v − (v)Bτ |
p dx ≤ c
∫
Bτ
|v − (h)Bτ |
p dx
≤ c
∫
Bτ
|h− (h)Bτ |
p dx+ cτ−n
∫
B1/8
|v − h|p dx
(7.51)
≤ cτp sup
Bτ
|Dh|p + cτ−nε˜
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≤ cτp sup
Bτ
H¯0(Dh) + cτ
−nε˜
(7.52)
≤ cτp
∫
B1/8
H¯0(Dh) dx + cτ
−nε˜
(7.48)
≤ cτp + cτ−nε˜ .
By scaling back to v˜ and recalling (7.20), we get (7.19) after some elementary
manipulations. 
A crucial outgrow of the previous proof is
Lemma 7.4 (Comparison). In the setting of Lemma 7.1, let v˜ ∈ W 1,p(BR) be
defined as in (7.2) and assume also that (6.4) holds with some s as in (6.2) and
some M ≥ 1. Then, there exists a function h˜ ∈ v˜ +W 1,p0 (BR/8) which is a local
minimizer of the functional
(7.53) FB(w) :=
∫
BR/8
F (xB, (u)BR , Dw) dx
in the sense of Definition 1 and that satisfies∫
BR/8
(
|Vp(Du)− Vp(Dh˜)|
2 + ai(BR)|Vq(Du)− Vq(Dh˜)|
2
)
dx
≤ c
{
[ω(Rγ)]s1 +Rs1(sm−s)/q
}∫
BR
H(x,Du) dx(7.54)
for a constant c and a positive exponent s1, both depending only on data(Ω0) and
M . Finally, the inequality
(7.55)
∫
BR/8
(
|Dh˜|p + ai(BR)|Dh˜|
q
)
dx ≤ c
∫
BR
H(x,Du) dx
holds for c ≡ c(n, ν, L).
Proof. We go back to the proof of Lemma 7.3, Steps 3 and 4 and consider the
function h ∈ v +W 1,H¯00 (B1/8) found by the application of Lemma 5.1 and solving
(7.47). We blow-down h defining
(7.56) h˜(x) := E (v˜;BR) h
(
x− x0
R
)
, x ∈ BR/8(x0) .
We notice that h˜ ∈ v˜ +W 1,H˜00 (BR/8), where now H˜0(z) := |z|
p + ai(BR)|z|
q. The
function h solves (7.47), which is the Euler-Lagrange equation of the functional in
(7.35), and therefore, by strong convexity, a local minimizer too. More precisely,
we have that ∫
B1/8
F¯0(Dh) dx ≤
∫
B1/8
F¯0(Dh+Dϕ) dx
holds whenever ϕ ∈ W 1,H¯00 (B1/8) and H¯0(·) is defined as in (7.34). This implies that
h˜ in (7.56) minimizes the functional in (7.53) in the sense that FB(h˜) ≤ FB(h˜+ϕ)
holds for every ϕ ∈W 1,H˜00 (BR/8). By (7.36) h˜ satisfies the energy estimate
(7.57)
∫
BR/8
H˜0(Dh˜) dx ≤
L
ν
∫
BR/8
H˜0(Dv˜) dx ≤
8nL
ν
∫
BR
H(x,Dv˜) dx
which can be obtained as in (7.8). Given the definitions of h˜ and of v in (7.20), the
comparison estimate in (7.49) gives, using also Poincare´ inequality and (7.17)∫
BR/8
(
|Vp(Dv˜)− Vp(Dh˜)|
2 + ai(BR)|Vq(Dv˜)− Vq(Dh˜)|
2
)
dx
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≤ c [o(R)]s1
∫
BR
∣∣∣∣ v˜ − (v˜)BRR
∣∣∣∣p dx ≤ c [o(R)]s1 ∫
BR
|Dv˜|p dx
≤ c [o(R)]s1
∫
BR
H(x,Dv˜) dx
(7.4)
≤ c [o(R)]s1
∫
BR
H(x,Du) dx .(7.58)
Here it is c ≡ c(data(Ω0),M) while o(R) has been defined in (7.44) and (7.46).
Combining (7.58) with (7.3), and recalling again (7.46), we get (7.54) again after
a few elementary manipulations. Finally, (7.55) follows using (7.57) together with
the second inequality in (7.4). 
We finally conclude this section with another decay estimate.
Lemma 7.5. Let u ∈ W 1,p(Ω) be a local minimiser of the functional F defined
in (1.5), under the assumptions (1.8)-(1.9). Assume that either (1.2) or (1.3) is
satisfied, and furthermore that
(7.59) ai(BτR) ≤M [a]0,α(τR)
α−s
holds with some s as in (6.2) and some M ≥ 1. Then, for every choice of ε¯ ∈ (0, 1),
there exists a positive radius R∗,
(7.60) R∗ ≡ R∗(data(Ω0),M, ω(·), sm − s, ε¯) ,
such that if R ≤ R∗, then the inequality
(7.61)
∫
BτR
H(x,Du) dx ≤ cp
{
τn + cετ
−pε¯+ τ−pε
}∫
BR
H(x,Du) dx ,
holds for every τ ∈ (0, 1/32) and every ε ∈ (0, 1), where the constants cp ≡
cp(data(Ω0),M) and cε ≡ cε(ε, p, q) are otherwise independent of ε˜ and τ .
Proof. We notice that (7.59) implies that also (6.4) holds, that is,
(7.62) ai(BR) ≤M [a]0,αR
α−s
holds true. Indeed, on the contrary, thanks to (6.7), ai(BR) > M [a]0,αR
α−s would
imply that ai(BτR) > M [a]0,α(τR)
α−s, that is, a contradiction (7.59). The validity
of (7.62) means we can apply Lemma 7.3 with ε˜ ≡ ε1 to be chosen in a few lines,
and we can use (7.19) provided R ≤ R∗ ≡ R∗(data(Ω0),M, ω(·), sm − s, ε1) is
determined via (7.18). We therefore get, with some elementary manipulations and
using (7.17) repeatedly∫
BτR
|u− (u)BτR |
p dx ≤ 2p
∫
BτR
|u− (v˜)BτR |
p dx
≤ c
∫
BτR
|v˜ − (v˜)BτR |
p dx+ cτ−n
∫
BR
|u− v˜|p dx
≤ c
{
τp + τ−nε1
} ∫
BR
|u− (u)BR |
p dx+ cτ−n
∫
BR
|u− v˜|p dx .(7.63)
Using (7.6) to estimate the last integral in the above display, and performing some
other standard manipulations, we further get∫
BτR
∣∣∣∣u− (u)BτRτR
∣∣∣∣p dx
≤ c
{
τn + cετ
−pω(Rγ) + τ−pε1 + τ
−pε
}∫
BR
H(x,Du) dx .
This holds for every τ ∈ (0, 1/16) and c ≡ c(data(Ω0),M). Then we select ε1 = ε¯/2
and finally, we take R∗ ≤ R
∗ such that ω(Rγ∗) ≤ ε¯/2. This choice determines the
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dependence described in (7.60) and yields
(7.64)
∫
BτR
∣∣∣∣u− (u)BτRτR
∣∣∣∣p dx ≤ c{τn + cετ−pε¯+ τ−pε}∫
BR
H(x,Du) dx .
On the other hand the validity (7.59) implies that applicability conditions of Lemma
6.1 are verified with with BR replaced by BτR. We therefore deduce∫
BτR/2
H(x,Du) dx ≤ c
∫
BτR
∣∣∣∣u− (u)BτRτR
∣∣∣∣p dx .
Using this last inequality together with (7.64) (and renaming τ/2 in τ) yields (7.61)
and the proof is complete. 
8. (p, q)-phase
In this section we consider the condition which is complementary to (6.4), that
is (6.5). This time we consider it with the special choice s = 0, i.e.,
(8.1) ai(BR) > M [a]0,αR
α for some M ≥ 1 .
Notice that we can actually always reduce to this case since (6.5) implies (8.1) for
every s as in (6.2) (recall that we always take R ≤ 1). We consider the different
frozen functional
(8.2) FB(w) :=
∫
BR
F (xB , (u)BR , Dw) dx ,
and define h ∈ u+W 1,p0 (BR) as the solution to the following Dirichlet problem:
(8.3)
 h˜ 7→ minw FB(w)w ∈ u+W 1,p0 (BR) .
As for (7.8), we get
(8.4)
∫
BR
(
|Dh˜|p + ai(BR)|Dh˜|
q
)
dx ≤
L
ν
∫
BR
(|Du|p + ai(BR)|Du|
q) dx .
Notice that now it is h˜ ∈ W 1,q(BR). We then have the following direct analog of
Lemma 7.4.
Lemma 8.1. Let u ∈W 1,p(Ω) be a local minimiser of the functional F defined in
(1.5), under the assumptions (1.6), (1.8) and (1.12). Assume that either (1.2) or
(1.3) is satisfied. Let BR ⋐ Ω0 ⋐ Ω be a ball with R ≤ 1 and such that the condition
(8.1) is in force. Then there exists a positive constant c ≡ c(data(Ω0)), which is
independent of M , such that the following estimate holds:∫
BR
(
|Vp(Du)− Vp(Dh˜)|
2 + a(x)|Vq(Du)− Vq(Dh˜)|
2
)
dx
≤ c
[
ω(Rγ) +
1
M
] ∫
BR
H(x,Du) dx .(8.5)
Here γ ≡ γ(data(Ω0)) ∈ (0, 1) is the Ho¨lder continuity exponent defined in Theorem
3.2. Moreover, it holds that
(8.6)
∫
BR
H(x,Dh˜) dx ≤
3L
ν
∫
BR
H(x,Du) dx .
Proof. First, let us observe that assumptions (1.8) also imply that
|F (x1, v, z)− F (x2, v, z)|
≤ Lω(|x1 − x2|) [H(x1, z) +H(x2, z)] + L|a(x1)− a(x2)||z|
q(8.7)
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holds for every choice of x1, x2 ∈ Ω, v ∈ R and z ∈ R
n. Indeed, we can write
|F (x1, v, z)− F (x2, v, z)| =
∣∣∣∣∫ 1
0
〈
∂F (x1, v, tz)− ∂F (x2, v, tz), z
〉
dt
∣∣∣∣
≤
∫ 1
0
|∂F (x1, v, tz)− ∂F (x2, v, tz)| dt |z| ,
so that (8.7) follows by (1.8). Notice that, in order to derive the equality in the
above display, we have used that F (x1, v, 0) = F (x2, v, 0) = 0, which is in turn
implied by (1.6). Next, observe the basic consequence of (6.5)
(8.8) a(x) ≤ a(x) − ai(BR) + ai(BR) ≤ 2[a]0,αR
α + ai(BR) ≤ 3ai(BR) ≤ 3a(x) ,
that holds for every x ∈ BR. This and (8.4) easily imply (8.6). We now proceed as
in Lemma 7.1 and arrive at (7.11), which is this time replaced by∫
BR
(
|Vp(Du)− Vp(Dh˜)|
2 + ai(BR)|Vq(Du)− Vq(Dh˜)|
2
)
dx
≤ c
∫
BR
[
F (xB , (u)BR , Du)− F (xB , (u)BR , Dh˜)
]
dx
= c
∫
BR
[F (xB , (u)BR , Du)− F (x, (u)BR , Du)] dx
+c
∫
BR
[F (x, (u)BR , Du)− F (x, u,Du)] dx
+c
∫
BR
[
F (x, u,Du)− F (x, h˜,Dh˜)
]
dx
+c
∫
BR
[
F (x, h˜,Dh˜)− F (x, (h˜)BR , Dh˜)
]
dx
+c
∫
BR
[
F (x, (h˜)BR , Dh˜)− F (x, (u)BR , Dh˜)
]
dx
+c
∫
BR
[
F (x, (u)BR , Dh˜)− F (xB , (u)BR , Dh˜)
]
dx =: c
6∑
i=1
IIi .(8.9)
We can now proceed estimating the terms II1, . . . , II6 essentially using (1.8)3,4 and
(6.5). We have
II1 + II6
(8.7)
≤ c ω(2R)
∫
BR
[
H(xB , Du) +H(xB, Dh˜)
]
dx
+c ω(2R)
∫
BR
[
H(x,Du) +H(x,Dh˜)
]
dx
+c[a]0,αR
α
∫
BR
(
|Du|q + |Dh˜|q
)
dx
≤ c ω(2R)
∫
BR
[
H(x,Du) +H(x,Dh˜)
]
dx
+c[a]0,αR
α
∫
BR
(
|Du|q + |Dh˜|q
)
dx
(8.1)
≤ c ω(2R)
∫
BR
[
H(x,Du) +H(x,Dh˜)
]
dx
+
c
M
∫
BR
a(x)
(
|Du|q + |Dh˜|q
)
dx
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(8.6)
≤ c
[
ω(R) +
1
M
] ∫
BR
H(x,Du) dx .
The estimates for the terms II2, II4 and II5 can be now be obtained as in the case
of the analogous terms I1, I3 and I4, respectively, considered in Lemma 7.1. This
yields, by also repeatedly using (8.6)
II2 + II4 + II5 ≤ c ω(R
γ)
∫
BR
H(x,Du) dx
for a constant c ≡ c(data(Ω0)). Finally, by the minimality of u it follows that
II3 ≤ 0. By combining the estimates found for the terms II1, . . . , II6 with (8.9)
and, taking (8.8) into account, we conclude with (8.5) and the proof is complete. 
We can now prove the following (p, q)-phase counterpart of Lemma 7.5:
Lemma 8.2. Under the assumptions and notations of Lemma 8.1, for every num-
ber τ ∈ (0, 1/2), the inequality
(8.10)
∫
BτR
H(x,Du) dx ≤ cp,q
{
τn + ω(Rγ) +
1
M
}∫
BR
H(x,Du) dx ,
holds for a constant cp,q ≡ cp,q(data(Ω0)), which is otherwise independent of M
and τ .
Proof. The integrand z 7→ F (xB , (u)BR , z) of the functional in (8.2) satisfies as-
sumptions (1.6) and (1.8)1,2 with a(x) ≡ ai(BR). We are again in position to apply
the results from [39], yielding the a priori estimate
sup
BR/2
(
|Dh˜|p + ai(BR)|Dh˜|
q
)
≤ c
∫
BR
(
|Dh˜|p + ai(BR)|Dh˜|
q
)
dx
for c depending only on n, p, q, ν, L. Thanks to (8.8), the last inequality commutes
into
(8.11) sup
BR/2
H(x,Dh˜)
(8.8)
≤
∫
BR
H(x,Dh˜) dx .
Then we proceed comparing h˜ and u as follows:∫
BτR
H(x,Du) dx ≤ c
∫
BτR
H(x,Dh˜) dx
+c
∫
BR
(
|Vp(Du)− Vp(Dh˜)|
2 + ai(BR)|Vq(Du)− Vq(Dh˜)|
2
)
dx
(8.5),(8.11)
≤ cτn
∫
BR
H(x,Dh˜) dx+ c
[
ω(Rγ) +
1
M
] ∫
BR
H(x,Du) dx ,
where c ≡ c(data(Ω0)). Using (8.6) to estimate the first integral in the last line
finally yields (8.10) and the proof is complete. 
9. Morrey decay, exit times and Theorem 1.2
In this section we prove Theorem 1.2. The proof employes (1.12) but not (1.9),
and follows combining Lemmas 7.5 and 8.2 from the last two sections. We shall
use an exit time argument, that, in a different form, has been introduced in [16, 17]
to treat the regularity of minimizers of the model functional P in (1.1). The final
outcome is the Morrey type decay estimate (1.14). This eventually implies the
local Ho¨lder continuity of u for every exponent θ < 1 claimed in Theorem 1.2 via
the usual integral characterization of Campanato and Meyers (see for instance [29,
REGULARITY FOR FUNCTIONALS WITH DOUBLE PHASE 33
Chapter 2]) and a standard covering argument. We start fixing a number σ ∈ (0, n);
moreover, for every ball BR ≡ BR(x0) ⋐ Ω we abbreviate as follows:
H(̺) :=
∫
B̺(x0)
H(x,Du) dx ∀ ̺ ≤ R .
Step 1: Iteration in the (p, q)-phase. Let us consider a ball BR ≡ BR(x0) ⋐
Ω0 ⋐ Ω, R ≤ 1 and assume that (6.5) holds for some M ≥ 1 to be chosen in a few
lines. We start recalling the basic property in (6.7). This, in perspective, allows to
iteratively apply Lemma 8.2 on all smaller scales once it can be applied on a fixed,
initial scale. When using Lemma 8.2, inequality (8.10) can be rewritten as
(9.1) H(τR) ≤ τn−σ
{
cp,qτ
σ + cp,qτ
σ−nω(Rγ) +
cp,qτ
σ−n
M
}
H(R) ,
where the constant cp,q has been determined in Lemma 8.2 as a function of data(Ω0)
but not of M . We start taking τ ≡ τ1 small enough in order to get
(9.2) τσ1 ≤
1
3cp,q
=⇒ τ1 ≡ τ1(data(Ω0), σ) .
With this choice we determine a (potentially small) radius R1 ≡ R1(data(Ω0), σ) ≤
1 and a (potentially large) number M ≡ M(data(Ω0), σ) ≥ 1, in order to satisfy
the two inequalities
(9.3) ω(Rγ1 ) ≤
τn−σ1
3cp,q
and
1
M
≤
τn−σ1
3cp,q
.
With such choices (9.1) implies
(9.4) H(τ1R) ≤ τ
n−σ
1 H(R) ,
for every R such that R ≤ R1. By using (6.7) we deduce that since (6.5) holds,
then we also have ai(BτkR) > M [a]0,α(τ
kR)α−s holds for every integer k ≥ 0. We
can therefore iterate (9.4), thereby obtaining
(9.5) H(τk1R) ≤ τ
(n−σ)k
1 H(R) for every integer k ≥ 0 .
Step 2: Decay in the p-phase. The choices in (9.2) and (9.3) fix, in particular,
the value of the threshold constant M as a function of data(Ω0) and σ. This is the
value we are going to use here when applying Lemma 7.5; in particular, this choice
determines cp and s0 as functions of data(Ω0) and σ only. Moreover, we now take a
fixed choice of the exponent s in (7.59), say s := sm/2. With M and s having been
fixed, the radius R∗ from (7.18) is now a function of data(Ω0), σ and ε¯. Again, let
us consider, as in Step 1, a ball BR ⋐ Ω0 ⋐ Ω. This will be here considered with a
radius R that will initially be such that R ≤ R1 and R1 ≡ R1(data(Ω0), σ) ≤ 1 has
been determined in the previous step; further restrictions will be taken in a short
while. In order to apply Lemma 7.5 with the mentioned choice of M , we look at
estimate (7.61), that reads as
(9.6) H(τR) ≤ τn−σ
{
cpτ
σ + cpcετ
σ−n−pε¯+ cpτ
σ−n−pε
}
H(R) ,
for every choice of ε¯, ε ∈ (0, 1), provided we are choosing R ≤ R∗(data(Ω0), σ, ε¯).
We choose τ ≡ τ2 such that
(9.7) τσ2 ≤
1
3cp
=⇒ τ2 ≡ τ2(data(Ω0), σ) .
We then proceed with the choice of ε ≡ ε(data(Ω0), σ) such that
(9.8) ε ≤
τn+p−σ
3cp
.
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This, in turn, determines the constant cε in (9.6) as a function of data(Ω0) and σ.
We then take ε˜ ≡ ε¯(data(Ω0), σ) small enough to guarantee that
(9.9) ε¯ ≤
τn+p−σ
3cpcε
.
The choice in (9.9), via (7.18), in turn determines a radius
(9.10) R2 := R∗(data(Ω0), σ) ≤ R1(data(Ω0), σ) ≤ 1
such that (9.6) is satisfied according to the prescription of Lemma 7.5.
Summarizing, with the choices of τ2 and R2 displayed in (9.7)-(9.9) and used in
(9.6), we can conclude that if R ≤ R2 ≤ R1 and if the condition
(9.11) ai(Bτ2R) ≤M [a]0,α(τ2R)
α ,
is satisfied, then we have
(9.12) H(τ2R) ≤ τ
n−σ
2 H(R) .
Step 3: Exit time and iteration. We combine (9.5) and (9.12) via the announced
exit time argument and take a general ball BR ≡ BR(x0) ⋐ Ω0 ⋐ Ω with R ≤ R2
and R2 as in (9.10). By looking at (9.11), we consider conditions of the type
(9.13) ai
(
Bτk+12 R
)
≤M [a]0,α
(
τk+12 R
)α
,
for every integer k ≥ 0. We define the exit time index
(9.14) m := min{k ∈ N : condition (9.13) fails}
(notice that it can happen that m = 0). By the content of Step 2, and in particular
applying (9.12) repeatedly, we have
(9.15) H(τk2R) ≤ τ
(n−σ)k
2 H(R) ∀ k ∈ {0, . . . ,m} .
Condition (9.13) fails for k = m and this means
(9.16) ai
(
Bτm+12 R
)
> M [a]0,α(τ
m+1
2 R)
α .
The occurrence of (9.16) allows to apply the argument of Step 1, and in particular
allows to use (9.5) (with BR now replaced by Bτm+12 R
); we therefore conclude that
(9.17) H(τk1 τ
m+1
2 R) ≤ τ
(n−σ)k
1 H(τ
m+1
2 R) for every integer k ≥ 0 .
Step 4: Conclusion. We are ready to establish (1.14). For this we first assume
that 0 < ̺ < R ≤ R2 and R2 is in (9.10). We then distinguish various cases.
The first occurs when τm+12 R ≤ ̺ and m is in (9.14); in this situation we find
k¯ ∈ {0, . . . ,m} such that τ k¯+12 R ≤ ̺ ≤ τ
k¯
2R and therefore τ
k¯+1
2 ≤ ̺/R. By using
this last relation we can estimate
H(̺) ≤ H(τ k¯2R)
(9.15)
≤ τ
(n−σ)k¯
2 H(R)
≤ τσ−n2 (̺/R)
n−σH(R)
(9.7)
≡ c(data(Ω0), σ)(̺/R)
n−σH(R) ,(9.18)
where c ≡ c(data(Ω0), σ); therefore (1.14) follows in this case provided R ≤ R2.
We then consider the occurrence of ̺ < τm+12 R, and make a further distinction.
We first treat the case when τ1τ
m+1
2 R ≤ ̺. In this situation we estimate
H(̺) ≤ H(τm+12 R)
(9.18)
≤ cτ
(n−σ)(m+1)
2 H(R)
≤ cτσ−n1 (̺/R)
n−σH(R)
(9.2)
≡ c(data(Ω0), σ)(̺/R)
n−σH(R) .
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Finally, in the case ̺ < τ1τ
m+1
2 R we again find k˜ ≥ 1 such that τ
k˜+1
1 τ
m+1
2 R ≤ ̺ ≤
τ k˜1 τ
m+1
2 R and therefore we have
H(̺) ≤ H(τ k˜1 τ
m+1
2 R)
(9.17)
≤ τ
(n−σ)k˜
1 H(τ
m+1
2 R)
(9.18)
≤ c
(
τ k˜1 τ
m+1
2
)n−σ
H(R)
≤ cτσ−n1 (̺/R)
n−σH(R) ≡ c(̺/R)n−σH(R) ,
where again it is c ≡ c(data(Ω0), σ) again by the dependence on the constants in
(9.2). Summarizing the estimates in the last three displays, we have established
(9.19) H(̺) ≤ c(data(Ω0), σ)(̺/R)
n−σH(R) 0 < ̺ ≤ R ≤ R2 ,
so that (1.14) follows in this case too provided R ≤ R2, R2 is as in (9.10). We
finally settle the remaining case R2 < R ≤ 1. For R2 ≤ ̺ ≤ R ≤ 1, we can trivially
estimate
H(B̺) ≤ (̺/R)
σ−n(̺/R)n−σH(BR)
≤ Rσ−n2 (̺/R)
n−σH(BR)
(9.10)
≡ c(data(Ω0), σ)(̺/R)
n−σH(BR) .
On the other hand, if ̺ ≤ R2 ≤ R ≤ 1, we similarly have
H(B̺)
(9.19)
≤ c(̺/R2)
n−σH(BR2) ≤ R
σ−n
2 (̺/R)
n−σH(BR) ≡ c(̺/R)
n−σH(BR) .
We have therefore established the decay estimate in (1.14) for every possible choice
of ̺,R such that 0 < ̺ ≤ R ≤ 1 and the proof of Theorem 1.2 is complete.
10. Gradient continuity and Theorem 1.1
In this section we prove Theorem 1.1. The way we combine the p- and (p, q)-
phases is different. Specifically, we shall use condition (6.5), again with s = 0, but
with M depending on R, in a way that makes it blow-up when R→ 0. This would
create a bad dependence on the constants when using Lemma 7.3 with the same
choice of s. To eliminate this bad dependence we then consider the p-phase (6.4)
with a suitable positive exponent s, depending on the way M has been chosen.
Iterating this argument along with a comparison scheme finally leads to desired
Ho¨lder continuity. To proceed, we first appeal to Theorem 1.2. This, via a standard
covering argument, gives that for every open subset Ω0 ⋐ Ω and κ > 0, there exists
a constant c ≡ c(data(Ω0), κ) such that
(10.1)
∫
Br
H(x,Du) dx ≤ cr−κ
holds for every ball Br ⋐ Ω0 ⊂ Ω. We then consider a ball BR ⋐ Ω0, R ≤ 1, and
assume that condition (6.5) holds with the choice s = 0 and M ≡M(R) as follows:
(10.2) ai(BR) > M(R)[a]0,αR
α with M ≡M(R) := R−sm/2 ,
where sm has been defined in (6.2). Using (8.5) and recalling (1.9), we conclude
that the inequality∫
BR
(
|Vp(Du)− Vp(Dh˜)|
2 + ai(BR)|Vq(Du)− Vq(Dh˜)|
2
)
dx
≤ cRmin{γβ,sm/2}
∫
BR
H(x,Du) dx ,(10.3)
holds for a constant c ≡ c(data(Ω0)). Here h˜ is defined as in (7.2). Then, we
consider the case (10.2) does not hold, and this leads to
(10.4) ai(BR) ≤M(R)[a]0,αR
α = [a]0,αR
α−sm/2 .
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This means that condition (6.4) holds with the choiceM = 1 and s = sm/2. We are
therefore in position to apply Lemma 7.4, the advantage being now that, since now
M = 1, then the constant c and the exponent s1 appearing in (7.54) are determined
as functions data(Ω0) while no dependence with respect to R occurs. Inequality
(7.54) now gives∫
BR/8
(
|Vp(Du)− Vp(Dh˜)|
2 + ai(BR)|Vq(Du)− Vq(Dh˜)|
2
)
dx
≤ cRmin{γβs1,s1sm/(2q)}
∫
BR
H(x,Du) dx .(10.5)
Summarizing the contents of (10.3) and (10.5) and combining them with (10.1) for
the choice
(10.6) κ ≡ κ1 ≡ κ1(data(Ω0)) :=
1
2
min
{
γβ, γβs1,
sm
2
,
s1sm
2q
}
,
we conclude with
(10.7)
∫
BR/8
(
|Vp(Du)− Vp(Dh˜)|
2 + ai(BR)|Vq(Du)− Vq(Dh˜)|
2
)
dx ≤ cRκ1 ,
and c ≡ c(data(Ω0)). Notice that here h˜ is defined either via (8.3) or via Lemma
7.4 (and minimizes the functional in (7.53)), accordingly to which inequality (10.2)
or (10.4) comes into the play, respectively. Therefore it satisfies
(10.8)
∫
BR/8
(
|Dh˜|p + ai(BR)|Dh˜|
q
)
dx ≤ c
∫
BR
H(x,Du) dx ,
for c ≡ c(n, ν, L). This follows from estimates (8.4) and (7.55). We can conclude
with a comparison scheme, which follows with some variants the one in [16]. Notice
that, arguing exactly as in (5.26)-(5.27) (take θ ≡ 1 and a0 ≡ ai(BR) there), from
the relation (10.7) it follows that
(10.9)
∫
BR/8
(
|Du−Dh˜|p + ai(BR)|Du−Dh˜|
q
)
dx ≤ cRκ2 ,
for a new positive exponent κ2 ≡ κ2(κ1, n, p, q) ∈ (0, 1), computable as in (5.26)-
(5.27) once κ1 is fixed as in (10.6); all in all we have κ2 ≡ κ2(data(Ω0)). We observe
that in both cases (7.2) and (8.3), h˜ is a minimizer of a functional whose integrand
depends only on the gradient and satisfies assumptions (1.8)1,2 with a(x) ≡ ai(BR).
The theory in [39] applies and provides the following gradient Ho¨lder decay esti-
mate, valid whenever 0 < ̺ ≤ R/8:∫
B̺
(
|Dh˜− (Dh˜)B̺ |
p + ai(BR)|Dh˜− (Dh˜)B̺ |
q
)
dx
≤ c
( ̺
R
)pβ˜ ∫
BR
(|Dh˜|p + ai(BR)|Dh˜|
q) dx
(10.8)
≤ c
( ̺
R
)pβ˜ ∫
BR
H(x,Du) dx ,(10.10)
and where c and β˜ both depend only on n, p, q, ν, L, but are otherwise independent
of the specific value of ai(BR); with no loss of generality we assume it is pβ˜ < 1.
Then, by also using (7.17), for 0 < ̺ ≤ R/8 we have∫
B̺
|Du− (Du)B̺ |
p dx ≤ c
∫
B̺
|Dh˜− (Dh˜)B̺ |
p dx+ c
∫
B̺
|Du−Dh˜|p dx
(10.10)
≤ c
( ̺
R
)pβ˜ ∫
BR
H(x,Du) dx + c
(
R
̺
)n ∫
BR/8
|Du−Dh˜|p dx
REGULARITY FOR FUNCTIONALS WITH DOUBLE PHASE 37
(10.1),(10.9)
≤ c
( ̺
R
)pβ˜
R−κ + c
(
R
̺
)n
Rκ2(10.11)
for c ≡ c(data(Ω0), κ); notice that κ ∈ (0, 1) can still be chosen, while κ2 has
been fixed through (10.9) and depends on data(Ω0). Choosing κ ≡ κ2pβ˜/(8n), and
taking ̺ = (R/8)1+κ2/(4n) in (10.11), after a few elementary manipulations we get
that
(10.12)
∫
B̺
|Du− (Du)B̺ |
p dx ≤ c̺
κ2pβ˜
16n
holds for every ̺ ∈ (0, 1/8), provided B8̺ ⋐ Ω0. By the already invoked integral
characterisation of Ho¨lder continuity due to Campanato and Meyers, and a stan-
dard covering argument, (10.12) implies that Du ∈ C0,β0loc (Ω) for β0 = κ2β˜/(16n).
This proves the local Ho¨lder continuity of Du but not yet the full statement of
Theorem 1.1, that claims that the Ho¨lder continuity exponent β0 of Du depends
only on n, p, q, ν, L, α and β, while we have that the exponent found κ2β˜/(16n)
depends on data(Ω0). This exponent can be upgraded to reach the required de-
pendence. Indeed, once we know that the gradient is locally bounded, the non-
uniform ellipticity of the functional F becomes immaterial and we can apply some
standard perturbation methods in order to obtain full statement of Theorem 1.1.
We briefly summarize the steps. We go back to Section 8 and perform the same
procedure as for Lemma 8.1; we do this in any case, independently of the occur-
rence of condition (6.5). Let us observe that the functional in (7.53) satisfies the
Bounded Slope Condition (see for instance [10]) and therefore there exists a con-
stant c ≡ c(n, p, q, ν, L, ‖Du‖L∞(BR)) such that ‖Dh˜‖L∞(BR) ≤ c. Using this fact,
the estimation of the terms II1, . . . , II6 in Lemma 8.1 simplifies and leads to replace
(8.5) by the stronger
(10.13)
∫
BR
|Vp(Du)− Vp(Dh˜)|
2 dx ≤ cRmin{β,α} ,
where the constant now depends on n, p, q, ν, L, ‖Du‖L∞(Ω0), ‖a‖L∞(Ω0). Notice
also that we can take γ = 1 in Lemma 8.1 as now u is locally Lipschitz. Eventually,
(10.13) gives
(10.14)
∫
BR
|Du−Dh˜|2 dx ≤ cRκ ,
where κ = min{β, α} if p ≥ 2 and 2κ = pmin{β, α} otherwise. Similarly, (10.10)
now simplifies in
(10.15)
∫
B̺
|Dh˜− (Dh˜)B̺ |
p dx ≤ c
( ̺
R
)pβ˜
where β˜ depends only on n, p, q, ν, L, and the constant c depends also on ‖Du‖L∞(Ω0)
and ‖a‖L∞(Ω0). The inequalities in (10.14)-(10.15) can be now combined in the same
way (10.11) and (10.12) have been combined above to deduce the gradient Ho¨lder
continuity. This time all the exponents involved depend only on n, p, q, ν, L, α, β.
This means that the local Ho¨lder continuity of Du follows with an exponent β0
with the dependence on the various constants described in the statement and the
proof is finally complete.
11. Interpolative effects and Theorem 1.3
The proof of Theorem 1.3 upgrades the one for Theorem 1.1. In the following,
the definition in (6.2) will be replaced by sm := p+α−q+γ(q−p),where γ ∈ (0, 1] is
the Ho¨lder continuity exponent coming from assumptions (1.17) and not any longer
the one coming from Theorem 3.2, whose assumptions are in general not implied
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by (1.17). In this respect, we shall restrict to the case p ≤ n/(1 − γ). This is the
range for which (1.17) is a weaker assumption than (1.2). See also the comments
in the Introduction after Theorem 1.3.
11.1. Step 1: Blow-up, first time. We start revisiting the proofs in Section 7 in
order get Lemma 7.5 in this case, with obviously a different function R∗ defined in
(7.18). We notice that since the functional of Theorem 1.3 does not depend on the
u-variable, then there is no reason to go through Lemma 7.1 and in the following
we shall revise the proofs of Section 7 with v˜ ≡ u. For this reason from Lemma 7.2
we only retain (7.12). We then go thorough Lemma 7.3, where v defined in (7.20),
is actually the blow-up of the original minimizer u in BR ≡ BR(x0):
(11.1)
v(x) :=
u(x0 +Rx)− (u)BR/2
E(R)
, E(R) :=
(∫
BR/2
|u− (u)BR/2 |
p dx
)1/p
.
The main point is that we shall use the non-quantitative harmonic approximation of
Lemma 5.2 instead of the quantitative one in Lemma 5.1. This essentially depends
on the fact that at this stage we are not yet able to verify the conditions to apply
Theorem 3.1 to v and get the higher integrability in (7.32), which is essential for
Lemma 5.1. For the same reason, we can by-pass Step 2 of the proof of Lemma
7.3. We therefore go to Step 3 for Lemma 7.3 and note that the computations
for in (7.39)-(7.40) keep on being true in this setting; see also Remark 7.2. These
lead to establish (7.45) also in this case. Now, fix ε˜ ∈ (0, 1) and determine the
corresponding σ from Lemma 5.2. We can find
(11.2) R∗ ≡ R∗(data(Ω0), ω(·),M, ε˜) > 0
such that ch[o(R)] ≤ σ whenever R ≤ R
∗, so that (7.45) gives that∣∣∣∣∣
∫
B1/8
〈
∂F¯0(Dv), Dϕ
〉
dx
∣∣∣∣∣ ≤ σ‖Dϕ‖L∞
holds for every function ϕ ∈ W 1,∞0 (B1/8). Recall that in the present setting F¯0(·)
is defined as z 7→ [R/E(R)]pF (xB , [E(R)/R]z). We are therefore in condition to
apply Lemma 5.2. This yields the existence of a function h ∈ u +W 1,H¯00 (B1/8),
with H¯0(·) as in (7.34), such that (7.47) holds for all ϕ ∈ W
1,∞
0 (B1/8) and such
that
(11.3)
∫
B1/8
H¯0(Dh) dx ≤ c(data(Ω0),M)
is true and (7.51) holds. These are exactly the ingredients to proceed as in Step 6,
thereby getting the validity of Lemma 7.3. We can then proceed as in Lemma 7.5
- actually in an easier way as v˜ ≡ u. Indeed, (7.63) does not any longer take place
and (7.19) (recall v˜ ≡ u) directly implies∫
BτR
∣∣∣∣u− (u)BτRτR
∣∣∣∣p dx ≤ c{τn + τ−pε¯} ∫
BR
H(x,Du) dx ,
for every ε¯ ∈ (0, 1), τ ∈ (0, 1/32), where c ≡ c(data(Ω0),M) and provided R ≤ R
∗,
with R∗ being defined in (11.2). Arguing exactly as after (7.64) we get the assertion
of Lemma 7.5, with this time R∗ ≡ R
∗. This concludes the analysis of the p-
phase. It is now not very difficult to see that all the arguments of Sections 8 and 9
can be reproduced verbatim, thereby leading to the analog of Theorem 1.2 under
assumptions (1.17), as announced in the statement of Theorem 1.3. In particular,
estimate (1.14) holds and this will be exploited in the next step.
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11.2. Step 2: C0,γ-regularity in rigid form. We now consider a ball BR ⋐
Ω0 ⋐ Ω with R ≤ 1 and fix θ ∈ (0, 1). In estimate (1.14) we take σ = p− pθ. Using
Poincare´ inequality in a standard way we get that
(11.4)
∫
B̺
|u− (u)B̺ |
p dx ≤ c
[
rp−pθ
∫
Br
H(x,Du) dx
]
̺pθ
holds whenever B̺ ⊂ Br are concentric balls that are contained in BR (but this
time not necessarily concentric to BR), and where c ≡ c(data(Ω0), θ). We are now
able to apply the standard integral characterization of Ho¨lder continuity due to
Campanato and Meyers, that gives, together with a standard covering argument
yields the following local C0,θ-estimate for u:
(11.5) Rθ[u]0,θ;BR/4 ≤ c
[
Rp
∫
B3R/8
H(x,Du) dx
]1/p
.
The constant c depends on data(Ω0). We now further assume that condition (6.4)
holds with s = 0 and for some M ≥ 1. This immediately gives the validity of
inequality (6.9) from Lemma 6.1; see also Remark 6.4. Taking θ = γ in (11.5), and
using (6.9) - with t = 3R/8 and s = R/2 - we conclude with
(11.6) Rγ [u]0,γ;BR/4 ≤ c
(∫
BR/2
|u− (u)BR/2 |
p dx
)1/p
= cE(R) ,
where c ≡ c(data(Ω0),M). This is the estimate we were looking for. Notice that
this estimate, from a qualitative viewpoint, tells no new about the regularity of u,
which is indeed assumed to be C0,γ-regular. The main point here is the specific form
of the a priori estimate (11.6), that will eventually allow to implement a blow-up
procedure totally similar to the one of Lemma 7.3.
11.3. Step 3: Blow-up, second time. The only missing part for the proof of
Theorem 1.1 is the one of Section 10, which is in turn based on Lemma 7.4, with
the crucial quantitative estimate (7.54) from Lemma 7.3. This, in turn, comes
from estimate (7.49), which is a direct consequence of the application of Lemma
5.1. To apply Lemma 5.1 in the setting of Lemma 7.3, we need to verify the higher
integrability information (7.32). This was the missing information in Step 1, forcing
us to apply the weaker Lemma 5.2. Estimate (7.32) comes from the application
of Theorem 3.1 to v, that minimizes the rescaled functional in (7.22); this satisfies
the new growth assumptions in (7.25)-(7.26). Under the new assumptions (1.17),
the application of Theorem 3.1 requires essentially two ingredients: the α-Ho¨lder
continuity of the rescaled coefficient [E(R)/R]q−paR(·) and the fact that [v]0,γ;B is
bounded; both information must be uniform with respect to R. The former can be
checked exactly as in (7.30), see Remark 7.1. For the latter estimate (11.6) becomes
crucial. Indeed, we have
[v]0,γ;B1/4
(11.1)
=
Rγ [u]0,γ;BR/4
E(R)
(11.6)
≤ c(data(Ω0),M) .
Summarizing, we have that v is a local minimizer of the functional in (7.22) to which
we can apply Theorem 3.1, with all the constants involved being independent of
R. We get (7.32) and (7.33), with δ1 depending only on data(Ω0) and M . This -
see also Remark 7.2 - eventually allows to get (7.47)-(7.49) with constants c being
completely independent of R. This is sufficient to reprove Lemma 7.4 with the same
dependence of the constants of the original statement, and in particular allows to
get the comparison estimate (7.54). These are the essential ingredients to run the
proof in Section 10 and eventually leads to the assertion of Theorem 1.3. The rest
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of the proof now goes exactly as in Lemma 7.3 - see also Remark 7.2 - and in the
case of Theorem 1.1.
12. Lavrentiev phenomenon and Theorem 1.4
In this section we prove Theorem 1.4. The proof is unified for the two cases (1.3)
and (1.19). In the first one we shall formally take the parameter γ considered in
(1.19) as γ = 0. We start fixing a ball B ⋐ Ω as in the statement of Theorem 1.4.
We notice that we can reduce ourselves to prove that there exists a sequence{uk}
of W 1,∞(B)-regular functions such that uk → u strongly in W
1,p(B) and such that
(12.1) lim
k
∫
B
H(x,Duk) dx =
∫
B
H(x,Du) dx .
In fact, once (12.1) is at hand, then (1.20) follows, up to a not relabelled subse-
quence, by a standard variant of Lebesgue’s dominated convergence theorem since
(1.6) is in force. For ε ∈ (0, 1/2) sufficiently small to have ε ≤ dist(B, ∂Ω)/20, we
consider the mollified functions uε := u ∗ρε. Here {ρε} is a family of standard mol-
lifiers generated by a smooth non-negative and radial function ρ ∈ C∞0 (B1) such
that ‖ρ‖L1(Rn) = 1, via ρε(x) = ε
−nρ(x/ε). Next, following the notation introduced
in Section 6, for every x ∈ B we consider
(12.2) ai(B2ε(x)) := min
y∈B2ε(x)
a(y) and Hε(x, z) := |z|
p + ai(B2ε(x))|z|
q .
We now again distinguish two different phases as done in Section 6.
p-phase. Here we assume that
(12.3) ai(B2ε(x)) ≤ 2[a]0,αε
α .
As seen in Remark 6.1, this also implies that
(12.4) ‖a‖L∞(B2ε(x)) ≤ 6[a]0,αε
α .
Moreover, in the case q ≤ p + α and we are considering (1.3), the Caccioppoli
inequality (6.9) from Lemma 6.1 applies by (12.3) and gives, in particular
(12.5)
∫
Bε(x)
|Du|p dy ≤ c
∫
B2ε(x)
∣∣∣∣u− (u)B2ε(x)ε
∣∣∣∣p dy .
This inequality continues to hold when assuming (1.19). Indeed, in any case, by
(3.1) we have∫
Bε(x)
|Du|p dy ≤ c
∫
B2ε(x)
[∣∣∣∣u− (u)B2ε(x)ε
∣∣∣∣p + a(y) ∣∣∣∣u− (u)B2ε(x)ε
∣∣∣∣q] dy .
In turn we estimate, for y ∈ Bε(x)
a(y)
∣∣∣∣u− (u)B2ε(x)ε
∣∣∣∣q (12.4)≤ c [ oscB2ε(x) u
]q−p
εp−q+α
∣∣∣∣u− (u)B2ε(x)ε
∣∣∣∣p
(1.19)
≤ cε(p−q)(1−γ)+α
∣∣∣∣u− (u)B2ε(x)ε
∣∣∣∣p
(1.19)
≤ c
∣∣∣∣u− (u)B2ε(x)ε
∣∣∣∣p ,
with c being independent of ε. Combining the last two inequalities gives (12.5) also
in the case. In turn, by using the very definition of convolution, we can estimate
(12.6) |Duε(x)| ≤ c
∫
Bε(x)
|Du| dy ≤ c
(∫
Bε(x)
|Du|p dy
)1/p
(12.5)
≤
c
ε1−γ
.
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In the last line we have used the fact that u ∈ C0,γ(Ω) by assumption (1.19) (when
this is considered) and we have incorporated the case u ∈ L∞ and (1.3) in the
occurrence γ = 0. Recalling the definition in (12.2), we continue to estimate
H (x,Duε(x)) ≤ [a(x)− ai(B2ε(x))]|Duε(x)|
q +Hε(x,Duε(x))
≤ c[a]0,αε
α|Duε(x)|
q−p|Duε(x)|
p +Hε(x,Duε(x))
(12.6)
≤ cεα+(q−p)(γ−1)|Duε(x)|
p +Hε(x,Duε(x))
(1.19)
≤ c|Duε(x)|
p +Hε (x,Duε(x)) .
We therefore conclude that
(12.7) H (x,Duε(x)) ≤ cHε (x,Duε(x)) ,
where c is independent of ε. Finally, Jensen’s inequality and (12.2) yield
Hε(x,Duε(x)) ≤
∫
Bε(x)
Hε (x,Du(y)) ρε(x− y) dy
≤
∫
Bε(x)
H(y,Du(y))ρε(x− y) dy = [H(·, Du(·)) ∗ ρε](x) .
The inequalities in the last two displays give that
(12.8) H (x,Duε(x)) ≤ c[H(·, Du(·)) ∗ ρε](x)
holds for every x ∈ B and for a constant c ≡ c(data) which is independent of ε.
(p, q)-phase. This is when ai(B2ε(x)) > 2[a]0,αε
α. By (6.8) we have that
‖a(x)‖L∞(B2ε(x)) ≤ 3ai(B2ε(x)). This means that H(y, z) ≤ 3Hε(x, z) for every
y ∈ B2ε(x) and z ∈ R
n, and in particular that H(x, z) ≤ 3Hε(x, z). We conclude
again with (12.7) and, proceeding as in the subsequent displays, we again arrive at
(12.8), which is established in every case/phase.
With (12.8) at our disposal we are now ready to conclude the proof of (1.20)
and therefore of the whole Theorem 1.4. We let uk := uεk , where {εk} ⊂ (0, 1/2)
is a sequence such that εk → 0 and εk ≤ dist(B, ∂Ω)/20 for every k ∈ N. Ob-
viously uk ∈ W
1,∞(B) and uk → u in W
1,p(B) since u ∈ W 1,p(B). Now, up
to passing to non-relabelled subsequences, we may assume that H (x,Duk(x)) →
H (x,Du(x)) a.e. in B. Moreover, since H(·, Du(·)) ∈ L1(B), we have that
[H(·, Du(·)) ∗ ρεk ](x) → H (x,Du(x)) in L
1(B). Therefore, by (12.8) we can use a
well-known variant of Lebesgue’s dominated convergence theorem that implies that
H (x,Duk(x)) → H (x,Du(x)) in L
1(B) that, in turn, gives (1.20). The proof is
complete.
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