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Abstract
In this note we solve a minimization problem arising in a recent work of Bolognesi
and Tong on the determination of an AdS monopole wall. We show that the prob-
lem has a unique solution. Although the solution cannot be obtained explicitly, we
show that it may practically be constructed via a shooting method for which the cor-
rect shooting slope is unique. We also obtain some energy estimates which allow an
asymptotic explicit determination of the monopole wall in a large coupling parameter
limit.
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1 The minimization problem
In this work, we are concerned with a minimization problem arising in the determination of
the location of a monopole wall in the context of the ’t Hooft–Polyakov monopole model [1,2],
described by an SU(2) gauge field Aaµ and an adjointly represented Higgs field φ, over an
Anti-de Sitter (AdS) spacetime given by the metric, following Bolognesi and Tong [3],
ds2 = −
(
1 +
ρ2
L2
)
dτ 2 +
(
1 +
ρ2
L2
)−1
dρ2 + ρ2dΩ22, (1.1)
1
where ρ is the radial variable of R3, dΩ22 denotes the usual area element of S
2 expressed in
terms of polar and azimuthal coordinates, and L > 0 is a scaling parameter, of dimension
of length and often referred to as the radius of curvature. Now, reparametrizing S2 with a
pair of planar polar angle θ and radial variable χ (0 ≤ χ < 1), we have
dΩ22 =
dχ2
1− χ2 + χ
2dθ2. (1.2)
Substituting (1.2) into (1.1), introducing the new variables r, t, u such that
ρ = ζr, τ =
t
ζ
, χ =
u
ζL
, (1.3)
with ζ > 0 a scaling factor, and setting ζ →∞, we are led to the limiting metric
ds2 =
r2
L2
(−dt2 + du2 + u2dθ2) + L
2
r2
dr2. (1.4)
It is demonstrated in [3] that, in the large monopole charge limit where the monopole number
is of the magnitude ζ2 and within Abelian approximation, the monopole wall sits at a certain
location r = R > 0 that divides the space into two regions, namely, the infra-red region r < R
characterized by vanishing Higgs and gauge fields, and the ultra-violet region r > R where
the gauge field generates a constant magnetic field B and the Higgs field φ is dynamically
governed jointly by the coupling parameters and potential energy. See also [4] for an earlier
formalism arguing for the existence of monopole walls. Specifically, the Yang–Mills–Higgs
action density of the ’t Hooft–Polyakov monopole model [1, 2] assumes the form
L = −1
4
F aµνF
aµν − 1
2
Dµφ
aDµφa − V (φ), (1.5)
living over the correspondingly reduced AdS spacetime, where the Yang–Mills field, covariant
derivative, and potential density are given by
F aµν = ∂µA
a
ν − ∂νAaµ + ǫabcAbµAcν , Dµφa = ∂µφa + ǫabcAbµφc, V (φ) =
λ
8
(|φ|2 − v2)2, (1.6)
respectively, with λ > 0 the Higgs coupling parameter and v > 0 the Higgs vacuum of
spontaneously broken symmetry. In such a context, with the assumed radial symmetry, the
determination of the monopole wall position, R, is shown [3] to be given by minimizing the
energy
E(R) =
1
2
∫ ∞
R
dr
r2
L2
(
L4
r4
B2 +
r2
L2
φ2r +
λ
4
(φ2 − v2)2
)
+
λ
8
∫ R
0
dr
r2
L2
v4, (1.7)
in which the partition between the infra-red and ultra-violet regions are clearly exhibited.
Here and in the sequel φ = φ(r) is taken to be a real-valued function representing the
profile of the Higgs field which interpolates the vacua of symmetry and spontaneously broken
symmetry such that
φ(R) = 0, φ(∞) = v, (1.8)
2
which minimizes the part of the energy in (1.7) containing φ:
K(R) =
1
2
∫ ∞
R
dr
(
r4
L2
φ2r +
λr2
4
(φ2 − v2)2
)
. (1.9)
As in [3], we may use the rescaled variables, r = Rx and φ = vϕ, to recast (1.9) into
K(R) =
R3v2
2L2
∫ ∞
1
dx
(
x4ϕ2x +
βx2
4
(ϕ2 − 1)2
)
, (1.10)
where ϕ = ϕ(x) satisfies the boundary condition ϕ(1) = 0, ϕ(∞) = 1, updated from (1.8),
and
β = λv2L2. (1.11)
is the rescaled Higgs coupling parameter. It is interesting that (1.9) takes a factored form
that singles out the dependence of the energy functional (1.9) on R in a homogeneous manner.
This useful property enables the authors of [3] to reexpress (1.7) as
E(R) =
1
2
(
L2B2
R
+
R3v2
L4
f(β) +R3
λv4
12L2
)
, (1.12)
where f(β) is defined by
f(β) = min
{∫ ∞
1
dx
(
x4ϕ2x +
βx2
4
(ϕ2 − 1)2
) ∣∣∣∣ϕ satisfies ϕ(1) = 0, ϕ(∞) = 1
}
. (1.13)
Thus, with f(β) defined in (1.13), the position of monopole wall, R > 0, is seen to be
obtained readily by minimizing the elementary function E(R) given in (1.12) to yield the
explicit formula [3]:
R =
√
BL3
v
(
3f(β) +
β
4
)− 1
4
. (1.14)
In this study, we shall establish the well-posedness of the function f(β) by showing the
existence and uniqueness of an energy minimizer of the minimization problem defined by the
right-hand side of (1.13). We shall also obtain the sharp asymptotic estimate
f(β) = O(
√
β) for β large. (1.15)
Consequently, combining (1.14) and (1.15), we see that the monopole wall position satisfies
the asymptotic estimate
R ≈
√
2BL3
v
β−
1
4 , β ≫ 1. (1.16)
In the next section, we prove the existence and uniqueness of a minimizer of the mini-
mization problem given by the right-hand side of (1.13), and, in the subsequent section, we
establish the estimate (1.15).
3
2 Existence and uniqueness of an energy minimizer
With the compressed notation ϕ′ = ϕx, etc., the problem amounts to obtaining the existence
and uniqueness of a minimizer of the energy functional
I(ϕ) =
∫ ∞
1
(
x4(ϕ′)2 +
βx2
4
(ϕ2 − 1)2
)
dx, (2.1)
over the admissible functions subject to the boundary condition
ϕ(1) = 0, ϕ(∞) = 1. (2.2)
For this problem, the corresponding Euler–Lagrange equation is the nonlinear equation
(x4ϕ′)′ =
βx2
2
ϕ(ϕ2 − 1), 1 < x <∞. (2.3)
We have the following.
Theorem 2.1. The two-point boundary value problem consisting of (2.2)–(2.3) over the
interval [1,∞) has a unique solution ϕ which enjoys the following properties.
(i) ϕ strictly increases such that 0 < ϕ(x) < 1 for x > 1.
(ii) ϕ satisfies the sharp boundary estimates given respectively by
ϕ(x) = a0(x− 1) + O((x− 1)2) as x→ 1, x > 1, (2.4)
where a0 > 0 is a uniquely determined constant, and
1− ϕ(x) = O(x−(λ0−ε)) as x→∞, with λ0 = 3
2
+
√(
3
2
)2
+ β, (2.5)
where ε > 0 is a constant which may be made arbitrarily small.
(iii) ϕ minimizes the energy functional (2.1) among the functions satisfying (2.2).
(iv) The function f(β) = I(ϕ), where ϕ is as obtained above, defined in (1.13) enjoys the
bounds
2
√
β
3
< f(β) < σ(β) +
2
√
β
3
, β >
9
4
, (2.6)
where σ(β) satisfies
1 +
3
2
√
β − 3 < σ(β) < 6 +
18
2
√
β − 3 , β >
9
4
. (2.7)
In particular, there holds the following sharp asymptotic estimate
f(β) ∼ 2
√
β
3
, β ≫ 1. (2.8)
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To prove this theorem, we consider the initial value problem
(x4ϕ′)′ =
βx2
2
ϕ(ϕ2 − 1), ϕ(1) = 0, ϕ′(1) = a, a > 0, (2.9)
where the constant a is an initial slope. We show that there is a unique a > 0 such that the
solution of (2.9) solves the boundary value problem (2.2)–(2.3) and (1.13). In other words,
our approach is a shooting method. As a by-product, this study also justifies the implemen-
tation of the shooting method in constructing the energy-minimizing solution numerically,
which will be useful in practice.
For convenience, we use ϕ(x; a) to denote the unique local solution of (2.9) and define
the shooting sets as follows:
A− = {a > 0 | ϕ′(x; a) < 0 for some x > 1},
A0 = {a > 0 | ϕ′(x; a) > 0 and ϕ(x, a) ≤ 1 for all x > 1},
A+ = {a > 0 | ϕ′(x; a) > 0 for all x > 1 and ϕ(x; a) > 1 for some x > 1},
in which, and in the sequel, the statements are made to mean wherever the solution exists.
The proofs of (i)–(iii) of Theorem 2.1 are split into five lemmas.
Lemma 2.1. There hold A+ ∩A− = A+ ∩A0 = A− ∩A0 = ∅ and (0,∞) = A+ ∪A0∪A−.
Proof. It is clear that A−, A0, and A+ are nonoverlapping. If a > 0 but a /∈ A−, then
ϕ′(x; a) ≥ 0 for all x > 1. Suppose there is a point x0 > 1 so that ϕ′(x0; a) = 0. Then
ϕ(x0, a)(ϕ
2(x0, a)− 1) 6= 0, otherwise ϕ arrives at an equilibrium of the differential equation
at x0, which violates the uniqueness theorem for solutions to initial value problems of ordinary
differential equations. So we have ϕ′′(x0, a) > 0 or ϕ
′′(x0, a) < 0 in view of ϕ
′(x0, a) = 0
and ϕ(x0, a)(ϕ
2(x0, a) − 1) 6= 0 at x = x0. Therefore, when x is close to x0, there holds
ϕ′(x; a) < 0 either for x < x0 or x > x0, contradicting the assumption a /∈ A−. Thus
a ∈ A0 ∪ A+. In other words, there holds (0,∞) = A+ ∪A0 ∪ A−.
Lemma 2.2. The sets A− and A+ are both open and nonempty. Moreover, there are numbers
ε, δ > 0 such that (0, ε) ⊂ A− and (δ,∞) ⊂ A+.
Proof. In fact, integrating the differential equation in (2.9) gives us
x4ϕ′(x; a) = a +
β
2
∫ x
1
t2ϕ(t; a)(ϕ2(t; a)− 1) dt, x > 1. (2.10)
We first show that A− 6= ∅. Assume otherwise a 6∈ A− for any a > 0. Then a ∈ A0∪A+.
So ϕ′(x, a) > 0 for all x > 1. Let (1, Ka) denote the interval where 0 < ϕ(x; a) < 1 for
x ∈ (1, Ka). Then either Ka ∈ (1,∞) or Ka = ∞. In the former case, ϕ(Ka; a) = 1, and in
the latter case, ϕ(x; a)→ 1 as x→∞. In both cases, we may find x1, x2 ∈ (0, Ka), x1 < x2,
such that
ϕ(x1; a) =
1
4
; ϕ(x2; a) =
1
2
;
1
4
≤ ϕ(x; a) ≤ 1
2
, x ∈ [x1, x2]. (2.11)
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On the other hand, in view of (2.10), we have 0 < ϕ′(x; a) < x4ϕ′(x; a) < a for x ∈ (1, Ka),
which gives us after an integration over [x1, x2] and using (2.11) the lower bound
x2 − x1 ≥ 1
4a
. (2.12)
Applying (2.11) and (2.12) in (2.10), we obtain
0 < x42ϕ
′(x2; a) = a+
β
2
∫ x2
1
t2ϕ(t; a)(ϕ(t; a)2 − 1)dt
< a+
β
2
∫ x2
x1
ϕ(t; a)(ϕ(t; a)2 − 1)dt
< a− β
2
min
{
|ϕ(ϕ2 − 1)|
∣∣∣∣ 14 ≤ ϕ ≤ 12
}∫ x2
x1
dt
< a− 15β
29a
, (2.13)
which cannot hold when a > 0 is small enough. In other words, we have shown that A−
must contain an interval of the form (0, ε) (ε > 0). So A− is nonempty in particular. From
the continuous dependence theorem of solutions of ordinary differential equations on initial
values we see that the openness of A− follows.
We next consider A+. For this purpose, first fix any x0 > 1 and choose a > 0 sufficiently
large so that
a >
β
2
max
{
|ϕ(ϕ2 − 1)|
∣∣∣∣ 0 ≤ ϕ ≤ 1
}∫ x0
1
t2 dt =
β
9
√
3
(x30 − 1). (2.14)
In view of (2.14) and (2.10), we obtain ϕ′(x; a) > 0 for x ∈ [1, x0]. Furthermore, integrating
(2.10) and inserting the right-hand side of (2.14), we get
ϕ(x0; a) =
∫ x0
1
1
x4
(
a +
β
2
∫ x
1
t2ϕ(t; a)(ϕ2(t; a)− 1)dt
)
dx
≥
∫ x0
1
1
x4
(
a− β
9
√
3
(x30 − 1)
)
dx, (2.15)
which may be made to exceed 1 when a is large enough. In view of this result and (2.10),
we see that ϕ′(x; a) > 0 and ϕ(x; a) > 1 for all x > x0. In particular, a ∈ A+. Thus we have
shown that (δ,∞) ⊂ A+ when δ > 0 is sufficiently large.
To see A+ is open, let a0 ∈ A+ and ϕ(x; a0) be the corresponding solution of (2.9) with
a = a0. For σ > 0 sufficiently small, we can find a unique x1 > 0 so that ϕ(x1; a0) = 1+σ. By
the continuous dependence of solutions of ordinary differential equations on initial values,
we can find a small open neighborhood U of a0 so that ϕ
′(x; a) > 0 for x ∈ [1, x1] and
ϕ(x1; a) > 1+
σ
2
. From (2.10), we see that ϕ′(x; a) > 0 and ϕ(x; a) > 1+ σ
2
continue to hold
for all x > x1. This proves U ⊂ A+ and thus the openness of A+ follows as well.
It will be useful to get some estimate for a ∈ A+. In fact, for a ∈ A+, let x1(a) > 1 be
the unique point such that
ϕ(x1(a); a) = 1. (2.16)
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Then (2.10) and the property 0 < ϕ(x; a) < 1 for x ∈ (1, x1(a)) lead to
1 =
∫ x1(a)
1
1
x4
(
a +
β
2
∫ x
1
t2ϕ(t; a)(ϕ2(t; a)− 1)dt
)
dx
<
a
3
(
1− 1
x31(a)
)
. (2.17)
Thus, we obtain
a > 3, a ∈ A+, (2.18)
and
x1(a) >
(
a
a− 3
) 1
3
, a ∈ A+. (2.19)
With this last estimate and using the method in [5,6], we are ready to prove the following.
Lemma 2.3. The sets A− and A+ are actually open intervals. More precisely, there are
numbers 0 < a1 ≤ a2 <∞ such that A− = (0, a1) and A+ = (a2,∞).
Proof. Let a ∈ A+. Using the notation
ϕa ≡ ∂ϕ(x; a)
∂a
, (2.20)
we see that (2.9) gives us
(x4ϕ′a)
′ − β
2
x2(3ϕ2 − 1)ϕa = 0, ϕa = 0 and ϕ′a = 1 at x = 1. (2.21)
On the other hand, ψ ≡ ϕ
a
satisfies
(x4ψ′)′ − β
2
x2(3ϕ2 − 1)ψ = −β
a
x2ϕ3 < 0, ψ = 0 and ψ′ = 1 at x = 1. (2.22)
Then a comparison argument applied to (2.21) and (2.22) gives [5]
ϕa(x; a) > ψ(x) =
ϕ(x; a)
a
> 0, x ∈ (1, x1(a)). (2.23)
Furthermore, differentiating the equation
ϕ(x1(a); a) ≡ 1, a ∈ A+, (2.24)
with respect to a, we obtain ϕ′(x1(a); a)x
′
1(a) + ϕa(x1(a); a) = 0, resulting in x
′
1(a) < 0 by
(2.23). In particular, x1(a) decreases. Now we show that A+ is connected. For this purpose,
it suffices to show that, if A+ contains an interval of the form (b1, b2) with 0 < b1 < b2 <∞,
then b2 ∈ A+. In fact, for a ∈ (b1, b2), we see that x1(a) decreases and satisfies the lower
bound (2.19). Using a > b1, we see that
x0 ≡ lim
a→b−
2
x1(a) (2.25)
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exists and lies in (1,∞). Inserting (2.25) into (2.24), we find ϕ(x0; b2) = 1. Besides, by
continuity, we also have ϕ′(x; b2) ≥ 0 for x > 1. Hence x0 is the unique point for x ∈
(1,∞) where ϕ(x; b2) = 1. Of course ϕ′(x0, b2) 6= 0 otherwise ϕ ≡ 1 which is false. Hence
ϕ′(x0; b2) > 0. From (2.9), we have (x
4ϕ′)′ < 0 for x ∈ (1, x0). So x4ϕ′(x; b2) > x40ϕ′(x0; b2) >
0 for x ∈ (1, x0). That is, ϕ′(x; b2) > 0 for x ∈ (1, x0). If x > x0, then ϕ > 1. Thus (2.9)
gives us again x4ϕ′(x; b2) > x
4
0ϕ
′(x0; b2) > 0 for x > x0. In other words, ϕ
′(x; b2) > 0 for all
x > 1 and ϕ(x; b2) > 1 whenever x > x0. This proves b2 ∈ A+ as desired.
We then show that A− is also connected. For this purpose, note that for a ∈ A−, there
is a point y1 > 1 such that ϕ
′(y1; a) = 0. Use y1(a) to denote the left-most such a point. It is
clear that 0 < ϕ(x; a) < 1 for x ∈ (1, y1(a)). In fact, since 1 is an equilibrium of the equation
in (2.9), we have ϕ(y1(a); a) 6= 1 because we have ϕ′(y1(a); a) = 0 already. If ϕ(y1(a); a) > 1,
then there is a point x1 ∈ (1, y1(a)) such that ϕ(x; a) > 1 when x ∈ (x1, y1(a)). From
the differential equation in (2.9), we get (x4ϕ′)′ > 0 for x ∈ (x1, y1(a)). So x4ϕ′(x; a) <
y41(a)ϕ
′(y1(a); a) = 0 for x ∈ (x1, y1(a)), resulting in the existence of a point y2 ∈ (1, x1) such
that ϕ′(y2; a) = 0, which is false. Thus ϕ(y1(a); a) < 1. Note also that a similar argument as
before shows that y1(a) increases with respect to a ∈ A−. Now let (b1, b2) ⊂ A−. By Lemma
2.2, we may assume
b1 ≥ ε0 (2.26)
for some ε0 > 0. It suffices to show b1 ∈ A−. In fact, taking a ∈ (b1, b2) and integrating the
differential equation in (2.9) over (1, y1(a)) and using 0 < ϕ(x; a) < 1 for x ∈ (1, y1(a)), we
have
a =
β
2
∫ y1(a)
1
x2ϕ(x; a)(1− ϕ2(x; a)) dx
<
β
2
max{ϕ(1− ϕ2) | 0 ≤ ϕ ≤ 1}
∫ y1(a)
1
x2 dx
=
β
9
√
3
(y31(a)− 1). (2.27)
In view of (2.26) and (2.27), we obtain the lower bound
y1(a) >
(
1 +
9
√
3
β
ε0
) 1
3
. (2.28)
Another by-product of the property 0 < ϕ(x; a) < 1 for x ∈ (1, y1(a)) is that ϕ′(x; a) > 0 for
x ∈ (1, y1(a)). Now set
y0 ≡ lim
a→b+
1
y1(a). (2.29)
Then (2.28) gives us y0 ∈ (1,∞). Therefore, using continuity, we get ϕ′(y0; b1) = 0. Besides,
for any x ∈ (1, y0), we have x ∈ (1, y1(a)) when a is close to b1. Thus 0 < ϕ(x; a) < 1 and
ϕ′(x; a) > 0 there. Letting a→ b+1 , we find 0 ≤ ϕ(x; b1) ≤ 1 and ϕ′(x; b1) ≥ 0 for x ∈ (1, y0).
Since 0 and 1 are equilibria of the differential equation in (2.9) and ϕ′(y0, b1) = 0, we must
have 0 < ϕ(y0; b1) < 1, which in turn implies 0 < ϕ(x; b1) < 1 for x ∈ (1, y0). Applying
8
this result in the differential equation in (2.9) again, we get x4ϕ′(x; b1) > y
4
0ϕ
′(y0; b1) = 0 for
x ∈ (1, y0) and ϕ′′(y0; b1) < 0. Hence ϕ′(x; b1) < 0 for x ∈ (y0, y0 + δ) where δ > 0 is small
enough. This establishes b1 ∈ A−.
Lemma 2.4. The set A0 has exactly one point. In other words, with the statement in Lemma
2.3 such that A− = (0, a1) and A+ = (a2,∞), we have a1 = a2 ≡ a0 so that A0 = {a0}.
Moreover, with a = a0 in (2.9), we have ϕ(x; a0)→ 1 as x→∞.
Proof. Let a ∈ A0. The definition of A0 indicates that there is some ϕ∞ ∈ (0, 1] such that
ϕ(x; a) → ϕ∞ as x → ∞. If ϕ∞ < 1, then the integral on the right-hand side of (2.10)
diverges as x → ∞. In particular, ϕ′(x; a) < 0 when x sufficiently large, which is false.
Hence we have
lim
x→∞
ϕ(x; a) = 1, a ∈ A0. (2.30)
On the other hand, in view of Lemma 2.3, there exist a1 and a2 so that 0 < a1 ≤ a2 < ∞
and A0 = [a1, a2]. We now show a1 = a2. In fact, assume otherwise a1 < a2. Then with the
notation (2.20), we see that (2.23) is valid for x1(a) =∞. Thus, for any x > 1, we have
ϕ(x; a2) = ϕ(x; a1) +
∫ a2
a1
ϕa(x; a)da
≥ ϕ(x; a1) +
∫ a2
a1
1
a
ϕ(x; a)da, x > 1. (2.31)
Letting x→∞ in (2.31) and applying (2.30), we obtain
1 ≥ 1 + ln a2
a1
, (2.32)
which is false. Thus A0 can only be a set of a single point.
We now consider asymptotic behavior of the unique solution ϕ to the two-point boundary
value problem (2.2)–(2.3).
First, in view of the shooting method solution based on the initial-value problem (2.9)
obtained in Lemmas 2.1–2.4 and the Cauchy–Kovalevskaya theorem, we see that the asymp-
totic expansion (2.4) holds. Next, with x = et, we may rewrite (2.3) as
d2ϕ
dt2
+ 3
dϕ
dt
=
β
2
ϕ(ϕ+ 1)(ϕ− 1), t = ln x, (2.33)
which indicates that, for x ≫ 1 or t ≫ 1, the equation (2.33) in ψ = ϕ − 1 assumes the
asymptotic form
d2ψ
dt2
+ 3
dψ
dt
− βψ = 0, t = lnx, (2.34)
for which the solution vanishing at infinity is given as
ψ(t) = Ce−λ0t, λ0 =
3
2
+
√(
3
2
)2
+ β, (2.35)
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where C is a constant. Consequently, we may consider a comparison function of the form
ψε(t) = Ce
−(λ0−ε)t, ε ∈ (0, λ0). (2.36)
Then ψε satisfies the equation
d2ψε
dt2
+ 3
dψε
dt
= cεψε, cε = (β + ε[3− 2λ0 + ε]) . (2.37)
Let tε > 0 be sufficiently large and ε > 0 small so that
β
2
ϕ(t)(ϕ(t) + 1) > cε, t > tε; cε > 0. (2.38)
Now set u = 1− ϕ− ψε. Then we are led from (2.33), (2.37), and (2.38) to the inequality
d2u
dt2
+ 3
du
dt
> cεu, t > tε. (2.39)
Choose C > 0 in (2.35) large enough such that u(tε) = 1−ϕ(tε)−ψε(tε) < 0. With this and
the boundary property u(t) → 0 as t → ∞ and applying the maximum principle to (2.39),
we have u(t) ≤ 0 for all t > tε. In other words, we arrive at
1− ϕ(t) ≤ C(ε)e−(λ0−ε)t, t > tε. (2.40)
Returning to the variable x = ln t, we get the estimate (2.5).
Thus, (i) and (ii) in Theorem 2.1 are established. We now prove (iii). Since the energy
functional (2.1) is not quadratic, it does not allow a direct proof that our solution obtained
in (i) and (ii) indeed minimizes the energy. Below, we pursue an indirect proof of this fact.
Lemma 2.5. The solution to the boundary value problem (2.2)–(2.3) obtained in (i) and
(ii) in Theorem 2.1 minimizes the energy (2.1) among the functions satisfying (2.2).
Proof. Let {ϕn} be a minimizing sequence of the problem
η ≡ inf{I(ϕ) |ϕ(1) = 0, ϕ(∞) = 1}. (2.41)
Assume for all n we have E(ϕn) ≤ η + 1. Then the Schwarz inequality leads to the uniform
bound
|ϕn(x)− 1| =
∣∣∣∣
∫ ∞
x
ϕ′n(y)dy
∣∣∣∣ ≤
(∫ ∞
x
1
y4
dy
) 1
2
(∫ ∞
x
y4(ϕ′n(y))
2dy
) 1
2
≤
(
η + 1
3x3
) 1
2
, (2.42)
for x > 1. Similarly, we have
|ϕn(x)| =
∣∣∣∣
∫ x
1
ϕ′n(y) dy
∣∣∣∣ ≤ ([η + 1][x− 1]) 12 , x > 1. (2.43)
For any K > 1, we see that {ϕn} is bounded in the Sobolev space W 1,2(1, K). Using
a diagonal subsequence argument, we may find a subsequence of {ϕn}, which may still be
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denoted as {ϕn}, and an element ϕ ∈ W 1,2loc(1,∞), such that ϕn → ϕ weakly in W
1,2(1, K)
for any K > 1 as n → ∞. By the compact embedding of W 1,2(1, K) into C[1, K], we have
ϕn → ϕ in C[1, K] as n→∞. Using these and Fatou’s lemma in
I(ϕn) ≥
∫ K
1
(
x4(ϕ′n)
2 +
βx2
4
(ϕ2n − 1)2
)
dx, (2.44)
we have
η ≥
∫ K
1
(
x4(ϕ′)2 +
βx2
4
(ϕ2 − 1)2
)
dx. (2.45)
Letting K →∞, we get η ≥ I(ϕ). However, by the uniform estimates (2.42) and (2.43), we
have ϕ(1) = 0 and ϕ(∞) = 1. Therefore ϕ belongs to the admissible space of the problem
(2.41). Thus I(ϕ) = η. That is, ϕ solves (2.41).
Let ϕ solve (2.41). Then the structure of the energy (2.1) indicates that the replacement
of ϕ by |ϕ| does not increase the energy. This implies that we may assume ϕ(x) ≥ 0 for all
x ≥ 1. Using ϕ(1) = 0, we get ϕ′(1) ≥ 0. On the other hand, as a critical point of the energy
(2.1), ϕ satisfies (2.3). Thus ϕ′(1) > 0 otherwise ϕ ≡ 0 because 0 is an equilibrium of (2.3).
In other words, ϕ satisfies (2.9) for some a > 0. So ϕ is the unique solution obtained in (i)
and (ii) of Theorem 2.1 as claimed in (iii).
The proof of (iv) of Theorem 2.1 will be presented in the next section.
3 Energy estimates
We now estimate the minimum energy (1.13) with ϕ be the solution of (2.2)–(2.3) obtained
in (i)–(iii) of Theorem 2.1. For this purpose, we first apply the Bogomol’nyi [7] trick to get
for I(ϕ) defined in (2.1) to be
I(ϕ) =
∫ ∞
1
((
x2ϕ′ +
√
βx
2
(ϕ2 − 1))2 −√βx3(ϕ2 − 1)ϕ′)dx
=
∫ ∞
1
(
x2ϕ′ +
√
βx
2
(ϕ2 − 1))2dx+√β ∫ ∞
1
x2(ϕ3 − 3ϕ+ 2)dx+ 2
√
β
3
≡ I1(ϕ) + I2(ϕ) + 2
√
β
3
, (3.1)
where we have used the asymptotic estimate (2.5) and the factorization ϕ3 − 3ϕ + 2 =
(ϕ− 1)2(ϕ+ 1) to get
lim
x→∞
x3(ϕ3(x)− 3ϕ(x) + 2) = 0, (3.2)
for a boundary term arising in (3.1). Since both I1(ϕ) and I2(ϕ) are positive, we derive from
(3.1) the lower bound
f(β) = I(ϕ) >
2
√
β
3
for any β > 0. (3.3)
We now derive some upper estimates for f(β). For this purpose, let ϕ(x) be a function
satisfying the boundary condition (2.2) and stays in [0, 1]. Then the reduction (3.1) still holds
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under the condition (3.2) which we will observe. In order to find a sharper upper estimate
of the minimum energy, we impose I1(ϕ) = 0 which leads to the first-order equation
x2ϕ′ +
√
βx
2
(ϕ2 − 1) = 0, x > 1, (3.4)
whose solution subject to (2.2) is
ϕ(x) =
x
√
β − 1
x
√
β + 1
, x ∈ [0,∞), (3.5)
such that (3.2) is ensured by the condition
β >
9
4
. (3.6)
Assuming (3.6), inserting (3.5) into I2(ϕ), and using the new variable y = x
√
β, we obtain
I2(ϕ) = 4
∫ ∞
1
y
3√
β
−1 3y + 1
(y + 1)3
dy ≡ σ(β). (3.7)
This integral cannot be evaluated exactly. However, noting 1
2
< y
2(3y+1)
(y+1)3
< 3 for y ∈ (1,∞)
in (3.7), we have the estimate
2
√
β
2
√
β − 3 < σ(β) <
12
√
β
2
√
β − 3 , β >
9
4
. (3.8)
Using this result in (3.1), we arrive at the upper bound
f(β) < I(ϕ) = σ(β) +
2
√
β
3
for β >
9
4
, (3.9)
where σ(β) satisfies (3.8), and here we have f(β) < I(ϕ) because now ϕ given in (3.5) is not
a solution to (2.3).
We may also rewrite (3.8) more explicitly as (2.7). Thus (iv) of Theorem 2.1 follows.
By taking other concrete trial configurations, some other upper estimates for f(β) may
be obtained without assuming (3.6). For example, we may choose
ϕ = 1− x−α, x ∈ [1,∞), α > 3
2
, (3.10)
where the restriction to α is to ensure I(ϕ) <∞, or
ϕ(x) =
x− 1
α
, 1 ≤ x ≤ α + 1; ϕ(x) = 1, x > α + 1, (3.11)
where α > 0 is arbitrary. With the former choice of the trial function, we obtain the estimate
f(β) < I(ϕ) =
β
4(4α− 3) +
α2 + β
2α− 3 −
β
3(α− 1) for any β > 0. (3.12)
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We may further minimize the right-hand side of (3.12) to get a sharper upper estimate for
f(β) which we omit here. Note that, although this estimate is cruder for large values of β
than (3.9) since it is linear in β, it complements (3.9) when β assumes smaller values.
In conclusion, we have shown that the minimization problem proposed in the study
of Bolognesi and Tong [3] for the determination of an AdS monopole wall has a unique
solution which may be obtained by finding a correct initial slope of the solution to the initial
value problem associated with the differential equation governing the Higgs profile function.
Furthermore, some estimates for the minimum energy are also obtained which may be used
to calculate the position of the monopole wall explicitly in an asymptotic large-parameter
limit, involving the Higgs mass, Higgs vacuum level, and the AdS radius of curvature.
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