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Abstract
In this paper, we deal with the existence of periodic solutions of the second order differential equations
x′′ + g(x) = p(t) with singularity. We prove that the given equation has at least one periodic solution when
g(x) has singularity at origin, G(x)(= ∫ x1 g(s) ds) satisfies
n2
4
< lim inf
x→+∞
2G(x)
x2
 lim sup
x→+∞
2G(x)
x2
<
(n + 1)2
4
for large positive x, where n 0 is an integer and G(x) tends to positive infinity as x → 0+.
© 2005 Elsevier Inc. All rights reserved.
Keywords: Duffing equation; Periodic solution; Singularity
1. Introduction
We deal with the existence of periodic solutions of the second order differential equations
x′′ + g(x) = p(t), (1.1)
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274 Z. Wang et al. / J. Math. Anal. Appl. 321 (2006) 273–285where g : R+ → R is continuous and exhibits singularity at the origin, p : R → R is continuous
and 2π -periodic.
The existence of periodic solutions of Duffing equations with singularity has been widely
studied in the literature ([1–6,11–13] and the references therein). A.C. Lazer and S. Solimini [1]
first proved that
x′′ − 1
xr
= p(t) (r  1)
has at least one 2π -periodic solution if and only if
2π∫
0
p(t) dt < 0.
After this work, M. del Pino et al. [3] studied the existence of periodic solutions of equations
x′′ + f (t, x) = 0, (1.2)
where f : R × R+ → R is continuous and 2π -periodic in the first variable and has singularity at
the origin. Assume that there exist positive constants c, c′, δ and r  1 such that
c
xr
−f (t, x) c
′
xr
(1.3)
for all t ∈ [0,2π], 0 < x < δ. Moreover, there exists an integer n 0 such that
n2
4
< lim inf
x→+∞
f (t, x)
x
 lim sup
x→+∞
f (t, x)
x
<
(n + 1)2
4
(1.4)
uniformly for t ∈ [0,2π]. From [3] we know that Eq. (1.2) has at least one 2π -periodic solution
under conditions (1.3) and (1.4).
The result in [3] was generalized in [6]. Assume that g(x) satisfies the following conditions:
(g0) lim
x→0+
g(x) = −∞,
and
(g1) n
2
4
< lim inf
x→+∞
g(x)
x
 lim sup
x→+∞
g(x)
x
<
(n + 1)2
4
(
n ∈ N ∪ {0}),
and the primitive function G(x) of g(x) satisfies
(G0) lim
x→0+
G(x) = +∞
(
G(x) =
x∫
1
g(s) ds
)
.
It was proved in [6] that Eq. (1.1) has at least one 2π -periodic solution under conditions (g0),
(G0) and (g1).
In the present paper, we continue to study the existence of periodic solutions of Eq. (1.1)
under less restrictive conditions. Assume that g(x) satisfies a semilinear condition for large x as
follows:
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x→+∞
g(x)
x
 lim sup
x→+∞
g(x)
x
< β < +∞,
and G(x) satisfies semi-quadratic condition
(G) n
2
4
< lim inf
x→+∞
2G(x)
x2
 lim sup
x→+∞
2G(x)
x2
<
(n + 1)2
4
(
n ∈ N ∪ {0}).
Condition (G) is essentially different from (g1). We can obtain a priori bound of 2π -periodic
solution of Eq. (1.1) under (g0), (G0) and (g1), but we cannot obtain the same result under (g0),
(G0) and (G). Therefore, the methods in [6] are no longer invalid under present conditions. To
overcome the difficulties owing to g(x)/x crossing λn = n2/4 (n ∈ N ∪ {0}) with n2 being the
eigenvalues of periodic boundary value problem
x′′ + λx = 0, x(0) = x(2π), x′(0) = x′(2π),
we make carefully phase plane analysis by means of time map and obtain the following theorem.
Theorem. Assume that conditions (g0), (g), (G0) and (G) hold. Then Eq. (1.1) has at least one
positive 2π -periodic solution.
In Section 4, we shall construct an example to show the application of this theorem. Through-
out this paper, we always denote by R,N the real number set and the natural number set,
respectively.
2. Several lemmas
In this paper, we will prove that Eq. (1.1) has at least one 2π -periodic solution under additional
assumption that g is locally Lipschitz continuous. From [7] we know that this requirement is not
restrictive and that our result is valid for any continuous function g.
In order to use the phase-plane analysis methods conveniently, we consider the equations
x′′ + g(x) = p(t), (2.1)
where g : (−1,+∞) → R is continuous and exhibits singularity at −1. In fact, we can take a
transformation x = 1 + u to achieve this aim. Under this transformation, Eq. (2.1) becomes
u′′ + g(1 +u) = p(t). Set gˆ(u) = g(1 +u), Gˆ(u) = ∫ u0 gˆ(s) ds. Then we have limu→−1+ gˆ(u) =
−∞ and limu→−1+ Gˆ(u) = +∞. For simplicity, from now on we assume that g satisfies the
following conditions:
(g′0) lim
x→−1+
g(x) = −∞,
and
(G′0) lim
x→−1+
G(x) = +∞
(
G(x) =
x∫
g(s) ds
)
.0
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and (G) instead of conditions (g0), (g), (G0) and (G).
Consider the system (equivalent to Eq. (2.1))
x′ = y, y′ = −g(x) + p(t). (2.2)
Denote by (x(t), y(t)) = (x(t;x0, y0), y(t;x0, y0)) the solution of (2.2) satisfying the initial
value condition
x(0;x0, y0) = x0, y(0;x0, y0) = y0.
Lemma 1. [6] Assume that conditions (g′0), (g) hold. Then every solution (x(t), y(t)) of Eq. (2.2)
is defined on the whole t-axis.
Since g is locally Lipschitz continuous, from Lemma 1 we know that (x(t), y(t)) exists
uniquely on the whole t-axis. Thus, we can define the Poincaré mapping P : (−1,+∞) × R →
R2 as follows:
P : (x0, y0) → (x1, y1) =
(
x(2π;x0, y0), y(2π;x0, y0)
)
.
Clearly, the fixed points of the mapping P correspond to the 2π -periodic solutions of Eq. (2.2).
Next, we will try to prove that P has at least one fixed point.
To depict the position of orbit (x(t), y(t)) for t ∈ [0,2π], we introduce a function
l : (−1,+∞) × R → R+,
l(x, y) = x2 + 1
(1 + x)2 + y
2.
Lemma 2. Assume that (G′0) and (g) hold. Let T be an arbitrary positive constant. Then
l(x(t), y(t)) → +∞ uniformly for t ∈ [0, T ] as l(x0, y0) → +∞.
Proof. Define V (x, y) = 12y2 + G(x). Set V (t) = V (x(t), y(t)). Then we have
V ′(t) = p(t)y(t).
Therefore, there exists a constant A > 0 such that∣∣V ′(t)∣∣ 1
2
y2(t) + A.
From (G′0) and (g) we know that there exists a constant A′ > 0 such that∣∣V ′(t)∣∣ V (t) + A′.
Hence, we get(
V (0) + A′)e−T − A′  V (t) (V (0) + A′)eT − A′, t ∈ [0, T ],
which shows that l(x(t), y(t)) → +∞ uniformly for t ∈ [0, T ] as l(x0, y0) → +∞. This com-
pletes the proof. 
From Lemma 2 we know that if l(x0, y0) is large enough, then x2(t) + y2(t) = 0, t ∈ [0, T ],
with T given in Lemma 2. This fact makes it practicable for us to take polar coordinate trans-
formation x = r cos θ , y = r sin θ when l(x0, y0) is large enough. Under this transformation,
Eq. (2.2) becomes
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dr
dt
= r sin θ cos θ − g(r cos θ) sin θ + p(t) sin θ,
dθ
dt
= − sin2 θ − 1
r
g(r cos θ) cos θ + 1
r
p(t) cos θ.
(2.3)
Denote by (r(t), θ(t)) = (r(t; r0, θ0), θ(t; r0, θ0)) the solution of Eq. (2.3) satisfying
r(0) = r0, θ(0) = θ0.
Thus we can rewrite the Poincaré mapping in the form
P : (r0, θ0) → (r1, θ1) =
(
r(2π; r0, θ0), θ(2π; r0, θ0)
)
,
with x0 = r0 cos θ0, y0 = r0 sin θ0.
Lemma 3. [6] Assume that conditions (g′0), (g) hold. Then there exists ρ0 > 0 such that for
l(x0, y0) ρ0, θ ′(t) < 0, t ∈ [0, T ].
Lemma 3 implies that θ(t) decreases strictly when l(x0, y0) is large enough. Denote by
τ(r0, θ0) the time for solution (r(t), θ(t)) to make one turn around the origin. In order to es-
timate τ(r0, θ0), we introduce the time map. Consider the autonomous differential equation
x′′ + g(x) = 0,
or its equivalent system
x′ = y, y′ = −g(x). (2.4)
The orbits of (2.4) are determined by closed curves
Γc: 12y
2 + G(x) = c,
where c is an arbitrary constant. From (G′0) and (g) we know that there exists c0 > 0 large
enough such that for c  c0, Γc is star-shaped with respect to the origin. Let d(c) be a unique
number satisfying d(c) > 0 and G(d(c)) = c for c  c0. Denote by τ(c) the time for solution
(x(t), y(t)) to move clockwise from point (0,
√
2c ) to point (0,−√2c ) along the curve Γc . Then
we have
τ(c) = √2
d(c)∫
0
ds√
c − G(s) .
τ (c) is usually called time map. Clearly, τ(c) is continuous for c large enough. For more details
about time map, one can see [8].
Next, we will estimate τ(r0, θ0) by means of the time map τ(c).
Lemma 4. Assume that (g′0), (g) and (G′0) hold. Then for any  > 0, there exists c1 > c0 such
that ∣∣τ(r0, θ0) − τ(c)∣∣ ,
where (r0 cos θ0, r0 sin θ0) ∈ Γc with c c1.
Proof. We will carry out the proof in three different cases.
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According to condition (g), it is not hard to check that π/
√
β < τ(c) < π/
√
α for c large
enough. From conditions (G′0) and (g) we know that there exists a constant M > 0 such that
2G(x) + M > 0, ∀x ∈ (−1,+∞). Set
u(t) =
√
y2(t) + 2G(x(t))+ M.
Then ∣∣u′(t)∣∣= |y(t)p(t)|√
y2(t) + 2G(x(t)) + M 
∣∣p(t)∣∣.
Let η0 be an arbitrary small positive constant. Then, for t, s ∈ [0, π√α + η0],
∣∣u(t) − u(s)∣∣ e
(
e =
π√
α
+η0∫
0
∣∣p(t)∣∣dt
)
.
Since u(0) = √2c + M , we have that
0 <
√
2c + M − e u(t)√2c + M + e, t ∈
[
0,
π√
α
+ η0
]
,
for c large enough. Recalling that G(d(c)) = c, we get√
2G(d) + M − e u(t)√2G(d) + M + e (2.5)
with d = d(c). We know from condition (g) that √2G(x) + M is increasing for x large enough
and tends to positive infinity as x → +∞. Hence, there are constants a > d > b > 0 such that√
2G(a) + M =√2G(d) + M + e, √2G(b) + M =√2G(d) + M − e > 0. (2.6)
It follows from (2.5) and (2.6) that
2
(
G(b) − G(x(t))) y2(t) 2(G(a) − G(x(t))). (2.7)
Let 0 = t0 < t1 < t2 < t3 < t4 be such that
x(t1) > 0, y(t1) = 0; x(t) 0, y(t) 0, t ∈ [t0, t1];
x(t2) = 0, y(t2) < 0; x(t) 0, y(t) 0, t ∈ [t1, t2];
x(t3) < 0, y(t3) = 0; x(t) 0, y(t) 0, t ∈ [t2, t3];
x(t4) = 0, y(t4) > 0; x(t) 0, y(t) 0, t ∈ [t3, t4].
We note that the existence of ti (i = 0,1,2,3,4) is ensured if c is large enough. In what follows,
we shall estimate t1 − t0, t2 − t1, t3 − t2, t4 − t3, respectively.
(1) At first, we deal with t1 − t0 and t2 − t1. Let tb ∈ (t0, t1) be such that x(tb) = b and
0 x(t) b, t ∈ [0, tb]. From (2.7) we have that, for t ∈ [0, tb],√
2
(
G(b) − G(x(t))) y(t)√2(G(a) − G(x(t))). (2.8)
Namely,√
2
(
G(b) − G(x(t))) x′(t)√2(G(a) − G(x(t))).
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x′(t)√
2
(
G(a) − G(x(t)))  1
x′(t)√
2
(
G(b) − G(x(t))) .
Integrating both sides of above inequality over (t0, tb) yields
b∫
0
dx√
2
(
G(a) − G(x))  tb − t0 
b∫
0
dx√
2
(
G(b) − G(x)) . (2.9)
On the other hand, from (2.6) we have that√
2G(a) + M −√2G(b) + M = 2e.
Therefore, there exists ζ ∈ (b, a) such that∣∣∣∣ g(ζ )√2G(ζ) + M
∣∣∣∣|a − b| = 2e.
Furthermore,
|a − b| = 2e
√
2G(ζ)
g2(ζ )
+ M
g2(ζ )
,
which, together with condition (g), implies that, for c large enough, there exists a constant d ′ > 0
such that |a − b| d ′. Consequently, we get
a∫
0
dx√
2(G(a) − G(x)) =
b∫
0
dx√
2(G(a) − G(x)) + o(1) (2.10)
for c → +∞. Combining (2.9) and (2.10), we obtain
a∫
0
dx√
2
(
G(a) − G(x)) + o(1) tb − t0 
b∫
0
dx√
2
(
G(b) − G(x)) .
Since |a − b| d ′ and g(x) satisfies condition (g), we know from [9] that
b∫
0
dx√
2(G(b) − G(x)) =
a∫
0
dx√
2(G(a) − G(x)) + o(1) =
d∫
0
dx√
2(G(d) − G(x)) + o(1)
for c sufficiently large. Hence,
tb − t0 =
d∫
0
dx√
2(G(d) − G(x)) + o(1).
Next, we estimate t1 − tb . Integrating y′ = −g(x(t)) + p(t) over (tb, t1), we have
−y(tb) = y(t1) − y(tb) = −
t1∫
g
(
x(t)
)
dt +
t1∫
p(t) dt. (2.11)tb tb
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y(tb)
√
2
(
G(a) − G(b)). (2.12)
Meanwhile, from condition (g) we have g(x) αx for x large enough. Then, for b large enough,
g
(
x(t)
)
 αb > L, t ∈ (tb, t1), (2.13)
with L = maxt∈R |p(t)|. According to (2.11)–(2.13), we have that
t1 − tb 
√
2(G(a) − G(b))
αb − L .
By Lagrange mean value theorem and the fact |a − b| d ′, there exists ζ ′ ∈ (b, a) such that
√
2(G(a) − G(b))
αb − L 
√
2g(ζ ′) d ′
αb − L 
√
2βad ′
αb − L 
√
2β(b + d ′)d ′
αb − L = o(1), b → +∞,
where β is given in condition (g). Therefore,
t1 − t0 =
d∫
0
dx√
2(G(d) − G(x)) + o(1) =
d(c)∫
0
dx√
2(c − G(x)) + o(1)
for b → +∞. Similarly, we have
t2 − t1 =
d(c)∫
0
dx√
2(c − G(x)) + o(1).
(2) We now deal with t3 − t2 and t4 − t3. Define
W(x,y) = 1
2
y2 + G(x) + Lx,
where L is given in step (1). Set
W(t) = W (x(t), y(t))= 1
2
y2(t) + G(x(t))+ Lx(t).
Since y(t) 0, t ∈ [t2, t3], we know
W ′(t) = y(t)y′(t) + g(x(t))x′(t) + Lx′(t) = (L + p(t))y(t) 0, t ∈ [t2, t3],
which implies that W(t) is decreasing in interval [t2, t3]. Therefore, for t ∈ [t2, t3],
1
2
y2(t) + G(x(t))+ Lx(t) 1
2
y2(t3) + G
(
x(t3)
)+ Lx(t3).
Furthermore,
y2(t) 2
(
G
(
x(t3)
)− G(x(t)))+ 2L(x(t3) − x(t)).
It follows from (g′0) that there exists ς (0 < ς < 1) such that
g(x) < −L, −1 < x < −ς.
If −1 < x(t) < −ς , then there is χ ∈ [x(t3), x(t)] such that(
G
(
x(t3)
)− G(x(t)))+ L(x(t3) − x(t))= [g(χ) + L](x(t3) − x(t))> 0.
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G
(
x(t3)
)− G(x(t))+ L(x(t3) − x(t))> 0
for c large enough. Therefore,
−x′(t) = −y(t)
√
2
(
G
(
x(t3)
)− G(x(t)))+ 2L(x(t3) − x(t)).
Hence,
− x
′(t)√
2(G(x(t3)) − G(x(t))) + 2L(x(t3) − x(t))  1.
Integrating both sides of above inequality from t2 to t3, we get
t3 − t2 
0∫
s
dx√
2(G(s) − G(x)) + 2L(s − x)
with s = x(t3). We have a claim
lim
s→−1+
0∫
s
dx√
2(G(s) − G(x)) + 2L(s − x) = 0.
To prove this claim, we take a sufficiently small constant δ > 0 and write
I1 =
s+δ∫
s
dx√
2(G(s) − G(x)) + 2L(s − x) , I2 =
0∫
s+δ
dx√
2(G(s) − G(x)) + 2L(s − x) .
If x ∈ (s, s + δ), then
G(s) − G(x) = g(ξ)(s − x) = −g(ξ)(x − s), ξ ∈ (s, x) ⊂ (s, s + δ).
Define μ(s, δ) = inf{−g(x): x ∈ (s, s + δ)}. It is easy to see that μ(s, δ) → +∞ for s → −1+,
δ → 0+ and
G(s) − G(x) μ(s, δ)(x − s)
for |1 + s|, δ small enough. Hence,
I1 
s+δ∫
s
dx√
2[μ(s, δ) − L](x − s) =
√
2δ√
μ(s, δ) − L,
which implies that I1 → 0 for s → −1+, δ → 0+. To evaluate I2, we know from (G′0) that
lim
s→−1+
(
G(s) − G(x))= +∞
uniformly for x ∈ (−1 + δ,0), where δ is a sufficiently small positive constant. Thus,
lim +
[(
G(s) − G(x))+ L(s − x)]= +∞, (2.14)s→−1
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as s → −1+. Up to now, we have finished the proof of the given claim. Therefore, t3 − t2 = o(1)
for c → +∞. To evaluate t4 − t3, we define
W˜ (x, y) = 1
2
y2 + G(x) − Lx.
Similarly, we can prove that t4 − t3 = o(1) for c → +∞.
(3) From the conclusion in (1) and (2) we obtain
τ(r0, θ0) =
√
2
d(c)∫
0
dx√
c − G(x) + o(1) = τ(c) + o(1),
for c large enough.
(II) (x(0), y(0)) = (x0, y0) ∈ Γc, x0 > 0.
Without loss of generality, we assume y0  0. The other cases can be treated similarly. Using
the same methods as in case (I), we can prove that the required time for solution (x(t), y(t))
to pass through field {(x, y): x  x0, y  0} and {(x, y): 0 x  x0, y  0} is 12τ(c) + o(1).
Therefore, we only need to prove that the time Δt for solution (x(t), y(t)) to pass through the
field
S1 =
{
(x, y): x  x0, y 
y0
x0
x,
1
2
y2 + G(x)G(a)
}
or
S2 =
{
(x, y): x  x0, 0 y 
y0
x0
x,
1
2
y2 + G(x)G(b)
}
satisfies Δt = o(1) for c large enough, where a, b are two constants given in case (I). We proceed
in three steps.
(1) 0 < x0  b. Let the ray line x = x0 intersects with curves 12y2 + G(x) = G(b) and 12y2 +
G(x) = G(a) at two points P− = (x0, y−) and P+ = (x0, y+) with 0 y− < y+. We claim that
 P+OP− = o(1), c → +∞.
In fact, we have
cos  P+OP− = (x
2
0 + y2−) + (x20 + y2+) − (y+ − y−)2
2
√
(x20 + y2−)(x20 + y2+)
= x
2
0 + y−y+√
(x20 + y2−)(x20 + y2+)

√
x20 + y2−√
x20 + y2+
=
√
x20 + y2−√
x20 + y2− + 2(G(a) − G(b))
= 1√
1 + 2(G(a)−G(b))
x20+y2−
.
From condition (g) we know that there exists a constant M0 > 0 such that
αx2 − M0  2G(x) βx2 + M0, x ∈ (−1,+∞),
which, together with 12y
2− + G(x0) = G(b), implies that there exist γ, γ ′ (0 < γ < γ ′) such that
γG(b) x20 + y2−  γ ′G(b)
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G(a) − G(b)
γ ′G(b)
 G(a) − G(b)
x20 + y2−
 G(a) − G(b)
γG(b)
.
From condition (g) and the fact |a − b| d ′ we can easily derive that
lim
b→+∞
G(a) − G(b)
G(b)
= 0.
Consequently,
lim
b→+∞
G(a) − G(b)
x20 + y2−
= 0. (2.15)
We conclude from the expression of cos  P+OP− and (2.15) that
cos  P+OP− = 1 − o(1), c → +∞,
which shows
 P+OP− = o(1), c → +∞. (2.16)
Since g(x) is semilinear for large x, there exists a constant a0 > 0 such that
θ ′(t)−a0 (2.17)
for c large enough and cos θ(t)  0. It follows from (2.16) and (2.17) that Δt = o(1) for
c → +∞.
(2) b < x0  a and the solution (x(t), y(t)) intersects with ray line x = x0, y  0 for t > 0.
Set P0 = (x0,0) and let the ray line x = x0 intersects with curve 12y2 + G(x) = G(a) at P+ =
(x0, y+). We have
cos  P+OP0 = x0√
x20 + y2+
= 1√
1 + y2+
x20
 1√
1 + 2(G(a)−G(b))
b2
= 1 − o(1), c → +∞.
As in step (1), we get that Δt = o(1) for c → +∞.
(3) b < x0  a and the solution (x(t), y(t)) does not intersect with ray line x = x0, y  0 for
t > 0. From the conclusion in the first case we know that Δt = o(1) for c → +∞.
(III) (x(0), y(0)) = (x0, y0) ∈ Γc , x0 < 0.
As in case (I), we can prove that the required time for solution (x(t), y(t)) to pass through
field {(x, y): x  0} is τ(c)+ o(1). Hence, we only need to prove that the time for (x(t), y(t)) to
go through the field {(x, y): −1 < x  0} satisfies Δt = o(1) for c → +∞. By the same methods
as in step (2) of case (I), we can get this conclusion.
Up to now, we have finished proving Lemma 4. 
Let us now denote by τm(r0, θ0) the time for solution (r(t), θ(t)) to make m turns around the
origin. Applying Lemma 4 and the methods in proving Lemma 4, we get
Lemma 5. Assume that (g′0), (g) and (G′0) hold. Then for any  > 0, there exists c2 > c0 such
that
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where (r0 cos θ0, r0 sin θ0) ∈ Γc with c c2.
Lemma 6. Assume that (G) holds. Then there exist two positive constants η, η′ with η > η′ and
two sequences {ck} and {c′k} satisfying limk→+∞ ck = +∞, limk→+∞ c′k = +∞ such that
τ(ck) < η <
2π
n
, τ(c′k) > η′ >
2π
n + 1 .
The proof can be found in [8].
3. Proof of the theorem
In this section, we will use Poincaré–Bohl theorem [10] to prove the theorem.
Proof of Theorem. From Lemma 6 and the continuity of the time map τ(c) we know that there
exists a sequence {c′′k } satisfying limk→+∞ c′′k = +∞ such that
2π
n + 1 < η
′ < τ(c′′k ) < η <
2π
n
.
Let 0 <  < min{2π − nη, (n + 1)η′ − 2π} be a sufficiently small constant. It follows from
Lemma 5 that, for k large enough,∣∣τn(r0, θ0) − nτ(c′′k )∣∣ , ∣∣τn+1(r0, θ0) − (n + 1)τ (c′′k )∣∣ 
with (r0 cos θ0, r0 sin θ0) ∈ Γc′′k . Hence, for (r0 cos θ0, r0 sin θ0) ∈ Γc′′k and k large enough,
τn(r0, θ0) < 2π, τn+1(r0, θ0) > 2π,
which, together with Lemma 3, yields
−2(n + 1)π < θ(2π, r0, θ0) − θ0 < −2nπ.
Poincaré–Bohl theorem guarantees that map P has at least one 2π -periodic solution. Conse-
quently, Eq. (2.1) has at least one 2π -periodic solution. 
4. An example
Let α ∈ ( 14 ,
√
5
8 ) be a fixed constant. Define a function g : (0,+∞) →R as follows:
g(x) = − 1
x
+ αx sin lnx + 1
2
x.
By a direct calculation, we have
G(x) = − lnx + α
5
x2(2 sin lnx − cos lnx) + 1
4
x2 + α
5
− 1
4
.
It is easy to check that g(x) satisfies conditions (g0) and (G0). Moreover, we get
lim inf
x→+∞
g(x)
x
= 1
2
− α, lim sup g(x)
x
= 1
2
+ α,x→+∞
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lim inf
x→+∞
2G(x)
x2
= 1
2
− 2
√
5
5
α, lim sup
x→+∞
2G(x)
x2
= 1
2
+ 2
√
5
5
α.
Since α ∈ ( 14 ,
√
5
8 ), we have
1
2
− α = lim inf
x→+∞
g(x)
x
<
1
4
< lim sup
x→+∞
g(x)
x
= 1
2
+ α.
Thus, the theorem in [6] is invalid to ensure the existence of periodic solutions of equation
x′′ + g(x) = p(t) with g(x) given as above. However, We are fortunate to have
1
4
<
1
2
− 2
√
5
5
α = lim inf
x→+∞
2G(x)
x2
 lim sup
x→+∞
2G(x)
x2
= 1
2
+ 2
√
5
5
α < 1.
Consequently, g(x) satisfies conditions (g0), (g), (G0) and (G). It follows from our present
theorem that equation x′′ + g(x) = p(t) has at least one 2π -periodic solution.
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