Abstract: We review our methodology for producing physically accurate potential energy functions, particularly relevant in the context of Lifson's goal of including frequency agreement as one of the criteria of a self-consistent force field. Our spectroscopically determined force field (SDFF) procedure guarantees such agreement by imposing it as an initial constraint on parameter optimization, and accomplishes this by an analytical transformation of ab initio "data" into the energy function format. After describing the elements of the SDFF protocol, we indicate its implementation to date and then discuss recent advances in our representation
INTRODUCTION
The importance of computational simulations of macromolecular structure, energetics, and dynamics in enhancing our understanding of physical properties and biological behavior of such molecules is an accepted paradigm in current scientific research. There is also a growing awareness that the success of this endeavor hinges on the ability of the potential energy functions used in the simulations to accurately reproduce the physics of these systems. As recently commented on in regard to protein structure prediction, "Despite many years of development of molecular simulation methods, attempts to refine models that are already relatively close to the native structure have met with relatively little success. The failure is likely to be due to inaccuracies in the potential functions used in the simulations . . ." 1 It is not surprising, therefore, that much effort has been devoted to achieving improved accuracy in such energy functions.
Shneior Lifson was instrumental in conceptualizing our modern approach to producing more accurate so-called molecular mechanics (MM) energy functions, doing so by requiring that they reproduce a complete range of molecular properties and by utiliz-ing least-squares optimization of energy parameters to the experimental data on these properties. In a seminal series of papers on what he termed a consistent force field (CFF), [2] [3] [4] [5] he demonstrated how such an approach led to a significant improvement in the predictive capabilities of energy functions.
One of the properties Lifson gave particular attention to in order to produce an accurate potential energy surface was vibrational frequencies. Good structure agreement is necessary but it is not a sufficient condition for good reproduction of vibrational motion. Frequencies are very sensitive to the potential function, and since they are also one of the experimentally most accurately determined properties of molecules, they are very suited for use as a measure of the quality of an energy function. Although Lifson's early potentials [2] [3] [4] led to RMS errors (for non-CH stretch frequencies) in the range of 25-40 cm Ϫ1 , rendering their spectroscopic reliability inherently suspect, subsequent efforts, 5, 6 by introducing crossterms in the bonded part of the potential, improved on this, in a few cases 6 bringing the RMS error into the respectable 5-10 cm Ϫ1 range. Many other efforts have extended and developed the CFF approach in the succeeding years, but the accurate prediction of vibrational frequencies and modes has not been their primary concern. As a result, current standard MM functions at best give RMS errors in about the same range as those of the early Lifson work. We have felt that such inadequacy inherently restricts the ultimate physical accuracy of such functions, and have therefore sought to incorporate frequency agreement as an added initial constraint in the optimization of energy function parameters. We call such a function a spectroscopically determined force field (SDFF), and find that requiring spectroscopic accuracy can also be a means of sensitively detecting needed fundamental physical components of the force field. It should be emphasized that the SDFF gives as good, if not better, structures and energies as current standard force fields, and provides far superior reproduction of vibrational frequencies. The quality of the energy function is also crucial for molecular dynamics trajectories, especially in simulations (such as protein-drug docking calculations) that rely on accurate molecule-molecule and intramolecular interactions.
In this paper we review the philosophy and methodology of the SDFF approach, describe its implementation to date on hydrocarbon systems, and briefly indicate new directions involved in extending these procedures to polar systems such as polypeptides.
SPECTROSCOPICALLY DETERMINED FORCE FIELDS

SDFF Philosophy
As mentioned above, our goal is to ensure reliable reproduction of vibrational frequencies (and eigenvectors), in addition to structures and energies, in the optimization of the MM parameters. Rather than doing this by a least-squares optimization of force constants, we have used an analytical transformation that determines the valence parameters from ab initio (i.e., quantum mechanical, QM) equilibrium structures, and Hessians, in combination with given MM nonbonded potential energies. 7, 8 If necessary, the ab initio force constants can be scaled to experimental frequencies and band assignments. The QM calculations also provide other useful "data" on the molecule. A significant advantage of using QM results is that consistent data of uniform quality are obtained for a given class of molecules. Using QM data in the construction of energy functions favors intramolecular and small cluster properties over condensed phase observables, but there need be no serious conflict regarding reproduction of such experimental data, especially if manybody interactions are properly included.
Since the SDFF procedure depends on initial knowledge of the nonbonded potential (see below), careful attention must be given to the form of this potential and to the protocol for determining the associated MM parameters. The analytical transformation can guarantee frequency agreement, but this may be at the expense of nonsensical force constants if these are uncritically taken as the average of the values in the different molecules and conformations. This would seriously limit the range of properties that can transferably be reproduced. However, inconsistencies in the valence parameters are easy to detect in the SDFF transformations and are mostly traceable to a physically inadequate description of the nonbonded interactions. This sensitivity is helpful in developing more transferable models. We expand on these issues after discussing the specific features of the SDFF methodology.
SDFF Methodology
There are four elements in the SDFF methodology. First, a form is selected for the MM potential, one that is (hopefully) inclusive enough to incorporate all the physically important contributions. In the first implementation of this approach, viz., for linear saturated hydrocarbon chains, 9 we found that a standard potential that contained more cross-terms than typically used (including internal coordinate/torsion and torsion/torsion) was sufficient to give a satisfactory accounting of vibrational frequencies as well as of structures and energies. Because of the importance of taking into account changes in the electron distribution with geometry and conformational changes, our current SDFF includes atomic dipole as well as charge and dipole flux terms and explicitly includes anharmonic contributions (which are parametrized directly from the model molecules studied; see below). Such a form of the potential is given by
where the r i are internal coordinates whose intrinsic reference values are r i0 ; the f ii , c i1 , and c i2 are the quadratic, cubic, and quartic valence force constants; and the f ij are interaction force constants for coordinates for which the potential energy has an approximately quadratic dependence (the valence parameters also include a possible conformation dependence). The torsion potential is represented by a Fourier cosine series,
where V m is the barrier to rotation of periodicity m associated with torsion angle . The MM torsion coordinate for a bond can be defined as a linear combination of some or all of the individual torsion coordinates associated with the bond. In order to guarantee orthogonality with out-of-plane coordinates associated with sp 2 bonds, we use Bell's torsion, 5, 10 i.e., ϭ
( 1 ϩ 2 ), where 1 and 2 are dihedral angles that share the central bond but have different arms. This definition, which for CAC bonds actually measures the angle between the orbitals, is crucial to properly representing the torsion potential in alkenes 11 (see below). The cross-terms that involve torsions are given by
if only one of the interacting coordinates is a torsion, and by
if both coordinates are torsions. The function g() is defined by
where 0 is the nearest intrinsic minimum of the torsion potential and m is the periodicity of the dominant term. The form of g(), obtained from the conformation dependence of ab initio interaction force constants, makes V r,tor and V tor,tor behave like standard (quadratic) cross-terms when the torsion coordinates are close to their intrinsic minima, and properly accounts for the periodicity elsewhere. This includes a sign reversal of the interaction force constant for torsion deformations larger than Ϯ/(2m).
The nonbonded potential accounts for van der Waals and electrostatic interactions by
where R ij is a vector from atom i to atom j, q i is the charge on atom i, i is the atomic dipole on atom i, 0 is the permittivity of free space, is the dielectric constant, and A i and B i are respectively the repulsive and attractive van der Waals parameters of atom i (we have found that the 9-6 form gives better results than the 12-6 form). The nonbonded potential energy is summed over all atom pairs in positions 1,4 and higher. We do not include separate terms for hydrogen bonds since we have shown that their contribution is satisfactorily accounted for by a new formulation of the relevant electrical interactions. 12 The atomic charges, q i , are taken as the sum of bond charge increments (BCIs), q i (b),
where the index b runs over all bonds that contain atom i. The BCIs can depend on the internal coordinate r j , i.e.,
where q i0 (b) is the BCI when all r j ϭ r j0 (the intrinsic equilibrium geometry) and a bj is the charge flux along bond b (attached to atom i) with respect to internal coordinate r j . For charge fluxes associated with torsion coordinates, (r j Ϫ r j0 ) is replaced by cos j . By analogy, atomic dipoles are described by
where i (b) is the dipole increment of atom i along bond b and e b is a unit vector along bond b, and the possible geometry dependence is given by
where d ij is the dipole flux on atom i with respect to coordinate r j . Polarization is not a critical component of the SDFFs for the relatively nonpolar hydrocarbons, 9, 11, 13 but it cannot be neglected for polar groups like the peptides. We have therefore sought to implement polarization, and have done so 14 as a selective combination of induced BCIs and anisotropically induced atomic dipoles. Thus, under the influence of an electric field, an induced charge
is added to the existing charge on atom i. Here the index b runs over the bonds containing atom i, ␣(b) is the bond polarizability, E p (b) is the magnitude of the electric field parallel to the bond (taken as the average of the fields at the atoms of the bond), and r b is the length of the bond b. The two atoms of a bond get induced charges that are equal in magnitude but opposite in sign. Similarly, an induced atomic dipole, (12) is added to the existing dipole on atom i. E p,i (b) and E pp,i (b) are, respectively, the parallel and perpendicular (with respect to the bond b) electric fields at atom i, and ␣ p,i (b) and ␣ pp,i (b) are the parallel and perpendicular (with respect to the bond b) atomic polarizabilities, respectively. This bond increment approach to achieve anisotropic atomic polarizability, which was first used by us for water and formaldehyde, 14 has since been applied successfully to various organic compounds. 15 Since the electric field depends on the induced charges and dipoles, and vice versa, an iterative procedure is needed to compute these quantities. A procedure is also required to avoid the "polarization catastrophe" resulting from interactions between too closely interacting induced dipoles. 16 The second element in the SDFF methodology is the ability to make a direct transformation from the spectroscopic to the MM force field. We have shown 8 that this is achieved through an analytical expression for the force constants in terms of the ab initio Hessians, Ѩ 2 V/Ѩ x ␣ Ѩ x ␤ , and the nonquadratic potential V nb (the quadratic part includes the valence and torsion terms)
where
The intrinsic geometry parameters r i0 are then given by the solution of the system of linear equations, (14) where N r is the number of internal coordinates. Since this transformation is analytic, it preserves in the SDFF the exact frequencies and structure of the scaled ab initio calculation. Although the transformation is initiated by assuming a starting set of V nb parameters (we discuss below the determination of the initial values), these can be subsequently optimized (fine tuned) in the refinement procedure, if necessary. 17 The third element is the application of the SDFF transformation to the ab initio structures and Hessians of a set of conformers of the model molecules for the macromolecular system. This also allows us to determine specific analytic forms of the possible conformation dependence of the valence terms. In the case of the saturated hydrocarbons, the set consisted of the 14 stable conformers of n-pentane and n-hexane 9, 18 plus the 7 stable conformers of isopentane, 3-methylpentane, and neopentane. 13 In the case of the olefinic hydrocarbons, 11 this consisted of 13 structures of ethene, propene, skew and syn-1-butene, trans-and cis-2-butene, and isobutene and some of their deuterated species. The nonbonded parameters are then optimized under the standard MM assumption that the intrinsic force constants ( f ii , f ij ) and intrinsic geometry parameters (r i0 ) are the same for all conformers. The relative (ab initio) conformer barriers and energies are incorporated in optimizing the torsion parameters V m .
In the final element of the procedure the set of force constants is systematically reduced, based on a predetermined limit on the frequency error, 8 since it is neither desirable nor necessary to include in V the huge number of f ij , most of which are very small and do not significantly affect the vibrational frequencies. All of these operations, as well as structure optimization, normal mode analysis, molecular dynamics, etc., are implemented in SPEAR, our molecular modeling package.
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Optimization Protocol and Nonbonded Potential
The order in which parameters are determined is important, in that correlations usually occur between them. In order to minimize these, we derive the parameters for a chosen set of model molecules in the following order: electrostatic, van der Waals (vdW), valence, and torsion. The electrostatic parameters are determined first because they can be optimized to QM electric potentials independently of all other parameters (other types do not contribute to the electric potential). Initial (but very close to final) vdW parameters are then determined by fitting to QM potential energy data of dimers or complexes of the model molecules. When the nonbonded parameters are known, the SDFF transformation 8 is used to compute valence parameters (other than torsions) by analytically transforming QM minimum energy structures and (scaled) force constants into MM force constants and intrinsic geometry parameters, simultaneously fine-tuning the vdW parameters. 17 Next, the torsion potentials are optimized using QM torsion barrier data. Finally, indeterminacy in the valence force constants, caused by local redundancies, is removed. 20 This makes it possible to slightly reoptimize (some of) the force constants to compensate for the averaging of parameters in the different conformers and for the effects of the f ij that were dropped. This sequence minimizes correlations between energy parameters and guarantees the best V nb for the transformations of Eqs. (13) and (14) .
Electrostatic Parameters. The electrostatic parameters are determined by fitting to QM electric potentials. Mathematically, the optimization to the electric potential is a linear (or when polarization is used, "almost linear") least-squares fit. Thus, initial values for the parameters do not have to be supplied, and there is no multiple minimum problem in parameter space. Our method for optimizing the parameters to the electric potential 14 is similar to other recently published methods, [21] [22] [23] but there are some important differences. The electrostatic interactions are of long range, and in order to avoid having the parameters determined solely from grid points closest to the atoms (where the electric potential is strongest), we use a weighting factor for each point equal to the distance to the nearest atom. Our method is simpler than that of others 22 because no probe molecule and no vdW potential have to be assumed. This is particularly important in our approach, since the electrostatic parameters are the first ones to be determined in a new force field.
Instead of using one of the generic schemes for generating grid points, we use GAMESS 24 to generate the points and to compute the electric potential on carefully chosen planes near or through the molecules. The planes are typically chosen to go through all symmetrically nonequivalent bonds or sites in two mutually perpendicular directions. Any number of planes necessary for a reliable determination of the parameters can be defined. Although this is less automated than the generic schemes, it is convenient for studying features of special interest in the electric potential, such as lone pairs, hydrogen bonds, and polarization. By plotting equipotential lines on these planes, it is easy to compare the ab initio equipotential lines with those produced by the optimized parameters. This gives a better picture of the quality of the fit of the electric potential than the RMS deviation alone. We have found that parameters derived using the planes are better determined (smaller correlations and error limits) than those obtained using the geodesic point selection scheme. 25 Further, because the planes are defined using internal coordinates, they rotate with the molecule, and in contrast to most other methods, our procedure is therefore completely invariant to rotation of the molecule (or the Cartesian coordinate axes).
Polarizability parameters in our method are also determined by fitting to ab initio electric potentials. In this case external electric fields covering a suitable range of magnitude and direction are applied. This differs from approaches where polarizability parameters are determined from energy properties. 26 Because there are many effects that contribute to the interaction potential energy of a system, electrostatic and polarizability models and parameters can more safely be determined from ab initio electric potentials. The above approaches make for a consistent and robust incorporation of polarizability into the description of the electrostatic component of V nb in Eq. (6).
van der Waals Parameters. The optimization of vdW parameters is nontrivial. The primary reason for this is that the problem with correlations between the parameters is even worse than in the case of the electrostatic potential. To complicate things further, the optimization is now nonlinear and therefore requires initial values for the parameters. Also, because of the nonlinearity, many different solutions are possible for the same set of parameters (multiple minima), and they can often give an equally good fit to the data. This has also been pointed out by others 27, 28 in connection with optimization to observed data.
We are using systems such as dimers and complexes to optimize the vdW parameters. We reduce the correlation problems, in distinction to other similar methods, 26 by using QM intermolecular gradients as well as energies for the model systems, and by using a multitude of different intermolecular configurations and intermonomer distances. Single point ab initio calculations are set up with the dimers in carefully chosen configurations designed to effectively probe the vdW interactions of all the atoms for which parameters are to be determined. For each configuration, the intermonomer distance and orientation are varied over a range sufficient to yield good data on both the attractive and repulsive van der Waals interactions. Since we want the ab initio energy and gradient data to reflect intermolecular interactions only, we keep each monomer geometry fixed at the equilibrium structure of the isolated molecule. We account for the basis set superposition error in the dimers and complexes by using the counterpoise correction. When the ab initio data have been obtained, the vdW parameters are determined in a fit to all of the data simultaneously. In this procedure, the previously derived electrostatic parameters, and any already known vdW parameters, are held fixed. We test for uniqueness of the parameters, and/or best fit, by starting the optimization from different sets of initial values. We also check the optimized parameters for indeterminacy by calculating their statistical uncertainties and correlations using the covariance matrix. In order to obtain the vdW parameters for the peptide group, this procedure has been implemented for N-methylacetamide (NMA) dimers, producing parameters that are consistent with our optimized electrostatic parameters. 29 As discussed above, now that V nb is available, the valence force constants and intrinsic geometry parameters are readily determined from Eqs. (13) and (14), respectively. With all other parameters determined, the torsion parameters can then be optimized to QM barrier profiles.
SDFF Advantages
There are a number of advantages to our procedurally consistent SDFF approach to refining an MM force field. By transforming a complete (i.e., ab initio) spectroscopic force field scaled to experimentally assigned bands, frequency agreement is assured at the start. In contrast to a least-squares fit, this not only directly incorporates highly accurate information (position and shape) about the minima in the potential surface, but it avoids the possibility of biasing parameters to compensate for an incomplete formulation of the valence terms in V. Correlations between valence parameters, a very serious problem in least-squares fitting, are also avoided. In addition, since the optimization can be done in a nonredundant coordinate basis, 20 the uniqueness of the force field is assured, and it is often possible to check that the MM interaction force constants are physically reasonable. Subsequent transformation to a redundant basis of choice is always possible. Also, there is a better chance of revealing the nature of specific conformation dependencies-for example, in the cross-terms-since no such dependence needs to be initially imposed on the MM force constants but can be deduced from the values obtained from many different conformers. Still another advantage is that nonphysical features in the nonbonded potential can be detected since they are likely to cause inconsistencies in the valence parameters obtained from the different molecules and conformations. Finally, accurate anharmonic contributions are obtained directly from the sampling of the varying bond lengths and angles in the different conformers. It is worth emphasizing that good reproduction of vibrational frequencies, besides being of importance for spectroscopy, is needed if one wants to compute reliable zero-point-corrected energies.
SDFF Implementation to Date
The SDFF protocol has been implemented for linear 9 and branched 13 saturated hydrocarbon chains, with excellent results. Ab initio geometries are reproduced within a few mÅ in bond lengths, within 1°in bond angles, and within 3°in torsion angles. Relative energies of conformers are reproduced with an average deviation of 0.2 kcal/mol, with discrepancies in barriers being Ͻ1 kcal/mol. For 791 non-CH stretch frequencies, the RMS deviation is ϳ 6 cm Ϫ1 with respect to ab initio and ϳ 5 cm Ϫ1 with respect to experimental frequencies. These SDFFs reproduced the most reliable experimental elastic modulus of polyethylene to ϳ 1%, 30 infrared intensities of alkanes significantly better than previous MM models, 31 and have enabled accurate zero-point-corrected energies to be calculated for the crystalline unit cells of forms I-IV syndiotactic polypropylene. 32 The SDFF results for olefinic hydrocarbon chains 11 are comparable in structures and energies, with an RMS deviation for 304 non-CH stretch frequencies of ϳ 9 cm Ϫ1 .
ADVANCES IN THE SDFF REPRESENTATION
We have noted that insisting on spectroscopic accuracy as one of the constraints on an energy function can lead to a deeper understanding of the requirements on accepted and even new terms in the force field. In this section we briefly describe aspects of our recent developments in this area, particularly as they apply to peptide systems.
Torsions Around Unsaturated Bonds
Except for an early Lifson force field, 5 our previous CFFs, 33, 34 and our current SDFF, 11 most force fields mistakenly use redundant torsion (t) and out-of-plane bend (ob) coordinates for unsaturated bonds, such as CAC bonds in alkenes and the CN bond of the peptide group. As a result, the torsion barrier and the torsion and out-of-plane bend frequencies cannot all be calculated correctly. For example, in the case of CAC the torsion barrier in ethylene is off by 14 kcal/mol 35 and the CH 2 twist frequency in isobutene is off by 63 cm Ϫ1 36 (even though the MM4 force field 35 contains t/ob and ob/ob cross-terms). The problem is specifically due to the fact that, in the redundant representation, deformation of one of the out-ofplane coordinates also registers as a torsion. This leads to incorrect vibrational frequencies because the (nonredundant) torsion force constant is much larger than the out-of-plane bend force constant: for example, based on our SDFF, 11 we find that in ethylene the (nonredundant) CAC t force constant is more than twice as large as that of CH 2 ob.
These difficulties are eliminated by using Bell's torsion, 10 which, as mentioned above, is described as the sum or average of two of the dihedral angles that share the central bond but have different arms. This coordinate measures the angle between the orbitals (in a direction perpendicular to the sp 2 -sp 2 bond) and is orthogonal to the associated out-of-plane bend coordinates. With this coordinate implemented in our alkene SDFF, 11 the deviation in the aforementioned CH 2 twist frequency of isobutene is only 5 cm Ϫ1 and in general all out-of-plane frequencies in the alkenes can be accurately reproduced using only the regular nearest-neighbor cross-terms. The torsion barrier profile, which cannot be computed simply by rotating one of the dihedral angles, is also correctly represented by using Bell's torsion. This is shown in Figure 1 , with the redundant coordinate definition used in Figure 1a , and with our nonredundant procedure 11,37 used in Figure 1b .
It is interesting that the use of Bell's torsion leads to the illumination of other properties. Colthup and Orloff 38 noticed a "carbon electronegativity effect" in substituted ethylenes-viz., that the frequency of the CH 2 ob mode decreases as the electron density of the CH 2 carbon atom increases. Since this mode is almost pure in each case, this means that the CH 2 ob force constant decreases with increasingly negative carbon charge. To see whether this is consistent with our alkene SDFF, 11 we calculated CHELPG charges for ethene, propene, and isobutene and obtained Ϫ0.245e, Ϫ0.435e, and Ϫ0.582e, respectively. This is in good agreement with our corresponding out-of-plane bend force constants of 36.6, 34.1, and 32.3 kcal/mol/rad 2 . It is unlikely that such a correlation would be evident if redundant torsion and out-of-plane bend coordinates were used.
Similar considerations apply to the peptide group. For example, in Ref. 39 , using redundant coordinates, the CN t frequency in NMA was off by 140 cm Ϫ1 and the "amino inversion" frequency was off by 22 cm in NMA, by 100 cm Ϫ1 in N-methylformamide, and by 293 cm Ϫ1 in formamide. The difference in nonredundant force constants in NMA is even larger than in ethylene, the CN t force constant being more than nine times larger than the NH ob force constant. And the (ab initio) torsion barrier profile that results from the (redundant) rotation about the main chain CCNC angle of NMA (Figure 2a ) is very different from the proper profile obtained using Bell's torsion coordinate (Figure 2b ). The frequency discrepancies are also eliminated by this procedure (see below).
NH Out-of-Plane Bend
The use of nonredundant torsion and out-of-plane bend coordinates and the requirement of frequency accuracy has led us to a more detailed study of the interrelated behavior of these terms in the potential energy function. 40 In current force fields it is assumed that the NH ob coordinate is intrinsically planar, so its reference value is set to zero. This is undoubtedly correct as long as the CN t coordinate is also planar, with the peptide group resonance at its maximum. However, our results 40 indicate that, for nonplanar values of the CN t coordinate, the reference value of the NH ob angle should not be zero but should vary with the torsion angle. The ab initio [MP2/6-31ϩϩG(d,p)] NH ob potential energy in NMA for two different values of CN t is shown in Figure 3 . This dependence will not only be important in obtaining accurate frequencies but can be expected to influence molecular dynamics simulations, which in turn, through the dynamics of the NH bond vector, could be important in the interpretation of NMR spectra. 41 In connection with these studies, we noticed that there are large charge fluxes associated with the NH ob deformation in NMA, 40 the largest charge variation occurring on the N atom. This effect, which is ϳ 25% when the out-of-plane angle varies between 0°a nd 45°, is shown in Figure 4 . Since such deformation requires relatively little energy, this charge variation should be included in simulations if they are to be realistic, particularly in view of the importance of the peptide group electrostatic interactions in determining the structures of proteins. The effect is not an artifact of the particular method used to optimize potential derived charges. This is clearly shown by the fact that very similar results are obtained with three different methods: CHELPG, 42 the geodesic point selection scheme, 25 and our "planes through the molecule" method. 14, 29 Nor can the effect be explained by polarization through the electric field, which we have implemented.
14 The only way to account for the charge variation is to have the charges depend explicitly on the out-of-plane bend coordinate. 
SDFF for the Peptide Group
Pursuant to our goal of producing an SDFF for the polypeptide chain, we have derived an intermediate SDFF for the peptide group of NMA. This force field uses our published fixed atomic point charge model, 29 the recently derived vdW parameters for NMA, 43 and the SDFF-transformed HF/6-31ϩG(d) scaled 44 force constants, geometry, and dipole derivatives. In Table  I the MM vibrational frequencies are compared with the (scaled) ab initio and observed [45] [46] [47] results. The SDFF valence parameters were obtained directly by the analytical transformation. For each CH 3 group, the parameters that are topologically identical (e.g., the three NCH bend force constants) were averaged, and the peptide CN and the CH 3 cosine torsion potentials were constructed to be in agreement with the torsion force constants and equilibrium geometries given by the transformation. No least-squares fitting of valence parameters to frequencies or geometries was done. Charge flux and internal coordinate dipole flux parameters compatible with our previous model for calculating ir intensities 31 were obtained by optimization to the ab initio dipole derivatives (although they were not included in the energy function). The SDFF and ab initio intensities are compared in Figure 5 , in which the bands are Lorentzians plotted with a 10 cm Ϫ1 half-width for all lines.
The results are very satisfactory. The ab initio geometry is reproduced to RMS errors of 0.9 mÅ in bond lengths, 0.5°in bond angles, 1.0°in torsion angles, and 0.1°in out-of-plane angles. The frequency agreement is equally good, with an RMS error of 8.5 cm
Ϫ1
. The agreement would be much better if not for the large discrepancies in the modes at 1120 (28 cm
) and 1264 (20 cm Ϫ1 ), which are due to the present averaging of force constants associated with each CH 3 group. This is seen from the fact that the errors disappear if the exact truncated force field is used, i.e., a force field in which all the included force constants are allowed to retain their initial SDFFtransformed values. The inclusion of charge fluxes in the frequency calculation may cure this problem, or it may be necessary to implement explicit conformation dependence for the affected force constants. Finally, the reproduction of ir intensities is excellent, showing that the SDFF provides a faithful reproduction of eigenvectors.
CONCLUSIONS
As we have observed, Lifson made an effort to "combine conformational analysis and vibrational analysis into a united self-consistent procedure," 2 a goal that has not been sought by most subsequent developers of energy functions and their parameters. A reason often given for avoiding this approach is that the (mainly "higher") frequencies are not crucial for understanding the important low-frequency motions that govern macromolecular properties in general and biological properties in particular. Lifson's philosophy, and one that we promote in our SDFF procedure, is that, for many reasons, this point of view is not fruitful in leading to the development of a physically reliable energy function, i.e., one that is "an empirical representation of the Born-Oppenheimer approximation." 2 In fact, the goal of the SDFF methodology is to reproduce this approximation in its exact sense, as represented by ab initio-calculated molecular "data," leaving for molecular dynamics (or Monte Carlo) simulations the calculation of most condensed phase properties.
As developed in its theoretical formulation, 7, 8 and reviewed briefly in this paper, the SDFF method achieves this result by requiring consistency in the parameter set and frequency agreement as an initial constraint, together with structure and energy agreement. In the optimization of the potential energy function (form and parameters), this is accomplished by an exact analytical transformation of ab initio "data" into the molecular mechanics format. We have shown that this protocol also provides a very sensitive means to elucidate basic physical components of the energy function, and our studies have included in this respect the use of Bell's torsion for unsaturated bonds, 11 the representation of polarization, 14, 29 the necessity of incorporating charge fluxes, 31, 40 the existence of a nonplanar intrinsic NH out-of-plane bend angle for nonplanar peptide CN torsion angles, 40 and a new description of hydrogen-bond formation. 12 The resulting SDFFs obtained thus far for saturated and unsaturated hydrocarbons 9, 11, 13 give excellent re-production of the ab initio structures, energies, and vibrations: bond lengths to a few mÅ, bond angles to ϳ 1°, torsion angles to ϳ 3°, relative energies to a few tenths of a kcal/mol, energy barriers to Ͻ1 kcal/mol, and frequencies to RMS deviations (for non-CH stretch modes) of 5-10 cm Ϫ1 . Preliminary to a full SDFF for the polypeptide chain, the results for NMA are comparable, with an RMS frequency deviation of 8.5 cm Ϫ1 and excellent reproduction of the ab initio ir intensities.
The SDFF methodology is an extension and elaboration of the Lifson vision of energy function development and parameter optimization, and provides a consistent and robust route to a classical representation of a quantum-mechanical potential energy surface.
Note Added in Proof:
In connection with the summing of nonbonded interactions over all atom pairs in positions 1,4 and higher (see Eq. 6), we noted that it is important that there be no unbalanced charges in the summation of Coulomb interactions, since this results in unphysical electrostatic energies. We have developed a simple method for avoiding this problem (K. Palmo, B. Mannfors, and S. Krimm, Chem. Phys. Lett., submitted), which also leads to more reasonable and transferable torsion potentials.
