Compressive sensing has been studied and applied in structural health monitoring for data acquisition and reconstruction, wireless data transmission, structural modal identification, and spare damage identification. The key issue in compressive sensing is finding the optimal solution for sparse optimization. In the past several years, many algorithms have been proposed in the field of applied mathematics. In this article, we propose a machine learning-based approach to solve the compressive-sensing datareconstruction problem. By treating a computation process as a data flow, the solving process of compressive sensing-based data reconstruction is formalized into a standard supervised-learning task. The prior knowledge, i.e. the basis matrix and the compressive sensing-sampled signals, is used as the input and the target of the network; the basis coefficient matrix is embedded as the parameters of a certain layer; and the objective function of conventional compressive sensing is set as the loss function of the network. Regularized by l 1 -norm, these basis coefficients are optimized to reduce the error between the original compressive sensing-sampled signals and the masked reconstructed signals with a common optimization algorithm. In addition, the proposed network is able to handle complex bases, such as a Fourier basis. Benefiting from the nature of a multi-neuron layer, multiple signal channels can be reconstructed simultaneously. Meanwhile, the disassembled use of a large-scale basis makes the method memory-efficient. A numerical example of multiple sinusoidal waves and an example of field-test wireless data from a suspension bridge are carried out to illustrate the data-reconstruction ability of the proposed approach. The results show that high reconstruction accuracy can be obtained by the machine learning-based approach. In addition, the parameters of the network have clear meanings; the inference of the mapping between input and output is fully transparent, making the compressivesensing data-reconstruction neural network interpretable.
Introduction
Structural health monitoring (SHM) is a technology used to maintain the safety of structures that have been widely used in aerospace, civil, and mechanical engineering. [1] [2] [3] [4] [5] [6] [7] [8] Generally, a SHM system consists of various sensors, a data-acquisition and data-transmission system, data analysis and modeling, structural health diagnosis (including data processing, data mining, damage detection, model updating, safety evaluation, and reliability analysis), alarming devices, a visualization user interface, and software as well as an operating system. 7 Data acquisition is the fundamental part in a SHM system. Traditional data acquisition must obey the Nyquist-Shannon sampling theorem, which requires a signal to be sampled at least two times at the highest frequency in the signal. Thus, the amount of data collected by the SHM system will be huge. Compressive sensing (CS), also known as compressive sampling as proposed by Donoho and Candes, provides a new sampling theory for signals with sparse features in a certain domain. 9, 10 The signal is randomly collected, the size of which is much smaller than that recorded following the Nyquist-Shannon sampling theorem. Then, the original signal then can be exactly reconstructed with sparse optimization algorithms. 9, 10 In CS theory, the raw signal y 2 R n can be sampled using a linear measurement,
where F denotes a measurement matrix or sampling operator in an m3n matrix,y S is the sampled signal vector, and e is the measurement noise.
As F is an m3n matrix with m\\n, the problem of reconstructing the signal x is ill-posed. However, CS theory proved that if the signal x is sparse (i.e. the signal has a sparse representation in some basis C or a redundant dictionary D,y = Cx or y = Dx) and the F satisfies the restrictive isometry property (RIP), then the coefficient a can be reconstructed by the l 1 optimization problem: y = FCx + e = Yx + e:
where e is the bound on the level of the measurement error, e k k 2 <e. Many algorithms have been proposed to solve the optimization problem of equation (2), such as basic pursuit (BP), 11 gradient projection for sparse reconstruction (GPSR), 12 l 1 regularized least squares (l 1 2l s ), 13 fixed-point continuation 14 (FPC) and the FPC active set 15 (FPC-AS), split Bregman, 16 the fast iterative shrinkage-thresholding algorithm, 17 sparse reconstruction by separable approximation (SpaRSA), 18 NESTA (Nesterov's algorithm), 19 the Bayesian methods, 20 and the group least absolute shrinkage and selection operator (LASSO). 21 CS has been widely used in many fields, including consumer camera imaging, 22, 23 medical magnetic resonance imaging, 13 remote sensing, 24 seismic exploration, 25 and communications, especially for wireless sensor networks (WSN). 26, 27 In SHM, the applications of CS theory have also been investigated in structural vibration data acquisition, 28 wireless data transmission and lost data recovery, [29] [30] [31] [32] [33] [34] structural modal identification, 35, 36 structural sparse damage identification, [37] [38] [39] [40] [41] [42] and sparse heavy-vehicle-loads identification of longspan bridges. 43 As mentioned above, the nature of CS is to solve an ill-posed inverse problem. By constructing an efficient objective function and regularization, the original data can be reconstructed by iterative optimization procedures. The recent advanced deep-learning techniques, as iterative methods, are naturally exploited to solve illposed inverse problems, especially in imaging, including image reconstruction, [44] [45] [46] super resolution, [47] [48] [49] image denoising and inpainting, 48, 49 and image colorization. 50, 51 The state-of-the-art performance of the abovelisted deep neural networks (DNNs) is mainly accomplished by a large-scale data-driven strategy; meanwhile, the inner workings of the DNNs continue to be difficult to understand and interpret. More recently, several works have been devoted to incorporate machine-learning techniques and domain prior knowledge, 44, 46, 52 which not only accomplished superior performance for inverse problem solving but also have interpretable inner mechanisms. To date, little effort has been made to develop the hybrid strategy outside the field of image processing and computer vision. In this article, by treating a computation process as a data flow, 53 we formalize the CS problem into a standard supervised-learning task for time-series signal reconstruction. We design a fully transparent neural network embedded with l 1 regularization. Unlike conventional black-box neural networks, the parameters of the network are interpretable with clear meaning; the inference of the mapping between input and output is fully transparent; and the large-scale basis matrix is distributedly used, which makes the method memory-efficient. In addition, the proposed network is able to handle complex bases, such as a Fourier basis. Benefiting from the multi-neuron layer, multiple channels of a signal can be reconstructed simultaneously.
The rest of the article is organized as follows. The formalization of CS into a machine-learning task is explained in ''Formalizing CS into a machine-learning task'' section. Detailed architecture of the network and mathematics are given in ''Construction of the novel CS-embedded neural network'' section. For method validation, a numerical example using synthetic signals is presented and discussed in ''Examples using simple synthetic signals'' section, followed by another example using extensive field-test wireless data in ''Examples using field-test wireless data of a long-span bridge'' section. A comparative study with the classical l 1 method is given in ''Comparative study'' section. Finally, discussion and conclusions are drawn in ''Discussion and conclusions'' section.
Machine-learning approach for CS data reconstruction
Formalizing CS into a machine-learning task Suppose there are K sensors (channels) implemented on a structure. Each channel of the sensors is sampled N points uniformly in duration T, i.e. the sampling frequency, is f s = N =T . Collecting all the data, we obtain an N3K matrix U,
where u nk is the data measured by the kth sensor at time t n . Then, let P denote a masking matrix to random sample of the original signals U via element-wise multiplication, in which all elements inside are either 0 or 1 in the Bernoulli distribution with sampling ratio g (equation (4)). The sampled signal matrix Y is then Y = P U, where denoting the Hadamard product. The problem is how to calculate the original signal matrix U from the given signal matrix Y:
As mentioned above, CS is an ill-posed inverse problem with a general representation like equation (5) . When facing multiple signals simultaneously, which is commonly encountered, the CS problem of equation (2) can be represented based on ''simultaneous sparsity'' 54, 55 or ''joint sparsity'' 56 in different areas as follows:
where X is the basis coefficient matrix of N points and K channels, C the basis matrix, and e the error. The basis coefficient matrix X is reconstructed by solving the following optimization problem: 33
whereX is the possible solution of the Fourier coefficients matrix and m is the penalty weight. Once the optimal solution X rec is obtained, the reconstructed signal matrix is given by
It is shown that the form of equation (6) is equivalent to the loss function of a regression task with regularization of parameters in the context of machine learning. Figure 1 (a) illustrates the mind map of formalizing CS into a supervised-learning task. One can consider the prior knowledge, i.e. the basis matrix and the CS-sampled signals as input and output, respectively; each row of them constitutes a pair of samples as shown in Figure 1 (b). The basis coefficient matrix and masking matrix are embedded into a machine neural network as weights and neurons, respectively. Then, the computation process of conventional CS is constructed as the feed-forward of the network. Different from a regular black-box neural network, the proposed network for data reconstruction is prior-knowledge-embedded and interpretable for each layer. Mathematics and examples of the network are given in the following subsections.
Construction of the novel CS-embedded neural network
As shown in Figure 2 , the proposed network consists of four modules: input, basis coefficients solving, masking, and output. In the first module, the basis matrix C acts as the input, and each row of the basis matrix is a training sample. For example, a basis matrix C of dimension 102431024 will generate 1024 samples, and the size of each sample is 131024. Note that the proposed network is able to handle complex bases, such as a Fourier basis. The real and imaginary parts of the basis are input into the network separately. If the basis matrix is real, then the imaginary-part inputs are all zero. If a complex basis is used, then before computation, the real signals as the outputs are simply converted into complex values with the zero-value imaginary part. Meanwhile, the disassembled use of the large-scale basis makes the method memory-efficient because there is no need to load the basis matrix into memory all at once.
Accordingly, the basis coefficient matrix X is written as follows:
In the basis-coefficients-solving module, the real and the imaginary parts of the basis coefficients are embedded as two sets of weights between the input layer and the first hidden layer, which are expressed in red and green, respectively, in Figure 2 . For the first hidden layer, the activation function of each neuron is simply the linear function f (x) = x, which is omitted in the following equations. Note that there is a set of mirrors of X real and X imag for the complex operation. The architecture of the basis-coefficients-solving layer is determined by the complex algorithm as follows:
The masking module is designed to sample the reconstructed signal matrixÛ by P as follows:
whereŶ denotes the masked reconstructed signals. In real-world applications, the masking matrices embedded in the transmitter and the receiver are identical. Then, in the output layer, the target is the given signals Y.
To summarize the architecture of the constructed neural network in Figure 2 , treated as a computation graph, the network has five layers, which are the input layer for inputting basis matrix by row; the interlayer for complex operation, which has four components in Figure 2 ; the reconstruction layer for generatingÛ real andÛ imag ; the masking layer; and the output layer for outputting masked reconstructed signalsŶ real and Y imag . The above layers, except for masking layer, are all paired for complex number. The node number of each hidden layer is adaptively adjusted according to the node number of the input layer and the channel number. For example, assume a complex basis matrix of dimension 102431024, and the channel number of signals is six, then the input layer is of 1024 nodes; the interlayer for complex operation is of six nodes for each component; the reconstruction layer, the masking layer, and the output layer are also of six nodes, respectively.
The loss function of the network is twofold: one is the mean square error (MSE) that measures the error between the masked reconstructed signalsŶ and the actual sampled signals Y; another is the l 1 regularizer that applies penalties on the weights X real and X imag during optimization. The loss function is given as
where the lower-case variables denote the elements of corresponding matrix. So far, the feed-forward procedure has been established. In this work, we use the Adam 57 algorithm (equation (17)) to optimize the random initialized basis coefficients due to its superior convergence performance by combining stochastic gradient descent with momentum 58 (SGDM) and rootmean-square propagation 59 
where X refers to both X real and X imag for simplicity, t denotes the step of iteration, u (t) X is the gradient with momentum of X, v (t) X the gradient with second momentum of X, r X L (t) the gradient of L (t) with respect to X, and b 1 and b 2 are the respective hyperparameters used to weight the momentum and second momentum terms.
Once we obtain the reconstructed signals, the reconstruction error between the original and the reconstructed signals is calculated by
where j j col denotes column-wise operation, i.e. the norm is separately calculated for each channel; therefore, the reconstruction error j is a row vector of dimension 13K.
In this article, the neural network is used as a solver for sparse optimization, which is not quite the same as a typical supervised-learning task. The solving process is exactly a regular training process. Once the reconstruction error is satisfactory enough, the solving process completes. Each reconstruction of a signal matrix is an independent training of a newly random initialized neural network, which is no need for an extra training set. Note that the conventional subsequent process, validation, and testing are not involved in the problem.
Examples

Examples using simple synthetic signals
To validate the performance of the proposed CSembedded network for data reconstruction, numerical simulations were conducted on multiple sinusoidal waves. First, five sinusoidal waves of frequency 10, 20, 30, 40, and 50 Hz were generated at a sampling frequency f s = 400Hz; then, a superposed wave was synthesized from the first five waves by linear superposition. All six waves were sampled at g = 0:2 by the masking module of the network; therefore, the equivalent sampling frequency is 80 Hz, which is already lower than twice the maximum predominant frequency (50 Hz) of signals 5 and 6, thus breaking the Nyquist-Shannon sampling theorem. The specific expressions of each simulated signal are given in equation (19) . A Fourier-basis matrix of dimension 204832048 is used as the input; correspondingly, the original signal matrix is split into four matrices of dimension 204836 (i.e. 5.12 s in duration) as the targets:
The comparison results in Figure 3 show that although the sampled points are quite sparse, all six signals are well reconstructed both in the time and in the frequency domains. Note that the reconstructed signals have imaginary parts less than 1e-10, which are extremely small and omitted in the scene. Signals 5 and 6 even achieved better reconstruction compared with the other signal channels. Moreover, without any constraints except for l 1 -norm minimization for X, in Figure 4 , the real and imaginary parts of the reconstructed basis coefficients show the fine characteristics of even and odd symmetry, respectively, which agree on the nature of the Fourier basis.
Examples using field-test wireless data of a long-span bridge
Next, we used more complex data collected from a field test on Xiamen Haicang Bridge to evaluate the performance of the proposed approach. As shown in Figure  5(a) , the bridge is a steel-box-girder suspension bridge with a span distribution of 230 m + 648 m + 230 m, two towers with a height of 140 m, and a bridge deck 32 m wide. To avoid disturbing the normal traffic, the test was carried out at midnight. The test schemes are shown in Figure 6 . Specifically, the tests were repeated nine times and tested a total of 62 test points. Test 1 had seven test points (nos. 1-6 and no. 26); wireless sensors were placed on the seven test points to measure the vibration data. The time duration of each test was 20 min. After test 1 was finished, the wireless sensors were moved for test 2, which also included seven test points (nos. 7-12 and no. 26) . Considering the effective wireless-data-transmission distances, test point no. 26 was selected as the reference point for all nine tests. Tests 3 to 9 were conducted in the same way. The field test used nine commercial wireless velocity sensors as shown in Figure 5 (b); the sampling frequency for data acquisition was 100 Hz.
We simulate the CS-sampling procedure at nine different sampling ratios ranging from 10% to 50% in steps of 5% for all 62 points. The length of the signal slice and the dimension of the basis matrix are both set to 2048. Table 1 lists the schedule of parameters during optimization. It is found that the real part of the signal is slower to converge in the optimization procedures, so the loss weight pair is introduced in the output layer to magnify the loss individually, which mainly speeds up the training of the real part. Figures 7 and 8 demonstrate the typical signal-reconstruction process (test 2, point 26, g = 0:3). Specifically, Figure 7 visualizes the reconstructed time response at epochs 100, 150, 200, 400, and 600. It is shown that the reconstructed response remains almost zero after 100 epochs of training; then, it gradually converges to the original. Figure  8 shows the loss history of X real and X imag , as well as the evolution of the shapes of X real and X imag . Nine grouped test results in Figure 9 show the consistent decrease of reconstruction error as the sampling ratio increases from 10% to 50% in steps of 5%. At a sampling ratio of 0.3, the best reconstruction appears at test 6, channel 7, which achieves an error of only 0.0474; meanwhile, the reconstruction errors of other signals are approximately 0.1; at a sampling ratio of 0.5, again, channel 7 of test 6 accomplishes the minimal reconstruction error of 0.0196; other signals are reconstructed with errors ranging approximately between 0.05 and 0.1.
Comparative study
The classical l 1 method 60 is used to compare the performance of the proposed machine-learning approach for CS data reconstruction. Likewise, the length of the signal slice is set to 2048. Figure 10 illustrates the reconstruction errors of the nine signals in test 6 (nos. 37-44, and no. . It shows that, generally, the l 1 method performs better at the sampling ratio 0.1; then the CSembedded network achieves higher accuracy with an increasing gap. For the all 71 signals in nine tests, among two methods, the CS-embedded network achieves the lowest reconstruction error of 1.96% at signal no. 43 with a sampling ratio of 0.5. For comparison, the best result of the l 1 method is 8.23% at signal no. 42 with a sampling ratio of 0.5. In most of the cases, the CS-embedded network can obtain higher accuracy than the classical l 1 method; more importantly, the main contribution of the proposed approach is to provide a novel way that incorporates prior knowledge into machine-learning techniques.
Discussion and conclusions
In this article, we proposed a novel neural network approach to solve the CS data-reconstruction problem. The prior knowledge, i.e. the Fourier-basis matrix and CS-sampled signals, is used as the input and the target of the network; the coefficient matrix is embedded as the parameters of a certain layer; and the objective function of conventional CS is set as the loss function of the network. Regularized by l 1 -norm, these basis coefficients are optimized to reduce the error between the original CS-sampled signals and masked reconstructed signals with a common gradient-descent optimization algorithm. Multiple signal channels can be reconstructed simultaneously. Validations using numerical data and field-test data show that data can be well reconstructed with low sampling ratio. Along with the generally better accuracy than the classical l 1 method, the main contribution of the proposed approach is to provide a novel way that incorporates prior knowledge into machine-learning techniques. Although the neural network-based approach was used only to reconstruct the time-series SHM data, it is an open architecture for other conventional optimization problems. Essentially, a neural network can be considered as a computation graph, in which other objective functions or regularizations can be mapped into as elements such as nodes or weights. The integration of classical optimization problems and machine-learning techniques not only enables neural networks to be used to solve conventional optimization, but also makes the neural network interpretable and more trustworthy for users, which promotes the incorporation of machine-learning techniques into processes with well-grounded rationales or critical outputs.
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