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Abstract 
This thesis describes the development and application of multidimensional fluorescence imaging 
to signalling events at the Natural Killer cell immunological synapse. The primary techniques used in 
this work are intensity imaging, ratiometric spectral fluorescence imaging and fluorescence lifetime 
imaging, which have been applied to live and fixed cells. 
It is shown that although protein accumulation at the immunological synapse can simply be 
determined by intensity imaging, the presence of protein does not indicate that signalling events are 
occuring. Signalling at the inhibitory synapse as determined by KIR2DL1 receptor phosphorylation is 
imaged by means of confocal FLIM. The resolution achievable using this technique is then improved 
upon by the use of optical tweezers for cell reorientation. 
A comparison of the sectioning abilities of single point confocal and multiphoton microscopy 
with multipoint spinning disk based systems is made and a means of achieving an increased rate of 
imaging for the gold standard of FLIM methods, TCSPC FLIM, is proposed. 
The proposed multifocal multiphoton TCSPC FLIM system is first simulated and then 
implemented, with a comparison to widefield time-gated FLIM being carried out. The system is then 
used to image test samples, and to acquire cell-level metabolic information with the highest time 
resolution achieved to date via autofluorescence imaging of NADH. 
Membrane order at activating and inhibitory NK cell immunological synapses is examined by 
means of ratiometric imaging of a lipid phase-sensitive dye, and software is developed for the analysis 
of NK cell spreading patterns, and this software was used to demonstrate that the spreading behaviour 
of NK cells is affected by the type ofligands encountered in terms of the symmetry and dynamics of 
spreading. 
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1 Introduction 
Fluorescence imaging is an ubiquitous tool in the life sciences.  The development of genetically 
expressed fluorophores and developments in laser and imaging technology have driven a renaissance 
in fluorescence microscopy with techniques such as confocal and multiphoton microscopy, 
multispectral and Fluorescence Lifetime Imaging Microscopy [FLIM] and Förster Resonant Energy 
Transfer [FRET] providing unprecedented opportunities to study spatio-temporal aspects of molecular 
biology. For biomedicine, the ability to map specific proteins and protein interactions provides 
opportunities to study cell signalling and other processes that underlie the basic mechanisms of 
disease.  The research reported in this thesis concerns the development and application of 
instrumentation for fluorescence microscopy to image cellular signalling with a particular emphasis 
on the Immunological Synapse [IS] – the interface between white blood cells such as Natural Killer 
[NK] cells and the target cells being interrogated. 
Chapter 2 is intended to provide an introduction to fluorescence and microscopy, beginning with 
a review of the properties of various fluorophores (both intrinsic and extrinsic to biological samples) 
and a discussion of how fluorescence can be used to obtain information concerning the location, 
environment and conformation of biologically interesting molecules. There follows a review of the 
fluorescence microscopy methods and techniques, including confocal and multiphoton microscopy, 
Total Internal Reflection Fluorescence [TIRF] microscopy and FLIM and FRET, that permit such 
information to be obtained.   
Chapter 3 gives an introduction to the cell biology that provides the context for the work reported 
in this thesis, with a focus on the cellular components that are of interest to this work, primarily the 
plasma membrane and some of the proteins that localise there. The immune system is then briefly 
discussed and the role that NK cells play in it is described in more detail, particularly with respect to 
the means by which they are able to discriminate between targets that should be killed and those that 
should be left alone.   
Chapter 4 reports the experimental application of laser scanning confocal microscopy and FLIM 
by Time Correlated Single Photon Counting [TCSPC] to image phosphorylation of the KIR2DL1 
receptor at NK cell inhibitory immunological synapses between fixed cells and also describes an 
important refinement of this approach that utilises optical tweezers to permit FLIM imaging of the IS 
with significantly improved spatial and temporal resolution.  Experiments to image the distribution of 
the protein Lck (an interaction partner of KIR2DL1) at the IS using laser scanning confocal 
microscopy are also described.   
Chapter 5 presents a discussion of the limitations of single point laser scanning microscopy 
together with an experimental comparison of single point and parallelised (multipoint) confocal 
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microscopy implemented using a number of spinning disk based microscope systems. A quantitative 
assessment of the sectioning capabilities of these microscopes is presented, which is particularly 
relevant to imaging studies of the IS, which inherently requires the imaging of cells in three 
dimensions.  A means of achieving an increased rate of imaging for TCSPC FLIM imaging (with 
TCSPC being the gold standard of FLIM methods) is then proposed. 
Chapter 6 presents the design, construction and characterisation of a novel multifocal 
multiphoton [MM] FLIM microscope utilising TCSPC detection, which likely represents the most 
promising approach for extended 3-D FLIM of live cells where TCSPC is necessary. The performance 
of this system is simulated for comparison with a single point system. The construction of the system 
is then described and it is examined in terms of its spatial resolution and accuracy of fluorescence 
lifetime determination, with its performance being compared to a wide-field detection scheme using 
equivalent illumination. The application of this new microscope to test samples and live cells 
expressing fluorescent proteins is described, followed by the demonstration of time-lapse MM TCSPC 
FLIM to monitor cellular metabolism via NADH [Nicotinamide Adenine Dinucleotide] 
autofluorescence with the highest time resolution achieved to date.   
Chapter 7 concerns the imaging of membrane order at the IS by means of a lipid phase sensitive 
dye, di-4-ANEPPDHQ, that changes its fluorescence emission properties according to the degree of 
order of the membrane lipid bilayer.  Increased lipid order is associated with the presence of “lipid 
rafts” that are thought to be involved with intercellular signalling.   These experiments aimed to study 
dynamics on a timescales too fast for FLIM – even using the multibeam multiphoton microscope of 
Chapter 6 - and so were undertaken using multispectral laser scanning confocal microscopy to image 
the IS between live NK cells and target B cells. Multispectral TIRF was carried out to image an 
“artificial” IS between NK cells and slides coated with antibodies that stimulate activating and 
inhibitory NK cell receptors, permitting the effect of activating and inhibitory signalling processes on 
raft dynamics to be examined.  Also reported in this chapter is the development and application of a 
software tool for related experiments examining cell spreading responses to activating and inhibitory 
stimuli, in light of the responses obtained from the “artificial synapse” experiments.   
The development of software tools has been an important component of the work reported here 
and this is described in the relevant chapters.  In particular, programs were developed for the control 
of the data acquisition and analysis for the multifocal multiphoton microscope reported in Chapter 6, 
as well as for the simulation of its detection electronics.  For the lipid phase sensitive dye experiments 
reported in Chapter 7, software tools were developed for the registration of images and the 
determination of generalised polarisation values, as well as for the examination of cell spreading with 
angular specificity. 
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 Chapter 8 summarises the work reported in this thesis and outlines suggestions for future work to 
further improve both the spatial and temporal resolution at which it is possible to image cell-cell 
interactions using FLIM and FRET. 
 
In summary, this thesis introduces fluorescence microscopy and the cell biology associated with 
the immunological synapse to provide the context for the instrumentation and software tools 
developed throughout my PhD project.  Having contributed to the multidisciplinary project to image 
phosphorylation of the KIR receptor at the NK cell immune synapse reported in Chapter 4, the 
motivation to increase the imaging speed of FLIM and FRET led me to examine multibeam 
approaches to fluorescence microscopy, as discussed in Chapter 5, and then to develop the novel 
multibeam multiphoton TCSPC microscope reported in Chapter 6, which probably represents the 
main achievement of my PhD work.  This new approach permits increased acquisition speeds and/or 
lower sample photodamage compared to other FLIM techniques and is extensible to even higher 
speed given sufficient illumination power and improved detection electronics.  To study lipid raft 
dynamics at the IS, I contributed to a project applying multispectral confocal and TIRF microscopy to 
image local membrane lipid order using a lipid phase sensitive dye. From a biological perspective, the 
FLIM FRET of the inhibitory receptor KIR2DL1 and the tyrosine kinase Lck at the IS were imaged at 
higher spatial and temporal resolutions (respectively) than previously described, confirming that 
KIR2DL1 signalling is not uniformly distributed across the IS, although the protein itself may be. The 
imaging of lipid order at the immunological synapse for Natural Killer cells revealed lipid raft 
accumulation occurring at activating synapses. Related work undertaking analysis of NK cell 
spreading using a program created as part of this work revealed that NK cells integrate activating and 
inhibitory signals on a localised basis, with differences in the symmetry and dynamics of spreading 
behaviour being seen in response to different stimuli. 
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2 Fluorescence and imaging in a biological context 
This section provides some background on fluorescence processes and properties and sources of 
fluorescence in a biological context (both intrinsic and extrinsic). It then goes on to describe 
technologies that are used to image biological samples, particularly those that take advantage of 
fluorescence to do so. The main topics are as follows: 
 Fluorescence and related processes 
 Biological fluorescence 
 Non-optical imaging systems and microscopy modalities 
 Optical sources 
 Optical microscopy 
 Optical Sectioning 
 Spatial resolution enhancement 
 Spectral resolution 
 Polarisation resolution 
 Lifetime resolution 
2.1 Fluorescence and related processes 
The processes that refer to the emission of light from an object fall into two categories, 
incandescence, which is the emission of thermal energy and luminescence, which is the emission of 
non-thermal energy. Luminescence can be further divided into several subsets, of which the most 
important are fluorescence, phosphorescence, chemiluminescence and triboluminescence. Both 
fluorescence and chemiluminescence have been used in the study of biological systems. An early 
example of fluorescence observations is the blue fluorescence from quinine excited by UV radiation 
from the Sun by Sir John Herschel in 1845
[1]
. Further work done by Sir George Stokes in the 
following years led to the observation that the fluorescence is of a different wavelength to the 
absorbed light, with the increased wavelength of the fluorescence being referred to as Stokes-shifted. 
The physics underlying these processes are examined in the following section. 
2.1.1 Basics of fluorescence 
The processes involved in luminescence can be represented on a “Jabloński diagram”, as shown 
in Figure 1, which details the transitions involved and their timescales.  
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Figure 1 Jabloński diagram showing various luminescence-related processes[2] 
In Figure 1, singlet and triplet electronic states are indicated (horizontal bold lines labelled with S 
and T respectively), along with the associated vibrational levels (horizontal non-bold lines) and virtual 
states (horizontal dotted lines), as are processes involving photons (solid vertical arrows), and those 
that do not (dotted and dashed lines). For a molecule to fluoresce, it must be capable of absorbing a 
photon to be excited into a higher energy state and then re-emitting a photon during its return to the 
ground state. This is true of almost all molecules if sufficiently high energy photons are used, but 
molecules where electrons are delocalised have lower energy levels corresponding to excitation in the 
visible range.  This is the reason that most biologically relevant fluorophores have aromatic groups 
with extensive electron delocalisation. By altering the number and configuration of these groups, it is 
possible to modify the spectral properties of a fluorophore. 
At room temperature, usually only the lowest vibrational level (sublevel 0) of the ground state 
(S0) is occupied. As indicated in Fig. 1, either a chemical reaction or the absorption of one or more 
incoming photons, h𝑣𝐴, can drive the fluorophore to a sublevel of an excited state (S1 or S2), with the 
level being related to the energy of the reaction or the photon(s) absorbed. The fluorophore then 
relaxes via vibrational relaxation and internal conversion, typically to the lowest level of the first 
excited state (S1). At this point, for fluorescence, a radiative transition is made to a sublevel of the 
ground state with a photon being emitted, the wavelength of which is a function of the levels between 
which the transition is made. 
Alternatively, the fluorophore may return to the ground state from the first excited state after a 
reorientation of local solvent molecules, lowering the energy level of the excited state (from S1 to S1‟), 
or after a spin conversion to the triplet state. Since the triplet to singlet transition is spin-forbidden by 
selection rules, the timescale of the subsequent decay is much longer, on the order of μs-s, and this is 
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referred to as phosphorescence. It should be noted that the phosphorescence can be of the same 
wavelength as fluorescence, and that the triplet state shown in the diagram is only shown at a much 
lower energy level due to space constraints on the page. It is possible for the triplet state to have an 
energy difference from the ground state similar to (but always lower than) that of the corresponding 
singlet state. 
Another possibility is the loss of energy without the emission of a photon, which is termed 
nonradiative decay, as opposed to the radiative decays involving the emission of photons. One such 
path is that of resonant energy transfer, which is further discussed later in Section 2.1.4. 
2.1.2 Photobleaching, photodamage and phototoxicity 
The processes involved in fluorescence can lead to permanent changes occurring to the 
fluorophore and other molecules in the vicinity, two types of which are photobleaching and 
phototoxicity. The mechanisms behind these are not understood for many fluorophores and are the 
source of many limitations placed upon fluorescence microscopy. In all samples, photobleaching 
places a limit on the number of emitted photons it is possible to detect. The phenomenon of 
photodamage places a limit on the power with which it is possible to irradiate the sample, as above a 
certain level, undersired consequences such as ablation of the sample will begin to occur. 
Phototoxicity refers to the photostimulated production of molecules such as singlet oxygen that are 
toxic to the sample. These phenomena vary with the type of illumination used, and are therefore 
discussed in further detail in later sections. 
2.1.3 Properties of fluorescence 
Since not all paths of return to the ground state involve the emission of a photon, it is useful to 
define a property, the quantum yield, 𝑄, which represents the fraction of excitation events that result 
in a radiative emission and its value is given by: 
Equation 1 𝑄 =
𝑘𝑟
𝑘𝑟+𝑘𝑛𝑟
 , where 𝑘𝑟 =  𝑘𝑟𝑖
𝑛𝑟
𝑖=1  and 𝑘𝑛𝑟 =  𝑘𝑛𝑟 𝑖
𝑛𝑛𝑟
𝑖=1  
where 𝑛𝑟  and 𝑘𝑟  are the number of radiative decay paths and their rates respectively, and 𝑛𝑛𝑟  and 
𝑛𝑛𝑟  are the number and rates of the nonradiative decay paths. A closely related property of interest is 
the fluorescence lifetime, 𝜏, which is given by Equation 2: 
Equation 2 𝜏 =
1
𝑘𝑟+𝑘𝑛𝑟
 
The fluorescence lifetime is given by the average time for the fluorescence intensity to decrease 
by a factor of 
1
𝑒
. Since the radiative decay rate of a fluorophore is related to its quantum electronic 
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properties such as the energy level structure and the local refractive index, and the nonradiative decay 
rate is dependent on a multitude of environmental factors, it can be seen that both the quantum yield 
and lifetime of a fluorophore can report changes in the electronic levels and overall structure of the 
fluorophore molecule and its local environment. The intrinsic lifetime (the lifetime in the absence of 
nonradiative decays) of a fluorophore is given by the Strickler-Berg equation
[3]
, as shown in Equation 
3: 
Equation 3 
1
𝜏𝑛
= 𝑘𝑟 = 2.88 × 10
9𝑛2 𝜐 −3 −1  
𝜀 𝜐  𝑑𝜐 
𝜐 
 
where 𝜐 is the wavenumber, 𝜀 𝜐  is the absorption spectrum, and 𝑛 is the refractive index of the 
medium. This relates to both the actual lifetime and quantum efficiency as in Equation 4: 
Equation 4 𝑄 =
𝜏
𝜏𝑛
 
Since there are a large number of vibrational levels in each of the states, a multitude of possible 
excitation and emission photon energies are possible, giving rise to spectra as opposed to single sharp 
transition lines for an ensemble of transitions. The spectra are usually expressed in terms of the 
wavelength of the photon emitted, relating to the energy of the transition, ∆𝐸, as in Equation 5: 
Equation 5 𝜆 =
ℎ𝑐
∆𝐸
 
where 𝜆 is the wavelength, ℎ is Planck‟s constant and 𝑐 is the speed of light.  
It can also be seen from Figure 1 that the emitted photon is of equal or lower energy than the 
absorbed photon, and hence of longer wavelength, a phenomenon referred to as the Stokes shift, as 
mentioned previously. Since the emission process is relatively decoupled from the excitation process, 
usually occurring after relaxation to the lowest vibrational energy level of the first excited state, the 
emission spectrum is generally independent of the excitation wavelength. 
A further property of fluorescence that is regularly considered is the polarisation, which is usually 
expressed in terms of a parameter referred to as the anisotropy, 𝑟, which relates the excitation and 
emission polarisation of the light used as shown in Equation 6: 
Equation 6 𝑟 =
𝐼∥−𝐼⊥
𝐼∥+2𝐼⊥
 
where 𝐼∥  is the detected fluorescence polarised parallel to the excitation light, and 𝐼⊥  is the 
detected fluorescence polarised perpendicular to the excitation light. The factor of two in the 
denominator for the perpendicular fluorescence reflects the fact that in a 3-D space, it is possible to 
become perpendicular by rotation in two axes. If the anisotropy is nonzero, this indicates a preference 
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in the polarisation of the emission. This can be due to many factors, the first of which is due to 
transition dipoles, which are oscillating charge separations along particular axes of the fluorophore 
structure. These are related to the absorption of incident photons, as the ground state transition dipole 
will couple to the incoming light if the photon has an oscillating electric field component in a parallel 
direction (which can drive charges), giving rise to electron movements, creating an excited state 
dipole. Fluorescence can then be emitted as photons with an electric field component parallel to the 
axis of the emission transition dipole (related to the direction of charge oscillation after the various 
relaxations). Factors that can affect the polarisation of the emitted light include the fact that the 
emission transition dipole does not have to have the same alignment as the excitation dipole, and that 
the fluorophore may rotationally diffuse in the interval between excitation and emission, randomising 
its orientation. 
2.1.4 Förster resonant energy transfer 
In addition to the other factors involved in depolarisation, dipoles in close proximity may interact 
with each other and transfer energy, a process referred to as Förster Resonant Energy Transfer, first 
described for fluorophores by Förster in 1948
[4]
. The efficiency with which FRET occurs is closely 
related to the distance between the donor dipole and the acceptor dipole, and the distance at which the 
process occurs with 50% efficiency, 𝑅0, the Förster radius (typically on the order of a few nm), is 
given in Equation 7: 
Equation 7 𝑅0 =
9000(𝑙𝑛10)κ2𝑄𝐷
128𝜋2𝑁𝑛4
 𝐹𝐷(𝜆)𝜀𝐴
∞
0
(𝜆)𝜆4𝑑𝜆 
Where 𝑄𝐷 is the quantum yield of the donor fluorophore in isolation, 𝑛 is the refractive index of 
the surrounding medium, 𝜆 is the donor emission wavelength, 𝑁 is Avogadro‟s number, 𝐹𝐷(𝜆) is the 
normalised corrected fluorescence intensity of the donor as a function of 𝜆  (or donor emission 
spectrum), 𝜀𝐴(𝜆) is the extinction coefficient of the acceptor as a function of 𝜆, and 𝜅 is an orientation 
factor describing the relative orientation of the donor and acceptor dipoles as shown in Figure 2. 
Many 𝑅0  values for common donor and acceptor combinations can be found in the literature, for 
example
[5]
. The orientation factor, 𝜅 , can be considered with reference to Figure 2, where 𝜃𝑇 is the 
angle between the planes of the acceptor absorption transition dipole and the donor emission 
transition dipole, 𝜃𝐷 and 𝜃𝐴 are the angles between the donor and acceptor transition dipoles and the 
vector between the donor and the acceptor respectively. The expression for 𝜅 is given by Equation 8: 
Equation 8 𝜅2 = (cos𝜃𝑇 − 3 cos𝜃𝐷 cos𝜃𝐴)
2 = (sin𝜃𝐷 sin𝜃𝐴 cos𝜃𝑇 − 2 cos𝜃𝐷 cos𝜃𝐴)
2 
It can be seen that parallel dipoles give a 𝜅2 value of 1, parallel, collinear dipoles a value of 4, 
and perpendicular dipoles a value of zero. However, looking at the overall efficiency, since a sixth 
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root is involved, the difference between parallel and parallel, collinear dipoles is only a factor of 1.26. 
It is a widely-made assumption that the donor and acceptor are part of a large ensemble of molecules, 
randomly oriented with respect to each other, allowing an averaged 𝜅2 value of 2
3
 to be used. 
 
Figure 2 Geometry for: a) dipole orientation during FRET and b) examples of particular 
arrangements for the donor emission dipole and acceptor absorption dipole (dotted lines 
are included as a guide for the eye) 
It is common to give FRET data a value in terms of an efficiency, 𝐸, for which there are multiple 
possible expressions. A commonly used figure of merit is the proportion of photons absorbed by the 
donor which are nonradiatively transferred to the acceptor, as given in Equation 9: 
Equation 9 𝐸 =
𝑘𝑇
𝜏𝐷−1+𝑘𝑇
 where 𝜏𝐷 is the original donor lifetime in the absence of an acceptor 
From Equation 9, it can be seen that the rate at which FRET proceeds is given by Equation 10: 
Equation 10 𝑘𝐹𝑅𝐸𝑇 =
1
𝜏𝐷
 
𝑅0
𝑟
 
6
 
If Equation 9 and Equation 10 are combined, the following can be obtained: 
Equation 11 𝐸 =
𝑅0
6
𝑅0
6+𝑟6
 
If Equation 11 is plotted, it can be seen that at a radius of 2.1𝑅0, the efficiency will be under 1%, 
indicating that FRET is an extremely sensitive proximity sensor on the nm scale. There are a 
multitude of methods used to detect and quantify FRET, as mentioned previously, and a few of these 
are discussed here to indicate their advantages and drawbacks. Most methods used to detect FRET are 
spectroscopic in nature and indeed, the process has been referred to as a “spectroscopic ruler”. Initial 
measurements of FRET between linked fluorophores in solution verified the sixth-power dependence, 
using absorption spectroscopy
[6]
, and then the spectral overlap dependence was verified using both 
Parallel 
Parallel and collinear 
Perpendicular 
ΘT 
A 
D 
ΘD 
ΘA 
R 
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donor fluorescence intensity and fluorescence lifetime
[7]
. Following these initial proofs, FRET was 
soon applied to determining the tertiary structure of transfer RNA
[8]
, and then to provide suggestions 
as to the shape of the photoreceptor rhodopsin
[9]
.  
Experiments then moved into live cells with location information via microscopy, initially to 
determine colocalisation of particular lipids and lectins in cellular compartments
[10]
, using one of the 
simplest spectral methods possible, to give the efficiency via Equation 12: 
Equation 12 𝐸 = 1 −
𝐼𝐷𝐴
𝐼𝐷
 
where 𝐼𝐷𝐴  is the fluorescence intensity of the donor in the presence of the acceptor, and 𝐼𝐷 is the 
fluorescence intensity of the donor in the absence of the acceptor. The attraction of this method lies in 
its simplicity of use, as only images of the donor fluorescence are needed, but it has significant issues 
including spectral bleedthrough of both donor and acceptor fluorescence as well as direct acceptor 
excitation. The main drawback of this method is that imaging of 𝐼𝐷 is usually achieved via bleaching 
of the acceptor and hence can only be used once on a sample, offering no opportunity to obtain time-
lapse data. Additionally, the bleaching of the acceptor may also result in photodamage to the donor 
fluorophore and/or the creation of molecules that act as acceptors but do not fluoresce (dark 
acceptors), as well as possible phototoxic effects. 
A more sophisticated spectral method is to sequentially take images in both the acceptor and 
donor spectral channels with acceptor and donor excitation, and to use reference samples of donor 
only and acceptor only samples to calculate the level of bleedthrough and compensate the results for 
it
[11]
. This has the advantage of being repeatable, as the fluorophores are not permanently altered, but 
has the drawback of requiring an increased number of images to be acquired. 
Aside from crosstalk, common issues with spectral methods for determining FRET efficiencies 
are the optical properties of the sample and bleaching, as these can readily affect the fluorescence 
intensity observed and hence alter the calculated efficiency, depending on the order in which images 
are acquired. Since the donor fluorescence lifetime should not be significantly altered by bleaching, 
this provides a means for avoiding these issues and the FRET efficiency can be obtained by the 
following relationship, which is similar in form to Equation 12: 
Equation 13 𝐸 = 1 −
𝜏𝐷𝐴
𝜏𝐷
 
A more comprehensive overview of the various methods that have been proposed to determine 
FRET efficiencies can be found in the review by Jares-Erijman and Jovin
[12]
, although it has recently 
been shown that in terms of quantitative accuracy, lifetime imaging is the preferred method
[13]
. Many 
different fluorophore types can be used for FRET, and a review of these can be found in a recent 
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paper by Sapsford
[14]
. A discussion of various fluorophore types used in biological contexts is 
undertaken in the following section. 
2.2 Biological fluorescence – endogenous fluorophores and 
fluorescence labelling 
In a biological context, fluorescence can arise from endogenous sources, although it is more 
common to use specific labelling to examine items of interest, which are most commonly proteins but 
also include lipids, coenzymes and cofactors. In this section, sources of biological autofluorescence 
(in a human cell context) are introduced and some extrinsic fluorescence labels and the techniques 
used to target them to the objects of study are examined. 
2.2.1 Autofluorescence 
Autofluorescence can arise from a multitude of sources, which although quite varied, often share 
some common attributes. The primary sources of autofluorescence in cells are the flavins and 
Nicotinamide Adenine Dinucleotide [NAD+] found in mitochondria and lysosomes whereas, in 
tissues, crosslinked collagen and elastin in the extracellular matrix are the primary sources, due to 
their higher quantum yield and abundance. 
2.2.1.1 Amino acid autofluorescence 
Within proteins, the amino acids tyrosine, tryptophan and phenylalanine are fluorescent, and 
display characteristics as shown in Table 1. It can be seen that all three exhibit fluorescence in the 
UV-blue region, with excitation in the deep UV. These wavelengths are not often used in fluorescence 
microscopy, as they require the use of UV-optimised optics, are not near the excitation/emission 
ranges of other fluorophores that are commonly used, and are known to produce significantly higher 
levels of phototoxicity. 
Amino Acid 𝝀𝒆𝒙 max [nm] 𝝀𝒆𝒎 max [nm] 𝑸 𝝉 [ns] 
Phenylalanine 260 282 0.02 6.8 
Tryptophan 287 348 0.14 3.13, 0.53  
Tyrosine 275 303 0.21 3.52 
Table 1  Amino acid fluorescence properties[15] 
Out of the 21 naturally-occurring amino acids, these three account for the vast majority of the 
fluorescence. The frequency at which these particular acids are found varies from protein to protein, 
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and their fluorescence properties may also be altered due to their intimate association with other 
amino acids in proteins. 
2.2.1.2 Collagen autofluorescence 
The autofluorescence of collagens (of which there are 28 known varieties
[16]
) is partly due to the 
presence of the fluorescent amino acids mentioned above in their primary structure, but mainly arises 
from crosslinks between collagen fibres. These crosslinks can be formed by enzymatic action, or 
processes due to aging, and an overview of the types that exhibit fluorescence is given in Table 2.  
Crosslink type 𝝀𝒆𝒙 max [nm] 𝝀𝒆𝒎 max [nm] 
Hydroxylysyl Pyridinoline 325 400 
Lysyl Pyridinoline 325 400 
Pentosidine 335 385 
Vesperlysine 370 440 
Crossline 380 460 
Argpyrimidine 320 380 
Table 2  Collagen crosslink fluorescence properties[17] 
It should be noted that, although the signal from collagen in tissues is relatively strong, it is not 
often observed in cells, being primarily extracellular. For collagen, UV excitation is optimal although 
compared to isolated amino acids, the fluorescence emission extends further into the visible spectrum. 
2.2.1.3 NAD(P)H and flavin autofluorescence 
Nicotinamide Adenine Dinucleotide [NAD+], its reduced and phosphorylated forms, NADH and 
NADPH, as well as Flavin Adenine Dinucleotide [FAD], all play an important role in cellular 
metabolism by transporting energy. In addition to this, all of these molecules bar NAD+  and NADP+ 
are fluorescent, with NADH and NADPH exhibiting identical spectral properties, although they are 
involved in different metabolic processes. A summary of the fluorescence properties of these 
molecules at room temperature is given in Table 3
[18]
. 
Molecule 𝝀𝒆𝒙 max [nm] 𝝀𝒆𝒎 max [nm] 𝝉 [ns] and contribution [fraction] 
NADH 342 450 0.30 (free), 2.9 (ADH-bound) 
NADPH 345 450 0.16 (0.26), 0.45 (0.70), 1.6 (0.04) 
FAD
[19]
 440 540 0.03 (0.25), 0.20 (0.52), 0.46 (0.22), 3.3 (0.01) 
Table 3  NAD(P)H and flavin fluorescence properties[20,21]   
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One point to note about this data is that the decays for NADH are known to be complex
[20]
. The 
lifetimes are often approximated by fits to monoexponential decays, due to the relatively low 
contribution of the minor components, and are subject to changes in temperature, concentration, pH 
and other environmental factors, but primarily to the binding of NADH to other molecules.  
When bound, NADH fluorescence can exhibit a shift in average lifetime, from around 0.3ns to 
several ns, depending on the binding protein (or site within a protein)
[21]
. It can also be seen that 
NADH and NADPH are excited in the UV and emit in the blue, although FAD is redshifted for both 
excitation and emission in comparison. The quantum yields are also quite low compared to extrinsic 
fluorophores, and hence signal contamination from autofluorescence is often not an issue when trying 
to image extrinsic fluorophores. If it is the case that autofluorescence is the signal of interest, it is 
often possible to preferentially obtain it from particular species via the use of selective excitation and 
detection wavelengths, as well as by spatial localisation. 
2.2.2 Fluorescence labelling methods for extrinsic contrast 
Although it is possible to obtain fluorescence from endogenous sources, it is often also of interest 
to be able to observe things that are not naturally fluorescent. This section covers (in approximate 
chronological order) various targeting methods that have been used to selectively label normally 
nonfluorescent molecules of interest which can be used as reporters of biological processes. 
2.2.2.1 Antibodies 
One of the simplest methods of obtaining specificity for a stain is to label something else that 
already targets the item of interest. Antibodies can be made specific for almost any protein by 
introducing fragments of that protein into another organism (this is discussed in more detail in the 
following chapter). A technique for practically labelling antibodies was devised in the 1950s
[22]
, and 
antibody labelling remains the primary means of obtaining specific protein labelling in cells, despite 
some drawbacks. A major advantage of using antibody labelling is that antibodies can be labelled 
with a wide range of dyes
[23]
, and that many antibodies are commercially available. 
The main disadvantage of this method is that to allow antibodies to access proteins inside a cell, it 
is necessary to permeablise the cell membrane, resulting in the death of the cell. In addition, if 
proteins on the outside of a cell are labelled, in contexts such as cell-cell interactions the antibodies 
can have undesirable effects such as blocking interactions, or inducing behaviour that would 
otherwise not occur e.g. triggering killing by immune cells
[24]
 and crosslinking of receptors
[25]
. 
2.2.2.2 Avidin-Biotin 
When the target of interest is external to the cell, such as a receptor, there is often a known 
ligand. These ligands and various dyes, or objects attached to them, can be biotinylated (have the 
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small molecule biotin integrated). The glycoprotein avidin can be labelled, then used to bind the 
biotin, as it possesses four biotin binding sites with a high affinity
[26]
. It is possible to use a wide 
variety of molecules to label either biotin or avidin. 
2.2.2.3 Liposome fusion, microinjection and amoxymethyl ester loading 
Another common fluorescence-based technique is the monitoring of the concentration of various 
species within cells, the most common of which is calcium, due to its involvement in a wide variety of 
cellular processes. Originally, fluorescent reporters were mostly restricted to microinjection or 
insertion into liposomes, which were then fused with cells, although these had the drawbacks of being 
either traumatic to the cells or not delivering as much of the indicator as desirable. Since 1981 
however, it has been possible to insert such molecules (and others) into cells via the addition of 
groups such as amoxymethyl esters to the indicators of interest, which allow crossing of the plasma 
membrane but which are cleaved by enzymes once inside the cell. This gives rise to increased 
intracellular reporter concentrations and allows for selective cytoplasmic labelling
[27]
. 
2.2.2.4 Fluorescent proteins 
In the last 15 years, an increasingly common technique for selectively labelling proteins and 
reporting on cellular concentrations of molecules as well as various other properties of the cellular 
environment, has been the use of genetically encoded fluorescent proteins. The first such protein 
isolated was the Green Fluorescent Protein [GFP], as a by-product of the isolation of the 
chemiluminescent protein aequorin from the Aequorea Victoria jellyfish
[28]
. It was soon found that 
molecules similar to aequorin transferred their energy to GFPs via FRET
[29]
, and the gene for the 
protein was sequenced by the early 1990s
[30]
, with the first use as a marker of gene expression in other 
organisms coming in 1994
[31]
, showing that it was possible to mature the protein without any action 
from jellyfish-specific enzymes for folding or modification. The structure of GFP was determined in 
1996, and is shown in Figure 3. 
 Once the application of GFP as a selective fluorescent tag was demonstrated, research into 
improving its performance was carried out on several fronts
[32]
, primarily aimed at producing versions 
that showed reduced (or no) dimerisation and pH sensitivity, enhanced folding efficiency at 37°C and 
an excitation peak at 488nm as opposed to the original primary peak of 375nm. Subsequently, a 
variety of other fluorescent proteins from multiple organisms have been established as suitable for 
similar uses, and variants of these now span a range of excitation and emission ranges from the UV to 
the IR
[34,35]
.  
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Figure 3 Secondary structure of GFP with chromophore shown, rendered with KiNG viewer using 
data for the structure 1EMA from the Research Collaboratory for Structural 
Bioinformatics
[33]
  
2.2.2.5 Quantum dots 
Quantum dots are a relatively new development in the biological labelling arena, using quantum 
mechanics to design structures of semiconductor crystals resembling finite quantum wells tuned to 
have energy levels appropriate for fluorescence at a desired wavelength. The energy levels of the 
quantum dot are defined by their size, with a crystal size on the order of 10nm needed for dots that 
will absorb and fluoresce in the visible range
[34]
. A major advantage of quantum dots is the fact that 
they commonly display high quantum efficiencies and do not significantly photobleach. However, 
Quantum dots can suffer from the phenomenon of blinking, where they temporarily become 
nonfluorescent, in a manner that is analogous to that of other fluorophores when in the triplet state. 
Another issue is their relatively large size, and potential toxicity, although the latter problem has been 
partially addressed along with work to make the dots targetable
[35]
. Since the targeting of quantum 
dots is currently primarily based on conjugation of the dots to antibodies, they have similar difficulties 
in staining the interiors of live cells, although it is possible to microinject them, or to allow certain 
cells types to endocytose them, and it has been shown that this can be enhanced by conjugation with 
peptides known to aid this process
[36]
. 
2.3 Non-optical imaging systems and microscopy modalities 
Today, many methods are used to image biological samples, providing information not usually 
collectable by the naked eye either by using alternative sources of contrast or by providing 
information at resolutions that are otherwise impossible to achieve. While the most common imaging 
method on a cellular level is optical microscopy, a brief description of other microscopy modalities 
and their advantages and drawbacks is given in this section order to show why this is the case. 
6.29nm 
7.07nm 5.18nm 
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2.3.1  Acoustic microscopy 
Acoustic microscopy uses soundwaves to create images, much as the commonly-used ultrasound 
scanner does, although in the case of the microscope, the frequencies are in the GHz range. This 
corresponds to wavelengths on the 10-100s of nm scale, allowing for high resolution imaging of 
structures
[37]
. Although the depth penetration possible with more recent instruments is on the order of 
mm, and video rate imaging has been demonstrated, the method is mainly limited to gathering 
structural information, and does not provide spectroscopic information.  
2.3.2 Electron microscopy 
Electron microscopes fall into two main categories, depending on whether they use the primary 
electron beam to generate an image, or secondary electrons created by the target. Furthermore, the 
transmission type can be configured in a widefield illumination geometry or a point-scanning 
geometry. As with acoustic microscopy, the information gathered is structural, but the resolutions 
achievable are much greater, on the order of angstroms. The major drawback to electron microscopy 
is that traditionally, it has not been possible to image live samples, as the production of vapour from 
liquids would interfere with the operation of the microscope. Although progress has recently been 
made in this area, with live bacteria being imaged in near-freezing water, it is still not possible to 
examine cells under physiological conditions and it is not known whether samples imaged in this way 
will remain viable, due to their exposure to massive amounts of radiation
[38]
. 
2.3.3 Atomic force microscopy 
Atomic force microscopes
[39]
 [AFMs] are capable of high-resolution (nm-scale) structural 
imaging of live adherent cells under physiological conditions and can be combined with optical 
microscopes
[40]
 to provide additional functional information. As they work by determination of the 
force exerted on a fine tip by the sample, it is not possible to examine the interior of structures with 
AFM, since the tip will not be able to access these areas and the imaging rates used are relatively 
slow. 
2.3.4 Scanning ion conductance microscopy 
Scanning ion conductance microscopes
[41]
 [SICM] measure a current generated by an ion flow 
from a hollow tip scanned over a sample. This current changes as the hole in the tip is occluded by the 
sample, and this can be used to obtain structural information on live cells, as with AFM, but SICMs 
are also restricted to imaging superficial structures that the tip can access. They can also be combined 
with optical microscopes and can provide the capability to deliver small volumes of molecules of 
interest to highly specific areas. 
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2.4 Optical sources  
Since the following chapter will discuss particular applications of various light sources, a basic 
description of some of these is given in the following sections for the purpose of familiarisation. 
2.4.1 Incoherent light sources 
The simplest light source used in microscopy is a standard filament lamp, which operates via 
resistive heating of a filament to a temperature high enough to produce blackbody radiation in the 
visible range. Filament lamps are primarily used as widefield illumination sources, for cell counting 
and localisation. Another incoherent source type, mercury vapour lamps, work by running a current 
through mercury vapour, with electrons colliding with the mercury resulting in promotion of the 
mercury outer electrons to various energy levels. The subsequent falling of electrons back to lower 
energy levels results in photons being emitted. The primary advantage of such lamps is their ability to 
provide multiple narrow spectral bands for illumination purposes, which allows for relatively large 
ranges in the spectrum for fluorescence detection. The primary drawback with mercury lamps is their 
relatively large size and low efficiency. The large effective spot size results in high losses if the light 
is coupled through a small aperture, as would be the case for a confocal microscope pinhole. 
2.4.2 Lasers 
A variety of laser sources are commonly used as light sources for microscopy, with the most 
common being argon ion and helium neon gas lasers. These are C.W. gas lasers, which have become 
established due to their relatively reasonable price and high output power. For ultrashort pulsed 
excitation, the current laser of choice is the titanium-doped sapphire (Ti:Sapphire) laser, which can be 
modelocked to provide extremely short (≥ 5 fs) pulses. For the Ti:Sapphire lasers used in this project 
the pulses are on the order of 100fs long and modelocking is achieved via use of the optical Kerr 
effect, where the self-focusing of more intense pulses is used to increase their gain preferentially in 
comparison to lower intensity C.W. operation. The primary drawback of the Ti:Sapphire laser is the 
relatively high price of such systems in comparison to the C.W. lasers already mentioned. A brief 
overview of some common laser types is given here, with a focus on diode and Diode Pumped Solid 
State [DPSS] lasers, as these are the types used in this work. Fibre and continuum sources are 
mentioned as technologies that are rapidly expanding into the microscopy domain but they are not 
examined in detail.  
2.4.2.1 Laser basics 
All lasers contain three major components; an optical cavity, a gain medium and a pump source. 
The pump source provides energy for the system to run, the gain medium provides a means of 
creating a coherent emission beam via the process of stimulated emission, and the optical cavity 
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provides a means of creating feedback in the system. A pump source and a gain medium without a 
cavity  will effectively only produce fluorescence. 
2.4.2.2 Diode lasers 
A diode consists of a semiconductor (e.g. silicon) crystal that is doped to produce a p-type and an 
n-type region next to each other, creating a p-n junction.  For light emitting diodes, the bottom of the 
conduction and top of the valence bands of the semiconductor will ideally be closely aligned (a direct 
bandgap material, such as gallium arsenide), as this allows for transitions that do not involve phonons, 
as the lattice momentum will be conserved, allowing the transition rate to be higher. Injecting 
electrons and holes from the n- and p- doped regions respectively in such a junction will result in 
radiative recombination, an equivalent of spontaneous emission. Photons travelling parallel to the p-n 
plane will be able to induce stimulated emission, and if the ends of the plane are parallel to each other, 
an optical cavity is formed. This is the basis of the diode laser, which is often used as a pump for other 
lasers. A drawback of diode lasers is that they tend to have differing beam divergences in the axes 
parallel and perpendicular to the p-n junction, resulting in the need for extra optics to obtain a beam 
that is easily coupled into many optical systems. 
2.4.2.3 Diode pumped solid state lasers 
A DPSS laser refers to a solid state laser (as described in the following section) that uses a laser 
diode as its pump source (as opposed to, e.g., a flashlamp). These lasers include the Nd:YAG lasers 
commonly used to pump Ti:Sapphire lasers. DPSS lasers typically have a much higher beam quality 
than their diode pump sources. 
2.4.2.4 Solid state lasers 
Solid state lasers such as the Ti:Sapphire sources used in this work  use a solid as the gain 
medium. The first laser was a flash lamp pumped ruby based solid state laser, with Ti:Sapphire first 
being used as a gain medium in the early 1980s. The Ti:Sapphire systems used in this work are 
operated in a pulsed configuration, with the pulse repetition rate (of around 80MHz) being determined 
by the length of the laser cavity, as the pulse separation will be equal to the cavity roundtrip time. 
Pulsed operation is achieved by means of modelocking, which is the fixing of the relative phase of the 
lasing modes, allowing for constructive interference to occur, with the duration of the pulse (around 
100fs) being determined by the number of modes that are phase locked. 
2.4.2.5 Fibre lasers 
Fibre lasers use an optical fibre doped with rare-earth elements as the gain medium, and often use 
a structure such as a Bragg reflector instead of a separate mirror to create the optical cavity. Fibre 
lasers have the advantage of being capable of high average power outputs due to the large 
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surface:cross section ratio of a fibre and the possibility of using a gain medium many hundreds of 
metres of length. 
2.4.2.6 Supercontinuum sources 
Supercontinuum sources use nonlinear optical processes to cause a broadening of a pump laser 
beam to create a broad range of emitted wavelengths, with commercial devices now providing 
wavelength ranges spanning 400nm-2μm. These devices are often pulsed, as high power densities are 
needed for significant nonlinear effects to take place. 
2.5 Optical microscopy 
Optical microscopy is the oldest and most well-established microscopy method used in cell-based 
studies, combining the ability (depending on the variants used) to simultaneously obtain structural 
information, functional information and information on the distribution of multiple labelled molecules 
of interest, both inside and outside cells. This section discusses various systems used to obtain 
information optically in the context of microscopy. 
2.5.1 Widefield microscope 
The oldest and simplest form of optical microscope is a single lens, or magnifying glass, used in 
conjunction with the eye (which acts as a second lens to focus onto the retina). Although such 
microscopes are extremely simple by today‟s standards, they were capable of resolving objects as 
small as cells
[42]
, and even bacteria
[43]
 as early as 1700, and indeed have been shown to be able to 
achieve resolving powers of under a micron. A magnifying glass ray diagram is shown in Figure 4. 
 
Figure 4 Magnifying glass ray diagram  
Object Virtual Image 
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One of the drawbacks of the single lens approach is that it usually only allows for relatively small 
magnifications if comfortable viewing is desired, and for this reason, a new design using multiple 
lenses was developed. A ray diagram for such a compound (uses more than one lens) microscope is 
shown in Figure 5. The compound microscope allows for a much greater magnification than a simple 
magnifying glass.  
The compound microscope design was used for much of  the 19
th
 and 20
th
 centuries, but once 
insertion of additional components into the optical path became commonplace, the aberrations 
introduced by these inserted components made additional correction optics necessary. To avoid this, 
the infinity-corrected microscope was developed. 
 
Figure 5 Compound microscope ray diagram  
The infinity-corrected microscope splits the intermediate image forming optics between two 
lenses, the objective and the tube lens, with the space between them being a region of parallel 
(effective infinity-sourced) rays. This allows for the insertion of additional components with minimal 
introduction of aberrations. A ray diagram for an infinity-corrected system up to the intermediate 
image is shown in Figure 6. 
The magnification of the intermediate image,  𝑚, and resolving capability, 𝑅 , of the infinity-
corrected system (via the Rayleigh criterion
[44]
) are given by: 
Equation 14 𝑚 =
𝑓2
𝑓1
 
Equation 15 𝑅 =
0.61𝜆
𝑁𝐴
 where 𝑁𝐴 = 𝑛𝑠𝑖𝑛𝜃 
Object  
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2 
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Where 𝜆 is the wavelength of light used, 𝑓1 is the objective focal length, 𝑓2is the tube lens focal 
length, 𝑛 is the refractive index of the medium, 𝜃 is the maximum acceptance angle of the optical 
system, and 𝑁𝐴 is its numerical aperture. 
 
Figure 6 Infinity-corrected microscope ray diagram 
This assumes that the contrast of interest here is generated by the absorption properties of the 
sample, and for practical values for 𝜆 (i.e. blue light) and an 𝑁𝐴 of 1.2, the resolution is around 
200nm. Although the resolution is not as high as that achievable using some of the non-optical 
modalities mentioned previously, the advantages mentioned at the start of this section, as well as the 
extension of this method to in vivo imaging, make optical microscopy an extremely attractive 
proposition for cell biology. 
In all of the cases where an intermediate real image is formed, a camera can be placed at the 
intermediate image plane to record images.  
2.5.2 Fluorescence microscope 
As an advance on the simple microscope, instead of simply relying on the absorption of light, its 
reemission by fluorescence can also be used to provide information on the location of subcellular 
elements, using either intrinsic or extrinsic contrast, as described in Section 2.2. A simple widefield 
fluorescence microscope such as that shown in Figure 7 differs only slightly from the basic 
microscope shown in Figure 5.  
The entire field of view is illuminated by focussing filtered light from the illumination source 
onto the back focal plane of the objective, after reflecting off a dichroic beamsplitter. Since rays from 
any source on the back focal plane will travel parallel to each other after passing through the 
objective, the sample should be evenly illuminated at all points in the field of view by equivalent 
cones of rays. 
Object  
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Intermediate 
image 
Objective 
lens 
Tube 
lens 
Parallel rays in infinity-
corrected region 
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Figure 7 Widefield fluorescence microscope, with illumination rays shown in blue, and fluorescence 
in orange. 
The fluorescence from the sample is then imaged onto the detector (usually a CCD, as described 
in Section 2.5.3.1), being filtered by the detection filter, and passing through the dichroic. The filters 
and dichroic can be changed if multiple excitation or detection wavelengths are desired, and the 
resolution is the same as for the simple microscope for the same wavelength. The two lenses (or more 
commonly, sets of lenses used as a compound element) are commonly referred to as the objective and 
the tube lens, with the objective being the lens closest to the sample.  
2.5.3 Detection technologies 
Since it is often impractical to directly observe the information that a microscope obtains, 
whether it be due to long acquisition times, small images being formed, fluorescence at wavelengths 
not easily observed by eye, or for other reasons, a variety of non-visual detection techniques have 
been used. Other than image formation on photographic film, followed by chemical development, the 
vast majority of the techniques used are electronic in nature, and have the advantages of allowing for 
easy replication, dissemination and processing of the data acquired. Some of the main detectors used 
for electronic acquisition are discussed in the following sections, with some more specific examples 
being further discussed where used. 
2.5.3.1 CCDs 
The term CCD (for Charge Coupled Device) refers to an electronics arrangement that allows for 
the transfer of charge from one region of a semiconductor to another, similar to a shift register, albeit 
with a much higher number of possible signal levels. It was noted that the devices tended to be light-
sensitive, with electrons being promoted to the conduction band from the valence band via the 
photoelectric effect, in linear proportion to the intensity of light falling on the device. From this, the 
concept of the CCD as an imaging sensor emerged. 
Dichroic beamsplitter 
Excitation filter 
Detection filter 
CCD 
Light source 
Sample 
Objective Tube lens 
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A CCD used as an imaging sensor consists of an array of capacitors coupled to each other in such 
a way that it is possible to shift entire columns of charges simultaneously. The final column in the 
arrangement is also able to shift the charges in the perpendicular direction, with the final (readout) 
capacitor having additional circuitry attached to measure the level of charge. In this way, all the pixels 
in a 2D array of capacitors can have their charges measured, as shown in Figure 8. 
 
Figure 8 CCD readout sequence for a 5x5 CCD (Red arrows indicate shift direction, and each 
coloured square represents a particular amount of charge) 
A front-illuminated CCD is illuminated through partially transparent (less so in the UV spectral 
region) gate structures used to control the device, which reduce the optical efficiency of the process 
by their occlusion of the sensitive region. A back-illuminated CCD is mounted the opposite way 
around, so that this occlusion is not present and the non-sensitive silicon layer at the back of the 
device is etched/machined away to further improve light collection. 
There are several sources of noise in imaging CCDs, primarily thermal (dark) noise, shot noise 
and readout noise. Thermal noise increases with integration time, and can be countered by cooling of 
the CCD, which is done on a wide range of devices. Noise generated during readout is also partially 
due to dark currents in the readout circuitry, and can be comparatively high if the integration time is 
short. Another source of noise is the Poissonian (shot) noise generated due to the finite number of 
charges in a particular well, for which the signal-to-noise ratio improves with an increased number of 
signal photons. 
2.5.3.2 EMCCDs 
 In the case where the charge in the well can be assumed to be directly proportional to the 
incoming signal (i.e. dark noise is minimal), if a linear gain can be applied, then the resulting 
amplified charge will be proportionately less affected by level-independent readout noise. One means 
of achieving this amplification is to make use of the phenomenon of impact ionisation, where a charge 
being clocked through a register has a finite chance of creating another electron-hole pair. The 
probability of impact ionisation increases with the voltage used to clock the register, and also as the 
temperature decreases. Although the probability of such charge multiplication may be low, and the 
process stochastic, if it is repeated many hundreds or thousands of times, a large gain with a low level 
of gain noise can be achieved. This type of process can be implemented with standard CCD 
Readout capacitor 
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fabrication processes, and cameras operating on this principle are referred to as Electron Multiplying 
CCDs or EMCCDs. 
2.5.4 Photomultiplier tubes  
A photomultiplier tube or PMT is a device that uses the photoelectric effect to convert an incident 
photon (of an energy above that of the work function) impingent on the photocathode into an electron, 
which is then accelerated into a surface (or dynode) by means of an applied electric field. This results 
in the emission of secondary electrons that are in turn accelerated to another surface. This process is 
repeated throughout a chain of dynodes, each at a successively more positive voltage, until a 
significant number of electrons reach the anode. This results in the production of a current pulse, 
which can be further amplified by conventional analogue electronics to a level convenient for 
detection. Many varieties of PMT exist, with a good overview being available in the work 
Photomultiplier Tubes: Basics and applications
[45]
, produced by Hamamatsu Photonics KK. 
 
Figure 9 Schematic of a PMT (red lines indicate electron trajectories) 
A simple linear PMT configuration is shown in Figure 9. It should be noted that the area enclosed 
by the tube body is under high vacuum, in order to prevent the electrons interacting with gas 
molecules to the detriment of the signal. 
The photocathode is protected by a transparent window, which is part of the tube body, and most 
current PMTs use either a combination of alkali metals or compound semiconductors as a 
photocathode material. A variety of materials are in use as secondary emitters that are used to make 
the dynodes, with the number of secondary electrons generated by each dynode from one incident 
electron being on the order of 10-100. The path of the generated electrons is controlled by 
electrostatic focusing in most tubes, and many different arrangements of dynodes can be used (the 
type shown here is of the linear focused variety). The quantum efficiency of most tubes is under 25% 
over most of the visible range although recent developments in GaAsP photocathodes can provide 
over 40% in some cases.  
Photon 
Focusing 
Electrode 
Photocathode Dynodes Anode 
Tube body 
 - 25 - 
 
The fast response of the device makes it inherently time-resolved in the low-light regime, i.e. 
single photon events are resolvable, provided that the gain is sufficiently high. 
2.6 Optical sectioning 
One drawback of widefield microscope systems is that although the transverse (relative to the 
optical path) resolution is ~ λ 2 , the axial discrimination is poor, meaning that the imaging of thick 
samples is not possible without signal from out of focus planes being superimposed on the signal from 
plane of interest. This can be overcome by the use of optical sectioning. 
The concept of sectioning, as shown in Figure 10, is the gathering of data from only a thin plane 
of the sample. This can be partially achieved by mechanically slicing thick samples into thinner 
sections, but this has the drawbacks of taking time and often resulting in sample damage and 
distortion, and it is not possible to subsequently reslice the sample in another way.  
 
Figure 10 Sectioning through multiple layers of cells 
Side view 
Sectioned top 
view 
Unsectioned 
top view 
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To address this issue, various methods for optical sectioning i.e. achieving either specific 
generation of signals from a thin layer, rejection of signals from outside such a layer, or both have 
been invented. Some of these are discussed in the following sections, with those that are used 
elsewhere in this thesis described and examined in greater detail.  
2.6.1 Confocal microscope 
The confocal microscope was the first optical sectioning system to be developed, and is 
compatible with both transmission and fluorescence imaging. Proposed by Minsky in 1961
[46]
, it 
improves on both the axial and transverse resolution achievable with a widefield microscope by 
preferential illumination and detection of signal from one particular volume of the sample. The 
concept of the confocal microscope relies on the use of two pinholes, one at the source, and one at the 
detector. A point source is imaged onto the sample with a point spread function (PSF, or system 
response): 
Equation 16 
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Where a paraxial approximation is made over an evenly-illuminated circular aperture of radius 
 , with v  being the radial and u  the axial optical co-ordinates, relating to the real co-ordinates r  
and z  by: 
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with sinn  being the numerical aperture of the objective in an immersion medium of refractive 
index n , with   being the wavelength of the excitation light. It should be noted that this is identical 
to the PSF of a wide-field microscope. The fluorescence is then imaged through a second pinhole onto 
a detector such as a PMT and light from out of focus planes is preferentially rejected by a second 
pinhole placed before the detector, as shown in Figure 11. The fluorescence from the centre of the 
sample (orange) both originates from where the excitation (blue) is at its most intense, and passes 
through the detection pinhole with the greatest efficiency, compared to fluorescence from out of focus 
planes, shown in red and green. 
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Figure 11 Confocal microscope, showing ray paths for fluorescence originating from different sample 
depths 
For the overall point spread function of the system, it is therefore necessary to multiply both the 
excitation and emission PSFs to give: 
Equation 18 ),(2 uvII confocal   
Where ),( uvI is as given in Equation 16. Approximations for the transverse and axial resolutions 
of a confocal microscope can be given (assuming the same wavelength for excitation and emission) 
as: 
Equation 19  𝑟𝑡𝑟𝑎𝑛𝑠𝑣𝑒𝑟𝑠𝑒 =
0.4𝜆
𝑛𝑠𝑖𝑛𝜃
 and 𝑟𝑎𝑥𝑖𝑎𝑙 =
1.4𝜆
𝑛𝑠𝑖𝑛 2𝜃
 
In most cases, a laser is used for the excitation source, and the image point on the sample is 
scanned transversely via the use of a pair of galvanometric mirrors, and axially by movement of the 
sample relative to the objective. By scanning the excited/detected point across the sample, and storing 
the data recorded at each scan point, an image of one particular plane in the sample can be formed. It 
can be seen that as the axial resolution is considerably smaller than the radius of a cell, this can 
produce three dimensional cellular fluorescence data
[47]
. 
An obvious drawback to the confocal microscope is that, instead of acquiring data on all points in 
the sample in parallel like the widefield microscope, it must do so sequentially. In addition to this, as 
in the widefield case, a sample volume above and below the imaging plane will also be exposed to 
excitation light and therefore can be bleached. 
An issue with photobleaching is that, since the illumination light travels through the entire 
sample, the bleaching will be evenly spread throughout the depth of the sample, as it is usually linear 
in proportion to the intensity in the single-photon case
[48]
. If a confocal system is used to take multiple 
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slices through a sample, it will lead to each successive plane taken being dimmer due to 
photobleaching caused by the imaging of previous planes. 
2.6.2 Multiphoton microscope 
The second most popular approach to achieving optical sectioning is probably multiphoton 
microscopy. This involves the absorption of two photons of half the energy required for a transition to 
the first excited state via a virtual state. The process was first predicted by Göppert-Mayer in 1931
[49]
, 
but was not used for biological imaging until the arrival of the practical multiphoton microscope in 
1990
[50]
. 
Multiphoton microscopy uses the fact that high intensities of illumination are needed to make the 
nonlinear effect of multiphoton absorption a probable process
[51]
, hence excitation is only likely to 
occur in the region where the beam is focused if the intensity is at a suitable level. If such a level of 
power is applied in a continuous manner, it could lead to sample heating, and possibly destruction and 
so ultrashort pulsed lasers are normally used. Because the ability to produce a variety of wavelengths 
in order to allow for excitation of a variety of fluorophores is desirable, multiphoton microscopes 
became practical with the development of the fs Ti:Sapphire laser, which is tuneable, being capable of 
producing a few Watts of power in 100 femtosecond-scale pulses in the near IR (700-1000nm). This 
allows the application of peak powers on the scale of hundreds of GW/cm
2
 to the sample whilst 
avoiding the issue of sample heating due to linear absorption of the infrared light. It also allows for 
excitation of most commonly-used fluorophores in the 350-500nm range for single-photon excitation 
since two photon excitation spectra are often similar, although not identical to an appropriately-scaled 
version of the single-photon case
[52]
. 
The fact that fluorescence from multiphoton excitation is only likely to be generated at one point 
in the sample can be used to avoid the problems of pinhole alignment and out of focus excitation and 
scattering in confocal microscopy where a point-like detector is used. A diagram of a multiphoton 
microscope is shown in Figure 12.  
For comparison with a confocal system, the observation volumes can be related by noting that the 
FWHM of the PSF from the simultaneous arrival of 𝑁 photons is proportional to the 𝑁−
1
2, with each 
of these photons being roughly 𝑁  times the wavelength of the single-photon equivalent. For 
multiphoton microscopy, the 𝑁-photon excited fluorescence at a point compared to the one-photon 
value would be given by: 
Equation 20 𝐼𝑁−𝑝ℎ𝑜𝑡𝑜𝑛  𝑓𝑙𝑢𝑜𝑟𝑒𝑠𝑐𝑒𝑛𝑐𝑒 = 𝐼  
𝜈
𝑁
,
𝑢
𝑁
 
𝑁
 
With 𝐼(𝜈,𝑢) being as given in Equation 16. 
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Figure 12 Multiphoton microscope, with illumination rays shown in red, and fluorescence rays shown 
in green 
The simplest method of comparing single and multiphoton processes is to examine the axial and 
transverse profiles of the intensity PSF at the appropriate wavelength for the same energy transition to 
occur. Adapted to the 𝑁-photon case these are given by[53]: 
Equation 21 𝐼𝑓𝑙𝑢𝑜𝑟𝑒𝑠𝑐𝑒𝑛𝑐𝑒  𝜈, 0 =   
2𝐽1 
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Where the optical units 𝜈 and 𝑢 are as described previously. If values are compared, then it is the 
case that the higher the value of 𝑁, the greater the sectioning strength and transverse resolution. 
However, it should be noted that the value of λ is also changed, meaning that the values of v  and u  
are also scaled. The combined effect of these two factors (the  2 improvement from the increase in 
𝑁, and the approximately 
1
2
 reduction in resolution due to the roughly doubled wavelength)  is an 
overall resolution that is roughly a factor of  2 lower in the two-photon case compared to the single 
photon case. 
Although the resolution of a multiphoton system is marginally worse than that of a confocal 
system, it should also be noted that there are other advantages to the use of multiphoton excitation, the 
main one being the ability to excite and image deeper into a biological specimen due to the relatively 
low absorption and scattering in the IR compared to the visible
[54]
. Other advantages include reduced 
out-of-plane photobleaching
[48]
 and the ability to excite shorter-wavelength emitters without 
illuminating the sample with UV light. Eliminating the use of UV removes the need for UV-corrected 
and non-UV-fluorescing optics, which can be expensive, and UV illumination can lead to harmful 
effects in cells in the single photon case. The scattering is also less of an issue for the detection of 
fluorescence light, as a pinhole is not needed, and a single dichroic can be used to access a wide range 
of fluorophores compared to the many switchable ones required for multiple wavelength imaging in 
Dichroic beamsplitter 
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the single photon case. The main drawback is the photobleaching in the focal plane for multiphoton 
excitation, which is nonlinear, sometimes even to the third or fourth power
[48,55,56]
, placing a limit on 
the rate at which fluorescence can be obtained from a particular plane. 
A concept strongly related to multiphoton microscopy is second harmonic generation (SHG) 
microscopy, where the process of second harmonic generation can occur in a noncentrosymmetric 
sample. The occurrence of efficient SHG requires that the sample be transparent at both the 
fundamental and harmonic frequencies, and that the dielectric coefficient (or relative permittivity) be 
nonlinear. If an electric field 𝐸 is incident on a linear material, a polarisation 𝑃 will be generated such 
that: 
Equation 22 𝑃 = 𝜀0𝜒
(1)𝐸  
Where 𝜒(1) is the linear susceptibility, as in 𝑛2 = 𝜀𝑟 = 1 + 𝜒
(1). However, if it is the case that 
the response of the material is nonlinear, it can be described as a Taylor expansion such as: 
Equation 23 𝑃𝑘 = ε0  χik
(1)𝐸𝑖 + χijk
(2)𝐸𝑖𝐸𝑗 + χijlk
(3)𝐸𝑖𝐸𝑗𝐸𝑙 + ⋯  
Where the coefficients χ(n) correspond to the 𝑛th order nonlinear process. If we consider only the 
second order term 𝑃𝑘(𝑆𝐻𝐺) = χijk
(2)𝐸𝑖𝐸𝑗  with a sinusoidal input field given by: 
Equation 24 𝐸𝑖 = εie
−iωt + εi
∗eiωt 
Where εi
∗eiωt is the complex conjugate of εie
−iωt and εi is the amplitude at a given position. 
Substituting Equation 24 into the second order term of Equation 23 gives: 
Equation 25 𝑃𝑘(𝑆𝐻𝐺)= χijk
(2)  εiεje
+2iωt + εiεj
∗ + εi
∗εj + εi
∗εj
∗e−2iωt  
Therefore, it is apparent that there is a component of the nonlinear polarisation at twice the 
frequency of the input, χijk
(2) εiεje
+2iωt + εi
∗εj
∗e−2iωt . The noncentrosymmetric material 
requirement arises from the fact that reversal of the vector distance requires that both 𝑃 → −𝑃  and 
𝐸 → −𝐸 , which is only possible in the case that the even-numbered coefficients (χ(n)  for which 𝑛 is 
even) are zero, since any sign change in 𝐸   would be negated by the even number of 𝐸s multiplied. 
Although SHG does not cause photobleaching as a process, the high power levels required for 
efficient harmonic generation will often result in two-photon excitation at commonly-used 
wavelengths, which can result in bleaching. In addition to this, as SHG is a directional process, the 
amount of light sent in the backwards direction, where detectors are commonly located, can be small, 
depending on the size and concentration of scatterers present. It has also been shown that some probes 
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can generate better contrast by improving their SHG  capabilities than by changing their fluorescence 
properties
[55]
. 
2.7 Improving spatial resolution 
As the majority of biomolecules and some cellular  features of interest such as membrane 
microdomains are of sizes on the order of 10s of nm or less
[56]
, it is desirable to achieve greater 
resolution than the diffraction-limited spatial resolution of the microscopes described so far, which is 
on the order of 100s of nm. It is possible to improve on this by the use of various techniques, although 
it should be noted that these have associated drawbacks, and the most common of these methods are 
discussed in this section.  
2.7.1 Deconvolution 
Deconvolution is the most generally-applicable method used to improve system resolution, and 
works by deconvolving the image obtained with a reference system point spread function, which in 
theory should produce the original features of the sample
[57]
. Any system for which the point spread 
function is known can have deconvolution applied to the data produced, but there are drawbacks. 
Chief among these is the time taken for the process, which can be on the order of hours, making a 
real-time display impossible. In addition to this, the algorithms used are sensitive to noise, which can 
result in the production of artefacts in the reconstructed image.  
Noise can arise from the detection process, or be due to variations in the PSF due to sample or 
environmental conditions, and it is also the case that if the PSF is complicated, the deconvolution 
algorithm may not have a unique solution. 
2.7.2 Total internal reflection fluorescence  
Total Internal Reflection Fluorescence [TIRF] microscopy uses the phenomenon of the 
evanescent wave in total internal reflection to limit efficient excitation of the sample to the immediate 
vicinity of the coverslip, with it being possible to achieve a 50% falloff in excitation efficiency within 
tens of nanometres of the surface. The behaviour of a plane optical wave encountering a discontinuity 
in refractive index can be described in terms of ray optics by Snell‟s Law: 
Equation 26 𝑛1𝑠𝑖𝑛𝜃1 = 𝑛2𝑠𝑖𝑛𝜃2 
Where 𝑛1and 𝑛2are the refractive indices of the source and destination materials, and 𝜃1 and 𝜃2 
are the angles on each side from the normal to the interface. If 𝑛1 > 𝑛2, it is possible to create a 
situation where 𝜃2 is equal to or greater than 90°. The value of 𝜃1 at the point at which  𝜃2 = 90° is 
referred to as 𝜃𝑐 , the critical angle. As a consequence of fulfilling boundary conditions at an interface, 
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even in the case of total internal reflection, an exponentially decaying field will be present on the far 
side of the interface, following the form: 
Equation 27 𝐼 𝑧 = 𝐼0𝑒
−
𝑧
𝑑  
Where 𝐼 𝑧  is the intensity at a distance 𝑧  from the interface;  𝑑  is the penetration depth, a 
quantity related to the angle of incidence and the refractive indices of the two materials in the 
interface; 𝐼0 the initial intensity on the far side of the interface. A diagram illustrating the geometries 
of equations Equation 26 and Equation 27 is shown in Figure 13. The  values of  𝐼0  and 𝑑 are given 
by the following equations: 
Equation 28 𝐼0 = 𝐼𝑖
4𝑛1
2𝑐𝑜𝑠 2𝜃1(2𝑛1
2𝑠𝑖𝑛 2𝜃1−𝑛2
2)
𝑛24𝑐𝑜𝑠 2𝜃1+𝑛14𝑠𝑖𝑛 2𝜃1−𝑛12𝑛22
 
in the case of p-polarised light, or: 
Equation 29 𝐼0 = 𝐼𝑖
4𝑛1
2𝑐𝑜𝑠 2𝜃1
𝑛12−𝑛22
 
in the case of s-polarised light, both having 𝐼𝑖  as the intensity on the incident side of the interface.  
Equation 30 𝑑 =
𝜆
4𝜋 𝑛12𝑠𝑖𝑛 2𝜃1−𝑛22
 
 
 
Figure 13 TIRF geometry and illumination intensity falloff illustration 
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The polarisation of the evanescent wave will be dependent on the polarisation of the incident 
light, with s-polarised light resulting in polarisation parallel to the plane of reflection and 
perpendicular to the evanescent wave propagation direction, and p-polarised light resulting in 
elliptical polarisation. 
In most microscopy cases, 𝑑 will be on the order of 100nm, which is less than the FWHM of a 
confocal system (note that this is not an equivalent parameter). The only parameter that is open to 
adjustment for a particular sample is the angle of incidence, which can be changed by altering the 
distance from the centre of the back aperture at which the beam is focused. An illustration of a 
conventional TIRF setup used for imaging in two wavelength ranges is shown in Figure 14.  
Various methods of achieving TIRF illumination have been used, such as illuminating the sample 
through a prism as opposed to the imaging path objective, or by rapidly scanning the illumination 
incidence path to improve evenness of illumination
[58]
. 
It is also possible to achieve a state of near-TIRF illumination, where a highly-inclined sheet of 
light is passed through the sample, although this provides less of a sectioning capability and also 
illuminates at different focal depths across the field of view
[59]
.  
 
Figure 14 Multiple wavelength TIRF imaging system using a DualView (Optical Insights) in the 
detection pathway  
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2.7.3 4π microscope 
As mentioned previously, one of the major contributing factors to the point spread function of an 
optical system is the numerical aperture. The concept of 4π microscopy is to effectively maximise this 
by illuminating the sample from two opposed directions. This allows up to a sixfold improvement on 
the axial resolution of a standard two-photon microscope
[60]
. A drawback is that the sample must be 
thinner than the working distance of an objective, as well as requiring both objectives to be precisely 
aligned. Also, since the illumination beam is incident from two directions, an interference pattern will 
be generated in the excitation PSF, and these so-called axial side-lobes will result in fluorescence 
excitation outside the desired volume. Deconvolution techniques can be applied to 4π data, but the 
algorithms may not result in unique solutions for particular datasets. 
2.7.4 Θ microscopy and SPIM 
The related concepts of θ microscopy and Selective Plane Illumination Microscopy [SPIM] 
describe setups where the illumination and observation paths are at angles to each other. This allows 
the difference between the axial and transverse extents of a standard focal point spread function to be 
taken advantage of, as shown in Figure 15. This results in the system PSF being closer to spherical as 
the angle between the illumination and detection paths is increased, and shorter in axial extent than for 
a standard confocal system.  
  
 
Figure 15 Excitation, Emission and overlaid PSFs for standard confocal (left) and Θ (right) 
microscopy  
The concept of SPIM is to illuminate the sample perpendicularly with a thin sheet of light, and 
image using a standard objective, commonly one of low magnification (and hence numerical 
aperture), to enable acquisition over a larger field of view without losing sectioning strength. 
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2.7.5 Reversible saturable optical fluorescence transitions 
The most successful of the far-field superresolution techniques in terms of resolution achieved to 
date is STimulated Emission Depletion [STED] microscopy
[61]
, which is part of a family of concepts 
referred to as REversible Saturable OpticaL Fluorescence Transitions [RESOLFT], with the other 
member of the family is Ground State Depletion [GSD]
[62]
 microscopy. These methods usually rely on 
the forcing of fluorophores either into a nonemitting state such as the triplet state, or the ground state, 
by stimulated emission in a spatially-dependent manner, as illustrated in Figure 16. Alternatively, it is 
possible to achieve resolution improvement by the use of photoswitching, a process by which the state 
of the fluorescent molecules is altered, changing the wavelength at which they will fluoresce, 
allowing their emission to be blocked by filters. 
 
Figure 16 RESOLFT concept, showing excitation and depletion beam transverse intensity cross-
sections  
2.7.6 Photoactivation light microscopy 
The concept behind PhotoActivation Light Microscopy [PALM] is that if only one fluorophore is 
active within any given separable resolution region on the image plane, then it should be possible to 
use centroiding to determine the position of each fluorophore to nanometer level accuracy. This 
recently became possible with the advent of photoactivatable and photoswitchable fluorescent 
proteins
[63]
 that can be made fluorescent in sparse arrangements. The enhanced resolution is only 
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effective in the imaging plane, and most applications of this technique use TIRF to facilitate the single 
molecule imaging and to achieve some improvement in axial resolution. A related technique, 
Stochaistic Optical Reconstruction Microscopy [STORM]
[64]
, uses photoswitchable fluorophores to 
achieve the same end result. 
2.8 Improving temporal resolution 
In almost any experiment, it is desirable to acquire the data as quickly as reasonably possible and 
in fluorescence experiments, there are various means to do so, and these are discussed in this section. 
2.8.1 Detection efficiency and dynamic range 
One of the most critical aspects of fluorescence imaging is the selection of appropriate detection 
equipment. Most detectors exhibit significant variation in sensitivity and noise characteristics 
depending on factors such as wavelength and operating temperature. Another issue is that of dynamic 
range – if there is a particularly bright spot on the sample capable of saturating the detector, this limits 
the throughput of the system if artefacts are to be avoided. Ideally a detector will have a low noise 
level, high quantum efficiency over the desired waveband, a linear response to intensity of signal, and 
a uniform response over the active area. In practice, most detectors used in microscopy systems have 
30-90% quantum efficiencies, with noise being close to shot noise limited in many cooled detectors. 
Linearity of response is also generally good for PMTs and CCDs, but PMTs are likely to have more 
variation in response over the active area in comparison to CCDs, but this is only an issue if the active 
region of the PMT used varies over time. 
2.8.2 Illumination power 
The simplest method of increasing the amount of fluorescence generated by a sample is to 
increase the excitation intensity at the sample. Depending on the availability of extra excitation power 
and the level that will cause damage to the sample, whether in terms of photobleaching or 
photodamage, this method has limits. The lasers used with most common microscope systems are 
often capable of providing more optical power than is practically usable at a single point due to 
considerations of photodamage, photobleaching and phototoxicity. 
2.8.3 Multipoint illumination 
Since the power of commonly-used lasers is often in excess of that usable at a single point on the 
sample, one means of increasing the amount of light arriving at the sample is to divide it between 
multiple locations. The most common technology used to do this for single-photon microscopy is a 
spinning disk, or tandem scanning confocal microscope
[65]
, of which several varieties and related 
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technologies exist, and a variety of these are examined in Section 4. The basic principle is that a 
spinning disk of pinholes (arranged so that for every rotation of the disk, the entire illuminated region 
will have been irradiated with an equal amount of light) is placed in an image plane of the objective, 
and the resulting array of illumination points on the sample is then imaged back through the disk 
pinholes onto a camera, acting like a parallel confocal microscope. The primary issues with the use of 
a spinning disc are crosstalk between points, reduced illumination efficiency, and integration artefacts. 
In the case of multiphoton microscopy, the Nipkow disc method has also been used
[66]
, albeit 
without the necessity of re-imaging the fluorescence back through the pinholes. In addition to this, 
beamsplitters
[67-69]
 or fixed arrays of microlenses
[70]
 to generate multiple foci that are imaged by a 
CCD have also been used. The use of the beamspitter-based method is also discussed in Chapter 4, 
and a related method, where the excitation spots are independently detected by PMTs is discussed in 
Chapter 6. Assuming that the excitation beams are sufficiently spatially separated, the use of 
independent detectors for each beam can allow for improved rejection of scattered fluorescence, 
leading to improved image quality when imaging into scattering media
[71]
. 
If the average power or exposure is kept the same as for single beam exposure, then the peak 
illumination intensity decreases linearly with the number of spots, with a consequently greater 
reduction in the contributions towards nonlinear processes. 
2.9 Spectral resolution enhancement 
As the samples that are imaged become more complex, using spectral selection to separate 
different fluorescing components of the sample becomes an attractive proposition, as well as assisting 
with the rejection of unwanted background signals. There are a variety of ways to achieve spectral 
selection, although it is often difficult to implement some of them for full-field imaging. 
2.9.1 Filters 
The simplest form of spectral selection is the use of absorbing or reflective filters, which are used 
in scanning and widefield systems. They benefit from the advantage of being simple to implement and 
having well-defined characteristics, but have the drawback of having a fixed transmission range, 
meaning that although they are interchangeable, it is not possible to arbitrarily select bandpass 
regions. It is also possible to use devices such as electro-optic or acousto -optic tunable filters to pick 
particular wavelengths, and these are commonly used in the excitation paths of fluorescence 
microscopes. Acousto-optic devices typically apply an acoustic oscillation to a crystal to generate a 
standing wave, creating a region of periodically varying refractive index. This region acts like a 
grating, allowing light of different wavelengths to be diffracted at different angles, and this can be 
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used to couple the desired wavelength into a particular path. Electro-optic devices employ a material 
that alters its refractive index in response to electric fields as opposed to acoustic pressure. 
2.9.2 Spectrography 
An alternative to the use of filters is the use of spectrography to spectrally separate the 
fluorescence from a line or a point, usually by means of a dispersive element such as a prism or 
grating. This is often recorded by a spatially-resolving detector such as a camera, with one of the 
spatial axes now corresponding to the wavelength. It is worth noting that to do this, the number of 
dimensions needed for the detector will be one greater than the number needed to resolve the original 
image information unless additional elements are added. For example, a zero-dimensional (or point) 
source will require at least a one-dimensional detector, a one dimensional (or line) source will require 
a two-dimensional detector, and so on. For this reason, it becomes clear that in spectrally resolving a 
two-dimensional image, it will not usually be possible to image the result with a two-dimensional 
detector without scanning in space or time, although adding an image modification system to convert 
a 2-D image to a 1-D format is possible
[72]
.  
One particularly useful method of achieving spectral resolution is that which is patented by Leica, 
and which is implemented in the TCS SP2 and SP5 confocal microscopes used for the work described 
in later chapters. This involves the use of a prism and collimating lens set to produce a spectrally 
dispersed collimated beam, which is impinged upon by sliding mirrors, allowing adjustable 
wavebands to be picked off, and sent to single point detectors with minimal losses, although it limits 
the number of spectral channels it is practical to implement due to space limitations, with three being 
typically implemented. 
2.10  Polarisation resolution 
In some cases, the polarisation of the light emitted can provide information on properties such as 
molecular orientation, conformation and rotational diffusion times, or can be used to monitor the 
process of homo-FRET
[73]
. Polarisation discrimination is commonly achieved in emission by the use 
of polarising filters such as Polaroid or by polarising beam splitters, and in excitation by the use of 
polarising beam splitters and waveplates. It should be noted that for the change in emission 
polarisation to be detected, the excitation light must also be polarised, with lasers often being the 
source of choice, due to their highly polarised nature. 
2.11  Lifetime resolution 
As mentioned previously, a key attribute of a fluorophore is its fluorescence lifetime. The 
measurement of a fluorescence lifetime can provide insight into the fluorophore environment and is 
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one of the main techniques used in the determination of FRET efficiencies. There are various methods 
that can be used to obtain lifetime data with spatial resolution, which are collectively referred to as 
Fluorescence Lifetime Imaging Microscopy and these are discussed in the following sections. 
In all types of FLIM, the signal detected in a particular resolution element will provide the 
composite of the lifetime profile of all the detectable excited fluorophores within the acquisition 
volume. For a single fluorophore, for a sufficient number of excitations, the emission statistics with 
respect to time will be given by: 
Equation 31 𝐼 𝑡 = 𝐼0𝑒
− 
𝑡
𝜏
 
 
If multiple fluorophores are present, then the form of the curve will simply be altered to: 
Equation 32 𝐼 𝑡 = 𝐼0  𝛼𝑖𝑒
− 
𝑡
𝜏𝑖
 𝑖
0  
Where 𝑖 is the number of fluorophores, each with a potentially different lifetime, 𝜏𝑖 .It is usually 
the case that fluorophores are modelled to exhibit a single, or a small number of  discrete lifetime 
components, with monoexponential or biexponential fits being most common.  If a continuous 
distribution of lifetimes is expected, a stretched exponential function may be used as the model
[74]
, 
with the stretching parameter 𝛽 being introduced to the single exponential decay model: 
Equation 33 𝐼 𝑡 = 𝐼0𝑒
− 
𝑡
𝜏
 
𝛽
 
There are two primary approaches to FLIM, the time-domain and frequency-domain based 
methods. The approach used in this work is the time-domain method, but both methods are discussed 
in the following sections, with time-domain methods being examined in greater detail. 
2.11.1  Frequency domain FLIM 
The frequency-domain method uses a laser source that is modulated at one or more frequencies. 
Because there is a delay between the absorption and emission of a photon, a relative phase shift ( ), 
varying between 0 and 90º is created. This phase shift will be dependent on the modulation frequency. 
A demodulation of the detected fluorescence will also occur, as the finite excited state lifetime 
prevents the emitted fluorescence signal from exactly following the excitation modulation. As the 
excitation modulation frequency increases, the phase shift will increase, and the modulation depth will 
decrease. In combination, these factors can be used to discern the distribution of lifetimes present. A 
schematic of frequency domain FLIM excitation and emission is shown in Figure 17. 
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Figure 17 Frequency domain FLIM basics 
The parameters used in the data analysis are usually the modulation frequency, ω, the phase shift, 
 , and/or the modulation, m , given by: 
Equation 34 𝑚 =
𝐵
𝐴 
𝑏
𝑎 
 
Excitation is carried out at multiple modulation frequencies, and the sample response is then 
plotted as modulation frequency against phase angle or modulation, as represented in Figure 18. 
 
Figure 18 Illustration of frequency domain lifetime determination (adapted from Lakowicz [2]) 
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The shape of the response curve shown in Figure 18 is a function of the number of lifetime 
populations present in the sample. In the single exponential case, the phase and modulation are related 
to the decay time (τ) at any frequency (ω) by: 
Equation 35 𝑡𝑎𝑛𝜑𝜔 = 𝜔𝜏 and 𝑚𝜔 =   1 + 𝜔2𝜏2  
In the single exponential case, only a single excitation modulation frequency is required to obtain 
a lifetime, and the values recovered from both the phase and modulation lifetimes will be similar. In 
the case where multiple lifetime components are present, multiple excitation frequencies are needed to 
determine the lifetimes of the individual components. Typically, the modulation frequencies used are 
in a region where the phase angle is highly frequency dependent, and about 25 frequencies would be 
used. For multiexponential decays, the lifetime is generally calculated from data using an iterative 
nonlinear least-squares method
[75]
.  
2.11.2 Time domain FLIM 
The time domain method uses a short pulse of light for excitation, preferably far shorter than the 
sample lifetime, i.e. in the 10s of ps range. The time-dependent emission intensity  tI is then 
measured, with the decay time being the time at which the intensity has fallen to e1 of the initial 
value (for a single exponential decay).  
There are two main time domain approaches to acquiring intensity data on such short timescales 
that have been used in this work. These approaches are widefield time-gating and Time-Correlated 
Single Photon Counting which are described in the following sections. 
2.11.2.1 Widefield time-gating 
The widefield time gating approach to FLIM can be thought of as effectively taking short shutter 
time images of the sample fluorescence at various fixed delays after the excitation pulse. The 
measurement of the intensity has to be conducted on timescales shorter than the fluorescence lifetime 
in order to provide useful data and therefore a means of measuring intensities using effective shutter 
times measured in fractions of nanoseconds is required. A common way to do this to use a Gated 
Optical Intensifier [GOI], the principles of which are described in further detail later. Typically a high 
repetition rate laser is used (on the order of 10s of MHz) and multiple GOI exposures at a constant 
gate delay are summed using a (comparatively) long integration of the signal with a CCD. A 
schematic of such a system is shown in Figure 19, and an example of a multiple gate scheme is shown 
in Figure 20.  
Each of the coloured bars (or gates) in Figure 20 represents the time over which the GOI would 
be active, with each gate beginning at a different set interval after the excitation pulse. However, due 
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to the limitations of widefield detector technology (i.e. CCDs) in terms of readout speed, only one 
gate delay is used per CCD integration period. For example, for the first 𝑛  illumination pulses 
(corresponding to a particular CCD integration), the blue gate would be the only gate delay at which 
the detector would detect photons from the sample. In the following 𝑛 pulses, it would be the green 
gate, and so on. Data is usually averaged over several thousands or millions of pulses, in order to 
reduce noise and account for the statistical nature of the fluorescence emission process. Following 
this, a best-fit line can be applied to the data obtained, with a straight line on a logarithmic scale 
providing the easiest visual demonstration of the lifetime in the single exponential case – the gradient 
of the line, 𝐺, will be equal to: 
Equation 36 𝐺 = −
1
𝜏
 
 
Figure 19 Schematic of a GOI-based widefield time domain FLIM system (electronic connections in 
black, optical in colour) 
 
Figure 20 Time domain lifetime basics 
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In actuality, the fitting of models to a dataset is often carried out by means of iteratively fitting a 
model to the recorded data and examining a quality of fit parameter. This is described in further detain 
in Section 2.11.3 of this document. 
2.11.2.2 Time Correlated Single Photon Counting 
The other main time-domain method for acquiring lifetime data is TCSPC, which works by 
measuring the delay between the excitation pulse arriving at the sample and the arrival of a photon at 
the detector. The measurement of a sufficient number of photons allows for the generation of a 
histogram of arrival times that should correspond to the decay profile. The most common type of 
measurement electronics used (as shown in Figure 21) produces a constant-rate accumulation of 
charge in a capacitor following initiation by the arrival of a photon that is stopped by a 
synchronisation signal from the laser. Since the rate of charge accumulation is constant, the total 
charge accumulated will be directly proportional to the time taken for a photon to be emitted after 
excitation, and likewise, the voltage across the capacitor will be in direct proportion.  
 
Figure 21 Schematic of analogue TCSPC system 
The voltage is usually read using an Analogue-to-Digital Converter, to complete what is referred 
to as the Time-to-Amplitude Converter [TAC], which converts the delay between excitation and 
emission to a digital value. This has a selectable bit depth in order to allow storage of the data as an 
integer value. The amplitude (i.e. time) values measured are recorded in the form of a histogram of 
arrival delays. 
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It should be noted that the system is reliant on the arrival of more than one photon per detection 
interval being a rare event. The arrival of more than one photon would result in the skewing of the 
recorded decay statistics, preferentially recording shorter arrival times as opposed to longer ones, 
since the detection electronics exhibits a dead time when it is busy determining the arrival time of the 
first photon, rendering it unable to determine whether another photon generated by the same pulse had 
arrived, as illustrated in Figure 23. Whilst this reset process is in progress, any arriving signals are 
simply discarded, with the reset usually taking on the order of 125ns to accomplish, which is referred 
to as the dead time. The arrival of photons from different pulses to the one which initially triggered 
the electronics during the dead time should not contribute to distortion of the statistics, instead being 
comparable to only running the detection system part of the time. 
 
Figure 22 Illustration of the issue of pile-up (statistics exaggerated for demonstration), ignoring the 
issue of dead-time 
Alternatively, it is possible to use a time-to-digital as opposed to time-to analogue system where 
instead of a capacitor being charged, a fast delay line composed of multiple elements is used to 
determine the delay between excitation and emission
[76]
. Additionally, it is possible to use a so-called 
“photon binning” system, where the content of a particular memory register is incremented, with the 
address being directly dependent on the arrival time of the photon 
[77,78]
. The primary issue with this 
method is a reduced time resolution, but there is an advantage in that even if multiple emission events 
occur after a single excitation pulse, they can all be recorded.  
The system used in the work reported in this thesis uses a TAC, and therefore the discussion is 
primarily concerned with this type of TCSPC. The determination of the arrival time of both the start 
and stop signals for the voltage ramp is done by means of a Constant Fraction Discriminator [CFD]. 
The purpose of the CFD is to allow for consistent triggering in relation to the input waveform, 
independent of the pulse size, which can be an issue with PMTs since the gain is not always identical 
Time 
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between events. This is illustrated in Figure 23, which shows the difference in timing that can be 
caused by using level-based triggering when signal pulses are of different heights, whereas the CFD 
triggers at a relative pulse height, ensuring that for identically shaped pulses of different intensity, the 
trigger signal is received at the same relative time from the start of the pulse. 
 
Figure 23  Illustration of level-based (left) and CFD-based (right) triggering, showing that triggering 
at a constant level for various pulse heights leads to timing jitter, whereas triggering at a 
constant fraction of the pulse maximum does not 
A CFD often comprises a set of amplifiers, a delay line, a comparator and a gate discriminator. 
The amplifiers and delay line serve to create a bipolar signal from the initial pulse, by amplifying the 
difference between the initial pulse, and a delayed, inverted version of it. The point at which the 
bipolar pulse changes polarity is the zero cross point, and this is used to drive the comparator to create 
a logic pulse. The gate discriminator determines whether the input pulse height falls within an 
acceptable amplitude range, and this is used as drive the logic state of a flip-flop which is clocked by 
the pulse from the comparator. 
If a TCSPC system is being used with a confocal microscope, it can be provided with information 
on the position of the scan mirrors to allow it to assign photons to particular pixels in the image. This 
mode of operation is referred to as Scan Sync In by Becker & Hickl GmbH, the manufacturer of the 
electronics used later in this work. 
The primary drawback to the use of TCSPC compared to widefield FLIM methods is analogous 
to that of the confocal microscope when compared to (for example) a Nipkow disk based microscope 
– namely that the inherently serial manner in which the data is collected results in low image 
acquisition speeds. This means that unless a means to either reduce electronic dead-time or parallelise 
TCSPC acquisitions is developed, widefield FLIM will enjoy a significant acquisition speed 
advantage.  
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2.11.2.3 Streak cameras 
One means of parallelising TCSPC acquisitions is to replace the timing electronics described in 
the previous section with a streak camera. Streak cameras map time into a spatial dimension by 
converting photons to electrons, which are then sent through a time-varying electric field, that 
operates in a sawtooth pattern synchronised with the illumination pulses. If the transit time through 
the field is short compared to the voltage ramp timescale, the deflection of the electrons is directly 
proportional to the voltage applied, and hence the time after the excitation pulse
[79]
. If the electrons 
then strike a phosphor, this produces an optical signal that can be recorded, for example by a CCD. 
Since the electron acceleration is only along one direction, and the detector is two-dimensional, a line 
of illumination can be used, meaning that some degree of parallelisation is possible. The primary 
drawback to this method is that streak cameras are extremely expensive in comparison to the 
TAC/ADC combination mentioned earlier, and although it would be equivalent to TCSPC in the ideal 
case, real world variation in the intensity of the optical output generated by a single photon can lead to 
photon numbers being ambiguous for larger count numbers, whereas with the ADC/TAC, either a 
photon is recorded or is not. 
2.11.3  Decay fitting 
For a lifetime to be determined, the data acquired must be fitted to a model and, in the case of 
time domain FLIM, the most common are single or double exponential models of the form described 
in Equation 32. The low number of exponentials is due to the fact that, as the number of lifetime 
components increases, so does the number of photons needed to ensure a reasonably good fit. For a 
single exponential, a few hundred photons per pixel are sufficient to ensure a lifetime accuracy on the 
order of 10%
[80]
 but for higher numbers of decay components, a higher signal-to-noise ratio is 
required, which necessitates longer acquisition times. For example, to obtain the same level of 
lifetime accuracy for a double exponential fit for lifetimes differing by a factor of two as for a single 
exponential will require two orders of magnitude more photons 
[80]
. 
Various methods can be used to adjust the model parameters to fit the collected data, including 
least-squares fitting, maximum likelihood estimation and others
[81]
. For this project, all fitting is 
carried out using iterative weighted non-linear least squares fitting, using the Leavenborg-Marquadt 
algorithm
[82]
. This attempts to minimise the goodness-of-fit parameter Χ2, which is given by: 
Equation 37 Χ2 =  
(y i−f xi 
2
f xi 
N
i=1  
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The recorded number of photons, 𝑦𝑖 , and the number predicted by the model, 𝑓 𝑥1 , are used to 
produce the goodness-of-fit parameter, which is weighted by the predicted value in this case. One 
further complexity of the fitting process is the Instrument Response Function [IRF], which is the 
output produced by the system when presented with a delta function input. This recognises that the 
recorded data is a convolution of the actual fluorescence data with the IRF. The most convenient 
means of accounting for this is to measure the IRF, and convolve the model function with it before 
fitting. This is less complex than deconvolving the measured data, as well as being less sensitive to 
noise in the IRF. The IRF has a significant effect when the lifetimes being measured are comparable 
to the IRF width and when fitting multiexponential decays. In the case of single exponential decays, 
fitting only the fluorescence acquired after the IRF is sufficient to effectively remove this as an issue. 
The IRF of a system can be obtained by the use of a mirror or scatterer as a target in the case of single 
photon excitation, using a second harmonic source in the case of a multiphoton system, or can be 
calculated for either by the use of a known lifetime standard. 
2.12 Summary 
In summary, there are a wide variety of microscopy techniques in current use, of which 
fluorescence microscopy is the most commonly used in cellular-level imaging of live cells. Various 
means of improving on the spatial, temporal and wavelength resolution achieved by a standard 
widefield fluorescence microscope exist and can often be implemented together.  Most optically 
sectioning fluorescence microscopes in use are of either the single point confocal or multiphoton 
variety with multipoint excitation using Nipkow disks, microlens arrays or beamsplitters becoming 
more widely-used. Recently, FLIM has also become more commonly-used, with TCSPC being the 
most common FLIM modality and the current “gold standard”.  
The main issue with the use of FLIM in the context of biological samples are the conflict between 
the desire for short acquisition times and the need for adequate numbers of photons for fitting 
lifetimes. Depending on the FLIM technique, various forms of parallelisation may be applicable, such 
as the use of widefield detection with multipoint excitation. However, if TCSPC is desired as the gold 
standard approach for lifetime determination, parallelisation has not been previously been 
implemented. For this reason, the development of a multipoint TCSPC system is desirable, as are any 
additional techniques that can be used to increase the acquisition speed of TCSPC.  
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3 Biology introduction 
This chapter discusses some basic aspects of cell biology, then immunology, with a focus on the 
immune synapse and the role of Natural Killer cells and the signalling molecules that they use to 
determine the appropriate response to cells which they encounter, especially those of interest in the 
experiments carried out for this thesis. The main topics covered in this section are as follows: 
 Cell components 
 The immune system 
 NK cells 
 The immunological synapse 
3.1 Cell components 
In this section, a brief overview of the major cell components relating to experiments described in 
this thesis is given. The most basic description of a cell is as layers of lipids surrounding and 
separating several liquid mixtures of proteins and nucleic acids. The components shown in Figure 24 
are briefly discussed in the following sections if they are relevant to the thesis. 
 
Figure 24 Eukaryotic cell components (adapted from Wikipedia [83]) 
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The primary components that will be discussed are the plasma membrane, transmembrane 
proteins, cytoplasm, and mitochondria. 
3.1.1 Plasma membrane 
The plasma membrane separates the contents of the cell from the outside environment, and is 
composed primarily of a bilayer of amphipathic lipids, with a hydrophilic head, and one or more 
lipophilic tails. It is thought that there may be over 100,000 sphingolipids, 9000 phospholipids, a 
similar number of di- and tri-acylglyceriols, and tens of fatty acids and cholesterols
[84]
. It is thought 
that the differences in composition between various membranes show that lipids may play an active 
role in various cellular processes. 
Since the mid 1960s, it has been known that in water, phospholipids self-organise into bilayers 
with the heads facing outwards in order to minimise the forces acting upon them
[85]
 and were soon in 
use as a model for biological membranes
[86]
. Since then, more refined models have taken the place of 
the plain lipid bilayer and it has became apparent that proteins are a significant component of the 
membrane. From this, the primary model used changed to the Singer-Nicolson fluid mosaic model
[87]
, 
which effectively describes the membrane as a 2D sea of a  variety of diffusing lipids, proteins and 
other molecules, such as cholesterol.  
The Sanger-Nicolson model does not exclude the possibility that there can be preferential 
segregation of various components, with the process of lipid phase separation being thought of as a 
major contributor to the organisational ability of the membrane. There are three phases that a cellular 
membrane can typically adopt, referred to as the gel phase, the liquid disordered phase and the liquid 
ordered phase. The gel phase typically occurs at lower temperatures, with lipids being tightly packed 
and having low mobility, transitioning to the liquid disordered phase as temperatures increase. The 
liquid disordered phase has a lower packing density, allowing more rotational and translational 
freedom for the lipids, since the lipid tails are less hindered in their motions. The liquid ordered phase 
exhibits the ordering of lipid tails in a way similar to the gel phase and occurs due to the presence of 
cholesterol, a relatively flat molecule that can act to impose order in the surrounding area, assuming a 
sufficiently large population of suitable lipids (those which are more highly saturated i.e. with 
straighter tails), but still allows the increased translational freedom of the liquid disordered phase.   
Ordered phase domains are frequently referred to as membrane lipid microdomains (MLMs) or 
lipid rafts, although their presence as such in cell membranes is still a matter of debate. Lipid rafts 
were initially described as
[88]
: 
“Preferential packing of sphingolipids and cholesterol into moving platforms, or rafts, onto which 
specific proteins attach within the bilayer” 
More recently, the most widely-accepted definition has become
[89]
: 
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“Small (10-200nm) heterogeneous, highly dynamic sterol- and sphingolipid- enriched domains 
that compartmentalise cellular processes. Small rafts can sometimes be stabilised to form larger 
platforms through protein-protein and protein-lipid interactions” 
Although this does not explicitly mention the matter of phase separation, it does refer to the 
presence of sterols such as cholesterol. The small size and transient nature of these domains make 
them hard to image, being below the resolution limit of a conventional optical microscope, although 
larger scale segregation of regions has been observed with optical microscopy via the use of 
partitioning membrane markers and other techniques.  
3.1.2 Integral membrane proteins 
For signalling between the cell and the outside environment, the two main mechanisms used are 
the exo-/endocytosis of soluble messenger molecules (the foremost example being the transmission of 
action potentials across nerve endings), or signalling via transmembrane proteins. In most animal 
cells, the transmembrane domain of such proteins comprises one or more alpha-helical structures, 
parts of which can stably exist in the non-polar region of the membrane as opposed to the polar 
regions of the cytoplasm or extracellular matrix, which have a high water content. In some cases, 
ligation of transmembrane proteins on one cell by those on another is the signalling mechanism of 
choice and this is the case for most of the proteins directly involved in signalling at the immunological 
synapse. Some NK cell-specific proteins of particular interest to this work are further discussed in 
Section 3.3. 
3.1.3 Cytoskeleton 
The term cytoskeleton is used to refer to the networks of proteins that create a sort of scaffolding 
that maintains the shape of the cell and allows for transport of various materials. There are two major 
types of networks, filamentous and microtubular. 
Actin generally exists in the cytoplasm in a globular form (G-Actin) and, when bound to ATP, 
can polymerise to a filamentous form (F-actin), which grows directionally and can be disassembling 
at one end whilst polymerisation continues at the other. Various proteins interact with F-actin, linking 
filaments into bundles, or loose networks, allowing branching of filaments and attachment to plasma 
membrane (and other) proteins. The major actin-based structure is microfilaments, which are 
composed of two intertwined chains and are prevalent near the cell membrane, with a role in 
maintaining cell shape, forming protrusions and in cytokinesis.  
Sets of proteins called vimentins and keratins form structures referred to as Intermediate 
filaments, which are larger and more stable than microfilaments, and come in the form of dimers or 
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tetramers. Similarly to microfilaments, they maintain cell layout by tension, but primarily within the 
cell interior, as opposed to near the edge.  
Microtubules are hollow closely-packed helical structures comprised of approximately 13 α- and 
β-tubulin dimers per turn, with the agglomeration of such subunits being driven by GTP, and 
disassembly only occurring from the ends of the microtubule. Microtubules form as support structure 
based on compressive strength. 
In addition to the cytoskeletal proteins themselves, there also exist various proteins referred to as 
motor proteins
[90]
, such as myosin, which moves along actin filaments, and kinesin and dynein, which 
move along microtubules. All of these motor proteins are capable of towing an attached cargo whilst 
doing so. By these means, it is possible for cells to engage in directed transport of selected cellular 
components, both along the cell surface and within the cell. 
3.1.4 Mitochondria 
Mitochondria are cellular structures that generate the majority of the ATP [Adenosine 
TriPhosphate] found in cells, which is the molecule used to transport energy. In addition to this 
function, they may also play a role in other cellular processes such as signalling and growth
[91]
. It is 
thought that they originated from ancient bacteria, which were engulfed by the predecessors of 
eukaryotic cells long ago. Mitochondria contain a relatively high concentration of NADH, which they 
use as part of a process that pumps protons into the space between the inner and outer mitochondrial 
membranes. This sets up a concentration gradient, which is used to power the ATP synthase complex 
that produces the ATP that cells use for their vital functions
[92]
.  
3.1.5 Golgi apparatus 
The Golgi apparatus is the name given to a complex of membranes that stores proteins and lipids 
fabricated by the cell, in preparation for their distribution, and plays an important role in many types 
of secretion. Molecules manufactured in the ER [Endoplasmic Reticulum] travel in vesicles to the 
Golgi apparatus, where they fuse with it, are processed, often via modifications such as the addition of 
groups that serve to target them to particular regions of the cell, and are then secreted in vesicles. 
3.2 The immune system 
The following sections describe the basic features of the immune system, which is usually 
described as comprising two major halves, the innate and adaptive immune systems. The NK cells 
which are the main cells of interest in this thesis, are part of the innate immune system, and are 
discussed in further detail in a later section. 
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3.2.1 Innate immune system 
The innate immune system provides the first line of active defence against common pathogens by 
preventing them from reaching the interior of the body and by recognising molecular structures 
associated with them, then either killing the pathogen directly or attracting other immune system 
agents by means of soluble molecules referred to as chemokines and cytokines. The primary cell types 
described as being part of the innate immune system are monocytes, dendritic cells, neutrophils, mast 
cells, eosinophils, basophils and NK cells.  
The primary means of defence against pathogen entry to the body is the skin and mucuosal 
boundaries for the interior parts of the body that are exposed to the outside world, such as the throat 
and digestive tract. However, since these barriers are often breached, the next set of defences comes 
from the complement mechanism, which consists of a set of over 35 proteins found in the 
bloodstream. Complement proteins are mostly inactive until triggered, causing a biochemical cascade 
that helps to remove pathogens and promotes healing. The triggers for these pathways include 
antibody binding, direct binding to pathogens and spontaneous triggering (which can be inhibited by 
proteins present on self cells). These pathways work via a succession of complement proteins cleaving 
each other into parts which attract white blood cells (chemotaxis) and parts that combine on the 
surface of cells to form pores (also known as Membrane Attack Complexes) that allow extracellular 
fluid into the cell, bursting it. Another way in which these proteins assist the removal of pathogens is 
by coating them in a process referred to as opsonisation, such that they act as markers that are 
recognised by cellular components of the immune system that can deal with them in other ways. 
The cellular components of the innate immune system function in various ways
[24]
, with 
monocytes, dendritic cells and neutrophils acting by phagocytosis, where a pathogen is engulfed by 
the cell, and subsequently destroyed. Monocytes and neutrophils destroy pathogens by means of a 
respiratory burst, where reactive oxygen species are released into the lysosome (an intracellular 
organelle) in which the pathogen is contained. Dendritic cells phagocytose pathogens when 
“immature”, and after the process of maturation, they present fragments of pathogen proteins, held by 
Major Histocompatibility Complex molecules (discussed in more detail in the NK cell section), on 
their surface, as well as increasing their expression of ligands that serve to activate T cells, which are 
part of the adaptive immune system. Mast cells are present mainly in connective tissue, and express a 
receptor for antibodies, (which are produced by B cells, part of the adaptive immune system). When 
these antibodies react to the particular antigen, the mast cell releases various chemicals that cause 
inflammation and attract other immune cells. This release of cytokines can also be triggered by 
complement activity and physical or chemical damage. Eosinophils and basophils are related to 
neutrophils in that they have distinctive multi-lobed nuclei, but act in different capacities. Basophils 
secrete histamine and cytokines among other things when activated, both of which are involved in 
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inflammation, whereas eosinophils secrete cytokines, and RNAses, which are effective against 
viruses. 
The final major innate immune cell type is NK cells, which are discussed in detail in Section 3.3. 
The function of NK cells is partly as a last line of defence against some types of pathogens that 
employ certain means to avoid other components of the immune system, especially the T-cells of the 
adaptive immune system, which is discussed in the following section. 
3.2.2 Adaptive immune system 
The adaptive immune system comprises the components of the immune system that work to 
combat pathogens in a highly specific manner, and to provide a type of memory which allows for a 
quicker response if the same pathogen is encountered more than once. The major cellular components 
are B- and T cells, with the processes of VDJ (Variable, Diversity and Joining region) recombination 
and clonal selection, allowing for the production of massive numbers of varied receptors from a 
limited amount of DNA, whilst still allowing for highly specific recognition of foreign matter and the 
capability to mount a massive, swift response with very few false positives. 
The process of VDJ recombination involves the random recombination of small segments of 
DNA, since allowing for the receptors to be coded for independently would require more DNA than is 
present in the human genome. This process occurs once, early in the development each T- or B cell, 
creating the unique sequence of DNA which is then used to produce all the T-Cell Receptors 
[TCRs]/B-cell receptors [BCRs] or antibodies for that particular cell. 
Once the cells have undergone this initial recombination process, they go through a maturation 
process that causes cells that show autoimmune activity to be selected against. Since only cells that 
are not autoreactive should be allowed into the bloodstream, once they are there, if the receptor is 
activated, this is indicative of the presence of “non-self” and, with the assistance of other cells, can 
undergo proliferation, but without the process of VDJ recombination, which is referred to as clonal 
selection. This allows the creation of a pool of cells that react to a particular threat. 
The TCR recognises peptides that are presented by dimers that contain at least one member of a 
family of molecules referred to as being part of the HLA, for Human Leukocyte Antigens (in humans) 
or MHC, for Major Histocompatibility Complex (in general) system. These molecules are 
transmembrane molecules, with the extracellular domain having a cleft into which peptides can be 
inserted. Class I MHC molecules comprise a single transmembrane chain and a molecule of β2-
microglobulin, and present peptides (typically 8-9 amino acids long) generated within the cell on 
whose surface they are expressed.  
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Figure 25 Binding of TCR, CD4, CD8 and MHC of various classes (from Wikipedia [93]) 
The molecule CD8 on the T cell is also required to stabilise the TCR-peptide/MHC interaction, 
with further signalling from the interaction of CD28 on the T cell with CD80 or CD86 on the target 
leading to successful activation of the CD8+ T-cell, resulting in a cytotoxic response, leading to 
apoptosis of the target cell. 
Another member of the MHC family is class II MHC, which comprises a heterodimer of two 
homologous molecules and presents peptides derived from extracellular proteins (via lysosomes etc.). 
It is mainly found on antigen-presenting cells (the primary types being macrophages, B cells and 
dendritic cells). The T-cell coreceptor for MHC class II is CD4, with the T-cells expressing it being 
referred to as helper T-cells or regulatory T-cells, which modulate immune responses via the secretion 
of various cytokines. 
Since the function of T cells as part of the adaptive immune system is so reliant on their ability to 
recognise MHC proteins, some pathogens have developed means of preventing presentation of 
peptides by MHC, for example, by preventing transport of MHC to the cell surface
[94]
. One of the 
ways that the immune system counters this strategy is by the detection of the absence of this protein, 
with NK cells playing the major role in this activity. 
3.3 NK cells 
Natural Killer cells are cytotoxic lymphocytes that provide a major component of the immune 
response to viruses and tumours. The existence of NK cells was first discovered in the early 1970s, 
when they were found to be the cause of unexpected killing of tumour cells in experiments where it 
was thought that the only effector cells present were T cells
[95]
. It was seen that NK cells did not 
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require previous exposure to a particular antigen to be capable of responding to it, and it is this ability 
that led to their designation as Natural Killer cells. In addition to their killing activity, NK cells can 
secrete a variety of chemokines and cytokines, with various effects
[96]
. 
Natural Killer cells comprise around 5-10% of peripheral blood lymphocytes, are 
morphologically similar to T cells, usually being distinguished from them by checking for the 
presence or absence of various surface proteins, particularly the presence of CD16 (also referred to as 
FCγRIII) and CD56, and the absence of TCR (or CD3).  
The main killing mechanism used by NK cells involves the polarised secretion of granules 
containing perforin and granzymes
[97,98]
. Perforin forms pores in the target cell membrane, through 
which the other molecules contained in the secreted granules, such as granzyme, can enter the target 
cell, although it has also been suggested that granzymes are capable of entering a target cell 
independently of perforin
[99]
. Once the granzymes are inside the target cell, they act as serine 
proteases, acting to cleave caspases, which in turn activate DNAses, which results in the destruction 
of the genetic material inside the cell. Another killing mechanism used by NK cells is the presentation 
of members of the Tumour Necrosis Factor [TNF] family of proteins, such as TNF-α, TNF-Related 
Apoptosis Inducing Ligand [TRAIL] (or CD253) and Fas ligand [FasL]. These engage receptors on 
the target cell, which initiates apoptosis internally, leading to caspase activity and DNA degradation, 
without any need for perforin or granzymes
[100,101]
. 
In addition to their direct killing functions, NK cells can act as regulators of immune activity via 
the secretion of cytokines, such as InterFeroN gamma [IFNγ], the InterLeukins IL-5, IL-10, IL-13 and 
Granulocyte Macrophage-Colony Stimulating Factor [GM-CSF]. These molecules have various 
functions, such as tumour suppression, MHC upregulation and macrophage activation (IFNγ), or B-
cell growth stimulation and increased immunoglobulin secretion (IL-5), or downregulation of some 
cytokines and costimulatory molecules on macrophages (IL-10), and so on. An overview of cytokine 
functions can be found in many publications, and new roles for various cytokines are still being 
discovered
[102]
.Initially, the means by which NK cells determined whether a target cell was to be left 
as it was, or whether killing was to take place was unknown, with one of the main issues being their 
ability to kill targets that had not been previously encountered, as well as being able to destroy certain 
targets that T cells were unable to recognise as being dangerous.  
The first proposed mechanism of NK cell discrimination of targets other than by the presence of 
antibodies was the “missing self” hypothesis, by Ljunggren and Karre[103], who theorised that NK 
cells are capable of detecting a downregulation of MHC Class I on target cells, which is a relatively 
common outcome of viral infection or for tumours. If this downregulation is found, then it can be 
assumed that the target cell is a viable target, and the NK cell will proceed with killing. Although it is 
the case that the presence of MHC Class I does act as an inhibitor of NK cell killing, it was 
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subsequently found that there exist ligands for NK cell receptors that cause NK cell activation as 
opposed to inhibition, even in cases with relatively high levels of MHC expression
[104]
. It is now 
thought that NK cells make the decision on whether to kill or ignore a target by some form of 
competition between activating and inhibitory signalling and the receptors which transduce these 
signals are discussed in the following sections, concentrating on those that are found in human NK 
cells. A relatively comprehensive discussion of NK cell receptors can be found in a 2005 review by 
Lanier
[105]
.  
3.3.1 NK cell inhibitory receptors  
As mentioned earlier, the missing-self hypothesis was shown to be valid by the finding of 
inhibitory receptors that recognised MHC Class I on target cells, firstly the Ly49 receptors in 
mice
[106]
, then Killer Immunoglobulin-like Receptors
[107]
 [KIR] in humans, followed by the Leukocyte 
Immunoglobulin-like Receptors
[108]
 [LIR] (also LILR, ILT), and CD94/NKG2 heterodimers
[109]
. The 
Ly49 family and CD94/NKG2 heterodimer are lectin-like type II transmembrane proteins and KIRs 
and LIRs are immunoglobulin-like type I transmembrane proteins. It should be noted that these 
proteins are not exclusive to NK cells; indeed some are found on some T cell subsets, although their 
function in those cells is not currently known
[110]
. 
One feature common to all inhibitory receptors is the presence of one or more Immunoreceptor 
Tyrosine Inhibitory Motifs [ITIMs] - intracellular motifs (currently I/VXYXXL, with X representing 
any amino acid) that contains a tyrosine residue that is phosphorylated upon binding the receptor‟s 
ligand. The phosphorylated ITIMs serve to recruit tyrosine phosphotases such as Src Homology 
Phosophotases -1 or -2 [SHP-1, SHP-2]
[111]
. In the particular case of KIR3DL1, it was shown that the 
mutation of both the tyrosine residues in the ITIMs (of a CD8/KIR3DL1 chimera) abrogated binding 
of SHP-1, with one ITIM having a greater influence on the inhibitory effect of the chimera
[112]
. It has 
also been shown that in the case of KIR2DL3, the mutation of the membrane proximal ITIM resulted 
in abrogation of inhibitory signalling, with mutation of the C-terminal ITIM having little to no 
effect
[113]
.  
There are a large number of NK cell signalling-related molecules that may be targets for SHP-
based dephosphorylation, including LAT, Zap-70, PLCγ and Vav-1[114]. It is not known whether the 
process is a direct one, or whether the action is indirect, although in the case of Vav-1, the relationship 
is likely to be direct since it has been shown to be a substrate of a trapping mutant of KIR2DL1/SHP-
1 chimera. A diagram of some interactions that have been described is shown in Figure 26, adapted 
from the Kyoto Encyclopedia of Genes and Genomes [KEGG] Human NK cell mediated cytotoxicity 
pathway
[115]
.  
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3.3.2 NK cell activating receptors  
One intriguing feature of NK cell receptors is that there are often both activating and inhibitory 
isoforms of receptors, with the Ly49s, KIRs and CD94/NKG2 heterodimer groups all having both 
types of isoforms (some with several of each), although it appears to be the case that inhibitory 
isoforms have a higher binding affinity, possibly as a means of minimising overreactions that could 
lead to autoimmunity
[116]
. 
The first activating NK cell receptor found, Fcγ Receptor IIIA [FcγRIIIA], does not have an 
inhibitory isoform, and acts by recognition of IgG antibodies, with killing of targets by this 
mechanism being referred to as Antibody Dependent Cell-mediated Cytotoxicity [ADCC]
[117]
. Other 
activating receptors include the activating KIRs, Ly49s, CD94/NKG2s, 2B4, DNAM-1 and Natural 
Cytotoxicity Receptors [NCRs] (NKp30, NKp44 and NKp46). Not all of these receptors are well 
understood and, indeed, some are known only to incite a cytotoxic response on antibody-mediated 
crosslinking, with their physiological ligands being unknown. 
Many activating receptors do not possess a signalling domain, instead coupling to adapter 
proteins via charged membrane domains, and commonly contain an Immunoreceptor Tyrosine-based 
Activation Motif [ITAM] (currently YXXLX6-8YXXL). The ITAM was first recognised as being 
common to many molecules involved in activatory pathways, including the TCR in 1989
[118]
. 
Molecules containing ITAMs which are expressed by NK cells include CD3δ, FCRεRIγ and 
DAP10
[119]
.  As in the inhibitory case, the downstream signalling is via recruitment of other molecules 
through tyrosine phosphorylation, with the Zeta-Associated Protein of 70kD [ZAP-70] and Syk 
tyrosine kinases being some of the molecules involved. These in turn lead to events such as 
degranulation, calcium flux and gene transcription.  
3.3.3 NK cell downstream signalling and Lck 
Although the signalling processes downstream of both activating and inhibitory receptor ligation 
are not all well known, it is the case that some molecules have been found to play a role in both 
activating and inhibitory pathways, specifically the Src family of tyrosine kinases.  
One particular molecule, Lck, has been shown to be critical to some inhibitory pathways (those 
initiated by KIR signalling) and active in some activating pathways (including ADCC)
[120,121]
. It has 
been suggested that this may either be a competition effect, or that activating and inhibitory receptors 
are in close proximity and that inhibitory receptors may become phosphorylated by the kinases 
attached to activating receptors
[122]
.  
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Figure 26 Human NK cell inhibitory and activating receptors and selected signal pathways, adapted 
from KEGG
[115]
  
 - 59 - 
 
3.4 Imaging the immunological synapse 
 The immunological (or immune) synapse is the name given to the supramolecular arrangement 
of proteins at the contact between an immune cell and its target, where various components appear to 
be segregated from each other, in various patterns on the scale of microns. 
An immune synapse was first described for LFA-1 and TCR in fixed CD4+ T cell and target 
conjugates in 1998
[123]
. Images such as those shown in Figure 27showed accumulation of TCR and 
Protein Kinase C θ [PKCθ] in a central cluster, surrounded by a ring of LFA-1 and talin, a 
cytoskeletal linker. A complementary clustering of ligands on the target cell was also observed, with 
peptide-MHC in the centre, surrounded by ICAM-1. The accumulations of protein were termed 
SupraMolecular Activation Clusters [SMACs], with the central one being the cSMAC, and the 
peripheral one the pSMAC. 
 
Figure 27 Figure 1 from Monks et al.[123], showing talin in green and PKC θ in red 
Following the initial discovery of this segregation, studies of T cells interacting with artificial 
planar lipid bilayers containing target ligands were carried out, with the main purpose being to capture 
dynamic information on the formation of the IS, as this type of experiment allows for more rapid 
imaging. A diagram of the cell-cell, bilayer and coated slide geometries is given in Figure 28 for 
illustrative purposes. 
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Figure 28 Synapse imaging geometries, showing a) coated slide, b) bilayer and c) cell-cell contacts 
(images not to scale), with NK cel lmembrane proteins in blue, and target cell proteins in 
green/red 
A coated slide has various target cell proteins (or just their extracellular domains), shown in red 
and green, directly attached to the slide surface which allows for presentation of a fixed pattern of 
stimuli to the NK cell. The proteins used are often antibodies, which makes this system extremely 
simple to produce since these can be simply purchased for use. The geometry is also convenient for 
the use of TIRF. The main drawback of this  approach is that the stimulating proteins cannot move. A 
lipid bilayer, much like those that comprise the plasma membrane of a cell, allows for the anchoring 
of proteins to it. The most common approach to this is the use of proteins modified to have a GPI 
[GlycosylPhosphatidylInositol] anchor, which anchors them to the bilayer, whilst still allowing them 
to diffuse. Although the proteins can diffuse, their behaviour does not necessarily reflect that of those 
on a target cell, nor the diversity of proteins there. In addition to this, the production of GPI-anchored 
proteins necessitates additional molecular biology experiments. The cell-cell geometry is the best 
model in terms of realistic interactions, but TIRF cannot be used to image such an interface. This 
reduces its attractiveness in terms of studying dynamics, making cell-bilayer or cell-slide experiments 
more attractive in cases where high time and spatial resolution are of more interest than the possibility 
of artefacts arising from the use of a less physiological system. 
The cell-bilayer experiments previously mentioned gave rise to the suggestion that the 
distribution of proteins at the interface originally had ICAM-1 accumulating in the centre of the 
contact, with TCRs at the periphery, within half a minute of contact. Over the course of the following 
five minutes, the distribution would invert, to resemble the distribution previously observed between 
cells
[124]
. 
More recently, the rearrangement of the TCR distribution has been observed (in cell-bilayer 
experiments) to involve small groups of TCRs and associated molecules such as ZAP-70 and SLP-76, 
Natural protein form 
Extracellular domain with GPI anchor 
Extracellular domain 
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referred to as „microclusters‟[125], which form in the periphery of the contact, and subsequently 
migrate towards the centre of the contact. The mechanism behind this appears to be cytoskeletal 
movement, acting on a local level, so far as to produce localised clustering of TCR where migration is 
restricted
[126]
, for example by physical barriers, as shown in Figure 29.   
 
Figure 29 Figure 5 from DeMond et al.[126] showing differences in TCR patterning when migration is 
spatially restricted 
As previously mentioned the main issue for such cell-bilayer experiments is that a live cell-cell 
interaction, that would give the truest idea of the dynamics, since a bilayer is unable to properly 
simulate the actions of a target cell, or the diversity of molecules found at its surface. The first live 
cell-cell interaction imaged between NK cells and targets, showed a dynamic segregation of 
KIR2DL1, forming a ring around a central accumulation of ICAM-1 on the NK cell, with this being 
the opposite in terms of the signalling and adhesion molecules in the CD4+ T cell case
[127]
. More 
recently in the NK cell case, it has been observed that not all synapses follow this bullseye-like 
pattern of segregation, with the pattern formed being related to the level of target MHC 
expression
[128]
. 
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Figure 30 Stages of the cytolytic immunological synapse, taken from Orange[129] 
A good description of the various stages that the NK cell synapse goes through in a cytolytic 
interaction is given in the 2008 review by Orange
[129]
. The second figure from that paper is reproduced 
in Figure 30 as an illustration of the various stages that the synapse is thought to go through. It should 
be noted that, although there is disagreement as to the relevance of some of these steps and in the 
timing indicated, they do represent one of the most comprehensive descriptions of the formation and 
activity the NK cell synapse. 
If the synapse formed is inhibitory, this process appears to be interrupted in the initiation or 
effector stage, with one of the major differences being the prevention of actin reorganisation, which 
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also limits the recruitment of activating receptors. The main mechanism behind this appears to be the 
dephosphorylation of molecules involved in actin polymerisation such as Vav-1, ezrin, radixin and 
moesin. The inhibitory synapse has been seen to adapt a wider range of protein spatial distributions 
than the activating synapse
[130]
, although this may reflect the fact that inhibitory signalling leads to a 
disruption of actin activity, possibly causing the resulting distribution to resemble a partially complete 
activating synapse. A representative diagram of some inhibitory synapses is shown in Figure 31, 
showing the varied distributions of proteins that can arise. 
 
Figure 31 Diagram of various inhibitory receptor patternings seen in en-face NK cell-B cell inhibitory 
synapses, modelled after Almeida and Davis (2006)
[131]
. Shown are (a) multifocal, (b) 
homogeneous, (c) multiple exclusions and (d) ring distributions, with increased 
concentration being indicated by darker shading, and the edge of the contact region 
marked with a dotted line 
The frequency of occurrence of these patterns appears to be related to the level of MHC class I 
expression on the target cell surface, with lower concentration prevalently leading to multifocal 
structures, and higher concentrations leading to more homogenous and ring distributions. Although 
these distributions vary, it is not possible to determine from pure localisation data whether all the 
molecules are actively signalling, and one of the prime biological focuses of this work is the 
examination of whether this is or is not the case. 
 
 
a) b) 
c) d) 
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3.5 Summary and perspective 
Most cells can be described as a lipid bilayer supported by cytoskeletal protein structures 
enclosing a cytoplasmic volume containing a soup of proteins that can either freely diffuse about the 
cytoplasm, or which attach to the various support proteins or the membrane. Various bilayer-enclosed 
organelles such as mitochondria, lysosomes and the golgi apparatus as well as the nucleus also occupy 
cytoplasmic space and contain proteins. The immune system comprises both innate and adaptive 
components, on a scale from individual proteins to entire organs. One component of the innate part of 
the system is the NK cell, which expresses a variety of inhibitory and activating receptors on its 
surface in addition to a variety of other proteins that are involved in signalling downstream of these 
receptors. Upon contact with target cells, the surface proteins arrange themselves into patterns at the 
contact region, which is referred to as the immune synapse.  
One aim of this thesis is the development of imaging techniques for the study of the distribution 
of signalling at the synapse. Although proteins may show a particular spatial distribution, the matter 
of whether they are in an active (or signalling) configuration can be difficult to determine. One means 
of determining the presence of molecules in a signalling conformation is the development of specific 
antibodies against these molecules, but this is a time-consuming and expensive process. Alternatively, 
an antibody against a common signalling motif such as phosphotyrosine can be used in combination 
with fluorescent tagging of the protein of interest. Colocalisation of the signals will not be specific 
enough to indicate signalling as the imaging volume is much larger than the size of a single protein 
molecule and multiple proteins can exhibit a phosphotyrosine motif without being involved in the 
signalling pathway of interest. The use of FRET can resolve this issue since only molecules that are 
tagged and stained will FRET, ensuring specificity for the signalling pathway of interest. Ultimately, 
the use of multiple fluorescent protein transfectants may allow for the imaging of signalling in live 
cells, by replacing the antibody as an acceptor. 
 In a synapse formed between a cell and an artificial bilayer, the use of TIRF facilitates high 
speed imaging, which will be essential if dynamics are to be imaged, but at the cost of being a model 
system as opposed to a “real” cell-cell interaction. If live cell-cell interactions are imaged, TIRF 
cannot be used since the synapse will not be directly on the coverslip. If the synapse is vertically 
oriented, then optically sectioning z stacks will be required to recover positional information in the IS, 
for which a confocal microscope would be ideal. However, the issue of out-of-plane photobleaching 
will arise, as many sections will be required to provide adequate resolution in the vertical direction.  
Alternatively, if the synapse could be reoriented so that the number of sections required was reduced, 
the issues due to out of plane photobleaching would be greatly reduced. Additionally, this also avoids 
the increased in-plane bleaching of multiphoton excitation whilst also giving higher resolution 
images. 
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4 Imaging signalling at the immune synapse 
This chapter examines work that was done with a view towards the studying of signalling 
behaviour at the NK cell immunological synapse. The topics covered include: 
 Rationale for imaging the immune synapse 
 Inhibitory signalling via KIR2DL1 phosphorylation FRET 
 Imaging of Lck at the synapse 
 Activatory NKG2D signalling via DAP10 phosphorylation 
4.1 Introduction to imaging the immune synapse 
As mentioned in Chapter 3, the distribution and activity of proteins at cell-cell contacts is of great 
relevance in determining the way in which immune interactions are resolved. Commonly used 
imaging methods are able to determine the approximate localisation of proteins in a cell, but without 
providing functional information, while biochemical methods are able to determine the functional 
state of various molecules, but without spatial resolution. To obtain a fuller picture of what is 
occurring at the synapse requires imaging techniques that can map protein function such as FRET, 
which allows for the imaging of protein interactions to read out cell signalling. In addition to simple 
confocal microscopy, the work undertaken in this chapter includes confocal TCPSC to image FRET 
and optical tweezers for cell conjugate reorientation. The cells of interest are NK cells, with those 
expressing KIR2DL1-GFP being provided by the Burshtyn lab
[132]
, and those expressing Lck-YFP 
having been created by Bebhinn Treanor at Imperial College, using a plasmid construct of her own 
making. The FRET experiments using the KIR2DL1-GFP transfected NK cells without the tweezers 
were primarily carried out by Bebhinn Treanor, with the author providing experimental and analytical 
assistance, and Peter Lanigan setting up the confocal FLIM microscope system. The optical tweezer 
setup was implemented by Stephane Oddos, with the author carrying out the preparation of cells, the 
imaging and analysis. 
4.2 Inhibitory signalling of KIR2DL1 
One important signalling event that is interesting to spatially resolve is receptor phosphorylation, 
a common reaction that occurs (often to tyrosine residues) on many biological molecules that can 
cause them to effectively alter their configuration. This allows them to alter their activity, for example 
by exposing an active domain, or by altering their affinity for other molecules. The usual way to 
image this is by antibody staining but, if a particular receptor is to be targeted as opposed to 
nonspecific imaging of many phosphorylated receptors (via a general anti-phosphotyrosine antibody, 
for example), a specific antibody would have to be generated, potentially involving years of animal 
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work. However, it is possible to combine the use of a general antiphosphotyrosine antibody with 
fluorescent tagging of proteins to generate a specific phosphorylation readout via FRET
[133]
, as 
indicated in Figure 32. 
 
Figure 32 Concept of antiphoshotyrosine antibody induced FRET as a means of determining receptor 
signalling with spatial resolution for this system 
The primary difference between the use of antibodies as an acceptor and other fluorescent protein 
constructs is that labelled antibodies cannot be genetically-expressed inside live cells. However, most 
genetically expressed FRET systems rely on linked donor and acceptor moieties, which has the 
benefits of maintaining a particular stoichiometry and of ensuring that the donor and acceptor are kept 
in close proximity, even when the sensor is not in the active state. Such intramolecular FRET is not 
appropriate to this experiment and, although there are systems where the donor and acceptor are on 
different molecules, these often have a long interaction duration, as is the case with the Ras-RBD 
system for example
[134]
. If the duration of the interaction is unknown, and especially if presumed to be 
short, the use of a live cell system is less desirable, especially when using FLIM, since the acquisition 
times needed are often on the order of minutes. The advantage of a fixed cell system, either with 
genetically expressed proteins or antibodies is that the signal remains constant, allowing for 
effectively arbitrary imaging durations, limited primarily by photobleaching considerations. In 
addition to this, in many cell systems, at least one of the interacting molecules is in competition with 
KIR2DL1-GFP 
MHC [Cw6] 
Protein X 
Protein Y 
Antiphosphotyrosine labelled with Cy3 
Phosphotyrosine 
FRET 
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an endogenous supply of non-tagged protein, possibly affecting the stoichiometry of the interactions 
of the tagged molecules. 
A related issue for the antibody-based method is the possibility that proteins may have attracted 
interaction partners that prevent the antibody from recognising the phosphotyrosine, for example by 
steric hindrance, although this is dependent on the interaction involved. Also, if the downstream 
interaction partners are themselves phosphorylated (as is often the case), this may also give rise to a 
specific FRET signal if the antibody is attached in a favourable orientation, even though the original 
molecule may not be recognised by the antibody. It can be seen that a simple means of proving the 
system is sensitive only to the appropriate signal is to see whether there is a difference in the apparent 
signal between a normal KIR2DL1 molecule, and one with the signalling tyrosines replaced with 
other amino acids, and this has been carried out with favourable results 
[135,136]
. 
4.2.1 Sample preparation protocol  
Samples of YTS cells transfected with KIR2DL1-GFP (and cells transfected with a phenylalanine 
substitution mutant
[137]
), and 721.221 B cells were used as the effector and target cells. Over the 
course of 30 minutes, cells were allowed to settle and form synapses in a well of a U-bottom 96 well 
plate in a 1:1 target:effector ratio, with 100,000 cells in total in 200µl of media, at 37°C, with 5% 
CO2. Cell culture medium was gently aspirated, and replaced with 200µl of Cytofix/Cytoperm (BD 
Biosciences, UK), and incubated for 15 minutes at 4°C. Cells were then washed by centrifugation 
(1200rpm, 4°C) and gentle resuspension 3 times in 200µl of Perm/Wash buffer (BD Biosciences, 
UK). This was followed by a 45 minute incubation at room temperature in Perm/Wash buffer with 3% 
horse serum, for blocking. Three further washing steps were carried out, and cells were then incubated 
for 1 hour with 10µg/ml of 4G10 monoclonal antiphosphotyrosine antibody in Perm/Wash buffer with 
3% horse serum. Following this, cells were washed 3 times in PBS. Following this, 7µl of cells were 
placed on a microscope slide, covered with a slide, sealed in with nail polish, and then imaged at room 
temperature.  
4.2.2 Imaging equipment 
The system used for imaging was either a Leica SP2 or SP5 confocal microscope, using a 63x 
1.3NA oil immersion objective with either an external detector and a 515±15 nm bandpass filter or the 
Leica internal detector with the wavelength selector set to the same waveband. The excitation source 
was a modelocked frequency-doubled Ti:Sapphire laser (Tsunami, Spectra-Physics) pumped by a 
frequency-doubled diode-pumped Nd:YAG laser (Millennia, Spectra-Physics). Excitation was at 
470nm, as this wavelength provides optimal excitation of GFP, whilst generating minimal Cy3 
fluorescence, which is rejected by the detection bandpass filter. A specialised macro for acquiring 
FLIM z-stack acquisitions was provided by Leica Microsystems, to provide data to the TCSPC card 
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(SPC-730, Becker&Hickl GmbH). Images of Cy3 fluorescence were collected in a separate 
acquisition with 633nm excitation and detection over the 600-700nm waveband  in order to minimise 
crosstalk from GFP fluorescence.  
In addition to the equipment already described, an 80x110mm block of dispersive F2 glass 
(Schott, UK) was placed in the beam path prior to coupling into the microscope to reduce the effects 
of photobleaching encountered with the pulsed excitation. The block has a triangular BK7 prism 
attached to facilitate entry of the beam at an angle that allows for multiple bounces from total internal 
reflection, to provide a large path length whilst still using a relatively small amount of glass. The 
dispersive broadening in a 3x4 bounce configuration has previously been measured to be 
approximately 10ps
[138]
, and the effect of adding the block can be seen in Figure 33, which shows a 
fluorescence time series for illumination two halves of a stained pollen grain sample, with and without 
dispersion (at similar initial count rates of 1x10
6
 counts/second), normalised to the same initial 
intensity.  
 
Figure 33 Differences in photobleaching for a sample illuminated with 3x4 block pass dispersed and 
non-dispersed excitation, normalised to the same initial intensity 
It can be seen that the stretched pulses result in significantly less photodamage, with an 
approximately 45% increase in the number of photons detected over the same time period even 
though the addition of the extra elements to the excitation path results in a reduction in the available 
excitation power of approximately 25%. The use of the internal PMT detector for FLIM using the SP5 
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system was discontinued on the SP5 after it was found that there was an “echo” present in the 
fluorescence signal, even when using a mirror as the sample, which is indicative of the presence of an 
unwanted reflection that causes excitation light to enter the detector in spite of the wavelength 
selector. 
For fixed cell imaging, the laser power was set to give a maximal level of fluorescence, which 
was usually on the order of 1x10
5
 counts/second, leading to an integration time of 300s per slice for a 
128x128 pixel image. The number of slices recorded per synapse was adjusted to fit the vertical extent 
of the synapse, with each slice being 500nm apart. The analysis was carried out using SPCImage 
(Becker&Hickl GmbH) to fit a single exponential decay, assuming incomplete decays and no 
intensity offset. Further details specific to individual setups are discussed in the following sections, 
which describe two separate sets of experiments. 
4.2.3 Z-stack confocal imaging 
The experiments conducted using multiple Z-stacks were carried out on the SP2 system, using an 
external detector (PMC-100-1 Becker&Hickl GmbH), and a 515±15 nm emission filter. The datasets 
taken comprise a set of FLIM z-stacks of cell-cell contacts between YTS+KIR2DL1-GFP and 
221+Cw6 cells, as well as with a substitution mutant of YTS+KIR2DL1 (referred to as Y2F from here 
on), that has the tyrosine residues in the ITIM domains substituted with phenylalanine, a similar 
amino acid in terms of size and structure (differing only by a hydroxyl group), but which does not 
undergo phosphorylation in conditions where tyrosine does. This results in an abrogation of 
signalling, and therefore of any FRET signal that might arise, whilst maintaining the overall structure 
of the molecule and the upstream events.  
Representative data for both FRETing and non-FRETing synapse types is shown in Figure 34, 
which uses a binary colour scale with an intensity merge, with lifetimes below 1950ps being  in red, 
and those above in blue. The synapses used in this case are both of YTS+KIR2DL1-GFP and 
221+Cw6 cells, the only difference being the presence of the acceptor-labelled antiphosphotyrosine 
antibody. As can be seen in Figure 34, the non-FRETing synapse does not show any regions with a 
lifetime below the cutoff, whereas the FRETing synapses have regions where the lifetime is lower 
than this. This specific presence of FRET indicates that the scheme is effective in indicating the 
localisation of signalling. Recently, a view has emerged that signalling in T-cells does not require the 
formation of large aggregates of signalling molecules, but instead can occur in submicron scale 
regions. Although this has only been seen for live cells in artificial bilayer systems to date, recent 
work in imaging live cell conjugates at higher resolution has indicated that submicron-scale 
accumulations of various signalling-related molecules  are present in live T-cell synapses formed with 
target cells
[139]
. 
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Figure 34 FLIM images of (a) non-FRETting (no Ab)and (b) FRETting (with Ab) synapses, with areas 
in red indicating where FRET is occurring (lifetime under 1950ps). Pixels are 200x500nm 
in size 
One major difference between the T-cell work mentioned previously
[140]
 and the work described 
in this chapter is that this work shows the widespread presence of signalling molecules, but signalling 
being restricted to particular regions, whereas the other work simply shows specific clustering of 
signalling molecules, without any information on whether they are active or not. This is in agreement 
with work using other methods, which indicates that KIR phosphorylation is not widespread and, if it 
is to be detected by immunoprecipitation, a phosphotase inhibitor may be required
[141]
, whereas the 
presence of the KIR is easily detected. This is compatible with only a small fraction of the KIR being 
phosphorylated in spatially confined regions, as indicated by these FRET results. These regions 
appear to be of a size close to the resolution limit, and may be on a smaller scale than is detectable 
with Z-stack reconstructions. As mentioned before, a significant advantage in using artificial bilayers 
is the improved resolution available from using TIRF, as opposed to a 3D rendered reconstruction of 
an axial confocal dataset. However, the next section discusses experiments demonstrating 
improvements in imaging rate and resolution for confocal FLIM of the immune synapse. 
4.2.4 Confocal imaging with reorientated synapses 
The primary drawbacks to the work conducted in the previous section are the matters of 
photobleaching and reduced axial resolution. Most of the resolution enhancement methods mentioned 
in Section 2.7 have similar drawbacks, or are not compatible with TCSPC in the manner described 
here. However, the main cause of the reduced resolution compared to standard transverse imaging of 
the cell is the larger extent of the point spread function in the axial direction, since the synapse is 
almost always oriented in a primarily vertical direction, as the interacting cells rest on the coverslip.  
One means of overcoming this would be to either to rotate the PSF with respect to the synapse, or 
the synapse with respect to the PSF. The rotation of the PSF would be possible with a variant of theta-
microscopy, or SPIM, but these would either result in a reduction in the photon efficiency, or require 
the synapse to be oriented parallel to the side of the container in which it was contained. In any event, 
the need to record z-stacks to image vertically oriented synapses also significantly limits the time 
resolution of the experiment. 
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Instead of rotating the PSF, it is possible to physically re-orient the synapse, by means such as 
using monolayers of target cells, micropipettes or optical trapping. The use of target monolayers is 
effectively dependent on the use of adherent, or attached cells as targets, which would not be the case 
in the YTS/221 system, as both effector and target are suspension cells. 
 Micropipetting and optical trapping, however, allow the use of suspension cells, and would 
permit rotation of a cell conjugate to allow a vertical synapse to be rotated into the horizontal plane. 
Using micropipettes would require two opposing pipettes to be used, with relatively good control of 
the tip pressure and position, to allow for rotation of the cell conjugate, which is inconvenient as 
synchronised control of the pipettes would be necessary. In addition, a large imaging chamber is 
needed to allow for access of the sample by the micropipettes.  
Optical traps inherently facilitate rotation as, if a subcellular structure is trapped, the conjugate 
will rotate under gravity such that the long axis of the conjugate is vertically aligned, which will tend 
to be perpendicular to the synapse for similarly-sized cells. The nature of the forces exerted in optical 
trapping of particles is illustrated in Figure 35, which shows light being refracted and scattered from 
an object in a Gaussian beam. It can be seen that there exists a point within the beam such that the 
overall force imparted to the object from these interactions cancels out, which is usually to be found 
along the axis of the beam, slightly above the beam waist (due to the added effect of gravity). If a 
particular cell of a conjugate is trapped and raised off the plane of the coverslip, the other attached cell 
will tend to fall beneath as it is lifted, orienting the cells one above the other in the trap. If the cells are 
different in size, the most likely long axis is still along the direction perpendicular to the contact 
interface, which will tend to result in that interface being oriented parallel to the imaging plane when 
an equilibrium is reached.  
The primary issues in using an optical trapping setup are whether the traps will prove sufficiently 
strong to lift/reorient cells in the desired configuration, whether the cells will be held still enough for 
long-term imaging, and whether the trap causes any damage to the specimen. For the purposes of 
these experiments, an existing locally-made optical trapping set-up coupled to an SP5 confocal 
microscope was used
[139]
. Preliminary experiments have shown trapping and imaging of live-cell 
synapses (showing similar features to those imaged using confocal z-stacks) over durations of minutes 
to be possible, indicating sample damage to be minimal, since any serious effects would likely result 
in a loss of cell viability, or significant alterations in morphology.  
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Figure 35 Illustration of optical trapping principles, with rays being drawn in red, and the resultant 
force on the bead from the refraction of the rays being drawn in black. 
The trapping setup uses an LC96 980nm CW thermoelectrically cooled fibre-coupled diode laser 
(Bookham, UK), operating at up to 600mW. The beam from the fibre is split by a polarising 
beamsplitter into two paths, each of which is reflected by a steerable mirror, prior to being 
recombined by a polarising beamsplitter, in a geometery similar to a Mach-Zehnder interferometer. A 
diagram of the system is shown in Figure 36. 
 
Figure 36 System diagram for confocal FLIM with optical trapping of cells 
Initial experiments were conducted in order to determine the feasibility of imaging fixed cells, by 
means of fixing synapses between YTS+KIR2DL1-GFP and 221+Cw6, via the following protocol: 
PBS1 
Illumination laser 
Trap laser 
Detector 
PBS2 
DC1 
DC2 
Objective 
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Cells were coincubated for 15 minutes at 37°C with 5% CO2 in a U-bottom 96 well plate, with 
50,000 of each cell type being used, in a total volume of 300µl of 221 medium. The cells were 
centrifuged at 1200rpm for 4 minutes, then gently resuspended in 150µl of cytofix/cytoperm and 
incubated for 15 minutes at room temperature. The cells were then washed three times by 
centrifugation at 1200rpm for 4 minutes followed by gentle resuspension in PBS. The cells were then 
placed in an 8-well chamber and trapping and imaging were attempted. 
The conjugates resulting from this protocol appeared to be morphologically normal, but suffered 
from the issues of clumping and a high level of adhesion to the bottom of the chamber, rendering the 
traps incapable of moving most conjugates. To address the issue of clumping, the protocol was 
modified to prevent large groups cells coming into contact whilst still in the presence of a high level 
of fixative. The alterations made were the removal of the initial centrifugation step prior to fixation, 
and the gentle pipetting off of the fixative, followed by gentle resuspension in 300µl of PBS prior to 
the wash steps after fixation. This was suffiecient to greatly reduce the issue of clumping, whilst still 
allowing for a large number of two-cell conjugates to form. 
The issue of cells adhering to the imaging chambers was not resolved by the alteration in 
protocol, so some further modifications were made. The first of these was an increased number of 
washes  (5), each with a larger resuspension volume (300µl, as compared to 200µl), and the second 
was that the imaging chambers were preincubated with FBS at 37°C, 5% CO2 for  60 minutes, with 
the FBS only being removed immediately prior to imaging. This had the desired result of reducing the 
initial adhesiveness of the cells and chamber to a level sufficient for allowing the trap to bring cells 
off of the surface of the chamber. For cell conjugates, lifting of one of the cell pair with a single trap 
is sufficient to allow the other to drop underneath, and for the conjugate to self-orient. Following this, 
the second trap can optionally be activated if it is felt that this would be beneficial in terms of 
decreasing the freedom of movement of the cell. Although cells and conjugates became less 
susceptible to trapping over time, i.e. more likely to be stuck to the coverslip, this effect only became 
significant after an hour, and the cells could be freed from the coverslip by gently tapping the 
chamber, which had the result of detaching the vast majority of cells from the coverslip, with no other 
apparent effects.  
The issue of motion artefacts, whether from Brownian motion, vibrations of the equipment or 
from other sources, was examined by conducting time lapse imaging of fixed cell conjugates. 
Individual frames and a time series projection of one of the datasets obtained are shown in in Figure 
37.  This data shows a relatively small level of motion of the trapped conjugate over the course of a 
five minute acquisition of a set of 512x512 pixel (each pixel representing approximately 120x120nm, 
as indicated by the acquisition software) images, each taking approximately 1.28s to acquire, with a 
12 second interval between frames. As can be seen from the similarity between all the frames and the 
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negligible blurring in the summed image stack, the movement is minimal for the trapped cell, whereas 
other cells can be seen to be moving between frames. 
Since the motion is relatively small in terms of absolute distance, it would be possible to simply 
conduct a single acquisition at the same line scan rate as used for these images, which would 
effectively result in an image of the quality of the summed image shown. However, this would reduce 
sensitivity to any pixel-sized regions that may show changes in lifetime, by averaging multiple points. 
An alternative would be to scan as slowly as possible, in order to only pass each pixel a single time, 
resulting in minimal spatial averaging at any one point. The drawback to using this method would be 
that although any motion would be slow compared to the integration of a single pixel, distortion 
artefacts in the image would result. 
However, since the motion is of a random nature, and not on a large scale, if domains are on a 
pixel-level scale, the effect of such distortion may be that some pixels are not detected, but those that 
are will show a higher level of contrast, being more in appearance like a less noisy, slightly distorted 
version of one of the single frame images (a-c) in Figure 37, as opposed to the slightly blurred time 
averaged (d).  
In order to maximise any possible lifetime contrast, the slow scanning approach was decided 
upon, with the scan parameters being automatically adjusted to match the scan rate, since the 
microscope supplies pixel, line and frame clocks. The image was zoomed to maximise the proportion 
of the image filled by the contact region whilst still not oversampling, leading to acquisitions at a 
256x256 pixel resolution, with a pixel size of approximately 200x200nm. Since the system operates 
via running the TCSPC card in “scan sync in mode”, with pixel line and frame clocks being provided 
by the scan head, it is possible to easily adjust the scan rate of the system, without encountering issues 
with TCSPC timing settings. The only attendant issue is the definition of the region of scan 
nonlinearity, which is achieved by the addition of some effective pixels which are not used in the final 
image. If the resolution is changed, the number of these effective pixels must be changed by a similar 
fraction in order to keep the size of the unused region constant. 
For the FLIM detector, either an internal or external PMT can be used, with the internal PMT 
benefitting from the flexibility in wavelength selection available from the slider-based detection 
system. However, upon testing both detectors for count rate and other characteristics, it was found 
that, for the same detection bandwidth, the external detector provided a slightly higher count rate (by 
approximately 5%) along with a lower level of scattered excitation light being detected, as judged by 
the presence of a peak in the decay curve at the start of the decay, checked via monitoring the size of 
the scatter adjustment obtained by free fitting of all parameters in SPCImage. This adjusts the model 
being fitted by adding a parameter accounting for reflection and detection of excitation light. 
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Figure 37 Individual frames of a trapped fixed cell conjugate interface taken at a) 0s, b) 150s, c) 300s 
after the start of the acquisition, with d) time series projection of all frames 
The only possible integration time for a 256x256 pixel image with the minimum achievable line 
scan rate of 1 Hz is 256s, if averaging from multiple passes is to be avoided. This is almost identical 
to the 300s per slice used in the Z-stack based acquisitions and improves on the level of bleaching 
achieved for the same number of photons detected, as only a single acquisition is required for the re-
oriented synapse. However, it would be desirable to allow for other scan rates, as the level of 
bleaching that is acceptable for proteins with different expression levels, or with different 
fluorophores is unlikely to be the same.  
Once the optimal acquisition parameters had been determined, trapping and imaging was carried 
out as described on both 4G10-Cy3 stained and unstained samples of YTS+KIR2DL1-GFP and 
221+Cw6 forming synapses, after a 15-minute coincubation time, as described previously. In order to 
verify that the change in lifetime was not due to non-specific labelling, images of non-synaptic 
a) b) 
c) d) 
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regions of the same cells were acquired and processed in as identical a manner as possible. 
Representative images for both types of cell-cell contact are shown in Figure 38, with 9 of 14 
inibitory synapses showing regions of reduced lifetime, indicative of  receptor phosphorylation, 
whereas none of the 12 non-synaptic regions processed showed any regions of reduced lifetime. None 
of 6 synapses or 7 non-synaptic regions on unstained cells showed any regions of reduced lifetime. 
 
    
  
    
Figure 38 Representative binary colourmap (2250ps cutoff) images of fixed, trapped YTS+KIR2DL1 
and 221+Cw6-GFP cells showing (a) synapses with 4G10-Cy3 antibody staining , (b) non-
synapse regions with staining, (c) synapses without staining, (d) non-synapse regions 
without staining 
Another means of representing the combined data from all the experiments is to plot the lifetime 
histograms of each set of cells in a combined lifetime histogram for each cell type. One drawback of 
this method is that it will result in the widening of individual distributions due to differences in the 
a) 
b) 
c) 
d) 
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mean lifetimes between cells, but it does still illustrate the presence of FRET, as shown in Figure 39. 
This is evidenced by the tail of shorter-lifetime values for the data from regions undergoing FRET in 
synaptic regions of stained cells (FRET) that is not seen in any of the other data, such as the synaptic 
regions of unstained cells (Plain), or the non-synapse regions of both stained and unstained cells 
(FRET-side and Plain-side). An overall reduction in the lifetimes of synapses with staining as opposed 
to unstained synapses is also seen. The data shown is from acquisitions spanning multiple days of 
experiments, which may also add some variation, broadening the histograms. 
 
Figure 39 Normalised lifetime histograms for synaptic and non-synaptic regions of stained and 
unstained YTS+KIR2DL1-GFP cells forming synapses with 221+Cw6 cells 
It should also be noted that the accumulation of KIR at the synapse does not appear to be as 
extensive as previously seen, and the photon counts achievable for the synapse do not appear to be 
much greater than those for the side of the cell. The reduced photon counts may be due to a reduced 
intersection of membrane with the PSF on a per pixel basis, since a horizontally oriented structure will 
intersect along the short axis of the confocal PSF as opposed to the long axis for a vertical structure. 
As a check for possible intensity lifetime artefacts, the standard deviations and lifetimes obtained 
can be compared to the photon counts of the pixels that they are related to, and examined for a bias. 
The results of such processing are shown in Figure 40 and Figure 41, where it can be seen that there 
does not appear to be a correlation between lifetime and intensity.  
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Figure 40 Mean lifetimes plotted against intensity for synapse and non-synapse regions for stained (6) 
and unstained cells (5) 
The standard deviations (as shown in Figure 41) generally increase as the number of photons 
available for the fit decreases, as expected. The results are for a photon intensity bin width of 100, and 
it should be noted that since this is composite data, there will be datapoints that are from a smaller 
number of samples, due to differences in the brightness of individual cells. In addition, results where 
the standard deviation is zero (only one datapoint) have been removed for clarity.  
 
Figure 41 Standard deviations plotted against intensity for synapse and non-synapse regions for 
stained (6) and unstained cells (5) 
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Figure 42 Combination plot of means, standard deviations and number of pixels for non-synapse 
regions of stained cells. 
Figure 42 shows means, standard deviations and pixel numbers plotted against intensity for non-
synaptic regions. The overall conclusion is that FRET, and hence signalling, is occurring at the 
synapse but not in other regions of the cell membrane, which is in agreement with the reconstructed z-
stack data, but shows these patterns at a higher spatial resolution. Since some of these domains are 
only the size of a single pixel, it can be seen that this work has shown that they can exist on scales of 
under 200x200nm, improving on the previous determination of 200x500nm. 
4.3 Imaging of Lck at the synapse 
One of the components of work related to that described in section 4.2 of this thesis (carried out 
by Bebhinn Treanor) involved the YTS cells being pre-incubated for one hour with various drugs 
prior to being introduced to the 221 cells, in order to determine which kinases are needed for the 
phosphorylation of KIR2DL1 at the immune synapse. The results of this work indicated that both the 
Src kinase inhibitor PP2 and a specific Lck (human lymphocyte specific kinase) inhibitor (7-
Cyclopentyl-5-(4-phenoxyphenyl)-7H-pyrrolo[2,3-d]-pyrimidin-4-ylamine) resulted in the abrogation 
of FRET at the synapse. It was therefore thought of interest to image the spatial distribution of Lck at 
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the synapse, and for this purpose, YTS cells expressing Lck-YFP were obtained from Bebhinn 
Treanor, and imaged during synapse formation. 
The kinase Lck is a member of the Src kinase family, consisting of 4 domains. These comprise a 
unique domain that targets it to the cell membrane, an SH2 domain involved with attraction to 
phosphorylated tyrosine, an SH3 domain that is involved in attraction to proline-rich regions, and a 
catalytic domain with a region in the tail that regulates its activity. The cell types used for these 
experiments were YTS+KIR2DL1+Lck-YFP, 221 and 221+Cw6.  
4.3.1 Materials and methods for Lck imaging 
Both YTS and 221 cells were washed and resuspended at 50,000 cells in 100µl of 221 medium, 
and mixed in one well of an 8-well chamber immediately prior to imaging. Imaging was carried out 
using an SP2 microscope with an environmental enclosure at 37°C with 5% CO2. A 63x water 
immersion objective was used, with excitation provided by an internal 514nm argon ion laser. 
Detection was carried out over the 520-620nm range. Images were recorded with a lateral pixel 
separation of 150nm and an axial separation of 500nm. Cells were initially observed forming synapses 
with 633nm illumination via transmitted light detection to minimise photobleaching, and when a 
synapse was formed, imaging was initiated. 
4.3.2 Lck accumulates at the synapse in microclusters  
The process described in Section 4.2 was carried out for cells forming both activating and 
inhibitory synapses, and representative (over multiple experiments) time courses of each type  showed 
that there was no Lck accumulation at activating synapses. In the case of the inhibitory synapse, it was 
seen that the distribution of Lck at the cell membrane is uniform when cells are not conjugated but 
that, once a synapse has formed, there is an accumulation of Lck at the synapse. To examine this 
process in detail, time series of z-stacks were acquired, in order to monitor the patterning of Lck at the 
contact. An en-face reconstruction of one such time series is shown in Figure 43, and is representative 
of 6 such series, acquired on multiple occasions.  
A version of Figure 43 is used in Treanor et al (2006)
[136]
 to illustrate that the Lck that 
accumulates at the synapse does so in an uneven manner, forming microclusters as opposed to being 
evenly concentrated across the contact region. This type of distribution is maintained for several 
minutes, beyond which imaging becomes more difficult due to photobleaching issues, as multiple z-
stack acquisitions will tend to exacerbate any bleaching issues. 
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Figure 43 En-face reconstruction of Lck-YFP patterning in an NK cell forming an inhibitory synapse, 
with (left to right) brightfield, synapse region reconstruction, non-synapse membrane 
reconstruction, and line intensity profiles through the horizontal sections indicated in the 
reconstructions. Images are 2 minutes apart, progressing from top to bottom. 
. The difference in the standard deviation of intensity profiles through synapse and membrane 
regions shows that the synapse region has a greater level of variation, backing up the visual 
appearance of microclustering, as shown in Figure 44. The overall distribution does not appear to 
maintain a particular spatial pattern over time suggesting that Lck redistribution may be an ongoing 
dynamic process throughout the duration of the synaptic contact.  
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Figure 44 Statistical analysis of  intensity standard deviations in synapse and membrane regions 
shown in Figure 43 
4.4 Activatory signalling of NKG2D via DAP10 phosphorylation 
As previously mentioned, there are various families of receptors that are expressed by NK cells, 
which either stimulate the cell towards killing of a target, or which inhibit that process. One family of 
type II integral membrane proteins that were found during a search for an NK cell equivalent of the T 
cell TCR/CD3 activating complex
[142]
 is the NKG2 family. Characteristic of this family is the 
presence of a C-type lectin domain, although it is missing the motifs associated with sugar and 
calcium binding. There are both activating and inhibitory proteins in the NKG2 family, which 
currently comprises the proteins NKG2A, B, C, D, E, F and H
[143]
. The activating receptor NKG2D is 
one of the better-studied members of the family, with determination of its function and its association 
with DAP10 being published in 1999
[144]
.The protein DAP10 is involved in the transduction of signals 
from the NKG2D receptor in humans; mouse NKG2D is also capable of binding the protein DAP12, 
which serves a similar function. Each NKG2D molecule is paired with two DAP10 molecules at the 
cell surface, via polarised membrane domains, and it is the DAP10 molecules that allow for further 
downstream signalling, with Vav-1, Grb2, SLP-76 and PI3K Ia thought to be involved
[145]
.  
Being able to determine the activation state of DAP10 would allow for the effect of various 
inhibitors on signalling during synapse formation to be determined, which would be of use in drug 
development as well as in examining the relationships between DAP10 and any downstream 
molecules in its signalling pathway. The target cell line of interest in this case is the NKL cell line, 
due to its well-characterised activation pathway via NKG2D signalling involving the DAP10 adapter 
protein. The production of DAP10-GFP in a cell would ideally enable the conducting of similar 
experiments to those in section 4.2, where the signalling state of the NKG2D/DAP10-GFP complex 
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could be determined via FRET from the GFP tag on the DAP10 to Cy5 on the antiphosphotyrosine 
antibody 4G10. 
4.4.1 Insertion of proteins into cells - background 
Transfection, the process of inserting proteins into cells, can be accomplished by a variety of 
means, although it is generally preferable to do so by the genetic modification of an immortal cell line 
to cause the cells to express the protein themselves if long-term work is to be done. The main methods 
for transfecting mammalian cells involve the insertion of genetic material such as DNA or RNA, and 
are briefly discussed below. It should be noted that NK cell lines often appear to be relatively resistant 
to transfection when compared to B- and T- cells, and as a result, it is common to use some of the 
more involved processes to attempt to achieve a stable transfection. 
It is possible to produce transfectants that are either transient or stable in nature. A transient 
transfection, as the name suggests, is one in which expression is not maintained in the long term, after 
multiple cell divisions. A common means of creating a stable transfection is to introduce the means 
for resistance to a particular antibiotic into a cell along with the protein of interest. Cells transfected 
with antibiotic resistance proteins should therefore also express the protein of interest, hence adding 
the aforementioned antibiotic to the cell growth medium will select against untransfected cells. A 
common gene to insert is the neomycin resistance gene, which also encodes resistance to the 
antibiotic Geneticin, which inhibits protein synthesis. 
4.4.1.1 Calcium phosphate precipitation 
The addition of a mixture of calcium chloride solution and the DNA to be transfected to a 
HEPES-buffered saline solution containing phosphate ions results in coprecipitation of the DNA and 
the calcium phosphate that is produced. This is then adsorbed to the cells, and is taken up by an 
unknown mechanism. The calcium phosphate method has the advantages of being simple both in 
terms of procedure and reagents, but suffers from poor efficiency. 
4.4.1.2 Liposomal transfection (lipofection) 
The mixing of selected lipids with the DNA to be transfected can result in the formation of 
liposomes that enclose the DNA. These vesicles can then fuse with the membranes of cells, resulting 
in the uptake of the DNA, in a manner that is more efficient than calcium phosphate. 
4.4.1.3 Electroporation 
Electroporation works by causing an increase in the permeability of the cell membrane by 
application of an external electric field, leading to the formation of pores in the membrane via 
favourable interactions of the field with lipid head group dipoles. Electroporation has been found to 
be more efficient than either of the previously mentioned methods in the case of NK cells but involves 
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the use of more complex equipment and reagents, although these are available in kit form from 
various manufacturers.  
4.4.1.4 Retroviral 
Currently, most retroviral transfections involve the production of a retroviral vector that is 
lacking coding instructions for various viral proteins. This vector is then inserted into a relatively 
easily transfectable packaging cell line that does encode for these proteins, allowing production of 
complete viral particles that only contain the genomic material for production of the protein of 
interest, not the entire viral genome. This method is comparatively effective to those previously 
mentioned but has the drawback of needing to be carried out at high biosafety levels due to the viral 
nature of the system. 
4.4.2 Transfection of NKL cells  
In order to assess which of the methods available would be most convenient for producing 
DAP10-GFP expressing NKL cells, various plasmids were transiently transfected into NKL cells, and 
the viability of the cells and efficiency of the process were assessed. 
The NKL cell line is known for its relatively high resistance to various transfection methods, 
although high transfection efficiencies (40-70%) and viabilities (85-90%) have been claimed for the 
Amaxa Nucleofector electroporation system
[146]
. The reagent available for lipofection was 
lipofectamine2000 (Invitrogen, UK) and the devices available for electroporation were the 
Nucleofector II (Amaxa GmbH, Germany), the Gene Pulser (Bio-Rad, USA), and the MP-100 
Microporator (Digital Bio, South Korea). As a basis for comparison, the control plasmids supplied by 
Amaxa for the Nucleofector II (coding only for GFP) were used to examine the various systems 
available. Use of the Nucleofector II with the manufacturer-recommended protocol (Kit V, program 
O-17) showed that efficiency figures of the order of 60-70% were readily achievable, as were 
viabilities of 80-90%. Use of other kits (NK cell line kit) and protocols (T-20) which had proved 
successful with other cell types failed to improve on these efficiencies. The microporator was first 
optimised for efficiency, then for viability, with efficiencies of 30-40% and viabilities of 90%. The 
use of Lipofectamine 2000 according to the manufacturer‟s instructions did not result in any cells 
being transfected, although viability remained high, at 90-100%. 
Initially, efficiencies were judged by visible expression of GFP 24 hours after transfection with 
the Amaxa control plasmid (using a widefield microscope with a mercury lamp) and viable cells were 
counted by eye, with viability being judged by exclusion of Trypan Blue, since only an indication of 
whether any one procedure was more effective was necessary, as opposed to an absolute accounting, 
and the plasmid used had a highly active promoter. When using other plasmids with reduced 
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expression levels, flow cytometry can be used to assess the percentage of cells expressing the protein 
of interest.  
Upon attempting transfection with both an existing Actin-YFP plasmid from lab stocks, and with 
DAP10-GFP, there was minimal expression visible in the widefield microscope, and upon checking 
with flow cytometry, only a few cells showed any fluorescence. A representative image taken using a 
widefield microscope with a mercury lamp is shown in Figure 45. 
 
Figure 45 Expression of DAP10-GFP in NKL 24 hours after transfection using the Amaxa 
electroporator (setting O-17, Kit V) in brightfield (left) and fluorescene (right) 
Although neither the transfection efficiency nor the expression level was as high as for the 
control plasmid, these levels were thought to be adequate for production of a stable cell line, as in 
theory only one surviving transfected cell is necessary to originate an entire line.  
4.4.3 DAP10-GFP plasmid production 
Initially, DAP10 in a pIRES plasmid was acquired from Shlomo Nedvetzki. The DAP10 was 
extracted from this plasmid and placed into the pcDNA3.1+(Gen) plasmid using the restriction 
enzymes that were originally used to introduce the DAP10 into the pIRES plasmid, as this should 
result in a correct alignment of the sequence with the ORF from the promoter and also maintain the 
alignment of the GFP with the ORF. The extraction of DAP10-GFP and the cutting of the MCS of 
pcDNA3.1 were both done with BamH1 and Kpn1 supplied by New England Biolabs and the process 
was carried out according to the suppliers‟ suggested protocol, as described below. 
A mixture consisting of 5μg of the DNA to be cut (usually at around 1 μg/μl), 5μl of the 
proprietary buffer NEBuffer2 at a 10x concentration, 1μl of each of the restriction enzymes at 1 
unit/μl (where 1 unit is defined as the amount of enzyme required to digest 1μg of λ-DNA in 1 hour at 
37°C in a volume of 50μl), 0.5μl of BSA (for a final concentration of 0.1μg/μl) and sufficient 
nuclease-free distilled water to make the final volume of the mixture up to 50μl was incubated at 37°C 
for 4 hours. The products were then mixed with loading buffer, then run through a 10cm long 1% 
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agarose gel in TAE buffer (Tris-acetate buffer with EDTA) by electrophoresis, at a maximum voltage 
and current of 125V and 75mA respectively for a period of 45-90 minutes, depending on the progress 
of the electrophoresis towards the far edge of the gel, with the presence of two bands indicating a 
successful restriction.  
Once the success of both restrictions had been proven, larger quantities of each type of DNA 
(20μg) were cut in similar reactions. The resulting gel bands for DAP10, and the pcDNA3.1 plasmid 
cut at BamH1 and Nhe1 were extracted from the gel with a scalpel, and purified using the Qiaquick 
Gel Extraction Kit (Qiagen). The kit uses proprietary buffers, and the components of these are not 
described here. All centrifugation procedures mentioned here are at 13,000rpm in a microcentrifuge at 
room temperature for 1 minute, with all flow-through being discarded (unless otherwise stated). 
 
 
 
Figure 46 Restriction patterns for pcDNA3.1+ MCS with BamH1 and Nhe1 cuts indicated 
Extracted gel fragments were weighed, then mixed with buffer QG in a 1:3 ratio by weight, and 
incubated at 50°C with occasional vortexing until the gel slice dissolved. One gel weight of 
isopropanol was then added to the sample, and mixed (improving the yield for fragments above 4kb). 
This mixture was applied to a DNA binding column, which was then centrifuged. The column was 
then topped up with 0.5 ml of buffer QG and centrifuged again, in order to ensure the removal of all 
the agarose. The column was then topped up with 0.75ml of buffer PE, and left to stand for 5 minutes, 
then centrifuged. The empty column was then centrifuged again to remove all residual ethanol from 
buffer PE. Following this, the column was topped up with 30μl of buffer EB, left to stand for 1 
minute, then centrifuged, with the flow-through being collected, and then frozen as purified DNA in 
buffer EB. 
The purified extracts were then recombined via mixing of the two purified samples with T4 DNA 
ligase and incubation for 4 hours at 37°C. Since both BamH1 and Nhe1 result in sticky-end cuts, as 
indicated in Figure 46, re-ligation is highly likely to occur in the desired orientation, and can be 
checked via the running of a gel. Once the ligation was complete, a bacterial transformation, selection 
and a maxiprep was done using the QIAprep Kit (Qiagen). The method used is a modification of the 
EGFP DAP10 
NheI BamHI 
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manufacturer‟s protocol, with the main substitutions being in the centrifugation steps and the bacterial 
growth stage, as below: 
Supercompetent bacteria had the plasmid of interest inserted by defrosting to 4°C, and mixing 
with the plasmid in a 50µl:2µg (µg used as units, since the concentration on DNA may vary widely) 
ratio and were then added to 50μl of nuclease free water. The bacteria were then incubated on ice for 
30 minutes, then heat pulsed at 42°C for 30 seconds before being returned to ice for 2 minutes. 500μl 
of sterile Lennox Lysogeny Broth (LB) was then added to the bacteria. This mixture was then 
incubated at 37°C with shaking for 60 minutes. 
The products of this process were then centrifuged at 4000rpm (approximately 2775g) for 5 
minutes and the majority of the supernatant poured off. The remaining bacteria were then resuspended 
in the remaining supernatant, and 200µl of this suspension was spread evenly over the surface of a 
10cm petri dish containing set agar with 50µg/ml Ampicillin. This dish was then incubated overnight 
at 37°C, with the agar on the top side of the dish. 
The following day, four isolated colonies were picked from the dish using a pipette tip, and 
placed into 15ml centrifuge tubes with 5ml of LB with 50µg/ml Ampicillin, then incubated at 37°C 
with shaking for 8 hours. The contents of tube with the largest amount of bacterial growth, as judged 
by turbidity, was then added to 500ml of LB with 50µg/ml Ampicillin in a 2l flask, with a covered 
(not sealed) top, and this was incubated overnight at 37°C.  
The next day, the LB was centrifuged at 4000rpm, 4°C for 60 minutes, the supernatant discarded, 
and the pellets resuspended in a 50ml centrifuge tube by inversion/vortexting/shaking in 10ml of 
buffer P1 (with added RNase A) until no clumps remained. This suspension then had 10ml of buffer 
P2 added and was mixed by inversion of the tube 5 times, followed by incubation at room temperature 
for 5 minutes. Following this, 10ml buffer P3 was added to the mixture by inversion of the tube 5 
times, followed by incubation on ice for 20 minutes, producing a fluffy, white precipitate (comprised 
of the majority of the non-DNA content of the bacterial cells, which is to be discarded). The sample 
was then mixed again, and centrifuged at 4000rpm, 4°C for 45 minutes. The supernatant was then 
transferred to a clean tube, and centrifuged again under the same conditions. Whilst centrifugation 
was under way, a QIAGEN-tip 500 was equilibrated by application of 10ml of buffer QBT, and 
allowing it to flow through the column by gravity flow. The supernatant from the centrifugation was 
then applied to the QIGEN-tip, and allowed to flow through under gravity, resulting in adsorption of 
the plasmid DNA to the resin in the tip. The QIAGEN-tip was then washed through twice with 30ml 
of Buffer QC, to remove contaminants from the resin, and the DNA was then eluted with 15ml of 
buffer QF. Following this, the DNA was precipitated from the mixture by the addition and mixing of 
10.5ml of isopropanol at room temperature. The mixture was then centrifuged at 4000rpm, 4°C for 45 
minutes, and the supernatant carefully decanted. The pellet was then washed with 5ml of room 
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temperature 70% ethanol to remove salts and replace isopropanol, and centrifuged at 4000rpm, 4°C 
for 45 minutes. The supernatant was then decanted, and the pellet left to air-dry at room temperature 
for 10 minutes. The DNA was then resuspended in 100µl of TE buffer. The purity of the sample and 
the DNA concentration were then assessed using a nanodrop ND-1000 spectrophotometer via the ratio 
of absorption at 260 and 280nm, with a ratio of 1.8 or higher being considered necessary by the 
manufacturers of the nucleofector device. The DNA concentration can be determined by measuring 
the absorption at 260nm only.  
Once the plasmid had been prepared and the purity found to be adequate (260:280 ratio of 1.94), 
a sample of 5µg of DNA was sequenced (using a sequencing service by MWG biotech, using both a 
T7 and an XFP reverse primer for amplification). The sequence was then verified by a BLAST (Basic 
Local Alignment Sequence Tool) search against the reference DAP10 and GFP sequences. Once the 
sequence was verified as being correct and in frame, transfections were undertaken in order to 
examine whether the plasmid was toxic to the cells of interest. 
Transfection was carried out with the Amaxa electroporator using setting O-17 and kit V. After 
24 hours, the fluorescence of the cells was initially assessed via widefield microscopy. As very few 
cells appeared to express sufficient fluorescence to be visible, transfection efficiency was assessed by 
flow cytometry, where approximately 3% of cells were found to show fluorescence in the FL1-H 
channel. 
Following the flow cytometry analysis, cells were imaged to determine whether the transfection 
had been completely successful, primarily by excluding the possibility that the transfection was 
merely causing the production of free GFP in the cells, which is not uncommon. A sample image is 
shown in Figure 47, and clearly shows a membrane-bound distribution of fluorescence, which is 
indicative that the transmembrane region of the plasmid sequence is being expressed in addition to the 
GFPindicating that the full DAP10-GFP sequence is likely being correctly expressed. It should also be 
noted that not all the cells display the same level of (or any) fluorescence, which reflects the 
stochaistic nature of the transfection process. 
 As can be seen in Figure 45, the transfection efficiency is low, although this is usually not an 
issue in cases where a plasmid with antibiotic selection is used, since the selection ability can be used 
to remove the nontransfected cells. 
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Figure 47 Transmission and fluorescence images of cells transfected with DAP10-GFP 
It was found that although sustained culture of transfected cells in concentrations of Geneticin 
that were lethal to untransfected cells over the course of 4 splittings (1600µg/ml) was possible, it did 
not lead to an increase in the level of fluorescence over 9 splittings. In light of this, an examination of 
cells cultured for more than 9 splittings via flow cytometry was carried out, and the data is shown in 
Figure 48. 
 
Figure 48 Flow cytometry of NKL cells transfected with DAP10-GFP, showing dotplot of fluorescence 
in GFP collecting (FL1-H, 530±15 nm) and non-collecting (FL2-H, 585±21 nm) channels, 
as well as intensity histogram of fluorescence in the FL1-H channel. Transfected cells are 
in red, reference samples in green. 
The data shows a clear shift in the population in both representations, via a shift of the histogram 
and the stretching of the dotplot distribution along the FL1-H axis. This indicates that although this 
level of antibiotics in the culture medium has resulted in selection of cells as desired, the level of 
fluorescence is not high, being perhaps double that of the background fluorescence on average. Using 
various levels of Geneticin also appeared to make only a slight difference, as can be seen in Figure 49. 
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Figure 49 Flow cytometry of NKL cells transfected with DAP10-GFP, showing fluorescence 
histograms of cells cultured in 800 (left), 1200 (centre) or 1600µg/ml (right) of Geneticin, 
after 9 splittings. Transfected cells are in red, reference samples in green. 
 
Figure 50 Flow cytometry of NKL cells transfected with DAP10-GFP, and cultured in 1600µg/ml of 
Geneticin, after 9 splittings, showing level of potentially useful transfectants among the cell 
population (0.11%) 
Although using higher levels of antibiotics had a small effect on the level of expression, it would 
not be sufficient for most imaging applications. A potentially more fruitful way of achieving a higher 
level of fluorescence from these cells would be to sort them, using fluorescence as the picking 
parameter. With a view towards this, sorting was attempted using a FACSAria (BD Biosciences, UK) 
sorter at Imperial College, but since this device was not as sterile as would be desirable, a 
combination of non-optimal sorting parameters due to issues with the deflection system, purgings to 
clear the flow after blockages, and the non-sterile environment combined to result in either 
contamination by bacteria, or cell death. In light of these issues, cell sorting was then conducted at St. 
Mary‟s Hospital, in a FACSVantage (BD Biosciences, UK) sorter with an environment chamber 
around the sample access area, and the data from this is shown in Figure 51. 
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Figure 51 Flow cytometry and cell sorting data of NKL cells transfected with DAP10-GFP, sorted in 
a sterile environment, with the sorted cells (P2) indicated in green. 
The sorted cells numbered approximately 3000, with the proportion of the population in the 
sorting gate being 0.8% of the total. Although the sorted cells are an order of magnitude brighter in 
the FITC-A channel, which collects GFP fluorescence, after further culture, the level of fluorescence 
decreased to a level similar to that prior to the sorting. 
Following the discovery that the electroporated cells did not maintain a sufficiently high level of 
fluorescence for imaging on the timescale of weeks, which would be necessary if the small population 
of sorted cells were to be expanded, alternately sourced cells were acquired. These cells were 
produced by Anne Chauveau, and were transfected using the PINCO vector system. The system 
involves the transfection of an easily-transfected packaging cell line (Phoenix), with the PINCO 
vector, which produces retroviral constructs containing the desired tagged protein that are excreted 
into the supernatant of the culture medium. This supernatant can then be added to the target cells, 
resulting in their transfection with the DNA for the desired construct
[147]
. 
The DAP10-GFP used in the PINCO vector was excised from the pcDNA3.1+ plasmid described 
previously and the NKL cells produced express a much higher level of GFP fluorescence than those 
transfected with pcDNA3.1+. These cells remained fluorescent over the course of several weeks, 
although as can be seen in Figure 52, the fluorescence did not show a similar distribution to antibody 
staining or the low-expression cells, having a high level of cytoplasmic fluorescence. It is possible 
that this is due to a lack of sufficient NKG2D to partner the DAP10, resulting in the excess DAP10-
GFP not reaching the plasma membrane, or it may be the case that the protein being produced is not a 
full transcript.  
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One means of determining whether the transcript is of the expected size is to conduct a Western 
Blot on cell lysates. This procedure was carried out for both sorted electroporated cells and 
retrovirally transfected cells that had been cultured for 3 months, using the following protocol: 
Cells were counted and 2x10
6
 of each cell type of interest were centrifuged and resuspended in 
75μl of 0.5% Triton X-100 in PBS, supplemented with 0.1mM PMSF 
(PhenylMethaneSulphonylFluoride, a protease inhibitor). The cells were then vigorously pipetted and 
left to stand on ice for 30 minutes, then centrifuged at 15000rpm at 4°C for 10 minutes. Prior to 
counting and incubating the cells on ice, a bilayered acrylamide gel was prepared for the 
electrophoresis. The lower (resolving) part of the gel comprised a mixture of 1.122ml 2M Tris (pH 
8.8), 1.5ml 40% acrylamide, 0.06ml 10% SDS, 3.250ml dH2O, 0.2ml 10% APS and 4μl of TEMED, 
which was poured and allowed to set in a gel cassette. The upper (stacking) part of the gel was 
composed of 0.5ml 1M Tris (pH 6.8), 0.375ml 40% acrylamide, 0.04ml 10% SDS, 2.885ml dH2O, 
0.2ml 10% APS and 4μl of TEMED, which was poured on top of the running gel, had a comb 
inserted, and was allowed to set. The comb was then carefully removed, and the wells produced were 
then washed out with distilled water. The gel was then vertically mounted, and immersed in SDS 
PAGE running buffer, a mixture of 10% 10X running buffer, 1% of 10% SDS solution (final 
concentration 0.1% SDS) and 89% dH2O.. 
Cell lysates were then heated to 100°C for 10 minutes, and then mixed with Coomassie dye and 
slowly pipetted into the gel wells along with a marker mixture of known sizes. In order to allow for all 
proteins to accumulate at an identical level prior to passing through the running part of the gel, a 
voltage of 75V with a current limit of 200mA was applied across the gel for 60 minutes. Following 
this, the gel was run at 150V for 60 minutes with a 200mA limit. 
The gel was then extracted from the cassette, and placed into a small tray containing a layer of 
nylon adsorption membrane, sandwiched between two pieces of filter paper. This sandwich was then 
placed between several layers of sponges, soaked to saturation in transfer buffer, comprising 10% 
10X running buffer, 70% dH2O and 20% methanol. This was then placed in a cassette, covered in 
transfer buffer, which consists of 80% running buffer and 20% methanol. This is then run for 90 
minutes, with a current limit of 200mA, and no voltage limit, to transfer the separated proteins to the 
membrane. The membrane was then washed for 5 minutes in PBS with 0.05% Tween for 4 times with 
agitation in a small tray. The membrane was then incubated with agitation for 60 minutes in 5% 
powdered milk reconstituted in PBS with 0.05% Tween at room temperature. The membrane was then 
washed as described previously, then incubated overnight at 4°C with agitation using a primary 
antibody (JL-8, an anti-xFP antibody) in 5% powdered milk in PBS with 0.05% Tween and 0.05% 
sodium azide. The membrane was then washed again as described previously, and incubated for 60 
minutes at 4°C with a secondary antibody [against the Fc portion of the JL-8] covalently bonded to an 
HRP enzyme [HorseRaddish Peroxidase] in 5% powdered milk in PBS with 0.05% Tween. The 
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membrane was washed again as described previously, and then placed in a small tray. A uniform 
coating of chemiluminescent HRP substrate was applied to the membrane, then covered with 
clingfilm. The membrane was then taken to a darkroom, and placed in a darkbox with a piece of film. 
Using varying exposure lengths and a standard automated developing process, images of the level of 
chemiluminescence were obtained. The level of luminescence is directly correlated to the level of 
HRP present, which is correlated to the level of antibody labelling, and hence the concentration of 
protein. 
A sample blot for DAP10-GFP was carried out for standard NKL cells, cells transfected by 
electroporation, and retrovirally transfected cells, all of which had been in continuous culture for 2 
months, with the medium for the electroporated cells being supplemented with 1600μg/ml G-418. The 
plain NK cells and electroporated cells showed no trace of GFP expression. However, the retrovirally 
transfected cells show three bands of labelling. Since only a single protein that should be stained has 
been inserted into the cells, the presence of multiple bands is likely to e due to either the presence of 
truncated transcripts or glycosylation.  
4.4.4 Imaging of activating synapses with NKL cells expressing DAP10 -GFP  
Using the NKL+DAP10-GFP cells provided by Anne Chauveau, conjugates were formed and 
fixed, with 221 cells as described for YTS and 221 cells. Imaging was carried out using the trapping 
system described previously. After imaging several synapses (n=5), it was found that insufficient 
numbers of photons were gathered for fitting to be reliable. An example image (with 4-line averaging) 
taken with a CW 514 nm argon ion laser is shown in Figure 52. The laser power was increased by 
10% in comparison to the power used for imaging the fluorescence of KIR2DL1-GFP, and the 
detection waveband was changed from 500-540 nm to 495-750 nm to allow for sufficient 
fluorescence to be captured, as the expression level seems to be much lower than for KIR2DL1-GFP 
in YTS.  
As can be seen, in addition to the comparatively low surface expression level, there is a relatively 
high level of cytoplasmic fluorescence, which is also detrimental, especially for FLIM as the proteins 
responsible for this fluorescence are likely to experience a different local environment. The high 
background and low fluorescence level make it inadvisable to use these cells for FRET measurements, 
as lifetime changes in (what is likely to be a subset of) the surface expressed fluorophores are 
expected to be swamped by unwanted background fluorescence.  
Owing to a lack of time, means of further developing this system to create cells that express a 
high level of surface as opposed cytoplasmic tagged protein could not be pursued. However, it can be 
seen that it is likely that an appropriate cell line can be created for use in experiments looking at 
DAP10 signalling at the synapse via FLIM-FRET, as was the case with KIR2DL1.  
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Figure 52 Fluorescence (left) and transmission (right) images of NKL cells retrovirally transfected to 
express DAP10-GFP 
4.5 Summary 
This work has shown for the first time that it is possible to image the spatial distribution of 
inhibitory receptor phosphorylation at a resolution of roughly 200nm in an immunological synapse via 
a combination of optical trapping, FLIM-FRET and the use of fixed cells. In future, similar work 
should be possible for a wide variety of activating and inhibitory receptors. However, this would not 
enable live cells to be studied, as the use of antibodies in the cell interior requires permeablisation of 
the cells. A compromise that allows live cells to be imaged can be made by the examination of the 
localisation of kinases known to be involved in receptor phosphorylation, but this does not necessarily 
indicate the signalling state of the receptors they are known to interact with. 
Ideally, cells expressing a fluorescence donor labelled fluorophore and an acceptor labelled 
kinase (or other phosphorylation-dependent interaction partner) should allow for cells to e imaged 
without any need for antibodies, or the associated issue of permeablisation. The drawback to the use 
of such systems is that in addition to it being difficult to create the cell lines necessary, it will require 
imaging at a higher speed than has previously been achieved, as the formation of a synapse occurs on 
a similar timescale to that needed to take a lifetime image. The following chapters describe the 
examination and development of some high-speed imaging techniques that are aimed at resolving this 
issue. 
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5 Comparison of single beam and multibeam (spinning disk) 
scanning confocal microscopes 
This chapter compares the performance of various spinning disk-based multibeam microscopes to 
determine whether they are a viable alternative to single point confocal and multiphoton systems, 
primarily with regards to high speed optical sectioning. This section describes: 
 Overview of optically sectioning microscopes 
 Disk based confocal systems 
 Leica single point confocal systems 
 Overall comparison 
5.1 Overview of optically sectioning microscopes 
As mentioned in Chapter 2, there are a multitude of ways in which the performance of one 
microscope system can be compared to another, but the primary basis of comparison in most 
situations are usually sectioning strength and imaging speed. The confocal microscope remains the 
gold standard for sectioning ability amongst non-superresolution techniques, whereas the speed of 
disk based systems is usually held up as their prime selling point and a lack of out-of plane 
photobleaching is an advantage held by multiphoton systems. The main desirable characteristic for the 
purposes of synapse imaging is a good axial sectioning ability, as this gives the limit on the resolution 
of the data obtained for a stack acquisition of a vertically-oriented synapse, which is important when 
considering the possibility of domains of interest that may be on a scale of tens of nm, as any signal 
obtainable from such domains would be averaged with all the other signals from the imaging volume. 
Even with the use of optical trapping, it will be necessary to image an extended axial region if live 
cells are to be imaged, since the contact surface may alter its shape as the interaction progresses. 
5.1.1 Single point scanning confocal microscopes  
The main advantage of the single point single photon scanning confocal microscope as described 
in Section 2.6.1 is that it minimises the amount of background light collected, but suffers from the 
effects of out-of-plane photobleaching and a slow acquisition time, from the serial nature of the 
process.  
5.1.2 Single point multipoton scanning microscopes  
The single point scanning multiphoton microscope improves on the out of plane photobleaching 
of the single photon confocal microscope, but at the price of increased in-plane photobleaching and a 
reduced sectioning strength. There are also some benefits in imaging in scattering media, as a pinhole 
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is unnecessary, but in most cellular imaging this is not an issue, unless being carried out in vivo. The 
issue of imaging speed remains an issue, as the image pixel acquisition is still serial. 
5.1.3 Multibeam scanning confocal microscopes 
As previously discussed, the simplest means of improving the imaging rate after increasing the 
power applied to the sample and maximising the scan rate, is to parallelise the illumination process. 
Multibeam single photon confocal systems can be achieved in multiple ways, with the most 
commonly-used being the Nipkow disk microscope. This comprises an array of illuminated pinholes 
in a spiral pattern that, once rotated an integer number of times, would expose each region of the disk 
equally. This was first implemented in 1963 by Petran et al
[148]
. The pinhole array is imaged onto the 
desired sample layer and the resulting fluorescence is imaged back through the same pinholes (the 
fluorescence decay process being much faster than the timescale of disk rotation). Similarly to line-
scanning confocal systems, the pinholes of a Nipkow disk system can be replaced by a set of lines, to 
give a larger fill factor, thereby increasing illumination efficiency at the cost of sectioning strength. 
An alternative to having a larger fill factor as a means of increasing illumination efficiency is the use 
of microlenses to increase the amount of light passing through pinholes, as demonstrated by Taanami 
et al
[65]
. One disadvantage of disk based systems is that the disks are of fixed pattern, and must be 
well-aligned as well as able to freely rotate, making it difficult to alter the size of the pinholes by 
changing disks, which could be desirable in cases where sectioning would be a hindrance in locating 
axially thin objects of interest - in uneven samples for example. Some systems allow for the switching 
or removal of pinhole arrays in order to vary the sectioning strength and recently systems that use 
alternative approaches to disks have become available as commercial products. One such example 
uses an array of microlenses to generate an array of points which is then imaged through some 
pinholes, then scanned onto the sample
[149]
. The fluorescence is then descanned and imaged back 
through the pinholes, then rescanned onto a CCD. This allows for relatively simple switching between 
pinhole arrays of multiple sizes. 
5.1.4 Multibeam scanning multiphoton microscopes  
As with their single point equivalents, multibeam multiphoton and single photon scanning 
microscopes differ in their photobleaching behaviour. As described in Section 2.8.3, the most 
common techniques for providing multiphoton multipoint illumination are the use of microlenses in 
disk
[150]
 or grid
[151]
 patterns, or beamsplitter arrays
[68]
 to produce multiple foci. Fluorescence detection 
is primarily achieved with CCD cameras, but this leads to a reduction in image quality compared to 
single point multiphoton systems when imaging through scattering samples, as the ability to assign 
fluorescence to its point of origin irrespective of the detector location is no longer available. However, 
a combination of multiphoton excitation and multipoint confocal-style detection could provide an 
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improvement in this regard, as it would allow for a reasonable degree of scattered fluorescence to be 
assigned to a point of origin whilst still allowing for an increase in the degree of parallelisation 
possible. The development of a system based on these principles is discussed in detail in the following 
chapter, whereas the remainder of this chapter will focus on comparisons of the sectioning abilities of 
several commercially available microscope systems and the rationale for developing a new multibeam 
multiphoton FLIM microscope. 
5.2 Leica single point scanning microscope systems 
A variety of single point scanning confocal microscopes are available from a range of suppliers, 
but all function in a manner similar to the basic system shown in Figure 11. The major differences 
between the basic system diagram and the systems used in these experiments are the ability to adjust 
the pinhole size, the ability to use multiple automatically switched sources, dichroics and detectors, 
and the ability to select arbitrary wavelength ranges for detection. 
5.2.1 Leica SP5 confocal/multiphoton microscope 
The SP5 system used in the experiments carried out in later sections was configured as a standard 
confocal microscope, with single photon laser illumination provided at 405, 476, 488, 514, 532 and 
633 nm from a variety of laser sources, primarily argon ion, HeNe and diode. In addition to this, a 
multiphoton (pulsed IR) source is provided by a MaiTai DeepSee tunable Ti:Sapphire laser (Spectra-
Physics, USA) operating over the 690-1020nm range, providing ~100fs pulses at ~80MHz. 
Scanning of the illumination volume is performed by a resonance scanning galvanometric mirror 
pair with up to 4kHz line scan rates being achievable, and fine z control is achieved by means of 
piezoelectric objective movement. Using the 488nm laser as the closest available to the diode laser 
used for testing the spinning disk based confocal microscopes the detection pinhole was set to a radius 
of 1 Airy unit and the sectioning strength of the system was determined to be 1.62μm for a x63 
objective of 1.32NA (HCX PLAPO), as shown in Figure 53. The test sample used was a fluorescent 
polymer layer on glass provided by David Grant and described as being under 100nm thick. The 
sectioning data provided by this sample was found to be a good match for that obtained with a 
monolayer of 40nm beads, with the greater brightness of the polymer sample allowing for an 
increased acquisition speed. 
5.2.2 SP5 multiphoton 
If multiphoton single point TCSPC is desired, a separate but effectively optically identical 
microscope system can be used, with the exceptions being the laser source, which is a MaiTai Deep 
See (Spectra-Physics), which uses dispersion compensation to minimise pulse length, in order to 
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maximise instantaneous power at the sample, and the dichroic beamsplitter in the microscope frame. 
This is of importance in multiphoton excitation due to the nonlinear relationship between excitation 
power and emitted fluorescence. The sectioning performance of the system is shown in Figure 53, 
with the FWHM being 1.93 μm at 880nm in a setup identical to that of the single photon system, with 
only the excitation being changed. 
 
Figure 53 Sectioning curve for SP5 confocal system in single photon and multiphoton configurations, 
taken with a 63x objective of 1.32 NA 
Both the single-photon and multiphoton data shown in Figure 53 are normalised to the 
background and peak. The multiphoton data takes longer to acquire, likely due to a lower 2-photon 
excitation cross-section for the sample. 
5.2.3 SP5 FLIM 
In the event that the system is used for FLIM in a TCSPC configuration, the source used is a 
diode-pumped Ti:Sapphire laser (Tsunami, Spectra-Physics) operating at a mode-locked frequency of 
80MHz, as for the multiphoton system. If single-photon operation is desired, frequency doubling is 
achieved by focusing into a BBO crystal, and adjusting the crystal rotation for optimal phase 
matching. The light is then coupled into the input port of the SP5 housing, which contains the 
detection beamsplitters and PMTs as well as the galvoscanners that are used to scan the beam. 
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The spatial resolution of the system is unchanged if operating at the same wavelength as when 
not in FLIM mode, since the wavelength and system aperture are not changed. It should be noted that 
the power of the system may need to be limited for FLIM in order to prevent pulse pile-up on some 
samples, but that this is done in a sample-dependent manner. 
5.3 Disk-based confocal systems  
The disk-based systems compared here are the BD Biosciences CARV II, the Olympus DSU and 
the Yokogawa CSU10. The systems have significant differences between them, with the CARV II 
being a basic Nipkow disk system, the CSU10 having an added array of microlenses, and the DSU 
using a lined disk with a pattern similar to the one shown in Figure 55, as opposed to an array of 
pinholes. More detailed information on each system is given in the following sections. It should be 
noted that the rays shown in Figure 54, Figure 55 and Figure 56 do not represent actual ray paths, but 
are drawn to emphasise the multiple beam aspect of each system. In reality, for a set of beams to 
produce points separated on the image plane, each of the beams would be entering the back aperture 
of the objective collimated, but at differing angles, but this would result in a less clear diagram. All 
the disk-scanning systems tested used either a 60x, 1.25NA objective (UPLANFL), or a 100x 1.40NA 
objective (UPLANSAPO). 
5.3.1 BD Biosciences CARV II 
The CARV II is a basic Nipkow system that allows for automated insertion and removal of the 
Nipkow disk from the beampath and operation of an excitation iris to allow a roughly constant level 
of fluorescence with the disk inserted or removed. Automated remote switching of filters and 
dichroics is also possible, with 6 independently switchable options being available for each. Figure 54 
shows the basic layout of the CARV with a picture of the system to give an idea of the scale.  
 
Figure 54 Optical layout and picture of BD CARV II Nipkow disk system 
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Disk pattern 
(Black opaque, white transparent) 
An aperture usable as a field stop is not shown. For testing, the system was maintained as 
provided by BD Biosciences (other than the illumination source), using a DV887 EMCCD (Andor, 
UK) as the detector. The microscope frame used was an IX71 (Olympus, Japan) and illumination was 
provided by a 474nm blue diode laser (Shanghai Uniwave Technology, China) or a mercury halide 
arc lamp filtered to 360-700nm (BD Biosciences, USA). 
5.3.2 Olympus DSU 
The Olympus DSU is a line-based confocal, using a disk of stripes as opposed to a series of 
pinholes to create a confocal effect, primarily in order to increase the illumination efficiency of the 
system.   
   
Figure 55 Optical layout and picture of Olympus DSU lined disk system (with disk pattern) 
The patterned disk is manually switchable for other disks, in order to allow for different 
objectives to be used; by having several disks, each matched for an objective of a specific NA and 
magnification (for example, a high NA objective may warrant a narrow-striped disk, as a low NA one 
would have higher losses, since the image of the sample being passed back through the disk would 
have a wider PSF). 
The layout of the DSU, as seen in Figure 55, is similar to that of the CARV, with the main 
difference being the disk pattern, and the ability to alter this by replacing the disk. The detector used 
was an ORCA ER CCD (Hamamatsu, Japan), with illumination being provided by an arc lamp 
filtered to 350-700nm. As opposed to the CARV, an ND filter is used instead of an iris when 
switching between confocal and widefield modes. The microscope frame used was an IX81 
(Olympus, Japan), which is highly similar to the IX71, the main difference being an added level of 
motorisation. 
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5.3.3 Yokogawa CSU10 
The CSU10 is similar to the CARV in that it uses a Nipkow disk, but also goes a step further to 
improve light efficiency by adding an array of microlenses that rotate in synchronisation with the 
pinholes in order to improve the illumination efficiency of the system. Therefore, the efficiency of the 
system is significantly higher than the fill-factor of the holes in the disk. 
 
Figure 56 Optical layout and picture of Yokogawa CSU10 Nipkow disk system 
The microlenses are only present in the illumination path, necessitating the placement of the 
dichroic between them and the Nipkow disk, and it should be noted that the microlenses are optimised 
for the visible range, minimising background from defocused light. The microscope frame used was 
an IX71, and the camera was an ORCA ER (Hamamatsu, Japan). 
5.3.4 Axial resolution comparison 
To simulate the imaging of a uniformly-labelled cell membrane, a common biological sample of 
interest in cell signalling, the previously described thin polymer film was used. Compared to the use 
of actual cells, this has the advantage of uniformity, a low level of bleaching and durability. The 
primary basis for determining the performance of each section was sectioning strength, as determined 
by the intensity profile FWHM of an image series taken as the sample was axially scanned through 
the focal plane of the system. As a second basis of comparison, the ratios of shoulder to background 
and peak to background signal were determined. The level of the shoulder in relation to the 
background assesses the level of inter-pinhole crosstalk, whilst the peak to background ratio assesses 
the noise-rejection characteristics of the system. 
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The fluorescent layer was placed on a standard microscope coverslip to allow simple placement 
on the systems, and an acquisition was taken under various conditions. Initially, a dark measurement 
was taken, with the illumination blocked in order to determine the background readout level of the 
camera. Second, a stack of images of different z-planes separated by 50 nm was taken under normal 
disk-scanning imaging conditions, with care being taken to ensure that the detector did not saturate, 
and that the scans covered a significant region above and below the fluorescent layer in order to allow 
accurate determination of the level of the shoulder. The DV887 was cooled to -50°C and set to zero 
EM gain for the purposes of these tests. The data shown in Figure 57 and Figure 58 uses DI to note 
that the disk was inserted if it was switchable, which is applicable to the CARV and DSU systems (if 
a number is used as well, this refers to the number of the interchangeable disk in the DSU). 
 
Figure 57 Axial responses of disk scanning systems 
The main measure of the efficiency of background rejection is the background-corrected 
peak:shoulder ratio, as given in the fifth column of the table, with the sectioning strength being given 
by the FWHM. As can be seen in both Figure 57 and Figure 58, the system with that displays both the 
highest axial resolution and signal-to-background ratio, by a significant margin, is the CSU10 (note 
that there was an issue with the loaned DSU when the 60x objective was used with disk 3 (likely a 
disk mounting issue), which was not rectifiable by Olympus technicians before the unit had to be 
returned).  
All scaled, normalised to background
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Figure 58 Bar graph of disk scanning system sectioning performance showing background, shoulder 
and peak intensity levels 
Data for the CARV and DSU systems were taken using the blue filters provided, to best match 
the laser used with the CSU10 (473nm). The effect of this on the judgement of sectioning 
performance is not significant, especially when it is considered that the illumination wavelengths are 
actually shorter for these systems, which would act to improve the sectioning strength.  
A summary of the actual intensity values recorded (the peak and shoulder values are background-
subtracted, with the background value given for reference) and the FWHMs determined is given in 
Table 4. It should be noted that the background level will vary slightly depending both on ambient 
lighting levels and on the camera setup used, although the variation is relatively low due to the 
former, as can be seen in the similar background levels for the DSU and CSU10, which both used the 
ORCA ER camera.  
Table 4 Summary of information for disk-scanning systems  
System Peak Shoulder Background P:S ratio FWHM [μm] 
DSU DI3 60x 409.29 322.97 192.03 1.27 5.29 
DSU DI3 100x 40.77 20.77 203.23 1.96 3.42 
DSU DI4 60x 89.52 35.77 203.23 2.50 1.86 
DSU DI4 100x 28.11 25.35 201.65 1.11 5.50 
CSU10 DI 60x 431.672 40.00 210.00 10.79 2.68 
CSU10 DI 100x 434.803 30.00 210.00 14.49 1.06 
CARV DI 100x 12.895 5.77 136.23 2.23 2.25 
All scaled, normalised to background
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5.4 Overall comparison of sectioning systems 
From the results in the preceding sections, it can be seen that the system that offers the highest 
optical resolution with the least background is the single photon confocal SP5 system. This system is 
also the one with the greatest flexibility and ease of detection waveband selection, but has a drawback 
in terms of acquisition speed compared to the disk-based systems. It can therefore be seen that the 
optimal system for a particular experiment will depend on the nature of the data to be collected. The 
preferred system for deep imaging, or imaging UV-excited fluorophores would be the multiphoton 
SP5 system, as this allows for the best penetration of a sample, and for the best access to short-
wavelength fluorophores. The other systems that would be capable of imaging UV-excited 
fluorophores would be the single-photon SP5, the CARV, or the DSU, although each would require 
equipping with a UV compensated objective and would require UV exposure of the sample. The 
CSU10 would not be able to image in the UV without degradation in imaging quality, as the 
microlens array is not compensated for such wavelengths, and is not a replacable part.  
For the imaging pairs of cells interacting, imaging would usually be carried out through up to the 
thickness of a single cell of the types used in this thesis, roughly 30μm. This is usually carried out via 
single-photon imaging, as it usually offers the lowest-cost solution. For experiments requiring high 
spatial resolution and a relatively low temporal resolution, the preferred system would be the SP5, 
with these experiments primarily being those involving fixed samples, for which imaging time is 
usually not an issue. If the experiment requires relatively rapid imaging (frame times on the order of a 
few seconds), the preferred system may be the CSU10, as this offers the optimal spatial resolution of 
all the disk based systems, as well as the highest excitation throughput and background rejection. It 
should also be noted that as the detectors used in confocal systems are typically PMTs, while CCDs 
are used in the disk scanning systems, which usually have around double the quantum efficiency 
(although this is reduced when taking fluorescence lifetime data). 
The decision on whether the resolution is adequate would be determined by the choice of 
experiment. A good example of an experiment where imaging speed is useful in this context is the 
formation of a synapse between live cells, a process which has stages that are known to take on the 
order of a few minutes, which is of the timescale on which a z-stack could be acquired with the SP5, 
whereas the CSU10 would be able to achieve this in seconds, allowing for the dynamics of these 
processes to be monitored. It should be noted that the use of a CCD implies that a widefield time-
gating system will be needed if FLIM is to be implemented, precluding the possibility of TCSPC. The 
next section discusses the rationale behind building a system which combines the benefits of 
multipoint illumination and retains TCSPC capability. 
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5.5 Motivation to develop a multifocal multiphoton TCSPC FLIM 
system 
This section examines the reasons behind the construction of a MM TCSPC FLIM system, 
beginning with the rationales for multifocal multiphoton microscopy, why MM TCSPC FLIM would 
be preferable to a single beam TCSPC system, and simulation of such systems to enable comparison. 
The implementation of the system is described in the following chapter. 
5.5.1 Motivation for multiphoton multifocal microscopy with a beamsplitter 
based multibeam system 
As described previously, in the case of a single point multiphoton system, the primary drawback 
is that while most common pulsed lasers that are used for multiphoton microscopy provide 
significantly more energy per pulse (on the order of 30 nJ) than is usable at a single point on the 
sample, the imaging speed is limited by nonlinear photobleaching and photodamage. A variety of 
ways of making use of the excess power have been devised, including the temporal spreading of the 
pulses to maintain a lower peak power whilst maintaining average power, or the splitting of a single 
pulse into a multiple pulse train
[152]
.  
The most common means of using the excess power is to split the initial source beam into several 
beamlets, creating multiple foci at the image plane. This has usually been achieved by means of a 
spinning disk, a microlens array or beamsplitters as previously mentioned, and for the latter two of 
these, this is combined with scanners to raster the pattern of illumination across the sample plane. 
Each of these approaches has advantages and drawbacks, primarily to do with flexibility, wavelength 
limitations and detection method compatibility.  
The use of TCSPC has several benefits, the first of which is photon economy, as time-gated 
approaches will reject a significant proportion of the light arriving at the detector whereas TCSPC will 
count all detectable events. An additional benefit is the response to motion artefacts, which in the case 
of TCSPC will be effectively a “blurring” effect, whereas for sequentially acquired time gates, more 
severe artefacts will arise, for example one gate may have no signal at all.  
Since one of the main concepts of the system is retaining TCSPC detection capability and 
multipoint illumination, it can be seen that some type of PMT-like non-imaging detector will be 
required. This is unlikely to be compatible with the use of disk-based systems, as positioning 
information for the illumination pattern will be difficult to recover, leaving microlens and 
beamsplitter based techniques as the possibilities. One of the advantages of using beamsplitters is that 
they can be used to provide a greater level of control over the spacing of beams than an array of 
microlenses, as they are adjustable. In addition, the availability of an existing beamsplitter system and 
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an appropriate detector were prime factors in the decision to proceed with a beamsplitter-based 
design. 
5.5.2 Detection of multiple beams 
For a system where the detection of multiple points is necessary but the detector is not an 
imaging detector, knowledge of the positioning of all illumination spots is vital. In the case of a single 
point scanning system, this is provided by knowledge of the deflection provided by the scan mirrors. 
If the separation between individual beams and their orientation relative to each other and the system 
is known, this applies equally well to multiple beams. Alternatively, the beam positions can be fixed, 
and the sample moved over them and this provides an equally well-defined relative positioning 
system.  
5.5.3 Improvement over single beam TCSPC systems 
One of the major drawbacks of single point scanning TCSPC is that it can be limited in its 
acquisition speed, either by the sample not providing sufficient fluorescence, or the detection 
electronics not being able to count at a sufficient rate without running into the issue of photon pile-up, 
where multiple photons from the same excitation pulse arrive at the detector, and only the first to 
arrive is registered, distorting the detection statistics in favour of shorter decays.  Parallelising the 
process can allow for this to be overcome and, as discussed in the following chapter, simulations of 
both single point and multipoint systems are carried out to show how the issue of pile-up can be 
reduced in significance. 
5.5.4 System concept description 
The concept of the MM TCSPC FLIM system is the use of a multianode PMT to acquire TCSPC 
data in parallel. The scanning of multiple beams along parallel paths for illumination in two-photon 
microscopy is well-established with CCD cameras as detectors, but the use of multianode PMTs to do 
multibeam FLIM had not been demonstrated prior to this work. The most common single-point PMT-
based methods either demagnify the sample or back aperture directly onto a non-descanned detector, 
or use descanned detection. In the case of nondescanned detection, higher detection efficiencies are 
possible, especially for scattering samples. Indeed, systems have been developed that take advantage 
of the spatially restricted nature of multiphoton illumination by collecting fluorescence in both the 
transmission and reflection directions, enabling a much higher proportion of all the generated 
fluorescence to be detected
[153]
. This has the drawback of limiting the illumination to a single point, 
with the further constraint of moving the sample relative to the illumination point.  
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Imaging a region with a set of points can be achieved by keeping the points fixed and moving the 
sample relative to them, by keeping the sample fixed and moving the points over the sample, or by 
some combination of the two. 
Sample scanning allows for a simpler set of optics to be used, as there is no need for a beam 
scanning system, but also suffers from the drawback of being relatively slow, and undesirable for use 
in a situation where the sample may not be well-coupled to the stage (i.e. slipping may occur).  
Descanned detection allows for the use of point detectors without the need for sample or detector 
movement, but has the drawback of requiring the fluorescence signal to pass through the scanning 
optics, which are often relatively limited in aperture and which can lead to a reduction in the level of 
fluorescence signal. Another advantage of using beam scanning as opposed to stage positioning is that 
it is comparatively swift, taking on the order of tens of μs as opposed to tens of ms.  
Semi descanned detection is a combination of the two, allowing for some of the advantages to be 
combined. Its primary advantage for the proposed system is that scanning can be carried out in one 
direction using a fast galvoscanner, without the need to pass the fluorescence back through the 
scanning optics. It also does not require the location of mirrors and dichroics to be modified. This 
scheme is possible because of the parallel linear layout of the PMT employed. 
For the system proposed, the semi-descanned option was considered to be more convenient in 
terms of setup and more flexible in terms of alignment, allowing for optional compensation for laser 
pointing shifts and a simpler initial setup procedure. If the system were to be fully descanned, any 
realignment needed to compensate for alterations in beam steering (e.g. that which comes with tuning) 
would have to be achieved by the introduction of additional mechanical elements to either adjust the 
beam steering prior to entry into the system, or to move the detector. The proposed scanning scheme 
is shown in Figure 59. 
The use of a semi-descanned mode requires the use of an automated stage and this impacts the 
acquisition speed achievable. Delays will arise from a combination of the actual time required to 
accurately move a massive object such as the stage and by the time taken for the stage driver to 
communicate with the controlling computer but this will be much less significant than for a purely 
stage scanning system, as galvoscanning along one axis will allow much higher line acquisition 
speeds.  
The simulation, implementation and operation of the system described is discussed in the 
following chapter.  
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Figure 59 Acquisition concept for MM TCSPC FLIM system 
5.6 Summary 
The work in this chapter shows that of the single photon multipoint systems compared, the 
Yokogawa CSU10 gave the best sectioning and signal to background performance, although it did not 
reach the level of sectioning performance provided by the SP5 single point scanning system and a 
scheme for implementing multifocal TCSPC FLIM with multipoint excitation provided by a 
beamsplitter arrangement being was proposed. 
 
 
 
 
Scanning is initiated over the 16 linear regions indicated in bright 
red, with the fluorescent region of the sample being outlined in 
green. 
The stage is then moved and the beams (bright red) are scanned 
over an adjacent portion of the sample (previously scanned portion 
is shown in dark red) 
Finally, after sufficient repeats of the process, the entire region of 
the sample has been scanned, and the acquisition is complete 
The stage is then moved again (note the shift in the sample location 
relative to the beams, which remain in the same position) 
Stage scan direction 
Beam scan direction 
 - 109 - 
 
6 Development of multibeam multiphoton TCSPC FLIM system 
This chapter describes the implementation of widefield time domain FLIM with the multibeam 
LaVision Biotec TriMScope. In addition, it describes the development of the first MM TCSPC FLIM 
microscope, using non-descanned detection. The design and performance of this technology is 
presented, with a comparison of the performance of these two approaches to the combination of FLIM 
with multifocal multiphoton microscopy then being discussed.  
The elements covered in this chapter include: 
 Description of TriMScope principles and operation 
 Detectors used with the TriMScope in this work  
 Implementation of the MM TCSPC FLIM system and comparison with a widefield time-
gated system 
 Comparison of the performance of the MM TCSPC FLIM system with widefield time-gated 
detection using the same excitation 
 Applications of the MM TCSPC FLIM system 
 Remaining issues and improvements for future work 
The primary motivation for constructing a multifocal multiphoton microscope with TCSPC 
detection is to allow for increased imaging speeds and more efficient use of laser power in 
multiphoton microscopy whilst maintaining the use of TCSPC, which is considered to be the gold 
standard of lifetime determination methods, is less sensitive to photobleaching and sample motion 
artefacts as well as having a greater photon efficiency.  
6.1 Description of TriMScope principles and operation 
The essential components of the TriMScope system are the laser source, the prechirp 
compensator, the beam multiplexer, the scan system, the microscope, the relay optics, the detector and 
the associated electronics. The excitation laser used (MaiTai Broadband, Spectra-Physics, USA), is an 
electronically tuneable, modelocked Ti:Sapphire laser, producing ~100fs pulses over the 710-990 nm 
wavelength range. A diagram of the TriMScope coupled to a widefield microscope (IX71 Olympus, 
Japan) is shown in Figure 60.  
The prechirp compensation, beamsplitter and scan system are combined in a single commercially 
available system (TriMScope, LaVision Biotec, Germany). Prior to entering the prechirp 
compensator, the beam is passed through a rotatable half-wave-plate/polariser that can be used for 
attenuation, and is demagnified by approximately 1.5x by a telescope, to ensure that the beam 
diameter does not exceed the dimensions of the steering mirrors used for the beam multiplexer. Two 
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alignment pinholes are available, the first prior to the attenuator and the second after the prechirp 
compensator. 
 
Figure 60 TriMScope layout diagram, showing MM TCSPC FLIM configuration (P1, P2 - pinholes; 
L1-L4 - TriMScope lenses; PR1, PR2 - prisms; λ1, λ2 - half-wave plates; MUX - beam 
multiplexer; IP1, IP2 – image planes. Red and blue lines in the TriMScope indicate paths 
taken by longer and shorter wavelengths respectively) 
6.1.1 Prechirp compensator 
The prechirp compensation (providing negative group velocity dispersion) consists of a pair of 
prisms and a retroreflective mirror, causing the beams to pass through a folded beam path to 
compensate for the group velocity dispersion experienced in the beamsplitter and the other glass 
optical elements of the system. The beamsplitter contributes about 50mm of path length of low 
dispersion glass, the prisms of the compensator contribute about 25mm (for the shortest path), and the 
rest of the dispersion is contributed by the various lenses in the telescope, relay system and objective. 
The prisms are arranged so that the (polarised) incident light is incident at Brewster‟s angle to 
minimise reflections, and the overall prism separation is approximately 1.2m.  
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6.1.2 Beamsplitter 
As shown in Figure 61, the beamsplitter itself is a set of 10 individually adjustable gold mirrors, 
placed either side of a movable 50:50 beamsplitter (note that the beamsplitter is only 50:50 at 4 
wavelengths; 730,800,880 and 980nm).  
 
Figure 61 Schematic of a) beam multiplexer, b) movement of the beamsplitter to alter the number of 
foci produced, c) mirror numbering scheme within beam multiplexer d) beam polarisation 
alternation and connection between mirrors and foci controlled 
The beamsplitter consists of a dielectric coating on a glass substrate, attached to an identical piece 
of glass substrate, with the coating being sandwiched between the substrates to ensure identical 
dispersion for all beams. The mirrors can be adjusted to alter the angle at which the beams enter the 
back aperture of the microscope objective, allowing the production of a line of evenly-spaced foci on 
the image plane. The slight difference in the angles of each mirror ensures that beams are not collinear 
through the beamsplitter, but emerge at differing angles, which ensures that they will come to a focus 
at different points in the sample. The interbeam spacing can be adjusted to some extent but there is a 
limit to the range, dictated by the size of the mirrors relative to the diameter of the beams, as 
Beam: 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 
M1                                 
M3                                 
M5                                 
M7                                 
M10                                 
Use of fully-reflective elements to reduce number of foci generated 
M1 M3 M5 M7 M9 
M2 M4 M6 M8 M10 
Fully reflective mirror 
50:50 beamsplitter 
S-polarised focus 
P-polarised focus 
Foci at sample plane, and mirror to beam steering relationships 
Mirror numbering scheme for reference 
Use of 50:50 elements to maximise number of foci generated a) 
b) 
c) 
d) 
 - 112 - 
 
eventually the beams can be walked off the mirrors. The system is designed to produce two sets of 32 
beams (2 sets of 2^5 beams each, from the 6 passes through the beamsplitter), one P-polarised, and 
one S-polarised (through rotation using a half-wave plate), which are later recombined using a 
polarising beamsplitter and thus interleaved to result in a line of 64 foci. 
The manufacturer recommended spacing between these interleaved foci is on the order of 500nm 
at the sample plane, to produce a line of illumination. The mirrors are also placed to ensure that 
neighbouring foci are temporally separated in the focal plane by 1-10ps, which helps to ensure that 
intereference between neighbouring foci is minimised. Once the beams leave the beamsplitter, they 
are steered through a movable shutter that can be used to allow either one, both or none of the 
beamsets to pass. One of the beamsets is then passed through a half wave plate and both are combined 
using a polarising beamsplitter and the resulting beams are then directed into the scan system. 
It should be noted that the beamsplitter is movable, with part of the substrate being coated with a 
fully-reflective coating, allowing for a variable number of beams to be generated (in powers of two), 
as indicated in Figure 61. When the number of foci is reduced using the mirrored part of the 
beamsplitter, the angles of the beams are not changed, and hence the spacing between the foci 
generated at the sample plane is not altered.  ` 
It should be noted that the mirrors M1, M3, M5, M7 and M10 allow for the adjustment of the 
spacing of the individual foci in the sample plane, with mirrors M2, M4, M6 M8 and M9 being used 
as a reference path, which is not adjusted. As Figure 61 illustrates, each adjustable mirror (i.e. those 
not controlling the reference beam) alters the positioning of half of the beams for each polarisation 
(16 of 32), with one polarisation beamset being the mirror image of the other. For example, it can also 
be seen from this diagram that if M1 was to be blocked, only 16 evenly spaced beams for each 
polarisation would go through. Since the polarisations are interleaved, this will result in each of the 
excitation points being 4 times further apart than when all the beams are used. 
6.1.3 Beam scanning system 
The scanning system uses a scan controller system (SC2000, GSI Lumonics, USA), which drives 
a pair of independent galvoscanner motors attached to mirrors for scanning in the X and Y directions 
respectively. The X scan rate is variable, up to a rate of 1kHz, with the Y scan occurring as a series of 
steps, interleaved between X scans.  Increasing the number of Y steps improves the homogeneity of 
the illumination, as multiple beams are averaged over each point with sufficient illumination. The 
point halfway between the scan mirrors is the point of convergence of all the beams generated by the 
beamsplitter, and this point is imaged onto the back aperture of the objective by a pair of lenses 
selected to overfill the back aperture. This is done in order to provide a more uniform level of 
illumination across the back aperture, which is necessary for achieving an optimal PSF. It should be 
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noted that it would be possible to achieve descanned detection by replacing the mirror steering the 
beams into the scan system (the mirror between the recombining beamsplitter and the XY scanning 
deflector in Figure 60) with a dichroic beamsplitter, and the scan mirrors and the dichroic beamsplitter 
in the microscope filter cassette with highly reflective broadband mirrors. The use of descanned 
detection would entail some additional losses due to the increased number of optical elements through 
which the resulting signal would pass. 
It can be seen that the TriMScope system allows for a high degree of flexibility in illumination 
levels and patterns, with rapid scanning of a sample being possible. Detection is usually non-
descanned, but descanned detection is possible using detectors selected and configured independently 
of the TriMScope. All TriMScope functions can be controlled over an RS-232 interface, allowing for 
control of the system by user-created software. 
6.2 Detectors used with the TriMScope 
Various detection devices have been used in conjunction with this system, with CCDs being used 
for wide-field non-descanned intensity and ratiometric imaging and a GOI being used for wide-field 
time-gated FLIM. As discussed in the previous chapter, a PMT can also be used for non-descanned 
detection, and this is described later in this chapter. The basic properties and operation principles of 
each of the devices used are discussed in the following sections. 
6.2.1 Cameras used in these experiments  
A variety of cameras are available for use with the TriMScope, but two with specific driver 
implementation in the software provided with the system have been used for the work reported here: 
the Imager Intense (LaVision Biotec, Germany) and the Ixon (Andor, UK), which are discussed in the 
following section. Also used for alignment purposes in the setup of the system was a video camera 
(PE2015, JAI Pulnix, USA). 
6.2.1.1 LaVision Biotec Imager Intense 
The CCD camera originally supplied with the TriMScope was an Imager Intense (LaVision 
Biotec), effectively a re-badged version of the Sensicam QE (PCO AG, Kelheim Germany). This 
camera has a 1376x1040 pixel resolution, with each pixel being a 6.45x6.45μm square, and is air 
cooled to -12°C. The readout electronics functions at a 12-bit depth, with pixel readout speeds up to 
16MHz. A graph of the quantum efficiency is shown in Figure 62. This shows that the camera should 
have a 50% or greater efficiency over the spectral range where commonly used fluorophores emit. 
However, it should be noted that this is for direct direction, since for FLIM, the overall performance 
of the combination of GOI and CCD will be primarily determined by the quantum efficiency of the 
GOI, which is considerably lower. 
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Figure 62 Quantum efficiency for Sensicam QE CCD [As provided by PCO AG] 
When controlled by the ImSpector software (LaVision Biotec GmBH, Germany), this camera is 
capable of integrating over time periods on a timescale of milliseconds to seconds, with the ability to 
electronically bin pixels, and to selectively readout a sub-region of the image. It also has the ability to 
either provide or receive trigger signals. 
6.2.1.2 Andor Ixon  
The main CCD camera used for the experiments reported in this thesis is an Ixon EMCCD 
(Andor Technologies, Belfast), specifically the DV887BV backthinned model. This camera has a 
512x512 pixel resolution with each pixel being a 16x16μm square and with cooling available down to 
-70°C without an external water supply. The readout electronics functions at a 14-16 bit depth, with 
pixel readout rates of up to 10MHz. Electron multiplication is also available at gain factors of up to 
1000, for situations where it is necessary to suppress readout noise. A graph of the quantum efficiency 
is shown in Figure 63. The improved UV response in the UVB model is achieved via the use of a 
phosphor coating on the sensor. 
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Figure 63 Quantum efficiency for DV887BV EMCCD [As provided by Andor Technologies], shown as 
a solid line (The UVB model camera, represented by a dashed line, was not used for this 
work) 
As can be seen, this camera has superior quantum efficiency across the entire visible range 
compared to the Imager Intense, in addition to the electron multiplying capability. The primary 
drawback is the reduction in the readout speed, although this is not a major factor at the integration 
times used for most acquisitions, since the camera can be used in frame transfer mode. Frame transfer 
allows the charges collected during an exposure to be rapidly shifted (without being read) to identical 
wells that are not exposed to light, with the sensor pixels then being able to collect light whilst the 
storage wells are read out in parallel.  
6.2.2 Multianode and multichannel plate photomultiplier tubes  
The concepts of PMTs beyond the single-anode type described in Section 2.5.4 that relate to the 
particular types used in these experiments are described in this section. The related technology of 
GOIs is discussed in the next section.  
6.2.2.1 Multianode PMTs and the PML-16c 
Since more than single point detection is required for a multifocal illumination scheme, it is 
necessary to use either multiple single point detectors, or a single spatially-resolving detector. Due to 
space, simplicity and cost factors, the latter was our preferred option. It is possible to miniaturise the 
dynode chains of a PMT such that it can be constructed with multiple effectively independent parallel 
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channels, allowing the use of multiple anodes to create a type of position sensitivity, as shown in 
Figure 64, which depicts an 8-anode PMT. 
 
Figure 64 Channel-type multianode PMT schematic (electron paths shown in red) 
The spatial resolution of the tube will be limited by the size of the channels, and will be subject to 
some crosstalk (typically 3% in neighbouring elements for a linear 16-anode array). The number of 
anodes can be varied, with the limit being the size of the dynodes. Alternative designs for spatially 
resolving PMTs use a series of meshes for dynodes, and a grid of wires for anodes, allowing the 
position of an incident photon to be determined in x and y by the detection of appropriate signals. If a 
higher spatial resolution, with reduced crosstalk and higher count rates is required, alternative designs 
of PMT are available, such as the MicroChannel Plate [MCP] PMT, which is discussed in the next 
section. 
One point to note with respect to multianode PMTs is that the channels may not have uniform 
gain, photocathode coatings or time response profiles - devices can have transit time differences 
between channels on the order of hundreds of ps. These factors can be compensated for electronically 
if the outputs are independently adjustable, but need to be compensated for in software in the cases 
where detectors with built-in routing are employed. 
The main detector used for the MM TCSPC FLIM system is a PML-16c multianode PMT from 
Becker&Hickl, based on a R5900-01-L16 tube (Hamamatsu Photonics, Hamamatsu City, Japan). The 
detector comprises the tube, a high voltage power supply, routing and inhibition electronics and is 
used in combination with an SPC-830 TCSPC module (Becker&Hickl, Berlin, Germany). The active 
area of each of the elements of the array measures 0.8x16mm, with a spacing between elements of 
1mm.  
Photon 
Photocathode Anodes 
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Figure 65 Quantum efficiency curve for R5900 series PMTs (As provided by Hamamatsu Photonics 
KK) 
The quantum efficiency of a R5900 series PMT is shown in Figure 65, and it can be seen that it is 
much lower than that for a CCD, although similar tubes with at least 10% efficiency over 400-750nm 
are available
[45]
, at the cost of a slightly lower efficiency in the blue, with the difference being due to 
the photocathode material used. It should be noted that in widefield time-gated lifetime imaging the 
GOI tends to have a similar quantum efficiency to an R5900 series PMT, as is also uses a 
photocathode with similar materials. The PMT is not used in an imaging mode but in a semi-
descanned mode, as discussed in the previous chapter.  
The most salient point is that the detector contains integrated routing electronics, with logic as 
shown in Figure 66. The inhibit signal is used to prevent counting of events for which routing cannot 
be determined, but has the secondary effect of effectively preventing cross-channel pile-up, which is 
discussed further in the following section. 
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Figure 66 Representation of routing logic (AND symbol represents logic which will trigger on any two 
or more inputs being high, OR symbol represents logic which will trigger if any inputs are 
high) 
One further routing-related adjustment is the routing holdoff time, which controls a delay that is 
applied to the signals passing to the CFD. This compensates for the delays introduced by the 
electronics required to encode the information on which PMT anode had received a current pulse. 
Failing to allow for this could result in signals being assigned to the wrong detection element, 
effectively resulting in crosstalk between elements. 
6.2.2.2 Microchannel plate PMTs 
The microchannel plate [MCP] PMT is distinct from the previously discussed forms of PMT in 
that it does not use a chain of dynodes to produce electron amplification. The structure of an MCP is 
of an array of parallel glass capillaries in the form of a thin disk, with the channels being of 5-20µm 
diameter and having the walls coated in a secondary electron emitter that has a voltage applied across 
it. As the channels are narrow, a large number of secondary emission events can occur in a short 
distance, allowing the MCP itself to be quite small.  
The structure of an MCP PMT is shown in Figure 67, with the MCP incorporated into a PMT 
casing (The voltage applied between the cathode and MCP or MCP and anode is not shown). Often, 
the channels are tilted with respect to the longitudinal axis of the tube, which allows for a reduction in 
the effects of ion feedback due to a high charge density
[154]
, as well as allowing for higher gains. Due 
to a reduced overall transit time, the transit-time spread of MCP PMTs is lower than that of 
conventional dynode-chain PMTs. It is often the case that two or more MCPs can be placed in series 
To CFD 
Inhibit 
Routing To PC 
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to ensure sufficient gain is achieved. It is also possible to use MCPs for other purposes, and one of 
these is discussed in the following section. 
 
Figure 67 Schematic for MicroChannel Plate type PMT 
6.2.3 Gated optical intensifiers 
The term Gated Optical Intensifier can refer to any of a series of devices that are used to intensify 
the light incident on them whilst retaining the positional information, whilst also being able to rapidly 
alter the gain level, effectively acting as an ultrafast shutter. The GOIs referred to in other sections of 
this thesis all use MCP technology, which is described in the previous section. The structure of a GOI 
is almost identical to that of an MCP PMT, except that as opposed to an anode, a phosphor coating 
such as those used in a cathode ray tube is present, generating an optical, rather than electronic, output 
signal. In addition to this, as the phosphor will emit locally as opposed to integrating the signal across 
the whole device, an output image is produced 
 A diagram of a double MCP GOI is shown in Figure 68 and the initial use of the photoelectric 
effect to generate electrons is modified by the gating pulse applied to the photocathode. This modifies 
the effective work function of the photocathode by creating an electrostatic repulsion that accelerates 
photoelectrons towards the first MCP. The MCPs work in a manner analogous to a PMT, with the 
microchannel tube diameter in this case being 10µm, and the angle of the tubes to the longitudinal 
axis of the device being 15°. Between the two MCPs and between the second MCP and the phosphor, 
the electrons spatially disperse, which gives rise to some spatial crosstalk. Many combinations of 
photocathode and phosphor can be used, as well as a varying number of MCPs, to allow optimisation 
for particular uses, and the overall quantum efficiency of a GOI is similar to that of an MCP-PMT. 
The GOI used in the work described used an S25 type photocathode and a P43 phosphor in 
conjunction with a double MCP tube. 
VMCP 
Input electrode Output electrode 
Photocathode Anode 
End view of 
channel grid 
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Figure 68 Schematic for a dual MCP-based GOI 
 
Figure 69 Quantum efficiency graphs for various GOI photocathode materials (Courtesy of Kentech 
Ltd.) 
There are some characteristics that should be considered when GOIs are used, the first of which 
is that the gating pulse is not applied as a perfectly rectangular waveform, as it will have a rise and fall 
time as for any R-C circuit. In addition to this, there is some nonuniformity in the start of the gating 
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period over the surface of the device. However, these effects are relatively small when considering 
lifetimes on the multi-nanosecond scale
[155]
. 
In general, it can be said that the PMT and the GOI used in this work have similar efficiencies, 
performing best at around 400nm, with both standing to benefit from improvements in technology 
over time. The CCD used in combination with the GOI has a quantum efficiency of over 90% in the 
visible range, and is a comparatively insignificant factor in the overall efficiency of the GOI-based 
system. 
6.3 MM TCSPC FLIM instrument simulation 
This section describes work carried out to simulate the properties of the MM TCSPC FLIM 
system, particularly with respect to pile-up. Pile-up is due to a combination of the timescales of 
fluorescence lifetime and the nature of the statistics of the emission process. The emission of photons 
follows Poisson statistics and it is necessary to try to ensure that, for each excitation pulse only one 
photon arrives at the detector (a commonly used rule of thumb for TCSPC is that no more than 4% of 
events should be multiple photon events, although levels as low as 2% may lead to distortion of the 
statistics
[156]
).  
From Poisson statistics, the probability of 𝑥 or fewer photons being detected is given by: 
Equation 38 𝑃𝑐𝑢𝑚𝑢𝑙𝑎𝑡𝑖𝑣𝑒  𝑥, 𝜆 =  
e−λλi
i!
x
i=0   
Here, 𝑥 is the number of excitation events and 𝜆 is the mean number of events per detection 
interval. For the case 𝑥 = 1, in order to obtain 𝑃𝑐𝑢𝑚𝑢𝑙𝑎𝑡𝑖𝑣𝑒 =0.96 (i.e. 96% probability of 1 or fewer 
photons being detected after a pulse), λ must be approximately 0.31. Using this value in the standard 
Poisson distribution (see Equation 39), a probability of 0.229 is arrived at for single-photon events, 
which indicates that the theoretical maximum count rate is approximately 1.8x10
7
 counts/s for an 
80MHz excitation rate: 
Equation 39 𝑃𝑥 𝑥, 𝜆 =
e−λ λx
x!
 
This is compounded by the limitations introduced by the non-ideal behaviour of the detection 
electronics, which have a dead time following the detection of a photon. This includes the time taken 
for reading out of the ADC, and for the electronics to be reset to a suitable initial state, on the order of 
125ns for the SPC-830 photon counting cards used here. This results in an absolute limitation of 
8MHz for the maximum count rate. In addition to this, the ability of the PML16-c to inhibit signals in 
the case where more than one channel signals an event can also affect the statistics. One means of 
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determining the overall effect of these factors in combination is to create a Monte Carlo simulation of 
the process. A program was created in M, and this is described in Section 6.4.  
6.4 Simulation of single and multipoint TCSPC systems 
In order to examine the potential advantages and disadvantages of implementing multiple element 
detection for the TriMScope PMT-based system, modelling of the detection process was undertaken. 
The two scenarios considered are the single detector and the 16 detector case, both with a single set of 
detection electronics that allows for channel routing and signal suppression in the event that photons 
are detected in multiple channels within one TAC sweep.  
6.4.1 Simulation program processes  
For the purposes of these simulations, which only concern photons arriving at the detector, it is 
assumed that the arrivals can be effectively represented by Poisson statistics, since the emission of 
fluorescence from an ideal sample obeys these statistics and the effect of imaging this onto the 
detector can be represented as a simple percentage loss, which can therefore effectively be ignored, as 
the relationship will be linear.  
The single detector case is shown in Figure 70, with the main factor affecting the photon 
efficiency being the arrival of photons during the dead time of the detection electronics following the 
detection of a previous photon. If a photon arrives during the dead time, its arrival delay will not be 
recorded and indeed, it is not possible to know whether any photons arrived at all during the dead 
time. It can be seen that this will create a bias towards the detection of photons that are emitted earlier, 
resulting in a distortion of the decay statistics by pile-up, and this will result in an error in 
determination of the lifetime. 
The use of a 12.5ns program time step reflects the duration between successive laser pulses, and 
the 125ns decision used for determining whether the electronics is in a “dead” state is the actual dead 
time of an SPC-830 TCSPC card. The cutoff number of photons, x, is used to ensure that a sufficient 
number of events are generated for a graph to be meaningful, whilst not taking too long to simulate (to 
conduct a single run of the simulation program for a particular incident flux requires less than one 
minute). 
 It should be noted that a number of simulation runs are made, with the parameters appropriately 
adjusted to reflect various illumination intensities, allowing for the generation of graphs that relate the 
incident flux to the count rates achieved by the system, which also allows for a determination of the 
detection efficiency (separate from the quantum efficiency) and the level of pile-up.  
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Figure 70 Flow diagram of single point TCSPC system simulation 
The complexity of the simulation increases with the implementation of multiple detectors, as it is 
now possible for events in one channel to have an effect on the others, since if multiple channels 
register an event during the same readout period, the routing would be ambiguous. As previously 
discussed, the detector employs an electronic logic arrangement that prevents any photons form being 
counted if the routing is ambiguous.  
It should be noted that this logic arrangement will not suppress events where multiple photons 
arrive in the same channel, just those where photons arrive in two or more channels within one 
excitation repetition interval. A flow diagram of the case for a detector with such logic implemented is 
shown in Figure 71, and this reflects the actual design of the type of detector used in the system 
constructed. 
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Figure 71 Flow diagram of multiple element detector TCSPC system simulation 
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The flow diagrams are slightly simplified for clarity but will provide identical results to the actual 
programs used if provided with the same inputs. It should be noted that in the multiple detector case 
the number of detectors can easily be varied, and that to simulate a combination of multiple identical 
sets of routing and detection electronics attached to a single detector, a single set can be simulated and 
the results for detected and total photons multiplied by the number of electronics sets. This is because 
the scenario described is equivalent to simply operating several smaller sets independently. 
6.4.2 Discussion of results from system modelling 
This section examines the results of the simulations described in the previous section, with a view 
towards examining the potential benefits and drawbacks of the planned system .  
For the purposes of the following discussion, piled-up photons are considered to be those photons 
arriving at a time where a photon has already put the TCSPC electronics into a busy state, and which 
will hence not be detected. The percentage efficiency is the fraction of photons that are detected (at 
the CFD) out of the number of photons arriving. A plot of the results obtained from running the 
simulation at various mean intensities (λ) is shown in Figure 72. 
 
Figure 72 Plot of results from single detector pileup simulation 
Using this model, with an assumption of an 80MHz repetition rate, it can be seen from Figure 72 
that for a pile-up level of 5%, the maximum feasible count rate is approximately 4x10
6
 counts/s, and 
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for a photon efficiency of 90%, the count rate would be under 3.2x10
5
 counts/s. The problem becomes 
more complex when the properties of the routed system are taken into account, the major difference 
being the inclusion of an inhibition signal that is triggered if a photon is detected in more than one of 
the detection channels, as illustrated in Figure 66.  
The results of this are shown in Figure 73 and it can be seen that pile-up is suppressed, albeit at 
the expense of detection efficiency, resulting in a reduction in the theoretically possible maximum 
count rate, although at the peak count rate achievable, the pileup is much reduced. 
 
Figure 73 Plot of results from multiple detector pileup simulation with suppression of multiple count 
events 
As can be seen, the maximum possible count rate is reduced to approximately 5x10
6
 counts/s by 
the multibeam system (at an incoming event rate of 3x10
7
 photons/s) with inter-element inhibition, for 
an approximate pileup level of 1.25% and an efficiency of approximately 16%. This indicates that for 
samples where photon efficiency is not an issue (low bleach rates), it would be highly advantageous to 
use a multifocal system if high count rates with low pileup are desired. In the case where independent 
detection for each PMT channel without multiple count suppression is used, then the data will follow 
the form of the single beam curves, but stretched by a factor of 16 along the vertical axis for the 
number of photons detected and by a factor of 16 along the horizontal axis for all the plots shown. 
This is because proportionally more photons will be arriving if the rate for each element is kept 
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identical but the level of pile-up and the detection efficiency will be identical to the graph in Figure 72 
for each individual element, since they are effectively independent systems, and thus a scaling along 
the x-axis to reflect the increased number of photons arriving is necessary. 
The major drawback to the approach of increasing the number of detection cards is the increased 
cost of the electronics used. As a single photon counting card currently costs on the order of £20,000 
it can be seen that using 16 of them is a relatively expensive proposition. 
6.5 Implementation of MM TCSPC FLIM  
This section examines the development of the MM TCSPC FLIM system, concentrating on the 
alignment of the optical elements, connectivity of the electronics, and operation of the control 
program that was devised for the system.  
6.5.1 System optical layout 
The additional components to those shown in the TriMScope diagram are the imaging optics that 
relay the second image plane onto the PMT array and the PMT array itself. These are illustrated in 
Figure 74. 
The main issue to be resolved in the initial setup was the design of the means of imaging multiple 
excitation points onto the detector. As the generation of multiple foci at the sample plane is 
accomplished by the entry of multiple collimated beams into the back aperture of the objective at 
different entry angles, this leads to constraints on the separations achievable between illumination 
points. The options for altering the centre-centre beamspacing at the detector plane include changing 
the magnification of the image of the sample plane and altering the angle between illumination beams. 
Achieving the optimal beamspacing at the sample is effectively a balance between reducing crosstalk 
and improving illumination efficiency since, for the beamsplitter design, shown in Figure 61, the 
spacing between foci cannot be adjusted by altering the number of foci by moving the beamsplitter.  
As previously mentioned, it is possible to use both, or either, of the illumination polarisations. 
Using only one results in the spacing between adjacent beams being doubled, and by additionally 
blocking M1, it would be possible to further double the spacing of the foci, giving 16 illumination 
points, as illustrated in Figure 61. The main drawback to this approach is that it wastes excitation 
power, as for the doubly and quadruply- spaced foci, only ½ and ¼ respectively of the available 
excitation power would be used, with the rest being put into a beam dump. 
 Since it is possible to conduct standard fluorescence imaging on most samples using the 
intensities available when 64 beams are used, it should be possible to undertake TCSPC FLIM 
experiments for all of these beam separation schemes, as the individual beam intensities are not 
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significantly changed. For the work reported here, it was decided that minimal crosstalk was desirable 
and so the quadruply-spaced option of choosing only one polarisation and blocking M1 was selected. 
This has the additional benefit of requiring the lowest magnification of all the collection schemes, 
reducing the space needed for the optical relay system (shown as L5 and L6). 
 
Figure 74 MM TCSPC FLIM system layout 
One point to note is that an electronically controllable filter wheel and a shutter are not shown in 
Figure 74 for clarity. These devices are placed between L6 and the PMT, being mounted to the PMT 
front face. The path between the microscope frame and the PMT is light-tight, and the sample is 
covered when fluorescence imaging is to take place, in order to minimise the effects of stray light. 
6.5.2 Electronics connections and considerations 
The electronics setup for the MM TCSPC FLIM system is shown in Figure 75. The most relevant 
adjustments made to the system (either directly or via software setting of hardware parameters) are 
discussed in this section. The linkages shown in Figure 75 are the electronic connections between the 
electronic devices and power supply units used in the system, excluding the stage controllers. Once 
the system components had been tested and found to be working independently, the pulse detection 
parameters were adjusted to provide maximal signal, via the adjustment of the CFD and TAC 
thresholds and the CFD zero cross levels.  
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Figure 75 Electronics setup for MM TCPSC FLIM detection (excluding microscope stage) 
Following this, the sync signal from the MaiTai was passed through an electronic delay line 
(initially via a delay box, and then by optimisation of cable lengths), which was adjusted in order to 
ensure that the fluorescence decay was optimally placed within the TAC limits (avoiding the rolloff 
covering the first and last 10% of the TAC range, which is 12.5ns, achieved by the use of the 
minimum TAC range of 50ns coupled with a gain of 4).  
The routing hold-off time was then optimised via illumination of a single detector element, with 
the hold-off interval being adjusted until the level of signal assigned to that channel was maximised in 
comparison with the neighbouring channels. This can be checked by repeating the procedure with a 
different channel illuminated. 
Additional electronics considerations include control of the scanners and shutters (via RS-232 
connections) and provision of line and frame scan synchronisation signals (via a custom adapter 
between the photon counting card and the TriMScope).  The implementation of controls for these is 
discussed in the following section covering software implemented for the system. 
One further electronics point to note is that the shutter unit has a photodiode that registers 
incoming off-optical axis light, which is indicative of accidental exposure of the PMT to excess light 
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such as room light. This sensor is used to automatically close the shutter in response, preventing 
damage to the PMT. 
6.5.3 Software for running the TriMScope in MM TCSPC FLIM mode 
The control software for the TriMScope is written in G, using the LabVIEW development 
environment, and consists of a variety of virtual instruments [VIs] that are called from a main control 
programme. Initial work on this software was carried out by Christopher Dunsby. 
When run, the program initialises the TriMScope scanners, shutters and beamsplitter, the fast 
delay box, the filterwheel, the microscope stage and the TCSPC card. A correction factor is then 
applied to rotate the direction of the scanfield, to account for a slight mismatch with the orientation of 
the elements of the PMT. It then checks to see if the MaiTai is mode-locked, in which case the shutter 
is closed. If the MaiTai is connected, but not mode-locked, an option becomes available for the user to 
initialise the laser. The program then commences idle state operation until user input is detected. The 
primary activity of the system in its idle state is to check the laser status and the count rates being 
reported by the detector, the status of the laser and its shutter.  
If the laser is switched on, communication is established, the laser diodes and their doubling 
crystals are switched on and warmed up and once modelocking has been established, the program 
reverts to the idle state. A representative image of the program front panel is shown in Figure 76. The 
main user activities for this VI in the idle state are to set parameters for the SPC card, to set stage 
parameters, such as the initial acquisition start point, step size and translation range, to operate the 
scanners and shutters, and to create acquisition sequences. In addition to these options, several subVIs 
can be run, which allow for the setting up of the image alignment onto the PMTs and for the 
acquisition of data. 
For the alignment and imaging process, the beamsplitter is moved to generate the maximum 
number of beams, and one polarisation is chosen (either can be used). Mirror M1 of the beamsplitter 
is then blocked, to ensure that only 16 points are excited at the sample plane. The alignment of the 
image plane excitation onto the PMTs is achieved by accurately setting the beam spacing controlled 
by adjustment of M10. This is done by blocking mirrors M1,3,5 and 7 (resulting in two focal spots 
generated per polarisation), and monitoring the fluorescence rates in one of the aforementioned 
subvis, in order to check that the scanning is occurring in a direction parallel to the photocathode 
stripes. 
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Figure 76 Front panel for MM TCSPC FLIM acquisition control software 
One subVI, accessible from the main VI as a pop-up window, shows a live view of the intensity 
falling on the PMT elements and, if the scanfield requires rotation, this can be done in the main VI, 
via the scanfield rotation setting, which sets the scanner controller to add such a rotation by applying a 
simple transform to all scan controller instructions, as the rotation is expected to only be on the order 
of a degree.  
It should be noted that a default rotation is applied when the main VI is started and hence there 
should be no need for alterations to be made unless the PMT is replaced. The front panel of this subVI 
is shown in Figure 77. This subVI is also used for navigating around the sample and setting 
acquisition start and endpoints, and hence contains controls for both the XY and Z motors for the 
stage. 
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Figure 77 Screenshot of subvi used to obtain live data on the illumination falling on individual PMT 
elements 
Alignment of individual foci is then carried out by a separate subVI that is also callable from the 
main VI, the front panel of which is shown in Figure 78. As can be seen, the VI monitors the count 
rate of each PMT element whilst allowing for a movement of the scan region as a whole by re-
centring the scan pattern. It can be seen that some bleedthrough of signals into neighbouring channels 
occurs and this can be used to align the image by ensuring that the bleeding is equal in the 
neighbouring channels, indicating that the illumination of the element is centred.  
For the first pair of beams, one can be aligned by moving the scanfield, whilst the other can be 
aligned by moving M9. Once this has been done, M7 is unblocked, resulting in 4 foci being excited, 
with two of these being adjustable with M8 to produce the correct spacing. The unlocking of M3 and 
M5 will result in the generation of 16 foci. The previous alignment procedure cannot be used for all 
the foci, as if all the beams were uncovered, the bleedthrough from neighbouring elements would be 
swamped by the signal. However, it is possible to also monitor the illumination foci positions with a 
CCD and this can be used to ensure an even spacing, which is acceptable for alignment purposes since 
the PMT elements are evenly spaced. 
Once the beam spacing is correct, the scanfield can be moved to the correct position by blocking 
all but the central beam and re-centring it on an appropriate element (a displacement is necessary for 
the initial alignment procedure, as the second beam would otherwise be at one end of the element 
array, meaning that it would not be possible to compare the bleedtrough into neighbouring elements 
on one side). The centring process can then be repeated at multiple wavelengths if desired, to account 
for the slight changes in beam pointing that occur with wavelength tuning of the Ti:Sapphire laser. 
Values for these alignments are then stored for use by other VIs by pressing the Set FOV button.  
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Figure 78 Screenshots of subVI used to setup beam spacing in TriMScope for PMT-based operation 
for beams prior to (top) and post (bottom) alignment (data simulated) The equal splitting of 
power between the neighbouring elements  
Once the alignment procedure has been completed, an acquisition can be initiated from the main 
VI. The front panel for the subVI that is called can be seen in Figure 79, and is shown partway 
through an acquisition. A flow diagram for a typical single-wavelength 3-D acquisition is shown in 
Figure 80. The display will update the photon counting histogram and the step data window at every 
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stage step, and the slice window at every z step. This allows for monitoring of the acquisition while it 
progresses and the monitoring of count rates. It should be noted that there exists the possibility for 
implementation of an automatic stopping of the acquisition if the maximum desirable count rate is 
exceeded for any one pixel, in addition to other features not implemented in the commercial software 
provided with the TCSPC card. 
 
Figure 79 Front panel of the Z-stack acquisition subvi 
The most complex acquisition procedure for the program allows for the implementation of 
different excitation and emission setups to be sequentially taken, in arbitrary order. Once setup of the 
excitation alignment for a particular wavelength has been completed in the main VI, an option will 
become available to select this wavelength in a drop-down menu in the “Acquisition sequencer” tab of 
the main VI, as shown in Figure 76. This can be combined with the selection of a particular emission 
filter and various such combinations can be checked for emission intensity, then entered in sequence 
for an acquisition. Once the sequence has been started, it will sequentially acquire z-stacks using the 
pre-set conditions for excitation wavelength and emission filter combinations. The program is 
designed to only allow for the use of excitation wavelengths that have been calibrated, although it 
should be possible to adjust the system for two relatively extreme wavelengths and interpolate the 
offset if desired. 
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Figure 80 Flow diagram for a typical 3-D volume acquisition procedure 
The only remaining issue for the acquisition sequencer is the lack of adjustment in the integration 
time for separate acquisition settings, but this would be relatively simple to implement via pushing of 
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a settings update to the TCSPC card prior to acquisition of each combination. One issue common to 
all of the acquisition methods is the presence of potential pile-up, which can be examined on a pixel-
by-pixel basis as, if the laser repetition rate is known and a particular pile-up threshold is set, this will 
correspond to a certain maximum number of counts per pixel per second and a notification of this can 
be implemented in software. In theory, it would also be possible to adjust for this if the laser power 
could be controlled electronically.  
6.5.3.1 Additional software considerations 
The purpose of the software created for this project is primarily to achieve reliable data 
acquisition, but a secondary consideration is the ease of use of the program. In the case of live cell 
imaging, the ability to quickly and efficiently set up a FLIM experiment is a priority and the main 
acquisition program also serves the purpose of assisting with the alignment and setup of the system.  
One issue that is adjusted for by the software is the application of individual temporal offsets to 
each of the detector channels to account for nonuniformity in the response offset for each element of 
the detector. The offsets inherent to each element are shown in Figure 81, which shows the 
normalised temporal response functions (IRFs, for Instrument Response Functions) generated by an 
acquisition of a SHG signal generated via focusing of excitation light into a BBO crystal, with 
detection using a 6-bit TAC resolution, as is the case for the acquisitions described in later sections. 
The misalignment of the signal peaks indicates that there is a difference in response speed between 
channels on the order of 200ps, which is relatively significant. This is probably due to differences in 
either the path length of connections from the outputs of each element to the electronics that passes on 
the signal to the CFD, or within those electronic components themselves, or there may be a variation 
in the transit times for each element. Whatever the origin of the difference, it is possible to deal with 
this relatively simply in software by shifting the responses of each channel by the appropriate number 
of time bins. In the case of a 6-bit TAC, one time-bin shift would correspond to 195ps, which is 
suitable for the matching of the temporal IRFs shown here. An example dataset of time-shifted IRFs is 
shown in Figure 81. Note that these figures have datapoints every 195ps, with the lines shown being 
provided as a convenient guide for the eye.  
The differences in the shapes of the IRFs are due to a combination of undersampling, slight 
variations between detector elements and the slight positioning mismatches are due to the fact that 
some small time differences remain that cannot be entirely compensated for, although it can be seen 
that there is relatively little difference between them. A superior means of addressing this issue is 
discussed in Section 6.8, but for the purposes of the experiments carried out here, this approach was 
adopted. 
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Figure 81 Comparison of (normalised) IRFs generated by individual detector elements from SHG in a 
BBO crystal  
 
Figure 82 Comparison of (normalised) IRFs generated by individual detector elements from SHG in a 
BBO crystal after application of the correction procedure 
6.6 Comparison of MM TCSPC FLIM with time-gated widefield 2-
photon FLIM 
The system described in the previous sections is an ideal testbed for conducting a comparison 
between TCSPC and widefield detection, as it is possible to switch between the two systems relatively 
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rapidly, involving only one slider movement to alter the light path with the changing of a few cable 
connectors, although this could be abrogated by the use of a single computer to run both control 
applications. Since the excitation intensity and sample region for either system can be identical, 
comparisons can be made purely between the detection systems.  
6.6.1 Comparison of spatial resolution 
In theory, as the excitation used for each system is identical, if the detected image is sufficiently 
sampled, then the axial resolution should be identical, barring issues of crosstalk, that should only be 
significant in scattering samples
[71]
. The sample used as a test object in this experiment was a thin 
layer of 40nm diameter yellow-green fluorescent beads (Fluospheres, Molecular Probes, USA) for 
determining axial sectioning strength, and a single bead for determining transverse resolution. 
 The measure of sectioning ability used was the Full Width Half Maximum [FWHM] of an 
intensity profile taken as the focal plane is translated through the sample fluorescent sheet. For this 
experiment, fluorescence was excited at 780nm and detection was at 500-530nm for both detector 
types. As can be seen in Figure 83, the systems perform essentially identically, although not quite as 
well as the theoretical ideal resolution of 0.9μm (Simulated data courtesy of Stephane Oddos, using 
MATLAB).  
 
Figure 83 Sectioning ability of PMT and GOI-based multiphoton microscopes.  
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The difference between experiment and simulation is likely to be due to the nonuniformity in the 
illumination of the back aperture of the microscope objective and to small aberrations in the excitation 
path, resulting in distortion of the PSF and hence a reduced sectioning strength. 
The related issue of crosstalk in the PMT-based system can be addressed by the illumination of a 
single element of the array whilst examining the level of signal detected in neighbouring elements and 
an example of this is shown in Figure 84. The data is from single point illumination of a thin layer of 
Rhodamine 6G dried onto a microscope coverslip, with the data representing an intensity cross-
section of the image in the focal plane. The data shows first that the alignment (and hence crosstalk) is 
not affected by stage stepping, and secondly, the level of crosstalk between neighbouring elements is 
on the order of 3-4%, which is approximately the level of electronic crosstalk stated by the 
manufacturer (3%). 
 
Figure 84 Crosstalk between PMT elements for a dataset using single beam illumination 
Although there is little difference between the axial resolution of the PMT and GOI-based 
systems for a thin sample, it has been shown that recording the fluorescence from multiple points on a 
pixel-by-pixel basis using multiple PMT elements provides improved contrast via better rejection of 
strongly scattered light and improved collection of weakly scattered light compared to integrating a 
time-average of multiple excitation points on a CCD-like sensor 
[71]
. Therefore, although the 
transverse resolution should be identical for both systems, the image quality may differ. To illustrate 
this, acquisitions of identical duration and excitation power (12s and 25mW at the back aperture) 
covering identical regions of the sample (as determined by signals being sent to the scan head) were 
taken in both PMT and GOI-based modes, after ensuring that both detection systems were aligned. 
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The data obtained is shown in Figure 85. The CCD was used in 2x2 hardware binning mode, and the 
PMT-based system used 12 stage steps of 200nm to acquire an image. Note that the image for the 
GOI-based system has been cropped to cover a similar region to the PMT-based system.  
 
Figure 85 Images of a thin layer of fluorescent beads (40nm) on a slide taken with (a) PMT and (b) 
GOI based FLIM systems 
The mismatch in the aspect ratios seen here is due to a slight difference in the pixel dwell time 
used by the photon counting card to determine the starting and ending points of a pixel in the PMT-
based system by means of an internal clock. Increasing the pixel clock speed (i.e. reducing the 
indicated pixel dwell time) would result in a stretching of the image along the beam scanning axis 
(horizontally for the images shown here), and vice-versa. 
The most important point to note, however, is that the quality of the image as determined by the 
sharpness of features is much improved in the PMT-based system, as can be seen in Figure 85. One 
means of examining this more closely is to look at the edges of features (generated by the 
presence/absence of beads) in the image, and examining the transition width when going from dark to 
light regions. The profile of a section across identical parts of each image is shown in Figure 86.  It 
can be seen that the PMT-based system has a much sharper rise than the GOI-based system when 
encountering a feature. (Note that the profiles were both rescaled with interpolation to ensure a match 
across the graph). A comparison of the first (points 10-15 for the PMT, and 11-18 for the GOI) and 
fourth (points 52-57 for the PMT, and 50-59 for the GOI) indicate that the PMT has a transition width 
of approximately 100nm, with the GOI having one of 160nm, as each of the rescaled images has one 
pixel being approximately 20nm in width.  
a) b) 
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Figure 86 Intensity profile of sections through a region imaged with the GOI and PMT-based FLIM 
systems 
It is possible to magnify the image plane onto the GOI and demagnify as appropriate onto a 
camera if increased spatial resolution is required, but this comes at the cost of increased acquisition 
times, and the appropriate pixel numbers for comparison are discussed in the following section. 
It can also be seen that there is some intensity banding in both images, perpendicular to the PMT-
based system beam scan direction. This is due to variation in the intensity of the illumination beams, 
which arises from a combination of factors. The primary factor is that the excitation wavelength was 
780nm, not one of the four wavelengths at which the TriMScope beamsplitter is only perfectly 50:50. 
In addition to this, the PMT-based system has a variation in effective quantum efficiency between 
elements. If so desired, this can be compensated for by the application of a simple correction factor 
for each image in the case of the PMT-based system.  
For the GOI-based system, another means of accomplishing this would be to overscan the sample 
area along the axis of the line of foci. This would give equal coverage at any point in the existing 
illumination area by each point, resulting in an averaging out of this effect, but at the cost of 
effectively increasing illumination outside the area of interest. 
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6.6.2 Comparison of lifetime resolution 
The performance of FLIM systems in the time domain can be compared by examining the 
variation in the lifetime histogram over a uniform sample for a given region of interest, pixel number 
and acquisition time. This would be difficult to achieve in many systems, but one advantage of using 
the non-descanned detection option is that the fluorescence can be steered to a time-gated widefield 
system as well as to the PMT-based detector used for MM TCSPC FLIM, allowing an identical region 
of the sample to be scanned, ensuring maximal comparability. 
For this comparison, a pixel size of 200x200nm and an image size of 128x200 pixels on the MM 
TCSPC FLIM system is used, effectively Nyquist undersampling by a factor of 2, to cover an area of 
25.6x40μm in total. The MM TCSPC FLIM system can be compared with a more conventional GOI 
and CCD based system, provided that the image on the GOI phosphor is imaged onto the camera with 
a magnification of 1.59x (a combination of a 22mm and 35mm lenses). Assuming a camera pixel size 
of 16x16μm, the area of the GOI phosphor imaged onto each pixel is equivalent to roughly 10x10μm. 
If the voltage applied to the GOI is then increased to the point that dark noise is visible, it can be seen 
that the FWHM of the points that are generated is on the order of 2 pixels. This was obtained by an 
analysis of all the separable regions with an ellipticity of 0.90-1.00 shown in a thresholded version of 
the noise image, giving a mean pixel area of 3.84 square pixels, corresponding to a radius of 1.87, 
which can be assumed to be the same as the FWHM of a triangular function. From this, the minimum 
resolvable distance on the GOI photocathode is on the order of 20μm, although the manufacturer 
states that it should be approximately 13μm. 
Assuming a microscope magnification of 56.7x, from the combination of objective and tube lens 
used, a 100x100nm region is magnified to a 5.67x5.67μm region. If it is the case that Nyquist 
sampling is desired, then assuming that the spreading from the transit through the GOI is negligible, a 
further magnification of 3.52x is required (for magnification of 5.67μm to 20 μm), and hence 1.76x 
for Nyquist undersampling by a factor of 2, close to that achieved with the 22 and 35mm lenses 
available. It should be noted that each set of lenses used to magnify the image will reduce the 
transmission efficiency and it is not always the case that the maximum resolution possible is needed. 
Since it was not possible to conveniently and efficiently magnify images by arbitrary amounts, 
other adjustments can be made to approximately compensate for this. For example, a reduction in the 
integration time can be used to simulate an increase in magnification, as the photon flux per 
integration interval per resolution element would be reduced. 
Working from the front side of the GOI, assuming the resolution to be equivalent to the rear and 
the objective and tube lens identical to those used in the PMT-based system, with a magnification of 
56.7x, this gives a sample region resolution of roughly 350nm, which could be improved by further 
increasing the magnification prior to the GOI photocathode.  
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Taking the previously stated figures and assuming the differences in quantum efficiency between 
the PMT and GOI/CCD are taken to be inherent to the system, one means of comparing the two 
systems would be to acquire two equivalent data sets from the same sample, and examine the 
difference in the quality of lifetime fitting, as judged by the FWHM of the lifetime distribution. 
However, the differences in effective pixel area also need to be accounted for, as having larger pixels 
would give an advantage in lifetime resolution at the cost of spatial resolution, as each pixel would 
collect a greater number of photons. Fortunately, it is possible to alter the effective pixel number by 
binning of the data prior to processing and this technique is used to provide similar pixel numbers for 
each system and, since the illuminated area should be equal in both cases, this corresponds to equal 
pixel size. Any further adjustment can be done by altering the acquisition time to obtain similar per-
pixel exposure times. If a determination of the relative quantum efficiencies of the two systems was 
desired, the GOI/CCD could be used to count photons at a low illumination level. 
 
Figure 87 Lifetime, standard deviation and FWHM for various PMT and GOI based acquisition 
setups, indicating either number of gates or stage steps, and integration time per gate/step. 
The first and fourth datasets are comparable to each other in terms of acquisition time, as 
are the second, third and fifth with each other. The illumination intensity was set to register 
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Using total exposure times of 12 and 64 seconds (for GOI) or 18 and 90s (for PMT), imaging of a 
thin layer of 40μm fluorescent beads (Fluospheres, Invitrogen) was undertaken, using the setups 
described earlier. The illumination intensity was set so that 1x10
6
 counts/s were registered on the 
PMT with 16 points being excited. The GOI-based setup was optimised for evenness of illumination 
and coverage area and the top and bottom 10% of the illuminated area was not processed, in order to 
reflect the exclusion of regions of nonlinear illumination sweep rate, as the PMT-based method does 
so via the TCSPC card settings. This was done to ensure that the area of interest is illuminated as 
evenly as possible. The total integration time was adjusted to account for the varying effective pixel 
size of the two setups, with the PMT-based setup having approximately 50% more pixels, as the 
illuminated area was kept constant. Alternatively, magnification onto the GOI would have had the 
same effect, although this would have required the installation of additional relay lenses. Allowing the 
same integration time per pixel should allow for a fairer comparison of the two systems. In addition, 
the GOI-based system acquired data using both a few (6) or many (64) gates in order to check 
whether this produces a significant difference in the measured lifetime or the lifetime histogram 
FWHM and it can be seen in Figure 87 that this is not the case for this experiment (the second and 
third sets of data respectively). 
It can also be seen that the lifetimes are generally in good agreement between the two systems 
when the acquisition time is similar, with the PMT-based system having more variation (although 
within the standard deviation) between integration times. The FWHM of the PMT-based system is 
narrower, in both cases, showing a greater level of precision than the GOI-based system, but the 
accuracy of the data cannot be determined from this data, and this is discussed in the following 
section.  
6.6.3 Overall lifetime accuracy measuring a lifetime standard  
In order to examine the overall lifetime determination accuracy, it is first necessary to identify a 
good monoexponential decay fluorescence lifetime standard. Fortunately, a collaborative paper 
between several laboratories working to identify exactly such standards was recently published, with 
several of these being amenable to multiphoton excitation
[157]
. The optimal match to the excitation and 
detection parameters of the equipment available with the fluorophores reviewed in the paper led to the 
selection of coumarin 153. The lifetime, as determined by the five laboratories that conducted  
experiments using a variety of time- and frequency-domain systems, varied between 4.06 and 4.50ns, 
with the mean figure given being 4.3±0.2ns.  
Accordingly, a 1µM sample of coumarin 153 in methanol was made up (without degassing), then 
imaged using 800nm excitation, with detection having only the excitation light blocked, by means of a 
2mm thick BG10 glass filter). Acquisitions were taken over 128x192 pixel images, with either 
0.73(0.53)ms or 3.66(2.64)ms per pixel integration actual pixel (active exposure) time, corresponding 
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to total acquisition times of 12 or 90 seconds. Our in-house fitting software was used to fit a single 
exponential decay using the previously mentioned average IRF, and for the 12 and 90 second 
integrations resulted in mean lifetimes (with standard deviations) of 4.61(±1.07)ns  and 4.27(±0.34) ns 
respectively. Both figures are in relatively good agreement with the results obtained by the other 
laboratories, with the longer integration being very close to the mean value. The normalised 
histograms for each of these fits are shown in Figure 88. 
 
Figure 88 Lifetime histograms for MM TCSPC FLIM system measuring a lifetime standard for 12 and 
90 second integrations 
If all the pixel data are binned and fitted as a single decay curve, the lifetime values fitted for the 
12 and 90 second acquisitions are 4.37 and 4.30 ns respectively, which are well within the range of 
values obtained by other laboratories. It can thus be seen that the MM TCSPC FLIM system provides 
TCSPC detection of signals from multiple excitation foci, with improved transverse imaging 
performance in comparison to the “equivalent” widefield time-gated system, and provides superior 
lifetime resolution under the same illumination conditions. 
6.7 Applications of the MM TCSPC FLIM system 
This section presents the results obtained using the MM TCSPC FLIM system to image stained 
fixed test samples, live cells at high and low fluorescent protein expression levels and cellular 
autofluorescence. 
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6.7.1 Application of the MM TCSPC FLIM system to test samples and living 
cells 
In order to examine the potential to acquire FLIM images at high rates, a test sample comprising 
a commercially available set of stained pollen grains was used to examine the quality of FLIM data 
stacks acquired and fitted using a version of the in-house fitting software, FLIMprocessing, which 
was modified to enable batch processing of data, with the processing time being on the order of 3s per 
image. A sample set of data was acquired, using stage stepping of 100nm over 25 steps, with a 256 
pixel resolution along the scan direction, with a pixel dwell time of 40μs and an 11.5ms scan sweep 
time, to give individual FLIM images of 256x400 pixels. Each step was integrated over 0.5s, and 150 
of these images were acquired, in a z-stack, with a 500nm spacing between z-steps, to give a total 
acquisition volume of 25.6x40x75nm. The total acquisition time of each slice was approximately 20s. 
The discrepancy between this and the 12.5s of integration time per step is accounted for by the 
stepping of the stage, and the readout and resetting of the TCSPC card between each step. The 
excitation power was set at 1mW per focus, at 800nm, giving a maximal count rate of 2.4 MHz, 
which allows approximately 70% of photon events to be recorded by the TCSPC electronics. Single 
intensity and lifetime slices and a 3-D rendering of the entire data volume are shown in Figure 89.  
 
Figure 89 Intensity and FLIM images and 3D reconstruction of stained pollen grains 
It can be seen that there is consistency both within and between slices, in physical alignment and 
in lifetime fitting, including between neighbouring elements of the PMT, showing that the system is 
capable of reliably acquiring consistent 3D FLIM data at high speed. 
As a preliminary check on whether live cell FLIM imaging would be feasible, live 
YTS+KIR2DL1-GFP cells were placed on a microscope slide, and sealed in with a coverslip, 
immediately prior to imaging. Although these cells were not in ideal conditions, imaging at the full 
available excitation power caused no visible damage to the sample over the course of a 25-minute 
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acquisition, acquiring approximately one slice per minute. This compares well with the ~five minutes 
per slice required using a single-photon single point SP2 system to image the same cell type, as 
discussed in Section 4.2.2. A pair of images from the midpoint and bottom of a z-stack is shown in 
Figure 90. The stack was taken using 880nm excitation, with 25 stage steps and an integration time of 
2s per step, with a 515±15 nm bandpass filter in the detection path. 
    
Figure 90 Intensity and FLIM images from a z-stack of YTS+KIR2DL1-GFP cells, showing midpoint 
(left) and slide interface (right) 
It should be noted that although the acquisition speed is much improved in comparison to a single 
beam system (by a factor of ~5 to obtain similar count numbers for typical cells of this type), the 
relatively low level of fluorescence intensity in the cells means that the acquisition still requires a 
minute of integration time per slice.  
6.7.2 Application of the MM TCSPC FLIM system to highly expressing cells  
It should be noted that in more highly-expressing samples the count rate limit of the system can 
be more closely approached. To study this, live COS cells expressing either EGFP or EGFP linked to 
mRFP via a short linker (provided by David Grant) were imaged under the similar conditions as those 
for the YTS cells shown in Figure 90 (the major difference being that the cells were in a chamber, 
rather than on a slide). An integration time of 0.5s per step, and with the power set to give a count rate 
of 2.3MHz, an overall integration time of approximately 15s per slice provided the images shown in 
Figure 91, which also shows the lifetime histograms.  The cells were highly confluent, and each image 
shows a group of multiple cells.  
It can be seen that, although the intensity varies between PMT elements, causing the horizontal 
intensity striping, the lifetimes are consistent at the interfaces and the histograms show a clear 
difference in lifetimes. Although this particular sample is not biologically useful, it does indicate that 
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the system is capable of imaging biological samples at relatively high frame rates. Currently the main 
limitation is the stage stepping time. 
 
 
 
Figure 91 FLIM images from a z-stack of COS cells expressing EGFP (l) or EGFP-mRFP (r), and 
associated lifetime histograms 
6.7.3 Monitoring of cellular metabolism by means of autofluorescence  
As a means of demonstrating the ability of the system to rapidly image biologically relevant 
samples that require fluorescence lifetime data, cellular autofluorescence provides a useful test 
system. As discussed in section 2.2, multiphoton imaging in the 720-760nm range has previously been 
used to examine the localisation and behaviour of NADH. The single-photon excitation peak of 
NADH is at around 340nm, and its excitation and emission spectra are virtually indistinguishable 
from NADPH, with the combined fluorescence often being referred to as NAD(P)H fluorescence. 
However, NADPH fluorescence is weaker than NADH fluorescence, and is usually assumed to be 
constant with respect to metabolic perturbation
[158]
. Energy is released when NADH is oxidised to 
NAD+, which has a very low quantum yield compared to NADH. This means that changes in the ratio 
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of NADH to NAD+ can be monitored by examining the changes in the fluorescence intensity of 
NAD(P)H. Recently, fluorescence lifetime imaging of NADH has been used to examine changes in 
cellular metabolism and revealed differences between normal and cancerous tissue
[159]
. The majority 
of NADH fluorescence originates from the mitochondria of a cell where it acts as a link between the 
citric acid cycle, which converts NAD+ to NADH, and oxidative phosphorylation, which produces 
ATP, with NADH being used as a source of energy to pump protons out of the mitochondrial matrix. 
Furthermore, the fluorescence lifetime of NADH can be used as an indicator of the level of 
NADH binding, as it has been noted that the lifetime is increased for bound NADH. Free NADH in 
aqueous solution at room temperature exhibits complex behaviour that can be approximated by a 
biexponential decay, with components of 0.3 and 0.7ns, and a mean lifetime of 0.4ns. Protein bound 
NADH can also be approximated to a biexponential decay, with one of the components being similar 
to the longer 0.7ns component of NADH fluorescence. The change in the distribution of NADH 
bound proteins can be monitored via the lifetime, which is commonly done using a biexponential fit. 
Although this is a simplification of the actual situation, fitting more components is usually not 
feasible, given the level of signal obtained in these experiments, and so this method has been used to 
follow the changes in NADH binding of proteins during hypoxia. In this case NADH is thought to 
preferentially bind to proteins required for glycolysis as opposed to those required for oxidative 
phosphorylation, resulting in a net shift in the lifetime of the protein bound NADH population
[158,159]
. 
 
Figure 92 Diagram showing Injection system for application of specific quantities of fluids to cell 
culture dishes whilst imaging. 
Previous work to image NADH autofluorescence has involved the collection of lifetime data on 
timescales of the order of minutes and it was partly with a view towards improving upon this imaging 
speed that this work to increase the MM TCSPC FLIM microscope was developed. One means of 
simulating hypoxia in cells is the application of NaCN, a known metabolic inhibitor. This should 
Pipette Pipette 
Syringe Syringe 
HBSS Stimulant 
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result in a reduction in the rate of oxidative phosphorylation, increasing the concentration of NADH 
and thus the fluorescence intensity.  
Due to the stage stepping, it is preferable to use adherent cells, as opposed to suspension cells, 
since it will be necessary to allow for the injection of NaCN or similar into the sample, which 
precludes the holding of cells between a slide and a coverslip for example. For this purpose, a heated 
microscope stage and a pair of syringes coupled to a pair of pipettes were added to the microscope 
system, as shown in Figure 92. By fully extending a syringe, then using the connected calibrated 
pipette to draw up a specific quantitiy of liquid, the syringe can be used to expel the liquid,without 
having to worry about potential retention of the liquid by the compression of air in the long tubes 
required to place the syringes and pipettes outside the light-tight region around the microscope. 
For autofluorescence imaging, HEK293a cells (provided by Dylan Owen) were plated onto glass-
bottomed tissue culture dishes (Wilco) and cultured in Dulbecco‟s Modified Eagle‟s Medium 
supplemented with 10% Foetal Calf Serum, 4500 mg.ml-1 glucose and sodium pyruvate and 100 
μg.ml-1 penicillin and streptomycin under 5% CO2 at 37°C. Prior to imaging, the growth medium 
was replaced with 2 ml of Hanks Balanced Salt Solution (HBSS) and the cells were allowed to 
thermally equilibrate on the microscope stage for 10 minutes. Both the microscope stage and the 
microscope objective were maintained at 37°C throughout all experiments. Transmitted light images 
using standard lamp illumination were used to locate individual cells and were acquired before and 
after multiphoton imaging. 
The excitation wavelength used for MM TCSPC FLIM was 740nm, which provided the greatest 
fluorescence signal over the 720-780nm range. At this excitation wavelength, cells could be exposed 
to approximately 17mW of infrared excitation (from either single or multiple beams) over a period of 
5 minutes before exhibiting morphological changes, as determined by simultaneous transmitted light 
imaging. On this basis, the average excitation power was set to be 17.3 mW at the back aperture of the 
microscope objective, corresponding to 1.1 mW per focus, and imaging was carried out with 1 s of 
integration per stage-step and 5 stage-steps of 500 nm per frame, giving a frame time of 7.7 s. This 
power level was confirmed to be suitable for long term multiphoton imaging by monitoring HEK293 
cell morphology at various excitation power levels. Imaging continuously at this power for over 9 
minutes caused no significant morphological changes or photobleaching. The relative fluorescence 
signal was found to be 0.97±0.04 (n=6) of the initial signal after 540 s of continuous acquisition at an 
average count rate of 3400 photons.s-
1
 per cell. Figure 93 shows a typical transmitted light image (at 
740nm excitation, with detected light being only passed through the previously mentiond BG10 filter) 
of a HEK293 cell and the associated autofluorescence intensity image. All imaging was initiated at 
the focal plane with the highest fluorescence intensity, typically corresponding to the mid-plane of the 
cell. 
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For each lifetime time series acquired, an initial run of 40 frames were acquired as a baseline 
reading, and a control injection of 40μl of HBSS was made at 40 frames, in order to demonstrate that 
the sample would not react, e.g. by dislodging or defocusing, altering the fluorescence signal. 
Following this, a second injection of either NaCN (5mM final concentration in the dish, provided by 
Pieter de Beule) or HBSS was made 20 frames later, and the changes in the autofluorescence 
monitored for a further 20-50 frames. 
As a check against slight changes in cell morphology resulting from the injection of fluid 
potentially altering the signal, a further control consisting of a 1μm defocus in a random direction was 
carried out. As expected, the lifetime fit did not alter significantly with the change in fluorescence 
intensity that occured due to the defocus. This data is summarised in Table 5 with the other results 
from the experiment. 
 
Figure 93 Transmission and autofluorescence (3 frame average) images of a HEK293 cell. Scale bars 
in both images are 2.5μm 
Due to the relatively low fluorescence signal, it was not possible to reliably fit the data obtained 
on a pixel-by-pixel basis to a double exponential decay model. However, due to the non-specific 
nature of the stimulus, monitoring of the signal on a cell-by-cell basis is reasonable, hence the 
fluorescence of a single cell was selected and spatially binned for each acquisition. The resulting 
fluorescence decay series was then fitted using SPCImage fitting software (Becker&Hickl GmbH). 
Due to a relatively high background count rate from the multichannel PMT (~600 counts.element
-1
.s
-1
) 
 - 152 - 
 
it was necessary to include a fixed offset in the fitting model. This offset was calculated from a ROI 
of a dark part of the image. A biexponential decay with this fixed offset was then fitted to the 
fluorescence data within the bounds shown in Figure 94. 
It can be seen from Figure 94 that the 𝜒2 value is not the ideal of 1 and further analysis by fitting 
data from binning multiple frames of the same state of stimulation shows that the biexponential decay 
model used here is not a perfect fit for the observed decays. Fitting a triple exponential decay model 
to these spatially and temporally binned images yielded the same trends, albeit with a higher level of 
variation in the resulting mean lifetime. 
 
Figure 94 Example spatially integrated fluorescence decay profile for a resting HEK293 cell fitted 
using a biexponential decay model, with the residuals shown below and the fitting 
boundaries indicated. 
For the time lapse data acquired, the data series were fitted using identical parameters within 
series, and plotted as shown in Figure 95, which shows graphs for photon number, each of the two 
fitted lifetime components and preexponential factors, mean lifetime and  𝜒2 value as a function of 
frame number. In order to better judge the effects of the stimulation applied, the data from all 
experiments has been summarised in Table 5, with the initial state comprising the average properties 
over frames 45-55, between the control and stimulus injections and the “after” state comprising the 
average over frames 70-80. The stimuli are referred to as Control for two injections of HBSS, NaCN 
for 5mM sodium cyanide, and Focal Shift for a 1µm shift in z (up or down, at random). The data 
shows that the focal shift does not significantly alter the mean lifetime, and neither does the 
 - 153 - 
 
application of the control stimulus of HBSS. However, upon addition of the NaCN, the fluorescence 
intensity undergoes an increase, whilst the mean lifetime falls - a clear indication that the system has 
been able to resolve a shift in NADH binding. 
Table 5 Summary of changes in cellular NADH autofluorescence due to stimulation 
Stimulant at 
frame 60 
Number 
of cells 
Relative change in fluorescence intensity; 
Iafter/Ibefore (±) 
Relative change in mean, 
τafter/τbefore (±) 
Control 6 0.99 (0.04) 1.00 (0.04) 
Focal shift 4 1.01* (0.03) 0.99 (0.03) 
5 mM NaCN 5 1.16 (0.11) 0.80 (0.10) 
* changing the focal position by 1 µm causes a random change in fluorescence intensity 
Specifically, an increase in the contribution of the shorter lifetime component (a1), as can be seen 
in Figure 95 is likely to be indicative of an increase in the amount of free NADH, which correlates 
well with the increased fluorescence intensity.  
 
Figure 95 Fitted decay parameters for a time lapse data series of a HEK293 cell stimulated with 5mM 
NaCN at frame 60. From top to bottom, the graphs indicate total counts.s
-1
, preexponential 
factors a1 and a2 (for τ1 and τ2), the calculated mean lifetime, and the goodness-of-fit 
parameter, 𝜒2 
 - 154 - 
 
The slight decrease in the value of τ2 (as opposed to the pre-exponential factor) that is seen to 
occur on a similar timescale is likely caused by a change in the distribution of NADH binding 
partners, as indicated in the work of Vishwasrao et al
[158]
, although it is not possible to verify this for 
certain. This experiment indicates that the system is capable of resolving metabolic changes of interest 
in terms of NADH fluorescence lifetime on a cellular scale, on timescales of under 10 seconds. If time 
resolution were to be sacrificed for increased photon counts, then it may become possible to probe 
metabolic activity on a more local level, for example by examining mitochondria within individual 
resolution elements. 
Overall, the MM TCSPC FLIM system has proven to have slightly superior performance to its 
widefield equivalent in terms of transverse and temporal resolution, with similar performance in axial 
resolution when considering the equal illumination case. It has been experimentally shown to be able 
to accurately measure the lifetime of a lifetime standard and has successfully been used to image both 
fixed and live samples, achieving the best temporal resolution ever reported in cellular level 
autofluorescence lifetime imaging. Nevertheless, time-gated MM FLIM is still a useful technique that 
has demonstrated its biological utility, and will likely deliver superior performance in cases where the 
illumination intensity is not limited.   
6.8 Remaining issues and improvements for future work 
Although the system is capable of conducting biologically useful experiments, there are some 
elements that could be improved. Various improvements and issues with the current setup are 
discussed in this section. 
6.8.1 Intensity-related effects 
Many of the issues that arise with the current set-up have the effect of producing nonuniformity 
in the detected intensity image and although most of these are effectively cosmetic effects, some can 
indicate more serious issues with the data acquisition process. An illustration of the effects of some of 
these issues on the appearance of the intensity data collected is given in Figure 96. 
It is possible to correct for these intensity artefacts in software although, unless calibration was 
done for each acquisition setup, this would be a qualitative rather than quantitative correction. It 
should be noted that these intensity artefacts do not affect the lifetime calculations, other than 
reducing the number of photons collected in some parts of the image. The main issue with these 
effects in processing terms is increasing the complexity of any intensity-based thresholding 
calculations. 
The first such cosmetic issue is the striping that can occur between image elements – this is due 
to a combination of variation in the efficiency of the PMT elements and in the illumination provided. 
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The variation will change with the illumination wavelength, due to the properties of the beamsplitter 
and can be compensated for in software for aesthetic effect. 
 
Figure 96 Effects of various issues on intensity data (assuming a thin, planar sample) 
Intensity variation between elements 
 
Causes: TriMScope beamsplitter is only 50:50 at 4 wavelengths, PMT 
elements have varying efficiency/sensitivity/gain 
 
Solution: Software compensation against a uniform reference 
Vignetting 
 
Causes: Wide field of view/large apertures 
 
Solutions: Software compensation/reduced apertures 
 
Beam misalignment onto element 
 
Causes: Movement of elements in light path, laser tuning, incorrect 
setup of scan region 
 
Solutions: Adjustment of scanfield centre, removal of moving elements in 
beam path 
 
Scanfield rotation 
 
Causes: Rotation of PMT about optical axis, rotation of axes in 
galvoscanner control program 
 
Solution: Contrarotation of scanfield in galvoscanner control program 
Intensity variation between stage steps 
 
Causes: Axial displacement when stepping, laser power fluctuation, pre-
imaging photobleaching 
 
Solutions: Sample clamping, laser power monitoring and compensation, 
Setup on CCD. 
Hotspot 
 
Causes: Bright region in sample causing routing electronics to issue 
inhibit signals 
 
Solutions: Lower excitation intensity, independent detection electronics 
for each channel 
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Another, intensity-related issue is vignetting, which is common to all imaging systems. This is 
again compensable in software but is not a major concern as far as lifetime data goes, other than in 
terms of reduced photon numbers. Vignetting can be reduced by the use of lower-aperture optics but 
this would also reduce the photon counts. 
Beam alignment issues due to laser tuning are dealt with by the current software implementation 
via the creation of calibration tables, although further problems can be introduced to the system by 
any movement of the equipment or alterations in the alignment of any of the optical elements of the 
system (primarily the galvoscanner or laser), which can occur between shutdown and startup of the 
system on consecutive days. Therefore, the detection path was optimised by removing movable 
elements to ensure that this does not occur within an acquisition session. 
The scanfield rotation issue is one that will only arise during the initial setup of the system, and is 
currently compensated for in the control software by means of a transformation that is applied to all 
scan commands issued. 
A more serious acquisition issue is intensity variation over stage steps. This is usually indicative 
of either unintended axial shifting in the sample or laser power variation on timescales on the order of 
a frame acquisition. In the case of laser power variation, this could be corrected for by monitoring and 
compensating the laser power. It is more likely that the problem arises due to axial shifting, which is 
usually due to sample mounting issues that are difficult to deal with, other than by firmly attaching the 
sample to the stage, to ensure that it is not displaced by (for example) contact with the objective when 
the stage moves. This is a serious issue, since it will result in discontinuities in the region imaged, as 
illustrated in Figure 97, which shows the case of a fixed displacement per step.  
 
Figure 97 Diagram showing a side profile of a sample on a side, with the acquisition volume in red, 
for normal (left) and axially shifted (right) acquisitions 
The source of step to step variation can usually be determined by imaging a thin (compared to the 
axial resolution of the system) sample with widely varying step integration times. If the artefact shows 
up in all datasets, it is most likely due to axial shifting. This has been seen in test acquisitions of thin 
samples for cases where the objective was too near the clear aperture of the stage. The pattern due to 
such shifting could be consistently acquired, even with movement of the sample by non-integer 
numbers of detector element widths. This can be rectified by clamping of the sample to the stage, to 
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prevent vertical motion, and by restriction of the imaged field of view to a region where the objective 
is sufficiently far from the edge of the stage aperture. 
The issue of hotspots in the image is another serious one, as it is indicative of pile-up, and may 
not be picked up if using the overall count rate to determine appropriate illumination levels. For 
example, it is common to set the illumination level of a sample by monitoring the detection count rate 
as a fraction of the excitation rate. However, this assumes a uniform level of fluorescence over the 
acquisition area. In the case of a cell with fluorescence at the membrane, for example, a significant 
fraction of the region will not emit any signal photons, meaning that the fluorescence emitted from a 
small fraction of the acquisition area is responsible for all the counts. It is, however, possible to 
determine a per-pixel cut off point for pile-up; for example, using reasonable acquisition parameters 
of a 11.5 ms illumination forward sweep time and a 2.3 ms return time to cover 284 effective pixels 
(256+ a nonlinearity scan border of 14 pixels at the start and end of each sweep. This gives a pixel 
illumination time of 40.5µs per sweep, and a scan cycle time of 13.8ms, for a sweep rate of 72.5Hz. 
This results in a pixel exposure fraction of 2936µs/s. At an 80MHz repetition rate, each pixel 
therefore receives 234900 excitation pulses per second. For a pile-up threshold of 5%, this gives 
11745 photons per pixel per second, assuming independent detection for each PMT element. In the 
case of shared routing, if the signal is split evenly between 16 channels, the acceptable signal per pixel 
will be reduced to 734 photons per pixel if the effect of cross-channel inhibition is ignored. This 
indicates that (for example), if approximately 350 photons per pixel is considered an acceptable signal 
level for an acquisition, each stage step should last at least 0.5s, giving a count rate of approximately 
3MHz (down from 4MHz after accounting for the non-signalling periods of flyback and scan 
nonlinearity). 
6.8.2 Lifetime-related effects 
As previously discussed, the variation in the temporal offsets of each PMT element is also an 
issue, which is currently dealt with in software. Since it is usually preferable to deal with such issues 
on a hardware basis, it would be preferable in this case to acquire a detector with separate routing 
electronics, which would allow for the effective insertion of arbitrary relative offsets to each channel 
by connecting the elements to the routing electronics by different lengths of cable. Since the offset is 
on the order of 200 ps, this would correspond to roughly 4cm of wire, assuming a transmission speed 
of 0.6-0.7c for coaxial cable. A difference of 0.5 cm in wire length is easily achievable, giving an 
offset resolution of around 20 ps, whilst still allowing for the use of coarser TAC resolutions if 
desired, which the use of software-based compensation would proscribe. 
Another lifetime-related effect is the occurrence of pile-up and inhibition of photons, due to the 
nature of the counting electronics, which distorts the fluorescence decays acquired. The 
implementation of independent detection electronics for each illumination beam would allow for both 
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an increase in the achievable count rate for bright samples, a reduction in photon wastage for dim 
samples and possibly for a reduction in the noise level by allowing independent detection to be made 
for each PMT element. The drawback associated with this would be the high cost of the electronics 
required.  
6.8.3 Future improvements and alterations to the system 
This section examines further changes that could be made to the system in order to improve its 
ease of use, photon efficiency, imaging speed and general performance.  
As it currently stands, one of the largest losses in the system is the fact that to ensure the 
beamspacing is sufficiently wide, 75% of the available excitation power is not used. This could be 
remedied by the use of a more adjustable beamsplitter
[69]
, or an alternative means of producing the 
beamset. 
Another means by which the system efficiency could be improved is by making use of the 
flyback via doubling of the pixel number and clock timing, with equalisation of the forward and 
backward sweep rate to allow for the collection of data on both the forwards and backwards sweeps of 
the illumination points. The only drawback would be the loss of part of the illuminated region to scan 
rate nonlinearity as the scanner switches direction, but this would be a relatively small portion of the 
imaging area, and could be accomplished by the use of a wider scan area and descanned detection. 
Fully descanned detection with full beam scanning is another area in which the system could be 
improved, since the current implementation is speed-limited by the stage when short integration times 
are used. This would also allow for some compensation for nonuniformity over the face of the PMT 
by means of selection of a region of the PMT with a relatively good response across the channels, as 
opposed to also requiring uniformity along each detector element. An additional benefit to descanning 
is the ability to use detectors with a smaller active area, such as APDs, which can have greater 
quantum efficiencies than the PMT used here. Further to this, arrays of APDs with relatively small 
element-element spacing and independent photon counting electronics are becoming available
[160]
 
(initially developed for applications such as 3D imaging via time-of-flight measurement), which may 
be combined with microlenses, likely resulting in a higher detection efficiency. Preliminary 
experiments with a view towards this type of detection have been initiated, with stage-stepping 
initially being used in place of descanned detection. 
The use of descanned detection would have the drawback of causing some losses in photon 
efficiency due to the limiting apertures on the scan mirrors, as well as an increase in the number of 
optical components through which the fluorescence is passed, but it would also allow for the use of a 
grid-type detector, increasing the number of illumination beams and beam arrangements that could be 
used. One complexity that descanned detection would introduce is the need for an additional set of 
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motorised steerable mirrors, to allow for beam steering when the laser wavelength is changed, as the 
current solution of altering the centrepoint of the scan region to maintain alignment on the detector 
would no longer be possible. 
Replacement of the detector with one that allows each channel to access independent counting 
electronics is also a possibility and devices are being constructed which would allow for even greater 
numbers of excitation beams to be used, although these would likely require a more powerful laser 
and an improved beamsplitter design to provide sufficient excitation energy to allow full advantage to 
be taken of them. 
Overall, the implementation of these changes would allow for more flexible use of the system 
through greater choice in TAC resolution, higher acquisition speeds and photon efficiency, and 
potentially improved detection efficiency uniformity.  
6.9 Summary 
In summary, the MM TCSPC FLIM system has achieved the objectives of increasing acquisition 
speeds and imaging performance in comparison to single-point TCSPC and widefield GOI-based MM 
FLIM respectively, whilst maintaining the imaging performance of a single-point system, as well as 
overall lifetime accuracy. The system has been tested on both fixed and living samples, with intrinsic 
and extrinsic fluorophores, and has been used to provide the highest rate FLIM of metabolic 
stimulation of cells to date. There are improvements that could be made to the system that would 
improve its performance but, in most cases, their implementation would require extensive or lengthy 
modification of the system, or the acquisition of expensive components and are thus left for future 
work. 
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7 Lipid order and cell spreading at inhibitory and activating NK 
cell immunological synapses 
This chapter describes work done on the imaging of lipid order at live NK cell-B cell immune 
synapses using the phase sensitive dye di-4-ANEPPDHQ for the first time. The spreading of NK cells 
on antibody coated slides is also studied, along with the software developed for analysis of such 
spreading. The following topics are examined in this chapter: 
 Lipids in the membrane 
 SP5 and TriMScope imaging comparison 
 Imaging of lipid order at immortal NK cell line synapse  
 Analysis of cell spreading on antibody coated slides 
7.1 Imaging lipid order in the membrane 
As previously discussed, the cell membrane can be envisaged at its most simple level as a sea of 
amphipathic phospholipids, forming a 3-D bilayer that keeps various molecules either in or out of the 
cell. Complexity is added by the various proteins that either traverse the membrane, or somehow 
associate with some of the constituent lipids of one leaflet. These proteins may be connected to each 
other or to other cellular structures such as the cytoskeleton. The most commonly-accepted model 
until the past decade or so was the Singer-Nicolson fluid mosaic model, which treats the membrane as 
a sea of heterogeneous lipids with mostly freely-diffusing proteins in it
[87]
. This allows for the 
possibility of targeting and trafficking for both proteins and lipids and for the formation of domains of 
highly selective composition. This model has recently been supplanted by theories such as the picket-
fence model
[161]
 that postulate the existence of some sort of barriers to free diffusion, for example the 
cytoskeleton. However, the basic premise of relatively free diffusion and organisation of lipid 
domains remains, at least on the micro-scale. 
The origin of such organisation may be found in the ability of lipids to phase separate into 
immiscible fluid domains, which has been shown to occur in simple lipid bilayers
[162]
. Bilayers are 
typically described as being in one of three phases – gel, liquid disordered and liquid ordered. The gel 
phase occurs mainly at lower temperatures and the lipids involved can be described as tightly packed, 
with little lateral mobility. The liquid disordered phase occurs above a certain lipid melting 
temperature, with lateral mobility and the range of tail conformations increasing. If relatively high 
levels of saturated lipids and cholesterol are present, the cholesterol molecules are able to increase 
packing density and effectively impose order on the lipids in the surrounding regions in a relatively 
localised manner
[163]
. Due to the short-lived nature (timescales possibly on the order of ms) and small 
size (under 100nm across) of these domains, often referred to as “lipid rafts”, compared to the 
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resolution of a standard optical microscope, imaging them with available technology is difficult to 
achieve. However, many techniques have been applied to study lipid rafts that make use of optical 
microscopy and some of these are discussed here.  
It is useful to note that although most the lipids that make up the various membranes that 
delineate the organelles of the cell are synthesised in the endoplasmic reticulum, each of these 
membranes has a different lipid composition. It should be noted that it is also possible for the same 
membrane to have differing compositions for its inner and outer leaflets, and that it is sometimes 
possible for one leaflet to induce phase separation in the other, even if it is composed of a mix that 
would not normally phase separate
[164]
. Although this indicates that the possibility that the order of 
one leaflet may alter that of the other, it is not known whether the patterning of domains on either 
leaflet is related to the other leaflet at all times. Due to the relatively small thickness of the membrane 
(around 5nm), this means that any data obtained by optical microscopy will be an average of inner 
and outer leaflet properties, whereas biochemistry and EM are able to allow some level of 
discrimination between them. 
7.1.1 Biochemical methods 
One major technique that has been used in the past for determining whether a protein is raft-
associated is to solubilise cell membranes with a non-ionic detergent, then centrifuge the resulting 
liquid through a sucrose density gradient. Proteins fractionate with the detergent resistant fraction of 
the lipids are said to be raft-associated, as the dissolution of the ordered phase is a slower process than 
for the disordered phase, due to tighter packing that results in reduced access for detergent 
molecules
[165]
. For this reason lipid rafts are sometimes described as Detergent Resistant Membranes 
[DRMs]. 
Although this technique is widely used, it is at a remove from actually sensing lipid order in a 
physiological environment, and the various procedures involved may introduce some artefacts, for 
example, the possibility of proteins that are only bound to others in the resistant fraction being pulled 
down.  In addition, the effects of detergents on the lipid organisation are not fully known and, indeed, 
there have been arguments made that the component DRMs obtained in such a manner are not the 
same thing as lipid rafts
[166]
. It is also the case that DRMs are not completely synonymous with rafts 
or liquid-ordered domains, although rafts are often referred to as ordered domains, since they are 
characterised as being high in cholesterol, with early descriptions including terms such as 
“sphingolipid-cholesterol rafts”[167]. 
These issues make it desirable to study lipid rafts via imaging methods, as they allow for their 
examination in a more physiological situation, reducing the uncertainties associated with how well 
DRMs actually relate to rafts in cells. 
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7.1.2 Non-optical imaging 
Many non-optical imaging methods have been applied to rafts, such as EM and AFM. In the case 
of EM, it is possible to obtain positional information on the distribution of various proteins and lipids, 
as has been done for phosphorylated proteins and ubiquitin, and to demonstrate the separation of 
proteins believed to be raft and non-raft markers
[168]
. Unfortunately, the imaging process requires the 
cells to be destroyed, making it impossible to observe any dynamics of the system. It has been 
possible to observe dynamics of lipid domains in artificial membranes via AFM, but the nature of the 
technique precludes looking at structures such as the immune synapse, where it would not be possible 
to insert a scanning tip. 
As these techniques are not amenable to imaging cell-cell contact regions or the underside of the 
cell, if in contact with a slide, for example, it falls to optical microscopy to study lipid raft dynamics, 
albeit at the cost of reduced spatial resolution.   
7.1.3 Optical imaging 
Several optical techniques have been applied to the imaging of lipid order and are discussed 
below, with particular attention paid to the probe used in the work discussed later in this section, di-4-
ANEPPDHQ. 
7.1.3.1 Binding and partitioning probes 
A commonly used approach to the imaging of ordered phase microdomains is to stain cells for the 
glycosphingolipid ganglioside GM1, which preferentially concentrates in ordered, cholesterol 
enriched domains, although it is also present outside of ordered regions. The molecule commonly 
used to detect GM1 by binding is CT-B, the B subunit of the cholera toxin from the vibrio cholera 
bacterium. CT-B is a homopentamer, each unit of which is capable of binding one GM1 molecule
[169]
. 
Theoretically, this could allow for binding of molecules in up to 5 separate microdomains, although 
the small size of CT-B (approximately 6nm in diameter) may reduce the likelihood of this. 
Further crosslinking with a labelled antibody against CT-B can result in the production of regions 
on a micron scale, which can be examined for colocalisation with various molecules, and it has been 
found that certain molecules such as Lck and LAT will colocalise with these, whereas others such as 
CD45 will not
[170]
. There are, however, unintended consequences that accompany the crosslinking of 
rafts, for example, the activation of T cells. It is for this reason that other approaches, such as the use 
of fluorescent binders of cholesterol
[171]
 or GPI-anchored proteins themselves, which preferentially 
partition into ordered domains and can be either stained or expressed as a fluorescent fusion protein. 
The drawback to using such molecules is that the relatively large size of fluorescent proteins and/or 
antibodies may affect the behaviour of the rafts they are intended to label. 
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An alternative to using large molecules is to create molecules that preferentially partition into a 
particular phase and to label these with small fluorescence probes such as BODIPY. These molecules 
are often analogues of particular lipids. For example cholesterol
[172]
 or ganglioside analogues can be 
used to mark ordered regions and unsaturated phospholipid analogues to mark disordered regions
[173]
. 
Although these approaches have benefits, they do rely on the presence of particular molecules acting 
as a reliable marker for regions of specific order. A more direct means of imaging order would be to 
use a fluorophore that changed a measurable property of its fluorescence in response to the local 
environment, which would also avoid any biological issues to do with the selection of particular 
molecules as markers. 
7.1.3.2 Order sensing probes 
The most widely used set of order-sensing probes are the napthylstyryl dyes, of which the most 
used is LAURDAN, a derivative of PRODAN
[174]
, which was designed to examine the effects of 
solvent polarity on fluorescence, with increasing polarity resulting in a redshift of the fluorescence. 
The redshift is due to solvent reorientation due to the increased dipole moment upon excitation, 
resulting in a lowering of the energy level of the excited state. In a membrane environment, there are 
differing levels of access of water to the fluorescent naphthalene moiety depending on whether the 
probe is in a tightly packed ordered phase, which provides for less access, or in a disordered phase, 
where the higher level of access results in a greater redshift
[175]
. The orientation of di-4-ANEPPDHQ 
with respect to a cell membrane is similar to that shown in Figure 98 for LAURDAN and 
phosphatidylcholine. 
The spectral shift can be quantified by the normalised intensity ratio between two spectral bands 
chosen to maximise contrast, represented in Equation 40 by  𝜆1 − 𝜆2 and 𝜆3 − 𝜆4. 
Equation 40 
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A correction factor, g, can be applied to account for variations in detector efficiency but, in most 
cases, the absolute GP value is not what is of interest but rather the contrast within a single image. In 
the case of LAURDAN, the most commonly-used wavebands are often referred to by their central 
wavelengths, which are 435 nm and 500 nm, with excitation usually carried out at 340nm
[176]
.  
This measurement has the benefit of being independent of probe concentration, and relatively 
unaffected by bleaching. The impact of any changes in the effective fluorescence intensity is therefore 
negligible.  
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Figure 98 Chemical structures of LAURDAN, di-4-ANEPPDHQ and phosphatidylcholine (left to 
right) 
One particular drawback of LAURDAN is that the optimal single-photon excitation wavelength 
is in the UV, which is not conducive to long-term cell viability. This means that for such experiments, 
LAURDAN imaging (and that of its close derivatives) is usually done by multiphoton microscopy, at 
a peak excitation wavelength around 780nm
[177]
 and although it has some benefits over single photon 
microscopy in terms of bleaching when taking 3D datasets, these are perhaps less relevant when 
considering a sample where the fluorophores are very free to diffuse. 
7.1.3.3 Di-4-ANEPPDHQ 
The membrane dye di-4-ANEPPDHQ is a compound related to LAURDAN (although it is not a 
derivative), originally designed for the probing of transmembrane voltages. It has also been recently 
found that this dye is also highly sensitive to lipid order, via a similar mechanism to LAURDAN, and 
the orientation adopted in the membrane is shown in Figure 98. In addition to showing changes in 
both its fluorescence emission peak wavelength and second-harmonic generation efficiency, di-4-
ANEPPDHQ also exhibits a shift in its fluorescence lifetime when in ordered as opposed to 
disordered lipid environments
[178]
. It is the spectral properties that are used to examine environmental 
changes in this report, due to the high acquisition speed and sufficient contrast that they generate, as 
well as the ease of imaging.  
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A major benefit of using this dye is that the single photon excitation peak is around 460nm, 
making it easily excitable by commonly available lasers, at a wavelength which is not as phototoxic as 
those used to excite LAURDAN. In addition, it is easily soluble in both water and lipids but only 
highly fluorescent in the latter, making it easy to introduce into cell membranes whilst resulting in low 
background fluorescence. In order to assess the relative proportions of ordered and disordered phase 
in a region, a GP value can also be calculated. 
7.2 Comparison of SP5 and TriMScope imaging of di-4-
ANEPPDHQ 
In order to determine which imaging system would be most effective in acquiring Di-4-
ANEPPDHQ data, YTS cells were stained and then imaged on both the TriMScope, operating in CCD 
detection mode using the DV887 EMCCD in combination with a Dualview module for spectral 
separation, and an SP5 confocal microscope.  Cell staining was done by the incubation of cells at 
37°C with 5% CO2 in full medium with 1mM di-4-ANEPPDHQ, followed by washing and placement 
in PBS with HEPES buffer, preincubated at 37°C with 5% CO2 for 2 hours prior to being imaged at 
37°C. 
The level of fluorescence for various excitation powers was examined, and it was seen that for 
similar imaging times, the level of fluorescence generated by the SP5 system operating at a fraction of 
the full laser power available at 488nm could saturate the detector at a relatively low level of gain, 
whereas the EMCCD system was only saturated at relatively high EM gain, even with the maximum 
available excitation power being used at a single focus. This is to be expected due to the lower two-
photon excitation cross section compared to that for single photon excitation. An additional potential 
problem with multiphoton excitation is that some second harmonic signal may leak into the shorter 
detection band (di-4-ANEPPDHQ is known to give rise to a strong second harmonic signal). Cropped 
example images acquired by each system are shown in Figure 99. The TriMScope detection 
wavebands used were 500-593 nm for the channel shown in green, and 593-680 nm for the red 
channel, and the SP5 detection wavebands used were adjusted to match. As a check to ensure that the 
comparison was valid, similar experiments were undertaken with an SP5 system that had both a 2-
photon and single photon sources available, ensuring that a fair comparison of sources was possible 
since the detection path for each system would be identical in this case. Images from the SP5 were 
taken with 2 line averaging at a 400Hz scan rate, with a 512x512 pixel resolution. This corresponds to 
a 2.56 second frame time, which was used for the integration time of the TriMScope camera. 
Excitation was set to just beneath saturation for the SP5 system, and the maximum available power 
was used for the TriMScope system (53mW at the back aperture). 
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Figure 99 Two channel intensity images of YTS cells stained with di-4-ANEPPDHQ imaged with a 
single-photon SP5 system with PMT detection (left), and a TriMScope system using CCD 
detection(right) 
This comparison also showed that a much greater signal was achievable from the single-photon 
system per unit time, and it was also the case that the SP5 system performed better in single-photon 
configuration, thus it was decided that imaging would be carried out using single-photon systems, to 
better capture any dynamic structures. 
7.3 Imaging of lipid order at immortal NK cell line synapses  
Immortal NK cell lines are a commonly used tool for the study of NK cell biology, especially 
where a particular system of receptors is being studied, as immortal cell lines allow for the effectively 
perpetual growing of cells that express a particular combination of receptors or ligands. In the case of 
NK cells, one commonly-used receptor/ligand systems is KIR2DL1 and HLA-Cw6, an inhibitory pair, 
that have been transfected into the NK and B cell lines YTS and 721.221 respectively. In addition to 
the use of the appropriate ligands, it is sometimes possible to generate antibodies that will act in a 
similar way to trigger signalling, which is often confirmed by a redirected lysis assay. Such antibodies 
exist for the NKG2A and NKG2D
[179]
 inhibitory and activating receptors respectively, both of which 
can be found on the NKL cell line.  
7.3.1 Against antibody-coated slides 
As previously mentioned, there are multiple techniques to monitor the response of cells to stimuli 
in order to assess their behaviour, and measuring the extent and directionality of cell spreading is one 
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of these. An issue with the measurement of spreading is that in cell-cell interactions the surface of the 
contact is rarely flat, resulting in difficulties in measuring exact distances. In addition, the orientation 
of the contact synapse between cells is often vertical and, with the confocal or multiphoton 
technology being considered, the resolution in the z-direction will be worse than in the transverse 
direction without the use of a technology such as the optical tweezers previously discussed. 
One approach to address these problems is to simulate a flat target cell and to image the immune 
synapse in the focal plane, for which there are two common methods. The first is the use of antibody-
coated slides, whereby antibodies that have been found to trigger signalling from the receptor(s) of 
interest are attached to a standard imaging slide, usually by coating the slide with fibronectin or poly-
l-lysine
[180,181]
.  
Poly-l-lysine strongly adsorbs many surfaces and is highly cationic, therefore combining with 
anionic sites on various molecules such as proteins and antibodies. Unfortunately, it also binds many 
molecules expressed on cell surfaces and therefore can affect the apparent spreading of cells by not 
allowing retraction of protrusions that may contain molecules that are attracted to the poly-l-lysine. A 
benefit of this technique for fluorescence imaging is that only one cell is used.  
Although Di-4-ANEPPDHQ is not very fluorescent in water, its ability to easily transfer between 
the cell membrane and the surrounding medium means that it can leave stained NK cells for the 
medium and subsequently enter unstained target cells. As the two cells will not necessarily have a 
similar distribution of lipid phases, this may adversely affect the data obtained by causing an average 
of the values for the opposed membranes to be reported. Any background arising from a coated slide, 
however, is likely to be uniform in nature and hence can be simply subtracted from the data obtained. 
For these artificial synapses, the preferred imaging modality is TIRF, as this allows for enhanced 
background rejection as well as an increased imaging rate compared to confocal or multiphoton 
methods.  
To produce antibody coated slides, a modified version of the protocol used in Bunnell et al.
[182]
 
was devised. The original protocol is based on coating the glass slides with poly-l-lysine, which 
subsequently binds antibodies via electrostatic forces. Although a relatively high concentration of 
antibodies is used, some free poly-l-lysine may remain available to bind various membrane 
components, which would alter the apparent amount of spreading by anchoring the membrane to these 
contact zones, and possibly the membrane dynamics. In order to minimise this effect, a subsequent 
blocking incubation was carried out with FBS, in order to bind as many free poly-l-lysine sites as 
possible. 
Due to the source and manner of production of FBS, it is often the case that some lipid 
contamination is present and our initial experiments presented a relatively high level of background 
fluorescence from the coverslip. In order to reduce this issue, BSA and heparin were tested as 
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blocking agents, with the success of the blocking being determined by the closeness of the extent of 
spreading to the amount of spreading on an untreated slide. It was found that the level of spreading 
was marginally closer when BSA was used, with a significant reduction being observed in the level of 
background fluorescence in comparison to FBS in both cases, although it was still above zero.  
The layout of the imaging system used for the experiments carried out here was shown in Figure 
14. The camera used was an Andor DV887, cooled to -60°C, and the wavebands selected by the 
dichroic (593nm) and emission filters in the DualView were 500-593nm and 593-680nm. Excitation 
was provided by a 473nm CW DPSS laser (Shanghai Uniwave Technology, China) and the excitation 
power was minimised in order to allow for longer timescale continuous imaging. The average 
background was subtracted from each channel, and a g factor could be computed in order to provide a 
more absolute number for the GP value, although the absolute value is of less interest than the relative 
differences between areas being observed and this calculation has not been carried out for the data 
shown. The difference in the range of GP values indicated from those described previously is due to 
this, as the g factors are different for different imaging systems. 
In addition to requiring some computation to obtain a GP value, Di-4-ANEPPDHQ fluorescence 
data (or indeed, any data) obtained using the Optical Insights DualView is unlikely to be perfectly 
imaged onto the CCD, as the separate beam paths for each channel can each introduce some 
translation, rotation and stretching in each beam path, independently. To allow for processing of data 
acquired in this manner, a program was written in G that allows the user to adjust these factors in 
order to optimise the registration between channels. 
 A flow diagram of the operation of the image registration software is shown in Figure 100, 
where the processing step represents the saving of two image files, one for each half of the original 
image but with one of the images transformed using the user-defined parameters. It should be noted 
that the brightness alterations are not reflected in the saved images, but are for ease-of-use purposes 
during the alignment process, which is done by eye. It may be possible to automate this part of the 
process, but that is left an issue for future development. If an image sequence is acquired, batch 
processing of the sequence with the same settings is possible without the need to set the parameters 
for each image in the set independently.  
The image can be translated or stretched by altering the central offset or image dimensions in 
single-pixel increments and the rotation can be adjusted by arbitrary fractions of a degree (using 
bicubic interpolation). Since the parameters can be individually adjusted, an optimal set of registration 
images can be created using white light illumination and a mask sample to create an identical 
transmitted light image in both wavelength bands. These parameters should not vary unless the setup 
is adjusted. 
 
 - 169 - 
 
 
Figure 100 Flow diagram of image registration software 
An image of the software in operation is shown in Figure 101, which shows the front panel of the 
software, and some of the associated display windows, which serve to help the user carry out the 
alignment task. The example data shows the ability of the program to stretch, rotate and translate 
images, with the overlay window being updated each time the value of any of the adjustable 
parameters changes. The user can also adjust the brightness of each of the two intensity images, to 
allow for equalisation in cases where the emission is much stronger in one channel, which allows for 
greater ease of use. 
 Once image registration has been accomplished, processing of the fluorescence data in order to 
obtain a GP value can be done by simple image addition, subtraction, multiplication and division, and 
this is carried out by a separate program. This program allows for the thresholding of the channel 
intensity images and for the alteration of the colour scale to maximise image contrast, and as is the 
case for the image registration program, batch processing of datasets is possible, with identical 
parameters (as determined by the user from an initial user-specified test image) being applied to all 
images in the series.   
 
Load source image 
Translate 
channel A in 
requested 
direction 
User input? 
W/A/S/D 
Split image in halves 
Stretch 
channel A in 
requested 
direction 
Rotate 
channel B 
Adjust 
channel A/B 
brightness 
Δstretch Δrotation Δbrightness 
yes 
Update display 
and transform 
parameters 
Load nth image in batch 
user finished 
Process using stored 
transform parameters 
Increment n 
Is n>=total 
number of 
images? 
no 
END 
 - 170 - 
 
 
 
Figure 101 Front panel and sub-windows of the image registration software  
The formula for the calculation of a GP value is given in Equation 40 and is applied over the 
image area of the aligned images on a pixel-by-pixel basis. In order to reduce the influence of noise, it 
is also possible to use an optional 3x3 smoothing unit kernel on both channels prior to processing. An 
example set of processed images is shown in Figure 102, which illustrates the ability of the program 
to adjust the colour scale to maximise contrast in particular regions of the image, and the effect that 
smoothing has. 
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Figure 102 Front panel (left) and processed GP images of confocal test data that are smoothed, 
with a large range of GP values represented (top) or unsmoothed, with contrast enhanced 
at the synapse (bottom) 
As can be seen in Figure 103 (representative of 5 datasets), when NKL cells contact a slide 
coated with activating antibodies, the cells spread over the surface, with the contact region having a 
centre with a region of reduced order surrounded by a region of higher order. In the dataset shown, 
this occurs at each of two contact points. It should be noted that this dataset does not include the 
initial contact event.  
In contrast, when NKL cells contacted a slide coated with inhibitory antibodies, spreading was 
not observed for any cells, with transmission brightfield illumination confirming that cells had landed 
on the surface, but had not spread. In Figure 104, the largest contact area observed over 5 
experiments, after waiting for up to one hour for any potential spreading to occur, is shown. It should 
be noted that the image was not acquired in TIRF mode, as only a few pixels were illuminated in that 
configuration, hence this illumination scheme is near-TIRF, as opposed to TIRF, to enable the sample 
to be seen.  
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Figure 103 TIRF GP image sequence of an NKL cell spreading on a slide coated with anti-
NKG2D. Images shown are at 40 second intervals, in sequence (a-e) with the GP scale 
being 0.001-0.183 
This result indicates that inhibitory signalling directly affects the spreading process, and although 
there was not time to pursue this work further, the creation of software for the analysis of cell 
spreading (used for analysis of data in Culley et al.
[183]
) is described in Section 7.4. 
a) b) c) 
d) e) 
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Figure 104 Near-TIRF GP intensity image of an NKL cell in contact with a slide coated with 
anti-NKG2A after 1 hour 
7.3.2 Against immortal B cell line 
Although the use of coated slides or bilayers is a common practice, there are issues as to whether 
they result in accurate distributions of proteins at the interface, as they either hold them rigidly in 
place, or allow free diffusion whereas, with a target cell, proteins may diffuse but also may encounter 
barriers to diffusion such as cytoskeletal attachment. Therefore, even though slide-based systems with 
artificial synapses provide higher temporal and spatial resolution, a preferable experiment would be to 
observe the synapse between two cells. Therefore, work was done to image the YTS cell line 
interacting with 721.221 target cells, as described before. As mentioned previously, certain proteins 
have been shown to preferentially partition into particular lipid phases. It has also been previously 
suggested that inhibitory signalling via KIR2DL1 (as imaged in Chapter 4) can control raft 
polarisation in NK cells, albeit in fixed samples
[137]
. The use of di-4-ANEPPDHQ will allow for lipid 
order in live cells to be imaged, removing the issue of whether the fixation process affects the 
distribution of domains. 
7.3.2.1 Experimental procedure 
It was first necessary to determine which imaging system should be used for the experiment, with 
multifocal multiphoton microscopy, Nipkow disk confocal and single point confocal or multiphoton 
imaging being considered. To this end, unconjugated NK cells were stained and imaged using the 
following protocol: YTS cells were washed and resuspended in PBS (preincubated for 2 hours at 
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37°C, 5% CO2 with 1μM HEPES buffer), incubated for 30 minutes at 37°C, 5% CO2 with 2μm di-4-
ANEPPDHQ, then imaged at 37°C. The cells were then imaged using each modality. 
The main criteria for determining which imaging system is preferable are the ability to 
distinguish effectors and targets, the speed at which images can be acquired, the achievable resolution, 
the ratio of signal to noise, and the duration for which it is possible to image cells before undesirable 
effects begin to occur, e.g. due to photobleaching. 
Considerations of convenience favour the confocal or multiphoton single point scanning system, 
as it is simple to rapidly switch between various excitation lasers and detection bands. However, since 
the easily available nuclear stain, DRAQ-5 (which was the least likely to colocalise with membrane 
staining) is excited in the red, and two-photon imaging is not able to excite this dye with the system 
available for this project, single photon confocal microscopy appears to be the best choice. It should 
be noted that it may be possible to use a UV-excited nuclear stain with multiphoton excitation. 
Imaging speed is related to the particular combination of dye, excitation source and detector used, 
and although the DV887 EMCCD has an excellent detection efficiency compared to the PMTs used in 
the confocal system, it was found that the two-photon absorption cross section of di-4-ANEPPDHQ 
was not adequate for two-photon imaging at the power levels attainable, as the multibeam acquisition 
times were longer than for single-photon confocal excitation with a single beam (checked with a 
single point SP5 system). In addition to this, some contamination of the shorter wavelength channel 
from second harmonic generation was observed. 
Considering the confocal and Nipkow systems, the confocal microscope allowed for more 
optimal selection of the emission wavelength ranges used to perform 2-colour detection for 
ratiometric imaging, which is a consideration due to the desire to limit sample exposure in order to 
allow for extended imaging, such as in z-stacks or time series, which are useful for studying 
dynamics. In addition, the repeated manual switching of dichroics that would be necessary in the 
available Nipkow system, in order to differentiate between effector and target cells would not be 
convenient. 
Having settled on laser scanning confocal microscopy, conjugates with both, one or neither of 
activating and inhibitory receptors and ligands were imaged using the Leica SP5 confocal microscope 
to look for differences that may reveal effects due to inhibitory signalling occurring at the synapse. 
Representative single-slice results for each combination of effector and target cells are shown in 
Figure 105. It should be noted that the images in Figure 105 were recorded at an unknown time point 
post-contact although it is known that the time the cells were not in contact for longer than 30 
minutes. This is because the timing of the initial contact is unpredictable. In addition, the fact that the 
dye is able to leave the membrane and re-enter the imaging medium and vice-versa means that the 
target cells also begin to exhibit staining by the dye, sometimes to a greater extent than the effectors. 
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In order to enable the targets and effectors to be distinguished from each other in further 
experiments, targets were preincubated with 1μM DRAQ5 for 30 minutes at 37°C, 5%CO2, then 
washed prior to coincubation and imaging with effectors. 
 
Figure 105 Representative GP images of YTS and 221 cells stained with di-4-ANEPPDHQ 
forming activating synapses (colour scale range indicated at bottom of image) 
As can be seen in Figure 105, there appears to be a small region of lower GP value in the central 
region of the contact, possibly corresponding to the cSMAC. This region of lower order is present in 
all of the images processed without any smoothing or binning of the raw fluorescence data that gave 
usable data (n=15). However, in the case of inhibitory synapses (n=20), the region of lower order 
appears to be much greater as a proportion of the synapse ( an example of which can be seen in Figure 
106) for all but one of the usable datasets (note that not all images use identical colourmap scaling).  
 
Figure 106 Representative GP images of YTS+KIR2DL1 and 221+Cw6 cells stained with di-4-
ANEPPDHQ (colour scale range indicated at bottom of image) 
 - 176 - 
 
Analysis of the central slice through the synapse (as assessed by maximum width of contact, then 
by maximum intensity) was conducted by measuring the proportions of regions of lower order (those 
that exhibit have a GP value of <80% of the average GP value of unconjugated plasma membrane) as 
compared to the overall contact region length, for which the results are given in Figure 107.  
 
Figure 107 Percentage of contact region exhibiting reduced order across central section 
(standard deviation shown) 
It can be seen that there is a significant difference between the activating and inhibitory cases, in 
that the extent of the region showing increased raft concentration appears to be larger in the case of 
the inhibitory synapse. This is not in agreement with some previously reported results
[137]
, although it 
should be noted that the previous work was done using CTβ in fixed cells, which precludes 
knowledge of the particular stage of synapse formation and may also lead to induced accumulation of 
raft markers.  It should be noted that it is possible that other effects may be responsible for this 
change, as discussed in the following section. 
In addition to the single-slice data shown in Figure 105 and Figure 106, data was taken for time 
series and z-stacks to show the 2D organisation and the evolution of the distribution of order over 
time. However, only relatively few sequences were obtained due to the difficulty of finding cells 
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immediately prior to synapse formation. One representative (n=4) en-face reconstruction of an 
inhibitory synapse is shown in Figure 108. 
 
 
Figure 108 En-face reconstruction of an inhibitory synapse, with transmission/DRAQ5 
fluorescence and single slice di-4-ANEPPDHQ GP images shown above.  
It can be seen that the reconstruction correlates with the single-slice images, with the presence of 
a generally low-order region at the centre of the synapse, surrounded by a region of higher order at the 
edge.  Although it is the case that there is some random variation in GP values over the cell surface, 
looking at the difference between the means for the synapse area and the rest of the cell (in 
comparable acquisitions) as shown in Figure 107 indicates that there is a significant difference at the 
contact. It is also the case that the effect does appear to correlate with signalling, as it can be seen that 
the GP value does not appear to be altered to this extent at cell-cell contact regions between cells of 
the same type when compared to the rest of the membrane.  
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7.3.2.2 Issues for consideration 
It should be noted that the use of this cell system results in some complexities in interpretation of 
the data because as the cells interact, there will be some clustering of overexpressed receptors in the 
inhibitory case of YTS+KIR2DL1 and 221+Cw6 interacting, whereas the activating cases (of YTS 
and 221, YTS+KIR2DL1 and 221 and YTS and 221+Cw6) will not necessarily result in any such 
clustering. Since it is possible that some proteins may be capable of creating regions of altered order 
in their vicinity, the region of reduced order may be a result of this protein clustering, as opposed to a 
difference induced by an intrinsic lipid ordering mechanism associated with cell signalling. 
One means of addressing this would be to examine an activating interaction where there is 
comparable protein accumulation at the synapse. In the YTS/221 cell system, possible clustering 
activatory molecule systems include ICAM and LFA-1 but whether those particular proteins may 
interact with di-4-ANEPPDHQ in a similar way is unknown. Any determination of a specific 
interaction would need to be carried out on a model system, such as a lipid bilayer with purified 
proteins inserted, with clustering being induced by some means such as the use of antibodies. The 
production of protein in a suitable form for use in such experiments is a time-consuming biochemical 
process and was not be feasible for execution over the duration of this project. 
An additional issue for the interpretation of the data is that the time point after cell contact is not 
known for the majority of the datasets. This is a common issue in imaging cellular interactions, where 
it is not always feasible to follow a single cell in the hopes of it performing a desired action, due to 
time constraints, bleaching and phototoxicity issues. It is possible to obtain some 4D datasets but the 
temporal resolution is limited by practical considerations. However, it is also the case that, given a 
sufficiently large number of cells, the interaction duration prior to imaging will reflect many of the 
possible values. Since all interactions used here are initiated within 30 minutes of the mixing of cells, 
this is an upper bound for interaction time prior to imaging and, with spreading for synapse formation 
taking on the order of a minute, a lower bound is also effectively set. 
7.4 Quantitative analysis of cell spreading 
In conjunction with the observation that NKL cells did not spread on slides coated with inhibitory 
antibodies, work was conducted to analyse cell spreading in terms of the radial extension and 
retraction of contact areas as part of a project to examine the effect of ligation of activating and 
inhibitory receptors on NK cell synapse formation. Currently, it is known that supramolecular 
organisation of surface signalling molecules occurs and has an effect on cell behaviour, as does 
ongoing cytoskeletal rearrangement and rearrangement of intracellular components
[184]
. However, it is 
not well known how these activities of signalling and cell movement and so forth are related. 
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Recently, it has been shown in T cells that if the symmetry of an immune synapse is broken, cells 
adopt a migratory configuration referred to as a “kinapse”, with the balance being tipped towards 
kinapse formation and migration by PKCθ, and towards stable synapse formation by Wiskott-Aldrich 
Syndrome Protein [WASP]. The work described in this section is part of a set of experiments aimed at 
determining whether similar relationships can be found in NK cells. The overall set of experiments 
use both cell-cell conjugates and cells spreading on slides and are briefly discussed to give some 
context for the work carried out for this thesis. A paper based on this work has been published in 
PLoS Biology
[183]
. 
Initially, it was shown that NK cells undergo a faster and more extensive spreading and 
contraction response at activating, but not inhibitory synapses, as determined by synapse width over 
the course of the cell-cell interaction. Spreading was also found to coincide with the polarisation of 
internal membranes and granules towards the synapse, sometimes with the formation of an actin ring 
at the edge of the contact between the cells. 
In order to investigate the minimal stimulus for spreading, glass slides coated with various 
antibodies were prepared using the protocols previously described. Using anti-NKG2D antibodies, an 
isotype control for anti-NKG2D and anti-MHC class I, it was found that anti-NKG2D provoked a 
dramatic spreading response, whereas the others did not. Briefly, cells underwent rapid spreading and 
retraction of sheets of lamellipodia from the initial contact point, with this response being lockable 
with the addition of a non-signalling anti-NKG2D antibody to the supernatant. This process was 
initially monitored by examining the rate of change in the area which the cell covered. Interestingly, it 
was found that the spreading response, as judged by area on evenly-coated slides of both purely 
activating, and a mixture of activating and inhibitory antibodies, was close to a binary outcome – 
either spreading did not occur, or cells spread to a similar extent as each other, irrespective of the 
antibody concentration. 
This suggests that the switch in the cells behaviour may be due to a cell-specific “threshold” 
effect, since the slides are relatively uniformly coated. One means of determining whether this is a 
cell-specific phenomenon would be to use a surface with an uneven distribution of antibody, the local 
concentration of which could then be related to the cells‟ behaviour. For this purpose, the ability to 
quantitatively monitor the localisation and directionality of cell spreading would allow for an 
increased understanding of the cells‟ behaviour. 
Therefore, software was created for the analysis of cell spreading based on concepts described in 
a recent paper by Sims et al
[185]
, where the spreading (or overall movement) of a cell on a flat surface 
is measured by the relative distance from an initial centroid to the edge of the cell along 360 equally 
spaced radiants. The program is written in G, using LabVIEW, for the image processing functions. 
The program is optimised to operate with data where the sample shows a uniform fluorescence over 
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the contact area, as this best reflected the initial data acquired, although it is also possible to use it on 
data where the edges of the cell show much more intense fluorescence, as exhibited by some of the 
later datasets used. As the flow diagram in Figure 111 shows, the user first thresholds an initial image, 
and is then presented with the choice of allowing the program to determine the centroid of the initial 
contact region, or to pick a point of their own choosing. Figure 109 shows the software user interface 
and some window shots from processing in progress. 
 
   
   
Figure 109 Front panel (top) and progress monitoring windows for the cell spreading analysis vi, 
showing (clockwise from top left) raw, unthresholded data, detected cell edge, overlay of 
detected radiant/edge intersects on thresholded raw data, and overlay of radiants measured 
on thresholded raw data 
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The program then uses noise rejection (i.e. deletion of particles which do not survive 7 erosions), 
with optimal rejection parameters being determined by rejection of debris found in the samples, and 
filling techniques (to eliminate edges generated by having the central contact region dimmer than the 
edge and being thresholded out) to produce a binary diagram of the regions where a cell is in contact 
with the slide. Once the binary image has been generated, it is translated so that the position of the 
initial centroid is now the centre of the image. The edge of the contact region is then determined by 
the application of a differentiation-based edge filter and this is then used as a reference image. The 
distance from the centre of this reference image to the determined edge is then measured in a 
horizontal line. The reference image is then rotated by n degrees, with trilinear interpolation, with n 
incrementing from 1 to 359 for each successive distance measurement. Once all 360 measurements 
have been taken for an individual timepoint, the data for the next timepoint is loaded and the process 
repeated, from the noise rejection and generation of a binary image, until all timepoints have been 
analysed.  
The differences in measurements between each successive frame can then be used to generate a 
diagram of the radial spreading velocity for the cell and this can be examined to determine (for 
example) whether the cell is moving or spreading in a particular direction, or whether particular areas 
are “hotspots” of spreading activity. The output of the program is in units of pixels and pixels per 
frame, and must be scaled appropriately in both distance and temporal terms in order for the data to 
present velocity in SI units. 
There are some issues associated with the use of this approach, primarily to do with the 
generation of artefacts if the spreading process is tangential, not radial, as illustrated in Figure 110. 
 
Figure 110 Illustration of generation of aretfacts in cell spreading analysis due to tangential 
motion. Red and blue lines indicate the distances measured from initial cell centroid along 
two radiants. Black arrow indicates direction of protrusion rotation. 
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Such effects can generate the appearance of a transient, extremely rapid spreading or contraction. 
Also, if the cell migrates to an extent that the original centroid is outside the cell boundary, this 
technique will become invalid. This may be overcome by re-centroiding on an ongoing basis, if 
desired. As an example, if a reference point on the cell, such as the centre of the nucleus were 
designated, it would be possible to carry out all measurements relative to this point, whilst also 
tracking the relationship between this point and the original contact position. 
It is possible to suppress velocity data artefacts such as that represented in Figure 110 by 
thresholding or interpolation, with most artefacts being easily discernable, as a large step change 
would be observed. If the cell has thin, flexible filaments, it may be desirable to remove these from 
consideration, as they will be particularly prone to this issue. One means of doing so is to create an 
image mask based on erosion of the original thresholded region, followed by growth, which will tend 
to reject any thin structures. 
A flow diagram illustrating the program operation and processing sequence is shown in Figure 
111. It should be noted that the diagram has been simplified by the omission of radial velocity 
computation and storage, but this is a relatively simple process, consisting of a subtraction of the 
radial distance measured in the previous frame from that measured in the current frame. 
 Once the program was completed, it was applied to cell spreading data primarily collected by 
Fiona Culley, with a view towards examining the differences in cell spreading responses to slides 
presenting inhibitory and activating stimuli. An example of one such dataset is shown in Figure 112. 
The images shown are represented in the velocity map by the highlighted region, with the vertical axis 
representing the angle from the x plane to the measurement radiant in a clockwise direction for each 
of 360 radiants and the horizontal axis representing time in 1 second increments. The top of the 
highlighted part of the velocity map corresponds to the blue highlight in the image sequence, and the 
bottom to the orange highlight. It can be seen that the spreading is picked up by the program, as 
indicated by the red in the velocity map (note that the second row of the highlighted area corresponds 
to changes occurring between the first and second images, whereas the first row corresponds to the 
change between the first image and the previous image, and so on).  
It can be seen that in response to NKG2D, various regions of the cell periphery show waves of 
expansion (red), followed by contraction (blue), sometimes multiple times. Cell spreading in response 
to LFA-1 showed a different response, where spreading appeared asymmetric, primarily concentrated 
in one direction, without a contraction phase following it. The work leading to this conclusion is 
described in detail in Culley et al.
[183]
, but was mainly not carried out by the author of this work, and is 
hence not described here. 
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Figure 111 Simplified flow diagram for cell spreading analysis programme 
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Figure 112 Individual timepoint images and velocity diagram for an NKL cell spreading on an 
NKG2D coated slide (velocity colour bar goes from -1500 to +1500μm/s, figure produced 
from data collected by Fiona Culley)  
The behaviour in response to NKG2D is similar to the behaviour exhibited by T cells, where 
symmetric spreading in response to activatory signalling was found to indicate the formation of a 
stable synapse. In addition to this, T cells were found to adopt a migratory configuration with 
asymmetric spreading in between stable contacts, with a similar behaviour being seen in the NK cells 
exposed to LFA-1. This tends to suggest that the spreading behaviour is related to the likelihood of 
cytotoxicity in both NK and T cells. 
It is also possible to use this sort of data to determine whether there are certain directions along 
which the spreading and contraction activity of a cell is concentrated. For example, if one were to take 
the modulus of the spreading speed, the sum along any particular radiant would give an indication of 
the activity along that direction. This is particularly relevant when examining the behaviour of cells 
responding to uneven stimuli. As an example, an image from related work (carried out by Karsten 
Kohler) using the micropatterned printing of activating and inhibitory receptors on slides is shown in 
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Figure 113. It can be clearly seen that the cells preferentially spread along the axis of the stripes of 
activating antibody. 
 
Figure 113 Cells (NKL expressing actin-YFP, shown in green) spreading on slides coated with 
activating (red) and inhibitory a mix of activating and inhibitory (dark) antibodies printed 
in a pattern (Data provided by Karsten Kohler) 
This raises the possibility that uneven spreading may be merely due to local concentration effects, 
and is in agreement with the abrogation of spreading seen in the evenly-coated inhibitory and mixed 
slides. Although the spreading response appears to be mainly localised to those regions that are 
activating antibody only (hence the linear appearance of the contact areas), the fluorescence seen in 
some mixed antibody areas may arise where a cell has fallen across multiple stripes. 
In addition to this, since the system used for imaging in this case was a Leica SP5 confocal 
microscope, there may be contributions from regions close to, but not contacting the slide surface. 
Also, since the intensity of fluorescence is proportional to the level of actin activity, this will also 
have an effect on the patterning observed, as can be seen in central regions of the cells, where little 
cell movement (and hence actin fluorescence) is observed. 
Other means of monitoring cell spreading such as a simple area measurement may comprise a 
better measure of the overall extent of the spreading process, but lack spatial resolution. One 
alternative means of examining cell spreading, which could provide insight into finer features would 
be the examination of the distribution of pixel distances from the edge of the covered area. This would 
have to be offset against the relative size of the contact area in some way, but would give an idea of 
the frequency of features such as thin protrusions at the cell edge, if expressed in the form of a 
histogram, for example. 
Finally, for future measurements, it would likely be preferable to use a parallelised as opposed to 
a point-scanning acquisition system, since this would mean that each pixel in the frame is measured 
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simultaneously, avoiding the possibility of giving rise to false temporal correlations on the scale of a 
frame interval. 
7.5 Summary 
This work has shown the examination of order at live NK cell-target cell synapses by means of a 
phase-sensitive dye using single photon confocal scanning microscopy for the first time. The data 
suggests that there is a difference in lipid order patterning at the NK cell immune synapse depending 
on the ligands presented by target cells. It also illustrates the development and use of a piece of 
software that allows the spreading behaviour of cells to be analysed in terms of their symmetry, which 
has also been found to vary depending on the ligands encountered. 
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8 Conclusions, future work and outlook 
8.1  Preface 
The previous chapters have examined the comparison, development and application of a variety 
of multidimensional fluorescence imaging technologies with a view towards studying cell biology.  
The work described includes the development of a new multiphoton FLIM microscopy modality
[186]
, 
which allows for increased imaging speed and/or reduced sample photobleaching whilst maintaining 
the lifetime accuracy and spatial resolution of single point TCSPC and providing superior 
performance compared to a widefield time-gated system with similar illumination. This microscope 
system has been used to improve upon the timescale upon which the reaction of cell metabolism to 
stimulation has been previously examined. 
Using a confocal TCSPC FLIM system, the spatial distribution of inhibitory signalling in natural 
killer cells has been imaged
[136]
, and the resolution of this imaging was subsequently enhanced by the 
application of optical tweezers. In addition to this, the distribution of membrane order at NK cell 
synapses has been studied, and new software tools have been developed to control or simulate various 
experimental setups, and to analyse cell motion
[183]
. This chapter summarises the results obtained and 
looks at future directions that could be taken with this work. 
8.2 Signalling at the immune synapse 
After the discussion of fluorescence imaging in Chapter 2 and of cell biology in Chapter 3, 
Chapter 4 described the application of laser scanning confocal microscopy and FLIM to study the 
spatial organisation of signalling by receptors found at the natural killer cell immune synapse. It was 
found that, although the inhibitory receptor KIR2DL1 can be found in many spatial arrangements at 
the synapse, only a fraction of these molecules appear to be engaged in signalling at any one point, as 
judged by the phosphorylation status of their ITIM signalling domains, which was read out using 
FLIM FRET. These FLIM experiments were first carried out by acquiring multiple confocal sectioned 
images of fixed cells trapped between a glass slide and coverslip, resulting in the data obtained having 
a non-isotropic spatial resolution. This is caused by the differing resolutions of a confocal system in 
the axial and transverse directions and makes it difficult to image a synapse with isotropic spatial 
resolution as they tend to be vertically-oriented. In addition to this, the requirement to acquire a z-
stack of multiple sections in order to be able to compute each en face image of the IS results in low 
temporal resolution and significant bleaching of the sample as the acquisition progresses.  This 
reduces the number of photons that can be collected, which can affect the quality of the lifetimes 
fitted. In order to address this problem, optical trapping was used to rotate the cells such that the 
synapse could be oriented parallel to the imaging plane and the same microscope could then be used 
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with both improved resolution and bleaching properties. The data acquired in this way is consistent 
with the sectioned images obtained previously. In conjunction with this, the time-lapse imaging of 
Lck at the synapse was a valuable verification of its contribution to the phosphorylation of inhibitory 
receptors, as evidenced by the abrogation of KIR2DL1 phosphorylation as detected by FRET in the 
presence of a specific inhibitor
[136]
. 
Experiemnts were also undertaken to extend this work to a different, activating receptor but it 
was not possible to achieve suitably labelled cells, due to either insufficient expression of the receptor, 
or an excess of cytoplasmic fluorescence.   
8.3 Comparison of optically sectioning imaging systems 
Partly in response to the relatively long image acquisition times required for the TCSPC FLIM 
imaging reported in Chapter 4, it was decided to investigate faster FLIM microscopes exploiting 
parallel pixel illumination. Chapter 5 compared the performance of various patterned-disk based 
imaging systems to single photon and multiphoton single laser beam scanning confocal microscopes 
in order to evaluate their potential for cell biology experiments such as imaging cellular protein 
accumulations. The primary criterion was the sectioning strength of the systems obtained when 
imaging a thin fluorescent layer. The single beam scanning confocal system provided superior 
performance in this respect and there were clear differences between the disk-based systems 
examined, with the Yokogawa CSU-10 performing the best.  
8.4  TriMScope and MM TCSPC FLIM system 
Chapter 6 describes the rationale for a multifocal multiphoton time correlated single photon 
counting microscope, and the development of a novel multibeam multiphoton TCSPC FLIM 
microscope. The instrument was characterised, with spatial image resolution being similar to a single-
point scanning multiphoton microscope. The system performance in determining fluorescence 
lifetimes was then found to be superior to that of a GOI-based detection scheme, when the same 
number of photons was excited from the sample. The system was applied to study metabolic 
perturbation of cells via FLIM of NADH autofluorescence.    
8.5 Lipid order and cell spreading at the immune synapse  
Chapter 7 described experiments to image the spatial organisation of lipid order at the NK cell 
synapse and the analysis of cell spreading in response to activating and inhibitory stimuli.  It was seen 
that, in NK-target conjugates, region of increased order are found at the synapse, as determined by 
ratiometric emission imaging of di-4-ANEPPDHQ in the plasma membrane. The region of potential 
raft accumulation comprises a greater proportion of the synapse in inhibitory interactions, which is at 
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odds with previous work done using fixation and antibody staining.  This discrepancy may be due to 
the fact that live cells were used for the cell-cell conjugation experiments carried out in this work, 
which may result in fewer artefacts being generated by the sample preparation.  However, the effects 
of protein clustering on the spectral properties of di-4-ANEPPDHQ are not well known and it is 
possible that the clustering of proteins at the immunological synapse could provide an alternative 
source for change in the local fluorophore environment that may affect the fluorescence properties of 
the dye. This is an interesting avenue for further research and some possible experiments on the 
matter are mentioned below. 
8.6  Software for control and analysis 
Various software tools were successfully developed throughout this project, for example, to 
analyse the spreading of NK cells in response to both activating and inhibitory stimuli, showing that 
the response to stimuli is both dynamic and localised.  In addition to this, computer simulation of the 
MM TCSPC FLIM system showed that it can be operated to either have superior performance in 
terms of photon pile-up, or (with some modification) superior photobleaching properties compared to 
single point laser scanning systems. Other software developed has been instrumental in controlling the 
microscopes and in processing the acquired data. The various programs developed throughout the 
course of this work are discussed in the context of the experiments they was applied to. 
8.7  Future work 
This section examines improvements that could be made to the systems and techniques developed 
and/or used in this work, as well as describing future work that is planned or which could be 
undertaken.  
8.7.1 Disk-based quasi-confocal microscopes 
The work on the disk based quasi-confocal imaging systems described in Chapter 5 provides a 
good basis of comparison to determine the optimum approach for the imaging of cells and other 
samples. The Yokogawa CSU10, a Nipkow disk microscope incorporating an array of microlenses to 
increase excitation efficiency, was found to provide superior sectioning performance and background 
rejection compared to the BD CARV II and the Olympus DSU systems. Although the sectioning 
performance was not as good as a single point scanning confocal system using a similar excitation 
wavelength and numerical aperture, the parallelisation achievable allows for a great increase in the 
imaging rate, which is of interest in live cell imaging.  Further study of the signal-to-noise ratio 
achievable in images of similar acquisition times for both Nipkow and single point confocal systems 
could be useful in determining whether the loss of axial resolution is warranted in some cases. 
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8.7.2  MM TCSPC FLIM microscope 
Although the MM TCSPC FLIM system was not applied to FLIM of immune synapses in this 
thesis, it would be useful in some situations and could be used in conjunction with optical tweezers. 
The primary reason for not using MM TCSPC FLIM for the IS studies in this thesis was that the 
Ti:sapphire laser is not capable of effectively exciting and imaging the acceptor fluorophore used in 
the experiments, making confirmation of staining for a particular synapse extremely difficult.  In 
addition, integration of the optical tweezers into the MM TCSPC FLIM microscope would have 
required the replacement of some critical microscope components, requiring an infrared-reflective 
dichroic with a particular non-reflective wavelength pass band matched to the laser diode used for the 
optical trapping.  This custom optical component would be relatively costly and would remove the 
ability of the system to be switched between TCSPC and widefield imaging modes.  
Two particular improvements that could be made to the MM TCSPC FLIM system would be the 
implementation of a custom beamsplitter and of independent detectionTCSPC electronics for each 
channel.  Since the current setup is optimised for closely-spaced illumination foci, many beams are 
blocked (and therefore not used) in order to reduce crosstalk. A desirable alternative to this situation 
would be the implementation of a beamsplitter that allows for wider spacing of excitation points on 
the sample, perhaps even in a 2 dimensional arrangement if an appropriate detector were available. 
Software to allow for purely stage-scanning detection has been created and a detector based on an 
array of APDs each with integrated counting electronics has been tested on a preliminary basis. This 
setup allows for fully independent TCSPC at each pixel and has proved capable of determining an 
accurate lifetime for Coumarin 153.  Further development of this detection system is planned once 
some electronics issues are resolved.  
8.7.3 Software development 
Some potentially useful improvements that could be made to the TriMScope acquisition software 
for MM TCSPC FLIM are the implementation of independent step integration times or power levels 
for sequenced acquisitions. This would allow for increased acquisition speeds by allowing for shorter 
integration times on brighter excitation-emission combinations whilst still keeping a good level of 
signal for the dimmer pixels. This would be useful in the situation where multiple wavelength time 
sequences are desired, but less so for single time point acquisitions unless the detection count rates are 
very different. 
Separately, provision can be made for step-by-step monitoring of pixel intensities, to allow for 
the detection of potential pile-up during an acquisition, possibly with an arrangement for 
automatically adjusting the beam intensity and restarting of an acquisition to allow for more 
automated operation. This would also require monitoring the power being sent to the sample, as 
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currently, control of the power available using programmable pre-sets is not reliable enough for this 
type of operation. 
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