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Abstract. The coalgebraic approach to modal logic provides a uniform frame-
work that captures the semantics of a large class of structurally different modal
logics, including e.g. graded and probabilistic modal logics and coalition logic.
In this paper, we introduce the coalgebraic -calculus, an extension of the general
(coalgebraic) framework with ﬁxpoint operators. Our main results are complete-
ness of the associated tableau calculus and EXPTIME decidability. Technically,
this is achieved by reducing satisﬁability to the existence of non-wellfounded
tableaux, which is in turn equivalent to the existence of winning strategies in
parity games. Our results are parametric in the underlying class of models and
yield, as concrete applications, previously unknown complexity bounds for the
probabilistic -calculus and for an extension of coalition logic with ﬁxpoints.
1 Introduction
The extension of a modal logic with operators for least and greatest ﬁxpoints leads to
a dramatic increase in expressive power [1]. The paradigmatic example is of course the
modal -calculus [10]. In the same way that the -calculus extends the modal logic K,
one can freely add ﬁxpoint operators to any propositional modal logic, as long as modal
operators are monotone. Semantically, this poses no problems, and the interpretation
of ﬁxpoint formulas can be deﬁned in a standard way in terms of the semantics of the
underlying modal logic.
This apparent simplicity is lost once we move from semantics to syntax: complete-
nessandcomplexityevenofthemodal-calculusareallbuttrivial[20,4],and-calculi
arisingfromothermonotonemodal logicsarelargelyunstudied,withthenotableexcep-
tion of the graded -calculus [12]. Here, we improve on this situation, not by providing
a new complexity result for a speciﬁc ﬁxpoint logic, but by providing a generic and
uniform treatment of modal ﬁxpoint logics on the basis of coalgebraic semantics. This
allows for a generic and uniform treatment of a large class of modal logics and replaces
the investigation of a concretely given logic with the study of coherence conditions that
mediate between the axiomatisation and the (coalgebraic) semantics. The use of coal-
gebras conveniently abstracts the details of a concretely given class of models, which
is replaced by the class of coalgebras for a(n unspeciﬁed) endofunctor on sets. Speciﬁc
choices for this endofunctor then yield speciﬁc model classes, such as the class of all
Kripke frames or probabilistic transition systems. A property such as completeness or
complexity of a speciﬁc logic is then automatic once the coherence conditions are sat-
isﬁed. As it turns out, even the same coherence conditions that guarantee completeness
? Partially supported by grant EP/F031173/1 from the UK EPSRC.and decidability of the underlying modal logic entail the same properties of the ensu-
ing -calculus. This immediately provides us with a number of concrete examples: as
instances of the generic framework, we obtain not only the known EXPTIME bounds,
both for the modal and the graded -calculus [4,12], but also previously unknown EX-
PTIME bounds for the probabilistic and monotone -calculus, and for an extension of
coalition logic [15] with ﬁxpoint operators.
Our main technical results are a syntactical characterisation of satisﬁability in terms
of (non-)existence of closed tableaux and a game-theoretic characterisation of satisﬁ-
ability that yields an EXPTIME upper bound for the satisﬁability problem. Along the
way, we establish a small model theorem. We start by describing a parity game that
characterizes model checking for the coalgebraic -calculus. As in the model-checking
game for the modal -calculus (see e.g. [18]), we allow greatest and least ﬁxpoints
to be unfolded ad libitum. Truth of a formula in a particular state of a model then
follows, if only greatest ﬁxpoints are unfolded inﬁnitely often on the top level along
inﬁnite paths. This condition can be captured by a parity condition. The same technique
is employed in the construction of tableaux, which we conceptualise as ﬁnite directed
graphs: closed tableaux witness unsatisﬁability of the root formula, provided that along
any inﬁnite tableau path one can construct an inﬁnite sequence of formulas (a “trace”)
that violates the parity condition. In particular, closed tableaux are ﬁnitely represented
proofs of the unsatisﬁability of the root formula. Soundness of the tableau calculus is
established by showing that a winning strategy in the model checking game precludes
existence of a closed tableau. An EXPTIME upper bound for decidability is then estab-
lished with the help of tableau games, where the adversary chooses a tableau rule, and
the player claiming satisﬁability chooses one conclusion which effectively constructs
a path in a tableau. In order to turn this tableau game into a parity game we combine
the game board with the transition function of a deterministic parity word automaton.
This automaton checks that on any given play, i.e., on any tableau path, there exists no
trace that violates the parity condition. We prove adequacy of the tableau game by con-
structing a satisfying model from a winning strategy in the tableau game, which makes
crucial use of the coherence conditions between the axiomatisation and the coalgebraic
semantics. This allows us to determine satisﬁability of a ﬁxpoint formula by deciding
the associated (parity) tableau game, and the announced EXPTIME upper bound fol-
lows once we can ensure that legality of moves in the tableau game can be decided in
exponential time.
Related Work. Our treatment is inspired by [14,19,17], but we note some impor-
tant differences. In contrast to [14], we use parity games that directly correspond to
tableaux, together with parity automata to detect bad traces. Moreover, owing to the
generality of the coalgebraic framework, the model construction here needs to super-
impose a coalgebra structure on the relation induced by a winning strategy. This con-
struction is necessarily different from [17], since we cannot argue in terms of modal
rank in the presence of ﬁxpoints. Coalgebraic ﬁxpoint logics are also treated in [19],
where an automata theoretic characterisation of satisﬁability is presented. We add to
this picture by providing complexity results and a complete tableau calculus. Moreover,
we use standard syntax for modal operators, which allows us to subsume for instance
the graded -calculus that cannot be expressed in terms of the r-operator used in op.cit.2 The Coalgebraic -Calculus
To keep our treatment fully parametric in the underlying (modal) logic, we deﬁne the
syntax of the coalgebraic -calculus relative to a (ﬁxed) modal similarity type, that is, a
set  of modal operators with associated arities. Throughout, we ﬁx a denumerable set
V of propositional variables. We will only deal with formulas in negation normal form
and abbreviate  = f~ j ~ 2 g and V = fp j p 2 Vg. The arity of ~ 2  is the
same as that of ~. The set F() of -formulas is given by the grammar
A;B ::= p j p j A _ B j A ^ B j ~(A1;:::;An) j p:A j p:A
where p 2 V, ~ 2  [  is n-ary and p does not occur in A in the last two clauses.
The sets of free and bound variables of a formula are deﬁned as usual, in particular
p is bound in p:A and p:A. Negation  : F() ! F() is given inductively by
p = p, A ^ B = A _ B, ~(A1;:::;An) = ~(A1;:::;An) and p:A = p:A[p :=
p] and the dual clauses for _ and . If S is a set of formulas, then the collection of
formulas that arises by preﬁxing elements of S by one layer of modalities is denoted by
( [ )(S) = f~(S1;:::;Sn) j ~ 2  [  n-ary, S1;:::;Sn 2 Sg. A substitution
is a mapping  : V ! F() and A is the result of replacing all free occurrences of
p 2 V in A by (p).
On the semantical side, parametricity is achieved by adopting coalgebraic seman-
tics: formulas are interpreted over T-coalgebras, where T is an (unspeciﬁed) endofunc-
tor on sets, and we recover the semantics of a large number of logics in the form of spe-
ciﬁc choices for T. To interpret the modal operators ~ 2 , we require that T extends to
a -structure and comes with a predicate lifting, that is, a natural transformation of type
[[~]] : 2n ! 2Top for every n-ary modality ~ 2 , where 2 : Set ! Set
op is the con-
travariantpowersetfunctor.Inelementaryterms,thisamountstoassigningaset-indexed
family of functions ([[~]]X : P(X)n ! P(TX))X2Set to every n-ary modal opera-
tor ~ 2  such that (Tf) 1  [[~]]X(A1;:::;An) = [[~]]Y (f 1(A1);:::;f 1(An))
for all functions f : Y ! X. If ~ 2  is n-ary, we put [[~]]X(A1;:::;An) =
(TX) n [[~]]X(X n A1;:::;X n An). We usually denote a structure just by the end-
ofunctor T and leave the deﬁnition of the predicate liftings implicit. A -structure is
monotone if, for all sets X we have that [[~]]X(A1;:::;An)  [[~]]X(B1;:::;Bn)
whenever Ai  Bi for all i = 1;:::;n.
In the coalgebraic approach, the role of frames is played by T-coalgebras, i.e. pairs
(C;) where C is a (state) set and  : C ! TC is a (transition) function. A T-model is
a triple (C;;) where (C;) is a T-coalgebra and  : V ! P(C) is a valuation (we
put (p) = C n (p)). For a monotone T structure and a T-model M = (C;;), the
truth set [[A]]M of a formula A 2 F() w.r.t. M is given inductively by
[[p]]M = (p) [[p]]M = C n (p) [[p:A]]M = LFP(AM
p ) [[p:A]]M = GFP(AM
p )
[[~(A1;:::;An)]]M =  1  [[~]]C([[A1]]M;:::;[[An]]M)
where LFP(AM
p ) and GFP(AM
p ) are the least and greatest ﬁxpoint of the monotone
mapping AM
p : P(C) ! P(C) deﬁned by AM
p (X) = [[A]](C;;0) with 0(q) = (q)
for q 6= p and 0(p) = X. We write M;c j= A if c 2 [[A]]M to denote that A is satisﬁedat c. A formula A 2 F() is satisﬁable w.r.t. a given -structure T if there exists a
T-model M such that [[A]]M 6= ;. The mappings AM
p are indeed monotone in case of a
monotone -structure, which guarantees the existence of ﬁxpoints.
Example 1. 1. T-coalgebras (C; : C ! P(C)) for TX = P(X) are Kripke
frames. If  = fg for  unary and  = , F() are the formulas of the modal -
calculus [10], and the structure [[]]X(A) = fB 2 P(X) j B  Ag gives its semantics.
2. The syntax of the graded -calculus [12] is given (modulo an index shift) by the
similarity type  = fhni j n  0g where hni = [n], and hniA reads as “A holds in
more than n successors”. In contrast to op. cit. we interpret the graded -calculus over
multigraphs, i.e. coalgebras for the functor B (below) that extends to a structure via
B(X) = ff : X ! N j supp(f) ﬁniteg [[hni]]X(A) = ff 2 B(X) j
X
x2X
f(x) > ng:
where supp(f) = fx 2 X j f(x) 6= 0g is the support of f. Note that this semantics
differs from the Kripke semantics for both graded modal logic [7] and the graded -
calculus, but both types of semantics induce the same satisﬁability problem: Kripke
frames are multigraphs where each edge has multiplicity one, and the unravelling of a
multigraph can be turned into a Kripke frame by inserting the appropriate number of
copies of each state. Both transformations preserve satisﬁability.
3. The probabilistic -calculus arises from the similarity type  = fhpi j p 2
[0;1]\Qg where hpi = [p] and hpi reads as “ holds with probability at least p in the
next state”. The semantics of the probabilistic -calculus is given by the structure
D(X) = f : X !f [0;1] j
X
x2X
(x) = 1g [[hpi]]X(A) = f 2 D(X) j
X
x2A
(x)  pg
where !f indicates maps with ﬁnite support. Coalgebras for D are precisely image-
ﬁnite Markov chains, and the ﬁnite model property of the coalgebraic -calculus that
we establish later ensures that satisﬁability is independent of image-ﬁnite semantics.
4. Formulas of coalition logic over a ﬁnite set N of agents [15] arise via  = f[C] j
C  Ng, and are interpreted over game frames, i.e. coalgebras for the functor
G(X) = f(f;(Si)i2N) j
Y
i2N
Si 6= ;;f :
Y
i2N
Si ! Xg
which is a class-valued functor, which however ﬁts with the subsequent development.
We think of Si as the set of strategies for agent i and f is an outcome function. We read
[C]A reads as “coalition C can achieve A”, which is captured by the lifting
[[[C]]]X(A) = f(f;(Si)i2N) 2 G(X) j 9(si)i2C8(si)i2NnC(f((si)i2N) 2 Ag
that induces the standard semantics of coalition logic.
5. Finally, the similarity type  = fg of monotone modal logic [2] has a single
unary  (we write  = ) and interpret the ensuing language over monotone neigh-
bourhood frames, that is, coalgebras for the functor / structure
M(X) = fY  P(P(X)) j Y upwards closedg [[]]X(A) = fY 2 M(X) j A 2 Y gwhich recovers the standard semantics in a coalgebraic setting [8].
It is readily veriﬁed that all structures above are indeed monotone.
3 The Model-Checking Game
We start by describing a characterisation of model checking in terms of parity games
that generalises [18, Theorem 1, Chapter 6] to the coalgebraic setting. The model-
checking game is a variant of the one from [3]. A parity game played by 9 (´ Eloise) and
8 (Abelard) is a tuple G = (B9;B8;E;
) where B = B9 [B8 is the disjoint union of
positions owned by 9 and 8, respectively, E  BB indicates the allowed moves, and

 : B ! ! is a (parity) map with ﬁnite range. An inﬁnite sequence (b0;b1;b2;:::) of
positions is called bad if maxfk j k = 
(bi) for inﬁnitely many i 2 !g is odd.
A play in G is a ﬁnite or inﬁnite sequence of positions (b0;b1;:::) with the property
that (bi;bi+1) 2 E for all i, i.e. all moves are legal, and b0 is the initial position of
the play. A full play is either inﬁnite, or a ﬁnite play ending in a position bn where
E[bn] = fb 2 B j (bn;b) 2 Eg = ;, i.e. no more moves are possible. A ﬁnite play
is lost by the player who cannot move, and an inﬁnite play (b0;b1;:::) is lost by 9 if
(b0;b1;:::) is bad.
A strategy in G for a player P 2 f9;8g is a function s that maps plays that end in
a position b 2 BP of P to a position b0 2 B such that (b;b0) 2 E whenever E[b] 6= ;.
Intuitively, a strategy determines a player’s next move, depending on the history of the
play, whenever the player has a move available. A strategy for a player P 2 f9;8g is
called history-free if it only depends on the last position of a play. Formally, a history-
free strategy for player P 2 f9;8g is a function s : BP ! B such that (b;s(b)) 2 E
for all b 2 BP with E[b] 6= ;. A play (b0;b1;:::) is played according to some strategy
s if bi+1 = s(b0 :::bi) for all i with bi 2 BP. Similarly a play (b0;b1;:::) is played
according to some history-free strategy s if bi+1 = s(bi) for all i with bi 2 BP. Finally,
we say s is a winning strategy from position b 2 B if P wins all plays with initial
position b that are played according to s.
We will use the fact that parity games are history-free determined [5,13] and that
winning regions can be decided in UP \ co-UP [9].
Theorem 2. At every position b 2 B9 [ B8 in a parity game G = (B9;B8;E;
) one
of the players has a history-free winning strategy. Furthermore, for every b 2 B9 [B8,
it can be determined in time O

d  m 

n
bd=2c
bd=2c
which player has a winning
strategy from position b, where n, m and d are the size of B, E and the range of 
,
respectively.
The model checking game is played on both states and formulas, and only the closure
of the initial formula, which is assumed to be clean and guarded, is relevant:
Deﬁnition 3. A set    F() of formulas is closed if B 2   whenever B is a sub-
formula of some A 2   and A[p := p:A] 2   if p:A 2  , where  2 f;g. The
closure of   is the smallest closed set Cl( ) for which    Cl( ).A formula A 2 F() is guarded if, for all subformulas p:B of A, p only appears
in the scope of a modal operator within B, and A is clean if every variable is bound at
most once in A. A set of formulas is clean/guarded if this applies to every element.
In the model checking game, the unfolding of ﬁxpoint formulas gives rise to inﬁnite
plays, and we have to ensure that all inﬁnite plays that cycle on an outermost -variable
are lost by 9 (who claims that the formula(s) under consideration are satisﬁed), as this
would correspond to the inﬁnite unfolding of a least ﬁxpoint. This is achieved by the
parity function.
Deﬁnition 4. A parity map for a ﬁnite, clean set of formulas   is a function 
 :
Cl( ) ! ! with ﬁnite range for which 
(A) = 0 unless A is of the form p:B,
 2 f;g, 
(A) is odd (even) iff A is of the form p:B (p:B), and 
(1p1:B1) 

(2p2:B2) whenever 1p1:B1 is a subformula of 2p2:B2, where 1;2 2 f;g.
It is easy to see that every clean set of formulas admits a parity function.
Lemma 5. If    F() is ﬁnite and clean, then   admits a parity function whose
range is bounded by the cardinality of Cl( ).
A parity function for   deﬁnes the following game:
Deﬁnition 6. Suppose that M = (C;;) is a T-model,    F() is ﬁnite, clean
and guarded, and 
 is a parity map for  . The model checking game MG (M) is the
parity game whose positions and admissible moves are given in the following table,
Position: b Player Admissible moves: E[b]
(p;c);c 2 (p) 8 ;
(p;c);c 62 (p) 9 ;
(p:A(p);c) for  2 f;g 9 f(A[p := p:A(p)];c)g
(A1 _ A2;c) 9 f(A1;c);(A2;c)g
(A1 ^ A2;c) 8 f(A1;c);(A2;c)g
(~(A1;:::;An);c) 9 f(~(A1;:::;An);(U1;:::;Un)) j
U1;:::;Un  C;(c) 2 [[~]]C(U1;:::;Un)g
(~(A1;:::;An);(U1;:::;Un)) 8 f(Ai;c) j 1  i  n;c 2 Uig
where p 2 V [ V , ~ 2  [ , A;A1;:::;An 2 Cl() are -formulas, c 2 C
are states and Ui  C are state sets. The parity function of MG (M) is given by

0(A;c) = 
(A) for A 2 Cl( ) and c 2 C, and 
0( ) = 0 otherwise.
As any two parity functions for a given set of formulas induce the same winning region
for both players, we speak of the model checking game given by a set of formulas. The
announced generalisation of [18, Theorem 1, Chapter 6] now takes the following form:
Theorem 7. For   ﬁnite, clean and guarded, a T-model M = (C;;), A 2 Cl( )
and c 2 C, 9 has a winning strategy in MG (M) from position (A;c) iff M;c j= A.
The model checking game is used to show completeness of associated tableau calculi.4 Tableaux for the coalgebraic -calculus
The construction of tableaux for the coalgebraic -calculus relies on a set of rules that
provides the glue between syntax and semantics. As we do not commit to a particular
semantics, we exhibit coherence conditions that ensure soundness and completeness.
Deﬁnition 8. A monotone one-step tableau rule for a similarity type  is of the form
 0
 1 :::  n
where  0 2 ( [ )(V ) and  1;:::; n  V , every propositional variable occurs at
most once in  0 and all variables occurring in one of the  i’s (i > 0) also occur in  0.
Monotone tableau rules do not contain negated propositional variables, which are not
needed to axiomatise (the class of models induced by) monotone  structures. The
restriction on occurrences of propositional variables is unproblematic, as variables that
occur in a conclusion but not in the premise and multiple occurrences of variables in
the premise can always be eliminated. The set of one-step tableau rules is a (the only)
parameter in the construction of tableaux for coalgebraic ﬁxpoint logics. Example rules
are most conveniently presented if we identify a linear inequality
P
i aipi < k where
pi 2 V [ V and ai;k 2 Q with the set of prime implicants of the boolean function
(xi) 7! 1 iff
P
aisg(pi) < k where sg(p) = 1 and sg(p) = 0 for p 2 V , and prime
implicants are represented by sets of propositional variables.
Example 9. The following rule sets are used for the logics introduced in Example 1,
(K)
p0;p1;:::;pn
p0;p1;:::;pn
(M)
p;q
p;q
(G)
hk1ip1;:::;hknipn;[l1]q1;:::;[lm]qm Pm
j=1 sjqj  
Pn
i=1 ripi < 0
(P)
ha1ip1;:::;hanipn;[b1]q1;:::;[bm]qm Pm
j=1 sjqj  
Pn
i=1 ripi < k
(C1)
[C1]p1;:::;[Cn]pn
p1;:::;pn
(C2)
[C1]p1;:::;[Cn]pn;[D]q;[N]r1;:::;[N]rm
p1;:::;pn;q;r1;:::;rm
where n;m 2 N and sets are represented by ;-separated lists. For the modal and mono-
tone -calculus, we have all instances of (K) and (M), respectively. The graded -
calculus uses all instances of (G) for which ri;sj 2 N n f0g and
Pn
i=1 ri(ki + 1) 
1 +
Pm
j=1 sjlj. The probabilistic -calculus is axiomatised by instances of (P) where
ri;sj 2 N n f0g and
Pn
i=1 riai  
Pm
j=1 sjbj  k if n > 0 and  
Pm
j=1 sjbj < k if
n = 0. Finally, we associate all instances of (C1);(C2) for which the Ci are disjoint
and moreover Ci  D in the case of (C2). We note that all rules above are monotone.
Tableaux themselves are formulated in terms of sequents:Deﬁnition 10. A -tableau sequent, or just sequent, is a ﬁnite set of -formulas. We
write S() for the set of -sequents. If   2 S() we write S( ) = f 2 S() j  
Cl( )g for the set of sequents over the closure of  . We identify a formula A 2 F()
with the singleton set fAg, and write  ; =   [  for the union of  ; 2 S() as
before. Substitution extends to sequents via   = fA j A 2  g.
The set TR of tableau rules induced by a set R of one-step rules contains the propo-
sitional and ﬁxpoint rules, the modal rules (m) and the axiom (rule) below:
(^)
 ;A ^ B
 ;A;B
(_)
 ;A _ B
 ;A  ;B
(f)
 ;p:A
 ;A[p := p:A]
(m)
 0;
 1 ::: n
(Ax)
 ;A;A
Here,  ; 2 S() range over sequents and A;B 2 F() over formulas. In (m),
 0= 1 ::: n 2 R and  : V ! F() is so that A = B only if A = B for
A;B 2  0. An axiom is a premise of (Ax). The sequent  is called a context of the
modal rule  0;= 1 ::: n, and the context of a non-modal rule is always empty.
Weonlyallowsubstitutionsthatdonotduplicateliteralsinthepremiseofmodalrulesto
ensure decidability, and we require that the set of one-step tableau rules is closed under
contraction later. Since ﬁxpoint rules generate inﬁnite paths, we formalise tableaux as
ﬁnite, rooted graphs. As a consequence, closed tableaux are ﬁnitely represented proofs
of the unsatisﬁability of the root formula.
Deﬁnition 11. A tableau for a clean, guarded sequent   2 S() is a ﬁnite, directed,
rooted and labelled graph (N;K;R;`) where N is the set of nodes, K  N  N is
the set of edges, R is the root node and ` : N ! S( ) is a labelling function such that
`(R) =   and, if K(n) = fn0 j (n;n0) 2 Kg:
 if `(n) is not the premise of a rule in TR, then K(n) = ;.
 if `(n) is a premise of a rule in TR, then `(n)=f`(n0) j n0 2 K(n)g 2 TR.
An annotation of a tableau is a mapping  : N ! S() such that (n) is a context of
the rule `(n)=f`(n0) j n0 2 K(n)g whenever K(n) 6= ;.
In other words, tableaux are sequent-labelled graphs where a rule has to be applied at
a node if the node label matches a rule premise, no rule may be applied otherwise.
The purpose of annotations is to record the weakening steps immediately prior to the
applications of modal rules, which is needed for the deﬁnition of traces later.
Our goal is to show that a formula A 2 F() is satisﬁable iff no tableau for A
ever closes. In a setting without ﬁxpoints, a tableau is closed iff all leaves are labelled
with axioms. Here we also need to consider inﬁnite paths, and ensure that only greatest
ﬁxpoints are unfolded inﬁnitely often at the top level of an inﬁnite path. As in [14], this
necessitates to consider the set of traces through a given tableau.
Deﬁnition 12. The set of directional rule names is given by N = f_l;_r;^;f;mg, and
an instance of [ 2 N is an instance of the _-rule if [ = _l or [ = _r and an instance
of a ﬁxpoint rule/modal rule if [ = f=m. A trace tile is a triple t = (;[;0) for
;0 2 S() and [ 2 N. The trace tile t is consistent if there exists an instance of [
withemptycontextthathas  asapremiseandasoneofitsconclusions,wherehas
to be the left (right) conclusion of the _-rule in case [ = _l ([ = _r). A path througha tableau T = (N;K;R;`) is a ﬁnite or inﬁnite sequence of nodes and directional rule
names
 = n0
[0  ! n1
[1  ! n2
[2  ! n3 :::
such that ni+1 2 K(ni), `(ni)=f`(n0) j n0 2 K(n)g is an instance of [, and (`(ni) n
(ni);[i;`(ni+1)) is a consistent trace tile. A ﬁnite path  is of maximal length if
K(n) = ; for the end node n of .
If  is an annotation for T, then an -trace through  is a ﬁnite or inﬁnite se-
quence of formulas (A0;A1;:::) such that Ai 2 `(ni) and (Ai;Ai+1) 2 Tr(`(ni) n
(ni);[i;`(ni+1))wheretherelationsTr( ;[;)inducedbytracetilesaregivenby
 Tr(( ;A _ B);_l;( ;A)) = f(A _ B;A)g [ Diag( )
 Tr(( ;A _ B);_r;( ;B)) = f(A _ B;B)g [ Diag( )
 Tr(( ;A ^ B);^;( ;A;B)) = f(A ^ B;A);(A ^ B;B)g [ Diag( )
 Tr( ;m;) = f(~(B1;:::;Bk);Bj) j ~(B1;:::;Bk) 2  ;Bj 2 ;j  kg
 Tr(( ;p:B);f;( ;B[p := p:B]) = fp:B;B[p := p:B])g [ Diag( )
 Tr( ;[;) = ; otherwise.
where Diag(X) = f(x;x) j x 2 Xg is the diagonal on any set X. Finally, a tableau T
isclosed,ifthereexistsanannotation suchthattheendnodeofanyﬁnitepaththrough
T of maximal length that starts in the root node is labelled with a tableau axiom and
every inﬁnite path starting in the root node carries at least one bad -trace with respect
to a parity function 
 for  .
Consistent trace tiles record the premise of a rule and one of its conclusions, together
with the directional rule name. Here we require empty context, so that the rule that wit-
nesses consistency of a trace tile is necessarily a substituted one-step rule. This implies
that all traces on a tableau path ending in the context of a rule premise terminate.
Example 13. If nodes are represented by their labels, then the path
A _ p:B;C
_r  ! p:B;C
f  ! B[p := p:B];C :::
supports the traces (A_p:B;p:B;B[p := p:B];:::) and (C;C;C;:::). Note
that there is no trace on this path that starts with A.
Our goal is to show that non-existence of a closed tableau is equivalent to the sat-
isﬁability of the root formula. This is where we need coherence conditions between
the axiomatisation and the (coalgebraic) semantics. In essence, we require that one-
step tableau rules characterise satisﬁability of a set of modalised formulas of the form
~(A1;:::;An) purely in terms of the -structure.
Deﬁnition 14. The interpretation of a propositional sequent    V [ V with respect
to a set X and a valuation  : V ! P(X) is given by [[ ]]X; =
T
f(p) j p 2  g,
and the interpretation [[ ]]TX;  TX of a modalised sequent    ( [ )(V ) is
[[ ]]TX; = \f[[~]]X((p1);:::;(pn)) j ~(p1;:::;pn) 2  g:
If T is a -structure, then a set R of monotone tableau rules for  is one-step tableau
complete with respect to T if [[ ]]TX; 6= ; iff for all  0= 1;:::; n 2 R and all
 : V ! V with  0   , there exists 1  i  n such that [[ i]]X; 6= ;, whenever
   ( [ )(V ) and  : V ! P(X).Informally speaking, a set R of one-step tableau rules is one-step tableau complete
if a modalised sequent   is satisﬁable iff any rule that matches   has a satisﬁable
conclusion.
An adaptation of [16, Theorem 17] to the setting of monotone tableau rules estab-
lishes existence of a tableau complete set of monotone rules for monotone -structures.
Proposition 15. Every monotone -structure admits a one-step tableau complete set
of monotone tableau rules.
In our examples, the situation is as follows:
Proposition 16. The rule sets introduced in Example 9 are one-step tableau complete
with respect to the corresponding structures deﬁned in Example 1.
With the help of Theorem 7 we can now show that satisﬁability precludes the existence
of closed tableaux, as a winning strategy for 9 in the model checking game induces a
path through any tableau that contradicts closedness.
Theorem 17. Let R be a one-step tableau complete set of monotone rules for the modal
similarity type , and let   2 S() be clean and guarded. If   is satisﬁable in some
model M = (C;;) at state c 2 C, then no closed tableau for   exists.
Example 18. Consider the following formula of the coalitional -calculus
[C]X:(p ^ [N]X) ^ [D]Y:(p _ [D]Y )
stating that “coalition C can achieve that, from the next stage onwards, p holds irrespec-
tive of the strategies used by other agents, and coalition D can ensure (through suitable
strategies used in the long term) that p holds after some ﬁnite number of steps”. Here,
we assume that C;D  N are such that C\D = ;. Deﬁne a parity map 
 for the above
formula by 
(X:(p^[N]X)) = 2, 
(Y:(p_[D]Y )) = 1 and 
(A) = 0 otherwise.
The unsatisﬁability of this formula is witnessed by the following closed tableau:
[C]B ^ [D]A
[C]B ; [D]A
B ; A
p ^ [N]B ; A
p ^ [N]B ; p _ [D]A
p; [N]B ; p _ [D]A
p; [N]B ; p p; [N]B ; [D]A
BC
ED
oo
where B = X:(p ^ [N]X) and A = Y:(p _ [D]Y ). Any ﬁnite path through this
tableau ends in an axiom, and the only inﬁnite path contains the trace
[C]B ^ [D]A; [D]A; A; A; p _ [D]A; p _ [D]A; [D]A; A
where the overlined sequence is repeated ad inﬁnitum. This trace is bad with respect to

, as 
(A) = 1 and A is the only ﬁxpoint formula that occurrs inﬁnitely often.5 The Tableau Game
We now introduce the tableau game associated to a clean and guarded sequent  , and
use it to characterise the (non-)existence of closed tableaux in terms of winning strate-
gies in the tableau game. For the entire section, we ﬁx a modal similarity type  and
a one-step tableau complete set R of monotone tableau rules. The idea underlying the
tableau game is that 8 intends to construct a closed tableau for a given set of formulas
 , while 9 wants to demonstrate that any tableau constructed by 8 contains a path 
that violates the closedness condition. As (certain) inﬁnite plays of the tableau game
correspond to paths through a tableau, an inﬁnite play should be won by 9 if it does not
carry a bad trace, with bad traces being detected with the help of parity word automata.
Deﬁnition 19. Let  be a ﬁnite alphabet. A non-deterministic parity -word automa-
ton is a quadruple A = (Q;aI; : Q   ! P(Q);
) where Q is the set of states of
A, aI 2 Q is the initial state,  is the transition function, and 
 : Q ! ! is a parity
function. Given an inﬁnite word  = c0c1c2c3 ::: over , a run of A on  is a sequence
 = a0a1a2 ::: 2 Q! such that a0 = aI and for all i 2 ! we have ai+1 2 (ai;ci). A
run  is accepting if  is not a bad sequence with respect to 
. We say that A accepts
an inﬁnite -word  if there exists an accepting run  of A on . Finally we call A
deterministic if (a;c) has exactly one element for all (a;c) 2 Q  . In other words,
A is deterministic if  is a function of type Q   ! Q.
The tableau game uses an automaton over trace tiles (cf. Deﬁnition 12) to detect the
existence of bad traces through inﬁnite plays.
Lemma and Deﬁnition 20. Let   2 S() be a clean, guarded sequent, and let  
denote the set of trace tiles (;[;0) with ;0 2 S( ). There exists a determin-
istic parity  -word automaton A  = (Q ;a ; ;
0) such that A accepts an in-
ﬁnite sequence (t0;t1;:::) 2 1
  of trace tiles iff there is no sequence of formulas
(A0;A1;:::) with (Ai;Ai+1) 2 Tr(ti) which is a bad trace with respect to a parity
function for  . Moreover, the index of A and the cardinality of Q are bounded by
p(jCl( )j) and 2p(jCl( )j) for a polynomial p, respectively. Such an automaton A is
called a  -parity automaton.
Deﬁnition 21. Let   2 S() be clean and guarded, and let A = (Q;a ;;
) be a
 -parity automaton. We denote the set of tableau rules  0= 1;:::; n 2 TR for which
 i 2 S( ) by TR . The  -tableau game is the parity game G  = (B9;B8;E;
0)
where B8 = S( )  Q, B9 = TR   S( )  Q, and (b1;b2) 2 E if either
 b1 = (;a) 2 B8 and b2 = (r;;a) 2 B9 where r 2 TR  has premise  and
   is a context of r, or
 b1 = (r;;a) 2 B9, b2 = (;a0) 2 B8 and there exists [ 2 N such that r is an
instance of [,  is a conclusion of r, the trace tile t = (  n;[;) is consistent where
  is the premise of r, and a0 = (a;t).
The parity function 
0 : (B9 [ B8) ! ! of G  is given by 
0(;a) = 
(a) if
(;a) 2 B8 and 
0(r;;a) = 0.
If not explicitly stated otherwise, we will only consider G -plays that start at ( ;a )
where a  is the initial state of the automaton A. In particular, we say that a player has
a winning strategy in G  if she/he has a winning strategy in G  at position ( ;a ).The easier part of the correspondence between satisﬁability and winning strategies
in G  is proved by constructing a closed tableau based on a winning strategy for 8. The
notion of trace through a G -play is used to show closedness.
Deﬁnition 22. For a G -play
 = ( 0;a0)(r0;0;a0)( 1;a1)(r1;1;a1):::( l;al)(rl;l;al):::
a sequence 0 =  0[0 1[1 :::  l[l ::: of sequents and directional rule names is an
underlying path of  if ri is a [i-rule, ti = ( i n i;[i; i+1) is a consistent trace tile,
and (ai;ti) = ai+1 for all i 2 N. A sequence of formulas  = A0A1A2 ::: 2 F()1
is a trace through  if there exists an underlying path 0 =  0[0 1[1 2 ::: of  such
that (Ai;Ai+1) 2 Tr(ti) for all i 2 N.
An underlying path of a G -play assigns directional rule names to the rules used in 8’s
moves, so that only consistent trace tiles are considered when deﬁning traces.
Theorem 23. Let   2 S() be clean and guarded. If 8 has a winning strategy in G ,
then   has a closed TR-tableau.
The converse of the above theorem is established later as Theorem 26. The challenge
there is to construct a model for   based on a winning strategy for 9 in the  -tableau
game. This crucially requires the set of tableau rules to be closed under contraction.
Deﬁnition 24. A set R of monotone one-step rules is closed under contraction, if for
all  0= 1;:::; n 2 R and all  : V ! V, there exists a rule 0=1;:::;k 2 R
and a renaming  : V ! V such that A = B for A;B 2 0 implies that A = B,
0   0 and, for each 1  i  n, there exists 1  j  k such that  i  j.
In other words, instances of one-step rules which duplicate literals in the premise may
be replaced by instances for which this is not the case. Under this condition, we prove:
Theorem 25. Suppose that   2 S() is clean and guarded and R is one-step tableau
complete and contraction closed. If 9 has a winning strategy in G , then   is satisﬁable
in a model of size O(2p(n)) where n is the cardinality of Cl( ) and p is a polynomial.
The proof of Theorem 25 constructs a model for   out of the game board of G  using
a winning strategy f for 9 in G . We use one-step tableau completeness to impose a
T-coalgebra structure on the G -positions reachable through an f-conform G -play, in
such a way that the truth lemma is satisﬁed. We subsequently equip this T-coalgebra
with a valuation that makes   satisﬁable in the resulting model. While our construction
shares some similarities with the shallow model construction of [17], it is by no means
a simple adaptation of loc. cit., as we are dealing with ﬁxpoint formulas and thus cannot
employ induction over the modal rank of formulas to construct satisfying models. Our
proof of satisﬁability is also substantially different from the corresponding proof for
the modal -calculus (cf. [14]) – we show satisﬁability by directly deriving a winning
strategy for 9 in the model-checking game from a winning strategy of 9 in the tableau
game.
Putting everything together, we obtain a complete characterisation of satisﬁability
in the coalgebraic -calculus.Theorem 26. Suppose that   2 S() is a clean, guarded sequent and R is one-step
tableau complete and contraction closed. Then   is satisﬁable iff no tableau for   is
closed iff 9 has a winning strategy in the tableau game G .
As a by-product, we obtain the following small model property.
Corollary 27. A satisﬁable, clean and guarded formula A is satisﬁable in a model of
size O(2p(n)) where n is the cardinality of Cl(A) and p is a polynomial.
Proof. The statement follows immediately from Theorems 17, 23 and 25 together with
the determinacy of two player parity games.
6 Complexity
We now show that – subject to a mild condition on the rule set – the satisﬁability prob-
lem of the coalgebraic -calculus is decidable in exponential time. By Theorem 26, the
satisﬁability problem is reducible to the existence of winning strategies in parity games.
To measure the size of a formula, we assume that the underlying similarity type 
is equipped with a size measure s :  ! N and measure the size of a formula A in
terms of the number of subformulas counted with multiplicities, adding s(~) for every
occurrence of a modal operator ~ 2  in A. In the examples, we code numbers in bi-
nary, that is, s(hki) = s([k]) = dlog2 ke for the graded -calculus and hp=qi = [p=q] =
dlog2 pe + dlog2 qe for the probabilistic -calculus, and s([a1;:::;ak]) = 1 for coali-
tion logic. The deﬁnition of size is extended to sequents by size( ) =
P
A2  size(A)
for   2 S() and size(f 1;:::; ng) =
Pn
i=1 size( i) for sets of sequents. To apply
Theorem 26 we need to assume that the formula that we seek to satisfy is both clean
and guarded, but this can be achieved in linear time.
Lemma 28. For every formula A 2 F() we can ﬁnd an equivalent clean and guarded
formula in linear time.
The proof is a straightforward generalisation of a similar result [11, Theorem 2.1]. To
ensure that the size of the game board remains exponential, we encode the set of po-
sitions of the game board by strings of polynomial length, measured in the size of the
initial sequent, and the rules need to be computationally well behaved. We require:
Deﬁnition 29. A set R of tableau rules is exponentially tractable, if there exists an
alphabet  and two functions f : S() ! P() and g :  ! P(S()) together
with a polynomial p such that jxj  p(size( )) for all x 2 f( ), size()  p(jyj) for
all  2 g(y), so that, for   2 S(),
fg(x) j x 2 f( 0)g = ff 1;:::; ng j  0= 1;:::; n 2 Rg
and both relations x 2 f( ) and   2 g(x) are decidable in EXPTIME.
Tractability of the set TR of tableau rules follows from tractability of the substitution
instances of rules in R, as the non-modal rules can be encoded easily.Lemma 30. Suppose R is a set of monotone one-step rules. Then TR is exponentially
tractable iff the set f 0= 1;:::; n j  0= 1;:::; n 2 R;8A;B 2  0(A =
B =) A = B)g of substituted one-step rules is exponentially tractable.
Exponential tractability bounds the board of the tableau game and the complexity of
both the parity function and the relation determining legal moves.
Lemma 31. SupposethatRisexponentiallytractable.Theneverypositioninthetableau
game G  = (B9;B8;E;
) of   2 S() can be represented by a string of polynomial
length in size( ). Under this coding, the relation (b;b0) 2 E is decidable in exponential
time and the parity function 
 can be computed in exponential time.
Together with Lemma 28, we now obtain an EXPTIME upper bound for satisﬁability.
Corollary 32. Suppose T is a monotone -structure and R is exponentially tractable,
contraction closed and one-step tableau complete for T. Then the problem of deciding
whether 9 has a winning strategy in the tableau game for a clean, guarded sequent   2
S() is in EXPTIME. As a consequence, the same holds for satisﬁability of A 2 F().
Proof. The ﬁrst assertion follows from Lemma 31 as the problem of deciding the win-
ner in a parity game is exponential only in the size of the parity function of the game
(Theorem 2) which is polynomial in the size of   (Lemma 20). The second statement
now follows with the help of Theorem 26.
Example 33. It is easy to see that the rule sets for the modal -calculus, the coalitional
-calculus and the monotone -calculus are exponentially tractable, as the number of
conclusions of each one-step rule is bounded. To establish exponential tractability for
the rule sets for the graded and probabilistic -calculus, we argue as in [17] where
tractability of the (dual) proof rules has been established. We encode the conclusion Pn
i=1 riai < k as (r1;a1;:::;rn;an;k) and Lemma 6.16 of op. cit. provides a poly-
nomial bound on the size of the solutions for the linear inequalities that combine con-
clusion and side condition of both the (G) and (P)-rule. This allows us to guess the
set of prime implicants of the conclusion in nondeterministic polynomial time, which
shows that both rule sets are exponentially tractable. In all cases, contraction closure is
immediate.
7 Conclusions
We have introduced the coalgebraic -calculus, a generic and uniform framework for
modal ﬁxpoint logics. Our main results are soundness and completeness of tableaux
calculi,andanEXPTIMEupperboundforthesatisﬁabilityproblem.Concreteinstances
of the generic approach directly
 reproduce the complexity bound for the modal -calculus [6], together with the
completeness of a slight variant of the tableau calculus presented in [14]
 lead to a new proof of the known EXPTIME bound for the graded -calculus [12]
 establish previously unknown EXPTIME bounds for the probabilistic -calculus,
for coalition logic with ﬁxpoints and the monotone -calculus.
We note that these bounds are tight for all logics except possibly the monotone -
calculus, as the modal -calculus can be encoded into all other logics.References
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