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Introduzione 
Questa tesi intende illustrare i contribuiti dati finora alla costruzione di un ana-
logo del calcolo differenziale da applicare a funzioni vettoriali non differenziabili, 
apportandovi qualche contributo originale, soprattutto in vista di una sua appli-
cazione a problemi di ottimizzazione. 
Il punto di partenza dell'indagine può essere identificato nella convinzione che 
l 'ipotesi di differenziabilità- come è stato sostenuto- abbia ingiustificatamente preso 
la mano del matematico, "viziandolo". Pur non volendo ovviamente sottovalutare 
l'enorme importanza dell'introduzione del calcolo differenziale e del suo sviluppo, 
che ha raggiunto il culmine della formalizzazione all'inizio del secolo con l'opera di 
matematici quali Volterra, Hadamard, Gateaux e Fréchet, siamo convinti che alcuni 
principi matematici di validità generale siano stati nel tempo a tal livello identificati 
con lo strumento della derivata, con il quale erano stati tradotti, da non sembrare 
più divisibili da essa. 
Per esempio nel campo dell'ottimizzazione, i problemi fondamentali che si incon-
trano, passando dal ca1npo di indagine tradizionale in cui le funzioni sono sempre 
differenziabili a quello, più recente, in cui si cerca di fare a meno di tale ipotesi, 
rimangono gli stessi: verificare che certi insiemi sono disgiunti, ossia che le direzioni 
ammissibili per i vincoli non sono direzioni di ascesa per la funzione obiettivo da 
massimizzare, o dimostrare che una certa funzione non può essere localmente suriet-
tiva (sempre in corrispondenza di un candidato estremante). Condizioni necessarie 
di questa forma non dipendono da alcuna ipotesi di differenziabilità; richieste in tal 
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senso sono invece state introdotte per descrivere il principio fondamentale in maniera 
maggiormente utilizzabile. Allo stesso modo la suriettività locale di una funzione 
è alla base del problema dell'invertibilità o di quello cosiddetto della funzione im-
plicita. Se pensiamo che queste idee siano sufficientemente flessibili e universali, 
possiamo aspettarci di riuscire ad applicarle anche a problemi descritti da funzioni 
non differenziabili, semplicemente trovandone una nuova traduzione, in modo da 
ottenere strumenti adatti all'analisi. 
Il richiamo ai problemi posti dall'ottimizzazione ha due ragioni d'essere: l'in-
teresse per la programmazione non lineare è il tnotivo che ci ha originariamente 
spinto ad occuparci di calcolo non differenziabile ed a tale ambito sono dirette le 
applicazioni degli strumenti sviluppati nella tesi; d'altra parte storicamente è dal 
desiderio di risolvere questioni nate all'interno della teoria dell'ottimizzazione che 
è scaturito l'impulso allo sviluppo dell'analisi 'nonsmooth' come campo di indagine 
dotato ora di uno status indipendente. 
In effetti l'interesse per la trattazione di funzioni non differenziabili ha una lunga 
storia alle spalle. Connessa allo sviluppo dell'integrale di Lebesgue è la teoria delle 
distribuzioni, che si occupa di derivate da un punto di vista globale: non è tanto 
importante quale sia il valore della derivata in un certo punto, ma che si possa parlare 
di derivate anche per funzioni non differenziabili nel senso classico. Dal punto di 
vista dell'indagine locale, si possono ancora ricordare le derivate di Dini, introdotte 
negli ultimi decenni del secolo scorso, ma rimaste per lungo tempo inutilizzate. 
A partire dalla fine degli anni '60 lo sviluppo della programmazione non lineare 
ha reso più acuta l'esigenza di una estensione degli strumenti del calcolo differen-
ziale; vari aspetti della teoria dell'ottimizzazione sono infatti alla base di meccanismi 
che provocano mancanza di differenziabilità anche a partire da problemi descritti in-
teramente da funzioni differenziabili. 
La descrizione di un simile problema dipende spesso da uno o più parametri che 
derivano dal processo di modellizzazione e sono soggetti a fluttuazioni. In molte 
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applicazioni della matematica si può ipotizzare che, se la descrizione del problema 
dipende in modo differenziabile dai parametri, anche la soluzione dovrebbe dipen-
derne in modo differenziabile. Questa eventualità però raramente si verifica in ot-
timizzazione (come è già ampiamente noto dal caso della programmazione lineare) 
soprattutto per la ragione che le operazioni di massimizzazione e minimizzazione, al 
contrario di quanto succede per altre operazioni come integrazione o composizione, 
non preservano la differenziabilità delle funzioni coinvolte. Tra l'altro un problema 
di ottimizzazione in cui compaiono un numero arbitrario di vincoli di disuguaglianza 
che devono assumere valore non superiore a zero, potrebbe sempre essere sostitu-
ito da un problema con un solo vincolo dato dal massimo tra i vincoli iniziali. La 
nuova funzione non sarà però differenziabile, indipendentemente da quante richieste 
di regolarità si facciano sulle componenti originarie. 
Un'ulteriore fonte di non differenziabilità proviene dal metodo delle funzioni 
di penalizzazione: un pro ble1na di mini1nizzazione vincolata viene modificato in 
un problema libero da vincoli introducendo, per ogni vincolo, una espressione che 
assegni valore zero ai punti che soddisfano il vincolo e una prefissa t a penalità positiva 
(eventualmente anche infinita) a quelli che non lo soddisfano. Molto usate sono le 
penalizzazioni lineari, in cui l'eccesso rispetto alla quantità vincolata viene pena-
lizzato mediante la moltiplicazione per un coefficiente positivo. La nuova funzione 
obiettivo risulta non differenziabile, anche se verificava in partenza tale condizione. 
Pure nel caso di penalizzazioni quadratiche le condizioni classiche perdono validità 
in quanto, sebbene la funzione obiettivo risulti differenziabile, non è invece definito 
il differenziale secondo. 
Storicamente, al centro dello sviluppo dell'analisi 'nonsmooth' ha una posizione 
di indubbio rilievo l'analisi convessa, nata a partire dalla fine degli anni '60 dall'opera 
di R. T. Rockafellar e J. J. Moreau. Le funzioni convesse sono state per lungo 
tempo il "contraltare" delle funzioni differenziabili; nel campo della programmazione 
matematica, i due filoni classici di indagine si basano proprio su queste due classi di 
funzioni. Delle funzioni convesse sono state sfruttate le proprietà di regolarità per 
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introdurre nuovi concetti differenziali, che hanno fornito il seme da cui sono nati gli 
sviluppi successivi. 
Presa una funzione convessa f e un punto x interno al suo dominio, esiste sem-
pre almeno un funzionale lineare passante per (x, f (x)) che "sostiene" il grafico di 
f. Tale funzionale è detto subgradiente e l 'insieme dei subgradienti è detto sub-
differenziale. Questo insieme è convesso e compatto e si riduce ad un solo punto 
(che coincide con il gradiente) tutte le volte che la funzione è differenziabile secon-
do Gateaux. Inoltre una funzione convessa ammette sempre derivata direzionale 
(unilaterale) in ogni punto; tale derivata risulta convessa rispetto alla direzione e il 
subdifferenziale può alternativamente essere descritto come l'insieme dei funzionali 
lineari che sostengono la derivata direzionale. A partire da questa osservazione nasce 
la possibilità {ricchissima di conseguenze) di sfruttare la perfetta dualità che sussiste 
tra insiemi convessi e compatti di funzionali lineari e funzioni sublineari (funzioni 
supporto): noto uno dei due elementi, è possibile determinare univocamente l'altro .. 
Basandosi sulla ricchezza di risultati validi per le funzioni convesse e cercando 
di estenderle a classi più ampie di funzioni~ l'analisi ~nonsmooth' si distingue in due 
filoni principali: con il primo si cerca di sfruttare fino in fondo, e con generalità cre-
scente, la convessità in qualche modo insita in una funzione; l 'altra invece raggiunge 
la convessità imponendola in un certo senso dall'esterno. 
Lungo la prima strada, B. N. Pshenichnyi considera la classe delle funzioni che 
hanno derivata convessa e successivamente V. F. Dem'yanov e A. M. Rubinov esten-
dono l'analisi considerando la famiglia di funzioni derivabili direzionalmente e la cui 
derivata è esprimibile come differenza tra due funzioni sublineari. Questa classe di 
funzioni, dette quasidifferenziabili, è sufficientemente ampia anche se non di piena 
generalità; il principale vantaggio di questa impostazione risiede nell'aderenza ai 
concetti classici e nella precisione delle regole di calcolo, che replicano con sorpren-
dente somiglianza quelle proprie delle funzioni differenziabili; tale impostazione si 
rivela anche molto adatta allo sviluppo di metodi numerici e algoritmici. 
INTRODUZIONE 7 
Sull'altro versante, si ha invece la scoperta di F. H. Clarke che, mediante una 
semplice modificazione del rapporto incrementale che definisce la derivata (ottenuta 
facendo variare il punto iniziale e introducendo il limite superiore al posto dell'ope-
ratore di limite) ottiene una derivata direzionale generalizzata che risulta -sempre 
funzione convessa della direzione. Questa caratteristica permette di definire un su h-
differenziale in modo analogo a quello visto per le funzioni convesse, considerando 
i funzionali lineari maggiorati dalla derivata generalizzata. L'approccio coinvolge 
inizialmente le funzioni localmente lipschitziane, ma viene poi esteso in modo da 
coinvolgere tutte le funzioni inferiormente semicontinue. Si ottiene in questo modo 
una generalità tnolto maggiore che nel caso precedente. Una fondamentale caratter-
izzazione del subdifferenziale di Clarke di una funzione fin un punto x è data dalla 
possibilità di descriverlo come involucro convesso dei limiti dei gradienti calcolati 
in punti convergenti a x. Tale caratterizzazione, valida in spazi euclidei, deriva dal 
teorema di Rademacher, che assicura che una funzione lipschitziana è quasi ovunque 
differenziabile. Esistono però anche delle caratteristiche negative e una di esse sicu-
ramente consiste nella divergenza dai concetti classici di differenziabilità: esistono 
semplici esempi di funzioni, anche ad una variabile, che sono differenziabili ma il cui 
subdifferenziale di Clarke non è un 'singleton'. Analogamente la derivata generaliz-
zata non coincide necessariamente con la derivata di Gateaux, nemmeno nell'ipotesi 
che essa sia convessa. In effetti il subdifferenziale di Clarke è più legato ad un al-
tro concetto di differenziabilità, quella in senso stretto, e si riduce a un 'singleton' 
quando la funzione è derivabile con continuità. Un altro aspetto su cui l'indagine di 
clarke si rivela inferiore alla precedente impostazione, riguarda le regole di calcolo, 
che vengono generalmente espresse in forma di inclusione tra subdifferenziali e non 
di identità (ad esempio il subdifferenziale della somma è contenuto, magari in senso 
stretto, nella somma dei subdifferenziali delle funzioni addendo). 
Al primo di questi due inconvenienti risponde una nuova derivata introdotta da 
Michel e Penot. L'impianto fondan1entale si basa sull'impostazione di Clarke: una 
derivata direzionale viene costruita, mediante l'uso del limite superiore, a partire da 
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un rapporto incrementale in cui varia il punto iniziale. La convergenza qui è però 
solo radiale. Si ottiene ancora una derivata sublineare (detta radiale stretta), a cui si 
possono applicare quindi i metodi sviluppati dall'analisi convessa, ma che coincide 
con la derivata di Gateaux quando quest'ultima esiste ed è convessa e quindi, in 
particolare, quando la funzione è differenziabile. 
Questa differenza rende la derivata di Clarke più adatta a generalizzare la dif-
ferenziabilità in quei problen1i in cui era richiesta la differenziabilità con continuità 
(teoremi sulle funzioni implicite o introduzione dei moltiplicatori di Lagrange nell'ot-
timizzazione vincolata) e quella di Michel e Peno t più adatta alle situazioni che 
venivano affrontate, in ambiente classico, ipotizzando la differenziabilità secondo 
Gateaux o Fréchet, come nel caso dell'ottimizzazione con vincoli di disuguaglianza. 
Gli approcci ora delineati saranno presentati in qualche dettaglio nel Capitolo l 
che, all'interno del presente lavoro, ha un carattere principalmente introduttivo. Vi 
vengono presentati vari tipi di strumenti maten1atici cui si farà riferimento in modo-
non episodico nei capitoli successivi; oltre che all'analisi 'nonsmooth' per funzioni 
scalari, si fà cenno ad alcune proprietà delle funzioni punto-insieme e a nozioni 
fondamentali dell'analisi convessa. Viene infine presentato qualche aspetto della 
teoria degli spazi ordinati e delle principali strutture che li caratterizzano. 
L 'analisi della differenziabilità per funzioni scalari conta numerose altre Im-
postazioni, anche di carattere geomentrièo, attraverso la fondamentale relazione con 
il concetto di tangenza (ad ogni derivata corrisponde un cono tangente e viceversa), 
giungendo a descrizioni assiomatiche che schematizzano e ricomprendono i diversi 
approcci. 
L 'impostazione più recente, in contrasto con quanto delineato poco sopra, ha 
invece abbandonato l'analisi convessa. Soprattutto a partire dai lavori di A. D. Ioffe 
e B. S. Mordukhovich, si è osservato che la convessità può diventare un vincolo 
che impedisce il raggiungimento di risultati pi precisi. Sono state cosìintrodotte 
diverse definizioni di subdifferenziale non convesso, ottenuto come limite superiore 
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(nel senso delle funzioni punto insieme) di subdifferenziali più semplici. 
Da questo punto di vista l'analisi delle funzioni scalari, se non può dirsi esaurita, 
ha sicuramente raggiunto un soddisfacente livello di profondità e sistematicità, anche 
in ottimizzazione a livello di condizioni del primo ordine. (Grande interesse è tuttora 
dedicato alla definizione e allo studio di sostituti del differenziale secondo). 
Non può dirsi altrettanto per quanto riguarda le funzioni vettoriali. Sebbene 
l 'interesse nei loro confronti sia stato continuo negli anni, non si sono sicuramente 
raggiunti risultati paragona bili per estensione e profondità a quelli validi per funzioni 
scalari. 
In questo campo, le diverse ricerche possono essere classificate in due gruppi 
principali, la distinzione tra i quali è data dalla considerazione o meno di una strut-
tura d 'ordine nel codominio della funzione. Per le funzione vettoriali si rivela infatti 
impossibile replicare l'agilità con cui gli approcci per funzioni scalari si muovono in-
differentemente tra i due ambiti. Paradigrnatico in questo senso è il subdifferenziale 
di Clarke che può essere definito come limite di gradienti, senza coinvolgere alcuna 
nozione legata all'ordinatnento, oppure come insierne supporto di una derivata che 
si basa sull'operatore di lin1ite superiore o sul cono tangente all'epigrafico (facendo 
quindi riferimento alla struttura d'ordine implicita in JR). 
Una distinzione di questo tipo riflette inevitabilmente il campo di indagine 
all'interno del quale la ricerca si n1uove, che pu9 essere identificato con l'ottimizza-
zione o con l'analisi funzionale. Nel primo caso una struttura d'ordine sul codominio 
della funzione è implicita nella natura stessa del problema e può essere sfruttata per 
definire la derivata. Se invece l 'indagine si concentra, ad esempio, sull 'invertibilità 
locale o sulla caratterizzazione delle applicazioni aperte, nessuna struttura d'ordine 
è richiesta sullo spazio di arrivo e quindi è verosimile che anche .la definizione di 
differenziale ne faccia a meno. 
Il secondo e il terzo capitolo della tesi propongono una rassegna dei diversi ap-
procci alla differenziabilità generalizzata per funzioni vettoriali. Ci siamo proposti di 
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dare una panoramica esaustiva sulla situazione esistente, fornendo un contributo di 
organizzazione del materiale e di precisazione delle relazioni tra le varie definizioni, 
che raramente sono state indagate dai singoli autori. I risultati vengono esposti 
senza dimostrazione, ma si fà riferimento ai risultati originali. 
In particolare il Capitolo 2 si occupa degli approcci che fanno a meno dell'ordi-
namento e che abbiamo chiamato approcci analitici. Questi possono essere ulteri-
ormente segmentati in tre classi principali, di cui la prima è sicuramente quella più 
ricca di spunti e storicamente più rilevante. Il suo punto di partenza è la caratteriz-
zazione del subdifferenziale di Clarke che usa i limiti di gradienti. Poichè il teorema 
di Rademacher conserva piena validità per funzioni vettoriali, a partire da esso è im-
mediato definire un subdifferenziale vettoriale considerando la copertura convessa 
dell'insierne degli operatori lineari, che si ottengono corne limiti di successioni di ma-
trici Jacobiane. Questa definizione, detta Jacobiana generalizzata, risale alla metà 
degli anni '70 ed è dovuta a Clarke, che la utilizza per derivare risultati di inversione 
locale e di funzioni in1plicite. Illitnite che la definizione vettoriale presenta, rispetto 
alla sua versione scalare, risiede nell'impossibilità di ottenere da un insieme convesso 
e compatto di operatori lineari, una funzione supporto che possa in qualche modo 
rappresentare la derivata vettoriale della funzione. Anche il passaggio contrario è 
problematico in quanto, a partire da una funzione che abbia le caratteristiche di una 
funzione supporto, l'insieme di operatori lineari che si ottiene come suo sostegno è 
caratterizzato da proprietà diverse dalla convessità. Il tentativo di superare questi 
problemi si è scontrato anche con la difficoltà di estendere il teorema di Rademacher 
a spazi astratti. I risultati finora noti riguardano solo spazi di Banach separabili, 
facendo uso di una generalizzazione della tnisura di Lebesgue. 
Contemporaneatnente, un diverso approccio alla Jacobiana generalizzata, porta 
a considerare le funzioni differenziabili con continuità che approssimano la funzione 
data e a definire un diverso subdifferenziale come insieme delle Jacobiane delle fun-
zioni approssimanti. Tale costruzione si rivela un caso più generale del precedente 
ma non trova cornunque soluzione alle difficoltà descritte. 
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Questa costatazione porta A. D. loffe a cercare nuovi strumenti per esprimere il 
subdifferenziale di funzioni vettoriali, al posto degli insiemi convessi di operatori li-
neari, che non si mostrano del tutto adatti alle esigenze del calcolo differenziale. loffe 
introduce il nuovo concetto di ventaglio come funzione punto-insieme che soddisfa 
quelle proprietà di sublinearità che lo candidano a sostituirsi alla derivata. l ven-
tagli si rivelano strumenti estrematnente flessibili e riescono ad estendere numerosi 
risultati di analisi funzionale sugli operatori lineari. 
Il terzo filone analitico segue invece l'approccio geometrico, costruito a partire dal 
cono tangente (o dal cono norn1ale) del grafico della funzione. Questo approccio~ 
per il quale ci limitiamo a ricordare il contributo di J .P. Aubin, è specificamente 
pensato per ottenere derivate di funzioni punto-insietne e la sua applicazione alle 
funzioni vettoriali ne risulta un caso particolare. 
Nel Capitolo 3 abbiamo invece raccolto gli approcci alla differenziabilità che 
presuppongono la struttura di spazio ordinato per il codominio della funzione, in 
1nodo da dare una definizione di derivata generalizzata analoga a quella esistente per 
funzioni scalari. Fondamentale in questo an1bito è ovviamente l'estensione al caso 
vettoriale delle proprietà delle funzioni convesse~ che sono la pritna classe funzionale 
di cui, già a partire dai pritni anni '70, sono state studiate le caratteristiche dal 
punto di vista della derivabilità. Non tutte gli aspetti positivi dell'analisi compiuta 
per funzioni scalari sono estendibili in piena generalità al caso vettoriale e, anche 
in questo campo, uno studio approfondito della differenziabilità generalizzata ha 
dovuto superare significative difficoltà. Ciò non toglie che esista ora una ricca teoria 
per le funzioni convesse che fà da base agli sviluppi successivi, tra i quali citiamo 
anzitutto l'estensione alle funzioni quasidifferenziabili, che considera funzioni deri-
vabili secondo Gateaux e la cui derivata è esprimibile come differenza di operatori 
sublineari: 
Se si abbandona l'ipotesi di derivabilità per seguire, come nel caso scalare, la 
strada dei limiti superiori e inferiori, ci si scontra immediatamente con le difficoltà 
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poste dall'ordinarnento solo parziale che vige nello spazio immagine. I problemi 
sorgono già nella definizione di lirnite superiore. che non sono stati risolti in modo 
univoco, e danno luogo a definizioni che differeriscono soprattutto per il peso che 
assegnano. accanto alla struttura d'ordine. alla topologia del codominio. 
Un primo approccio in questo senso. dovuto a .J.P. Penot, ottiene una esten-
sione delle derivate di Dini. che però richiedono r assunzione di convessità per dare 
vita ai risultati più interessanti. Alternativarnente. corne ha dimostrato Clarke. la 
convessità può ~ssPre introdotta dall'esterno. 1nediante l'uso di opportuni rapporti 
incre1nentali. Questo procedirnento 1nantiene validità anche in ambito vettoriale ed 
è stato arnpia1nente sfruttato per estendere secondo varie definizioni l'approccio di 
Clarke. Esen1plare da questo punto di vista ~ }·analisi di L. Thibault. che riprende 
vari aspetti della ricerca in a1nbiente scalare e assegna anche le uniche forme di 
collegan1ento tra gli approcci in spazi ordinati e quelli analitici. (A tale autore. in 
collaborazione con .J.B. Hiriart-Urruty. si deve l"estensione della .Jacobiana genera-
lizzata a spazi astratti). 
Anche gli altri autori che affrontano la ricerca da questo punto di vista. hanno 
con1e obiettivo la generalizzazione dell'approccio di Clarke. Da questa osservazione 
è nato la moti\·azione per la parte originale di questo lavoro. Abbiamo già accennato 
infatti alla relazione che lega il subdifferenziale di Clarke alle nozioni classiche di 
differenziabilità. facendo notare che esso estende una nozione di differeziabilità più 
restrittiva di quelle di (;ateaux t> Fréchet. D'altra parte esistono in campo scalare 
definizioni più adatte ad estendere le nozioni classiche, come ad esempio quella di 
l\Iichel e Peno t. 
Nei due capitoli finali abbiarno allora n1ostrato come tale approccio possa essere 
esteso con successo all'arnbientazione vettoriale. in 1nodo da ottenere un subdif-
ferenziale pii1 adatto alle esigenze poste dai probletni di ottirnizzazione vettoriale. 
Si dimostra infatti che esso risulta un sottoinsietne dei subdifferenziali che estendono 
l'approccio di Clarke ed ~ quindi capace di fornire condizioni necessarie di ottimalità 
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(in senso proprio e debole) più stringenti di quelle esistenti in letteratura. 
Più nel dettaglio, il Capitolo 4 è dedicato alla costruzione ed all'analisi, in spazi 
ad infinite dimensioni, di un subdifferenziale per funzioni che ammettono derivata 
direzionale secondo Gateaux. Tale costruzione si basa sulla verifica che anche per 
funzioni vettoriali positivamente omogenee definite tra spazi vettoriali topologici 
può essere definita una funzione di recessione con proprietà analoghe a quelle esi-
bite nel caso scalare e che quindi in particolare risulta sublineare. Tale estensione 
non è immediata in quanto la definizione di funzione di recessione si basa in modo 
sostanziale sull'uso dei concetti di estren1o superiore (e inferiore) di insiemi che, in 
spazi solo parziahnente ordinati, perdono parte delle caratteristiche di cui godono 
nel caso scalare; tra queste, in particolare, la possibilità di essere raggiunti come 
limite di successioni di elementi dell'insietne. 
A partire dalla sublinearità della funzione di recessione viene definito un sub-
differenziale (detto anch'esso di recessione) come insieme di sostegno, seguendo 
l 'impostazione valida per le funzioni convesse, di cui vengono mostrate diverse pro-
prietà di regolarità e regole di calcolo. N eli 'ultin1o paragrafo il subdifferenziale di 
recessione viene applicato a diversi probletni di ottitnizzazione vettoriale con vin-
coli funzionali e insietnistici, fornendo condizioni necessarie di ottimalità per punti 
debolmente efficienti e propriamente efficienti secondo diverse definizioni. 
Nel Capitolo 5 si affronta nella sua piena generalità il problema della estensione 
del subdifferenziale radiale stretto. Viene anzitutto individuata una classe di fun-
zioni (dette compattamente stabili), che estende sia l'ipotesi di derivabilità sia quella 
di stabilità fatta da Michele Penot. Per tali funzioni vengono poi definite le derivate 
superiore e inferiore di Dini e la derivata radiale stretta che risulta sempre funzione 
sublineare, della direzione, e quindi si presta ali 'introduzione di un subdifferenziale 
come insieme di supporto. Il subdifferenziale radiale stretto rappresenta una genera-
lizzazione a funzioni non derivabili del subdifferenziale di recessione e però per esso 
si possono dimostrare tutte le proprietà di regolarità presentate nel capitolo 4 e an-
14 FUNZIONI VETTORIALI NON DIFFERENZIABILI 
che le applicazioni all'ottimizzazione già illustrate. Si può anzi affermare che alcune 
dimostrazioni vengono semplificate mediante l 'uso di uno strumento che appare più 
appropriato. 
In tutti i capitoli l'analisi è ambientata in spazi a infinite dimensione, con assun-
zioni però diverse a seconda delle esigenze. Abbiatno allora specificato all'inizio di 
ogni paragrafo quali sono le ipotesi minimali che valgono in esso, precisandole nei 
singoli risultati solo nel caso siano diverse. 
Anche la numerazione è divisa per paragrafi~ all'interno dei quali non distingue 
invece gli enunciati di natura diversa ( teoretni, definizioni, proposizioni ... ). Un indice 
che segnala il capitolo è presente solo se si fà riferimento ad un enunciato che si trova 
in un altro capitolo. 
Desidero ringraziare il Relatore di questa tesi, Prof. A. Guerraggio, che mi ha 
introdotto all'ottimizzazione ed all'analisi 'nonsmooth', per l'insostituibile stimolo 
intellettuale e scientifico che mi ha sempre fornito e il Prof. G. Giorgi dell'Università 
di P avi a che in questi anni n1i ha In esso a disposizione la sua esperienza ed il suo 
sostegno. 
Per lo svolgitnento del presente lavoro ho tratto fondamentale beneficio dal rap-
porto con il Dott. B. Glover e il Prof. A. Rubinov dell'Università di Ballarat e 
con il Dott. V. Jeyakumar dell'Università del New South Wales, con i quali sono 
state discusse vaste parti del lavoro durante il mio soggiorno di studio presso le 
predette Università. Infine, ringrazio i colleghi dell'Istituto di Metodi Quantita-
tivi dell'Università Bocconi per l'ambiente stimolante che hanno creato e che ha 
sicuramente aiutato lo sviluppo del presente lavoro. 
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Analisi 'nons111ooth' e altri strumenti 
l Funzioni punto-insieme 
Le funzioni punto-insieme si sono rivelate uno strumento capace di unificare molti 
filoni di indagine in diversi campi della matematica. R.ecentemente l 'interesse nei 
loro confronti è molto cresciuto, dando vita ad un settore di ricerca autonomo. Dia-
mo qui una presentazione estremamente ridotta delle principali proprietà cui faremo 
riferimento nel seguito. Le scritture A = cl A e in t A denotano, rispettivamente la 
chiusura dell'insieme A e l'insieme dei suoi punti interni; U(x) rappresenta un intorno 
del punto x; conv A indica l'involucro convesso dell'insieme A, ovvero il più piccolo 
insieme convesso contenente A. 
Dati due spazi vettoriali topologici X e Y, una funzione punto-insieme (altrimenti 
detta multifunzione) F : X :=} Y, è una funzione che associa ad ogni x E X un 
sottoinsieme F(x) di Y, detto immagine o valore di Fin x. 
Una funzione punto-insieme si dice propria se esiste almeno un elemento x E X 
tale che F{ x) # 0. In tal caso diremo che l'insieme 
domF ={x E X: F(x) -:f 0} 
è il dominio di F. Chiameremo grafico di F, gr a F C X x Y e immagine di F, lm F C 
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Y, gli insiemi così definiti: 
graF ={(x, y): y E F(x)}, 
e 
lmF = U F(x) = U F(x). 
xEX xedomF 
Si deduce facilmente che il dominio di F è la proiezione su X di gr a F, mentre 
l'immagine di F è la proiezione su Y di graF. L'inversa di F, p-l : Y => X, è la 
funzione punto-insieme così definita: 
x E p-1 (y) {:} y E F(x). 
Si ha quindi: 
dom(F-1 ) - ImF 
lm (F-1 ) domF. 
La funzione F: X=? Y si dice stretta se domF =X, ovvero se le immagini F(x) 
sono non vuote, per ogni x E X. 
Le seguenti proprietà di una multifunzione F : X =? Y, sono facilmente di-
mostrabili, considerando insiemi arbitrari xl' x2 ç x: 
F(Xt U X2) F(Xt) U F(X2) 
F(Xt n X2) C F(Xt) n F(X2) 
F(X\Xi) :> F(X)\Xi 
Xt C X2 =? F(Xt) ç F(X2). 
Berge [Ber63] ha dato le seguenti definizioni di continuità per funzioni punto-
inseme da uno spazio topo logico X a uno spazio topo logico Y, riferendosi ad esse 
con il termine di semicontinuità inferiore e superiore; poichè, in realtà, nel caso di 
funzioni a valori puntuali, entrambe le definizioni coincidono con la definizione di 
continuità, daremo a tali proprietà il nome di continuità inferiore e superiore. 
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Definizione 1.1 {Ber63} La funzione F: X=> Y· è detta: 
a) inferiormente continua {i.c.) nel punto x se per ogni aperto S ç Y tale 
che S n F(x) i= 0 esiste un intorno N di x, N(x), tale che F(x) n S i= 0, 
Vx E N(x); 
b) superiormente continua (s.e.) nel punto x se per ogni aperto S ç Y tale 
che F(x) ç S esiste un intorno, N(x), tale che F(x) ç S, Vz E N(x). 
La multifunzione F è inferiormente continua su X se è inferiormente continua in 
ogni punto di X; è invece detta superiormente continua su X se F( x) è un insieme 
compatto, V x E X, e F è superiormente continua in ogni punto di X. Diremo inoltre 
che la funzione F è continua in x se è inferiormente e superiormente continua in x. 
Diremo che la multifunzione F è chiusa su X se gr a F è un insieme chiuso in 
X x Y. Faremo spesso riferimento a tale nozione mediante la sua descrizione in 
termini di reti convergenti: la multifunzione F è chiusa se e solo se per ogni x E X 
e per ogni rete {xi,Yi} convergente a (x,y), con Yi E F(xi), si ha che y E F(x). 
Se tale caratterizzazione vale, in particolare, per un punto x E X, diremo che F è 
chiusa in x. 
Si possono dimostrare le seguenti relazioni tra i concetti appena introdotti. 
Proposizione 1.2 {A uE84}Sia F : X => Y una multifunzione con valori chiusi e 
x E X. Se F è una funzione superiormente continua nel punto x, allora F è una 
funzione chiusa nel punto x E X. 
L'implicazione della proposizione precedente non è invertibile, come mostra il 
seguente esempio. 
Esempio 1.3 Si consideri la funzione f : 1R ---+- 1R così definita: 
{ 
1/x 
f(x) = O 
x -:f. O 
x=O 
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f risulta chiusa ma non superiormente continua (in quanto non continua) nel punto 
x= o. 
Se si aggiungono delle ipotesi di compattezza, la chiusura di f implica la sua 
continuità superiore. 
Definizione 1.4 La multifunzione F : X :::} Y èuniformemente compatta in 
un intorno di x E X se esiste un'intorno N di x tale che l 'insieme cl UxeN F( x) è 
compatto. 
Proposizione 1.5 [A uE84} Sia F : X :::} Y una multifunzione uniformemente 
compatta in un intorno del punto x E X. La funzione F è chiusa nel punto x se e 
solo se F(x) è compatto e F è superiormente continua nel punto x. 
Consideriamo ora un esempio di n1ultifunzione, che avrà rilevanza nel seguito, 
come collegamento con gli approcci alla differenziabilità ambientati in spazi ordinati. 
Sia K ç Y un cono convesso. Si consideri la funzione F + K : X :::} Y così 
definita: 
(F + I<)(x) = F(x) + K. 
Si chiama K -epigrafico della funzione F : X :::} Y il grafico del a funzione F + K 
ovvero l'insieme : 
epi K F = { (x, y) E X x Y : y E F (x) + K} . 
Utilizzeremo la nozione di K -epigrafico soprattutto considerando funzioni puntua-
li f : X --+ Y appunto per trasformarle in funzioni punto insieme e analizzarle 
mediante i concetti qui presentati. 
Definizione 1.6 La multifunzione F: X:::} Y si dice K-convessa se epiKF è un 
~nszeme convesso. 
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Equivalentemente, una funzione punto insieme F : X => Y si dice K-convessa se 
gra F ç X x Y è un insieme ({O} x I<)-
Proposizione l. 7 La funzione F :X=> Y è K-convessa sull'insieme U ç X se e 
solo se Vx\x2 EU, V>.. E (0, 1], si ha: 
La funzione F si dice convessa se F è {O }-convessa. 
N o t i amo che questa definizione di convessità, nel caso particolare delle funzioni 
punto-punto coincide con la convessità del grafico della funzione, e quindi con la 
nozione di funzione affine. Multifunzioni di questo tipo sono state indagate, sotto il 
nome di relazioni convesse, da Borwein [Bor81]. 
Una particolare famiglia di funzioni punto-insieme è data dalle approssimazioni 
coniche locali che, dato un insieme A C X, assegnano ad ogni punto x E X un cono 
che approssima (secondo diverse definizioni) l 'insieme A nei punti vicini a x. La 
natura d eli' approssimazione conica può ovviamente essere specificata in molti modi 
distinti ed effettivamente in questo lavoro ne vedremo diverse definizioni. Abbiamo 
però ritenuto preferibile non riunirle tutte in questo paragrafo, ma introdurle volta 
per volta, nei paragrafi in cui vengono utilizzate. Definiamo qui solo la nozione più 
nota e di uso più frequente, ossia quella di cono tangente, la cui introduzione risale 
agli anni '30 ad opera di Bouligand e di Severi. 
Definizione 1.8 Dato un insieme A C X e un punto x E X, diremo cono tan-
gente ad A in x l 'insieme 
T(A,x) ={v E X: VU(v),é >O, 3t E (O,é),w EU, x+ tw E A}. 
Il cono tangente può essere caratterizzato mediante reti (o successioni se X è 
uno spazio metrizzabile) nel seguente modo: 
T(A,x) ={v E X: 3{vi} ~v, 3{ti} "\.O, x+ tivi E A}. 
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2 Le definizioni classiche di differenziabilità 
Per le funzioni reali di più variabili reali, le nozioni di differenziabilità e di differen-
ziale sono state introdotte con rigore all'inizio di questo secolo. I lavori di Fréchet 
e di Gateaux (anticipati per certi aspetti da alcune Note di Volterra) sono stati 
poi sviluppati con numerose altre definizioni che hanno tentato di generalizzare le 
precedenti, estendendole anche a operatori tra spazi astratti. Come sempre accade 
in questi casi, la pluralità di definizioni ha dato luogo ·ad assiomatizzazioni che 
si sono poste in un contesto sufficientemente generale per riprodurre le precedenti 
definizioni come casi particolari. In questo paragrafo presenteremo le definizioni 
"classiche" di Gateaux, Fréchet e Hadamard insieme ad un approccio assiomatico 
che le ricomprende. Al contrario di quanto accade nel resto del capitolo, dedicheremo 
qui particolare attenzione a funzioni a valori in spazi vettoriali topologici. Questa 
ambientazione infatti non richiede differenze nelle definizioni di differenziabilità e 
ci consente di introdurre qui dei concetti cui faremo riferimento frequente in tutti i 
successivi capitoli. Consideriamo quindi una funzione f : X ---+ Y, con X e Y spazi 
vettoriali topologici. La notazione L(X, Y) indica l'insieme degli operatori lineari e 
continui da X in Y. 
Definizione 2.1 Chiamiamo derivata direzionale (variazione) secondo Gateaux di 
f : A C X ---+ Y (A aperto) in x E A, lungo la direzione d, il seguente limite, se 
esiste finito: 
! '( d) _ 1. f(x + td)- f(x) x, - 1111 • 
t'\.0 t 
Se Y = JR, la precedente definizione può essere generalizzata al caso in cui il 
limite non esista, introducendo le nozioni di lin1ite superiore e inferiore. Utilizzeremo 
più avanti la definizione di derivata superiore e inferiore di Dini, date da: 
j+(x,d) = linlsupt-1[/(x + td)- f(x)] 
t'\.0 
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e 
f-(x, d)= lim inf t-1(/(x + td)- f(x)]. 
t'O 
Nel caso lo spazio Y non coincida con IR, le definizioni di limite superiore e infe-
riore si scontrano con la mancanza di un ordinamento completo in Y. L'estensione 
delle derivate di Dini in tale contesto non è univoca e verrà ripresa nei prossimi 
capitoli. 
Naturalmente f' (x, d) può esistere solo per alcuni valori di d; sempre rispetto 
alla seconda variabile può essere (o meno) lineare e continua. In ogni modo, f' (x, d) 
è funzione linearmente omogenea rispetto alla seconda variabile. Il concetto di 
variazione secondo Gateaux estende a insiemi astratti la consueta definizione di 
derivata direzionale (lungo una semiretta) di una funzione reale di più variabili 
reali. 
Definizione 2.2 La funzione f si dice differenziabile secondo Gateaux quando 
f'(x, d) esiste per ogni d E X ed è, rispetto a d, funzione lineare e continua. In 
questo caso indicheremo il differenziale di Gateaux f'( x, d) con \7 f( x)( d). 
Proposizione 2.3 [Nas71} Condizione necessaria e sufficiente perchè f : A C X -t 
Y ammetta variazione secondo Gateaux in x E A lungo la direzione d è che valga la 
seguente rappresentazione: 
f(x +d)- f(x) = H(x, d)+ r(x, d) 
dove H è linearmente omogenea rispetto alla seconda variabile e limt,o t-1r(x, td) = 
o. 
Dalla proposizione precedente segue subito che l'esistenza della derivata di-
rezionale implica la continuità di f lungo la direzione d. Già dall'Analisi reale 
sappiamo che neanche l'esistenza di f'(x, d), per ogni d, implica la continuità di f 
In x. 
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Definizione 2.4 Se gli spazi X e Y sono normali_, la funzione f : A C X ~ Y 
si dice differenziabile secondo Fréchet in x E A quando esiste un operatore lineare 
continuo Lx E L( X, Y) per cui vale la seguente rappresentazione: 
f(x +d)- f(x) =Lx( d)+ r(x, d) 
con lillld-o lldll-1 llr(x, d) li =O. 
La definizione 2.4 generalizza a spazi astratti la consueta nozione di funzione 
differenziabile tra spazi a din1ensione finita. Come in questo caso, una funzione 
differenziabile secondo Fréchet lo è anche secondo Gateaux e i due differenziali coin-
cidono; inoltre f risulta continua in x 
Proposizione 2.5 [Nas71} La funzione f è differenziabile secondo Fréchet in x se 
e solo se lo è secondo Gateaux e il limite che compare nella Proposizione 2.3 è 
uniforme al variare di d in S = {d: lidi l = l}. 
Un'altra condizione sufficiente per l'equivalenza tra le definizioni 2.2 e 2.4 è che 
la trasformazione x ~ "V f(x) sia continua tra dom f C X e L( X, Y). Parleremo in 
questo caso di funzioni di classe C1 . 
Definizione 2.6 La funzione f : X ~ Y si dice differenziabile secondo Hadamard 
in x quando esiste Lx E L(X, Y) tale che, per ogni funzione derivabile a destra 
g : [0, l] ~X, con g(O) =x, la funzione F(t) = f[g(t)] è derivabile in t= O con 
F'(O) = L(g'(O)). 
Proposizione 2. 7 [Nas71} Condizione necessaria e sufficiente perchè f sia dif-
ferenziabile secondo Hadamard in x è che valga la rappresentazione della definzione 
2.4 con limt'\.O r( x, t d) = O uniformemente al variare di d in ogni insieme compatto 
per successzonz. 
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Dalla proposizione precedente segue immediatamente che una funzione differen-
ziabile secondo Fréchet lo è anche secondo Hadamard e i due differenziali coincidono; 
il viceversa non vale, come mostra il successivo esempio. 
Esempio 2.8 Consideriamo il seguente funzionale definito sullo spazio i 2 : se 
x = tek, dove ek = {0, O, ... , l, O, ... } e 1 occupa il k-esimo posto, è f(x) = tl+l/k; 
altrimenti è f(x) =O. Nell'origine, f è differenziabile secondo Hadamard in quanto 
F'(O) = lim F(t)- F(O) = lim f(x(t))- f(x(O)) = lim f(x(t)) =O 
t'\.0 t t'\.0 t t'\.0 t 
qualunque sia x(t), con t ~ O. La definizione 2.6 è soddisfatta con L = O. Lo 
stesso funzionale non è invece differenziabile secondo Fréchet. Basta considerare la 
seguente successione di elementi di l 2 : x 1 = {l, O, ... }, x 2 = {O, l /2, ... } , x 3 = 
{0, O, 1/3, ... }, ... con llxkll = l/k. In questo caso è 
f(xn)- f(O) 
llxnll 
che non tende a zero quando n~ +oo. 
( 1/ )1+1/n ~/n = (1/n)tfn, 
Lo stesso Fréchet ha con1unque dimostrato che negli spazi a dimensione finita le 
Definizioni 2.4 e 2.6 coincidono (come del resto di constata immediatamente con-
frontando gli enunciati delle Proposizioni 2.5 e 2. 7). Per quanto riguarda i rapporti 
tra differenziabilità secondo Gateaux e secondo Hadamard, dal confronto tra la 
Definizione 2.2 e la Proposizione 2. 7 segue immediatamente che una funzione dif-
ferenziabile secondo Hadamard lo è anche secondo Gateaux. Il succesivo esempio 
mostra che il viceversa non vale. 
Esempio 2.9 La funzione: 
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soddisfa la Definizione 2.2 nel punto {0,0}: 
.;._!....;_( t_dt_,_td_2...:.....) _-__;,f___;(__;,O,_O~) ---+ Opert ---+ O(ancheperd2 = O). 
t 
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La stessa funzione non è però nell'origine differenziabile secondo Hadamard. Con-
sideriamo infatti la funzione x = (xt, x2) = g(t) = (t2, t 5 ), per la quale è g(O) = 
(0, O) = g'(O); per essa è F(t) = f[x(t)] = t e dunque F'(O) = l, mentre per ogni 
L E L(X, Y) è L(g'(O)) =O. 
Una condizione sufficiente per l'equivalenza delle Definizioni 2.2 e 2.6 è data dalla 
lipschitzianità locale della funzione f. 
Quale proprietà particolarmente interessante del differenziale di Hadamard, no-
tiamo che esso risulta il differenziale più generale tra quelli che soddisfano il teo-
rema sulla differenziabilità (e sulla forma del differenziale) della funzione composta 
(" chain rule"). Mostriamo con un semplice esempio che il differenziale di Gateaux 
non verifica necessariamente la "chain rule". 
Esempio 2.10 Sia f: lR---+ IR definita da f(x) = (x,x 2 ) e g: JR2 ---+ 1R definita 
da g( x, y) = x, se y = x 2 , e nulla altrimenti. Entrambe queste funzioni verificano 
la Definizione 2.2 con \lf(O) = (0,0) e \lg(O,O) =O. La funzione composta F(x) = 
g[f(x)] =x ha invece come derivata nell'origine F'(O) =l. 
La Definizione 2.2 e le Proposizioni 2.5 e 2. 7 hanno messo in luce una struttura 
comune in termini di rappresentazione di .b..j, presente nelle definizioni di Gateaux, 
Frechet e Hadamard. Su questa osservazione è basata la seguente definizione as-
siomatica di differenziabilità data da Sova e ripresa da A verbukh e Smolyanov negli 
anni '60. 
Definizione 2.11 [A vS68} Data una famiglia a di insiemi di X, la funzione f : 
X ---+ Y è detta (]'-differenziabile in x E X quando esist'e L E Lx(X, Y) per cui: 
f (X + d) - f (X) = Lx (d) + r (X, d) 
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con limt'\.O t-1r(x, td) = O uniformemente al variare di d in S, per ognz znszeme 
S E u. L 'operatore Lx viene detto u-differenziale di f in x . 
La definizione precedente consente di ritrovare, come casi particolari, le prece-
denti definizioni. Se u è la famiglia di tutti i sottoinsiemi finiti di X, la Cf-differen-
ziabilità coincide con quella di Gateaux. Se u è la famiglia dei sottoinsiemi di X 
compatti per successioni, ritroviamo la differenziabilità secondo Hadamard. Se u è, 
infine, la famiglia dei sottoinsiemi limitati di X, abbiamo nuovamente la differen-
ziabilità secondo Fréchet. 
In letteratura esistono naturalmente molte altre definizioni di differenziabilità. 
Quella che ci apprestiamo a dare avrà grande rilievo nel seguito. 
Definizione 2.12 Una funzione f: A C X --+ Y si dice strettamente differenziabile 
in x E A, se esiste una trasformazione lineare continua F : X --+ Y tale che, per 
ogni d E X: 
lim f(z + td)- f(z) = Fx(d). 
t'O t 
z-x 
Quando il limite nella Definizione 2.12 è uniforme al variare di d nei sottoinsiemi 
compatti per successioni (rispettivamente, limitati) di X, parleremo di differenzia-
bilità stretta secondo Hadamard (risp. Fréchet ). 
In relazione alle generalizzazioni della Definizione 2.11, ci limitiamo ad accennare 
quelle in cui, nella rappresentazione di ~/, non si richiede più che L sia una trasfor-
mazione lineare continua ma semplicemente una funzione omogenea e continua o 
addirittura solo omogenea. In questo caso parliamo di funzione u-derivabile in x ; 
in particolare, al variare della famiglia u, otteniamo (come nel caso della differen-
ziabilità) le funzioni derivabili secondo Gateaux, Hadamard e Fréchet. Nel primo 
caso ritroviamo il concetto di variazione introdotta con la definizione 2.1. 
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In [Fle80] la derivabilità secondo Hadamard viene caratterizzata mediante la 
seguente rappresentazione della derivata direzionale: 
! '( d)_ 1. f(x + tndn)- f(x) X, - Im , 
n-++oo tn 
dove { tn} e { dn} sono due generiche successioni convergenti, rispettivamente, a d e 
a O. Questa definizione sarà spesso richiamata nel seguito; si osservi che se X è uno 
spazio la cui topologia è efficaciemente descritta tramite successioni (ad esempio uno 
spazio normato o metrizzabile), un'altra caratterizzazione equivalente è data da: 
f'(x,d) = lim f(x +tv)- f(x) =O. 
t'.,O t 
v-+d 
Nel caso generale le due nozioni di derivata non coincidono, la seconda essendo 
più restrittiva della prima. Una definizione di derivabilità di questo tipo è stata per 
esempio usata da Neustadt [Neu76). Un itnportante collegamento tra la derivabilità 
secondo Gateaux e secondo Neustadt è svolto dal concetto di funzione direzional-
mente stabile (vedi [MiP92] per il suo utilizzo in analisi 'nonsmooth'). 
Definizione 2.13 Una funzione f : X ~ Y è detta direzionalmente stabile in x 
se vale, per ogni d E X: 
lim f(x +tv)- f(x + td) =O. 
t'O _t 
v-+d 
Dali 'identità 
t-1[/(x +tv)- f(x)] = t-1[/(x + td)- f(x)] + t-1 [/(x +tv)- f(x + td)], 
si nota che una funzione f è derivabile secondo Neustadt in un punto x se e solo se 
in tale punto è derivabile secondo Gateaux e direzionalmente stabile. 
Risulterà chiaro dali' analisi del subdifferenziale di Clarke, affrontato in un succes-
sivo paragrafo, che la differenziabilità in senso stretto non si presta ad una definizione 
di derivabilità analoga a quelle appena viste. Vedremo infatti che, considerando il 
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limite superiore del rapporto incrementale della Definizione 2.12 otteniamo una fun-
zione sublineare rispetto alla direzione e, analogamente, otteniamo una funzione 
superlineare considerando il limite inferiore. Risulta da ciò evidente che, se il limite 
esiste, deve necessariamente essere lineare. 
3 Il subdifferenziale di funzioni convesse 
A Il passaggio dal concetto di differenziale a quello di subdifferenziale ha avuto, 
quale iniziale punto di riferimento, la classe delle funzioni convesse, delle quali si 
sono potute sfruttare le note proprietà di regolarità. I lavori fondamentali in questa 
direzione sono quelli di R. T. Rockafellar e successivamente di B.N. Pshenichnyi e di 
J.J. Moreau. 
In questo capitolo considerererno funzioni convesse reali definite su uno spazio 
vettoriale topo logico X (quando non specificato diversamente). Adotteremo la con-
venzione che esse valgano +oo al di fuori del loro insieme di definizione. Tale scelta 
non ne modifica la convessità e permette di considerare funzioni sempre definite su 
tutto X e a valori in ( -oo, +oo] = JR•. Una funzione convessa è detta propria se 
non vale identicamente +oo; il suo dominio effettivo (indicato condom f) è l'insieme 
dei valori che hanno immagine finita; esso è necessariamente un insieme convesso. 
Una funzione convessa ammette derivate direzionali (secondo Gateaux) in ogni 
punto x del dominio effettivo e lungo ogni direzione [Hol72]. La derivata direzionale 
f'(x, ·) è inoltre funzione positivamente omogenea e subadditiva (quindi convessa) 
della seconda variabile, con dominio effettivo coincidente con il cono generato da 
domf- x, =eone [domf- x]. 
Un'altra importante proprietà di regolarità delle funzioni convesse riguarda la 
loro continuità, che è garantita da ipotesi non troppo restrittive. 
Proposizione 3.1 [Hol72} Sia f una funzione convessa sull'insieme convesso aperto 
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A C X. Se f è limitata superiormente in un intorno di un punto x E A, allora è 
continua su tutto A. 
Da questo risultato deriva in particolare la continuità, nell'interno relativo del 
suo dominio, di una funzione convessa definita su JR:L, dove l'interno relativo di 
un insieme coincide con il suo interno rispetto al più piccolo insieme affine che lo 
contiene. 
Dalla Proposizione 3.1 segue inoltre che una funzione f, convessa su un insieme 
A, è continua in in t A se e solo se l'epigrafico di f ha interno non vuoto e se e solo 
se è superiormente semi continua in un punto x E in t A. La semicontinuità inferiore 
di f non è invece condizione sufficiente per la continuità, a meno di fare ipotesi più 
restrittive su X. 
Proposizione 3.2 [Hol72} Sia f una funzione convessa e semicontinua inferior-
mente su uno spazio di Banach X. Allora f è continua su X. 
Un risultato più forte della continuità si ottiene supponendo che X s1a uno 
spazio normato; f è in questo caso, localmente lipschitziana su A e, di conseguenza, 
lipschitziana su ogni suo sottoinsieme compatto [Ro V73]. 
Abbiamo ricordato che una funzione convessa è sempre derivabile secondo Gateaux; 
da questa proprietà, dall'identità: 
f(x + tnd) - f(x) 
t -
f(x + tndn)- f(x + tnd) 
t 
e dai legami tra derivabilità secondo Gateaux e secondo Hadamard per funzioni 
lipschitziane, visti nel paragrafo precedente, segue la derivabilità secondo Hadamard 
di una funzione convessa, definita su un sottoinsieme aperto A di uno spazio normato 
e superiormente limitata in un intorno di un punto x E A. Analogamente, se f è 
differenziabile secondo Gateaux, lo è anche (nelle stesse ipotesi sopra menzionate) 
secondo Hadamard. Non è al contrario garantito (a differenza di quanto accade in 
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IR) che una funzione convessa e differenziabile secondo Gateaux lo sia anche secondo 
Fréchet, come mostrano i seguenti esempi in cui f è la funzione norma di alcuni spazi 
di dimensione infinita. 
Esempio 3.3 {Ro V73, Dieu60, Kot83} 
i) Nello spazio C[O, l] delle funzioni continue sull'intervallo [O, l], consideriamo: 
f(x) = llxll = sup lx(t)l; 
tE[O,l) 
tale funzione non e differenziabile secondo Fréchet in alcun punto {Dieu60}, 
ma è differenziabile secondo Gdteaux (e secondo Hadamard} in corrispondenza 
di tutte le funzioni x( t) che assumono valore massimo in un solo punto di [0, l] 
{Dieu60, J(ot83}. 
ii) Consideriamo la consueta norma dello spazio f 1 : 
00 
f(x) = llxll =L lçnli 
i= l 
anche questa funzione non è differenziabile secondo Fréchet in alcun punto 
{Dieu60}, ma è differenziabile secondo Gateaux in tutti i punti x in cui tutte 
le coordinate çn sono diverse da zero. 
L 'importanza. in Analisi funzionale, della differenziabilità delle funzioni convesse 
ha portato E. Asplund a classificare gli spazi di Banach in funzione della differen-
ziabilità secondo Gateaux o secondo Fréchet delle funzioni convesse e continue su 
un sottoinsieme denso G 8 dell'insieme su cui sono continue. Tali spazi assumono 
rispettivamente il notne di spazi di differenziabilità debole (WDS) e forte (SDS ). 
L'affermazione che gli spazi a dimensione finita sono spazi di differenziabilità forte 
discende dal seguente risultato e dalla lipschitzianità di una funzione convessa. 
Teorema 3.4 (Radamacher) Per una funzione f localmente lipschitziana su IRn, 
l 'insieme dei punti di differenziabilità (secondo Fréchet) è denso in int{ dom f) e il 
suo complemento in int( do m f) è un insieme di misura nulla. 
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B. Introduciamo ora il fondamentale concetto di subgradiente, mediante il quale si 
sostituisce il gradiente di una funzione convessa non differenziabile. 
Definizione 3.5 Un funzionale x* E X' è detto subgradiente di una funzione 
convessa f in x E X quando: 
f(z) ~ f(x)+ < z- x, x*>, Vz E X. 
La disuguaglianza che appare nella Definizione 3.5 è formalmente simile a quella 
che caratterizza le funzioni convesse differenziabili secondo Gateaux, con x* = 
'\7 f( x). E' allora evidente la relazione tra gradiente e subgradiente anche a livel-
lo geometrico: se '\7 f(x) è il funzionale lineare che definisce l'iperpiano tangente 
all'epigrafico di f nel punto (x, f(x)), cosìx* definisce un iperpiano di supporto allo 
stesso insieme, ovvero un iperpiano H tale che epi f giace in uno dei semispazi 
individuati da H e si ha epi f n H =/: 0. 
L'insieme aj(x) di tutti i subgradienti di fin x è detto subdifferenziale di f 
in x. Se a f( x) =/: 0, allora è un sottoinsien1e di X' convesso e chiuso nella topologia 
debole* e f è detta subdifferenziabile in x. Porremo per definizione a f(x) = 0 se 
x tJ. dom f; l'insieme dei punti in cui f è subdifferenziabile viene quindi a essere un 
sottoinsieme del suo dominio effettivo. 
Esempio 3.6 Consideriamo la funzione indicatrice 8( C,·) di un insieme C con-
vesso e non vuoto di X, cioè la funzione che assegna il valore O ai punti x E C e il 
valore +oo ai punti x tJ. C, e calcoliamone il subdifferenziale in x E C. Si ottiene: 
a8(C, ·)(x)= N( C, x)= [co( C- x)]-, 
dove N( C, x), chiamato cono normale a C in x, è l 'insieme dei funzionali x* E X' 
tali che < z- x, x* >:::;O, per ogni z E C. 
Un'importante relazione tra subgradiente e derivata direzionale è data dalla 
seguente proposizione. 
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Proposizione 3.7 [Hol72} Sia x E domf; allora x* E 8f(x) se e solo se 
f'(x, d)~< d, x*>, V d E X. 
Le principali caratteristiche del subdifferenziale di una funzione convessa derivano 
dalla proposizione precedente, quando si interpreti la derivata direzionale in termini 
di funzione supporto. 
Definizione 3.8 Dato uno spazio localmente con v esso X e il suo duale X', si dice 
funzione supporto di un insieme C c X', la funzione a c : X ~ m U { +oo}, data 
da: 
ac(x) == sup <x, x*>. 
x* EC 
Si verifica direttamente dalla definizione che una funzione supporto è sempre 
sublineare e inferiormente semicontinua in quanto il suo epigrafico è intersezione di 
semipiani chiusi e quindi è convesso e chiuso esso stesso. Il seguente fondamentale 
risultato mette in corrispondenza biunvoca le funzioni con tali proprietà e finite su 
tutto X con una particolare famiglia di insiemi di X'. 
Teorema 3.9 (Hormander) Sia X localmente convesso; allora una funzione h : 
X ~ m è funzione supporto di un insieme non vuoto, convesso e debolmente* 
compatto C C X' se e solo se è sublineare e semicontinua inferiormente; in tal caso 
si ha anche 
C== {x* E X':< x,x* >::S h(x), Vx E X}. 
Abbiamo già visto che una funzione convessa f ha una derivata direzionale sub-
lineare; se poi f è continua in x E coredomf, allora anche J'(x, ·)lo è, in quanto è 
superiormente limitata dalla funzione continua g( ·) == f( x + ·) - f( x); nelle ipotesi 
del teorema di Honnander si può quindi dare la seguente descrizione del suo subdif-
ferenziale. 
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Proposizione 3.10 {Hol72} Sia X uno spazio localmente convesso e f una funzione 
convessa su X. Se f è continua in x E intdomf, allora il subdifferenziale 8f(x) è 
non vuoto, convesso e compatto nella topologia debole* di X' e si ha, per ogni d E X: 
f'(x, d)= max{ <d, x*>, x* E 8f(x)}. 
In particolare il fatto che l 'estremo superiore sia un valore di massimo segue dalla 
compattezza di 8f(x) e dalla continuita di<·,·> nella topologia debole*. 
Si osservi che la condizione sufficiente di esistenza del subdifferenziale espressa 
dalla Proposizione 3.10 non può essere estesa richiedendo la semicontinuità inferiore 
di f, nemmeno rendendo più stringenti le ipotesi sullo spazio X. Si può fornire 
un controesempio considerando una funzione f che ha come epigrafico un insieme 
chiuso e convesso, in uno spazio di Frechet (ossia metrizzabile, localmente convesso e 
completo), che non ammette iperpiano di supporto in alcun punto [Hol72]. Allora f 
è convessa e semicontinua inferiormente tna non è subdifferenziabile in alcun punto. 
Sotto le stesse ipotesi della Proposizione 3.10, nel caso X sia normato, si dimostra 
che 8f(x) è limitato in X', come conseguenza della sua compattezza (nella topologia 
debole*) e del teoretna di Baire [Hol72). 
L 'insieme delle funzioni convesse su uno spazio X costituisce un cono convesso; 
possiamo allora indagare la struttura algebrica dell'applicazione subdifferenziale 
f 1----7 a f( x)' rispetto alle operazioni di somma e di prodotto per uno scalare posi-
tivo. E' immediato verificare che 8(Àf)(x) = À8f(x), per ogni À >O. Per quanto 
riguarda la somma di funzioni, abbiamo il seguente risultato. 
Proposizione 3.11 [Hol72} Sia X uno spazio localmente convesso e f, g funzioni 
convesse s.u X. Se f è continua in x e domf n domg (= dom(f +g)), allora: 
8(f + g)(x) = 8f(x) + 8g(x), Vx E X. 
Sotto le stesse ipotesi della Proposizione 3.11, si dimostra inoltre che f risulta 
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differenziabile secondo Gateaux in x se e solo se o f( x) consiste di un solo elemento 
[Hol72], che coincide di conseguenza con il gradiente. 
Dali' analisi classica è noto che vale < z, \7 f (x) >:::; O, per ogni z E F tale che 
f(z) :::; f(x); l'analogia tra gradiente e subgradiente si mantiene anche per quanto 
riguarda l'ortogonalità con gli insiemi di livello di f. 
Proposizione 3.12 [Hol75} Sia f convessa, propria e continua su uno spazio X 
localmente convesso e x un punto in cui f non raggiunge il suo minimo. Allora, 
dettp C = { z : f( z) ::; f( x)}, si ha: 
N(C, x)= cl cone(of(x )). 
Vediamo infine come il subdifferenziale di una funzione convessa di F può essere 
costruito a partire dal gradiente di f calcolato nei punti vicini a x. Tale costruzione 
è resa possibile dal fatto che, per una funzione convessa e propria su IRn, l'insieme 
dei punti in cui f è differenziabile è un sottoinsieme denso di in t( dom f), come visto 
nel Teorema 3.4. 
Proposizione 3.13 {Roc72} Siaf una funzione propria, convessa e semicontinua 
inferiormente, definita su IRn, con in t( dom f) # 0. Allora: 
of(x) = clconv8(x) + N(domf,x), 
dove S(x) è l'insieme di tutti i limiti delle successioni {\7f(xn)}, con {xn} conver-
gente a x e f differenziabile in X n. 
C. Come visto nel punto precedente, molte delle proprietà del subdifferenziale non 
dipendono esplicitamente dall'ipotesi di convessità della funzione, quanto dalla pos-
sibilità di esprimemere la derivata direzionale come massimo valore assunto dai 
subgradienti: 
!'(x, d)= Inax{ <d, x*>, x* E of(x)}. 
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Deriva da questa osservazione l'utilità del concetto di quasidifferenziabilità. In 
tutto il presente capitolo supporremo che gli spazi coinvolti siano normati. 
Definizione 3.14 Una funzione f : X --+ 1R derivabile secondo Gateaux, si dice 
quasidifferenziabile nel punto x se esiste un insieme 8 f( x) C X', convesso e chiuso 
nella topologia debole*, tale che: 
f'(x, d)= max{ <d, x*>, x* E 8f(x)} V d E X. 
E' immediata conseguenza di quanto detto nei paragrafi precedenti che tutte le 
funzioni differenziabili secondo Gateaux e tutte le funzioni convesse sono quasidif-
ferenziabili in ogni punto del loro dominio in cui sono continue. Altra conseguenza 
immediata è che una combinazione lineare a coefficienti non negativi di funzione 
quasidifferenziabili e il massimo di n funzioni quasidifferenziabili sono a loro volta 
funzioni quasidifferenziabili. 
Per quanto riguarda la co1nposizione di funzioni, abbiamo il seguente risultato, 
di validità solo parziale. 
Proposizione 3.15 [Psh71 j Siano X e Y spazi di Banach, g : Y --+ IR una fun-
zione quasidifferenziabile e lipschitziana) a : X --+ Y una funzione differenziabile 
secondo Gateaux, allora la funzione f = go a è quasidifferenziabile su X e: 
8f(x) =A* o 8g(Ax) 
dove A è la derivata di a in x e A* : Y' --+ X' è la sua trasformazione aggiunta. 
Lo stesso termine di funzione quasi differenziabile, è stato usato V.F. Demyanov 
e A.M. Rubinov, per indicare una generalizzazione dell'approccio di Pshenichnyi; in 
questa breve presentazione, ipotizzeremo che le funzioni siano definite su uno spazio 
di Banach (anche se in realtà tale ipotesi potrebbe essere indebolita). 
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Definizione 3.16 Una funzione J, definita su uno spazio di Banach X (o su un 
suo sottoinsieme aperto) è detta quasidifferenziabile in un punto x E X quando 
la derivata direzionale f'(x, d) esiste ed è esprimibile come: 
f'(x,d) = n1ax <d, v>+ min <d, w>, 
vE8f(x) wE8f(x) 
dove of(x) e of(x) sono due sottoinsiemi di X' convessi e compatti nella topologia 
debole*. 
La coppia di insie1ni (of(x),of(x)) = Df(x), rispetto ai quali f è quasidifferen-
ziabile è detta un quasidifferenziale di fin x; in particolare gli insiemi of(x) e 
a f( x) sono detti, rispettivamente, un subdifferenziale e un superdifferenziale di f 
in x. Un quasidifferenziale non è ovviamente unico; infatti è facile vedere che la 
coppia (of(x) +C, of(x)- C), con C C }{' convesso e compatto nella topologia 
debole* , è anch'essa un quasidifferenziale di f in x. Chiaramente la classe delle 
funzioni quasidifferenziabili secondo Pshenichnyi coincide con la classe delle fun-
zioni che ammettono un quasidifferenziale della forma (of(x), {O}). Per comodità 
espositiva nel seguito chiameren1o subdifferenziabili le funzioni quasidifferenziabili 
di Pshenichnyi. A maggior ragione ogni funzione convessa, concava o differenziabile 
secondo Gateaux, è quasidifferenziabile secondo la nuova definizione. 
E' facile vedere che l'espressione per f' nella definizione di funzione quasidifferen-
ziabile equivale a: 
f'(x,d) = max < d,v >- max < d,w > 
vEof(x) wE-8f(x) 
e pertanto f' è la differenza delle funzioni supporto di due insiemi convessi e com-
patti. Come abbiamo visto poc'anzi, tali funzioni supporto sono semicontinue infe-
riormente e quindi, in particolare, continue, essendo definite su uno spazio di Banach. 
Pertanto f'(x, d), co1ne so1n1na di funzioni continue su X è anch'essa continua su 
x. 
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Un aspetto fondamentale delle funzioni quasidifferenziabili è la precisione delle 
regole di calcolo, assolutamente analoghe a quelle valide per le funzioni differenzia-
bili; per esprimere i quasidifferenziali, si noti che, se D = (A t, Bt) e D2 = (A2, B2), 
sono coppie di sottoinsiemi di X', possiamo definire le operazioni di moltiplicazione 
per un numero reale À e l'addizione di quasi differenziali nel seguente modo: 
e 
Proposizione 3.17 {DeR86} Se g, /t, f 2 , ••• , fn sono funzioni quasidifferenziabili in 
x, allora: 
a) la funzione L:i~1 Àifi, ( Ài E JR) è quasidifferenziabile in x e si ha: 
n n 
D(L Àifi) =L ÀiD(fi); 
i=l i=l 
b) la funzione f 1 f2 è quasidifferenziabile in x con: 
c) se g( x) =f. O, la funzione l/ g è quasidifferenziabilf in x ed è: 
D(l/g(x)) = (g(x))- 2 (-Dg(x)). 
Concludiamo il paragrafo tnostrando una semplice condizione di ottimalità. 
Proposizione 3.18 Condizione necessaria affinchè una funzione f definita su un 
insieme aperto A C X assuma punto di minimo in x E A è che valga: 
-8f(x) ç 8f(x). 
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4 Il subdifferenziale di Clarke 
Abbiamo visto nei paragrafi precedenti come il calcolo differenziale sia stato innanzi-
tutto applicato a funzioni localmente linearizzabili (ossia differenziabili) e poi come 
sia stato generalizzato a funzioni che fossero dapprima convesse e poi solo tangenzial-
mente convesse fino a quelle approssimabili da una differenza di funzioni sublineari. 
N el corso di questo processo la classe delle funzioni cui un certo tipo di calcolo dif-
ferenziale (necessariamente via via più sfumato) viene applicato, diviene sempre più 
ampia. Ciò nonostante il passo più grosso verso una vera generalità nell'applicazione 
del calcolo differenziale viene compiuto da F. H. Clarke che introduce un processo di 
convessificazione della derivata direzionale mediante il quale si riesce ad applicare ad 
ogni funzione lipschitziana la itnportante strumentazione sviluppata per le funzioni 
convesse. 
L'analisi viene poi sviluppata in modo da includere classi funzionali più ampie, 
grazie alla possibilità di affiancare alla definizione iniziale del subdifferenziale basata 
sulla teoria della misura, un approccio analitico e successivamente una descrizione 
geon1etrica in termini di coni tangenti e normali della derivata direzionale e del 
subdifferenziale. 
Per tutto ciò che segue il riferimento d'obbligo è la monografia [Cla83). 
Dal punto di vista cronologico la prima definizione di gradiente generalizzato 
muove dal teorema di Rademacher visto nel paragrafo precedente: una funzione 
lipschitziana definita su un aperto A di JRn è differenziabile su un sottoinsieme 0 1 
denso in A e tale che il suo completnentare in A ha misura di Lebesgue nulla. 
Definizio~e 4.1 Sia f : IRn --+ IR una funzione lipschitziana in un intorno U di un 
punto x e sia S un qualunque insieme di misura nulla in JRn. Definiamo gradiente 
generalizzato di f in x l 'insieme: 
8°f(x) = clconv{x* E X': x*= lim\7f(xn), {xn}--+ x, Xn E f!t\S}. 
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Poichè l'insieme appena definito è convesso, chiuso e limitato in F, esso può 
essere descritto dualmente da una funzione supporto. Un passo decisivo nell'analisi 
di Clarke è dato dalla possibilità di descrivere tale funzione supporto direttamente 
in termini della funzione f, facendo uso di un particolare rapporto incrementale; tale 
quantità è perfettamente definita per ogni funzione lipschitziana anche al di fuori 
degli spazi euclidei. In questo paragrafo, se non specificato altrimenti, consideriamo 
X uno spazio di Banach e A un suo sottoinsieme aperto. Un intorno del punto x di 
raggio b sarà indicato con B8( x). 
Definizione 4.2 Se f: A C X --? 1R è una funzione lipschitziana in un intorno di 
un punto x E A, la derivata direzionale generalizzata di f in x~, nella direzione 
d E X, è definita come: 
f
o(· d) 1. f(z + td)- f(z) x, = 1msup . 
t-....o t 
Dal punto di vista formale appaiono due principali differenze tra la nuova derivata 
e quelle classiche, viste nel prirno paragrafo: il limite viene sostituito dal limite su-
periore, come avevamo già visto per le derivate di Dini e, soprattutto, il punto x in 
cui si calcola la derivata, viene sostitutito nel rapporto incrementale da punti z con-
vergenti a x; la contemporanea presenza di questi due artifici permette di ottenere 
la catteristica fondamentale della derivata generalizzata, cioè la sua convessità. La 
seguente proposizione garantisce che, nèlla nuova arnbientazione, la derivata gener-
alizzata è ben definita come funzione supporto. 
Proposizione 4.3 [Cla83} Se f : A C X --? lR è una funzione lipschitziana in un 
intorno di un punto x E A con costante di Lipschitz k, valgono le seguenti asserzioni: 
i) f 0 (x, ·) è finita, linearmente omogenea e subadditiva rispetto alla seconda 
variabile con: f 0 (x, d) :::; klldll· 
ii) f 0 (x, d) è superiormente semicontinua rispetto alla coppia (x, d) e lipschitziana 
su X (con costante di Lipschitz k) come funzione di d. 
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Siccome f 0 (x, d) è subadditiva e finita (come funzione di d) il teorema di Hormander 
assicura l'esistenza di un insieme non vuoto, convesso e compatto nella topologia 
debole* di X' di cui essa è funzione supporto. 
Definizione 4.4 Se f : A C X ~ 1R è lipschitziana in un intorno di un punto 
x E A, suo gradiente generalizzato in x è l'insieme: 
8°f(x) ={x* E X': j 0 (x,d) 2::< d, x*>, Vd E X}. 
Nella seguente proposizione sono raccolte le proprietà del gradiente generalizzato 
che derivano dal teorema di Honnander ed esprimono il rapporto di dualità con la 
derivata generalizzata. 
Proposizione 4.5 {Cla83} Se f è una funzione localmente lipschitziana in x, allora 
valgono le seguenti asserzioni: 
i) ao f( x) è un sottoinsieme di X' non vuoto, convesso e compatto secondo la 
topologia debole*. 
ii} llx*ll ::S k, dove k è la costante di Lipschitz per f. 
iii) Per ogni d E X si ha: 
/
0 (x, d) = rnax{ < d, x* >, x* E 8° f(x) }. 
Il su h differenziale di Clarke gode di una imprtante proprietà di regolarità quando 
interpretato come funzione punto insien1e definita in un intorno di x. 
Proposizione 4.6 {Cla83} Se {Xi} ~ x e {xi} sono successioni; rispettivamente, 
in X ed in X' tali che xi E ao f( xi) e se x* è un punto di accumulazione di {xi} 
nella topologia debole*, allora: 
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ossia la multifunzione ao f è chiusa nella topologia debole*. 
I concetti sviluppati da Clarke possono essere collegati a quelli dell'analisi classica 
e in particolare al differenziale secondo Gateaux. 
Proposizione 4. 7 Sia f lipschitziana in un intorno di un punto x e differenziabile 
secondo Gateaux. Allora: 
V f (x) E a o f (x). 
L'inclusione data. dalla. Proposizione 4.6 può essere stretta. in quanto la derivata. 
direzionale generalizzata non coincide necessariamente con la derivata. direzionale in 
senso classico (quando essa. esista.), cotne mostrano i successivi esempi. 
Esempio 4.8 Consideriamo la seguente funzione definita su JR: 
{ 
x2 sinl/x 
f(x) = 
O x=O 
Tale funzione è derivabile per ogni x, risultando in particolare f'(O) = O. lnol-
tre, siccome la derivata è limitata in ogni intorno U(O) dello zero, f è localmente 
lipschitziana in x = O, con costante di Lipschitz data da: 
k = sup llf'(x)ll· 
x EU 
Per ogn1: l E [-l, l] è possible trovare una successione infinitesima { xn} tale che 
f'(xn) = 2xnsin(l/xn)- cos(l/xn) ---+ l. In virtù della Proposizione 4.6 segue 
quindi: 
a o f (o) 2 [-l ' l]. 
Notiamo ora che per ogni e> O è possibile trovare un intorno U(O) tale che 11/'(x)ll < 
l+ e, per ogni x E U(O). L'arbitrarietà di e e la disuguaglianza / 0 (0; l)~ x*(l) 
implicano X*:::; l, per ogni x* E 8°/(0). Analogamente si verifica che x* 2:: -1, 
da cui ao f(O) = [-1, l] e / 0 (0; d) = Idi. Pertanto ao f(O) contiene propriamente la 
derivata f'(O) = {0}. 
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Dall'esempio 4.8 si nota che nemmeno sotto l'ipotesi più restrittiva che f sia 
differenziabile secondo Fréchet, si può dimostrare che il gradiente generalizzato si 
riduce al differenziale in senso classico. Il subdifferenziale di Clarke ha invece un 
legame più forte con la nozione di differenziabilità stretta. 
Proposizione 4.9 Una funzione f : X -t 1R è localmente lipschitziana in x con 
ao f( x) = { F} se e solo se è strettamente differenziabile secondo Hadamard in x, 
con derivata F. 
Clarke dimostra cioè che, per una funzione il cui gradiente generalizzato è for-
mato da un solo elen1ento, la richiesta di convergenza uniforme sui compatti nella 
definizione di differenziabilità stretta è equivalente ali 'ipotesi che f sia localmente 
lipschitziana in x. Dal risultato della proposizione precedente deriva la consuetudine 
di chiamare ao !(x) subdifferenziale stretto. 
Come caso particolare, si può affermare che se f è una funzione localmente 
lipschitziana, differenziabile con continuità, allora: 
a o f (x) = { \7 f (x)} . 
Sempre per confrontare il subdifferenziale di Clarke con i concetti classici visti so-
pra, possiamo notare che il nuovo approccio rappresenta una piena generalizzazione 
delle proprietà di derivabilità delle funzioni convesse. Si ricordi (Proposizione 3.1) 
che una funzione convessa è lipschitziana se e solo se è superiormente limitata su un 
insieme aperto. 
Proposizione 4.10 Se f è una funzione convessa definita su un insieme convesso 
aperto U C X e superiormente limitata in un intorno di un punto x E U, allora 
a o f (x) = 8 f (x), V x E U 
e 
j 0 (x, d) = f'(x, d), Vx E U, d E X. 
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Esponiamo ora alcune regole di calcolo che costituiscono un analogo di quelle 
d eli' analisi classica. 
Proposizione 4.11 Siano / 1 e f 2 funzioni lipschitziane su X, e s E JR. Si ha : 
e 
Per verificare che la relazione di inclusione espressa dalla Proposizione 4.11 non 
può essere invertita è sufficiente considerare le funzioni ft(x) = lxi e !2(x) = -lxi. 
Si ha infatti (/1 + /2 )(x) = O, Vx E JR, e quindi 8(/1 + f 2 )(x) = O , mentre 
ao !t (x) + ao !2 (x) = [-2, 2]. 
Come si vede, le regole di calcolo per i gradienti generalizzati assumono spesso 
la forma di relazioni di inclusione ( e non di uguaglianza) in quanto la derivata di-
rezionale generalizzata, al contrario di quella di Gateaux non è un operatore lineare. 
Veniamo ora al calcolo del gradiente generalizzato di una funzione composta 
f(x) = g(h(x)), con h= (hb···,hn): X~ JRn e g: Rn ~ IR. Se ogni funzione hi 
è lipschitziana in un intorno del punto x e g è lipschtiziana in un intorno del punto 
h( x), allora anche f è localmente lipschitziana in x. 
Proposizione 4.12 Per f =go h, si ha: 
n 
8°/(x) ç clconv{l:aix:: x: E 8°hi(x), a= (ab····,an) E 8°g(h(x)) 
i= l 
Un salto in avanti qualitativo di grande importanza si è avuto con la compren-
sione dei profondi legami che sussistono tra le derivate direzionali e i diversi concetti 
di tangenza. 
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Definizione 4.13 Dati un insieme C C X e un punto x E cl C, un elemento v E X 
è detto tangente all'insieme C in x quando, per ogni successione {X n} C C, con-
vergente a x e ogni successione { tn} C JR+ convergente a O, esiste una successione 
{vn} C X convergente a v, tale che Xn + tnvn E C, per ogni n. 
Si verifica che il cono tangente, denotato TG( C, x), è sempre convesso e chiuso 
ed è contenuto nel cono tangente della definizione 1.1.8. Per un confronto più ap-
profondito tra le diverse nozioni di cono tangente si veda [GiG92]. 
Definizione 4.14 Si definisce cono normale secondo Clarke all'insieme C t n x, 
indicato con NC(C,x), il cono polare del cono tangente secondo Clarke TC(C,x): 
NC(C, x)= {x* E X':< d~ x*>~ O, V d E TC(C, x)}. 
Il seguente risultato caratterizza i coni TG( C, x) e NC( C, x) mediante la funzione 
distanza associata all'insien1e C: dc(x) = inf{llx- cii : c E C}. (si può dimostrare 
che tale funzione è lipschitziana su tutto X. 
Proposizione 4.15 
T C (C, x) = {v E X : dc (x, v) = O}, 
NC(C,x) = clcone8dc(x), 
dove la chiusura è riferita alla topologia debole*. 
In spazi euclidei il cono nonnale può essere descritto in termini geometrici per 
mezzo del concetto di perpendicolarità. 
Definizione 4.16 Dato un sottoinsieme C C JRn e un punto x sulla frontiem di 
C, diciamo che w è perpendicolare a C in x se 
<c-x,w>~l/2llc-xll 2 , VcEC 
e che v è prenormale (proximal norma!) a C in x se v = aw per qualche a > O e 
qualche w perpendicolare a C in x. 
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Denoteremo con ll( C, x) l'insieme dei vettori prenonnali a C in x. 
Se il secondo membro nella disequazione che definisce un vettore perpendicolare 
fosse zero, avremmo ritrovato il concetto di iperpiano di supporto, di cui quindi la 
pependicolarità rappresenta un'estensione. 
Definizione 4.17 Si considerino l 'insieme chiuso C c JR:1' e un punto x E C. 
Chiameremo cono prenormale a C in x l 'insieme 
P(C,x) ={v= limvi: Vi E ll(C~xi)~ Xi~ x}. 
L'utilità del cono prenonnale è stata inizialmente messa in luce da B.S. Mor-
dukhovich in [MorSO). Incontreremo di nuovo questo concetto alla fine del Capitolo 
2. Clarke ha dimostrato la seguente relazione tra cono prenormale e normale. 
Proposizione 4.18 Dati l 'insieme chiuso C C IRn e x E C, si ha: 
N(C,x) = clconvP(C,x). 
Il seguente risultato stabilisce un primo collegan1ento della teoria del gradiente 
generalizzato con concetti geometrici. 
Proposizione 4.19 Se f è lipschitziana in un intorno di un punto x, l 'epigrafico 
di f0 (x~·) è dato da TC(epif,(x,J(x))), ovvero (d,r) E TC(epif,(x,f(x))) se e 
solo se r ~ J0 (x, d). 
Corollario 4.20 Un elemento x* E X' appartiene a ao f(x) se e solo se: 
(x*,-1) E NC(epif,(x,J(x))). 
Vediamo come l'approccio di Clarke permetta di affrontare due semplici problemi 
di minimizzazione, libero il primo e vincolato da un insieme A il secondo. 
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Proposizione 4.21 {Cla83} Se f : X -+ 1R assume minimo locale in x, allora: 
Proposizione 4.22 {Cla83} Sia x punto di minimo su A per una funzione f local-
mente lipschitziana in x; allora 
O E ao f(x) + NC(A, x). 
E' naturale chiedersi se la teoria del gradiente generalizzato possa essere estesa 
a funzioni non lipschitziane. La direzione di questa generalizzazione è suggerita dal 
Corollario 4.20. 
Definizione 4.23 Se f è una funzione definita su uno spazio di Banach X a valori 
in 1R U { ±oo} e x è un punto in cui f è finita, si definisce gradiente genemlizzato 
di f in x l 'insieme (eventualmente vuoto): 
a o f (x) = {x* E X' : (x*, -1 ) E N C (e p i f, (x, f (x)))}. 
Una misura del grado di non lipschitziantà di una funzione è data dal concetto 
di subdifferenziale singolare 
aoo f(x) ={x* E X': (x·\ O) E 1VC(epi f, (x, /(x)))}. 
aoo f(x) è un cono chiuso e convesso, contenente lo zero. Se ao f(x) =J 0, allora si ha: 
N C ( epi f, (x, f (x))) = eone { ( ao f (x), -1) U ( aoo f (x), O)}. 
Inoltre aoo f(x) è il cono di recessione di ao f(x) e risulta aoo f(x) = {O} (se X= IRn e 
f è semi continua inferionnente) se e solo se f è localmente lipschitziana. Ricordiamo 
che il cono di recessione di un insieme A è definito come Rec(A) ·= {z : x+ ..\z E 
A, 't/x E A,..\ ~ 0}. Dall'uguaglianza per cui Rec(8°f(x)) = aoo f(x) si deduce 
l'interpretazione geometrica per cui aoo f(x) è costituito dalle direzioni che, spiccate 
da un qualsiasi punto di 8°f(x), stanno sempre, anche "all'infinito",in 8°f(x). 
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Rimane il problema di trovare una nozione che svolga un ruolo analogo alla 
derivata direzionale generalizzata (per funzioni a valori in lR esteso). La risposta a 
questo problema fà riferimento ad un'estensione del concetto di limite superiore che 
è stata chiamata f-limite da De Giorgi [DeF75, DeG77]. 
Definizione 4.24 Chiamiamo derivata direzionale genemlizzata di f nel punto x 
{in cui f è finita) nella direzione d E X : 
Jl(x,d) = li1nlimsup inf t-1 [f(z +tv)- a], 
e-+0 f llv-dll<e (y,a)_x 
t"'O 
dove l'espressione (z, a) !.x indica che (z, a) E epif, z-+ x, a-+ f(x). 
Se f è semicontinua inferionnente nel punto x, l'espressione di f può essere 
riscritta come: 
Jl (x, d) = lim lim su p inf t-1 [f(z +tv) - f(z )], 
e-+0 z!.. x llv-dll<e 
dove l'espressione z ~x indica che z e f(z) convergono rispettivamente ad x e f(x). 
Il seguente teorema caratterizza la nozione di derivata ora introdotta, in maniera 
analoga a quella della Proposizione 4.15. 
Proposizione 4.25 La funzione Jl (x, d) è sublineare e inferiormente semicontinua 
rispetto alla seconda variabile e il suo epigrafico è costituito da TG( epi J, (x, J( x))). 
Dal confronto tra la Proposizione 4.15 e la Proposizione 4.23 si deduce che, se 
f è una funzione lipschitziana in un intorno di x, f 0 (x,d) e Jl(x,d) coincidono, in 
quanto hanno lo stesso epigrafico. Sempre dalla Proposizione 4.23, unita al teorema 
di Hormander, seguono le principali proprietà del nuovo gradiente generalizzato. 
Corollario 4.26 Si ha 81J(x) = 0 se e solo se Jl(x,O) = -oo. Altrimenti è: 
81J(x) ={x* E X': J1(x,d) ~<d, x*>, Vd E X}, 
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ed inoltre : 
Jl(x,d) = sup{< d,x* >, x*8f(x)}. 
Come stabilito dal risultato precedente, ar J( x) può essere vuoto. In ogni caso 
ar f( x) è un insieme convesso, chiuso nella topologia debole*, anche se non è neces-
sariamente limitato e compatto, poichè la sua funzione supporto, Jl (x,·), può non 
essere finita. 
Il concetto di funzione direzionalmente lipschitziana, introdotto nella definizione 
che segue, sarà utile per dirnostrare in forn1a più estesa alcuni risultati analoghi a 
quelli dei paragrafi precedenti. 
Definizione 4.27 Una funzione f : X ~ m u { +oo} è detta direzionalmente 
lipschitziana (nella direzione d E X) in un punto x in cui è finita quando risulta: 
f*(x,d) = limsupt-1[f(z +tv)- a]< +oo. 
(z,a)!.. x 
t",O, v-d 
Si dice inoltre che f è direzionalmente lipschitziana in x quando è direzional-
mente lipschitziana in x, rispetto ad almeno un d E X. 
Definizione 4.28 Un elemento v E X, appartiene al cono ipertangente ad un 
insieme C C X in x E C, /(C, x), se esiste t: > O tale che per ogni z E Be(x) n 
C, w E Be(v), t E (O,t:), si ha: 
z + tw E C. 
Proposizione 4.29 La funzione f : X ~ m u { +oo} è direzionalmente lips-
chitziana in x rispetto al vettore d E X se e solo se, per qualche b E JR, (d, b) è un 
vettore ipertangente all'epigrafico di fin (x,J(x)). 
Segue dalla proposizione precedente che se f*(x, d) < +oo, allora 
!*(x, d)= inf{b: (d, b) E I(epif,(x,f(x))). 
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Ciascuna delle seguenti condizioni [Roc80, Cla83] è sufficiente affinchè una fun-
zione f : X ~ lR U { +oo} sia direzionalmente lipschitziana in un punto x in cui è 
finita: 
i) f è lipschitziana in un intorno di x; 
ii) f è convessa e limitata in un intorno di un punto; 
iii) x = JRn' f è semi continua inferiormente in un intorno di x e ar !(x) è non 
vuoto e non contiene un'intera retta. 
Proposizione 4.30 Se ipotizziamo che f : X ~ lR U { +oo} sia finita in x e che 
l 'insieme D( x) dei vettori d rispetto ai quali f è direzionalmente lipschitziana sia 
non vuoto, allora 
D (x) = i n t {d E X : jl (x, d) < + oo}. 
Inoltre in ogni d E D(x), jl(x,d) è continua e coincide con f*(x,d). 
Come abbiamo visto, sebbene sia stato necessario introdurre qualche lieve com-
plicazione nella definizioni, si dimostra che, anche per funzioni non lipschitziane, 
è possibile istituire una teoria della differenziabilità generalizzata con proprietà 
paragonabili a quella vista per le funzioni lipschitziane. Non ci soffermiamo oltre 
sull'argomento, !imitandoci a ricordare che, anche per gli oggetti appena introdotti, 
è possibili verificare la validità delle principali regole di calcolo e condizioni di otti-
malità. Vedremo nel Capitolo 3 come e in quale misura tali concetti siano estendibili 
a funzioni vettoriali. 
5 Il subdifferenziale di Michel e Penot 
Abbiamo visto nel paragrafo precedente quanto feconda di risultati sia la possibilità 
di definire una derivata direzionale generalizzata che risulti sempre funzione convessa 
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della direzione. Il gradiente generalizzato ottenuto a partire da esso soffre però di 
alcuni difetti che ne limitano a volte l'efficacia descrittiva e operativa. Come esempi 
si possono citare l'esistenza di funzioni lipschitziane e differenziabili il cui gradiente 
generalizzato non è un 'singleton' oppure il fatto che le condizioni necessarie di 
ottimo risultano poco precise perchè il gradiente generalizzato è troppo ampio. 
Nell984 Ph.Michel e J.P.Penot [MiP84] hanno introdotto un nuovo tipo di sub-
differenziale, basato su una costruzione simile a quella di Clarke - viene definito a 
partire da una derivata direzionale nel cui rapporto incrementale si muove anche il 
punto iniziale e che risulta convessa nella direzione - e dotato di proprietà simili -
risulta convesso e chiuso come sottoinsieme di X' dotato della topologia debole* -
ma che d'altra parte è sempre contenuto nel gradiente generalizzato di Clarke e si 
riduce a un 'singleton' ogni volta che la funzione è differenziabile secondo Gateaux. 
Più precisamente la "nuova" derivata viene a coincidere con la derivata direzionale 
quando essa esiste ed è funzione convessa della direzione. In questo senso allora 
l 'impostazione di Michel e Peno t può essere vista come generalizzazione della qua-
sidifferenziabilità nel senso di Pshenichnyi. 
Consideriamo in questo paragrafo uno spazio vettoriale topologico localmente 
convesso e separato X, un suo sottoinsie1ne aperto A e la funzione f : A ç X ---+ IR. 
Per una presentazione esaustiva dell'argomento si veda [MiP92]. 
Definizione 5 .l Data una funzione f : X ---+ IR Diciamo derivata radiale stretta 
di f in x E A nella direzione d E X la funzione f 0 (x, ·) : X ---+ lR data da: 
/
o( d) 1. f(x + tw + td)- f(x + tw) x, = sup 1msup . 
wEX t'\,.0 t 
Diciamo su h differenziale radiale stretto l 'insieme: 
8° f(x) ={x* E X':< d, x*>:::; / 0 (x, d), \Id E X}. 
Si verifica che / 0 (x, ·)è sublineare e che 8° f(x) è sempre convesso e chiuso nella 
topologia debole*. 
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La definizione di derivata radiale stretta può subito essere confrontata con quella 
di derivata generalizzata secondo Clarke (per funzioni lipschitziane ). Nella definizione 
5.1, i punti x+ tw + td e x+ tw tendono a x radialmente (per t--+ o+) mentre nel 
limite superiore che caratterizza la derivata di Clarke i punti incrementati si avvici-
nano a x in modo qualsiasi. Ciò permette di affern1are subito che, per ogni w E X, 
è 
j 0 (x, d) ~ liin supt-1[f(x + td + tw)- f(x + tw)] 
t'\,0 
ovvero j 0 (x, d) ~ f 0 (x, d). Più in generale valgono le seguenti relazioni: 
f- (x, d) ~ J+ (x, d) ~ f 0 (x, d) ~ j 0 (x, d). 
dove J+ (x, d) e J- (x, d) sono le derivate superiore e inferiore di Dini. 
Per garantire che 8° f( x) sia non vuoto e per dimostrare molti risultati concer-
nenti tale subdifferenziale sono sufficienti ipotesi su f più deboli di quella lipschitzia-
nità locale che permetteva di ottenere risultati simili per il gradiente generalizzato 
di Clarke (perlomeno nel suo approccio iniziale). 
Definizione 5.2 Una funzione f : X --+ 1R è stabile in x quando esistono una 
seminorma q su X e un intorno V(O) in X tali che, Vv E X : 
f(x) +q( v)~ f(~ +v)~ f(x)- q(v). 
La precedente definizione di stabilità porta a scrivere la disuguaglianza 
lf(x +v)- f(x)l ~q( v). 
Risulta allora chiaro che tale condizione generalizza quella di lipschitzianità in 
quanto puntuale (x è fisso) e in quanto sostituisce la seminorma al termine kllvll· 
Proposizione 5.3 {MiP92} Se f è stabile in x E A, allora f 0 (x, ·) è stabile in O e 
0° f(x) # 0. 
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Se f è direzionalmente stabile in x E A, allora J0 (x,·) è semicontinua inferior-
mente in O, 8° f(x) # 0, e risulta, V d E X: 
j 0 (x, d) = sup{ < d, x* >: x* E 8° f(x) }. 
passando al confronto tra su bdifferenziale radiale e gradiente generalizzato a o f (x)' 
è immediato verificare che 8°/(x) ç 8°f(x). Essendo 8°f(x) un insieme chiuso, 
esso è anche compatto (sempre nella topologia debole*) quando f è localmente lip-
schitziana in x, perchè sotto tale ipotesi è compatto il gradiente generalizzato. 
Per approfondire il confronto tra la derivata radiale ed altri tipi di derivata ge-
neralizzata è utile introdurre un particolare procedimento che genera una funzione 
su blineare a partire da una funzione linearmente omogenea. Questo processo di 
convessificazione si basa su una nozione di differenza tra insiemi introdotto da Pon-
tryagin [Pon67] per risolvere problen1i di teoria dei giochi e poi usato da Pshenichnyi 
[Psh71] in Analisi convessa. 
Differenza di Minkowski di due insiemi A e B, è l 'insieme: 
* A-B= {x: x+ B ç A}= n (A- b). 
bEB 
Considerando in particolare la differenza C :t... C = *C, dove C è un cono chiuso, 
abbiamo che *C è un cono chiuso e convesso contenuto in C; nel caso X sia normato 
*C può essere visto come l'intersezione di tutti i sottoconi convessi massimali di C 
[Pen85, AuF91]. E' facile verificare che se C è un cono convesso, risulta *C = C. 
Dal punto di vista geometrico, la differenza A :t... B è l 'insieme dei vettori c E X di 
cui posso traslare l 'insieme B, rimanendo in A. 
Tale operazione può essere applicata alle funzioni considerandone l'epigrafico; si 
parlerà, in_ tal caso, di differenza epigrafica, o di deconvoluzione, d~lle due funzioni. 
Diremo che h = f :t...g quando epi h = epi f :t...epig, da cui, nel caso di due funzioni 
/, g positivamente omogenee, si ottiene [Pen85]: 
* (f-g)(d) = sup{f(d +w)- g(w)}. 
w EX 
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Considerando in particolare la differenza p.:t...p = *p si ottiene la cosiddetta funzione 
di recessione [Roc72]. La funzione *p risulta sublineare con *p(d) 2 p(d). Si ha 
inoltre che *p è lipschitziana se lo è p. 
Utilizzando la definizione di differenza epigrafica tra funzioni, la funzione di 
recessione *p può essere riscritta come 
*p( d)= sup(p(u +d)- p(u)). 
uEX 
e si può descrivere geometricamente *p come la più piccola funzione sublineare che 
risulti maggiore di p ogni volta che se ne trasli il vertice in un punto del grafico di 
p. Per essere più precisi, dato d E X e per ogni g E X 
p(d) + *p(g- d) 2 p(g), 
e h ~ *p per ogni funzione sublineare h che soddisfi la relazione precedente [Hir85]. 
Riprendiamo i confronti tra la derivata radiale stretta e altri concetti di derivata 
direzionale; la seguente proposizione fornisce il legame fondamentale tra derivata 
radiale stretta e derivate di Dini. 
Proposizione 5.4 [MiP92} Sia f : X --+ lR e x E X, allora: 
Se J+(x, w)> -oo, Vw E X, allora 
o + * f (x' . ) ~ f (x' . ) - !- (x' . ) . 
Se in particolare f è derivabile secondo Gateaux in x segue quindi 
perchè J-(x,·) = J+(x,·), e sotto l'ulteriore ipotesi che la derivata direzionale sia 
convessa nella seconda variabile, si ha: 
f' (x, ·) = ! 0 (x, ·). 
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Dali 'ultima uguaglianza segue che il subdifferenziale radiale stretto è una ge-
neralizzazione di quello delle funzioni convesse, in quanto tali insiemi vengono a 
coincidere nel caso f sia convessa; più in generale si ottiene una generalizzazione 
della quasidifferenziabilità secondo Pshenichnyi. 
Notiamo infine che il subdifferenziale radiale è composto da un solo elemento 
( chee coincide con la derivata) se e solo se la funzione è differenziabile secondo 
Gateaux. Questa proprietà appare particolarmente importante se ci si muove nell'ot-
tica di superare l 'ipotesi di differenziabilità delle funzioni; ricordiamo che il gradiente 
generalizzato si riduce a un 'singleton' se e solo se la funzione in esame è strettamente 
differenziabile, ipotesi più restrittiva. 
Anche il subdifferenziale radiale, come il gradiente generalizzato, è estremamente 
ricco dal punto di vista delle regole di calcolo. Ne riportiamo di seguito alcune. 
Proposizione 5.5 [MiP92} Date le funzioni J, g : A ç X --+ IR, x E A, d E X, si 
ha: 
Se f 0 (x,-} è finita e continua in un punto in cui g0 (x,) è finita, allora 
Proposizione 5.6 [MiP92} Date le funzioni fi : X --+ IR, z - l, ... , n, con fi 
continua in x, Vi, si consideri f(x) = maxi=I .... ,n fi(x) e sia l(x) = {i : fi(x) = 
f (x)} . Allora 
/
0 (x, d) :::; n1ax { f? (x, d) : i E I (x) } . 
Se inoltre i E l( x) implica che f?(x, )sia inferiormente semicontinua, allora 
La seguente regola di derivazione della funzione composta verrà data sotto alcune 
ipotesi restrittive sulle funzioni coinvolte; in effetti tali ipotesi potrebbero essere 
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eliminate a patto di fare uso di una opportuna modificazione della derivata radiale 
stretta che preferiamo però non trattare in questo contesto per non appesantire 
eccessivamente la trattazione; la definizione modificata coinvolge infatti la nozione 
di epiconvergenza, ossia di limite superiore o inferiore nel senso di Kuratowski degli 
epigrafici, per la quale sarebbe richiesta una lunga introduzione. Tale nuova derivata, 
detta pseudostretta, coincide con la derivata radiale stretta se f è direzionalmente 
stabile in x e con la derivata direzionale qualora essa sia sublineare e uniforme nel 
senso di Neustadt. 
Proposizione 5. 7 Sia h : Y ---+ 1R direzionalmente stabile in g( x) e g : X ---+ Y 
differenziabile secondo N eustadt in x, allora per f = h o g e per ogni d E X, si ha: 
dove con V' g( x) indichiamo la Jacobiana di g in x. 
Restringeremo ora il discorso a funzioni localmente lipschitziane definite su spazi 
di Banach; in tale contesto, il subdifferenziale radiale è fornito di regole di calcolo 
altrettanto potenti di quelle viste a proposito del gradiente generalizzato di Clarke. 
Vediamo in particolare un'altra regola per il calcolo del subdifferenziale della fun-
zione composta; siano p : .. Y ---+ JRn e g : JRn ---+ lR funzioni localmente lipschitziane 
e sia f =go p. 
Proposizione 5.8 [BiQ93]. Sia g differenziabile secondo Gateaux in p( x). Allora: 
Proposizione 5.9 [BiQ93} Sotto ipotesi di lipschitzianità delle funzioni coinvolte, 
l 'inclusione data nella proposizione 5. 6 diventa: 
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Per quanto riguarda le operazioni di somma, prodotto e quozionte tra funzioni 
localmente lipschitziane valgono le seguenti relazioni. 
Proposizione 5.10 [BiQ93} Siano f e g due funzioni localmente lipschitziane su 
A. Allora: 
• 8°(/ + g)(x) ç 8° f(x) + 8°g(x); 
e 0°(/ · g)(x) ç g(x)0° j(x) + j(x)8°g(x); 
• 8°(//g)(x) ç [g(x)8°f(x)- f(x)8°g(x)]/[g(x)] 2 , se g(x) =l O; 
Come abbiamo già visto nel paragrafo precedente, esiste un legame molto forte 
tra le possibili definizioni analitiche di derivata direzionale generalizzata e varie 
nozioni di tangenza. Tale lega1ne è dato dall'uguaglianza tra l'epigrafico della 
derivata generalizzata e il cono tangente all epigrafico della. funzione. Anche nel 
caso della derivata radiale stretta è possibile istituire tale legame, introducento una 
apposita nozione di ta.ngenza. 
Definizione 5.11 Siano dati un insieme A ç X e un punto x E X; si dice cono 
prototangente ad A in x, l'insieme, denotato T 0 (A, x), formato da tutti i punti 
v E X tali che per ogni rete {ti, xi}iEI convergente a (0, x) e contenuta in JR+ x A, con 
t;1(xi-x) convergente, esiste una sottorete {xk} ç {xi} e una rete {vk} convergente 
a v tale che Xk + tkvk E A, Vk. 
Il cono T 0 (A, x) è chiuso e convesso e confrontandolo con i coni tangenti secondo 
Clarke e Bouligand, si ottengono le seguenti relazioni di inclusione: 
TC(A,x) ç T 0 (A,x) ç T(A,x). 
Proposizione 5.12 [MiP84} Sia f : X -t IR localmente lipschitziana in x, allora: 
epif0 (x, ·) = T 0 [epif, (x, f(x))]. 
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Anche per quanto riguarda le definizioni di tangenza gli autori sono stati attenti 
a trovare le opportune modificazioni in grado di semplificare le ipotesi e di adattare 
la relazione vista nel teorema precedente alle diverse definizioni di derivata da loro 
introdotte. Per un esame più approfondito si vedano [MiP84, PTe84]. 
Riportiamo infine due sernplici condizioni necessarie per problemi di minimiz-
zazione; nel primo si suppone che il candidato minitno sia interno al dominio di f 
mentre nel secondo tale richiesta viene rimossa. 
Proposizione 5.13 [MiP92} Se f A C X ---+ IR assume mznzmo locale in x, 
allora: 
se x è interno ad A, O E 8° f(x). 
Proposizione 5.14 [MiP92} Sia x punto di minimo su A con f direzionalmente 
stabile in x; allora 
Si osservi che il cono C della proposizione precedente può essere anche T 0 (A, x) 
e che, per le relazioni intercorrenti tra subdifferenziale radiale e subdifferenziale 
stretto, le condizioni necessarie date sopra sono più stringenti di quelle ottenute 
mediante l'approccio di Clarke. 
6 I subdifferenziali non convessi 
Presentiamo brevemente in questo paragrafo l'impostazione seguita per dare vita a 
su h differenziali non convessi, rifacendoci principalmente ai lavori sull'argomento di 
A.D. Ioffe .[Iof84, Iof86, Iof89, Iof90]. La caratteristica principale di tale impostazione 
è quella di dare luogo ad un subdifferenziale, generalmente non convesso, contenuto 
in quello di Clarke; tale rniglioratnento (si ottengono per esempio condizioni nec-
essarie di ottimalità più stringenti) non va però a discapito della precisione delle 
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regole di calcolo che, pur non potendosi basare sull'Analisi convessa, risultano al-
trettanto complete di quelle viste nel paragrafo 4. A differenza dell'approccio seguito 
da Michel e Penot, stimolato dal desiderio di generalizzare le definizioni classiche 
di differenziabilità, qui la spinta viene dal desiderio di ottenere una nozione di sub-
differenziale che risulti minitnale rispetto all'inclusione tra tutti quelli che risultano 
continui superiormente come funzioni punto-insieme; da ciò deriva che, anche per 
l'approccio di Ioffe, il fatto che il subdifferenziale si riduca ad un solo elemento, 
caratterizza la differenziabiltà stretta. 
I] concetto di subdifferenziale approssimato è stato introdotto originariamente in 
due diverse versioni, una analitica e una geometrica; esse coincidono in spazi euclidei 
[Iof84]. La definizione analitica può essere generalizzata a spazi astratti, anche se 
cosìsi perdono alcune sue proprietà valide in IRn ; per esempio il subdifferenziale 
analitico di una funzione convessa non coincide necessariamente con quello visto 
nel paragrafo 2. Lin1itatan1ente agli spazi di Banach~ risultati altrettanto potenti 
di quelli visti per funzioni definite su JRn vengono invece raggiunti mediante la 
definizione geometrica [Iof89]. 
Abbiamo visto nel paragrafo 2, come la prirna generalizzazione del concetto di 
derivata sia quella che fà uso dei concetti di limite superiore e inferiore. Per i nostri 
scopi, è necessario introdurre la seguente estensione della derivata inferiore di Dini. 
Definizione 6.1 Sia f : X ---t lR U { +oo} una funzione che assume valore finito 
in x; diremo sua derivata inferiore di Dini-Hadamard la funzione 
! -( d) _ 1. . f f(x + td)- f(x) H x, - Imin 
t'-.0 t 
v-d 
e suo su h differenziale di Dini in x., l 'insieme 
a- f(x) ={x* E X':< d, x*>~ fij(x,d), Vd E X. 
Il subdifferenziale di Dini, può essere vuoto poichè fij(x, ·) è generalmente non 
convessa. Supponiamo ora che lo spazio X abbia dimensione finita. 
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Definizione 6.2 Per una funzione f : IRn ~ IR U { +oo} con lf( x) l < +oo chia-
miamo su h differenziale approssimato di f in x l 'insieme: 
8A f(x) = limsup a- f(z). 
z-:r 
f(z)-f(:r) 
Se lf(x)l = 00 poniamo aA f(x) = 0. 
Se f è continua in x la richiesta che f( z) converga a f( x) può essere eliminata 
dall'operazione di limite superiore; ricordiamo anche che se f è localmente lipschi-
tziana in x allora la derivata di Gateaux e di Hadamard coincidono, come anche 
quelle di Dini e di Dini-Hadamard e di conseguenza la Definizione 6.2 subisce una 
decisiva semplificazione. 
Esempio 6.3 Il caso di tre semplici funzioni di una variabile aiuta a comprendere 
come operi il subdifferenziale approssimato. Consideriamo le funzioni 
ft(x) = lxi, h(x) =-lxi, !J(x) = { ~ 
Si ha che 
x::;o 
x>O 
Notiamo quindi, in particolare che, per la funzione convessa f 1 si ottiene un 
risultato in linea con le aspettative, per la funzione concava f 2 l'asimmetria pre-
sente nell'uso del subdifferenziale di Dini, induce un subdifferenziale composto da 
due soli punti. Questa caratteristica spiega già, in maniera embrionale, il vantaggio 
dell'impostazione non convessa nella ricerca di punti di minimo: il nuovo approc-
cio riesce, infatti, a scartare un nutnero maggiore di punti a livello di condizione 
necessaria. Anche il caso della funzione discontinua f 3 conferma le aspettative geo-
metriche e mostra come l 'ipotesi di continuità possa essere tralasciata senza produrre 
comportamenti anorn1ali nel subdifferenziale. 
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Dalla Definizione 2 e dal Teorema di Rademacher, seguono alcune proprietà 
immediate del su h differenziale approssimato (sempre ambientato in spazi a finite 
dimensioni). 
Proposizione 6.4 [Io/84} Il subdifferenziale approssimato aA f(x) è un lnS'teme 
chiuso; per esso vale: 
8A f(x) = li1nsup8A f(z), 
z-x 
che, nel caso f sia continua, equivale ad affermare che l 'applicazione punto-insieme 
a f è continua superiormente; se in particolare f è localmente lipschitziana in x con 
costante k, aA f(x) è non vuoto e contenuto in un intorno dell'origine di raggio k. 
Definizione 6.5 Sia b( C,·) = be(·) la funzione indicatrice dell'insieme C C X. 
Chiamiamo cono normale approssimato a C in x, l 'insieme: 
Il processo con cui si deriva il cono nonnale approssimato a partire dal subdif-
ferenziale approssimato, può essere invertito, come già visto per il gradiente gener-
alizzato di Clarke. 
Proposizione 6.6 Per una funzione f JRn ~ lR U { +oo} con lf( x) l < +oo, 
allora: 
8A j (x) = {x* E X 1 : (-l, x*) E N A (e p i f, (x, f (x)))}. 
In spazi euclidei sono possibili due caratterizzazioni del cono normale approssi-
mato, una delle quali fà uso del concetto di cono prenormale ad un insieme c' 
P( C, x), introdotto da Mordukhovich [Mor80] e presentato nel paragrafo 4. Chia-
miamo invece cono normale geometrico l'insieme N°(C,x) = clcone(8Adc(x)), 
dove dc( x) rappresenta la distanza di x da C. 
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Proposizione 6. 7 [Io/84} Sia C C IRn un insieme chiuso e x E cl C. Allora: 
I successivi teoremi assegnano una condizione sufficiente perchè 8A f( x) si riduca 
ad un unico punto e operano un confronto tra i concetti appena introdotti e quelli 
analizzati nei capitoli precedenti. 
Proposizione 6.8 {lo/84} Se f è strettamente differenziabile in x, 8A f(x) = \1 f(x). 
Proposizione 6.9 [Io/84} a} Se f è convessa 8A f(x) = 8f(x), cioè il subdifferen-
ziale approssimato coincide con quello dell'analisi con v essa. 
b} Se C C IRn è chi uso e x E C: 
1VC( C. x)= cl con v N A( C, x). 
c} se f è inferiormente semicontin ua in x E do m f, si ha: 
d) se inoltre f è localmente lipschitziana in x, 
Nella costruzione del 'subdifferenziale approssimato a partire da quello di Dini 
ha fondamentale importanza il fatto che in spazi euclidei, per una funzione inferior-
mente semicontinua, a- f(x) è non vuoto per ogni x appartenente ad un sottoinsieme 
denso dell'insieme di definizione della funzione. Almeno per questa classe di fun-
zioni si di~ostra cosìche il subdifferenziale approssimato è non vuoto. Nel caso di 
funzioni definite su spazi astratti questa osservazione non è più vera; in particolare è 
possibile esibire una funzione lipschitziana (e concava) ·per la quale 8A f( X) è vuoto 
per ogni x. Se voglian1o estendere l'approccio di Ioffe oltre gli spazi euclidei, si rende 
allora necessario modificare la Definizione 2. 
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Sia X uno spazio vettoriale topologico di Hausdorff localmente convesso e sia F la 
famiglia dei sottospazi di X di din1ensione finita. Data una funzione f e un insieme 
C C X, con la notazione fc(x) indicheremo la funzione f(x) + d(C,x), mentre il 
simbolo z!.. x esprimerà la convergenza z --+ x e f ( z) --+ f (x). 
Definizione 6.10 Data una funzione f : X --+ 1R si dice subdifferenziale ap-
prossimato di f in x, l 'insieme: 
8A j(x) = n limsup8- fz+L(z); 
LE:F z !_x 
chiamiamo su h differenziale approssimato singolare di f in x, l 'insieme 
chiamiamo infine cono normale approssimato all'insieme C C X tn x E C, 
l 'insieme: 
Per denotare il subdifferenziale approssin1ato ed il cono normale approssimato 
abbiamo usato gli stessi sirnboli introdotti nel caso a dimensione finita, in quanto 
le definizioni coincidono in JRn . Il rapporto tra 8A e 8! è analogo a quello che 
sussiste tra gradiente generalizzato e gradiente generalizzato singolare illustrato nel 
paragrafo 4 per funzioni non locahnente lipschitziane. 
Proposizione 6.11 {lof86} 
a) Gli insiemi 8A f(x), 8!f(x) e NA(C,x) sono chiusi nella topologia debole*; 
8!f(x) è un cono (come NA(C,x)). 
b) 8A f (x) = {x* : (-l ' x*) E N A ( e p i f' (x' f (x)))}; 
8! f (x) = {x* : ( 0, x*) E N A (e p i f, (x, j (x)))} . 
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c) se f è inferiormente semicontin ua e direzionalmente lipschitziana in x, allora 
()A f (x) =/= 0; se inolt1·e f è localmente lipschitziana in x, ()A f (x) è compatto 
nella topologia debole*. 
La versione analitica del subdifferenziale approssimato in spazi a infinite dimen-
sioni presenta alcuni gravi inconvenienti. Per una funzione convessa non continua, 
esso non coincide necessariamente con il subdifferenziale di Rockafellar. Perchè inol-
tre valga l'inclusione aa f(x) ç 0° f f(x ), valida in spazi euclidei, bisogna supporre 
che f sia direzionalmente lipschitziana in x. Queste mancanze possono però essere 
superate introducendo la versione geo1netrica del subdifferenziale approssimato, che 
chiameremo in alcuni casi per brevità subdifferenziale geometrico. Supporremo d'ora 
in poi, dove non specificato diversatnente, che X sia uno spazio di Banach. 
Definizione 6.12 Sia C C X e x E cl C. L 'insieme 
è detto cono normale geometrico a C in x. Per x E do m f, gli insiemi: 
oaf(x) ={x*: (-l,x*) E NG(epif,(x,f(x)))} 
e 
o~f(x) ={x*: (O,x*) E Na(epif,(x,f(x)))} 
saranno chiamati, rispettivamente, subdifferenziale geometrico e subdifferen-
ziale singolare geometrico di f in x. 
Con la versione geo1netrica del subdifferenziale approssimato si ottengono gli 
stessi risultati ottenuti in spazi euclidei per quanto riguarda il confronto con gli altri 
tipi di subdifferenziale. 
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Proposizione 6.13 [Iof89} 
a) Se C è convesso, NG(C~x) = NC(C,x) e quindi, se f è convessa, 
b) 
e 
aa f(x) = 8f(x), V x. 
NC(C,x) = clconvNG(C,x), 
8° j(x) = cl con v [8A j(x) + 8~f(x )) 
8A j(x) =/= 0 Sf f solo Sf 8°.f(x) =/= 0. 
c) Si ha sempre 
N°(C,x) ç NC(C,x) 
e quindi: 
Se C è epilipschitziano in x, allora: 
J\TG(C,x) = NC(C,x) 
e quindi, se .f è direzionalmente lipschitziana in x, vale: 
8G f (X) = a o f (X), 
e, se f è localmente lipschitziana in x: 
a~j(x) = {0}. 
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d) Se .f è strettamente differenziabile secondo Hadamard con derivata f'(x ), allora 
aa .f (x) = { f' (x)}. 
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Le regole di calcolo nella teoria del subdifferenziale approssimato (che non ve-
dremo in questa sede) assumono un notevole significato perchè, a dispetto dell 'im-
possibilità di fare ricorso ai metodi dell'Analisi convessa, si dimostrano formule che 
sono altrettanto ricche di quelle viste per il gradiente generalizzato. A volte anzi si 
riescono a dare risultati più forti di quelli ottenibili per il subdifferenziale di Clarke 
(soprattutto regole di derivazione per la funzione composta) e attraverso di essi siri-
esce a generalizzare alcune fonnule riguardanti il gradiente generalizzato di funzioni 
non lipschitziane. 
Enunciamo, per concludere questo paragrafo, alcune condizioni necessarie di ot-
timalità, partendo dalle condizioni per un ottirno libero. 
Proposizione 6.14 Sia x un punto di minimo interno per f. Allora 
0 E 8°.f(x ). 
Se inoltre f è localmente lipschitziana in x, C è un sottoinsieme chiuso di X. Se x 
è punto do minimo per f su C, si ha: 
7 Spazi vettoriali topologici ordinati 
Come abbiamo visto nei paragrafi precedenti, le derivate classiche sono definite come 
limiti anche nel caso di funzioni vettoriali e quindi non richiedono alcuna struttura 
d'ordine sul codominio. Il passaggio alle derivate generalizzate per funzioni scalari, di 
cui abbiamo delineato sopra i principali sviluppi, implica invece spesso il riferimento 
a concetti legati all'ordinarnento della retta (per esempio gli estremi superiore e 
inferiore o l'epigrafico). 
L'estensione di tali concetti a funzioni vettoriali si basa allora sulla struttura 
d'ordine dello spazio di arrivo. In effetti, come vedremo nel capitolo 2, esiste anche 
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un'ampia letteratura che tratta le estensioni a funzioni vettoriali di quegli approcci 
alla differenziabilità generalizzata che non fanno riferimento all'ordinamento di JR, 
come la definizione di gradiente generalizzato come limite di gradienti. Questi ap-
procci risultano estremamente utili in Analisi, in quanto a partire da essi sono stati 
ottenuti diversi importanti risultati sul problema della funzione implicita, inverti-
bilità locale e applicazioni aperte, che estendono a funzioni non differenziabili gli 
analoghi teoremi dell'Analisi classica. 
Un approccio che non faccia riferimento alle proprietà d'ordine dello spazio 
d'arrivo non consente invece una Inaggior generalità nei casi in cui si vogliano appli-
care le nuove nozioni di derivata all'ottimizzazione vettoriale in quanto in tal caso 
la struttura d'ordine del codominio della funzione obiettivo appare già nella natura 
del problema. 
In questo paragrafo presenteren1o le principali caratteristiche degli spazi ordi-
nati cui più frequentemente faren1o riferimento nei capitoli che seguono. Facciamo 
riferimento alle monografie di Peressini [Per67], Ja1neson [Jam70) e Schaefer [Sch71]. 
Consideriamo uno spazio vettoriale topologico Y (questa è la struttura minimale 
chP ipotizzeremo per tutto il presente lavoro) e una relazione d'ordine R su Y, 
ossia una relazione binaria riflessiva, transitiva e antisimrnetrica; la compatibilità 
tra strutture algebrica e d'ordine richiede che valgano le seguenti condizioni: 
a) x R y =? x + z R y + z, 'V:r, y, z E Y 
b) x Ry =? ax Ray, 'Vx, y E Y, a> O. 
La validità, per la relazione R, delle condizioni (a) e {b), ossia l'invarianza 
rispetto a' traslazioni e a moltiplicazione per scalari positivi, è equivalente alla 
richiesta che R sia indotta da un cono /{ C Y (un insieme K è detto cono se 
a/{ ç ]{, Va > O), secondo la corrispondenza x R y, se e solo sex-y E K; in tal 
caso, il cono K coincide con l 'insie1ne {y E Y : y 2:: O} ed essendo R una relazione 
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d'ordine, segue anche che J( contiene l'origine, è convesso e puntato, ossia verifica 
K n -K = {0}. 
Nel seguito tali proprietà di K saranno sempre ipotizzate senza fare ad esse ulte-
riore riferimento; le sintetizzeremo dicendo che Y è uno spazio vettoriale topologico 
ordinato. La relazione d'ordine indotta da K sarà indicata con "2K, o più semplice-
memente "2, quando non sorga a1nbiguità (raramente faremo riferimento ad altri 
ordinamenti per lo spazio Y). Denoteremo con (Y, I<) uno spazio Y ordinato da un 
cono](. 
Un'altra richiesta che faremo costantemente sul cono d'ordine J( è che sia chiuso. 
Anch'essa è legata strettamente ad una proprietà, meno ovvia delle precedenti, della 
relazione d'ordine: la relazione 2K è detta archimedea se la relazione b ::; ta per 
ogni t > O e qualche a E J( in1plica b :::; O. Si dimostra [N em92] che 2K è archimedea 
se e solo se K è chiuso per linee (lineally closed), ossia sono chiuse nella topologia 
della retta tutte le intersezioni di K con seg1nenti unidimensionali. Si ha ovviamente 
che se J( è chiuso, è anche chiuso per linee. Anche la richiesta che K sia chiuso sarà 
sempre ipotizzata nel seguito. 
Come nel caso delle funzioni scalari, sarà spesso utile fare riferimento a funzioni 
definite su uno spazio vettori al e X e a valori n1agari infiniti in Y. Per fare ciò, 
considereremo due elementi +oo e -oo che siano, rispettivamente, più grande e più 
piccolo di ogni altro elemento di Y, con le ovvie convenzioni che 
Q > O => Q · ±oo = ±oo; Q < O => Q • ±oo = =Foo; 
O · ±oo = O, y ± oo = ±oo, Vy E Y. 
Denoteremo con y• l'insien1e Y U { +oo} e con Y l'insieme Y U {±oo }. 
Dato un insieme C C Y, di reino che C è superiormente limitato se esiste un 
elemento s E Y tale che c ::; s, per ogni c E C, ossia C C s - K. Diremo anche in 
tal caso che s maggiora C; s sarà detto poi estremo superiore di C se esso risulta 
il minimo dei maggioranti di C, ossia vale C C s - K e .s ::; l per ogni l che soddisfa 
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C C l - K. Segue dali' antisimmetria di 5:K che un estremo superiore è unico se 
esiste. I concetti di insieme limitato inferiormente, minorante e estremo inferiore si 
definiscono in maniera analoga, semplicemente invertendo le disuguaglianze. 
La nozione di estremo superiore di un insieme avrà un'importanza decisiva nei 
prossimi capitoli; si osservi che, tnalgrado la definizione sia formalmente identica 
a quella valida per sottoinsiemi di JR, l'ordinamento solo parziale di Y fà si che 
l'estremo superiore di un insieme C C Y, anche quando esiste, non è generalmente 
"vicino" all'insieme stesso, ossia non è raggiunto cotne limite di una successione 
massimizzante di elernenti di C. 
Gli estremi superiore e inferiore di insierni A, B ç Y verificano comunque le 
proprietà seguenti, che estendono quelle analoghe valide in lR (ipotizzando che tutti 
gli estremi considerati esistano). 
(i) sup A= - inf( -A); 
(ii) sup(A +B) :S sup A+ sup B; 
(iii) sup A- sup B :S sup(A- B), (essendo A ç A-B+ B). 
Diremo completo uno spazio vettoriale ordinato Y se in esso ogni insieme su-
periormente lin1itato amn1ette estren1o superiore. La richiesta di completezza è 
restrittiva anche in spazi euclidei. Sia infatti Y = JR3 e K = {x E JR3 : x 3 2:: 
max( lx t l, lx2l)}. Se consideriatno l'insietne 
si ha che i punti m1 = (l, O, O) e m2 = (-l, O, O) sono entrambi minoranti di S, ma 
ogni altro elemento che sia più grande di entrambi non è più un minor ante di S. Di 
conseguenza S non ammette estremo inferiore. 
Un'altra nozione cui faren1o frequente riferimento è quella di reticolo: diremo 
che uno spazio ordinato Y ha la struttura di reticolo vettoriale se per ogni coppia 
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x, y E Y esiste z = sup(x, y). Per ogni elemento y E Y diremo valore assoluto 
di y l'elemento di Y, IYI = sup(y,-y). Uno spazio vettorialecompleto (Y,K) è un 
reticolo se e solo se vale Y = K - K ossia se K genera Y. 
I coni K che in JRn generano la struttura di reticolo sono caratterizzati dalla 
seguente proprietà [Per67]: esistono n vettori linearmente indipendenti ki, i = 
l, ... , n tali che 
]{ = {X E JRn : < X~ ki > :2: O, i = l , ... , n}. 
Forniamo altri esen1pi di spazi con le proprietà viste. Lo spazio w di tutte le 
successioni di numeri reali e il suo sottospazio f/J formato da tutte le successioni 
che hanno solo un nu1nero finito di ele1nenti diversi da zero, sono reticoli vettoriali 
completi, rispetto al cono ]{ delle successioni a co1nponenti non negative; cosìanche 
gli spazi c. delle successioni convergenti, f 1 e .eoo. Gli spazi fP, l < p < oo sono 
reticoli vettoriali 1na non sono con1pleti. Lo spazio B(X) di tutte le funzioni limitate 
definite su uno spazio topologico X è un reticolo vettoriale completo, rispetto al cono 
delle funzioni non negative. Il suo sottospazio C( X) formato dalle funzioni continue 
è un reticolo, ma non è in generale cornpleto; più precisamente C(X) è completo se 
e solo se X è estrerna1nente sconnesso, ossia la chiusura di ogni insieme aperto, è 
aperta. Questo si verifica ad esempio se X = IN con la topologia discreta, perchè, 
in tal caso, C (IN) è identificabile con lo spazio di successioni w. 
La proprietà fondamentale degli spazi vettoriali completi è la possibilità di am-
pliare agli spazi ordinati il teorerna di estensione di funzionali lineari maggiorati, su 
cui si basa tanta parte dell'Analisi funzionale. 
Teorema 7.1 (Hahn-Banach-Kantorivich) Siano Y uno spazio vettoriale or-
dinato completo, X uno spazio vettoriale e L un suo sottospazio; dati un operatore 
sublineare P : X -4 Y e un operatore lineare B : L -4 Y maggiorato da B su L, os-
sia tale che Bx :::; P( x) per ogni x E L, allora esiste un operatore lineare A: X -4 Y 
tale che Ax:::; P( x) per ogni x E X e Ax = Bx, per ogni x E L. 
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Ancora di più, è stato dimostrato che la proprietà di completezza è caratterizzata 
dal Teorema precedente, ossia se in uno spazio vettoriale ordinato ogni operatore 
lineare maggiorato da un operatore sublineare può essere esteso, allora Y è completo. 
Fino ad ora non abbiamo trattato in nessun modo le relazioni di compatibilità 
tra la struttura d'ordine e quella topologica. Eppure essa gioca un ruolo di enorme 
importanza, in quanto varie situazioni mostano che, in assenza di ipotesi aggiuntive, 
vengono a mancare anche i collegan1enti che sembrerebbero più scontati in una 
"visione del mondo" basata sulle caratteristiche della retta reale. Per esempio non 
è in _generale garantito che una successione decrescente e con un estremo inferiore, 
converga verso verso tale valore. 
Dato uno spazio ordinato Y, diren1o intervallo d 'ordine determinato dagli 
eletnenti x < y di Y, l'insietne [x, y] = { z E Y : x :::; z :::; y}; un sottoinsieme C 
di Y è detto pieno se contiene tutti gli intervalli determinati dai suoi elementi. Il 
primo e più naturale legan1e tra ordine e topologia è che quest'ultima possa essere 
descritta a partire da un sistenla di intorni pieni. 
Definizione 7.2 Sia (Y, I<) uno spazio vettoriale topologico ordinato. Diremo che 
(Y, K) è normale se esiste una base di intorni dell'origine V. che soddisfano: 
V= (V -I<) n (V+ K), V'V E V. 
Nel seguito l'affennazione (l'". l{) è uno spazio normale sarà indifferentemente 
sintetizzata dicendo che Y è nonnale o che lo è ]{. La proposizione che segue offre 
le principali caratterizzazioni della nonnalità. 
Proposizione 7.3 [Per67} Per uno spazio ordinato (Y, K), le seguenti affermazioni 
sono equivalenti: 
a) ]{ è normale)· 
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b) esiste una base di intorni dell'origine V tale che, per ogni V E V: 
O~x~yEV =?xEV; 
c) per ogni coppia di reti {xi}, {yi} che soddisfano 
allora anche Xi con v erge a O. 
Un'importante conseguenza della nonnalità riguarda i rapporti tra i due concetti 
di limitatezza validi in spazi ordinati. 
Proposizione 7.4 {Per67} Se y" è normalf:, allora ogni insieme limitato per l'ordine 
è limitato per la topologia. 
Nel caso in cui la topologia di Y sia n1aggiormente strutturata, la richiesta di 
normalità va di pari passo con l'approfondin1ento dei legami tra ordine e topologia. 
Proposizione 7.5 [Per67} Se Y è localmente convesso, allora I< è normale se e solo 
se la topologia di Y può essen descritta da una famiglia di semi norme (P a, a E A) 
tali che 
O~x~y =? Pa(x)~Pa(Y), VaEA. 
Se Y è normato, allora I< è normale se e solo se esiste in Y una norma equivalente 
tale che 
O~ x~ Y =? llxll ~ IIYII· 
La ~ichiesta di nonnalità non è troppo restrittiva. Tutti gli spazi di successioni 
e di funzioni citati sopra sono normali, come anche gli spazi LP(S, I;, p), p 2:: l 
sono normali rispetto al cono delle funzioni non negative, per un arbitrario spazio 
di misura (S~ E, p). Gli spazi LP offrono anche un controesempio per l'implicazione 
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contraria a quella vista nella Proposizione 7 .4; infatti, la bolla unità Bt (O) è limitata 
nella norma, ma non per l'ordine. 
Un'altra ipotesi cui sarà frequenten1ente fatto riferimento nel seguito è quella 
che il cono d'ordine abbia interno non vuoto. Questa condizione è verificata per gli 
spazi JRn, C(X), B(X) visti prin1a, ma non per gli spazi LP, p~ l e fP. Condizione 
necessaria affinchè il cono d'ordine di uno spazio di Hausdorff ordinato (Y, K) sia 
non vuoto è che Y sia nonnato [Per67]. 
Altre condizioni di compatibilità tra ordine e topologia sono espresse dalle seguenti 
definizioni. 
Definizione 7.6 (Y, K) è detto: 
a) reticolo vettoriale topologico se K è normale e la funzione y f---+ sup(O, y) 
è continua. 
b) reticolo di Banach se Y è uno spazzo di Banach la cuz norma verifica 
O :S x :S Y => llxll :S IIYII· 
Si noti che la pnma condizione può essere restrittiva: gli spazi di Sobolev 
sono esempi di spazi di Banach dotati di una struttura di reticolo vettoriale in 
cui l'operatore sup( ·,O) non è continuo. 
Le condizioni viste finora non sono ancora sufficienti a garantire una stretta 
aderenza tra la convergenza topo logica e quella per l 'ordine, nel senso precisato 
dalle seguenti nozioni. 
Definizione 7. 7 Diremo che uno spazio ordinato (Y, K) gode della proprietà di: 
a) monotonia, se ogni rete decrescente e minorata ammette estremo inferiore; 
b} Dini, se ogni rete decrescente e minorata che ammette estremo inferiore, 
converge (necessariamentf all'estremo inferiore}; 
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c) Daniell, se valgono contemporaneamente le proprietà di monotonia e di Di n i. 
Se le proprietà precedenti valgono per ogni successione, diremo che (Y, K) ha le 
proprietà di monotonia, Dini, Daniell per successioni. 
Introduciamo infine il concetto di base di un cono. 
Definizione 7.8 Dato uno spazio vettoriale topologico Y ordinato da un cono K, 
diciamo che un sottoinsieme convesso B di ]{ è una base per K se O rf. cl B e ogni 
elemento k E K può essere scritto in un unico modo come k = Àb per qualche À ~ O 
e qualche bE B. 
L 'esistenza di una base per un cono è strettamente legata all'esistenza di fun-
zionali strettamente positivi. Dato un cono ]{ C Y, un funzionale lineare À E Y' è 
detto positivo se< k, À >2 O per ogni k E K; se la disuguaglianza è stretta per ogni 
O -=/= k E K, diremo che il funzionale è strettamente positivo. L 'insieme dei funzionali 
positivi (strettamente positivi) è denotato ]{+ (K+i). Si dimostra [Bor82] che se 
un cono ammette un funzionale stretta1nente positivo, allora ha una base e che il 
viceversa vale se Y è localn1ente convesso. In tale ambiente vale anche la seguente 
relazione: y E ]{ se e solo se Ày 2 O per ogni À E J{+. Sussiste inoltre il seguente 
legame con la normalità di ]{ [Bor82]: se Y è localmente convesso e K ha una base 
limitata (per la topologia), allora]{ è nonnale. 
CAPITOLO 2 
Approcci analitici alla differenziabilità 
generalizzata 
l Jacobiana generalizzata 
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A. In questo paragrafo presenteremo varie estensioni del concetto di gradiente gen-
eralizzato ambientate principalmente in spazi euclidei. Per esse e nel seguito assume 
fondamentale importanza la classe delle funzioni localmente Lipschitziane. 
Definizione 1.1 Una funzione f : X --'"* Y definita tra spazi normali è detta 
localmente Lipschitziana nel punto x E X, se esistono una costante positiva k e 
un intorno U(x) tali che: 
llf(x')- f(x")ll :S kllx'- x"ll, Vx', x" E U. 
La prima definizione su cui ci soffermiamo è stata data nella prima metà degli 
anni '70 ed è quindi una delle prime in senso cronologico. Essa viene citata come 
definizione di Clarke in moltissimi lavori e monografie ed è ottenuta come generaliz-
zazione a funzioni vettoriali di uno degli approcci, tra di loro equivalenti per funzioni 
scalari, visti nel primo capitolo per funzioni localmente Lipschitziane. Una proprietà 
fondamentale di tali funzioni, quando definite tra spazi euclidei, è rappresentata dal 
teorema di Rademacher che afferma che esse risultano differenziabili quasi ovunque 
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nel senso che la matrice Jacobiana J f(x) esiste in ogni punto x di nf dove nf è 
denso in U e U\Oi è un insieme di misura nulla secondo Lebesgue. 
Definizione 1.2 Data una funzione f : JRn ---+ JR"L localmente Lipschitziana in x, 
diciamo Jacobiana generalizzata di f in x secondo Clarke il seguente insieme ao J( x) 
di matrici m x n 
0°j(x) = clconv{A E L(JRn,JRm): A= lim Jf(z), z---+ x, z E OJ}· 
Z-+X 
Nella proposizione seguente raccogliamo le principali proprietà della Jacobiana 
generalizzata. 
Proposizione 1.3 {Cla83} Se f : JRn ---+ JRm è una funzione localmente Lips-
chitziana in x·' per 0° f( x) valgono le seguenti proprietà: 
i) 0° f(x) è un insieme non vuoto, convesso e compatto di L(IR!t, JR"L); 
ii) la funzione punto insieme 0° f è chiusa e superiormente continua in x; 
iii) se ki è la costante di Lipschitz di fi (i-esima componente di f), allora k = 
llkt, k2, ... , kmll è la costante di Lipschitz per f e li Ali :::; k, per ogni A E 0° f(x ); 
iv) 0°j(x) ç 0°ft(X) X •••• X 0°fn(X) dove quest'ultima SCrittura rappresenta 
l 'insieme delle matrici la cui riga i-esima è data da un subgradiente {secondo 
Clarke) di fi in x. 
Per le matrici cui si è fatto riferimento sopra, la norma è definita come: IIAII = 
lla1 , a2, ... , amll2, dove ai è a sua volta la norma euclidea (11·112 ) della i-esima riga di 
A. 
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Ovviamente la definizione di Jacobiana generalizzata si riduce a quella di gra-
diente generalizzato se f assume valori in IR. 
Abbiamo già visto nel primo capitolo come, attraverso l'impostazione di Clarke, 
SI ottiene una generalizzazione del concetto di differenziabilità stretta. Questo 
legame sussiste anche per funzioni vettoriali e permette di estendere a funzioni Lip-
schitziane non necessariamente differenziabili alcuni classici teoremi di Analisi che 
ipotizzavano la differenziabilità stretta (o anche la differenziabilità con continuità). 
Riportiamo per completezza gli enunciati dei teoremi di invertibilità locale e sulle 
funz_ioni implicite che rappresentano sicuramente uno dei risultati più apprezzati di 
questa impostazione. Nel seguito diremo che un insieme di matrici M ha rango 
pieno quando ogni matrice A E M ha tale proprietà. 
Proposizione 1.4 (Invertibilità locale) [Cla83} Sia f: JRn ~ JRn una funzione 
localmente lipschitziana in x con ao J( x) di rango pieno. Esistono allora due intorni 
U(x) e V(f(x)) e una-funzione g: V~ IRn localmente lipschitziana tale che: 
i} g(f(z))=z VzEU 
ii} f(g(y)) = y Vy E V. 
Consideriamo ora una funzione f : JRn+k ~ JRk e l'equazione f(z, y) = O; il 
cosiddetto problema della funzione implicita cerca di esprimere la dipendenza di y 
da z in un intorno di un punto (x, v) soluzione dell'equazione. Con la notazione 
1rz8° f(x, v) indicheremo l'insieme delle matrici quadrate M di ordine k tali che, per 
qualche matrice N di ordine (k,n), la matrice [M, N] appartiene a ao f(x, v). 
Proposizione 1.5 (Funzione implicita) {Cla83} Sia f : mn+~t ~ JRk una fun-
zione localmente lipschitziana in (x, v), tale che 1r zao f( x, v) abbia rango pieno. Al-
lora esiste un intorno U(x) e una funzione lipschitziana g : U ~ JRk tale che 
g(x) =v e per ogni z EU si ha f(z,g(z)) =O. 
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B. Sempre nel Capitolo l abbiamo visto che la definizione di gradiente generaliz-
zato data attraverso i limiti di gradienti è 'insensibile' agli insiemi di misura nulla nel 
senso che, se il limite viene calcolato escludendo un arbitrario insieme S di misura 
nulla (oltre ai punti di non differenziabilità) si ottiene 
ao f(x) =cl conv {l= lim \7 f(z), z ---?x, z E n, \S}. 
Poichè la dimostrazione di tale risultato nel caso scalare dipende dalla dualità tra 
insiemi convessi e loro funzioni supporto e tale risultato non è estendibile in piena 
generalità al caso vettoriale, nulla garantisce che se H' e H" sono due insiemi distinti 
su cui f è differenziabile e tali che J-L(U\H') = J-L(U\H") =O, allora valga: 
clconv{A = limJf(z), z---? x, z f/ H'}= clconv{A = limJf(z), z---? x, z f/ H"}. 
Alcuni autori hanno allora fornito delle varianti della definizione di Jacobiana 
generalizzata che ovviassero a questo inconveniente. B.H. Pourciau [Pou77] ottiene 
questo scopo facendo leva sul concetto di insieme di Lebesgue della Jacobiana. Per 
una funzione g definita su un aperto S di JRn e a valori in uno spazio normato, si 
dice insieme di Lebesgue L(g ), l'insieme dei vettori z E S tali che 
lim(l/J-LBa(z)) f llg(x)- g(z)lldJ-L(x) =O. 
o-+0 }Ba(z) 
Considerando una funzione f localmente lipschitziana, sappiamo che in un certo 
intorno U (x), f è quasi ovunque differenziabile e che J f, considerata come funzione 
tra U e L(JRn, IRm ), è essenzialmente limitata, ossia è finito l'estremo inferiore dei 
valori a E IR tali che IIJ f(z)ll ::; a (q. o. in U). Da ciò segue che quasi ogni z E U(x) 
deve appartenere all'insieme di Lebesgue di J f: L( J f). 
Basandosi su queste osservazioni, Pourciau dà la seguente definizione di J aco-
biana generalizzata di una funzione localmente lipschitziana. 
Definizione 1.6 Data una funzione f localmente lipschitziana in x, diremo Jaco-
biana generalizzata di f in x l 'insieme: 
8Pf(x) = Us>oclconv{Jf(z): z E Bs(x)nL(Jf)}. 
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La definizione ottenuta in tale modo è insensibile agli insiemi di misura nulla e 
ha proprietà analoghe a quelle viste per la Jacobiana generalizzata di Clarke; d'altra 
parte l'autore non riesce a stabilire se effettivamente l'insieme ottenuto con la nuova 
definizione sia propriamente contenuto in ao f(x ). 
C. Se l'impostazione di Pourciau mira a restringere la Jacobiana generalizzata, 
verificando che la parte di dominio di J f eliminata sia trascurabile, quella di T.H. 
Sweetser [Swe77) si basa invece su un ampliamento della Jacobiana generalizzata (la 
sua copertura plenaria), atto ad ottenere un insieme dotato di maggiori proprietà di 
regolarità. L 'autore inoltre verifica che tale ampliarnento non elimina la proprietà 
di rango pieno che risulta fondamentale per le applicazioni, preoccupandosi che, nel 
passaggio da un insieme di rango pieno ad uno che lo contiene, tutte le matrici 
aggiunte abbiano rango pieno. 
Sweetser inizia la sua analisi da un tipo di approssimazione locale di f cui dà 
il nome di scudo. Ricordiamo che dato un insieme A di uno spazio normato X si 
indica con Bs( A) l 'insieme degli elementi che hanno distanza da A minore di 6. 
Definizione l. 7 Data una funzione f : JRn -t JRm e un punto x E IRn, l'insieme 
C E L( JRn, IRm) è uno scudo per f in x se, per ogni t > O, esiste 6 tale che per ogni 
X t, x2 E Bs( x), esistf A E Be( C) per il quale 
f(xi)- j(x2) = Ax1 - Ax2. 
Si verifica facilmente che la Definizione l. 7 è equivalente a richiedere che C agisca 
come una derivata stretta, ossia che per ogni E esista 6 tale che per ogni x 1 , x 2 E 
Bs(x), esista A E C, per il quale 
Si deduce immediatamente da ciò che esiste un 'singleton' che sia scudo per f in x 
se e solo se f è strettamente differenziabile in x. 
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Poichè il concetto di scudo non è univocamente determinato a partire dalla fun-
zione, sarebbe utile, tra vari scudi, trovare il più piccolo; purtroppo però l'intersezione 
tra scudi non è necessariamente uno scudo e quindi è possibile che per una funzione 
esistano due diversi scudi nessuno dei quali è contenuto nell'altro. Sweetser stesso 
fornisce un esempio di questa circostanza, facendo in particolare riferimento alla 
funzione identità su JR2 (vedi più avanti Esempio 1.9 ). E' allora utile definire un 
sottoinsieme M di L(JRn, JRm) come plenario se vale la seguente implicazione: 
Ax E U H x ~ A E M. 
HEM 
Insiemi con questa proprietà sono detti solidi da Rubinov [Rub76]. E' facile mostrare 
che l 'in tersezione di insiemi plenari è plenaria, dando così significato alla la nozione 
di copertura plenaria di un sottoinsieme M E L(JRn, JRm ), plen M. 
Per introdurre la sua definizione di derivata (non la chiameremo Jacobiana visto 
che non si fa più riferimento a tale concetto) come insieme plenario di matrici, 
Sweetser considera una scalarizzazione lineare di f ed alcuni rapporti incrementali 
ottenuti a partire da essa. 
Definizione 1.8 Sia J : JRn -+ JRm una funzione localmente lipschitziana in x; 
allora la derivata nel senso di Sweetser di f in x è il seguente sottoinsieme di 
dove fs( x,>-., v)= sup{t-1 >-.[f(z +tv)- f(z)], t> O, z, z +tv E Bs(x)}. 
L'insieme 8 5 f(x) è convesso, chiuso e plenario e in particolare è il più piccolo 
scudo di f in x con tali proprietà; si mostra inoltre che ao f (x) è uno scudo convesso e 
compatto la cui copertura plenaria è 85 f(x ). Diamo ora un esempio di una funzione 
per la quale tale inclusione è stretta. 
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Esempio 1.9 Sia f : JR2 ---t IR2 la funzione che ad ogni x 
prodotto per una delle seguenti matrici: 
(X t, x2) associa il 
quando x 1 ~O, 
l o 
quando x1 < O, x2 ~ lx t l, 
-2 -l 
-l -2 
o l 
-l 2 
o l 
l o 
quando x 1 < O, x2 < x1. 
2 -l 
Si può vedere che f è continua e che ao f(O) è dato dal seguente insieme B E 
L(JR2, JR2) 
B == cl con v { [ l O ] , [ l O ] . [ -l -2 ] , [ -l 2 ] } . 
-2 -1 2 -1 o l o l 
S2: nota che la funzione identità su IR2 , / 2 , non appartiene a B, zn quanto ognz 
elemento di B ha traccia nulla; d 'altra parte si ha che x E UHeB H x e quindi 
/2 E 85 f(O). 
A partire dallo stesso esetnpio, si possono mettere in luce altre interessanti pro-
prietà. Un insieme convesso di matrici non è necessariamente plenario (l 'insieme B 
dell'esempio precedente), né è d'altronde verificata in genere neppure la relazione 
inversa (si veda sempre [Swe77]). Persino per la funzione identità in JR2 si possono 
trovare due scudi convessi, compatti e disgiunti, dati dalla matrice / 2 e dall'insieme 
B. 
Interessanti sviluppi dell'impostazione di Sweetser si trovano nei lavori di J.B. 
Hiriart-Urruty e L.Thibault [HUT80, Hir82], che ottengono una caratterizzazione 
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della copertura plenaria di ao f( x) (ossia di as f( x)) utilizzando la derivata di-
rezionale di Clarke applicata ad una scalarizzazione lineare di f. Se À E m;m e 
v E JRn, useremo la seguente notazione: f 0 (x, À, v) = (Àf) 0 (x, v). 
Proposizione 1.10 {HUTBO} Per una funzione f mn --+ Rm localmente lips-
chitziana in x, si ha 
La funzione f 0 (x, À, v) risulta separatamente sublineare sia rispetto a À che 
ripetto a v; f 0 (x, À, ·) risulta la funzione supporto dell'insieme À8° f(x) ç JRn men-
tre f 0 (x, ·,v) è la funzione supporto dell'insieme ao f(x )v ç IRm. La chiameremo 
bifunzione supporto (di Clarke) per fin x. 
Una caratteristica importante dei subdifferenziali introdotti finora è che essi 
raramente appaiono da soli nei teoremi che li riguardano, ma piuttosto appaiono i 
risultati di pre-moltiplicazioni (per funzionali lineari) o di post-moltiplicazioni (per 
direzioni), da cui si ottengono insiemi di vettori di JRn o JRm; come anche appare 
dall'analisi precedente, a nessuno degli autori, che discutevano delle analogie e dif-
ferenze tra le varie impostazioni, sfugge il fatto che tali nuovi insiemi sono uguali 
indipendentemente dall'oggetto da cui si è partiti. 
Proposizione 1.11 Sia f : mn --+ JRm una funzione localmente lipschitziana in 
x; allora per ogni v E JRn e ogni À E Rm si ha: 
Una risposta definitiva alla questione della rilevanza degli insiemi di misura nulla 
nella definizione della Jacobiana generalizzata è stata data da J. Warga [War81) 
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come conseguenza del confronto tra la propria impostazione (basata sui "contenitori 
di derivate") e quella di Clarke. Vedremo più avanti che la Jacobiana generalizzata è 
effettivamente insensibile (in spazi euclidei) agli insiemi di misura nulla, coincidendo 
quindi con la Jacobiana di Pourciau. 
D. Nelle impostazioni di Warga [War76, War81] e Halkin [Hal76] per approssi-
mare una funzione vettoriale (tra spazi euclidei) si considerano famiglie di operatori 
line~ri che contengono le derivate delle funzioni C1 che approssimano (in qualche 
senso da precisare) f nei punti vicini a x. Le approssimazioni introdotte devono 
contenere sufficiente informazione su f per poter servire come strumento atto a 
generalizzare alcuni fondamentali teoremi di Analisi. 
Definizione 1.12 {Hal76} Data la funzione f : IRn ~ IRm, l 'insieme S ç L( IRn, JRm) 
è detto schermo per. f in x se per ogni E, TJ > O esistono uno scalare 8 e una 
funzione g E C1 definita da B8( x) a IRm, tale che per ogni z E Bò( x) si abbia 
llg(z)- f(z)ll < éb e Jg(z) E Be:(S) ossia infAES IIJg(z)- Ali< é. 
In questo approccio, a differenza degli altri, si generalizza il concetto di differenzi-
abilità secondo Fréchet; infatti, se f è differenziabile in x, allora J f(x) è uno schermo 
per fin x. La Jacobiana generalizzata e i contenitori di derivate di Warga sono casi 
particolari di schermi. D'altra parte Warga aveva dato per primo una definizione 
di differenziale generalizzato per funzioni continue, superando la limitazione che f 
debba essere lipschitziana; ora non compare nemmeno più la limitazione che gli 
insiemi di operatori debbano essere necessariamente convessi. 
Definizione 1.13 Sia V ç JRn un insieme aperto e f : V ~ JRm una funzione 
continua; una famiglia {A e: f(x), é > O, x E V} è un contenitore illimitato di 
derivate per f se: 
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e se, per ognz c > O e ogni compatto C C V, esistono una successione {fn} di 
funzioni C1 definite su un intorno di C e convergenti uniformemente a J, un intero 
no e uno scalare b > O tali che: 
Jfn(z) E Aef(x), n> n0 , x E C, z E V, llz- xli< b. 
Se gli insiemi A e f(x) sono chiusi e uniformemente limitati, allora parleremo sem-
plicemente di contenitore di derivate. 
Si noti che quando A e f( x) è un contenitore di derivate, gli insiemi che lo com-
pongono sono compatti e l'intersezione Af( x) = ne>O A e f( x) non è vuota. 
Come esempio di contenitore illimitato di derivate, si consideri la famiglia 
Aef(x) = cl{Jfn(z): llz- xli< é, z E V, n> 1/c}, 
dove {fn} è una successione di funzioni C1 tali che, per ogni compatto C, fn è 
definita in C per n abbastanza grande e fn converge a f uniformemente su C. Se 
inoltre gli insiemi A e f(x) sono unifomemente limitati, la famiglia formata dalle loro 
chiusure è un contenitore per f. 
A partire dalle considerazioni precedenti e ricordando che limiti uniformi di fun-
zioni C1 sono continui e sono in particolare Lipschitziani se le funzioni approssimanti 
hanno derivate uniformemente limitate, Warga deduce che una funzione f : V -+ JRm 
am1nette un contenitore (risp. un contenitore illimitato) se e solo se è lipschitziana 
(risp. continua.). 
Lo studio dei contenitori illimitati di derivate consente a Warga di estendere la 
definizione di Jacobiana generalizzata a funzioni non Lipschitziane, ossia alla classe 
:F delle funzioni continue f : V -+ Rm per le quali esistono una funzione scalare 
localmente integrabile 'l/J1 :V--+ JRm e un numero ai >O tali che 
llf(y)- f(x)ll :S 1/JJ(x)IIY- xli, V x, Y E V, O< IIY- xli ~ OJ· 
Si dimostra infatti che una funzione f E :F è quasi ovunque differenziabile in V. 
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Per operare un confronto tra i contenitori di derivate e la Jacobiana generalizzata 
di Clarke, introduciamo i seguenti insiemi: 
aiiJ(x) = clconv{Jf(z), llz- xli< t:, z E O,\H}, x E V, é >O, 
ae J (x) = a0 J (x) al-I J (x) = n ali J (x), a o f (x) = a0 f (x), 
e>O 
in cui, come prima, n f è l 'insieme su cui f è differenziabile. 
Warga dimostra che, se H ha misura di Lebesgue nulla, allora aH!( x) e ae f( x) 
sono contenitori illimitati di derivate per f, risultando: 
Se inoltre A e f( x) è un altro contenitore illitnitato per f, allora per ogni compatto 
C C V esiste uno scalare b ( é) tale che 
Se in particolare A e f(x) è un contenitore di derivate per f si ha: 
al-IJ(x) = ao f(x) ç conv Af(x), x E V, 
e si ricava quindi che la definizione di Jacobiana generalizzata è insensibile agli 
insiemi di misura nulla. 
Dal risultato precedente si deduce che, tra i contenitori di derivate convessi, la 
Jacobiana generalizzata è minima rispetto all'inclusione; ugualmente bisogna con-
siderare la flessibilità data da una definizione che permette di ottenere insiemi di 
operatori non convessi. Warga stesso esibisce, come esempi di tali vantaggi, una fun-
zione reale f per la quale O E ao f(x) pur non essendo l'origine un punto di estremo, 
con un contenitore di derivate A e f tale che Af(O) non contiene lo zero [War76] e un 
esempio di funzione lipschitziana f : JR2 ---+ JR2 con un contenitore di derivate A e f 
tale che A/(0) ha rango pieno, mentre ao f(O) contiene la matrice nulla [War81]. 
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E. Negli approcci alla differenziabilità generalizzata visti finora, ha un ruolo fon-
damentale il teore1na di Rademacher. Cosìla loro validità sembra conseguentemente 
ristretta agli spazi euclidei. 
Un'accurata analisi delle possibili estensioni del teorema di Rademacher per fun-
zioni definite su spazi astratti è stata condotta da Christensen [Chr7 4] considerando 
la misura secondo Haar; si ottiene così una generalizzazione degli insiemi trascura bili 
secondo Lebesgue, in quanto in spazi euclidei gli insiemi di misura nulla secondo 
le due definizioni coincidono. Christensen dimostra che una funzione lipschitziana 
tra due spazi di Banach separabili X e Y con Y riflessivo è differenziabile secondo 
Gateaux in un sottinsieme nf di x tale che X\OJ ha Inisura di Haar nulla. 
La misura di Haar conserva un 'importante proprietà della misura di Lebesgue: 
il complementare di un insieme di rnisura nulla è denso (in X) e ciò permette di 
considerare ancora i limiti della Jacobiana in punti vicini a x, che sicuramente es-
istono grazie alle ipotesi di lipschitzianità di f e riflessività di Y, perlomeno nella 
topologia debole per gli operatori. 
Di conseguenza la definizione di Jacobiana generalizzata secondo Clarke rimane 
sostanzialmente immutata in questa nuova an1bientazione, anche se si ripropone però 
in questo caso il problema della sensibilità della Jacobiana a insiemi di misura nulla. 
Se f : X -+ Y è lipschitziana su U (x) e H è un insieme su cui f è differenziabile 
con U\H trascurabile per la misura di Haar, useren1o la seguente notazione: 
8Hf(x) = clconv{A E L(X, Y): A= IimJf(z), z-+ x, z E H}. 
Anche in questa ambientazione si dimostra che 81If(x) è un insieme non vuoto, 
convesso e compatto di Lu(X, Y). 
Proposizione 1.14 [HUTBO} Data una funzione f : X -+ Y lipschtziana in x, 
differenziabile su H, con U\H di misura nulla secondo Haar, le seguenti affermazioni 
sono equivalenti per un operatore A E L(X, Y): 
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i) ..\Av::; j 0 (x, À,v) V..\ E Y', Vv E X; 
ii) AvE 8'Hf(x)v, Vv E X; 
iii) A E plen8Hf(x). 
Inoltre P(f,x) = plen8Hf(x) è il massimo (per l'inclusione) insieme convesso e 
chiuso per il quale vale 
..\P(f,x) = 8°(..\f)(x), V..\ E Y'. 
F. Nell'analisi svolta fin qui, il fatto che 8Hf(x), e di conseguenza la sua coper-
tura plenaria, fossero non vuoti dipende dall'estensione del teorema di Rademacher, 
cosìche l'esistenza della Jacobiana generalizzata era garantita solo per funzioni defi-
nite tra spazi di Banach separabili (con Y riflessivo). Questa ambientazione è stata 
estesa più recentemente da D. Ralph [Ral90], mediante un approfondimento del 
ruolo della funzione f 0 (x, À, v) come funzione supporto. 
Le basi della costruzione che stiamo per descrivere si trovano nella dualità tra lo 
spazio L( X, Y) delle trasformazioni lineari limitate tra X e Y e lo spazio F(Y, X) 
delle trasformazioni lineari tra Y e X il cui rango è finito (ossia tali che la dimensione 
del codominio di A è finita). Se Y è riflessivo, L(X, Y) è isomorfo al duale di 
F(Y, X). Allora, grazie al teorema di Hormander, ciò significa che un sottoinsieme 
convesso e compatto M ç L( X, Y) può essere descritto da una funzione supporto 
definita in F(Y, X), aM(A) = supHEM < A, H >, dove A E F(Y, X) e < ·, · > è 
il prodotto di dualità tra F(Y, X) e il suo duale. All'interno dello spazio F(Y, X) 
assumono particolare rilevanza gli operatori di rango l o minore, che denoteremo 
con l (Y, X). Tali trasformazioni B E l (Y, X) sono identificabili con una coppia 
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( u, .,\) E X x Y', essendo definite come u.À: y ..-+ u(.r\y), la loro applicazione in dualità 
con una trasformazione lineare limitata A : X --+ Y può essere rappresentata come 
< B, A>= .r\Au. In particolare una trasformazione BE l(lR"", F) è rappresentata 
da una matrice B(m,n) = À(m,t)U(l,n) 
Si può allora definire la funzione supporto su l (Y, X) ç F(Y, X) in modo che 
ad un insieme r ç L(X, Y) viene associata una funzione af, : l (Y, X) --+ lR (detta 
funzione supporto di rango l) 
af,(u, .,\) = af,(B) = sup < B, A>= sup .r\Au. 
AEf AEf 
In modo duale ad una funzione supporto di rango l corrisponde l'insieme l (f) ç 
L( X, Y) tale che 
l(f) ={A E L(X,Y): .r\Au:::; af,(u,.r\), V(u . .r\) E X x Y'}, 
che sarà detto copertura di rango l di f. 
r sarà detto insieme di rango l se si ha l(f) =r. Per esempio se r è 'single-
ton', allora è un insieme di rango l. Alcune proprietà immediate della copertura di 
rango l sono le seguenti: 
• l (f) è il più grande insieme la cui funzione supporto di rango l coincide con 
at; in particolare quindi f ç l (f). 
• l (f) è l'intersezione di insiemi convessi e debolmente chiusi della forma {A E 
L(X, Y): .r\Au:::; a} con a E 1R e quindi è anch'esso convesso e debolmente 
chiuso. In particolare cl con v r ç l (f); 
• l(l(f)) = l(f); 
• A f/. l (f) se e solo se esiste una coppia ( u, .,\) tale che .,\Au > af,( u, .,\). 
Per quanto riguarda le relazioni tra insiemi di rango l e insiemi plenari, si di-
mostra che, se f è di rango l' allora è plenario; l 'implicazione inversa vale se r è 
compatto nella topologia debole degli operatori. 
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Analogamente a quanto vale per gli insiemi plenari, si ha che l'intersezione di 
insiemi di rango l è di rango l e quindi la copertura di rango l di un insieme è il 
più piccolo insieme di rango l che lo contiene. Inoltre la copertura di rango l di un 
insieme convesso è un insieme convesso. 
Per approfondire i rapporti tra insiemi e funzioni supporto, è necessario deter-
minare le condizioni che garantiscono che una funzione s : X x Y' ~ lR sia funzione 
supporto di rango l di qualche insieme di L( X, Y). La proposizione che segue è alla 
base della definizione di Jacobiana generalizzata di Ralph e presenta forti analogie 
con il teorema di Hormander presentato nel Capitolo l. 
Proposizione 1.15 [Ral90} Dati gli spazi normali X e Y, con Y riflessivo, la fun-
zione s : X x Y' ~ lR è funzione di supporto di rango 1 di un insieme non vuoto di 
L( X, Y) se e solo se s(O, O) =/= -oo e valgono le seguenti condizioni: 
i) omogeneità - s( au, -\) = s( u, aÀ) = as( u, -\), \i( u, -\) E X x Y *, \i a > O; 
ii) subadditività- s(u, -\) ::; L s(ui, Ài) per tutte le successioni finite di coppie 
(ui, Ài) tali che (u, -\) = l:(ui, Ài); 
iii) limitatezza superiore - :lk E lR tale che s( u, À) < k per ogni ( u, À) E 
Bx x By,. 
Basandosi sulla Proposizione 1.15 , Ralph riesce ad estendere la definizione di J a-
cobiana generalizzata a spazi non separa bili, dimostrando che la funzione / 0 ( x, À, u) 
costruita a partire dalla derivata direzionale di Clarke, è una funzione supporto di 
rango l. 
Definizione 1.16 Dati gli spazi normati X e Y, con Y riflessivo, e la funzione 
f : X ~ Y localmente lipschitziana in x, diciamo Jacobiana genemlizzata di f in x 
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l 'insieme: 
81f(x) ={A E L(X, Y): .-\Au ~ j 0 (x,.-\,u), V'(u,À) E X x Y'}. 
Come si vede quindi la nuova definizione riprende l 'impostazione data da Sweetser, 
Hiriart-Urruty e Thibault per caratterizzare la copertura plenaria della Jacobiana 
di Clarke. Una nuova definizione vuole in questo caso enfatizzare l'analisi teorica 
che ne sta alla base. 
La Jacobiana di rango l di una funzione localmente lipschitziana con costante k 
gode delle seguenti proprietà (analoghe a quelle viste per la Jacobiana generalizzata 
di Clarke, nella Proposizione 1.3): 
• 81 f( x) è un insieme non vuoto, convesso, compatto per la topologia debole 
degli operatori e di rango l (quindi plenario); 
• la multifunzione 8 1 f: X=> L( X, Y) è chiusa e superiormente continua in x; 
• se X e Y sono separabili, 81f(x) = 1(81-If(x)), per ogni insieme H di misura 
nulla secondo Haar (in particolare per H = 0). 
Dali 'ultima proprietà segue che un analogo in spazi astratti della Proposizione 
1.1 O continua a valere nella nuova ambientazione: ossia i sottoinsiemi di Y e di X' 
che si ottengono mediante composizione della J acobiana di rango l rispettivamente 
con, direzioni u E X e funzionali lineari À E Y', coincidono con quelli ottenuti a 
partire dalla Jacobiana generalizzata di Clarke. 
Estendendo la definizione di scudo a spazi norma ti (ossia considerando in torni 
di S C L( X, Y) nella topologia debole), si dimostra la seguente proposizione. 
Proposizione 1.17 [Ral90} Sia f : X --7 Y una funxione localmente lipschitziana 
in x E X con X e Y spazi normati e Y riflessivo; la Jacobiana generalizzata di 
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rango 1 di f in x è il minimo scudo convesso chiuso e di rango 1 {plenario) per f 
zn x. 
In un lavoro recente di B. M. Glover e D. Ralph [G1R94] l'ambientazione in cui 
è garantita l'esistenza della Jacobiana di rango l è stata ulteriormente ampliata in 
modo da rimuovere l'ipotesi di riflessività su Y, restringendo però la classe di funzioni 
a cui f deve appartenere, ossia richiedendo che f sia compattamente Lipschitziana 
in senso forte rispettoalla totpologia debole di Y. Tale classe è stata introdotta 
da Thibault in [Thi80'] e verrà ampiamente analizzata nel Capitolo 3(si veda la 
Definizione 3 .l). 
Le nozioni di Jacobiana di rango l e di Jacobiana plenaria possono essere viste 
come casi particolari dell'approccio alla differenziabilità di funzioni vettoriali in ter-
mini di "ventagli" sviluppato da Ioffe, e vedretno nel prossimo paragrafo. 
2 Ventagli e Prederivate 
Le nozioni di differenziabilità generalizzata per funzioni vettoriali sviluppata da A. 
D. Ioffe [Iof81] si basa sulla constatazione delle difficoltà di generalizzare a spazi 
ad infinite dimensioni la definizione di .Jacobiana di Clarke. Tale difficoltà è anche 
dovuta secondo Ioffe all'inadeguatezzadegli insiemi di operatori lineari a descrivere e 
ad approssimare localmente di una funzione vettoriale. Ioffe propone allora un nuovo 
e più flessibile strumento matematico, chiamato ventaglio (fan), ossia una funzione 
punto-insieme con proprietà di omogeneità e subadditività che la rendono adeguata 
a sostituire la derivata. Se non viene specificato diversamente, supporremmo in 
questo paragrafo che X e Y siano spazi vettoriali topologici localmente convessi di 
Hausdorff. 
Definizione 2.1 Si consideri una funzione punto-insieme A : X => Y i cui valori 
sono insiemi chiusi. Essa è detta: 
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a) positivamente omogenea se O E A(O) e 
A(ax) = aA(x), Vx E X, Va> O; 
b) preventaglio se è positivamente omogenea e se A( x) è convesso per ognz 
x E X; 
c) ventagliose è un preventaglio e vale: 
A(x + y) ç A(x) + A(y), Vx,y E X. 
Si dice inoltre che una multifunzione A è dispari se A( -x) = -A( x) per ogni 
x e che è limitata se A(x) =/= 0 per ogni x E X e per ogni intorno V(O) C Y 
esiste un intorno U(O) C X tale che x E U implica A(x) C V. Se X e Y sono 
spazi normati, possiamo definire la norma di un preventaglio A : X => Y come 
IIAII = sup{IIYII: Y E A(x), llxll::; 1}. 
Si nota che il grafico di una multifunzione positivamente omogenea è un cono e 
che tale è anche l'insie1ne A( O); quest'ultimo poi si riduce alla sola origine se A è limi-
tato. Faremo riferimento per un ventaglio A al dominio, domA= {x: A( x)=/= 0} e 
al supporto, sup A= {x E domA: A( x)=/= Y}. L'enorme versatilità dell'analisi dei 
ventagli deriva in gran parte dalla possibilità di rappresentarli dualmente mediante 
una (bi)funzione supporto. 
Definizione 2.2 Dato un ventaglio A : X => Y, si dice sua funzione supporto 
la funzione s .... c: X x Y' -t IR, 
s.A(x, .X)= O".A(x)(.X) = sup{ < y, ,\ >, y E A( x)}, 
con la convenzione usuale a0(.X) = -oo. 
Si dimostra che una funzione s : X x Y' -t 1R è funzione supporto di un ventaglio 
A : X => Y se e solo se s è sublineare rispetto alle due variabili separatamente 
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(bisublineare) e se s( x, ·) è inferiormente semi continua nella topologia debole*. In 
tal caso 
A(x) = {y E Y: s(x,.X) 2< y,.X >,V-X E Y'}; 
tale ventaglio risulta inoltre dispari se s( -x, .X)= s(x, -.X) ed è limitato se ls(x, -X)I ~ 
kllxiiii-XII· 
Definizione 2.3 Siano K' C Y' e L C X coni convessi; diremo che un ventaglio 
A : X => Y è orientato da K' e supportato su L se domA = X, suppA = L e la 
funzione supporto di A assume valori finiti esattamente su L x K'. 
La nozione di orientamento sarà particolarmente utile per ventagli a valore in 
spazi ordinati. 
Definizione 2.4 Sia A : X => Y un ventaglio con domA= X. Se s.A(·,À) è 
inferiormente semicontinua per la topologia debole, allora la multifunzione 
A*(.X) ={x' E X':< x, x'>~ s.A(x, .X), \lx E X} 
è un ventaglio da Y' a X' che sarà detto aggiunto ad A. 
Vedremo con alcuni esempi come il concetto di ventaglio sia sufficientemente 
flessibile da ricomprendere gli insiemi convessi di operatori lineari ed altre definizioni 
che presenteremo in dettaglio nei prossin1i paragrafi. 
Ogni operatore lineare A E L(X, Y) è un ventaglio, con supporto coincidente 
con X e ogni ventaglio in cui A( x) è un 'singleton' per ogni x è un operatore lineare. 
Se M è un insieme convesso e debolmente chiuso di L(X, Y) e si definisce 
A(x) = {y E Y: y = Ax, A E M}, 
si verifica facilmente che A è un ventaglio dispari con A(x + y) C A(x) + A(y). 
Viceversa chiameremo manico (handle) di un ventaglio A l'insieme 
M.A ={A E L( X, Y): .XAx ~ sup < y, .X>, V( x, .X) E X x Y'} 
yE.A(x) 
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che è ovviamente un insieme di rango l. Se vale l 'uguaglianza precedente diremo 
che A è generato da M. Esistono semplici esempi di ventagli non generati da un 
insieme di operatori lineari, ma il problema di caratterizzare la classe dei ventagli 
con questa proprietà è ancora aperto: 
Se Y è ordinato da un cono convesso K e la funzione P :X~ Y è sublineare, 
allora la multifunzione A : X => Y data da: 
A(x)={yEY: y:=;P(x)} 
è un ventaglio orientato da J{+; se Y è un reticolo rispetto all'ordine generato da 
J{, allora 
A(x) = {y E Y: -P(-x)::; y::; P(x)} = [-P(-x), P(x)] 
è un ventaglio dispari; più in generale, presi due operatori P sublineare e Q super-
lineare definiti tra X e Y, con Q( x) ::; P( x) per ogni x E X, allora la multifunzione 
A(x) = [Q(x), P(x)] è un ventaglio. Per ognuno di questi tre tipi di ventagli può 
accadere che non siano generati da un insieme di operatori lineari, a meno che Y sia 
completo rispetto all'ordine. E' anche importante notare che fondamentali proble-
mi di estensione di operatori lineari a valori in uno spazio ordinato possono essere 
formulati e analizzati in termini di ventagli (si veda ad esempio [Iof81 ']). 
Un altro argomento sul quale non ci soffermiamo, rinviando a [Iof81] è la possi-
bilità di generalizzare ai ventagli alcuni fondamentali teoremi di Analisi funzionale 
che classicamente sono stati formulati per operatori lineari (per esempio il teorema 
di Banach-Steinhaus e il principio di limitatezza uniforme). Ci occupiamo invece 
delle applicazioni dei ventagli al calcolo differenziale. 
Definizione 2.5 Siano X e Y spazi di Banach, f : X ~ Y una funzione definita 
in un intorno del punto x E X e A : X => Y una multifunzione positivamente 
omogenea; A è detta: 
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i) prederivata esterna (secondo Frèchet} di f in x se 
f(x +v)- f(x) E A( v)+ r(v)llviiBy, 
con liinv-o r( v) = O; 
ii) prederivata interna (secondo Frèchet} di f in x se 
A( v) ç U t-1 [/(x +tv)- f(x)] + r(v)llviiBy, 
O<t<l 
con limv--+0 r( v) =O; 
iii) derivata (di Frèchet) di f in x se contemporaneamente valgono (i) e (ii); 
iv) prederivata stretta di f in x se 
f(z +v)- f(z) E A( v)+ r(z~ v)llvi!By, 
con limv-o r(z, v) = O. 
Z--+X 
Se la convergenza di v è ristretta ai sottospazi di X di dimensione finita, allora le 
derivate definite nei punti i), ii) e iii) sono dette deboli. 
Si possono immediatamente fare le seguenti osservazioni: se A è una prederivata 
interna e B è una prederivata esterna per fin x, allora per ogni v vale, A( v) ç B( v). 
Da ciò deriva che, se una derivata esiste~ essa è unica. Un a derivata di Frèchet o 
una derivata stretta (secondo le definizioni del Capitolo l) sono, rispettivamente 
una derivata e una prederivata stretta secondo le definizioni appena viste. 
Vediamo altri esempi: per un insieme di operatori lineari M C L(X, Y) tale che 
per ogni v E X esiste A E M tale che 
llf(x +v)- f(x)- Avll ~ r(v)llvll, 
la multifunzione A( v) = cl UAeM A v è una prederivata esterna secondo Frèchet; se 
per ogni z E V (x) e ogni v E X, esiste A E M tale che 
llf(z +v)- f(z)- Avll ~ r(x, v)llvll, 
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allora A, definita come sopra, è una prederivata stretta. I contenitori di derivate 
di Warga e gli schermi di Halkin rientrano quindi come casi particolari di questa 
impostazione. Un altro esempio è dato dalle derivate definite attraverso vari tipi di 
coni tangenti o coni normali, di cui ci occuperemo nel prossimo paragrafo. 
Vediamo ora quali sono i principali tipi di derivata di cui faremo uso nel seguito. 
Consideriamo la funzione (già introdotta a proposito dell'impostazione di Sweetser) 
fe(x, À, v) = sup{ t-1 -X[f(z +tv)- f(z )], t > O, z, z +tv E Be(x) }. Tale funzione è 
sublineare rispetto a À e a v e semicontinua inferiormente rispetto a À e quindi è 
funzione supporto di un ventaglio (dispari) D~ f (x) che risulta essere una prederivata 
stretta per fin x, e sarà chiamato t:-prederivata stretta (di fin x). Tale derivata 
è sempre ben definita (il suo dominio coincide con X) ed è limitata se e solo se f è 
localmente lipschitziana in x. 
Al tendere di € a zero, la funzione fe(x,-X,v) tende alla funzione j 0 (x,À,v) che 
potrebbe però non essere sernicontinua inferiormente in À (nella topologia debole*). 
Nel caso ciò si verifichi, otteniamo la funzione supporto di un ventaglio dispari che 
denoteremo con Do f(x) e chiameremo derivata superiore di f in x. Condizione 
sufficiente perchè D 0 f( x) esista è l 'esistenza di una prederivata stretta per f in x 
con valori debolmente compatti. In particolare ciò accade per funzioni lipschitziane 
definite tra spazi euclidei (o con Y riflessivo). 
L 'importanza dell' €-prederivata stretta e della derivata superiore è messa in luce 
dalla seguente proposizione. 
Proposizione 2.6 {lof81} Sia A una prederivata stretta per f in x; allora per ogni 
b > O esiste € tale che: 
D~f(x)(v) ç convA(v) + bllviiBy, Vv E X; 
se inoltre la derivata superiore esiste) si ha: 
D0 f(x) ç clconvA(v), Vv E X. 
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Dal risultato precedente si deduce che, nella classe delle prederivate strette a valo-
ri convessi, i ventagli D~f(x), e Do f(x) se esiste, sono minimi rispetto all'inclusione. 
Ciò significa che i risultati del calcolo differenziale basati su ipotesi di differenziabilità 
stretta possono essere generalizzati alle funzioni non differenziabili, utilizzando le 
virtù analitiche dei ventagli. Dal risultato precedente non si deve invece dedurre che 
solo le derivate a valori convessi siano utili e capaci di riprodurre i risultati dell'analisi 
differenziale; ricordiamo, a questo proposito i contenitori di derivate (non convessi) 
di Warga e le loro potenzialità; vedremo inoltre nel prossimo paragrafo altri esempi 
di estensioni della differenziabilità mediante nuovi oggetti non convessi e tuttavia di 
grossa utilità. 
Fino all'apparire della derivata radiale stretta (per funzioni scalari) di Michele 
Penot, non era nota alcuna definizione costruttiva di ventaglio che costituisse una 
prederivata debole ma non stretta. In [Iof93] si fornisce un esempio di questo tipo, 
considerando funzioni a valori in spazi di dimensione finita. Sia f : X ~ JRm una 
funzione localmente lipschitziana definita su uno spazio di Banach; allora la funzione 
f 0 (x,À,v) = (Àf) 0 (x,v) è la funzione supporto di un ventaglio che risulta essere 
una prederivata debole di fin x. 
Basandosi su tale ventaglio, loffe ottiene condizioni necessarie per problemi di 
ottimo scalare in cui siano presenti contemporaneamente vincoli di uguaglianza e 
disuguaglianza (in numero finito) e un vicolo insiemistico. E' ovvio che, data la re-
lazione / 0 ~ f 0 tra le derivate di Clarke e di Michel-Peno t, le condizioni necessarie 
che si ottengono usando la derivata radiale stretta, sono più stringenti di quelle che 
si ottengono a partire dalla derivata di Clarke. Come in ottimizzazione differen-
ziabile non esistono condizioni necessarie per problemi in cui appaia un vincolo di 
uguaglianza descritto da una funzione a valori in uno spazio di dimensione infinita, 
che non faccia assunzioni di differenziabilità stretta, allo stesso modo non esistono 
generalizzazioni del risultato di loffe cui abbiamo fatto riferimento poc'anzi, in cui 
il vincolo di uguaglianza abbia dimensione infinita. 
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Un 'impostazione duale a quella della derivata superiore trova origine nel concetto 
di ventaglio aggiunto. Quando f è localmente lipschitziana è ben definito il ventaglio 
nèf(x)(.X) ={x' E X':< v, x'>~ f 0 (x,.X,v), Vv E X}, 
che è l'aggiunto di no f(x) quando quest'ultimo esiste e associa ad ogni .X E Y' il 
gradiente generalizzato di Clarke della funzione scalare .Xf in x: 
nèf(x)(.X) = ao(.Xf)(x), V.X E Y'; 
esso risulta non vuoto perchè .Xf è lipschitziana se lo è f. Chiameremo nèf(x)(·) 
co differenziale superiore di f in x. L 'uguaglianza appena vista suggerisce poi 
la possibilità di definire un codifferenziale a partire dalle diverse definizioni note in 
letteratura di subdifferenziale, applicandolo alle scalarizzarizzazioni lineari di f. 
Poichè i ventagli generati da insiemi di operatori lineari assumono particolare 
rilevanza è importante trovare condizioni che garantiscano questo tipo di comporta-
mento. 
Proposizione 2. 7 {lof81 J Sia f : X -t Y una funzione localmente lipschitziana in 
x_; se f ha una prederivata stretta i cui valori sono debolmente compatti, allora la 
derivata superiore no f( x) è generata dal suo manico. 
Si deduce quindi che la derivata sup_eriore delle funzioni lipschitziane a valori in 
spazi riflessivi e la coderivata superiore di funzioni lipschitziane in genere verificano 
la proprietà di essere generate da un insieme di operatori lineari. Se consideriamo 
una funzione f : X ---t Y localmente lipschitziana in x, dove X e Y sono spazi 
norma ti con Y riflessivo, abbiamo i seguenti risultati [Ral90]: 
i) al f(x) è il manico di no f(x) e quindi no f(x )u = al f(x )u; 
ii) n(;f(x)(.X) = .Xa1 f(x) e il manico di ncf(x) è dato dagli operatori A* aggiunti 
agli elementi di a1 f (x). 
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3 Coni tangenti e derivate di funzioni punto-
• • Insieme 
Lo sviluppo a partire dagli anni '70 dell'analisi di funzioni punto-insieme ha nec-
essariamente condotto ali 'introduzione per esse di qualche estensione del concetto 
di derivata. Un'approfondita ricerca sull'argomento è dovuta a J.R.Aubin [Aub81]. 
Generalizzando l'idea della derivata come coefficiente angolare della retta tangente al 
grafico di una funzione~ Aubin introduce la cosiddetta derivata contingente, basata 
sul concetto di cono tangente secondo Bouligand (o cono contingente), introdotto 
nel Capitolo l. In questo paragrafo ambienteremo l'analisi in spazi di Banach. 
Definizione 3.1 [Aub81} Sia F: X=> Y e sia (x,y) E graF. Si dice derivata 
contingente di F nel punto (x, y) la funzione DT F(x,y) :X=> Y così definita: 
v E DT F(x,y)( u) {::} ( u, v) E T[graF, (x, y )]. 
DT F(x,y) risulta essere dunque una funzione positivamente omogenea e con grafico 
chiuso. 
La seguente caratterizzazione analitica di DT F(x,y) consente di vedere la derivata 
contingente come estensione alle funzioni punto-insieme dell'idea della derivata come 
limite del rapporto incrementale: 
T . . (F(x+td)-y ) vED F(x,y)(u)#hminfd ,v =0. 
t-o+ t 
d-u 
Possiamo quindi osservare che v E DT F(x,y)( u) se e solo se esistono delle succes-
sioni t n ---+ o+, un ---+ u e v n ---+ v tali che v n E ( F( x+ t n un) - y) jtn. 
Essendo il nostro interesse indirizzato in particolare alle funzioni puntuali, intro-
duciamo la notazione DT Fx al posto di DT F(x,F(x))' essendo il valore F(x) univoca-
mente determinato. Si ha, in tal caso che v E DT Fx( u) se e solo se 
liminf IIF(x + td)- F(x)- tvll =O. 
t-o+ t 
d-u 
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Si nota quindi che, se F è derivabile secondo Hadamard, nel senso specificato nel 
paragrafo 1.2, allora la derivata contingente coincide con la derivata direzionale. Nel 
caso F sia differenziabile secondo Hadamard o, in particolare, una funzione di classe 
C\ allora DT Fx( u) = \1 F( x )u. 
Sempre nel caso di funzioni puntuali, la derivata contingente può essere facil-
mente interpretata mediante gli schemi visti nel paragrafo precedente (cfr. Definizione 
2.5) ereditandone le proprietà. 
Proposizione 3.2 {Iof81} Se esiste la derivata debole di F in x, essa coincide con 
DT Fx. Se in particolare F è lipschitziana e Y = !Rm, allora DT Fx è la derivata 
debole di F in x. 
Seguendo la stessa strada percorsa per introdurre la derivata contingente, possi-
amo fare uso del cono tangente secondo Clarke, in modo da ottenere una derivata il 
cui grafico è un cono chiuso e convesso. 
Definizione 3.3 Sia F: X=> Y e sia (x,y) E graF. Si dice derivata stretta-
mente tangente di F nel punto (x, y) la funzione D5 F(x,y) : X => Y così definita: 
v E D5 F(x,y) ( u) {:::} ( u, v) E TC[graF, (x, y )]. 
Ricordando la caratterizzazione del cono tangente di Clarke mediante successioni, 
SI trova la seguente caratterizzazione della derivata strettamente tangente: v E 
D5 F(x,y)(u) se e solo se per tutte le successioni (xn, Yn, tn) E graF x JR+ convergenti 
a (x, y, 0), esiste una successione (un, vn) convergente a (u, v), tale che 
Si noti che il dominio della derivata strettamente tangente di una multifun-
zione anche lipschitziana non è necessariamente tutto X, mentre ciò si verifica 
per la derivata contingente, almeno nel caso particolare in cui Y = !Rm [AuE84]. 
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L'affermazione diventa particolarmente evidente se si considera la semplice funzione 
(di una variabile) f(x) = lxi. Si ha in questo caso DT fo(u) = lui per ogni u E JR, 
mentre D5 fo(u) =o, se u =o e D5 fo(u) = 0 se u =l= o. 
Rockafellar [Roc85'], analizzando la questione da un'altro punto di vista, giunge 
a conclusioni molto interessanti a questo proposito. Studiando il grafico G di una 
funzione lipschitziana definita da IRn a IRm come varietà lipschitziana, Rockafellar 
dimostra che il cono tangente secondo Clarke a G è sempre un sottospazio vettoriale 
di JRn+m di dimensione non superiore a n e, in particolare, uguale a n se e solo se G è 
il gr.afico di una funzione strettamente differenziabile (nel punto in cui è calcolato il 
cono tangente). Ciò dimostra che il caso della funzione "valore assoluto" vista sopra 
non è un caso isolato, ma rappresenta in generale la risposta ottenibile in termini di 
derivata stretta (strettamente tangente). Si osservi che, considerando funzioni di una 
variabile, la "perdita di dimensione" illustrata da Rockafellar implica che, sempre, 
la derivata in un punto angoloso sarà definita solo nell'origine, con valore nullo. 
L 'approccio della derivata stretta risulta quindi soddisfacente solo per descrivere il 
caso differenziabile, ma non si presta a descrivere situazioni più generali, in cui tale 
ipotesi non compaia. 
Se queste caratteristiche fanno passare In secondo p1ano la derivata stretta-
mente tangente (perlomeno per quanto riguarda le funzioni a valori puntuali), si 
noti che la situazione si fà critica anche per la derivata contingente, una volta us-
citi dall'ambientazione euclidea. Già infatti in spazi di Hilbert esistono funzioni 
lipschitziane per le quali la derivata contingente è definita solo nell'origine (il cono 
tangente al grafico si riduce a (0, O)); un esempio di questo tipo [Iof81] si ottiene 
considerando una base ortonormale {e i} in uno spazio di Hilbert H e la funzione 
f : [0, l] ~ H che assegna valore e n/ n ai punti 1/ n, zero allo zero ed è lineare su 
ogni segmento [1/n +l, 1/n]. 
Negli ultimi anni le ricerche in questo campo hanno portato a privilegiare un 
diverso tipo di coni per definire la derivata di una funzione punto-insieme e, in 
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particolare, di funzioni puntuali. Ne abbiamo visto la versione a dimensioni finite 
nel paragrafo 1.4 sotto il nome di cono prenormale, e tale cono rappresentava, in 
quella sede, semplicemente una tappa per la descrizione del cono normale di Clarke. 
Non si tratta infatti di un cono tangente (è definito nello spazio duale) e nemmeno 
del polare di un cono tangente (in quanto un cono polare risulta per definizione 
convesso). Ne diamo una descrizione equivalente a quella vista nel capitolo l. 
Definizione 3.4 Dato un insieme C c F e un punto x E cl C, diremo proiezione 
di x a C, l 'insieme 
Px(C) ={c E C: llx- cii= d(C,x)}, 
dove d( C, x) rappresente la distanza di x da C. 
Si nota dalla definizione, che la proiezione di un punto x ad un insieme C consiste 
nell'insieme dei punti di C più vicini a x, ossia le sue migliori approssimazioni in C. 
Proposizione 3.5 [Mor93} Dato un insieme C C JRn e un punto x E cl C, il cono 
prenormale a C in x, P( C, x), è dato da: 
P(C,x) = limsup[cone(z- Pz(C))]. 
Z-+X 
Il cono prenormale è stato introdotto da B. Mordukhovich [MorSO] e successi-
vamente studiato principalmente da tale autore [Mor93, Mor94, MoS96] e da Ioffe 
[Iof84, Iof89] mediante diverse caratterizzazioni. Il cono prenormale di un insieme 
convesso coincide con quello dell'analisi convessa e la sua copertura convessa coincide 
con il cono normale di Clarke. Un legame fondamentale con il cono tangente sec-
ondo Bouligan·d è espresso dalla possibilità di costruire il cono prenormale mediante 
il limite superiore del polare negativo del cono tangente. 
Proposizione 3.6 {lo/84, Mor93} Dato un insiem.e C c F e un punto x E clC, 
si ha: 
P(C,x) = limsup r-(C,z). 
z(eclC)-+x 
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Vediamo come, partendo dal cono prenormale, si definisce una derivata per fun-
zioni punto-insieme. 
Definizione 3. 7 Data una multifunzione F : F =} IRm e un punto (x, y) del suo 
grafico, diremo coderivata di F in (x, y) la multifunzione 
D*F(x,y)(y*) ={x* E JRn: (x*,-y*) E P(graF,(x,y))}. 
Anche per la coderivata useremo la notazione D* Fx quando F assume valori pun-
tuali. 
Applicando lo stesso procedimento al cono normale di Clarke si ottiene la mul-
tifunzione 
D° F(x,y)(y*) ={x* E JRn : (x*, -y*) E NC(graF, (x, y))}, 
che sarà chiamata coderivata di Clarke. La coderivata di Clarke assume sempre 
valori convessi, mentre ciò non si verifica per la coderivata; le due coincidono per 
una funzione F strettamente differenziabile e valgono: 
D° Fx(y*) =D* Fx(y*) = y*\1 F(x). 
Le due coderivate coincidono anche nel caso di una relazione convessa, ma in generale 
sono diverse e neanche vale la relazione D° Fx(Y*) = conv D* Fx(Y*). Infatti, sempre 
dall'analisi sviluppata in [Roc85'], si deduce che per una funzione lipschitziana F 
che non sia differenziabile nel punto x, la coderivata di Clarke calcolata in y* = O 
è data da un sottospazio di dimensione maggiore di zero, mentre la coderivata di 
una funzione lipschitziana calcolata in y* = O vale sempre zero, come si deduce 
dalla proposizione che segue. Si noti che, in particolare, nel caso della funzione 
f(x) = lxi vista sopra, il cono prenormale P(graf, (0,0)) è dato dall'unione degli 
insiemi P1 = {(x,y): y =lxi} e P2 = {(x,y): y:::; -lxi} e quindi la coderivata di 
f è perfettamente coerente con le derivate classiche. 
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Proposizione 3.8 {lof84, Mor93} Se F JRn ~ !Rm è una funzione localmente 
lipschitziana in x, allora: 
dove 8M f(x) = {x* E X': (x*, -l) E P( epif, (x, f(x)))}. 
La coderivata gode allora di una fondamentale proprietà di scalarizzazione che 
permette di calcolare la derivata di una funzione vettoriale mediante un subdifferen-
ziale scalare. Ricordiamo che tale subdifferenziale è stato già presentato nel Para-
grafo 1.6 come caratterizzazione del subgradiente approssimato di Ioffe. Un'altra 
fondamentale proprietà della coderivata è la sua stabilità rispetto a perturbazioni. 
Proposizione 3.9 [Mor93} Se F : IRn =? IRm è una funzione punto-insieme, 
(x, y) E graF e y* E domD* F(x,y), la coderivata di F soddisfa: 
lim su p 
v*-y* 
(z,w)( e cl graF)-(:r,y) 
Vogliamo ora accennare brevemente a come la coderivata può essere definita in 
spazi di Banach. 
Definizione 3.10 Sia C un insieme non vuoto di uno spazio di Banach X, x un 
elemento della sua chiusura e E un reale positivo. Diremo che il funzionale x* E X' 
è un E-normale di Fréchet per C in x, se 
e denoteremo con Ne (C, x) l 'insieme di tali funzionali; chiameremo cono prenor-
male a C in x, l 'insieme 
P( C, x)= lim sup Ne( C, z). 
c-o 
z-x 
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Abbiamo chiamato prenormale il cono appena definito perchè in spazi di dimen-
sione finita esso coincide con il cono prenormale visto sopra. Anche la definizione di 
coderivata rimane invariata rispetto al caso precedente, avendosi: 
D* F(x,y)(y*) ={x* E lff' : (x*, -y*) E P(graF, (x, y))}. 
Per le proprietà della coderivata in spazi astratti rimandiamo a [MoS96], !imitandoci 
a confermare la valididità, nella nuova ambientazione, della proprietà di scalariz-
zazione, per opportune sottoclassi delle funzioni lipschitziane e degli spazi di Ba-
nach. 
Definizione 3.11 Sia F : X ---+ Y una funzione lipschitziana definita tra spazi 
di Banach. Diremo che F è strettamente lipschitziana in x, se esiste un intorno 
dell'origine in X tale che, per ogni v E V e per ogni coppia di successioni { Xk} ---+ x 
e { tk} ~ O, la successione 
ammette una sottosuccessione convergente. 
Ricordiamo dal Paragrafo 1.3 che uno spazio di Asplund (detto anche spazio 
di differenziabilità forte) è uno spazio di Banach in cui ogni funzione convessa è 
differenziabile secondo Fréchet in un insierne G 8 denso nel sottoinsieme del dominio 
in cui è continua. 
Proposizione 3.12 [MoS96} Siano X e Y spazi di Banach e F X ---+ Y una 
funzione lipschitziana in x. Allora si ha: 
8M(y*F)(x) ç D* Fx(y*), Vy* E Y'. 
Se X è uno spazzo di Asplund e f è strettamente lipschitziana in x, allora vale 
l 'uguaglianza e si ha 
D* Fx(y*) =l 0, Vy* E Y'. 

CAPITOLO 3 
Differenziabilità generalizzata 
in spazi ordinati 
105 
Nei diversi approcci alla differenziabilità generalizzata visti nel Capitolo 2 non 
figura mai lo strumento che principahnente viene utilizzato per approssimazioni del 
primo ordine di funzioni a valori reali, ossia la funzione derivata. Il motivo di tale 
assenza è ovviamente da ricercarsi nella natura che tali derivate assumono nel caso 
'nonsmooth'; dove non sia definita in qualche senso la derivata classica, dove cioè non 
sia definito il limite del rapporto incrementale~ le derivate generalizzate assumono 
infatti la forma di limiti superiori e/ o inferiori e quindi si basano sulla naturale 
struttura d'ordine presente sul codominio della funzione. 
Parliamo di ordinamento naturale della retta reale perchè~ se accettiamo l'assun-
zione di compatibilità tra strutture algebrica e d'ordine trattata, ossia accettiamo 
che la struttura d'ordine sia indotta da un cono (a questo livello non è neanche 
necessario pensarlo convesso in quanto la transitività della relazione d'ordine è una 
richiesta ulteriore rispetto alla con1patibilità), allora in lR abbiamo solo le possi-
bilità in cui tale cono sia l'origine (nessuna coppia di punti distinti è confrontabile), 
tutto l 'asse (tutte le coppie sono indifferenti) oppure i semi assi positivo e negativo. 
Esclusi i casi banali, le uniche possibilità che rimangono in gioco sono quelle che 
portano alla distinzione (peraltro eliminabile con le opportune cautele) tra problemi 
di massimizzazione e minimizzazione. 
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Questa univocità o naturalezza viene totalmente a mancare nel caso di funzioni 
a valori vettoriali. In tale caso, o la presenza di un ordinamento viene chiaramente 
delineata dal processo di modellizzazione(e viene allora assunta nell'analisi del prob-
lema) oppure solo in modo assolutamente arbitrario potrebbe essere imposta, rius-
cendo ad essere difficilmente informativo e utile. 
Una distinzione di questo tipo appare in maniera molto chiara in problemi di 
ottimizzazione vettoriale; delle due funzioni che tipicamente vi intervengono, la fun-
zione obiettivo rappresenta un processo decisionale dalla cui analisi deve ovviamente 
nascere la struttura d'ordine; la funzione di vincolo ha invece il compito di delineare 
la regione ammissibile per la scelta del decisore e un ordinamento sul suo codo-
minio può non comparire. Da questa distinzione nasce anche l 'impostazione del 
presente capitolo che a sua volta riprende la netta dicotomia riscontrabile in let-
teratura: bisogna saper trattare i casi in cui l'ordinamento non compare, senza 
sentire il bisogno di "inventarselo", ma anche bisogna saperlo sfruttare dove invece 
sia presente, in modo da non perdere informazioni potenzialmente preziose. 
Tra i vari concetti legati all'ordine che riappariranno in questo capitolo assume 
notevole importanza il concetto di funzione convessa a valori in uno spazio ordinato, 
aln1eno per due ragioni distinte. Analoga1nente a quanto è accaduto per le funzioni 
scalari, la famiglia delle funzioni convesse è la prima di cui si sono studiate le pro-
prietà di derivabilità e differenziabilità, basandosi sulle caratteristiche di regolarità 
che tali funzioni possono vantare. In secondo luogo si è cercato di generalizzare 
tale regolarità anche a funzioni non convesse, associando ad esse una derivata, cui 
applicare i risultati noti per le funzioni convesse. 
l Funzioni convesse 
A. Le proprietà di differenziabilità delle funzioni vettoriali convesse (in seguito dette 
anche operatori convessi) sono state indagate in profondità a partire dagli anni '70, 
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nei lavori di Valadier, Raffin, Zowe, loffe e Levin, Kutateladze, Rubinov e altri. 
Inizialmente l'analisi si basa sull'ipotesi che il codo1ninio Y sia completo per l'ordine 
e in questo ambito la teoria offre risultati quasi altrettanto esaustivi ed eleganti di 
quelli che valgono per funzioni scalari. 
Come abbiamo però visto nel pri1no capitolo, l 'ipotesi di completezza è molto 
restrittiva, soprattutto se combinata con la richiesta che l'ordinamento induca una 
struttura di reticolo, in quanto elimina semplici casi di ordinamenti in spazi euclidei 
(gli unici coni in IRn che soddisfano entran1be le richieste sono quelli con esattamente 
n generatori lineannente indipendenti). Questa osservazione ha spinto allora vari 
autori ad approfondire le relazioni tra la struttura d'ordine e le proprietà algebriche e 
topologiche di dominio e codon1inio, per trovare ipotesi alternative alla completezza 
su cui fondare l'analisi. 
Per la nostra indagine l'assunzione di con1pletezza risulta però assolutamente 
imprescindibile. Ci se1nbra però interessante mostrare anche l'altro approccio senza 
limitarci all'ambientazione più restrittiva, ragione per cui nel seguito manterremo 
aperte entrambe le strade, (ripetendo magari qualche risultato). 
Supporremo allora in questo paragrafo, come struttura minimale, che X e Y 
siano spazi vettoriali topologici e Y in particolare ordinato da un cono K convesso 
puntato e chiuso; ogni altra richiesta verrà esplicitata secondo le singole esigenze. Per 
l'analisi che segue è necessario aggiungere allo spazio Y due elementi che siano "più 
grande" e "più piccolo" di ogni altro elen1ento di Y; li denoteremo con i simboli +oo 
e -oo, introducendo anche le seguenti notazioni: y• = Y U { +oo }, K• = K U { +oo} 
e Y = y• U {-"-oo}. 
Definizione 1.1 Una junz1:one f: )( ~ Y si dice convessa se per ogni x1 , x2 E X 
e ogni t E [0, l] vale 
se inoltre f è positivamente omogenea, ossia f(tx) = tf(x) per ogni x e ogni t >O, 
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allora è detta sublineare. 
Diremo inoltre dominio effettivo di j, (domf), l'insieme dei punti su cui f è 
finita, ossia domf = {x E X : f(x) E Y}. Il dominio effettivo di una funzione 
convessa è necessariamente un insieme convesso; un cono convesso se f è sublineare. 
Denoteremo con core f l'interno algebrico del dominio effettivo di f. Si vede dalla 
Definizione l che l'espressione forn1ale delle funzioni convesse rimane identica nel 
passaggio alle funzioni vettoriali, l'unica modifica essendo che la disuguaglianza tra 
i due membri va letta in funzione dell'ordinarnente parziale indotto dal cono K. Tale 
dipendenza verrà esplicitata, rnediante la notazione ~K, solo quando possa sorgere 
qualche ambiguità sull'ordinarnento usato. Anche la definizione di subdifferenziale 
rimane sostanzialmente irnrnutata. 
Definizione 1.2 Data una funzione convessa f : X -t Y e un punto x tale che 
f( x) E Y, diremo subdifferenziale di f in x l 'insieme 
8f(x) ={A E L()C Y): Av ~ f(x +v)- f(x), Vv E X} 
e subgradiente di f in x ogni elemento di a f( x). 
Al pari di quello che accade per le Definizioni 1.1 e 1.2, molti altri aspetti possono 
essere trasportati nella nuova ambientazione, corne per esempio la monotonia dei 
rapporti incrementali. Data una funzione convessa f : X -t Y e un punto x E core f 
si consideri la quantità 
<P (t) = t -l [f (x + tv) - f (x)], 
definita per t =/= O. Come nel caso scalare, la funzione <P risulta monotona crescente. 
Siccome a noi serve considerare tale rapporto incrementale in corrispondenza dei 
valori positivi di t, possian1o anche vedere che <jy(t), t > O è inferiormente limitata 
da 4>( -1) = f(x)- f(x- v). Da queste considerazioni deriva l'importanza, per le 
funzioni scalari, dell'analisi delle derivate direzionali di funzioni convesse, in quanto 
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una successione limitata inferiormente ammette estremo inferiore e tale estremo è 
anche il limite se la successione è crescente nell'intorno destro. Tuttavia nessuna 
delle due ultime affermazioni è necessariamente vera in spazi ordinati,questo spiega 
perchè la derivata direzionale non è più il concetto dominante, sostituita in ciò da 
un oggetto la cui esistenza è meno critica. 
Definizione 1.3 Data una funzione f : X ~ Y e un punto x E core f diremo 
minorante direzionale di f in x, la funzione J< (x, ·) : X ~ Y, data da 
f<(x,v) = inft-1 [f(x +tv)- f(x)]. 
t>O 
Tale funzione è ovviamente ben definita se Y è completo per l'ordine; in alter-
nativa ci si può limitare a richiedere che Y goda della proprietà di monotonia per 
successioni. Anche in spazi cornpleti non è cornunque garantito che esista la derivata 
direzionale come limite; se però esiste~ le due quantità sono uguali. Una condizione 
sufficiente [Zow7 4] perchè derivata e n1inorante direzionale coincidano è che K sia 
normale e abbia una base deboln1ente compatta. 
Si verifica facihnente che quando f< (x~ ·) è definita, ossia quando Y ha la pro-
prietà di monotonia per successioni e x E core f ~ essa risulta sublineare e finita e 
il suo subdifferenziale in O coincide con il subdifferenziale di fin x; 8f<(x, ·)(O)= 
8f(x). Se inoltre f è continua in x E coref e]{ è normale, allora f<(x,·) è con-
tinua in O. Valadier e Borwein hanno dirnostrato le seguenti condizioni sufficienti per 
la continuità di una funzione convessa, cui faremo spesso riferimento nei prossimi 
paragrafi. 
Proposizione 1.4 [Val72, Bor82} Se Y è normale, f X ~ Y è una funzione 
convessa e vale una delle due seguenti condizioni: 
i) f è superiormente limitata nell'intorno di un punto interno al dominio effet-
tivo, 
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ii} esiste una funzione continua g: X---+ Y tale che f(x):::; g(x), Vx E X, 
allora f è continua per ogni x E core f. 
Il prossimo risultato raccoglie le principali proprietà del subdifferenziale nel caso 
in cui il cono K induca su Y una struttura di reticolo vettoriale completo, che è 
l'ambiente in cui più frequentemente ci troveremo a lavorare nel seguito. Successi-
vamente mostreremo con1e, e in che misura, tali proprietà possano essere dimostrate 
senza fare ricorso a tali ipotesi. 
Proposizione 1.5 [Val72} Sia Y un reticolo vettoriale completo e normale, f : 
X---+ Y una funzione convessa e continua in x E core f. Allora 8f(x) è un insieme 
non vuoto, convesso, equicontinuo di L(X, Yr) e vale la formula (detta formula del 
max}: 
J<(x, v)= rnax{Av~ A E 8f(x)}. 
Abbiamo visto che il subdifferenziale di una funzione convessa può essere carat-
terizzato mediante il suo minor ante direzionale; con1e vedremo nei prossimi paragrafi 
e in analogia con quanto accade per funzioni scalari la determinazione di un subdif-
ferenziale per funzioni non convesse ha con1e passaggio centrale la definizione di una 
derivata che risulta sublineare rispetto alla direzione. Prima di procedere nella de-
scrizione delle proprietà del su h differenziale di funzioni convesse, dedichiamo qualche 
spazio al caso particolare delle funzioni sublineari. 
B. Lo studio degli operatori sublineari a valori in spazi ordinati completi è dovuto 
principalmente alla scuola russa e, in particolare, a S.S. Kutateladze e a A.M. Ru-
binov (si vedano ad esernpio [KuR72, Rub76, Rub77]). Strumento fondamentale 
di questo tipo di indagine è il teoren1a di Hahn-Banach-Kantorovich che permette 
di estendere un operatore lineare, rnaggiorato su un sottospazio da un operatore 
sublineare. 
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Le proprietà di differenziabilità di una funzione sublineare scalare definita in 
spazi localmente convessi, sono efficacemente descritte dal teorema di Hormander, 
mediante il quale si può stabilire una corrispondenza biunivoca tra la classe delle 
funzioni sublineari p : X ~ 1R U { +oo} semi continue inferiormente e quella degli 
insiemi S C X' debolmente* cornpatti, mediante le relazioni: 
e 
p(x) = sup l(x) 
l ES 
s = {l E x l : l (x) :::; p( x L v x E x}' 
con le quali ognuno dei due oggetti legati dalla corrispondenza può essere determi-
nato a partire dalla conoscenza dell'altro. Si ha ovviamente in tal caso che S = 8p(O). 
Se P : X -+ Y è invece un operatore sublineare continuo a valori in un reticolo 
vettoriale completo, sappiamo detenninarne il subdifferenziale in O e sappiamo, dalla 
proposizione 1.5, che vale per esso la forn1ula del max, ma non sono note in generale 
le proprietà che assicurano che un certo insierne 8 C L(X, Y~) sia il subdifferenziale 
di un operatore su h lineare ( direrno in tal caso che S è un supporto). Vedremo quali 
sono le risposte che sono state trovate per alcune classi di problemi e quali sono 
invece alcune condizioni necessarie che 8 deve rispettare. 
Dal teoren1a di Hahn-Banach-Kantorovich deriva che una caratterizzazione dei 
supporti permette di affennare il seguente principio di separazione: se A (j. U allora 
esiste x E dom f : Ax 1:. rnaxBEU Ex. Deriva anche che, se P è finita, le sezioni 
Ux = {y = Ax, A E U} arnrnettono elen1ento n1assimo e minimo. 
Ricordiamo, dal paragrafo 2.1, che un insieme U C L(X, Y) è detto plenario 
se Ax E Ux, \:lx implica A E U. Direrno inoltre che U è debolmente limitato per 
l 'ordine se tutte le sezioni llx sono lirnitate in Y (per l'ordine). 
Proposizione 1.6 [Rub76} Un insieme U C L( X, Y) è supporto di un operatore 
sublineare finito su X se e solo se U è plenario e le sue sezioni Ux sono intervalli 
d 'ordine in Y. 
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La precedente proposizione dà una caratterizzazione molto precisa di un sup-
porto. Purtroppo però la condizione sulle sezioni è spesso complessa da verificare. 
Per ottenere una caratterizzazione che non si basi sulle sezioni, introduciamo una 
nozione di convessità legata all'ordina1nento, che generalizza la solita definizione di 
convessità di insien1i. 
Definizione l. 7 Un insieme U C L( X, Y) è detto convesso per operatori se 
per ogni A, BE L(X, Y),, e per ogni a E L+(Y) si ha: 
aA+(/y-a)BEU, 
dove /y è l 'operatore identità in Y e L+ (Y) = {A E L(Y, Y) : ak E K, Vk E /{} è 
l 'insieme degli operatori positivi da Y in sè. 
Analogamente diremo copertura con v essa per operatori di un insieme di operatori 
M C L(X, Y), l 'insieme: 
n n 
cooM = {LaioAi: n E IN, Ai E M, O:i E L+(Y), LO:i = /y}. 
i= l i= l 
Si nota faciln1ente che~ in arnbientazione paretiana, la differenza tra la copertura 
convessa di un insie1ne e quella convessa per operatori è data dal fatto che, nella 
prima, le matrici che fanno da "pesi" nella so1nn1atoria hanno sulla diagonale ele-
menti compresi tra zero e uno e tutti uguali, n1entre nel secondo caso tali elementi, 
sotto la stessa limitazione sui valori, possono essere diversi tra loro. 
Si verifica facilmente che ogni supporto è un insieme convesso per operatori. Pos-
siamo infine dare una caratterizzazione degli insie1ni supporto di operatori sublineari 
a valori in y•: Ricordiaino che un reticolo vettoriale completo è detto localmente 
convesso se la sua topologia è definita da una fan1iglia di seminorme Pcx monotone, 
ossia tali che lxi:::; IYI implicapa(x):::; Pa(y). 
Proposizione 1.8 [Rub76} Sia X uno spazio localmente convesso, Y un reticolo 
vettoriale completo localmente convesso di Dini. Un insieme U C L(X, Y) è sup-
porto di un operatore sublineare f : X ~ y• con do m f = C se e solo se è convesso 
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per operatori, chiuso in La (X, Y), ha sezioni Ux superiormente limitate per ogni 
x E C e soddisfa U +L+(C,K) ç U, dove L+(C,K) è l'insieme di L(X, Y) formato 
dagli operatori A tali che A x E ]{, per ogni x E C. 
C. Torniamo all'analisi delle funzioni convesse, illustrando la versione della Propo-
sizione 1.5 che si applica a funzioni che assumono valori in spazi non completi. Il 
tentativo di evitare l'assunzione di cornpletezza del codorninio comporta sorprenden-
temente maggiori richieste sulle proprietà topologiche del dominio. Nella prossima 
proposizione in particolare faren1o riferirnento ad una importante proprietà di dif-
ferenziabilità dello spazio X. Direrno che ){ è uno spazio di differenziabilità di 
Minkowski se ogni funzione sublineare p : X ~ IR è differenziabile su un sottoin-
sieme denso dell'insieme su cui f è continua. Dian1o solo questa definizione tra le 
varìe che descrivono le proprietà di differenziabilità. di uno spazio e che differiscono 
tra loro per il riferimento a funzioni convesse invece che sublineari, insiemi densi G0, 
differenziabilità secondo Fréchet. Questi spazi sono stati descritti mediante varie 
proprietà algebriche e topologiche per le quali si può fare riferimento alla mono-
grafia di Phelps [Phe89]. 
Proposizione 1.9 [Bor82} Sia ~X uno spazio di differenziabilità di Minkowski, Y 
uno spazio monotono per successioni, ordinato da un cono ]{ normale che ammette 
un funzionale strettamente positivo, f : X ~ Y una funzione convessa e continua in 
x. Allora 8f(x) è un insiernc non vuoto convesso equicontinuo di La(X, Y) e vale 
la formula 
J<(x,v) = sup{Av, A E 8f(x)}. 
La differenza principale tra le due fonnulazioni stà allora nel fatto che, se Y non 
è completo, il valore J< (x, v) non è necessarian1ente raggiunto come massimo dei 
prodotti A v con A E 8 f( x). In spazi con1pleti invece tale risultato dipende dalla 
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possibilità di estendere operatori lineari 1naggiorati da un operatore sublineare, in 
modo assolutamente analogo a quello per funzioni scalari. Anche in ambiente non 
completo il risultato dato dalla proposizione 1.9 può però essere migliorato, come 
vedremo più avanti. 
Ci interessa prima istituire un legame tra il subdifferenziale di una funzione 
convessa è la scalarizzazione ottenuta mediante funzionali lineari. Se J< (x,·) esiste 
e À E K+, allora 
e l'uguaglianza vale [Bor82] se ogni successione decrescente in Y che ammette es-
tremo inferiore~ converge deboln1ente. Dire1no allora che Y ha la proprietà di Dini 
per le successioni ripetto alla topologia debole). Per quanto riguarda il subdifferen-
ziale, si ha il seguente risultato. 
Proposizione 1.10 {Bor82} Se valgono le ipotesi della Proposizione 1.9 e inoltre 
Y è debolmente di Dini per lf successioni! allora 
i) 
ii) se inoltre gli intervalli in Y sono debolmente compatti, si ha 
iii} se l 'uguaglianza precedente vale per qualche À strettamente positivo, allora, 
per ogni v E .X .. esiste A E 8f(x) tale che J<(x, v)= Av. 
Il risultato del punto (ii) è stato ottenuto da Valadier senza ipotesi su X e 
sostituendo l 'ipotesi che K an1n1ette funzionali stretta1nente positivi con quella che 
Y sia un reticolo vettoriale con1pleto. Il punto (iii) rappresenta invece la parte 
mancante della proposizione 1.9 e quindi unendo le ipotesi delle proposizioni 1.9 
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e 1.1 si riesce in questo caso ad aggirare la co1npletezza dell'ordinamento. Altre 
proprietà del subdifferenziale che verranno richiamate nel seguito sono raccolte nella 
. . . 
successiva proposizione. 
Proposizione 1.11 {Bor82} Sia Y localmente convesso e normale e f : X ~ Y 
convessa e continua in x: 
a) la multifunzione a f è localmente equicontinuo in x ,• ossia esiste un intorno 
U(x) C core/ tale chf l'insiem,e UzeU 8f(z) è equicontinuo; 
b) se gli intervalli in Y sono debolmente compatti, a f( x) è compatto in Lu(X, Y); 
c) se inoltre f è limitata super·iormentf su un intorno di x, la multifunzione 
a f è anche uniformementf compatta, f quindi superiormente continua, nella 
topologia debole degli operatori. 
Esponiamo qualche se1nplice regola di calcolo per i subdifferenziali. 
Proposizione 1.12 {Zow75} Se .fh .f2 : X ~ Y sono funzioni convesse a valori 
in un reticolo vettoriale completo f nonnalf e almeno una delle due è continua in 
x E core / 1 n core f 2 , allora 
Proposizione 1.13 {Pap83} Se Y è uno spazio localmente convesso e completo 
rispetto all'ordine, T E L( Z, X) un operatore lineare suriettivo, b un elemento 
di X, f : X ~ Y una funzione convessa, per la funzione h : Z ~ Y data da 
h(z) = f(Tz +b), Vz E Z, si ha: 
dove x= Tz +b. 
ah(z) = U A o -T, Vz E Z, 
AEof(x) 
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Vediamo infine quale lega1ne esiste tra il subdifferenziale di f e la sua differen-
ziabilità. 
Proposizione 1.14 {Bor82, Pap83} Sia f : X ~ Y una funzione convessa che 
ammette minorante direzionale in x e À un funzionale lineare strettamente positivo; 
allora: 
a) se .-\f è differenziabile in x, J<(x, ·) è lineare; 
b) se Y è un reticolo di Banach debolmente di Cauchy per le successioni e f è 
continua in x, f è differenziabile secondo Gateaux in x_, se e solo se 8f(x) è 
un 'singleton'. 
D. Come è successo anche per le funzioni scalari, le proprietà di differenziabilità delle 
funzioni convesse sono state utilizzate per estendere alcuni risultati a classi più ampie 
di funzioni. Papageorgiou chia1na quasidifferenziabile una funzione f : X ~ Y la 
cui derivata direzionale possa essere espressa come funzione supporto di un insieme 
non vuoto, convesso ed equicontinuo A1 C L(X, Y): 
f'(x, v)= Inax{Av, A E .l\1}, 
e dimostra che, se Y è un reticolo vettoriale co1npleto e normale, una funzione che 
ammette derivata direzionale convessa e continua rispetto alla direzione, è quasidif-
ferenziabile. 
Lo stesso termine di quasidiffrenziabilità è stato usato, anche a proposito di 
funzioni scalari, per riferirsi ad un approccio più generale di quello appena visto e 
dovuto a V.F. Dem'yanov e A.M. Rubinov [DeR83]. 
Definizione 1.15 Dati uno spazio di Banach X e un reticolo di Banach Y completo 
per l 'ordine, una funzione f : .. Y ~ Y è detta quasidifferenziabile in x se ammette 
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in tale punto derivata direzionale ed esistono due funzioni continue P, Q : X ---4 Y, 
con P sublineare e Q superlineare, tali che: 
f' (x, v) = P (v) + Q (v), V v E X. 
Per quanto detto sopra, la funzione P è subdifferenziabile; sia Q.P il suo subdif-
ferenziale in 0: Analogamente è definito il superdifferenziale di Q in 0: 
lJQ ={A E L(X, Y): Av ~Q( v), Vv E X}. 
Dalla Proposizione 1.5 sappia1no che la definizione di quasidifferenziabilità può al-
ternativamente essere scritta co1ne: 
f'(x, v)= 111ax Av + n1!_p Bv. 
AEfJ.P BEéJQ 
La coppia (Q.P, lJQ) è detta quasidiffercnziale di f in x. La definizione di quasid-
ifferenziale può essere precisata, in quanto si nota che le coppie di funzioni P e Q 
che descrivono la derivata di f non sono univocamente determinate~ per quanto 
riguarda i loro supporti, si può di1nostrare che la coppia (Q.P, 8Q) è equivalente, ai 
fini della determinazione di f', ad ogni altra coppia di supporti ( U, V) che soddisfi 
Q.P- V= U- lJQ. Allora diren1o quasidifferenziale di fin x, Df(x), la famiglia 
delle coppie equivalenti e, in particolare, subdifferenziale e superdifferenziale di f in 
x, il primo ed il secondo ele1nento di tali coppie. 
Si verifica che la classe delle funzioni quasidifferenziabili forma uno spazio vet-
torìale e che si ha 
Come ulteriore sviluppo del calcolo per funzioni quasidifferenziabili, si dimostra 
una regola di derivazione per la funzione composta con la quale, sotto lievi restrizioni 
sul quasi differenziale della funzione esterna, si può scrivere la derivata della funzione 
composta come differenza di funzioni sublineari. 
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2 Derivate di Penot 
A. Il passaggio dalle derivate classiche a quelle generalizzate è stato frequentemente 
determinato dalla sostituzione del concetto di limite per i vari rapporti incrementali 
(di cui non è più garantita la convergenza) con quello di limite superiore o inferiore 
(o mol tep li ci loro combinazioni). Un approccio alla differenziabilità generalizzata 
che voglia basarsi su qualche d eri va t a direzionale deve allora necessariamente af-
frontare il problema di con1e estendere a spazi spazi vettoriali ordinati la definizione 
di limite superiore e inferiore. Nel seguito chiameremo queste quantità, semilimiti, 
per trattarli conte1nporanean1ente. 
Data una funzione f : ~X" -+ lR definita su uno spazio normato e un punto a E X, 
è ben definita in lR la seguente quantità: 
l=lirnsupf(x)=inf sup f(x) 
x-+a é>O llx-all<é 
che può essere equivalentemente caratterizzato come il più grande tra i valori limite 
della funzione f in a. Infatti dall'uguaglianza precedente deriva l'esistenza di una 
successione {X n} convergente ad a tale che lirn f (X n) = l, e quindi l è uno dei valori 
limite di f in x; si deduce anche che~ per ogni altra successione { zn} convergente ad 
a e per ogni é > O si ha f(zn) < l+ é, per n grande abbastanza, e quindi tutti gli 
altri valori lirnite sono minori o uguali a l. 
Se consideriarno invece una funzione a valori in uno spazio parzialmente ordinato, 
malgrado( come si è visto nel prin1o capitolo) esista una estensione del concetto 
di estremo superiore dotata di sufficienti proprietà, per essa viene a mancare la 
possibilità di definire una successione tnassirnizzante e quindi le due definizioni, che 
diamo qui sotto in dettaglio, sono in generale distinte. 
Consideriamo una funzione f : X -+ Y definita tra due spazi vettoriali topologici 
X e Y, con Y ordinato da un cono ]{ rispetto al quale sia completamente ordinato 
e sia F un filtro di insiemi di X convergente al punto a E X; sia inoltre L1(a) 
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l 'insieme dei p un ti limi te di .f in a: 
LI( a)= n cl {f(x), x E F}. 
FEF 
Definizione 2.1 Data la funzione f : X -4 Y e il punto a E X, definiamo in Y le 
seguenti quantità: 
T -lim sup f(x) = sup LJ(a); T -lim inf f(x) = inf LJ(a), 
x-a 
e 
o -limsupf(x) = inf sup f(x), o -limsupf(x) = sup inf f(x). 
x-+a FEF xEF x-+a FEF xEF 
La pricipale differenza tra le due nozioni è il ruolo giocato dalla topologia del 
codominio Y, che nella seconda definizione non co1npare mentre ha rilevanza nella 
determinazione della classe lirnite. Per distinguere le due nozioni, chiameremo il 
primo, li1nite superiore topologico e il secondo. li1nite superiore ordinato. Tra di 
esse, supponendo non vuoto l'insien1e dei valori lirnite, vagano le seguenti relazioni: 
sup inf f(x)::; inf LJ(a)::; sup LJ(a)::; inf sup f(x). 
FEF xEF FEF xEF 
L 'ultima disuguaglianza a destra può essere spiegata come segue: fissato F E :F 
sia sp = sup f(F); poichè ]{ è chiuso, si ha f(F) ç cl.f(F) ç sp- K e quindi 
sup f(F) 2:: sup{ n clf(F)}; 
FEF 
detto l il men1bro di destra, segue sup f(F) 2:: l e, per definizione di estremo inferiore, 
si ottiene la tesi. 
La disuguaglianza tra le due definizioni è in generale stretta come si vede dal 
seguente esempio: siag: 1R -4 IR2 con g( -l/n, 1/n) ={O x( -n, -oo)}U{( -n, -oo)x 
O} U {-1,-1}; allora lin1supx_.0 g(x) = (0,0) e supLJ(O) = (-1,-1). 
Un altro punto a favore della definizione topologica rispetto a quella ordinata è 
il legame con la convergenza. Si ha infatti che 
lim g(x) =l se e solo se sup L9 (a) = inf L9 (a) =l, x-+a 
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mentre la stessa caratterizzazione vale per la definizione ordinata solo sotto ulteriori 
ipotesi (ad esempio che Y sia norn1ale e di Daniell [Pen 78]). 
Per verificare l'affermazione precedente si noti che, se L9 ( a) = { 1}, allora anche 
gli estremi superiore e inferiore coincidono con l; d'altro canto, se un insieme L 
contiene due punti distinti 11 e 12 ~ allora gli estremi non possono essere uguali tra 
loro. 
Ovviamente le distinzioni tra le due definizioni tendono a sfumare perchè ge-
neralmente la struttura d'ordine è collegata a quella topologica. Un più preciso 
confronto è presente indirettarnente in [Pen83], dove entrambe le definizioni vengono 
confrontate con una nuova definizione del concetto di limite superiore e inferiore che 
può essere ambientata anche in spazi ordinati non con1pleti. L'oggetto che viene 
definito è in effetti l'insien1e S(F) dei punti che n1aggiorano il limite superiore, che 
potrebbe non essere definito. 
Definizione 2.2 Dato un filtro F convergente al punto a E X,. sia S(F) l'insieme 
degli y E Y tali che per ogni ùdorno U(.f(a)) esiste F E F tale che f(F) C U- K. 
Se Y è completo per l 'ordine diremo estrerno superiore secondo Penot di f in a 
l 'estremo inferiore dell'insieme S (F). 
Non useremo nel seguito la nuova definizione di lin1ite superiore, ma ci è utile 
sapere che essa coincide con quella "ordinata', se Y ha la proprietà di Dini (ogni 
rete decrescente con un estrerno inferiore converge a tale estremo) e K ha interno 
non vuoto. Ciò vale, ad esernpio. in arnbientazione paretiana; inoltre coincide con 
la definizione- topologica se ogni rete in g(F) ha un punto di accumulazione. Ne 
discende chiaramente che~ quando tutte le predette ipotesi valgono contemporanea-
mente, le due definizioni vengono a coincidere. 
B. In uno dei primi lavori dedicati all'estensione del calcolo differenziale alle funzioni 
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non derivabili, J. P. Peno t [Pen 78] introduce una versione vettoriale della derivata 
superiore e inferiore di Dini, utilizzando la definizione ordinata di limite superiore 
e inferiore. Tali derivate vengono anche descritte facendo ricorso al cono tangente 
all'epigrafico, estendendo in tal rnodo il noto parallelismo tra concetti analitici e 
geometrici che si incontra frequentemente per funzioni scalari. 
Un approccio di questo tipo è estrernan1ente generale~ le uniche restrizioni poste 
da Penot essendo volte ad ottenere derivate a valori finiti, e danno luogo ad approssi-
mazioni locali positivamente omogenee~ come accade però per le loro omologhe per 
funzioni scalari, esse soffrono di un gravP difetto, ossia la mancanza di convessità. E 
anche nel lavoro di Penot~ soprattutto la parte riguardante l'ottimizzazione dipende 
dall'assunzione di convessità delle derivate, in n1odo analogo a quanto accennato alla 
fine del paragrafo precedente. 
Penot considera funzioni definite tra spazi X e Y locahnente convessi, con Y 
completo rispetto all'ordine e definisce tre coppie di derivate~ modificando la varia-
bilità degli elementi del rapporto incretnentale. n1a sempre tenendo fisso il punto 
iniziale x. 
Definizione 2.3 Sia f X -t Y e x E X: per ogni v E X definiamo in Y le 
seguenti quantità: 
j+(x~v) 
f-(x,v) 
J:(x,v) 
fr-(x, V) -
J;-(x,v) = 
fs-(x, V) 
o -lin1sup t- 1 [f(x + th)- f(x)] 
t',.O 
h-t: 
o -lir;~~nf t- 1 [f(x + th)- f(x)] 
h-v 
o -lirnsup t- 1 [f(x +tv)- f(x)] 
t'\.0 
o -litninf t- 1 [f(x +tv)- f(x)] 
t'\.0 
sup o -limsup t-1 [f(c(t))- f(x)] 
cEC(x,v) t'\.0 
inf o -lirninf t-1[.f(c(t))- f(x)] 
cEC(x,v) t'\.0 
dove C (x, v) è la famiglia delle curve c : [0, l] -t X derivabili a destra in O, con 
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c( O) == x e c'(O) == v. Chiameremo rispettivamente queste quantità derivate, derivate 
radiali e derivate successionali superiori e inferiori. 
E' evidente che tali derivate trovano ispirazione nelle classiche definizioni di dif-
ferenziabilità dovute a Neustadt, Gateaux e Hadatnard. Abbiamo chiamato succes-
sionali le derivate 1:- e fs- perchè analogatnente a quanto visto nel paragrafo 1.2, si 
dimostrano per esse le seguenti caratterizzazioni: 
J:(x,v) 
!;(xlv) 
dove il primo estren1o superiore (inferiore) è valutato al variare di tutte le successioni 
{ vn} convergenti a v e { tn} convergenti a o+. Se consideriamo delle reti {vi} e 
{ti}, i E /,al posto delle successioni~ si ottiene una caratterizzazione di J+(x, v) e 
f- (x, v): in particolare, se )[ è tnetrizzabile, si ha che, per ogni v E X: 
In genere vale la seguente catena di disuguaglianze: 
che deriva imtnediatamente dallt> definizioni. 
Si nota anche immediatamente cotne J:(x, v) e fr-(x, v) siano generalizzazioni 
delle derivate del Dini per funzioni scalari. Le sei definizioni viste possono essere 
modificate usando i lin1iti superiori e inferiori in senso topologico. Avremo occasione 
di considerare alcune tali possibili definizioni nel capitolo 3. 
L 'epigrafico della derivata superiore e inferiore mostra interessanti relazioni con 
il cono tangente all'epigrafico di f, che estendono parzialmente i risultati validi per 
funzioni scalari [E1T88). Nella nuova atnbientazione però non si riesce a raggiungere 
una piena caratterizzazione. 
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Proposizione 2.4 [P e n 78} Sia f : X --+ Y c x E .. Y; per ogni v E X si ha: 
f-(x,v) < inf{yEY: (v,y)ET(epif,x)}; 
f-(x,v) > sup{y E Y: (v,y) E I(ipof,x)}; 
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la seconda relazione diventa una uguaglianza se /{ ha interno non vuoto e può essere 
riscritta come: 
j+(x,v) ~ inf{y E Y: (v,y) E l(cpif,x)}, 
con il segno di uguaglianza se in t ]\. =/= 0. 
Ad ognuna delle derivate introdotte nella Definizione 2.3 possiamo associare un 
subdifferenziale definito nella n1aniera usuale. Considerando ad esempio la derivata 
superiore J+ (x, v), il su h differenziale superiore di f in x è l'insieme 
a+ f(x) ={A E L(){. Y): At, ~ j+(x, v), \:lv E X}. 
Analogamente si definiscono gli insierni a-f(x)~ a; f(x), a; f(x), a: f(x), a; f(x), 
le relazioni di inclusioni tra i quali sono imrnediatarnente deducibili dalle disugua-
glianze valide tra le rispettive derivate. 
Direttamente dalla definizione si deduce che i subdifferenziali introdotti sono 
insiemi convessi e chiusi in Ls()C Y), ossia L(X, Y) dotato della topologia della 
convergenza sen1plice. Occupandoci in particolare , con1e per le derivate, dei sub-
differenziali superiore e inferiore 1 possiarno dare delle condizioni sufficienti perchè 
a+ f(x) e a- f(x) risultino non vuoti e compatti. 
Definizione 2. 5 Una funzionf f : )( --+ Y è detta: 
a) dolce (risp. non ripida) in x E X se J+(x,v) (risp. J-(x,.v)) è maggiorata 
su un intorno dell'origine in X. 
b) (interiormente) tangenzialmente convessa in x, se J-(x, ·) (risp. J+(x, ·)) 
è con v essa da X a y·. 
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Date le relazioni tra J+ e J-, si nota subito che, se f è dolce in un punto, è 
anche non ripida, mentre il contrario non è necessariamente vero. 
Proposizione 2.6 Se Y è normale e f è dolce in x {resp. non ripida), allora 
a+j(x) {risp. a-j(x)) è un insieme convesso, chiuso ed equicontinuo di Ls(X,Y). 
Se inoltre gli intervalli in Y sono debolmente compatti) a+!( x) {risp. a-J( x)) è 
compatto in Lu(X, Y). 
Proposizione 2. 7 Sia Y normale; se f : X ~ Y è tangenzialmente convessa e 
non ripida in x' con !- (x' o) =f. -00' allora a- f (x) =f. 0; se f è dolce e interiormente 
tangenzialmete convessa in x, allora a+ f(x) =f. 0. 
Se Y è nonnale si può n1ostrare che1 affinchè f : X ~ Y possa soddisfare le 
ipotesi della proposizione precedente, è necessario che sia sublineare e continua; in 
entrambi i casi ciò risulta anche sufficiente, qualora ]{ abbia interno non vuoto. 
3 La derivata direzionale di Thibault 
A. In una serie di lavori pubblicati a cavallo tra gli anni '70 e '80 [Thi78]-[Thi82'], L. 
Thibault espone i risultati di un approfondito studio sulla differenziabilità genera-
lizzata per funzioni vettoria1i in spazi astratti, caratterizzato da una ampia gamma 
di approcci, abilmente collegati gli uni agli altri. 
Tra questi abbiamo già visto in precedenza alcuni risultati (ottenuti in col-
laborazione con Hiriart-Urruty) sulla copertura plenaria della Jacobiana general-
izzata. In effetti però il filone principale d eli 'indagine di Thibault è costituito da 
una definizione di derivata generalizzata (in cui viene utilizzata la definizione topo-
logica di limite superiore) che estende quella di Clarke e che viene caratterizzata 
anche per mezzo del cono tangente all'epigrafico di f. Tale approccio si basa su una 
particolare classe di funzioni Lipschitziane (dette co1npattamente lipschitziane) che 
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coincide con la nozione classica se il codotninio di f ha dimensioni finite. L 'indagine 
è stata poi estesa a classi più atnpie di funzioni, utilizzando un'analisi in termini 
di approssimazioni coniche interne dell'epigrafico, analoga a quella utilizzata da 
Rockafellar per generalizzare il gradiente generalizzato di Clarke a funzioni scalari 
inferiormente semicontinue. 
Il punto di partenza è la definizione di una derivata direzionale generalizzata che 
risulta sublineare rispetto alla direzione e pennette quindi una definizione di sub-
differenziale come insietne supporto ( secondo quando visto nel primo paragrafo). 
Per questo Thibault fà uso della definizione topologica di limite superiore, in modo 
da non perdere le informazioni legate alla struttura topologica di Y. Egli consid-
era quindi il consueto rapporto incretnentale che definisce la derivata direzionale di 
Clarke con il punto iniziale z che varia in un intorno di x e lo scalare t in un intorno 
destro di zero e ne considera i valori litnite. Detto 
sia 
D1(x,v) = n clq1(U,(O,e),v). 
UEU(x.l 
•>O 
Perchè tale insien1e litnite non sia vuoto è necessario introdurre qualche forma di 
compattezza. La seguente definizione di funzione con1pattamente (pre- )Lipschitziana 
è la naturale fonnalizzazione di tale esigenza; d~altra parte tale nozione, non ipo-
tizzando alcuna struttura d'ordine sul codotninio, è diventato un frequente e utile 
strumento di analisi per trattre funzioni vettoriali a valori in uno spazio a infinite 
dimensioni. 
Definizione 3.1 Dati gh spazi localm,entc convessi separati X e Y, la funzione 
f : X ~ Y è detta compattamente pre-lipschitziana in x se esistono una 
multifunzione C definita su X c a valore nella famiglia degli insiemi compatti di Y 
e una funzione r : lR x ..~X x ){ ~ Y, tah che: 
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i) lim t'-..o r( t, z, v) = O, "iv E X; 
z-x 
ii) V v E X, esiste un intorno U d1: x e uno scalare positivo 8, tale che: 
t-1 [f(z +tv)- f(z)] E C( v)+ r(t,z,v), Vz EU, t E (0,8). 
Se inoltre vale: 
lin1 r(t, z, v) = O, 
t'-,.0 . 
z-~ 
t~-0 
C(O) = O e la multifunzione C è superiormente continua in O, allora diremo che f 
è compattamente lipschitziana in x. Parlere1no infine di funzioni debolmente 
compattamente lipschitziane Sf la convergenza di r., la continuità di C e la 
compattezza dei suoi valori sono considerati nella topologia debole di Y. 
Abbiatno chiatnato pre-lipschitziana una funzione che soddisfa le richieste più 
deboli perchè, sebbene esse siano a volte sufficienti, è facile vedere che esse non 
garantiscono la continuità di f. Si consideri ad esetnpio il fatto che una funzione 
lineare ma non continua g : X --+ Y: è con1pattamente pre-lipschitziana in ogni 
punto con C( v)= g(v) e 7' =O. 
Si nota facihnente che la classe C.C(.){, Y) delle funzioni compattamente lips-
chitziane coincide con quella delle funzioni locahnente lipschitziane se il codominio 
Y ha dimensioni finite, infatti in tale caso si ha t-1 [f(z +tv)- f(z)] E kllvi!By, 
dove k è la costante di Lipschitz. Analogatnente una funzione f definita tra spazi 
normati e cotnpattamente lipschitziana in un punto x, è localmente lipschitziana 
secondo la definizione usuale. Ancora se ~Y e Y sono spazi localmente convessi, si 
può dimostrare che f è lipschitziana secondo la seguente definizione (equivalente a 
quella classica se le atnbientazioni coincidono): per ogni setninorma q su Y esistono 
una semi norma continua p su X e un in torno U (x) tali che: 
q(f( x') - f( x")) ~ p( x' - x"), "ix', x" E U. 
N el seguito faremo norn1ahnente riferitnento a questa definizione ogni qualvolta si 
parli di lipschitzianità in spazi non nonnati. 
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Thibault mostra poi che la classe CP(X, Y) delle funzioni compattamente pre-
lipschitziane è chiusa rispetto alla somma ed alla pre- o post-composizione per op-
eratori affini continui e quindi è in particolare uno spazio vettoriale. Lo stesso 
vale per la classe CC( X, Y). Co1ne Ìlnportante classe di funzioni compattamente 
lipschitziane, si considerino le funzioni strettan1ente differenziabili. Le funzioni con-
vesse, che pure sono lipschitziane sotto ipotesi di continuità; sono invece compatta-
mente lipschitziane solo se verificano ipotesi aggiuntive, che Thibault dà in termini 
di topologie su Y e che sono soddisfatte per esempio se gli intervalli d'ordine in Y 
sono compatti. 
La funzione principale della richiesta di pre-lipschitzianità compatta è quella di 
garantire che l 'insien1e lin1i te D 1 (x, v) sia non vuoto. Siano infatti { zi} C X e 
{ti} C JR+, i E I due reti convergenti rispettivan1ente a x e a O. Per definizione si 
ha: 
e quindi, per la compattezza di C( v), esiste una sottorete, (indicizzata da j E J)~ 
tale che {cj} converge in C( v); poichè l'addendo 1·(tj, Zj, v) è infinitesimo, qJ(Zj, tj, v) 
converge in Y e DJ(x, v)=/= 0. 
In quanto segue considerereino una funzione f definita tra due spazi localmente 
convessi X e Y, dove Y è un reticolo vettoriale completo per la sua struttura d'ordine. 
In tale spazio definiren1o anche due elen1enti +oo, "più grande", e -oo "più piccolo" 
di tutti gli altri e denoteren1o con y• lo spazio Y U { +oo} e con Y lo spazio y• U 
{ -oo }. 
Definizione 3.2 Sia .f : ~Y -+ Y una funzione compattamente pre-lipschitziana 
nel punto x; diremo sua derivata direzionale secondo Thibault la funzione JT (x,·) : 
X -+ y• data da 
Proprio le considerazioni fatte poc'anzi sulla co1npattezzadel filtro qJ(U, (0, é), v) 
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per opportuni U(x) e 6, ci suggeriscono che nella definizione di derivata di Thibault 
si sarebbe potuta usare anche la definizione di limite superiore di Penot, ottenendo 
una definizione equivalente in spazi con1pleti rna estendibile anche a funzioni a. valori 
in spazi non completi. Alternativarnente la definizione potrebbe essere ampliata al di 
fuori della classe delle funzioni pre-lipschitziane con la convenzione che sup 0 = -oo, 
ottenendo una derivata a valori in Y. Nel seguito non faremo, però, riferimento a 
nessuna di queste due possibili estensioni. 
E' immediato notare che se Y = lR la definizione di Thibault viene a coincidere 
con quella di Clarke e che la derivata di Thibault gode delle seguenti proprietà: 
Proposizione 3.3 Siano f, g E C'P(){~ y·), a> O, v, w E X; allora 
e ( f + g) T (X, V) ~ fT (X, V) + g T (X, V). 
La Proposizione 3.3 n1ostra in particolare che la derivata direzionale risulta sub-
lineare, permettendo di applicare la teoria vista per le funzioni convesse e di definire 
un subdifferenziale con1e insierne supporto. Tale insieme risulterà sicuramente non 
vuoto se la derivata direzionale è continua rispetto alla sua seconda variabile. Per 
dare una cond1zione sufficiente affinchè f sia subdifferenziabile, Thibault introduce 
la seguente classe di funzioni. 
Definizione 3.4 Una funzione f : X --7 Y è detta lipschitziana per l'ordine 
in x se esistono due funzioni 1n, 1\1 : vll --7 Y, con m( v) :::; M( v), V v E X e 
limv--+0 M( v) == O, una funzione r : [0, l) x X x X --7 Y con limz-x r(t, z, v) == 
t'-.,.0 
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O, Vv E X, tali che, per ogni v E V, esistono un intorno l!(x) e uno scalare € >O, 
con 
t-1 [f(z +tv)- f(z)] E [tn(v), M( v)]+ r(t, z, v), Vz EU, t E {O,é): 
Malgrado le analogie forn1ali tra le definizioni di lipschitzianità compatta per 
l'ordine, non sussiste, in generale, tra le due alcun legame di inclusione; infatti non 
è detto che gli intervalli d'ordine in Y siano con1patti, nè che l'insieme compatto 
C( v) sia sempre contenuto in un intervallo d~ordine. lpotizzando la lipschitzianità 
per·l'ordine di una funzione f, e un cono ]{ sia nonnale, Thibault dimostra che JT 
è continua. Nel seguito diretno che una funzione f è regolare in un punto x se in 
tale punto la derivata direzionale JT (x, ·) è definita e continua. 
Definizione 3.5 Sia f : )( --+ Y una funzione cotnpattamente lipschitziana in 
x E X. Diremo suo subdifferfnzialr (8econdo Thibault) in x, l 'insieme 
ar f(x) =={A E L( X, Y): Av:::; JT(x, v), Vv E X}. 
Si ha ovviamente ar f(x) == 8°f(x) se f è una funzione lipschitziana a valori 
scalari. Nella successiva proposizione raccoglian1o le principali proprietà del subdif-
ferenziale appena introdotto. 
Proposizione 3.6 Siano y nonnale f f : _}( -t y regolare in x; allora aT !(x) è 
un insieme non vuoto, convesso, chiuso ed equicontinuo di Ls(X, Y) con: 
esso risulta inoltre (debolmente) compatto se sono tali gli intervalli d 'ordine in Y. 
Si dimostra anche che per una funzione f convessa, continua e compattamente 
pre-lipschitziana, si ha, per ogni v E X, JT f( x, v) == f'( x, v). 
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Thibault dimostra per il suo subdifferenziale numerose regole di calcolo, che 
spesso assumono, in linea con quanto vale per funzioni scalari, la forma di approssi-
mazioni superiori per la presenza di relazioni di inclusione invece che uguaglianze. 
Proposizione 3. 7 Siano f, g : X -+ Y, con Y normale_. due funzioni compatta-
mente lipschitziane nel punto x regolar'f pe1· f, Z uno spazio normato e g : Z -+ X 
una funzione strettamente differenziabile in z E Z con V' g( z) = G_, À E K+ un 
funzionale lineare positivo. Allo1·a valgono le seguenti affermazioni: 
a) 
se inoltre x è regolaTe pe1· g, allora :r è regolare per f + g e ()T(f + g)(x) =/= 0; 
b) 
se inoltre gli inte1·valli in Y sono debolm,entr con1-patti" allora 
c) se X è normato, gli intervalli in Y sono compatti ed esistono un intorno 
V(g(z)) e un elemento 'A: E]{ tali chepe1·ognixh x 2 E V, valej(xt)-j(x2) ~ 
k llx1 - x2ll, allora 
B. Prima di estendere queste nozioni a classi di funzioni più generali delle com-
pattamente lipschitziane, vedian1o quali relazioni esistono tra esse e quelle analizzate 
nel Capitolo 2. 
Notiamo anzitutto che l'approccio in spazi ordinati, di grande rilevanza per la 
generalità che offre, 1nostra invece una caratteristica negativa qualora interpretato 
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in ambientazione paretiana. Se Y" == JRm- e I< == lR":;:, allora ar f(x) == ll~1 ao fi(x) 
[Hir82]; quest 'ulti1no insie1ne risulta plenario 1na non n1inimale ed è già stato crit-
icato parlando di Jacobiane generalizzate, come una definizione che non tiene in 
conto le possibili interdipendenze tra le cornponenti della funzione f. 
Per attuare un confronto con la Jacobiana generalizzata, ipotizziamo che valgano 
entrambi gli insiemi di ipotesi, sotto le quali i due approcci sono stati introdotti; in 
particolare assumiamo che X e Y siano spazi di Banach separabili, con Y riflessivo 
e H C X sia un insien1e su cui f è differenziabile secondo Gateaux e tale che 
X\H abbia misura nulla secondo Ha.ar, in 1nodo che siano definite la Jacobiana 
generalizzata8Hf(x) e la sua copertura plenaria, che è l'insieme massimale P(J, x) C 
L( X, Y) per cui vale >..P(J, x)== 8(>..f)(x)~ V>.. E}". 
Essendo tali insie1ni indipendenti dalla. struttura d'ordine che stiamo ipotizzando 
in Y, per confrontarli con ar f(:r), è necessario sfruttare una nozione di convessità 
(introdotta/trattata in [Rub76]), dipendente dall'ordinamento, ossia la convessità 
per operatori (cfr. Definizione l. 7). 
Proposizione 3.8 Siano X f Y spazi di Banach separabili con Y riflessivo e 
f : X ~ Y una funzione com.pattanunte lipschitziana in x; allora si ha: 
dove la chiusura è considerata rispftto alla topologia debole degli operatori. 
Nel caso più generale in cui X e Y siano spazi localmente convessi separati, 
Thibault dimostra inoltre l'esistenza, per funzioni compattamente lipschitziane nella 
topologia debole, di un ventaglio coincidente con quella che in [Iof81] è chiamata 
derivata superiore. In particolare si di1nostra, in Inodo costruttivo, l'esistenza di una 
funzione punto-insieme V: X:::} Y, basata sull'insietne di limiti D,(x, v) introdotto 
poc'anzi, tale che per ogni )... E Y' vale XD( v) == 8( >..f)( x) ·v. 
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Proposizione 3.9 Se f :X --t Y è debolmente compattamente lipschitziana, allora 
V(v) = cl(!convDJ(x,v) è la derivata superiore di fin x. 
L'ultimo aspetto dell'analisi di Thibault di cui ci occupiamo è quello che lega la 
derivata al cono strettamente tangente (cono tangente secondo Clarke ). Per funzioni 
scalari questo approccio geo1netrico è stato il tran1ite che ha permesso di estendere il 
calcolo 4nonsmooth' a funzioni non lipschitziane. consentendo la successiva caratter-
izzazione analitica in termini di r -liiniti (lin1-SUp-inf). In [Thi80', Thi82'] vengono 
compiuti numerosi passi in questa direzione, n1ostrando come alcune fondamentali 
regole di calcolo per il subdifferenziale possano essere generalizzate al di fuori della 
classe delle funzioni compatta1nente lipschitziane. 
Sempre parallelamente con l'analisi svolta da Rockafellar per funzioni scalari, 
viene introdotto un sottocono del cono stretta1nente tangente che generalizza al 
caso vettoriale il con1pito svolto dal cono ipertangente di Rockafellar. 
Considerando l'epigrafico di una funzione f : X --t Y, ossia l'insieme epi f = 
{(v,r) E X x Y: y 2 f(x)}, denotere1no con T(f.x) l'insieme T(epif,(x,f(x))). 
Definizione 3.10 Data una junz1:one f : .. "\' --t Y, chiameremo sua epi-derivata 
direzionale in x, la funzione f\7 (x, ·) : ."\' --t Y data da: 
f"V(x,v) = inf{r· E. Y: (v,r·) E T(f,x)}, 
e epi-differenziale di f in x, l 'insierne: 
. 8\7 f(x) ={A E L(.\. Y): Av::; F"V(;r, v), Vv E X}. 
Dalla convessità del cono tangente di Clarke, segue la sublinearità di f"V(x,·), 
con la convenzione che +oo- oo = +oo. Nel seguito supporremo sempre che valga 
la seguente proprietà: 
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La condizione (TI) esclude che .f\7 possa assutnere il valore -oo; data la com-
pletezza dell'ordinamento, ciò significa che, per ogni v E X, è limitato inferiormente 
l'insieme {rE Y: (v, r) E T(f, x)}. Illegatne fondamentale tra questa nozione e la 
precedente è dato dal seguente risultato. 
Proposizione 3.11 Sia f: X~ l''"; 
• se f : X ~ Y è compatta1nente lipschitziana in x, allora 
• se f è con v essa,. allo7'a 
sup{Av: A E 8.f(x)} S f'V(x,v) S f'(x,v)Vv E X 
con la convenzione che sup 0 = -oo e 
a\7 f(;r) = 8.f(x). 
Dalla proposizione :3.11 segue, quindi. in piena generalità, la coincidenza tra il 
nuovo epidifferenziale e il su differenziale di funzioni convesse~ che nell'analisi prece-
dente era subordinata all'ipotesi che la funzione f fosse compattamente lipschitziana. 
Se poi f'(x, ·)è continua, allora vale .f'(:r~ v)= .f'V(x, v). 
C. In [Roc79], per estendere il subdifferenziale di Clarke a funzioni scalari non 
lipschitziane, viene introdotto e usato il cono ipertangente ad un insieme A in 
xEclA 
I(A,x) = {(v,r) E ){xY: 3W(x,f(x)), E> O, U(v,r): Wnepif+(O,t:)U C epif}. 
Volendo applicare tale definizione ad una funzione vettoriale ci si trova di fronte alla 
consistente difficoltà che esso risulta vuoto ogniqualvolta il cono K ha interno vuoto. 
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Per ovviare a tale problerna, Thibault introduce il cono (detto pseudotangente ): 
Q(f,x) = {(v,r) E X x Y: VN(r), 3U(x), V(f(x)), é >O, W(v): 
[(x,y) +t( v x N)] n epi.f f. 0}. 
Dalle definizioni seguono le ovvie inclusioni: 
I(f~x) ç Q(f,x) ç T(f,x). 
Nel seguito sarà molto utile una. seconda. condizione di regolarità su f: 
T(f,x) = clxxYQ(f,x). 
Per una funzione scalare direzionahnente lipschitziana [Roc79], vale 
T(f, x) = cl XxJRI(f, X) 
e quindi a maggior ragione è vera ( T2 ). 
Del cono pseudotangente non è possibile din1ostrare la convessità in generale, 
anche se vedremo che tale proprietà vale per irnportanti classi di funzioni. Diamo 
prima alcune sue altre proprietà. 
• Le sezioni Q v = { 1· E Y : (v, r) E Q (.r x)} sono insiemi chiusi e convessi per 
operatori; 
• se Y è un reticolo topo logico di Daniell~ allora Q(J, x) è l'epigrafico di una 
funzione che chian1eren1o pseudoderivata direzionale 
fv(x,v) = inf{r E Y: (v,r) E Q(f,x)}; 
• f\l (X, v) :::; .fv (x, v) ; 
• se f è continua in x, allora (-v, 1·) E Q(f, x) ~ (v, r) E Q(-J, x). 
Per ottenere una condizione sufficiente affinchè fv (x,·) sia sublineare, Thibault 
fà uso della seguente definizione di setnicontinuità inferiore per funzioni vettoriali. 
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Definizione 3.12 [P e T79} La funzione f : ){ ---+ Y si dice inferiormente semi-
continua in x E X se per ogni intorno V(f(x)), esiste un intorno U(x) tale che 
f(U) c V+ K. 
Proposizione 3.13 Data una funzioru f : ){ ---+ }T, se vale una almeno delle due 
seguenti condizioni 
• f è semicontin ua inferiormente in x) 
• intK # 0, 
allora fv(x, ·) è sublineare. 
Sian1o ora in grado di presentare i risultati principali di [Thi82']. 
Proposizione 3.14 Siano .f, g : X ---+ Y due funzioni semicontinue inferiormente 
in x Edom f n dom g. Allora pe1' ogni v E X si ha 
Se inoltre esiste un punto d E dom,fv(x, ·)n domf'V(x~ ·) in cui almeno una delle 
due derivate è continua~ .f e g verificano (T1 ) e f verifica (T2), allora 
8'7 f (x + g) (x) ç 8'7 f (x ) + 8'7 g (x). 
Il risultato della proposizione precedente continua a valere se, invece della semi-
continuità di .f e g, supponian1o chf' f sia continua. Thibault dimostra inoltre che le 
funzioni convesse e le funzioni cornpattarnente lipschitziane soddisfano sia (TI) che 
(T2) e che per le seconde vale f\l == fv. 
Proposizione 3.15 Sia g: X---+ Y una funzione strettamente differenziabile in x, 
con \7g(x) == G e sia f: Y---+ Z. Allora 
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Se inoltre f soddisfa (T2) ed è injcrio1·mente semicontinua in g( x) e fv (g( x),·) è 
continua in un punto, allora 
iTVl(f o g)(x) ç 8'V f(g(x)) o G. 
4 Altre derivate direzionali generalizzate 
A. La definizione di limite superiore ordinato è stata usata da diversi autori [Kus78, 
P ap83 '~ Rei8.5, Sta92] ~ per estendere la d eri va t a generalizzata di Clarke a funzioni 
a valori in uno spazio ordinato di dirnensione infinita. Come la derivata generaliz-
zata scalare di Clarke è ben definita se la funzione da approssimare è localmente 
lipschitziana, analogamente nell'analisi di tali autori, per ottenere significative pro-
prietà di regolarità per la derivata introdotta~ P attenzione viene ristretta ad oppor-
tune classi di funzioni, generahnente richiedendo la lirnitatezza rispetto all'ordine 
di quegli stessi rapporti incrernenta.li che intervengono nella definizione classica di 
lipschitzianità. 
Se le classi di funzioni considerate e le definizioni di derivata variano da autore 
ad autore, si ha invece una certa otnogeneità nel percorso che porta a definire i 
subdifferenziali: si verifica che la derivata ottenuta è sublineare e si definisce il 
subdifferenziale cotne insierne di supporto. applicando i risultati visti per le funzioni 
convesse. 
Il primo e il più generale di questi lavori è dovuto a A. G. Kusraev [Kus78], 
che considera due spazi vettori ali topo logici X e Y, in cui Y è un reticolo completo 
rispetto all'ordine e soddisfa la proprietà che la convergenza rispetto all'ordine im-
plica quella topologica. Per introdurre quella che egli chiama derivata di Clarke di 
f, Kusraev definisce locahnente lipschitziana in x una funzione f : X --+ Y quando 
esistono un intorno U (x) e un operatore P : X ---+ y· sublineare, continuo e monotono 
(ossia che soddisfa -a :S b :Sa irnplica P(b) :S P( a)), tali che 
lf(x')- f(x")l :S P(x'- x"), Vx',x" E U(x). 
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Definizione 4.1 Per una funzione .f X ---+ Y, definiamo la derivata JK (x,·) 
X---+Y 
JK (x, v)= sup inf 
:F--.x FE:F.e>O 
sup t- 1 [/(z+tv)-f(z)], 
zEF, O<t<e 
dove il primo estremo superiore è preso al variare di tutti i filtri converyenti a x. 
La necessità del prin1o estren1o superiore può essere motivata con la consider-
azione che una famiglia di intorni contenuti l'uno nell'altro, i successivi estremi su-
periori su di essi diventano se1npre Ininori e~ se tali intorni rappresentassero tutti gli 
intorni del punto in questione, ciò consentirebbe di calcolare la derivata direzionale 
prendendo l'estre1no inferiore di tali valori. Tuttavia, nel caso generale di uno spazio 
vettoriale topologico non è possibile definire una base di in torni con questa proprietà 
e di conseguenza sorge la necessità d eli 'ultin1o (in senso logico) estremo superiore. 
Kusraev verifica che per funzioni locahnente lipschitziane secondo la propria 
definizione, tale derivata è sublineare e 1naggiorata da P e di conseguenza continua 
se K è normale. Ciò irnplica che l 'insien1e supporto di fK (x,·), che denoteremo con 
[jK f( x), è non vuoto. Di tale su h differenziale si dirnostra che coincide con quello del 
paragrafo precedente in ipotesi di convessità di f e che si riduce ad un 'singleton' se 
f E C1 . Kusraev infine applica tale nozione a proble1ni di ottimizzazione vettoriale, 
offrendo una condizione necessaria per l'ottirnalità forte. 
B. L 'analisi di N. S. Papageorgiou è sicurarnente più dettagliata. È principalmente 
svolta in spazi di Banach con }~" in particolare reticolo di Banach completo per 
l'ordine e il suo punto di partenza f. dato dalla costatazione che una funzione convessa 
è lipschitziana secondo la seguente definizione: 
Definizione 4.2 Una funzione f : ){ ---+ Y è localmente o-lipschitziana in x se 
esistono un intorno U (x) e un vfiton positivo k E ]{ tali che: 
lf(x')- f(x")i :S kll;r'- x"ll, Vx', x" EU. 
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Poichè in un reticolo di Banach vale rinclusione !al ~ lbl =? llall ~ llbll, si nota 
immediatamente che che una funzione o-lipschitziana è anche lipschitziana. In effetti 
si verifica che una funzione o-lipschitziana soddisfa anche la definizione introdotta 
da Kusraev; il viceversa vale se ]{ ha interno non vuoto. 
La definizione di derivata direzionale di Papageorgiou ricalca sostanzialmente 
quella di Kusraev, l'unica differenza essendo che le restrizioni poste sulla struttura 
dello spazio Y implicano che il prin1o estrerno superiore diventa superfluo. Tale 
derivata può quindi essere caratterizzata con1e 
su p 
O<t<~ 
llz-xll$c 
t- 1 [.f(z +tv)- f(z)]; 
Si nota che in questo caso la funzione f l{ (x~ ·) oltre a essere su h lineare, risulta 
o-lipschitziana (globahnente) con la stessa costante k di f e quindi, in particolare, 
continua. Si ricordi che in un reticolo di Banach. il cono d'ordine è sempre normale. 
Dai risultati visti in precedenza sulle proprietà di subdifferenziabilità delle funzioni 
convesse, deducian1o quindi che una funzione o-lipschitziana ammette sempre un 
subdifferenziale aK f( x) non vuoto. In [Pap8:3'] si rnostra inoltre che tale subdif-
ferenziale gode delle proprietà d es cri t t t> a proposi t o della definizione di Thibault 
(cfr. Proposizione 3.6). Si dirnostra inoltre la seguente proprietà, che generalizza 
una fondamentale caratteristica del sub~iifferenziale di Clarke per funzioni scalari. 
Proposizione 4.3 Sia Y completo pfr succfssioni nella topologia debole; allora la 
multifunzione 8K f : X =? Ls (X, Y) è chiusa. 
L'ipotesi della proposizione è verificata per esempio se Y è uno spazio di Ba-
nach riflessivo. Confrontando il suo approccio con quelli classici, Papageorgiou di-
mostra inoltre che il subdifferenzia.le di funzioni o-lipschitziane coincide con quello 
dell'Analisi convessa o con il gradiente. nelle ipotesi chef sia, rispettivamente, con-
vessa o strettamente differenziabile. 
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Per quanto riguarda le regole di calcolo~ Papageorgiou non dà risultati nuovi, 
rispetto a quelli di Thibault, n1a affenna che [)K f( x) risulta compatto sotto ipotesi 
più deboli di quelle assunte in [Thi80 '] per lo stesso risultato. 
Anche Papageorgiou analizza }"estensione della derivata direzionale basata sul 
cono strettamente tangente all'epigrafico e a1nbientata in spazi vettoriali topologici, 
dimostrando che se Y è un reticolo di Banach riflessivo e la funzione f è o-lipschitziana, 
si ha 
fK (:r, v)= .f'\l(x~ v). 
C. Un terzo approccio~ si1nile ai dei due precedenti è dovuto a T. W. Reiland. La 
novità non sta in una diversa definiziou~ di derivata direzionale, ma nella classe di 
funzioni che l'autore individua per la sua indagine. Notevoli sono poi le applicazioni 
all'ottimizzazione. per le quali Reiland considera proble1ni di ottimo scalare con 
vincoli vettoriali in infinite di1nensioni. In [Rei85] si considerano uno spazio di 
Banach X e uno spazio locahnente convesso di Hausdorff Y in cui l'ordinamento 
induce la struttura di reticolo con1pleto e si dà la seguente definizione. 
Definizione 4.4 La funzione f : ){ -+ Y i lipschitziana per l'ordine in x se 
esistono un intorno [l (x)~ u11 ùdorno vV (O) C ){, uno scalare é > O e due costanti 
m :S M E Y tali che 
t- 1 [f(z +tv)- f(z )] E [rn, Af], Vz E U, V v E W, 
dove [m, M] è l 'intervallo d 'ordine defindo da rn e M. 
Reiland verifica con un controese1npio che questa nozione non implica la con-
tinuità della funzione; d'altronde in [Rei90] si di1nostra che se X è uno spazio di 
Banach e Y è un reticolo di Banach allora la classe delle funzioni lipschitziane per 
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l'ordine coincide con quella delle funzioni o-lipschitziane e quindi la continutà è 
garantita in tale arnbientazione. 
In [Rei92] viene introdotta una nuova classe di funzioni definite tra spazi vettoriali 
topologici, dette lipschitziane per intervalli, che comprendono tutte le precedenti e 
hanno una definizione quasi identica a quella delle funzioni lipschitziane per l'ordine 
di Thibault. 
Definizione 4.5 Una funzionf .f : ..(y ---? Y è detta lipschitziana per intervalli 
in x se esistono un intorno ( ·' ( .r) un intorno vF del! 'origine in X, uno scalare é > 
O, due funzioni m,M : W ---? },., con rn,(v) ::; M(v), Vv E W e una funzione 
r: [0, l] x X x X---? Y con lin1~;::~ r·(t, z, v)= O, '\lv E W, tali che 
t-1 [f(z +tv)- f(z)] E [n7,(vLJ1(v)] + 1'(Lz,v), Vz EU, v E W, t E (O,é): 
E' immediato verificare che le tre classi di funzioni lipschitziane introdotte da 
Kusraev, Papageorgiou e Reiland sono casi particolari della Definizione 4.5, come 
anche le funzioni convesse e quelle strettarnente differenziabili. 
Per quanto riguarda la definizione di derivata, nell'irnpostazione di Reiland, essa 
appare formahnente identica a quella di Papageorgiou anche quando [Rei92] X non 
è spazio di Banach. Se N(x) è l'insien1e di tutti gli intorni del punto x, allora 
definiamo: 
fR(x,v)= ÌI}f sup t- 1 [f(z+tv)-f(z)]; 
NE.!v ,b>O O<t<b,zEN 
e si ha quindi fR = fK quando }{ è uno spazio nonnato. Anche partendo da 
una formalizzazione di questo tipo, si ottengono buone proprietà per la derivata 
direzionale di funzioni lipschitziane per intervalli, infatti JR(x, ·) risulta sublineare 
e limitata superionnente da A1 (v) su \V e quindi continua se K è normale. Tuttavia 
una definizione di derivata di questo tipo non è descritta da un limite nemmeno se 
Y soddisfa la proprietà di DanielL perchè i successivi estremi superiori del rapporto 
incrementale non sono decrescenti. 
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D. Il lavoro di T. Stai h [Sta92) parte da una critica alle impostazioni degli autori 
trattati nei punti A~ B e C~ perchè basate su ipotesi di lipschitzianità troppo comp-
lesse da verificare e che non rappresentano una generalizzazione della differenziabilità 
secondo Gateaux. Staib d'altra parte intende trattare problemi ambientati in spazi 
più generali di quelli di Banach, senza per questo essere costretto a scegliere tra 
l'impostazione di Kusraev (definizione 'con1plessa') e quella di Reiland (la derivata 
non è un limite). Introduce quindi una fonna di regolarità sul sistema di in torni di 
x che generalizza l'assunzione che){ sia nonnato. 
Definizione 4.6 Un jiltr'o di inton~i U i drtto contrazione intorno a x se {x} = 
n{ U E U} e, in particolare contrazione monotona se gli insiemi U dipendono 
monotonamente da un pararruh·o scalan E > O, nel senso che e' 2: e implica che 
ué ç ué'· Una contrazione monotona u = {U(:r,cL E> O} è detta stabile su un 
cono C C X. se pcr ogni c E C. E > O u•ùdono scalari 8 > O, ! > O tali che 
z +te E U(x~!)~ Vt E (0.8). V::: E (x.é). 
L'esempio più banale di contrazione n1onotona è dato ovviamente dalla famiglia 
delle bolle di x in uno spazio nonna.to. clw risulta stabile su tutto X; un altro 
esempio è dato dalla fan1iglia degli insie1ni: 
{! (X, E) = {::: E .\· : ;r - EC ::; ::: ::; X + éC}, 
dove (X, C) è uno spazio vettorialf' topologico ordinato e c E C. Si dimostra che 
tale famiglia è una contrazione 1nonotona che risulta stabile su X se il cono C ha 
interno non vuoto. 
Definizione 4. 7 Una funzione .f : ){ ---t Y è U-lipschitziana in x, se esistono 
una contrazione monotona U, scalari 7], ò > O e una funzione P : ~ x JR~ ---t Y che 
per ogni O < e < 17, O < ( < 8 ha l c srguenti pr·oprietà: 
t- 1 lf(z +tv)- f(z)l::; P(v,E,(), Vz E U(x,e), t E (0,(), 
con P continua in v e P( O, E,() =O. 
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Definizione 4.8 Data una funzione f : X ---+ Y U -lipschitziana in x, dove U è 
una contrazione monotona, dcfiniarno: 
f8 (x~v)= inf sup t- 1[/(z+tv)-f(z)]. 
c,b>O O<t<l> 
zEU(x,,) 
E' immediato verificare che tale definizione si riconduce alle precedenti quando 
X è uno spazio di Banach e che l 'estren1o inferiore che definisce f 8 diventa un limite 
quando Y è uno spazio di Daniell per le successioni; nel caso generale Staib dimostra 
che f8 (x~ ·)è sublineare rispetto all'insie1ne C su cui risulta stabile e che è continua 
se C= X. 
Per superare l'inconvenientt> eh~ la derivata possa differire da quella di Gateaux 
quando quest 'ulti1na esiste ed è convessa~ Sta.ib basa la sua analisi su una nuova 
derivata che recupera solo in partP quella vista sopra. Chiameremo derivata di-
rezionale secondo Staib lafunzicnw .f$(.L·): ){---+ Y data da f$(x,v) = f'(x,v) nei 
punti x per i quali la derivata di Gàteaux esiste ed è sublineare e f$ (x, v) = f 8 (x, v) 
negli altri casi. 
Abbiamo allora che la derivata di Staib di una funzione U-lipschitziana è sicu-
ramente sublineare se U è stabilP su tutto ){. In tale caso è ben definito, in modo 
analogo a quelli già visti~ il subdifferenziale a$ f(x) che mostra proprietà ovviamente 
simili a quelle già viste nei punti precedenti. 
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Il subdifferenziale di recessione 
In questo capitolo intendia1no presentare un 1netodo di subdifferenziazione per 
funzioni derivabili direzionahnente definite in spazi a infinite dimensioni. La carat-
teristica fondamentale di questo approccio è lo sviluppo di una funzione di reces-
sione per funzioni vettoriali~ che estende un analogo concetto, utilizzato per funzioni 
scalari e presentato nel capitolo l. 
Ricordiamo che, date le funzioni .r g : x· ---+ JR, la loro differenza epigrafica, 
(f :!!..g) : X ---+ lR è data dalla funziont> il cui epigrafico è la differenza di Minkowski 
degli epigrafici di f e g, essendo la differenza di Kinkowski di due insiemi A, B di 
uno spazio vettoriale X, l 'insien1e 
* A-B= {x E){: x+ B ç A}. 
Tale funzione (detta anche recessiont> di f P g)~ è inoltre caratterizzata come: 
* (j-g)(1,) = sup{f(v +d)- g(d)}, 
dE X 
da cui si vede che, nel caso particolare in cui f = g ed f è positivamente omogenea, 
la differenza (jJs..j)(x) =*f(x) risulta sublineare, con *f(x) 2:: f(x) per ogni x. 
Il primo obiettivo di questa ricerca. è allora quello di dimostrare che il passaggio 
alla considerazione di funzioni il cui don1inio è uno spazio solo parzialmente ordi-
nato (con tutte le conseguenzt> vistt> per quanto riguarda la definizione di estremo 
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superiore e inferiore) non in1pedisce di trasportare nel nuovo ambiente la nozione di 
differenza epigrafica e le sue principali proprietà. 
In particolare, nel primo paragrafo ipotizzererno che Y sia un spazio vettoriale 
topologico ordinato da un cono ]{ che induce in Y la struttura di reticolo vet-
toriale completo per l'ordine. (Non ipotizzererno invece necessariamente valida la 
compatibilità tra strutture d 'ordine e topologia~ ossia la continuità della funzione 
sup(·, O) : Y --+ Y e la nonnalità di J{). Verificheremo che, in tale ambientazione 
estremamente generale, la differenza epigrafica di funzioni è ben definita e mantiene 
le principali proprietà di cui gode in JR. 
Nel secondo paragrafo farerno uso della funzione di recessione per definire e 
studiare una nozione di subdifferenziale per funzioni vettoriali derivabili direzional-
mente, che mostreren1o essere contenuto in quelli presentati nel Capiolo 3 e ridursi 
a un 'singleton' tutte le volte chef risulta differenziabile secondo Gateaux. Per fare 
ciò, ipotizzeremo che X e Y siano spazi vettoriali topologici e faremo uso sostanziale 
degli strumenti sviluppati a proposito delle funzioni convesse [Yal72, Zow74, Rub76], 
applicati alla funzione di recessione della derivata di f. Dimostreremo anche (nel 
paragrafo 3) che tale subdifferenziale coincide con l'estensione a spazi a infinite 
dimensioni di quello introdotto da Nesterov [Nes87]. Infine nel quarto paragrafo ap-
plicheremo i concetti precedenti al fine di ottenere condizioni necessarie di ottimalità 
vettoriale secondo diverse nozioni di puuto efficiente. 
Nella seconda parte del capitolo si affronta il problerna di generalizzare l'approccio 
appena visto a funzioni che non anunettono necessarian1ente la derivata direzionale, 
ricorrendo ad approssimazioni locali positivarnente ornogenee che estendano a fun-
zioni vettoriali il ruolo che le derivate di Dini o di Miche} e Penot giocano per funzioni 
scalari. 
Per introdurre queste nuove derivate facciarno uso della definizione topologica di 
limite superiore. Il nostro obiettivo principale è quello di ottenere un'estensione al 
caso vettoriale della derivata radiale stretta di Michel e Penot, in quanto essa ha, 
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nel caso scalare, il pregio di unire in un solo strun1ento due caratteristiche cui diamo 
grande importanza: la convessità e la natura radiale, dove per natura radiale di una 
derivata intendiamo il fatto che essa. estenda. l 'in1postazione classica di Gateaux e a 
tale concetto si riduca in caso di differenziabilità. 
Affinchè tale derivata risulti ben definita, introduciamo il concetto di funzione 
compattamente stabile, che ha con quello di funzione compattamente lipschitziana 
lo stesso rapporto intercorrente tra le nozioni di stabilità (lipschitzianità puntuale) 
e lipschitzianità. Per funzioni cotnpattatnente stabili vengono introdotte anche due 
nuo-ye generalizzazioni delle derivate superiore e inferiore di Dini, diverse da quelle 
viste nel capitolo 2, in quanto basa te sulla definizione topologica di semilimite. 
Tali derivate e le loro differenza epigrafiche. secondo le defizioni date nella prima 
parte del presente capitolo, risultano di fonda.tnentale itnportanza per approfondire 
le caratteristiche della. derivata radiale stretta. 
l Differenza epigrafica di funzioni vettoriali 
positivamente omogenee 
In questo paragrafo considererf'nlo _\' e Y spazi vettoriali topologici, con Y reticolo 
vettoriale completo. Ricordia1no dal capitolo l che un insieme A ç Y è detto 
limitato superiormente (per l'ordine) se esiste un elemento y in Y, tale che 
ogni elemento di A è maggiorato day, i.e. A ç y- K, e che s in Y è l'estremo 
superiore di A se s è un tnaggiorante per A e .s è tninore di ogni altro maggiorante 
di A (ossia A ç s-K es::; y per ogni y tale che A ç y-1<). E' immediato osservare 
che tale estremo superiore è unico quando esiste. Le nozioni di minorante, insieme 
limitato inferiorn1ente limitato e estre1no inferiore sono ovviamente definite 
in maniera analoga. Uno spazio ordinato~ infine, è detto completo se ogni suo 
sottoinsieme superiorn1ente li1nitato. anunette estren1o superiore. 
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Definizione 1.1 Date le funzioni po.sdivarnente omogenee J, g : X --+ Y, la dif-
ferenza epigrafica di f e g è la funzioru: (.f ~g) : X --+ Y, cosìdefinita: 
* . * (f-g)(v) = inf {r· E Y: (v,r·) E epif-epig}. 
dove epif ={(x, r): r- J(x) E J{}, con la convenzione che inf0 = +oo. 
Verifichiamo anzitutto che anche per funzioni vettoriali la differenza epigrafica 
possa essere caratterizzata duahnente in tennini dell'estremo superiore di certe dif-
ferenze. 
Teorema 1.2 Date le fun::iorU: ornogenef f. g : ){ --+ Y, per ogni v E X, 
* . (f-g)(v) = sup{.f(v +d)- g(d)}. 
d EX 
Dimostrazione: Fissato v E ){. defiuian1o 
Bv = {T E Y : r· + 8 2:: .f( v + d)~ V( d, s) E epi g} 
e 
Dv= {rE Y: j(1• +d)- g(d) = 1', d E X}. 
Dobbiamo provare che sup Dv = inf B1 •• 
i) inf Bv 2:: su p Dv. 
Se Bv è vuoto, inf Bv = +oo e 11011 c ·i:> nulla da dirnostrare. Se Bv non è vuoto, 
si prenda r E Bv. Poichè .s 2 g( d) irnplica che r + .s 2:: f( v + d), abbiamo che 
r + g( d) 2 f( v + d) per ogni d, e quindi r· 2:: f( v + d) - g( d). Ciò significa che r 
maggiora Dv, che su p Dv è finito e. dalla definizione di estremo superiore, r 2 sup Dv. 
Poichè questo è vero per ogni r· in Bv, ne consegue che inf Bv è finito, così su p Dv 
minora Bv, e quindi sup Dv ~ inf Bv. 
ii) Per dimostrare la disuguaglianza invf'rsa~ si ipotizzi dapprima che Bv sia vuoto; 
quindi per nessun r E Y risultar· 2:: f( v+ d)- g( d) per ogni d, o equivalentemente, 
IL SUBDIFFERENZIALE DI RECESSIONE 147 
per ogni r in Y esiste d0 in X tale che r 't f(v + d0 )- g(d0 ). Ossia Dv non è 
limitato superiormente e quindi sup Dv = +oc = inf Bv. Se invece Bv non è vuoto, 
inf Bv E Y. lpotizziarno che inf B1, - sup Dv = k~ con O # k E K; sia inoltre 
inf Bv = w. Si ha quindi: 
w- k = sup Du 2:: f( d+ v)- g(d), V d E X, 
in modo che w - k E Bv. Questo è chiararnente irnpossibile, perchè avremmo un 
elemnto di Bv più piccolo del suo estren1o inferiore. D 
Possiamo dimostrare che, analogarnente al caso scalare, l'epigrafico di f :!!..g è 
precisamente l 'insien1e epi f ~epi g. Tale conclusione non è affatto ovvia perchè in 
uno spazio vettori al e ordinato l 'estren1o inferiore di un insieme non è necessariamente 
"vicino' ali 'insien1e. 
Poichè per ogni A ç Y, inf A ~ a. per ogni a E A, segue banalmente che 
(epi.f.:!..epig) ç epi(.f.:!..g). Per 1nostrart-> la disuguaglianza inversa, dobbiamo far 
vedere che restrerno inferiorf' è efft->tivatnentf' raggiunto nell'insieme. 
Teorema 1.3 Date le funzioni po.sitivanunte ornogenee f, g : X --+ Y, si ha: 
* * epi (f-g) = f]J'i f-epig. 
Dimostrazione: Si verifica. in11nedia tanwnte che epi .f ~epi g ç epi(f .:!..g). Quindi solo 
la relazione opposta deve essre cli1nostrata.. Per fare ciò, è sufficiente mostrare che, 
* per ogni v E X, l'estrerno inferiore di Bv = {r· E Y : (v,r) E epif - epig} è 
ottenuto in Bv (ossia. è in effetti il suo 1ninin1o) ogni volta che Bv non è vuoto. 
Bv {T E Y: 1· + .s 2:: f(v + dL V(d,s) E epig} 
{ 1' E y : T + g ( d) 2:: .f (v + d) v d E x} 
{ r· E } · : r 2:: f ( r + d) - g (d) V d E X} 
:) { r· E y· : T 2:: sup{.f('u +d) - g( d)}} 
d EX 
{T E Y : r E su p D t' + f{} 
sup l)u + /\'. 
148 CAPITOLO 4 
quindi vediamo che sup Dv+]{ ç Bv. Supponian1o ora che esista s E Bv tale che 
s t;_ su p Dv + K. Ciò in1plica che s t;_ inf Bv + ]{ o equivalentemente, inf Bv f: s che 
è assurdo. Ciò mostra che B 1, = inf B 1• + ]{ e inf B 11 E Bv; quindi l'estremo inferiore 
è raggiunto. D 
Facciamo ora un semplice esen1pio per 1nostrare che non è possibile affermare lo 
stesso per l'insien1e Dv, ossia non vale in genere sup Dv E Dv. 
Esempio 1.4 Consideriarno le funzioni f~ g : IR ---* IR2 , dove 
Abbiamo: 
epif ={(d~ -Idi+ k:1~ d+ k2L d E JR, (k1, k2) E R!}, 
epig = {(d.k1 .2jdj + k-2 ).d E IR.(k1~k2) E JR!}, 
* epif-epig ={(v, 7'1, 1·2): (Vd E JR) r·1 2 -lv+ di, r2 2 v+ d- 2ldl}. 
Fissando per esempio v = L otteniarno 
dove 
A1 ={(x. x+ 2): x~ -l}. A 2 ={(x. -:3x- 2): -1:::; x:::; 0}, 
A:3={(.r.:3:r-2): :r::=;O}, 
e quindi sup D1 = inf B 1 = (0.1 ). con (0.1) E B1 e (O, l) t;_ D1 • 
Consideriamo adesso il caso in cui f = g nella Definizione 1.1 (si vedano [Gin81, 
Hir85, Pen85, MiP92, CRG95] per l'applicaziont=> di questo concetto a funzioni a 
valori reali). 
Definizione 1.5 Data la funzt:onr· positivam,ente omogenea f : X ~ Y, chiamer-
emo funzione di recessione di r. la funzione * f : x ---* y che per ogni v in x 
vale, 
* ·.r( l') = (.f-f)( v). 
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Il successivo risultato raccoglie alcune irnportanti proprietà della funzione di 
recessione. 
Teorema 1.6 Se f : X -+ Y è posdivam,cnte om,ogenea, allora: 
i} *f è sublinearc,· 
ii} *f(x) ~ f(x), Vx E X; 
iii} f è sublineare se e solo Sf *f = .f ~· 
iv) *f(x) ==*(-f)( -;r ); 
v) f è lineare se e solo se *.f è linea n. 
Dimostrazione: Le proprietà i)- iii) discendono direttarnente dalle proprietà ben note 
della differenza di Minkowski di coni, dalla caratterizzazione delle funzioni sublineari 
come funzioni il cui epigrafico è un co11o convesso e dal teorema 1.3 Per la proprietà 
(iv), abbiamo le seguenti uguaglianzt>: 
* f(x) == sup f(x +d)- f(d) = sup ( -.f)(d +x- x)- (-f)( x+ d)=*(- f)( -x). 
d x+d 
Per l'ultima proprietà~ la condizione necessaria segue dalla parte (iii). Se * f è 
lineare, l'uguaglianza* f = f deriva dalle seguenti relazioni: 
*f(-v) = -*f(v):::; -.f(v):::; *(-f)(v) == *f(-v), 
in cui le disuguaglianze discendono dal p un t o (ii), la prima uguaglianza è una con-
seguenza della linearità di * f e Fultirna deriva dal punto (iv); quindi abbiamo 
-* f( v) == - f( v), V v, e il risultato è din1ostrato. D 
Se considerian1o il caso irnportantP di una funzione superlineare J, otteniamo 
dalla parte (iv) del Teorema 1.6 che la funzione di recessione di f è semplicemente 
* f(v) = (-f)( -v). 
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2 Il subdifferenziale di recessione 
Consideriamo in questo paragrafo due spazi vettoriali topologici localmente convessi 
di Hausdorff (separati) X e Y. Per Y continuiarno a ipotizzare la struttura di reticolo 
vettoriale completo Con la Definizione :2.1 introducian1o una classe di funzioni che 
avremo occasione di considerare ne] seguito. 
Definizione 2.1 Dati gli spazi localuu n te con v essi separati X e Y, con Y ordi-
nato dal cono ]{, e data la funzione f : .. X ____, Y, diremo che f è radialmente 
Lipschitziana per l'ordine Ùl ~r .st rsistf 'Una seminorma continua q su X e un 
elemento k E ]{ tah che pe7' ogn1~::, y E _y t.sz:stt uno scala7'f 8 > O per il quale valga: 
-tkq(z- y)::; f(x +t::)- f(~r + ty)::; tkq(z- y), Vt E (0,8). 
Ricordando che una funzione f : _y -t Y è o-lipschitziana in x (cfr. paragrafo 
2.4) quando, esistono un intorno U(:r) e un elernento k: E]{ tali che 
-kllY- =Il s; f(y)- f(::) s; kliY- zii 
per ogni y, z E U(x ), si vede che la classe di funzioni appena introdotta ne rappre-
senta un'estensione. 
Consideriarno ora una funzione .f : )( -t Y derivabile secondo Gateaux in x. 
Nel seguito adotteremo la convenzione di indicare la derivata f'(x, v) con Fx(v). 
Per definire il nostro subdifferenziale - si ricordi che la derivata direzionale è una 
funzione positivan1ente ornogenea. ddla direzione- possian1o prendere la funzione di 
recessione di Fx(·): essendo essa sublineare. si può applicare la teoria delle funzioni 
convesse e definire il suo subdifferenziale convesso corne sottoinsieme di L( X, Y). In 
questo paragrafo, a Ineno di esplicito avviso contrario. lo spazio L(X, Y) si riterrà 
dotato della topologia debole degli opera tori. ovvero della topologia della conver-
genza puntuale rispetto alla topologia. debole di Y. indicata con Lu(X, Y). 
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Definizione 2.2 Data una fun::ioTu .f : _}{ ---+ Y, derivabile direzionalmente in 
x E X, definiamo su h differenziale di recessione di f in x, l 'insieme: 
8* f (x) = {A E L ( )(. }··) : A v :S * Fx (v), V v E X}. 
Una definizione equivalente per il subdifferenziale di recessione può ovviamente 
essere data mediante il subdifferenziale delle funzioni convesse, applicato alla fun-
zione di recessione della derivata di f in ;L F:r( · ): 
Inoltre dai risultati del ca.pi t o lo :2. sa ppian1o c hP una funzione convessa h a valori 
in uno spazio di Daniell Y è deriYabilt> direzionahnente e che la sua derivata h'(x, ·) 
è sublineare. Se poi Y è norn1alt> e h P continua in x, allora h'( x,·) è continua su 
X (cfr. [Bor82]). Di consegut>nza. dnlle propriPtà della funzione di recessione, si 
nota immediata1nente che il suhdifferenziale di recessione di una funzione convessa 
h coincide con il subdifferenzialt> convesso se il codo1ninio }'r è uno spazio di Daniell, 
poichè la sua derivata direzionale P su blineare e coincide con la funzione di recessione. 
Nel teorema seguente daren1o una condizione sufficiente a garantire la continutà 
della funzione di recessione >~< FJ. e di conseguenza l 'esistenza di subgradienti di re-
cessione. 
Teorema 2.3 Sf la funzionf f : "\. -t } · è drrivabih secondo Gateaux e radiai-
mente Lipschitziana per l 'ordinr in ~r. allora *Fx è continua in O. 
Dimostrazione: Fissato d E "\·. si prendano un intorno dell'origine V ç X, un 
elemento v E V e uno scalare 8 (v) > O che soddisfino la Definizione 2.1 Per la 
lipschitzianità radiale, si ha: 
-kq(v)::; t-1 [f(x + td +tv)- f(;r + td)]::; kq('v), Vv E V(O), Vt E (O,ò(v)). 
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Ponendo Lq(l) ={v E X: q(v) < 1}, si consideri W(O) = V(O)nLq(l), che risulta 
aperto, essendo la se1ninorma q continua. Vale quindi: 
-k ~ t-1 [f(x+td+tv)- f(x)]-t- 1[.f(:r+td)- f(x)] ~ k~ Vv E W(O) Vt E (O, h'( v)). 
Prendendo il limite di tale quantità. per t ~ o+, facendo uso dell'ipotesi di deriv-
abilità direzionale di .f ed essendo A. chiusu. ottenian1o: 
-k ~ f'(x, d+ v)- !'(1:, d)= F(d +v)- F(d) ~ k, Vv E W( O). 
Per la definizione di estremo snpt->rion". se,gnP che per ogni v E W(O) : 
sup{F(d +v)- F(d)} =,. F(v) ~ k 
d EX 
e quindi * F( ·) è continua. o 
Vogliamo ora sviluppare quakht-> rt-·gola di calcolo per il subdifferenziale di re-
cessione. Poichè la continuità della funzionP di rt>cessione ha un ruolo fondamentale 
nel seguito, introducia.n1o (seguendo Thiba.ult [Thi80']) il concetto di punto regolare, 
che sarà utilizzato cotne sostituto della cuudizione sufficiente data dal Teorema 2.3. 
Definizione 2.4 Data la fun:;iont f : ~\· ~ }7 derivabile direzionalmente, il punto 
x E X sarà detto regolare p cl' f st * Fr ( continua in O. 
Teorema 2.5 Date le funziorù f. g )( ~ Y dtTivabili direzionalmente e uno 
scalare s E JR, si ha: 
i) 8*(sf)(x) = so*f(x); 
ii) se x è regolare per J, allora ()"'(f + g)(:r) ç o*.f(x) + o*g(x); se x è regolare 
anche per g, allora è regola·rt ptr f + g f o*(.{+ g )(x) # 0. 
Dimostrazione: i) L 'affermazione f. banalt-> se ..- = O e facile da verificare per s > O. 
Sia quindi s = -l. Voglian1o n1ostrare che A appartiene a 8* f( x) se e solo se 
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-A appartiene a 8*(- f)( x). Per definizione di subdifferenziale di recessione, si ha 
A( -v) :::; * Fx( -v) per ogni v E .X. e facendo uso del Teorema 1.6, (iv), segue: 
-Av = A(-v):::; "'Fz:(-v) = '"(-Fx)(v), 
da cui segue il risultato. 
ii) Se f e g sono derivabili direziona.bnente in :r, lo è anche la loro somma f + 9 
e (F + G)x = Fx + Gx. Inoltre. poichf> Jlestren1o superiore di una somma non è 
maggiore della sonuna degli estren1i superiori. si deduce che *(F +G) :::;* F+*G. A 
questo punto si può applicare la tenric-t del suhdiffereuziale convesso (seguendo per 
esempio [Val72]) per ottenere la relvziune cPrcata. La regolarità di x per f + 9 segue 
come in [Thi80~, Prop. 4.2). D 
Teorema 2.6 Data la funzion ( I : _y -'t } · dcrivabae direzionalmente e il fun-
zionale positivo ..\ E ]{+, allora .'>t .r t' n gola n per .f. si ha: 
ii} se gli intervalli in Y sono d(bolnunfc com.patti. allora 8*(..\f)(x) ç À8*f(x). 
Dimostrazione: Dalla definizione di funzione di recessione, si ha che 
"'F(1•) = sup[F(d + ·1•)- F(d)] 
·i EX 
e quindi 
* F (v) ~ F (d + v) - F (d)~ V d E X; 
prendendo À E ]{+, ottenian1o X"'F(r) ~ ..\F(d +v)- ..\F(d) Vd E X, e di con-
seguenza, ..\*F(v) ~ supdEx[ÀF(d +v)- ..\F(d)] =*(..\F)( v); inoltre x è regolare per 
ÀF, essendo regolare per F. Il resto seguP conw in [Thi80', Prop. 4.6). D 
Teorema 2. 7 Si considerino gli spa::i di Banach .X, Z, Y, con Y reticolo vettoriale 
completo per l 'ordine e le funzioni g : .~· -+ Z e .f : Z -+ Y, g differenziabile secondo 
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Gateaux in x E X con V g( x) suricttivo da ~\ in Y e f derivabile, direzionalmente 
stabile e regolare in z == g( x); allor·a per la funzione composta h : X -t Y, h == f o g, 
vale: 
8* h ( .r ) == ()"' f ( g ( ;r ) ) · V g ( x) . 
Dimostrazione: Mostreremo innanzi tutto che *H x( v) ==* Fg(x)(V g(x) ·v). Poichè le 
nostre ipotesi implicano la validità della regola di derivazione delle funzioni com-
poste, ottenian1o con ovvi passag~i che h'Cc.v) == f'(g(x),\7g(x) ·v). Abbiamo 
quindi: 
*H( v) sup[H(l' +d)- H(d)] 
d EX 
sup[h'(.r. l'+ d)- h'(.r. d)] 
d EX 
sup[.f'(::. Vg(.r)(v +d))- f'(z, Vg(x)d)] 
d EX 
sup[F::(Yg(.r)l' + vg(.r)d)- Fz(Vg(x)d)] 
d EX 
sup[F::(\g(.r)t' +p)- F::(p)] 
pEZ 
* Fz(vg(.r )t'). 
La suriettività di V g(x) f> stata usata per garantire l'uguaglianza degli estremi 
superiori presi su X e su Z. Inoltre. poichè in uno spazio di Banach la suriettività 
di V g( x) implica che tale applicazione f> aperta (ossia trasforma insiemi aperti in 
insiemi aperti), segue che *H(·) è 1naggioratain un intorno dell'originein X e quindi 
o*h(x) # 0. 
Sia ora B un ele1nento di 8*h(~r): allora Bv :S *H( v), per ogni v E X o equiva-
lentemente Bv :S*Fz(Vg(x)v). Voglianlo Inostrare che esiste A E o*f(z) tale che 
B == AVg(x). Dall'ulti1na disuguagliauza. segue che: 
- * Fz (-v g (x )v) :S - B (-v ) == B (v) :S .. F::( V g (x )v), \:1 v E X, 
e quindi Bv ==O se Vg(x)v ==O. Ci(> in1plica la possibilità di definire un operatore 
lineare A : Z -t }'. tale che B == A · v g( :t). Si ha. allora 
A V g (x) · v :S "'F:: (v g (x) v) V v E X 
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e quindi Ad~* Fz(dL Vd E Z. cosìche A E d"'f(z). 
D'altro canto, se A E 8"'f(z), si ha che Ad~ *Fz(d), per ogni d, e prendendo 
d= \lg(x)v, segue A\lg(x)v ~*H('v), per ogni v E X e A\lg(x) E 8*h(x). D 
Si noti che sarebbe stato possibile din1ostrare l'inclusione 8*h(x) ç 8*f(g(x)) · 
V g(x ), facendo a meno dell'ipotesi di suriettività di \7 g(x ). Le uniche modifiche nella 
dimostrazione avrebbero riguardato l 'estn"'nlo superiore preso sullo spazio immagine 
di \7 g(x ), nlinore di quello preso su Z, e l" applicazione del teorema di Hahn-Banach-
Kantorovich nella costruzionE-' dell"operat ore lineare A per estenderne il dominio 
dall'immagine di \lg(x) aZ. 
Teorema 2.8 Sia f : )( -t Y una fu.n::ionr direzionalmente derivabile con x E X 
regolare per f e y· norn~ale; allora f (, d1jf'( n 1t::1:obile secondo Gateaux in x se e solo 
se a *f( x) è un 'singleton' ( f coincidf con la derivata). 
Dimostrazione: Il risultato deriva dall"applicazione della Proposizione 3.1.5 e del 
punto (v) del Teore1na 1.6. lnfa.t ti se f t> differenziabile in x, allora la sua derivata 
Fx( ·) coincide con la sua funzione di recessione. Essendo questa lineare, il subdif-
ferenziale è un 'singleton '. VicPversa se iJ*.f'(;r) = { F} .allora: * F( v) = max Fv = 
Fv e quindi * F( v) = F( v) e .f è difft-Tellzia bi lP. D 
Più in generale~ poichè ogni volta che f' (;r. ·) esiste ed è sublineare essa coin-
cide con la sua funzione di recessionf'. il nostro approccio generalizza l'estensione 
alle funzioni vettori ali del concPtto di quasidiff erenzia.bilità di Pshenichnyi come ap-
pare ad esempio in [Pap83]. Si veda. anche [Pen78], dove diverse nozioni di derivata 
direzionale di una funzione vettoriale sono studiate in relazione ai relativi coni tan-
genti all'epigrafico e il concetto di convPssità tangenziale è usato per sviluppare il 
subdifferenziale~ conlf' visto nel paragrafo 2.2. 
Per quanto riguarda le relazioni tra il subdifferenziale di recessione e quello in-
trodotto da Thibault~ abbian1o il st>gu<->11te risultato che generalizza analoghe pro-
prietà valide nel caso scalare. 
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Teorema 2.9 Dati due spazi localmodr convessi di Hausdorff X e Y, con Y reti-
colo vettoriale compldo e data una fu n ::io n c .f : )( ----* r·. derivabile direzionalmente 
e compattamente lipschitziana Ùl :r E .~Y ~ vah l -'inclusione: 
tr .f ( .r ) ç 0° .f (x ) . 
Dimostrazione: Din1ostrererno i l tPc>rema facendo vedere che per ogni v E X, abbi-
amo * Fx( v) ~ / 0 ( x, v). Fissato v E )(, valgono le seguenti relazioni: 
* F(v) sup(F(d +t')- F(d)) 
d EX 
su p (li 111 t- 1 [.f ( .r + t d + t r ) - f (x ) - f (x + t d) + f (x)]) 
dEX t'\.0 
sup(lirn t- 1 [.f( .r +t d+ tv) - .f( x+ td)]) 
dEX t'-.,.0 
< supDJ(x,r) 
dove la disuguaglianza vale perchf. le rt>ti {;r + tJdL per tj '\, O and d E X, rapp-
resentano solo alcune di tutte lP possibili reti convergenti a x, in base alle quali è 
calcolata la derivata generalizzata di Thiba.ult. o 
L'inclusione provata nel Teort>Jna 2.9 non può essere invertita, poichè si sa che 
essa è stretta anche nel caso di funzioni scalari. Per trovare dei controesempi, si 
sarebbe portati naturahnente a cuusidera.re la classe delle funzioni che siano, in 
qualche punto, differenziabili secondu (~ateaux n1a. non strettamente. E' possibile 
che una tale funzione rnostri una inclusione stretta tra i due subdifferenziali, ma 
potrebbe ugualn1entt> darsi chP l'insienw dei valori lin1ite della definizione 3.3.1 con-
tenga elementi diversi dalla dt>riva.ta di GatPa.ux, e che questi elementi siano più 
piccoli di essà. In questo caso allora la derivata generalizzata sarebbe uguale alla 
derivata direzionale. 
Si consideri ora la funzione. nou cuuvPssa e non differenziabile, f : R 2 -t JR2 , 
data da: 
!L SUBDIFFERENZIALE DI RECESSIO.:\ E 157 
poichè f 1 è differenziabile secondo Gàteaux~ si vede facihnente che 8* f(O) è l'insieme 
di tutte le matrici [ ~ ~ ] con -l ::; n ::; l. Per calcolare ao f(O), possiamo fare 
riferimento alla caratterizzazione del subdifferenziale di Thibault data nel Capi-
tolo 2 mediante la Jacobiana gf'neralizzata di f e rnostrare che tutte le matrici 
[ 
1' sin e ±l ] l - - 'b'l' l' .. d' J b' d' f ~ -l ::; 1' ::; 1 an< O ::S O ::S :2r. sono poss1 1 1 Imiti 1 aco tane 1 
1 cose o 
in punti che convergono all'origirwe cuutf'nuti nell'insierne H= {(x,y) E JR2 : x =f:. 
0}. Ciò implica che: 
[ 
O o ] [ ~. sin () o ] o"' J (o} = _ c , _ _ = co L H ( J, x) 
o u -~ cose o 
Teorema 2.10 S'1:a F: )(---+ ). uun fun::ionr positivam,ente omogenea e compatta-
mente lipschitziana in O. Allora. JN r o.qn i l' E .'t: 
Dimostrazione: Mostrian1o anzitutto cl w '''F( t')::; F 0 (0, v). Si fissi v E X e si prenda 
un arbitrario d E .. X"; allora F(d + 7')- F(d) appartiene all'insieme di valori limite 
D p( O, v). Infatti per 1 'on1ogeneità. si ba. per ogni d E )(: 
F(d +v)- F(d) = t- 1 [F(td +t t')- FUd)] = ~~J t- 1 [F(td +tv)- F(td)], 
dove ovviamente td ---+ O; cosìl 'insien1e 1)1. = {y = F( d+ v) - F( d)} è contenuto in 
Dp(O, v) e di conseguenza: 
"'F(v) = sup D 1• :S snp [)p( O. v)= F 0 (0, v). 
Per mostrare la disuguaglianza opposta. consideria.n1o v E X e prendiamo due reti 
{xi} C X, {ti} C JR+ convergenti a O t'tali rht=> ti 1 [F(xi+tiv) -F(xi)] converga. 
Si ha quindi: 
ti1 [F(xi + tiv)- F(xi)]::; fi 1 sup[F(d + t.;v)- F(d)] = ti1 * F(tiv) = * F(v). 
dE X 
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Cosìti1 [F(xi + tiv)- F(xi)] E xF(1')- A' e anche illi1nite della rete appartiene a 
* F( v)-K poichè /{ è chiuso. N e consegue che l'insienle dei punti limite è maggiorato 
da*F(v)eF0 (0,v)~*F(v). D 
Un immediata conseguenza del teorenw :2.1 O f. che per una funzione F positiva-
mente omogenea e coinpattainente Lipschitziana in O~ il subdifferenziale di recessione 
in O coincide con quello di Thibault, poichè in tal caso F è derivabile direzionalmente 
con F'(O, v) = F( v). Inoltre per una funzione .f derivabile e la cui derivata nel punto 
x sia compattarnente lipschitziaua in O. il subditferenziale di recessione in x coincide 
con il subdifferenziale di Thibault in O dPlla derivata direzionale di f in x. Questo 
risultato è un 'estensione a funzioni vPt tori ali di una proprietà già nota per funzioni 
scalari (si veda ad esen1pio [CHC9.1] ). 
3 Su h differenziale di N esterov in spazi ad infi-
nite dimensioni 
Vogliamo ora mostrare con1e la tPoria sviluppata nel paragrafo precedente possa 
essere usata per din1ostrare le rPlazioni tra il subdifferenziale di recessione e quello 
introdotto da Nesterov in [Nesxi) per funzioni ripetutamente derivabili definite 
tra spazi di di1nensione finita. Per funzioni scalari, 1\~quivalenza tra i due approcci 
è stata dimostrata da Craven. Halph e Glovt>r in [CRG95). Noi mostreremo qui 
che il subdifferenzialt> di recessioue ('oiucidt> con la copertura convessa per operatori 
dell'estensione del subdifferenziale di ~esterov al caso in cui X e Y siano spazi di 
Banach e X aìn1netta una base di SchaudPr. 
Definizione 3.1 Una successiont { e1} C ){ f: detta ba8e di Schauder per lo spazio 
di Banach X J 8C per ogni x E )( fsùdr ·un Junica. successione di scalari {ai} ç lR 
tale che: 
.r = lin1 '""""O'jt i· 1;-+xL · · 
]=1 
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Si verifica facihnente che i vettori f i di una base di Schauder sono linearmente 
indipendenti e che ogni spazio di Banach con una base di Schauder è effettivamente 
anche separabile. Per tutti gli spazi di Banach separabili più (per esempio gli spazi 
Co, c, lp, Lp e C(/)) ) è stata trovata una ba.sf' di Schauder, ma un controesempio 
mostre che esistono spazi di Banacb sf'parahili per i quali nessuna base di Schauder 
può essere definita (per 1naggiori df'tta~li sull'argon1ento, si veda la monografia di 
Diestel [Die84]). 
Per definire il subdifferenziale di \'estf'ro,·. pa.rtia.n1o da una funzione f: X ~ Y 
derivabile direzionabnente e ricorcbanw la nozione di operatore derivata in un punto 
x, ossia l'operatore .6.x : f ~ f'(x. ·) chf' associa afe a x E X la derivata direzionale 
di fin x. Prendian1o poi una successione di vPttori { :rn} ç X e costruiamo a partire 
da essa la seguente successione di funzioni cnnogPnPf' (la chiameremo successione 
linearizzante per f in x: 
Fo(·) = f'(x, ·) = ~x(f)(·). 
Questa successione può interron1rwrsi sf' ad un certo stadio la derivata direzionale 
non è definita su tutto X. Dirf'lno cl w la funzione f è ripetutamente derivabile 
(lexicographically s1nooth) in :r. st> per ogni succf'ssionf' { xn} ç X. Tutte le funzioni 
della successione {Fn}, (n=1,2 .... ) :-;ono dt=>ri,·ahili direzionaln1ente per ogni punto di 
x. 
Non è difficile notare cht=> ogni fnnzi01w convPssa su uno spazio di Daniell e, 
più in generale, ogni funzione quasidiffprenziahilt=> nel senso di Dem'yanov e Rubi-
nov [DeR83], è ripetutamente derivabile. l'n'in1portante sottoclasse delle funzioni 
ripetutamente derivabili è la classe delle fnnzioni differenziabili secondo Gateaux; se 
f è differenziabile secondo Gateaux iu .r. allora la derivata direzionale F0 ( ·) = f'(x, ·) 
è in effetti lineare rispetto alla direzionf' e quindi, ad ogni passaggio, abbiamo 
Fk( ·) = F0 ( • ). Un ragionarnento di quf'sto tipo in1plica anche che, se per una suc-
cessione {xn}, qualche Fk è lineare. allura. per tutti gli indici i E IN, Fk+i = Fk. 
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La proprietà fondamentale delle funzioni ripetuten1ente derivabili afferma che le 
funzioni positivarnente ornogent>e c be nnnpungono la successione { Fn} sono effet-
tivamente lineari su qualche sottospazio VPttoriale v~L di x, con Vn ç Vn+b come 
precisato dal seguente risultato. 
Teorema 3.2 Sia ){ uno spa=io di Uan a eh .-;qw.rabile con una base di Schauder, Y 
uno spazio di Banach, x E X e f : .\· -+ Y una funz1:one ripetutamente derivabile in 
x. Si consideri una qualsias1: succffi.<·non f { ;L11 } in ){ e la corrispondente successione 
linearizzantf {Fn}· Allora per ogui l~· E l\. ogn1 aJ E JR, (j = L2, .. ,k) ed ogni 
z E X, si ha: 
k k 
Fk(z + :La_j.r.,) = fì..(=) + :Lo..iFk(xj). 
J=l 
Come imrnediata conseguenza dd Teuretna :).2 e sotto la stesse ipotesi, vale 
la seguente affern1azione che chiarisce in che senso gli elementi della successione 
linearizzante diventano lineari. 
Corollario 3.3 Ptr og1ù k E lY. t ogui n.~ E JR. (j = L .. ,k). si ha: 
k k 
Fk(L (l ,,.r,) = L o.! F~;:( x.~), 
,=l .J=1 
zn modo che Fk i linea1·e sul."olto."fJrL-:io.CJtlltndo dagli dementi (xt, .... ,xk) della 
successione {X n}. 
La dimostrazione dei precedenti risult cl t i (di cui in [Nes87] è dato solo l'enunciato), 
non esce da ùn ambientazione eucbdea P può essere ricavata da [CRG95], dove 
l'approccio di Nesterov è stato genPralizza.to considerando le derivate superiore e 
inferiore di Dini di funzioni Lipsrhitzia.rw a va.] ori scalari (definite su JRn ). 
Un'altra semplice conseguenza dt·l Teon--Ina. :).2 ~che per una funzione definita su 
JRn, se prendiamo una delle basi cb iR'' eu n w successione {X n}. allora, ad uno stadio 
k, (k ::; n) la funzione Fk diventa \jueare pt>r i] Corollario 3.3 e quindi otteniamo 
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una funzione lineare dopo al più n pass1. Facendo riferin1ento a questa proprietà, 
intrinseca all'ambientazione euclidea.. il subdifferenziale di Nesterov di una funzione 
ripetutamente derivabile f : li{'' ---+ lR 11 ' in .r viene definito come copertura convessa 
chiusa di tutte le funzioni lineari F1ì ottt->11ute considerando tutte le possibili basi di 
JRn. 
Esempio 3.4 In spazi a infin d t d i nu n.-;/on i quf.sto 1·isultato non vale. Si consideri 
ad esempio lo spazio di Banach f 1 con la ba.sf standard { ei} dei vettori di norma 
unitaria lungo gli ass1: coordinat?:. :r == O (·omr punto iniziale e la funzione (con v essa 
e quindi ripetutanuntf derivabilr) f( ·) == Il · l h. In talr caso si ha: 
Fo( l') == f'(O. r) == ilt'lh. 
k !X 
Fdr) ==L 1' 1 + L lt'.;l. 
,;=1 .r=k+1 
dove v == ( v1 ~ v2 ~ .... ) e una qualsiasi .o.; u (Tc:::;sionr in fJl, così che per nessun intero 
k E IN, Fk è linearr. 
Il modo più sen1plice per ot te1wre llll(l fuuzione lineare in spazi ad infinite dimen-
sioni mediante il processo di l\Pstt>ro\· è qtwllo di definirla sul sottospazio vettoriale 
V generato dalla base { en} per n1ezzo di un lirnite puntuale, usando la successione 
linearizzante {Fn} prodotta dalla ha~·'<' { ( 1,} di .\": Av == lin1n-•+oo Fn(v), v E V, 
e poi estenderla in n1odo univuco snlla sna chiusura cl V che, essendo X separabile, 
coincide con X. La funzione ( estt>sa) A : .\ ---+ Y è naturahnente lineare e continua. 
Definizione 3.5 Dato uno spa::io d i fio n a eh )\' con una base di Schauder { ei}, 
un punto x E X, uno spazio di Ba11 a eh ) · f una funzione ripetuta mente derivabile 
f: X -+ Y, il subdifferenziale di Nesterov di .f in x, aN f(x), è definito come 
la copertura con veBsa e chiusa dd l 'in::;ìt mc di tutti gli operatori lineari e continui 
ottenuti estendendo i limiil: puntuali dt llr successioni linearizzanti {Fn} associate 
alla famiglia B di tutte le possibili basi di Schaudf:r di X. 
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Lemma 3.6 Sia .. Y uno spa::io di Ba11ach con una base di Schauder { ei}, Y un 
reticolo di Banach completo per l 'ordine e .f : .. \ ---t Y una funzione ripetutamente 
derivabile. Si consideri x E )( e la successione lincarizzante in x, { Fi}. Per la 
sucessione di funzioni di reces~:n:onr {"' F1 }. valgono h seguenti relazioni: 
A v S '"'F_; ( t, ) . V r E . Y. 'ti j E IN. 
Dimostrazione: Per quanto riguarda la prin1a disuguaglianza, grazie ad un risultato 
analogo in [CRG95], abbian1o: 
* Fj+I( v) sup{~i+J(c +d)- F1+1(d)} 
dE X 
sup{F:.(~r.J+l· v+ d)- F1~(~r.i+ 1 ,d)} dEX .t 
sup{lit11i- 1 [F;(;ri+J + f7_, + td)- Fj(Xj+I)]-
dEX t"-u 
-li1n t- 1 [F,(;rj+I + td)- FJ·(xj+I)]} 
'"-o . 
sup{linlf- 1 [F_1 (.r.~+ 1 + it1 + td)- Fj(Xj+I + td)]} 
dEX 1"-0 
< sup{lin11-] r~np Fl(h + fp)- Fi(h)]} 
dEX t".U i, ES 
su p { linlf- 1 ,. F.~ (tr)} 
dEX t"-o 
su p * F'i ( 1' ì = ~ F~i (u ) . 
dE X 
Si supponga poi che la seconda aff't>nnaziuue non sia vera; ciò significa che esistono 
V
0 E X ej E IN tali che Avo i "'F';(t' 0 ) o equivalenten1enteAv0 E *Fj(v0 )+Y\-K. 
Poichè quest'ultin1o è un insienw aperto e A·p f. definito come limite, per n~ +oo, 
di Fn( vn), dove { vn} è contenuto in \ · e converge a v, esiste k > j tale che Fk( v0 ) E 
* Fj(v 0 ) + Y\ -]{. Ciò equivalP a Fk( t' 0 ) i"' F_j(V 0 ), che è assurdo poichè dalla prima 
parte di questo Len1111a e dal Teore1na 1.6 (ii), segue Fk(v 0 ) ::; * Fk( V 0 ) ::; * Fj( V 0 ). D 
Teorema 3. 7 Sia .. \ uno spa::io di Hr111 a eh con un a basf: di Schauder { ei}, Y un 
reticolo completo di Banach stparabilr r nflcs.sivo r si consideri la funzione f : X ~ 
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Y ripetutamentr dtTivabilr f localliJ r n t t Lip.w:hitziana in x E X e tale che F~(O, ·) 
sia continua rispetto alla topologia rù bo l t di Y: allo7'a vale 
Dimostrazione: Sia A E 8* f( ;r ): per il T't-'oreina 2.1 O e la Proposizione 3.3.8 abbiamo 
a* f( x) = ao Fo(O) = cooLH ( F0 , O). dove F0 ( ·) = f'( x,·) e LH(g, z) contiene i limiti di 
Jacobiane della funzione lipschitziaua !l calcolate nei punti Zi E H e convergenti az. 
La prima inclusione sarà allora proYat d se mostrian1o che ogni elemento dell'insieme 
LH(fo, O) appartiene a aN f( J' ). 
Considerian1o una successione {_:i} ---4 O. cornposta da punti in cui le Jacobiane 
esistono e convergono. allora p<-'r ugJJÌ ' l'sist t'una base B1· E B. tale che Zi appartiene 
a Bi. Per mostrare che ciò è possiJ,ile. si prenda una qualsiasi base {ej} E B; 
allora ogni elernento z della succt->ssiorw n>nvt>rgente può essere rappresentato come 
L:~o:jej. Sia o:k il prin1o coeftici(-'JJle uoJJ nullo nella son1n1a; è facile vedere che la 
successione in cui= prende il posto <ii ( 1.- (--' 1111a hast> per){. 
Poichè F0 è differenziabile i11 ::1 : F1 ( ·) = F~( ::i: ·) è lineare, perciò: 
e il limite (per Zi ----* O) appartie11e ;.1 iJ-\f(.r). pt>rchè 8Nf(x) è chiuso, e quindi 
A E aN f(x). 
Per dirnostrare l'inclusione oppust d. s~<-t A la funzione ottenuta estendendo il 
limite della successione { Fn} PfT qualclw ba.sf' {x 'lì}. Cosìabbiamo: 
{A} = o A (O ) = ;r. i (O) ç if' F0 (O) = 8* f (x) 
dove a è il subdifferenziale COll\'f'SSO. Je prinlE' due eguaglianze dipendono dalla Jin-
earità di A, l 'inclusione dal Lenuna ;) .G e l 'ultirna uguaglianza è la definizione di 
subdifferenziale di recessione. PoidH', iJxf( .r) è convesso per operatori e chiuso, 
coo8Nf(x) ç o*f(.r) e il teoremél (· dimustratu. 0 
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4 Condizioni di otti1nalità per punti debolmente 
e propriamente efficienti 
In questo paragrafo voglian1o applicare la teoria. del subdifferenziale di recessione per 
ottenere condizioni necessarie di otti1nalità per diversi problemi di ottimizzazione 
vettoriale. 
Come nel caso delle funzioni differenziabili, la nozione di cono tangente secondo 
Bouligand ha un ruolo chiave in ciò che segue. Nel seguito faremo uso della seguente 
proprietà: 
Proposizione 4.1 Dati lo spa::io l'tft o n: alt topologico X, l 'insieme A ç X, a E 
cl A e il cono ]{ ç )(. allora: 
T (A. a) + 1\ ç T (A + 1\. a) 
Dimostrazione: Se ·w E T(A~ a)+ l\ .. allora w = d+ k con d= lim d71 , a+ tndn E A, 
k E K. Segue che w = li1n (d'lì + !t·) con d,, + k ---+ d + k e a + tndn + tnk E A + K e 
quindi w E T( A+]{, a). D 
Si considerino ora la funzione .f : )\. --t y· e il problema di ottimizzazione: 
V-rv1in f(;r) cuiJ il ,·in colo .r E A. A ç X. 
Un problema di ottiinizza.zione \'f'ttoria.le può avere diversi tipi di soluzione. 
Definizione 4.2 Dati gli spa::i vcftoriali topologici )( c Y e la funzione f: X -t Y, 
allora il punto a E A ç X è detto: 
{i) soluzione efficiente (secondo Pareto) (a E E(A)} se (f(A)- f(a)) n 
(-K) = {0}. 
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(ii) soluzione debolmente efficiente (a E IJE(A)) se intl( # 0 e (f(A) -
f(a)) n -intl{ == 0. 
(iii) soluzione propriamente efficiente secondo Borwein (a E PBE(A)) se 
clT(f(A) + I<.f(a)) n (-J\.) = {0}. 
(iv) soluzione propriamente efficiente secondo Henig (a E PHE(A)) se es-
iste un cono convesso]{' tale clu /\'\{0} ç intl{' ef(A)-f(a)n-1<'= {0}. 
Tra gli insierni di soluzioni appena dt>finit e. valgono le relazioni: 
I concetti di soluzione efficieute (' dt>lHJhllPll te efficiente sono quelli più frequente-
mente usati nella letteratura di otti1nizzaziont> vettoriale (si vedano ad esempio 
[Jah86, Luc89]), insieine a quello di rninin1o forte (a E A è di minimo forte se 
A ç a+ I<)~ cui però qui non fan·nH> riferinleilto. L 'insierne delle soluzioni minimali 
risulta spesso difficile da caratterizzan-· din-.. ttainente e usualmente una condizione 
necessaria per l'efficienza è in effetti 1)(-'('t-'SSé-l.l'Ìa per refficienza debole. La definizione 
stessa però di efficienza debole purw proble1ni in spazi a infinite dimensioni per 
l'ipotesi che il cono d'ordine ah1>ia iu1eriJo nuu \'Uoto. La nozione di soluzione pro-
priamente efficiente è stata considerata da nun1erosi Autori, spesso con definizioni 
non esattan1ente equivalenti le nue al]( .. altn-'. a partire dalle classiche definizioni di 
Kuhn e Tucker [KuT51] e Hurwicz [Hur-->~].Si n~da [Gl\t1Z94] per una comparazione 
tra le diverse definizioni. 
Teorema 4.3. Sia .f : ){ --+ Y ·u-n a fu n ::io n f" direzionalmente derivabile. Se a E 
DE(A) e a è regolar·e per f. allora Ndgono h .wgufnti condizioni: 
(i) *Fa( v) t/. -intf{. Vv E T( A. a). 
(ii) per ogni cono convesso C ç T( A. a). tsùdt ()E]{+,() -:f. O, tale che: 
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(iii) se gli intervalli d 'ordiTH .'iono rif bolmrnft co1npatti e Y è debolmente completo 
per successzonz 
O E HiY f (a) - c+. 
Dimostrazione:(i) SPesistev E T(A.a) taleche*Fa(v) E -intl{,segueche*Fa(vn) 
e Fa( vn) sono elementi di -in t ]{ per 11 grande abbastanza grande, dove Vn ~ v e 
a + t n V n E A per qualche t n ~ O. Così 
lirn t- 1 [{(a+ t t',,) - f'' a.)] E -in t]{ 
t"\,0 L• ' • \ 
Allora esiste uno scalare 8 > O tale che 
t-1[f(a + fl'n)- fr 11 )] E -in t/\'~ t E (0, 8). 
Tuttavia, essendo a + t n V n E A, t w cunseg;ut> clJf' a non può essere debolmente 
efficiente. 
(ii) Poichè "'Fa è 1\ -sublineare, cuusiderando un cono convesso C ç T(A, a), 
segue che: *Fa(C) +]{è convesso. Da (i) si ha *Fa(C) n -intJ{ = 0 e quindi 
(*Fa( C)+ I<) n -in t I< = 0. 
Possiamo separare i due insien1i cou n~ssi rnediante un funzionale 8 E K+ tale 
che 
Poichè O E ]{, abbiatno: 
()*Fa ( r ì 2 O Vu E e. 
(iii) Essendo *Fa continua. int epi W F, =/= 0 e. per la positività su C, l'insieme 
epi ()*Fa può essere separato dal cono (' x JR- per n1ezzo di un funzionale (0, O) i= 
(x*, r*) E X' x lR tale che 
x*( v)+ r*(.s) 2:: O 2:: x*( c)+ 1·'"(o ). V c E C, o :SO, v E X, s 2: ()*Fa( v). 
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Scegliendo v= c= O ottenian1o r·* ~ O. Tuttavia, se fosse r* =O seguirebbe x*= O 
in contraddizione con quanto trovato sopra P quindi 1·· >O. Poichè x*(v)+r*(s) ~O 
è vero per ogni 8 ~ {)*Fa( v), allora . . r"'( u) + r"'( (}"' Ft( 'V)) ~ O e di conseguenza: 
x"' 
À (v) := --( ., ·) :::; ()"'Fa (v) V v E X. 
r"' 
Essendo* Fa è J{-sublineare P() E /\'+ segnf' che/\ E 8(()* Fa)(O) e quindi (si veda 
[Val72]) À E 08* f( a). Si ha anche clw: 
~r"' (c) + r"' (o) :::; O. 
Scegliendo a= O segue che x*( c) :::; O e À( c) ~ O. cosL\ E c+ da cui segue la tesi. D 
Nella seguente condizione necessa.ria per l'efficienza propria, faremo riferimento 
al concetto di base di un cono intrudut 1 u uf'l paragrafo l. 7. 
Teorema 4.4 Sia f : ~\" ~ ) · df1·i,•abilr t din :ionahnentf stabile. Se a E PBE(A) 
è regolare per f, allora si ha: 
{i) *Fa (v) E T ( f (A L f (a ) ) + l\', r:/ 1 • E T ( A . a ) . 
{i i) *Fa (v) t/. - /{ V v E T (A. a ) . 
{iii) Se ]{ am1ndtf una bast rlrbolnu n l r compatta. r (' è un cono convesso con-
tenuto in T(A,a), allo1·a rsùdr ()E h·+~ talf clu 
Dimostrazione: Preso arbitraria1nente l' E T(.·t a), esistono due successioni { tn} '\.O 
e { vn} ~ v tali che a + tnvn E A. Essendo f derivabile e direzionalmente stabile, 
segue che: 
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e quindi 
f'((Ll') = f~~(t') E T(f(A).f(a)). 
Da ciò, poichè *Fa(v) 2: Fa(r). si ha 
* Fa(v) E T(f(A) 1 f(a)) + 1\. Vv E T( A, a). 
Si osservi che questa inclusione non dipeudt> iu realtà dall'ipotesi di efficienza di a. 
Dalla Proposizione 4 .l discendt> che: 
*Fa (T (A~ a) ) + 1\ ç T ( .f ( A l + l\ .. f ( o ) ) ç cl T ( f (A) + I<, f (a)). 
Sfruttando l'ipotesi di efficienza pruprÌ;.t di o. ottt>nian1o 
Abbiamo anche 
cl coue("' f~,(J'( A. u) J + 1\) rl -1\ = {0}. 
(iii) Sia ora C E T( A. a) un cono cuun-·sso: poichf. x Fa è J{-sublineare, * Fa(C)+K 
è convesso e si ha: 
P = cl co n e ( * Fct ( C ) + h' } ç c l T ( .f ( A) + ]{, f (a) ) 
e di conseguenza P n -1\ = { ()}. 11 cu11o fJ (-, dt'hulnwnte chiuso, essendo chiuso e 
convesso. 
Se ipotizzian1o poi che 1\ abbia una hast' debohnente con1patta (condizione che 
a sua volta implica che gli intervalli tl"online siano debohnente compatti), possiamo 
applicare un risultato di separazioJJt> du\·utu a Borwt>in (Bor77] e trovare un fun-
zionale strettamente positivo (} E J\+ 1 clw separa i due coni convessi e debolmente 
chiusi P e - K. Da questo punto 1 la clin1ostrazione può allora procedere come nel 
Teorema 4.3. O 
L'importanza che il funzionale U sia st rettainentf' positivo (conseguenza dell'ipo-
tesi di efficienza propria) può essere vista più rhiaran1ente in una ambientazione 
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paretiana; in tal caso il vettore e f. strPttarnente positivo se e solo se tutte le sue 
componenti sono maggiori di zero e ciò i1nplica che nessuna. delle componenti della 
funzione obiettivo .f viene n1oltiplicatli per uno scalare nullo nel processo di scalar-
izza.zione, ossia. tutti i criteri dPcisio11ali \'Pllgono pffettiva.rnente considerati. 
Supponiamo ora. che l'insien1e A sia la regione an1n1Ìssibile definita per mezzo di 
alcune funzioni: 
dove g : X ---+ Z, h : ){ ---+ vF, Z e vF sono spazi locahnente convessi, S e T sono coni 
convessi e chiusi contenuti rispettivanwute in Z f' H" con intS =f. 0. Lo strumento 
principale per ottenere condizioni Jw<-essarie per questo problema vincolato è la 
seguente generalizzazione del teorenw dt->ll"altt->rnativa di Motzkin, dovuto a Glover 
[Glo82]. 
Lemma 4.5 Siano.\·. }'} ( ) ~ 8JHI-:I ltwuli!Jt ntr r·out1f:ssi separati, con Ki ç }i, i= 
l, 2, coni chiusi convessi, intl\'1 -=f 0 t siano -; : .\' ---+ Yi e tb : X ---+ Y2 funzioni 
continue e, rispettivamente, l\' 1 -subii n w n an d h. rsublineare. Allora esattamente 
uno dei due seguenti sistemi ammt t! t .-;o/u::imu: 
Richiederemo la validità della seguente condizione di qualificazione dei vincoli, nota 
come condizione di risolubilità localt->. Questo tipo di qualificazione dei vincoli è stato 
usato, nel caso difff'rf'nziabilt=>. da ( 'raYeJJ [C 'raiS). Recenternente Glover, Jeyakumar 
and Oettli [GJ094] hanno fornito c.ondizioui sufficienti per la risoh.~bilità locale di un 
sistema non differenziabile facendo ricorso ad una generalizzazione della condizione 
di regolarità di Robinson [Roh/6]. Si \'<'da andw Craven [Cra95] per una dettagliata 
discussione di questa condizio1w di qualilicaziune in problerni di programmazione 
differenziabile e non. 
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Definizione 4.6 Il vù~colo h( 1:) E -T i detto localmente risolubile in a E X 
se h(a) E -T e quando d E X soddùfa h(a) + h'(a~d) E -T, esiste un punto 
x = a+ td + o(t) che soddisfa l''inclu.siont h(:r) E -T, valida per ogni i t > O 
sufficientemente piccolo. 
Teorema 4. 7 Siano --Y, Y, Z f lF spa::i localmcntr convessi separati, con Y, Z e 
W reticoli vettoriali cornplcti. Ù1 cui i coni d'ordine 1\y, ]{z, Kw hanno intervalli 
debolmente compatti f' sia ù1.tl\'y -:f 0. Si con . ;;irhriuo anche i coni convessi e chiusi 
S ç Z e T ç lV con intS =f 0. .)·, /r fun::ioni f : ~Y ---+ Y, g : X ---+ Z e 
h : X ---+ W sono derivabili dùy:zionafll,fllff. f and g direzionalmente stabili e h 
localmente risolubdc n d punto a E A du ( o 11 clu una soluzione debolmente efficiente 
del problema vincolato ed t' ngola n p t ,. I. g ( h. allor·a esistono () E K+, À E 
s+, (0, À) "/= (0, O) tali che: 
O E [ () 8"' f ( a) + À ét' g ( a ) ] x À f 1 ( u l + cl ( U ( , E T+) T 8* h (a) x T h (a)). 
Dimostrazione: Se a E A = {~r E X : f!(.r) E -S'. h(x) E -T} è una soluzione 
debolmente efficientf>, allora il fwgw'Jl1t' sistt'llla uou ha soluzione per (r, v) E lR x X: 
*Fa( v) E -int]{y, rg( a) + ~c~·, 1 (l'l E -in t.)'. rh( a)+"' Ha( v) E -T. 
Se infatti (r,v) fosse una soluzione. e:dlur<1 JWr on1ogeneità, anche (l,v/r) sarebbe 
soluzione e, ponendo ~, = v/ r, a vre1nrnu: 
Fa( v) E -intl\y, g(a) + Gn( t') E -intS', h( a)+ Ha(v) E -T, 
perchè ogni funzionf> assun1f> \'alori inferiori alla sua funzione di recessione. Quindi, 
per definizione di derivata. direzionale e per t piccolo abbastanza: 
t- 1 [f(a +tv)- f(a)] E -intl\·}· . . rJ(u) + t- 1 [g(a +tv)- g(a)] E -intS, 
h (a) + t -l [Il( u -t- t 1' ) - h (o ) ] E -T, 
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dove è stata usata la risolubilità locah-' di /, in a (e il fatto ovvio che l'interno di un 
insieme è aperto), per elirninare gE up<'ratori di li1nite. Si ottiene: 
f(a +tv)- f(a) E -intJ\y, t- 1g(u + tr) E -intS' + {t-1 -l)g(a) E -intS, 
t- 1 h(a +tv) E -T+ (t-1 - 1 )h( a) E -T, 
poichè a è amn1issibile e i coni sonu cunn .. ssi. Quest"ultin1o sistema afferma che il 
punto a+ tv è anunissibile e il suo valore è inferiore a .f( a). Ciò è assurdo. 
Possiamo ora applicare il Lenuna -L.i al prirno sisten1a. Per fare ciò definiamo le 
funzioni ({) : lR x )( -t y x z e t' : lH ·~ x --+ l r cunw: 
Il sistema <P(r\ v) E -int(J\1- >; S). o(,.. l' 1 E -T t" itnpossibile e quindi il Lemma 4.5 
garantisce l 'esistenza di un funzÌOlld le llUll nullo q E J\}t x s+ tale che: 
Da questo punto possian1o seguire [Glubl) e n1ostrare che esistono (} E K+, À E 
s+, (8, À) =l= (0, O) tali che: 
o E [8*8f(a) + ()* À_q(a)] )< Ày( o) + cl (UTET+ o*Th(a) x Th(a)), 
e quindi applicare il Teore1na l.G in J1l(Hiu da otte1wre la. tesi. D 
Corollario 4.8 Sr valgono tutft lt ipolt .-;i del Ttorf'lna 4. 7 c inoltre Ha(X) +T+ 
cone(h(a)) = vF. allora l'in.-;i(ln( U.,.Er~ TiJ~h(a) x Th(a) è chiuso nella topologia 
debole* di X' c lr condizioni pnc{d( nll diNntano: f.sistf (} E K+, À E s+, r E 
T+, (8,À,T) =l= (0,0,0) tali chf 
O E Bd"'.f(a) + ).iJ"'g(a) + Tit'h(a). Àg(a) = Th(a) =O. 
Dimostrazione: Si veda [ Glo82) per n1ostrare che f. chiuso l 'insieme U7 eT+ r8* h( a) x 
T h( a). Per le condizioni di con1ple1nent ari t<Ì ab bia1no ).g( a) + T h( a) = O, ma poichè 
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a è ammissibile e À e T sono funzionali positivi~ segue Àg(a) ~ O e rh(a) ~ O, in 
modo che entrambe le quantità sono 1ndle. D 
Per concludere questo paragrafo. di arno una condizione necessaria per l'efficienza 
propria per il problerna vincolato, liinitaudoci a considerare unicamente vincoli di 
disuguaglianza espressi n1ediante la funzione .9. l~ n'estensione al caso in cui siano 
contemporanean1ente presenti vincoli di ngna.glia.11za e disuguaglianza è facilmente 
ottenibile seguendo il Teore1na 4. i. Co nH'' nel Teore1na 4.4, l'uso dell'ipotesi di 
efficienza propria ci consente di eYitare la richiesta che il cono K abbia interno 
non vuoto, garantendo che il n1oltiplica1 ore d<-'lla funzione obiettivo sia strettamente 
positivo. 
Teorema 4.9 Siano )(, Y, f Z fiJW.:i louzlmf'nft convess1: separati, con Y e Z 
reticoli vetton:ah co1nplrti in cui i coni d 'onli1u 1\'y and ]{z abbiano intervalli de-
bolmente compatti f f{ y abbi a in te rn o n o 11 r u.oto. Si considerino anche il cono 
con v esso e chiuso S ç Z con ùd,'-·; =f 0 r lt fun:ion i f : 4X ~ Y, g : X ~ Z 
derivabili f: dù'rzionalmrntt stabili n t l puulo a E A = {:r E 4X : g(x) E -S} che è 
soluzione prop1·iamtnff efficirnft .'>rcondo JJ, nig dr! problem.a vincolato ed è regolare 
per f e g; allora esistono() E I\;; 1 • À E.~·+.(&.,,\)=/= (0.0) tali che: 
O E ()d"' f ( a ) + /\ it g ( o ) . )._q ( a) = O. 
Dimostrazione: Se a E PHE(A), a.llura (-'siste uu cono ]{', il cui interno contiene 
/{y\{0} tale che il seguente siste1na non ha. soluzioni nelle variabili (r, v) E lR x X: 
* Fn( v) E -in t/\'. rg( a) + "'(;(1 (v) E -intS'. 
Se infatti (r, v) fossf' una soluzione. ripercorreudo la dirnostrazione del Teorema 4.7 
e ponendo v = v/ 1'. avrenuno: 
dalla definizione di derivata dirt=>zionale, rwr t piccolo a sufficienza si ha: 
t-1 [f(a +tv)- f(a)] E -int/\"'. g(o) + t- 1 [g(a +tv)- g(a)] E -intS, 
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da cui segue: 
f(a +tv)- f(a) E -intf{'. t- 1g(u +tu) E -intS' + (t-1 -l)g(a) E -intS. 
Quest'ultimo sisten1a. affern1a. che il puuto 11 +h· i-> anunissibile e che la sua immagine 
è contenuta in f( a) - ]{' contraddicendo lP ipotesi di efficienza propria. 
Possiatno ora applicare il L12nuna -t.:> a l prinJo siste1na, condirando unicamente 
la funzione <}J. Di nuovo segut>udo r argullH-'llt aziune ddla. diinostrazione precedente, 
possiamo trovare O E ]{'+, À E S'+, ( (J. À) T- \ U. O) tali che: 
O E &d"' f( a) + ,\(F.(/( u). /\g( a) = O; 
la positivita. stretta di e è poi consee;nt-'llZi-t del fa t t o che ]{y ç int ]{' implica K'+ ç 
K +i Y· D 
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CAPITOLO 5 
Il subdifferenziale radiale stretto 
In questo capitolo voglialllO generalizzar<-' rapproccio presentato nel Capitolo 4 a 
funzioni che non anunettono necessaria1nentP la derivata direzionale, ricorrendo ad 
approssimazioni locali positiva1nente o1nogenee che estendano a funzioni vettoriali 
il ruolo che le derivate di Dini o di !\Iiclwl <-' Penot giocano per funzioni scalari. 
Come abbian1o visto nel secondo capitolo. in letteratura sono state esplorate 
diverse modalità per definire una deriYata direzionale per funzioni vettoriali. Anche 
fermandoci agli approcci che più da vicino si rifanno alla pratica più largamente 
usata per le funzioni scalari, abbia1nu visto che la definizione di derivata dipende 
da almeno due diverse nozioni di li1nite superiore per funzioni vettoriali, quella 
"ordinata' con1e ad ese1npio in [Pap;s:i'] o [h us78] e quella topologica trattata da 
Thibault [Thi80'L che considera Pes1remo snperiore dell'insieme dei punti limite 
del rapporto incre1nentale. Esiste un 'a.ltra possibilità che è rin1asta, almeno a nostra 
conoscenza, finora in esplorata: dello stt>sso insien1t> di valori limite, si può considerare 
la frontiera efficiente rispetto al cono 1\ (rispetto a -J\ per l'estremo inferiore); si 
ottiene in questo 1nodo una dehnizio1w di t>stre1no superiore (o di derivata) come 
multifunzione, da X in Y che non ipotizza la con1pletezza per l'ordine dello spazio 
Y e potrebbe essere 1nessa in relaziont> con l'approccio alla derivazione in termini di 
ventagli presentato nel Capitolo :2. 
Non sviluppian1o qui questa idea. n1a per introdurre le nuove derivate generaliz-
zate facciamo uso della definizione topologica di lin1ite superiore. Il nostro obiettivo 
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principale è quello di ottenere un 'estensionE> al caso vettoriale della derivata radiale 
stretta di Michel e Penot, in quanto essa ha. nel caso scalare, il pregio di unire in 
un solo strumento due caratteristiche cui dian1o grande importanza: la convessità 
e la natura radiale. dove per natura. radiale di una derivata intendiamo il fatto che 
essa estenda l'i1npostazione classica di Gàteaux e a tale concetto si riduca in caso di 
differenziabilità. 
Affinchè tale derivata risulti ben definita. introducian1o il concetto di funzione 
compattamente stabile~ che ha con qut=>llu di funzione con1pattamente lipschitziana 
lo stesso rapporto intercorrente tra lt=> nozioni di stabilità (lipschitzianità puntuale) 
e lipschitzianità. Per funzioni con1pattanwntP stabili vengono introdotte anche due 
nuove generalizzazioni delle derivate superione> e inferiore di Dini, diverse da quelle 
viste nel capitolo 2~ in quanto basate sulla definizione topologica di semilimite. 
Tali derivate e le loro differenze epigra.fid1t-'. sPcoiH-lo le defizioni viste nel Capitolo 
4, risultano di fonda1nentale i1nportanza per approfondire le caratteristiche della 
derivata radiale stretta. 
In tutto il presentP capitolo ipotizzPI'<"lllU sen1pre. con1e richiesta minimale, che 
X e Y siano spazi VPttoriali topologici luca lnwnl <-' convessi di Hausdorff e Y sia un 
reticolo vettoriale con1pleto rispetto alla relazione d'ordine indotta dal cono K. 
l Funzioni compattamente stabili 
Per introdurre le nuove derivate, ci baseretno su1l 1i1npostazione topologica dei semi-
limiti. Il punto di partenza sarà allora fornito dalrinsieine dei valori limite di un 
rapporto incre1nentale semplificato rispt=>t t o a cp_wllo su cui si basa l'indagine di 
Clarke (e di Thibault e di altri Autori visti nel capitolo 3). Per garantire che tale 
insieme risulti non vuoto, introducian1o ]d segtwnte classP di funzioni. 
Definizione 1.1 La funzione f ){ --T Y. t dtfta compattamente stabile zn 
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x, se esistono una m ultifunzione C : ~\~ ~ r:omp ()-) ( insinni compatti di Y) e una 
funzione r : X x lR x .. X" ---+ Y talf che 
lim r·(~r. t. d) =O \/;r, d 
t",.O . . 
e 
t- 1 [f(x + td)- /(:r)] E C(d) + r(x~ t, d). 
Se inoltre la multifunzione C è suprTiormrntr cont-inua per ogni v E X, con C(O) = 
{O}, e vale 
lin1 r(;r. t. ·v) = O \lr. d 
t"-0 . . ' 
v-d 
diremo che f è con1pattamente stabile in senso forte in x. 
Se la convergenza della funzionf r. la compatff ::::a degli insiemi C( v) e la con-
tinuità della multifu.nzione C sono verificate ·rispetto alla topologia debole di Y, f 
sarà detta infine debohnente co1npatta1nente stabile. 
L 'ipotesi di con1pa.ttezza che appare nella Definizione l. l è sufficiente ad assicu-
rare che, per ogni rete { ti}iEJ di scalari positivi. esiste una sottorete, indicizzata da 
j E J, tale che {t_;-1 [f(:r + t.7d)- f(.r)]} converge. 
Immediatan1ente dalla definizione notian1o che la classe delle funzioni deriv-
abili direzionahnente i:> una sottoclassP dellP funzioni co1npattamente stabili in cui 
la funzione c: ha valori puntuali e coincidPut i cou f'( J.', d). E' altrettanto im-
mediato notare che un ~altra sottoclasse È' data dalle funzioni compattamente pre-
lipschitziane, introdotte da Thibault [Thi80'] e a.1npia1nente trattate nel terzo capi-
tolo. La Definizione 1.1 rappresenta una ge1wralizza.zione per funzioni vettoriali 
della classe delle funzioni stabili introdotta da l\1iche] and Penot in [MiP92). Poichè 
ogni operatore lineare (anche discontinuo) è ccnnpatta1nente pre-lipschitziano (con 
C( d)= f(d))~ la continuità di una funzione non discende dall'ipotesi di stabilità com-
patta. Come ese1npio di funzione (scalare) co1npa ttan1ente stabile in senso forte, ma 
non derivabile, nè ccnnpattainentP lipschitziana si consideri f( x) = x sin(l /x), (con 
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f(O) =O); per ogni ;r #O essa è derivabile (con continutità) e nell'origine si ha: 
t-1 [f(O + td)- /(0)] =d sin( l jtd) E [-d, d]+ O 
e quindi f è con1patta1nente stabile in O, con l'ultPriorf' proprietà che la multifunzione 
C è superiormente continua con C (O) = {O}. 
Per quanto riguarda le relazioni tra funzioni con1pa.tta1nente stabili e compatta-
mente lipschitziane. abbiamo la segut>nte condiziu1w sufficiente affinchè le due nozioni 
coincidano: nelle sut> ipotesi è reso t>splicito che la n1nltifunzione C che appare nella 
Definizione 1.1 dipende dal punto ,r. 
Teorema 1.2 S1:a .f : X----+ Y-, una funzione compattamente stabile in tutti i punti 
z di un intorno C(.tì f valgano lt .'i(guenfi coutl,::ioni: 
i) la multifunzionc C(-, d) ( supfTiormentf (·ontiwua in x; 
ii) limt~o r(z.t.d) =O unf:frn·l/urnfnff in C(.rl: 
allora f è compattanu:nte Lipschitziana su V ( :r). 
Dimostrazionf: Fissato \/(0) ç y·. si prenda ll'(fl) talt> che vV +W ç V; per la 
semicontinuità superiore di C. esiste un intornu .Y ( .r) per il quale vale: 
per l'uniformità del li1nite nella Definizione l. l. esistP b > O tale che: 
1· ( z, t, d) E H/ (O ) , V z E l -( .r) . V t E (O, o) 
e quindi 
t- 1 [/(z + td)- f(z)] E C(x, d)+ V, V:: E JV n U, Vt E (0, 8). 
o 
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Consideriamo le funzioni f : ){ -t Y e g : } ' -t Z. cornpattamente stabili in x e 
f(x) = y rispettiva.nwnte. La funzione con1posta J, =go f risulta compattamente 
stabile se l 'insierne 
C9oJ(d) = U Cg( v) 
vEC f(d) 
è compatto; ciò è verificato in particolare se f f> derivabile~ in quanto ciò implica 
che CJ(d) è "singleton·. In ogni caso. se g è con1patta.n1ente stabile in senso forte in 
y = f(x ), si può mostrare che, per ogni rete {t.~} esiste sernpre un valore limite del 
rapporto incrernentalP della funzione con1posta h = .Y o f. Infatti, poichè vale 
esiste una sottorete { tk} per la quale vale Wk -t U' E cf (d) e 
detto Vk = wk + 1'J(:r. tk. d), si ha 
con Vk -t w; sfruttando la continuità superiore di ey( ·) si ottiene quindi che un 
punto limite esiste sernpre. 
2 Derivate e subdifferenziali di Dini 
Consideriarno il rapporto incrernentale t- 1 [f(J· + ld)- f(.r)]: per ogni rete {tj} con-
vergente a O, qualche sottorete t_j 1 [f(x+tjd)- f(.rl] converge, se f è compattamente 
stabile. Sia PJ(x. d) l'insierne di tali valori lirnile: l)\·\·ia.nJente si ha PJ(x, d)# 0 per 
ogni d E X. 
Definizione 2.1 Data la fun::ionf f : )( -t l, compattamente stabile in x E X, 
chiameremo derivate superiore e inferiore di Di n i di f in x le funzioni JD(Jv) : 
X -t Y date da: 
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Se Y = lR le derivate appena introdotte sono h--' consuete derivate di Dini; come 
per le funzioni scalari. si ha il seguente risultato. 
Proposizione 2.2 La funzionr f ( derivabile dirr::ionalrnente se e solo se le derivate 
di Dini esistono in }'' e vale 
Dimostrazione: La condizione necessaria è banale perchè in tal caso P1 (x, d) si riduce 
ad un solo ele1nento. D'altro canto per ogni A ç Y. se a 1 , a2 E A, a1 # a2, si ha: 
dove y > z significa y ?::: z e y =1- :: e quindi. ~e P.r ( J.'. d) non è 'singleton', le due 
derivate sono diverse. o 
Le seguenti relazioni sono facilnwnte verifica l)i li. 
(iii) (f + g)D(~r. d) :; fD(x~ d)+ gD(x~ d), poicbf> Pf+.q(:J:, d) ç PJ(x, d)+ P9 (x, d) 
e sup(A +B) :; sup A+ sup B. 
(iv) JD(x, Àd) = \(D(x, d), in 1nodo che le deriYatP sono funzioni positivamente 
omogenee. 
Alle due funzioni positiva1nente o1nogenee dw abbia1no appena introdotto, pos-
siamo applicare l'operazione di differenza epigrafica. Per fare ciò, enfatizzando la 
dipendenza dalla direzione, denotia1no le deriva tt-' di Di n i co1ne segue: 
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dove l'indice x puè) anche non essere presente se {-> chiaro dal contesto quale è il 
punto in cui le derivate sono calcolate. Se f è derivabile direzionalmente in x, la sua 
derivata f'(x, d) sarà denotata alternativamentf' da Fx(d) o F(d). 
Applicando la differenza epigrafica alle deriYatP di Dini~ possiamo definire le 
funzioni *F+(d) e ~F-(d), che sono se1npre subliiwari f" coincidono tra loro se f è 
derivabile. Per esse può essere definito un subdifh·renziale. secondo la teoria degli 
operatori convessi. ottenendo un insif'n1e convesso f' chiuso di L(X, Y). 
Definizione 2.3 Data la funziont: f : X ---+ }". colllpattanunte stabile in x, defini-
amo su h differenziale superiore e inferiore di Di n i di f in x. gli insiemi: 
e 
ov.f(.r) = {A E L("\. Y) : A;t :S *F-(d). \Id E)(}. 
Non c'è in genf'ral~ alcuna inclusione tra ()Iìf(.r) e dvf(x)~ essi sono non vuoti 
se * F+ (d) e *p- (d) sono continue in O. 
3 Il subdifferenziale radiale stretto 
Per una funzionf' con1pattan1entf' stabile è auclw possibile definire un'estensione al 
caso vettoriale del subdifferenziale introdotto da ~'lichel e Penot [MiP92]. Introdu-
ciamo la seguente notazione: .6.J(;L v, w) è l'insiPnlt-' df'i punti limite del rapporto 
incrementale t- 1 [f(.r + tw +tv)- f(:r + tw)]. per t---+ o+. 
Definizione 3.1 Sia la funzionr f : "y ---+ } · compattamente t:tabile tn x; chi-
amiamo derivata radiale stretta d1: f in :r. la fanz,:one f 0 (x, ·) : X ---+ Y, data 
da: 
f 0 (x. d)= sup sup ~f(.r. t'. w). 
w EX 
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Teorema 3.2 8f f : )( ~ Y compattamente .';tab/}( iu x. allora 
Dimostrazione: Abbia.rno: 
t- 1 [f(x + tw +tv)- f(x + tw)] = 
t- 1 [f(x + tw +tv)- f(x)]- f- 1 [f(:r + tw)- f(x)] 
E C ( w + v) + 1' (x. t. w + v) - (' ( w) - 1' ( :r l t~ w). 
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Poichè C( w+ v) e C( w) sono non vuoti e con1patti. anche C( w+ v)- C( w) lo è, e 
quindi: 
Per chiarire la prirna inclusione che appare nella tesi.si consideri una rete { tj} tale 
che tj1 [f(x + tjw + t.ic)- f(x + tjw )] converge a qualclw l E ~J(x. v, w); poichè vale 
l 'uguaglianza 
tj 1 [f(x + tjw + tjv)- f(x + fjw )] = 
t.~ l [.f (x + t j w + t j 1 ~ ) - f (x ) ] - t; 1 [.f ( J' + t j w) - f (x)] ' 
segue, considerando Pventuahnente dt>lle sotto reti. rlw l E P1(x, v+ w)- PJ(x, v). 
D 
Teorema 3.3 Sr f X ~ Y f co1npattanuufr stabile zn x, allora f 0 (x,·) è 
sublineare soddisfa: 
Dimostrazione: Verificare l'omogeneità è irnn1edia.to. Per rnostrare la subadditività, 
cominciamo a far vedere che: 
~f(X, d+ V, w) ç ~j(X~ V. U') + ~f(;L d, W). 
IL SUBDIFFERENZIALE RADIALE STRETTO 183 
Sia {tj} una rete tale che tj1 [f(x + tjw + tjv + i.Jd)- f(:r + tjw)] converge a qualche 
l E ~J(x, d+ v, w): essendo: 
tj 1 [f(:r + tiw + tjv + tjd)- f(x + t.itc)] = 
tj 1 [.f(:r + tjw + tjv + tjd)- .f(:r + t.iu' + f_;v )] + 
+tj1[f(:r + t 1 u· + t.~v)- f(x + tjw)] ç 
C C(d+r'+w)-C(v+w)+C(v+u·)-e(w)+ 
+ 1' (X, t j, d + l' + H.' ) - 1' ( ;z; ~ t J , W), 
per qualche sottoretP {t1J ç {tj}· fk" 1[.f(:r + i~;tc + f; .. t' + tkd)- .f(x + tkw + tkv)] 
convergeaqualche/1 E C(d+v+w)-C(v+w)e~ prendendo {th} ç {tk}, th'1 [f(x+ 
thw+thv)- f(x+thw)] converge a 12 E C(v+w)-C(lL'). Di conseguenza,lasottorete 
di indice h convergP a l= h +12 e si ottiene il risulta tu prt>ndendo l'estremo superiore 
su entrambi i rnen1 br i. 
Per quanto riguarda il secondo asserto, si ha iuuanzitutto 
essendo 
t -l [! (x + t v + t w ) - .f' t .r + t w)] = t- 1 [ ( -f) (x + t ( te + , · ) - t 1' ) - (-f) (x + t (w + v))]; 
segue quindi che 
f 0 (x, v)= sup sup ~J(x, v, w)= sup sup ~-.r(;r. -v, r +w)= (- f) 0 (x, -v). 
wEX w+vEX 
o 
Segue iminediatainente dalle definizioni che la derivata radiale stretta assume 
sempre valori 1naggiori della derivata superiore di Dini. Si ha infatti 
.f0 (:r.t') = sup supL\.1(;r.v,w) ~ sup~.r(.r.l'.O) = j+(x,v). 
w EX 
Un collega1nento ancora più stretto tra la deri,·a t a radiale stretta e le derivate 
di Dini è dato dal st>guente risultato. 
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Teorema 3.4 Se f : )( ~ Y compattamente stabilt in :r, allora 
Dimostrazione: Le seguenti relazioni possono essere verificate seguendo nella sostanza 
le dimostrazioni precedenti: 
e 
Ciò implica che: 
prendendo l 'estren1o superiore su w E )(, il risultato (, YPrificato. D 
Il legame fonda1nentale tra derivata radialt-> stretta e la funzione di recessione 
della derivata direzionale è una conseguanza in1n1ediata del risultato precedente. 
Corollario 3.5 Sia f : X ~ Y una funzionf d( rù•olJilt srcondo Gateaux in x, con 
derivata f' (x~ v) = F~-( v). Allora: 
Dimostrazione Abhian1o verificato cbe f ~ der1\·c-d>ile direzionaln1ente se e solo se le 
derivate superiore e iuferiore di Dini coincidono tra luro (e con la derivata). In tal 
caso si ha: 
e la tesi segue quindi dal Teorerna :3.5. D 
Definizione 3.6 [)ata la funzione .f : X ---+ Y. co·mpattamente stabile zn x, il 
su h differenziale radiale stretto di f in :r. d 0 f( x). '{ definito come: 
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Dai risultati precedenti. si nota che quando f è differenziabile secondo Gateaux 
in X, j 0 (x, ·)è lineare e 8°(x) è 'sing}eton·. 
Applicando i risultati visti a proposito di funzioni convesse. si nota eh~ il sub-
differenziale radialt> stretto è non vuoto se la derivata che lo definisce è continua. 
Otteniamo una condizione sufficientf' di continuità sotto l'ipotesi che f sia radiai-
mente lipschitziana pt=>r l 'ordine (cfr. Definiziorw 4.2.1). 
Teorema 3. 7 S1:a f : X --+ Y una funzionf compattarnente stabile in x. Se f è 
radialmente lipschit::iana per l 'ordinf in x, allor·a f 0 ( J'. ·) ( continua. 
Dimostrazionr: E' sufficiente rnostrare che f 0 (.L ·) i:> superiorn1ente limitata in un 
intorno U(O) C){. Fissati arbitrarian1ente w E){ e nn intorno dell'origine V ç X, 
si prendano un elt=>n1t>nto v E \/ e uno scalare Il( l') > O che soddisfino la definizione 
di lipschitzianità radiale; segue che: 
-kq(v):::; t- 1 [f(;r + tw +tv)- f(J· + tw)]::; ~·qto). "i'!' E \/(0), Vt E (O,h(v)). 
Ponendo Lq(l) ={I' E){: q(v) <l}. si consideri r((J) = V(O) n Lq(l), che risulta 
aperto, essendo la serninonna q continua. Val t> quiudi: 
-k:::; t-1 [f(x+tw+il,)- f(x)]-t- 1 [f(J:+tw)-f(.r)]::; L Vv E W(O) Vt E (O, h( v)). 
Passando al lin1itf' per t --+ o+, per dt>finizione di stabilità cornpatta sappiamo che 
tutti i valori lirnitt> l E ~J(x, v~ w) =J f/J. soddisfano -l.: ::; l :::; k. essendo K chiuso, e 
quindi anche 
f 0 (x. v)= sup ~J(x, v, w)::; k. \dv EU. 
w EX 
e f 0 (x, ·)è continua. D 
Con la stessa tenninologia usata nel Capitolo 4, direrno che una funzione com-
pattamente stabilf' f : _.\ --+ Y è regolare in i Sf' f 0 ( ;t.·) è continua. Si osservi che 
non c'è contaddizioue tra i due tennini perchf:> se .f è in particolare derivabile, si ha 
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Il prossin1o risultato raccoglie alcune in1portanti regole di calcolo per il subdif-
ferenziale radiale stretto. 
Teorema 3.8 Si considerino le funzioni f~ g : .X --t }'" compattamente stabili e 
regolari in x, uno scalare .'i E 1R c un funzionale linron positivo À E K+. Allora: 
a) 0°(sf)(x) = .sd0 f(x): 
b) 0° ( f + g) ( .r ) ç d0 f (x ) + 8° g ( :r ) : 
c') se gli intervalli in }'' sono dr bohnente compatti. all(J'ra: 
Dimostrazione: a) V t>rifichian1o l' affennazione solo per .s = -l essendo il caso s 2:: O 
facile da verificare. Voglian1o quindi n1ostrare c h e .4 a ppa.rtiene a 88 ox f( x) se e solo 
se -A appartiene a iJBox(- f)(x). Pt'r definiziont' di snbdifferenziale radiale stretto, 
si ha A( -v):::; f 0 (;r. -v) per ogni r E )(, e facendo uso del Teorema 3.3 segue: 
da cui segue il risultato. 
b) Se f e g sono con1pa.tta1nentP stabili in .r. lo t> anche la loro somma f + g e 
~J+9 (x, v~ w) ç ~1 (.r.r, w)+ Ll9 (:r. l'. w). lrJoltre. poicbt> restre1no superiore di una 
somma è minore della so1n1na degli estre1ni superim·i. si dt>duce che (f + g )0 ( x, v) ::; 
f 0 (x,v) + g0 (x.v). A questo punto si può applicare la teoria del subdifferenziale 
convesso (seguendo pt>r esen1pio [Val72)) per ottt>nere la. relazione cercata. 
c) Per la definizione di derivata radiale stretta si ha che .f0 {x, v) 2:: l per ogni 
l E ~J(x, v, w): prPso quindi À E ]{+. segue 
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e 
da cui 
À[f0 (x, v)]~ sup SUJL~,\f(x.r. w)== (,\f)0 (:r, v). 
w EX 
Inoltre x è regolan.) per )..j, essendo regolare pt>r f. Il resto segue come in [Thi80, 
Pro p. 4.6]. O 
Per quanto riguarda le relazioni tra il subdiffert>nziale radiale stretto e quello 
introdotto da Thibault. abbian1o il st>guente risultato clw gt>neralizzale note relazioni 
valide in ambito scalare tra il subdifferenzialt> di n1iclwl e Penot e quello di Clarke. 
Teorema 3.9 Dato una funzionf .f )( ---+ } , . compatta1nente lipschitziana zn 
x E X, vale: 
Dimostrazione: Fissato arbitraria1nente w E )(f. in1111t>diato notare che ~J(x, v, w) ç 
DJ(x. v), dove Df(;r.1•) è l'insien1e dei punti li1nite cht> definiscono la derivata gen-
eralizzata di Thiba ult. Da questa inclusione st>tw in11nediatan1ente che, per ogni 
v E X, abbia1no .f0 (.r. v)::; f 0 (x, t'). O 
L 'inclusione pro\'a.ta nel Teoretna :3 .l O non può <-'ssere invertita. Per convin-
cersene è sufficient<-' considerare una qualsiasi fu11zimw scalare che sia, in qualche 
punto, differenzia.bil<-' secondo Gàtea.ux n1a non strettanwnte e ricordare che il subd-
ifferenziale radiale stretto ritrova, in tal caso. l 'i1npostazione di Michele Penot, men-
tre il subdifferenziale di Thibault viene a coincidt>rP con quello di Clarke. Può essere 
interessante confrontare il subdiffert>nziale radiale stretto anche con l'impostazione 
di Staib, visto che anche tale autore si propone esplicitatnente di ottenere una gener-
alizzazione della diffPrenziabilità secondo Gàteaux. Supponia1no, a questo fine, che 
X sia uno spazio di Banach. 
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Ricordiarno~ dal Capitolo 4, che la derivata direzionale di Staib è dato da: 
se la derivata di Gateaux esiste ed è sublineare 
altrinwnti 
dove 
.('(x, v)= linJsupt-1 [f(.: +tv)- f(z)]. 
t"-..0 
Si nota allora cht=>. 1wi punti in cui f f. derivahilt=> secondo Gateaux con derivata 
sublineare, i due approcci coincidono ( arnn1esso chf' f soddisfi la condizione di Lip-
schitzianità richif'sta da Staib ). Nf'i punti in cui invf'ce le due impostazioni non 
coincidono. si ha. detto G>(z. t) il rapporto incn-'uwnl<~le t- 1 [f(z +tv)- f(z)]: 
o- lirn su p <i>( z ~t) 2:: o- lirn su p <h( 1·. t) 2:: 1 - lirn su p 6( x, t). 
t"..O t"'.o t"'-..0 
Dalla precedentf' catena di disuguaglianze, che deriva da.lranalisi dell'impostazione 
ordinata e topologica dei lirniti vista nel Capitolo:). segue che. in generale f 0 (x, v) :::; 
!$(x, v) e quindi anche che 0° f(x) ç o$f(x). 
4 Applicazioni all'ottimizzazio11e vettoriale 
Vediamo infine conw i concetti introdotti in quf'sto capitolo trovino applicazione nel 
campo delrottinlizzctzione vettoriale. Visti gli stretti nmtatti che intercorrono tra il 
subdifferenziale stret 1 u e il subdifff'rt-'nzia.le di recf'ssiOiw ~ non deve stupire se, anche 
a proposito di ottirnizza.zione. le tecniche din1ostra.tive siano sin1ili a quelle viste nel 
Capitolo 4. Ci lirnitian1o allora a riportare qui i risultati principali, mostrando come 
le tecniche sviluppate a proposito di funzioni con1patta.n1ente stabili, consentano di 
ricondurre le dirnostra.zioni a quelle seguite per funzio11i derivabili. lpotizzeremo in 
questo paragrafo che "\ e Y siano spazi di Banach e clw Y sia un reticolo vettoriale 
completo rispetto all'ordine indotto da un cono ],'. 
Ricordiarno qual'<':, il problerna vettoriale di cui c1 occup1an1o e quali sono le 
principali nozioni di soluzione ottirna. Si considt-Tinu ora la funzione f : X --+ Y e il 
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problema di otti1nizzazione: 
V-Min f(x) con il vincolo .rE A. A ç ~X. 
Un problen1a eli otti1nizzazione vettoriale pu(J avei-e diversi tipi di soluzione. 
Definizione 4.1 Dati gli spazi vettoriali topolo_qici .Y f Y e la funzione f : X ---+ Y, 
allora il punto a E A ç ~Y è detto: 
(i) soluzione efficiente (secondo Pareto) (a E E(A)) St (.f(A) - f(a)) n 
(-I<)= {0}. 
{ii) soluzione deboln1ente efficiente (a E DE( .4)) 8f intK =/= 0 e (f(A)-
f (a) ) n - ù1.t l\. = 0 . 
(iii) soluzione propria1nente efficiente secondo Borwein (a E PBE(A)) se 
cl T ( f (A) + 1\·. f (a)) n (-1\) = {O}. 
Tra gli insie1ni di soluzioni appena definite. va.lgouu le relazioni: 
Teorema 4.2 Sùz f: .Y ----+ Y una funziont comprdft 1ncntr stabile. Se a E DE(A) 
e a è regolan p(,. f. ollO'l·a valgono h seguf'nti condi::loni: 
(ii) per ogni cono r·onVf.'i.'iO c ç T( A, a), f.'iÙdt f} E /\'+. e =l= o. tale che: 
(iii) se gh inteTvall i d 'ordine in Y sono debolmente compatti 
OEOo*f(a)-c+. 
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Dimostrazione: (i) Se per assurdo esistesse v E T( A, a) tale che f 0 (a, v) E -intK, a 
maggior ragione sarebbe p+ (a~ v) E -in t]{, in quanto il Teoren1a 3.4 e la definizione 
di funzione di recessione assicurano che p+ ( 'U) :S *p+ (c) :S / 0 (a, v) per ogni v E X. 
D'altra parte per la definizione di derivata superion_. di Dini, anche gli elementi 
dell'insieme PJ(a~ v) devono appartenere a -int /{. PoichP f è compattamente sta-
bile, PJ(a, v)=/= 0. Se l E P1(a, v), esiste una successione di scalari {tn} tali che: 
l . f(a+tnv)-f(a) l . }' rm = E -Int \. 
n-+oo in 
Esiste allora un indice ;V tale che. per n ~ jV. si ha: 
f(a+tnv)-f(a) . 
1
. ___..;_ _ ___..;_ _ ___..;_ E -nlt \. 
t n 
e quindi f( a + tnl') - .f( a) E -in t]{. contro l'ipotesi che a sia una soluzione debol-
mente efficiente. 
Ora, essendo f 0 (a.·) una funzione sublineare rispetto a ]{, la convessità di C 
implica che f 0 (a. C)+]{ è convesso. Da (i) si ha f 0 (u. C) n -int K = 0 e quindi 
Separando i due insiPn1i n1ediante un funzionale linean" (j E Y' si ottiene (ii); anche 
(iii) segue da un ragionan1ento analogo a quello svoltu nel Teorerna 4.4.3. D 
Diamo anche una condizione necessaria per l'efficienza propria~ a cui anteponi-
amo il seguente risultato prelirninare. 
Lemma 4.3 Se f : .\· -7 Y è una funzione co'lnpattom cntr stabile in senso forte, si 
ha: 
Dimostrazion c: Preso a.rbitrarian1entt-' v E T( A. a L <-'si stono successioni { tn} '\, O e 
{ vn} -7 v tali che a + tn Vn E A. Essendo f con1pattan1E'nte stabile in senso forte, 
segue che, per ogni n E IN: 
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Poichè C è superionnente continua e lin1n-+rx) r( a, t,,. 11.,,) == O, per ogni é > O esiste 
un indice n0 E Il\
7 talt> che, per ogni n > no~ si ha.: 
Esiste allora una sottosuccessione, per co1nodità indirizzata ancora da n, tale che: 
f(a + tnvn)- f(a) l E }J ( ,,) L-(~~(') ~ 1 a, 1 ~ .· t . 
in -
ContemporaneainentP si ha che l E T(f(A), .f(a)) in quanto a+ tnvn E A e quindi 
anche ogni sua. sottosnccessione vi appartienP. St>gue tJ1'<1 che: 
F+(v) == supPJ(a,v) E T(f(A),f(a)) + 1\, 
da cui segue la tesi. essendo: 
D 
Teorema 4.4 S'in f : ){ ~ Y una funziont compattamente stabile in senso forte. 
Se a E PBE(A) l ngolare pe7' f, allora si ha: 
(ii} Se ]{ anunrftt una base debohnentt compatta. 1 (' t un cono convesso con-
tenuto i11 T(.A.u). allora esisff ()E ]{+i tale cht 
Bf0 (a, v)~ O Vu E C and 
Dimostrazione: (i) Dal Lenuna. 4.:3 e dalla proprietà del cono tangente per cui 
T(A, x)+ K ç T( A+]{, x), dove/{ è un cono. segue che: 
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Sfruttando l 'ipotesi di efficienza propria di a. ottenian1u 
.f0 (a, v) tJ. -1{, V v E T (A. a). 
(ii) Riprendendo il punto precedente, da: 
f 0 (a, T( A, a))+ f{ ç T(f(A) + 1\. f(a)), 
segue, essendo il cono tangente un cono chiuso. che: 
cl conP (/0 ( a, T(A. a))+ I<) ç T(f(A) + ]{, f( a)) 
e quindi, consideraudo un cono convesso C E T( A. a). 
Poichè f 0 (a, ·)è ]\'-sublineart>, .f0 (a. C)+ A' (, con\·esso. Si noti che il cono P è 
debolmente chiuso. t->ssendo chiuso t> convesso. 
Se ipotizzian1o poi che ]{ abbia una base dPboln1Pntt-> ccnnpatta, (che a sua volta 
implica che gli inten·alli d 'ordine siano deboln1t>ntt> conlpatti), possiamo applicare un 
risultato di separazione dovuto a Borwein [Bor77] in n1odo da trovare un funzionale 
strettamente positivo () E J{+i che separa i due coni convessi e debolmente chiusi P 
e - K. Da questo p un t o in avanti la diinostrazionP spguP con1e nel Teorema 4.4.3.0 
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