Abstract
Introduction
With the rapid development of precision positioning, micro robot and micro drive field, the traditional actuators are difficult to meet the needs of those fields. Therefore, manufacturing of actuators which make use of new intelligent materials is an urgent demand. Among many new intelligent materials, Magnetic Shape Memory Alloy (MSMA) material is the one which has the characteristics of rapid frequency response and high control precision; all of these include the advantages of both piezoceramic material and giant magnetostrictive material. MSMA material is also able to overcome the disadvantages of low deformation rate of piezoceramic material and giant magnetostrictive material. MSMA actuator exhibits strong hysteresis effect in the output displacement response (see in Figure 1 ) [1, 2] , as is the same as piezoelectric and magnetostrictive material. Due to the hysteresis effect, the positioning accuracy of MSMA actuator is very bad. In order to improve the positioning accuracy of MSMA actuator, the control method needs to be researched [3] . The most common control method for minimizing hysteresis nonlinearity is to establish hysteresis model. Hysteresis model mainly has the following categories: (a) Preisach model. Its basic idea is to use many lag elements with simple shape to simulate the complex hysteresis cures [4] [5] [6] . It can be applied to many general nonlinearity physical processes with hysteretic characteristics. Preisach model needs a lot of calculation, and a lot of experimental data are needed to estimate parameters of the model. Therefore, Preisach model cannot meet the requirements in cases of requiring high real-time or lacking experimental data. (b) Prandtl-Ishlinskii (PI) model. Its basic idea is that the hysteresis transmission model can be expressed by the superposition of some basic hysteretic operator weights [7, 8] . As a submodel of Preisach model, it has simple structure and less parameter, so it does not need a lot of calculation. (c) Krasnosel'skii-Pokrovskii (KP) model. It is based on the generics play type kernel, and has the similar characters as the Presiach model [9, 10] . The basic idea lies in the modeling of the real hysteretic transfer characteristic by a weighted superposition of many elementary hysteresis operators, which differ according to the type of the elementary operator in one or more parameters. KP model can work well for off-line identification. Compared with other operator models of hysteresis, KP model has the advantages such as continuity and convergence properties, and therefore, KP model has the ability of modeling complex hysteresis nonlinearities. (d) Duhem model. It can describe the hysteresis with differential equations, which uses the section exponential curve superposition method to approach the hysteresis [11, 12] . Compared with operator hysteresis model, Duhem model changes its output motion direction by changing its input motion direction. Duhem model has the advantage of simple calculation, and Duhem model can select different input functions to characterize more categories of hysteresis characteristic, therefore, Duhem model can deal with any shape of the load-deformation curves.
The modeling methods of the hysteretic nonlinear inverse model above are open loop control methods. Because of modeling errors and disturbance, the precision of open loop control is not very high. To further improve the control precision, some researchers have begun the research by close loop control method.
Ru et al. proposed a control method for piezoelectric actuator based on a PID feedback controller with a feedforward compensator [13] . A new mathematical model was used to describe the hysteresis phenomenon of a piezoelectric actuator. The experimental results indicate that, in comparison to the regular PID controller, the proposed method has better time and frequency tracking characteristics, and higher positioning accuracy. Chen et al. proposed a tracking control method based on the combination of feedforward and feedback loops for improving the tracking control accuracy of piezoelectric actuators [14] . The feedforward [17] . In contrast with the proposed feedforward control method, the proposed hybrid control method can improve the accuracy of the output displacement by 133.98%. Gu et al. proposed a hybrid control strategy combining a model-based feedforward controller and a PID feedback loop for high-accuracy and high-speed tracking control of piezoelectric actuators [18] . A feedforward controller is developed to cancel the rate-dependent hysteresis based on the inverse ellipse-based mathematic model, while the PID controller is used to compensate for the creep, modeling errors, and parameter uncertainties. The experimental results show that hybrid controller can reduce the root-mean-square tracking error to only 0.34% of the displacement range under the input frequency of 100 Hz. Jiang et al. proposed a new asymmetric hysteretic nonlinear modeling method for the piezoelectric actuator [19] . This method uses the two asymmetric hysteretic operators to establish the model respectively for the rising edge and the falling edge of the hysteretic loop, in addition, the use of the recursive least square simplifies the calculation of the model. Through the comparison of the experimental data, it has been proved that the asymmetric hysteretic nonlinear model has a high accuracy.
In this paper, a reinforcement learning fuzzy neural network control method is proposed to improve output displacement's precision of MSMA actuator. The proposed controller adopts generalized approximate reasoning-based intelligent control (GARIC) architecture. GARIC is consisted of three parts: the Action Selection Network (ASN), the Action Evaluation Network (AEN) and the Stochastic Action Modifier (SAM). Special structure and design of every part is described in detail. Finally, the simulation experiment is researched according to the proposed control method.
Design of Reinforcement Learning Fuzzy Neural Network Controller
The proposed reinforcement learning fuzzy neural network controller adopts GARIC architecture (See in Figure 2 ) [20] . In Figure 2 , x is the current system state, r is an external excitation signal, when the system fails, its value is 1, otherwise its value is 0, and f  is the output control value which is to make r as small as possible. AEN is state estimator whose function is, according to the state of the system x , to evaluate the system operation state so as to generate the estimation value v of external reinforcement signal, according to x and v produce internal reinforcement signal r .
The whole system will accord to r to revise the parameters of AEN and ASN, and achieve the required control precision. The role of ASN is to generate the recommended control value 
Structure of AEN
The structure of AEN is a three-layer neural network. The inputs of this neural network are x and x . x is the error between given signal and actual output signal, ' x is the change of error between given signal and actual output signal and v is the output of AEN and the estimation value of current system state. Specific structure of AEN is shown in Figure 3 . ij a is weight coefficient between input layer and hidden layer, i b is weight coefficient between the input layer and the output layer, and j c is weight coefficient between the hidden layer and the output layer, where 1, 2, 1, 2,...,16 ij  . The special work principle of every layer is as follows: The number of neurons in the input layer is 2. Input values of two neurons are respectively x and x that can describe the current state of the MSMA, and the input layer can be 
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Algorithm of Internal Reinforcement Signal
Internal reinforcement signal r is based on the output state estimation signal v from AEN and external reinforcement signal r to generate, the algorithm is as follows
where  is discount rate ( 01   ).  can make the action of ( , ) v t t less than ( , 1) v t t  . ( 1) rt is a signal at moment 1 t  , its value is -1 when error occurs, else is 0. The values of ( , ) v t t and ( , 1) v t t  are in the [ 1, 0]  . When error occurs, value of ( 1) rt is -1, value of ˆ1 rt （ ） is in the [ 1,0]  , -1 indicates that the prediction is error and needs to be punished, 0 indicates that the prediction is correct and does not need to be modified. When no error occurs, value of ( 1) rt is 0, value of ˆ1 rt （ ） is in the [-1,1] , -1 expresses the system state from right to error and should be punished; and 1 expresses the system state from error to right and should be rewarded. Finally, the generated internal reinforcement signal ˆ1 rt （ ） will be used to learn the AEN and ASN.
Structure of ASN Fuzzy Neural Network
ASN is equivalent to a fuzzy controller with the neural network form [21, 22] . In order to simplify the complexity of the controller, ASN fuzzy neural network, as a four layer fuzzy neural network, adopts the Gauss function as membership function. The network structure is The number of neurons in the input layer is 2, where x and x are error and change of error respectively, input layer can be described as
2) Fuzzification layer.
The number of neurons in the fuzzification layer is 10. Input of system can be defined as five fuzzy sets that are negative big (NB), negative small (NS), zero (Z), positive small (PS), positive big (PB) respectively. Serving as input membership function, Gauss function is used to calculate the corresponding membership function value. 
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In equation (7), The number of neurons in the rule layer is 25. The input is membership function value of each corresponding fuzzy sets, the output is the activation degree of the corresponding rules. 
Stochastic Action Modifier (SAM)
Gradient descent algorithm is widely used to learn the network. But it is easy for this method to make the control variable fall into local minimum value so that the whole system has steady state error. In order to prevent the control variable from falling into local minimum value, the control signal adopts the SAM. The learning algorithm is described as
where e x is the preset control precision of the controller. The meaning of equation (11) is: when the actuator output does not exceed the preset control precision, in order to obtain steady state, it does not adopt SAM method; and when the actuator output exceeds the preset control precision, it adopts the SAM to control the signal.
SAM method randomly generates a control variable f based on the recommended control variable f  and internal reinforcement signal r . f meets the Gaussian distribution whose mean is f  and standard deviation is ( 
() st is learning factor of ASN.
Learning Algorithm of AEN and ASN

Learning of AEN
AEN is similar to the reward learning rules. If internal reinforcement signal is positive, corresponding weigh value is rewarded. Conversely, if internal reinforcement signal is negative, corresponding weigh value is punished. The learning algorithm of weigh value i b and j c are described as
where AEN  is learning rate.
Algorithm of the weigh value between the input layer and the output layer adopts the modified BP algorithm.
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In the above weight learning algorithm, the purpose of substitute () i ct with sgn( ( )) i ct is to enhance the robustness of the algorithm.
Learning of ASN
To be learning parameters of ASN are respectively membership parameters ij m and j  of the input variable, and weight value l C in the rule layer. p is used to represent the parameters that need to be learned. The purpose of ASN is to make v biggest by adjusting the parameter p and improve the performance of the system. The parameter is adjusted by using gradient learning method, namely,
In the equation (16), ˆ() rt and () st are used as learning signal. The purpose is that if a large perturbation can obtain good control effect, this perturbation will obtain more rewards, conversely, if the larger perturbation can not achieve good results, it will reduce the impact on weight.
Since the relation between ' f and v is unknown and difficult to calculate, we use the instantaneous difference ratio with ' f and v replaces /' vf , so there is 
Copyright ⓒ 2014 SERSC Figure 5 shows the result that the output of MSMA actuator tracks the sinusoidal wave signal. It can be seen that the controller can track the sinusoidal wave signal after a short time of learning. In Figure 5 , red broken line is the sinusoidal wave signal and blue real line is actual output displacement curve of MSMA actuator. Figure 6 shows the error curve that output of MSMA actuator tracks the sinusoidal wave signal. The maximum tracing error of the proposed control method is less than 0.95% after a short time of learning. Figure 6 indicates that the proposed control method can obtain more accurate control results for MSMA actuator. 
Conclusions
The hysteresis limits the further application of MSMA actuator. Currently the research work about its high precision displacement control method has rarely appeared. A reinforcement learning fuzzy neural network control approach is proposed to improve the output displacement's precision of MSMA actuator in the paper. From the foregoing presentation and discussion of the novel RLFNNCMSMAA, main conclusions may be drawn as follows:
 The proposed control approach adopts GARIC architecture. It is mainly consisted of three parts: ASN, AEN and SAM. GARIC learns to control the MSMA actuator by use of reinforcement learning. The fuzzy controller in GARIC learns by tuning its membership functions. The basic structure of AEN is a three-layer neural network, the learning rule adopts rewards and punishment learning rule, the weight algorithm between the input layer and the hidden layer adopts the improved BP algorithm, ASN fuzzy neural network is a four-layer fuzzy neural network and adopts the Gauss membership function, using gradient learning method to adjustment the parameters of system. In order to avoid the control variable to fall into local minimum value, the control signal adopts the SAM. The SAM uses the internal reinforcement to determine an action ' f that is applied to the plant. ' f is a Gaussian random variable with mean f . The standard deviation of ' f is a function of the internal reinforcement.
 Hysteresis of MSMA actuator can be eliminated by the proposed control method. The experimental results show that the output value can track a given sinusoidal wave signal under the proposed control method, the maximum tracking error is less than 0.95%, and the hysteresis loop is less than 2.66%. It illustrates that the proposed control method can achieve good control effect.
