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Abstract
In recent years, the biomolecular sciences have been driven forward by overwhelming
advances in new biotechnological high-throughput experimental methods and bioin-
formatic genome-wide computational methods. Such breakthroughs are producing
huge amounts of new data that need to be carefully analysed to obtain correct and
useful scientiﬁc knowledge. One of the ﬁelds where this advance has become more
intense is the study of the network of ‘protein–protein interactions’, i.e. the ‘inter-
actome’. In this short review we comment on the main data and databases produced
in this ﬁeld in last 5 years. We also present a rationalized scheme of biological def-
initions that will be useful for a better understanding and interpretation of ‘what a
protein–protein interaction is’ and ‘which types of protein–protein interactions are
found in a living cell’. Finally, we comment on some assignments of interactome data
to deﬁned types of protein interaction and we present a new bioinformatic tool called
APIN (Agile Protein Interaction Network browser), which is in development and will
be applied to browsing protein interaction databases. Copyright  2004 John Wiley
&S o n s ,L t d .




In recent years, work in genomics, proteomics and
bioinformatics is producing vast amounts of data
that have to be stored and well organized in bio-
logical databases. In this respect, one of the most
productive areas has been that focused on pro-
tein–protein interactions in whole cells [8]. Sev-
eral scientiﬁc breakthroughs have been achieved in
this ﬁeld, with the ﬁrst global experimental anal-
yses of protein–protein interactions made in yeast
(Saccharomyces cerevisiae)u s i n gt h etwo-hybrid
system [17,29]. This system provides a large-scale
experimental approach to determine whether or
not each pair of proteins from the yeast proteome
physically interact. Another large-scale experimen-
tal approach based on proteomics technology, also
applied to yeast, is the systematic isolation of mul-
tiprotein complexes previously tagged, followed by
tandem-afﬁnity puriﬁcation and mass spectrome-
try to identify the proteins present in each iso-
lated complex [12]. A different experimental pro-
cedure that has been developed to explore large-
scale protein binary interactions is protein microar-
rays. A ﬁrst high-density yeast proteome microar-
ray composed of 5800 fusion proteins was built
and used to identify novel calmodulin-binding and
phospholipid-binding proteins [37]. Finally, other
high-throughput technologies used to determine
the gene expression proﬁle of thousands of genes
are DNA microarrays [26,36] and serial analy-
sis of gene expression (SAGE) [34]. These tech-
niques measure mRNA levels, producing expres-
sion proﬁles that indicate those proteins that are co-
expressed and that are probably working together
in a cellular state or in a speciﬁc cellular response.
DNA microarrays usually provide better genome-
wide information; however, one attractive feature
of SAGE when compared to microarrays is its
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In parallel to the experimental approaches, a series
of computational bioinformatic methods have been
designed to predict protein–protein interactions.
These methods are based on the analysis of differ-
ent genome-wide characteristics. The ﬁrst methods
that were published look for features at the genome
level: conservation of gene order and neighbour-
hood [5,28] and identiﬁcation of domain fusion
events for orthologous genes [9,10,20]. Other
methods explore features at the proteome level:
comparison of the phylogenetic proﬁles of ortholo-
gous proteins in complete proteomes (i.e. patterns
of presence/absence of orthologous proteins) [6, 11,
24]; identiﬁcation of proteins with similar phyloge-
netic trees, using multiple sequence alignments of
families of homologous proteins [13, 23, 25]; and
identiﬁcation of correlated mutations between the
multiple sequence alignments of pairs of proteins
[21, 22].
All of the computational methods described
are based on the hypothesis that it is possible
to predict the interaction of two proteins when
such proteins form an ‘associated pair’ which
interacts at a certain biomolecular and cellular
level. These associated pairs of proteins undergo
a common evolutionary pressure and such co-
evolution can be tracked at different structural and
functional levels. In this way, these bioinformatic
methods give additional information about the
functional properties of the proteins and they are
powerful tools to draw protein–protein interaction
networks [30]. The computational methods can
be applied to predicted protein interactions across
whole genomes/proteomes and in this way they
allow multiple genome comparisons.
Databases of Protein Interactions
As a consequence of experimental and bioinfor-
matic approaches providing data about interacting
proteins on a genome- and proteome-wide scale,
several research groups have also made an impor-
tant effort in designing and setting up databases
that include computer-controlled information about
these ‘interactomes’.
The most signiﬁcant public databases of
protein interactions are: Biomolecular Interaction
Network Database (BIND [1]); Database of
Interacting Proteins (DIP [33]); the General
Repository for Interaction Datasets (GRID [4]);
Molecular Interactions Database (MINT [35]); and
a database of predicted functional associations
among genes/proteins (STRING [31]). There
are some other biological websites that include
information from several of the databases listed
above, or tools to view and browse such data.
A review about the state of molecular biology
databases is published each year in the journal
Nucleic Acids Research. In the 2003 issue [3]
the state of the BIND, GRID and STRING
databases was reported, indicating full activity
and good development of the data that they
contain. DIP and MINT were reported on in the
2002 issue [2]. The structure and type of data
that these databases contain is similar, but not
the same. Most include the yeast interactome,
which is becoming a reference set, together with
interactome data from other species and some
curated data coming from small-scale experiments
(see review [32]). DIP is probably the most highly
curated database of protein interactions. Curation
in DIP is done manually by expert curators and
also automatically using computational approaches
[7]. DIP includes catalogues of experimentally
determined interactions between proteins and it
combines information from a variety of sources
to create a consistent dataset of protein–protein
interactions [33].
What do we mean by protein
interaction?
Intuitively, the deﬁnition of protein interaction in
its more restrictive meaning would only involve the
interaction produced by physical contact between
the surfaces of two proteins. But most of the meth-
ods currently used have a bias towards the detection
of higher levels of relation or association between
proteins. Such protein relations can be very differ-
ent: inclusion in multiprotein complexes, common
cellular compartments,s a m esignalling pathway,
same metabolic pathway, co-expression, genetic co-
regulation, or even molecular co-evolution. These
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multiple types of protein relations result in a mud-
dling datascape. In this way, the complete pro-
tein network (the interactome) that operates in a
cell is complicated not only by the large num-
ber of proteins involved, but also by the range
of distinct types of protein interactions, and if
we want to infer some biological meaning they
can not be mixed together in general datasets. An
English saying points out that ‘generalize’ is very
close to ‘generally lies’, and this can happen if
protein interaction data are stored in a database
without discrimination or discernment about the
type of interaction. The ‘generalize’ type of think-
ing is also present in the current scientiﬁc trend
for speaking about ‘genome’, ‘proteome’, ‘inter-
actome’, ‘metabolome’ and so on. This way of
deﬁning biological entities is neat when the object
of deﬁnition has a clear biological meaning, i.e.
it refers to a clear biological function, as is the
case for ‘genome’. But, in the case of ‘interac-
tome’ such a deﬁnition is more complex, since
it includes several ‘omes’ that have very different
biological meanings and functions. The complex-
ity of the interactome has not yet been clearly
addressed in scientiﬁc forums, and just recently
some authors have started to analyse the multidi-
mensional structure of networks of protein–protein
interactions [18, 27].
Different types of protein interaction
The existence of different types of interactions
has been shown when comparative analyses of
global approaches to protein–protein interactions
have been made [32]. Legrain and co-workers have
discussed the limitations of methods for massive
determination of protein interactions, showing that
there is a low degree of overlap between the inter-
actions determined by different methods [19]. With
this in mind, other authors have designed com-
putational tools to try to assess the reliability of
data from high-throughput screening approaches
[7]. Both questions, i.e. the low overlapping of
interactome datasets and the low reliability of high-
throughput screening methods, are correlated with
the problem underlined above: protein–protein
interaction data obtained with different methods
explore different types of interaction/association.
Under these arguments, it seems evident that
there is a need to better deﬁne what types of
protein–protein associations can be found in a
living cell. We undertake that deﬁnition, trying
to cover the main biological features that involve
protein–protein association in a unicellular living
organism. In this way we can distinguish three
levels of association, with several sublevels:
1. Co-interacting proteins, deﬁned as physical
interaction:
(a) Permanent interaction: proteins forming a
stable protein complex that carries out a
biomolecular role (structural or functional).
These proteins are protein subunits of the
complex and they work together. Examples
include ATPase subunits, subunits of the
nuclear pore, and ribosomal proteins within
the S and L elements of the ribosome.
(b) Transient interaction: proteins that come
together in certain cellular states to under-
take a biomolecular function. Examples
include the DNA replicative complex, and
most of the proteins involved in signal trans-
duction cascades.
2. Correlated proteins, deﬁned as proteins that are
involved in the same biomolecular activity but
that do not interact physically:
(a) Metabolic correlation: proteins involved in
the same metabolic pathway. These pro-
teins are mostly enzymes. Examples include
Krebs cycle enzymes, and prostaglandin
synthesis enzymes.
(b) Genetic correlation: proteins that are
encoded by co-expressed or co-regulated
genes. These could be called operon-
type proteins. Examples include enzymes
that regulate the glycolytic pathway, and
proteins that regulate a phase of the
cell cycle.
3. Co-located proteins, deﬁned as proteins that
work in the same cellular compartment:
(a) Soluble location: proteins placed in the
same cellular soluble space. Examples
include proteins in the lysosome, proteins
in the mitochondrial stroma, and proteins in
the endoplasmic reticulum.
(b) Membrane location: proteins placed in
the same cellular membrane. Examples
include receptors in the plasma membrane,
transporters in the mitochondrial membrane,
and membrane translocation complexes.
Copyright  2004 John Wiley & Sons, Ltd. Comp Funct Genom 2004; 5: 173–178.176 J. De Las Rivas and A. de Luis
It is clear that two proteins can be linked by
more than one of the deﬁned types of association.
Moreover, one particular protein can be related
to several others by different types of association.
Therefore, the deﬁned types are not exclusive. This
fact reﬂects the complexity of protein networks,
but these deﬁnitions provide a foundation for better
understanding of what we mean by interactome.
Some assignments of interactome data
to deﬁned types of protein interaction
The given deﬁnitions should improve the analysis
of data about interactomes. Some assignments can
be done based on the properties of the experimental
technique used to produce the data. So, the two-
hybrid system and protein microarrays produce
mainly data about transient co-interacting proteins
(class 1b). The two-hybrid system is limited only to
pairwise interactions. The puriﬁcation of complexes
and mass spectrometry technique reveals mostly
stable co-interacting proteins (class 1a). Expression
microarrays measure mRNA levels and reveal co-
expressed proteins that may also be co-regulated
(class 2b).
Assignments for the bioinformatic methods have
been made by quantifying a posteriori the type of
protein interaction that each method produces (see
reviews [16,30]). In this way, quantitative evalua-
tion by Huynen and collaborators [15] found that
66–80% of the associations detected by the conser-
vation of gene order method correspond to physical
interactions, and about 13% to metabolic correla-
tion. Of the associations detected as gene fusion
events, about 66% correspond to physical interac-
tions and about 15% to metabolic correlation. The
associations detected by phylogenetic proﬁles cor-
respond to physical interactions in about 33% of
cases and to metabolic correlation in 33% of cases.
The number of collections of interacting pro-
teins (i.e. known interactomes) is still small and
Figure1.AviewoftheAPIN tooldisplayingasubsetfromDIPdatabasecorrespondingto allknownhumanligand–receptor
interactions [14]. The colour and direction of the links indicate whether a protein is a ligand or a receptor. The number of
links shows the number of proteins that bind a certain receptor or ligand
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therefore these assignments are preliminary and
partial. However, it seems clear that databases of
protein interactions should incorporate not only
new collections of interacting proteins but also
good deﬁnitions and annotation about the types of
protein interaction that they include in each case.
Due to the fact that such annotations are impossi-
ble in many cases of high-throughput methods, new
efforts to develop automated computational tools to
compare datasets, and to assess their accuracy and
coverage, are needed.
APIN, an agile protein interaction
network browser
As a ﬁrst step to facilitate the understanding of
protein-protein interaction networks we have devel-
oped a bioinformatic tool called APIN (Agile Pro-
tein Interaction Network browser). This tool allows
users to view and browse the nodes and links/edges
of a protein interaction database (Figure 1). The
nodes are the proteins and the links or edges are
the types of interaction. APIN is based on a JAVA
applet (TouchGraph) and displays the data stored
in a MySQL database of interactions. The APIN
browser reads data from the database and displays
them in an interactive customizable way, like a
browser. In this way, using an intuitive and clear
interface one can navigate into complex interac-
tome databases focusing on some areas, or on some
speciﬁc proteins, by applying restrictions to the
queried data. The tool is still in early development
and we are implementing its capacity and power to
browse over complex protein interaction networks,
including the three levels of association described.
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