Abstract. This paper presents new results on switching control using neural networks. Given a set of candidate controllers, a pair of neural networks is trained to identify the stability region and estimate the closed-loop performance for each controller. The neural network outputs are used in the on-line switching rule to select the controller output to be applied to the system during each control period. The paper presents architectures and training procedures for the neural networks and sufcient conditions for stability of the closed-loop system using the proposed switching strategy. The neural-network-based switching strategy is applied to generate the switching strategy embeded in the simplex architecture, a real-time infrastructure for soft on-line control system upgrades. Results are shown for the real-time level control of a submerged vessel.
Introduction
A common approach to control complex dynamic systems is to design a number of di erent controllers, each for a particular operating region or performance objective, and then to switch among the controllers in real time to achieve the overall control objective. This is, for example, the philosophy behind gain-scheduled controllers. Recently, switching control strategies have been proposed for adaptive control of unknown systems 1 , 9 , and to optimize the performance of stabilizing controllers for a known plant 8 . It is useful to view switching control systems as hybrid systems, that is, systems with both continuous state variables and discrete state variables. The plant state variables assuming a continuous-variable system and possibly continuous state variables in the controllers constitute the continuous state of the switching control system; the index of the current controller being applied to the system, and possibly discrete variables in the sequential switching logic, constitute the discrete state. System performance and stability are also normally de ned in terms of the continuous-state trajectories. Analysis of switching control systems from either perspective is di cult because of the interaction between the continuous and discrete dynamics through the switching rules. Given a collection of controllers for a nonlinear dynamic system, neural network techniques are presented for estimating the regions of stability and performance of each controller, and an on-line switching strategy is proposed based on these neural network estimates. Su cient conditions are presented for closed-loop stability of the switching control system. On the application side, we describe the use of the neural network strategy to implement the switching rules in the simplex architecture, a realtime environment developed at the Software Engineering Institute at Carnegie Mellon University that provides protection against errors in control system upgrades 11 , 4 and 10 . Results are presented for the real-time control of the level of a submerged vessel.
Problem Formulation
We consider the problem of controlling a nonlinear system described by the state equations xk+1 = fxk; uk 1 xk 2 S; uk 2 D where xk 2 R n is the state vector and uk 2 R m the control input vector.
The connected sets S R n ; D R m represent p h ysical constraints on the system state and control, respectively. The discrete-time state equation re ects the sampled-data implementation of a computer control system. The control objective i s t o t a k e the state to the origin.
We assume M state feedback controllers have been designed for this system, with the i th control law given by g i : R n ! R m : We assume the origin is a stable equilibrium for each of the controllers in some unknown region. The objective of the switching strategy is to select one of the control outputs to apply the system at each control instant t o achieve the largest possible region of stability for the closed-loop system with a good transient response. The closed-loop system created by the application of each controller is characterized by a stability region and a performance index 1 is a discount factor, U i : R n ! R is a positive de nite state cost function, and B i is the bias coe cient for the i th controller. We assume 3 converges for = 1 :
The proposed approach for selecting the controller at each sampling instant is illustrated in gure 1. Neural networks are used to compute estimates of the stability regions R i and performance indices J i at the current state, denoted byR i andĴ i ; respectively. The index of the control input to be applied for the next period, denoted ik; is then selected as ik = arg min 
In words, the scheduler selects the controller with the minimum estimate performance index from among the controllers for which the current state is in the estimated stability region and, for the controllers other than the current controller, the current estimated performance index is less than the corresponding bound L i k : The limits L i k guarantee a controller is not re-selected once it has been used until its performance index has decreased below the lowest value reached when it was last active. If the system leaves the stability region of the controller used during the previous period, all controllers become candidates again by setting L i k = 1 for all i = 1 ; : : :; M :This selection criterion is motivated by the minswitching strategies based on Lyapunov functions proposed in 8 and 6 . The strategy proposed in this paper replaces the Lyapunov functions with the neural network estimates of the performance measure, making it viable for systems for which the dynamics are not known precisely or Lyapunov functions cannot be found by analysis.
Neural Networks
Neural networks are used in two w ays in the proposed scheme. The stability region estimator is a classi er, identifying when the system is stable for a given state. The performance estimator produces an estimate of the cost-to-go function 3 from a given state. In both cases a two-layer feedforward network is used for its capacity as an universal approximator with a size that is small relative to the size of the data set 3 . 5 where x 2 R no is the input vector, y 2 R n 3 the output vector, Wi 2 R n i n i,1 ; i = 1 ; 2; 3 and Wo 2 R n 3 no ; the weight matrices for each layer of ni units, bi 2 R n i the threshold vectors for each l a yer and i : R n i ! R n i ; i= 1 ; 2; the nonlinear functions for each hidden layer.
The functions i: for the hidden units of the neural network are all chosen to be the hyperbolic tangent functions applied to each component of its input vector i.e. ijx = tanhxj . In our application, the input vector x is the state of the plant for both the stability region estimators and performance estimators.
Estimating Stability Regions
For the stability region estimators, the neural network output y i s a t wodimensional vector with components ranging roughly between -1 and 1 in the region of approximation. The ideal output values are y1; y 2 = The stability region classi er is motivated by the necessity of obtaining conservative approximations for the stability regions. The parameter is chosen after the network is trained so that the classi cation is correct for all the training and validation data. The parameter is chosen much smaller than the maximum of the norm of the gradient of the network output over the domain. The training of the neural network for the stability region estimator is based on supervised learning procedures. This approach is widely used for pattern recognition and classi cation applications 3 . To initialize the training for each controller, the following three regions A B C are de ned, based on a priori knowledge of the closed-loop system behavior:
1. Inner region A. A v ery conservative region which includes all the states from which c o vergence to the origin is certain. 2. Study region B. The region on which the training procedure is going to be conducted. 3. Unsafe region C. The bounding region in which the system is either unstable or the state is outside the operating region of interest. By making experiments with the controllers starting at states belonging to region B, and observing if the evolution leads the system to region A or to region C, data is obtained for region B to train the neural network. This procedure is carried out initially using o -line data, but training can continue on line as the system operates. Comparisons of the neural network stability region estimator with other approaches to stability region approximation have been presented in 7 . We h a ve found that in all cases, with a reasonable amount of training, the neural network obtains an estimate of the stability region which i s much less conservative than most other methods. Moreover, since it is not model-based, the neural network classi er can be applied to systems using empirical data.
Estimating Performance Indices
Estimating performance indices such as 3 is a standard problem in Neuro-dynamic programming 2 . A Heuristic Dynamic Programming HDP algorithm 13 is used to train the networks. The training algorithm uses an estimation of the cost-to-go at xk given by J i xk = U i xk + Ĵ i xk+1 6 where J i xk is the desired value for the network for state xk: Equation 6 is motivated by the de nition of J i x 3 neglecting the bias term B i which is added directly to the output of the network. In our applications, U i x is a standard quadratic form, U i x = x T P x; P T = P 0; i = 1 ; : : :; M :
The HDP training procedure, illustrated in gure 2, is described brie y as follows. Given the new state value xk+1 at time k + 1 ; the neural network with parameters from time k; denoted NNik; is used to predict bothĴ i xk andĴ i xk+1: The latter value is used to compute J i xk as de ned in 6. The di erence k = J i xk,Ĵ i xk is used, in a backpropagation algorithm, to update the parameters in the neural network to produce NNik + 1 indicated by the arrow through the NNi block. Fig. 2 . HDP learning scheme.
Analytical results for related problems in the context of Q-learning 5 and temporal di erences 12 indicate that convergence should be expected under rather mild conditions. A principal di erence between our application and most work on learning cost-to-go performance indices is that the estimated values of the performance indices do not in uence the control laws. We assume, rather, that each of the given controllers stabilizes the system and the feedback l a ws remain xed.
Analysis of Closed-Loop Performance
We rst consider the system behavior in the perfect information case, that is, when the performance measures and stability regions are known for each controller. We then consider the e ect of using the neural network estimators rather than the exact values. The approach to analyzing the closed-loop system follows the technique for the min-switching strategy suggested in 8 for the continuous-time case. To restate the basic Lyapunov results for our discrete-time context, suppose for each control law g i there is a known Lyapunov function V i x for the closed-loop system under that control law within the region of stability R i : Moreover, suppose the control applied at each sample instant is chosen according to the min-switching strategy, that is, the control is selected which corresponds to a Lyapunov function with the minimum value among all the Lyapunov functions evaluated at the current state. The following theorem is the discrete-time version of the result in 8 . We n o w turn to the min-switching strategy using the neural network estimators. In the following we assume the stability region estimators are all conservative, that is, for all i = 1 ; : : :; M ;R i R i : Moreover, we assume all the stability region estimates are nonempty and connected. These assumptions are reasonable given the properties of neural network classi ers and the ability to initiate the training for the stability region estimators based on a priori knowledge of the capabilities of the given controllers. because of the continuity assumption on J l x: Since this has to be true for any l; after a nite K in which all the controllers that are not used in nite number of times do not become active a n ymore, the sequence xk is arbitrarily close to X :
This theorem indicates that when the performance estimates are used rather than the exact performance indices, the min-cost switching strategy will drive the state to a neighborhood of the origin determined by the magnitudes of the errors in the performance estimates for each controller. Theorem 3 does not guaranteed the neighborhood is arbitrarily small, however. Moreover, the exact performance measures are not known in general, so the neighborhood in Theorem 3 could not be computed even if the bound on the estimation error was known. These difculties are eliminated when = 1 ; however, since in this case we h a ve J i x = , Ux: Corollary 4. Under the assumptions of Theorem 3 with = 1 ; if the min-switching strategy is applied for some xo 2R = SR i resulting in a state trajectory such that xk ! TR i ; then xk ! f x 2 R n jUx 2 g:
An Application
One of the principal motivations for developing the controller switching strategy presented in this paper is to provide a method for implementing the switching rules in the simplex architecture, a real-time environment developed at the Software Engineering Institute at Carnegie Mellon University that provides protection against errors in control system upgrades. Figure 4 show s a t ypical con guration for simplex in which there are three controllers: a safety controller, a reliable baseline controller, and an experimental controller representing a new, untested control module. The basic idea of the simplex system is to guarantee that the baseline controller performance is maintained if there are problems in the experimental controller. This is accomplished by monitoring the control outputs and system performance when the experimental controller is installed, and switching control back to the baseline controller if problems are detected. The safety controller is invoked when it is necessary to take more extreme action to return the system to the operating region for the baseline controller. Clearly the ability for the simplex system to provide the desired protection against errors in the experimental controller depends entirely on the rules used to switch b e t ween controllers. These rules are very dicult to create and maintain, even for small systems. The neural network approach proposed in this paper provides a means of obtaining less conservative estimates of the stability regions for the controllers, and also a method for determining when to switch from the safety controller back to the baseline controller based on estimates of their performance. We present results here on the implementation of the min-switching control strategy for a level-control system for an underwater vessel. This system has been designed in the Software Engineering Institute at Carnegie Mellon University as a testbed for the development of dependable and evolvable systems using the simplex architecture. The experimental system consists of a water tank in which a v essel can move v ertically by changing the size of the air bubble inside it. Air is moved in and out of the vessel through a exible tube connected to a cylinder-piston mechanism. Figure 5 show s a s c hematic diagram of the system components. The control goal is to stabilize the vessel at an arbitrary position inside the water tank. The position of the vessel and the size of the air bubble are measured directly using ultrasound sensors. A stepper motor controls the piston movement. Constraints are imposed by the bottom of the tank and the water level. The control input is limited by the maximum speed of the stepper motor. A set point o f yst = 2 5 in was selected. Two controllers were used to test the switching strategy. Both controllers are state feedback controllers used in the original simplex architecture implementation. One controller, u1; has an acceptable performance close to the set point while the second controller, u2; performs better in a larger operating region using a bang-bang action, but with unacceptable oscillations near the set point. An analytical model was used for initial training of the neural network, then experimental data from twenty runs were used to adapt the parameters of the neural networks to estimate the performance indices of both controllers. Figure 6 shows a typical data pro le to estimate the performance index of one of the controllers and gure 7 shows a slice of the resulting performance estimate. 
Discussion
This paper presents a method for switching among a set of given controllers using multilayer feedforward neural networks and neuro-dynamic programming techniques. In contrast to switching control strategies aimed at adapting to unknown plant dynamics, the objective in this work is to select the best controller from among a set of controllers that have been designed for a known plant. This objective is most closely aligned with the switching control strategies proposed in 8 and 6 . By using neural networks to estimate the stability regions and performance indices for the controllers, the switching strategy depends on experimental data from the actual system, rather than analytical models that may lead to misleading or incorrect switching rules. We present a new result on the stability of the min-switching strategy using estimates of Lyapunov functions. The convergence and stability results in this paper are su cient conditions. There are several open problems concerning the veri cation of these conditions in applications and the possibility of obtaining less conservative results. For the closed-loop behavior, the rami cations of continued learning and persistent excitation need to be studied further. It would be desirable to introduce techniques by which performance estimate learning could be achieved for the controllers that are not currently controlling the system, by i n troducing, perhaps, a model of the system being controlled. The introduction of adaptive control to deal with changes in the plant dynamics may also be important for some applications.
