We have obtained spectra of 163 quasars at z em > 4.4 with the Gemini Multi Object Spectrometers on the Gemini North and South telescopes, the largest publicly available sample of high-quality, low-resolution spectra at these redshifts. From this homogeneous data set, we generated stacked quasar spectra in three redshift intervals at z ∼ 5. We have modelled the flux below the rest-frame Lyman limit (λ r < 912Å) to assess the mean free path λ 70 Mpc and η = −5.4 ± 0.4 between z = 2.3 and z = 5.5. This rapid evolution requires a physical mechanism -beyond cosmological expansion -which reduces the cosmic effective Lyman limit opacity. We speculate that the majority of H I Lyman limit opacity manifests in gas outside galactic dark matter haloes, tracing large-scale structures (e.g. filaments) whose average density (and consequently neutral fraction) decreases with cosmic time. Our measurements of the strongly redshift-dependent mean free path shortly after the completion of H I reionization serve as a valuable boundary condition for numerical models thereof. Having measured λ 912 mfp ≈ 10 Mpc at z = 5.2, we confirm that the intergalactic medium is highly ionized by that epoch and that the redshift evolution of the mean free path does not show a break that would indicate a recent end to H I reionization.
INTRODUCTION
The current cosmological paradigm posits that ≈ 1 Gyr after the Big Bang compact sources -stars, accreting black holes -gen-⋆ E-mail: gabor@mpia-hd.mpg.de erate sufficient ionizing radiation to reionize the neutral hydrogen throughout the bulk of the intergalactic medium (IGM). Indeed, the spectra of distant quasars and gamma-ray bursts reveal a forest of Ly α absorption lines which are characteristic of a highly ionized medium at z 6 (e.g. Gunn & Peterson 1965; Chen et al. 2005 ). Resolving the epoch of reionization, its timing and the nature of c 0000 RAS these ionizing sources stands as one of the outstanding challenges of modern cosmology.
While the community eagerly awaits results of low-frequency radio observations to probe the reionization epoch via the 21cm hyperfine transition (e.g. Zaroubi et al. 2012; Yatawatta et al. 2013; Pober et al. 2013; Beardsley et al. 2013) , researchers have been studying effects of reionization on the IGM in absorption through spectroscopy of background sources. These include the most distant quasars Mortlock et al. 2011 ) and z > 8 gamma-ray bursts 'revealed' by their extremely faint optical fluxes (Kawai et al. 2006; Cucchiara et al. 2011; Chornock et al. 2013 ). Analysis of these data suggest the transition to a predominantly ionized universe occurs at z 6 (White et al. 2003; Bolton et al. 2011) , where a sharp increase in the effective Ly α opacity may occur (but see Becker, Rauch & Sargent (2007) ).
Preferably, one would trace evolution in the ionization state of the IGM in the Lyman continuum which has an effective opacity nearly four orders of magnitude smaller than Ly α and is therefore far more sensitive to the neutral fraction of hydrogen. The effective Lyman Limit (LL) opacity is frequently represented by the mean free path λ 912 mfp , defined here to be the physical distance a packet of ionizing photons can travel before encountering an e −1 attenuation. By definition, λ 912 mfp approaches zero as one transitions into the reionization epoch (e.g. Gnedin 2000) . After reionization, the mean free path is set by the distribution and evolution of residual neutral gas in the universe. This will include dense, collapsed structures (e.g. galaxies) but the opacity may be dominated by more diffuse gas in the outskirts of dark matter haloes (e.g. Fumagalli et al. 2011 ) and even more distant and diffuse structures in the IGM. By assessing the redshift evolution of λ 912 mfp , one constrains the nature of structures providing the universe's LL opacity and, as importantly, its attenuation of the ionizing sources which generate the extragalactic UV background (Faucher-Giguère et al. 2009; Haardt & Madau 2012) .
Many previous works have estimated λ 912 mfp by first evaluating the H I frequency distribution f (NHI) of IGM absorbers (and its redshift evolution; f (NHI, z)) and then convolving this distribution with the photoionization cross-section (e.g. Meiksin & Madau 1993) . Varying f (NHI, z) within the observational uncertainties, this indirect approach has yielded estimates of 40 to 150h −1 70 Mpc (proper) at z ∼ 3 in a ΛCDM cosmology (Madau, Haardt & Rees 1999; Faucher-Giguère et al. 2008a; Meiksin & Madau 1993 ). This approach is affected by uncertainty in f (NHI, z) from line blending and clustering of absorbers contributing to the LL opacity, at least at z ∼ 2.5 (Rudie et al. 2013; Prochaska et al. 2014) . Recently, the mean free path has been directly evaluated through the analysis of stacked rest-frame quasar spectra: at z ≈ 4 using data taken by the Sloan Digital Sky Survey (SDSS; Abazajian et al. 2009 ) and at z ∼ 2 − 3 with space and ground-based programmmes (Prochaska, Worseck & O'Meara 2009; O'Meara et al. 2013; Fumagalli et al. 2013b) . These results show a monotonic increase in λ 70 Mpc at z = 2.5. For z > 4, the current constraints on λ 912 mfp are much poorer owing to the small sample of quasars observed at sufficient signal-to-noise (S/N) to assess the Lyman continuum opacity. Our own analysis of the SDSS data set terminated at z = 4.2 (Prochaska, Worseck & O'Meara 2009) , and the SDSS-III survey offers few new bright sources at these redshifts (Pâris et al. 2013) . Songaila & Cowie (2010) surveyed 25 quasars for Lyman limit systems (LLSs) with medium resolution Keck spectroscopy and discovered 20 absorbers with τ
LL 912
1 at z > 4, but sampled only 10 systems at z > 4.5. Combining their results with previous surveys (Storrie-Lombardi et al. 1994; Péroux et al. 2003) , they measured the incidence of LLSs to z ∼ 5 and inferred a mean free path of 50h −1 70 Mpc at z = 3.5 assuming a power-law frequency distribution f (NHI) ∝ N −β HI with a relatively flat β = 1.3. Again, f (NHI, z) is poorly constrained at z > 3.5, especially at column densities NHI ≈ 10 17 cm −2 implying a significant (∼ 30 per cent) systematic uncertainty in λ 912 mfp estimates. In 2010, our group began a multi-semester campaign with the Gemini Multi Object Spectrometers (GMOSs; Hook et al. 2004) on the twin Gemini 8 m telescopes, to survey approximately 150 quasars at zem > 4.4, discovered primarily by SDSS. The primary goal of this Giant Gemini GMOS (GGG) survey is to precisely measure λ 912 mfp at z ∼ 5; this is the focus of this manuscript. The data also enable estimates of the average IGM Lyman series opacity, studies of high-z quasar emission properties, and a search for high-z high-column density absorbers. Those topics will be considered in future manuscripts. In the following, we adopt a flat ΛCDM cosmology with H0 = 70h70 km s −1 Mpc −1 , Ωm = 0.30, and ΩΛ = 0.70. Unless noted otherwise, all distances quoted in this paper are proper and corrected to the used cosmology.
SAMPLE SELECTION
The primary goal of the GGG survey is to extend measurements of the mean free path to ionizing radiation to z > 4.2. Our methodology follows the techniques developed in Prochaska, Worseck & O'Meara (2009) and O'Meara et al. (2013) , which we briefly summarize: (i) generate stacked rest-frame spectra of a random sample of quasars with a narrow range of emission redshift zem; (ii) model the average flux at rest wavelengths λr < 912Å with a standard quasar spectral energy distribution (SED), an evolving Lyman series opacity from the H I forest, and an opacity set by the cumulative LL absorption of the IGM; (iii) calculate the distance from zem where the flux is attenuated by e −1 from LL absorption alone. Unlike previous approaches which relied on evaluations of the H I frequency distribution f (NHI, z), our approach offers a nearly direct estimation of λ 912 mfp . Generally, the uncertainty is driven by sample variance, and possible systematic errors are estimated below.
To perform the λ 912 mfp measurement, we require a quasar data set with the following characteristics: (i) well measured emission redshifts (σv < 1000 km s −1 ); (ii) a large sample of sources (N 50) at nearly the same zem; (iii) a homogeneous, spectral data set in resolution, wavelength coverage and data reduction processing; (iv) coverage of the emission-line free λr ≈ 1450Å spectral region to scale the spectra to one another; (v) quasar spectra without strong broad absorption line features; (vi) a relative spectral fluxing accurate to a few per cent; (vii) a S/N per pixel in excess of ≈ 5Å −1 to minimize systematic error associated with continuum placement (for other projects) and sky subtraction.
Upon publication of Prochaska, Worseck & O'Meara (2009) , we recognized that no such data set existed at z > 4. While the SDSS had discovered and observed several hundreds of quasars at those redshifts, the majority of these data had too low S/N for precise zem measurements and may well suffer from systematic errors (e.g. poor sky subtraction) that preclude the generation of robust stacked spectra. Therefore, we initiated a programmes on the Gemini North and South telescopes with the Gemini Multi Object Spectrometers (GMOSs; Hook et al. 2004 ) to observe over 150 quasars at zem > 4.4. Details on the instrument configuration are presented in the following section. At these high redshifts, the IGM strongly absorbs the quasar flux at wavelengths λ < 6500Å. This implies that the colour selection algorithms used by SDSS to target these quasars are essentially free from any bias from the presence of LL absorption (Worseck & Prochaska 2011) . In this respect, we consider the sample to be unbiased.
All of our targets were taken from the SDSS Data Release 7 (Abazajian et al. 2009 ). We began by retrieving the 'best' 1D spectrum for every source flagged as a z > 4.4 quasar by the SDSS automatic redshift assignment routine, and proceeded to vet each of them through visual inspection of the SDSS spectra. We culled sources with apparent broad absorption line (BAL) features and those where zem had been erroneously assigned. This provided a pool of ≈ 380 sources. From these we selected 163 for observations with Gemini. The precise target list represents a compromise between sampling the redshift interval zem = [4.4, 5.5], selecting sources sufficiently bright for an approximately one hour Gemini/GMOS observation, considerations on the number of sources per observing semester, maximizing the number of sources for Gemini South, and the availability of suitable guide stars. We believe that none of these criteria has an important impact on the LL absorption along the sight lines. Table A1 lists all of the sources observed in our programme. A visual summary of the main properties of our survey is provided in Fig. 1 .
The only other survey of competitive size and quality at these redshifts is the sample developed by Songaila & Cowie (2010) . Those authors observed 25 quasars at zem > 4.17 with Keck/ESI at high spectral resolution (R ∼ 5300) and S/N, and combined their sample with the literature (Péroux et al. 2003) . However, this combined sample of 39 zem > 4.4 quasars yields a rough λ 912 mfp estimate at best, owing to sample variance and the broad emission redshift distribution. As we will show below, 40 sight lines per ∆z ≃ 0.3 are needed to track the redshift evolution of the mean free path at z > 4. GN-2010A-Q-33  40  2  40  GS-2010A-Q-1  18  1  18  GN-2010B-Q-71  24  2  21  GS-2010B-Q-28  20  1  20  GN-2011A-Q-1  33  1  35  GS-2011A-Q-1  27  1  29 
OBSERVATIONS AND DATA REDUCTION
We proposed for Gemini observing time through all partners in Semesters 2010A, 2010B, and 2011A. Altogether, we were allocated 162 hours for observations in queue mode, with 60 per cent allocated on Gemini North to efficiently cover the SDSS footprint. A summary of our programme is given in Table 1 . For every source, we obtained a spectrum through the 1 ′′ longslit with two of the GMOS gratings: (i) the B600 grating blazed at 4610Å with a FWHM resolution of ≈ 320 km s −1 and an unbinned spectral dispersion of 0.46Å pixel −1 and; (ii) the R400 grating blazed at 7640Å with FWHM ≈ 360 km s −1 and a dispersion of 0.69Å pixel −1 . We binned the CCDs twice in the spatial dimension and 4 times spectrally, resulting in a sampling of ∼ 3 pixels per spectral resolution element. During our observing campaign both GMOSs were equipped with their original EEV 3 CCD mosaics. For every target we acquired two 900 s exposures with the B600 grating and a single 480 s exposure with the R400 grating. The exposures were taken together in an approximately 1 h continuous block including overheads for target acquisition, readout and attached flatfield exposures. We dithered by 50Å between the B600 exposures to cover the spectral gaps between the 3-CCD mosaic of GMOS. The B600 grating tilt was set to cover down to a rest-wavelength of ≈ 850Å and therefore depended on the quasar's emission redshift. The R400 grating was tilted to cover the C IV emission line of each quasar and to overlap the B600 spectrum at approximately Ly α emission.
To minimize slit losses from atmospheric dispersion, we designed observations to be taken as close to parallactic as possible. Almost all targets were placed near the centre of the slit to allow for accurate sky subtraction (flexure) and to still approximately minimize atmospheric dispersion when rotating the slit by 180
• (Filippenko 1982) . Typically, the two B600 exposures were taken with a 10 ′′ spatial offset to mitigate CCD fringing at the reddest wavelengths after co-addition. Occasionally, limitations on guide star availability meant that targets could not be observed at parallactic angle or just with larger spatial offsets. However, cross-checks with the available SDSS spectra revealed that flux calibration was not compromised. We attribute part of this success to target acquisition in a filter near the wavelength range of interest (SDSS r).
Throughout our programme we obtained GMOS baseline calibrations. One internal quartz halogen flat field exposure was attached to every science exposure, while wavelength calibration spectra were taken during daytime with a CuAr lamp. Night sky emission lines provided an approximate flexure correction. As per standard Gemini operating procedure, standard stars were observed at our various setups throughout each semester under varying conditions that still allowed for relative flux calibration. Bias frames were collected from the Gemini Science Archive.
More than half of the quasar spectra collected with GMOS-N in Semester 2010A were affected by local persistence on the EEV CCDs due to the standard practice to interleave GMOS science and flat field exposures in queue observations. The persistence was stable and was corrected with dark exposures. Spatial offsets ensured that the remaining 2010A spectra did not fall close to affected pixels. In the following semesters GMOS-N science exposures were taken before any flat field exposures. Our GMOS-S sample does not show persistence effects.
Our survey was carried out in varying observing conditions to maximize schedulability and thus the final sample size. Our minimum acceptable conditions were: (i) image quality 85 percentile (FWHM 1.1 ′′ ), (ii) sky background 50 percentile (dark-grey) and (iii) sky transparency 70 percentile (patchy clouds or cirrus). Eight of our targets received repeated observations due to clouds or bad seeing. All of these exposures were usually co-added to increase the S/N.
All of the spectra were processed in identical fashion using two software packages custom designed for Gemini/GMOS observations. Bias subtraction and flat fielding was performed using the GMOS package (v1.9) distributed by Gemini within the IRAF software platform. We found that the attached flat field frames showed constant fringing patterns independent of the telescope pointing, so for any given setup we combined the flat field frames to a highquality master flat field and applied it to the data.
The remaining data reduction tasks were performed within the LOWREDUX software package 1 developed by J. Hennawi, D. Schlegel, S. Burles, and J. X. Prochaska. Wavelength solutions were generated from the CuAr arc lamp spectra, yielding typical RMS errors for the wavelength fits of ∼ 0.3 pixels, corresponding to ∼ 0.6Å and ∼ 0.8Å for the B600 and the R400 grating, respectively. The accuracy of the wavelength solutions is limited by instrument flexure and the almost critical sampling of the arc lines at the used spectral binning of four. Objects were automatically identified in each of the three sub-slits of the GMOS longslit and masked. Sky subtraction was performed on the remaining pixels. A global solution was performed first for each sub-slit and then a local refinement was made around each source in tandem with a spatial fit to the object profile. Each source was optimally extracted to produce a 1D spectrum, calibrated in wavelength. A sky spectrum was also extracted and compared to an archived solution based on the Paranal sky measurements (Hanuschik 2003) to estimate a rigid shift of the wavelength solution due to instrument flexure. We then corrected these values to vacuum and a heliocentric reference frame. The multiple exposures from the B600 grating were co-added, weighting by the S/N of the data (nearly identical in most cases). For the few quasars that were observed on multiple nights owing to variable observing conditions, we co-added all such data at this stage.
Standard stars observed throughout each semester were processed in identical fashion except spectral extraction which was performed with a 100 pixel boxcar. We compared these 1D extractions against catalogued spectra 2,3 to generate sensitivity functions that convert observed count rate to physical flux. After rescaling to correct for non-photometric conditions, sensitivity functions of different standard stars taken throughout the survey showed an internal variation of less than 5 per cent. Telluric absorption could not be corrected due to the varying observing conditions and the lack of suitable standard stars. We corrected for atmospheric absorption using the average extinction curve for Mauna Kea 1 http://www.ucolick.org/˜xavier/LowRedux/index.html 2 http://www.stsci.edu/hst/observatory/cdbs/calspec.html 3 http://www.eso.org/sci/observing/tools/standards/spectra/stanlis.html Figure 2. Gemini/GMOS spectra for three zem > 4.4 quasars drawn from the GGG survey. The blue lines indicate the data obtained with the B600 grating at a spectral resolution FWHM ≈ 5.5Å. The red lines, which overlap the blue data near Ly α, trace the R400 grating observations (FWHM ≈ 8.0Å). Gaps between detectors give the zero values in these red spectra. All spectra were fluxed using several spectrophotometric standard stars and scaled to the available SDSS spectra. See the online edition of the Journal for a colour version of this figure. (Bèland, Boulade & Davidge 1988) . Slit losses were corrected by scaling the GMOS spectra to the publicly available SDSS spectra of our targets in the regions where they overlap. Assuming negligible quasar variability between the epochs of observation, the resulting spectra have accurate absolute fluxes except at the ends of the covered spectral range of GMOS where the fitting errors in the sensitivity curves exceed a few per cent. The spectra collected at GMOS-S show fringing residuals at λ 8300Å depending on the central wavelength. Finally, we corrected the spectra for Galactic extinction using the Cardelli, Clayton & Mathis (1989) extinction curve and the line-of-sight colour excess of Schlegel, Finkbeiner & Davis (1998) . Figure 2 shows the 1D spectra for three representative quasars from our GGG survey. Plots of all 163 quasar spectra are shown in Appendix A, available in the online edition of the Journal. All spectra are publicly available in reduced form 4 . The typical, absorbed S/N within the Ly α forest is ∼ 20 per 1.85Å pixel, ∼ 7 times higher than in the SDSS discovery spectra. Due to the shorter exposure time with the R400 grating, the S/N at λr = 1450Å is generally lower (Fig. 1) , but still sufficient to accurately normalize the spectra.
The precise measurement of the mean free path at these high redshifts requires very accurate sky subtraction at the bluest wavelengths, i.e. below the Lyman limit of the quasar. Figure 3 shows the mean Lyman continuum flux of the 128 quasars in our sample with a likely optically thick LLS in the covered wavelength range, as determined by visual inspection of the 1D and 2D spectra. Eight quasars in our sample show significantly negative flux due to a systematic overestimation of the sky background, the level of which increases with quasar continuum flux. As the majority of these affected targets were taken in bad seeing, we attribute this effect to an underestimation of the object spatial profile during extraction, with a few per cent of quasar flux leaking into the sky subtraction windows. After excluding these outliers, we still estimate a slightly negative average flux (−1×10 −19 erg cm −2 s −1Å−1 ) with considerable dispersion (2.6 × 10 −19 erg cm −2 s −1Å−1 ). The residuals are generally less than 1 per cent of the quasar continuum flux redward of Ly α. We include the systematic sky subtraction error in our analysis, but it does not significantly affect our results.
REDSHIFT DETERMINATION
Our science goals are dependent on precise estimations of the quasar emission redshifts, especially analysis of the mean free path. It is now well appreciated that the standard approach taken by the SDSS to automatically estimate quasar redshifts gives values that are systematically in error (Richards et al. 2002; Hewett & Wild 2010) . For this reason, several groups have developed algorithms to re-measure the values from resonant and fine-structure lines in the rest-frame far-UV (Shen et al. 2007; Hewett & Wild 2010) .
To fully explore the aspects of this challenging problem, we have analysed the GGG spectra with several techniques and compare the results with estimates from the literature. Our first method was to estimate zem 'by-eye', assuming that the peaks of suitable UV emission lines are located at their laboratory wavelengths. We focused especially on low-ionization emission lines (O I+Si II λ = 1303.49Å and C II λ = 1335.30Å), which are believed to have small offsets from systemic (Tytler & Fan 1992; Vanden Berk et al. 2001) . We refer to this approach as 'GGG'. Redshift errors were estimated based on the emission line used, the presence of associated absorption (either BAL, narrow associated or atmospheric), the onset of the H I Ly α forest, and the overall consistency between the suite of emission lines. The estimated uncertainty for these redshift measurements ranges from ∼ 250 to ∼ 1000 km s −1 . Table A2 summarizes the results of this method.
Secondly, we applied the semi-automated algorithm of Shen et al. (2007) to estimate zem. This routine measures the centroids of each 5σ-detected UV-emission line from the following: H I Ly α, Si IV, C IV, and C III]. The algorithm then estimates zem based on average velocity offsets measured from systemic, as gauged from [O III] nebular emission in lower redshift quasars. Each fit was visually inspected and modifications were occasionally made to the analysis (e.g. the elimination of a poorly-fit emission line). The lines analysed and the zem estimates and uncertainties are listed in Table A2 . We refer to this technique as 'Shen'. Lastly, we list the best estimates from Hewett & Wild (2010) who applied an algorithm similar to that of Shen et al. (2007) to SDSS Data Release 6. We refer to those measurements as 'HW'. Figure 4a shows a histogram of the offsets in redshift between the GGG-zem measurements and the values reported in Schneider et al. (2010) . There is a considerable scatter between the two sets of measurements (σv = 1250 km s −1 or σz ≈ 0.025), but on average the GGG redshifts are only slightly higher than the SDSS redshifts (mean offset v off ≈ −270 km s −1 ). In contrast, a comparison of the GGG-zem measurements with the Shenzem values shows an ≈ −700 km s −1 offset driven by an asymmetric tail to negative velocities (Figure 4b) . A comparison to the Hewett & Wild (2010) redshifts reveals a similar tail. In Figure 5 we show the four spectra with δv < −4000 km s −1 between the GGG-zem and Shen-zem evaluations. Each case is marked by very weak Si IV and C IV emission as well as strong H I absorption just blueward of rest-frame Ly α. These cases have had their GGG-zem values estimated from the onset of Ly α forest Normalized Flux Figure 5 . Gemini/GMOS R400 spectra of four quasars which have large differences in zem from our analysis (which sets the rest wavelength here) and from using the Shen et al. (2007) algorithm. The vertical dashed lines indicate the rest wavelengths of H I Ly α, Si IV, and C IV. The dotted lines show the positions for these emission lines when adopting the Shen estimate for zem. The large offset occurs because these sources have very weak emission lines. Indeed, our preferred values come from analysis of the onset of the Ly α forest. These values are adopted in the following mean free path analysis.
absorption, and we strongly prefer these values. After excluding outliers at δv < −2000 km s −1 , the GGG vs. Shen-zem velocity offset distribution is approximately symmetric with a mean offset v off ≈ −380 km s −1 and standard deviation σv ≈ 700 km s −1 . As almost all Shen-zem values are based on Si IV and C IV (Table A2), with the former being blended with O IV] and the latter showing a blueshift that increases with luminosity (Richards et al. 2011) , we consider the GGG-zem values more reliable for our sample of very luminous quasars (Fig. 1) .
In the following analysis we adopt a Gaussian redshift error distribution with zero mean and standard deviation σz = 0.01 (corresponding to σv ≃ 500 km s −1 at z ≃ 4.8) for the entire sample. We show below that redshift errors do not significantly affect our results.
THE MEAN FREE PATH AT Z ∼ 5

Stacked rest-frame quasar spectra
Our technique for estimating the mean free path is to analyse the average flux of a cohort of quasars at similar redshift and at rest wavelengths shortward of the Lyman limit. The decrease in observed flux is attributed to the integrated, average LL opacity of the universe and λ 912 mfp is defined to be the average distance from the source where a packet of photons suffers an e −1 attenuation. The next subsection describes the formalism and modelling in greater detail.
Central to the analysis is the generation of average ('stacked') rest-frame quasar spectra which describe the mean flux of the background sources, as attenuated by intergalactic hydrogen blueward of their Ly α emission line. Because we are interested foremost in the average properties of the H I absorption, each sight line is given equal weighting. Our parent sample is the 163 quasars observed in the GGG survey (Table A1 ). Of these, 9 sources were excluded from any further analysis due to strong BAL features, many of which were not obviously apparent in the SDSS discovery spectra. The spectrum of one source, SDSS J120102.01+073648.1, is contaminated by flux from a neighbouring source, presumably foreground to the quasar. An additional 8 sources were excluded due to systematic sky subtraction errors (Section 3). Therefore, the final sample for generating stacked rest-frame spectra totals 145 quasars with zem > 4.4. The GMOS/B600 spectrum of each quasar was shifted to the rest-frame, normalized to have unit flux at rest-wavelength λr = 1450Å, and then binned on to a fixed wavelength grid with a constant dispersion of 0.45Å per pixel. This dispersion is sufficiently large to contain at least one pixel from each of the original spectra; the mean is adopted when two or more of the original pixels fall within a given pixel of the new grid. By taking a straight average of all the processed quasar spectra in each redshift interval, we generate a stacked spectrum that weights each sight line equally. Weighting by S/N instead would introduce a bias towards sight lines without strong LL absorption. Figure 6 shows the stacked spectra, plotted in a pseudoobserver frame λ pseudo = (1 + zq)λr for clarity of presentation. Each spectrum shows the rest-frame quasar continuum with readily visible Lyβ and Lyγ emission after being absorbed by the IGM with an effective Lyman series optical depth τ Lyman eff and additional Lyman continuum optical depth τ LL eff at λr < 912Å (e.g. Madau 1995; Meiksin 2006; Worseck & Prochaska 2011) . At λr ≈ 900Å, we measure the scatter in the stack relative to a median smoothed version of ≈ 7 (30) per cent in the lowest (highest) redshift interval. This scatter arises from stochasticity in the IGM, not Poisson noise in the individual spectra.
To assess uncertainties in the measurements that follow, we have generated three sets of 2000 stacked spectra in each redshift interval. We start by estimating sample variance by randomly sampling the quasars, allowing for duplications. The upper panel of Fig. 7 presents the full cohort of spectra for the zem = [4. 4, 4.7] interval. We measure an RMS per pixel that ranges from ≈ 10 per cent of the flux at 912Å to 30 per cent at 850Å. These exceed the pixel-to-pixel scatter in the stacked spectrum. To assess the effects of redshift uncertainty, we generated a set of 500 stacked spectra where zem of each quasar was randomly offset from its measured value by a Gaussian deviate with σz = 0.01. The middle panel of Fig. 7 reveals that redshift error is a relatively minor source of uncertainty, especially compared to sample variance. Still, we have included the combined uncertainty of sample variance and redshift error by generating a set of 2000 stacked spectra by randomly sampling the quasars and varying zem at the same time ( Fig. 7 ; lower panel). . These spectra are plotted in a pseudo-observer frame defined as λr (1 + zq) with, zq the average redshift of the quasars in each interval. The Lyδ emission (strongly affected by IGM absorption for the two high-z bins) and the onset of the Lyman limit are marked for each stacked spectrum. Lyβ and Lyγ emission lines of the background quasars are clearly visible. Overplotted on these stacked spectra are the best-fitting models which provide measurements for the mean free path λ 912 mfp .
Mean free path analysis and results
Using the stacked quasar spectra (Fig. 6 ), an estimation of the mean free path to ionizing photons is made by modelling the flux below the Lyman limit. This technique was developed and applied to z < 4 quasars in previous works (Prochaska, Worseck & O'Meara 2009; O'Meara et al. 2013; Fumagalli et al. 2013b) . Here, we refine the formalism to best match the nature of the IGM at z ∼ 5. We model the intrinsic flux of the quasar stack using the radioquiet quasar SED of Telfer et al. (2002) modulated by a power-law and allowing for uncertainty in the normalization at 912Å. We find that apart from an obvious Baldwin effect in the C IV emission line (e.g. Baldwin 1977; Richards et al. 2011) , this is a very good match to the data redward of the Ly α forest. At λr < 1215Å, the flux is attenuated by the Lyman series opacity beginning with Ly α (i.e. an effective optical depth τ Lyα eff ). Below 912Å, the flux is modulated by the full Lyman series effective optical depth τ Lyman eff and the Lyman limit effective optical depth τ LL eff (e.g. Madau 1995; Meiksin 2006; Worseck & Prochaska 2011) . Explicitly, we may express the observed flux at these wavelengths as
where both τ Lyman eff and τ LL eff depend on redshift (and therefore wavelength; see below).
In practice, we model the observed flux below the Lyman limit relative to the observed flux at 912Å (measured from the stacked spectrum) as In all panels, the thick black curve shows the actual stacked spectrum, the grey curves show individual bootstrap realizations, and the lowest curve indicates the RMS of the bootstrap realizations as a function of wavelength. We find that the redshift uncertainty has a small effect, especially in comparison to that for sample variance.
with each of these quantities defined below. Altogether, the model described by Equation 2 has four model parameters: (i) a nuisance parameter C912 for the overall normalization of the model. This accounts for uncertainty in evaluating f obs 912 from the stacked spectrum; (ii) a power-law tilt δαT applied to the assumed Telfer et al. (2002) SED, normalized at 1450Å
(iii) an exponent γτ which determines the redshift evolution of the effective optical depth from Lyman series absorption,
where z912 ≡ λr (1 + zq) / 911.7621Å −1. In practice, τ Lyman eff,912
is set to match the observed flux at 912Å given the SED, i.e. τ (1 + z912)
2.75
(5)
The exponents in Equation 5 are set by cosmology and an adopted ν −2.75 dependence for the photoionization cross-section (see Prochaska, Worseck & O'Meara 2009; O'Meara et al. 2013) . Unlike previous works, we do not fit for redshift evolution in κ912 because we find it to be highly degenerate with the normalization when λ at wavelengths just below 912Å can change rapidly only if τ LL eff is significant. Furthermore, unless one adopts an extreme tilt for the SED that is ruled out by observations (δαT > 0.5), the LL opacity is the only factor which actually lowers f obs λ . Therefore, the sharp decline in flux observed in the stacked spectra at λr < 912Å (Fig. 6 ) must be driven by τ LL eff , such that the model is most sensitive to κ912. In fact, we find substantial degeneracy between the models if we attempt to constrain anything other then the normalization term C912 and κ912. Therefore, we solved for these two model parameters and explore the dependency of the results on the other factors. For our fiducial models, we set δαT = 0 and γτ = 2.5, where the latter is motivated by observed redshift evolution in the Lyman series effective optical depth of the IGM Prochaska et al. 2014) . The model comparison to the data is performed at wavelengths λr = 850 − 910Å where χ 2 is minimized assuming σ λ = 0.02 which is characteristic of the scatter in the stacked spectrum. We caution that the stacked spectral fluxes are not truly independent and therefore values of χ 2 should not be interpreted in the standard fashion. Figure 6 presents the best-fitting models for each stacked spectrum, which provide a good description of the observations (χ 2 ν 1). From these models, we assess the effective redshift z There are at least four sources of systematic uncertainty in our models which affect the resultant λ 912 mfp values. Two of these relate to using models with assumed values for δαT and γτ . The first two panels of Fig. 9 show the explicit dependence of the λ In addition, we estimated the systematic error incurred due to the over-subtraction of the sky background level in our data set (Fig. 3) . The lowest panel in Fig. 9 shows that a typical upward correction of 10 −19 erg cm −2 s −1Å−1 results in a ≃ 5 per cent larger λ 912 mfp in the two higher redshift bins. This is simply due to the low flux at the end of the spectral range used for the fit of λ 912 mfp (Fig. 6) .
Another source of systematic uncertainty relates to detailed fluctuations in the adopted SED, i.e. on ∼ 5Å scales. These presumably arise from unresolved emission lines and also noise in the spectra analysed by Telfer et al. (2002) . There is little reason to expect that this SED captures the true flux modulations in zem ∼ 5 quasars. To explore the effect of small-scale variations in the SED, we repeated our analysis allowing for 10 per cent fluctuations in the Telfer SED on 5Å scales using a Gaussian deviate. From 500 trials in each composite we find a 10 per cent effect, comparable to the uncertainty from sample variance. In summation, we estimate that the magnitude of systematic uncertainty is comparable to the ≈ 15 per cent statistical error associated with sample variance and redshift error. This implies that future surveys would need to address these systematic effects to substantially improve upon our measurements.
DISCUSSION
Redshift evolution in the mean free path
Studies of the IGM across cosmic time have revealed redshift evolution in many properties of the Ly α forest: temperature (e.g. Lidz et al. 2010; Becker et al. 2011) , line density (e.g. Kim et al. 2013) , and the flux PDF (e.g. Becker, Rauch & Sargent 2007; Kim et al. 2007) . Perhaps the best measured quantity has been the effective opacity of H I Ly α τ Lyα eff , which numerous authors have found to decrease rapidly from z = 4 to 2 (Kirkman et al. 2005; Faucher-Giguère et al. 2008c; Dall'Aglio, Wisotzki & Worseck 2008; Pâris et al. 2011) . A recent parametrization of the redshift evolution finds τ verse, an increase in the comoving number density of ionizing sources (quasars), and the decrease in the mean density of the gas which implies a lower hydrogen neutral fraction (e.g. Bolton & Haehnelt 2007; Davé et al. 2010) . Several studies have also traced redshift evolution in the incidence of strong H I systems ℓ(z), e.g. damped Ly α systems (DLAs) and LLSs, which are expected to trace non-linear and collapsed structures in the universe. Their incidences also decline rapidly towards lower redshift with ℓ(z) scaling roughly as (1 + z) its redshift evolution, we may gain insight into the cosmological distribution of gas dominating the H I LL opacity 5 , its interplay with galaxies, and the formation/consumption of H I gas on cosmic scales. In turn, these results inform model predictions for evolution in the extragalactic UV background (Faucher-Giguère et al. 2009; Haardt & Madau 2012; Becker & Bolton 2013) .
The complete set of λ 912 mfp values measured with our technique are presented in Fig. 10 and are listed in Table 2 , each converted to the cosmology used in this manuscript 6 . It is evident that λ 912 mfp increases by over one order of magnitude from z = 5 to 2.5. This must be driven in large part by the expansion of the universe. Therefore, one is motivated to model the redshift evolution in λ Table 2 , the SDSS measurements have the smallest estimated errors and therefore anchor the fit at z ≈ 4. If we arbitrarily increase the uncertainty in these measurements, then σ(A) increases and χ 2 ν decreases but there is very little effect on η and its estimated uncertainty. Therefore, we conclude at high confidence that λ 912 mfp evolves 5 Note that this likely includes gas that is both optically thick at the Lyman limit (e.g. LLSs, DLAs) and gas that has τ LL 912 < 1. (2009) we have modified the analysis to conform to the mean free path definition used here. This is a minor modification. more steeply than (1 + z) −4 at z < 5.5. We find a steeper redshift evolution than recovered for τ Lyα eff . Clearly, the astrophysics governing gas absorbing significantly at the LL differs from that of the canonical Ly α forest.
Consider the physical significance of such strong evolution in λ 912 mfp with cosmic time. We assume first that the structures dominating the LL optical depth have a characteristic physical size D and comoving number density nc at a given redshift. Under this assumption, the redshift evolution of the mean free path scales as
Therefore, in a universe where such structures do not evolve in comoving number density or physical size, one roughly predicts λ 912 mfp ∝ (1 + z) −3 from cosmological expansion 7 . This is strictly ruled out by the observations. Instead, ncD must decrease with time as approximately (1 + z) 2 . Whereas galaxies are assuredly growing in radius and number with decreasing redshift, structures dominating the LL opacity are reduced in number and/or physical size. This implies that the majority of such gas is not associated to the central regions of gravitationally collapsed structures (e.g. H I discs).
A possible scenario is that the LL opacity is dominated by gas in the haloes of galaxies (aka the circumgalactic medium or CGM) which then evolves across cosmic time. Numerical simulations of galaxy formation do predict a significant reservoir of cool, dense gas accreting on to galaxies via 'cold streams' that span the dark 7 This scaling assumes that all opacity comes from highly optically thick absorbers and the mean free path is small. If, as we will argue below, absorbers with τ LL 912 1 significantly contribute to λ 912 mfp and the mean free path is large, cosmological expansion can lead to a redshift evolution that is steeper than (1 + z) matter haloes (Birnboim & Dekel 2003; Dekel & Birnboim 2006; Ocvirk, Pichon & Teyssier 2008; Dekel et al. 2009; Kereš et al. 2009; van de Voort et al. 2011) . Portions of these streams are predicted to have significant LL opacity (Fumagalli et al. 2011; van de Voort et al. 2012 ) and should contribute to τ LL eff at z > 2. These simulations also predict a declining covering fraction fc of optically thick gas from these structures within the virial radius rvir in time (rvir; Faucher-Giguère & Kereš 2011; Fumagalli et al. 2013a ). On the other hand, rvir is increasing and the physical crosssection remains roughly constant or even increases in galaxies of a given halo mass (Fumagalli et al. 2013a) . Similarly, the central galaxies and the dark matter haloes only grow with cosmic time. Therefore, simple models for the evolution of optically thick gas in haloes could, in principle, predict a decreasing mean free path with decreasing z. Indeed, Fumagalli et al. (2013b) have argued that a significant fraction of LLSs with τ LL 912 > 2 must reside outside dark matter haloes at z > 3.5. We draw a similar inference for the gas dominating the H I LL opacity, which may hold to z < 3. For dark matter haloes to dominate the integrated LL opacity at high-z, one may need to invoke scenarios where low mass haloes contribute a majority of the opacity at z ∼ 5 and then evaporate shortly after (e.g. mini-haloes; Abel & Mo 1998) . Presently, we consider this to be an improbable scenario but we encourage the analysis of halo gas in lower mass haloes and also the properties of gas with τ LL 912 < 1 in all haloes.
We argue that the gas absorbing LL photons arises predominantly within large-scale structures near the collapsed regions of dark matter haloes (e.g. filaments, the cosmic web), consistent with current numerical results exploring the frequency distribution of H I gas (Fumagalli et al. 2011; McQuinn, Oh & Faucher-Giguère 2011; Altay et al. 2011; Rahmati et al. 2013 ) and recent analysis of the cross-correlation between LLSs and quasars . But what then drives the rapid evolution in λ 912 mfp ? There are three obvious possibilities: (i) the structures themselves decrease in physical size; (ii) their mass decreases; (iii) the gas becomes more highly ionized yielding lower LL opacity. We consider the first op-tion to be very unlikely. If anything, structures outside dark matter haloes are likely to increase in size via cosmological expansion. There could be gravitational contraction along one dimension (possibly two), but this would be balanced by expansion in at least one other. The second effect, reduced mass, may follow from the funnelling of gas into galaxies and their haloes. In turn, this reduces the surface and volume densities of the gas. From z = 5 to 2, the comoving mass density in dark matter haloes with M > 10 10 M⊙ increases by a factor of 25. A significant fraction of the mass must come from the surrounding environment, but this could be replenished by new material from the even more distant IGM. We suspect that mass evolution is a sub-dominant effect for λ 912 mfp evolution but we encourage exploration in cosmological simulations on scales of a few rvir around high-z galaxies.
We posit that most structures giving rise to LL absorption are cosmologically expanding, yielding a lower density nH that drives a substantial decrease in the H I fraction. Consider an idealized volume d 3 of constant density nH expanding with the universe. The average column density NH ∼ nHd declines with time as (1 + z) 2 but the physical area of the structure increases by the same factor. Therefore, the average number of hydrogen nuclei that an ensemble of sight lines would intersect remains constant. The volume density evolves as (1 + z) 3 , however, and an optically thin medium bathed in radiation would see its neutral fraction lowered with time by the same scaling. Indeed, current estimates for the photoionization rate per hydrogen atom ΓHI at z ∼ 4 based on measurements of the Ly α opacity yield a nearly constant value (e.g. Faucher-Giguère et al. 2008a; Becker & Bolton 2013 ). We conclude that this effect dominates the rapid evolution in λ 912 mfp ; cosmological expansion alone can yield η < −5 by reducing the effective physical size with substantial LL opacity.
This scenario requires that a significant fraction of the LL opacity comes from gas away from galaxies, i.e. with lower H I column densities. Indeed, Prochaska, O'Meara & Worseck (2010) and O'Meara et al. (2013) have inferred that ≈ 50 per cent of the opacity arises from gas with NHI < 10 17.5 cm −2 (see also Rudie et al. 2013) . Prochaska, O'Meara & Worseck (2010) also found that the observed decline in the incidence of LLSs is driven by gas with NHI < 10 19 cm −2 . If this gas is more subject to the effects of cosmological expansion, one may predict significant evolution in the shape of the NHI frequency distribution at NHI < 10 19 cm −2 from z = 5 to 2.5, consistent with recent numerical work (Rahmati et al. 2013) .
Before concluding this sub-section, we note that at present, the data do not require a break in the power-law shown in Fig. 10 . However, future studies at yet lower redshift (difficult to achieve) or improved statistics at 2 < z < 3 would test for such a break. This could indicate a change in the origin of optically thick gas on cosmological scales. Likewise, we caution against drawing firm conclusions from extrapolating our best-fitting power-law outside the covered redshift range (2.3 z 5.5).
Comparison to models and implications for reionization
Despite recent progress it is still challenging to model LLSs in numerical simulations due to their small abundance in small simulation volumes, the involved high densities, necessary radiative transfer, and possible radiative feedback from local sources. Therefore, three approaches have been developed to model the IGM absorber population and the resulting λ 912 mfp : (i) empirical H I absorber statistics, (ii) semi-analytic additions to optically thin numerical simulations, and most recently (iii) cosmological simulations postprocessed with radiative transfer. Figure 11 presents a compilation of various estimates and compares them to our power-law fit derived in Section 6.1. We discuss these in the following.
The first approach uses an empirical parametrization for the H I absorber redshift and column density distribution f (NHI, z) based on observations to calculate τ Rudie et al. 2013) . Generally, these authors combined results on the observed incidence of LLSs with estimations or assumptions on the frequency of absorbers with NHI 10 17 cm −2 . They also adopted differing approaches to evaluating λ 912 mfp (e.g. whether to account for the redshifting of LL photons; see Becker & Bolton 2013) . Recently, Prochaska et al. (2014) have examined systematic uncertainties related t evaluation λ 912 mfp via f (NHI, z). In addition to the difficulty in measuring f (NHI, z) at NHI ≈ 10 17 cm −2 (e.g. Rudie et al. 2013; Kim et al. 2013) , they identified two systematic effects related to the clustering of strong absorbers: (i) the double counting of structures absorbing LL photons which yields an underestimate of λ 912 mfp ; and (ii) a non-Poisson distribution of such absorbers which also increases λ 912 mfp . Given these issues and uncertainties, we consider it fortuitous that several of the previous λ 912 mfp estimations from f (NHI, z) are in good agreement with our results (Fig. 11) . Nevertheless, going forward we intend to combine our constraints on λ 912 mfp with measurements of f (NHI, z) to explore the clustering and large-scale distributions of optically thick gas. We also note that our power-law fit is steeper than any previous empirical estimate due to our accounting for redshift effects at z < 3 and the large redshift range now covered by our direct measurements.
Besides the above empirical estimates, optically thick systems can be added to the absorber frequency distribution obtained from optically thin numerical simulations, either based on their observed frequency (Meiksin & White 2004) −4.2 Mpc at 2.75 < z < 5.5 for our adopted cosmology. In the redshift range considered by Meiksin & White (2004) we find reasonable agreement with the direct λ 912 mfp measurements from quasar stacks, again probably limited by the uncertainty in the parametrization of LLSs. Some physical insight may be gained by considering the Miralda-Escudé, Haehnelt & Rees (2000) model of a two-phase IGM composed of low-density fully ionized gas at ∆ = ρ/ρ < ∆i and optically thick neutral clumps at ∆ > ∆i. With this approximate treatment of self-shielding and ignoring redshifting of the photons, the mean free path is the mean distance between the neutral clumps
with the H I volume filling fraction F∆ i given by the density distribution function P (∆) as
At low densities Miralda-Escudé, Haehnelt & Rees (2000) parametrized P (∆) using a hydrodynamical simulation (Miralda-Escudé et al. 1996) , whereas at high densities below the resolution limit of the simulation P (∆) asymptotes to a power-law density profile. Miralda-Escudé, Haehnelt & Rees (2000) normal- −3 at z = 6, indicating that H I reionization likely occurred at z ≫ 6. Adopting the density distribution of Miralda-Escudé, Haehnelt & Rees (2000) we use Equation 8 to obtain an approximate density threshold for self-shielding gas of ∆i ≈ 300 (∆i ≈ 100) at z = 3 (z = 4). Assuming local hydrostatic equilibrium and typical values for the gas temperature and the UV background, these thresholds correspond to column densities remarkably similar to τ LL 912 ≃ 1 LLSs (Schaye 2001; Furlanetto & Oh 2005) . While this is a good consistency check, we caution that τ at 3 z 6. Interestingly, the power-law exponent is almost identical to the one we obtain from the quasar stacks (Section 6.1), but their lower normalization results in a ∼ 20 per cent smaller mean free path at all redshifts (Fig. 11) . . Thus, our independent mean free path measurements imply a UV background photoionization rate ΓHI ≈ 7 × 10 −13 s −1 at z = 4, which agrees with current estimates at the 1σ level (e.g. Becker & Bolton 2013 ). More importantly, as ΓHI =const. in the simulation by McQuinn, Oh & Faucher-Giguère (2011) , the similarly steep redshift evolution of the mean free path implies that ΓHI should only weakly depend on redshift, in agreement with independent estimates from the Ly α forest (Faucher-Giguère et al. 2008a; Becker & Bolton 2013) . Remaining tension in the shape of f (NHI, z) between observations and the McQuinn, Oh & Faucher-Giguère (2011) simulation can be alleviated by a softer UV background spectrum (Altay et al. 2011; Rahmati et al. 2013) . We encourage further numerical work on f (NHI, z) with varying SEDs of the UV background calibrated to ΓHI and λ 912 mfp . At the highest redshifts z > 5, i.e. in the immediate postreionization IGM, most previous inferences on the mean free path are brazen extrapolations from lower redshifts, leaving very few constraints that are based on actual measurements. At z = 6 Bolton & Haehnelt (2007) give an upper limit λ 912 mfp < 5.5 proper Mpc (corrected to our cosmology) based on H I Gunn-Peterson optical depth measurements (Songaila 2004; Fan et al. 2006 ) and the Miralda-Escudé, Haehnelt & Rees (2000) model extrapolated to z = 6. At the same redshift the power-law fit to the LLS in-cidence by Songaila & Cowie (2010) yields λ 912 mfp ≃ 7 Mpc, but with an estimated uncertainty of ∼ 30 per cent due to the poorly constrained shape of f (NHI, z) at high redshift. Therefore it remains unclear whether their somewhat higher LLS incidence at 5 < z < 6 might correspond to a drop in λ 912 mfp . Likewise, the accuracy of our mean free path measurement from the GGG zem > 5 quasar stack is likely limited by sky subtraction errors and uncertainties in the adopted quasar SED (Section 5.2). Current quasar samples are too small to track rapid evolution in the mean free path at z > 5, so that the power-law parametrization from Section 6.1 is adequate. Extrapolating our fit by ∆z = 0.5 beyond the range of validity, we obtain λ 912 mfp = (6.0 ± 0.9) Mpc at z = 6, in very good agreement with Songaila & Cowie (2010) .
The mean free path in the post-reionization IGM is an important boundary condition for H I reionization models. While in the early stages of H I reionization the mean free path strongly depends on the source properties as the ionizing photons are absorbed within individual H II regions, it is predicted to rise rapidly by several orders of magnitude as H II regions merge and reionization is completed (Gnedin 2000) . After overlap the remaining high-density regions are gradually ionized, corresponding to a smoothly increasing mean free path. Hydrodynamical simulations of reionization with approximate radiative transfer and sufficiently large dynamic range predict the post-reionization mean free path to within a factor of ∼ 2, limited either by box size (Gnedin 2000; Gnedin & Fan 2006) or sub-cell physics (Kohler, Gnedin & Hamilton 2007) . As an example, Fig. 11 shows the mean free path evolution of the L8N256 run from Gnedin & Fan (2006) , with an overlap epoch (and hence a large jump in λ 912 mfp ) at z ≃ 6.2 by construction. Recently, Emberson, Thomas & Alvarez (2013) presented adiabatic hydrodynamical simulations post-processed with radiative transfer to predict the redshift evolution of the mean free path for different amplitudes of the UV background. For characteristic values of the UV background at z ∼ 6 (ΓHI ≃ 3 × 10 −13 s −1 ; e.g. Calverley et al. 2011 ) they underestimate the mean free path by a factor of ≃ 5 (Fig. 11) , at least in part due to their neglect of photoheating that would boost the mean free path by suppressing structure formation. In semi-numerical approaches to study the large-scale morphology of reionization the mean free path is an input parameter to impede the growth of H II regions, resulting in an extended reionization epoch and a spatially inhomogeneous UV background (Crociani et al. 2011; Alvarez & Abel 2012) . Our measurements rule out very large and redshift-independent mean free paths for absorption systems assumed by Alvarez & Abel (2012) .
Our λ 912 mfp measurements also constrain models for spatial fluctuations in the UV background in the post-reionization IGM. Adopting our power-law model, a spherical volume with radius r = λ 912 mfp contains roughly (11000, 1300, 180) MUV < 0.9M ⋆ UV star-forming galaxies at z = (5, 6, 7) (e.g. Bouwens et al. 2012 ). Due to the steep faint-end slope of the galaxy luminosity function, even a slight extrapolation beyond this currently observable magnitude limit would dramatically boost the average number of galaxies in this attenuation volume, arguing for a fairly homogeneous UV background at z 6 if such galaxies dominate the photon budget. However, galaxy clustering likely increases small-scale fluctuations in the UV radiation field, requiring numerical approaches (Mesinger & Furlanetto 2009 ).
Impact of quasar proximity zones
In the highest redshift interval considered (zem > 5), we measure a central value for the mean free path of only λ 912 mfp ≃ 10 Mpc. This implies, at least crudely, that a significant fraction f of sources will be strongly attenuated by gas within only a few Mpc. For example, we estimate that f (< 3 Mpc) = 1 − exp(−3Mpc/λ 912 mfp ) ≈ 25 per cent of the sight lines will be strongly attenuated by gas within r = 3 Mpc of the source. Such gas occurs within the so-called proximity zones of the quasars. On these scales, there are at least two effects which influence the characteristics of the H I gas that differ from random regions of the cosmological volume. First, quasars reside in massive galaxies (e.g. White et al. 2012 ) which themselves lie within large dark matter overdensities relative to the cosmic mean. Indeed, observations of projected quasar pairs at z ∼2-3 reveal excess H I absorption to beyond 1 h −1 70 Mpc transverse to the foreground quasar (Font-Ribera et al. 2013; Prochaska et al. 2013) . Similarly, one measures a strong clustering signal between quasars and optically thick gas (Hennawi & Prochaska 2007; Prochaska, Hennawi & Simcoe 2013; Prochaska et al. 2013) . Therefore, gas within the proximity zone apparently has large 'intrinsic' opacity to LL photons. On the other hand, the ionizing radiation emitted by the quasar illuminates the gas along our sight line and can photoionize the foreground H I to great distances (e.g. Hennawi & Prochaska 2007) . Such a proximity effect is observed in the optically thin Ly α forest (e.g. Scott et al. 2000; Dall'Aglio, Wisotzki & Worseck 2008; Calverley et al. 2011) . The interplay of these two effects is obviously complex and depends at least upon the mass of the host galaxy and luminosity of the quasar (e.g. Faucher-Giguère et al. 2008b) . In fact, one measures a lower incidence of optically thick LLSs within the proximity zones of zem ∼ 4 quasars (Prochaska, O'Meara & Worseck 2010) .
At z ∼ 5, the incidence of such 'proximate' LLSs (PLLSs) has not yet been measured; this will be considered in a future paper of our series. We report here on preliminary results finding 13 cases of strong quasi-continuous absorption in the Lyman continuum at redshifts consistent with r < 3 Mpc from the quasar. This represents one third of the zem > 5 quasar sample, consistent with our expectation based on the λ 912 mfp analysis, although we emphasize that these sight lines have contributed to the λ 912 mfp measurement. A refined treatment estimating the luminositydependent size of the proximity zone at which the photoionization rate of the quasar equals that of the UV background (e.g. Calverley et al. 2011 ) yields very similar results: The measured mean free path is just ≃ 1.8 times larger than the average proximity zone size rprox ≃ 6 Mpc of the targeted zem > 5 quasars. At present, any such analysis is limited by quasar redshift uncertainty (σr ≃ 1 Mpc), strong contaminating Lyman series absorption at lower redshifts, and the uncertainty in the likely evolving UV background at z > 5 (Calverley et al. 2011) . The high incidence of PLLSs at z > 5 is consistent with an extrapolation from z 4 (Prochaska, O'Meara & Worseck 2010) . While λ 912 mfp at z < 4 is sufficiently large that gas in the proximity zone provides 10 per cent of the effective optical depth (Prochaska, O'Meara & Worseck 2010; O'Meara et al. 2013; Fumagalli et al. 2013a) , our measurements at z > 5 are influenced by gas local to the quasar. We can estimate this potential bias by adopting the power-law parametrization for λ However, measuring a mean free path that approaches the quasar proximity zone size has several important implications. First, our results on λ 912 mfp at z > 5 may not apply to the 'random' IGM. If the proximity zones of these quasars have a higher (or lower) incidence of optically thick gas, this will bias the λ 912 mfp values accordingly relative to the cosmological average at that epoch. On the other hand, ionizing sources do not inhabit a random distribution of the universe, but must occur within collapsed, overdense structures. Furthermore, the majority of optically thick gas is almost surely associated to galaxies and their surrounding environments (e.g. Fumagalli et al. 2011; McQuinn, Oh & Faucher-Giguère 2011; van de Voort et al. 2012) and also biased relative to random regions. Therefore, while λ 912 mfp measurements from quasars may be biased evaluations they are obviously valid for assessing the attenuation of Lyman continuum photons emitted by luminous zem ∼ 5 quasars. It is unknown, however, how optically thick gas is clustered to fainter quasars and/or star-forming galaxies at that epoch and approaching reionization. Thus, the mean free path at z > 5 likely depends on the source environment and cannot be regarded as the mean separation between LLSs in the IGM (that interpretation holds only for diffuse Lyman continuum photons from recombination). Furthermore, clustering of the sources and absorbers requires a more sophisticated treatment than simple Poisson statistics (Prochaska et al. 2014 ).
Another implication is that z ≃ 5.2 currently marks the highest redshift at which λ 912 mfp measurements from stacked quasar spectra can be safely related to the IGM. At z > 5.5 the mean free path is smaller than the typical proximity zone size of luminous quasars (see also Calverley et al. 2011) , such that any stacking analysis should be restricted to fainter quasars or star-forming galaxies with smaller proximity zones. Alternatively, λ 912 mfp estimates may be obtained from the incidence of intervening LLSs assuming the shape of the column density distribution, but this remains a challenging task at z > 5 (Songaila & Cowie 2010).
CONCLUSIONS
We have presented first results from the Giant Gemini GMOS (GGG) survey of the intergalactic medium at z 4. In a longterm multi-partner Gemini programme we have obtained highquality (S/N∼ 20 per 1.85Å pixel) low-resolution (FWHM≈ 320 km s −1 ) spectra of 163 zem > 4.4 quasars, the largest sample of its kind at these redshifts. The reduced data are publicly available 8 . The primary goal of this survey has been a precise measurement of the mean free path to H I Lyman limit photons in the high-redshift universe via the analysis of stacked rest-frame quasar spectra, a technique pioneered by our team (Prochaska, Worseck & O'Meara 2009) . Future papers in this series will determine the incidence rate of DLAs and LLSs at z > 4 and, by using the total Lyman limit opacity determined from the mean free path, constrain the column density distribution of τ (ii) When combining these measurements with lowerredshift results obtained with the stacking technique 8 Link to VizieR will be provided upon acceptance of the manuscript. (Prochaska, Worseck & O'Meara 2009; O'Meara et al. 2013; Fumagalli et al. 2013b) , we find that the mean free path smoothly evolves between z = 2.3 and z = 5.5 (Fig. 10) The redshift evolution of the mean free path exceeds that expected from cosmological expansion, indicating a reduction in number and/or physical size of the absorbing structures with cosmic time. We conclude that a significant fraction of the structures giving rise to H I Lyman limit absorption are in the IGM. These structures are likely cosmologically expanding, leading to a substantial decrease of their H I fraction with time in the otherwise highly reionized IGM. Although our measurements are consistent with previous, more uncertain estimates based on the statistics of Lyman limit systems and (semi)-numerical models (Fig. 11) , our inferred redshift evolution of the mean free path is very steep, partly due to our correct accounting for cosmological expansion at low redshifts. The smoothly evolving mean free path tracks the Lyman limit absorption in the highly ionized IGM at 2.3 < z < 5.5, without any obvious indication of a more rapid decrease at the highest redshifts that would signal the approach of the H I reionization epoch. Viable numerical models of H I reionization must nevertheless match the measured post-reionization mean free path and its evolution with redshift (e.g. Gnedin & Fan 2006) .
Future work on the mean free path will likely focus on the lowest and highest redshifts. At z ∼ 1.6 the mean free path is expected to exceed the horizon of the universe, such that all ionizing sources are expected to contribute to the UV radiation field at any given point (e.g. Madau, Haardt & Rees 1999; O'Meara et al. 2013) . Currently, there are efforts to constrain this 'breakthrough' epoch with HST UV spectroscopy of a sample of zem ∼ 1 quasars (Howk et al. in prep.) . At the highest redshifts z 6 the mean free path is expected to drop rapidly, indicating the epoch of H I reionization (e.g. Gnedin 2000) . However, measurements of the mean free path are very challenging at z 5.5 due to highly uncertain IGM absorber statistics (Songaila & Cowie 2010) and limitations of the quasar stacking technique (high sky subtraction accuracy required for λ 912 mfp 10 Mpc, uncertainty in the UV SED of quasars, bias due to quasar proximity zones). A direct measurement of the mean free path at z > 5.5 from spectral stacks will require a modest sample of high-quality spectra of either fainter quasars with smaller proximity zones (e.g. Willott et al. 2010) or the brightest z ∼ 6 galaxies (e.g. Willott et al. 2013 ) to be collected with future 30 m telescopes. 1100214. BM has been supported by NSF Grant AST-1109665 and the Alfred P. Sloan Foundation.
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c 0000 RAS, MNRAS 000, 000-000 The mean free path across cosmic time 19 ⋆ Flag describing quasar spectrum: (1) BAL; (2) associated absorption; (3) weak-lined QSO; (4) candidate weak-lined QSO; (5) PDLA; (6) PLLS; (7) contaminated by neighbour. † Signal-to-Noise ratio per 2.76Å pixel at rest-frame wavelength 1450Å (R400). . Gemini/GMOS spectra of the 163 zem > 4.4 quasars obtained in the GGG survey. The blue lines indicate the data obtained with the B600 grating at a spectral resolution FWHM ≈ 5.5Å. The red lines, which overlap the blue data near Ly α, trace the R400 grating observations (FWHM ≈ 8.0Å). CCD gaps give the zero values in these red spectra. All spectra were fluxed using several spectrophotometric standard stars and scaled to the available SDSS spectra. The R400 spectra taken with GMOS-S show fringing residuals at λ 8300Å, leading to enhanced sky line contamination. 
