Video conferencing is now widely used both in wired and wireless network. Quality of Service (QoS) depends upon the efficient utilization of the network bandwidth. Internet Protocol (IP) multicasting is simultaneous transmission of data to multiple destination. IP multicast uses one-to-many technique, wherein a single packet is sent to multiple destinations in a multicast group identified by a single IP destination group address. Core failure is a serious issue in multicast networks with the QOS diminishing even if alternative routes are available. This paper investigates the performance of streaming data which require stringent QOS using unicast and multicast communication with Protocol Independent Multicasting -Sparse Mode (PIM-SM) . An intermediate core is failed and the performance of the network measured. Results obtained show the degradation due to core failure affects the QOS for streaming data.
INTRODUCTION
Traditionally, unicast transmissions are used for network processes in which packets are sent from host to host. Thus, when a unicast transmission is used to send packet to multiple destinations, it ends up crossing the same links repetitively. Broadcast transmission is used when all the nodes in the network are recipients. Multicasting is simultaneous transmission of packets to multiple intended destinations, and is used in many multimedia applications [1] . The multicast group is generally identified by a single IP destination group address. Anycast is when data is to be transmitted to any one of the members selected to be part of a group [2] .
During multicast sessions, minimal network resources must be utilized for transport of data. Tree construction is the most popular way of multicast routing. A multicast tree is created during a multicast session through which the data is transferred. The multicast tree is constructed using specific algorithms called multicast routing algorithm. Applications that are simultaneously synchronized require a good amount of reserved resources to maintain Quality of Service (QoS). Typical QOS parameters include end-to-end delay, delay variation, loss, cost and throughput to name a few [2] . In a multicast tree, resources are reserved along path to each destination, thus, during construction of tree if required QoS in a single link is insufficient then the algorithms fails to construct the tree. For efficient multicast communication, it is required to build a multicast tree which has the best chance to satisfy the resource requirements [3] . The parameters that measure the Quality of Services are Delay, Jitter, Bandwidth and Reliability. Two basic types of protocols are available to satisfy the varieties of application needs are
The RSVP protocol is used by a host to request specific qualities of service from the network for particular application data streams or flows and to deliver QoS requests to all nodes along the paths of the flows and to establish and maintain state to provide the requested service.
Differentiated Services provide a per-flow state and signaling in every router and hence offers a wide range of services [14] . Core based Algorithms (CBA) is used in many-to-many multicasting scenario. In CBA, a core node is selected which forms the root of the multicast tree. The tree branches out from the core node to all the members in the group. The QoS of the tree depends on the core node, so core nodes are required to be chosen with care. Core Based Tree (CBT) and Protocol Independent Multicast Sparse Mode (PIM-SM) are based on CBA.
A Communication network failure can have an adverse effect on today's society. In the future, as more applications employ multicast routing, a strong need will emerge for algorithms that can be employed by survivable multicast routing protocols. Regarding core-based multicasting, the main problem is that it has a single point of failure at the core. If the core fails, the whole multicast session would be disrupted. To provide reliable multicast services, the multicast routing protocols need to be equipped with mechanisms for handling core failures as well as node/link failures. The following issues are associated with core failure recovery [15] .

Core selection and tree construction: A new core must be selected from a list of candidate cores with a multicast tree that minimizes service disruption and tree cost.
Local recovery: Once a core failure or link/node failure has occurred, recovery may take place on a local scale whereby nodes contact other nearby nodes and perform local rerouting.

Global recovery:
In the event of a severe failure, it may be necessary to globally recover the multicast group. For these instances, the new core must be evaluated and the members of the multicast tree must be migrated to the new tree.
In this paper it is proposed to evaluate the performance of multicasting in a sparse network using Protocol Independent Multicasting Sparse Mode (PIM-SM) under different link scenarios with core failure and as well as node/link failures.
LITERATURE REVIEW
A multicast tree is generally implemented using a Steiner tree [4, 5] . Constructing a multicast tree with minimal cost is a NPhard problem. Kou et al., proposed the Kou, Markowsky and Berman (KMB) algorithm [6] where each node represents either a source or destination with the edge cost being lowest among all paths connecting the two nodes. The network is built as a complete graph. Prims algorithm [7] is used to find the Minimum Spanning Tree (MST). The major drawback of KMB algorithm is that the QoS issues are not addressed.
Kompella et al., proposed Kompella, Pasquale and Polyzos (KPP) algorithm [8] to address the QOS parameters. To achieve better QOS, the delay constraint requirement was maintained for a specific threshold and parameters measured using link cost and link delay. The tree construction is based on a near Minimum Cost Tree such that the delay between every two destination nodes is less than the specified threshold, the link delays are assumed to be integers and delay constraint is bounded, so that the complete graph can be constructed in polynomial time.
Kumar et.al [12] proposed two routing trees: a shortest path tree and a Steiner tree. It identifies a given number of k destinations, the difference between the delay observed in the Steiner tree and the delay in the shortest path tree is largest and such destinations are replaced from the Steiner tree to the shortest path tree.
The constrained Bellman Ford Algorithm [12] is used to connect one group member at a time to the source. It is based on Constrained Adaptive Ordering Heuristic that states that after each run the unconnected member with the delay constrained minimum-cost path to the source is chosen and added to the existing sub-tree.
Multiple Adaptive Multiple Constraints Routing Algorithm [12] guarantees QoS to the multicast members in an efficient, but not always optimal manner and can be considered as a heuristic to solve multiple parameters Steiner tree. It constructs the set of shortest paths from the source to all the multicast members are first evaluated and the entire tree is optimized such that the length function is reduced, without violating the constraints.
DVMA builds a DVBMT [13] spanning tree and is an NPcomplete problem. The algorithm starts with a spanning tree satisfying the delay constraint, which may not include some members, the algorithm searches through the candidate paths satisfying the delay and the delay variation constraint from a non-tree member node to any one of the tree nodes. On finding such a path , it adds the members to the existing tree. DVMA satisfies the variation constraint or has the smallest value of variation among the trees considered by the algorithm.
Bounded Shortest Multicast (BSM) algorithm [9] is based on the Shortest Path Tree (SPT) . This method find the shortest end to end delay path to solve the multicast problem. An SPT is built and refined recursively by replacing the f branching nodes with lower cost branching nodes. The branching nodes are also called as super edges.
PROPOSED METHODOLOGY
Video conferencing applications to guarantee quality of service have to deliver data with minimum jitter and end to end delay. The challenges increase many fold when the last mile could be either wired or wireless. Multicast communication improves the QOS compared to unicast due to the reduced data duplication and hence better utilization of bandwidth. In this paper it is proposed to study the effect of core failure in the performance of multicast systems. Figure 1 shows the architecture of the proposed system. The experimental setup consists of about 30 receivers located at various geographical locations and interconnected by three core routers connected in star topology. Two scenarios are considered in this work with the core failure scenario consisting of link breakage among the cores as shown in figure 2.
Simulations were carried out for 300 seconds with video conferencing happening simultaneously among various systems in the network and the simulation parameters measured. 
RESULT AND DISCUSSION
Two specific systems were considered for measuring the QOS parameters. One of the video conferencing node is located in the subnet of core 2 and another in the subnet of core 3. These two systems were considered due to the additional traffic carried out by core 2 in the event of link failure between core 1 and core 2. The end to end delay of the network due to core failure for the system located in sub network of core 3 is shown in figure 2 . From figure 2 it is seen that the end to end delay increases linearly when the core fails ( indicated by red ). This can definitely affect the quality of reception and transmission for nodes located in subnet of core 2 though the link between core 1 and core 3 is good. Figure 3 shows the end to end delay for systems in core 2 subnet. The end to end delay increases by 6 milli second which will not affect the quality of video conferencing reception. This delay occurs when the additional hop required to traverse from core 1 to core 3. Table 1 shows the actual delay. The throughput of the system during normal operation and core failure is shown in figure 4 . From figure IV it is seen that the throughput during the core failure consists of jitter which can affect the quality of received transmission.
CONCLUSION
In this paper it was proposed to study the effect of core failure during video conferencing under multicasting in a sparse network using Protocol Independent Multicasting Sparse Mode (PIM-SM). The end to end delay increases by an average of 4.7 seconds in the sub network of core 3 due to link failure between core 1 and core 2. However the end to end delay increases by 6 ms in the systems at core network 2. The output is significant as the quality of the video conference decreases in the area where the link failure has not occurred.
