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Abstract
Recent decade has witnessed the increasing popularity of recommender systems, which help users acquire
relevant commodities and services from overwhelming resources on Internet. Some simple physical dif-
fusion processes have been used to design effective recommendation algorithms for user-object bipartite
networks, typically mass diffusion (MD) and heat conduction (HC) algorithms which have different advan-
tages respectively on accuracy and diversity. In this paper, we investigate the effect of weight assignment
in the hybrid of MD and HC, and find that a new hybrid algorithm of MD and HC with balanced weights
will achieve the optimal recommendation results, we name it balanced diffusion (BD) algorithm. Numeri-
cal experiments on three benchmark data sets, MovieLens, Netflix and RateY ourMusic(RYM), show
that the performance of BD algorithm outperforms the existing diffusion-based methods on the three
important recommendation metrics, accuracy, diversity and novelty. Specifically, it can not only provide
accurately recommendation results, but also yield higher diversity and novelty in recommendations by
accurately recommending unpopular objects.
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Introduction
Web 2.0 and its applications have achieved significant developments in the past few years, which bring
us more convenience as well as overwhelm us with the information ocean on Internet [1]. This is the
so-called Information Overload problem [2]. Nowadays, online shopping becomes more and more popular
in our daily life. For instance, there are millions of books (e-books) on Amazon.com, and the value of
transactions of Taobao.com exceeded 35 billion Chinese Yuan (about 6 billion US dollars) on the shopping
festival of Nov 11, 2013 [3]. In this case, we find that it is very difficult to choose the relevant ones from
countless candidates on these e-commerce websites, and thus an automatic way that can help us to make
right decision under the information overload becomes a significant issue for both academic and industrial
communities.
The emergence of search engines partially alleviates this dilemma; a user inputs the keywords and
then search engines return the results accordingly. However, search engines always return the same
results for different users if they key in the same words. When users resort to the search engines, they
have already known what they want, and can easily find keywords to describe it. But in the most
occasions, users do not know what they really want, or it is hard to find appropriate words to describe
2it. Therefore, recommender systems have been designed to solve this problem. We can see that in recent
years, recommender systems have greatly promoted the development of E-business, and vice versa [4].
Collaborative filtering (CF) [5–12] is the most frequently used technology in the recommender systems,
which makes use of the collecting history to predict the potential objects of interest to the target user,
including user-based CF [10] and item-based CF [8, 12]. However, the classical CF methods only take
user/item similarity into account, which will make the recommendation results more and more similar
among users. In the meanwhile, CF algorithms cannot deal with the cold start problem [13], i.e., when a
new user or object is added to the system, it is difficult to obtain recommendations or to be recommended.
Therefore, the content-based [14] methods have been proposed to solve this problem, which use the profiles
of users to generate recommendation results, but the user profiles are usually difficult to acquire due to the
constraint of information retrieval techniques. Generally speaking, the CF methods and content-based
methods will generate similar recommendation results with poor diversity and novelty.
To address this problem, many personalized recommendation algorithms have been proposed, includ-
ing trust-aware methods [15,16], social-impact methods [17] and tag-aware methods [18]. Recently, some
physical diffusion processes, have been used to design many effective diffusion-based recommendation
algorithms for user-object bipartite networks, such as the mass diffusion (MD) algorithm and heat con-
duction (HC) algorithm [19–21]. The MD algorithm is in fact a random walk process on the bipartite
network [20, 22], which achieve high accuracy but low diversity. HC is another process similar to MD
on the bipartite network, which has high diversity but low accuracy. Ideally, a good recommendation
algorithm should exhibit both of high accuracy and high diversity.
In [19], Zhou et al. proposed a hybrid method to nonlinearly combine the MD and HC algorithms
(HHP for short), which solves the apparent diversity-accuracy dilemma of recommender systems. Liu et
al. [23] proposed a biased heat spreading (BHC for short) algorithm, which simultaneously enhances the
accuracy and diversity. Lu¨ et al. [24] proposed a hybrid algorithm of ProbS and HeatS with preference
on mass diffusion, named PD algorithm. All of the above mentioned algorithms derived from MD and
HC demonstrate good accuracy and diversity. However, how to adjust the weights of MD and HC to get
the optimal accuracy and diversity remains to be an open problem.
In this paper, we investigate the effect of weight assignment in the hybrid of MD and HC, and find
that a new hybrid algorithm of MD and HC with balanced weights will achieve the optimal recommenda-
tion results, we name it balanced diffusion (BD) algorithm. Numerical experiments on three benchmark
data sets, MovieLens, Netflix and RateY ourMusic (RYM), show that the performance of BHP algo-
rithm outperforms the existing diffusion-based methods on the three important recommendation metrics,
accuracy, diversity and novelty.
Results
A recommender system can be represented by a bipartite networkG(U,O,E), where U = {u1, u2, · · · , um},
O = {o1, o2, · · · , on}, and E = {e1, e2, · · · , eq} represent the m users, n objects, and q links between
the m users and n objects, respectively. The system could be fully described by an adjacency matrix
A = {alα}m,n, where alα = 1 if there exists a link ei between user l and object α and alα = 0 otherwise.
We assume that a user collects an object because he/she likes it, then the essential task of a rec-
ommender system becomes to generate a ranking list of the target user’s uncollected objects. All the
recommendation algorithms inspired by diffusion-like process work by initially assigning all the objects
a certain amount of resources, denoted by the vector f (where fα is the resource of object oα), and then
reallocating these resources via the transformation f′ = W f, where W is called the resource transfer
matrix.
In order to investigate the effect of weight assignment in the hybrid of MD and HC, we give MD and
HC two separate parameters a and b in the transfer matrix W :
3wαβ =
1
kaoαk
b
oβ
m∑
l=1
alαalβ
kul
, (1)
when 0 ≤ a ≤ 1, b = 0 gives us the BHC algorithm, a = 1, b = 0 gives us the pure HC algorithm and
a = 0, b = 1 gives us the pure MD algorithm. When a+ b = 1, 0 < a, b < 1 gives us the HHP method, it
seems that the HHP method is the best method to combine MD and HC today. If a = b > 0, the Equ.1
can be revised using only one parameter λ:
wαβ =
1
(koαkoβ )
λ
m∑
l=1
alαalβ
kul
, (2)
we call this algorithm Balanced diffusion (BD for short), where MD and HC obtain the same weights in
recommender system. In this sense, the influence of large degree objets would be strengthened in the
second and last diffusion step if λ < 1 and depressed if λ > 1.
Fig.1(a), Fig.1(b) and Fig.1(c) show the ranking score by Equ.1 on three benchmark data sets,
MovieLens, Netflix and RYM , respectively. In the figure, different colors represent different r and
the black area means the minimal ranking score values. The minimal ranking score is 0.087, 0.039 and
0.041 onMovieLens, Netflix and RYM , respectively. By comparing the black areas we find the ranking
scores are almost tiny variation. That is to say, in this area it is difficult to change the performance of
recommender algorithms by adjusting the tunable parameters. In other words, it is not worth spend-
ing too much effort on adjusting the parameters to obtain the tiny improvement. We find they have a
common feature in the minimal ranking score area, that is, all of them obtain approximately optimal
performance when the two parameters satisfy the condition: 0 < a = b < 1. That is to say, when MD and
HC work together, we need strength the small-degree objects’ influence to obtain the better performance
both at the first diffusion step (i.e., MD) and last diffusion step (i.e., HC). Therefore, we could only use
one parameter λ to replace the two in the optimal scenario (i.e., Eq.2).
Fig.2 shows the performance of BD algorithm on MovieLens, Netflix and RYM , respectively. We
have known that the HHP algorithm is a good trade-off of the diversity and accuracy. From our exper-
iments, we can see that BD is also a good trade-off of the diversity and accuracy. In other words, our
algorithm improve the diversity and accuracy simultaneously. The so-called optimal parameter depends
on the smallest ranking score. The other three metrics, precision, hamming distance and novelty’s opti-
mal values are obtained at the optimal parameter point. The optimal parameter of our algorithm is 0.79,
0.77 and 0.69 on MovieLens, Netflix and RYM data sets, respectively.
In order to show our algorithm’s superior performance, we compare BD with HHP, BHC and PD. In
Fig.3 - Fig.5, to compare those four algorithms conveniently and show the results in the same scale, we
use λ instead of 1 − λ and −ε for HHP and PD algorithms, respectively. Fig.3, Fig.4 and Fig.5 show
the performance of the four algorithms under different λ on MovieLens, Netflix and RYM data sets,
respectively. Summaries of the results for the four algorithms and metrics on MovieLens, Netflix and
RYM data sets are shown respectively in Table.2, Table.3 and Table.4. Clearly, BD outperforms HHP and
BHC on MovieLens data set, outperforms BHC and PD on Netflix data set and outperforms HHP and
PD on RYM data set. Among all four precious algorithms, BD gives the best ranking score and hamming
distance. PD and HHP give the highest precision on MovieLens and Netflix data sets, respectively.
BHC gives the best novelty on RYM data set. Comparing these four outstanding algorithms, we find
that BD gives almost the best accuracy and provides the much more diversity results. For instance,
in MovieLens, the BD algorithm decreases the ranking score to 0.08769 while simultaneously improves
the hamming distance and novelty to 0.91572 and 2.7269, respectively. Meanwhile, the BD algorithm’s
precision is 27.63, which is near the best value by PD.
4In Fig.6, we investigate the dependence of ranking score on the object degree onMovieLens, Netflix
and RYM data sets. For a given x, its corresponding r is obtained by averaging over all objects whose
degrees are in the range of [a(x2−x), a(x2+x)], where a is chosen as 1
2
log5 for a better illustration. The
inset figure amplifies that r versus the degree of objects. Generally speaking, on average, the popular
objects have more opportunity to be recommended than unpopular objects and can be more accurately
recommended. The inset figures show the difference of these four algorithms’ ability to accurately recom-
mend the unpopular objects. Clearly, our algorithm BD has the best ability for this end which is followed
by PD. Moreover, by comparing BD with PD and HHP, we find that although they both consider the
mass diffusion and heat conduction processes, giving the same strength at the first and last step will have
better effects on the unpopular objects.
Discussion
To summary, we proposed a novel method to combine the mass diffusion and heat conduction which
address the accuracy-diversity dilemma in recommender systems. We found that the smallest ranking
score values are almost unchanged when giving the same strength on mass and heat diffusion processes.
Therefore, we use only one parameter to achieve the optimal performance. Numerical results on three
benchmark data indicate that the accuracy and diversity are simultaneously improved on our algorithm.
In addition, we compare our algorithm with other three outstanding algorithms and find out that our
algorithm has the best performance. Moreover, we investigate the four algorithms’ ability to accurately
recommend the unpopular objects, and found our algorithm BD has the best ability on it.
In a real online recommender system, generally speaking, most of the large-degree objects are popular
objects, which have large weights and easily to be recommended while the small-degree objects might be
difficult to be recommended. Therefore, the ability to accurately recommend the unpopular objects is an
important issue in recommender systems. In a word, this work provides a practical solution for online
recommendation on how to promote the attention of the long-tailed products.
This article only provides a simple method to combine the mass diffusion and heat conduction by
giving them the same weights, while a couple of issues remain open for future study. First, we are lack of
quantitative understanding of the structure and dynamics of information network. Second, the impact of
social network is overlooked in recommendation systems, although the relation between social influence
and recommender systems is not clear thus far, we deem that an in-depth understanding of social net-
work should be helpful for better recommendations. Finally, the multi-layered network consists of social
network and information network can be taken into account to describe the underlying hierarchical struc-
ture, thus the Social Network Analysis (SNA) based techniques can be used to provide more substantial
recommendations, and social predictions as well.
Materials and Methods
Dataset Description
To test our algorithm’s performance, we employ three different datasets (see Table.1 for basic statis-
tics). The MovieLens data set was collected by the GroupLens Research Project at the University
of Minnesota. The data was collected through the MovieLens web site (movielens.umn.edu) during the
seven-month period from September 19, 1997 through April 22, 1998. The Netflix dataset is a randomly
selected subset of the huge dataset provided for the Netflix Prize [25]. The RYM data set is obtained
by downloading publicly available data from the music rating website RateYourMusic.com. We use the
information of the links between users and objects.
5Metrics
Accuracy is the most important measure in evaluating the performance of recommendation algorithms.
A good algorithm is expected to give accurate recommendations, namely higher ability to find what users
like. In order to measure the recommendation accuracy, we make use of ranking score r [24] and precision
enhancement ep(L) [19]. For a target user, the recommender system will return a ranking list of all
uncollected objects to him/her. For each link in test set, we measure the rank(riα) of this object in the
recommendation list of this user.
riα =
pα
li
(3)
where pα means that object α is listed in the place pα of the ranking list of user i, li is the number of
links of user i in the test set.
r =
1
|EP |
∑
iα∈EP
riα (4)
where iα denotes the link connecting ui and oα in the test set.
A random recommendation will randomly choose L objects from the training data for a target user,
so we consider the precision values(ep(L)) relative to the precision of random recommendations.
ep(L) =
1
m
m∑
l=1
n
L
p
kltest
(5)
where p is the number of objects in the data sets and kltest is the degree of user l in test data.
Beside accuracy, diversity is taken into account as another important metric to evaluate the recom-
mendation algorithm. In order to measure the recommendation diversity and novelty, we make use of
Hamming distance (h(L) for short) [26] and self information I(L) in [19], respectively.
hij(L) = 1−
qij(L)
L
(6)
where qij is the number of common objects in the top L places of both lists of user i and user j. Averaging
hij(L) over all pairs of users existing in the test set, we obtain the mean distance h(L), for which greater
value means greater personalization of user’s recommendation lists.
The I(L) concerns the capacity of the recommender system to generate novel and unexpected results.
Given an object α, the chance a randomly selected user has collected it is kα/u, thus its self-information
is Iα = log2(u/kα), so I(L) is:
I(L) =
m∑
l=1
L∑
α=1
Iα (7)
where L is the length of the recommendation list.
6Baseline Algorithms
The original recommendation algorithm mimicking mass diffusion (MD) process is referred to as Network-
Based Inference (NBI) [20], and ProbS [19], respectively. The initial resource vector f is defined as fα = alα
where alα = 1 if user l has collected object α, otherwise alα = 0. The element wαβ of the transfer matrix
W is written as
wαβ =
1
koβ
m∑
l=1
alαalβ
kul
, (8)
where koβ =
∑m
i=1 aiβ and kul =
∑n
r=1 alr denote the degrees of object oβ and user ul, respectively.
The algorithm analogous to heat conduction (HC) is called HeatS in [19]. The significant difference
between HC and MD is that HC redistributes a resource via a nearest-neighbor averaging process, while
MD works by equally distributing the resource to the nearest neighbor. The initial f of HC is the same
with MD. The difference lies in the transfer matrix:
wαβ =
1
koα
m∑
l=1
alαalβ
kul
, (9)
As we know, MD has high recommendation accuracy yet low diversity, while HC, which is designed
specifically to address the challenge of diversity, has relatively low accuracy. Many researchers attempted
to solve this diversity-accuracy dilemma and have found some effective ways:
In [19], the authors proposed a nonlinear hybrid method to combine MD and HC, called HHP algo-
rithm, by introducing a hybridization parameter λ into the transfer matrix W :
wαβ =
1
koα
1−λkoβ
λ
m∑
l=1
alαalβ
kul
, (10)
where λ = 0 gives the pure HeatS and λ = 1 gives the pure MD, which makes a trade-off between diversity
and accuracy by adjusting the tunable parameter λ.
Motivated by enhancing the ability to find unpopular and niche objects, Lu¨ et al. [24] proposed a
preferential diffusion method (PD for short) based on a hybrid of MD and HC with preference on MD.
By changing the amount of resource that an object oα receives in the last step to k
ε
oα
where −1 ≤ ε ≤ 0
is a free parameter, the resource transfer matrix reads:
wαβ =
1
koβk
−ε
oα
m∑
l=1
alαalβ
M
, (11)
where M =
∑n
r=1 alrk
ε
oα
. Clearly, when ε = 0, it gives us the pure MD algorithm.
In [23], the authors proposed a Biased Heat Conduction (BHC for short) method based on HC. By
decreasing the temperatures of small-degree objects, BHC could simultaneously enhance the accuracy
and diversity. The element wαβ of the transfer matrix W is:
wαβ =
1
kλoα
m∑
l=1
alαalβ
kul
, (12)
where 0 ≤ λ ≤ 1, which indicates that the influence of large-degree objects would be strengthened in the
last diffusion step.
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Figure Legends
Tables
Table 1. Properties of the tested datasets
Data sets Users Objects Links Sparsity
MovieLens 943 1,682 100,000 6.30× 10−2
Netflix 10,000 5,640 701,947 1.24× 10−2
RYM 33,762 5,267 675,817 3.8× 10−3
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Figure 1. (Color online) The ranking score on MovieLens, Netflix and RYM data sets according to
Eq.1
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Figure 2. Performance of the BD algorithm on three different data sets.
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Figure 3. (Color online) The recommendation results of four algorithms on Movielens data set.
11
0.0 0.2 0.4 0.6 0.8 1.0
0.03
0.06
0.09
0.12
0.15
0.18
0.21
0.24  BHC
 PD
 HHP
 BD
r
0.0 0.2 0.4 0.6 0.8 1.0
0
15
30
45
60
75
90
 BHC
 PD
 HHP
 BD
ep
(2
0)
0.0 0.2 0.4 0.6 0.8 1.0
0.56
0.63
0.70
0.77
0.84
0.91
0.98  BHC
 PD
 HHP
 BD
h(
20
)
0.0 0.2 0.4 0.6 0.8 1.0
0
2
4
6
8
10
12
14
i(2
0)
 BHC
 PD
 HHP
 BD
Figure 4. (Color online) The recommendation results of four algorithms on Netflix data set.
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Figure 5. (Color online) The recommendation results of four algorithms on RYM data set.
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Figure 6. (Color online) Dependence of ranking score r on the object degree. For a given x,
its corresponding r is obtained by averaging over all objects whose degrees are in the range of
[a(x2 − x), a(x2 + x)], where a is chosen as 1
2
log5 for a better illustration. The inset figure amplifies that
r versus the degree of objects.
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Table 2. Algorithmic performance for MovieLens data set. The optimal parameters are
λopt = 0.14 for HHP, λopt = 0.87 for BHC, εopt = −0.85 for PD and λopt = 0.79 for BD.
Method r ep(20) h(20) I(20)
HHP 0.09228 25.892 0.90162 2.6452
BHC 0.09388 25.367 0.89809 2.6474
PD 0.08924 28.793 0.90146 2.4716
BD 0.08769 27.63 0.91572 2.7269
Table 3. Algorithmic performance for Netflix data set. The optimal parameters are λopt = 0.17
for HHP, λopt = 0.85 for BHC, εopt = −0.88 for PD and λopt = 0.77 for BD.
Method r ep(20) h(20) I(20)
HHP 0.04719 84.89511 0.75589 3.03893
BHC 0.05023 81.02979 0.76022 3.41337
PD 0.04348 81.02979 0.76022 3.41337
BD 0.04125 82.53697 0.85025 4.38952
Table 4. Algorithmic performance for RYM data set. The optimal parameters are λopt = 0.24
for HHP, λopt = 0.85 for BHC, εopt = −0.82 for PD and λopt = 0.69 for BD.
Method r ep(20) h(20) I(20)
HHP 0.04642 126.15419 0.93689 6.44823
BHC 0.05151 115.28652 0.93062 6.95915
PD 0.04259 122.52548 0.94475 6.85662
BD 0.04202 133.46272 0.9605 6.6999
