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Abstract This paper suggests an outlier detection procedure which applies a nonparametric
model accounting for undesired outputs and exogenous influences in the sample. Although
efficiency is estimated in a deterministic frontier approach, each potential outlier initially
benefits of the doubt of not being an outlier. We survey several outlier detection procedures
and select five complementary methodologies which, taken together, are able to detect all
influential observations. To exploit the singularity of the leverage and the peer count, the
super-efficiency and the order-m method and the peer index, it is proposed to select these
observations as outliers which are simultaneously revealed as atypical by at least two of the
procedures. A simulated example demonstrates the usefulness of this approach. The model
is applied to the Portuguese drinking water sector, for which we have an unusually rich data
set.
Keywords Nonparametric estimation · Frontier · Non-oriented · Outliers · Water sector
1 Introduction
Non-parametric frontier models, such as Free Disposal Hull (FDH, Deprins et al. 1984) and
Data Envelopment Analysis (DEA, Charnes et al. 1978), are convenient tools to estimate the
relative efficiency of observations. However, the traditional models faced two major draw-
backs. Firstly, they did not allow to incorporate exogenous variables (i.e. variables which
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are beyond the influence of the firm’s managers) without imposing a separability condition
between the inputs and outputs, and the exogenous environment. Therefore, the traditional
methods to incorporate these exogenous variables (see Fried et al. 2008 for an overview)
assumed that the input-outputs and the exogenous variables are located in a different sphere.
Only recently, by the conditional efficiency approach of Cazals et al. (2002) and Daraio and
Simar (2005) has this major drawback been resolved. As a second disadvantage, the tradi-
tional FDH and DEA models are deterministic in nature in that they assume that there is
no noise, nor atypical observations in the sample. This issue has been tackled by the robust
efficiency model of Cazals et al. (2002).
Although the robust efficiency model mitigates the influence of outlying observations
(i.e. gives them the benefit of the doubt of not being an outlier),1 for the applied researcher it
can be extremely interesting to detect these atypical observations. As atypical observations
can present the best or worse practices, in this paper we develop a model that is able to detect
a large range of these entities. Once the applied researcher knows the atypical observations,
an in-depth case study should be carried out.
This article contributes to the literature from three angles. Firstly, it develops a specially
tailored model to the application (i.e. the drinking water sector for which we have an un-
usually rich data set of Portuguese utilities). As the production technology is unknown, our
model is entirely non-parametric, such that it does not assume any a priori specification on
the functional form of the production function. The developed composite efficiency score
is inspired on the directional distance functions of Chambers et al. (1998) and is able to
deal simultaneously with potential input reductions and output expansions. In addition, the
model makes a distinction between desired and undesired outputs and takes exogenous en-
vironmental effects into account (cf. Chung et al. 1997). Following Portela et al. (2003), we
label models (and thus also the proposed model which is rooted in the directional distance
function approach of Chambers et al. 1998) that simultaneously estimate potentional input
reductions and outputs expansions as ‘non-oriented’ models (although one should not nec-
essarily agree with this terminology). ‘Non-oriented models’ have largely been undervalued
in the productivity measurement literature, although they are considerably more realistic in
numerous real-world cases in comparison to ‘oriented’ models. Indeed, in most scenarios a
firm’s manager intending to improve its entities’ efficiency, will consider simultaneous input
reductions, output expansions and undesired output diminutions, instead of working only in
one of these dimensions separately.
As a second contribution, the paper combines several outlier detection procedures in one
model. By combining complementary outlier detection models, we aim at detecting a broad
range of atypical observations. Indeed, atypical observations could deserve an increased in-
terest in that they could present the best or worst practices. This contrasts to the outlier
detection procedures presented in the literature which have their own characteristics and
singularity and, therefore, are unable to detect all atypical observations, but only the obser-
vations with similar characteristics (for an overview on the several outlier detection models
in the literature, see Appendix). We exploit this conclusion by selecting five complemen-
tary methodologies which, taken together, are able to detect a broad range of influential
observations. The effectiveness of the model is tested on a simulated data set.
1The term ‘benefit of the doubt’ is prominent in the DEA literature as DEA uses an endogenous weighting
(e.g. Melyn and Moesen 1991; Despotis 2005; Cherchye et al. 2007). Indeed, DEA retrieves the information
on the weights from the data themselves. Therefore, a higher weight is given to variables on which the
evaluated observation is doing relatively better.
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Thirdly, the model includes some features which initially mitigate the influential impact
of atypical observations. Indeed, by exploiting the robust order-m technique of Cazals et al.
(2002), the model includes all observations in the sample (thus also the atypical observa-
tions) but gives less weight to these observations (see Sect. 2).2 Therefore, every potential
outlier initially obtains the benefit of the doubt of not being an outlier by mitigating the
effect of the outlying observations. In other words, an observation is only an outlier if it is
detected by the combined model after the influence of the outlier has been reduced (benefit
of the doubt). In addition, the non-parametric model allows for diverging exogenous vari-
ables by the conditional efficiency scores of Daraio and Simar (2005, 2007). In our and in
similar applications, outliers could arise from (1) the exceptionally high or low variables
compared to the remaining utilities in the sample, (2) the measurement errors (especially
due to different methodologies to measure, e.g., capital outlays), (3) the different structure
in ownership and (4) the utilities which bring to light the best or worst practices.
The paper is organized as follows. Section 2 discusses the non-oriented model and pro-
vides the methodological background to estimate robust non-oriented conditional efficiency
measures. In addition, it shows how to detect influential observations. Section 3 presents the
results of the model on a simulated data set while Sect. 4 applies the model to the efficiency
evaluation in the Portuguese drinking water sector. Finally, Sect. 5 draws the conclusions.
2 Methodology
Observations which disproportionately distort the relative efficiency scores of the dominated
observations are labeled as influential. These observations are both extremely disturbing
as they reduce the informative value of the efficiency scores, and extremely informative
as they could indicate the best practices and efficient observations. This ambiguous role
of outliers indicates the importance of detecting the proper atypical observations, so that
researchers can take a close look at these units. Our outlier detection procedure differs from
the traditional methods in the literature in two aspects. Firstly, thanks to the specially tailored
‘robust order-m model’ (see Sect. 2.2), it has the advantage to give the benefit of the doubt to
atypical observations as the partial frontier mitigates the influence of outliers. Secondly, by
exploiting five complementary procedures, each with their own singularity and capabilities
to detect outliers with similar characteristics, the full model is able to detect all ‘proper’
outliers (see Sect. 2.3). We start this section by developing a non-oriented model which is
inspired on directional distance functions (see Sect. 2.1).
2.1 Non-oriented efficiency estimation with correction for unwanted outputs
We first present the non-oriented model in the two-dimensional Fig. 1 with one input and
one desired output variable and contrast it to the traditional input and output orientation.
The input-orientation measures the minimal amount of inputs needed to produce a given
amount of output (i.e., the distance CB/CA); the output-orientation searches for the maxi-
mal quantity of outputs which can be produced with a given level of inputs (i.e., the distance
ED/EA); the non-oriented approach measures simultaneously the potential input decrease
and potential output increase. Non-oriented models are introduced in the literature in 1985
with meaningful differences between them by Charnes et al. (1985) and Färe et al. (1985).
The former, called the additive model, aims at changing inputs and outputs simultaneously
2The paper can be straightforwardly adapted to the robust order-α context of Daouia and Simar (2007). As
indicated by Aragon et al. (2005) and Daouia and Ruiz-Gazen (2006), this could be worthwile as order-α
frontiers are more robust than order-m frontiers.
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Fig. 1 Oriented and non-oriented models
in the sense of vector optimization, i.e., this model maximizes the L1 distance (also known
as ‘city-block distance’) of the observation under analysis to the observed efficient fron-
tier assuming variable returns to scale (VRS). The latter, known as the hyperbolic model,
maximizes the equiproportionate expansion of the output vector and the reduction of the
input vector that places a given observation on the boundary of the technology (in particu-
lar, the hyperbolic model is non-linear and estimates a hyperbolic path (βx,β−1y) from the
evaluated observation to the frontier).
Besides these two non-oriented models, variants such as those based on the Range Ad-
justed Measure (RAM) of Cooper et al. (1999) and on the directional distance function
of Chambers et al. (1998), were developed. As Portela et al. (2003) point out, all these
non-oriented models share the common feature of maximizing slacks but rarely satisfy the
desired features concerning the inclusion of all the sources of inefficiency and the meaning
of radial inefficiency measures at the same time. Exceptions are the measures proposed by
Brockett et al. (1997) and Portela et al. (2003). Notice that the non-oriented model has sev-
eral advantages and therefore various potential empirical applications, however, in the water
sector, only two studies were found in the literature (Aida et al. 1998 and Lambert et al.
1993, see De Witte and Marques 2007 for an overview of the literature). Our specially tai-
lored nonparametric model is also well-suited for other environments where the production
technology is unknown (e.g., inefficiency measurement in other utilities, education, health,
social sector, etc.).
Next, consider a general setting of n utilities which transform p inputs x ∈ Rp+ into q
desired outputs y ∈ Rq+ and r undesired outputs b ∈ Rr+. The inefficiency of the utilities is
measured relatively to a frontier constituted from the best practices, so that any deviation
from the frontier is assumed to be attributed to inefficient management. The production
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technology set  defines the set of all feasible input-output combinations:
 = {(x, y, b) such that x can produce y and b}. (1)
The production set  is typically unknown in empirical studies and is nonparamet-
rically approximated from the set of observations drawn from the technology. Follow-
ing Ray and Mukherjee (2007), we assume free disposability of the inputs and desired
outputs and reverse disposability of the undesired outputs, i.e., let x˜ ∈ Rp+, y˜ ∈ Rq+ and
b˜ ∈ Rr+, with x˜ ≥ x, y˜ ≤ y and b˜ ≥ b if (x, y, b) ∈  then (x˜, y, b) ∈  , (x, y˜, b) ∈ 
and (x, y, b˜) ∈  .3 This free disposability assumption delivers the FDH model of Deprins
et al. (1984). The DEA model of Charnes et al. (1978) is obtained by assuming in addi-
tion to free disposability also convexity: if (x1, y1, b1), (x2, y2, b2) ∈  , then ∀α ∈ [0,1]:
(x, y, b) = α(x1, y1, b1) + (1 − α)(x2, y2, b2) ∈ . We believe these two minimalistic as-
sumptions to be appropriate in the context under study.
For every observation, we can estimate the inefficiency relatively to this efficient bound-
ary of  by estimating the scalar β:
δ = {(x, y, b) ∈ |((1 − β)x, (1 + β)y, (1 − β)b) /∈ ,∀0 < β < 1}. (2)
The efficiency is estimated relatively to this efficient boundary. As such, β estimates the
distance to the frontier (i.e. the distance AF in two-dimensional Fig. 1).
To operationalize the non-oriented model, we start from a directional distance function
as developed by Chambers et al. (1998) which measures the radial reduction in inputs and
expansion in outputs to the frontier in a preassigned direction (gx, gy, gb). For the non-
oriented model, we assume the direction of the distance (gx, gy, gb) = (xo, yo, bo) such that:
D(xo, yo, bo, gx, gy, gb) = sup(β|xo − βgx, yo + βgy, bo − βgb ∈ )
= sup(β|(1 − β)xo, (1 + β)yo, (1 − β)bo ∈ ), (3)
where xo, yo and bo denote the evaluated observations, gx (= xo), gy (= yo) and gb
(= bo) the direction vectors in which D is defined and β is a scalar. Note that this approach
is close to the hyperbolic efficiency idea of Färe et al. (1985). We apply the directional dis-
tance function ideas to the Data Envelopment Analysis (DEA) estimator of the production
set. Assuming Variable Returns to Scale (VRS), which is in the context under study an ap-
propriate assumption (De Witte and Marques 2007) and which is consistent whatever the
hypothesis on returns to scale (Daraio and Simar 2007), the estimator of the non-oriented
inefficiency score can be obtained by solving the linear program:
βˆ(xo, yo, bo) = max
{
β|(1 − β)xo ≥
n∑
i=1
λixi; (1 + β)yo ≤
n∑
i=1







λi = 1;0 ≤ β ≤ 1; i = 1, . . . , n
}
. (4)
3In the nonparametric literature, undesired outputs are alternatively assumed as weakly disposable. However,
we prefer to follow the approach of Ray and Mukherjee (2007) as a reduction of the bad output is a natural
assumption in many applications. An extension of the model to weakly disposable bad outputs is straightfor-
ward.
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An efficient observation constituting the best practice frontier obtains a value of βˆ = 0, while
inefficient observations reach positive values.
2.2 Reducing the influence of outliers and environmental factors
The deterministic nature of nonparametric frontier models can be moderated by limiting
the number of potential reference partners which constitute the frontier. This so-called ro-
bust order-m approach, as suggested by Cazals et al. (2002), draws a partial frontier which
is more robust to atypical observations and has some attractive statistical properties. We
adapt the method for the specific inefficiency measure βˆ(xo, yo, bo) defined above. For an
evaluated observation (xo, yo, bo) a subsample of size m is repeatedly drawn (r = 1, . . . ,R
times) with replacement among the original sample (x, y, b). For each subsample, the inef-
ficiency score βˆrm(xo, yo, bo) is estimated along the linear program in (4). Finally, the robust
non-oriented estimator is defined as the arithmetic average:




βˆrm(xo, yo, bo). (5)
The more references in the subsample (and thus the higher m), the higher the probability
an influential observation will constitute the frontier and the closer the estimate βˆm will
approximate βˆ . Remark that some observations could obtain negative inefficiency scores
as due to the resampling the evaluated entity (xo, yo, bo) is not included in the subsample.
Following Andersen and Petersen (1993), we label these units as ‘super-efficient’.
Inspired on the robust order-m approach of Cazals et al. (2002), Daraio and Simar (2005,
2007) suggest a conditional approach to take into account environmental influences z with-
out imposing separability (i.e. without assuming that the inputs and outputs are not immedi-
ately influenced by the exogenous variables). Favorable environmental influences behave as
substitutive inputs, while unfavorable environmental variables behave as substitutive outputs
needing additional inputs to compensate. To immediately include the exogenous variables in
the non-parametric model, Daraio and Simar (2005) suggest to adapt the robust order-m effi-
ciency model in a way that the reference set of size m is drawn with a particular probability.
In particular, they suggested to compare like with like by non-parametrically smoothing (by
a Kernel estimator K(.) with a bandwidth h as estimated by the likelihood cross-validation
criterion) the exogenous variable z. The Monte-Carlo algorithm of the robust estimator is
accommodated by drawing the m observations with a probability equal to:
K((zo − z)/h)/
∑n
j=1 K((zo − zj )). (6)
As shown before, we adapt the conditional efficiency model to our specific inefficiency
measure, such that the obtained robust conditional inefficiency estimate βˆm(xo, yo, bo|zo)
does not suffer from a separability condition as the value of z influences the position of the
frontier (see also De Witte and Korteleinen 2008).
2.3 Detecting influential observations
A typical phenomenon in the operations research literature is to carefully analyse atypi-
cal observations in an attempt to find best practices (Yin 2003). This section describes a
procedure which combines five complementary outlier detection models. By combining the
models, we are able to detect a broad range of (potentially interesting) atypical observations.
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As a first outlier detection procedure, we select the ‘leverage’ concept which explicitly
exploits the disproportional influence of atypical observations (Sousa and Stosic 2005). For
each observation, the leverage (lo) is measured as the standard deviation of the inefficiency
estimates relative to the full sample without the evaluated observation (βˆm,io), and the inef-
ficiency estimates relative to the full sample (βˆm,i). Formally, we measure:
lo =
√∑n
i=1;i =o(βˆm,io − βˆm,i)2
n − 1 . (7)
A higher leverage value, lo, provides evidence for an influential observation. In our robust
order-m model, the leverage equals the average leverage over the R drawings in the sub-
samples. Remark that, thanks to the robust order-m model we apply, our methodology gives
every potential outlier initially the ‘benefit of the doubt of not being an outlier’ (see be-
fore). In addition, due to the resampling in order-m, also inefficient observations will obtain
positive leverage values.
The second outlier detection procedure, the peer count, suggested by Charnes et al.
(1985), consists of the computation of how many observations are influenced by a certain
efficient observation. Both the observations with a higher or lower peer count are candi-
dates to be outliers. Again, the peer count is reinterpreted as the average frequency that an
observation influences the other observations (i.e., frequency over number of drawings R).
Third, the super-efficiency concept, developed by Andersen and Petersen (1993), deter-
mines to what extent the efficient observations can simultaneously increase their inputs and
undesired outputs and reduce the intended outputs by keeping themselves technically ef-
ficient. In numerical terms, the procedure consists in removing the evaluated observations
from the sample at the moment of the DEA-evaluation, so that the observations are com-
pared with the linear combination of all the others, except for themselves. The lower the
super-efficiency (i.e., the more negative), the higher the probability that an entity is an out-
lier. However, this methodology, in spite of sorting the efficient units with regard to the
efficiency surpluses, does not say anything about their sorting according to the importance
of the efficient DMUs as reference or benchmarking element for the inefficient observations
of the sample.
Fourth, the order-m method for detecting outliers, as developed by Simar (2003) based
on the work of Cazals et al. (2002), determines observations far above the frontier (i.e., a
value considerably below 0) as outliers. Therefore, the model simply estimates and ranks
the above mentioned order-m inefficiency scores.
Finally, the peer index computes for each of the input and output variables of a unit the
potential input reduction and output expansion (Torgersen et al. 1996). As such, the peer
index is computed for every variable k of each efficient observation j . Summarizing from
Torgersen et al. (1996), the peer index ρkj is constructed as the ratio of the total weighted
saving potential of the inefficient units in the reference set of the peer and the total saving
potential in the complete data set. The measure ρkj expresses the percentage of the potential
reduction of an input that is represented by the inefficient unit which depend on the effi-
cient unit j . The higher the ρkj , the larger the possibilities of employing that observation
for benchmarking or in other perspective the larger the possibility that it is an outlier. Both
observations with a higher or lower peer index indicate potential outliers. Similar as to the
other outlier detection methods, the peer index is reinterpreted as the average potential input
reduction and output expansion (i.e., the average over number of drawings R).
Having their own singularity and set-up, as shown in the next section by a simulation,
these five procedures complement each other. Taken together, they are able to detect a broad
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range of influential observations (see simulation exercise in Sect. 3). Indeed, the leverage
and peer count draw special attention to the influence of the atypical observation on the
other observations in the sample; the super-efficiency and the order-m method emphasize
in particular the atypical inefficiency scores; while finally the peer index attaches great im-
portance to the individual variables of the evaluated entity. Individually, these procedures
only consider a specific variant of atypical observations, while taking the particular charac-
teristics together, these procedures are supposed to reveal all ‘proper’ outlying observations.
To fully exploit the complementarity of the selected outlier detection procedures, we con-
sider observations which prevail in at least two different procedures as outliers (labelled as
u = 2). The appropriate value of u results from the complementarity of the model since
there are, except for the atypical variables, always two different procedures for each source
of outliers (i.e., there are two different procedures for atypical observations; two different
procedures for atypical inefficiency scores). The robustness of the analysis improves by in-
creasing u, although not all atypical observations will be detected anymore. Indeed, using
u = 2, both influential outliers (by leverage and peer count), atypical inefficiency scores (by
super-efficiency and order-m) and atypical variables (by peer index) will be detected. This
is tested on a simulated data set in the next section. Note that, the robustness of the analysis
improves by increasing u, although less observations will be labelled as outliers.
Remark that our approach is analogous to the ideas of Wilson (1995) in that he constructs
a similar composite outlier detection procedure relying on the principles of super-efficiency.
However, our approach is more balanced than the Wilson procedure as it, following the
super-efficiency, mainly emphasizes the atypical inefficiency scores. Other outlier detection
procedures are surveyed in Table 4 in the Appendix.
3 Simulation
To test whether the conditional non-oriented model, which gives potential outliers initially
the benefit of the doubt, suitably detects the ‘proper’ outliers both in the sense of atypical
efficient units (i.e., atypical little use of inputs and atypical large production of outputs) and
atypical inefficient observations (i.e., abundant use of inputs), we simulate a data set of 65
observations each with two inputs, two outputs, one undesired output, one favorable envi-
ronmental variable and one unfavorable environmental variable. The variables are generated
as follows. The input variables are randomly drawn from a uniform distribution between
0 and 1 (x1 and x2 ∼ U(0,1)). The first output variable is the aggregate of the two input
variables (y1 = x1 + x2), while the second output variable is constructed by y2 = undesired
output + ((1 + x1) ∗ environmental1) + (x2 ∗ environmental2). The undesired output vari-
able is generated as the product of an exponential distributed variable with mean 3 and the
first input variable (undesired output = exp(3) ∗ x1). The favorable environmental variable
is drawn from an exponential distribution with mean 2 (environmental1 ∼ exp(2)), while
the unfavorable exogenous factor is drawn from an exponential distribution with mean 1
(environmental2 ∼ exp(1)). In this simulated exercise, we determined R = 50 and the size
of the partial frontier m = 40 as from these values on, the percentage of super-efficient
observations is more or less stable (cfr. Daraio and Simar 2005, 2007).
The simulated data are enriched by 5 atypical observations a. Observation a1 uses sig-
nificantly more inputs than the observation with the highest input value, a2 consumes sig-
nificantly less inputs to produce the outputs, a3 produces significantly more outputs than the
predicted output according to the data generation, a4 produces an atypical large amount of
the undesired outputs while a5 possesses an extremely favorable environmental factor.
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A priori, the model is expected to compensate for environmental variables which are
beyond the scope of the firm’s managers and, thus, we should not detect a5 as an influential
observation. In addition, as managers are able to deal with undesired outputs, a4 should not
be detected as atypical, conversely, it should obtain a low inefficiency score. The model
should not mitigate super-inefficient (i.e. a1) and super-efficient observations (a2 and a3)
which we would like to trace as atypical.
Our findings are in line with the anticipated results. On the one hand, the individual pro-
cedures only detect their own singular outliers, while on the other hand, the five methodolo-
gies proof to be complementary to discover all atypical observations. Average inefficiency
of the simulated sample amounts to 0.069 with a standard deviation of 0.163. Firstly, con-
sider the outcomes of the individual procedures. The results are presented in Table 1 where
we denoted the detected outliers by O , the efficient observations according the procedure
by E and the inefficient observations as I .4 The observed values are presented in brackets.
First consider the leverage procedure. The leverage equals on average 0.0675. Observations
a1, a2 and a3 according to the model considered as outlying observations. Note that these
influential effects are already mitigated by the robust inefficiency estimates which give each
observation the benefit of the doubt of not being an outlier. The second procedure of peer
count does not detect unit a2 as influential, but delivers for the other observations similar re-
sults to the leverage. Thirdly, although super-efficiency ascertains unit a2 as atypical, it does
not trace a1 as so.5 In addition, the order-m inspired procedure of Simar (2003) struggles
Table 1 Outlier procedures in a simulated sample
Leverage Peer count Super-eff Simar
a1 abundant inputs O (0.1191) O (0) I (0.4753) I (0.4793)
a2 little inputs O (0.0783) E (1) O (−0.8734) E (0.000)
a3 huge output O (0.1092) O (29) O (−0.1748) O (−0.1745)
a4 undesired output I (0.0554) I (3) I (0.6345) I (0.0597)
a5 environmental E (0.058) E (1) E (0.000) E (0.000)
average 0.0675 3 0.0150 0.0788
st. dev 0.0222 4.1 0.5105 0.1717
max 0.1191 29 0.6794 0.4793
















a1 I (0.000) I (0.000) I (0.000) I (0.000) I (0.000)
a2 E (0.000) E (0.000) E (0.000) E (0.000) E (0.000)
a3 O (0.0260) O (0.0254) O (0.0408) O (0.0530) O (0.0653)
a4 I (0.000) I (0.000) I (0.000) I (0.000) I (0.000)
a5 E (0.000) E (0.000) E (0.000) E (0.000) E (0.000)
Where O denotes outlier, E = efficient, I = inefficient; estimated values in brackets
4As discussed before, only for the peer index, the categorization in efficient and inefficient is not clear from
the figures (i.e., ρk
j
= 0). One should look at the underlying data.
5The estimation of the Wilson (1995) procedure to detect outliers yielded similar results to the super-
efficiency approach on which it heavily draws.
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with a2 and a1. The peer index only detects observation a3 as atypical (and not observa-
tion a1 and a2). These findings confirm that each outlier detection procedure has its own
pecularities and caution should be taken if selecting one or another procedure.
Secondly, consider the singularity of the different outlier detection procedures, and com-
bine these procedures into one outlier detection model. Here, the picture changes dramati-
cally. Observations which prevail in at least two different procedures (u = 2) are considered
as influential observations (i.e., observations a1, a2 and a3). This simulated example indi-
cates the appropriate working of the model.6
4 Application: efficiency in Portuguese drinking water sector
4.1 Model
In 2004, the Portuguese regulator, Institute for the Regulation of Water and Solid Waste
(IRAR), started a performance indicator based benchmarking project for the private Por-
tuguese water utilities. It is expected that this benchmarking exercise (by the use of a sun-
shine regulation, i.e., the computation, comparison and publicizing of performance) will
enhance efficiency and productivity in the drinking water sector. In this section, we apply
the specially tailored benchmarking tool to nonparametrically assess the inefficiency of the
Portuguese water utilities while simultaneously allowing for input reductions, output expan-
sions, penalization for undesired outputs and correction for environmental variables. The
sample consists of 73 water utilities, covering 64% of the Portuguese population (6.6 mil-
lions of inhabitants) and corresponding to both the largest water services and to those that
have separate accounts for the water activities. It includes private companies, municipal
companies under private law, municipal companies under public law and municipal ser-
vices. The data refer to the year 2005 and are obtained by the annual account reports of the
water services.
The variables in the model are constructed as follows: as inputs we adopted the opera-
tional expenses (OPEX) and the capital expenses (CAPEX). As all water utilities belong to
a rather homogeneous group (i.e., to the same country), the monetary units are well com-
parable. Caution, however, was taken regarding the CAPEX values owing to the different
account rules depending on the ownership (see supra). The use of monetary variables creates
some advantages since these incorporate all the inputs including their quality. The quantity
units often employed, mainly in international benchmarking studies, hardly capture all the
input issues. For example, the use of mains length as a proxy of CAPEX does not account
for the quality of the network (e.g., ageing) and it disregards the other assets in the analysis
(e.g., treatment plants and pumping stations). As desired outputs, we adopted the delivered
(revenue) water volume and the number of customers, which are consensual in the literature.
Moreover, in Portugal, as in the water tariff system there is a fixed component corresponding
to the meter (which is a link to the number of customers) and another variable component
related to the sales of water (expressed in m3), these outputs make sense together. Our model
considers one undesired output, i.e., the water losses volume (m3). In Portugal, a substan-
tial area of the country suffers from the lack of water resources, eventually leading to the
rationing of consumption in some water utilities in summer times. Finally, as explanatory
6We estimated the simulated data with and without weight restrictions, and with and without exogenous and
bad variables. Using u = 2, each of these models specifications detected the appropriate atypical observations.
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Fig. 2 Specification of the model
Table 2 Descriptive statistics of the Portuguese water utilities sample
Inputs Outputs Explanatory
desired undesired factors
OPEX CAPEX Delivered Customers losses Customers Industrial
(milj. euro) (milj. euro) vol. (m3) (no.) (m3) density volume
average 6,184 2,024 5,837,947 42,472 2,898,830 65.9 972,782
std. dev. 9,645 4,614 8,460,023 53,256 5,030,354 42.8 587,555
median 3,479 923 3,196,112 26,500 1,501,235 56.3 639,542
min. 381 80 334,774 4,364 171,828 12.2 3,348
max. 71,489 38,390 62,297,940 341,764 36,655,050 239.5 14,483,586
variables, we introduce the density of customers (number/km) and the industrial water vol-
ume (m3). First consider the former: the density of customers results in a typical U-shaped
cost. Indeed, on the one hand, water utilities with a high density of customers will face
higher OPEX and CAPEX (and thus more total expenses, TOPEX) since the networks turn
out to be more complex and require more inputs to produce the same proportion of outputs.
On the other hand, a low density of customers presents high costs since they entail valuable
maintenance expenses, water transport over long distance and long networks. Concerning
the second explanatory factor, the industrial water volume (m3), if not corrected for, the
higher its value, the more efficient the water utility will be. Indeed, water utilities which sell
more water for industrial customers present less costs per m3 provided.7
Figure 2 displays the model adopted while Table 2 presents the descriptive statistics of
the sample. Following suggestions of water organisations, we use a non-oriented model as
water utilities focus on both input reductions and output expansions. Following Daraio and
Simar (2005), we select m and R as the values for which the percentage of super-efficient
observations remain stable; in our application, this amounts to m = 40 and R = 50. Detailed
results for other values of m and R are available upon request.
7As there is not a consensus in the literature about considering CAPEX and delivered water volume as fixed
variables, we decided not consider these variables as fixed. Indeed, we consider CAPEX in monetary units
and, as such, an increase (or reduction) is possible in this variable. Concerning the delivered water volume,
we considered that the water volume has a substantial component that has some elasticity (in particular for
the non-essential use and industrial/commercial use). For this reason, for example, in some countries (like
the Netherlands, UK, Portugal and Belgium) the larger customers are liberalized. Therefore, in our opinion,
it makes sense to consider the possibility of expansion (reduction) of this variable.
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The causes of potential outlier’s presence in the sample are four-fold. First, a water util-
ity can be considered as an outlier because particular variables have exceptionally high or
low values when compared with the remaining. The wider values could arise from specific
features intrinsic to the water utility, for example, a high peak factor or a high cost of water
treatment (due to, e.g., desalinization). A second cause is linked to the measurement errors,
where improper data collection, data reporting and record keeping are included. A particu-
lar source for measurement errors in the Portuguese drinking water sector are the CAPEX,
since, depending on the ownership, water utilities often employ different methodologies to
measure capital outlays. Third, due to the different structure in ownership (e.g., the data
set contains both private and public owned utilities) some entities could be atypical and in-
fluence the inefficiency scores of the other utilities. Finally, a fourth source of outliers is
related to those water utilities which bring to light the best or worst practices. The latter,
despite being the best practices and theoretically useful to benchmark, make part of the effi-
cient frontier influencing the results of the other companies and so require special attention.
4.2 Detecting influential observations
Applying the suggested model to the data set (i.e., estimating the robust directional dis-
tance functions for each of the complementary outlier detection methods) results in a range
of potential outlying observations. Table 3 summarizes the ten water utilities with higher
likelihood of being outliers according to the five complementary methodologies.
The five procedures detected 25 different potential atypical observations, from which 14
are found by at least two different procedures (i.e., our criterion to select an observation as
outlier). We briefly discuss these 14 outliers next and look into the atypical observations
more closely. Pombal has a very penalizing environment (due to a very low customer den-
sity) while Loulé operates in an extremely favorable environment (thanks to many industrial
customers). Lousada and VilaF depict an unusually high capital input with a low bad output
(i.e., thanks to a relatively flat relief, the pressure in the mains can be lower such that there
are lower losses). Lisboa, Sintra, O/A and Gaia are by far the largest water utilities of the
country (and, as such, atypical). Paços Ferreira, subject to a recent privatization, presents an
excess of inputs for the outputs produced in a favourable environment. CBranco provides
also the subsidized solid waste service so that the quality of data can not be assured. Feira
presents one of the most critical circumstances in Portugal concerning the water service
coverage which has led to its privatization a few years ago. Finally, a set of more surprising
outliers consists of Cascais, Viseu, Coimbra and Vila Franca, which comprise a combination
of various variables with very high values, although no single variable presents an extreme
value. In the following, to obtain more accurate inefficiency estimates, we remove the atyp-
ical observations from the sample, such that we obtain a data set of 59 water utilities.
4.3 Efficiency estimates
The average robust non-oriented conditional inefficiency estimate of the Portuguese drink-
ing water utilities in a sample without the influential observations amounts to 0.0414 (with a
standard deviation of 0.0047). This indicates that, on average, the utilities could simultane-
ously decrease their inputs and undesired outputs and increase their desired outputs by 4.1%
if they would produce as efficiently as their references (which have, thanks to the condition-
ing, similar environmental characteristics). Although conditional non-oriented models have
to our best knowledge never been applied to the Portuguese drinking water sector, these
results are in line with previous research (for an overview, e.g., Marques and Silva 2006).
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Table 3 Influential observations
Leverage Super-efficiency Simar Peer count Peers
value std. dev value std. dev
Pombal 0.0357 Pombal −0.7201 0.0029 Pombal −0.1410 0.0524 Lousada 13
Loulé 0.0342 Loulé −0.634 0.0036 Loulé −0.0953 0.0056 Loulé 13
O/A 0.0216 VilaF −0.4035 0.0000 P. Ferreira −0.0423 0.0117 Viseu 9
Sintra 0.0204 Batalha −0.2699 0.0460 Coimbra −0.0415 0.0203 Valongo 9
Lousada 0.0203 Lousada −0.2618 0.0426 Lousada −0.0345 0.0122 Feira 8
Cascais 0.0202 Cantanhede −0.2284 0.0023 Feira −0.0270 0.0072 Pombal 8
Lisboa 0.0094 Sintra −0.1662 0.0000 Sintra −0.0265 0.0023 CBranco 7
VilaF 0.0093 P. Ferreira −0.1485 0.0230 Cascais −0.0229 0.0088 Cascais 6
P. Ferreira 0.0090 Coimbra −0.1347 0.0231 Gaia −0.0209 0.0150 Matosinhos 6
Lagos 0.0090 Cascais −0.1336 0.0104 Viseu −0.0182 0.0068 Braga 6
Peer index
input1 input2 output1 output2 undesired
Carrazeda 0.0438 CBranco 0.0377 Carrazeda 0.0400 O/A 0.0409 O/A 0.0625
O/A 0.0404 O/A 0.0366 O/A 0.0377 Carrazeda 0.0330 Carrazeda 0.0305
Sintra 0.0221 Carrazeda 0.0358 Setubal 0.0266 Setubal 0.0267 CBranco 0.0261
PontaD 0.0216 Loulé 0.0203 Sintra 0.0216 Sintra 0.0240 Pombal 0.0256
VianaC 0.0211 Gaia 0.0199 Loulé 0.0215 CBranco 0.0234 Loulé 0.0213
Viseu 0.0208 Sintra 0.0186 CBranco 0.0210 Viseu 0.0218 Espinho 0.0196
Setubal 0.0207 Viseu 0.0175 Espinho 0.0201 Espinho 0.0216 Sintra 0.0191
Loulé 0.0089 Lousada 0.0172 Viseu 0.0198 Loulé 0.0202 Viseu 0.0187
VilaF 0.0000 VilaF 0.0000 VilaF 0.0000 VilaF 0.0000 VilaF 0.0000
Lisboa 0.0000 Lisboa 0.0000 Lisboa 0.0000 Lisboa 0.0000 Lisboa 0.0000
Nevertheless, in past research, the inefficiency scores were lower since (1) the outliers were
not eliminated, (2) only input or output efficiency was considered, and (3) the models had
more degrees of freedom. In addition, there is consistency with the extreme values (worst
and best practices). Due to the robust order-m approach applied, some observations are la-
beled as super-efficient (e.g., the best performing observation obtains an inefficiency score
of −0.0795 with a Monte-Carlo standard deviation of 0.0247) which indicates that, e.g., for
this super-efficient observation, it performs 7.95% more efficient in both input and output
dimensions than the average of m reference observations randomly drawn from the popu-
lation of utilities with the same characteristics. Detailed results for individual utilities are
available from the authors upon request.
5 Conclusion
This paper proposes a nonparametric model to measure the efficiency of utilities for which
the production technology is unknown. In particular, it develops for the Portuguese drinking
water sector, for which we have an unusually rich data set, a non-oriented model which ac-
counts for undesired outputs and exogenous influences in the sample. These features make
the model attractive for real-world applications as firms’ managers simultaneously take into
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account input reductions and output expansions. The simulated example pointed out that,
although our model gives the benefit of the doubt to atypical observations of not being influ-
ential, each outlier detection procedure has its own peculiarity and, hence, caution should be
taken if one or another procedure is selected. To exploit the singularity of the leverage and
the peer count (i.e., attention to the influence on other observations), the super-efficiency
and the order-m method (i.e., stress the atypical inefficiency scores) and the peer index (i.e.,
importance to the individual variables of the evaluated entity), it is proposed to select these
observations as outliers which simultaneously are revealed as atypical by at least two of the
procedures. The simulated example demonstrates the usefulness of this approach.
Applying the model to the Portuguese drinking water utilities, we detected and described
the atypical observations. After deleting these influential units from the sample, the robust
non-oriented conditional inefficiency estimate of the Portuguese drinking water utilities
amounts, on average, to 4.1% which indicates that the observations could simultaneously
increase the inputs and decrease the outputs by 4.1% if producing as efficient as the bench-
marks.
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Appendix
Table 4 Survey of outlier detection procedures
Study Method Comments
Wilson (1993) Statistical test to check if the change in
efficiency due to the deletion of i obser-
vations from the sample is relevant.
Computational burden and difficulties in
considering the masking problem.
Wilson (1995) Descriptive statistic method to priori-
tize observations in the efficient subset
for further scrutiny considering different
factors.
Necessary to know the production
process to decide when to stop the
scrutiny.
Pastor et al. (1999) Statistical test to check if the change in
efficiency due to the deletion of i obser-
vations from the sample is relevant.
Propose a sign-test approach to examine
influential observations.
Fox et al. (2004) Determination of a measure of absolute
dissimilarity based on the additive ag-
gregation of a separate mix and scale
measure of dissimilarity.




The influence measure of an observation
on the efficiency of the inefficient obser-
vations is specified by using a half-line
and a simple formulation.
Only developed for radial models.





Unified model for detecting outliers by
examining their effect on the boundaries
of the convex hull constructed from a
data set.
Only focuses on the ranking of outliers
but not on any other decisions, such as




Employ the Banker and Gifford super-
efficiency method to identify outliers.




Use a methodology considering a iter-
ative procedure using a hyperbolic dis-
tance function.
Outliers are determined based on an ef-
ficient and an inefficient frontier.
Mahlberg and Raveh
(2007)
Employ multi-dimensional scaling ap-
proach (co-plot) methodology.
Co-plot is a graphical help to explain
the DEA results to users identifying the
atypical observations.
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