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Abstract. We investigate the future perspectives of the detection of the relativistic dipole
by cross-correlating the 21 cm emission in Intensity Mapping (IM) and galaxy surveys at
low redshift. We model the neutral hydrogen (HI) and the galaxy population by means of
the halo model to relate the parameters that affect the dipole signal such as the biases of
the two tracers and the Poissonian noise. We investigate the behavior of the signal-to-noise
as a function of the galaxy and magnification biases, for two fixed models of the neutral
hydrogen. In both cases we found that the signal-to-noise does not grow by increasing the
difference between the biases of the two tracers, due to the larger shot-noise yields by highly
biased tracers. We also study and provide an optimal luminosity-threshold galaxy catalogue
to enhance the signal-to-noise ratio of the relativistic dipole. Interestingly, we show that the
maximum magnitude provided by the survey does not lead to the maximum signal-to-noise
for detecting relativistic effects and we predict the optimal value for the limiting magnitude.
Our work suggests that an optimal analysis could increase the signal-to-noise ratio up to a
factor five compared to a standard one.
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1 Introduction
The state-of-the-art analysis of the Cosmic Microwave Background (CMB) anisotropies [1]
and of the Large Scale Structure (LSS) of the universe [2] offers robust observational evidence
in favor of the standard cosmological model, known as ΛCDM. However, the ΛCDM model
presents some theoretical troubles, above all the cosmological constant problem [3] and the
nature of the dark components in the matter sector [4, 5]. These issues keep raising an
increasing interest in the scientific community and strongly necessitate further investigation
of the foundational principles from which the standard model was built [6]. A pivotal role
in testing the laws of gravity at cosmological scales will be played by the forthcoming LSS
surveys aiming to map with stunning precision the large scale structure of the universe. The
huge amount of incoming data requires an equally powerful advance from the theoretical and
modelling side. One of the issues related to the correct modelling of the LSS observables is the
fact that we do not observe directly the dark matter density field, but we observe some biased
tracers at a given observed redshift and direction in the sky. A fully relativistic computation
of what is really measured in a galaxy survey was performed at linear order [7–14] and at
second order in perturbation theory [15–24]. This formalism has been further extended to
other observables such as the lensing convergence [25], the HI brightness temperature [26]
and the Lyman-α transmitted flux [27]. Since we measure galaxy positions by collecting
photons which have travelled in a clumpy universe, the LSS observables are also affected by
other contributions, which were commonly neglected, beyond the standard local overdensity
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and Redshift Space Distortion (RSD) [28]. These terms, which include gravitational lensing
convergence, gravitational redshift, Doppler and integrated Sachs-Wolfe effect, may bias the
estimation of some cosmological parameters [29–34], in particular for deviations from ΛCDM
[35]. More interestingly, a measurement of these effects offers the opportunity to extract
further cosmological information, allowing to test the Equivalence Principle or the theory of
gravity at the largest observable scales. Even if all these corrective terms are subdominant
on sub-horizon scales with respect to the local density and RSD, it has been shown that it
is possible to isolate some of them, by correlating two different tracers1 [27, 37–46]. This
can be achieved using the fact that some terms carry an odd symmetry with respect to the
line of sight, which can be exploited with different tracers. In fact, in the same way as RSD
introduces an anisotropy that sources other even multipoles in the correlation function of
a LSS tracer apart from the monopole, gravitational redshift and Doppler effects break the
symmetry with respect to the exchange of two tracers along the line of sight. Therefore,
they induce non-vanishing odd multipoles in the cross-correlation function or an imaginary
part in the Fourier power spectrum. Measuring the relativistic effects is a new opportunity
for testing the consistency of general relativity [47, 48] and may offer an alternative method
to measure the peculiar velocity field of the sources [49, 50]. The first measurement of the
dipole for the cross-correlation of two galaxies populations [43] was a measurement of the
dipole induced by the so-called large-angle effect. Nevertheless, at the lowest order in the
distant observer approximation, the large-angle effect can be written as a combination of the
monopole and the quadrupole and therefore it does not provide new information, at least in
the regime where this approximation is reliable. In this work we will investigate the possibility
to detect the relativistic Doppler corrections by cross-correlating galaxies and 21 cm Intensity
Mapping (IM). The prospect of measuring the relativistic dipole by cross-correlating these
two tracers was addressed in [49], where a signal-to-noise analysis is presented for specific IM
experiments and galaxy survey. Here we present a survey-independent analysis, with the aim
of understanding which types of galaxies are more suitable for detecting the relativistic dipole
and how the signal-to-noise can be optimized by properly choosing the luminosity threshold
of the galaxy catalogue. Since the Doppler corrections are more relevant at low redshift, this
is the regime we are focused on.
Cross-correlation observational studies between galaxies and IM at low redshift (z < 1)
have already been performed in recent years with the goal of detecting the diffuse neutral hy-
drogen (HI) [51, 52] and also at high redshift exploiting the cross-correlation between IM and
Lyman-break galaxies [53] and the Lyman-α forest [54] in the post-reionization era. Further-
more, higher redshift investigations of the cross correlations are also of primary importance
during or around HI reionization (e.g. [55]).
The paper is structured as follows. In section 2 we revise the relativistic formalism for
galaxy surveys and IM experiments. Furthermore, we summarize the formalism that will
be used in the following sections to compute the multipoles of the cross-correlation for the
two tracers and its covariance, and we discuss two possible contaminations to the relativistic
dipole: the lensing dipole and the wide-angle effect. More details on the formalism and the
approximation we adopt in this work can be found in the Appendices A and B. In section 3 we
use the halo model to describe in a fairly general way the HI and galaxy distribution properties,
and we show how the biases of the two tracers can be related to their shot-noise. In section
1It has also been claimed [36] that futuristic surveys may be able to detect them through a single tracer
analysis.
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4 we present a signal-to-noise analysis for the relativistic dipole. In particular, we investigate
the behavior of the signal-to-noise as a function of the galaxy bias and magnification bias, for
two HI models. In section 5 we model luminosity-threshold galaxy catalogues with an halo
occupation distribution model and we studied the signal-to-noise for the relativistic Doppler
dipole as a function of the limiting magnitude. Finally, in section 6 we sum up the results of
our work and we draw the conclusions.
We stress that the rationale of this work is to provide a first quantitative investigation
of the optimal strategy to detect relativistic effects by exploiting the cross-correlation signal
between IM and galaxies, in doing that we will learn that the low redshift regime is important
to have a high value of the signal-to-noise-ratio of the relativistic effects. This work is also
motivated by the fact that there are indeed wide area low redshift surveys planned or under
way that could provide the necessary data for the galaxy populations (e.g. the planned EMU
[56]) or the WISE data set [57]) to be interfaced with IM data provided by radio telescopes
like LOFAR [58], Murchison Wide-field Array [59], GMRT [60], the Ooty Radio Telescope[60],
CHIME [61], ASKAP [62], MeerKAT [63] and SKA [64].
Throughout all the paper we assume a spatially flat ΛCDM cosmology with parameters
h = 0.67556, Ωcdmh2 = 0.12038, Ωbh2 = 0.022032. The primordial amplitude and spectral
index are As = 2.215× 10−9 and ns = 0.9619, respectively. The matter power spectrum was
computed with the Cosmic Linear Anisotropy Solving System (class) code [65, 66], with
pivot scale k = 0.05Mpc−1.
2 Cross-correlation odd multipoles
In this section we will report the expression for the observable quantities in a galaxy redshift
survey and in a 21 cm intensity mapping experiment and the corresponding cross-correlation.
We consider a perturbed Friedmann-Lemaître-Robertson-Walker (FLRW) metric and we work
in longitudinal gauge2
ds2 = a(η)2
(− (1 + 2Ψ) dη2 + (1− 2Φ) dx2) , (2.1)
where η denotes the conformal time, a(η) is the scale factor, and the metric perturbations,
Ψ and Φ, are the Bardeen potentials. We also remark that the equations summarized in this
section do not assume General Relativity (GR).
2.1 Galaxy number counts
In a galaxy clustering experiment we measure the number of galaxies N (n, z) in terms of
an angular direction n,3 and a measured redshift z. We can then define the galaxy number
counts as
∆gal(n, z) =
N (n, z)− 〈N〉 (z)
〈N〉 (z) , (2.2)
where 〈..〉 denotes the angular average at fixed observed redshift z. The galaxy number counts
were computed to first order in perturbation theory [7–10], by accounting that galaxies are
2Since we consider only observable quantities, the gauge choice will not affect any result.
3n denotes here the unit vector (direction) in which the photons propagate, while the angular position in
the celestial sphere is −n.
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a biased tracer of the underline dark matter field, and they can schematically be expressed4
as [67]
∆gal(n, z,m
∗) = bgal(z,m∗)D +
1
H(z)∂r(V · n)
+ (5s(m∗, z)− 2)
∫ r(z)
0
r(z)− r
2r(z)r
∆Ω(Φ + Ψ)dr
+
(
H′
H2 +
2− 5s(m∗, z)
rH + 5s(m
∗, z)− fgalevo(m∗, z)
)
(V · n)
+ (fgalevo − 3)HV + (5s− 2)Φ + Ψ +
1
HΦ
′ +
2− 5s
r(z)
∫ r(z)
0
dr(Φ + Ψ)
+
(
H′
H2 +
2− 5s
r(z)H + 5s− f
gal
evo
)(
Ψ +
∫ r(z)
0
dr(Φ′ + Ψ′)
)
, (2.4)
where bgal(z,m∗) is the galaxy bias of the sources whose magnitudes are smaller than the mag-
nitude limit of the survey m∗ 5, assumed to be linear and local; D is the dark matter density
fluctuation in synchronous gauge; H = a′/a is the conformal Hubble factor; V is the peculiar
velocity in longitudinal gauge; V the velocity potential defined byV = −∇V ; ηo is the present
time and r(z) = ηo − η is the conformal distance at redshift z; ∆Ω represents the angular
laplacian operator and a prime denotes a partial derivative with respect to the conformal time.
The bias factors in the expression above, s(m∗, z) and fevo(m∗, z), are the magnification
and the evolution biases of the galaxy catalogue, respectively. The magnification bias s is the
slope of the cumulative luminosity function [67, 68]
s(m∗, z) =
∂ log10 N¯(z,m < m
∗)
∂m∗
, (2.5)
and N¯(z,m < m∗) denotes the cumulative luminosity function
N¯(z,m < m∗) =
∫ ∞
lnL∗
φ(η(z), lnL)d lnL, (2.6)
where φ(η(z), lnL) is the luminosity function and L∗ is the luminosity threshold of the survey
that is related to the flux threshold by L∗ = 4pi(1 + z)2r2(z)F ∗. The evolution bias describes
the departure from a sample of sources conserved in a comoving region
fgalevo(m
∗, z) =
∂ ln N¯(z,m < m∗)
H∂η = −(1 + z)
∂ ln N¯(z,m < m∗)
∂z
. (2.7)
Modelling the magnification and the evolution biases of a galaxy catalogue requires a prior
knowledge on the luminosity function of the targeted galaxy population.
4The expression for the number counts in (2.4) assumes that galaxies follow geodesics
∂rΨ = V
′ · n +HV · n. (2.3)
5The magnitude limit of the survey is related to the flux limit through m∗ = − 5
2
log10
[
F∗
F0
]
, where F0 is a
reference value for the flux.
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2.2 21 cm brightness temperature fluctuation
Intensity mapping [69] is a novel technique which aims to map the Large Scale Structure of the
universe by measuring the collective emission of many galaxies without resolving individual
sources. 21 cm IM experiments target the emission line of neutral atomic hydrogen. The
observable quantity is the flux density, i.e. the integral of the specific intensity over the
solid angle of the telescope beam, which can be related to the HI brightness temperature in
the Rayleigh-Jeans regime (see the Appendix in [70] for a more detailed discussion). The
observed fluctuation in the 21 cm brightness temperature has been computed in linear theory
in Ref. [26], including all the relativistic corrections. The full expression is mathematically
equivalent to the expression in (2.4), with the magnification bias value set to s = 2/5, such
that the lensing contribution vanishes. The fact that the observable in an intensity mapping
survey is not affected by gravitational lensing to linear order is due to surface brightness
conservation. Indeed the change in the solid angle dΩ is exactly compensated by the change
in the observed flux. The full expression for the observed fluctuation in the 21 cm brightness
temperature is
∆21cm(n, z) = bHI(z)D +
1
H(z)∂r(V · n) +
(
H′
H2 + 2− f
HI
evo(z)
)
(V · n) + (fHIevo − 3)HV
+ Ψ +
1
HΦ
′ +
(
H′
H2 + 2− f
HI
evo
)(
Ψ +
∫ r(z)
0
dr(Φ′ + Ψ′)
)
, (2.8)
where bHI(z) and fHIevo(z) are the bias and the evolution bias of the neutral hydrogen, respec-
tively.
The evolution bias for the HI can be defined similarly to the galaxy evolution bias in
(2.6). Taking into account that we observe all the HI emissions from a patch of the sky, it
depends on the redshift evolution of the HI comoving density ρ¯HI (see the Appendix in [68])
fHIevo =
∂ ln ρ¯HI(z)
H∂η = −(1 + z)
∂ ln ρ¯HI(z)
∂z
. (2.9)
2.3 21 cm - Galaxies cross-correlation
Cross-correlation studies are promising techniques to study relativistic effects. In fact, in
the past years it has been pointed out that relativistic effects source odd multiples of the
correlation function or Fourier space power spectrum, when two different tracers are cross-
correlated [27, 37–43, 45].
The two-point cross-correlation between the HI temperature and galaxy number count
fluctuations, in terms of the observed coordinates, is defined as
ξHI,gal(z1, z2, θ) = 〈∆21cm(n1, z1)∆gal(n2, z2)〉 , cos θ ≡ n1 · n2, (2.10)
where the 〈...〉 denotes the ensemble average, replaced in observation by the average over
observed directions at a fixed observed redshift. In figure 1 we represent a scheme of the
observed coordinates for the system under investigation.
The observed coordinates z1, z2 and θ can be converted, by assuming a cosmology, into
comoving distances. We denote with r1 and r2 the comoving distance at z1 and z2, respec-
tively, while −n1 and −n2 are the unit vectors pointing in the direction of the two tracers
(HI and galaxies, respectively). Due to angular statistical isotropy, the cross-correlation can
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Obs −n1
−n2
z2
z1−n
Gal
r(z
m
)
HI
r 2
r1
d
N
β
θ
Figure 1: Illustration of the position of the two tracers under investigation with respect to the
observer, in terms of the observed coordinates z1, z2 and θ and the coordinate system adopted in this
work.
be the written in terms of three coordinates. In this work, we will adopt the following co-
ordinate system (see figure 1 for a schematic representation): the comoving separation r at
the mean redshift zm = (z1 + z2)/2, the separation between the two sources d and the angle
β (or µ = cosβ), where cosβ = −n ·N, while −n and N are the unit vectors pointing in
the direction of the mean redshift and the distance between the two tracers, respectively, as
defined in figure 1.
The cross-correlation function can be then expanded into Legendre polynomials L`,
ξHI,gal(r, d, µ) =
∑
`
ξ`(r, d)L`(µ), (2.11)
and the coefficients of this expansion, the multipoles of the correlation function, are defined
as
ξ`(r, d) =
2`+ 1
2
∫ 1
−1
ξHI,gal(r, d, µ)L`(µ)dµ. (2.12)
This definition does not include an optimal weight based on the galaxy number density, that
is generally included in order to reduce the shot-noise [71]. We do not include this effect for
the following reasons. First, the weight is survey dependent, therefore a correct modelling of
this effect will require to make some assumptions on the survey specifics. Furthermore, this
weight is expected to reduce the noise, therefore our analysis without any assumption on the
weight can be considered conservative.
In a similar way we can define6 the Fourier cross power spectrum PHI,gal(zm,k) as
〈∆21cm(k1, z1)∆gal(k2, z2)〉 = (2pi)3PHI,gal(zm,k1)δD(k1 + k2), (2.13)
6We neglect the redshift evolution in the following definition. As shown in Ref. [39] the redshift evolution
corrections are subdominant compared to the wide-angle dipole contamination of the standard terms. We
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where ∆21cm(k1, z1) and ∆gal(k2, z2) denotes the Fourier transform of ∆21cm(n1, z1) and
∆gal(n2, z2), respectively, and δD is the Dirac delta. The multipoles of the power spectrum
can be computed similarly to the correlation function multipoles, and they are proportional
to the linear matter power spectrum at the mean redshift, P (k, zm),
〈D(k1, zm)D(k2, zm)〉 = (2pi)3P (k1, zm)δD(k1 + k2). (2.14)
In the distant observer limit, i.e. d  r, the angular position −n is assumed to be fixed for
the two observed sources n1 = n2 = n and the full-sky correlation function can be simplified.
Indeed, the full expression of the correlation function (Eq. (A.1) in Appendix A) can be
written as power series expansion in d/r, and by taking only the lowest order (i.e. assuming
d  r) the multipoles of the correlation function can be expressed in terms of multipoles of
the power spectrum [49],
ξ`(d, r(zm)) = (−i)`
∫
k2dk
2pi2
P`(k, zm)j`(k d), (2.15)
where
P`(k, zm) =
2`+ 1
2
∫ 1
−1
PHI,gal(k, zm, µ)L`(µ)dµ (2.16)
are the coefficients of the expansion of the angle dependent power spectrum in Legendre
polynomials, at fixed redshift z, and j` are the spherical Bessel function of order `. Following
the same strategy adopted in [49], we consider a local expansion of the multipoles of the power
spectrum in power of (H/k) and we include the leading terms with respect to the expansion
parameter (H/k). The even multipoles are dominated by the Newtonian contribution (i.e. the
first line in (2.4) and the first two terms in (2.8)), which are simply proportional to the matter
power spectrum, whilst the odd multipoles are suppressed by a factor (H/k), which is provided
by the correlation of Doppler contribution with density and redshift space distortions (i.e. the
third line in Eq. (2.4) and the third term in Eq. (2.8)). For the cross-correlation of galaxies and
21 cm brightness temperature, the leading contributions to the power spectrum multipoles
are
P0(k) =
[
bHIbgal +
f
3
(bHI + bgal) +
f2
5
]
P (k) ,
P1(k) = (−i)
[(
bgalCHI − bHICgal
)
f +
3
5
(
CHI − Cgal
)
f2
]
H
k
P (k) ,
P2(k) =
[
2
3
f(bHI + bgal) +
4
7
f2
]
P (k) ,
P3(k) = i
2
5
(
Cgal − CHI
)
f2
H
k
P (k) ,
P4(k) =
8
35
f2P (k), (2.17)
also do not consider the integrated terms here. While time-delay and ISW effects are negligible, lensing
magnification may contaminate the measurement of the Doppler dipole. We therefore study the contamination
of magnification lensing in Sec. 2.4.
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Figure 2: Cross-correlation dipole (top panels) and monopole (bottom panels), computed from
Eq. (2.15), at z = 0.15 (left panel) and z = 0.7 (right panel). In the top panels different colors
denotes different values for the magnification bias of the galaxy catalogue, whilst different line-styles
refer to two different values of the galaxy evolution bias. The clustering biases are set to the values
bgal = 1 and bHI = 0.6, the evolution bias for the HI is set to be fHIevo = −1.5.
where f = d lnD/d ln a is the growth factor. In ΛCDM the growth factor is given by f(z) =
Ωm(z)
4/7 [72, 73]. In Eq. (2.17) the mean redshift is assumed to be fixed and, for the sake of
simplicity, it is omitted from the notation. The coefficients Cgal and CHI are defined as
Cgal =
(
H′
H2 +
2− 5s
rH + 5s− f
gal
evo
)
,
CHI =
(
H′
H2 + 2− f
HI
evo(z)
)
. (2.18)
In figure 2 we compare the cross-correlation dipole (top panels) and monopole (bottom
panels) at two different mean redshifts zm = 0.15 (left panel) and zm = 0.7 (right panel). In
this plot, we set the values of the clustering biases to be bgal = 1 and bHI = 0.6. The evolution
bias for the HI is assumed to be fHIevo = −1.5, while we denote with different colors different
values of the magnification bias s and with different line-styles two different values of the
galaxy evolution bias. Interestingly, we remark that the sign of the dipole depends strongly
on the magnification bias factor and, therefore, it can not be omitted in the analysis.
We see that both the dipole and the monopole signals decrease at larger redshift and that
the monopole is significantly larger, in amplitude, than the dipole. Furthermore, at zm = 0.7
the terms depending on the galaxy evolution bias become dominant in the dipole. Since
modelling the evolution properties of a galaxy population is not an easy task, the cosmological
information we can extrapolate from the dipole at large redshift can be contaminated and
limited from a prior knowledge about the evolution bias. The decrease of the dipole at larger
redshift depends on two elements: the time evolution of the linear matter power spectrum
– 8 –
(which affects the monopole as well) and the terms in the coefficients (2.18) proportional to
(rH)−1. Therefore, in order to detect relativistic effects we expect an ideal galaxy catalogue
in the low redshift regime, and for this reason we will set the mean redshift of observation for
our analysis to be zm = 0.15.
2.4 Contaminations to the relativistic dipole
The dipole of the cross-correlation that we discussed in the previous section is sourced by the
Doppler corrections to the galaxies number counts and to the observed brightness temperature
of the 21 cm emission. This is usually considered the main contribution to the dipole of the
cross-correlation between two tracers, in fact the Doppler corrections depend on the projection
of the peculiar velocity along the line of sight and therefore they are intrinsically anisotropic.
Nevertheless, a measurement of the dipole would be contaminated by other sources of
anisotropy [39]. In this section we will discuss two possible contaminations: the dipole induced
by gravitational lensing and the wide-angle effects. The latter have been extensively studied
in Refs. [12, 14, 74–81]. Beside these two contaminants, there are further corrections induced
by the redshift evolution of the bias and the growth factors. They are generally subdominant
with respect to the wide-angle correction [39], therefore they will be neglected.
The gravitational lensing asymmetry [39, 50] comes from the cross-correlation of the HI
density and the gravitational lensing term in the galaxy number counts
ξlens(r, d, β) ≡
〈
(bHI(z1)D (n1, z1))
(
5s− 2
2
∫ r2
0
r2 − r′
r2r′
∆Ω(Φ + Ψ)
(
n2, z
′) dr′)〉 , (2.19)
and it emerges from the fact that galaxies behind an HI overdensity with respect to the
observer will be lensed, while the HI temperature fluctuations are not lensed, to linear order,
by the galaxies in front. The lensing correlation function defined above has been computed
in [39] and further studied in [50]. In the Limber approximation and to the lower order in
d/r, it reads
ξlens(r, d, β) = (1 + zm)
3Ωmpi
4
bHI(5s− 2) dH0 cos (β) Θ(r2 − r1)µlens(β), (2.20)
where Θ is the Heaviside function, D1 is the linear growth factor and the function µlens is
µlens(β) =
∫ ∞
0
k⊥dk⊥
2pi2
H0P (k⊥)J0(k⊥ d sin (β)), (2.21)
being J0 is the order-0 Bessel function. The lensing dipole can therefore be computed similarly
to the relativistic dipole
ξlens1 (r, d) =
3
2
∫ 1
−1
ξlens(r, d, µ)L1(µ)dµ. (2.22)
The lensing dipole is proportional to the radial distance between the two tracers and the
redshift. Therefore, we expect it to be relevant in the high redshift regime, in particular
because the Doppler dipole decreases with redshift. In figure 3 we show the amplitude of the
lensing dipole compared to the dipole sourced by the Doppler terms, at redshift zm = 0.15.
We see that the lensing dipole is always few orders of magnitude smaller then the Doppler
dipole, in this redshift regime. Therefore, in the rest of the paper it will be neglected.
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Figure 3: Comparison between the amplitude of lensing dipole (dashed lines) and the Doppler dipole
(continuous lines) at zm = 0.15. The clustering bias of the two tracers are fixed to the values bHI = 0.6
and bgal = 1. Different colors denote different values of the magnification bias. The HI evolution bias
is f evoHI = −1.5, while we fix the galaxy evolution bias to be zero.
The second correction we will discuss here is the wide-angle effect. In the limit d r, we
can expand the full-sky correlation function in power of d/r. Therefore the Taylor expansion of
all the functions of r1 and r2 around r in the leading terms, namely density and redshift space
distortions, induces a non-vanishing dipole suppressed by d/r. Considering that the largest
contributions to the relativistic dipole at low redshift is of the order d/r ∼ 1/ (kr) ∼ H/k, we
need to account for the wide-angle contamination in the dipole. The leak from the monopole
to the dipole due to the wide-angle contribution, at fixed redshift and at the lowest order in
d/r, is described by [39, 49]
ξWA1 (d) =
2f
5
(bgal − bHI)d
r
∫
k2dk
2pi2
P (k)j2(k d). (2.23)
This correction can be written as a combination of the quadrupole of the autocorrelation of
two tracers. Therefore, we correct the dipole estimator ξˆ1 for the bias due to the wide-angle
effect [49]
ξˆ1(d, r)→ ξˆ1(d, r)− 3
10
(ξˆgal2 − ξˆHI2 )
d
r
. (2.24)
In figure 4 we show how the signal changes when the wide-angle correction in Eq. (2.24)
is applied to the estimator. The magenta dotted line represent the wide-angle contribution
to the dipole, computed from Eq. (2.23). Its magnitude is comparable to the one of the
relativistic dipole, thus it is clearly a not negligible contribution. Furthermore we see that
correcting for the wide-angle effect does not necessarily reduces the signal: if its sign agrees
with the one of the dipole, the signal is boosted. This leads also to an extra contribution to
the covariance of the estimator [49]. In the next section we will show how to compute the
full covariance of the estimator, the explicit contribution to the covariance of the wide-angle
correction can be found in Appendix B.
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Figure 4: Cross-correlation dipole with (continuous line) and without (dashed line) the wide-angle
correction in (2.24). Different colors denotes different values of the galaxy magnification bias. The
clustering biases are set to be bgal = 1 and bHI = 0.6. The evolution bias is set f evoHI = −1.5 for
the neutral hydrogen, while for galaxies it is set to be zero. The magenta dotted line represents the
wide-angle correction in (2.23).
2.5 Covariance for the cross-correlation dipole
The full covariance matrix for the multipoles of the 2-point correlation function (2PCF) is
presented in [82] for the single tracer case and in [49] for the multiple tracers case. Here we
will apply the generic expression in [49] (Eq. 17) to the dipole.
COV(d1, d2) =− 9
V
∫
k2dk
2pi2
j1(k d1)j1(k d2)
(
1
5
P 21 (k) +
8
35
P1(k)P3(k) +
23
315
P 23 (k)
)
+
9
V
∫
k2dk
2pi2
j1(k d1)j1(k d2)
[
1
3
(
NHIP
gal
0 (k) +
1
ngal
PHI0 (k)
)
+
2
15
(
NHIP
gal
2 (k) +
1
ngal
PHI2 (k)
)]
+δd1,d2
3
4piV d1d2Lp
NHI
1
ngal
+
9
V
PN
∫
k2dk
2pi2
j1(k d1)j1(k d2)
(
1
3
P gal0 (k) +
2
15
P gal2 (k)
)
+δd1,d2
3
4piV d1d2Lp
PN
1
ngal
, (2.25)
where V is the overlapping volume of the galaxy and the intensity mapping surveys; P gal`
and PHI` denotes the galaxy and the HI power spectrum multipoles, respectively; ngal is the
comoving number density of galaxies; NHI and PN are the shot-noise and the interferometer
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noise for the HI, respectively; Lp denotes the resolution of the IM survey and δx,y is the
Kronecker delta.
The first line represents the purely cosmic variance contribution to the covariance, the
second and the third lines are the cosmic variance - Poisson noise terms, the fourth line is
the purely Poissonian contribution, while the last two lines are the interferometer noise -
cosmic variance term and the interferometer noise - galaxy Poisson noise term, respectively.
The terms, which do not involve the integral of the power spectrum, have been integrated by
using the orthogonality relation of the spherical Bessel functions∫ ∞
0
dkk2j1(kd1)j1(kd2) =
pi
2d1d2
δD(d1 − d2), (2.26)
where in the discrete limit [49] δD(d1−d2)→ δd1,d2/Lp. The other integrals have been solved
numerically, and a smooth cutoff is applied in all the integrals to model the finite resolution
of the interferometer. To be more precise, all the integrands are multiplied by a top-hat filter
in Fourier space W 4(kR), defined as
W (kR) =
3[sin (kR)− kR cos (kR)]
(kR)3
, (2.27)
where the scale R is set to be the size of the pixel for the IM, Lp.
Figure 5 shows the different terms contributing to the diagonal covariance entries, at
redshift zm = 0.15. The bias values for the two tracers are the same adopted in figure 4. Fur-
thermore, we set the shot-noise and the interferometer noise for the HI to NHI = 100 (Mpc/h)3
and PN = 100 (Mpc/h)3, respectively. The comoving galaxy number density is assumed to
be ngal = 10−3 (h/Mpc)3 and the volume of the survey is computed assuming that the sky
coverage of the cross-correlation is fsky = 0.2 and that the redshift bin is z ∈ [0.05, 0.25]. The
size of the pixel is chosen to be Lp = 2Mpc/h. At small scales, the dominant components of
the covariance are the terms in which the cosmic variance is cross-correlated with the noise.
On large scales, the covariance introduced by the wide-angle correction becomes more impor-
tant and on scales ∼ 190Mpc/h or larger is the dominant contributor (see the Appendix B
for details on how to estimate the covariance introduced by the wide-angle correction). The
magnification bias enters only in the computation of the purely cosmic variance term, but
since this term result to be subdominant it does not affect significantly the full covariance (at
least its diagonal components).
Both the interferometer noise PN and the size of the pixel Lp depend on the specifics of
the IM survey (see [49, 70]). In order to stay as general as possible, we choose fiducial values
(PN = 100 (Mpc/h)3 and Lp = 2Mpc/h, respectively). They are approximately the values of
a survey similar to the Canadian Hydrogen Intensity Mapping Experiment (CHIME) [61, 83],
extrapolated to low redshifts (z ∼ 0.1− 0.2).
3 Halo Model approach
As shown in section 2, the signal and the covariance for the dipole depend on many different
parameters (clustering and evolution biases, galaxy magnification bias, shot-noise of the two
tracers, sky fraction of the cross-correlation and redshift range). In this section we aim to
model the properties of the two tracers in order to find a relation between these parameters,
which are not all independent. This will allow us to find the optimal specification to look for
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Figure 5: Diagonal entries of the covariance, computed from (2.25). Different colors denote different
terms contributing to the covariance. The full covariance is the black lines. Different line-styles
represent different values of the magnification bias, which affects only the cosmic variance X cosmic
variance contribution (blue line).
relativistic effects detection in LSS. Moreover, by determining the relation between all these
different parameters we can parameterize better their uncertainties if we need to marginalize
over them. In order to model a generic galaxy population and the neutral hydrogen distribu-
tion we will adopt the so-called halo model (see [84] for a general review). The halo model
was first proposed for modelling the galaxies properties [85–87], but it has been more recently
successfully applied to neutral hydrogen [88–91]. With this approach we are able to model
the relation between the tracers clustering bias and their shot-noises.
3.1 HI model
We adopt for the neutral hydrogen the model based on [89]. As supported by numerical
simulations [88], we can safely assume that the contribution of neutral hydrogen outside the
dark matter halos is negligible. Hence, the neutral hydrogen comoving density ρ¯HI at a given
redshift z can be computed as
ρ¯HI(z) =
∫ ∞
0
n(M, z)MHI(M, z)dM, (3.1)
where n(M, z) is the halo mass function at redshift z, i.e. the comoving number density of
halos with masses in the range between M and M + dM , MHI(M, z) is the average HI mass
in a halo of mass M at redshift z. The halo mass function can be expressed as
n(M, z) = − ρ¯m
M2
f(σ)
d lnσ
d lnM
, (3.2)
where ρ¯m = Ωm(z) ρ0c , ρ0c is the critical density at z = 0, σ is the root mean square of the
variance of the linear density field, smoothed on the scale R(M), the radius enclosing an
amount of mass equal to M
σ2(R, z) =
1
2pi2
∫ ∞
0
k2P (k, z)W 2(kR)dk, R =
(
3M
4piρ¯m
) 1
3
. (3.3)
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The smoothing function W is the Fourier transform of a top-hat filter (the same functional
form of (2.27)). The function f(σ) is generally calibrated from N-body simulation. In this
work we use a Tinker mass function [92]. Within this framework, the shot-noise and the HI
bias can be written as [70, 89]
NHI(z) =
(
1
ρ¯HI(z)
)2 ∫ ∞
0
n(M, z)M2HI(z)dM, (3.4)
bHI(z) =
1
ρ¯HI(z)
∫ ∞
0
n(M, z)b(M, z)MHI(z)dM, (3.5)
where b(M, z) is the halo bias, calibrated on the N-body simulation from [93].
We model the average HI mass within an halo of mass M as redshift independent [89]
MHI(M, z) = C (1− Yp) Ωb
Ωm
exp
[
−(Mmin/M)
]
Mα, (3.6)
where Yp = 0.24 is the Helium fraction (note that (1−Yp) ΩbΩm is the HI mass fraction), Mmin,
α and C are the free parameters of the model. Eq. (3.6) entails that the mass of cosmic
hydrogen within a halo scales as a power law of the total virial mass of the halo, at large
halo masses. The efficiency of this scaling is regulated by the exponent α (larger values of α
correspond to larger amount of hydrogen within a halo of fixed mass). At low halo masses,
we expect instead an exponential suppression, due to different physical processes, such as
photoionization from the UV background or galactic winds. The parameter Mmin regulates
the range of halo masses for which this suppression is effective (larger values of Mmin imply a
larger range of masses for which the suppression is relevant). The parameter C is an overall
normalization constant, that needs to be fixed by matching the theoretical abundance of
neutral hydrogen, predicted by (3.1), with what is measured by HI galaxy survey at a given
redshift. As we can notice from Eqs. (3.4) and (3.5), both the shot-noise and the HI bias do
not depend on this normalization factor, therefore we can fix C = 1 without loss of generality.
In figure 6 we show the HI bias and HI shot-noise, respectively, as a function of the
cutoff parameter Mmin, for different values of α. We can see that if the neutral hydrogen
is concentrated in halos with large mass (this corresponds to larger values for Mmin and α),
both the shot-noise and the HI bias have larger values with respect to the case in which we
find considerable amount of neutral hydrogen also in small halos. The halo bias (in black
dashed lines) is computed from Eq. (15) in [94]
bhalos(z) =
∫∞
0 n(M, z)b(M, z)dM∫∞
0 n(M, z)dM
, (3.7)
while the shot-noise for the halo population is computed as
Nhalos =
1∫∞
0 n(M, z)dM
. (3.8)
From figure 6 we can find a relation between the bias of HI, bHI, and the shot-noise, NHI.
In figure (7a) we show how the HI bias and the HI shot-noise are related to each others,
for different values of the parameter α, by considering Mmin as the parametrisation of the
different curves. As expected, in all models higher biased HI models correspond to higher shot-
noise. Furthermore, models with an higher efficiency in accreting neutral hydrogen within
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Figure 6: HI bias (left panel) and HI shot-noise (right panel) as a function of the cutoff parameter
Mmin, at redshift z = 0.15. Different colors denote different values of the exponent α in (3.6). The
black dashed lines represent the halo bias and the shot-noise of the halo population.
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Figure 7: Left panel: Shot-noise of the HI as a function of the HI bias. Right panel: Evolution bias
as a function of the cutoff parameter Mmin. The notation is the same as figure 6.
halos (larger values of α) correspond to higher values of bias and shot-noise. According to
hydrodynamics simulations [95, 96] and semi-analytic models [97], values of α < 0.9 are more
realistic.
In figure 7b we show the dependence of the evolution bias, computed from (2.9), for dif-
ferent models. The evolution bias for the HI does not vary significantly within the parameter
space, because it is described by the redshift evolution of the halo mass function. Its negative
value indicates that the density of HI drops at low redshift.
We note that the model outlined in this section is more focussed on the high redshift
regime and needs to be better tested and improved in the low redshift Universe in order to
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capture the complex astrophysical effects [98, 99] that could impact on the HI distribution
inside galaxies.
3.2 Galaxy model
As discussed in the previous section for neutral hydrogen, we can use the halo model to relate
the bias parameters and the shot-noise of galaxy distributions. In this framework, we assume
that all the galaxies are found within dark matter halos. The relevant quantity we need to
model is their comoving number density, which can be computed from the halo mass function
as
ng(z) =
∫ ∞
0
n(M, z)Nav(M, z)dM, (3.9)
where Nav is the average number of galaxies for an halo of mass M . The galaxy bias can be
modeled as
bg(z) =
1
ng(z)
∫ ∞
0
n(M, z)b(M, z)Nav(M, z)dM, (3.10)
while the shot-noise is simply given by the inverse of the number density, i.e.
Ngal ≡ 1
ng
=
1∫∞
0 n(M, z)Nav(M, z) dM
. (3.11)
We model the average number of galaxies within a halo of mass M as
Nav(M) =

0 if M ≤M∗min
A
(
M
M∗min
)αgal
if M > M∗min
(3.12)
This model is similar to the model employed in [84] to model red and blue galaxies, which
provides a good fit to the number of subhalos expected from numerical simulations [100].
The parameter M∗min represents a threshold mass, below which a halo cannot host a galaxy,
because their potential wells are shallower with respect to more massive halos. Therefore,
some physical processes such as supernova feedback, can be efficient enough to expel a huge
percent of baryons from the halo and therefore suppress the star formation within the halo
itself. For halos with masses larger than this threshold, we assume that the average number
of galaxies per halo increases with the halo mass, following a power law Nav(M) ∝Mαgal , so
that αgal represents its slope. The parameter A represents a normalization constant. From
Eq. (3.10) we see that, as we found for the HI, the galaxy bias is not affected by the value of
the normalization, while the shot-noise, Eq. (3.11), strongly depends on A. In the literature
more flexible and physically motivated models have been proposed (see e.g. [101, 102]).
Nevertheless, the simple model described above captures the features that we need for the
purpose of our analysis with the minimal number of parameters.
In figure (8) we show the galaxy bias (left panel) and galaxy shot-noise (right panel) as
a function of the threshold mass M∗min. The bias increases exponentially with the threshold
mass, while the shot-noise increase as a power law whose slope depends the slope of the model
(3.12).
In figure (9) we summarize the information of figure (8) by displaying the relation be-
tween galaxy bias and shot-noise, for different models. Similarly to HI, highly biased galaxy
populations (which are more massive) show a larger shot-noise, compared to the one with
lower bias.
– 16 –
109 1010 1011 1012 1013
M ∗min[M¯/h]
1.0
1.5
2.0
b g
a
l
αgal =0.6
αgal =0.8
αgal =1.0
(a) Galaxy bias
109 1010 1011 1012 1013
M ∗min[M¯/h]
10-4
10-3
10-2
10-1
100
101
102
103
104
105
N
ga
l
[(
M
p
c/
h
)3
]
αgal =0.6
αgal =0.8
αgal =1.0
A=0.1
A=1
A=10
(b) Galaxy shot-noise
Figure 8: Galaxy bias (left panel) and galaxy shot-noise (right panel) as a function of the cutoff
parameter M∗min, at redshift z = 0.15. Different colors denote different values of the exponent αgal in
(3.6). In the right panel, different line-styles denote different values of the normalization constant A.
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Figure 9: Shot-noise of the galaxies as a function of the galaxy bias, for different values of the slope
αgal and different values of the normalization constant A.
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Figure 10: Signal-to-noise as a function of dmin and dmax. The HI model is the model 1 in Table
1. The galaxy bias is fixed to be bgal ≈ 1.34 here, and the interferometer noise is set to be PN =
100 (Mpc/h)3. Different colors denotes different values for the magnification bias.
4 Signal-to-noise analysis
In this section we will present a signal-to-noise analysis for the dipole of the HI-galaxies
cross-correlation. The signal-to-noise for the dipole is defined as [49](
S
N
)2
=
dmax−Lp/2∑
d1,d2=dmin+Lp/2
ξ1(d1)COV−1(d1, d2)ξ1(d2) . (4.1)
The minimum distance dmin is chosen to be the non-linear scale. We set dmin = 30Mpc/h,
which correspond to kNL ≈ 0.2h/Mpc. We also study the dependence of the signal-to-noise
ratio on both dmin and dmax. The maximum distance is set to be the distance at which the
dipole estimator, computed to lowest order in the d/r expansion from (2.24), coincides with
the full-sky quantity up to 3%. Since we are interested in relatively low redshift measurements,
we provide a comparison between the wide-angle correction to linear order in d/r and the
exact full-sky contributions. The details of this comparison are shown in the Appendix A. Our
results show that for d ≤ 200 Mpc/h the discrepancy between the two quantities is smaller
than the 3% threshold, therefore we set dmax = 200 Mpc/h. Although more numerically
expensive, it is possible to consider the full-sky expression if further accuracy is required.
Nevertheless, as shown in figure 10, the main information is encoded on scales where the
expansion to linear order in d/r is accurate enough.
The cross-correlation volume V is computed as
V =
4
3
pi
(
r3(zmax)− r3(zmin)
)
fsky, (4.2)
where r(z) is the comoving distance at redshift z, zmax and zmin are the maximum and
minimum observed redshift, respectively, and fsky is the fraction of the sky available for
the observation. We consider a redshift range between zmin = 0.05 and zmax = 0.25 and
a fraction of sky fsky = 0.2, which is the sky coverage of a survey similar to the Baryon
Oscillation Spectroscopic Survey (BOSS) [2]. We assumed the interferometer employed for
observing the neutral hydrogen in intensity mapping can resolve pixels of size Lp = 2Mpc/h.
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MODEL 1 MODEL 2
(CONSERVATIVE) (OPTIMISTIC)
α 0.75 0.6
Mmin ≈ 1.7× 1010M/h 108M/h
bHI ≈ 0.99 ≈ 0.67
NHI ≈ 143Mpc3/h3 ≈ 2Mpc3/h3
fHIevo ≈ −4.33 ≈ −4.40
Table 1: Values of the parameters for the two HI models we consider for our analysis. Model 1 has
larger bias and larger shot-noise with respect to Model 2.
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Figure 11: Signal-to-noise for the cross-correlation dipole as a function of the galaxy bias. The slope
of the model for the galaxy population is fixed at the value αgal = 1. Different colors denote different
values of the magnification bias. The corresponding shaded region represents the signal-to-noise for
fgalevo ∈ [−2, 2]. The interferometer noise is neglected here.
We will consider two models for the neutral hydrogen, based on the formalism presented
in section 3.1. The first model (conservative model) is similar to the one employed in [103],
with bias close to unity at low redshift and relatively high shot-noise. The second model
(optimistic model) is similar to the one adopted for the forecast in [70], with smaller bias and
lower shot-noise. The specific values of the parameters of the two models are highlighted in
Table 1.
Concerning the galaxy model, the parameter A is a normalization constant and does not
qualitatively affect the relations between shot-noise and bias. Therefore, in the rest of the
paper we will fix its value to be A = 1, which correspond to the minimum value of the average
number of galaxies per halos whose masses are above the threshold valueM∗min. Furthermore,
we fix the value of αgal = 1, which corresponds to the most biased galaxies.
Figure 11 shows the dipole signal-to-noise at z = 0.15, as a function of the galaxy bias,
for the two models described above. The signal-to-noise is computed for different values of the
magnification bias, which is treated here as a free parameter. We find that the signal-to-noise
is generally optimized for the largest value of the magnification bias (which in this case is
sgal = 1). Let us remark that the signal-to-noise ratio does not grow monotonically with the
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Figure 12: Signal-to-noise for the cross-correlation dipole as a function of the galaxy bias, with an
interferometer noise PN = 100 (Mpc/h)3. The same conventions of figure 11 are adopted. The black
dashed line highlight the S/N = 5 threshold.
magnification bias, but it has a minimum between the lines s = 0.1 and s = 0.3 of Fig. (11).
Indeed as shown in Fig. (4), the largest pre-factor of the dipole in flat-sky is (2 − 5s)/(rH).
Then, considering wide-angle effects and the impact of the other bias factors (in particular
the large negative value of the evolution bias of neutral hydrogen), the dipole vanishes for
lower values of magnification bias.
In the optimistic model for the HI (figure 11b), the signal-to-noise is > 5 for all the
values of the magnification bias. We see that it increases with the bias up to bgal ≈ 1.4, then
it declines for more biased galaxies. This is due to the fact that the dipole signal increases
for larger difference between the biases of the two tracers, but highly biased tracers are more
massive and we observe fewer of them. Therefore for the most biased galaxies the growth of
the shot-noise dominates over growth of the signal and the S/N results to be suppressed.
Similar comments are valid for the more conservative HI model. In this case we need
sgal ≥ 0.5 in order to have a S/N > 5. The maximum value of the signal-to-noise in the two
models ranges between (S/N)max ≈ 17, for the more conservative model, to (S/N)max ≈ 53
in the optimistic model.
In figure 12 we show how the interferometer noise affects the signal-to-noise analysis for
the two models. We assume the fiducial value PN = 100 (Mpc/h)3, which corresponds to
the noise of a CHIME-like survey [61, 83] observing at the mean redshift considered in our
work, computed from Refs. [49, 70]. For both models the signal-to-noise is suppressed and the
effect results to be more prominent for the optimistic model. We see that the interferometer
noise suppresses the maximum value of the signal-to-noise ratio roughly from 17 to 14 for
the conservative model, while the maximum S/N decreases from 53 to 18 in the optimistic
model. Indeed, in the optimistic model the HI shot-noise results to be much smaller than
the reference interferometer noise, while in the conservative model the two quantities are
comparable. Interestingly, we observe that, even when the interferometer noise is included in
the analysis, the signal-to-noise results to be > 5 for sgal ≥ 0.5 in both models we considered
for the HI.
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5 HOD approach for modelling Luminosity-threshold galaxy catalogues
The galaxy model described in section 3.2, and applied in the signal-to-noise analysis in
section 4, is intuitive and easy to implement. Nevertheless, its limitations are many. In fact,
galaxy surveys can observe sources with luminosity larger that a threshold value. Within the
framework described in 3.2 , it is not possible to model the luminosity function of a sample of
galaxies, and therefore both magnification and evolution bias were treated as free parameters.
In this section we will partially trade the generality of this framework with a more realistic
model for a galaxy catalogue.
In order to model a luminosity-threshold galaxy catalogue, we will assume the model
based on the Halo Occupation Distribution (HOD) described in [104, 105]. The average
number of galaxies, within a halo of mass M and with apparent magnitude below a certain
threshold value m∗ is modelled as a sum of two contributions: the contributions from the
central galaxies and the one from the satellite galaxies [101, 106]
NAV(< m
∗,M) = Ncent(< m∗,M) +Nsat(< m∗,M). (5.1)
The central galaxies are modeled as a step function
Ncent(< m
∗,M) =
1
2
[
1 + erf
(
logM − logMmin(m∗)
σ(m∗)
)]
, (5.2)
while the satellite galaxies are a product of the same step function and a power law
Nsat(< m
∗,M) = Ncent(< m∗,M)×
(
M −M0(m∗)
M1(m∗)
)α(m∗)
. (5.3)
The model described above involves 5 parameters. Mmin is the halo mass such that the average
number of central galaxies with luminosity above the cut luminosity is 1/2, σ regulates the
efficiency at which the number of galaxies increases from the small to the large halos regime,
M0 is the cutoff mass scale for the satellite galaxies, M1 is a normalization factor and α
is the slope of the power-law that determine the number of galaxies in the highly massive
halos regime. These parameters are not independent: they all depend on the threshold
magnitude of the considered catalogue. In Ref. [105] the parameters have been computed for
the SDSS galaxy catalogue by considering samples with different luminosity thresholds. In
this section we will assume a galaxy sample that follows the same behavior. Nevertheless,
the functional form in the equations (5.1), (5.2) and (5.3) can be in principle applied to
other galaxy catalogues. Figure 13 (left panel) represents the average number of galaxies as
a function of the halo mass, for galaxy samples for different values of the maximum absolute
magnitude Mr 7.
By assuming this behaviour for NAV, we can use the same framework defined in section
3.2 to relate the shot-noise, the clustering bias and the magnification bias to the magnitude
threshold, at fixed redshift. In fact, we can compute the comoving number density of galaxies
as
n¯gal(< Mr) =
∫ ∞
0
n(M, z)NAV(< Mr,M)dM. (5.4)
7The absolute magnitude is related to the apparent magnitude m∗ by Mr = m∗ − 5 log10 dL(z)dL(zref) −K(z),
where dL(z) is the luminosity distance at a given redshift and K(z) is the k-correction, which corrects the
measured magnitude into the one that would be measured in the source’s rest frame.
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Figure 13: Left panel: Average number of galaxies within a halo as a function of the halo mass.
Different lines denote galaxies samples with different values of the maximum absolute magnitude Mr.
Right panel: Comoving number density (red), clustering bias (blue), magnification bias (green) and
evolution bias (magenta) as a function of the maximum absolute magnitudeMr of the selected galaxy
sample.
The shot-noise is the inverse of n¯gal(< Mr), while the galaxy and the magnification biases are
bg(Mr) =
1
ng(z)
∫ ∞
0
n(M, z)b(M, z)NAV(< m
∗,M)dM, (5.5)
sgal(Mr) =
∂ log10(n¯gal(< Mr))
∂Mr
. (5.6)
Note that since we fixed the redshift, the derivative with respect to the apparent magnitude
coincides with the one respect the absolute magnitudeMr. The evolution bias can be directly
computed from (2.7). In figure 13 (right panel) we plot n¯gal(< Mr), bg and sgal as a function
of the maximum magnitude of the sample. We see that samples with a smaller value of the
magnitude threshold correspond to higher value of the biases and higher shot-noise (lower
comoving density). Furthermore, we observe that the magnification bias increases for smaller
values of the magnitude cut Mr, reaching values up to ≈ 3. The evolution bias is also larger
for smaller values of Mr, but its value are relatively small in all the range of magnitude
threshold.
Once we have the behaviour of the biases and of the shot-noise in terms of the magnitude
cut, we can compute the correspondent signal to-noise for the dipole from (4.1). The result
is plotted in figure 14, where different colors and line-styles refer to different values of the
interferometer noise. We assumed the model 1 (the conservative one) in Table 1 for the
HI, while all the galaxies properties shown in figure 13. We found that the signal-to-noise
is optimized for a certain value of the limiting magnitude, which is not its maximum values
(which corresponds to the minimum shot-noise), because the magnification bias, and therefore
the dipole signal, has larger values if the maximum magnitude threshold is set to be smaller.
Up to Mr ≈ −21 the signal increases faster than the noise, while for Mr < −21 the shot-noise
dominates over the signal growth rate. This result implies that, even if for a galaxy catalogue
the expected signal-to-noise for the dipole is below the detection threshold (in figure 14 we
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Figure 14: Signal-to-noise as a function of the magnitude threshold of the galaxy survey. The
galaxies are described by the HOD model discussed in this section, while the model for the HI is the
more conservative model described in the previous section (see Table 1). Different colors and line-
styles denote different values of the interferometer noise (the unit is Mpc3/h3). The dashed horizontal
line denotes a detection threshold of S/N = 5.
set S/N ≥ 5 for a possible detection), it is possible to properly choose a smaller limiting
magnitude for the sample and reject the galaxies with magnitude above this value, in order
to amplify the S/N above the detection threshold.
6 Conclusions
In this work we studied the relativistic dipole in the cross-correlation function of HI intensity
mapping and galaxies. We model the HI and galaxy parameters (clustering bias, magnification
and evolution bias and shot-noise) that affects the signal in the general framework of the halo
model.
We present a signal-to-noise analysis for the relativistic dipole sourced by the Doppler
effect of the cross-correlation between the galaxy number counts and the HI brightness tem-
perature. Our analysis aims to study the properties of a galaxy population that optimize the
signal-to-noise ratio. We consider two HI models and in both cases we find that the signal-to-
noise is suppressed for highly biased tracers, in despite that the dipole is proportional to the
bias difference of the tracers. Therefore galaxies with lower bias are preferred for detecting
the Doppler dipole in the cross-correlation of HI intensity mapping and galaxies. Further-
more the signal appears to be considerably larger for higher values of the magnification bias,
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therefore galaxy surveys with steeper luminosity function are favored: we find that in order
to have a S/N > 5 we need roughly s ≥ 0.5.
Finally, we perform a similar signal-to-noise analysis to a luminosity threshold galaxy
catalogue. We describe the number of galaxies with magnitude below a given threshold using
a model based on the Halo Occupation Distribution. We study the relation between the
parameters of the galaxy population and the limiting magnitude. In particular, we investigate
the signal-to-noise of the dipole as a function the magnitude threshold. Our results, see
figure 14, indicate that the maximum value for the limiting magnitude of the survey does
not correspond to the higher signal-to-noise ratio. Indeed, we show how to select an optimal
value for the magnitude threshold to maximize the signal-to-noise. This analysis depends on
the specific Halo Occupation Distribution model that we employed, which was built to fit the
SDSS data. Nevertheless, analogue methods can be applied to other galaxy catalogues and
can be useful for selecting the optimal galaxy sample to measure the relativistic dipole.
We conclude with some words of caution. First of all both the modelling of the HI and
the galaxy populations are based on suitable, physically motivated extensions of the halo
model that are expected to be reliable. However, the modelling of HI inside galaxies in the
low redshift Universe is crucial and it is not fully explored in this work how observational
results of the HI content of galaxies impact on the halo model parameters. In this respect we
notice that attempts of modelling the IM signal by incorporating these physical effects into
the simple parametric model have been made [107]. Secondly, here we neglect any modelling
of the foreground signal of the IM that we know dominates by several orders of magnitude.
Foreground removal techniques are of primary importance in order to fully exploit the cross
correlation signal and preliminary results are encouraging (e.g. [108]) also for the IM-galaxy
cross-correlation [53]. The relatively high values of the signal-to-noise ratio of the effect under
study is however suggesting that it could still be detected once these caveats are properly
modelled.
Acknowledgments
We thank Francesco Montanari and Ruth Durrer for useful discussions. MV and ED are
supported by the cosmoIGM starting grant. FL, EV, MV and ED are supported by the
INFN PD51 grant INDARK.
Appendix
A Flat-sky versus full-sky dipole
In this Appendix we test the validity of the flat-sky approximation by comparing the flat-sky
and the full-sky relativistic dipole at redshift zm = 0.15. This comparison is crucial to test in
which regime we can apply the flat-sky approximation and therefore which are the maximum
scales that we can model in this framework. In particular, we test the dipole expansion in
terms of d/r which, to lowest order, leads to the wide-angle correction, defined in Eq. (2.24),
that we adopted in our analysis.
The full-sky correlation function for the cross-correlation of two populations of galaxies
has been studied in detail in the literature, both in the newtonian approximation [74–76]
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Figure 15: Coordinate system for the full-sky relativistic dipole.
and beyond [12, 14, 39, 79, 109–112]. Here we will use the same notation as [39], where the
full-sky relativistic correlation function is computed for two galaxy populations, including
the gravitational redshift and Doppler effects, which are the quantity relevant for this work
(see the Appendix B in [39] for a detailed derivation of the relativistic part, i.e. the cross-
correlation between the density plus redshift space distortion and the Doppler terms in the
galaxy number counts). We will apply that expression to the cross-correlation between HI
and galaxies. We will fix the values of the bias to bHI = 0.6 and bgal = 1.0, and we will
compare three values of the galaxy magnification bias.
We will recast the expression for the full-sky correlation function in the way described
below. The relativistic correlation function, in the coordinate system defined in section 2.3
(see also figure 15), can be written in terms of some coefficients Ri = Ri(r1, r2, d)
ξHI,gal(r, d, µ) = R1 cos (α) +R2 cos (β˜) +R3 cos (α) cos (2β˜) +R4 cos (β˜) cos (2α)
+R5 sin (α) sin (2β˜) +R6 sin (β˜) sin (2α), (A.1)
where α is defined as cos (α) = −n2 · N and cos (β˜) = −n1 · N (see figure 15), while the
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coefficients Ri are
R1 =Cgal(r2)
D1(r2)D1(r1)
D21(r)
f(r2)
[(
bHI +
2
5
f(r1)
)
ν1 − 1
10
f(r1)ν3
]
,
R2 =− CHI(r1)D1(r2)D1(r1)
D21(r)
f(r1)
[(
bgal +
2
5
f(r2)
)
ν1 − 1
10
f(r2)ν3
]
,
R3 =Cgal(r2)
D1(r2)D1(r1)
D21(r)
f(r1)f(r2)
1
5
[
ν1 − 3
2
ν3
]
,
R4 =− CHI(r1)D1(r2)D1(r1)
D21(r)
f(r1)f(r2)
1
5
[
ν1 − 3
2
ν3
]
,
R5 =Cgal(r2)
D1(r2)D1(r1)
D21(r)
f(r1)f(r2)
1
5
[
ν1 + ν3
]
,
R6 =− CHI(r1)D1(r2)D1(r1)
D21(r)
f(r1)f(r2)
1
5
[
ν1 + ν3
]
, (A.2)
where Cgal and CHI are defined in (2.18), D1 denotes the linear growth factor, and ν`=1,3 are
defined through
ν`(d) =
∫
k2dk
2pi2
(
H
k
)
P (k, zm)j`(k d). (A.3)
All the quantities involved in the computation of the correlation function in (A.1) can be
expressed as a function of r, d and µ by using the following simple geometric relations
r1 =
1
2
√
d2 + 4r2 − 4dµr , r2 = 1
2
√
d2 + 4r2 + 4dµr ,
cos (β˜) =
−d+ 2rµ√
4r2 + d2 − 4drµ , cos (α) =
d+ 2rµ√
4r2 + d2 + 4drµ
. (A.4)
The dipole can then be computed as
ξfull sky1 =
3
2
∫ 1
−1
ξHI,gal(r, d, µ)L1(µ)dµ. (A.5)
We see the full-sky correlation function depends in a not trivial way from the angular coor-
dinate µ. Therefore, the angular integral in (A.5) cannot be performed analytically, as in the
flat-sky approximation, but it needs to be solved numerically.
A similar computation can be done for the wide-angle corrections. The full sky expression
can be written in terms of some coefficients Si = Si(r1, r2, d) [39]
ξWA(r, d, µ) = S1 +S2 cos (2β˜)+S3 cos (2α)+S4 cos (2α) cos (2β˜)+S5 sin (2β˜) sin (2α), (A.6)
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S1 =
D1(r2)D1(r1)
D21(r)
f(r2)
[(
bHIbgal +
bHI
3
f(r) +
bgal
3
f(r) +
2
15
f2(r)
)
µ0,
− 1
3
(
bHI
2
f(r) +
bgal
2
f(r) +
2
7
f2(r)
)
µ2 +
3
140
f2(r)µ4
]
,
S2 =− D1(r2)D1(r1)
D21(r)
[(
bgal
2
f(r) +
3
14
f2(r)
)
µ2 − 1
28
f2(r)µ4
]
,
S3 =− D1(r2)D1(r1)
D21(r)
[(
bHI
2
f(r) +
3
14
f2(r)
)
µ2 − 1
28
f2(r)µ4
]
,
S4 =
D1(r2)D1(r1)
D21(r)
f(r)2
1
5
[
µ0 − 1
21
µ2 +
19
140
µ4
]
,
S5 =
D1(r2)D1(r1)
D21(r)
f(r)2
1
5
[
µ0 − 1
21
µ2 − 4
35
µ4
]
, (A.7)
where µ`=0,2,4 are defined by
µ`(d) =
∫
k2dk
2pi2
P (k, zm)j`(k d). (A.8)
The dipole of the wide-angle effect, in full sky, can be computed as
ξWA, full sky1 =
3
2
∫ 1
−1
ξWA(r, d, µ)L1(µ)dµ. (A.9)
In figure 16 we compare the full-sky dipole (dashed lines) and the corresponding dipole
in the flat-sky approximation (continuous lines). Figure 16a represents the Doppler dipole,
computed from (A.5) (full-sky) and (2.15) (flat-sky), while figure 16b shows the wide-angle
dipole, computed from (A.9) (full-sky) and (2.23) (flat-sky). Different colors refer to different
values of the magnification bias. In the top panel we plot the absolute value of the dipole. At
small scale, the flat-sky approximation fairly reproduces the full-sky signal, while the full-sky
dipoles significantly departs from the one in flat-sky at large scales. Note that the full-sky
signal always results to be smaller, in absolute value, than the approximated one. Indeed two
sources appear closer in the flat-sky limit and therefore they seems to be more correlated. In
the bottom panel we plot the relative difference between the full-sky and the flat-sky dipole,
in percentage. The black dashed line denotes a 3% difference between the two quantities,
which we set as a threshold for the flat-sky approximation to be valid. We see that for scales
larger than roughly 200Mpc/h the relative difference is beyond the threshold value and that
it rapidly increases at larger scales. Nevertheless the amount of physical information at these
scales is irrelevant as we see from figure 10.
In figure 17 we show the difference between the estimator defined in (2.24), which is
unbiased from wide-angle effect, in full-sky and the one in flat-sky, at lower order in the d/r
expansion. We see that at scales d ≤ 200Mpc/h the approximated dipole fairly reproduces
the full-sky quantity. Therefore, we set the maximum scale of our analysis to be dmax =
200Mpc/h.
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(b) Wide-angle dipole.
Figure 16: Comparison between the dipole of the cross-correlation HI-galaxies (right panels) and the
wide-angle dipole (left panels) computed within the flat-sky approximation (continuous line) and the
full-sky dipole signal (dashed line). Top panels: absolute value of the dipole. Bottom panels: relative
difference between the full signal and the flat-sky approximation. The dashed line denotes a difference
of relative difference of 3%. Different colors denote different values of the galaxy magnification bias.
The dotted vertical lines denotes the distance d = r.
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Figure 17: Comparison between the estimator of the cross-correlation HI-galaxies computed within
the flat-sky approximation (continuous line) and the full-sky dipole signal (dashed line). Top panel:
absolute value of the estimator. Bottom panel: relative difference between the full signal and the
approximated signal. Different colors denote different values of the galaxy magnification bias.
B Contribution to the wide-angle correction to the covariance
The estimator we used in the signal-to-noise analysis, which is unbiased from wide-angle effects
(at least at the leading order in the d/r expansion), involved the measurement of both the
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dipole of the cross-correlation of galaxies and HI and the quadrupole of the autocorrelations
of both tracers
ξˆ1(d, r) = ξˆ1(d, z1)− 3
10
(
ξˆgal2 (d, z1)− ξˆHI2 (d, z1)
) d
r
. (B.1)
We split the covariance for the estimator in Eq. (B.1) in two contributions 8,
COVest(d1, d2) = COVdip(d1, d2) + COVWA(d1, d2), (B.2)
where COVdip(d1, d2) = 〈ξˆ1(d1)ξˆ1(d2)〉 is the dipole contribution to the estimator it is given
by Eq. (2.25), while COVWA(d1, d2) is the contributions of the wide-angle correction,
COVWA(d1, d2) =
(
3
10r
)2
d1 d2
(
COVgal, gal2,2 + COV
HI, HI
2,2 + 2COV
gal, HI
2,2
)
− 310 d1+d2r
(
COVDip, gal1,2 − COVDip, HI1,2
)
, (B.3)
where
COVgal, gal2,2 (d1, d2) =
〈
ξˆgal2 (d1)ξˆ
gal
2 (d2)
〉
−
〈
ξˆgal2 (d1)
〉〈
ξˆgal2 (d2)
〉
,
COVHI, HI2,2 (d1, d2) =
〈
ξˆHI2 (d1)ξˆ
HI
2 (d2)
〉
−
〈
ξˆHI2 (d1)
〉〈
ξˆHI2 (d2)
〉
,
COVgal, HI2,2 (d1, d2) =
〈
ξˆgal2 (d1)ξˆ
HI
2 (d2)
〉
−
〈
ξˆgal2 (d1)
〉〈
ξˆHI2 (d2)
〉
,
COVDip, gal1,2 (d1, d2) =
〈
ξˆ1(d1)ξˆ
gal
2 (d2)
〉
−
〈
ξˆ1(d1)
〉〈
ξˆgal2 (d2)
〉
,
COVDip, HI1,2 (d1, d2) =
〈
ξˆ1(d1)ξˆ
HI
2 (d2)
〉
−
〈
ξˆ1(d1)
〉〈
ξˆHI2 (d2)
〉
. (B.4)
The first line in (B.3) is the autocorrelation of the wide-angle contribution to the dipole, and
the second one is the cross-correlation of the dipole with the wide-angle correction. Each
term of the wide-angle contribution to the covariance can be computed similarly to the dipole
contribution by applying the general formula in [49].
The cosmic variance contribution to the autocorrelation can be written as
COVWA, autoCVCV =
(
3
10r
)2
50d1d2
V
∫
k2dk
2pi2
j2(kd1)j2(kd2)
∑
L1,L2
GL1L222 [P
gal
L1 P
gal
L2 +P
HI
L1P
HI
L2−2P galL1 PHIL2 ];
(B.5)
the mixed cosmic variance – noise contribution to the autocorrelation, including both shot-
noise and interferometer noise, is given by
COVWA, autoCVNoise =
(
3
10r
)2
50d1d2
V
∫
k2dk
2pi2
j2(kd1)j2(kd2)
∑
L
G0L22 [1/ngalP
gal
L + (NHI + PN)P
HI
L ];
(B.6)
while the noise contribution to the covariance is
COVWA, autoNoiseNoise =
(
3
10r
)2
10
4piLpV
δd1,d2
[
(NHI + PN)
2 +
1
n2gal
]
. (B.7)
8We assume the redshift to be constant and we drop the redshift dependence from our notation
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The coefficients GL1L222 in (B.5) and (B.6) are defined in terms of the Wigner 3j symbols
GL1L222 =
∑
L
(2L+ 1)
(
2 2 L
0 0 0
)2(
L1 L2 L
0 0 0
)2
. (B.8)
The cosmic variance contribution to the cross-correlation term in (B.3) can be written as
COVWA, crossCVCV =
(
3
10
d1 + d2
r
)
30
V
∫
k2dk
2pi2
j1(kd1)j2(kd2)
∑
L1,L2
GL1L212 PL1[P
gal
L2 − PHIL2 ]; (B.9)
the cosmic variance x noise contribution to the cross-correlation is given by
COVWA, crossCVNoise =
(
3
10
d1 + d2
r
)
30
V
∫
k2dk
2pi2
j1(kd1)j2(kd2)
∑
L
(
1
ngal
−NHI − PN
)
G0L12PL.
(B.10)
The coefficients GL1L212 are defined similarly to the coefficients involved in the autocorrelation
term,
GL1L212 =
∑
L
(2L+ 1)
(
1 2 L
0 0 0
)2(
L1 L2 L
0 0 0
)2
. (B.11)
The purely noise contribution to the cross-correlation term vanishes.
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