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 Este trabalho apresenta um estudo sobre o desempenho de nove métodos de pós-
processamento sobre imagens blocadas e propõe duas novas aproximações que visam, 
respectivamente, reduzir o conhecido artefato de blocagem e medir a percepção visual 
do Sistema Visual Humano (SVH) quanto a essa distorção. O estudo dos métodos 
abordados consiste numa análise detalhada da sua metodologia de pós-processamento e 
implementação computacional. A nova medida introduzida, chamada Índice de Efeito 
Visual de Blocagem (IEVB), é baseada nos critérios de perda de correlação em regiões 
interblocos e distorção da luminância média local. O método de pós-processamento 
proposto considera as características do SVH ao variar o parâmetro de suavização nas 
áreas de blocagem, de acordo com a percepção do artefato. Assim, as regiões blocadas 
são suavizadas sem perda de detalhes. Objetivando-se obter uma consistência com a 
avaliação subjetiva das imagens pós-processadas, neste trabalho realizam-se testes 
comparativos para se avaliar o desempenho dos métodos e se evidenciar a eficiência da 
nova métrica de qualidade, constatada pelo aumento do respectivo índice nas imagens 










 This work presents a study about the performance of nine post-processing 
methods on blocked images, and it proposes two new approaches, which propose, 
respectively, to reduce the known blocking artifact and to measure the visual perception 
of the Human Visual System (HVS) regarding this distortion. The studies concerning 
the chosen methods consist of detailed analysis about their methodology and their 
computational implementation. A new visual perception metric is introduced, which is 
called Blocking Visual Effect Index (BVEI). It’s based on loss of correlation criteria in 
inter-blocks regions, distortion of local average luminance, and takes into account the 
contrast perception sensibility of human eye. The proposed post-processing method 
considers the features of HVS when varying the smoothing parameter inside the 
blocking areas in accordance with the perception of blocking artifacts. So, they are 
smoothed without loss of its details. Aiming at obtaining a consistence with subjective 
evaluation of post-processed images, this work provides comparative tests for 
evaluating the performance of the chosen methods and proposed one, and also to 
emphasize the efficiency of the new quality metric. This efficiency is evidenced by the 
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Nos últimos anos, tornou-se expressivo o crescimento das telecomunicações e 
tecnologias de processamento digital de imagens (PDI). Essa rápida evolução 
possibilitou uma larga variedade de novas aplicações em comunicações visuais. Quase 
todas essas aplicações, incluindo videotelefonia, videoconferência, vídeo sobre Internet 
e televisão digital de alta definição (HDTV-High Definition Television) requerem 
eficientes métodos de compressão visual para se usar de modo eficiente a banda dos 
canais de comunicações e, isso em conjunto com a preservação dos dados de imagens 
reconstruídas. 
Em geral, nem sempre é possível ou torna-se muito caro aumentar a largura de 
banda ou a taxa de bits para se obter uma melhor qualidade subjetiva das imagens 
decodificadas [77]. Com o objetivo de se otimizar o uso da faixa de canais disponível, 
introduziu-se as técnicas e padronizações de compressão de imagens. Um dos padrões 
mais usados é o JPEG (Joint Photographic Experts Group), que se baseia na 
codificação por transformada. 
Com a crescente demanda nas comunicações de vídeo, tem-se desenvolvido e 
padronizado métodos de codificação eficientes. Especificamente, a comunicação a 
baixas taxas de bits está ganhando um interesse crescente devido a aplicações de 
videoconferência, videofones, entre outras. Torna-se, portanto, um desafio para a 
maioria dos algoritmos e padrões de compressão de imagens existentes manter uma boa 
qualidade da imagem reconstruída, uma vez que os artefatos que degradam as imagens 
são altamente visíveis em codificações a baixas taxas de bits. 
 
 
1.1. Compressão de imagens digitais 
 
A dificuldade de se comprimir uma dada imagem depende da informação 
espacial presente na mesma. A informação espacial percebida é a quantidade de 
detalhes espaciais na imagem que é percebida por um observador. 
Em [63], podemos dividir a informação visual em duas classes: a “informação 
necessária” e a “supérflua”. A informação necessária é aquela que provoca grandes 
deteriorações na imagem, quando retirada ainda que parcialmente da imagem original, 
conforme os parâmetros de percepção e tolerância do receptor final (SVH). Já a 
informação supérflua é aquela que provoca pouca ou quase nenhuma mudança na 
imagem, quando retirada. Essa informação ainda pode ser classificada em dois grupos 
diferentes, de acordo com a sua origem: informação redundante e irrelevante. 
A informação redundante está relacionada à correlação e à interdependência dos 
dados. Essa informação pode ser removida dos dados sem deteriorar a qualidade da 
imagem, pois ela pode ser estimada com base no restante da imagem. Já a informação 
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irrelevante, relacionada com a redundância subjetiva, compõe as características que 
podem ser removidas, causando apenas perdas toleráveis. Ao contrário da informação 
redundante, esse tipo de informação não pode ser recuperado após a sua perda e, 
portanto, deve ser eliminado com critérios de avaliação quanto às perdas significativas 
na qualidade da imagem. 
As técnicas de compressão são classificadas segundo o tipo de informação que 
será explorado, em compressão sem perdas (Lossles Compression) e com perdas (Lossy 
Compression). A compressão sem perdas explora a redundância estatística dos dados e 
não provoca degradação da imagem, sempre podendo ser aplicada. A compressão com 
perdas explora a redundância subjetiva, nem sempre podendo ser aplicada, uma vez que 
podem ocorrer perdas de informação da imagem. Em certas ocasiões, a perda pode 
significar graves conseqüências, como por exemplo, na compressão de imagens 
médicas. Entretanto, em aplicações comerciais, onde pequenas falhas não levam a 
conseqüências tão graves, a compressão com perdas é largamente utilizada. 
Uma das técnicas de compressão de imagens digitais mais usadas nos 
codificadores é a Codificação por Transformada Baseada em Blocos [71], onde o 
codificador mais usado é o JPEG. De acordo com as recomendações do JPEG, a 
compressão espacial das imagens é conseguida a partir de três estágios de 
processamento aplicados à imagem: transformação ortonormal inversível, quantização e 
codificação com comprimento variável (VLC).  
O JPEG divide a imagem em blocos de 8 x 8 pixels e transforma cada bloco a 
partir do domínio espacial para o domínio da freqüência, usando-se a Transformada 
Discreta do Cosseno(DCT) [45]. Os coeficientes da DCT são então quantizados, 
resultando em sua maioria em valores nulos, especialmente para os coeficientes de alta 
freqüência. Uma vez que cada bloco é codificado independentemente, tais blocos 
podem sofrer perdas significativamente diferentes na imagem gerando, após a sua 
reconstrução, descontinuidades ou bordas artificiais que são claramente visíveis em 
situações quando se necessita eventualmente de uma quantização rudimentar, ou seja, 
em altas taxas de compressão ou transmissão a baixas taxas de bits.  
O principal obstáculo das técnicas de codificação de bloco é o efeito de bloco 
[45], que pode se tornar um sério “gargalo” para muitas aplicações que precisam de 
sistemas codificador-decodificador que devam disponibilizar imagens visualmente 
agradáveis a altas taxas de compressão.   
Muitas metodologias têm sido propostas para remover esses artefatos e o pós-
processamento vem se mostrando como uma solução prática [16], porque não requer 
mudanças nos padrões existentes sendo que com o rápido crescimento da tecnologia 




1.2. Pós-processamento versus Pré-processamento 
 
Há duas estratégias comumente adotadas para se reduzir os artefatos de 
compressão. A primeira é resolver o problema no codificador, a qual é chamada de pré-
processamento. A outra, usa uma técnica de pós-processamento após o decodificador. 
Para um dado algoritmo de decodificação e uma restrição de taxa de bits, a qualidade de 
imagem pode ser melhorada por técnicas de pré-filtragem que removem os detalhes não 
perceptíveis nas imagens originais, ou por outra técnica de codificação que otimize a 
alocação de bits baseando-se num modelo visual humano, tal que a degradação seja 
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menos visível ao receptor final (SVH). Apesar de terem ocorrido vários progressos 
relacionados a esse tipo de processamento, a mudança no esquema de codificação 
significa o abandono dos padrões bem aceitos, como JPEG e MPEG, o que a torna 
estritamente acadêmica [56].Essas técnicas têm sido usadas largamente em 
processamento de áudio e voz. Em contraste, há um uso menor na área de codificação 
de imagem. 
Na codificação de imagem, as técnicas de pós-processamento têm recebido 
muita atenção e tornou-se uma área de pesquisa ativa recentemente [16]. Essas técnicas 
propõem uma solução interessante em remover os artefatos de compressão sem 
aumentar a taxa de bits ou modificar o procedimento de codificação, podendo ser 
incorporadas facilmente a padrões existentes.  
Com o recente progresso na tecnologia VLSI, a expectativa real está na 
possibilidade de se implantar sofisticados algoritmos de reconstrução em tempo real em 
decodificadores, reduzindo-se o conflito existente entre imagens de alta qualidade e 
altas taxas de compressão [23].  
O pós-processamento parece ser a solução mais prática, diante do fato de não 
necessitar de mudanças nos padrões de compressão existentes, além de ter um bom 
potencial para ser integrado em comunicação de imagem e vídeo. 
 
 
1.3. A avaliação da qualidade subjetiva de imagens 
 
Na maioria das aplicações em comunicação visual, a maior preocupação sobre a 
qualidade de imagem é o quanto às imagens são bem percebidas por um observador 
humano, e não quão próximas elas estão das imagens originais [16]. 
O conhecimento de como reage o SVH e de algumas técnicas disponíveis para 
melhor adequar a imagem à aplicação são importantes para se poder explorar mais 
eficientemente os recursos de sistemas de processamento de imagens. O interesse em 
métodos de PDI surgiu, principalmente, da necessidade de se melhorar a qualidade da 
informação pictorial para a interpretação humana. 
Alguns estudos recentes sugerem a classificação de pixels na imagem de acordo 
com modelos de sensibilidade espacial humana, que são usados para minimizar a 
visibilidade dos artefatos na imagem. Outros estudos, entretanto, contradizem essa 
teoria à medida que afirmam que a visibilidade dos artefatos não prediz geralmente os 
julgamentos subjetivos da qualidade da imagem [53].  
As medidas objetivas de qualidade são importantes no sentido em que permitem 
fazer uma avaliação subjetiva dos padrões de codificação, baseando-se nas imagens 
decodificadas, sem necessitar de um painel de observadores.  
A medida tomada diretamente a partir de observações humanas é possível em 
algumas aplicações, porém torna-se uma operação custosa e que consome tempo. Uma 
aproximação mais prática e rápida é o uso de um modelo de visão humana, que realize 
as estimativas precisas da visibilidade sobre as diferenças entre as imagens original e 
distorcida, satisfazendo os princípios psicofísicos e psicológicos conhecidos no 
desempenho de discriminação visual humana. O objetivo se concentra em desenvolver 
métricas que identifiquem e avaliem os artefatos introduzidos pela codificação digital, e 
produzam um critério de análise, que represente a avaliação humana de qualidade. A 
tarefa consiste basicamente em caracterizar um limiar de qualidade de imagem, uma vez 




1.4. Contribuições e Organização da Dissertação 
 
O presente trabalho consiste no estudo de alguns métodos de pós-processamento, 
que são encontrados na literatura científica e na proposta e implementação de um 
método para a redução de efeito de blocagem presente em imagens compactadas 
baseadas na codificação por transformada. Em paralelo, propõe-se uma nova medida de 
qualidade subjetiva para a avaliação de imagens. 
O método de pós-processamento proposto é baseado em características do 
Sistema Visual Humano (SVH), as quais são inseridas como parâmetros de 
processamento de filtragem adaptativa usada, melhorando a qualidade subjetiva da 
imagem degradada sem perda excessiva do seu conteúdo de detalhes. Diferentes 
métodos de pós-processamento são apresentados em detalhes; cada um deles dando um 
enfoque diferente ao problema de redução do efeito de bloco. Esses métodos são 
aplicados num grupo de imagens de teste degradadas a diferentes taxas de bits e os 
resultados são comparados e analisados, como base para a avaliação do desempenho dos 
respectivos métodos. 
 
À luz dos objetivos alcançados, são apresentadas aqui as principais contribuições 
deste trabalho: 
 
•  Análise de vários métodos de pós-processamento: Nove métodos de pós-
processamento são descritos em detalhes e analisados. Cada método aborda um aspecto 
especifico para a redução do efeito de bloco. 
 
•  Medida de qualidade subjetiva de imagens quanto ao efeito de blocagem: As 
características de sensibilidade do SVH são usadas para se construir uma métrica de 
qualidade que especificamente atribua um nível de qualidade de imagem quanto à 
distorção causada pelo efeito de bloco. 
 
•  Proposta de um controle adaptativo para o método de pós-processamento: 
Utilizando as informações de sensibilidade do SVH, propõe-se a implementação de um 
controle adaptativo, que atua no processo de redução do efeito de bloco.  
 
•  Uso de um Modelo de Visão para detectar regiões com efeitos de bloco mais 
visíveis.  
 
Portanto, a dissertação foi organizada da seguinte forma: 
 
Capítulo 2: A codificação por transformada e o Efeito de Blocagem 
  
A primeira parte deste capítulo faz um estudo sobre as transformações lineares 
discretas, focalizando suas mais importantes propriedades na aplicação ao 
Processamento Digital de Imagens (PDI). Nesse contexto, são apresentadas as principais 
características da transformada discreta do cosseno (DCT). Por último, são apresentadas 
as características do processo de Quantização no padrão JPEG, de forma a situar-se no 
ambiente deste estudo. Por último, descreve-se detalhadamente a formação e 
características de aparecimento do artefato de blocagem. 
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Capítulo 3: Conceitos em Processamento Digital de Imagens 
  
Este capítulo tem o propósito de apresentar vários conceitos relacionados à 
filtragem espacial de imagens digitais, mostrando alguns relacionamentos básicos entre 
pixels. Finaliza-se com a apresentação de técnicas básicas de processamento de 
imagens. 
  
Capítulo 4: Abordagem dos Métodos de Pós-processamento 
 
Nesse capítulo, são descritos os métodos de pós-processamento estudados, 
inserindo-se no contexto as metodologias que servirão como base de comparação para 
os resultados obtidos no trabalho. 
 
Capítulo 5: Proposta para a Redução do Efeito de Bloco e a Medida IEVB 
 
Este capítulo introduz os conceitos relacionados à Visão Humana e em seguida 
descreve detalhadamente o método de pós-processamento proposto, baseado nas 
características de sensibilidade do SVH (Sistema Visual Humano). Por último, é 
apresentada uma métrica para a avaliação da qualidade visual de imagens, simulando os 
efeitos visuais do SVH. 
 
Capitulo 6: Apresentação e Análise de Resultados 
 
São expostos os resultados obtidos das simulações e as suas respectivas análises 
feitas no decorrer deste trabalho. Esses resultados são organizados em itens 
correspondentes a cada imagem de teste. A seguir, são analisados os resultados da 
medida IEVB, além de medidas encontradas na literatura científica, tais como o Índice 
de Qualidade Q e do PSNR (Peak Signal-to-Noise Ratio) sobre as imagens pós-
processadas pelos métodos abordados e proposto.   
 
Capitulo 7: Conclusões e Sugestões para trabalhos Futuros 
 
A dissertação é concluída com uma breve discussão sobre todos os resultados e, 
analisando-se os avanços a serem alcançados a partir dos resultados referentes ao 






















A Codificação por Transformada 




As operações de compressão de imagens baseadas em código por transformada 
reduzem significativamente o número de  bits que serão armazenados e transmitidos, e 
ao mesmo tempo mantém a fidelidade da informação de imagem. 
Neste capítulo, será apresentada a compressão espacial que utiliza a codificação 
por transformada baseada em blocos, um dos esquemas mais utilizados atualmente e 
que oferece altas taxas de compressão, admitindo-se uma pequena perda de informação 
[71]. 
O processo é dividido em três estágios: aplicação de uma transformada 
ortonormal inversível, quantização e codificação por comprimento variável (VLC), 
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onde N é o tamanho do bloco e l,m são constantes  que dependem da posição do bloco, 
e são valores múltiplos do tamanho do bloco. As coordenadas x,y são as posições dos 
pixels na imagem e, portanto, variam de 0 a L e de 0 a C, respectivamente. 
Durante a codificação, no primeiro estágio, cada bloco f(j,k) é transformado em 
outro domínio, dito domínio da transformada, através da aplicação de uma transformada 
linear ortonormal inversível, que no caso do JPEG é a transformada DCT. No segundo 
estágio, o bloco de coeficientes transformados C(p,q) sofre uma quantização segundo a 
taxa de compressão pré-estabelecida, produzindo uma versão aproximada ),(ˆ qpC . E no 
terceiro estágio, os níveis de saída do quantizador são codificados sem perdas (VLC) 
onde se mapeia os coeficientes quantizados para um conjunto de palavras-código de 
tamanho variável (“bitstream”), o qual será transmitido ou armazenado.  O esquema 
baseado em bloco é uma componente fundamental em muitos padrões de compressão de 
imagens [25], beneficiando-se da vantagem trazida pela propriedade de correlação 
espacial local das imagens, por dividi-las em blocos de 8x8, além de reduzir a 
necessidade de armazenamento e carga computacional. No processo de quantização, a 
perda dos dados é inevitável [73], devendo-se ressaltar que a quantização é uma 
operação irreversível, pois o assim chamado estágio de quantização inversa no 
decodificador realiza a multiplicação dos valores decodificados pelos seus respectivos 
passos de quantização visando-se obter um valor mais aproximado dos coeficientes 
originais da transformada. 
Em baixas taxas de bits, porém, o processamento por blocos introduz durante o 
processo de reconstrução da imagem descontinuidades ao longo das bordas dos blocos 
que são chamadas de efeito de bloco, as quais são ocasionadas devido às perdas na 
quantização. 
 
2.2. Transformadas em Imagens 
 
O principal objetivo das diversas transformadas espaciais é descorrelacionar os 
dados da imagem, eliminando-se, portanto, a redundância estatística entre eles. 
Isso ocorre ao se concentrar a informação do sinal no domínio transformado, 
tendendo-se a agrupar a energia dos coeficientes da transformada em torno de uma 
determinada região. O resultado dessa operação é a presença de grandes áreas de pixels 
dos blocos com valores nulos ou próximos de zero. 
Com a concentração da informação no domínio transformado, a compressão é 
possibilitada com os processos posteriores de quantização e codificação VLC e de 
Huffman. 
A qualidade da imagem reconstruída na recepção está relacionada às perdas 
sofridas pelos componentes na quantização [5]. 
Uma descrição completa sobre as transformadas utilizadas em codificação de 
imagens pode ser encontrado em [8,71]. 
A técnica de codificação por transformada tem sido intensamente usada nos 
últimos anos para compressão de imagens. Esse fato tem incentivado o aparecimento de 
novas transformadas como a LOT [24], DSTr [27] e a Curvelet Transform [58]. 
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2.2.1. Operação em Transformada Uni-dimensional 
 
A transformação dos dados, do seu domínio espacial para o domínio da 
transformada, é realizada através da projeção ortogonal de um ponto a ser transformado 
sobre os vetores de base do espaço transformado.  
A projeção é feita pelo produto interno ou escalar, que consiste na soma dos 
produtos entre as coordenadas dos vetores que compõem os dados da base espacial no 
domínio transformado. 
Sejam f e to um vetor de dados de quatro elementos [71] e o primeiro vetor base, 
então tem-se: 
[ ]030201000 ,,, ttttt T =  e [ ]3210 ,,, fffff T =                      (2.2) 
 
O primeiro coeficiente transformado é o resultado do produto interno entre Tt0  e 
Tf : 
3032021010000 ftftftftC ⋅+⋅+⋅+⋅=
∗∗∗∗                    (2.3) 
 
Analogamente, se faz para o segundo vetor base [ ]131211101 ,,, ttttt T =  e portanto  
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onde c é o vetor coluna dos coeficientes transformados  [ ]Tcccc 3210 ,,, , f é o vetor 
coluna dos dados e T é matriz de transformação, cujas colunas são vetores base. Por 
simplicidade denota-se TT ∗ por T ′ . 
 
Como os vetores que compõem a matriz T são ortogonais (vetores Base), tem-se 
uma matriz de rank igual a N e, portanto, ela é inversível, como mostra a equação (2.5): 
 
CTFCTfICTfTT ⋅′=⇒⋅′=⋅⇒⋅′=⋅′⋅′ −−−− 1111               (2.5) 
 
2.2.2. Operação Transformada Bi-dimensional: 
Processamento em Blocos 
 
Sejam Fj,k com 1,0 −≤≤ Nkj  a intensidade dos pixels de um bloco de tamanho 
NxN. Baseando-se em [71], pode-se estender o conceito uni-dimensional para o 
contexto do processamento em blocos: 































kjqpqpkj tCF 1,0 −≤≤ Nkj                   (2.7) 
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onde Cp,q são os coeficientes do bloco transformado e os elementos tp,q,j,k constituem a 
transformada imagem, que consiste num grupo de imagens de base discretas 
ortonormais satisfazendo as propriedades descritas a seguir. 
 
2.2.2.1 Ortogonalidade e Ortonormalidade 
 
Generalizando-se o conceito de ortogonalidade em [65] no caso uni-

















kjqpkjqp qqppAtt δ               (2.8) 
 




















2.2.2.2. A Separabilidade 
 
Seja a representação genérica matricial da transformada bi-dimensional [8]: 
 
FTC T ~~~ ⋅= ∗                              (2.9) 
 
onde F~  e C~  são respectivamente a imagem original e os coeficientes transformados na 
forma vetorial e T é a matriz de transformação N2xN2.  
Se essa matriz puder ser escrita como o produto de Kronecker de duas matrizes 
NxN, então essa transformação é dita separável: 
 
 ( ) ∗∗∗∗∗ ⋅⋅=⇒⋅⊗⋅⇒⋅= 2121 ~~~~~ TFTCFTTCFTC TTTT            (2.10) 
 
onde C e F são respectivamente a imagem original e a imagem transformada na forma 
matricial; T é a matriz de transformação uni-dimensional e ( )TT TT ∗∗ ⊗  é o produto de 
Kronecker da matriz T com ela mesma.  
 







⋅⋅= ∗∗                                    (2.11) 
 
A filosofia da separabilidade é aplicar a transformada uni-dimensional 
primeiramente nas linhas de F e depois nas colunas de F separadamente, e esse processo 
equivale a se aplicar a transformação bi-dimensional, caso a transformada seja separável 
e explorando-se a correlação dos dados em duas direções. 
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Fig. 2.2-Bases da Transformada de Haar4x4.
2.2.2.3. Imagens Base 
 
Da mesma forma que um sinal uni-dimensional pode ser representado por séries 
ortogonais de vetores base, um bloco também pode ser expandido em termos de um 
conjunto discreto de imagens base [71]. 
Dessa forma, nomeando-se um vetor base por 
[ ] 1,,1,0)1(,2100 ,,,, −=−= NpNppppT ttttt   pode-se escrever o bloco F não somente em termos 
de imagens base, mas também em termos de vetores base, assumindo-se a 





















































             (2.12) 
 
Cada uma das imagens Base pode ser escrita como o produto externo dos vetores 
base correspondentes [71], como se calcula para duas bases em [5], seguindo-se a 
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CF                                          (2.14) 
 
onde qpB ,  para 1,0 ≤≤ qp (nesse caso 2x2) são as imagens base que ponderadas 
apropriadamente pelos coeficientes transformados e somados os resultados, recompõem 
o bloco original. Na Figs. 2.2 e 2.3 são apresentadas as imagens base da transformada 















2.2.2.4. Eficiência da Transformada: Conservação, Descorrelação e 
Empacotamento de Energia 
 
Ao se aplicar uma transformada num conjunto de dados que se deseja 
comprimir, objetiva-se principalmente uma distribuição de energia entre os coeficientes 
que propicie uma maior taxa de compressão com poucas perdas. 
Segundo os conceitos da Teoria de Informação [8] tendo-se, por exemplo, um 
vetor com N elementos, a informação média (entropia) dos elementos desse vetor é 
máxima quando se tem uma distribuição uniforme de energia entre eles e quanto mais 
concentrada a distribuição de energia, menor a entropia. O conceito de entropia, assim 











kk ppH                                   (2.15) 
 
onde H é a entropia, dado um conjunto de símbolos { }1210 ,,,, −= NSSSSS   associados 
às probabilidades { }1210 ,,,, −= NppppP  . 
 
Diante da alta correlação entre os pixels das imagens no domínio espacial, tem-
se nessa forma original o pior caso de compressão, onde seu elemento qualquer da 
imagem tem, em média, um valor muito próximo ao valor dos elementos da sua 
vizinhança. 
Assim, a transformada dos dados originais tem como objetivo ideal representar 
esses dados num conjunto de coeficientes incorrelatos, cuja distribuição de energia é a 
mais concentrada possível. 
 
Conservação de Energia 
 
 A transformação ortonormal preserva a energia do sinal. Seja a energia de f 











kff  (2.16) 
 
 A energia dos coeficientes transformados para uma matriz de transformação 



















==⋅=⋅⋅⋅=⋅==  (2.17) 
  
 
Descorrelação e Empacotamento de Energia [8] 
 
 Analisar a eficiência da transformada consiste em ponderar sobre dois critérios: 
 
1. Habilidade em remover a correlação espacial dos dados 
2. Habilidade de se empacotar o sinal no menor número de coeficientes 
possível 
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Para essa análise, é necessário calcular a matriz de covariâncias no domínio dos 
dados e no domínio temporal, observando-se o que ocorre com as estatísticas dos dados 
após a transformação. 
Seja um vetor de dados f de tamanho N e o vetor de coeficientes transformados 
C, sendo C e f relacionados por uma transformação ortonormal e considerados amostras 
de um processo aleatório [71]. A covariância do vetor de coeficientes C é dada por: 
 
{ } { } )()()()( TTT CCCCECCCCECCOV ⋅−⋅=−⋅−=                (2.18) 
 
onde C  é o vetor de médias do processo C, que pode ser definido como sendo: 
 




{ } { }( ) TTTTTTT TffffETTffTTffTECCOV ′⋅⋅−⋅⋅′=′⋅⋅⋅′−′⋅⋅⋅′=)(  (2.20) 
TTfCOVTCCOV ′⋅⋅′= )()(  
onde E{X} é a média de X  e COV(f) é a covariância do vetor de dados. 
 A eficiência da transformada é medida pela capacidade de se eliminar a 
correlação cruzada entre elementos do vetor (elementos dos dados de COV(.) fora da 
diagonal principal da matriz de covariâncias) que é chamada medida de descorrelação, e 
verificar a concentração de energia dos coeficientes de ordem mais baixa (dentro da 
diagonal principal), que consiste na medida de empacotamento de energia. 
 Assim, após a transformação deseja-se que a matriz de covariâncias seja a mais 
próxima possível de uma matriz diagonal, evidenciando-se a eliminação da correlação 































η                                    (2.21) 
 
 Determinada a quantidade relativa de energia nos primeiros M de N 


























η                                (2.22) 
 
 Existem diversas transformadas ortogonais e, a escolha para um melhor 
desempenho na compressão digital depende da aplicação e hardware disponíveis. 
 De acordo com [71], a transformada de Karhunen-Loève (KLT) é a 
transformação que representa um desempenho ótimo no sentido de descorrelação e 
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Fig. 2.3-Bases da Transformada DCT 8x8.
empacotamento de energia( com 1→Dη ). Entretanto, é de pouca utilização em 
compressão devido ao fato de que seus vetores base são dependentes dos dados de 
entrada, e, portanto, variam à medida que os dados de entrada se modificam, o que 
requer que esses vetores sejam transmitidos junto com o sinal para o decodificador. 
Além de que todo o seu cálculo apresenta grande demanda computacional.  
 Portanto, a KLT é usada como parâmetro ótimo de comparação para o 
desempenho das transformadas de vetores de base fixos, tais como a DFT (“Discrete 
Fourier Transform”), a DCT (“Discrete Cosine Transform”), Slant e Walsh-Hadamard. 
 Na prática, a DCT baseada em bloco é a mais usada, devido à sua proximidade 
com a ótima propriedade de compactação de energia da KLT e quanto à disponibilidade 
de implementações computacionais rápidas [61]. 
 Nota-se que os conceitos de coeficientes DC e AC para a transformada DCT são 
extensões do caso uni-dimensional, onde o coeficiente DC é o coeficiente para o qual a 
freqüência da imagem base é nula, em ambas as dimensões e o valor DC é proporcional 
à medida de intensidade de fundo no bloco de dados. Observa-se que a primeira imagem 
base dessa transformada é constante e, portanto é a geradora do coeficiente DC de um 
bloco 8x8 [5]. Os coeficientes DCT para os quais a freqüência da imagem base é 


















Exemplo prático da Compactação de Energia na DCT 
 
 
Para se ilustrar a propriedade da compactação de energia, a imagem 
“flowers.jpg” de dimensões 512x512 pixels na Fig. 2.4(a) foi transformada usando-se a 
DCT baseada em blocos de tamanho 8x8, subtraindo-se o valor da média. Em seguida 
foi calculada a variância para cada coeficiente transformado AC, obtendo-se um bloco 
constituído pelas variâncias. Na Fig. 2.4(b), encontra-se o gráfico de variâncias dos 
coeficientes AC originais e após a transformação, segundo a varredura zig-zag, utilizada 
de forma a posicionar os coeficientes mais altos no topo do vetor de dados. A ordem de 
varredura zig-zag é ilustrada na Fig. 2.5. 
Observa-se que a DCT realmente compacta a energia em poucos coeficientes, 
especialmente em torno do canto superior esquerdo do bloco. Calculou-se para M=10, 








































(b)Fig. 2.4-Ilustração da Compactação de Energia na DCT: (a) Imagem Original e (b) Distribuição das 













Recentemente foram introduzidos os grupos de transformadas Curvelets que 
õem alternativas para representação de wavelet de dados de imagem [58]. A LOT 
ped Orthogonal Transform) e DSTr (Discrete Sine Transform with Axis Rotation) 
aracterizadas pelo fato de que cada bloco de tamanho N é mapeado num grupo de 
nções base, as quais se estendem acima de N amostras, buscando na redundância 
 tomar parte dos blocos adjacentes no processamento) a redução dos efeitos de 
o. 
.3. A Transformada Discreta do Cosseno (DCT) 
A transformada DCT é a transformada mais usada para aplicações de 
pressão de imagens, tal como o caso do padrão JPEG (Joint Photograph Experts 
p). Isso devido à sua aproximação assintótica para a transformada KLT e pelo fato 
Fig.2.5-Ilustração do caminho de varredura zig-zag do JPEG. 
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de poder ser computada muito eficientemente usando-se algoritmos rápidos, 
semelhantes em natureza à bem conhecida FFT (Fast Fourier Transform) [23]. 
Essa transformada possui uma grande motivação por se tratar de uma 
transformada com números reais, ao contrário da DFT. Ela é separável, assim a DCT 





































2,10 == αα  para 1,0 −≤≤ Nqp . 
 















































2,10 == αα  para 1,0 −≤≤ Nqp . 
 










pkT πα . 
 
 
2.3. A Quantização no Padrão JPEG 
 
 
 Neste trabalho, está sendo enfocado o padrão de compressão de imagens JPEG, 
portanto torna-se essencial ao contexto de geração do efeito de bloco analisar esse 
processo.  
No padrão JPEG, após a etapa de transformação do sinal de imagem de entrada, 
os coeficientes resultantes são quantizados [78] pela divisão dos seus valores originais 
pelo correspondente valor da Matriz de Quantização. Esse resultado é arredondado (para 
o valor inteiro mais próximo). Assim, o passo de quantização constitui para os 
respectivos coeficientes, os elementos da Matriz de Quantização. 
Seja qpC ,




















IntC                                    (2.25) 
 
onde  Int[.] é a operação que calcula o valor inteiro mais próximo. 
Os elementos da Matriz de Quantização Q são limitados à faixa de 1 a 255 e são 
determinados pelo codificador. O padrão JPEG estipula uma matriz default para a 
componente de luminância. Ela foi definida a partir de uma série de experimentos com 
o objetivo de determinar o limiar de visibilidade para as funções base da DCT em 
imagens de tamanho 760x576 observadas a uma distância de 6 vezes a largura da tela, 
conforme a Fig.2.6. 
16 11 10 16 24 40 51 61
12 12 14 19 26 58 60 55
14 13 16 24 40 57 69 56
14 17 22 29 51 87 80 62
18 22 37 56 68 109 103 77
24 35 55 64 81 104 113 92
49 64 78 87 103 121 120 101




No decodificador, a “Quantização Inversa” é exatamente a multiplicação do 
valor decodificado pelo correspondente passo de quantização, obtendo-se uma 








QCC  (2.26) 
 
De forma a prover alguma forma de ajustar essa relação de acordo com as 
necessidades de compressão de cada sistema, é muito comum na prática, utilizar-se 
versões escalonadas das matrizes default. Nessas versões, utiliza-se um fator de 
Qualidade Q para se determinar a escala que é aplicada a cada elemento da Matriz de 
Quantização. O valor de Q é um inteiro limitado à faixa de 1 a 100 e o fator de escala 

































  (2.27) 
 
Portanto, a nova matriz será obtida pelo produto de FE por Qp,q. Observa-se que 
para Q=50, a nova Matriz de Quantização é a própria default. 
 
 




Fig. 2.8-Ilustração do Cálculo da Quantização JPEG: (a) Coeficientes DCT e (b) Coeficientes DCT 
após a Quantização. 
2.3.1. Exemplo de processo de Quantização de um bloco 
com JPEG 
 
Considere a Fig.2.7, onde é mostrada a imagem e selecionada uma região de 










Aplicando-se no bloco selecionado, a transformada DCT 2-D direta, obtemos o 
resultado ilustrado na Fig.2.8(a). Os coeficientes DCT são quantizados por meio de 


















Ao se recuperar os valores quantizados, por processo de “Quantização Inversa” e 
IDCT 2-D, pode-se comparar as diferenças encontradas nos valores de imagem. 
A descontinuidade entre os blocos é um resultado direto da codificação 
independente dos blocos selecionados, pois esse processo de quantização, além de ser 
155 155 157 165 179 180 172 168
155 155 156 150 165 158 157 151
155 153 157 154 145 137 139 133
158 156 160 148 130 122 120 114
165 164 164 144 120 104 103 97 
166 166 165 153 128 100 94 84 
166 170 164 162 146 116 101 83 
165 166 164 160 161 135 117 93 
1157 130 -38 -4 0 5 -6 7 
64 -98 21 4 0 -1 5 -2 
62 -44 -21 25 3 -9 -4 1 
-5 14 3 -5 2 -1 0 -2 
8 -10 4 4 -4 -1 4 1 
2 -1 -4 1 1 0 0 -3 
0 -3 1 -1 0 1 1 1 
0 1 2 -1 -1 0 0 0 
72 12 -4 0 0 0 0 0 
5 -8 1 0 0 0 0 0 
4 -3 -1 1 0 0 0 0 
0 1 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 
Fig.2.7- Seleção de um Bloco na Imagem Original, de tamanho 8x8. 
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irreversível (portanto, com perdas), não considera a correlação inter-pixel que existe 
entre blocos adjacentes, à medida que se processa as regiões independentemente na 
imagem [74]. 
 
155.8 154.9 157.7 166.1 174.5 174.9 166.5 157.7
152.1 152.9 155.8 160.3 163.3 161.7 155.9 150.6
150.2 153.1 155.0 152.6 146.3 139.9 136.3 135.3
154.6 158.0 157.4 147.4 131.3 118.5 113.8 114.2
163.0 165.1 161.7 147.3 125.8 107.0 97.4 95.0
169.2 168.9 164.2 151.2 131.3 110.2 93.9 85.6
169.9 167.7 163.6 156.2 143.0 123.2 101.4 86.8




2.4. A Codificação 
 
A codificação do JPEG é basicamente dividida em duas etapas, que constituem o 
Mapeamento Coeficiente-Símbolo (Pré-Codificação) e a Codificação Entrópica. Essas 
duas etapas tratam diferentemente os coeficientes DC (Direct Current) e os coeficientes 
AC (“Alternate Current”) dos blocos, isso porque existe, em geral, uma forte correlação 
entre os coeficientes DC de blocos vizinhos. A codificação diferenciada do coeficiente 
DC de cada bloco com relação ao coeficiente DC do bloco anterior é denominada 
DPCM (Differential Pulse Code Modulation). Para uma imagem original com precisão 
de 8 bits, o coeficiente DC pode assumir valores na faixa [0,2047], assim, a diferença 
entre dois DCs pode assumir valores na faixa [-2047,2047]. Esses valores são 
classificados em 12 categorias de acordo com a amplitude em [29]. Dessa forma, a 
amplitude pode ser representada por uma categoria K seguida dos k bits menos 
significativos de amplitude (usando-se complemento de um para os números negativos). 
Assim, as categorias são codificadas entropicamente requerendo a inserção de uma 
tabela com apenas 12 códigos.  
Já os coeficientes AC apresentam uma grande quantidade de termos nulos 
consecutivos, o que favorece a aplicação de codificação Run-Length, usando-se também 
a classificação dos coeficientes em categorias [29] limitando-se a 11 categorias já que 
os coeficientes AC variam na faixa [-1023,1023]. 
Assim, os coeficientes AC não nulos são mapeados em uma tripla [(R/K), A]: K: 
Categoria: da amplitude segundo a classificação mencionada em [29], e A= Amplitude: 
os K  bits menos significativos da amplitude (em complemento de um para os negativos) 
semelhante ao caso DC [29]. 
Em seguida, faz-se para o par (Run,Categoria)(referenciado por R/K) a codificação de 
Huffman, que é uma técnica baseada na medida de Entropia, que define o número 
mínimo de  bits médio no qual  um conjunto de dados pode ser codificado sem que haja 
perda de informação. Esse código propõe associar aos eventos mais prováveis (de maior 
freqüência relativa) um número menor de bits e aos menos prováveis um número maior 
de bits. Assim, a imagem comprimida vai requerer menos bits no total para descrever a 
imagem original, uma vez que os coeficientes do bloco serão codificados em poucos 
bits, de acordo com [5] resultando numa taxa de compressão da ordem de 13:1. 
 
 
Fig.2.9- Reconstrução dos dados a partir da “Quantização Inversa”.
 20
2.5. O Efeito de Bloco 
 
A codificação por transformada é uma das técnicas mais usadas em compressão 
de imagens. Seu ponto fundamental é a aplicação de uma transformada ortonormal 
inversível em subdivisões das imagens (blocos), descorrelacionando os dados e 
concentrando suas energias em poucos coeficientes da respectiva transformada. 
A divisão da imagem em blocos surgiu como uma solução para se reduzir o 
número de operações durante a aplicação de uma transformada numa imagem de 
tamanho LxC. Se a transformada é calculada segundo a sua definição, requer-se 22CL  
operações (multiplicações e somas) [5], que consiste num número consideravelmente 
elevado. Já o processamento independente por blocos requerem )(log2 LCLC  operações 
que, apesar de se tratar ainda de um número elevado para o processamento de imagens, 
justifica o uso desse processamento na maioria dos métodos de compressão de imagem. 
 
2.5.1. Características e Surgimento do Efeito de Bloco 
 
A qualidade visual de imagens geralmente é afetada por 3 fatores: fontes de 
dados, taxas de  bits de codificação e algoritmos de compressão[16]. Para um dado 
método de compressão, quanto mais informação contida no sinal (detalhes espaciais), 
mais bits são requeridos para a sua representação. Quando duas ou mais imagens são 
comprimidas a uma mesma taxas de bits, as que possuem mais detalhes geralmente 
degradam mais do que as menos detalhadas. A taxa de bits é um outro fator importante, 
que determina a qualidade da imagem comprimida. Quanto mais baixas as taxas de bits, 
mais severos os artefatos de codificação devido à perda de informação. 
Uma vez que o processo de quantização é realizado no domínio da transformada, 
os efeitos do seu erro de quantização se propagam sobre todos os valores de pixels nas 
posições espaciais do bloco processado [15]. A Fig.2.10(a) mostra como a perda de 
precisão no domínio da transformada afeta a imagem no domínio espacial.  
Observa-se que as descontinuidades ao longo das bordas na Fig.2.10(b) são 
prolongadas sucessivamente nas direções verticais e horizontais, portanto produzindo 
um padrão altamente estruturado de Efeito de Bloco. Os efeitos de blocagem mais fortes 




















(a)     (b) 
Fig. 2.10-Ilustração do Efeito de Bloco: (a) Imagem Origin






































Comparando-se um bloco de imagem 
difícil encontrar diferenças. Porém, ao se conc
imagem, pode-se perceber a descontinuidade en
O Efeito de Bloco manifesta-se como
fronteiras entre blocos adjacentes [11]. Para o 
vistas de forma sensivelmente desagradável. E
se realiza a transmissão de dados a baixas taxas
custo da largura de banda [51]. 

















Colunas da imagem 
 
(c)  
al; (b) Imagem Blocada com fator de qualidade Q=10 e  
ntes e após a quantizaçãoreconstruída com um bloco original, é 
atenar muitos blocos numa extensão da 
tre cada par de blocos adjacentes [73]. 
 mudanças abruptas de intensidade das 
SVH, as descontinuidades de bordas são 
sses artefatos são mais notáveis quando 
 de bits, o que é bastante usual devido ao 
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Portanto, o efeito de bloco limita a taxa máxima de compressão que pode ser 
alcançada [45], para manter um compromisso entre qualidade de imagem e taxa de 
compressão da mesma.  
 
2.5.2. Redução do Efeito de Bloco 
 
 
Muitas metodologias têm sido propostas [4,5,9-17,37-43,76-78] para a redução 
do efeito de bloco sem elevar a taxa de bits na compressão de imagens. Dentre essas 
pode-se citar, a filtragem passa-baixas nas fronteiras dos blocos, alternativas como a 
DSTr, a LOT e a Curvelet [24,27,43-45], redes Neurais [35], ajustes de parâmetros de 
equações de predição de coeficientes DCT no JPEG.[31-33].  Basicamente, as técnicas 
exploram as correlações inter-pixel nas adjacências dos blocos, as quais não são 
consideradas na aplicação da transformada DCT sobre os mesmos. 
A filtragem passa-baixas é uma técnica que reduz os componentes de alta 
freqüência eficientemente e é bastante econômico do ponto de vista computacional. A 
sua desvantagem é a introdução do “borramento” na imagem, cuja minimização é 
objetivada por muitos métodos de redução de efeito de bloco propostos.  
Nos métodos de predição AC (utilizado pelo JPEG), os coeficientes DC da DCT 
são preditos através dos coeficientes DC dos blocos vizinhos como forma de redução do 
efeito de bloco. As Redes Neurais Artificiais é uma outra técnica proposta para se 
reduzir o efeito de blocagem, porém com um desempenho ineficiente quanto à demanda 
computacional exigida, devido ao seu período de treinamento. 
Recentemente, foram propostos trabalhos com novas transformadas com o 
objetivo de se otimizar e/ou substituir a DCT. Elas apresentam menor efeito de bloco a 
uma mesma taxa de compressão sendo que se destacam, por exemplo, as transformadas 
LTs(Lapped Transform), cujas funções base são maiores do que o tamanho do bloco e 
decaem a próximo de zero nas bordas, além das transformadas Curvelets [58] e DSTr 
[27]. 
Este trabalho enfoca o problema da redução do efeito de bloco, com o objetivo 
de melhorar a qualidade visual das imagens, usando um método de pós-processamento 





Neste capítulo foram apresentados os conceitos de compressão espacial e a 
forma como o JPEG realiza o processo de quantização de acordo com seu fator de 
qualidade (Q, e conseqüentemente FE), responsável direto pela geração do efeito de 
bloco. Inicialmente, foram abordadas as características das transformadas ortonormais, 
enfocando-se a DCT, a qual constitui a base de todos os padrões de compressão 
utilizados hoje em dia. Em seguida, apresentou-se o estágio de quantização no padrão 










Conceitos em Processamento 
Digital de Imagens 
 
Este capítulo tem o propósito de apresentar vários conceitos básicos 
relacionados à imagem digital e filtragem espacial bem como alguns conceitos 
utilizados neste trabalho. 
 
3.1. Representação de imagens digitais 
 
O termo imagem se refere a função bidimensional de intensidade da luz f(x,y), 
no qual x e y  denotam as coordenadas espaciais sendo que o valor de f  em qualquer 
ponto (x,y) é proporcional ao brilho( ou níveis de cinza) da imagem naquele ponto. Na 
Fig. 3.1, é mostrada a convenção de eixos cartesianos utilizada nas imagens. Uma 
matriz digital é uma imagem f(x,y) discretizada tanto em coordenadas espaciais quanto 
em brilho. Ela pode ser considerada como sendo uma matriz onde cada elemento 
corresponde ao nível de cinza naquele ponto. Os elementos da imagem são chamados 
pixels  ou pels, que é uma abreviação de “picture elements”. Embora o tamanho de uma 
imagem digital varie de acordo com a aplicação, do ponto de vista computacional tem 
muitas vantagens selecionar matrizes quadradas com tamanhos e números de níveis de 
cinza que sejam potências de 2. por exemplo, um tamanho típico comparável em 
qualidade de imagem ao de uma TV em preto e branco é uma matriz 512 x 512 com 256 
































(a) Fig. 3.1- Ilustração do Modelo de Imagem: (a) Convenção dos eixos na imagem digital e (b) 
Ampliação de uma região da imagem, com os respectivos valores de  pixels. 
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Dois pixels são adjacentes entre si, se eles tem em comum uma de suas 
fronteiras (adjacentes por fronteira), ou pelo menos um de seus cantos (esquinas; 
adjacências). 
A Fig.3.2 mostra alguns pixels de uma imagem. Nessa figura, o pixel P é 
adjacente aos pixels p2, p4, p6 e p8, por fronteira. Por outro lado, é adjacente por esquina 
com os pixels p1, p3, p5 e p7. 
 
 
3.2.2. Pixel Vizinho e Vizinhança de um pixel 
 
Dois pixels são vizinhos, se eles são adjacentes. Se os pixels compartilham uma 
de suas esquinas eles são chamados Vizinhos Indiretos. Caso compartilhem uma de suas 
fronteiras, são chamados Vizinhos Diretos.  
Uma vizinhança de um pixel é uma submatriz NKL de tamanho K x L, onde K e L 
são inteiros ímpares pequenos. Essa submatriz está contida na matriz imagem Fx,y, que 






NppV                                  (3.1) 
 
A partir das definições de pixels vizinhos e vizinhança de um pixel, pode-se 
notar que dado um pixel P de coordenadas (x,y), seus pixels vizinhos podem ser 
classificados como os grupos de pixels Vizinhos-4 e Vizinhos-8, de acordo com a grade 
retangular considerada ao redor do pixel analisado. O segundo grupo leva em 
consideração as adjacências por esquina na região ao redor do pixel P. 
De acordo com a Fig. 3.2 temos: 
 
{ } { }4862 ,,,)1,(),1,(),,1(),,1(4 ppppyxFyxFyxFyxFVizinhos =+−+−=−  (3.2) 
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A conectividade entre pixels é um conceito importante no estabelecimento das 
bordas de objeto e componentes de regiões em uma imagem. Para estabelecer se dois 
pixels estão conectados é preciso determinar se de alguma forma eles são adjacentes, e 
se seus níveis de cinza satisfazem um certo critério de similaridade. Por exemplo, em 
uma imagem binária com valores 0 e 1, dois pixels podem ser vizinhos-4, mas eles 
podem não estar conectados a não ser que possuam o mesmo nível. 
Dois pixels de localizações p e q são conexos se ( )qNp ∈ , onde 
{ })1,0(),0,1(),1,0(),0,1()( ++−+−+= qqqqqN  é a relação de posições de vizinhança 
ou adjacência, no caso de vizinhança-4.  
A conectividade pode ser classificada, de acordo com o grau de adjacência, 
como conectividade-8, conectividade-4 e conectividade-m(múltipla). Essa última 
conectividade é uma variante da conectividade-8, e é introduzida para se eliminar as 
conexões por múltiplos caminhos. 
O caminho de um pixel p com coordenada (x,y) é uma seqüência de pixels  
distintos  com coordenadas: (xo,yo),(x1,y1),...,(xn,yn) 
Se p e q são pixels de um subconjunto S de uma imagem, então p está conectado 
a q em S, se existir um caminho de p a q consistindo inteiramente de pixels de S 
conectados entre si. 
 
 
3.2.4. Operações aritméticas 
 
As operações aritméticas envolvem apenas uma posição espacial de pixel por 
vez, de modo que elas podem ser realizadas no local, no sentido de que o resultado da 
operação aritmética realizada na posição (x,y) pode ser armazenada nessa posição em 
uma das imagens existentes, visto que essa posição não será mais utilizada nessa 
operação. 
Além do processamento pixel a pixel, as operações aritméticas são usadas em 
operação orientadas por máscaras (também chamadas de janelas, molde, “template”). 
As operações com máscaras modificam o valor do pixel em função do seu próprio nível 








O processamento de imagens digitais é um conjunto de técnicas que operam 
sobre a imagem, com o objetivo de destacar alguns dos elementos que compõem a cena, 
de modo que possa facilitar sua posterior análise pelo ser humano, ou um sistema de 
visão artificial [59]. As técnicas de processamento de imagens, em geral, são aplicadas 
para realçar, melhorar a aparência da imagem ou para destacar algum aspecto da 
informação contida na mesma. Essas técnicas também são utilizadas para medir, 
contrastar ou classificar algum elemento contido na imagem, e quando é necessário 
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combinar imagens ou porções das mesmas ou reorganizar seu conteúdo. Elas podem ser 
classificadas em duas categorias: a primeira baseia-se em pontos de imagem que 
agrupam as operações de processamento no qual o valor do pixel  só depende de seu 
valor de entrada. A segunda inclui as técnicas baseadas numa região ou área da imagem, 
no qual um pixel de imagem da saída depende tanto do valor do pixel quanto de sua 
vizinhança. 
As técnicas de processamento baseadas em pontos da imagem consistem em 
algoritmos que modificam o valor do pixel baseando-se somente no seu valor ou em sua 
localização e nenhum outro valor de pixel é relacionado nessa transformação, que é 
realizada ao se varrer pixel a pixel a imagem a ser processada. Essas técnicas não 
modificam as relações espaciais dentro da imagem e em conseqüência não modificam o 
grau de detalhe contido nas mesmas.  
As técnicas de processamento, aplicadas em áreas ou regiões da imagem, estão 
relacionadas com a análise da informação que possuem os pontos localizados em torno 
do ponto que se deseja estudar. Essas técnicas têm muitas aplicações na obtenção das 
características primitivas das imagens, como por exemplo, a extração de contornos para 
seu realce ou suavização da imagem, e para atenuar o ruído aleatório. Elas usam grupos 
de pixels (vizinhança) dentro da imagem, cujo pixel central é substituído por um novo 
valor, que é o resultado da aplicação de algum algoritmo de processamento. 
 
 
3.3.2. Filtragem Espacial 
 
 
Esse tipo de filtragem está relacionado com um conjunto de técnicas destinadas 
à correção e realce das imagens. A correção é a remoção de características indesejáveis, 
e a melhoria ou realce é a acentuação de características das mesmas.  
As janelas ou máscaras espaciais utilizadas durante esse processamento 
constituem os chamados Filtros Espaciais, que podem ser divididos em duas classes: 
 
•  Filtros espaciais lineares: geram uma matriz imagem ao se aplicar um processo 
linear sobre a imagem a ser processada. 
 
•  Filtros espaciais não-lineares: suas funções básicas constituem análises 
estatísticas dos valores de níveis de cinza na vizinhança em que o filtro está 
posicionado. Essas filtragens independem do tipo de filtro utilizado nos seus 
processamentos. Nelas, cada pixel é processado considerando-se uma vizinhança e 
usando-se um algoritmo apropriado sendo que o novo pixel obtido é colocado na 
imagem de saída na mesma posição que o pixel de entrada. 
 
 
3.3.2.1. Filtragem Espacial Linear 
 
 
Esses tipos de filtros baseiam-se exclusivamente na realização de uma 
combinação dos pixels pertencentes a uma vizinhança do pixel  a ser processado com 
uma matriz bidimensional (janela ou máscara) que descreve o processo linear a ser 
aplicado. Essa técnica é denominada Convolução. 
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Em PDI, a convolução é uma extensão do caso unidimensional, onde um sinal 
qualquer pode ser processado por um filtro arbitrário de resposta impulsiva conhecida 
[59]. 
A convolução de uma imagem f(x,y) com um filtro(máscara de convolução) de 
resposta impulsiva h(x,y) produz uma imagem de saída F(x,y), conforme a equação 









nymxfnmhyxF ),(),(),(                   (3.4) 
 
Assumindo-se que o tamanho da máscara h(x,y) é uma matriz K x L, geralmente 
3x3, 5x5 ou 9x9, temos que o tamanho da vizinhança dentro da imagem é o mesmo que  
o tamanho da máscara.  
O novo valor de F(x,y) é obtido multiplicando-se cada pixel da vizinhança pelo 
pixel correspondente na máscara de convolução. Cada um desses produtos é somado, 
constituindo o F(x,y). O procedimento é repetido para cada pixel ao se deslocar a 
máscara conforme mostra a Fig.3.3. Nas posições extremas da imagem, geralmente se 
utilizam artifícios de se preencher com valores nulos as células “faltantes”, usando-se 
apenas os vizinhos existentes no processamento das bordas da imagem. Todo esse 
procedimento é realizado considerando-se a origem da máscara posicionada em seu 
centro. O conteúdo da máscara de convolução depende do tipo de processamento que se 
















Segundo a Convolução exposta , no exemplo da Fig. 3.3, o cálculo do novo pixel 
será 9865875 wpwpwpwPP ⋅+⋅+⋅+⋅=′ ,  já que os pixels da vizinhança fora da 





A classe de filtros lineares engloba os conhecidos filtros passa-baixas ou de 
suavização. Seu processamento mantém os mesmos coeficientes para a máscara de 
convolução independente da posição na imagem, portanto são invariantes à translação. 
Outra característica principal é que são filtros que podem ser implementados pela 
operação de convolução. 
Fig. 3.3-Processo de Convolução: (a) Imagem com vizinhança 
nula ao redor das suas bordas e (b) Máscara 3x3
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A máscara de convolução caracteriza o tipo de filtro linear empregado. Os filtros 
passa-baixas atenuam ou eliminam as componentes de alta freqüência, deixando 
praticamente inalteradas as de baixa freqüência. Em outras palavras, esse filtro é 
adequado para a remoção de pequenos detalhes na conexão de descontinuidades em 
linhas e curvas e para atenuar o ruído aditivo aleatório.  Como as componentes de alta 
freqüência caracterizam as bordas e detalhes finos de uma imagem, o efeito resultante 
dessa filtragem é o borramento da imagem. 
Um exemplo é mostrado na Fig.3.4, onde tem-se uma máscara de ganho 

















Nesse contexto, é realizado o processamento de uma imagem contaminada por 
um ruído aleatório e o resultado mostra que os detalhes finos da imagem são borrados, 















          (a)       (b) 
 
Fig. 3.4-Máscara de filtragem Passa-Baixas: (a) Máscara vista em 2-D e 
(b) Máscara 3x3           (a)       (b) 
 
Fig. 3.5-Filtragem Passa-Baixas: (a) Imagem Original e (b) Imagem 
Filtrada Altas 
samento, utilizando-se filtros passa-altas, as porções da imagem que 
onentes de alta freqüência são ressaltadas com a utilização de níveis de 
 (valores de pixel mais altos) e as componentes de baixa freqüência 
as, o que corresponde a uma aparente acentuação das bordas e outros 
 imagem. Um efeito disso é que essa filtragem pode acentuar o ruído 
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presente na imagem. O exemplo na Fig. 3.6 ilustra uma máscara empregada na filtragem 

















 Nas Figs. 3.7 (a) e (b), são ilustradas a imagem, original e processada, nas quais 
















Existe um terceiro tipo de filtragem linear que é a filtragem passa-faixa que 
remove regiões selecionadas de freqüências entre as altas e baixas freqüências. Esses 
filtros são usados principalmente na restauração de imagens.  
Uma das principais dificuldades da filtragem linear é que ela além de minimizar 
o ruído ou realçar algumas características da imagem, também causa diversas alterações 
na estrutura da mesma, tais como o seu borramento. 
 
 
3.3.2.2. Filtragem Espacial Não Linear 
 
 
Esse tipo de filtragem também opera numa vizinhança e seus procedimentos, em 
geral, baseiam-se diretamente nos valores dos pixels da vizinhança considerada, 
entretanto não usando os coeficientes como foi discutido na filtragem linear. 
       (a)      (b) 
 
Fig. 3.6-Máscara de filtragem Passa-Altas: (a) Máscara 
vista em 2-D e (b) Máscara 3x3 
           (a)      (b) 
 




Esses filtros fazem uma análise estatística dos valores de níveis de cinza na 
vizinhança em que o filtro está posicionado [59]. Essa técnica surge como uma 
abordagem alternativa por alcançarem uma considerável redução do ruído preservando-
se as bordas e outros detalhes finos presentes na imagem. 
Entre os diversos tipos de filtros não lineares, será dado enfoque ao filtro de 
mediana, por se tratar de um dos mais utilizados nas técnicas de pós-processamento. 
 
 
Filtragem de Mediana 
 
Esse tipo de filtragem não linear faz parte da categoria de filtros suavizantes, 
porém com preservação de bordas. 
Seja um conjunto de amostras de dados de comprimento N, a operação de 
mediana consiste em se obter o valor, a partir do qual as 
2
1−N amostras sejam maiores 
ou iguais a ele e 
2
1−N  sejam menores do que o mesmo. Para tal, calcula-se a 
distribuição dos dados de amostra e faz-se uma ordenação (crescente ou decrescente) 
dos pixels, ou faz-se uma classificação em ordem crescente (ou decrescente) até a 
metade da quantidade de elementos no conjunto de amostras e o valor de mediana é 
substituído no pixel central processado. Numa vizinhança 3x3, por exemplo, a mediana 
será o quinto maior valor. Um exemplo de cálculo para o pixel de valor 120 é mostrado 



















Os filtros de m
sendo muito vantajoso
média, onde se obser
grupo de pixels que c
dos valores comuns da
uma certa correlação 
seguir mostra um exem
 
 
26 83 48 
144 120 139 
84 55 63   (a)        (b) 
 
3.8-Ilustração da Filtragem de Mediana: (a) Região de uma imagem e
(b) Ordenamento e seleção da resposta (mediana).ediana têm a vantagem de simples implementação computacional 
s em casos de eliminação de ruído em comparação ao filtro de 
va numa análise de distribuição de imagem, na qual exista um 
onstitui o ruído, o qual é identificado por se situar bem distante 
 vizinhança. Nesse caso, a resposta do filtro de mediana mantém 
entre os valores dos pixels na região da imagem. A Fig. 3.9 a 

















3.4. Percepção Visual 
 
O conhecimento do Sistema Visual Humano (SVH) pode ser muito proveitoso 
para o projetista e usuário de técnicas de processamento de imagens. Em particular, 
deve-se conhecer algo sobre a qualidade subjetiva da imagem, e sobre a fidelidade de 
uma imagem, quando as imagens são destinadas ao receptor humano [3]. 
O assunto de percepção visual é muito amplo e complexo. Aqui neste tópico são 
tratados os modos nos quais as habilidades perceptivas são adquiridas (aprendizado de 
percepção) ou o modo no qual alguém se adapta às distorções de percepção. 
 
Brilho e Contraste 
 
A habilidade para se detectar uma “mancha” de luz depende não apenas das 
propriedades tais como brilho e tamanho, mas também do brilho de fundo da “mancha”, 
contra o qual a “mancha” se destaca. Há, é claro, um limiar absoluto, abaixo do qual a 
detecção é impossível; mas muito genericamente, há um limiar de contraste - uma 
diferença “just noticiable” - entre a “mancha” e o fundo. 
Em geral, os limiares de detecção dependem de um padrão prévio de iluminação 
no espaço. Essa dependência é chamada de adaptação. 
Quando não há iluminação prévia por um longo período (da ordem de uma hora 
ou mais), há completa “adaptação ao escuro”, e os limiares estão nos mais baixos 
valores [3]. A visão sob condições de adaptação ao escuro é caracterizada pela reduzida 
habilidade para se perceber cores.  
Os limiares de detecção também dependem da posição do estímulo, relativa ao 
eixo visual (ou seja, a direção na qual o olho está sendo dirigido), sendo geralmente 
mais baixa na periferia. 
 
 
Lei de Weber 
 
Seja um ambiente com iluminação de fundo B uniforme, a pessoa de mínima 
iluminação pode distinguir B∆ (variação de iluminação), a qual é uma função que 
depende do brilho de fundo B, sendo que a relação entre esses parâmetros é 
aproximadamente constante[7]. Essa relação é conhecida como Lei de Weber: 
                    (a)         (b) 
 





B   (3.5) 
 
O teorema de Weber revela que há uma relação não linear entre o brilho 
subjetivo do olho humano e o brilho objetivo dos objetos. Quanto maior a iluminação 
maior deverá ser a diferença B∆  para a detectabilidade de objetos. Pode-se dizer que o 
SVH tem uma resposta logarítmica ao brilho, uma vez que a detectabilidade depende da 
razão, mais do que da diferença entre B e BB ∆+ . 
O brilho aparente de um objeto também depende da adaptação, sendo uma 
função não linear de intensidade do estímulo. Em geral, a magnitude aparente de um 
estímulo percebido pode ser aproximada por uma função potencial de intensidade.  
Deve-se também observar que o SVH é muito menos preciso em julgar a 
magnitude de um estímulo em particular do que determinar qual de dois estímulos é 
maior em magnitude. O brilho aparente depende fortemente da intensidade de fundo 
local. Na Fig. 3.10 [3], os pequenos quadrados têm as mesmas intensidades, mas eles 
aparecem diferentes em brilho devido às diferentes intensidades dos respectivos fundos 



















A resposta do SVH a mudanças abruptas na luminância (bordas ou contornos 
das imagens) mostra picos ou mudanças abruptas conhecidas como Bandas Mach, que 
têm o efeito de aumentar ou borrar as bordas. Na Fig.3.11, observa-se a detecção de 
mudanças de nível de cinza ao se criar a presença de contornos falsos, de acordo com a 
capacidade do olho humano em detectar mudanças de tons de intensidade.  
O SVH preenche o brilho aparente no interior de uma região baseada naquelas bordas 
da mesma região. Segundo [3], essa aproximação talvez corresponda à freqüência de 
maior resposta. A insensibilidade do SVH quanto a informações de baixas freqüências 
espaciais quando as bordas estão presentes tem conseqüências importantes para a 





         (a)       (b)    (c)               (b) 
 
Fig. 3.10-Ilustração do contraste simultâneo: (a) Objeto=100, 
Fundo=80, (b) Objeto=100, Fundo=95, (c) Objeto=180, Fundo=160
(d) Objeto=180, Fundo=175. 
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            (a)          (b) 
 
Fig. 3.12-Ilustração do efeito de mascaramento: (a) Em pontos de cruzamento 















Os contornos são padrões simples, tais como linhas ou barras que produzem 
adaptação ao contraste e efeitos de contraste na percepção de outros contornos, 
incluindo-se o efeito de mascaramento, no qual a percepção de um estímulo visual é 
reduzida se um segundo estímulo é apresentado imediatamente após o primeiro. Nas 
Figs.3.12(a) e (b), pode-se notar esse efeito de mascaramento causado pela presença de 




















Este capítulo apresentou vários conceitos básicos relacionados com as imagens 
digitais, filtragem espacial e percepção visual. Iniciou-se mostrando a representação de 
imagens digitais, apresentando-se um modelo simples de imagem. Em seguida, foram 
mostrados alguns relacionamentos básicos entre pixels e técnicas de filtragem, 
considerando-se as regiões de vizinhança. E finalmente, foram apresentados os 
conceitos relacionados a alguns aspectos característicos da percepção humana na 





















As técnicas de codificação por blocos, tais como a codificação por transformada 
(CT) e quantização vetorial são esquemas de compressão bem conhecidos [8]. 
Numa codificação tradicional por blocos, uma imagem é primeiro particionada 
em blocos quadrados adjacentes [19] e então cada bloco é tratado como um sinal de 
entrada e codificado independentemente. 
Uma vez, codificados de forma independente, as degradações aparecem 
freqüentemente através de suas fronteiras com outros blocos vizinhos. Em áreas planas 
da imagem, essas distorções se apresentam como intensidades de pixels variando 
intensamente de um bloco para outro, e por ocorrerem nessas localidades, são visíveis 
facilmente. Essas distorções são chamadas de ruído de “grid”.  
Os codificadores de bloco podem manter a continuidade dentro de um bloco 
pertencente a essas regiões, mas não a continuidade entre blocos. Além disso, os valores 
de pixels de um lado ao outro das fronteiras de bloco sofrem variações, por estarem 
sujeitos ao ruído do processo de quantização na codificação por transformada [19]. 
Portanto, as bordas tendem a sofrer transições abruptas de valores nos pixels nas 
fronteiras de bloco. Esse efeito de blocagem é chamado de ruído “staircase”. 
Muitas pesquisas estudaram o problema de remoção do artefato de blocagem e 
algumas das soluções propostas podem ser aplicadas diretamente à imagem codificada. 
Entre elas, a filtragem passa-baixas linear e invariante no espaço é bem conhecida, 
devido à sua simplicidade. Entretanto, a filtragem passa-baixas provoca o borramento 
das bordas e degrada a qualidade visual da imagem.  
Uma outra solução proposta é uma simples filtragem adaptativa para suavizar as 
degradações ao longo das fronteiras de bloco, mas apesar desse pós-processador 
diminuir o ruído de "grid", é ineficiente na redução do ruído “staircase”. 
O método de C. J. Kuo propõe um pós-processador para remover os ruídos de 
“grid” e “staircase” nas imagens codificadas por bloco (a baixas taxas de bit). Ele 





4.1.2. O pós-processador 
 
 
Mediante as observações anteriores, o efeito de blocagem não é visível em 
regiões de intensidade uniforme, já que os efeitos de blocagem não aparecem em cada 
bloco de uma imagem codificada (a baixas taxas de bits) [19]. Portanto, esses ruídos 
aparecem em sua maioria, nas fronteiras de bloco e vizinhanças de borda (os pixels 
próximos a uma borda na imagem), regiões nas quais o pós-processamento ocorrerá. Os 
passos para a suavização da imagem são divididos nas etapas de localização de blocos 
visíveis, detecção e afinamento de bordas (com a remoção de falsas bordas). Os detalhes 
do método serão ilustrados pela imagem codificada “lena.jpg”. Foi estudado o método, 
relativo a imagens codificadas por JPEG, portanto utilizando-se tamanho de bloco igual 
a 8 x 8. 
 
4.1.2.1. Localização de blocos visíveis 
 
A Fig. 4.1 mostra a diferença entre a imagem de “lena.jpg” original e a 
codificada por JPEG a 0.2 bpp. Nesse caso, pode-se notar que o ruído de “grid” é mais 
pronunciável do que o ruído de “staircase”. Além disso, nota-se que nem todos os 
blocos são seriamente degradados por esse ruído, não sendo necessário processá-los. 
Conforme o exposto, aplicar o método de pós-processamento apenas nos blocos 
sob efeito desses artefatos de blocagem, significa reduzir a sua complexidade 
computacional.  
A medida do efeito de blocagem, utilizada para identificar tais blocos, é 
escolhida considerando-se o fato do ruído de “grid” ser percebido mais facilmente do 


















Define-se a visibilidade V de um bloco como o somatório da diferença absoluta 











Fig. 4.1- A diferença entre “Lena” original e decodificada por JPEG
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onde ijV  é a medida de visibilidade para o (i,j)-ésimo bloco n x n, e fpq é o valor do pixel  
da imagem na posição (p,q). Apenas os pixels de bordas são considerados porque eles 
contribuem em sua maioria para o ruído de “grid”.  
Baseando-se em todas as visibilidades dos blocos da imagem, calcula-se o valor 
de limiar Vt, através do qual serão classificados os blocos visíveis ou não. 
Seja )()( VSDVEVt +≡ , onde E(V) e SD(V) são, respectivamente, a média  e o 
desvio padrão de todas as visibilidades de blocos. Os blocos visíveis da imagem-
exemplo são destacados na Fig. 4.2, de acordo com o seguinte critério: Se tij VV ≥ , o 





4.1.2.2. Localização das bordas 
 
Durante o processo de codificação, o sinal é corrompido pelo ruído de 
quantização em todas as freqüências, e desse modo a aplicação de um filtro passa-baixas 
para a correção da imagem é inadequada porque ela remove todos os sinais de altas 
freqüências existentes, causando, portanto, o borramento das bordas da imagem. 
 
 
4.1.2.2.1. O Operador de Robinson 
 
 
O método proposto tenta localizar a posição das bordas nos blocos visíveis, 
enviando a informação para o filtro adaptativo. Usa-se o operador de Robinson para 
essa localização, pois ele providencia a informação de borda em todas as direções, 
podendo-se manter a sua continuidade [65]. 
A magnitude do gradiente de Robinson é calculada após as operações de 
convolução com as oito máscaras de filtragem, como na Fig.4.3. 
 
 






















   (4.2) 
 
Onde nK é a resposta da operação de convolução para cada máscara n. 
Após a detecção das bordas, a imagem resultante é limiarizada, a fim de se obter 
uma imagem binária, onde o valor de limiar corresponde à média de todos os valores de 
gradiente calculados pelo operador de Robinson. 
 
4.1.2.2.2. Afinamento e Remoção de bordas 
 
A borda obtida geralmente é espessa e, uma vez que o pós-processador necessita 
da localização exata da borda, será necessário que a imagem binária anterior passe por 
um processo de afinamento de bordas detectadas. A idéia básica de um algoritmo de 
afinamento é excluir os pontos simples de borda (cuja eliminação não desconecta a 
imagem totalmente) que tem mais de um vizinho na região. Esse processo deverá 
resultar em uma borda com comprimento de um pixel. Durante esse processo, os pixels 
são considerados 8-conectados. Primeiro exclui-se todos os pontos de bordas de um 
dado lado da borda espessa, desde que eles sejam pontos simples e não de extremidade. 
Diz-se que um ponto de borda é simples, quando seus oito vizinhos têm exatamente um 
ponto como borda apenas. O passo descrito é repetido em todas as direções da imagem 
[19]. 
As falsas bordas são o resultado do ruído de quantização e dos passos anteriores. 
De acordo com observações, as bordas reais tendem a ser longas, contínuas e suaves; ao 
contrário das falsas, que podem ser consideradas como ramificações das verdadeiras 
[19]. 
Baseando-se nas observações citadas, o método adotado para isso é a estrutura 
de árvore de borda [28]. Segundo o método, as bordas dentro de uma região composta 
por quatro blocos adjacentes de tamanho 8 x 8 são primeiramente separadas em muitos 
segmentos curtos de borda e cada segmento intercepta com outros apenas em seu ponto 
final. A borda mais longa formada pelos segmentos de borda que são 8-conectados em 
seus pontos finais é considerada como a única borda nesses blocos.  
Neste estudo, para simplificar o método, considera-se um pixel como um ponto 
isolado quando não há 8-conexão ou, numa vizinhança de 5 x 5 pixels, o número de 
pixels é menor ou igual a um limiar(no caso deste estudo, o limiar é igual a 4). 
Recursivamente, os pontos isolados são eliminados da imagem binária. Desse modo, 
eliminam-se as falsas bordas, segundo a filosofia do método, que basicamente propõe 
extrair os pontos isolados da imagem binária de borda e afinar as bordas reais. O 
resultado é mostrado na Fig. 4.4. 
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Identificadas as bordas num bloco visível, suaviza-se os pixels nas bordas e 
vizinhança de bordas de cada bloco selecionado, conforme o esquema da Fig. 4.5. Para 
os pixels nas fronteiras de um bloco visível, emprega-se uma filtragem linear variante 
no espaço. Considera-se aqui que a degradação na fronteira de bloco é um artefato 
artificial que pode ser filtrado por um filtro passa-baixas sem afetar significativamente o 















de acordo com a in





os coeficientes sãoFig. 4.5- Filtragem passa-baixas variante no espaço para os 
 pixels na borda de bloco. 
 
                 (a)                                     (b) 
 
Fig. 4.4- (a) Detecção de bordas pelo Operador de Robinson e (b) Remoção das falsas bordas nos blocos 
visíveis. s vizinhanças de bordas da imagem são filtrados adaptativamente, 
formação de borda obtida. Isso se deve ao fato de que uma borda 
lta freqüência, não podendo, portanto utilizar a filtragem anterior 
 uma borda é considerada como uma linha que separa duas regiões 
as de imagem. Usa-se um filtro passa-baixas variante no espaço 
ara é de tamanho 3 x 3, conforme mostra a Fig.4.6(a). Nesse filtro, 
 zerados se ele identifica um pixel na borda ou do outro lado da 
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borda, de forma a não levar em conta o sinal de imagem na outra região em 
consideração. Seus coeficientes sempre terão soma unitária, para não mudar o valor 
médio da imagem.  
A adaptação do filtro é conseguida, usando-se a informação de borda para a 
decisão dos coeficientes do mesmo, como pode ser visto nas Fig. 4.6(b) e Fig. 4.6(c). 
Uma vez que os pixels na borda não são tocados pela máscara do filtro, a borda não será 


















Este tópico descreveu o método de C. J. Kuo, que consiste num pós-processador 
adaptativo para remoção dos efeitos de blocagem, onde a adaptação é alcançada ao 
variar os coeficientes do filtro de acordo com as características locais das imagens e dos 
efeitos de blocagem. 
  O método utiliza um filtro passa-baixas variante no espaço para remover o ruído 
de “grid” nas bordas de bloco. Em paralelo, um filtro passa-baixas adaptativo regional 
é usado para suavizar os valores dos pixels nas bordas de blocos, onde os efeitos de 



















      (a)        (b) 
 
Fig. 4.7-Ilustrações do método de C. J. Kuo: (a) Imagem decodificada a 0.4 bpp e (b) Imagem 
pós-processada. 
Fig. 4.6- (a) Máscara de filtragem, (b) Processamento do pixel P e (c) O filtro 
regional para o pixel P.
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O padrão JPEG foi recomendado como um esquema de compressão padrão para 
imagens de tons contínuos. O JPEG usa a transformada discreta do cosseno de um bloco 
de 8 x 8 pixels para empacotar a informação em poucos coeficientes transformados. 
Esse esquema DCT por blocos leva a vantagem das propriedades de correlação espacial 
local da imagem e diminui o tempo de processamento. Entretanto, sabe-se que o 
processamento individual de cada bloco induz visualmente ao aborrecedor efeito de 
blocagem, em particular quando se requer uma alta compressão nas imagens [38]. 
Pode-se classificar em três tipos os efeitos de blocagem nas imagens 
descomprimidas. Dois deles já foram citados anteriormente. Um é o ruído “staircase” 
ao longo das bordas das imagens, o outro é o ruído de “grid” nas áreas planas da 
imagem e um terceiro tipo é “corner outlier”, presente nos pontos de extremidade dos 
blocos DCT 8 x 8. Quando um bloco 8 x 8 inclui uma borda da imagem, a borda é 
degradada de forma que a fronteira de bloco parece com a borda. Esse artefato é 
chamado “staircase”. Uma mudança nas fronteiras entre blocos é notada facilmente em 
regiões planas ou monótonas da imagem e esse artefato é conhecido como o ruído de 
“grid”. O ruído “corner outlier” é visível nas extremidades dos blocos 8 x 8, onde os 
pontos são muito maiores ou muito menores do que os seus pontos vizinhos. 
Este método faz um pós-processamento baseado numa filtragem adaptativa de 
sinal e num esquema de substituição/detecção de pixels afetados pelo ruído “corner 
outlier”. O algoritmo proposto reduz os efeitos de blocagem, tais como os ruídos de 




4.2.2. Algoritmo proposto para a redução dos 
Efeitos de Blocagem 
 
 
4.2.2.1. Gradiente da imagem 
 
O algoritmo proposto é baseado na informação de borda, que é obtida através da 
limiarização da imagem gradiente. 
Uma borda é definida geralmente como uma fronteira entre duas regiões com 
propriedades de nível de cinza relativamente diferentes. Basicamente, a idéia da maioria 
dos métodos de detecção de bordas de uma imagem é a computação de uma derivada 
local, ou seja, o gradiente da imagem. Um dos típicos operadores de gradiente é o 
operador de Sobel, cujo efeito de suavização é uma característica atrativa, porque as 
derivadas da imagem são severamente degradadas pelo ruído. Os operadores de Sobel 
são definidos por duas máscaras, uma para a direção vertical e outra para a direção 





























equação (4.7) a seg
 
 
onde fQ é o fator 





1 2 1 
0 0 0 
-1 -2 -1
-1 0 1 
-2 0 2 
-1 0 1 Fig. 4.8- Máscaras do filtro de Sobel (à direita, Hv e à esquerda Hh) s de gradiente vertical e horizontal ),( yxGh e ),( yxGv  são obtidas 
inear com as máscaras de Sobel como segue nas equações (4.3) e 
),(),( yxHyxSG hh ⊗=                                            (4.3) 
),(),( yxHyxSG vv ⊗=                                            (4.4) 
 
 imagem descomprimida e ⊗  é o operador de convolução linear bi-
lor absoluto ),( yxM  e a direção ),( yxθ  do vetor de gradiente são 







v−=θ                                   (4.6) 
cional é medido com relação ao eixo x(direção horizontal). 
Classificação 
descomprimida é classificada em duas áreas, monotônica e de bordas, 
mapa de bordas o qual é gerado pela limiarização da imagem de 
. Em geral, a limiarização é uma típica aproximação para o processo 
a imagem. O mapa de bordas locais (dentro de um bloco 8 x 8) é 
ar ),( yxM  por meio de um valor limiar global  gT , que é dado pela 
uir. 
8010 += fg QT                                               (4.7) 
de quantização da compressão JPEG. Por questão de simplificação, o 
iar global experimentalmente para 100=gT . 
 limiar global, o limiar local é calculado por levar em conta as 







1                                               (4.8) 
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onde os parâmetros lm  e lσ   são a média e o desvio padrão do n-ésimo bloco 8 x 8 da 






tende a zero e, conseqüentemente, o valor de lT  tende a gT . De 





 cresce, resultando num 
valor de limiar lT  menor do que gT . Esse valor pequeno de lT  gera um mapa de borda 
detalhado, e o mapa de borda global é calculado por gT . Portanto, um mapa de borda 
local é calculado por limiarizar localmente os 6 x 6 pixels dentro de um bloco 8 x 8, 
excluindo-se os pixels das fronteiras do bloco de forma a preservar a informação 
detalhada a partir do borramento e prevenir o ruído de “grid”. Os mapas são ilustrados 

































ângulo p    (a)       (b) 
 
Fig. 4.9-Ilustração dos mapas de bordas: (a) Mapa de borda Local e (b) Mapa de borda Global. 3. Filtragem adaptativa do sinal 
ropõe-se uma filtragem adaptativa para reduzir ambos os ruídos de “grid” em 
lativamente monótonas e o ruído “staircase” ao longo das bordas da imagem 
alquer significativa perda de detalhes da imagem. Um filtro direcional 1-D 
 paralelamente às bordas é sugerido. Se  o filtro de suavização direcional tem 3 
ntes, então pode-se suavizar a imagem em 8 direções, tais como 
°° ±± 135,90, e °180 . O filtro tem coeficientes 1, 4 e 1. A direção de borda é 
 partir da imagem de direção de gradiente ),( yxθ  e, ela é computada para todos 
os no mapa de borda global, uma vez que essa filtragem só é realizada para os 
o mapa de borda global. A direção de borda é computada a partir de ),( yxθ , de 
om a equação (4.9). 
[ ] °−= 90),(),( yxQyxc θθ                                         (4.9) 
),( yx é a direção da borda e [ ].Q  é o operador de quantização, que quantiza um 
ara os níveis °°°° ±±± 135,90,45,0 e °180 .  
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Esse filtro pode proteger as bordas contra o borramento, enquanto realiza a 
suavização. No segundo passo, realiza-se uma filtragem adaptativa passa-baixas 2-D. 
Quando o pixel central (no 11) da máscara do filtro na Fig. 4.10(a) estiver no mapa de 
bordas local ou global, nenhuma filtragem é realizada nesse ponto.Se qualquer ponto de 
borda não estiver incluso na janela de tamanho 5x5 pixels, será feita uma filtragem com 
a máscara 1, conforme a Fig. 4.10(b). Se algum dos pixels de borda estiver nessa janela 
de filtragem, exceto pelo pixel central, utiliza-se a máscara 2, de acordo com a Fig. 
4.10(c). 
Na operação de filtragem usando-se a máscara 2, se os pontos de bordas 
estiverem nos pontos 12, 7, 6, 5, 10, 15, 16, ou 17, o peso do pixel de borda e os dos 








4.2.2.4. Substituição e Detecção do ruído “corner outlier” 
 
O ruído “corner outlier” é caracterizado pela discrepância de valores entre os 
pontos das extremidades dos blocos 8 x 8 da imagem e seus vizinhos, como é mostrado 
na Fig. 4.11. 
Nessa etapa, cada pixel no ponto de extremidade do bloco é comparado com os 
seus vizinhos, de modo a detectar o ruído “corner outlier”, usando uma janela 2 x 2. 
Esse processo é realizado sobre a imagem descomprimida. Na Fig. 4.11(a), tem-se a 
localização dos pontos de extremidade A, B, C e D dos blocos 8 x 8.  
O procedimento utilizado para a detecção do pixel sujeito ao ruído “corner 
outlier” é: 
Se mCA >−  e mBA >−  e mDA >− , então retorna-se o ponto A, como um ponto 
sujeito a  ruído “corner outlier”, onde gTm ×= 20,0 . 
A partir desse procedimento de detecção, os pontos A, A1 e A2 serão substituídos 
pelas médias ponderadas, segundo as equações (4.10), respectivamente: 
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onde [ ]⋅Int  é a operação de arredondamento. Na Fig. 4.11(b) [38], tem-se um exemplo 



























O método de H. C. Kim propõe um algoritmo d
redução do efeito de blocagem e melhorar a qualidade da i
reduzir os efeitos de blocagem sem perder os detalhes d
filtragem adaptativa, que consiste em duas etapas: a filtrage
de borda da imagem e uma filtragem adaptativa de média 2
Seguindo o processamento, são feitas a detecção e a substi
ruído “corner outlier”, o qual é suavizado por um esque






                
Fig. 4.11-Esquema de detecção e substituição do pixel com ruído
Coordenação do ponto de extremidade num bloco 8x8 e (b) Exe
substituição do respectivo pixel.[38] (b) 
 “corner outlier”: (a) 
mplo de detecção e e pós-processamento para a 
magem descomprimida. Para 
a imagem, o método usa a 
m 1-D direcional nas regiões 
-D para as áreas monótonas. 
tuição dos pixels sujeitos ao 






























Conforme a opinião de muitos, uma das maiores desvantagens das técnicas de 
codificação de imagens baseada em blocos é o efeito de blocagem. Há duas 
aproximações gerais para reduzi-los. Na primeira, o efeito de blocagem é reduzido ao 
lado da codificação usando-se esquemas de sobreposição [24,43-45]. Esse tipo de 
método pode conduzir para um aumento na taxa de bits ou modificar os procedimentos 
de codificação e decodificação dramaticamente. A segunda aproximação usa algumas 
técnicas de pós-processamento após o decodificador. Ela pode melhorar a qualidade 
visual da imagem reconstruída sem usar quaisquer bits extras ou aplicar qualquer 
modificação nos procedimentos de co/decodificação e, devido a essas vantagens, os 
algoritmos mais recentes são conduzidos a essa última aproximação [9,23]. 
Em geral, as técnicas de pós-processamento tradicionais, quer sejam realizadas 
no domínio espacial ou da transformada, são implementadas aplicando-se alguns 
critérios de suavização em regiões locais. O método de D. Zhang propõe uma 
aproximação fundamentalmente diferente, onde não é necessário aplicar qualquer 
critério de suavização em regiões locais e pode-se fazer uso da informação de regiões 
remotas [26]. 
 
    (a)       (b) 
 
Fig. 4.12-Ilustração do método de H. C. Kim: (a) Imagem decodificada a 0.4 bpp e (b) Imagem pós-
processada. 
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Suponha que o tamanho do bloco é fixo em N x N. Nesse método, aplica-se o 

















,,...,,,...,, NNNN xxxxxxx o vetor de valores de pixel  através das 












NNNN xxxxxx são 
dois grupos de pixels  na mesma linha dos blocos esquerdo e direito, respectivamente. A 

















,,...,,,...,, NNNN yyyyyyy o vetor de uma linha de pixels  " 
num bloco. Uma vez que todos os pixels  em y estão no mesmo bloco, assume-se que y 
tem uma boa continuidade e usa-se y para recuperar a descontinuidade de x. Para um 
certo x, existem muitas possibilidades de y na imagem toda, mas escolhe-se apenas uma 
delas. 
Primeiro, um candidato y não deve estar muito distante de x. O método restringe 
uma região retangular de busca de tamanho m(largura) por n(altura), onde 64=m  e 
32=n ; centralizada no ponto médio de x. O critério para a seleção de y a partir dos 
candidatos é o emparelhamento de y com x através de uma função f. Em outras palavras, 
ele deve se assemelhar a x. Isso é denominado auto-similaridade. 
O método utiliza uma função de 1a. ordem yaayf 10)( +=  como a função de 
emparelhamento entre as regiões e usa-se o erro quadrático médio ponderado(EQMP) 
para avaliar o resultado da busca, conforme a equação (4.11). 
 
 




















iii yaaxwyfxwE                       (4.11) 
 
















,,...,,,...,, NNNN wwwwwww satisfaz as seguintes 
condições: 
 
,10 ≤≤ iw  para 12,...,2 −−= NNi                           (4.12) 









iw            (4.14) 
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ii ywaxwa                     (4.16) 
 
Cada opção de y resultará num valor de E, mas apenas aquele com um mínimo E 

















',',...,',',...,','' NNNN xxxxxxx . Cada xi’ é uma combinação linear de xi e 
f(yi). 
 
[ ] )()()(1' iiiii yfEgcxEgcx ⋅+⋅⋅−=                               (4.17) 
 
















,,...,,,...,, NNNN ccccccc é selecionado de tal modo que : 
 
,10 ≤≤ ic  para 12,...,2 −−= NNi                            (4.18) 
,1−− = kk cc  para 2,...,1 Nk =                         (4.19) 
 































                              (4.20) 
 
onde TE e TC  são dois parâmetros usados para controlar a forma de g(E).  
 
O goal de se usar c e g(E) está em melhorar o equilíbrio entre as modificações e 
o valor original de x. O vetor c deverá ser escolhido de forma que quanto mais próximo 
o pixel estiver da borda de bloco, mais modificado será x [26]. Em muitos poucos casos 
especiais, onde não se pode encontrar um y que se emparelhe bem a x, ou seja, todo 
E>TE, usa-se apenas um método simples para se suavizar os pixels de borda, 1−x  e 0x , 












−−                   (4.21) 
 
onde 0<p<1 é empregado para se determinar o quanto o pixel será suavizado.  
 
Nesse algoritmo, aplica-se o método primeiro às bordas verticais de bloco de 
cada linha. Então ele é aplicado às horizontais, usando-se a mesma forma. As 
extremidades de cada bloco são processadas pela média desses dois procedimentos. 
Nesse método, os seguintes parâmetros de controle foram escolhidos: 
 
N=8; m=64; n=32; TE=200; TC=0,75; p=0,3; w=[0,2 0,15 0,1 0,05 0,1 0,15 0,2] e 
c=[0,25 0,55 0,65 1 1 0,65 0,55 0,25]. 
 








No algoritmo de D. Zhang é introduzida uma nova metodologia para reduzir os 
artefatos de blocagem a partir de imagens codificadas em blocos. Diferente dos métodos 
tradicionais, o método proposto emprega um tipo de informação de redundância 
(similaridade) em imagens naturais, através da medida de erro quadrático médio 























    (a)       (b) 
 
Fig. 4.13-Ilustração do método de D. Zhang: (a) Imagem decodificada a 0.4 bpp e (b) Imagem pós-
processada. 
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A codificação por transformada tal como o JPEG é uma eficiente técnica de 
compressão de imagem baseada em bloco, que tem sido largamente utilizada na 
atualidade. Em particular, a transformada DCT foi adotada como algoritmo de 
transformação básico. Numa codificação de transformada baseada em DCT, uma 
imagem é primeiro dividida em um número de blocos não sobrepostos de tamanho 8 x 
8. Cada bloco é transformado usando-se a DCT seguida pela quantização e codificação 
de comprimento variável [4]. Entretanto, a altas taxas de compressão, esse esquema de 
codificação produz artefatos de blocagem notáveis que podem ser visualizados 
conforme já ressaltado anteriormente, na forma de descontinuidades artificiais que 
freqüentemente aparecem entre as bordas dos blocos. Esses artefatos tipicamente 
resultam nas mais notáveis degradações de qualidade de imagem nos sistemas de 
codificação de transformada baseada em blocos. 
Muitos pesquisadores sugeriram vários métodos para enfrentar esse problema 
sem aumentar a taxa de bits, incluindo-se filtragem passa-baixas, projeção em grupos 
convexos [9], entre outros.De acordo com [16], os algoritmos de pós-processamento são 
derivados de dois pontos de vista: reconhecimento e restauração de imagens. A 
filtragem passa-baixas é uma técnica típica de recuperação de imagens, e talvez o 
método mais simples de deblocagem. Entretanto, freqüentemente ela sobre-suavizará a 
região que contém principalmente textura e bordas. 
A técnica de interpolação tem surgido como um método eficiente para se 
resolver os problemas da blocagem em regiões planas. Nesse método, é introduzida uma 
interpolação muito simples, mas muito potente quanto à remoção do efeito de blocagem. 
Ela é baseada na compensação de erro. O método propõe o uso da interpolação em 
combinação com um filtro adaptativo variante no espaço (FVE) [4], conhecido por ser 
excelente na preservação de bordas. 
 
4.4.2. Esquema proposto de deblocagem 
 
O primeiro passo desse método consiste na classificação da imagem em 
diferentes regiões, para então se aplicar diferentes esquemas de filtragem.   
Seja I uma imagem afetada por artefatos de blocagem, decorrentes do processo 
de codificação por transformada baseada em bloco, onde o tamanho de cada bloco é N x 
N (para JPEG, N=8). Realiza-se a classificação de regiões da imagem em blocos 
denominados de alto-detalhe e baixo-detalhe. 
Para os blocos de alto-detalhe, apenas a filtragem adaptativa FVE é aplicada. 
Para os blocos de baixo-detalhe, realiza-se a interpolação de compensação de erro 
(ICE). 
 
4.4.2.1. Classificação de Regiões 
 
Essa etapa se dá por um método simples [4], baseado em estatísticas de 2a ordem 
da imagem. Utiliza-se especificamente uma filtragem Gaussiana (de máscara 3 x 3) para 
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se produzir um mapa de variações abruptas de pixels na imagem nas locações de borda 
natural da imagem[70].  
É esperado que um grande número de pixels de bordas naturais apareçam devido 
à presença de bordas artificiais na imagem reconstruída. Portanto, a classificação da 
região é realizada por determinar o número de pixels de borda natural encontrado dentro 
de um bloco 8 x 8 contra um limiar pré-definido. Se o número de pixels de borda natural 
excede esse limiar, o bloco correspondente é declarado como um bloco de alto-detalhe, 
caso contrário, supõe-se que é de baixo-detalhe para então se aplicar diferentes 
esquemas de filtragem. O método utilizou um valor de limiar igual, aproximadamente, a 




















4.4.2.2. Filtragem dos blocos 
 
 
Blocos de alto-detalhe 
 
Os blocos de alto-detalhe abrangem regiões de bordas do objeto e texturas com 
alta freqüência espacial. O propósito da filtragem dos blocos de alto-detalhe é eliminar 
os artefatos de blocagem nas bordas dos blocos e preservar tanto quanto possível 
qualquer detalhe de textura e borda de objeto. Enquanto o Sistema Visual Humano 
(SVH) tende a ser menos sensível à distorção em regiões de textura, é sensível à 
distorção em regiões de borda do objeto. Usa-se um filtro adaptativo FVE [70]. O FVE 
é um algoritmo de dois passos combinando as filtragens, variante e invariante. Em 
primeiro lugar, o filtro passa-baixas invariante é usado para se obter uma imagem alvo, 
que é borrada com uma quantidade significante de ruído suprimido. Dessa imagem alvo, 
deriva-se a filtragem variante espacialmente. 
Em qualquer posição, todos os valores de pixel x numa vizinhança 3 x 3 são 
contribuidores potenciais  para o valor do pixel corrente final, x’. A confiabilidade do 
processo depende do fator ∆ , a diferença entre o pixel e o valor alvo.  
Se um pixel está próximo ao alvo, ele é considerado de maior confiabilidade e, 
um peso maior é dado para ele. A formulação é mostrada na equação (4.22). 





























































Blocos de baixo-detalhe 
 
 
Os blocos de baixo-detalhe são aqueles situados em regiões planas ou 
monótonas da imagem. O SVH é mais sensível a distorções, especialmente a artefatos 
de blocagem, em tais regiões.  
Apesar da filtragem passa-baixas poder suprimir o artefato de blocagem, a 
demanda computacional tende a ser alta. Então, é usada uma interpolação de 
compensação de erro. 
Sejam as quatro posições nomeadas 321 ,, ∆∆∆  e 4∆  mostradas na Fig.4.15, e os 






t xxx 321 ,,  e 
alvo
tx 4 , por simplicidade computacional, utilizando-se um filtro passa-baixas 2 x 2, cuja 

















A compensação de erro necessária para ser adicionada a ix , nas quatro posições 
do bloco é definida por: 
i
alvo
ii xx −=∆                               (4.23) 
 
Fig. 4.15- Interpolação de compensação de erro para a posição X, num bloco 8x8. 
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A fim de estender a compensação de erro para todo o bloco, usa-se a 
interpolação bilinear conforme a equação (4.24). 
 
 























































Fig. 4.16- Coeficientes do filtro passa-baixas para gerar os valores 
alvo das extremidades.ção de erro é adicionada aos pixels de imagem, resultando num 
és da interpolação bilinear, a compensação de erro, definida para as 
 extremidades do bloco, é estendida para todo o bloco. Comparada à 
as, a interpolação bilinear demanda baixa carga computacional e 





Fig. 4.17- Um exemplo da interpolação ICE.

























O método proposto por B. Zeng utilizou um mecanismo de deblocagem que 
consiste na classificação de região, filtragem variante no espaço para blocos de alto 
detalhe e uma interpolação de compensação de erro para os blocos de baixo detalhe. O 
processamento busca a preservação das bordas de objeto da imagem, além da redução 









































introduz    (a)       (b) 
 
Fig. 4.18-Ilustração do método de B. Zeng: (a) Imagem decodificada a 0.4 bpp e (b) Imagem pós-
processada.  O Método de K. Ramkishor 
. Introdução 
xistem diversos padrões internacionais de compressão de vídeo atualmente. A 
ão de movimento baseada em bloco, bem como a Transformada DCT, são 
ntas muito usadas pelos padrões de compressão de vídeo, tais como MPEG-2, 
 Os padrões utilizam a DCT baseada em bloco 8x8 para empacotamento da 
ção em poucos coeficientes, usando assim a propriedade de correlação espacial 
em. Sendo uma codificação por blocos aparecem então os artefatos de blocagem 
 bordas dos blocos, uma vez que o processamento independente dos blocos não 
 conta a correlação dos pixels de borda dos mesmos. 
s artefatos de blocagem constituem o ruído de “grid” ao longo das bordas dos 
m áreas relativamente homogêneas. Os artefatos de blocagem são o resultado 
l da quantização dos coeficientes DC e AC.  Os outros artefatos de blocagem 
idos devido ao truncamento dos coeficientes de alta freqüência pela quantização 
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são os ruídos de “staircase” e “corner outlier” [62] conforme já citados anteriormente. 
Diversos algoritmos de pós-processamento como filtragem adaptativa bi-dimensional 
[38], projeções sobre grupos convexos (“POCS”) [9], entre outros são propostos na 
literatura atual.  Entretanto, o maior obstáculo desses algoritmos consiste em suas altas 
complexidades computacionais. 
 




O método proposto por K. Ramkishor possui baixa complexidade computacional. A 
baixas taxas de bits os efeitos de blocagem são visualmente mais perceptíveis. Assim, o 
método propõe reduzir os artefatos de blocagem, mantendo a complexidade num 
mínimo, baseando-se nos seguintes objetivos: 
 
1. Suavização de descontinuidades artificiais (devido ao ruído de quantização) 
entre bordas de blocos. 
2. A suavização das bordas naturais da imagem degrada a sua qualidade visual, 
portanto a suavização precisa ser feita seletivamente. 
 
O algoritmo usa a lógica de detecção de borda para diferenciar as bordas reais das 
causadas pelos artefatos de blocagem.  A detecção é feita, portanto, para se prevenir a 
filtragem das bordas naturais e conseqüentes perdas de detalhes da imagem, suavizando-
se apenas as falsas bordas. 
A diferenciação das bordas é feita por uma simples limiarização, sobre as diferenças 
de pixels nas bordas de bloco.  Como o gradiente das falsas bordas é proporcional ao 
fator de perdas na imagem, o limiar utilizado também será proporcional ao mesmo.  
A deblocagem é conseguida por modificar os pixels de bordas dependendo das 
diferenças entre esses e os pixels de bordas dos blocos adjacentes. 
A Fig.4.19 mostra o primeiro mecanismo de filtragem, aplicado em quatro valores 
de pixels nas bordas superior, inferior, esquerda e direita de cada bloco, representados 
















 Fig. 4.19-Descrição do primeiro mecanismo de filtragem. 
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No primeiro mecanismo de filtragem, apenas quatro pixels de borda são 
filtrados. Apesar dessa filtragem evitar o borramento de regiões com alto detalhe 
espacial, limita-se o efeito do filtro para regiões com forte efeito de blocagem. O 
segundo mecanismo melhora essa limitação aumentando-se o número de pixels 
modificados. 
A filtragem do método proposto faz a escolha adaptativamente dependendo da 
intensidade do efeito de blocagem na região considerada.  Essa medida de efeito de 
blocagem é tomada ao se analisar quatro pixels, pertencentes às adjacências dos blocos, 
sendo dois pertencentes ao bloco analisado e dois ao bloco adjacente.  
Seja B, C, D e E os valores de quatro pixels na borda como ilustrado na Fig. 
4.20. Se a diferença absoluta entre B e C e a diferença absoluta entre D e E forem 
menores do que 5, então é indicada uma forte intensidade de efeito de blocagem, caso 
contrário, tem-se um efeito de blocagem de intensidade moderada. No primeiro caso, é 
realizada uma forte filtragem, modificando-se seis pixels de borda, como pode ser 






















O método proposto por K. Ramkishor remove os artefatos de blocagem sem 
degradar os detalhes do conteúdo da imagem, além de ter uma complexidade 
computacional extremamente baixa com relação aos outros métodos de pós-
processamento conhecidos comumente. Ele avalia a intensidade do efeito de blocagem 
nas regiões a partir das diferenças absolutas entre pixels das adjacências dos blocos e 
compara com um limiar obtido experimentalmente, usando-se essa informação para 
adaptar o tipo de filtragem a se usar na região analisada. A Fig. 4.21 ilustra o 
processamento desse método. 
 
































Os códigos de transformada, em sua maioria, trabalham com um processamento 
independente por blocos, o que permite o mais alto desempenho de compressão na 
transmissão de imagens. Entretanto, como já foi enfatizado antes, esse tipo de 
codificação gera artefatos que se tornam tanto mais desagradáveis quanto maior for a 
taxa de compressão conseguida na codificação. Isso decorre do fato de que após a 
codificação por transformada, a quantização dos coeficientes transformados torna-se em 
geral grosseira para que se atenda aos limites de compressão. Isso gera uma perda 
significativa na qualidade da imagem devida à modificação nos coeficientes 
transformados, uma vez que o processo de quantização não é reversível. Essa perda 
caracteriza o ruído de quantização, e isso pode ser notado pelo artefato denominado de 







    (a)       (b) 
 
Fig. 4.21-Ilustração do método de K. Ramkishor: (a) Imagem decodificada a 0.4 bpp e (b) Imagem 
pós-processada. 
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4.6.2. O Método 
 
 
Supondo-se uma imagem de entrada altamente correlacionada, pode-se dizer que 
as características de freqüência global entre dois blocos adjacentes são semelhantes às 
características locais de cada trecho desses blocos. 
Pode-se notar que os artefatos de blocagem são causados principalmente pela 
diferença de intensidades entre dois blocos adjacentes, não apenas entre os pixels de 
bordas dos blocos. Portanto, o ajuste de apenas dois valores de pixels nas bordas dos 
blocos não é suficiente para se reduzir o artefato de blocagem efetivamente, podendo-se 
gerar componentes de alta freqüência dentro do bloco [9,19]. 
Seria difícil analisar a blocagem quantitativamente no domínio espacial ou da 
freqüência uma vez que é estranhamente detectado pelo sistema visual humano [39]. 
Acredita-se, entretanto que o artefato de blocagem aumenta as componentes de alta 
freqüência mais consideravelmente do que as de baixa freqüência. Nesse método, 
busca-se detectar as componentes de alta freqüência principalmente devido ao artefato 
de blocagem, baseando-se na distribuição de freqüência em dois blocos adjacentes. 
Uma vez assumido que a imagem de entrada é altamente correlacionada; as 
características globais de um trecho são semelhantes às características locais dos sub-
trechos que a compõe. Se um artefato de blocagem aparece entre dois blocos adjacentes, 
então as características locais podem divergir muito das características globais de 
freqüência. Portanto, com uma comparação cuidadosa das características locais de 
freqüência com as globais, torna-se possível detectar o efeito de bloco no domínio da 
freqüência [39]. 
O método se resume no seguinte fato: Se os coeficientes não–nulos do trecho 
composto por dois blocos adjacentes, ocorrerem nas mais altas localidades de 
freqüência, sendo esta maior do que duas vezes a maior localidade do valor não-nulo 
dos dois trechos que compõem o trecho total; então esses coeficientes são os que 




4.6.3. Descrição da Técnica Proposta 
 
 
Conforme o exposto anteriormente, se o artefato de blocagem aparece entre dois 
blocos adjacentes, então as características globais de freqüência entre dois blocos 
adjacentes devem ser muito diferentes das características locais de freqüência de cada 
um dos blocos. Portanto, uma comparação cuidadosa das características locais de 
freqüência com as globais, permite detectar e reduzir o artefato de blocagem. A técnica 
de pós-processamento proposta é adaptativa espacialmente e baseia-se na DCT. 
Sejam os trechos de bloco mostrados na Fig. 4.22. Em [39], emprega-se uma 
DCT de N pontos para estimar as componentes de freqüências locais nos blocos u1 e v1, 
e uma DCT de 2N pontos é empregada para se estimar as características globais do 
bloco concatenado por u1 e v1, chamado w1. Como mostrado na Fig. 4.22, uma vez que 
o trecho em questão representa uma região plana, pode-se detectar a presença do 
artefato de blocagem ao se comparar os coeficientes DCT de w1 com os coeficientes 
DCT de u1 e v1, como foi descrito em [39]. 
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Entretanto, considerando-se o caso de u2 e v2; tem-se a interferência das 
componentes de borda (alta freqüência) de v2, em w2. Portanto, as componentes de alta 
freqüência em w2 serão contribuições do artefato mais da borda em v2; nesse caso não se 
pode remover eficientemente os artefatos de blocagem. 
Baseado nessa noção examinam-se as componentes de alta freqüência em dois 
passos. Primeiro, os trechos de blocos homogêneos uh e vh são encontrados a partir da 
borda de bloco, onde um bloco homogêneo é definido como um bloco no qual a 
diferença de pixels adjacentes não é maior do que a diferença de borda de bloco. 




4.6.3.1. Detecção do bloco homogêneo 
 
As formulações seguintes são baseadas na definição exposta anteriormente sobre 
blocos homogêneos. A partir dessa definição, pode-se observar que os blocos 
homogêneos não contêm componentes de freqüências mais altas do que aquelas devido 
à diferença de borda de bloco. É importante mencionar que essa operação para se 
determinar uh e vh contém implicitamente a operação de detecção de borda. Assim, 
sejam u e v dois trechos de blocos adjacentes com tamanho N nas equações (4.25) e 
(4.26), tem-se: 
 
)( uh NNmuu −−= , m=0, 1, ...,Nu-1                (4.25) 
)(nvvh = , n=0, 1, ...,Nv-1           (4.26) 
 
onde )1()0()'()1'( −−<−+ Nuvmumu hh  e )1()0()'()1'( −−<−+ Nuvnvnv hh , para 




4.6.3.2. Relação entre coeficientes DCT de dois 
trechos uh e vh  
 
Conforme a Fig.4.22, sejam dois trechos de blocos adjacentes uh (m), para 
m=0,1,...,Nu-1 e vh(n), para n=0,1,...,Nv-1, respectivamente. Considere-se também que o 
trecho é obtido por concatenação de dois trechos de blocos adjacentes com tamanho N. 
A partir dessa definição, pode-se observar que os blocos homogêneos não 
contêm componentes de freqüências mais altas do que aquelas devido à diferença de 












































Sejam U, V e W a transformada DCT dos trechos uh, vh, e wh, respectivamente, 
então pode-se calculá-las através das equações (4.28), (4.29) e (4.30). Em seguida, 








































































Reescrevendo-se W(k), obtém-se a equação (4.31). Pode-se notar que, para 








v = , onde z e z’ são inteiros, W(k) pode ser 






























































































Fig. 4.22-Dois blocos adjacentes com artefato de blocagem e borda. 
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v  são inteiros reais , dada por kw. 




, onde ),( ⋅⋅GCM  é uma função 
que calcula o mínimo múltiplo comum.  

















































                         (4.32) 
 
onde ,1,0ˆ =z  representa um fator de ordenação múltipla. Portanto, pode-se notar que 
o coeficiente de W(k) de ordem )ˆ(zkw , só depende dos coeficientes de U(k) e de V(k), 
de ordem )ˆ(zku  e )ˆ(zkv , respectivamente. Entretanto, observa-se que se 1),( =⋅⋅GCM , 
então ku, kv e kw  não existem, exceto para 0ˆ =z . Assim, restringe-se nesse método, Nu e 
Nv para a faixa de valores de 2 a 8. 
Sejam ∗uz  e 
∗
vz , tais que: 
 
{ }1,0),()()1(| =<≤−=∗ zzkUNZzkzz uuu                    (4.33) 
{ }1,0),()()1(| =<≤−=∗ zzkVNZzkzz vvv                    (4.34) 
 
 
onde NZ(.) representa a posição do último coeficiente DCT não-nulo. Define-se ku(-1) = 
kv(-1)=1. Então, )( ∗ww zk  implica na posição da componente de mais alta freqüência 
causada pelas características de freqüência de dois blocos homogêneos adjacentes, 
onde: 
 
],max[ ∗∗∗ = vuw zzz                                 (4.35) 
 
Portanto, os coeficientes DCT não-nulos significativos de W são mantidos até a 
posição )( ∗ww zk . Se os coeficientes não-nulos são encontrados em posições maiores do 
que )( ∗ww zk , então tais coeficientes compõem o resultado de mudanças abruptas de 
intensidade de pixels entre os blocos, ou seja, o artefato de blocagem. Esses coeficientes 
são substituídos por zero, podendo-se reduzir assim esses artefatos de blocagem [40]. 
A técnica de pós-processamento adaptativo espacialmente é empregada em todos 
os pares de blocos adjacentes N x N horizontais e, posteriormente, em verticais, 





















A técnica de pós-processamento adaptativo espacialmente propõe investigar as 
componentes de freqüência, baseando-se em dois passos. O primeiro introduz o 
conceito de blocos homogêneos a partir dos valores de pixel nas adjacências dos blocos. 
O segundo examina as características de freqüências DCT locais nos blocos 
homogêneos, obtendo-se uma relação entre os coeficientes DCT de dois blocos 
homogêneos adjacentes. Ao se considerar a informação sobre a borda original e a 
relação obtida entre os coeficientes DCT, o método de H. Paek propõe a detecção das 
componentes de freqüência devidas principalmente ao artefato de blocagem e procede-
se com a redução do mesmo, excluindo-se as respectivas componentes. Um resultado do 




Fig. 4.23-Esquema gráfico para os trechos dos blocos adjacentes, u e v.      (a)       (b) 
 
Fig. 4.24-Ilustração do método de H. Paek: (a) Imagem decodificada a 0.4 bpp e (b) Imagem pós-
processada. 
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A maioria dos padrões atuais de compressão consiste em esquemas de 
codificação híbrida, os quais empregam uma combinação de predição de compensação 
de movimento e codificação por DCT baseada em bloco.  
Tradicionalmente, as técnicas de codificação baseadas em bloco particionam a 
imagem em blocos quadrados não sobrepostos de 8x8 pixels, codificando-os 
independentemente e, portanto promovendo mudanças abruptas através das bordas de 
blocos. Conforme enfatizado até aqui, o resultado é o conhecido efeito de blocagem, 
gerando-se artefatos que constituem a maior degradação existente na compressão de 
vídeo e imagem baseada em blocos.  
Em [46], o filtro proposto para a deblocagem com dois modos separados de 
regiões, selecionados a partir dos pixels ao redor das bordas de bloco, constituiu uma 
aproximação grosseira da filtragem proposta, levando a um borramento excessivo da 
imagem ou redução inadequada do efeito de blocagem. O método de B. Cahill introduz 
um terceiro modo de processamento, melhorando o desempenho do filtro adaptativo 
baseado nas características locais da imagem [14]. 
 
 
4.7.2. Metodologia proposta 
 
Devido à natureza do processo de codificação baseada em bloco, as áreas 
monótonas da imagem original, nas quais ocorre uma mudança gradual de intensidades 
dos pixels, sofrem mudanças abruptas, através das bordas dos seus blocos, produzindo-
se o chamado ruído de “grid”. A decisão do modo de filtragem proposta nesse método 
também é influenciada por certas características do Sistema Visual Humano (SVH). Em 
particular, o fenômeno visual chamado efeito de mascaramento permite um aumento no 
limiar de percepção dos artefatos de blocagem em áreas de não-uniformidade espacial 
de fundo na imagem [17], reduzindo-se a visibilidade dos artefatos em regiões com 
textura ou complexas da imagem. Portanto, a perda de detalhes em regiões de alta 
atividade espacial pode ser compensada por se filtrar apenas as bordas das adjacências 
de bloco. Por outro lado, em regiões planas, onde a visibilidade do artefato é maior, a 
suavização deve ocorrer tanto nos pixels dentro do bloco quanto nos pixels de borda. 
Entretanto, de forma a se realizar um equilíbrio entre a filtragem muito forte no 
modo de filtragem de suavização e no modo padrão mínimo [46], o método propõe um 
terceiro modo de filtragem [14]. Assim, previne-se a perda de detalhes em regiões 










O objetivo do classificador é decidir o nível e o tipo de filtragem requerida [46] 
para remover o efeito de blocagem, sem causar borramento excessivo da imagem. Para 






















 e v é um vetor constituído pelos valores de pixels das bordas do 
bloco, como na Fig. 4.25(d). E S é o valor de limiar que classifica a mudança entre os 
pixels de fronteira de bloco, como sendo abrupta ou suave. 
 
O valor de S é muito pequeno, de forma que a função retorne um valor nulo 
quando a mudança de valores entre os pixels da vizinhança for um valor menor ou igual 
a S. Portanto, a soma dos seus valores, dado por F(v), é uma boa medida de 
homogeneidade da região, considerando-se cinco pixels em cada lado da borda. 
O método propõe determinar um modo de filtragem apropriado a cada região, de 
acordo com dois valores de limiar, T1 e T2 [14]. É determinado nesse método que 31 =T , 
2=S  e 62 =T . A filtragem em modo de região plana será realizada quando 1)( TvF ≤ . 
A condição 21 )( TvFT ≤<  determina o uso do modo de filtragem intermediário; e se 
2)( TvF > , então o modo padrão é aplicado a essas áreas de alta complexidade espacial, 














(a) (b) (c) Fig. 4.25-Ilustração do Classificador: (a) pixels de borda do modo de Região Plana, (b) pixels de borda do modo 
Intermediário, (c) pixels de borda do modo Padrão e (d) Decisão do Modo de Filtragem. 
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4.7.2.2. A filtragem no Modo de Região Plana 
 
Neste modo, um filtro de nove coeficientes uni-dimensional é aplicado tanto 
dentro do bloco quanto nas bordas do mesmo. Os coeficientes são mostrados na equação 
(4.37). 
A filtragem é realizada nos oito pixels, sendo metade deles de cada lado da 
borda. De forma a se evitar o borramento nas bordas naturais da imagem, a filtragem 
não é realizada quando a diferença entre os valores máximo e mínimo do vetor 
v(composto pelos pixels de borda mencionados) é maior do que um limiar 15=L  , 




1)( =nh                                 (4.37) 
 
4.7.2.3. A filtragem no Modo Intermediário 
 
 
Foi escolhido para esse modo, um filtro gaussiano de domínio espacial 3 x 3 
pixels. Com esse filtro, é possível suavizar as bordas dos blocos, enquanto se retém a 
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),( 21 nnh    (4.39) 
 
Aplicando-se esse filtro passa-baixas, apenas aos pixels na borda, em v4 e v5 
(vistos na Fig. 4.26), se reduz o efeito de blocagem com o mínimo prejuízo de conteúdo 
da imagem. 
Nesse modo, é necessário assegurar que uma borda natural da imagem não 
coincida com a borda de bloco a ser filtrada e, para esse propósito, o modo 
intermediário de filtragem é realizado apenas se a diferença entre dois pixels na borda 
do bloco é menor do que L(limiar ajustado para o valor 15). 
 
 
4.7.2.4. A filtragem no Modo Padrão 
 
Neste modo, os dois valores de pixels em cada lado da borda, v4 e v5, são 
ajustados de acordo com as componentes de alta freqüência dos quatro pixels através da 
borda. A DCT de quatro pontos é usada como ferramenta para se extrair as informações 
do vetor { }4321 ,,, vvvv   , denominado S1. Definindo-se os coeficientes de S1 como 
{ }1,31,21,11,0 ,,, aaaa , observa-se que a componente a3,1 é o maior fator que provoca o 
efeito de blocagem [50]. 
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Por esse propósito, o método faz o ajuste desse termo através da relação, que é 






























fator =   e a3,0 , a3,2 são definidos similarmente através de S0 e 























Ao se incorporar as componentes de alta freqüência das regiões de vizinhança no 
fator de escalonamento, é possível suavizar as bordas em regiões planas sem afetar as 
bordas em regiões complexas. Mais uma vez, protege-se a imagem contra a remoção do 
conteúdo de alta freqüência natural originalmente presente. A filtragem padrão é 






O principal objetivo do filtro proposto por B. Cahill é remover a blocagem a 
partir da imagem, baseada em suas características locais. Propõe-se nesse método, um 
filtro de deblocagem com três modos de operação. O processamento leva em 
consideração as características do Sistema Visual Humano (SVH) ao se inserir os 
conceitos do efeito de mascaramento causado pelas regiões complexas sobre a 
visualização dos artefatos. Cada modo de filtragem prevê uma característica local, 
Fig. 4.26-Esquema dos pixels nas bordas dos blocos 8x8.
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sendo a imagem subdividida em regiões planas, complexas e intermediárias (tanto plana 
quanto complexa). Enfim, será ajustado o modo de filtragem à natureza da respectiva 
região, tomando-se o cuidado de se evitar o excessivo borramento das bordas naturais 
da imagem [50], através da comparação entre o valor de limiar L e as diferenças dos 
respectivos pixels. A Fig. 4.27 mostra uma ilustração do resultado desse método de pós-







































ativida    (a)       (b) 
 
Fig. 4.27-Ilustração do método de B. Cahill: (a) Imagem decodificada a 0.4 bpp e (b) Imagem pós-
processada. . O Método de Tao Chen 
. Introdução 
Sabe-se que os artefatos de blocagem são introduzidos pela quantização 
ira dos coeficientes transformados a baixas taxas de bits e pela quantização 
ndente de cada bloco na imagem. Muitos métodos têm surgido recentemente no 
samento da imagem no domínio da transformada [76]. 
Em [15], definiu-se uma medida de descontinuidade de borda de bloco, e a 
ização da medida foi realizada ao se compensar a precisão do processo de 
zação em alguns coeficientes transformados, entre outros métodos que utilizam 
mações no domínio da transformada. 
Nesse método, é realizada uma pós-filtragem sobre os coeficientes DCT dos 
 deslocados, de forma a se obter uma forte correlação entre os coeficientes DCT 
sma freqüência. A filtragem é realizada variando-se localmente a posição dos 
ientes, e baseia-se na atividade local dos blocos, que além de permitir a redução 
cagem, preserva os detalhes da imagem. 
Especificamente, uma técnica de filtragem adaptativa passa-baixas ponderada é 
a para os blocos de diferentes atividades na imagem. Para se caracterizar a 
de de um bloco, considera-se a sensibilidade do SVH a diferentes freqüências. 
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Para blocos de baixa atividade, os artefatos de blocagem  são mais perceptíveis e 
portanto a pós-filtragem dos coeficientes transformados é aplicada numa vizinhança 
grande para suavizar externamente ao local dos artefatos. Em blocos de alta atividade, 
usa-se uma pequena janela de filtragem com um alto valor de peso central para se 
preservar os detalhes da imagem, uma vez que o olho humano tem dificuldade de 
diferenciar pequenas variações de intensidade em regiões da imagem onde ocorrem 
bordas intensas e outras mudanças abruptas de intensidade. 
 
 




Seja I(x,y) a imagem decodificada de tamanho M x M, onde x e y são as 
coordenadas nas direções vertical e horizontal, respectivamente. 
Na codificação de transformada baseada em bloco, I(x,y) é composta por blocos 
não sobrepostos bm,n(i,j), onde bm,n(i,j) representa o elemento de um bloco N x N, cujo 
pixel na parte esquerda superior da imagem corresponde a I(m,n) e o pixel da posição 
direita inferior corresponde a I(m+N-1,n+N-1). Ou seja, ),(),(. jnimIjib nm ++= , onde 
1,...,1,0, −= Nji , sendo m e n múltiplos de N(com N=8). Nas formulações seguintes, 
b(i,j) será usado para se especificar valores de pixel no domínio espacial, e B(u,v), onde 
1,...,1,0, −= Nvu  representa seus coeficientes da transformada. Portanto, Bm,n(u,v) 
corresponde aos coeficientes DCT do bloco bm,n(i,j). 
Para um coeficiente específico Bm,n(u,v), seus coeficientes vizinhos podem ser 
definidos como sendo aqueles dos blocos deslocados Bm+k,n+l(u,v) com 





















A técnica proposta introduz um mecanismo de ponderação adaptativo. Para os 
blocos que contêm detalhes, a filtragem é aplicada dentro de uma pequena vizinhança, 
Fig. 4.28-Ilustração de blocos deslocados e adjacentes no caso em  que N=8. 
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onde o fator de ponderação central é alto para se prevenir de que o coeficiente 
processado esteja sendo bruscamente modificado e, portanto, mantém-se os detalhes da 
imagem. 
O procedimento de pós-filtragem dos coeficientes da transformada é descrito 









vuB ),(1),(ˆ ,,,               (4.41) 
 
onde ),(ˆ , vuB nm é o coeficiente filtrado; wk,l  são os pesos associados aos diferentes 







lkwW , (ponderação total do filtro). 
 
 
4.8.2.1. O Efeito de Mascaramento 
 
A medida de visibilidade dos artefatos de blocagem depende do conteúdo local 
de uma dada imagem e para se medir o efeito de bloco, considera-se o fenômeno do 
mascaramento no SVH. 
O efeito de mascaramento inibe a presença do artefato de blocagem, de forma 
que em regiões de alta atividade, ele se torna menos perceptível do que em regiões de 
baixa atividade. Para se levar em conta essa característica do SVH e preservar os 
detalhes da imagem, um índice de atividade é calculado para cada bloco da imagem. 
A atividade de um bloco é sua inerente habilidade de mascaramento para os 
artefatos de blocagem [76].A função de sensibilidade do SVH[42], )(ˆ ωH  mede a 
sensibilidade relativa do olho humano a diferentes freqüências, e é usada para a 
ponderação dos coeficientes da transformada nos blocos. Sua ilustração é mostrada na 
Fig.4.29. 
Devido a não uniformidade da função de transferência do SVH, [42] propôs uma 
função de sensibilidade como na equação (4.42): 
 
)()()(ˆ ωωω HAH =                                        (4.42) 
 
A função de transferência(MTF) )(ωH  tem um pico em 3=ω  ciclos por grau e, 
é dada pela equação (4.43): 
 
( ) )29,0(69,031,0)( ωωω −+= eH                                   (4.43) 
 









































ω eA                 (4.44) 
 
onde 636,11=σ  graus-1 e a freqüência ω  varia correspondendo às diferentes posições 
de u e v. Ou seja, para cada par de freqüência (u,v) tem-se um ω  específico. Para se 
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relacionar a freqüência radial ω  com essas freqüências, usa-se a equação (4.45), na 











d ω    (4.45) 
 
e sω é a densidade de amostragem, a qual depende da distância de observação da 
imagem. Para as imagens-teste propostas, escolheu-se experimentalmente 





















4.8.2.2. Atividade de Bloco 
 
 
No domínio DCT, a atividade de um bloco pode ser aproximadamente calculada 
como sendo a soma das energias de seus coeficientes AC. Portanto, o índice de 



































A           (4.46) 
 
 
onde ),(~ , vuB nm são os coeficientes ponderados segundo o modelo visual [42], como 
mostrado na equação (4.47). E a normalização por )0,0(,nmB  representa a adaptação à 
luminância local de fundo da imagem, de acordo com a Lei de Weber [76], uma vez que 
















Fig. 4.29- A função de Sensibilidade do SVH.
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),()(ˆ),(~ ,, vuBHvuB nmnm ω=                     (4.47) 
 
A classificação do bloco, de acordo com a sua atividade, é feita mediante uma 
limiarização do mapa de atividades locais da imagem. Se τ<nmA , , então o bloco é 
classificado como sendo de baixa atividade, caso contrário, ele é de alta atividade [76]. 
Por simplicidade, o limiar τ é obtido automaticamente, a partir da análise da 






















4.8.2.3. A filtragem adaptativa 
 
A pós-filtragem trabalha em diferentes modos para os blocos de alta e baixa 
atividade. Em particular, para blocos de baixa atividade, onde os artefatos de blocagem 
são mais perceptíveis, é usada uma janela de tamanho 5 x 5 (h=2) para a filtragem. 
Nesse caso, os pesos são mostrados na Fig. 4.31(a). De outra forma, para os blocos de 
alta atividade, usa-se um filtro 3 x 3(h=1), como mostra a Fig. 4.31(b). A escolha de 
uma pequena vizinhança e um alto peso central é para se evitar o borramento dos 
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onde Q(u,v) é o passo de quantiz
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                      (4.48) 
v).  
 qualquer coeficiente DCT 
apropriado. O valor de um 
strição de quantização pode 
),(max, vuB nm≤        (4.49) 
de filtragem adaptativa no 
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unção de transferência que 
s é então ativada em dois 
. A restrição de quantização 
se calcular a transformada 
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inversa dos mesmos. Na Fig. 4.32 é mostrada uma ilustração de um resultado desse 






























Os codificadores/decodificadores baseados em blocos estão entre as ferramentas 
mais comuns disponíveis para imagens estáticas e seqüências de vídeo. 
Esses codificadores/decodificadores dividem a imagem em blocos quadrados 
não sobrepostos e aplicam uma transformada em cada um dos blocos particularmente, 
como parte do processo de codificação. A baixas taxas de bits, as imagens comprimidas 
passam a exibir um fenômeno que provoca disparidades entre as bordas dos blocos 
processados, conhecidos como efeito de blocagem. Esse fenômeno é caracterizado por 
mudanças notáveis entre os pixels ao longo das bordas de bloco. 
O procedimento chamado de deblocagem é objetivado pelo fato de se pretender 
alcançar altas taxas de compressão com resultados visualmente aceitáveis, usando-se 
codificadores/decodificadores baseados em bloco, como por exemplo, o JPEG. Dentre 
as pesquisas realizadas para se melhorar a qualidade subjetiva das imagens degradadas, 
o pós-processamento aparece como uma das soluções mais práticas. Muitos métodos 
sugeridos provocam o excessivo borramento da imagem [12,76] ou possuem uma 
ineficiente redução de blocagem [9,69]. Neste método, todos os pixels são abordados e 
ponderados, adaptando-se automaticamente a diferentes taxas de bits [10]. 
 
     (a)       (b) 
 
Fig. 4.32-Ilustração do método de Tao Chen: (a) Imagem decodificada a 0.4 bpp e (b) Imagem pós-processada. 
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4.9.2. Descrição da técnica 
 
Seja I, uma imagem de tamanho R x C, tem-se: 
 
{ }jipI ,=  com 1,...,0;1,...,0 −=−= CjRi  . A partição da imagem em blocos 8 x 8 é 








= RcRrcrBI                                      (4.50) 






pB                           (4.51) 
 
O método define uma região de deblocagem como sendo um quadrado de pixels 




4.9.2.1. Descrição da Metodologia 
 
 











,...,0 −= Rr  e 1
8
,...,0 −= Cc  para cada bloco crB ,  e jip ,′ será definido em 
seguida. 
 
Dado um bloco crB , , define-se um grupo de regiões de deblocagem de tamanho 
Sf x Sf, de acordo com a equação (4.53): 
 
 










=                                         (4.53) 
 
onde os pixels em cada região de deblocagem nmcrB
,
,











































 para Sf = 4 e Sf = 8. Cada bloco novo é 
calculado ao aplicar uma soma ponderada sobre os pixels simetricamente alinhados em 






~ ∈ . Por simplicidade, o método ignora os 














18  e usa a notação Sf’ = Sf - 1 , resultando 





cr pB ′== ,...,0,,
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derivados de uma f
parcial e normaliza
examina-se o caso 
determinado usando
Os pesos são









~∈  é determinado usando-se uma soma 
 pixels tais que para todo 1,...,0, −′= fSji , tem-se a equação (4.56): 
jfSifSjfSifSjfSijfSijifSjifS
pppp ji −′−′−′−′−′−′−′−′ ⋅+⋅+⋅+ ,,,,,,, δγβ  (4.56) 
a região de deblocagem nmcrB
,
,
~  é dividida em quartetos de pixels 
ente. Cada quarteto tem uma continuidade diferente, de acordo 
s da imagem. 
γβ ,,  e δ  são determinados de acordo com uma função bi-
l e um fator pré-definido, que é referido como uma grade. Os pesos 
unção devem satisfazer as propriedades de simetria, ordenamento 
ção. De forma a se definir as propriedades e se obter os pesos, 
uni-dimensional. Nesse caso, o novo valor de pi' do pixel pi é 
-se a soma ponderada de dois pixels [10]. 
 obtidos a partir da função de ponderação uni-dimensional, que será 





= ωω  e iSi f −′=ψψ  para 12
,...,0 −= f
S
i      (4.57) 
 
(ii) Monotonicidade: 
1+> ii ωω  e )1( +−′−′ < iSiS ff ψψ  para 22
0 −≤≤ f
S
i        (4.58) 




         (4.59) 
 
(iii) Ordenamento Parcial: 
iSi f −′
≥ψω   para fSi ′= ,...,0     (4.60) 
 
(iv) Normalização: 
1=+ −′ iSi fψω   para fSi ′= ,...,0                   (4.61) 
 
 
O método relaciona os pesos como funções contínuas uni-dimensionais como 
sendo ψω, . E, solucionando-se ω , o parâmetro ψ  é encontrado imediatamente, com 
base na propriedade (iv). As variáveis 
2
fSk =  e 12 −=′ kS f , são adotadas por 
conveniência de notação. 
Para se resolver o sistema para ω , são necessárias condições iniciais já que a 
solução não é única. O método propôs as seguintes restrições para tal: ηω =)0(  e 
ϑω =− )1(k . Os valores de ψω,  são solucionados empiricamente para se obter 
melhores resultados. Os valores escolhidos para ϑη ,  são limitados às restrições 
impostas pelas propriedades mencionadas [10]. Portanto, segundo as propriedades (iii) e 
(iv), 5,0, ≥ϑη  e da propriedade (i) tem-se que ηωϑω =−= )12(,)( kk  [10]. 
Considerando-se uma solução linear, baxxL +=)(ω , têm-se soluções separadas 









































     (4.62) 
 
 
4.9.2.2. O caso bi-dimensional 
 
De forma a se obter os pesos para o caso bi-dimensional, observa-se que as 
colunas de pixels da região de deblocagem dos pixels 
jifS
pp ji ,,, −′ podem ser tratadas 
como um vetor uni-dimensional de oito elementos, conforme pode ser visto na Fig.4.34. 
Portanto, propõe-se uma solução separável, onde especificamente os pesos  
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jfSifSjfSijifSji −′−′−′−′ ,,,
,,,, δγβα  são dados como o produto de duas soluções uni-
































                    (4.63) 
 
A preservação de detalhes da imagem é obtida ao se limitar a influência dos 
pixels pertencentes aos blocos detalhados sobre os pixels que pertencem às áreas 
monótonas. O método propõe um esquema de redução dos pesos 
jfSifSjfSijifS −′−′−′−′ ,,,
,, δγβ de pixels localizados em blocos que contem bordas. Isso reduz 
suas influências ponderadas sobre o pixel calculado. Cada pixel é assinalado numa 
grade que contem a informação de quantidade de detalhes em sua vizinhança. A grade 
escolhida é tanto maior quanto maior for a quantidade de detalhes nas vizinhanças dos 
pixels, variando numa escala de 1 a 16.  
A redução dos pesos é obtida ao se dividir cada peso do pixel por sua grade 
correspondente. O aumento do peso é obtido por se multiplicar o peso do pixel por sua 
grade. Todas as grades compõem uma matriz, que é denominada matriz de 
gradeamento. Depois da divisão/multiplicação, os pesos modificados são normalizados 
e finalmente, os valores de pesos normalizados são usados para se calcular o novo valor 





















Fig. 4.34-Demonstração da noção de simetria. O pixel p2,1 é alinhado simetricamente com p2,6 e p2,5.As 
linhas fortes indicam o eixo central da região de deblocagem e as bordas de bloco induzidas pela 
codificação/decodificação DCT por blocos. .3. A adaptação dos pesos 





gG                                         (4.64) 
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Seja o quarteto de pixels simetricamente alinhados 
jfSifSjfSijifS
pppp ji −′−′−′−′ ,,, ,,,, e 
seus respectivos pesos 
jfSifSjfSijifSji −′−′−′−′ ,,,
,,,, δγβα , então denota-se 
jfSifSjfSijifS
gggg ji −′−′−′−′ ,,, ,,,, como sendo  suas respectivas grades. 
 
O método usa três tipos de modos de preservação de detalhes, nomeados como 
Mlow, Mhigh e Mmedium. Para se preservar os detalhes, o peso ji,α  é multiplicado por um 

































ji ff −=                            (4.66) 
 
O novo valor de pixel leva em consideração os pesos adaptados aos valores de 
matriz de gradeamento, bem como suas respectivas normalizações, conforme mostram 
as equações (4.67): 
 
jfSifSjfSifSjfSijfSijifSjifS


















 e o valor de W permite a 


























4.9.2.4. A implementação da matriz de gradeamento 
 
 
O método propõe a implementação de uma matriz de gradeamento, na qual cada 
bloco é gradeado de acordo com sua quantidade de detalhes. Essas grades formam a 
matriz de gradeamento de bloco. Os pesos usados para cada pixel são determinados de 
acordo com três atributos: (a) sua grade de bloco, (b) sua proximidade com relação ao 
pixel calculado e (c) a diferença entre o seu nível de cinza e o nível de cinza do pixel 
calculado [10]. 
 
Grade de Bloco 
 
Denota-se os parâmetros 
jfSifSjfSijifS
bbbb ji −′−′−′−′ ,,, ,,,,  como sendo as grades de 
bloco dos pixels  
jfSifSjfSijifS




Proximidade do pixel calculado 
 
Define-se o fator k(m,n) para se controlar a influência da grade de acordo com a 
































                                (4.68) 
 
Diferença de nível de cinza 
 
Dados dois pixels pi e pj num quarteto, então se nomeia a soma das grades de 
bloco dos  pixels num quarteto por: 
 
jfSifSjfSijifS
bbbbG jiT −′−′−′−′ +++= ,,,,                                (4.69) 
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,,  serão dadas por: 
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{ } ( )

























      (4.71) 
 
A operação de “max” é necessária de modo que os pesos sempre serão iguais ou 
maiores do que a unidade, atendendo a propriedade de ordenamento parcial. 
As medidas baseadas em variância compõem uma estimação simples e 
apropriada do nível de detalhes num ambiente do pixel. Portanto, o método baseia a 
grade de um bloco através de sua variância. 
A variância de um bloco uniforme é zero, e ela aumenta com o aumento da 
quantidade de detalhes no bloco. A variância de um bloco de tamanho 8 x 8 varia de 
zero a cerca de 105, e os valores dos pixels  variam numa escala de 0-255. 
 Conseqüentemente, de modo a se usar a variância para as grades, elas são 
agrupadas numa escala logarítmica quadrada variando de 1-16. Denota-se a variância de 













10, 1log,1max −=−=+=′ CcRrcrcrg σ                (4.72) 
 
 
4.9.2.5. Deblocagem de áreas monótonas: regiões de 
deblocagem de tamanho variável (RDTV) 
 
 
Neste método, propõe-se um algoritmo iterativo que usa regiões de deblocagem de 
tamanhos variados. Especificamente, o esquema consiste em três estágios: 
 
(1) Um procedimento de classificação, destacando-se todos os blocos uniformes 
(planos) e não uniformes (detalhados). Os blocos uniformes são os blocos 
cuja grade é igual a um, conforme a Fig. 4.35. 
 
(2) Esse passo é compreendido por três iterações, usando-se os modos de 
processamento Mlow, Mmedium e Mhigh, nessa ordem. Cada iteração usa uma 
região de deblocagem de tamanho diferente, sendo tamanhos de região de 
deblocagem iguais a oito, quatro e dois, respectivamente. Essas iterações são 
realizadas sobre os blocos uniformes.  
 
(3) A quarta iteração é realizada usando-se uma região de deblocagem de 
tamanho quatro (Sf=4) e modo de preservação de detalhes Mlow. Nesse 



















                           (4.73) 
 
As regiões de deblocagem que são localizadas dentro de um bloco particular, 



























O método exposto apresentou um esquema de redução do efeito de blocagem, 
usando-se áreas da imagem denominadas de regiões de deblocagem, variando-se o seu 
tamanho, conforme o modo de preservação de detalhes usado no processamento. A 
deblocagem foi alcançada por se aplicar um somatório de pesos num quarteto de pixels 
dentro de uma região de deblocagem. Os pixels foram alinhados simetricamente com 
relação às bordas de bloco e os seus pesos foram determinados, de acordo com uma 
função bi-dimensional e um fator pré-definido [10]. Uma ilustração do resultado da 
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Proposta de Redução do Efeito 







Este trabalho propõe um algoritmo de redução do Efeito de Bloco em imagens 
compactadas por esquemas de codificação por transformada baseada em blocos com 
altas taxas de compressão (ou baixas taxas de bits). O método proposto baseia-se nas 
características de sensibilidade do SVH quanto a esse artefato e é constituído por um 
filtro adaptativo que atua de acordo com a visibilidade de blocagem em regiões locais 
de uma imagem. 
Além disso, é proposta uma medida para a avaliação da qualidade visual das 
imagens pós-processadas. Ela utiliza um modelo de visão para ponderar a intensidade 
do efeito de bloco sobre as regiões, portanto considerando o seu nível de visibilidade. A 
intensidade da blocagem é calculada levando-se em conta a perda de correlação na 
luminância entre os pixels das fronteiras de blocos [37]. 
No decorrer dos estudos referentes aos métodos de pós-processamento, notou-se 
uma nova filosofia de processamento que leva em consideração as características da 
visão humana. Nesse contexto, foi observado que, devido à largura total da banda do 
sistema ocular, a visão humana é limitada quanto à percepção de detalhes numa 
imagem. 
Combinando-se as limitações na capacidade de percepção visual ao pós-
processamento local, na tentativa de reduzir eficientemente o efeito de bloco, surgiu a 
proposta de maior contribuição deste trabalho, que consiste em discriminar os modos de 
processamento para cada região da imagem baseando-se num modelo visual para 
detecção de regiões conforme o nível de percepção visual humana. No amadurecimento 
dessas idéias, a pós-filtragem é adaptada ao nível de visibilidade, que está associado ao 
nível de atividade espacial das regiões da imagem. 
Em paralelo, explora-se a sensibilidade do SVH, com o objetivo de se 
implementar uma medida que corresponda apropriadamente à qualidade visual de uma 
dada imagem de entrada com relação à imagem original. Essa medida é calculada sob 
critérios de avaliação do efeito de mascaramento visual e medida de intensidade da 
blocagem. A medida de intensidade da blocagem, por sua vez, está relacionada com o 
nível de correlação entre os pixels de borda dos blocos (medida de descontinuidade). 
Dessa forma, são apresentadas aqui as principais contribuições deste trabalho: o 
desenvolvimento de um critério de avaliação da qualidade visual das imagens quanto ao 
efeito de bloco (IEVB-Índice de Efeito Visual de Blocagem) e controle adaptativo para a 
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Fig. 5.1-Seção transversal do Olho Humano[20].
pós-filtragem das imagens afetadas por efeito de bloco, de acordo com as características 
da percepção visual humana. 
 
 
5.1.1. Aspectos Biológicos da Visão Humana 
 
A sensação visual é um mecanismo complexo que pode ser entendido como um 
processo que se estende desde a formação da imagem, sua codificação até a sua 
interpretação. A descrição do olho humano e seus vários componentes são mostrados na 
Fig. 5.1 [20], onde são notados os seus detalhes.  
No processo de formação da imagem, a luz de entrada incide sobre a superfície 
do globo ocular e é transformada pela ótica do olho, sendo projetada sobre a retina para 
formar a imagem retinal. A córnea e as lentes focalizam a luz incidente na retina, que 
passa por uma abertura regulada pela íris. Assim, a luz se propaga através de um líquido 
transparente chamado vítreo.  
A retina é uma camada fina composta por fotorreceptores, a partir dos quais as 
respostas às informações de luz são convertidas em sinais que, por sua vez, serão 
interpretados nos próximos estágios da visão pelo nervo ótico.  As operações, tais como 
detecção, discriminação e simples reconhecimento são realizados nesse trajeto. 
Eventualmente, a imagem retinal é interpretada, o que constitui a percepção. Nesse 
nível, o cérebro associa as propriedades perceptivas à sensações de cor e forma nos 
sinais de imagens. As características físicas dos fotorreceptores determinam seus 
desempenhos em resolução e tempo de resposta. Conseqüentemente, eles são a razão de 




















Tipos de fotorreceptores 
 
 Há dois tipos de fotorreceptores: os bastonetes e os cones. Os bastonetes são 
muito mais numerosos do que os cones. Há cerca de cem milhões de bastonetes e cinco 
milhões de cones por olho [70], e ambos os tipos de fotorreceptores são desigualmente 
distribuídos na retina. Portanto, o SVH é um sistema não linear variante espacialmente. 
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 Os bastonetes iniciam a visão a baixos níveis de iluminação. Eles são 
responsáveis pela visão no escuro e de fontes muito turvas. São pequenos e realizam, 
portanto, uma amostragem fina a partir da retina. Entretanto, para se realizar a detecção, 
são conectados muitos bastonetes a um neurônio particular. Apesar da detecção ser 
reforçada, a acuidade visual sob as condições de baixa iluminação é precária. 
 Os cones são responsáveis pela visão sob condições de altos níveis de 
iluminação. Na fóvea, cada cone é conectado a diversos neurônios que codificam a 
informação. A fóvea, que contem apenas cones, é a área de mais alta acuidade visual. 
Ela também corresponde a um ângulo visual nulo e, portanto, ao foco de atenção de um 
observador. Essa distribuição pode ser vista na Fig.5.2 [20]. Ela representa a 
distribuição aproximada dos cones e bastonetes como uma função do ângulo relativo à 
fóvea do olho esquerdo. Pode ser visto que a maioria dos cones está concentrada numa 
área muito pequena que corresponde ao foco de interesse, a fóvea, onde nenhum 
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principal conceito na ciência da visão. A razão para isso é que a 
sentada no SVH não é o nível absoluto de luz, mas o contraste 
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sta à visão. Essa função é a mínima amplitude necessária para 
idal de uma dada freqüência angular espacial. O seu inverso nos 
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Fig. 5.3-Ilustração da sensibilidade do olho humano como
função da freqüência espacial [20]. 
é uma aproximação linear e invariante para o SVH e pode incorporar a informação 
sobre as condições de visão. 
 A sensibilidade de contraste varia com a freqüência espacial. Isso introduz o 
conceito de função CSF (“Contrast Sensivity Function”). Ela permite predizer a 
visibilidade de um estímulo particular [21]. O olho humano é mais sensível a baixas 
freqüências do que a estímulos de alta freqüência. Essa propriedade tem sido muito 
explorada nas aplicações de imagem, tais como televisão de alta definição (HDTV) e 
câmeras de vídeo. A CSF representa o limiar de contraste dos neurônios como uma 
























A função de sensibilidade de contraste (CSF) usada na visão humana pode ser 
considerada como uma “resposta de freqüência espacial” da mesma em níveis de baixa 
e moderada iluminação. Ela é uma função entrada-saída de todo o SVH.  
O sistema visual pode ser visto como um sistema linear, mas a altos níveis de 
freqüência espacial, ele comporta-se como um sistema não linear. O CSF, como usado 
em percepção visual, é definido como a sensibilidade versus freqüência espacial, onde a 
sensibilidade é medida como o recíproco do mínimo contraste visível do estímulo de 
uma grade senoidal, a qual é simplesmente uma senóide bi-dimensional com um nível 
DC de fundo para manter a sua positividade. 
A sensibilidade é normalmente medida em poucas diferentes freqüências para 
definir uma curva CSF que é plotada em sensibilidade logarítmica por freqüência 
logarítmica. Esse procedimento é baseado na suposição que a curva CSF é bastante 
suave, dado que as medidas CSF podem ser ruidosas. Dessa forma, poucas observações 
podem ser usadas para se definir a forma da curva, levando-se à conclusão de que as 
medidas CSF podem ser usadas para se estimar os parâmetros em algum modelo 
matemático. Diversos modelos e aproximações são encontrados na literatura científica. 
Alguns são baseados na teoria fundamental, mas a maioria entre eles foi formulada por 
procedimentos de ajuste de curvas [20, 21,22,73]. 
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Fi
Dentre os diversos modelos visuais propostos na literatura científica, foi usado 
neste trabalho o modelo de N. B. Nill [66], por representar eficientemente a 
sensibilidade no SVH e por se relacionar com as transformadas do cosseno. A sua 
























   (5.1) 
 
onde 22 vur +=  cpd (ciclos por grau) e u,v são as coordenadas no domínio da 
transformada. 
 
 Pode-se observar na Fig.5.4(b) a superfície de sensibilidade de contraste 
correspondente ao modelo visual de B. Nill. De acordo com a Fig.5.4(a), comparando-
se com a curva CSF humana, a função provê um decaimento em amplitude, para altas 
freqüências espaciais, suficientemente rápido, sendo maior em magnitude do que o 
















adaptação de um pa(a)       (b) 
 
g. 5.4-Ilustração da Resposta do Modelo de B. Nill: (a) Curva CSF obtida de 
uma seção transversal da superfície do Modelo Visual e (b) Resposta bi-
dimensional da Sensibilidade de uma região de 64x64 pixels. ramento Espacial 
 sensibilidade a padrões iniciou-se por Schade em 1956 [60]. Sua 
da do campo receptivo de neurônios por uma convolução de dados 
. Isso permite avaliar a sensibilidade a padrões complexos já 
os para um grupo limitado de padrões harmônicos. Sua teoria pode, 
dizer os dados de sensibilidade precisamente. Por exemplo, a 
drão é um fenômeno que a teoria de Schade não pode explicar [60]. 
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(a)   (b)   (c)   (d) 
 
Fig. 5.5-Ilustração do Efeito de Mascaramento: (a) Sinal Mascarador, (b) Sinal de Estímulo, (c) 
Soma do Estímulo com o Mascarador e (d) Soma do Estímulo com o Mascarador rotacionado [20]. 
A adaptação de um padrão denota a modificação da percepção de um estímulo devido à 
adaptação do olho a um outro estímulo. Esse fenômeno está associado à natureza da 
visão humana, através do fenômeno denominado Efeito de Mascaramento. 
A diminuição da visibilidade dos artefatos de blocagem provocada pela 
atividade nos arredores da região em questão é referida como efeito de mascaramento 
[73]. Os artefatos serão mais mascarados à medida que a quantidade de detalhes 
presentes na imagem de fundo for aumentando. A textura de uma região afetando a 
sensibilidade do SVH pode ser descrita como sendo a combinação de bordas e outros 
padrões de alta freqüência. Quanto mais alta a atividade de textura (atividade espacial 
local) de uma área, menor a sensibilidade do SVH.  
O mascaramento visual modela a resposta do SVH para a combinação de vários 
sinais. Um estímulo será percebido diferentemente dependendo do fundo local no qual 
ele se encontra [21]. Ambos os sinais, a imagem do objeto e o fundo interferirão de fato, 
e a percepção relativa entre eles será modificada. Em outras palavras, o limiar de 
detecção da imagem será modificado como uma função do contraste da imagem de 
fundo. A Fig.5.5 [20] ilustra o efeito de mascaramento. A imagem da Fig.5.5(a) 
corresponde ao sinal mascarador enquanto que a Fig.5.5(b) mostra o sinal que se deseja 
detectar (o estímulo). O resultado na Fig.5.5(c) é a soma do mascarador com o estímulo, 
e a Fig.5.5(d) corresponde à soma do sinal mascarador rotacionado em 90o. Pode-se 
notar inicialmente que o primeiro resultado parece igual ao sinal mascarador, e isso quer 
dizer que esse último mascara a maior parte do sinal. Olhando-se mais próximo, pode-se 
perceber levemente que as imagens diferem pouco, especialmente na linha vertical 
central. A imagem da Fig.5.5(d), entretanto, parece muito diferente do sinal e do 
mascarador e os dois sinais não estão acoplados, ou seja, eles têm diferentes orientações 
e, portanto o sinal de estímulo não é mascarado. Portanto, nota-se que o efeito é máximo 
quando o estímulo e o mascarador são aproximadamente acoplados em termos de 
freqüência espacial e orientação e decresce rapidamente quando a distância entre os 








Como conseqüência do efeito de mascaramento visual, a visibilidade do efeito 
de bloco é afetada por regiões ao redor do espaço de extensão limitada. O 
mascaramento pode ser realizado pela atividade espacial no fundo, e este será maior à 
medida que as freqüências particulares do efeito de bloco estiverem presentes no fundo. 
Portanto o mascaramento da borda pode ser dado em termos de uma atividade 
ponderada em freqüência. 
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O modelo utilizado neste trabalho é obtido de [73], conforme pode ser descrito 






















    (5.2) 
 
onde Sma é o sinal mascarado pela atividade espacial Ativ e S é a magnitude do sinal.  
  
 O plano de fundo de uma dada região da imagem influencia na visibilidade dos 
artefatos de blocagem. Esse aspecto de mascaramento visual é chamado de 
mascaramento de luminância (ou brilho) do efeito de bloco. O brilho é calculado através 
da média da região (no caso, um bloco de 8x8). Neste trabalho, utiliza-se o 
mascaramento de luminância para predição da visibilidade do artefato de blocagem, 





















S amm      (5.3) 
 
onde Sm é o sinal mascarado e b é o brilho de um bloco de tamanho 8x8, sendo 




5.1.4. Considerações gerais 
 
Já foi mencionado na seção 5.1.2 o fato de que o sistema visual codifica a 
informação por contraste e pela orientação. Isso torna possível perceber um objeto 
similarmente sob diferentes condições de iluminação. Segundo o teorema de Weber, há 
uma relação não linear entre o brilho subjetivo do olho humano e o brilho objetivo do 
objeto observado. 
Ao considerar que o olho humano é menos sensível ao ruído em luminâncias 
mais altas, a Lei de Weber leva em consideração a luminância de fundo como um dos 
fatores que afetam a sensibilidade do SVH para o ruído local. 
Portanto, de acordo com o modelo de percepção, um estímulo para um dado 
canal de percepção visual não é percebido se o valor de contraste for menor do que o 
limiar de visibilidade correspondente a este. 
O limiar de visibilidade depende do conteúdo da imagem de fundo, efeito já 
definido e denominado como mascaramento. Assumindo-se um modelo simples de 
mascaramento, pode-se dizer que o ruído só é visível se, e apenas se, sua energia de 
componente de percepção for maior ou igual àquela da imagem de fundo. 
Enquanto a Lei de Weber é bem empregada em áreas de luminância uniforme, a 
sensibilidade do olho humano é afetada por áreas de luminância não uniforme [54]. 
Desse fato, ocorre a necessidade de se ponderar as componentes espectrais (afetando a 




5.2. A Filtragem Adaptativa 
 
Como já foi dito, o efeito de bloco é originado a partir das perdas de informação 
durante a quantização. Ele pode ser visualizado como descontinuidades das bordas entre 
os blocos adjacentes.  
As características do SVH contribuem para uma diminuição de percepção de 
alguns artefatos de blocagem. Nossos olhos são naturalmente sensíveis às bordas e 
tendem a percebê-las mais nitidamente, em particular, em zonas uniformes da imagem. 
Para o SVH, as descontinuidades de borda são mais visíveis em regiões planas ou de 
pouca atividade espacial. Por esse fato, a filtragem proposta é adaptada às condições de 
visibilidade do efeito de bloco em cada região da imagem. 
As técnicas lineares de filtragem e invariantes no espaço provam ser 
inadequadas devido ao fato de que o espectro local e a largura de banda do ruído e do 
sinal variam espacialmente. Além disso, a natureza não linear do problema e a forte 
dependência da ação do SVH (que também é não linear), sugerem explorar as 
possibilidades de técnicas de filtragem não linear [55]. 
O filtro proposto é baseado em [69], denominado Filtro Racional, o qual consiste 
na modelagem dos coeficientes de um filtro passa-baixas linear, de forma a limitar a sua 
ação na presença de detalhes da imagem. Ele é formulado de forma que a sua relação de 
entrada/saída é a razão entre dois polinômios nas variáveis de entrada. De forma geral, o 
numerador tem uma ação passa-baixas e o denominador é uma função da diferença 
entre os pares de pixels da janela do filtro. 
Na presente proposta de filtragem, associa-se o filtro mencionado a um 
parâmetro dependente do nível de visibilidade de contraste nas imagens, o qual atingirá 
a ação controlada passa-baixas do filtro racional. Dessa forma, consegue-se obter um 
forte cancelamento do efeito de blocos, enquanto mantém-se o detalhe da imagem 
puntualmente. 
 
5.2.1. Descrição Matemática 
 
O conceito básico de um filtro racional, o qual foi projetado para realizar a 
suavização de ruído preservando-se a borda, é modelar os coeficientes de um filtro 
passa-baixas linear, de forma a limitar a sua ação na presença de detalhes da imagem. 
Foi demonstrado que esse operador, apesar de sua simplicidade, é hábil em superar os 
métodos tradicionais para muitas distribuições de ruído [69]. 
Os operadores racionais são formulados, tal que a relação de entrada/saída deles 
seja a razão entre dois polinômios nas variáveis de entrada. Sumariamente, o numerador 
tem uma ação passa-baixas e o denominador é uma função da diferença entre as duplas 
de pixels numa máscara de filtragem; se essa diferença é grande, assume-se que a 
máscara está localizada em uma transição abrupta de sinal, e diminui-se 
automaticamente a seletividade na resposta em freqüência do filtro passa-baixas. 
 Baseando-se nas referências de qualidade percebida pelo SVH, os métodos de 
pós-processamento podem ser projetados para se ajustar à percepção visual, reduzindo 
efetivamente as áreas blocadas das imagens a serem processadas. 
Nesta pesquisa, o operador racional opera numa janela de tamanho 3x3 pixels, 
portanto realizando uma ação local. De acordo com as características do operador 
proposto em [69], ele é capaz de influenciar sua ação em direção àquela de um filtro 
linear em áreas uniformes, e tendendo a níveis mais altos de não linearidade nas áreas 
complexas. 
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 De acordo com a Fig.5.6, seja E a luminância de um pixel na posição (x,y), o 
qual será alterado pela filtragem para E’. Conhecido o valor de k, parâmetro que 
determina a influência do filtro em direção a uma ação linear ou não linear, tem-se a 
























































   (5.4) 
 
 
onde w  é um peso constante e ajustado para o valor 0,25. O parâmetro k desempenha 
um importante papel na ação do filtro.  
Em particular, se k=0, a expressão global do filtro torna-se um filtro linear como 







 +++++⋅=′   (5.5) 
 
Dessa maneira, uma ação linear é apropriada quando as bordas ocorrem entre 
áreas uniformes e a suavização linear prova eficiência de forma a se reduzir o efeito da 
banda Mach, sem o risco de danificar os detalhes. Para valores não nulos de k, a ação do 
filtro torna-se cada vez mais não linear quando k aumenta enquanto que os 
denominadores na equação (5.4) tornam-se cada vez maiores, dependendo das 
diferenças de níveis de cinza nas três direções GCFDIA −−− ,, . Nesse caso, as 
contribuições relativas dos quatro termos na equação (5.4), dependem do nível de 
correlação nessas três direções. Tal ação é altamente desejável em áreas detalhadas, 
onde a textura deverá ser preservada e, possivelmente, explorada para a filtragem.  
Considere-se um exemplo no qual a borda de bloco cruza uma borda diagonal a 
45o. Nesse caso, é bastante provável que GC −  seja consideravelmente menor do que 
IA −  e FD − , portanto a saída do pixel será dada por uma combinação do valor do 
pixel E com uma correção direcional obtida pela média entre C e G [69]. 
É importante que se insira no operador, um mecanismo que permita ao valor de k 
mudar de acordo com as características locais da imagem, ou seja, tomando um valor 
muito pequeno em áreas uniformes, ao passo que vai aumentando em áreas onde estão 








 Fig. 5.6-A janela 3x3 do Filtro Racional 
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Devido a essas propriedades, é utilizado neste trabalho esse tipo de filtragem 
racional em regiões, cuja atividade espacial seja alta, de forma a se poder suavizar o 
efeito de blocagem, em paralelo com a preservação de detalhes e formas da imagem. 
A filtragem racional empregada é adaptada à visibilidade dos artefatos por meio 
do parâmetro k, o qual controla o nível de suavização empregada sobre as regiões da 
imagem. Assim, faz-se a parametrização de k com valor de visibilidade através da 
equação (5.6). O parâmetro k é função do nível de visibilidade Visb, e nesse caso quanto 
maior a visibilidade do artefato, tanto menor o valor de k e, portanto, maior será a 
suavização das bordas dos blocos de alta atividade selecionadas para esse 
processamento. Neste trabalho, sugeriu-se obter o valor da visibilidade a partir de uma 
normalização da mesma numa escala decrescente no intervalo [0,1]. 
 
[ ]01VisbNormalizk =      (5.6) 
 
onde Visb é o nível de visibilidade calculado pela equação (5.9) e Normaliz é a 
normalização descrita através do algoritmo “ianormalize” no Anexo A.4. 
 
Identificado o parâmetro k, processa-se os pixels de borda em ambos os lados 
das adjacências do bloco que está sendo processado com os seus vizinhos do lado 
direito (bloco D) e posição inferior (bloco I), como é mostrado na Fig. 5.9. 
 
 
5.2.2. A Filtragem Passa-Baixas 
 
 
Conforme foi mencionado no Capítulo 3, os filtros passa-baixas suavizam 
intensamente as bordas de uma imagem por eliminar as informações de mudanças 
abruptas entre os valores de pixels. 
Desse modo, foi escolhido um tipo de filtro passa-baixas a ser utilizado durante 
a filtragem adaptativa, conforme for o nível de atividade presente na região local. A 
aplicação desse filtro neste trabalho se limita a regiões uniformes ou chamadas planas. 
São regiões de transição suave entre pixels, as quais serão identificadas através do 






















O filtro usado é o Gaussiano com máscara 3x3 e como sugerido em [14,50]. A 
resposta em freqüência da máscara de filtragem é mostrada na Fig.5.7. Nessa figura 
nota-se que o filtro tem uma grande seletividade, o que faz com que esse tipo de filtro 
realize uma suavização muito intensa, ou seja, maior corte das componentes de alta 
freqüência da imagem. O filtro será empregado, portanto, em regiões classificadas como 
planas, onde as eventuais componentes de alta freqüência são aquelas devido ao efeito 
















Assim, o método proposto faz a seleção de filtragem para as regiões planas ou de 
baixa atividade espacial da imagem, segundo a visibilidade do efeito de bloco na região 
a ser processada, no caso um bloco 8x8. Conforme mostra a Fig.5.8, mapeia-se a região 
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Fig. 5.7- Resposta em freqüência do Filtro Passa-Baixas para o método proposto. 
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5.2.3. O Pós-processamento 
 
 
A partir do Modelo Visual de B. Nill, descrito pela equação (5.1), o próximo 
passo é calcular o nível de sensibilidade visual de contraste para cada região constituída 
por um bloco de tamanho 8x8 no domínio da freqüência espacial. 
O bloco é transformado pela DCT e seus coeficientes são ponderados, de acordo 
com o Modelo Visual adotado, obtendo-se os coeficientes ponderados vuC ,ˆ , como é 
descrito na equação (5.8): 
)(ˆ ,, rHBC vuvu ⋅=      (5.8) 
 
onde vuB ,  são os coeficientes do bloco transformado por DCT e )(rH  é a função de 
sensibilidade de contraste de B. Nill [66] como na equação (5.1), com 
22 vur += cpd(ciclos por grau). 
 
Obtidos os coeficientes DCT ponderados de um dado bloco, é calculada a sua 
atividade espacial Ativ através da relação em [76]. Nessa relação considera-se a Lei de 
Weber para se normalizar a diferença entre os coeficientes AC e DC pelo coeficiente 




















=      (5.9) 
 
Assim, obtém-se um mapa de atividades espaciais, cujas informações serão 
limiarizadas através da análise da distribuição dos seus valores [3,8,70]. A partir dessa 
análise, o limiar Th classificará as regiões em planas, se Ativ<Th, ou complexas, em 
caso contrário. O limiar Th é definido segundo a regra descrita no Anexo A.4 
[59,63,70,71], onde o algoritmo procura um ponto de separação entre valores de pico ou 
valores mínimos durante a análise do histograma dos valores de atividade espacial 
calculadas nos blocos da imagem. Um exemplo de classificação é ilustrado na Fig.5.10. 
 
 
                       (a)      (b) 
 
Fig. 5.10-Ilustração da Classificação das regiões na imagem: (a) Regiões Planas e (b) 
Regiões Complexas. 
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O filtro adaptativo, então, atua conforme o nível de visibilidade e o tipo de 
região na imagem. O mapa de visibilidade é obtido a partir da equação (5.9), de acordo 
com a formulação em [73], que considera o efeito de mascaramento do brilho e da 
atividade espacial. Nele, quanto maior a atividade da imagem de fundo, mais mascarado 
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b , sendo I(m,n) o pixel do bloco 8x8 considerado. 
 
No processamento de regiões complexas, a adaptação do filtro racional, 
permitida pelo parâmetro k é realizada através do nível de visibilidade, normalizado 
pelo valor máximo de visibilidade em cada região.  
 
 
5.3. Avaliação da Qualidade de Imagens: O Índice de 
Efeito Visual de Blocagem (IEVB) 
 
 
A avaliação da qualidade de imagens é indispensável para se observar o 
desempenho de serviços visuais. Os testes de avaliação subjetiva são largamente usados 
para análise da qualidade da imagem codificada. Entretanto, os resultados obtidos 
flutuam por depender das condições de teste, sendo que estas consomem muito tempo. 
As degradações de blocagem dependem principalmente da qualidade de 
contornos e das partes planas das imagens. Portanto, quando duas imagens são 
extremamente diferentes, uma delas com grande parte plana e a outra com 
características opostas, elas estarão sujeitas a duas influências diferentes na avaliação 
final de qualidade. A diferença de luminância mais visível denota os limites da 
percepção humana e, portanto qualquer diferença menor que o mínimo limiar de 
visibilidade deverá ser desconsiderada nas medidas finais. 
Os termos naturalmente usados aqui como, plano, contínuo e estável são muito 
importantes na avaliação da qualidade de imagens (principalmente em HDTV) e estão 
relacionados com as propriedades de percepção humana em discernir correlação 
espacial num campo de imagem [52,81]. É comum em codificação de imagem fazer 
uma opção por uma quantização mais “grosseira” para as amplitudes mais altas de 
borda, não atendendo à função de visibilidade, que é verdadeira para a percepção 
através das bordas, mas não é aplicável para a percepção ao longo das bordas [52,81]. 
Na avaliação de imagens é comumente usada uma medida objetiva chamada PSNR 
(Peak Signal-to-Noise Ratio).  
Entretanto, é bem conhecido que o PSNR nem sempre se correlaciona bem com 
a qualidade da imagem. A sua limitação torna-se mais aparente quando aplicado para a 
avaliação da qualidade de imagens digitais, onde as distorções, tais como o efeito de 
blocos, são altamente estruturadas e diferem fundamentalmente daquelas em sistemas 
de imagens analógicas. O PSNR não necessariamente reflete a percepção visual humana 
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das distorções provenientes da codificação por transformada ou artefatos de blocagem 
[49]. A melhor aproximação é levar em consideração as sensibilidades do SVH, ou seja, 
basear a medida num modelo preciso de desempenho da discriminação visual humana 
[57], tal como o modelo usado no método de pós-processamento proposto. Faz-se 
necessária uma métrica para predizer a magnitude de percepção do efeito de blocos nas 
imagens, podendo ser usada para se comparar o desempenho de diferentes sistemas de 
pós-processamento de imagens.A busca por um método de avaliação de qualidade 
confiável tem-se tornado um campo de pesquisa muito ativo como pode ser notado pelo 
número de métricas que tem surgido [33, 49, 50, 53, 54, 55, 56, 60, 62, 64, 66, 67, 75, 
78,79], assim como pelas atividades do grupo VQEG(Video Quality Experts Group), 
que representa o empenho internacional em direção à padronização de métricas 
objetivas de qualidade de imagem e vídeo. 
No meio dos avanços da pesquisa de métodos de qualidade de imagem, uma 
ramificação muito importante é o trabalho nas medidas baseadas no modelo de visão 
[80]. Dentre os vários tipos de distorções de imagem que contribuem para a degradação 
da sua qualidade, o efeito de blocos exerce forte presença nos métodos de compressão 
baseados em codificação por transformada. Uma observação é que esses artefatos são 
notáveis apenas em certas regiões da imagem. Portanto, somando-se as distorções em 
tais regiões dominantes de blocagem tem-se uma medida de blocagem perceptível. 
Baseando-se nessa observação, é proposta neste trabalho uma medida de qualidade 
percebida chamada Índice de Efeito Visual de Blocagem (IEVB) para avaliação de 
imagens codificadas por transformada baseada em blocos. 
 
 
5.3.1. Adaptação do Efeito de Mascaramento 
 
A modelagem da visão humana tem sido um tópico muito estudado em testes de 
detecção e discriminação de padrões espaciais. 
Foi visto que os artefatos de blocagem são definidos como descontinuidades 
através das bordas dos blocos, tratando-se, portanto, de distorções estruturadas sobre as 
imagens. Assim, apenas as regiões onde o efeito de bloco é mais visível contribuirão 
para a medida IEVB proposta representando, portanto, uma medida de distorção 
perceptível. O efeito que diminui a visibilidade do efeito de bloco em localidades 
espaciais com grande quantidade de detalhes é o mascaramento, e a sua intensidade é 
calculada como foi visto na seção anterior, através da medida de atividade espacial da 
região local. Portanto, será empregada a relação de Visb para esse cálculo. 
 
5.3.2. A Intensidade do Efeito de Bloco 
 
Para se analisar o efeito de bloco como componentes de ruído residindo através 
de dois blocos adjacentes ou vizinhos, usou-se o vetor de pixels uni-dimensional na 
vizinhança entre blocos, conforme baseado em [37]. 
Seja [ ])12(),...,0( −= Nxxx  um vetor de pixels atravessando dois blocos numa 
imagem codificada, onde x(N-1) e x(N) são chamados pixels  de borda, quando o bloco 
codificado é de tamanho NxN. São subvetores de x, [ ])1(),...,0( −= Nxxxl  e 
[ ])12(),...,( −= NxNxxr . 
 A medida de descontinuidade de borda refere-se à diferença de intensidade entre 
os pixels de borda, sujeitos ao efeito de bloco. Para levar isso em consideração, define-
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se em [37], a descontinuidade D como a quantidade de incremento nos pixels de borda 
quando comparado aos incrementos dos pixels internos, considerando, portanto, a 
correlação espacial entre os mesmos. 
Para um vetor x de dimensão 2N, define-se o incremento como sendo: 
 
)()1( mxmxdm −−=      (5.10) 
 
onde 12,,2,1 −= Nm   e dN é chamado de incremento do pixel de borda e dn com 











































    (5.11) 
 
representam os incrementos dos pixels internos médios de xl e xr, respectivamente.  





ssdD +−=      (5.12) 
 
Nessa equação, D representa a medida de intensidade de efeito de bloco usada 
nesta pesquisa para comportar a medida proposta, uma vez que os vetores com 
blocagem mais aparente tendem a mostrar maiores |D| [37]. Observa-se que essa medida 
é calculada para uma fronteira de blocos adjacentes, onde cada descontinuidade de 
borda é estimada (para um vetor) a partir da diferença entre o gradiente de pixel através 
da borda e o gradiente dos pixels internos ao bloco processado de tamanho NxN(neste 
trabalho, usou-se N=8), conforme a Fig.5.11. A medida total é calculada ponderando-se 
as medidas para as bordas verticais e horizontais, como segue: 
 
22
















Fig. 5.11- Formação dos vetores de pixels a partir das linhas e 
colunas entre blocos vizinhos. X=(x(0),x(1),...x(2N-1)).
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5.3.3. A Implementação da Medida IEVB 
 
É realizada a detecção de regiões de altas e baixas atividades numa dada imagem, 
processada, baseando-se nas características da visão humana referenciadas pelo Modelo 
de B. Nill. Então, estima-se a medida IEVB por três passos: 
 
1) Calcula-se a intensidade de Efeito de Bloco Dtotal, baseando-se na medida de 
[37]; 
2) Calcula-se as atividades espaciais e, portanto, o mapa de visibilidades, de 
acordo com as equações para o método de redução de Efeito de Bloco 
proposto; 
3) Pondera-se as medidas de descontinuidade de Efeito de Bloco baseada em 
[37] pelos respectivos valores de visibilidades, para identificar as posições 







⋅=     (5.14) 
 
4) Calcula-se a Medida IEVB total como sendo a norma-2 de todas as medidas 









2     (5.15) 
 
Portanto, a medida IEVB leva em consideração as condições de visibilidade do 
artefato, além de incluir em seu cálculo a correlação espacial entre os pixels internos e 
de borda de um bloco, de modo que uma diminuição na medida indicará uma perda de 
correlação espacial entre os pixels, além de significar que a degradação da imagem 




Neste capítulo, foram introduzidas algumas observações a respeito das 
características do SVH. Nesse contexto, foram explorados o efeito de mascaramento e a 
função de sensibilidade de contraste. Descreveu-se o método proposto, baseando-se no 
mecanismo de detecção de regiões planas e complexas na imagem a partir do Modelo 
Visual de B. Nill [66]. No decorrer desse processo, foi apresentada a filtragem 
adaptativa utilizada, cujo controle é dado por um parâmetro k que foi associado ao nível 
de visibilidade das regiões da imagem. A visibilidade foi calculada, por sua vez, 
baseando-se na expressão de [73], que considera o efeito de mascaramento de brilho e 
de atividade espacial numa região da imagem. Finalizou-se o capítulo com a proposta de 
uma medida de avaliação qualitativa da imagem, baseada na formulação do critério de 
descontinuidade entre bordas de blocos proposta em [37] e considerando-se os efeitos 
de mascaramento do brilho e da atividade espacial nas áreas da imagem. 
Dessa forma, foi realizada a especificação completa do método proposto, 
restando, portanto, a etapa de resultados e análises, obtidos através da aplicação das 
implementações dos métodos abordados e do proposto para a redução do efeito de 










Neste capítulo são apresentados os resultados referentes à aplicação dos métodos 
abordados, bem como os do método proposto para a redução de efeito de bloco no 
ambiente de compressão JPEG. 
Os resultados obtidos são analisados com base na qualidade visual das imagens 
pós-processadas, na medida do índice de qualidade universal Q (proposto em [81]), no 
Índice de Efeito Visual de Blocagem (IEVB) e no PSNR(Peak Signal-to-Noise Ratio).  
Escolheu-se o PSNR devido à sua extensa utilização como medida de qualidade 
objetiva em grande parte da literatura científica em PDI. Quanto à escolha da medida Q, 
se deve ao fato de sua filosofia de implementação apresentar uma grande consistência 
quanto ao desempenho na avaliação da qualidade visual das imagens. 
O PSNR entre duas imagens Io e Id de tamanho LxC com valores de pixels na 


































IIMSE   (6.2) 
 
É importante observar que um alto valor de PSNR não se traduz necessariamente 
numa boa qualidade de imagem pós-processada [60], pois não considera o conjunto 
geral da imagem, as condições de percepção visual do ruído na imagem, tratando-se, 
portanto, de uma medida puramente matemática considerando-se apenas valores 
pontuais da imagem. Esse fato induziu à busca de um dos motivos de realização desta 
pesquisa, que é a medida IEVB: uma medida que se emparelha um pouco melhor com a 
avaliação da qualidade subjetiva da imagem, cuja descrição matemática foi mostrada no 
Capitulo 5. A medida Q consiste numa medida objetiva que tem se mostrado bastante 












Nos experimentos com o padrão JPEG foram usadas quatro imagens retiradas da 
base de dados, Laboratório de Comunicações Visuais 
(LCV/DECOM/FEEC/UNICAMP) e de arquivos pessoais. 
Os resultados aqui apresentados foram obtidos no ambiente de programação 
MATLAB 6.1, através da toolbox de processamento de sinais e de imagens, além de 
outras funções desenvolvidas em MATLAB script para as simulações. As imagens 
foram codificadas em três taxas de compressão relativas a 0,8; 0,6 e 0,4 bpp, usando-se 
blocos de tamanho 8x8. 
Com o objetivo de se obter uma redução do efeito de bloco e conseqüente 
melhoria na qualidade visual das imagens, são apresentadas ampliações de algumas 
regiões das imagens, de modo que se possibilite observar os detalhes do efeito de bloco 
e das diferenças na qualidade subjetiva das mesmas. Na Fig. 6.1 são apresentadas todas 
as imagens originais (monocromáticas com 8 bpp  ou 256 níveis de cinza) utilizadas 
nesta simulação, bem como seus respectivos nomes e dimensões em pixels. 
A partir da Fig.6.2 são mostradas as ampliações das imagens sob taxas de 
compressão de 0,4; 0,6 e 0,8 bpp. Mostra-se, por exemplo, para a imagem Lena 
comprimida a 0,4 bpp, uma mesma região ampliada para cada um dos resultados 
obtidos nos métodos abordados, juntamente com o resultado do método proposto. 
Fazendo-se assim, são visualizados e comparados os níveis de qualidade visual obtidos 
para cada método. 
As informações referentes ao PSNR e à medida Q são colocadas numa tabela de 
forma a se comparar o desempenho entre os métodos abordados, segundo essas 
medidas. 
No final do tópico referente à uma imagem após todos os resultados para as 
taxas de compressão, é apresentado um gráfico de PSNR e Q, bem como uma análise 
completa a respeito dos desempenhos de cada método. 
Também são apresentados alguns comentários referentes a cada ampliação.  
Juntamente com cada resultado ampliado de imagem será informado o método de pós-
processamento usado, indicando o nome do seu respectivo autor, e indica-se “proposto” 
junto ao resultado obtido pela proposta de redução de efeito de bloco deste trabalho. 
Na segunda seção, são mostrados em tabela os resultados da medida IEVB 
proposta sobre as quatro imagens compactadas a 0,4; 0,6 e 0,8 bpp antes e após as 
aplicações do pós-processamento proposto. Por fim, é feita uma análise completa dessas 






























































(a) Imagem arvore-240x352 pixels. 
(c) Imagem Tiffany-512x512 pixels.
(d) Imagem sobrinhos-512x512 pixels.
(b) Imagem Lena-512x512 pixels.  Fig.6.1-Imagens originais utilizadas nas simulações dos métodos de pós-processamento abordados e no proposto.
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6.3. Resultados das Imagens Pós-processadas 
 
Nesta seção são mostrados os resultados concernentes às simulações dos 
métodos abordados, juntamente com os resultados do método proposto para a redução 
do efeito de bloco para se facilitar a comparação dos desempenhos entre as 
metodologias estudadas. Em cada tópico haverá uma breve análise sobre os resultados 
visuais obtidos. 
 
6.3.1. Imagem árvore 
 
Essa imagem tem características interessantes quanto ao estudo do efeito de 
blocos por apresentar áreas completamente planas como imagem de fundo da foto; áreas 
de pouco detalhes como o tronco da árvore e as casas e áreas de grande quantidade de 

















Escolheu-se essa ampliação por se tratar de uma região em sua maior parte, 
plana e com uma característica geométrica irregular como o contorno da árvore. Essa 
forma geométrica é de grande interesse, pois as perdas por quantização tendem a 
entrecortar as linhas inclinadas com relação às bordas da imagem, ressaltando suas 














Fig.6.2 Imagem arvore a 0,6 bpp.



































(c) Zhang. (d) Zeng. 
(e) Ramkishor. (f) H. Paek. 









6.3.2. Imagem Lena 
 
 
Essa imagem é, com certeza, uma das mais utilizadas em literatura cientifica 
atualmente, razão pela qual a sua utilização neste trabalho torna-se justificável. Os 
detalhes escolhidos para ampliação foram os olhos e o chapéu. 
A escolha dessas regiões para ampliação se deu por apresentar características 
diferenciadas quanto ao nível de detalhamento. Trata-se de regiões com moderada 
quantidade de detalhes, onde se pode observar a textura do chapéu e a região de face e 
dos olhos. Ela é composta também por áreas de transições suaves o que facilita a 

















(i) D .L. Donoho. (j) Proposto. 
Fig.6.3- Pós-processamentos da imagem arvore 
compactada a 0,6 bpp, para cada método. 
Fig.6.4 Imagem Lena a 0,4 bpp.
 105
A escolha dessa região para ampliação se deu por apresentar características 
planas, apresentando uma linha irregular correspondente ao chapéu, além de detalhes de 
















































(g) Cahill. (h) Tao Chen.
(a) J. C. Kuo. (b) H. C. Kim. (c) Zhang. 
(d) Zeng. (e) Ramkishor. (f) H. Paek. 




















Essa ampliação demonstra a face e área dos olhos, partes complexas da imagem, 
onde o efeito de blocos se torna bastante visível à percepção humana. A escolha se deve 
ao fato de nessa taxa de compressão a imagem apresentar pouco efeito de blocagem. 
Então se fez essa ampliação da região mais visivelmente percebida, que são os olhos e a 




























Fig.6.5- Pós-processamentos da imagem Lena 
compactada a 0,4 bpp, para cada método. 
Fig.6.6- Imagem Lena a 0,8 bpp.











































6.3.3. Imagem sobrinhos 
 
O motivo de se escolher essa imagem se deve ao fato dela apresentar muitas 
regiões complexas ou de maior detalhamento, como a grama, as estampas do vestido da 
criança e palmeiras de fundo. Ela facilita a avaliação do desempenho dos métodos 




Fig.6.7- Pós-processamentos da imagem Lena 
compactada a 0,8 bpp, para cada método. 
(e) Ramkishor. (f) H. Paek. (d) Zeng. 















































Fig.6.8- Imagem sobrinhos a 0,4 bpp.
(a) J. C. Kuo. (b) H. C. Kim. (c) Zhang:. 






















A região ampliada, a seguir, é escolhida com base no alto nível de atividade 
espacial no plano de fundo, que é constituída pelas palmeiras e pela grama. Nessas 
regiões, o efeito de bloco é menos visível e, deve-se atentar quanto ao excessivo 















Fig.6.10 Imagem sobrinhos a 0,6 bpp.
(g) Cahill. (h) Tao Chen. (i) D. L. Donoho.
(j) Proposto.
Fig.6.9- Pós-processamentos da imagem sobrinhos 


















(a) J. C. Kuo. (b) H. C. Kim. (c) Zhang. 
(d) Zeng. (e) Ramkishor. (f) Paek. 




















6.3.4. Imagem Tiffany 
 
A escolha dessa imagem se deve ao fato de ser rica em regiões de variação suave 
entre os pixels, com poucos detalhes. Portanto, nela é facilmente visível o efeito de 
blocagem, bem como a atuação dos métodos quanto à sua redução. A ampliação, a 
seguir, mostra alguns detalhes dos olhos e do cabelo que podem estar sujeitos ao 
borramento, por se tratar de regiões de borda. Mostra-se também a região da face, que é 





















Fig.6.11- Pós-processamentos da imagem sobrinhos
compactada a 0,6 bpp, para cada método. 








(a) J. C. Kuo. (b) H. C. Kim. 
(c) Zhang. (d) Zeng.




















































Fig.6.13- Pós-processamentos da imagem Tiffany 
compactada a 0,4 bpp, para cada método. 
(g) Cahill. (h) Tao Chen. 
(i) D. L. Donoho. (j) Proposto. 
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6.4. Resultados da Medida IEVB 
 
 
A medida proposta foi testada em grupos de imagens compactadas a três 
diferentes taxas de bits e, antes e após a aplicação do pós-processamento proposto. Os 
resultados são mostrados, a fim de se obter uma maior precisão quanto ä variação entre 
os valores medidos, conforme a Tabela 6.1. 
 
 
Imagens arvore Lena sobrinhos Tiffany 
bpp 0.4 0.6 0.8 0.4 0.6 0.8 0.4 0.6 0.8 0.4 0.6 0.8 
IEVB após 3.299 1.2881 1.0451 2.8927 2.0333 1.4817 3.4276 2.4873 1.8996 4.3777 2.3182 1.8914





Na Fig. 6.14 estão 
teste compactadas a 0,4; 0,6
medida proposta em funçã
Nesses gráficos, percebe-se
bloco, maior será a medid
pode-se notar que quanto












































Fig. 6.14- GráficosTabela 6.1- Medida IEVB antes e após o pós-
rocessamento proposto sobre as imagens de teste.plotados os gráficos referentes a cada uma das imagens de 
 e 0,8 bpp. Eles demostram claramente o comportamento da 
o da variação da taxa de bits de compactação das imagens. 
 que quanto maior a taxa de bits, e portanto maior o efeito de 
a IEVB. Da mesma forma, para uma mesma taxa de bits, 
 maior a quantidade de detalhes, maior será o IEVB, 



























 da medida IEVB antes e após o pós-processamento proposto sobre as 
imagens de teste a diferentes taxas de bits. 
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6.5. Análises e Comentários 
 
Diante dos resultados mostrados quanto ao método proposto pode-se notar que 
houve uma melhora perceptível na qualidade visual das imagens, particularmente nas 
regiões planas onde a melhora foi considerável, conservando-se o detalhamento da 
imagem. Apesar de que em algumas áreas de alto nível de detalhamento ocorra a 
suavização de pequenas bordas existentes na imagem original, prejudicando os detalhes 
gerais, a qualidade visual final melhorou do ponto de vista da quantidade de blocagem 
presente e da preservação de detalhes maiores. 
 
O método de J. C. Kuo 
 
 Apesar de considerar a filtragem adaptativa apenas dos pixels próximos às 
bordas naturais da imagens no seu pós-processamento, este método demonstrou 
resultados ineficientes quanto remoção do efeito de bloco em regiões e alto nível de 
detalhe na imagem, piorando a qualidade de percepção visual uma vez que a imagem 
recuperada é percebida como um conjunto de regiões claramente divididas segundo a 
presença e ausência do efeito de bloco. Percebe-se também a perda de informação em 
algumas partes planas da mão na imagem Tiffany, por exemplo, causada pela 
dependência do método na detecção de bordas, utilizando-se valores de limiarização que 
não se aplicam a qualquer imagem. 
  
O método de H. C. Kim 
 
 Este método considera o processamento de pixels nas fronteiras de bloco, 
utilizando a detecção de borda como ferramenta para evitar o borramento de detalhes na 
imagem a ser recuperada. Entretanto, nota-se uma perda generalizada da informação 
original de imagem, o qual é causado durante a tentativa de se reduzir o artefato de 
blocagem nas regiões planas. Isso provoca o aparecimento de uma distorção 
visivelmente desagradável. Por outro lado, nas regiões de detalhes da imagem, ocorre 
uma excessiva suavização e modificação de contornos pré-existentes, como pode ser 
notado na maioria das imagens recuperadas, tais como na Figs. 6.9(b), 6.11(b) e 6.13(b). 
 
O método de Zhang 
 
 Este método usa uma função de auto-similaridade, não se levando em 
consideração qualquer critério de suavização, além das informações obtidas de regiões 
vizinhas no critério de suavização das regiões. Usa-se para isso a minimização de uma 
função de erro, denominada de erro quadrático médio ponderado (EQMP).  
O resultado calculado pelo EQMP é ponderado por uma função de ajuste de pesos, cuja 
forma é controlada por parâmetros de suavização que dependem de valores limiares de 
ajuste. Portanto, o método demonstra uma dependência de valores fixos de limiares para 
o processo de suavização de pixels de borda. Os resultados obtidos a partir deste método 
demonstram uma boa eficiência quanto à remoção da blocagem presente nas regiões 
planas, reduzindo visivelmente à medida que o detalhamento da região aumenta, pelo 






O método de Cahill 
 
 Apesar de manter um bom nível de preservação de detalhes, este método faz 
uma intensa suavização das regiões planas, de forma a se perder a informação de 
luminância, como visto nas Figs. 6.9(g) e 6.11(g). 
Pela sua grande dependência por valores limiares que classificam as regiões da imagem 
em três níveis, o desempenho do método é limitado e atinge níveis excessivos de 
borramento em geral. 
 
O método de H. Paek 
 
  Este método introduziu uma técnica assumindo-se que as características de 
freqüência globais em dois blocos adjacentes se assemelham às locais em cada bloco. 
Empregou-se a DCT uni-dimensional de N e 2N pontos para se descrever essas 
características locais e globais, respectivamente e, então propõe-se a redução do efeito 
de bloco por se descartar as componentes de alta freqüência não desejadas dos 
coeficientes da DCT de 2N pontos antes da transformação inversa. Portanto, este 
método não considera o fato de que o efeito de bloco é originado a partir do erro de 
quantização e que, então, se estende a todo o domínio espacial. 
Os resultados mostram que o método é muito eficiente nas regiões suaves da 
imagem, entretanto em regiões de alta atividade espacial, percebe-se uma perda 
excessiva das informações presentes na imagem original, causando uma nova distorção 
proveniente do processo adotado na suavização de bordas. Isso pode ser visto na 
Fig.6.7(f), na região do olho, onde ocorre o aparecimento de bordas atravessando a 
região local, e isso causa a perda de detalhes na Fig.6.9(f). 
 
O método de Ramkishor 
 
Este método considera os pixels nas adjacências dos blocos, realizando uma 
interpolação linear, a qual permite a suavização do efeito de bloco presente nessas 
regiões. Entretanto, esse processo é dependente do critério de diferença entre valores 
dos pixels nas adjacências, e isso leva à conseqüência de se introduzir um borramento 
nas regiões de alta atividade, onde as diferenças entre os pixels de borda geralmente são 
altas, conforme pode ser mostrado na Figs. 6.3(e) e 6.5(e). 
 
 
O método de Tao Chen 
 
 
Este método mostra resultados de alta eficiência quanto à redução de artefatos de 
blocagem e à preservação de detalhes nas imagens. Leva-se em consideração as 
características de sensibilidade visual, classificando-se as regiões da imagem em 
complexas e planas, adotando-se um modelo de visão para isso. 
Entretanto, os erros provenientes da classificação das regiões da imagem, aliado 
ao processamento pouco refinado das regiões, provocam um borramento que, apesar de 
não ser tão visível quanto nos métodos anteriores, diminui a eficiência do método. Os 
resultados, em geral, se aproximam de um valor ótimo de pós-processamento por atuar 
diferentemente em regiões particulares da imagem, como mostram as Figs.6.3(h), 




O método de D. L. Donoho 
 
Este método reduz eficientemente o efeito de bloco, presente nas regiões planas 
e complexas das imagens, por aplicar um processamento dependente da classificação 
das regiões de acordo com a variância dos blocos processados. Aplica-se um 
processamento através de blocos de tamanho variável, chamados de regiões de 
deblocagem. Nessas regiões, se leva em consideração os pixels simetricamente 
localizados internamente aos blocos, ponderando-se com coeficientes que dependem por 
sua vez dos valores de grade, calculados segundo a variância de cada bloco. Diante 
dessa filosofia, obtém-se resultados satisfatórios na redução do efeito de bloco e na 
preservação de detalhes, se aproximando-se dos resultados obtidos pelo método de Tao 
Chen e pelo proposto; exceto pela redução do efeito de bloco nas regiões de alto 
detalhe, onde o método demonstra menor eficiência do que os citados. Isso é mostrado 
principalmente nas Figs. 6.7(i) e 6.13(i). 
 
O método de Zeng 
 
Embora este método utilize o processo de classificação de regiões de alto e baixo 
detalhe nas imagens, os resultados mostram que a qualidade visual resultante se afasta 
da do método de Tao Chen, D. L. Donoho e o proposto. Este método realiza a 
classificação de regiões de acordo com a quantidade de pixels de borda presente em 
cada bloco, classificando-o segundo um limiar como um bloco de baixo ou alto detalhe. 
A forte dependência de um valor de limiar, bem como o processo de detecção de bordas 
faz com que ocorram erros na classificação de regiões, o que resulta como conseqüência 
num borramento excessivo das regiões de alto detalhe, como pode ser visto nas 
Fig.6.5(d), onde ocorre um erro de classificação na borda do chapéu e na Fig.6.9(d), 
onde se percebe o excessivo borramento da imagem. Apesar do processamento ser 
baseado na classificação do nível de detalhes nas regiões da imagem, ocorre uma perda 
considerável de detalhamento em tais regiões, devido à ineficiência da redução do efeito 
de bloco nesse caso particular, conforme mostra a Fig.6.11(d). 
 
Observando-se os dados das Tabelas 6.2 e 6.3, bem como visualizando-se os 
gráficos das Figs. 6.15 e 6.16, pode-se notar que os métodos que levam em consideração 
a classificação do detalhamento das regiões da imagem, tais como o de Tao Chen, D. L. 
Donoho e o proposto, todos eles se mantém, na maioria dos casos, como um dos 
maiores valores de PSNR e Q. Isso se explica pelo fato de haver um borramento 
visivelmente menor nas regiões de alto detalhamento, uma vez que em tais regiões 
ocorrem diferentes tipos de processamento com relação às regiões planas, em cada um 
dos métodos citados. Levando-se em consideração os resultados obtidos, quanto à 
redução do efeito de bloco e ao nível de borramento introduzido, os métodos citados 
mantiveram um ótimo desempenho e, particularmente, o método proposto demonstrou 
reduzir eficientemente o artefato de blocagem, fato que foi corroborado pelas medidas 
obtidas.  
Analisando-se o desempenho da medida proposta IEVB, diante dos resultados 
apresentados na Tabela 6.1, houve não somente uma comprovação quanto à eficiência 
do método de pós-processamento proposto, como também, a efetividade da medida no 
que se refere às distorções de blocagem das imagens processadas. 
O índice de efeito visual de blocagem proposto neste trabalho mostrou 
resultados que equivalem aproximadamente à avaliação subjetiva das imagens 
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compactadas e pós-processadas. Segundo os dados da Tabela 6.1 e a visualização da 
Fig.6.14, pôde-se notar que a sensibilidade da respectiva medida está coordenada com o 
nível de blocagem em cada imagem, diminuindo à medida que a intensidade do efeito 
de bloco perceptível diminui. 
Todos os resultados obtidos neste trabalho são mostrados nas Tabelas (6.2) e 
(6.3). É notória a conclusão que o melhoramento da qualidade na continuidade de 
imagem sugerido pelo PSNR não reflete verdadeiramente a qualidade visual da imagem 
recuperada, como é mostrado na Fig. 6.15. A qualidade subjetiva da imagem pode ser 
significativamente melhorada ao se diminuir os artefatos. Entretanto, deve-se ter 
cuidado para não destruir as bordas, para as quais o olho humano é muito sensível. 
Portanto, o objetivo foi o de se reduzir maximamente os artefatos de blocagem sem 
sacrificar a integridade da imagem. Por essa razão, o SVH mereceu ser analisado e 
levado em consideração. Constatou-se, portanto um aspecto importante na deblocagem 
que consiste no fato de se explorar a sensibilidade do olho humano sobre as regiões de 
uma imagem, pois as maiores conseqüências dos métodos estudados estão no excessivo 
borramento da imagem e perdas da informação de detalhes, e elas são introduzidas pela 
baixa capacidade de discriminação de detalhes na imagem. 
 
Medida Q 
Imagens arvore Lena sobrinhos Tiffany 
Métodos/bpp 0.4 0.6 0.8 0.4 0.6 0.8 0.4 0.6 0.8 0.4 0.6 0.8 
Cahill 0.4798 0.5953 0.672 0.6765 0.7234 0.8092 0.616 0.7263 0.7562 0.5819 0.6282 0.6623
Donoho 0.5136 0.6189 0.6907 0.6837 0.7471 0.8427 0.6937 0.7679 0.7977 0.6034 0.66 0.707
Kuo 0.5043 0.6182 0.6983 0.7023 0.8053 0.8767 0.694 0.7767 0.8151 0.6182 0.6905 0.7497
Kim 0.5012 0.6186 0.6951 0.6127 0.6412 0.6889 0.6499 0.713 0.7385 0.5501 0.5847 0.606
Paek 0.4574 0.5628 0.6502 0.6581 0.7241 0.8162 0.611 0.6941 0.7384 0.5696 0.6312 0.6844
Ramkishor 0.5087 0.6112 0.6858 0.6993 0.7715 0.8466 0.6921 0.7641 0.7975 0.6055 0.6665 0.717
Zhang 0.5267 0.6348 0.7151 0.7093 0.7957 0.8703 0.7055 0.7812 0.8155 0.6198 0.6856 0.7395
Zeng 0.5067 0.6061 0.6747 0.7003 0.778 0.8549 0.6854 0.7581 0.7907 0.6073 0.6645 0.7063
Tao Chen 0.5414 0.6525 0.7334 0.7179 0.7866 0.9019 0.7104 0.7836 0.8041 0.6237 0.6705 0.727






Imagens arvore Lena sobrinhos Tiffany 
Métodos/bpp 0.4 0.6 0.8 0.4 0.6 0.8 0.4 0.6 0.8 0.4 0.6 0.8 
Cahill 18.3151 19.5204 20.336 31.3457 32.0064 32.738 26.8912 27.9812 28.6089 29.2875 30.0365 30.5654
Donoho 18.6814 19.8391 20.6716 32.6847 33.6858 34.539 27.5575 29.038 29.8667 29.9128 30.8255 31.5551
Kuo 18.6976 20.0193 20.8708 33.7281 35.1572 36.0038 27.8824 29.7207 30.8263 30.1141 31.1165 31.9614
Kim 18.8587 20.3304 21.3613 31.5019 32.0462 32.9917 27.127 28.5332 29.2515 29.2468 29.535 30.1413
Paek 17.8246 18.7799 19.6136 30.8546 31.7012 33.3061 25.5656 26.7564 27.5306 28.8631 29.8446 30.6852
Ramkishor 18.5937 19.6707 20.472 32.8706 33.9488 34.369 27.4592 28.8835 29.7525 29.7523 30.7039 31.4415
Zhang 19.0341 20.424 21.5137 33.85 35.2421 35.707 28.0434 29.7751 30.8752 30.2889 31.3816 32.2626
Zeng 18.046 19.3581 20.2866 32.7255 34.1629 34.624 26.978 28.6115 29.6534 29.5261 30.5675 31.3218
Tao Chen 18.962 20.6311 21.8793 34.3325 35.3946 38.7766 28.3183 30.2904 30.9232 30.3867 31.1977 32.7372
Proposto 18.7774 20.0882 21.0024 34.3522 36.314 37.0859 28.1947 30.2527 31.6216 30.026 31.0007 32.9948
Tabela 6.2- Medida Q para todos os métodos abordados e proposto. 




















































































PSNR(dB) - arvore PSNR(dB) - lena 
PSNR(dB) - sobrinhos PSNR(dB)- tiffany 




































Índice Q - arvore Índice Q - lena 
Índice Q - sobrinhos Índice Q - tiffany
Fig. 6.15- Gráficos do PSNR  para cada um dos métodos de  pós-processamento . 















7.1. Comentários e Conclusões 
 
 
 Na maioria das aplicações em PDI, a qualidade das imagens é enfocada sobre o 
quão bem elas são percebidas por um observador humano e não quão próximas elas 
estarão das imagens originais. 
 Os métodos de pós-processamento podem ser projetados para emparelhar-se 
com essa percepção do sistema visual humano (SVH), considerando-se as regiões mais 
propensas à blocagem e o efeito de mascaramento visual. 
 A distinção e classificação de regiões planas e detalhadas de uma imagem 
requerem, portanto, uma atenção especial para o melhoramento da qualidade percebida, 
e podem ser muito úteis como um passo inicial. 
 A qualidade subjetiva da imagem pode ser significativamente melhorada ao se 
diminuir os artefatos de blocagem. Entretanto, deve-se ter o cuidado para não destruir as 
bordas, para as quais o olho humano é muito sensível. Portanto, o objetivo será reduzir 
maximamente os artefatos de blocagem sem sacrificar a integridade da imagem. Por 
essa razão, o HSV merece ser completamente analisado [8,65]. A importância dos 
métodos de deblocagem em melhorar a qualidade visual da imagem decodificada 
motiva outras pesquisas a serem consideradas. 
Este capítulo sumariza os desenvolvimentos que foram expostos através deste 
texto e conclui esta dissertação. Algumas direções prospectivas de pesquisa são 
mencionadas. Elas podem constituir um melhoramento ou uma evolução dos 
desenvolvimentos propostos nesta tese. 
Nossa sociedade está entrando na idade da imagem digital. Essa nova tecnologia 
é a chave para um grande número de novas aplicações que mudarão radicalmente os 
meios de comunicação. O uso das técnicas de compressão digital possibilitou a melhoria 
e economia no empacotamento de dados e sua transmissão com menor largura de banda. 
Atualmente, a maioria dos codificadores padrão de imagem e vídeo utiliza o 
esquema de compressão espacial por codificação por transformada baseada em blocos, 
concernentes às etapas de aplicação de uma transformada ortonormal e inversível, 
juntamente com quantização e codificação. 
A transformação ortonormal e inversível objetiva descorrelacionar os dados da 
imagem, tendendo, portanto, a agrupar os seus coeficientes em baixas freqüências 
espaciais. As propriedades de descorrelação e de compactação de energia em poucos 
coeficientes permitem recuperar a imagem por meio de poucos coeficientes. 
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Com a concentração da informação do sinal no domínio transformado, a 
compressão é alcançada no processo de quantização, cujo erro está relacionado 
diretamente com a qualidade da imagem reconstruída. 
Na prática, a codificação por transformada é realizada por um processamento em 
blocos, por reduzir a necessidade de armazenamento e carga computacional durante 
todo o processamento. A altas taxas de compressão, esse processamento pode dar 
origem a descontinuidades entre bordas de blocos geradas devido aos erros de 
quantização. Elas são conhecidas por Efeito de Blocos, e constituem o maior artefato de 
compressão, em técnicas tais como o JPEG e MPEG-2, causando considerável 
desconforto visual na percepção das imagens. 
Nesse contexto, este trabalho apresentou um estudo sobre nove métodos de pós-
processamento, que enfocaram diferentes tópicos no processo de redução do efeito de 
blocagem. Propôs-se nova aproximação para a redução do efeito de blocagem em 
imagens codificadas por transformada baseada em blocos, com o objetivo de se reduzir 
o efeito de blocagem de acordo com o nível de percepção do HSV sobre as regiões das 
imagens.  
Com o objetivo de realizar medições que estivessem associadas diretamente ao 
nível de qualidade subjetiva das imagens recuperadas, desenvolveu-se uma nova medida 
de qualidade visual de imagens chamada Índice de Efeito Visual de Blocagem, baseada 
na medida de descontinuidade vista em [37] e no nível de visibilidade do artefato, cuja 
expressão é dada em [73]. 
No método proposto, é feita uma classificação das regiões da imagem, de acordo 
com o Modelo Visual de N. B. Nill, e obtendo-se as regiões ditas complexas e planas. A 
partir daí, o processamento é dividido em duas partes: o processamento de regiões 
planas e de regiões complexas.  
No primeiro, realiza-se uma filtragem passa-baixas. Por se tratar de uma região, 
onde o efeito de blocagem é mais visível para os olhos humanos, faz-se uma suavização. 
No segundo processamento, faz-se uma filtragem racional [69], que tem a 
característica de preservar os detalhes da imagem. Tal objetivo é necessário no 
processamento de regiões complexas. 
Dessa forma são sumarizadas aqui as contribuições deste trabalho: 
(a) Análise de vários métodos de pós-processamento: Nove métodos de pós-
processamento são descritos em detalhes e analisados. Cada método aborda um aspecto 
especifico para a redução do efeito de bloco; (b) Medida de qualidade subjetiva de 
imagens quanto ao efeito de blocagem: As características de sensibilidade do SVH são 
usadas para se construir uma métrica de qualidade que especificamente atribua o nível 
de qualidade de imagem quanto à distorção causada pelo efeito de blocos; (c) Proposta 
de um controle adaptativo para o método de pós-processamento: utilizando-se as 
informações de sensibilidade do SVH, propõe-se a implementação de um controle 
adaptativo, que atua no processo de redução do efeito de blocos e (d) Uso de um 
Modelo de Visão para se detectar regiões com efeitos de blocos mais visíveis. 
O método proposto para redução do efeito de blocagem mostrou resultados, 
onde é notada uma significativa melhoria da qualidade subjetiva das imagens sem 
causar excessivo borramento nos seus detalhes. Essa metodologia pode ser aplicada à 
qualquer imagem decodificada por códigos baseados em transformada por blocos, onde 
o artefato de blocagem é notável. 
Este trabalho pode ser resumido em três enfoques: estudo dos tópicos 
estritamente relacionados ao método proposto, estudos dos métodos de pós-
processamento abordados e apresentação da proposta de redução do efeito de blocagem 
e da medida IEVB. 
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No Capítulo 2, foram apresentados os conceitos relacionados ao processamento 
digital de imagens, tais como a representação e técnicas básicas de filtragem. 
Para caracterizar o ambiente de trabalho, foram apresentadas no Capítulo 3, as 
transformadas lineares discretas, dando enfoque às características mais relevantes para a 
compressão de imagens, a DCT (Discrete Cosine Transform), a qual constitui a base de 
todos os padrões de compressão utilizados atualmente. As bases dos estágios de 
quantização e codificação por compressão por código de comprimento variável (VLC), 
bem como o processo de surgimento do efeito de blocagem e suas características foram 
apresentados. 
Esse fato induziu à busca de uma medida que se associasse mais proximamente 
ao nível de percepção visual ou impressão subjetiva do olho humano: o IEVB. 
Objetivando-se constatar o desempenho dos métodos abordados e do proposto, 
facilitando a visualização detalhada do efeito de bloco, foram apresentadas as imagens 
ampliadas, juntamente com as informações PSNR e medida Q. Mostrou-se os dados de 
resultados obtidos nas tabelas 6.1, 6.2 e 6.3. 
Analisando-se os resultados obtidos a partir do método proposto, pôde-se 
observar que, para todas as imagens utilizadas, houve uma considerável melhora na 
qualidade visual especialmente em regiões mais planas, conforme as Figuras 6.3(j), 
6.5(j), 6.7(j), 6.9(j), 6.11(j) e 6.11(j) e 6.13(j). Destacam-se também os desempenhos 
dos métodos Tao Chen e D. L. Donoho e proposto por apresentarem eficiente redução 
do EB sem excessivo borramento das regiões detalhadas da imagem. 
Com base na análise do procedimento adotado, pôde-se atribuir essa melhora em 
grande parte ao critério de classificação de regiões, baseando-se num Modelo de Visão 
promovendo, portanto, uma referência muito boa para a localização e remoção de efeito 
de blocos. 
O Capítulo 4 resumiu as considerações sobre a implementação de cada método 
de pós-processamento abordado, no processo de redução do efeito de blocagem. 
Foram apresentados no Capítulo 5, os procedimentos propostos para a redução 
do efeito de bloco, bem como a proposta de uma medida de índice de Efeito Visual de 
Blocagem (IEVB). Dentro desta proposta foram detalhados os critérios para 
classificação de regiões na imagem baseando-se no modelo de visão, bem como os 
processamentos realizados em cada uma das regiões, classificadas como complexas e 
planas. 
A medida IEVB foi detalhadamente descrita no final do referido capítulo, 
baseando-se na formulação de [37,73]. No Capítulo 6, foram apresentados os resultados 
obtidos pela aplicação dos métodos abordados e do proposto para a redução do efeito de 
bloco no padrão de compressão de imagens JPEG. 
Para os resultados apresentados, usou-se o ambiente de programação MATLAB 
6.1, para a toolbox de PDI e de Processamento Digital de Sinais, além de funções que 
foram desenvolvidas em MATLAB Script para as simulações dos métodos abordados e 
o proposto, que estão contidos no Anexo A. 
As imagens teste utilizadas no padrão JPEG foram codificadas em três diferentes 
taxas de compressão: 0,4; 0,6 e 0,8 bpp. Procurou-se selecionar as imagens usadas neste 
trabalho de acordo com as suas características, tais como detalhamento e 
homogeneidade, de forma que se pudesse avaliar o comportamento dos métodos 
abordados e do proposto na redução do efeito de blocagem. Assim, foram relacionadas 
quatro imagens: arvore (240x352 pixels), Lena (512x512 pixels), sobrinhos (512x512 
pixels) e Tiffany (512x512 pixels). 
A análise dos resultados obtidos foi baseada tanto na qualidade subjetiva quanto 
nas medidas de qualidade objetiva PSNR (Peak Signal-to-Noise Ratio) e Q(Índice de 
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Qualidade), escolhidos respectivamente devido ao extenso uso em literatura científica e 
ao eficiente desempenho quanto à impressão visual das imagens. Notificando-se que o 
PSNR alto não condiz necessariamente com uma boa qualidade de imagens, por não 
considerar a sua totalidade e seus valores puntuais de pixels isoladamente. 
Os dois maiores objetivos deste trabalho foram alcançados. O primeiro objetivo 
foi propor um método de pós-processamento que reduzisse efetivamente o EB conforme 
o seu nível de visibilidade e ver se qualquer benefício poderia ser obtido ao se comparar 
com os outros métodos abordados. As aplicações vistas mostram que a aproximação é 
válida e que o campo de compressão de imagens pode se beneficiar da ciência da visão. 
O segundo objetivo foi propor uma medida de avaliação da qualidade visual das 
imagens quanto ao efeito de blocos, a qual demonstrou-se eficiente quanto aos 
resultados numéricos obtidos em comparação com a qualidade visual das imagens. 
 
 
7.1. Possíveis Extensões 
 
 Como um primeiro trabalho nesta área, as ferramentas desenvolvidas nesta tese 
sugerem uma lista de possíveis extensões e melhoramentos, visualizados durante a 
realização desta pesquisa. 
 
•  A implementação do método proposto para vídeo no padrão MPEG; 
 
•  A implementação do método proposto para imagens coloridas e em 
outros ambientes de padrões de compressão; 
 
•  O desenvolvimento de um estudo quanto à melhoria da qualidade visual 
da imagem recuperada referente aos processamentos realizados em cada região 
classificada da imagem; 
 
•  Otimização dos métodos abordados de forma a se obter melhores 
resultados na qualidade visual das imagens; 
 
•  Estudo mais profundo da possibilidade de um modelo de sensibilidade 
visual humana, levando-se em conta a distância de observação, tamanho da 
imagem e outros parâmetros que possam influenciar nas respostas à percepção 
dos artefatos;  
 
•  Realização de testes mais detalhados para aperfeiçoamento da medida 
IEVB. 
 
Assim, foram listados as principais contribuições e os resultados do presente 
trabalho em conjunto com algumas sugestões, as quais espera-se que possam auxiliar no 
desenvolvimento de outras pesquisas relacionadas com o processamento e a compressão 
digital de imagens e vídeo. 
Ao fim desta tese, fica claro que o estudo sobre modelos de percepção humana 
das diferentes regiões de uma imagem tem-se tornado um aspecto muito importante na 
metodologia de pós-processamento, por alcançar resultados eficientes concernentes à 
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A.1. Ferramentas Utilizadas 
 
Os métodos abordados e o proposto para a remoção do efeito de blocagem foram 
implementados computacionalmente com o uso do programa MATLAB. Alguns 
cálculos específicos adicionais foram acrescentados às rotinas dos métodos, utilizando o 
toolbox de processamento de imagens do mesmo. 
O MATLAB (de “MATrix LABoratory”) é um programa destinado ao 
processamento numérico sobre matrizes e vetores, com recursos de programação semi-
estruturada e visualização gráfica. De um modo geral, para a realização das simulações 
foram implementadas várias rotinas de funções em MATLAB script, usando funções 
auxiliares desenvolvidas para cálculos específicos durante as simulações. 
As imagens originais foram utilizadas e formato bitmap (bmp) com uma precisão 
de 8 bpp. A partir delas, foram geradas através da função imwrite do MATLAB, as 
imagens compactadas. Para isso, variou-se o parâmetro de entrada ‘quality’ de forma a 
se obter um fator de compressão mais próximo do desejado, “bits” por “pixel”. 
Portanto, são apresentadas, a seguir, as funções principais dos métodos 
abordados de pós-processamento e do proposto, na forma em que foram implementadas 
para a obtenção dos resultados. A primeira seção apresenta os programas básicos 
juntamente com os programas desenvolvidos para cada método de pós-processamento 
abordado. Em seguida, são mostrados os programas referentes ao método proposto e à 




A.2. Programa para compressão das Imagens 
 
 
Programa em MATLAB para geração de imagens comprimidas pelo JPEG básico nas 
taxas de 0,4; 0,6 e 0,8 bpp para as imagens “sobrinhos”, “tiffany”, “lena” e “arvore”. 
As imagens originais são bmp e as comprimidas são armazenadas no mesmo diretório 
com o nome original após os prefixos b,c e d, respectivamente equivalentes a 0,4; 0,6 e 









%%%%%%Função para simular a mudança na taxa de bits por pixels%%%%%% 








    rot=char(rotulo(i)); 
    taxa=bpps(i); 












%Busca a compressao mais proxima da requerida 
if taxa==0.20 
    pto=40; 
    while (modulo>=0.015) 
        pto=pto-1; 
        if pto>=0 
            imwrite(f,nomearq,'quality',pto); 
            info=imfinfo(nomearq); 
            bppf=info.FileSize*8/prod(size(f)); 
            modulo=bppf-taxa; 
        else 
          modulo=0.01;   
        end 
    end 
else 
    while (modulo>=0.015) 
        pto=pto-2; 
        if pto>=0 
            imwrite(f,nomearq,'quality',pto); 
            info=imfinfo(nomearq); 
            bppf=info.FileSize*8/prod(size(f)); 
            modulo=bppf-taxa; 
        else 
            modulo=0.02; 
        end 






A.3. Programas dos Métodos Abordados 
 
Em todos os métodos, a imagem de entrada são carregadas nos respectivos algoritmos, 
referenciando pelo termo “nome”, que é o nome da imagem a ser recuperada. 
 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 





%Classificaçao dos blocos segundo a visibilidade dos artefatos de blocagem  
[f,fvis]=visjkuo(nome); 
%Detecçao de bordas, binarizaçao da imagem resultante e afinamento de bordas 
Fbn=bordajkuo(f,fvis); 
%Filtragem adaptativa da vizinhança de bordas e filtragem passa-baixas das bordas 
dos blocos 
Fr=filtjkuo(Fbn,f); 






















%%%%%Função auxiliar para a classificação de blocos Jkuo%%%%%%%% 
 
function [V]=visj(b,caso) 

















%Programa de detecção das bordas via Gradiente de Robinson e Binarizacao da 
imagem resultante de acordo com valores de limiar que correspondem a média dos 






fm=repmat(fma,[1 1 8]);imax=size(fm,1);jmax=size(fm,2);oper=zeros(imax,jmax,8); 
 
%%%%%%%Detecção das bordas pelo método de Robinson%%%%% 
ko=[-1 0 1;-2 0 2; -1 0 1];k1=[0 1 2;-1 0 1;-2 -1 0];k3=flipud(-k1);k2=-ko'; 
k4=-ko;k5=-k1;k6=-k2;k7=-k3;k=cat(3,ko,k1,k2,k3,k4,k5,k6,k7); 
for X=2:imax-1 
    for Y=2:jmax-1 
        oper(X,Y,:)=sum(sum(fm(X-1:X+1,Y-1:Y+1,:).*k)); 




%%%%%%%%%%%%Binarizacao da imagem resultante%%%% 
binar=inline('(x>mean2(x))');%Threshold igual a media para cada bloco de borda 
detectada. 
fs=blkproc(fs,[tamMb,tamMb],binar); 
fs=fs.*fvis;%Seleciona somente as regiões visíveis. 
 
%%%%%%%%%%%Afinamento de bordas detectadas%% 
afinar=@afinajkuo;%Chama o algoritmo de afinamento de borda. 
F=blkproc(fs,[tamMb,tamMb],afinar); 
 
%%%%Remoção das falsas bordas%%% 
remove=@ctree;%Chama o algoritmo de remoçao de falsa borda. 
Fo=blkproc(F,[2*tamMb,2*tamMb],remove);W=Fo;Fx=Fo; 
while any(W(:))~=0 
    Fx=blkproc(Fo,[2*tamMb,2*tamMb],remove); 
    W=abs(Fo-Fx); 













    Bm=[zeros(2,12);zeros(8,2) b zeros(8,2);zeros(2,12)];A=Bm; 
    while any(A(:))~=0 
        A=Bm; 
        for x=3:10 
            for y=3:10 
                if Bm(x,y)~=0 
                    b1=Bm(x-1:x+1,y-1:y+1);b2=Bm(x-2:x,y-1:y+1);b4=Bm(x-1:x+1,y-2:y); 
                    v=[b1(4) b1(1:3) b1(6) b1(9:-1:7) b1(4)]; 
                    v2=[b2(4) b2(1:3) b2(6) b2(9:-1:7) b2(4)]; 
                    v4=[b4(4) b4(1:3) b4(6) b4(9:-1:7) b4(4)]; 
                    a=v(1:8);a2=v2(1:8);a4=v4(1:8); 
                    c=v(2:9);c2=v2(2:9);c4=v4(2:9); 
                    ZOp1=a-c;ZOp2=a2-c2;ZOp4=a4-c4; 
                    
ZOp1=length(ZOp1(ZOp1==1));ZOp2=length(ZOp2(ZOp2==1));ZOp4=length(ZOp4(
ZOp4==1)); 
                    
NZp1=length(find(v));teste3=b1(2)*b1(4)*b1(8);teste4=b1(2)*b1(4)*b1(6);    
                    if 
(((NZp1>=2)&(NZp1<=6))&(ZOp1==1)&((teste3==0)|(ZOp2~=1))&((teste4==0)|(Z
Op4~=1))) 
                        Bm(x,y)=0; 
                    end 
                else 
                end 
            end         
        end 
        A=abs(A-Bm); 
    end 
    B=Bm(3:10,3:10); 
else 
    B=zeros(tamMb); 
end    
return 
 
%Método resumido de eliminação de falsas bordas 
function Ao=ctree(b) 
%b e´ um bloco 16 X 16 
[H,W]=size(b); 
Lt1=4;k=1; 
B=[zeros(5,W+10);zeros(H,5) b zeros(H,5);zeros(5,W+10)]; 
[Hb,Wb]=size(B);Ao=B; 
    for i=6:Wb-5 
        for j=6:Wb-5 
            if B(i,j)~=0 
                M=B(i-5:i+5,j-5:j+5);M(6,6)=0;M2=B(i-1:i+1,j-1:j+1);M2(5)=0; 
                v=M(:);v2=M2(:); 
                m2=find(v2);m=find(v);N=length(m);N2=length(m2); 





                    Ao(i,j)=0; 
                end 
            end 
        end 
    end 




%Filtragem Adaptativa baseando-se nas informações de regiões visíveis 
 
function Fr=filtjkuo(Fbn,f); 







h1=repmat([0.75 0.25],7,1);h2=repmat([0.75 0.25]',1,7);h3=[0.5 .25; .25 0];h3=[0.5 
.25; .25 0]; 
for i=2:(H/tamMb)-1 
    for j=2:(W/tamMb)-1 
        A=celbloc(Fbn,tamMb,i,j); 
        b=celbloc(fm,tamMb,i,j); 
        S=celbloc(fm,tamMb,i+1,j); 
        L=celbloc(fm,tamMb,i,j+1); 
        if any(A(:))~=0%seleção dos blocos Visíveis(Não mostrados no visjkuo) 
            q1=[b(8,1:7);S(1,1:7)].*h2;b(8,1:7)=sum(q1,1); 
            q2=h1.*[b(1:7,8),L(1:7,1)];b(1:7,8)=sum(q2,2); 
            b(8,8)=sum(sum([b(8,8) L(8,1);S(1,8) 0].*h3)); 
        end 
        fm(tamMb*(i-1)+1:tamMb*i,tamMb*(j-1)+1:tamMb*j)=b; 
    end 
end 
fo=fm; 
%%%%%%%Filtragem adaptativa das vizinhanças de bordas da 
imagem%%%%%%% 
for X=9:H-8 
    for Y=9:W-8 
        %Seleciona pixels da vizinhança de bordas da imagem 
        A=Fbn(X-1:X+1,Y-1:Y+1);%molde de bordas 
        A2=Fbn(X-4:X+4,Y-4:Y+4); 
        regiao=[A2(1:9,1)' A2(1,2:9) A2(2:8,9)' A2(9,2:9)]; 
        if any(regiao) 
            %Adaptação dos coeficientes da mascara de acordo com a região. 
            %Para as bordas e locais abaixo dela, os coeficientes são anulados. 
            a=(A(1,1)==0)&(A(1,2)==0|A(2,1)==0); 
            b=A(1,2)==0;c=(A(1,3)==0)&(A(1,2)==0|A(2,3)==0); 





            g=(A(3,1)==0)&(A(2,1)==0|A(3,2)==0);h=A(3,2)==0; 
            mask=[a b c;d 3 f;g h i]; 
            M=(1/sum(mask(:))).*mask; 
            %Faz a filtragem adaptativa nos blocos visíveis e nas VIZINHANÇAS das 
bordas 
            if (A(2,2)==0) 
                fo(X,Y)=sum(sum(fm(X-1:X+1,Y-1:Y+1).*M)); 
            end 
        end 





OBS: A função básica celbloc usada nas rotinas faz a seleção de um bloco da imagem 
com coordenada (X,Y), segundo a notação explicitada na dissertação.o algoritmo 




















%Criaçao do mapa de bordas GLOBAL 
%Gradientes de Sobel 
Sx=[-1 -2 -1;0  0  0;1  2  1];Sy=Sx'; 
Gx=imfilter(f,Sx);Gy=imfilter(f,Sy); 
M=abs(Gx)+abs(Gy);%Detecçao das bordas de Sobel 
k=find(M);Theta=zeros(size(M)); 
Theta(k)=(180/pi)*atan2(Gy(k),Gx(k)); 
Thb=thetaborda(Theta);%quantiza os valores de theta 
%O bloco b e 8X8 e, portanto Q=8-->R=2*8=16-->Tg=6*16=96~100 
Tg=100;MG=(M>=Tg);%mapa global de bordas. 
ML=blkproc(M,[8 8],@mplocal);%mapa local de bordas. 
fm=[zeros(2,size(f,2)+4);zeros(size(f,1),2) f zeros(size(f,1),2);zeros(2,size(f,2)+4)]; 
ML=[zeros(2,size(f,2)+4);zeros(size(f,1),2) ML zeros(size(f,1),2);zeros(2,size(f,2)+4)]; 







    for y=3:size(fm,2)-2 
        Fo(x-2:x+2,y-2:y+2)=kimfil(fm(x-2:x+2,y-2:y+2),MG(x-2:x+2,y-2:y+2),ML(x-
2:x+2,y-2:y+2)); 
    end 
end 
Fo=Fo(3:end-2,3:end-2); 
%Processamento da filtragem paralela as bordas. 
[H,W]=size(Fo);Fout1=Fo; 
for x=2:H-1 
    for y=2:W-1 
        T=Thb(x,y);b=Fo(x-1:x+1,y-1:y+1); 
        Fout1(x,y)=filtparal(b,T); 
    end 
end 




















    +90*((Thb>67.5)&(Thb<=112.5))+135*((Thb>112.5)&(Thb<=135))+... 
    +180*(Thb>135); 
return 
 
%filtragem paralela à borda. 
function Bo=filtparal(b,Theta) 




    B=b(2,:); 
case 45 






    B=b(:,2)'; 
case 135 
    B=[b(1:4:9)]; 
case 180 





%Função para filtragem adaptativa do método de H.C.Kim 
 
function Bo=kimfil(b,MG,ML) 




%varre a janela 5X5 em Mapa Local e Global 
if ((ML(13)==0)&(MG(13)==0))%o pixel central não esta em MG ou ML? 
    ML(13)=0;MG(13)=0; 
    if (any(ML(:))|any(MG(:))) 
        if (any(any(K.*MG(2:4,2:4)))|any(any(K.*ML(2:4,2:4)))) 
            Bo=filtpark(b,h2,MGa,MLa,'adapt');%Filtragem com h2 adaptado 
        else 
            Bo=filtpark(b,h2,MGa,MLa,'simp'); 
        end 
    else 
        Bo=filtpark(b,h1,MGa,MLa,'pcen');%Filtra com h1(o pixel central) 
    end 
else 




%faz a adaptação dos coeficientes da mascara de filtragem, 




%Bloco de pesos... 
switch caso 
case 'simp' 
    H=h; 
case 'adapt' 
    Mb=(MG|ML);H=adaptacao(h,Mb); 
case 'pcen' 
    H=h; 
end 







%função auxiliar á função filtpark 
function Ha=adaptacao(h,M) 
adap=1-M; 
Ha=h.*adap;%zera os coeficientes dos pixels que tocam as bordas. 











%Função para detecção e calculo dos pixels de extremo 
% das bordas dos blocos 8 X 8 
function Bo=outborda(b) 







    A=round((B+D+C+3*A)/6);A1=round((2*A1+A)/3); 






    A=round((B+D+C+3*A)/6);A1=round((2*A1+A)/3); 






    A=round((B+D+C+3*A)/6);A1=round((2*A1+A)/3); 






    A=round((B+D+C+3*A)/6);A1=round((2*A1+A)/3); 


















    for Y=1:jmax-1 
        %Seleção dos blocos Corrente e Vizinho 
        MBC=celbloc(F,tamMb,X,Y); 
        MBR=celbloc(F,tamMb,X,Y+1); 
        %Calculo das energias de blocagem nos blocos Left,Rigth,Top e Bottom. 
        MBCRo=[MBC,MBR]; 
        MBCR=paek2(MBCRo);%Calculo da remoção do Efeito de Bloco pelo método 
H.Paek, na HORIZONTAL. 
        %Ajustando a imagem sobre uma mascara M... 
        M(tamMb*(X-1)+1:tamMb*X,tamMb*(Y-1)+1:tamMb*(Y+1))=MBCR;   
    end 
end 
for X=1:imax-1 
    for Y=1:jmax 
        %Selecao dos blocos Corrente e Vizinho 
        MBC=celbloc(M,tamMb,X,Y); 
        MBB=celbloc(M,tamMb,X+1,Y); 
        %Calculo das energias de blocagem nos blocos Left,Rigth,Top e Bottom. 
        MBCBo=[MBC;MBB]; 
        MBCB=paek2V(MBCBo);%Calculo da remoção do Efeito de Bloco pelo método 
H.Paek na VERTICAL. 
        %Ajustando a imagem sobre uma mascara M... 
        M(tamMb*(X-1)+1:tamMb*(X+1),tamMb*(Y-1)+1:tamMb*Y)=MBCB;  
    end 
end 
 
%Mostra a imagem e as regiões com REMOÇÃO do efeito de bloco. 
%figure;imagesc(F,[min(F(:)) max(F(:))]);colormap gray;title('Imagem 
Original');%axis([238.82 384.56 191.76 348.56]); 
%figure;imagesc(M,[min(M(:)) max(M(:))]);colormap gray;title('Imagem pos-
processada'); 












%Um estudo comparativo entre segmentos dos dois blocos, além 
%de informar a ocorrência do artefato, nos proporciona através    
%de uma "distribuição mais uniforme" dos coeficientes, a remoção 






    [uh,iu,vh,fv]=seluv(b(i,:)); 
    if ((size(vh,2)>1)&(size(uh,2)>1)) 
        Uh=dct(uh);Nu=size(Uh,2); 
        Vh=dct(vh);Nv=size(Vh,2); 
        Wh=dct([uh,vh]);Nw=Nv+Nu; 
 
        %%%%%%%%Calculo para Uh%%%%%%%%% 
        Nzu=min(find(Uh~=0));%max(find(abs(round(Uh))>0)); 
        if all(Uh)==0;Nzu=1;end;%Locacao do ultimo valor dct nao nulo  
        Kuz=(Nu/gcd(Nu,Nv)).*z.*(1-(z==-1))-(z==-1); 
        condu1=Kuz(1,:)>Nzu; 
        condu2=Kuz(2,:)<=Nzu; 
        condu=condu1&condu2; 
        selu_z=find(condu); 
        zu=z(1,selu_z); 
        %%%%%%%%Calculo para Vh%%%%%%%%% 
        Nzv=min(find(Vh~=0));%max(find(abs(round(Vh))>0)); 
        if all(Vh)==0;Nzv=1;end;%Locacao do ultimo valor dct nao nulo  
        Kvz=(Nv/gcd(Nu,Nv)).*z.*(1-(z==-1))-(z==-1); 
        condv1=Kvz(1,:)>Nzv; 
        condv2=Kvz(2,:)<=Nzv; 
        condv=condv1&condv2; 
        selv_z=find(condv); 
        zv=z(1,selv_z); 
        zw=max([zu,zv]); 
        Kwz=(Nw/gcd(Nu,Nv)).*zw; 
        Wh(Kwz:end)=0; 
        bloco(i,[iu:fv])=idct(Wh); 

















    fuo=indu;iuo=1; 
else 









    fvo=indv;ivo=1; 
else 










    [uv,iu,vv,fv]=seluvV(b(:,i)); 
    if ((size(vv,1)>1)&(size(uv,1)>1)) 
        Uv=dct(uv);Nu=size(Uv,1); 
        Vv=dct(vv);Nv=size(Vv,1); 
        Wv=dct([uv;vv]);Nw=Nv+Nu; 
 
        %%%%%%%%Calculo para Uv%%%%%%%%% 
        Nzu=min(find(Uv~=0));%max(find(abs(round(Uv))>0)); 
        if all(Uv)==0;Nzu=1;end;%Locação do ultimo valor dct não nulo  
        Kuz=(Nu/gcd(Nu,Nv)).*z.*(1-(z==-1))-(z==-1); 
        condu1=Kuz(:,1)>Nzu; 
        condu2=Kuz(:,2)<=Nzu; 
        condu=condu1&condu2; 
        selu_z=find(condu); 
        zu=z(selu_z,1); 
        %%%%%%%%Calculo para Vv%%%%%%%%% 
        Nzv=min(find(Vv~=0));%max(find(abs(round(Vv))>0)); 
        if all(Vv)==0;Nzv=1;end;%Locação do ultimo valor dct não nulo  
        Kvz=(Nv/gcd(Nu,Nv)).*z.*(1-(z==-1))-(z==-1); 
        condv1=Kvz(:,1)>Nzv; 
        condv2=Kvz(:,2)<=Nzv; 
        condv=condv1&condv2; 
        selv_z=find(condv); 
        zv=z(selv_z,1); 
        %%%%%%%%%%%%%%%%%%%%%% 
        zw=max([zu,zv]); 





        Wv(Kwz:end)=0; 
        bloco([iu:fv],i)=idct(Wv); 











    fuo=indu;iuo=1; 
else 









    fvo=indv;ivo=1; 
else 

















%Processamento das bordas verticais 
for i=3:H-1 
    for j=3:W-1 
        xmin=tamMb*(i-1)+1;xmax=tamMb*i; 
        ymin=tamMb*(j-1)+1;ymax=tamMb*j; 
        b=fi1m(xmin-3:xmax+3,ymin-3:ymax+3); 





        fi1m(xmin-3:xmax+3,ymin-3:ymax+3)=bo; 
    end 
end 
fo1=fi1m(9:end-8,9:end-8); 
%Função de filtragem adaptativa 
 
function Bo=ramkfilt(b) 
%b e um bloco 10 x 10. 
Bo=b; 
for i=4:11 
    F=b(i,6);E=b(i,5);D=b(i,4);C=b(i,3);B=b(i,2);A=b(i,1); 
    F2=b(6,i);E2=b(5,i);D2=b(4,i);C2=b(3,i);B2=b(2,i);A2=b(1,i); 
    x=D-C;x1=B-C;x2=E-D; 
    x2=D2-C2;x12=B2-C2;x22=E2-D2; 
    %Processamento dos pixels de borda vertical 
    if ((abs(x1)<5)&(abs(x2)<5)) 
        Bo(i,1)=A+x/8; 
        Bo(i,2)=B+x/4; 
        Bo(i,3)=C+x/2; 
        Bo(i,4)=D-x/2; 
        Bo(i,5)=E-x/4; 
        Bo(i,6)=F-x/8; 
    else%Caso não seja uma forte blocagem 
        Bo(i,2)=B+x/8; 
        Bo(i,3)=C+x/2; 
        Bo(i,4)=D-x/2; 
        Bo(i,5)=E-x/8; 
    end 
    %Processamento dos pixels de borda horizontal 
    if ((abs(x12)<5)&(abs(x22)<5)) 
        Bo(1,i)=A2+x2/8; 
        Bo(2,i)=B2+x2/4; 
        Bo(3,i)=C2+x2/2; 
        Bo(4,i)=D2-x2/2; 
        Bo(5,i)=E2-x2/4; 
        Bo(6,i)=F2-x2/8; 
    else%Caso não seja uma forte blocagem 
        Bo(2,i)=B2+x2/8; 
        Bo(3,i)=C2+x2/2; 
        Bo(4,i)=D2-x2/2; 
        Bo(5,i)=E2-x2/8; 














%%%% Método de redução de EB -Tao Chen %%%%%% 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
 
%Faz a pós-filtragem em duas etapas: pra o bloco de alta e 




%Classificação dos blocos 8 X 8 na imagem; 
[f,Highact,Lowact]=vistao('b_lena.jpg'); 
%Método de separação das regiões a serem processadas (baixa atividade) 
masc1=Highact.*f;masc1(4:8:end,5:8:end)=500;masc1=masc1.*Highact; 
fi1=masc1+Lowact.*f;%sinaliza os blocos de ALTA atividade com "500" 
%Método de filtragem dos blocos LOWACT: 
fo1=blkproc(fi1,[tamMb,tamMb],[2 2],@filtao,'low'); 
fo1=fo1.*Lowact+f.*Highact;%recompõe os pixels sinalizados 
%Método de filtragem dos blocos HIGHACT 
masc2=Lowact.*fo1;masc2(4:8:end,5:8:end)=500;masc2=masc2.*Lowact; 
fi2=masc2+Highact.*f;%sinaliza os blocos de BAIXA atividade com "500" 
%Obtendo-se os coeficientes da imagem filtrados: 
fo2=blkproc(fi2,[tamMb,tamMb],[1 1],@filtao,'high'); 
foi=fo2.*Highact+fo1.*Lowact;%recompõe os pixels sinalizados 
%Ajustando-se pelo Critério de Quantização 
fo=ajustao(foi,f); 





%%%%%%%Este algoritmo faz a detecção de efeito de bloco 










A=sqrt(.25 + (1/(pi^2)).*K.^2); 
h=abs(A).*Ho; 
%Calculo da transformada DCT de cada bloco 8 X 8. 
Fi=blkproc(f,[tamMb,tamMb],@dct2); 
%%%%Calculo da atividade espacial de cada bloco e Classificação do mesmo%%%% 
Act=blkproc(Fi,[tamMb,tamMb],@ativtao,h); 
Highact=zeros(size(f));Lowact=Highact; 









%Mostra a imagem e as regioes com alta e baixa atividade. 
%figure;imshow(uint8(Highact.*f));title('Regiao de alta atividade'); 
%figure;imshow(uint8(Lowact.*f));title('Regiao de baixa atividade'); 
%figure;pcolor(Act);colormap(gray);shading faceted; 




%Este algoritmo calcula o limiar de acordo com 








    dist=dist(i(1):i(end));val=i(1):i(end); 
else 





    k=ceil(length(i3)/2); 





%%%%%%Funçao para calcular a atividade do bloco via Modelo Visual%%%%%% 
function Act=ativtao(MBC,h) 
 




















if k==0%Seleciona as regiões autorizadas  
    %Seleção dos pesos 
    switch regiao 
    case 'low'  
%filtragem com ponderação uniforme (constante igual a 1) e tamanho 5 X 5. 
        W=repmat(ones(tamMb),5,5);sw=25; 
        bi=b(coordl,coordl); 
        Bi=blkproc(bi,[tamMb,tamMb],@dct2);B=(1/sw)*Bi.*W; 
    case 'high' 
%filtragem com ponderação central mais alta (igual a 3). 
        w=ones(3);w(5)=3;sw=sum(w(:)); 
        W=kron(w,ones(tamMb)); 
        bi=b(coordh,coordh); 
        Bi=blkproc(bi,[tamMb,tamMb],@dct2);B=(1/sw)*Bi.*W; 
    end 
    Nl=size(B,1)/tamMb;Nc=size(B,2)/tamMb; 
    somah=repmat(eye(tamMb),Nc,1);somav=repmat(eye(tamMb),1,Nl); 
    Bo=somav*B*somah; 








%matriz de quantização JPEG 
tamMb=8; 
% a componente DC tem quantização diferente em fator de escala. 
    MQ=[16 11 10 16 24 40 51 61;... 
        12 12 14 19 26 58 60 55;... 
        14 13 16 24 40 57 69 56;... 
        14 17 22 29 51 87 80 62;... 
        18 22 37 56 68 109 103 77;... 
        24 35 55 64 81 104 113 92;... 
        49 64 78 87 103 121 120 101;... 

















%Função auxiliar para a restrição de Quantização dos coeficientes DCT  
 
function B=escala(x,opcao) 
% a componente DC tem quantização diferente em fator de escala. 
        MQ=[16 11 10 16 24 40 51 61;... 
             12 12 14 19 26 58 60 55;... 
      14 13 16 24 40 57 69 56;... 
              14 17 22 29 51 87 80 62;... 
        18 22 37 56 68 109 103 77;... 
                24 35 55 64 81 104 113 92;... 
               49 64 78 87 103 121 120 101;... 


















%Detecção de bordas via Marr-Hildretch 
F=edge(f,'zerocross',[]);tamMb=8; 
%mapeamento das regiões de baixo detalhe 
%Classificaçao das regioes(detecçao das de baixo detalhe) 
R=blkproc(F,[tamMb,tamMb],@viszeng); 
%imshow(uint8(f.*R));title('Regiao de Baixo Detalhe');truesize(1,[250 250]); 


















%Função de classificação das regiões da imagem, de acordo com 
%a detecção de numero de bordas nos blocos 
 
function Bo=viszeng(b) 
%b e um bloco 8 X 8 de borda 





%Filtragem adaptada à quantidade de detalhe da região 
 
function Bo=filtzeng(B) 
%B e um bloco 10 X 10 com vizinhança 8 X 8 
Ch=B(9:16,9:16); 
if Ch(4,5)>255 
    %Regiao de Alto Detalhe% 
    Bo=B(8:17,8:17);m=0.5;Bo(5,6)=Bo(5,6)-300; 
    %calculo do xt 
    Xt=imfilter(B,ones(17)); 
    Xt=(1/17^2)*Xt(9:16,9:16); 
    for i=2:9 
        for j=2:9 
            %calculo do delta "d" e pixel filtrado 
            xt=Xt(i-1,j-1);x=Bo(i-1:i+1,j-1:j+1); 
            d=abs(x-xt); 
            fd=max((1-(d./255)).^m,0); 
            K=1/sum(fd(:)); 
            Bo(i,j)=K*sum(sum(x.*fd)); 
        end 
    end 
    Bo=Bo(2:9,2:9); 
else 
    %Regiao de Baixo Detalhe 
    M=[1 3; 3 9];K=1/16; %Mascara para encontrar os xt's 
    Bo=B(8:17,8:17); 
    xt1=K*sum(sum(Bo(1:2,1:2).*M)); 
    xt2=K*sum(sum(Bo(1:2,9:10).*fliplr(M))); 
    xt3=K*sum(sum(Bo(9:10,1:2).*flipud(M))); 
    xt4=K*sum(sum(Bo(9:10,9:10).*fliplr(flipud(M)))); 
    d1=xt1-Bo(2,2);d2=xt2-Bo(2,9); 
    d3=xt3-Bo(9,2);d4=xt4-Bo(9,9); 
    %calculo dos parametros a e b. 
    [q,p]=meshgrid(0:7); 
    a=(1/7)*(p-1);b=(1/7)*(q-1); 
    %calculo da compensaçao e ajuste 
    Dcomp=(1-b).*((1-a).*d1+a.*d2)+b.*((1-a).*d3+a.*d4); 








%%%% Método de redução de EB de Zhang %%%%%% 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
 
%Função para selecionar a região 




fm=espelho(f,24);%reflete a imagem para o processamento  
%nas bordas da mesma 
fm=fm(9:end-16,:); 
[H,W]=size(fm);H=H/8;W=W/8; 
%Processamento das Bordas horizontais 
for i=3:H-1 
    for j=4:W-4 
        imin=tamMb*(i-1)+1;imax=tamMb*i; 
        jmin=tamMb*(j-1)+1;jmax=tamMb*j; 
         
        B=fm(imin:imax,jmin:jmax+8); 
        R=fm(imin-16:imax+8,jmin-24:jmax+32); 
        Bo=filtzhang(B,R); 
        fm(imin:imax,jmin:jmax+8)=Bo; 
    end 
end 
Fo1=fm(17:end-8,25:end-24);  




    for j=4:W-4 
        imin=tamMb*(i-1)+1;imax=tamMb*i; 
        jmin=tamMb*(j-1)+1;jmax=tamMb*j; 
        B=fm(imin:imax,jmin:jmax+8); 
        R=fm(imin-16:imax+8,jmin-24:jmax+32); 
        Bo=filtzhang(B,R); 
        fm(imin:imax,jmin:jmax+8)=Bo; 




















fm=[[a b c];[d F e];[f g h]]; 
return 
 
%Função de Busca pela região de maior similaridade com a  
%região que está sendo processada 
 
function Bo=filtzhang(B,R) 
%B e um bloco 8 X 16 e R e a regiao de procura 32 X 64. 
Bo=B;p=.3;tamMb=8; 
w=[.2 .15 .1 .05 .05 .1 .15 .2]; 




    x=B(i,5:12);X=repmat(x,32,8); 
    WX=blkproc(W.*X,[8 8],inline('sum(x,2)')); 
    WXY=blkproc(W.*X.*Y,[8 8],inline('sum(x,2)')); 
    WY2=blkproc(W.*(Y.^2),[8 8],inline('sum(x,2)')); 
    a1=(WX.*WY-WXY)./((WY.^2)-WY2); 
    ao=WX-a1.*WY; 
    ao=kron(ao,ones(1,8));a1=kron(a1,ones(1,8)); 
    e=W.*((X-(ao+a1.*Y)).^2); 
    E=blkproc(e,[8 8],inline('sum(x,2)')); 
    Emin=min(E(:)); 
    [i2,j2]=find(E==Emin);i2=min(i2);j2=min(j2); 
    y=Y(i2,tamMb*(j2-1)+1:tamMb*j2); 
    f=ao(i2,tamMb*(j2-1)+1:tamMb*j2)+a1(i2,tamMb*(j2-1)+1:tamMb*j2).*y; 
    if (Emin>=0)&(Emin<=TE) 
        gE=1-((1-TC)/TE).*Emin.*ones(1,8); 
        Bo(i,5:12)=(1-c.*gE).*x+c.*gE.*f; 
    else 
        Bo(i,8)=(1-p).*B(i,8)+p.*B(i,9); 
        Bo(i,9)=(1-p).*B(i,9)+p.*B(i,8); 
    end 
end 
if any(any(1-(Bo>=min(Bo(:))))) 




















%Implementação da classificação de blocos 
%em três regiões intermediarias de processamento 
function Fo1=cahill(nome) 
tamMb=8;f=double(imread(nome)); 
%Matriz F para a filtragem de regioes em modo plano 
Fu=(1/16)*[4 2 2 1 1 0 0 0;... 
           2 4 2 2 1 1 0 0;... 
           2 2 4 2 2 1 1 0;... 
           1 2 2 4 2 2 1 1]; 
Fl=fliplr(flipud(Fu));F=[Fu;Fl]; 
Pa=[6 4 2 1 0 0 0 0]./16;Pb=fliplr(Pa); 
 
%Mascara h para a filtragem de região em modo intermediário 
h=[.0751 .1239 .0751;.1239 .2042 .1239;.0751 .1239 .0751]; 
 









%Processamento das bordas verticais 
for i=2:H-1 
    for j=2:W-1 
        xmin=tamMb*(i-1)+1;xmax=tamMb*i; 
        ymin=tamMb*(j-1)+1;ymax=tamMb*j; 
        b=fi1m(xmin-5:xmax+5,ymin-5:ymax+5); 
        bo=viscah(b,h,F,Pa,Pb);%processamento das bordas 
        fi1m(xmin-5:xmax+5,ymin-5:ymax+5)=bo; 
    end 
end 
Fo1=fi1m(9:end-8,9:end-8); 
%Recompondo os pixels indevidamente filtrados(dos limites da imagem) 
Fo1(1:5,:)=fi(1:5,:);Fo1(:,1:5)=fi(:,1:5); 
Fo1(end-4:end,:)=fi(end-4:end,:);Fo1(:,end-4:end)=fi(:,end-4:end); 
%Mostrando as imagens e mapa de bordas. 





























%Método de Classificação de blocos em três níveis  
%de processamento. 
function B=viscah(b,h,F,Pa,Pb) 
%b,B sao blocos 8X8 com vizinhança 5X5 
masc=viscahill(b);L=15; 
%Processamento das bordas Verticais 
for i=6:13 
    K1=masc(i-5,8); 
    switch K1 
    case 1 %Região Plana 
        bp=rpla(b(i,9:18),F,Pa,Pb);b(i,10:17)=bp; 
    case 2 %Região Intermediária 
        if abs(b(i,13)-b(i,14))<L 
            b(i,13)=sum(sum(h.*b(i-1:i+1,12:14))); 
        end 
    case 3 %Região Padrão 
        bd=rdef(b(i,10:17));b(i,12:15)=bd; 
    end 
end 
%Processamento das bordas Horizontais 
for j=6:13 
    K2=masc(8,j-5); 
    switch K2 
    case 1 %Região Plana 
        a=b(9:18,j)'; 
        bp=rpla(a,F,Pa,Pb);b(10:17,j)=bp'; 
    case 2 %Região Intermediaria 
        if abs(b(13,j)-b(14,j))<L 
            b(13,j)=sum(sum(h'.*b(12:14,j-1:j+1))); 
        end 





       bd=rdef(b(10:17,j));b(12:15,j)=bd; 





%Método de filtragem para a região em modo padrão 














%Método de filtragem para a região em modo plano 




















































%Mostra os resultados 
%figure;imagesc(f);colormap gray;truesize;axis off;title('Original'); 
%figure;imagesc(Fo);colormap gray;truesize;axis off;title('Pos-processada'); 
%figure;imagesc(f.*(G==1));colormap gray;truesize;axis off;title('Regioes UBL'); 
return 
 
%Função para cálculo da matriz de gradeamento dos blocos 
function Bo=mgrade(b) 
 





    Bo=ones(8); 
else 






%Função para filtragem adaptada a região de deblocagem 












    for j=2:W-1 
        imin=tamMb*(i-1)+1;jmin=tamMb*(j-1)+1; 
        imax=tamMb*i;jmax=tamMb*j; 
        Rp=f(imin-(Sf/2):imax+(Sf/2),jmin-(Sf/2):jmax+(Sf/2)); 
        Rg=G(imin-(Sf/2):imax+(Sf/2),jmin-(Sf/2):jmax+(Sf/2)); 
        Ro=filtdonoho(Rp,Rg,pesos,modo,Sf,versao,it); 
        Fo(imin-(Sf/2):imax+(Sf/2),jmin-(Sf/2):jmax+(Sf/2))=Ro; 




%Função para filtragem dos blocos em Rp(16 X 16), ajustando 
%os pesos de acordo com a região da matriz de gradeamento Rg  









    for x=1:(tamMb/Sf)+1 
        for y=1:(tamMb/Sf)+1 
            cond1=((Sf==4)&(x==2)&(y==2)); 
            cond2=((Sf==2)&(any(x==2:4))&(any(y==2:4))); 
            B=Rp(Sf*(x-1)+1:Sf*x,Sf*(y-1)+1:Sf*y); 
            G=Rg(Sf*(x-1)+1:Sf*x,Sf*(y-1)+1:Sf*y);Bo=B; 
            %Quando o frame de deblocagem está dentro de um bloco particular 
            %não se realiza a filtragem. 
            if ((cond1)|(cond2))==0 
                for i=1:Sf 
                    for j=1:Sf 
                        p=[B(i,j);B(Sf-i+1,j);B(i,Sf-j+1);B(Sf-i+1,Sf-j+1)];%Pixels da 
vizinhança e corrente 
                        coef=[a(i,j);b(Sf-i+1,j);g(i,Sf-j+1);d(Sf-i+1,Sf-j+1)];%Pesos sem 
adaptação 
                        grade=[G(i,j); G(Sf-i+1,j); G(i,Sf-j+1); G(Sf-i+1,Sf-j+1)];%grades de 
blocos dos pixels 
                        coefout=coefadap(coef,grade,p,i,j,Sf,modo,versao);%Ajuste de 
pesos(adaptação) 
                        Bo(i,j)=(1/sum(coefout(:)))*coefout'*p; 
                    end 
                end 
            end 
            Ro(Sf*(x-1)+1:Sf*x,Sf*(y-1)+1:Sf*y)=Bo; 
        end 








%Função para calculo dos pesos 
 
function [a,b,g,d]=pesosin(Sf,param) 
%Sf e o tamanho de frame de deblocagem e o PARAM se  
%refere aos parâmetros n e v do processo de calculo  
%dos pesos. PARAM=[n v] 
k=(Sf/2); 
%n e v sao os parâmetros que dependem do estágio de 
%processamento.No 2o. estagio, n=0.8 e v=0.7 e no 
%3o. estagio n=0.9 e v=0.55. 
n=param(1);v=param(2); 
if Sf~=2 
    w1=((v-n)/(k-1)).*[0:k-1]+n; 
    w2=((n-v)/(k-1)).*[k:2*k-1]+((2*v-n)*k-v)/k; 
else 
    w1=n;w2=v; 
end 
    w=[w1 w2]; 
    a=w'*w; 
    b=(1-w)'*w; 
    g=w'*(1-w); 
    d=(1-w)'*(1-w); 
return 
 
%função para calcular os coeficientes adaptados aos Modos de  
%processamento 
%b é um vetor de grades 1 X 4 ,coef é um vetor de coeficientes iniciais 1 X 4 
%p e um vetor de pixels vizinhos 4 X 1 
%Sf e o tamanho das regiões de frame de deblocagem 
%O modo pode ser Mlow, Mmedium ou Mhigh 






    ca=1; 
case 'Mmedium' 
    if ((i==Sf/2)|(i==Sf/2-1)|(j==Sf/2)|(j==Sf/2-1)) 
        ca=1;else;ca=b(1);end; 
case 'Mhigh' 














%Função que calcula a proximidade entre 






    if M==1;K=-1;end 
    if M==3;K=3/4;end 
    if M==5;K=7/8;end 
    if M==7;K=1;end     
case 'modificada' 
    if M==1;K=-1;end 




%Função de custo utilizada para destacar a  
%relação entre dois pixels 
function D=differ(Gt,p1,p2) 
if Gt==4 
    D=1; 
else 









%%%% Método de Cálculo da Medida IEVB  %%%%%% 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
 
%Este e um método de busca do ruído de artefato de blocagem 
%Onde a medida de descontinuidade, que serve como medida de blocagem, e 
%calculada através da diferença de pixels na borda.(D) 
%f e imagem processada e fo e a original 
function I=IEVB(f) 
 
tamMb=8;%tamanho do bloco 
 
%Calculo da Intensidade de Efeito de Bloco 








%Calculo da Atividade espacial nas 
%regioes da imagem processada, 
[f,Visb,Plan,Comp]=AtivJorge2(f);Visb=Visb(1:8:end,1:8:end); 
 
%Adaptação da Visibilidade/Ativ. Espacial na diferença da intensidade 
%de EB entre as imagens de entrada 
Mapa=Visb.*(1./(1+abs(Mag))); 
 




%Esta função calcula uma medida de descontinuidade 
% para o efeito de blocagem através de blocos vizinhos 
% adjacentes. D e a descontinuidade de borda, que neste caso e a medida 




















%Calculo da atividade espacial e visibilidade do efeito  %%% 
















%Calculo a transformada DCT de cada bloco 8 X 8. 
Fdct=blkproc(f,[tamMb,tamMb],@dct2); 
 
%%Calculo da atividade espacial dos blocos%%%% 
Ativ=blkproc(Fdct,[tamMb,tamMb],@Ativj,h); 
Bativ=mean2(Ativ); 
%%Calculo da Visibilidade de blocagem, considerando 
% o efeito de mascaramento de brilho e da atividade 












%Mostra a imagem e as regioes de altas e baixas atividades. 
% Viscomp=Comp.*Vis; 
% Visplan=Plan.*Vis; 
% imagesc(Visplan);colormap gray;colorbar;pixval 




%%%% Método Proposto para Redução do %%%% 
%%%%%%%% Efeito de Bloco %%%%%%%%% 





%Classificação de regiões da imagem,  
%com suas visibilidades 
%N e o nome da imagem: arvore,tiffany,sobrinhos,lena 
f=double(imread(nome));Fout=f; 
[f,Vis,Plan,Comp]=AtivJorge(nome); 
%Mascaramento das regioes 
M=(Plan==1)+(Comp==1).*2;%(1)=plana e (2)=complexa 












    for j=1:8:size(f,2)-9 
        m=M(i:i+15,j:j+15);%Seleção do tipo de região 
        v=V(i:i+15,j:j+15);%visibilidade 
        B=f(i:i+15,j:j+15); 
        if m(5,5)==1%Seleção dos blocos planos 
            filt='plana'; 
        end 
        if m(5,5)==2%Seleçao dos blocos complexos 
            filt='complexa'; 
        end 
        Bo=fadapJorge(B,v,filt); 
        f(i:i+15,j:j+15)=Bo; 






%Filtro Adaptado às condições de visibilidade da imagem 
% em regiões complexas e planas, tendo um processamento 
%diferente para cada uma dessas regiões. 
 
function Bo=fadapJorge(B,V,filt) 
Bo=B;%inicializaçao do bloco de saída 
k=V(7,7);%Obtém-se o valor de visibilidade do bloco 
a=[7 8 9 10];%coordenadas linha/coluna das bordas 
switch filt 
case 'complexa' 
    %Processamento das bordas horizontais 
    for i=1:4 
        m=a(i); 
        for n=2:11 
            b=B(m-1:m+1,n-1:n+1); 
            Bo(m,n)=racional(b,k); 
        end 
    end 
    %Processamento das bordas verticais 
    for j=1:4 
        n=a(j); 
        for m=2:11 
            b=B(m-1:m+1,n-1:n+1); 
            Bo(m,n)=racional(b,k); 
        end 
    end 
case 'plana' 
%Mascara de Filtragem Gaussiana 3x3 
    W=[0.0276,0.0751,0.0276;0.0751,0.2042,0.0751;... 
            0.0276,0.0751,0.0276];W=W.*(1/sum(W(:))); 
    %Processamento das bordas horizontais 





        m=a(i); 
        for n=2:11 
            b=B(m-1:m+1,n-1:n+1); 
            Bo(m,n)=sum(sum(b.*W)); 
        end 
    end 
    %Processamento das bordas verticais 
    for j=1:4 
        n=a(j); 
        for m=2:11 
            b=B(m-1:m+1,n-1:n+1); 
            Bo(m,n)=sum(sum(b.*W)); 
        end 







%b e uma vizinhança 3 x 3 
%Bo e a resposta de calculo do filtro adaptativo. 
Bo=b(5);w=0.25; 























%Calculo a transformada DCT de cada bloco 8 X 8. 
Fdct=blkproc(f,[tamMb,tamMb],@dct2); 
 







%%Calculo da Visibilidade de blocagem, considerando 
% o efeito de mascaramento de brilho e da atividade 












%Mostra a imagem e as regiões de altas e baixas atividades. 
% Viscomp=Comp.*Vis; 
% Visplan=Plan.*Vis; 
% imagesc(Visplan);colormap gray;colorbar;pixval 
% imagesc(Viscomp);colormap gray;colorbar;pixval 
return 
 
%%%%%%Função para calcular a atividade do %%% 
%%%%%%%%%bloco via Modelo Visual%%%%%% 
function Act=Ativj(MBC,h) 
%Calcula as características de sensibilidade visual no bloco. 
%MBC e um bloco de coeficientes DCT 
B=(h).*MBC;  





Uma base geral para se classificar uma imagem de acordo com as suas características 
de atividade espacial é definida por estudar as tendências dos níveis de atividades 
espaciais e escolher o limiar via histograma. 
Se o histograma contém picos e vales, ou seja, é bimodal, podmeos aproximar esse 
cálculo do valor de limiar por: 
1)Encontrar dois máximos locais mais altos em pf( probabilidade de ocorrência de uma 
atividade espacial) que estão a uma distância mínima de separação: zi e zj. 
2) Encontrar o menor ponto de pf entre zi e zj, ou seja, um ponto zk tal que p(zk) seja 
menor ou igual a pf(z) para todo z no intervalo [ zi, zj]. Esta descrição pode ser 
encontrada em [3,8,63,71]. 
 











    dist=dist(i(1):i(end));val=i(1):i(end); 
else 





    k=ceil(length(i3)/2); 






%  IANORMALIZE Normaliza os valores de pixels numa  
%  escala especificada. É uma rotina desenvolvida no curso de 
%Visão Computacional (IA-636A) pelo Prof. Roberto Lotufo 
function g =  ianormalize( f, range ) 
 
faux=double(f); 
minimum = min(faux(:)); 
maximum = max(faux(:)); 
lower = range(1); 
upper = range(2); 






A.5. Implementação da Medida Q por [81] 
 
 
A medida criada por Alan C. Bovik foi publicada na revista IEEE Signal Processing 
Letters de Março/2002. Ela modela qualquer distorção de imagem como uma 
combinação de três fatores: perda de correlação, distorção de luminância e distorção 
de contraste. Baseando-se no fato de que a principal função do olho humano é extrair a 
informação estrutural do campo de visão e, portanto, é proposta a medida de distorção 
estrutural, cuja denominação é Índice de Qualidade Universal. Os algoritmos estão  em 
http://anchovy.ece.utexas.edu/~zwang/research/quality_index/demo.html. 
 
Seja  { } Niixx ,,1==  e { } Niiyy ,,1==  sinais de imagem teste e original, 
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A escala dinâmica de Q é [-1,1]. O melhor valor 1 é alcançado se e apenas 
se ii xy =  para todo i=1,...,N. O menor valor de –1 ocorre quando ii xxy −= 2  para 
todo i=1,...,N. Este índice de qualidade modela qualquer distorção como uma 
combinação de três fatores diferentes: perda da correlação, distorção da luminância e 
distorção do contraste.  
 Geralmente é desejado avaliar uma imagem de entrada usando um valor de 
qualidade total único. Portanto, é mais apropriado medir características estatísticas 
localmente e então combina-las. Aplica-se o método de medida de qualidade em regiões 
locais usando uma janela deslizante (metodologia). Iniciando do canto esquerdo 
superior da imagem, uma janela deslizante de tamanho BxB move “pixel” a “pixel” 
horizontalmente e verticalmente através de todas as linhas e colunas da imagem até que 
o canto inferior direito seja alcançado.No j-ésimo passo, o índice de qualidade local é 
computado numa janela deslizante. Se há um total de M passos, então o índice de 
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