We define the notions of weak and strong usefulness and investigate the question whether a randomized response scheme can combine two conflicting goals, namely being weakly (or even strongly) useful and, at the same time, providing ε-differential privacy. We prove the following results. First, if a class F cannot be weakly SQ-learned under the uniform distribution, then ε-differential privacy rules out weak usefulness. This extends a result from [6] that was concerned with the class of parities. Second, for a broad variety of classes F that actually can be weakly SQ-learned under the uniform distribution, we design a randomized response scheme that provides ε-differential privacy and strong usefulness.
queries, in particular, are represented by predicates (like binary concepts in learning theory). An analyst of a database D chooses a query f (roughly corresponding to a concept) and wants to "learn" something about the unknown data in D. Typically, she is not interested in the precise or approximate reconstruction of D but wants to get some piece of aggregated information only (like, for instance, the fraction of instances in D satisfying the predicate f in case of a counting query). With direct access to D, this would be child's play. However, if D contains sensitive information, the following obstacles will make the task of learning something about the data more challenging:
• We would like the database access mechanism to provide "ε-differential privacy" [6] (a very well-established notion by now).
• We would like to use very special database access mechanisms named "randomized response schemes" [6] . They have the advantage of not relying on trust in the database manager.
This paper investigates to what extent randomized response schemes M can combine ε-differential privacy with the conflicting goal of providing useful answers to counting queries taken from a (known) class F. In order to provide ε-differential privacy, the database D is transformed into a "noisy database"D = M(D). The crucial question is whether one can still extract useful information fromD. This general problem is addressed by a series of prior works (see for example [4, 10] ), which focus on a worst-case scenario, namely asking that, for all possible choices of the database D, the answers provided by the scheme are close (in probability) to the "correct" ones. It turns out that the family of queries for which this goal can be achieved is quite limited (see Section 2.4 for further details). In this paper, we relax the requirement on the usefulness (thereby avoiding any trivialization of the problem itself), by analyzing a "minimum" goal which every private randomized response scheme should accomplish. Specifically, we assume that "positive" instances (satisfying the predicate underlying the counting query) entering a database D are chosen uniformly at random from the set of all positive instances in the universe. A similar remark applies to "negative" instances. An extremely weak notion of "usefulness" is obtained when we merely want to be able to distinguish a database consisting exclusively of negative instances from a database consisting exclusively of positive ones (so that the correct answer to the query would be either 0 or 1). In [6] , it is shown that, for the query class of parities, even this (extremely) weak criterion cannot be satisfied by randomized response schemes that provide ε-differential privacy (unless the database becomes exponentially large). In this paper, we show the following results. First, the (just mentioned) negative result from [6] can be extended to any class that is not weakly SQ-learnable under the uniform distribution (which includes the class of parities as a special case). Second, for a broad variety of classes F that actually are weakly SQ-learnable under the uniform distribution, we design a randomized response scheme that provides ε-differential privacy and, at the same time, meets a quite strong criterion of usefulness for every f ∈ F , namely allowing to infer (in probability) fromD an approximation ω of the true fraction ω of instances in D satisfying f . We would like to stress that SQ-learnability is a quite influential model with rich relations to other concepts in machine learning theory like, for instance, margin complexity or evolvability [20, 7] . The results in this paper (and previous ones [14, 4, 10] ) show that these concepts are of high relevance in the field of Differential Privacy too, so as to establish a strong connection between these two fields.
DEFINITIONS, FACTS, AND MAIN RE-SULTS
For a set S, 1S(x) ∈ {0, 1} denotes the characteristic function with value 1 iff x ∈ S. For a vector v with N components, diag(v) denotes the (N × N )-matrix with the components of v on the main diagonal and zeros elsewhere. A probability vector p is a vector with non-negative components that sum up to 1. The statistical difference between two probability measures P, Q (sometimes called the total variation distance) is given by
where, in the continuous case, the sum must be replaced by an integral. The following is known:
). Given a sample point x drawn according to P or Q with probability 1/2, respectively, the task of deciding whether x was sampled according to P or Q has Bayes error (1 − SD(P, Q))/2.
As usual, v 2 denotes the Euclidean norm of the vector v. For a matrix A, its spectral norm, denoted |||A|||2, and its Frobenius norm, denoted A 2, are given by
It is well known that |||A|||2 ≤ A 2 and |||A ||| 
Private Data Analysis
Let X be a finite universe which can be thought of as a large, but finite, set of data records. A counting query over X is given by a predicate f : X → {0, 1}. Every predicate f splits X into X f,0 and X f,1 where, for b = 0, 1, X f,b = {x ∈ X | f (x) = b}. The predicate f is called balanced if |X f,0 | = |X f,1 |. Let F be a finite class of counting queries over X . It is called balanced if every f ∈ F is balanced. A database over X is a tuple D ∈ X n for some n ∈ N. n is called the size of D. Given a counting query f and a database D = (d1, . . . , dn) ∈ X n , we may think off (D) := 1 n n i=1 f (di) as the correct answer.
Definition 1 ([6]
). Let R be a (possibly infinite) set. A random map M : X * → R (meaning that, for every D ∈ X * , M(D) is an R-valued random variable) is said to provide ε-differential privacy if, for every n ∈ N, for every pair (D, D ) ∈ X n × X n of databases differing in one entry only, and for every measurable S ⊆ R, the condition
is valid.
Random maps, sometimes called database access mechanisms in this context, are used for generating "noisy answers" to queries. On one hand, the amount of noise should be large enough for providing ε-differential privacy. On the other hand, the noise should not torpedo the usefulness of the answers. In this paper we focus on non-interactive database access mechanisms meaning that the same mechanism is used for a whole class F of counting queries. Useful noninteractive database access mechanisms are harder to design than their interactive counterparts 1 but have the advantage that the information M(D) can be computed once for the whole class F and be made public. However, for obvious reasons, the party that transforms D into M(D) must be trusted. In absence of a trusted party, one may need an even more restricted access mechanism, which is defined as follows:
Definition 2 ([6]).
A randomized response scheme is a database access mechanism M of the form
for some random map Z : X → R.
Note that, in this case, M provides ε-differential privacy if and only if Z does (so that the random map Z is forced to blur almost all information in the individual data di). In applications, a randomized response scheme enables users to upload their data di in the noisy form Z(di) on the database (without the need for a trusted party).
The following distribution has proved quite useful for providing ε-differential privacy:
Definition 3. For any λ > 0, the Laplace-distribution Lap(λ) is the distribution over the reals that is given by the density function
Adding Laplace-distributed noise to an R d -valued function f is effective if f has a low "sensitivity" in the sense of the following Definition 4 ( [6] ). The sensitivity of a function f :
where the supremum is taken over all D, D ∈ X n that differ in one entry only.
With these definitions, the following holds: 
Prerequisites from Learning Theory
In learning theory, a class F of counting queries is usually called a concept class and the underlying universe X is called the domain. For our purpose, it will be convenient to deal with the sign matrix
As shown in [13] , the (weak) learnability of F in the so-called SQ-model of learning [15] is closely related to linear arrangements A for the sign matrix A and the margins achieved by A. In this section, we briefly remind the reader of these relations.
A d-dimensional (homogeneous linear) arrangement for a sign matrix A ∈ R M ×N is given by
where ui, vj are vectors in R d of unit Euclidean norm. With an arrangement A for A, we associate the margin parameters γi,j(A|A) = ui, vj · Ai,j and 
1/2 |||2 (4) Here, q ranges over all N -dimensional probability vectors. As shown in [3] , the number of examples required to weakly learn F in the SQ-model under the uniform distribution on X is polynomially related to the SQ-dimension of F. 2 We denote the latter as SQdim(A) (regarding the sign matrix A as our representation of F). We are now prepared to describe the relations among the various parameters associated with a sign matrix.
Lemma 3 ([13]
). Let A ∈ {−1, 1} M ×N be a sign matrix. Then the following holds:
1. The parameters SQdim(A), FB(A),γmin(A) −1 are pairwise polynomially related.
2.γmin(A) = maxA minq N j=1 qjγj(A|A) where A ranges over all arrangements for A and q ranges over all probability vectors.
The reciprocal value of a margin parameter, likeγmin(A) −1 in Lemma 3, is referred to as "margin complexity" ("small margin" = "high margin complexity").
Outline of the Main Results
Although we will not make it explicit very often, we consider the classes of counting queries as indexed by a "complexity parameter" k, i.e., F = F k (resp. X = X k ) is a member of a family (F k ) k≥1 (resp. (X k ) k≥1 ). As for Boolean predicates, k is typically the number of Boolean variables. Furthermore, we always assume that log |F k | and log |X k | are polynomially bounded in k. The sign matrix corresponding to F k is denoted A k .
Given f ∈ ∪ k≥1 F k , 0 ≤ ω ≤ 1, and n ≥ 1, we define an (f, ω, n)-random database, denoted by X n f,ω , as the outcome of the following random experiment: draw ωn instances independently and uniformly at random from X f,1 , and draw (1 − ω)n instances independently and uniformly at random from X f,0 .
Informally, we consider a database access mechanism M "useful" for ∪ k≥1 F k if, for every counting query f , there exists a function Q f such that (at least for random databases D) the "noisy answer" Q f (M(D)) is (in probability) a "good approximation" of the "correct answer"f (D). Note that f (D) = ω if D is an (f, ω, n)-random database. Moreover, the required database size should be polynomially bounded in k (and in some other relevant variables). This is captured more formally in the following Definition 5. We say that a database access mechanism M is strongly useful for the family (F k ) k≥1 if there exists a function n = n(k, α, β) that is polynomially bounded in k, 1/α, 1/β and if there exists a family (Q f ) f ∈∪ k≥1 F k of (possibly random) maps such that the following holds. For every k ≥ 1, for every counting query f ∈ F k , for all
, then the probability for |ω − ω| > α is bounded by β. Here the probability is taken over the internal randomization in D, M and Q f .
We refer to n(k, α, β) as the sample size required by M. We briefly note that the main difference between our notion of strong usefulness and the original notion of (α, β)-usefulness in [4] is that we deal with an (f, ω, n)-random database whereas, in [4] , the criterion in terms of α, β has to hold for all choices of D.
The definition of weak usefulness is similar except that ω is set to either 0 or 1 and it suffices that, for each choice of ω, β, ε, f , the probability for |ω − ω| < 1/2 is at least 1 − β (so that the cases ω = 0 and ω = 1 can be distinguished with a high probability of success).
Definition 6. We say that a database access mechanism M is weakly useful for the family (F k ) k≥1 if there exists a function n = n(k, β) that is polynomially bounded in k, 1/β and if there exists a family (Q f ) f ∈∪ k≥1 F k of (possibly random) maps such that the following holds. For every k ≥ 1, for every counting query f ∈ F k , for all ω ∈ {0, 1} and all
, then the probability for |ω − ω| ≥ 1/2 is bounded by β.
The results in [6] imply that, for every ε > 0, there can be no randomized response scheme for the class of parity functions that provides ε-differential privacy and is weakly useful. The main results in this paper are as follows: Theorem 1. For every ε > 0, the following holds. If the margin complexityγmin(A k ) −1 associated with a family (F k ) k≥1 of concept classes is a super-polynomial function in k, then (F k ) k≥1 has no randomized response scheme that provides ε-differential privacy and is weakly useful.
The proof of this result is given in Sections 3 and 4. The proof of the next one will be given in Section 5.
Theorem 2. For every ε > 0, there is a randomized response scheme Mε for (F k ) k≥1 that provides ε-differential privacy and is strongly useful if at least one of the following conditions is valid:
Moreover, there is a single polynomial 3 in k, 1/α, 1/β, 1/ε that bounds from above the sample size required by Mε.
It can be shown that Theorem 2 applies, for instance, to Boolean Monomials, Boolean Clauses or, more generally, to "Boolean Decision Lists with a bounded number of labelchanges". It applies furthermore to "Axis-Parallel HyperRectangles over a discrete domain". This is explained in more detail in Section 6. Our definitions of weak and strong usefulness ignore efficiency issues. However, we will briefly indicate in Section 7 under which conditions the randomized response scheme from Theorem 2 can be implemented efficiently. This will specifically be the case for the aforementioned function classes.
Comparison to Prior Work
A first characterization of non-interactive private data analysis in the "central" model, where the sensitive database is managed by a trusted curator, is provided in [4] . Specifically, the authors show that, ignoring computational constraints, it is possible to privately release sanitized databases so as to provide (α, β)-usefulness for any concept class with polynomial VC-dimension.
Private learning in the absence of a trusted curator is addressed by a series of prior works (see for example [14, 5] ). In particular, Kasiviswanathan et al. [14] prove that a concept class is learnable in the statistical query model if and only if it is learnable by what they call a local algorithm. More specifically, they show that there is an efficient mutual simulation between the respective oracles for these models:
3 as opposed to a family (pε)ε>0 of polynomials in k, 1/α, 1/β the SQ-oracle and the so-called LR-oracle. A non-adaptive local algorithm in the sense of [14] corresponds to an algorithm which has access to the data via a randomized response scheme in the sense of Definition 2. We would like to stress the following differences between the results in [14] and our main results:
• The SQ-learner (resp. the equivalent local algorithm)
gets statistical information about a database consisting of data which are labeled according to an unknown target function f . In combination with a result from [3] , this offers the possibility to design a non-adaptive SQlearner (resp. a non-adaptive local algorithm) which weakly learns (F k ) k≥1 under the uniform distribution provided that the SQ-dimension of F k grows polynomially with k only.
• In our setting, we have a known query function f in the role of the unknown target function, but the randomized response scheme is applied to unlabeled data. It should be noted that, even if the SQ-dimension of F k is polynomially bounded, there is no direct way to transform a given non-adaptive SQ-learner into a successful randomized response scheme of the form (3) in our setting. The transformation from [14] cannot be used here because it assumes a labeled database. The main problem in our setting (where D = (d1, . . . , dn) consists of unlabeled data) is to find a single random map Z such that the tuple M(D) = (Z(d1), . . . , Z(dn)), despite of having a low sensitivity, contains enough information about the labels of all query functions f ∈ F k . We will see in Section 5 that using a linear arrangement for F k is the key for solving this problem.
In [10] , Gupta et al. show that if a database access mechanism can only access the database by means of the SQoracle (or, equivalently, by means of the LR-oracle), then the concept class can be released so as to provide ε-differential privacy and (α, β)-usefulness if and only if it is agnostically SQ-learnable. The main difference between these results and our contribution consists in the notion of usefulness that the randomized response scheme must achieve. The work of Gupta et al. requires the private mechanism to output values which are α-close to the true answers with probability at least 1 − β for all possible choices of the input database D, while we are satisfied if this property holds for (f, ω, n)-random databases. In other words, we have replaced the worst-case analysis in [10] by a kind of average-case analysis. While the worst-case analysis establishes the very high barrier of "agnostic SQ-learnability", our main results show that the barrier in the average case, namely weak SQ-learnability under the uniform distribution, is much lower.
PROOF OF THEOREM 1 FOR BALAN-CED CLASSES
Here we present a proof under the additional assumption that the classes F k are balanced. This proof will be obtained in a (more or less) straightforward manner from Theorem 3 below (being valid for all classes F), which generalizes a similar theorem in [6] (being concerned with the class of parity functions only). It turns out that the proof of Theorem 3 is quite similar to the proof of the less general result in [6] . The main new technical contribution is located in the proof of Lemma 4 where we apply some algebraic manipulations that bring the Forster bound into play, which finally leads us to the more general result.
Let F = {f1, . . . , fN } be a class of counting queries over the universe X = {x1, . . . , xM }. A ∈ {−1, 1} X ×F denotes the corresponding sign matrix. In the sequel, we assume that F is balanced. The general case is discussed in Section 4.
Let q = (q(f )) f ∈F denote a probability vector. Drawing f at random from F according to q is denoted by f ∼ F q . Let X denote the random variable that is uniformly distributed on X . For every f ∈ F and every b = 0, 1, X f,b denotes the random variable that is uniformly distributed on X f,b . With each query function f ∈ F we associate the two quite diverse databases X n f,0 , X n f,1 ∈ X n , which (as explained in Section 2.3) are the (f,
Proof. Let Z : X → R be the random map such that (3) holds. The following observations are made in [6] already:
2. For each f ∈ F , the following holds:
It therefore suffices to show that the probability (taken over f ∼ F q ) for
is at least 1 − α for every choice of 0 < α < 1. This sufficient condition actually holds as will become evident from Lemmas 4 and 5 below. Setting α = 1/8, the theorem follows.
The proof of Theorem 3 made use of two lemmas that we present now. For sake of brevity, we define (6) . Then, for all z in the range of Z and for U as specified in (5), the following holds:
. Let furthermore h(z) be the vector (h(z|x))x∈X . The following observations, partially made in [6] already, hold for every z in the range of Z:
(10) holds because the functions f ∈ F are assumed as balanced. (11) is an immediate consequence of (10) . (12) is obvious. (13) holds because Z satisfies (6) . (14) follows from (13) and the following calculation:
For sake of brevity, we set Aq = A · diag(q 1/2 ) and proceed as follows:
The third equation in this calculation results from expanding the definitions ofh f,b (z) andh(z) and from making use of the fact that f is balanced. The fifth equation holds be-
Since the expression containing the factor 2b−1 ∈ {±1} is squared, the parameter b vanishes at this stage of the computation. The remaining steps in the calculation are rather obvious.
The following result (resp. a slightly less general version of it) is shown in [6] . For sake of completeness, the proof is given in Section A.
Lemma 5. Let h(z|x), h f,b (z|x) and h(z) be given by (8) , and let Z : X → R be a random map such that (9) holds for every z in the range of Z. Let 0 < α < 1. Then the probability for (7), taken over f ∼ F q , is at least 1 − α.
We are now ready to prove Theorem 1 under the assumption that the classes F k are balanced. Let M be a randomized response scheme for (F k ) k≥1 that provides ε-differential privacy for some ε > 0. We will show that assuming M to be weakly useful andγmin(A k ) −1 to be super-polynomial in k leads to a contradiction. Suppose first that M is weakly useful. Let β = 1/3. Then, for all k and all f ∈ F k , the criterion for weak usefulness implies that the distributions X n f,0 and X n f,1 can be distinguished with a probability of at least 2/3 of success. Thus, there will be the same small average error rate of at most 1/3, when we q-average over all f from F k regardless of how the distribution q on F k is chosen. Suppose second thatγmin(A k ) −1 is a super-polynomial function in k. Then, according to Lemma 3, FB(A k ) (as defined in (4)) is a super-polynomial function in k too. Thus, for every k, there must exist a probability vector q = q k such that FBq k (A k ) is a super-polynomial function in k. According to Theorem 3 (applied to F = F k ), inequality (5) is valid with a probability (taken over f ∼ F q ) of at least 7/8. Since the database size n may grow polynomially in k only, the statistical difference between M(X f,0 ) and M(X f,1 ) will be negligible (as k goes to infinity) for a q-fraction 7/8 (or more) of all f ∈ F k . We apply Lemma 1 and conclude that, for the "bad functions" f ∈ F k , the Bayes error for distinguishing between M(X f,0 ) and M(X f,1 ) will therefore be arbitrarily close to 1/2 (as k goes to infinity). Thus the Bayes error, q-averaged over all f ∈ F k cannot be significantly smaller than (7/8) · (1/2) + (1/8) · 0 = 7/16. Since 7/16 > 1/3, we arrived at a contradiction.
PROOF OF THEOREM 1
In Section 3, we presented a proof of Theorem 1 under the additional assumption that the classes F k are balanced. The proof was obtained in a (more or less) straightforward manner from Theorem 3 which presents an upper bound on SD(M(X n f,0 ), M(X n f,1 )). The main point in the proof was that this upper bound is asymptotically smaller than 1/P (k) for any polynomial P provided that the margin complexityγmin(A k ) −1 associated with (F k ) k≥1 is super-polynomial in k. The main reasons why Theorem 1 holds even for unbalanced classes are as follows:
• Theorem 3 can be generalized to "almost balanced"
classes. See Theorem 4 below for the formal statement.
• If the margin complexityγmin(A k ) −1 associated with (F k ) k≥1 is super-polynomial in k, then there are almost balanced sub-classes of F k whose margin complexity is still super-polynomial in k. See Theorem 5 below for the formal statement.
We define the imbalance of a function f : X → {0, 1} as ||X f,1 | − |X f,0 || /|X |. We say that F has an imbalance of a most ∆ if, for each f ∈ F, the imbalance of f is at most ∆. Let X ⊇ X be an extended universe such that |X | = |X |+∆|X |. Clearly, the functions f of a class with an imbalance of at most ∆ can be extended to the larger domain X so as to become (completely) balanced. This balanced extension of f is denoted f so that F = {f : f ∈ F} is a balanced extension of F. With these notations, the following holds:
Lemma 6. For all f ∈ F , the following holds:
The (straightforward) proof is omitted.
Lemma 7. Suppose that F has an imbalance of at most ∆. Let F be its balanced extension, and let A and A be the corresponding sign matrices, respectively. Let q be a probability vector for the functions in F. With these notations, the following holds:
Proof. For sake of brevity, we set Aq = A · diag(q) 1/2 . We may think of A as having the sign matrix A (with |X | rows) in its upper block and another sign matrix, say E, with ∆|X | rows in its lower block. With these notations, the spectral norm of A q can be bounded from above as follows:
which concludes the proof.
We now arrive at the following extension of Theorem 3:
Theorem 4. Suppose that F has an imbalance of at most ∆. Let F be its balanced extension, and let A and A be the corresponding sign matrices, respectively. Let q be a probability vector for the functions in F, and let ε > 0. If M is an ε-differentially private randomized response scheme, then the following holds with a probability of at least 7/8 (taken over f ∼ F q ):
where
Proof. According to the triangle inequality,
The first sum is upper-bounded by
and therefore, by virtue of Lemma 6, by 2∆n. According to Theorem 3, the following holds with a probability of at least 7/8 (taken over f ∼ F q ):
Plugging in the upper bound on 1/FBq(A ) from Lemma 7 and putting all pieces together, the theorem follows.
Here comes the final piece of the puzzle in our proof of Theorem 1:
Theorem 5. If the margin complexityγmin(A k ) −1 associated with a family (F k ) k≥1 of concept classes is a superpolynomial function in k, then, for each polynomial P (k) ≥ 1, there exists a family of sub-classes F P k ⊆ F k such that the following holds:
1. For each k ≥ 1, the imbalance of F P k is bounded by 1/P (k).
The margin complexityγmin(A
Proof. We simply choose F P k as the set of all f ∈ F k whose imbalance is bounded by 1/P (k). Let k be arbitrary but fixed. Let F = F k and A = A k . Each, say ddimensional, arrangement A for the sign matrix A can be extended as follows:
• Add an extra dimension d + 1.
• If f ∈ F P , then the coordinate d + 1 of the vector v f is set to 0.
• If f ∈ F \F P is biased towards positive (resp. negative) examples, then the coordinate d + 1 of v f gets value 1 (resp. −1), and the remaining coordinates are set to 0.
• The coordinate d + 1 of each vector ux is set to 1.
• For each x ∈ X , the vector ux is normalized so as to have unit Euclidean norm (by applying the scaling factor 1/ √ 2).
The effect is as follows:
• For each function f ∈ F \ F P , the average margin achieved by the extension of A is at least ( √ 2P (k)) −1 .
• For each function f ∈ F P , the average margin achieved by the extension of A coincides with 1/ √ 2 times the average margin achieved by the original arrangement A.
Sinceγmin(A k )
−1 is super-polynomial in k but the functions from F \ F P cannot be blamed for it, it follows that γmin(A
The proof of Theorem 4 can now be completed in a similar fashion as it was done at the end of Section 3 for the special case of balanced classes. We omit the details.
PROOF OF THEOREM 2
The analysis of the randomized response scheme that we are going to design requires Hoeffding's inequality [11, 18] , and, in addition, the following tail bound: Theorem 6. For i = 1, . . . , n and j = 1, . . . , d, let Yi,j ∼ Lap(λ) be i.i.d. random variables. For each i = 1, . . . , n, let vi = (vi,j) j=1,...,d be a vector of unit norm, i.e., vi 2 = 1. Then, for each 0 < δ ≤ √ 8λn, the following holds:
Since we were not able to find a proper reference, we will give the proof of Theorem 6 (plus some additional remarks) in Section B. Note that the assumption δ ≤ √ 8λn in Theorem 6 is not very restrictive because, for δ ≥ √ 8λn, we get
We are now ready for the central part of this section. As usual, let F denote a class of counting queries over the universe X . A ∈ {−1, 1} X ×F denotes the corresponding sign matrix. Let A = ((ux)x∈X , (v f ) f ∈F ) be a d-dimensional arrangement for A. We aim at designing a randomized response scheme that is strongly useful and provides ε-differential privacy. To this end, we define the random map Z : X → R d according to
The random vectors Y are chosen independently for different choices of x.
Lemma 8. Let ε > 0. Choose the random map Z according to (15) and M according to (3) . Then, M provides ε-differential privacy.
Proof. Let D ∈ X n be a second database differing from D in one entry only, say in entry
It follows that the sensitivity of h is bounded by 2 √ d. According to Lemma 2 (applied with nd in place of d), the mechanism M provides ε-differentially privacy.
For sake of simplicity, we will use the abbreviationsγ(f ) = γ f (A|A) andγmin =γmin(A|A) in what follows. As in the definition of strong usefulness, X n f,ω ∈ X n denotes an (f, ω, n)-random database. Let f ∈ F be a counting query and v = v f its representation in the arrangement A. The following margin parameters, associated with f (resp. v) and b = 0, 1, will play a central role:
If the random database D = X n f,ω contains the instances X1, . . . , Xn, then its noisy versionD = M(D) has the following form:
Consider the random variable S = S1 + S2 for
Now, we obtain
Solving for ω yields
Treating S as a (hopefully good) approximation of E[S], this motivates the following definition ofω:
Computeω = Q f (D) according to the right hand-side of (19) except that S is substituted for (the unknown) E[S].
View now F = F k as a member of the parametrized class (F k ) k≥1 . Remember that we assume log |X k | and log |F k | to be polynomially bounded in k. Note thatγ(f ) =γ(f ) if f is balanced, andγ(f ) ≤ 2γ(f ) if the arrangement A is error-free. Therefore, Theorem 2 will be an immediate consequence of the following two results.
Theorem 7. Let ε > 0. The randomized response scheme, given by Z and (Q f ) f ∈F as defined above, provides ε-differential privacy. Moreover, it is strongly useful provided that the size n = n(d, α, β, ε,γmin) of the (random) database satisfies
Proof. ε-differential privacy is granted by Lemma 8. We have to show that, with probability at least 1 − β, |ω − ω| ≤ α whereω is calculated according to the right hand-side of (19) except that S is substituted for E[S]. An inspection of (19) shows that the condition |ω − ω| ≤ α is equivalent to |S−E[S]| ≤ α(γ0(f )+γ1(f )). Since S = S1+S2 and 2γmin ≤ 2γ(f ) =γ0(f ) +γ1(f ), the latter condition is guaranteed if the following holds:
According to (18) , S1 is the average over the independent random variables uX i , v ∈ [−1, 1]. An application of Hoeffding's inequality shows that the probability for the first condition in (21) to be violated is bounded by 2 exp(−α 2γ2 min n/2).
According to Theorem 6, the probability for the second condition in (21) to be violated is bounded by
a bound which is more restrictive than the preceding one. and solving for n, we see that the database size n, as specified in (20), is sufficiently large.
It is assumed in Theorem 2 that there are arrangements A k for the classes F k such that the margin complexitȳ
is polynomially bounded in k. As already noted above,γmin andγmin are equal up to a factor of at most 2 under the assumption (made in Theorem 2) that the classes F k are balanced or that the arrangements A k are error-free. An inspection of (20) shows that the only remaining parameter with a possibly super-polynomial growth in k (or in the other relevant parameters) is the dimension d = d(F k ) of the arrangement. However, d can be assumed as small because of the following result:
The proof, which is based on random projection techniques [12, 1, 2] , is found in Section C.
ARRANGEMENTS WITH A NON-NEG-LIGIBLE MINIMUM MARGIN
In this section, we start with a (more or less trivial) observation, Lemma 9 below, which is applied afterward to a couple of Boolean concept classes.
Let A ∈ {−1, 1} M ×N be a sign matrix and let A be an arrangement for A. The margin parameterγmin(A|A) that is used in Theorems 1 and 2 is clearly bounded from below by γmin(A|A) = min{γi,j(A|A) : i = 1, . . . , M , j = 1, . . . , N } , which is the minimum among all M N individual margin parameters.
Let (F k ) k≥1 be a family of concept classes, and let A k ∈ {−1, 1} X k ×F k be the sign matrix associated with F k . We say that (F k ) k≥1 has a non-negligible minimum margin if there exists a polynomial P (k) ∈ N, and, for all k ≥ 1, an arrangement A k such that γmin(A k |A k ) ≥ 1/P (k). This clearly implies that each arrangement A k for A k is error-free and that γmin(A k |A k ) ≤γ ef min (A k |A k ). It follows that the conclusion of Theorem 2 holds, in particular, for all classes with a non-negligible minimum margin. 4 Note that the application of Theorem 6 is justified because the assumption made there, namely δ ≤ √ 8λn, is granted in our application where δ = αγmin ≤ α ≤ 1 and
For each k ≥ 1, let F k be a class of concepts over the Boolean domain X k = {0, 1} k or X k = {−1, 1} k . We say that (F k ) k≥1 is linearly separable with polynomially bounded weights if there exists a polynomial P (k) ∈ N, and, for all k ≥ 1 and all f ∈ F k , a weight vector v f ∈ {−P (k), . . . , 0, . . . , P (k)} k together with a threshold t ∈ R such that, for all x ∈ X k ,
Assume now that this is the case. Clearly, the threshold t can w.l.o.g. be chosen from the interval [−kP (k), kP (k)]. It follows that (F k ) k≥1 has a non-negligible minimum margin. We could, for example, represent x and f by the (k + 1)-dimensional vectors
respectively, so that v f , x = v f , x − t. Moreover, t can be chosen in the middle between two consecutive nonnegative integers. Denote the arrangement obtained by this setting as A k . Note that v f 2, x 2 ≤ 2kP (k). After normalizing all vectors to unit Euclidean norm, we obtain
. We arrive at the following result:
is a family of Boolean concept classes that is linearly separable with integer weights of absolute value at most P (k), then there exist arrangements
We now discuss some applications.
Boolean Monomials.
A Boolean monomial is linearly separable with weights from {−1, 0, 1} (in the obvious fashion). Thus, Lemma 9 applies with P (k) = 1 for all k ≥ 1. We can conclude that, for monomials over k Boolean variables, the minimum margin is at least 1/(4k), resp. at least 1/(2k) as it had been observed in [9] .
Discrete Axis-Parallel Hyper-Rectangles.
Let J(k) ∈ N be polynomially bounded in k, and let X k = {1, . . . , J(k)}
k . An axis-parallel hyper-rectangle over X k , also called "k-dimensional box", is a subset of the form {a1, . . . , b1} × . . . × {a k , . . . , b k } where ai, bi ∈ {1, . . . , J(k)}. Using the predicates xi ≥ a and xi ≤ b for a, b ∈ {1, . . . , J(k)}, it is easy to cast a k-dimensional box as a monomial over 2kJ(k) Boolean variables. It follows that, for boxes of this form, the minimum margin is at least 1/(4k 2 J(k)).
Boolean Decision Lists.
For a Boolean variable z, let z 1 = z and z 0 =z. We consider decision lists 5 over the Boolean variables z1, . . . , z k of the form
5 introduced in [19] where 1 ≤ s ≤ k, i(1), . . . , i(s) ∈ {1, . . . , k}, and ε1, . . . , εs, b1, . . . , bs ∈ {0, 1}. A list of this form represents a Boolean function that assigns a bit to each vector x ∈ X k = {0, 1} k as follows:
• If x does not satisfy any literal z ε j i(j) in the list, then return the bit bs+1.
• Otherwise, let j be smallest index such that x satisfies the literal z
It is well known that Boolean decision lists with a bounded number of label changes (from 0 to 1 or vice versa) within the sequence b1, . . . , bs, bs+1 are linearly separable with polynomially bounded weights. Here, we determine a relatively precise polynomial bound Pc(k) where c denotes an upper bound on the number of label changes. We view c as a constant and k as a variable that may grow to infinity. Consider a decision list over the domain X k = {0, 1} k as given in (25). By adding redundant items if necessary, we may assume that the list contains every Boolean variable exactly once. For sake of simplicity, we apply a renumbering of indices so that the decision list looks like
Let us first assume that ε1 = . . . = ε k = 1, i.e., all literals in the list are unnegated. We may clearly assume that b1 = b0 so that the first label change (from right to left) occurs between b0 and b1. Let c ≤ c denote the total number of label changes. Let f be the Boolean function represented by (26). We will design a weight vector v f = (w1, . . . , w k ) and a threshold t such that (23) holds. To this end, we decompose b1, . . . , b k (in this order) into c ≤ c maximal segments without label change. Let I1, . . . , I c (in this order) denote the corresponding partition of {1, . . . , k} (so that, for instance, 1 ∈ I1 and k ∈ I c ). Now we choose the weights w1, . . . , w k and the threshold t for the given decision list in accordance with the following policy:
• For all j = 1, . . . , c , all weights in {wi : i ∈ Ij} get the same value, say ±Wj where Wj > 0. More precisely, the value is Wj (resp. −Wj) if the label associated with the segment Ij is 1 (resp. 0).
• Let W1 = 1 and, for j = 1, . . . , c , let kj = |Ij|. The values (Wj) j=2,...,c are chosen so that the following holds:
• The threshold t is set to 1/2 (resp. −1/2) if b0 = 0 (resp. b0 = 1).
It is easy to verify that any weight vector and threshold chosen in accordance with this policy leads to a representation v f of the function f associated with (26) such that (23) holds (provided that ε1 = . . . = ε k = 1). The following is an easy-to-solve recursion for Wj leading to weights w1, . . . , w k that actually do respect the policy:
1. k0 = W0 = 1. For j = 1, . . . , c : kj = |Ij|. Calculus yields that the worst-case is obtained for c = c. We finally remove the artificial assumption ε1 = . . . = ε k = 1. Suppose that the parameters εi ∈ {0, 1} are not necessarily set to 1. If εi = 0, we should think of xi in (23) as being replaced by 1 − xi. Multiplying out, we see that this transformation has an effect on the threshold t only, but not on the weight vector v f . Thus, the upper bounds obtained for the absolute values of the weights remain valid. The whole discussion can be summarized as follows:
Theorem 9. Let c ≥ 1 be a constant. Then, for all r ≥ 0, the following holds. A decision list with at most k Boolean variables and with at most c label changes is linearly separable with weights whose absolute values are bounded by 
EFFICIENCY ISSUES
Theorem 2 ignores efficiency issues. However, an inspection of its proof in Section 5 shows that efficiency is actually obtained under the following conditions:
1. Given x ∈ X k (resp. f ∈ F k ), the vector ux (resp. v f ) of the corresponding (low-dimensional) linear arrangement A k can be computed efficiently.
2. Given f ∈ F k , a random instance in X f,0 (resp. X f,1 ) can be efficiently generated.
The only little change in the computation ofω (in comparison to the computation described in Section 5) is as follows.
We replace the right hand-side in (16) by the corresponding empirical average taken over a sample drawn uniformly at random from X f,b . An easy application of Hoeffding's bound shows that (under the assumptions made in Theorem 2) the size of this sample can be polynomially bounded in terms of the relevant parameters. It is furthermore not hard to show that the above two conditions are satisfied by all classes discussed in Section 6.
CONCLUSIONS
This paper investigated to what extent randomized response schemes can combine ε-differential privacy with the conflicting goal of providing useful answers to counting queries taken from a known class F. We introduced the notions of weak and strong usefulness and proved the following results. First, if F cannot be weakly SQ-learned under the uniform distribution, then ε-differential privacy rules out weak usefulness. Second, for a broad variety of classes F that actually can be weakly SQ-learned under the uniform distribution, we designed a randomized response scheme that provides ε-differential privacy and strong usefulness. Finally, we presented some applications. In particular, we showed that our ε-differentially private randomized response scheme is strong useful for the class of Boolean Monomials, Boolean Clauses and, more generally, for "Boolean Decision Lists with a bounded number of label-changes". The same result also applies to "Axis-Parallel Hyper-Rectangles over a discrete domain".
