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Abstract. Weakly singular Volterra integral equations of the different types are con-
sidered. The construction of accuracy-optimal numerical methods for one-dimensional and
multidimensional equations is discussed. Since this question is closely related with the optimal
approximation problem, the orders of the Babenko and Kolmogorov n−widths of compact sets
from some classes of functions have been evaluated. In conclusion we adduce some numerical
illustrations for 2-D Volterra equations.
Keywords: Volterra integral equations; optimal algorithms; the Babenko and Kolmogorov
n−widths; weakly singular kernels; collocation method.
Mathematics Subject Classification 2010: 65R20; 45D05.
1 Introduction. Definitions and auxiliary statements
Volterra integral equations have numerous applications in economy, ecology, medicine [1, 2]. For
a detailed study of approximate methods for Volterra integral equations including Abel-Volterra
equations we refer to, e.g., [1, 2, 3, 4, 5, 6, 7] and the references therein.
In this paper we summarize our results concerning the construction of numerical methods
of optimal accuracy for multidimensional weakly singular Volterra integral equations (VIEs).
Some of these results are published for the first time.
The paper is organized as follows. In Section 1, we introduce the classes of functions being
used and prove some statements concerning the smoothness of exact solutions of VIEs. Section
2 is dedicated to evaluation of the Babenko and Kolmogorov widths of compact sets from
introduced classes of functions. There are also constructed the special local splines realizing
the optimal estimates. In Section 3, we describe the projective method for multidimensional
VIEs based on the approximation of the exact solutions by these splines. The numerical example
for 2-D VIE is given in Section 4.
1.1 Classes of functions
Definition 1.1. Let Q∗r,γ(Ω,M), Ω = [0, T ]
l, l = 1, 2, . . . , be a class of functions f(t1, . . . , tl)
defined on Ω and satisfying the following conditions:∣∣∣∣∂|v|f(t1, . . . , tl)∂tv11 · · ·∂tvll
∣∣∣∣ 6 M, 0 6 |v| 6 r,
∣∣∣∣∂|v|f(t1, . . . , tl)∂tv11 · · ·∂tvll
∣∣∣∣ 6 M(ρ(t,Γ0))|v|−r−ζ , r < |v| 6 s, t ∈ {Ω \ Γ0},
where M is some constant, 0 < M < ∞, t = (t1, . . . , tl); v = (v1, . . . , vl), |v| = v1 + · · ·+ vl;
s = r + γ, ζ = 0, if γ is an integer; s = r + [γ] + 1, γ = [γ] + µ, 0 < µ < 1, ζ = 1− µ, if γ is
non-integer; Γ0 is an intersection of the boundary Γ of domain Ω with the union of coordinate
planes; ρ(t,Γ0) = min
i
|ti|;
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Remark 1.1. In one-dimensional case (l = 1) Γ0 is defined as the point t = 0.
Definition 1.2. Let Q∗∗r,γ(Ω,M), Ω = [0, T ]
l, l = 1, 2, . . . , be a class of functions f(t1, . . . , tl)
defined on Ω and satisfying the following conditions:∣∣∣∣∂|v|f(t1, . . . , tl)∂tv11 · · ·∂tvll
∣∣∣∣ 6 M, 0 6 |v| 6 r,
∣∣∣∣∂|v|f(t1, . . . , tl)∂tv11 · · ·∂tvll
∣∣∣∣ 6 M(ρ(t, 0))|v|−r−ζ , r < |v| 6 s, t 6= 0,
where M is some constant, t = (t1, . . . , tl); v = (v1, . . . , vl), |v| = v1+ · · ·+vl; s = r+γ, ζ = 0,
if γ is an integer; s = r + [γ] + 1, γ = [γ] + µ, 0 < µ < 1, ζ = 1 − µ, if γ is non-integer;
ρ(t, 0) = min
k=1,...,l
|tk|.
Remark 1.2. It is obvious that in one-dimensional case (l = 1) classes Q∗r,γ(Ω,M) and
Q∗∗r,γ(Ω,M) are equal.
Definition 1.3. Let Ω = [0, T ]l, l = 1, 2, . . . , r = 1, 2, . . . , 0 < γ 6 1. Function f(t1, . . . , tl)
belongs to the class B∗r,γ(Ω, A) if the following inequalities hold:
|f(t1, . . . , tl)| 6 A,∣∣∣∣∂|v|f(t1, . . . , tl)∂tv11 · · ·∂tvll
∣∣∣∣ 6 A|v||v||v|, 0 < |v| 6 r, t ∈ Ω,∣∣∣∣∂|v|f(t1, . . . , tl)∂tv11 · · ·∂tvll
∣∣∣∣ 6 A|v||v||v|(ρ(t,Γ0))|v|−r−1+γ , t ∈ {Ω \ Γ0}, r < |v| <∞,
where A is a constant independent of |v|.
Definition 1.4. Let Ω = [0, T ]l, l = 1, 2, . . . , r = 1, 2, . . . , 0 < γ 6 1. Function f(t1, . . . , tl)
belongs to the class B∗∗r,γ(Ω, A) if the following inequalities hold:
|f(t1, . . . , tl)| 6 A,∣∣∣∣∂|v|f(t1, . . . , tl)∂tv11 · · ·∂tvll
∣∣∣∣ 6 A|v||v||v|, 0 < |v| 6 r,∣∣∣∣∂|v|f(t1, . . . , tl)∂tv11 · · ·∂tvll
∣∣∣∣ 6 A|v||v||v|(ρ(t, 0))|v|−r−1+γ , t 6= 0, r < |v| <∞,
where A is a constant independent of |v|.
Remark 1.3. In one-dimensional case (l = 1) classes B∗r,γ(Ω, A) and B
∗∗
r,γ(Ω, A) are also equal.
1.2 Smoothness of solutions
For a simplicity of the presentation let us consider the one-dimensional integral equation
x(t)−
t∫
0
H(t, τ)x(τ)dτ = f(t), 0 6 t 6 T. (1.1)
We introduce the following lemmas concerning the smoothness of an exact solution of (1.1):
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Lemma 1.1. 1. Let H(t, τ) ∈ Q∗r,γ([0, T ], 1) with respect to each variable separately,
f(t) ∈ Q∗r,γ([0, T ], 1). Then the unique solution x(t) of equation (1.1) belongs to the
class Q∗r,γ([0, T ],M).
2. Let H(t, τ) ∈ B∗r,γ([0, T ], A1) with respect to each variable separately, f(t) ∈
B∗r,γ([0, T ], A2). Then there exist a unique solution x(t) of equation (1.1) such that
x(t) ∈ B∗r,γ([0, T ], A).
Proof. It is well-known that the exact solution of (1.1) is a continuous function. Let
C0 = max
t∈[0,T ]
|x(t)|, Fk = max
t∈[0,T ]
|f (k)(t)|, Hk = max
(t,τ)∈[0,T ]2
∣∣∣ ∂kH(t,τ)∂tk1∂τk2
∣∣∣, 0 6 k1, k2 6 k, k1 + k2 = k,
1 6 k 6 r. Let also Mk be constants depending only on the order k.
In order to prove the assertions of this lemma we differentiate formally the expression
x(t) = f(t) +
t∫
0
H(t, τ)x(τ)dτ :
x′(t) = f ′(t) +
t∫
0
H ′t(t, τ)x(τ)dτ +H(t, t)x(t). (1.2)
Since the right hand of this formula is a continuous function, there exists the continu-
ous derivative x′(t) of the exact solution x(t) which can be estimated as follows |x′(t)| 6
F1 +H0C0 +H1C0T =M1.
Differentiating (1.2) one more time, we have
x′′(t) = f ′′(t) + (H ′t +H
′
τ )x(t) +H(t, t)x
′(t) +
t∫
0
H ′′tt(t, τ)x(τ)dτ +H
′
t(t, t)x(t).
Taking into account that
Hk, Fk =
{
O(1), k 6 r;
O
(
1
tk−r−ζ
)
, k > r,
and using the previous estimate for |x′(t)| we obtain
|x′′(t)| 6 F2 + 2H1C0 +H0(F1 +H0C0 +H1C0T ) +H2C0T +H1C0 =
= F2 +H2C0T + 3H1C0 +H0(F1 +H0C0 +H1C0T ) =M2.
Further,
|x′′′(t)| 6 F3 + 7H2C0 + 5H1|x′|+H0|x′′|+H3C0T =M3.
Thus, differentiating (1.1) k-times (k 6 s) we can conclude that there exists x(k)(t) and
the estimate holds
|x(k)(t)| 6
{
Mk, k 6 r;
Mk
tk−r−ζ
, r < k 6 s.
Therefore x(t) ∈ Q∗r,γ([0, T ],M) with M = max
k=1,s
{Mk, 1} and the first statement of Lemma
is proved.
Consider now the class B∗r,γ([0, T ]). It’s easy to see that |x
(r)(t)| is bounded. The estimate
for derivative of order v, r < v <∞, has the following form
|x(v)(t)| 6
Cv1v
v
tv−r−1+γ
+
Cv2v
vC0T
tv−r−1+γ
+
4vCv3v
v
tv−r−2+γ
6
Avvv
tv−r−1+γ
, (1.3)
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where the constants C1, C2, C3 depend only on A1, A2.
Hence the exact solution x(t) ∈ B∗r,γ([0, T ], A).
The statements concerning the smoothness of the exact solution of weakly singular VIEs
are distributed to a case of the multidimensional integral equations of the following form
(I −K)x ≡ x(t)−
tl∫
0
· · ·
t1∫
0
h(t, τ)g(t− τ)x(τ)dτ = f(t), (1.4)
where t = (t1, . . . , tl), τ = (τ1, . . . , τl), 0 6 t1, . . . , tl 6 T ; weakly singular kernels g(t− τ) may
have the form
g(t1, . . . , tl) = t
r+α
1 · · · t
r+α
l (1.5)
or
g(t1, . . . , tl) = (t
2
1 + · · ·+ t
2
l )
r+α. (1.6)
Applying the analogous technique with much more complicated computations, we have:
1. If g(t1, . . . , tl) has the form (1.5), h(t, τ) has the continuous partial derivatives up to order
s = r+[γ]+1 and f(t) ∈ Q∗r,γ(Ω, 1), then the exact solution x(t) of equation (1.4) belongs
to Q∗r,γ(Ω,M) with γ = s − r − α. If h(t, τ) is an analytical function, f(t) ∈ B
∗
r,γ(Ω, 1),
then x(t) ∈ B∗r,γ(Ω, A).
2. If g(t1, . . . , tl) has the form (1.6), h(t, τ) has the continuous partial derivatives up to order
s = r+[γ]+1 and f(t) ∈ Q∗∗r,γ(Ω, 1), then the exact solution x(t) of equation (1.4) belongs
to Q∗∗r,γ(Ω,M) with γ = s − r − α. If h(t, τ) is an analytical function, f(t) ∈ B
∗∗
r,γ(Ω, 1),
then x(t) ∈ B∗∗r,γ(Ω, A).
Note that the smoothness properties of the exact solutions of multidimensional weakly singular
Fredholm integral equations have been investigated in the paper [8] by G. Vainikko.
2 The optimal reconstruction of functions from
Q∗r,γ(Ω,M), Q
∗∗
r,γ(Ω,M), B
∗
r,γ(Ω, A), and B
∗∗
r,γ(Ω, A)
In order to construct methods of optimal accuracy for numerical solution of VIEs we need in
optimal methods for the approximation of functions from the classes Q∗r,γ(Ω,M), Q
∗∗
r,γ(Ω,M),
B∗r,γ(Ω, A), and B
∗∗
r,γ(Ω, A).
For this purpose the Babenko and Kolmogorov n-widths of compact sets from these classes
are evaluated and local splines are constructed. The error orders of these splines coincide with
the magnitudes of the widths. The obtained assertions are diffusion of results of the papers
[9, 10, 11, 12].
Let us recall definitions of the Babenko and Kolmogorov n−widths.
Let B be a Banach space, X ⊂ B be a compact set, and Π : X → X¯ be a mapping of
X ⊂ B onto a finite-dimensional space X¯.
Definition 2.1. [13] Let Ln be n-dimensional subspaces of the linear space B. The Kolmogorov
n-width dn(X,B) is defined by
dn(X,B) = inf
Ln
sup
x∈X
inf
u∈Ln
‖x− u‖, (2.1)
where the external infimum is calculated over all n-dimensional subspaces of Ln.
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Definition 2.2. [13] The Babenko n-width δn(X) is defined by the expression
δn(X) = inf
Π:X→Rn
sup
x∈X
diam Π−1Π(x),
where the infimum is calculated over all continuous mappings Π : X → Rn.
If the infimum in (2.1) is attained for some Ln, this subspace is called an extremal subspace.
The widths play the important role in the numerical analysis and approximation theory
since they have close relations to many optimal problems such as ε−complexity of integration
and approximation, optimal differentiation, and optimal approximation of solutions for the
operator equations.
A detailed study of these problems in view of general theory of optimal algorithms is given
in [14].
Throughout this paper A and Ak, k = 1, 2, . . . , denote some positive constants that do
not depend on N .
Theorem 2.1. Let Ω = [0, T ]l, l = 1, 2, . . . . Then the estimates hold
dn(Q
∗
r,γ(Ω,M), C(Ω)) ≍ δn(Q
∗
r,γ(Ω,M), C(Ω)) ≍ εn,
where εn ≍ n
−s if l = 1 and
εn ≍


n−(s−γ)/(l−1), v > l
l−1 ;
n−s/l(lnn)s/l, v = l
l−1 ;
n−s/l, v < l
l−1 ,
(2.2)
if l 6= 1. Here v = s/(s− γ).
Proof. In order to estimate the infimum of the Babenko widths we divide the domain Ω
into parts ∆k, k = 0, 1, . . . , N − 1. Here ∆k denotes the set of points from Ω satisfying the
inequalities(
k
N
)v
T 6 ρ(t,Γ0) 6
(
k + 1
N
)v
T, k = 0, 1, . . . , N − 1, t = (t1, . . . , tl).
Let hk =
(
k+1
N
)v
T −
(
k
N
)v
T, k = 0, 1, . . . , N − 1. Each of domains ∆k we then cover with
cubes and parallelepipeds ∆ki1,...,il which edges do not exceed hk and parallel to the coordinate
axes. For each cube ∆ki1,...,il = [a
k
i1
, aki1+1; . . . ; a
k
il
, akil+1], k = 0, 1, . . . , N − 1 we construct the
function of the following form
Ψki1,...,il(t) =

 A
(
(t1−aki1 )(a
k
i1+1
−t1)···(tl−akil )(a
k
il+1
−tl)
)s
h
s(2l−1)
k
((k+1)/N)vγ
, for t ∈ ∆ki1,...,il;
0, for t /∈ ∆ki1,...,il.
The constant A is chosen from the condition Ψki1,...,il ∈ Q
∗
r,γ(Ω,M).
We now estimate a maximum of the function Ψki1,...,il(t). It is obvious that
max
t∈Ω
|Ψki1,...,il(t)| > A1h
s
(
N
k + 1
)vγ
= A2
(k + θ)(v−1)s
(k + 1)vγ
1
Nv(s−γ)
, 0 < θ < 1.
The value v is chosen so that max
t
|Ψki1,...,il(t)| be independent of the number k. It is obvious
that the condition v = s/(s− γ) is sufficient.
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Hence,
|Ψki1,...,il(t)| >
A1
N s
. (2.3)
Introduce the function Ψλ(t) by the formula
Ψλ(t) =
N−1∑
k=0
∑
i1,...,il
λk,i1,...,ilΨ
k
i1,...,il
(t), −1 6 λk,i1,...,il 6 1.
Applying the Borsuk theorem [13], we obtain δn(Q
∗
r,γ(Ω,M), C(Ω)) >
A1
Ns
, where n is the number
of the cubes ∆ki1,...,il covering Ω.
It is easy to see that for l = 2, 3, . . . ,
n ≍ 2l
N−1∑
k=0
[
T −
(
k
N
)v
T
hk
]l−1
= 2l
N−1∑
k=0
[
Nv − kv
(k + 1)v − kv
]l−1
≍
≍ Nv(l−1) + 2l
N−1∑
k=1
[
Nv − kv
(k + θ)v−1
]l−1
≍


Nv(l−1), v > l
l−1 ;
N l lnN, v = l
l−1 ;
N l, v < l
l−1 ,
(2.4)
Hence,
δn(Q
∗
r,γ(Ω,M), C(Ω)) >


n−(s−γ)/(l−1), v > l
l−1 ;
n−s/l(lnn)s/l, v = l
l−1 ;
n−s/l, v < l
l−1 ,
(2.5)
Let us construct a continuous local spline realizing estimate (2.5).
At first we describe the case of l = 1 in more detail:
Let N and n be integers such that n = (N − 1)(s− 1) + s. We introduce the partition of
the interval [0, T ] with grid points vk = T (
k
N
)q, k = 0, 1, . . . , N, where q = s/(s− γ) if γ is an
integer or q = s/(s− [γ]− 1) if γ is a non-integer.
Denote by ∆k the segments ∆k = [vk, vk+1], k = 0, 1, . . . , N − 1. Let
ξkj =
vk+1 + vk
2
+
vk+1 − vk
2
yj,
j = 1, 2, . . . , s− 2; ξk0 = vk, ξ
k
s−1 = vk+1; k = 1, 2, . . . , N − 1,
ξ0j =
v1 + v0
2
+
v1 − v0
2
wj, j = 1, 2, . . . , r − 2; ξ
0
0 = v0, ξ
0
r−1 = v1,
where yj and wj are the roots of the Legendre polynomials of degrees s−2 and r−2 respectively.
We denote by Ps(f,∆k) the operator replacing the function f(t), t ∈ ∆k by the interpola-
tion polynomial of degree s− 1 for k = 0, N − 1 constructed at the nodes ξkj .
Let then fN(t) be a local spline defined in [0, T ] and composed of polynomials
Ps(f,∆k), k = 0, 1, . . . , N − 1.
It is easy to see that
‖f(t)− fN(t)‖C[∆k] 6 AN
−s, k = 1, N − 1
For the segment ∆0 we have
‖f(t)− fN (t)‖C[∆0] 6
A1(v1 − v0)
r
r!
= A2
(
T
N q
)r
=
A3
N qr
= AN−s.
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Hence, ‖f(t)− fN(t)‖C[0,T ] 6 AN
−s. Since the general number n of the functionals using
for construction of the spline fN(t) is estimated as n ≍ N , we obtain
dn(Q
∗
r,γ(Ω), C) ≍ n
−s
Case of l = 2, 3, . . ..
Here we introduce the operator Ps[f, [a1, b1; . . . ; al, bl]] = P
t1
s · · ·P
tl
s where P
ti
s is the inter-
polating polynomial operating on variable ti, i = 1, 2, . . . , l, and constructed as earlier in the
case of l = 1. The construction of the continuous local spline starts with domain ∆N−1. In
this domain function f(t1, . . . , tl) is replaced with the interpolating polynomial Ps[f,∆N−1]. In
order to construct the local spline in ∆N−2 we cover this domain with the cubes and paral-
lelepipeds ∆N−2i1,...,il. Note that their edges do not exceed hN−2. Here the vertices of ∆N−1 located
on the boundary of ∆N−2 are also vertices of appropriate cubes from the set ∆N−2i1,...,il. In ∆
N−2
i1,...,il
the function f(t1, . . . , tl) is approximated by interpolating polynomials Ps[f,∆
N−2
i1,...,il
].
Note that we interpolate the function Ps[f,∆N−1] instead of f(t1, . . . , tl) at t ∈{
∆N−2i1,...,il
⋂
∆N−1
}
(the observance of a continuity condition).
In ∆k, k = 0, 1, . . . , N − 3, the spline is then constructed in a similar way.
Let f ∗s (t1, . . . , tl) be the spline composed of polynomials Ps[f,∆
k
i1,...,il
]. It is clear that
‖f(t)− f ∗s (t)‖C 6 AN
−s (2.6)
From this estimate and inequality (2.5) it follows that the right part of relation (2.2) holds.
Using the inequality δn 6 2dn [13], we finish the proof.
Theorem 2.2. Let Ω = [0, T ]. The estimates hold
δn(B
∗
r,γ(Ω, A), C(Ω)) 6 2
−√n(r+1−γ), dn(B∗r,γ(Ω, A), C(Ω)) ≍ 2
−√n(r+1−γ). (2.7)
Proof. At first we construct a continuous local spline realizing the estimate (2.7). It will
allow us to obtain an upper bound estimate for the Kolmogorov n−width dn(B
∗
r,γ(Ω, A), C(Ω)).
The interval [0, T ] is divided into N + 1 segments ∆k = [vk, vk+1], k = 0, . . . , N, with the
knots v0 = 0, vk = 2
k−1−NT, k = 1, . . . , N + 1.
Let
ξkj =
vk+1 + vk
2
+
vk+1 − vk
2
yj ,
j = 1, 2, . . . , mk − 2; ξ
k
0 = vk, ξ
k
mk−1 = vk+1; k = 0, 1, . . . , N,
(2.8)
where yj are the roots of the first kind Chebyshev polynomials of degree mk − 2; m0 = r,
mk =
[
10
9
k(r + 1− γ)AT
]
+ 1, k = 1, 2, . . . , N .
Denote as earlier by Pk(f,∆k) the operator interpolating the function f(t), t ∈ ∆k, with
the polynomial of degree mk − 1 constructed at the nodes ξ
k
j , k = 0, N . Denote also hk =
vk+1 − vk, k = 0, 1, . . . , N .
Let then fN(t) be a local spline defined in [0, T ] and composed of polynomials
Pk(f,∆k), k = 0, 1, . . . , N .
It is easy to see that the approximation error at t ∈ ∆0 is
‖f(t)− fN (t)‖C[∆0] 6 A1 ln rh
r+1−γ
0 = A2
(
T
2N
)r+1−γ
=
A3
2N(r+1−γ)
. (2.9)
Since the degreesmk−1 of interpolating polynomials increase proportionally to the number
k of a segment, it is necessary to estimate the Lebesgue constant λmk for the nodes (2.8). This
constant is required to define the approximation error on the segments ∆k, k = 1, N .
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It is well known that the Lebesgue constant does not depend on the length of a segment.
It depends only on a distribution of the nodes in this segment. Therefore for a simplicity of
designations let us consider the interval [−a, a] and the nodes
tj = ayj, j = 1, 2, . . . , mk − 2; t0 = −a, tmk−1 = a,
where yj are the roots of the first kind Chebyshev polynomials of degree mk − 2.
Then
λmk = max
t∈[−a,a]
mk−1∑
i=0
|ψmk−1,i(t)| ,
where ψmk−1,i(t) =
mk−1∏
j=0,j 6=i
(t−tj )
(ti−tj) are the fundamental polynomials.
Let i 6= 0, i 6= mk − 1. Then
|ψmk−1,i(t)| = |Φmk−1,i(t)ϕmk−1,i(t)| 6 |Φmk−1,i(t)| max
t∈[−a,a]
|ϕmk−1,i(t)|,
where
Φmk−1,i(t) =
(t− t1) · · · (t− ti−1)(t− ti+1) · · · (t− tmk−2)
(ti − t1) · · · (ti − ti−1)(ti − ti+1) · · · (ti − tmk−2)
,
ϕmk−1,i(t) =
(t− t0)(t− tmk−1)
(ti − t0)(ti − tmk−1)
.
It is obvious that
max
t∈[−a,a]
|ϕmk−1,i(t)| =
a2
|(ti + a)(ti − a)|
6
a2
a2 − t21
=
a2
a2 − a2 cos2 1
2(mk−2)
=
=
1
1− cos2 1
2(mk−2)
=
1
sin2 1
2(mk−2)
≍ m2k, ∀i.
Taking into account that
max
t∈[−a,a]
|ψmk−1,0(t)| ≍ max
t∈[−a,a]
|ψmk−1,mk−1(t)| ≍ mk,
we have
λmk 6 A4m
2
k
mk−2∑
i=1
|Φmk−1,i(t)|+ |ψmk−1,0(t)|+ |ψmk−1,mk−1(t)| = O(m
2
k lnmk).
Therefore, the approximation error ‖f(t)− fN (t)‖C[∆k], k = 1, N − 1 can be estimated as
(see, e.g., [15]):
‖f(t)− fN(t)‖C[∆k] 6 A5λmk
(
vk+1 − vk
2mk
)q
Aqqq
vq−r−1+γk
,
where q =
[
5(r+1−γ)k
9
]
+ 1 is the maximal order of the derivatives used for the estimation of an
error.
Continuing the previous inequality we have
‖f(t)− fN(t)‖C[∆k] 6
A6m
2
k lnmk
(
T2k−1−N
2mk
)q
Aqqq
vq−r−1+γk
=
8
=
A7k
2 ln kT qAqqq
mqk2
(N+2−k)q2(k−1−N)(q−r−1+γ)
=
=
A8k
2 ln k T qAqqq(
10
9
k(r + 1− γ)
)q
AqT q 2N(r+1−γ) 2q−(r+1−γ)(k−1)
=
=
A8k
2 ln k qq(
2q
)q
2N(r+1−γ) 2q−(r+1−γ)(k−1)
=
=
A8k
2 ln k
2N(r+1−γ) 22q−(r+1−γ)(k−1)
6
A9k
2 ln k
2N(r+1−γ) 2
r+1−γ
9
(k+9)
.
Hence, for all sufficiently large N the estimate holds
‖f(t)− fN(t)‖C[∆k] 6
A10
2N(r+1−γ)
.
Therefore for the whole segment [0, T ] we have
‖f(t)− fN (t)‖C[0,T ] 6
A11
2N(r+1−γ)
. (2.10)
The total number n of the functionals used for the construction of a spline can be estimated
as
n =
N∑
k=0
mk =
N∑
k=0
10
9
k(r + 1− γ)AT ≍ N2.
Inequality (2.10) allows us to define an upper bound of the Kolmogorov n−width
dn(B
∗
r,γ(Ω, A), C(Ω)) 6
A14
2
√
n(r+1−γ) .
Repeating the arguments given in [11], [16] we receive
δn(B
∗
r,γ(Ω, A), C(Ω)) >
A13
2
√
n(r+1−γ) .
Taking into account the inequality δn 6 2dn, we accomplish the proof.
Note that instead of (2.8) we can also use the another system of the nodes:
ξkj =
vk+1 + vk
2
+
vk+1 − vk
2
yj, j = 0, 2, . . . , mk − 1; k = 0, 1, . . . , N, (2.11)
where yj are the roots of the first kind Chebyshev polynomials of degree mk − 1; m0 = r,
mk =
[
k(r + 1− γ)AT
]
+ 1, k = 1, 2, . . . , N .
This allows us to eliminate the additional multiplier m2k in the estimate of the Lebesque
constant λmk . However, the closed system of nodes (2.8) is more suitable in practice for the
numerical solution of VIEs by the projective method described in Section 3.
Theorem 2.3. Let Ω = [0, T ]l, l = 2, 3, . . .. Then the estimates hold
δn(Q
∗∗
r,γ(Ω,M), C(Ω)) ≍ dn(Q
∗∗
r,γ(Ω,M), C(Ω)) ≍ n
−s/l. (2.12)
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Proof. In order to estimate the infimum of δn(Q
∗∗
r,γ(Ω,M), C(Ω)) we cover domain Ω with
cubes as follows. The cube ∆1 = ∆11,...,1 is an intersection of domains
(
0 6 t1 6
(
1
N
)v
T
)
∩ · · · ∩
(
0 6 tl 6
(
1
N
)v
T
)
,
v = s/(s− γ) if γ is an integer, v = s/(s− [γ]− 1) if γ is a non-integer.
The domain ∆2 is then defined as ∆2 = ∆′2 \∆
′′
1, where
∆′k =
{
(t1, . . . , tl) : 0 6 t1, . . . , tl 6
(
k
N
)v
T
}
,
∆′′k =
{
(t1, . . . , tl) : 0 6 t1, . . . , tl <
(
k
N
)v
T
}
.
This domain is covered with cubes and parallelepipeds ∆2i1,...,il which edges are parallel to
the axes of coordinates and do not exceed h1 =
(
2
N
)v
T −
(
1
N
)v
T . The further construction is
carried out by analogy.
Each domain ∆k = ∆′k \∆
′′
k−1, k = 3, . . . , N −1, is covered with cubes and parallelepipeds
∆ki1,...,il with edges not exceeding hk−1 =
(
k
N
)v
T −
(
k−1
N
)v
T .
In ∆ki1,...,il the function Ψ
k
i1,...,il
is defined and then in domain Ω the function Ψλ(t1, . . . , tl) is
introduced (by analogy to the proof of theorem 2.1). Then we show that |Ψλ(t1, . . . , tl)| >
A1
Ns
.
Let us define the number n of parallelepipeds ∆ki1,...,il. It is easy to see that
n ≍
N−1∑
k=1
[ (
k+1
N
)v(
k+1
N
)v
−
(
k
N
)v
]l−1
≍
N−1∑
k=1
[
(k + 1)v
(k + θ)v−1
]l−1
≍
N−1∑
k=1
kl−1 ≍ N l.
Hence, δn(Q
∗∗
r,γ(Ω,M), C(Ω)) > An
−s/l. The construction of the local spline f ∗∗N (t1, . . . , tl)
and further argumentation are carried out by analogy to the proof of Theorem 2.1. The theorem
is proved.
Theorem 2.4. Let Ω = [0, T ]l, l = 2, 3, . . . , 0 < γ 6 1. Then the estimates hold
δn(B
∗
r,γ(Ω, A), C(Ω)) ≍ dn(B
∗
r,γ(Ω, A), C(Ω)) ≍
1
n(r+1−γ)/(l−1)
. (2.13)
Proof. Let ∆0 be a set of points t ∈ Ω such that 0 6 ρ(t,Γ0) 6 2
−NT, and ∆k, k =
1, 2, . . . , N, be a set of points t ∈ Ω such that
2k−1
2N
T 6 ρ(t,Γ0) 6
2k
2N
T.
Let us cover each domain ∆k, k = 0, 1, . . . , N, with cubes ∆
k
i1,...,il
. The edges of these
cubes are parallel to the edges of Ω. These edges are not less than hk and not more than 2hk,
where hk =
2k−1
2N
T, k = 0, 1, . . . , N − 1.
Now we estimate a general number of elements ∆ki1,...,il covering domain Ω. It is obvious
that
n ≍
N∑
k=1
[
1− 2
k−1
2N
2k
2N
− 2
k−1
2N
]l−1
≍
N∑
k=1
(
2N−k+1 − 1
)l−1
≍
N∑
k=1
2(N+1)(l−1)
2k(l−1)
=
=
1
2l−1 − 1
(
2(N+1)(l−1) − 2l−1
)
.
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Thus, n ≍ 2N(l−1).
Repeating the arguments of the paper [11] we obtain the estimate δn(B
∗
r,γ(Ω, A), C(Ω)) >
2−N(r+1−γ) and conclude
δn(B
∗
r,γ(Ω, A), C(Ω)) >
1
n(r+1−γ)/(l−1)
.
The construction of a continuous local spline realizing estimate (2.13) is similar to construc-
tion given in the Theorem 2.1. Here the parameter s is equal to s =
[
10
9
N(r + 1− γ)AT
]
+ 1.
Taking into account well known inequality δn 6 2dn connecting the Babenko and Kol-
mogorov n−widths, we finish the proof.
Theorem 2.5. Let Ω = [0, T ]l, l = 2, 3, . . .. Then the estimates hold
δn(B
∗∗
r,γ(Ω, A), C(Ω)) ≍ dn(B
∗∗
r,γ(Ω, A), C(Ω)) ≍
1
2
l+1
√
n (r+1−γ) . (2.14)
The proof is carried out by analogy to the proof of Theorem 2.4.
3 Approximate solution of multidimensional VIEs
In this section we consider the multidimensional VIEs of the form
(I −K)x ≡ x(t)−
tl∫
0
· · ·
t1∫
0
h(t, τ)g(t− τ)x(τ)dτ = f(t), (3.1)
where t = (t1, . . . , tl), τ = (τ1, . . . , τl), 0 6 t1, . . . , tl 6 T ; weakly singular kernel g(t − τ) has
the form
g(t1, . . . , tl) = t
r+α
1 · · · t
r+α
l (3.2)
3.1 Numerical scheme
We look for an approximate solution of (3.1) as the spline x∗N(t1, . . . , tl) with the unknown
values x∗N (ξ
k
i1
, . . . , ξkil), (ξ
k
i1
, . . . , ξkil) ∈ ∆
k
i1,...,il
, k = 0, 1, . . . , N − 1, at the knots of the grid.
The construction of the spline x∗N (t1, . . . , tl) is described in Section 2 and depends on the
considered class of function.
The values x∗N (ξ
k
i1
, . . . , ξkil) in each cube ∆
k
i1,...,il
, k = 0, 1, . . . , N − 1, are determined step-
by-step by the spline-collocation technique from the systems of linear equations
(I −K)PN [x(t),∆
k
i1,...,il
] ≡ PN [x(t),∆
k
i1,...,il
]−
−PN
[∫
· · ·
∫
∆ki1,...,il
P τN [h(t, τ)]g(t− τ)PN [x(τ),∆
k
i1,...,il
]dτ, ∆ki1,...,il
]
=
= PN [f
k
i1,...,il
(t),∆ki1,...,il].
(3.3)
Here PN is an operator of projection on the set of the local splines of the form x
∗
N(t1, . . . , tl);
fki1,...,il(t1, . . . , tl) is a new right part of equation (3.1) including the integrals over domains
∆ji1,...,il, j = 0, 1, . . . , k, processed at the previous steps (in these domains the spline values are
already known).
All the integrals in (3.3) are calculated using the Gauss-type cubature formulas.
There are several ways for choosing the numeration of the subdomains ∆ki1,...,il, k =
0, 1, . . . , N − 1. One of such ways allowing the parallelization of the computing process we
indicate in [17].
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3.2 Convergence substantiation
Let us rewrite equation (3.1) and projective method (3.3) in the operator form:
x−Kx = f, K : X → X, X ⊂ C(Ω), Ω = [0, T ]l, l = 2, 3, . . . , (3.4)
xN − PNKxN = PNf, PN : X → XN , XN ⊂ C(Ω), (3.5)
where X is one of the sets Q∗r,γ(Ω,M) or B
∗
r,γ(Ω, A); XN are the sets of corresponding local
splines.
Since the homogenous Volterra integral equation x−Kx = 0 has only the trivial solution,
the operator I −K is injective. Hence, the operator I −K has the bounded inverse operator
(I −K)−1 : X → X. For all sufficiently large N we have the estimates
‖(I − PNK)
−1‖C(Ω) = ‖
(
(I −K) + (K − PNK)
)−1
‖C(Ω) 6
6
‖(I −K)−1‖C(Ω)
1− ‖(I −K)−1‖C(Ω)‖K − PNK‖C(Ω)
6 2‖(I −K)−1‖C(Ω) = A (const)
if
‖K − PNK‖C(Ω) 6
1
2‖(I −K)−1‖C(Ω)
.
Let us show that the last estimate holds for all sufficiently large N . Since y(t) ≡
(
Kx
)
(t) ∈
X and X is a dense set in C(Ω) (this is valid for Q∗r,γ(Ω,M) and B
∗
r,γ(Ω, A) ), we have
‖K − PNK‖C(Ω) = sup
x∈X,‖x‖61
max
t∈Ω
|x(t)− PNx(t)| 6 εN ,
where εN → 0 as N → ∞. Therefore, ‖K − PNK‖C(Ω) 6
1
2‖(I−K)−1‖ starting with sufficiently
large N .
Thus, the operators (I −PNK)
−1 are exist and uniformly bounded and equation (3.5) has
a unique solution for all sufficiently large N . Taking into account that PNx→ x as N →∞ for
all x ∈ X , we apply the projection operator PN both to the left and the right parts of equation
(3.4):
x− PNKx = PNf + x− PNx.
Subtracting this equation from (3.5), we obtain
(I − PNK)(xN − x) = PNx− x,
(xN − x) = (I − PNK)
−1(PNx− x).
This implies
‖xN − x‖C 6 A‖PNx− x‖C 6 εN(X). (3.6)
Thus, the accuracy of the approximate solution obtained via projective method (3.5) is
determined by the accuracy εN(X) of the approximation of functions from X by the local
splines.
On the other hand, it follows from the Theorems given in Section 2 that for the functions
from X the order of estimate (3.6) cannot be improved (see Theorems 2.1 and 2.2). Hence,
we conclude that algorithm (3.3) is of optimal accuracy order on the classes Q∗r,γ(Ω,M) and
B∗r,γ(Ω, A).
It was proved in paper [5] that such numerical methods for VIEs are also optimal with
respect to complexity order.
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The numerical solution of multidimensional VIEs with the optimal accuracy requires a
huge number of arithmetical operations. In [17], employing the 2-D VIE case as an exam-
ple, we investigate the problem of accelerating the computing process by using multiprocessor
computers.
Remark 3.1. The suggested algorithm can be also applied to numerical solution of multidi-
mensional VIEs of the form
x(t)−
tl∫
0
· · ·
t1∫
0
h(t, τ)
[
(t1 − τ1)
2 + · · ·+ (tl − τl)
2
]r+α
x(τ)dτ1 . . . dτl = f(t),
t = (t1, . . . , tl), τ = (τ1, . . . , τl), t ∈ [0, T ]
l,
(3.7)
with coefficients from the classes Q∗∗r,γ(Ω,M) or B
∗∗
r,γ(Ω, A).
4 Numerical illustration
As a numerical example we consider the integral equation with coefficients from the class
B∗2,0.5(Ω, 1) (at the same time these coefficients are in Q
∗
r,γ(Ω, 1) with r = 2 and a certain value
of γ).
x(t1, t2)−
t2∫
0
t1∫
0
(t1 − τ1)
5
2 (t2 − τ2)
5
2x(τ1, τ2)dτ1dτ2 = (t1t2)
5
2 +
25pi2t61t
6
2
1048576
, (4.1)
where (t1, t2) ∈ Ω = [0, 1]
2. The exact solution of (4.1) is x(t1, t2) = (t1t2)
2.5.
Since B∗r,γ(Ω, A) ⊂ Q
∗
r,γ(Ω,M), two different algorithms of approximation have been applied
to (4.1) for each of these classes (see their description in Section 2). The tables of results are
given below.
N 1 2 3 5 10 15 20
ε1 7.17e− 3 1.12e− 5 2.17e− 7 4.89e− 8 6.13e− 9 6.32e− 11 5.89e− 13
ε2 0.011 6.15e− 4 9.05e− 6 6.73e− 7 2.39e− 8 6.84e− 10 2.87e− 11
Table 1: The error on the class Q∗2,2.5(Ω, 1)
N 1 2 3 5 10 15 20
ε1 6.25e− 4 1.04e− 7 3.10e− 8 5.99e− 9 5.23e− 10 7.31e− 13 6.19e− 15
ε2 0.002 7.45e− 6 9.73e− 7 7.62e− 8 1.48e− 9 6.35e− 12 3.17e− 13
Table 2: The error on the class B∗2,0.5(Ω, 1)
Here N is the number of subdomains of the main partition for Ω;
ε1 = max
i,j
|x(ti, tj)− xN (ti, tj)| is the error at the nodes of the grid;
ε2 = ‖x(t1, t2)− xN (t1, t2)‖C(Ω) is the error in Ω.
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