This article studies dynamic panel data models in which the long run outcome for a particular cross-section is a ected by a weighted average of the outcomes in the other cross-sections. We show that imposing such a structure implies a model with several cointegrating relationships that, unlike in the standard case, are nonlinear in the coe cients to be estimated. Assuming that the weights are exogenously given, we extend the dynamic ordinary least squares methodology and provide a dynamic two-stage least squares estimator. We derive the large sample properties of our proposed estimator under a set of low-level assumptions. Then our methodology is applied to US nancial market data, which consist of credit default swap spreads, as well as rm-speci c and industry data. We construct the economic space using a "closeness" measure for rms based on input-output matrices. Our estimates show that this particular form of spatial correlation of credit default swap spreads is substantial and highly signi cant.
Introduction
This article investigates the estimation of nonstandard cointegrating relationships under the presence of regressor endogeneity and serial correlation in the disturbances. Following literature on panel cointegration, we augment the cointegrating vectors by peer or neighborhood e ects, which are modeled as spatial lags following Cli and Ord (1973) . In addition to the kind of endogeneity typically dealt with in panel cointegration models (Mark and Sul, 2003; Mark et al., 2005; Baltagi, 2008; Pesaran, 2015) , this article shows that the spatial lag results in further regressor endogeneity of a di erent type.
Several approaches have emerged in the literature to estimate cointegrating relationships and to perform statistical inference. One possibility is to use a simple estimation routine, e.g., ordinary least squares (OLS) and then work out the (sometimes complicated) large sample distribution of the estimated parameters (Phillips and Hansen, 1990; Phillips and Loretan, 1991) . Another opportunity is to adjust the estimation routine, such that the large sample distribution is either simpler or free of nuisance parameters. Examples along these lines are the fully modi ed least squares estimator (see, e.g., Phillips and Hansen, 1990; Phillips and Moon, 1999; Pedroni, 2000) , the integrated modi ed least squares estimator (Vogelsang and Wagner, 2014 , in which integrated modi ed least squares estimation is linked to xed-b inference) and the dynamic least squares approach. Dynamic least squares estimation includes time-series leads and lags of the rst di erences of the regressors to control for the serial correlation and regressor endogeneity. This kind of estimator has been proposed by Phillips and Loretan (1991) , Saikkonen (1991) , and Stock and Watson (1993) . It has been applied to panel data, e.g., in Kao and Chiang (2000) , Mark and Sul (2003) and Mark et al. (2005) , in which a seemingly unrelated regression (SUR) type model is considered (for an overview on panel cointegration, see, e.g., Pesaran, 2015, Chapter 31) . A further alternative is provided by the autoregressive distributed lag approach, in which cointegrating relationships including lagged variables can be investigated (the reader is referred to Pesaran and Shin, 1995; Binder et al., 2005; Chudik and Pesaran, 2013a,b) . Almost recently, spatial correlation and cointegration have been investigated in Yu et al. (2008) and . While Yu et al. (2008) considered maximum-likelihood estimation in a spatial dynamic panel model, and investigate fully modi ed as well as integrated modi ed OLS estimation in a model close to the model presented in this article.
This article develops an econometric tool suitable for investigating situations, in which the long run outcome for a particular cross-section cannot be assumed to be independent of the outcomes of the other cross-sections and, at the same time, autocorrelation of the disturbances and regressor endogeneity are present. To adequately cope with the endogeneity arising from the inclusion of the spatial lags, we propose using a dynamic two-stage least squares (D2SLS) estimator, which combines dynamic least squares (DOLS) and two stage least squares (2SLS) estimation. Section 2 describes the model assumptions and Section 3 obtains the large sample distribution of our estimator and shows how to correctly conduct inference. The nite sample properties are investigated by a Monte Carlo study in Section 4.
Finally, Section 5 applies our methodology to a nancial dataset, in which we construct the economic space using a "closeness" measure for rms based on input-output matrices. The weights matrix obtained from input-output data should approximate possible correlation patterns due to technology and demand shocks working their way through the economy. We nd that our particular form of cross-sectional spillovers is substantial and highly signi cant.
The model and assumptions
Suppose that the data are generated from 1 y it = ρ n j=1 W ij y jt + β
where y it is the scalar response random variable and x it is a k × 1 column vector of prediction random variables. The vector x it is integrated of order one (I(1)) and permitted to consist of individual speci c regressors x Iit of dimension k I ≥ 1, and cross-sectionally common regressors x Ct of dimension k C ≥ 0.
The regressors x Lt , of dimension k L ≥ 0, are time invariant. Hence, β := β ′ I , β ′ C ′ ∈ R k , with β I ∈ R k I , β C ∈ R k C and k = k I + k C . In addition, x it := x ′ Iit , x ′ Ct ′ ∈ R k . The time index is t = 1, . . . , T, while i = 1, . . . , n is the cross-sectional index. The individual and time e ects, α i , i = 1, . . . , n, and λ t , t = 1, . . . , T, are (as in xed e ects model) allowed to be correlated with x it and x Li . The term y * it := n j=1 W ij y jt is referred to as a spatial lag and represents the contemporaneous impact of the neighboring observations on y it (see, e.g., Cli and Ord, 1973; Prucha, 1998, 1999; Kapoor et al., 2007) . (i,j) or in shorter notation M ij . 0 (a×b) and 1 (a×b) stands for a × b matrix of zeros and ones; 0 (a) and is used to abbreviate 0 (a×1) ; I a is the a × a identity matrix, while I (·) stands for an indicator function. Given a vector x ∈ R n , diag(x) transforms x into a n × n diagonal matrix, while for x i ∈ R ℓ×k (i = 1, . . . , n), diag(x 1 , . . . , x n ) yields a nℓ × nk block diagonal matrix. ⊗ denotes the Kronecker product. 2 E-3 stands for 2 · 10 −3 = 0.002. [Tr] denotes the integer part of Tr, ⇒ stands for weak convergence (see, e.g., Klenke, 2008, Chapter 13), while P → and a.s.
→ denote convergence in probability and almost sure convergence (see, e.g., Klenke, 2008, Chapter 6) . ν ∼ N (a, A) denotes that ν is a normally distributed vector with mean a and covariance A, while χ 2 n denotes a χ 2 random variable with n degrees of freedom. Variables where the within-transform described in (9), (12), or (14) is applied, are-if not otherwise stated-denoted by the superscripts˜,`, and˘, respectively. x t = x t − x t−1 abbreviates the rst di erence of x t .
We collect the weights W ij into an n × n spatial weights matrix W and follow the spatial econometrics literature by maintaining the following assumption regarding the cross-sectional (or spatial) structure of the model 2 :
Assumption 1 (Spatial Lag). The spatial weights W ij are nonstochastic and observable with W ii = 0 and W = 0 (n×n) . The parameter ρ is such that the largest absolute eigenvalue of ρW is smaller than one.
The restriction that W ii = 0 is a normalization of the model, which requires that no observation is its own neighbor. The second part of the assumption guarantees that the matrix (I n − ρW) is invertible (see, e.g., Horn and Johnson, 1985, Corollary 5.6.16) . That is, the inverse K := (I n − ρW) −1 is well-de ned. 3 The invertibility of the matrix (I n − ρW) is needed to provide a unique solution of the model and rule out multiple solutions for y it that would be consistent with the explanatory variables and disturbances.
To obtain the prediction variables, let x It := x ′ Iit i=1,...,n ′ full rank; 0 < † < ∞ in short form. Moreover,
Estimation procedure and large sample results
The goal of the following analysis is to construct a dynamic two-stage least squares (D2SLS) estimator and to show that it leads to asymptotically unbiased estimates of the parameters ρ, β I and β C or β L . In particular, Section 3.1 applies the methodology of projecting on the leads and lags of the ( rst di erenced) dependent variables x it ∈ R k or x t ∈ R kn introduced in Saikkonen (1991) . We shall observe that these projections eliminate the correlation between x it and u † it but not the y * it and u † it correlation discussed in Remark 1. To get rid of the latter type of correlation, instrumental variables will be applied. Since β I as well as β L or α as well as λ are not separately estimable (see, e.g., Hsiao, 2015, Section 3.6 .1), we consider di erent cases: Section 3.2 considers a model without time e ects λ and without longitudinally common regressors x Li , i.e., k L = 0. In this case model (1) becomes
, where
Motivated by the empirical example discussed in Section 5, model (8) will be considered to be the leading case in the following. To simplify the algebra, we apply the within-transformation (see, e.g., Baltagi, 2008, p. 11) and derive the asymptotic distribution of the estimates of the slope coe cients ρ and β using within-transformed data. That is, the variables in deviations from their individual means (means taken with respect to the time series dimension) are
such that (8) a er applying the within-transformation (9) reads as follows:
For this model Section 3.2 obtains the T → ∞-limit distribution for the ordinary least squares (OLS), the dynamic ordinary least squares (DOLS) and the two stage least squares (2SLS) estimator, where secondorder asymptotic bias terms show up. Then, the T → ∞-limit distribution of the D2SLS estimator is provided, where no second-order bias term shows up and the asymptotic limit distribution is a zero mean Gaussian mixture distribution (for a de nition of the Gaussian mixture distribution see, e.g., Johansen, 1995, Chapter 13.1) . In a second step, Section 3.3 will consider the case where "k C = 0, k L > 0, no cross-sectional xed e ects are present (α = 0 (n×1) ) but time xed e ects are included (i.e., λ = 0 (T×1) ). " In this case model (1) becomes
Another within-transformation can be applied to model (11) to get rid of the time xed e ects λ (see, e.g., Baltagi, 2008) . That is,
For this within-transformed model a D2SLS estimator can be developed. However, in this article we shall consider model (11) jointly with the case where "k L = k C = 0 and cross-sectional xed e ects as well as time xed e ects are allowed. " In this case model (1) becomes equal to 4
To model (13) the within-transformation (see, e.g., Baltagi, 2008) 
jt is applied to obtain
In addition, sincex Li :
, applying the within-transform used in (14) to model (11) also results iny it = ρy
it . This allows for a joint treatment of the models (11) and (13). For model (14) the limit distribution for the parameters ρ and β I will be obtained when T or (n, T) become large in Section 3.3. For the model (11), given the estimates of ρ and β I , an estimate of β L will be derived by means of a further ordinary least squares regression.
Projection facility
Assumption 2 implies that potentially all leads and lags of x Iit = v Iit and x Ct = v Ct are correlated with u † it . In the next step, we follow DOLS literature and remove the correlation of u † it and v it by projecting on the leads and lags of the prediction variables. This implies that for each i, we project on
it on the p leads and lags of x it yields a truncation component +p s=−p δ ′ i,s x i,t−s , vectors of projection coe cients δ i,s ∈ R k (for s = −p, . . . , p), a truncation error e p;it := s>p,s<−p δ ′ i,s x i,t−s plus a new disturbance u it , such that u † it = δ ′ p;i ζ p;it + e p;it + u it = δ ′ p;i ζ p;it + u p;it and u p;it := e p;it + u it , where
The subscript p denotes that the truncation error e p;it as well as the noise term u p;it = e p;it + u it depend on the number of leads and lags p. ζ p;it is by construction orthogonal to the new noise term u it , while the term u p;it = e p;it + u it can still be correlated with x it for some p < ∞.
A further alternative is to follow the system DOLS approach (see, e.g., Park and Ogaki, 1991) and project on the leads and lags of all cross-sections. That is, ζ ♯p;it = ζ ♯p;t :
, where in Section 2, we already de ned
Then,
u ♯p;it := e ♯p;it + u it , and δ ♯p;i := δ
We shall observe that projecting on the own leads and lags (15) is su cient to eliminate the correlation asymptotically between the regressors and the noise term in model (8), while with time xed e ects or k L > 0, where the within-transform (14) is applied, the projection on all leads and lags (16) is used to get rid of the correlation betweenx Iit andȗ † it . 5 Now we impose an additional restriction on the error dynamics that will guarantee that the truncation error e p;it (or e ♯p;it ) converges to zero when T becomes large:
Assumption 3 (Error Dynamics II; see Saikkonen (1991) , Mark et al. (2005) ). Suppose that p = p(T). Then p(T) has to ful ll
2 → 0 when projecting on the full cross-section of leads and lags) as T → ∞, where . 2 stands for the Euclidean norm.
Assumption 3 requires that p(T) does not grow too fast, while the second part restricts the dependence between the noise term and the regressors. Based on Assumptions 2-3, for model (10), if T becomes large then-due to the increase in the number of leads and lags p(T)-the truncation error e p;it becomes small. As a result, the di erence between u p;it and u it becomes small, such that u p;it becomes orthogonal to ζ p;it as T → ∞. For the transformed model (14),x Iit as well asȗ † it contain weighted elements from the other cross-sections j = 1, . . . , n, j = i. The projections on the full cross-section of leads and lags is applied to the transformed model (14) . Then the truncation error e ♯p;it becomes small such thatȗ ♯p,it converges toȗ it and thex Iit ,ȗ ♯p,it -correlation gets small for large T due to Assumption 3.
A er applying the projections (15) for the transformed model (10) as well as (16) with the transformed model (14), we arrive at the new covariance stationary process η t t∈Z , where
, the new long run covariance matrix :
and new half long covariance :
it (16) the projection on all leads and lags is used to get rid of the correlation betweenx Iit and u † it (16). By applying the notation introduced in (2) and (3), we get Ŵ ℓ,vu = vu = vu = 0 (nk×n) as well as u i u j = Ŵ ℓ,u i u j = 0, for i = j by Assumption 2. By the construction of the noise process u it , the correlation between u it and v j,t−ℓ is zero for all j = 1, . . . , n and ℓ ∈ Z.
In addition, while the time index t goes from 1 to T in (1), a er the projection facilities are applied only the observations p + 1, . . . , T − p can be used to estimate the model parameters. By de ning t ⋆ := t − p + 1 we obtain a new time index which accounts for the projection facility. Then T ⋆ = T − 2p and
Given the assumptions on the error dynamics, a functional central limit theorem can be applied, such that if T ⋆ → ∞:
W(r) is a standard Brownian motion in R k I ·n+k C , while B(r) = 1/2 W(r). These Brownian motions contain the components,
By Assumption 2 and the construction of η t ⋆ , B u i (r) and B v i (r) as well as B u i (r) and B v (r) are independent for all i = 1, . . . , n. This also yields B u i (r) = u i u i W u i (r). By Davidson (1994, Theorem 30 .2),
, whereB u i (r) andB v (r) are de ned in the same way, and
, whereB u i (r) andB v (r) are de ned in an equivalent way (for more details see Online Appendix A-2).
Large sample properties of some parameter estimators for model (8)
This subsection investigates the model de ned in (8) , where k L = 0 and no time e ects are included. To write down our estimator in a compact way, we de ne the model in a stacked notation.
De ne y := y 11 , . . . , y 1T ⋆ , . . . , y n1 , . . . , y nT ⋆ ′ , y * := y * 11 , . . . , y *
, and u p := u p;11 , . . . , u p;1T ⋆ , . . . , u p;n1 , . . . , u p;nT ⋆ ′ , where y, y * , and u p are of dimension nT ⋆ × 1, while x is an nT ⋆ × k matrix. Furthermore, we have
This provides us with model (10) in stacked form:
where
The right-hand side variables are
The transpose of the rows of the matrix X p are the column vectors
Including the projection facility (15), model (8) can be written
In addition, we apply the following notation: Let W i ∈ R 1×n stand for the ith row of W.
Note that each row of C contains exactly one element equal to 1, while the other elements are zero. In addition, C has full column rank nk I + k C . For k C = 0, C = I nk I . Moreover, letũ t := ũ 1t , . . . ,ũ nt ′ and we proceed withṽ, resulting in Cṽ t = C x t the half-long covariance matrix C vu ∈ R kn×n , and the superposition of the components of the demeaned Brownian motion CB v ∈ R kn . Let us start with the OLS-estimator, where
To obtain the T → ∞-limit distribution, X 
, and MXX ,n :=
, and mXũ † ,n :=
For the centered and scaled ordinary least squares estimator of γ we observe:
Proof. See Appendix A.
Note that mXũ † ,n contains the "usual" second-order bias term
in the coordinates 2 to k + 1, while in the rst component of mXũ † ,n we observe the second-order bias term
arising from a spatial lag. Next, the panel DOLS estimator, derived in Mark and Sul (2003) asθ
, the rst k + 1 components of X p;it ⋆ are scaled by 1/T ⋆ , while the remaining components are scaled by 1/ √ T ⋆ , resulting in the scaling matrix
For the DOLS estimator we obtain:
Proposition 2. Consider the xed e ects spatial correlation model (8) and the DOLS estimator (23) based on the within-transformed model (10). Suppose that the Assumptions 1 to 3 hold. Let T ⋆ = T − 2p(T). Then, for n xed and T → ∞, it follows that:
mXũ ,n , where MXX ,n follows from (21),
, and mXũ ,n :=
MXX ,n , mXũ ,ni and mXũ ,n are the T → ∞-limits of Proof. See Appendix A.
Since Ŵ 0,u i u i > 0 projecting on the leads and lags x it ⋆ +s , s = −p(T), . . . , −1, 0, 1, . . . , p(T), is not su cient to obtain convergence to a zero mean Gaussian mixture distribution. Comparing the OLS limit M −1 XX,n mXũ † ,n to the DOLS limit M −1 XX,n mXũ ,n , we observe that by projecting on the leads and lags, the second-order bias terms C † vu i and † v i u i are removed, but not the correlation term W i KŴ 0,uu i arising from the spatial lag.
To obtain convergence to a mean zero Gaussian mixture distribution, we shall estimate the model using instruments for the endogenous variable y * it = n j=1 W ij y jt = W i y t , for which we assume:
Assumption 4 (Valid Instruments; see Kitamura and Phillips (1997) ). The instrumentsz * it ∈ R q ρ ful ll the requirements for instrumental variable estimation as stated, e.g., in Ruud (2000, Chapter 20) , Phillips and Hansen (1990) and Kitamura and Phillips (1997) . In particular, (i) the number of instruments is larger or equal to the number of parameters (order condition), (ii) ) weakly converges to a matrix of rank k + q ρ (almost surely) as T ⋆ → ∞.
By following Kelejian and Prucha (1998) , we base the instruments on the spatial lags of the explanatory variables. In more detail, our model can be solved as y = I T ⊗ (I n − ρW)
The matrix (I n − ρW) −1 can then be expanded as (I n − ρW)
s (see, e.g., Horn and Johnson, 1985, Corollary 5.6.16 ). This implies that variables of the form
Ifx jt ⋆ κ is a component speci c variable,x jt ⋆ κ and u it ⋆ , for i = j, are independent by Assumption 2, while ifx jt ⋆ κ is a common variable, then asymptotic independence will be established for the D2SLS estimator when T → ∞. Note that these instruments have an intuitive interpretation: we instrument the W ij weighted sum of the neighbors/peers y jt ⋆ by the W ij weighted sum of the characteristics of the neighbors (their x it ⋆ values). The higher-order spatial lags as instruments then use the characteristics of the neighbors of the neighbors, etc. Hence, we work with the instruments
where κ ∈ K ⊂ {1, . . . , k}, K is an index set collecting the indices of the instruments used, and τ κ ∈ N.
Let K (l) stand for the lth element of the set
To keep the notation simple, we consider -as already stated at the beginning of Section 2 -a model with one spatial lag (k ρ = 1). Hence, with q ρ ≥ 1 the order condition is met.
We collect the variables z
The set of our instruments is then
Next we consider two-stage least squares (2SLS) estimation. Since no projection on leads and lags is applied with 2SLS, we get p = ∅, T = T ⋆ and t = t ⋆ as well as X
Collecting X
2SLS it
and Z
results in X 2SLS and Z 2SLS . The noise term and the projection operator are given by u † it and P 2SLS :
it , is still correlated with u † it . This correlation does not vanish if T → ∞. To see this, consider the two stage least squares estimatorγ
By scaling X
by 1/T we obtain:
Proposition 3. Consider the xed e ects spatial correlation model (8) and the 2SLS estimator (25) based on the within-transformed model (10). Suppose that the Assumptions 1 to 4 hold. Instruments are based on (24).
Then, for n xed and T → ∞, it follows that the T → ∞-limits of M 2SLS XZ,nTi
are provided by
MXZ ,ni , where
MZZ ,ni and
The asymptotic limit distributed of the centered and scaled 2SLS estimator of γ is provided by:
Note that 2SLS eliminates the correlation term
in mXũ † ,ni , while the second-order bias arising from serial correlation is still present. We do not attain convergence to a zero mean Gaussian mixture distribution.
We now construct a two stage-least square procedure for our panel setting where leads and lags of x it as well as instruments z * it are included. Let us de ne the projection operator P Hp projecting on the column space spanned by Z p (see, e.g., Ruud, 2000, Chapter 3) . In formal terms P Hp :=
The dynamic two-stage least squares estimator of
Next, we summarize the large sample properties of the D2SLS estimator:
Theorem 1 (T → ∞ limits for D2SLS Estimation). Consider the xed e ects spatial correlation model (8) and the D2SLS estimator (28) based on the within-transformed model (10). Suppose that Assumptions 1-4 hold. Let T ⋆ = T − 2p(T). Then, for n xed and T → ∞, it follows that
, and mZũ ,nT converge weakly to MXX ,ni , MXX ,n , MZZ ,ni , MZZ ,n , MXZ ,n , MXX ,n , mZũ ,ni , and mZũ ,n , where
MXX ,n and MXX ,ni are provided in (21), while MXZ ,ni , MXZ ,n , MZZ ,n , and MZZ ,ni are provided in (26).
In addition, T ⋆ γ D2SLS;p − γ converges weakly to M −1 n m n , where
3. Suppose thatˆ uu is a consistent estimator of uu = diag( u i u i ) i=1,...,n , then
, and
Given an s × (k + 1) restriction matrix R, the Wald type statistic
converges in distribution to a χ 2 random variable with s degrees of freedom.
Remark 2. Since the signal to noise ratio goes to in nity, we observe that the OLS, the DOLS, the 2SLS, and the D2SLS estimator is consistent, when considering T → ∞-limits. Su cient conditions for consistent estimation of the covariance matrix uu are discussed in Jansson (2002) and in Online Appendix A-6. In addition, observe that if β = 0 (k×1) or k = 0, the variable y it becomes I(0) (see, e.g., Eqs. (1) and (7)). In this case the signal to noise ratio does not go to in nity and the ordinary least squares estimator is not consistent (for a proof see .
Remark 3. Projecting on all leads and lags as proposed in system-DOLS (see Park and Ogaki, 1991) and the DSUR approach (see Mark et al., 2005) does not eliminate this bias. Based on Mark et al. (2005) , D2SLS can be augmented to a richer correlation structure by projecting on the leads and lags of all regressors as described in (16). However, by this projection facility the dimension of the nuisance parameter becomes (2p + 1) · (k I n 2 + k C n). Due to numerical constraints, this estimator can hardly be implemented when n is large (see Section A-4 in the Online Appendix and Section 4).
Remark 4.
The following subsection also derives limits when both n and T become large. For the model (10), wherex Ct andx Iit are used as regressors, we observe that
Large sample properties of the D2SLS parameter estimator for model (13)
Using the within-transform (14) and the projection facility (16), we get byδ ♯p;i := δ ♯p;j − 1 n n j=1 δ ♯p;j and some algebra (see Online Appendix A-3) 7
6 In a former version we obtained (n, T) → ∞-limits for model with locally common variables, in which case the joint limit is a normally distributed zero mean random vector. These results are available on request. 7 To simplify the notation we writeȗ it ⋆ andȗ t ⋆ when the within-transform (14) is applied to u ♯it ⋆ and u ♯t ⋆ (i.e., we skip the symbol ♯). In addition, although δ ♯p;j − 1 n n j=1 δ ♯p;j corresponds to the within-transform de ned in (12) we use the abbreviationδ ♯p;i to emphasize that this parameter is related to the model based on the within-transform (14). To obtain (32) note that with k C = 0, we have β = β I ,β I =β = I n ⊗ β I ∈ R n×k I n , and C = I nk I such that
♯p ∈ R (2p+1)k I n 2 and the matrix I n ⊗ζ ′ ♯p;t ⋆ ∈ R n×(2p+1)k I n 2 collect the projection parametersδ ♯p;i and the corresponding leads and lags of x Iit ⋆ , while W i is the ith row of the n × n matrix W, describing the impact by all other n − 1 cross-sections on y it (as well asy it ⋆ ). In addi-
′ ∈ R q ρ . The su x˘denotes that the within-transformation -described in (14) -is applied to the instruments z * it ⋆ de ned in (24). Then,y it =X ′ p;it ⋆θ p +ȗ p;it ⋆ , whereθ p :
p . From (32) we deduce the dynamic two-stage least squares estimator ofθ p :
To obtain the T → ∞ asymptotic limit distribution of the estimator θ D2SLS;p , we apply the scaling matrices AX p :
That is, the terms arising from the spatial lag and the I(1) components are scaled by 1/T ⋆ , while all projection variables are scaled by 1/ √ T ⋆ . Given these scaling factors, we de ne M ⋆XZ , as well as
1 n n j=1 AZ pZp;jt⋆ (1:q ρ +k k ,1) ′ . Then, for the dynamic two stage least squares estimator θ D2SLS;p we obtain:
Theorem 2 (T → ∞ limits for D2SLS Estimation). Consider the xed e ects spatial correlation models (11) and (13) and the D2SLS estimator (33) based on the within-transformed model (32). Suppose that Assumptions 1-4 hold. Let T ⋆ = T − 2p(T). Then, for n xed and T → ∞, it follows that
2. T ⋆ γ D2SLS;p −γ converges weakly toM −1 nm n , where
3. Suppose that uu is a consistent estimator of uu = diag( u i u i ) i=1,...,n , then
PZȗZȗ ,ni , and
Given an s × (k + 1) restriction matrix R, the Wald type test statistic
Proof. See Appendix 2.
In the following the joint limit theory developed in Phillips and Moon (1999, 2000) will be applied to obtain joint limits, i.e., (n, T) → ∞-limits. 8 Consider draws with double index (i, t), where i, i = 1, . . . , n, stands for the cross-sectional index of the draw and t, t = 1, . . . , T, for the time-series dimension of the draw. To derive the joint (n, T) → ∞-limit distribution we impose Assumption 5. (a) For the stochastic process η t t∈Z = η It t∈Z Assumptions 1-10 stated in Phillips and Moon (1999) hold 
is equal to the sequential " rst T, then n → ∞"-limit.
Part (b) of Assumption 5 will be used to obtain the asymptotic limit distribution of an estimator of β L . By the last part of Assumption 2 we already get E x Liù † it = 0 (k L ×1) . Su cient conditions for a joint central limit theorem to hold, where the joint limit agrees with the sequential limit are provided in Phillips and Moon (1999 , pp. 1070 -1071 .
For a panel cointegration model joint limit theory was, e.g., applied Kao and Chiang (2000) , Pedroni (2000) , Mark and Sul (2003) , Baltagi (2008, Chapter 12.6), and Pesaran (2015, Chapter 31.10) . By Assumption 5 Lemma 1(d) of Phillips and Moon (1999) applies, such that for the long run covariances i =
. Moreover, let
For more details on these limits see Online Appendix A-2. To obtainy * it ⋆ , the spatial weights matrix W {n} satis es: Assumption 6 (Spatial Lag II). The requirements of Assumption 1 continue to hold for the n × n matrix W {n} . That is, for all n ∈ N as well as for n → ∞ the spatial weights W {n},ij i,j=1,...,n are nonstochastic and observable with W {n},ii = 0 and W {n} = 0 (n×n) . For any ρ ∈ (−1, 1), the largest absolute eigenvalue of ρW {n} is smaller than one and the sequences of the largest absolute eigenvalues of ρW {n} is bounded away from one. In addition, |W {n},ij | ≤w and
| ≤ω for all i, j = 1, . . . , n and n ∈ N ∪ ∞.
The inverse K {n} := I n − ρW {n} −1 exists by the assumption on the largest eigenvalue of ρW {n} for each nite n as well as for n → ∞ (see, e.g., Heuser, 1992, Theorem 12.4 on the Neumann Series). By |W {n},ij | ≤w and |K {n},ij | ≤w, the elements of W {n} and K {n} are bounded. Since an eigenvalue of ρW {n} can be kept small by decreasing ρ when n becomes large, we postulate ρ ∈ (−1, 1). 9 To obtain the (n, T) → ∞ asymptotic limit distribution of the estimator D2SLS estimator (33), we apply the scaling matrices 1 √ n AX p and 1 √ n AZ p . That is, the terms arising from the spatial lag and the I(1)
9 On spatial weights W {n} for a large cross-sectional dimension see, e.g., Kapoor et al. (2007) , Kelejian and Prucha (2008) , and Drukker et al. (2013) . The subscript {n} is added to express the dependence on n.
components are scaled by 1/( √ nT ⋆ ), while all projection variables are scaled by 1/ √ nT ⋆ . Given these scaling factors, we de ne Q ⋆XZ 
, and (38)
Given Assumption 5, we observe from (37) that the expectations as well as the joint limits for the terms in the south-east are equal to
In addition, the other terms in (38) and (39) contain sums arising from a spatial lag. To guarantee the existence of the expectations in (38) and (39) and to make a joint weak law of large numbers applicable, we impose:
(a) For any n, T as well as (n, T) → ∞, the expectations (38) and (39) exist. For any T, n ∈ N as well as for n → ∞ also the second moments of MXZ ,nTi (1,1) , MXZ ,nTi (1,2:k+q ρ ) , MXZ ,nTi (2:k+1,1:q ρ ) ,
and mZȗ ,nTi (1:q ρ ,1) exist.
(b) If the (T, n) → ∞-limits exist, the rank condition and the order condition are met.
By Assumption 5 the limit theory developed in Phillips and Moon (1999) 
. By the assumption on the moments of
and M Z Z ,nTi the joint limit of PZȗZȗ ,nT exists and is equal to the expectation of PZȗZȗ ,ni .
Note that the existence of the expectations of the nonsouth-east terms in (38) and (39) is nontrivial. To see this, the joint limits should be equal (given the existence of the expectations and regularity conditions following from Phillips and Moon, 1999) to the expectations of the T → ∞ limits of MXZ ,nTi and MZZ ,nTi obtained in Theorem 2. By considering, e.g., the (1, 1) element of E MXZ ,ni we observe 
for j = ι, while for j = ι it is a β, C K(1) (ι,(ι−1)n+1ι) weighted sum of 1 6¯ v i v i (note that the coe cients C K(1) (ι,(ι−1)n+1ι) are equal for all ι = 1, . . . , n). In addition, suppose that W {n},ij ≥ ω > 0 for all i = j and K {n},ij ≥ ω > 0 for all i, j, then
which becomes large if n becomes large. Hence, in general the (1, 1) element of E MXZ ,ni need not be nite. Similar calculations can be performed with the north-east and the south-west element as well as for E MZZ ,ni . Intuitively, either only a nite subset of spatial weights is nonzero or the weights decay su ciently fast such that these expected values exist.
The existence of the second moments of MXZ ,nTi , MZZ ,nTi , and mZȗ ,nTi , will be used to apply a joint central limit theory to qZȗ ,nT . The variance will be provided by PZȗZȗ := E u i u i are estimators ofDQ andVQ. Then,DQ ,nT andVQ ,nT converge in probability toDQ as well asVQ.
Proof. See Section B.
From Theorem 3 it follows that the Wald type test de ned in Theorem 1 can still be applied in a setting where T and n are large. The limit distribution of the Wald statistic is still a χ 2 -distribution with s degrees of freedom. In addition, we observe that the D2SLS estimator is √ nT consistent, with n 6 /T → 0. Although the OLS, the DOLS, the 2SLS, and the D2SLS estimators are consistent for n xed and T → ∞, the OLS, the DOLS, and the 2SLS are in general (due to the second-order bias terms) not √ nT consistent. In a nal step we investigate model (11), where-in addition to ρ and β I -the parameter β L has to be estimated. From (12) we derive the regression model
and the infeasible estimator
To obtain a feasible estimator we plug in γ D2SLS into (42), resulting in
For the feasible estimator (43) Appendix C shows that the (n, T) → ∞-asymptotic limit distribu- 
consistently estimates 10 For (n, T) → ∞ and n 6 /T → 0. 
Monte Carlo simulations
This section investigates the small sample properties of the D2SLS estimator as well as the size and power of the Wald type test obtained in the Theorems 1 and 2. We generate the data based on an error process that follows from Assumption 2. Regarding the error dynamics we consider η † Iit and v Ct generated from
where CIi , i = 1, . . . , n, are k C × k I + 1 matrices. To operationalize this, we need to specify the lag polynomials † Ii (L) and C (L). In particular, we have to specify the error dynamics of the vectors η † Iit and v Ct , where we assume the same error dynamics for all cross-sections i = 1, . . . , n as well as for the common regressors. For model (8) we use four explanatory variables, where k I = k C = 2 and β I = β C = (1, 1) ′ . Hence, k = 4 and β = (1, 1, 1, 1) ′ . In this case the number of instruments is q ρ = 2. The individual variables x Iit are used to construct the instrumentsz * it . To model the correlation between η † Iit and v Ct we use (44), where the k C × k I matrix CIi = 0.1 n · 1 (2×3) for i = 1, . . . , n. For the model (13) the individual variables are used to construct the instruments as well, such thatz * it =x * it , k I = k = 2, and q ρ = 2. In both cases the exponents τ used to construct these instruments in (24) are set to one.
Regarding the error dynamics we use stationary designs close to Binder et al. (2005) to generate the data for the vectors η † Iit , for i = 1, . . . , n, and v ct . The innovations ε † Iit are generated as independent draws from ε † Iit ∼ N 0 (k I +1) , Iε , where N (., .) stands for a normal distribution. To obtain v Ct , the innovations ε Ct are iid normal, where ε Ct ∼ N 0 (k C ) , Cε . In the following Monte Carlo experiments
In the rst three designs we generate η † Recall that the disturbance in the equation for y it is given by the rst element of the vector η † Iit , while its remaining elements contain x Iit . The maximum number of leads and lags of the explanatory variables that are conditionally correlated with the disturbances is equal to one in the Designs 1-3, while for the Designs 4 and 5 all lags of the explanatory variables are conditionally correlated with the disturbances.
The remaining parameters of the model are chosen as follows: We generate the individual e ects α i from α i ∼ N (0, 1), while if time xed e ects are included then λ t ∼ N (0, 1). For a model where k L > 0, we work with β L = (1, 1) ′ and x Li ∼ N 0 (2×1) , I 2 for i = 1, . . . , n.
The spatial correlation parameter ρ is chosen from the set {−0.95, −0.5, −0.1, 0, 0.1, 0.5, 0.95}. The choice of W is based on Kapoor et al. (2007) . In more details we consider: (i) A "one step ahead-one step behind circular world" with corresponding entries 1/2, where the last element in each row is subject to some noise. That is W i,i+1 = 0.5 − ζ i and W i+1,i = 0.5 for i = 1, . . . , n − 1. W 1,n = 0.5 − ζ 1 and W n,1 = 0.5, the other entries are zeros. ζ i , i = 1, . . . , n, are iid uniformly distributed noise terms on the interval [0, 0.2]. (ii) A "three step ahead-three step behind circular world" with corresponding entries 1/6. (iii) A " ve step ahead-ve step behind circular world" with corresponding entries 1/10. (iv) A "one step ahead-one step behind Rook constellation" with corresponding entries 1/2. This design is noncircular. Here W i,i+1 = 0.5 − ζ i and W i+1,i = 0.5 for i = 1, . . . , n − 1; the other entries are zero. (v) A "two step ahead-two step behind Queen constellation". In this noncircular design W i,i+1 = 0.3, W i,i+2 = 0.2 − ζ i , W i+1,i = 0.3, and W i+2,i = 0.2 for i = 1, . . . , n − 2; the other entries are zero. Thus, we have in total 175 di erent data generating processes (5, 7, 5 di erent settings for the autoregressive structure of η † it , the spatial correlation parameter ρ and the spatial correlation matrix W, respectively). If the noise terms ζ i are zero, we observed that some of the matrices become di cult to invert for model (13) when the weights W ij are proportional to 1/n for all i = j. In this case also instruments based oñ x * it ⋆ can be used, where we did not observe that problem. The asymptotic limit distribution with these instruments is obtained in Online Appendix A-5.
Estimates of u i u i are obtained by u i u i = > 1. Hence, only ũ it ⋆ ũ is ⋆ where |t ⋆ − s ⋆ | ≤ b T are used to estimate u i u i . In our simulation runs we use a b T ≤ 15, where b T depends on the serial correlation of the residuals.
When implementing the D2SLS estimators (28) and (33), the number of leads and lags p included in the regression has to be chosen. Recent literature proposed to choose p by information criteria (see, e.g., Kejriwal and Perron, 2008; Kurozumi and Tuvaandorj, 2010) . With small T and n the implementation of such criteria is straightforward. However, since a dataset with (relatively) large n and T is going to be considered, working with small p becomes necessary due to computational restrictions. In particular, we set p = 2 for all components i = 1, . . . , n. For all designs working with p = 2 performed better than working with p = 1.
Last but not least M is the number of Monte Carlo steps and m is the index of the corresponding iteration. For n = 5 and 10, M = 2, 000 while for n = 50 and n = 100 due to the higher computational requirements M = 1, 000. Although, we know that for OLS, 2SLS, and DOLS we did not obtain weak convergence to a zero mean Gaussian mixture distribution, the Wald statistic is also calculated for these estimation methods. For the model (13) we only projected on the own leads an lagsζ it ⋆ with the DOLS and the D2SLS estimator. For OLS and 2SLS we do not project on any leads and lags, e.g., p = ∅, whilȇ Z p;it ⋆ is replaced byX p;it ⋆ with the OLS and the DOLS estimator ofγ .
We tried to consider the cases where T = 200 and n = 5, 10, 50 and 100. With these n we investigated the size of the Wald statistic and obtained the percentages of the simulation runs where the true null hypothesis ρ = 0 was rejected at α c = {0.01, 0.05, 0.1} signi cance levels. To obtain the power of the Wald type test we choose ρ = {−0.95, −0.5, −0.1, 0.1, 0.5, 0.95} and investigate how o en the false nullhypothesis of ρ = 0 is rejected. 13 As a rst result we observe that projecting on all leads and lags can only be performed for small n due to numerical constraints. We already observe that for n = 5 the performance of the SD2SLS estimators is poor (i.e. (A-24) discussed Online Appendix A-4 for model (8) and (33) for model (13)). Although the projection on all leads and lags is not necessary to obtain a mean zero Gaussian mixture limit distribution (Theorem1) for model (8), for model (13) where the estimator (33) is applied, theoretically correct estimates of the parameterγ can only be obtained when the cross-sectional dimension is small. For larger n, i.e. already for n = 20 and larger, the so ware package was hardly able/was not able to invert the matrices contained in the estimator (33). Hence, we were not able to perform a Monte Carlo study for model (13) with n > 10. In addition, for n = 5 and n = 10, Table 2 shows substantial oversizing for the estimator (33). The columns where (33) is applied are abbreviated by SD2SLS. Regarding the size of the Wald type test, the (second-order biased) estimators 2SLS, DOLS, and D2SLS (and still OLS) perform better than the estimator (33). For ρ = 0, and n = 5 or n = 10, the estimators reject the wrong null-hypothesis ρ = 0 in more than 88% of our simulation runs. That is, the power is acceptable. Online Appendix A-7 demonstrates that the bias and the root mean squared error of the estimator (33) are high. In addition, given a small n and k L > 0, we observed very poor results for the estimator (43). Therefore, parameter estimation for β L based on rst using (33) to estimate β = β I and ρ and then applying the estimator (43) does not work in practice. We claim that this e ect is caused by the properties of the estimator (33) and the fact that a small cross-sectional dimension n is available to estimate β L .
Hence, the remaining part of this section investigates the small sample properties of model (8) and the estimator (28). Regarding power, for ρ = {−0.95, −0.5, −0.1, 0.1, 0.5, 0.95} the false null-hypothesis of ρ = 0 has been rejected in almost all of the simulation runs for the above simulation designs. When considering the 5 × 6 × 5 = 150 di erent designs, where ρ = 0, we observe that even with n = 5, in almost 99% of all simulation runs the false null hypothesis was rejected at a 5% signi cance level (see the last rows of Table 1 ). The smallest rejection rates are observed with ρ = ±0.1 and the moving average designs DGP = 4 and DGP = 5. For n = 10, n = 50, and n = 100 we observed that the false null hypothesis has been rejected in almost all cases. To analyze the size of the Wald type test, the rejection rates of the Wald type test for the true null hypothesis ρ = 0 are investigated. The comparison of D2SLS to DOLS is of special interest. With n = 5, the oversizing remains modest for DOLS and D2SLS. The rejection rates observed are very similar, although D2SLS uses the instrumental variables where the numerical complexity is increased. With the moving average process stronger oversizing e ects are obtained. The performance of DOLS is very close to the performance of our D2SLS estimator; here in some settings undersizing is observed. With 2SLS the oversizing observed is large, while substantial oversizing can be observed when OLS is applied. If the correlation of v it and u † it is decreased (e.g., by choosing a diagonal .ε or a VAR model with smaller eigenvalues), the oversizing behavior of OLS and 2SLS decreases. With small correlations, the performance of OLS and 2SLS is comparable to the performance of DOLS and D2SLS. There also exist data generating processes where the performance of the Wald type test for DOLS is much worse than for D2SLS. This takes place if Ŵ 0,u i u i is large compared to the variance of v it . This e ect can be expected by looking at the asymptotic bias term arising for DOLS (Proposition 2).
Remark 5. The question also arises whether the oversizing e ect observed with the D2SLS estimator can be attributed to instrumental variable estimation, the choice of the instruments or the inclusion of common variables. Note that for ρ = 0 (and W ii = 0, for i = 1, . . . , n), the asymptotic bias of the DOLS estimator is zero. 14 By comparing the rejection rates of the DOLS and the D2SLS estimator, oversizing with D2SLS is approximately equal to-and some cases even smaller-than oversizing with DOLS (these e ects are present with or without common variables).
14 To see this, by Proposition 2 the asymptotic bias term is given by W i KŴ 0,uu i for i = 1, . . . , n. For ρ = 0 we get K = (I n − 0W) −1 = I n and W i K = W i I n = W i . By Assumption 1 W ii = 0, while by Assumption 2 Ŵ 0,u j u i = 0 for i = j. This yields W i KŴ 0,uu i = n j=1 W ij Ŵ 0,u j u i = 0. The assumption that Ŵ 0,u j u i = 0, for i = j, is important to obtain an asymptotically unbiased DOLS estimator for ρ = 0. Summing up, we observe that the estimator (28) exhibits (in most cases) some oversizing behavior as already observed in the literature where dynamic least squares estimation has been applied (see, e.g., Mark and Sul, 2003) . However, even with the true null-hypothesis ρ = 0, where no spatial endogenetiy is present, the D2SLS estimator in most cases outperforms the DOLS, the OLS as well as the 2SLS estimator.
Empirical illustration
In this section, we apply the tools developed in the former sections to credit risk data. To model corporate default swap (CDS) spreads we follow Berndt et al. (2008) and use the distance to default, the debt to value ratio, interest rates and the VIX volatility index as explanatory variables. By the matrix W we model a speci c form of default risk correlation, where W will be derived from input-output data obtained the Bureau of Labor Statistics (BLS). The CDS dataset already used in Schneider et al. (2010) , comprises CDS spreads of 278 rms obtained from the Markit Group. We focus on the ve year maturities which are typically the most liquid ones. The observation period is January 2, 2001 to May 30, 2008. In line with a bulk of quantitative nance literature we stick to weekly data, such that T = 230. The CDS data are matched with rm speci c characteristics obtained from Thomson Datastream and Compustat data. We construct the KMV distance to default, DD it , from rm speci c data by following Crosbie and Bohn (2003) . Moreover, we calculate the debt to value ratio, DVR it . DVR it is measured in percentage terms. We also include the VIX volatility from the Chicago Board Options Exchange (http://www.cboe.com/micro/VIX/vixintro.aspx) as an explanatory variable. Additionally, we include a the year interest rate, denoted by r 2t and measured in percentage terms, from the Federal Reserve (http://federalreserve.gov/releases/h15/data.htm). A er matching the rm speci c data with the CDS data and excluding observations where data problems are observed, with work with a cross-section of n = 148, y it = ln CDS it , the common variables are x Ct = (r 2t , VIX t ) ′ , while x Iit = (DD it , ln DVR it ) ′ . 15 Using our data set, we apply model (8) and estimate the parameter vector γ by two-stage least squares, DOLS, OLS, and D2SLS. The results are presented in Table 3 . Based on our theoretical results, only the D2SLS estimator should be used. The results from the other estimation methods are included only for comparison. When instrumental variables are used in the estimation, the logarithm of the distance to default and the debt-to-value ratio are used in (24), i.e., q ρ = 2. All the p-values presented in Table 3 are obtained by a Wald type test as described in Theorem 1.
For the distance to default and the debt to value ratio the parameters are highly signi cant and have the signs expected from nance literature. The impact of the short term interest rate r 2t is signi cant as well. When the short term interest rate r 2t increases, the logarithm of the CDS spread decreases. The VIX volatility index is not signi cant when D2SLS estimation is performed and default signi cance levels (1%, 5%, 10%) are applied. With the dynamic two stage least squares estimator the spatial correlation parameter ρ is positive as expected and highly signi cant. Table 3 . Parameter Estimates for model (8) applied to CDS data. The response variable y it is the natural logarithm of the CDS spread on a rm level. The explanatory variables are the distance to default, DD it , the logarithm of the debt to value ratio, ln DVR it , a two year bond yield r 2t and the VIX volatility index VIX t . T = 230, n = 148, p = 2 leads and lags are used; the number of instruments is q ρ = 2. 
Conclusions
In this paper, we studied panel data models with a cointegration relationship including a spatial lag. Due to this spatial lag, standard estimation techniques do not provide us with appropriate tools to estimate the parameters and to perform inference. Based on this problem we stick to the usual assumptions used in the dynamic least squares estimation and develop a dynamic two stage least squares estimator. We show that the parameter vector of interest is asymptotically independent of the nuisance parameters. Moreover, we derive the asymptotic distribution of the parameters when the time-series dimension becomes large. Convergence to a zero mean Gaussian mixture is attained, which also allows the application of a Wald type test. In addition, a limit result, where the time-series and the cross-sectional dimension become large is obtained. The limit distribution is a Gaussian distribution. Our estimation methodology is applied to simulated data to investigate the small sample properties, and to nancial data to test for the impact of spatial correlation on credit default swap spreads. Given this nancial data set and a spatial correlation matrix obtained from input-output data, our analysis shows that spatial correlation is highly signi cant.
By Assumption 2 the components 1 to k+1 provided in (46) weakly converge to g i (r) andg i (r) as T → ∞ (de ned in (21) as well as (34) in the main text). For the OLS and the 2SLS estimator, (46) implies that
By Theorem 30.2 in Davidson (1994) 
In addition, by a law of large numbers (see, e.g., White, 2001, Chapter 3.2) , the terms in the south-east converge in probability to elements of Ŵ ℓ,vv . Last but not least the terms in the south-west and the terms in the north-east convergence weakly when scaled by 1/T, that is (2p+1) In the second step we obtain the limit of the terms containingũ 
mXũ † ,n , by the continuous mapping theorem. This proves Proposition 1(b). For the DOLS estimator we have to obtain the limit of
By Assumptions 1-3, the T → ∞-limit of Assumption 3. Hence, we observe that
.
To obtain the limit of lim T→∞ m ⋆Xũ ,nTi (k+2:(2p+1)nk) a central limit theorem was assumed to hold in Assumption 2. From (49) we obtain mXũ ,n = n i=1 mXũ ,ni . Since MXX ,n is a regular matrix, we observe that T ⋆ γ DOLS;p − γ ⇒ M −1 XX,n mXũ ,n . This proves Proposition 2.(b). For 2SLS we consider the limit of mZũ † ,nTi :=
which proves Proposition 3(b).
Finally, for the D2SLS estimator (28), we derive the
Since v i ⋆ and u i ⋆ are uncorrelated, v i u i = 0 (k) and therefore no correlation terms show up in (50). To obtain lim T→∞ T −0.5 ⋆ ζ p;it ⋆ũ it ⋆ we assumed that a central limit theorem can be applied and convergence to a normally distribution vector ν (ζ p;it⋆ũit ) with mean zero takes place. For the rst k + q ρ components we observe that m ⋆ and the continuous mapping theorem, we observe that T ⋆ γ D2SLS;p − γ converges weakly to
mZũ ,n . In addition, B v and B u i are uncorrelated and therefore independent, no second-order bias terms show up. Hence, we observe converge to zero mean Gaussian mixture distribution. This proves Theorem 1(b).
In a similar way, for the D2SLS estimator (33) we derive the
The term ν (ζ ♯p;t⋆ȗit ) is normally distributed with mean zero. Therefore, by the block diagonal structure of
and the continuous mapping theorem,
Step 2 converge to a block diagonal matrices, where the block in the south east contains covariance matrices of the leads and lags ofv t ⋆ andv t ⋆ . By the continuous mapping theorem (see, e.g., Klenke, 2008, p. 257 
The matrices MXX ,n , MZZ ,n and MXZ ,n are matrices of full rank by Assumption 4. In addition, Section A-1 in the Online Appendix provides su cient conditions where MXX ,n , MXX ,n , MZZ ,n and MZZ ,n are full rank matrices.
Step 3 (Wald statistic W γ ,n ): We follow Phillips and Hansen (1990) , Johansen (1995) , and Park and Phillips (1988) to derive the so called observed Wald-statistic W γ ,nT and its limit W γ ,n . Consider the s × k + 1 restriction matrix R.
For the D2SLS estimator (28), the
This follows from the cross-sectional independence imposed in Assumption 2 and the result that 1 0B v (r)dB u i (r) is a mean zero Gaussian mixture distribution whereB v (r) and B u i (r) are independent (see (A-14) in the Online Appendix).
Endowed with a consistent estimator,ˆ uu , of the long run covariance matrix uu = diag( u i u i ) i=1,...,n we obtain by the above convergence results and the continuous mapping theorem
. Then the Wald statistic (31) satis es
Due to the fact that we have derived a zero mean normal mixture distribution, under the null hypothesis the Wald statistic W γ ,n follows a χ 2 distribution with s degrees of freedom. This completes the proof of Theorem 1. In a further step we consider the Wald type test obtained in Theorem 2. Assume that a consistent estimator of uu = diag( u i u i ) i=1,...,n is available. From (A-17) obtained in the Online Appendix, we
or using the more compact notation used in (A-18)
Note that by Assumption 2, u i u l = 0 for any i = l. By the assumption that u i u i consistently estimates u i u i , Eq. (53) and the continuous mapping theorem we get
, with
PZȗZȗ ,ni , where by (53) and (A-18)
Then the Wald statistic (31) satis es
and converges to a χ 2 -distributed random variable with s degrees of freedom.
B. Joint limits: Proof of Theorem 3
By Assumption 5, the process η † it t∈Z , η it ∈ R k I , allows to apply the joint asymptotic limit theory developed in Phillips and Moon (1999, 2000) . Phillips and Moon (1999, Lemma 2) show that for η † it t∈Z , a panel Beveridge-Nelson decomposition exists (see also Johansen, 1995, p. 36) , given that their Assumptions 1 and 2 are met. Hence, we consider a linear process η † it t∈Z , with Wold representation
, . . . , C † s;η n and ε † t−s := ε †′ 1t−s , . . . , ε †′ nt−s ′ . Since u it can be written as
v it (the last equality follows from independence across i), also for η it t∈Z , a Wold representation η it ⋆ = ∞ s=0 C s;η i ε it ⋆ −s as well as a panel Beveridge-Nelson decomposition exists. A er applying the within-transform de ned in (32), we obtain η it ⋆ = C η i (1)ε it ⋆ −η it ⋆ +η it ⋆ −1 ,η it ⋆ := 
q ρ +k I , and RZZ ,nTi := MZZ ,nTi −MZZ ,nTi ∈ R q ρ +k×q ρ +k .
With K {n},jℓ := K {n} (j,ℓ) we get
RXZ ,nTi := MXZ ,nTi −MXZ ,nTi ∈ R 1+k×q ρ +k ,
and
RZȗ ,nTi , wherē
,it ⋆Mȗ ,it ⋆ ,Mȗ ,it ⋆ := C u i (1)ε it ⋆ ∈ R , RZȗ ,nTi := mZȗ ,nTi −mZȗ ,nTi ∈ R q ρ +k .
(58)
Step 1, (T, n) → ∞-Limits of QXZ ,nT , QZZ ,nT and qZȗ ,nT : In the following steps we adapt Phillips and Moon (1999, Lemmata 13 and 16) to the requirements of our model. First we show: Lemma 1. Suppose that the expectations QZZ and QXZ exist, Assumptions 1-6 hold, and W {n} as well as the error structure are such that E MXZ ,nTi 2 (l r l c ) < ∞, l r = 1, . . . , k + 1 for l c = 1 and l c = 1, . . . , k + q ρ for l r = 1, . . . , q ρ , E MZZ ,nTi 2 (l r ,l c ) < ∞, l r = 1, . . . , k + 1 for l c = 1, . . . , q ρ and l c = 1, . . . , k + q ρ for l r = 1, . . . , q ρ for all T ∈ N and n ∈ N ∪ {∞}.
Then QXZ ,nT and QZZ ,nT converge in probability to QXZ and QZZ as (n, T) → ∞ with n 6 T → 0.
Proof. For QXZ ,nT (2:k+1,q ρ :q ρ +k) and QZZ ,nT (q ρ :q ρ +k,q ρ :q ρ +k) joint convergence in probability results already from Phillips and Moon (1999, Lemma 13(a) ). That is, QXZ (2:k+1,q ρ :q ρ +k) = QZZ (q ρ :q ρ +k,q ρ :q ρ +k) = 1 6¯ v i v i . For the remaining components by (56) and a panel Beveridge-Nelson (55) decomposition we obtain:
,nTi , where
{n},ij C (K (1) ) (j,(j−1)n+1:jn) x j0 ⋆ −v jt ⋆ +v j0 ⋆ . . . 
For QXZ ,nT , we use (57) to obtain:
Since MZ ,it ⋆ does not depend onȗ it ⋆ the di erence between RZȗ ,nTi andRZȗ ,nTi can be obtained in a straightforward way. Equation (61) has two main di erences compared to the corresponding term considered at the beginning of the proof of Lemma 16 in Phillips and Moon (1999) : First,ȇ ♯p;it ⋆ (=ȇ p;it ⋆ in shorter notation) described in (16) shows up, and second, a sum over n terms is included by W
{n}i C (K (1) ) · · · due to the instruments used in our article. Note that the projection error terms e ♯p;it ⋆ are of the order o p (1) for T ⋆ → ∞ and each i. The term MZ ,it ⋆ is bounded in probability by Assumption 7. By this RZȗ ,nTi −RZȗ ,nTi converges to a vector of zeros in probability for T → ∞ for each n ∈ N ∪ {∞}.
Second, we consider the e ect caused by the spatial lag: Observe that the rst components of qZȗ ,nT can be considered to be n-fold sums over terms considered in Phillips and Moon (1999) . By Klenke 
In addition, the components q ρ +1 to q ρ +k ofRZȗ ,nTi , jointly converge to zero if n/T → 0. This follows already from Phillips and Moon (1999, Lemma 13 or 16; for q ρ to q ρ + k,RZȗ ,nTi can be decomposed into "R i,Tk " in their notation), where the authors show that the residual terms "R k,iT " can be decomposed into components with an expected norm of order O(1/T), O( √ n/T) = √ n/TO(1) and O( √ n/T) (by this fact Phillips and Moon (1999) added the requirement n/T → 0, which is su cient to obtain (n, T) → ∞ convergence for these coordinates). In our analysis the rst q ρ components ofRZȗ ,nTi contain n-fold sums of the terms investigated in Phillips and Moon (1999, p. 1108) . Since n terms of this structure show up due to a spatial lag, and the elements of W {n} and K {n} are bounded byw, the residual termRZȗ ,nTi contains terms of the form n · O(1/T), n · √ n/TO(1) and n · O( √ n/T). These residual terms demand for n 3 /T → 0. Hence, n 6 /T → 0 is su cient to meet this requirement and all the terms contained inRZȗ ,nTi converge to zero in probability, such that for (T, n) → ∞, weak convergence of qZȗ ,nT to a normal random vector qZȗ with mean zero and covariance = PZȗZȗ obtained in (62) follows (see, e.g., the central limit theorem provided in Phillips and Moon, 1999, Theorem 3) . By our model assumptions PZȗZȗ is equal to the expectation of PZȗZȗ ,ni .
Given that the assumptions stated in Theorem 3 hold, we observe joint convergence (in probability) of QXZ ,nT , QZZ ,nT to QXZ, QZZ for (T, n) → ∞, where n 6 /T → 0. In addition, under the conditions stated in Theorem 3, qZȗ ,nT weakly converges to qZȗ. qZȗ is multivariate normal with mean vector 0 (k+q ρ ×1) and covariance matrix = PZȗZȗ.
Step 2, (T, n) → ∞-Limits of √ nT ⋆ γ D2SLS;p −γ : Consider the south-east blocks of Q ⋆
ZZ,nT
and Q ⋆XZ ,nT
. In both matrices we consider sums of elementsv it ⋆v ′ it ⋆ +ℓ scaled by 1 nT ⋆
. By a joint law of large numbers convergence (in probability) to elements of Ŵ ℓ,v i v i is obtained. The south-west and the north-eastern blocks of these matrices converge to zero in probability. To see this, in these blocks of Q ⋆
and Q ⋆XZ ,nT we meet terms similar to qZȗ ,nT scaled by a higher rate. In particular, these terms mX˘v ,nTi converge to zero in probability. By Lemma 1 we observe convergence in probability of the matrices QXZ ,nT and QZZ ,nT to QXZ and QZZ. Lemma 2 shows weak convergence to a normal distribution. The requirements of these Lemmata are met by the assumptions stated in Theorem 3. By a mapping theorem for random variables converging in probability (see, e.g., White, 2001 , Theorem 2.27), we observe that the (n, T) → ∞-asymptotic distribution of √ nT ⋆ ( γ D2SLS;p −γ ) is a normal distribution with mean vector 0 (k+1,1) and a covariance matrix VQ. Since we have assumed that PZȗZȗ can be estimated consistently,DQ ,nT andVQ ,nT converge in probability toDQ andVQ, respectively.
