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mators using time-domain cross-correlation is investigated. The basic algorithm is presented for doing stationary echo canceling, cross-correlation estimation and subsequent velocity estimation.
Sampled data acquired at rates of approximately 20 MHz are used in the algorithm imposing a heavy burden. on the sigmil processing hardware. The algorithm is analyzed with regard to the high sampling frequency, and a method for perform ing real-time high-speed data movement and cross-comlatioo is suggested. Implementation schemes based on uSing thl! sign of the data as well as the full precision are proposed. Froin an analysis of the process it is concluded that the sign data implementation can attain real-time processing. This can also be obtained for the full precision data, however, at the expense of using a number of dedicated signal process ing chips. Both implementations suggested can handle the estimation of velocities for A-lines acquired from multiple directions.
I. INTRODUCfrON
T HE study of the flow dynamics in the body has been greatly eased by the introduction of real-time Doppler ultrasound scanners. Using these scanners a map of the blood velocity in the body can be displayed at a rate of two to ten images a second thereby visualizing the dynamics of the fl ow. This makes it possible to diagnose heart valve deficiencies and locate possible stenosis of veins.
Most current scanners are based on an autocorrelation algo rithm, which estimates the phase shift between successively acquired lines of ultrasound data [1] . A drawback of this is that aliasing can occur at high fl ow rates due to the use of a phase shift estimation [2] . A new approach using high frequency sampled data from the ultrasound transducer and time domain cross-correlation has, therefore, been suggested [3]- [5] . Here no algorithmic limitations are enforced on the maximum detectable velocity.
The use of high frequency data imposes a heavy burden on the electronics performing the signal processing, as sampling frequencies up to 20 and 30 MHz are used. This paper investigates how the algorithm can be implemented using readily available chips, and still attain real-time processing.
The basic algorithm is presented in the next section. It is explained how the data are divided into segments, how the cross-correlation function can be smoothed, and how to evaluate the resulting estimate. Section III then proceeds with an examination of how to structure the data conveniently for the calculation. The section also elucidates why' it often is advantageous to interleave processing of lines from different directions in order to scale the velocity range that can be estimated.
The simplest approach, when implementing the technique, is to use only the sign of the data. That this is indeed possible with only a minor reduction in performance was shown in [6] . The electronics for making one bit correlation is presented iri Section IV. It is shown that real-time processing can be done using suitable data buffers and a single integrated circuit for performing the cross-correlation. The electronics can also handle multiple lines.
The use of full precision data is slightly more complicated as fuU precision multiplications must be performed very fast.
It is shown in Section V that the one bit correlation chip can be substituted by a 32-stage multiplication chip from Inmos, and that real-time performance then can be obtained, when a number of these chips are used.
II. THE ALGORITHM
The estimation of the blood velocity by the time-domain cross-correlation approach is done by emitting pulses into the tissue and then correlating successively received signals from the ultrasound transducer. A series of pressure pulses is emitted into the tissue at a frequency of fprJ-The response received is high frequency sampled, and successive lines are cross-correlated. The position of the largest peak in the cross-correlation function indicates the time-shift between successive lines. The shift ts is related to the velocity of the blood by [3]: c t.
where V z is velocity in the direction away from the transducer.
c is the propagation velocity of the ultrasound, and Tpr J = 1/ fprJ is the time period between pulse emissions.
The signal received from the area under investigation is often dominated by echoes from stationary objects. These echoes must be removed in order to make the signal useful for calculating the cross-correlation. The removal is done by subtracting successive lines, so that only the difference from line to line is present. The consequence of doing this was studied in [7] and is mainly manifested as a reduction in signal-to-noise ratio.
The purpose of the estimation is to show a real-time image of the blood flow in the region under investigation. So the velocity as a function of depth in tissue should be displayed.
