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Notations
, e´gal par de´finition
R, R+, Rk, Rm×n respectivement l’ensemble des nombres re´els,
des nombres re´els positifs, des vecteurs des
re´el (k × 1) et des matrices re´elles (m× n)
C, Ck, Cm×n l’ensemble des nombres complexes, des vec-
teurs complexes (k× 1) et des matrices com-
plexes (m× n).
N,Z,B respectivement l’ensemble des entiers natu-
rels, des entiers relatifs et l’ensemble des va-
leurs d’un bit : B , {0, 1}
i
√−1 sauf utilise´ pour les indices
[a, b] ensemble des entiers compris entre a et b
[a, b] , [a, b] ∩ N
0k, 0m×n, 0 la matrice nulle de dimension (k×k), (m×n)
ou de dimension de´finie par le contexte
Ik, Im×n, I la matrice identite´ de dimension (k×k), (m×
n) ou de dimension de´finie par le contexte
Ep,q la matrice de dimension p × q dont tous les
e´le´ments valent 1
(M)i,j l’e´le´ment (i, j) de la matrice M (ie ligne, je
colonne)
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18 NOTATIONS
Mi,•,M•,j respectivement la ie colonne de M et la je
ligne de M
M> la transpose´e de la matrice M
M∗ le conjugue´ de la matrice M
MH le transconjugue´ de la matrice M
MH , (M∗)>
tr(M) la trace de la matrice M
bxc, dxe, bxe l’arrondi de x a` l’entier infe´rieur, supe´rieur
ou plus proche
Cpn Le nombre de combinaisons de p e´le´ments
parmi n (n > p)
Cpn ,
n!
p!(n− p)!
‖M‖F la norme de Frobenius de la matrice M
‖M‖F ,
√∑
i,j
|Mi,j |2
‖M‖max la plus grande valeur absolue de M
‖M‖max , maxi,j |Mi,j |
A⊗B le produit de Kronecker de deux matrices
(voir de´finition A.1)
A⊗B ,
a1,1B · · · a1,nB...
am,1 am,nB

Vec(M) l’ope´rateur Vec est l’ope´rateur qui transforme
une matrice en un vecteur colonne (voir de´fi-
nition A.2)
A×B le produit direct de deux matrices A et B
de meˆme dimension (dit produit de Schur ou
produit d’Hadamard)
A×B ,
 a1,1b1,1 · · · a1,nb1,n...
am,1bm,1 am,nbm,n

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A~B
A~B , Vec(A).
(
Vec
(
B>
))>
(voir de´finition 4.9 et annexe A)
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Introduction
C
e me´moire pre´sente une synthe`se de mes travaux de the`se effectue´s a`
l’Institut de Recherche en Communications et en Cyberne´tique de
Nantes (IRCCyN) et au service Conception Logiciel Organe (CLO)
de PSA Peugeot Citroe¨n (the`se CIFRE).
Ces travaux ont porte´ sur l’imple´mentation1 de lois de controˆle/comman-
de sous les contraintes de pre´cision finie : en effet, les ressources et puissances
limite´es des calculateurs PSA embarque´s imposent que les calculs re´alise´s,
le plus souvent en virgule fixe, soient de pre´cision limite´e.
Les lois conside´re´es proviennent de l’automatique ou du traitement de signal,
et nous nous restreindrons aux formes line´aires a` parame`tres constants. Le
processus d’imple´mentation – le passage de la loi mathe´matique, dont les
performances ont e´te´ valide´es en simulation avec des calculs nume´riquement
valables, a` un code logiciel pour une cible particulie`re – ame`ne de nom-
breuses de´gradations de la loi, tant nume´riques que temporelles.
Les de´gradations nume´riques, auxquelles nous nous inte´ressons ici, ont prin-
cipalement deux origines :
– les bruits de quantification dans les calculs (assimilables a` des bruits
nume´riques) que l’on retrouve a` chaque ite´ration ; ils de´pendent de la
pre´cision affecte´e a` chaque calcul, et leur impact de´coule de la sensi-
bilite´ de la loi aux bruits ;
– la quantification des coefficients intervenant dans les calculs (assimi-
1Meˆme si certains conside`rent imple´mentation comme un anglicisme, en lui pre´fe´rant
implantation, nous faisons la distinction entre ces deux termes : implanter signifie ”porter
un algorithme”, le programmer, alors qu’imple´menter ajoute, a` notre sens, la possibilite´
d’adaptation, de reformulation de l’algorithme, comme nous le verrons tout au long de ce
me´moire.
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22 INTRODUCTION
lables a` des erreurs parame´triques) : cette quantification de´pend du
nombre de bits et du format requis pour stocker ces parame`tres, et
leur impact du choix de la re´alisation.
Nous nous inte´resserons plus particulie`rement a` l’impact de la quantifica-
tion.
De plus, pour une loi (filtre ou re´gulateur) donne´e, il existe une infinite´ de
re´alisations nume´riques possibles qui, bien que mathe´matiquement e´quiva-
lentes, ne le sont plus en pre´cision finie. Un exemple bien connu est celui
de la re´alisation dans l’espace d’e´tat, soit la re´alisation parame´tre´e par les
matrices (A,B,C,D), exprime´e par la relation{
X(k + 1) = AX(k) +BU(k)
Y (k) = CX(k) +DU(k)
Toute re´alisation (T−1AT, T−1B,CT,D) avec T non singulie`re lui est ma-
the´matiquement e´quivalente, mais pre´sente une sensibilite´ aux troncatures
potentiellement diffe´rente. Une forme compagne, par exemple, est plus mal
conditionne´e qu’une forme e´quilibre´e.
De plus, de nombreuses autres re´alisations existent : re´alisations en δ, en
treillis, structures retour d’e´tat/observateur, de´compositions en cascade, en
paralle`le, etc.
Ce me´moire de the`se, apre`s avoir pre´sente´ toutes ces possibilite´s, propose
un formalisme mathe´matique – la forme implicite spe´cialise´e – repre´senta-
tif du code re´alise´, permettant de de´crire, de manie`re unifie´e, un ensemble
e´largi d’imple´mentations. Celui-ci, bien que macroscopique, permet d’expri-
mer pre´cise´ment les calculs a` re´aliser et les parame`tres re´ellement mis en
jeu. Diffe´rentes mesures applique´es a` ce formalisme, permettant d’e´valuer
l’impact de la quantification (sous diffe´rentes hypothe`ses de virgule fixe et
virgule flottante) et d’analyser la de´gradation induite, sont ensuite propo-
se´es. Elles permettent, par exemple, d’e´valuer la sensibilite´ de la fonction
de transfert en fonction de la re´alisation choisie, ou encore la sensibilite´ des
poˆles (que l’on peut relier au nombre de bits minimum ne´cessaires pour
repre´senter les coefficients sans perdre la stabilite´, lors d’une re´gulation).
Toutes les re´alisations n’e´tant pas de robustesse e´gale vis-a`-vis de la
quantification, il appartiendra a` ces mesures de les diffe´rencier en permet-
tant d’analyser l’impact a priori de l’imple´mentation. Il est ainsi possible de
poser un proble`me de synthe`se de re´alisation nume´rique, et de rechercher,
selon diffe´rents crite`res, la ou les re´alisations qui minimisent, pour une loi
donne´e, ces mesures de de´gradation et qui pre´sentent donc la meilleure ro-
bustesse face aux de´te´riorations induites par les processus d’imple´mentation
en pre´cision finie. De nombreux exemples e´claireront la de´marche.
Ce me´moire est divise´ en six parties :
– le chapitre 1 pre´sente le contexte automobile prescripteur de cette
e´tude et situe la proble´matique ;
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INTRODUCTION 23
– le chapitre 2, quant a` lui, montre l’e´tendue des possibilite´s de re´a-
lisations de lois, tant au niveau automatique qu’au niveau logiciel.
Nous rappellerons tout d’abord les re´alisations possibles les plus cou-
ramment utilise´es : espace d’e´tat, formes directes, re´alisations en δ,
etc. Nous indiquerons ensuite les possibilite´s d’ame´nagement d’algo-
rithmes, principalement en terme de repre´sentation des nombres et de
leur impact ;
– le formalisme unificateur de la forme implicite spe´cialise´e est exhibe´ au
chapitre 3 autour de nombreux exemples. Les classes de re´alisations
e´quivalentes exprime´es dans cette forme sont construites autour du
Principe d’Inclusion. De plus, une repre´sentation unifie´e des nombres
re´els dans les calculateurs (virgule fixe, virgule flottante, ...) est de´ve-
loppe´e ;
– le chapitre 4 pre´sente des outils d’analyse permettant d’e´valuer nu-
me´riquement certaines proprie´te´s (robustesse, couˆt de calcul, . . .) de
telle ou telle re´alisation. Ces indicateurs nous aideront a` distinguer des
re´alisations ;
– enfin, le chapitre 5 permet d’e´laborer une synthe`se de loi selon ces
crite`res d’analyse en proce´dant a` la recherche de re´alisations optimales.
Pour terminer, nous conclurons par les perspectives possibles et les voies
a` suivre pour poursuivre le travail re´alise´.
Ce travail a fait l’objet de quatre publications internationales :
– [44] Implicit state-space representation : a unifying framework for
FWL implementation of LTI systems. In IFAC05 World Congress,
Juillet 2005.
– [43] Designing low parametric sensitivity FWL realizations of LTI
controllers/filters within the implicit state-space framework. In CDC-
ECC’05, De´cembre 2005.
– [40] Low parametric sensitivity realization design for FWL implemen-
tation of MIMO controllers : Theory and application to the active
control of vehicle longitudinal oscillations. In CAO’O6, Avril 2006.
– [41] Pole sensitivity stability related measure of FWL realization with
the implicit state-space formalism. In Proc. ROCOND’06, Juillet 2006.
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Chapitre
1 Contexte et proble´matique
Re´sume´ :
Ce premier chapitre resitue le domaine d’e´tude de cette the`se dansson contexte industriel – l’embarque´ automobile – et expose la pro-
ble´matique telle qu’elle s’est pre´sente´e au de´but de ces travaux.
Le processus d’imple´mentation, qui vise a` transformer une loi en un code
logiciel s’exe´cutant sur un calculateur embarque´ entraˆıne une modifica-
tion de la loi, et nous listons ici les contraintes de ce processus ainsi que
les sources de de´gradations induites.
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26 CHAPITRE 1. CONTEXTE ET PROBLE´MATIQUE
1.1 L’embarque´ en automobile
1.1.1 Contexte automobile
Le domaine de l’automobile a beaucoup e´volue´ ces trente dernie`res an-
ne´es. Initialement purement me´caniques, les fonctionnalite´s d’une automo-
bile ont, depuis lors, inte´gre´ en leur sein de plus en plus d’e´lectronique, puis
d’informatique.
Cette informatique embarque´e a de´sormais pour mission de mettre en œuvre
des lois permettant d’ame´liorer, de manie`re ge´ne´rale, les performances d’une
automobile (augmentation de la se´curite´, du confort, diminution de la consom-
mation, augmentation de l’efficacite´ des syste`mes me´caniques, etc.). L’auto-
matique est a` la base du de´veloppement de ces nouvelles fonctionnalite´s.
A partir d’une mode´lisation des processus physiques (ainsi que des disper-
sions associe´es), des lois de controˆle/commande peuvent eˆtre conc¸ues afin
de piloter au mieux ces processus. Une partie du logiciel embarque´ met en
œuvre de telles lois, le reste s’attachant a` ge´rer les diffe´rents modes de fonc-
tionnement, la se´curite´ d’ensemble, ainsi qu’a` assurer l’aide aux diagnostics.
L’informatique embarque´e dans l’automobile poursuit son essor. Les nou-
velles normes anti-pollution, les demandes du public en terme de se´curite´ et
de confort, et la monte´e en puissance des technologies e´lectroniques sont en
train de transformer la conception automobile. Si l’e´lectronique repre´sente
aujourd’hui de 20% a` 25% du couˆt total du ve´hicule, cette proportion at-
teindra pre`s de 40% d’ici 2010 [2]. L’e´lectronique s’ave`re ne´cessaire pour
controˆler toute la dynamique du ve´hicule (controˆle moteur, boˆıte de vi-
tesses , suspension, direction, ABS, ...), les fonctions de carrosserie (phares,
essuie-glaces, portes, ...) et les fonctions de confort de l’habitacle (affichage,
autoradio, climatisation, ...) ; l’ensemble est coordonne´ par des superviseurs.
En tout, on peut compter jusqu’a` une quarantaine de calculateurs diffe´rents
dans une meˆme voiture. Ce nombre est toutefois a` la baisse chez certains
constructeurs, dont PSA, car les fonctionnalite´s sont petit a` petit regroupe´es
au sein d’un nombre re´duit de calculateurs.
Si le de´veloppement de l’e´lectronique est important, c’est bien le logiciel (et
non la puissance de calcul) qui constitue l’e´le´ment strate´gique. Son roˆle est
primordial : il de´termine le comportement du calculateur ou du superviseur
auquel il est associe´. Comme les fonctions e´lectroniques traitent de plus en
plus d’informations, le logiciel s’e´toffe pour prendre en compte toutes les
configurations possibles. En 1980, la CX Citroe¨n embarquait 1.1Ko, tandis
qu’en 2000, la 607 embarque 2Mo. L’automobile suit un rythme de pro-
gression du logiciel identique a` celui de l’avionique avec un de´calage d’une
de´cennie environ.
Les fonctions imple´mente´es dans les calculateurs sont de plus en plus
complexes, comme nous allons le voir au paragraphe suivant.
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1.2. ME´THODOLOGIE DE CONCEPTION 27
1.1.2 Les diffe´rentes lois embarque´es
Nous n’allons pas de´tailler ici toutes les strate´gies de controˆle-commande
existantes (ou a` venir), ni les multiples champs d’applications de la com-
mande dans le domaine automobile. On pourra trouver dans [3, 90], notam-
ment, de nombreux exemples de´taille´s.
Les deux grands domaines que l’automatique a principalement investis
sont le controˆle du groupe motopropulseur et le controˆle dynamique de chaˆs-
sis.
Le groupe motopropulseur, appele´ GMP, est compose´ de l’ensemble des
e´le´ments me´caniques permettant de produire le couple pour faire avancer le
ve´hicule : producteurs de couple (comme le moteur thermique ou e´lectrique),
de limitateur de couple (embrayage, etc.) et de de´multiplicateur (boˆıte de vi-
tesses, etc.) [64]. Le controˆle moteur a pour mission de ge´rer le moteur afin de
satisfaire au mieux la fonction de production d’e´nergie : il pilote les organes
e´lectriques commandables du moteur (injection, allumage pour moteur es-
sence, pompe et vanne pour moteur diesel, etc.) afin que celui-ci fournisse la
puissance demande´e par le conducteur via la pe´dale d’acce´le´rateur. De plus,
le controˆle moteur devra tenir compte au mieux des demandes du conduc-
teur, des contraintes environnementales et des autres pe´riphe´riques (actifs
ou passifs) auquel le calculateur est relie´, tels que le controˆle actif de stabilite´
(ESP1), le syste`me de freinage pilote´ (ABS2), la direction assiste´e, etc. La
figure 1.1 re´sume les diffe´rents e´le´ments fonctionnels d’un controˆle moteur
essence classique (on trouvera plus de de´tails dans [3]).
Le controˆle dynamique du chaˆssis vise a` maˆıtriser le comportement lon-
gitudinal et late´ral du ve´hicule en fonction des desiderata du conducteur et
du comportement routier de la voiture. En agissant par application de forces
sur un ou plusieurs pieds de roues, et en maˆıtrisant/connaissant l’interface
roue-sol, la suspension, le freinage, la direction, il est possible de controˆler la
dynamique longitudinale (l’ABS, le controˆle anti-glissement a` l’acce´le´ration
TCS3, etc.), la dynamique transversale (direction assiste´e), la dynamique
verticale (suspension active) ou encore une combinaison de ces dynamiques
(controˆle du lacet, controˆle anti-roulis, etc.).
1.2 Me´thodologie de conception
La conception des lois de controˆle/commande (re´alise´e par l’Automa-
ticien) et le de´veloppement logiciel (re´alise´e par l’Informaticien) suivent
1Electronic Stability Program.
2Antilock Braking System.
3Traction Control System.
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calculateur, 
injection, 
allumage
Point de fonctionnement moteur :
- pression admission
- position papillon
- régime moteur
Caractéristiques :
- T° eau moteur
- T° air admission
- tension batterie
Contrôle :
- richesse
- cliquetis
- vitesse véhicule
Sécurité véhicule, contrôle 
freinage, air conditionné, 
contrôle suspension, ...
Mise en action :
- réchauffage sonde à oxygène
- préchauffage boîtier papillon
- purge canister
- pompe à eau (refroidissement turbo)
- pompe à carburant
Régulation/commande moteur :
- commande des injecteurs
- commande des bobines d'allumage
- régulation pression suralimentation
- régulation turbo
- régulation EGR
Référence cylindre n°1
diagnostic
Fig. 1.1 – Entre´es/Sorties et fonctionnalite´s d’un calculateur se´rie de moteur
essence
tous deux une me´thodologie bien pre´cise. Leur cycle de de´veloppement est
illustre´, classiquement, par la figure 1.2. Il pre´voit plusieurs e´tapes cle´s
 
Codage
Conception
détaillée
Conception
préliminaire
Spécification
Tests
unitaires
Intégration
Validation
Validation en regard des exigences
Fig. 1.2 – Cycle de de´veloppement
indispensables (dans l’ordre chronologique) :
– la spe´cification ;
– la conception ;
– la re´alisation ;
– l’inte´gration ;
– la validation.
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1.2. ME´THODOLOGIE DE CONCEPTION 29
Lors des deux premie`res e´tapes, des spe´cifications techniques (spe´cifications
techniques de besoins (STB), spe´cifications techniques ge´ne´rales (STG), spe´-
cifications techniques de´taille´es (STD), spe´cifications techniques de re´alisa-
tion (STR)) sont e´labore´s pour permettre de passer d’une e´tape a` une autre,
ainsi que des plans de tests afin de valider chaque transition. Ils garantissent
la bonne ade´quation du re´sultat avec le besoin exprime´ en entre´e du cycle
en V.
Ce cycle en V assure aussi une bonne maˆıtrise du de´veloppement et une
trac¸abilite´ efficace entre les diffe´rentes phases. Toutefois, ce cycle peut eˆtre
remis en cause, et un cycle de de´veloppement ite´ratif, tel que celui pre´sente´
dans [59], peut dans certains cas eˆtre utilise´ afin de re´duire les allers-retours
entre chaque e´tape, avec une plus grande souplesse et rapidite´ d’exe´cution.
En entre´e du cycle de de´veloppement logiciel, un cahier des charges
fonctionnel et ope´rationnel est e´labore´ a` partir d’un mode`le de la loi de
controˆle/commande ; les contraintes mate´rielles et les contraintes de suˆrete´
de fonctionnement s’y ajoutent.
Il est alors ne´cessaire d’inse´rer une e´tape entre la partie Conception et
la partie Imple´mentation pour permettre la transcription des exigences de
l’Automaticien en spe´cifications pour l’Informaticien. Cela passe, en parti-
culier, par la de´finition de crite`res d’acceptation, par le choix des re´alisations
(parame´trisations) et par une analyse nume´rique (mesure de l’impact nume´-
rique de cette imple´mentation).
D’une manie`re ge´ne´rale, on dissociera les lois de commande de´crites sous
forme d’automates d’e´tats (les automates, en nombre fini, repre´sentant ge´-
ne´ralement des comportements diffe´rents pour une meˆme loi, tels que les
modes de´grade´s, etc. ; et les transitions entre ces e´tats repre´sentant les e´ve´-
nements discrets provenant du conducteur ou de facteurs externes) des lois
du domaine de l’automatique ou du signal. On ne conside´rera ici que des
lois line´aires, a` parame`tres constants.
Pour les lois ne´cessitant l’e´valuation de fonctions complexes en diffe´rents
points (comme par exemple l’e´valuation d’un sinus ou de toute autre fonc-
tion un tant soit peu complexe dont l’e´valuation de la description mathe´-
matique ne´cessiterait un calcul couˆteux), on se reportera, par exemple, aux
les travaux de J.M. Muller sur les me´thodes a` base de table que sont les
cartographies. Plusieurs imple´mentations possibles existent, permettant dif-
fe´rents compromis autour de la taille me´moire utilise´e, du couˆt de calcul
ou encore de la pre´cision du re´sultat, telles que les interpolations line´aires
ou polynomiales par morceaux, les bi-partite ou multipartite methods, etc.
[79, 81], [87], [93], . . .
Nous nous focaliserons sur cette e´tape de transition et supposerons qu’une
loi de commande valide a e´te´ pre´alablement conc¸ue, quelle que soit la me´-
thode de synthe`se utilise´e, et l’utiliserons comme loi de re´fe´rence a` imple´-
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menter, c.-a`-d. a` re´aliser en logiciel sur une cible particulie`re.
1.3 Proble´matique
Afin de cerner plus pre´cise´ment la proble´matique de la the`se, et de la
centrer dans son contexte industriel, un rapport interne PSA [37] a e´te´ re´dige´
en de´but de mes travaux. Il a permis, lors d’e´changes avec les diffe´rents
acteurs implique´s, de lister les contraintes dues a` l’imple´mentation et de
de´finir les sources de de´gradation qu’elle entraˆıne.
1.3.1 Exemple
Il peut eˆtre inte´ressant d’e´voquer les proble`mes de l’imple´mentation par
un exemple PSA, re´ve´lateur de la proble´matique ge´ne´rale : l’estimateur
d’e´tat de charge de batterie.
Cette fonctionnalite´ a e´te´ conc¸ue par PSA [85] et a pour but d’estimer, en
cours de fonctionnement, l’e´tat de charge d’une batterie automobile. Un mo-
de`le de cet estimateur a e´te´ construit sous Matlab/Simulink, puis teste´ en
simulation et en conditions re´elles (sur plusieurs batteries). Il a donne´ des
re´sultats tre`s convaincants.
L’imple´mentation de cette fonctionnalite´ au sein d’un calculateur PSA a
pose´ davantage de proble`mes : ce calculateur ne posse´dant pas d’unite´ de
calcul flottant, il ne pouvait donc pas re´aliser, tel quel, certains des calculs
pre´sents dans les planches Simulink (calculs matriciels, exponentiels, etc.).
De plus, les calculs ne pouvant eˆtre re´alise´s qu’avec des nombres entiers,
les coefficients du mode`le devaient eˆtre quantifie´s, induisant un impact non
ne´gligeable sur le comportement de la loi.
Une simplification du mode`le a alors e´te´ effectue´e, en deux grandes e´tapes :
– simplification des calculs, utilisation de tables (cartographies) pour
pouvoir re´aliser les ope´rations complexes ;
– une quantification des coefficients et des calculs, afin de ne faire inter-
venir que des calculs entiers sur 16 bits (re´alisables sur le calculateur)
Au fur et a` mesure de ces e´tapes, a eu lieu une comparaison avec le mode`le
initial, servant alors de re´fe´rence : l’impact de chaque modification e´tait alors
e´tudie´ pour voir dans quelle mesure il entraˆınait une de´gradation et dans
quelle mesure celle-ci e´tait acceptable.
Apre`s cette e´tape de reformulation, la nouvelle re´alisation de la fonction
estimateur d’e´tat de charge de batterie a pu finalement eˆtre imple´mente´e
facilement. Le module logiciel correspondant accomplit la fonctionnalite´ at-
tendue, avec la pre´cision requise. Dans ce cas, l’imple´mentation a entraˆıne´
une de´gradation des re´sultats, mais cette de´gradation a pu eˆtre maˆıtrise´e et
reste infe´rieure a` la tole´rance que l’on pouvait admettre.
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Cela dit, ces proble`mes re´currents se posent a` chaque nouvelle imple´men-
tation et montrent la ne´cessite´ d’e´tudier des outils et des me´thodes adapte´s
a` cette proble´matique.
1.3.2 Contraintes
Les proble`mes d’imple´mentation sont principalement dus a` la diffe´rence
de puissance (nous allons la de´tailler apre`s) qui existe entre les ordinateurs
(de bureau), sur lesquels sont conc¸ues et teste´es les lois de commande et
les calculateurs embarque´s de se´rie. Les contraintes, lie´es a` la plate-forme
de calcul – le calculateur, le syste`me d’exploitation et l’application – sont
principalement de deux natures : nume´riques et temporelles.
Pre´cise´ment, les contraintes mate´rielles (c.-a`-d. impose´es par le choix du
calculateur) de´pendent des points suivants :
– les ressources mate´rielles du calculateur conditionnent les possibilite´s
de calcul hardware : seules les ope´rations ”natives” (calcul entier sur
un processeur ne posse´dant que des unite´s de calcul entier, calcul en-
tier et flottant sur un processeur avec unite´s de calcul flottant, etc.)
seront possibles sans avoir recours a` une e´mulation (par exemple, il
est toujours possible d’e´muler des ope´rations de calcul flottant sur un
processeur ne disposant pas d’unite´ de calcul flottant, mais cela se fait
au de´triment d’un temps de calcul tre`s important) ;
– les fonctions mathe´matiques complexes (trigonome´trie, exponentiels,
etc.) ne pouvant eˆtre re´alise´es par les ressources mate´rielles devront
l’eˆtre en logiciel, ce qui ne´cessite la disponibilite´ de bibliothe`ques ma-
the´matiques adapte´es au processeur cible pour eˆtre efficaces ;
– la taille du code de la ROM et de la RAM impliquent une taille maxi-
male pour le code et pour les donne´es (comme les cartographies) sto-
cke´es ;
– certains calculateurs peuvent posse´der des fonctions spe´cifiques re´ali-
se´es mate´riellement (au lieu d’une re´alisation logicielle, parfois e´mule´e
sur d’autres calculateurs) : unite´s de calcul spe´cialise´es (unite´s MAC
comparable a` celles de DSP qui effectue des calculs de traitement du
signal), unite´s re´alisant des fonctionnalite´s spe´cifiques au controˆle mo-
teur (par exemple, un module de calcul d’angle de came, disponibles
en mate´riel sur certains calculateurs, alors que cette fonction n’est
re´alise´e qu’en logiciel ailleurs), etc.
Pour le syste`me d’exploitation, on notera que :
– le caracte`re temps re´el4 de l’exe´cution implique une re´activite´ im-
4”Est qualifie´ de temps re´el le comportement d’un syste`me informatique lorsqu’il est
assujetti a` l’e´volution dynamique d’un proce´de´ qui lui est connecte´, et qu’il doit piloter ou
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portante : la fre´quence d’e´chantillonnage impose les temps de calculs
maximum pour chaque loi ;
– la communication re´seau avec d’autres calculateurs implique des con-
traintes temporelles : le calculateur est susceptible de recevoir des in-
formations provenant d’autres calculateurs : les valeurs attendues pour
le calcul de la loi peuvent ne pas arriver a` temps (ou ne pas arriver du
tout) ;
– le processeur n’est pas de´die´ a` 100% a` la re´alisation de la loi : le logiciel
de base peut utiliser de 10 a` 20% du temps de calcul, et d’autres fonc-
tionnalite´s sont tre`s souvent imple´mente´es sur le meˆme calculateur.
Enfin, l’application re´alisant nume´riquement la loi ame`ne aussi quelques
contraintes :
– les contraintes logicielles sont surtout d’ordre me´thodologique : le code
de´veloppe´ doit pouvoir eˆtre re´utilise´ facilement. Il doit donc eˆtre lisible
(un code performant, car astucieux, pourra ne pas eˆtre retenu, s’il est
difficile a` comprendre), documente´, de´coupe´ en modules. Le code doit,
e´galement, eˆtre suffisamment portable pour eˆtre utilise´ avec d’autres
processeurs ;
– Le temps consacre´ au de´veloppement logiciel est relativement re´duit : il
n’est donc pas souvent possible de re´-optimiser, a posteriori, le logiciel,
de chercher quels proce´de´s algorithmiques, ou techniques, pourraient
ame´liorer sensiblement son temps d’exe´cution. Une fois ope´rationnels
et valide´s, il n’est pas toujours possible de peaufiner certains points de
programmation, faute de temps.
1.3.3 L’imple´mentation entraˆıne une de´gradation
Dans la majorite´ des cas, l’imple´mentation d’une loi de controˆle/com-
mande sur un calculateur , si puissant soit-il, entraˆıne une de´gradation de
cette loi. En effet, le caracte`re fini d’un calculateur ne permet pas la repre´-
sentation, le calcul, la manipulation des nombres transcendants, comme le
sont la plupart des re´els. Comme nous le verrons, seuls certains ensembles
de nombres (les entiers, les rationnels, ...) peuvent eˆtre manipule´s avec une
pre´cision infinie (avec une programmation adapte´e).
De plus, les temps de calcul, souvent variants, entraˆınent des gigues entre
l’acquisition des donne´es en entre´e et la production des sorties.
De par la nature de l’imple´mentation – calculs qui peuvent eˆtre inexacts
et temps de calcul non nuls ou non maˆıtrise´s – l’exe´cution d’une loi de
commande re´alise´e par un algorithme sur un calculateur se´rie peut diffe´rer
suivre en re´agissant a` tous ses changements d’e´tat” d’apre`s [29].
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(et de beaucoup5) du comportement de re´fe´rence.
1.3.4 Les sources de de´gradation
Il peut eˆtre inte´ressant de pouvoir lister les sources de de´gradations in-
duites par le processus d’imple´mentation, afin de les analyser plus finement
et de les prendre en conside´ration.
Nous distinguerons les sources de de´gradations selon leur nature : nume´-
rique ou temporelle.
La de´gradation est de nature temporelle lorsqu’un des e´le´ments qui re´a-
lise la loi de controˆle/commande ame`ne un retard temporel sur la sortie. Ces
retards peuvent eˆtre dus a` :
– un de´lai ope´ratoire : le temps d’exe´cution d’un processus n’est pas nul
(temps de calcul, temps de recherche d’une valeur dans une cartogra-
phie, etc.) ;
– une donne´e d’entre´e ne´cessaire qui est ve´hicule´e par le re´seau mais qui
n’arrive pas a` temps (on ne peut connaˆıtre a priori le temps maxi-
mal mis par une donne´e pour arriver a` son destinataire, a` cause des
collisions entre trames, les priorite´s, etc., qui peuvent retarder l’envoi
d’une donne´e) ;
– au logiciel de base (qui comprend l’OS, les drivers de communication,
les me´canismes de suˆrete´ de fonctionnement, etc.) : celui-ci peut inter-
rompre l’exe´cution logique du calcul de la loi pour effectuer une taˆche
prioritaire (traiter une valeur re´seau, un ordre important, etc.).
La de´gradation est de nature nume´rique lorsque le re´sultat d’un calcul
n’est pas celui attendu. Les de´gradations nume´riques conse´cutives a` la re´a-
lisation d’une loi de controˆle/commande sont de plusieurs types [31, 111] :
– les erreurs parame´triques : elles sont dues a` la quantification des co-
efficients de la loi. Les coefficients ne peuvent pas eˆtre exprime´s de
manie`re exacte dans le calculateur (lorsque celui-ci ne posse`de pas la
meˆme pre´cision, en terme de repre´sentation que l’ordinateur sur lequel
a e´te´ conc¸ue la loi), la loi en elle-meˆme est change´e. C’est alors une
autre loi (espe´re´e suffisamment proche), qui est imple´mente´e. Parfois,
les poˆles d’une loi peuvent eˆtre de´place´s, en dehors meˆme du cercle
de stabilite´. Il est donc pre´fe´rable, que la loi soit peu sensible a` la
modification de ses parame`tres (sensibilite´ parame´trique) ;
– les erreurs d’arrondi lors des calculs (quantification des re´sultats de
calculs interme´diaires).
5On se re´fe´rera a` l’exemple de la section 4.4.5 qui montre un re´gulateur dont la stabilite´
n’est plus assure´e de`s que les coefficients qui le repre´sentent sont un tant soit peu tronque´s
pour eˆtre utilise´s dans un calculateur.
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Nous nous inte´resserons plus particulie`rement, dans cette the`se, aux er-
reurs parame´triques et a` leur impact.
1.4 Conclusion
Ce court chapitre de pre´sentation du contexte et de la proble´matique
nous a permis d’expliciter les contraintes mate´rielles et logicielles et leur
re´percussion sur la qualite´ d’une imple´mentation, et finalement, de poser le
cadre de travail. L’inventaire des sources de de´gradation d’une ”loi” lors de
sa mise en œuvre nume´rique e´claire sur les crite`res a` prendre en compte afin
d’e´valuer l’impact du processus d’imple´mentation.
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Chapitre
2 Un large panel d’imple´men-
tations
Re´sume´ :
L’objectif de ce chapitre de the`se est de montrer que, pour une loidonne´e, un tre`s large panel d’imple´mentations existe. Nous e´tu-
dierons tout d’abord les nombreuses possibilite´s d’imple´mentation de
filtres et/ou re´gulateurs de type LTIa, qui ame`nent a` autant d’algo-
rithmes diffe´rents. Ensuite, nous e´tudierons les moyens informatiques
pour repre´senter un nombre (repre´sentation en entier, virgule fixe, vir-
gule flottante) ainsi que les impacts nume´riques que cela peut avoir sur
les calculs, et donc sur les algorithmes de mise en œuvre de lois de
controˆle/commande.
aLinear Time Invariant : filtre/re´gulateur line´aire a` coefficients invariants dans le
temps.
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2.1 Diffe´rentes parame´trisations possibles
Pour une loi de controˆle-commande donne´e, qu’il s’agisse d’un filtre ou
d’un controˆleur intervenant dans une re´gulation ou un asservissement, il
existe classiquement de nombreuses re´alisations nume´riques possibles, une
infinite´ en fait. Nous allons ici de´tailler les plus connues. Pour une loi don-
ne´e, celles-ci sont bien e´videmment mathe´matiquement e´quivalentes, mais
ne le sont plus de`s que l’on passe en pre´cision finie.
Nous conside´rerons aussi bien les filtres/re´gulateurs SISO1 que MIMO2.
Ces diffe´rentes possibilite´s d’imple´mentation de´coulent de deux approches
diffe´rentes : celle du traitement du signal, pre´curseur dans le domaine, mais
sur un champ restreint, et celle de l’automatique.
Les lois conside´re´es peuvent provenir de synthe`se de filtres (filtres RIF3 ou
RII4 : ils sont de´finis par leurs parame`tres intrinse`ques ou par leur fonction
de transfert), de re´gulateurs, d’observateurs, etc.
Nous verrons, de manie`re entremeˆle´e, des imple´mentations de´coulant d’une
approche entre´e(s)/sortie(s), comme les formes directes ou en treillis, ainsi
que des imple´mentations explicitant l’e´tat interne du syste`me conside´re´ (ap-
proche classique en automatique pour des proble`mes de re´gulation ou de
poursuite de trajectoire). Enfin nous verrons diffe´rents ope´rateurs qui modi-
fient la parame´trisation mise en jeu, ainsi que l’utilisation de de´compositions
de lois en lois e´le´mentaires.
2.1.1 Graphe de fluence
On a souvent l’habitude, et c’est particulie`rement vrai en traitement du
signal, de de´crire une re´alisation de loi sous la forme d’un graphe de calcul,
d’un diagramme, de´taillant les interconnexions entre les diffe´rents ope´rateurs
agissant sur les entre´es et les e´tats5. Dans le cas des syste`mes line´aires, on
peut se limiter aux ope´rateurs d’addition/soustraction, a` la multiplication
par une constante (scalaire ou matricielle) et a` l’ope´rateur retard q−1 (cf.
figure 2.1), qui consiste a` me´moriser une valeur puis a` la restituer au pas
d’e´chantillonnage suivant.
La notion de graphe de fluence est alors utilisable pour repre´senter un al-
gorithme de loi de controˆle-commande. Il s’agit d’un graphe pour lequel les
noeuds repre´sentent les e´tapes de calcul et pour lequel les branches value´es
1Single Input Single Output.
2Multiple Input Multiple Output.
3Filtre a` Re´ponse Impulsionnelle F inie : y(k) =
qP
i=0
hiu(k − i).
4Filtre a` Re´ponse Impulsionnelle Infinie : y(k) =
qP
i=0
biu(k − i)−
pP
i=1
aiy(k − i).
5Simulik est un parfait exemple de logiciel permettant de de´crire une loi sous la forme
d’un graphe de calculs.
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Fig. 2.1 – Les diffe´rents ope´rateurs d’un graphe
et oriente´es symbolisent une ope´ration (multiplication ou ope´rateur retard).
La convergence de plusieurs branches sur un meˆme noeud repre´sente une ad-
dition. Il s’agit donc d’une notation e´quivalente, mais le´ge`rement diffe´rente,
a` celle pre´sente´e a` la figure 2.1 et utilise´e dans les logiciels de repre´sentation
graphique des processus, tels que Simulink. La figure 2.2 est un exemple de
graphe de fluence repre´sentant un algorithme d’imple´mentation d’un filtre
du second ordre [28]. Celui-ci caracte´rise la relation entre´e/sortie du syste`me.
Il correspond a` l’algorithme
1: X1(k + 1)← a12X2(k) + a11
(
X1(k) + U(k)
)
+ U(k)
2: X2(k + 1)← a22X2(k) + a21
(
X1(k)− U(k)
)
3: Y (k)← c1X1(k) + c2X2(k) + dU(k)
On remarquera que l’ordre des calculs et le parenthe´sage sont, en pre´ci-
sion finie, tre`s important : cet algorithme n’est pas e´quivalent, lorsque l’on
conside`re les parame`tres utilise´s a`
1: X1(k + 1)← a12X2(k) + a11X1(k) + (a11 + 1)U(k)
2: X2(k + 1)← a22X2(k) + a21X1(k)− a21U(k)
3: Y (k)← c1X1(k) + c2X2(k) + dU(k)
Dans le 2e algorithme, un nouveau coefficient (a11 + 1) apparaˆıt, qui pourra
lui aussi eˆtre modifie´ lors de l’ope´ration de la quantification.
De plus, pour du calcul 2 :
X2(k + 1) = a22X2(k) + a21
(
X1(k)− U(k)
)
(2.1)
= a22X2(k) + a21X1(k)− a21U(k) (2.2)
les valeurs X(k) et U(k) peuvent eˆtre additionne´es entre elles puis multi-
plie´es par a11 (1er algorithme e´quation (2.1)) ou bien multiplie´es par a11
et ensuite additionne´es (e´quation (2.2), 2e algorithme). A` chaque e´tape de
calcul peut (mais ce n’est pas obligatoire) intervenir une quantification et
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1
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U(k) Y (k)
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X2(k)X2(k + 1)
X1(k + 1)
q−1
q−1
Fig. 2.2 – Un exemple de graphe de fluence d’une re´alisation d’un filtre du
second ordre
donc un arrondi, et les re´sultats obtenus a` l’aide de ces deux algorithmes
risquent d’eˆtre, selon l’imple´mentation, diffe´rents.
La the´orie des graphes [27] permet de modifier un graphe sans changer
le comportement de l’algorithme qu’il de´crit et peut eˆtre utilise´e pour la
recherche de formes inte´ressantes. Les formes transpose´es (voir 2.1.4.3) en
sont un exemple.
2.1.2 Repre´sentation d’e´tat
La repre´sentation d’e´tat est couramment utilise´e en automatique alors
que son usage est marginal en signal. Elle consiste a` choisir un vecteur d’e´tat
caracte´ristique de l’e´tat instantane´ du syste`me conside´re´ et a` exprimer l’e´vo-
lution de cet e´tat a` l’aide d’e´quation diffe´rentielles ou re´currentes du 1er
ordre.
Ici, nous ne nous inte´resserons qu’aux lois temporellement discre`tes : la 1re
relation relie donc l’e´tat a` l’instant k+1, l’e´tat a` l’instant k et l’entre´e, tan-
dis que la sortie s’exprime comme une combinaison line´aire des composants
de l’e´tat et de l’entre´e. Formellement, cela s’e´crit{
qX(k) = AX(k) +BU(k)
Y (k) = CX(k) +DU(k)
(2.3)
ou` X(k) ∈ Rn est le vecteur d’e´tat, U(k) ∈ Rm le vecteur d’entre´es et
Y (k) ∈ Rp le vecteur de sorties, a` l’instant k. Ces notations seront adopte´es
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par la suite.
q est l’ope´rateur avance de´fini par
qX(k) , X(k + 1) (2.4)
Les matrices A ∈ Rn×n, B ∈ Rn×m, C ∈ Rp×n et D ∈ Rp×m de´finissent
entie`rement ce syste`me (ces matrices sont constantes car il s’agit d’un sys-
te`me LTI ; dans le cas d’un syste`me LPV6, elles de´pendent d’un parame`tre
θ variant dans le temps). Dans le cas SISO, on a e´videmment p = m = 1.
L’e´quation (2.3) peut se repre´senter sous la forme du graphe 2.3.
q
−1
+
A
+CB
D
U(k) Y (k)
X(k)X(k + 1)
Fig. 2.3 – Syste`me sous forme espace d’e´tat
La fonction de transfert H du syste`me de´crit par l’e´quation (2.3) s’e´crit
H(z) = C (zIn −A)−1B +D ∀z ∈ C (2.5)
Il est bien connu qu’il n’y a pas unicite´ de l’e´criture sous forme espace d’e´tat.
Ainsi, si l’on conside`re une matrice T ∈ Rn×n non singulie`re, alors tout sys-
te`me de´fini par les matrices (T−1AT, T−1B,CT,D) est mathe´matiquement
e´quivalent au syste`me de´crit par (2.3). Les matrices (A,B,C,D) de´finissent
une parame´trisation du re´gulateur conside´re´. Celui-ci est alors de´fini par
au plus n2 + n(p + m) + pm parame`tres, a` comparer aux n(m + p) + mp
parame`tres ne´cessaires pour de´crire le syste`me sous une forme canonique,
comme la fonction de transfert.
Parmi les repre´sentations classiques, on notera les 4 formes canoniques[55]
(la forme Observateur, Controˆleur, d’Observabilite´ et de Controˆlabilite´) que
l’on peut e´crire dans le cas SISO, SIMO et MISO (les cas SISO sont traite´s
aux sections 2.1.4.2 et 2.1.4.3).
La forme e´quilibre´e, de´finie ci-apre`s, est elle aussi souvent utilise´e pour son
bon conditionnement nume´rique, comme l’ont montre´ Gevers et Li [31] (cf.
page 124) :
6Line´aire a` Parame`tres V arants.
te
l-0
00
86
92
6,
 v
er
sio
n 
1 
- 2
0 
Ju
l 2
00
6
2.1. DIFFE´RENTES PARAME´TRISATIONS POSSIBLES 41
De´finition 2.1 (Grammiens, Forme e´quilibre´e)
On conside`re une re´alisation sous forme espace d’e´tat (A,B,C,D). Les
grammiens de commandabilite´ et d’observabilite´ sont de´finis par
Wc ,
∞∑
k=0
AkBB>
(
A>
)k
(2.6)
Wo ,
∞∑
k=0
(
A>
)k
C>CAk (2.7)
Une re´alisation e´quilibre´e est une re´alisation telle que Wc = Wo. Dans ce
cas, Wc et Wo sont diagonaux. Pour un syste`me asymptotiquement stable,
il est toujours possible, par un changement de variable, d’e´crire un syste`me
sous forme e´quilibre´e.
2.1.3 Retour d’e´tat/observateur
On conside`re un syste`me P re´gule´ par un controˆleur C, selon la figure
2.4. Soit (Ap, Bp, Cp) une re´alisation sous forme d’e´tat du syste`me P, que
P
C Yc(k)
U(k)
Y (k)
Fig. 2.4 – Le syste`me P controˆle´ par le re´gulateur C
l’on suppose strictement propre7 :
P
{
X(k + 1) = ApX(k) +BpE(k)
U(k) = CpX(k)
(2.8)
Le re´gulateur C est sous forme retour d’e´tat/observateur lorsqu’il est com-
pose´ d’un observateur qui estime les e´tats du syste`me P et d’un retour d’e´tat
qui e´labore la commande a` partir de l’e´tat estime´, comme de´crit sur la figure
2.5.
L’observateur est de´crit par le mode`le de repre´sentation (Ap, Bp, Cp) du
syste`me P et d’un gain d’observationKo. L’e´quation ge´ne´rale de l’estimation
de l’e´tat est
Xˆ(k + 1) = ApXˆ(k) +BpU(k) +Ko
(
Y (k)− CpXˆ(k)
)
(2.9)
7On se restreint au cas d’un syste`me strictement propre pour alle´ger l’e´criture des
e´quations des formes retours d’e´tat observateur. Pour les e´quations avec Dp 6= 0, on se
re´fe´rera a` [4].
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P
C
retour
d’e´tat observateur
Y (k)
U(k)
Yc(k)
Xˆ(k)
Fig. 2.5 – Un re´gulateur retour d’e´tat/observateur
Xˆ(k) repre´sente l’estime´e du vecteur d’e´tat du syste`me P. Lorsque l’es-
timation est parfaite, l’innovation Y (k) − CpXˆ(k) est nulle. La matrice Ko
est choisie pour assurer la stabilite´ de la matrice Ap −KoCp.
Le retour d’e´tat est de´fini par le gain de commande Kc. De plus, en cas
de suivi de consigne de re´fe´rence, les signaux Uref (k) et Xˆref (k) sont intro-
duits (pour simplifier on conside´rera uniquement le cas Uref (k) = M1Yc(k)
et Xˆref (k) = M2Yc(k) avec M1 et M2 constants). Le signal de commande
est de´fini par
U(k) = Kc
(
Xˆ(k)− Xˆref (k)
)
+ Uref (k) (2.10)
La figure 2.6 repre´sente ces e´quations.
P
observateur
+−
Kc
++
M1
M2
Xˆ(k)
Y (k)U(k)
Yc(k)
Fig. 2.6 – Retour d’e´tat/observateur avec consignes
L’introduction de l’observateur permet d’estimer le vecteur d’e´tat du
syste`me et donc de donner un sens physique a` chaque e´tat du re´gulateur :
la compre´hension des phe´nome`nes physiques se trouve alors facilite´e. Cette
structure apporte aussi l’avantage d’autoriser un re´glage post-synthe`se.
Il est a` noter aussi qu’il existe deux e´critures de la forme retour d’e´tat
observateur en discret, la forme pre´dicteur (e´quations (2.9) et (2.10)), ou`,
pour calculer et appliquer la commande a` l’instant k, on ne connaˆıt pas Uk
et la forme estimateur (cf. [4]).
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2.1.4 Formes Directes
Les formes directes sont des formes classiques d’imple´mentation des filtres
parmi les plus utilise´es dans le domaine du traitement du signal. Ces struc-
tures canoniques font directement intervenir les coefficients de la fonction
de transfert. Nous les pre´senterons ici sous la forme SISO uniquement (mais
elles peuvent eˆtre ge´ne´ralise´es si ne´cessaire).
Leur principal avantage, qui justifie leur grande utilisation, est que les algo-
rithmes de´coulant de ces formes posse`dent un minimum de calculs. Malheu-
reusement, comme nous le verrons plus tard, ces formes sont mal condition-
ne´es nume´riquement (cf. chapitre 5).
2.1.4.1 Forme directe I
C’est la forme la plus naturelle car elle s’obtient en e´crivant la relation
entre´e/sortie de la fonction de transfert exprime´e avec l’ope´rateur retard.
Soit H une fonction de transfert correspondant a` la relation entre´e/sortie
H(z) = U(z)Y (z) ou` U(z) et Y (z) sont les transforme´es en z de l’entre´e et la
sortie. En e´crivant H sous la forme d’une fonction fractionelle en z−1 :
H(z) =
n∑
i=0
biz
−i
n∑
i=0
aiz−i
(2.11)
il vient
Y (k) =
1
a0
(
n∑
i=0
biU(k − i)−
n∑
i=1
aiY (k − i)
)
∀k > n (2.12)
On peut aussi de´crire cette forme par le graphe 2.7.
Cette e´quation de re´currence est tre`s souvent utilise´e bien que son condi-
tionnement nume´rique soit mauvais et qu’elle ne´cessite l’usage de 2n − 1
me´moires alors que le syste`me est d’ordre n. Pour cette dernie`re raison, la
forme directe II lui est pre´fe´re´e.
On remarquera qu’il n’y a pas unicite´ des coefficients (ai)06i6n et (bi)06i6n
de l’e´quation (2.11), a` moins de poser a0 = 1, ce qui supprime la division
par a0 dans la re´alisation de´crite par l’e´quation (2.12) ou le graphe 2.7, mais
peut poser des proble`mes de repre´sentation lorsque les coefficients ne sont
pas repre´sente´s en virgule fixe mais seulement avec des entiers (cf. [35, 34]).
Notons que pour a0 6= 1, cette re´alisation ne peut se mettre sous la forme
de l’e´quation (2.3) (cf. section 3.2.2).
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q
−1
q
−1
q
−1
q
−1
q
−1
q
−1
q
−1
q
−1
+
b0 b1 b2 bi bn
1
a0
−a1−a2−ai−an
U(k) U(k − 1) U(k − n)
Y (k)
Y (k − 1)Y (k − n)
Fig. 2.7 – La forme directe I
2.1.4.2 Forme directe II
Il est possible de re´e´crire le syste`me de´crit par (2.11) sous une forme
plus compacte que la forme directe I, en n’utilisant que n e´le´ments retards
(figure 2.8). Elle s’obtient en e´crivant H sous la forme
H(z) =
n−1∑
i=0
b˜iz
−i
n∑
i=0
aiz−i
+ d (2.13)
L’e´quation (2.13) diffe`re de (2.11) parce que l’on impose un degre´ du nume´-
rateur strictement infe´rieur au degre´ du de´nominateur, cela e´tant possible
graˆce au terme direct d.
L’algorithme mis en oeuvre est alors
E(k) = 1a0
(
U(k)−
n∑
i=1
aiE(k − i)
)
Y ()k) =
n−1∑
i=0
b˜iE(k − i) + dU(k)
(2.14)
ou` E(k) correspond aux notions d’e´tat partiel [55] et de sortie plate [68].
Cela peut s’e´crire sous forme espace d’e´tat, avec
X(k) =

E(k − n)
E(k − n+ 1)
...
E(k − 1)
 (2.15)
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q
−1
q
−1
q
−1
q
−1
+
+
+
+
1
a0
+
+
+
+
−a1
−a2
−ai
−an
U(k) Y (k)E(k)
E(k − n)
E(k − 1)
b˜0
b˜1
b˜2
b˜i
b˜n
Fig. 2.8 – La forme directe II
Pour a0 = 1, cette forme est aussi appele´e forme compagne horizontale (ou
forme commandable) et peut s’e´crire sous forme espace d’e´tat8 :
X(k + 1) =

0 1 0 . . . 0
0
. . . . . . . . .
...
...
. . . . . . 0
0 . . . . . . 0 1
−a1 −a2 . . . . . . −an
 X(k) +

0
...
...
0
1
 U(k)
Y (k) =
(
b˜0 . . . b˜n−1 0
)
X(k) + d U(k)
(2.16)
2.1.4.3 Formes transpose´es
Dans le cas mono-entre´e/mono-sortie, le the´ore`me de transposition de
la the´orie des graphes stipule qu’on ne change pas la fonction de transfert
du syste`me lorsque l’on construit le graphe transpose´ d’une structure de
graphe. On transpose un graphe en changeant le sens de ses branches et
en intervertissant entre´e et sortie. On peut donc ainsi obtenir deux autres
8Si a0 6= 1, on ne peut l’e´crire exactement sous forme espace d’e´tat en pre´servant
les parame`tres (ai)06i6n, seulement avec des parame`tres
“
ai
a0
”
16i6n
, ce qui est une forme
bien entendu mathe´matiquement e´quivalente, mais qui devient non e´quivalente en pre´cision
finie.
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formes directes, les formes transpose´es I et II, elles aussi fre´quentes dans la
litte´rature. La figure 2.9 montre cette re´alisation.
La forme transpose´e II, lorsque a0 = 1, correspond au syste`me suivant (forme
q
−1
q
−1
q
−1
q
−1
+
+
1
a0
+
+
+
−a1
−a2
−ai
−an
U(k) Y (k)
b˜0
b˜1
b˜2
b˜i
b˜n
Fig. 2.9 – La forme transpose´e II
compagne verticale) :
X(k + 1) =

−an 1 0 . . . 0
... 0
. . . . . .
...
...
...
. . . . . . 0
−a1 0 . . . 0 1
−a0 0 . . . . . . 0
 X(k) +

bn
...
...
b1
b0
 U(k)
Y (k) =
(
1 0 . . . 0
)
X(k) + d U(k)
(2.17)
2.1.5 Filtres en treillis
La structure de filtres en treillis (lattice filter) est une forme de re´alisation
couramment utilise´e dans les applications d’analyse et de synthe`se de la
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parole et, plus ge´ne´ralement, pour les syste`mes de pre´diction line´aire.
Cette forme consiste en l’utilisation de blocs de jonction dits ”en treillis”
repre´sente´s sur la figure 2.10. Il en existe de plusieurs sortes, tels que le
treillis standard, le treillis de Kelly-Lochbaum ou encore le treillis a` une
seule multiplication[5].
En cascadant les blocs (cf. figure 2.11), on re´alise simultane´ment deux filtres,
+
+
ki
ki
treillis standard
ki
ki
treillis de Kelly-Lochbaum
ki
+
+1−ki
1−ki
ki
+
+ +ki
treillis a` une multiplication
Fig. 2.10 – Diffe´rents blocs de jonction en treillis
q
−1
q
−1
q
−1
Y (k)U(k)
W (k)
(k1) (ki) (kN )
Fig. 2.11 – Filtre en treillis
d’entre´e U et de sortie Y et W , qui ve´rifient :
Y (k) = U(k) +
N∑
i=0
aiU(k − i) (2.18)
W (k) = Y (k) +
N∑
i=0
aN−iY (k − i) (2.19)
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ou` les coefficients (ai)16i6N se calculent d’apre`s les coefficients (ki)16i6N .
Il existe de nombreuses possibilite´s de filtres RIF et RII, suivant comment
sont combine´s les blocs en treillis. On peut aussi e´tendre le filtre en treillis
pour re´aliser n’importe quelle fonction de transfert, comme sur la figure
2.12. Les filtres en treillis sont principalement utilise´s lorsque l’on veut re´a-
q
−1
q
−1
q
−1
Y (k)U(k)
W (k)
(k1) (ki) (kN )
+ + + +
γ0 γ1 γi γN
Z(k)
Fig. 2.12 – Utilisation de blocs treillis pour imple´menter n’importe quelle
fonction de transfert
liser simultane´ment deux filtres RIF dont les fonctions de transfert sont des
polynoˆmes images9 (et sont donc re´serve´es a` des applications bien spe´ci-
fiques). De plus, une proprie´te´, inte´ressante en pratique, explique l’inte´reˆt
pour de telles structures : une condition ne´cessaire et suffisante pour qu’un
filtre RII soit stable (tous ses poˆles a` l’inte´rieur du cercle unite´) est que les
coefficients (ki)16i6N soient de module infe´rieur a` l’unite´. Il en re´sulte un
controˆle de stabilite´ tre`s simple a` re´aliser, tout particulie`rement pour les
syste`mes ou` les valeurs des coefficients e´voluent en permanence, comme les
filtres adaptatifs [11].
2.1.6 Ope´rateur δ
Toutes les re´alisations vues pre´ce´demment utilisaient l’ope´rateur avance
q (ou l’ope´rateur inverse retard q−1) dans leur description et leurs calculs.
Depuis Middleton et Goodwin [76], un autre ope´rateur, cre´e´ pour unifier les
descriptions en temps continu et en temps discret, est utilise´ pour ses bonnes
proprie´te´s nume´riques [117, 31]. Il s’agit de l’ope´rateur δ de´fini par
δ , q − 1
∆
(2.20)
9Deux polynoˆmes P et Q de R[X] s’e´crivant P =
NP
i=0
piX
i et Q =
NP
i=0
qiX
i sont des
polynoˆmes images si et seulement si pi = qN−i, ∀ i tel que 0 6 i 6 N .
te
l-0
00
86
92
6,
 v
er
sio
n 
1 
- 2
0 
Ju
l 2
00
6
2.1. DIFFE´RENTES PARAME´TRISATIONS POSSIBLES 49
ou` ∆ est une constante strictement positive (dans la de´finition de [76], ∆
correspond a` la pe´riode d’e´chantillonnage du syste`me, mais Gevers et Li [31]
montrent que l’on peut utiliser n’importe quelle valeur strictement positive.
On notera toutefois que certaines proprie´te´s des re´alisations en δ, telles que
le bon conditionnement nume´rique des re´alisations, sont lie´es a` la condition
∆ < 1).
L’ope´rateur δ a e´te´ mis en place pour rapprocher les ope´rateurs temps discret
et temps continu : l’ope´rateur δ tend vers l’ope´rateur continu ddt lorsque ∆
tend vers 0.
Il est aise´ de passer d’une re´alisation dans l’espace d’e´tat avec l’ope´rateur q
(e´quation (2.3)) a` une re´alisation de´crite dans un espace d’e´tat et utilisant
l’ope´rateur δ de´finie par{
δX(k) = AδX(k) +BδU(k)
Y (k) = CδX(k) +DδU(k)
(2.21)
par les relations
Aδ =
A− I
∆
, Bδ =
B
∆
, Cδ = C, Dδ = D (2.22)
L’algorithme associe´ a` une telle re´alisation serait alors le suivant :
1: T ← AδX(k) +BδU(k)
2: X(k + 1)← X(k) + ∆T
3: Y (k)← CδX(k) +DδU(k)
On calcule tout d’abord le terme correspondant a` δX(k). Puis X(k+1) est
calcule´ (car δ−1 = ∆q
−1
1−q−1 ). Enfin, Y (k) est calcule´ classiquement.
Une re´alisation e´quivalente utilisant l’ope´rateur q conduit a` :
1: X(k + 1)← (Aδ∆+ I)X(k) + (Bδ∆)U(k)
2: Y (k)← CδX(k) +DδU(k)
Ces deux algorithmes sont mathe´matiquement e´quivalents, mais ne le sont
plus en pre´cision finie car les coefficients implique´s ne sont pas les meˆmes
(Aδ, Bδ et ∆ dans un cas, (Aδ∆+ I) et (Bδ∆) dans l’autre).
Supposons que le re´gulateur ou filtre a pour fonction de transfert Hq,
cette fonction de transfert peut s’e´crire10 avec la variable ρ, associe´e11 a`
10Par abus de langage, et pour ne pas alourdir le propos, nous noterons les fonctions
Hδ : C→C
ρ 7→Hδ(ρ) et
Hq : C→C
z 7→Hq(z) par la meˆme fonction H, exprime´e en ρ ou en z
suivant le contexte.
11On peut souvent trouver, dans la litte´rature, l’utilisation de la variable ”γ” associe´e
a` l’ope´rateur δ [76], mais nous re´serverons la notation γ a` l’ope´rateur γ pre´sente´ au pa-
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l’ope´rateur δ comme suit :
Hδ(ρ) =
∑n
i=0 diρ
−i
1 +
∑n
i=1 ciρ
−i (2.23)
Si cette meˆme fonction de transfert s’e´crit, en z
Hq(z) =
∑n
i=0 biz
−i
1 +
∑n
i=1 aiz
−i (2.24)
on aura Hq(z) = Hδ( z−1∆ ) ∀z ∈ C si et seulement si les coefficients (bi)06i6n,
(di)06i6n, (ai)16i6n et (ci)16i6n sont relie´s par
ci = ∆−i
i∑
j=0
ajC
i−j
n−j 1 6 i 6 n (2.25)
di = ∆−i
i∑
j=0
bjC
i−j
n−j 0 6 i 6 n (2.26)
ou` Cpn est le nombre de combinaisons possibles de p e´le´ments parmi n (on
trouvera la de´monstration a` l’annexe B).
Il est alors possible de reprendre les re´alisations vues pre´ce´demment (no-
tamment les formes directes II), en remplac¸ant l’ope´rateur retard q−1 par
l’ope´rateur δ−1, repre´sente´ par la figure 2.13, et en remplac¸ant les coefficients
(ai)06i6n et (bi)06i6n par les coefficients (ci)06i6n et (di)06i6n.
On peut aussi voir l’inte´grateur ρ 7→ ρ−1 comme une approximation discre`te
q
−1+∆
δ
−1
Fig. 2.13 – L’ope´rateur δ−1 re´alise´ avec l’ope´rateur retard q−1
de l’inte´grateur continue s 7→ 1s en utilisant la me´thode des rectangles.
2.1.7 Autres ope´rateurs
En plus de l’ope´rateur δ introduit par Middleton et Goodwin, d’autres
ope´rateurs, tels que l’ope´rateur γ ou l’ope´rateur δ-modifie´, sont envisageables
ragraphe 2.1.7.1. Nous n’utiliserons pas non plus l’abus d’e´criture consistant a` confondre
l’ope´rateur q (respectivement δ) et la variable z (resp. ρ) (voir voir les remarques a` ce
propos dans [70]).
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pour mettre en œuvre nume´riquement les lois. Ils sont connus sous le nom
d’Ope´rateurs Alternatifs en Temps Discret12 [7]
2.1.7.1 Ope´rateur γ
L’ope´rateur γ, introduit par Gevers et Li [31], est de´fini par
γ , 2
∆
q − 1
q + 1
(2.27)
et correspond, si ∆ repre´sente la pe´riode d’e´chantillonnage, a` l’approxima-
tion de l’inte´grateur continu s 7→ 1s par l’inte´grateur discret avec la me´thode
des trape`zes (approximation de Tustin).
Par contre, contrairement a` ce qui se passe avec l’ope´rateur δ ou` l’on peut
e´crire explicitement les relations entre´es/sorties, l’inte´gration est implicite :
Z(k) = γ−1[V (k)] s’e´crit
Z(k) = Z(k − 1) + ∆
2
(
V (k) + V (k − 1)) (2.28)
Ainsi, avec une relation du type
γX(k) = f (X(k), U(k)) (2.29)
X(k + 1) ne peut eˆtre calcule´ directement car l’e´valuation de
γ−1
[
f (X(k), U(k))
]
(2.30)
requiert la connaissance de X(k+1). Et lever ce caracte`re implicite ne peut
eˆtre obtenu sans changer la parame´trisation.
Toutefois, une technique ite´rative [91] peut permettre d’approximer le calcul
de X(k + 1) au prix d’un couˆt de calcul important.
2.1.7.2 Autres ope´rateurs
De nombreux autres ope´rateurs peuvent ainsi eˆtre conside´re´s pour l’im-
ple´mentation. Ils sont de´crits plus en de´tails dans [7].
On pourra citer :
– l’ope´rator δ-modifie´ :
δm ,
q − c
∆
avec 0 < c 6 1 (2.31)
ou` c est un parame`tre ajustable. On montrera (cf. section 5.2.3) que ce
parame`tre supple´mentaire peut eˆtre inte´ressant dans le cas ou` ∆ n’est
pas imple´mente´ exactement car il permet de trouver une re´alisation
en δ-modifie´ moins sensible aux quantification de ∆ ;
12Alternative Discrete Time Operators.
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– l’ope´rateur ρ13 :
ρ , q − (1− c1∆)
c2∆
(2.32)
Cet ope´rateur, introduit dans le cadre de la commande robuste adapta-
tive [25], est une ge´ne´ralisation des ope´rateurs q (pour c1∆ = c2∆ = 1),
δ (pour c1 = 0 et c2 = 1) et δm ;
– l’ope´rateur pi :
pi , 2
∆
c1q − c2
c3q + c4
avec c1c4 6= −c2c3 (2.33)
On retrouve ici les ope´rateurs q, δ, δm, ρ et γ (pour c1 = c4 = c2 =
c3 = 1).
2.1.8 De´composition de lois
En plus de toutes les re´alisations que nous avons de´taille´es, il est possible
de de´couper une loi de controˆle/commande en lois e´le´mentaires d’ordre infe´-
rieur – qui peuvent eˆtre imple´mente´es diffe´remment – que l’on associe, en cas-
cade ou en paralle`le. Cela permet souvent, en de´coupant un syste`me d’ordre
e´leve´ en sous-syte`mes d’ordre faible, de n’avoir que des syste`mes simples,
souvent du 1er ou 2nd ordre, a` imple´menter. On peut alors se concentrer sur
la re´alisation de manie`re optimise´e (re´alisation optimale et code optimise´)
de lois ge´ne´riques du 1er ou 2nd ordre.
2.1.8.1 De´composition en cascade
Tout syste`me qui est une interconnexion de sous-syste`mes – au sens ou`
la sortie de chaque sous-syste`me est l’entre´e d’un de ses voisins, a` l’exception
du dernier – est dit syste`me en cascade, voir figure 2.14. Pour un re´gulateur
H1 H2 Hi Hm
H
Fig. 2.14 – Structure en cascade
ou un filtre LTI, de´terminer une structure en cascade revient a` factoriser la
13A` ne pas confondre avec la variable ρ associe´e a` l’ope´rateur δ.
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fonction de transfert H :
H(z) =
m∏
i=1
Hi(z) ∀z ∈ C (2.34)
chaque sous-syste`meHi(z) e´tant re´alise´ inde´pendamment. La de´composition
en sous-syste`mes du 2nd ordre (et du 1er ordre si le syste`me est d’ordre
impair) est la plus naturelle. On suppose ici le syste`me d’ordre n pair :
H(z) = K
n
2∏
i=1
1 + eiz−1 + fiz−2
1 + giz−1 + hiz−2
(2.35)
Cette structure peut permettre une distribution optimale des ze´ros et des
poˆles pour les diffe´rents sous-syste`mes, chacun pouvant eˆtre re´alise´ de ma-
nie`re optimale [36]. Cependant, cette structure posse`de quelques de´savan-
tages : pour les syste`mes non strictement propres, ou un terme direct entre
l’entre´e et la sortie intervient, un de´lai de calcul est introduit, car la sortie
n’est produite que lorsque le calcul de chacun des blocs cascade´s est re´alise´ ;
de plus cette structure ne peut s’appliquer au cas MIMO.
2.1.8.2 De´composition en paralle`le
De la meˆme manie`re qu’il est possible de mettre un syste`me sous forme
cascade, on peut de´crire un syste`me sous une forme paralle`le, ou` le sys-
te`me s’exprime comme la somme de sous-syste`mes, cf. figure 2.15. Pour un
syste`me de fonction de transfert H, la de´composition en paralle`le revient
a` de´composer H en somme de fractions rationnelles, souvent du 2nd ordre.
Dans le cas de poˆles simples14, on peut e´crire :
H(z) = d+
p∑
i=1
ki
1 + liz−1
+
q∑
i=1
mi + niz−1
1 + piz−1 + qiz−2
(2.36)
Comme pour la structure en cascade, chaque sous-syste`me peut eˆtre imple´-
mente´ d’une manie`re quelconque, classiquement avec la forme directe II.
2.2 L’arithme´tique en pre´cision finie
Toutes les re´alisations que l’on vient de voir dans la section pre´ce´dente
de´crivent des algorithmes que l’on doit mettre en œuvre dans un calculateur
cible. De par sa nature nume´rique (les calculs re´alise´s reposent sur une re-
pre´sentation e´lectrique des e´le´ments manipule´s), certaines limitations vont
14Dans le cas contraire, on peut utiliser une forme de Jordan.
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+
H
H1
H2
Hi
Hm
Fig. 2.15 – Structure paralle`le
de´grader la re´alisation des lois. Ces limites reposent sur les nombreuses pos-
sibilite´s pour repre´senter et manipuler des nombres - les deux plus utilise´es
e´tant la repre´sentation en virgule fixe et la repre´sentation en virgule flot-
tante.
Cette section a pour but d’examiner les diffe´rentes repre´sentations possibles
des entiers et des re´els, ainsi que leur impact, en terme de quantification des
coefficients et de bruits nume´riques induits dans les calculs.
2.2.1 Repre´sentation nume´rique
Tout d’abord, on peut commencer par s’interroger sur quels sont les
objets mathe´matiques, tels que entiers, vecteurs, fonctions, etc. qu’il est
possible de repre´senter de manie`re binaire dans un calculateur15 actuel.
On comprend aise´ment qu’il est possible de manipuler des ”objets” dont
la repre´sentation est finie (comme par exemple les entiers compris entre 0
et 255), mais qu’en est-il des ensembles infinis ? Par exemple, pouvons-nous
repre´senter et manipuler tous les entiers ? Et tous les re´els ?
Premie`rement, on dispose d’un moyen de coder n’importe quel entier,
aussi grand soit-il, car sa repre´sentation en base 10 (et dans n’importe quelle
base) est finie : pour un entier N , seuls dlog10(N)e chiffres suffisent (d.e est
l’ope´rateur d’arrondi par exce`s).
En revanche, si l’on conside`re le nombre pi, sa transcendance16 nous em-
15Le terme calculateur repre´sente ici tout dispositif nume´rique permettant de re´aliser
un ensemble de calculs.
16Un nombre transcendant est un nombre re´el ou complexe qui n’est racine d’aucune
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peˆche de le de´crire exactement avec un nombre fini d’entiers, de fractions
rationnelles et de leurs racines. Ainsi, puisque l’on ne peut disposer que des
premie`res de´cimales de pi, une description fonde´e sur une nume´rotation de
position (c’est a` dire une nume´ration ou` la position d’un chiffre de´termine
son poids, en fonction de la base de nume´ration) est impossible17.
Nous allons donc essayer de voir quels ensembles peuvent eˆtre de´crits de
manie`re logicielle dans un calculateur.
Seules deux donne´es peuvent eˆtre manipule´es par un processeur : le 0 (po-
tentiel nul, ou infe´rieur a` une certaine valeur) et le 1 (potentiel haut, ou
supe´rieur a` un seuil). Dans ce qui suit, nous allons donc rappeler la de´fini-
tion de langage applique´ par un processeur pour de´finir quels ensembles il
est possible de coder.
De´finition 2.2 (alphabet, mot, langage)
Soit Σ un ensemble d’e´le´ments quelconques. Σ de´finit un alphabet.
On appelle mot une suite finie d’e´le´ments d’un alphabet,  e´tant le mot
vide. Par exemple, pour l’alphabet Σ = {a, b}, aabbabababb est un mot, tout
comme aba ou bbbb.
Un langage de´fini sur un alphabet est un ensemble de mots construits avec
cet alphabet.
L’ensemble des mots forme´s sur l’alphabet Σ et de longueur k se note Σk.
On note aussi Σ∗ l’ensemble de tous les mots forme´s sur Σ, y compris le
mot vide  (on a Σ∗ =
⋃
k≥0Σ
k), et Σ+ l’ensemble de tous les mots forme´s
sur Σ sans le mot vide.
Nous conside´rons donc ici l’alphabet Σ = {0, 1}, puisque seuls 0 et 1 sont
utilise´s physiquement sur les calculateurs e´tudie´s18.
Sur un processeur N bits, le langage utilise´ par les circuits est le plus souvent
ΣN (lorsque les chemins de donne´es ont tous la meˆme largeur). Ge´ne´ralement
N vaut 8,16,32 ou 64 suivant le mode`le du processeur. Le tableau 2.1 donne
l’exemple de quelques processeurs classiques
Cela permet, par exemple, de repre´senter des valeurs entie`res de 0 a`
2N − 1, ou bien tout e´le´ment d’un ensemble comprenant moins de 2N e´le´-
ments.
Du point de vue logiciel, nous utilisons un autre langage : en effet, il
nous est possible de combiner un nombre fini de mots sur l’alphabet Σ,
comme c’est le cas lorsque l’on veut repre´senter un vecteur d’entiers ou bien
e´quation polynomiale a` coefficients entiers.
17Le record actuel, de de´cembre 2002, est de 1 241 100 000 000 de´cimales de pi calcule´s.
Toutefois, il existe certains algorithmes permettant de calculer n’importe quelle de´cimale
de pi sans avoir a` calculer les pre´ce´dentes.
18Seuls les processeurs quantiques n’utilisent pas ce principe ; ils n’existent pour l’instant
qu’a` l’e´tat expe´rimental [89].
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Processeur Nb de bits
Pentium IV 32
PowerPC G5 64
C167 16
Tab. 2.1 – Quelques processeurs classiques
lorsque l’on veut effectuer des calculs avec une plus grande dynamique que
celle propose´e par l’architecture du processeur (comme un calcul 32 bits sur
un processeur 16 bits). Si nous ne nous soucions pas de la taille me´moire
occupe´e, n’importe quelle suite finie de mots de ΣN peut eˆtre utilise´e.
Par exemple, en utilisant une repre´sentation des lettres de l’alphabet (un
entier par lettre), nous pouvons repre´senter n’importe quelle phrase, n’im-
porte quel texte, aussi long soit-il, du moment qu’il reste de longueur finie,
et en supposant – cette hypothe`se est importante – que l’on dispose d’une
me´moire suffisamment grande pour stocker ce texte.
Nous pouvons donc de´finir un alphabet logiciel A = ΣN (A est compose´
des 2N mots de longueur N de´finis par le langage ΣN ). Le langage logiciel
utilise´ est alors A+, c’est-a`-dire que nous pouvons manipuler tous les mots
de A de longueur finie, c’est-a`-dire toutes les suites finies d’e´le´ments
repre´sente´s sur N bits.
De´finition 2.3 (codage d’un ensemble par un alphabet)
Il est possible de coder ( repre´senter) un ensemble E par un alphabet L s’il
existe une application f : E → L+ injective, c’est a` dire
∀x ∈ E,∀x˜ ∈ E, f(x) = f(x˜)⇒ x = x˜ (2.37)
Par exemple, il est possible de repre´senter toutes les lettres de l’alphabet,
les caracte`res de ponctuation, les chiffres et divers symboles, par des valeurs
comprises entre 0 et 255 (8 bits), graˆce a` un tableau de correspondance
normalise´e, le codage ASCII19. Par exemple, le caracte`re A correspond a` la
valeur 65. Dans ce cas pre´cis, l’application de codage, qui permet de passer
de l’ensemble des caracte`res alphanume´riques et des symboles associe´s, a`
un mot de ΣN (un mot sur N bits), est une application bijective : a` chaque
valeur correspond un caracte`re, et a` chaque caracte`re correspond une valeur.
Mais, pour un codage, seule l’injectivite´ est ne´cessaire. Elle permet de
retrouver l’e´le´ment de E repre´sente´ par un mot de L+ car celui-ci, s’il existe,
est unique. Par exemple, pour repre´senter en binaire des entiers signe´s (posi-
tifs ou ne´gatifs), de nombreux codages existent. On peut citer une me´thode
de repre´sentation en signe et en valeur absolue (cf. 2.2.2.2). Elle consiste
19American Standard Code for Information Interchange.
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a` utiliser un bit (de poids fort ge´ne´ralement) pour repre´senter le signe, et
les autres bits pour repre´senter la valeur absolue de la valeur. Ce codage
n’est pas bijectif, mais seulement injectif, car la valeur 0 est doublement
repre´sente´e (par −0 et par +0).
En partant de l’hypothe`se que l’ensemble des valeurs logicielles que l’on
peut utiliser est A+ (ce qui suppose que l’on dispose, a priori, d’une capacite´
de me´moire et de calcul suffisamment grande), nous allons pouvoir caracte´-
riser les ensembles codables, c’est a` dire ceux que l’on peut repre´senter de
manie`re logicielle.
Mais avant cela, rappelons deux de´finitions utiles :
De´finition 2.4 (Ensemble de´nombrable)
Un ensemble E est de´nombrable si et seulement si il est e´quipotent a` N (c’est
a` dire s’il est en bijection avec N).
Par exemple, Q et Z sont de´nombrables, alors que R ou QN (ensemble
des suites de nombres rationnels) ne le sont pas.
De´finition 2.5 (Cardinal d’un ensemble)
Le cardinal d’un ensemble fini E est le nombre d’e´le´ments de cet ensemble.
Il est note´ Card(E).
Cette de´finition a e´te´ e´tendue par Cantor[15] de la manie`re suivante : puisque
la relation
E est e´quipotent a` F (2.38)
est une relation d’e´quivalence, on peut de´finir le cardinal d’un ensemble com-
me une classe d’e´quivalence pour l’e´quipotence.
Ainsi Card(E) = Card(F ) est e´quivalent a` l’e´quation (2.38).
De meˆme, on peut ajouter une relation d’ordre. Les propositions suivantes
sont e´quivalentes (conse´quences du The´ore`me de Cantor-Bernstein) :
– Card(E) ≤ Card(F ) ;
– E est e´quipotent a` une partie de F ;
– E est subpotent a` F ;
– il existe une injection de E a` F .
On peut comple´ter cette de´finition par la de´finition de ℵ0, la classe cardinale
du plus petit ensemble infini20. N est de cardinalite´ ℵ0, ainsi que tous les
ensembles de´nombrables21.
Le re´sultat de cette dernie`re de´finition nous permet d’e´noncer la propo-
sition suivante :
20ℵ est la 1e`re lettre de l’alphabet he´breu et se prononce ”aleph”. Cantor a choisi cette
notation.
21Le cardinal de R est note´ ℵ1, et on a : Card(R) = ℵ1 = 2ℵ0 .
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Proposition 2.1 (Ensembles codables)
Un ensemble J est codable (de manie`re logicielle, et suivant l’hypothe`se du
langage A+) si et seulement si J est de´nombrable ou fini.
De´monstration :
Pour la de´monstration, nous avons besoin du lemme suivant
Lemme 2.2
Si un alphabet Σ est fini ou de´nombrable, alors Σ∗, l’ensemble des mots
forme´s sur l’alphabet Σ, est de´nombrable.
En effet, on ne peut coder de manie`re logicielle un ensemble J que s’il existe
f : J → A+ injective.
Or ceci peut se traduire, en terme de classes cardinales par :
card(J) ≤ card(A+) (2.39)
c’est a` dire
Card(J) ≤ ℵ0 (2.40)
Ainsi, on a :
– ou bien Card(J) < ℵ0, et donc Card(J) est fini, d’ou` J est fini (car
ℵ0 est le plus petit cardinal transfini) ;
– ou bien Card(J) = ℵ0, et donc J est de´nombrable.
La re´ciproque se montre de la meˆme manie`re :
– Si J est de´nombrable, J et N sont e´quipotents, et J et A+ le sont. Il
existe donc une fonction bijective (et donc injective) de J → A+, et J
est codable.
– Si J est fini, de cardinal n, alors il existe une bijection J → [1, n],
et donc une fonction injective J → N. A+ et N e´tant e´quipotents, il
existe une injection J → A+ et J est codable.
Cette proposition nous permet ainsi d’affirmer que des ensembles tels que
N, Z3 ou Q sont repre´sentables en utilisant le langage A+, donc en utilisant
une suite finie d’e´le´ments sur N bits, mais qu’il est impossible de repre´senter
en totalite´ des ensembles non de´nombrables, tels que R.
Ce re´sultat important nous ame`ne a` conclure qu’il est impossible de cal-
culer de manie`re exacte, absolue sur un ensemble non de´nombrable (impos-
sible de calculer exactement dans R ou dans n’importe quel intervalle [a, b]).
Ainsi, on ne peut nume´riquement concevoir une arithme´tique in-
formatique qui soit exacte sur R ou sur [a, b]. Tout au plus, il est
possible d’imaginer une arithme´tique en pre´cision arbitraire[75, 33].
De plus, on voit bien aussi l’importance du choix de la repre´sentation, de
la fonction de codage, meˆme si, en pratique, pour l’imple´mentation de lois
embarque´es, le choix est souvent restreint par l’architecture du calculateur :
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une repre´sentation en accord avec le processeur (virgule flottante simple ou
double pre´cision, virgule fixe en comple´ment a` 2, ...) sera presque toujours
utilise´e. Le choix d’une autre repre´sentation implique ine´vitablement une
surcharge de calculs : les langages de calculs formels, tels que Maple, Mathe-
matica, etc..., disposent d’une couche logicielle supple´mentaire (l’utilisation
d’un langage sur Σ+) qui permet une arithme´tique rationnelle a` pre´cision
arbitraire ; les calculs pouvant s’effectuer sur un nombre de de´cimales choisi
par l’utilisateur.
2.2.2 Repre´sentation des entiers
On conside`re (bi)06i6N−1 ∈ BN N bits permettant de repre´senter des
entiers. bN−1 correspond au bit de poids fort et b0 au bit de poids faible. Il
existe de multiples manie`res de repre´senter des entiers x avec ces N bits et
on pourra retrouver ces repre´sentations plus en de´tails dans [12, 111].
2.2.2.1 Codage binaire naturel
Le codage binaire naturel est l’e´criture binaire la plus naturelle22. Elle
consiste a` repre´senter les entiers de [0, 2N − 1] par leur e´criture en base 2
(voir figure 2.16). x est donne´ par :
x =
N−1∑
i=0
2ibi (2.41)
x bN−1bN−2 b1 b0
2
1
2
0
...
2
N−1
2
N−2
2
2
Fig. 2.16 – Repre´sentation d’un entier avec le codage binaire naturel
22[48] retrace tre`s pre´cise´ment l’histoire des nombres dyadiques et de leur repre´sentation :
– 1600 : Thomas Harist dresse une table de de´composition des entiers suivant les puis-
sances de 2 ;
– 1679 : Leibnitz re´dige le 1er manuscrit sur l’e´criture binaire ;
– 1701 Thomas Fantet de Lagny montre les avantages du calcul binaire ;
– puis ensuite Euler, Brunetti, Legendre, Pierce (1876 : notation avec des 0 et des 1),
etc.
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2.2.2.2 Codage en valeur absolue signe´e
Pour pouvoir repre´senter des entiers relatifs, une premie`re solution con-
siste a` donner a` un bit (ge´ne´ralement le bit de poids fort) la signification du
signe (0 pour les entiers positifs, 1 pour les entiers ne´gatifs). Les autres bits
donnent la valeur absolue du nombre, en codage binaire (voir figure 2.17).
C’est le codage en valeur absolue signe´e
x = (−1)bN−1
N−2∑
i=0
2ibi (2.42)
x appartient a` l’intervalle syme´trique [−(2N−1−1), 2N−1−1], et son oppose´
s’obtient en changeant son bit de signe.
Bien qu’intuitive et simple, cette approche comporte quelques inconve´nients.
Tout d’abord, le ze´ro est repre´sente´ de deux fac¸ons (+0 et −0), et, de plus,
les ope´rations de comparaison et d’addition se trouvent complique´es par le
fait qu’il faille distinguer diffe´rents cas suivant les signes des ope´randes.
x bN−1bN−2 b1 b0
2
1
2
0
...
2
N−2
2
2
±
Fig. 2.17 – Repre´sentation d’un entier relatif avec le codage valeur absolue
signe´e
2.2.2.3 Comple´ment a` 1
Le comple´ment a` 1 est utilise´ pour repre´senter les nombres positifs ou
ne´gatifs de [−(2N−1−1), 2N−1−1]. Les nombres positifs sont repre´sente´s en
code binaire naturel et les nombres ne´gatifs en e´crivant l’inverse du codage
binaire de la valeur absolue du nombre. x s’e´crit :
x = −bN−1(2N−1 − 1) +
N−2∑
i=0
2ibi (2.43)
Cette repre´sentation facilite la soustraction car l’oppose´ d’un nombre s’ob-
tient en inversant tous les bits du nombre. Par contre, il existe toujours deux
repre´sentations pour le ze´ro, et l’addition doit se faire en distinguant les cas
suivant les diffe´rents signes.
La table 2.2 donne les repre´sentations binaires sur 4 bits des nombres entre
-7 et 7.
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Repre´sentation binaire Valeur Repre´sentation binaire Valeur
0000 +0 1111 -0
0001 1 1110 -1
0010 2 1101 -2
0011 3 1100 -3
0100 4 1011 -4
0101 5 1010 -5
0110 6 1001 -6
0111 7 1000 -7
Tab. 2.2 – Repre´sentation en comple´ment a` 1 sur 4 bits
2.2.2.4 Comple´ment a` 2
Cette repre´sentation est une repre´sentation fre´quente pour les entiers
relatifs. Elle permet de repre´senter les entiers de [ − 2N−1, 2N−1 − 1] (in-
tervalle non-syme´trique) et ne posse`de qu’une seule repre´sentation pour le
ze´ro. L’addition est simple, quel que soit le signe (elle est identique a` l’ad-
dition des nombres en codage binaire naturel). On obtient la repre´sentation
en comple´ment a` 2 d’un nombre en ajoutant 1 au comple´ment a` 1 pour les
nombres ne´gatifs.
x = −bN−12N−1 +
N−2∑
i=0
2ibi (2.44)
La table 2.3 donne les repre´sentations binaires sur 4 bits des nombres entre
-8 et 7.
Cette repre´sentation est presque toujours utilise´e car elle posse`de des pro-
Repre´sentation binaire Valeur Repre´sentation binaire Valeur
0000 +0 1111 -1
0001 1 1110 -2
0010 2 1101 -3
0011 3 1100 -4
0100 4 1011 -5
0101 5 1010 -6
0110 6 1001 -7
0111 7 1000 -8
Tab. 2.3 – Repre´sentation en comple´ment a` 2 sur 4 bits
prie´te´s inte´ressantes pour l’addition et la soustraction : en effet, meˆme si les
re´sultats interme´diaires d’une se´rie d’addition sont en dehors du domaine
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de de´finition du codage (overflow), le re´sultat final sera correct, du moment
que celui-ci appartient au domaine.
Par exemple, si on conside`re l’ope´ration 4 + 5 − 6 sur 4 bits, celle-ci pro-
duit un re´sultat (3) qui reste dans le domaine [ − 8; 7], mais un re´sultat
interme´diaire (4 + 5 = 9) en sort (overflow) :
0100 (4)
+ 0101 (5)
1001
1001
+ 1010 (−6)
0011 (3)
(2.45)
Ainsi, avec le comple´ment a` 2, le re´sultat d’une ope´ration reste correcte s’il
est dans le domaine, meˆme si un overflow intervient dans un calcul interme´-
diaire.
De plus, toutes les ope´rations sont compatibles avec les ope´rations de´finies
avec le codage binaire et s’effectuent sans modifications, en utilisant les uni-
te´s de calcul (UAL23) du calculateur.
2.2.2.5 Re´sume´ des principales repre´sentations
La figure 2.18 (tire´e de [12]) re´sume les caracte´ristiques des diverses
repre´sentations binaires vues pre´ce´demment.
−2
N−1 0−1 +1 2
N−1
− 1 2
N
− 1
...
−2
N−1
+ 1
... ...
représentation non signée
représentation en valeur absolue signée
représentation en complément à un
représentation en complément à deux
Nombres positifs
Nombres négatifs
Double représentation du zéro
Fig. 2.18 – Re´sume´ des diverses repre´sentations entie`res sur N bits
2.2.2.6 Autres repre´sentations
On peut aussi comple´ter cette liste de repre´sentations en conside´rant les
biais et les facteurs d’e´chelle que l’on peut ajouter, afin de pouvoir repre´sen-
ter sur N bits, le domaine que l’on cherche.
23Unite´ Arithme´tique et Logique.
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2.2.2.6.1 Arithme´tique biaise´e Il s’agit ici tout simplement de de´ca-
ler une repre´sentation d’une certaine valeur fixe´e. Le biais n’e´tant pas code´,
celui-ci peut eˆtre quelconque.
Le biais introduit permet de de´caler le domaine de repre´sentation et donc
de coder un ensemble de valeur qui ne serait pas centre´ autour de 0 (arith-
me´tique signe´e) ou de 2N−2 (arithme´tique non signe´e).
Par exemple, les repre´sentations en comple´ments (a` 1 ou a` 2) sont des repre´-
sentations biaise´es (a` l’exception pre`s que le biais n’est applique´ que pour
les valeurs ne´gatives).
2.2.2.6.2 Facteur d’e´chelle Jusqu’ici, nous n’avons utilise´ que des ari-
thme´tiques entie`res, alors que nous pouvons avoir besoin de de´crire un do-
maine plus petit, mais comportant des valeurs non ne´cessairement entie`res.
Il faut alors introduire un facteur d’e´chelle K quelconque dans la repre´sen-
tation (comme le biais, celui-ci n’est pas code´).
Cela permet d’e´taler, ou de re´tre´cir, la plage de valeurs admissibles pour une
repre´sentation (le pas de quantification – e´cart entre deux valeurs successives
– est modifie´ en conse´quence).
2.2.2.7 Passage d’une repre´sentation a` une autre
On peut eˆtre amene´, dans certains cas, a` utiliser plusieurs repre´senta-
tions en meˆme temps. Si on veut effectuer un calcul faisant intervenir deux
nombres exprime´s dans deux repre´sentations diffe´rentes, il faut alors d’abord
convertir les deux ope´randes dans une repre´sentation unique avant de faire
le calcul, en s’assurant qu’il est possible de passer d’une repre´sentation a`
une autre (taˆche qui incombe au concepteur).
Dans les langages informatiques de haut niveau (C, Java, ...), les entiers non
signe´s sont repre´sente´s avec le codage binaire naturel, et les entiers signe´s
sont repre´sente´s avec le comple´ment a` 2 – le compilateur ge´rant automati-
quement toutes les ope´rations.
Pour faciliter les calculs lors du passage d’une repre´sentation a` une autre, il
est pre´fe´rable que le biais et le facteur d’e´chelle soient simples :
– entier pour le biais (le passage d’une repre´sentation a` une autre ne´ces-
site alors une addition) ;
– sous la forme d’une puissance de 2 pour le facteur d’e´chelle : K = 2p
avec p ∈ Z. Ainsi une nouvelle repre´sentation peut eˆtre calcule´e graˆce
a` un de´calage de bits.
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2.2.2.8 Repre´sentation logarithmique
En plus des repre´sentations line´aires, base´es sur le codage binaire, il
existe des repre´sentations non-line´aires ou` le pas de quantification n’est pas
constant. La repre´sentation logarithmique [62, 111] consiste a` choisir une
base logarithmique D ∈]0, 1[ et a` e´crire x sous la forme
x = (−1)2N−1Dw (2.46)
ou` w ∈ [0, 2N − 1] s’e´crit sur N − 1 bits en codage binaire naturel
w =
N−2∑
i=0
2ibi
Ainsi, |x| ∈
{
1, D,D2, D3, . . . , D2
N−1
}
.
Cette repre´sentation a pour avantage la simplicite´ des ope´rations de multipli-
cation et de division, qui sont remplace´es par des additions et soustractions.
Par contre, il n’y a pas de repre´sentation du ze´ro, et les additions et sous-
tractions sont plus complique´es et font appel a` des tables. On trouvera plus
de de´tails dans [62].
2.2.3 Virgule Fixe
La repre´sentation en virgule fixe, qui permet de repre´senter et manipuler
facilement des nombres de´cimaux (non ne´cessairement entiers) dans un cal-
culateur ne disposant que d’unite´ arithme´tique entie`re, est la repre´sentation
la plus utilise´e. Nous de´taillerons la repre´sentation, les diffe´rents calculs ainsi
que les aspects lie´s a` la quantification d’un re´el et aux bruits de calcul.
2.2.3.1 Repre´sentation
La repre´sentation en virgule fixe consiste simplement a` utiliser une re-
pre´sentation en comple´ment a` 2 avec un facteur d’e´chelle sous forme d’une
puissance de 2, note´ ici 2βf .
x =
(
−bN−12N−1 +
N−2∑
i=0
2ibi
)
.2−βf (2.47)
= −bN−12N−1−βf +
N−2∑
i=0
2i−βf bi (2.48)
te
l-0
00
86
92
6,
 v
er
sio
n 
1 
- 2
0 
Ju
l 2
00
6
2.2. L’ARITHME´TIQUE EN PRE´CISION FINIE 65
x bN−1bN−2 b1 b0
± 2
1
2
0
2
−1
... ...
... ...
N
partie entière partie fractionnaire
,
βf
2−βf
bβf bβf−1bβf+1
2
βg
βg
Fig. 2.19 – Repre´sentation des donne´es en virgule fixe
La figure 2.19 pre´sente une donne´e en virgule fixe : les βf bits de poids
faibles repre´sentent la partie fractionnaire, et les βg autres bits la partie
entie`re (le dernier bit donne le signe). βg ve´rifie
βg + βf + 1 = N (2.49)
Le facteur d’e´chelle associe´ a` chaque repre´sentation en virgule fixe est cons-
tant et implicite (c’est a` dire non repre´sente´ dans les bits).
On notera que βf peut eˆtre plus grand que N : dans ce cas, le nombre ne
posse`de pas de partie entie`re, mais seulement une partie fractionnaire dont
seuls βf −N bits sont donne´s. Dans ce cas, il n’y a aucun bit repre´sentant
la partie entie`re, et N − 1 bits pour la partie fractionnaire (βf ne repre´sente
plus le nombre de bits de la partie fractionnaire, mais seulement la position
de la virgule). Il est aussi possible d’avoir βf ne´gatif.
Cette repre´sentation permet donc de coder 2N valeurs dans[
−2βg ; 2βg − 2−βf
]
avec un pas de quantification est q = 2−βg .
Un nombre repre´sente´ en virgule fixe est comple`tement de´termine´ par les N
bits (bi)06i6N−1 et par la position de la virgule (la valeur de βf , non code´e).
2.2.3.2 Loi de quantification
On peut toutefois rattacher l’e´criture en virgule fixe a` celle d’un nombre
x ∈ R en base 2 : celui-ci s’e´crit de manie`re unique avec une infinite´ de bits :
x = ±
M∑
i=−∞
xi2i (2.50)
(avec xM = 1 pour l’unicite´ de l’e´criture et ∀i 6M,xi ∈ B).
On peut d’ailleurs re´e´crire l’e´quation (2.50) sous la forme d’un comple´ment
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a` 2 pour inte´grer l’expression du signe
x = x˜M+12M+1 +
M∑
i=−∞
x˜i2i (2.51)
Les (x˜i)i6M+1 de´finissent entie`rement x en base 2 :
x˜M+1x˜M x˜M−1 . . . x˜1x˜0Mx˜−1x˜−2 . . . . . .
ou` M repre´sente la position de la virgule. Les M + 2 bits donnent ainsi la
partie entie`re signe´e de x.
On peut alors voir la repre´sentation en virgule fixe comme une repre´sen-
tation binaire (en comple´ment a` 2) de x ou` seuls N bits de poids fort sont
pre´sents. La valeur repre´sente´e est alors une approximation.
Par exemple, les 1ers bits de pi s’e´crivent
011M00100100001111110110101010001000 . . . . . .
Pour repre´senter, de manie`re approche´e, pi sur 8 bits, on ne gardera que les
8 bits les plus importants, c’est a` dire 011M00101 ou 011M00100 suivant la
loi de quantification.
De´finition 2.6 (loi de quantification)
Une loi de quantification est une fonction R→ R permettant de transformer
un re´el x en un re´el x∗ repre´sentable par une repre´sentation donne´e.
Dans le cas de la virgule fixe, deux lois de quantifications sont possibles : la
quantification par arrondi et la quantification par troncature :
– La loi de quantification par troncature consiste a` choisir, pour repre´-
senter x, la valeur x∗ obtenue en ne gardant que les N bits de poids
fort de la repre´sentation binaire exacte de x (e´quation (2.51)). Cette
loi est couramment employe´e car elle consiste a` tronquer les bits de
poids faible superflus (la perte de pre´cision se fait par une perte de
bits). Cette loi de quantification, note´ Qb.c, qui transforme x en x∗
est repre´sente´e en fonction de x a` la figure 2.20, ainsi que l’erreur de
quantification x− x∗.
x∗ s’obtient par
x∗ = 2−βf
⌊
x2βf
⌋
(2.52)
(ou` b.c est l’ope´rateur d’arrondi a` l’entier infe´rieur) et
|x− x∗| 6 2−βf (2.53)
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x
x
x−Q"x#
Q!x"
2
−βf
2
−βf
Fig. 2.20 – Loi de quantification par troncature et l’erreur de quantification
– La loi de quantification par arrondi consiste, elle, a` choisir, pour re-
pre´senter x, la valeur x∗ la plus proche de x, repre´sentable en virgule
fixe sur N bits avec βp bits significatifs de partie fractionnaire. Il s’agit
d’un arrondi a` la valeur la plus proche, et non a` la valeur imme´dia-
tement infe´rieure (que l’on obtient en tronquant directement les bits
superflus). On aura donc
x∗ = 2−βf
⌊
2βfx
⌉
(2.54)
(ou` b.e est l’ope´rateur d’arrondi a` l’entier le plus proche) avec
|x− x∗| 6 2−(βf+1) (2.55)
Les caracte´ristiques de cette loi de quantification, note´e Qb.e, sont
donne´es a` la figure 2.21.
x x
Q!x"
x−Q"x#
2
−βf
2
−(βf+1)
−2
−(βf+1)
Fig. 2.21 – Loi de quantification par arrondi et l’erreur de quantification
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2.2.3.3 Re`gles de l’arithme´tique en virgule fixe
Les ope´rations entre deux ope´randes en virgule fixe ne´cessitent de trouver
une repre´sentation commune aux deux ope´randes, c’est a` dire de trouver le
parame`tre βf (la position de la virgule). Ensuite, les virgules sont aligne´es
(par un de´calage de bits, en e´tendant le bit de signe si ne´cessaire), ce qui peut
entraˆıner une troncature ; et l’addition est re´alise´e [72]. Selon le processeur,
l’arrondi peut s’effectuer avant ou apre`s l’addition. La figure 2.22 montre
un exemple d’addition de deux ope´randes a et b ayant deux repre´sentations
diffe´rentes. Le code C permettant d’additionner a et b est
c = (a >> sa)+b ;
ou` >> est l’ope´rateur de de´calage binaire.
sa
,a b, +
+
,
,
,
b
a
c
(1)
(2)
Fig. 2.22 – Addition c=a+b en virgule fixe ; (1) entraˆıne une extension de
signe et (2) une troncature
Ces ope´rations sont, bien entendu, a` faire re´aliser par le compilateur qui
ge´ne`re le code (toutefois, il n’existe pas de type virgule fixe dans le C ANSI,
il faut donc faire appel a` une bibliothe`que particulie`re, telles celles existant
avec les outils Fridge ou Autoscaler [58, 56] ; de meˆme, sous Simulink,
il faut utiliser Fixed Point Blockset [1]).
La multiplication se fait plus simplement : les deux ope´randes sont mul-
tiplie´es comme s’il s’agissait de nombres entiers en comple´ment a` 2 (si le
processeur ne posse`de pas d’unite´ hardware de multiplication, il faut alors
utiliser l’algorithme de Booth pour effectuer le calcul [111, 13]) et la position
de la virgule s’obtient a` partir des deux positions des ope´randes (on notera
que le bit de signe est double´). La figure 2.23 illustre cette multiplication.
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fb
,
a
b
,
x
,
gb
faga
fa+fbga+gb
Fig. 2.23 – Multiplication en virgule fixe
Quant a` la division, de nombreux algorithmes permettant d’obtenir le
quotient et le reste existent, mais aucun ne permet une division aussi rapide
qu’une multiplication : ainsi, pour mettre en place une loi de controˆle/com-
mande, il faudra e´viter le plus possible les divisions et les convertir en mul-
tiplications (en multipliant par l’inverse).
2.2.3.4 Quantification
Nous avons vu que, du fait de la repre´sentation en pre´cision finie, tous
les re´els ne sont pas repre´sentables logiciellement. Une quantification appa-
raˆıt lorsque l’on code des coefficients constants et lorsque l’on calcule toute
ope´ration.
La quantification de repre´sentation intervient lorsque l’on de´sire repre´-
senter sur N bits virgule fixe un re´el x constant : il faut alors trouver une
position de la virgule (le facteur d’e´chelle 2βf ) ainsi que les N bits corres-
pondants qui forment x∗ le quantifie´ de x.
Pour que la partie entie`re de x puisse eˆtre repre´sente´e sur les N − 1− p bits
qui lui sont affecte´s, βf doit ve´rifier
βf 6 N − 1− dlog2 |x|e (2.56)
(ou` d.e repre´sente l’arrondi a` l’entier supe´rieur). βf pourra eˆtre choisi le
plus grand possible (donc = N − 1− dlog2 |x|e), pour garder le plus de bits
significatifs et de´grader le moins possible x, ou bien pourra eˆtre choisi en
commun pour un ensemble de coefficients, afin d’avoir une repre´sentation
commune et de ne pas devoir recourir a` des changements de repre´sentations
lors des calculs, pour en diminuer le couˆt (cf. section 3.4 pour la de´finition
de blocs de calculs).
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De plus, pour repre´senter au mieux ces coefficients, la quantification par
arrondi sera toujours utilise´e (elle permet, par son arrondi au plus juste, de
minimiser l’erreur de repre´sentation).
La quantification de repre´sentation est la cause d’une modification d’une loi
de controˆle/commande lors de l’imple´mentation, par l’introduction d’erreurs
parame´triques.
En plus de cette perturbation parame´trique, chaque affectation, chaque
ope´ration arithme´tique peut provoquer un arrondi de calcul (comme vu au
chapitre pre´ce´dent, il faut souvent ope´rer un changement de repre´sentation
apre`s une ope´ration, et donc arrondir une valeur) : c’est la quantification de
calcul.
Mais, contrairement au cas des coefficients constants que l’on quantifiait
pour les coder dans une repre´sentation donne´e, la quantification sera effec-
tue´e pendant les calculs, et on utilisera donc la quantification par troncature,
car celle-ci se re´alise tre`s facilement en tronquant les bits superflus (de´calage
de bits).
Remarque : la loi de quantification par arrondi est aussi possible en logiciel,
en rajoutant une e´tape de calcul supple´mentaire avant le de´calage de bits :
il s’agit de prendre en compte le bit de poids le plus fort parmi les bits de
poids faible que l’on supprime. La valeur de ce bit nous indique si la valeur
repre´sente´e est plus proche de la valeur repre´sentable imme´diatement supe´-
rieure ou imme´diatement infe´rieure. Il suffit donc de rajouter la valeur de ce
bit au nombre tronque´.
Par exemple, si l’on reprend le nombre pi
011M00100100001111110110101010001000 . . . . . .
et que l’on ne garde que 8 bits, 011M00100 est obtenu apre`s troncature et les
bits et les bits 100001111 . . . . . . sont perdus : le plus fort d’entre eux vaut 1,
ce qui signifie que la valeur conside´re´e est plus proche de 011M00101 que de
011M00100. La quantification par arrondi donnera donc la valeur 011M00101,
obtenue en rajoutant la valeur du bit de poids le plus fort des bits tronque´s
a` la valeur.
L’e´tude de la propagation des erreurs d’arrondis dans les calculs est,
depuis de nombreuses anne´es, une the´matique de recherche bien de´veloppe´e
([20, 71]). Il existe quatre grandes approches au proble`me d’estimation des
erreurs de quantification de calcul :
– l’approche re´gressive, ou inverse ;
– l’approche directe ;
– l’approche de´terministe (arithme´tique par intervalle) ;
– l’approche statistique (analyse des bruits d’arrondi).
Les deux premie`res sont base´es sur une analyse mathe´matique a priori des
erreurs d’arrondi, alors que les deux dernie`res utilisent une e´valuation a
posteriori de la pre´cision pour l’estimer ou la majorer. Seule l’approche
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statistique permet vraiment d’e´valuer la qualite´ nume´rique d’un re´sultat.
On distingue aussi les me´thodes base´es sur la simulation (Cestac [101] par
exemple) et les me´thodes analytiques ([71]).
L’approche statistique est base´e sur les travaux de Widrow ([108, 109]) et
ceux de Sripad et Snyder ([98]) qui nous permettent, sous certaines condi-
tions ge´ne´ralement re´unies d’excitabilite´ suffisante de x (condition sur la
fonction caracte´ristique24 de x), de mode´liser le processus de quantification
(par arrondi ou troncature) par un syste`me line´aire ou` le signal quantifie´ est
e´gal a` la somme du signal d’origine et d’un bruit dit de quantification (voir
[71] et [111] pour plus de de´tails). Le bruit de quantification e est uniforme´-
x Q[.] x +
e
⇐⇒x∗ x∗
Fig. 2.24 – Mode´lisation du processus de quantification
ment distribue´ et de´correle´ de x (cf. conditions [98]). Il est caracte´rise´ par
ses moments d’ordre 1 (note´ ici µe) et d’ordre 2 (σe), que l’on retrouve dans
le tableau 2.4
Arrondi Troncature
e −2−(βf+1) 6 e 6 2−(βf+1) 0 6 e 6 2−βf
µe 0 2−(βf+1)
σe
2
−βf
12
2
−βf
12
Tab. 2.4 – Caracte´ristique du bruit de quantification
Dans le cas de la troncature, l’erreur est un bruit blanc non centre´.
2.2.4 Virgule flottante
2.2.4.1 Description de la repre´sentation
L’arithme´tique flottante, ne´e dans les anne´es 70 est normalise´e depuis
1985 sous les normes IEEE754 puis IEEE854.
Les repre´sentations en virgule flottante sont re´alise´es en base θ (suppose´
pair) et avec une pre´cision βm, et utilisent la forme mantisse/exposant :
(−1)s ·m · θe
24La fonction caracte´ristique d’une variable ale´atoire est e´gale a` la transforme´e inverse
de sa densite´ de probabilite´.
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ou` la mantisse m s’e´crit avec βm digits, avec 0 6 m < β
m =
βm−1∑
i=0
miθ
−i
et ou` l’exposant e s’e´crit avec βe digits, en comple´ment a` 2 :
e ∈ [− θβe−1 − 1, θβe−1 − 2]
car deux valeurs de l’exposant, les valeurs maximales et minimales, ont une
signification particulie`re.
On peut normaliser l’e´criture en imposant θ2 6 m < θ, ce qui permet de
gagner un bit dans l’e´criture de m (ce bit devient implicite).
De la meˆme manie`re que pour la virgule fixe, un re´el x est repre´sente´ en
virgule flottante par
x∗ =
{
2e−βm
⌊
2βm−ex
⌉
quantification par arrondi
2e−βm
⌊
2βm−ex
⌋
quantification par troncature
(2.57)
Le standard IEEE754 impose θ = 2, et le standard IEEE854 θ = 2 ou
θ = 10. θ = 2 sera pratiquement toujours utilise´. Ils offrent quatre pre´cisions
diffe´rentes de calcul : simple, simple e´tendue, double et double e´tendue
Parame`tres simple simple e´tendue double double e´tendue
βm 23 31 52 63
βe 8 611 11 15
x bN−1bN−2 b1 b0
±
... ...
N
exposant mantisse
βe βm
Fig. 2.25 – Repre´sentation des donne´es en virgule flottante
Le standard rajoute quelques valeurs particulie`res, notamment pour pou-
voir exprimer ±∞ et pour les calculs donnant un re´sultat incorrect (la divi-
sion par ze´ro renvoie NaN 25).
En inte´grant un exposant (dont la valeur peut varier) dans sa repre´senta-
tion, la forme virgule flottante permet de coder aussi bien les tre`s faibles va-
leurs que les plus grandes. La mantisse permet d’exprimer la pre´cision d’une
25Not a Number.
te
l-0
00
86
92
6,
 v
er
sio
n 
1 
- 2
0 
Ju
l 2
00
6
2.2. L’ARITHME´TIQUE EN PRE´CISION FINIE 73
valeur, tandis que l’exposant exprime le facteur d’e´chelle. La repre´sentation
en virgule flottante pre´sente donc une grande dynamique de repre´sentation
(bien plus que la virgule fixe, dont la dynamique est fige´e).
Les calculs en virgule flottante sont ge´re´s par les unite´s mate´rielles de
calcul flottant, ou bien simule´s, si ces unite´s n’existent pas, avec un surcouˆt
de calcul important.
On se re´fe´rera par exemple a` [32, 26, 63] pour plus de de´tails sur la
virgule flottante.
2.2.4.2 Pre´cision nume´rique
Bien que pre´sentant une dynamique de repre´sentation des nombres bien
plus importante que pour la virgule fixe, les repre´sentations et les calculs
peuvent eux aussi eˆtre non exacts en virgule flottante. On attribue trop
souvent aux calculs en virgule flottante des bonnes proprie´te´s nume´riques,
a` savoir
– si le re´sultat d’un calcul ne peut eˆtre exact, il est certainement suffi-
samment proche du re´sultat exact (a` la pre´cision de la machine pre`s) ;
– quelques ope´rations en virgule flottante ne peuvent induire qu’une le´-
ge`re impre´cision sur le re´sultat.
L’exemple de J-M. Muller [78, 75] est un flagrant contre-exemple a` ces ide´es.
Si on conside`re la suite (an)n∈N de´finie par
a0 =
11
2
, a1 =
61
11
, an+1 = 111−
1130− 3000an−1
an
(2.58)
On montre facilement que
an =
6n+1 + 5n+1
6n + 5n
(2.59)
et que lim
n→∞ an = 6
Or, si l’on calcule les termes (an) en utilisant la virgule flottante (simple ou
double pre´cision), cette suite converge nume´riquement tre`s rapidement (de`s
le 10 ou 20e terme) vers 100.
Meˆme avec peu d’ope´rations, les calculs en virgule flottante peuvent eˆtre
tout a` fait faux (l’ordre de grandeur n’e´tant pas respecte´). En re´alite´, ce
phe´nome`ne s’explique par la pre´sence de trois points fixes 5, 6 et 100 a` la
fonction
x 7→ 111− 1130−
3000
x
x
(2.60)
On peut donc conclure que les calculs en virgule flottante ne sont pas
parfaits ou presque, comme on a trop tendance a` le penser... Leur repre´-
sentation est la plus adapte´e pour manipuler des nombres de magnitudes
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diverses, mais leurs calculs sont aussi entache´s d’erreurs, souvent faibles,
mais dont il faut avoir conscience (on se re´fe´rera a` [10], [32] et [75] pour plus
de de´tails).
On notera tout de meˆme que la proprie´te´ d’arrondi correct requise par la
norme IEEE impose que les ope´rations flottantes +, −, /, × et √ rendent
comme re´sultat l’arrondi du re´sultat exact, suivant un mode d’arrondi pre´-
de´fini [26].
De plus, contrairement a` la virgule fixe ou` la quantification transforme
x en x + δ avec |δ| 6 2−(βm+1) (quantification par arrondi) ou |δ| 6 2−βm
(quantification par troncature), la quantification en virgule flottante trans-
forme x en x(1 + δ) avec |δ| 6 2−βm (ou |δ| 6 2−(βm+1)).
2.2.4.3 Comparaison Virgule fixe et Virgule flottante
De nombreuses architectures nume´riques sont utilise´es pour mettre en
œuvre les syste`mes d’asservissement, de re´gulation ou de traitement du si-
gnal (micro-controˆleurs, microprocesseurs, processeurs ge´ne´ralistes, proces-
seurs de traitement du signal26, etc...). Mais les calculs qui y sont re´alise´s ne
le sont que de deux manie`res : les calculs en virgule fixe (lorsque les gran-
deurs sont repre´sente´es en virgule fixe) et les calculs en virgule flottante.
On a vu pre´ce´demment que la repre´sentation en virgule flottante pre´sentait
bien des avantages :
– sa dynamique est bien plus importante que celle de la virgule fixe (pour
le meˆme nombre de bits, virgule fixe et virgule flottante codent le meˆme
nombre de re´els, mais la repre´sentation en virgule flottante permet de
repre´senter aussi bien des grandes valeurs que de tre`s petites valeurs,
ce que ne permet pas la virgule fixe, car son pas de quantification est
fixe) ;
– les calculs en virgule flottante ne ne´cessitent pas de travaux pre´alables,
comme la position de la virgule ou les gestions des overflow qui sont
ne´cessaires en virgule fixe.
On peut donc se demander l’inte´reˆt que peut encore pre´senter la virgule
fixe. Pourtant cette repre´sentation posse`de des atouts inde´niables qui font
qu’elle est toujours tre`s utilise´e [1, 86, 23] :
– Ge´ne´ricite´ : les unite´s de calcul en entier (et donc en virgule fixe) sont
pre´sentes sur chaque processeur, tandis que les unite´s d’arithme´tique
flottante ne le sont pas partout (de nombreux DSP n’ont pas d’unite´s
de calcul flottant) ;
– Taille et consommation e´nerge´tique : Les circuits logiques virgule
fixe sont beaucoup moins complique´s que ceux en virgule flottante : les
processeurs en virgule fixe sont donc plus petits et moins gourmands
26Digital Signal Processors.
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e´nerge´tiquement. Ce crite`re est tre`s important dans les applications
embarque´es ou` l’autonomie est essentielle. Par exemple [30] montre
un rapport 4 entre les consommations e´nerge´tiques d’une meˆme trans-
forme´e inverse en cosinus discre`te en virgule fixe et en virgule flottante ;
– Rapidite´ des calculs : la simplicite´ des circuits pour les diffe´rentes
ope´rations ame`ne a` une exe´cution des calculs bien plus rapide en vir-
gule fixe qu’en virgule flottante [86] ;
– Couˆt : produits en grande se´rie, les processeurs sans arithme´tique
flottante sont moins chers qu’avec unite´ de calculs flottants27.
2.2.4.4 Proble´matique du passage de virgule flottante a` virgule
fixe
La me´thodologie de conversion d’algorithmes (principalement traitement
du signal, d’images, ou de commande) s’exe´cutant en virgule flottante vers
des algorithmes utilisant des calculs virgule fixe est une proble´matique inte´-
ressante qui a fait l’objet de nombreuses recherches. En effet, les algorithmes
sont souvent de´veloppe´s et teste´s sur des architectures mate´rielles puissantes
(ordinateur de bureau) disposant d’unite´s de calcul flottant, puis souvent
transfe´re´s sur des calculateurs ne posse´dant que des unite´s de calcul entier
(donc virgule fixe).
Une premie`re proble´matique vise a` de´finir, lors de la conversion, le format
de donne´e adapte´ pour chaque variable intervenant dans le calcul ([23, 22]) :
cela consiste principalement a` trouver automatiquement la position de la
virgule (facteur d’e´chelle) de chaque variable pour assurer la meilleure pre´-
cision possible en e´vitant les overflows et underflows ; cela est ge´ne´ralement
obtenu par exe´cution de l’algorithme sur un ensemble de jeu d’essais repre´-
sentatifs permettant de de´terminer la dynamique des variables (l’utilisation
d’une arithme´tique par intervalle peut, dans certains cas, ne pas suffire [88],
d’ou` l’utilisation de jeux d’essais pour s’approcher d’une e´tude statistique).
On se re´fe´rera aux projets FRIDGE28 [56] et Autoscaler [58, 61].
De plus, la proble´matique d’e´valuation automatique de la pre´cision d’un al-
gorithme e´crit en virgule flottante (e´valuation du rapport Signal a` Bruit de
Quantification) est aborde´e dans [71, 73, 74].
27Ce facteur est bien entendu de´terminant pour bien des calculateurs embarque´s dans
des voitures PSA car chaque ve´hicule est produit en grande se´rie : l’e´conomie re´alise´e avec
des calculateurs en virgule fixe peut donc eˆtre substantielle.
28Fixed-point pRogrammIng DesiGn Environment
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2.3 Autres solutions logicielles
En plus des diffe´rentes parame´trisations possibles pour re´aliser une loi,
dont de´coule l’e´quation la de´crivant, et en plus du choix du format de re-
pre´sentation, qui impacte sur la pre´cision des coefficients et des calculs, il
existe un troisie`me degre´ de liberte´ dans la mise en œuvre logicielle d’une
loi.
En effet, les possibilite´s offertes par le logiciel pour effectuer les calculs ne´-
cessaires avec le format de donne´es choisi sont aussi multiples.
On notera tout d’abord qu’il est possible d’effectuer certains calculs in-
terme´diaires avec une pre´cision plus grande que celle fournie avec le format
de repre´sentation des coefficients choisi, en simulant, par exemple, des cal-
culs sur un nombre de bits supe´rieur a` celui du processeur utilise´. Cette
technique est par exemple utilise´e pour mettre en œuvre les formes directes
car elle permet d’augmenter la dynamique des variables interme´diaires et
d’e´viter les overflow.
Il est aussi possible d’ame´liorer la pre´cision de certains calculs par quelques
artifices : une perte de pre´cision survient lorsqu’un re´sultat est quantifie´
avant d’eˆtre stocke´ (quantification de calcul).
Une 1re technique, assez peu couˆteuse, consiste alors a` ne pas utiliser une
quantification par troncature (qui est re´alise´e nativement par le processeur)
mais a` pratiquer en logiciel une quantification par arrondi29 (cf. 2.2.3.4).
Enfin, une 2de technique repose sur le fait que les e´quations des re´alisations
sont des e´quations de re´currence utilisant les re´sultats pre´ce´demment calcu-
le´s, quantifie´s puis stocke´s. Cette quantification entraˆıne donc une perte de
pre´cision qu’il est pourtant possible de re´cupe´rer en la stockant aussi et en
la re´injectant dans l’e´quation de calcul. Il est ainsi possible d’ame´liorer la
pre´cision du re´sultat.
Un exemple simple est donne´ par la re´alisation d’un filtre du 2nd ordre avec
une forme directe I et des coefficients suppose´s entiers :
Y (k) =
1
a0
(
b0U(k) + b1U(k − 1) + b2U(k − 2)− a1Y (k − 1)− a2Y (k − 2)
)
(2.61)
La division par a0, et la quantification qui s’en suit, entraˆıne une perte
de pre´cision (on devrait d’ailleurs e´crire Y (k) = Q
[
T
a0
]
pour bien voir la
quantification).
Si on note r(k) le reste de cette division par a0 (obtenue par un modulo,
ou en remultipliant le re´sultat Y (k) par a0, ou bien par l’unite´ de calcul du
processeur qui peut donner le reste d’une division en meˆme temps que le
quotient), r(k) repre´sente l’information perdue par la quantification d’apre`s
division.
29On notera que certains calculateurs disposent en mate´riel de cette possibilite´.
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Comme il est possible de stocker cette valeur, nous pouvons la re´injecter
dans l’e´quation de re´currence, pour augmenter la pre´cision de repre´sentation
de Y (k − 1) et Y (k − 2) qui interviennent dans ce calcul. On e´crit donc
l’algorithme suivant :
1: T = b0U(k)+ b1U(k− 1)+ b2U(k− 2)−a1Y (k− 1)−a2Y (k−
2)− 1a0 (a1r(k − 1) + a2r(k − 2))
2: r(k) = T mod a0
3: Y (k)) = Q
[
T
a0
]
On retrouvera plus de de´tails sur cette technique de re´injection du reste
dans [122] (dans ce cas pre´cis de la forme directe I avec coefficients en entier,
cette technique a fait l’objet d’un brevet pour une utilisation de filtrage
dynamique [123]). D. Williamson a ge´ne´ralise´ cette me´thode a` une re´alisation
d’e´tat, sous le terme de Residue Feedback [110, 113, 111].
On notera enfin que de nombreuses techniques logicielles existent pour,
non pas augmenter la pre´cision de calcul, mais diminuer le couˆt du calcul
associe´ a` un ensemble d’ope´rations, sans en affecter le re´sultat30 : pour e´crire
des divisions sous forme d’additions et de de´calages [67], pour la multiplica-
tion matricielle [14], la division [80], etc.
2.4 Conclusion
Parcourant la litte´rature et les pratiques, nous avons vu, dans la 1re par-
tie de ce chapitre, qu’il existait de nombreuses fac¸ons d’e´crire les e´quations
qui re´gissent un filtre ou un re´gulateur LTI. Ces re´alisations, mathe´mati-
quement e´quivalentes, ne le sont plus de`s lors que les calculs sont effectue´s
en pre´cision finie, et il sera inte´ressant, aux chapitres suivants, d’e´tudier le
comportement en pre´cision finie de chacune d’entre elles.
En plus de ce large choix de re´alisations possibles, les modes de repre´sen-
tation des nombres (principalement virgule fixe et virgule flottante), ainsi
que les techniques logicielles pour mettre en œuvre les e´quations issues de
l’automatique, ont un roˆle important (meˆme si, loin d’avoir e´te´ exhaustifs,
nous avons laisse´ de coˆte´ nombre de solutions logicielles imaginables). Pour
e´tudier le vaste panel d’imple´mentations possibles, nous proposerons, au cha-
pitre 3, un formalisme unificateur englobant les diffe´rentes re´alisations vues
ici, et bien d’autres encore.
30Mais au prix d’une possible augmentation de la complexite´ apparente, au de´triment
donc de la lisibilite´ ou la portabilite´.
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Chapitre
3 La forme implicite pour for-
malisme unificateur
Re´sume´ :
Le but de ce chapitre est de proposer un formalisme unificateur – laforme implicite spe´cialise´e – qui permet de de´crire et de caracte´riser
l’ensemble des re´alisations possibles vues au chapitre pre´ce´dent. Tout en
restant macroscopique et suffisamment ge´ne´ral, ce formalisme doit eˆtre
davantage repre´sentatif des imple´mentations existantes et offre une plus
grande latitude dans l’expression des possibilite´s d’imple´mentation.
Nous verrons quelques exemples de re´alisations reformule´s a` l’aide de
ce formalisme et nous caracte´riserons l’ensemble des re´alisations e´quiva-
lentes.
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3.1 Forme implicite
3.1.1 Les besoins d’un formalisme unificateur
Les diverses re´alisations que nous avons de´taille´es au chapitre 2 (formes
directes, espace d’e´tat, ope´rateur δ, etc...) associe´es aux nombreuses possi-
bilite´s logicielles de mise en œuvre montrent l’e´tendue des algorithmes pos-
sibles pour imple´menter une loi de controˆle/commande dans un calculateur.
Ces re´alisations, toutes mathe´matiquement e´quivalentes, ne le sont plus en
pre´cision finie et ame`nent, par la voie des erreurs parame´triques et des bruits
nume´riques induits, une de´te´rioration de la loi. Ces re´alisations ne sont pas
non plus e´quivalentes quant a` la de´te´rioration amene´e, certaines e´tant plus
sensibles que d’autres a` la transformation en pre´cision finie, d’autres plus
robustes.
Il est alors important de pouvoir de´crire chacune de ces re´alisations dans
un meˆme formalisme afin de pouvoir toutes les caracte´riser et les comparer,
suivant des crite`res qu’il nous faudra e´tablir (cf. chapitre 4). Ce formalisme
devra permettre tout d’abord d’expliciter la parame´trisation choisie, c’est
a` dire l’ensemble des parame`tres utilise´s lors du calcul et qui caracte´rise
la loi (les parame`tres re´ellement utilise´s dans le code doivent clairement
apparaˆıtre car ce sont eux qui seront potentiellement tronque´s). De plus,
ce formalisme doit donner une relation directe avec le code produit afin
de pouvoir e´valuer la de´gradation engendre´e pour chaque calcul et donc de
permettre la mesure pre´cise de l’impact du passage en pre´cision finie, et
aider a` e´laborer une synthe`se de re´alisations nume´riques optimales vis a` vis
du passage en pre´cision finie.
Mais ce formalisme doit aussi rester macroscopique : il doit eˆtre suffi-
samment global pour s’exprimer de manie`re simple et mathe´matique. Par
exemple, un graphe de fluence de´taillant chaque ope´ration ou meˆme un al-
gorithme (inde´pendamment du langage dans lequel on l’e´crit) serait trop
microscopique pour que l’on puisse e´tudier l’impact de la quantification.
L’ide´e est donc d’avoir une forme mathe´matique, a` l’image de la forme
d’e´tat, permettant de de´crire macroscopiquement mais fide`lement le plus
grand nombre de re´alisations [44].
3.1.2 Expression de la forme implicite spe´cialise´e
L’ide´e retenue pour de´crire macroscopiquement une re´alisation est de
de´tailler les calculs, tout en restant sous forme matricielle. Pour cela, nous
conside´rons, en plus du vecteur d’e´tat X(k), le vecteur de variables inter-
me´diaires T (k).
On se propose alors de de´crire un algorithme de commande ou de filtrage
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de la manie`re suivante (dans l’ordre) :
1© Calcul des variables interme´diaires T (k + 1) de l’instant k1, a` partir
de l’e´tat X(k) et des entre´es U(k)
JT (k + 1) =MX(k) +NU(k) (3.1)
2© Calcul de l’e´tat de l’instant prochain X(k + 1), a` partir de l’entre´e
U(k), de l’e´tat pre´sent X(k) et des variables interme´diaires que l’on
vient de calculer a` l’e´tape [1]
X(k + 1) = KT (k + 1) + PX(k) +QU(k) (3.2)
3© Calcul de la sortie Y (k) a` partir de l’e´tat X(k), de l’entre´e U(k) et des
variables interme´diaires calcule´es a` l’e´tape [1]
Y (k) = LT (k + 1) +RX(k) + SU(k) (3.3)
L’ordre des e´tapes 2© et 3© est interchangeable2. Ces trois e´tapes de´finissent
la forme implicite spe´cialise´e et peuvent s’e´crire sous une forme d’e´tat im-
plicite matricielle :
De´finition 3.1 (Forme Implicite Spe´cialise´e)
La forme implicite spe´cialise´e est une re´alisation de´crite sous la forme : J 0 0−K In 0
−L 0 Ip
T (k + 1)X(k + 1)
Y (k)
 =
0 M N0 P Q
0 R S
T (k)X(k)
U(k)
 (3.4)
ou`
– T (k) ∈ Rl est le vecteur de variables interme´diaires. Celles-ci ne sont
pas stocke´es (ce qui est caracte´rise´ par la colonne de 0 dans la matrice0 M N0 P Q
0 R S

de l’e´quation (3.4)) mais re´utilise´es (a` travers les matrices K et L)
dans le meˆme pas d’ite´ration ;
– X(k) ∈ Rn est le vecteur d’e´tat : il est calcule´ a` l’avance a` chaque
ite´ration et stocke´ pour eˆtre utilise´ a` l’ite´ration suivante ;
– U(k) ∈ Rm est le vecteur d’entre´es ;
1Remarque : les variables interme´diaires de l’instant k sont note´es T (k+1) car elles se
calculent dans le meˆme pas de calcul que l’e´tat X(k + 1) ; cela permet de les rassembler
et d’avoir une e´criture plus compacte : nous de´taillerons ce point plus tard.
2On pourra meˆme, dans la pratique, exe´cuter l’e´tape 3© avant l’e´tape 2© afin de re´duire
le plus possible le temps entre l’acquisition des entre´es et la production des sorties.
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– Y (k) ∈ Rp est le vecteur de sorties ;
– et J ∈ Rl×l, K ∈ Rn×l, L ∈ Rp×l, M ∈ Rl×n, N ∈ Rl×m, P ∈ Rn×n,
Q ∈ Rn×m, R ∈ Rp×n et S ∈ Rp×m sont les matrices de´finissant la
re´alisation.
De plus, J est une matrice triangulaire infe´rieure avec des 1 sur la dia-
gonale :
J =

1 0 . . . . . . 0
?
. . . 0
...
... ? 1 0
...
... ?
. . . 0
? . . . . . . ? 1

(3.5)
Par convention, cette forme correspond a` l’algorithme (ordonne´)
1: JT (k + 1)←MX(k) +NU(k)
2: X(k + 1)← KT (k + 1) + PX(k) +QU(k)
3: Y (k)← LT (k + 1) +RX(k) + SU(k)
Remarque : on notera qu’il est possible de conside´rer une re´alisation sans
aucune variable interme´diaire. On a alors l = 0, et les matrices J ,K, L, M
et N sont des matrices vides. En pratique, Matlab, par exemple, autorise de
telles matrices, rendant ainsi valables toutes les expressions que l’on verra
par la suite. Les re´alisations exprime´es sous forme d’e´tat classique sont donc
un sous-cas (l = 0) de forme implicite spe´cialise´e.
Cette forme (de´finie par l’e´quation 3.4) est une forme implicite3 car l’e´tat
et la sortie peuvent eˆtre calcule´s a` partir de variables interme´diaires (calcu-
le´es a` la meˆme ite´ration mais non stocke´es).
De plus, lors du calcul des variables interme´diaires (e´quation (3.1)), la
matrice J permet a` une variable interme´diaire d’eˆtre calcule´e a` partir d’une
autre variable interme´diaire, qui vient d’eˆtre calcule´e au meˆme pas. Sa forme
triangulaire infe´rieure impose´e autorise a` obtenir un e´le´ment Ti(k+1) a` partir
des e´le´ments (Tj(k + 1))j<i.
Ainsi dans l’e´tape 1©, le calcul est ordonne´ (on calcule le premier e´le´ment
3 Pour rappel, une re´alisation line´aire implicite[6] est de la forme
E¯
„
Z(k + 1)
Yk
«
=
„
A¯ B¯
C¯ D¯
«„
Z(k)
U(k)
«
(3.6)
Et dans le cas ou` E¯ =
„
E¯11 0
E¯22 I
«
, le syste`me est dit singulier (et ne peut donc s’imple´-
menter aise´ment) si et seulement si E¯11 est singulie`re [24].
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du vecteur colonne T (k), puis le second, etc...), et le calcul se re´alise sans
inverser J selon l’algorithme suivant :
1: Pour i de 1 a` l faire
2:
∣∣∣∣∣ Ti(k + 1)←Mi,•X(k) +Ni,•U(k)− j<i∑j=1 Ji,jTj(k + 1)
3: FinPour
Sur un exemple plus simple, avec J =
(
1 0
α 1
)
, et M =
(
M1
M2
)
, N =(
N1
N2
)
, l’algorithme de calcul de l’e´tape [1] s’e´crit :
1: T1(k + 1)←M1X(k) +N1U(k)
2: T2(k + 1)←M2X(k) +N2U(k)− α.T1(k + 1)
La matrice J permet donc la de´composition du calcul en plusieurs e´tapes
qui s’enchaˆınent et la re´utilisation de re´sultats pre´ce´demment calcule´s. Les
exemples des paragraphes 3.2.4 et 3.2.3.2 montrent l’utilisation en pratique
de la matrice J pour de´crire un enchaˆınement de calculs dans un algorithme
de controˆle/commande. On remarquera que l’inverse de J n’a pas a` eˆtre
calcule´e et que les coefficients utilise´s dans le calcul sont ceux de J (au signe
pre`s).
De plus, il est important de noter que, bien qu’ils soient de´crits sous
une forme matricielle, les calculs ne sont pas force´ment code´s en logiciel
sous forme matricielle : certaines matrices peuvent eˆtres nulles ou e´gales a`
l’identite´ (une ope´ration matricielle serait alors inutile) et, plus ge´ne´rale-
ment, la re´alisation informatique peut proce´der a` un calcul e´quivalent (avec
les meˆmes parame`tres), mais ne ne´cessitant pas les ite´rations ne´cessaires a`
une multiplication matricielle.
Notons enfin qu’il est possible de rendre explicite cette forme implicite
spe´cialise´e, qui n’est, par construction, pas singulie`re :
Proposition 3.1 (Forme explicite e´quivalente)
La forme implicite spe´cialise´e (3.4) peut s’expliciter
T (k + 1)X(k + 1)
Y (k)
 =
 0 J−1M J−1N0 A B
0 C D
T (k)X(k)
U(k)
 (3.7)
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avec A ∈ Rn×n, B ∈ Rn×m, C ∈ Rp×n et D ∈ Rp×m de´finis par
A = KJ−1M + P (3.8)
B = KJ−1N +Q (3.9)
C = LJ−1M +R (3.10)
D = LJ−1N + S (3.11)
La fonction de transfert H du syste`me conside´re´ est alors de´finie par
H(z) = C (zIn −A)−1B +D ∀z ∈ C (3.12)
On notera que la parame´trisation est change´e dans la forme explicite´e : les
deux re´alisations (3.4) et (3.7) sont mathe´matiquement e´quivalentes, mais
ne le sont plus en pre´cision finie.
On remarquera qu’il aurait pu eˆtre inte´ressant, pour augmenter la repre´-
sentativite´ de la forme implicite (3.4), de conside´rer, de la meˆme manie`re
que nous l’avons conside´re´ pour les variables interme´diaires, la possibilite´
d’e´crire le calcul de X(k + 1) sous une forme implicite
EX(k + 1) = KT (k + 1) + PX(k) +QU(k) (3.13)
avec E triangulaire infe´rieur (avec une diagonale unitaire).
Mais on peut facilement se ramener a` la forme propose´e en re´alisant le calcul
(3.13) dans une seconde variable interme´diaire T2 (le calcul de X(k + 1) se
rame`ne alors a` X(k + 1)← T2(k + 1)) :
J 0 0 0
−K E 0 0
0 −In In 0
−L 0 0 Ip


T1(k + 1)
T2(k + 1)
X(k + 1)
Y (k)
 =

0 0 M N
0 0 P Q
0 0 0 0
0 0 R S


T1(k)
T2(k)
X(k)
U(k)
 (3.14)
Cela augmente, de manie`re artificielle, la taille du vecteur de variables
interme´diaires, mais n’introduit pas de parame`tres additionnels (on verra a`
la section 3.4.3 que les matrices nulles ou identite´s ne seront pas conside´re´es
comme des parame`tres signifiants subissant une quantification : ce sont des
parame`tres transparents). L’inte´reˆt de cette e´criture re´side dans la simplicite´
de formulation des de´veloppements ulte´rieurs. Le paragraphe 5.3.3 montrera
une re´alisation avec une matrice E, diffe´rente de l’identite´, inte´ressante.
3.1.3 De´finitions
Bien que M. Gevers et G. Li [31] ne fassent pas de diffe´rence entre les
termes re´alisations, parame´trisations et repre´sentations, il peut eˆtre utile
ici de les distinguer et de les pre´ciser, afin de caracte´riser un ensemble de
re´alisations possibles pour une meˆme loi LTI [43].
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De´finition 3.2 (Re´alisation)
Une re´alisation R est de´finie par les valeurs spe´cifiques des matrices J ,
K, L, M , N , P , Q, R et S utilise´es pour la description interne de la forme
implicite (e´quation (3.4))
R :, (J,K,L,M,N, P,Q,R, S) (3.15)
Une re´alisation R est une re´alisation de la fonction de transfert H si H et
R ont la meˆme relation entre´es/sorties (en partant de conditions initiales
nulles).
On remarquera aussi que l’on peut rassembler ces matrices en une seule
matrice Z ∈ R(l+n+p)×(l+n+m) de´finie par
Z ,
−J M NK P Q
L R S
 (3.16)
L’utilisation de cette matrice permettra, dans les chapitres suivants, de sim-
plifier grandement l’e´criture des mesures de certaines e´quations. On notera
le signe ”−” avant le J , qui sera justifie´ par la suite (proposition 4.6).
Ainsi, une re´alisation R peut aussi eˆtre de´finie par la seule donne´e de la ma-
trice Z et des dimensions l, m, n et p (respectivement taille du vecteur de
variables interme´diaires, nombre d’entre´es, taille du vecteur d’e´tat et nombre
de sorties)
R := (Z, l,m, n, p) (3.17)
par la suite, nous utiliserons indiffe´remment les matrices J , K, L, M , N ,
P , Q, R, S ou la matrice Z, suivant les cas, avec une pre´fe´rence pour cette
dernie`re car elle permet de repre´senter, de manie`re compacte, une re´alisation.
On notera dimension d’une re´alisation la valeur des dimensions l, m, n
et p de cette re´alisations.
De´finition 3.3 (Ensemble de re´alisations e´quivalentes)
On note RH l’ensemble des re´alisations non singulie`res de la fonction de
transfert H. Ces re´alisations sont dites e´quivalentes
De plus, on peut aussi conside´rer un ensemble de re´alisations ou` certaines
matrices sont contraintes a` prendre certaines valeurs. Les re´alisations sont
alors dites structure´es.
De´finition 3.4 (Structuration)
Une structuration S est un ensemble de re´alisations avec une certaine
structure : certains coefficients ou certaines dimensions des matrices J , K,
L, M , N , P , Q, R et S sont alors fixe´s a priori.
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Par exemple, les re´alisations sous forme d’e´tat classique (explicites car
n’utilisant pas de variables interme´diaires) sont les re´alisations pour les-
quelles K = 0n×l et L = 0p×l.J 0 00 In 0
0 0 Ip
T (k + 1)X(k + 1)
Y (k)
 =
0 M N0 Aq Bq
0 Cq Dq
T (k)X(k)
U(k)
 (3.18)
Bien entendu, les e´tats T (k) e´tant ici inutiles, on se rame`nera toujours au
cas l = 0 (les matrices J , K, L, M et N e´tant vides).
Ainsi, la q-structuration, l’ensemble des re´alisations sous forme d’e´tat (avec
l’ope´rateur avance q) n’utilisant pas de variables interme´diaires (l = 0), est
de´finie par
Sq ,
{
R\R = (., ., ., ., ., Aq, Bq, Cq, Dq) , ∀(Aq, Bq, Cq, Dq)
}
(3.19)
De meˆme, les re´alisations e´crites sous forme d’e´tat mais avec l’ope´ra-
teur δ de´crites par l’e´quation (2.21) correspondent a` une structuration bien
particulie`re. Ces re´alisations, conduisant a` l’algorithme suivant (voir le pa-
ragraphe 2.1.6) :
1: T ← AδX(k) +BδU(k)
2: X(k + 1)← X(k) + ∆T
3: Y (k)← CδX(k) +DδU(k)
sont re´alise´es avec la forme implicite spe´cialise´e : In 0 0−∆In In 0
0 0 Ip
T (k + 1)X(k + 1)
Y (k)
 =
0 Aδ Bδ0 In 0
0 Cδ Dδ
T (k)X(k)
U(k)
 (3.20)
Donc la structuration en δ, l’ensemble des re´alisations en δ explicites, origi-
nellement de´crites a` l’aide de l’ope´rateur δ, est de´finie par
Sδ ,
{
R\R = (In,∆In, 0, Aδ, Bδ, In, 0, Cδ, Dδ) , ∀(Aδ, Bδ, Cδ, Dδ,∆)
}
(3.21)
Ainsi, on pourra remarquer qu’une re´alisation en δ (une re´alisation exprime´e
avec l’ope´rateur δ) peut s’e´crire, sans changer la parame´trisation, comme une
re´alisation non minimale utilisant l’ope´rateur q, e´crite sous forme implicite
De´finition 3.5 (Re´alisation structure´e)
On notera RSH l’ensemble des re´alisations d’une fonction de transfert H
selon une structuration S
RSH , RH ∩S (3.22)
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Une re´alisation de RSH sera appele´e re´alisation structure´e de H, ou
encore re´alisation de H avec une structuration en S .
Le paragraphe 3.2 explicite la structuration de diffe´rentes structures ge´ne´-
riques importantes, au moyen de la forme implicite spe´cialise´e.
De´finition 3.6 (Parame´trisation)
On nommera parame´trisation d’une re´alisation R l’ensemble des para-
me`tres (coefficients, e´le´ments) de J , K, L, M , N , P , Q, R et S qui sont
des parame`tres signifiants pour la re´alisation.
Par exemple, pour une re´alisation structure´e en q (e´quation (3.19)), la para-
me´trisation est de´finie par les donne´es des matrices Aq, Bq, Cq et Dq, tandis
que pour une re´alisation structure´e en δ, la parame´trisation est de´finie par
les matrices Aδ, Bδ, Cδ et Dδ et du parame`tre ∆ (cf. e´quation (3.20) par
exemple).
3.2 Exemples de structuration
Dans cette section, nous reprenons les diffe´rents exemples de re´alisations
possibles exhibe´s au paragraphe 2.1 (et en introduisons d’autres), pour les
re´e´crire avec la forme implicite spe´cialise´e et montrer que celle-ci permet de
les repre´senter de manie`re re´aliste et unifie´e, en exhibant la parame´trisation
utilise´e.
3.2.1 Forme d’e´tat
La forme d’e´tat classique (cf. description section 2.1.2) peut, bien en-
tendu, s’e´crire avec la forme implicite spe´cialise´e. La re´alisation{
X(k + 1) = AqX(k) +BqU(k)
Y (k) = CqX(k) +DqU(k)
(3.23)
correspond a` une forme implicite ou` l = 0. . .. In 0
. 0 Im
T (k + 1)X(k + 1)
Y (k)
 =
. . .. Aq Bq
. Cq Dq
T (k)X(k)
U(k)
 (3.24)
ou encore
Z =
. . .. Aq Bq
. Cq Dq
 (3.25)
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3.2.2 Forme directe I
La forme directe I (cf. section 2.1.4.1) est de´crite par l’e´quation
Y (k) =
1
a0
(
n∑
i=0
biU(k − i)−
n∑
i=1
aiY (k − i)
)
∀k > n (3.26)
Les 2n valeurs (U(k − i))16i6n et (Y (k − i))16i6n composent l’e´tat (l’ordre
n’a pas d’importance) :
X(k) =

U(k − 1)
...
U(k − n)
Y (k − 1)
...
Y (k − n)

(3.27)
De plus, la valeur de Y (k) calcule´e d’apre`s l’e´quation (3.26) doit aussi eˆtre
stocke´e pour le pas suivant (dans X(k + 1)). Dans la re´alite´, cette valeur
n’e´tant pas calcule´e deux fois (une fois pour l’e´tat X(k+1) et une fois pour
Y (k)), elle est calcule´e au pre´alable dans une variable interme´diaire4 T , puis
utilise´e pour l’expression de Y (k) et pour X(k + 1) :
1: T ← 1a0
(
n∑
i=1
biXi(k)−
n∑
i=1
aiXn+i(k) + b0U(k)
)
ou encore
1: T ← 1a0 (Γ1X(k) + b0U(k))
avec Γ1 =
(
b1 · · · · · · bn −a1 · · · · · · −an
)
.
Le calcul de l’e´tat k + 1 sert juste a` exprimer la progression du temps :
l’entre´e courante est stocke´e a` la place de U(k− 1) ; U(k− 1) prend la place
de U(k − 2), etc... ; il en est de meˆme avec les (Y (k − i))16i6n−1 :
4On supposera qu’il est e´quivalent, en pre´cision finie (comme en pre´cision infinie) de
calculer T avec une soustraction faisant intervenir les coefficients (−ai)16i6n ou bien avec
une addition et les coefficients (ai)16i6n (on assimilera donc l’oppose´ de la quantification
d’un re´el a` la quantification de l’oppose´ de ce re´el, ce qui est faux dans le cas ge´ne´ral).
Ceci revient a` dire qu’ l’on peut e´crire ce calcul de la variable interme´diaire comme suit :
T ← 1
a0
 
nX
i=1
biXi(k) +
nX
i=1
−aiXn+i(k) + b0U(k)
!
(3.28)
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1: X(k + 1)← Γ2X(k) + Γ3U(k) + Γ4T
avec
Γ2 =

0
1
. . .
. . . . . .
1 0
0
1
. . .
. . . . . .
1 0

(3.29)
Γ3 =
(
1 0 . . . 0 0 . . . . . . 0
)> (3.30)
Γ4 =
(
0 . . . . . . 0 1 0 . . . 0
)> (3.31)
Cet algorithme s’e´crit a0 0 0−Γ4 In 0
−1 0 1
T (k + 1)X(k + 1)
Y (k)
 =
0 Γ1 b00 Γ2 Γ3
0 0 0
T (k)X(k)
U(k)
 (3.32)
ou encore
Z =

−a0 b1 · · · · · · bn −a1 · · · · · · −an b0
0 0 1
... 1
. . . 0
...
. . . . . .
...
0 1 0
...
1 0 0
...
0 1
. . .
...
...
. . . . . .
...
0 1 0 0
1 0 · · · · · · · · · · · · · · · · · · 0 0

(3.33)
Remarque : on a estime´ ici que le calcul de Y (k) selon l’e´quation (3.26)
se faisait avec une division par a0 (J = a0). On peut aussi conside´rer cette
e´quation avec une multiplication par α = 1a0 au lieu de la division. L’algo-
rithme s’e´crit alors
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1: T1 ←
∑n
i=1 biXi(k) +
∑n
i=1−aiXn+i(k) + b0U(k)
2: T2 ← αT1
d’ou`
Z =

−1 0 b1 · · · · · · bn −a1 · · · · · · −an b0
−α −1 0 · · · · · · · · · · · · · · · 0 0 0
0 0 0 1
...
... 1
. . . 0
...
...
. . . . . .
...
... 0 1 0
...
... 1 0 0
...
... 0 1
. . .
...
...
...
. . . . . .
...
0 0 1 0 0
0 1 0 · · · · · · · · · · · · · · · · · · 0 0

(3.34)
(une variable supple´mentaire est rajoute´e).
3.2.3 Re´alisation en δ
3.2.3.1 Forme ge´ne´rale
La structuration en δ (cf. section 2.1.6), correspondant a` la re´alisation{
δ[X(k)] = AδX(k) +BδU(k)
Y (k) = CδX(k) +DδU(k)
(3.35)
a e´te´ donne´e par les e´quations (3.20) et (3.21). Elle correspond a` In 0 0−∆In In 0
0 0 Ip
T (k + 1)X(k + 1)
Y (k)
 =
0 Aδ Bδ0 In 0
0 Cδ Dδ
T (k)X(k)
U(k)
 (3.36)
Le vecteur de variables interme´diaires et le vecteur d’e´tat ont la meˆme taille.
3.2.3.2 Forme directe I
On peut aussi, par exemple, exprimer une forme directe I avec l’ope´ra-
teur δ (la forme directe II ne repre´sente aucune difficulte´ car il s’agit de la
forme classique (3.36) ou` Aδ est mise sous forme compagne) : cette forme
est repre´sente´e par la figure 3.1 (voir paragraphe 2.1.6).
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+
δ−1
δ−1δ−1δ−1δ−1
δ−1 δ−1 δ−1
q
−1+∆
δ
−1
1
c0
−c1−c2−ci−cn
d0 d1 d2 di dn
U(k)
Y (k)
δ
−1[Y (k)]
δ
−1[U(k)]
Fig. 3.1 – La forme directe I avec l’ope´rateur δ
Si on conside`re la fonction de transfert e´crite avec la variable complexe ρ
(associe´e a` l’ope´rateur δ, cf. paragraphe 2.1.6)
H(ρ) =
∑n
i=0 diρ
−i∑n
i=0 ciρ
−i (3.37)
la forme directe I en δ correspond a`
Y (k) =
1
c0
(
n∑
i=0
diδ
−i[U(k)]−
n∑
i=1
ciδ
−i[Y (k)]
)
∀k > n (3.38)
(la forme directe I en q s’e´crit avec la meˆme e´quation (3.38), mais avec q−i au
lieu de δ−i. On retrouve donc l’e´quation (2.12) avec q−i[U(k)] = U(k − i)).
On choisit l’espace d’e´tat suivant (par analogie avec (3.27))
X(k) =

δ−1[U(k)]
...
δ−n[U(k)]
δ−1[Y (k)]
...
δ−n[Y (k)]

(3.39)
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La transition sur X(k) s’e´crit alors
δ[X(k)] = Γ2X(k) + Γ3U(k) + Γ4Y (k) (3.40)
avec Γ2, Γ3 et Γ4 de´finis aux e´quations (3.29), (3.30) et (3.31), ou encore
X(k + 1) = X(k) + ∆Γ2X(k) + ∆Γ3U(k) + ∆Γ4Y (k) (3.41)
c’est a` dire
1: X(k + 1)← Γ2δX(k) + Γ3δU(k) + Γ4δY (k)
avec
Γ2δ =

1
∆
.. .
. . . . . .
∆ 1
1
∆
.. .
. . . . . .
∆ 1

(3.42)
Γ3δ =
(
∆ 0 . . . 0 0 . . . . . . 0
)> (3.43)
Γ4δ =
(
0 . . . . . . 0 ∆ 0 . . . 0
)> (3.44)
De la meˆme manie`re que pour la forme directe I en q, le calcul de Y (k)
(e´quation (3.38)) s’effectue d’abord dans une variable interme´diaire (car on
en a besoin aussi pour le calcul de X(k + 1)) :
1: T1 ← 1c0 (
∑n
i=1 diXi(k) +
∑n
i=1−ciXn+i(k) + d0U(k))
ou encore
1: T1 ← 1c0 (Γ1δX(k) + d0U(k))
avec
Γ1 =
(
d1 · · · · · · dn −c1 · · · · · · −cn
)
(3.45)
Tout cela s’e´crit
Z =
−c0 Γ1δ d0Γ4δ Γ2δ Γ3δ
1 0 0
 (3.46)
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3.2.4 De´coupage en cascade
On a vu, au paragraphe (2.1.8.1), qu’un syste`me de controˆle/commande
peut eˆtre de´compose´ en sous-syste`mes que l’on cascade.
On conside`re deux syste`mes S1 et S2 dont on connaˆıt la re´alisation sous
forme implicite spe´cialise´e J1 0 0−K1 I 0
−L1 0 I
T1(k + 1)X1(k + 1)
Y1(k)
 =
0 M1 N10 P1 Q1
0 R1 S1
T1(k)X1(k)
U1(k)
 (3.47)
 J2 0 0−K2 I 0
−L2 0 I
T2(k + 1)X2(k + 1)
Y2(k)
 =
0 M2 N20 P2 Q2
0 R2 S2
T2(k)X2(k)
U2(k)
 (3.48)
On cascade les deux syste`mes (on supposera que la taille du vecteur de sortie
du premier correspond a` la taille du vecteur d’entre´e du second), comme sur
la figure 3.2.
En introduisant la variable interme´diaire T , e´gale a` la sortie du premier
S1 S2
U1 Y2T = Y1 = U2
Fig. 3.2 – Mise en cascade de deux sous-syste`mes
syste`me et avec les calculs du second syste`me utilisant ce vecteur comme
entre´e, le syste`me re´sultant a pour re´alisation :0BBBBBBB@
J1 0 0 0 0 0
−L1 I 0 0 0 0
0 −N2 J2 0 0 0
−K1 0 0 I 0 0
0 −Q2 −K2 0 I 0
0 −S2 −L2 0 0 I
1CCCCCCCA
0BBBBBB@
T1(k + 1)
T (k + 1)
T2(k + 1)
X1(k + 1)
X2(k + 1)
Y2(k)
1CCCCCCA =
0BBBBBBB@
0 0 0 M1 0 N1
0 0 0 R1 0 S1
0 0 0 0 M2 0
0 0 0 P1 0 Q1
0 0 0 0 P2 0
0 0 0 0 R2 0
1CCCCCCCA
0BBBBBB@
T1(k)
T (k)
T2(k)
X1(k)
X2(k)
U1(k)
1CCCCCCA
ou encore
Z =

−J1 0 0 M1 0 N1
L1 −I 0 R1 0 S1
0 N2 −J2 0 M2 0
K1 0 0 P1 0 Q1
0 Q2 K2 0 P2 0
0 S2 L2 0 R2 0

(3.49)
Il est important de noter que cette e´criture permet de conserver intacts la
parame´trisation, les calculs et l’ordre des calculs. Cela est ne´cessaire pour
e´tudier l’impact possible de la quantification et la propagation des bruits de
calculs.
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Dans le cas particulier ou` les deux syste`mes a` cascader sont sous forme
d’e´tat classique (S1 de´crit par (A1, B1, C1, D1) et S2 par (A2, B2, C2, D2)),
on pourra e´crire
I 0 0(
0
−B2
)
I 0
−D2 0 I


T (k + 1)(
X1(k + 1)
X2(k + 1)
)
Y2(k)
=

0
(
C1 0
)
D1
0
(
A1 0
0 A2
) (
B1
0
)
0
(
0 C2
)
0


T (k)(
X1(k)
X2(k)
)
U1(k)

(3.50)
Notons que la forme implicite est ici une nouvelle fois ne´cessaire pour rendre
compte de la parame´trisation. En effet, si la mise en cascade de S1 et S2
admet la re´alisation classique (A,B,C,D) donne´e par
A =
(
A1 0
B2C1 A2
)
B =
(
B1
B2D1
)
C =
(
D2C1 C2
)
D = D2D1
(3.51)
cette dernie`re ne correspond plus a` la parame´trisation souhaite´e.
Mais, en pratique, le calcul n’est pas re´alise´ avec les matrices A, B, C et
D mais (et c’est important pour la quantification) avec les matrices A1, B1,
C1, D1, A2, B2, C2 et D2 selon l’algorithme de´crit par l’e´quation (3.50).
3.2.5 Retour d’e´tat/observateur
On conside`re ici une forme retour d’e´tat-observateur s’e´crivant Xˆ(k + 1) = ApXˆ(k) +BpU(k) +Ko
(
Y (k)− CpXˆ(k)
)
U(k) = −KcXˆ(k) +Q
(
Y (k)− CpXˆ(k)
)
avec Ap ∈ Rn×n, Bp ∈ Rn×m et Cp ∈ Rp×n,Q ∈ Rm×p (parame`tre de Youla),
Ko ∈ Rn×p et Kc ∈ Rm×n (par rapport a` la forme exprime´e au paragraphe
2.1.3, Uref et Xˆref ont e´te´ suppose´s nuls).
Suivant la fac¸on de regrouper les diffe´rents termes, et d’organiser les
calculs, il existe diffe´rentes imple´mentations possibles, et donc des parame´-
trisations diffe´rentes :
– Une premie`re fac¸on d’organiser les calculs est d’agre´ger le maximum
de termes{
Xˆ(k + 1) = (Ap −KfCp) Xˆ(k) +BpU(k) +KfY (k)
U(k) = − (QCp +Kc) Xˆ(k) +QY (k)
Il s’agit donc de calculer d’abord U(k) puis ensuite Xˆ(k + 1), selon
l’algorithme
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1: T ← − (QCp +Kc) Xˆ(k) +QY (k)
2: Xˆ(k + 1)← (Ap −KfCp) Xˆ(k) +BpU(k) +KfY (k)
3: U(k)← T
ce qui est de´crit par la forme implicite
Z =

−Ip − (QCp +Kc) Q
Bp Ap −KfCp Kf
Ip 0 0
 (3.52)
– Une autre solution, faisant apparaˆıtre explicitement cette fois tous les
parame`tres Kc, Kf , Q, Ap, Bp et Cp, consiste a` calculer d’abord le
terme Y (k) − CpXˆ(k) qui apparaˆıt dans le calcul de Xˆ(k + 1) et de
U(k)
1: T1 ← Y (k)− CpXˆ(k)
2: T2 ← QT1 −KcXˆ(k)
3: Xˆ(k + 1)← ApXˆ(k) +BpT2 +KfT1
4: U(k)← T2
et
Z =

−Ip 0 −Cp Ip
Q −Ip −Kc 0
Kf Bp Ap 0
0 Im 0 0
 (3.53)
Le choix d’une solution impacte la parame´trisation et par suite le volume
de calcul, la lisibilite´ de l’imple´mentation et son comportement apre`s imple´-
mentation.
3.3 Classes d’e´quivalence
Dans l’objectif de recherche d’une re´alisation performante en pre´cision
finie, il peut eˆtre inte´ressant de caracte´riser mathe´matiquement l’ensemble
des re´alisations e´quivalentes a` une re´alisation donne´e, ainsi que des sous-
ensembles de re´alisations de dimensions fixe´es (non ne´cessairement mini-
males) ou de structuration fixe´e.
Il nous faut alors de´crire les transformations ne´cessaires pour passer d’une
re´alisation a` l’autre, tout en pre´servant l’e´quivalence (mathe´matique). Cette
caracte´risation s’appuiera sur le Principe d’Inclusion, que nous adapterons
a` la forme implicite spe´cialise´e.
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3.3.1 Principe d’Inclusion
Le Principe d’Inclusion, introduit par Sˇiljak et Ikeda ([49, 50, 102, 8,
9, 99]) dans le cadre de la commande de´centralise´e avec recouvrement, per-
met d’e´noncer mathe´matiquement les relations d’e´quivalence, d’inclusion, de
restriction, d’agre´gation entre deux syste`mes line´aires. Cela peut concerner
deux syste`mes aux comportements e´quivalents, mais de dimensions diffe´-
rentes : par exemple, le ”grand” syste`me peut eˆtre construit a` partir du ”pe-
tit”via un processus d’expansion, dans le sens ou` le ”grand”syste`me contient
l’information relative au comportement du ”petit”, information pouvant eˆtre
extraite du ”grand” par un processus de contraction.
Le principe d’inclusion est principalement e´nonce´ en temps continu dans la
litte´rature, mais peut tout autant s’appliquer en temps discret, quasiment
sans changements (les de´monstrations, que l’on trouve dans [49, 102] seront
re´e´crites en discret si ne´cessaire).
On conside`re deux syste`mes line´aires S et S˜ de dimension n et n˜, avec les
meˆmesm entre´es et p sorties (le principe d’inclusion s’e´crit aussi, de manie`re
plus complique´e, avec une transformation sur des entre´es et sorties, qui ne
nous inte´resse pas ici) :
S
{
X(k + 1) = AX(k) +BU(k)
Y (k) = CX(k)
(3.54)
S˜
{
X˜(k + 1) = A˜X˜(k) + B˜U(k)
Y˜ (k) = C˜X˜(k)
(3.55)
avec A ∈ Rn×n, B ∈ Rn×m, C ∈ Rp×n, A˜ ∈ Rn˜×n˜, B˜ ∈ Rn˜×m et C˜ ∈ Rp×n˜.
On supposera par la suite que la dimension de S est infe´rieure (ou e´gale) a`
la dimension de S˜ : n 6 n˜.
De´finition 3.7 (Inclusion d’un syste`me)
Le syste`me S˜ inclut le syste`me S (ou, de manie`re e´quivalente, le syste`me
S est inclus dans le syste`me S˜) s’il existe une paire de matrices (U ,V) ∈
Rn×n˜ × Rn˜×n telles que UV = In et, pour tout e´tat initial X(0) = X0 de S
et toute se´quence d’entre´e (U(k)k>0), le choix de l’e´tat initial X˜(0) = VX0
de S˜ implique {
X(k) = UX˜(k)
Y (k) = Y˜ (k)
∀k > 0 (3.56)
On notera alors S˜ ⊃ S.
Remarque : la condition (3.56) implique que le syste`me S˜ contient toute
l’information ne´cessaire pour connaˆıtre le comportement et la sortie de S
(qu’il est donc possible de de´duire toute trajectoire de S par simulation de
S˜).
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Si S˜ inclut le syste`me S, alors S˜ est une expansion de S, et S est une
contraction de S˜.
The´ore`me 3.2 (1re caracte´risation du Principe d’Inclusion)
Le syste`me S, de´fini par (3.54), est inclus dans le syste`me S˜, de´fini par
(3.55) si et seulement si
UA˜iV = Ai
UA˜iB˜ = AiB
C˜A˜iV = CAi
C˜A˜iB˜ = CAiB
∀i > 0 (3.57)
De´monstration :
La de´monstration en discret s’inspire de la de´monstration en continu que
l’on trouve dans [49].
Pour tout e´tat initial X0 de S, tout e´tat initial VX0 de S˜ et toute se´quence
d’entre´e (U(k)k>0), on a :
X(k) = AkX0 +
k−1∑
i=0
Ak−iBU(i)
X˜(k) = A˜kVX0 +
k−1∑
i=0
A˜k−iB˜U(i)
Y (k) = CAkX0 +
k−1∑
i=0
CAk−iBU(i)
Y˜ (k) = C˜A˜kVX0 +
k−1∑
i=0
C˜A˜k−iB˜U(i)
Tirant parti de ces relations, on montre sans difficulte´ que (3.56) implique
(3.57) et re´ciproquement, et donc que la CNS est ve´rifie´e.
De plus, une seconde caracte´risation de l’inclusion est donne´e dans le
the´ore`me suivant ([49, 50]) :
The´ore`me 3.3 (2de caracte´risation du Principe d’Inclusion)
On choisit une paire de matrices (U ,V) ∈ Rn×n˜×Rn˜×n telles que UV =
In.
Le syste`me S˜, de´fini par (3.55), est inclus dans le syste`me S, de´fini par
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(3.54) si et seulement si
U (MA˜)i V = 0 ∀i > 1
U (MA˜)iMB˜ = 0 ∀i > 0
MC˜
(MA˜)i V = 0 ∀i > 0
MC˜
(MA˜)iMB˜ = 0 ∀i > 0
(3.58)
ou` MA˜ ∈ Rn˜×n˜, MB˜ ∈ Rn˜×m et MC˜ ∈ Rp×n˜ sont les matrices comple´-
mentaires de A˜, B˜ et C˜ telles que
A˜ = VAU +MA˜
B˜ = VB +MB˜
C˜ = CU +MC˜
(3.59)
(elles sont de´finies a` partir de A, B, C, A˜, B˜, C˜, U et V)
(Les matrices MA˜, MB˜ et MC˜ sont souvent note´es M , N et L dans
la litte´rature, mais nous avons change´ la notation pour pouvoir e´tendre le
principe d’inclusion a` la forme implicite spe´cialise´e, ou` les matrices M , N
et L sont de´ja` utilise´es et ou` de nouvelles matrices comple´mentaires, note´es
MX˜ avec X˜ de J˜ a` S˜, seront introduites).
Cette dernie`re proposition nous permet de de´finir la classe d’e´quivalence
des re´alisations S˜ incluant S :
Proposition 3.4
Soit une re´alisation S de´finie par (3.54). L’ensemble des re´alisations S˜ de
dimension supe´rieure ou e´gale a` celle de S et incluant S est de´fini par
Ω⊃S =

S˜ = (A˜, B˜, C˜)
∖ A˜ = VAU +MA˜
B˜ = VB +MB˜
C˜ = CU +MC˜
∀n˜ > n
∀ (U ,V) ∈ Rn×n˜ × Rn˜×n tel que UV = In
∀MA˜ ∈ Rn˜×n˜,MB˜ ∈ Rn˜×m,MC˜ ∈ Rn˜×p
tels que les e´quations (3.58) soient ve´rifie´es

(3.60)
De´monstration :
Cette proposition de´coule trivialement du the´ore`me 3.3
Il est enfin possible de relier la relation d’inclusion entre deux syste`mes a`
leur e´quivalence :
Proposition 3.5
Si S˜ ⊃ S, alors les deux syste`mes S et S˜ ont meˆme fonction de transfert et
sont e´quivalents.
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De´monstration :
voir [50]
La figure 3.3 montre les relations entre trois re´alisations e´quivalentes (S0),
(S1) et (S2), avec (S0) minimale, et (S1) et (S2) de dimensions supe´rieures.
Ainsi, parant d’une re´alisation S0 minimale, on peut parcourir l’ensemble
(S1)
(S0)
(S2)
inclusion
e´quivalence
⊂
⊂
⊂
≡
≡
Fig. 3.3 – Relations entre re´alisations e´quivalentes (S0 est suppose´e mini-
male)
des re´alisations e´quivalentes de dimension n˜ > n arbitraire, en parcourant
l’ensemble des matrices (U ,V) telles que UV = In et des matricesMA˜,MB˜
etMC˜ ve´rifiant (3.58).
3.3.2 Extension du Principe
Il peut eˆtre inte´ressant d’e´tendre la notion de principe d’inclusion a` notre
forme implicite spe´cialise´e afin de caracte´riser mathe´matiquement l’ensemble
des re´alisations, sous forme implicite, qui sont e´quivalentes a` une re´alisation
initiale.
Le re´sultat ci-dessous ge´ne´ralise le principe de l’inclusion au cas de la
forme implicite spe´cialise´e :
The´ore`me 3.6 (Principe d’inclusion pour la forme implicite)
Soit R := (J,K,L,M,N, P,Q,R, S) une re´alisation de dimension
l,m, n, p.
On choisit n˜ > n et l˜ > l
On choisit (U ,V) ∈ Rn×n˜ × Rn˜×n telles que UV = In.
On choisit (W, T ) ∈ Rl×l˜ × Rl˜×l telles que WT = Il.
On choisit (X ,Y) ∈ Rl×l˜ × Rl˜×l telles que XY = Il.
On choisit MJ˜−1 ∈ Rl˜×l˜, MK˜ ∈ Rn˜×l˜, ML˜ ∈ Rp×l˜, MM˜ ∈ Rl˜×n˜,
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MN˜ ∈ Rl˜×m, MP˜ ∈ Rn˜×n˜, MQ˜ ∈ Rn˜×m, MR˜ ∈ Rp×n˜ et MS˜ ∈ Rp×m
telles que les matrices de´finies par
MA˜=
(VKW +MK˜) (T J−1X +MJ˜−1) (YMU +MM˜)+MP˜ −KJ−1M
MB˜=
(VKW +MK˜) (T J−1X +MJ˜−1) (YN +MN˜)+MQ˜ −KJ−1N
MC˜=
(
LW +ML˜
) (T J−1X +MJ˜−1) (YMU +MM˜)+MR˜ − LJ−1M
MD˜=
(
LW +ML˜
) (T J−1X +MJ˜−1) (YN +MN˜)+MS˜ − LJ−1N
ve´rifient
U (MA˜)i V = 0 ∀i > 1
U (MA˜)iMB˜ = 0 ∀i > 0
MC˜
(MA˜)i V = 0 ∀i > 0
MC˜
(MA˜)iMB˜ = 0 ∀i > 0
MD˜ = 0
(3.61)
Alors, la re´alisation R˜ := (J˜ , K˜, L˜, M˜ , N˜ , P˜ , Q˜, R˜, S˜) de´finie par les re-
lations
J˜−1 = T J−1X +MJ˜−1
K˜ = VKW +MK˜ L˜ = LW +ML˜
M˜ = YMU +MM˜ N˜ = YN +MN˜
P˜ = VPU +MP˜ Q˜ = VQ+MQ˜
R˜ = RU +MR˜ S˜ = S +MS˜
(3.62)
inclut la re´alisation R : R˜ ⊃ R
De´monstration :
On ve´rifie aise´ment que les matricesMA˜,MB˜,MC˜ etMD˜ de´finies ci-dessus
satisfont
A˜ = VAU +MA˜ (3.63)
B˜ = VB +MB˜ (3.64)
C˜ = CU +MC˜ (3.65)
D˜ = S +MD˜ (3.66)
ou` A, B, C, D et A˜, B˜, C˜, D˜ sont les matrices associe´es respectivement aux
re´alisations R et R˜, selon les e´quations (3.8) a` (3.9).
Dans ces conditions, on peut appliquer la proposition 3.4.
De plus, la re´ciproque est vraie : si une re´alisation R˜ ve´rifie R˜ ⊃ R, alors
il existe (U ,V), (W, T ), (X ,Y) tels que UV = In, WT = Il, XY = Il et il
existeMJ˜−1 ,MK˜ ,ML˜,MM˜ ,MN˜ ,MP˜ ,MQ˜,MR˜,MS˜ telles que les relations
(3.61) sont ve´rifie´es.
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3.3.3 Sous-classes d’e´quivalence
La caracte´risation de l’ensemble des re´alisations implicites spe´cialise´es
e´quivalentes a` une re´alisation R donne´e ne permet pas en pratique une
recherche syste´matique de la meilleure re´alisation. L’ensemble est trop vaste
et les expressions deMA˜,MB˜,MC˜ etMD˜ en fonction de U , V, W, T , X ,
Y et J , K, L, M , N , P , Q, R et S trop complexes (cf. conditions (3.61)) .
On se restreindra donc, en pratique, a` parcourir des sous-ensembles.
3.3.3.1 Cas particuliers
Par exemple, les conditions (3.61) peuvent eˆtre remplace´es par des condi-
tions plus contraignantes :
MA˜ = 0, MB˜ = 0, MC˜ = 0 MD˜ = 0 (3.67)
Un exemple est le passage d’une re´alisation en q a` une re´alisation en δ.
On conside`re donc la re´alisation R suivante
R :=

Il 0 0
0 Aq Bq
0 Cq Dq
 (3.68)
On choisit alors U = V = In et W, T , X , Y tel que WT = In et X = W,
Y = T
On choisit alors les matrices comple´mentaires suivantes
MJ˜−1 = 0 MK˜ = ∆In
ML˜ = 0 MM˜ = Aq−In∆
MN˜ = Bq∆ MP˜ = In −Aq
MQ˜ = −Bq MR˜ = 0
MS˜ = 0
(3.69)
On a alors
MA˜ = MK˜T XMM˜ +MP˜
= 0 (3.70)
MB˜ = MK˜T XMN˜ +MQ˜
= 0 (3.71)
MC˜ = ML˜T XMM˜ +MR˜
= 0 (3.72)
MC˜ = ML˜T XMN˜ +MS˜
= 0 (3.73)
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(ce choix de matrices comple´mentaires convient bien)
Alors la re´alisation R˜ = (E˜, J˜ , K˜, L˜, M˜ , N˜ , P˜ , Q˜, R˜, S˜) de´finie par
J˜ =
(T J−1X +MJ˜−1)−1 K˜ = VKW +MK˜
= In = ∆In
L˜ = LW +ML˜ M˜ = YMU +MM˜
= 0 = Aq−In∆
N˜ = YN +MN˜ P˜ = VPU +MP˜
= Bq∆ = In
Q˜ = VQ+MQ˜ R˜ = RU +MR˜
= Bq −Bq = 0 = Cq
S˜ = S +MS˜
= Dq
inclut la re´alisation R. R˜ s’e´crit aussi
Z˜ =
 In Aq−In∆ Bq∆−∆In In 0
0 Cq Dq
 (3.74)
et n’est autre que la re´alisation R re´e´crite avec une structuration en δ (cf.
section 2.1.6).
Ici, U = V = In impose qu’il n’y ait pas de transformation entre A et A˜ et
MA˜ = 0 ame`ne A = A˜. La seule diffe´rence entre R et R˜ est que, dans le
cas de R˜, la valeur de A˜ = Aq est distribue´e entre les termes K˜J˜−1M˜ et P˜
(K˜J˜−1M˜ = Aq − In et P˜ = In), alors que, dans le cas de R, KJ−1M = 0
et P = Aq.
3.3.3.2 Changement de base
Pour simplifier encore, on peut aussi se suffire des changements de base
(du vecteur de variables interme´diaires et du vecteur d’e´tats) qu’offre le
choix des matrices U , V, W, W, T , X , Y. On impose alors aux matrices
comple´mentaires MJ˜−1 , MK˜ , ML˜, MM˜ , MN˜ , MP˜ , MQ˜, MR˜ et MS˜ d’eˆtre
nulles, ce qui implique que les conditions (3.61) sont satisfaites.
Le sous-ensemble de re´alisations e´quivalentes se construit autour des ma-
trices U , V, W, T , X , Y : il s’agit de l’ensemble des re´alisations R˜ =
(J˜ , K˜, L˜, M˜ , N˜ , P˜ , Q˜, R˜, S˜) telles que
J˜−1 = T J−1X
K˜ = VKW L˜ = LW
M˜ = YMU N˜ = YN
P˜ = VPU Q˜ = VQ
R˜ = RU S˜ = S
(3.75)
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3.3.3.3 Re´alisations de meˆmes dimensions
Une dernie`re simplification possible est, en plus des matrices comple´-
mentaires nulles, de ne caracte´riser que les re´alisations de meˆmes dimensions
n = n˜ et l = l˜, ce qui implique que les matrices U , V, W, T , X , Y doivent
eˆtre carre´es et inversibles avec
V = U−1 T =W−1 Y = X−1 (3.76)
D’ou` la proposition suivante
Proposition 3.7
On conside`re une re´alisation R = (J,K,L,M,N, P,Q,R, S), de fonction de
transfert H, de taille l, m, n et p (l la dimension des variables interme´-
diaires, m est le nombre d’entre´es, n la dimension de l’e´tat et p le nombre
de sorties).
On conside`re aussi une autre re´alisation R˜ = (J˜ , K˜, L˜, M˜ , N˜ , P˜ , Q˜, R˜, S˜) de
meˆmes dimensions l, m, n et p et telle que
J˜ = YJW
K˜ = U−1KW L˜ = LW
M˜ = YMU N˜ = YN
P˜ = U−1PU Q˜ = U−1Q
R˜ = RU S˜ = S
(3.77)
avec U ∈ Rn×n, Y ∈ Rl×l et W ∈ Rl×l des matrices non-singulie`res.
En utilisant les matrices Z et Z˜ associe´es (de´finies par l’e´quation (3.16)),
les e´quations (3.77) peuvent se re´e´crire par les deux similarite´s suivantes :
Z˜ =
Y U−1
Ip
Z
W U
Im
 (3.78)
Avec cette construction, les re´alisations R˜ et R sont e´quivalentes.
On remarquera que les similarite´s sur les matrices J , K, L, M , N , P , Q,
R et S, ou sur la matrice Z permettent d’effectuer un changement de base
sur les variables interme´diaires (matrices Y et W) et des matrices d’e´tat
(matrice U) de R pour construire R˜.
Cela est a` rapprocher de l’ensemble des re´alisations e´quivalentes : si l’on
se donne une re´alisation initiale sous forme d’e´tat (A0,B0,C0,D0), on sait
ge´ne´rer l’ensemble des re´alisations e´quivalentes de meˆme dimension n par
un changement de base :
ΨH =
{(T −1A0T , T −1B0, T C0, D0) \∀T ∈ Rn×n inversible} (3.79)
Les similarite´s de l’e´quation (3.77) ou (3.78) nous permettent donc de cons-
truire des sous-ensembles de RH , par similarite´ sur une re´alisation initiale.
te
l-0
00
86
92
6,
 v
er
sio
n 
1 
- 2
0 
Ju
l 2
00
6
3.3. CLASSES D’E´QUIVALENCE 105
3.3.4 Exemples
De plus, il est possible d’exhiber des sous–ensembles de re´alisations struc-
ture´es e´quivalentes a` une similarite´ pre`s. Par exemple, si on conside`re la
q-structuration et les re´alisations R et R˜ de la proposition 3.7 :
R et R˜ ∈ Sq (cf. e´quation (3.18)) implique J˜ = J = Il, K˜ = K = 0,
L˜ = L = 0, M˜ = M = 0 et N˜ = N = 0, ce qui impose YW = Il (on no-
tera aussi que les similarite´s avec Y et W ne servent a` rien car les matrices
concerne´es (L, M et N) sont nulles. On peut donc choisir arbitrairement
Y =W = Il, quoique toute autre valeur soit possible, Y et W n’intervenant
plus).
Ainsi, si l’on conside`re une re´alisation initiale q-structure´eR0 := (Z0,l,m,n,p),
on peut exhiber un sous-ensemble Ω de RSqH par
ΩSqH =
R := (Z, l,m, n, p)
∖
Z =
Il U−1
Ip
Z0
Il U
Im

∀U ∈ Rn×n inversible

ce qui permet de retrouver la de´finition classique de ΨH (e´quation (3.79)),
en utilisant le formalisme de la forme implicite spe´cialise´e.
Remarque : on n’a cherche´ ici que les re´alisations q-structure´es de meˆme
dimension que la re´alisation R0, que l’on peut supposer minimale.
On peut, bien entendu, faire de meˆme pour l’ensemble des re´alisations
structure´es en δ :
R et R˜ ∈ Sδ (cf. e´quation (3.21)) implique J˜ = J = In, K˜ = K = −∆In,
L˜ = L = 0, P˜ = P = In et Q˜ = Q = 0, ce qui impose U−1W = In et
YW = In (le meˆme changement de base ope`re sur les variables d’e´tat et les
variables interme´diaires).
Ainsi, si l’on conside`re une re´alisation initiale R0 := (Z0, l,m, n, p) structu-
re´e en δ, on peut exhiber un sous-ensemble de RSδH par
ΩSδH =
R := (Z, n,m, n, p)
∖
Z =
U−1 U−1
Ip
Z0
U U
Im

∀U ∈ Rn×n inversible

(3.80)
On retiendra que la structuration fixe certaines matrices a` des valeurs pre´-
de´finies, ce qui contraint d’autant le changement de base ge´ne´ral (3.77), et
re´duit le nombre de variables de de´cision et donc la complexite´ du proble`me
d’optimisation permettant la recherche d’une bonne re´alisation (cf. chapitre
5).
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3.4 Quantification d’une re´alisation
Nous avons vu (au chapitre 2) qu’il existait de nombreuses manie`res de
repre´senter, en pre´cision finie sur N bits5, les coefficients d’une re´alisation.
Du choix de cette repre´sentation de´pend le couˆt de calcul mais aussi l’impact
de cette quantification.
3.4.1 Repre´sentations regroupe´es
Nous ne nous inte´ressons qu’aux repre´sentations en virgule fixe et virgule
flottante.
Nous conside´rons aussi la possibilite´ de spe´cifier pour chaque coefficient
d’une repre´sentation un format particulier :
– position de la virgule (valeur de βf cf. 2.2.3) pour la virgule fixe ;
– valeur de l’exposant e pour la virgule flottante (cf. 2.2.4).
Nous conside´rons les possibilite´s de spe´cification suivantes :
– donner a` chaque coefficient le format qui lui convient le mieux (qui
minimise donc la quantification) ;
– fixer un format particulier pour un ensemble de valeurs : il est e´voque´
dans [53] la possibilite´ d’avoir le meˆme format pour les coefficients
d’une meˆme matrice intervenant dans la re´alisation conside´re´e (un
format pour les coefficients de J , un autre pour ceux de K, etc.).
Regrouper des coefficients avec un meˆme format permet de simplifier
les calculs effectue´s car cela supprime les ope´rations ne´cessaires pour
passer d’un format a` un autre (un de´calage, effectue´ en logiciel pour
la virgule fixe ou en mate´riel pour la virgule flottante) au sein d’un
meˆme groupe de coefficients. Dans le cas de la virgule fixe, il est aussi
possible d’envisager un format identique pour tous les coefficients6.
Nous introduisons donc la notion de bloc qui regroupe des coefficients de
meˆme format. Diffe´rents de´coupages sont possibles :
– un bloc par coefficient si chaque coefficient est repre´sente´ au mieux ;
– un seul bloc si tous les coefficients partagent le meˆme format ;
– neufs blocs associe´es aux neufs matrices J , K, L, M , N , P , Q, R, S ;
– ou bien encore des blocs quelconques.
Nous avons tout d’abord besoin de distinguer les coefficients de Z qui
seront quantifie´s de ceux, triviaux, qui ne seront pas re´ellement imple´mente´s,
5Ce qui suit est facilement ge´ne´ralisable si on ne conside`re pas le meˆme nombre de bits
pour repre´senter chaque coefficient (pour coder, par exemple, un coefficient particulier qui
requerrait une plus grande pre´cision et un plus grand nombre de bits). Nous ne l’avons
pas inte´gre´ ici pour ne pas surcharger l’e´criture.
6On pourra noter que donner en virgule flottante le meˆme format a` tous les coefficients
reviendrait a` fixer le meˆme exposant a` toutes les valeurs : celui-ci ne serait plus utile et
ce qui reviendrait a` utiliser une repre´sentation en virgule fixe. Pour cette raison, le cas
”monobloc” ne sera pas conside´re´ dans le cas de la virgule flottante.
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tels que les coefficients 0, ±1 (mais aussi les puissances de 2). Pour tenir
compte de cette diffe´rence, nous introduisons les matrices de ponde´ration
WJ , WK , WL, WM , WN , WP , WQ, WR, WS , associe´es aux matrices J , K,
L, M , N , P , Q, R, S d’une re´alisation soit donc une matrice WZ associe´e a`
Z.
De´finition 3.8 (matrice de ponde´ration)
Soit X ∈ Ra×b. On associe a` X une matrice WX de´finie par
(WX)i,j ,
{
0 si Xi,j est imple´mente´ exactement
1 sinon
(3.81)
On conside`re, en premie`re approche, que les valeurs 0, 1, −1 et les puissances
de 2 seront imple´mente´s exactement, c.-a`-d. que la quantification n’aura pas
d’effets sur eux.
Ces matrices de ponde´rations seront e´galement tre`s utiles au chapitre 4.
Le parame`tre βf ou e caracte´risant le format d’un coefficient de Z de´pend
de la plus grande valeur absolue du bloc auquel il appartient ; ceci nous
conduit a` introduire7 la matrice ηZ , de meˆme dimension que Z, telle que
(ηZ)i,j ,

la plus grande valeur absolue du bloc
auquel appartient Zi,j
si (WZ)i,j = 1
0 sinon
Conside´rons les diffe´rentes configurations possibles :
– si le de´coupage par bloc correspond au de´coupage selon les matrices
J , K, L, M , N , P , Q, R, S, alors
ηZ =
 ‖J‖max El,l ‖M‖max El,n ‖N‖max El,m‖K‖max En,l ‖P‖max En,n ‖Q‖max En,m
‖L‖max Ep,l ‖R‖max Ep,n ‖S‖max Ep,m
 (3.82)
ou` Ea,b est la matrice de Ra×b dont tous les e´le´ments valent 1 et ‖.‖max
est de´finie par
‖X‖max , maxi,j |Xi,j | (3.83)
– si on choisit le meˆme format pour tous les coefficients :
(ηZ)i,j = ‖Z‖max (3.84)
– si chaque coefficient posse`de son propre format :
(ηZ)i,j = |Zi,j | (3.85)
7Il s’agit d’une ge´ne´ralisation des matrices ηF , ηG, ηJ , ηM et ηH conside´re´es dans [120].
te
l-0
00
86
92
6,
 v
er
sio
n 
1 
- 2
0 
Ju
l 2
00
6
108 CHAPITRE 3. LA FORME IMPLICITE
On se propose donc de regrouper les cinq repre´sentations suivantes :
– virgule fixe, avec un format adapte´ a` chaque coefficient ;
– virgule fixe par bloc ;
– virgule fixe avec un format unique ;
– virgule flottante par bloc ;
– virgule flottante, avec un format adapte´ pour chaque coefficient.
sous le meˆme formalisme8.
Dans les propositions suivantes, le choix de la repre´sentation, nous utiliserons
donc ηZ pour indiquer les blocs et l’index α pour de´signer le format, selon :
α ,
{
1 pour une repre´sentation virgule fixe
2 pour une repre´sentation virgule flottante
(3.86)
Pour chacune de ces repre´sentations, une plage de bits exprime la dy-
namique possible de la repre´sentation, et une autre la pre´cision dans cette
plage.
En suivant les notations de [116], on notera βr le nombre de bits alloue´s pour
la dynamique (βr = βg pour la repre´sentation en virgule fixe ou βr = βe pour
la repre´sentation en virgule flottante) et βp le nombre de bits repre´sentant
la pre´cision de la repre´sentation (βp = βf ou βp = βm).
3.4.2 Expression du format
Dans le cas de la virgule fixe, on a vu (cf. e´quation (2.56)) que le para-
me`tre βf de´finissant ce format pour le coefficient x est tel que
βf 6 N − 1− dlog2 |x|e (3.87)
D’apre`s la de´finition de ηZ , le parame`tre (βf )i,j de´finissant le format en
virgule fixe pour le coefficient Zi,j est donne´ par
(βf )i,j =
{
N − 1− dlog2(ηZ)i,je si (WZ)i,j = 1
0 sinon
(3.88)
car on prend (βf )i,j le plus grand possible pour repre´senter tous les e´le´ments
du bloc auquel appartient Zi,j , (donc le plus grand e´le´ment, en valeur ab-
solue, de ce bloc). Par ailleurs, (βf )i,j n’est pas a` de´finir lorsque Zi,j est
imple´mente´ exactement.
De la meˆme manie`re, en virgule flottante par bloc, tous les coefficients
s’e´crivent sous la forme
(−1)s ·m · 2e (3.89)
8Dans [53, 116, 121, 120], seuls les formats virgule fixe (avec un meˆme format pour
tous les coefficients), virgule flottante (format adapte´) et virgule flottante par bloc sont
propose´s.
te
l-0
00
86
92
6,
 v
er
sio
n 
1 
- 2
0 
Ju
l 2
00
6
3.4. QUANTIFICATION D’UNE RE´ALISATION 109
ou` m ∈ [0; 2[ 9 et e est fixe´ pour chaque bloc.
En notant ei,j le parame`tre de´finissant le format virgule flottante pour le
coefficient Zi,j , on a
ei,j =
{
dlog2(ηZ)i,je si (WZ)i,j = 1
0 sinon
(3.90)
3.4.3 Quantification
En connaissant le format de repre´sentation pour chaque e´le´ment de Z, il
nous est possible de connaˆıtre la matrice Z∗, repre´sentant Z apre`s quantifi-
cation (par arrondi, puisqu’il s’agit d’une quantification de repre´sentation).
La quantification d’une re´alisation, en fonction du format de repre´sentation,
est donne´ par la proposition ci-dessous :
Proposition 3.8
On conside`re une re´alisation R := (Z, l,m, n, p). Le quantifie´ sur N bits Z∗
de Z est donne´, en fonction du choix des blocs exprime´ par ηZ et du format
α, par
Z∗i,j =

Zi,j si (WZ)i,j = 0
2−φi,j
⌊
2φi,jZi,j
⌉
si α = 1 et (WZ)i,j = 1
2βe−φi,j
⌊
2φi,j−βeZi,j
⌉
si α = 2 et (WZ)i,j = 1
(3.91)
avec
φi,j = N − 1−
⌈
log2 (ηZ)i,j
⌉
(3.92)
De´monstration :
Dans le cas de la virgule fixe, la de´monstration de´coule du choix de βf donne´
a` l’e´quation (3.88) et l’expression de la quantification par arrondi (e´quation
(2.52)).
Pour la virgule flottante, la quantification de Zij s’e´crit 2e−βm
⌊
2βm−eZij
⌉
ou` e est donne´ par l’e´quation (3.90) et βm ve´rifie l’e´galite´ 1 + βm+ βe = N .
3.4.4 Erreur de quantification
Nous avons rappele´, au paragraphe 2.2.4.2, que le processus de quan-
tification modifie un re´el x en virgule fixe en x + δ avec |δ| 6 2−(βf+1)
9On remarquera que, pour l’e´criture en virgule flottante par bloc, on ne peut imposer
la normalisation m ∈ [1; 2[. Ainsi, ge´ne´raliser l’e´criture de la virgule flottante classique en
utilisant la notion de bloc entraˆıne l’impossibilite´ de cette normalisation. Ce choix assume´
implique que l’on ne conside`re que des e´critures non normalise´es (c.-a`-d. m ∈ [0; 2[ au lieu
de m ∈ [1; 2[) ; l’e´criture normalise´e permettant de sauvegarder un bit de repre´sentation.
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(quantification par arrondi) et un re´el y en virgule flottante en y(1+ δ) avec
|δ| 6 2−(βm+1).
On peut le ve´rifier graˆce au re´sultat de la proposition 3.8 qui indique
i,j =
∣∣Z∗i,j − Zi,j∣∣ 6

0 si (WZ)i,j = 0
2−(βf+1) si α = 1 et (WZ)i,j = 1
2.2ei,j .2−(βm+1) si α = 2 et (WZ)i,j = 1
(3.93)
Si on note ∆i,j l’e´cart sur la pre´cision engendre´e par la quantification (donc
relatif aux βp bits), il vient
|∆i,j | 6 2−(βpi,j+1) (3.94)
βp est identique pour tous les coefficients dans le cas de la virgule fixe et
de´pend de la plus grande valeur absolue du bloc auquel appartient Zi,j dans
le cas de la virgule fixe (cf. e´quation (3.88)).
La proposition suivante permet d’exprimer l’erreur de quantification sur Z :
Proposition 3.9
Lors de la quantification, Z est modifie´ en Z+rZ×∆ ou` rZ est donne´ par10
rZ ,
{
WZ si α = 1
2ηZ ×WZ si α = 2
(3.95)
∆ l’e´cart sur la pre´cision engendre´e (et ve´rifie l’e´quation (3.94)) et × le
produit de Schur (produit direct terme a` terme).
Cette e´criture nous permettra, au chapitre suivant, de comparer diffe´-
rents indicateurs avant et apre`s la quantification (en Z et Z + rZ × ∆) et
d’introduire des crite`res de sensibilite´ pertinents en virgule fixe et aussi en
virgule flottante. De plus, en majorant ‖∆‖max par
‖∆‖max 6 2−(βp+1) (3.96)
il sera possible d’estimer un nombre de bits de pre´cision βp minimum pour
assurer que la valeur de certains crite`res soit infe´rieure a` un seul donne´.
3.4.5 Nombre de bits minimum
Pour assurer que tous les coefficients puissent eˆtre correctement repre´-
sente´s dans un format donne´, c’est a` dire qu’ils soient code´s sans overflow
10On notera que, dans le cas de la virgule flottante classique, ou` chaque coefficient
posse`de son propre exposant, on a rZ = Z×WZ , alors que l’e´quation (3.95) donne Z = 2Z×
WZ . Ce facteur 2 provient du choix de l’e´criture non normalise´e choisie, cf. commentaire
9.
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(de´passement de la valeur maximale) ni underflow (valeur non repre´sen-
table car infe´rieure a` la valeur minimum, la valeur est alors code´e par 0), un
nombre de bits minimum est ne´cessaire.
La proposition suivante permet d’e´valuer ce nombre :
Proposition 3.10
On conside`re une re´alisation R := (Z, l,m, n, p) avec un codage sur N bits,
caracte´rise´e par le choix de α et ηZ .
Pour e´viter les overflow et underflow, N doit ve´rifier
N >
{
βmin si α = 1
βmin + βe + 1 si α = 2
(3.97)
avec
βmin = max
i,j tq
(WZ)i,j=1
Zi,j 6=0
⌈
log2 (ηZ)i,j
⌉
− ⌈ log2 |Zi,j |⌉+ 1
βe =
⌈
log2
(⌊
log2 ‖ηZ ×WZ‖max
⌋− ⌊ log2 ‖ηZ ×WZ‖min⌋+ 1)⌉
et ou` ‖.‖min est de´fini par
‖X‖min , mini,j {|Xi,j | tq Xi,j 6= 0} (3.98)
De´monstration :
– Dans le cas de la virgule fixe, l’absence d’overflow est assure´e par le
choix de la position de la virgule. Dans le meˆme temps, pour e´viter un
underflow, chaque coefficient Zi,j non nul et imple´mente´ doit ve´rifier
|Zi,j | > 2−(βf+1)
car 2−(βf+1) est la plus petite valeur repre´sentable. D’ou`
N >
⌈
log2 (ηZ)i,j
⌉
− ⌈ log2 |Zi,j |⌉
– En virgule flottante, le nombre de bits βe alloue´s a` l’expression de
l’exposant est, soit fixe´ par la norme (IEEE754), soit tel que tous les
ei,j puissent s’e´crire sur βe bits. Il est tel que11(
max
i,j
ei,j
)
−
(
min
i,j
ei,j
)
6 2βe − 1
11On notera qu’en toute rigueur on devrait e´crire
„
max
i,j
ei,j
«
−
„
min
i,j
ei,j
«
6 2βe − 2
car les valeurs significatives, NaN et ±∞ sont aussi code´es sur l’exposant, et re´duisent la
plage de valeurs possibles pour repre´senter e.
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D’ou`
βe >
⌈
log2
(⌊
log2 ‖ηZ ×WZ‖max
⌋− ⌊ log2 ‖ηZ ×WZ‖min⌋+ 1)⌉
(cette expression est valide car on suppose qu’il existe au moins un
coefficient quantifie´ non nul). On choisira donc la valeur de βe donne´e
par l’e´quation (3.98) pour que toutes les valeurs puissent eˆtre repre´-
sente´es sans overflow.
De plus, pour e´viter les underflow, la plus petite valeur de Z doit pou-
voir eˆtre repre´sente´e. La mantisse d’un flottant est code´e sur βm bits,
et est comprise entre [0; 2− 2−βm+2] avec un pas de quantification de
2−βm+2. La plus petite valeur exprimable est donc 2−βm+2−ei,j . Zi,j
doit donc ve´rifier
|Zi,j | > 2−βm+2
d’ou`
βm >
⌈
log2 (ηZ)i,j
⌉
− ⌈ log2 |Zi,j |⌉+ 2 = βmin + 1
De ces deux bornes sur le nombre de bits ne´cessaires pour exprimer la
mantisse (βm) et l’exposant (βe), on obtient le nombre de bits ne´ces-
saires.
Remarque 1 : on notera que ce nombre de bits minimum n’est valable que
si l’on respecte le format choisi pour chaque coefficient au paragraphe 3.4.2.
En effet, on peut trouver une position de la virgule (virgule fixe) ou un
nombre de bits d’exposant (virgule flottante) tel qu’une repre´sentation avec
le nombre de bits minimum e´nonce´ dans cette proposition ame`ne un overflow
ou un underflow. Il s’agit ici de repre´senter les nombres au plus juste.
Remarque 2 : La proposition montre que la virgule fixe ne´cessite moins de
bits que la virgule flottante pour repre´senter des coefficients : cela est du au
fait que l’exposant de la virgule fixe est implicite et non stocke´.
Remarque 3 : si l’on conside`re un format diffe´rent pour chaque coefficient,
un bit, en virgule fixe, suffit (chaque coefficient est alors repre´sente´ par la
puissance de 2 la plus proche, l’exposant e´tant implicite), tandis que cinq
sont ne´cessaires en virgule flottante.
Remarque 4 : ce nombre de bits minimum ne pre´sage pas de la complexite´
de repre´senter Z, mais uniquement de la complexite´ de repre´senter, selon un
format de´fini, une approximation de Z en pre´servant les ordres de grandeur.
On se re´fe´rera a` [60, 16] et [107] pour une e´valuation de la complexite´ de
repre´sentation, au travers de la notion de complexite´ de Kolmogorov-Chaitin.
Cette proposition nous indique aussi, pour la virgule fixe, le nombre de
bits de dynamique minimum : on peut rapprocher ce re´sultat de celui donne´
dans [116], par exemple.
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3.4.6 Exemple
On conside`re l’exemple (fictif) suivant :
Z =
 0.12788 −0.45227 1.213410.36411 0.87909 0.12399
2.68100 6.18965 12.89766
 (3.99)
ainsi que les cinq formats :
– Z∗1 : virgule fixe, avec un format adapte´ a` chaque coefficient ;
– Z∗2 : virgule fixe par bloc, de´coupage selon les matrices J , K, ... , S ;
– Z∗3 : virgule fixe avec un format unique ;
– Z∗4 : virgule flottante, avec un format adapte´ pour chaque coefficient ;
– Z∗5 : virgule flottante par bloc, de´coupage selon les matrices J , K, ...,
S.
Le nombre de bits minimum pour repre´senter Z sans overflow ni underflow
est donne´ par le tableau suivant :
Si on conside`re une repre´sentation avec 9 bits, on a, d’apre`s la proposition
format nb de bits minimum
Z∗1 1
Z∗2 5
Z∗3 8
Z∗4 5
Z∗5 9
Tab. 3.1 – Nombre de bits minimum pour repre´senter Z selon les formats
3.8 et l’expression du format du paragraphe 3.4.2 :
Z∗1 =
 0.12793 −0.45312 1.210940.36328 0.87891 0.12402
2.68750 6.18750 12.87500
 (3.100)
Z∗2 =
 0.12891 −0.45312 1.210940.36328 0.87891 0.12500
2.68750 6.18750 12.87500
 (3.101)
Z∗3 =
 0.12500 −0.43750 1.187500.37500 0.87500 0.12500
2.68750 6.18750 12.87500
 (3.102)
Z∗4 =
 0.12500 −0.43750 1.250000.37500 0.87500 0.12500
2.75000 6.00000 13.00000
 (3.103)
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Z∗5 =
 0.12500 −0.43750 1.187500.37500 0.87500 0.12500
2.75000 6.25000 13.00000
 (3.104)
En ne conside´rant que la repre´sentation virgule fixe, sur 5 bits, avec un
format commun aux matrices qui composent Z, le quantifie´ s’e´crit
Z∗6 =
 2 · 2−4 −7 · 2−4 10 · 2−36 · 2−4 14 · 2−4 1 · 2−3
5 · 2−1 12 · 2−1 13 · 20
 (3.105)
ou encore, en binaire (avec le bit de signe en gras)
Z∗6 =
 0M0010 1M1001 01M0100M0110 0M1110 00M001
0010M1 0110M0 01101M
 (3.106)
ou encore
Remarque 1 : la valeur des exposants (implicite) de la dernie`re formu-
lation de Z∗6 nous permet d’e´crire les majorations
∣∣∣(Z − Z∗6 )i,j∣∣∣ 6 ∆i,j avec
∆ =
 2−5 2−5 2−42−5 2−5 2−4
2−2 2−2 2−1
 (3.107)
Remarque 2 : On note bien qu’un bit de moins entraˆınerait un underflow
pour le parame`tre 1·2−3, car la valeur absolue de l’autre coefficient du meˆme
bloc s’e´crit de´ja` sur 4 bits (10 · 2−3).
3.5 Conclusion
Nous avons introduit dans ce chapitre, un formalisme nouveau de repre´-
sentation des re´alisations possibles pour une loi donne´e : la forme implicite
spe´cialise´e propose´e permet de de´crire, de manie`re unifie´e, les parame´trisa-
tions envisage´es jusqu’a` pre´sent dans la litte´rature. Il s’agit la`, nous semble-
t-il, d’une contribution importante de la the`se qui est illustre´e autour de
nombreuses structurations donne´es en exemple, comme les re´alisations en q
ou δ, mixtes q et δ, et d’autres possibilite´s encore.
Le principe d’inclusion, e´tendu ici aux cas des re´alisations implicites spe´ciali-
se´es propose´es, permet de de´crire les classes d’e´quivalence qui seront utilise´es
au chapitre 5, afin de rechercher au sein de ces classes des re´alisations opti-
males au sens de crite`res a` de´finir. Enfin, l’ope´ration de quantification des
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coefficients d’une re´alisation (regroupe´s dans les matrices J , K, L, M , N ,
P , Q, R, S ou la matrice unique Z) est formalise´e de manie`re unifie´e.
Il nous sera donc possible, au chapitre 4, de mettre en place diffe´rents cri-
te`res d’e´valuation de la de´gradation induite par la quantification sans avoir
a` distinguer de cas particuliers.
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Chapitre
4 Crite`res d’analyse de re´ali-
sations en pre´cision finie
Re´sume´ :
Nous allons, dans ce chapitre, associer a` la forme implicite spe´ciali-se´e pre´sente´e au chapitre 3 diffe´rents outils d’analyse permettant
d’e´valuer les couˆts logiciels ou le degre´ de re´silience d’une re´alisation
particulie`re donne´e. Ces mesures de´veloppe´es et adapte´es pour la forme
implicite permettront d’e´valuer et de comparer l’impact de l’ope´ration
de l’imple´mentation sur diffe´rentes re´alisations e´quivalentes (en pre´cision
finie).
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4.1. COUˆTS LOGICIELS 119
Nous avons vu, dans les paragraphes pre´ce´dents, que l’imple´mentation
en pre´cision finie amenait une de´gradation de la loi, et qu’une des sources
de de´gradation e´tait la modification des parame`tres due a` la quantification.
Nous avons vu e´galement qu’il existait de nombreuses formes de re´alisations
mathe´matiquement e´quivalentes.
Les mesures propose´es dans ce chapitre ont pour but d’e´tudier l’impact de
cette de´gradation sur une re´alisation, quelle que soit sa structure. Il pourra
s’agir d’e´valuer la modification des caracte´ristiques intrinse`ques d’une loi
(comportement entre´es/sorties, comportement global, etc.) ou bien , simple-
ment, d’e´valuer le couˆt logiciel (nombres d’ope´rations, ...) d’une re´alisation.
Ces mesures permettent de comparer plusieurs re´alisations entre elles, et tout
particulie`rement comparer des re´alisations mathe´matiquement e´quivalentes,
qui ne le sont plus apre`s quantification. Elles aident donc a` la recherche de
re´alisations minimisant cette de´gradation : la synthe`se de re´alisations, avec
un crite`re lie´ a` la quantification, sera aborde´e au chapitre 5.
4.1 Couˆts logiciels
Les couˆts logiciels lie´s a` une re´alisation sont difficiles a` e´valuer sans
autres informations que celles donne´es par les parame`tres lie´s a` la forme
implicite (e´quation (3.4)). Ces couˆts de´pendent principalement du mate´riel
(Hardware) utilise´ pour les calculs et de la manie`re dont le code est e´crit
(Software).
Le calculateur peut disposer d’unite´s de calcul spe´cialise´es (unite´ MAC
pour acce´lerer le calcul de produits scalaires, avec possibilite´ de ge´rer au
mieux les calculs en virgule fixe ; multiplication re´alise´e en hardware ou non
(ce qui implique une multiplication logicielle) ; etc...) et chaque ope´ration de-
mande plus ou moins de temps. De plus, le logiciel peut mettre en œuvre, de
manie`re plus ou moins efficace, les calculs ne´cessaires : de nombreux degre´s
d’optimisation sont possibles (au de´triment, e´ventuellement, de la portabi-
lite´ et de la lisibilite´ du code), les calculs peuvent eˆtre e´crits sous forme
matricielle ou bien de´veloppe´s sous forme scalaire, le mate´riel plus ou moins
bien exploite´ (ne´cessite´ d’e´crire des portions de code en assembleur, ou a` de´-
faut de maˆıtriser le code assembleur produit par le compilateur pour utiliser
les particularite´s du mate´riel).
Le logiciel peut aussi de´pendre du processus de ge´ne´ration de code : codage
automatique (depuis des planches Matlab/Simulink, planches Scade, Ascet,
...), semi-automatique ou entie`rement manuel. La qualite´ du codage n’est
alors pas la meˆme : le code qui est produit automatiquement (en temps
tre`s court) peut pre´senter un degre´ d’optimisation beaucoup plus faible
qu’un codage manuel. En contrepartie, le code produit automatiquement
est conforme aux spe´cifications initiales, et peut meˆme, selon les cas, eˆtre
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certifie´ a` moindre couˆt.
Face a` cette difficulte´, deux indicateurs nous permettent, a` de´faut d’e´va-
luer re´ellement le couˆt logiciel, de rendre compte de la complexite´ d’une
re´alisation :
– la quantite´ de me´moire utilise´e ;
– le nombre d’ope´rations (le nombre d’additions et de multiplications,
ou encore le nombre de ”multiplication/accumulation”, puisque toutes
les ope´rations peuvent s’e´crire comme des produits scalaires).
Ceux-ci e´voluent bien entendu avec l’ordre de la loi, mais aussi avec la struc-
ture choisie pour la re´alisation.
4.1.1 Couˆt me´moire
La taille me´moire utilise´e de´pend de la taille du vecteur d’e´tat de la re´a-
lisation implicite et du nombre d’octets requis pour repre´senter un e´le´ment
de l’e´tat. De plus, a` chaque ite´ration de calcul, les variables interme´diaires
sont utilise´es : meˆme si leurs valeurs ne sont plus reprises d’une ite´ration
sur l’autre, ces variables participent a` la quantite´ de me´moire requise pour
le calcul1.
En supposant que chaque e´le´ment du vecteur d’e´tat et du vecteur des va-
riables interme´diaires prend la meˆme place en me´moire (meˆme nombre d’oc-
tets), le couˆt de me´moire est e´value´ par
n+ l (4.1)
Ce crite`re sera donc mis en avant si l’on s’inte´resse a` la taille me´moire requise
par la re´alisation nume´rique. Conside´rons e´galement un autre crite`re souvent
plus critique, dans les applications automobiles : celui du couˆt de calcul, que
l’on peut rapprocher du temps de calcul.
4.1.2 Couˆt de calcul
Afin e´valuer le couˆt de calcul d’une re´alisation (en nombre d’additions
et de multiplications), introduisons la proposition suivante :
Proposition 4.1
Soit Y ∈ Ra×b une constante, et V ∈ Rb×1 une variable.
Le calcul Y V requiert a(b − 1) − n0Y additions et ab − n1Y multiplications,
ou` n0Y est le nombre d’e´le´ments nuls de Y et n
1
Y est le nombre d’e´le´ments
triviaux (0,1,-1) de Y (ces e´le´ments n’entraˆınent pas de multiplications)
1Dans le cas ou` ce nombre de variables interme´diaires est faible, les valeurs inter-
me´diaires du calcul qui repre´sentent ces variables seront uniquement stocke´es dans les
registres ge´ne´raux du processeur, et non re´ellement en me´moire.
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De´monstration :
Pour le calcul de Y V , il y ab multiplications, mais celles par une constante
nulle ou ±1 n’entrainent pas re´ellement de multiplication.
Il y a, de plus, a(b − 1) additions pour Y V , mais on ne compte pas les
additions ou` une ope´rande est nulle2.
Remarque : On pourrait encore affiner cette e´valuation en conside´rant les
e´le´ments de Y qui sont des puissances de 2 : lorsque les nombres sont re-
pre´sente´s avec un format binaire classique (codage binaire, comple´ment a` 2,
virgule fixe, ...), la multiplication par une puissance de 2 n’a pas le meˆme
couˆt qu’une multiplication quelconque puisqu’elle consiste en un de´calage
de bits (qui s’effectue ge´ne´ralement en un cycle de calcul, plus rapidement
qu’une multiplication).
On pourrait aussi prendre en compte le mode de repre´sentation des e´le´-
ments : si deux e´le´ments, en virgule fixe, n’ont pas le meˆme facteur d’e´chelle
(meˆme position de la virgule), un de´calage de bits est ne´cessaire entre chaque
addition pour recadrer les e´le´ments.
Ainsi, le nombre d’additions et de multiplications de la proposition 4.1
correspond aux ope´rations mathe´matiques a` effectuer par le calculateur nu-
me´rique, mais pas force´ment exactement le nombre d’instructions additions
et multiplications re´alise´es.
Ceci e´tant, cette premie`re approche est tout a` fait suffisante pour comparer
diffe´rentes re´alisations entre elles, graˆce a` la proposition 4.2 :
Proposition 4.2
Soit R := (Z, l,m, n, p) une re´alisation.
Une ite´ration, selon l’algorithme de la de´finition 3.1, ne´cessite
(l + n+ p)(l +m+ n− 1)− l − n0Z additions
(l + n+ p)(l +m+ n)− n1Z multiplications
ou` n0Z est le nombre d’e´le´ments nuls de Z et n
1
Z est le nombre d’e´le´ments
triviaux (0,1,-1) de Z
De´monstration :
On applique la proposition 4.1 aux e´tapes [1], [2] et [3] de l’algorithme de
calcul, regroupe´es ici :
2V e´tant une valeur variable, on ne peut pas supposer connu a priori le nombre de
parame`tres nuls ou triviaux qu’il contient.
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1: T (k + 1)← J−1 (M N)(X(k)
U(k)
)
2: X(k + 1)← (K P Q)
T (k + 1)X(k)
U(k)

3: Y (k)← (L R S)
T (k + 1)X(k)
U(k)

Les tableaux suivants regroupent le nombre d’ope´rations pour chaque e´tape
additions
[1] l(n+m− 1)− n0M − n0N + l(l − 1)− n0J
[2] n(l + n+m− 1)− n0K − n0P − n0Q
[3] p(l + n+m− 1)− n0L − n0R − n0S
multiplications
[1] l(n+m)− n1M − n1N + l2 − n1J
[2] n(l + n+m)− n1K − n1P − n1Q
[3] p(l + n+m)− n1L − n1R − n1S
De plus
n0Z = n
0
J + n
0
K + n
0
L + n
0
M + n
0
N + n
0
P + n
0
Q + n
0
R + n
0
S
n1Z = n
1
J + n
1
K + n
1
L + n
1
M + n
1
N + n
1
P + n
1
Q + n
1
R + n
1
S
Si l’on conside`re les diverses re´alisations vues au chapitre 2 et 3, on
peut, en 1re approche, comparer leurs couˆts de calcul respectifs. Le tableau
4.1 donne le nombre d’additions et de multiplications d’une re´alisation SISO
d’ordre n pour quelques structurations les plus simples. Notons a`
structuration nb additions nb multiplications
forme d’e´tat classique3 n2 + n n2 + 2n+ 1
Forme directe I4 2n− 1 2n
Forme directe II4 2n− 1 2n
Re´alisation en δ n2 + 2n n2 + 3n+ 1
Forme directe II en δ 3n+ 1 3n
Tab. 4.1 – Couˆt de calcul de diffe´rentes re´alisations d’ordre n
ce stade que les formes directes sont parmi celles qui pre´sentent le moins
d’ope´rations.
3Avec une re´alisation minimale, sans pre´sager de la valeur des coefficients.
4On suppose a0 = 1.
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4.2 Sensibilite´ de la fonction de transfert
4.2.1 Historique
Les premiers travaux sur l’imple´mentation en pre´cision finie ([100, 31])
ont porte´ sur une mesure concernant la modification de la fonction de trans-
fert lorsque ses coefficients sont modifie´s par la quantification.
Conside´rons le syste`me SISO de´crit par la re´alisation d’e´tat classique (A,B,C,D),
d’ordre n : {
X(k + 1) = AX(k) +BU(k)
Y (k) = CX(k)
(4.2)
La fonction de transfert associe´e ve´rifie H(z) = C(zIn −A)−1B.
Puisque la quantification de la re´alisation modifie les coefficients des matrices
A, B, C et D et donc la fonction de transfert H, Tavs¸anog˘lu et Thiele [100]
ont e´tudie´ la de´viation de la fonction de transfert induite et conside´re´ pour
cela la sensibilite´ de la fonction de transfert H vis-a`-vis des coefficients A,
B et C.
Une de´finition de la sensibilite´ est donne´ ci-dessous :
De´finition 4.1 (Sensibilite´ d’une fonction vis-a`-vis d’une matrice)
Soit X ∈ Rm×n une matrice et f : Rm×n → C une fonction matricielle a`
valeur dans C, diffe´rentiable selon tous les e´le´ments de X.
On de´finit la sensibilite´ de f par rapport a` X comme la matrice de Km×n
dont les (i, j)e`me e´le´ments ve´rifient :
SX ,
∂f
∂X
avec (SX)i,j ,
∂f
∂Xi,j
(4.3)
Cette sensibilite´ de´finira la de´rivation matricielle de la fonction f par rapport
a` X.
Remarque : les de´finitions et propositions ayant trait aux de´rivations matri-
cielles sont regroupe´es dans l’annexe A.
Par extension, on de´finira la sensibilite´ d’une fonction de transfert :
De´finition 4.2 (Sensibilite´ d’une fonction de transfert)
Soit X ∈ Rm×n une matrice et H : C → C une fonction de transfert dont
l’expression H(z) est fonction de X (et diffe´rentiable pour tout z selon tous
les e´le´ments de X).
La sensibilite´ de la fonction de transfert H par rapport a` X est la fonction
de transfert C→ Cm×n, note´ ∂H∂X , et qui ve´rifie
∂H
∂X
(z) =
∂(H(z))
∂X
∀z ∈ C (4.4)
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Ceci permet de de´finir les sensibilite´s SA, SB et SC de la fonction de
transfert H vis-a`-vis de A, B, C, et on a facilement
SA ,
∂H
∂A
= H>1 H2 (4.5)
SB ,
∂H
∂B
= H>1 (4.6)
SC ,
∂H
∂C
= H2 (4.7)
ou`
H1 : z 7→ (zIn −A)−1B et H2 : z 7→ C(zIn −A)−1 (4.8)
Deux de´finitions sont encore ne´cessaires pour mesurer l’effet global, sur
toutes les fre´quences, des sensibilite´s SA, SB et SC :
De´finition 4.3 (Norme de Frobenius)
Soit M ∈ Cm×n.
La norme de Frobenius ‖M‖F de M est le re´el de´fini par
‖M‖F ,
√∑
i,j
|Mi,j |2 (4.9)
De´finition 4.4 (Norme Lp)
Soit f : C→ Cm×n une fonction de la variable complexe z.
La norme Lp de f est le re´el positif de´fini par
‖f‖p ,
(
1
2pi
∫ 2pi
0
∥∥f (ejω)∥∥p
F
dω
) 1
p
(4.10)
La mesure de sensibilite´ de la fonction de transfert propose´e par V.
Tavs¸anog˘lu et L. Thiele est :
ML12 ,
∥∥∥∥∂H∂A
∥∥∥∥2
1
+
∥∥∥∥∂H∂B
∥∥∥∥2
2
+
∥∥∥∥∂H∂C
∥∥∥∥2
2
(4.11)
On remarquera que cette mesure fait intervenir les normes L1 et L2, ce
qui explique la notation ML12 utilise´e
5.
M. Gevers et G. Li [31] ont montre´ que, parmi toutes les re´alisations
e´quivalentes de meˆme dimension, une re´alisation e´quilibre´e (cf. de´finition
2.1) minimisait ce crite`re ML12 .
5Pour illogique qu’il soit, le me´lange des normes L1 et L2 est relativement re´pandu car
des re´alisations optimales au sens de la mesure ML12 peuvent eˆtre obtenues analytique-
ment, et que ces re´alisations minimisent e´galement les bruits de quantification.
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Ils proposent toutefois une mesure de sensibilite´ n’utilisant que la norme
L2 :
ML2 ,
∥∥∥∥∂H∂A
∥∥∥∥2
2
+
∥∥∥∥∂H∂B
∥∥∥∥2
2
+
∥∥∥∥∂H∂C
∥∥∥∥2
2
(4.12)
La solution au proble`me d’optimisation
min
T∈Rn×n
detT 6=0
ML2
(
T−1AT, T−1B,CT
)
(4.13)
ne peut eˆtre trouve´e analytiquement dans ce cas, d’ou` l’utilisation d’une
optimisation nume´rique, avec un algorithme du type gradients, par exemple
(plus de de´tail dans [31]).
Il est e´galement possible d’adjoindre aux ci-dessus des ponde´rations fre´-
quentielles. En effet, les normes L1 et L2 conside`rent de manie`re e´gale toutes
les fre´quences. En pratique, les exigences sur les de´te´riorations dues a` la pre´-
cision finie portent sur une plage de fre´quences restreinte. Ces ponde´rations
fre´quentielles, de´nomme´esWA,WB etWC permettent l’expression enrichie :
ML2 ,
∥∥∥∥WA∂H∂A
∥∥∥∥2
2
+
∥∥∥∥WB ∂H∂B
∥∥∥∥2
2
+
∥∥∥∥WC ∂H∂C
∥∥∥∥2
2
(4.14)
M. Gevers et G. Li ont e´galement travaille´ a` expliciter ces mesures dans
le cas de la parame´trisation en δ :
Mδ,L12 ,
∥∥∥∥∂Hδ∂Aδ
∥∥∥∥2
1
+
∥∥∥∥∂Hδ∂Bδ
∥∥∥∥2
2
+
∥∥∥∥∂Hδ∂Cδ
∥∥∥∥2
2
(4.15)
ou` Hδ est la fonction de transfert exprime´e au moyen de la variable complexe
ρ, associe´e a` l’ope´rateur δ :
Hδ(ρ) = Cδ (ρIn −Aδ)−1Bδ ∀ρ ∈ C (4.16)
On remarquera que cette mesure e´tudie la sensibilite´ de la fonction de trans-
fertHδ exprime´e avec la variable ρ et non la fonction de transfertH exprime´e
avec la variable z, vis-a`-vis des coefficients Aδ, Bδ et Cδ. On verra aussi, par
la suite, que cette sensibilite´ ne prend pas tous les parame`tres en jeu : le
parame`tre ∆, qui intervient dans la de´finition de l’ope´rateur δ (cf. e´quation
(2.20)), est aussi pre´sent dans les calculs et donc assujetti a` l’effet de la
quantification.
4.2.2 Extension a` la forme implicite
Ces mesures introduites par V. Tavs¸anog˘lu et L. Thiele puis par M.
Gevers et G. Li sont inte´ressantes parce qu’elles expriment la sensibilite´ de la
fonction de transfert vis-a`-vis des coefficients, et donc de sa modification lors
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de la quantification des coefficients due a` l’imple´mentation, mais pre´sentent
tout de meˆme trois limitations que nous levons dans la suite de ce chapitre,
en e´tendant cette mesure, ainsi que d’autre, a` la forme implicite spe´cialise´e :
– Ces mesures ne concernent que les re´alisations sous forme d’e´tat clas-
sique (explicite) et celles avec l’ope´rateur δ (on trouve aussi dans [31]
une extension pour une imple´mentation particulie`re de la forme re-
tour d’e´tat observateur) et est donc spe´cifique a` une re´alisation, a` une
structuration donne´e.
– De plus, les expressions de SA, SB et SC (e´quations (4.5) a` (4.7)) sont
spe´cifiques aux lois SISO, bien qu’il soit possible de les e´tendre aux
cas MISO6, SIMO7 et MIMO8 en appliquant, pour chaque transfert
e´le´mentaire, le calcul de sensibilite´ et en utilisant la proprie´te´ suivante :
Proposition 4.3 (Proprie´te´ de la norme L2)
Soit G : C → Cm×n une fonction de transfert MIMO, et (Gi,j) 16i6m
16j6n
les transferts e´le´mentaires de G (tels que (G(z))i,j = Gi,j(z) ∀z ∈ C).
On a alors
‖G‖22 =
∑
16i6m
16j6n
‖Gi,j‖22 (4.17)
– Enfin, ces mesures de sensibilite´ de fonction de transfert ne prennent
pas en compte le caracte`re creux des matrices A, B, C ni les para-
me`tres triviaux qui les composent et qui ne seront pas quantifie´s lors
de l’imple´mentation et dont il ne faut pas se soucier de leur impact (ce
sont des parame`tres transparents). Pour une forme creuse, comme la
forme canonique, la sensibilite´ de tous les coefficients y est conside´re´e,
y compris les 0 et les 1 dont on sait qu’ils ne seront pas re´ellement
pre´sents dans le calcul[69] : en effet, il n’y aura pas de multiplication
par 1, ni d’addition et multiplication par 0, hormis si les calculs sont
re´ellement imple´mente´s sous forme matricielle (mais dans ce cas, les
coefficients ne seront pas tronque´s, mais repre´sente´s exactement).
4.2.2.1 Expression de la mesure dans le cas SISO
Ces constatations nous ame`nent a` e´tendre la mesure de sensibilite´ de la
fonction de transfert vis-a`-vis des coefficients a` la forme implicite spe´cialise´e.
Une premie`re mesure conside´re´e est une mesure ML2 de´finie par
ML2 ,
∑
X∈{J,K,L,M,N,P,Q,R,S}
∥∥∥∥∥∂H˜∂X
∥∥∥∥∥
2
2
(4.18)
6Multiple Input Single Output.
7Single Input Multiple Output.
8Multiple Input Multiple Output.
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avec
H˜(z) , H(z)−D = C(zIn −A)−1B ∀z ∈ C (4.19)
On conside`re ici la sensibilite´ de la fonction de transfert H˜ plutoˆt que la
sensibilite´ de H, car le terme D = LJ−1N + S est inde´pendant du choix de
re´alisation choisie et n’a pas a` eˆtre conside´re´. On remarquera que, dans le
cas d’une re´alisation sous forme d’e´tat classique, cette mesure est identique
a` la mesure ML2 de M. Gevers et G. Li (e´quation (4.12)).
Dans les nombreux exemples de re´alisations exprime´es sous forme impli-
cite spe´cialise´e (section 3.2), nous avons vu qu’un certain nombre de matrices
J , K, L, M , N , P , Q, R, S e´taient nulles ou e´gales a` l’identite´. Pour tenir
compte de cette particularite´ dans la mesure de sensibilite´ (la sensibilite´ de
la fonction de transfert vis-a`-vis de ces coefficients ne doit pas eˆtre consi-
de´re´e puisqu’ils ne seront pas modifie´s lors du processus de quantification),
il nous faut donc utiliser les matrices de ponde´ration WJ , WK , ..., WS de
manie`re a` distinguer les coefficients affecte´s ou non par la quantification (cf.
de´finition 3.8).
On conside`re, en premie`re approche, que les valeurs 0, 1, −1 et les puissances
de 2 seront imple´mente´es exactement.
On e´labore donc une nouvelle mesure de sensibilite´ de la fonction de
transfert H, prenant en compte ces ponde´rations [43] :
De´finition 4.5 (Mesure de sensibilite´ ponde´re´e)
On conside`re une re´alisation SISO R = (J,K,L,M,N, P,Q,R, S) et les
matrices de ponde´ration WJ , WK , WL, WM , WN , WP , WQ, WR et WS
associe´es. La mesure de sensibilite´ de la fonction de transfert, ponde´re´e pour
prendre en compte les coefficients non quantifie´s, est de´finie par
MWL2 ,
∑
X∈{J,K,L,M,N,P,Q,R,S}
∥∥∥∥∥∂H˜∂X ×WX
∥∥∥∥∥
2
2
(4.20)
ou` × est le produit de Schur.
Cette mesure peut aussi s’e´crire
MWL2 =
∥∥∥∥∥∂H˜∂Z ×WZ
∥∥∥∥∥
2
2
(4.21)
De´monstration :
La de´finition 4.1 applique´e a` l’e´quation 3.16 de´finissant Z donne
∂
∂Z
=
−
∂
∂J
∂
∂M
∂
∂N
∂
∂K
∂
∂P
∂
∂Q
∂
∂L
∂
∂R
∂
∂S
 (4.22)
En appliquant alors la proposition 4.3, on de´montre alors l’e´quivalence entre
(4.20) et (4.21).
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4.2.2.2 Expression de la mesure dans le cas MIMO
Une premie`re manie`re d’e´tendre la mesure de sensibilite´ de la fonction de
transfert pour la forme implicite spe´cialise´e (e´quation (4.21)) au cas MIMO
est d’appliquer cette mesure sur chacun des transferts SISO et d’utiliser la
proposition 4.3.
Nous proposons dans ce qui suit une voie alternative, qui ne´cessite certes un
effort particulier sur le champs des manipulations matricielles (de´rive´e d’une
fonction matricielle par une matrice, produit tensoriel, produit ~, etc.) mais
posse`de l’avantage de conduire au final a` des expressions compactes et a` des
calculs optimise´s : l’impact global de chaque coefficient sur la fonction de
transfert MIMO sera alors conside´re´.
Nous utiliserons alors la de´finition de la de´rive´e matricielle d’une matrice
suivante :
De´finition 4.6 (De´rivation matricielle d’une matrice)
Soit X ∈ Rm×n et f : Rm×n → Cp×l. On suppose que chaque composante de
f est diffe´rentiable selon tous les e´le´ments de X.
La de´rivation matricielle de f par rapport a` X est une matrice de Cmp×nl
partitionne´e en m×n blocs de matrices de Cp×l. Chaque (i, j)e bloc est de´fini
par
∂f
∂Xi,j
a` valeur dans Cp×l (4.23)
On a ainsi
∂f
∂X
,

∂f
∂X1,1
∂f
∂X1,2
. . . ∂f∂X1,n
∂f
∂X2,1
∂f
∂X2,2
. . . ∂f∂X2,n
...
...
. . .
...
∂f
∂Xm,1
∂f
∂Xm,2
. . . ∂f∂Xm,n
 (4.24)
Remarque : cette de´finition, que l’on retrouve a` l’annexe A, e´tend la de´fini-
tion 4.1 avec cette fois des blocs ∂f∂Xi,j non plus scalaires, mais matriciels de
taille p× l.
Enfin, on remarquera que la de´finition 4.5 ne peut se re´-e´crire tel quel
dans le cas MIMO, car les dimensions de ∂H˜∂X et de WX ne sont plus compa-
tibles (si X ∈ Rk×l et H(z) ∈ Cp×m, alors ∂H˜∂X (z) ∈ Cpk×ml). Notons alors
NWX la norme ponde´re´e de la sensibilite´ de H par rapport a` X :
NWX =
∥∥∥∥∥∥∥∥

∂H˜
∂X1,1
W1,1 . . .
...
. . .
...
∂H˜
∂Xk,1
Wk,1 . . .
∂H˜
∂Xk,l
Wk,l

∥∥∥∥∥∥∥∥
2
2
(4.25)
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On peut relier NWX a`
∂H˜
∂X en e´crivant
∂H˜
∂Xi,j
Wi,j =

∂H˜1,1
∂Xi,j
Wi,j . . .
...
. . .
...
∂H˜p,1
∂Xi,j
Wi,j . . .
∂H˜p,n
∂Xi,j
Wi,j
 (4.26)
=
∂H˜
∂Xi,j
× (Wi,j ⊗ Ep,m) (4.27)
ou` Ep,m est la matrice de Rp×m dont tous les e´le´ments valent 1, et ⊗ le
produit de Kronecker (cf. de´finition A.1).
Ainsi, on obtient le re´sultat
NWX =
∥∥∥∥∥∂H˜∂X × (W ⊗ Ep,m)
∥∥∥∥∥
2
2
(4.28)
et
MWL2 =
∑
X∈{J,K,L,M,N,P,Q,R,S}
∥∥∥∥∥∂H˜∂X × (WX ⊗ Ep,m)
∥∥∥∥∥
2
2
(4.29)
=
∥∥∥∥∥∂H˜∂Z × (WZ ⊗ Ep,m)
∥∥∥∥∥
2
2
(4.30)
Une autre fac¸on d’exprimer cette mesure de sensibilite´ en MIMO est de
conside´rer directement la norme de la sensibilite´ de la fonction de transfert
vis-a`-vis de chacun des coefficients.
De´finition 4.7 (Cartographie de sensibilite´)
Soit X ∈ Rk×l et H˜ une fonction de transfert MIMO de dimension p ×m.
On note δH˜δX la matrice de R
k×l de´finie par(
δH˜
δX
)
i,j
,
∥∥∥∥∥ ∂H˜∂Xi,j
∥∥∥∥∥
2
(4.31)
Cette matrice est appele´e ici cartographie de sensibilite´ de H vis-a`-vis de
X.
Cette matrice nous informe distinctement sur la sensibilite´ globale de H
vis-a`-vis de chaque coefficient de X.
L’analyse de cette matrice sera commente´e au paragraphe 4.2.3 car elle
permet de de´terminer quels sont les coefficients ayant un impact particulier
dans la de´gradation (fort de cette information, il sera possible d’en tenir
compte en codant de manie`re plus pre´cise les coefficients critiques).
Notons le re´sultat suivant
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Proposition 4.4
∥∥∥∥∥δH˜δX
∥∥∥∥∥
F
=
∥∥∥∥∥∂H˜∂X
∥∥∥∥∥
2
(4.32)
De´monstration :
Ce re´sultat de´coule directement de la de´finition 4.7 et de la proposition 4.3.
Ces re´sultats interme´diaires nous permettent de´sormais de de´finir avec ri-
gueur et pre´cision ce que nous appellerons mesure de sensibilite´ ponde´re´e
[40] :
De´finition 4.8 (Mesure de sensibilite´ ponde´re´e)
On conside`re une re´alisation R := (J,K,L,M,N, P,Q,R, S) et les ma-
trices de ponde´ration WJ , WK , WL, WM , WN , WP , WQ, WR et WS
associe´es. La mesure de sensibilite´ ponde´re´e de la matrice de transfert
H vis-a`-vis des coefficients de R, est de´finie par
MWL2 ,
∑
X∈{J,K,L,M,N,P,Q,R,S}
∥∥∥∥∥δH˜δX ×WX
∥∥∥∥∥
2
F
(4.33)
=
∥∥∥∥∥δH˜δZ ×WZ
∥∥∥∥∥
2
F
(4.34)
Remarque : les ponde´rations permettent notamment de tenir compte du
fait que certains coefficients ne seront pas modifie´s par l’action de quantifi-
cation.
4.2.2.3 Calcul de la sensibilite´
Il nous faut maintenant donner les expressions des sensibilite´s (ou ma-
trices de sensibilite´) vis-a`-vis de J , K, L, M , N , P , Q, R, S, ou encore de
Z.
Une de´finition et une proposition, permettant de faciliter les expressions de
de´rivation matricielle, sont a` ce stade ne´cessaires.
De´finition 4.9
Soient A ∈ Cm×p et B ∈ Cl×n.
On de´finit l’ope´rateur ~ par
A~B , Vec(A).
(
Vec
(
B>
))>
(4.35)
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ou` Vec est l’ope´rateur classique qui transforme une matrice en vecteur co-
lonne.
A~B a pour dimension mp× ln.
Cet ope´rateur original va permettre de simplifier l’e´criture des calculs graˆce
au lemme suivant :
Lemme 4.5
On conside`re G et H deux matrices de Cm×p et Cl×n et X ∈ Rp×l. G et H
sont suppose´s inde´pendants de X. On a alors
∂(GXH)
∂X
= G~H (4.36)
∂
(
GX−1H
)
∂X
=
(
GX−1
)
~
(
X−1H
)
(4.37)
Ces e´quations sont e´galement valables lorsque G et H sont des matrices de
transfert.
De´monstration :
La de´monstration est donne´e par les propositions A.6 et A.7, et repose sur
l’e´quation
G~H = (Ip ⊗G)∂X
∂X
(Il ⊗H) (4.38)
Base´ sur ce lemme, le the´ore`me suivant nous donne l’expression de ∂H˜∂Z :
The´ore`me 4.6 (Calcul des sensibilite´s)
La sensibilite´ de la fonction de transfert H, mise en œuvre par la re´ali-
sation R := (J,K,L,M,N, P,Q,R, S), a pour expression
∂H
∂Z
=
(
H3 H1 Ip
)
~
H4H2
Im
 (4.39)
∂D
∂Z
=
(
LJ−1 0 Ip
)
~
J−1N0
Im
 (4.40)
avec
H1 : z 7→ C(zIn −A)−1 (4.41)
H2 : z 7→ (zIn −A)−1B (4.42)
H3 : z 7→ C(zIn −A)−1KJ−1 + LJ−1 (4.43)
H4 : z 7→ J−1M(zIn −A)−1B + J−1N (4.44)
Les fonctions de transfert H1 a` H4 sont respectivement a` valeur dans :
Cp×n, Cn×m, Cp×l et Cl×m.
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De´monstration :
La de´monstration est donne´e en annexe B
Remarque 1 : Notons que l’on retrouve les re´sultats de M. Gevers dans le
cas particulier d’une structuration en q (sensibilite´s SB et SC donne´es a`
l’e´quation (4.8)). Remarque 2 : Les sensibilite´s : H1 et H2 proviennent de la
contribution de l’e´tat X(k) dans H et les sensibilite´s H3 et H4 de la contri-
bution des variables interme´diaires T (k) dans H.
Remarque 2 : l’inte´reˆt de l’introduction de la matrice Z (e´quation (3.16))
apparaˆıt ici : elle permet d’exprimer les sensibilite´s par rapport a` toutes les
matrices J a` S de la re´alisation sous une forme compacte. Le signe ”-” qui
apparaˆıt dans l’expression de Z (e´quation (3.16)) permet d’e´crire les e´qua-
tions (4.39) et (4.40) sous forme compacte, comme produit (avec l’ope´rateur
~), de deux termes. Il se justifie car, contrairement aux autres termes, seul
l’inverse de J apparaˆıt dans les calculs, et la de´rive´e de J−1 par rapport a`
J donne lieu a` ce signe ”-”.
Dans le cas SISO, H1(z) et H3(z) sont des vecteurs lignes, et H2(z) et
H4(z) des vecteurs colonnes. On a donc
∂H
∂Z
=
H>3H>1
1
(H>4 H>2 1) (4.45)
∂D
∂Z
=
J−>L>0
1
(N>J−> 0 1) (4.46)
Enfin, on peut calculer les matrices de sensibilite´, et la mesure MWL ,
graˆce a` la proposition suivante :
Proposition 4.7
Soit une matrice X et trois fonctions de transfert G, A et B telles que
∂G
∂X
= A~B (4.47)
Alors, la matrice de sensibilite´ de δGδX se calcule par
(
δG
δX
)
i,j
= ‖A•,iBj,•‖2 (4.48)
ou` A•,i et Bj,• sont respectivement la ie ligne de A et la je colonne de B.
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De´monstration :
(
δG
δX
)
i,j
=
∥∥∥∥ ∂G∂Xi,j
∥∥∥∥
2
(4.49)
=
√√√√∑
k,l
∥∥∥∥∂Gk,l∂Xi,j
∥∥∥∥2
2
(4.50)
=
√∑
k,l
‖Ak,iBj,l‖22 (4.51)
= ‖A•,iBj,•‖2 (4.52)
Remarque : ce re´sultat est essentiel pour mettre calculer la matrice de sen-
sibilite´ graˆce au the´ore`me 4.6.
4.2.3 Exemple
Pour e´valuer nume´riquement, sur quelques re´alisations, la mesure MWL2 ,
on propose l’exemple suivant :
H(z) =
0.079306721z2 + 0.023016947z + 0.0231752363
z3 − 1.974861148z2 + 1.556161235z − 0.4537681314 (4.53)
Il s’agit d’un filtre passe-bas choisi comme exemple par SY. Hwang [46, 47]
et M. Gevers [31].
Nous utiliserons les caracte`res gras pour exprimer les coefficients significatifs
qui risquent d’eˆtre tronque´s lors du processus de quantification (la matrice
de ponde´rationWZ sera repre´sente´e par ce biais : un parame`tre Zi,j apparaˆı-
tra en gras si (WZ)i,j = 1). En plus de la mesureMWL2 , nous exhiberons aussi
la matrice de sensibilite´ δH˜δZ . Bien que seules les sensibilite´s en gras soient
conside´re´es pour le calcul de MWL2 (via le produit direct ×WZ), nous avons
choisi de les donner toutes afin de noter l’impact potentiel d’une erreur sur
chaque coefficient.
Enfin, dans tous les exemples suivants, et bien que ce ne soit pas toujours
suffisant pour les reconstituer nume´riquement, les re´sultats ne seront affi-
che´s qu’avec 5 chiffres significatifs (avec arrondi au plus juste) afin de ne
pas alourdir la pre´sentation, bien que des mesures de sensibilite´s montre-
ront, dans certains cas, des valeurs assez sensibles aux quantifications des
coefficients. Tous les calculs ont e´te´ re´alise´s sous Matlab, en flottant double
pre´cision.
Les re´alisations compare´es sont :
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– Forme directe I : MWL2 = 93.714
Z1 =
0BBBBBBBBBBBBBBBBBBB@
−1 0.07931 0.02302 0.02318 1.97486 −1.55616 0.45377 0
0 0 0 0 0 0 0 1
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
1 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
1 0 0 0 0 0 0 0
1CCCCCCCCCCCCCCCCCCCA
δH˜
δZ
˛˛˛˛
˛
Z1
=
0BBBBBBBBBBBBBBBBBBB@
3.76512 4.13062 4.13062 4.13062 3.76512 3.76512 3.76512 4.00774
0.44558 0.48067 0.48067 0.48067 0.44558 0.44558 0.44558 0.48067
0.16970 0.18462 0.18462 0.18462 0.16970 0.16970 0.16970 0.18462
0.08726 0.09573 0.09573 0.09573 0.08726 0.08726 0.08726 0.09573
3.48331 4.00774 4.00774 4.00774 3.48331 3.48331 3.48331 4.00774
4.37580 4.87926 4.87926 4.87926 4.37580 4.37580 4.37580 4.87926
1.70849 1.87434 1.87434 1.87434 1.70849 1.70849 1.70849 1.87434
0.48067 1 1 1 0.48067 0.48067 0.48067 0
1CCCCCCCCCCCCCCCCCCCA
Nous avons conside´re´ ici que a0 = 1 et d0 e´taient imple´mente´s exacte-
ment, alors que la sensibilite´ par rapport a` ces deux valeurs est assez
e´leve´e (3.76512 et 4.00774).
– Forme directe II : MWL2 = 93.714
Z2 =
0BBBBBBBBB@
1.97486 −1.55616 0.45377 1
1 0 0 0
0 1 0 0
0.07931 0.02302 0.02318 0
1CCCCCCCCCA
δH˜
δZ
˛˛˛˛
˛
Z2
=
0BBBBBBBBB@
3.76512 3.76512 3.76512 0.48067
4.30815 4.30815 4.30815 0.55777
1.72459 1.72459 1.72459 0.21934
4.13062 4.13062 4.13062 0
1CCCCCCCCCA
Remarque 1 : on peut comparer ce re´sultat avec celui obtenu avec
une mesure de sensibilite´ non ponde´re´e, telle que celle propose´e par
M. Gevers : la mesure ponde´re´e est plus proche de la re´alite´ et ”dia-
bolise” un peu moins la forme compagne.
Remarque 2 : nous retrouvons ici la meˆme valeur de mesure de sen-
sibilite´ (avec une meˆme sensibilite´ pour chaque coefficient). Ceci est
logique puisque la parame´trisation est inchange´e. En revanche, le couˆt
logiciel diffe`re et l’on peut sugge´rer, contrairement a` ce qui est fait
parfois chez PSA, de pre´fe´rer la forme directe II a` la forme directe I.
– Forme e´quilibre´e : MWL2 = 7.9447
Z3 =
0BBBBBBBBB@
0.82363 −0.39994 0.01645 −0.44240
0.39994 0.59351 0.34245 0.37991
0.01645 −0.34245 0.55772 0.16710
−0.44240 −0.37991 0.16710 0
1CCCCCCCCCA
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δH˜
δZ
˛˛˛˛
˛
Z3
=
0BBBBBBBBB@
1.47561 0.92033 0.46038 0.91225
0.92033 0.78475 0.32426 0.67051
0.46038 0.32426 0.15772 0.34262
0.91225 0.67051 0.34262 0
1CCCCCCCCCA
La forme e´quilibre´e (cf. de´finition 2.1) posse`de une mesure de sensi-
bilite´ nettement plus faible que les deux formes directes, alors meˆme
qu’elle utilise davantage de coefficients non triviaux. Ceci est du au fait
que la sensibilite´ de chaque coefficient est bien plus petite. On notera
que certains coefficients (par exemple P1,1)) posse`dent une sensibilite´
plus grande que d’autres et que cela pourrait eˆtre pris en compte dans
le choix de leur repre´sentation.
Pour les re´alisations en δ, on remarquera que le parame`tre ∆ intervient
bien dans les calculs (cf. chapitre 3.2.3.1). Celui-ci peut-eˆtre quantifie´ et donc
modifie´, et il importe de pouvoir tenir compte de la sensibilite´ de la fonction
de transfert vis-a`-vis de ce parame`tre, ce qui n’e´tait pas fait dans les travaux
ante´rieurs. Ce parame`tre e´tant de´libe´re´ment fixe´, il est possible et inte´res-
sant, lors de l’e´tape de synthe`se, de le choisir imple´mentable exactement,
et si possible avec une valeur facilitant les calculs, comme par exemple une
puissance (ne´gative) de 2.
On trouvera dans [31] la de´monstration de la meilleure sensibilite´ des re´alisa-
tions en δ (si on ne tient pas compte de la sensibilite´ a` ∆) sur les re´alisations
en q classiques de`s que ∆ < 1.
On choisit dans cet exemple ∆ = 2−1
– Forme directe II avec l’ope´rateur δ : MWL2 = 9.0211
Z4 =
0BBBBBBBBBBBBBBBB@
−1 0 0 −2.05028 −2.42576 −1.02026 1
0 −1 0 1 0 0 0
0 0 −1 0 1 0 0
0.5 0 0 1 0 0 0
0 0.5 0 0 1 0 0
0 0 0.5 0 0 1 0
0 0 0 0.15861 0.72652 1.00399 0
1CCCCCCCCCCCCCCCCA
δH˜
δZ
˛˛˛˛
˛
Z4
=
0BBBBBBBBBBBBBBBB@
0.60659 0.47621 0.41221 0.47621 0.41221 0.47064 0.48067
1.33015 1.00683 0.84800 1.00683 0.84800 0.93048 0.97010
1.12237 0.79055 0.65507 0.79055 0.65507 0.75010 0.82481
1.21319 0.95241 0.82443 0.95241 0.82443 0.94128 0.96134
2.66030 2.01366 1.69599 2.01366 1.69599 1.86096 1.94019
2.24473 1.58109 1.31014 1.58109 1.31014 1.50020 1.64962
1.33974 0.78817 0.52147 0.78817 0.52147 0.51633 0
1CCCCCCCCCCCCCCCCA
Pour cette re´alisation canonique, on a pris ici en compte la sensibilite´
par rapport a` ∆ : on remarque que celle-ci est plus e´leve´e que pour les
autres coefficients. Nous obtenons tout de meˆme une sensibilite´ assez
basse, surtout en regard de la forme directe II classique.
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– Re´alisation δ depuis la forme e´quilibre´e MWL2 = 3.0355
Z5 =
0BBBBBBBBBBBBBBBB@
−1 0 0 −0.35274 −0.79989 0.03289 −0.88480
0 −1 0 0.79989 −0.81298 0.68491 0.75983
0 0 −1 0.03289 −0.68491 −0.88456 0.33420
0.5 0 0 1 0 0 0
0 0.5 0 0 1 0 0
0 0 0.5 0 0 1 0
0 0 0 −0.44240 −0.37991 0.16710 0
1CCCCCCCCCCCCCCCCA
δH˜
δZ
˛˛˛˛
˛
Z5
=
0BBBBBBBBBBBBBBBB@
0.67007 0.56833 0.23747 0.73780 0.46017 0.23019 0.45612
0.56833 0.55231 0.23415 0.46017 0.39237 0.16213 0.33525
0.23747 0.23415 0.10554 0.23019 0.16213 0.07886 0.17131
1.34014 1.13665 0.47494 1.47561 0.92033 0.46038 0.91225
1.13665 1.10461 0.46830 0.92033 0.78475 0.32426 0.67051
0.47494 0.46830 0.21109 0.46038 0.32426 0.15772 0.34262
0.62556 0.94057 0.55104 0.91225 0.67051 0.34262 0
1CCCCCCCCCCCCCCCCA
Le tableau 4.2 re´sume les mesures de sensibilite´ et couˆts de calcul asso-
cie´es a` chaque re´alisation.
Re´alisation sensibilite´ MWL2 couˆt de calcul
Forme directe I (Z1) 93.714 6× 5+
Forme directe II (Z2) 93.714 6× 5+
Forme e´quilibre´e (Z3) 7.9447 16× 12+
Forme directe II en δ (Z4) 9.0211 9× 8+
Re´alisation Z3 exprime´e en δ (Z5) 3.0355 19× 15+
Tab. 4.2 – Mesure de sensibilite´ MWL2 et couˆt de calcul
En plus de la mesure de sensibilite´ parame´trique ponde´re´e MWL2 , il est
possible a posteriori d’e´valuer la distance entre la re´alisation initiale et la
re´alisation quantifie´e.
On suppose, par exemple, que les coefficients de Z sont imple´mente´s en
virgule fixe sur 7 bits9 (avec un format commun a` tous les coefficients).
Le tableau 4.3 donne le nombre de bits minimum ne´cessaire pour ces cinq
re´alisations en virgule fixe avec format unique (cf. paragraphe 3.4.3 ).
La figure 4.1 et le tableau 4.4 montrent, pour la fonction de transfert H,
les diffe´rences entre les re´alisations initiales Z1, Z2, Z3 et Z4 et quantifie´es
Z∗1 , Z∗2 , Z∗3 et Z∗4 .
On remarque que la quantification a un impact assez important sur H∗1
et H∗2 , assez limite´ sur H∗3 et tre`s faible sur H∗4 , en accord avec la mesure a
priori de sensibilite´ MWL2 .
9Nous exage´rons volontairement la quantification en ne retenant que 7 bits, pour que
les effets de la quantification soient tre`s visibles sur H.
te
l-0
00
86
92
6,
 v
er
sio
n 
1 
- 2
0 
Ju
l 2
00
6
4.2. SENSIBILITE´ DE LA FONCTION DE TRANSFERT 137
Re´alisation nb de bits minimum
Z1 7
Z2 7
Z3 6
Z4 5
Z5 5
Tab. 4.3 – Nombre de bits minimum (virgule fixe avec format commun)
!60
!50
!40
!30
!20
!10
M
ag
nit
ud
e 
(d
B)
10!2 10!1 100
!360
!180
0
180
360
540
Ph
as
e 
(d
eg
)
H!H1
H!H2
H!H3
H!H4
H!H5
Bode Diagram
Frequency  (rad/sec)
Fig. 4.1 – Diffe´rences entre la fonction de transfert de re´fe´rence et les diffe´-
rentes re´alisations
Re´alisation ‖H −H∗‖2 ‖H −H∗‖∞
Z1 1.0369e−01 2.6594e−01
Z2 1.0369e−01 2.6594e−01
Z3 6.1514e−03 1.5315e−02
Z4 2.9798e−02 8.6903e−02
Z5 7.4008e−03 2.0513e−02
Tab. 4.4 – Ecart entre la fonction de transfert initiale et les fonctions de
transfert quantifie´es
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En reprenant la notation de la section 3.4 qui montre que Z est modifie´
en Z+ rZ ×∆ par la quantification, et en notant H˜∗ la fonction de transfert
de la re´alisation de coefficients Z+rZ×∆ (on a donc H˜∗ = H˜ pour ∆ = 0),
on peut remarquer (pour le cas SISO, mais ge´ne´ralisable) que10
H˜∗(z)− H˜(z) =
∑
i,j
∆i,j
∂H˜∗(z)
∂∆i,j
∣∣∣∣∣
∆=0
+ o (‖∆‖max) ∀z ∈ C (4.54)
et ∥∥∥H˜∗ − H˜∥∥∥
2
6 ‖∆‖max
∥∥∥∥∥ ∂H˜∗∂∆
∣∣∣∣∣
∆=0
∥∥∥∥∥
2
(4.55)
Or, on notera que
∂H˜∗
∂∆
∣∣∣∣∣
∆=0
=
∂H˜
∂Z
× rZ (4.56)
et que ‖∆‖max est majore´e par une constante de´pendant du format de
repre´sentation des donne´es uniquement (cf. e´quation (3.96)).
On pourra e´crire∥∥∥∥H˜∣∣∣Z − H˜∣∣∣Z+rZ×∆
∥∥∥∥
2
6 ‖∆‖max
∥∥∥∥∥∂H˜∂Z × rZ
∥∥∥∥∥
2
(4.57)
Dans le cas de la virgule fixe (rZ = WZ), nous retrouvons la mesure de
sensibilite´ parame´trique ponde´re´e telle que nous l’avons de´fini. L’e´quation
(4.57) permet aussi de justifier la mesure initiale de M. Gevers et G. Li
(e´quation (4.12)) que nous avons e´tendue ici a` la forme implicite spe´cialise´e
et comple´te´e avec la ponde´ration WZ .
Mais l’e´quation (4.57) permet aussi de construire une autre mesure de
sensibilite´ ponde´re´e, mieux adapte´e a` l’e´tude de la sensibilite´ parame´trique
lorsque l’imple´mentation se fait en virgule flottante :
MWL2,flottant ,
∥∥∥∥∥δH˜δZ ×WZ × ηZ
∥∥∥∥∥
2
F
(4.58)
4.3 Sensibilite´ en boucle ferme´e
4.3.1 Contexte
Dans le cadre de la re´gulation ou de l’asservissement, la loi mise en œuvre
inte´ragit avec le syste`me qu’elle cherche a` controˆler. Il est important, alors,
10Le symbole o est appele´ symbole de Landau (comme le symbole O). L’e´criture f(x) =
o (g(x)) pour x → a signifie que f est ne´gligeable devant g au voisinage de a, c.-a`-d. que
lim
x→a
f
g
= 0.
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d’e´valuer l’impact global que peut avoir la quantification sur le syste`me bou-
cle´.
On e´tudiera donc, dans cette partie, la sensibilite´ de la fonction de transfert
de la boucle ferme´e vis-a`-vis des coefficients mis en jeu dans la re´alisation
nume´rique, que l’on supposera, naturellement, exprime´e sous la forme im-
plicite spe´cialise´e.
On conside`re donc un syste`me P, de dimension np, avec p entre´es et m1
sorties, re´gi par l’e´quation d’e´tat{
Xp(k + 1) = ApXp(k) +BpU(k)
Y (k) = CpXp(k)
(4.59)
Ce syste`me est controˆle´ par un re´gulateur C de re´alisation R := (J , K,
L, M , N , P , Q, R, S), selon la figure 4.2, de dimension (l,m, n, p), avec
m = m1 +m2.
Si ne´cessaire, on peut de´couper les matrices N , Q et S en N1, N2, Q1, Q2, S1
P
Yc(k)
U(k)
Y (k)
m1
m2
p
C
Fig. 4.2 – Le syste`me boucle´
et S2 si l’on veut diffe´rencier les entre´es Y et Yc (la consigne) du re´gulateur
a` deux degre´s de liberte´s.
On retrouve comme cas particulier le sche´ma classiquement utilise´ dans la
plupart des articles sur l’imple´mentation en pre´cision finie ([52], [118], [105]
par exemple, cf. figure 4.3), en posant N2 = 0, Q2 = 0 et S2 = I. Nous
avons choisi d’inclure l’addition de la consigne avec la sortie du re´gulateur
dans le re´gulateur afin, e´ventuellement, d’en tenir compte dans l’effet de la
quantification, et pour obtenir une forme aussi ge´ne´rale que possible.
P
Yc(k) Y (k)
R
+
Fig. 4.3 – Le syste`me boucle´ vu dans [52, 118, 105]
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Le syste`me boucle´ e´quivalent a pour fonction de transfert H¯ :
H¯(z) , C¯
(
zIn+np − A¯
)−1
B¯ ∀z ∈ C (4.60)
avec A¯ ∈ R(n+np)×(n+np), B¯ ∈ R(n+np)×m2 , C¯ ∈ Rm1×(n+np), C˜p ∈ Rm×np et
I˜ ∈ Rm×m2 de´finies par
A¯ ,
(
Ap +BpDC˜p BpC
BC˜p A
)
B¯ ,
(
BpDI˜
BI˜
)
C¯ ,
(
Cp 0
)
(4.61)
avec
C˜p ,
(
Cp
0
)
I˜ ,
(
0
Im2
)
(4.62)
(les matrices A, B, C, D sont celles associe´es a` R et de´finies aux e´quations
(3.8) a` (3.11)).
4.3.2 Expression de la sensibilite´
La mesure de sensibilite´ de la fonction de transfert en boucle ferme´e
s’e´crit, par analogie avec la de´finition 4.8 :
De´finition 4.10 (Mesure de sensibilite´ en boucle ferme´e)
On conside`re le syste`me en boucle ferme´e de´fini a` la figure 4.2. La mesure
de sensibilite´ de la fonction de transfert en boucle ferme´e est de´finie par
M¯WL2 ,
∥∥∥∥δH¯δZ ×WZ
∥∥∥∥2
F
(4.63)
ou encore
M¯WL2 ,
∥∥∥∥δH¯δZ ×WZ × ηZ
∥∥∥∥2
F
(4.64)
si les coefficients de Z sont repre´sente´s en virgule flottante.
Le the´ore`me suivant, original, donne l’expression de la sensibilite´ de H¯ :
The´ore`me 4.8
La sensibilite´ de la fonction de transfert en boucle ferme´e est donne´e par
∂H¯
∂Z
=
(
H¯1M¯1
)
~
(
M¯2H¯2 + M¯3
)
(4.65)
avec H¯1 et H¯2 deux matrices de transfert (ainsi de´nomme´es par analogie
a` H1 et H2 de´finies au the´ore`me 4.6) de´finies par
H¯1 : z 7→ C¯
(
zIn+np − A¯
)−1 (4.66)
H¯2 : z 7→
(
zIn+np − A¯
)−1
B¯ (4.67)
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et M¯1 ∈ R(n+np)×(l+n+p), M¯2 ∈ R(l+n+m)×(n+np) et M¯3 ∈ R(l+n+m)×(m2)
de´finies par
M¯1 ,
(
BpLJ
−1 0 Bp
KJ−1 In 0
)
(4.68)
M¯2 ,
J−1NC˜p J−1M0 In
C˜p 0
 (4.69)
M¯3 ,
J−1NI˜0
I˜
 (4.70)
De´monstration :
∂H¯
∂Z
(z) =
(
Il+n+p ⊗ C¯
) ∂ (zI − A¯)−1
∂Z
(
Il+n+m ⊗ B¯
)
+
(
Il+n+p ⊗ C¯
(
zI − A¯)−1) ∂B¯
∂Z
=
(
Il+n+p ⊗ H¯1(z)
)(∂A¯
∂Z
(
Il+n+m ⊗ H¯2(z)
)
+
∂B¯
∂Z
)
(4.71)
Enfin, la proposition B.3, pre´sente a` l’annexe B, permet de montrer que
∂A¯
∂Z
= M¯1 ~ M¯2 et
∂B¯
∂Z
= M¯1 ~ M¯3 (4.72)
Comme pour la mesure MWL2 ,
δH˜
δZ s’obtient graˆce a` la proposition 4.7 et
au the´ore`me 4.8.
4.4 Mesure de stabilite´
4.4.1 Historique
En comple´ment des mesures de sensibilite´ de fonction de transfert ini-
tie´es par V. Tavs¸anog˘lu et L. Thiele [100], d’autres mesures d’e´valuation de
la de´gradation due a` la repre´sentation en pre´cision finie des coefficients ont
e´te´ de´veloppe´es : le de´placement induit des poˆles de la fonction de trans-
fert est tout particulie`rement e´tudie´. Ceci est duˆ au fait que les poˆles sont
non seulement des indicateurs structurants du syste`me mais caracte´risent
e´galement la stabilite´.
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Dans [95], une premie`re mesure de sensibilite´ des valeurs propres (λk)16k6n
de A par rapport aux coefficients de A est e´nonce´e :
Ψp ,
n∑
k=1
∥∥∥∥∂λk∂A
∥∥∥∥2
F
(4.73)
La sensibilite´ des poˆles d’un syste`me est reprise ensuite, dans des mesures
relatives a` la stabilite´ d’un syste`me en boucle ferme´e [105] : en effet, si l’on
conside`re un syste`me controˆle´ par un re´gulateur, la position des poˆles du
syste`me en boucle ferme´e vis-a`-vis du cercle unite´ nous indique la stabilite´
du syste`me reboucle´.
Une modification des parame`tres de la re´alisation, par exemple par quan-
tification, entraˆıne alors un de´placement des poˆles, parfois au dela` de la
stabilite´. L’exemple nume´rique exhibe´ dans [84, 106, 118] est un re´gulateur
fragile [57] tre`s sensible a` la quantification : pour une re´alisation sous forme
canonique, une repre´sentation (virgule fixe) avec plus de 20 bits est ne´ces-
saire pour que le syste`me boucle´ reste stable.
Cet exemple montre donc la ne´cessite´ de disposer d’une mesure permettant
d’exprimer la sensibilite´ des poˆles en boucle ferme´e vis-a`-vis des coefficients
en jeu ainsi qu’une e´valuation du nombre de bits minimum ne´cessaires pour
coder/repre´senter les coefficients d’une re´alisation sans perdre la stabilite´.
4.4.2 Mesure de stabilite´
On conside`re dans cette section le meˆme syste`me boucle´ qu’au para-
graphe 4.3 : un syste`me P de´crit par les matrices syste`mes (Ap, Bp, Cp) et
re´gule´ par le controˆleur de re´alisationR := (J,K,L,M,N, P,Q,R, S) (figure
4.4).
P
Yc(k)
U(k)
Y (k)
m1
m2
p
C
Fig. 4.4 – Le syste`me boucle´
On note de nouveau (A¯, B¯, C¯) les matrices d’e´tat du syste`me boucle´, et
(λk)16k6n les valeurs propres de A¯ (les poˆles du syste`me boucle´).
Nous avons vu au chapitre 3.4.4 que les coefficient de Z sont perturbe´s
et modifie´s en Z + rZ ×∆.
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La mesure de stabilite´, qui indique la quantification maximum qu’il est pos-
sible d’accepter sans perdre la stabilite´ du syste`me en boucle ferme´e, est
de´finie par :
De´finition 4.11
µ0(Z) , inf {‖∆‖max / le syste`me parame´tre´ par Z + rZ ×∆ soit instable}
Si on note λk(Z) les valeurs propres de A¯ (fonction de Z), alors
µ0(Z) = inf {‖∆‖max / |λk(Z + rZ ×∆)| > 1, ∀ 1 6 k 6 n+ np} (4.74)
On remarquera que si ∆ est tel que ‖∆‖max 6 µ0(Z), alors A¯(Z + rZ ×∆)
est stable11.
Cette mesure n’est malheureusement pas facilement e´valuable (voir [115]),
et il nous faut donc trouver une mesure approchante. On se propose, en
supposant que l’erreur parame´trique amene´e par la quantification est faible,
d’e´crire pour tout k le de´veloppement limite´ au 1er ordre :
|λk(Z + rZ ×∆)| − |λk(Z)| =
∑
i,j
∆i,j
∂ |λk|
∂∆i,j
∣∣∣∣
∆=0
+ o (‖∆‖max) (4.75)
avec, comme au paragraphe 4.2.3
∂ |λk|
∂∆
∣∣∣∣
∆=0
=
∂ |λk|
∂Z
× rZ (4.76)
On peut alors majorer la perturbation sur le ke poˆle par
∣∣ |λk(Z + rZ ×∆)| − |λk(Z)|∣∣ 6 ‖∆‖max ∥∥∥∥∂ |λk|∂Z × rZ
∥∥∥∥
S
(4.77)
ou` ‖.‖S est une norme 1 matricielle12 de´finie par :
‖X‖S ,
∑
i,j
|Xi,j | (4.78)
On introduit alors la mesure suivante
µ1(Z) , min
16k6n+np
1− |λk|∥∥∥∂|λk|∂Z × rZ∥∥∥S (4.79)
11c.a.d le syste`me boucle´ parame`tre´ par Z + rZ ×∆ est stable.
12Au meˆme titre que la norme de Frobenius est une norme 2 matricielle.
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qui permet d’e´crire
‖∆‖max < µ1(Z) ⇒
∣∣ |λk(Z + rZ ×∆)| − |λk(Z)|∣∣ < 1− |λk| (4.80)
⇒ |λk(Z + rZ ×∆)| < 1 (4.81)
⇒ A¯(Z + rZ ×∆) est stable (4.82)
Autrement dit, pour une re´alisation R := (Z), le syste`me en boucle fer-
me´e peut tole´rer une perturbation parame´trique ∆ due a` la pre´cision finie,
dont la norme ‖.‖max est infe´rieure a` µ1(Z). Ainsi, plus µ1(Z) est e´leve´ et
plus le syste`me en boucle ferme´e peut tole´rer des erreurs parame´triques e´le-
ve´es sans devenir instable. Cette mesure, relative a` la stabilite´ est donc bien
un indicateur du degre´ de re´silience d’une re´alisation vis-a`-vis de l’ope´ration
de quantification.
Cette mesure a e´te´ de´veloppe´e successivement et enrichie par G. Li, J. Wu,
S. Chen, R. Istepanian, J. Whidborne, J. Chu, etc. et e´tendue ici a` la forme
implicite spe´cialise´e (les calculs sont e´crits sous une forme compacte graˆce
a` la matrice Z cf. [41]). Plusieurs formes de cette mesure ont e´te´ successi-
vement expose´es, les premie`res ne prennent pas en compte la ponde´ration
WZ pre´sente ici dans le terme rZ , d’autres e´valuent la sensibilite´ des valeurs
propres ∂λk∂Z au lieu de la sensibilite´ du module des valeurs propres
∂|λk|
∂Z ,
d’autres encore utilisent l’ine´galite´ de Cauchy pour majorer l’e´cart sur le ke
poˆle, ce qui induit une mesure µ2 de´finie par
µ2(Z) , min
16k6n+np
1− |λk|
‖WZ‖F
∥∥∥∂|λk|∂Z × rZ∥∥∥F (4.83)
La proposition 4.11 montrera que∣∣∣∣∂|λk|∂Zi,j
∣∣∣∣ 6 ∣∣∣∣ ∂λk∂Zi,j
∣∣∣∣ (4.84)
et que, donc, les mesures utilisant la sensibilite´ du module des valeurs propres
sont moins conservatives que celles sans le module. [119] montre aussi que
ces mesures peuvent ne´cessiter un effort de calcul moindre.
De ces deux mesures utilise´es, on de´finit ici la mesure de stabilite´ suivante :
De´finition 4.12 (Mesure de stabilite´)
On conside`re le syste`me en boucle ferme´e de´fini a` la figure 4.2. La mesure
de stabilite´ du syste`me en boucle ferme´e est de´finie par
µ(Z) = max (µ1(Z), µ2(Z)) (4.85)
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ou`
µ2(Z) , min
16k6n+np
1− |λk|
‖WZ‖F
∥∥∥∂|λk|∂Z × rZ∥∥∥F (4.86)
µ1(Z) , min
16k6n+np
1− |λk|∥∥∥∂|λk|∂Z × rZ∥∥∥S (4.87)
La section 4.4.6 relie ces mesures au nombre de bits minimum, suivant
la repre´sentation choisie, ne´cessaire pour assurer la stabilite´.
4.4.3 Expression de la mesure de sensibilite´
Le calcul de µ1 ou µ2 ne´cessite l’e´valuation de
∂|λk|
∂Z que l’on obtient graˆce
aux lemmes et propositions suivantes :
Lemme 4.9
On conside`re une fonction f : Rm×n → C diffe´rentiable et deux matrices
M ∈ Rm×n et X ∈ Rp×l.
On conside`re aussi M0, M1 et M2 des matrices constantes (vis-a`-vis de X)
de dimensions approprie´es. On a les re´sultats suivants
– Si M =M0 +M1XM2, alors
∂f(M)
∂X
=M>1
∂f(M)
∂M
M>2 (4.88)
– Si M =M0 +M1X−1M2, alors
∂f(M)
∂X
= − (M1X−1)> ∂f(M)
∂M
(
X−1M2
)> (4.89)
De´monstration :
On trouvera la de´monstration dans [69] et [52].
Remarque : ce lemme est a` rapprocher du lemme 4.5 permettant de calculer
la sensibilite´ ∂H∂Z .
The´ore`me 4.10
La sensibilite´ du module des poˆles en boucle ferme´e vis-a`-vis de Z est
donne´e par
∂ |λk|
∂Z
= M¯>1
∂|λk|
∂A¯
M¯>2 (4.90)
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ou` les matrices M¯1 ∈ R(n+np)×(l+n+p) et M¯2 ∈ R(l+n+m)×(n+np) sont
de´finies par
M¯1 ,
(
BpLJ
−1 0 Bp
KJ−1 In 0
)
(4.91)
M¯2 ,
J−1NC˜p J−1M0 In
C˜p 0
 (4.92)
Ces matrices sont e´videmment celles introduites a` la proposition B.3 sur
la sensibilite´ de la fonction de transfert en boucle ferme´e.
De´monstration :
On applique le lemme 4.9 sur les e´quations (B.16) a` (B.24) (qui servent a`
de´montrer le the´ore`me 4.8 et dont la de´monstration comple`te est a` l’annexe
B), ce qui donne les sensibilite´s de |λk| par rapport a` J , K, L, M , N , P , Q,
R, S :
∂ |λk|
∂K
=
(
0
In
)>
∂ |λk|
∂A¯
(
J−1NC˜p J−1M
)> (4.93)
∂ |λk|
∂L
=
(
Bp
0
)>
∂ |λk|
∂A¯
(
J−1NC˜p J−1M
)> (4.94)
∂ |λk|
∂M
=
(
BpLJ
−1
KJ−1
)>
∂ |λk|
∂A¯
(
0 In
)> (4.95)
∂ |λk|
∂N
=
(
BpLJ
−1
KJ−1
)>
∂ |λk|
∂A¯
(
C˜p 0
)> (4.96)
∂ |λk|
∂P
=
(
0
In
)>
∂ |λk|
∂A¯
(
0 In
)> (4.97)
∂ |λk|
∂Q
=
(
0
In
)>
∂ |λk|
∂A¯
(
C˜p 0
)> (4.98)
∂ |λk|
∂R
=
(
Bp
0
)>
∂ |λk|
∂A¯
(
0 In
)> (4.99)
∂ |λk|
∂S
=
(
Bp
0
)>
∂ |λk|
∂A¯
(
C˜p 0
)> (4.100)
∂ |λk|
∂J
= −
(
BpLJ
−1
KJ−1
)>
∂ |λk|
∂A¯
(
J−1NC˜p J−1M
)> (4.101)
On regroupe cela graˆce a` l’e´quation (4.22).
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Remarque 1 : Bien que l’on puisse e´crire
A¯ =
(
Ap 0
0 0
)
+ M¯1ZM¯2 (4.102)
M¯1 et M¯2 sont eux meˆme fonction de Z et l’on ne peut appliquer le lemme
4.9 sur cette relation.
Remarque 2 : on remarquera aussi que ∂|λk|∂Z ne de´pend pas du choix de la
re´alisation (Ap, Bp, Cp).
Finalement, le calcul de ∂|λk|
∂A¯
se fait graˆce a` la proposition suivante :
Proposition 4.11
Soit M ∈ Rn×n une matrice diagonalisable. On note (λk)16k6n ses valeurs
propres et (xk)16k6n les vecteurs propres a` droite correspondants.
En notant
Mx ,
(
x1x2 . . . xn
)
(4.103)
et
My =
(
y1y2 . . . yn
)
,M−Hx (4.104)
on a alors ∀k, 1 6 k 6 n :
∂λk
∂M
= y∗kx
>
k (4.105)
∂ |λk|
∂M
=
1
|λk|Re
(
λ∗k
∂λk
∂M
)
(4.106)
ou` .∗ est l’ope´rateur conjugue´, Re(.) la partie re´elle et .H l’ope´rateur de
transconjugue´.
De´monstration :
On trouvera la de´monstration dans [31] et [118]
4.4.4 Cas particuliers
On peut facilement retrouver comme cas particulier les mesures de sen-
sibilite´s de la litte´rature obtenues dans le cas de q-structurations et de δ-
structurations [117].
En partitionnant ∂|λk|
∂A¯
, qui est de taille (n + np) × (n + np) de la manie`re
suivante
∂|λk|
∂A¯
=
(
αk βk
γk θk
)
(4.107)
avec αk ∈ Rnp×np , βk ∈ Rnp×n, γk ∈ Rn×np et θk ∈ Rn×n, on peut e´crire :
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– Dans le cas de la q-structuration (cf. 3.2.1) :
∂|λk|
∂Z
=
. . .. θk γkC˜>p
. B>p βk B>p αkC˜>p
 (4.108)
et∥∥∥∥∂|λk|∂Z ×WZ
∥∥∥∥2
F
= ‖θk‖2F +
∥∥∥γkC˜>p ∥∥∥2
F
+
∥∥∥B>p βk∥∥∥2
F
+
∥∥∥B>p αkC˜>p ∥∥∥2
F
– Pour une δ-structuration (cf. 3.2.3.1) :
∂|λk|
∂Z
=
 ∆γkC˜>p B>δ +∆θkA>δ ∆θk ∆γkC˜>pγkC˜>p B>δ + θkA>δ θk γkC˜>p
B>p αkC˜>p B>δ +B
>
p βkA
>
δ B
>
p βk B
>
p αkC˜
>
p
 (4.109)
et∥∥∥∥∂|λk|∂Z ×WZ
∥∥∥∥2
F
= ∆2 ‖θk‖2F+∆2
∥∥∥γkC˜>p ∥∥∥2
F
+
∥∥∥B>p βk∥∥∥2
F
+
∥∥∥B>p αkC˜>p ∥∥∥2
F
Ces deux re´sultats sont conformes a` ceux de [117] qui comparent la mesure
de stabilite´ pour des re´alisations en q et en δ.
On remarquera aussi que le parame`tre ∆ qui intervient dans la re´alisation
en δ est suppose´, dans tous les travaux pre´ce´dents sur cet ope´rateur ([17, 19,
31, 70, 77, 97, 117]), comme imple´mente´ exactement : jamais la sensibilite´ de
la fonction de transfert ou des poˆles vis-a`-vis de ce parame`tre ∆ n’est e´tudie´.
Il est possible ici de le prendre en compte, car la sensibilite´ exprime´e par ce
parame`tre nous est donne´e par ∂|λk|∂K qui vaut γkC˜
>
p B
>
δ + θkA
>
δ . Toutefois,
ce parame`tre pouvant eˆtre choisi (on ne le prend pas ne´cessairement e´gal
a` la pe´riode d’e´chantillonnage), on s’arrangera, en pratique, pour choisir
une valeur repre´sentable exactement en pre´cision finie (clasiquement une
puissance de 2).
4.4.5 Exemple acade´mique
Pour appliquer ces mesures de stabilite´, nous reprenons l’exemple que I.
Njabeleke et J. Whidborne13 [84, 106, 118] exhibent. Il s’agit d’un re´gulateur
SISO de machine hydraulique, obtenu par discre´tisation d’un re´gulateur H∞
optimal.
Le syste`me discret est donne´ par
Ap =

9.9988e−1 1.9432e−5 5.9320e−5 −6.2286e−5
−4.9631e−7 2.3577e−2 2.3709e−5 2.3672e−5
−1.5151e−3 2.3709e−2 2.3751e−5 2.3898e−5
1.5908e−3 2.3672e−2 2.3898e−5 2.3667e−5
 (4.110)
13Nous remercions James Whidborne de nous avoir fourni le source de´finissant le syste`me
et le re´gulateur avec la pre´cision suffisante.
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Bp =

3.0504e−3
−1.2373e−2
−1.2375e−2
−8.8703e−2
Cp =

1
0
0
0

>
(4.111)
Le re´gulateur est donne´ ici par une re´alisation canonique
Z0 =

0 0 0 −3.307e−1 1 0
1 0 0 1.987e+0 0 0
0 1 0 −3.982e+0 0 0
0 0 1 3.325e+0 0 0
−1.611e−3 −1.600e−3 −1.589e−3 −1.577e−3 −8.084e−4 1

On notera que la pre´cision de l’affichage des coefficients n’est pas suffisante
ici pour de´finir le syste`me : on le verra, la stabilite´ du syste`me peut eˆtre tre`s
vite compromise par les quantifications des coefficients de Z0.
Les poˆles du syste`me boucle ferme´e sont
λ1 = 9.9956e−01 + 2.6126e−04i (4.112)
λ2 = 9.9956e−01− 2.6126e−04i (4.113)
λ3 = 9.9956e−01 (4.114)
λ4 = 9.9333e−01 (4.115)
λ5 = 3.3333e−01 (4.116)
λ6 = 2.3625e−02 (4.117)
λ7 = 9.7531e−19 (4.118)
λ8 = −3.8735e−09 (4.119)
Les poˆles λ1 a` λ4, qui sont en module proche de 1 ont pour sensibilite´14 :
∂ |λ1|
∂Z
˛˛˛˛
Z0
=
0BBBBBBBB@
−1.747e+5 8.749e+5 −1.228e+6 5.282e+5 −4.439e−4 0
−1.718e+5 8.604e+5 −1.208e+6 5.194e+5 −4.402e−4 0
−1.689e+5 8.460e+5 −1.188e+6 5.107e+5 −4.365e−4 0
−1.661e+5 8.317e+5 −1.168e+6 5.021e+5 −4.329e−4 0
1.780e+6 −8.913e+6 1.251e+7 −5.380e+6 2.158e−3 0
1CCCCCCCCA
∂ |λ2|
∂Z
˛˛˛˛
Z0
=
0BBBBBBBB@
−1.747e+5 8.749e+5 −1.228e+6 5.282e+5 −4.439e−4 0
−1.718e+5 8.604e+5 −1.208e+6 5.194e+5 −4.402e−4 0
−1.689e+5 8.460e+5 −1.188e+6 5.107e+5 −4.365e−4 0
−1.661e+5 8.317e+5 −1.168e+6 5.021e+5 −4.329e−4 0
1.780e+6 −8.913e+6 1.251e+7 −5.380e+6 2.158e−3 0
1CCCCCCCCA
14On donne la sensibilite´ pour tous les coefficients, en exhibant en gras les coefficients
dont il faut tenir compte.
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∂ |λ3|
∂Z
˛˛˛˛
Z0
=
0BBBBBBBB@
3.631e+5 −1.818e+6 2.553e+6 −1.098e+6 9.041e−5 0
3.572e+5 −1.789e+6 2.511e+6 −1.080e+6 8.894e−5 0
3.514e+5 −1.760e+6 2.470e+6 −1.062e+6 8.748e−5 0
3.456e+5 −1.730e+6 2.429e+6 −1.044e+6 8.603e−5 0
−3.566e+6 1.786e+7 −2.507e+7 1.078e+7 −8.879e−4 0
1CCCCCCCCA
∂ |λ4|
∂Z
˛˛˛˛
Z0
=
0BBBBBBBB@
−1.363e+4 6.818e+4 −9.549e+4 4.095e+4 7.974e−4 0
−1.353e+4 6.767e+4 −9.478e+4 4.064e+4 7.914e−4 0
−1.343e+4 6.717e+4 −9.408e+4 4.034e+4 7.856e−4 0
−1.333e+4 6.667e+4 −9.338e+4 4.004e+4 7.797e−4 0
6.366e+3 −3.184e+4 4.459e+4 −1.912e+4 −3.723e−4 0
1CCCCCCCCA
On peut remarquer que celles-ci sont particulie`rement e´leve´es (surtout
pour λ3), et qu’elles sont e´gales pour les poˆles complexes conjugue´s.
On peut observer la valeur de sensibilite´ pour chaque poˆle
 1− |λk|∥∥∥∥ ∂|λk|∂Z ∣∣∣Z0 ×WZ
∥∥∥∥
S

16k6n+np
=

1.4409e−11
1.4409e−11
7.1128e−12
2.5273e−8
1.2859e−1
1.2732e+5
5.6213e+3
6.5386e+3

(4.120)
le minimum e´tant atteint pour λ3 (ce poˆle-la` est donc celui qui ame`nera,
potentiellement, en premier, a` l’instabilite´).
Ceci nous donne les mesures (la repre´sentation virgule fixe est conside´re´e)
µ1(Z0) = 7.1128e− 12 µ2(Z0) = 4.4392e− 12 (4.121)
ce qui est conforme aux re´sultats de [118].
Nous pouvons aussi appliquer cette mesure sur une autre re´alisation,
par exemple une forme en δ (le chapitre 5 nous permettra d’appliquer cette
mesure sur beaucoup d’autres re´alisations, bien plus inte´ressantes que celles-
ci).
On fixe ∆ = 2−3, et on conside`re la re´alisation canonique
Z1 =
0BBBBBBBBBBBBBBB@
−1 0 0 0 −5.396e+0 −3.357e−1 −1.209e−3 −9.685e−9 1
0 −1 0 0 1 0 0 0 0
0 0 −1 0 0 1 0 0 0
0 0 0 −1 0 0 1 0 0
∆ 0 0 0 1 0 0 0 0
0 ∆ 0 0 0 1 0 0 0
0 0 ∆ 0 0 0 1 0 0
0 0 0 ∆ 0 0 0 1 0
0 0 0 0 −1.289e−2 −6.883e−2 −4.468e−4 −6.868e−7 −8.084e−4
1CCCCCCCCCCCCCCCA
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Dans ce cas, la sensibilite´ est plus faible
 1− |λk|∥∥∥∥ ∂|λk|∂Z ∣∣∣Z1 ×WZ
∥∥∥∥
S

16k6n+np
=

4.2680e+0
4.3051e−4
3.0519e−7
3.0519e−7
1.5047e−7
3.1537e+6
4.2685e+24
1.4672e+5

(4.122)
Cette fois, le minimum est atteint pour k = 5, bien que λ5 ne soit pas le poˆle
le plus proche de 1 (mais c’est le poˆle dont le rapport distance de l’unite´ /
sensibilite´ est le plus petit).
On obtient les mesures
µ1(Z0) = 1.5047e− 07 µ2(Z0) = 5.5171e− 08 (4.123)
4.4.6 Nombre de bits pour la pre´cision
Nous avons vu (e´quation (4.80)) que
‖∆‖max < µ(Z)⇒ A¯(Z + rZ ×∆) est stable (4.124)
et que l’e´cart de pre´cision engendre´ par la quantification de Z ve´rifie (cf.
(3.96))
‖∆‖max 6 2−(βp+1) (4.125)
ou` βp est le nombre de bits de pre´cision du format de repre´sentation (βp = βf
pour la virgule fixe, et βp = βm pour la virgule flottante). On pourra donc
estimer le nombre de bits de pre´cision βp minimum ne´cessaire pour assurer
la stabilite´ du syste`me boucle´ par
βˆminp , −dlog2 µ(Z)e (4.126)
Applique´ aux re´alisations de l’exemple pre´ce´dent, ceci donne
Re´alisation virgule fixe virgule flottante virgule flottante par bloc
Z0 38 36 37
Z1 23 6 22
Tab. 4.5 – Nombre de bits minimum selon le format
On pourra se reporter a` [120] pour la comparaison des nombres de bits
ne´cessaires dans les diffe´rents cas.
te
l-0
00
86
92
6,
 v
er
sio
n 
1 
- 2
0 
Ju
l 2
00
6
152 CHAPITRE 4. CRITE`RES D’ANALYSE EN PRE´CISION FINIE
4.5 Conclusion
Ce chapitre nous a permis de pre´senter dans le de´tail diffe´rents crite`res
d’e´valuation de la de´gradation due a` l’imple´mentation en pre´cision finie.
De´veloppe´s pour l’occasion ou simplement ge´ne´ralise´s, a` partir de ceux e´la-
bore´s dans le cadre de travaux pre´curseurs (Gevers, Williamson, Wu, etc.)
au cas de la forme implicite spe´cialise´e, ces crite`res permettent d’e´valuer la
sensibilite´ de la relation entre´es/sorties vis-a`-vis des coefficients ou encore
la sensibilite´ des poˆles et la distance a` l’instabilite´. Crite`res ponde´re´s ou
non, en boucle ouverte ou boucle ferme´e dans le cas de re´gulateurs ont e´te´
distingue´s.
S’appliquant a` la forme implicite, ces crite`res sont d’une porte´e plus ge´-
ne´rale que pre´ce´demment et ne ne´cessite pas de de´veloppements diffe´rentie´s
comme c’e´tait le cas jusqu’a` pre´sent pour les re´alisations en q, δ, retour
d’e´tat-observateur, etc.
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Chapitre
5 Synthe`se de re´alisations
Re´sume´ :
Nous avons pre´sente´, au chapitre pre´ce´dent, des mesures permettantd’e´valuer l’impact du processus de quantification sur une re´alisa-
tion donne´e. Ce chapitre va nous permettre de de´terminer, pour une
loi initiale de re´fe´rence, un ensemble de re´alisations e´quivalentes afin
de pouvoir choisir, parmi elles, la mieux approprie´e en vue de l’imple´-
mentation. En particulier, le proble`me de l’optimisation consistant a`
rechercher la meilleure re´alisation en terme de re´silience, sera de´taille´ et
illustre´ de manie`re pratique. Diffe´rentes hypothe`ses seront envisage´es :
optimisation sur une classe d’e´quivalence restreinte en terme d’ordre ou
de structure, diffe´rents crite`res, etc.
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5.1 Re´alisations optimales
On conside`re ici une loi LTI que l’on cherche a` imple´menter. Celle-ci
pourra eˆtre donne´e sous la forme d’une matrice de transfert H ou d’une
re´alisation spe´cifique R0.
Le proble`me de synthe`se de re´alisation optimale consiste a` trouver, parmi
les re´alisations e´quivalentes a` R0 (toutes les re´alisations associe´es a` la meˆme
matrice de transfert H), celles qui optimisent un crite`re donne´ note´ J . Ce
crite`re peut eˆtre un de ceux exprime´s au chapitre 4 (le crite`re de couˆt de
calcul ne sera pas conside´re´ ici comme un crite`re retenu dans la recherche
de re´alisations optimales, car assez peu discriminatoire. Une solution pour
prendre en compte ce parame`tre important sera pre´sente´e – mais pas de´ve-
loppe´e – au paragraphe 5.4.3).
On supposera par la suite que ce crite`re J est a` minimiser (dans le cas de
la mesure de stabilite´ – qui est un crite`re a` maximiser, cf. section 4.4, on
conside´rera son inverse).
Ce proble`me s’e´crit donc
Proble`me 5.1 (Recherche d’une re´alisation optimale)
Ropt = arg min
R∈RH
J (R) (5.1)
ou` RH est l’ensemble des re´alisations sous forme implicite spe´cialise´e de
transfert H (cf. de´finition 3.3).
Le choix de la forme implicite spe´cialise´e permet d’accroˆıtre conside´ra-
blement la taille de cet ensemble. Avantage inde´niable en ce qu’il augmente
fortement les chances de trouver une re´alisation support d’une imple´menta-
tion efficace (bonne re´silience, faible couˆt), ce choix complique cependant la
re´solution du proble`me d’optimisation.
On se restreindra, en pratique, a` un sous-ensemble de RH . Dans la plupart
des cas, on s’imposera de chercher parmi des re´alisations de dimension maxi-
male fixe´e (pas ne´cessairement l’ordre de matrice de transfert) ou encore en
privile´giant certaines structures.
On conside`re ainsi une structuration S . On pourra trouver une solution
sous-optimale du proble`me de synthe`se en conside´rant le proble`me de syn-
the`se de re´alisation structure´e optimale suivant :
Proble`me 5.2 (Recherche d’une re´alisation sous-optimale)
RSopt = arg min
R∈RSH
J (R) (5.2)
ou` RSH est l’ensemble des re´alisations structure´es selon S et ayant H pour
transfert entre´es/sorties (cf. de´finition 3.5).
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La proble´matique repose donc sur la description de RSH et sur les pos-
sibilite´s de parcourir cet ensemble. La description des classes d’e´quivalences
de la section 3.3 va donc eˆtre applique´e ici, pour divers cas.
Nous ope´rons une distinction selon que RSH est fini ou non.
5.2 Cas ou` RSH est fini
On traitera ici trois exemples simples pour lesquels, selon la structura-
tion choisie, il n’existe qu’un nombre fini de re´alisations e´quivalentes a` la
re´alisation R0 de re´fe´rence.
5.2.1 De´composition en cascade
Comme de´crit au paragraphe 2.1.8.1, nous conside´rerons une loi SISO
de´compose´e en produit de syste`mes du second ordre (pour simplifier le pro-
pos, mais sans perte de ge´ne´ralite´, on supposera l’ordre n du syste`me pair,
et les nume´rateurs et de´nominateurs de dimensions e´gales) :
H(z) = K
n
2∏
j=1
Hj(z) ∀z ∈ C (5.3)
ou` chaque syste`me Hj est du 2nd ordre.
En nommant (pi)16i6n et (qi)16i6n les poˆles et ze´ros de H, le choix
du de´coupage revient a` choisir deux poˆles et deux ze´ros parmi (pi)16i6n et
(qi)16i6n pour chaque syste`me Hj , sans se´parer les poˆles et ze´ros complexes
conjugue´s.
Chaque fonction de transfert Hj s’e´crira donc
Hj(z) =
(
z − pσ1(i)
) (
z − pσ2(i)
)(
z − qρ1(i)
) (
z − qρ2(i)
) (5.4)
ou` σ1, σ2, ρ1 ,ρ2 sont des fonctions de de´coupage [1; n2 ]→ [1;n] qui ve´rifient :
σ1
(
[1;
n
2
]
)
∩ σ2
(
[1;
n
2
]
)
= ∅ (5.5)
σ1
(
[1;
n
2
]
)
∪ σ2
(
[1;
n
2
]
)
= [1;n] (5.6)
ρ1
(
[1;
n
2
]
)
∩ ρ2
(
[1;
n
2
]
)
= ∅ (5.7)
ρ1
(
[1;
n
2
]
)
∪ ρ2
(
[1;
n
2
]
)
= [1;n] (5.8)
si pσ1(j) est complexe, alors pσ2(j) = pσ1(j) (5.9)
si qρ1(j) est complexe, alors qρ2(j) = qρ1(j) (5.10)
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5.2. CAS OU` RSH EST FINI 157
(les valeurs de σ1 et σ2 sont disjointes ; leur re´union forme l’ensemble des
indices [1;n] et les complexes conjugue´s sont associe´s dans la meˆme paire).
Ainsi constitue´es, les lois de de´coupage de´finissent les sous-syste`mes (Hj)16j6n
2
.
Notons que ce de´coupage distingue la mise en cascade de H1 et H2 de la
mise en cascade de H2 et H1. Les fonctions de de´coupage peuvent amener
a` deux syste`mes ou` les poˆles et ze´ros sont regroupe´s de la meˆme manie`re,
mais dans un ordre diffe´rent.
On pourra montrer que si (pi)16i6n (respectivement (qi)16i6n) ne pos-
se`de aucune valeur complexe, alors il existe
n!
2
n
2
(5.11)
fonctions de de´coupage (σ1, σ2) (resp. (ρ1, ρ2)) ve´rifiant les proprie´te´s (5.5) a`
(5.10) 1. Enfin, si on a m poˆles (respectivement ze´ros) complexes conjugue´s,
on peut montrer qu’il existe alors
(n−m)!
2
n−m
2
(
n
2
)
!(
n−m
2
)
!
(5.12)
fonctions de de´coupages possibles.
Pour avoir un ordre de grandeur, le tableau 5.1 donne quelques valeurs.
m
10 8 6 4 2 0
n
10 120 120 360 1800 12600 113400
8 × 24 24 72 360 2520
6 × × 6 6 18 90
4 × × × 2 2 6
Tab. 5.1 – Quelques valeurs du nombre de de´coupage possibles
Enfin, puisqu’il faut deux fonctions de de´coupage (une pour les ze´ros,
une pour les poˆles), il y a donc(
n
2
)
!
2n−
mp+mq
2
(n−mp)!(n−mq)!(
n−mp
2
)
!
(
n−mq
2
)
!
(5.13)
possibilite´s (en notant mp le nombre de poˆles complexes conjugue´s et mq le
nombre de ze´ros complexes conjugue´s). En pratique, il devient impossible
d’examiner toutes les de´compositions lorsque n−m > 10.
1En effet, il y a n(n−1)
2
possibilite´s pour choisir une paire (σ1(1), σ2(1)) d’indices parmi
n. Il y a ensuite (n−2)(n−3)
2
possibilite´s pour choisir (σ1(2), σ2(2)), etc.
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Enfin, on choisira, par exemple2, pour re´alisation de chaque fonction
de transfert e´le´mentaire Hj , une re´alisation sous forme e´quilibre´e (le para-
graphe 4.2.3 ayant montre´ que les formes e´quilibre´es pre´sentaient une bonne
sensibilite´ parame´trique).
Pour chaque fonction de de´coupage σ1, σ2, ρ1, ρ2 choisie, il nous est possible
de construire la re´alisation e´quivalente note´e Rσ1,σ2,ρ1,ρ2 (sous forme impli-
cite spe´cialise´e) : la mise en cascade est donne´e au paragraphe 3.2.4, et les
re´alisations e´quilibre´es aux sections 3.2.1 et 2.1.2.
En choisissant, par exemple, la mesure de sensibilite´ parame´trique MWL2
comme crite`re d’e´valuation, le proble`me de synthe`se de re´alisation structure´e
en cascade s’e´crit
Ropt = arg min
σ1,σ2,ρ1,ρ2
MWL2
(Rσ1,σ2,ρ1,ρ2) (5.14)
On conside`re l’exemple suivant (cf. [31]) :
H(z) =
z4 + 1.0706z3 + 0.1016z2 + 0.0460z + 0.0230
z4 − 2.9003z3 + 3.3837z2 − 1.8938z + 0.4199 (5.15)
Les poˆles et ze´ros de H sont
p1 = −0.9913 q1 = 0.6585 + 0.5061i
p2 = 0.1026 + 0.2663i q2 = 0.6585− 0.5061i
p3 = 0.1026− 0.2663i q3 = 0.9254
p4 = −0.2846 q4 = 0.6579
(5.16)
Suivant les re`gles (5.5) a` (5.10), les de´compositions possibles sont :
G1(z) =
(z − p1)(z − p4)
(z − q1)(z − q2) ·
(z − p2)(z − p3)
(z − q3)(z − q4) (5.17)
G2(z) =
(z − p1)(z − p4)
(z − q3)(z − q4) ·
(z − p2)(z − p3)
(z − q1)(z − q2) (5.18)
G3(z) =
(z − p2)(z − p3)
(z − q1)(z − q2) ·
(z − p1)(z − p4)
(z − q3)(z − q4) (5.19)
G4(z) =
(z − p2)(z − p3)
(z − q3)(z − q4) ·
(z − p1)(z − p4)
(z − q1)(z − q2) (5.20)
ce qui correspond aux re´alisations Z1 a` Z4 :
Z1 =

−1 −1.75628 0.70116 0 0 1
0 0.67325 0.50631 0 0 −1.75628
0 −0.50631 0.64374 0 0 −0.70116
−1.42306 0 0 0.94258 0.06995 0
−0.80443 0 0 −0.06995 0.64069 0
1 0 0 −1.42306 0.80443 0

2Il est tout a` fait possible, encore une fois, de choisir une autre forme de re´alisation :
une forme directe, re´alisation en δ, etc.
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Z2 =

−1 −2.37002 1.66067 0 0 1
0 0.94757 0.08014 0 0 −2.37002
0 −0.08014 0.63570 0 0 −1.66067
−1.07059 0 0 0.59147 0.51052 0
−0.18559 0 0 −0.51052 0.72552 0
1 0 0 −1.07059 0.18559 0

Z3 =

−1 −1.07059 0.18559 0 0 1
0 0.59147 0.51052 0 0 −1.07059
0 −0.51052 0.72552 0 0 −0.18559
−2.37002 0 0 0.94757 0.08014 0
−1.66067 0 0 −0.08014 0.63570 0
1 0 0 −2.37002 1.66067 0

Z4 =

−1 −1.42306 0.80443 0 0 1
0 0.94258 0.06995 0 0 −1.42306
0 −0.06995 0.64069 0 0 −0.80443
−1.75628 0 0 0.67325 0.50631 0
−0.70116 0 0 −0.50631 0.64374 0
1 0 0 −1.75628 0.70116 0

Bien qu’e´quivalentes, ces re´alisations pre´sentent une mesure MWL2 diffe´-
rente, que nous pre´sentons au tableau 5.2.
Re´alisation MWL2
Z1 2.4250e+ 05
Z2 2.6920e+ 05
Z3 2.6920e+ 05
Z4 2.4250e+ 05
Tab. 5.2 – Mesure de sensibilite´ pour les quatre re´alisations e´tudie´es
On remarque tout d’abord que, bien que l’ordre de grandeur de la mesure
de sensibilite´ soit le meˆme pour les quatre re´alisations, Z1 et Z4 posse`dent
une plus faible sensibilite´ que Z2 et Z3. Ensuite, les re´alisations Z1, Z4 et
Z2, Z3 posse`dent la meˆme sensibilite´ : on peut montrer sans difficulte´s (a`
partir des expressions des sensibilite´s et de l’expression (3.50)) que l’ordre
de la mise en cascade n’a pas d’incidence sur la sensibilite´ parame´trique (par
contre, l’ordre aura un impact tre`s important sur le bruit de quantification).
Il est ainsi possible de choisir le de´coupage en cascade qui propose la meilleure
valeur d’un crite`re de re´silience en pre´cision finie.
L’exemple du paragraphe 5.5 nous montrera qu’avec une re´alisation d’ordre
plus e´leve´, les diffe´rentes re´alisations cascade peuvent pre´senter des sensibi-
lite´s bien diffe´rentes.
Une de´composition en paralle`le peut e´galement eˆtre conside´re´e. Ces ap-
proches de de´composition peuvent amener a` une me´thodologie d’imple´men-
tation a` base de bibliothe`que de blocs e´le´mentaires optimise´s que l’on as-
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semblerait. Cette voie est une perspective qui me´riterait d’eˆtre explore´e,
pour re´pondre a` certains besoins exprime´s dans le domaine automobile et
ae´ronautique.
5.2.2 Retour d’e´tat / Observateur
Il peut eˆtre inte´ressant, pour diverses raisons de´ja` e´voque´es au para-
graphe 2.1.3 dont nous reprenons les notations, de mettre en œuvre un re´-
gulateur sous forme retour d’e´tat / observateur.
Cette mise en forme revient a` re´soudre une e´quation de Riccati ge´ne´ralise´e
[4, 64]. L’utilisateur a alors besoin de re´partir les poˆles de la boucle fer-
me´e dans deux sous-espaces diffe´rents qui sont le sous-espace d’observation
(Ap−KoCp) et le sous-espace de commande (Ap−BpKc) (dans le cas ou` l’on
cherche a` obtenir une forme retour d’e´tat / observateur de dimension plus
importante que l’observateur seul, il est possible d’introduire un parame`tre
de Youla Q : les poˆles supple´mentaires seront place´s dans le sous-espace de
Youla associe´ [4]). Les re`gles suivantes sont a` respecter :
– afin de conserver les coefficients de cette repre´sentation re´els, il est
ne´cessaire de ne pas se´parer les paires de poˆles complexes conjugue´s ;
– les poˆles qui ne sont pas commandables sont affecte´s au sous-espace
de commande ;
– les poˆles qui ne sont pas observables sont affecte´s au sous-espace d’ob-
servation.
Afin d’obtenir une seule re´partition des poˆles de la boucle ferme´e, il est
d’usage d’inter-classer les poˆles de la boucle ferme´e, selon leur indice de
commandabilite´, et d’affecter les poˆles de la boucle ferme´e proches du sys-
te`me en boucle ouverte au sous-espace de commande, et les poˆles les plus
rapides au sous-espace d’observation.
Ces dernie`res recommandations sont souvent applique´es afin d’avoir unicite´
de la re´partition des poˆles, et donc de la forme retour d’e´tat / observa-
teur. Ceci e´tant, certains poˆles ont souvent un indice de commandabilite´ ou
d’observabilite´ proche, et d’autres re´partitions sont envisageables.
Ainsi, il est possible de conside´rer toutes les re´alisations sous forme re-
tour d’e´tat / observateur d’un re´gulateur donne´ en conside´rant les diffe´rentes
re´partitions possibles. Celles-ci sont en nombre fini et de´pendent du nombre
de poˆles, du nombre de poˆles complexes conjugue´s et des poˆles inobservables
et non commandables.
On conside`re a` nouveau l’exemple de la section 4.4.5.
Le tableau 5.3 donne les poˆles de la boucle ferme´e, ainsi que les indices de
commandabilite´.
Remarque : on notera d’abord la difficulte´ que pre´sente cet exemple, qui
contient a` la fois des poˆles tre`s rapides et tre`s lents. En pratique, on pour-
rait s’interroger sur l’origine de ce conditionnement et le moyen de l’e´viter en
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poˆle indice d’observabilite´
λ1 9.9956e−1 + 2.6126e−04i 1
λ2 9.9956e−1− 2.6126e−04i 1
λ3 9.9956e−1 1
λ4 9.9333e−1 1
λ5 3.3333e−1 1
λ6 2.3625e−2 1.8937e−4
λ7 9.7531e−19 3.6356e−13
λ8 −3.8735e−9 1.0673e−3
Tab. 5.3 – Poˆles de la boucle ferme´e, indices d’observabilite´
posant mieux le proble`me ou en se contentant d’une approximation d’ordre
re´duit. Telle n’est pas la question ici.
Ainsi, le poˆle λ7 e´tant quasi-inobservable, et les poˆles λ1 et λ2 ne devant
pas eˆtre se´pare´s, il existe 15 partitionnements possibles, donne´s par le ta-
bleau 5.4.
Les partionnements les plus naturels, c’est a` dire ceux qui respectent les
partitionnement sous-espace d’observation sous-espace de commandabilite´
1 λ5, λ6, λ7, λ8 λ1, λ2, λ3, λ4
2 λ4, λ6, λ7, λ8 λ1, λ2, λ3, λ5
3 λ4, λ5, λ7, λ8 λ1, λ2, λ3, λ6
4 λ4, λ5, λ6, λ7 λ1, λ2, λ3, λ8
5 λ3, λ6, λ7, λ8 λ1, λ2, λ4, λ5
6 λ3, λ5, λ7, λ8 λ1, λ2, λ4, λ6
7 λ3, λ5, λ6, λ7 λ1, λ2, λ4, λ8
8 λ3, λ4, λ7, λ8 λ1, λ2, λ5, λ6
9 λ3, λ4, λ6, λ7 λ1, λ2, λ5, λ8
10 λ3, λ4, λ5, λ7 λ1, λ2, λ6, λ8
11 λ1, λ2, λ7, λ8 λ3, λ4, λ5, λ6
12 λ1, λ2, λ6, λ7 λ3, λ4, λ5, λ8
13 λ1, λ2, λ5, λ7 λ3, λ4, λ6, λ8
14 λ1, λ2, λ3, λ7 λ3, λ5, λ6, λ8
15 λ1, λ2, λ3, λ7 λ4, λ5, λ6, λ8
Tab. 5.4 – Les 15 partionnements possibles
recommandations e´nonce´es plus haut, sont les partitionnement n°1, 2 et 5.
Le tableau 5.5 donne les mesures de stabilite´ respectives.
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partionnement µ1 partionnement µ1
1 2.9251e−8 9 3.6330e−10
2 2.5098e−7 10 1.8741e−10
3 1.9686e−8 11 2.9871e−8
4 5.9886e−9 12 6.8258e−10
5 6.5152e−9 13 1.4803e−10
6 6.9062e−9 14 1.2657e−10
7 3.0390e−6 15 9.4324e−10
8 5.6425e−9
Tab. 5.5 – Mesures de stabilite´ pour les diffe´rents partitionnements
5.2.3 Ope´rateur δ-modifie´
On conside`re de nouveau l’exemple du paragraphe 5.2.1 :
H(z) =
z4 + 1.0706z3 + 0.1016z2 + 0.0460z + 0.0230
z4 − 2.9003z3 + 3.3837z2 − 1.8938z + 0.4199 (5.21)
et on cherche a` l’imple´menter avec une re´alisation en δ, par exemple une
forme directe II. On choisit ∆ = 7.6210e−1, ce qui donne la re´alisation Z0
Z0 =
0BBBBBBBBBBBBBBBBBBBBBB@
−1 0 0 0 −1.443e+0 −1.176e+0 −3.903e−1 −2.820e−2 1
0 −1 0 0 1 0 0 0 0
0 0 −1 0 0 1 0 0 0
0 0 0 −1 0 0 1 0 0
7.621e−1 0 0 0 1 0 0 0 0
0 7.621e−1 0 0 0 1 0 0 0
0 0 7.621e−1 0 0 0 1 0 0
0 0 0 7.621e−1 0 0 0 1 0
0 0 0 0 5.210e+0 1.486e+1 1.647e+1 6.616e+0 1
1CCCCCCCCCCCCCCCCCCCCCCA
La sensibilite´ parame´trique ponde´re´e δH˜δZ
∣∣∣
Z0
×WZ0
δH˜
δZ
˛˛˛˛
˛
Z0
×WZ0 =
0BBBBBBBBBBBBBBBBBBBBBB@
0 0 0 0 2.485e+1 3.856e+1 1.088e+2 1.151e+3 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
2.538e+1 0 0 0 0 0 0 0 0
0 5.104e+1 0 0 0 0 0 0 0
0 0 5.557e+1 0 0 0 0 0 0
0 0 0 4.596e+1 0 0 0 0 0
0 0 0 0 1.242e+0 1.246e+0 1.772e+0 6.763e+0 0
1CCCCCCCCCCCCCCCCCCCCCCA
nous indique que la sensibilite´ de H˜ au parame`tre ∆ (via le parame`tre K)
est non ne´gligeable, dans le cas ou` l’on conside`re que ∆ puisse eˆtre modifie´
par le processus de quantification.
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En effet, d’apre`s l’e´quation (4.39), ∂H˜∂K = H1 ~H4, et H4 est fonction de ∆.
On a dans ce cas MWL2 = 1.8680e+5.
On s’inte´resse alors a` l’ope´rateur δ-modifie´ de´fini par
δm ,
q − c
∆
avec 0 < c 6 1 (5.22)
et pre´sente´ au paragraphe 2.1.7.2. La valeur de c est susceptible de modifier
la sensibilite´.
Une re´alisation avec cet ope´rateur s’e´crit
Z =
−In Aδm Bδm∆In cIn 0
0 Cδm Dδm
 (5.23)
Si l’on choisit la valeur de c comme e´tant exactement imple´mente´e, par
exemple comme une valeur comprise entre 2−8 et 1, avec un pas de 2−8,
on peut examiner les 256 re´alisations construites, et comparer leur sensibi-
lite´ parame´trique. La figure 5.1 donne la sensibilite´ parame´trique MWL2 en
fonction de c (pour c compris entre 150256 et 1).
140 160 180 200 220 240 260
0
2
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16 x 10
5
256*c
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lite
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Fig. 5.1 – Les diffe´rentes sensibilite´s parame´triques en fonction de c
On constate un minimum de 1.3414e+5 pour c = 235256 , diffe´rent de 1.
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Cette re´alisation optimale s’e´crit
Zopt =
0BBBBBBBBBBBBBBBBBBBBBB@
−1 0 0 0 −4.760e+0 −1.723e+1 −1.895e+1 9.055e−1 1
0 −1 0 0 1 0 0 0 0
0 0 −1 0 0 1 0 0 0
0 0 0 −1 0 0 1 0 0
1.621e−1 0 0 0 9.180e− 01 0 0 0 0
0 1.621e−1 0 0 0 9.180e− 01 0 0 0
0 0 1.621e−1 0 0 0 9.180e− 01 0 0
0 0 0 1.621e−1 0 0 0 9.180e− 01 0
0 0 0 0 2.450e+1 2.913e+2 1.397e+3 2.447e+3 1
1CCCCCCCCCCCCCCCCCCCCCCA
et a pour sensibilite´
δH˜
δZ
˛˛˛˛
˛
Zopt
×WZ0
0BBBBBBBBBBBBBBBBBBBBBB@
0 0 0 0 5.543e+1 1.459e+2 4.061e+2 1.151e+3 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
3.240e+1 0 0 0 0 0 0 0 0
0 3.538e+1 0 0 0 0 0 0 0
0 0 9.231e+1 0 0 0 0 0 0
0 0 0 3.606e+1 0 0 0 0 0
0 0 0 0 1.045e+0 1.425e+0 2.777e+0 6.763e+0 0
1CCCCCCCCCCCCCCCCCCCCCCA
Ainsi, l’ope´rateur δ-modifie´ peut permettre d’obtenir une mesure de sen-
sibilite´ parame´trique plus faible, au prix d’un calcul supple´mentaire.
5.3 Cas ou` RSH est infini
Dans de nombreux cas, l’ensemble des re´alisations e´quivalentes structu-
re´es selon S est infini. Nous avons vu, au chapitre 3.3, qu’il e´tait possible
de formaliser les classes d’e´quivalence de re´alisations graˆce au Principe d’In-
clusion, afin d’expliciter, RSH , en vue de le parcourir.
5.3.1 Similarite´ sur Z
Nous avons mentionne´, a` la proposition 3.7 qu’il e´tait possible de caracte´-
riser un sous-ensemble de re´alisations e´quivalentes a` partir d’une re´alisation
initiale, et d’une similarite´ sur la matrice Z (paragraphe 3.3.3.3).
On conside`re donc une re´alisation initiale R0 := (Z0, l,m, n, p) et R1 :=
(Z1, l,m, n, p) une re´alisation e´quivalente a` R0 telle que
Z1 = T1Z0T2 (5.24)
avec
T1 =
Y U−1
Ip
 et T2 =
W U
Im
 (5.25)
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Le re´sultat suivant permet de faciliter les calculs des mesures du chapitre
4,en reliant entre elles les diffe´rentes sensibilite´s :
Proposition 5.3
On conside`re les re´alisations R0 := (Z0, l,m, n, p) et R1 := (Z1, l,m, n, p)
relie´es par l’e´quation (5.24). En reprenant les notations des the´ore`mes 4.6,
4.8 et 4.10, on a alors
∂H˜
∂Z
∣∣∣∣∣
Z1
=
(
T −>1 ⊗ Ip
) ∂H˜
∂Z
∣∣∣∣∣
Z0
(
T −>2 ⊗ Im
)
(5.26)
∂H¯
∂Z
∣∣∣∣
Z1
=
(
T −>1 ⊗ Ip
) ∂H¯
∂Z
∣∣∣∣
Z0
(
T −>2 ⊗ Im
)
(5.27)
∂|λk|
∂Z
∣∣∣∣
Z1
= T −>1
∂|λk|
∂Z
∣∣∣∣
Z0
T −>2 (5.28)
De´monstration :
On remarque que(
H3
∣∣
Z1
H1
∣∣
Z1
Ip
)
=
(
H3
∣∣
Z0
H1
∣∣
Z0
Ip
)
T −11H4
∣∣
Z1
H2
∣∣
Z1
Im
 = T −12
H4
∣∣
Z0
H2
∣∣
Z0
Im

d’ou`, d’apre`s la proposition A.10 et l’e´quation (4.39)
∂H
∂Z
∣∣∣∣
Z1
=
(
T −>1 ⊗ Ip
) ∂H
∂Z
∣∣∣∣
Z0
(
T −>2 ⊗ Im
)
Enfin, il suffit de constater que ∂D∂Z
∣∣
Z1
= ∂D∂Z
∣∣
Z0
De la meˆme manie`re, on remarque que
H¯1
∣∣
Z1
= H¯1
∣∣
Z0
(
Inp
U
)
et H¯2
∣∣
Z1
=
(
Inp
U
)−1
H¯2
∣∣
Z0
et
M¯1
∣∣
Z1
=
(
Inp
U
)−1
M¯1
∣∣
Z0
T −11
M¯2
∣∣
Z1
= T −12 M¯2
∣∣
Z0
(
Inp
U
)
M¯3
∣∣
Z1
= T −12 M¯3
∣∣
Z0
(
Inp
U
)
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d’ou`
∂H¯
∂Z
∣∣∣∣
Z1
=
(
H¯1
∣∣
Z0
M¯1
∣∣
Z0
T −11
)
~
(
T −12
(
M¯2
∣∣
Z0
H¯2
∣∣
Z0
+ M¯3
∣∣
Z0
))
=
(
T −>1 ⊗ Ip
) ∂H¯
∂Z
∣∣∣∣
Z0
(
T −>2 ⊗ Im
)
Enfin, on notera que, les re´alisations R0 et R1 e´tant e´quivalentes, les va-
leurs propres du syste`me boucle´ sont les meˆmes pour les deux re´alisations :
λk(Z0) = λk(Z1) ∀k. On a aussi
A¯(Z1) =
(
Inp
U
)−1
A¯(Z0)
(
Inp
U
)
d’ou`
∂|λk|
∂A¯
∣∣∣∣
Z1
=
(
Inp
U
)>
∂|λk|
∂A¯
∣∣∣∣
Z0
(
Inp
U
)−>
et
∂|λk|
∂Z
∣∣∣∣
Z1
= T −>1
∂|λk|
∂Z
∣∣∣∣
Z0
T −>2 (5.29)
graˆce aux relations entre M¯1
∣∣
Z1
et M¯1
∣∣
Z0
, M¯2
∣∣
Z1
et M¯2
∣∣
Z0
, et l’e´quation
(4.90).
5.3.2 Recherche de l’optimalite´ dans le cadre de la repre´sen-
tation classique, en q ou en δ
Nous nous inte´resserons d’abord aux re´alisations structure´es selon la re-
pre´sentation d’e´tat classique. Il s’agit du proble`me initial pose´ par les pre-
miers travaux sur la recherche de re´alisations optimales en pre´cision finie
(par C. Mullis et R. Roberts [82], V. Tavs¸anog˘lu et L. Thiele [100], etc.).
En conside´rant un syste`me initial (A0, B0, C0, D0), les syste`mes e´quivalents
(de meˆme dimension) sont de´crits par (T−1A0T, T−1B0, C0T,D0) ou` T est
une matrice non singulie`re.
Le proble`me s’e´crit
Topt = arg min
T tq det(T ) 6=0
J (T−1A0T, T−1B0, C0T,D0) (5.30)
ou` J est la mesure choisie pour le proble`me. Le syste`me optimal est donne´
par (T−1optA0Topt, T
−1
optB0, C0Topt, D0).
Ce proble`me historique se reformule au moyen de la forme implicite spe´-
cialise´e en un proble`me de recherche de re´alisation q-structure´e optimale
Ropt = arg min
R∈RSqH
J (R) (5.31)
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ou` R ∈ RSqH peut eˆtre parcouru par une similarite´ sur la matrice Z0 de la
re´alisation q-structure´e initiale R0 := (Z0, l,m, n, p) :
R
Sq
H =
R := (Z, l,m, n, p)
∖
Z =
Il U−1
Ip
Z0
Il U
Im

∀U ∈ Rn×n inversible

Il est e´galement possible de conside´rer une structuration en δ, et de
rechercher la re´alisation δ-structure´e optimale, au sens d’un crite`re choisi :
RSδH =
R := (Z, n,m, n, p)
∖
Z =
U−1 U−1
Ip
Z0
U U
Im

∀U ∈ Rn×n inversible

De manie`re ge´ne´ralise´e, tous les proble`mes de re´alisation structure´e optimale
s’e´crivent simplement graˆce a` la forme implicite spe´cialise´e.
5.3.2.1 Algorithme d’optimisation
Afin de re´soudre ces proble`mes d’optimisation, et puisque le crite`re J
utilise´ peut-eˆtre non convexe (comme pour la mesure de stabilite´), un al-
gorithme d’optimisation globale, tel que le Recuit Simule´ Adapatif (ASA :
Adaptive Simulated Annealing) de L. Ingber [51, 18] a e´te´ utilise´ ici, comme
dans de nombreux proble`mes de recherche de re´alisation optimale en pre´ci-
sion finie ([118], [19], etc.).
Sur cette base, nous avons mis en œuvre, sous Matlab, une boˆıte a` outils3
permettant de parcourir l’ensemble des re´alisations structure´es e´quivalentes
au moyen des relations de similarite´ et de chercher a` l’aide d’une version de
ASA pour Matlab [92] la meilleure re´alisation.
En reprenant l’exemple du paragraphe 4.2.3, on obtient ainsi les re´alisa-
tions Rqopt et Rδopt donne´es par :
Zqopt =
 6.172e−1 −3.552e−1 −3.642e−2 2.266e−13.403e−1 5.681e−1 −3.650e−1 4.375e−1−4.098e−2 4.117e−1 7.895e−1 4.221e−1
1.644e−1 −3.833e−1 4.969e−1 0

δH˜
δZ
∣∣∣∣∣
Zqopt
=
 1.586e−1 3.285e−1 4.526e−1 3.409e−13.387e−1 7.890e−1 9.017e−1 6.747e−14.283e−1 9.034e−1 1.457e+0 9.166e−1
3.617e−1 6.775e−1 9.065e−1 0

3La boˆıte a` outils permet aussi d’utiliser la fonction fminsearch de Matlab, qui aboutit
parfois sur un optimum local.
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et
Zδopt =

−1 0 0 −7.945e−1 6.418e−1 −2.389e−1 −9.477e−2
0 −1 0 −6.662e−1 −8.509e−1 −7.235e−1 6.983e−1
0 0 −1 3.706e−1 7.843e−1 −4.049e−1 5.696e−1
0.5 0 0 1 0 0 0
0 0.5 0 0 1 0 0
0 0 0.5 0 0 1 0
0 0 0 −4.310e−1 −3.958e−1 6.919e−1 0

δH˜
δZ
∣∣∣∣∣
Zδopt
=

0 0 0 9.086e−2 1.998e−1 2.161e−1 2.924e−1
0 0 0 1.856e−1 3.534e−1 4.651e−1 4.470e−1
0 0 0 2.730e−1 4.244e−1 7.284e−1 6.468e−1
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 2.513e−1 4.802e−1 6.403e−1 0

On obtient les mesures suivantes, que l’on pourra comparer a` celles du ta-
bleau 4.2 :
Re´alisation sensibilite´ MWL2
Re´alisation optimale en q (Zqopt) 7.8337
Re´alisation optimale en δ (Zδopt) 2.6631
Tab. 5.6 – Mesure de sensibilite´ MWL2 optimale structure´e en q ou en δ
Le re´sultat est le´ge`rement ame´liore´ par rapport a` la re´alisation e´quilibre´e.
5.3.3 Espace d’e´tat avec parame`tre implicite E
Nous avons e´voque´, au paragraphe 3.1.2, la possibilite´ d’e´crire le calcul
de X(k + 1) sous une forme implicite
EX(k + 1) = KT (k + 1) + PX(k) +QU(k) (5.32)
avec E une matrice triangulaire infe´rieure avec des 1 sur la diagonale, et non
pas ne´cessairement la matrice identite´ pour offrir une plus grande parame´-
trisation possible.
Si on se restreint a` une structuration d’e´tat classique, auquel on rajoute ce
terme implicite, nous arrivons a` la re´alisation : E 0 0−In In 0
0 0 Ip

T (k + 1)X(k + 1)
Y (k)
 =
 0 A B0 0 0
0 C D
T (k)X(k)
U(k)
 (5.33)
Si on note ΩnE l’ensemble des matrices de dimension n, triangulaires infe´-
rieures avec une diagonale unitaire, il est possible de de´crire l’ensemble des
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re´alisations e´quivalentes graˆce a` la similarite´
Z =
Y U−1
Ip
Z0
U U
Im
 (5.34)
ou` Y est telle que YEU ∈ ΩnE .
Si l’on choisit une re´alisation initiale R0 := (Z0) avec
Z0 =
−In A0 B0In 0 0
0 C0 D0
 (5.35)
il nous faut choisir, d’un point de vue pratique, les coefficients de E et ceux
de U comme parame`tres d’optimisation , et construire Y par Y = EU−1.
En conside´rant de nouveau le meˆme exemple, nous obtenons, apre`s op-
timisation, la re´alisation suivante :
Zopt =
0BBBBBBBBBBBBBBBB@
−1 0 0 7.058e−1 −3.764e−1 3.579e−2 −2.780e−1
8.314e−1 −1 0 1.763e−1 8.807e−1 −6.786e−2 5.393e−1
1.999e+0 1.271e+0 −1 −2.230e+0 −4.824e−1 6.782e−1 6.082e−1
1 0 0 0 0 0 0
0 1 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 −3.329e−1 −6.423e−1 4.158e−1 0
1CCCCCCCCCCCCCCCCA
qui a pour matrice de sensibilite´ parame´trique
δH˜
δZ
˛˛˛˛
˛
Zopt
×WZ =
0BBBBBBBBBBBBBBBB@
0 0 0 5.518e−1 6.315e−1 4.505e−1 6.963e−1
5.066e−1 0 0 5.066e−1 5.167e−1 5.152e−1 5.415e−1
4.174e−1 4.085e−1 0 4.174e−1 4.085e−1 6.305e−1 5.732e−1
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 5.137e−1 5.878e−1 6.955e−1 0
1CCCCCCCCCCCCCCCCA
et 5.2264 pour mesure MWL2 (a` comparer avec 7.8337 pour la re´alisation
optimale avec E e´gal a` l’identite´, par exemple).
On remarquera que nous avons pris aussi en conside´ration la sensibilite´ pa-
rame´trique des coefficients triangulaires infe´rieurs de E, ce que nous aurions
pu e´viter, afin d’obtenir une mesure de sensibilite´ encore plus faible, en ne
conside´rant, pour E que des coefficients triviaux (comme pour la valeur de
c du paragraphe 5.2.3).
5.4 Discussion
Nous avons illustre´, dans les paragraphes pre´ce´dents, quelques possibi-
lite´s d’obtenir des re´alisations optimise´es, selon un crite`re donne´ (ici une me-
sure de sensibilite´ parame´trique ou une mesure de stabilite´) et sous contraintes
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d’ordre ou de structuration (de´composition en cascade, forme d’e´tat, ope´ra-
teur δ, re´alisation avec terme implicite, etc.). Nous discutons ici du choix du
crite`re et de la structure, c’est a` dire de la me´thode a` adopter en pratique
et des perfectionnements a` inclure.
5.4.1 Choix du crite`re
Nous avons envisage´, dans cette the`se, trois crite`res permettant d’e´valuer
l’impact de la quantification des coefficients (en tenant en compte de la
nature de la repre´sentation de ces coefficients : virgule fixe ou flottante, blocs,
etc.). D’autres devraient eˆtre conside´re´s, tels que, bien entendu, les bruits de
quantification (en 1re approche ou de manie`re plus fine avec une description
augmente´e du mode ope´ratoire des ope´rations dans le calculateur), mais
aussi la sensibilite´ des crite`res de re´gulation (marge de phase, de gain, ...)
ou de validation (de´passement pour une re´ponse a` un e´chelon [94], norme
L∞ de l’erreur, ...).
Le choix du crite`re doit se faire bien entendu en fonction des spe´cifications
initiales du filtre ou du re´gulateur.
Des crite`res mixtes – ou une optimisation multicrite`re [104] – peuvent
eˆtre e´galement mis en place afin de tenir compte simultane´ment de diffe´rents
indices de de´gradation. Il est a` noter cependant que diffe´rents crite`res, tels
que la sensibilite´ parame´trique, le bruit de quantification, etc., vont peu ou
prou ”dans le meˆme sens”.
5.4.2 Choix de la structure
Nous avons pu montrer de nombreuses structurations possibles, toutes
exprimables avec la forme implicite spe´cialise´e, et ainsi conside´rer un e´ven-
tail de re´alisations bien plus larges que la forme d’e´tat classiquement utilise´e,
ouvrant des possibilite´s nombreuses dans la recherche de meilleures re´alisa-
tions.
Toutes ces re´alisations diffe`rent principalement par le couˆt de calcul qui leur
est associe´ (nous avons vu a` la section 4.1.2 que ce couˆt est fonction du
nombre de coefficients non triviaux utilise´s pour le calcul).
La recherche d’un compromis re´silience/couˆt de calcul n’est pas, a priori,
une chose aise´e. Une premie`re voie consiste a` n’envisager que des structura-
tions parcimonieuses lors de l’optimisation. On pourra choisir par exemple la
forme modale (de´composition en cascade ou paralle`le qui pre´sente un faible
couˆt de calcul),en q ou δ et avec ou sans utilisation d’une matrice E diffe´-
rente de l’identite´ afin d’obtenir une re´silience ame´liore´e, au prix d’un couˆt
de calcul le´ge`rement augmente´.
Nous n’avons pas encore, a` ce stade, arreˆte´ une me´thodologie de´finitive dans
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la recherche de ce compromis. D’autres formes de re´alisations sont inte´res-
santes a` e´tudier, notamment en mixant les re´alisations en q et δ, avec un
parame`tre implicite, en de´composant en cascade/paralle`le, etc.
Une premie`re me´thodologie peut consister en l’examen de quelques struc-
turations que l’on sait re´aliser un bon compromis re´silience/couˆt de calcul,
et en adaptant selon les besoins : le couˆt de calcul maximal admissible peut
eˆtre un crite`re de choix pour restreindre le champs des possibilite´s. Une
seconde voie consiste a` creuser les re´alisations a posteriori comme indique´
dans la section suivante.
5.4.3 Re´alisations creuses
Une autre possibilite´ pour ame´liorer le compromis re´silience/couˆt de cal-
cul est de conside´rer une re´alisation dans une structuration donne´e et de
trouver, parmi les re´alisations e´quivalentes de meˆme structuration, celles
qui posse`dent d’avantage de parame`tres triviaux.
Cette technique de creusement de matrices est de´taille´e dans [54, 114, 118]
(elle a e´te´ de´veloppe´e uniquement pour la forme d’e´tat classique et pour la
mesure de stabilite´) et consiste, a` partir d’une re´alisation optimale mais non
creuse, a` trouver le coefficient le plus proche d’un parame`tre trivial et a` ap-
pliquer un changement de base qui rapproche le plus possible ce coefficient
du parame`tre trivial, tout en garantissant que le crite`re n’e´volue que tre`s
faiblement. En re´ite´rant de la sorte, il est possible d’obtenir une transforma-
tion changeant certains coefficients en parame`tres triviaux sans trop e´lever
le crite`re.
Il est naturellement possible d’appliquer ce principe a` la forme implicite
spe´cialise´e et ge´ne´raliser ainsi le cadre d’application de l’algorithme propose´
dans [54, 114, 118] :
E´tape 0 : On conside`re une re´alisation Z0. On note
Z(T ) =
Y U−1
Ip
Z0
W U
Im
 (5.36)
ou` T = (U W Y) On conside`re aussi une mesure J , ainsi qu’une
re´alisation Z1 qui minimise J .
On fixe τ = 10−5 et  = 10−10 par exemple.
E´tape 1 : On trouve les parame`tres (ηi)16i6r les e´le´ments triviaux de Z,
ainsi que ξ le coefficient non trivial de Z qui est le plus proche d’un
e´le´ment trivial (un nombre sera donne´ trivial s’il est proche de 0, −1
ou 1 a`  pre`s).
E´tape 2 : On cherche S tels que
i) J (Z(T + τS)) est proche de J (Z(T ))
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ii) les e´le´ments triviaux (ηi)16i6r restent inchange´s pour Z(T + τS)
iii) ξ est rapproche´ le plus possible d’un e´le´ment trivial
iv) ‖S‖F = 1
Si S n’existe pas, alors Tsopt = T , l’algorithme se termine, et la solution
sous-optimale est Tsopt.
E´tape 3 : T ← T + τS. Si ξ est devenu trivial, on va a` l’e´tape 1, sinon
a` l’e´tape 2.
De plus, S s’obtient de la manie`re suivante :
Pour τ tre`s faible, la condition i) s’e´crit(
Vec
(
∂J
∂T
))>
Vec(S) = 0 (5.37)
Et la condition ii) signifie que(
Vec
(
∂ηi
∂T
))>
Vec(S) = 0 ∀1 6 i 6 r (5.38)
Ainsi, si on de´finit la matrice E par
E ,

(
Vec
(
∂J
∂T
))>(
Vec
(
∂η1
∂T
))>
· · ·(
Vec
(
∂ηr
∂T
))>
 (5.39)
alors Vec(S) doit appartenir au noyau de E, note´ N (E) (construit graˆce au
the´ore`me de Fredholm).
Si N (E) est vide, alors S n’existe pas, et l’algorithme prend fin. Sinon, on
peut obtenir une base (bi)16i6t de N (E). La condition iii), qui demande de
de´placer le coefficient ξ le plus proche d’un e´le´ment trivial, nous fait choisir
Vec(S) comme la projection de Vec
(
∂ξ
∂T
)
sur N .
Avec la condition iv), nous pouvons construire Vec(S) selon
ai = b>i Vec
(
∂ξ
∂T
)
∀1 6 i 6 t (5.40)
w =
t∑
i=1
aibi (5.41)
Vec(S) = ± w√
w>w
(5.42)
Le signe de l’e´quation (5.42) est choisi pour rapprocher ξ de l’e´le´ment trivial
choisi.
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Les calculs de cet algorithme de´crit ici pour la forme implicite ne sont pas
de´veloppe´s, mais ∂J∂T peut s’obtenir a` partir des e´quations de la proposition
5.3, tandis que la de´rive´e d’un e´le´ment Zr,s par rapport a` T s’e´crit :
∂Zr,s
∂Y =
e>r
Il0
0
~ ( (Il 0 0)Z0U2es) (5.43)
∂Zr,s
∂U =
e>r U1Z0
0Il
0
~ ( (0 Il 0) es) (5.44)
−
e>r
 0U−1
0
~ ( (0 U−1 0)Z0U2es) (5.45)
∂Zr,s
∂W =
e>r U1Z0
Il0
0
~ ( (Il 0 0) es) (5.46)
ou` U1 =
Y U−1
Ip
 et U2 =
W U
Im

(ces e´quations sont de´duites de l’e´galite´ Zr,s = e>r Zes et de l’e´quation
(5.36)).
Remarque 1 : Pour eˆtre valables, y compris lorsque U , W et Y ne sont
pas inde´pendants (comme c’est par exemple le cas pour les structurations
particulie`res), ces calculs me´riteraient d’eˆtre re´e´crits dans ce cadre plus ge´-
ne´ral.
Remarque 2 : a` l’e´tape 1,pour le choix de ξ, la sensibilite´ vis-a`-vis de ce para-
me`tre pourrait aussi eˆtre pris en compte (pour rendre trivial un parame`tre
dont la sensibilite´ est forte). Cette ide´e pourrait permettre d’ame´liorer le
compromis re´silience/couˆt de calcul.
5.5 Application au domaine automobile
Afin d’examiner et de comparer toutes ces possibilite´s sur un seul et
meˆme exemple, nous avons conside´re´ le cas d’un re´gulateur assurant le
controˆle actif des oscillations longitudinales d’un ve´hicule.
Ce re´gulateur, de´veloppe´ par D. Lefebvre (PSA Peugeot-Citroe¨n) [65, 64, 66]
dans le cadre d’une e´tude sur l’ame´lioration de l’agre´ment de conduite, at-
te´nue les oscillations longitudinales du ve´hicule (de 0 a` 10Hz), apparaissant
en phase de transition lorsqu’une forte demande de couple est sollicite´e :
– a` la suite d’une acce´le´ration brutale (production importante de couple
moteur) ;
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– d’une de´ce´le´ration brutale (annulation de couple moteur) ;
– ou d’un engagement brutal de l’embrayage lors d’un changement de
rapport descendant ou montant.
Le re´gulateur agit sur le couple moteur a` partir de la mesure du re´gime
moteur (cf. figure 5.2).
Moteur
thermique Embrayage
Boite de 
vitesses Véhicule
Couple Moteur thermique
Transmission,
Roues
Régulateur d’agrément
Régime moteur
Fig. 5.2 – Principe d’action du re´gulateur d’oscillations longitudinales
Le chaˆssis a` e´te´ mode´lise´ en temps continu, et un re´gulateur continu
H∞-optimal a e´te´ synthe´tise´ [64]. Le mode`le discret est donne´ sous forme
d’e´tat (Ap, Bp, Cp) (e´quations (5.47) et (5.48)) et le re´gulateur discret par
(A,B,C,D) (e´quations (5.49) et (5.50))
Ap =
0BBBBBBBBBBBBB@
+8.384e−1 +1.600e−1 −3.294e−1 −4.833e−2 0 0
−3.927e−1 +7.144e−1 +5.040e−2 −8.245e−3 0 0
−1.566e−1 −6.105e−1 +3.683e−2 +4.195e−1 0 0
−1.444e−1 +1.772e−1 −6.798e−1 +6.508e−1 0 0
+1.929e−1 +1.512e−1 +4.030e−1 +3.898e−1 +9.773e−1 +1.037e−2
+2.768e−4 +2.170e−4 +5.783e−4 +5.594e−4 +2.837e−3 +9.971e−1
+3.238e−2 +2.539e−2 +6.767e−2 +6.545e−2 +3.320e−1 −3.341e−1
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
−6.170e−2 0 0 0
+1.698e−2 0 0 0
+9.868e−1 0 0 0
0 +1.000e+0 −1.000e−10 0
0 +1.000e−2 +1.000e+0 0
0 0 0 +9.417e−1
1CCCCCCCCCCCCCA
(5.47)
Bp =
0BBBBBBBBBBBBB@
−4.007e+0
−5.769e+0
−6.522e+0
2.490e+0
8.562e−1
1.229e−3
1.438e−1
1.000e+0
5.000e−3
0
1CCCCCCCCCCCCCA
, Cp =
0BBBBBBBBBBBBB@
9.209e−3
7.221e−3
1.924e−2
1.861e−2
9.441e−2
4.953e−4
−2.946e−3
0
0
−3.495e−1
1CCCCCCCCCCCCCA
>
(5.48)
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A =
0BBBBBBBBBBBBB@
+8.195e−1 +2.812e−1 −3.317e−2 +2.699e−2 −1.649e−1 +1.318e−1
−2.812e−1 −4.817e−1 −1.668e−1 +8.654e−2 −5.403e−1 +1.469e−1
+3.317e−2 −1.668e−1 +9.749e−1 +1.696e−2 −9.104e−2 +7.638e−2
+2.699e−2 −8.654e−2 −1.696e−2 +9.601e−1 +2.528e−1 +5.956e−2
+1.649e−1 −5.403e−1 −9.104e−2 −2.528e−1 +6.022e−1 +3.888e−1
+1.318e−1 −1.469e−1 −7.638e−2 +5.956e−2 −3.888e−1 +4.664e−1
+1.059e−2 −1.837e−2 −3.357e−3 +1.654e−3 −1.150e−2 −6.206e−2
+6.733e−2 −1.211e−1 −2.006e−2 +9.085e−3 −6.420e−2 −4.224e−1
−1.750e−3 +1.942e−3 +8.441e−4 −6.046e−4 +3.945e−3 +8.490e−4
−6.525e−5 +2.134e−5 +4.548e−5 −3.843e−5 +2.454e−4 −3.703e−4
+1.059e−2 −6.733e−2 +1.750e−3 +6.525e−5
+1.837e−2 −1.211e−1 +1.942e−3 +2.134e−5
+3.357e−3 −2.006e−2 +8.441e−4 +4.548e−5
+1.654e−3 −9.085e−3 +6.046e−4 +3.843e−5
+1.150e−2 −6.420e−2 +3.945e−3 +2.454e−4
−6.206e−2 +4.224e−1 −8.490e−4 +3.703e−4
+9.832e−1 +1.258e−1 +7.737e−3 +6.392e−4
−1.258e−1 −4.483e−2 +7.258e−2 +5.631e−3
−7.737e−3 +7.258e−2 +9.838e−1 −2.474e−3
−6.392e−4 +5.631e−3 −2.474e−3 +9.418e−1
1CCCCCCCCCCCCCA
(5.49)
B =
0BBBBBBBBBBBBB@
−2.372e+0
−2.540e+0
−1.210e−1
−1.565e−4
−6.245e−2
1.151e+0
4.083e−2
2.255e−1
−1.528e−2
−9.720e−4
1CCCCCCCCCCCCCA
, C =
0BBBBBBBBBBBBB@
−2.372e−2
2.540e−2
1.210e−3
−1.565e−6
6.245e−4
1.151e−2
4.083e−4
−2.255e−3
1.528e−4
9.720e−6
1CCCCCCCCCCCCCA
>
, D = −2.140e−1 (5.50)
Le tableau 5.7, qui ne pre´tend pas eˆtre exhaustif, regroupe les mesures
de sensibilite´, stabilite´ et couˆt de calcul pour diverses re´alisations possibles
(nous nous restreindrons a` la virgule fixe, pour ne pas alourdir le tableau).
Il faut noter que les optimisations, qui manipulent ici un vecteur d’optimi-
sation de taille 100, demandent un temps de calcul non ne´gligeable (12h sur
un PC de bureau), car l’e´valuation de MWL2 ou M¯
W
L2
est couˆteuse (norme H2
d’une matrice de transfert de grande dimension).
– Pour la de´composition en cascade, nous avons repris exactement la
forme propose´e au paragraphe 5.2.1. Il y a ici 43200 possibilite´s. Les
mesures de sensibilite´s varient fortement d’une re´alisation a` l’autre :
la sensibilite´ parame´trique ”boucle ouverte varie de 3.563 a` 3331, la
sensibilite´ parame´trique ”boucle ferme´e” de 554.7 a` 2.444e+7 et la
mesure de stabilite´ de 5.622e−4 a` 2.081e−16. De plus, comme on peut
le remarquer sur la figure 5.3, il y a une corre´lation assez e´troite entre
la sensibilite´ boucle ouverte et la sensibilite´ boucle ferme´e, meˆme s’il
existe des re´alisations avec une bonne sensibilite´ boucle ouverte et une
mauvaise sensibilite´ boucle ferme´e, et vice et versa. On peut faire les
meˆmes remarques avec la mesure de stabilite´.
– Pour la mise sous forme retour d’e´tat observateur (cf. paragraphe
5.2.2), nous avons e´tudie´ tous les partionnements possibles : 120 re´a-
lisations ont e´te´ construites : MWL2 varie de 4.9301e+04 a` 1.5168e+11,
M¯WL2 de a` et µ de a` .
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Fig. 5.3 – Sensibilite´ parame´trique boucle ouverte MWL2 et boucle ferme´e
M¯WL2 pour les 43200 re´alisations cascade
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5.6 Conclusion
Ce chapitre pre´sente quelques possibilite´s de synthe`se de re´alisation opti-
male, notamment autour de diffe´rentes possibilite´s de de´coupage ou partion-
nement, ou autour de changements de base pour une structuration donne´e :
il convient alors de faire appel a` un algorithme d’optimisation.
On voit bien ici que le champ des re´alisations possibles est tre`s vaste : de´-
coupage cascade, paralle`le, re´alisations optimales en δ, en q, avec un terme
implicite ou bien encore en imaginant des re´alisations mixtes.
Le couˆt de calcul associe´ a` chaque re´alisation est bien entendu important,
et la synthe`se de re´alisation ne pourra se faire qu’a` travers un compromis
couˆt de calcul/re´silience.
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Conclusion
L’
imple´mentation de lois de controˆle-commande, qu’elles soient issues
de l’automatique ou du traitement du signal, dans des calculateurs
embarque´s est une taˆche difficile et complexe, tant les contraintes
peuvent eˆtre fortes.
En ne conside´rant que les contraintes d’ordre nume´rique – les contraintes
temporelles, tout aussi importantes, n’ont pas e´te´ aborde´es – la transforma-
tion d’un re´gulateur ou d’un filtre exprime´ par une e´quation d’entre´es/sorties,
d’une re´alisation spe´cifique ou encore d’une planche Simulink, en un code
logiciel s’exe´cutant sur un calculateur cible, entraˆıne une de´gradation de la
loi et de ses caracte´ristiques fonctionnelles :
– les coefficients exprimant les relations mathe´matiques sont modifie´s
par le biais du processus de quantification, ine´vitable lors de la mise
en œuvre des calculs en pre´cision finie et limite´e ;
– des bruits de quantification peuvent intervenir a` chaque e´tape de cal-
cul, a` chaque ope´ration et a` chaque ite´ration.
Et, puisqu’il existe une infinite´ de possibilite´s – toutes e´quivalentes – de
de´crire mathe´matiquement une loi donne´e et que celles-ci ne le sont plus
de`s qu’elles sont imple´mente´es en pre´cision finie, la proble´matique de l’im-
ple´mentation consiste en la recherche d’une re´alisation nume´rique dont la
de´gradation est minime.
Apre`s avoir de´taille´ le contexte industriel de la the`se et les contraintes
nume´riques d’imple´mentation qui en de´coulent, nous avons passe´ en revue
diffe´rentes re´alisations possibles dans le domaine de l’automatique et du trai-
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tement du signal, ainsi que les techniques logicielles possibles.
De nombreuses e´tudes sur l’impact de la mise en œuvre nume´rique de cer-
taines de ces possibilite´s ont e´te´ re´alise´es depuis de nombreuses anne´es –
principalement regroupe´es dans les livres de D. Williamson [111], M. Gevers
et G. Li [31] et dernie`rement R. Istepanian et J. Whidborne [52] – mais ne
couvrent pas l’ensemble des imple´mentations possibles.
La forme implicite spe´cialise´e, introduite au chapitre 3, permet de regrou-
per, dans un formalisme macroscopique mais suffisamment proche du code
logiciel mis en œuvre, les diverses re´alisations classiquement utilise´es en au-
tomatique et traitement du signal, ainsi que certaines techniques du ge´nie
logiciel. Il est ainsi possible d’analyser le comportement en pre´cision finie
de ces re´alisations et de les comparer, au moyen de mesures qui e´valuent
leur degre´ de sensibilite´ a` la quantification. Les crite`res propose´s sont des
extensions et ame´liorations de mesures pre´cision finie existantes. De plus,
elles prennent en compte, non seulement la re´alisation, mais aussi le format
de donne´e utilise´ – virgule fixe ou virgule flottante.
Enfin, nous avons applique´ ces mesures a` des exemples acade´miques et du
domaine automobile, a` des fins d’analyse mais aussi de synthe`se, explorant
un large panel de re´alisations possibles. Les re´sultats obtenus permettent
et permettront de de´gager certaines lignes me´thodologiques d’imple´menta-
tion. Les programmes ayant pour but l’analyse et la synthe`se de re´alisa-
tions en vue de l’imple´mentation ont e´te´ organise´s autour d’une boˆıte a` ou-
tils logicielle disponible sur demande (thibault.hilaire@irccyn.ec-nantes.fr,
philippe.chevrel@emn.fr), et ont vocation a` assister le concepteur d’une im-
ple´mentation. Quelques re´flexions sur l’organisation chez PSA de la chaˆıne
de de´veloppement des lois de controˆle-commande, a` l’interface entre l’auto-
maticien-physicien et l’automaticien-informaticien, ont e´te´ consigne´es dans
un document annexe [37].
Perspectives
De par la taille du champ d’investigation de cette the´matique transver-
sale qu’est l’imple´mentation en pre´cision finie, de nombreux the`mes n’ont pu
eˆtre aborde´s avec la profondeur qu’ils me´ritaient, ce qui ouvre de multiples
perspectives pour la poursuite de ces travaux.
Tout d’abord, parmi les the`mes qui n’ont e´te´ qu’aborde´s et ne´cessite-
raient davantage d’investigations, on trouve les travaux lie´s a` l’e´valuation
pre´cise des bruits de quantification, aux me´thodologies de compilation sous
contrainte de pre´cision, etc. Il conviendrait, a` cette fin, d’utiliser une mode´-
lisation plus microscopique de l’algorithme de re´alisation, afin de tenir plus
particulie`rement compte de l’architecture mate´rielle du calculateur.
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Afin d’eˆtre exhaustif, d’autres re´alisations encore pourraient eˆtre re-
conside´re´es a` l’aide de la forme implicite spe´cialise´e (e.g. les re´alisations
Q-parame´tre´e [112]). Des bibliothe`ques de composants pre´programme´s of-
frant diverses possibilite´s de compromis (re´silience, bruits, couˆt de calcul,
etc.) pourraient eˆtre construites. Un ensemble e´largi de lois de controˆle-
commande, devrait eˆtre conside´re´, telles les lois de commande Line´aires a`
Parame`tres Variants [21] et non-line´aires. Ceci peut se situer dans le prolon-
gement directe de ce qui a e´te´ de´veloppe´ ici, en me´langeant des non-line´arite´s
statiques imple´mente´es sous forme de cartographies et un sous-syste`me li-
ne´aire dans le cadre d’une repre´sentation LFR.
La de´marche de synthe`se de re´alisations peut e´galement eˆtre enrichie
en se plac¸ant dans le cadre d’une optimisation multi-objectifs de manie`re a`
atteindre, lorsque cela est ne´cessaire, le meilleur compromis.
Enfin, la boˆıte a` outils propose´e me´riterait un effort de de´veloppement
supple´mentaire avant de la mettre au service des informaticiens et automa-
ticiens en charge de l’imple´mentation.
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Annexe
A De´rivation matricielle
Cette annexe pre´sente les principales de´finitions de la de´rive´e matricielle,ainsi que les de´monstrations de quelques propositions utiles pour le
calcul de sensibilite´ (cf chapitre 4). On se rapportera a` [96, 83] pour plus de
comple´ments.
Dans les notations suivantes, K repre´sentera R, C.
A.1 Divers ope´rateurs
Les de´finitions suivantes seront utiles pour l’exploitation des calculs de
de´rivations matricielles :
De´finition A.1 (Produit de Kronecker)
Soient A ∈ Km×n et B ∈ Kp×l. Le produit de Kronecker de A par B, note´
A⊗B, est la matrice de Kmp×nl de´finie par
A⊗B ,
a11B · · · a1nB...
amnB
 (A.1)
De´finition A.2 (Ope´rateur Vec)
On note Vec l’ope´rateur usuel transformant une matrice de Km×n en un
vecteur colonne de Kmn×1. Il ve´rifie(
Vec(M)
)
(j−1)m+i = (M)i,j ∀ 1 6 i 6 m, 1 6 j 6 n (A.2)
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Les trois propositions suivantes sur le produit de Kronecker sont des
re´sultats classiques utilise´s par la suite.
Proposition A.1
Soient les matrices A, B, C, D telles que les produits suivants existent. On
a alors
(AC)⊗ (BD) = (A⊗B)(C ⊗D) (A.3)
Proposition A.2
Soient A, B, C des matrices telles que le produit ABC existe. On a
Vec(ABC) = (C> ⊗A)Vec(B) (A.4)
Proposition A.3
Le transpose´ du produit de Kronecker de A par B est e´gal au produit de
Kronecker des transpose´s de A et B
(A⊗B)> = A> ⊗B> (A.5)
A.2 De´rivation matricielle
A.2.1 De´finitions
De´finition A.3 (De´rivation matricielle dans R ou C)
Soit X ∈ Rm×n une matrice et f : Rm×n → K une fonction matricielle a`
valeur dans K, diffe´rentiable selon tous les e´le´ments de X.
On de´finit la de´rivation matricielle de f par rapport a` X comme la matrice
de Km×n dont les (i, j)e`me e´le´ments ve´rifient(
∂f
∂X
)
i,j
, ∂f
∂Xi,j
(A.6)
Cette de´rivation matricielle de´finira la sensibilite´ de la fonction f par rapport
a` X.
La de´finition de de´rivation matricielle dans R ou C peut eˆtre e´tendue
pour une fonction a` valeur dans Kp×l :
De´finition A.4 (De´rivation matricielle d’une matrice)
Soit X ∈ Rm×n et f : Rm×n → Kp×l. On suppose que chaque composante
de f est diffe´rentiable selon tous les e´le´ments de X.
La de´rivation matricielle de f par rapport a` X est une matrice de Kmp×nl
partitionne´e en m × n blocs de matrices de Kp×l. Chaque (i, j)e`me bloc est
de´fini par
∂f
∂Xi,j
∈ Kp×l (A.7)
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On a ainsi
∂f
∂X
,

∂f
∂X1,1
∂f
∂X1,2
. . . ∂f∂X1,n
∂f
∂X2,1
∂f
∂X2,2
. . . ∂f∂X2,n
...
...
. . .
...
∂f
∂Xm,1
∂f
∂Xm,2
. . . ∂f∂Xm,n
 (A.8)
Ou encore (
∂f
∂X
)
(k−1)m+i,(l−1)n+j
=
∂fk,l
∂Xi,j
1 6 k 6 p (A.9)
1 6 l 6 q
1 6 i 6 m
1 6 j 6 n
Cela peut aussi s’e´crire
∂f
∂X
=
m∑
r=1
n∑
s=1
Em,nr,s ⊗
∂f
∂Xr,s
(A.10)
avec les matrices En,mr,s de Rn×m de´finies par(
En,mr,s
)
i,j
, δr,iδs,j (A.11)
et
En,mr,s =

...
...
. . . . . . 1 . . . ← re ligne
...
↑ se colonne

On remarquera que lorsque X est un vecteur ligne et f(X) un vecteur co-
lonne, ∂f∂X est la matrice jacobienne de f . D’ailleurs, dans la litte´rature, on
trouve parfois une de´finition diffe´rente de la de´rivation matricielle par une
matrice : ∂A∂X ,
∂Vec(A)
∂Vec(X) ou bien
∂A
∂X ,
∂Vec(A)
∂Vec(X)> , pour se ramener a` une ma-
trice jacobienne. Cela e´vite d’avoir a` conside´rer des sous-blocs de matrices
(ou a` conside´rer ∂A∂X comme une matrice de matrice), mais les re`gles de de´-
rivations (comme les propositions A.4 et A.6) ne s’e´noncent alors plus aussi
facilement.
A.2.2 Re`gles de de´rivation
Proposition A.4 (de´rivation d’un produit)
Soient X ∈ Rk×l, Y ∈ Rl×m et Z ∈ Rp×l. La de´rive´e du produit XY par
rapport a` Z s’e´crit
∂(XY )
∂Z
=
∂X
∂Z
(Il ⊗ Y ) + (Ip ⊗X)∂Y
∂Z
(A.12)
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avec ∂(XY )∂Z ∈ Rkp×ml.
De´monstration :
Les re`gles classiques de la de´rivation d’une matrice par un scalaire donnent,
pour 1 6 r 6 p et 1 6 s 6 l
∂(XY )
∂Zr,s
=
∂X
∂Zr,s
Y +X
∂Y
∂Zr,s
D’ou`
∂(XY )
∂Z
=
∑
r,s
Ep,lr,s ⊗
(
∂X
∂Zr,s
Y +X
∂Y
∂Zr,s
)
=
∑
r,s
Ep,lr,s ⊗
(
∂X
∂Zr,s
Y
)
+
∑
r,s
Ep,lr,s ⊗
(
X
∂Y
∂Zr,s
)
On peut noter que
∑
r,s
Ep,lr,sIl =
∑
r,s
IpE
p,l
r,s =
∑
r,s
Ep,lr,s.
Ainsi
∂(XY )
∂Z
=
∑
r,s
(
Ep,lr,sIl
)
⊗
(
∂X
∂Zr,s
Y
)
+
∑
r,s
(
IpE
p,l
r,s
)
⊗
(
X
∂Y
∂Zr,s
)
En utilisant la proposition A.1, on obtient
∂(XY )
∂Z
=
∑
r,s
(
Ep,lr,s ⊗
∂X
∂Zr,s
)
(Il ⊗ Y ) +
∑
r,s
(Ip ⊗X)
(
Ep,lr,s ⊗
∂Y
∂Zr,s
)
=
(∑
r,s
Ep,lr,s ⊗
∂X
∂Zr,s
)
(Il ⊗ Y ) + (Ip ⊗X)
(∑
r,s
Ep,lr,s ⊗
∂Y
∂Zr,s
)
=
∂X
∂Zr,s
Y +X
∂Y
∂Zr,s
On en de´duit facilement les deux propositions suivantes :
Proposition A.5 (De´rivation de l’inverse)
Soient A une matrice inversible de Rn×n de´pendant de X ∈ Rp×l.
Alors
∂
(
A−1
)
∂X
= − (Ip ⊗A−1) ∂A
∂X
(
Il ⊗A−1
)
(A.13)
De´monstration :
Il suffit de remarquer que AA−1 = In et d’appliquer la re`gle de la de´rivation
d’un produit, avec ∂In∂X = 0p,l
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A.2.3 Proprie´te´s de de´rivation
The´ore`me A.6
Soient X ∈ Rp×l et G et H deux fonctions de transfert a` valeur respec-
tivement dans Cm×p et Cl×n. G et H sont suppose´es inde´pendantes de
X. On a alors
∂(GXH)
∂X
= (Ip ⊗G) ∂X
∂X
(Il ⊗H) (A.14)
= G~H (A.15)
avec l’ope´rateur ~ de´fini par
G~H , Vec(G).
(
Vec(H>)
)>
(A.16)
De´monstration :
– On peut de´finir ∂X∂X en fonction des Er,s
∂X
∂X
=
p∑
r=1
l∑
s=1
(
Ep,lr,s ⊗ Ep,lr,s
)
=
p∑
r=1
l∑
s=1
Ep
2,l2
(r−1)p+r,(s−1)l+s
– On montre
(Ip ⊗A)(B ~ C) = (AB)~ C
(B ~ C)(Iq ⊗D) = B ~ (CD)
– On montre facilement aussi que(
AEp
2,l2
i,j B
)
= A•,iBj,•
– La proposition A.4 nous donne
∂(GXH)
∂X
= (Ip ⊗G) ∂X
∂X
(Il ⊗H)
Puis
∂(GXH)
∂X
=
∑
r,s
(Ip ⊗G)Ep
2,l2
(r−1)p+r,(s−1)l+s (Il ⊗H)
=
∑
r,s
(Ip ⊗G)•,(r−1)p+r (Il ⊗H)(s−1)l+s,•
=
∑
r,s
Ep,lr,s ⊗ (G•,r.Hs,•)
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car
(Ip ⊗G)>•,(r−1)p+r =
(
0 . . . G•,r 0 . . .
↑ rie`me bloc
)
Et
Ep,lr,s ⊗ (G•,r.Hs,•) =

0
G∗,r.Hs,∗
0
(r, s)e`me bloc de taille (m× n)

– Enfin, on a
(G•,r.Hs,•)i,j = Gi,r.Hs,j
et donc (
∂(GXH)
∂X
)
(r−1)m+i,(s−1)n+j
= Gi,r.Hs,j
On retrouve ainsi (avec l’e´quation (A.2))
∂(GXH)
∂X
= Vec(G).
(
Vec(H>)
)>
Remarque : la de´finition de l’ope´rateur trace est
tr(AB) =
(
Vec(A>)
)>
Vec(B)
alors que celle de l’ope´rateur ~ est
A~B = Vec(A).
(
Vec(B>)
)>
Proposition A.7
Si l’on reprend les conditions de la proposition pre´ce´dente, avec p = l et X
inversible, on a alors
∂
(
GX−1H
)
∂X
= − (GX−1)~ (X−1H) (A.17)
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De´monstration :
G et H sont inde´pendantes de X, donc d’apre`s la proposition A.4
∂
(
GX−1H
)
∂X
= (Ip ⊗G) ∂X
−1
∂X
(Ip ⊗H)
d’ou` (avec la proposition A.5)
∂
(
GX−1H
)
∂X
= − (Ip ⊗G)
(
Ip ⊗X−1
) ∂X
∂X
(
Ip ⊗X−1
)
(Ip ⊗H)
et
∂
(
GX−1H
)
∂X
= − (GX−1)~ (X−1H) (A.18)
Les quelques propositions suivantes portent sur l’ope´rateur binaire ~ :
Proposition A.8
Soient X ∈ Rp×l, G et H deux fonctions de transfert a` valeur respectivement
dans Cm×p et Cl×n, et M une matrice constante.
On obtient les re´sultats suivants :
‖G~H‖22 =
∑
i,j
∑
k,l
‖Gi,jHk,l‖22 (A.19)
‖M ~G‖22 = ‖M‖2F ‖G‖22 (A.20)
‖Ip ~G‖22 = l ‖G‖22 (A.21)
‖H ~ Il‖22 = p ‖H‖22 (A.22)
De´monstration :
La premie`re e´quation se ve´rifie par la proprie´te´ de la norme 2 :
‖G~H‖22 =
∑
i,j
‖(G~H)i,j‖22
La deuxie`me e´quation se ve´rifie par
‖M ~G‖22 =
∑
i,j
∑
k,l
‖Mi,jGk,l‖22
=
∑
i,j
∑
k,l
M2i,j ‖Gk,l‖22
=
∑
i,j
M2i,j
∑
k,l
‖Gk,l‖22

= ‖M‖2F ‖G‖22
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Proposition A.9
Soient A, B et C des matrices de dimensions approprie´es.
On a alors (
A B
)
~ C =
(
A~ C
B ~ C
)
(A.23)
et
A~
(
B
C
)
=
(
A~B A~ C
)
(A.24)
De´monstration :
(
A B
)
~ C = Vec
((
A B
))
.
(
Vec(C>)
)>
=
(
Vec(A)
Vec(B)
)
.
(
Vec(C>)
)>
=
(
Vec(A).
(
Vec(C>)
)>
Vec(B)
(
Vec(C>)
)>
)
=
(
A~ C
B ~ C
)
et
A~
(
B
C
)
= Vec(A).
(
Vec
((
B> C>
)))>
= Vec(A).
((
Vec(B>)
Vec(C>)
))>
= Vec(A).
((
Vec(B>)
)> (Vec(C>))>)
=
(
Vec(A).
(
Vec(B>)
)> Vec(A). (Vec(C>))>)
=
(
A~B A~ C
)
Proposition A.10
Soient G, H, X et Y quatre fonctions de transfert a` valeur dans Cm×p, Cl×n
Cp×p et Cl×l. On a
(GX)~ (Y H) = (Ip ⊗G) (X ~ Y ) (Il ⊗H) (A.25)
et
(GX)~ (Y H) =
(
X> ⊗ Im
)
(G~H)
(
Y > ⊗ In
)
(A.26)
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De´monstration :
(GX)~ (Y H) = Vec (GX)
(
Vec (Y H)>
)>
=
(
X> ⊗ Im
)
Vec(G)
(
(Y ⊗ In)Vec(H>)
)>
=
(
X> ⊗ Im
)
Vec(G)
(
Vec(H>)
)>
(Y ⊗ In)>
=
(
X> ⊗ Im
)
(G~H)
(
Y > ⊗ In
)
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Annexe
B De´monstrations diverses
Proposition B.1 (Fonction de transfert en δ)
On conside`re une fonction de transfert H telle que
H(z) =
n∑
i=0
biz
−i
1 +
n∑
i=0
aiz−i
∀z ∈ C (B.1)
Alors, on peut exprimer cette fonction de transfert avec la variable ρ lie´e a`
l’ope´rateur δ (ρ = z−1∆ )
H(ρ) =
n∑
i=0
diρ
−i
1 +
n∑
i=1
ciρ−i
∀ρ ∈ C (B.2)
avec les coefficients (ck)16k6n et (dk)06k6n tels que
ck = ∆−k
k∑
l=0
alC
n−l
k−l ∀1 6 k 6 n (B.3)
dk = ∆−k
k∑
l=0
blC
n−l
k−l ∀0 6 k 6 n (B.4)
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De´monstration :
Avec q−1 = δ
−1
∆+δ−1 et (a0 = 1), on a
H(z) =
n∑
i=0
biz
i
n∑
i=0
aiz−i
=
n∑
i=0
biρ
−i (∆+ ρ−1)n−i
n∑
i=0
aiρ−i (∆ + ρ−1)n−i
Or (
∆+ ρ−1
)n−i = n−i∑
j=0
ρ−j∆n−i−jCn−ij
d’ou`
n∑
i=0
biρ
−i (∆+ ρ−1)n−i = n∑
i=0
n−i∑
j=0
bi∆n−(i+j)Cn−ij ρ
−(i+j)
=
n∑
k=0
ρ−k∆n−k
(
k∑
l=0
blC
n−l
k−l
)
Et
n∑
i=0
aiρ
−i (∆+ ρ−1)n−i = n∑
k=0
ρ−k∆n−k
(
k∑
l=0
alC
n−l
k−l
)
Ainsi
H(ρ) =
n∑
k=0
ρ−k∆n−k
(
k∑
l=0
blC
n−l
k−l
)
n∑
k=0
ρ−k∆n−k
(
k∑
l=0
alC
n−l
k−l
)
=
n∑
i=0
diρ
−i
1 +
n∑
i=1
ciρ−i
avec
ck = ∆−k
k∑
l=0
alC
n−l
k−l 1 6 k 6 n (B.5)
dk = ∆−k
k∑
l=0
blC
n−l
k−l 0 6 k 6 n (B.6)
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The´ore`me B.2 (Calcul des sensibilite´s)
La sensibilite´ de la fonction de transfert H, mise en œuvre par la re´ali-
sation R := (J,K,L,M,N, P,Q,R, S), a pour expression
∂H
∂Z
=
(
H3 H1 Ip
)
~
H4H2
In
 (B.7)
∂D
∂Z
=
(
LJ−1 0 Ip
)
~
J−1N0
In
 (B.8)
avec
H1 : z 7→ C(zIn −A)−1 (B.9)
H2 : z 7→ (zIn −A)−1B (B.10)
H3 : z 7→ C(zIn −A)−1KJ−1 + LJ−1 (B.11)
H4 : z 7→ J−1M(zIn −A)−1B + J−1N (B.12)
On a bien entendu
∂H˜
∂Z
=
∂H
∂Z
− ∂D
∂Z
(B.13)
et l’on pourra noter que ∂H˜∂Z peut eˆtre calcule´ a` partir de
∂H
∂Z en rendant
cette fonction de transfert strictement propre (en supprimant les termes
constants, qui valent ∂D∂Z ).
De´monstration :
• ∂H(z)
∂S
=
∂S
∂S
= Ip ~ Im
• ∂H(z)
∂R
=
∂
(
R(zIn −A)−1B
)
∂R
= Ip ~
(
(zIn −A)−1B
)
• ∂H(z)
∂Q
=
∂
(
C(zIn −A)−1Q
)
∂Q
=
(
C(zIn −A)−1
)
~ Im
• ∂H(z)
∂P
= − (In ⊗ C(zIn −A)−1) ∂A
∂P
(
In ⊗ (zIn −A)−1B
)
=
(
C(zIn −A)−1
)
~
(
(zIn −A)−1B
)
• ∂H(z)
∂N
=
∂
(
C(zIn −A)−1KJ−1N
)
∂N
+
∂
(
LJ−1N
)
∂N
=
(
C(zIn −A)−1KJ−1 + LJ−1
)
~ Im
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• ∂H(z)
∂M
=
(
Il ⊗ LJ−1
) ∂M
∂M
(
In ⊗ (zIn −A)−1B
)
+(Il ⊗ C)
∂
(
(zIn −A)−1
)
∂M
(In ⊗B)
=
(
LJ−1
)
~
(
(zIn −A)−1B
)
+
(
Il ⊗ C(zIn −A)−1
) ∂KJ−1M
∂M
(
In ⊗ (zIn −A)−1B
)
=
(
C(zIn −A)−1KJ−1 + LJ−1
)
~
(
(zIn −A)−1B
)
• ∂H(z)
∂L
=
∂
(
LJ−1M(zIn −A)−1B
)
∂L
+
∂LJ−1N
∂L
= Ip ~
(
J−1M(zIn −A)−1B + LJ−1
)
• ∂H(z)
∂K
= (In ⊗ C)
∂
(
(zIn −A)−1
)
∂K
(Il ⊗B)
+
(
In ⊗ C(zIn −A)−1
) ∂K
∂K
(
Il ⊗ J−1N
)
=
(
In ⊗ C(zIn −A)−1
) ∂ (KJ−1N)
∂K
(
Il ⊗ (zIn −A)−1B
)
+
(
C(zIn −A)−1
)
~
(
J−1N
)
=
(
C(zIn −A)−1
)
~
(
J−1M(zIn −A)−1B + J−1N
)
• ∂H(z)
∂J
=
∂
(
LJ−1M
)
∂J
(
Il ⊗ (zI −A)−1B
)
+
∂
(
LJ−1N
)
∂J
+
(
Il ⊗ C(zIn −A)−1
) ∂ (KJ−1N)
∂J
+
(
Il ⊗ C(zIn −A)−1
) ∂ (KJ−1M)
∂J
(
Il ⊗ (zIn −A)−1B
)
= − (LJ−1)~ (J−1M(zIn −A)−1B)− (LJ−1)~ (J−1N)
− (C(zIn −A)−1KJ−1)~ (J−1N)
− (C(zIn −A)−1KJ−1)~ (J−1M(zIn −A)−1B)
= − (C(zIn −A)−1KJ−1 + LJ−1)~ (J−1M(zIn −A)−1B + LJ−1)
Proposition B.3
On conside`re le syste`me boucle´ de´fini au chapitre 4.3.1. Les sensibilite´s ∂A¯∂Z
et ∂B¯∂Z sont donne´es par
∂A¯
∂Z
=
(
BpLJ
−1 0 Bp
KJ−1 In 0
)
~
J−1NC˜p J−1M0 In
C˜p 0
 (B.14)
∂B¯
∂Z
=
(
BpLJ
−1 0 Bp
KJ−1 In 0
)
~
J−1NI˜0
I˜
 (B.15)
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De´monstration :
Pour e´valuer ∂A¯∂Z et
∂B¯
∂Z , on exprime tout d’abord A¯ et B¯ sous la forme
M1XM2 +M3, pour X ∈ {J−1,K, L,M,N, P,Q,R, S}
• A¯ =
(
Ap +BpLJ−1NC˜p BpC
BC˜p A
)
+
(
Bp
0
)
S
(
C˜p 0
)
(B.16)
• A¯ =
(
Ap +BpDC˜p BpLJ−1M
BC˜p A
)
+
(
Bp
0
)
R
(
0 In
)
(B.17)
• A¯ =
(
Ap +BpDC˜p BpC
BC˜p KJ
−1M
)
+
(
0
In
)
P
(
0 In
)
(B.18)
• A¯ =
(
Ap +BpDC˜p BpC
KJ−1NC˜p A
)
+
(
0
In
)
Q
(
C˜p 0
)
(B.19)
• A¯ =
(
Ap +BpSC˜p BpC
QC˜p A
)
+
(
BpLJ
−1
KJ−1
)
N
(
C˜p 0
)
(B.20)
• A¯ =
(
Ap +BpDC˜p BpR
BC˜p P
)
+
(
BpLJ
−1
KJ−1
)
M
(
0 In
)
(B.21)
• A¯ =
(
Ap +BpDC˜p BpC
QC˜p P
)
+
(
0
In
)
K
(
J−1NC˜p J−1M
)
(B.22)
• A¯ =
(
Ap +BpSC˜p BpR
BC˜p A
)
+
(
Bp
0
)
L
(
J−1NC˜p J−1M
)
(B.23)
• A¯ =
(
Ap +BpSC˜p BpR
QC˜p P
)
+
(
BpL
K
)
J−1
(
NC˜p M
)
(B.24)
• B¯ =
(
BpLJ
−1N
B
)
I˜ +
(
Bp
0
)
SI˜ (B.25)
• B¯ =
(
BpD
KJ−1N
)
I˜ +
(
0
I
)
QI˜ (B.26)
• B¯ =
(
BpS
Q
)
I˜ +
(
BpLJ
−1
KJ−1
)
NI˜ (B.27)
• B¯ =
(
BpD
Q
)
I˜ +
(
0
I
)
K(J−1NI˜) (B.28)
• B¯ =
(
BpS
D
)
I˜ +
(
Bp
0
)
L(J−1NI˜) (B.29)
• B¯ =
(
BpS
Q
)
I˜ +
(
BpL
K
)
J−1(NI˜) (B.30)
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On utilise alors la proposition 4.5, ce qui donne
∂A¯
∂S
=
(
Bp
0
)
~
(
C˜p 0
)
(B.31)
∂A¯
∂R
=
(
Bp
0
)
~
(
0 In
)
(B.32)
∂A¯
∂P
=
(
0
In
)
~
(
0 In
)
(B.33)
∂A¯
∂Q
=
(
0
In
)
~
(
C˜p 0
)
(B.34)
∂A¯
∂N
=
(
BpLJ
−1
KJ−1
)
~
(
C˜p 0
)
(B.35)
∂A¯
∂M
=
(
BpLJ
−1
KJ−1
)
~
(
0 In
)
(B.36)
∂A¯
∂K
=
(
0
In
)
~
(
J−1NC˜p J−1M
)
(B.37)
∂A¯
∂L
=
(
Bp
0
)
~
(
J−1NC˜p J−1M
)
(B.38)
∂A¯
∂J
= −
(
BpLJ
−1
KJ−1
)
~
(
J−1NC˜p J−1M
)
(B.39)
∂B¯
∂S
=
(
Bp
0
)
~ I˜ (B.40)
∂B¯
∂Q
=
(
0
I
)
~ I˜ (B.41)
∂B¯
∂N
=
(
BpLJ
−1
KJ−1
)
~ I˜ (B.42)
∂B¯
∂K
=
(
0
I
)
~ (J−1NI˜) (B.43)
∂B¯
∂L
=
(
Bp
0
)
~ (J−1NI˜) (B.44)
∂B¯
∂J
= −
(
BpLJ
−1
KJ−1
)
~ (J−1NI˜) (B.45)
∂B¯
∂R
= 0 (B.46)
∂B¯
∂P
= 0 (B.47)
∂B¯
∂M
= 0 (B.48)
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En regroupant ces e´quations (graˆce a` la de´finition de Z, e´quation (3.16)),
on obtient les e´quations (B.14) et (B.15).
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Titre
Analyse et synthe`se de l’imple´mentation de lois de controˆle-commande en pre´cision finie — E´tude
dans le cadre des applications automobiles sur calculateur embarque´.
Re´sume´
Cette the`se CIFRE, re´alise´e en collaboration industrielle entre l’IRCCyN et PSA Peugeot-Citroe¨n,
s’inte´resse a` l’aspect nume´rique de l’imple´mentation, au sein de calculateurs embarque´s, de lois de
controˆle/commande (provenant de l’automatique ou du traitement du signal) sous les contraintes de
pre´cision finie.
Le processus d’imple´mentation ame`ne de nombreuses de´gradations de la loi et nous nous inte´ressons
plus particulie`rement a` la quantification des coefficients intervenant dans les calculs.
Pour une loi (filtre ou re´gulateur) donne´e, il existe une infinite´ de re´alisations nume´riques possibles qui,
bien que mathe´matiquement e´quivalentes, ne le sont plus en pre´cision finie : de nombreuses re´alisations
e´quivalentes existent : forme d’e´tat, re´alisations en delta, formes directes, structures retour d’e´tat
observateur, de´compositions en cascade, en paralle`le, etc.
Apre`s avoir pre´sente´ ces diffe´rentes possibilite´s, ce me´moire de the`se, propose un formalisme mathe´-
matique – la forme implicite spe´cialise´e – qui permet de de´crire de manie`re unifie´e un ensemble e´largi
d’imple´mentations. Celui-ci, bien que macroscopique, permet d’exprimer pre´cise´ment les calculs a` re´a-
liser et les parame`tres re´ellement mis en jeu. Diffe´rentes mesures, applique´es a` ce formalisme et qui
permettent d’e´valuer l’impact de la quantification (en virgule fixe et virgule flottante) et d’analyser la
de´gradation induite, sont ensuite propose´es.
Via un proble`me d’optimisation, la re´alisation qui pre´sente la meilleure robustesse face aux de´te´riora-
tions induites par les processus d’imple´mentation en pre´cision finie est trouve´e.
Title
Analysis and Synthesis of the Finite Word Length Implementation of linear controllers or filters —
Application to embedded automotive control.
Abstract
These thesis, done in an industrial context with PSA Peugeot-Citroe¨n and IRCCyN, deals with the
numerical aspect of the implementation of filters or controllers in embedded processors.
The implementation of a controller or a filter in a Finite Word Length context may lead to a deterio-
ration of the global performance, due to parametric errors and numerical noises. We focus here on the
effect of the quantization of the embedded coefficients.
It exists an infinity of equivalent relalizations of a given controller, and these realizations are no
more equivalent in finite precision : classical state-space realizations, delta-realizations, direct forms,
observer-state feedback, cascade or parallel decomposition, etc.
After having exhibits theses possibilites, this PhD thesis proposes an unifying framework – the implicit
specialized state-space – that encompasses usual realizations (and many others unexplored). This
specialized form, but still macroscopic, is directly connected to the in-line calculations to be performed
and the involved coefficients. Various analysis tools, applied to our formalism, may be used to determine
how the realization will be altered during the FWL process (with floating point and fixed point
considerations).
Then, according to these tools, optimal realizations with the best FWL robustness can be found, via
an optimization problem.
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