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We resolve phonon number states in the spectrum of a superconducting qubit coupled to a mul-
timode acoustic cavity. Crucial to this resolution is the sharp frequency dependence in the qubit-
phonon interaction engineered by coupling the qubit to surface acoustic waves in two locations
separated by ∼ 40 acoustic wavelengths. In analogy to double-slit diffraction, the resulting interfer-
ence generates high-contrast frequency structure in the qubit-phonon interaction. We observe this
frequency structure both in the coupling rate to multiple cavity modes and in the qubit sponta-
neous emission rate into unconfined modes. We use this sharp frequency structure to resolve single
phonons by tuning the qubit to a frequency of destructive interference where all acoustic interactions
are dispersive. By exciting several detuned yet strongly coupled phononic modes and measuring the
resulting qubit spectrum, we observe that, for two modes, the device enters the strong dispersive
regime where single phonons are spectrally resolved.
Quantum control over mechanical degrees of freedom
promises insight into fundamental physics as well as the
development of innovative quantum technologies. As me-
chanical resonators are massive and macroscopic, they
can probe quantum theories at large scales [1–3], while
the ability of mechanical motion to couple to a variety
of quantum systems has inspired numerous mechanics-
based transduction schemes [4–10]. Additionally, me-
chanical elements are compact compared to their elec-
tromagnetic counterparts, enabling the on-chip fabrica-
tion of many wavelength microwave structures such as
high-performance filters and multimode resonators [11–
13]. High-fidelity control over the large number of modes
achievable in acoustic platforms would be a powerful re-
source for quantum information processing [14].
The field of circuit quantum electrodynamics (cQED)
has provided both guidance and tools for achieving quan-
tum control over mechanical excitations. In cQED, the
state of a photonic mode is measured and manipulated
using superconducting qubits. These qubits can also in-
teract with mechanical systems using piezoelectric ma-
terials. Two seminal works leveraged this fact to couple
a qubit to a dilatational resonator [15] and to propagat-
ing surface acoustic waves (SAWs) [16]. Both surface
and bulk acoustic waves can be confined to form high-
overtone resonators [17, 18], leading to demonstrations
of qubit-phonon coupling in multimode cavities [19–23].
Most recently, a pair of experiments used resonant inter-
actions to create number and superposition states of an
acoustic cavity mode, thereby demonstrating basic quan-
tum control of acoustic phonons [3, 24]. Following the ex-
ample of cQED, achieving strong dispersive interactions
in acoustic systems would lead to improved quantum con-
trol through quantum nondemolition phonon measure-
ment [25, 26] and qubit mediated phonon-phonon inter-
actions [27, 28]. Realizing these techniques in acoustic
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systems would enable the exploration of a multimode
analogy of cQED [29].
But coupling a single qubit with uniform strength to
multiple modes of an acoustic cavity reduces the number
of coherent interactions achievable with a given mode.
Consider that for any qubit frequency inside the cavity
bandwidth, there exists some nearest mode k with detun-
ing ∆k less than half the cavity’s free spectral range fs.
To be in the dispersive limit for all modes, the qubit must
have coupling g  ∆k < fs/2. This limited coupling
then bounds the number of operations possible within
the qubit’s coherence time (2piγ)−1 at approximately
g2/(∆kγ). The number of interactions achieved for mode
k is further reduced by a large factor ≈ |n− k|fs/∆k for
the nth cavity mode. Eschewing the dispersive limit by
choosing g ≈ fs yields strong, resonant interactions be-
tween the qubit and multiple cavity modes. The result-
ing hybrid modes are composed predominantly of linear
cavity modes, effectively diluting the qubit’s nonlinearity
and thereby increasing the time required for coherent op-
erations [21]. This reduction in coherent operations can
be overcome by engineering a frequency-structured inter-
action such that modes far from the qubit frequency cou-
ple with rates exceeding fs, while the coupling to nearby
modes is suppressed, preserving the dispersive limit.
Indeed, acoustic platforms excel at realizing such
strongly frequency-dependent couplings. In SAW de-
vices, an interdigitated transducer (IDT) converts be-
tween electrical and acoustic signals with a frequency
dependence determined by the Fourier transform of the
IDT geometry [12, 30]. A desired frequency response can
be engineered by computing its inverse Fourier transform
and shaping the IDT accordingly. Moreover, the slow
speed of sound (v = 2880 m/s on GaAs) implies that
megahertz frequency resolution can be realized with mil-
limeter geometries.
In this article, we engineer a frequency-dependent cou-
pling between a transmon qubit and a multimode SAW
cavity to realize g ∼ fs together with dispersive oper-
ation. The qubit couples to phonons through an IDT
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2that is bisected to create a pair of interaction regions
separated by a long travel time, τ ≈ 9 ns [Fig. 1(a)].
In close analogy to double-slit interference, the many-
wavelength separation between interaction regions cre-
ates sharp fringes in the frequency dependence of the
qubit-phonon interaction strength [30, 31]. We observe
the designed frequency dependence as a high-contrast
modulation of both the coherent exchange rate between
the qubit and cavity modes and the qubit spontaneous
emission rate into unconfined phonons. This frequency
dependence greatly reduces the coupling to certain modes
to create frequency windows for dispersive operation. We
tune the qubit transition to such a window and observe
the single-phonon Stark shift from three strongly cou-
pled modes of the cavity by populating these modes
while measuring the qubit spectrum. For two of these
modes, we enter the strong dispersive regime where the
single-phonon Stark shift exceeds the qubit and acoustic
linewidths, demonstrating that spatially extended cou-
pling can be leveraged to take full advantage of multi-
mode acoustic systems.
The device we study comprises a tunable transmon
qubit on a piezoelectric GaAs surface with two IDT
halves embedded in a multimode SAW cavity [Fig. 1(a)].
The cavity is formed between two Bragg mirrors made
of aluminum strips that reflect surface waves over a 100-
MHz bandwidth to form a phononic Fabry-Perot cav-
ity [Fig. 1(b) and 1(c)]. The effective cavity length ex-
tends beyond the mirror separation L = 125µm by 20µm
from acoustic penetration into the mirror array to create
a mode spacing fs ≈ 10 MHz. The mirrors and IDT
were designed with periodicity λc = 675 nm, which cor-
responds to a center frequency near fc ≈ 4.25 GHz. The
IDT halves, each 8 periods long, are mirror images of
each other reflected across the center of the cavity and
separated by S = 26µm. The mechanical loading ef-
fects on the resonator from the IDT are minimized by
using thin metal (30 nm of aluminum) and a split elec-
trode design [Fig. 1(d)] [11]. Qubit readout and control
are enabled by attaching antenna paddles [Fig. 1(e)] that
strongly couple the qubit to a copper waveguide cavity
at 5.9 GHz (see Appendix A).
An IDT split in half achieves a mode-selective cou-
pling by creating a frequency profile A(f) analogous to
the spatial profile of double-slit diffraction. The IDT is
split into two regions of length D separated by distance
S. The Fourier transform about the symmetry point be-
tween these two regions is real and the product of two
factors: a slow sinc envelope centered on fc with pe-
riod v/D and a fast sinusoidal modulation with period
1/τ = v/S:
A(f) = sinc [pi(f − fc)D/v] sin(pifτ).
Outside the mirror bandwidth, the qubit loses energy
to propagating phonons at a rate Γ1 ∝ A(f)2 [Fig. 1(f)]
[21, 30]. Within the mirror band, the qubit exchanges
excitations with confined acoustic modes [Fig. 1(g)] de-
scribed by the multimode Jaynes-Cummings Hamilto-
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FIG. 1. Double-slit qubit concept and device. (a)
Schematic of the device. A transmon qubit resembling a
double-slit interferometer is formed by shunting two halves of
an interdigitated transducers (IDT, red/blue) with a pair of
Josephson junctions (yellow). Two distributed Bragg arrays
(green) confine phonons in a narrow frequency band to create
acoustic resonances (gray curve). (b)-(e) False color SEM mi-
crographs of a representative device. (b) The qubit IDT (pur-
ple) is shunted by Josephson junctions and located within an
acoustic cavity of width W = 16µm. The imaged device has
half the cavity length of the measured device. Insets show
enlarged images (c) of the Bragg mirror and (d) the IDT,
whose innermost fingers are extended to shunt the junctions.
(e) Antenna paddles couple the qubit to a copper waveguide
cavity at 5.9 GHz for readout and control. (f) When the qubit
is tuned outside the mirror bandwidth (unshaded), the IDT
launches phonons with a frequency dependence determined by
the Fourier transform of the IDT geometry, creating fringes
in the qubit loss rate Γ1. (g) Inside the mirror band, the IDT
modifies the qubit coupling strength gm to the evenly spaced
cavity modes. By tuning the qubit frequency to a zero in the
coupling at fz, coupling rates exceeding the mode spacing can
be achieved with dispersive operation, provided the slope near
fz (red dotted line) is much smaller than one.
nian
H/h =
1
2
fqσz +
∑
m
fma
†
mam + gm(a
†
mσ
− + amσ+), (1)
3where the qubit is described by Pauli matrices and tran-
sition frequency fq, the cavity modes are described by
annihilation (creation) operators am (a
†
m) and frequen-
cies fm, and the qubit and cavity couple with strength
gm. If the IDT is symmetric about the cavity center, then
gm has the form gm = g0A(fm) ≈ g0 sin (pifmτ) where g0
is the maximal qubit-cavity coupling strength and the
slowly varying sinc is approximated as unity. With the
designed separation between IDT halves, the coupling
varies with a periodicity approximately equal to the mir-
ror bandwidth (1/τ ≈ 100 MHz), ensuring at least one
cavity mode achieves coupling near g0.
Dispersive operation can be achieved regardless of
mode density or maximal coupling strength by design-
ing A(f) to cross zero with a sufficiently shallow slope.
Consider tuning the qubit to a frequency fz such that
A(fz) = 0. A cavity mode with small detuning ∆z from
the qubit will couple with rate gz that is bounded above
by this detuning multiplied by the slope of the coupling
strength near fz, i.e., |gz| < g0|A′(fz)∆z| [Fig. 1(g)].
Thus, the magnitude of A′(fz) constrains gz/∆z and
thereby sets a lower limit on how dispersive qubit-cavity
interactions can be. We engineer this slope, approxi-
mated for the split-IDT design as g0A
′(fz) ≈ pig0τ =
0.14, to be much smaller than one.
To confirm the designed frequency structure in the
device, we measure the qubit spectrum as an applied
magnetic flux tunes its frequency. We begin by tun-
ing the qubit across the mirror bandwidth to investigate
the frequency region where phonons are confined. We
observe pronounced avoided crossings in the qubit spec-
trum where the qubit coherently exchanges energy with
cavity phonons [Fig. 2(a)]. The extracted coupling rates
[Fig. 2(b), see Appendix C] vary between the modes, with
several strongly coupled modes in close spectral proxim-
ity to crossing-free regions wider than fs at both edges
of the mirror band. Three main effects explain the ob-
served behavior. First, the split-IDT modulates the cou-
pling proportional to A(f), coupling the qubit strongly
to modes near 4.25 GHz with g0 = 5.1 MHz while decou-
pling it from modes roughly 5fs above or below. Second,
neighboring cavity modes couple to the qubit with alter-
nating strength because the qubit IDT is approximately
symmetric about the cavity center, strongly (weakly)
coupling the qubit to modes with even (odd) spatial sym-
metry. Lastly, resonant exchange between the qubit and
cavity modes at the edge of the mirror bandwidth is un-
resolved as the coupling rate is much less than the loss
rate of these weakly confined modes.
To study A(f) outside the mirror band, we tune the
qubit over a 1-GHz span and examine the influence of
propagating phonons on the qubit linewidth and transi-
tion frequency. In contrast to the discrete cavity modes,
propagating modes form a continuum, enabling a dense
sampling of A(f) over a broad frequency range and af-
fording a clear picture of how effectively the split IDT
tailored the qubit-phonon interaction. In the measured
qubit spectra [Fig. 3(a)], the features arising from acous-
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FIG. 2. Avoided crossings spectroscopy Tuning the
qubit across the cavity modes measures the mode frequencies
and qubit-cavity coupling strengths. (a) Within the mirror
bandwidth, 9 avoided crossings appear with varying coupling
strength and a nearly even mode spacing fs = 10.6 MHz. The
strong avoided crossings have a spurious mode on their high-
frequency shoulder, which we attribute to a resonance with
nonzero transverse mode number. (b) The coupling strengths
to each mode are extracted from the measured crossings. The
qubit couples more strongly to modes at the center of the mir-
ror band with maximum strength g0 = 5.1 MHz. The IDT is
symmetric about the cavity center, resulting in strong cou-
pling to even modes (green) and weak coupling due to odd
modes (blue). Coupling to transverse modes (orange) is a
factor of 5 smaller. An inference of the frequency depen-
dence of the qubit coupling strength (gray dotted line) made
from measurements of the qubit spontaneous emission rate
(see main text) agrees well with the measured coupling rates.
tic interactions are emphasized by subtracting the flux
dependence expected from an acoustically uncoupled
qubit (see Appendix B). At frequencies detuned from the
central avoided crossings, the qubit linewidth oscillates
with a period of 110 MHz that is consistent with the ex-
pected delay time and an amplitude that decays as the
qubit tunes out of the IDT bandwidth. Additionally, the
qubit frequency deviates from the uncoupled flux depen-
dence with a similarly enveloped oscillation with match-
ing 110-MHz periodicity. Both of these effects can be
understood by modeling the qubit’s emission of phonons
from the IDT as a frequency-dependent resistance, which
must be accompanied by a frequency-dependent reac-
tance from Kramers-Kronig relations [11, 12]. We ob-
serve this reactance as a modulation of the qubit fre-
quency compared to its uncoupled flux tuning, an effect
describable as a phononic Lamb shift [30, 32].
We determine the qubit energy decay rate with in-
creased precision by measuring qubit excited state life-
time (T1) in the time domain. With the qubit far
detuned from the acoustic cavity modes, we observe
Γ1 = (2piT1)
−1 oscillating in frequency with large ampli-
tude; the loss increases by a factor of 25 above its min-
4qubit frequency (GHz)
Γ
1 (
M
H
z)
8
4
3.8 4.24.0 4.4 4.6
Qi=1.2x104
τ=9.04 ns
-10
10
0
0
12
de
tu
ni
ng
 (M
H
z)
δ 
(M
H
z)
-4
4
0
3.8 4.0 4.2
(a)
(b)
RO
 v
ol
ta
ge
FIG. 3. Interaction with propagating phonons (a) Tun-
ing the qubit across the ∼ 1-GHz IDT bandwidth probes its
interaction with the continuum of propagating phonons out-
side the mirror band. Subtracting the expected flux tuning
without acoustic interactions makes clear an oscillatory fea-
ture in both linewidth and frequency as seen in the measured
readout (RO) voltage. Zigzag features bordering the central
coherent avoided crossings are well described as resonant in-
teractions with lossy acoustic modes. A strongly coupled sys-
tem is present at 4.41 GHz that is not a SAW-cavity mode.
(b) The decay rate Γ1 is found by measuring the qubit T1
decay time. The measured energy loss rate varies by more
than a factor of 25 within a 55-MHz span. A model closely
fits the measurement except in the regions with the largest
Γ1, where increased uncertainty from the short decay times
compounds with effects from the semireflective mirrors that
are not included in the model. The measured frequency-
dependent Lamb shift δ agrees well with the calculations from
the IDT model (inset).
imal value within a 55-MHz span [Fig. 3(b)]. A simple
model that combines a prediction for the phonon emis-
sion rate from the IDT and a constant internal quality
factor Qi closely fits the measured qubit loss rate, giving
Qi = 1.2 × 104 and τ = 9.04 ns (see Appendix D). The
nulls in Γ1 arise from destructive interference between the
two IDT halves, an effect with close parallels to an atom
interfering with its mirror image [33, 34]. As the depth
of these nulls is approximately uniform across the IDT
bandwidth, phonon loss from imperfect destructive inter-
ference is less than 75 kHz. Additionally, the extracted
IDT parameters from the qubit loss rate can be used to
calculate the frequency-dependent phononic Lamb shift,
showing agreement with the measured qubit frequency
[inset of Fig. 3(b)].
Our measurement of the qubit interaction with prop-
agating modes also provides an independent inference
of the interaction strength between the qubit and cav-
ity modes. The best-fit model from Fig. 3(b) determines
A(f) using propagating modes and can be extended to
frequencies inside the mirror band, where it closely fol-
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FIG. 4. Phonon number splitting The qubit is tuned to
fz = 4.318 GHz where no resonant interactions occur and the
first two transmon transitions straddle the acoustic modes.
(a) To excite and measure the acoustic modes, the drive power
is increased relative to the power used near the qubit tran-
sition (shaded, +19 or +28 dB). The interactions with all
acoustic modes are dispersive, with ∆3/g3 = 18, ∆5/g5 = 11,
and ∆7/g7 = 8.5. (b) While driving the strongly coupled
acoustic modes (3, 5, and 7), we observe the qubit transition
broaden and shift up in frequency with increasing phonon
population. The spectra are fit to a model assuming a co-
herent state with nm average phonons to determine χm. For
modes 5 and 7, the measured single-phonon Stark shift ex-
ceeds both the qubit and acoustic linewidths. Traces are ver-
tically offset to aid clarity. For the trace in each mode with
the highest phonon occupancy, the contributions to the best
fit from each phonon Fock state are shown (shaded purple).
lows the measured coupling rates [Fig. 2(b)].
Having characterized the qubit interaction with both
confined and propagating phonons, we turn to resolving
the qubit’s Stark shift from individual cavity phonons.
This resolution requires dispersive operation with all
modes, i.e. gm  |∆m| for all modes m, where ∆m =
fq − fm, as well as a Stark shift that exceeds both
the qubit and acoustic loss rates. Tuning the qubit to
fz = 4.318 GHz realizes dispersive operation; the least-
dispersive interaction is with mode 7 where ∆7/g7 =
8.5  1. In this multimode dispersive regime, the in-
teraction term in the Hamiltonian [Eq. 1] becomes
HI/h =
∑
m
χma
†
mamσz,
where individual phonons shift the transmon frequency
5by 2χm. An accurate calculation of χm must include the
higher levels of the transmon, and is well approximated
as
χm = g
2
m
(
1
∆m
− 1
∆m + α
)
, (2)
where α = −190 MHz is the transmon’s anharmonicity.
With the qubit at fz, its transition frequency is above the
acoustic modes while the |e〉 → |f〉 transition is below,
such that ∆m > 0 and ∆m + α < 0 for all modes m.
With this level ordering, the two terms in Eq. (2) add
constructively to create large and positive Stark shifts
[35].
To populate a target cavity mode with phonons, we
drive the qubit at a frequency far detuned from its
own transition but resonant with the cavity mode [3].
In Fig. 4(a), spectroscopy shows the qubit transition at
4.318 GHz and, with much higher drive power, three
acoustic resonances at lower frequencies. The mea-
sured qubit linewidth γ = 550 kHz is only marginally
larger than the sum of contributions from Qi, intrin-
sic dephasing, and expected power broadening (see Ap-
pendix E). The acoustic linewidths are measured to be
κm ≈ 250 kHz for all three modes, only slightly larger
than the expected 200 kHz of diffraction loss from the
flat-flat mirror design of the cavity [12, 17, 21].
We measure the single-phonon Stark shift of the three
strongly coupled modes by varying the population in
these modes and measuring the qubit spectrum. A 3-
µs drive pulse at fm creates a coherent state in mode
m with nm average phonons [25]. The resulting Stark-
driven qubit spectrum, measured with a spectroscopy
pulse concurrent with the acoustic drive, consists of a
sum of Lorentzians that each correspond to a phonon
number state in the cavity [Fig. 4(b)]. These Lorentzians
are spaced by 2χm and broaden with higher phonon num-
ber in proportion to κm. Sweeping the drive power at
one of the three modes, the measured qubit spectrum
broadens and shifts up in frequency. Crucially, sev-
eral resolved peaks appear for modes 5 and 7 arising
from a distribution of phonon Fock states in the cav-
ity. To model the measurement, we assume the cavity
occupation is Poissonian distributed and fit the aver-
age phonon number in each trace. We find good agree-
ment between the model and measurement for acous-
tic linewidths κ3,5,7 = 200, 250, 275 kHz and single-
phonon Stark shifts 2χ3,5,7 = 500, 1050, 890 kHz (see Ap-
pendix E). As the single-phonon Stark shifts for modes
5 and 7 exceed both the qubit and acoustic linewidths,
we confirm that the device enters the strong dispersive
regime for two acoustic modes.
Resolving phonon Fock states in a multimode cavity
through spatial engineering suggests multiple future di-
rections. For the measured device, the dominant source
of phonon loss was likely diffraction and could be elim-
inated by using curved reflectors to form a stable cav-
ity [10]. Combining improved phonon lifetimes with the
demonstrated coupling strengths would enable quantum
nondemolition phonon detection and qubit-mediated in-
teractions between phonon modes. Furthermore, the
number of modes accessible to the qubit can be increased
simply by elongating the cavity, highlighting the promise
of SAW systems for multimode quantum information pro-
cessing [3, 28]. More generally, the engineering of time-
delayed self-interactions not only enables a wide range
of frequency structures but can also give rise to non-
Markovian dynamics [36, 37], suggesting delay may prove
a valuable resource for quantum information processing
[38].
See related work Ref. [39].
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Appendix A: Qubit readout
The qubit state is measured through its dispersive in-
teraction with a 5.9-GHz copper waveguide cavity. The
qubit has a large electric dipole moment, coupling it to
the readout cavity with strength gc = 115 MHz. Differ-
ent readout techniques were used to probe the qubit state
depending on the measurement details.
We used bright-state readout [40] to measure the qubit
decay rate Γ1 as a function of frequency [Fig. 3(b)]. This
type of readout is well suited for measuring fast decays
as the cavity can persist in the bright state for a time
that exceeds the natural qubit lifetime.
For qubit spectroscopy, we used single quadrature
dispersive readout backed by a flux-pumped Josephson
parametric amplifier. To measure the Stark-driven qubit
spectra, we used a pulsed readout scheme that minimized
qubit dephasing from readout phonons [Fig. 4]. Continu-
ous readout was used for qubit spectroscopy as a function
of flux [Figs. 2(a) and 3(a)]. In the broad qubit spec-
troscopy, we compensate for the varying excited state
contrast resulting from frequency-dependent qubit loss
by adjusting the qubit drive power. This power level is
independently determined from the measured T1 times.
Appendix B: Qubit flux dependence
The qubit transition frequency is tuned using an off-
chip coil to thread magnetic flux through the 50-µm2
loop formed by the two Josephson junctions. Omitting
acoustic interactions, we model the qubit frequency fq as
a function of coil current I as
fq(I) = f0
[
a2 + (1− a2) cos
(
pi
I − I0
Ic
)2]1/4
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FIG. 5. Qubit flux dependence (a) The qubit frequency
is measured and fit (white line) over a large range of applied
flux. Regions near avoided crossings are ignored in the fit
(gray). (b) The residual between the measured transitions
and the best-fit uncoupled flux dependence matches the ex-
pected acoustic Lamb shift (black).
where f0 is the zero-field qubit frequency, Ic is the coil
current required to thread a half flux quantum through
the qubit loop, I0 is the current offset required to offset
ambient fields, and a is the normalized difference between
the junction critical currents. From fitting the measured
qubit frequency [Fig. 5(a)], we find f0 = 5.718 GHz, Ic =
1.168 mA, I0 = 79.2µA, and a = 0.14.
The qubit flux dependence is weakly modified by its
interaction with the continuum of propagating phonon
modes. We model this phononic Lamb shift δ as
δ(fq) =
Γ0
4
sinc
(
piNq
fq − fc
fc
)2
sin(pifqτ)
where Γ0 is the maximal loss rate to phonons, fc is the
center frequency of the IDT, Nq = 8 is the number of
finger periods in each IDT, and τ is the intra-IDT de-
lay [30]. The measured phonon loss rate (see Appendix
D) independently determines Γ0, fc, and τ , allowing the
Lamb shift to be calculated with no free parameters. This
calculated Lamb shift closely matches the residual from
the flux fit [inset of Fig. 3(b) and Fig. 5(b)] except near
avoided crossings.
Appendix C: Acoustic cavity characterization
Extracting the coupling strengths from the closely
spaced avoided crossings requires a multimode formalism.
The eigenmodes of the system are found by diagonalizing
the interaction Hamiltonian,
H/h =

f1 g1
f2 g2
. . .
...
g1 g2 · · · fq
 ,
including 9 purely longitudinal modes and 5 transverse
modes. The eigenvalues of the matrices as a function of
flux are fit to the measured avoided crossing spectrum
[Fig. 6(a)].
The general properties of the mirrors can be in-
ferred from the precise measurement of the mode spac-
ings. Near the center of the mirror bandwidth, the
modes are spaced by fs = 10.6 MHz, but they become
more closely spaced near the edge of the mirror band-
width due to deeper phonon propagation into the mir-
ror stack [Fig. 6(b)]. We find a simple mirror model
matches the measurements with a single-element reflec-
tivity rs = 3.5%, which corresponds to a mirror band-
width of 100 MHz.
Appendix D: Phonon emission rate
The qubit lifetime is measured over a wide frequency
range to directly probe the qubit spontaneous emission
rate into unconfined phonons. The qubit loss rate Γ1 as
a function of qubit frequency fq is modeled by
Γ1(fq) =
fq
Qi
+
Γ0
2
sinc
(
piNq
fq − fc
fc
)2
[1− cos(2pifqτ)],
where Qi is the qubit internal quality factor, Γ0 is the
maximal loss rate to phonons, fc is the center frequency
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FIG. 7. Qubit spontaneous emission. (a) Each measured
qubit T1 decay is shown normalized by its maximum value.
(b) The extracted T1 times match the model for the qubit-
phonon emission rate. A small fraction of decays displayed
nonexponential features with timescales inconsistent with the
intra-IDT delay time (gray).
of the IDT, Nq = 8 is the number of finger periods in each
IDT, and τ is the intra-IDT delay time. We find Qi =
1.2× 104, Γ0 = 11 MHz, fc = 4.24 GHz, and τ = 9.04 ns.
The best fit Γ0 is close to the expected value of 12.5 MHz
calculated using room temperature GaAs properties [16].
The qubit studied constitutes a giant atom where
the intra-IDT delay time approaches the phonon-limited
qubit lifetime. Deep in this regime, the qubit fully decays
before a phonon can travel between the IDT halves, lead-
ing to a host of effects such as nonexponential decay. The
transition to this regime occurs when the product piτΓ0
reaches 1 [30, 37]. For this device, piτΓ0 ≈ 0.3. How-
ever, evidence of non-Markovian physics was obscured
by the presence of mirrors and the short timescale (9 ns)
associated with the nonexponential decays. A small frac-
tion of the measured time traces display nonexponential
features but with timescales far exceeding the intra-IDT
delay time. These decays are excluded from the reported
qubit energy decay rates [Fig 7].
Appendix E: Number splitting analysis
The measured Stark-driven spectra are fit to a sum of
unit-area Lorentzians with weights assumed to be Poisso-
nian distributed in the number basis with mean phonon
number n,
Pe(f, n) = C0 + C1
nmax∑
n=0
Pn(n)S(f, n, n),
where n is the phonon number in mode m, f is the spec-
troscopy frequency, C0 is a constant offset, C1 is an over-
all amplitude, and nmax = 6 is a cutoff phonon number.
The two factors in the sum are given by
Pn(n) = e
−nn
n
n!
and
S =
1
2pi
γ + κm(n+ n)
[f − (fq − 2χmn)]2 + [γ + κm(n+ n)]2/4 ,
where γ is the zero-phonon qubit linewidth, fq is the
zero-phonon qubit frequency, κm is the loss rate of mode
m, and 2χm is the single-phonon Stark shift from mode
m. Fits of the average phonon number show a linear
dependence on applied drive power for the three mea-
sured modes [Fig. 8]. The strong drive used to populate
the acoustic modes also weakly excites the qubit, causing
the trace offset C0 to increase with n. Additionally, the
bare qubit frequency pulls weakly up with off-resonant
drive power at a rate of about 150 kHz per phonon, an
unexplained effect that is included in the fits.
The qubit coherence times at fz are measured to be
T1 = 415 ns and T
∗
2 = 705 ns. The T
∗
2 time is al-
most twice T1, and we calculate an intrinsic dephasing
rate of (2piTφ)
−1 = 30 kHz. The spectroscopic qubit
linewidth was measured to be γ = 550 kHz at fz. To-
gether, frequency-independent energy loss (360 kHz), in-
trinsic dephasing (30 kHz), the effective Rabi rate from
the drive tone (100 kHz), and the finite duration of the
drive pulse (50 kHz) sum to a 540-kHz qubit linewidth.
marginally smaller than the measured value.
Additionally, an unstable avoided crossing appeared
intermittently between 4.312 and 4.322 GHz with sub-
MHz coupling rate, fluctuating with a several-hour
timescale. We reject data when the defect was present
by interleaving independent diagnostics with the Stark-
driven spectra and removing defect-present data in post-
processing.
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FIG. 8. Phonon number power dependence The average
phonon number extracted from the measurements depends
linearly on the power applied to each mode.
[1] Markus Arndt and Klaus Hornberger, “Testing the limits
of quantum mechanical superpositions,” Nature Physics
10, 271–277 (2014).
[2] J. J. Viennot, X. Ma, and K. W. Lehnert, “Phonon-
8number-sensitive electromechanics,” Phys. Rev. Lett.
121, 183601 (2018).
[3] Yiwen Chu, Prashanta Kharel, Taekwan Yoon, Luigi
Frunzio, Peter T. Rakich, and Robert J. Schoelkopf,
“Creation and control of multi-phonon Fock states in
a bulk acoustic-wave resonator,” Nature 563, 666–670
(2018).
[4] R. W. Andrews, R. W. Peterson, T. P. Purdy, K. Ci-
cak, R. W. Simmonds, C. A. Regal, and K. W. Lehn-
ert, “Bidirectional and efficient conversion between mi-
crowave and optical light,” Nature Physics 10, 321–326
(2014).
[5] J. Teissier, A. Barfuss, P. Appel, E. Neu, and
P. Maletinsky, “Strain coupling of a nitrogen-vacancy
center spin to a diamond mechanical oscillator,” Phys.
Rev. Lett. 113, 020503 (2014).
[6] M. J. A. Schuetz, E. M. Kessler, G. Giedke, L. M. K.
Vandersypen, M. D. Lukin, and J. I. Cirac, “Universal
quantum transducers based on surface acoustic waves,”
Phys. Rev. X 5, 031031 (2015).
[7] Atsushi Noguchi, Rekishu Yamazaki, Yutaka Tabuchi,
and Yasunobu Nakamura, “Qubit-assisted transduction
for a detection of surface acoustic waves near the quan-
tum limit,” Phys. Rev. Lett. 119, 180505 (2017).
[8] Moritz Forsch, Robert Stockill, Andreas Wallucks, Igor
Marinkovic, Claus Ga¨rtner, Richard A. Norte, Frank van
Otten, Andrea Fiore, Kartik Srinivasan, and Simon
Gro¨blacher, “Microwave-to-optics conversion using a me-
chanical oscillator in its quantum groundstate,” arXiv e-
prints , arXiv:1812.07588 (2018).
[9] Patricio Arrangoiz-Arriola, E. Alex Wollack, Marek
Pechal, Jeremy D. Witmer, Jeff T. Hill, and Amir H.
Safavi-Naeini, “Coupling a superconducting quantum cir-
cuit to a phononic crystal defect cavity,” Phys. Rev. X
8, 031007 (2018).
[10] Samuel J. Whiteley, Gary Wolfowicz, Christopher P. An-
derson, Alexandre Bourassa, He Ma, Meng Ye, Gerwin
Koolstra, Kevin J. Satzinger, Martin V. Holt, F. Joseph
Heremans, Andrew N. Cleland, David I. Schuster, Giulia
Galli, and David D. Awschalom, “Spin-phonon interac-
tions in silicon carbide addressed by gaussian acoustics,”
Nature Physics (2019), 10.1038/s41567-019-0420-0.
[11] David P. Morgan, Surface acoustic wave filters: with ap-
plications to electronic communications and signal pro-
cessing (Elsevier, 2007).
[12] Thomas Aref, Per Delsing, Maria K. Ekstro¨m, An-
ton Frisk Kockum, Martin V. Gustafsson, Go¨ran Johans-
son, Peter J. Leek, Einar Magnusson, and Riccardo Ma-
nenti, “Quantum acoustics with surface acoustic waves,”
in Superconducting Devices in Quantum Optics, edited
by Robert H. Hadfield and Go¨ran Johansson (Springer
International Publishing, Cham, 2016) pp. 217–244.
[13] W. H. Renninger, P. Kharel, R. O. Behunin, and
P. T. Rakich, “Bulk crystalline optomechanics,” Nature
Physics 14, 601–607 (2018).
[14] Marek Pechal, Patricio Arrangoiz-Arriola, and Amir H
Safavi-Naeini, “Superconducting circuit quantum com-
puting with nanomechanical resonators as storage,”
Quantum Science and Technology 4, 015006 (2018).
[15] A. D. O’Connell, M. Hofheinz, M. Ansmann, Ra-
doslaw C. Bialczak, M. Lenander, Erik Lucero, M. Nee-
ley, D. Sank, H. Wang, M. Weides, J. Wenner, John M.
Martinis, and A. N. Cleland, “Quantum ground state
and single-phonon control of a mechanical resonator,”
Nature 464, 697–703 (2010).
[16] Martin V. Gustafsson, Thomas Aref, Anton Frisk
Kockum, Maria K. Ekstro¨m, Go¨ran Johansson, and Per
Delsing, “Propagating phonons coupled to an artificial
atom,” Science 346, 207–211 (2014).
[17] R. Manenti, M. J. Peterer, A. Nersisyan, E. B. Mag-
nusson, A. Patterson, and P. J. Leek, “Surface acoustic
wave resonators in the quantum regime,” Phys. Rev. B
93, 041411 (2016).
[18] Prashanta Kharel, Yiwen Chu, Michael Power,
William H. Renninger, Robert J. Schoelkopf, and
Peter T. Rakich, “Ultra-high-Q phononic resonators
on-chip at cryogenic temperatures,” APL Photonics 3,
066101 (2018).
[19] Riccardo Manenti, Anton F. Kockum, Andrew Patter-
son, Tanja Behrle, Joseph Rahamim, Giovanna Tancredi,
Franco Nori, and Peter J. Leek, “Circuit quantum acous-
todynamics with surface acoustic waves,” Nature Com-
munications 8, 975 (2017).
[20] Yiwen Chu, Prashanta Kharel, William H. Renninger,
Luke D. Burkhart, Luigi Frunzio, Peter T. Rakich, and
Robert J. Schoelkopf, “Quantum acoustics with super-
conducting qubits,” Science 358, 199–202 (2017).
[21] Bradley A. Moores, Lucas R. Sletten, Jeremie J. Viennot,
and K. W. Lehnert, “Cavity quantum acoustic device in
the multimode strong coupling regime,” Phys. Rev. Lett.
120, 227701 (2018).
[22] Aleksey N. Bolgar, Julia I. Zotova, Daniil D. Kirichenko,
Ilia S. Besedin, Aleksander V. Semenov, Rais S.
Shaikhaidarov, and Oleg V. Astafiev, “Quantum regime
of a two-dimensional phonon cavity,” Phys. Rev. Lett.
120, 223603 (2018).
[23] Mikael Kervinen, Ilkka Rissanen, and Mika Sillanpa¨a¨,
“Interfacing planar superconducting qubits with high
overtone bulk acoustic phonons,” Phys. Rev. B 97,
205443 (2018).
[24] K. J. Satzinger, Y. P. Zhong, H.-S. Chang, G. A. Peairs,
A. Bienfait, Ming-Han Chou, A. Y. Cleland, C. R. Con-
ner, E´ Dumur, J. Grebel, I. Gutierrez, B. H. Novem-
ber, R. G. Povey, S. J. Whiteley, D. D. Awschalom,
D. I. Schuster, and A. N. Cleland, “Quantum control
of surface acoustic-wave phonons,” Nature 563, 661–665
(2018).
[25] D. I. Schuster, A. A. Houck, J. A. Schreier, A. Wallraff,
J. M. Gambetta, A. Blais, L. Frunzio, J. Majer, B. John-
son, M. H. Devoret, S. M. Girvin, and R. J. Schoelkopf,
“Resolving photon number states in a superconducting
circuit,” Nature 445, 515–518 (2007).
[26] B. R. Johnson, M. D. Reed, A. A. Houck, D. I. Schus-
ter, Lev S. Bishop, E. Ginossar, J. M. Gambetta, L. Di-
Carlo, L. Frunzio, S. M. Girvin, and R. J. Schoelkopf,
“Quantum non-demolition detection of single microwave
photons in a circuit,” Nature Physics 6, 663–667 (2010).
[27] Chen Wang, Yvonne Y. Gao, Philip Reinhold, R. W.
Heeres, Nissim Ofek, Kevin Chou, Christopher Axline,
Matthew Reagor, Jacob Blumoff, K. M. Sliwa, L. Frun-
zio, S. M. Girvin, Liang Jiang, M. Mirrahimi, M. H. De-
voret, and R. J. Schoelkopf, “A Schro¨dinger cat living
in two boxes,” Science 352, 1087–1091 (2016).
[28] R. K. Naik, N. Leung, S. Chakram, Peter Groszkowski,
Y. Lu, N. Earnest, D. C. McKay, Jens Koch, and D. I.
Schuster, “Random access quantum information proces-
sors using multimode circuit quantum electrodynamics,”
Nature Communications 8, 1904 (2017).
9[29] Reinier W. Heeres, Philip Reinhold, Nissim Ofek, Luigi
Frunzio, Liang Jiang, Michel H. Devoret, and Robert J.
Schoelkopf, “Implementing a universal gate set on a log-
ical qubit encoded in an oscillator,” Nature Communica-
tions 8, 94 (2017).
[30] Anton Frisk Kockum, Per Delsing, and Go¨ran Johans-
son, “Designing frequency-dependent relaxation rates
and Lamb shifts for a giant artificial atom,” Phys. Rev.
A 90, 013837 (2014).
[31] Anton Frisk Kockum, Go¨ran Johansson, and Franco
Nori, “Decoherence-free interaction between giant atoms
in waveguide quantum electrodynamics,” Phys. Rev.
Lett. 120, 140404 (2018).
[32] C. Wang, C. Axline, Y. Y. Gao, T. Brecht, Y. Chu,
L. Frunzio, M. H. Devoret, and R. J. Schoelkopf, “Sur-
face participation and dielectric loss in superconducting
qubits,” Applied Physics Letters 107, 162601 (2015).
[33] J. Eschner, Ch Raab, F. Schmidt-Kaler, and R. Blatt,
“Light interference from single atoms and their mirror
images,” Nature 413, 495–498 (2001).
[34] I.-C. Hoi, A. F. Kockum, L. Tornberg, A. Pourkabirian,
G. Johansson, P. Delsing, and C. M. Wilson, “Probing
the quantum vacuum with an artificial atom in front of
a mirror,” Nature Physics 11, 1045–1049 (2015).
[35] Jens Koch, Terri M. Yu, Jay Gambetta, A. A. Houck,
D. I. Schuster, J. Majer, Alexandre Blais, M. H. Devoret,
S. M. Girvin, and R. J. Schoelkopf, “Charge-insensitive
qubit design derived from the Cooper pair box,” Phys.
Rev. A 76, 042319 (2007).
[36] Lingzhen Guo, Arne Grimsmo, Anton Frisk Kockum,
Mikhail Pletyukhov, and Go¨ran Johansson, “Giant
acoustic atom: A single quantum system with a deter-
ministic time delay,” Phys. Rev. A 95, 053821 (2017).
[37] Gustav Andersson, Baladitya Suri, Lingzhen Guo,
Thomas Aref, and Per Delsing, “Nonexponential
decay of a giant artificial atom,” arXiv e-prints ,
arXiv:1812.01302 (2018).
[38] Hannes Pichler, Soonwon Choi, Peter Zoller, and
Mikhail D. Lukin, “Universal photonic quantum com-
putation via time-delayed feedback,” Proceedings of the
National Academy of Sciences 114, 11362–11367 (2017).
[39] Patricio Arrangoiz-Arriola, E. Alex Wollack, Zhaoyou
Wang, Marek Pechal, Wentao Jiang, Timothy P.
McKenna, Jeremy D. Witmer, and Amir H. Safavi-
Naeini, “Resolving the energy levels of a nanomechanical
oscillator,” arXiv e-prints (2019), arXiv:1902.04681.
[40] M. D. Reed, L. DiCarlo, B. R. Johnson, L. Sun, D. I.
Schuster, L. Frunzio, and R. J. Schoelkopf, “High-fidelity
readout in circuit quantum electrodynamics using the
Jaynes-Cummings nonlinearity,” Phys. Rev. Lett. 105,
173601 (2010).
