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1 Introduction
The geometric analysis of a minimal hypersurface H within some Riemannian
manifold (M, g) with second fundamental form A usually involves the scalar
quantity |A|2 = sum of squared principal curvatures. A few classical exam-
ples are seen from Simons type inequalities like: ∆H |A|2 ≥ −C · (1 + |A|2)2
or the stability condition (valid in particular for area minimizers):
0 ≤ Area′′(f) = ∫
H
|∇Hf |2 − f 2(|A|2 +RicM (ν, ν))dA for infinitesimal vari-
ations f in normal direction ν to H .
Now the point is that minimality, i.e. trA = 0, also implies that the scalar
curvature scalH of H satisfies scalH = −|A|2 in a flat ambient space (which
is central in particular when one is interested in the case where H is singular).
Thus one realizes that the analysis of the scalar curvature of H is in-
timately linked to the analysis of the underlying minimal hypersurface H .
Oftentimes, a look at the conformal Laplacian Lu = −△u+ n−2
4(n−1)
· scalH · u
is a good starting point to get a feeling of global aspects of scalH since it
allows us, in particular, to measure averages of scalH .
L is well-understood when H is compact and smooth, cf. [KW]. Namely,
recall that in this case the first eigenfunction fH of L does not vanish and
(choosing it to stay positive) it can be used to conformally deform the metric
on H gH into a metric f
4/n−2
H · gH of scalar curvature of fixed sign (equal to
that of the eigenvalue) as is readily seen from the scal-transformation law
1
under conformal changes:
λ1 · fH = −△fH + n− 2
4(n− 1) · scal(H,gH) · fH = scal(H,f4/n−2H ·gH) · f
n+2/n−2
H
However for scalar curvature geometry smooth minimal hypersurfaces are
a too narrow class of objects: singular minimal hypersurfaces appear as in-
termediate objects even if the focus is on smooth manifolds. This brings
us to the main topic of this paper settling the basic classical question how
to extract information from singular hypersurfaces encoded in its conformal
Laplacian in a fashion that fits with the smooth case. This can directly be
used resp. translated to understand the way how such minimal hypersur-
faces inherit positive scalar curvature from their ambience, cf. [CL], resp.
how to smooth singular minimal hypersurfaces to regular hypersurfaces with
positive mean curvature, cf. [L1].
To survey the paper we recall that a major aid to deal with the uncontrol-
lable singular set Σ ⊂ H is the inductive use of tangent cones around points
in Σ (cf. [Gi], [Si]). These cones generalize tangent planes of smooth subman-
ifolds: after scaling around some p ∈ Σ (by some τm →∞) one approaches a
(usually non-unique) limit object which is a (locally) area minimizing cone Cp
which approximates τm ·H . The intersection of Cp with the distance sphere
∂B1(0) around the tip of the cone produces again a minimal hypersurface F
within the sphere ∂B1(0). Of course, since Cp can also have a singular set
σ ' {0}, F may have singularities and (although F is not area minimizing)
the region close to the singular set can be handle in the same way as for area
minimizers (namely the tangent cones are area minimizing cones). This per-
mits us to argue by (dimensional) induction tackling the singular set of F the
same way as Σ ⊂ H . Eventually one reaches (in dimension 8 or possibly ear-
lier) a regular cone (= singular only in the tip) where one has explicit control.
The natural question is whether one could find a better control over the
singular set Σ. However in a way this seems to be the wrong question. It is
a classical result (cf. [D],[Gi] and [Si]) compact set has at least codimension
7 within Hn. In dimensions ≥ 9 the structure of Σ is more or less unknown
(even rectifiability is unclear).The singular set could be a fractal set and will
usually have components of varying Hausdorff-dimension ≤ n− 7 in Mn+1.
Now we can describe the basic scheme of this paper (and also of [CL])
as a composition of constructions which we call cone reducible functors1: as-
1In category theory there are notions of continuous, asymptotic or tangential functors
but with different limit concepts in mind.
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signing some objects (in our case sets or functions) to H in a way compatible
with cone reductions.
In detail: Consider H and any of its tangent cones C around some point
p ∈ Σ and some construction ”K” that assigns some object K(F ) to any
minimal hypersurface F and we assume there is some topology on the space
of these objects (for now called ”K-topology”), for instance, distinguished
functions equipped with the Ck-topology (on spaces which can be identified
via some canonical almost isometric diffeomorphism).
Now we have local flat norm convergence of τi · H to C around p for some
sequence τi → ∞ and we call ”K” cone reducibly functorial provided that
commutativity of the following diagram holds for any tangent cone C and
any such sequence
τi ·H K−−−→ K(τi ·H)yflat norm yK−topology
C
K−−−→ K(C)
which means that the asymptotic behaviour of K(H) near p ∈ H can be
understood from the limit case on C.
A main result in this paper is that the assignment of some distinguished posi-
tive eigenfunctions of the conformal Laplacian (note that in the noncompact
case there can be many positive eigenfunctions) and the involved distance
concepts are instances of cone reducible functors.
This functoriality will show that conformal Laplacians and their geomet-
ric impact via conformal deformations using first eigenfunctions on singular
minimal hypersurfaces can be analyzed matching naturally with cone reduc-
tions leading to a sharp picture of this operator and its eigenfunctions near
the singular set.
One major application is that for H ⊂ (M, g) with scalM > 0 we can find
scal > 0-metrics on H well-controlled near Σ and amenable to stratified
surgeries as developed in [CL] which provide a lossless method to eliminate
the singularities. Thus we can incorporate regular and singular minimal hy-
persurfaces on an equal basis as tools in scalar curvature geometry.
Now turning to some technical details, we first point out that the naive
strategy to consider the standard conformal Laplacian L = △+ n−2
4(n−1)
·scalH
on singular spaces just as in the smooth compact case, does not lead to
a satisfactory theory. Namely, scaling this operator around a singular point
does not allow to transfer scalar curvature information on H to tangent cones
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backward-and-forward.
A way to solve this issue is to redistribute the scalar curvature or equivalently
to consider a weighted conformal Laplacian that takes care of the scaling
effects. However, to find a suitable weight we cannot use the usual distance
notion (to measure distances between regular points and the singular set Σ)
since it is not compatible with cone reductions. Instead we will we introduce
another device motivated from the observation that under degenerations from
smooth to singular minimal hypersurfaces one observes that |A| becomes a
measure for a distance to Σ which naturally translates to a distance function
to the singular set σ of any tangent cone.
This leads us to consider LH = −|A|−2 · (△+ n−24(n−1) ·scalH). For the moment
let us ignore the fact that |A|−1(0) may not be empty. Then, for smooth H ,
LH will keep the same information as L and its first eigenfunction leads to a
conformal deformation on H whose scalar curvature has the same sign as for
L and moreover if Hi is a sequence of smooth hypersurfaces degenerating to
some singular H we observe a natural transition to some eigenfunction of LH
of the limit H . And in this singular case LH will have the versatile feature
that its first eigenvalue and eigenfunction carries over (in a way clarified at
length below) to the operators on its tangent cones. A look at the eigenvalue
equation
(∗) −△u+ n− 2
4(n− 1) · scalH · u = λ · |A|
2 · u on H \ Σ
already reveals a key point: namely the scaling invariance of the eigenvalues.
Therefore (and motivated from the cone case) we will call this weighted con-
formal Laplacian LH also the scaling invariant conformal Laplacian.
Now we must have a look at the problem that usually |A|−1(0) 6= ∅. We
may assume that |A|−1(0)  H (otherwise also get |A| ≡ 0 on its tangent
cones and hence H is smooth). Moreover we can assume that it is a nontrivial
set of measure zero since we could slightly Ck-perturb (M, g) to turn H and
thus A into analytic objects and the tangent cones are (for the same reason)
analytic anyway. After this harmless reduction one has to handle a smaller
but now rather persistent set |A|−1(0) 6= ∅. However the upshot is that the
problems this causes can be resolved by approximation methods developed
and explained later on.
We consider the equation (∗) on an area minimizing hypersurface H
within (M, g) with scalM > 0 and on tangent cones Cp ⊂ Rn and get
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Theorem 1 Up to multiples there is a unique positive eigenfunction
fH for some eigenvalue λH > 1/10 on H. On each regular tangent cone
there are two linear independent positive eigenfunctions for this eigenvalue.
(λH is characterized as the lim inf of first eigenvalues of Dirichlet prob-
lems on regular domains ⊂⊂ H \ Σ.)
Calling a function fH that solves the equation (∗) an eigenfunction is not
quite correct but admissible for our purposes: fH is not a first eigenfunction
as in the case of a smooth closed H . Actually (extending the Martin theory
for regular domains ⊂ Rn, cf. [P], sec. 4.) we will find positive functions
solving (∗) for any λ < λH on H \ Σ (these λ are called subcritical) and we
will use this extensively. Since it is easily seen that there is no eigenfunction
for λ > λH , λH is also called generalized principal eigenvalue of LH .
The existence of positive functions solving (∗) for λ < λH is also the rea-
son why the case of cones with higher dimensional singular set looks different:
Theorem 1’ On each non-regular tangent cone C there are infinitely
many linear independent positive eigenfunctions for the eigenvalue λH .
However there is still a distinguished positive eigenfunction fC obtained as
a limit of first eigenfunctions for Dirichlet problems on regular domains in C.
Specifically, the regular domains in C of Theorem 1’ will be sets of the
form |A|−1([0, a]). The smoothness of ∂(|A|−1([0, a]) = |A|−1({a}) follows
from the cone property of C and Sard’s lemma. However if |A|−1({0}) 6= ∅
it reaches the singular set σ ⊂ C and thus we will actually use some (again
functorial) averaged version of |A| which is fine enough to be able to assume
that |A|−1({0}) = ∅ on H and on its tangent cones (cf. sec. 5 below for some
more background).
The second part of Theorem 1’ fits seamlessly with Theorem 1: when a non-
regular cone C is the limit of a flat-norm converging sequence of regular cones
Ci we observe that fC can be represented as a limit of a sequence of (also
distinguished) positive eigenfunctions on Ci.
Now focussing on the limiting behavior of fH we scale H around a point
p ∈ Σ and via Allard regularity there are eventually arbitrarily large com-
pact regular regions on any tangent cone which approximate corresponding
parts on H in Ck-topology. Thus, since our eigenvalue is scaling invariant we
consider fH as a sequence of solutions of (∗) on Cp on growing portions of Cp.
Imposing some local L2-normalizing this produces (via Harnack inequalities)
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a positive limit solution on Cp. A priori this induced solution on Cp need not
to be well-defined. However this is actually the case: this process selects the
one minimal towards the singular set of the cone. Formally, since we have
scalH ≈ −|A|2 close to Σ and this minimality ”towards” Σ is critical only in
an arbitrarily small neighborhood of Σ, we are led to the following definition
where we allow also non-compact minimal hypersurfaces (like cones).
Definition We call a smooth solution ℘ > 0 of the equation △ϕ +
( n−2
4(n−1)
+ λ0) · |A|2 · ϕ = 0 a Perron solution if there is some neighborhood
W of Σ with ∂W ∩H \Σ smooth, such that ℘ is the smallest positive solution
of △ϕ+ ( n−2
4(n−1)
+ λ0) · |A|2 · ϕ = 0, ϕ|∂W ≡ ℘ on W .
This concept is related to that of minimal harmonic functions used for
Martin boundaries (cf. [Do] and [P]). However there is an important differ-
ence since our notion of minimality is adapted for singularities: as will be
shown later it selects a unique element in the Martin boundary which is mini-
mal towards the singular set. Understanding the whole Martin boundary will
show that the Perron solutions on minimal hypersurfaces can be understood
inductively (see Theorem 3 below).
It is notable that the concept of Perron solutions is not just descriptive, used
in junction with boundary Harnack inequalities (Carleson inequalities) it be-
comes a tool to analyze the Martin boundary in places which had previously
been accessible only via probabilistic methods.
The name (and the definition) will be justified later by some Perron type
(re)construction of solutions on H and its tangent cones. This will also show
that if ℘ > 0 is minimal with respect to such a neighborhood W then it is
also minimal with respect to any smaller neighborhood.
Note an important detail: when checking the minimality on W the compet-
ing potentially smaller functions need not to be defined/extendable outside
of W . Thus uniqueness and the Perron property are independent conditions
but we will prove
Theorem 2 fH and fC are the (up to multiples) uniquely determined
solutions with Perron property.
Henceforth fH and fC are labelled ℘H resp. ℘C .
Since Theorem 1’ shows that the space of solutions can be rather large
the question is how these solutions fH and fC relate. This is answered by
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the following main result of this paper which says that assigning the Perron
solution to a minimal hypersurface is a cone reducible functor.
Theorem 3 ℘H induces exclusively the Perron solution ℘Cp.
In order to derive uniform estimates (on the space of minimal cones) for
the growth and other properties of ℘C (and to deduce subsequently estimates
for ℘H) we use the flat norm compactness of the set of all minimal cones and
the following (nontrivial) consequence of the theorems above
Corollary 1 For a flat norm converging sequence of minimal cones
Ci → C∞ we have Ck-compact convergence ℘Ci → ℘C∞ on smooth domains
(identified via Allard regularity).
℘H is a limit of a sequence of solutions uk of Dirichlet eigenvalue problems
on |A|−1([0, k]) ⊂ H \Σ for k →∞. This leads us to relate the uniqueness of
fH = ℘H and the Martin boundary (at infinity) for LC of |A|−1([0, a]) ⊂ C
within a given tangent cone. Actually, Theorem 3 uses that this Martin
boundary is a single point:
Theorem 3’ There is precisely one positive solution (up to multiples)
for the following problem on |A|−1([0, a]) ⊂ C:
△ϕ+
(
n− 2
4(n− 1) + λ
0
)
· |A|2 · ϕ = 0, ϕ||A|−1({a}) ≡ 0.
These theorems allow us to understand the behavior of ℘H via the shape
of ℘Cp which can be analyzed by some induction scheme. Writing points in
Cp in polar coordinates, i.e. (ω, r) ∈ Cp where r is the distance to the tip
and ω a point in ∂B1(0) ∩ Cp
Theorem 4 ℘Cp admits a separation of variables: ℘Cp = c(ω) · rα for
some positive function c(ω) > 0 solving
(CW )
(
α2 + (n− 2)α) · c(ω) + (△S +
(
n− 2
4(n− 1) + λ
)
· a(ω)2
)
c(ω) = 0
−n−2
2
< θ1(n) < θ2(n) < 0 such that α ∈ (θ1(n), θ2(n)) and α = αp is
uniquely determined for every p ∈ Σ.
Near the singularities of Cp ∩ ∂B1(0) we observe that after scaling (CW )
becomes again an equation of the form (∗) however with dimensions shifted
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(which can be handled like the (n− 1)-dimensional form of (∗)) and we get
from Theorem 1 and 2: c(ω) is again the unique positive solution and has
the Perron property.
Beside the fact that Theorem 4 and Corollary 1 enter in the proof of the
previous results via induction we note some other important consequences
for ℘
4/n−2
H · gH and ℘4/n−2Cp · gCp . Since the Perron solution has a growth near
Σ as (rα)2/n−2 for −n−2
2
< α the length function has an integrable singularity
in 0 ∈ R+:
Corollary 2 The diameter of (H,℘
4/n−2
H · gH) is finite.
(Actually there is some uniform control discussed later on.)
The applications to scalar curvature geometry are combinations of The-
orem 3 and of the following consequences of Theorem 4 saying that after
applying the conformal deformation ℘
4/n−2
H · gH the geometry near a point in
Σ looks like a cone with scal ≥ 0.
First note that any space of the form N × R≥0 with a warped product
metric r2 · gN + gR where (N, gN) is an arbitrary Riemannian manifold, is an
(abstract) cone (i.e. scaling invariant around 0) and vice versa such a scaling
invariant space can be written as a warped product.
Corollary 3
• Any cone (Cp, gC) equipped with the metric ℘4/n−2Cp · gC is again a cone
and it has scal ≥ 0.
• The metric ℘4/n−2Cp · gC is conformal to another cone metric ℘4/n−2Cp · gC
with scal
℘
4/n−2
Cp
·gC
(ω, ρ) ≥ ιH/ρ2 for some ιH > 0 independent of Cp.
(ρ is the distance to the tip of the cone with respect to ℘
4/n−2
Cp
· gC)
There is also a corresponding deformation from ℘
4/n−2
H · gH to ℘4/n−2H · gH
done in the same functorial way that commutes with the transitions to tan-
gent cones. And clearly this needs the scaling invariant version of the confor-
mal Laplacian. The advantage is when we can deform the metric ℘
4/n−2
H · gH
additionally in a way that allows us to perform some kind of surgery or some
other regularization process close to Σ we can now zoom into as deep as we
want (to gain local simplifications of the geometry) without loosing the local
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positive lower bound for scal needed to compensate for additional deforma-
tions carried out in that region during any sort of regularization.
2 Area minimizing cones and reduction techniques
The only a priori information concerning the singular set Σ ⊂ Hn we use is
the compactness and the Hausdorff-dimension which is ≤ n−7. But we have
a structural aid provided by tangent cones (cf. [Gi], [Si]). These (locally area
minimizing) minimal cones in Rn are a generalization of the tangent plane at
singular points: after some scaling one may consider H as locally (say around
p ∈ Σ) embedded in Rn, and after further scalings by an increasing sequence
of factors τm → +∞ there is a minimal cone Cp which approximates τm ·H
on any given compact set in Rn in a certain way described below.
The usage of tangent cones in the literature is fairly limited since each
singular point in Σ ⊂ H will usually have infinitely many tangent cones, the
set of tangent cones varies discontinuously along Σ and the approximation
of H by these cones is not uniform in Σ.
Nevertheless, because we will avoid to come too close to Σ, we will be
able to set up a scheme to derive many properties of H near Σ from corre-
sponding information on cones. For certain properties this even allows us to
gain uniform control by using the precompactness of the space of tangent
cones. Finally, and most importantly, the approximation by tangent cones
will allow us to carry out certain local operations on cones (serving as mod-
els), and then transplant them to H .
We start on an abstract level with a composition of several classical facts
due to De Giorgi, Allard and others (cf. [DG], [A1], [Gi], and [Si]).
Proposition 2.1 Let Hn ⊂ Mn+1 be an area minimizing hypersurface
and τm → +∞ a sequence of positive real numbers.
Then, for every p ∈ Σ we find a subsequence τmk and an area minimizing
cone Cp ⊂ Rn+1 such that for any given open U ⊂ Rn+1 with compact closure
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the flat norm dU (cf. [Si], Ch. 31) which (roughly speaking) measures the
volume between two sets in U converges to zero:
dU(τmk ·H,Cp)→ 0.
Moreover, if U contains only smooth points of Cp, this convergence implies
compact C l-convergence, for any l ≥ 0.
Remark 2.2 Using normal coordinates τmk ·H ⊂ τmk ·M can locally near p
be considered as a subset of Rn+1 (for k → +∞ the deviation vanishes). The
C l-convergence statement can be obtained by combining Allard regularity
with elliptic regularity. It can be formulated more precisely as follows: let
V be an open subset of Cp with focal distance ι > 0, whose compact closure
contains only regular points. Consider the expν-image Uε of normal vectors
of length ≤ ε ≤ ι/2 in the normal bundle ν|V over V . Then for large k the
set Uε ∩ τmk · H is a C l-graph (= C l-section of the normal bundle) over V ,
and converges compactly to V (= zero section) in C l-topology.
The cone reduction argument we are looking for cannot be based on
particular properties of a special cone, but becomes valid only if we can
manifest such properties for the class of all singular cones simultaneously.
One of the ingredients will therefore be the following two results.
Lemma 2.3 The set Cn of embedded area minimizing n-cones (around 0)
in Rn+1 is compact in the flat norm topology.
Proof This can be derived from the compactness theorem for integral
currents (see e.g. 37.2 in [Si]), and the fact that minimality and the cone
shape survive under flat norm convergence. ✷
In particular, the set TH of singular tangent cones of H (with center set
to 0) has the compact closure T H ⊂ Cn. T H will usually contain cones which
do not appear as tangent cones of H . Actually considering such extensions
deliberatively will be an essential tool for many arguments. We state a simple
but crucial compactness result in this direction:
Corollary 2.4 There is a constant dn > 0 such that
dB1(0)\B1/2(0)(C,R
n) < dn if and only if C is non-singular.
Therefore the set of singular cones SCn ⊂ Cn is closed (and hence compact).
Consequently T H ⊂ SCn.
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Proof Let Ci be a sequence in SCn with dB1(0)\B1/2(0)(Ci,Rn) → 0.
Then by the cone property dB1(0)(Ci,R
n)→ 0, and Allard regularity implies
that for large i every Ci is non-singular. ✷
Next we will sharpen the usual picture of cone approximation: For de-
creasing radius η → 0 (η−2 · H) ∩ B2(p) \ B1(p) is not just sometimes ap-
proximated by a cone but a slightly closer look already unveils an instructive
view: choose a finite covering {Bδ(ci)} of the compact set of singular cones
CS by flat norm balls of radius δ.
1. For any δ > 0 we find that starting from some ηδ > 0 such that
(η−2 ·H) ∩B2(p) \B1(p) is δ > 0 - close in flat norm to some (non uniquely
determined) tangent cone Cηp .
2. Considering this assignment as a discrete valued map η 7→ {Bδ(ci)} we
observe a large scale fading or freezing property: after scaling η to 1 the
frequency of oscillation within the balls of this finite covering will decay
uniformly to zero for η → 0 and (also after scaling) the size of the well-
approximated part of any of these cones increases (i.e. considering a sequence
of approximating regions (identified via scaling) we get a compact exhaustion
of any tangent cone).
This is just an interpretation of the following
Lemma 2.5 For any δ > 0 and any R≫ 1≫ r > 0 we can find a small
ηδ,R,r > 0 such that for every η ∈ (0, ηδ,R,r) and any tangent cone Cηp of H
at p:
(η−2 ·H) ∩ (BR(p) \Br(p)) is δ-close in flat norm to Cηp ∩ (BR(0) \Br(0)).
Note that ηδ,R,r depends on p in a discontinuous way.
The proof is standard: if there were a sequence of ηi → 0 and a δ0 > 0
such that η−2i ·H ∩ BR(p) \ Br(p) is not δ0-close to any tangent cone, there
is still a subsequence that gets arbitrarily close to some tangent cone. ✷
Notice that Allard regularity combined with elliptic regularity provides
us with the refined version for Ck-topology: Suppose σηp denotes the singular
set of some tangent cone Cηp , and Va(σ
η
p) the union of the subcone in C
η
p over
a sufficiently small neighbourhood Ua(σ
η
p ∩ ∂B1(0)) ⊂ (Cηp ∩ ∂B1(0)) with
Ba(0) ⊂ Cηp . Then 2.5 implies together with Remark 2.2:
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Corollary 2.6 For any δ > 0 and any triple R ≫ 1 ≫ r ≫ a > 0 we
can find a small ηδ,R,r,a > 0 such that for every η ∈ (0, ηδ,R,r,a) the corre-
sponding part of η−2 · H can be written as the graph of a function gη over
Cηp ∩ BR(0) \ (Br(p) ∪ Va(σηp)) such that |gη|Ck < δ. ✷
This suggests an important relation ”Σ ≺ σ” between the singular sets
Σ ⊂ H and σ ⊂ Cp : asymptotically the singular set of the tangent cones
is ”larger” than the germ of the singular set around p ∈ H . For instance, Σ
may contain scattered points, or there might be smooth but highly curved
regions near Σ which may cause the appearance of rays in σ . On the other
hand, however, the complexity of any σ is reduced by one dimension (since
σ is also a cone).
Later on this fact will play a crucial role: The conformal deformations
close to Σ that we use to form a barrier around Σ will first be prepared
on tangent cones (instead of H) (see Section ??), and then transplanted to
the regular regions of sufficiently well-approximated balls in H (see Section
??). In Section ?? we will show in detail how these balls can be obtained.
Thus, the constructed barriers will hide not only Σ, but rather a whole
neighbourhood of Σ that is induced, and in some sense stratified, by very
small neighbourhoods of the σs of the approximating tangent cones. In the
following we will refer to this stratification of Σ as the local enhancement of Σ.
We now describe the basic procedure we use to mediate between H and
the realm of singular cones and how to proceed from there.
In order to prove a local result on H which is known to be true for cones
we frequently argue by contradiction. Assume there is a sequence of points
xn ∈ H \ Σ, dM(xn,Σ) = εn → 0 (Note that we will consider the intrin-
sic distance later on) and around xn a certain expected geometric (or more
general analytic) property fails to hold on Bα·εn(xn), α ≪ 1. In addition,
the property in question should satisfy a compactness property: e.g. elliptic
compactness (and Arzela-Ascoli) when we consider eigenfunctions, Gromov
compactness (plus Allard regularity) when we consider the second fundamen-
tal form as a curvature quantity.
We will then argue as follows: There is a p ∈ Σ, being limit of a subsequence
of xn, and ρn = dM(xn, p) ≥ εn will also converge to zero. There are two
cases
(i) εn/ρn > const. > 0: in this case the xn run into a well-approximated
zone of a tangent cone in p,
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(ii) εn/ρn → 0: here we still get a cone approximation, but the cone need
not appear as a tangent cone at any point of Σ.
In case (i), after scaling H and M by ε−2j (so that dM(xj , p) is normalized
to 1 up to bounded multiple), there is still a subsequence of xjk converging (in
this scaled picture) to a point q ∈ ∂B1(0)∩Cp where Cp is a tangent cone at p.
In case (ii), we can argue as follows: Take a point pj ∈ Σ with dM(xj , pj) =
dM(xj ,Σ) = εn and scale each intersection H ∩ Bρj (pj) by ρ−2j . This can
be considered a sequence of area minimizing surfaces Tj in B1(0) ⊂ Rn+1,
and we may assume it converges in flat norm to an area minimizer T∞ in
B1(0) ⊂ Rn+1. Now, a subsequence of (εj/ρj)−2-scaled copies of T∞ con-
verges in flat norm to a minimal cone C∞ (which need not be a tangent
cone of H). Thus, by a diagonal sequence argument we may assume that
H∩Bρj (pj) scaled by ε−2j converges in flat norm to C∞ and that xj converges
(in this scaled picture) to a point q ∈ ∂B1(0) ∩ C∞.
For convenience we will use C∗ as a common notation for Cp resp. C∞
when both cases can show up. The second case will be called an abstract
cone reduction. In either case the limiting cone is smooth outside a codim
7 singular set σ, hence the flat norm convergence gives rise to compact C l-
convergence outside σ.
Now, the cone reduction strategy proceeds as follows: In certain cases
an a posteriori argument shows that q is a regular point in C∗. In some
other cases we use that after scaling around q, C∗ can be approximated by
a tangent cone which is a product R × Cˆn, where Cˆn ⊂ Rn is again a min-
imal cone and argue inductively. Then we may use the compactness result
for the geometric/analytic estimate or property under consideration and the
fact that ε−2n ·H converges to C∗ to conclude the estimate/property continues
to fail on Bα(q) ⊂ C∗. Therefore we are done if we know that, in fact, the
corresponding property does hold on Bα(q).
Direct arguments (and hence sharper estimates) often fail since this would
usually require uniform approximation by tangent cones.
The cone structure actually provides us with two tools: firstly, the cone
direction which blows up to give a local product structure with a minimal
hypersurface Gn−1 as a construction aid on its own, and secondly, the proper-
ties of Gn−1 that can be used as hypothesis for the next step of the induction.
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Remark 2.7 At this point it is important to mention thatGn−1 = ∂B1(0)∩
C is minimal but neither area minimizing nor stable (since ∂B1(0) has
Ric > 0). Nevertheless we can carry over those results valid for area minimiz-
ers that allow us to make the induction work: The crucial property of Gn−1
in this setting is that the cone over Gn−1 is area minimizing, and hence all
its tangent cones are. Outside 0 the tangent cones have a product structure
isometric to R× C˜n−1q where C˜n−1q is again area minimizing. But these cones
C˜n−1q are precisely the tangent cones of G
n−1. This, together with the local
product structure of C as a cone over Gn−1 will allow us to handle Gn−1 is
our scheme just like an actual area minimizer, e.g. the singular set of Gn−1
has the same properties (e.g. codim ≥ 7, compactness) as that of area min-
imizers. In addition, the argument for distinguishing the two cases for C∗
survives. This would not be the case for general minimal surfaces.
Also, there will be no accumulating problem during the induction pro-
cess. In the next step we consider the tangent cones C˜n−1q of G
n−1, consider
∂Bn−11 (0) ⊂ Rn−1 and Gn−2 etc. until we obtain isolated point singularities.
A good way of thinking of this part of the strategy is as a more complex
version of the classical cone reduction used to determine the codimension of
Σ – just with additional data on the hypersurfaces inducing corresponding
data on the lower dimensional objects.
As a sample of this rather abstract scheme we consider the intrinsic dis-
tance function on H . The extrinsic distance between points x ∈ H \ Σ and
(points in) the compact set Σ ⊂ M measured within the ambient manifold
dM(x, p) resp. dM(x,Σ) is not suitable for our purposes: We use the intrinsic
metric on H to study e.g. eigenfunctions of the conformal Laplacian. More-
over, for our argument we will conformally deform the induced metric on H
and, thereafter, we want to understand the the new geometry near Σ. Yet,
at that stage the embedding has lost its meaning. Hence, we have to work
with the intrinsic distance function dH on H .
Since H may develop additional bumps and even new topology when ap-
proaching Σ (reflected by thin regions with large |A|) one realizes that it is
not at all clear that dH(p, x) < +∞ for any points x ∈ H \ Σ, p ∈ Σ in the
same connected component of H .
However, using the fact that H is an area minimizer we will prove below
that close to p there is a network of pieces of rays which link x to p in finite
distance. We will base this argument on a cone reduction.
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Corollary 2.8 (i) Let p ∈ Σ. Assume that Br(p)∩H is connected for all
sufficiently small r > 0. Then (Br(p) ∩H) \ Σ is also connected, and
dH(p, x) ≤ c · r for all x ∈ Br(p) \ Σ.
(ii) If H is connected, then H \Σ is connected, too. Moreover, its intrinsic
diameter is finite.
(The ray-network argument we have chosen here to prove the corollary
extends directly to situations where we conformally deform H , and recover
the new intrinsic distances by considering the induced geometries on the tan-
gent cones, e.g. in Section ??.)
Proof If Σ is a finite set (i.e. all tangent cones are regular with sin-
gularities only in 0) then the tangent cones are connected because of the
maximum principle. Due to codimension ≥ 2, removing {0} keeps the com-
plement connected. For r > 0 small enough we can assume that the set
(B2(0) \B1/2(0))∩Cp is Ck-close to (r−2 ·H)∩B2(p) \B1/2(p) for a suitable
tangent cone Cp at p ∈ Σ. Thus (Br(p) ∩H) \ Σ can be written as a union
of connected sets (namely rescaled versions of (B2(p) \B1/2(p))∩H). Hence,
it is connected. The claims concerning intrinsic distances are easily checked
in this case.
Now proceed with the case where the tangent cones may also contain
singularities other than 0. First of all, we claim that for any given p ∈ Σ
there is a kp > 0 such that for any r > 0 small enough, (B2r(p)\Br/4(p))∩H
contains an open connected subset Vr of approximate subcone-shape with
the following properties:
diamVrVr ≤ kp · r,
vol(Vr ∩ ∂B2r(p))
vol(H ∩ ∂B2r(p)) >
3
4
,
vol(Vr ∩ ∂Br/4(p))
vol(H ∩ ∂Br/4(p)) >
3
4
,
where diamVrVr is the intrinsic diameter of Vr.
To prove this claim, assume that each k > 0 has a rk > 0 such that
B2rk(p) \Brk/4(p) does not contain such a Vrk satisfying the conditions for k
in the role of kp. Since Σ has higher codimension, we can assume that the
condition on diamVrkVrk is the one that fails. Passing to a subsequence, we
may assume that r−2k · (B2rk(p) \Brk/4(p)) converges to Cp∩ (B2(0) \B1/4(0))
for some tangent cone Cp. Since Brk(p) ∩ H is connected by hypothesis,
∂B1(0) ∩ Cp is connected, too. So, arguing inductively, we may assume the
claim to be true in codimension 1 (cf. Remark 2.7). Hence, let us assume
that ∂B1(0)∩Cp \ σ is connected, where σ is the singular set of Cp, that the
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intrinsic diameter of ∂B1(0)∩Cp is finite, and that there is an open connected
W˜ ⊂ (∂B1(0) ∩ Cp) \ σ with vol(W˜ )vol(Cp∩∂B1(0)) > 45 , diamW˜W˜ < +∞. However,
defining V˜rk = (B2rk(0) \ Brk/4(0)) ∩ (subcone over W˜ in Cp), and using the
C l-approximation of the scaled H , we obtain a corresponding set in H giving
a contradiction.
Note that the compactness result for tangent cones allows us to adjust
the Vr such that diamW˜rW˜r, where W˜r := ∂B1(0) ∩ V˜r for the corresponding
sets V˜r in C
r
p , is uniformly bounded from above by some constant b < ∞.
Otherwise there is sequence of tangent cones C
rj
p converging to some C (in
C l on smooth parts) such that of diamW˜rj
W˜rj diverges etc.
Now let r > 0 be small, and consider ∪∞k=0Vr/2k (note that there are
several tangent cones involved). Because the volume fraction belonging to
Vr/2k in both ∂Br/2k−1(p) and ∂Br/2k+2(p) is larger than
3
4
, and Vr/2k has
approximate sub-cone shape, the intersection Vr/2k ∩Vr/2k−1 is open and non-
compact in ∂Br/2k−1(p). Starting at x we now choose a path which follows
the (approximate) ray direction in Vr ∩ (Br(p) \Br/2(p)). Then, on ∂Br/2(p)
one uses diamW˜r/2W˜r/2 < b to run to a point x1, from which one can follow
an approximate ray direction within Vρ/2 to reach an intersection point with
Vρ/4 etc. Thus we get a sequence of points xk ∈ H \ Σ with xk → p and
dH(xk, xk+1) ≤ (1 + b) · 2−k · r. Thus, dH(p, x) ≤ (1 + b) · r when x ∈ Br(p).
The other claims are direct consequences of this construction. ✷
Corollary 2.9 There is are universal bounds 0 < A1(n) < A2(n) < ∞
and 0 < D1(n) < D2(n) <∞ for the area A and diameter diam of ∂B1(0)∩C
for any C ∈ SCn:
A1(n) < A < A2(n) and D1(n) < diam < D2(n).
Proof This is a consequence from the compactness of SCn, and we only
indicate the argument for the least obvious claim diam∂B1(0)∩C < D2(n). If
Cj is a sequence with diam∂B1(0)∩Cj →∞ we may assume it converges in flat
norm and Ck-compactly to some limit cone C∞. According to 2.8, however,
we have diam∂B1(0)∩(C∞\σ∞) =: D <∞. Hence, the compact Ck-convergence
implies that there is a sequence εj → 0 such that diam∂B1(0)∩Cj∩Uεj → ∞
where Uεj is the extrinsic εj-neighborhood of σj . Rescaling by ε
−2
j as j →∞,
we approximate a minimal hypersurface (cf. Remark 2.7). However, we can
assume uniform diameter bound for this minimal hypersurface, by using 2.8
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together with an inductive cone reduction argument. ✷
Remark In what follows we can therefore assume that H and H \ Σ
are connected, since the subsequent arguments will apply to each component.
3 Distance Functions on Minimal Hypersurfaces
The aim of this section is to find natural distance notions adequate for a fine
analysis of/on a singular minimal hypersurface H close to its singular set Σ.
First note that the metric distance of a regular point to Σ is not helpful
since this distance function does not converge to the distance function to the
singular set in its tangent cone under scalings.
To get on the right track we write a cone in coordinates (ω, r) ∈ ∂B1(0)∩C×
R≥0 ∼= C and notice that |A|(ω, r) = a(ω) · r−1. Thus |A|(ω, r) could be used
as a distance measure (between regular points and the singularity) except for
the case where a(ω) = 0. Before we delve into the nature of this defect, let
us look at the possible advantages of using |A| as a means to measure the
distance to the singular set: clearly for c→∞, |A|−1([c,∞)) ⊂ H shrinks to
the singular set Σ ⊂ H and by the virtue of Allard regularity we see that for
large c≫ 0 (some component of) the level sets of |A|, |A|−1(c) ⊂ H coincide
with level sets in C (locally and up to any prescribed precision).
This cone transition of level sets is essential when we use tangent cones as a
tool to understand the analysis on H inductively (note this can be iterated
until we reach a regular cone) and this completely fails if one takes metric
distance sets instead.
Moreover |A| measures the flatness of the underlying space and this shows
that |A|−1([0, c]) has uniformly bounded geometry and from this we get uni-
form estimates for elliptic regularity result which survive cone reductions.
Once again the uncontrollable structure of the singular set also diminishes
such estimates for metric distance sets.
In short, |A| appears to be a natural distance notion near the singular set
of minimal hypersurfaces. However, so far we deliberately ignored the fact
that |A|−1(0) may be nonempty on H or some of its tangent cones. In this
case, |A|−1(c) may reach Σ which is clearly unwelcome. Thus our task is to
find modifications of |A| which share the advantages of |A| (in particular the
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cone reducibility of the definitions) but whose levels behave properly.
Firstly |A|−1(0)  H (otherwise also get |A| ≡ 0 on its tangent cones and
hence H is smooth), next we can assume that |A|−1(0) is a set of measure
zero since we could slightly Ck-perturb (M, g) to turn H and thus A into
analytic objects. Tangent cones are (for the same reason) analytic anyway.
However after this reduction there is a smaller but persistent set |A|−1(0) 6= ∅
on H and/or inductively its tangent cones.
Thus we enhance the whole device with some smoothing or, viewed differ-
ently, averaging technique utilizing minimal hypersurfaces Nn−1 within Hn
with obstacles equal to level sets of |A| as obstacles. The resulting function
≈|A| will be the distance function (towards Σ) which serves as a natural and
cone reducible substitute for the metric distance to Σ.
Thus we briefly digress on parametric minimal hypersurfaces with ob-
stacles. In the non-parametric (= graph-type) case one has global C1,1-
regularity (cf. [C] for a reference). But we clearly have to consider paramet-
ric hypersurfaces. A priori one has the same type of codim 7 -singularities as
in the case without obstacles while at least close to the coincidence set (with
the obstacles) one also has C1,1-regularity (cf. [M],[KS],[T] and [SZW]) in-
cluding the usual types of compactness results for free minimal hypersurfaces.
Formally, take two (for now) smooth compact (or complete) and cobor-
dant but not necessarily connected submanifoldsMm1 ,M
m
2 and the cobordism
Wm+1 equipped with some Riemannian metric.
Definition 3.1 A (locally) area minimizing current J in Wm+1 homol-
ogous to Mm1 (and thus to M
m
2 ) is called an area minimizer with obstacles
Mm1 and M
m
2 .
In applications one of the two obstacles (say Mm2 ) will usually just be a
replacement for a local compactness condition and is never really touched
by the support of J (it may be conceived being placed close to infinity)
and thus we will only refer to the effective obstacle as the obstacle. More
concretely, we will place tiny neighborhoods V around Σ ⊂ H and consider
them as obstacles. To prevent the area minimizer from just collapsing to a
point (note that ∂V is null-cobordant) we will always presume that the area
minimizer has to stay in another much larger neighborhood surrounding V .
We will now observe that |A|−1(c) can serve as an obstacle although
it is not complete since the places where completeness fails will be out of
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reach for area minimizers. To check this claim we use the auxiliary hy-
brid £2ε(x) :=
ε2
distH (x,Σ)2
+ |A|2(x). This function is Lipschitz but will not be
smooth in general, but letting the heat flow slightly deform this function gives
a smooth approximation (which can be made arbitrarily fine when approach-
ing Σ) and henceforth we think of such a fine smooth approximation when
we speak of level sets £−1ε (d) which therefore can (generically) be assumed to
be smooth) and note the essential properties that dist(£−1ε (d),Σ) ≥ ε/d and
Hn−1(£−1ε (d),Σ)→ 0 for d→∞. (Hk denotes the k-dimensional Hausdorff-
measure).
Now we want to use £−1ε (d) as an obstacle. More precisely, we mean the
outermost components out£−1ε (d) separating Σ from the path component of
H \out£−1ε (d) which contains (for very large d) almost all of the total volume.
Note from [CL],(2.7) that we may assume that H and H \ Σ are connected.
Lemma 3.2 Let U ⊂ Hn be any neighborhood of Σ, and ε > 0 be fixed.
Then there is a d0 > 0 such that for almost every d > d0:
out£−1ε (d) ⊂ U and
each area minimizer hn−1d,ε with obstacle
out£−1ε (d) satisfies h
n−1
d,ε ⊂ Hn ∩ U .
Proof Of course, since £ is continuous, out£−1ε (d) ⊂ U for large d. On
the other hand, we can find for a sequence of neighborhoods U(k) ⊃ U(k+1)
of Σ with smooth boundary and Hn−1(∂U(k)) ≤ 1/k. (This is just the co-
area formula plus the definition of the Hausdorff measure.) Choose dj such
that out£−1ε (dj) ⊂ U(j) Then, the area minimizing hypersurface hj with ob-
stacle out£−1ε (dj) homologous to ∂U(j) (both are level sets can be assumed
to be smooth) will have Hn−1(hj) ≤ Hn−1(∂U(j)) ≤ 1/j. Now say there is
a k0 such that hj ∩ ∂U(k0) 6= ∅. Via compactness we can adapt the situa-
tion such that there is common point p0 ∈ hj ∩ ∂U(k0) and thus for large j
supp(hj)∩Bk0/2(p0) is a free area minimizer with boundary data on ∂Bk0/2(p0)
and p0 ∈ supp(hj). But Bk0/2(p0) is ball with fixed (bounded) geometry and
thus we had independently of j: Hn−1(hj) ≥ Hn−1(supp(hj) ∩ Bk0/2(p0)) >
const. > 0. ✷
Now we send ε → 0: if there is a path or sequence of points in H \ Σ
converging to Σ such that |A| along this route converges to a finite value,
then out£−1ε (d) for ε → 0 approaches Σ in some points. However hn−1d,ε does
not follow but remains outside a neighborhood Vd of Σ cf. Proposition 3.3
below.
Now we want to see that |A|−1(1) is a sufficiently tight obstacle to prevent
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hn−1d,ε from touching Σ for ε→ 0 showing that the auxiliary distance term in
£ε is dispensable.
Proposition 3.3 For every d there is a neighborhood Vd of Σ such that for
ε→ 0 hn−1d,ε converges to a minimal hypersurface hn−1d with obstacle |A|−1(d)
and hn−1d ∩ Vd = ∅. Moreover, there is a β1n > 0 independent of H such that
for some large dH : Vd ⊃ Uβ1n/d(Σ) the β1n/d-distance tube, for d ≥ dH .
Proof We start with the case of a minimal cone C singular only in 0:
since Nn−1 = ∂B1(0)∩C and |A|2 are analytic we know that |A|−1(0) ⊂ Nn−1
is lower dimensional.
We want see that the size of the slices ∂Bρ(0)∩ |A|−1([0, 1]) of the funnel set
|A|−1([0, 1]) shrinks faster than any open subcone for ρ→ 0 and this prevents
an area minimizer with obstacle |A|−1(1) from entering this funnel too deeply:
Since 0 is the minimum of a(ω)2 its Taylor expansion in smooth points
in a(ω)−1(0) starts only with second or higher even order terms. Choosing
geodesic or harmonic coordinates, we may assume that these terms locally
uniformly dominate zeroth and first order terms to any desired extend: since
the leading terms are all of order between 2 and 2k, for some possibly large
but finite k.
Note that |A|−1(0) is a subcone and along each ray λ−1 ·|A|(x) = |A|(λ·x).
Hence for λ ∈ (0, 1] we have for some aς ր 1, bς ց 1 when ς → 0 :
aς · λ · 2
√
λ · dist(∂B1 ∩ (|A|2)−1(ς), ∂B1 ∩ (|A|2)−1(0)) ≤
dist(∂Bλ ∩ (|A|2)−1(ς), ∂Bλ ∩ (|A|2)−1(0)) ≤
bς · λ · 2k
√
λ · dist(∂B1 ∩ (|A|2)−1(ς), ∂B1 ∩ (|A|2)−1(0))
Therefore, when λ → 0, Hn−1(∂Bλ ∩ (|A|2)−1([0, ς])) decreases faster than
Hn−1(Bλ ∩ (|A|2)−1(ς)). Hence for small ε where the obstacle will con-
verge to |A|−1(0) the area minimizer hn−1d,ε will not exceed a certain shell
∂Bλ ∩ (|A|2)−1([0, ς]):
Since the size of the funnel shrinks faster than linear there is no free area
minimizer reaching 0 and the area of the obstacle (|A|2)−1(d) is undercut
by shells ∂Bλ ∩ (|A|2)−1([0, ς]). Thus for limit surface hn−1d with obstacle
(|A|2)−1(d) (which exists since it either coincides with the obstacle or a sub-
sequence of free minimizers converges in the usual sense (for the transition
regions use this for the Plateau problem)) we find an open neighborhood
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Vd of 0 with h
n−1
d ∩ Vd = ∅. Obviously this argument reproduces for vary-
ing d via scaling invariance of C. Therefore we find a β(C) > 0 such that
Vd ⊃ Uβ(C)·d(Σ).
Actually this β can be chosen independently of C, i.e. β(C) = βn > 0: if
there is a (converging) sequence of cones Cm in the compact set T H ⊂ Cn
then (since |A| will also converge on smooth parts) we would observe that
on compact sets outside 0 the obstacles converge to the limiting one. But for
the limit cone the minimizer hn−1d will stay away from 0. Therefore there is
no sequence of cones β(Cm)→ 0.
Now we argue as follows: for an analytic minimal hypersurfaces with iso-
lated singularities this will also be true by cone reduction.
In the case of a general singular cone we use induction to get the result:
outside B1(0) small distance tubes and the effective parts of the obstacle
around the singular set σ of C become more and more product-like and using
the argument above (for β(Cm) ≥ const. > 0) a potential sequence of minimal
hypersurfaces hn−1d,ε with obstacle containing points xd,ε with dist(xd,ε, σ)→ 0
leads via scalings to a local minimizer with obstacle |A|−1(1) (after scaling)
on a tangent cone which in this case is a product cone R×Cn−1 and the set
|A|−1(1) is also the product of the set in Cn−1 and in R.
However the closest minimizer for Cn−1 taking the product with R also gives
the closest minimizer for R×Cn−1 and thus by definition the obtained mini-
mizer cannot violate a distance constraint valid for that closest one which in
turn is bounded away applying induction. Again one uses the compactness
of the SCn−1 to derive that the estimates can be made uniform.
Finally we can reduce the result for H to the cone case. Assume for
1/j → 0 hn−1d,1/j ⊂ Hn contains a sequence of points yj converging to a point
y∞ ∈ Σ. Then under scaling of (H, gH) by (
√
d(yj, y∞))
−2 the sequence still
converges, but at the same time we get an arbitrarily good approximation of
the hypersurface by tangent cones. ✷
Thus we can directly use |A|−1(d) as an obstacle. Now we want to see how
hd approaches Σ. On minimal cones we note from the flat norm compactness
of the space of minimal cones that for a minimal cone C any are minimizer
h1 with obstacle |A|−1(d) there are constants a1(n), a2(n) > 0 such that
a1 ≤ dist(h1, 0) ≤ a2. There is a counterpart on arbitrary hypersurfaces
Proposition 3.4 There are constants k1(n), k2(n) > 0 such that for any
p ∈ Σ and d large enough: k1 · 1/d ≤ dist(hd, p) ≤ k2 · 1/d.
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Proof The first claim is covered from the previous Proposition. For
the second inequality: dist(hd, p) ≤ k2 · 1/d, we assume that there is no
such constant k2 > 0. For each d we find a pd ∈ Σ with dist(hd, pd) · d =
sup{dist(hd, p) ·d|p ∈ Σ} and for d→∞ we get a subsequence converging to
some p∞ ∈ Σ. Following the abstract cone reductions we may assume that
pd = p∞. Now consider points qd ∈ hd such that d(qd, pd) = dist(hd, pd). Next
we choose a tangent cone C in p∞ and notice that for d→∞ approximates
d2 ·H on arbitrarily large compact regular parts BRd(0)\B̺d(0))\Vξd(σ) ⊂ C,
i.e. Rd → ∞, rd → 0, ξd → 0 for d → 0, where Vξ(σ) is a cone shaped
neighborhood of σ (the cone over the ξ-neighborhood of ∂B1(0) ∩ σ). More-
over since d(qd, pd) → 0 we will find (noting the needed scaling by d2) that
d · d(qd, pd)/Rd → 0 and (by assumption) d · d(qd, pd) → ∞ (which means
that for d→∞ increasingly large portions of the hd are captured in portions
of H well-approximated by C).
Now we use the assumption d · d(qd, pd) → ∞: we rescale the geome-
try again by d(qd, pd)
−2. The effects is that a subsequence of hd ∩ BRd(0) \
B̺d(0)) \ Vξd(σ) ⊂ C converges for d → ∞ to a non-trivial free area mini-
mizing hypersurface Nn−2 in C \ σ which is complete within every regular
subcone of C.
From the choice of p∞ and the relation ”Σ ≺ σ”, between distances to Σ
versus σ we get that N ⊂ U2(σ) where U2 is the distance tube of radius 2 in
C. However a contraction to σ shows there is no such area minimizing N .
This shows that the k2 exists and does not depend on the base point. How-
ever we need the compactness of the space of cones again to conclude that
the ki depend only on n: namely the previous estimate show that hd scaled
by d2 converges (in subsequences) to minimizers with obstacle |A|−1(1) ⊂ C
for any tangent cone. But here we already noted the existence of uniform
estimates which therefore imply that the ki depend only on n. ✷
Now we define an averaging of |A| and discuss the failure to establish the
cone reducibility. However, we will observe that, we still obtain kind of a
weak cone reducibility which suffices for our purposes.
Firstly we introduce a unique area minimizer J which will be (called) the
closest one to Mm1 : whenever there are two minimizers J1, J2 we consider
the sets where the supports intersect (and keep this portion) and otherwise
for disjoint components we choose the one closer to Mm1 and get another
minimizer. Applying this to the family of all minimizers gives a unique min-
imizer and henceforth we will mostly consider this minimizer closest to Mm1
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and label it by ~ (with varying suffixes).
Thus, (for d large enough to make this a definition) we will use the neigh-
borhoods of Σ made from the set surrounded by ~d
Wd(Σ) := H \ ~n−1d minus the large volume component of H \ ~n−1d .
Now we discuss the natural transition properties of these sets ~n−1d be-
tween H and its tangent cones. The problem becomes visible when we start
to define the averaging ≈|A| of |A| via its level sets as follows:
x ∈ ~c ⇒ ≈|A|(x) := c.
There are two things to worry about: the hypersurfaces ~k for varying k have
to be disjoint to ensure that ≈|A| is well-defined (this is obvious from the fact
that they are area minimizers and analytic outside the coincidence sets and
the singular set).
And secondly, does every x ∈ H \ Σ belong to such a hypersurface ? Ac-
tually, in general, this is not the case: for growing k ~k may jump, that is
Wl(Σ) &
⋂
k<lWk(Σ). (Since the difference set has positive measure the set
of jump levels JH remains countable.)
However there is a natural way to extend the definition of ≈|A| to H \Σ:
for each jump level one readily checks that (at least) for these levels there
are two distinct area minimizing hypersurfaces with obstacle |A|−1(l), namely
~n−1l and the limit h
∗
l of the ~
n−1
k for k ր l. Since the free parts (= com-
plement of the coincidence set with the obstacle) of these hypersurfaces are
analytic we conclude that there is a least one path component of the free
parts of ~n−1l or h
∗
l whose interior is entirely disjoint form the other hyper-
surface.
The space of H between them is not hit by any ~n−1c for a c 6= l. Thus
for these x we set ≈|A|(x) := l. This leads us to the function ≈|A| which is
now well-defined and continuous everywhere on H \ Σ and whose level sets
do not touch Σ.
Remark 3.5 We observe that Wd can now be seen as a distance tube for
the distance measure 1/≈|A| to Σ.
Wd(Σ) =
≈|A|−1((d,∞)) = {x ∈ H|1/≈|A| < 1/d}
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Later on we will often use the complement and thus we give it an own name
Gd(Σ) := H \Wd(Σ).
We study some of the basic properties ofWd (which are also valid for arbitrary
area minimizers instead of ~n−1d ). Obviously |A| ≤ d on Gd.
As an application of the previous arguments applied to the enhanced singular
set cf. sec.12 below we observe that the whole hypersurface ~n−1d shrinks
almost proportionally to the distance 1/d: For each ε there is a β2n(ε) > 0
independent of H such that almost all of ~n−1d is contained in a distance tube
Uβ2n/d:
(E) Hn−1(~n−1d \ Uβ2n/d(Σ)) / Hn−1(~n−1d ∩ Uβ2n/d(Σ)) ≤ ε for d≫ 1.
Moreover, there is a constant κ = κ(M,H, g) > 0 such that
Hn(Wd(Σ)) ≤ κ · d−8 and Hn−1(~d) ≤ κ · d−7
This is an obvious consequence of Proposition 3.4 (since ~d has a smaller area
than the k2 · 1/d-distance tubes modulo the part controlled by (E )) and the
fact that Hn−8(Σ) <∞ applying the coarea formula.
For use in cone reduction arguments we also notice for products of a minimal
hypersurface N (e.g. a cone) with R and singular set Σ = Σ′ × R :
Wd(Σ) =Wd(Σ
′)× R and Gd(Σ) = Gd(Σ′)× R
✷
Now we resume the discussion concerning the presence of jumps. They
clearly cause problems when we pass to tangent cones: on a single cone the
uniqueness of ~k shows that varying k just leads to a rescaling of the ~k
and hence on cones there are no jumps at all . But there can be different
minimizers with the same obstacle. And if we vary the cone continuously
(in flat norm) we also observe that while the level sets of |A| change steadily
(on compact smooth parts of the cones) the hypersurfaces h1 (on a family of
cones) may again jump in a fashion similar to the jumps described above.
In perspective of Proposition 3.4 we can infer that for any p ∈ Σ subse-
quences si of ~
n−1
d ⊂ H converge under scaling by d2 to some locally area
minimizing hypersurfaces h(si) with obstacle |A|−1(1) in a tangent cone C.
However, usually, h(si) does not coincide with ~
n−1
1 ⊂ C.
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Thus we extend the idea and assign to each level |A|−1(d) ⊂ H the family
Hd of all area minimizing hypersurfaces with obstacle |A|−1(d).
Summarizing we observe that the assignment H 7→ Hd, d ∈ R>0, is a cone
reducible functor. Proposition 3.4 shows that the elements in this family stay
uniformly together in those places which transfer to the tangent cones.
Our interest in this paper will be focussed on the growth rate near infin-
ity of certain functions defined on ≈|A|−1((0, 1)) ⊂ C on tangent cones and
this does not depend on the representative of H1. Repeated in formal terms
≈|A|−1(c) ⊂ H , c ∈ R>0 \ JH is as a distinguished representative of equiv-
alence classes whose elements can be used compute certain invariants (e.g.
the growth rates) and we observe these invariants do not depend on the rep-
resentative.
Thus for better readability we argue modulo Hd and will henceforth assume
≈|A| is cone reducible and to suppress generic choices we also assume JH = ∅.
4 Positive solutions on H
Now we will construct global conformal deformations w4/n−2 · g of H \ Σ to
get metrics with scal(w4/n−2 · g) > 0 and well controllable geometry close to
Σ. To this end we will use Perron solutions. In this section we will prove
the existence and uniqueness of such a solution on H . We will see that on H
(quite different from cones) the Perron property is actually always satisfied.
The existence comes from taking a subsequence of the first eigenfunctions
for Dirichlet problems for the singular conformal Laplacian on a sequence of
regular domains Km ⊂ Km+1 in H \ Σ with
⋃
mKm = H \ Σ. Here we take
Km :=
≈|A|−1((0, m)) = Gm(Σ) which will become important when we want
to understand the limiting behavior of ℘H near Σ.
Choosing ≈|A| as a distance measure provides coherence (has the same
scaling properties as |A|) with the modification of the conformal Laplacian:
We use |A| as a weight to get LH = −|A|−2 · (△ + n−24(n−1) · scalH) which is
necessary to keep the information concerning the eigenvalue while analyzing
via cone reduction.
(As before we may assume that |A|2 is analytic and the set |A|−1(0) has
(n− 1)-dimensional measure zero.)
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Lemma 4.1
λH := inf
f 6≡0,smooth,supp f⊂H\Σ
∫
H\Σ
|∇f |2 + n−2
4(n−1)
scalH f
2∫
H\Σ
|A|2 · f 2 > 1/10
and we can find a smooth function positive (although not-integrable) function
u0 on H \ Σ with
−△u0 + n− 2
4(n− 1) scalH u0 = λH · |A|
2 · u0
Proof The stability inequality (A2) and scalM > 0 provide us with
the following estimate:∫
H
|∇f |2 + n− 2
4(n− 1)scalHf
2dA ≥
∫
H
n
2(n− 1) |∇f |
2 +
n− 2
2(n− 1)f
2
(|A|2 + scalM) dA ≥
∫
H
n− 2
2(n− 1) |A|
2f 2dA
which gives the estimate for λH . The weight as well as the underlying
space are singular and thus we cannot handle λH as a first eigenvalue with a
corresponding eigenfunction by standard means.
But we can construct such a smooth function u0 approximating the prob-
lem by a sequence of regular ones.
For any ε > 0 we find a unique first Dirichlet eigenfunction um,ε satisfying
−△um,ε + n− 2
4(n− 1) scalH um,ε = λm,ε ·£
2
ε · um,ε, λm,ε > 0
with um,ε > 0 on intKm, um,ε ≡ 0 on ∂Km and
∫
B0
£2ε · u2m,ε = 1 for a fixed
ball B0 ⊂ H \ Σ.
Since the function space grows for increasing m, the eigenvalue λm,ε de-
creases monotonically as m → ∞ and hence there is a unique limit λ∞,ε =
limm→∞ λm,ε ≥ 0. Also note that λ∞,ε = λε
λε := inf
f 6≡0,smooth,supp f⊂H\Σ
∫
H\Σ
|∇f |2 + n−2
4(n−1)
scalH f
2∫
H\Σ
£2ε · f 2
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since for any function f with compact support in H \ Σ we eventually have
supp f ⊂ Km for sufficiently large m.
Claim There is a subsequence of (um,ε)m that converges in C
k (for any
k) to a (not necessarily integrable) limit function uε > 0 on H \Σ satisfying
−△uε + n− 2
4(n− 1) scalH ·uε = λε ·£
2
ε · uε.
(Note that, unlike λε, this limit function may depend on the choice of Km.)
Proof This is a standard application of elliptic estimates and Harnack
inequalities. Since such arguments will appear several times later on and the
smoothed weight £2ε(x) might appear unusual, we carry them out in some
detail here.
First of all, notice that λm,ε → λε ≥ 0 implies that there exists c1 > 0
such that 0 ≤ λm,ε ≤ c1 for all m. Thus, on every ball B with compact
closure in H \ Σ the equations
−△um,ε +
(
scalH −λm,ε ·£2ε
) · um,ε = 0
have uniformly (in m) bounded coefficients. Therefore, we get uniform con-
stants in the interior elliptic estimates
|um,ε|Cl(B′) ≤ cl(B,B′) · |um,ε|L2(B)
(the L2- and L2ε-norms are locally equivalent) and the Harnack inequalities
sup
B′
um,ε ≤ c¯(B,B′) · inf
B′
um,ε
for all balls B′ ⊂⊂ B ⊂⊂ H \ Σ.
Thus, on B0, the L
2
ε-bound = 1 and Harnack’s inequality imply upper
and lower bounds
c′2(B0) > sup
B0
um,ε ≥ inf
B0
um,ε > c2(B0) > 0
and therefore on a slightly larger ball B′0 ⊃⊃ B0
sup
B′0
um,ε ≤ c3 · inf
B′0
um,ε ≤ c3 · c′2(B0),
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i.e., there is a uniform L2-bound on B′0 and thus a C
l-bound on B0 and
we may assume that um,ε converges in C
l on B0. The limit satisfies uε ≥
c0(B0) > 0 and the equation
−△uε +
(
scalH −λε ·£2ε
) · uε = 0.
✷
Now is H \ Σ is connected and hence for any point x ∈ H \ Σ outside
B0 we can argue by choosing a smooth path γ : [0, 1] → H \ Σ, γ(0) ∈ B0,
γ(1) = x covered by finitely many overlapping balls B1, . . . , Bk in order to
get L2-estimates: say B0 ∩B1 6= ∅; then
c˜−1 · sup
B1
um,ε ≤ inf
B1
um,ε ≤ inf
B0∩B1
um,ε ≤
sup
B0∩B1
um,ε ≤ sup
B0
um,ε ≤ c3 · inf
B0
um,ε ≤ c3 · c′2(B0).
Arguing as for B0 we get a further positively lower and upper bounded sub-
sequence converging on B0∪B1 and, proceeding by induction, a subsequence
converging in Ck to a limit function uε > 0 on all of H \ Σ.
Next we observe that λε → λH for ε→ 0 and choosing suitable multiples we
may assume that
∫
B0
u2ε = 1 for every ε > 0. Thus we can argue similarily
as before and find a Ck-converging sequence uεi for some sequence εi → 0,
i→∞ with smooth limit u0 > 0 on H \ Σ satisfying
−△u0 + n− 2
4(n− 1) · scalH · u0 = λH · |A|
2 · u0
✷
Remark 4.2 At first sight surprisingly one could use decreased eigenvalues:
any value λ < λH could be obtained as an eigenvalue for a positive eigenfunc-
tion. (Actually this provides us with some degree of freedom to use geometric
arguments to derive some estimates later on.)
We use two methods to accomplish this decrease: both cases rely on a
local scal-decreasing deformation as described in [L2]. In the first case we
decrease the scalar curvature in each step close to ∂Km for the exhausting
sequence Km such that the previously sketched construction leads to smaller
eigenvalues on each Km and also in the limit on H \ Σ.
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Thus in the limit we recover the original geometry on H and get as smooth
uλ > 0 with
−△uλ + n− 2
4(n− 1) scalH uλ = λ · |A|
2 · uλ
(Clearly, this would have been impossible on a closed manifold.) However the
construction has the drawback that the approximating sequence of Dirichlet
solutions lives on domains deformed near ∂Km.
On the other hand when we allow changes of the final metric on H we can
fix one ball B with B¯ ⊂ H \ Σ and decrease scal on this ball such that the
Dirichlet eigenvalues and that for the limit function decrease to any given
extend.
The advantage of this approach is that the geometry near ∂Km is now the
original one and λ can again be characterized by
λ = inf
f 6≡0,smooth,supp f⊂H\Σ
∫
H\Σ
|∇f |2 + n−2
4(n−1)
scalH f
2∫
H\Σ
|A|2 · f 2
with respect to the metric deformed on B (i.e. ∇f , scalH , the norms and the
volume element have to be taken with respect to the new metric whereas |A|
remains unchanged) ✷
Now we want to see that (up to multiples) u0 from 4.1 is the unique
positive solution of this eigenvalue equation and it has the Perron property.
For the latter point it will be helpful to see where a Perron solution comes
from, that is we want to mimic the classical Perron process. The first point
to note is that one cannot apply the standard Perron strategy since the sign
of the linear term is just the converse of the case where one could apply the
maximum principle (cf. [GT], p. 103)). Actually it is a Fredholm alternative
argument that helps us to imitate the Perron type approach.
To actually begin with, we fix a smoothly bounded neighborhood V ⊂
Uδ(Σ) \Σ of the singular set Σ of H within a δ-distance tube Uδ(Σ). Choos-
ing δ ≪ 1 means that scalH |V is almost negative: since scalH = scalM −
2RicM(ν, ν) − |A|2 the scalar curvature is uniformly upper bounded every-
where and since δ ≪ 1 means that in (eventually) most places |A| ≫ 1 we can
scale the whole setting keeping scal ≪ −1 in most places while scalH |V ≪ 1
everywhere. This can readily be turned into a quantitative statement using
tangent cones where scal ≤ 0 and the zero set is lower dimensional. On V
we want to find the smallest solution u > 0 of the equation (LO)
△u+ (λH |A|2 − n− 2
4(n− 1) · scalH) · u = 0 with u ≡ uλH on ∂V.
29
Lemma 4.3 Let G ⊂ H be a smoothly bounded domain with G ⊂ H \ Σ.
Then the problem
△u+ (λH |A|2 − n− 2
4(n− 1) · scalH) · u = 0 on
◦
G and u = ϕ on ∂G
has a unique solution for any (continuous) function ϕ : ∂G→ R.
Proof We argue applying the Fredholm alternative ([GT], p.107) for
the elliptic operator
△u+ (λH |A|2 − n− 2
4(n− 1) · scalH) · u on G
That is we show that
△u+ (λH |A|2 − n− 2
4(n− 1) · scalH) · u = 0 on G and u ≡ 0 on ∂G
has only the trivial solution.
Otherwise extending a non-trivial solution by 0 on H \ G we get a w ∈
H1,2(H \ Σ) with supp w ⊂ G¯ and ‖w‖L2(H\Σ) = 1 such that
∫
H\Σ
|∇w|2 +
n−2
4(n−1)
scalH w
2/
∫
H\Σ
|A|2 ·w2 = λH < λH . But this contradicts the definition
of λH . ✷
This statement is no more true for connected unbounded domains. The
Martin boundary at infinity can be seen as a measure for the (usually ex-
treme) deviation. We will need a good understanding of this boundary to
link solutions one H with those on its tangent cones.
Here we use Lemma 4.3 in the study of Perron families on V . As usual
we call a function v : V → R supersolution of △u+ (λH |A|2 − scal)u = 0 if,
for any ball B ⊂⊂ V and any solution u on B with u|∂B ≤ v|∂B, it follows
that u|B ≤ v|B.
In order to ensure that we have got a sufficiently rich class of supersolu-
tions we first notice that the minimum of two supersolutions is also a su-
persolution. Another operation (a local upgrading of a super- to an ac-
tual positive solution) within this class is the lift u¯ on B of a supersolution
u : V → R, which is defined as follows: on B we let u¯ be the unique solution
of △u¯+(λH |A|2− n−24(n−1) · scalH)u¯ = 0 with u¯|∂B = u|∂B and u¯ = u on V \B.
Lemma 4.4 The lift u¯ of a positive supersolution u is still a positive su-
persolution.
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Proof Choose some ball B′ and consider a solution h of equation (LO)
with h ≤ u¯ on ∂B′. Since u was a supersolution we have u¯ ≤ u on B′ and
thus h ≤ u on ∂B′. Hence h ≤ u on B′ and h ≤ u¯ on B′ \B and thus h ≤ u¯
on ∂(B′ ∩ B). Now if there is point p ∈ interior(B′ ∩ B) where h(p) > u¯(p)
then one can take max{h − u¯, 0} extended by 0 on H \ (B′ \ B) to get a
function w ∈ H1,2(H \ Σ) with supp w ⊂ H \ Σ and ‖w‖L2(H\Σ) = 1 such
that
∫
H\Σ
|∇w|2 + n−2
4(n−1)
scalH w
2/
∫
H\Σ
|A|2 · w2 = λ0 < λH . But again this
contradicts the definition of λH . Similarly we see that u¯ ≥ 0 and by Hopf’s
maximum principle (cf. remark below) u¯ > 0. ✷
Remark 4.5 As already mentioned the Hopf’s maximum principle ap-
plies to general solutions of ∆u + g(x)u = 0 with g ≤ 0, which is precisely
not our case. However if u vanishes in the point where it is applied one can
drop the sign assumption for g (cf. [GT], p.34) and still obtains the critical
strict inequality for the outer normal derivative ∂u/∂n > 0 in an extremal
point q of the zero set in the sense that the interior ball condition for the
complement is satisfied (cf. proof of (4.2) for a sample argument) and thus
there is a locally (at least relative to this interior ball) unique maximum in
q.
Here and later on we merge this with non-negativity information to utilize
this key estimate (from the proof of Hopf’s maximum principle) also for our
equations. We just refer to it as the Hopf’s maximum principle.
After these preliminary considerations, we are now ready to apply the
Perron method to our equation.
To this end, let S = {v : V → R | v supersolution, v > 0, v|∂V ≥ uλH}. S is
non-empty since at least uλH ∈ S.
Lemma 4.6 The function w(x) = infv∈S v(x) is positive and satisfies
△w + (λH |A|2 − n− 2
4(n− 1) · scalH) · w = 0 on V with w ≡ fH on ∂V.
Proof Obviously w is well defined and non-negative. Let y be an
arbitrary point of V and vn ∈ S such that vn(y) → w(y). By definition,
vn > 0 and taking minima (i.e. replacing vn by min(vn, v0)) we may assume
that the sequence vn is bounded. Now choose a small ball B ⊂ V around y
and consider the lift Vn of vn on B. We have Vn ∈ S and therefore w(y) ≤
Vn(y) ≤ vn(y) → w(y). Moreover, by standard compactness results, we can
assume that Vn converges uniformly on any ball B
′ ⊂⊂ B) to an eigenfunction
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v on B. Clearly v ≥ w and v(y) = w(y); we wish to prove that w = v on
B: So assume there exists z ∈ B such that v(z) > w(z). Choose a function
W ∈ S such that w(z) ≤ W (z) < v(z) and define wk = min(W, vk) ∈ S as
well as the corresponding lifts w¯k on B. As before we can assume that w¯k
converges to an eigenfunction w¯ on B satisfying w ≤ w¯ ≤ v with equality
holding at the point y. Hopf’s maximum principle gives a contradiction and
we conclude that v = w.
It remains to show that w is nowhere zero. To see this, choose a point x0 ∈ ∂V
and a small ball BR(x0). Let fH be the unique solution of the equation with
boundary data given by a smooth function φ ≥ 0 on (∂BR(x0) ∩ intV ) ∪
(BR(x0) ∩ ∂V ):
φ ≡ 0 on ∂BR(x0) ∩ intV and φ ≡ u near x0.
Then again by Hopf’s maximum principle fH > 0 on BR(x0)∩intV and since
v ≥ fH for every v ∈ S we have w > 0 on BR(x0) ∩ intV and joining any
point in V by a chain of balls we analogously get w > 0 on V . ✷
Corollary 4.7 The function w (of (3.3)) has the following minimality
property: relatively to any neighborhood W of Σ, with ∂W ∩ H \ Σ smooth
and W ⊂ V , when w is the smallest positive solution of △ϕ+ ( n−2
4(n−1)
+ λH) ·
|A|2 · ϕ = 0 on W with ϕ|∂W ≡ w.
Proof The case where W = V is just a restatement of (3.3). However
the minimality still holds for any smaller neighborhood W , since otherwise
we could take the minimum of w and a competing smaller solution w∗, get
a smaller supersolution and via the Perron procedure of (3.3) also a smaller
solution with respect to V . ✷
Note that the previous arguments work without any compactness assump-
tions on H or Σ and can therefore also be used for tangent cones. We will
prove that uλH and wCp coincide with Perron solutions near their singular
sets with respect to the boundary data uλH and wCp .
In the compact case we actually have a stronger uniqueness result (as in
the smooth closed case). However the remark that follows explains why we
stick to Perron solutions.
Lemma 4.8
(i) uλH is a Perron solution.
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(ii) Let v be any solution > 0 of −△v + n−2
4(n−1)
· scalH · v = λH · |A|2 · v on
H. Then v ≡ uλH up to a multiple.
Proof For (i) we note that uλH is a limit of Dirichlet solutions um for
the equation on Km
−△um + n− 2
4(n− 1) scalH ·um = λm,0 · |A|
2 · um.
which are also (unique and hence) minimal with respect to the boundary data
along ∂W ∪ ∂Km. Since the values along ∂W approach uλH Ck-uniformly
and um ≤ uλH (since the set of restrictions of positive supersolutions is larger
on Km) and from the characterization of Perron solutions we see that uλH
actually is Perron.
For (ii) we take a positive multiple µ ·v such that µ ·v ≥ uλH on the com-
pact setH\W . Since uλH is Perron we infer that this inequality holds on all of
H . Now shows the infimum µ0 of all such µ and observe again from the Perron
property that there must be a point p in H \W such that µ0 · v(p) = uλH(p).
But Hopf’s maximum principle now implies that µ0 · v ≡ uλH . ✷
Now we briefly deduce the fact that H does not carry positive eigenfunc-
tions for eigenvalues > λH
Corollary 4.9 For any λ > λH there does not exist any positive solution
of △ϕ+ ( n−2
4(n−1)
+ λ) · |A|2 · ϕ = 0 on H .
Proof Assume there is a solution ϕλ > 0 of△ϕ+( n−24(n−1)+λ)·|A|2·ϕ = 0
on H for some λ > λH . The solution fH > 0 on H corresponding to the
eigenvalue λH is a limit for m → ∞ and a suitably sequence εm → 0 of the
unique first Dirichlet eigenfunction um,εm satisfying
−△um,εm +
n− 2
4(n− 1) scalH um,εm = λm,εm ·£
2
ε · um,εm, λm,εm > 0
with um,εm > 0 on intKm, um,εm ≡ 0 on ∂Km and
∫
B0
£2ε ·u2m,εm = 1 for a fixed
ball B0 ⊂ H \Σ and λm,εm → λH . Thus take a large m≫ 1, then we find on
Km for a some small δ > 0: δ·ϕλ > um,εm near ∂Km but δ·ϕλ < um,εm on some
open setW with regular boundary andW ⊂ intKm. But the δ ·ϕλ is positive
supersolution of−△um,εm+ n−24(n−1) scalH um,εm = λm,εm ·£2ε ·um,εm, λm,εm > 0
on W equal to um,εm along ∂W with δ · ϕλ < um,εm. This means that the
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Perron process gives a solution w > 0, w ≤ δ · ϕλ on W and thus with
w 6= um,εm but this contradicts (2.2) ✷
Remark 4.10 Thus we have a unique positive first eigenfunction on H
which indicates that (with some care) we could act as on a smooth compact
manifold. However a priori this analogy is limited: beside the fact that we
can decrease the eigenvalue the problem onH\Σ (where H could also include
non-compact cases) has many other non minimal solutions in the following
sense: with respect to its boundary data close to Σ it is actually not true
that our solution would also be a maximizer and thus the uniqueness does
not trivialize the minimality statement:
Namely, as an instructive sample (which arises as the infinitesimal model in
Σ) we consider an isolated singularity, that is, take a regular cone C and
assume for now that |A| is constant on ∂B1(0) ∩ C and that we know that
the equation −△w+ n−2
4(n−1)
· scalH ·w = λH · |A|2 ·w degenerates to an ODE
of second order. In this case we observe that for the boundary value 1 on
∂B1(0) ∩ C one gets two canonical linearly independent positive solutions
r−αi , αi > 0, i = 1, 2 with different pole order in 0. The tamer one, let us say
r−α1 , is a limit of the Dirichlet solutions of regular domains exhausting C \ 0
and these solutions can be written as (1 + ε) · r−α1 − ε · r−α2.
Note also that this already provides a counterexample to uniqueness even
of positive solutions in the non-compact case. Thus it is more adequate to
consider the minimality (towards the singular set) as the distinctive feature.
✷
Induced Solutions on Cones: Now we consider any tangent cone Cp in
a point p ∈ Σ (we may set p = 0 ∈ Rn) and show how uλH induces a solution
of △w+( n−2
4(n−1)
+λH · |A|2) ·w = 0 on Cp: Consider H ∩Gm \Gm/2∩BR/m(p)
and scale the metric by m2, then we observe for any R > 0 and a ≥ 2
dBR(0)(m · (H ∩Ga·m \Gm/a), Cp ∩Ga \G1/a)→ 0
and since Cp ∩ Ga \ G1/a ∩ BR(0) is contained in the smooth part of Cp we
can infer Ck-convergence.
With respect to this identification we can consider restrictions
w(a, R) := w|H∩Ga·m\Gm/a∩BR/m(p)
as being defined on Cp ∩Ga \G1/a ∩BR(0)
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Since ∆w, scal and |A|2 scale in the same way w also solves the equation
on this domain. Now choose a fixed ball B ⊂ Cp ∩ Ga \ G1/a ∩ BR0(0) for
some R0 > 0 and normalize for any R ≥ R0, w(a, R) to L2-norm 1 on B.
For a→∞ and R→∞ (e.g. setting R = const. · a cf. the properties of Gm
discussed in the previous section)), one can find a Ck-converging subsequence
of w(a, R) with a limit solution wCp > 0 defined on Cp \ σ.
Thus after L2-normalizations the solution uλH defined onH C
k-approximates
wCp compactly .
In the next few sections we want to show that wCp is a Perron solution.
5 Dirichlet Problems and Positive Solutions on Cones
We start with some understanding of the space of positive solutions of Dirich-
let problems on cones for exhausting families of domains. This provides a
good insight into the space of solutions on cones.
Proposition 5.1 There is precisely one positive solution wa (up to mul-
tiples) for the following problem on Ga ⊂ C:
△ϕ+
(
n− 2
4(n− 1) + λH
)
· |A|2 · ϕ = 0, ϕ|≈|A|−1({a}) ≡ 0.
In this section we first analyze two more symmetric cases: the case of
product cones and of regular subcones. Then, in the next section, we also
get and use some coarse information for the behaviour of solutions on C.
Finally we compose these details to get a proof of this proposition.
As a technical tool we need boundary Harnack inequalities (also called
Carleson inequalities). Those versions existing in the literature (as in [CFMS]
or [CS]) apply directly only to operators (typically div(A(x) · ∇u) = 0)
without a zeroth order term (i.e. a term containing only the function but non
of its derivatives). Thus we deduce the following extension for our operator
Lemma 5.2 For any solution of the boundary problem
△u+ (λH + n− 2
4(n− 1)) · |A|
2 · u = 0 on Ga \G1 ⊂ C × R
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with u ≡ 0 on ∂Ga ∪ ∂G1 and any point p ∈ ∂Ga ∪ ∂G1 we have for some
ρ(n, a) ∈ (0, 1/4 · min{1/2, dist(∂Ga, ∂G1)}) for z ∈ Bρ(p) ∩ Ga \ G1, ρ ∈
(0, ρ(n, a)) and some C(n) > 0:
u(z) ≤ C(n) · sup{u(x)|x ∈ Bρ2(xp) ∩Ga \G1}
for some xp ∈ Ga \ G1 with dist(xp, ∂Ga) = ρ resp. dist(xp, ∂G1) = ρ on
∂Bρ(p) ∩Ga \G1.
Proof From [CFMS] or [CS],Th.11.5 we know that for any nonnegative
harmonic function u ≥ 0, ∆u = 0 on B1(0) ∩ Rn−1 × R≥0 with u ≡ 0 along
Rn−1 × {0} we have
(∗) u(z) ≤ κ(n) · u(1/2 · en) for any z ∈ B1/2(0) ∩ Rn−1 × R≥0
where en is the n− th coordinate unit vector and κ(n) > 2.
Now for p ∈ ∂Ga ∪ ∂G1 (for easier notations we assume p ∈ ∂G1) and we
consider
△u+ (λH + n− 2
4(n− 1)) · |A|
2 · u = 0 on Ga \G1 ⊂ C × R
and consider the pair ∂G1 ⊂ Ga \ G1 as the substitute for Rn−1 × {0} ⊂
B1(0)∩Rn−1×R≥0. We will show that we can actually take C(n) := 2 ·κ(n):
assume there is a sequence um of nonnegative solutions defined at least on
B2/m(p) ∩Ga \G1 such that there are points zm in B1/m(p) ∩Ga \G1 with
u(zm) ≥ 2 · κ(n) · sup{u(x)|x ∈ B1/m2(xp) ∩Ga \G1}
After scaling by m2 we can normalize their L2-norm on B2/m(p) ∩ Ga \ G1
(new radius = 2) to 1 and we can argue that the domains converge in Ck-
norm to B2(0)∩Rn−1×R≥0 while |A|2 → 0 Ck-uniformly under this scaling.
Thus boundary regularity applied to the family of operators △u+ τ · (λH +
n−2
4(n−1)
) · |A|2 · u = 0 for τ ∈ [0, 1] gives the same upper Ck-bound on the
scaled ball B2/m(p)∩Ga \G1 for all um and from the smooth convergence of
the domains we infer the existence of a Ck−1-converging subsequence of um
on these scaled balls B2/m(p) ∩Ga \ G1 to a nonnegative harmonic function
u∞ on B2(0) ∩ Rn−1 × R≥0 with L2-norm 1 and u∞|B¯2(0)∩Rn−1×{0} ≡ 0 and a
limit point z∞ ∈ B¯1(0) ∩ Rn−1 × R≥0 outside Rn−1 × {0}
u(z∞) ≥ 2 · κ(n) · u∞(1/2 · en)
which violates (∗). ✷
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From this and with the aid of Perron solutions we can understand the
Martin boundary for our operator on difference sets of the Ga’s where we
are additionally interested in the effect of varying the size of this difference
in order to get global results on Ga. These results could also be seen as an
extension of some Phragme´n-Lindelo¨f type results in the classical theory of
harmonic functions which have been treated by rather different methods cf.
[P](8.6) for probabilistic approaches for harmonic functions.
We will present a detailed argument for the following result as a sample
of how to utilize Perron solutions as a transparent alternative for quite a bit
more involved techniques.
Proposition 5.3 The boundary problem
△u+ (λH + n− 2
4(n− 1)) · |A|
2 · u = 0 on Ga \G1 ⊂ C × R
with u ≡ 0 on ∂Ga ∪ ∂G1 has two generating solutions (positive on
◦
Ga \G1)
Ψ±(x, t) = h(±t)·ψ(x) with h(t) = exp(γa·t) with γa > γa′ > 0 for 1 < a < a′:
every solution v > 0 on the interior can be written as
v(x, t) = α+ ·Ψ+(x, t) + α− ·Ψ−(x, t)
for some α+, α− ≥ 0.
Proof Consider the restrictions of the non-trivial solutions to Ga\G1×
{0} whose L2-norm on this set is 1, we check that the subset of nonnegative
solutions S+ is compact :
We get uniform Ck estimates via interior Harnack inequality (and elliptic
regularity) for Ck norms on Ga−ε \G1+ε× [−1, 1] for some given ε ∈ (0, a−1100 )
and let ̟ > 0 be the constant in the Harnack inequality on Ga−ε \ G1+ε ×
[−1, 1] ⊂ Ga−ε/2 \G1+ε/1 × [−2, 2]:
for any nonnegative solution v: sup v ≤ ̟ · inf v on Ga−ε \ G1+ε × [−1, 1]
and since supGa−ε\G1+ε×{0} v ≤ supGa−ε\G1+ε×[−1,1] v and infGa−ε\G1+ε×[−1,1] v ≤
infGa−ε\G1+ε×{0} v the inequality persists under restrictions. Thus
̟−2 · ( sup
Ga−ε\G1+ε×{0}
u)2 ·
∫
Ga−ε\G1+ε×{0}
dA =
∫
Ga−ε\G1+ε×{0}
̟−2 · ( sup
Ga−ε\G1+ε×{0}
u)2dA
≤
∫
Ga−ε\G1+ε×{0}
( inf
Ga−ε\G1+ε×{0}
u)2dA ≤
∫
Ga−ε\G1+ε×{0}
u2dA
Therefore applying the Harnack inequality again we have∫
Ga−ε\G1+ε×[−1,1]
u2dV ≤
∫
Ga−ε\G1+ε×[−1,1]
( sup
Ga−ε\G1+ε×[−1,1]
u)2dV ≤
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̟2·
∫
Ga−ε\G1+ε×[−1,1]
( inf
Ga−ε\G1+ε×[−1,1]
u)2dV ≤ ̟2·
∫
Ga−ε\G1+ε×[−1,1]
( inf
Ga−ε\G1+ε×{0}
u)2dV
≤
̟4 · ∫
Ga−ε\G1+ε×[−1,1]
(
∫
Ga−ε\G1+ε×{0}
u2dA)dV∫
Ga−ε\G1+ε×{0}
dA
≤ ̟4 ·
∫
Ga−ε\G1+ε×[−1,1]
dV∫
Ga−ε\G1+ε×{0}
dA
Thus we get L2-and hence C0-bounds on Ga−ε \ G1+ε × [−1, 1]. Using the
Carleson inequality 5.2 we can extend these to get uniform C0-estimates and
thus L2-estimates on Ga \ G1 × [−1, 1]. Hence from boundary regularity we
get uniform estimates for Ck norms on Ga \ G1 × [−1, 1]. Iteratively we
get uniform Ck-estimates on each Ga \ G1 × [−m,m] \ (−(m − 1), m − 1),
m ≥ 2, m ∈ Z. In particular any sequence in S+ has a compactly Ck−1-
converging subsequence on Ga \G1 × R.
The space S+ is non-empty : consider the (uniquely solvable) boundary
value problem on Ga \G1× [−j,m] with boundary value = 0 on ∂(Ga \G1)×
[−j,m] ∪
◦
Ga \G1× {m} and some positive function ζj,m on
◦
Ga \G1×{−j}.
First notice that the solution ψj,m is positive in the interior: consider the
family of equations
△u+ t(λH + n− 2
4(n− 1)) · |A|
2 · u = 0,
with the same boundary conditions for t ∈ [0, 1]. These problems also have
unique solutions ut and thus ut depends continuously on t. But fH > 0 in
the interior by the minimum principle for harmonic functions and assuming
there are t ∈ [0, 1] with ut(x) < 0 for some interior point x we also find a
τ ∈ [0, t] with uτ (xτ ) ≥ 0 but uτ (xτ ) = 0 for some interior point xτ (since oth-
erwise the normal derivative along the boundary does not vanish anywhere
by Hopf’s maximum principle) but in turn for uτ (xτ ) = 0 Hopf’s maximum
principle leads to a contradiction. Hence (for t = 1) we have ψj,m is positive
in the interior.
Now one can choose constants λj,m > 0 such that ‖λj,m·ψj,m‖L2(Ga\G1×[0,1]) =
1 and arguing as above we get, sending j →∞, a compactly Ck-converging
subsequence with a limit ψ∞,m, positive on
◦
Ga \G1×R<m, for the boundary
problem
△ψ∞,m + (λH + n− 2
4(n− 1)) · |A|
2 · ψ∞,m = 0 on Ga \G1 ∩ C × R≤m
with ψ∞,m ≡ 0 on ∂Ga ∪ ∂G1 ∪
◦
Ga \ G1 × {m}. Now we repeat this argu-
ment for ψ∞,m: after normalizing the L
2(Ga \G1× [0, 1])-norm to 1 we send
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m→∞ and get a limit solution ψ∞,∞ positive on
◦
Ga \G1 × R.
Knowing that the space of positive solutions is non-empty we can now
apply the Perron process to get Perron solutions πl, l ≥, l ∈ Z for the
boundary value problems on Ga \ G1 × R≥−l with boundary value = 0 on
∂(Ga \ G1) × R≥−l and ψ∞,∞ on
◦
Ga \ G1 × {−l}. Since ψ∞,∞ ≥ πl ≥ 0 we
get for l →∞ a compactly Ck-converging subsequence with a limit solution
π∞ ≥ 0. Considering the definitions of these functions and of the Perron
solution we observe from the unique solvability of the compactly bordered
problems that π∞ is the Perron solution of the boundary value problems on
Ga \ G1 × R≥−l with boundary value = 0 on ∂(Ga \ G1)× R≥−l and π∞ on
◦
Ga \G1 × {−l} and actually that π∞ ≡ ψ∞,∞.
We claim that the two solutions π+(x) := π∞(x) and π
−(x) := π∞(−x)
(which are linear independent since there is no bounded solution as is seen as
from an obvious localization argument via lemma(3.1) ) generate the space
of all solutions: To this end we check that there is a λ± > 0 such that for
any v ∈ S we have: λ+ · π∞ ≤ v on Ga \ G1 × R≥0 and that λ− · π∞ ≥ v on
Ga \G1 × R≤0.
Hopf’s maximum principle shows that the normal derivative of any non-
trivial and non-negative solution does not vanish in any point in ∂Ga ∪ ∂G1.
Since translations of solutions in S+ along R lead again to solutions in S+
we notice from the compactness of S+ that we have uniform positive upper
and lower bounds a > b > 0 for the normal derivatives in ∂Ga ∪ ∂G1 × {t})
of solutions for any t ∈ R when their L2(Ga \G1 × {t})-norm is normalized
to 1.
Thus we can choose a λ+ > 0 such that λ+ · π∞ ≤ v on Ga \G1×{0} for
any v ∈ S+ and the Perron property gives this inequality on Ga \G1 ×R≥0.
Now assume that there is no λ− such that λ− · π∞ ≥ v on Ga \G1×R≤0 for
any v ∈ S+. Then we can find a diverging series of slices (i.e. a sequence of
points tm → −∞ while m→∞) and a w ∈ S+ with
(1) m · π∞(xm) ≤ w(xm) for some xm ∈
◦
Ga \G1 × {tm}.
Since the compactness of S+ gives us uniform estimates for the normal deriva-
tives at the boundary there is some constant a > 1:
(2)
1
a
· π∞|Ga\G1×{tm}|π∞|L2(Ga\G1×{tm})
≤ w|Ga\G1×{tm}|w|L2(Ga\G1×{tm})
≤ a · π∞|Ga\G1×{tm}|π∞|L2(Ga\G1×{tm})
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Combining (1) and (2) there are suitably large 0≪ k ≪ l and a constant
c > 0 such that on the interior of the slices:
c · π∞| ◦
Ga\G1×{tk}
> w| ◦
Ga\G1×{tk}
and c · π∞| ◦
Ga\G1×{tl}
< w| ◦
Ga\G1×{tl}
But this contradicts the Perron property of π∞ on Ga \G1 × R≥tl.
Now we choose any f ∈ S+ and form F (x) := f(x) + f(−x). We claim
F ≡ c′ · (π+(x) + π−(x)) for some c′ > 0: Consider the infimum λH of all
λ > 0 with F ≤ λ · (π+(x) + π−(x)). The previous discussion shows that the
set of these λ is nonempty. If F (x) < λH · (π+(x) + π−(x)) in some interior
point Hopf’s maximum principle says the same on the whole interior and the
outward normal derivatives of λH ·(π+(x)+π−(x))−F (x) are negative every-
where. Thus for some tiny ε > 0 we still have F (x) < (λH−ε)·(π+(x)+π−(x))
on Ga \G1 × [−j, j] for some given j.
But for t → ∞ (applying again Hopf’s maximum principle) we observe
on Ga \ G1 × {t}: F/λH · (π+(x) + π−(x)) → 1 and thus on the interior
(λH − ε) · (π+(x) + π−(x)) < F (x). But repeating the argument for the exis-
tence of λ− such that λ− · π∞ ≥ v this also contradicts the Perron property
of π∞.
In particular f ≡ c′ ·π+(x) on the slice Ga \G1×{0}. But if we translate
π+(x)+π−(x) by t and use the same argument for any slice Ga\G1×{t} (not
just for t = 0) we find that f(t) ≡ c′t · π+(x) for a suitable c′t > 0. In other
words every nonnegative solution of the equation is of the form h(t) · π+(x)
and inserting gives (3):
∂2h(t)
∂t2
·π+(x)+h(t)·△Ga\G1×{0}π+(x)+(λH+
n− 2
4(n− 1))·|A|
2 ·h(t)·π+(x) = 0
Since h(t) does not depend on x we evaluate this in the interior (where
π+(x) > 0): this is a linear second order ODE with constant coefficients
∂2h(t)
∂t2
+ C · h(t) = 0. Since we already know that h(t) > 0 and unbounded
we conclude C < 0 and get the solutions
h(t) = α1 · exp(
√
(−C) · t) + α2 · exp(−
√
(−C) · t), α1, α2 > 0
Finally we want to see how C depends on a: we claim
√
(−C(a)) >√
(−C(a′)) > 0 for 1 < a < a′. To this end consider α1 = α2 = 1/2 (thus
h(0) = 1) and note ∂
2h(t)
∂t2
= −C = |C| > 0:
−△Ga\G1×{0}π+(x)− (λH +
n− 2
4(n− 1)) · |A|
2 · π+(x) = |C| · π+(x)
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Thus the solution can be described as the first eigenfunction (since it is
positive) of the Dirichlet problem for the operator△Ga\G1×{0}+(λH+ n−24(n−1))·
|A|2 being the minimizer of the variational integral∫
Ga\G1×{0}
|∇f |2 − (λH + n− 2
4(n− 1)) · |A|
2 · f 2
with over all f ∈ H1,20 (Ga \ G1 × {0}), |f |L2 = 1. We infer via Hopf’s max-
imum principle that the solution is uniquely determined (up to a multiple)
and we observe that the infimum |C|(a) of the variational integral strictly
decreases for increasing a:
This is easily seen by constructing a test function for a′ > a: take a tiny
tubular neighborhood U of ∂Ga in Ga′ \ G1 such that U can be identified
with ∂Ga×(−δ, δ) for some δ ≪ 1 (oriented such that ∂Ga×{−δ} ⊂ Ga\G1).
On this set substitute π+a (z, s), (z, s) ∈ ∂Ga× (−δ, δ) ⊂ Ga \G1 extended by
zero on ∂Ga × (0, δ) for π+a (z, 1/2 · s− 1/2 · δ).
Thus in the variational integral the integral over the |∇f |2-term will decrease
linearly whereas that over the (λH +
n−2
4(n−1)
) · |A|2 · f 2-term grows linearly in
δ. ✷
Now we turn to regular subcones of a given cone C with singular set
σ ⊂ C: this means we choose a domain G ⊂ ∂B1(0) ∩ C with compact
closure and smooth boundary such that G ⊂ ∂B1(0)∩C \σ and consider the
cone over G : C(G) := {x = t · z | t ≥ 0, z ∈ G} ⊂ C
Proposition 5.4 The boundary problem
△u+ (λH + n− 2
4(n− 1)) · |A|
2 · u = 0 on
◦
C(G) ⊂ C
with u ≡ 0 on ∂C(G) \ {0} has two generating solutions (positive on
◦
C(G))
Ψ±G(x, t) = cG(ω) · rα
±
G, α± = −n−22 ±
√(
n−2
2
)2 − µG, where µG is the first
eigenvalue for the Dirichlet problem on G.
Proof Due to the scaling invariant setting and the transformation prop-
erties of the entities within the equation we have for such a solution u that
for any b > 0 ub := u(b · x) solves
△u+ (λH + n− 2
4(n− 1)) · |A|
2 · u = 0 on Ga·b \Gb
From that on the proof is completely similar to the previous one and leads to
analogous separation of variables. Next we derive the claimed form for the
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exponent.
c(ω) solves
(CW )
(
α2 + (n− 2)α) · c(ω) + (△C∩∂B1(0) +
(
n− 2
4(n− 1) + λH
)
a(ω)2
)
c(ω) = 0
and is a Perron solution.
c(ω) is an eigenfunction of the operator △S + ( n−24(n−1) + λH)a(ω)2 with
eigenvalue µ = −α2 − (n− 2)α, and therefore
α± = −n− 2
2
±
√(
n− 2
2
)2
− µ.
Since c(ω) > 0 µ is the first eigenvalue for the Dirichlet problem on G. ✷
Corollary 5.5 Let Di ⊂ ∂B1(0) ∩C be a sequence of domains with Di ⊂
Di+1,
⋃
iDi = ∂B1(0) ∩ C.
Then we have for sufficiently large i: µDi > 0 and thus αDi ∈ (−n−22 , 0).
Proof To understand the Dirichlet eigenvalue equation on Di
(
α2 + (n− 2)α) · c(ω) + (△C∩∂B1(0) +
(
n− 2
4(n− 1) + λH
)
a(ω)2
)
c(ω) = 0
we consider the variational integral
inf{
∫
Di
|∇f |2 −
(
n− 2
4(n− 1) + λH
)
a(ω)2 · f 2dA | f ∈ H1,20 (Di), |f |L2 = 1}
and want to show that it becomes negative when i is large enough. Since
−
(
n−2
4(n−1)
+ λH
)
a(ω)2 < 0 almost everywhere, we want to find a function
which 1 in the interior of Di except for a small tube Ui around ∂Di where it
falls off to 0. However this part produces positive contributions from |∇f |2.
Thus our goal is to define such functions fi with
∫
Ui
|∇fi|2 → 0 for i→∞.
Although this is not an inductive argument it may be helpful to see the
case of isolated singularities first: assume a ball surrounding a singular point
is well approximated by a ball in a regular tangent cone C: here we take
Ui = B2−i \ B2−(i+1) and fi(x) = Fi(r) where Fi ∈ C∞(R, [0, 1]) with Fi = 0
on R<2
−(i+1)
, Fi = 1 on R>2
−i
. Since the cone has dim C > 2 we see that
Fi can be chosen such that
∫
Ui
|∇fi|2 ≤ cn · V ol(B2−i \ B2−(i+1)) · (2−i)−2 ≤
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c′n · (2−i)7/(2−i)2 → 0 for i→∞.
Now for higher dimensional singularities we start with a finite covering by
balls Bri(pi) around singular points pi ∈ Σ which are well-approximated by
balls in appropriated tangent cones Ci and chosen according to the definition
of the n − 3-dimensional Hausdorff measure. Note the n − 7-dimensional
measure of Σ is already finite and hence all higher dimensional Hausdorff
measures vanish. But we actually only need that the codimension is > 2: we
can assume
∑
j r
n−2
j < ε for any prescribed ε > 0.
Then we construct the desired cut-off function via induction on each of the
balls Brj (0) ⊂ Ci separately and take the product of the function extended
by 1 to the remainder of Di and by 0 close to the singular set.
Then using
∫
C∩∂B1(0)
|∇∏j fj |2 ≤∑j ∫Ci |∇fj|2 ≤∑j rnj · r−2j < ε we get for
large i for Di
α2 + (n− 2)α < 0 and hence µ > 0
which implies α ∈ (−n−2
2
, 0). ✷
Let C be a regular tangent cone in some point p ∈ Σ. Writing points in
C in polar coordinates, i.e. (ω, r) ∈ C where r ≥ is the distance to the tip
and ω a point in ∂B1(0) ∩ C we have
Corollary 5.6 The space of positive solutions on C is spanned by two
linear independent positive solutions f±C on C.
Every positive solution admits a separation of variables, more precisely, we
get f±C = c(ω) · rα± for some positive function c(ω) > 0, α− < α+ < 0 solving
(CW )
(
α2± + (n− 2)α±
)·c(ω)+(△∂B1(0)∩C +
(
n− 2
4(n− 1) + λH
)
a(ω)2
)
c(ω) = 0
The Perron solution satisfies ℘C = f
+
C = c(ω) · rα+with α+ ∈ (−n−22 , 0).
Moreover for n = 7-dimensional singular minimal cones there are uniform
bounds −n−2
2
< θ1 < θ2 < 0 such that for any cone α+ ∈ (θ1, θ2).
Proof The fact that there are precisely these two solutions resp. that
the exponents satisfy these estimates follows directly from the arguments in
Proposition 5.4 resp. Corollary 5.5 above. The Perron property is part of
the argument that shows that there are just these two generating functions. ✷
Finally we turn to the complementary case C \ C(G), that is a cone
shaped neighborhood of σ. Here the space of positive solutions is infinite
dimensional : the point is that the regular part of C \ C(G) ∩ ∂B1(0) is
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now an open set and we may apply the techniques of sec.3 to decrease the
eigenvalue µC\C(G) in 5.4 which is compensated from a differently chosen αG
which allows us to find a large family of positive solutions.
Corollary 5.7 The boundary problem
△u+ (λH + n− 2
4(n− 1)) · |A|
2 · u = 0 on
◦
C \ C(G) ⊂ C
with u ≡ 0 on ∂C(G)\{0} has an infinite set of linear independent solutions
(positive on
◦
C \ C(G) ⊂ C) Ψµ(x, r) = ψµ(x) · rαµ, αµ ∈ (−∞, αG).
Moreover when Di ⊂ ∂B1(0) ∩ C is a sequence of domains with Di ⊂ Di ⊂
Di+1,
⋃
iDi = ∂B1(0) ∩ C:
α∂B1(0)∩C\Di →∞ for i→∞.
.
Proof For i→∞ the domain ∂B1(0) ∩ C \Di shrinks to ∂B1(0) ∩ σ.
Thus the eigenvalue diverges. ✷
A simple but clearly important side effect is
Corollary 5.8 On a singular minimal cone C there are infinitely many
linear independent positive solutions.
Thus our aim will be to characterize a particular solution which will be
the Perron solution.
6 Uniqueness results
Using the previous special cases of strips and subcones we can now prove
the uniqueness of positive Dirichlet solutions on the (non-compact) regular
subdomains Ga ⊂ C. In terms of Martin theory this means that the Martin
boundary (at infinity) is a single point.
This will be used to derive the heredity principle leading from ℘H to ℘C .
The strategy is to show that assuming there are two positive solutions
which are linear independent we can concentrate their deviation in a small
almost cylindrical tube around ∂Ga ⊂ C and then we get a contradiction
from the potential shape of the solution on these tubes when we compare
them on tangent cones.
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Proposition 6.1 There is a unique positive solution wa (up to multiples)
for the following problem on Ga ⊂ C:
△ϕ+ ( n− 2
4(n− 1) + λH) · |A|
2 · ϕ = 0, ϕ|∂Ga ≡ 0.
We start with a little but useful observation: positive solutions of △ϕ+
( n−2
4(n−1)
+ λH) · |A|2 · ϕ = 0 on cones clearly satisfy a Harnack inequality on
any given pair of balls B ⊂⊂ B′. However what is special about this sit-
uation is that the constant in the Harnack inequality (sup u ≤ c · inf u) is
scaling invariant : with any solution v(x) > 0 on B′ we also have a solution
v(1/τ · x) > 0 on τ · B′, τ > 0 with the same (optimal) constant in the
respective Harnack inequalities as is seen from the direct transition between
solutions on B′ and on the scaled copy τ ·B′.
To get an idea of the shape of such solutions on products we start with a
proof of a weaker version of the Proposition for product cones (which actu-
ally asserts w(x, t) =W (x), i.e. w is translation invariant):
Lemma 6.2 For any positive solution w for the following problem on
Ga ⊂ C × R:
△ϕ+ ( n− 2
4(n− 1) + λH) · |A|
2 · ϕ = 0, ϕ|∂Ga ≡ 0.
we find that wa(x, t)/exp(t)→ 0 for t→ ±∞ where (x, t) ∈ C × R.
Proof We first prove the following
Claim Otherwise we observe
h1(t) · ψ1(x) ≤ wa(x, t) ≤ h2(t) · ψ2(x) with
hi(t) = α1 · exp(√κi · t)+α2 · exp(−√κi · t), with κ2 > κ1 > 0 and α1, α2 ≥ 0
such that κ1, α1, α2 depend on wa while κ2 is the same for any positive solu-
tion.
Proof The upper bound comes from the following general considera-
tion: First consider tubes Ti ⊂ G2 around ∂G1 × {i}, i ∈ Z≥0 with Ti+1 =
J(Ti) where J : C × R → C × R is the translation by 1: J(x, t) = (x, t + 1)
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such that Ti∩Ti+1 6= ∅ and note that for any positive solution φ via Harnack
inequalities (which hold for some fixed C ≥ 1):
inf
T0
φ ≥ C · sup
T0
φ ≥ C · inf
T1
φ ≥ C2 · sup
T1
φ ≥ C2 · inf
T2
φ ≥ C3 · sup
T2
φ ≥ . . .
Thus we have, let us say, on the whole strip G0.9 \ G1.1 a growth estimate:
φ(x, t) ≤ exp(k · t) · inf∂G1×{0} φ for some k ≥ 1. But this also shows that
the growth along any strip Gβ \ Gβ+1 is upper bounded by cβ · exp(k · t)
for the same k: namely, we extend the growth estimates along G0.9 \ G1.1
appending a chain of balls Br(x, 0), .., Br(y, 0) from say (x, 0) ∈ Gβ \Gβ+1 to
(y, 0) ∈ G0.9\G1.1, then we follow G0.9\G1.1 until we reach (y, T ) ∈ G0.9\G1.1
for any T ≫ 0, exit the track G0.9 \ G1.1 (at this station T ) and return to
(x, T ) using the same chain of balls translated by T . Then we get (for this
x ∈ C) a fixed constant cx > 0 such that φ(x, T ) ≤ cx · φ(x, 0) · exp(k · T )
and this holds for any T ∈ R since we always append the same two fixed
(up to translation) finite sets of balls to the chain of balls along G0.9 \ G1.1.
Since C × R becomes locally nearly flat near infinity we could actually get
approximatively the same k as in the Euclidean space and we realize that κ2
is independent of wa, a and even of C. ✷
Now for a′ ≫ a notice that wa′(x, t) := w(a′a · x, a
′
a
· t) solves the equation
on Ga′ . However in this latter case the exponent of exp will grow from κ1
to a
′
a
· κ1 while κ2 remains unchanged and this eventually violates the upper
bound.
✷
Now let us assume we have two linearly independent positive solutions φ,
Υ on Ga ⊂ C with vanishing boundary value:.
Lemma 6.3 Along any regular subcone C(G) we have a constant κ > 0 such
that for r ≥ 1 and (r, ω) ∈ R>0 ×G:
φ(r, ω) ≤ κ ·Υ(r, ω) or Υ(r, ω) ≤ κ · φ(r, ω)
.
Proof Otherwise we have a ray R>0 × {ω} with ω ∈ G and some
increasing sequence ri →∞ such that
φ(r2i, ω)/Υ(r2i, ω)→∞ whereas φ(r2i+1, ω)/Υ(r2i+1, ω)→ 0
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. With some function v(x) we know that v(λH · x), λH > 0 also solves
△ϕ + ( n−2
4(n−1)
+ λH) · |A|2 · ϕ = 0. Thus we can also say that we have two
sequences of positive solutions φi(x) := φ(r2i ·x) and Υi(x) := Υ(r2i ·x) such
that
φi(1, ω)/Υi(1, ω)→∞ whereas
φi(r2i−1/r2i, ω)/Υi(r2i−1/r2i, ω)→ 0 and φi(r2i+1/r2i, ω)/Υi(r2i+1/r2i, ω)→ 0
Using the scaling invariant Harnack inequality we infer that r2i−1/r2i → 0
and r2i+1/r2i →∞ and for any domain U with compact closure in U ⊂ C \σ
with (1, ω) ∈ U we find uniformly
φi(x)/Υi(x)→∞ for x ∈ U
But that implies that for some exhausting sequence of such domains
Ui ⊂ Ui+1 with
⋃
i Ui = C \σ Ψi(x) := φi(x)−Υi(x) > 0 on Ui and such that
on the endpoints xi, yi of ∂Ui ∩R>0× {ω} Ψi(xi) = Ψi(yi) = 0 (of course we
may assume that Ui∩R>0×{ω} is connected). Now let zi ∈ Ui∩R>0×{ω} be
chosen such that Ψi(zi) = maxx∈Ui∩R>0×{ω}Ψi(x) and consider the functions
Φi(r,̟) := Ψ(‖zi‖ · r,̟)/Ψ(‖zi‖, ω) then we get a subsequence of compactly
Ck-converging positive functions on domains Vi that still (via Harnack in-
equality) exhaust C \ σ and get a positive limit solution Φ∞(r,̟) on C \ σ
such Φ∞(1, ω) = 1 and Φ∞(r, ω) ≤ 1. The scaling invariance of the Harnack
inequality shows that Φ∞(r,̟) remains bounded along each ray R>0×{̟}.
Now recall the shape of positive solutions uG on a regular subcone C(G) ⊂
C: c(ω) · (a · rα− + b · rα−) for some a, b ≥ 0 and α− < α+ < 0. In particular
we note again that on C(G)∩B1(0) the Perron solution w for the boundary
data c(ω) along C(G)∩∂B1(0) and (although this is a void condition) 0 along
∂C(G) ∩ B1(0) has a pole rα+ . But for some suitable c > 0 we note that
c · Φ∞(r,̟) > w along ∂(C(G) ∩ B1(0)) although c · Φ∞(r,̟) is bounded
contradicting the fact that w is unbounded. ✷
Now we want to see that such inequalities still hold on Ga ⊂ C.
We start with asymptotic growth estimates for any given positive solution
φ of the described problem: solutions on regular subcones C(G) decay slower
than φ near infinity:
Lemma 6.4 Let χ be a positive solution for the following problem on
C(G) ∩Ga ⊂ C:
△ϕ+ ( n− 2
4(n− 1) + λH) · |A|
2 · ϕ = 0, ϕ|∂(C(G)∩Ga) ≡ 0.
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Then for any c > 0 with φ < c · χ in some p ∈ C(G) ∩ Ga there is an
unbounded domain D ⊂ C(G) ∩Ga, p ∈ D with
φ < c · χ on D
Proof Per definition φ > 0 while χ = 0 along ∂(C(G)∩Ga)\Ga. Thus
if the statement does not hold we can find (via Sard’s Lemma) a constant
k > 0 such that φ < k ·χ on a bounded domain U ⊂ C(G)∩Ga with smooth
boundary and φ = k · χ along ∂U . But there is no positive solution with
vanishing boundary data on U acc. Lemma 4.3. ✷
Completely similar we can derive asymptotic growth estimates by com-
parison with solutions on C \ C(G) :
Lemma 6.5 Let χ be a positive solution on C \ C(G) of
△ϕ+ ( n− 2
4(n− 1) + λH) · |A|
2 · ϕ = 0, ϕ|∂C(G) ≡ 0
Then for any c > 0 with χ < c · φ in some p ∈ C \ C(G) ∩ Ga there is an
unbounded domain D ⊂ C \ C(G) ∩Ga, p ∈ D with
χ < c · φ on D
The proof is almost literally the same as that of the previous lemma.
Lemma 6.6 For some finite κ0 > 0 we have
φ(r, ω) ≤ κ0 ·Υ(r, ω) or Υ(r, ω) ≤ κ0 · φ(r, ω)
on Ga ⊂ C.
Proof According to the previous lemma we may assume, that on any
regular subcone φ(r, ω) ≤ κ ·Υ(r, ω) for a suitable κ. Thus when we assume
that such an inequality does not hold on Ga ⊂ C we can find a sequence of
regular cones Cm ⊂ C, Cm ⊂ Cm+1,
⋃
m Cm = C and a sequence of points
pm ∈ Ga\Cm with φ(pm) > m·Υ(pm) and φ(r, ω)−m·Υ(r, ω) < 0 on Ga∩Cm.
Thus we conclude from Lemma 4.3 that there is an unbounded domain
Dm ⊂ Ga) \ Cm with pm ∈ Dm such that φ(pm) > m · Υ(pm) on Dm and
φ(pm) = m ·Υ(pm) on ∂Dm.
The growth of fm := φ(pm)−m · Υ(pm) on Dm exceeds a given polyno-
mial order ≥ rk for suitably large m as is seen from Lemma 6.4 and Corollary
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5.5. We may assume that fm(pm) = 1 and maximal on the slice of points
in Dm ∩ ∂B|pm|(0) and consider the sequence of pointed spaces (Dm, pm) and
consider the limit. Note that this is not a scaling argument: running along
branches of Ga to infinity means that (subsequences of) these pointed spaces
converge to Ga within some tangent cone which is a product cone.
The choice of pm leads to two possibilities: if pm stays within a upper bounded
distance to ∂Ga. Then we observe exponential growth in directions parallel
to ∂Ga acc. Proposition 5.3 but since it defines a function on Ga on the
tangent cone this cannot not exist: just consider two rays with different dis-
tance to ∂Ga then the exponential growth rate must coincide as is seen from a
Harnack inequality (which works with the same constants along these rays).
On the other hand Proposition 5.3 shows that the growth rate depends on
the size of the strip which could be chosen arbitrarily in this course of this
argument. Thus this case will not show up.
Thus we may assume that dist(pm, Ga) →∞, but then we get via rescaling
(by
√
dist(pm, Ga)) positive solutions on the tangent cone which is bounded
in radial direction (which does not exist as was shown in Lemma 6.3). ✷
Noting that this applies to any two positive solutions we can use the
previous result to actually derive
Lemma 6.7 For some finite κ1 > 0 we have
φ(r, ω) ≡ κ1 ·Υ(r, ω)
on Ga ⊂ C.
Proof We choose κ1 := inf{κ | φ(r, ω) ≤ κ · Υ(r, ω)}. Assume that
φ(r, ω) 6= κ1 · Υ(r, ω), then Hopf’s maximum principle shows that actually
φ(r, ω) < κ1 ·Υ(r, ω) on Ga ⊂ C. However now we can consider the positive
solution ψ(r, ω) := κ1 · Υ(r, ω) − φ(r, ω). Thus, for some finite κ2 > 0 we
have
φ(r, ω) ≤ κ2 · ψ(r, ω) or ψ(r, ω) ≤ κ2 · φ(r, ω)
on Ga ⊂ C. The definition of κ1 implies that ψ(r, ω) ≤ κ2 · φ(r, ω)
But this means for some κ3 > 0: Υ(r, ω) ≤ κ3 · φ(r, ω). Henceforth we
may assume κ3 is chosen minimal and that this inequality is strict (again
via Hopf’s maximum principle). Thus we first note that we can sharpen the
previous lemma to: for some finite κ4 > 0 we have
φ(r, ω) ≤ κ4 ·Υ(r, ω) and Υ(r, ω) ≤ κ−14 · φ(r, ω)
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on Ga ⊂ C. But since such a relation is now true for any two positive
solutions we also get a κ5 > 0 with
κ5 · φ(r, ω) ≤ κ3 · φ(r, ω)−Υ(r, ω) ≤ κ−15 · φ(r, ω).
However this is a contradiction to the minimality of κ3 and hence
φ(r, ω) ≡ κ1 ·Υ(r, ω).
✷
7 Perron solutions on tangent cones
Now we will study Perron solutions on an arbitrary singular cone C. There
are several ways to obtain (and thus characterize) ℘C also showing that ℘C
is amenable to a separation of variables.
Proposition 7.1 There is an (up to multiples) unique Perron solution ℘C .
(i) ℘C is the C
k-compact limit of a (suitably normalized) subsequence of
Perron solutions ℘C(Gρ) = cρ(ω) · rαρ on C(Gρ), where Gρ is the com-
plement of the ρ-neighborhood of σ ∩ ∂B1(0) for ρ→ 0.
(ii) ℘C = c(ω) · rα where α = limρ→0 αρ.
(iii) c(ω) solves
(CW )
(
α2 + (n− 2)α) · c(ω) + (△C∩∂B1(0) +
(
n− 2
4(n− 1) + λH
)
a(ω)2
)
c(ω) = 0
and is a Perron solution.
(iv) ℘C is the C
k-compact limit of a (suitably normalized) subsequence of
wa on Ga.
(v) There are constants −n−2
2
< θ1(n) < θ2(n) < 0 with α ∈ (θ1(n), θ2(n)).
Proof (i) − (iii): The existence proof showing that the Ck-compact
limit of a (suitably normalized) subsequence of Perron solutions on C(Gρ)
Ψ+Gρ(x, t) = cGρ(ω) · r
α+Gρ , α+ = −n−22 +
√(
n−2
2
)2 − µGρ , where µGρ is the
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first eigenvalue for the Dirichlet problem on Gρ for ρ→ 0 is actually a Perron
solution ℘C = c(ω) ·rα uses that c(ω) is Perron: the equation for ℘C becomes
∂2℘C
∂r2
+
n− 1
r
∂℘C
∂r
+
1
r2
△C∩∂B1(0)℘C +
(
n− 2
4(n− 1) + λH
)
a(ω)2
r2
℘C = 0,
where △C∩∂B1(0) denotes the Laplacian on C ∩∂B1(0) and thus, substituting
℘C = c(ω) · rα, we see that the equation has a form that allows to repeat
the arguments from Lemma 4.8. (By induction c(ω) also converges to ∞ in
C ∩ ∂B1(0) ∩ σ which allows us to ignore (α2 + (n− 2)α) · c(ω).)
(
α2 + (n− 2)α) · c(ω) + (△C∩∂B1(0) +
(
n− 2
4(n− 1) + λH
)
a(ω)2
)
c(ω) = 0.
Now the Perron property of c(ω) can be seen completely similar as in Lemma
4.8. From that we will consider neighborhoods Vε of ∂B1(0)∩σ in ∂B1(0)∩C
and take full dimensional neighborhoods C(Vε)∩BR+ε(0)\BR−ε(0) to readily
check that ℘C has the Perron property for all points in σ \ {0} with respect
to this neighborhood. (For 0 we can just take a distance ball.)
(v) follows from Corollary 5.5 and the compactness of the space of singular
cones.
Next, we prove that ℘C is the unique Perron solution (up to multiples).
Let v > 0 be another Perron solution, then (the argument of) 6.4 and the
scaling invariant Harnack inequality show that along any ray in C v has the
same asymptotic growth rate as ℘C . In particular near infinity it converges
to zero. As in 6.3 we infer that, say, v ≤ c · ℘C , for some cG > 0 for any
regular subcone on C(G) ∩ (C \ B1(0)). If this inequality does not hold ev-
erywhere on C(G)∩(C \B1(0)) we argue acc. 6.5 that we get a contradiction
to the existence of solutions acc. 5.7 that converge to infinity. But then we
can turn around (now considering Br(0) ∩ C and argue via Perron property
that the inequality also holds everywhere on C. As in 6.7 we conclude that
℘C and v are equal up to a multiple.
Finally we check (iv): To see that ℘C is the C
k-compact limit of a (suit-
ably normalized) subsequence of wa onGa it suffices according to the previous
argument to see that this limit has the same asymptotic growth rate near
infinity as ℘C .
We choose some fixed ball B ⊂ B ⊂ G1 ⊂ C \ σ normalize wa to
|wa|L2(B) = 1, for a ≥ 1 and compare them with the Perron solutions (L2-
normalized on B) on C(Di), where Di ⊂ ∂B1(0)∩C is a sequence of domains
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with Di ⊂ Di ⊂ Di+1,
⋃
iDi = ∂B1(0) ∩ C for i → ∞. Running through
the i’s we see that 6.4 implies that for each a wa has the same asymptotic
growth rate near infinity as ℘C . ✷
The estimate α < 0 means that the cone will become in a sense acuter
when being deformed with c(ω) · rα moreover there are some important geo-
metric properties:
Lemma 7.2 Let C ⊂ Rn be a cone and g the induced metric on C. Then
C equipped with the metric g˜ := (c(ω)rα)4/n−2 · g is again a cone (although
not embed) with finite distance between 0 and any other point of C:
(C, g˜) is isometric to any of copy scaled around 0 and can be reparametrized
as c(ω)4/n−2 · gR + r2 · g∂B1(0)∩C and the scalar curvature in a point (on the
ray (ω, t) ∈ C) with new distance ρ to 0 is equal to 4(n−1)
2|α|
·λH ·c(ω)4(n−3)/n−2 ·
a(ω)2/ρ2.
Proof We first note that (rα)2/n−2 for −n−2
2
< α is integrable on R+
and therefore the distance between 0 and any other point of C remains finite.
Moreover, a conformal deformation with a function of the form rβ gives a
conical metric on C again: the radius resp. the distance of ∂Bt(0) to 0 in
the transformed metric is t1+α·
2
n−2 resp. n−2
2|α|
· t1+α· 2n−2 .
Thus, we can restrict to deformations only depending on ω: g˜ = c′(ω) · g.
Let f : C → C be the map (r, ω) 7→ (λHr, ω). Of course g has the
property f ∗g = λ2 · g but in fact, g˜ shares this property:
(f ∗g˜)(r,ω)(X, Y ) = c
′(f(r, ω)) · g(f(r,ω))(df(r,ω)X, df(r,ω)Y )
= c′(ω) · f ∗g(X, Y ) = λ2 g˜(X, Y ).
Also the cone shape of C gives |A|(ω, r) = a(ω)/r
λH · a(ω)2/r2 = n− 2
4(n− 1)scal(c(ω)rα)4/n−2·gH(ω, r) · (c(ω)r
α)4/n−2
Thus for ρ = n−2
2|α|
· c(ω) · r1+α· 2n−2 we get
n− 2
2|α| · λH · c(ω)
4(n−3)/n−2 · a(ω)2/ρ2 =
n− 2
4(n− 1)scal(c(ω)rα)4/n−2·gH
(
ω,
(
2|α|
n− 2 · c(ω)
−1 · ρ
)1/1+α· 2
n−2
)
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where the right hand side is the new scalar curvature in a point (in the ray
(ω, t) ∈ C) with new distance ρ to 0. Thus if we rewrite this equation after
arc-length reparametrization (i.e. choosing new coordinates) we get
4(n− 1)
2|α| · λH · c(ω)
4(n−3)/n−2 · a(ω)2/ρ2 = scal(c(ω)rα)4/n−2·gH (ω, ρ)
✷
When we look at the expression for the scalar curvature we notice that
scal ≥ 0 but it is zero in those places where |A| = 0. Using the conformal
deformation tools of [L3] sec.2-3 we can slightly modify the geometry: as in
the discussion of funnel sets in sec. 2 above we know that the zero set of |A| is
surrounded by a region with lower boundedly increasing |A|. This is true on
∂B1(0)∩Ga∩C for each cone C for any a > 0. And the definition of Ga shows
that these lower bound a re uniform on the space of all minimal cones. Thus
what we do is simply us the amount (=4(n−1)
2|α|
· λH · c(ω)4(n−3)/n−2 · a(ω)2/ρ2)
of positive scalar curvature close to |A|−1(0) and conformally deform C on
a uniformly small neighborhood of |A|−1(0) to a new one shifting positive
scalar curvature to |A|−1(0) decreasing along the border of the neighborhood
keeping the scalar curvature positive everywhere and respecting the cone
shape.
Lemma 7.3 Let (C, g˜) be an abstract cone with scal(C,g˜) =
4(n−1)
2|α|
· λH ·
c(ω)4(n−3)/n−2 · a(ω)2/ρ2. Then we can conformally deform the metric g˜ to
some cone metric g˜∗ with scalg˜∗(ω, ρ) ≥ ιH/ρ2 on G1 for some ιH > 0 which
is independent of the singular cone C ∈ T H .
After some additional reparametrization the metric g˜∗ is again of the same
form c˜(ω)4/n−2 · gR + r2 · g∂B1(0)∩C
(Acc. [L3] the scalar curvature of an overlapping collection of such de-
formations from different tangent cones can still estimated (from below) for
upper bounded intersection numbers (Besicovitch coverings)).
8 Bridges between H and its tangent cones
Now we want to prove that ℘H induces precisely ℘C on its tangent cones.
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We already know that there is (up to multiples) only one positive solution
on each tangent cone C which is Perron and that arises as a limit of Dirichlet
eigenfunctions on Ga ⊂ C for a → ∞ resp. for an exhausting sequence of
regular subcones. ℘H can be characterized in the same way and we want to
exploit this fact to prove that ℘H induces ℘C .
Although wk·a induces precisely wa on each tangent cone for k → ∞ the
fact that ℘H induces precisely ℘C is not an immediate consequence since we
can only estimate how fast wa converges to ℘C on C whereas a priori this
convergence could be that slow on H such that ℘H induces a function with
a higher order singularity in 0 than that of ℘C . However a combination with
the freezing effect described in and before 2.5 can be used to derive some
telescope argument.
We start with a simple but important observation: consider a solution
f = c(ω) · (η− · rα− + η+ · rα+), for some η± ≥ 0 on C. Now, around 0, we
zoom in, that is, we consider f(γ · x) for some γ < 1 and compare it with
f(x)
c(ω) · (η− · (γ · r)α− + η+ · (γ · r)α+) = c(ω) · (η− · γα− · rα− + η+ · γα+ · rα+)
Compare the ratio of the coefficients for f(x) and f(γ · x) (for, say, η+ > 0):
since α− < α+, we get η−/η+ < γ
α− · η−/γα+ · η+
In other words: For any linear combination of the two typical solutions,
zooming around 0 and rewriting the solution in the scaled picture we find the
coefficient of the Perron solution decreases rapidly (to the power of α−−α+)
relative to the coefficient of the other generator.
Thus normalizing local L2-norms we get for any positive solution f = c·℘+g,
c > 0 where g has a lower asymptotic growth rate near infinity than ℘C :
f(γ · x) converges for γ → 0 Ck-compactly to ℘C .
Thus, and we call this a Perron recovery process ,if we follow any positive so-
lution on a cone that contains a non vanishing contribution from the Perron
solution we can run along any ray in C to infinity and observe that (mod-
ulo scaling) the function eventually approaches the Perron solution. Finally
note that wa has the same asymptotic growth rate near infinity as ℘C which
characterizes ℘C as the Perron solution on C thus this recovery process can
clearly be applied to wa. Now can prove
Proposition 8.1 ℘H induces precisely ℘C on any tangent cone C.
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Proof We choose a p ∈ Σ and recall the freezing property 2.5 and 2.6: For
any δ > 0 and any triple R≫ 1≫ r ≫ a > 0 we can find a small ηδ,R,r,a > 0
such that for every η ∈ (0, ηδ,R,r,a) there is a tangent cone Cηp such that the
corresponding part of η−2 · H can be written as the graph of a function gη
over Cηp ∩ BR(0) \ (Br(p) ∪ Va(σηp)) such that |gη|Ck < δ.
Now we fix a tangent cone C. By definition this cone appears for a se-
quence depending on C rn → 0, n → ∞ as a δ-approximating (in the sense
detailed above) tangent cone for Brn(p) scaled by (rn)
−2. And this also holds
for all intermediately appearing tangent cones different form C.
Fixing the radius r1 we know that for a → ∞ wa on r−21 ·H in the part
of H identified with C ∩ BR(0) \ (Br(p) ∪ Va(σηp)) by δ-approximation Ck-
converges to ℘H . Now we can choose an →∞ such that this approximation
℘H by wan but also by the induced (at this point not yet understood) function
on the cone on this fixed part is already very fine and such that Ga ∩Brn(p)
converges for n→∞ after rescaling to G1 ⊂ C. Thus in this region we know
that wan is approximates ℘C on C but also wan approximates wan on H .
If C were the only, that is a unique, tangent cone for H in p we could now
argue directly that on the part ofH identified with C∩BR(0)\(Br(p)∪Va(σηp))
℘H induces ℘C .
In general we claim we can find δ ≪ 1 and radii R≫ 1, r ≪ 1 such that
we can use the following telescope argument to estimate the growth of the
function induces on C by ℘H : the freezing effect also says that the variation
of tangent cones slows down while approaching p ∈ Σ. That is there are
arbitrarily large regions where two different cones δ-approximate. Thus we
start with wa on Ga ⊂ C and now run - leaving p - through the family of
approximating cones. Starting from C there is such a cone C1 and we use
wa to induce locally a solution on C1 (i.e. transition from C to H and from
H to C1). This function differs from a entire solution i.e. one that is defined
all over C1 by an arbitrarily small C
k-norm amount (which is uniform for all
cones via compactness): namely using the compactness of T H ⊂ Cn we can
repeat this argument for finer approximations (closer to p and after rescal-
ing) we observe that there is an exhausting sequence of regular domains in
C1 and the sequence of functions defined on these domains converges to an
entire solution on C1.
Now we trace this induced function on C1 to infinity, and observe that even-
tually the asymptotic growth rate is at most that of wa on C.
The idea is to iterate these cone transitions until we reach the part fixed
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above. If we can manage that the effect of the recovery process (over)compensates
the perturbation of the growth rate during cone transitions we can clearly
argue via growth rates that ℘H eventually approaches ℘C on the previously
fixed part (and to any degree when this presently fixed part is chosen closer
to p which is the claim).
Thus we have two repelling effects: the spoiling effect for the growth rate
arising from the transition from C to C1 and the approximation by an entire
solution on C1 and on the other and the recovery process provides an aid to
reproduce the desired growth rate.
The freezing effect shows that the recovery process eventually (close to
p) dominates: start with wa on C wait until far away from ∂Ga the growth
rate is that of the Perron solution ℘C up to a tiny ε > 0 (say bounded by
c(ω) · rα±ε. Consider the induced function on C1 it may have the growth rate
of ℘C up to 2ε. However it can be assumed to be close to an entire solution
induced from wa on C whose growth rate near infinity in C1 is again that
of ℘C . Thus we wait until for the induced solution on C1 the growth rate is
again that of the Perron solution ℘C up to ε > 0.
The distance between the region where a tangent cone receives a part of
a solution from another cone from the transition and the region where the
recovery process reproduced the ε-variation from the growth of the Perron
solution is uniformly upper bounded using the compactness of T H ⊂ Cn.
Thus for a sufficiently small starting radius r1 this process shows that ℘H
eventually approaches ℘C to any desired degree of accuracy. ✷
As a certainly expects but not yet discussed consequence of this argument
we notice that the Perron solutions on all tangent cones in a given point p ∈ Σ
have the same growth rates.
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