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1. SOME INTRODUCTORY 
REMARKS 
In the thirties, Leontieff type models were invented. These models are based on a concept of 
sector, production sector, etc. This concept was introduced to overcome substantial difficulties 
presented by a huge amount of data which is to be processed. A natural impact of properties of 
the concept of a sector was the appearance of another concept--aggregation. 
The following interpretation is quite easy to visualize. A product is produced and consumed 
either in production of other goods or in the consumer's basket. Each product can be described 
as a sequence of operations and some indices. It is an easy matter to consider classes of goods 
having most of the characteristic operations and indices in common. Such a classification was 
defined as belonging to a particular sector. Thus, instead of investigating particular goods, the 
economists considered the appropriate sectors of goods. On a mathematical model, we are thus 
witnessing a procedure called aggregation. We then may have not only aggregated goods, but 
even aggregated sectors, etc. 
Once the concept of aggregation had been introduced, it has been appropriately generalized 
and broadened. Today, we can say that mathematical models offer quite a large number of very 
efficient algorithms for finding numerical approximations of aggregation type to a broad spectrum 
of problems. 
A rigorous mathematical investigation ofsome of the algorithms was begun in the 1940's. How- 
ever, only very few and rather elementary convergence r sults existed before the appearance of 
the multigrid techniques. Then, it was recognized that aggregation/disaggregation typemethods 
belong to a class of multilevel methods, and some fundamental results have been established by 
methods imilar to those utilized in multigrid theories. 
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Some names hould be mentioned. First, the founder of the idea of the sectorial approach was 
W. W. Leontieff. Actually, Leontieff lived and worked in Soviet Russia before he emigrated to 
America. His methods and results were banned on order of some high Communist authorities. 
There are rumors that even Stalin was personally involved in preventing Leontieff's ideas from 
becoming a tool of specialists in the field of economics. Thus, Leontieff emigrated and lived in 
the United States, where his school grew and for a long period of time was one of the leading 
institutions, directing world scientific investigations. In this connection, J. von Neumann should 
be mentioned, and also his coworker, O. Morgenstern. 
Mathematical foundation of aggregation type methods were given in some important articles 
and monographs [1]. However, substantial progress can be traced only in recent years, as we 
mentioned already, in connection with the multigrid methodology. 
Another discipline where the method of averaging has been invented and successfully applied 
is reactor physics--today, a profane "unecologicar' direction of nuclear physics. More generally, 
the idea of averaging (aggregating) is very natural in the theory of transport of particles, and in 
particular in reactor physics. Here, a quantity of interest--density of particles--is a function of 
space as well of velocity variables. Actually, any discretization fvelocity variables can be viewed 
as a kind of aggregation. In this example, we can see again that any aggregation procedure should 
be led by some physical intuition. Imagine, e.g., that we aggregate very high energies (velocities) 
with very slow ones. What will the aggregated velocity describe then? 
In fact, there is one very rough aggregation of the velocity dependence of the neutron flux 
i.e., density of neutrons, and namely, the so-called one velocity group diffusion approximation 
invented by E. Fermi. This means that the whole velocity spectrum is aggregated to just one 
velocity average. Fermi was aware of the fact that such a model was too simple and supplied us 
with his two-group diffusion approximation theory, which he called the theory of neutron growing. 
Today, after Chernobyl, everybody knows the basic principles of nuclear eactors. From a 
mathematical point of view, the models used in projecting reactors and models designed to 
utilize reactors as power stations lead to boundary value problems with very highly oscillating 
data. This, together with the complexity of the shape of the reactor body, causes anonsmoothness 
of the particle density function, and serious difficulties in computations follow. 
It was also Fermi who invented another type of averaging--aggregation of the data with respect 
to space variables. Such an aggregation today carries the name of homogenisation. 
In fact, both Fermi's aggregation methods, aggregation ofvelocity variables, as well as aggre- 
gation of space variables, can be viewed as particular cases of an abstract multilevel procedure--- 
aggregation/disaggregation iteration procedure [2]. Some ideas of a theory of aggregation proce- 
dures are contained in this paper. 
It should be noted that although the remarks made in the beginning of this section concern 
the history of a discipline which is not popular anymore, the methods of averaging invented by 
Fermi are still alive indeed, and they are applied in most of the problems with highly oscillating 
data such as composite materials, etc. 
There exist many algorithms of aggregation/disaggregation type.However, convergence the- 
ory still has not been elaborated. Again, some names of those who contributed to the field of 
aggregation should be mentioned. It is clear that the following list cannot be considered as ei- 
ther complete or representative. We mention these specialists because we have been influenced 
by their work essentially. They are F. Chatelin, M. Haviv, H. D. Kaafety, M. A. Krasnoselskii, 
U. R. Krieger, C. D. Meyer, W. L. Miranker, P. J. Schweitzer, G. W. Stewart, and W. J. Stewart. 
In particular, we mention two scientists whose results activated our interest in the topic of aggre- 
gation, J. Mandel and B. Sekerka. Their local convergence theory of aggregation/disaggregation 
iteration method for approximate solving equations of the type 
x=Az+b,  bET~ N, A=(ajk),  ajk >_0, bj >0, j , k= l , . . . ,N ,  (1) 
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belongs to the most profound works in the field [3]. A very nice idea of transferring the problem 
x=Bx,  Hxl l l=l ,  xj>_O, bjk>_O, j , k= l , . . . ,N ,  
into (1) with some suitable A and b belongs to J. Pol£k [4]. 
In the example of numerical construction of stationary probability vectors of a stochastic 
matrix, we are going to demonstrate some fundamental ideas of the aggregation theory. 
2. SOME EXAMPLES 
EXAMPLE 2.1. Let d > 1, N > 1 be integers. Let £ =/:2(0, 1) × -.. ×/:2(0, 1). (N times) and 
/C -- £~_(0, 1) × . . .  x/ :2(0,  1). Consider the system 
Lu = Bu, (2) 
where 
L -- diag{L1,.. . ,  LN}, 
with 
d 
0 (DjO--~-uj~ + ajuj in G C T~ d, 1 < d < 3, V" Ljus \ ox, / 
l= l  
with the boundary conditions 
u s = 0 on OG, 
where G is a bounded omain and 
B= ajk • 
Here, DS, aS, ask, j ,k  = 1, . . . ,N ,  are piecewise smooth (constant) functions and A is an 
eigenparameter; moreover, 
O < D < Ds, O < a s, O < ask. 
Since the data DS, aj, ask depends upon some parameters Pl, . . . ,PM generally different from 
the space variables, the problem appears to find a combination p~,...  ,P~4 in order to achieve 
the situation that the principal eigenvalue A0 = A0(p~,... ,p~) becomes 1. This is the so-called 
criticality problem of reactor physics; the parameters p~,...  ,p~ are called critical. Here, a 
principal eigenvalue is an eigenvalue of the problem to which there corresponds an eigenvector- 
function whose components are nonnegative within G. Computations of that kind are needed 
not only for projecting new reactors, but also for regular safety computational checkings in the 
process of exploitation of power stations. 
It is well known that Lfl/:2+(O, 1) C /:2(0, 1), and hence, TIC C tC, where T -- L- lB .  Since 
L -1 is compact and B bounded, T is compact also. Moreover, T can be shown u0-positive [5]. 
It follows that the dual operator T' possesses a strictly positive eigenfunctional 5'. Therefore, 
the problem of finding an eigenvector corresponding to the principal eigenvalue with critical 
parameters i equivalent to the problem of constructing an eigenvector corresponding to the 
value 1 of a lC-Markov type operator [6] 
T -- T(p~,..., P'M). 
REMARK 2.1. It is easy to see that if some suitable operators are allowed in place of L and B in 
Example 2.1, we get a rather general class of problems to construct eigenvectors corresponding 
to value 1. 
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Let us mention as operator L the transport type operators [7], and as B a scattering operator 
with a nonnegative indicatrix S, 
(Bu)(x,v)  = fvS(x ;  v, v')dv',  
where 1; C 7~ 3. 
EXAMPLE 2.2. [8-10] Let £ = ~-~g and/C = 7~+ N. We consider the problem of finding w such 
that 
T(w)w : w, (3) 
subject o the condition 
~(w) : [w, e'], (4) 
where T(w),  an N x N matrix depending upon w, is given via a functional/~ =/~(w) by 
1 
T(w) = r(Y) +/3(w)r(W) (V +/~(w)W),  
where V = (vjk), W = (wjk) axe nonnegative, i.e., Vjk >_ O, Wjk >_ O, j , k  = 1 , . . . ,N ,  r(C) 
being the spectral radius of the N x N matrix C. Moreover, ~(w) = p(13(w)), where p is a given 
function of/~ and 0 ~ e' E (T~N) ' is a given element for which [T(w)]'e' = e', where [T(w)]' is the 
dual operator with respect o T(w). Furthermore, it is assumed that limt-~0+ j3(tw) = I~o > O, 
limt-~+c~ (tw) = O, ~(x) ~ 0 for x E 7~,  x ~ 0, and for every w E 7~ n +, w ¢ 0, there exists 
a(w) such that ~(w) =/~(a(w)e), where e • Int (T~ N) = {z • 7~_: (z)j > O, j = 1,.. .  Y} .  
We can define the following algorithm. 
ALGORITHM 2.1. Let e > 0 be a given tolerance. 
1. Choose w0 and put k -- 0. 
2. Find a solution wk+l to the problem 
T(wk) wk+l = wk+l. 
3. Normalize Wk+l so that 
[wk+l, e] = ~(wk). 
4. Check whether 
_> ~ (NO), 
I~(~k+l) - a(~k)l < ~ (YES). (5) 
5. If NO in (5), then let k + 1 --* k and GOTO 2. 
6. If YES in (5), then GOTO 7. 
7. Let 
~3 : Wk+l  
and STOP. By definition, ~b is the final approximation to the true solution. 
REMARK 2.2. As we see, the main step in this algorithm consists of repeated computing of an 
eigenvector f a stochastic operator corresponding to the value 1. The convergence proof is given 
in [11] under the hypothesis that the problem (3),(4) possesses a unique solution. 
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3. AGGREGATION/DISAGGREGATION ITERAT IVE  METHOD 
3.1. An  Abst ract  Approach  
Let £ and 9 v be Banach spaces partially ordered by some closed normal generating cones K: 
and 7-/, respectively (for definitions and basic properties, see [12]). 
Let ~) = {x E K: : Rx E 7-ld}, where 7-/d denotes the dual interior of 7-l. 
We assume that there are given two maps R and S(x) ,  Vx E 7) 
R:E  ~. ,  ~, 
S(x)  : ~ ~ g, for all x E :D, 
such that 
z = RS(x)z ,  for all z E ~" and for all x E 7:), (6) 
and also that 
P(x )x  = x, for all x E 7:), (7) 
where 
P(x )  = S(z )R ,  for all x e V. (8) 
The following algorithm is designed to provide approximations to eigenvectors of Markov type 
operators B corresponding to eigenvalue 1 (stationary probability vectors) 
Bx - x, Ix, e'] = 1. (9) 
Let T be another Markov type operator such that 
x = T¢  = Bx,  (10) 
for every x E K: such that relations in (9) hold. 
ALGORITHM 3.1. Let T E B(g) be a K-irreducible Markov type operator [6]. Let e > 0 be a 
given tolerance, t > 1 a positive integer, and let x0 E K: d be a chosen element. 
Step 1. Set 0 --~ k. 
Step 2. Construct he operator 
TA(zk)  = RTS(xk) .  
Step 3. Find the stationary probability vector 5k, i.e., the unique solution to the problem 
TA(xk)z,k = z,k, (ii) 
[~, e;l = i, (i2) 
where 
~ = [S(xk) ] '~ ' .  
Step 4. Disaggregate by setting 
vk+l  = S(mk)~k.  
Step 5. Let 
Yk = TtVk+l 
and 
1 
zk+l -  [~?k, ~,]~?k. 
Step 6. Test whether 
IlXk+l -- xkll < ~. 
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Step 7. If NO in Step 6, then let 
k+l~k 
mad GO TO Step 2. 
Step 8. If YES in Step 6, then 
Xk+ 1 = T, 
and STOP. 
In Step 3, the existence of a stationary probability vector on the aggregated level is required. 
To this purpose, we have the following lemma. 
LEMMA 3.1. Besides the hypotheses (6) and (7), let the following requirements be fulfilled: 
R~ C ~,  (13) 
S(x)7-l C ]C, for a11 x E 79, (14) 
and 
[P(x)y,&'] -- [x,&'], for all x E 79 and y E lC. (15) 
Then, T.a(x) is a Markov type operator with the element ~' = [S(x)]'&'. 
A uniqueness result concerning the stationary probability vector in the above lemma is guar- 
anteed by the following lemma. 
LEMMA 3.2. Besides the hypotheses (6),(7),(13),(14) and (15) let 
X E ](~d, K~ d C 79, (16) 
Vy E lC, P(z)y >_ y. (17) 
Then, T E B(~) being lC-irreducible, implies TA(x) to be ?-l-irreducible. 
We see that in order to obtain an effective method for computing stationary probability vectors 
based on Algorithm 3.1, some effective methods of computing appropriate objects on the coarse 
level are needed. Some possible candidates to this purpose are described in [6,13]. 
Our aim is to show the convergence of Algorithm 3.1. Since the convergence proof is based on 
the possibility of reducing the original eigenvalue problem to a problem with a right-hand side, 
we present a result covering the corresponding in a sense auxiliary result. 
REMARK 3.1. The reduction mentioned above is to be understood as an identification of the iter- 
ative sequence defined by Algorithm 3.1, with another sequence defined by Algorithm 3.2 aimed 
at producing approximations to solutions of an equation with some zero-convergent operator 
VEB(C) ,  V~:c~: ,  r (V )< l ,  
and a right-side b E/C, 
x-Vx=b.  
These objects can be found theoretically; however, they do not appear explicitly in the com- 
putational procedures, and hence, their knowledge is not needed for obtaining the required ap- 
proximate solutions. Some details can be found in [12]. 
ALGORITHM 3.2. We assume that a vector b E ]C and an operator V E B(C) are given such that 
VIC C IC and r(V) < 1. Let 
u* = Vu* + b. (18) 
Step 1. Set 0 -* k. 
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Step 2. Construct the operator 
y~(u~) = RYS(uk). 
Step 3. Find the unique solution to the problem 
5k - VA(uk)hk = Rb, (19) 
where 
~ = [s (uk) ] '  ~'. 
Step 4. Disaggregate by setting 
Vk+l = S(uk)~k.  
Step 5. Let 
?~k+l : YVk+l  
and 
Uk+ l = ~k -[- b. 
Step 6. Test whether 
I l u~+l  - ukl l  < ~. 
Step 7. If NO in Step 6, then let 
k+l~k 
and GO TO Step 2. 
Step 8. If YES in Step 6, then 
Uk+ 1 -~- ~* 
and STOP. 
THEOREM 3.1. [12] Let R • B(E, ~),  RIC C 7"l and let S(x) • B(~, C), S(x)TI c IC for every 
x • D. Let W C £ be a Banach subspace such that IIx[le <_ rllx[[w for some r > 0 independent 
of x. Let 
O#D= {z•K:nW:Rz•~ ~} 
be a W-open set such that the solution u* = Vu* + bu* • •. Let S = S(x) be W-continuous for 
MI x • D, and let (6),(7) hold for a/1 x • :D and let (15) be satisfied. Let r(V4(x)) < 1 for all 
x • Z). Moreover, let 
VS(x) [ Iy  - V.4]-I Rb + b • 13, 
whenever x • l). Let there be a positive number 13 such that 
r(J(u*)) </3 < 1, (20) 
where 
J(u) = VI I  - P(u)V] -1[I - P(u)]. (21) 
Then, the iterative aggregation method defined by Algorithm 3.2 is W-convergent, i.e., there 
exists a W-open neighborhood l o[ u* such that 
lira I[uk - u*ll = O, for any u0 •/d, (22) 
k--*oo 
where 
u* = Vu* + b. 
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The speed of convergence is characterized by the estimates 
where p = r( J (u*))  + 71 < 1, with some 71 > 0 and ~ independent of  k. 
Let us assume that there exists a strictly positive element w' E/C ~, such that 
[P(x)]' w' = w;, for all x E 7). (23) 
The convergence of the sequence {zk } generated by Algorithm 3.1 can be shown by transfer- 
ring the problem B5 = 5, [5, 5;] = 1, to another problem with a right-hand side source term 
x - Vx  = b, where V E B(C) and b E 1C C C are to be found to satisfy the following relations: 
Bx = Vx  + [x, 5'] b, 
VIC C IC, r (V)  < 1, (24) 
T = V + CR( I -  V), 
with some C mapping ~ into E. 
REMARK 3.2. An important example for which the validity of relation (23) holds, as well as 
appropriate choice of V and b for a suitable auxiliary problem, will be described in Section 3.2. 
A convergence proof for aggregation/disaggregation iteration methods generated by Algo- 
rithm 3.1 is given in [12, Theorem 3.7] under rather general conditions. We give another proof 
for the finite dimensional case independent of the result of [12] just mentioned. 
Let g be a Riesz space; that means that C is a Banach space ordered by a cone ]C which is 
a lattice cone, i.e., x V y = sup {x, y} E K:, whenever x, y E /C. We check easily that x A y = 
inf {x, y} E/C and denote [x[ = x + + x - ,  where x + = sup {x, y) and x -  = sup{-x,  0}. 
Let us denote 
w = 5' e K' (25) 
the element fulfilling (15). 
Define 
I]x]]w = [Ix], w], for all x E £. 
Let V E B(E), V/C C K. Then, 
,f v' l } 
IIVll,  = sup [ [ixl,w ] :x  E g , 
where V; E B(E;) denotes the dual of V. 
It follows that 
[[V[[w= inf {aE~l : (aw-V 'w)  E/C;}. (26) 
If (23) holds, then we easily deduce that ][P(x)[]w = 1, and if []V[[w < 1, then 
lle(x)Vll~ _< IlVll,~. (27) 
For 
J (x )  = J (x,  V) = V [I - P(x)V]  -1 ( I  - P (x ) )  
we derive that 
211Vll~ Vx • 7). (28) 
IIJ(z)ll~ __ I - I lVl l~' 
We can summarize our considerations in the following theorem. 
Iterative Aggregation/Disaggregation Method 35 
THEOREM 3.2. Besides the hypotheses of Theorem 3.1, let C be a Riesz space such that the 
norms [[.[[w and II.ltw are equivalent. Let 
1 
IIVH,v < ~. (29) 
Then the aggregation/disaggregation iterative method defined by Algorithm 3.2 is globally 
convergent for every u ° E 2) to fc = B~ = 1~ = T~, [5, ~r] = 1 and its error can be estimated by 
Ilu(k> - ~ll~ <- ~kllu(°) - ~llw, (3o) 
where 
,~ < 211Vll~ 
- 1 - I lV l l~  
Relation (28), as well as its consequences, are well known for the matrix case (see, e.g., [3]). 
The validity of relation (28) will become useful in deriving a novelty-fast global convergence of
Algorithm 3.1. 
3.2. S tochast ic  Mat r i ces  
Let £ -- 7~ N, K: = T~ g and 
(:00 0 
B=E G1 El 0 E-C (31) 
p 0 Fp 
be a block representation f column stochastic matrix 
N 
B=(b jk ) ,  bjk>_O, ~b jk=l ,  k= l , . . . ,N ,  
j= l  
in which the diagonal blocks Fj, 1 _< j < p are column stochastic and irreducible, while Go is 
zero-convergent, i.e., r(Go) < 1, E being an N x N permutation matrix. 
Let t be a positive integer such that 
has its diagonal blocks corresponding to (31) strictly positive. It is well known that we may 
choose t = max{tj : 1 <_ j < 1)}, where tj <_ N3 - 1 and where Nj denotes the size of Fj in (31) 
v (see [14, p. 26]). Let N0 be the dimension of Go, Y'~j=o Nj = N. 
LEMMA 3.3. Let B be a column stochastic matrix with /) given in (32), and let y be any 
stationery probability vector of B, i.e., y E ~ satisfies 
By=y,  [y, e( N)] = l, yET~ N (33) +,  
where e(N) E T~ N, e(N) y = (1, . . . ,  1). 
Then, for every 7? > O, there exists a matrix V n with nonnegative entries such that for every 
stationery probability vector y of B, there is a vector b(y) E T~N+ such that 
Ty = B~y = Vny + b(y), (34) 
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and 
r(v,) = v. (3s) 
Moreover, relation (33) holds if and only if 
y = (I - V r / )  -1  b(y). (36) 
PROOF. See [12]. 
To construct he communication operators R and S(x), we consider £ = 7£ N and ~" = 7Z n. 
Let w e 7Z N with wj > O, j = i , . . . ,  N be fixed. 
Let us specify the communication operators R and S(x) in terms of their elements. 
Let G be a map of {1,.. .  ,N} onto {1,.. .  ,~}. We define 
Z xjwj. (37) 
G(j)=y 
We see that up to permutations EN 6 B(TZ N) and En • B(TZn), 
[E,]q-REN = 
• Wn,nn_  1 +1 Wn,nn  
or, if we let 
then, 
R = En  • 
0 
Similarly, for x E ~ = {x E 7£ N : Rx 6 Int ~} and z 6 7~ n, 
xj 
(S(x)z)j = ~-~ z~, (38) 
or, equivalently, 
S(x) = EN (Rx)7 0 
• X ' . .  ETn, 
0 (Rx)v 
where 
xin =(xnj_ l+l , . . . ,Xn~),  j= l , . . . ,n .  
It follows that 
P(x) = S(x)R = ETN Xp, W-Tn En. 
Obviously, since Wf(Xn~/(Rx)y)  = Ins, we have 
RS(z) = ETnEn = IN. (39) 
Using the above notation, we check easily that 
[P(x)]q-w = w, for all x • :D, (40) 
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and 
/ , - ' ,  I4(T Bn X"7 WTTBnTj X"T ) 
E~RBS(x)EN = • "-c z ,_  " ' 
where 
B T = b . jk )  T njk +l,k , . . . ,  , no = 1, j = 1 . . . .  ,n, k = 1 , . . . ,N .  
We see that the permutated aggregation matrix ETRBS(x)E  consists of elements 
Xk 
G(j)=] a(k)=k a(m)=k 
REMARK 3.3. It is easy to see that the choice of R and S(x) made by (37) and (38) guarantees 
the validity of relations (6),(7),(14)-(16). Since the classical irreducibility of an N x N matrix 
C = (cjk) is equivalent to 7~g-irreducibility of the matrix whose elements are the absolute values 
t Cjkl, we see that according to Lemma 3.1 under the hypothesis that B is irreducible, one obtains 
irreducibility of the aggregated matrix RBS(x)  for all x 6 Int T~ N = {z e T~ r : (x)j > O, 
j = 1 , . . . ,N} .  
To show the convergence of the aggregation/disaggregation i eration sequence {xk} produced 
by Algorithm 3.1, we first reduce our original problem of finding a stationary probability vector 
of B to a problem to construct a solution to an equation x - Vx  = b with a right-hand side b 
and an invertible matrix I - V, where V and b are to be found, so that Theorem 3.1 applies 
to that latter problem. Second, we show that the elements of the sequence {u (k)} generated by 
Algorithm 3.2 and the elements of {Xk} coincide. 
THEOREM 3.3. With the previous notation, let matrix B be irreducible and w = e(N). Then, 
the aggregation/disaggregation iterative sequence {xk } generated by Algorithm 3.1 with T = ~i, 
where { is a suitable fixed positive integer, for a given arbitrary ~? > O, is for any xo 6 D (globally) 
convergent to a unique stationary probability vector ~c of B normalized by [~?, e] = 1. The speed 
of convergence is given by 
Ilxk - <  kll o - (41)  
where w is defined in (25), ~ is independent of k and 
2~7 
e-  1-77" (42) 
REMARK 3.4. Since the r/ in Theorem 3.3 can be arbitrarily small, so can the e. 
A natural question arises when analyzing Algorithm 3.1. How is the error on the fine level 
influenced by the error on the coarser level? 
To answer this question, let z* = R i ,  i = T i  and let us define 
~=1 ~ : "ET~I  ' (43) 
and 
pe ()_S(&)5(k),& = min + 5 =1 ~ : # 6 7~ 1 . (44) 
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We obviously have that 
5 
- z*  = R:~. 
5 ' 
However, 
[S(:~)5 (k)] = [S(~)5 (k)] , fo ra l l j :G( j )=~,~=l , . . . ,n .  
L A 5 L J 5o 
Therefore, 
n n 
~=1 a( j )=~ j= l  
where 
d 3 = card { j :  G(j) = 7}- (45) 
Finally, 
where 
d = min dy, d = maxdy. (47) 
Let us formulate our deductions as the following proposition. 
PROPOSITION 3.1. Let sequence {uk} be computed according to Algorithm 3.1. Then, the 
characteristics of the error estimates (44) and (43) are related by (46) with djt, ~ = 1,. . .  n, d 
and 3 given by (45) and (47), respectively. 
REMARK 3.5. We see that we have to be very precise with computing on the coarse level in order 
to achieve a required precision on the fine level. 
3.3. Const ruct ion  of  Aggregat ion /D isaggregat ion  I te ra t ive  Methods  
According to the theoretical conclusions made in previous ections and according to our prac- 
tical experience, we can recommend the following procedures for numerical computation of all 
stationary probability vectors of a given stochastic matrix B. 
Let E be an N x N permutation matrix and let (31) be the Romanovskij form of B. We use 
the following notation: 
£=T~ N, ~=T~ n, N>n,  
and 
P P 
£=eUEs ,  .r = eoe U.rs, 
5=0 j=l 
£j = ngJ, 2=5 = T~'b, u 5 < Ns, j = l , . . . ,p,  (48) 
GoeB(£o), JzjeCj, j= l  . . . .  ,p. 
First, we bring B to its Romanovskij form (31) by a permutation whose matrix E is constructed 
by Tarjan's algorithm as described in [15]. Then, we construct aggregation/disaggregation com- 
munication operators Rj and Sj(xj) with respect o each irreducible block Fj, and finally, we 
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generate an overall aggregation/disaggregation method (ADIM) by setting 
p 
R = 1No Rj : Ej-  7j, 
j= l  
p 
S(x)=IN0e sj(x ), ze9 ,  Sj(x ):7 - Ej,xjevj, 
j=l (40) 
vj = Rjzj Int nZ  j = 1,...,p, 
p 
j=l 
An aggregation/disaggregation iterative method constructed in this way splits into p separate 
computation schemes for each of the blocks. Communication takes place among them once per 
whole iteration sweep. Each of the block schemes i rapidly convergent according to Theorem 3.3. 
As a result, we obtain a stationary probability vector 2 E T~ N of B. It is easy to see that the 
block components of ~ with respect o the decomposition (48) are just the unique stationary 
probability vectors of the appropriate blocks of B. Thus, in view of the Romanovskij form of B, 
we have constructed all extremal stationary probability vectors of B. It should be noted that the 
procedure described is very well suited for parallel computations. 
Numerical experiments performed [16] confirm fully the theoretical predictions. In particular, 
the rate of convergence is not affected by the size of the elements of the off-diagonal blocks, but 
by the primitivity indices of the diagonal blocks. We consider this feature as a very important 
new fact that has not been reported yet in the literature such as [17], where the convergence is 
based on the smallness of the off-diagonal elements and in [18], where the number of relaxations 
may, in principle, grow with the index of iteration. 
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