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Obtaining evidence that something does not exist requires knowing how big it would be were it to 
exist. Testing a theory that predicts an effect thus entails specifying the range of effect sizes 
consistent with the theory, in order to know when the evidence counts against the theory. Indeed, a 
theoretically relevant effect size must be specified for power calculations, equivalence testing, and 
Bayes factors in order that the inferential statistics test the theory. Specifying relevant effect sizes 
for power, or the equivalence region for equivalence testing, or the scale factor for Bayes factors, is 
necessary for many journal formats, such as registered reports, and should be necessary for all 
articles that use hypothesis testing. Yet there is little systematic advice on how to approach this 
problem. This article offers some principles and practical advice for specifying theoretically 






If there is no way for data from a study to count against a theory, the putative test of the 
theory is not a test at all. When a research program continues to operate under conditions where it is 
impossible to get evidence against at least one theory motivated by the program, then we are not 
doing science (Lakatos, 1978; Popper, 1963). Thus, this article examines what is needed to have 
results count against a theory claiming an effect. The use of non-significance to indicate no effect is 
shown to be misleading. An overview is provided of how to think about the problem, using well 
established tools including Bayes factors or inference by intervals. This paper addresses what might 
be called the pragmatics of statistical inference: How theory relates to inferential statistics in order 
to severely test a theory.  Statisticians often work on the mathematics of statistics; scientists often 
work on the substantial area of science they investigate. The pragmatics of linking the two domains 
is thus often ignored, although it is a crucial link in the chain of reasoning.  How does statistical 
hypothesis testing test a scientific theory? In a simple case, a theory predicting an effect in one 
direction can be falsified by finding an effect in the other direction. But there may not be any 
meaningful effect at all. 
How can we get evidence that something does not exist? We can look for it. Consider a time 
in the future when the snow leopard is regarded as extinct in the Himalayas. We have a quick poke 
around one afternoon and do not find a snow leopard. But that would scarcely constitute good 
evidence that there was not one left in the Himalayas. Simply looking and not finding is not good 
enough in itself to provide evidence of something not existing. Yet that is what people do when they 
declare the absence of an effect based only on a non-significant result. 
 One needs to look closely enough. How closely? That depends on how big the thing is that 
one is looking for. If asked “Is there an animal in the room now?”, the strength of evidence against 
there being an animal present depends on what animal it may be. If a rhino, you have good evidence 
there is not one, based on glancing around. If an ant, you have no evidence one way or the other just 
by glancing around. One can only quantify the evidence for something not being there if given the 
size of the thing looked for. That is a truism no matter what philosophy of statistics is used. One can 
only get evidence for there not being a signal if one knows the size of the possible signal relative to 
the noise. A p-value is calculated without reference to the possible size of an interesting effect. 
Therefore, a p-value (using the H0 of no effect) can never provide evidence for an effect not being 
there.  And by the same token, since what makes an effect interesting is relative to a particular 
scientific context – are we investigating ants or rhinos? - neither can evidence for no theoretically 
interesting effect be provided by AIC, BIC, a default Bayes factor, or any other measure that does 
not involve specifying, for scientific reasons, what effect is of interest. (For a defence of AIC for 
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other reasons see Burnham & Anderson, 2004; a defence of BIC, Raftery, 1999; and a defence of 
default Bayes factors, Ly, Verhagen, & Wagenmakers, 2016.)  
 There turn out to be two ways of specifying an effect of interest. First, one can specify the 
smallest effect that is plausible and just interesting for theoretical or practical reasons. For example, 
if considering an intervention to lose weight, any effect less than 0.5 kg over one month might be 
regarded as too small to be of clinical interest. A “raw effect size” is an effect in a unit of 
measurement, as in this case, kg. That is typically what is of practical or theoretical interest. A 
person interested in losing weight is not interested in how much noise is in the scales measuring 
them (the noise affects standardized effect sizes); just in the kg’s lost over a period of time (Ziliak 
& McCloskey, 2008). The smallest effect of interest is what is needed for power (Dienes, 2008), for 
equivalence testing or inference by intervals in its various Bayesian (Freedman, & Spiegelhalter, 
1983; Greenwald, 1975 Krushcke, 2014; Kruschke & Lidell, 2018) or frequentist forms (Lakens et 
al, 2018; Meyners, 2012; Rogers, Howard, & Vessey, 1993; Westlake, 1972); or for very similar 
approaches such as frequentist severity testing (Mayo, 2018). Second, one can specify the rough 
scale of effect with a plausible range around it. For example, if a previous intervention, similar to 
the current one according to a theory, produced a loss of 3 kg over a month, one might expect the 
current intervention to have about the same effect, 3 kg (or at least in the range of, say, 0 to 6kg). 
The rough scale of effect is what is needed for Bayes factors (Dienes, 2014; Jeffreys, 1939; Kass & 
Raftery, 1995; Kass & Wasserman, 1996; Rouder, Morey, Verhagen,  Province, et al., 2016; Rouder, 























 The different models for testing a theory predicting a difference via a smallest effect of interest (A 
and B), using inference by intervals (e.g. equivalence testing); or a rough scale of effect (C and D), 
using Bayes factors. The scale of effect, S, implies a rough range of plausible effects of -2S to +2S 
in C, and of 0 to +2S in D.  The equivalence region in A is typically symmetric though need not be. 
Note for every test two, models are specified, one for H1 and one for H0 (in the diagram, an interval 
H0 for inference by intervals and a point H0 for the Bayes factors). 
 
 Because the inference that there is no effect depends crucially on the possible size of the 
effect, that size should be specified for objective reasons: That is, the numerical value for the effect 
should come from a public place one can point to (for example, data), so that other people can 
criticize the reason for choosing that value. Numbers pulled out of the air (“a Cohen’s d of 0.5 
because it is medium”) are not based on reasons for a particular scientific situation (e.g. Funder & 
Ozer, 2019). A committee deciding on a smallest effect of interest is useful in so far as the 
committee gives its reasons so they can be criticized and the estimate improved.  Thus, black boxes 





One can evade the problem by only reporting p-values and not interpreting non-significant 
results as evidence for H0. But then one can never get evidence against a theory that predicted a 
bidirectional effect.  A large p-value in a test with H0 of no effect can never in itself provide 
evidence against a theory predicting an effect. And if we cannot get evidence against a theory, we 
would not be doing science. So what is urgently needed is an account of what constitutes objective 
reasons for specifying a minimally interesting effect size or a rough scale of effect expected. This 
paper will present some ideas for solving this problem (see also Dienes, 2021a). First, we will 
introduce methods that use the smallest effect of interest (power, or variants of inference by 
intervals) and then provide examples of heuristics for specifying a smallest effect size of interest. 
Then we will introduce Bayes factors and then provide examples of heuristics for specifying a 
rough expected scale of effect.  Specifying effect sizes allows hypothesis testing to test theories. 
After each of these sections the problem of making the test a severe test of a theory will be 
discussed. 
 
Smallest effect size of interest.  
 When using equivalence testing or severity testing, after data are in one may determine if the 
obtained effect is smaller than specified values (Lakens, Scheel et al, 2018), or is plausibly 
contained within tight enough bounds (Greenwald, 1975; Kruschke & Lidell, 2018). That is, one 
defines a null interval, a region within which the effect is too small to be interesting. The result 
would only relate to theory or practice if the bounds were those specified as just interesting 
according to the theoretical or practical concerns.  Having made a commitment to a null interval H0, 
consistency demands that one rejects H0, only when one can reject the whole null interval by one’s 
decision procedure (Greenwald, 1975; Dienes, 2014; Kruschke, 2014). That is, having defined an 
interval H0, an effect significantly different from the point 0 does not entail rejecting the interval 
H0. One only rejects the interval H0 when the effect is significantly larger in magnitude than the 
minimally interesting effect. In sum, using an interval H0 is a different procedure than typical 
significance testing even in the case of accepting (or getting evidence for) H1.  
 In frequentist (Neyman-Pearson) equivalence testing, one uses a one-tailed α % significance 
test of the sample mean (or other parameter) against the upper bound of the null interval (is the 
mean lower than the upper bound of the equivalence region, the name of the null interval in 
equivalence testing?); and another such test against the lower bound (is the mean higher than the 
lower bound of the null interval?). If both tests are significant, the mean is asserted as being within 
the null interval (equivalence region) (Lakens et al, 2018). So long as the α level (significance level) 
of each test is the same as the other, this procedure amounts to determining if a (1 – 2 × α) 
confidence interval is within with null interval (Berger & Hsu, 1996). For example, if the two tests 
7 
 
are at the one-tailed 5% level, equivalence can be asserted if the 90% confidence interval lies within 
the null interval. Similarly, equivalence can be rejected if the 90% CI lies outside the null interval1. 
Kruschke (2014) defines a very similar Bayesian procedure: Determine if the Bayesian credibility 
interval (i.e. highest density region) is inside or outside of a null interval (which he calls the Region 
Of Practical Equivalence, ROPE). Similarly, Mayo’s (2018) error statistics method is to determine 
what set of parameter values have been severely tested (i.e. for her, can be rejected at the α % 
level), and see if the remaining values are sufficiently small to be theoretically uninteresting. 
Despite radically different philosophies, these Neyman-Pearson, Bayesian and error statistical 
procedures can be very similar practically: They all revolve around the relation of post-data 
implausible or rejected values to a null interval. 
When calculating power in advance of collecting data, in order to specify a stopping rule 
(for a fixed number of subjects, or a sequential design, Lakens, 2014), the aim is to design a 
decision procedure that if repeatedly used, would not often miss effects that are of interest 
(Anderson, Kelley, & Maxwell, 2017). If power were calculated with respect to an effect found in a 
previous study or a pilot, the Type II error rate is controlled with respect to that effect; but not with 
respect to any smaller effect. But surely if a previous study found an effect of 200 ms, one would 
still find a smaller effect, say 150 ms, interesting. So power calculated with respect to a previous 
obtained effect size does not control error rates with respect to all interesting effects that are 
plausible (cf Gelman & Carlin, 2014). Thus, a study powered with respect to the mean effect of a 
previous study, if non-significant, would not count against a theory that predicted an effect. In order 
for a study to be compelling in itself, power must be calculated with respect to the smallest effect 
that is plausible and still just interesting for theory or application (Dienes, 2008; see also Albers & 
Lakens, 2018).  We now consider a non-exhaustive list of ways for obtaining a smallest effect of 
interest.  
 
Heuristics for obtaining a smallest effect size of interest. 
 
i)  The judgment of an end user. In applied research what matters is whether the outcome is good 
enough for the end user (cf King, 2011; Lakens, McLatchie et al., 2020; also see Dienes, 2021a, for 
further examples).  Consider the example of detecting deception. Often in an interview (by e.g. 
police, human resources, or airport security) it is useful to determine if a person is telling the truth 
                                                
1 Using an X% CI for both asserting H0 and rejecting H0 means conclusions follow from a simple rule: Is the X% CI 
inside or outside the null region? However, from the perspective of Type I error rates, a 90% CI involves a 
familywise error rate of 5% for the two tests that allow the assertion of equivalence; and of 10% for the one test that 
allows the assertion of superiority. The leniency of the latter might be thought of as a good tradeoff for testing 
against a minimally interesting effect size rather than against 0. 
8 
 
or not. Sandham et al. (2020) instructed a police interviewer to use two interview methods: The 
interviewer holding back crucial evidence (call it the hold back method), or drip feeding known 
evidence throughout the interview (drip feed method). Interviewees had previously been instructed 
to lie or tell the truth 50% of the time. Thirty police observers watched the videos of the interview 
and judged whether the interviewee was truth telling or deceptive. The percentage accuracy for the 
hold back method was 51%, 90% CI [46%, 56%], and for the drip feed method 68%, 90%, CI 
[62%, 74%] (90% CIs estimated only approximately from the p value limits given in the paper). 
Whether or not the hold back method can be asserted to provide no meaningful accuracy above 
chance (50%) depends on what a minimal interesting effect size would be in the context of a police 
investigation. And presumably this is for police to decide, given their needs. The same applies for 
concluding whether the drip feed method can be asserted to provide meaningful accuracy; that 
would depend on whether 62% is greater than a minimally interesting effect size from a police 
perspective. For example, if hypothetically 60% was a minimal interesting effect size as elicited by 
interviewing police about what accuracy would be just useful, the hold back method could be 
asserted to provide no meaningful accuracy, and the drip feed method could be asserted to provide 
meaningful accuracy. 
Based on results such as those of Sandham et al. (2020), and others from the same research 
group, Diane Sweeney at the University of Sussex wished to establish interviewing methods for 
determining honesty in the context of job recruitment. In order to obtain a null interval, Sweeney 
sought to obtain a minimally interesting effect size by asking the end user. Thus, Sweeney (personal 
communication, 4 Jan 2021) in an initial pilot, asked eight managers or company owners who were 
responsible for hiring people, “With very few exceptions, deception research and meta-analyses of 
the last 50+ years have failed to discriminate truth-tellers from liars much above a chance level of 
50%. With that in mind, what is the minimum effect that would make it worthwhile changing 
current interview practice?” The mean was 74% with a range of 60-80%. Did the respondents really 
take into account the objective costs of failing to detect deception (e.g. of taking on someone who 
did not have the claimed expertise) and thus the benefits of even a small increase in accuracy given 
a small change in interview practice? Sweeney is following up with a more thorough questionnaire. 
Eliciting plausible or interesting effects from experts can take some care (cf. O’Hagan et al., 2006).   
There will always be a spread of opinion amongst end users, as shown in this example. In 
interviewing cancer clinicians, Freedman and Spiegelhalter (1983) noted a wide range in elicited 
minimal effects of interest for a putative new cancer treatment. The simplest way of dealing with 
such variability is to use the mean elicited minimal effect as a single estimate of the minimal effect. 
Freedman and Spiegelhalter recommended using a grey interval between the interval H0 and the 
interval H1. A grey area allows some flexibility in drawing conclusions: If the CI lies mainly in the 
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H0 interval and the remaining minority only in the grey interval, one could accept H0; similarly, if 
the CI lies mainly in the H1 interval and the remaining minority only in the grey interval, accept 
H1; otherwise more data are needed2.  
While not specifically recommended by Freedman and Spiegelhalter, one could, for 
example, use the interquartile range of the end user’s assessments as the grey interval, the null 
interval reaching to the bottom of the grey interval and the H1 interval extending from the top of it. 
Thus for example, if an interquartile range for the stated minimally interesting effect size elicited 
from recruitment personnel is 55-65% accuracy for detecting deception, the null interval could be 
[0, 55%] (corresponding to the hypothesis that the interview is not of use), the grey interval [55, 
65%], and H1 [65, 100%] (corresponding to the hypothesis that the interview is of use). If the 90% 
CI were [45, 61%], H0 would be accepted. 
 
ii) Calibration. Dienes (2014; supplemental data- Appendix 1, example 2) showed how one 
measure, for which we do not have a relevant interesting effect size, can be regressed against 
another, for which we do, in order to calibrate the former. For (an imaginary) example, a researcher 
explores different styles of interaction between a therapist and a client, and wishes to examine 
which makes the client happier without having the client reflecting on their happiness (and maybe 
thereby just responding to demand characteristics; or interrupting the flow of the interaction). 
Anvari and Lakens (2019) found that 0.3 Likert units (on a scale from 1 “not at all” to 5 
“extremely”; the PANAS scale; Watson et al., 1988) is appreciated by people as a noticeable change 
in affect.  But asking people to rate their affect explicitly is what the clinical researchers wished to 
avoid.  So first they ran a norming study that manipulated mood so that there was a range of 
happiness; they measured both activation of the muscles responsible for smiling and also rated 
positive effect.  They regressed muscle activation against Likert ratings3.   The change in muscle 
activation corresponding to a change of 0.3 units of rated affect can be read off from the raw 
regression line. This change in muscle activation may be taken as a minimally interesting effect in 
that it would correspond to a change in positive affect the client appreciated as a change.  
Note that the regression assumes that the Likert ratings were measured without error. If the 
predictor is measured with error, the expected sample regression line is flattened compared to the 
population regression line that occurs with perfect measurement of the predictor. An estimate of the 
                                                
2 In terms of the frequentist properties of such a rule, the rate of falsely asserting equivalence will not be higher than 
that achieved when the joint H0 interval and grey interval are treated as the equivalence region in equivalence 
testing. Likewise, the rate of falsely asserting non-equivalence will not be higher than that achieved when the H0 
interval is treated as the equivalence region. 
3 Note that the smaller the raw regression slope, the smaller the difference in muscle activations that corresponds to a 
difference of 0.3 Likert units in ratings. Thus, the more participants would be needed to provide a severe test of a 
theory predicting a difference in happiness between approaches (see below). Ensuring a severe test motivates 
researchers to use predictors that correlate highly with the variable they are calibrating against. 
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population regression line can be obtained if one has an estimate of the measurement error for the 
predictor (Malejka et al., in press; Matzke et al. 2017). In the case of the10-item positive affect 
scale of PANAS, the Cronbach’s α is 0.9 (Díaz-García et al., 2020), and no correction would be 
necessary using the PANAS scale as a predictor (see Malejka et al., in press, for effects of 
correction for different reliabilities).  For somewhat smaller reliabilities, see Malejka et al. (in press) 
for correcting the slope with hierarchical modelling. 
 
iii) Checking the lower limit of a confidence interval is still theoretically relevant.  For conceptual 
and direct replications using the same dependent variable, where there have been past studies, one 
can look at the lower limit of 95% Confidence Interval of the raw effect (cf. Perugini, Gallucci, & 
Costantini, 2014). Check if it is it still theoretically or practically interesting. If so, this is the 
smallest interesting value not rejected by the confidence interval. This may be used as a minimal 
interesting effect so long as the theory claims the phenomena in the new paradigm is the same as 
that explored in the previous ones analysed, with no theoretical reasons for why it should be 
stronger or weaker. For (an imaginary) example, previous research using English and English 
participants has shown that syntactic incongruity produces a change in a certain ERP component. 
You wish to replicate in Hungarian using Hungarian participants. Check if the lower limit of the 
95% CI for the past research is still interesting. This may be a difficult decision to make. If you 
have reasons for making such a decision, this heuristic is useful.  Let us say the lower limit is 10 μV.  
The theory explored is that the ERP reflects a more general linguistic incongruity detector. Other 
research has shown the ERP changes by 8 μV to semantic incongruities; thus, 10 μV is meaningful 
from the system’s point of view, given its postulated theoretical role.  To use this heuristic one just 
has to assess if the lower limit is meaningful; not that it is only just meaningful. Thus, a difficult 
judgment (only just meaningful) is turned into one slightly less difficult (meaningful) by this 
heuristic. In the example just described, 10 μV could be used as the smallestinteresting effect that is 
plausible.  
 
iv) Checking whether modelling assumptions are satisfied.   Assumptions for statistical tests are 
typically explored by simulating the smallest violation that is just consistent with adequate 
performance of the statistic. That is, assumptions are typically shown to be satisfied well enough 
when the population violation is smaller than a minimal amount. For example, Flores and Orcana 







Specifying a relevant effect size links the statistical test to a theory; namely the theory to 
which the effect size is relevant. The substantial theory is the broadest claim that could be falsified 
by the study (assuming the background assumptions linking theory to predictions are safe). For 
example, a substantial theory is: drip feeding crucial evidence known only to event participants 
rather than holding that evidence back increases the capacity of interviewers to detect deception 
(see above). The statistical hypothesis is a particular instantiation of that theory, that is, with 
specific dependent and independent variables (and sometimes a named population which is a sub-
set of the entire population to which the theory applies). For example, the dependent variable may 
be percentage correct and a two-alternative forced choice with 50% cases of deception. The 
independent variable could be two standardized interviewing techniques. A model is a mathematical 
representation of the statistical hypothesis (e.g. a model of H0 could be the interval [-s, +s] in units 
of the dependent variable). The smallest effect size of interest instantiates a value in that model (in 
this case, the bounds of the null interval). It is in this way the theory itself can be tested: The model 
represents predictions that data can count for or against. If background assumptions are safe, any 
failure of predictions count against the theory. 
 In testing theory, the test would ideally be severe; that is, as defined by Popper (1963), if 
the theory were false, the test is likely to count against the theory.  The ideal of a severe test of a 
theory applies regardless of the philosophy of statistics which is being used (e.g. Dienes, 2008, 
2021b; Mayo, 2018; Vanpaemel, 2020).  Consider a theory that predicts a difference. The smaller 
the minimally interesting effect, m, the easier to obtain a 90% CI outside the null interval [-m, +m]; 
but the harder to obtain a 90% CI inside the null interval.  Assume that the decision rule is that the 
null interval hypothesis will be accepted if the 90% CI lies within the null interval. If the theory 
predicts a difference, a test of the theory is only severe if, given H0, the probability of obtaining a 
90% CI in the null interval is high. Thus, the null interval must be wide enough to allow severe 
testing.  For example, in planning a study one may work out a sample size such that if the null 
region hypothesis were true, with the number of participants used, at least 90% of the time the 90% 
CI would fall within the null region.  
  
 
The rough scale of effect predicted 
 
 A Bayes factor compares how probable the data are on one model (e.g. H1) compared to 
another model (H0) (Jeffreys, 1939; Wagenmakers, Verhagen, Ly, Matzke et al., 2017; see Dienes, 
2020; JASP, 2020; Morey, 2021; or Rouder, 2020 for software for calculating Bayes factors). If H1 
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represents the predictions of a theory, then the Bayes factor measures the evidence for the theory as 
opposed to H0 (Morey, Romeijn, & Rouder, 2016). The model of H1 is a probability density 
function indicating how plausible different possible population effects are given the theory. The task 
of the researcher is to represent theoretical predictions using assumptions that are informed by the 
scientific context and are also simple. One simple representation is a normal or Cauchy distribution 
centred on zero (Dienes, 2008; Rouder, Speckman, Sun, Morey, & Iverson, 2009; van Doorn, van 
den Bergh, Bohm, Dablander et al. 2019). Such a distribution indicates that smaller effect sizes are 
more likely than larger ones. Peaking the most predicted effect sizes around zero (or chance) may 
seem strange, but in that the model of H1 then makes similar predictions as the model of H0, it 
typically becomes harder to distinguish them. And given the exact shape of the distribution will be 
theoretically arbitrary, making a choice that biases against making a discrimination means that when 
a discrimination is made, it is despite our choices not because of them. Bear in mind that a Bayes 
factor can use any models that seem worthwhile to compare (Etz, Haaf, Rouder,  & 
Vandekerckhove, 2018). But for the sake of argument consider a normal distribution centred on zero 
(Figure 1 C). If the theory predicts a direction, the half of the distribution below zero can be 
removed (thus, by convention, a positive effect is defined as in the direction predicted by theory) 
(Jeffreys, 1948; Wagenmakers, 2020) (Figure 1 D). The half-normal distribution requires its 
standard deviation being set; the standard deviation defines how steeply the curve drops off and 
thus sets the scale of effect predicted. In sum, the half-normal model of H1 (introduced by Dickey, 
1973) assumes that the rough scale of effect is that given by its standard deviation, that smaller 
effects are more likely than larger ones, and that a rough maximum effect expected is about twice 
the standard deviation (see Dienes & McLatchie, 2018, for justification of why these assumptions 
may widely hold). If these assumptions appear to represent one’s theory adequately, then the task 
simplifies to specifying the rough scale of effect. Note the half-normal distribution indicates that the 
scale is not a point prediction; the true effect could be anything from zero to roughly twice the 
scale.  
 Typically, H0 is represented as a point prediction; for example, that of no effect.  In that 
case, no minimal interesting effect need be specified; this can be approximated as close to zero, 
which will be a good enough approximation if the true minimal interesting effect is smaller than the 
standard error of the effect (otherwise a null interval can be specified: Morey & Rouder, 2011; Palfi 
& Dienes, 2019; see Skora et al., 2020, for actual use of a null interval hypothesis). Thus, the Bayes 
factor shifts the burden from postulating a minimal interesting effect to postulating the scale of 
effect predicted. 
 A Bayes factor of 1 means the data were equally well predicted by H1 as H0; thus the data 
are not evidential and do not discriminate the two models. If the Bayes factor is expressed in terms 
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of evidence for H1 rather than H0, then numbers between 1 and 0 are progressively more evidence 
for H0 rather than H1; and numbers between 1 and ∞ are progressively more evidence for H1 rather 
than H0.  If a normal or half-normal distribution with a mode of zero is used to model H1, then 
when the sample effect is about that predicted, a Bayes factor of 3 roughly corresponds to a 
significance level of 5% (Jeffreys, 1939); a Bayes factor of 6 to 2% significance; and of 10 to 1% 
significance, though there is no monotonic relation between Bayes factors and p values (Lindley, 
1957; Morey, 2018). The thresholds should serve only as rough benchmarks; the Bayes factor itself 
is a continuous measure of evidence, with no special bumps at 3, 6, or 10, or anywhere else. Also 
note that a Bayes factor can indicate evidence for H0 over H1 (by being sufficiently far below 1); a 
p value, no matter how high, cannot indicate evidence for H0 over H1. 
 
Heuristics for obtaining a predicted scale of effect. 
 We now consider a non-exhaustive number of ways of deriving a scale of effect relevant to a 
theory to be tested. 
 
(i) Replication.  In attempting to replicate a study, the effect found in the original study can be used 
as the standard deviation of a half-normal distribution for the model of H1 for the replication 
attempt (see e.g. Dienes & McLatchie, 2018, for worked examples). Verhagen and Wagenmakers 
(2014) and Ly, Etz, Marsman, and Wagenmakers (2019) present related methods. The theory tested 
is that implied by any empirical paper: That the methods of the original study (as given in the 
Methods section) describe a procedure for obtaining the sort of effect obtained (as reported in the 
Results section).  
 A study may be a conceptual replication of an original study.  In this case, one may often 
take the effect from the original study as the scaling factor, just as in the case of the direct 
replication. The theory being tested is that the phenomena studied in both experiments belong to the 
same class. 
 For either a direct or conceptual replication, there is uncertainty in the estimate of the effect 
of the original study. This is in the first place accounted for by the model of H1 having a spread of 
plausible population values around the value given as the scale factor. When a half-normal 
distribution is used in the model of H1, the spread in plausible parameter values is roughly from 0 
to twice the scale factor.  Further, one can report a Robustness Region, RR, which is the set of scale 
factors (e.g. SDs of a half-normal) for which the same conclusion holds as achieved by one’s 
chosen scale factor (Dienes, 2019).  For example, one may have decided (or a journal decided for 
you) to accept H1 for B > 6, and accept H0 for B < 1/6. The original study may have had an 
estimate of the effect of 60 ms, 95% CI [10, 90ms]. Thus, H1 may be modelled as a half-normal 
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with SD = 60ms (and a mode of 0 ms), represented as BHN(0,60ms). Your study may obtain a 50ms 
effect, SE = 21 ms, BHN(0,60 ms)= 8.14, RRB>6 = [23 ms,  103 ms]. That is, the scale factor (SD) could 
be between 23 ms and 103 ms, and the Bayes factor would still exceed 6. Given the 95% CI for the 
original study, and the spread around the scale factor in any of the models of H1, the robustness 
region indicates that the conclusion is robust. The conclusion of robustness does not reflect a formal 
or conventional rule; it is a judgment given available information. 
 The heuristic of using the effect size of an original study is useful for Bayes factors but not 
for power or inference by intervals; the effect obtained in a previous study does not in itself provide 
a minimally interesting effect size. A true population effect smaller than an original effect is 
typically theoretically very interesting. 
 
(ii) Basic effect heuristic. When investigating whether an intervention moderates an effect, the size 
of the basic effect itself may be judged to provide a scale appropriate for expecting how much the 
effect could be altered (Dienes, 2019). In an experiment investigating the effect of the personality of 
the psychodynamic therapist on therapeutic outcome, past studies indicating the effect of that 
therapy can be taken as the basic effect. If there are no past studies estimating a basic effect a pilot 
study may be run not of the full experiment, but just the basic effect. Having estimated the basic 
effect, the full intervention study may be run, with the basic effect used as the rough scale of effect 
for the intervention in modelling H1.   
Dong et al. (2019) investigated whether English speakers could learn the four linguistic 
tones of Mandarin more effectively if they were trained with only one speaker (low variability) or 
four speakers (high variability). Both groups were tested with novel speakers and, as in the training 
phase, had to pick one of two pictures that matched a spoken word in which only the tone gave 
information about the which picture was correct. Analysis was with a logistic mixed effects model. 
The authors judged no previous research sufficiently similar to motivate a scale factor to model H1 
for their new paradigm, for the difference in accuracy for high versus low variability groups. For the 
contingency table correct vs incorrect by low vs high variability, the dependent variable was the log 
odds, which is 0 for equal accuracy. The authors argued that the overall mean effect, that is, overall 
accuracy (as measured by log odds), is a useful reference.  Their argument was as follows. The 
maximum difference between the groups would be obtained if the low variability group were at 
chance; then the difference between groups would be twice the overall mean. Thus, the overall 
mean is a useful SD for a half-normal in modelling H1.  In other words, the theory tested was that 
high variability will be superior to low variability, to such an extent that that latter may even be at 
chance. The difference between groups was a log odds of 0.13, SE = 0.228, BHN(0, 1.71) = 0.219,  
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RRB<1/3 [1.11, ∞]. That is, surprisingly, variability in training, under the conditions of the study, 
may have no effect on learning Chinese tones4. 
The basic effect heuristic provides a measure of the scale of the effect; it does not provide a 
minimally interesting effect so it is not relevant for power or inference by intervals. Modifications 
of a basic effect are typically very interesting even if they are smaller than the effect itself. 
 
(iii) Calibration.  Regression of one dependent variable, for which a relevant effect size is not 
known, on another, for which the relevant effect size is known, may be useful in order to determine 
a relevant effect size for the former (Dienes, 2014; Skora et al., 2020).  For example, a researcher 
may be interested in the effect of a mindfulness intervention on pain reduction (see Lovell & 
Dienes, 2021, for a closely related example). She wishes to have a plausible control group to take 
account of expectancy effects. Her theory is that mindfulness has an effect on pain that goes beyond 
the placebo effect. Thus, the researcher wishes to use a control that accounts for all the placebo 
effect that may occur. On the hypothesis that the suggested control does fully account for the 
placebo effect, the pre-treatment expectancy that the control will reduce pain must be the same as 
the expectancy for the mindfulness intervention itself.  What scale of difference in expectation 
could there be, if expectation differences were to explain at least some of any difference in 
treatment effect on pain between the active control and the mindfulness intervention? 
 The answer to that question depends on two quantities. First, an estimate of the effect of the 
treatment on pain ratings. Second, the expectation of pain relief that corresponds to that treatment 
effect on pain is needed; that is, we need to calibrate the two quantities against each other5.  In 
terms of the first quantity, imagine a previous study, using a pain scale of 0 = ‘‘no pain to 10 = ‘‘the 
most intense pain imaginable”, finding that pain was reduced from say 5 units in a control group to 
3 units in the mindfulness group, that is, by about 2 units compared to the control.  In terms of the 
second quantity, a study may be conducted, or already have been conducted, measuring both actual 
pain after an analgesic is given, and the expected pain the analgesic will result in, by asking “What 
pain intensity do you expect?” on the same scale. Using the same scale for both pain (i.e. 0 to 10, 
labelled as before) and expectation of pain (the same 0 to 10 scale) means one has a straightforward 
calibration between the two scales. But expectancy may not produce the very amount of pain 
expected; that is, in a placebo response, pain may shift by less than expected. One may discover the 
relation empirically by regressing actual pain after treatment on expected pain. The raw regression 
                                                
4 The authors conducted additional tests, including some tests conducted pre- and post- training where they were 
interested in whether there was a greater change in test performance for the high variability than low variability 
condition (i.e an interaction between test-session and learning condition). Using a similar logic, they informed the 
estimate of H1 for this interaction based on the main effect of test-session, finding generally similar results. 
5 See https://psyarxiv.com/yc7s5/ version 2 for the same example worked out with real data 
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slope of pain against expected pain may, for example, be found to be 0.5 pain units per expectation 
unit6. (See Figure 2.) 
Now the two quantities can be combined. As stated earlier, the actual difference in pain 
produced by the previous mindfulness intervention was 2 units; let us assume the follow up study 
will induce pain in the same way and use the same mindfulness manipulation, as well as using a 
plausible control. Given a slope of 0.5 pain units per expectation unit, the corresponding 
expectation difference is 2 pain units ÷0.5 pain units per expectation unit ≈ 4 expectation units on 
the 0 to 10 scale. Thus, a model of H1, for the difference in expectation between mindfulness 
treatment and the control, given the theory that expectation accounts for at least part of any 
treatment difference between mindfulness treatment and control, could be a half-normal with a scale 
factor (SD) of 4 expectation units. Note this scale is based on a theory and relevant background 
information. Conversely, there is no guarantee that a default scale factor would have been relevant. 
Similarly, a non-significant difference in expectation between the mindfulness and control group 







                                                
6 Regression assumes there is no measurement error in the predictor, as mentioned before; if the reliability of the 
predictor is known, a Bayesian correction can be determined (see Malejka et al., 2021). 
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The plot shows (hypothetical) data of a study by Smith, plotting actual pain after an 
intervention against what people predicted their pain would be after the intervention (expected 
pain), where 0 = “no pain” and 10 = “the most intense pain imaginable.”  Assume the theory that 
the difference found between an intervention and a control group arises from differences in 
expectations (i.e. the theory that the treatment is a placebo). It may have been found by Jones that 
an intervention has lower pain than a control, as illustrated. You plan to run the same intervention as 
Jones again, but this time controlling for expectancy differences between the intervention and a 
plausible control. If you replicate the effectiveness of the intervention Jones found, you predict a 2-
unit difference in actual pain between groups. The study by Smith allows you to determine the 
difference in expectancy that would be needed to explain the 2-unit pain difference: Reading off the 





In calibrating, which variable should act as predictor and which as the dependent variable? 
This question is a scientific question and therefore depends on what makes scientific sense (Dienes, 
2014). In regressing pain against expectations, as we did earlier, the smaller the relationship, the 
larger the expectation difference that would be used as a scale factor, and thus the easier it would be 
find evidence for H0 in testing treatment against control in levels of expectation. If there were no 
relation between pain and expectation, there would be no need to control for expectation - and the 
Bayes factor would in fact automatically favour H07. 
 
(iv) Heuristics for when there are no prior studies.  Dienes (2019) presents a set of heuristics for 
setting predicted scales of effects when there are no past studies, for ANOVA, regression and 
mediation designs (see also Dong et al., 2019, just discussed; also Gallistel, 2009). For example, the 
ratio-of-means heuristic can be used for deriving a rough regression slope expected, given a theory 
that two variables will go to zero together. For example, in an fMRI study, a theory might predict 
that blood flow difference between a learning and control condition will correlate with the 
perceptual discriminability of one of the learning stimuli (e.g. the theory claims that one stimulus 
                                                
7 In this case, the theory predicts equivalence, and a severe test would need to readily find evidence for H1 if H1 were 
true. This requirement motivates using an expectancy rating with a strong relation to pain (cf. footnote 2: 
Calibration is the other way round, but so is whether the theory predicts H0 or H1). The greater the slope, the 
smaller the expectation corresponding to a given amount of pain reduction, and hence the smaller the scale factor of 
the half-normal distribution used for modeling H1. When the scale factor is infinite, there will be infinite evidence 
for H0. As the scale factor comes down to the magnitude of the standard error, the evidence for H1 increases for 
any actual difference bigger than the standard error. 
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was responsible for learning and not another one.) In predicting the slope of the regression of the 
contrast against discriminability, take as a given the point (mean contrast, mean discriminability).  If 
the theory were perfectly true, the theory predicts another point: (0,0). The line between these two 
points is the theoretically predicted regression line of contrast against discriminability, from which 




Popper (1963, p 526) formalized the notion of a severe test of a theory by representing it as 
the ratio of the probability of the predicted outcome given the theory to the probability of the 
outcome assuming the theory were false (and assuming the rest of background knowledge). That is, 
a severe test is one that can generate an extreme Bayes factor (i.e. one that is very large or very 
small). Thus, for a test to be severe using Bayes factors, enough participants must be run to allow an 
extreme Bayes factor to occur. Schönbrodt, Wagenmakers,  Zehetleitner, and Perugini (2017) and 
Schönbrodt  & Wagenmakers (2018) indicate how one can simulate how many participants are 
needed in order to achieve, for example, a 90% probability of obtaining a certain Bayes factor 
threshold (e.g. either greater than 6 or less than 1/6).  Palfi and Dienes (2019; version 3 Table 2) 
provide very quick heuristics for also working this probability out, without needing simulations. In 
both cases, one uses the expected scale of effect, not the minimally interesting effect size. While 
these probabilities are in some respects like frequentist “power”, they serve very different functions. 
For Bayes factors, these “power” calculations serve the function of indicating if you likely have the 
resources to obtain good enough evidence either way, and so test the theory severely. But once the 
data are in, the Bayes factor itself indicates the strength of evidence for H1 over H0; the “power” 
calculations do not modify that interpretation. 
 A severe test according to Popper (1963) requires that the prediction of the theory be 
implausible given background knowledge. Vanpaemel (2020) uses this principle to evaluate whether 
a test of a model is a severe one: Determine whether the predictions of the model are implausible, 
using a “data prior”, representing which outcomes can be considered plausible in the light of 
background knowledge.”. One could formalize the predictions of background knowledge by 
modelling a simple theory and determining whether a large Bayes factor could be obtained for the 
theory being tested against the alternative simple theory derived from background knowledge. For 
example, could demand characteristics make similar predictions as an alternative substantial theory 
(cf Dienes, Lush & Palfi, in press)? Lush (2020; Orne, 1962) illustrates a way of obtaining 
quantitative predictions from the theory of demand characteristics which could be compared to a 






There are two approaches for obtaining evidence for no effect: Either by specifying a minimally 
interesting effect size, and determining whether the evidence supports whether the true effect is 
smaller or larger than that (Blume et al., 2018; Kruschke, 2014; Lakens, Scheel,  & Isager, 2018; 
Mayo, 2018); or specifying a rough scale of effect and using Bayes factors to determine the 
evidence for a model predicting that scale of effect versus a model predicting no effect (Dienes, 
2014; Jeffreys, 1939; Wagenmakers et al., 2017). Either way one must determine a relevant effect 
size based on scientific context (Morey, Homer, & Proulx, 2018; Vanpaemel, 2011, 2016; Lee & 
Vanpaemel, 2018, consider the same question for testing cognitive models).  This paper offers some 
guidelines on determining what one’s theory predicts - in order to severely test it. Which approach 
one chooses in part depends on whether a minimally interesting effect size or the rough scale of 
effect is easier to justify using publicly available reasons. Those reasons will not pinpoint an exact 
effect size; this issue is partly addressed when using Bayes factors by modelling a range of 
predicted effect sizes. Still, that range is not precisely determined. Thus, for both approaches, one 
should indicate the robustness of the conclusion to different estimated effect sizes; Dienes (2019, in 
press) provide a method and notation for indicating robustness.  
 
Bayes factors have been criticized for being sensitive to their prior, i.e. the way H1 is modelled (the 
model representing the predictions of the theory concerning relevant effect sizes) (e.g. Kruschke, 
2013). However, any method of obtaining support for the claim of no effect needs to model relevant 
effect sizes; inference by intervals achieves this by specifying the null region. Thus, all methods for 
obtaining support for no effect are sensitive to priors (even if not explicitly coded as such, for 
example in AIC). So the problem of specifying a “prior” has to be confronted and cannot be avoided 
if one wishes to potentially be able to obtain evidence for no effect. Inference by intervals requires 
inference to depend exclusively on the minimally interesting effect size, which can be hard to 
pinpoint with objective reasons. Hopefully this paper gives some ways of approaching the problem. 
 
Inference by intervals and Bayes factors typically do not test exactly the same models, and so the 
two approaches answer different questions. They will sometimes therefore give apparently different 
answers. For example, Dienes (2016) and Linde et al. (2020) found that inference by intervals is 
often unable to give a definitive answer when Bayes factors can provide support for the null model. 
The Bayes factor in modelling H1 as a probability distribution, uses more information about the 
theory (that predicts a difference), and hence can often draw more definite conclusions, where there 
20 
 
is relevant information to be used. (Often the information is about a plausible maximum; this is 
often the most influential aspect of a normal or uniform distribution in determining the value of a 
Bayes factor, Dienes 2015; a plausible maximum is also a value for which there is often good 
information).  
 
If there is no basis for justifying an effect size, consider if one only need estimate (e.g. derive means 
and confidence or credibility intervals) to draw the inferences needed (Calin-Jageman, & Cumming, 
2019; Cumming & Calin-Jageman, 2017; Gelman, Carlin, Stern, Dunson, et al., 2013; McElreath, 
2016; Rothman & Greenland, 2018; Wagenmakers, Marsman, Jamil, Ly et al., 2018). One 
recommendation might be to find evidence for an effect before estimating it, to make sure there is 
something to estimate. On this approach, if there were evidence for H0, one would not estimate. In 
fact, one can only obtain evidence for nothing being there given grounds for claiming what size it 
would be were it to be there. So a theory, however minimal, is always needed for hypothesis testing. 
One should always estimate parameters if they are reported at all; in addition, one may also 
hypothesis test given a theory to test.  
 
Both estimation and hypothesis testing may use priors.  The prior used in Bayes factors (i.e. the 
model of H1) serves a different purpose from that used in estimation and therefore will rarely be the 
same. The prior distribution used in estimation has the purpose of allowing the most accurate 
estimate of parameters. The purpose of the model of H1 is to represent the predictions of a theory 
(for this contrast in purposes see Dienes, 2021a). One may find it hard to specify the prediction of a 
relevant theory, but still use a vague prior to estimate parameters from data. If there is only a sense 
of credibility that a parameter is relevant, one can still estimate. Remember that if estimation is 
used, it gives no grounds for asserting H0; one can only say the effect is (or is probably) between 
certain bounds. (Estimation also typically gives no grounds for concluding there is an effect (of any 
size), and that is because estimation typically assumes that there is an effect.) 
 
The philosophy underlying the approach in this paper is critical rationalism (e.g. Notturno, 1999: 
Popper, 1972): Claims should be rationally criticized by considering the objective relations between 
them.  Specifically, for inferential statistics, there should be reasons intrinsic to the scientific 
context for defining models of H1 and H0 such that tests of the models also test the corresponding 
theories whose predictions they represent.  This may sound to be a simple truism. But note how 
often inferential approaches do not respect this truism. Significance testing against a no-effect H0 
often fails to model H1 at all. If power or equivalence testing uses conventional effect sizes, there is 
no reason why the statistical model should be relevant to any particular theory: The theory has not 
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been rationally criticized. Objective Bayesians may use a default Bayes factor: but this presumes 
that every theory always makes the same prediction in every context. Subjective Bayesians 
postulate that probabilities are purely personal, and so may advise one to ask experts (not 
functioning as end users) to generate models of H1: But this presupposes that the predictions of a 
scientific theory can be different for different people depending on how they feel.  The problem of 
obtaining evidence for something not being there is not solved by not using a model of H1, by using 
someone's default model of H1, nor by going by feelings without searching for the objective 
reasons that motivate them. That is because the evidence for something not being there is only as 
good as the grounds for claiming the effect, should it be there, is of the size modelled in the model 
of H1.  
 
This article has only considered one aspect of the process of statistical inference. Other key aspects 
of inference, glossed over here, are modelling the data generation process (simple linear model? 
Hierarchical model?), choosing other distributions (in Bayesian statistics, for example, the 
likelihood function), data exclusion criteria and so on. This article is about how those other 
important choices interface with theory. 
 
In sum, this article argues a change in approaching statistical testing is needed, compared to typical 
practice (though for exceptions see e.g. Vanpaemel, 2016), in order to test our theories severely: To 
obtain data counting against a theory predicting a difference, a range of predicted effect sizes must 
be specified that follow from the theory itself in its scientific context. Without there being good 
reasons for specifying such a range, there won’t be good reasons for supporting the null hypothesis. 
But we need to be able to obtain support for the null hypothesis if we want to severely test our 
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