The basic reconstruction problem lead with the general task of retrieving a scenery from observations made by a random walker. A critical factor associated with the problem is reconstructing the scenery in polynomial time. In this article, we propose a novel technique based on the modern DNA sequencing method for reconstructing a 3-color scenery of length n. The idea is first to reconstruct small pieces of length order log n and then assembled them together to form the required piece. We show that this reconstruction and assembly for a finite piece of a 3-color scenery takes polynomial amount of time.
Introduction
Scenery reconstruction considers a random walk moving around in a landscape or scenery ξ , producing a sequence of observations. The problem is to retrieve the scenery ξ based on a given sequence of observations χ. More specifically, consider a coloring of the integers ξ : Z → {0, 1, 2, . . . , C − 1} which we shall call a scenery (i.e. random media). Let S be a recurrent random walk starting at the origin. We assume that we observe the scenery along the path of the random walk S, that is, we observe the color χ t := ξ(S t ) at time t. The scenery reconstruction problem investigates whether one can identify a coloring of the integers, using only the color record seen along a random walk path. In other words, if one path realization of χ a.s. determines ξ . In [9] , it has been proven that almost every 2-color scenery can be reconstructed when seen along the path of a simple symmetric random walk. The scenery is taken as i.i.d. with equiprobable symbols.
It is important to note that in a scenery with 2 instead of 3 colors, the reconstruction problem becomes entirely different, more of statistical in nature than a combinatorial problem. The techniques for solving the reconstruction problem when the random walk is not skip-free [3, 4, 7] or two dimensional [6] are different to the approach in [9] for solving the reconstruction problem with 2-colors by observing it along a simple random walk path. Approaches for reconstruction with error-corrupted observations have been introduced in [2, 10] . In [14] , a continuous version of the problem is treated.
In [11] [12] [13] , it has been proven that in certain cases finite pieces of a 3-color sceneries close to the origin can be reconstructed in polynomial time. However, the complex theoretical nature of these algorithms makes it difficult for scientists to implement them using a computer program.
In this article, a novel practical algorithm is presented for the reconstruction of a finite piece of scenery around the origin, which works in polynomial time. This is significant, as the existing algorithms are more of theoretical interest and too difficult to implement even using computers.
The algorithm is based on the same idea as used by one of the techniques for DNA reconstruction known as "polymerase chain reaction (PCR)", developed by Kary Mullis in 1983. PCR is a scientific technique in molecular biology to amplify a single or a few copies of a piece of DNA across several orders of magnitude, generating thousands to millions of copies of a particular DNA sequence. In this paper, we only explain how our algorithm works mathematically. For the biological and conceptual details of PCR, see [1] .
The algorithm first obtains micro-strings from a finite string of ξ and then assembles them. The micro-strings are of logarithmic order in the length of the piece to be reconstructed. The algorithm reconstructing the micro-strings needs exponential time in the size of the micro-strings, while, exponential of logarithmic leads to amount of time polynomial! In [5] , it has been showed that there are sceneries which cannot be reconstructed, thus, only normally typical sceneries are considered in scenery reconstruction. Therefore, we assume that the scenery is itself the outcome of a random process and one tries to show that almost all sceneries can be reconstructed up to equivalence, where ξ andξ are called equivalent if there exists an a ∈ Z such that for all z ∈ Z,
In other words, two sceneries are equivalent if one of them is obtained from the other by either translation, reflection or their simultaneous composition.
Thus, most results so far concern this question if an infinite amount of observations a.s. determines the whole scenery up to reflection and translation.
In this article, we show that with high probability a piece of length order n can be reconstructed in finite time. We say that a sequence of events A n holds with high probability (w.h.p.) if lim n→∞ P(A n ) = 1.
Notation and results
Assume that the scenery {ξ i } i∈Z is a double infinite sequence of i.i.d. random variables with state space {0, 1, 2} such that
Then, ξ will designate a path realization of {ξ i } i∈Z . Consider {S t } t∈N to be a simple symmetric random walk starting at the origin and χ t be the observation of the random walk at time t, i.e. χ t := ξ(S t ). Now, we formulate our main result. Let A(.) be a map which represents an algorithm that takes the first T n observations of χ as input and produces a piece of scenery as output. The main result of this paper is that w.h.p., the reconstructed piece contains the restriction of ξ to [−n, n], and is contained in the restriction of ξ to [−4n, 4n]. More precisely, we have the following theorem. Theorem 1.1. For every n ∈ N large enough, there exists a map
where, T n := n 6 + n 9k 3 +9 whilst k 3 > 0 and β > 0 are constants not depending on n.
2. Proof of Theorem 1.1
Main ideas
Reconstructing from pieces Definition 2.1. Let s = s 1 s 2 . . . s i and r = r 1 r 2 . . . r j be two strings where i < j. The transpose of s is denoted by s * := s i s i−1 . . . s 1 . We say that s appears in more than one location in r if and only if there exists x + i − 1, y + i − 1 ≤ j with x ̸ = y, such that at least one of the following three conditions hold:
1. s = r x r x+1 . . . r x+i−1 and s = r y r y+1 . . . r y+i−1 2. s = r x r x+1 . . . r x+i−1 and s * = r y r y+1 . . . r y+i−1 3. s * = r x r x+1 . . . r x+i−1 and s * = r y r y+1 . . . r y+i−1 . The idea of reconstruction from pieces converts the problem of reconstructing a string of scenery of length order n, to reconstruct short substrings. This is important since short substrings can be reconstructed much quicker.
Let S be a string of length order l. To reconstruct S using substrings, one first needs to show that with high probability in an i.i.d. 3-equiprobable-color string of length order l, every substring of length k ln l appear only in one location, with k > 0 a constant large enough but not depending on l. The assembling works as follows:
1. Assume we have a collection W of substrings of the string S, and that for each substring s of S of length k ln l + 1 there exists w ∈ W such that s is a substring of w. 2. Assemble the substrings in W (or their transpose) by checking if they overlap at least k ln l consecutive letters.
Consider the following example.
Example 2.1. Assume we are given the words
Assume that these three words are all substrings of a string S in which every 3-letter substring appears at most in one location. (A substring appears in the string when we read it from left to right or right to left.) Then we assemble w 1 , w 2 and w 3 in order to get a bigger substring of S. First take w 1 and w 2 , and see on which three letter group they coincide. The assembled string w 5 = 2232121 must be a substring of S.
Reconstructing a substring
For the reconstruction from pieces it is assumed that a collection of substrings of the string which we want to reconstruct is given. Stopping times are used for the production of these substrings, as follows.
Assume x and y are two non-random integer numbers such that x < y. The aim here is to reconstruct the "substring" written between x and y, i.e. we would like to reconstruct ξ x ξ x+1 . . . ξ y . Assume that we have the observations χ 1 χ 2 . . . and the corresponding times when the random walk S visits x or y.
Let ν i be the ith visit of the random walk to x and τ i be the ith visit to y. Then, when the random walk crosses from x to y in the shortest period of time, we have the random walk, which only takes steps to the right. Hence, during such a minimal time in the observations we are seeing a copy of the substring ξ x ξ x+1 . . . ξ y .
Given that our random walk is recurrent, it will cross in the shortest period of time from x to y infinitely often. Hence, to reconstruct the substring between x and y take
where ν i and τ j satisfy
Now, a priori the stopping times τ j and ν i are not observable. In the next subsection we explain how often we can figure them out solely based on the observations χ. Representation of the scenery on a 3-regular tree
To reconstruct the micro-strings, they will be using a representation of the scenery ξ on a 3-regular tree T = (E T , V T ) equipped with a non-random coloring ψ : V T → {0, 1, 2}. This idea was introduced in [8] . Formally, the idea is as follows.
Let T = (E T , V T ) be a 3-regular tree with root v 0 , and ψ : V T → {0, 1, 2} be a (random) coloring on T such that every vertex v ∈ V T has its 3-adjacent vertices colored in three different colors 0, 1 and 2, i.e.
where v 1 , v 2 , v 3 are the three vertices adjacent to v.
Let ψ 0 , ψ 1 and ψ 2 be three non-random colorations such that each one satisfies the condition (2.1) and ψ i (v 0 ) = i for i = 0, 1, 2. We assume that ψ is always equal to either ψ 0 , ψ 1 or ψ 2 . When ξ(0) = 0, then ψ = ψ 0 , whilst when ξ(0) = 1, then ψ = ψ 1 and finally ξ(0) = 2 implies ψ = ψ 2 .
So the color at the origin of ψ is the same as that at the origin of ξ . Also, ψ "is only random as far as ξ (0) is".
We call the map R : I ∩ Z → V T (where I is an interval) on T , a nearest neighbor path on T , if and only if for all z ∈ I ∩ Z: R(z) and R(z + 1) are adjacent vertices, i.e.
Let ζ : I ∩ Z → {0, 1, 2} be a 3-color scenery on I ∩ Z, then we can say that R generates ζ on ψ if and only if ζ = ψ • R.
In order to represent the double infinite sequence ξ as a nearest neighbor walk R on a colored tree ψ we need a uniqueness condition.
Proposition 2.1. Let S = s 1 s 2 . . . s j ∈ {0, 1, 2} j be a string, and v be a vertex in V T such that ψ(v) = s 1 , then there exists a unique nearest neighbor path {R(t)} t∈ [1, j] on T such that,
Proof. Suppose that {U (t)} t∈ [1, j] and {W (t)} t∈ [1, j] are two nearest neighbor paths such that
with U (1) = W (1) = v. Then, at time 2, U (2) and W (2) will be over an adjacent vertex from v, and also ψ(U (2)) = s 2 = ψ(W (2)), so from (2.1) U (2) = W (2). Suppose that at time k < j, U (k) = W (k) = v k , then at time k + 1, U (k + 1) and W (k + 1) will be over an adjacent vertex from v k , and also ψ(U (k
Thus, by the induction argument we have {U (t)} t∈ [2, j] = {W (t)} t∈ [2, j] . Proposition 2.1 states that, given any sequence of colors S, there exists a unique nearest neighbor walk that generates S once we know where it starts.
Note that the representation of ξ , as a nearest neighbor path R, defines a simple random walk on the graph (E T , V T ):
More precisely, for z ≥ 0, we have P({R(z+1) = v i |R(z) = v}) = 1/3, with v i , i = {1, 2, 3}, designating the 3-adjacent vertices of v. Thus {R(z)} z∈N is a random walk on our tree (E T , V T ) starting at the origin. Same thing for {R(−z)} z∈N . Let R designate the unique nearest neighbor path R on T with R(0) = v 0 such that
∀z ∈ Z. We call {R(z)} z∈Z the representation of the scenery {ξ i } i∈Z as nearest neighbor walk on T .
Using this representation, our problem of reconstructing ξ is translated to reconstructing R using the observations χ. Though we do not know R yet, we can easily figure out R • S just with the observations χ .
By definition we have
Note that R • S is also a nearest neighbor walk on T , and it is the only one, which generates χ on ψ.
In this order of ideas, if we know R, we would also know ξ , so the problem of reconstructing ξ is equivalent to reconstructing R given R • S. Let us look at an example: Now observe R and R • S over the tree (Fig. 1) . They are respectively the representations of ξ and χ. Now, let v and w be two different vertices of V T visited by R, with {x j , x j−1 , . . . , x 1 } and {y 1 , y 2 , . . . , y i } representing the set of all times when R visited v and w respectively.
In infinite time, R is transient (see Lemma 5 in [8] ), then a.s. every vertex of V T is visited only a finite number of times. It implies that if two vertices v and w are far enough from each other on the tree, with v closer to the origin than w, then the last visit to v occurs before the first visit to w. Thus, in finite time if v is far enough from w the following condition holds w.h.p.
so in finite time it is possible to get the shortest paths between v and w. Thus, by the method of "reconstructing a substring", there is a simple way to reconstruct the scenery between x 1 and y 1 . Take the pair of times (t, s) minimizing (s − t) under the constraints
Then, a.s. the observations during the interval of time [t, s] are equal to the scenery between x 1 and y 1 , i.e.
The reason why this works is because the random walk, when going in shortest time from x 1 to y 1 , has a straight path. This also reveals the piece of scenery ξ between x 1 and y 1 . Also, we know that the recurrent random walk will pass from x 1 to y 1 in the shortest period of time infinitely often. 
Reconstruction algorithm
Let us describe the algorithm to reconstruct a piece of ξ which contains the substring ξ(−n)ξ(−n + 1)ξ(−n + 2) . . . ξ(n) contained in the string ξ(−4n)ξ(−4n + 1)ξ(−4n + 2) . . . ξ(4n).
Let T n := n 6 + n 9k 3 +9 , where k 3 > 0 is a constant not depending on n and which will be defined subsequently. Our algorithm only takes as input the observations up to time T n . Hence, the algorithm only uses a polynomial number of observations in the length of the piece of scenery to be reconstructed. Let V n denote the subset of V T containing those vertices which have been visited by R • S up to time T n and are not further away from the root than n, i.e.
1. Determine V n . 2. Build a "lexical" W of words which can be obtained by shortest path: for any pair (v 1 , v 2 ) ∈ (V n ) × (V n ) such that up to time T n , the nearest neighbor walk R • S goes at least once from v 1 to v 2 in at most (k + 2k 1 ) ln n + 1 steps: take (t, s) minimizing s − t under the constraints
The string χ t χ t+1 . . . χ s is one of the reconstructed words. Now only keep those words with length at least k ln n + 1. The set of words obtained in this way is denoted by W .
3. Assemble the words from W . For this use the following assembling rule: in order to "puzzle two words together", the words or their transposes must coincide on at least k ln n contiguous letters. Start with a word which was obtained using the vertex v 0 . Assemble one word after the other to the already assembled word. Produce in this manner one piece of scenery. (Some words might not be used since they might occur in another interval which is not connected to the reconstructed interval.)
Now we need to prove that this reconstruction algorithm works w.h.p. Let Alg be the event on which our reconstruction algorithm works. More precisely,
Alg :=  the reconstructed piece contains ξ(−n)ξ(−n + 1)ξ(−n + 2) . . . ξ(n), and is contained in the string ξ(−4n)ξ(−4n + 1)ξ(−4n + 2) . . . ξ(4n)
 .
Defining the following events:
there is no word of length k log n appearing in two different places
 ,  ,
the main combinatorial lemma is as follows.
Lemma 2.1. We have
Proof. Let (v 1 , v 2 ) be a pair of vertices of V n that is selected by our algorithm and leads to a reconstructed word w for W . Let (t, s) be the time pair minimizing s − t under the constraint R(S t ) = v 1 and R(S s ) = v 2 whilst s > t and s, t < T n . Hence, the reconstructed word w is equal to the observations χ during the time interval [t, s], i.e.,
Because of B 1 , we have that R(z) can only be in V n , when z ∈ [−4n, 4n]. It follows that if B 1 holds, and as v 1 , v 2 ∈ V n , we must have S s , S t ∈ [−4n, 4n]. Denote S t by z 1 and S s by z 2 . The algorithm chooses only pairs (v 1 , v 2 ) for which the nearest neighbor walk R • S goes in less than (k + 2k 1 ) ln n + 1 steps from one to the other. It follows, that
We have already seen that z 1 , z 2 ∈ [−4n, 4n]. But according to the event B 5 , every interval of [−4n, 4n] of length less or equal to (k +2k 1 ) ln n+1 gets crossed in a straight manner by S before time T . This implies that before time T n , the random walk S will walk in a straight manner from z 1 to z 2 . Hence, if (t, s) is to minimize s − t under the constraint R(S t ) = v 1 and R(S s ) = v 2 ; and s − t > 0 with s, t ≤ T n , then, necessarily during the time (t, s) the random walk S must be a straight way from z 1 to z 2 . (Otherwise, we would not have a minimum, since the straight walk would be shorter). Since, during the time interval (t, s) the random walk makes steps only in one direction, the observations during that time are a copy of the scenery between the points z 1 and z 2 . More precisely, assume that the random walk S makes only steps to the right during the time interval (t, s). Then the observations χ t χ t+1 . . . χ s are equal to ξ z 1 ξ z 1 +1 ξ z 1 +2 . . . ξ z 2 . Hence the reconstructed word w, is equal to ξ z 1 ξ z 1 +1 ξ z 1 +2 . . . ξ z 2 and is part of the scenery ξ restricted to [−4n, 4n]. The same conclusion holds true if the steps taken during the time (s, t) are all to the left, but then the reconstructed word is equal to ξ z 2 ξ z 2 −1 ξ z 2 −2 . . . ξ z 1 . We have just proved that if B 1 and B 5 both hold, then the collection of words W reconstructed by our algorithm contains only words contained in the part of the scenery:
We have so far assumed that there are no "wrong words" in W . For the algorithm to puzzle together the words for desired reconstructed piece, enough good words in W should be ensured. This is what we are going to check next.
Let z and z + k ln n + 1 be in [−n, n], with
and
Let z 1 be the largest m ∈ Z for which R(z) = v 1 . Then because of the event B 3 , we have z 1 < z and hence
Let z 2 be the smallest m ∈ Z such that R(z) = v 2 . Because of B 4 , we find that z 2 > z + k ln n + 1 and hence
So, the couple (z 1 , z 2 ) minimizes |z 1 − z 2 | under the constraint
By the event B 5 up to time T n , the random walk passes from v 1 to v 2 at least once in a straight manner. Let the times of such a straight crossing be denoted by (s 1 , s 2 ), hence S s 1 = v 1 and S s 2 = v 2 and during the time interval (s 1 , s 2 ), the random walk S takes steps only in one direction and s 1 , s 2 ≤ T n . Since z 1 , z 2 minimizes |z 1 − z 2 | under R(z 1 ) = v 1 and R(z 2 ) = v 2 , we have the shortest path for the nearest neighbor walk R • S from v 1 to v 2 taking |z 1 − z 2 | steps, and this can only occur when S walks straight from z 1 to z 2 . Hence, the time (s 1 , s 2 ) corresponds to a straight crossing of the random walk S from z 1 to z 2 , so that:
Again, note that up to time T n , the time pair (s 1 , s 2 ) minimizes |s 2 − s 1 | under the constraint R(S s 1 ) = v 1 and R(S s 2 ) = v 2 . So, as soon as (v 1 , v 2 ) gets picked by our algorithm, then
will be a reconstructed word by our algorithm in the collection W . Now, we know that |s 1 − s 2 | are less apart than (k + 2k 1 ) ln n + 1. This implies that the nearest neighbor walk R • S goes from v 1 to v 2 in at most to (k + 2k 1 ) ln n + 1 steps. This is the first criteria for the pair of vertices (v 1 , v 2 ) to get selected. The second criteria is that v 1 , v 2 ∈ V n , this is guaranteed by the event B 7 . We have just proved that if all the events B 3 , B 4 , B 5 and B 7 hold, then the substring
is obtained by our reconstruction algorithm and added to W . The piece of scenery (2.2), contains the piece
So, we have proved that for every interval
at least one word w containing the piece w z , is in the set of words W . We have proved that if B 1 and B 5 both hold, then the collection of words W reconstructed by our algorithm contains only words contained in the part of the scenery:
The event B 2 guarantees that the algorithm "puzzles" words of W together correctly, and the result is again a piece of
The algorithm starts puzzling with a word w 0 which was obtained using the vertex v 0 . By B 6 , the word w 0 is part of the restriction of ξ to [−n, n]. For every [z, z + k ln n + 1] in [−n, n], we have at least one word in W containing ξ z ξ z+1 . . . ξ z+k ln n+1 . This implies that the final reconstructed piece by our algorithm must contain the restriction of ξ to [−n, n]. It must also be contained in the restriction of ξ to [−4n, 4n] as all the words in W are. This finishes proving that if all the events B 1 , B 2 , B 3 , B 4 , B 5 , B 6 and B 7 hold, then our algorithm manages to reconstruct a piece the way we want it to. This means that the reconstructed piece is contained in the restriction of ξ to [−4n, 4n], but contains the restriction of ξ to [−n, n]. In other words, the event Alg holds.
Note that according to Lemma 2.1, the reconstruction algorithm works correctly as soon as all the events B 1 , B 2 , . . . , B 7 hold. Thus the probability that the algorithm does not work is bounded from above by the sum:
Lemmas 2.2-2.11 provide upper bounds for P(B c 1 )-P(B c 7 ), respectively. As none is larger than a negative power in n, it follows that (2.3) can also be bounded by a negative power in n. Hence, {D z } z≥0 is a random walk with positive drift reflected at the origin. We can say
Let {T z } z≥0 be a random walk with the same transition probabilities as {D z } z≥0 , starting at the origin. Then
Considering T i = X 1 + · · · + X i , where X 1 , . . . , X i are i.i.d. random variables with P(
, we have
Let Y i be equal to
Then the right side of the last inequality above is equal to
Note that E[Y i ] = 0.25 − 0.3 = −0.083, hence, by Large Deviation Theory, expression (2.4) must be exponentially small in n. Let us check out the details. 
where c 1 = 523.56 and c 2 = 0.0153.
Lemma 2.3. We have
Proof. Let w z denote the word:
andw z be the word
Let B 2,z 1 ,z 2 be the event where w z 1 is not equal to w z 2 , andB 2,z 1 ,z 2 be the event where w z 1 is not equal tow z 2 . Clearly:
where the intersections above are taken over z 1 , z 2 in [−4n, 4n]. This leads to
where the sums above are taken with z 1 , z 2 ranging over [−4n, 4n], with n as an even number. For z 1 ̸ = z 2 , we can always find at least k log n/2 letters which are "all independent of each other in w z 1 and w z 2 ". More precisely, since z 1 ̸ = z 2 , there exists an integer subset I ⊂ [0, k log n] with at least k log n/2 elements, so that
Hence, using the fact that the scenery ξ is i.i.d. with 3 equiprobable colors, we find that if z 1 ̸ = z 2 , then
A similar argument yields:
Applying inequalities (2.7) and (2.8) to inequality (2.6) yields:
The bound on the right side of the above inequality is a negative power of n as 2 − 0.5k log 3 is strictly negative. Hence, we just have to take k > 0 strictly larger than 4/ log 3 to have a negative-power-in-n upper bound for P(B c 2 ).
Lemma 2.4. We have
where c 1 is a positive constant not depending on n.
Proof. Let B 3z be the event that {R(z − k 1 log n) ̸ ∈ R([z, +∞))}. Then
Note that the probability of B 3z does not depend on z. So Eq. (2.9) implies:
Thus taking z equal to k 1 log n, we obtain
As in the proof of Lemma 2.2, let the distance between R(z) and v 0 be denoted by D z so that
Again, as in 2.2, D z is a simple random walk on N reflected at the origin. Let {T z } z≥0 be a random walk with the same transition probabilities as {D z } z≥0 and starting at the origin. We have
Let X i := T i − T i−1 . Hence, we can use large deviations to bound
With the same argument as in (2.2), we find
for any t ≥ 0, where X 1 is a random variable such that
Minimizing t → E(e −X 1 t ) with respect to t, we get
From (2.11), we obtain
The last inequality above with inequality (2.10) together imply that
where c 1 = 157.37 and c 2 = 0.0589. If we take the constant k 1 large such that
, then our bound
has a negative power in n and hence goes to 0 as n goes to infinity.
Lemma 2.5. We have
where c 1 > 0 is a positive constant not depending on n.
Proof. By symmetry, follows the same steps as for the proof of Lemma 2.4.
Lemma 2.6. We have B 5 , which holds w.h.p:
c 5 n where c 5 > 0 is a constant not depending on n.
Proof. Let k 3 > 0 be the constant
Let B 51 be the event that the random walk S visits the points −4n and 4n before time n 6 , and B 52z be the event that the random walk S visits the point z at least n 3k 3 times within n 9k 3 +9 time unit from the first visit to z. More precisely, let τ zi be the ith visit by S to the point z. Hence τ z1 := min{t | S t = z} and by induction on i:
The event B 52z can now be described as the event of which difference
is less than or equal to n 9k 3 +9 for all j ≤ n 3k 3 . Let B 53z be the event such that the first n 3k 3 visits of S to z have at least one straight path of length k 3 log n + 1.
We have the following inclusion
The above inclusion can be explained as follows. For any z ∈ [−4n, 4n], from the event B 51 the first visit to z by S takes place before time n 6 . Then by B 52z , we get n 3k 3 visits to z before an additional time n 9k 3 +9 . Hence, before time
(2.13)
we have n 3k 3 visits to z. According to the event B 53z , during those n 3k 3 visits of S to z, there is at least one visit followed directly by a straight crossing of length k 3 log n + 1. These crossings take place before time given in (2.13 We can now apply the probability-bounds found in the next three lemmas to inequality (2.14) to find
In the sum, on the right side of last inequality above, the term with largest order is c 51 /n. It follows, that there exists a constant c 5 > 0 not depending on n such that for all n ∈ N, we have
Lemma 2.7. We have
c 51 n where c 51 > 0 is a constant not depending on n.
Proof. Let ν i designate the first visit of the random walk S to the point i, i.e., This and a symmetric argument for −4n leads to
and hence,
For positive numbers, the third power of the sum is always more than the sum of the third powers. Hence,
from which it follows that
4n .
Applying the last inequality above to (2.15), we obtain
using Markov inequality yields
The above bound is useful because the (1/3)th moment of τ i is known to be finite.
Lemma 2.8. We have P(B c 52z ) ≤ c 52 n 3 where c 52 > 0 is a constant not depending on n or z.
Proof. Note that P(B c 52z ) does not depend on z. Hence, we can find a bound for P(B c 520 ) and this bound will be valid for all P(B c 52z ). Let T i be the ith visit to the origin by S. We have
Now, the expression on the right side of the equality above is equal to
Note that for non-negative terms, the third power of the sum is always larger than the sum of the third powers. Hence, in our case, taking the terms T
1/3 i
we get
Taking the third root of the last inequality above we obtain
Because of inequality (2.17), we find that the probability in expression (2.16) is less than or equal to
> n 3k 3 +3 ).
By the Markov inequality, we obtain P(T Proof. Let Y i be the Bernoulli variable which is equal to one if and only if we have a straight crossing of length k 3 log n + 1 right after the stopping time τ z j , where j = i(k 3 log n + 1). Since, we take the stopping times τ z. apart by at least k 3 log n + 1, Y 1 , Y 2 , . . . are i.i.d. Also, the probability of a straight crossing is
The event B 53z holds, as soon as at least one of the Y i 's is equal to 1 for i = 1, 2, . . . , n 2k 3 . Hence,
where q = 1 2n k 3 .
Note that
converges to e −1 as n → ∞. Applying this to (2.18), yields for n goes to infinity P(B Proof. Lemma 2.11 is a direct consequence of Lemmas 2.2 and 2.4.
Final remarks and open problems
We have proposed a novel practical algorithm for reconstructing a piece of scenery from a given sequence of observations. Our algorithm is based on one of the techniques for DNA reconstruction, which is known as "polymerase chain reaction" (PCR). For retrieving a finite piece of a 3-color scenery of length n, small pieces of length order ln n are first reconstructed and then assembled together to form the required piece. The algorithm takes a polynomial amount of time for reconstructing a 3-color scenery.
The open problems to this research include the fundamental properties of the distribution of the scenery for a plausible reconstruction, which are still not defined precisely, for example, if the entropy grows linearly with the size of the scenery, a universal reconstruction algorithm exists for solving the scenery reconstruction problem?
