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NON-STATIONARY NORMAL FORMS FOR CONTRACTING
EXTENSIONS
BORIS KALININ∗
Dedicated to the memory of Anatole Katok
Abstract. We present the theory of non-stationary normal forms for uniformly
contracting smooth extensions with sufficiently narrow Mather spectrum. We give
coherent proofs of existence, (non)uniqueness, and a description of the centralizer
results. As a corollary, we obtain corresponding results on normal forms along an
invariant contracting foliation. The main improvements over the previous results
in the narrow spectrum setting include explicit description of non-uniqueness and
obtaining results in any regularity above the precise critical level, which is especially
useful for the centralizer. In addition to sub-resonance normal form, we also prove
corresponding results for resonance normal form, which is new in the narrow spectrum
setting.
1. Introduction
The theory of normal forms for smooth maps goes back to Poincare and Sternberg
[St57] and plays an important role in dynamics. It has been extensively studied in the
classical setting of normal forms at fixed points and invariant manifolds [BrKo]. The
theory of non-stationary normal forms was developed more recently in the context of
extensions and invariant foliations. The primary motivations and applications were
various rigidity results for systems and actions exhibiting some form of hyperbolicity.
In the setting of an invariant contracting foliation W for a diffeomorphism f of a
compact manifoldX , the goal is to obtain a family of diffeomorphisms Hx :Wx → TxW
such that the maps
(1.1) Px = Hfx ◦ f ◦ H
−1
x : TxW → TfxW
are as simple as possible. The maps Px, called the normal form of f on W, will be
polynomial in our setting. The case of linear Px is called non-stationary linearization.
Some of the theory can be developed in a more general context of a smooth extension
F of f to a vector bundle E over X . The foliation setting produces such a smooth
extension on the tangent bundle to the foliation E = TW as follows. We take Fx =
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f |Wx : Ex → Efx after local identification of the leaf Wx with its tangent space Ex =
TxW. In this setting, the map Hx is a coordinate change on Ex.
The non-stationary linearization for one-dimensional extensions was obtained by Ka-
tok and Lewis [KtL91] and applied to the study of rigidity for SL(n,Z) actions on Tn.
For higher-dimensional foliations under the assumption of constant 1/2 pinched bounds
for contraction rates, non-stationary linearization follows from results of Guysinsky and
Katok [GuKt98] or from results of Feres in [Fe95]. Under a weaker assumption of point-
wise 1/2 pinching, it was obtained by Sadovskaya [S05] and some further properties
were established by Kalinin and Sadovskaya [KS06]. This is a less technical but very
important case of non-stationary normal forms and we give a brief summary of these
results in Section 2. They were used extensively in the study of rigidity of Anosov sys-
tems and higher rank actions, see e.g. [S05, KS03, KS06, F07, FFH10, GKS11, Bu18].
In higher-dimensional setting without 1/2 pinching, there may be no smooth non-
stationary linearization, and so a polynomial normal form is sought. Under the nar-
row band spectrum assumption, such forms were developed by Guysinsky and Katok
[GuKt98, Gu02] and used by Katok and Spatzier to obtain local rigidity of algebraic
higher rank Anosov abelian actions [KtSp97]. A geometric point of view on normal
forms was developed by Feres in [Fe04]. The narrow band assumption ensures that the
polynomial maps involved belong to a finite dimensional Lie group of so called sub-
resonance generated polynomials. In [KS16] Kalinin and Sadovskaya obtained stronger
results, constructing Hx which depend smoothly on x along the leaves and proving that
they define an atlas with transition maps in a similar finite dimensional Lie group.
A parallel theory of non-stationary normal forms was also developed for non-uniform
contractions. Basic results were formulated by Kalinin and Katok [KKt01] along with
a program of applications to measure rigidity for non-uniformly hyperbolic systems
and actions. The existence of Hx for a general contracting C
∞ extension was proved
by Li and Lu [LL05] in the setting of random dynamical systems. Some results, such as
existence of Taylor polynomial or formal series for Hx, can be obtained for extensions
more general than contractions, see [AK92, A, LL05]. Non-stationary linearization of
a C1+α diffeomorphism along a non-uniformly contracting foliation was obtained by
Kalinin and Katok [KKt07] for one-dimensional leaves and by Katok and Rodriguez
Hertz [KtR15] under pinching assumption on Lyapunov exponents. The former result
was used in the study of measure rigidity by Kalinin, Katok, and Rodriguez Hertz
[KKt07, KKtR11]. Following [KS16], the advanced theory of normal forms on non-
uniformly contracting foliations, including the consistency of normal form coordinates
along the leaves, were obtained independently by Kalinin and Sadovskaya [KS17] and,
in differential geometric formulations, by Melnick [M19]. In addition to measurable
properties of non-uniformly hyperbolic systems, this theory is useful in global, rather
than local, smooth rigidity of uniformly hyperbolic systems, where the spectrum may
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not be narrow [FKSp11]. The main disadvantage of this setting is that dependence of
Hx on x is only measurable.
Our main goal is to present the theory of non-stationary normal forms, both in ex-
tension and foliation settings, assuming that the spectrum is sufficiently narrow. In
particular, the results apply to perturbations of algebraic and point spectrum systems.
We follow the approach developed in [KS16, KS17] and give a coherent treatment of
existence, (non)uniqueness, and centralizer results. The main improvements over the
previous results in the narrow band spectrum setting are the following. Our construc-
tion allows us to describe the exact extent of non-uniqueness in Hx and Px and hence
gives the description of the centralizer. It works in any regularity of F above the
precise critical level in Ho¨lder classes. This is especially important for the centralizer
results as they yield an automatic bootstrap of regularity for a commuting system,
from critical one to that of Hx. These improvements proved useful in rigidity results
[DWX19, GKS19]. In addition to sub-resonance normal form, we also prove existence,
(non)uniqueness, and centralizer results for resonance normal form, which has not been
done in the narrow band setting.
2. Non-stationary linearization
In this section we summarize the results on non-stationary linearization, that is
existence of Hx so that Px in (1.1) are linear. This important particular case of non-
stationary normal form theory is easier to formulate and provides a point of comparison
for the more technical general case. Also, it is the only result obtained under pointwise
assumption on contraction rates. We formulate it in foliation setting, where it is most
interesting. We state the results for C∞ case, as established in [S05, Proposition 4.1,
Lemma 4.1] and [KS06, Proposition 4.6], and then make remarks on lower regularity.
Theorem 2.1 (Non-stationary linearization). [S05, KS06]
Let f be a diffeomorphism of a compact manifold X and let W be an f -invariant
continuous foliation of X with uniformly C∞ leaves. Suppose that ‖Df |TW‖ < 1, and
there exist C > 0 and γ < 1 such that
(2.1) ‖ (Dfn|TxW)
−1 ‖ · ‖Dfn|TxW ‖
2 ≤ Cγn for all x ∈ X, n ∈ N.
Then for every x ∈ X there exists a C∞ diffeomorphism Hx :Wx → TxW such that
(i) Hfx ◦ f ◦ H−1x = Df |TxW ,
(ii) Hx(x) = 0 and DxHx is the identity map,
(iii) Hx depends continuously on x ∈ X in C∞ topology.
(iv) Such a family Hx is unique and depends smoothly on x along the leaves of W.
(v) The map Hy ◦ H−1x : TxW → TyW is affine for any x ∈ X and y ∈ Wx. Hence
the non-stationary linearization H defines affine structures on the leaves of W.
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We note that non-stationary linearization is the only case when the Hx, and hence
Px, are unique under assumptions (i) and (ii) and sufficient regularity. This unique-
ness immediately implies the description of centralizer as in part (3) of Theorem 4.6.
Together with (v), it also easily gives smooth dependence on x along the leaves of W.
Under stronger 1/2 pinching assumption on rates in place of (2.1), finite regularity
version follows from our general results, see Corollary 4.8. However, finite regularity
results can also be obtained using (2.1):
Remark 2.2. The proof of existence of H in [S05, Proposition 4.1] is for CN with N
sufficiently large and can be seen to work for N = 2.
Parts (iv) and (v) hold under the assumption that f and Hx are C2. This is clear
from the proof of [S05, Lemma 4.1] and [KS06, Proposition 4.6]. More precisely, it
suffices to assume that Df |TxW and DHx are Lipschitz along the leaves of W with
uniform constant for all local leaves. More generally, uniqueness holds if they are
α-Ho¨lder under stronger pinching assumption with the term ‖Dfn|TxW ‖
2 in (2.1) re-
placed by ‖Dfn|TW ‖1+α (cf. Corollary 4.8). In the particular case when W is a
one-dimensional foliation, the uniqueness holds if H is C1 [KtL91].
We note that equation (2.1) with 1 + β in place of 2 is precisely the fiber bunching
assumption on the linear cocycle Df |TxW relative to the contraction along W, which
in particular ensures existence of cocycle holonomies along W. In fact, the holonomies
are given by the derivatives of the transition maps in (v).
3. Preliminaries and notations
3.1. Smooth extensions. Let E be a continuous vector bundle over a compact metric
space X , let V be a neighborhood of the zero section in E , and let f be a homeomor-
phism of X . We consider an extension F : V → E that projects to f and preserves
the zero section. We assume that the corresponding fiber maps Fx : Vx → Ef(x) are C
r
diffeomorphisms.
If r = N ∈ N, we will assume that Fx depend continuously on x in CN topology.
To obtain sharper results, we will also use Ho¨lder condition at the zero section. We
assume that the fibers Ex are equipped with a continuous family of Riemannian norms.
We denote by Bx,σ the closed ball of radius σ > 0 centered at 0 ∈ Ex. For N ∈ N
and 0 ≤ α ≤ 1 we denote by CN,α(Bx,σ) = C
N,α(Bx,σ, Efx) the space of functions
R : Bx,σ → Efx with continuous derivatives up to order N on Bx,σ and, if α > 0, with
N th derivative satisfying α-Ho¨lder condition at 0:
(3.1) ‖D(N)R‖α = sup { ‖D
(N)
t R−D
(N)
0 R‖ · ‖t‖
−α : 0 6= t ∈ Bx,σ} <∞.
We call ‖D(N)R‖α the α-Ho¨lder constant ofD(N)R at 0. We equip the space CN,α(Bx,σ)
with the norm
(3.2) ‖R‖CN,α(Bx,σ) = max { ‖R‖0, ‖D
(1)R‖0, ..., ‖D
(N)R‖0, ‖D
(N)R‖α },
where ‖D(k)R‖0 = sup {‖D
(k)
t R‖ : t ∈ Bx,σ} and the last term is omitted if α = 0.
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Definition 3.1. We say that F is a CN,α extension of f , N ∈ N and 0 ≤ α ≤ 1, if for
some σ > 0 the fiber maps Fx : Bx,σ → Ef(x) are C
N,α diffeomorphisms which depend
continuously on x in CN topology and the norms ‖Fx‖CN,α(Bx,σ) are uniformly bounded.
Similarly, we say that H = {Hx}x∈X, where Hx : Bx,σ → Ef(x), is a CN,α coordinate
change if it is a CN,α extension of f = Id which preserves the zero section.
3.2. Mather spectrum of the derivative. For a smooth extension F we will denote
by F its derivative of at the zero section, that is F : E → E is a continuous linear
extension of f whose fiber maps are linear isomorphisms Fx = D0Fx : Ex → Efx. Such
a linear extension F induces a bounded linear operator F ∗ on the space of continuous
sections of E by F ∗v(x) = F (v(f−1x)). The spectrum SpF ∗ of complexification of F ∗
is called Mather spectrum of F . Under a mild assumption that non-periodic points of
f are dense in X , the Mather spectrum consists of finitely many closed annuli centered
at 0, see e.g. [P], and its characteristic set Λ(F ) = {λ ∈ R : expλ ∈ SpF ∗} consists
of finitely many closed intervals. We will assume that F is a contraction and that the
Mather spectrum of F is sufficiently narrow.
Definition 3.2. Let ε > 0 and χ = (χ1, . . . , χℓ), where χ1 < · · · < χℓ < 0. We say
that a linear extension F has (χ, ε)-spectrum if
(3.3) Λ(F ) = {λ ∈ R : exp λ ∈ SpF ∗} ⊂
ℓ⋃
i=1
(χi − ε, χi + ε)
If F has (χ, ε)-spectrum with disjoint intervals then the bundle E splits into direct sum
(3.4) E = E1 ⊕ · · · ⊕ E ℓ
of continuous F -invariant sub-bundles so that Λ(F |Ei) is contained in (χi − ε, χi + ε).
This can be expressed using a convenient metric [GuKt98]: for each i = 1, ..., ℓ there
exists a continuous family of Riemannian norms ‖.‖x on Ex such that the splitting (3.4)
is orthogonal and
(3.5) eχi−ε‖t‖x ≤ ‖Fx(t)‖fx ≤ e
χi+ε‖t‖x for every t ∈ E
i
x.
We will equip E with such a norm and will suppress the dependence on x. We can also
summarize (3.5) using operator norms
(3.6) ‖F |Eix‖ ≤ e
χi+ε, ‖(F |Eix)
−1‖ ≤ e−χi+ε, ‖Fx‖ ≤ e
χℓ+ε, ‖(Fx)
−1‖ ≤ e−χ1+ε.
3.3. Sub-resonance and resonance polynomials. We say that a map between
vector spaces is polynomial if each component is given by a polynomial in some, and
hence every, basis. We will consider a polynomial map P : Ex → Ey with P (0x) = 0y and
split it into components (P1(t), . . . , Pℓ(t)), where Pi : Ex → E iy. Each Pi can be written
uniquely as a linear combination of polynomials of specific homogeneous types. We
say that Q : Ex → E iy has homogeneous type s = (s1, . . . , sℓ), where s1, . . . , sℓ are non-
negative integers, if for any real numbers a1, . . . , aℓ and vectors tj ∈ E
j
x, j = 1, . . . , ℓ,
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we have
(3.7) Q(a1t1 + · · ·+ aℓtℓ) = a
s1
1 · · · a
sℓ
ℓ ·Q(t1 + · · ·+ tℓ).
Definition 3.3. We say that a homogeneous type s = (s1, . . . , sℓ) for Pi : Ex → E iy is
(3.8) sub-resonance if χi ≤
ℓ∑
j=1
sjχj, and resonance if χi =
ℓ∑
j=1
sjχj .
We say that a polynomial map P : Ex → Ey is sub-resonance (resp. resonance) if
each component Pi has only terms of sub-resonance (resp. resonance) homogeneous
types. We denote by Sx,y (resp. Rx,y) the set of all sub-resonance (resp. resonance)
polynomials P : Ex → Ey with P (0) = 0 and invertible derivative at 0.
Clearly, for any sub-resonance relation we have sj = 0 for j < i and
∑
sj ≤ χ1/χℓ.
It follows that sub-resonance polynomials have degree at most
(3.9) d = d(χ) = ⌊χ1/χℓ⌋.
We will denote Sx,x by Sx, which is a finite-dimensional Lie group group with respect to
the composition [GuKt98]. All groups Sx are isomorphic, moreover, any map P ∈ Sx,y
induces an isomorphism between Sx and Sy by conjugation. Any invertible linear map
A : Ey → Ex which respects the splitting induces an isomorphism between the groups
Sx and Sy. Similar statements hold for the resonance groups Rx = Rx,x.
Note that a linear map is resonance, resp. sub-resonance, if and only if it preserves
the splitting (3.4), resp. the associated flag of fast sub-bundles:
(3.10) E1x = V
1
x ⊂ V
2
x ⊂ ... ⊂ V
l
x = Ex, where V
i
x = E
1
x ⊕ · · · ⊕ E
i
x
While the notion of resonance polynomials depends on the splitting, the notion of sub-
resonance polynomials depends only on the flag (3.10) and sub-resonance polynomials
preserve the flag, see [KS17, Proposition 3.2].
3.4. Narrow spectrum. Now for a given χ = (χ1, . . . , χℓ), where χ1 < · · · < χℓ < 0,
we will define ε0 = ε0(χ) > 0 which ensures that the spectrum is sufficiently narrow.
Informally, we choose it so that if F has (χ, ε)-spectrum for some ε < ε0(χ) then all
Mather spectrum sub-resonances and resonances of F come from the point spectrum
χ and also any non-resonance homogeneous type is contracted by forward or backward
iterates of F . This condition is stronger than the narrow band spectrum in [GuKt98].
We define λ˜ < 0 as the largest value of −χi +
∑ℓ
j=1 sjχj over all i ∈ {1, . . . , ℓ} and
non-negative integers s1, . . . , sℓ such that this value is negative, that is, they do not
satisfy any sub-resonance relation (3.8):
(3.11) λ˜ = max {−χi +
∑
sjχj < 0 } and let λ = max {λ˜,−χ1 + (d+ 1)χℓ} < 0.
The maximum exists since there are at most finitely many values of −χi +
∑
sjχj
greater than any given number.
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Similarly, we define µ < 0 as the largest value of χi−
∑ℓ
j=1 sjχj over all i ∈ {1, . . . , ℓ}
and non-negative integers s1, . . . , sℓ such that this value is negative, that is, they satisfy
some sub-resonance relation which is not a resonance one (3.8) (we will refer to such
homogeneous types as strict sub-resonance):
(3.12) µ = max {χi −
∑
sjχj < 0 }.
The maximum exists since there are at most finitely many sub-resonance relations.
Finally, we define
(3.13) ε0 = ε0(χ) = min {−χℓ,−λ/(d+ 2),−µ/(d+ 1) } > 0.
4. Statements of results
First we summarize our basic notations and assumptions.
Assumptions 4.1. In this section,
f : X → X is a homeomorphism of a compact metric space X,
E is a continuous vector bundle over X, equipped with a continuous Riemannian metric,
V is a neighborhood of zero section in E and Bx,σ ⊂ Vx for some σ > 0 and all x ∈ X,
F : V → E is a CN,α extension of f (see Def. 3.1) that preserves the zero section,
F is contracts in the sense ‖Fx(t)‖ ≤ ξ‖t‖ for some ξ < 1, and all x ∈ X and t ∈ Bx,σ,
F : E → E is the derivative of F at the zero section, Fx = D0Fx : Ex → Efx,
F has (χ, ε)-spectrum (see Def. 3.2) for some χ = (χ1, . . . , χℓ), with χ1 < · · · < χℓ < 0,
and some ε < ε0 = ε0(χ) given by (3.13).
Remark 4.2. As we outlined in Section 3.2, if F has (χ, ε)-spectrum then there is a
continuous Riemannian metric on E and a continuous orthogonal F -invariant splitting
E = E1 ⊕ · · · ⊕ E l such that for each i = 1, ..., ℓ and all x ∈ X we have
(4.1) eχi−ε‖t‖ ≤ ‖Fx(t)‖ ≤ e
χi+ε‖t‖ for every t ∈ E ix,
which also yields (3.6). This is the property that we use in the proof of Theorem 4.3.
We recall that CN,α is the space of CN functions with N th derivative satisfying α-
Ho¨lder condition at 0 (3.1). We will require that the smoothness N +α is higher than
the “critical regularity” χ1/χℓ ≥ 1. If N ≥ 2 we allow α = 0.
Theorem 4.3 (Normal forms for contracting extensions).
Let F be an extension of f satisfying Assumptions 4.1. Suppose that N ∈ N, 0 ≤ α ≤ 1,
(4.2) ν = χ1 − (N + α)χℓ > 0 and ε < ν/(N + α+ 1).
Then (1) There exists a CN,α coordinate change H = {Hx}x∈X (see Def. 3.1) with
diffeomorphismsHx : Bx,σ → Ex satisfying Hx(0) = 0 and D0Hx = Id which conjugates
F to a continuous polynomial extension P of sub-resonance type (see Def. 3.3):
(4.3) Hfx ◦ Fx = Px ◦ Hx, where Px ∈ Sx,fx for all x ∈ X.
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(1’) There exists a CN,α coordinate change H′ = {H′x}x∈X with diffeomorphisms H
′
x :
Bx,σ → Ex satisfying H′x(0) = 0 and D0H
′
x = Id which conjugates F to a continuous
polynomial extension P ′ of resonance type:
(4.4) H′fx ◦ Fx = P
′
x ◦ H
′
x, where Px ∈ Rx,fx for all x ∈ X.
(2) Suppose H˜ = {H˜x}x∈X is another CN,α coordinate change as in (1) conjugating
F to a sub-resonance polynomial extension P˜. Then there exists a continuous family
{Gx}x∈X with Gx ∈ Sx such that Hx = Gx ◦ H˜x. Moreover, if D
(n)
0 H˜x = D
(n)
0 Hx for
all n = 2, ..., d = ⌊χ1/χℓ⌋, then Hx = H˜x for all x ∈ X.
(2’) Suppose H˜′ = {H˜′x}x∈X is another C
N,α coordinate change as in (1’) conjugating
F to a resonance polynomial extension P˜ ′. Then there exists a continuous family
{G′x}x∈X with G
′
x ∈ Rx such that H
′
x = G
′
x ◦ H˜
′
x. Moreover, if D
(n)
0 H˜
′
x = D
(n)
0 H
′
x for
all n = 2, ..., d = ⌊χ1/χℓ⌋, then H′x = H˜
′
x for all x ∈ X.
(3) Let g : X → X be a homeomorphism commuting with f and G : V → E be a CN
′,α′
extension of g which preserves the zero section and commutes with F . Suppose that
N ′ ∈ N and 0 ≤ α′ ≤ 1 satisfy N ′ ≤ N , N ′ + α′ ≤ N + α, and
(4.5) ν ′ = χ1 − (N
′ + α′)χℓ > 0 and ε < ν
′/(N ′ + α′ + 1).
Then the coordinate changes H and H′ conjugate G to continuous sub-resonance and
resonance polynomial extension respectively, that is
(4.6) Hgx ◦ Gx ◦ H
−1
x ∈ Sx,fx and H
′
gx ◦ Gx ◦ (H
′
x)
−1 ∈ Rx,fx. for all x ∈ X.
In particular, G is a CN,α extension
Corollary 4.4. Suppose that F in the theorem is a C∞ extension. Then the coordinate
changes H in part (1) and H′ in part (1’) are also C∞.
Remark 4.5 (Global version). Suppose that F : E → E is a globally defined extension
which satisfies the assumptions of Theorem 4.3 and either contracts fibers or, more
generally, satisfies the property that for any compact set K ⊂ V and any neighborhood U
of the zero section we have Fn(K) ⊂ U for all sufficiently large n. Then the coordinate
changes H and H′ can be uniquely extended “by invariance” Hx = (P nx )
−1 ◦Hfn(x) ◦Fnx
to the family of global CN,α coordinate changes with diffeomorphisms Hx,H′x : Ex → Ex
satisfying (4.3) and (4.4) respectively. Moreover, if the extension G as in (3) is also
globally defined, then it satisfies (4.6) globally.
4.1. Normal forms for contracting foliations. Now we apply the results above in
the context of diffeomorphisms with invariant contracting foliation.
Let f be a Cr diffeomorphism of a compact manifold X . We will consider r > 1, and
for r /∈ N we will understand Cr in the usual sense that the derivative of order N = ⌊r⌋
is Ho¨lder with exponent α = r − ⌊r⌋. We will consider an f -invariant continuous
foliationW of X with uniformly Cr leaves, by which we mean that for some R > 0 the
balls BW(x,R) of radius R in the intrinsic Riemannian metric of the leaf can be given
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by Cr embeddings which depend continuously on x in CN topology and, if r /∈ N, have
α-Ho¨lder derivative of order N with uniformly bounded Ho¨lder constant. Similarly, for
such a foliation we will say that a function g is uniformly Cr along W if its restrictions
to BW(x,R) depend continuously on x in CN topology and have α-Ho¨lder derivative
of order N with uniformly bounded Ho¨lder constant. We also allow r = ∞, in which
case uniformly C∞ means uniformly CN for each N .
Theorem 4.6 (Normal forms for contracting foliations). Let f be a Cr, r ∈ (1,∞], dif-
feomorphism of a smooth compact manifold X, and let W be an f -invariant topological
foliation of X with uniformly Cr leaves. Suppose that the linear extension F = Df |TW
has (χ, ε)-spectrum (or alternatively F satisfies the condition in Remark 4.2) for some
χ = (χ1, . . . , χℓ), where χ1 < · · · < χℓ < 0, and some ε < ε0 = ε0(χ) given by (3.13).
Suppose also that r > χ1/χℓ and
(4.7) ε < ν/(r + 1), where ν = χ1 − rχℓ > 0.
Then (1) There exists a family {Hx}x∈X of Cr diffeomorphisms Hx : Wx → TxW
satisfying Hx(0) = 0 and D0Hx = Id such that for each x ∈ X,
Px = Hf(x) ◦ f ◦ H
−1
x : TxW → Tf(x)W is in Sx,fx.
The maps , Hx|BW (x,R) depend continuously on x ∈ X in C
N topology with N = ⌊r⌋
and, if α = r − N > 0, they have α-Ho¨lder derivative of order N with uniformly
bounded Ho¨lder constant.
(1’) There exists a family {H′x}x∈X of diffeomorphisms as in (1) so that for all x ∈ X,
Px = H
′
f(x) ◦ f ◦ (H
′
x)
−1 : TxW → Tf(x)W is in Rx,fx.
(2) Suppose H˜ = {H˜x}x∈X is another family of diffeomorphisms as in (1) conjugating
f |W to sub-resonance polynomials P˜x ∈ Sx,fx. Then there exists a continuous family
{Gx}x∈X with Gx ∈ Sx such that Hx = Gx ◦ H˜x. Moreover, if D
(n)
0 H˜x = D
(n)
0 Hx for
all n = 2, ..., d = ⌊χ1/χℓ⌋, then Hx = H˜x for all x ∈ X.
(2’) Suppose H˜′ = {H˜′x}x∈X is another family of diffeomorphisms as in (1’) conjugat-
ing f |W to resonance polynomials P˜x ∈ Rx,fx Then there exists a continuous family
{G′x}x∈X with G
′
x ∈ Rx such that H
′
x = G
′
x ◦ H˜
′
x. Moreover, if D
(n)
0 H˜
′
x = D
(n)
0 H
′
x for
all n = 2, ..., d = ⌊χ1/χℓ⌋, then H′x = H˜
′
x for all x ∈ X.
(3) Let g be a homeomorphism of X which commutes with f , preserves W, and is
uniformly Cr
′
along the leaves of W. Suppose that 1 < r′ ≤ r satisfies
(4.8) ν ′ = χ1 − r
′χℓ > 0 and ε < ν
′/(r′ + 1).
Then Qx = Hg(x) ◦ g ◦H
−1
x ∈ Sx,gx and Q
′
x = H
′
g(x) ◦ g ◦ (H
′
x)
−1 ∈ Rx,gx for all x ∈ X.
In particular, Gx is in is uniformly Cr along the leaves of W.
(4) For any x ∈ X and y ∈ Wx, the maps Hy ◦ H−1x and H
′
y ◦ (H
′
x)
−1 from TxW to
TyW are compositions of a sub-resonance polynomial in Sx,y with a translation.
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(5) The family {Hx}x∈X as in (1) can be chosen so that Hx which depends C⌊r⌋ on x
along the leaves of W.
We note that there is no analog of (5) for the resonance case. Also, the transition
maps H′y ◦ (H
′
x)
−1 in (4) are only sub-resonance, so this is just a particular case of the
result for Hy ◦ (Hx)−1.
Another way to interpret (4) is to view Hx as a coordinate chart on Wx, identifying
it with TxW, and in particular identifying TyW with THx(y)(TxW) by DyHx. In this
coordinate chart, (4) yields that all transition maps Hy ◦ H−1x for y ∈ Wx are in
the group S¯x generated by Sx and the translations of TxW. Clearly, this is a finite
dimensional Lie group which acts transitively on TxW.
Remark 4.7. The diffeomorphism Hx maps the sub-foliations of Wx by fast leaves
tangent to the fast flag (3.10) to the linear sub-foliations of TxW by subspaces parallel
to the flag, and the compositions Hy ◦ H−1x map flag to flag, see [KS16, Section 3.2].
It follows that these fast sub-foliations of Wx are as smooth inside Wx as Hx. While
smoothness of fast sub-foliations is a well-known phenomenon, normal form results give
an alternative proof.
Corollary 4.8. Under the assumptions of the Theorem 4.6, if ℓ = 1, i.e. χ1 = χℓ = χ,
then Px = Df |TxW in (1) and Qx = Dg|TxW in (3) are linear normal forms, the family
{Hx}x∈X as in (1) is unique, the maps Hy ◦ H−1x : Ex → Ey are affine for all x ∈ X
and y ∈ Wx, and Hy depends C⌊r⌋-smoothly on y along the leaves of W.
In this cans we can take ε < −αχ/(2+α), where α = min{1, r−1}. This means that
Df |TW is a contraction whose characteristic set is contained in an open interval with
ratio of endpoints at most 1 + α. This is the “constant rate” version of 1/2 pinching
(2.1) (cf. Remark 2.2).
5. Proof of Theorem 4.3 and Corollary 4.4
We begin with the proof of part (1). First we construct Taylor polynomials at zero of
degree N for Hx and the corresponding terms of sub-resonance polynomials Px. Since
(4.2) implies N ≥ d = ⌊χ1/χℓ⌋, this will fully define Px, whose degree is at most d.
5.1. Construction of P and of the Taylor polynomial for H. For each x ∈ X
and map Fx : Ex → Efx we consider its Taylor polynomial of degree N at t = 0:
(5.1) Fx(t) ∼
N∑
n=1
F (n)x (t).
As a function of t, F
(n)
x (t) : Ex → Efx is a homogeneous polynomial map of degree n.
We will view the family F (n) = {F (n)x }x∈X as a section of the corresponding bundle
of homogeneous polynomials.We will use similar notations for the Taylor polynomials
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at t = 0 of the desired coordinate change Hx(t) and the corresponding sub-resonance
polynomial extension Px(t):
Hx(t) ∼
N∑
n=1
H(n)x (t) and Px(t) =
d∑
n=1
P (n)x (t).
We will inductively construct the Taylor termsH(n) = {H(n)x }x∈X and P (n) = {P
(n)
x }x∈X
as continuous sections of the corresponding bundle of homogeneous polynomials.
For the first derivative we define
H(1)x = Id : Ex → Ex and P
(1)
x = Fx for all x ∈ X.
Now we assume that the terms of order less than n are constructed. Using these linear
terms in the conjugacy equation Hfx ◦ Fx = Px ◦ Hx we write(
Id +
N∑
i=2
H
(i)
fx
)
◦
(
Fx +
N∑
i=2
F (i)x
)
∼
(
Fx +
d∑
i=2
P (i)x
)
◦
(
Id +
N∑
i=2
H(i)x
)
.
and considering the terms of degree n, 2 ≤ n ≤ N , we obtain
F (n)x + H
(n)
fx ◦ F (x) +
∑
H
(i)
fx ◦ F
(j)
x = Fx ◦H
(n)
x + P
(n)
x +
∑
P (j)x ◦H
(i)
x ,
where the summations are over all i and j such that ij = n and 1 < i, j < n. We
rewrite the equation as
(5.2) F−1x ◦ P
(n)
x = −H
(n)
x + F
−1
x ◦H
(n)
fx ◦ Fx +Qx,
where
(5.3) Qx = F
−1
x
(
F (n)x +
∑
ij=n, 1<i,j<n
H
(i)
fx ◦ F
(j)
x − P
(j)
x ◦H
(i)
x
)
.
We note that Qx is composed only of terms H
(i) and P (i) with 1 < i < n, which are
already constructed, and terms F (i) with 1 < i ≤ n, which are given. Thus by the
inductive assumption Qx is defined for all x ∈ X and is continuous in x.
Let Q(n)x be the space of all homogeneous polynomial maps on Ex of degree n, and let
S(n)x and N
(n)
x be the subspaces of sub-resonance and non sub-resonance polynomials
respectively. We seek H
(n)
x so that the right side of (5.2) is in S
(n)
x , and hence so is
P
(n)
x when defined by this equation.
Projecting (5.2) to the factor bundle Q(n)/S(n), our goal is to solve the equation
(5.4) 0 = −H¯(n)x + F
−1
x ◦ H¯
(n)
fx ◦ Fx + Q¯x,
where H¯(n) and Q¯ are the projections of H(n) and Q respectively.
We consider the bundle automorphism Φ : Q(n) → Q(n) covering f−1 : X → X given
by the maps Φx : Q
(n)
fx → Q
(n)
x
(5.5) Φx(R) = F
−1
x ◦R ◦ Fx.
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Since F preserves the splitting E = E1⊕· · ·⊕E ℓ, it follows from the definition that the
sub-bundles S(n) and N (n) are Φ-invariant. We denote by Φ¯ the induced automorphism
of Q(n)/S(n) and conclude that (5.4) is equivalent to
(5.6) H¯(n)x = Φ˜x(H¯
(n)
fx ), where Φ˜x(R) = Φ¯x(R) + Q¯x.
Thus a solution of (5.4) is a Φ˜-invariant section of Q(n)/S(n). In Lemma 5.2 below we
will show that Φ˜ is a contraction and hence has a unique continuous invariant section,
which can be explicitly written as
(5.7) H¯x =
∞∑
k=0
(F kx )
−1 ◦ Q¯fkx ◦ F
k
x , where F
k
x = Ffk−1x ◦ · · · ◦ Ffx ◦ Fx.
We equipped E with a continuous Riemannian metric as in Remark 4.2 for which
the splitting E = E1 ⊕ · · · ⊕ E l is orthogonal and so that (4.1) and hence (3.6) hold.
The norm of a homogeneous polynomial map R : Ex → Ey of degree n is defined as
(5.8) ‖R‖ = sup{ ‖R(v)‖ : v ∈ E, ‖v‖ = 1 }.
It follows that for any other homogeneous polynomial map P : Ez → Ex we have
(5.9) ‖R ◦ P ‖ ≤ ‖R‖ · ‖P‖n.
First, we look at the action of Φ on polynomials of specific homogeneous type.
Lemma 5.1. Let Q ∈ Q(n)x and R ∈ Q
(n)
fx be polynomials of homogeneous type s =
(s1, . . . , sℓ) with s1 + · · ·+ sℓ = n. Then
(5.10) ‖Φx(R)‖ ≤ e
−χi+
∑
sjχj+(n+1)ε ‖R‖ and ‖Φ−1x (Q)‖ ≤ e
χi−
∑
sjχj+(n+1)ε‖R‖.
Proof. We will prove the first inequality, the second one is obtained similarly. Suppose
that v = v1 + · · · + vℓ, where vj ∈ E jx, and ‖v‖x = 1. We denote aj = ‖F |Ejx‖ and
observe that Fx(vj) = ajv
′
j ∈ E
j
fx with ‖v
′
j‖ ≤ ‖vj‖. Since R has homogeneous type
s = (s1, . . . , sℓ) we obtain by (3.7) that
(5.11) (R ◦ Fx)(v) = R(a1v
′
1 + · · ·+ aℓv
′
ℓ) = a
s1
1 · · · a
sℓ
ℓ · R(v
′
1 + · · ·+ v
′
ℓ).
where v′ = v′1 + · · ·+ v
′
ℓ has ‖v
′‖fx ≤ ‖v‖x = 1 by orthogonality of the splitting. Thus
‖(R ◦ Fx)(v)‖ = a
s1
1 · · · a
sℓ
ℓ · ‖R(v
′)‖ ≤ as11 · · · a
sℓ
ℓ · ‖R‖
for any v ∈ Ex with ‖v‖x = 1, so by definition (5.8) we obtain ‖R◦Fx‖ ≤ a
s1
1 · · · a
sℓ
ℓ ·‖R‖.
Now (5.9) yields
‖Φx(R)‖ = ‖F |
−1
Eix
◦R ◦ Fx‖ ≤ ‖F |
−1
Eix
‖ · ‖R ◦ Fx‖ ≤
≤ ‖F |−1Eix ‖ · a
s1
1 · · · a
sℓ
ℓ · ‖R‖ ≤ e
−χi+ε ·
∏
j
(eχj+ε)sj · ‖R‖.
Since aj = ‖F |Ejx‖ ≤ e
χj+ε and ‖F |−1Eix ‖ ≤ e
−χi+ε by (3.6). 
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Lemma 5.2. The map Φ : N (n) → N (n) given by (5.5) is a contraction over f−1,
and hence so is Φ˜ : Q(n)/S(n) → Q(n)/S(n) given by (5.6). More precisely, ‖Φx(R)‖ ≤
eλ+(d+2)ε · ‖R‖.
Proof. The statement about Φ˜ follows since the linear part Φ¯ of Φ˜ is given by Φ when
Q(n)/S(n) is naturally identified with N (n).
For all non sub-resonance homogeneous types we have −χi +
∑
sjχj ≤ λ˜ by the
definition of λ˜ (3.11) and hence for any R ∈ N (n)fx Lemma 5.1 yields the estimate
‖Φx(R)‖ ≤ eλ˜+(n+1)ε · ‖R‖. For all n ≤ d the exponent satisfies λ˜ + (n + 1)ε ≤
λ+ (d+ 1)ε < 0 since ε < ε0 given by (3.13).
If d + 1 ≤ n ≤ N , then S(n) = 0 and Q(n) = N (n). In this case for any R ∈ Q(n)fx
we can estimate ‖Φx(R)‖ ≤ e−χ1+nχℓ+(n+1)ε · ‖R‖ and by the definition of λ (3.11) we
have −χ1 + (d+ 1)χℓ ≤ λ < 0 and hence the exponent satisfies
−χ1 + nχℓ + (n+ 1)ε ≤ λ+ (d+ 2)ε+ (n− (d+ 1))(ε+ χℓ) < 0
since ε < ε0 given by (3.13). 
We conclude that the unique continuous invariant section (5.7) for Φ˜ is the unique
continuous solution H¯(n) of (5.4). Now can we choose a continuous section H(n) of Q(n)
which projects to H¯(n). Such H(n) is defined uniquely up to a continuous section S(n).
Remark 5.3. For example one can take H(n) in N (n). However, in the foliation setting
the bundles Q(n), S(n), their quotient, and H¯(n) are often more regular along the leaves
than N (n). In this case one can make a more regular choice for H(n) leading to better
dependence of Hx on x along the leaves. See [KS16] for more details of this argument.
Once a specific lift H(n) is chosen, P
(n)
x is uniquely define by equation (5.2) and is
a continuous section P (n). This completes the inductive step and the construction of
H(n) and P (n), n = 1, . . . , N .
Thus we have constructed the N -th Taylor polynomials for the coordinate changes
(5.12) HNx (t) =
N∑
n=1
H(n)x (t) of degree N ≥ d = ⌊χ1/χℓ⌋
and the polynomial maps Px(t) =
∑d
n=1 P
(n)
x (t).
5.2. Construction of the coordinate change H. In this section we complete the
proof of part (1) by constructing the actual coordinate changes Hx with the Taylor
polynomial HNx given by (5.12). To simplify the calculations we note that H
N
x (t) is
a diffeomorphism on some neighborhood V˜x of 0 ∈ Ex since its differential at 0 is Id,
moreover the size of V˜x can be bounded away from 0 by compactness of X . Thus we
can consider extension F˜x(t) = HNfx ◦ Fx ◦ (H
N
x )
−1. By the construction of HN , the
maps F˜x and Px have the same derivatives at t = 0 up to order N for each x ∈ X .
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Since the construction is done in a sufficiently small neighborhood of zero section, we
can replace F by F˜x, and so henceforth we assume that F itself has this property.
We rewrite the conjugacy equation Hfx ◦ Fx = Px ◦ Hx in the form
(5.13) Hx = T˜ (H)x = P
−1
x ◦ Hfx ◦ Fx.
so that solution H = {Hx} is a fixed point of the operator T˜ . Since Px is a sub-
resonance polynomial with with invertible linear part P
(1)
x = Fx, by the group property
the inverse P−1x is also a sub-resonance polynomial and thus has degree at most d ≤ N .
Denoting H¯x = Hx − Id we rewrite (5.13) as
(5.14) H¯x = T (H¯)x = P
−1
x ◦ (Id + H¯fx) ◦ Fx − Id.
Thus the coordinate changeH corresponds to the fixed point H¯ = T (H¯) of the operator
T on the space of continuous families of smooth functions. We will show that T is a
contraction on an appropriate space and thus has a unique fixed point.
For any x ∈ X we consider the ball Bx,r in Ex centered at 0 of radius r and denote
Cx = Cx,r = {R ∈ C
N,α(Bx,r, Ex) : D
(k)
0 R = 0, k = 0, ..., N},
where CN,α(Bx,r, Ex) and its norm are defined as in (3.2). We note that for any R ∈ Cx
the α-Ho¨lder constant (3.1) of D(N)R at 0 is
(5.15) ‖D(N)R‖α = sup {‖D
(N)
t R‖ · ‖t‖
−α : 0 6= t ∈ Bx,r}.
For any R ∈ Cx lower derivatives can be estimated by the mean value theorem as
(5.16) ‖D(n)t R‖ ≤ ‖t‖
N−n · sup {‖D(N)s R‖ : ‖s‖ ≤ ‖t‖},
so using the above Ho¨lder constant we obtain that for any 0 ≤ n < N and t ∈ Bx,r,
(5.17) ‖D(n)t R‖ ≤ ‖t‖
1+α · ‖D(N)R‖α.
Thus for r < 1 the norms of all derivatives are dominated by the Ho¨lder constant and
hence
(5.18) ‖R‖CN,α(Bx,r ,Ex) = ‖D
(N)R‖α.
It follows that Cx equipped with the norm ‖D(N)R‖α is a Banach space. We denote
by C the bundle over X with fibers Cx and by B the space of sections R¯ = {Rx}x∈X of
C which are bounded in CN,α norm and continuous in CN norm. Then B is a Banach
space with the norm ‖R¯‖C = supx ‖Rx‖α.
We consider T as an operator on B. It follows from the definition of Cx and the
coincidence of the derivatives of Px and Fx at 0 that T (R¯) is in B. We will show that
that, for a sufficiently small r, T is a contraction on some ball Bγ in B.
We will now define the parameters for this argument. First we note that 0 < ε < −χℓ
since ε < ε0 given by (3.13), and that we have ν − (N + 1 + α)ε > 0 by assumption
(4.2) so we can take ε′ > 0 satisfying
(5.19) χℓ + ε+ ε
′ < 0 and δ = ν − (N + 1 + α)(ε+ ε′) > 0.
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We also recall that by (3.6) we have
(5.20) D0Px = D0Fx = Fx, ‖Fx‖ ≤ e
χℓ+ε, and ‖F−1x ‖ ≤ e
−χ1+ε
Now we can choose ρ < min{1, σ} sufficiently small so that for all x ∈ X we have
(5.21) ‖DtFx‖ ≤ e
χℓ+ε+ε
′
and ‖Dt (Px)
−1‖ ≤ e−χ1+ε+ε
′
for all t ∈ Bx,ρ,
so in particular Fx : Bx,ρ → Bfx,ρ is a contraction. We choose K so that
(5.22) ‖F‖CN (Bx,ρ) ≤ K and ‖(Px)
−1‖CN (Bx,ρ) ≤ K for all x ∈ X.
Since δ given by (5.19) is positive, we can define θ > 0 by
(5.23) 1− 2θ = e−δ < 1 and let γ = max{1, ‖T (0¯)‖B/θ},
here, as r is not yet defined, we take r = ρ in the definition of the norm ‖T (0¯)‖B
(this does not create problems since the norm decreases with r). To show that T is a
contraction on the ball Bγ in B centered at 0¯ of radius γ we will estimate the norm of
its differential by 1− θ. For this we choose r > 0 satisfying
(5.24) r < ρ < 1, r < ρ/(1 + γ), r ≤ θ/(c3(K,N) γ
N)
where constant c3(K,N) from (5.31) depends only on N and K.
Now we will calculate the differential of T on Bγ and estimate its norm. For any
R¯, S¯ ∈ Bγ we can write
(T (R¯ + S¯)− T (R¯))x = (Px)
−1 ◦ (Id +Rfx + Sfx) ◦ Fx − (Px)
−1 ◦ (Id +Rfx) ◦ Fx.
Differentiating (Px)−1 and denoting
y(t) = (Id +Rfx)(Fx(t)) = Fx(t) +Rfx(Fx(t)) and z(t) = Sfx(Fx(t))
we obtain
(T (R¯ + S¯)− T (R¯))x(t) = Dy(t)(Px)
−1 z(t) + E(z(t)),
where E is a polynomial with terms of degree at least two. It follows that ‖E(z(t))‖C =
O(‖S¯‖2C) and so the differential of T is given by
([DR¯T ]S¯)x(t) = Dy(t)(Px)
−1 Sfx(Fx(t)) = Ax(y(t))z(t),
where Ax(s) = Ds(Px)−1. To estimate the norm we consider the derivative of order N .
Since Ax(y(t)) is a linear operator on z, the product rule yields
(5.25) D(N)[Ax(y(t))z(t)] = Ax(y(t))D
(N)z(t) +
∑
cm,lD
(m)Ax(y(t))D
(l)z(t),
where m+ l = N and l < N for all terms in the sum. Differentiating z(t) we get
D(l)z(t) = D(l)Sfx(Fx(t)) =
∑
D
(i)
t′ Sfx ◦D
(j)
t Fxk ,
where ij = l and t′ = Fx(t). Only the first term in (5.25) contains D(N)Sfx so
(5.26) D
(N)
t ([DR¯T ]S¯)x = D
(1)
y(t) (Pxk)
−1 ◦D(N)t′ Sfx ◦D
(1)
t Fx + Jx,
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where Jx consists of a fixed number c(N) of terms of the type
D
(m)
t Ax(y(t))
(
D
(i)
t′ Sfx ◦D
(j)
t Fx
)
, i < N, m+ ij = N,
whose norms can be estimated by
(5.27) ‖Ax(y(t))‖CN · ‖D
(i)
t′ Sfx‖ · ‖Fx‖
N−1
CN
.
We start with the middle term and observe that
(5.28) ‖t′‖ = ‖Fx(t))‖ ≤ e
χℓ+ε+ε
′
‖t‖ < ‖t‖ ≤ r
by (5.21). Since i < N , we can estimate the middle term using (5.17)
(5.29) ‖D(i)t′ Sfx‖ ≤ ‖t
′‖1+α · ‖D(N)Sfx‖α < ‖t‖
1+α · ‖S¯‖C ≤ r‖t‖
α · ‖S¯‖C.
For the first term we note that t′′ = y(t) ∈ Bx,ρ, indeed since ‖R¯‖C ≤ γ we get
(5.30) ‖t′′‖ = ‖y(t)‖ = ‖(Id +Rfx)(Fx(t))‖ = ‖t
′ +Rfx(t
′)‖ < (r + γr) < ρ
by (5.28) and the choice of r (5.24). We also use an estimate for the norm of composition
of smooth maps, see e.g [dlLO98]:
Lemma 5.4. [dlLO98, Theorem 4.3(ii.3)] For any N ≥ 1 there exist a constant MN
such that ‖h ◦ g‖CN ≤MN ‖h‖CN (1 + ‖g‖CN )
N for any h, g ∈ CN(Bx,ρ).
Using this together with (5.22), ‖R¯‖C ≤ γ, and γ ≥ 1 and we can write
‖y(t)‖CN = ‖(Id +Rfx) ◦ Fx‖CN ≤MN (1 + γ) (1 +K)
N ≤ c1(K,N)γ,
where c1(K,N) = 2MN(1 +K)
N . Now we can estimate the first term in (5.27)
‖Ax(y(t))‖CN ≤ MN ‖(Px)
−1‖CN‖y(t)‖
N
CN ≤MN K[1 + c1(K,N)γ]
N ≤ c2(K,N)γ
N ,
where c2(K,N) = MN K(1 + c1(K,N))
N , and we note that P−1x is a polynomial of
degree at most d ≤ N . Combining this with (5.29) and KN−1 estimate from (5.22) for
the last term in (5.27), we obtain the following estimate for the norm of Jx in (5.26):
(5.31) ‖Jx‖ ≤ c(N)c2(K,N)γ
N · r ‖t‖α‖S¯‖C ·K
N−1 ≤ c3(K,N) γ
N · r ‖t‖α · ‖S¯‖C.
where c3(K,N) = c(N)c2(K,N)K
N−1 and c(N) is an estimate on the number of terms
in Jx.
Now we estimate the main term in (5.26) using (5.15), (5.21), (5.30), and (5.28):
(5.32)
‖D(1)t′′ (Px)
−1 ◦D(N)t′ Sfx ◦D
(1)
t Fx‖ ≤
≤ ‖D(1)t′′ (Px)
−1‖ · ‖D(N)Sfx‖α ‖t
′‖α · ‖D(1)t Fx‖
N ≤
≤ e−χ1+ε+ε
′
· ‖S¯‖C · e
α(χℓ+ε+ε
′)‖t‖α · eN(χℓ+ε+ε
′) = e−δ‖t‖α ‖S¯‖C,
by the definition of δ (5.19) where ν = −(N+α)χℓ+χ1. By (5.23) we have e−δ = 1−2θ.
Finally we estimate (5.26) combining (5.31) and (5.32). For any R¯ ∈ Bγ
‖D(N)t ([DR¯T ]S¯)x‖ ≤ ‖t‖
α · ‖S¯‖C
(
1− 2θ + c3(K,N) γ
N · r
)
≤ ‖t‖α · ‖S¯‖C (1− θ) .
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since r ≤ θ/(c3(K,N) γN) by (5.24). Then for all R¯ ∈ Bγ we obtain
‖D(N)t ([DR¯T ]S¯)x ‖ ≤ ‖t‖
α · ‖S¯‖C (1− θ) , hence
‖D(N)([DR¯T ]S¯)x ‖α ≤ (1− θ) · ‖S¯‖C, and so
‖ [DR¯T ]S¯ ‖C = sup
x
‖D(N)(T (S¯))x ‖α ≤ (1− θ) · ‖S¯‖C.
Thus ‖DR¯T‖ ≤ 1 − θ for all R¯ ∈ Bγ . Since ‖T (0¯)‖C ≤ θγ from the definition of γ
(5.23), the operator T is a contraction from Bγ to itself. Thus T has a unique fixed
point H¯ ∈ Bγ , which is section of C bounded in C
N,α norm and continuous in CN norm.
The corresponding family of CN,α maps Hx = Id +Hx satisfies (5.13), i.e. conjugates
Px and Fx. Then the maps Hx defined on Bx,r can be uniquely extended to C
N,α
diffeomorphisms on Bx,ρ, and then on Bx,σ, by the invariance
Hx(t) = (P
k
x)
−1 ◦ Hfkx ◦ F
k
x (t)
since for each t ∈ Bx,σ we have Fkx (t) ∈ Bx,r for some k.
5.3. Prove of part (2): the (non)uniqueness of H and P. This essentially follows
from the “uniqueness” of the construction. First, starting with H1 = H˜ we inductively
construct coordinate changes Hk = {Hk,x} for k = 1, ..., N so that the corresponding
normal form Pk,x is of sub-resonance type and their Taylor polynomials Hk,x(t) ∼∑N
n=1H
(n)
k,x(t) coincide with the Taylor polynomial of H to order k, that is H
(n)
x = H
(n)
k,x
for n = 1, ..., k. For H1 = H˜ we have H
(1)
x = H
(1)
1,x = Id and P1,x is sub-resonance by
the assumption.
Suppose Hk−1, k ≥ 2, is constructed and has H
(n)
x = H
(n)
k−1,x for n = 1, ..., k−1. Then
P and Pk−1 have the same terms up to order k− 1. Hence H
(k)
k−1,x and H
(k)
x satisfy the
same equation (5.4) when projected to the factor-bundle Q(k)/S(k). Indeed, the Q term
defined by (5.3) is composed only of F (i) and terms H(i) and P (i) with 1 < i ≤ k − 1,
which are the same for Hk−1 and H. By uniqueness we obtain that
H(k)x = H
(k)
k−1,x +∆
(k)
x , where ∆
(k)
x ∈ S
(k)
x .
Then the coordinate change Hk,x = (Id + ∆
(k)
x ) ◦ Hk−1,x has the same Taylor terms as
H up to order k and, since the polynomial Id + ∆(k)x is in Sx, Hk conjugates F to a
sub-resonance normal form Pk,x = (Id + ∆
(k)
fx ) ◦ Pk−1,x ◦ (Id + ∆
(k)
x )−1.
Thus in N steps we obtain the coordinate change
HN,x = Gx ◦ H˜x, where Gx = (Id + ∆
(N)
x ) ◦ · · · ◦ (Id + ∆
(2)
x ) ∈ Sx,
which has the same Taylor terms at 0 as H up to order N . In fact, for n > d we have
S(n) = 0 and hence ∆(n) = 0, so that HN = Hd.
Finally, we conclude Hd = HN = H by the “moreover part of (2), which follows from
the uniqueness of the fixed point in the last step of the construction.
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5.4. Prove of part (1’): construction of resonance normal form.
Now we construct a polynomial coordinate change H that brings the sub-resonance
normal form Px =
∑d
n=1 P
(n)
x to a resonance normal form P˜x =
∑d
n=1 P˜
(n)
x .
We will inductively construct the terms of polynomial coordinate changes Hx =∑d
n=1H
(n)
x . All terms will be in the group S of sub-resonance polynomials, so the
process will stop in d steps and yield sub-resonance of polynomial diffeomorphisms Hx
and resonance normal form P˜x. The base case is n = 1, where we take H
(1)
x = Id,
which leaves P˜
(1)
x = P
(1)
x = Fx in the resonance form, i.e. block triangular.
Now we assume inductively that the terms of degree k < n are constructed so
that H(k) is a continuous section of S(k) and P˜ (k)x is a resonance polynomial and is
continuous in x. As before, we consider the terms of degree n in the conjugacy equation
Hfx ◦ Px = P˜x ◦ Hx
P (n)x + H
(n)
fx ◦ Fx +
∑
H
(i)
fx ◦ P
(j)
x = Fx ◦H
(n)
x + P˜
(n)
x +
∑
P˜ (j)x ◦H
(i)
x ,
where the summations are over all i and j such that ij = n and 1 < i, j < n. Then
(5.33) P˜ (n)x ◦ F
−1
x = −Fx ◦H
(n)
x ◦ F
−1
x +H
(n)
fx +Qx, where
Qx =
(
P (n)x +
∑
ij=n, 1<i,j<n
H
(i)
fx ◦ P
(j)
x − P˜
(j)
x ◦H
(i)
x
)
F−1x .
We note that Qx is composed only of terms H
(i) and P˜ (i) with 1 < i < n, which are
already constructed, and terms P (i) with 1 < i ≤ n, which are given. Since compo-
sition of sub-resonance polynomials is a sub-resonance polynomial, by the inductive
assumption Qx is a continuous section of S(n).
We consider splitting S(n)x = R
(n)
x ⊕SS
(n)
x , where R
(n)
x and SS
(n)
x denote the maps of
resonance and strict sub-resonance types respectively. We seek H
(n)
x so that the right
side of (5.33) is in R(n)x , and hence so will be P˜
(n)
x when defined by this equation.
Projecting (5.33) to the factor bundle S(n)/R(n) we need to solve the equation
(5.34) 0 = −Fx ◦ H¯
(n)
x ◦ F
−1
x + H¯
(n)
fx + Q¯x,
where H¯(n) and Q¯ are the projections of H(n) and Q respectively. We consider the
automorphism Φ−1 of the bundle S(n) covering f with fiber maps
(5.35) Φ−1x : S
(n)
x → S
(n)
fx where Φ
−1
x (R) = Fx ◦R ◦ F
−1
x .
Since F preserves the splitting E = E1⊕· · ·⊕E ℓ, the resonance and strict sub-resonance
types are preserved by Φ−1. We denote by Φ¯−1 the induced automorphism of S(n)/R(n)
and see that (5.34) becomes
(5.36) H¯
(n)
fx = Φ˜
−1
x (H¯
(n)
x ), where Φ˜
−1
x (R) = Φ¯
−1
x (R)− Q¯x.
Thus a solution of (5.34) is a Φ˜−1-invariant section of S(n)/R(n).
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Lemma 5.5. The map Φ−1 : SS (n) → SS (n) given by (5.35) is a contraction over
f , and hence so is Φ˜−1 : S(n)/R(n) → S(n)/R(n) given by (5.36). More precisely,
‖Φ−1x (R)‖ ≤ e
λ+(d+2)ε · ‖R‖.
Proof. The statement about Φ˜−1 follows since the linear part Φ¯−1 of Φ˜−1 is given by
Φ−1 when S(n)/R(n) is naturally identified with SS (n).
By Lemma 5.1, for polynomials of homogeneous type s = (s1, . . . , sℓ) with s1 +
· · · + sℓ = n we have ‖Φ−1x (R)‖ ≤ e
χi−
∑
sjχj+(n+1)ε‖R‖. For all strict sub-resonance
homogeneous types we have χi−
∑ℓ
j=1 sjχj ≤ µ by the definition of µ (3.12) and hence
for any R ∈ SS(n)x we have ‖Φx(R)‖ ≤ e
µ+(n+1)ε · ‖R‖. Since n ≤ d the exponent
satisfies µ+ (n+ 1)ε ≤ λ+ (d+ 1)ε < 0 since ε < ε0 given by (3.13). 
We conclude that Φ˜−1 is a contraction and hence has a unique continuous invariant
section H¯(n). We choose a continuous section H(n) of S(n) which projects to H¯(n), which
is defined uniquely up to a section of R(n). For example one can take H(n) in SS (n).
Once H(n) is chosen, we define P˜
(n)
x by equation (5.33) and get a continuous section
P˜ (n) of R(n). This completes the inductive step and the construction of H and P˜ .
5.5. Prove of part (2’): the (non)uniqueness for resonance normal form.
This follows from the “uniqueness” of the construction in the previous section simi-
larly to the proof of part (2). The process of transition from H˜′x toH
′
x stays in the group
of resonance polynomials Rx and we obtain Hx = Hd,x = Gx ◦ H˜′x, where Gx ∈ Rx.
5.6. Proof of part (3): centralizer. First we prove that the derivative of G at zero
section, Γx = D0Gx, is sub-resonance. Since Γx is linear, this is equivalent to the
fact that Γx preserves the flag of fast sub-bundles associated with the splitting (3.10).
Suppose to the contrary that for some x ∈ X and some i > j we have a unit vector t
in E jx such that t
′ = Γx(t) has nonzero component t
′
i 6= 0 in E
i
gx. Then we have
‖(F ngx ◦ Γx)(t)‖ ≥ ‖F
n
gx(t
′
i)‖ ≥ e
(χi−ε)n ‖t′i‖.
On the other hand, since the extensions and hence their derivatives commute, we have
‖(F ngx ◦ Γx)(t)‖ = ‖Γfnx(F
n
x (t))‖ ≤ ‖Γfnx‖ · e
(χj+ε)n‖t‖ ≤ Ce(χj+ε)n,
which is impossible for large n as ε is small enough. Indeed, since i > j we have non sub-
resonance relation −χi+χj < 0, so by definition (3.11) of λ˜ we have −χi+χj ≤ λ˜ < 0,
and hence by definition (3.13) of ε0 we have ε0 ≤ −λ/(d + 2) ≤ −λ˜/3 < (χi − χj)/2.
Since ε < ε0, this yields χj + ε < χi − ε.
Similarly, we can further show that Γx is resonance, i.e. preserves the splitting.
Using notations above, if i < j we can estimate backward iterates: for n < 0 we have
e(χi+ε)n ‖t′i‖ ≤ ‖F
n
gx(t
′
i)‖ ≤ ‖(F
n
gx ◦ Γx)(t)‖ = ‖Γfnx(F
n
x (t))‖ ≤ ‖Γfnx‖ · e
(χj−ε)n‖t‖,
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which is impossible since χi + ε < χj − ε. This follows as above from (3.13) and
(3.12) since for a strict sub-resonance χi < χj we have χi − χj ≤ µ < 0 and hence
ε < ε0 ≤ −µ/(d+ 1) ≤ −µ/2 < (−χi + χj)/2.
Now we consider a new family of coordinate changes
H˜x = Γ
−1
x ◦ Hgx ◦ Gx
which also satisfies H˜x(0) = 0 and D0H˜x = Id. A direct calculation shows that
H˜fx ◦ Fx ◦ H˜
−1
x = Γ
−1
fx ◦ Hfgx ◦ Gfx ◦ Fx ◦ G
−1
x ◦ H
−1
gx ◦ Γx =
= Γ−1fx ◦ Hfgx ◦ Fgx ◦ H
−1
gx ◦ Γx = Γ
−1
fx ◦ Pgx ◦ Γx = P˜x.
Hence if Px is a sub-resonance polynomial then so is P˜x as a composition of sub-
resonance polynomials. Now part (2) of the theorem gives H˜x = GxHx for some
Gx ∈ Sx which depends continuously on x. Then the definition of H˜x yields
Hgx ◦ Gx = Γx ◦ H˜x = (ΓxGx) ◦ Hx
so that Hgx ◦Gx ◦H−1x = ΓxGx, which is again a sub-resonance polynomial, as claimed.
Similarly, using part (2’), we can obtain that if Px, and hence P˜x, are resonance
polynomials then Hgx◦Gx◦H−1x = ΓxGx, where Gx, and hence ΓxGx, are also resonance
polynomials for each x ∈ X .
This completes the proof of Theorem 4.3. 
5.7. Proof of Corollary 4.4. By part (2) of Theorem 4.3, if we fix a choice of Taylor
polynomials of degree d for Hx, then the family Hx is unique. Then for each N > d
we can do the construction in part (1) with this fixed choice of Taylor polynomials and
obtain the family of CN diffeomorphisms Hx. By uniqueness, all these families coincide
and henceHx are C∞ diffeomorphisms. For H˜ in part (1’) the smoothness follows since,
as we will show, it is a composition of H with a polynomial diffeomorphism.
6. Proof of Theorem 4.6 and Corollary 4.8
The parts (1), (1’), (2), (2’), (3), and (5) of Theorem 4.6 are obtained obtained using
Theorem 4.3 as follows. We consider the vector bundle E = TW with Ex = TxW. To
construct extension F as in Theorem 4.3 we restrict f to the leaves of W and obtain
Fx by identifying B(x, σ) ⊂ TxW with a neighborhood of x in Wx using exponential
map. It is easy to see that Assumptions 4.1 are satisfied with N = ⌊r⌋ and α = r−⌊r⌋.
Hence Theorem 4.3 gives existence of families {Hx}x∈X and {H′x}x∈X of local normal
form coordinates as in (1) and (1’) satisfying “uniqueness properties” (2) and (2’).
Then, as in Remark 4.5, they can be extended uniquely to global diffeomorphisms
Hx : Wx → Ex. We note that the Ho¨lder condition at 0 in Theorem 4.3 implies that
Hx in (1) is globally Ho¨lder along Wx by part (4). This also implies that H′x in (1’) is
globally Ho¨lder since by (2) it differs from Hx by a polynomial diffeomorphism.
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To prove (3), we similarly restrict g to the leaves of W and obtain the extension G
commuting with F , so that the result follows from (3) of Theorem 4.3.
The existence of {Hx}x∈X as in part (5) can be obtained by constructing the Taylor
terms of Hx that depend smoothly on x as indicated in Remark 5.3, see [KS16] for
more details of this argument.
Part (4) requires a different argument for which we refer to [KS16, KS17]. First one
shows inductively that the Taylor polynomial of the transition maps is sub-resonance,
and then argues that error term is zero.
The first part of Corollary 4.8 follows directly since the splitting (3.4) is trivial,
d = 1, and hence there are no non-linear sub-resonance polynomials. This also means
that λ˜ and µ are not deeded as there are no corresponding relations and we get ε0 =
λ/3 = −χ/3. Hence we need ε < min{ε0/3, ν/(N + α + 1)}. The second term is
−χ(N + α− 1)/(N + α + 1) and smallest for N = 1 and gives −χα/(2 + α), which is
less than ε0/3. This means that we need ε < −χα/(2 + α), which yields the interval
(−χ(1 + α
2+α
),−χ(1− α
2+α
)) with endpoint ratio 1 + α.
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