The problem of identification of parameters of nonlinear system of differential equations is considered in this article. It's reduced to the problem of stabilization. To solve it, we use the method which has been developed in the last decade for nonlinear systems. The original system is transformed into a form suitable for the application of the proposed method. An algorithm for identifying data is presented, a numerical experiment for searching the parameters is shown.
Introduction
Let's consider the nonlinear autonomous system of differential equations of the third order with a constant coefficients (the Lorenz system):
where σ, r, k, and b are some numbers, called parameters of the system. The system (1) is typically analysed with k = 1 [1, 2] . Some are introduced this parameter for scaling [3] .
Many researchers is typically considered a direct problem for the system (1) . In this article, we'll explore the solution of an inverse problem for the modified Lorenz system       ẋ 1 = σ(t)(x 2 − x 1 ), x 2 = r(t)x 1 − x 2 − k(t)x 1 x 3 ,
for the unknown functions σ(t), r(t), k(t), and b(t) of time t, i.e. the problem of identification of distributed on time four parameters. Now there are many methods and algorithms for parameter identification of dynamic systems. Review of methods of identification is given in the book [4] . In the article [5] , the artificial neural network and genetic algorithms are used for identification of unknown structural parameters of mass, damping and stiffness of a nonlinear multi-degree-of-freedom systems. A disadvantage of this algorithm is its slow convergence. The article [6] deals with the prediction of parameters in an annular hyperbolic fin with temperature-dependent thermal conductivity. A hybrid differential evolution-nonlinear programming optimization method is used by there. It requires a lot of time for identification (e.g. 1512 sec.). The systems with a more general form are considered in the papers [7, 8] , which is determined by an unknown component in a right-hand side of the autonomous system of differential equations.
The solution of inverse problems is usually based on the Tikhonov regularization method [9] [10] [11] . In this article, for determine the unknown functions we are introduced a functional characterizing the error of resulting solution of (2) for given functions. For minimize it, instead of the identification problem we are solved the problem of stabilization with a value of the coefficient of regularization selected depending on a given relative error of the resulting solutions. In the book [11] its authors was considered a similar statements of optimal control problems.
The aim of this paper is to consider a new iterative method and algorithm for solving of identification problem and problem of stabilization. This method was proposed in the article [12, 13] . The advantage of the method is simplicity and fairly rapid convergence on a large time intervals.
Problem statement
To simplify the notation let us assume that the initial time moment is zero. The identification criterion is can be written as
where
is an objective functional for system (2), α r > 0 is a coefficient of regularization, Ω[u] is a stabilizing functional. Moreover, we transform the system (2) to the vector formẏ = Ay + Bu + f (y, u),
T is a n-dimensional real vector function, A and B are a real (n × n) and (n × m) matrices, and
T is a vector function defined and continuous together with its partial derivatives
in Euclidean space R n+m , c is a n-dimensional fixed real vector. In our case,
where T is a fixed finite time, e(t) = y(t) − z(t) is a vector function of system error and z(t) = [z 1 (t) . . . z n (t)] T is the given mode.
If α r = 0, then a problem of stabilization is called a degenerate problem. To solve it, some use a special methods [14] .
The usage of Pontryagin's maximum principle for the problem (3)- (5) generates to enough complicated twopoint boundary value problem which can be solved in rare cases [15] . To solve the problem (3)- (5), some researchers use iterative methods [12, 13, 16] . In this article, we apply the Afanasev-Dzyuba method for solving of identification problem of distributed on time parameters of the system (2), explore the convergence of this method in a numerical experiment and show a results of calculations.
Transformation of the original system
For use successive approximations scheme we transform the system (2) to the form (4). We make a replacements
After transformations, we obtain
According to the general theory [12, 13] , if the values of the functions y 
Successive approximation scheme
According to the articles [12, 13] , we denote: u (p) (t) and y (p) (t) are an approximation to the optimal control and state in the problem (3)- (5) . Then the (p + 1)-approximate solution y (p+1) (t) can be obtained from the system of linear differential equations of the forṁ
where optimal control u (p+1) (t) is given by the law of feedback control
in which the function K(t) is a solution of the matrix Riccati differential equationK
with the boundary condition
I n is the identity matrix of size n, h (p+1) (t) is the solution of linear differential equationḣ
We assume that the initial approximation is
and
The convergence of successive approximations scheme (6)- (12) defines the following theorem [12, 13] : Then, for each value α r > 0 and for each vector c ∈ R n there exists a such value 0 < T ≤ τ that the problem (3)-(5) has a unique solution y * (t), u * (t) on the segment of time [0; T ], there are limits
uniformly on the segment [0; T ],
In general, the value T depends from a form function f , choice of value α r , and it is determined by the expressions obtained in articles [12, 13] . In an explicit form this dependency isn't possible to obtain. Therefore, in this article the value T is set numerically for fixed values α r for a given right-hand side of equation (4) .
Let the vector c is c = z(0)
to enhance the convergence. Note that the right-hand side of the equation (9) doesn't depend from the function y (p+1) (t). Therefore, there exists a unique solution of the equation (9) with the boundary condition (10) that determines the existence and uniqueness of solution of the problem (6). Also, it determines the obtaining of approximate numerical solutions of these equations.
For solving equations in a vector and matrix form, we will use the 4th order Runge-Kutta method. We will seek an approximations to stable solutions of the systems (6), (8) and (9), so the accumulation of integration error from step to step is small. Boost C++ Libraries (more specifically, uBLAS [17] ) and Virtual Functions in C++ allows to build a solutions of differential equations in such forms. The developed computer program [18] for finding an approximate function of u * (t) is Object Architecture, where the numerical method for solving differential equations is implemented in the base class, and the specification of a right-hand side of equation is defined in the derived class. The numerical method of Runge-Kutta is universal: its form is suitable for the solution of scalar, vector and matrix differential equations. So we use Virtual Functions (polymorphism in the Object-Oriented Programming). To reduce the error of integration for small steps ∆t, we employ a library of high-precision calculations GNU MPFR Library [19] , and to be more precise, the high-performance C++ Interface [20] for MPFR library with arbitrary-precision real numbers in C++. It convenient because it has the class mpreal with the overloaded arithmetic operations and friendly mathematical functions.
The set of values z w,i (w = 0, N z , N z = T /∆t z , i = 1, n) is taken as the initial for describe the process z i (t).
In order to obtain the intermediate values of the discrete process X, we use a linear interpolation, i.e. for t ∈ [t l−1 ; t l ] (l = 1, N , N = T /∆t)
Let the distance ρ between discrete processes (let the number of elements of the vectors X q and Y q is equal to ν) X and Y is
So the algorithm of identification of nonlinear system parameters on the basis of Theorem 1 and successive approximation scheme (6)- (12) is given below:
1. Find the approximate solution K q (q = N, 0) of the equation (8) backward in time, setting a negative value of the step ∆t, wherein
3. Find the approximate solution h 5. p := p + 1. 6. Calculate the distances between functions on a neighboring iterations
wherein ε c is the calculation accuracy. 8. If the inequalities (13) is incorrect, go to step 3. Otherwise,
q , s := p.
Numerical experiment
In this section, we present the results of calculations based on the above algorithm.
We have T = 6, N = 10000, ε c = 0.01, α r = 0.02, the number of bits for the mantissa of a real number was taken as 64. The calculation results are presented in Fig. 1 -Fig. 7 . The number of iterations is s = 16. In the numerical experiment we are found, that for large values of T the iteration process doesn't converge for a given value α r . For all calculations the discrete process, describing the function z(t), is accepted with a step ∆t z = 10
is a relative error for the i-coordinate. We give the results of the iteration process in Table 1 .
It was noted that the values ∆ (s) and T increase with increasing value α r . It is therefore important to choose a value α r to ensure a minimum of errors ∆ (s) and convergence of the iteration process (6)- (12) . We also researched, how the errors ∆ (s) vary with a decrease the integration step ∆t (with increasing N ). The results are shown in Table 2 . It is found that the numerical values ∆ (s) in Table 2 retain the specified number of decimal places for N ≥ 1500 (see Table 1 ). For N < 800 the iterative process (6)- (12) doesn't converge. Figure 5: The real y 1 (t) and given z 1 (t) mode. Figure 7: The real y 3 (t) and given z 3 (t) mode. In this article, we examined a method and algorithm for constructing an approximate solution of the identification problem of functions of time in the system (2) . For this purpose, we transformed this system to the form (4) and solved for it the problem of stabilization. The applied method showed a good quality (error less 10%) of the approximate solution and good temporal characteristics (see Table 3 ). The data in Table 3 are obtained with the error equal to 1 sec.
If we change the data type mpreal on double in the calculating program, then it will become less universal (for small ∆t), but will be faster to calculate.
