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I. INTRODUCTION 
In the last ten years the behavioral properties of the solutions of both ordinary 
and functional differential equations of arbitrary order have received a great 
deal of attention. As examples we refer the reader to the papers of Burton and 
Grimmer [l], Dahiya et al. [2-31, Graef et al. [4-q, Grammatikopoulos et al. 
[7-lo], Kartsatos et al. [ll-131, 0 nose et d. [ 14-171, Sficas et al. [ 19-21, 27-291, 
Sing [22-241, Staikos et al. [25-26-j, Terry [30-311, and True [32]. 
Here we obtain results concerning the asymptotic behavior of the solutions 
of the equation 
(r(t) x-y + W(t) H(x(g,(t)),..., x(g,(t))) = 0 (*I 
where 6 = +l, and 1 < v  ,( n - 1. Since our results hold for any value of v  
satisfying 1 < v  < n - 1, they differ from those of other authors who have 
considered the case v  = n - 1. Our results also differ in that when (*) is a 
nonlinear delay equation the hypotheses of Theorems 1 and 2 in the next 
section take into account the type of nonlinearity in H. As a result, certain of our 
hypotheses are weaker than those of other authors and as a consequence our 
theorems improve theirs. Some specific comparisons to known results will be 
made in the text of the paper. We also mention that we do not stipulate that the 
functions gi (; = 1, 2,..., m) in equation (*) be either retarded or advanced. 
Hence our theorems may hold for ordinary, retarded, advanced, and mixed 
type equations. 
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2. MAIN RESULTS 
Consider the n-th order (rz > 1) equation 
(r(t) X(-y”) + SP(t) WMt)), -G(t)),..., .%%n(t))) = 0 (1) 
where 6 = &I, 1 <v<n-1, H:R”+R, gi, r, P:[t,,,a)+R, 
i = 1, 2,..., m are continuous, r(t) > 0, P(t) nonnegative and not identically zero 
on any ray [a, co), and gi(t) + co as t + co. 
Let the set 
Y = {(Yl ,.**> ym): yi E R and either every yi > 0 or every yi < 0 
for i = 1, 2 ,..., m}, 
and define y  < z for y  = (yl ,..., y,), z = (zl ,..., z,) E Y provided yi < zi for 
i = 1, 2,..., m. We will assume that 
His nondecreasing on Y, (2) 
WY, ,...,ym> > 0 if yi > 0 for all i 
(3) 
H(Y, ,..-,ym) < 0 if yi < 0 for all i, 
and 
s 
m [l/R(s)] ds = co where R(t) = mn~:~<xt(s) for t > T 3 t, . (4) \-.. 
We further assume that there exist real valued functions qi E Cl[t, , co) for 
i = 1, 2,..., m such that 
s(t) = $mW g&)>>, (5) 
/ 
q;(t) b 0, (6) 
qi(t) --f 00 as t+ co, (7) 
and that there exists a real-valued continuous functionf defined at least R - (0) 
such that 
Yf(Y) > 0 if Y f0, (8) 
and yf( y) is nondecreasing for y  > 0, nonincreasing for y  < 0, and satisfies 
I 
m [l/zcf(u)] du < co and 
I 
--m [l/uf(u)] du > -co. (9) 
Without further mention we will assume throughout that every solution 
x(t) of (1) that is under consideration here is continuable to the right and is 
409/75/I-10 
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nontrivial, i.e. x(t) is defined on some ray [T, , co) and sup{/ x(t)1 : t > Tj > 0 
for every T >, T, . Such a solution will be called oscillatory if its set of zeros is 
unbounded, and will be called nonoscillatory otherwise. 
The following three lemmas will be needed in the proofs of our results. The 
first two lemmas can be found in [7] and [8] and the third appears in [8]. 
LEMMA 1. Let u be a positive (n - v)-times continuously differentiable 
function on the interval [a, co) and let p be a positive continuous function on 
[a, co) such that 
1 
Icu [l/p(t)] dt = cc 
and the function w E $“-u) is v-times continuously differentiable on [a, CO). 
Moreover, let 
I 
,&k) 
wk= ’ 
if O<k<n-v-l 
W(k-n+v) if n--v<k<n. 
If w,(t) = w(v)(t) is of constant sign and not identically zero for all large t, then 
there exist t, > a and an integer 1, 0 < 1 < n, with n + 1 even for UJ~ nonnega- 
tive or n + 1 odd for w, nonpositive, and such that for every t 2 t, 
I>0 implies a+(t) > 0 (k = 0, I,..., I - 1) 
and 
l<n-1 implies (-l)r+‘; wr(t) > 0 (k = 1, E + l,..., n - 1). 
LEMMA 2. If the functions u, p, w and We are as in Lemma 1 and for some 
k = 0, I,..., n - 2 
then 
LEMMA 3. If  the functions u, p, w, and uk are as in Lemma 1 and w,(t) wndI(t) 
= w+)(t) w(v-l)(t) < 0 for every t 2 a, with w,(t) = z@)(t) not identically zero 
for all large t, then. there exists T > a and positive constants KI and K, such that 
for each t > T 
(i) I +dt)l > 0, 
(ii) ;f lim,,, wn-Jt) # 0, then 
w,,(t) = u(t) >, Kl I w,-l(t)1 AT> t-l> t), 
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(iii) Ijr lim,,, q+“(t) = 0, then 
J(T, p, t) = 1; [(t - s)‘+-l s”-~/&)] ds/(n - I’ - I) 
Remark. From the proof of Lemma 3 [S, Lemma 51 it follows that if wlc = 
u(lL)>Oon[T,og)withO<k<ti-~-l,then 
&t) = @j(t) > K 1 uW’(t) 1 J’“‘( T, /Wi, t) 
for each t 2 T where K = Kl (resp. K = K,) and ,G = p (resp. ji = fi). 
Moreover, ifn-u<k<rz-1, then 
c+(t) = ~-+~)(t) > K / z&-l’(t)! P-~---I 
for each t > T where K = Kl (resp. K = K,) and E-; = p (resp. F = 6). 
It will be convenient to make use of the following notation in the remainder 
of this paper. For any T 3 t, and all t > T we let 
z(t) = r(t) d-)(t), 
J(T, R, t), 4(t) = I,, if v = n - 1 if v,(?z-2, 
and 
Wk(t) = 
I 
@Yth O<k<n-v-1 
Zw-n+vyt), n-v<k<n 
Also, we let 
11‘ 
‘b(t) = 1 gi(t)> 
i=l 
and 
for any function F. 
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THEOREM I. Suppose that each gi is nondecreasing, conditions (2)-(9) hold, 
H(y, , yz , . . . . y,,J/yJ( yi) is nondecreasing on Y, 
and for all suficiently large T and for every constant c # 0 we have 
s 41 h”, R c&N P(s) I H(~(g,(s)))/~(ig,(s))f ~q%&)))l ds = ~0, 
and 
I ccI J(T, R, s) P(s) ds = co, 
If 6 = 1 and n is odd then every solution x(t) of (1) is such that either 
x(t) is oscillatory 
01 
4t) - 0 monotonically as t-+ co fork =0, l,..., n - I, 
and ;f 6 = - 1 and n is even then x(t) satisjies either (I), (II), OY 
(10) 
(11) 
(12) 
(1) 
(11) 
co&“(t) --+ co OY 4t) e--o3 as t+co fork=0,1,..., 71. 1. 
(III) 
Proof. Let x(t) be a nonoscillatory solution of (I), say x(t) > 0 for t > t, > 
t Then there exists t, > t, so that x@(t)) > 0 for t > t, . Since z(t) =m 
ryt; x cn-“) t , ( ) we obtain from (1) and (3) that 
&d”‘(t) < 0, t > t, . (13) 
Moreover P(t) + 0 on any ray [a, co) ensures that z?)(t) also has this property. 
Notice next that the hypotheses of Lemma 1 are satisfied on [t2 , CD) which 
implies that there exists t, > t, so that z+l)(t) has fixed sign on [t, , co). We 
then have two cases to consider: either z(v-l)(t) z(v)(t) > 0 or x+l)(t) z(“)(t) < 0 
on 14 , 03). 
Case I. Suppose that .z (V-l)(t) z(“)(t) > 0 for t > t, . I f  6 = 1, then (13) 
implies that z+‘)(t) < 0 for t > t, so x+1)(t) < 0 for t > t, , and successive 
integrations would show that x(t) would eventually become negative contra- 
dicting x(t) > 0 for t > t, , I f  6 = - 1, then z@)(t) > 0 for t > t, by (13) and so 
zFl)(t) > 0 for t > t, . Hence Taylor’s formula guarantees the existence of a 
constant K1 > 0 and a number TI 3 t, so that r(t) .z(+“)(t) = z(t) > KItYml for 
t > Tl , so 
x’+“)(t) > Kp/r(f) (14) 
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for t >, T1 . Integrating and applying (4) we have that dn-“-l)(t) -+ 00 as t -+ CO 
and consequently x(k)(t) --f co as t -+ co for k = 0, l,..., n - v -- 1. To com- 
plete the proof in this case we need only to show that wk(t) + oc as t -+ 00 for 
k = n - v, n - v + l,..., 71 - 1. To accomplish this we integrate (14) over 
[T, t] n - v times, where T > Tl is such that I 2 0 for k = 0, I,..., n - V, 
obtaining 
for t 3 T. Consequently, since gi(t) -+ co and qi(t) + co as t + 03 for i = 
1, 2,..., m, there exists t, >, T so that for each i = 1, 2,..., m and every t > t, 
Furthermore, (8) and (9) imply that f(y) + 00 as 1 y / - co, and hence we may 
assume that t, was chosen so that 
fW,jC T, R q&N > 1, t > t, . (16) 
Let Q(%(g$(t))) = H(f(g,(t)))/f(gi(t))f(Z(gi(t))). Then for t 3 t, we have from 
(1) that 
,+“(t) = f’(t) Q(%dW F%(t))1 [f(%dWl~ 
Using (10) and (15) we obtain 
Q(%N a Q(&i%dW 
for t > t, , and using (S), (9), (14), (15) and (16) we obtain 
(a(g,(t)))f(a(gi(t))) > &(JT, R, qiWNfF&Y R, q&N) 
> K@‘T, 4 s(t)). 
But this implies that 
for t 3 t, . Integrating over [t3, t] and applying condition (11) shows that 
~+-~)(t) + cc as t -+ co. That x(t) satisfies (III) follows from Lemmas 1 and 2. 
This completes the proof for this case. 
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Case II. Suppose that .a+l)(t) x@)(t) < 0 for each t 3 t, , and assume that 
x(t) + 0 as t -+ CO. It follows from (13) and Lemma 1 that 
&+1’(t) > 0 for t > t, . (17) 
Moreover, since this theorem treats only the cases when 8 = 1 and n is odd or 
6 = -1 and is even, the integer I assigned to the solution x(t) by Lemma 1 is 
even. Thus it is possible to have either x’(t) > 0 on [t3, CD) or x’(t) < 0 on 
[t3 , a). 
Case II(a). I f  x’(t) > 0 for t > t, , then clearly 13 2. If  71 - Y # 1, then 
either c+(t) L= x”(t) > 0 or c+(t) = r(t) x”(t) > 0 so x’ is nondecreasing on 
[t3, co) and hence 
x(t) 3 x(tJ -+ x’(tJ (t - Q, t 3 t, . 
Therefore there exists a constant c, > 0 so that x(t) > clt for all large t. I f  
n - v  = 1, then wr( t) = r(t) x’(t) > 0 and wz(t) = (r(t) x’(t))’ = z’(t) > 0 for 
t > t, and hence x(t) > z(tJ = ca > 0 for t > t, . This implies that x’(t) > 
cz/r(t) for t 2 t, and integrating we obtain 
x(t) 2 c2 J 
1’, [I /Y(S)] ds 3 c2 f [l /R(s)] ds = cJ(t, , R, t). 
f3 
Thus for some t, 3 t, and c -2 min{c 1 , c,}, we have x(t) 3 c+(t). Hence by (7) 
there exists T 3 t, such that for every t > T 
and x(q,(t)) 2 MC?,(t)). (18) 
Now recall that Q(x(gi(t))) = H($(gi(t)))/Z(gi(t)) f(Z(g,(t))) and define 
QIWN = Czl J’(T 4 &)) At) and QdfMtN) = H(~(g,(t)))/Q(~(g,(t))) = 
~MtNfWi(W Let 
W(t) = --sz (“-“(4 J; [Q1(4i(s))lQ)p(x(gi(s)))l ds 
for t > T, and observe that from (I) we obtain 
v(t) = p(t) WMN J; [81(~i(s))lQz(x(gi(s)))l ds
- ~x’“--l’(t) Q,(qt(t))!‘Qa(E(gz(t))). 
Using (2), (3), (.5), (6), (8)-(IO), and the fact that .t is increasing and each gL is 
nondecreasing implies that for sufficiently large t 2 T 
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w'(t) 2 p(t) QWiW)) j-; Qda&N ds - 6 +V) Q1(4i(t))/Qs(x(4i(t>)) 
= 3(7-, R, a&)) p(t) I Q(Q(t)>>l [l - j(T> 4 G”))I3(~~ R, &))I 
Observe next that the remark following Lemma 3 together with (5)-(7), 
shows that there exist t, > T and a constant K > 0 such that for all t > t, we 
have 
x’(qi(t)) >, K j 25-l) MtU Jl(ts 9 R &)) 
for i = 1, 2 ,..., m. Notice also that ((~(+~)(t))~) = 2z+l)(t) ,+(t) < 0 for 
t 3 t, , so the function 1 .z+r)(t)( is nonincreasing on [ts , 00). Therefore for 
every t > t, we have for each i = 1,2,..., m that 
.d(qi(t)) 2 K I .‘v-l’(t)l Jr(t4 7 R &))- (20) 
Multiplying (20) by q;(t) and summing we obtain 
&P-l’(t) = 1 X’“-yt)l 
d [n(4,(t>)l’/ruQ1(~,(t)) 
G L,[~(pi(t))l’lKQ,(q,(t)) 
for some constant L, > 1. Thus from (18) and (19) we obtain 
Integrating and using (8), (9), and (11) shows that W is eventually positive 
which is impossible in view of (17) and the definition of W. This contradiction 
shows that x(t) must oscillate. 
Case II(b). Suppose that x’(t) < 0 for t 3 t, and define 
wl(t) = -8~‘“~l’(t) J(t, , R, t) 
for t > t, . Then (17) implies that WI(t) < 0 on [t, , 00). Also recall that H is 
nondecreasing on the set Y by condition (2). Since x’(t) < 0 then x(t) -+ c 2 0 
ast+co.Ifc>Othen(l)impliesthatfort>ta 
W;(t) = p(t) H(.Q(t))) .I(& , R t) - @‘--l)(t) J’(t, , R, t) 
> Cl& , R, t) P(t) - &P1)(t) J’(t3, R, t) (21) 
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for some positive constant C, . Again using the remark following Lemma 3, we 
conclude that there exists t, > t, and a constant K > 0 so that 
-x’(t) > KJ’(t6 , R, t) j z(“-l)(t)1 , t > t, . 
The last inequality, together with (17), gives 
8Z’“--l)(t) J’(tB , R, t) = 1 x+-l)(t)1 Jl(t3 , R, t) 
G -x’(t) J’(ts , R, t>/KJ’(te , R, t) 
G (L/K) (-x’(t)) 
for some constant L > 0. Then from (21) we have 
w;(t) 3 C&s , R t) p(t) + (L/K) x’(t). 
Integrating the last inequality, and using (12) and the fact that x’(t) < 0 and 
x(t) 2 c > 0, we see that W, is eventually positive which contradicts (17) and 
the dt%nition of IV, . Hence c = 0, and so Lemma 2 implies that (II) holds. 
If z(t) < 0 for t > t, 3 t, then note that the transformation y = --x trans- 
forms equation (1) into 
(r(t) y(n-“yq)(Y) + qt) qy(gl(t)),..., y&n(t))) = 0 (1’) 
where fi(yr ,..., ym) = --H(-y, ,..., -y,). Letting{(y) = -f(-y), it is easy 
to see that fi and [ satisfy the hypotheses imposed on H and f in Theorem 1. 
Thus the above argument can be repeated on the positive solutions y(t) of 
equation (1’); this in turn yields the required results for negative solutions of (1). 
THEOREM 2. Let conditions (2)-( 11) hold and each gi be non&creasing. If  
Ia (1” J’(T, R, s) q;(s) ds) P(t) dt = co, 
T  
(22) 
then for 6 = 1 and n even all solutions of (1) satisfy (I) and for 6 = - 1 and n odd 
each solution of (1) satisfies either (I) or (III). 
Proof. f uppose that x(t) is a nonoscillatory solution of (1). As in the proof of 
Theorem 1, we assume that x(t) > 0 for t 3 t, > t, . The proof in case x(t) 
is eventually negative can be carried out as described in the proof Theorem 1 and 
will not be done here. Proceeding as in the proof of Theorem 1, we choose 
tz > t, so that (13) holds for t > t, . 
Let t, 3 t, be assigned to the solution x(t) as in Lemma 1. Since z(+l)(t) 
has fixed sign we have the same cases to consider as in the proof of Theorem 1. 
The first case, ,&-l)(t) z+‘)(t) > 0 on [t3 , co), is done exactly as the proof for 
this case in Theorem 1, and hence will be omitted. 
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Next suppose z?-l)(t) z+(t) < 0 on [ta , co), then (13) and Lemma 1 imply 
(17) holds. Since this theorem is only concerned with the cases when 6 = 1 and 
n is even or S = -1 and n is odd, the integer 2 assigned to the solution x(t) by 
Lemma 1 is odd. But I being an odd integer implies that x’(t) > 0 on [ta , 00). 
Furthermore, if 2 > 1 the proof follows exactly as in Case II(a) of Theorem 1. 
Thus we only need to consider the case when 1 = 1. Notice that for this case x’ 
is decreasing on [ta , 00). 
Let 
V(t) = -sz (“-‘)(t) It: U’(tz , R 4 QX~)!QzWi(4)1 ds 
for t > t, . As noted in the proof of Theorem 1, the remark following Lemma 3 
implies that there exist f ,  > t, and a constant K > 0 such that 
x’(t) 3 KJ’(t4 , R, t) j z’“-“(t)l , t 3 t, . (23) 
Thus from (9), (23) and equation (1) we have 
v(t) = W W%(t))) j-1 Wa > R, 4 ~WQdfM4))l ds 
- S+)(t) .J’(ta ,R, t) p”;@).‘Q@k&))) 
Notice next that since X, qi and gi are all nondecreasing with qi(t) < gi(t), then 
& U’(h , R 4 &(4/Qd~(q&)Nl ds 3 [~lQ&Wt)))l .fta .I’(& , R, 4 ~i(W and 
fWgi(tN) 3 WMW Th us using (10) we see that there exists a constant C, 
such that 
Also observe that qi(t) < t implies 
144 GRARF, GRAMMATIKOPOULOS, AND SPIKES 
We then have 
V’(t) 3 c2w $ J’( t, 9 R 4 a”;(s) ds - ~‘(si(t))/~~z(~(4~(t))). 
Integrating over [ta , t], and using (9) and (22), we see that V(t) is eventually 
positive. But this contradicts (17) and the definition of V(t). Hence once again 
x(t) must oscillate. 
Remark. When 6 = 1, m = I, and r(t) = 1 for t 3 t, , equation (1) reduces to 
x(@(t) + P(t) H(x(g(t))) = 0. (1”) 
It has been proved by Kusano and Onose [la, Sficas and Staikos [20], and 
Staikos [25], that under conditions (2)-(lo), g nondecreasing, and 
s m P(s) g-l(s) ds = co, 
the conclusions of Theorems 1 and 2 hold for equation (1”). It is obvious that 
conditions (1 I), (12) and (22) all hold when (24) is satisfied, but that the converse 
is not true is demonstrated by examples (E-l) and (E-2) below. Thus Theorems 
1 and 2 improve the results obtained for equation (1”) in the above papers. 
Also Theorems 1 and 2 coincide with results due to Grammatikopoulos, Sficas 
and Staikos in [9] for equation (1”) and when r(t) + I they extend the results in 
[9]. To illustrate, let c # 0 and consider the equations 
x”(t) + ,,5(tl’2)/t9:4 = 0, t > 0, (E-l) 
and 
9yt) + cx7(tl’2)/tll’4 = 0, t >o. (E-2) 
To see that both of these equations satisfy the hypotheses of Theorems 1 and 2 
take v  = 1, q(t) =g(t) = N2 in both (E-l) and (E-2), and let H(y) ==y”, 
yj(y) = 1 y  /a in (E-l) and H(y) = ~7, yf(y) = 1 y  Is in (E-2). Since condition 
(24) does not hold for either (E-l) or (E-2), results in [16], [20], or [25] do not 
apply. We also observe that x(t) = t- 112 is is a solution of (E-l) with c = Is/8 
and a solution of (E-2) with c = -105/l 6. 
One significant improvement of our hypotheses in Theorems 1 and 2 over 
those of other authors, is that for delay equations our condition (11) takes into 
account the type of nonlinearity in the function I% (Note that for advanced 
equations condition (12) implies condition (11). This does not seem to have been 
done before, and we illustrate this property with the example 
x(“)(t) f P(t) x”(g(t)) = 0 (E-3) 
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where Z’(t) > 0, 01 > 1 is the quotient of odd positive integers, g’(t) > 0, 
0 <g(t) < t, and g(t) -+ co as t --+ co. Then conditions (8)-(10) hold by taking 
q(t) =g(t), H(y) =y”, andf(y) = / y jc sgny, where 0 < E < (Y - 1. Taking 
v = n - 1 we see that condition (12) is equivalent to 
s 
m 
sn-‘P(s) ds = a (l-73 
and (11) is equivalent to 
s cc P(s) gn+a-2-E(s) ds = co. (11’) 
Clearly (24) implies (11’) and (12’), and the nonlinearity of H is reflected by (Y in 
condition (11’). A similar analysis holds for condition (22) of Theorem 2. 
Unfortunately the advantage of the nonlinearity is lost when g(t) 3 t since in 
this case (12’) implies (11’). 
A large class of equations of the form fo equation (1) (which included advan- 
ced, retarded, and mixed type equations) satisfy the condition 
lim &ifgJt)lt > 0 + 
for some iz such that 1 < k < m. By taking qk(t) = c t ,  where c < 
$ lim inf,,,(g,(t)/t), we see that for this class of equations that condition (12) 
in Theorem 1 implies condition (22) in Theorem 2. Moreover condition (11) of 
Theorem I holds if for every c > 0 and sufficiently large T 
j 
cc J(T, R, ct) dt = co. 
Hence we obtain the following corollary from Theorems 1 and 2. 
(26) 
COROLLARY 3. Let (2)-( 10) hold. If  in addition (25) and (26) hoZd, then every 
soktion of (1) satisfies exactly one of (I)-(III). M oreover, (II) occurs 0nZy in case 
6 = 1 and n is odd or 6 = - 1 and n is even, while (III) occurs in the case 6 = - 1. 
3. FURTHER RESULTS AND DISCUSSION 
Philos [18; Corollary 51 showed that under conditions (2)-(4) equation (1) 
has a nonoscillatory solution converging to a nonzero constant if and only if 
jm [f-“-l/r(s)] lG (u - s)y-l P(u) du ds < co. 
Now it is clear from Lemma 1 that if 6 = 1 (S = -1) and n is even (odd) then 
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equation (1) cannot have a nonoscillatory solution converging to zero. Hence we 
see that if 6 = 1 (6 = - 1) and n is even (odd) then all bounded solutions of (1) 
are oscillatory while if 6 = 1 (6 = - 1) and n is odd (even) the bounded solutions 
of (I) either oscillate or satisfy (II) if and only if 
j= [sn-“-l/r(s)] sm (u - s)y-l P(u) du ds = CO. 
x 
A boundedness theorem for the nonoscillatory solutions of (1) with 6 =- 1 
is obtained next by imposing the condition that for every c > 0 and all suf- 
ficiently large T 
lim+zup cJ(T, r, t) - 1; [(t - Sy-“-ljY(S)] 
(27) 
x 
I 
; (s - u)“-l P(u) du ds/(n - Y - l)! (v - l)! 1 < co. 
THEOREM 4. 1f(2)-(4) and (27) are satisfied, then all nonoscillatory solutions of 
equation (1) with 6 = I are bounded. 
Proof. Let x(t) be a nonoscillatory solution of (I), say x(t) > 0 for t 3 rr > 
t, , with 6 = 1. If  x(t) + 0 as t + co then x(t) is bounded, so assume that 
limit t+m~(t) # 0. The proof for the case whenx(t)is eventuallynegative is handled 
as is indicated in the proof of Theorem I. Proceeding as in the proof of Theorem 
I, we see that there exists t, 2 t, such that x(qi(t)) > 0 for i = 1, 2,..., m and all 
t > t, . Hence z(v)(t) < 0 for t > t, Observe that Lemma 1 implies that x’(t) 
has fixed sign, so our assumptions that x(t) > 0 and limit,,, x(t) # 0 ensure that 
lim inf,,, r(t) > 0. Thus there exists c > 0 and T 3 t, such that for all t > T 
and consequently 
f&%(t)) 2 c, i = 1, 2 ,..., m, 
H(Q(t))) > L > 0 
on [T, 03). Then from (1) we have 
z’“‘(t) < -LP(t) 
on [T, co). Integrating n times we obtain 
x(t) < @-vpl(t) + 1; [(t - s)+-l P,-,(s)/+)] ds/(n - v - I)! 
-L J: [(t - s)+“-l/r(s)] 1; (s - u)v-l P(u) du dsl(n - 1’ - l)! (V - I)! 
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where P,Jt) and Q+&t) are polynomials of degree at most Y - 1 and 
n - v - 1 respectively. Clearly there exists a constant c1 > 0 such that 
for t > T. Hence 
x(t) < L ((c,iL) J(T, r, t> - j; [(t - W-W>1 
x 1; (s - u)v-l P(u) du ds/(n - v - l)! (V - l)!) . 
It follows from (27) that x(t) is bounded. 
We conclude this paper by noting that by using a fixed point argument 
similar to the one used in [8] it is possible to show that under conditions (2)-(4) 
a necessary and sufficient condition for equation (1) to possess a solution x(t) 
satisfying 
[x(t)/J(T, r, t)l -tL > 0 as t+cO 
is that 
fin w> WJ(T y, &W ,...> cJ(T, y,<~,(s))> ds < ~0 * 
holds for all c > 0 and all sufficiently large T. 
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