The coincidence of the homologies of integral currents and of integral
  singular chains, via cosheaves by Mitsuishi, Ayato
ar
X
iv
:1
30
4.
01
52
v2
  [
ma
th.
AT
]  
21
 O
ct 
20
15
THE COINCIDENCE OF THE HOMOLOGIES OF
INTEGRAL CURRENTS AND OF INTEGRAL
SINGULAR CHAINS, VIA COSHEAVES
AYATO MITSUISHI
Abstract. We consider the notion of metric spaces being locally
Lipschitz contractible introduced by Yamaguchi, and a category
of metric spaces satisfying this condition. Many objects in metric
geometry including CAT-spaces and Alexandrov spaces, belong to
this category. We consider the homology of integral currents with
compact support in a metric space, introduced by Ambrosio and
Kirchheim, and prove that it and the usual integral singular ho-
mology are isomorphic on the category. The proof of it is based
on the theory of cosheaves. A method to compare the homologies
associated to cosheaves is also proved in this paper.
1. Introduction
There are homology theories of metric spaces depending on met-
ric structures. For instance, we denote by SLipk (X) the free abelian
group based on the set of all Lipschitz maps from a k-simplex △k
with a standard Euclidean metric to a metric space X . Then, it is a
subgroup of the group of usual integral singular k-chains Sk(X), and
further, SLip• (X) =
⊕∞
k=0 S
Lip
k (X) becomes a subcomplex of S•(X) =⊕∞
k=0 Sk(X). By the definition, the homology H
Lip
∗ (X) of S
Lip
• (X) de-
pends on the metric structure of X . This group HLip∗ (X) is called the
singular Lipschitz homology of X . Here and hereafter, the symbol •
means degrees of a chain complex and ∗ denotes a fixed degree (of a
homology). Yamaguchi introduced the notion of metric spaces being
locally Lipschitz contractible (abbreviated to LLC) and proved
Theorem 1.1 ([19]). For every LLC metric space X, the inclusion
SLip• (X) →֒ S•(X) induces an isomorphsm H
Lip
∗ (X)→ H
sing
∗ (X).
Here, Hsing∗ denotes the usual integral singular homology, that is the
homology of S•. We can regard S
Lip
• as a functor from the category
of metric spaces and locally Lipschitz maps to the category of chain
complices and chain maps, and the correspondence SLip• → S• as a
natural transformation between the functors.
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Ambrosio and Kirchheim introduced currents in general metric spaces
([1]). Currents are generalizations of operations of integrating smooth
forms on submanifolds. We will recall the precise definition and fun-
damental properties of metric currents in Section 3. A restricted class
Ic•(X) consisting of all integral currents with compact support in X be-
comes a chain complex, due to [1]. Its homology is denoted by H IC∗ (X)
in this paper. On the other hands, Riedweg and Scha¨ppi introduced
the notion of metric spaces admitting locally strong Lipschitz contrac-
tions (see Section 2). They defined a natural transformation [ · ] from
SLip• to I
c
• and claimed
Theorem 1.2 ([14]). On the category of metric spaces admitting locally
strong Lipschitz contractions and locally Lipschitz maps, the natural
transformations S• ←֓ S
Lip
•
[ · ]
−→ Ic• induce isomorphisms between their
homologies.
The assumptions in Theorems 1.1 and 1.2 are related. Indeed, we
will prove that a metric space admitting locally strong Lipschitz con-
tractions is LLC (Lemma 2.7). A main result of the present paper
is
Theorem 1.3. On the category of LLC metric spaces and locally Lip-
schitz maps, the natural transformations Hsing∗ ← H
Lip
∗
[ · ]∗
−−→ H IC∗ are
isomorphisms.
As a direct corollary to Theorem 1.3, we have
Corollary 1.4. The functors HLip∗ and H
IC
∗ can be extended to functors
on the category of all locally Lipschitz contractible metric spaces and
all continuous maps, such that they are naturally isomorphic to Hsing∗ .
In particular, HLip∗ and H
IC
∗ are homotopy invariants for LLC metric
spaces.
The proofs of Theorems 1.1 and 1.2 were done directly. We will give
a versatile proof of Theorem 1.3 using the theory of cosheaves. Here,
cosheaves are categorically dual notion of sheaves, which were intro-
duced by Bredon [3]. Indeed, in the course of the proof of Theorem
1.3, we give a technique to compare homologies associated to cosheaves
(Theorem 4.9). Notice that Mongodi [9] considered that a chain com-
plex consisting of metric currents in a metric space X , and proved that
its homology coincides with the usual singular homology if X is locally
Lipschitz contractible CW-complex. His proof was done by verifying
that the homology of currents is actually a homology theory, that is,
it satisfies the axioms of Eilenberg and Steenrod. Further, he used the
uniqueness of homology theory to prove the result. We should remark
that there exists an LLC metric space which does not have the ho-
motopy type of CW-complices (Section 5). So, our result can not be
proved via the uniqueness of homology.
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A way to compare the homologies using cosheaves was also discussed
by De Pauw [6]. There, he consider the chain complices of usual cur-
rents in a subset of Euclidean spaces. Our proof of Theorem 1.3 is
similar to an argument in that paper. However, our formulation as in
Theorem 4.9 did not appear. We consider that such a formulation is
important and is very useful.
1.1. Organization. The present paper mainly consists of three parts
dealing with: Lipschitz contractions, metric currents, and cosheaves.
The first two parts are subjects in geometry (and analysis) and the third
part is purely an algebraic-topological subject. Our main theorem in
the paper is Therorem 1.3. However, we consider that the proof of it
is very important. It is based on Theorem 4.9. If the reader purely is
interested in algebraic topology, the author recommend to firstly read
Section 4.
In Section 2, we review and define the notion of local Lipschitz con-
tractibility and its variants. We prove that the local Lipschitz con-
tractibility is weaker than other conditions. In Section 3, we review
the notion of metric currents and its fundamental theory introduced
and investigated by Ambrosio and Kirchheim ([1]). Further, we give
proofs of several remarkable properties which are needed to prove our
main results. In Section 4, we recall the notion of cosheaves and its
fundamental properties. We prove an important Theorem 4.9 which is
a general method to compare homologies associated to coshaves. We
generalize the local Lipschitz contractibility in terms of local triviality
of homology theories (Lemma 4.12). At the end of the section, we prove
Theorem 1.3 using Theorem 4.9 and Lemma 4.12. Finally, in Section
5, we give several remarks about our results. In particular, we provide
an example of an locally Lipschitz contractible metric space which does
not admit the homotopy types of CW-complices.
2. Variants of local Lipschitz contractibility
Let us fix terminologies. In this section, X and Y always denote
metric spaces. For L ≥ 0, a map f : X → Y is said to be L-Lipschitz
if it satisfies
d(f(x), f(y)) ≤ Ld(x, y)
for all x, y ∈ X . We say that f is Lipschitz if f is L-Lipschitz for some
L ≥ 0. The Lipschitz constant of f is the minimum of all L such that
f is L-Lipschitz, and is denoted by Lip(f).
A map f : X → Y is said to be locally Lipschitz if for any x ∈ X ,
there exists an open set U in X containing x such that the restriction
f |U is Lipschitz.
A map f : X → Y is called a bi-Lipschitz embedding if it satisfies
L−1d(x, x′) ≤ d(f(x), f(x′)) ≤ Ld(x, x′)
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for all x, x′ ∈ X where L ≥ 1 is some number. If a bi-Lipschitz map
is bijective, then it is called a bi-Lipschitz homeomorphism. A locally
bi-Lipschitz homeomorphism is a homeomorphism such that it and its
inverse are locally Lipschitz.
A homotopy h : X × [0, 1] → Y is called a Lipschitz homotopy if it
is a Lipschitz map, i.e., there exists a constant C ≥ 0 such that
d(h(x, t), h(x′, t′)) ≤ C(d(x, x′) + |t− t′|)
for every x, x′ ∈ X and t, t′ ∈ [0, 1]. For a homotopy h, we write
ht = h(·, t) for each t ∈ [0, 1]. We will also consider locally Lipschitz
homotopies, which are homotopies being locally Lipschitz.
Let U and V be subsets of X with U ⊂ V . A Lipschitz homotopy
h : U × [0, 1] → V is called a Lipschitz contraction if there exists a
point x0 ∈ V such that h0 is the inclusion U → V and h1 ≡ x0 is a
constant map. In this case, we say that U is Lipschitz contractible to
x0 in V and that h is a Lipschitz contraction from U to x0 in V .
Definition 2.1 ([19], cf. [8]). Let X be a metric space. We say that X
is locally Lipschitz contractible, for short LLC, if for any x ∈ X and any
r > 0, there exists r′ ∈ (0, r] such that U(x, r′) is Lipschitz contractible
to x in U(x, r). This property is also called the LLC-condition.
Here, U(z, s) always denotes the open metric ball centered at z with
radius s in a metric space. Notice that we use a version of the definition
of LLC-condition reformulated in [8]. Obviously, if a metric space X is
covered by open sets Xi such that each open set Xi is LLC, then X is
LLC.
We introduce a notion which seems to be weaker than the LLC-
condition.
Definition 2.2. We say that a metric space X is weakly locally Lips-
chitz contractible, for short WLLC, if for any x ∈ X and any open set
U ⊂ X with x ∈ U , there exists an open set V ⊂ X with x ∈ V ⊂ U
such that V is Lipschitz contractible in U to some point of U .
Obviously, every LLC space is WLLC. Further, we have
Lemma 2.3. Let U be a subset of a metric space V . Suppose that U
is Lipschitz contractible in V . Then, for any x ∈ U , U is Lipschitz
contractible to x in V .
In particular, every WLLC metric space is LLC.
Proof. By the assumption, there is a Lipscihtz homotopy h : U ×
[0, 1] → V such that h0 = idU and h1 is a constant map. The im-
age of h1 is denoted by y ∈ V . Further, let us take an arbitrary point
x ∈ U . Then, we consider a map k : U × [0, 1]→ V defiend by
k(z, t) =
{
h(z, 2t) if t ≤ 1/2,
h(x, 2− 2t) if t ≥ 1/2
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for z ∈ U and t ∈ [0, 1]. This is well-defined. Indeed, h(z, 1) = y =
h(x, 1). Further, k is Lipschitz. Actually, for any z ∈ U and s, t ∈ [0, 1]
with s ≤ 1/2 ≤ t, we have
d(k(z, s), k(z, t)) = d(h(z, 2s), h(x, 2− 2t))
≤ d(h(z, 2s), h(z, 1)) + d(h(x, 1), h(x, 2− 2t))
≤ Lip(h)(1− 2s) + Lip(h)(2t− 1)
= 2Lip(h)(t− s).
For s, t ∈ [0, 1] with s, t ≤ 1/2 or with s, t ≥ 1/2, we also have
d(k(z, s), k(z, t)) ≤ 2Lip(h)|s− t|.
For any z, w ∈ U and s ∈ [0, 1], we obtain
d(k(z, s), k(w, s)) ≤ Lip(h)d(z, w).
By the definition, k1 is a constant map of the value x. Therefore, U is
Lipschitz contractible to x in V .
Let us take a WLLC metric space X . Then, for any x ∈ X and
r > 0, there exist an r′ > 0 such that U(x, r′) is Lipschitz contractible in
U(x, r). By the former statement, U(x, r′) is also Lipschitz contractible
to x in U(x, r). Hence, we know that X is LLC. This completes the
proof. 
Proposition 2.4. The LLC-condition is inherited to open subsets and
is preserving under locally bi-Lipschitz homeomorphisms. Namely, if
X is LLC and U is an open subset of X, and if f : X → Y is a locally
bi-Lipschitz homeomorphism, then U and Y are LLC.
Proof. Let X be an LLC metric spacea and U its open set. For any
x ∈ U and r > 0, we can take r′ > 0 such that U(x, r′) = U∩U(x, r′) ⊂
U ∩U(x, r). Here, U(z, s) denotes the open ball in the whole space X .
Since X is LLC, there is an r′′ > 0 such that U(x, r′′) is Lipschitz
contractible in U(x, r′). Hence, U is LLC.
Let f : X → Y be a locally bi-Lipschitz homeomorphism. Hence, for
any x ∈ X , there is an open neighborhood U of x such that f |U : U →
f(U) is a bi-Lipschitz homeomorphism. By the former statement, U is
LLC. Therefore, we may assume that f itself is bi-Lipschitz. Let C ≥ 1
be a constant which bounds Lip(f) and Lip(f−1). We prove that Y is
LLC. For any x ∈ X and r > 0, we have
f(U(x, C−1r)) ⊂ U(f(x), r) ⊂ f(U(x, Cr)).
Since X is LLC, there exist an r′ > 0 and a Lipschitz contraction
h : U(x, Cr′) × [0, 1] → U(x, C−1r) to x. We consider a map k :
f(U(x, Cr′))× [0, 1]→ U(f(x), r) defined by
k(f(y), t) = f(h(y, t))
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for y ∈ U(x, Cr′) and t ∈ [0, 1]. By the construction, k gives a Lipschitz
contraction from U(f(x), r′) to f(x) in U(f(x), r). This completes the
proof. 
In [8], the author and Yamaguchi defined a notion stronger than the
LLC-condition as follows.
Definition 2.5 ([8]). A metric space X is said to be strongly locally
Lipschitz contractible, for short SLLC, if for any x ∈ X , there exist
r > 0 and a Lipschitz contraction h : U(x, r)×[0, 1]→ U(x, r) to x such
that d(x, h(y, t)) is monotone nonincreasing in t for every y ∈ U(x, r).
Such an h is called a strong Lipschitz contraction.
It is clear that any SLLC space is LLC. Obviously, every Banach
manifold is SLLC.
2.1. Strong Lipscihtz contractions in the sense of [14]. The terms
of strong Lipschitz contractions were used in two papers. One of them
was in [8] as in Definition 2.5 and another one was introduced by Ried-
weg and Scha¨ppi in [14] as in the following definition.
Definition 2.6 ([14]). A metric space X admits locally strong Lipschitz
contractions if for any x ∈ X , there exist r > 0 and γ > 0 such that
every subset S ⊂ U(x, r) admits a Lipschitz contraction ϕ : S×[0, 1]→
X to some point in X whose Lipschitz constant is controlled as
(2.1) d(ϕ(z, t), ϕ(z′, t′)) ≤ γdiam(S)|t− t′|+ γd(z, z′)
for all z, z′ ∈ S and t, t′ ∈ [0, 1].
In [14], a map ϕ satisfying (2.1) was called a strong Lipschitz con-
traction of S.
Lemma 2.7. Any metric space admitting locally strong Lipschitz con-
tractions is (weakly) locally Lipschitz contractible.
Proof. Let a metric space X admit locally strong Lipschitz contrac-
tions. For any x ∈ X , there are r > 0 and γ > 0 such that any subset
S of U(x, r) admits ϕS satisfying (2.1). Let us take r
′′ < r′ ≤ r. Then,
the Lipschitz contraction ϕ = ϕU(x,r′′) : U(x, r
′′)× [0, 1]→ X satisfies
d(ϕ(z, t), ϕ(z′, t′)) ≤ 2γr′′|t− t′|+ γd(z, z′)
for all z, z′ ∈ U(x, r′′) and t, t′ ∈ [0, 1]. In particular, ϕ(z, t) is contained
in U(x, 3γr′′) for any z ∈ U(x, r′′) and t ∈ [0, 1]. Hence, if 3γr′′ ≤ r′,
then ϕ is a Lipschitz contraction of U(x, r′′) in U(x, r′). Therefore, we
know that X is WLLC. By Lemma 2.3, X is LLC. This completes the
proof. 
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2.2. Examples. Many objects in metric geometry, related to restric-
tions of sectional curvature, are known to be SLLC. Such spaces are
called CAT-spaces which are metric spaces of curvature locally bounded
from above and Alexandrov spaces which have a local curvature bound
from below. Further, Ohta introduced generalizations of CAT-spaces
in the view point of convexities of distance functions. Let us recall the
definitions of them, briefly.
A metric space X is geodesic if any two points p, q in X admit
a curve c : [0, 1] → X such that c(0) = p and c(1) = q and that
d(c(t), c(t′)) = |t−t′|d(p, q). Such a curve c is called a geodesic segment.
Definition 2.8 ([10]). Let k ∈ (0, 2]. An open set U of a geodesic
space X is called a Ck-domain for k if for any three points x, y, z ∈ U ,
and any geodesic segment c : [0, 1]→ X between c(0) = y and c(1) = z,
we have
(2.2) d(x, c(t))2 ≤ (1− t)d(x, y)2 + td(x, z)2 −
k
2
t(1− t)d(y, z)2.
Let L1, L2 ≥ 0. An open set U in a geodesic space X is called a
CL-domain for (L1, L2) if for any three points x, y, z ∈ U , any geodesic
segments c, c¯ : [0, 1]→ X with c(0) = c¯(0) = x, c(1) = y, and c¯(1) = z,
and for all t ∈ [0, 1], we have
(2.3) d(c(t), c¯(t)) ≤
(
1 + L1
min{d(x, y) + d(x, z), 2L2}
2
)
td(y, z)
A C2-domain is usually called a CAT(0)-domain. If U satisfies the
opposite inequality of (2.2) for k = 2, we say that U has nonnega-
tive curvature (in the sense of Alexandrov). In a complete Riemannian
manifold, a CAT(0)-domain (or a nonnegatively curved domain) actu-
ally has the nonpositive (or nonnegative, respectively) sectional cur-
vature. In the same way, there are definitions of synthetic sectional
curvature bound from above (and from below) by a real number κ, for
metric spaces, in terms of geodesic triangle comparison. See details [4].
Ohta’s results (Corollaries 2.4 and 3.2, Lemma 2.9 and Proposition 3.1
in [10]) and thier proofs implies
Proposition 2.9. Both a Ck-domain and a CL-domain in a geodesic
metric space are SLLC, where k ∈ (0, 2] and L1, L2 ≥ 0 are arbitrary.
In particular, a CAT-space is SLLC.
Let us give a proof only for CAT(0)-domains, for convenience.
Proof. Let U be a CAT(0)-domain in a geodesic space and x ∈ U . For
R > 0, any geodesic joining two points in the ball U(x,R) is contained
in U(x, 2R). Taking R with U(x, 2R) ⊂ U , we define a map
h : U(x,R)× [0, 1]→ U(x,R)
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by h(y, t) = cy(t). Here, cy : [0, 1] → X is a geodesic with cy(0) = y
and cy(1) = x. Using the condition (2.2) for k = 2 twice, we have
d(h(y, t), h(z, t))2 ≤ (1− t)2d(y, z)2.
Therefore, we obtain
d(h(y, t), h(z, s)) ≤ d(y, z) +R|t− s|.
Hence, h is a Lipschitz contraction to x. Further, by the definition, it
is a strong Lipschitz contraction in the sense of Definition 2.5. This
completes the proof. 
Further, in [14], CAT-spaces are proved to admit locally strong Lip-
schitz contractions.
A complete geodesic space with curvature locally bounded from be-
low, in a synthetic sense, is called an Alexandrov space. Any com-
plete Riemannian manifold and the Gromov-Hausdorff limit of mani-
folds having a uniform lower sectional curvature bound are Alexandrov
spaces. See details [4], [5]. A main result in [8] states that every finite
dimensional Alexandrov space is SLLC. The proof of this fact is not
trivial. For instance, we can observe that the same proof of Lemma
2.9 does not work for a geodesic space of nonnegative curvature. To
prove the result in [8], we used the theory of gradient flow of distance
functions founded by Perelman and Petrunin [11], [13].
The author do not know whether arbitrary (finite dimensional) Alexan-
drov space admits locally strong Lipschitz contractions.
2.3. Lipschitz extensions. We recall McShane-Whitney’s Lipschitz
extension theorem.
Theorem 2.10 ([7], [18]). Let X be a metric space and A a subset of
X. Let f : A → R be an L-Lipschitz function. Then, the following
functions
X ∋ x 7→ inf
a∈A
(f(a) + Ld(x, a)) and
X ∋ x 7→ sup
a∈A
(f(a)− Ld(x, a))
are L-Lipschitz on X and extensions of f .
We will often use this theorem in the present paper. The set of
all real-valued Lipschitz functions on a metric space Y is denoted by
Lip(Y ). Using the above Lipschitz extension theorem, we have
Lemma 2.11. Let A be a compact set in a metric space X. If a
sequence fj ∈ Lip(A) converges to f ∈ Lip(A) as j →∞ pointwise on
A with supj Lip(fj) < ∞, then there are Lipschitz extensions f˜j of fj
to X which converges to some Lipschitz extension f˜ of f pointwise on
X as j →∞.
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Proof. Let fj converge to f in Lip(A) as j →∞ pointwise on A, with
L := supj Lip(fj) < ∞. Theorem 2.10 ensures that the functions f˜j
and f˜ defined as
f˜j(x) = min
a∈A
fj(a) + Ld(a, x) and f˜(x) = min
a∈A
f(a) + Ld(a, x)
are Lipschitz extensions of fj and f to X . Let us fix x ∈ X \ A. For
each j, we take yj, y ∈ A such that
f˜j(x) = fj(yj) + Ld(yj, x) and f˜(x) = f(y) + Ld(y, x).
Then, we have
f˜j(x) ≤ fj(y) + Ld(y, x)
for every j. Hence, we obtain limj→∞ f˜j(x) ≤ f˜(x). Further, a sub-
sequence {yk(j)}j of {yj}j may converge to some y∞ ∈ A as j → ∞.
Then, we have
f˜(x) ≤ f(y∞) + Ld(y∞, x) = lim
j→∞
fj(yk(j)) + Ld(yk(j), x).
Therefore, limj→∞ f˜j(x) ≥ f˜(x). This completes the proof. 
Let Lipb(X) denotes the set of all real-valued bounded Lipschitz
functions on X .
Lemma 2.12. Let A be a subset of a metric space X. Then, the
maps Lip(X)→ Lip(A) and Lipb(X)→ Lipb(A) assigning the function
restricted to A are surjective.
Proof. By Theorem 2.10, the restriction map Lip(X)→ Lip(A) is sur-
jective. Let f ∈ Lipb(A), we have a Lipschitz extension f˜ of f to X
by using Theorem 2.10. Let C > 0 satisfy that −C ≤ f(a) ≤ C for all
a ∈ A. Then, the function min{C,max{−C, f˜}} is bounded Lipschitz
on X and an extension of f . Hence, the map Lipb(X) → Lipb(A) is
surjective. 
2.4. Locally-Lipshitz homotopy invariance of the singular Lip-
schitz homology. For a metric space X , its singular Lipscihtz chain
complex SLip• (X) was defiend in the introduction. As for the usual
singular chain complex S•(X), the complex S
Lip
• (X) has a canonical
augmentation defiend as
(2.4) ε : SLip0 (X) ∋
N∑
i=1
aixi 7→
N∑
i=1
ai ∈ Z,
where xi ∈ X and ai ∈ Z. For the extended chain complex
· · · → SLipk (X)→ S
Lip
k−1(X)→ · · · → S
Lip
0 (X)
ε
−→ Z,
its homology is denoted by H˜Lip∗ (X), and is called the reduced singular
Lipschitz homology of X .
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Lemma 2.13. Let h : X × [0, 1] → Y be a locally Lipschitz homo-
topy. Then the induced homomorphisms between the (reduced) singular
Lipschitz homologies coincide as follows.
h0∗ = h1∗ : H
Lip
k (X)→ H
Lip
k (Y ),
h0∗ = h1∗ : H˜
Lip
0 (X)→ H˜
Lip
0 (Y ).
Proof. Recall that the continuous homotopy h satisfies h0∗ = h1∗ as
a map between the usual (reduced) singular homologies. The proof
of this fact is done by giving a chain homotopy equivalence between
chain maps h0# and h1# from S•(X) to S•(Y ). This chain homotopy is
constructed by a decomposition of the prism △k× [0, 1] into simplices.
Such a prism decomposition is given by a combinatorial or a piecewisely
linear way. Therefore, the standard chain homotopy gives a chain ho-
motopy equivalence between h0# and h1# as chain maps from S
Lip
• (X)
to SLip• (Y ). Hence, the maps h0∗ and h1∗ from H
Lip
k (X) to H
Lip
k (Y ) are
the same. The reduced version is proved by a similar way. 
3. Chain complices consisting of metric currents
In this section, we denote by X and Y metric spaces. We recall
the notion of currents in metric spaces introduced by Ambrosio and
Kirchheim [1]. Here, we note that we will use a slightly modified def-
inition from the original one. For the reason why we use the modified
definition, see Remark 5.3.
3.1. Basics of measure theory. Let us denote by µ a Borel measure
on a metric space X . The support spt(µ) of µ is defined by
spt(µ) = {x ∈ X | µ(U(x, r)) > 0 for any r > 0}
which is a closed subset of X . The measure µ is said to be finite if
µ(X) < ∞. The outer measure obtained from µ is denoted by the
same symbol as µ.
We say that µ is concentrated on a subset A of X if µ(X \ A) = 0.
It is known that if µ is concentrated on a separable set, then µ is
concentrated on its support. If µ is finite and is concentrated on a
separable set, then its support is separable.
We say that µ is tight if for any ε > 0, there exists a compact subset
K ⊂ X such that µ(X \K) < ε. If µ is finite, then µ is tight if and only
if µ is concentrated on a σ-compact set. In this case, µ is concentrated
on its support. Further, Lipb(X) is dense in L
1(X, µ) if µ is a finite
tight Borel measure on X .
Let M be a family of finite Borel measures on X . The infimum∧
ν∈M ν of M is given by∧
ν∈M
ν(B) := inf
{
∞∑
j=1
µj(Bj)
}
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for all Borel sets B ⊂ X , where the infimum runs over among all count-
able family {µj}
∞
j=1 ⊂ M and all Borel partitions {Bj} of B. Here, a
Borel partition {Bj} of B is a disjoint countable family consisting of
Borel sets satisfying
⋃
j Bj = B. By the definition,
∧
ν∈M ν(B) ≤ ν
′(B)
for any ν ′ ∈ M and Borel set B ⊂ X . In particular,M is a finite Borel
measure. Further, if some ν ′ ∈M is tight, then
∧
ν∈M ν is tight.
For another metric space Y with a measurable map f : X → Y , we
denote by f#µ the push-forward measure of µ by f which is defined by
f#µ(B) = µ(f
−1(B)) for all Borel sets B ⊂ Y .
3.2. Metric currents. From now on, k denotes a nonnegative integer.
We set D0(X) = Lipb(X) and D
k(X) = Lipb(X) × [Lip(X)]
k for
k ≥ 1. We will often abbreviate an element (f, π1, · · · , πk) ∈ D
k(X)
by (f, π).
Definition 3.1 ([1]). A multilinear functional T : Dk(X)→ R is called
a k-current in X if it satisfies the following three conditions.
(1) T is continuous in the following sense. Let f ∈ Lipb(X) and
πji ∈ Lip(X) where i ∈ {1, . . . , k} and j ∈ Nwith supi,j Lip(π
j
i ) <
∞. If πji converges to some function πi as j →∞ pointwise on
X for each i, then we have limj→∞ T (f, π
j) → T (f, π), where
πj = (πj1, . . . , π
j
k) and π = (π1, . . . , πk).
(2) T satisfies the locality as follows. For (f, π) ∈ Dk(X), if πi is
constant on {f 6= 0} for some i, then T (f, π) = 0.
(3) T has finite mass in the following sense. There is a finite tight
Borel measure µ on X such that
|T (f, π)| ≤
k∏
i=1
Lip(πi)
∫
X
|f | dµ
holds, for all (f, π) ∈ Dk(X). Here, when k = 0, the value∏k
i=1 Lip(πi) is regarded as 1.
The minimal measure of µ’s satisfying the finite mass axiom (3) as
above for T is called the mass measure of T and is denoted by ‖T‖.
We say that a current T has compact support if ‖T‖ has compact
support, or equivalently, ‖T‖ is concentrated on a compact set. The
set of all k-currents in X is denoted byMk(X) and its subset consisting
of currents having compact support is denoted by Mck(X).
Typical and essential examples of currents are as follows.
Example 3.2. For an L1-function θ on Rk in the Lebesgue measure
Lk, a k-current [[θ]] ∈Mk(R
k) is defined as
[[θ]](f, π) =
∫
Rk
θf det
(
∂πi
∂xj
)
dLk(x)
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for (f, π) ∈ Dk(Rk). Here, ∂πi/∂xj are defined for almost everywhere
R
k and are bounded integrable functions, due to Rademacher’s theo-
rem.
There is a useful characterization of the mass measures of currents
as follows.
Proposition 3.3 (Proposition 2.7 in [1]). Let T be a metric k-current
in X. For every Borel set B in X, we have
‖T‖(B) = sup
∞∑
j=1
T (χBj , π
j),
where the supremum runs among all Borel partitions {Bj} of B and
all Lipschitz maps πj = (πji )1≤i≤k : X → R
k with Lip(πji ) ≤ 1 for all i.
For k-currents T, S in X and a Borel set B in X , we have
‖T + S‖(B) ≤ ‖T‖(B) + ‖S‖(B),
‖ − T‖(B) = ‖T‖(B).
These properties follow from the definition. The second property in-
duces that spt(−T ) = spt(T ).
We recall fundamental operations to obtain currents. From now
on, let T ∈ Mk(X). For another metric space with a Lipschitz map
φ : X → Y , we have the push-forward φ#T of T by φ defined by
φ#T (f, π) = T (f ◦ φ, π ◦ φ)
for (f, π) ∈ Dk(Y ), which is a k-current in Y . Further, we have
‖φ#T‖ ≤ Lip(φ)
kφ#‖T‖ as measures on Y . If φ is a bi-Lipschitz em-
bedding, then by Lemma 2.12, φ# : Mk(X) → Mk(Y ) is injective.
Since Lipb(X) is dense in L
1(X, ‖T‖), the k-current T can be extended
to a multilinear functional on L1(X, ‖T‖)× [Lip(X)]k in a unique way.
Therefore, for any Borel set A ⊂ X , the functional T ⌊A is defined by
T ⌊A(f, π) = T (χAf, π)
for (f, π) ∈ Dk(X), where χA denotes the characteristic function of A,
which is called the restriction of T to A and is also a k-current in X .
Lemma 3.4. Let T be a current in X and A a Borel set in X. The
mass measure of T ⌊A coincides with the restricted measure ‖T‖⌊A to
A defined as
‖T‖⌊A(B) := ‖T‖(A ∩B)
for every Borel set B ⊂ X. In particular, the support of T ⌊A is con-
tained in spt(T ) ∩ A¯, where A¯ is the closure of A in X.
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Proof. We take a metric current T in X of degree k and a Borel set A.
By Proposition 3.3,
‖T ⌊A‖(B) = sup
∞∑
j=1
T (χAχBj , π
j)
holds, where the supremum runs among all Borel partitions {Bj} of B
and all k-tuples πj = (πji )1≤i≤k of 1-Lipschitz functions π
j
i : X → R.
Since χA∩Bj = χAχBj and a Borel partition {Bj} of B gives a Borel
partition {Bj ∩ A} of A ∩ B, the value ‖T‖(A ∩ B) actually coincides
with ‖T ⌊A‖(B), by Proposition 3.3 again. Therefore, we have ‖T ⌊A‖ =
‖T‖⌊A. Hence, we obtain spt(T ⌊A) = spt(‖T‖⌊A) ⊂ spt‖T‖ ∩ A¯ =
spt T ∩ A¯. This completes the proof. 
It is clear that T ⌊spt(T ) = T as currents in X . The restriction is a
current in the whole space X in general. However, if T has compact
support, T itself can be regard as a current in its support as follows.
Lemma 3.5. Let T ∈ Mck(X). Then, there is a unique k-current T
′
in spt(T ) such that T = ι#T
′, where ι : spt(T )→ X is the inclusion.
Proof. Let us take T ∈ Mck(X) and set A = spt(T ). A functional
T ′ : Dk(A) → R is defined as follows. For (f, π) ∈ Dk(A), by Lemma
2.12, we have an extension (f˜ , π˜) ∈ Dk(X) of (f, π). Then, we set
T ′(f, π) = T (f˜ , π˜).
First, we check that this value is independent on the choice of (f˜ , π˜) and
show that T ′ is multilinear and satisfies the locality. Let fˆ ∈ Lipb(X)
be another extension of f . By the finite mass axiom, we have T (f˜ , π˜) =
T (fˆ , π˜). Further, if fˆ is a bounded Borel function on X with fˆ |A = f ,
then T (fˆ , π˜) = T (f˜ , π˜), because T can be regarded as a functional
on L1(X, ‖T‖) × [Lip(X)]k. This implies the linearity of T ′(f, π) in
f . Here, recall that T as the functional on L1(X, ‖T‖) × [Lip(X)]k
satisfies the strengthened locality, continuity and finite mass axiom,
as stated in [1]. For another Lipschitz extension πˆ ∈ [Lip(X)]k of π,
the strengthened locality of T implies T (f˜ , π˜) = T (f˜ , πˆ). Further, the
strengthened locality of T implies the multilinearity of T ′(f, π) in π
and the locality of T ′.
Let us define a finite Borel measure µ on A by µ(B) = ‖T‖(B) for
any Borel set B ⊂ A. The tightness of ‖T‖ ensures that µ is tight. For
any (f, π) ∈ Dk(A), we have
|T ′(f, π)| = |T (f˜ , π˜)| ≤
k∏
i=1
Lip(π˜i)
∫
X
|f˜ | d‖T‖ =
k∏
i=1
Lip(πi)
∫
X
|f | dµ.
Here, we note that a Lipschitz extension π˜i of πi can be chosen as
Lip(π˜i) = Lip(πi). Hence, T
′ has finite mass.
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Finally, we prove that T ′ is continuous. Let πji ∈ Lip(A), i =
1, . . . , k, j ∈ N with supi,j Lip(π
j
i ) ≤ L <∞ such that π
j
i converges to
πi as j →∞ pointwise on A, for every i. By Lemma 2.11, we have ex-
tensions π˜ji of π
j
i to X with supi,j Lip(π˜
j
i ) ≤ L, such that π˜
j
i converges
to some Lipschitz extension π˜i of πi pointwise on X as j →∞, for each
i. By the continuity of T , we have
lim
j→∞
T ′(f, πj) = lim
j→∞
T (f˜ , π˜j) = T (f˜ , π˜) = T ′(f, π).
Hence T is continuous. Therefore, T ′ ∈ Mck(A). By the definition,
ι#T
′ = T . Since ι# is injective, such a T
′ is unique. This completes
the proof. 
As a corollary to Lemma 3.5, the push-forward operator φ# :M
c
k(X)→
Mck(Y ) is also defined, for a locally Lipschitz map φ : X → Y , as fol-
lows. For T ∈ Mck(X), taking T
′ as in Lemma 3.5 for T , and set
φ#T := ι#(φ|spt(T ))#T
′ ∈ Mck(Y ), where ι : φ(spt(T )) → Y is the
inclusion. By the construction, the pushforwards have the following
functorial property:
(ψ ◦ φ)# = ψ#φ# :M
c
k(X)→M
c
k(Z)
for locally Lipschitz mappings φ : X → Y and ψ : Y → Z.
The boundary ∂T of T is a functional on Dk−1(X) defined by
∂T (f, π) = T (1, f, π).
It satisfies the continuity and locality, but does not have finite mass in
general. It is trivial that
(3.1) ∂φ# = φ#∂
holds on Mck(X), for a locally Lipschitz map φ : X → Y . By the
locality, we have
(3.2) ∂∂T = 0.
Definition 3.6 ([1]). A k-current T in X is normal if its boundary
has finite mass, or equivalently, ∂T ∈ Mk−1(X). Here, when k = 0,
we always regard T as normal and ∂T = 0. We denote the set of all
normal k-currents in X by Nk(X) and set N
c
k(X) = Nk(X)∩M
c
k(X).
By the definition, (3.2) and (3.1), the group N•(X) =
⊕∞
k=0Nk(X)
becomes a chain complex with the boundary map ∂ and φ# : N•(X)→
N•(Y ) is a chain map for any Lipschitz map φ : X → Y . Further, by
Slicing Theorem 5.6 in [1], if T ∈ Nk(X), then we have
(3.3) spt(∂T ) ⊂ spt(T ).
Hence, Nc•(X) =
⊕∞
k=0N
c
k(X) is a subcomplex of N•(X). Further, by
(3.1), φ# : N
c
•(X) → N
c
•(Y ) is well-defined as a chian map, for any
locally Lipschitz map φ : X → Y .
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Lemma 3.7. Let T ∈ Nck(X). Then, there is a unique T
′ ∈ Nck(spt T )
such that ι#T
′ = T , where ι : spt T → X is the inclusion.
Proof. Let us take T ∈ Nck(X). By Lemma 3.5, there is a unique
T ′ ∈ Mck(K) such that ι#T
′ = T , where K = spt T . On the other
hands, since ∂T ∈ Mck−1(X), by using Lemma 3.5 again, we have
S ∈Mck−1(K) such that ι#S = ∂T . Then, we obtain
ι#S = ∂T = ∂ι#T
′ = ι#∂T
′.
Since ι# is injective from Lemma 2.12, we conclude that ∂T
′ = S and
hence ‖∂T ′‖ = ‖S‖. Therefore, T ′ ∈ Nck(K). This completes the
proof. 
3.3. Integral currents. For a metric spaceX , we denote byHk = HkX
the k-dimensional Hausdorff measure on X . A subset S of X is called
a countably Hk-rectifiable set if there are countably many Borel subsets
Bj of R
k and Lipschitz maps φj : Bj → X such that
Hk
(
S \
∞⋃
j=1
φj(Bj)
)
= 0.
Definition 3.8 ([1]). A k-current T in X is said to be rectifiable if
‖T‖ is concentrated on a countably Hk-rectifiable set and is absolutely
continuous in Hk. When k = 0, a rectifiable 0-current T is represented
as
T (f) =
∞∑
j=1
θjf(xj)
for f ∈ Lipb(X), where θj ∈ R and xj ∈ X . Such a T is written as
(3.4) T =
∞∑
j=1
θj [xj ].
When k ≥ 1, a k-current T inX is called an integer rectifiable current
if it is rectifiable and for any open set O ⊂ X and a Lipschitz function
φ, there is an integral valued L1-function θ on Rk such that
φ#(T ⌊O) = [[θ]]
as currents in Rk. An integer rectifiable 0-current T in X is defined as
(3.4) such that θj ∈ Z for all j.
For integral rectifiable 0-current T represented as (3.4), the families
{xj} and {θj} can be finite sets.
Definition 3.9 ([1]). A k-current in X is said to be integral if it is in-
teger rectifiable and normal. We denote by Ik(X) the set of all integral
k-currents in X and set Ick(X) = Ik(X) ∩M
c
k(X).
16 AYATO MITSUISHI
The Boundary Rectifiability Theorem 8.6 in [1] says that I•(X) =⊕∞
k=0 Ik(X) becomes a subcomplex of N•(X). The group I
c
•(X) =⊕∞
k=0 I
c
k(X) is also a subcomplex of I•(X). As mentioned in the intro-
duction, we will compare the homology of Ic•(X), denote by H
IC
∗ (X),
with the singular (Lipschitz) homology of X . Further, we can check
that the chain map φ# : I
c
•(X) → I
c
•(Y ) is well-defined, for a locally
Lipschitz map φ : X → Y . Therefore, Ic• can be regarded as a covariant
functor from the category of all metric spaces and all locally Lipschitz
maps to the category of all chain groups and all chain maps.
Lemma 3.10. For any T ∈ Ick(X), there is a unique T
′ ∈ Ick(spt T )
such that ι#T
′ = T , where ι : spt T → X is the inclusion.
Proof. Let T ∈ Ick(X). By Lemma 3.7, there is a unique T
′ ∈ Nck(K)
such that ι#T
′ = T , where K = spt T . From the definition, there is a
countably Hk-rectifiable set S ⊂ X such that ‖T‖(X \ S) = 0. Then,
we note that S ∩K is also a countably Hk-rectifiable set in K. Hence,
we have ‖T ′‖(K \ S) = ‖T‖(X \ S) = 0. For a Borel set B ⊂ K
with Hk(B) = 0, we have ‖T ′‖(B) = ‖T‖(B) = 0. Therefore, T ′ is
a rectifiable current. We prove that T ′ is integer rectifiable. For any
open set O in K, there is an open set U in X such that O = K ∩ U .
Let us take a Lipschitz map φ : K → Rk. By Lemma 2.11, there is
an extension ψ : X → Rk such that ψ is Lipschitz. Since T is integer
rectifiable, there is an integrable function θ : Rk → Z such that
ψ#(T ⌊U) = [[θ]].
Now, we note that T ⌊U = (ι#T
′)⌊U = ι#(T
′⌊O). Therefore, we obtain
[[θ]] = ψ#ι#(T
′⌊O) = φ#(T
′⌊O).
This implies that T ′ is integer rectifiable. This completes the proof. 
3.4. Locally Lipschitz homotopy invariance of the homology
of currents. We check that the homology H IC∗ (X) is independent on
locally Lipschitz homotopy. Further, we have
Lemma 3.11. Let h : X × [0, 1] → Y be a locally Lipschitz homo-
topy. Then, we have H∗(N
c
•(h0)) = H∗(N
c
•(h1)) as morphisms from
H∗(N
c
•(X)) to H∗(N
c
•(Y )). Further, we have H
IC
∗ (h0) = H
IC
∗ (h1) as
morphisms from H IC∗ (X) to H
IC
∗ (Y ).
To prove Lemma 3.11, let us recall a product of currents considered
in [1] and [17]. Let T be a k-current in a metric space X . Then, we
define a functional T × [0, 1] : Dk+1(X × [0, 1])→ R by
(T × [0, 1])(f, π) =
k+1∑
i=1
(−1)i
∫ 1
0
T
(
ft
∂πi
∂t
, πˆit
)
dt
for (f, π) ∈ Dk+1(X × [0, 1]), where πˆit = (πj t)j 6=i. Here, the par-
tial derivative ∂πi(x, t)/∂t is defined for L
1-a.e. t and ‖T‖-a.e. x, by
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Rademacher’s Theorem and Fubini’s Theorem. The functional T×[0, 1]
does not satisfy the continuity in general. Ambrosio and Kirchheim,
and Wenger proved
Proposition 3.12 ([17], [1]). Let T ∈ Nk(X) with bounded support.
Then, T × [0, 1] ∈ Nk+1(X × [0, 1]) with boundary
∂(T × [0, 1]) = T × [0]− T × [1]− (∂T )× [0, 1].
Here, (T × [t])(f, π) = T (ft, πt) for (f, π) ∈ D
k(X × [0, 1]).
In addition, if T ∈ Ik(X), then T × [0, 1] ∈ Ik+1(X × [0, 1]).
By the construction, if T has compact support, then T × [0, 1] has
compact support. Indeed, we have, for (f, π) ∈ Dk+1(X × [0, 1]) with
Lip(πi) ≤ 1,
|(T × [0, 1])(f, π)| ≤ (k + 1)
∫ 1
0
∫
X
|ft| d‖T‖(x) dt.
Hence, the support of T × [0, 1] is contained in spt(T )× [0, 1].
Proof of Lemma 3.11. Let us denote by Ck one of N
c
k or I
c
k. Let h :
X × [0, 1]→ Y be a locally Lipschitz homotopy. Let us define a map
P : Ck(X)→ Ck+1(Y )
by
P (T ) = h#(T × [0, 1]).
Then, by Proposition 3.12, we have
∂P (T ) + P (∂T ) = h#(T × [0]− T × [1]) = h0#T − h1#T.
Hence, the map P is a chain homotopy between h0# and h1#. There-
fore, the induced maps between homologies are the same. This com-
pletes the proof. 
3.5. Mayer-Vietoris type property.
Lemma 3.13 (Localization Lemma 5.3 in [1]). Let T be a normal k-
current in a metric space X and f : X → R a Lipschitz function. For
almost all s ∈ R, the restriction T ⌊{f ≤ s} of T to the sublevel set
of f is a normal current in X. Further, if T is integral, then so is
T ⌊{f ≤ s} for a.e. s ∈ R.
As a corollary to Lemma 3.13, we know that T ⌊{f > s} = T −
T ⌊{f ≤ s} is also a normal current, for a.e. s ∈ R. Further, if T
has a compact support, then T ⌊{f ≤ s} and T ⌊{f > s} have compact
support.
Lemma 3.14. Let U and V be open subsets in a metric space X. Then,
there is an exact sequence as follows.
0→ Nc•(U ∩ V )
ψ
−→ Nc•(U)⊕N
c
•(V )
ε
−→ Nc•(U ∪ V )→ 0,
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where ψ and ε are defined as
ψ(T ) = (i#T,−i
′
#T ), ε(S, S
′) = j#S + j
′
#S
′.
Here, i : U ∩ V → U , i′ : U ∩ V → V , j : U → U ∪ V , j′ : V → U ∪ V
are the inclusions.
Further, if we replace Nc• with I
c
•, then we obtain an exact sequence
0→ Ic•(U ∩ V )
ψ
−→ Ic•(U)⊕ I
c
•(V )
ε
−→ Ic•(U ∪ V )→ 0.
Proof. Let us denote by Ck one of N
c
k and I
c
k. Let us take open sets U
and V in X and consider the following sequence
0→ Ck(U ∩ V )
ψ
−→ Ck(U)⊕Ck(V )
ε
−→ Ck(U ∪ V )→ 0.
Since i# and i
′
# are injective, ψ is injective. By the definition, we have
εψ = 0. We prove that ε is surjective. Let us take T ∈ Ck(U ∪V ). We
denote by d the distance function from X \V . Since spt(T ) is compact
and is contained in U ∪ V , there is an r > 0 such that
spt(T ) ∩ {d ≤ r} ⊂ U.
By Lemma 3.13, we can take r such that T ⌊{d ≤ r} is in Ck. Then,
S := T ⌊{d ≤ r} is regarded as a current in Ck(U) and S
′ := T ⌊{d >
r} can be regarded as a current in Ck(V ), by Lemmas 3.4 and 3.5.
By the construction, we have T = j#S + j
′
#S
′. Hence, the map ε is
surjective. Next, we take an element (S, S ′) ∈ Ck(U) ⊕ Ck(V ) with
j#S + j
′
#S
′ = 0. Since spt(−S) = spt(−j#S) = spt(j#S) = spt(S), we
know that spt(S) = spt(S ′) and it is contained in U ∩ V . By Lemma
3.5, the current S can be regarded as a current in U ∩V , say T . Then,
we have ψ(T ) = (i#T,−i
′
#T ) = (S, S
′). This completes the proof. 
3.6. A natural transformation [ · ] from SLip• to I
c
•. In the intro-
duction, we already define the complex SLip• (X) of singular Lipschitz
chains in a metric space X , which is a subcomplex of the usual inte-
gral singular chain complex S•(X). Following [14], we define a chain
map [ · ] : SLip• (X) → I
c
•(X). For each singular Lipschitz simplex
σ : △k → X , which is just a Lipschitz map, a k-current [σ] in X
is defined by
[σ] = σ#[[1△k ]].
By the definition, we have
spt([σ]) ⊂ im(σ).
Its Z-linear extension gives a group homomorphism [ · ] : SLipk (X) →
Ick(X). Then, we have
spt([c]) ⊂ im(c)
for every Lipschitz chain c. Here, for a singular chain c =
∑
σ aσσ, its
image is defined by
im(c) =
⋃
aσ 6=0
im(σ).
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We note that, Stokes’s theorem for Lipschitz functions on △k holds as
the following form.∫
△k
det
∂(f1, . . . , fk)
∂(s1, . . . , sk)
dLk(s) =
∫
∂△k
f1 det
∂(f2, . . . , fk)
∂(t1, . . . , tk−1)
dLk−1(t)
for f1, . . . , fk ∈ Lip(△
k), where
∫
∂△k
is the sum of integrations over
(k − 1)-faces of △k with orientations, and t is an intrinsic coordinate
of each face. This formula is actually proved by a standard smoothing
argument, and is represented as
(∂[[1△k ]])(f1, . . . , fk) =
k∑
i=0
(ιi#[[1△k−1 ]])(f1, . . . , fk)
where ιi : △
k−1 →△k is an orientation preserving isometric embedding
into a face of △k. From this formulation, the map [ · ] : SLip• (X) →
Ic•(X) is known to be a chain map. Further, it is natural in the sense
that [φ#c] = φ#[c] for a locally Lipschitz map φ : X → Y to another
metric space Y and c ∈ SLip• (X).
3.7. The groups of 0-chains. Let X be a metric space. Obviously,
the groups SLip0 (X) and S0(X) are the same. For the group I
c
0(X) of
integral 0-currents, the following two lemmas hold .
Lemma 3.15. The map [ · ] : SLip0 (X)→ I
c
0(X) is an isomorphism.
Proof. Let us take c =
∑N
i=1 aixi ∈ S
Lip
0 (X) = S
Lip
0 (X). Then, [c] =∑N
i=1 ai[xi] ∈ I
c
0(X) from the definition. Hence, the map [ · ] : S
Lip
0 (X)→
Ic0(X) is surjective. We prove that it is injective. We assume [c] = 0,
that is,
∑N
i=1 aif(xi) = 0 for every bounded Lipschitz map f : X → R.
Fix an index i, we can take a function f ∈ Lipb(X) such that f(xi) = 1
and f(xj) = 0 for all j 6= i. Hence, ai = 0 for all i. It implies c = 0.
This completes the proof. 
Let us consider the map ε : Nc0(X)→ R defiend by
εT = T (1)
for all T ∈ Nc0(X). The restriction of it to the group I
c
0(X) is also
represented as the same symbol ε : Ic0(X)→ Z, where we note that the
target group can be Z. We have ∂εS = 0 for all S ∈ Nc1(X), by the
locality axiom of currents. Hence, the both ε’s are augmentations of
the complices Nc•(X) and I
c
•(X).
Lemma 3.16. Let ε : SLip0 (X) → Z be the standard augmentation
defiend in (2.4) which is denoted by the same symbol as the map ε :
Ic0(X)→ Z. Then, we have ε ◦ [ · ] = ε.
Proof. The lemma follows directly from the definitions. 
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Lemma 3.17. Let X0 be a metric space consisting of a single point.
Then, we have H IC0 (X0)
∼= Z and H ICk (X0) = 0 for k ≥ 1. In addition,
H0(N
c
•(X0))
∼= R and Hk(N
c
•(X0)) = 0 for k ≥ 1.
Proof. By the definition, we have Ic0(X0)
∼= Z and Nc0(X0)
∼= R. By
Theorem 3.9 in [1], normal currents have the following property: if
T is a normal k-current in a metric space Y , then ‖T‖ is absolutely
continuous in the k-dimensional Hausdorff measure Hk. Therefore, we
have Ick(X0) = 0 = N
c
k(X0) for all k ≥ 1. This implies the conclusion
of the lemma. 
4. A way comparing homologies by using cosheaves
In this section, we recall the notion of cosheaves and give a technique
to compare two homologies associated to cosheaves. Let Ab and C(Ab)
denote the categories of all abelian groups with group homomorphisms
and of all chain complices of abelian groups with chain maps, respec-
tively. Throughout the present paper, any chain complex was and will
be indexed by nonnegative integers. A complex C ∈ C(Ab) is repre-
sented as C = C• = (C•, ∂) = (· · · → Ck
∂k−→ Ck−1 → · · ·
∂1−→ C0) =⊕
k≥0Ck. We recall that the m-th homology Hm(C•) of C• is defined
as Hm(C•) = Ker ∂m/Im ∂m−1 if m ≥ 1 and as H0(C•) = C0/Im ∂1.
For a complex C• = (C•, ∂) ∈ C(Ab) and an abelian group A ∈ Ab, a
homomorphism ε : C0 → A is called an augmentation of C• if ε◦∂1 = 0
holds, and the augmentation ε is also denoted by ε : C• → A. Let C
be one of Ab and C(Ab). We also define the reduced homology H˜∗(C•)
of the complex C• augmented by ε as H˜m(C•) = Hm(C•) if m ≥ 1 and
H˜0(C•) = H0(C•
ε
−→ A) = Ker ε/Im ∂1.
4.1. Cosheaves. Cosheaves were introduced by Bredon [3]. Proofs of
statements below about (pre)cosheaves, we refer to the book [3].
In this section, X always denotes a topological space. The set O(X)
of all open subsets of X is regarded as a category in a usual way, that
is, open sets U ∈ O(X) are objects and a morphism U → V uniquely
exists if and only if U ⊂ V , for U, V ∈ O(X).
Let C denote one of the categories Ab or C(Ab). A precosheaf on
X (of C-valued) is a covariant functor A from O(X) to C. We will
use only a precosheaf A such that A(∅) = 0. For a precosheaf A on
X and U, V ∈ O(X), the morphism induced by U ⊂ V is denoted by
iV,U = i
A
V,U : A(U) → A(V ). A precosheaf A is said to be flabby if iX,U
is injective for every U ∈ O(X), or equivalently, iV,U is injective for
every U and V in O(X) with U ⊂ V .
Definition 4.1 ([3]). A precosheaf A on X is called a cosheaf if it
satisfies the following: For any family of open sets U = {Uα}α∈A of X ,
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setting U =
⋃
α∈A Uα, the short complex
(4.1)
⊕
α,β∈A
A(Uα ∩ Uβ)
Φ
−→
⊕
α∈A
A(Uα)
ε
−→ A(U)→ 0
is exact, where Φ =
∑
α,β iUα,Uα∩Uβ − iUβ ,Uα∩Uβ and ε =
∑
α iU,Uα.
There is a useful characterization of precosheaves to be cosheaves.
Proposition 4.2 ([3]). A precosheaf A on X is cosheaf if and only if
it satisfies the following two conditions.
(a) For any open sets U, V ∈ O(X), the short complex
A(U ∩ V )
Ψ
−→ A(U)⊕ A(V )
ε
−→ A(U ∪ V )→ 0
is exact, where ε = iU∪V,U + iU∪V,V and Ψ = iU,U∩V − iV,U∩V .
(b) If a family {Uα}α∈A of open sets in X is directed, that is, for
any α, α′ ∈ A, there is α′′ ∈ A such that Uα ∪ Uα′ ⊂ Uα′′, then
the map
lim−→
α∈A
A(Uα)→ A(
⋃
α∈A
Uα)
is an isomorphism.
The short sequence (4.1) can be extended on the left side as a chain
complex as follows. For k ≥ 1, let us define a map
Φk = Φ
U ,A
k :
⊕
α0,...,αk∈A
A(Uα0...αk)→
⊕
α0,...,αk−1∈A
A(Uα0...αk−1)
associated to a family U = {Uα}α∈A of open sets, by,
Φk =
∑
α0,...,αk
k∑
p=0
(−1)p iUˆαp ,Uα0...αk
where Uα0...αk denotes the intersection
⋂k
p=0Uαp and Uˆαp is
⋂
j 6=pUαj .
Here, ΦU ,A1 is nothing but Φ in (4.1). We set
Cˇk(U ,A) :=
⊕
α0,...,αk∈A
A(Uα0...αk).
The maps (ΦU ,Ak )k≥1 satisfies Φ
U ,A
k−1 ◦ Φ
U ,A
k = 0 for k ≥ 2. So, the group
Cˇ•(U ,A) :=
⊕
k≥0
Cˇk(U ,A)
becomes a chain complex with boundary map Φ = ΦU ,A = (ΦU ,Ak )k≥1
and ε : Cˇ0(U ,A)→ A(
⋃
α Uα) is an augmentation of this complex.
Proposition 4.3 ([3]). Let A be a flabby cosheaf on X. Then the
sequence
· · · → Cˇk(U ,A)
Φk−→ Cˇk−1(U ,A)→ · · ·
Φ1−→ Cˇ0(U ,A)
ε
−→ A(X)→ 0
is exact, for any open covering U of X.
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For two open coverings U = {Ui}i∈I and V = {Vj}j∈J of X , we say
that V is a refinement of U if there is a map λ : J → I between index
sets such that Vj ⊂ Uλ(j) holds for every j ∈ J . Such a map λ is called
a refinement projection from V to U , and is denoted by λ : V ≺ U .
The refinement projection λ induces a map λ# : Cˇk(V,A)→ Cˇk(U ,A)
defined by
λ# : A(Vj0...jk)→ A(Uλ(j0)...λ(jk))
for each component of Cˇk(V,A). Actually, we have
Lemma 4.4. λ# : Cˇ•(V,A)→ Cˇ•(U ,A) is a chain map.
Proof. Let us consider the following diagram
A(Vj0...jk)
λ#
−−−→ A(Uλ(j0)...λ(jk))
i
Vˆjp
,Vj0...jk
y yiUˆλ(jp),Uλ(j0)...λ(jk)
A(Vˆjp)
λ#
−−−→ A(Uˆλ(jp)).
This diagram commutes from the definition. It implies the conclusion
of the lemma. 
4.2. Double complices. If A is a precosheaf of C(Ab)-valued, then
we denote it by A = A•. In this case, Cˇ•(U ,A•) becomes a double
complex by the boundary maps Φ and ∂. Indeed, the following holds.
Lemma 4.5. We have ∂Φ = Φ∂, where ∂ acts on each companent of
Cˇp(U ,A•) =
⊕
i0,...,ip
A•(Ui0...ip) for all p.
Further, if λ : V ≺ U is a refinement projection, then the map
λ# : Cˇ•(V,A•)→ Cˇ•(U ,A•) is a chain map of double complices.
Proof. By the definition, the following diagram
Ak(Ui0...ip)
i
Uˆij
,Ui0...ip
−−−−−−→ Ak(Uˆij )
∂
y y∂
Ak−1(Ui0...ip)
i
Uˆij
,Ui0...ip
−−−−−−→ Ak−1(Uˆij )
commutes. Here, Uˆij =
⋂
ℓ 6=j Uiℓ . The first statement follows from this
and the definition of Φ.
The second statement follows from Lemma 4.4 and a similar argu-
ment done there. 
Now, let us consider an abstract double complex A = A•,• =
⊕
i,j≥0Ai,j
of nonnegative degrees. We denote its boundary maps by
Φ = Φi = Φi,j : Ai,j → Ai−1,j and ∂ = ∂j = ∂i,j : Ai,j → Ai,j−1.
The total complex A• of A is defined by Am =
⊕
i+j=mAi,j together
with the boundary map
∑
i+j=mΦi + (−1)
j∂j : Am → Am−1. Let
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B = B• =
⊕
j≥0Bj be a chain complex with the boundary map ∂
B :
Bj → Bj−1. Suppose that there is a map ε : A0,• → B• consisting of
morphisms εj : A0,j → Bj such that εj∂j+1 = ∂
B
j+1εj+1 and εjΦ1,j = 0
for every j ≥ 0. This situation is presented as in the following diagram
...
...
...
...
∂
y ∂y ∂y ∂By
· · ·
Φ
−−−−→ A2,2
Φ
−−−−→ A1,2
Φ
−−−−→ A0,2
ε
−−−−→ B2
∂
y ∂y ∂y ∂By
· · ·
Φ
−−−−→ A2,1
Φ
−−−−→ A1,1
Φ
−−−−→ A0,1
ε
−−−−→ B1
∂
y ∂y ∂y ∂By
· · ·
Φ
−−−−→ A2,0
Φ
−−−−→ A1,0
Φ
−−−−→ A0,0
ε
−−−−→ B0.
In this case, a morphism ε∗ : Hm(A•) → Hm(B•) is defined in a
canonical way. Then, the following is well-known.
Lemma 4.6. Let A = (Ai,j,Φ, ∂), B = (Bj , ∂
B) and ε be as above. Let
m ≥ 0. If the sequence
Am−j,j
Φ
−→ Am−j−1,j+1
Φ
−→ · · ·
Φ
−→ A0,j
ε
−→ Bj → 0
is exact, for each 0 ≤ j ≤ m, then the map ε∗ : Hm(A•)→ Hm(B•) is
surjective. Namely, for any c ∈ Bm with ∂
Bc = 0, there exist elements
cm−k,k ∈ Am−k,k for 0 ≤ k ≤ m satisfying
εc0,m = c and Φcm−k,k = ∂cm−k−1,k+1
for every k with 0 ≤ k ≤ m− 1.
4.3. Local triviality of precosheaves. Let X be a space. A pre-
cosheaf H on X is said to be locally trivial (or be locally zero) if for any
x ∈ X and U ∈ O(X) with x ∈ U , there is V ∈ O(X) with x ∈ V ⊂ U
such that the map iHV,U : H(V )→ H(U) is trivial.
A topological space is said to be paracompact if any open covering
of it admits a locally finite refinement. Recall that any metric space is
paracompact.
Theorem 4.7 ([3]). Let X be a paracompact topological space. If H is
a locally trivial precosheaf on X, then for any open covering U = {Ui}
of X, there is an open refinement V = {Vj} of U with a refinement
projection λ : V ≺ U such that the map
H(Vj0...jm)→ H(Uλ(j0)...λ(jm))
is trivial for every indices j0, . . . , jm of V.
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4.4. Local triviality of spaces. Let us denote by Met the category
of metric spaces and locally Lipschitz maps and by Top the category
of topological spaces and continuous maps. Let D be one of Met and
Top, and C denote one of Ab and C(Ab). Let us consider a covariant
functor H : D → C. Then, for each X ∈ D, we obtain a precosheaf
H : O(X)→ C on X . We say that a space X is H-locally trivial if the
precosheaf H onX is locally trivial. In this terminologies, the following
holds.
Proposition 4.8. Let H : D→ C be a covariant functor. The H-local
triviality is inherited to open subsets.
Further, when D = Met, the H-local triviality is stable under locally
bi-Lipschitz homeomorphisms.
Proof. Let X ∈ D and X ′ an open subset of X . We assume that X
is H-locally trivial. Let us take x ∈ X ′ and an open neighborhood U
of x in X ′. Since U is open in X and X is H-locally trivial, there is
V ∈ O(X) with x ∈ V ⊂ U such that H(ι) = 0, where ι : V → U is the
inclusion. Since V ∈ O(X ′), we conclude that X ′ is H-locally trivial.
Further, we assume that X is a metric space and take another metric
space Y . Let f : X → Y be a locally bi-Lipschitz homeomorphism. To
prove the statement, we may assume that f is a bi-Lipschitz homeo-
morphism. Let us take y ∈ Y and an open neighborhood V of y in Y .
Set x = f−1(y) ∈ X , L = max{Lip(f),Lip(f−1)}. By the H-local triv-
iality of X , we obtain r > 0 such that U(x, r) ⊂ f−1(V ) and H(ι) = 0,
where ι : U(x, r) → f−1(V ) is the inclusion. Then, U(y, L−1r) ⊂ V
and the inclusion ι′ : U(y, L−1r)→ V is decomposed as ι′ = f−1 ◦ ι◦ f .
Hence, we obtain H(ι′) = 0. This completes the proof. 
4.5. A way to compare homologies by using cosheaves. In this
subsection, we prove the following important
Theorem 4.9. Let A• and A
′
• be flabby cosheaves on a paracompact
topological space X of C(Ab)-valued together with a natural transfor-
mation η : A• → A
′
•. Let A and A
′ be precosheaves on X of Ab-valued
together with natural transformations ζ : A→ A′, ξ : A0 → A and ξ
′ :
A′0 → A
′ such that ξ′η = ζξ. Suppose that ξ : A• → A and ξ
′ : A′• → A
′
are augmentations. Further, we assume that η : A0(U)→ A
′
0(U) is sur-
jective and ζ : A(U) → A′(U) is injective for each U ∈ O(X). Then,
the following holds.
(1) If the precosheaves H˜p(A•) are locally trivial on X for 0 ≤ p ≤
m, then η∗ : Hm(A•(U)) → Hm(A
′
•(U)) is injective for every
U ∈ O(X). Here, H˜p(A•) is the p-th homology of the augmented
complex ξ : A• → A.
(2) If the precosheaves H˜p(A•) and Hq(A
′
•) are locally trivial on X
for 0 ≤ p ≤ m − 1 and 1 ≤ q ≤ m, then η∗ : Hm(A•(U)) →
Hm(A
′
•(U)) is surjective for every U ∈ O(X).
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Note that the surjectivity of η implies that H0(A•(U))→ H0(A
′
•(U))
is always surjective, for every open set U ⊂ X .
Proof. Let X,A•,A
′
•, A, A
′, η, ζ, ξ, ξ′ be in the assumption. First, we
assume that the precosheaves H˜p(A•) are locally trivial on X for 0 ≤
p ≤ m. We prove that η∗ : Hm(A•(X))→ Hm(A
′
•(X)) is injective. By
Theorem 4.7, we obtain a sequence of open coverings {Up}
m
p=0 of X such
that Up is a refinement of Up+1 together with a refinement projection
λp : Up ≺ Up+1 and that
(λp)∗ : H˜p(A•(Ui0...iℓ))→ H˜p(A•(λp(Ui0...iℓ)))
are trivial maps for all finite elements Ui0 , . . . , Uiℓ ∈ Up, for each p =
0, . . . , m− 1. Here, we write λp(Ui0...iℓ) = ∩
ℓ
a=0λp(Uia). For U = Up, we
consider the following diagram.
...
...
...
...
∂
y ∂y ∂y ∂y
· · ·
Φ
−−−−→ Cˇ2(U ,A2)
Φ
−−−−→ Cˇ1(U ,A2)
Φ
−−−−→ Cˇ0(U ,A2)
ε
−−−−→ A2(X) −−−−→ 0
∂
y ∂y ∂y ∂y
· · ·
Φ
−−−−→ Cˇ2(U ,A1)
Φ
−−−−→ Cˇ1(U ,A1)
Φ
−−−−→ Cˇ0(U ,A1)
ε
−−−−→ A1(X) −−−−→ 0
∂
y ∂y ∂y ∂y
· · ·
Φ
−−−−→ Cˇ2(U ,A0)
Φ
−−−−→ Cˇ1(U ,A0)
Φ
−−−−→ Cˇ0(U ,A0)
ε
−−−−→ A0(X) −−−−→ 0
ξ
y ξy ξy
· · · Cˇ2(U , A) Cˇ1(U , A) Cˇ0(U , A)
Here, ∂ denotes the boundary map of the complex A•. Let us take
c ∈ Am(X) with ∂c = 0. Since A• is a flabby cosheaf, by Lemma 4.6,
there are elements cp,m−p ∈ Cˇp(U0,Am−p) such that
εc0,m = c and ∂cp,m−p = Φcp+1,m−p−1
for every p with 1 ≤ p ≤ m − 1. Further, we suppose that c satisfies
∂′c′ = ηc for some c′ ∈ A′m+1(X), where ∂
′ is the boundary map of
A′•. Then, to prove that η∗ is injective, it suffices to show that there is
an element c¯ ∈ Am+1(X) such that ∂c¯ = c. Since ε : Cˇ0(U0,A
′
m+1) →
A′m+1(X) is surjective, there exists c
′
0,m+1 ∈ Cˇ0(U0,A
′
m+1) such that
εc′0,m+1 = c
′. Then, we have
ε(∂′c′0,m+1 − ηc0,m) = 0.
Therefore, there is an element c′1,m ∈ Cˇ1(U0,A
′
m) such that
Φ′c′1,m = ∂
′c′0,m+1 − ηc0,m.
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So, we have
Φ′∂′c′1,m = −η∂c0,m = −ηΦc1,m−1 = −Φ
′ηc1,m−1.
Hence, there is an element c′2,m−1 ∈ Cˇ2(U0,A
′
m−1) such that Φ
′c′2,m−1 =
∂′c′1,m+ηc1,m−1. Repeating such a diagram chasing, we obtain elements
c′p+1,m−p ∈ Cˇp+1(U0,A
′
m−p) such that
Φ′c′p+1.m−p = ∂
′c′p,m−p+1 + (−1)
p+1ηcp,m−p
for 1 ≤ p ≤ m. Since η : Cˇm+1(U0,A0) → Cˇm+1(U0,A
′
0) is surjective,
there is a cm+1,0 ∈ Cˇm+1(U0,A0) such that ηcm+1,0 = c
′
m+1,0. Then, we
have
ζξΦcm+1,0 = (−1)
m+1ζξcm,0.
Since ζ is injective, we obtain
ξΦcm+1,0 = (−1)
m+1ξcm,0.
By the property of λ0 : U0 ≺ U1, there is a cm,1 ∈ Cˇm(U1,A1) such that
∂cm,1 = (λ0)#(Φcm+1,0 + (−1)
mcm,0).
Therefore, we obtain
∂Φcm,1 = (λ0)#(−1)
m∂cm−1,1.
Hence, by the property of λ1, we obtain cm−1,2 ∈ Cˇm−1(U2,A2) such
that
∂cm−1,2 = (λ1)#(Φcm,1 + (−1)
m+1(λ0)#cm−1,1)
Repeating this argument, we have elements cm−p,p+1 ∈ Cˇm−p(Up+1,Ap+1)
satisfying
∂cm−p,p+1 = (λp)#Φcm−p+1,p + (−1)
m+p(λ˜p)#cm−p,p
for 1 ≤ p ≤ m, where λ˜p# = λp#◦· · ·◦λ0#. Then, setting c¯ = εc0,m+1 ∈
Am+1(X), we have
∂c¯ = εc0,m = c.
This implies that η∗ : H˜m(A•(X))→ H˜m(A
′
•(X)) is injective. That is,
this completes the proof of (1).
Next, we prove that η∗ : Hm(A•(X))→ Hm(A
′
•(X)) is surjective, as-
suming the assumption of (2). By a thing mentioned at before starting
the proof, we may assume that m ≥ 1. Let us take c′ ∈ A′m(X) with
∂′c′ = 0. Let W be an arbitrary open covering of X . Then, there are
c′p,m−p ∈ Cˇp(W,A
′
m−p) such that
(4.2)
{
εc′0,m = c
′
∂′c′p,m−p = Φ
′c′p+1,m−p−1
for all 1 ≤ p ≤ m − 1. Since η : A0 → A
′
0 is surjective, there is a
cm,0 ∈ Cˇm(W,A0) such that
(4.3) ηcm,0 = c
′
m,0.
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By the assumption, we have
ζξΦcm,0 = ξ
′ηΦcm,0 = ξ
′Φ′c′m,0 = ξ
′∂′c′m−1,1 = 0.
Since ζ : A→ A′ is injective, we conclude
(4.4) ξΦcm,0 = 0.
Now, let us consider the following sequence of open coverings of X
such that
V0 ≺ U1 ≺ V1 ≺ · · · ≺ Vk−1 ≺ Uk ≺ Vk ≺ · · · ≺ Vm−1 ≺ Um.
Here, the refinemet projections are denoted by
λk−1 : Vk−1 ≺ Uk and µℓ : Uℓ ≺ Vℓ
for 1 ≤ k ≤ m and 1 ≤ ℓ ≤ m − 1. By Theorem 4.7, we may assume
that the induced maps
(4.5)
(λk−1)∗ : H˜k−1(A•(Vj0...jp))→ H˜k−1(A•(λk−1(Vj0...jp)))
(µℓ)∗ : Hℓ(A
′
•(Ui0...ip))→ Hℓ(A
′
•(µk(Ui0...ip))
are trivial, for all p ≥ 0, Vj0 , . . . , Vjp ∈ Vk−1, Ui0 , . . . , Uip ∈ Uk, 1 ≤ k ≤
m and 1 ≤ ℓ ≤ m − 1. As seen above, we have a sequence {c′p,m−p ∈
Cˇp(V0,A
′
m−p)}0≤p≤m and an element cm,0 ∈ Cˇm(V0,Am) satisfying (4.2),
(4.3) and (4.4). By (4.4) and the triviality of (4.5), there is an element
cm−1,1 ∈ Cˇm−1(U1,A1) such that
∂cm−1,1 = λ0#Φcm,0.
Then, we have
∂Φcm−1,1 = λ0#Φ
2cm,0 = 0,
∂′ηcm−1,1 = λ0#Φ
′c′m,0 = ∂
′λ0#c
′
m−1,1.
By the second equality and the triviality of (µ1)∗, there is an element
c′m−1,2 ∈ Cˇm−1(V1,A
′
2) such that
∂′c′m−1,2 = µ1#(ηcm−1,1 − λ0#c
′
m−1,1).
The rest equality and the triviality of (λ1)∗ guarantee the existence of
an element cm−2,2 ∈ Cˇm−2(U2,A2) satisfying
∂cm−2,2 = λ1#µ1#Φcm−1,1.
Repeating such an argument, we obtain sequences of elements c′m−p,p+1 ∈
Cˇm−p(Vp,Ap+1) and cm−p,p ∈ Cˇm−p(Up,Ap) such that
∂′c′m−p,p+1 = µp#(ηcm−p,p − νp−1c
′
m−p,p),
∂cm−p,p = λp−1#µp−1#Φcm−p+1,p−1
for all 2 ≤ p ≤ m, where νp−1 = λp−1#µp−1# · · ·λ1#µ1#λ0#. Let us
consider elements c := εc0,m ∈ Am(X) and c¯
′ := εc′0,m+1 ∈ A
′
m+1(X).
By the construction, they satisfy
ηc = c′ + ∂′c¯′.
28 AYATO MITSUISHI
Therefore, we know that η∗ : Hm(A•(X)) → Hm(A
′
•(X)) is surjective.
This completes the proof of Theorem 4.9. 
4.6. Spaces of currents as cosheves. Let X be a metric space. For
each open set U ∈ O(X), we obtain chain complicies Nc•(U) and I
c
•(U).
Assignments U 7→ Nc•(U) and U 7→ I
c
•(U) are precosheaves on X of
C(Ab)-valued, by the definition. We have
Lemma 4.10. The precosheaves Nc• and I
c
• on X are actually flabby
cosheaves.
Proof. Let us denote by Ck one of N
c
k and I
c
k. By Lemma 2.12, the
precoseaf Ck is flabby. By Lemma 3.14, we already know that C•
satisfies the condition (a) in Proposition 4.2. We prove the condition
(b) in Proposition 4.2. Let {Uα} be a directed family of open sets.
Since Ck is flabby, the map Ck(Uα) → Ck(U) is injective for every α,
where U =
⋃
α Uα. Because the functor taking the direct limit is exact,
the canonical map
lim−→Ck(Uα)→ Ck(U)
is injective. Let us prove that this map is surjective. Let T ∈ Ck(U).
Since T has a compact support and {Uα} is directed, there is an α such
that spt(T ) ⊂ Uα. By Lemma 3.5, T can be regarded as a current in
Uα. This implies that the considered map is surjective. This completes
the proof. 
4.7. Singular (Lipschitz) coheaves. For a topological space X , the
singular chain complex S• of each open set gives a flabby precoheaf
on X . In general, S• is not a cosheaf. Further, taking subdivisions
infinitely many times, we obtain a coheaf on X as follows.
Example 4.11 ([3]). For each topological space X , let us consider a
sequence of barycentric subdivisions
S•(X)
Sd
−→ S•(X)
Sd
−→ · · ·
Sd
−→ S•(X)
Sd
−→ · · ·
and its direct limit, denoted by S•(X). In this case, for degree k,
the direct limit Sk(X) is represented as the quotient group of Sk(X)
identifying c and c′ whenever Sdmc = Sdm
′
c′ for some m,m′ ≥ 0.
Then, a correspondence O(X) ∋ U 7→ S•(U) ∈ C(Ab) is a flabby
cosheaf on X . Indeed, because S• is flabby and the direct limit lim−→
is
an exact functor, S• is flabby. To prove that S• is a cosheaf, it suffices
to check the properties (a) and (b) in Proposition 4.2. However, it is
trivial, by the definition. Finally, noticing that the identity map on S•
and the subdivision are chain homotopy equivalent, we have a natural
isomorphism
ηX : H∗(X) ∼= H∗(S•(X)).
Here, the naturality means the functorial sense, that is, for a continuous
map f : X → Y between topological spaces, the induced maps f∗ :
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H∗(X) → H∗(Y ) and f∗ : H∗(S•(X)) → H∗(S•(Y )) satisfy ηY f∗ =
f∗ηX .
In Example 4.11, instead of a topological space and singular chains
with a metric space and singular Lipschitz chains, respectively, we ob-
tain a flabby cosheaf SLip• on a metric space X of C(Ab)-valued. That
is, we set
SLip• (U) = lim−→(S
Lip
• (U)
Sd
−→ SLip• (U)
Sd
−→ · · · )
for each U ∈ O(X). Here, we note that the subdivision preserves the
Lipschitz-ness of singular chains. So, the map Sd : SLip• → S
Lip
• is
well-defined. Further, since the canonical chain homotopy equivalence
maps between the identity and the subdivision on S• also preserve the
Lipschitz-ness of singular chains, they give chain homotopy equivalence
between SLip• and S
Lip
• . Therefore, we have a natural isomorphism
HLip∗ (X)
∼= H∗(S
Lip
• (X))
between their homologies.
Let us recall that the natural map [ · ] = [ · ]X : S
Lip
• (X) → I
c
•(X)
for each metric space X was defined in Section 3. Obviously, we have
[Sd c] = [c] for singular Lipschitz chain c. Hence, we can define a
natural map
[ · ] : SLip• (X)→ I
c
•(X).
4.8. Local Lipschitz contractibility implying local triviality.
We prove
Lemma 4.12. If a metric space X is locally Lipschitz contractible,
then it is H-locally trivial. Here, H is one of the procosheaves Hsingk ,
H˜Lipk , H
Lip
k and H
IC
k for k ≥ 0.
Proof. Since an LLC metric space X is locally contractible in the usual
sense, the statement forH = Hsing∗ holds. For anotherH , the statement
follows fom Lemmas 3.11, 3.17 and 2.13. 
4.9. Cone inequalities implying H-locally triviality. Riedweg and
Scha¨ppi introduced the notion of metric spaces satisfying the cone in-
equalities. We translate this notion in terms of precosheaves.
Let X be a metric space and C• = (C•, ∂) a flabby precosheaf on X
of C(Ab)-valued. Further, A is an Ab-valued precosheaf on X together
with a natural transformation ε : C0 → A such that ε∂ = 0. That is,
ε : C• → A is an augmentation. The map ε may be trivial. Moreover,
we suppose the following.
(1) For any j ≥ 0, c ∈ Cj(X), there is a unique compact set K(c)
such that for every V ∈ O(X) with K(c) ⊂ V , there is an
element c′ ∈ Cj(V ) such that i#c
′ = c. Here, i : V → U is the
inclusion and i# = C•(i) denotes the induced map;
(2) For any j ≥ 1, U ∈ O(X), c ∈ Cj(U), we have K(∂c) ⊂ K(c).
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For instance, S• and S
Lip
• satisfy these conditions for the canonical
augmentations. In these cases, K(c) is the image of a singular chain
c. Further, Nc• and I
c
• also satisfy the conditions, for augmentations
ε : Nc0(X) → R and ε : I
c
0(X) → Z defined by ε(T ) = T (1). In these
cases, K(S) is the support of a current S.
Definition 4.13 ([14]). Let X,C•, A, ε be as above. We say that X
admits the cone inequality for Cj if for any x ∈ X , there exist r > 0
and a continuous non-decreasing function F : [0,∞) → [0,∞) with
F (0) = 0 such that
• when j ≥ 1, for every c ∈ Cj(X) with K(c) ⊂ U(x, r) and ∂c =
0, there is c′ ∈ Cj+1(X) such that ∂c
′ = c with diamK(c′) ≤
F (diamK(c));
• when j = 0, for every c ∈ C0(X) with K(c) ⊂ U(x, r) and
εc = 0, there is c′ ∈ C1(X) such that ∂c
′ = c with diamK(c′) ≤
F (diamK(c)).
Lemma 4.14. If X admits the cone inequality for Cj, then the pre-
cosheaf H˜j(C•) is locally trivial. Here, H˜j(C•) denotes the j-th homol-
ogy of the augmented complex · · ·
∂
−→ Cj
∂
−→ Cj−1
∂
−→ · · ·
∂
−→ C0
ε
−→ A.
Proof. Let X admit a local cone inequality for Cj . Then, for x ∈ X ,
there exists r > 0 and F : [0,∞) → [0,∞) satisfying the condition
written above Definition 4.13. For any s ∈ (0, r), we choose s′ ∈ (0, s)
with
s′ + F (2s′) < s.
Let us take any c ∈ Cj(X) with K(c) ⊂ U(x, s
′). Such a c is considered
as an element in Cj(U(x, s
′)), because Cj is flabby and it satisfies the
condition (1). We suppose that ∂c = 0 when j ≥ 1 and that εc = 0
when j = 0. Since s′ < s < r, there exists c′ ∈ Cj+1(X) such that
∂c′ = c and
diam K(c′) ≤ F (diamK(c)).
For any y ∈ K(c) ⊂ K(c′) and z ∈ K(c′), we have
d(x, z) ≤ d(x, y) + d(y, z) < s′ + F (2s′) < s.
Hence, K(c′) ⊂ U(x, s). So, the c′ can be regarded as an element in
Cj+1(U(x, s)). Therefore, the morphism
H˜j(C•(U(x, s
′)))→ H˜j(C•(U(x, s)))
is trivial. This completes the proof. 
Riedweg and Scha¨ppi claimed
Theorem 4.15 ([14]). If a metric space X admits the cone inequalities
for Hk, H˜
Lip
k and H
IC
k , for all k with 0 ≤ k ≤ m, then the canonical
maps Hm(X)← H
Lip
m (X)→ H
IC
m (X) are isomorphisms.
By Lemmas 4.12 and 4.14, our Theorem 4.9 is a generalization of
Theorem 4.15 in terms of local triviality.
COSHEAVES 31
4.10. Proof of Theorem 1.3. By above preparations, we immedi-
ately get a proof of our main theorem.
Proof of Theorem 1.3. Let X be an LLC metric space. By Lemma
4.12, all the precosheaves Hsingk , H˜
Lip
k and H
IC
k on X are locally trivial,
for every k ≥ 0. By Lemma 3.15, the chain map [ · ] : SLip0 (X)→ I
c
0(X)
is an isomorphism. Due to Subsection 4.7, the functor SLip• : O(X)→
C(Ab) is a flabby cosheaf and SLip0 = S
Lip
0 by the definition. Therefore,
Theorem 1.3 follows from those things and Lemmas 3.16 and 4.10 and
Theorem 4.9. 
Proof of Corollary 1.4. Let H denote one of HLip∗ and H
IC
∗ . Let us set
ι : H → Hsing∗ the natural isomorphism obtained in Theorem 1.3. Let
X and Y be LLC metric spaces, and f : X → Y a continuous map.
Then, we define a homomorphism H(f) : H(X) → H(Y ) by H(f) =
ι−1Y ◦H
sing
∗ (f) ◦ ιX . Further, for another continuous map g : Y → Z to
an LLC metric space Z, we obtain
H(g) ◦H(f) = ι−1Z ◦H
sing
∗ (g) ◦ ιY ◦ ι
−1
Y ◦H
sing
∗ (f) ◦ ιX
= ι−1Z ◦H
sing
∗ (g) ◦H
sing
∗ (f) ◦ ιX
= ι−1Z ◦H
sing
∗ (g ◦ f) ◦ ιX
= H(g ◦ f).
This shows that H is extended as a functor on the category of LLC
metric spaces and continuous maps such thatH is naturally isomorphic
to the functor Hsing∗ . Further, if h : X × [0, 1] → Y is a continuous
homotopy, then we have
H(h0) = ι
−1
Y ◦H
sing
∗ (h0) ◦ ιX = ι
−1
Y ◦H
sing
∗ (h1) ◦ ιX = H(h1).
This implies the homotopy invariance of H . This completes the proof
of Corollary 1.4. 
5. Several remarks
5.1. Relative homologies. A relative version of the singular Lips-
chitz homology is defined in a similar way to define the relative singular
homology. For a subset A in a metric space X , the inclusion i : A→ X
induces an injective morphism i# : S
Lip
• (A) → S
Lip
• (X). So, we have a
chain complex SLip• (X,A) as the quotient of S
Lip
• (X) modulo S
Lip
• (A).
Its homology H∗(S
Lip
• (X,A)) is called the relative singular Lipschitz
homology and is denoted by HLip∗ (X,A).
Let (X,A) be as above. The pushforward i# : I
c
•(A) → I
c
•(X) is in-
jective by Lemma 2.12. Hence, we obtain a chian complex Ic•(X,A) =
I•(X)/i#I
c
•(A). Its homology H∗(I
c
•(X,A)) is called the relative ho-
mology of integral currents with compact support and is denoted by
H IC∗ (X,A).
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Let (Y,B) be another pair of metric spaces. A map f from (X,A)
to (Y,B) is a map f : X → Y with f(A) ⊂ B. We say that a map
f : (X,A) → (Y,B) is (locally) Lipschitz, if f : X → Y is (locally)
Lipschitz. Obviously, all pairs of metric spaces and all locally Lipscihtz
maps give a category. We also have
Theorem 5.1. On the category of all pairs of LLC metric spaces and
all locally Lipscihtz maps, the functors Hsing∗ , H
Lip
∗ and H
IC
∗ are natually
ismorphic, where Hsing∗ denotes the usual relative singular homology.
In particular, HLip∗ and H
IC
∗ can be extended functors on the category
of pairs of LLC spaces and continuous maps.
Proof. This follows from Theorem 1.3 and the five lemma. 
5.2. Reduced homology of metric currents. Let X be a metric
space. We consider a map
ε : Ic•(X) ∋ T 7→ T (1) ∈ Z.
This is an augmentation of the complex Ic•(X). Actually, for S ∈ I
c
1(X),
we have
ε∂S = S(1, 1) = 0.
So, we obtain the reduced homology of Ic•(X) augmented by ε, which
is denoted by H˜ IC∗ (X). As Theorem 1.3, we have
Theorem 5.2. H˜ IC∗ is actually a functor on the category of LLC metric
spaces and locally Lipschitz maps. On that category, the functors H˜sing∗ ,
H˜Lip∗ and H˜
IC
∗ are naturally isomprphic. Here, H˜
sing
∗ denotes the usual
reduced singular homology.
In particular, H˜Lip∗ and H˜
IC
∗ can be extended to functors on the cat-
egory of LLC metric spaces and continuous maps.
Proof. Let X0 be a set of a single point. Then, all the homologies
H˜sing∗ (X), H˜
Lip
∗ (X) and H˜
IC
∗ (X) are represented as the kernels of π∗
between correspondence non-reduced homologies induced by the canon-
cial map π : X → X0. By the naturality of the non-reduced homologies
(Theorem 1.3), we obtain the conclusion of the theorem. 
5.3. A remark on the axiom of finite mass.
Remark 5.3. Our definition (Definition 3.1) and the original definition
given in [1] of currents are slightly different. The main different point
is the finite mass axiom. Further, in [1], it was supposed that all sets
satisfy some set-theoretical axiom about the cardinalities.
The original metric currents were defined only on complete metric
spaces assuming the set-theoretical axiom ([1]). The set-theoretical
axiom implies that any fnite Borel measure on every complete met-
ric space is automatically tight. Therefore, the original definition did
not impose that the mass measures of currents are tight. On the other
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hands, the LLC-condition is an open property (Proposition 2.4). There-
fore, if we employ the original definition of metric currents, then an
area which is applicable to our theory is very small. For instance, if
a metric space is complete and LLC, then its open set is LLC, but
is not complete, in general. Further, we want to ignore an additional
set-theoretical axiom.
Fortunately, as mentioned in [1], if one deal with only metric currents
having tight mass measures, then such currents satisfy all the same
results obtained there, further, they can be defined on all metric spaces
without the set-theoritical axiom. This is the reason why we used
currents with tight mass measures.
5.4. Alexandrov spaces revisited. As mentioned in Subsection 2.2,
any finite dimensional Alexandrov space is SLLC. The proof of it was
based on the theory of gradient flows of distance functions founded
by Perelman and Petrunin [11], [13]. Actually, in [8], we proved that
any point x in an Alexandrov space X has a positive number r such
that the distance function d from the metric sphere S(x, 2r) centered
at x of radius 2r is regular on U(x, r) \ {x} and further that the ab-
solute gradient |∇d| is uniformly bounded on U(x, r) \ {x}. Here,
|∇d|(y) = lim supz→y
|d(z)−d(y)|
d(z,y)
. Then, the gradient flow of d gives a
strong Lipschitz contraction from U(x, r) to x. On the other hands,
extremal subsets of X , introduced by Perelman and Petrunin [12], have
well-behavior in the gradient flows of distance functions. Indeed, ex-
tremal subsets are characterized by the property that they are pre-
served under the gradient flow of any distance functions (see [13]).
This fact and the proof of the main result in [8] implies
Theorem 5.4. Any extremal subset in an Alexandrov space is strongly
locally Lipschitz contractible. In particular, the boundary of an Alexan-
drov space is strongly locally Lipschitz contractible.
Due to Theorem 5.1 and Theorem 5.5, we have
Corollary 5.5. Let X be a finite dimensional Alexandrov space and E
a its subset. Suppose that E belongs to one of three classes of sets in the
following: open subsets, discrete subsets, and extremal subsets. Then,
we have natural isomorphisms H∗(X,E) ∼= H
Lip
∗ (X,E)
∼= H IC∗ (X,E).
5.5. An LLC space not having the homotopy type of CW-
complices. This subsection is devoted to prove
Theorem 5.6 (cf. [2], [15]). There is an LLC metric space such that
it does not have the homotopy type of CW-complices.
Indeed, a space satisfying the topological property written in Theo-
rem 5.6 was constructed by Borsuk ([2]). We prove that such a space
can admit an LLC metric. We also refer Chapter 6 of the book [15] for
the construction and recall terminologies used there.
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A metrizable space X is called an ANR (absolute neighborhood re-
tract) if it is a neighborhood retract of an arbitrary metrizable space
that contains X as a closed subset. Here, a closed subset A of a space
Y is called a neighborhood retract if there exist a neighborhood U of
A and a continuous map r : U → A such that r|A = idA. For an
open covering V of a space X , we say that two maps f, g : Y → X
from a space Y are V-close if for any y ∈ Y , there is a V ∈ V such
that f(y), g(y) ∈ V . Let U be an open covering of X such that V is
a refinement of U . We say that V is an h-refinement of U if any two
V-close continuous maps f, g : Y → X from a metrizable space Y are
U-homotopic. Here, f and g are U-homotopic if there is a continuous
map h : X × [0, 1] → Y such that h0 = f , h1 = g and that for any
x ∈ X , there is a U ∈ U such that h({x} × [0, 1]) ∈ U .
Lemma 5.7. Let X be a metrizable space. If the open cover {X}
consisting of only X has no h-refinement, then X does not have the
homotopy type of absolute neighborhood retracts. In particular, X does
not have the homotopy type of CW-complicies.
Proof. We suppose that there is an ANR Y such that X and Y are
homotopic. Let φ : X → Y be a homotpy equivalence. By Corollary
6.3.5 in [15], the cover {Y } of Y has an h-refinement U . Let us set
V = {φ−1(U) | U ∈ U}. Then, V is an h-refinement of {X}, which
contradicts to the assumption. Indeed, we take V-close maps f, g :
Z → X . Then, φ ◦ f and φ ◦ g are U-close. Since U is an h-refienment
of {Y }, there is a homotopy h : Z × [0, 1] → Y such that h0 = φ ◦ f
and h1 = φ◦g. Let ψ : Y → X be a homotopy inverse of φ. By using a
homotopy ψ ◦ h between ψ ◦φ ◦ f and ψ ◦φ ◦ g, we obtain a homotopy
between f and g. This completes the proof of the first statement. Since
every CW-complex is an ANR, the latter statement follows. 
For a metric space U and its subset U1, we say that U1 is a Lipschitz
deformation retract of U if there exists a Lipschitz homotopy h : U ×
[0, 1] → U such that h0(x) = x, h1(x) ∈ U1 and h1(y) = y for every
x ∈ U and y ∈ U1. Such a map h is called a Lipschitz deformation
retraction from U to U1. A Lipschitz contraction is a special Lipschitz
deformation retraction.
Lemma 5.8. Let V be a metric space and V1 and V0 its subsets. Sup-
pose that V0 ⊂ V1 ⊂ V and that V0 is a Lipschitz deformation retract
of V1 and V1 is a Lipschitz deformation retract of V . Then, V0 is a
Lipschitz deformation retract of V .
Proof. Let us take Lipschitz deformation retractions h from V to V1
and g from V1 to V0. Then, we define a map k : V × [0, 1]→ V by
k(x, t) =
{
h(x, 2t) if t ≤ 1/2,
g(h1(x), 2t− 1) if t ≥ 1/2.
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This map is well-defined. Further, it is Lipschitz. Indeed, for x, y ∈ V
and for t, s ∈ [0, 1], we have
d(k(x, t), k(y, t)) ≤ max{Lip(g), 1}max{Lip(h), 1}d(x, y),
d(k(x, t), k(x, s)) ≤ 2max{Lip(h),Lip(g)}|s− t|.
By the construction, k is a deformation retraction from V to V0 in the
usual sense. Therefore, V0 is a Lipschitz deformation retract of V . This
completes the proof of the lemma. 
Proof of Theorem 5.6. Let ℓ2 denote the standard Hilbert space of coutably
inifinite dimension. Let Q be a subset of ℓ2 defined by
Q = {(xk)
∞
k=0 ∈ ℓ2 | 0 ≤ xk ≤ 2
−k}.
We consider the following spaces.
X0 = {(xk) ∈ Q | x0 = 0},
Cn = {(xk) ∈ Q | (n + 1)
−1 ≤ x0 ≤ n
−1, xk = 0 for k > n},
Xn = ∂Cn (the boundary n-sphere of the (n+ 1)-cube Cn),
where n ≥ 1. Then, we prove that X =
⋃∞
n=0Xn is the desired space.
By the construction, this space is homeomorphic to the space in The-
orem 6.3.8 in [15]. Therefore, the cover {X} has no h-refinement. By
Lemma 5.7, X does not have the homotopy type of CW-complices.
We prove thatX is LLC. Since an open set
⋃∞
n=1Xn = X\X0 in X is
a locally finite simplical complex, it is SLLC. Let x ∈ X0. We denote by
pm : X →
∏m
k=0[0, 2
−k] the projection into the first (m+1)-coordinates.
For any r > 0, there exist an m ≥ 1 and a convex neighborhood W of
(x1, . . . , xm) in
∏m
k=1[0, 2
−k] such that p−1m ([0, m
−1]×W ) ⊂ U(x, r)∩X ,
where U(x, r) is the open ball in ℓ2 centered at x of radius r. Indeed,
for y ∈ p−1m ([0, m
−1]×W ), we have
‖x− y‖2ℓ2 ≤ m
−2 +
m∑
k=1
|xk − yk|
2 +
∑
k>m
4−k.
Hence, we can have such an m and a W . Then, we define a neighbor-
hood V of x in X by
V =
{
p−1m+1
(
[0, m−1]×W × [0, 2−(m+1))
)
if xm+1 ≤ 4
−(m+1),
p−1m+1
(
[0, m−1]×W × (0, 2−(m+1)]
)
if xm+1 > 4
−(m+1).
Further, we consider the following sets.
V0 =
{
p−1m+1({0} ×W × {0}) if xm+1 ≤ 4
−(m+1),
p−1m+1({0} ×W × {2
−(m+1)}) if xm+1 > 4
−(m+1),
V1 =
{
p−1m+1([0, m
−1]×W × {0}) if xm+1 ≤ 4
−(m+1),
p−1m+1([0, m
−1]×W × {2−(m+1)}) if xm+1 > 4
−(m+1).
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Note that all the sets V , V1 and V0 are contained in U(x, r) ∩ X . As
written in [15], V1 is a strong deformation retract of V by a deformation
h : V × [0, 1]→ V sliding along the (m+ 2)-th coordiante, and V0 is a
strong deformation retract of V1 by a deformation g : V1 × [0, 1] → V1
sliding along the first coordinate. From the constructions, h and g are
Lipschitz homotopies. Further, V0 is Lipschitz contractible in itself.
Hence, V is Lipschitz contractible in V to some point, by Lemma 5.8.
Therefore, we conclude that X is WLLC. By Lemma 2.3, X is LLC.
This completes the proof of Theorem 5.6. 
5.6. Remark on the homology of normal currents. By Lemma
4.10, the functorNc• : O(X)→ C(Ab) is known to be a flabby cosheaf on
each metric space X . Hence, we may apply Theorem 4.9 to this cosheaf
Nc•. Now, we note that the space N
c
0(X) is identified with the space
M(X) of all finite signed Borel measures on X with compact support.
Therefore, when X is LLC, we can guess that the homologyH∗(N
c
•(X))
coincides with the homology of some chain complexC•(X) such that its
0-th group C0(X) isM(X). Further, the homology H∗(C•(X)) should
be a topological invariant. Such a chain complex actually exists, called
the measure chian complex, introduced by Thurston [16]. However,
there is no canonical map between C•(X) and N
c
•(X). We discuss
such a difficult point in another paper.
5.7. Localizations.
Lemma 5.9. Let A• and B• be chian complices of indexed by integers
and f : A• → B• a chain map. Suppose that Hm(f) : Hm(A•) →
Hm(B•) is surjective and Hm−1(f) : Hm−1(A•) → Hm−1(B•) is in-
jecitve. Then, for any b ∈ Bm and a ∈ Am−1 with ∂b = f(a) and
∂a = 0, there are a¯ ∈ Am and b¯ ∈ Bm+1 such that ∂b¯ = b+ f(a¯).
Proof. Let us take b ∈ Bm and a ∈ Am−1 with ∂b = f(a) and ∂a = 0.
Since Hm−1(f) is injective, there is a¯ ∈ Am such that ∂a¯ = a. Then, we
have ∂(b−f(a¯)) = 0. Since Hm(f) is surjective, there exist a¯ ∈ Am and
b¯ ∈ Bm+1 such that ∂a¯ = 0 and f(a¯) + f(a¯) = b + ∂b¯. This completes
the proof. 
As a corollary to the proof of Theorem 4.9, we have
Corollary 5.10. Let m ≥ 1 and ǫ > 0. Let X be a metric space which
is H˜Lipj -locally trivial for 0 ≤ j ≤ m− 1.
(1) If X is Hsingk -locally trivial for 1 ≤ k ≤ m, then for c ∈
Sm(X) with ∂c ∈ S
Lip
m−1(X), there exist finitely many elements
c1, . . . , cN ∈ Sm(X), c
L
1 , . . . , c
L
N ∈ S
Lip
m (X) and c¯1, . . . , c¯N ∈
Sm+1(X) such that
(1-a) there is n ≥ 0 such that
∑
i ci = sd
n(c) and ∂c¯i = ci − c
L
i ;
(2-a) im(c¯i) ⊂ U(im(c), ǫ) and diam im(c¯i) < ǫ.
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(2) If X is H ICk -locally trivial for 1 ≤ k ≤ m, then for T ∈ I
c
m(X)
and for c ∈ SLipm−1(X) satisfying ∂T = [c] and ∂c = 0, there
exist finitely many elements T1, . . . , TN ∈ I
c
m(X), c
L
1 , . . . , c
L
N ∈
SLipm (X) and S1, . . . , SN ∈ I
c
m+1(X) such that
(2-a)
∑
i Ti = T and ∂Si = Ti − [c
L
i ];
(2-b) there is n ≥ 0 such that
∑
i c
L
i = sd
nc;
(2-c) spt(Si)∪ im(c
L
i ) ⊂ U(spt(T )∪ im(c), ǫ) and diam spt(Si) <
ǫ.
Proof. Let X be as in the assumption. Let us prove (1). We suppose
that X is Hsingk -locally trivial for 1 ≤ k ≤ m and take c ∈ Sm(X) with
∂c ∈ SLipm−1(X). Let us take a finite open covering U = {Ui}
N
i=1 of im(c)
such that diam(Ui) < ǫ/2. We set U =
⋃N
i=1 Ui. Then, we may regard
c as an element in c ∈ Sm(U). Further, the same symbol c denotes the
element in Sm(U) represented by c. Since ∂c ∈ S
Lip
m−1(U), by Lemma
4.6, there are elements cLk,m−k−1 ∈ Cˇk(U ,S
Lip
m−k−1) such that
εcL0,m−1 = ∂c and Φ(c
L
k,m−1) = ∂c
L
k−1,m−k
for 1 ≤ k ≤ m− 1. On the other hands, since ε : Cˇ0(U ,Sm)→ Sm(U)
is surjective, there is c0,m ∈ Cˇ0(U ,Sm) such that εc0,m = c. By the
choice, we have
ε(∂c0,m − c
L
0,m−1) = 0.
Therefore, we obtain c1,m−1 ∈ Cˇ1(U ,Sm−1) satisfying
Φc1,m−1 = ∂c0,m − c
L
0,m−1.
By repeating such an argument, we have a sequence of elements ck,m−k ∈
Cˇk(U ,Sm−k) such that
Φck,m−k = ∂ck−1,m−k+1 + (−1)
kcLk−1,m−k
fro all 1 ≤ k ≤ m. Then, since S0 = S
Lip
0 , the element cm,0 belongs to
Cˇm(U ,S
Lip
0 ). Further, we have ∂cm−1,1 ∈ Cˇm−1(U ,S
Lip
0 ). Since H
sing
1
∼=
HLip1 , by Lemma 5.9, there are elements c
L
m−1,1 ∈ Cˇm−1(U ,S
Lip
1 ) and
cm−1.2 ∈ Cˇm−1(U ,S2) such that
∂cm−1,2 = cm−1,1 − c
L
m−1,1.
Hence, we obtain
∂(Φcm−1,2 − cm−2,2) = (−1)
m−1cLm−2,1 − Φc
L
m−1,1
which is an element of Cˇm−2(U ,S
Lip
1 ). By Lemma 5.9, there are ele-
ments cm−2,3 ∈ Cˇm−2(U ,S3) and c
L
m−2,2 ∈ Cˇm−2(U ,S2) such that
∂cm−2,3 = Φcm−1,2 − cm−2,2 − c
L
m−2,2.
38 AYATO MITSUISHI
By using Lemma 5.9 repeatedly, we have sequences of elements cm−k,k+1 ∈
Cˇm−k(U ,Sk+1) and c
L
m−k,k ∈ Cˇm−k(U ,S
Lip
k ) such that
∂cm−k,k+1 = Φcm−k+1,k + (−1)
k+1cm−k,k − c
L
m−k,k
for 2 ≤ k ≤ m. Let us set
c˜0,m := (−1)
m+1Φc1,m + c0,m ∈ Cˇ0(U ,Sm).
Then, we have
(5.1)
{
εc˜0,m = c,
∂c0,m+1 = (−1)
m+1c˜0,m − c
L
0,m.
Further, let us set c˜0,m = (ci)
N
i=1, (−1)
m+1c0,m+1 = (c¯i)
N
i=1 and (−1)
m+1cL0,m =
(cLi )
N
i=1, where ci ∈ Sm(Ui), c¯i ∈ Sm+1(Ui) and c
L
i ∈ S
Lip
m (Ui). Then,
the relation (5.1) is translated as
N∑
i=1
ci = c ∈ Sm(U),
∂c¯i = ci − c
L
i ∈ Sm(Ui)
for every i ∈ {1, . . . , N}. We consider representatives of ci in Sm(Ui), c
L
i
in SLipm (Ui) and c¯i in Sm+1(Ui). Taking subdivision of them sufficiently
many times, we obtain the conclusions of the statement (1).
The statement (2) can be proved by an argument similar to the proof
of (1). This completes the proof of Theorem 5.10 
Remark that Corollary 5.10 is a generalization of statements in [14]
in terms of local triviality of homology theories.
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