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Parallelisieren unter PVM 
Die Parallelisierungsumgebung 
Paralleles Rechnen gewinnt immer mehr an Bedeu-
tung für Probleme, die große Rechenkapazitäten 
(großer Hauptspeicherbedarf, lange Rechenzeiten) 
benötigen. Da nicht immer finanzielle Mittel für teure 
massiv parallele Rechner vorhanden sind, bietet PVM 
(parallel virtuell machine) eine elegante Alternative, 
schon vorhandene Hardware wie z.B. Workstation-
Cluster zum parallelen Rechnen zu nutzen. PVM ist 
eine Softwarelösung, die auf allen gängigen UNIX-
Systemen einsetzbar ist und stellt heute einen De-
facto Industriestandard dar. PVM ist für die meisten 
Architekturen frei verfügbar (z.B. ftp-server: iri-
sa.irisa.fr). Es wurde aber auch von verschiedenen 
Herstellern für ihre spezielle Architektur optimiert. 
Die Konfiguration des virtuellen Parallelrechners 
bestimmt der Nutzer. Normalerweise wird sie vor 
dem Start der parallelen Anwendung festgelegt. Sie 
kann aber auch noch während des Programmlaufes 
dynamisch geändert werden.  
Das einzige Kriterium für den Aufbau des Parallel-
rechners ist, daß alle Rechner über eine (möglichst 
schnelle) Netzverbindung per TCP/IP miteinander 
kommunizieren können. Die sonst oftmals doch recht 
aufwendige Schnittstellenprogrammierung entfällt, da 
die Kommunikation zwischen den Knoten vom PVM 
gesteuert wird. Ein weiterer Vorteil von PVM besteht 
darin, auch in einer heterogenen Plattform-
Umgebung arbeiten zu können. Es können also unter-
schiedliche Rechner-Architekturen zu einem virtuel-
len Parallelrechner zusammengefaßt werden. Im Falle 
verschiedener Datenformate wird gegebenenfalls eine 
Datenkonvertierung über das XDR-Protokoll durch-
geführt (z.B. Konvertierung vom 'native' zum 'IEEE'-
Format). Nachteilig ist, daß die Parallelisierung des 
Programmes nicht mit einfachen Compiler-Optionen 
gesteuert werden kann. Die Kommunikation zwi-
schen den einzelnen Knoten des virtuellen Parallel-
rechners (message passing) muß durch Aufrufe von 
Modulen der PVM-Bibliothek  explizit programmiert 
werden. Oft sind große Veränderungen des Quelltex-
tes damit verbunden. Die größte Effizienz wird er-
reicht, wenn es gelingt, die Aufgaben der verschiede-
nen Prozessoren möglichst vollständig zu entkoppeln, 
da die Kommunikation der geschwindigkeitslimitie-
rende Faktor ist. 
Ein praktisches Beispiel 
Das von uns unter PVM parallelisierte Programm 
dient der Berechnung physikalischer Eigenschaften 
von Festkörperoberflächen. Der rechenzeitintensivste 
Teil des Programmes ist die Matrixdiagonalisierung. 
Dort werden 95% der Rechenzeit benötigt. Abhängig 
von der Problemgröße können quadratische Matrizen 
bis zu einer Dimension von 1000 vorkommen. Die 
Matrixdiagonalisierung wird mit verschiedenen, 
voneinander unabhängigen Startparametern bis zu 
100mal wiederholt. Es bietet sich also an, auf jeweils 
einem Knoten eine Matrixdiagonalisierung durch-
zuführen. Für die Berechnung des Gesamtergebnisses 
ist die Kenntnis der Eigenwerte und Eigenvektoren 
aller Matrizen nötig. Die Parallelisierung wurde dar-
um nach dem Master-Slave-Konzept vorgenommen. 
Ein Masterprozeß übernimmt die Verteilung der 
Aufgaben auf die einzelnen Knoten (hier die Matri-
zen und Parameter) und wartet auf die Teilergebnisse 
der Slaveprozesse (in diesem Fall die Eigenwerte und 
Eigenvektoren einer Matrix), um diese dann weiter-
zubearbeiten. 
Zunächst mußten aus dem skalaren Programmcode 
alle Datenabhängigkeiten entfernt werden. Dann 
wurde das Programm in den Master- und den Slave-
Teil  gegliedert. Der Masterprozeß wird gestartet und 
verteilt die Startparameter an die Slaveprozesse. Die 
Startdaten für die Slaveprozesse sollten alle 
gleichzeitig im Hauptspeicher Platz finden, damit sie 
von dort direkt in den Hauptspeicher der anderen 
Knoten kopiert werden können. Deshalb läuft der 
'Masterprozeß' auf dem Rechner mit dem größten 
Hauptspeicher (in unserem Fall die Convex). 
Das Ergebnis rechtfertigt den doch recht hohen Pro-
grammieraufwand. Der parallelisierte Code ist auf 
einer virtuellen Maschine mit 6 Knoten 5,2 mal 




Abb.: Speedup in Abhängigkeit von der Anzahl der 
verwendeten Prozessoren 
 
Der ermittelte Parallelisierungsgrad nach Amdahl 
beträgt 96%. Er hängt, ebenso wie der Speedup, stark 
vom Verhältnis zwischen Rechenzeit und Kommuni-
kationszeit (abhängig von der Menge der ausge-
tauschten Daten) ab. Für unsere spezielle Testanwen-
dung bedeutete das einen raschen Abfall der Effi-
  




zienz (Speedup/Anzahl der Prozessoren) bei Ver-
wendung von mehr als 6 Prozessoren. 
Die hier vorgestellten Ergebnisse wurden in einer 
PVM-Umgebung erzielt, die aus der Convex C3820 
und 6 HP735 des Rechenzentrums der Humboldt-
Universität besteht. Alle Maschinen sind durch FDDI 
untereinander verbunden. 
Tips für Anwender 
Falls jemand Lust bekommen hat, sich mit PVM zu 
versuchen, zum Schluß noch ein paar Tips, um Fehler 
zu vermeiden, die mir während der Testphase des 
Programmes arges Kopfzerbrechen bereitet haben. 
 
1. Wenn man Daten zwischen unterschiedlichen 
Rechnern austauscht, sollte man darauf achten, daß 
möglicherweise für verschiedene PVM-Installationen 
der Puffer für den Datenaustausch unterschiedlich 
groß ist. Ein Beispiel: Der Datenpuffer der von uns 
genutzten Convex beträgt 10 MByte. Der Puffer auf 
den HPs ist aber nur 3 KByte groß, so daß von den 
gesendeten 10 MByte nur 3 KByte empfangen wer-
den können.  Die zu übergebenden Felder müssen 
dementsprechend von Hand in  3KByte-Stücke ge-
blockt werden, bevor sie gesendet werden können. 
 
2. Die Identifizierung einer Information beim Daten-
austausch erfolgt anhand einer vom Programmierer 
willkürlich festgelegten Nummer. Man muß also 
darauf achten, daß jede ausgetauschte Information 
vom Empfänger eindeutig dem Sender zugeordnet 
werden kann. Dies gilt insbesondere, wenn man die 
Codierung -1 beim Empfangen benutzt, denn dann 
wird jede Information mit der entsprechenden Num-
mer empfangen, auch wenn sie von einem parallel 
laufenden Job stammt. Tip: Integrieren der Prozeß-
nummer (task id), z.B. task id + laufende Numerie-
rung. 
 
3. Man muß beachten, daß das Senden einer Infor-
mation einige Zeit in Anspruch nimmt. Folglich ist es 
möglich, daß eine schon wieder empfangene 
Information die noch nicht vollständig gesendete 
Information überschreibt, wenn der gleiche Varia-
blenname verwendet wurde. Die Suche nach solchen 
Synchronisationsfehlern in parallelen Programmen 
wird häufig dadurch erschwert, daß die Fehler nicht 
reproduzierbar sind, da sie von Faktoren wie 
Netzauslastung und Rechnerauslastung abhängen. 
 
4. Man sollte sichern, daß das Programm auch feh-
lerfrei weiterläuft, wenn einer der Knoten ausfällt, 
d.h. daß nicht 'dead locks' entstehen, weil auf Daten 
von einem Knoten gewartet wird, den es nicht mehr 
gibt. 
  
5. Zuletzt noch ein Hinweis zur Zahlendarstellung im 
IEEE-Format. Man sollte überprüfen, ob das Pro-
gramm bei Nutzung des Convex-IEEE-Formats 
(Compileroption: fc -fi) noch die richtigen Ergebnisse 
liefert. Dies ist insbesondere zu beachten, wenn Dif-
ferenzen sehr kleiner Zahlen gebildet werden. Auch 
die mit der FORTRAN-Option 'unformat-
ted/CONVEX_IEEE' geöffneten temporären Dateien 
konnten von den HP's nicht gelesen werden, so daß 
im 'native'-Format gerechnet wurde und die Daten 
dann konvertiert werden mußten. 
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