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Abstract
Characterization and Coherent Spin Selective Manipulation of Quantum
Dot Energy Levels
Tristan Anthony Wilkinson

Semiconductor quantum dots (QDs) are promising candidates to fulfill a wide
range of applications in real-world quantum computing, communication, and
networks. Their excellent optical properties such as high brightness, singlephoton purity, and narrow linewidths show potential utility in many areas. In
order to realize long term goals of integration into complex and scalable quantum information systems, many current challenges must be overcome. One
of these challenges is accomplishment of all necessary computing operations
within a QD, which might be enabled by coherent manipulation of single QD
energy level structures. In the realm of scalability for quantum devices, a way to
address problems posed by the inhomogeneous distribution of individual QD
spectral properties is necessary.
This dissertation presents record large AC Stark shifts applied to the energy
level structure of a single semiconductor QD, as well as an automated spectroscopy method for efficient characterization of many QDs. The AC Stark shifts
are spin-selective and fast, which are highly desirable qualities in a mechanism
for energy level reconfiguration. The AC stark shifts are measured by resonant
excitation spectroscopy; a coherent technique which explicitly shows the change
in energetic structure. A novel optical filtering scheme is developed to discriminate the high-powered laser inducing the shifts from the weak QD photoluminescence, and a polarimeter device is constructed to accurately measure the
polarization state of a laser beam. Machine vision is used to automate spectroscopy of many QDs in bulk by acquiring high-resolution emission spectra,
which allows characterization of individual QD energy level structures prior to
device fabrication.
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Chapter 1

Introduction
Deeply rooted in the foundations of physics is the idea that the search for knowledge we embark on be both for the sake of understanding, and that this deep,
elemental knowledge be applied to build technologies that might serve to improve human quality of life. From medical physics to civil engineering and to
computing and communication we see this idea at play; all of these fields are
built upon fundamental understanding of the underlying physics. For almost a
century, classically based computation and communication has been expanding
to the point where humans have constructed a globally interconnected network
through which information can be sent from one continent to another in mere
seconds. This extensive expansion has been enabled by the advent of classically
based communication and computation, where information is sent as photons
through fiber optic cables and transistors are used to implement binary logic, respectively. The proliferation of classical communication relies on key elements
of technology: the laser1 , and computation implemented by the transistor. The
design and engineering of both of these devices rely on the understanding of
quantum mechanics. As such, these technologies are often referred to as belonging to the first "quantum revolution". We now stand on the cusp of a second
"quantum revolution" where quantum communication and computation leading to large-scale quantum networks may significantly change the world we live
in. While the development of classical computing is underpinned by our understanding of quantum mechanics, all current information processing occurring
in cellphones, laptops, etc. relies solely on classical notions of information processing. Quantum computation algorithms, in contrast, will run on machines
where the laws are quantum mechanics are directly connected to the processing
of information. This difference has the potential to enable the construction of
1 An

acronym for light amplification by stimulated emission of radiation.
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quantum computers which are more powerful than their classical counterparts2 .
Similarly, quantum communication and networks may well realize applications
and protocols with benefits that we cannot yet imagine at present day.
Several quantum platforms with potential to help realize real world quantum network goals are currently being worked on around the globe [1]. These
include superconducting circuits, cold ion traps, vacancy centers in diamond,
and semiconductor quantum dots (QDs), among others. Each of these provides
unique advantages and pose their own set of challenges in experimental implementation [2, 3]. It is reasonably likely that any realization of a large scale quantum network will incorporate attributes and methods developed or designed
in multiple platforms to maximize functionality, efficiency, and robustness [4,
5]. Thus, work continues on potential applications and protocols for all of these
platforms.
Many different kinds of semiconductor QDs have been designed and fabricated for quantum information and other applications. Some examples include
the monolayer thickness fluctuations in a GaAs quantum-well [6, 7], CdSe colloidal QDs synthesized in a chemical solution [8], electrostatically defined QDs
in a two-dimensional electron gas [9], and epitaxially-grown self-assembled
QDs [10–12], such as InGaAs QDs. These self-assembled QDs possess several
desirable properties relevant to quantum applications. Grown via the welldeveloped method of molecular beam epitaxy (MBE) [13] these dots have an
excellent means for incorporation into complex photonic and electrical device
structures. Additionally they have a large carrier confinement, tailorable ensemble dot size [14, 15], and a designable composition. These attributes make
self-assembled QDs appealing not only to quantum computing, communication,
and network endeavors, but also the large solid-state industry with devices such
as electrically pumped QD lasers [16] and infrared single photon detectors [17,
18] already in large-scale production.
A point of extremely high attractiveness are the excellent optical properties of
self-assembled semiconductor QDs, excelling as a source of single photons, with
2 Since

classical physics is simply a limiting case of quantum mechanics, it follows that quantum computation is at least as powerful as classical computation. Notably, according to the
Church-Turing thesis, any computation that can be performed on a quantum computer can also
be performed on a classical one. However, the quantum computation may require a fewer number of elementary steps, which leads to a speedup in computation time.
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achievements in high brightness [19–25], indistinguishably [24–30], and singlephoton purity [23, 30–37] being made over the past three decades. These properties have been shown to enable applications in quantum computation [38–46]
and quantum key distribution [47–49]. The strong emission properties of selfassembled semiconductor quantum dots make them an excellent candidates for
spin-photon interfaces in quantum networks [30, 31, 38, 50, 51], while drawbacks include their short spin coherence time [38, 52] and inhomogeneous distribution of individual dot properties due to the stochastic nature of the growth
process [10, 53–56].
This dissertation concerns the characterization and coherent manipulation of
the energy level structure of single self-assembled InGaAs QDs grown by MBE.
Measurements are performed in two different laboratories: the Semiconductor
Quantum Optics Lab (SQUOL) at West Virginia University (WVU), and the Davanco lab housed at the National Institute of Standards and Technology (NIST)
in Gaithersburg, MD. This lab is part of the Single Emitters Group in the Physical Measurement Lab. In the WVU lab, a novel optical filtering scheme is developed and implemented to produce record large AC Stark shifts. These shifts
are spin-selective, reversible, and can be applied or removed rapidly3 . Additionally a polarimeter device to measure the polarization state of a laser beam is
constructed. In the Davanco lab at NIST, a method for automated spectroscopy
of QDs is developed with the goal of yielding a high throughput method of QD
characterization. In principle, this automation will enable more efficient device
fabrication.
The lab work at NIST centers around improving the efficiency with which
spectroscopic measurements can be performed on individual QDs, to enable
high throughput fabrication of devices. The inhomogeneous distribution of selfassembled QD properties due to the stochastic nature of the growth process [10,
53–56] generally necessitates that individual QD characterization be done manually prior to device fabrication, or that many devices be fabricated with the hope
of finding a desirable dot positioned at the correct location within a device. In
the Davanco lab at NIST, a program is developed to automate the spectroscopy
process using machine vision and a combination of a scanning Fabry-Perot cavity and a spectrometer to record high-resolution emission spectra. The signal
3 In

this context rapidly means faster than the spin coherence time of a single trapped electron within the dot, which is on the order of microseconds [38]. Comparatively, electro-optic
modulators can enable the cycling of a laser on the order of nanoseconds.
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to noise ratio (SNR) of the acquired emission spectra are poor due to the low
transmission efficiency of the Fabry-Perot. However, the method shows a proof
of principle for automatic acquisition of emission spectra.
The control and measurement of the polarization state of photons is of central
importance to quantum communication and computation, because the information encoded in the spin of an electron or hole is transferred into the photon
polarization state [38]. To enable precise manipulation of the polarization state
of a laser beam in experiment, a rotating waveplate polarimeter device is constructed. The device is characterized and shown to have accuracy comparable
to commercially available devices. This device allows calibration of optical elements in order that the polarization of photons be matched to specific dipole
transitions of the QDs, i.e. the spin of trapped electrons.
Record large AC Stark shifts in a charged QD are achieved and measured
in the SQUOL lab at WVU. An outstanding problem in using self-assembled
semiconductor QDs for quantum computation is the inability to perform the
three necessary operations for computation [57]: initialization, manipulation,
and single-shot readout of a trapped electron spin in the QD under a single
geometry of magnetic field. Both initialization [58], and manipulation [42, 59]
have been shown to work under a small transverse applied magnetic field, while
single-shot readout remains a challenge due to the possibility of a spin flip. In
principle, the spin-selective AC Stark shifts demonstrated in the WVU lab will
allow for single-shot readout to be achieved under this geometry of applied
magnetic field [60]. This will enable further applications of self-assembled QDs
for quantum computation and communication.
This chapter has been an introduction to the general motivation for the use
of self-assembled semiconductor QDs in quantum communication, computation, and networks, and contains a summary of the measurements done in this
dissertation. Chapter 2 provides an overview of QDs including their optical
properties and charge states, review of the Stokes vector formalism for polarized light, and a derivation of the dynamics of the AC Stark effect on a twolevel quantum system. Chapter 3 describes the two experimental setups and
the techniques used to conduct measurements at WVU and NIST, additionally
discussing some results from the NIST work. Chapter 4 details the design, construction, and evaluation of the polarimeter device used for polarization control and measurement. Chapter 5 describes the production and measurement

Chapter 1. Introduction
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of record large spin-selective AC Stark shifts in self-assembled semiconductor
QDs, along with a discussion of some of the dynamics observed. Chapter 6 outlines some brief conclusions and future directions for the vein of this research
on QDs and their potential applications to quantum computing, communication, and networks.
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Chapter 2

Background Information
This chapter provides background on three topics central to the experiments
and results presented in this dissertation. First a general background on selfassembled InGaAs quantum dots (QDs) including their growth, band structure,
and the properties and optical selection rules of two relevant charge states. The
second section details the theoretical formalism of polarized light with description of the polarization ellipse, Stokes vector, and the Poincaré sphere. Third is
a derivation of the dynamics of the AC Stark effect on a two-level quantum system from first principles. Together, these elements serve to support the results
and discussion presented in the later chapters.

2.1
2.1.1

Quantum Dots: Artificial Atoms
Concept and Growth

Quantum dots (QDs) are often referred to as artificial atoms due to their atom-like
emission and absorption properties. At the most basic level QDs are nanometer
sized multidimensional quantum wells. When the size of the QD/quantum potential well is comparable to the de Broglie wavelength of an electron, a hole, or
their combination an exciton, the system enters the strong confinement regime
and this results in atom-like discrete energy levels. Thus, QDs can be thought
of as charge traps that act to localize the wave functions of electrons, holes, and
excitons.
There are several different types of QDs, each having their own advantages
and disadvantages. Some examples include: electrostatically defined QDs [9,
61, 62], colloidal QDs [8], QDs formed by cleaved edge overgrowth [63], and
lithographically defined QDs [64]. The entirety of the experiments discussed

8
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in this work are performed on self-assembled InGaAs QDs grown via molecular beam epitaxy (MBE) in the Stranksi-Krastanov (S-K) mode of heteroepitaxial
growth or layer-plus-island mode [10, 53–56]. In this growth method, a layer of
a small band gap material, for example InAs, is grown on top of a substrate of
a large band gap material, for example GaAs (Fig. 2.1(a-b)). This method relies
on the concept of epitaxy, where deposited atoms form a crystalline structure to
match that of the underlying substrate. When the lattice constant of the atoms
being deposited does not match that of the substrate, this epitaxial growth cannot continue and one consequence is the formation of island structures. For the
InAs on GaAs system the larger atom of InAs is compressed to accommodate the
smaller lattice constant of the GaAs1 . This compression of the InAs introduces
extra elastic energy into the system, and at some critical level of thickness of
the InAs, the formation of islands becomes energetically favorable and thereby
a QD is formed (Fig. 2.1(c)) [55, 65, 66]. Full three-dimensional confinement is
achieved by capping the exposed islands with additional layers of large band
gap material GaAs (Fig. 2.1(d)). Thus an InGaAs (InAs embedded in GaAs) QD
is formed. Fig. 2.1 shows an outline of the process of this growth method. Note
that growing InAs on GaAs will inevitably lead to some alloying of GaAs in
the InAs, such that the actual QD is something like In0.9 Ga0.1 As, as shown in
Fig. 2.1. Note these two nomenclatures are used somewhat interchangeably to
refer to InAs on GaAs dots.
In all types of QDs the specifics of the confinement and energy structure are
1 In

this case the lattice constant of GaAs is about 7% smaller than that of InAs.

GaAs

InAs

GaAs capping
layer
InGaAs QD
2D wetting
layer
GaAs
substrate

(a)

(b)

(c)

(d)

F IGURE 2.1: Molecular beam epitaxy in the Stranski-Krastanov
growth mode for InGaAs QDs. A GaAs substrate is grown (a), layers of InAs are grown on top (b) until island are formed (c), and
lastly the dot is capped with GaAs (d) for full three-dimensional
confinement.
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determined by the properties of each individual QD, namely the geometry of
the structure and the depth of the potential well. The depth of the potential well
is determined by the relative band gap of the materials. Due to the stochastic
nature of the formation of islands in MBE growth [10, 53–56], the size, position,
and location of the QDs cannot generally be controlled. Careful control of the
growth parameters can result in a reduction in the distribution of these properties [14, 15], but regardless for any individual dot they will be random and
unknown until spectroscopy is performed. This inhomogeneity problem is the
central motivation for the automated spectroscopy work done at the National
Insitute of Standards and Technology (NIST) discussed in Sec. 3.2.
QDs grown in bulk emit freely in all directions as dipole sources. Unfortunately, the majority of the emitted photons will be subject to total internal
reflection at the GaAs/air interface2 , and thus most of the light cannot be collected by external optics. This means that the efficiency of light extraction from
an individual QD to free space (air) outside of the sample is very low. This efficiency is approximately given by the relation κbulk ∼ 4n1 2 , which is of the order of
only 2% for nGaAs@930nm [67]. Therefore it is common practice to grow structures
surrounding the QD layer to enhance the extraction efficiency [68]. Techniques
include micropillar cavities [24, 69–72], photonic crystal cavities [73], planar distributed Bragg reflector (DBR) cavities [67, 74], along with several other engineered photonic structures [75, 76]. The automated spectroscopy work at NIST
deals with QDs in bulk (Sec. 3.2), while the work at WVU deals with QDs in a
planar DBR cavity (Chapter 5). Figure 2.2 shows a schematic of the WVU sample including the planar DBR cavity, and the diode structure for charge control
discussed later on in this section (Sec. 2.1.3). The planar DBR is constructed by
the growth of two AlGaAs/GaAs DBRs, one above and one below the QD layer.
Each DBR is grown in a superlattice structure where each individual alternating sublayer of AlAs and GaAs is designed to have thickness λ0 /4nAlAs and
λ0 /4nGaAs , respectively. The wavelength λ0 is chosen to be at the center of the
QD distribution. The lower (upper) DBR has more (less) DBR layers leading to
a larger (smaller) reflectance. In the sample used for experiments in this dissertation, the top DBR has 4-periods and the lower has 10-periods. This allows an
increase in the extraction efficiency compared to the 2% of bulk GaAs, and has
2 GaAs

3.55.

has a relatively large index of refraction at QD emission wavelengths nGaAs@930nm ≈
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Annealed
Contact

4 Period
AlAs/GaAs
DBR

Unannealed
Contact

p-GaAs

QDs

n-GaAs

GaAs
10 Period
AlAs/GaAs
DBR

AlAs

GaAs Substrate
Back of Chip

F IGURE 2.2: Sample schematic including the planer DBR cavity
and diode structure. The planar DBR cavity increases the collection efficiency of photons emitted from the QDs to external collection optics. The sample is etched to two different depths creating
three separate regions, allowing ohmic contract to the doped regions forming the diode structure, and application of a bias voltage
to the QD layer.

been estimated to be 6% for a sample with a similar planar cavity structure [77].
As outlined above, the strong confinement regime occurs when the de
Broglie wavelength of a free charge carrier is comparable to the quantum potential well dimensions of the QD. For a free charge carrier in bulk semiconductor
√
the de Broglie wavelength is on the order of λ = 2πh̄/ 2m∗ E, where m∗ is the
effective mass of the charge carrier, and E ≈ 32 k B T is the kinetic energy. Computing several wavelengths at 4 K3 , an electron in the conduction band of GaAs
(InAs) is on the order of 340 (200) nm, and a heavy hole in the valence band is on
the order of 80 (70) nm. Comparatively, the confinement potential is ∼20 nm in
the lateral plane of the QD, and ∼5 nm in the vertical direction. Therefore, both
electron and hole interact with the QD in the strong confinement regime, which
results in the atom-like discrete energy structure as shown in Fig. 2.3. The number of these discrete energy levels depends on the dimensions of the potential
well. The depth of the well is almost entirely determined by the relative band
gaps of the materials of choice. In this case, GaAs has a band gap of ∼1.51 eV
3 The

temperature to which our samples are cooled for measurements.
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Base Length
E2

Ec

E1
E0

~1.51 eV

~0.43 eV
H0
H1
H2

GaAs

InAs

E
GaAs v

F IGURE 2.3: Band structure for an InGaAs QD. InAs, the smaller
band gap material (∼0.43 eV), is embedded in GaAs having a comparatively larger band gap (∼1.51 eV). This results in a potential
well having atom-like discrete energy states.

and InAs has ∼0.43 eV, which fixes the depth of the well. Conversely, the base
length (width) of the QD is somewhat random owing to the stochastic nature
of growth [10, 53–56]. Calculations by Schliwa et al. [78] show that the number
of electron bound states can range from 3-12 for a 10-20 nm base length, while
the hole bound states range from 5-12 over the same size range. For simplicity,
I have included three bound states for electron and hole each in Fig. 2.3 and the
following band diagram figures.

2.1.2

Optical Properties and Charge States

The optical properties of QDs are mostly determined by the electrons and holes
in the lowest energy states, i.e. E0 and H0 in Fig. 2.3. Charge carriers in higher
energy levels cannot efficiently recombine due to fast non-radiative decay processes (∼1-10 ps), such as phonon emission [79]. Charges in these higher levels
will thus first decay to a lower energy state before recombining radiatively or
otherwise4 . Different combinations of trapped electron and holes in these lowest
energy states lead to different ground and excited states connected by optically
active transitions, and thus various charge states are formed [83, 84]. Due to
4 One example of non-radiative recombination is Auger recombination, in which the electron-

hole recombination energy is transferred to another charge carrier [80–82].
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E2

E2

E1
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E0

E0

H0
H1

H0
H1

H2

H2

F IGURE 2.4: Neutral QD charge state X 0 . The band diagrams for
the ground and one excited state are shown on the left, and the
energy level diagram is shown at the right.

their different energy levels, here we ignore light holes and consider only heavy
holes5 .
Two charge states of InGaAs QDs are relevant to this dissertation, specifically the neutral dot and the negatively charged dot. Figure 2.4 shows band
diagrams and the energy level diagram for a neutral dot, which is often denoted
by X 0 . The ground state is a dot empty of charges labeled as |0i, and the two
excited states are exciton states labeled |↑⇓i and |↓⇑i. Only one of the exciton
band diagrams is shown in Fig. 2.4 as the other is equivalent, with the spin of the
electron and hole flipped. The ground state has spin angular momentum S = 0
and the excited exciton states have S = 1, thus these pure states are connected
by optically active transitions with the emitted photons being circularly polarized σ± corresponding to ms = ±1. However, this only holds true if the QD
is circularly symmetric. During growth InGaAs QDs are commonly6 elongated
along the [110] or [1̄10] crystallographic directions [85–89]. Thus, the symmetry is broken leading to mixing of the states, non-degenerate excited states, and
linear polarization of the transitions. The new states | X i and |Y i7 are simply a
reformulation of the states into a new basis, explicitly | X i = √1 (|↓⇑i + |↑⇓i)
and |Y i =
5 The

√1 (|↓⇑i
2

2

− |↑⇓i). The energy splitting of the excited states induced

light hole states have far higher ground state energy than that of heavy holes due to
their smaller effective mass (consider the ground state energy of an infinite potential well E ∼
1
). As stated, only the lowest few energy states of the potential well determine the optical
mL2
properties, and therefore we ignore light holes.
6 This is almost always the case, and it is a rarity to find a circularly symmetric dot.
7 These states are also commonly labeled |↑⇓i and |↓⇑i , respectively. I have chosen just | X i
x
y
and |Y i for simplicity.
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F IGURE 2.5: Negatively charged QD charge state X − . The band diagrams for one ground and one excited state are shown on the left,
and the energy level diagram is shown at the right. Solid (dashed)
lines indicate dipole allowed (forbidden) transitions.

by this geometrical asymmetry δFSS is referred to as fine structure splitting (FSS),
as shown in Fig. 2.4 [83, 84, 90–94].
Figure 2.5 shows band diagrams and the energy level diagram for a negatively charged dot X − . The ground states are a single electron trapped in the
dot8 , which has spin S = 21 and thus mS = ± 12 . The excited states once again are
the ground state with the addition of an exciton9 . Explicitly these excited states
are an electron singlet and a heavy hole; |↑↓⇑i and |↓↑⇓i having spin S = 32
and mS = ± 23 , respectively. Thus the ground and excited states of each spinmanifold are connected by circularly polarized (σ± ) optical transitions, and in
no magnetic field the cross-transitions in between the spin-manifolds are dipole
forbidden [83, 84]. This is indicated in Fig. 2.5 by the dashed arrows connecting
the inter-manifold states.
The energy levels of a quantum system can be shifted via the Zeeman effect
by the application of an external magnetic field. The optical selection rules of
the system will also change depending on the orientation of the magnetic field
relative to the dipole moment(s) of transition. Figure 2.6 shows the energy level
diagrams of a negatively charged dot X − in two geometries of external magnetic field. A magnetic field applied along the growth direction of the sample is
8 The name "negatively charged" comes from the negative charge of the electron in this ground

state.
9 These excited states are made up of three charged particles, and thus termed a trion. Colloquially the overall charge state may be referred to as negatively charged, or a trion. However, to
be explicitly clear the overall charge state is "a negatively charged dot", and the term trion refers
only to the excited states composed of three charged particles.
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Faraday

Voigt

F IGURE 2.6: Negatively charged QD charge state X − in two geometries of applied magnetic field. In the Faraday configuration
on the left the magnetic field is applied along the growth direction
of the sample, while in the Voigt configuration on the right the field
is applied in the plane of the sample.

referred to as the Faraday configuration [83] and is shown on the left of Fig. 2.6.
A magnetic field applied in the plane of the sample is called the Voigt configuration [83] and is shown on the right of Fig. 2.6. In the Faraday configuration
degenerate eigenstates of the ground and excited states split via Zeeman splitting, while the optical selection rules remain the same as in no magnetic field, i.e.
the cross-transitions between spin-manifolds are still dipole forbidden. The inplane magnetic field in the Voigt configuration mixes the z-direction eigenstates
and thus the states are treated as in-plane (x/y-directional) eigenstates. This is
similar to the change of basis for the neutral dot excited states (Fig. 2.4) induced
by the QD geometrical asymmetry. Explicitly we have that |↑i x = √1 (|↑i + |↓i)
2
√1 (|↑i − |↓i) for the ground states, and |↑↓⇑i = √1 (|↑↓⇑i + |↓↑⇓i)
x
2
2
1
√
and |↑↓⇑i x =
(|↑↓⇓i − |↓↑⇓i) for the excited states, as labeled in Fig. 2.6. The
2

and |↓i x =

eigenstates are also Zeeman split in the Voigt configuration, and additionally the
optical selection rules are changed due to the mixing of the states by the in-plane
magnetic field. Namely, the cross-transitions between spin-manifolds are now
dipole allowed and equally as probable as the intra-manifold transitions, and all
transitions become linearly polarized [83, 84].

2.1.3

Control of Charge States with Diode Structure

In general, the charge state of an individual QD is somewhat randomly determined by the environment surrounding the dot [95]. For example, a local charge
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trap near the dot might serve to shield the dot from free charges, and thus increase the likelihood of the dot being in the neutral charge state [96]. Additionally, the application of a low-power above-band-gap laser to the environment
will increase the availability of free charge carriers [97, 98]. These charge carriers can serve to neutralize a charged dot, or charge a neutral dot [99]. The QD
must be held stable in a single charge state while quantum computing or information protocols are performed. Therefore, this random and poorly understood
mechanism of QD charging and neutralization poses a roadblock in the desire
to use the energy level configuration of a single QD charge state as a platform
for quantum computing and information applications. Thus, the ability to predictably control the charge state of individual dots is desirable.
To achieve control of the charge state of a dot, a diode system can be constructed during sample growth to surround the layer of QDs [100–102]. Figure 2.7(a) shows a simplified schematic of our diode sample structure used for

Lower DBR

n-doped contact

QDs

n-doped

p-doped contact

(a)

Upper DBR

Va

(b)

Vb
Fermi energy

F IGURE 2.7: Diode sample structure design (a), and band diagram
at two distinct bias voltages (b). Changing the bias voltage controls
the relation of the QD energy levels to the Fermi energy, which in
turn controls the stable charge state of the QD.
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charge state control10 . The three doped GaAs regions form a p-i-n-i-n diode
structure [103] surrounding the QD, and ohmic contact is made to the p-doped
and lower n-doped regions. Figure 2.7(b) shows the band diagram of the diode
structure at two distinct bias voltages. Note the intermediate n-doped region
in the diode structure causes band bending, reducing the potential between the
QDs and back gate. This allows QDs to be charged at relatively low bias voltages
as compared to those in a p-i-n diode [103]. Changing the bias voltage between
the two electrodes bends the bands, which allows for the QD energy levels to
be dipped below the Fermi energy. In this way, the tunneling coefficient of an
electron from the Fermi sea into the dot can be changed, which in turn controls
the stable charge state of the dot. For example, at bias voltage Va in Fig. 2.7(b)
the lowest QD energy level is well above the Fermi energy and thus the dot will
be neutral (Fig 2.4). Comparatively, at Vb the QD energies have been dipped
below the Fermi energy and the dot will be charged with one (Fig. 2.5) or more
electrons. A photoluminescence intensity plot of light emitted from many dots
under HeNe excitation as a function of bias voltage is shown in the next Chapter in Fig. 3.2. This figure shows how the stable charge state is controlled by the
applied voltage.

10 This

figure is zoomed in on the diode structure around the QD layer in Fig. 2.2 to explicitly
show the band behavior and outline the functionality.

2.2. The Stokes Vector and the Poincaré Sphere
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The Stokes Vector and the Poincaré Sphere

In 1852 George Gabriel Stokes defined the Stokes vector S = [S0 , S1 , S2 , S3 ],
which characterizes the polarization state of light with four intensity parameters S0−3 [104]. This Stokes vector formalism is commonly used to describe
the polarization of an optical (laser) beam [105] because the polarization ellipse,
which is an amplitude description of polarized light, is not directly accessible to
measurement [106]. The convenience and appeal of the Stokes vector is that its
component parameters (S0−3 ) are directly related to the polarization ellipse and
its associated orientation (ψ) and ellipticity (χ) angles [104, 105, 107]. The Stokes
vector formalism provides a natural framework for description of the design
concept and operating theory of the polarimeter device described in Chapter 4.
Thus, included here is a brief introduction to the Stokes vector, a description
of its component parameters, and their relation to the polarization ellipse and
Poincaré sphere.
In the simplest treatment we can formulate light as a propagating electric
field composed of monochromatic plane waves. In general terms, polarization arises when there are two orthogonal oscillating components of the electric field with different amplitudes and phases11 . We can select the orthogonal
components to lie in the x- and y-planes, such that the wave propagates in the
z-direction as
~E(z, t) = Ex (z, t) x̂ + Ey (z, t)ŷ,
(2.1)
where Ex (z, t) describes the electric field along the x axis, and Ey (z, t) the y axis.
The equations of the components of the field can be written as
Ex (z, t) = E0x cos(kz − ωt),

(2.2a)

Ey (z, t) = E0y cos(kz − ωt + η ),

(2.2b)

where t represents the time, E0x and E0y are the maximum amplitudes of the
optical field in x and y, respectively, ω = 2πν is the angular frequency, k = 2π/λ
is the wave number, and η = ηy − ηx describes the phase difference between
the two waves [107]. The term kz − ωt describes the propagation of the wave
through time and space, and is often referred to as the propagator [108]. At the
11 Note that either of the amplitudes E and E could always be = 0, and thus linear polar0x
0y
ization can arise from only a single non-zero field component.
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frequencies of interest here (near-infrared) the period of oscillation of the field is
∼ 10−15 s, which precludes any direct measurement.
For a formulation of the optical field that will allow measurement we search
for one that depends on neither position nor time, i.e. eliminate the propagator from Eq. 2.2. First, we can isolate the propagator from the phase term in
Eq. 2.2(b) with
Ey (z, t)
= cos(kz − ωt + η ) = cos(kz − ωt) cos η − sin(kz − ωt) sin η.
E0y

(2.3)

Looking at this form, we can see that sin(kz − ωt) can be isolated by plugging
in Eq. 2.2(a) for the cos(kz − ωt), which yields
Ey (z, t) Ex (z, t)
−
cos η = − sin(kz − ωt) sin η.
E0y
E0x

(2.4)

Additionally Eq. 2.2(a) can be rewritten to read
s
sin(kz − ωt) =


1−

Ex (z, t)
E0x

2
.

(2.5)

And finally, combining Eqs. 2.4 and 2.5 and squaring both sides we arrive at


Ex (z, t)
E0x

2



+

Ey (z, t)
E0y

2



−2

Ex (z, t)
E0x



Ey (z, t)
E0y



cos η = sin2 η,

(2.6)

which is known as the polarization ellipse because it provides a complete characterization of the polarization of a propagating plane wave (optical field) [107].
A diagram of the polarization ellipse is shown in Fig. 2.8. The orientation
angle ψ describes the angle of the ellipse, and the ellipticity angle χ describes
the circularity of the ellipse12 . At frequencies much lower (up to microwave)
than those discussed in this dissertation (near-infrared), the polarization ellipse
is traced out slowly enough by the electric field that the parameters E0x , E0y ,
and η from Eq. 2.6 can be measured directly [109]. However, at the optical and
near-infrared frequencies of interest here we must transform Eq. 2.6 into the
intensity domain in order that measurement be performed [106]. Principally
12 If

χ = 0 the ellipse collapses to a line (linear polarization), and if χ =
perfect circle (circular polarization).

π
4

the ellipse is a
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F IGURE 2.8: The polarization ellipse traced out by the electric field
defined by Eq. 2.6. E0x and E0y are the amplitudes of the x and y
components of the field, respectively. ψ is the orientation angle and
χ is the ellipticity angle.

this means taking a time average over an infinite time interval, however, due to
the periodicity of Ex (z, t) and Ey (z, t) a time average over a single period T =
2π/ω is sufficient [110]. This time average for the quadratic field components is
defined by
1
h Ei (z, t) Ej (z, t)i =
T

Z T
0

Ei (z, t) Ej (z, t)dt

(i, j = x, y).

(2.7)

2 E2 yields
Applying the time average and multiplying Eq. 2.6 by 4E0x
0y
2
2
4E0y
h Ex (z, t)2 i + 4E0x
h Ey (z, t)2 i − 8E0x E0y h Ex (z, t) Ey (z, t)i cos η =

(2E0x E0y sin η )2 . (2.8)
Using Eqs. 2.7 and 2.2 to calculate the time averages gives us
2
E0x
h Ex (z, t) i =
,
2
2
E0y
2
h Ey (z, t) i =
,
2
1
h Ex (z, t) Ey (z, t)i = E0x E0y cos η.
2
2

(2.9a)
(2.9b)
(2.9c)
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Next, substituting Eq. 2.9 into Eq. 2.8 results in
2 2
2 2
2E0x
E0y + 2E0x
E0y − (2E0x E0y cos η )2 = (2E0x E0y sin η )2 .

(2.10)

4 + E4 ) to the left-hand side of
Lastly, adding and subtracting the quantity ( E0x
0y
Eq. 2.10 and rearranging we get
2
2 2
2
2 2
( E0x
+ E0y
) = ( E0x
− E0y
) + (2E0x E0y cos η )2 + (2E0x E0y sin η )2 ,

(2.11)

which can be rewritten as
S02 = S12 + S22 + S32 ,

(2.12)

with the definitions
2
2
S0 = E0x
+ E0y
,

(2.13a)

2
2
S1 = E0x
− E0y
,

(2.13b)

S2 = 2E0x E0y cos η,

(2.13c)

S3 = 2E0x E0y sin η.

(2.13d)

The relations defined in Eq. 2.13 are the Stokes polarization parameters that
make up the Stokes vector S = [S0 , S1 , S2 , S3 ] [104]. These parameters are defined in terms of intensities (amplitudes squared) in different orthogonal bases
and can therefore be measured. The parameter S0 = IX + IY describes the total
intensity of the optical field, S1 = IX − IY the preponderance of linearly horizontally (X) polarized light over linearly vertically (Y) polarized light, S2 = ID − I A
the preponderance of linearly diagonally (D or +45◦ ) polarized light over linearly anti-diagonally (A or −45◦ ) polarized light, and S3 = IR + IL the preponderance of right circularly (R or σ+ ) polarized light over left circularly (L or
σ− ) polarized light, where Iβ with β = { X, Y, D, A, R, L} represents the measured intensity of a given polarization [104]. In this way, the polarization state
of the optical field is completely described and characterized by knowledge of
the Stokes vector.
A useful and notable feature of the Stokes parameters (S1 , S2 , S3 ) is that they
define a one-to-one correspondence between any state of polarization and a
unique point on the surface of a sphere of radius S0 [109], as can been directly
seen from Eq. 2.12. This sphere is known as the Poincaré sphere, and is shown in
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F IGURE 2.9: The Poincaré sphere, the surface of which has a oneto-one correspondence to any state of polarization described by the
Stokes vector. 2ψ is the longitude angle and 2χ is the elevation
angle, the radius of the sphere is S0 .

Fig. 2.9. With a geometrical analysis of the Poincaré sphere we can reformulate
the Stokes vector from a Cartesian description (S1 , S2 , S3 ) to a spherical coordinate description with the angles 2ψ and 2χ, which are called the longitude and
elevation angles, respectively. Geometrical inspection of the Poincaré sphere
leads to the relations


S2
S1



S3
2
S1 + S22

!

2ψ = arctan
and
2χ = arctan

(0 < ψ ≤ π ),


−π
π
<χ≤
4
4

(2.14)


.

(2.15)

Thus the position of the Stokes vector on the Poincaré sphere can be represented in spherical coordinates with (S0 , 2ψ, 2χ)13 . All linear polarization states
(X,Y,D,A,..) lie on the equator of the sphere, while the north pole corresponds
to right circularly (σ+ ) polarized light and the south pole to left circularly (σ− )
polarized light as labeled in Fig. 2.9. The Poincaré sphere is an extremely useful
13 Note

that in this coordinate system the elevation angle 2χ is taken to be the inclination
above (or declination below) the equatorial plane, which is different from the standard spherical
coordinate formulation using the polar angle (angle away from the +z axis). See Fig. 2.9.
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visualization tool, as any changes to the state of polarization can be represented
by rotations about the different axes, which trace out trajectories on the surface
of the sphere.

2.3. The AC Stark Effect
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The AC Stark Effect

When coherent radiation (a laser beam) interacts with a quantum system many
interesting dynamics arise. The AC Stark effect describes the shift induced on
the energy levels of a quantum system when an oscillating electric field (radiation) interacts with an atomic or quantum system, and is simply the largedetuning limit of resonant radiation interacting with a transition dipole moment. This AC Stark effect is similar to the commonly treated DC Stark effect,
where energy level shifts are induced by a constant-in-time applied electric field.
The AC Stark effect is the mechanism used to coherently manipulate the energy
level structure of QDs described in Chapter 5. Thus, a derivation from first principles for a two-level system is included here. This derivation mainly follows
that of Scully and Zubairy [111].
Starting with the time dependent Schrodinger equation
ih̄

d |Ψi
= Ĥ |Ψi ,
dt

(2.16)

we can write the Hamiltonian Ĥ in terms of its time-independent and dependent parts as
Ĥ = Ĥ0 + Ĥ I (t),
(2.17)
where Ĥ0 is the Hamiltonian of the unperturbed two level system, and Ĥ I (t) describes the interaction of the system with the oscillating electric field (radiation).
For the unperturbed system we have that
Ĥ0 |ni = En |ni ,

(2.18)

and we can write the state vector as

|Ψi = c1 |1i e−iω1 t + c2 |2i e−iω2 t ,

(2.19)

where |ni are the eigenstates of the unperturbed system, ωn = En /h̄, and the
explicit time dependence of the coefficients c1 (t) and c2 (t) has been dropped in
favor of the simpler notation c1 and c2 where the time dependence is implicit.
Normalization dictates that the relation

|c1 |2 + |c2 |2 = 1,

(2.20)
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be satisfied.
Next we explicitly introduce the the time-dependent perturbation

~0 cos(ωt),
Ĥ I (t) = e~r · E

(2.21)

~0 enwhere e is the charge of an electron, ~r is the position of the electron, E
capsulates the strength and oscillation direction of the field, and ω = E/h̄ is
the frequency of oscillation. Plugging the state vector |Ψi (Eq. 2.19) and the
Hamiltonian (Eqs. 2.17 and 2.21) into the time-dependent Schrodinger equation
(Eq. 2.16) yields
ih̄(ċ1 |1i e−iω1 t − iω1 c1 |1i e−iω1 t − iω2 c2 |2i e−iω2 t + ċ2 |2i e−iω2 t ) =
c1 E1 |1i e−iω1 t + c2 E2 |2i e−iω2 t +

~0 cos(ωt) |1i e−iω1 t + c1 e~r · E
~0 cos(ωt) |1i e−iω1 t . (2.22)
c1 e~r · E
This equation can be separated into two rate equations (one for each energy
level) that form a system of coupled first-order differential equations. To arrive
at this system we apply the Hermitian conjugate 1h̄ (|ni e−iωn t )† twice to Eq. 2.22,
once for n = 1 and once for n = 2 which results in
i ċ1 = Ω cos(ωt)e−iω0 t c2 ,

(2.23a)

i ċ2 = Ω∗ cos(ωt)eiω0 t c1 ,

(2.23b)

where ω0 = ω2 − ω1 is the frequency of the transition, and Ω is called the Rabi
frequency and defined by
Ω=

e
~0 |2i .
h1|~r · E
h̄

(2.24)

For reference, as stated in the QD introduction section (Sec. 2.1) the typical size
of the confinement potential of InGaAs QDs is a x,y ≈ 20 nm in the lateral plane,
and az ≈ 5 nm in the vertical direction. The transition wavelength for InGaAs
QDs is in the range λ = 900 − 950 nm. Therefore the electric field has an almost uniform amplitude over the electron wave function, which means that the
~0 | can
dipole approximation can be made (i.e. λ >> a x,y,z ), and the amplitude | E
be taken outside the integral in Eq. 2.24. This allows the Rabi frequency to be
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written in simpler form in terms of the transition dipole moment d~ as
Ω=

d~ · ~E0
,
h̄

(2.25)

where
d~ = e h1|~r |2i .

(2.26)

Using Euler’s formula to rewrite the cos(ωt) in Eq. 2.23 we can write

Ω  i ( ω − ω0 ) t
e
+ e − i ( ω + ω0 ) t c 2 ,
2

Ω ∗  i ( ω + ω0 ) t
i ċ2 =
e
+ e − i ( ω − ω0 ) t c 1 .
2

i ċ1 =

(2.27a)
(2.27b)

In each of these equations, the term with (ω + ω0 )t in the exponent oscillates
very fast and therefore averages to 0 over any reasonable interaction time. Additionally for transitions between bound states the Rabi frequency is real, i.e
|Ω|2 = Ω2 or Ω = Ω∗ . These two points simplify the equations to
Ω i∆t
e c2 ,
2
Ω
i ċ2 = e−i∆t c1 ,
2

i ċ1 =

(2.28a)
(2.28b)

where ∆ = ω − ω0 is defined as the detuning of the laser from resonance. This
approximation involving the (ω + ω0 )t exponent term is known as the rotating
wave approximation [111], and is a robust approximation for optical dipole interactions. This system of two first-order coupled differential equations can be
combined into a single second-order differential equation for the population of
the excited state c2 as
Ω2
c2 = 0.
(2.29)
c̈2 + i∆ċ2 +
2
Solving this equation with the initial conditions c1 (0) = 1 and c2 (0) = 0 we
arrive at an equation for the population of the excited state
Ω2
|c2 (t)| = 2 sin2
W
2



Wt
2


,

(2.30)

where W 2 = Ω2 + ∆2 , and is often called the "generalized Rabi frequency". Note
that when the laser is resonant with the transition frequency, i.e. ω = ω0 , we
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F IGURE 2.10: Plots of the rate equations for the populations of the
ground state |c1 (t)|2 (solid) and the excited state |c2 (t)|2 (dashed)
of a two-level quantum system under resonant excitation.

have that W = Ω which gives the on-resonance population
2

2

|c2 (t)| = sin



Ωt
2


.

(2.31)

Figure 2.10 shows the evolution of the populations |c1 (t)|2 and |c2 (t)|2 of the system as time evolves14 . As can be seen, on resonance the population will oscillate
between the ground and excited states with periodicity in Ωt. The population
starts entirely in the ground state as dictated by the initial condition c1 (0) = 1.
The population has gone entirely from the ground state to the excited state at
time Ωt = π, and at time Ωt = 2π the system has returned to the initial state
with all of the population in the ground state. These oscillations between the
two states are called Rabi oscillations [111].
Applying the transformations

14 | c

1 ( t )|

2

ce1 = c1 e−i∆t/2 ,

(2.32a)

ce2 = c2 ei∆t/2 ,

(2.32b)

is directly found from Eq. 2.20.
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and their first derivatives to Eq. 2.28 leads to
1
(∆e
c1 + Ωe
c2 ),
2
1
i cė1 = (Ωe
c1 − ∆e
c2 ).
2
i cė1 =

(2.33a)
(2.33b)

This pair of equations can be naturally put into matrix form as
d
i
dt

ce1
ce2

!

1
=
2

∆ Ω
Ω −∆

!

ce1
ce2

!
,

(2.34)

which gives defines a Hamiltonian describing the system
Ĥtwo−level

1
=
2

!
∆ Ω
.
Ω −∆

(2.35)

The energy eigenvalues of this 2 × 2 matrix are
λ± = ±

1p 2
Ω + ∆2 .
2

(2.36)

The unperturbed system corresponds to Ω = 0, and thus has λ = ± ∆2 , which
shows that the two levels are ∆ apart, rather than ω0 apart. This point illustrates
a key nuance: this Hamiltonian Ĥtwo−level describes the shifts of the excited state
|2i at unperturbed frequency ω2 , and the virtual state created by the unperturbed ground state |1i plus one photon of radiation field, which lies at frequency ω1 + ω. This description is easily generalized to the whole "ladder" of
possible states by addition and subtraction of single photons of radiation. This
leads directly to the "dressed states" picture [111, 112], which is a convenient
way of describing the entire atom-laser system15 . Figure 2.11 shows the dressed
states picture for a resonant laser (ω = ω0 ). Emission and absorption processes
are labeled in the bare states case on the left. Stimulated emission and absorption involve addition or subtraction of one photon of laser field to or from the
atom-laser system by the atom, respectively, which occurs in combination with a
change in energy level of the atom. Therefore, these processes do not change the
atom-laser system energy. Comparatively, spontaneous emission occurs when
15 Really this can be thought of as any "quantum emitter (atom, QD, vacancy center)"-laser
system. For simplicity of description here I refer to an atom-laser system.
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Bare States
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Stimulated
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Spontaneous
emission

F IGURE 2.11: Dressed states picture for a resonant laser (ω = ω0 ).
The bare states are shown on the left, with absorption and emission
processes labeled. The dressed states are shown on the right, where
the states |αi and | βi are superpositions of the bare states |1i and
|2i.

the atom emits a photon into a mode that is not part of the laser field, and thus
the system decreases energy by one "rung" of the ladder. The dressed states
on the right shows how state mixing leads to a triplet; this feature is known as
the Mollow triplet [111, 113]. This dressed states picture is a powerful tool for
describing the interaction of coherent radiation with a quantum system.
In practical consideration the AC Stark shift is only of interest when the detuning of the laser ∆ is large relative to the strength of the interaction of the laser
with the system Ω, i.e. ∆ >> Ω. Rewriting λ± , and using Ω
∆ << 1 and the
binomial approximation we can write
1
λ± = ±
2



∆ Ω2
+
2
4∆


.

(2.37)

Thus the perturbation shifts the states by δAC = ± Ω
4∆ . The symmetry of the
eigenvalues λ± mean that this treatment describes the system for both negative
(∆ < 0) and positive (∆ > 0) values of the frequency detuning ∆. Based on
our definition of ∆ = ω − ω0 , a negative (positive) detuning corresponds to a
laser with frequency ω which is less (greater) than that of the transition ω0 . Figure 2.12 shows the frequency shifts as a function of Rabi frequency Ω for the
ground state |1i at frequency ω1 , the excited state |2i at ω2 , and the virtual state
at frequency ω1 + ω 16 for both negative (left) and positive (right) detunings. A
2

16 Ground

state plus one photon of laser field.
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negative (positive) detuning shifts the excited state to higher (lower) frequencies.

F IGURE 2.12: AC Stark frequency shifts of a two-level quantum
system under the influence of a far-detuned laser for negative and
positive detunings, shown on the left and right, respectively. ω1
and ω2 are the ground and excited state frequencies, respectively,
ω0 = ω2 − ω1 is the transition frequency, and ω is the frequency of
the radiation (laser).
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Experimental Techniques and Setup
The experiments discussed in this dissertation are carried out in two separate laboratories. The first is the Semiconductor Quantum Optics Laboratory
(SQUOL) at West Virginia University (WVU), which provides resonant excitation spectroscopy for probing the QD energy level structure. The other is the Davanco lab housed at the National Institute of Standards and Technology (NIST)
in Gaithersburg. This lab is part of the Single Emitters Group in the Physical
Measurement Lab, and provides nanoscale optical positioning, imaging, and
spectroscopy capabilities. The experiments performed at the WVU lab are centered around manipulating the energy levels of individual QDs, and measuring
the energy level structure with resonant excitation spectroscopy. The experiments at NIST are designed to automate spectroscopy of many QDs at once,
such that the characteristics of many QDs can be evaluated in batch for various
device applications. The first section of this chapter (Sec. 3.1) covering the WVU
experiments overviews resonant excitation spectroscopy and the novel optical
filtering scheme that enables the production and measurement of the AC Stark
shifts discussed in Chapter 5. The second section (Sec. 3.2) discusses the automated spectroscopy work at NIST, and includes some results and outlook on
future directions for the work.
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3.1

Semiconductor Quantum Optics Laboratory
(SQUOL) at WVU

The resolution of a typical spectrometer with a 1200 gr/mm grating is ∼35 GHz,
while the linewidth of an InGaAs QD transition is ∼1-2 GHz. Thus, this precludes the spectrometer from resolving the energy level structure of individual
QDs. In order to probe the energy structure we employ resonant photoluminescence excitation (RPLE) spectroscopy, in which the frequency of a low intensity
laser is scanned over the frequency of the QD transition. As the laser frequency
is scanned it will resonantly excite any transitions it crosses and the QD will
emit photoluminescence (PL). This PL emitted from the dot is collected and integrated by the spectrometer. The result is an excitation spectrum that is a direct
probe of the QD energy levels, with the resolution being limited only by the
linewidth of the resonant excitation laser, which is ∼1 MHz. Fig 3.1 illustrates
this spectroscopic technique, and shows an image of a resonantly excited QD1 .
In this way we directly measure the energy level structure of QDs, and can use
this technique to measure any changes to this structure. To directly measure
the emission spectrum of a QD, a high-resolution, stabilized scanning FabryPerot cavity is necessary, and one such device is currently under construction in
our lab. Other optical elements such as a virtually imaged phased array (VIPA)
1 The

Intensity

circular ring-like feature surrounding the dot is called an Airy-ring, and is an artifact of
the point-spread function of the imaging system [114].

1μm

Excitation Frequency (ω)

F IGURE 3.1: Resonant photoluminescence excitation (RPLE) spectroscopy. A resonant laser is scanned across the transition resonances, and emitted PL is collected and integrated by a spectrometer. The inset shows an image of resonantly excited QD captured
by the spectrometer.
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might also be applicable to this measurement, as discussed at the end of the
NIST experimental section (Sec. 3.2).
One significant problem in resonant excitation spectroscopy in quantum optics is discriminating the scattering of the resonant excitation laser from the weak
PL emitted by the single quantum emitter. One long-standing remedy to this
problem is to use a cross-polarization scheme of orthogonal excitation and detection to filter the laser scattering from the detected signal [115, 116]. Unfortunately this approach necessarily limits the freedom of choice in detection polarization, which limits experimental capabilities. One interesting alternative that
has been developed recently utilizes elliptical microcavities, which couple differently to the orthogonal dipoles of QD transitions [69]. As discussed in Sec. 2.1
the samples used at WVU contain QDs grown inside of planar DBR cavities [67,
74], which provide the convenient opportunity to couple the resonant light into
the planar waveguide mode via side excitation [117]. In this way the resonant
light is able to excite the dot, and any photons that do not interact with the dot
continue propagating in the waveguide mode, while the emitted PL is collected
out of plane in the Fabry-Perot mode and sent to the spectrometer [117, 118].
This is the excitation mode that is used for our RPLE scheme throughout this
dissertation.
As mentioned in the charge control section (Sec. 2.1.3), the QDs in the sample used for measurements in the WVU lab are grown in a diode structure, and
embedded in a 1-λ planar microcavity formed by two AlGaAs/GaAs DBRs.
Each DBR is grown in a superlattice structure where each individual alternating sublayer of AlGaAs and GaAs is designed to have thickness λ0 /4nAlAs and
λ0 /4nGaAs , respectively. The wavelength λ0 is chosen to be at the center of the
QD distribution, which is λ0 ≈ 927 nm for this sample. The upper DBR has
4 periods and the lower DBR 10 periods. The QD layer has a density of 109
cm−2 , and is located in the middle of the GaAs cavity between the DBRs. The
top (bottom) of the cavity is p-doped (n-doped), forming a p-i-n-i-n diode structure around the QDs (see Fig. 2.2 for reference). The sample is etched in two
areas to two different depths, so that ohmic contact can be made directly to the
doped regions of the cavity; for all experiments described here we probe a dot in
the unetched area (right side of Fig. 2.2). As discussed, applying a bias voltage
across the diode can charge the QD with a single electron that tunnels in from
the n-doped region [100].

34

Chapter 3. Experimental Techniques and Setup

Bias Voltage (V)

0.9
0.8
0.7
0.6
0.5

920

925

930

935

940

Wavelength (nm)

F IGURE 3.2: Bias voltage PL intensity map showing the voltage
dependence of many dots. The QDs are excited by above band
HeNe excitation at λ = 632.8 nm.

We can excite many QDs in one field of view simultaneously using an aboveband-gap (HeNe) laser2 . With many dots constantly excited we can scan the
voltage bias applied to the sample and elucidate the bias-dependence for many
dots at once. Such a scan is called a voltage or bias map, and an example is
shown in Fig. 3.2. These maps inform on the voltage and wavelength range in
which to look for QDs, and also show which dots might be brightest for a specified voltage. From Fig. 3.2 we see that most dots lie in the range of 0.55-0.8
2 Lasing

at λ = 632.8 nm the HeNe photons are at far higher energy than the QD distribution
at λ = 910 − 940 nm.

2

105

Intensity [arb. units]

V = 0.6685 ( = 0.0020)
V = 0.63 ( = 0.0018)
V = 0.645 ( = 0.0023)
V = 0.695 ( = 0.0031)
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F IGURE 3.3: Excitation spectra for a single QD at four different bias
voltages. Higher bias voltages corresponds to a higher transition
frequency (shorter wavelength).
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V, and can also see the change in stable charge state of individual dots. Additionally, we examine the voltage dependence of the excitation spectra of single
QDs. Fig. 3.3 shows excitation spectra acquired using RPLE for a single QD at
four different bias voltages. The frequency, linewidth, and peak intensity of the
transition all have dependencies on the applied bias. Using these techniques we
can select an individual QD for experiment, and select the optimal bias voltage
setting for any given QD.
In order to utilize the AC Stark effect (Sec. 2.3) to manipulate the energy level
structure of QDs an additional laser must be applied to the QD. The desire for
the effect to selectively address only one transition, while leaving the other(s)
unaffected, necessitates that the polarization of this AC Stark laser be able to
match the QD transition dipole moment(s), which lie in the plane of the sample
[83]. Excitation via the planar waveguide mode of the DBR cavity dictates that
the excitation polarization be horizontally polarized, i.e. parallel to the sample
surface (see Fig. 3.4). This limits the polarization state at the location of the dot
to only one specific linear case. Thus the AC Stark laser cannot be applied via
this waveguide mode because all polarization states must be accessible to this
laser in order to selectively interact with individual transitions. Therefore we
apply the AC Stark laser in confocal geometry3 . This poses a filtering problem
similar to resonant excitation, namely how to discriminate the very high power
AC Stark laser from the weak QD fluorescence. While the AC Stark laser is
spectrally distinct4 from the QD PL, the intensity is large enough to completely
3 Here

confocal means applied in the same path as the PL collection path, i.e. the AC Stark
laser and PL share common focal planes.
4 In all cases presented here the AC Stark laser is detuned from the QD resonance by at least
±500 GHz.

F IGURE 3.4: Geometry of side excitation via the planar waveguide
mode of the DBR cavity.
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F IGURE 3.5: Schematic of reflective volume Bragg grating (VBG).
The bandwidth of the diffracted peak (and correspondingly the
transmitted dip) is ∼50 GHz.

saturate the CCD camera of the spectrometer even at the QD’s wavelength when
no filtering is used. To solve this problem we developed a novel optical filtering
scheme using volume Bragg gratings (VBGs) [119] to sufficiently attenuate the
AC Stark laser line such that the weak QD fluorescence is not overwhelmed on
the CCD camera.
VBGs are volume holographic elements created by a system of planar layers
with differing refractive index. They serve to act as narrow bandwidth optical
notch filters, which refract a specific narrow-band of wavelengths at an angle
from the incident light. The VBGs employed here are reflecting Bragg gratings,
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F IGURE 3.6: QD PL overlain with VBG transmission.
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as the diffracted beam crosses the front surface of the grating5 . Figure 3.5 shows
the operating principle of these reflecting VBGs. The majority of wavelengths
are transmitted through the grating unaffected, while a narrow bandwidth of
light meets the Bragg condition and is diffracted by the planar refractive index
variation inside the grating [119, 120]. For the VBGs used here the bandwidth
of the diffracted light is ∼50 GHz, which is large compared to the typical ∼1-2
GHz linewidth of an individual InGaAs QD, but small relative to the detuning
of 500-1500 GHz for the AC Stark laser. Figure 3.6 shows an excitation spectrum of a single QD overlain with the measured transmission dip of one of our
VBGs. This shows explicitly how nearly all of the QD light will be reflected by
the VBG, while only a tiny fraction of the AC Stark laser light will be present
in the reflected beam. Therefore, these gratings provide an effective means to
discriminate the light of the weak QD PL from the strong AC Stark laser.
As discussed and seen in Fig. 3.2 the wavelength distribution of QDs in our
sample spans a range of ∼915-935 nm. The central wavelength of the light
diffracted by the VBG shown in Figs. 3.5 and 3.6 can be shifted by changing the
relative angle of the incident light and the internal structure of grating pattern,
5 There

are also transmitting VBGs where the diffracted beam crosses the back surface of the
grating [120].
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F IGURE 3.7: Transmission data for VBG at varying angles. The
VBG is aligned at an arbitrary angle and a laser scanned over the
reflection wavelength, while the transmitted power is measured by
a photodiode.
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i.e. rotating the grating. In order to evaluate the extent of this wavelength tunability we took transmission spectra with the grating at various angles. These
data are shown in Fig. 3.7, and indicate an effective diffraction/transmission ratio of at least 97% and up to above 99% over the wavelength range of interest.
Thus, the VBGs can be used as narrow bandwidth notch filters at the wavelength
of any QD in our sample.
The filtering scheme developed to discriminate the AC Stark laser from the
weak QD PL is shown in Fig. 3.8. The inset plots show the VBG transmission
and the AC Stark laser spectrum to detail the filtering role of each grating6 . VBG
1 cleans the spectrum of the laser by reflecting only the strong laser line, thereby
6 The

bandwidth of the VBG diffraction is exaggerated in the diagram as it is only ∼50 GHz
and the detuning ∆ = ωAC − ωQD = 500-1500 GHz, as stated previously.
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F IGURE 3.8: Schematic of the optical setup for AC Stark measurements. Inset plots show the filtering and attenuation of the
AC Stark laser spectrum by the VBGs. Different optical paths are
shown with different colors and propagation directions are indicated by colored arrows. VBG volume Bragg grating, LP linear
polarizer, QWP quarter wave plate, HWP half wave plate, LCVRs
liquid crystal variable retarders.
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reducing the intensity of the amplified spontaneous emission (ASE) at the frequency of the QD transitions (ωQD ). VBG 2 is aligned to reflect the QD fluorescence (ωQD ) and transmit the AC Stark laser (ωAC ), which serves two purposes.
The first is to inject the AC Stark laser into the collection path. The second is to
attenuate scattering from the sample that would otherwise overwhelm the weak
QD fluorescence on the detector of the spectrometer. VBG 3 transmits the fluorescence and reflects the AC Stark laser line, further attenuating it. The result is
that the laser scattering that reaches the spectrometer’s CCD detector is attenuated enough that it can be spectrally discriminated from the QD fluorescence
without requiring polarization discrimination. The ASE at the frequency of the
QD is also attenuated sufficiently enough that even though it is not spectrally
distinct from the fluorescence, it is still orders of magnitude weaker.
To selectively address a single QD transition the polarization state of the AC
Stark laser must be controlled. As shown in Fig. 3.8, the combination of a polarizer, a quarter-wave plate (QWP), and half-wave plate (HWP) in series provide
this control. Due to the rotation of the Stokes vector by the different optical
elements in the collection path, producing a known polarization directly downstream of the HWP will result in an unknown elliptical polarization at the sample surface. To compensate for this effect it is necessary to calibrate the polarizer
and waveplate settings using the polarimeter device described in Chapter 4. The
procedure is rather straightforward: placing the polarimeter directly in front of
the sample and sending the AC Stark laser through the path, the Stokes vector
at the sample can be measured. Setting the polarizer and waveplates to produce the desired polarization calibrates these elements, and thereby any desired
polarization can be produced at the sample surface.
In order to apply consistent AC Stark laser powers to the dot for various
polarizations and wavelengths, two more effects must taken into consideration:
polarization dependent reflection/absorption of the collection path, and wavelength dependent coupling into the DBR planar microcavity. The first effect is
easily measured with an input/output power measurement for each polarization of interest. To account for the latter effect a reflection spectrum of the sample
is taken. Figure 3.9 shows the reflection spectrum over the range of QD wavelengths for our sample. The vertical lines indicate the wavelength of the QD
used for these experiments (green), an AC Stark laser blue-detuned by ∆ = 1000
GHz (blue), and an AC Stark laser red-detuned by ∆ = −500, 1000, 1500 GHz
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F IGURE 3.9: Sample reflection spectrum. Vertical lines indicate the
wavelengths of QD light (green), a blue-detuned AC Stark laser
(blue), and three different red-detuned AC Stark lasers (red). The
magenta line is a local regression smoothing of the data.

(red). The filtering of VBG 2 in Fig. 3.8 can be seen in this spectrum at the wavelength of the QD, as expected. VBG 3 is not in the path for this measurement.
The magenta line is a local regression using weighted linear least squares and
a 1st order polynomial (lowess method). Evidently each of these wavelengths
couples to the DBR cavity of the sample, and thus the QD, with different efficiencies. The measurement of these efficiencies shown in Fig. 3.9 allows application of consistent AC Stark laser powers at different wavelengths. Note that
this reflection spectrum shows in principle a quality factor Q = λ/∆λ [67] of
∼100, however this is likely larger than actual due to losses in collection of the
reflected light.
We employ a pair of liquid crystal variable retarders (LCVRs) for detection
polarization. The two LCVRs are placed directly upstream of a horizontally
aligned linear polarizer in front of the spectrometer (see Fig. 3.8). Orienting the
fast axes of the two LCVRs at 45◦ relative to each other7 corresponds to two
orthogonal rotation axes in the linear plane of the Poincaré sphere (Fig. 2.9).
This enables any input polarization (Stokes vector) to be rotated to match the
horizontal linear polarizer in front of the spectrometer by consecutive rotations
7 Specifically

in our setup these angles are vertical (Y) and diagonal (D).
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about these two axes. The rotation angles are determined by the retardance of
the crystal which is controlled by the voltages applied. As with the polarization
elements for AC Stark laser control, the LCVRs must be calibrated to account
for the polarization rotation induced by the optical elements comprising the collection path. The polarimeter device described in Chapter 4 again provides a
convenient means for performing this calibration, and a description of this calibration is presented in Appendix B.
This section has been an overview of the experimental setup and techniques
used for experiments in the SQUOL lab at WVU. The diode structure design of
the sample allows charge state control of individual QDs, and tuning the bias
voltage over the stable plateau changes the spectral properties. VBGs enable the
development of a novel optical filtering scheme to discriminate the high-power,
far-detuned, AC Stark laser from the weak QD fluorescence. This scheme is used
in Chapter 5 to perform the AC Stark shift measurements described therein. A
sample reflection spectrum is taken to account for the wavelength dependence
of cavity coupling efficiency. Lastly, the polarimeter described in Chapter 4 provides a simple means to calibrate the various polarization optical elements employed here.
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Automated Quantum Dot Spectroscopy at NIST

Large advancement has been made over the last twenty years in the design and
fabrication of quantum devices based on self-assembled QDs. However, one
significant limiting factor to the scalability of these devices is the inhomogenous
distribution of individual QD spectral properties due to the stochastic nature of
the growth process [10, 53–56]. Many inventive methods have been developed
in the realm of post-growth tuning of the emission wavelengths of multiple QDs
into resonance, including using the Stark effect via electrical bias [121], temperature [122, 123], the AC Stark shift [37], Raman emission [124, 125], the application of strain using piezo-electric actuators [50, 126, 127], and several others
[128, 129]. Unfortunately, these methods still necessitate that initial spectroscopy
of many QDs be performed manually in order to determine dot positions and
spectral properties. This poses an inconvenient and annoying hurdle in scaling
up the production of QD-based devices: even if the growth and fabrication can
be automated, spectroscopy will still need to be performed by a human.
The purpose of the laboratory work described in this section is to develop a
method for performing automated high-resolution spectroscopy on many QDs
to determine their spectral characteristics, and thereby their viability for use in
device fabrication. The measurements are done on individual self-assembled
InAs QDs in bulk GaAs, such that structures can be etched on top of them after characterization is complete. We use a photoluminescence imaging setup
combined with with image analysis algorithms to implement machine vision
to track the positions of the individual QDs. Single QD light is automatically
coupled into a single-mode fiber, sent through a scanning Fabry-Perot (SFP),
and then to a spectrometer to acquire an emission spectrum. This measures the
brightness, linewidth, and charge state of the QD. To perform these measurements we use the fiber-based nanoscale imaging, positioning, and spectroscopy
setup [130–133] in the Davanco lab at NIST in Gaithersburg.
As discussed in Sec. 2.1 InGaAs QDs are grown via molecular beam epitaxy (MBE) in bulk GaAs. As mentioned, growth in bulk limits the PL collection efficiency from the QDs, as only a small percentage of emitted light can be
collected as compared to dots in a DBR cavity, or other structure [67]. However, characterization in bulk affords freedom and flexibility in device fabrication after spectroscopy has been performed. The sample is placed on a stack of
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piezo-electric inertial walkers which allows motion along three orthogonal directions (x,y,z) inside a cryogen-free cryostat that reaches temperatures below
2K. The imaging and spectroscopy uses the nanoscale optical imaging system
developed by the Single Emitters Group at NIST [130–133] combined with some
additional elements, and shown in Fig. 3.10. The QDs are excited by a 630-nm
above-band light emitting diode (LED), which is injected into the collection path
via a 50:50 (reflection:transmission) beamsplitter. This light is focused onto the
sample by a 100× infinity-corrected (0.9 numerical aperture) microscope objective lens which produces a ∼100 µm diameter spot on the sample. This enables
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F IGURE 3.10: Schematic of imaging and spectroscopic setup used
in the Davanco lab at NIST. The micro-electromechanical system
(MEMS) switch allows automatic changing of the spectroscopy
path. LED light-emitting diode, LPF long-pass filter, BPF bandpass filter, EMCCD electron multiplying charge coupled device,
HWP half-wave plate, LP linear polarizer, SFP scanning FabryPerot.
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wide-field excitation of all of the QDs in a single field of view of the imaging
setup, which is approximately 50 µm × 50 µm. Fluorescence from the sample
goes back through the 50:50 beamsplitter and is directed onto an electron multiplied charge coupled device (EMCCD) for imaging. A 900-nm long-pass filter
(LPF) and a 930 10-nm band-pass filter (BPF) are inserted in front of the EMCCD
camera to remove reflected 630 nm light and narrow the wavelength distribution of the observed dots, respectively.
In order to survey many QDs, the sample is automatically moved using the
3 axis piezo-electric inertial walkers to couple individual QD PL into a singlemode optical fiber. To achieve this a maximum-likelihood estimator is used to
identify the centroid positions of QD emission in acquired images. Once an
image is taken and the centroids found, the most efficient path for sampling
the 10-30 brightest dots in a single field of view is determined. The problem
of minimizing the distance of travel to each point in a two-dimensional plane is
exactly the classic traveling salesman problem. This is an NP-hard problem, and
becomes intractable to solve exactly once the number of points to visit reaches
more than 8 or so8 . Thus we employ a genetic algorithm [134, 135] to reach
a good solution, if not the optimal one9 . Figure 3.11(a) shows an example of
the traveling salesman implementation in our system, and an example of the
8 In

this context intractable means requiring upwards of 10 minutes of computation time to
solve.
9 The traveling salesman genetic algorithm used here can be found on the MATLAB Central
File Exchange: Joseph Kirk (2021). Traveling Salesman Problem - Genetic Algorithm, MATLAB
Central File Exchange. Retrieved June 13, 2021.
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F IGURE 3.11: (a) Path determined by the traveling salesman genetic algorithm to sample the target dots in the most efficient manner, i.e. least distance traveled, and (b) best solution history.
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generational-based evolution of the solution is shown in Fig. 3.11(b). As with
every solution of the traveling salesman problem the ideal path is found to be a
loop. Evolving the system for 2000 generations takes ∼10 seconds of computation time, and reliably arrives at a minimum solution for the number of emitters
sampled here10 . By minimizing the total distance to be traveled by the system
this method greatly increases the efficiency of the sampling method.
Positioning a single QD beneath the collection fiber is achieved by calculating the vector between the dot and the fiber collection spot. Due to the somewhat unpredictable movement of the piezo stages multiple iterations of image
acquisition and sample movement are needed to position the dot at the correct pixel11 ; typically the number of iterations does not exceed four. A vector
comparison based image analysis approach is used to distinguish dots from one
another and to track the same dot in subsequent images. This method is illustrated in Fig. 3.12. An initial image of the field of view is taken and analyzed
to find the centroid positions of the ≥7 brightest QDs by a decreasing-threshold
approach. A matrix A of QD vectors in the initial image is computed and stored
for comparison. This matrix A is composed of all the possible vectors between
all dots identified in the image. This QD vectors matrix A has dimensions N×N
for N dots found in the image12 . In each subsequent image after the sample is
10 Typically

in the range of 7-30 in one field of view. Note that for the example shown, the
curve decays to the asymptote of a minimum solution in only ∼250 generations.
11 To within a tolerance of 2 pixels.
12 The vector from a dot to itself is still computed, but will always be trivially = 0.
50

Position ( m)

40

30

20

10

0
0

10

20

30

Position ( m)

40

50

0

10

20

30

40

50

Position ( m)

F IGURE 3.12: Illustration of machine vision vector comparison
based approach to tracking individual QDs over many images
taken at different sample locations.
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moved a new matrix of QD vectors Anew is calculated and compared to the original matrix A. Because the number of dots found in each subsequent image may
be different from the number found in the original image, the matrix Anew will
have a different dimensionality of M×M. To determine which dots are the same
in different images the vectors for a given dot in A must be compared to all vectors found for each dot in Anew . If more than three of these vectors are found to
be the same13 , then two dots are found to be the same. To store the comparison
information another matrix Alogic with dimensions N×M is constructed. This
logical matrix contains all 0s, except for in the cases where the ith dot in the first
image (A) is found to match the jth dot in the new image (Anew )14 , in which case
a 1 is entered. This method allows tracking individual dots over any number of
images and sample movement. Using this method enables individual QD PL to
be coupled into the collection fiber and the QD positions to be tracked such that
they can be returned to if desired after spectroscopy is complete.
With PL from a single QD aligned into the collection fiber, we automatically
perform two spectroscopic measurements. First a spectrum with a spectrometer
is taken, which gives a measurement of the emission wavelength. Next a microelectromechanical system (MEMS) switch is used to introduce the SFP into the
path, which is then followed by the spectrometer, as shown in Fig 3.10. With
this setup an array of spectra can be collected, which enables extraction of a
high-resolution emission spectrum. Due to the unstable nature of the SFP the
range of voltages over which to scan must be determined uniquely for each dot.
Initially an entire free spectral range (FSR) must be scanned to ensure that the
dot can be found. The SFP used here has a FSR of ∼40 GHz. The position of the
QD peak in SFP voltage space is extracted from the emission spectra, and then a
finer scan of only ∼20 GHz is taken in order to improve the resolution.
Figure 3.13 shows an overview of the array of spectra method used to obtain
emission spectra for individual QDs. The coarse-resolution spectrum taken from
the spectrometer alone is shown in Fig. 3.13(a). As discussed in the WVU experimental section (Sec. 3.1) the ∼35 GHz resolution of the spectrometer precludes
obtaining any information about the relatively narrow ∼1-2 GHz QD linewidth.
However, this spectrum is still useful as it shows coarsely the wavelength relative to that of the overall QD ensemble. Fig. 3.13(b) shows a subset of the array
13 To
14 i

within a tolerance of 3 pixels.
∈ [1, N ] and j ∈ [1, M].
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F IGURE 3.13: Emission spectrum method using the combination of
a spectrometer and a SFP. (a) coarse spectrum from the spectrometer, (b) array of spectra from the SFP, and (c) the extracted emission
spectrum.

of spectra collected by scanning the FP and acquiring spectra on the spectrometer. One horizontal row of this array corresponds to a single spectrum acquired
on the spectrometer while the SFP is held at a steady voltage. The voltage is
then changed and another spectra acquired, and the array is filled out in this
fashion. Fig. 3.13(c) shows the emission spectrum extracted from Fig. 3.13(b) by
binning five columns (two on each side) around the central wavelength of the
QD extracted from the coarse spectrum in Fig. 3.13(a). We see that this reveals
the narrow linewidth of this QD.
We acquired many emission spectra for QDs in bulk using this method. Figure 3.14 shows four emission spectra representative of the best results acquired
thus far. The detection polarization for these measurements was linear. Note the
spectra displayed here are extracted from the second array of spectra taken after
the position of the peak in SFP voltage space is determined, which is why the frequency range covered by each spectrum is different. The spectra in Fig. 3.14(a-b)
show single peaks or singlets, while Fig. 3.14(d) shows clearly a double peak or
doublet. Recall from the QD charge state Sec. 2.1.2 that a QD in the neutral
charge state generally has two non-degenerate excited states denoted | X i and
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F IGURE 3.14: Emission spectra from QDs in bulk using the array
of spectra method outlined in Fig. 3.13. The detection polarization
was linear for these measurements. (a-b) are likely singlets, while
(d) presents a doublet, and (c) is somewhat in between and unclear.

|Y i (Fig. 2.4), which are split by δFSS due to the fine structure splitting (FSS) induced by the QD structural asymmetry. Comparatively a negatively charged
QD in no magnetic field has two allowed transitions which are degenerate (see
Fig. 2.5) [83, 84]. This distinct difference provides two separate expectations for
the emission spectra of these two charge states: a neutral dot should show a
doublet, and a charged dot a singlet. Using this key distinction, we can determine from emission spectra such as those shown in Fig. 3.14 the likely charge
state of individual dots, as well as the linewidths, peak brightness, and FSS. For
example, fits of Fig. 3.14(a-c) with a single lorentzian function give linewidths
of γ = 2.31 ± 0.36, 3.47 ± 0.45, and 2.78 ± 0.74 GHz, respectively. A fit of
Fig. 3.14(d) with a two-peak lorentzian reveals linewidths of γ1 = 1.50 ± 0.59
and γ2 = 1.54 ± 0.46 GHz, with a FSS of δFSS = 2.81 ± 0.23 GHz. This shows
explicitly how this method can be used to determine spectral properties of individual QDs.
None of the spectra shown in Fig. 3.14 have a good signal to noise ratio
(SNR). This is mainly due to the very low transmission efficiency of the SFP cavity that filters the light to acquire the high-resolution emission spectrum. This
is evident in the relatively large uncertainty of the fit parameters noted in the
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F IGURE 3.15: Schematic operation of a virtually imaged phased
array (VIPA). The cylindrical lens focuses the light to a line focus,
and the VIPA spreads wavelengths in the vertical direction while
leaving the horizontal dimension unaffected.

previous paragraph. To maximize the SNR the exposure time for a single spectrum on the spectrometer must be rather long15 . Thus the time to take an entire
spectrum is rather long, and can be upwards of 30 minutes depending on the
number of points taken in FPI voltage/frequency space. Attempts to increase
the SNR by optimizing coupling of fibers and coupling to the SFP cavity have
yielded minor improvements at best; unfortunately a simple SFP inherently has
low transmission efficiency16 . The low efficiency of the SFP combined with the
low collection efficiency of QDs in bulk as discussed in Sec. 2.1 mean that an alternative method may be necessary to obtain emission spectra with better SNR.
One potential solution to this problem is to employ a virtually imaged
phased array (VIPA) [137] in place of the SFP for acquisition of the highresolution emission spectra. In simplest terms a VIPA is an optical element
which induces large17 angular dispersion based on wavelength. Figure 3.15
shows a schematic of the basic optical setup for a VIPA. The light is focused
to a line focus by a cylindrical lens in front of the VIPA, and light at the output
is then angularly dispersed in the vertical direction based on wavelength. The
15 For

the spectra shown in Fig. 3.14 the exposure time was in the range of 3-10 seconds/data
point.
16 This low transmission efficiency is partially by design: the function of the SFP is to be serve
as a narrow-band filter, so it purposely only transmits wavelengths in a narrow range. Additionally, SFPs will be subject to other sources of loss like scattering due to nanoscopic surface
roughness, which reduces their efficiency from the ideal case [136].
17 In this context large means large compared to the angular dispersion induced by a diffraction grating.

50

Chapter 3. Experimental Techniques and Setup

VIPA itself is simply a thin plate of glass made up of two regions with different reflection coatings. Of important significance and note here is that the VIPA
only affects the vertical angle of the light, while the horizontal angle remains
unaffected [137, 138]. This convenient feature allows a VIPA to be used in tandem with the diffraction grating of a spectrometer to produce a two-dimensional
hyper-spectral image on the detector (CCD camera). The angular spread in the
horizontal axis from the diffraction grating remains, while the VIPA spreads the
light in the vertical axis with high resolution. In principle this technique with a
VIPA will enable the acquisition of high-resolution emission spectra from single
QDs, as the VIPA has ∼ 50× the transmission efficiency over that of a simple
Fabry-Perot.
In the conclusion, automated spectroscopy of single quantum dots has been
shown to work at a proof-of-principle level. The sample can be automatically
driven to couple individual QD PL into a single mode fiber, and thereby to a
spectrometer or SFP for analysis. The optimal path of travel between all emitters is calculated by a traveling salesman genetic algorithm. Emission spectra
acquired using the SFP show a poor SNR due to the low transmission efficiency
of the Fabry-Perot. In principle the use of a VIPA should allow for acquisition
of high-resolution emission spectra with far better SNR, and work is underway
to realize this scheme. Lastly, Appendix A discusses implementation of an automatic image focusing routine to enable sampling of dots over many fields of
views (FOVs). This will be used in combination with feature recognition to sample upwards of 80 FOVs worth of QDs automatically.
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Polarimetry
This chapter describes the design, construction, and evaluation of a rotating
waveplate polarimeter device to measure the Stokes parameters. Description
of the production, control, and measurement of polarized light in the context of
the experiments performed is also included. The work presented in this chapter
describing the polarimeter device was published by Wilkinson et al. in Review
of Scientific Instruments in 2021 [139].

4.1

Motivation

The polarization state of light, described by the Stokes vector S = [S0 , S1 , S2 , S3 ]
[104], is of critical importance in a broad range of optical experiments [140].
Coupling light to a polarization maintaining fiber requires that the polarization
of the input beam be matched to the polarization axis of the fiber [141]. Calibration of liquid crystal variable retarders (LCVRs), a common polarization manipulation component, requires precise knowledge of both the reference and output polarizations [142]. Additionally, the polarization state of a coherent laser
beam plays a pivotal role in selectively addressing transition dipole moments.
As outlined in the AC Stark theory section (Sec.2.3), the strength of interaction
between an optically active transition and an incident laser beam is determined
by the Rabi frequency of the interaction Ω = d~ · ~E, where d~ is the electric dipole
moment of the transition and ~E is the electric field of the laser (Eq. 2.25). In
experimental situations the direction of oscillation of the electric field vector ~E
determines the relative strength of the interaction, because the fixed orientation
of the QD (and sample at large) means the direction of the dipole moment d~ will
be constant. From Sec. 2.2 we can recognize that the direction of oscillation of the
electric field vector ~E is exactly the polarization of light. These are a few of the
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many experimental situations that need highly accurate knowledge of the polarization state of light. Therefore, the complete measurement and characterization
of the polarization of light is of widespread interest and importance.
Here we describe a self-contained, portable, inexpensive polarimeter capable
of complete Stokes vector characterization of any input polarization. It can be
constructed by combining optical and optomechanical elements common in any
optics lab with a few additional inexpensive mechanical and electronic components. The implementation presented here combines aspects seen separately in
previous realizations [143–148] and adds an Arduino microcontroller for data
analysis, display, and recording.
The polarimeter is based on a rotating quarter-wave (λ/4) plate (QWP), a polarizer (called the analyzer), and a photodiode in series [149]. In general, linearly
polarized light can be distinguished from circularly polarized light by analyzing
the fluctuating light intensity signal incident on the photodiode. This approach
relies on measuring the relative amplitudes of the 2ω and 4ω Fourier components of the signal, where ω is the angular frequency of the rotating QWP in
front of the analyzer [144, 150]. However, to fully measure the Stokes vector, the
relative angle between the QWP fast axis (FA) and the analyzer transmission axis
(TA) must be known for each period of rotation [143, 145, 147]. Williams [143]
uses a phase-sensitive lock-in amplifier, and Arnoldt [147] an encoder wheel to
measure this phase. We use a photo-interrupter and a timing disk attached to
the rotating QWP. An Arduino microcontroller is used to perform the analysis,
eliminating the need for expensive analysis devices as in Williams [143] (lockin amplifier and digital voltmeter) and Arnoldt [147] (digital oscilloscope). The
Arduino controller can also be interfaced with a computer via USB Serial connection to store time series of Stokes vectors.
The polarimeter presented here provides advantages in ease of use, functionality, portability, and cost over previous realizations [143–148]. Specifically, we
combine the compact, hollow axle model airplane motor design of Bobach et
al. [144] with a phase-sensitive measurement as in Williams [143] and Arnoldt
[147]. These aspects, combined with the Arduino microcontroller to perform
analysis, result in a device that is compact and rests on a single standard optical
post, can completely measure the Stokes vector of any input polarization, and
can communicate measurements to a computer. This chapter and the accompanying appendices describe the operating principles, construction, calibration,
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and measurement accuracy and precision of the polarimeter.

4.2

Operating Theory

As described in Sec. 2.2, the polarization state of a beam of light can be formally
described by the Stokes vector S = [S0 , S1 , S2 , S3 ], where S0 = IX + IY is the
Stokes parameter describing the total intensity, S1 = IX − IY the linear component, S2 = ID − I A the diagonal component, and S3 = IR − IL the circular component, where Iβ with β = { X, Y, D, A, R, L} denotes the measured intensity
of a given polarization [104]. The manipulation of the polarization by a series
of optical elements can be described by the appropriate (4x4) Mueller matrices
[107, 151, 152]. Figure 4.1(a) shows the elements of our system, namely a rotating waveplate of retardance δ ≈ π/2 at angle θ, followed by a stationary linear
polarizer (the analyzer) at angle α before the detector. The Mueller matrices for
a linear polarizer at angle α and a linear retarder (waveplate) of retardance δ at
angle θ are given by [146, 148]


1
cos(2α)
sin(2α)

2
cos (2α)
cos(2α) sin(2α)
1 cos(2α)
LP(α) = 

2  sin(2α) cos(2α) sin(2α)
sin2 (2α)
0
0
0


0

0
,
0

0

(4.1)

and
LR(θ, δ) =


1
0
2
0
cos (2θ ) sin2 (2θ ) cos(δ)

0 cos(2θ ) cos(2θ )(1 − cos(δ))
0
− sin(2θ ) sin(δ)

0
cos(2θ ) sin(2θ )(1 − cos(δ))
cos2 (2θ ) sin2 (2θ ) cos(δ)
cos(2θ ) sin(δ)



0
sin(2θ ) sin(δ) 
,
− cos(2θ ) sin(δ)
cos(δ)

(4.2)

respectively.
Operating these Mueller matrices representing the optical components on an
arbitrary input Stokes vector Sin as
Sout = LP(α) · LR(θ, δ) · Sin ,

(4.3)
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one arrives at a general expression for the intensity signal detected by the photodiode given by [108, 143, 144, 149] 1
I (θ ) =

1
[ A + B sin(2θ ) + C cos(4θ ) + D sin(4θ )] ,
2

(4.4)

where θ = ωt + φ is the orientation angle of the waveplate, with t representing
time, ω the angular frequency of rotation and φ describing the phase offset. Allowing for an imperfect retardance of the waveplate (δ 6= π/2), the coefficients
of the frequency components of Eq. 4.4 give the input Stokes parameters by the
relations [143, 146–148]
S0 = A − C/ tan2 (δ/2),

(4.5a)

S1 = C/ sin2 (δ/2),

(4.5b)

S2 = D/ sin2 (δ/2),

(4.5c)

S3 = B/ sin(δ).

(4.5d)

The relationships of the coefficients in Eq. 4.4 to different frequency sinusoids
means the Fourier transform provides a natural tool for determination of the
Stokes vector. The linear components of the Stokes vector (S1 , S2 ) depend only
on the 4ω part of the signal, while the circular component (S3 ) depends only on
1 This

intensity is exactly the first element S0 of the output Stokes vector Sout .
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F IGURE 4.1: Measurement part of the polarimeter shown (a)
schematically, and (b) as a 3-D image of the physical device. The
QWP is mounted on a hollow axle motor with azimuth θ = ωt + φ,
where ω is the angular frequency of rotation and φ the phase offset, and α is the azimuth of the linear polarizer (the analyzer). (c)
The optical setup for calibration and characterization of the device.
The upstream polarizer has azimuth γ, and the upstream QWP has
azimuth ε.
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the 2ω part. Using this fact, one can easily determine the degree of linear or
circular polarization of the light without knowing the phase of the signal, as in
the implementation by Bobach et al. [144]. However, to measure the complete
Stokes vector of the light, the components C and D must be separated, and thus
the phase offset of the signal (φ) must be known [143, 145, 147].
The angle φ determines the position of the FA of the QWP at the beginning
of each period of rotation. In principal, the signal may be analyzed and the
Stokes vector determined for any choice of analyzer angle α and phase angle φ
[145]. However, situations where the analyzer does not lie in the desired measurement basis (α 6= 0, π/2), or the QWP FA is not parallel or perpendicular to
the analyzer at the start of a new period (|α − φ| 6= 0, π/2), lead to unnecessary
complications in Eq. (4.4) and the subsequent Fourier analysis. Thus, we will
limit ourselves to cases where α = 0, π/2 and |α − φ| = 0, π/2. The remaining
choices of analyzer angle α and QWP trigger angle φ, of which there are four, affect the signs in Eq. (4.4). For α = φ = 0, Eq. 4.4 is the result, while for the choice
α = 0, φ = π/2 the second term becomes negative and the equation matches
those found in [147] and [148]. In our current implementation we chose the case
of Eq. (4.4) where α = φ = 0.

4.3

Device Description

Figure 4.1(b) shows a 3-D image of our experimental measurement apparatus
(see Sec. D.1 for details about construction). As in the previous implementation
by Bobach et al. [144] we mount the QWP on a model airplane motor with a
hollow axle, which allows light to pass through the axle to the analyzer and
detector. The device constructed by Bobach et al. [144] is only able to measure
the degree of linearity vs. circularity of the light. To improve the functionality
of our device we construct a trigger system similar to the encoder wheel system
used by Arnoldt [147]. Attached to the rotating part of the motor we place a
thin, circular metal timing disk with a slit cut out near the edge and a hole in the
center. A photo-interrupter is positioned around the timing disk and produces
a high signal each time the small slit passes through. The combination of the
timing disk and the photo-interrupter serves as a trigger for the start of each
period of rotation of the QWP.
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Achieving the desired angle of the QWP FA when the trigger fires (φ = 0)
requires a small amount of calibration of the device. For a known X-polarized
input (S = [1, 1, 0, 0]), the longitude angle of the Stokes vector on the Poincaré
sphere, 2ψ = arctan(S2 /S1 ), should be zero. We use the measured longitude as
feedback for the calibration. The photo-interrupter is attached to a small piece
of breadboard, which is secured to the vertical arm of the mount with two rubber bands. This arrangement allows for the photo-interrupter to move up and
down. Shifting the position of the photo-interrupter up and down is analogous
to changing the phase offset φ, as the position of the photo-interrupter determines when the signal from the photo-interrupter will be high (i.e. the trigger
fires). For X-polarized input light, setting the angle 2ψ = (0 ± 1)◦ by changing
the position of the photo-interrupter thus calibrates the device to the desired
case of φ = 0 (see Sec. D.2 for procedure details).
The voltage signals from the photodiode and the photo-interrupter are sent
to a small circuit board containing an Arduino Pro microcontroller for signal
processing and analysis. The Arduino performs the fast Fourier transform (FFT),
calculates the Stokes vector components, and displays the results on a small liquid crystal display (LCD). The Arduino can be connected to a computer via a
USB Serial connection to store time series of Stokes vectors, which allows expanded functionality for various applications. For example, we use the device
to calibrate a sequential pair of LCVRs. The circuit diagram, the Arduino code,
and an example of LCVR calibration are included in the appendix Secs. B and D.
The circuit diagram includes connections to power the motor with an electronic
speed controller (ESC) and servo tester. The Arduino eliminates the need for
expensive analysis components such as a lock-in amplifier [143] or digital oscilloscope [147].
The measurement head of the polarimeter shown in Fig. 4.1(b) measures
about 7 × 9 × 7 cm, and is conveniently mounted on a single standard optical post. The analysis part of the device containing the Arduino controller and
circuit are housed in a small plastic box measuring 16 × 16 × 4 cm. The two
parts are connected by a single D-sub cable ∼3 m in length. Note that due to the
pulse-width modulated current in the motor signal, it is necessary to isolate the
motor wires from the rest of the wires in the cable to prevent electromagnetic
interference. The setup is compact and can be easily placed anywhere on an
optical table using a standard post holder.

4.4. Discussion

4.4
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Discussion

Accurate calibration and characterization of the device necessitates the production of known polarizations. To produce known polarization requires calibrated
optics, which we obtain using a simplified version of the RLB method [145, 153],
which uses rotation about the vertical axis of a mounting post for alignment of
the azimuth of an optic to the vertical or horizontal axis. A 180◦ rotation of an
optic around the vertical axis has no effect on the transmitted light intensity if
the axis (FA or TA) is aligned either horizontally or vertical. Therefore, iterated
vertical rotations combined with rotation of the optic in its mount lead to calibration of either the transmission axis of a polarizer or the fast axis of a wave plate.
This method has the benefit of not relying on an already calibrated polarization
optic as reference. An explicit description can be found in Appendix. C.
In principle, circularly polarized light can be produced with a polarizer and
a QWP. In practice, however, the retardance δ of a QWP depends on the wavelength λ of the light. Thus, we measure the retardance as a function of wavelength using the method of Wang et al. [154, 155] for two QWPs: one zero-order
wave plate with nominal retardance λ/4 at 915 nm, and one broadband wave
plate with a specified operating range of 600-1200 nm. These data are shown
in Fig. 4.2. The retardance of the zero-order wave plate has a linear dependence near λ = 915 nm, and is measured to be truly quarter-wave (δ = π/2)
at λ = 912.9340 nm. This enables production of circularly polarized light at

F IGURE 4.2: Quarter-wave plate (QWP) retardance measurements
in a range around 915 nm for two QWPs: zero-order at 915 nm
(blue), and broadband 600-1200 nm (red). The horizontal gray line
represents the retardance value for an ideal QWP of δ = π/2 ≈
1.57 rad.
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this wavelength. The retardance of the broadband wave plate has little dependence on wavelength over a 30 nm range around 915 nm, and we measure
δ = (0.5167 ± 0.0008)π over that range. We use the broadband QWP in the
polarimeter and use Eq. 4.5 to compensate for the imperfect retardance. This
enables accurate measurements over a range of wavelengths fully covering our
specific experimental application. This range could be expanded by measuring
the retardance of the broadband QWP over a larger range and implementing
wavelength selection within the Arduino software.
Figure 4.1(c) shows the optical setup used to evaluate the performance of
the polarimeter. A calibrated linear polarizer at angle γ and the calibrated zeroorder QWP at angle ε are placed upstream of the polarimeter to produce varying
input polarizations. For all measurements described below, the wavelength of
the input laser light was 912.9340 nm, corresponding to the measured λ/4 value
of the zero-order QWP. Figure 4.3(a) shows the voltage signal output by the
photodiode and the trigger signal generated by the photo-interrupter for four
input polarizations. Each case is labeled with the input polarization and the
angles γ and ε used to produce it. For the X and Y inputs, the QWP was not in the
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F IGURE 4.3: (a) Measured photodiode voltage (points) and trigger signal (line), (b) FFT magnitude and phase, and (c) calculated
Stokes vectors for four input polarizations: X, Y, R, and L. The angular orientations of the upstream optics are noted in (a), with γ
the angle of the polarizer and ε the angle of the zero-order QWP.
These data were taken at a wavelength of 912.9340 nm, the measured λ/4 value of the upstream QWP.
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optical path. Figure 4.3(b) shows the calculated FFT magnitude and phase for
the photodiode signal; note that the magnitude is plotted on a logarithmic scale.
The linear cases (X, Y) show large 4ω components and the circular cases (R, L)
show large 2ω components, both as expected. The phase of the 4ω component
for X is near 0, while for Y it is near −π. The same π phase difference can be seen
between the 2ω components of the circular cases (R, L). This shows explicitly
how these polarizations are indistinguishable from each other without access to
the phase information supplied by the photo-interrupter. Figure 4.3(c) shows
the calculated Stokes vector for each polarization. Note that we omit S0 in the
vector here as it is simply used to normalize the other components. The values
are rounded in congruence with their appearance on our LCD. In each case,
every component of the measured Stokes vector is within 1% of the expected
value.
The Stokes vectors measured and reported in Fig. 4.3(c) show that the device is working properly for those specific input polarizations. To fully evaluate the device for all input polarizations we rotate the angles of our upstream
optics (see Fig. 4.1(c)) and compare the measured angles of the Stokes vector
on the Poincaré sphere with those expected. To evaluate linear polarizations
we omit the zero-order QWP and rotate the polarizer angle γ while measuring
the deviation from the expected value of the longitude angle 2ψ defined previously. These data are shown in Fig. 4.4(a) with the mean of the data shown as
a dashed red line and ±1 standard deviation from the mean shown as a shaded
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F IGURE 4.4: Deviation from expected value for (a) the longitude
angle 2ψ and (b) the elevation angle 2χ of the Stokes vector, when
the upstream optics are rotated. In (a) the polarizer angle γ is rotated; in (b) the zero-order QWP angle ε is rotated. The dashed red
line is the mean of the data, and the shaded region is ±1 standard
deviation from the mean.
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region. The standard deviation is 0.41◦ and the mean is 0.18◦ , which is within
half a standard deviation from zero. To evaluate linear, circular, and elliptical
polarizations all in tandem we leave the polarizer at γ = 0◦ while rotating the
zero-order QWP angle ε and measuring
the
q deviation
 from the expected value


of the elevation angle 2χ = arctan S3 / S12 + S22 . These data are shown in
Fig. 4.4(b), with the same representation of the mean and standard deviation.
Here we obtain a standard deviation of 0.23◦ and a mean of 0.11◦ , again within
half a standard deviation from zero. Note the difference in the uncertainties of
the individual measurements of the two angles (i.e., the error bars in Fig. 4.4).
We attribute this difference to the differing dependencies of the angles on the
frequency components of the intensity signal defined in Eqs. 4.4 and 4.5. Specifically, the longitude angle 2ψ depends on the complex phase of the 4ω component, while the elevation angle 2χ depends on the relative magnitudes of the 2ω
and 4ω components, which is more stable. The mean and standard deviation
values measured here show quantitatively that the accuracy of the polarimeter
is near that of commercially available devices. For example, the PAX1000 series
of polarimeter from Thorlabs has a specified accuracy of ±0.25◦ .

4.5

Conclusions

We report a self-contained polarimeter capable of fully characterizing the Stokes
vector to within one degree on the Poincaré sphere. Our device provides accuracy comparable to the leading commercial devices for a fraction of the cost
with smaller size and greater ease of use compared to previous non-commercial
realizations [143–148]. By using a photo-interrupter as a trigger and an Arduino
microcontroller to perform the analysis, we provide a compact, user-friendly,
and cost effective way to quickly and accurately measure and record the polarization of collimated light.
In the context of the dissertation as a whole, this device provides the necessary capabilities in measurement of the polarization state of a laser beam. This
allows production of known polarizations and calibration of polarization optical elements, as discussed in Sec. 3.1. The device also enables a quick and almost
entirely automated way of calibrating a pair of LCVRs for detection polarization
control, as outlined in Appendix B.
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Spin-selective AC Stark shifts on
Charged Quantum Dots
This chapter describes the measurements performed demonstrating record large
AC Stark shifts in a single negatively charged QD. These experiments use the
techniques and setup described in Sec. 3.1. This includes extensive use of resonant photoluminescence excitation (RPLE) spectroscopy, along with the optical
filtering scheme using volume Bragg gratings (VBGs) which is employed for all
measurements. Several phenomena that emerge from the presence of the highpower AC Stark laser in the system are investigated, including dynamic nuclear
polarization (DNP). The AC Stark shifts measured here have many promising
applications in quantum computing, communication, and network protocols.
The work detailing record large AC Stark shifts was published by Wilkinson
et al. in Applied Physics Letters in 2019 [156], and the followup investigation
into some of the emergent dynamics was published by Wilkinson et al. in proceedings of the SPIE Quantum Nanophotonic Materials, Devices, and Systems
in 2019 [157].

5.1

Motivation

Quantum confined spins are regarded as potential candidates for quantum information applications [38, 158, 159]. The spin eigenstates could act as the two
states of a qubit, and they can be manipulated and measured by magnetic and
optical fields. In an epitaxially grown quantum dot (QD), the Zeeman splitting
due to an external magnetic field is commonly used to control the selection rules
of the optical transitions, and lasers can then control the spin in a variety of ways
[43]. Depending on the magnetic field orientation the spin can be initialized
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[44, 58], coherently manipulated [42, 45, 59], or measured via fluorescence [160].
Unfortunately, the magnetic field orientations necessary for coherent manipulation and measurement are orthogonal. Coherent manipulation requires a field
transverse to the growth direction (Voigt configuration), while fluorescent measurement requires a field along the growth direction (Faraday configuration).
The Voigt configuration lacks cycling transitions that preserve the spin [43, 58],
which makes single-shot measurement of the spin state nearly impossible. The
Faraday configuration lacks allowed optical transitions that link the spin manifolds [43], which precludes universal coherent optical manipulation of the spin
orientation.
A potential solution for this impasse is to use the AC Stark effect to adjust
the energy levels of the QD [37]. A strong, circularly polarized, far-detuned
laser could apply a spin-selective energy shift. If this shift is significantly larger
than the Zeeman splitting in a Voigt configuration, the system will convert to
a pseudo-Faraday configuration [60], where the energy structure, eigenstates,
and polarization selection rules are similar to those caused by a longitudinal
magnetic field. The same reconfiguration could be accomplished in the field
due to the local nuclear spins in the QD [45]. The reconfiguration depends on
the power of the laser field, so it is reversible and it can be applied or removed
rapidly over a few nanoseconds. That would allow switching between manipulation and measurement of an electron spin.
Here we experimentally demonstrate spin-selective AC Stark shifts applied
to a charged QD in zero magnetic field. The transition frequency of one spin
manifold shifts by more than 20 GHz, which is much larger than the 0.5 GHz
linewidth, while the other transition is not shifted by the AC Stark effect. The
polarization, power, and detuning of the laser causing the AC Stark effect determine the shifts of the transitions. Linear polarization shifts both transitions
equally, while circular polarization shifts only one of them. Red-detuning of the
laser causes a blue-shift of the transition, while blue-detuning causes a red-shift.
In addition to the AC Stark shift, we observe another energy shift caused by
dynamic polarization of the nuclear spins of the atoms comprising the QD. The
direction of the nuclear polarization is determined by the polarization of the AC
Stark laser.
Sec. 3.1 overviews the experimental setup and techniques used in these experiments.

5.2. Background and Theory

5.2
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Background and Theory

As outlined in Sec. 2.1, the energy structure of a negatively charged QD has
four energy levels as shown in Fig. 5.1(a). The two lower levels are the spin
projection eigenstates of a single trapped electron. The two upper states are
the spin eigenstates of a negative trion: two electrons in a singlet state and one
heavy hole [43]. Without an external magnetic field, there are two transitions
allowed by conservation of angular momentum: one between the spin-up states,
which form the spin-up manifold; and one between the spin-down states, which
form the spin-down manifold. These are spin-preserving cycling transitions in
that a cycle of excitation and spontaneous emission returns the system to the
same spin state in which it started. The cycling transitions are labeled σ+ or σ−
by the angular momentum gained by the QD during excitation: ±1, measured
along the growth direction. They correspond to circular polarization of the light.
As discussed in Sec. 2.3, the AC Stark shift occurs when a far off-resonant
laser is applied to a transition in the regime where the magnitude of the detuning, ∆ = ωlaser − ωQD , is much greater than the Rabi frequency of the interaction,
Ω = d~ · ~E [60], where d~ is the electric dipole moment of the transition and ~E is
the electric field of the laser. In that case, the excited states are only weakly popΩ1
, and both the ground and excited states involved in the
ulated to a degree 2∆
2
transition are shifted in opposite directions by Ω
4∆ . The different power dependencies of the excited state population and the resonance shift mean that if Ω is
1 Explicitly Ω is the quantum probability
2∆
Ω
|↑↓⇑i induced by the AC Stark
|↑i = |↑i + 2∆

(a)

↿⇂, ⇑
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Ω 2
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F IGURE 5.1: Charged quantum dot energy levels and allowed transitions for zero magnetic field and (a) no AC Stark laser, (b) a reddetuned, linearly polarized AC Stark laser, and (c) a red-detuned,
σ− polarized AC Stark laser. ∆ is the detuning of the AC Stark
laser from the QD resonance, and δAC is the induced AC Stark shift
of the σ− transition.
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large and ∆  Ω, then the shift can be large even while the excited population
Ω2
,
is small. The shifts of both states move the resonance frequency by δAC = −2∆
which is the AC Stark shift we measure in the excitation spectra below. When
the laser is red-detuned (∆ < 0) the AC Stark effect causes a blue-shift; when
the laser is blue-detuned (∆ > 0) it causes a red-shift. Figure 5.1(b) shows the
expected AC Stark shifts for a red-detuned, linearly polarized laser. Both spin
manifolds are affected because linear polarization is a superposition of σ+ and
σ− light. Figure 5.1(c) shows the expected AC Stark shifts for a red-detuned, σ−
polarized laser. Only the co-polarized (σ− ) spin manifold is shifted by the AC
Stark effect, as the transition dipole of the other (σ+ ) spin manifold is orthogonal to the incident laser light, i.e. Ω+ = d~+ · ~E = 0. Thus for equivalent laser
detuning and power, the shift for circular light is twice the magnitude of that for
linear.

5.3
5.3.1

Results and Discussion
Excitation Spectra

We measured the resonant excitation spectrum of the QD in zero external magnetic field without the AC Stark laser to obtain a reference against which to
compare the spectra under the influence of the AC Stark laser. The reference
spectrum is shown in Fig. 5.2(a) and zero detuning of the resonant laser (δ = 0)
is defined as 323076 GHz, which is the center frequency of the emission peak.
There are two degenerate transitions with linewidths of 0.48 GHz in the reference spectrum, one for each spin manifold. We then measured excitation spectra while applying a linearly or circularly polarized AC Stark laser with a reddetuning of ∆/2π = −1000 GHz and a power density of 77.3 kW/cm2 (total
power 2.38 mW). The linear polarization shifts both transitions equally so they
remain degenerate, as shown in Fig. 5.2(b). The circular polarization shifts one
transition to higher energy by a large amount while the other transition remains
near the reference frequency, as shown in Fig. 5.2(c). The lower-energy transition is actually red-shifted and broadened slightly due to interactions with the
partially polarized nuclear spin ensemble of the atoms comprising the QD. This
is called the Overhauser shift and is explained in greater detail below. Note that

5.3. Results and Discussion
5.0

65

(a)

Reference

(b)

Linear Polarization

(c)

Circular Polarization

Intensity (arb. units)

2.5
0
2
1
0
2
1
0
-4

0

4

8

12

16

Detuning /2 (GHz)

F IGURE 5.2: Excitation spectra as functions of the resonant laser
detuning, δ. (a) Reference spectrum with no AC Stark laser. (b)
Spectrum with linearly polarized (πy ) AC Stark laser. (c) Spectrum
with circularly polarized (σ− ) AC Stark laser. For these measurements, the detection polarization was linear (π x ), the detuning of
the AC Stark laser was ∆/2π = −1000 GHz, and the power density was 77.3 kW/cm2 (2.38 mW).

the non-constant background seen in Figs. 5.2(b,c) is due to a small amount of
fluorescence from a different nearby QD.

5.3.2

Red- and Blue-Detunings

Figure 5.3 shows the center frequencies of the peaks in the excitation spectra as
functions of the AC Stark laser power density. The power densities were calculated by dividing the power applied to the sample by the area of the focused
beam on the sample surface. The frequency shifts for both linear and circular polarization can be seen for both red- and blue-detuning of the AC Stark
laser. All the shifts are linear in the power density of the AC Stark laser, as expected, because Ω2 ∝ power. For linear polarization and red-detuning of the AC
Stark laser, both transitions are shifted to higher frequency by the same amount;
for blue-detuning both are shifted to lower frequency. For circular polarization
and red-detuning, one transition is shifted to higher frequency by the combination of AC Stark effect and Overhauser field, while the other is shifted to
lower frequency by the Overhauser field alone. For blue-detuning, both transitions are shifted to lower frequency, one by just the Overhauser field (as with
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F IGURE 5.3: Frequency shifts of excitation spectra peaks as functions of the AC Stark laser power for red- or blue-detuning
(∆/2π = ±1000 GHz), and linear or circular polarization.

red-detuning) and one by the combination of the AC Stark effect and the Overhauser field whose shifts are in opposition. Thus a blue-detuned AC Stark laser
does not shift the affected spin manifold by as much as a red-detuned AC Stark
laser. Regardless of the sign of the detuning of the AC Stark laser, the Overhauser shifts are in the same direction by the same amount. That is conclusive
evidence that the observed shift is not due directly to the AC Stark effect, whose
polarity would change sign with the detuning. The direction of the shift is consistent with the Overhauser effect expected due to dynamic nuclear polarization
caused by electron spin pumping. However, we cannot rule out the possibility of other mechanisms, such as absorption by the tail of the wetting layer and
subsequent trapping of spin-polarized carriers by the QD.

5.3.3

Dynamic Nuclear Polarization

Figure 5.2(c) shows the excitation spectrum with a σ− AC Stark laser applied.
In this case the σ− (σ+ ) transition is blue- (red-) shifted from the reference frequency. The difference in the peak heights seen here means that the trapped
electron has a non-zero time-averaged spin polarization, which increases fluorescence from the σ+ transition. This implies that the electron spin is being
pumped into the spin-up manifold. The exact mechanism of this spin pumping
is not known at this time, but will be the subject of future investigations. We note

5.3. Results and Discussion
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that it is likely not due to the forbidden transition downward from the |↑↓, ⇓i
trion state being weakly populated by the AC Stark laser, as the magnitude of
the Overhauser shift seen in Fig. 5.3 is the same for both red- and blue-detuning.
If this forbidden transition were the source of spin pumping we would expect
to see a larger Overhauser shift with blue-detuning due to the incoherent excitation of the trion state via phonon coupling, as mentioned earlier. One possibility
for the spin pumping mechanism is a process similar to that in Ref. [161] where
excitation of a forbidden transition is accompanied by a simultaneous spin flip
of the electron and one of the nuclear spins. In this case the forbidden transition might be off-resonantly excited by the strong AC Stark laser. This process
would result in the trapped electron spin being pumped into the spin-up manifold, consistent with the difference in the peak heights of Fig. 5.2(c).
Figure 5.4(a) shows a a spatial diagram of a QD including the trapped electron and some nuclear spins. The time-averaged electron spin polarization is
transferred to the nuclear spins by the contact hyperfine interaction [162]. The
(a)

(b)

Laser

Knight Field Be
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Emission

Hyperfine
Interaction

Nuclei
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Field Bn

F IGURE 5.4: (a) Spatial diagram of a QD showing nuclear spins and
the trapped electron spin. The small orange arrows represent nuclear spins, the central black arrow represents the spin of a trapped
electron, and the large orange arrow the Overhauser field induced
by the polarized nuclear spins. (b) Process of dynamic nuclear polarization (DNP).
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result is that the nuclear spin ensemble acquires a non-zero time- and ensembleaveraged polarization in the +z direction: h Iz i > 0. This average polarization
leads to an overall magnetic field known as the Overhauser field, and represented in Fig. 5.4(a) by the large orange arrow. The polarization of the nuclear
spins causes an Overhauser shift of the electron spin-states, which shifts the frequencies of the two optical transitions. This process is referred to as dynamic
nuclear polarization, and an overview is shown in Fig. 5.4. The spin-down (-up)
electron state |↓i (|↑i) is shifted to lower (higher) energies, leading to an overall
blue- (red-) shift of the σ− (σ+ ) transition. The hole states remain un-shifted, as
the hyperfine interaction is suppressed due to the p orbital symmetry of the top
of the valence band [44]. Note that the directions of the Overhauser shifts depend only on the polarization of the AC Stark laser—not its detuning—whereas
the AC Stark shifts depend on both the detuning and polarization of the laser.
With a red-detuned, circularly polarized AC Stark laser, the Overhauser shift of
the higher-frequency transition is in the same direction as the AC Stark shift,
while the lower-frequency transition is shifted to lower frequency. With a bluedetuned AC Stark laser of the same polarization, the Overhauser shift is in the
opposite direction from the AC Stark shift. In both cases, the transition unaffected by the AC Stark shift is shifted to lower frequency by the Overhauser
shift. The magnitude of the Overhauser shifts observed here in the range of 0.10.5 GHz are comparable to those previously seen in the literature [161, 163–167],
and likely correspond to a degree of nuclear polarization of ∼ 1 − 10% [163–
165].

5.3.4

Spin-Selective Polarization Control

We can change the degree to which each transition shifts by changing the polarization of the AC Stark laser. Figure 5.5 shows the peak center frequencies
as a function of the polarization of the AC Stark laser. For these measurements the laser power density was 84.4 kW/cm2 and it was red-detuned with
∆/2π = −1000 GHz. For each AC Stark laser polarization, two excitation spectra were recorded, one with σ− detection and one with σ+ detection. The detection polarization in turn determines which transition energy was measured. For
linear laser polarization the transitions are nearly degenerate and blue-shifted

5.3. Results and Discussion
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F IGURE 5.5: Frequency shifts of excitation spectra peaks as a function of AC Stark laser polarization using orthogonal circular detection polarizations. The detuning of the AC Stark laser was
∆/2π = −1000 GHz and the power density was 84.4 kW/cm2 for
these measurements.

from the reference frequency, as expected. As the laser becomes elliptically polarized the transitions split because the AC Stark effect influences them differently (recall that Ω± = d~± · ~E), which also causes electron spin pumping. The
polarization of the electron spin causes dynamic nuclear polarization, and the
Overhauser shift occurs. This is most obvious for circular polarization where
the splitting is largest. In this case the lower-frequency transition is red-shifted
by the Overhauser effect to below the reference frequency. The occurrence of
the maximum splitting under circular polarization implies that the transition
dipoles are highly circularly polarized. We have confirmed this with a calculation for the degree of circular polarization for the σ− (σ+ ) transition of 0.963
(0.955).

5.3.5

Low-Power AC Stark Regime

Lines of best fit for the data shown in Fig. 5.3 do not intersect zero AC Stark shift
at zero applied AC Stark laser power. This indicates that the observed behavior
is not well characterized by a linear relationship for all powers, i.e. there are two
regimes: high power where the shift dependence on power is linear as expected,
and low power where multiple processes may be competing to cause non-linear
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F IGURE 5.6: Low power frequency shifts of the Overhauser shifted
(σ+ ) peak as a function of AC Stark laser power density. The red
circles (blue squares) are for detuning ∆/2π = 1000 (∆/2π = 500)
GHz, and a circularly (σ− ) polarized AC Stark laser.

dependence. All previous data and discussion has been concerning the linear
high power regime. In this section we will discuss the low power regime.
Figure 5.6 shows the center frequencies of only the Overhauser-shifted (σ+ )
peak as a function of the AC Stark laser power density for two values of detuning ∆, and a single circular (σ− ) polarization (of the AC Stark laser). The
Overhauser-shifted peak provides a means to isolate the Overhauser shift from
the AC Stark shift as the AC Stark laser has no direct interaction with this transition. Note that the AC Stark laser power densities used here are approximately
an order of magnitude less than those in Fig. 5.3. The black dashed-dotted line
indicates the qualitative (defined simply by inspection) cutoff for where the behavior is no longer linear (Pcutoff = 4.2 kW/cm2 ). The red (blue) dashed lines
are linear fits for all data points to the right of the defined cutoff power with a
detuning of ∆/2π = 1000 (∆/2π = 500) GHz. These fits show explicitly how
the trend from the linear (high power) regime does not intersect zero shift at
zero applied power. At power densities lower than the cutoff an oscillatory behavior between the two different detunings can be seen. This implies that the
Overhauser shift, and therefore the electron spin pumping caused by the AC
Stark laser has dependence on detuning, which is to be expected. Further investigations into the low power regime (more detunings and powers) will provide
more insight into the nature of the mechanism causing the observed DNP.
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Linewidth Analysis

The full-width half-max linewidth (FWHM) of an optically active atomic or QD
transition provides information about any processes that broaden the line from
its transform-limited value. Thus to further characterize the nature of the Overhauser shift induced by DNP we perform an analysis on the linewidths of the
QD transitions. In this case rather than comparing against the transform limited
value, we compare AC Stark scans to reference scans where there is no AC Stark
laser present. We perform this analysis for a red-detuned (∆/2π = 1000 GHz)
AC Stark laser, i.e. all of the peaks represented by the red points in Fig. 5.3. Figures 5.7(a) and 5.7(b) show these linewidths for a circularly (σ− ) polarized, and
linearly (πy ) polarized AC Stark laser, respectively. The black dotted line shows
the mean of the linewidths for all reference scans, while the gray shaded area indicates ±1 standard deviation from the mean. There are two sets of data points
when the AC Stark laser is circularly polarized because the two transitions are
split, with one blue-shifted by the AC Stark laser and the other red-shifted by
the Overhauser effect. There is only one set for the linear case as the transitions
remain degenerate, and both are blue-shifted (Figs. 5.1 and 5.2). The color of the
data points corresponds to the direction in which the transition is shifted.
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F IGURE 5.7: QD transition linewidths as functions of AC Stark
laser power density for red-detuning (∆/2π = 1000 GHz), with
(a) σ− and (b) πy polarizations. Contributions to the line broadening for laser-induced dephasing and nuclear spin fluctuations are
indicated by the blue and red shaded regions, respectively. Blue
points represent a blue-shifted transition, and red points represent
a red-shift.
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In general, there are many processes that may change the linewidth of the
transition from the reference value when the AC Stark laser is applied. This
high-power AC Stark laser introduces a strong oscillating electric field to the
local environment surrounding the QD, which likely changes the effective local charge density in a time-dependent manner. This time-dependent charge
density may induce spectral diffusion and broaden the line by changing the occupation of defects that act as charge traps [96, 168–170], or by affecting charge
buildup at material interfaces [109], as two possible examples. However, these
processes likely result in effects that are small compared to those resulting from
laser-induced dephasing2 and changes in nuclear spin bath fluctuations. Therefore, we consider here only laser-induced dephasing and nuclear spin noise induced by the application of the AC Stark laser.
Laser-induced dephasing is a coherent effect caused by the AC Stark laser
that broadens the linewidth [172, 174]. The presence of the AC Stark laser can
also affect the nuclear spin environment of the atoms that make up the QD,
which in turn affects the linewidth of the transition. Nuclear spin noise is akin
to spectral diffusion and is therefore a stochastic process, whereas laser-induced
dephasing is a coherent effect. This key difference between the two processes
allows us to isolate the effect of each on the transition linewidths. As a coherent effect, laser-induced dephasing depends directly on the Rabi frequency of
the interaction, Ω± = d~± · ~E. In the case of the DNP-shifted peak (σ+ ) under
an oppositely (σ− ) polarized AC Stark laser the Rabi frequency is exactly zero
as the dipole moment of the transition and the electric field polarization are orthogonal, explicitly this reads Ω+ = d~+ · ~E− = 0. Thus the red dots in Fig. 5.7(a)
can only be influenced by a change in nuclear spin fluctuations, as indicated
on the plot by the red shaded region below the linear fit of the points. Subtracting the nuclear spin noise from the AC Stark shifted peak (σ− ) reveals the
portion of line broadening induced by the laser-induced dephasing. Because
linear polarization is a superposition of equal parts σ+ and σ− light, the Rabi
frequency for each transition under linear AC Stark should be half as much as
that for the circularly polarized case. Other than this key difference the effect is
exactly equivalent to the circular. Therefore we plot in Fig. 5.7(b) half the measured laser-induced dephasing from the circular case. Subtraction yields the
2 This

effect is often referred to as excitation induced dephasing (EID) [171–173]. However,
Ω
the AC Stark laser only excites the states to a small degree 2∆
, so we replace "excitation" with
"laser" for this specific context.

5.4. Conclusions
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F IGURE 5.8: Schematic illustrating the difference in nuclear spin
noise for the reference, linear, and circular.

corresponding nuclear spin fluctuations for a linear AC Stark laser.
Figure 5.7 shows that the nuclear spin fluctuations are much larger under a
linearly (πy ) polarized AC Stark laser than for a circularly (σ− ) polarized laser,
and in both cases the fluctuations are larger than for the reference when no
AC Stark laser is applied. Figure 5.8 illustrates these differences on a nuclear
spin polarization axis. The reference scan has the narrowest distribution, and
is centered at zero nuclear spin polarization. The polarization remains centered
around zero for a linear AC Stark laser, however the distribution of the ensemble is significantly broadened from the reference. Under circular polarization the
distribution is no longer centered at zero because the nuclear spin bath becomes
partially polarized via DNP, as indicated on the schematic by the red arrow labeled DNP. In this case the width of the distribution is less than the linear case,
but still larger than for the reference spectrum. It is also possible that this distribution is asymmetric. This implies that polarizing the nuclear spin ensemble
via a circularly polarized AC Stark laser reduces fluctuations in comparison to a
linearly polarized laser.

5.4

Conclusions

We have demonstrated that spin-selective AC Stark shifts can be induced in a
charged quantum dot using a strong, circularly polarized, far-detuned laser. We
achieved a maximum splitting of approximately 20 GHz between the two spinpreserving transitions, which is large compared to the optical linewidth of about
0.5 GHz. The magnitude of the shift is in practice limited only by the amount of
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laser power that can be delivered to the QD while still discriminating the scattering from the fluorescence. We have optimized the efficiency of the optical
path and the focus of the laser beam to maximize the shift achieved in this particular realization. The laser causing the shifts is red-detuned far enough that
on its own it does not produce sufficient fluorescence to be measured above the
noise background. However, the observed difference in peak heights implies
that the AC Stark laser causes pumping of the electron spin. The electron spin
polarization in turn causes nuclear polarization and an Overhauser field along
the growth direction. Low power scans show that the shift dependence on AC
Stark power is not linear for all powers and depends on the detuning. Analysis of the transition linewidths reveals larger nuclear spin noise for a linearly
polarized AC Stark laser than for a circularly polarized AC Stark laser.
The AC Stark shift achieved here is in principle sufficient to change the selection rules from the Voigt configuration of a small in-plane magnetic field to
a pseudo-Faraday configuration with spin-preserving cycling transitions [60].
The capability to rapidly and coherently reconfigure the energy structure and
polarization selection rules of a charged QD enables a number of innovative
measurements. For example, it would allow measurements of electron and nuclear spin properties in zero magnetic field. It is also possible that the enhanced
spin state splitting caused by the effect could protect the electron spin from magnetically induced dephasing [175]. In a larger context, the capability of switching between Voigt and Faraday configurations will allow the quantum optics
research community to investigate more complex control and manipulation sequences for single-qubit operations. Some potential applications for this have
already been proposed and include generation of a cluster state [176], quantum
repeaters [177], and control of the dark exciton occupation [178].
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Summary and Outlook
In this dissertation, I have presented several accomplishments in characterizing and coherently manipulating the energy level structure of self-assembled
semiconductor QDs. Demonstration of record large AC Stark shifts to the energy level structure of a single negatively charged InGaAs QD was presented.
Some of the dynamics that emerged from application of the high-power AC
Stark laser to the system such as dynamic nuclear polarization, and low-power
behavior were investigated as well. This work was facilitated by the construction of a rotating-waveplate polarimeter device to accurately measure the polarization state of a laser beam, along with the design of a novel optical filtering
scheme using volume Bragg gratings (VBGs). Additionally, a method of automated spectroscopy of single QDs has been shown to work at a proof-of-concept
level. These achievements will enable useful future applications in the long-term
dream of using QDs as a node in real-world quantum networks.
In Sec. 3.2 I overviewed the development of an automated spectroscopy
program to characterize the properties of many individual QDs. Photoluminescence (PL) from single QDs can be automatically coupled into a single
mode fiber for spectroscopy. The most efficient sampling path between all dots
of interest is calculated using a traveling salesman genetic algorithm. Highresolution emission spectra are acquired using a scanning Fabry-Perot (SFP)
in tandem with a spectrometer. The signal to noise ration (SNR) of the emission spectra is poor due to the low transmission efficiency of the SFP. Use of
a virtually imaged phased array [137, 138] in combination with a spectrometer
should enable acquisition of emission spectra with a far superior SNR. Overall,
this work shows at a proof-of-principle level that high-resolution emission spectra can be automatically measured for many QDs in one field of view (FOV).
Appendix A describes an automatic image focusing method that will be used
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in combination with feature recognition to expand the sampling area to many
FOVs.
In chapter 4 I described the operating principle, design, construction, and
evaluation of a rotating-waveplate polarimeter device to measure the polarization state of a laser beam. The device employs an Arduino microcontroller to
perform the Fourier transform of the detected intensity signal from a photodiode after a rotating quarter-wave plate in front of a linear polarizer. The device
measures the Stokes vector and Poincaré sphere angles with accuracy comparable to that of commercially available devices. This device has large applicability
in any optics lab and has seen widespread use in our lab, as outlined throughout
the dissertation.
In Sec. 3.1 I overviewed the novel filtering scheme used to discriminate the
strong AC Stark laser from the weak QD PL. This scheme utilized VBGs and
enabled the experiments I presented in chapter 5 showing record large AC Stark
shifts in a charged QD. The induced AC Stark shifts allow for a spin-selective
and rapid reconfiguration of the energy level structure of a QD. In principle,
this reconfiguration allows for a single-shot readout of a single electron spin
trapped in a QD under a small applied transverse magnetic field [60]. The technique of manipulating the energy levels of a QD with the AC Stark shift can also
potentially make feasible many of other useful protocols including generation
of a cluster state [176], quantum repeaters [177], and control of the dark exciton
occupation [178].
The work presented here on characterization and manipulation of the energy level structure of single semiconductor QDs serves as the first step on the
way towards many potentially fruitful long term goals. Automatic spectroscopic
characterization of many QDs will increase the efficiency and throughput of device fabrication. Rapid energy level reconfiguration via spin-selective AC Stark
shifts applied to a QD can enable a multitude of schema relevant to quantum
communication, computing, and networking.
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Automatic Focusing of Imaging
System
The stack of piezo-actuated inertial translation stages used for movement of the
sample beneath the imaging system (Fig. 3.10) ideally provides independent
movement in each axis x, y, z. However, in practice a small amount is moved in
each of the two nominally "stationary" axes each time the third axis is targeted to
move. While this amount is small1 and insignificant over any single movement,
many movements and movements larger than one field of view (FOV) to other
regions of the sample will affect the z-axis position enough to defocus the image.
Left uncompensated, this effect would make sampling QDs from more than one
field of view intractable, and thus largely limit the amount of QDs that could
be sampled automatically. To remedy this effect an automatic-focusing routine
was developed based on image gradients. Figure A.1 shows the methodology
of this approach. Images are taken over a range of z-positions covering close to
double the depth of focus. For each image the QD positions are found and the
gradient of the fluorescence intensity in a 20×20 pixel grid around each dot is
calculated. The magnitude of the gradient is taken and then summed over the
20×20 grid to compute a "QD gradient sum". For each QD, the QD gradient
sum is plotted against the z-position of the image. An example of these data for
a subset of the QDs in the images are shown in the lower portion of Fig. A.1.
The gradient is indicative of the slope, or more colloquially the "sharpness", of
the image, and therefore a maximum of the gradient indicates the position of
optimal focus. The z-position of maximum gradient for each dot is found, and
averaging these together results in the focus position indicated by the red dotted vertical line in the plot. This method allows for the automatic focusing of
1 <1%

of the specified movement of the targeted axis.
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the image field assuming that the z-position starts reasonably close to the focus. This method combined with feature recognition will expand the automatic
spectroscopy capabilities outlined in Sec. 3.2 to upwards of 80 FOVs.
z = 3139.2 m

z = 3141.6 m

z = 3144.1 m

QD Gradient Sum

105
1.8
1.6
1.4
1.2
3139

3140

3141

3142

3143

z-Position ( m)

F IGURE A.1: Automatic focusing of image system methodology.
Each point-line color corresponds to an individual dot. Six QD gradients sums are show here, however more (usually around 15-20)
are used to compute the focus. For this example the focus is determined to be at z = 3.139.70 ± 0.73 µm.

3144
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Appendix B

Calibration of Liquid Crystal
Variable Retarders (LCVRs)
We use the computer interface enabled by the Arduino board of the polarimeter
device described in Chap. 4 to calibrate a pair of sequential LCVRs. As described
in Sec. 3.1 we use the LCVRs to make polarization-sensitive measurements of
fluorescence emitted by QDs. In the collection path between the sample and
the LCVRs there are many optical elements like mirrors and lenses that have
unintentional effects on the polarization. The result is that emission of a certain
polarization ends up with a different polarization when it reaches the LCVRs.
The purpose of this calibration procedure is to find settings of the LCVRs that
enable measurements equivalent to measuring the polarization at the location of
the sample. The optical setup for this calibration procedure is shown in Fig. B.1.

Polarimeter

Collection
Path
Optics

Y

D

LCVR2 LCVR1

CW laser
POL (X)

F IGURE B.1: Setup for calibration of the LCVRs using the polarimeter.

We direct a collimated beam backwards through our collection path to the
polarimeter, which is placed directly in front of the sample. The reversibility
of the effect of the polarization changes allows us to calibrate the LCVRs by
setting the LCVR voltage values such that the polarimeter measures the desired
polarization (X, Y, D, etc.). The desired polarizations can be specified by different
combinations of only two parameters of the Stokes vector in the Poincaré sphere:
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the longitude angle 2ψ and the elevation angle 2χ. These values are shown in
the Table B.1.
Polarization
X
Y
D
A
R
L

Longitude Angle (2ψ)
0
±π
π/2
−π/2

Elevation Angle (2χ)
0
0
0
0
π/2
−π/2

TABLE B.1: Poincaré sphere angles for the 6 polarizations used to
calibrate the LCVRs.
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The circular polarizations (R, L) can be fully specified by the elevation angle
alone, while the linear polarizations each require a certain value of longitude
angle and 0 elevation angle. To begin, we take an automated scan of the entire
voltage range of both LCVRs while recording the Stokes parameters via USB
serial interface between the polarimeter and a computer. Shown in Fig. B.2 are
intensity plots for both the longitude angle (2ψ) and elevation angle (2χ) for all
LCVR voltage space.

F IGURE B.2: Intensity plots for the longitude (2ψ) and elevation
(2χ) angles.

To find the voltage values corresponding to each polarization, we plot five
maps contour (Fig. B.3): one for each linear polarization and one for both circular polarizations. The linear polarizations have contours corresponding to the
longitude angle (2ψ) in Table B.11 and 0 elevation angle (2χ). While the circular
case requires only the elevation contours. To choose the voltages values for each
polarization the measured angles need to match those found in Table B.1. For
example, X polarization requires both angles be = 0, and we can see that there is
only one region where the blue dotted 2χ = 0 contour crosses through a shaded
red region of 2ψ = 0. The chosen voltage values are marked on each plot as dots
(crosses) for the linear (circular) cases. These values are chosen after a small bit
of manual optimization.

1 For these cases we actually plot regions around the specified values as the phase flip at ± π
leads to erroneous contours.
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F IGURE B.3: LCVR contour calibration maps.
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Appendix C

Calibrating the Azimuth of an Optic
to a Rotation Mount
Polarizer Calibration
Set up the optics in the following order:
1) Laser
2) Polarizer P1 (does not need to be calibrated; oriented at approximated 45
degrees)
3) Polarizer P2 to calibrate, held in a rotation mount (e.g., Thorlabs RSPD1)
4) Power meter or photodiode to measure the signal
To calibrate the polarizer P2 :
1) Record the intensity using the power meter or photodiode (I1 ).
2) Rotate the polarizer P2 180◦ about the vertical axis (i.e., rotate it on its optical post).
3) Record the intensity again (I2 ).
4) Rotate the polarizer P2 in its mount (i.e., rotate it about the horizontal axis)
so the intensity is halfway between I1 and I2 .
5) Repeat steps 1-4 until I1 and I2 are equal.
Notes: The method will work for any choice of angle for the polarizer P1
excepting 0◦ or 90◦ (X or Y), however it is most easily done with the angle at
±45◦ (D or A).
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Quarter-wave plate (QWP) Calibration
This method works best with two already calibrated polarizers. The above
method can be used to calibrate these polarizers.
Set up the optics in the following order:
1) Laser
2) Calibrated polarizer P1 in a rotation mount
3) QWP to calibrate, held in a rotation mount
4) Calibrated polarizer P2 in a rotation mount
5) Power meter or photodiode to measure the signal
To Calibrate the QWP:
1) Set the angles of both P1 and P2 to be 45◦ (D).
2) Minimize the measured intensity by rotating the QWP azimuth.
3) Set the angle of P2 to be 0◦ (X).
4) Record the intensity (I1 ).
5) Rotate the QWP 180◦ about the vertical axis (rotate its optical post in the
post holder).
6) Record the intensity again (I2 ).
7) Rotate the QWP in its mount (i.e., rotate it about the horizontal axis) so the
intensity is halfway between I1 and I2 .
8) Repeat steps 4-7 until I1 and I2 are equal.
Notes: Depending on the initial orientation of the QWP, steps alone 4-7 may
align the fast or slow axis to be 45◦ ; steps 1-2 ensure that this does not occur.
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Polarimeter Device Construction
This appendix provides details on the construction of the polarimeter device
described in Chapter 4. Section D.1 outlines the construction of the physical
measurement part of the device (Fig. 4.1), Sec. D.2 describes the procedure to
calibrate the angle φ = 0, and Sec. D.3 shows the electrical circuit and printed
circuit board design.

D.1

Drawings of Mechanical System

Included here are drawings for each of the mechanical parts necessary to construct the measurement part of the polarimeter device, as seen in Fig. 4.1. The
final drawing is an exploded view of the entire device, which shows explicitly
how to assemble the device.
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Base Slab
All components of the measurement device are mounted on this piece. The three
counterbored 8-32 holes (C1-C3) are for the motor holder, the analyzer, and the
photodiode. A standard optical post mounts to the central threaded 8-32 hole
(B1). The threaded ¼-20 hole (A1) on the end mounts the photo-interrupter
holder.
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Motor Holder
This piece mounts to the base slab directly in front of the analyzer. The hollow
axle motor (Tiger GB2208-80) is secured via the 4 counterbored holes for M3
screws (B1-B4).
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Photo-Interrupter Mount
This piece mounts to the base slab via the threaded ¼-20 hole near the end (A1).
The photo-interrupter is attached to a small piece of PCB that is secured to the
vertical arm of the mount using rubber bands, which allows a firm hold while
also allowing small movements for calibration.
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Timing Disk
The timing disk is secured between the custom QWP mount and the motor.
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Custom Quarter-wave Plate Mount
These modifications are made to the Thorlabs part SM1CP2M to match the hollow axle motor (Tiger GB2208-80) used in this work. The assembled mount is
show in the exploded views on the following page. It uses an SM1 lens tube and
retaining ring from Thorlabs.
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Exploded Orthographic View of Device
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Side View

D.2

Calibrating the Polarimeter

This calibration procedure is done entirely with X-polarized light from a
calibrated polarizer upstream of the polarimeter.
1) Align the fast axis (FA) of the quarter-wave plate (QWP) to be roughly
horizontally oriented (X) when the trigger will fire.
2) Set the toggle switch so that the Poincaré sphere angles are visible on the
LCD screen. Physically move the position of the photo-interrupter up and
down on its mount until the longitude angle is (0 ± 1)◦ .

D.3. Circuit Diagram and Printed Circuit Board (PCB)

D.3
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Circuit Diagram and Printed Circuit Board
(PCB)
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D.4
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23

//
//
//
//
//
//
//
//
//
//
//
//
//
//
//
//
//
//
//
//
//
//
//

Arduino Code

P o l a r i m e t e r _ f i n a l . ino
This code processes the voltage signals from the photodiode and
the photo - interrupter with a fast Fourier transform ( FFT ) , calculates
the Stokes vectors , and outputs the results to the LCD screen .
INPUTS
photodiode signal :
photo - interrupter signal :
toggle switch :

adcPin = A1
interruptPin = 7
switchPin = 6

The toggle switch controls whether the Stokes vector parameters
or angles are shown on the LCD .
OUTPUTS
S0 Stokes :
S1 Stokes :
S2 Stokes :
S3 Stokes :
longitude angle (2* psi ) :
elevation angle (2* chi ) :

avg_Stokes [0]
avg_Stokes [1]
avg_Stokes [2]
avg_Stokes [3]
avg_longitude
avg_elevation

The outputs are displayed on the LCD screen and sent via Serial output
to a connected computer .

24
25
26
27

/*
* Library sources
* Analog ReadFa st . h

http :// www . avdweb . nl / arduino / libraries / fast -10 - bit - adc . html

D.4. Arduino Code
28
29

30

* TimerOne . h
* arduinoFFT . h
manager )
*/
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https :// www . pjrc . com / teensy / t d _ l i b s _ T i m e r O n e . html
https :// github . com / kosme / arduinoFFT ( loaded via Library

31
32
33
34
35

# include
# include
# include
# include

< a v d w e b _ A n a l o g R e a d F a s t .h > // Allows using a faster analog read function
< TimerOne .h > // Allows using the built - in timers to throw interrupts
< LiquidCrystal .h > // Allows displaying to an LCD screen
" arduinoFFT . h " // Allows Fast Fourier Transform

36
37
38
39
40

// These factors are used to average the rotation period ,
// where N is the number of cycles to average over . ( Here N =10)
# define OLDFACTOR 0.9 // = ( N - 1) / N
# define NEWFACTOR 0.1 // = 1/ N

41
42
43

// For use in changing radians to degrees
# define DEGREES 57.2957795 // = 180 / pi

44
45
46
47

// Number of points to sample in one trigger cycle
// Should be a power of 2 that is >= 32
# define NPTS 64

48
49
50

// For output of the Fourier transform .
# define M_PI 3 . 1 4 1 5 9 2 6 5 3 5 8 9 7 9 3 2 3 8 4 6 2 6 4 3

51
52
53

// For the number of measurement cycles to average ( N =10)
# define arr aySetN umber 10

54
55
56

// * * * * * * * * * * * * * * * * * * DECLARE VARIABLES * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *

57
58

int interruptPin = 7; // Attach the trigger output to this pin .

59
60
61
62

volatile unsigned long prev_trigger = 0; // previous trigger , in microseconds
volatile unsigned long curr_trigger = 0; // current trigger , in microseconds
volatile unsigned long r ot a ti on _ pe ri o d = 0; // rotation period , in microseconds

63
64
65

66

67

68

// Flags to control program flow
volatile boolean sta rtMeas uring = false ; // Whether to start measuring the
photodiode signal
volatile boolean processing = true ; // Whether the loop is processing the
photodiode signal data
// Starts true so no measurement until setup ()
is done
volatile boolean updateLCD = false ; // Whether to update the LCD display

69
70
71

72
73
74

// For storing and FFT ’ ing data
volatile double vReal [ NPTS ]; // Array for actual photodiode data and real part of
FFT
volatile double vImag [ NPTS ]; // Array for imag part of FFT
volatile int j = 0; // Keep track of which bin stores the photodiode voltage
const int adcPin = A1 ; // Analog input pin for photodiode signal

75
76

// For calculating the Stokes vector

96
77
78
79
80
81
82
83
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double A = 0; // DC peak
double B = 0; // Imaginary part of 2* f peak
double C = 0; // Real part of 4* f peak
double D = 0; // Imaginary park of 4* f peak
float beta = 0.0524; // Compensate for imperfect QWP retardance
float delta = ( M_PI /2) + beta ; // Actual measured retardance
double stokes [] = {0 , 0 , 0 , 0}; // Stokes vector

84
85
86
87
88
89

90

// Parameters calculated from the Stokes vector
double DOP = 0; // Degree of polarization
double longitude = 0; // Longitude of Stokes vector , 2* psi
double elevation = 0; // Elevation of Stokes vector from equator , 2* chi
double orientation = 0; // Angle of polarization ellipse major axis relative to X axis
double e l l i p t i c i t y A n g l e = 0; // atan ( minor axis / major axis )
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94
95
96
97
98
99
100
101
102

// AVERAGING LAST 10 MEASUREMENTS
// Arrays for storing last 10 measurements
double set_stokes_0 [] = {0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0};
double set_stokes_1 [] = {0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0};
double set_stokes_2 [] = {0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0};
double set_stokes_3 [] = {0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0};
double set_DOP [] = {0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0};
double set_longitude [] = {0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0};
double set_elevation [] = {0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0};
double s e t_ or i en t at io n [] = {0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0};
double s e t _ e l l i p t i c i t y A n g l e [] = {0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0};

103
104
105

// Index for counting assignment to arrays
int indexArr = 0;

106
107
108
109
110
111
112
113

// Sums for averages
double sum_stokes [] = {0 , 0 , 0 , 0};
double sum_DOP = 0;
double sum_longitude = 0;
double sum_elevation = 0;
double s u m_ or i en t at io n = 0;
double s u m _ e l l i p t i c i t y A n g l e = 0;

114
115
116
117
118
119
120
121

// Average values
double avg_stokes [] = {0 , 0 , 0 , 0};
double avg_DOP = 0;
double avg_longitude = 0;
double avg_elevation = 0;
double a v g_ or i en t at io n = 0;
double a v g _ e l l i p t i c i t y A n g l e = 0;

122
123
124
125
126
127
128
129

// Strings with which to display the results
String S0_str = String ( stokes [0] , 0) ; // Light intensity , 2 decimals
String S1_str = String ( stokes [1] , 2) ; // Rectilinear Stokes parameter
String S2_str = String ( stokes [2] , 2) ; // Diagonal Stokes parameter
String S3_str = String ( stokes [3] , 2) ; // Circular Stokes parameter
String orient_str = String ( orientation * DEGREES , 0) ; // Angle of ellipse
String long_str = String ( longitude * DEGREES , 0) ; // Longitude of Stokes vector
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130
131
132
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String elev_str = String ( elevation * DEGREES , 0) ; // Elevation of Stokes vector
String message1_str = " Measuring period " ; // Display on first line of LCD
String message2_str = " please wait " ;
// Display on second line of LCD

133
134
135
136
137

// For controlling
int switchPin = 6;
int switchVal = 0;
int screen = 0; //

which screen is shown with the toggle button
// Toggle switch input
// Value of toggle switch ( HIGH or LOW )
Controls which screen is shown

138
139
140
141
142
143

// For controlling when the LCD updates
double Tstamp = 0; // Current program time , in ms
double updateFreq = 250; // How often to update the LCD , in ms
int updateNum = 1; // Keep track of updates
double T0 = 0; // Start of program time , in ms

144
145
146

// * * * * * * * * * * * * * * * * * * * * CREATE OBJECTS * * * * * * * * * * * * * * * * * * * * * * * * *

147
148
149

// Create FFT object
arduinoFFT FFT = arduinoFFT () ;

150
151
152
153

// Create LCD object
const int rs = 16 , en = 14 , d4 = 5 , d5 = 4 , d6 = 3 , d7 = 2;
LiquidCrystal lcd ( rs , en , d4 , d5 , d6 , d7 ) ;

154
155
156

// * * * * * * * * * * * * * * * * * * * * S E T U P * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *

157
158
159
160
161
162
163
164

void setup () {
// set up the LCD ’s number of columns and rows :
lcd . begin (16 , 2) ;
// Print a message to the LCD ; will be " Measuring period " at first
lcd . print ( message1_str ) ;
lcd . setCursor (0 , 1) ; // Move to beginning of second line
lcd . print ( message2_str ) ;

165
166

Serial . begin (9600) ;

167
168
169
170
171
172

// Wipe the data in prep for the first measurement and FFT
for ( int k =0; k < NPTS ; k ++) {
vReal [ k ] = 0;
vImag [ k ] = 0;
}

173
174
175

// Set up the input pin for the photodiode signal
pinMode ( adcPin , INPUT ) ;

176
177
178

// Set up the input pin for the toggle switch to change LCD display
pinMode ( switchPin , INPUT ) ;

179
180
181
182
183

// Set up the interrupt pin as an input
pinMode ( interruptPin , INPUT ) ;
// Attach the external interrupt to the trigger_ISR
a tt ac h In te r ru pt ( d i g i t a l P i n T o I n t e r r u p t ( interruptPin ) , trigger_ISR , RISING ) ;
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184

// Wait a second so the trigger period is well characterized by trigger_ISR .
delay ( 1000 ) ; // Delay in ms

185
186
187

// Initialize a timer to interrupt NPTS times each rotation period
noInterrupts () ; // Turn off interrupts
Timer1 . initialize ( r o ta ti o n_ pe r io d / NPTS ) ;
interrupts () ; // Turn interrupts back on again

188
189
190
191
192

// Attach the timer interrupt to the sampling_ISR
Timer1 . a tt a ch I nt er r up t ( sampling_ISR ) ;

193
194
195

// Set the processing flag so the next trigger will begin measurement
processing = false ;

196
197
198
199

}

200
201
202

// * * * * * * * * * * * * * * * * * * * * * * L O O P * * * * * * * * * * * * * * * * * * * * * * * * * * *

203
204
205
206

void loop () {
// The loop only processes the data if the ’ processing ’ flag is set to TRUE
if ( processing ) {

207
208
209
210
211

// Output detected intensity signal to the Serial Plotter
// for ( int k =0; k < NPTS ; k ++) {
// Serial . println ( vReal [ k ]) ;
// }

212
213
214
215

// P R O C E S S I N G
// Process ’ vReal ’ and ’ vImag ’ to obtain the Stokes parameters
FFT . Compute ( vReal , vImag , NPTS , FFT_FORWARD ) ; // Compute FFT in - place

216
217
218
219
220
221
222
223
224
225
226
227
228
229

230
231
232

233
234
235

A = 2 * vReal [0] / NPTS ; // DC peak
B = 4 * vImag [2] / NPTS ; // Imaginary part of 2* f peak
C = 4 * vReal [4] / NPTS ; // Real part of 4* f peak
D = 4 * vImag [4] / NPTS ; // Imaginary part of 4* f peak
// S0 : total light intensity
stokes [0] = ( A - ( C / ( tan ( delta /2) * tan ( delta /2) ) ) ) / ( sqrt (2* M_PI ) ) ;
// S1 : rectilinear Stokes parameter
stokes [1] = C / ( stokes [0] * sin ( delta /2) * sin ( delta /2) * sqrt (2* M_PI ) ) ;
// S2 : diagonal Stokes parameter
stokes [2] = D / ( stokes [0] * sin ( delta /2) * sin ( delta /2) * sqrt (2* M_PI ) ) ;
// S3 : circular Stokes parameter
stokes [3] = B / ( stokes [0] * sin ( delta ) * sqrt (2 * M_PI ) ) ;
DOP = sqrt ( stokes [1]* stokes [1]+ stokes [2]* stokes [2]+ stokes [3]* stokes [3]) / stokes
[0];
// Poincare sphere angles
longitude = atan2 ( stokes [2] , stokes [1] ) ;
elevation = atan2 ( stokes [3] , sqrt ( stokes [1]* stokes [1] + stokes [2]* stokes [2]
) );
// Polarization ellipse angles
orientation = 0.5 * longitude ; // Angle relative to X - axis
e l l i p t i c i t y A n g l e = 0.5 * elevation ; // atan ( minor axis / major axis )
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236
237
238
239
240
241
242
243
244
245
246

// A V E R A G I N G
set_stokes_0 [ indexArr ] = stokes [0];
set_stokes_1 [ indexArr ] = stokes [1];
set_stokes_2 [ indexArr ] = stokes [2];
set_stokes_3 [ indexArr ] = stokes [3];
set_DOP [ indexArr ] = DOP ;
set_longitude [ indexArr ] = longitude ;
set_elevation [ indexArr ] = elevation ;
s et _o r ie n ta ti o n [ indexArr ] = orientation ;
s e t _ e l l i p t i c i t y A n g l e [ indexArr ] = e l l i p t i c i t y A n g l e ;

247
248
249
250
251
252

// Index control and set back to zero after the 10 th measurement
indexArr ++; // increment index
if ( indexArr == 10) {
indexArr = 0;
}

253
254
255
256
257
258
259
260
261
262
263

// Zero the sum arrays
sum_stokes [0] = 0;
sum_stokes [1] = 0;
sum_stokes [2] = 0;
sum_stokes [3] = 0;
sum_DOP = 0;
sum_longitude = 0;
sum_elevation = 0;
s um _o r ie n ta ti o n = 0;
s u m _ e l l i p t i c i t y A n g l e = 0;

264
265
266
267
268
269
270
271
272
273
274
275
276

// Calculate the averages
for ( int k = 0; k <= ( arraySetNumber -1) ; k ++) {
sum_stokes [0] += set_stokes_0 [ k ];
sum_stokes [1] += set_stokes_1 [ k ];
sum_stokes [2] += set_stokes_2 [ k ];
sum_stokes [3] += set_stokes_3 [ k ];
sum_DOP += set_DOP [ k ];
sum_longitude += set_longitude [ k ];
sum_elevation += set_elevation [ k ];
s um _o r ie nt a ti on += se t _o r ie nt a ti on [ k ];
s u m _ e l l i p t i c i t y A n g l e += s e t _ e l l i p t i c i t y A n g l e [ k ];
}

277
278
279
280
281
282
283
284
285
286

avg_stokes [0] = sum_stokes [0] / arra ySetNu mber ;
avg_stokes [1] = sum_stokes [1] / arra ySetNu mber ;
avg_stokes [2] = sum_stokes [2] / arra ySetNu mber ;
avg_stokes [3] = sum_stokes [3] / arra ySetNu mber ;
avg_DOP = sum_DOP / arrayS etNumb er ;
avg_longitude = sum_longitude / array SetNum ber ;
avg_elevation = sum_elevation / array SetNum ber ;
a vg _o r ie n ta ti o n = su m _o ri e nt at i on / arra ySetNu mber ;
a v g _ e l l i p t i c i t y A n g l e = s u m _ e l l i p t i c i t y A n g l e / array SetNum ber ;

287
288
289

// Output Stokes parameters to Serial output for interfacing with a computer
Serial . print ( avg_stokes [0]) ;
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290
291
292
293
294
295
296
297
298
299
300
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Serial . print ( " " ) ;
Serial . print ( avg_stokes [1]) ;
Serial . print ( " " ) ;
Serial . print ( avg_stokes [2]) ;
Serial . print ( " " ) ;
Serial . print ( avg_stokes [3]) ;
Serial . print ( " " ) ;
Serial . print ( avg_longitude ) ;
Serial . print ( " " ) ;
Serial . print ( avg_elevation ) ;
Serial . print ( " " ) ;

301
302
303
304
305
306
307
308
309
310
311
312

// Determine whether to update the LCD screen
if ( Tstamp == 0 ) {
T0 = millis () ;
}
Tstamp = millis () ;
if ( ( Tstamp - T0 ) > updateNum * updateFreq ) {
updateLCD = true ;
}
else {
updateLCD = false ;
}

313
314
315
316
317
318
319
320
321
322
323
324
325
326
327
328
329
330

// The loop only updates the LCD screen if the ’ updateLCD ’ flag is set to TRUE
if ( updateLCD ) {
// D I S P L A Y
// Display the results of the data analysis
// Prepare the String objects to be displayed
// Stokes parameters
S0_str = String ( avg_stokes [0] , 0) ; // Light intensity , 2 decimals
S1_str = String ( avg_stokes [1] , 2) ; // Rectilinear Stokes parameter
S2_str = String ( avg_stokes [2] , 2) ; // Diagonal Stokes parameter
S3_str = String ( avg_stokes [3] , 2) ; // Circular Stokes parameter
// Poincare sphere angles
orient_str = String ( a vg _ or ie n ta ti o n * DEGREES , 0) ; // Angle of ellipse
long_str = String ( avg_longitude * DEGREES , 1) ; // Longitude angle
elev_str = String ( avg_elevation * DEGREES , 1) ; // Elevation angle
// Concatenate the Strings into the message to display
message1_str = S1_str + " " + S2_str + " " + S3_str ;
message2_str = orient_str + " " + long_str + " " + elev_str ;

331
332
333

lcd . clear () ; // Clear the LCD screen so no remnants from last message
lcd . home () ; // Set the cursor to beginning of first line

334
335
336
337
338
339
340
341
342
343

// Detect the toggle switch to switch between LCD display types
switchVal = digitalRead ( switchPin ) ;
if ( switchVal == HIGH ) {
screen = 2;
}
else {
screen = 1;
}
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switch ( screen ) {
case 1:
// Display the Stokes parameters
lcd . print ( S0_str ) ;
lcd . setCursor (6 ,0) ;
lcd . print ( " Stokes : " ) ;
lcd . setCursor (0 ,1) ; // Move cursor to beginning of second line
lcd . print ( message1_str ) ;
break ;

344
345
346
347
348
349
350
351
352
353

case 2:
// Display the intensity , ellipse orientation , longitude , and elevation
lcd . print ( S0_str ) ;
lcd . setCursor (6 ,0) ;
lcd . print ( " Angles : " ) ;
lcd . setCursor (1 ,1) ; // Move cursor to beginning of second line
lcd . print ( message2_str ) ;
break ;

354
355
356
357
358
359
360
361
362

default :
// Calibration screen shown at the beginning
lcd . print ( " Phase : " ) ;
lcd . setCursor (10 ,0) ;
lcd . print ( long_str ) ;
lcd . setCursor (0 ,1) ;
lcd . print ( " Flip the switch to cont " ) ;
break ;

363
364
365
366
367
368
369
370

}
updateNum ++; // Increment updateNum for next loop cycle
updateLCD = false ; // Don ’t update LCD until it is time again

371
372
373

}

374
375

// C L E A N
U P
// Wipe the imaginary part of the FFT in prep for the next loop
for ( int k =0; k < NPTS ; k ++) {
vImag [ k ] = 0;
}
// Notify the ISRs that we ’ re done processing the data
processing = false ;

376
377
378
379
380
381
382
383

}

384
385

// Update the timer interrupt period based on the current trigger period
noInterrupts () ; // Turn off interrupts
Timer1 . setPeriod ( r ot a ti on _ pe ri o d / NPTS ) ;
interrupts () ; // Turn interrupts back on again .

386
387
388
389
390

}

391
392
393

// *** ****** ***** INTERRUPT SERVICE ROUTINES * * * * * * * * * * * * * * * * * * * * *

394
395
396
397

void trigger_ISR () {
curr_trigger = micros () ;
// Microseconds since the Arduino board began running the current program .
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398

r ot at i on _p e ri o d = OLDFACTOR * ro t at i on _p e ri od + NEWFACTOR * ( curr_trigger prev_trigger ) ;
// Average rotation period over the last N triggers ( N =10)
// It takes N triggers to reach a stable value after start - up

399

400
401
402

// Save current trigger time for the next call of trigger_ISR
prev_trigger = curr_trigger ;

403
404
405

if ((! processing ) && (! st artMea suring ) ) { // If the loop is done processing
star tMeasu ring = true ; // ... then start measuring the next cycle .

406
407
408

// Measure the first sample of photodiode voltage and store it
// j should have been set to 0 in sampling_ISR after the last measurement
vReal [ j ] = analog ReadFa st ( adcPin ) ; // 10 - bit resolution (0 -1023)
j ++; // increment the bin number for the next sample
Timer1 . restart () ; // Restart the timer at the beginning of a new period
// This keeps the timer in phase with the trigger

409
410
411
412
413
414

}

415
416

}

417
418
419
420
421
422
423
424
425

void sampling_ISR () { // Runs NPTS - 1 times per of rotation
// Measure only when the trigger says go
if ( start Measur ing ) {
if ( j == NPTS - 1 ) { // If this is the last measurement in this cycle ...
Timer1 . stop () ; // Stop the timer , which prevents the ISR from running again
sta rtMeas uring = false ; // Set the flag to prevent further measurement
processing = true ; // Start processing of data in the loop ()
}

426

// Measure the photodiode voltage and store it
vReal [ j ] = double ( analo gReadF ast ( adcPin ) ) ; // 10 - bit resolution (0 -1023)
// Increment the bin number modulo the number of bins
// This makes j =0 after the last measurement
j = ( j + 1) % NPTS ;

427
428
429
430
431

}

432
433

}

434
435

// end P o l a r i m e t e r _ f i n a l . ino
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