Abstract-Cell-free Massive multiple-input multiple-output (MIMO) comprises a large number of distributed low-cost lowpower single antenna access points (APs) connected to a network controller. The number of AP antennas is significantly larger than the number of users. The system is not partitioned into cells and each user is served by all APs simultaneously. The simplest linear precoding schemes are conjugate beamforming and zeroforcing. Max-min power control provides equal throughput to all users and is considered in this paper. Surprisingly, under maxmin power control, most APs are found to transmit at less than full power. The zero-forcing precoder significantly outperforms conjugate beamforming. For zero-forcing, a near-optimal power control algorithm is developed that is considerably simpler than exact max-min power control. An alternative to cell-free systems is small-cell operation in which each user is served by only one AP for which power optimization algorithms are also developed. Cell-free Massive MIMO is shown to provide five-to ten-fold improvement in 95%-likely per-user throughput over small-cell operation.
however, would forever limit the practical size of the wireless system. Instead Massive MIMO systems proposed in [2] assume that only the base stations know the propagation channels and simple linear precoding is used instead of dirty paper coding. These assumptions make Massive MIMO systems fully scalable with respect to the number of base station antennas.
Multi-cell Massive MIMO systems, in which each cell is served by an array of co-located antennas, are well understood, e.g., see [8] , [9] and references therein. A diametrically opposite Massive MIMO deployment that would serve the same designated area, which could be an isolated village, a college campus, or an entire metropolitan area, is a network comprising a large number of randomly-located single-antenna access points (APs), with each user served simultaneously by all of the APs. We call such a system Cell-Free Massive MIMO.
Some of the limitations and advantages of the networks with distributed APs have been already studied under different names and settings, e.g., see [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] . In [14] , the authors studied distributed algorithms for multi-cell beamforming and power allocation without data sharing among base stations. By contrast, in our work, all APs transmit data symbols to the users. In [15] , performance of cooperative multi-cell zero-forcing (ZF) beamforming with a user selection scheme has been studied. The system performance is investigated in terms of sum-rate. In [16] , downlink performance of multi-cell system with ZF beamforming in frequency division duplexing (FDD) system is studied in terms of sum-rate. In [17] , the average sum-rate performance of distributed antennas for Massive MIMO systems in uplink transmission is investigated, while all users transmit with the same power. In contrast, in this work, we consider time-division duplex operation (TDD) and analyze downlink performance of cell-free systems with emphasis on per-user throughput, rather than sum-throughput, by using max-min power allocation algorithms. In [18] , capacity lower bounds of a multi-cell Massive MIMO system has been derived for uplink and downlink transmission. In [19] , asymptotic rate performance of downlink multi-user systems with distributed antennas and perfect channel state information (CSI) was studied. By contrast, we take into account the effects of imperfect CSI with finite number of APs and users. In [20] , the authors study uplink performance of largescale distributed antenna settings with matched filtering (MF) receiver. They exploit low-rankness of users' channel covariance matrices to improve channel estimation and interference rejection under the assumption that all users share the same 1536-1276 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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pilot sequence. However, further research is required in order to thoroughly understand these systems from the Massive MIMO point of view with the goal of providing uniformly good service for all, or almost all, users. In [21] and [22] , performance of conjugate beamforming (CB) in cell-free systems has been investigated with emphasis on pilot assignment algorithms to mitigate pilot contamination effect. The max-min power allocation in CB is used to increase the system performance. This power allocation algorithm involves a non-convex optimization problem with high computational complexity. In this work for CB precoder we propose low complexity power allocation algorithms (see section III-B, III-C, and III-D) that have only moderate loss in terms of the system performance, but have significantly smaller complexity than the algorithm in [21] and [22] . We further consider ZF precoder in cell-free systems with max-min power allocation, and introduce a simple nearoptimal power control algorithm. We assume low mobility users. Since users move slowly the number of available orthogonal pilots is significantly larger than the number of users (see section II-B), and therefore the pilot contamination is negligible in our systems.
Similar to [21] , [22] we assume that all APs are connected to a network controller (NC) via an unspecified backhaul network. The controller conducts linear precoding and optimizes the transmit powers to improve the system performance. We propose several power allocation algorithms, with different levels of complexity. We further derive capacity lower bounds for cell-free systems utilizing CB and ZF precoders. These bounds take into account the channel estimation error, the effective channel uncertainty at users, and other important parameters, that many papers ignore. The performance of cellfree systems in [21] is compared to that of small-cell systems using MF receiver. As a counterpart we also consider a smallcell system in which a user is served only by a single AP which is typically the closest one. For small-cell system we also consider MF receiver and ZF precoder, propose power optimization algorithms, and derive capacity lower bounds.
For performance criteria we use the minimum rate among all users and 5%-outage rate, which is the smallest rate among 95% of the best users. In future wireless systems all, or almost all, users will have to be served with large rates. So we believe that these criteria are more meaningful compared with the often used sum-throughput. We formulate a number of maxmin optimization problems to optimize the above criteria. The max-min optimization does not necessarily give the optimal 5%-outage rate. We still use the max-min optimization as an engineering tool for optimization of this criterion, and it leads to good system performance.
The main results of this work are the following. We show that cell-free systems give a very significant gain (5−10 fold) over small-cell systems, i.e., a system where each user is served by a single AP. The ZF precoder, significantly outperforms CB. We present a counterintuitive result that the optimal max-min power control for CB requires that most APs would transmit with powers that are visibly smaller than the transmit power limit. Motivated by this result, we propose low complexity power allocation algorithms for CB precoder. For ZF precoder we propose a suboptimal power allocation algorithm scheme. We show that this algorithm has near-optimal performance while its complexity is very low. For small-cell systems we also consider MF receiver and ZF precoder and power allocation algorithms. We conclude that cell-free systems, with ZF precoder in particular, outperform small-cell systems (about 10 times) in terms of 5%-outage rate. To the best of our knowledge, the above technical problems with our system settings have not been addressed in the literature yet.
The paper is organized as follows. Section II describes the system model and channel estimation. In sections III and IV, we investigate CB and ZF precoders for cell-free Massive MIMO system with max-min power control. In section V, we consider small-cell systems. Finally, simulation results are presented in section VI.
Throughout the paper superscripts T , * , and H denote transpose, complex conjugate and hermitian operations respectively. Uppercase and bold symbols are utilized to denote matrices and vectors respectively, and E() is the expectation operator. Operator diag{A} denotes the column vector of the main diagonal elements of matrix A.
II. SYSTEM MODEL AND CHANNEL ESTIMATION

A. Cell-Free System Model
Unlike cellular wireless networks, in a cell-free system we do not partition the network into cells and do not assign users to particular base stations. Instead we assume that a geographical area is covered by M randomly distributed single antenna APs. We assume that in this area there are K single antenna users, and that M K . An example of a cell-free system is shown in Figure 1 . In contrast to a standard cellular network, in a cell-free system each user is served not by one base station, but by all APs simultaneously. All APs are connected to a NC (not shown in Figure 1 ).
We use a flat fading channel model for each orthogonal frequency-division multiplexing (OFDM) subcarrier. The OFDM subcarrier index is omitted for simplicity. Size of the overall area is considered small enough that the largest difference between propagation time from any two APs to a user is smaller than the duration of the OFDM cyclic prefix.
The channel coefficient between AP m and user k is given by
where β mk is the large scale fading coefficient which accounts for path loss and shadowing effects. This coefficient changes slowly and hence can be accurately estimated and tracked.
Throughout the text we assume the NC knows the coefficients β mk , ∀m, k. The second factor h mk ∼ CN (0, 1) is the small scale fading coefficient. We assume that these coefficients are i.i.d. random variables that stay constant during a coherent interval and are independent in different coherent intervals. For a wide-band OFDM system β mk is independent of frequency, while h mk has frequency dependence and a Nyquist sampling interval in frequency that is equal to the reciprocal of the channel delay-spread. We denote by G ∈ C M×K , [G] mk = g mk the channel matrix between all APs and users. We further assume channel reciprocity, i.e., that the uplink and downlink channel coefficients are the same. We focus on the scenario of users with mobility less than 10km/h. In other words we assume that most of our users are pedestrians, which is typically the case in real life scenarios.
B. Channel Estimation
The main idea of cell-free systems is that each user is served by all APs. In order to reduce interference between signals intended for different users the APs should form their transmitted signals by taking into account the channel coefficients. Thus, estimation of these coefficients is an important part of the communication protocol.
In this work we use the TDD protocol described in [23, Fig. 3 ]. At the first step of this protocol all users simultaneously and synchronously transmit pilot sequences ψ 1 , · · · , ψ K ∈ C τ , which propagate to all M APs. At the second step all APs get estimatesĝ mk of g mk and use these estimates to beamform data to all users.
We assume that pilot sequences ψ i , i = 1, · · · , K , assigned to the corresponding users are orthonormal, i.e., ψ H i ψ j = δ i j . As we mentioned before we assume the mobility of users less than 10km/h. For such speeds and carrier frequency of 1.9 GHz, the coherence interval is large, which enables using a large number of orthogonal pilots for channel estimation. Hence it is reasonable to assume that these pilots are assigned to users in such way that users with the same pilot are located far away from each other and the pilot contamination (coherent interference resulting from two or more users sharing the same pilot sequence) is negligible.
Remark 1: In the case of cell-free systems with users of high mobility, the number of orthogonal pilots is significantly smaller and the pilot contamination caused by reuse of the same pilots may result in additional interference, see [22] . The main goal of this paper, however, is to understand the phenomenology associated with precoding techniques (CB and ZF) and power allocation algorithms in cell-free systems. We believe that the obtained power allocation algorithms will be applicable in cell-free system where some users have high mobility.
The received signal sequence in the training step at the m-th AP is 
where
In the following sections we analyze two main linear precoding schemes in downlink transmission: conjugate beamforming precoding and zero-forcing precoding. As mentioned in section I, throughout this paper we consider the max-min optimization problems.
III. CONJUGATE BEAMFORMING
In this section, we consider CB precoding combined with transmit power optimization.
Conjugate Beamforming With Power Optimization:
• AP m estimates β mk , k = 1, · · · , K and sends them to the NC.
• NC computes power coefficients η mk , ∀m, ∀k (defined later in this section) as a function of large scale fading coefficients (β mk ) and sends them to corresponding APs.
• Users synchronously transmit pilot sequences
• With conjugate beamforming precoding, the m-th AP transmits the signal
where s i is data signal intended to user i , with E |s i | 2 = 1, and ρ f is the transmit power limit of each AP. The quantity η mi is the power coefficient used by AP m for transmission to user i . By optimizing coefficients η mi we hope to significantly increase the system performance. The signal received by the k-th user is
where w k ∼ CN (0, 1) is additive noise. We assume that user k is only aware of the statistics of the estimated channel coefficients E |ĝ mk | 2 = α mk , ∀m, which is a result of channel hardening in Massive MIMO systems [2] . A general capacity lower bound for Massive MIMO systems has been derived in [18] and a more specific bound for cell-free systems is given in [22] . With our notations, the downlink achievable rate of user k for CB is R k = log 2 (1 + SINR k ), where
For the sake of completeness, we present a proof of this bound in appendix A. Note that the achievable rate using the SINR expression in (5) is obtained under the assumption that users are only aware of statistics of channel coefficients. In [22, Fig. 2 ] it is shown that in Massive MIMO systems the achievable rate (R k ) obtained by this assumption is close to the achievable rate in the case where the users know the instantaneous channel gain. Also note that the achievable rate using (5) is a function of only the large scale fading coefficients and not of the small scale fading coefficients. Therefore, for conducting transmit power optimization it is enough for APs to transmit (by backhaul network) only coefficients β mk to the NC. Using these coefficients, the NC finds optimal, or near optimal, power coefficients η mk and conveys them to the corresponding APs. Note that coefficients β mk do not depend on OFDM subcarrier index and change slowly (about 40 times slower than small scale fading coefficients [25] ). Thus, the overall needed backhaul traffic is quite small. In a wide-band system the SINR has no frequency dependence, and power coefficients are independent of frequency as well.
In the following subsections we present optimal and suboptimal power optimization algorithms.
A. Optimal Power Allocation
We would like to find power coefficients η mk , ∀m, ∀k, that maximize the minimum SINR k , ∀k, under the constraint that the transmit power of each AP is limited by ρ f . Using (3), we obtain that the expected transmitted power of the m-th AP is equal to
we formulate the following max-min power allocation problem:
The problem in (6) is quasiconcave (see [ 
, is a convex set. Thus, for a fixed t, the domain of constraints in (7) is convex and it is easy to determine whether a given t is feasible or not. Hence we can apply the bisection method as follows. First, we choose an interval (t l , t u ) that contains the optimal value t * . Next, we check the feasibility of the midpoint t =
If t is feasible, the search interval is updated to (t, t u ), otherwise it is updated to (t l , t). We continue until the search interval is small enough.
The complexity of the bisection method is quite high. In next subsections we consider algorithms for suboptimal power allocations with significantly smaller complexities.
B. Full Power Transmission
A simpler power control strategy, is to permit every AP to transmit with full power, i.e.,
In this case the denominator of SINR in (5) becomes a constant (not a function of η mk ) and the max-min power allocation problem can be formulated as follows
concave function of η and the problem (8) is convex.
Proof: See Appendix B. Numerical algorithms for solving convex optimization problems are well known, e.g., see [26] , and have significantly smaller complexity than the bisection method.
Rather surprisingly, our numerical results presented in Figure 5 in section VI show that the full power transmission results in more than 100% degradation in terms of 5%-outage rate compared to the optimal max-min power allocation. 1 This indicates that the optimal max-min power control requires that some of the APs transmit at less than full power.
To explain why the optimal min k SINR k in (6) is not achieved with full power, we point out that the problem is quadratic and hence, the optimal point is likely in the interior of the admissible set. This is in contrast to linear optimization, where the optimal value is always achieved on the boundary, i.e., full power transmission.
This observation prompted us to check how the optimal transmit power p (6) 
C. Heuristic Fixed-Power Transmission
With heuristic fixed-power transmission we assume that AP m transmits with fixed total power p m (β max m ) = e (−λβ max m ) , where the exponent factor λ is chosen to fit the best exponential function to the power scatter plot in Figure 3 for a given M and K . Note that both the power scatter plot and λ are obtained offline "once and forever" and therefore they do not contribute to the complexity of the power optimization.
With this assumption, the max-min power allocation is given by
This algorithm has the same online complexity as the optimization problem in (8) . However we get a significant, about 140%, improvement in terms of 5%-outage rate (see Figure 5 ).
D. Heuristic Uniform Power Coefficients
Now we would like to drastically reduce the complexity of finding power coefficients η mk without loosing much of the performance.
We again assume that AP m transmits with fixed power p m (β max m ) = e (−λβ max m ) and that power coefficients are only functions of m. Thus, η mk is the same for all users, i.e., η mk = η m , ∀k, and the power coefficients can be calculated directly from the per antenna power constraints (9b) as
From online computational complexity point of view, the optimal power allocation algorithm in section III-A is the heaviest amongst all methods. The full power transmission and the heuristic fixed-power transmission in sections III-B and III-C have similar complexity, while for large M the performance of the heuristic fixed-power transmission is closer to that of the optimal power allocation algorithm (see section VI). At each step of the optimal power allocation algorithm, we need to solve the convex feasibility problem (7) . Whereas in the heuristic fixed-power transmission, we only need to solve one convex problem (9) . Moreover, the constraints in (9b) are active, which can reduce the complexity of the search in the convex optimization problem. The heuristic uniform power control (10) is the simplest method with almost zero online complexity. In addition, this power control can be performed at each AP independently rather than at the NC, and therefore does not require a backhaul link, which could be a crucially important feature for building practical communication systems. Moreover, according to the results of section VI, the performance of this scheme is quite close to the performance of the scheme with heuristic fixed-power transmission. Note that the heuristic power control methods require obtaining the power scatter plot and the fitting of the exponential function which are done offline only one time.
Remark 2: Note that the exponential behavior of power scatter plot in Figure 3 holds only for large M. Therefore, the performance of the heuristic power control methods is closer to the optimal one if M is considerably larger than K , which is the case in Massive MIMO systems.
IV. ZERO FORCING
In this section, we investigate the downlink performance of a cell-free system with ZF precoder.
Zero-Forcing Precoder With Power Optimization:
to the NC.
• NC computes power coefficients as a function of large scale fading coefficients (β mk ).
• NC forms ZF precoding vectors using channel estimates (ĝ mk ) and power coefficients (η mk ), and then sends precoding vectors to the corresponding APs.
The idea behind ZF linear precoder is that signal transmitted to a user does not create interference to other users [27] . Usually ZF precoder is defined by the pseudo inverse matrix
, where [Ĝ] mk =ĝ mk is an estimate of channel matrix G. With this A we haveĜ T A = I K , i.e., the interference is completely canceled. In [28] , it was pointed out that this ZF precoder is in general suboptimal for the power control problem subject to per antenna power constraints and finding an optimal precoder involves numerical algorithms. However, for simplicity, we will use the above ZF precoding matrix. Let H ∈ R M×K be a matrix with entries [H ] mk = √ η mk . We define precoding matrix for the cell-free power allocation problem as A Z F = A H , where is the Hadamard or entry-wise product. Elements of A Z F are
In order forĜ T A Z F to be diagonal, to avoid interference, it is necessary to have η 1k = · · · = η Mk for any k. Thus power coefficients should be only functions of k, i.e., η mk = η k , and therefore
where P is a diagonal matrix with
where 
where γ ki is the i -th element of the following vector
and E g * kg T k is a diagonal matrix with (β mk − α mk ) on its m-th diagonal element.
Proof: See Appendix C.
A. Optimal Power Allocation
be the rows of matrices A Z F andĜ respectively. We define vector
The transmitted power from AP m is given by
We formulate the max-min power allocation problem with per antenna power constraints as follows
As we mentioned earlier, the power coefficients must be functions of k only in order to cancel the interference to other users. Despite this fact, the transmitted power from AP m to user (17) . The feasibility problem at each step of bisection method can be expressed as
The following Lemma is very useful since it allows us to significantly reduce the complexity of problem (18) and further problems (17) , (25), (28) , and (29) . Despite the claim in Lemma 1 being simple, the proof turned out to be nontrivial (see Appendix D).
Lemma 1: Suppose η and η > 0 be two vectors such that Proof: See Appendix D. According to Corollary 1, to check the feasibility of SINR k,Z F (η) ≥ t, it suffices to only check the feasibility of SINR k,Z F (η) = t, which is equivalent to solving a system of K linear equations. This allows us to avoid solving the convex feasibility problem (18) .
Note that γ k in (14) and δ m in (15) 
[m] (Ĝ TĜ * ) −1 and 0 < α < 1 is a constant. Parameter γ k can be estimated using a similar procedure. Note that if we use method 1 to compute γ k and δ m , the NC needs to perform the optimal power control algorithm in (17) only when the large scale fading coefficients change.
B. Low Complexity Power Allocation Algorithm
The computational complexity of power allocation can be further reduced by obtaining an accurate approximation of the optimal solution of (17) instead of finding the true solution. When the channel estimation error is zero, i.e.,g mk = 0, the max-min power control for ZF precoder has a closed form solution which we use to obtain simple heuristic power coefficients (η apx ) as an approximate solution to problem (17). If we assume thatg mk is zero, then the optimization problem takes the form
where the superscript pc denotes perfect CSI and δ pc mi is the i -th element of the following vector
which is equivalent to the vector δ m in (15) withg mk = 0. Lemma 2: Suppose η pc is the optimal solution of the optimization problem (19) , then there exists m ∈ {1, · · · , M} such that AP m transmits with full power, i.e.,
Furthermore, the optimal power coefficients are given by η
This Lemma prompts us to use the heuristic solution
as an approximation of the optimal solution of (17) . Note that δ mi in (21) is defined in (15) and contains the effect of channel estimation error. Results presented in Figures 5 and 6 in section VI, show that the rates obtained by this approximation, i.e., log 2 1 + SINR k,Z F (η apx ) , are virtually optimal, while the computational complexity of (21) is drastically smaller than the one of (17) .
An intuitive explanation of the virtual optimality of (21) is the following. Lemma 2 is based on the assumption that channel estimation error is zero, i.e.,g mk = 0. In real life scenario with enough uplink pilot transmit power, we are close to this regime. According to (2) , Var(g mk )/Var(ĝ mk ) = 1/ρ r τβ mk . If AP m is close to user k, then the above ratio is typically small, which can be interpreted as thatg mk is negligible. The APs that are far from user k may have larger estimation error, however, their contribution in transmission to user k is not significant, and hence the estimation error does not degrade the performance.
The following proposition rigorously shows that with enough uplink power, approximate power control results in near-optimal SINR values.
Proposition 2: Let η opt and η apx respectively denote the optimal solution of the max-min power control problem (17) and the power coefficients defined by (21) . For every > 0 there exists a threshold ρ r ( ) such that whenever the uplink pilot transmit power ρ r > ρ r ( ),
Note that since all norms, e.g., 1-norm, Frobenius norm, and infinity-norm, on a finite-dimensional Banach space are equivalent, any norm can be used in Proposition 2.
We now evaluate the complexity of computing power coefficients η apx in (21), which is equivalent to computing δ m , ∀m. The dominant factor in computing δ m in both
[m] (Ĝ TĜ * ) −1 (either using true channel estimates or dummy random variables). Calculation of δ m,curr consists of multiplying matrices of size K × M and M × K , a matrix inversion of size K × K , multiplication of matrix of size K × K by vector of size K × 1 for M times, and M K multiplications. Thus, under the assumption of M K , the dominant factor is of order O(M K 2 ), which is the same as the computational complexity of ZF precoding matrix A =Ĝ * (Ĝ TĜ * ) −1 . Therefore, the power control method defined in (21) is not the limiting factor in terms of complexity.
V. SMALL-CELL
Small-cell systems are often considered as a candidate for future generations of wireless systems. Challenges and potentials of small-cell systems are addressed, for example, in [22] and [29] . Below we estimate the performance of smallcell systems and compare it with the performance of cell-free systems. We use the same description of small-cell systems as in [22] .
We assume that M APs and K users are randomly located within the same area as in the case of cell-free systems. Each AP serves at most one user at a time and M − K access points remain silent as shown in Figure 2 . This can be viewed as M small cells, each equipped with a single antenna AP. Optimal assignment of K out of M access points to K users is a hard combinatorial problem. A simple greedy solution is to assign to user k the AP m k with the largest slow fading coefficient (β m k k ) among available APs, i.e.,
Since each user is served by only one AP, channel does not harden and we assume that user k knowsĝ m k ,k either via a downlink training sequence or error-free feedback from AP m k . AP m k does not conduct any precoding, but simply transmits data symbol s k and user k receives
, and and Ei(x) = ∞ x e −t t dt is the exponential integral. Similar to the cell-free system, we also apply the max-min power allocation with per antenna power constraints
Similar to (17) this optimization problem is quasiconcave and therefore can be solved by using the bisection method. A lemma and corollary similar to Lemma 1 and Corollary 1 can be proved for the above optimization problem. Therefore for the feasibility check it is enough to solve a system of K linear equations. Simulation results in section VI show that ZF precoder in cell-free systems significantly outperforms CB precoder. Hence it is natural to ask whether small-cell systems with ZF precoder would have better performance compared to MF receiver. Below we formulate the corresponding power allocation problem for ZF precoder in small-cell systems and answer this question negatively.
We assume that K selected APs denoted by m 1 , · · · , m K , are connected via a backhaul network and jointly form the precoding matrix A to serve K users. Denote byĜ = ĝ m i ,k 1≤i,k≤K the estimated channel matrix between all selected APs and all users in the small-cell system. With full rank assumption ofĜ, the precoding matrix is A = Ĝ T
−1
P, where P is a diagonal matrix with
The received signal at the k-th user is given by 
where ν ki is the i -th element of the following vector 
Then the instantaneous transmitted power from AP
The power allocation problem with ZF precoder and instantaneous transmit power constraints can be expressed as
Let ζ m k = E σ m k , where the expectation is taken over small scale fading coefficients. The max-min power allocation problem with average per antenna power constraints is given by
Both problems in (28) and (29) are quasilinear and similar to (17) bisection method can be used to solve them. Corollary 1 reduces the complexity by solving a system of K linear equations to check the feasibility of the problem instead of solving an optimization problem.
VI. NUMERICAL RESULTS
We consider a square dense urban area of 2 × 2 km 2 which is wrapped around to avoid boundary effects. We also consider M randomly placed APs and K randomly placed users. For large scale fading coefficients we use the COST Hata model almost all APs transmit with full power which shows that when M is small, the full power transmission scheme given in (8), whose complexity is relatively small, is near optimal. However, for larger values of M, the APs that have large β max m should transmit with low power. Typically a large β max m indicates that the distance between AP m and at least one of the users is small. So we conclude that in systems with a large number of APs (M), the APs that are closer to users usually transmit with smaller power. Comparing cases M = 32 and M = 128 we see that this behavior becomes more and more pronounced as M grows. We conduct the same experiment for ZF precoding. The results are presented in Figure 4 . Note that for ZF precoding, we have also observed that optimal power control strategy does not use full power for most of the APs.
Experiment 2:
In this experiment, we compare achievable per-user rates of cell-free and small-cell systems with CB and ZF precoding and the power optimization algorithms considered in the previous sections. For small-cell system we consider two possible scenarios. In the first scenario, we assume that each AP antenna has the same maximum transmit power as in the cell-free system, i.e., 200mW. Thus, the hardware cost of APs for both small-cell and cell-free systems is about the same. In this scenario, however, the total transmit power limit of cell-free system, in which all M APs are active, is larger than small-cell system, when only K APs are active. For this reason, we also consider the second scenario in which the maximum transmit power of each small-cell AP is equal to M/K · 200mW. In this case the total transmit power limit for both systems is about the same. However, in the latter case more powerful amplifiers are needed for each AP antenna in the small-cell system. Also note that according to Figure 3 in the cell-free system, the total transmit power of CB with optimal and heuristic power allocation algorithms is much less than the total power limit when M is large.
The empirical CDFs of per-user rates for all scenarios with M = 128 and K = 16 are plotted in Figure 5 . The horizontal line corresponds to 5%-outage rates. The curve "Small-Cell MF Full Power" corresponds to the small-cell system with equal power coefficients (η 1 = · · · = η K = 1), i.e., each AP transmits at full power. The CDF "Cell-Free ZF Low Complexity Power Allocation" (dashed red) corresponds to R
, where η apx is the approximate power coefficients defined in (21) and SINR k,Z F is given in (13) . The curve "Cell-Free ZF Optimal Power Allocation" (solid red) corresponds to R
where η is the optimal solution of (17) .
First, we note that the performance of cell-free ZF system with low complexity approximate power allocation defined in (21) is virtually indistinguishable from the system with optimal powers, which coincides with the results of Proposition 2. Second, we see that the cell-free system with ZF precoder significantly outperforms cell-free system with CB, and all small-cell systems. Third, the small-cell system with MF and full power transmission provides superior 5%-outage rate compared to the small-cell system with ZF precoder and maxmin power allocation. Finally, we note that in the small-cell system, ZF precoding with instantaneous power constraints significantly outperforms ZF precoding with average power constraints.
Next, we observe that cell-free systems are visibly better than small-cell systems. The optimal power allocation in cellfree CB and cell-free ZF systems respectively give 5.36 and 10.02 fold improvements in terms of 5%-outage rate over the small-cell system with full power transmission (η 1 = · · · = η K = 1) and maximum antenna transmit power 200mW. In the scenario when the maximum antenna transmit power of small-cell system is equal 128/16 · 200mW, we get 5.26 and 9.83 fold improvements respectively.
Furthermore, it is important to note that 5%-outage rate of cell-free CB with optimal max-min power allocation is close to 5%-outage rates of the cell-free with heuristic power allocations.
It is also interesting to note that small-cell with max-min power allocation produces inferior performance in terms of 5%-outage rate compared to the small-cell system with full power transmission. This indicates that max-min optimization is not the near optimal tool to maximize 5%-outage rates in small-cell system. Figure 6 presents similar results but for worst rate (minimum rate) among K users for given realization of large-scale coefficients β mk . One can see that again cell-free systems significantly outperform small-cell systems. Note that with max-min power control, rates of all users are the same for each realization.
Experiment 3: We further investigate the performance of small-cell systems in which the total number of APs (M) is reduced but their individual transmit power is increased. The results are shown in Figure 7 . In all curves K = 32. One can see that as we decrease the number of APs from 256 to 128 and further to 64 the performance of small-cell system in terms of 5%-outage rate significantly degrades despite the fact that the maximum transmit power is growing by a factor of 4 and 8 respectively. In the small-cell scheme, each user selects the largest of a multiplicity of (heavy-tailed log-normal) large scale fading coefficients. Therefore, the small-cell system benefits from super-diversity gain for large values of M. This fact also explains why in small-cell scheme some users may have rates several times greater than the typical rate of users in cell-free system, as evident by studying Figure 7 .
Experiment 4: In a real-life cell-free system, each user will be served not by all APs, but by a limited number of them located around the user. Therefore, in this experiment, we study the effective number of APs that are contributing in transmission to a particular user. The effective number of APs serving users is defined as the minimum number of APs that provide 95% of the total transmitted power to a particular user. Figure 8 shows the CDF of the effective number of APs serving each user with CB and ZF precoders using the optimal max-min power allocation for M = 128 and K = 16. One can see that only a fraction of APs are contributing in transmission to a user. The number of APs needed for achieving a good performance depends on many factors, such as channel model, density of APs and users, correlation between channel coefficients, etc.
Experiment 5: In this experiment, we compare performance of cell-free and small-cell systems as the number of APs and users increase with constant ratio. Fig. 7 . CDFs of the achievable per-user rates for cell-free and small-cell schemes with different M and transmit powers. 5%-outage and median rates of cell-free system with maxmin optimal power allocation and small-cell system with full power transmission. The ratio between number of APs and users is 8 in all cases. We observe that the 5%-outage rate of the small-cell scheme with full power transmission remains almost unchanged as the number of APs and users increase (with constant ratio). On the other hand, such an increase in the network size directly translates to a superior performance for the cell-free scheme with CB and ZF precoders.
Finally, we note that CDFs of the cell-free system with the optimal power allocation in all figures are nearly vertical. This means that the performance of the system stays almost the same for different channel realizations, which is a desired feature for wireless communication systems.
VII. CONCLUSION
We studied downlink performance of cell-free Massive MIMO systems in terms of the minimum rate among all users and 5%-outage rate. In cell-free Massive MIMO, all distributed APs serve all users simultaneously providing uniformly good services to all users. We considered power optimization algorithms using max-min criterion for cell-free Massive MIMO and small-cell systems with CB and ZF precoders. For cellfree systems with CB, we proposed low complexity heuristic power allocation algorithms. Numerical results indicate that these heuristic algorithms have only moderate loss in terms of 5%-outage rate, but have significantly lower computational complexity compared with the optimal power allocation. For cell-free systems with ZF precoder, we also proposed methods for finding optimal and suboptimal powers. The method for finding suboptimal powers is based on a perfect CSI model; it has very small complexity and its performance happened to be virtually optimal. We compared our results with a smallcell scheme in which each user is served by a single AP. Even though, in a small-cell scheme users are aware of CSI and power allocation algorithms are applied more frequently (about 40 times more than in a cell-free system), the simulation results show that we can achieve higher rates (in terms of 5%-outage and minimum rate) with the cell-free Massive MIMO scheme.
APPENDIX A
Derivation of the Capacity Lower Bound:
The received signal in (4) can be written as
lack of channel knowledge at user
Since data signals intended to different users are uncorrelated and white additive noise is independent from data symbols and the channel coefficients, it is easy to check that terms T 0 , T 1 , T 2 , T 3 and w k are mutually uncorrelated. According to the results from [30] , the worst case noise for mutual information is Gaussian additive noise with the variance equal to the variance of T 1 + T 2 + T 3 + w k . Hence the achievable rate is lower bounded by log 2 (1 + SINR k ), where
Variances of T 0 , T 1 , T 2 , and T 3 can be computed as
By substituting the variances in (31) we complete the proof.
APPENDIX B
Proof of Proposition 1:
where (a) follows from the fact that Arithmetic mean is larger than the Geometric mean, i.e., η mk η nk + η nk η mk ≥ η mk η nk η nk η mk . The above inequality implies that SINR k (η) is a concave function of η. Since the minimum of concave functions is a concave function, the objective function (8a) is concave and constraints (8b) are linear. Thus, the problem (8) is convex.
APPENDIX C
Proof of Theorem 1: Since data symbols, additive noise, and channel coefficients are mutually independent, it is easy to show that terms J 0 , J 1 , and w k are mutually uncorrelated. Based on the worst-case uncorrelated additive noise [30] , the achievable rate is lower bounded by log 2 (1 + SINR k,Z F ), where
Variances of J 0 and J 1 can be computed as E |J 0 | 2 = ρ f η k and
where γ ki is defined in Theorem 1.
APPENDIX D
Before starting proof of Lemma 1, we remind the definition of M-matrices [31] : Matrix A ∈ R K ×K is an M-matrix if it can be expressed in the form A = s I − B, where [B] i j = b i j with b i j ≥ 0, for all 1 ≤ i, j ≤ K , and s is greater than the maximum of the moduli of the eigenvalues of B, and I is an identity matrix.
Proof of Lemma 1: Suppose η is the solution of
It is clear that SINR j,Z F is an increasing function of η j and a decreasing function of η i for i = j . If we reduce η j then SINR j,Z F decreases and SINR i,Z F (η ) increases for all i = j . By continuing this procedure, we will achieve a vector η (2) > 0 such that SINR k,Z F (η (2) ) = t 2 , t 2 ≥ t and η (2) ≤ η . Let π 1 = 
Since B is a non-negative matrix, from Perron-Frobenius theorem we know that there exists a left eigenvector v of B with corresponding eigenvalue r such that all components of v are non-negative and r is Perron-Frobenius eigenvalue with the largest absolute value among all other eigenvalues of B. Since all elements of vector d are positive, it follows from (32) that Bη (2) < π 2 η (2) . If we multiply both sides of Bη (2) < π 2 η (2) by non-negative vector v, we get
Since v T η (2) is positive, we can conclude that r < π 2 . Since π 1 ≥ π 2 , from above equation we have r < π 2 ≤ π 1 , which yields that (π 1 I − B) and (π 2 I − B) are M-matrices. One of the properties of an M-matrix is that it is invertible and its inverse is a non-negative matrix. Therefore all entries of η = (π 1 I − B) −1 d ≥ 0 are non negative. After adding π 2 η to the both sides in (32) and rearranging we get
and since all elements of matrix (π 2 I − B) −1 and vector (π 1 − π 2 )η are non negative, we can conclude that 0 ≤ η ≤ η (2) ≤ η which completes the proof.
Proof of Corollary 1: Suppose η (1) is the solution of SINR k,Z F (η (1) ) = t, k = 1, · · · , K , which doesn't satisfy feasibility constraints in (18b) and let η (2) be any vector that satisfies SINR k,Z F (η (2) ) ≥ t, k = 1, · · · , K . From Lemma 1 we know η (1) ≥ 0. Hence, the infeasibility of η (1) means that there exists m ∈ {1, · · · , M} such that
APPENDIX E
Proof of Lemma 2: Let η pc be the optimal solution of the optimization problem (19) . Denote the optimal power transmitted from AP m by
It is clear that there exists m ∈ {1, · · · , M} such that p m = 1, otherwise one can replace η i with η i /max m p m , ∀i , which would improve the optimal value while still satisfying the problem constraints. Next we define (14) and (15) respectively. By Lemma 1, η opt ( , ) is a continuous function of and , i.e., for every e > 0 there exists e 1 , e 2 > 0 such that
for all matrices and where − 0 < e 1 and − 0 < e 2 . The power coefficients defined in (21) are also continuous functions of , i.e., for every e > 0 there exists an e 3 > 0 such that
for all with − 0 < e 3 . Define matrix pc = δ 
APPENDIX G
Proof of Theorem 2:
It is clear that terms J 0 , J 1 , and w k in (26) are mutually uncorrelated. Hence, from (26) we can obtain SINR of the k-th user as follows
where E |J 1 | 2 = ρ f η k and variance of J 1 is computed as
where ν ki is defined in (27) . 
