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Abstract: Next-generation neutrinoless double beta decay experiments aim for half-life
sensitivities of ∼ 1027 yr, requiring suppressing backgrounds to < 1 count/tonne/yr. For
this, any extra background rejection handle, beyond excellent energy resolution and the use
of extremely radiopure materials, is of utmost importance. The NEXT experiment exploits
differences in the spatial ionization patterns of double beta decay and single-electron events
to discriminate signal from background. While the former display two Bragg peak dense
ionization regions at the opposite ends of the track, the latter typically have only one such
feature. Thus, comparing the energies at the track extremes provides an additional rejec-
tion tool. The unique combination of the topology-based background discrimination and
















feature of NEXT. Previous studies demonstrated a topological background rejection fac-
tor of ∼ 5 when reconstructing electron-positron pairs in the 208Tl 1.6MeV double escape
peak (with Compton events as background), recorded in the NEXT-White demonstrator
at the Laboratorio Subterráneo de Canfranc, with 72% signal efficiency. This was recently
improved through the use of a deep convolutional neural network to yield a background
rejection factor of ∼ 10 with 65% signal efficiency. Here, we present a new reconstruction
method, based on the Richardson-Lucy deconvolution algorithm, which allows reversing
the blurring induced by electron diffusion and electroluminescence light production in the
NEXT TPC. The new method yields highly refined 3D images of reconstructed events,
and, as a result, significantly improves the topological background discrimination. When
applied to real-data 1.6MeV e−e+ pairs, it leads to a background rejection factor of 27 at
57% signal efficiency.
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1 Introduction
The search for neutrinoless double beta (0νββ) decay is the most promising experimental
path to determine whether the neutrino is a Majorana fermion, with far-reaching impli-
cations in particle physics and cosmology [1–5]. Presently, several collaborations pursue
different technologies for detecting 0νββ decay with the leading experiments focusing on
76Ge [6–8], 136Xe [9–15], 130Te [10, 16, 17], and 100Mo [18–20]. The long half-life of 0νββ
decay (above 1.8 × 1026 yr in 76Ge [6] and 1.07 × 1026 yr in 136Xe [9]) makes its detection
extremely difficult, with only a few candidate 0νββ events expected throughout the run-
ning life of an experiment, calling for outstanding background suppression capabilities. The
next generation of 0νββ decay experiments will aim at half-life sensitivities of ∼ 1027 yr,
requiring, in turn, a background level below ∼ 1 counts/tonne/yr.
NEXT (Neutrino Experiment with a Xenon TPC) is a staged experimental program
aiming at the detection of 0νββ decay in 136Xe, using successive generations of high-

















The choice of gaseous rather than liquid xenon is driven by two considerations: (1) the
attainable energy resolution at the Q-value of the decay, Qββ (which for 136Xe is 2458 keV),
is a factor 3 better in gas than in liquid [11, 22–24]; and (2) whereas in liquid xenon events
are point-like, the projected length of ionization tracks in high-pressure Xe gas is ∼ 10 cm,
allowing for background discrimination based on the track topology, as first pioneered by
the Gotthard experiment [25]. The distinguishing topological feature of a two-electron
double beta decay event in high-pressure gas is the appearance of two blob-like Bragg-
peak energy depositions at the opposite ends of the track, in contrast with single-electron
background events which have only one such feature (figure 1). Thus, by reconstructing
the track in 3D and comparing the energy contained in small regions at its extremities, one
can effectively classify the event as either signal or background.
The current stage of the NEXT program is the NEXT-White1 demonstrator, whose
TPC has an active volume half a meter in diameter and length [26]. NEXT-White (“NEW”)
is a radiopure detector, operated underground under low-background conditions at the Lab-
oratorio Subterráneo de Canfranc (LSC), using xenon enriched to 90% 136Xe. Its purpose
is to validate all aspects of the technology on a large scale, including full characterization
of the background model and the technique’s background rejection power, and to demon-
strate its performance on two-neutrino double beta (2νββ) decay events. NEXT-White,
which has been running continuously since October 2017, will be superseded in 2022 by the
twice-larger NEXT-100 detector, which will deploy 97 kg of enriched xenon and demon-
strate sensitivity to 0νββ decay half-lives on the scale of 1026 yr [14]. This will pave the way
to a tonne-scale experiment which will be sensitive to half-lives longer than 1027 yr [27].
Importantly, the NEXT Collaboration pursues in parallel an extensive R&D program to
develop the capability of detecting the 136Ba daughter resulting from 136Xe double beta
decays inside a running TPC using single molecule fluorescence imaging [28–32]. If suc-
cessful, these efforts could boost the sensitivity of HPXe EL-TPCs to half-lives on the scale
of 1028 yr.
NEXT excellent energy resolution — demonstrated to be ∼ 1% full-width half maxi-
mum (FWHM) at Qββ in NEXT-White [23] — allows to reduce background from natural
radioactivity and 2νββ events in the Qββ region-of-interest (ROI) by about 5 and 12 or-
ders of magnitude, respectively, making the latter completely negligible [33]. NEXT also
utilizes track multiplicity, i.e., the number of distinct tracks in a given event, to reduce
background from γ-ray interactions or from single beta decays with energy in the Qββ
ROI (from cosmogenically-produced 137Xe). This effectively removes multiple Compton
scatters, as well as fast-electron tracks with accompanying vertices of bremsstrahlung and
characteristic x-ray interactions, resulting in an additional background rejection factor of
∼ 10 while retaining ∼ 70% of the signal [27, 33]. Finally, using the topology of the remain-
ing single tracks, background is further suppressed by measuring the energy deposition at
the track ends as described above.
Tests of the topological background rejection in NEXT-White rely on the use of a
228Th calibration source to produce 2615 keV γ-rays by the decay of 208Tl. Interactions of

















Figure 1. Simulated GEANT4 signal and background tracks near Qββ at 15 bar, from [34].
these γ-rays inside the gas lead to the production of electron-positron pairs with a total
kinetic energy of 1593 keV. These leave a trace with two Bragg-peak energy depositions
at the track endpoints, mimicking double beta decay events. Previous topological analysis
of such events in NEXT-White (with Compton electrons serving as background) yielded a
background rejection factor of ∼ 5, while retaining 72% of the signal events [35] for optimal
performance. Extended by Monte Carlo to Qββ , this analysis provided a background
rejection factor 7.4 with similar signal efficiency. (Note that these values correspond to the
performance of the topological analysis alone, after the preceding energy and single-track
cuts.) Recently, these results were improved by using a deep convolutional neural network
yielding a background rejection factor of ∼ 10 with a signal acceptance of ∼65% [36].
In this work we describe an improved methodology for track reconstruction. The
underlying idea is to enhance the sharpness of reconstructed tracks — degraded by elec-
tron diffusion and spread of light produced in the electroluminescence (EL) process —
through the application of an image deblurring procedure, namely the Richardson-Lucy
(RL) deconvolution algorithm [37, 38]. We begin by describing signal production and
event reconstruction in NEXT-White, with particular emphasis on previous work regard-
ing the topological analysis. This is followed by a discussion of the blurring effects of
diffusion and EL light production, and their quantification through a spatially-dependent
point spread function (PSF). We then describe the implementation of the RL algorithm,
which is outlined in appendix A, within the experiment’s data processing chain, and vali-
date it by demonstrating the accurate reconstruction of point-like events (individual and
pairs) and muon tracks. The procedure is subsequently employed on 1.6 MeV e−e+ pairs
and gamma-induced background events in both Monte Carlo and data recorded in NEXT-
White, yielding a major improvement in topological background rejection. We discuss the


















2 NEXT-White: event reconstruction and prior work on topological
analysis
The NEXT-White TPC [26] consists of a cathode and gate grids defining a 53 cm-long
drift region, a transparent anode plate positioned 6 mm behind the gate, and a field cage
with an inner diameter of 45 cm. An array of 12 Hamamatsu R11410-10 3” photomultiplier
tubes (PMTs), constituting the energy plane, is located 13 cm behind the cathode. At the
opposite end of the TPC, 2 mm behind the anode plate, an array of 1792 SensL series-
C 1 mm2 silicon photomultipliers (SiPMs) distributed at a pitch of 10 mm, serves as the
tracking plane. The entire tracking plane area is covered by polytetrafluoroethylene (PTFE)
to reflect light towards the PMTs, with holes for the SiPMs. The interior wall of the field
cage comprises a PTFE tube coated with a thin wavelength-shifting layer of tetraphenyl
butadiene (TPB) to further optimize light collection. The anode is a 3 mm-thick fused
silica plate, coated on both faces with transparent resistive and conductive layers, which
are themselves coated by TPB. The detector is presently operated under voltages which
define a uniform drift field of 0.42 kV/cm between the cathode and gate, and a nominal
electroluminescence (EL) field of 12.8 kV/cm between the gate and anode (the EL gap).
When an event occurs inside the sensitive volume, the associated primary charged
particles form Xe excimers and electron-ion pairs along their track. De-excitation of the
former produces prompt vacuum ultra violet (VUV) scintillation light (“S1”) centered at
172 nm, lasting a few hundred ns. This light, which is shifted to ∼430 nm by the TPB
coating the inner surfaces of the TPC and recorded by the PMTs with a sampling time
of 25 ns, provides the start time t0 of the event. The drift field prevents electron-ion
recombination and drives the electrons at a uniform velocity of 0.91 mm/µs (for Edrift =
0.42 kV/cm) towards the EL gap. As they cross it (in ∼ 1.6 µs), they produce EL light
(“S2”), which is also centered at 172 nm and wavelength-shifted by TPB. For a nominal
EL field of 12.8 kV/cm and 6 mm gap, this provides, at 10 bar, a light yield of ∼ 450 VUV
photons per electron crossing the gap [39]. Depending on the track length, the duration of
the S2 signal varies from a few µs to a few hundred µs. The S2 light is recorded by both
the PMTs and SiPMs, with the latter integrated in 1 µs time slices.
During operation, NEXT-White is continuously calibrated using 83mKr, which is intro-
duced into the gas system by an in-line 83Rb source. 83mKr spreads uniformly throughout
the TPC volume and produces point-like energy depositions of 41.6 keV. These events serve
for precise determination of the electron lifetime and xy S2 response of the detector, to
generate 3D correction maps which are then employed for accurate energy measurements of
signal and background events [40]. Furthermore, as detailed below, 83mKr can also be used
to obtain the point-spread function that describes both electron diffusion and the optical
response of the tracking plane, a vital ingredient for image deconvolution.
When processing events with energy higher than 400 keV, SiPM waveforms are re-
binned into 2 µs, keeping only sensors recording more than 5 photoelectrons (PEs) within
each slice. At this stage a second, optional, higher charge threshold is applied. For each
SiPM passing this threshold in each slice, a 3D “hit” is generated, whose xy coordinates
are those of the associated SiPM, the z coordinate is the product of the electron drift

















detected PEs. The energy measured by the PMTs in the same time slice is divided among
the reconstructed hits, proportionally to the charge of their respective SiPMs. Afterwards
the energy assigned to each hit is multiplied by the correction factors derived from the
83mKr 3D maps. Figure 2 (left) shows an example of a 3D hit map of a reconstructed track
with color representing the number of PEs detected.
The resulting hits are grouped in cubic voxels with an event-dependent fixed size.
These are further grouped into connected tracks, using the breadth-first search (BFS) algo-
rithm [34, 41]. Voxels are considered to be part of the same track if they have a common
face, side or corner. An event may contain more than one track (for example, in the case
of multiple Compton scatters). After building the tracks, the BFS algorithm further iden-
tifies the end-point voxels of each track. These are defined as the pair of voxels with the
longest distance between them, where the distance between any pair of voxels is defined
as the shortest path along the track that connects them. The SiPM hits contained in the
end-point voxels are used to define the voxel center-of-gravity (COG). Finally, two spheres
of a fixed radius are defined around the end-point voxels COGs, and the energy contained
in them is summed, designating the sphere containing more energy as blob1 and the one
carrying less energy as blob2. The final output for analysis consists of a collection of tracks
and their “blobs”.
To investigate the effectiveness of topological event classification in NEXT-White, the
experimental work described in [35], to which we refer below as the classical analysis,
focused on e−e+ pairs produced in Xe by the 2615 keV gamma of 208Tl, using an external
source of 228Th (parent of the decay chain containing 208Tl). The topological analysis of
such pairs provides an excellent “training arena” for that of 0νββ events. Similar to the
track structure of 0νββ decay, the pair electron and positron tracks start from a common
vertex, and both end with a Bragg peak of dense ionization. Such pairs have a total kinetic
energy of 1593 keV, and their selection is based on the identification of the 208Tl double
escape peak in the energy spectrum. At 10 bar the combined continuous-slowing-down
approximation range of such pairs is ∼ 20 cm, the same as that of 0νββ events at 15 bar
(the planned operation pressure of NEXT-100); the typical projected length of the full event
in both cases is .10 cm. For the sake of the analysis, e−e+ pairs are therefore considered
as signal events, while single-electron events (from Compton scatters) in the region of the
double escape peak, are considered as background.
For the classical analysis the SiPM charge cut was set at a high value of 30 PEs,
SiPM hits were grouped in cubic voxels with an event-dependent fixed size between 10 and
15 mm (figure 2, right), and the blobs were defined by 21 mm-radius spheres. All choices
are revisited in the present work. In the analysis (classical and the new method presented
here), events are required to be fully contained within the fiducial volume (with all hits
at least 2 cm away from any of the drift volume surfaces) and consist of only one track.
Classification to signal or background is done by comparing the energy contained in blob2
to a fixed threshold. If blob2 energy exceeds it the event is classified as signal, and if not
— as background.
To quantify the effectiveness of this topological cut on double escape peak events, one

















Figure 2. An example for a reconstructed event in NEXT-White. Left: SiPM hits, with color
representing detected photons; right: same event voxelized in 15× 15× 15 mm3 bins (from [35]).
and the background acceptance b as the fraction of background events that survive it. Both
parameters depend on the choice of the energy threshold for blob2. As discussed in [33],
the sensitivity of the experiment to 0νββ decays is proportional to a topological figure of
merit, defined as f.o.m. = ε/
√
b, where the signal efficiency and background acceptance are
calculated for events in the Qββ ROI. Considering the similarity between 1.6 MeV e−e+
pairs at 10 bar and 0νββ events at 15 bar, optimizing the f.o.m. for e−e+ events — which
are accessible experimentally at large numbers — can be regarded as a proxy for optimizing
the sensitivity of the experiment to 0νββ decays. For a given configuration of reconstruction
parameters, the maximal f.o.m. is obtained for an optimal choice of blob2 energy threshold.
As shown in [35] for the optimal figure of merit, the classical analysis, when applied to
experimental data, yields a signal efficiency of 71.6% with a background acceptance of
20.6% (with small statistical and systematic errors), i.e., a background rejection factor of
4.9. Similar outcomes were obtained in Monte Carlo (MC) simulations of double-escape
peak events, performed with the NEXUS Geant4-based NEXT simulation framework [42].
When evaluating the performance of the classical analysis at Qββ using MC events, the
background acceptance was further reduced down to 13.6% (background rejection factor
of 7.4) while keeping virtually the same signal efficiency [35].
As mentioned earlier, a more recent work [36] improved on these results by using a
deep convolutional neural network to classify 1.6 MeV double-escape peak events to signal
and background, starting from the voxelized tracks, instead of using the BFS algorithm and
blob-based analysis. This method yielded a background acceptance level of 10% at 65%
signal efficiency. The reconstruction method described in the following sections is closer
in nature to the classical analysis, which therefore serves as the reference for comparison.


















Figure 3. Simulated 136Xe 0νββ event. Left: initial track; right - same track after drifting





cm respectively. Color scale in the right plot represents the number of ionization elec-
trons at each xy bin.
3 Image blurring effects in NEXT-White
The classical reconstruction using the SiPM hits and voxels is affected by two blurring
mechanisms which degrade the quality of the reconstructed track: electron diffusion and
the spread of EL light on the tracking plane.
The initial track structure is a thin trail of ionization, as shown in figure 1. As the ion-
ization electrons drift towards the gate, elastic collisions with Xe atoms lead to transverse
and longitudinal diffusive spread of the charge cloud around the track “backbone”. The
root-mean-square (r.m.s.) diffusive spread of each point-like element of the initial track is
proportional to the square root of the drift time, and therefore — since the drift velocity
is constant — to the square root of the distance between this element and the gate (i.e.,
its z coordinate). Under the operating conditions of NEXT-White, this effect can be on
the cm scale.
The second contribution to the overall blurring occurs as the electrons cross the EL
gap, where they emit light isotropically in 4π. VUV photons emitted towards the anode
are absorbed in TPB and re-emitted (again isotropically) as blue photons, which are subse-
quently transmitted through or reflected on the interfaces of the multi-layered anode plate,
with additional reflections from the tracking plane PTFE cover. VUV EL photons emitted
towards the gate and absorbed on it may result in secondary photoelectron emission, cre-
ating an additional discrete “halo” of diffuse light around the event. All of these processes
combine to further optically smear the image of the charge distribution in the EL gap at a
given time slice, with a similar relative contribution as electron diffusion.
Both blurring effects can be characterized using 83mKr data. In fact, transverse and
longitudinal diffusion in NEXT-White were already studied using 83mKr events in [43].
The r.m.s. transverse diffusion spread at 10 bar was found to be 1.07 mm×
√
z(cm) and
the longitudinal one — 0.27 mm×
√

















z = 53 cm, the transverse and longitudinal FWHM spread of an electron cloud starting
from a point-like charge distribution are, in this case, 18.3 mm and 4.6 mm, respectively.
An example for the effect of diffusion on a simulated 0νββ event for a drift distance of
40 cm is shown in figure 3.
Both electron diffusion and the EL light spread can be quantified in terms of point
spread functions. The full diffusion PSF is three dimensional: a point-like initial electron
cloud transforms after diffusion to an oblate 3D Gaussian (wider in the transverse plane
than along the drift direction), where both the transverse and longitudinal widths are
proportional to
√
z. This 3D PSF can be projected on the xy plane to yield an effective
2D transverse diffusion PSF, F 2Ddif (x′, y′; z); (here x′ and y′ are the xy coordinates in a
frame of reference centered on the PSF axis). Similarly, integrating the total light hitting
the tracking plane for a point-like charge crossing the EL gap produces a 2D EL PSF,
FEL(x′, y′). Unlike the diffusion PSF, the EL PSF does not depend on the drift distance z.
Detailed analysis of 83mKr events show that except for the TPC edges, both the diffusion
and EL PSFs do not depend, to leading order, on the absolute xy position with respect to
the TPC axis, and both are axisymmetric.
Experimentally, the EL PSF can be determined from 83mKr events occurring imme-
diately in front of the gate, such that they do not suffer a diffusive spread and can be
considered point-like. The procedure, similar to that described in [43], involves recording
a large number of 83mKr events over a small drift region (drift time < 25 µs). For each
event, the SiPM response is integrated over several µs, to include the full S2 signal. The
xy location of the event is determined by calculating the center of gravity (COG) of the
SiPM hit map. The coordinates of all SiPMs participating in the event are shifted to a
reference frame whose origin coincides with the COG of the event, and their charge is
binned in 1 × 1 mm2 pixels. The process, repeated over a large number of events, such
that in each step the SiPM charge is added to the corresponding pixels, converges to the
PSF. Figure 4 (top left) shows the profile of the EL PSF constructed from 83mKr data.
For comparison, we also show the PSF extracted from a Monte Carlo simulation. The
MC PSF is narrower and the wings of the experimental PSF are somewhat larger. This
indicates that the present simulation does not provide a complete description of the optical
processes occurring in the EL gap and multi-layered anode plate (in particular, it does not
include, at this stage, a contribution of secondary photoelectron emission from the gate,
which may lead to single-electron EL signals at some distance from the main event).
The effective 2D transverse diffusion PSF is given approximately by a Gaussian whose
standard deviation is: σt = 1.07
√
z, where z is in cm and σt in mm. This function is
shown in the top right panel of figure 4, for several values of z. The two blurring effects
of diffusion and EL light production can be combined in a single z-dependent PSF, which,
to a good approximation, is given by their convolution: Fdif+EL(z) = F 2Ddif (z) ∗ FEL. This
expression is only approximate, because in reality longitudinal diffusion introduces “cross
talk” of charge between adjacent slices; however, since longitudinal diffusion is ∼ 4 times
smaller than transverse diffusion, and is, in all cases, smaller than the width of the EL
gap, we do not take into account this small effect. The combined PSF can be determined

















Figure 4. Top left: EL PSF (from 83mKr data and Monte Carlo). Top right: the 2D transverse
diffusion PSF (calculation based on the diffusion measurements in [43]). Bottom left: the combined
EL+diffusion PSF. Experimental data (solid line) are from 83mKr events selected by their drift
distance, while MC (dashed lines) is a convolution of the EL PSF and the 2D transverse diffusion
PSF. Bottom right: the 2D PSF for experimental data for the different drifts shown in the accom-
panying plots, along with the 2D EL PSF in the first quadrant. The intensity value refers to the
area-normalized value of the distributions.
as was done in [43] to determine the transverse and longitudinal diffusion coefficients. In the
present study, events were selected in 25 µs drift time intervals. This step size was chosen
to keep variations in transverse diffusion within the interval sufficiently small. Thus, for
the first 100 µs drift, the relative change within a 25 µs interval is ∼10%, while at half the
chamber, where the drift time is ∼225 µs, the change falls below 5%. The bottom panel of
figure 4 shows the combined z-dependent PSF for the set of drift distances shown in the top
right panel. We show both the experimental PSF and the one obtained by convolving the
Monte Carlo EL PSF and the transverse diffusion Gaussian. As indicated by the figure,
convolution of the EL PSF with the diffusion PSF washes out most of the differences
between the two. Note that for the two different data sources, MC and detector acquired

















4 Track reconstruction in NEXT-White using Richardson-Lucy decon-
volution
The Richardson-Lucy (RL) algorithm (also known as the Lucy-Richardson algorithm) was
developed independently by W. H. Richardson [37] and L. B. Lucy [38] in the early 1970’s
in the context of observational astronomy. Richardson focused his discussion solely on
the recovery, by deconvolution, of an underlying sharp image from an observed blurred
one. Lucy’s work, in contrast, considered a more general case, where one seeks to recover
an underlying frequency distribution from an observed one, with image restoration as
a particular application. The method has subsequently become a main tool for image
restoration in many scientific and engineering fields. The algorithm is iterative, generating a
sequence of improved approximations for the underlying sharp image based on the observed
blurred and noisy one, and the (presumably known) point spread function. It can be
applied on an arbitrary number of spatial dimensions. Appendix A outlines the procedure
for two-dimensional images. Here we describe its implementation within the NEXT event
reconstruction scheme and a series of evaluations performed to cross-check and validate
the methodology.
4.1 RL implementation in NEXT-White
In NEXT-White, we apply RL deconvolution on individual SiPM time-sliced hit maps
(each integrated over a time interval δt, where, in the present analysis δt = 2 µs). Each
slice is considered to be fully independent from the others and longitudinal spread is not
taken into account. For a slice recorded at time t, we associate a physical slice of width
δz = vdδt of the original 3D track at the corresponding drift distance z = vd · (t− t0) (for
vd = 0.9 mm/s, δz = 1.8 mm). We identify the physical slice, using the terminology of
appendix A, with the underlying sharp 2D image W (x, y), and the corresponding SiPM
hit map as a sampled representation of the blurred image H̃(x, y). The two images are
assumed to be related through the combined diffusion+EL PSF F (x, y; z) corresponding
to a drift distance z.
The implementation of RL deconvolution on each slice is done, for both experimental
data and MC events, in the following steps:
1. Charge cut: SiPMs containing less charge than a predefined threshold qcut are re-
moved from the slice. As discussed in appendix B, after exploring several different
choices for the charge threshold, we adopted a value qcut = 10 PE (compared to 30
PE used in the classical analysis).
2. Removal of isolated SiPMs: single SiPM hits which have no adjacent non-zero neigh-
bors in the same slice are removed. This is done to avoid filling the region between
the main track and isolated SiPMs which fluctuate above the charge threshold qcut
by non-physical data in the subsequent interpolation step.
3. 2D interpolation: we define a rectangular region surrounding the SiPMs which have

















hit points in this region, we apply bicubic 2D interpolation on the “cleaned up” SiPM
hit map over a 1 × 1 mm2 grid (the SiPMs cover only 1% of the plane). Note that
no significant differences were observed in the final outcomes of the analysis (signal
efficiency and background acceptance for double escape peak events) when replacing
bicubic by linear interpolation (see a brief discussion in appendix B).
4. RL deconvolution: for each slice, we use the corresponding z-dependent combined
EL+diffusion PSF for the deconvolution process, following equations (A.6)–(A.8) in
appendix A, to find successive estimations W (r)(x, y) for W (x, y) in Niter iterations.
Data and MC PSFs are used for data and MC events, respectively. The process main-
tains the overall charge of each slice constant in all iterations. It was implemented
using the Richardson-Lucy function from Python’s scikit-image library [44].
5. Cleaning cut: once the iterative process is completed, a cleaning cut with an ad-
justable threshold εcut is applied to the image intensity given by the iterative process.
This is done to remove non-physical backgrounds and reconstruction leftovers, and
sharpen the track edges for the topological analysis. For the double escape peak
analysis the cut was set at 0.008 a.u. Details on the optimization can be found in
appendix B. No cut was performed when applying the method to Kr events as the
reconstruction leftovers where not found to have an impact on the performance.
6. Energy allocation: finally, based on the integrated S2 signal recorded by the PMTs
over the entire event duration, and using the 83mKr-based lifetime and S2 correction
maps [23], we find the total energy of each recorded slice and divide it among all of
the 1 × 1 mm2 pixels of the deconvolved image, proportionally to their interpolated
charge.
The first three steps aim to generate a reasonable estimate for the actual photon hit
pattern on the tracking plane. They reflect a pragmatic approach to bridge the empty
spaces (and hence lack of information) between the SiPMs, and to avoid distorting the
image by distant effects, such as reflections from the various TPC surfaces, or distant EL
light emission by photoelectrons ejected from the gate mesh. The interpolation step is
justified as the smearing effects of both electron diffusion and EL light spread produce
gradual changes in light intensity on the tracking plane. Rather than claim for absolute
mathematical rigor in this approximation, we provide a series of simple demonstrations
to support its practical value. These include the reconstruction of individual Kr events,
adjacent pairs of Kr decays, and straight muon tracks.
4.2 Validation tests
As a first test, RL deconvolution was applied to individual Kr events from both MC and
detector data. A typical example, from data, is shown in figure 5, with the SiPM sensor
response for qcut = 10 PE on the first column, bicubic interpolation on the second, and
deconvolved images after 75 RL iterations on the third. When comparing the deconvolved
images to the MC true information, the r.m.s. error in the reconstructed COG of all Kr-

















Figure 5. Example of a reconstructed 83mKr event from NEXT-White data. The event is centered
at (0,0) for convenience. Left: raw sensor response, with a charge cut of 10 PE. Center: bicubic
interpolation. Right: deconvolved image after 75 RL iterations.
Figure 6. Reconstructed pair of nearby 83mKr events from detector data, synthesized by overlaying
SiPM response maps for two nearby events. Left column - raw (synthesized) SiPM data; center -
bicubic interpolation; right - deconvolved image after 75 iterations. Red dots represent the COGs
of individual events.
.
reconstructed Gaussian-like charge distribution was ∼ 5 mm for both MC and detector
data, independent of the drift distance, for z > 100 mm. Although adding iterations was
found to reduce the FWHM further, the effect was quite marginal (e.g., applying 150
iterations reduced the FWHM to ∼ 4 mm).
While the accuracy in COG reconstruction using RL deconvolution for point-like Kr
events was practically the same as obtained from the raw SiPM response, the strength
of the method lies in the ability to resolve nearby structures. To demonstrate this, we
artificially synthesized pairs of Kr events from detector data, by overlaying SiPM sensor
response maps for two individual events with the same drift distance. Image synthesis
was done by shifting the SiPM response map of one event by an integer number of 10 mm
steps in x and y, to bring its COG close to that of the other one. An example is shown in
figure 6, where the COGs are 19.5 mm apart (for a drift distance of ∼ 360 mm). The dots
represent the individual Kr COGs. As in figure 5, the left, center and right columns show


















Figure 7. Two muon events in NEXT-White data after RL deconvolution, shown in three Cartesian
projections. The top event is of a “clean” muon, while the bottom one also contains a delta electron.
To demonstrate the method over long tracks, we selected, from detector data, a set of
crossing muon events. A visual inspection was carried over an extensive dataset with no
observable deviations from the expected straight line tracks, with occasional delta electrons
branching out from the main track. Two examples of muon tracks of NEXT-White data
(Run V) are shown in figure 7.
Figure 8 demonstrates the iterative refinement in the track sharpness obtained by the
RL process. The event consists of a 1.6 MeV electron-positron pair, acquired in NEXT-
White, which forms a U-shaped track, where the two ends are located roughly in the same
xy plane. The first row shows the raw data (sensor response) before deconvolution, binned
in 10× 10× 1.8 mm voxels. The full track, projected on the yz plane, is shown on the top
left. The dashed lines mark three particular slices where the effect of applying successively
more iterations is shown for each one individually. The corresponding slice images are
shown in columns 2-4. Rows 2-4 show the same event after 2, 10 and 75 iterations, with
the latter after application of the cleaning cut. The disconnected artifact appearing in slice
1 after 75 iterations (around x = 70 mm, y = 50 mm) does not affect the analysis of the

























Figure 8. Effect of successive RL iterations (2, 10 and 75) in three selected slices. The event is an
electron-positron pair (from data).
5 Analysis of 1.6 MeV e−e+ events
5.1 Methodology
The detector data used for this analysis were taken during August 2019 under the same
conditions as in [35], but with a much longer electron lifetime of ∼ 9 ms. The MC simulation
dataset was exactly the same. Detector data consisted of events generated by a 228Th source
placed in an external calibration port above the center of the drift region, and of internal
83mKr events.
Similarly to [35], event selection for the topological analysis around the 208Tl double
escape peak was done by applying the following filters: (1) event energy in the range
1.4 − 1.8 MeV; (2) full containment of the event in the fiducial volume, with all hits at

















track, when binned into 15 mm voxels. The latter filter, to which we refer below as the
“gross single-track cut” (given the large voxels size), was employed on the SiPM data before
deconvolution rather than at the end of the process, to avoid artificial track multiplicity
which may be created during the RL iterations and as a result of the final cleaning cut.
Events passing the above filters were processed according to the RL steps listed in
section 4. The set of deconvolved 2D images (which, in fact, consisted of 1× 1× 1.8 mm3
voxels with 1.8 mm along z) were re-binned into larger voxels of adjustable size. As
discussed in appendix B, 5-mm voxels provided the optimal results. The BFS algorithm
was then used — as in the classical analysis — to combine the event voxels into one or
more tracks. At this stage, events may have contained more than one track either because
they consisted of multiple nearby physical tracks which were unresolved by the gross single-
track cut, or due to artificial breaking of a single track into smaller segments during the
RL process. Concretely, it was estimated, based on the true information of simulated
data, that 29% of the events passing the gross single-track cut were actually multi-track
events. At the same time, for the optimal parameter configuration described below, 27% of
the deconvolved simulated events exhibited more reconstructed tracks than the number of
segments in the true information. These additional “satellites” were of low intensity, with
essentially no effect on the blob-based analysis.
Once the voxels were grouped into tracks, the BFS algorithm was used to find the track
ends. Those of the longest track of the event served as the centers for two spherical blobs
of a variable radius. As before, we defined blob1 as the more energetic blob and blob2 as
the less energetic one. We set a threshold E0,blob2 on blob2 energy such that events above
it were considered signal and below it — background. For the i-th value of blob2 energy
threshold E(i)0,blob2 we defined the signal efficiency εi, background acceptance bi and figure
of merit f.o.mi as:
εi =
number of signal events with Eblob2 > E(i)0,blob2
total number of signal events with no cut (5.1)
bi =
number of background events with Eblob2 > E(i)0,blob2





For MC, the true nature of the event is known: any event containing a positron is signal,
and any event without one is background. For each threshold E(i)0,blob2, the signal efficiency,
background acceptance and figure of merit are found directly from equations (5.1)–(5.3)
using the true information. For experimental detector data, however, the nature of the
event is unknown a priori and one must resort to a different approach, which involves
fitting the ROI data around the double escape peak with an expression that describes both
signal and background, before and after the application of the cut Eblob2 > E(i)0,blob2 [35].
Figure 9 shows the MC energy spectrum around the double escape peak, highlighting
separately the contribution of e−e+ pairs (in blue) and of events with no positron (in red).
The figure shows the spectrum before and after the application of the topological cut. The

















Figure 9. Energy spectrum and event population in the double escape peak region for MC events.
In blue, events with a positron, in red — the rest of the interactions (predominantly Compton
electrons). Left: the spectrum before applying any topological cut. Right: after a blob2 energy cut
of 340 keV.
was done in [35]:
fbkg(E) = A1 exp(−A2E) (5.4)
The signal spectrum consists of a Gaussian centered at 1593 keV, with flat shallow
wings for energies below and above the peak, as shown in figure 10. Below the peak,
signal events comprise e−e+ pairs created by photons of energy below 2615 keV (which
predominantly result from Compton scatters of 2615 keV gammas prior to pair production),
as well as e−e+ pairs which lose some energy by bremsstrahlung, where the emitted photon
does not interact in the sensitive volume. Above the peak there is a smaller population
of e−e+ events where one of the 511 keV gammas created when the positron annihilates
interacts close to the main track and is unresolved by the gross single-track cut. The signal



















where a complementary error function (erfc) with the same standard deviation as the
Gaussian is used to describe events below the peak. This expression was chosen empirically
based on the MC distribution shown in figure 10 and should be considered only as a proxy
to obtain an estimate of the signal population outside the peak with no other physical
meaning. The parameters C1 and C2 were extracted from fitting, through an unbinned
extended maximum likelihood fit, MC data consisting only of e−e+ pairs in the region
1.4−1.8 MeV, giving: C1 = (4.89±0.46) ·10−4 and C2 = (1.99±0.28) ·10−4. Note that the
analysis in [35] disregarded the shallow wings in the e−e+ spectrum, and instead assumed
that the signal is completely described by a Gaussian. This assumption is valid when
the signal population outside the peak is negligible compared to the background, which is
the case before application of the topological cut (figure 9, left). For a modestly effective

















Figure 10. Energy spectrum of e−e+ pairs around the 1.6MeV double escape peak, fitted according
to equation (5.5).
validity as the topological cut becomes more effective, and a realistic fit should consist of
the sum of equations (5.4) and (5.5):
f(E) = fbkg(E) + fsig(E) (5.6)
The procedure for estimating the signal efficiency and background acceptance using
the fit was as follows. The parameters C1 and C2 were extracted from the MC fit to the
true signal spectrum and assumed to hold also for detector data, without being affected by
the application of the topological cut. This approximation, which reflects an assumption
that the signal efficiency of the blob cut is energy-independent over the range 1.4−1.8 MeV,
was confirmed to hold on MC data. For each value of E(i)0,blob2 we then fitted the data with
f(E) (equation (5.6)), with A1, A2 and B1 as free parameters, before and after applying
the cut Eblob2 > E(i)0,blob2 using an unbinned maximum likelihood fit (the parameters µ and
σ were extracted once from a fit to the Gaussian alone and kept constant in subsequent
fits). The number of background and signal events passing a given value of E(i)0,blob2 were


























The estimate was found to be within 1% of the real number of events for both signal
and background populations in MC. The signal efficiency and background acceptance for
the cut Eblob2 > E(i)0,blob2 were calculated as:
εi = Nsig,i/Nsig,0 (5.9)
bi = Nbkg,i/Nbkg,0 (5.10)
where the subscript “0” refers to no cut (i.e., E0,blob2 = 0). The figure of merit for the i-th



















Figure 11. Experimental detector data events in the 1.6MeV double escape peak region after


















Figure 11 shows four examples of detector data events reconstructed using RL decon-
volution. The first two rows show events classified as signal, while the third and fourth
rows display events classified as background (deconvolution and classification were done
using the choice of parameters described below). Note that the second background event
contains a blob-like satellite close to its start point. This event passed the gross single-track
cut, and, in the classical analysis, would have likely been classified as signal. The refined
reconstruction offered by RL deconvolution allows separating this satellite from the main
track and correctly classify this event as background.
5.2 Results
The RL process and subsequent analysis involve several parameters, whose values deter-
mine the blob identification quality which ultimately reflects on the signal efficiency and
background acceptance. These parameters can be divided in two groups: those affecting
the quality of the reconstructed image and the end-point identification accuracy, and those
which affect the energy calculation inside the blobs. The first group is related to the RL
process and includes the SiPM charge threshold qcut, number of RL iterations Niter and
final cleaning threshold εcut. The second group is comprised of the BFS characteristic
parameters, namely the voxel size lvoxel and blob radius Rblob. For a given choice of pa-
rameters the f.o.m. attains a maximum for a particular value of E0,blob2. By carefully
adjusting the values of these parameters one can try to maximize the f.o.m., and therefore
the experimental sensitivity in the energy region under investigation.
The optimization process is highly demanding in computing resources: beyond being
a multivariate problem, the determination of the f.o.m. for every parameter configuration
requires analyzing tens of thousands of events. We therefore adopted here a pragmatic
approach, which allowed attaining a high value for the f.o.m., but without proving that
this is a global maximum. The analyzed dataset comprised 3.8 · 104 MC and 1.9 · 104 de-
tector data events passing the energy, fiducialization and gross single-track cuts. We per-
formed separate analyses to MC events using the true information (equations (5.1)–(5.3)),
MC events where signal and background estimates were made using the fitting procedure
(equations (5.7)–(5.10)), and experimental detector data using the same fitting procedure.
The optimal choice of parameters and resultant f.o.m. vary, to some extent, between MC
and detector data. Appendix B provides a detailed description of the optimization process.
Here, we present the final results of the analysis.
Our choice of parameters aimed to simultaneously achieve a high f.o.m. for both de-
tector data and MC (using the fitting procedure) while looking for optimal MC (true
information) performance. We refer to the chosen set of parameters as the “optimal config-
uration,” where: qcut = 10 PE, Niter = 75, εcut = 0.008, lvoxel = 5 mm and Rblob = 18 mm.
Figure 12 shows 2D histograms of signal and background events from detector data,
binned according to their blob1 and blob2 energies, comparing the classical analysis (A)
to RL deconvolution with the optimal choice of parameters (B). Each histogram contains
both signal (electron-positron) and background (Compton scatter) events, in the range
1.4 − 1.8 MeV, where the signal population occupies a higher region in the blob1-blob2

















Figure 12. 2D histogram of blob1 and blob2 energies of 1.6 MeV double escape peak events from
detector data: (A) classical analysis; (B) RL deconvolution with the optimal choice of parameters.
Each histogram contains events passing the fiducial cut and gross single-track cut with energies
in the range 1.4 − 1.8 MeV, with both signal and background populations (with higher and lower
blob2 energies, respectively). The horizontal white lines mark the choice of blob2 energy cut which
maximizes the f.o.m.
Dataset/analysis Signal efficiency Background acceptance Figure of Merit
Classical 71.6± 1.5% 20.6± 0.4% 1.58± 0.04
Data 56.6± 2.2% 3.7± 0.7% 2.94± 0.28
MC (fit) 59.4± 1.6% 4.0± 0.5% 2.98± 0.20
MC (true) 59.4± 1.0% 3.3± 0.4% 3.26± 0.20
Table 1. Signal efficiency and background acceptance for the optimal figure of merit.
f.o.m. Application of RL deconvolution clearly leads to an improved separation between
the two groups.
Figure 13A shows the signal efficiency as a function of background rejection (1 − b)
for 1.6MeV double escape peak events, for the optimal choice of parameters. The figure
includes the curves for detector data, MC (using the fit and true information) and — for
comparison — the classical analysis of detector data events [35]. Increasing background
rejection is equivalent to moving the horizontal white lines in figure 12 upward. Figure 13B
shows the f.o.m. as a function of the threshold on blob2 energy for the same datasets and
parameters. For RL deconvolution the maximal (optimal) f.o.m. is obtained for E0,blob2 =
340 keV.
Table 1 shows the signal efficiency, background acceptance and f.o.m. for detector
data and MC (with the classification based on both the fit and true information), for the
optimal choice of parameters and optimal value of blob2 energy cut. For comparison the
table also includes the results of the classical analysis. The errors represent statistical
uncertainties (standard deviation); systematic effects were found to be dominated by the

















Figure 13. (A) Signal efficiency vs. background rejection for 1.6MeV double escape peak events,
for detector data, MC (using the fit) and MC (using the true information), for the optimal choice of
parameter configuration (marked rectangles in figure 18 in appendix B). The curve resulting from
the classical analysis of data (from [35]) is shown for comparison. (B) The figure of merit for the
optimal parameter configuration for detector data, MC (fit and true) and classical analysis vs. the
threshold on blob2 energy. The maximal (optimal) f.o.m. is for a blob2 energy cut at 340 keV.
Figure 14. (A) Reconstructed energy for blob2 for deconvolution and classical analysis. The
“true” blob energy is found by integrating over a sphere of 18 mm radius centered on the true track
end-point. (B) Distributions divided by population, either signal or background.
For detector data, the RL-based analysis using the optimal choice of parameters pro-
vides a 5.6-fold reduction of background acceptance compared to the classical analysis
(overall topological background rejection factor of ∼ 27), accompanied by a relative reduc-
tion of signal efficiency by 21%. According to the simulated data (true MC information),
a 6.2-fold reduction of background and a 17% relative reduction of signal is achieved with
the chosen configuration.
The enhanced background rejection power is a consequence of the improved blob re-
construction, both in positioning and radial extent, enabled by RL deconvolution. The

















Figure 15. End-finding error distributions. Left: overall error distributions obtained by RL-
deconvolution and the classical analysis for 1.6 MeV double escape peak events; right: distributions
for RL-deconvolution divided into signal and background events, with subdivision into blob1 and
blob2.
derived from the classical analysis, as illustrated in figure 14. Only blob2 is shown as
the difference in performance is more pronounced than for blob1 (which also exhibits an
improvement). Figure 15, left, compares the overall performance of RL deconvolution and
the classical analysis in end-finding. The histograms show the distributions of distances be-
tween the reconstructed end positions and the true ones (extracted from MC) for all events
in the 1.6 MeV ROI, combining signal and background with no distinction between blob1
and blob2. Employing RL deconvolution clearly reduces the errors, leading to improved
blob-based classification. In appendix B we show that, as expected, high f.o.m. values are
correlated with reduced errors in end-finding. The right panel of figure 15 focuses on the
error distributions for RL-reconstructed events, separating them by event and blob type.
It shows that the best results are obtained for blob2 in background events, where there is
no Bragg peak. While there is considerable reduction in error for the other cases compared
to the classical analysis, in about 30% of the events the error is larger than the blob radius
(18 mm), indicating that there is still ample room for improvement.
6 Discussion
Richardson-Lucy deconvolution was shown in this work to be a highly effective tool for
enhancing image reconstruction in NEXT, leading to a major improvement in topological
background rejection. The application of the method to detector data in the 1.6 MeV
double escape peak of 208Tl, using a cut on blob2 energy, yielded a background acceptance
level b = (3.7 ± 0.7)% with a signal efficiency ε = (56.6 ± 2.2)% (figure of merit f.o.m. =
ε/
√
b = 2.94 ± 0.28), with similar results for detector data and simulated events. This
represents a drastic improvement relative to previous results by the collaboration (20.6%
background acceptance with 71.6% signal efficiency, f.o.m. = 1.58 [35]) and greatly boosts

















acceptance is similar to the value previously reported by the Gotthard experiment using
visual inspection of double escape peak events at 1.6 MeV [25]. The new results are also
considerably better than those obtained using a deep convoluted neural network on non-
deconvolved tracks to classify double escape peak events, where the background acceptance
was 10% and signal efficiency was 65% (f.o.m. = 2.06) [36].
The primary effect of employing RL deconvolution is the attainment of refined 3D track
images, which allows better identification of the track ends, and therefore improved posi-
tioning of the blob centers and better estimates of the energy they contain. Improved end
finding generally results from the enhanced resolving power offered by RL-deconvolution.
Several illustrative examples for this are given in appendix C.
The focus of this work was on the analysis of experimental detector data recorded
at the 1.6 MeV 208Tl double escape peak. However, we also probed the possibility of
implementing the RL-based method to MC signal and background events in the Qββ ROI,
using the NEXT-White detector MC model. Preliminary analysis indicated that similar
levels of background acceptance and signal efficiency are expected in this energy range.
However, since NEXT-100 will operate under different conditions (15 bar, 112 cm maximal
drift, 15.6 mm SiPM spacing and a different EL and tracking plane geometry), such results
are only of indicative nature, and a full simulation is deferred to a separate publication.
In spite of the improved event classification offered by the new method, the full po-
tential Richardson-Lucy deconvolution is yet to be exploited by the collaboration, as the
results presented in this work remain a first-approach evaluation using existing tools (e.g.,
the BFS algorithm), which may not be optimal for the fine-grained output of the RL pro-
cedure. In particular, although figure 15 shows a clear improvement in track-end finding,
the distributions of deconvolved events have significant tails extending to large errors, re-
quiring the use of large blob radii for the analysis. Presently, several ideas for potential
improvement in event classification are under study. These include improved algorithms
for end finding, as well as the potential use of Machine Learning approaches for the clas-
sification of high-definition reconstructed events. In addition, RL deconvolution can be
further developed to a full 3D method instead of following the slice-by-slice approach em-
ployed in this work, which could lead to enhanced image quality along the drift direction.
Lastly, image quality may greatly benefit from the use of low-diffusion gas mixtures, such
as Xe-He [45–47], or Xe “spiked” with low concentrations of molecular additives [48–50].
Prior to further improvement of the method, the collaboration is presently evaluating
the benefits offered by RL deconvolution in its current form, in particular for the anal-
ysis of 2νββ events in NEXT-White. As an example, figure 16 shows a 2.0 MeV double
beta candidate (from NEXT-White detector data) reconstructed by the RL procedure de-
scribed above.
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Figure 16. Deconvolved 2.0 MeV 2νββ candidate obtained during the current data taking of
NEXT-White.
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A Richardson-Lucy deconvolution
The Richardson-Lucy (RL) algorithm aims to recover, by deconvolution, an underlying
sharp image from an observed blurred and noisy one. The algorithm is iterative, generating
a sequence of improved approximations for the underlying image using the (presumably
known) point spread function (PSF) of the imaging process. In this appendix we outline
the mathematical procedure, as employed on 2D images.
We denote by W (x, y) the underlying sharp image and by F (x, y) the PSF. In the
absence of noise, the ideal blurred image H(x, y) is obtained as a convolution of W and F :
H(x, y) =
∫∫
W (x′, y′)F (x− x′, y − y′)dx′dy′ (A.1)
In principle,W (x, y) could be recovered fromH(x, y) by solving this integral equation. This

















a double summation. This generates a system of linear equations with the elements of W
as the unknowns: ∑
j
Fi,jWj = Hi (A.2)
where the indices i and j refer to individual elements in H and W , combining the enumer-
ation of both the row and column, and Fi,j describes the influence of the j-th element of
W on the i-th element of H.
In reality, because of the presence of noise, the actual observed image H̃(x, y) is dif-
ferent from the ideal one H(x, y). The system of linear equations then becomes:
∑
j
Fi,jWj = H̃i (A.3)
Attempting to solve equations (A.3) generally yields poor results, with large discontinuities
in {Wj}, as well as non-physical negative values. This occurs because the process tends to
amplify short-wavelength errors in H̃, which are characteristic of noisy images [38].
The approach of the RL algorithm is different. It begins by noting that one could
formally write:
W (x, y) =
∫∫
H(x′, y′)G(x− x′, y − y′)dx′dy′ (A.4)
provided that we define the inverse kernel G as:
G(x− x′, y − y′) = W (x, y)F (x− x




F (x − x′, y − y′)dx′dy′ = 1. Since G depends on W , the direct calculation of
W from equation (A.4) is impossible. However, the process may work iteratively, if one
could provide successively improved approximations for G, which, in turn, would rely on
successive estimates of W .
We begin with an initial estimate W (0) for W , where W (0)(x, y) is generally taken to
be a flat image. In the r-th iteration we calculate an intermediate blurred image H(r) by:
H(r)(x, y) =
∫∫
W (r)(x′, y′)F (x− x′, y − y′)dx′dy′ (A.6)
This allows finding an estimate for G:
G(r)(x− x′, y − y′) = W
(r)(x, y)F (x− x′, y − y′)
H(r)(x′, y′)
(A.7)
The new estimate for W , W (r+1), is then calculated following equation (A.4), with H̃
replacing H and G(r) replacing G:
W (r+1)(x, y) =
∫∫
H̃(x′, y′)G(r)(x− x′, y − y′)dx′dy′






















The discussion in [38] shows that if successive changes in W (r) are sufficiently small,
in the limit r → ∞ the scheme converges to the solution of the corresponding maximum
likelihood problem.2 It further shows that if the number of elements in H is equal or larger
than those ofW (i.e., the system of linear equations (A.3) is over-determined), this solution
is unique.
B Parameter optimization
In this appendix we describe in detail the steps taken to optimize the choice of parameters
used for the RL process and subsequent analysis.
The first step in the analysis was to choose a value for the SiPM charge threshold,
qcut. It determines how much of the signal is cleaned out before starting the deconvolution
process. Cutting too low may lead to the inclusion of distant signals (reflected light or
photons induced by photoelectrons emitted from the gate), while cutting too high may
bias and distort the output. The impact of qcut on the f.o.m. was studied for several cut
values, over the range 5 − 25 PEs (in 2 µs). We performed this scan keeping Niter = 90,
εcut = 0.008 (in arbitrary units), lvoxel = 5 mm and Rblob = 21 mm (these values were
chosen as a reasonable starting point after visual inspection of many events). For each
value of qcut we calculated the f.o.m. as a function of blob2 energy threshold and found its
maximal value. Given the results, shown in figure 17, we settled on a 10 PE cut due to a
much better match between detector data and both MC fitted data and true information.
Next, we considered the effect of the number of RL iterations and final cleaning cut.
Understanding the optimal point to stop applying RL iterations is of prime importance.
If not applied enough times, the reconstructed charge distribution remains too blurry,
which harms the blob energy estimation. On the other hand, over-iterating can result in
noisy artifacts and in breaking up of the track to disconnected segments. These effects
are strongly related to the subsequent application of the cleaning cut. If applied correctly,
it can remove artifacts that appear in the iterating process. However, this is a delicate
parameter as a too high cut could lead again into track fragmentation.
Given the observed relation between the number of iterations and the cleaning cut, we
decided to scan and optimize both parameters simultaneously. The number of iterations
was varied in steps of 15, and the cleaning cut was scanned over the range 0.005 − 0.017.
For this scan, we fixed lvoxel = 5 mm and Rblob = 21 mm. For each configuration we
found the maximal f.o.m. as a function of E0,blob2. The results are shown in the top
part of figure 18 for detector data, MC using the fit and MC using the true information.
We chose a configuration which displayed a high f.o.m. for both data and MC, including
the true information, namely Niter = 75 and εcut = 0.008, yielding f.o.m.(data) = 2.77,
f.o.m.(MC fit) = 2.89 and f.o.m.(MC true) = 3.11 (marked rectangles).
With the above choice of Niter = 75 and εcut = 0.008 we moved to testing the effect of
voxel size and blob radius. If voxels are too small, the track may be broken into disconnected
segments, resulting in identifying internal points as the track ends. On the other hand, if
2The possibility of track reconstruction using a maximum likelihood approach had been previously
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Figure 17. Variation of the maximal f.o.m. achieved for both experimental detector data and MC
for different cuts on the input signal. The scan on qcut was done with fixed values for the other
parameters, as described in the text.
Data MC True
Figure 18. Parameter scan for optimizing the figure of merit, equation (5.3), for events in the
double escape peak ROI for data, MC using the fitting procedure, and MC using the true information
(i.e., whether the event contains a positron or not). The result for the optimal configuration is
marked in red. Top row: maximal figure of merit for different combinations of the number of RL
deconvolution iterations and the final threshold for the cleaning cut, keeping a voxel size of 5 mm
and blob radius of 21 mm. Bottom row: maximal figure of merit for different combinations of voxel
size and blob radius, for 75 RL iterations and a cleaning cut of 0.008. The SiPM charge cut is 10
PE in all cases.
voxels are too large, one loses the advantages of track refinement through RL deconvolution:
the track is “re-smeared” and its ends are shifted. The blob radius is intimately related to





















Figure 19. Blob location error distance for the RL parameter scan for MC events. The first column
shows the overall value while the second and third columns show the blob1 and blob2 distribution
respectively. The result for the optimal configuration is marked in red. Top row: signal events
within the double escape peak ROI. Bottom row: background events in the same ROI.
by the electron as it approaches the Bragg peak (which is shared between several voxels),
but not too large, as this can lead to the inclusion of energy outside of the peak. Keeping
qcut = 10 PE, Niter = 75 and εcut = 0.008, we scanned lvoxel from 3 to 10 mm, and Rblob
from 12 to 27 mm. As before, for each parameter configuration we scanned the threshold
on blob2 energy and found the maximal f.o.m. The results are shown in the second row
of figure 18, with rectangles marking the final choice of parameters, namely lvoxel = 5 mm
and Rblob = 18 mm. We refer to this choice (qcut = 10 PE, Niter = 75, εcut = 0.008,
lvoxel = 5 mm and Rblob = 18 mm) as the “optimal” choice of parameters.
As a cross-check and validation of the choice of main RL parameters, namely the
cleaning cut and number of iterations, the distance between the true location of the track
ends and the reconstructed ones was computed and evaluated (for MC events), generating
error distributions as shown in figure 15. To quantify the analysis, we consider the error
level below which the distribution contains 68% of the events. We scanned the main RL
parameters over a reasonable range of values, and calculated, for each configuration, the
68% error level (to which we refer as the “1σ location error”).
The results of the scan are displayed on figure 19, which shows the 1σ location error
obtained for different values of the number of iterations and cleaning cut for both blobs
(first column), blob1 (second column) and blob2 (third column), where the scan results are
shown separately for signal (first row) and background events (second row). Considering
both blobs together (first column), the optimal choice of Niter and εcut (red rectangle) leads


















Figure 20. Blob location error distance, defined in the text, for all configurations of the RL
parameter scan and as a function of the best f.o.m. value achieved with such configuration. Left:
location error for signal events within the double escape peak ROI. Right: background events in
the same ROI.
Figure 21. Comparing different interpolation approaches for NEXT-White data and MC (using
the fit), for the optimal choice of RL parameters. (A) Signal efficiency vs. background rejection for
1.6MeV double escape peak events. (B) The figure of merit for each dataset as a function of the
blob2 cut.
and εcut = 0.011. Note that the blob1 population shows a much smaller change between
configurations while the gradient in blob2 population is considerably stronger, especially
in the case of background events. Figure 20 shows the end-location 1σ error values of
figure 19 as a function of the best f.o.m. value obtained for each configuration using the
true information (where the best f.o.m. is calculated for the optimal choice of blob2 energy
threshold). The data display a clear correlation between high f.o.m. values and small errors
in end-finding. Again, blob1 location error stays roughly constant while the blob2 location
error improvement is fully correlated with increasing f.o.m. values. This indicates that the
overall improvement in the f.o.m. is primarily driven by the error in the location of blob2.
Lastly, a brief study of the impact of the interpolation method was performed. The

















but with different interpolation approaches, to compare the figure of merit. In addition
to the bicubic interpolation, we evaluated a linear interpolation and a nearest-neighbor
approach, were the value assigned to each 10 × 10 mm2 bin is equal to the number of
photons detected in the closest SiPM. The results are shown in figure 21. While mostly
all configurations are compatible within error, the maximal performance is achieved with
the bicubic interpolation. This was expected as the parameters were optimized using
bicubic interpolation and it is possible that different results can be achieved with the
other approaches if optimizing the parameters for those. However, this study is left for
future work.
C Examples of successful RL-based classification vs. failure of the clas-
sical analysis
In this appendix we discuss three representative examples illustrating the reasons for im-
proved classification of signal and background events by the RL-based method. The exam-
ples shown in figures 22 and 23 are simulated MC background events in the 1.4-1.8 MeV
ROI, which are misclassified by the classical analysis as signal, and correctly identified as
background by the RL process. For each event, the top row shows the three projections of
the raw sensor response, binned in 10 × 10 × 1.8 mm3 voxels, with a charge cut of 30 PE
for the classical analysis. The bottom row shows the corresponding projections after RL
deconvolution (charge cut of 10 PE with 75 iterations). Yellow symbols designate the track
ends found by the classical analysis and purple symbols - the ones found by the RL process.
Squares represent the center of blob2 and circles those of blob1. The deconvolved images
further include the true track overlaid in green. The circles represent the blobs used in
both analysis methods.
Event 1 is a photoelectric absorption of a Compton scattered gamma, accompanied
with a delta electron, where the track is “folded” such that its true start point is close to
its main part. Since the classical analysis rebins the SiPM hits in 15 mm voxels, the true
start point (purple square) is merged into the track “body”, and a distant internal point
(yellow square) is misidentified as the track extremity. Since the local ionization density
near this point is high, the energy contained in the classical blob2 centered at it lies above
the threshold value, and the event is identified as signal. The RL process, on the other
hand, identifies both ends with an error of a few mm, and correctly places the center of
blob2 close to the track starting point.
Event 2 is a double Compton scatter of a 208Tl 2615 keV gamma. The first scatter
(starting point of the main track, close to the purple square) gives rise to an energetic
Compton electron that creates the main track. The scattered photon interacts ∼ 2 cm
from the first vertex, generating a Compton electron of lower energy and a low-energy
gamma, which interacts at a short distance. The classical analysis fails to separate the
two Compton electron tracks and places the center of blob2 close to the Bragg peak of the
second electron. Since the energy contained in this blob is above threshold the event is
identified as signal. RL deconvolution, in contrast, successfully resolves the two tracks and































Figure 22. Single electron events (background) in the pair production ROI misclassified by the
classical analysis as signal and correctly identified as background by the RL process. For each event
the top row is the binned SiPM response, and the bottom row — the deconvolved projections.
Yellow symbols mark the track ends found by the classical analysis, purple — by the RL process.
Squares are blob2 centers, circles — those of blob1. The true track is overlaid on the deconvolved
images. Misclassification of Event 1 results from a merger between the start point of the track and
its main part. Event 2 (double Compton scatter) is misidentified as a single track because of the
























Figure 23. An additional background event misidentified as signal by the classical analysis and
correctly identified as background by the RL process. Symbols have the same meaning as in
figure 22. Here the mistaken classification results from the high charge cut used in the classical
analysis which removes ∼ 2 cm of the start of the track.
Event 3 (figure 23) provides an example for the effect of reduced SiPM charge threshold
(qcut) in the RL process. The 30 PE cut employed in the classical analysis (after careful
optimization, as discussed in [35]) eliminates ∼ 2 cm of the low ionization-density tail of
this event. By chance, the classical blob2 energy lies above threshold, which leads to the
misidentification of this event as signal. The same track, under the RL process, is fully
reconstructed in the tail region, with proper placement of blob2 energy at the true starting
point of the photoelectron.
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