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Since the Fq-linear spaces Fmq and Fqm are isomorphic, an m-fold
multisequence S over the ﬁnite ﬁeld Fq with a given characteristic
polynomial f ∈ Fq[x], can be identiﬁed with a single sequence S
over Fqm with characteristic polynomial f . The linear complexity
of S , which will be called the generalized joint linear complexity
of S , can be signiﬁcantly smaller than the conventional joint
linear complexity of S . We determine the expected value and the
variance of the generalized joint linear complexity of a random m-
fold multisequence S with given minimal polynomial. The result
on the expected value generalizes a previous result on periodic m-
fold multisequences. Moreover we determine the expected drop of
linear complexity of a random m-fold multisequence with given
characteristic polynomial f , when one switches from conventional
joint linear complexity to generalized joint linear complexity.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
A sequence S = s0, s1, . . . with terms in a ﬁnite ﬁeld Fq with q elements (or over the ﬁnite ﬁeld Fq)
is called a linear recurring sequence over Fq with characteristic polynomial
f (x) =
l∑
i=0
cix
i ∈ Fq[x]
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l∑
i=0
ci sn+i = 0 for n = 0,1, . . . .
Without loss of generality we can always assume that f (x) is monic, i.e. cl = 1. In accordance with the
notation in [2] we denote the set of sequences over Fq with characteristic polynomial f by M(1)q ( f ).
The minimal polynomial of a linear recurring sequence S ∈ M(1)q ( f ) is deﬁned to be the (uniquely
determined) monic polynomial d(x) ∈ Fq[x] of smallest degree such that S ∈ M(1)q (d). We remark that
then d is a divisor of f . The degree of d is called the linear complexity L(S) of the sequence S .
Motivated by the study of vectorized stream cipher systems (see [1,3]) we consider the set of m
parallel sequences over Fq , each of them being in M(1)q ( f ). As usual we call this set the set of m-fold
multisequences over Fq with joint characteristic polynomial f and denote it by M(m)q ( f ). The joint
minimal polynomial of an m-fold multisequence S = (σ1, σ2, . . . , σm) ∈ M(m)q ( f ) is then deﬁned to be
the (uniquely determined) monic polynomial d of least degree which is a characteristic polynomial
for all sequences σr , 1 r m. The joint linear complexity L(m)q (S) of S is then the degree of d.
Let S = (σ1, σ2, . . . , σm) ∈ M(m)q ( f ) and suppose that σr = sr,0sr,1sr,2 . . . , 1  r  m. Then there
exist unique polynomials gr ∈ Fq[x] with deg(gr) < deg( f ) and gr/ f = sr,0 + sr,1x + sr,2x2 · · · , 1 
r m. By [7, Lemma 1] this describes a one-to-one correspondence between the set M(m)q ( f ) and the
set of m-tuples of the form (g1/ f , g2/ f , . . . , gm/ f ), gr ∈ Fq[x] and deg(gr) < deg( f ) for 1 r m.
If S ∈ M(m)q ( f ) corresponds to (g1/ f , g2/ f , . . . , gm/ f ), then the joint minimal polynomial d of S
is the unique polynomial in Fq[x] for which there exist h1, . . . ,hm ∈ Fq[x] with gr/ f = hr/d for 1 
r m, and gcd(h1, . . . ,hm,d) = 1. Therefore the joint linear complexity of S is then given by
L(m)q (S) = deg( f ) − deg
(
gcd(g1, g2, . . . , gm, f )
)
.
Since the Fq-linear spaces Fmq and Fqm are isomorphic, the multisequence S can be identiﬁed with a
single sequence S having its terms in the extension ﬁeld Fqm , namely S = S(S, ξ) = s0, s1, . . . with
sn = ξ1s1,n + · · · + ξmsm,n ∈ Fqm , n 0, (1.1)
where ξ = (ξ1, . . . , ξm) is an arbitrary but ﬁxed ordered basis of Fqm over Fq . This describes a one-to-
one correspondence between the sets M(m)q ( f ) and M(1)qm ( f ).
Let S ∈ M(m)q ( f ) correspond to (g1/ f , g2/ f , . . . , gm/ f ), then it is easily seen that the single se-
quence S ∈ M(1)qm ( f ) deﬁned as in (1.1) corresponds to the 1-tuple (G/ f ) with
G(x) = g1ξ1 + g2ξ2 + · · · + gmξm.
The minimal polynomial of S is then d = f /gcd(G, f ) ∈ Fqm [x] and the linear complexity of the
sequence S , which we will call the generalized joint linear complexity of S and denote by Lqm,ξ (S), is
given by
Lqm,ξ (S) = deg( f ) − deg
(
gcd(G, f )
)
,
where the greatest common divisor is now calculated in Fqm [x]. The dependence of the generalized
joint linear complexity Lqm,ξ (S) on the ordered basis ξ follows from the deﬁnition (cf. [5, Example 3]).
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than L(m)q (S). However in [5, Theorem 2] it has been pointed out that
Lqm,ξ (S)
k∑
i=1
ai
deg(ri)
gcd(deg(ri),m)
if S ∈ M(m)q ( f ), f = re11 re22 · · · rekk is the canonical factorization of f into irreducibles over Fq , and the
joint minimal polynomial of S is d = ra11 ra22 · · · rakk , 0  ai  ei for 1  i  k. As one consequence we
will always have Lqm,ξ (S) = L(m)q (S) if gcd(deg(ri),m) = 1 for i = 1,2, . . . ,k (cf. [5, Theorem 1]). In
[4, Theorem 3] the expected value for the generalized joint linear complexity of a random m-fold
multisequence S with minimal polynomial xN − 1 for a given integer N has been determined. In this
article with a different method we obtain much more general results and present expected value and
variance for the generalized joint linear complexity of a random m-fold multisequence S with an
arbitrary given minimal polynomial. Moreover we present results on the expected value of D(S) :=
L(m)q (S)−Lqm ,ξ (S)
L(m)q (S)
, the difference of joint linear complexity and generalized joint linear complexity in
relation to the value for the joint linear complexity of an m-fold multisequence S , which estimates
the expected drop of linear complexity if one switches from conventional joint linear complexity to
generalized joint linear complexity.
The rest of the paper is organized as follows. In Section 2 we ﬁx some notation and we give some
basic results that we use later. We obtain our main results in Section 3.
2. Preliminaries
We ﬁrst recall an important function on the set of monic polynomials in Fq[x] and some of its
properties (see [2, Section 2]). For a monic polynomial f ∈ Fq[x] and a positive integer m we let
Φ
(m)
q ( f ) denote the number of m-fold multisequences over Fq with joint minimal polynomial f .
Then we have [2, Lemmas 2.1 and 2.2]
∑
d| f
Φ
(m)
q (d) = qmdeg( f ), (2.1)
Φ
(m)
q ( f1 f2) = Φ(m)q ( f1)Φ(m)q ( f2) if gcd( f1, f2) = 1. (2.2)
Let N (m)q ( f ) denote the subset of M(m)q ( f ) consisting of multisequences S ∈ M(m)q ( f ) such that
L(m)q (S) = deg( f ). It is clear that ∣∣N (m)q ( f )∣∣= Φ(m)q ( f ).
For an ordered basis ξ = (ξ1, . . . , ξm) of Fqm over Fq let N̂ (1)qm,ξ ( f ) be the subset of M(1)qm ( f ) given
by
N̂ (1)qm,ξ ( f ) =
{S = S(S, ξ): S ∈ N (m)q ( f )}.
It is obvious that |N̂ (1)qm,ξ ( f )| = |N (m)q ( f )| = Φ(m)q ( f ).
Proposition 2.1. Let f ∈ Fq[x] be a monic polynomial with deg( f ) 1 and suppose that
f = re11 re22 · · · rekk
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over Fq, let S be a sequence in M(1)qm ( f ) and let d ∈ Fqm [x] be its minimal polynomial. Then S ∈ N̂ (1)qm,ξ ( f ) if
and only if d is of the form
d = d1d2 · · ·dk,
where d1,d2, . . . ,dk ∈ Fqm [x] and d1 | re11 , d2 | re22 , . . . , dk | rekk , and
d1  r
e1−1
1 , d2  r
e2−1
2 , . . . , dk  r
ek−1
k .
Proof. Suppose that S corresponds to G/ f and let g1, g2, . . . , gm be the unique polynomials in Fq[x]
for which G = ξ1g1 + ξ2g2 + · · · + ξmgm . If d is the minimal polynomial of S then trivially d is of the
form d = d1d2 · · ·dk , where d1,d2, . . . ,dk ∈ Fqm [x] and
d1 | re11 , d2 | re22 , . . . , dk | rekk .
Suppose that without loss of generality d1 | re1−11 . Then r1 divides f /d, and consequently G/ f = G1/d
implies that r1 divides G = G1 f /d. With [5, Proposition 1.2] we obtain that r1 divides g1, g2, . . . , gm ,
thus (g1, g2, . . . , gm, f ) = 1 and f is not the minimal polynomial of S ∈ M(m)q ( f ) for which we have
S = S(S, ξ).
Suppose conversely that di  r
ei−1
i for i = 1,2, . . . ,k, but (g1, g2, . . . , gm, f ) = 1. Then ri divides g j ,
1  j  m, for an integer i, 1  i  k. Consequently by [5, Proposition 1.2] ri divides G , and d =
f /gcd(G, f ) (where the greatest common divisor is calculated over Fqm ) contradicts di  r
ei−1
i . 
Remark 2.2. Note that Proposition 2.1 implies that, amongst others, N̂ (1)qm,ξ ( f ) is independent from
the choice of the ordered basis ξ , and we can simply write N̂ (1)qm ( f ) instead of N̂ (1)qm,ξ ( f ). Similarly
the expectation Êqm ( f ) and the variance V̂ arqm ( f ) are independent from the choice of the ordered
basis ξ , and hence in the following we will not include ξ in the notations Êqm ( f ) and V̂ arqm ( f ) for
the expected value and the variance.
The following deﬁnitions are useful.
Deﬁnition 2.3. Let f ∈ Fq[x] be a monic polynomial with canonical factorization
f = re11 re22 · · · rekk
into irreducibles over Fq . We deﬁne Ŝqm,1( f ) and Ŝqm,2( f ) as
Ŝqm,1( f ) =
∑
d1 | re11
d1  r
e1−1
1
∑
d2 | re22
d2  r
e2−1
2
· · ·
∑
dk | rekk
dk  r
ek−1
k
Φ
(1)
qm (d1d2 · · ·dk)deg(d1d2 · · ·dk),
and
Ŝqm,2( f ) =
∑
d1 | re11
d1  r
e1−1
1
∑
d2 | re22
d2  r
e2−1
2
· · ·
∑
dk | rekk
dk  r
ek−1
k
Φ
(1)
qm (d1d2 · · ·dk)
(
deg(d1d2 · · ·dk)
)2
,
where the summations are over monic polynomials di ∈ Fqm [x] such that di | reii and di  rei−1i .
114 W. Meidl, F. Özbudak / Finite Fields and Their Applications 15 (2009) 110–124The identities in the following lemma will be used in Section 3.
Lemma 2.4. Let r1, r2, . . . , rk be distinct irreducible polynomials in Fq[x] and e1, e2, . . . , ek be positive inte-
gers. We have
Ŝqm,1(r
e1
1 r
e2
2 · · · rekk )∏k
i=1(qmei deg(ri) − qm(ei−1)deg(ri))
=
k∑
i=1
Ŝqm,1(r
ei
i )
qmei deg(ri) − qm(ei−1)deg(ri) , (2.3)
and
Ŝqm,2(r
e1
1 r
e2
2 · · · rekk )∏k
i=1(qmei deg(ri) − qm(ei−1)deg(ri))
=
k∑
i=1
Ŝqm,2(r
ei
i )
qmei deg(ri) − qm(ei−1)deg(ri)
+ 2
∑
1i< jk
Ŝqm,1(r
ei
i )
qmei deg(ri) − qm(ei−1)deg(ri)
Ŝqm,1(r
e j
j )
qme j deg(r j) − qm(e j−1)deg(r j) . (2.4)
Proof. The identities are trivial if k = 1. Assume that k = 2. With (2.2) we have
Ŝqm,1
(
re11 r
e2
2
)= ∑
d1 | re11
d1  r
e1−1
1
∑
d2 | re22
d2  r
e2−1
2
Φ
(1)
qm (d1)Φ
(1)
qm (d2)
(
deg(d1) + deg(d2)
)
.
Then we get
Ŝqm,1
(
re11 r
e2
2
)= ∑
d1 | re11
d1  r
e1−1
1
Φ
(1)
qm (d1)deg(d1)
∑
d2 | re22
d2  r
e2−1
2
Φ
(1)
qm (d2)
+
∑
d2 | re22
d2  r
e2−1
2
Φ
(1)
qm (d2)deg(d2)
∑
d1 | re11
d1  r
e1−1
1
Φ
(1)
qm (d1)
= Ŝqm,1
(
re11
)(
qme2 deg(r2) − qm(e2−1)deg(r2))
+ Ŝqm,1
(
re22
)(
qme1 deg(r1) − qm(e1−1)deg(r1)), (2.5)
where the identity
∑
di | reii
di  r
ei−1
i
Φ
(1)
qm (di) =
(
qmei deg(ri) − qm(ei−1)deg(ri)) (2.6)
for i = 1,2 follows from (2.1). Dividing both sides of (2.5) by ∏2i=1(qmei deg(ri) − qm(ei−1)deg(ri)) we
obtain (2.3) for k = 2. We complete the proof of (2.3) by induction on k using similar arguments.
Again for k = 2, we have
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(
re11 r
e2
2
)= ∑
d1 | re11
d1  r
e1−1
1
∑
d2 | re22
d2  r
e2−1
2
Φ
(1)
qm (d1)Φ
(1)
qm (d2)
× ((deg(d1))2 + (deg(d2))2 + 2deg(d1)deg(d2)).
Then we get
Ŝqm,2
(
re11 r
e2
2
)= ∑
d1 | re11
d1  r
e1−1
1
Φ
(1)
qm (d1)
(
deg(d1)
)2 ∑
d2 | re22
d2  r
e2−1
2
Φ
(1)
qm (d2)
+
∑
d2 | re22
d2  r
e2−1
2
Φ
(1)
qm (d2)
(
deg(d2)
)2 ∑
d1 | re11
d1  r
e1−1
1
Φ
(1)
qm (d1)
+ 2
∑
d1 | re11
d1  r
e1−1
1
Φ
(1)
qm (d1)deg(d1)
∑
d2 | re22
d2  r
e2−1
2
Φ
(1)
qm (d2)deg(d2),
and hence
Ŝqm,2
(
re11 r
e2
2
)= Ŝqm,2(re11 )(qme2 deg(r2) − qm(e2−1)deg(r2))
+ Ŝqm,2
(
re22
)(
qme1 deg(r1) − qm(e1−1)deg(r1))+ 2̂Sqm,1(re11 )̂Sqm,1(re22 ). (2.7)
Dividing both sides of (2.7) by
∏2
i=1(qmei deg(ri) −qm(ei−1)deg(ri)) we obtain (2.4) for k = 2. We complete
the proof of (2.4) by induction on k using similar arguments. 
3. Main results
In [2, Theorem 3.4] exact formulas for the expected value E(m)( f ) and the variance Var(m)( f ) of
the joint linear complexity of a random m-fold multisequence S ∈ M(m)q ( f ) has been presented: Let
f = re11 re22 · · · rekk be the canonical factorization of f into monic irreducible polynomials over Fq , then
E(m)( f ) = deg( f ) −
k∑
i=1
1− α−eii
αi − 1 deg(ri), (3.1)
Var(m)( f ) =
k∑
i=1
(
deg(ri)
1− α−1i
)2(
(2ei + 1)
(
α
−ei−2
i − α−ei−1i
)− α−2ei−2i + α−1i ),
where αi = qmdeg(ri) for 1  i  k. In this section we present the expected value Êqm ( f ) and the
variance V̂ arqm ( f ) for the generalized joint linear complexity of a random m-fold multisequence S ∈
M(m)q ( f ) with the maximal possible joint linear complexity deg( f ). The result on the expected value
generalizes the result on N-periodic multisequences given in [4, Theorem 3].
Theorem 3.1. Let r1, r2, . . . , rk be distinct irreducible polynomials in Fq[x] and e1, e2, . . . , ek be positive inte-
gers. We have
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(
re11 r
e2
2 · · · rekk
)= k∑
i=1
Êqm
(
reii
)
,
and
V̂ arqm
(
re11 r
e2
2 · · · rekk
)= k∑
i=1
V̂ arqm
(
reii
)
.
Proof. With Deﬁnition 2.3, (2.6) and (2.3) we obtain
k∑
i=1
Êqm
(
reii
)= k∑
i=1
Ŝqm,1(r
ei
i )
qmei deg(ri) − qm(ei−1)deg(ri) =
Ŝqm,1(r
e1
1 r
e2
2 · · · rekk )∏k
i=1(qmei deg(ri) − qm(ei−1)deg(ri))
. (3.2)
Hence it remains to show that
k∏
i=1
(
qmei deg(ri) − qm(ei−1)deg(ri))= ∑
d1 | re11
d1  r
e1−1
1
∑
d2 | re22
d2  r
e2−1
2
· · ·
∑
dk | rekk
dk  r
ek−1
k
Φ
(1)
qm (d1d2 · · ·dk). (3.3)
For k = 2 with (2.6) and (2.2) we obtain
2∏
i=1
(
qmei deg(ri) − qm(ei−1)deg(ri))= 2∏
i=1
∑
di | reii
di  r
ei−1
i
Φ
(1)
qm (di) =
∑
d1 | re11
d1  r
e1−1
1
∑
d2 | re22
d2  r
e2−1
2
Φ
(1)
qm (d1d2).
We complete the proof on the expectation by induction on k. Next we consider the variance. With
Deﬁnition 2.3, (2.4), (3.2) and (3.3) we obtain
V̂ arqm
(
re11 r
e2
2 · · · rekk
)= Ŝqm,2( f )
Φ
(m)
q ( f )
−
(
Ŝqm,1( f )
Φ
(m)
q ( f )
)2
=
k∑
i=1
Ŝqm,2(r
ei
i )
qmei deg(ri) − qm(ei−1)deg(ri)
+ 2
∑
1i< jk
Ŝqm,1(r
ei
i )
qmei deg(ri) − qm(ei−1)deg(ri)
Ŝqm,1(r
e j
j )
qme j deg(r j) − qm(e j−1)deg(r j)
−
(
k∑
i=1
Ŝqm,1(r
ei
i )
qmei deg(ri) − qm(ei−1)deg(ri)
)2
=
k∑
i=1
(
Ŝqm,2(r
ei
i )
qmei deg(ri) − qm(ei−1)deg(ri) −
(
Ŝqm,1(r
ei
i )
qmei deg(ri) − qm(ei−1)deg(ri)
)2)
=
k∑
V̂ arqm
(
reii
)
. i=1
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deﬁnitions and identities from [2]: For a monic polynomial f ∈ Fq[x], let
Sq,1( f ) =
∑
d| f
Φ
(1)
q (d)deg(d), (3.4)
and
Sq,2( f ) =
∑
d| f
Φ
(1)
q (d)
(
deg(d)
)2
,
where the summation is over monic polynomials d ∈ Fq[x] dividing f . If f = re11 re22 · · · rekk is the canon-
ical factorization of f into monic irreducible polynomials over Fq and αi = qdeg(ri) , then (see [2,
Proposition 3.2])
Sq,1( f ) = qdeg( f )
k∑
i=1
Sq,1(r
ei
i )
α
ei
i
, (3.5)
Sq,2( f ) = qdeg( f )
(
k∑
i=1
Sq,2(r
ei
i )
α
ei
i
+ 2
∑
1i< jk
Sq,1(r
ei
i )
α
ei
i
Sq,1(r
e j
j )
α
e j
j
)
. (3.6)
Particularly, if f = re with r ∈ Fq[x] irreducible, then (see [2, Eqs. (3.9) and (3.12)])
Sq,1(re)
αe
= deg(r)
(
e − 1− α
−e
α − 1
)
, (3.7)
Sq,2(re)
αe
=
(
deg(r)
α − 1
)2(
e2α2 − (2e2 + 2e − 1)α + (e + 1)2 − α1−e − α−e), (3.8)
where α = qdeg(r) .
Proposition 3.2. Let r be an irreducible polynomial in Fq[x], and e,m be positive integers, and suppose that
u = gcd(deg(r),m). Then with β = qmu deg(r) we have
Êqm
(
re
)= e deg(r) − deg(r)(1− β−e
β − 1 −
1− β−e
βu − 1
)
, (3.9)
and
V̂ arqm
(
re
)= 1
u
(
deg(r)
(β − 1)(1− β−u)
)2(
β − (2e + 1)β1−e + (2e + 1)β−e − β−2e
+ β−u((β−e − 1)[2β + β−e + β2−e − u(β − 1)2(β−e − 1)]+ 2eβ−e(β2 − 1))
+ β−2u(β − (2e − 1)β2−e + (2e − 1)β1−e − β2−2e)). (3.10)
Proof. Note that
Êqm
(
re
)= Ŝqm,1(re)
me deg(r) m(e−1)deg(r) (3.11)q − q
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Ŝqm,1
(
re
)= Sqm,1(re)− Sqm,1(re−1). (3.12)
By [6, Theorem 3.46] the canonical factorization of r into irreducibles over Fqm is of the form
r = ρ1ρ2 · · ·ρu, (3.13)
where deg(ρi) = deg(r)/u. With (3.5) we have
Sqm,1
(
re
)= qme deg(r) u∑
i=1
Sqm,1(ρei )
βe
. (3.14)
For 1 i  u, from E(1)(ρei ) = Sqm,1(ρei )/βe and (3.1) we get
Sqm,1(ρei )
βe
= deg(r)
u
(
e − 1− β
−e
β − 1
)
. (3.15)
Using (3.14) and (3.15) we obtain that
Sqm,1
(
re
)= qme deg(r) deg(r)(e − 1− β−e
β − 1
)
, (3.16)
and similarly
Sqm,1
(
re−1
)= qm(e−1)deg(r) deg(r)(e − 1− 1− β−e+1
β − 1
)
. (3.17)
Note that
e − 1− 1− β
−e+1
β − 1 =
(
e − 1− β
−e
β − 1
)
− (1− β−e). (3.18)
Combining (3.16)–(3.18) we get
Sqm,1(re) − Sqm,1(re−1)
qme deg(r) − qm(e−1)deg(r) = e deg(r) − deg(r)
1− β−e
β − 1 + deg(r)
1− β−e
βu − 1 . (3.19)
We complete the proof of (3.9) using (3.11), (3.12) and (3.19).
Next we consider the variance V̂ arqm (re). Note that
V̂ arqm
(
re
)= Ŝqm,2(re)
βue(1− β−u) −
(
Ŝqm,1(re)
βue(1− β−u)
)2
(3.20)
and as in (3.12) we have
Ŝqm,2
(
re
)= Sqm,2(re)− Sqm,2(re−1). (3.21)
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A(e, β) = e2β2 − (2e2 + 2e − 1)β + (e + 1)2 − β1−e − β−e, and
B(e, β) = eβ − (e + 1) + β−e. (3.22)
Recall that the canonical factorization of r ∈ Fq[x] into irreducibles over Fqm is given in (3.13). For
each 1 i  u, using Eqs. (3.8) and (3.7), we obtain
Sqm,2(ρei )
βe
=
(
deg(r)
u(β − 1)
)2
A(e, β),
and
Sqm,1(ρei )
βe
= deg(r)
u(β − 1) B(e, β),
respectively. By (3.6) we have
Sqm,2
(
re
)= βue( u∑
i=1
Sqm,2(ρei )
βe
+ 2
∑
1i< ju
Sqm,1(ρei )
βe
Sqm,1(ρej )
βe
)
,
and hence using (3.21) we get
Ŝqm,2(re)
βue(1− β−u) =
(
deg(r)
u(β − 1)
)2 1
1− β−u
(
uA(e, β) + (u2 − u)B(e, β)2
− β−u(uA(e − 1, β) + (u2 − u)B(e − 1, β)2)). (3.23)
Similarly
Ŝqm,1(re)
βue(1− β−u) =
deg(r)
u(β − 1)
1
1− β−u
(
uB(e, β) − uβ−u B(e − 1, β)). (3.24)
We complete the proof of (3.10) using (3.20), (3.22)–(3.24). 
Combining Theorem 3.1 and Proposition 3.2 we obtain the following result.
Theorem 3.3. Let f ∈ Fq[x] be a monic polynomial with deg( f ) 1 and canonical factorization
f = re11 re22 · · · rekk
into irreducibles over Fq. For 1 i  k let ui = gcd(deg(ri),m) and
βi = q
m
ui
deg(ri)
.
Then we have
Êqm ( f ) = deg( f ) −
k∑
deg(ri)
(
1− β−eii
βi − 1 −
1− β−eii
β
ui
i − 1
)
,i=1
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V̂ arqm ( f ) =
k∑
i=1
{
1
ui
(
deg(ri)
(βi − 1)(1− β−uii )
)2(
βi − (2ei + 1)β1−eii + (2ei + 1)β−eii − β−2eii
+ β−uii
((
β
−ei
i − 1
)[
2βi + β−eii + β2−eii − ui(βi − 1)2
(
β
−ei
i − 1
)]+ 2eiβ−eii (β2i − 1))
+ β−2uii
(
βi − (2ei − 1)β2−eii + (2ei − 1)β1−eii − β2−2eii
))}
.
In the following we want to estimate the expected drop of the linear complexity if one switches
from conventional joint linear complexity to generalized joint linear complexity. We consider the term
D(S) := L
(m)
q (S) − Lqm,ξ (S)
L(m)q (S)
,
the difference of joint linear complexity and generalized joint linear complexity in relation to the
value for the joint linear complexity, where we put D(0) = 0 by convention if S is the zero sequence
0 (or, equivalently, if L(m)q (S) = 0). In [5, Corollary 1] it has been shown that D(S)  1 − 1umax if
S ∈ M(m)q ( f ), f = re11 re22 · · · rekk and umax = max{gcd(deg(ri),m): 1  i  k}. We are now interested
in the expected value of D(S) for a random multisequence S ∈ M(m)q ( f ). The results conﬁrm that
though the bound on D(S) has been shown to be tight (see [5, Proposition 3]), in average linear
complexity does not decrease dramatically if one switches from conventional joint linear complexity
to generalized joint linear complexity.
Proposition 3.4. Let f ∈ Fq[x] be a monic polynomial with deg( f )  1, then the expected value E(m)drop,q( f )
of D(S) for a random multisequence S ∈ M(m)q ( f ) is given by
E(m)drop,q( f ) =
1
qmdeg( f )
∑
d| f ,d =1
Φ
(m)
q (d)
(
1− Êqm (d)
deg(d)
)
,
where the summation is over all monic polynomials d ∈ Fq[x] dividing f , except d = 1.
Proof. From the deﬁnition of E(m)drop,q( f ) we get
E(m)drop,q( f ) =
1
|M(m)q ( f )|
∑
S∈M(m)q ( f )\{0}
L(m)q (S) − Lqm,ξ (S)
L(m)q (S)
= 1
qmdeg( f )
∑
S∈M(m)q ( f )\{0}
(
1− Lqm,ξ (S)
L(m)q (S)
)
. (3.25)
Recall that
M(m)q ( f ) =
⋃
d| f
N (m)q (d), (3.26)
is the disjoint union over all monic polynomials d ∈ Fq[x] dividing f . Furthermore for a monic poly-
nomial d ∈ Fq[x] dividing f we have
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Êqm (d) =
∑
S∈N (m)q (d)
Lqm,ξ (S)
|N (m)q (d)|
. (3.27)
Moreover if S ∈ N (m)q (d), then by deﬁnition
L(m)q (S) = deg(d). (3.28)
Combining (3.25)–(3.28) we complete the proof. 
We recall that for a monic polynomial d ∈ Fq[x], we have (see [2, Lemma 2.2])
Φ
(m)
q (d) = qmdeg(d)
l∏
i=1
(
1− q−mdeg(ri)), (3.29)
if d = ra11 ra22 · · · rall is the canonical factorization of d over Fq . Moreover Êqm (d) is given by Theorem 3.3.
Therefore Proposition 3.4 gives a procedure to determine E(m)drop,q( f ) in the general case. In the follow-
ing corollaries we present closed formulas on the expected drop of the linear complexity for two
special cases.
Corollary 3.5. Let r be an irreducible polynomial in Fq[x], let e,m be positive integers and suppose that u =
gcd(deg(r),m). Then E(m)drop,q(r
e) is given by
E(m)drop,q
(
re
)= βu−1 − 1
βu(e+1)−1(β − 1)
(
He
(
βu
)− He(βu−1)),
where β = qmu deg(r) and He(x) is the real valued function deﬁned by
He(x) = x+ x
2
2
+ · · · + x
e
e
.
Proof. From Eq. (3.29) we obtain
Φ
(m)
q
(
r j
)= qmj deg(r) − qm( j−1)deg(r) = βu j − βu( j−1), 1 j  e,
and consequently with Proposition 3.4
E(m)drop,q
(
re
)= 1
qme deg(r)
e∑
j=1
(
βu j − βu( j−1))(1− Êqm (r j)
j deg(r)
)
.
Using Theorem 3.3 we get
E(m)drop,q
(
re
)= 1
qme deg(r)
e∑
j=1
(
βu j − βu( j−1))(1− j deg(r) − deg(r)( 1−β− jβ−1 − 1−β− jβu−1 )
j deg(r)
)
= 1
qme deg(r)
e∑
j=1
1
j
(
1− β− j
β − 1 −
1− β− j
βu − 1
)
βu j
(
1− β−u).
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1− β− j
β − 1 −
1− β− j
βu − 1
)(
1− β−u)= (1− β− j)(βu−1 − 1)
βu−1(β − 1)
we obtain
E(m)drop,q
(
re
)= 1
qme deg(r)
e∑
j=1
1
j
βu j
(1− β− j)(βu−1 − 1)
βu−1(β − 1)
and the claim of the corollary follows. 
Corollary 3.6. Let r1, . . . , rk ∈ Fq[x] be distinct irreducible polynomials such that deg(ri) = l for each 1 
i  k. Let f = r1 · · · rk ∈ Fq[x], m be a positive integer, and u = gcd(l,m). Then E(m)drop,q( f ) is given by
E(m)drop,q( f ) =
qmdeg( f ) − 1
qmdeg( f )
(
1− β−1
β − 1 −
1− β−1
βu − 1
)
,
where β = qmu deg(r) .
Proof. Assume that ρ1, . . . , ρt ∈ Fq[x] are distinct irreducible polynomials of degree l and put d =
ρ1 · · ·ρt ∈ Fq[x]. Then with Theorem 3.3 we obtain
Êqm (d) = lt −
t∑
i=1
l
(
1− β−1
β − 1 −
1− β−1
βu − 1
)
, (3.30)
where β = qmu deg(r) . From Eq. (3.29) we obtain
Φ
(m)
q (d) =
(
qml − 1)t ,
and thus
Φ
(m)
q (d)
(
1− Êqm (d)
deg(d)
)
= (qml − 1)t(1− lt −∑ti=1 l( 1−β−1β−1 − 1−β−1βu−1 )
lt
)
= (qml − 1)t 1
t
t∑
i=1
(
1− β−1
β − 1 −
1− β−1
βu − 1
)
= (qml − 1)t(1− β−1
β − 1 −
1− β−1
βu − 1
)
.
Consequently, for f as deﬁned in the corollary, using Proposition 3.4 we obtain that
qmdeg( f )E(m)drop,q( f ) =
k∑
t=1
(
k
t
)(
qml − 1)t(1− β−1
β − 1 −
1− β−1
βu − 1
)
= (qmlk − 1)(1− β−1
β − 1 −
1− β−1
βu − 1
)
. 
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xN − 1 ∈ Fq[x] is given by
xN − 1 = (x− 1)r1r2 · · · r(N−1)/l,
where r1, r2, . . . , r(N−1)/l are distinct irreducible polynomials of degree l. Let S be an N-periodic
sequence, then S ∈ M(1)q ( f ) with f = r1r2 · · · r(N−1)/l if and only if S has the zero sum property,
i.e. the elements of one period of S sum up to zero. Conversely every sequence in S ∈ M(1)q ( f ),
f = r1r2 · · · r(N−1)/l , is N-periodic. Consequently Corollary 3.6 also gives the expected value for D(S)
for a random N-periodic m-fold multisequence with zero sum property in each component.
Remark 3.8. At a ﬁrst glance one might think that E(m)drop,q( f ) is equal to
E(m)q ( f ) − E(1)qm ( f )
E(m)q ( f )
.
However they are different. For example let q = 2. Using Corollary 3.5 for f = (x2 + x+ 1)2 we obtain
that
E(2)drop,2( f ) = 33256 = 0.1289062 . . . , and
E(2)2 ( f )−E(1)22 ( f )
E(2)2 ( f )
= 755 = 0.1272727 . . . .
Similarly, using Corollary 3.6 for f = (x3 + x+ 1)(x3 + x2 + 1) we obtain that
E(3)drop,2( f ) =
32319
262144
= 0.1232872 . . . , and
E(3)2 ( f ) − E(1)23 ( f )
E(3)2 ( f )
= 9
73
= 0.1232876 . . . .
In the following example we illustrate how to use Proposition 3.4 as a procedure to determine
E(m)drop,q( f ).
Example 3.9. Let q = 2, m = 6 and f = (x2 + x + 1)2(x3 + x + 1). Note that the closed formulas in
Corollaries 3.5 and 3.6 do not apply for the computation of E(6)drop,2( f ) in this case. Let d1 = x2 + x+1,
d2 = (x2 + x + 1)2, d3 = x3 + x + 1, d4 = (x2 + x + 1)(x3 + x + 1), and d5 = (x2 + x + 1)2(x3 + x + 1).
Then using (3.29) we obtain that
Φ
(6)
2 (d1) = 4095,
Φ
(6)
2 (d2) = 16773120,
Φ
(6)
2 (d3) = 262143,
Φ
(6)
2 (d4) = 1073475585,
Φ
(6)
2 (d5) = 4396955996160. (3.31)
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Ê64(d1) = 128/65 = 1.9692307 . . . ,
Ê64(d2) = 127/32 = 3.96875,
Ê64(d3) = 4096/1387 = 2.9531362 . . . ,
Ê64(d4) = 443776/90155 = 4.9223670 . . . ,
Ê64(d5) = 307221/44384 = 6.9218862 . . . . (3.32)
Therefore using Proposition 3.4, (3.31) and (3.32) we obtain that
E(6)drop,2
((
x2 + x+ 1)2(x3 + x+ 1))= 245414480283/21990232555520 = 0.0111601 . . . .
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