Abstract. We study the problem of approximating a quantum channel by one with as few Kraus operators as possible (in the sense that, for any input state, the output states of the two channels should be close to one another). Our main result is that any quantum channel mapping states on some input Hilbert space A to states on some output Hilbert space B can be compressed into one with order d log d Kraus operators, where d = max(|A|, |B|), hence much less than |A||B|. In the case where the channel's outputs are all very mixed, this can be improved to order d. We discuss the optimality of this result as well as some consequences.
Introduction
Quantum channels are the most general framework in which the transformations that a quantum system may undergo are described. These are defined as completely positive and trace preserving (CPTP) maps from the set of bounded operators on some input Hilbert space A to the set of bounded operators on some output Hilbert space B. Indeed, to be a physically valid evolution in the open system setting, a linear map N has to preserve quantum states (i.e. positive semi-definiteness and unit-trace conditions) even when tensorized with the identity map Id on an auxiliary system.
Let us fix here once and for all some notation that we will use repeatedly in the remainder of the paper: Given a Hilbert space H, we shall denote by L(H) the set of linear operators on H, and by D(H) the set of density operators (i.e. positive semi-definite and trace 1 operators) on H. Also, whenever H is finite dimensional (which will be the case of all the Hilbert spaces we will deal with in the sequel) we shall denote by |H| its dimension.
So assume from now on that the Hilbert spaces A and B are finite dimensional. Then, we know by Choi's representation theorem [6] that a CPTP map N : L(A) → L(B) can always be written as (1) N :
where the operators K i : A → B, 1 i s, are called the Kraus operators of N and satisfy the normalization relation
The minimal s ∈ N such that N can be decomposed in the Kraus form (1) is called the Kraus rank of N, which we shall denote by r K (N). By Stinespring's dilatation theorem [11] , another alternative way of characterizing a CPTP map N : L(A) → L(B) is as follows (2) N : X ∈ L(A) → Tr E V XV † ∈ L(B), for some environment Hilbert space E and some isometry V : A ֒→ B ⊗ E (i.e. V † V = 1 1 A ). In such picture, r K (N) is then nothing else than the minimal environment dimension |E| ∈ N such that N may be expressed in the Stinespring form (2) . It may be worth pointing out that there is a lot of freedom in representation (1) : two sets of Kraus operators {K i , 1 i s} and {L i , 1 i s} give rise to the same quantum channel as soon as there exists a unitary U on C s such that, for all 1 i s, L i = s j=1 U ij K j . On the contrary, representation (2) is essentially unique, up to the (usually irrelevant) transformation V → (1 1 ⊗ U )V , for U a unitary on C s . That is why we will often prefer working with the latter than with the former.
Yet another way of viewing the Kraus rank of a CPTP map N : L(A) → L(B) is as the rank of its associated Choi-Jamiołkowski state. Denoting by ψ the maximally entangled state on A ⊗ A, the latter is defined as the state τ (N) = Id⊗N(ψ) on A⊗ B. Consequently, it holds that any quantum channel from A to B has Kraus rank at most |A||B|. And the extremal such quantum channels are those with Kraus rank less than |A|. In particular, the case r K (N) = 1 corresponds to N being a unitary, hence reversible, evolution, whereas whenever r K (N) > 1, one can view N as a noisy summary of a unitary evolution on a larger system. The Kraus rank of a quantum channel can thus legitimately be seen as a measure of its "complexity": it quantifies the minimal amount of ancillary resources needed to implement it (or equivalently the amount of degrees of freedom in it that one is ignorant of). A natural question in this context would therefore be: given any quantum channel, is it possible to reduce its complexity while not affecting too much its action, or in other words to find a channel with much smaller Kraus rank which approximately simulates it?
One last definition we shall need concerning CP maps is the following: the conjugate (or dual) of a CP map
It is characterized as well by saying that {K i , 1 i s} is a set of Kraus operators for N if and only if {L i = K † i , 1 i s} is a set of Kraus operators for N * . Hence obviously, N and N * have same Kraus rank, while the trace-preservingness condition
The remainder of this paper is organized as follows. In Section 2 we gather all needed background on quantum channel approximation that we are interested in. This includes precise definitions, previous works in this direction, etc. Our main results are then stated and commented in Section 3, while their proofs are relegated to Section 4. In Section 5 we present several corollaries, which have applications in quantum data hiding and locking, amongst other. We finally discuss some open questions in Section 6.
Quantum channel approximation: definitions and already known facts
Before going any further, we need to specify what we mean by "approximating a quantum channel", since indeed, several definitions of approximation may be considered. In our setting, the most natural one is probably that of approximation in (1→1)-norm: given CPTP maps N, N : L(A) → L(B), we will say that N is an ε-approximation of N in (1→1)-norm, where ε > 0 is some fixed parameter, if
At first sight it might appear that an even more natural error quantification in such a context would be in terms of the completely-bounded (1→1)-norm (aka diamond norm) [1] . That is, in order to call N an ε-approximation of N, we would require that, for any Hilbert space A ′ ,
Nevertheless, this notion of approximation is too strong for our purposes. Indeed, if N and N satisfy equation (4) , it implies in particular that their associated Choi-Jamiołkowski states have to be ε-close in trace-norm. And this, in general, is possible only if N and N have the same, or at least comparable, number of Kraus operators, so that no environment dimensionality reduction can be achieved. The question of quantum channel compression has already been studied in one specific case, which is the one of the fully randomizing (or depolarizing) channel. Let us recall what is known there. The fully randomizing channel R : L(A) → L(A) is the CPTP map with same input and output spaces defined by
so that, in particular, all input states ̺ ∈ D(A) are sent to the maximally mixed state 1 1/|A| ∈ D(A). R has maximal Kraus rank |A| 2 (because τ (R) is simply 1 1/|A| 2 , and hence has rank |A| 2 ). This was of course to be expected, if adhering to the intuitive idea that the bigger is the Kraus rank of channel, the noisier is the channel. One possible minimal Kraus decomposition for R is
where for each 1 j, k |A|, V jk = X j Z k with X and Z the generalized Pauli shift and phase operators on A. It was initially established in [8] and later improved in [2] that there exist almost randomizing channels with drastically smaller Kraus rank. More specifically, the following was proved: for any 0 < ε < 1, the CPTP map R can be ε-approximated in (1→1)-norm by a CPTP map R with Kraus rank at most C|A|/ε 2 , where C > 0 is a universal constant. Actually, something stronger was established, namely
which obviously implies that, for any 1 p ∞, R is an ε-approximation of R in (1→p)-norm, in the sense that
The question we investigate here is whether such kind of statement actually holds true for any channel. Note however that, for a channel which is not the fully randomizing one, the notion of approximation in Schatten-p-norm appearing in equation (5) is maybe not what we would expect as being the "correct" one. In fact, it would seem more accurate to quantify closeness in terms of relative error. Hence, given a CPTP map N : L(A) → L(B), we would rather be interested in finding a CPTP map N : L(A) → L(B) with Kraus rank as small as possible, and such that
Statement of the main results
Theorem 3.1. Fix 0 < ε < 1 and let N : L(A) → L(B) be a CPTP map with Kraus rank |E| |A|, |B|. Then, there exists a CP map N : L(A) → L(B) with Kraus rank at most C max(|A|, |B|) log(|E|/ε)/ε 2 (where C > 0 is a universal constant) and such that
Remark 3.2. Note that if N satisfies equation (7), then it especially implies that it approximates N in any Schattennorm in a sense close to that of equation (6), namely
In particular, we have the
in which we can further impose that N is strictly, and not just up to an error 2ε, trace preserving (see the proof of Theorem 3.1).
One important question at this point is the one of optimality in Theorem 3.1. A first obvious observation to make in order to answer it is the following: if a CP map has Kraus-rank s, then it necessarily sends rank 1 inputs to output states of rank at most s. This is of course informative only if s is smaller than the output space dimension. But as we shall see, having this is mind will be useful to prove that certain channels cannot be compressed further than as guaranteed by Theorem 3.1.
Our constructions will be based on the existence of so-called tight normalized frames. Namely, for any N, d ∈ N with N d, there exist unit vectors |ψ 1 , . . . ,
Denoting by {|j , 1 j d} an orthonormal basis of C d , a possible way of constructing such vectors is e.g. to make the choice
Note that if this so, then any basis vector |j , 
then it necessarily has to be such that either r K ( N) |A| or r K ( N) |B|. Besides, note that the CP maps N, N fulfilling condition (9) above is equivalent to the conjugate CP maps N * , N * fulfilling condition (10) below
Depending on what we want to establish, it will be more convenient to work with either one or the other of these requirements.
Assume first of all that |B| |A|, and consider M : L(A) → L(B) a so-called quantum-classical channel (aka measurement). More specifically, define the CPTP map
,
|B|} is an orthonormal basis of B and |ψ 1 , . . . , |ψ |B| are unit vectors of A, defined in terms of an orthonormal basis {|j , 1 j |A|} of A as by equation (8). Note that this tight normalized frame assumption implies that {(|A|/|B|)|ψ i ψ i |} 1 i |B| forms a rank-1 POVM on A (hence a posteriori the justification of the denomination for M). Setting, for each 1 i |B|,
And what we actually want to show is that it is even impossible to approximate M in the sense of Theorem 3.1 with strictly less than |B| Kraus operators. Observe that by construction, say, |1 is such that, for each
is a CPTP map such that M, M fulfill equation (9) for some 0 < ε < 1/2. Then, the l.h.s. of equation (9) yields in particular, M(|1 1|) (1 − 2ε) 1 1/|B|, so that M(|1 1|) has to have full rank. And therefore, it cannot be that r K ( M) < |B|.
Assume now that |A| |B|, and consider N : L(A) → L(B) a so-called classical-quantum channel. More specifically, define the CPTP map
where {|x i , 1 i |A|} is an orthonormal basis of A and |ψ 1 , . . . , |ψ |A| are unit vectors in B. Setting, for each
|A|. Now, we want to show that, at least for certain choices of |ψ 1 , . . . , |ψ |A| , it is even impossible to approximate N in the sense of Theorem 3.1 with strictly less than |A| Kraus operators. For that, we impose that they are defined in terms of an orthonormal basis {|j , 1 j |B|} of B as by equation (8) . Since the conjugate of N is the CP unital map
we have in this case that M = (|B|/|A|)N * is precisely of the form (11) (with the roles of A and B switched). Hence, as we already showed, if M : L(B) → L(A) is a CPTP map such that M, M fulfil equation (9) (with the roles of A and B switched) for some 0 < ε < 1/2, then it cannot be that r K ( M) < |A|. This means equivalently that if
Summarizing, we just established that n max(|A|, |B|) is for sure necessary in Theorem 3.1. But it is not clear whether or not the log |E| factor can be removed. In the case of "well-behaved" channels, whose range is only composed of sufficiently mixed states, we can answer affirmatively, which is the content of Theorem 3.3 below. However, we leave the question open in general. 
Before moving on to the full proof of Theorems 3.1 and 3.3 let us briefly explain the main ideas in it. These two existence results of CPTP maps having some desired properties actually stem from proving that suitably constructed random ones have them with high probability. One thus has to show that for the random CPTP map N the probability is high that, for every input state ̺, N(̺) is close to N(̺). This is achieved in two steps: establishing first that this holds for a given input state ̺ and second that it in fact holds for all of them simultaneously. The fact that the individual probability of deviating from average is small is a consequence of the concentration of measure phenomenon in high dimensions. Deriving from there that the global deviation probability is also small is done by discretizing the input set and using a union bound. This line of proof is extremely standard in asymptotic geometric analysis (this is for instance how Dvoretzky's theorem is obtained from Levy's lemma). In our case though, the first step requires a careful analysis of the sub-exponential behavior of a certain random variable.
Proofs of the main results
As a crucial step in establishing Theorems 3.1 and 3.3, we will need a large deviation inequality for sums of independent ψ 1 (aka sub-exponential) random variables. Recall that the ψ 1 -norm of a random variable X (which quantifies the exponential decay of the tail) may be defined via the growth of moments
This definition is more practical than the standard definition through the Orlicz function x → e x − 1, and leads to an equivalent norm (see [5] , Corollary 1.1.6). The large deviation inequality for a sum of independent ψ 1 random variables is known as Bernstein's inequality and is quoted below.
Theorem 4.1 (Bernstein's inequality, see e.g. [5] , Theorem 1.2.5.). Let X 1 , . . . , X n be n independent ψ 1 random variables. Setting M = max 1 i n X i ψ1 and σ 2 = 1 i n X i 2 ψ1 /n, we have
where c 0 > 0 is a universal constant.
Our application of Bernstein's inequality to a suitably chosen sum of independent ψ 1 random variables will yield Proposition 4.2 below. Note that in the latter, as well as in several other places in the remainder of the paper, we shall use the following shorthand notation, whenever no confusion is at risk: given a unit vector φ in C n , we also denote by φ the corresponding pure state |φ φ| on C n .
be a CPTP map with Kraus rank |E|, defined by
Now, fix unit vectors x in A, y in B, and pick random unit vectors ϕ 1 , . . . , ϕ n in E, independently and uniformly. Then,
where c > 0 is a universal constant.
In order to derive this concentration result, we will need first of all an estimate on the ψ 1 -norm of a certain random variable appearing in our construction. This is the content of Lemma 4.3 below.
Then, X ϕ (σ, y) is a ψ 1 random variable with mean and ψ 1 -norm satisfying
Proof. To begin with, recall that, for any p ∈ N, we have, for ϕ a uniformly distributed unit vector in C s ,
where P Sym p (C s ) denotes the orthogonal projector onto the completely symmetric subspace of (C s ) ⊗p . Now, setting σ y = Tr C d [y ⊗ 1 1 σ], positive sub-normalized operator on C s , we see that X ϕ (σ, y) = Tr [ϕ σ y ]. Hence, we clearly have first of all the first statement in equation (15), namely
What 
This concludes the proof of Lemma 4.3.
Proof of Proposition 4.2. Note first of all that we can obviously re-write
where c 0 > 0 is a universal constant. And hence,
which is precisely the result announced in Proposition 4.2.
Having at hand the "fixed x, y" concentration inequality of Proposition 4.2, we can now get its "for all x, y" counterparts by a standard net-argument. This appears as the following Propositions 4.4 and 4.5. . Next, for ϕ 1 , . . . , ϕ n independent uniformly distributed unit vectors in E, set N ϕ (n) = n i=1 N ϕi /n. Then, for any 0 < ε < 1,
Proof. Fix 0 < α, β < 1 and consider A α , B β minimal α, β-nets within the unit spheres of A, B, so that by a standard volumetric argument |A α | (3/α) 2|A| , |B β | (3/β) 2|B| (see e.g. [10] , Chapter 4). Then, by Proposition 4.2 and the union bound, we get that, for any ε > 0,
Now, fix ε > 0 and suppose that E : L(A) → L(B) is a Hermiticity-preserving map which is such that
Assume that E additionally satisfies the boundedness property
Note that if E is Hermicity-preserving, then for any x, y, sup v,v ′ | y|E(|v v ′ |)|y | = sup v | y|E(|v v|)|y | and sup w,w ′ | w|E(|x x|)|w ′ | = sup w | w|E(|x x|)|w | (this is because for any X, E(X † ) = E(X) † ). Hence, it will be useful to us later on to keep in mind that assumption (18) is actually equivalent to
Then, for any unit vectors x ∈ S A , y ∈ S B , we know by definition that there existx ∈ A α ,ỹ ∈ B β such that x −x α, y −ỹ β. Hence, first of all
where the second inequality follows from the boundedness property (18) of E, combined with the fact that y −ỹ β. Then similarly, because x −x α,
Putting together the two previous upper bounds, we see that we actually have
where the second inequality is by assumption (17) on E. Now, arguing just as before (using this time that N satisfies the boundedness property | y|N(|x x ′ |)|y ′ | 1 for any x, x ′ ∈ S A and y, y ′ ∈ S B ), we get ỹ|N(|x x|)|ỹ y|N(|x x|)|y + 2(α + β).
So eventually, what we obtain is | y|E(x)|y | ε y|N(x)|y + 2(α + β) + 2|E|(α + β) ε y|N(x)|y + 4|E|(α + β).
Therefore, choosing α = β = ε/(8|E||B|) (and observing that, by the way N ϕ (n) is constructed, N ϕ (n) − N fulfills condition (18)), it follows from equation (16) that, for any ε > 0,
which is exactly what we wanted to show. (14). Next, for ϕ 1 , . . . , ϕ n independent uniformly distributed unit vectors in E, set N ϕ (n) = n i=1 N ϕi /n. Then, for any 0 < ε < 1,
Proof. We will argue in a way very similar to what was done in the proof of Proposition 4.4, and hence skip some of the details here. Again, fix 0 < α, β < 1/4 and consider A α , B β minimal α, β-nets within the unit spheres of A, B. Now, fix ε > 0 and suppose that E : L(A) → L(B) is a Hermiticity-preserving map which is such that,
Then, for any unit vectors x ∈ S A , y ∈ S B ,
wherex ∈ A α ,ỹ ∈ B β are such that x −x α, y −ỹ β. And consequently, taking supremum over unit vectors x ∈ S A , y ∈ S B , we get
that is equivalently,
Therefore, choosing α = β = 1/5, so that (1 + 2(α + β))/(1 − 2(α + β)) = 9 and 3/α = 3/β = 15, we eventually obtain that, for any 0 < ε < 1,
which, after relabelling 9ε in ε, implies precisely the result announced in Proposition 4.5.
Proof of Theorem 3.1. Because operator-ordering is preserved by convex combinations, it follows from Proposition 4.4 that there exists a universal constant c > 0 such that, for any ε > 0,
The r.h.s. of the latter inequality becomes larger than, say, 1/2 as soon as n C max(|A|, |B|) log(|E|/ε)/ε 2 , for C > 0 some universal constant.
Recapitulating, what we have shown sofar is that there exists a completely positive map N (n) with Kraus rank n C max(|A|, |B|) log(|E|/ε)/ε 2 , for C > 0 some universal constant, such that,
In particular, equation (19) implies that, for any ρ ∈ D(A), Tr N (n) (ρ) − 1 2ε, so that N (n) is almost trace preserving, up to an error 2ε. As a consequence of equation (19), we also have
and to get only such trace-norm approximation, it is actually possible to impose that N (n) is strictly trace preserving. Indeed, denote by {K 1 , . . . , K n } a set of Kraus operators for N (n) , and set S =
, so that S is in particular invertible, as soon as ε < 1/2. Hence, assume in the sequel that, in fact, ε < 1/4, and consider the completely positive map N (n) having {K 1 S −1/2 , . . . , K n S −1/2 } as a set of Kraus operators, which means that
The latter is trace preserving by construction, and such that
Indeed, for any ρ ∈ D(A), we have the chain of inequalities
where the first inequality follows from the triangle and Hölder inequalities (after simply noticing that, setting ∆ = 1 1 − S −1/2 , we can rewrite S −1/2 ρS −1/2 − ρ as ∆ρ1 1 + S −1/2 ρ∆), while the second inequality is because, for any 0 < x < 1/4, (1 + 2x) 
which, combined with (20), justifies the last inequality in (21). This concludes the proof of Theorem 3.1 and of Remark 3.2 following it.
Proof of Theorem 3.3. By extremality of pure states amongst all states, it follows from Proposition 4.5 that there exists a universal constant c > 0 such that, for any ε > 0,
The r.h.s. of the latter inequality becomes larger than, say, 1/2 as soon as n C max(|A|, |B|)/ε 2 , for C > 0 some universal constant. And the proof of Theorem 3.3 is thus complete.
Consequences and applications

Approximation in terms of output entropies or fidelities.
This section gathers some (more or less straightforward) corollaries of Theorem 3.1 concerning approximation of quantum channels in other distance measures than the (1→1)-norm distance mostly studied up to now.
Given a state ̺ on some Hilbert space H, we define, for any p ∈]1, ∞[, its Rényi entropy of order p as
and the latter definition is extended by continuity to p ∈ {1, ∞} as
with Kraus rank at most C max(|A|, |B|) log(|E|/ε)/ε 2 (where C > 0 is a universal constant) and such that
with Kraus rank at most C max(|A|, |B|) log 5 (|E|/ε 2 )/ε 4 (where C > 0 is a universal constant) and such that
Proof. This is a direct consequence of Theorem 3.1, combined with Propositions 5.1 and 5.2.
We already argued about optimality in Theorem 3.1, showing that there exist CPTP maps N : L(A) → L(B) for which at least |A| or |B| Kraus operators are needed to approximate them in the sense of equation (7). We will now establish that, even to get the weaker notion of approximation of equation (25), a Kraus-rank of at least |A| or |B| might, in some cases, still be necessary.
Let
be a CPTP map with isometry V : A ֒→ B ⊗ E. Given ̺ ∈ D(A), we consider its input entropy S(̺), its output entropy S (N(̺)), and its entropy exchange S (̺, N) . The latter quantity is defined as follows: let ϕ A ′ A be an extension of
By non-negativity of the loss and the noise of a quantum channel, we then have (see [7] , Section 4.5)
Yet, for any ̺ ∈ D(A), obviously S(̺, N) log |E|. And hence as a consequence,
In particular, we may derive the two following lower bounds on |E|, for certain CPTP maps N,
And this remains approximately true for an approximation of N.
If N satisfies the first condition in equation (26), then
And if N satisfies the second condition in equation (26), then
Therefore, the conclusion of this study is that, in Theorem 5.3, r K N (1 − ε) max(|A|, |B|) is for sure necessary, in general, to have the entropy approximation (25). It additionally tells us that there is a channel-dependent lower bound on r K N so that the latter holds (and hence even more so that the stronger notion of approximation in (1→1)-norm holds), namely
Let us point out though that what we established here is optimality of our results only in the sense that there exist some quantum channels for which max(|A|, |B|) is necessary as approximating Kraus rank. It is however a more subtle question to find, for each given quantum channel N, what is the optimal approximating Kraus rank r K (N). We leave this issue open, but in view of equation (27), a possible conjecture could be that
We use the occasion to also formulate an information-theoretic version of this question, namely: we wish to ε-approximate the channel N ⊗n (for concreteness, say in (1→1)-norm) by one of minimum Kraus rankr K (N, n, ε), and we would like to determine the value of
The latter quantity has the natural operational interpretation, as the minimum rate of qubits needed in the environment, per channel realisation, to approximate many copies of the channel. One could thus hope to get information theoretic lower and upper bounds on it. The above reasoning shows, for instance, that
but we will not develop this notion further in the present paper.
be a CPTP map, and assume that the CP map
for some 0 < ε < 1/2. Then, N is close to N in terms of output fidelities, in the sense that
Proof. As noted in the proof of Proposition 5.1, setting σ = N(̺), σ = N(̺) and τ = 1 1/|B|, we can re-write equation (28) as the two inequalities σ (1 + ε)σ + ετ and σ (1 + 2ε) σ + 2ετ . By operator monotonicity of F (·, ω), and the fact that it is upper bounded by 1, these imply the two estimates
Finally, just observing that ε ε/2 for 0 < ε < 1/2, the conclusion of Proposition 5.4 directly follows. 
Proof. This is a direct consequence of Theorem 3.1, combined with Proposition 5.4.
Destruction of correlations with few resources.
It was observed in [8] , Section 3, that an ε-randomizing channel (i.e. a channel which is an ε-approximation of the fully randomizing channel) approximately destroys the correlations between the system it acts on and any system the latter might be coupled to, in the following two senses: First of all, a state which is initially just classically correlated becomes almost uncorrelated (or in other words any separable state is sent close to a product state, in 1-norm distance). And secondly, whatever the initial state, the correlations present in it become almost invisible to local observers (or in other words any state is sent to close to a product state, in one-way-LOCC-norm). Hence, having an ε-randomizing channel with few Kraus operators can be seen as having an efficient way to decouple a system of interest from its environment. Thanks to Theorem 3.1, we can generalize these results to Theorem 5.6 below. 
Proof. Define the completely forgetful CPTP map N : 
ε.
Now, following the exact same route as in the proofs of Lemmas III.1 and III.2 in [8] , we get that this implies precisely equations (29) and (30), respectively. We will therefore only briefly recall the arguments here.
where the last inequality is because, by assumption, for each x, N ̺
ε, and x p x = 1.
where the next-to-last inequality is because, ̺ AC 1 1 and for each x, M An interesting case to which Theorem 3.3 applies is that of the so-called Werner channels. These are defined as the family of CPTP maps
Denoting by ς and α the symmetric and anti-symmetric states on A ⊗ A, it is easy to check that, for each 0 λ 1, the Choi-Jamiołkowski state τ ( W λ ) associated to W λ is nothing else than the Werner state ρ λ = λς + (1 − λ)α. Hence, W λ has Kraus rank |A| 2 whenever 0 < λ < 1, and |A|(|A| + 1)/2, resp. |A|(|A| − 1)/2, when λ = 1, resp. λ = 0, i.e. in any case full or almost full Kraus rank. These channels are thus typically of the kind that we would like to compress into more economical ones. What is more, they have the property of having only very mixed output states. Indeed, So by Theorem 3.3, we get that, for each 0 λ 1, given 0 < ε < 1, there exists a CP map W λ : L(A) → L(A) with Kraus rank at most C|A|/ε 2 (where C > 0 is a universal constant) such that
In words, this means that the Werner CPTP maps can be (ε/|A|)-approximated in (1→∞)-norm distance (hence in particular ε-approximated in (1→1)-norm distance) by CP maps having Kraus rank C|A|/ε 2 ≪ |A| 2 .
Discussion
We have generalized in several senses the result established in [8] and [2] . First, we have shown that it holds for all quantum channels and not only for the fully randomizing one: any CPTP map from L(A) to L(B) can be ε-approximated in (1→1)-norm distance by a CPTP map with Kraus rank of order d log(d/ε)/ε 2 , where d = max(|A|, |B|). Second, we have established that a stronger notion of approximation can actually be proven, namely an ε-ordering of the two CP maps, which allows to derive approximation results in terms of various output quantities (that are tighter than those induced by the rougher norm distance closeness). In the case where the channel under consideration is, as the fully randomizing channel, very noisy (meaning that all output states are very mixed), the extra log(d/ε) factor in our result can be removed. However, we do not know if this is true in general. On a related note, our study of optimality shows that there exist channels which cannot be compressed below order d Kraus operators (even to achieve the weakest notions of approximation). But what about channel-dependent upper and lower bounds? For a given channel, would there be a more clever construction than ours (i.e. a non-universal one) that would enable its compression to a number of Kraus operators whose log would be, for instance, of the order its maximum input-output entropy difference?
Finally, full or partial derandomization of our construction would be desirable. Here again the main difficulty is that most of the techniques which apply to very noisy channels may fail in general. Let us specify a bit what we
