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Abstract
For an odd prime number p and an abelian number ﬁeld k, let k∞/k be the cyclotomic
Zp-extension. Let X∞ be the projective limit of the p-parts of the ideal class groups of
each intermediate ﬁeld of k∞/k. It is conjectured (Greenberg’s Conjecture) that X∞ is ﬁnite
when k is totally real. In this paper we give an interpretation of the characteristic polynomial
of X∞ in terms of certain Gauss sums. We also give analogous results at ﬁnite level. Our
results generalize those obtained by Ichimura (J. Number Theory 68 (1998) 36) and Hachimori
(Manuscripta Math. 95 (1998) 377) in the semi-simple case.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
Soient p un nombre premier impair et k un corps abélien CM. On suppose que
l’extension k/Q est linéairement disjointe de l’extension Zp-cyclotomique de Q. On
note k∞/k l’extension Zp-cyclotomique de k et kn, (n0) son nième étage. Soit Xn
le p-Sylow du groupe des classes de kn et X∞ = lim←− Xn la limite projective des Xn
par rapport aux normes relatives.
Le groupe de Galois  = Gal (k∞/k) est un groupe topologique isomorphe à Zp.
Soit  un générateur topologique ﬁxé de . On peut alors regarder X∞ (comme
tout Zp[[]]-module d’ailleurs) comme un module sur l’anneau de séries formelles
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 = Zp[[T ]] en laissant T agir par − 1. On sait que X∞ est un -module de torsion
et de type ﬁni.
Comme k est un corps CM, on peut décomposer X∞ en X∞ = X+∞ ⊕ X−∞ par
rapport à l’action de la conjugaison complexe. Le polynôme caractéristique de X−∞
est connu. On peut le décrire en termes d’unités cyclotomiques à l’intérieur des
unités (réelles). C’est une étape vers la Conjecture Principale (théorèmes de Mazur-
Wiles et de Wiles), qui décrit le polynôme caractéristique en question en termes de
fonctions Lp.
La conjecture de Greenberg (voir [Gr]) prédit que X+∞ est un module ﬁni, autrement
dit que le polynôme caractéristique de X+∞ est égal à 1. Cette conjecture demeure
ouverte. Le but principal de cet article est de décrire char X+∞ en termes de certaines
sommes de Gauss à l’intérieur des unités semi-locales.
Plus précisément, soient G = Gal (k/Q) et  un caractère Q¯p-irréductible de G, où
Q¯p est une clôture algébrique ﬁxée de Qp. Pour tout Zp[G]-module M on peut déﬁnir
sa -partie M (pour la déﬁnition précise voir la Section 2).
On dit que  est un caractère pair si (−1) = 1 et impair sinon. On note ∗ le
caractère “miroir” de , déﬁni par ∗ = −1, où  est le caractère de Teichmüller.
Si  est un caractère pair, alors ∗ est impair et vice versa.
Soit  le caractère cyclotomique de Gal (k∞/Q). Pour toute série f ∈  on appelle
série “miroir” de f la série f ∗ ∈  déﬁnie par
f ∗(T ) = f (()(T + 1)−1 − 1).
Si f est un polynôme, on désignera également par f ∗ l’unique polynôme distingué
associé à f ∗ par le théorème préparatoire p-adique de Weierstrass (voir p.ex. [W,
Theorem 7.3]).
Soient U∞ le module des unités semi-locales de k∞ (voir la déﬁnition plus loin) et
C∞ le sous--module de U∞ engendré par les unités cyclotomiques. Alors le résultat
suivant est bien connu (Iwasawa, Gillard [Gi], Tsuji [T], etc.):
Théorème A. Soit  un caractère pair. Alors
charX
∗ = (char (U∞/C∞))∗.
Un résultat analogue existe au niveau ﬁni. On peut le présenter comme une formule
d’indice, caractère par caractère (pour les caractères pairs), des unités cyclotomiques à
l’intérieur des unités semi-locales (voir e.g. les références de [BN1]).
Supposons que p ne divise pas l’ordre de G = Gal (k/Q) (cas dit “semi-simple”).
Dans son article [I1] Ichimura construit, pour un caractère  impair, dans le cas semi-
simple, un sous-module G∞ de U∞ engendré par des sommes de Gauss, et montre un
théorème analogue au théorème A:
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Théorème B ([I1], Theorem A). Plaçons nous dans le cas semi-simple et soit  un
caractère impair. Alors, en supposant que X∞ est pseudo-monogène, on a l’égalité des
polynômes caractéristiques
char X
∗
∞ = (char (U∞/G∞))∗.
En s’affranchissant des hypothèses de semi-simplicité et de pseudo-monogénéité dans
ce théorème on obtient le premier résultat de cet article:
Théorème 1. Soit P le p-Sylow du groupe G, et soit  son complémentaire. Soit  un
caractère impair de G tel que |P = 1 si | = . Alors
char X
∗
∞ = (char U∞/G∞)∗.
Notons que la condition sur le caractère est restrictive uniquement dans le cas non
semi-simple.
Comme ∗ est pair car  est impair, la conjecture de Greenberg prédit la ﬁnitude du
module U∞/G∞ pour tout  impair (dans le cas semi-simple c’est même équivalent),
d’où l’intérêt de faire éventuellement une étude directe de ce module.
Toujours dans le cas semi-simple, Hachimori et Ichimura [HI, Theorem 1.2] ont mon-
tré une formule analogue au niveau ﬁni, qui peut être vue comme une formule d’indice,
caractère par caractère (pour les caractères impairs), des sommes de Gauss à l’intérieur
des unités semi-locales. En utilisant les systèmes d’Euler et pour un caractère d’ordre
premier à p, Aoki a donné une variante plus ﬁne de la formule d’indice [A, Theorem
2], mais notons que les démonstrations de [HI], [A] n’exigent pas la connaissance de
l’égalité des polynômes caractéristiques au niveau inﬁni.
Dans la dernière section de l’article on montre le résultat principal suivant au niveau
ﬁni:
Théorème 2. Soit  un caractère impair, tel que |p = , |p = 1 ou |p =
, |P = 1. Alors
|Un /Fn(Xn )| = |(X′∞)
∗
/((p
n
)−pn − 1)(X′∞)
∗ |,
Pour tout n sufﬁsamment grand.
Ici Fn(X

n ) est un certain module qui coïncide avec Gn dans le cas semi-simple, et
l’on retrouve exactement le résultat de Hachimori et Ichimura dans ce cas.
Cet article est issu de ma thèse [B], préparée à Besançon sous la direction du
Professeur Thong Nguyen Quang Do, qui m’a introduit dans le monde de théorie
d’Iwasawa et à qui j’exprime ma pleine gratitude. Je tiens également à remercier les
Professeurs Cornelius Greither et Manfred Kolster pour l’interêt qu’ils ont porté à mon
travail et à Jean-Robert Belliard pour les discussions très fructueuses et son aide.
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1.1. Notations et conventions
On rappelle que p est un nombre premier impair et k est un corps abélien CM
contenant les racines pièm de l’unité, supposé linéairement disjoint de la Zp-extension
cyclotomique de Q. Au couple (k, p) on associe les objets suivants:
G = Gal (k/Q) ; G = P × , où P est le p-sous-groupe de Sylow de G ;
Signalons que  est un sous-groupe non trivial de G grâce aux hypothèses sur k.
q le conducteur de k ;
k∞/k la Zp-extension cyclotomique, kn son nième étage ;
 = Gal (k∞/k) ;
n = Gal (k∞/kn) ;
Gn = Gal (kn/Q) ;
G∞ = Gal (k∞/Q) = ×G ;
Xn (resp. X∞) le groupe de Galois de la pro-p-extension abélienne non-ramiﬁée
en dehors de p, maximale de kn (resp. de k∞). Il existe un isomorphisme évident
X∞  lim←− Xn ;
U¯n = Un ⊗ Zp le p-complété des unités globales Un de kn ; U¯∞ = lim←− U¯n:
Un =
∏
℘| p
U(1)n,℘ le groupe des unités principales semi-locales de kn ; U∞ = lim←− Un ;
Xn (resp. X′n) la p-partie du groupe de classes (resp. (p)-classes) de kn ;
X∞ = lim←− Xn, X
′∞ = lim←− X
′
n.
Dans tout ce qui suit on va également utiliser les notations suivantes:
l le groupe des racines lièmes de l’unité ;
p∞ =
∞⋃
i=0
pi ;
(K) le p-groupe des racines de l’unité d’un corps K ;
Q¯p une clôture algébrique ﬁxée de Qp ;
 un caractère Q¯p-irréductible de G ;
 le caractère de Teichmüller de  ;
∗ = −1 le caractère “miroir” de  ;
Qp() le sous-corps de Q¯p engendré par Qp et les (),  ∈ G ;
Zp[] l’anneau des entiers de Qp().
2. La -partie et le -quotient
Soit  un caractère Q¯p-irréductible de G. Cette section (qui est purement algébrique)
est consacrée à la déﬁnition de la -partie et du -quotient d’un Zp[G]-module et à
la description de leurs premières propriétés (dans le cas non forcément semi-simple).
Soit Qp() l’extension cyclotomique de Qp engendrée par les valeurs du caractère
. On note alors Zp[] son anneau d’entiers.
Soit Zp[] un Zp[]-module libre de rang 1 sur lequel G opère via la multiplication
par .
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Déﬁnition 1. Pour un Zp[G]-module M, on déﬁnit sa -partie M et son -quotient
M comme suit:
M = Hom Zp[G](Zp[],M) ; M = Zp[] ⊗Zp[G] M.
Les modules M et M possèdent une structure de Zp[][G]-modules. Les actions
sont déﬁnies de la manière suivante:
Pour M la structure de Zp[]-module est déﬁnie par (.f )(x) = f (x) pour tout
 ∈ Zp[] et f ∈ Hom Zp[G](Zp[],M). La structure de Zp[][G]-module est déﬁnie
par l’action de G à l’arrivée: (g.f )(x) = g.f (x), ∀g ∈ G, f ∈ Hom Zp[G](Zp[],M).
Pour M la structure de Zp[]-module est déﬁnie par .(x ⊗ m) = x ⊗ m, ∀ ∈
Zp[], x ∈ Zp[], m ∈ M , et l’action de G est diagonale.
On a des homomorphismes naturels de Zp[G]-modules:
Hom Zp[G](Zp[],M)    M et M   Zp[] ⊗Zp[G] M,
f −→ f (1) m −→ 1⊗m.
Par ces applications M (resp M) s’identiﬁe à un sous-module (resp. un module-
quotient) de M.
En tant que Zp[]-modules, M et M peuvent être décrits de la façon suivante:
Lemme 1. Il existe deux Zp[]-isomorphismes naturels
(i) (Zp[] ⊗Zp M)G−˜→M (G opérant sur Zp[] ⊗Zp M via
g.(()⊗m) = (g)()⊗g−1.m) ;
(ii) (Zp[] ⊗Zp M)/(I(Zp[] ⊗Zp M))−˜→M,
où I =< − () |  ∈ G >.
Preuve. (i) Soit v = min{vp(tr x) | x ∈ Zp[]} où tr = tr Zp[]/Zp , et vp est la valuation
p-adique. Soit 	 l’involution sur Zp[] déﬁnie par 	((g)) = (g)−1 ∀g ∈ G.
Alors l’isomorphisme cherché est donné par l’application suivante:

 : (Zp[] ⊗Zp M)G −→ Hom Zp[G](Zp[],M),
x ⊗m −→
(
y → 1
pv
tr (y	(x))m
)
.
(ii) On a une suite exacte évidente de Zp[]-modules
0 −→ I(Zp[] ⊗Zp M) −→ Zp[] ⊗Zp M −→ Zp[] ⊗Zp[G] M −→ 0.
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Donc on a un isomorphisme naturel de Zp[]-modules
(Zp[] ⊗Zp M)/(I(Zp[] ⊗Zp M))  M. 
Remarque 1. On peut maintenant dire que M (resp.M) s’identiﬁe au plus grand
sous-module (resp. plus grand module-quotient) de M ⊗Zp[] sur lequel G opère via
multiplication par .
Après avoir ﬁxé le caractère , on note
•
M le module M ⊗Zp[]. Donc M =
•
M
G
et M =
•
M /IG
•
M , où IG =< −1 |  ∈ G >Zp est l’idéal d’augmentation. On obtient
alors une application (très importante pour la suite) du Lemme 1:
Lemme 2. Soit 0 → A → B → C → 0 une suite exacte de Zp[G]-modules (en
notation additive). Alors la suite
0 → A → B → C → H 1(G, •A)
est exacte.
On donne ici sans démonstration quelques propriétés de la -partie et du -quotient:
(a) Soit ′ un caractère conjugué de  sur Qp. Alors M′  M et M′  M.
(b) Le foncteur M → M (resp. M → M) est exact à gauche (resp. à droite). Dans
le cas semi-simple (c.à.d. quand p  |G|) les deux foncteurs sont exacts.
(c) Dans le cas semi-simple M  M  eM , où e est l’idempotent de Zp[G]
déﬁni par
e = 1|G|
∑
∈G
Tr Zp[]/Zp (())
−1.
De plus, encore dans le cas semi-simple, M = ⊕eM , où  parcourt un système
complet de représentants des classes de conjugaison de caractères de G sur Qp.
(d) Dans le cas général, l’élément e ainsi déﬁni appartient à Qp[G], et l’on a
M ⊗Qp  M ⊗Qp  e(M ⊗Qp).
(e) Soit G = G1×G2, le produit direct de deux sous-groupes. Si l’on pose 1 = |G1
et 2 = |G2 , alors M1 et M1 sont des Zp[1][G2]-modules et l’on a
M = (M1)2 et M = (M1)2 . (1)
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(f) Soit  =
∑
g∈G (g)g
−1
. C’est un élément de Zp[][G]. La multiplication par
cet élément déﬁnit un endomorphisme de M ⊗ Zp[] qu’on note encore . On
voit facilement que I(M ⊗ Zp[]) = {0} et que (M ⊗ Zp[]) ⊂ M. Alors
 déﬁnit un Zp[]-homomorphisme
∗ : M −→ M, (2)
dont le noyau et le co-noyau sont annulés par |G| car ils sont respectivement
isomorphes à Hˆ−1(G,
•
M) et Hˆ
0
(G,
•
M).
3. Construction des sommes de Gauss
On rappelle quelques notations: G = Gal (k/Q), P = Sylp(G), G = P × , Gn =
Gal (kn/Q), Pn = Gal (kn/k) (donc Gn = G×Pn comme les extensions k/Q et Q∞/Q
sont linéairement disjointes).
Soit qn le conducteur de kn. Alors on note Fn = Q(qn) le q ièmen corps cyclotomique
et G˜n = Gal (Fn/Q) son groupe de Galois sur Q. Par abus, on identiﬁe G˜n avec
(Z/qnZ)
∗ de la façon habituelle, et l’on note z l’automorphisme associé à (z mod
qn).
Soit On l’anneau des entiers de Fn. Soit L un idéal premier de Fn, premier à q = q0.
On note l = Q ∩ L le nombre premier au-dessous de L.
On déﬁnit un caractère L de (On/L)∗ à valeurs dans qn par la congruence

L˜
(y) = 
L˜
(ymodL) ≡ y(NL−1)/qn modL, y ∈ On, L  y.
Fixons maintenant une racine primitive lième de l’unité. On déﬁnit alors une somme
de Gauss relative à L par la formule
g′n(L) = −
∑
y

L˜
(y)Tr (y)l ,
où y parcourt un système complet de représentants de (On/L)∗ et Tr est l’application
trace Tr : (On/L)∗ −→ Z/lZ . Cette somme est un élément de Fn(l ).
Pour un  ∈ G˜n (qui est isomorphe à Gal (Fn(l )/Q(l ))) on peut facilement voir
que
g′n(L) = g′n(L). (3)
Soit a un idéal de kn tel que (a, q) = 1. Alors on a sa décomposition en idéaux
premiers dans Fn :aOn = ∏i Leii . On déﬁnit la somme de Gauss relative à a par
linéarité
g′n(a) =
∏
i
g′n(Li )ei .
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Cette somme de Gauss appartient à Q(mqn), où m est le produit de tous les nombres
premiers au-dessous de a.
Soit t l’ordre du groupe multiplicatif du corps résiduel d’un idéal premier de k au-
dessus de p. On remarque que t ne dépend pas du choix de l’idéal au-dessus de p
puisque le groupe de Galois agit transitivement sur de tels idéaux. Alors pour tout
x ∈ k∗n tel que (x, q) = 1, on a xt ∈ Un (si l’on identiﬁe un élément de k∗n et son
image dans
∏
v|p k∗n,v par le plongement diagonal). On pose maintenant
gn(a) = g′n(a)t .
On vériﬁe facilement que g′n(a) et gn(a) appartiennent à kn(m)∗, où m est le produit
de tous les nombres premiers au-dessous de a.
Comme (m, q) = 1, Gn = Gal (kn/Q) est isomorphe de façon canonique à
Gal(kn(m)/Q(m)). Alors, les éléments de Zp[Gn] agissent sur g′n(a) et gn(a). de la
manière Suivante
(g′n(a)) = g′n(a), (gn(a)) = gn(a), ∀ ∈ Gn. (4)
4. Eléments de Stickelberger
On déﬁnit l’élément de Stickelberger ˜n associé à Fn comme suit:
˜n :=
∑
z
(
1− z
qn
)
−1z ∈ Qp[G˜n],
où z parcourt un système complet de représentants de (Z/qnZ)∗ et z ∈ G˜n est l’élément
correspondant à z par l’isomorphisme canonique entre G˜n et (Z/qnZ)∗.
Déﬁnition 2. L’image n de ˜n par la restriction canonique Qp[G˜n] → Qp[Gn] est
appelée l’élément de Stickelberger associé à kn.
Cet élément annule le groupe de classes de kn à un dénominateur près. Plus pré-
cisément (voir p.ex [S, Theorem 3.1])
Théorème 3 (Stickelberger). Soit X un élément de Zp[Gn] tel que Xn ∈ Zp[Gn].
Alors, pour tout idéal a de kn tel que (a, q) = 1 on a
g′n(a)X ∈ k∗n, (g′n(a)X) = aXn .
Corollaire 1. Sous les conditions du théorème
gn(a)
X ∈ k∗n, gn(a)X ∈ Un et (gn(a)X) = atXn .
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Remarque 2. Dire que X ∈ Zp[Gn] est un "multiple" du dénominateur de n revient
à dire que X ∈ AnnZp[Gn]((kn)) (voir [Ta, Lemme 1.1, Chapter IV]).
Il est bien connu (voir p. ex. [C, §4]) que les {n}nn0 (où n0 est l’entier minimal
tel que dans k∞/kn0 toute place ramiﬁée est totalement ramiﬁée) forment un système
projectif par rapport aux applications de restriction Qp[Gn+1] → Qp[Gn]. On note
∞ = (n)nn0 . C’est un élément de l’anneau total des fractions de [G]
Le caractère  déﬁnit un homomorphisme canonique d’anneaux
Qp[G] −→ Qp(),∑
g∈G

gg −→
∑
g∈G

g(g),
qu’on note encore  par abus. On pose  = (∞) ∈ Qp()[[T ]].
Pour tout caractère impair, les propriétés d’interpolation p-adique et les relations entre
fonctions L et éléments de Stickelberger permettent de déﬁnir la fonction L p-adique
([Iw2, §6; C, §4]) par
Lp(s,
∗) = ((1+ q)s − 1),
où q est le conducteur du corps de base k.
On peut exprimer  en fonction de séries d’Iwasawa. Plus précisément, pour tout
caractère  impair, il existe une série g ∈  (= []), tel que  = g si | = .
On peut dire que  ∈  puisqu’il existe un système projectif (cn) tel que cnn ∈
Zp[Gn] et (cn) soit inversible (voir section 6) et  = g(T )/T˙ si | =  (la
fonction p a un pôle simple en s = 1).
Si l’on note P le polynôme distingué associé à g par le théorème de Weierstrass,
alors la Conjecture Principale (voir [MW] pour le cas semi-simple, [Wi, Theorem 1.2]
pour le cas général) interprète P comme un polynôme caractéristique. Dans l’énoncé
et la démonstration de son théorème, Wiles tensorise par Qp, car il travaille sur un
corps de base totalement réel quelconque. Mais dans notre cas le corps de base est Q,
et l’invariant  de X−∞ est nul (théorème de Ferrero–Washington), donc on peut dire
que le résultat est le même, qu’on tensorise ou pas par Qp. Or X∞,⊗Qp  X∞⊗Qp.
Le théorème de Wiles dit alors que
P = char X∞ = char X∞,. (5)
5. Unités semi-locales
Soit désormais  un caractère impair de G. Le but de cette section est de montrer
quelques lemmes concernant les -parties des modules U¯n et Un (quel que soit n ∈ N)
déﬁnis dans la Section 1.
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Il est bien connu que dans le cas semi-simple U¯n = {1}. Dans le cas non semi-
simple, grâce à la propriété (e) de la -partie et du -quotient, et puisque U¯−n = (kn),
on obtient facilement un résultat analogue:
Lemme 3. Soit  impair, | = . Alors U¯n = U¯n, = {1}.
Pour simpliﬁer, on écrit
•
Un à la place de
•
U¯n. Le module
•
Un n’est pas un Zp[G]-
module cohomologiquement trivial, mais néanmoins, par le raisonnement sur la suite
exacte d’inﬂation-restriction, on a la propriété cohomologique suivante (pour les détails
voir [B]):
Lemme 4. Soit  impair, | = . Alors H i (G,
•
Un) = 0 ∀i1.
Le module des unités semi-locales ne possède pas de propriété analogue au lemme
3, mais on peut néanmoins donner une condition sufﬁsante de nullité cohomologique:
Lemme 5. Soit p la non-p-partie du sous-groupe de décomposition de p dans G (qui
est non triviale car k contient p). On suppose que |p = 1. Alors H i (G,
•
Un) = 0,
∀i1.
Preuve. Par déﬁnition des unités semi-locales on a
Un = U(1)n,v ⊗Zp[Gn,v] Zp[Gn],
où v est une place de kn au-dessus de p, Gn,v son sous-groupe de décomposition dans
Gn et U
(1)
n,v est le groupe des unités principales de kn,v , le complété de kn en v. Alors
on a un isomorphisme de Zp[G]-modules
•
Un = (U(1)n,v ⊗Zp[Gn,v] Zp[Gn])⊗Zp Zp[]
 (U(1)n,v ⊗Zp Zp[])⊗Zp[Gn,v] Zp[Gn] =
•
U
(1)
n,v ⊗Zp[Gn,v]Zp[Gn].
On peut appliquer le lemme de Shapiro:
H i (G,
•
Un)  H i (Gp,U(1)n,v ⊗ Zp[]), (6)
où Gp désigne le sous-groupe de décomposition de p dans G.
Soit Pp le p-Sylow de Gp. Alors Gp = Pp × p, l’ordre de p étant premier à p,
et par la suite exacte d’inﬂation-restriction on obtient l’isomorphisme
H i (Pp, (U(1)n,v ⊗ Zp[])p )  H i (Gp,U(1)n,v ⊗ Zp[]).
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Donc il sufﬁt de montrer que
H i (Pp, (U(1)n,v ⊗ Zp[])p ) = 0. (7)
Soit Xvn le complété p-adique de k∗n,v . Puisque Zp[] est un Zp-module plat, la suite
exacte de valuation
0 −→ U(1)n,v −→ Xvn −→ Zp −→ 0,
donne la suite exacte
0 −→ (U(1)n,v ⊗ Zp[])p −→ (Xvn ⊗ Zp[])p −→ Zp[]p −→ 0.
Or |p = 1, donc Zp[]p = 0 par déﬁnition de l’action sur Zp[] et l’on obtient
(U(1)n,v ⊗ Zp[])p  (Xvn ⊗ Zp[])p .
Alors pour montrer (7) il sufﬁt de montrer que
H i (Pp, (Xvn ⊗ Zp[])p ) = 0. (8)
Il est connu que Xvn possède la cohomologie d’une formation de classes au sens
d’Artin-Tate. Il est plus commode de le remplacer par son “enveloppe” Yn,v , qui est
un module canonique, cohomologiquement trivial, prenant place dans une suite exacte
0 −→ Xvn −→ Yn,v −→ I (Gp) −→ 0,
où I (Gp) est l’idéal d’augmentation de Gp dans Zp[Gp] (voir [N2, Proposition 1.7])
Alors, pour les mêmes raisons qu’avant, on voit que la suite
0 −→ (Xvn ⊗ Zp[])p −→ (Yn,v ⊗ Zp[])p −→ (I (Gp)⊗ Zp[])p −→ 0 (9)
est exacte. On remarque que si Yn,v est un Zp[Gp]-module cohomologiquement trivial,
alors Yn,v ⊗ Zp[] l’est aussi.
En tensorisant la suite exacte courte
0 −→ I (Gp) −→ Zp[Gp] −→ Zp −→ 0
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par Zp[] et en passant aux points ﬁxes par p, on voit que (I (Gp) ⊗ Zp[])p
est un Zp[Pp]-module cohomologiquement trivial. Donc (Xvn ⊗ Zp[])p est aussi un
Zp[Pp]-module cohomologiquement trivial. En particulier cela implique que
H i (Pp, (Xvn ⊗ Zp[])p ) = 0,
et l’on obtient
H i (G,
•
Un)  H i (Gp,U(1)n,v ⊗ Zp[])  H i (Pp, (U(1)n,v ⊗ Zp[])p )
 H i (Pp, (Xvn ⊗ Zp[])p ) = 0,
ce qui termine la preuve. 
6. Modules des sommes de Gauss
Dans cette section on va construire pour tout entier n un Zp[Gn]-sous-module Gn de
Un (non canonique), ainsi qu’un -sous-module G∞ de U−∞. On donnera ensuite une
caractérisation importante de ces modules, vus comme sous-modules de X−n ou X−∞.
Supposons pour l’instant que | = . On vériﬁe aisement le fait suivant:
Lemme 6. Soit  un caractère tel que | = . Soit  une uniformisante de l’anneau
local Zp[]. Alors il existe un élément  de  tel que () /≡ ()mod Zp[].
Soit 0 ∈  t.q. (0) /≡ (0)mod Zp[]. Soit n un relèvement de o dans Gn.
On pose alors cn = n−n(n) ∈ Zp[Gn], où n est le caractère cyclotomique de Gn.
Il est évident que l’élément cn = 0− n(0) ∈ Zp[] annule la p-partie des racines
de l’unité de kn. Alors cnn ∈ Zp[Gn] (voir la remarque 2), et donc pour tout idéal
a de kn tel que (a, q) = 1, gn(a)cn est un élément de kn et, sous l’identiﬁcation avec
son image par le plongement diagonal dans
∏
v|p k∗n,v , il appartient à Un.
Déﬁnition 3. On appelle module de sommes de Gauss de kn le sous-module suivant
de Un:
Gn = 〈gn(l)cn | l ide´al premier de kn tel que (l, q) = 1〉Zp .
Remarque 3. Le module Gn dépend du choix de l’élément 0 et son relèvement n,
mais quels que soient 0 et n choisis, la -partie et le -quotient de Gn sont les mêmes
modules, puisque (cn) est inversible dans Zp[]. En fait, Gn, et Gn coïncident avec
le -quotient et la -partie respectivement du module engendré par toutes les sommes
de Gauss dans kab.
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Lemme 7. Pour tout n assez grand on a
Nn+1/nG−n+1 = G−n .
Preuve. Pour n assez grand, l’application norme Nn+1/n : A−n+1 −→ A−n est surjec-
tive. Alors il sufﬁt de montrer que pour tout idéal a premier à q dans kn+1 tel que
gn+1(a)cn+1 ∈ G−n+1 on a
Nn+1/n(gn+1(a)cn+1 ) = gn(Nn+1/na)cn .
Soit
∏
i L
ei
i la décomposition de a en produits d’idéaux premiers dans kn+1. Pour tout
i, soit L˜i un idéal premier de Fn+1 au-dessus de Li . On calcule d’abord Nn+1/ng′n+1(L˜i ).
En suivant la même démarche qu’Ichimura dans la démonstration [I1, Lemme 2] on
obtient
Nn+1/ngn+1(Li ) = Nn+1/n
p−1∏
a=0
g′n(L˜i )t = gn(Nn+1/n(Li )) · a · lb, a, b ∈ Z.
Donc
Nn+1/ngn+1(a)cn+1 = gn(Nn+1/n(a))cn · ′cn ·m,
où ′ ∈ (kn) et m ∈ Z. Comme gn+1(a)cn+1 ∈ G−n+1, on en déduit que m = 1. Comme
cn ∈ AnnZp[Gn]((kn)), alors 
′cn = 1, ce qui permet de conclure. 
Corollaire 2. Soit  impair, | = . Alors les modules Gn, forment un système
projectif par rapport aux normes. Idem pour les modules Gn .
Déﬁnition 4. On note G∞ = lim←− G
−
n , la limite étant prise par rapport aux normes.
C’est un sous [G]-module de U−∞.
C’est encore un module non canonique, mais sa -partie et son -quotient ne dépen-
dent pas du choix de 0. Il peut également être considéré comme un sous-module de
X−∞ (voir la suite exacte () plus loin).
On va maintenant déﬁnir les applications Fn et F∞, qui vont jouer un rôle très
important dans la démonstration des théorèmes principaux.
Soit M un Zp[Gn]-module. Comme cn ∈ AnnZp[Gn]((kn)), alors cnn ∈ Zp[Gn], et
l’application suivante est bien déﬁnie:
Fn : M → M
m →mcnn
en notation multiplicative.
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Lemme 8. Soit G¯−n l’image de G−n par l’application canonique d’Artin U−n → X−n .
Alors Fn(X−n ) = G¯−n .
Preuve. Soit In le p-groupe des idéaux de kn. Alors par la théorie du corps des classes
on a une surjection canonique de Zp[Gn]-modules
InXn.
En appliquant Fn aux deux modules, on obtient un diagramme commutatif (la com-
mutativité résulte de la cohérence entre l’application d’Artin globale et les applications
locales)
In

 
Fn

Xn
Fn

In

  Xn
(10)
In est engendré par tous les idéaux premiers l de kn étrangers à p, donc Xn est engendré
par les (l) et Fn(Xn) est engendré par les Fn((l)).
Soit maintenant l un idéal premier ﬁxé de kn. Puisque le diagramme (10) est com-
mutatif, Fn((l)) = (Fn(l)). Or, par le théorème de Stickelberger, Fn(l) = (gn(l)cn).
Donc Fn((l)) = ((gn(l)cn)). Mais ((gn(l)cn)) = gn(l)cn , où gn(l)cn est l’image de
gn(l)
cn dans G¯−n , ce qui permet de conclure. 
Corollaire 3. Soit  impair, | = . Alors ∀n ∈ N, Fn(Xn ) ⊂ Gn et Fn(Xn,) =
G˜n,, où G˜n, désigne l’image de G¯−n dans Xn, par la surjection X−n → Xn,.
Preuve. Comme | = , la -partie des unités globales U¯n est riviale. Donc Un
(et donc Gn ) s’injecte canoniquement dans Xn par la théorie du corps des classes.
L’inclusion Fn(X

n ) ⊂ Gn = (G¯−n ) est alors évidente.
Soit  la surjection de la Section 2. Alors le diagramme
X−n

 
Fn

Xn,
Fn

X−n

  Xn,
commute. Or Fn(X−n ) = G−n par le lemme, donc
Fn(Xn,) = Fn((X−n )) = (Fn(X−n )) = (G¯−n ) = G˜n,. 
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Soit maintenant c∞ = 0 − ∞(0). Alors c∞∞ = lim←− cnn ∈ [G] et pour tout
[G]-module M l’application
F∞ : M −→ M
m −→ mc∞∞
est bien déﬁnie. On a alors le résultat analogue du Lemme 8 au niveau inﬁni:
Lemme 9. Soit  un caractère impair, | = . Alors l’image de X∞ par F∞ est un
sous-module de G∞, pseudo-isomorphe à G∞.
Preuve. Soit T −n le noyau de l’application Fn du Lemme 8. Alors pour tout n on a
une suite exacte tautologique
0 −→ T −n −→ X−n Fn−→ G¯−n −→ 0. (11)
En passant à la limite projective par rapport aux normes dans cette suite on obtient la
suite exacte
0 −→ T −∞ −→ X−∞ F∞−→ G¯∞ −→ 0,
qui, par passage aux -parties, donne
0 −→ T ∞ −→ X∞ F∞−→ G∞ −→ H 1(G,
•
T
−∞),
car G¯∞ = G∞ lorsque | = .
Par déﬁnition de l’application F∞, le module
•
T
−∞ est de -torsion, donc s’injecte
dans la -torsion de X−∞. Comme l’invariant  de ce dernier est nul, il en va de
même pour
•
T
−∞. Donc
•
T
−∞est un Zp-module de type ﬁni. Comme G est un groupe
ﬁni, le groupe de cohomologie H 1(G,
•
T
−∞) est ﬁni, ce qui permet de conclure. 
Remarque 4. (1) De manière générale, si l’on pose  = (∞), alors quel que
soit le [G]-module M, on a F∞(M) = c∞.M = (c)M = M, car
(c) ∈ Zp[]∗. De même F∞(M) = M.
(2) Dans le cas semi-simple on voit facilement que F∞(X∞) = G∞, si l’on identiﬁe
G∞ avec son image dans X∞.
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6.1. Le cas | = 
On va tout de suite supposer que |P = 1 (c.à.d le cas où  est en fait considéré
comme un caractère de ), parce que ce sera le seul cas dont on aura besoin dans la
suite. On se trouve alors dans le cas semi-simple, et, en suivant Ichimura [I1], on pose
pour tout n
Gn() =
〈
gn(a)
e(T−q)|a idéal de kn, premier à q
〉
Zp
Tor ZpUn,
où e dénote l’idempotent associé à 
e = 1||
∑
∈
()−1.
On pose alors Gn = (Gn())P et Gn, = (Gn())P .
Comme G = × P , par la propriété (e) de -partie (voir Section 2) on a
Un = (Un )P = (eUn)P et Un, = (Un,)P = (eUn)P .
Or Gn() = eUn, ∀n ∈ N (voir [I1, Section 5]), donc
Un = Gn et Un, = Gn,, ∀n ∈ N. (12)
Et l’on pose G∞ = lim←− G

n = U∞ et G∞, = lim←− Gn, = U∞,.
En résumé, pour tout caractère  impair tel que | =  ou | = , |P = 1, on
a construit G∞ ⊂ U∞ tel que
X

∞ −→ G∞ −→ M −→ 0,
est une suite exacte de -modules, où M est un module ﬁni.
7. Preuve du Théorème 1
Dans cette section nous allons démontrer le Théorème 1 que nous avons formulé
dans l’introduction.
Théorème 1. Soit P le p-Sylow du groupe G, et soit  son complémentaire. Soit  un
caractère impair de G tel que |P = 1 si | = . Alors
char X
∗
∞ = (char U∞/G∞)∗.
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On considère d’abord le cas | = , |P = 1. Il est bien connu (voir p.ex. [W,
Theorem 10.16]) que X
∗
∞ = {0} dans ce cas. Donc en particulier charX
∗
∞ = 1.
D’autre part on a vu que dans ce cas G∞ = U∞. Donc char U∞/G∞ = 1 et l’égalité
entre les polynômes est immédiate.
On suppose désormais que | = .
Comme k est un corps abélien, la conjecture de Leopoldt est vériﬁée à chaque étage
de la tour cyclotomique. Alors, en passant à la limite projective dans la partie “-” de
la suite exacte du corps de classes
0 −→ (Un/U¯n)− Artin−→ X−n −→ X−n −→ 0,
et en utilisant les Lemmes 3 et 4 on obtient une suite exacte en U∞ et en X∞ et
pseudo-exacte en X∞ (c’est le sens de la notation · · · · >)
0 −→ U∞ −→ X∞ −→ X∞ · · · · > 0. (13)
Comme G∞ est un sous-module de U∞ on obtient à partir de cette suite une autre
suite pseudo-exacte
0−→U∞/G∞−→X∞/G∞−→X∞· · · · >0,
qui nous donne la première égalité de polynômes caractéristiques
char X∞/G∞ = char U∞/G∞ · char X∞. (14)
Soit D l’image de X∞ dans X

∞ dans la suite (13). Alors on a une suite exacte
0 −→ U∞ −→ X∞ −→ D −→ 0.
En appliquant F∞ (la multiplication par c∞∞, déﬁnie dans la Section 6) à chaque
terme de cette suite, on utilise le Lemme du serpent et l’on obtient le diagramme
commutatif suivant
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0  TU 
 

TX 
 

D
 





















0  U∞ 
F∞

X

∞ 
F∞

D
F∞

 0
0  U∞ 


X

∞ 


D


 0
U∞/U∞  X∞/F∞(X∞)  D  0
où TU et TX sont les noyaux correspondants. Le noyau et le co-noyau dans la dernière
colonne sont égaux à D car D est un sous-module de X∞, qui est tué par l’élément
de Stickelberger. On remarque également que X∞/F∞(X

∞) est pseudo-isomorphe à
X

∞/G∞ vu le Lemme 9.
Ce diagramme nous donne alors la deuxième égalité de polynômes caractéristiques
char TU · char X∞/G∞ = char TX · char U∞/U∞. (15)
Comme l’application F∞ est la multiplication par un élément de , on voit que
TU ⊂ Tor U∞ et TX ⊂ Tor X∞. La structure de U∞ à un pseudo-isomorphisme
près (sans aucune supposition sur la parité de ) est donnée par la proposition suivante:
Proposition 1. Soit Col : U∞ →  la -partie de l’homomorphisme de Coleman.
Alors la structure du  module U∞ est la suivante:
(i) Si ∗(p) = 1, Col est un homomorphisme injectif, avec conoyau ﬁni ;
(ii) Si ∗(p) = 1, on a une suite pseudo-exacte de -modules, exacte en |T˙
0 −→ /(T˙ ) −→ U∞ Col
−→ T˙ · · · · > 0.
Remarque 5. Un résultat plus précis est prouvé par Tsuji ([T, Proposition 5.2(a)]).
Elle donne une description précise des conoyaux dans les deux cas, et décrit aussi
la structure du module U∞,. Or dans notre article, nous ne nous intéressons qu’aux
polynômes caractéristiques et le résultat à pseudo-isomorphisme près nous sufﬁt. Notre
résultat étant moins précis, la preuve est plus courte que celle de Tsuji.
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Preuve de la proposition. Soit Gp le sous-groupe de décomposition de p dans G, et
soit p = |Gp . Alors on a, pour toute place v au-dessus de p, un isomorphisme de
-modules
U∞  Upv,∞ ⊗Zp[p] Zp[].
Il sufﬁt donc de regarder la structure du module Upv,∞.
On a une suite exacte de Coleman locale
0 −→ Zp(1) −→ Uv,∞ Colv−→ v[Gp] −→ Zp(1) −→ 0. (16)
Soit V l’image de Uv,∞ dans v[Gp]. La suite exacte de Coleman nous donne deux
suites exactes courtes
0 −→ Zp(1) −→ Uv,∞ −→ V −→ 0 (17)
et
0 −→ V −→ v[Gp] −→ Zp(1) −→ 0. (18)
Supposons premièrement que ∗(p) = 1. Alors Zp(1)p = {1}, et la suite (18) nous
donne par passage à la p-partie
0 −→ V p −→ p −→ Zp(1)p = {1}.
Donc V p  p .
La suite exacte (17) donne par passage à la p-partie la suite exacte
{1} = Zp(1)p −→ Upv,∞ −→ V p −→ H 1(Gp,Zp(1)⊗ Zp[p]).
Ainsi la p-partie de l’homomorphisme de Coleman est injective. Le module
Zp(1) ⊗ Zp[p] est manifestement un Zp-module de type ﬁni, et donc, comme Gp
est un groupe ﬁni, le groupe de cohomologie H 1(Gp,Zp(1)⊗ Zp[p]) est ﬁni. Ainsi
l’afﬁrmation (i) est prouvée.
Soit maintenant ∗(p) = 1. Alors Zp(1)p = Zp(1) et les suites exactes (17) et (18)
donnent par passage à la p-partie les suites exactes
0 −→ V p −→ p −→ Zp(1) −→ H 1(Gp, V ⊗ Zp[p]) (19)
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et
0 −→ Zp(1) −→ Upv,∞ −→ V p −→ H 1(Gp,Zp(1)⊗ Zp[p]). (20)
Pour la même raison que tout à l’heure, les images des dernières ﬂèches dans ces deux
suites sont ﬁnies. De plus l’homomorphisme p → Zp(1) est déﬁni par  → ()
( étant le caractère cyclotomique), donc son noyau est l’idéal de p engendré par
T˙ = ()−1 − 1. Alors la suite exacte (20) donne le pseudo-isomorphisme
p/T˙p ∼ Zp(1).
En remplaçant V p par T˙p et Zp(1) par p/T˙p dans la suite (19), on obtient
la suite pseudo-exacte voulue. 
Remarque 6. Si |p =  (donc en particulier ∗(p) = 1 car p est un sous-groupe
non trivial), on peut facilement préciser l’énoncé (i). Le conoyau de l’homomorphisme
de Coleman local est un sous-module de H 1(Gp,Zp(1)⊗ Zp[p]). Or
H 1(Gp,Zp(1)⊗ Zp[p])  H 1(Sylp(Gp), (Zp(1)⊗ Zp[p])p )
par la suite exacte d’inﬂation-restriction, et (Zp(1) ⊗ Zp[p])p ) = {1} car |p =
, donc le conoyau de l’homomorphisme de Coleman est trivial, ce qui implique
l’isomorphisme
U∞  .
Regardons maintenant Tor X

∞. Pour simpliﬁer les notations on va écrire désormais
Tor (·) à la place de Tor (·).
Comme k/Q est une extension abélienne, la conjecture de Leopoldt est vériﬁée à
chaque étage de la tour cyclotomique k∞/k. Alors on a une suite pseudo-exacte de
-modules (voir [N1, Proposition 3.1])
0 → Zp(1)→ W(k∞)→ Tor X∞ → (X′∞(−1))◦ → 0,
où (X′∞(−1))◦ désigne X′∞ avec l’action tordue déﬁnie par (,m) → ()−1(m), et
W(k∞) est le module des racines de l’unité semi-locales.
Par passage à la -partie, elle donne la suite pseudo-exacte
0→(W(k∞)/Zp(1))→(Tor X∞)→((X′∞(−1))◦→H1 (G,
•
(W(k∞)/Zp(1))).
(21)
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Il est évident que (Tor X∞) = TorX∞, puisque G∞ = G × . De plus, quel que
soit le -module M, par la déﬁnition de l’action galoisienne sur
◦
M̂ , on voit que
((M(−1))◦) = (M∗(−1))◦ et donc en particulier ((X′∞(−1)))◦ = (X
′∗
∞ (−1))◦.
Comme | = , en considérant la suite exacte tautologique
0 → Zp(1)→ W(k∞)→ W(k∞)/Zp(1)→ 0
on obtient l’isomorphisme
W(k∞)  (W(k∞)/Zp(1))
et la suite exacte (21) devient
0 → W(k∞) → TorX∞ → (X
′∗
∞ (−1))◦ → C → 0, (22)
où C est l’image de (X
′∗
∞ (−1))◦ dans H1 (G,
•
(W(k∞)/Zp(1))), donc C est un module
ﬁni d’après le raisonnement cohomologique habituel.
Alors, comme char(X
′∗
∞ (−1))◦ = char (X
′∗
∞ )∗ et X+∞ ∼ X′+∞ , la suite exacte (22)
nous donne l’égalité de polynômes caractéristiques
char TorX∞ = char W(k∞) · char (X
′∗
∞ )∗ = char W(k∞) · char (X
∗
∞ )∗. (23)
En comparant les égalités (14) et (15) on obtient
char TU · char U∞/G∞ · charX∞ = char TX · char U∞/U∞. (24)
Soit Fr U∞ = U∞/Tor U∞. On a une suite exacte tautologique
0 −→ Tor U∞ −→ U∞ −→ Fr U∞ −→ 0.
En appliquant F∞ à tous les termes de cette suite, on obtient par le Lemme du serpent
la suite exacte
0 −→ Tor U∞/Tor U∞ −→ U∞/U∞ −→ Fr U∞/Fr U∞ −→ 0.
D’après la proposition 1, Fr U∞ est pseudo-isomorphe à  ou à T˙, donc Fr U∞/
Fr U∞ a le même polynôme caractéristique que /, c.à.d. le même polynôme
144 T. Beliaeva / Journal of Number Theory 115 (2005) 123–157
caractéristique que X∞ (voir 5). Donc l’égalité (24) devient:
char TU · char U∞/G∞ = char TX · char Tor U∞/Tor U∞ (25)
De plus on a une l’égalité évidente:
char TU = char Tor U∞/Tor U∞. (26)
Alors les égalités (24)–(26) nous donnent
char U∞/G∞ = char TX. (27)
La suite exacte
0 → TX → TorX∞ → TorX∞ → 0 (28)
donne
char TorX∞ = char TorX∞ · char TX. (29)
Alors par (23) et (27) on obtient
char U∞/G∞ · char TorX∞ = char W(k∞) · (charX
∗
∞ )∗. (30)
Lemme 10. char  Tor X

∞ = char W(k∞).
Preuve. Le module semi-local W(k∞) est un sous-module de Tor U∞ (et s’injecte
donc dans TorX∞). Alors
char W(k∞)|char Tor U∞.
Or, d’après la Proposition 1, on sait que la torsion de U∞ est triviale ou isomorphe
à /(T˙ ).
Dans le cas où la torsion de U∞ est triviale, le module TorX∞ est un module
trivial, car X

∞ = G∞ ⊂ U∞, donc X∞ est sans torsion.
Dans le cas où Tor U∞  /(T˙ ) on a char Tor U∞ = T−q où q est le conducteur
de k. Or la conjecture de Leopoldt (voir [W, Theorem 5.25]) donne Lp(1,∗) = 0 et
donc T − q ne divise pas P (le polynôme distingué associé à la série d’Iwasawa g,
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voir (5)). La multiplication par  étant essentiellement la multiplication par P, cela
implique que dans la suite exacte tautologique
0 → TW → W(k∞)→W(k∞) → 0
le module TW est au plus ﬁni, donc
char W(k∞) = char W(k∞). (31)
Soit C′ l’image de Tor X∞ dans la suite exacte (22). On a une suite exacte courte
0 → W(k∞) → Tor X∞ → C′ → 0.
En appliquant F∞ à cette suite on voit d’abord que
W(k∞) ↪→  Tor X∞,
car C′ est un sous-module de (X∞(−1)∗)◦ s’injectant dans X∞, et qui est donc tué
par l’élément de Stickelberger. Ensuite
TorX

∞ ↪→ W(k∞),
car TorX

∞ est dans le noyau de TorX

∞ → C′. Donc char W(k∞) divise
char TorX

∞ et char TorX

∞ divise charW(k∞). Or char W(k∞) = char W
(k∞) par (31), d’où
char TorX

∞ = char W(k∞) = char W(k∞),
ce qui termine la preuve. 
Vu le Lemme 10, l’égalité (30) nous donne l’égalité
char U∞/G∞ = (charX
∗
∞ )∗,
et le Théorème 1 est démontré.
On a ainsi généralisé le théorème d’Ichimura ([I1, Theorem A]) au cas non semi-
simple, non pseudo-monogène. Notons que dans le cas semi-simple le Théorème 1
couvre aussi le cas  = .
Comme ∗ est pair car  est impair, la conjecture de Greenberg prédit la ﬁnitude du
module U∞/G∞ pour tout  impair (dans le cas semi-simple c’est même équivalent),
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d’où l’intérêt de faire éventuellement une étude directe de ce module. Une approche
possible est de passer par l’intermédiaire des (p)-unités.
Soit U ′(k) le groupe des (p)-unités (c.à.d des éléments de k∗ qui sont des unités
locales en toute non p-place) de k, et soit Û ′(k) le sous-groupe de U ′(k)⊗Zp engen-
dré par les (p)-unités qui sont “localement normes cyclotomiques universelles”. Plus
précisément, Û ′(k) est le noyau de
U ′(k)⊗ Zp −→
⊕
v|p
Xv/Nv,
où Xv est le complété p-adique de k∗v , et Nv est le sous-groupe de normes de Xv
tel que Xv/Nv  Gal (kcycv,∞/kv) par le corps des classes local. C’est le noyau “de
Sinnott”, qui intervient dans la suite exacte de Sinnott et la conjecture de Gross (voir
[FGS, Appendix]). On a le résultat suivant:
Proposition 2. Pour tout  impair tel que |p = :
(i) L’application F∞ induit une suite exacte de -modules
0 −→ TorX∞ −→ X∞ F∞−→ F∞(X∞) −→ 0,
et la ∗-partie de la conjecture de Greenberg est équivalente à l’isomorphisme
G∞  X∞  FrX∞.
(ii) L’application F∞ induit une dualité parfaite de Kummer:
F∞(X∞)× (lim−→ Uˆ
′(kn)⊗Qp/Zp)∗ −→ p∞ .
Preuve. (i) L’homomorphisme
F∞ : X∞ −→ X∞
a pour noyau le module TX ⊂ TorX∞. Si |p = , on a vu (Lemme 10 et suite
exacte (28)) que TX = TorX∞. Alors on a un isomorphisme
F∞(X∞)  FrX∞.
A cause de la nullité de W(k∞), la ∗-partie de la conjecture de Greenberg est
équivalente à la ﬁnitude de TorX∞, c.à.d. sa nullité, puisqu’il est bien connu que X∞
n’a pas de sous-module ﬁni non nul.
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(ii) Moyennant la conjecture de Gross à tous les étages de la tour cyclotomique,
on sait ([Ko;Ku1]) que le dual de Kummer de FrX∞ est lim−→ Uˆ
′(kn) ⊗Qp/Zp. Mais
F∞(X∞)  FrX∞ = (FrX∞) d’après (i), d’où l’accouplement cherché. 
Remarque 7. Dans le cas semi-simple F∞(X∞) = G∞ (Remarque 4). La proposition
décrit alors le dual de Kummer de G∞ dans le cas semi-simple.
La dualité de la Proposition 2, (ii), précise et généralise un résultat d’Ichimura ([I2,
Theorem 1]), exprimé au niveau ﬁni en termes de symboles de Hilbert.
Corollaire 4. Soit k = Q(p). Pour tout caractère  impair, la ∗-partie de la con-
jecture de Vandiver équivaut à X∞ = G∞  .
On pourra comparer utilement ce corollaire à la caractérisation de la conjecture de
Vandiver donnée par Coleman en termes d’unités cyclotomiques [Co2] ou par Iwasawa
en termes de sommes de Jacobi [Iw4].
8. Formules d’indice
Dans cette section on va démontrer le Théorème 2 formulé dans l’introduction.
Théorème 2. Soit  un caractère impair, tel que |p = , |p = 1 ou
|p = , |P = 1. Alors pour tout n sufﬁsamment grand
|Un /Fn(Xn )| = |(X′∞)
∗
/((p
n
)−pn − 1)(X′∞)
∗ |.
La démarche de la preuve est exactement la même que celle du Théorème 1. Comme
corollaire, on va obtenir une formule d’indice des sommes de Gauss dans les unités
semi-locales au niveau ﬁni dans deux cas particuliers: dans le cas semi-simple et dans
le cas des caractères “localement non Teichmüller” (Proposition 4).
Dans le cas où p peut diviser l’ordre de G, le foncteur de -partie n’est pas exact
en général. Neanmoins, en partant de la suite exacte du corps de classes, grâce aux
Lemmes 3–5 on obtient le résultat suivant:
Proposition 3. Soit  un caractère impair. Alors la suite de Zp[][G]-modules
0 → Un → Xn → Xn → 0
est exacte en Un si | =  et elle est exacte en Xn si en plus |p = 1, où p est
la non-p partie du sous-groupe de décomposition de p dans G.
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Pour la démonstration du théorème on a également besoin de deux lemmes sur la
co-descente:
Lemme 11. Soit | =  et |p = 1. Alors pour tout n sufﬁsamment grand,
(U∞)n  Un et (U∞,)n  Un,.
Preuve. Pour tout n sufﬁsamment grand pour que toute place au-dessus de p dans
l’extension k∞/kn soit totalement ramiﬁée, on peut écrire
U∞ =
∏
v
U∞,v
où v parcourt toutes les places de kn au-dessus de p, et U∞,v = lim←− U
(1)
n,v . Soit p =
|Gp . Alors
U∞ =
∏
v
U
p∞,v, (U∞)n =
∏
v
(U
p∞,v)n et (U∞,)n =
∏
v
((U∞,v)p )n .
(32)
Notons Xn,v (resp. X∞,v) le complété p-adique de k∗n,v (resp. de k∗∞,v). Alors la suite
exacte de valuation
0 −→ Un,v −→ Xn,v −→ Zp −→ 0 (33)
donne par passage à la p-partie la suite exacte
0 −→ Upn,v −→ Xpn,v −→ Zpp .
Puisque |p = 1 on en conclut que U
p
n,v  Xpn,v . De même Up∞,v  Xp∞,v , et donc
(U
p∞,v)n  (X
p∞,v)n . Alors il sufﬁt de montrer que (X
p∞,v)n  X
p
n,v pour avoir
(U∞)n  Un .
La même suite (33) donne par passage au p-quotient
H 1(G,
•
Zp) −→ (Un,v)p −→ (Xn,v)p −→ Zpp −→ 0.
Or H 1(G,
•
Zp) = 0 de manière évidente, et Zpp = {1} car |p = 1, donc on a
l’isomorphisme (Un,v)p  (Xn,v)p . Idem pour (U∞,v)p et (X∞,v)p , et il sufﬁt
donc de montrer (X∞,v)p,n  (Xn,v)p .
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Soit Gab le groupe de Galois de l’extension abélienne maximale de kn,v . Soit H le
sous-groupe de Gab laissant ﬁxe k∞,v . Alors la suite exacte d’inﬂation-restriction donne
0 → H 1(n,Qp/Zp)→ H 1(Gab,Qp/Zp)→ H 1(H,Qp/Zp)n → H 2(n,Qp/Zp).
Or H 2(n,Qp/Zp) = 0, donc on a une suite exacte courte, qui donne par dualité
0 −→ (H ⊗ Zp)n −→ Gab ⊗ Zp −→ n −→ 0.
De cette dernière suite, par passage aux p-parties on obtient l’isomorphisme
(H⊗Zp)pn  (Gab⊗Zp)p et (H⊗Zp)n,p  (Gab⊗Zp)p puisque 
p
n = 0 quand
|p = 1. Or (H ⊗Zp)n = X∞,v et Gab⊗Zp = Xn,v , donc on a deux isomorphismes
(X∞,v)
p
n
 Xpn,v et (X∞,v)p,n  (Xn,v)p .
Alors on obtient
(U
p∞,v)n  (X
p∞,v)n  X
p
n,v  Upn,v
et
((U∞,v)p )n  ((X∞,v)p )n  (Xn,v)p  (Un,v)p
comme les actions de  et G sont indépendantes. Ce qui termine la preuve. 
Lemme 12. Soit  un caractère impair. Alors
(X

∞)n  Xn , ∀n ∈ N.
Preuve. Il est bien connu ([Iw1, §3]) que (X∞)n = Gal (Mn/k∞) (Mn étant l’extension
abélienne maximale de kn non ramiﬁée hors de p), d’où la suite exacte évidente
0 −→ (X∞)n −→ X∞ −→ n −→ 0
dont la partie “-” donne l’isomorphisme (X∞)−n  X−n et donc (X

∞)n  Xn . 
On est maintenant en mesure de montrer le Théorème 2.
Preuve du théorème. On considère d’abord le cas | = , |P = 1.
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Dans ce cas X′
∗
∞ = X
∗
∞ = {0}. En plus, l’égalité (12) implique Un /Gn, = {0}, ce
qui nous donne l’égalité voulue.
On suppose désormais que |p = , |p = 1. En particulier cela implique que
| =  et |p = 1 car p est non trivial avec nos hypothèses. On dispose alors de
la suite exacte de la Proposition 3
0 → Un → Xn → Xn → 0. (34)
On applique Fn (la multiplication par cnn, voir la Section 6) à tous les termes de
cette suite, et par le Lemme du serpent on obtient le diagramme commutatif
0  TU 
 

TX 
 

X

n
 





















0  Un 
Fn

X

n

Fn

X

n
Fn

 0
0  Un 


X

n



X

n


 0
Un /Fn(Un )  Xn /Fn(Xn )  Xn  0.
où TU et TX sont les noyaux correspondants. Comme Un est sans torsion grâce aux
hypothèses sur le caractère, TU = {0} et TX = Tor Zp[]Xn .
Par déﬁnition de l’application Fn, on a Fn(Un ) = n,Un car (cn) ∈ Zp[]∗.
Alors on a l’égalité suivante
|Tor Zp[]Xn ||Un /n,Un | = |Xn /Fn(Xn )|. (35)
De plus, F∞(U∞) = U∞ vu la Remarque 4. Donc char U∞/U∞ = P car dans
le cas |p = , |p = 1, le module U∞ est -libre de rang 1 (Remarque 6).
La conjecture de Gross pour kn (voir [G;FGS;J]) prédit que (X′∞)n (ou, de façon
équivalente, (X′∞)n ) est un module ﬁni. Ce qui est équivalent à dire que le polynôme
caractéristique de X′∞ est premier à tous les polynômes n, introduits dans la section
précédente. Cette conjecture est démontrée pour tout corps de base abélien, ce qui nous
permet de montrer le fait suivant:
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Lemme 13. Soit |p = 1. Alors (X∞)n = {0}, ∀n ∈ N.
Preuve. On considère d’abord la suite exacte
0 −→ D∞ −→ X∞ −→ X′∞ −→ 0.
Le module D∞ est la limite projective des Dn, où Dn est le sous-module de Xn
engendré par les classes des idéaux de kn au-dessus de p. Comme Zp[G]-module, D∞
est un quotient de Zp[G/Gp]. Donc, par déﬁnition, le -quotient D∞, est non trivial
si et seulement si  se factorise à travers Gp, ce qui n’est pas le cas si |p = 1.
Alors (D∞) = {0}, et l’on a l’isomorphisme
(X∞)  (X′∞).
Les modules (X∞) et (X∞) ainsi que (X′∞) et (X′∞) sont pseudo-isomorphes,
donc
P = char (X∞) = char (X′∞).
La conjecture de Gross étant vériﬁée pour kn, ∀n ∈ N, le polynôme P est premier à
tous les polynômes n = (T + 1)pn − 1, et donc (X∞)n est un module ﬁni. Or X−∞
n’a pas de sous-module ﬁni non nul, donc (X∞)n = {0}. 
Le module U∞ est -libre de rang 1, donc char U∞/U∞ = P = char X∞
(la seconde égalité est la Conjecture Principale). Comme P est premier à tous les
polynômes n (conjecture de Gross), cette égalité nous donne que (U∞/U∞)n est
un module ﬁni. Or U∞/U∞ est un -module de dimension projective 1, donc n’a
pas de sous-module ﬁni non nul (voir [N2]). Donc (U∞/U∞)n = {0}.
Comme (X∞)n = {0} par le Lemme 13, l’égalité entre les quotients de Herbrand
(qui résulte de l’égalité entre les polynômes caractéristiques) nous donne
|(U∞/U∞)n | = |(X∞)n |. (36)
En faisant la co-descente dans la suite exacte tautologique
0 −→ U∞ −→ U∞ −→ U∞/U∞ −→ 0
on obtient la suite exacte
(U∞/U∞)n −→ (U∞)n −→ (U∞)n −→ (U∞/U∞)n −→ 0.
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Or (U∞/U∞)n = {0}, donc
(U∞)n/(U∞)n  (U∞/U∞)n . (37)
D’autre part, par le Lemme 11 on sait que (U∞)n  Un pour tout n sufﬁsamment
grand, et donc (U∞)n  n,Un . Alors l’égalité (36) et l’isomorphisme (37) nous
donnent l’égalité des ordres
|Un /n,Un | = |(X∞)n |.
En faisant la co-descente dans la suite (13) on obtient par le Lemme 13 la suite exacte
0 −→ (U∞)n −→ (X∞)n −→ (X∞)n −→ 0. (38)
Donc en comparant les suites (38) et (34) on obtient
(X

∞)n  Xn .
et l’égalité (35) devient
|TorXn ||Xn | = |Xn /Fn(Xn )|. (39)
D’autre part, comme Fn(X

n ) s’injecte dans Un (Lemme 8), par la suite exacte (34)
on a
0 −→ Un /Fn(Xn ) −→ Xn /Fn(Xn ) −→ Xn −→ 0,
d’où
|Un /Fn(Xn )||Xn | = |Xn /Fn(Xn )|,
et par (39) on obtient
|Un /Fn(Xn )| = |TorXn |. (40)
Pour tout n ∈ N, l’extension kn/Q est abélienne, donc la conjecture de Leopoldt est
vériﬁée et l’on a une suite exacte ([N1, Théorème 1.1])
0 −→
∏
v|p
((kn,v)/(kn))
− −→ Tor ZpX−n −→ ((Hom(X′∞, p∞))n)− −→ 0. (41)
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Par le même raisonnement que dans la preuve du Théorème 1, cette suite nous donne
l’isomorphisme
Tor Zp[]X

n  (Hom(X′∞, p∞)n).
Or Hom(X′∞, p∞) = Hom(X′∞(−1),Qp/Zp) d’où
Hom(X′∞, p∞)
n = (Hom(X′∞(−1),Qp/Zp))n
= Hom((X′∞(−1))n ,Qp/Zp).
De plus il est facile de voir que
Hom((X′∞(−1))n ,Qp/Zp)
= Hom((X′∞)
∗
/((p
n
)−pn − 1)(X′∞)
∗
,Qp/Zp),
donc l’égalité (40) devient
|Un /Fn(Xn )| = |Hom((X′∞)
∗
/((p
n
)−pn − 1)(X′∞)
∗
,Qp/Zp)|
= |(X′∞)
∗
/((p
n
)−pn − 1)(X′∞)
∗ |,
ce qui termine la preuve. 
Au niveau inﬁni, on avait un pseudo-isomorphisme F∞(X∞) ∼ G∞. Au niveau ﬁni
on peut exprimer Fn(X

n ) en fonction des sommes de Gauss dans au moins deux cas.
Déﬁnition 5. On dit qu’un caractère de G est localement non Teichmüller ([BN2, §6])
si sa restriction, pour tout premier l ramiﬁé dans K/Q, à la non-p partie du sous-
groupe de décomposition de l dans G est différente de la restriction du caractère de
Teichmüller  (pour des exemples de tels caractères voir [BB]).
Alors on a le résultat suivant:
Proposition 4. Soit  un caractère impair, tel que |p = , |p = 1 ou |p =
, |P = 1. Alors, pour tout n sufﬁsamment grand, en supposant que p  |G| ou que
 est localement non Teichmüller, on a la formule d’indice suivante:
|(U−n /G−n )| = |(X′∞)
∗
/((p
n
)−pn − 1)(X′∞)
∗ |.
Remarque 8. L’écriture Un /Gn, a un sens dans les deux cas qu’on considère (le cas
semi-simple et le cas d’un caractère localement non Teichmüller), car dans ces cas-là
Gn, s’injecte de façon canonique dans Un .
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Pour tout ce qui suit,  est un caractère impair vériﬁant |p = , et pour tout
Zp[G]-module M on note, comme précédemment,
•
M le module M ⊗ Zp[].
(1) Le cas semi-simple: Dans ce cas, la -partie coïncide avec le -quotient. En par-
ticulier le Lemme 8 implique Fn(Xn ) = Fn(Xn,) = G˜n, = Gn,. De plus dans le cas
semi-simple (U−n /G−n ) = Un /Gn = Un /Gn, et l’on obtient ainsi le premier cas de
la Proposition 4.
Notons que, dans le cas semi-simple, les p-places sont totalement ramiﬁées dès le
début de la tour cyclotomique, donc la Proposition 4 est valable pour tout n ∈ N.
(2) Le cas d’un caractère localement non Teichmüller: Pour montrer la proposition dans
ce cas on a besoin du lemme-clé:
Lemme 14. Soit  un caractère impair, localement non Teichmüller de G. Alors
l’homomorphisme naturel
 : Xn, −→ Xn ,
déﬁni dans la Section 2 est un isomorphisme de Zp[G]-modules, ∀n ∈ N.
Preuve. Soit S l’ensemble des places de k contenant toutes les places au-dessus de p et
toutes les places ramiﬁées dans k/Q. Par abus de langage on va garder cette notation
en montant dans la tour cyclotomique.
On note XSn le groupe de Galois de la pro-p extension abélienne maximale de kn
non-ramiﬁée hors de S. Comme k est un corps abélien, la conjecture de Leopoldt est
vériﬁée à chaque étage de la tour cyclotomique. Alors pour tout n ∈ N il existe, par
le corps de classes, une suite exacte
0 −→
∏
v∈S, v p
(kn,v) −→ XSn −→ Xn −→ 0. (42)
Soit  = | et soit 1 = |P . Alors les foncteurs -partie et -quotient sont exacts
et en passant à la -partie dans cette suite on obtient la suite exacte
0 −→

 ∏
v∈S, v p
(kn,v)

 −→ XS,n −→ Xn −→ 0,
qui est en même temps la suite exacte des -quotients.
Or  est localement non Teichmüller, ce qui veut précisément dire (comme dans
[BN2, Lemma 6.4]) que (∏v∈S, v p (kn,v)) = {1}. Donc cette suite exacte nous
donne deux isomorphismes
X
S,
n  Xn et XSn,  Xn,.
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Par la propriété (e) de la Section 2 ces isomorphismes impliquent
X
S,
n  (XS,n )1  (Xn)1  Xn
et
XS
n,  (XSn,)1  (Xn,)1  Xn,.
Alors il sufﬁt de montrer que n, déﬁnit un isomorphisme entre X
S,
n et XSn,
pour démontrer le lemme. Pour tout n ∈ N il existe un Zp[Gn]-module (Gn étant le
groupe de Galois de kn/Q) cohomologiquement trivial et canonique YSn (voir [N2] ;
c’est “l’enveloppe globale”, comme dans la preuve du Lemme 5) tel qu’on a une suite
exacte
0 −→ XSn −→ YSn −→ Zp[Gn] −→ Zp −→ 0.
L’action de Gn sur Zp étant triviale, on obtient une suite exacte courte
0 −→ XS−n −→ YS−n −→ Zp[Gn]− −→ 0.
Or YS−n et Zp[Gn]− sont des Gn-modules cohomologiquement triviaux, donc XS−n
l’est aussi. En particulier XS−n est un Zp[G]-module cohomologiquement trivial (on
rappelle que k/Q et Q∞/Q sont linéairement disjointes, donc G est un facteur di-
rect dans Gn). Alors le module
•
XS−n = XS−n ⊗ Zp[] est également un Zp[G]-module
cohomologiquement trivial. En particulier cela implique que
0 = Hˆ 0(G,
•
XS−n ) = (
•
XS−n )G/NG
•
XS−n
et
0 = Hˆ−1(G,
•
XS−n ) = kerNG/I
•
XS−n
où NG est la norme du groupe G et I est l’idéal d’augmentation de G dans Zp[G]. Or
l’on sait (Lemme 1) que (
•
XS−n )G  (XS−n ) et
•
XS−n /I
•
XS−n  (XS−n ). De plus, comme
 est un caractère impair, (XS−n ) = XS,n et (XS−n ) = XSn,. Alors on obtient
XS
n, 
•
XS−n /I
•
XS−n =
•
XS−n /kerNG  NG
•
XS−n = (
•
XS−n )G  XS,n .
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Donc on a un Zp[G] isomorphisme XSn,  XS,n , qui implique l’isomorphisme
recherché. 
Cet isomorphisme étant un isomorphisme de Zp[G]-modules, on a le diagramme
commutatif suivant
Xn,
Fn

n,

Xn,
n,

X

n
Fn

X

n .
Alors, vu le corollaire du Lemme 8, on a l’isomorphisme
Fn(X

n )  Fn(Xn,) = G˜n,.
L’application canonique Gn, → Xn, se décompose en
Gn, −→ Un, −→ Xn,, (43)
les deux applications étant canoniques. Par le Lemme 11 on a (comme |p = ,
|p = 1), pour tout n sufﬁsamment grand, la suite exacte de -quotients
0 −→ Un, −→ Xn, −→ Xn, −→ 0.
En particulier la deuxième application de (43) est injective. Sachant que G˜n, est l’image
de Gn, dans Xn,, on peut considérer que G˜n, ↪→ Un,. Alors
Un,/G˜n,  (U−n /G−n ) pratiquement par déﬁnition. Lorsque |p = , |p = 1,
l’application  déﬁnit un isomorphisme Un,  Un (Un, (resp. Un ) étant isomorphe
à (Zp[G]) (resp. (Zp[G]))), donc on a
Un /Fn(Xn )  Un,/G˜n,  (U−n /G−n )
et la proposition 4 découle du Théorème 2. 
References
[A] M. Aoki, Local units and Gauss sums, J. Number Theory 101 (2003) 270–293.
[B] T. Beliaeva, Unités semi-locales modulo sommes de Gauss en théorie d’Iwasawa, Thèse de
doctorat de l’Université de Franche-Comté, 2004.
T. Beliaeva / Journal of Number Theory 115 (2005) 123–157 157
[BB] W. Bley, D. Burns, Equivariant Tamagawa numbers, Fitting ideals and Iwasawa theory, Compositio
Math. 126 (2001) 213–247.
[BN1] J.-R. Belliard, T. Nguyen Quang Do, Formules de classes pour les corps abéliens réels, Ann.
Inst. Fourier (Grenoble) 51 (4) (2001) 903–937.
[BN2] J.-R. Belliard, T. Nguyen Quang Do, On modiﬁed circular units and annihilation of real classes,
Nagoya Math. J. (à paraıˆtre).
[C] J. Coates, p-adic L-functions and Iwasawa’s theory, Algebraic number ﬁelds: L-functions and
Galois properties (Proc. Sympos., Univ. Durham, Durham 1975), Academic Press, London, 1977,
pp. 269–353.
[Co2] R. Coleman, Anderson–Ihara theory : Gauss sums and circular units, Algebraic number Theory,
Advanced Studies Pure Mathematics, vol. 17, Academic Press, Boston, MA, 1989, pp. 55–72.
[FGS] L.J. Federer, B.H. Gross, Regulators and Iwasawa modules, (With an appendix by Warren Sinnott.)
Invent. Math. 62 (3) (1981) 443–457.
[Gi] R. Gillard, Unités cyclotomiques, unités semi-locales et Zl -extensions II, Ann. Inst. Fourier 29
(1979) 1–15.
[G] B.H. Gross, p-adic L-series at s = 0, J. Fac. Sci. Univ. Tokyo Sect. IA Math. 28 (3) (1981)
979–994.
[Gr] R. Greenberg, On the Iwasawa invariants of totally real number ﬁelds, Amer. J. Math. 98 (1976)
263–284.
[HI] Y. Hachimori, H. Ichimura, Semi-local Units Modulo Gauss Sums, Manuscripta Math. 95 (1998)
377–394.
[I1] H. Ichimura, Local Units Modulo Gauss Sums, J. Number Theory 68 (1998) 36–56.
[I2] H. Ichimura, Note on cyclotomic units and Gauss sums in local cyclotomic ﬁelds, J. Number
Theory 90 (1) (2001) 154–165.
[Iw1] K. Iwasawa, On Zl -extensions of algebraic number ﬁelds, Ann. of Math. 98 (1973) 246–326.
[Iw2] K. Iwasawa, Lectures on p-adic L-functions, Princeton University Press and University of Tokyo
Press, Princeton, NJ, 1972.
[Iw4] K. Iwasawa, A note on Jacobi sums, Symposia Math. XV (1975) 447–459.
[J] J.-F. Jaulent, Sur les conjectures de Leopoldt et de Gross, Journées Arithmétiques de Besançon,
1985, Astérisque 147/148 (1987) 107–120.
[Ko] M. Kolster, An idelic approach to the wild kernel, Invent. Math. 103 (1) (1991) 9–24.
[Ku1] L.V. Kuz’min, The Tate module of algebraic number ﬁelds (Russian), Izv. Akad. Nauk SSSR
Ser. Mat. 36 (1972) 267–327.
[MW] B. Mazur, A. Wiles, Class ﬁelds of abelian extensions of Q, Invent. Math. 76 (2) (1984)
179–330.
[N1] T.N.Q. Do, Sur la Zp-torsion de certains modules Galoisiens, Ann. Inst. Fourier (Grenoble) 36
(2) (1986) 27–46.
[N2] T.N.Q. Do, Formations de classes et modules d’Iwasawa, Lecture Notes in Mathematics, vol.
1068, Springer, Berlin, 1984, pp. 167–185.
[S] W. Sinnott, On the Stickelberger ideal and the circular units of an abelian ﬁeld, Invent. Math.
62 (1980) 181–234.
[Ta] J. Tate, Les Conjectures de Stark sur les Fonctions L d’Artin en s = 0, Birkhäuser, Boston Inc.,
1984.
[T] T. Tsuji, Semi-local units modulo cyclotomic units, J. Number Theory 78 (1) (1999) 1–26.
[W] L. Washington, Introduction to Cyclotomic Fields, Graduate Texts in Mathematics, vol. 83,
Springer, New York, 1982.
[Wi] A. Wiles, The Iwasawa conjecture for totally real ﬁelds, Ann. of Math. (2) 131 (3) (1990)
493–540.
