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Abstract
Most facial verification methods assume that training and testing sets contain independent and identically
distributed samples, although, in many real applications, this assumption does not hold. Whenever gathering
a representative dataset in the target domain is unfeasible, it is necessary to choose one of the already available
(source domain) datasets.
In this paper, a study was performed over the differences among six public datasets, and how this impacts
on the performance of the learned methods. In the considered scenario of mobile devices, the individual of
interest is enrolled using a few facial images taken in the operational domain, while training impostors are
drawn from one of the public available datasets.
This work tried to shed light on the inherent differences among the datasets, and potential harms that
should be considered when they are combined for training and testing. Results indicate that a drop in per-
formance occurs whenever training and testing are done on different datasets compared to the case of using
the same dataset in both phases. However, the decay strongly depends on the kind of features. Besides, the
representation of samples in the feature space reveals insights into to what extent bias is an endogenous or an
exogenous factor.
1 Introduction
One of the first decisions to make when addressing
a new visual classification problem is about whether
building a new dataset, or using some of the already
available ones, to build good representations and train
strong classifiers from labelled data. Whenever gather-
ing a representative set of samples in the target domain
is an unfeasible option, it is necessary to choose the
most convenient one among others already available
(source domain) datasets. Unfortunately, this selection
is not a minor task, because most of these datasets are
created by extensive human effort and there is a high
chance that they do not cover the diversity of real-
world scenarios [24]. Therefore, source and target do-
mains distributions can be quite different [36, 39, 42].
Indeed, several studies have demonstrated that system
based on the analysis of facial features can discriminate
based and gender, due to the substantial disparities in
the accuracy of classifying different demographic co-
horts as a consequence of a bias in datasets [2].
In the case of face recognition, systems have to learn
to select the identity-carrying features µ (facial charac-
teristics, ethnicity, gender, etc.) for further classifica-
tion, while discard the identity-irrelevant ones, ε (hair-
cut, makeup, injuries, aging, illumination, pose, etc.)
[4]. Several face datasets have been built over the last
decades which have been of paramount importance for
the progress in the general field of face recognition, and
have paved the way to the development of (data in-
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tensive) deep learning methods, which have achieved
impressive performance [4, 7, 13, 17]. Nonetheless,
face recognition in unconstrained and data-scarce real-
world domains remains a challenging task. Particu-
larly, in face verification on mobile devices, where given
two images the objective is to determine whether they
belong to the same person, specific difficulties arise.
First, it is necessary to deal with a limited number of
samples available during enrolment, or even just one,
to build each target model. Second, whenever environ-
ments are non-stationary in terms of target-individual
appearance, the hardware itself, or both, the proba-
bilistic properties of the data change over time, and
demand a continuous learning process. And third, even
the largest datasets often cannot provide comprehen-
sive coverage of the characteristic of interest for these
specific contexts, i.e. they are biased regarding the
specific context of the application.
Face verification can be applied to very differ-
ent target domains (e.g. biometrics in mobile devices,
video-surveillance, or mugshot verification) whose data
distributions are not only different from the one in
the public domain face datasets but are also differ-
ent among them. For instance, images generated by
the users of a mobile device, equipped with a non-
collaborative face verification system, are dependent
on users’ behaviour and habits. This can generate a
bias related to ε, towards specific perspective distor-
tion caused by specific pose (predominance of a certain
way of holding the device), or preference for wearing
makeup, just to mention a few examples. For its part,
in the context of video recognition, the spectrum of
1
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camera poses and resolutions, scales or blurring effects
make the distribution of features of frames captured by
video-surveillance cameras so different from the one of
the high-quality and pose-constrained mugshots.
If a system aimed to authenticate the owner of a mo-
bile device, were trained using negative samples drawn
from a general (i.e. with a diverse pose, illumination
and capturing conditions) face dataset, some really
identity-irrelevant features could be misleadingly iden-
tified as relevant ones. Thus, some µ features would be
considered as part of ε features, and verification would
be partially based on context-specific features, thereby
leading to poor performance.
To tackle these issues, datasets are usually aug-
mented by different means (generating synthetic faces
images [12, 18]; applying several transformations to
enrich the dataset with new simulated poses, resolu-
tions, blurring effects, or lighting [6, 27, 30]), or al-
ternatively, combined through domain-adaptation ap-
proaches [21, 35, 42, 45].
Although the problem of dataset bias was not too
much studied, some authors have explored the topic
in the case of object recognition [38, 39] . Neverthe-
less, detecting bias in face datasets is more challeng-
ing than in general context of object datasets. While,
finding datasets aimed at training visual classification
systems which share object categories (e.g. car, tree, or
building) is easy, this is no the case for face datasets,
as they usually do not share identities (categories).
Hence, performing a cross-dataset analysis to explore
how the same identities are represented over different
face datasets, and how to exploit their differences, is
not possible, in contrast to what happen with objects
datasets [15, 32].
In summary, although most of the facial verification
methods proposed so far assume that training and test-
ing sets are built by gathering independent and iden-
tically distributed samples, however, in many real ap-
plications, this assumption does not hold, even each
one of these sets could contain samples drawn from
different populations. Motivated by these facts, the
main goal of this work is to shed light on the inher-
ent differences among face datasets commonly used for
training face verification approaches, and the potential
harms that should be considered when combining dif-
ferent datasets for training, testing or both processes.
In particular, the main contributions of this work are:
• A study of the impact on performance of dataset
bias, when we use different face datasets for train-
ing SVM models for face verification purposes
(Sections 2.1 and 5).
• A novel insight into the face dataset bias by a
study of their distribution on feature spaces. We
have approached this issue from a geometrical per-
spective by looking into the datasets’ feature vec-
tors distribution (Sections 2.2 and 6).
• A comparison of the behaviour of different fea-
ture descriptors (Section 4), both handcrafted and
learned, and their robustness against dataset bias.
The rest of the paper is organized as follows. First,
in Section 2, we will explore the nature of our problem
describing how bias in datasets can affect to face ver-
ification. Then, the datasets and the kind of features
involved in this study are presented in sections 3 and 4.
Section 5 and 6 describe our two different experiments
with their results, and, finally, Section 7 presents the
final conclusions.
2 The Nature of Dataset Bias
Dataset bias becomes evident when classifiers per-
formances vary with different training and/or testing
datasets. It could be said that bias is everywhere, but
what are the specific causes of bias? and how can this
problem be tackled?
One of the first studies that properly explored the
first question was presented in [39]. This work is cen-
tered in the object recognition field and has been done
before the deep learning revolution [19], so the study is
restricted to handcrafted descriptors, namely the HOG
descriptor. Posterior works, involving learned features,
have also concluded that dataset bias remains a rele-
vant problem for object recognition [38]. They both
distinguish four different kind of bias according to their
nature:
• Selection bias is related to the way in which images
are collected (keywords search, manual selection,
crowd-sourcing collection, etc.).
• Capture bias comes from how images are captured
(type of device, context of acquisition, etc). A
very important aspect when working with mobile
devices in a non-collaborative interaction. Some-
times, we refer to this bias as context.
• Label bias is related to a poor semantic annota-
tion of the dataset, where any labeling mechanism
could assign a different label to the same object
(“screen” vs. “TV”; “grass” vs. “lawn”). This
is something which not apply in face verification,
since labels here are perfectly defined.
• Negative set bias is related with the way of how
the rest of the world (the rest of faces in our spe-
cific case) is sampled in the dataset. If this set is
imbalanced or not representative, the model gen-
erated with it will have problems to generalize.
Regarding the second question, domain adaptation
methods have often been presented as a way of solving
dataset bias problems [8, 40]. A domain is a more
general concept than a dataset; for example, in face
verification, different domains can be defined as the one
that only includes grey-scale images, the one with wide
coverage of face poses, the one specially built for video-
surveillance recognition, etc. Domain adaptation tools
help to move or transfer knowledge between different
domains. In the specific case of face recognition, face-
frontalization methods (methods that convert any face
to its frontal view, allowing us to eliminate the pose
2
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Figure 1: t-SNE representation of features of a random subset of samples drawn from three datasets with three feature
descriptors: (Red) IJB-A; (Green) LFW; (Blue) FERET.
bias) [1, 9, 10] represent a way of domain adaptation
to work just with frontal faces.
Since we could define a domain like the one that rep-
resents a certain dataset, it is easy to understand how
these approaches help us to deal with the problem. A
domain adaptation technique could be used in order to
move between datasets. Nevertheless, we cannot say
that domain adaptation techniques solve dataset prob-
lems. For example, if we have two different datasets
with two different bias, we could use a domain adapta-
tion technique in order to transfer a knowledge learned
in one of them to the other one or even to a common
one; but we could still have a biased model. At the end
of the day, since we need samples of the visual world
in order to learn, an unbiased dataset will be needed
anyway.
In the next two sections, we present two of the main
concerns with the case of face verification on mobile
devices, namely bias in cross-dataset training and in
dataset’s feature space.
2.1 Bias in Cross-Dataset Training
In the development of a face verification system for a
specific context (e.g. biometrics for mobile devices in a
non-collaborative context) the ideal scenario would be
to build an ad-hoc representative dataset of the target
domain. Nevertheless, high costs and privacy-related
issues usually make its construction unfeasible for most
researchers. Take into account the previous specific
scenario of face verification in mobile devices. In this
case, the ideal scenario would require to build an en-
tire dataset for each possible device (with its genuine
and impostors sets). Thus, images from another richer
source dataset are usually used to perform the experi-
ments (henceforth Dataset B).
Due to the fact that, in the real scenario, every
positive (identity of interest) sample collected to build
the verification model will be necessarily taken under
the proper operational domain (henceforth Dataset A),
images taken from the richer source dataset are used
as negative samples. Thus, the main idea is to explore
whether the system trained with this configuration is
able to generalize enough to distinguish between faces
from the operational domain (same context as Dataset
A) or, instead, the differences between the two datasets
prevent the system from proper learning.
It could be expected that the use of a very rich
source domain dataset (oriented for a broad range of
cases) will be worse for the system performance than
the use of a smaller dataset with a feature distribution
closer to that of the target domain. Besides, the influ-
ence of the dataset bias could be assessed by measure-
ments of the performance drop. This set-up resembles
the one used in [39] for the analysis of the negative
set bias, where the impact on the performance of us-
ing samples drawn from different datasets, to build the
negative training set, was explored in the object recog-
nition field.
2.2 Bias in Dataset’s Feature Space
Given an input feature vector, xq and a claimed iden-
tity, I, the verification process tries to determine
whether xq is genuinely user I, or it is an impostor.
Performance of the verification operation depends both
on the feature vectors, and on the classifier (distance
measure).
The effect of the dataset bias can be analyzed by
considering all the system as a black-box, only the im-
pact on classifier performance or, instead, by analyzing
just the feature vectors. The dissociation between fea-
ture extractor and classifier is something widely done in
the literature. In a face verification context, there are
works that use pools of feature extractors to establish
a benchmark [23]. The performance of newly designed
features is often compared in similar benchmarks to
test their quality [20, 37]. The exchange between hand-
crafted and learned features within the same system is
even used [5] to push performance to state-of-the-art
values.
At any rate, both, hand-crafted features, that are
not specific of any context, and deep features, which
were learned in source domains that are different from
the target domain, have to be classified to determine
whether a given facial image belongs to the identity
of interest. Yet, it is crucial to reduce the intra-class
variations while enlarging the inter-class differences for
3
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face verification. A SVM classifier is commonly used
for transfer learning in these data scarce domains [44].
Besides, it is worth recalling that in our specific context
of applications, positive (identity of interest) samples
are generated in the target domain, but negative sam-
ples could come from different source domains. So, in
this work, we will consider that the classifier is always
based on SVM, and the differences are in the feature
extractor side.
Given the fact that all datasets suffer from some
kind of bias, their data distribution in feature space
are expected to be different, as the t-SNE [22] repre-
sentation of data in Fig. 1 suggests.
As the shapes of actual distributions are usually
unknown, (dis)similarity among datasets can be esti-
mated from distances among feature vectors of differ-
ent datasets. Our hypothesis is that vectors from two
datasets with similar distributions should tend to have
the same probability of finding nearby vectors from the
same and the other dataset.
On the other hand, distances are something espe-
cially relevant in the case of face verification. The dis-
tance between two feature vectors is often used to verify
or not an identity. Feature extractors are designed so
that same identities tend to be closer. For example,
in some deep learning methods, a triplet loss is used
in the training phase in order to keep same identities
closer in a simple Euclidean space [28, 33], and sim-
ilar work is done with handcrafted features too [23].
Distances between feature vectors are used also in [37]
for both verification as other related tasks as attribute
detection (ethnic, male/female, age, etc.). A cosine
dissimilarity metric is also used in [20] over different
kinds of descriptors to compare the performance of a
certain face descriptor. So, we expect that anomalies
in these distances provoked by datasets will directly
lead to problems in real-world performance.
This neighbour search can be seen from multiples
points of view. First, it can be seen as a way of know-
ing how datasets are distributed in the feature space,
and if their distributions are equivalent. It also can
be seen as the Name that Dataset! experiment of [39]
where the dataset to which a sample belongs to can
be guessed using just its neighbours. Finally, another
interpretation can be to find the dataset origin of hard
negatives, in other words, the samples that are more
difficult to classify. This is important because these
elements are the most important ones in order to build
any model.
3 Datasets
In this work six datasets were considered (Fig. 2), five
of them are well-known public face datasets, and the
other is a dataset which was built for the specific con-
text of non-collaborative face verification on mobile
devices. Three of them were built gathering images
captured with mobile devices (two with and one with-
out users’ collaboration), and the others contain images
taken in a range of different (general) contexts. Here,
the specific characteristics of each one (see Tab. 1) are
described:
• FERET [29] is one of the first datasets that tried
to become a standard for face recognition, both
for training and testing processes. It consists of a
total of 8,525 images of 1,109 people with a range
of different (annotated) poses taken in a highly
controlled environment. For this work, only the
dvd-1 data was used.
• Labelled Faces in the Wild1 (LFW) [13] con-
tains more than 13,000 face images of a total of
5,749 people collected from the web. Each face was
annotated with the name of the person, and 1,680
of the identities have two or more distinct photos
in the dataset. It is one of the first datasets aimed
at coping with the unconstrained face recognition
problem. Images were gathered from the internet,
and the faces were detected using the Viola-Jones
detector [41], which introduced a bias in the range
of possible poses.
• IARPA Janus Benchmark A∗ (IJB-A) dataset
[17] contains a total of 5,712 images of 500 identi-
ties (≈11 images per subject). The most distinc-
tive characteristic of this dataset is the elimina-
tion of the bias in face detection due to the fact
that the complete dataset was manually annotated
using crowd-sourcing methods. It has been re-
cently updated with the IARPA Janus Bench-
mark B dataset [43] in which the number of im-
ages has been increased to 21,728 (1,845 different
identities), and the IARPA Janus Benchmark
C, which even added up more images from video
frames.
• O2FN dataset [31] contains 2,000 face images
taken from 50 different subjects predominantly of
Asian ethnic. Images are self-taken photos using a
mobile phone in a collaborative context. Subjects
were asked to take approximately 20 indoor images
and 20 outdoor images, with limited variations in
facial expression and out-plane rotations.
• MobBIO multimodal dataset [34] was specifically
designed for biometrics. It contains data of faces,
voice and iris of 105 identities. In the case of facial
images, which is the part of our interest, there
are a total of 1,640 photographs (≈16 images per
identity) taken with mobile devices in a controlled
environment, with a limited pose and illumination
variations.
• FaceSampler (FS) dataset has been created us-
ing the frontal camera of mobile phones in a non-
collaborative context. It consists of a total of 2102
images of a total of 15 different identities. The ac-
quisition system was designed to use inertial in-
formation in order to maximize the probability
1It was necessary to eliminate the overlapped identities be-
tween IJB-A and LFW datasets. The procedure was to eliminate
from LFW the 183 identities also present in IJB-A.
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FERET LFW O2FN
FSIJB-AMobBIO
Figure 2: Sample images from each dataset used for the experiments.
Table 1: Summary of dataset characteristics.
Dataset Context Pose Variation Controlled Environment Illumination Ethnicity
FERET General Full High Indoors Caucasian
LFW General Limited Low Varied Varied
IJB-A General Full Low Varied Varied
O2FN Mobile Limited Intermediate Varied Asian
MobBIO Mobile Limited High Indoors Caucasian
FS Mobile Limited Low Varied Caucasian
of the existence of faces in the frame, although
only the images with a detected face were gath-
ered. The Viola-Jones detector was used. Image
collection was running in the background while
users were using the mobile phone [3]. Up to our
knowledge, this is the unique dataset which was
built on the operational domain for the problem
of non-collaborative verification of users of mobile
devices.
3.1 Dataset Pre-processing
To the purpose of face detection, we have used the
detector implemented in the Dlib library [16], which is
based on HOG features, due to its perfect integration
with facial landmark detector also implemented in the
same library. Here, indeed, an important constraint
was introduced. For example, the main contribution
of IJB-A dataset is the fact that they eliminate the
Viola-Jones bias by performing a manual annotation
of the data.
Nevertheless, we can justify this fact for two rea-
sons. First, the vast majority of face recognition meth-
ods (included the ones that are tested here) use this
step in their pipelines. And second, by setting a fixed
face detector it can be assumed that any behaviour
of the data will not be related to the face detector.
So, it can be taken as part of the context in which
we are working; that can be called universe of possible
faces detected by our face detector. We can see how
each dataset remains after the face detection process
in Tab. 2.
4 Features
The presence of highly imbalanced data with respect to
the distribution of the characteristics of interest (in a
given universe), makes feature extraction techniques to
produce biased features. Sometimes this bias is good
to characterize the specificity of the context of interest
(target domain), but quite often the extracted features
mislead the classifier.
Feature extractors can be more or less sensitive to
different characteristics, so its election is of paramount
importance. For example, a hypothetical feature ex-
tractor that is perfectly robust to face pose variations,
would not reflect in the feature space differences be-
tween a dataset with just frontal faces and a dataset
richer in poses. This does not mean that the former
dataset is not biased towards a particular pose, but the
feature extractor is able to ignore this fact. Besides,
this behaviour can be desirable (in a general context)
or not (in a specific context of application poses can
be biased, for instance when looking at the screen of a
smartphone).
This degree of robustness is almost impossible to
achieve with general purpose hand-crafted features
since they were not designed for this specific domain of
application. When using these features, only the clas-
sifier can be adapted throughout the training phase.
On the contrary, deep features are trained, so it will
be possible to create a more adjustable feature set de-
pending on the application.
In this study, we have used three feature extrac-
tors with different abstraction and generalization abil-
ities. All of them have been used in works that achieved
state-of-the-art results in face verification contexts, and
are representative of hand-crafted and deep learning
features: LBP over landmarks, VGG-Face and ResNet.
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Table 3: Type and dimensionality of each feature detector.
Type Dimensions
LBP over landmarks Handcrafted 96,288
VGG-Face CNN Learned 4,096
ResNet CNN Learned 128
4.1 LBP over Landmarks
Bayesian approaches are some of the few methods that
while using handcrafted features to encode information
of faces, still obtain state-of-the-art results ([5] 96.33%
accuracy in LFW). So, we have included LBP features
over facial landmarks in our analysis.
To obtain a face description, first of all, a facial
landmark detection [14] was performed in order to lo-
cate a total of 68 points on face images. These land-
marks were used to perform a similarity transformation
in order to rectify the image. After that, patches cen-
tred around just 51 of the inner landmarks (Fig. 3 left)
were extracted at two different scales. The side lengths
of the image at the two scales were 180 and 118 pixels.
The patch size was fixed to 40×40 in both scales. Each
patch was divided into 4×4 non-overlapped cells (Fig. 3
right). Finally, an uniform-LBP vector was computed
for each cell, and all of them were concatenated on the
final feature vector of 96,288 dimensions (see Tab. 3),
following [26].
4.2 VGG-Face
The VGG-Face CNN proposed in [28] for general face
recognition has achieved an extraordinary value of ac-
Figure 3: Extraction of LBP features. Left: locations of
the 51 inner landmarks used for feature extraction. Right:
4x4 cell centered on one of the landmarks.
Table 4: Configuration of Dataset A and Dataset B in the
training phase and in the two different tests (1 and 2).
Phase Positive Negative
Train A B
Test 1 A B
Test 2 A A
curacy of 98.95% on the LFW dataset. This CNN was
trained using a large-scale dataset of 2.9 million images
of 2600 people. The first layers of its architecture, dis-
carding the last fully connected layer, were used in this
work to extract 4,096 dimension features (Tab. 3).
4.3 ResNet
Recently, deeper networks, with shorter features vec-
tors, have achieved better results in classification than
their predecessors. A version of the ResNet-34 [11],
with a few layers removed and the number of filters
per layer reduced by half, was used as well. This model
was trained on the same dataset of the VGG-Face [28]
and the face scrub dataset [25], apart from additional
images taken from the Internet, amounting to a total
of about 3 million images of 7,485 different identities.
Again, pre-trained models (available in the Dlib library
[16]), that was reported to achieve a 99.38% accuracy
in the LFW dataset for the task of face verification,
was used. As for the case of the VGG-Face, we have
discarded the last fully connected layer in order to ex-
tract a 128 dimension feature vector (Tab. 3).
5 Cross-Dataset Training
With the scenario described in Section 2.1 in mind, this
experiment was designed to explore the potential dam-
age in the ability to distinguish samples of the same
dataset when negative samples taken from a different
dataset are used for the training phase.
In other words, could the trained classifier find
inter-dataset differences much larger than intra-dataset
ones? To address this question, two datasets, Dataset
A and Dataset B, are defined as follows:
• Dataset A is a small dataset gathered in the target
domain. It consists of a set of users’ faces with at
least 10 images per user. Considering each dataset
has a different number of identities, it would be de-
sirable to maximize uniformity in this sense. At
the same time it would be also desirable to have a
number of identities as relevant as possible to per-
form statistics. Thus, even though the minimum
of identities is 15 in FS, we have set a maximum
of 50 corresponding to the identities of O2FN (the
second lowest value). With this maximum, when
we use FS as Dataset A the results are averaged
just over 15 users. The images of this dataset are
drawn from one of the datasets presented in Sec-
tion 3. Besides, images of each identity are split
6
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by half into train and test subsets.
• Dataset B is a large dataset used as a negative
sample source. It is generated using one dataset,
among the ones described in Section 3, different
from the one used to generate Dataset A. For each
user of Dataset A a Dataset B is generated with
the rest of users of the original dataset. This set
is split as well into train and test subsets without
shared identities. The number of identities in both
sets is the same.
For each identity in Dataset A, a Linear-SVM model
was learned using the subset of samples of the specific
user in Dataset A, as positive samples for training, and
the training subset from Dataset B as negative sam-
ples.
The learned model was tested in two different ways
in order to compare the performance:
• Test 1. Testing against other identities in
Dataset B (same configuration as the training
phase).
• Test 2. Testing against other identities in
Dataset A.
The (dis)similarity between a query face pattern
and the biometric model of the identity that the query
pattern is verified against, is based on a threshold. De-
pending on the choice of this threshold, the efficiency
system of the system varies both in the fraction of
the falsely accepted impostors (False Acceptance Rate
(FAR)), an in the rate of the truly accepted genuine
user (True Positive Rate (TPR)). Both measures are
complementary, as they are usually combined in a sin-
gle one. In this work, the used performance measure
was the True Acceptance Rate at 0.001 False Accep-
tance Rate (TAR @ 0.001 FAR), a common perfor-
mance measure in biometrics.
The experiment is performed independently for
each one of the features described in Section 4.
5.1 Experimental Results
Experimentation was done with different combinations
of Dataset A and B, and features. Results are shown in
Tab. 5, where Datasets A are represented in rows and
Datasets B in columns. The small-size number present
the TAR @ 0.001 FAR performance for Test 1 and
Test 2. The normal-size number is the drop in per-
formance between the two different testings. Finally,
in the last column and in the last row there are the
average drops row-wise and column-wise respectively.
The first thing we observe is that there is a gen-
eral drop in performance between Test 1 and Test
2. This means that, at the same false positive rate,
the system has a higher rate of false negatives accep-
tance when testing and training are done on the same
dataset. This reveals that instead of just learning the
identity information, what is learned is the bias of the
dataset. This effect corroborates the important influ-
ence that dataset bias can have in performance.
















Figure 4: Average TAR drop between Test 1 and Test 2
respect to the FAR point in which we perform the measure,
using FS just as Dataset A.
Comparing the results for the different feature ex-
tractors it can be noted that the drop in performance is
much stronger with the LBP features, reaching values
up to +80% drop. Although a drop in performance is
also observed in the case of deep features, it is much
smaller, especially in the case of the ResNet features.
The drop in performance also depends on the FAR
point where the TAR is measured (Fig. 4). The influ-
ence of the dataset bias in performance is correlated
with the level of difficulty of the task. So, the higher
the level of FAR requirements, the more notorious the
effect is. Related to that, it is also remarkable that
the best results are obtained when using MobBIO as
Dataset A, a dataset that was gathered under highly
controlled conditions. It seems that its limited amount
of intra-class variations, makes the verification task
easy, even using LBP features.
Comparing the behaviour of the assessed datasets
as Dataset B, it should be noted that datasets oriented
for the totally unconstrained problem of face verifi-
cation are the ones that behave the best in this role
(LFW and IJB-A). On the contrary, the most con-
strained ones (MobBIO, FS and O2FN) lead to the
lowest performances (highest drop). This is something
that could be expected and agrees with the idea that
for a negative training set the more general the better.
In addition, and more specifically, it is remarkable
the entanglement between LFW and IJB-A datasets.
When one is used in the role of Dataset A, the best
performance is achieved with the other one used as
Dataset B. This indicates that when the face informa-
tion for verification is taken in an unconstrained envi-
ronment, the impostor information during the training
should be also taken without constraints.
A similar, but weaker, entanglement is observed be-
tween FERET and IJB-A, possibly due to their wide
range of user’s poses (we must remember that pose ef-
fect is a bit limited using a quasi-frontal face detector).
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Table 5: Drop in performance (TAR @ FAR 0.001) of Test 1 respect to Test 2 for each combination of Dataset A and
B using different kind of features.
LBP
B MobBIO FS O2FN FERET LFW IJB-A
A Test 1 Test 2 Test 1 Test 2 Test 1 Test 2 Test 1 Test 2 Test 1 Test 2 Test 1 Test 2 Av. drop
MobBIO
1.0000 0.9600 1.0000 0.9625 1.0000 0.9325 1.0000 0.9750 1.0000 0.9900
-0.0360
-0.0400 -0.0375 -0.0675 -0.0250 -0.0100
FS
0.9583 0.1697 0.9266 0.3242 0.9349 0.1371 0.9905 0.1163 0.9210 0.2814
-0.7405
-0.7886 -0.6023 -0.7978 -0.8742 -0.6397
O2FN
1.0000 0.6891 0.9821 0.6812 0.9857 0.5748 1.0000 0.2774 0.9967 0.7233
-0.4037
-0.3109 -0.3009 -0.4109 -0.7226 -0.2734
FERET
0.9800 0.0495 0.9274 0.1491 0.9769 0.1555 1.0000 0.0276 0.8964 0.2972
-0.8204
-0.9305 -0.7783 -0.8215 -0.9724 -0.5992
LFW
0.9875 0.2162 0.9999 0.1584 1.0000 0.0603 1.0000 0.0496 0.8996 0.6820
-0.7441
-0.7714 -0.8415 -0.9397 -0.9504 -0.2176
IJB-A
0.7959 0.2589 0.9026 0.2796 0.9294 0.1980 0.9256 0.1815 0.8362 0.3751
-0.6193
-0.5370 -0.6230 -0.7315 -0.7441 -0.4611
Av. Drop -0.5167 -0.3480 -0.6111 -0.6266 -0.6677 -0.3713
VGG-Face
B MobBIO FS O2FN FERET LFW IJB-A
A Test 1 Test 2 Test 1 Test 2 Test 1 Test 2 Test 1 Test 2 Test 1 Test 2 Test 1 Test 2 Av. drop
MobBIO
0.9975 0.8582 1.0000 0.7657 1.0000 0.9775 1.0000 1.0000 1.0000 0.9975
-0.0797
-0.1393 -0.2343 -0.0225 0.0000 -0.0025
FS
0.9368 0.6179 0.9368 0.3220 0.9679 0.5666 0.9741 0.6950 0.9406 0.7104
-0.3771
-0.3598 -0.6148 -0.4014 -0.2791 -0.2302
O2FN
1.0000 0.6626 0.9820 0.2312 0.9861 0.8776 0.9807 0.9142 0.9870 0.8634
-0.2773
-0.3374 -0.7508 -0.1085 -0.0664 -0.1236
FERET
1.0000 0.6102 0.9810 0.3653 0.9754 0.3457 0.9852 0.7952 0.9387 0.8407
-0.3847
-0.3898 -0.6157 -0.6297 -0.1900 -0.0981
LFW
0.9973 0.7647 0.9898 0.3608 0.9942 0.3467 0.9685 0.7933 0.9008 0.8496
-0.3471
-0.2326 -0.6290 -0.6475 -0.1752 -0.0512
IJB-A
0.9821 0.4921 0.9051 0.2200 0.9848 0.2248 0.8964 0.5885 0.8550 0.7258
-0.4744
-0.4899 -0.6851 -0.7600 -0.3079 -0.1292
Av. Drop -0.3619 -0.5640 -0.5773 -0.2031 -0.1329 -0.1011
ResNet
B MobBIO FS O2FN FERET LFW IJB-A
A Test 1 Test 2 Test 1 Test 2 Test 1 Test 2 Test 1 Test 2 Test 1 Test 2 Test 1 Test 2 Av. drop
MobBIO
1.0000 0.9975 1.0000 0.9850 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
-0.0035
-0.0025 -0.0150 0.0000 0.0000 0.0000
FS
0.9454 0.9496 0.9978 0.7014 0.9821 0.9401 0.9853 0.9524 0.9799 0.9388
-0.0817
0.0042 -0.2964 -0.0420 -0.0329 -0.0412
O2FN
1.0000 0.7090 1.0000 0.7004 0.9959 0.9896 0.9987 0.9855 0.9978 0.9783
-0.1259
-0.2910 -0.2996 -0.0063 -0.0132 -0.0195
FERET
0.9967 0.7047 0.9860 0.6423 0.9853 0.6804 0.9589 0.9268 0.9621 0.9135
-0.2042
-0.2919 -0.3437 -0.3049 -0.0321 -0.0486
LFW
0.9978 0.8703 0.9978 0.8390 1.0000 0.7400 0.9954 0.9531 0.9784 0.9620
-0.1210
-0.1275 -0.1587 -0.2600 -0.0423 -0.0165
IJB-A
0.9696 0.6639 0.9812 0.5945 0.9919 0.5153 0.9380 0.8232 0.8257 0.8815
-0.2456
-0.3057 -0.3867 -0.4766 -0.1148 0.0558
Av. Drop -0.2024 -0.2382 -0.2706 -0.0410 -0.0044 -0.0251
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...
DATASET 1 DATASET 2
DATASET 3 DATASET D
Figure 5: Scheme of the subsets generated for each dataset
(Dataset 1, Dataset 2, ..., Dataset Di, ..., Dataset ND).
Blue triangles represent probe sets and green ellipses rep-
resent the part of the dataset used to generate the gallery
set. In this case, Np = 5 probe sets were generated for the
first dataset, and Np = 2 probe sets for the rest.
Faces from the first are taken in a highly controlled
environment whereas the case for the second one is
the complete opposite. Despite this fact, when using
FERET as Dataset A, the lowest drop, in 2 out of 3
cases, is observed with IJB-A in the role of Dataset
B. This behaviour strengthens the previous statement
of the necessity of having impostor data taken in the
same conditions as the genuine one.
To sum up, when a model is trained using data from
two different datasets (even when they were aimed at
the same task) we have to take into account this po-
tential drop in performance. Otherwise, the classifier
may mislead the focus of finding useful patterns to ver-
ify the identity of interest, and instead, could learn to
distinguish between datasets.
6 Dataset’s Feature Space
As aforementioned in Section 2.2, the aim of this sec-
ond experiment is to study the feature space in order
to explore how different datasets are distributed in it.
For this purpose, we have relied on a Nearest Neigh-
bour search using two different metrics. Our premise
is that, given a feature vector of a face of a certain
user, the probability of the dataset to which its near-
est neighbour belongs to (eliminating other images of
that same user) should tend to be uniform for a equiv-
alent datasets (non-biased between them).
First, we are going to explain the experimental
setup: how the dataset is built, the metrics and the
nearest neighbour search. Finally, we present the ex-
perimental results and their discussion.
6.1 Building the subsets
In order to explore the distribution of dataset samples
over the feature space, two kinds of splits for each one
of ND datasets were made (Fig. 5): the probe sets and
the gallery set. The idea is to seek the nearest neigh-
bours of the elements of the probe sets among the ele-
ments of the gallery set. These sets have been created
this way:
• Probe sets. A total of Np different random sub-
sets of np faces sampled without replacement from
each dataset. Np will depend on the number of
samples of the dataset. The greater the number
of samples in a dataset, the higher number of its
probe sets.
• Gallery set. The union of the random subsets
of ng elements sampled without replacement from
each dataset, generates the gallery set set, with
ND · ng unique elements.
It is important to note that there will not be any
common elements, neither identities, between any gen-
erated partitions.
6.2 Metrics in the Feature Space
Given a set of feature vectors X = {x1, ...,xn}, we
denote by x∗ ∈ X the nearest neighbour of x if:
min d(x,xi) = d(x,x∗) i = 1, ..., n (1)
The function d(p,q) represents a general metric.





(pi − qi)2 (2)




|pi − qi| (3)
Where p and q are two feature vectors in a m-
dimensional descriptor space.
6.3 Nearest Neighbour Search
For each probe set, we have taken each of their elements
and drawn without replacement (in order to avoid to
always take the same outlier) their nearest neighbours
from the gallery set. Using the dataset membership of
the nearest neighbours, we will generate a histogram
for each probe set and average them over the Np dif-
ferent probe sets of each dataset.
As it has been stated before, the premise is that
the probability (P ) of a sample in the probe set finding
an element of the gallery set gsj belonging to the Di
dataset, as its nearest neighbour, should tend to be the
same for all i ∈ {1, . . . , ND}:




Any distribution different from the uniform one
may indicate that the datasets sample different spaces,
so at least one of them could have some kind of data
bias.
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MobBIO FS O2FN FERET LFW IJB-A MobBIO FS O2FN FERET LFW IJB-A
MobBIO 92.78 0.00 5.00 0.83 0.28 1.11 94.44 0.00 2.22 2.50 0.00 0.83
FS 1.78 66.22 19.78 10.44 0.11 1.67 1.44 67.56 17.00 12.22 0.00 1.78
O2FN 1.11 1.11 95.83 1.67 0.00 0.28 0.00 2.22 93.89 3.89 0.00 0.00
FERET 0.00 0.67 1.22 97.33 0.00 0.78 0.00 0.22 0.44 99.00 0.00 0.33
LFW 0.78 0.44 0.33 0.00 86.33 12.11 1.44 0.56 0.44 0.22 84.89 12.44





MobBIO FS O2FN FERET LFW IJB-A MobBIO FS O2FN FERET LFW IJB-A
MobBIO 55.83 10.83 2.50 11.94 8.89 10.00 60.28 8.61 2.22 9.17 11.39 8.33
FS 10.78 45.11 13.89 16.78 4.00 9.44 10.11 46.67 14.78 15.44 3.89 9.11
O2FN 0.56 0.00 82.50 13.89 0.56 2.50 0.56 0.28 82.78 14.17 1.39 0.83
FERET 1.11 1.78 15.56 62.78 6.67 12.11 1.33 1.78 14.56 63.11 7.56 11.67
LFW 3.11 3.78 5.33 22.89 34.56 30.33 3.56 3.22 5.22 24.89 33.22 29.89





MobBIO FS O2FN FERET LFW IJB-A MobBIO FS O2FN FERET LFW IJB-A
MobBIO 39.17 38.06 1.11 11.67 4.72 5.28 36.11 35.83 1.11 12.50 5.56 8.89
FS 21.89 50.22 1.56 11.89 4.44 10.00 21.56 50.78 1.44 12.22 4.22 9.78
O2FN 1.67 0.00 88.89 7.78 1.11 0.56 1.11 0.00 88.33 8.89 1.11 0.56
FERET 3.78 8.67 16.00 42.22 8.78 20.56 4.67 8.56 15.78 41.56 11.33 18.11
LFW 4.56 5.67 3.33 19.11 31.11 36.22 4.56 6.78 3.00 19.33 31.11 35.22
IJB-A 5.67 5.11 1.67 13.00 22.67 51.89 5.22 6.22 1.78 12.67 23.33 50.78
In our experiments, we have worked with a total
of ND = 6 datasets of different sizes. We have used
Np = 2 for O2FN and MobBIO, and Np = 5 for the
rest.
As nearest neighbours are drawn without replace-
ment, the prior probability change as elements are
removed from the gallery set in each nearest neigh-
bour search. In order to mitigate this effect, sizes
of np = 180 and ng = 1200 were fixed. This way
the number of elements of the probe set will keep low
(180) respect to the number of elements in the gallery
set (7,200). This makes the effect of drawing nearest
neighbours without replacement from the gallery set
negligible.
Taking into account the prior probability (follow-
ing Eq. 4 with ND = 6 ⇒ P ≈ 16, 7%) in the worst
case scenario where the nearest neighbours always be-
longs to the same dataset, the prior probability of that
dataset would decrease down to ≈ 15.2%.
6.4 Experimental Results
The second part of our experiments was aimed at ob-
serving the distribution of the nearest neighbour of the
elements in a probe set with respect to elements in the
gallery set. The distributions obtained for each case
are shown in Tab. 6. Each row of the table contains
the distribution (in %) among all the datasets (upper
row), of the nearest neighbours to the elements in the
probe set (leftmost column). Results are very similar
for both L1 and L2 metrics.
Next, we will analyse the obtained distributions
from the two different points of dataset and features, in
Sections 6.4.1 and 6.4.2, respectively. Finally, we will
relate these results to the t-SNE data representation in
Section 6.4.3.
6.4.1 Looking from the Dataset Side
The most evident fact that can be observed in the
data is an important tendency to find nearest neigh-
bours in the same dataset. Such effect reveals that the
initial premise of a uniform distribution, Eq. (4), was
false. It must be taken into account that LBP fea-
tures, combined with the nearest neighbour classifier,
are good enough (up to +90% accuracy) to guess the
dataset membership (as done in the Name that dataset!
challenge, [39]). It is also remarkable that the high-
est percentage of nearest neighbours are almost always
achieved inside the same dataset, whatever the feature.
Before going any further with the discussion, we can
divide datasets into two groups: the ones designed for
the unconstrained the face recognition problem (LFW
and IJB-A) and the ones designed for more specific ap-
plications, namely MobBIO, FS and O2FN datasets for
mobile applications, and FERET dataset for controlled
environments.
According to that, it can be observed that there is
10
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Figure 6: A t-SNE representation of the 6 gallery sets taken from each dataset of study for three feature descriptors.
(Red) FS; (Green) IJB-A; (Blue) LFW; (Purple) O2FN; (Olive) MobBIO; (Black) FERET.
a certain entanglement between the two unconstrained
datasets for every kind of feature and metric. Probe
sets taken from LFW and IJB-A datasets seem to have
the highest proportion of nearest neighbours within one
of these two datasets (+60%). This fact suggests that
both datasets were drawn from similar distributions.
In spite of IJB-A being a more complete dataset, its
main contribution is to eliminate the frontal face con-
straint. Our face detector (see Section 3.1) keeps hav-
ing a certain tendency of detecting frontal faces. This
seems to make the differences in the distribution be-
tween LFW and IJB-A to dilute. Such entanglement
is not observed for the rest of datasets.
On the other hand, O2FN is the dataset with the
highest mean rate of samples’ nearest neighbours in the
same dataset; probably, its specific ethnicity is crucial
to that outcome. Meanwhile, MobBIO and FERET
experienced the largest changes in the distribution of
their nearest neighbours, according to features. For
its part, FS dataset is one of the most stable in this
respect.
6.4.2 Looking from the Feature Side
We can see that the same dataset pairing behaviour
is quite strong in the case of the LBP features. We
see a +80% pairing in for 4 of the 6 datasets. This
means that the feature vector is not retaining the target
information.
This pairing behaviour seems weaker when deep fea-
tures are used. As we can expect, the training process
that is performed in order to generate the CNN helps
the system to discard more information not related to
the identity.
The main difference in behaviour between the two
deep descriptors is the fact that ResNet features break
the rule of having always the highest frequency for self-
pairing. This behaviour could indicate a certain corre-
lation of the effect we are describing with the perfor-
mance of the CNN.
Some important cues about the source of the bias
can yet be found out in Tab. 6. The first cue is provided
by the results obtained for O2FN. As aforementioned,
the elements of this dataset are unique to get a +80%
paring across the three features. Despite being reduced
by the use of learned features it does not suffer a very
strong drop like the other datasets. The second cue
is given by the results obtained for FERET and Mob-
BIO. In the case of LBP features, these datasets suffer
a comparable paring with respect to O2FN. Neverthe-
less, the drop caused by learned features reduced the
paring to a 40-60%, much lower than the case of O2FN.
The main characteristic that differentiates O2FN
dataset from the others is the prevalent Asian ethnic-
ity of their identities, a bias related to µ. On the other
hand, the common characteristic of FERET and Mob-
BIO is the similar controlled-environment condition in
which both datasets were generated, a bias related to
ε.
Consequently, we can state that deep features help
to deal with bias in data, that is related to ε, better
than LBP features. But, on the other side, in terms of
µ related bias, the effect is more similar between deep
and LBP features, because this kind of information is
retained in both types of feature vectors. We just have
to recall Section 4 to find a theoretical explanation for
this fact. Deep features are created by a training pro-
cess in order to retain the identity information (µ) and
discard the non-identity one (ε). This is something
much more difficult to achieve with hand-crafted fea-
tures. So, this behaviour is an illustrative example of
how different feature extractors can hide a bias present
in the data.
6.4.3 t-SNE representation of the gallery sets
The high dimension of feature vectors makes the task
of directly visualizing data impossible. Therefore, it is
necessary to visualize data in a reduced space. One of
the most sophisticated options is the t-SNE representa-
tion [22], which tries to preserve the local structure of
the high-dimensional data as well as some of the more
global structure.
We can represent our gallery sets using this rep-
resentation in order to look for any cue of their dis-
tribution. The result can be seen in Fig. 6. The first
thing that can be observed based on the representation
is that each dataset distributes differently over the fea-
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ture space. This fact is especially evident in the case of
LBP features since its clusters are the most separable
and compact.
Finally, it can also be observed how images from
the same user cluster together when using deep fea-
tures. For FS dataset where the gallery set has a lim-
ited amount of users, we can even easily count the num-
ber of users.
7 Conclusions
In this paper, we have performed a study over the dif-
ferences between datasets oriented for face verification,
from the point of view of the distribution of their ele-
ments into the feature space, and how this impacts on
the performance of the learned systems when operat-
ing in real-world conditions. The considered scenario
is of the one of a face verification system on a mobile
device, where the individual of interest (genuine user)
is enrolled using a few facial images (positive samples)
taken in the operational domain, while impostors (neg-
ative samples) for training are drawn from public avail-
able datasets.
By using different combinations of positive (Dataset
A) and negative (Dataset B) samples taken from differ-
ent datasets, and different feature extractors, we have
observed the impact of bias in verification performance.
It can be observed a drop in performance when
Dataset A and Dataset B are taken from different
source datasets. This indicates that elements from the
same dataset tend to be more alike than elements taken
from different datasets. Indeed, there is an important
tendency to find elements within the same dataset as
the nearest neighbours. This tendency can be so strong
that, in the case of LBP features, we could be able to
guess the dataset to which a sample belongs to with
a +90% accuracy, by just looking at its nearest neigh-
bour.
In terms of differences among datasets, it was ob-
served that some bias are evident independently of the
feature descriptor at hand, so we could talk about en-
dogenous bias. However, other differences are very de-
pendent on feature descriptor, what rather seems to be
an induced, or exogenous, bias.
Finally, as it could be expected, in terms of dif-
ferences between features, every experiment suggest
better performance of deep features respect to hand-
crafted ones, especially with the ResNet architecture.
Even though, the effect of the dataset bias is still ob-
servable.
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