Abstract. In this work we discuss detection of changes in a random medium when the measurements are not perfect, i.e. noise from the electronic devices is included. We study a regime in which the typical length scales involved are well-separated. Moreover, since detection procedures based on the analysis of the reflected signals can fail because of the lack of coherency, we introduce a technique based on time reversal which can take advantage of both the coherent time-reversed signal and incoherency associated with the measurement noise.
Introduction
Detection and imaging problems arise in various fields of science and technology (e.g. geophysics and medicine). In many situations the detection/imaging procedure relies on the propagation of a probing wave in the medium. In this context, special attention may have to be devoted to the situation when the propagation medium is heterogeneous on a fine scale.
Many of the conventional imaging methods use information provided by the direct reflection from the object of interest. In those cases a coherent reflected signal is produced by a large contrast in for instance the impedance of the background medium, allowing one to detect an object and to estimate the distance from the object to the receiver. Other techniques admit a time reversal or cross correlation interpretation and consequently possess a statistical stabilization property which is important in a heterogeneous environment, see for instance [3, 4, 5, 7, 9] . Here, our focus will be on situations when there is both strong medium heterogeneity as well as strong measurement noise so that the measured signal may not have a any discernible coherent component.
In [6] , a detection/imaging procedure that uses physical time reversal was developed for the case where the macroscopic (effective) equation for the wave energy is a diffusion equation (this occurs for instance in the high-frequency regime when the random fluctuations of the medium are weak and isotropic). Their detection procedure allows for the presence of measurement errors in the time-reversed signal. A high contrast between the diffusion coefficients for the background and the inclusion allows the detection and characterization of the buried object.
In [8, 10] a detection/imaging procedure for a reflector embedded in a randomly layered medium based on physical time reversal was developed. The statistical stability of the time-reversed refocused signal enables this even when the reflected signal is not coherent (i.e. there is no contrast between the impedance of the background and the reflector). The presence of the reflector is detected from the information contained in the time reversal refocusing kernel. In fact, that information is extracted from a continuous family of time reversal refocusing kernels. In [1, 2] the authors consider the detection problem from the point of view of random matrix theory and with an emphasis on the role measurement noise. In this paper, we are interested in detecting changes in the properties of a randomly layered medium. We analyse a regime in which the probing pulse has a support larger than the random medium fluctuations correlation length, and propagates deep into the medium. We use the measurements obtained after propagating the probing pulse in this medium, during two different periods of time in order to determine whether the properties of the medium has changed or not. When there is no coherent reflection and a relatively strong measurement noise is present the information contained in the measured reflected signals may not be enough to detect the changes. By timereversing the difference of these reflected signals and back-propagating them into the medium we obtain a secondary reflection containing some coherent information. The measurement noise does not have such a focusing to coherent information property and we show how the process thus can enhance the signal to noise ratio. We also show that even in a situation without or with only weak coherent information the procedure can lead to an effective detection scheme.
Under the separation of scales condition considered here, our analysis is restricted to the case where the macroscopic variations of the medium properties are smooth. Consequently, we are only able to detect 'smooth' inclusions with a size several times that of the probing pulse support.
The paper is organized as follows, Section 2 is devoted to the presentation of time reversal in two media, and the generalization of related results obtained in previous works. In particular, we introduce here the time reversal of signal difference procedure that constitutes the basis of our detection technique. In this section we assume that there is no measurement noise. In Section 3, we present the detection technique introducing the appropriate hypothesis test in a a context when there is also measurement noise. The results of numerical simulations are presented in Section 4 and show the reliability of the proposed detection technique. The details of the asymptotic analysis justifying the developed technique are presented in the appendixes
Time reversal in random media
In this section we briefly present the asymptotic description of time reversal in reflection in a changing medium. We introduce and analyze the corresponding phenomenon for acoustic waves propagating in a one-dimensional random medium. In this simplified framework, we are able to model and analyze the most important features when a separation of scales condition is satisfied. We believe that these results can be extended to more complex settings. Here we assume that there is no measurement noise, while the situation with measurement noise will be analyzed in Section 3.
2.1. One-dimensional acoustic model. We consider acoustic wave propagation in a one-dimensional heterogeneous medium modeled by the following equations for the pressure p and the velocity u
where ̺ and K represent density and bulk modulus respectively.
We are interested in the situation where the medium consists of homogeneous and heterogeneous half-spaces separated by a matching interface. Furthermore, we assume that the medium properties in the heterogeneous half-space are random, and there is a separation of scales that allows the identification of large and small scales features. More specifically, the medium properties are characterized by deterministic smoothly varying profiles modeling the large-scale structure (background), about which there are rapidly varying modulating random fluctuations that correspond to the medium micro-structure.
We shall study the situation when an incident pulse can be used to probe the effective (background) medium. More specifically, we consider the asymptotic regime in which ε ≈ fluctuations correlation length width of the pulse ≈ width of the pulse propagation distance ≪ 1.
This regime is well suited for modeling wave propagation in the earth subsurface, as for instance in exploration geophysics. By considering an appropriate re-scaling of the space-time variables, and other involved quantities [7, 11] , we can assume that the equations above are given in a dimensionless form.
Time reversal in two media.
The time reversal in reflection procedure in two media can be described as follows, a pulse traveling from the right impinges upon the interface z = 0 of the first medium, the reflected signal is recorded by a time reversal mirror (TRM) during the time interval [0, t 0 ]. Afterwards this reflected signal is time reversed and sent back (i.e. the last recorded part is reemitted first), into the second medium. This procedure generalizes the case where the medium remains unchanged during the whole experiment [7, 13, 14] .
As stated above, we consider a regime in which the typical wavelength of the incident pulse is longer than the correlation length of the fluctuations, and where the wave propagates over a long distance. In this situation, the long term effect of the medium fluctuations plays an important role in the formation of a coherent refocused signal. Thus, as a result after t 0 units of time, a coherent pulse traveling to the right emerges at the interface. This phenomenon is known as time reversal refocusing, and the emerging pulse is the so-called refocused pulse. In general, its shape is determined by the initial pulse waveform and the media realizations. Nevertheless, there are some interesting situations in which the form of the refocused pulse asymptotically does not depend on the media realizations but only on the media statistics, i.e. it is statistically stable (or self-averaging).
In order to study the asymptotic regime outlined above, we characterize the involved media by the densities ̺ j (z), and bulk moduli K j (z), where the index j = 1, 2 refers to the first or second medium, respectively, as follows
where ̺ j0 , K j0 and η j , µ j (with j = 1, 2), represent the corresponding background properties and random fluctuations, respectively. The unscaled fluctuations (η j (·), µ j (·)) are mean-zero jointly stationary random processes, that have correlation lengths of order O(1) and rapidly decaying correlation functions. A more complex and realistic model for the random media could be considered by assuming that the random fluctuations also slowly depend on the depth, i.e. they have a multi-scale behavior.
The effective (or background) sound speed and acoustic impedance are given by
respectively, with j = 1, 2. We assume in this paper that the effective properties are given by sufficiently smooth functions. Furthermore, as the incident wave, we assume that the traveling pulse that impinges upon the interface z = 0 is described as a time signal given by
where f is a smooth function with compact support contained in [0, +∞). Here the time scaling emphasizes that the typical wavelength of the incident wave is of order O(ε).
We can describe the time-reversed reflected signal observed in a scaled time window centred at t 0 as
where B ε,TR t0
(·) is a random function that depends on the media properties through the reflection coefficients of the two media.
Important information on the time-reversed acoustic field for ε small can be obtained by an asymptotic analysis of the random signal B ε,TR t0 (·) as ε → 0.
2.3. Time reversal asymptotics and statistical stability. We continue here the discussion of the time time reversal in two media configuration introduced in the previous section. We briefly present the main results of the asymptotic analysis of the problem and highlight a simplified situation which is important for our application, while a more general and detailed analysis is presented in the appendix.
Under some technical assumptions regarding the random fluctuations, we have that B ε,TR t0 (·) converges in distribution as ε ↓ 0 to the random signal
where the (random) time reversal refocusing kernel K TR 12,t0 is related to the asymptotics of a the solution of a backward Itô stochastic partial differential equation, see appendix A.
As a model for simple inclusions we consider the situation where the smooth function δc(z) = c 20 (z) − c 10 (z) for z ≤ 0, does not change sign (i.e. δc(z) ≥ 0 or ≤ 0 for z ≤ 0) and is compactly supported. Moreover, if we additionally assume that the sum of the random fluctuations for the density and the bulk modulus are fully correlated for the two media, then we obtain that the refocused signal is statistically stable (see the appendix for details). This condition could be weakened by considering that the random fluctuations have a multi-scale behavior, and their referred sums are fully correlated in the region outside the support of δc(·) (i.e. where the medium does not change). Physically, this stability can be understood as the inclusion making the response of the modified part of the random medium incoherent relative to that associated with the non-deformed medium so that it contributes to the refocused signal at a lower order.
We remark that in the statistically stable scenario, we have the convergence in probability of the time-reversed signal, whereas in the general situation the convergence occurs in distribution. This means that in the former case the refocused signal B ε,TR t0 (·) (for a small ε) remains close to the limiting deterministic signal B TR t0 (·) .
2.4.
Time reversal of the signal difference. Next, we introduce a slightly different configuration which is the one that we will use for the detection. We introduce the time reversal of the signal difference corresponding to the two media. The reflections of similar, ideally the same, pulses that impinge upon the interfaces of the initial and modified media are first recorded. The difference of these reflected signals is time reversed and sent back into the modified medium by using a TRM. The corresponding secondary reflections that emerge at the interface are called time-reversed difference reflection. The resulting signal correspond to the difference of two time-reversed signals, the first one obtained by time reversal in the modified medium (that remains unchanged during the procedure) and the second one corresponding to time reversal in a changing medium (i.e. involving these two media).
The time-reversed difference reflection signal B ε,TRD t0
(·) can be characterized in a similar way as before, and we get that it converges in distribution as ε ↓ 0 to the random signal
where
the subindices indicate that the kernels correspond to standard time reversal in the second medium and time reversal in two media respectively.
3. Time reversal detection 3.1. Detection problem. We now focus on the problem of detecting inclusions in a highly heterogeneous medium. First of all, we remark that by inclusion we understand changes in the effective properties of the medium. Furthermore, we assume that the inclusions satisfy the following properties. The size of the inclusions should be several times larger than the probing pulse width, and smoothly varying on this scale. The inclusion increases (or decreases) the effective sound speed of the medium.
We shall probe the medium during different periods of time in order to know if any change has occurred in the medium properties. More specifically, if we think of the medium during these two periods of time, as been modeled by equations (2.2) (for media '1' and '2'), we are interested in determining if the effective sound speeds of the two media are different, i.e. c 20 (z) = c 10 (z).
To probe the media one uses an incident pulse that scales as (2.4), and search for information in the reflected signal but when there is no coherent reflection, all the information is hidden in the scattered signals produced by the random fluctuations of the medium, and a straightforward application of a detection technique is difficult to use, because of the low signal to noise ratio. Nevertheless, the statistics of the reflected signals are well understood and it is possible to extract information about the medium properties (see [7, 12, 17, 18] ).
We introduce here a method based on the time reversal difference procedure presented in section 2.4 and a hypothesis testing technique, considering the situation where measurement noise is present in the data. Our method is advantageous relative to just using the reflected signals. Since the time reversal difference procedure yields a coherent signal, one usually has a high signal to noise ratio and therefore standard detection techniques perform well. Moreover, when the refocused signal is statistically stable the influence of the random medium fluctuations are controlled and consequently good performance of the detection technique is expected. We shall show that our approach works well in very noisy environments.
Measured time-reversed difference reflection and its asymptotics.
As a result of the data acquisition process, some errors are introduced in the measured quantities. The quantities we are interested in are signals smoothly varying on the scale ε. We model the error introduced during a direct measurement of a time signal as an additive 'noise' varying on the scale ε a with a > 0, that is the measured signal g ε meas (t) associated with the actual signal g ε (t) is given as
where ν(·) is a mean zero, stationary Gaussian random process. Note that when a = 1, the noise fluctuates on the same scale as the incoherent wave reflections. Furthermore, we consider that this process has an integrable autocorrelation function which has the representation
where F ν (·) ≥ 0 is the power spectral density [19] , and E{·} represents expectation. Furthermore, the measurement error intensity is characterized by
Assuming that the direct measurement errors introduced during the time reversal procedure are statistically independent, we get that
The first term in this decomposition represents the actual time reversal signal difference (when no measurement errors are introduced during the process) and the second is associated with measurements errors. It arises from the propagation of the difference of the direct measurements noise associated with the primary reflections and the error in the direct measurement of the time-reversed difference reflection.
When a = 1, in the asymptotic limit ε ↓ 0, the term associated with the measurement errors can be filtered out (see appendix for details). Thus, we shall focus on the case where a = 1. Using the properties of the involved random processes, one can get that B ε t0,ν (s) converges in distribution as ε ↓ 0 to a stationary, Gaussian random process with mean B TRD t0 (s) given by (2.6) and covariance function
where K R 2,t0 (·) is related to the asymptotics of a backward Kolmogorov equation whose coefficients are associated with the statistics of the second (changed) random medium, see appendix B.
Statistical test.
3.3.1. Hypothesis testing formulation. The detection problem can be stated as a hypothesis testing problem for the following general hypotheses:
H 0 : there are no changes in the medium (null hypothesis) H a : the medium has changed (alternate hypothesis) According to the general theory of hypothesis testing [21] , the statistical test consists of a procedure to decide whether the null hypothesis can be accepted or rejected. In general, a region in the space where the sample lives is selected and when the sample belongs to it the hypothesis is rejected. This region is the so-called rejection region. In a test two types of errors can be made. Type I errors correspond to rejecting H 0 when it is correct (false alarm) and type II errors to accepting H 0 when it is false (missed detection). Their probabilities play an important role in the design of a test.
The probability of type I errors is given by
while the probability of type II errors is expressed as
Since generally, both errors can not be kept small at the same time a guideline for designing the test is to select the rejection region in such a way that the probability of type II errors (β) is minimized when the probability of type I errors (α) is fixed. The probability α is called the level of significance of the test. The success of the test (probability of detection) is called the power of the test and equals 1 − β. In detection applications it is usually presented graphically as the Receiver Operating Curve (ROC) that represents the power of the test as a function of the level of significance.
The asymptotic description of the measured time reversal difference signal as a Gaussian random process presented above allows us to select an appropriate statistical test for this detection problem. In what follows, we consider the detection problem for the asymptotic characterization of the measured time reversal difference signal.
We consider the (finite) discrete time sampling of the time reversed signal
t with uniform sampling rate h = s j+1 − s j and centred at s = 0 (i.e. (s 1 + s M )/2 = 0). The hypotheses can be reformulated as follows H 0 : x is a sample of the random variable
t with the B TRD t0
(·) given by (2.6) and the elements of the covariance matrices (C 0 ) ij , (C a ) ij are of the form C t0,ν ((j − i)h) given by (B.3) with the kernel K R t0 (·) corresponding to the initial and second (changed) media, respectively.
In general, the covariance matrix C 0 is unknown, however it can be estimated by performing time reversal experiments in the unchanged medium. (In the case of a homogeneous medium it can be explicitly computed from equation (B.3).) Thus, we now assume that C 0 is given. Concerning the covariance matrix C a , we assume that a set of admissible matrices S M is given (see the appendix for details).
Therefore, we can reformulate the problem as follows: given a sample x of a random variable distributed as N (µ, C) test the hypotheses H 0 vs. H a , where
• H 0 : µ = 0 and C = C 0 • H a : µ = 0 and C ∈ S M .
3.3.2.
A two-sided likelihood ratio test. As starting point for selecting the rejection region we use a likelihood ratio (LR) test [21] based on the statistic Q M (x) = x t C −1 0 x that has a χ 2 -distribution with M degrees of freedom under the hypothesis H 0 . However, the analysis of this test and its asymptotics as M → ∞, reveals that it is biased, see appendix B. To avoid this situation, we propose a two-sided LR test whose rejection region at significance level α is given by
represents the inverse of the cumulative χ 2 -distribution function with M degrees of freedom. Furthermore, an asymptotic analysis leads to the conclusion that for a fixed value of the significance level α > 0 and under suitable conditions, the power of the test
as M → ∞. Moreover, asymptotically the rate of convergence does not depend on the measurement noise intensity nor the time-reversed signal energy. This means that by using a sufficiently large sample we can achieve the required performance of the detection procedure.
3.3.3. Sensitivity on the inclusion characteristics. Next, we analyze how the characteristics of the inclusion affects the quality of the detection. More exactly, we estimate how the number of sample points necessary to achieve a successful detection depends on the inclusion properties. This analysis is based on the combination of some heuristic arguments and simple asymptotic results, see appendix B.
Let us consider an inclusion that changes the sound speed of the background medium from c 1 to c 2 , and has size ∆z ≤ l = c 1 t 0 /2. Furthermore, consider that the number
Note that this condition is fulfilled, for instance, when the relative variation of the sound speed and the relative size of the inclusion are small. Under this circumstance, for a level of significance α > 0 we expect a probability of detection better than 1 −β when the number of sample points satisfies
and the sample rate h is sufficiently small.
This gives a rough estimate of the size of the sample. In the numerical examples of the next section we used less than half the estimated number of sampling points, nevertheless we achieved an excellent rate of success.
Numerical results
In order to establish how well the introduced detection technique works we carry out several Monte-Carlo simulations by numerically solving the model equations (2.1). In doing this we address several key aspects of our approach to the detection problem. First, we illustrate the reliability of this detection technique by showing that the probability of detection observed in the simulations, is in complete agreement with the results predicted by the asymptotic theory, despite the fact that in simulations the small parameter ε is finite. Finally, we show the robustness of this technique to assumptions made in the asymptotic analysis.
Detecting an inclusion.
In this series of simulations we address the reliability of the proposed detection technique. We illustrate how using time reversal enhances the signal to noise ratio when compared with using only the reflected signals. Furthermore, we establish that the level of success of this detection test predicted from the asymptotic theory is actually achieved in the numerical simulations.
We consider the detection of an inclusion, that extends from z = −25 to z = −50, on an initial medium with a homogeneous background with ̺ 10 = K 10 = 1. The relative changes induced by the inclusion in the background and local sound speed are approximately of 12.3% and 12.9%, respectively. We only consider random fluctuations of the media density which have a 30% maximum intensity and a 17% standard deviation. One realization of the profiles of the sound speed before and after inclusion is presented in figure 1 . In the time reversal numerical procedure the incident pulse is a Gaussian of amplitude and width equal to one unit, and the recording time is t 0 = 90 time units. In the scaling we have chosen the small parameter ε ≈ 0.1. The numerical solution of the corresponding acoustic equations is carried out using a Lagrangian numerical scheme with discretization stepsizes ∆t = ∆z = 0.01 (see details in [25] ).
First, we carry out several time reversal experiments corresponding to an inclusion as depicted in figure 1 (upper left corner plot) for different levels of the measurement noise (σ ν = 0.05 − 0.5). In figure 2 we plot the signal to noise ratio associated with the reflected signals and the time-reversed difference reflection, respectively, with respect to the measurement noise intensity. It is apparent from the figure that time reversal enhances the signal to noise ratio, emphasizing the advantage of this approach. Finally, we briefly illustrate the influence of the time sampling rate h and the sample size M . In figure 3 , the three ROCs corresponding to (M, h) = (100, 0.02), (100, 0.01) and (200, 0.01), respectively, are shown. We can see that doubling the sample size produced a remarkable increase of the power of the test, whereas halving the sampling rate slightly reduced the power of the test.
Detecting a fluctuating slab.
The next example concerns the robustness of the proposed detection technique. Recall that the corresponding statistical test was obtained under the assumption that the time-reversed difference reflection is statistically stable. However, this happens under very specific conditions, for instance when one has an increasing/decreasing velocity perturbations. Furthermore, in typical situations we do not know that these conditions are fulfilled. Nonetheless, we show that the proposed detection technique is reliable under less restrictive conditions, namely in the case where the change occurs only in the fluctuations, a situation which still can be captured by our hypothesis based formulation.
We let the fluctuations change only in the finite slab from z = −24 to z = −44 of the medium, while the background propagation velocity remains unchanged and equal to 1.
The first plot in figure 4 represents one realization of the profile of the sound speed. The time reversal setup is similar to the one in the previous section, we use the same incident Gaussian pulse, recording time t 0 = 90 and a small parameter ε ≈ 0.1. We run three sets of Monte-Carlo simulations corresponding to the measurement noise levels σ ν = 0.05, 0.15 and 0.50, with 500 realizations each, to estimate all the necessary parameters in order to apply the statistical test and obtain its probability of detection for different values of the level of significance (0.001 ≤ α ≤ 0.25). The estimated parameters are also used to get the curves of the power P (·) using the equations corresponding to the statistically stable case.
The results are presented in figure 4 . There is a remarkable agreement between the (statistically stable) power of the test curve and the probability of detection obtained in the Monte-Carlo simulations. The results are slightly better than those presented in the previous section, demonstrating that this approach may be very efficient for estimation in certain scaling regimes. Moreover, as in the previous section the results are not very sensitive to the intensity of the measurement noise.
Concluding remarks
In this paper, we introduce a statistical technique for the detection of inclusions in a random medium, that takes into effect measurement errors. This detection technique relies on a time-reversal procedure and a statistical hypothesis testing approach. For the derivation of the statistical test, we take advantage of the asymptotic behaviour of the time-reversed difference signal as a small parameter ε, approaches zero.
The statistical test was specifically designed for the case where the time-reversed difference reflection satisfies the celebrated statistical stabilization property. We established this property for a situation that models a general class of inclusions.
Through a series of Monte-Carlo simulations we established the reliability of this detection technique when ε is small but finite, and we also established its robustness concerning the statistical stability property. More specifically, we showed that the probability of success of this detection test observed during simulations are in a remarkable agreement with those predicted by the asymptotic theory. Moreover, similar results are obtained in simulations where the statistical stability property is no longer valid. We also showed that by increasing the size of the sample we improve the performance of the detection technique.
Appendix A. Asymptotic analysis of time reversal in a changing medium
This appendix contains a generalization of some results that were presented in [13, 14] , concerning time reversal in reflection in a changing medium. More specifically, we consider the case where the background as well as the random fluctuations of the media involved in the time reversal procedure are different, but assume that the homogeneous half-space remains unchanged. In the cited references, the background properties also remain unchanged. In this appendix we assume no measurement noise, while we analyze the situation with measurement noise and the detection test in appendix B.
Let the involved media be characterized by the densities and bulk moduli described by (2.2), and their corresponding effective (or background) sound speed and acoustic impedance given by (2.3). We recall that the scattering effect of each inhomogeneous half-space is characterized in frequency space, by the medium reflection coefficients R ε j (ω), j = 1, 2 that solve their corresponding random Riccatti equations [7, 13] .
We let the impinging pulse be given by (2.4) and assume that the TRM is characterized by a cutoff function G t0 (·) supported on the recording time interval [0, t 0 ] (or rapidly decaying outside it).
Observing the time-reversed reflected acoustic field at the interface (u 
Notice that the signal B ε,TR t0
(·) is random and depends on the properties of the two media through the interface reflection coefficients.
A.1. Characterization of the limiting refocused pulse. A characterization of the refocused pulse for ε ≪ 1, is obtained by an asymptotic analysis (as ε ↓ 0) of the time-reversed reflected signal B ε,TR t0 (s). This analysis relies on the characterization of the limiting statistical moments of this signal using a diffusionapproximation theorem and Itô formula for stochastic differential equations. The calculations are analogous to those presented in [13] .
We have that the limit in distribution of the random signal B Let us define the differential operator
whose coefficients depend on the following media statistics
Furthermore, 1 {τ1=τ2} (·) denotes the indicator function of the set {z ≤ 0 : τ 1 (z) = τ 2 (z)} where
, j = 1, 2, represent travel time from location z to the interface in the corresponding background medium. Let W z , be a standard one-dimensional backward Brownian motion with z ∈ (−∞, 0] defined on a complete probability space (i.e. W −z is a standard onedimensional Brownian motion) [15] . Consider the second order backward Itô stochastic partial differential equation and set
Notice that in general these are random functions. In the important case where
In deriving this result, we first establish the tightness of this family of timereversed signals to ensure that the limit exist. Then, using a diffusion-approximation theorem, we are able to characterize the limit of the corresponding finite-dimensional distributions by determining all their associated statistical moments. Finally, using Itô formula one arrives at the representation above. We notice that if a multiscale model for the random media fluctuations is used, then the statistics (A.4) will smoothly depend on the depth z.
We next make some remarks about the stochastic equation (A.5). Note that it is not stochastic when γ m = 0, a condition which is fulfilled if and only if c 10 (·) = c 20 (·) and ρ m ≡α m /α m = 1.
It is worth noticing that when the time reversal is performed in an unchanged medium, the conditions above are satisfied, and we recover the following well-known results [7] : In the unchanged case, the time-reversed signal is deterministic (thus statistically stable) and the corresponding (deterministic) refocusing kernel is described as follows
The function w(z, ψ; ω, h) satisfies the backward Kolmogorov partial differential equation
and the partial differential operator L z is given by
where c 0 (·) = c 10 (·) = c 20 (·). Furthermore, for low frequencies ω, in the case where G t0 (·) = 1 [0,t0] (·), the refocusing kernel has the following asymptotic behavior (see for instance [12] ) Next, we shall focus on the case of two media. Let
with the understanding that if the set over which we take the supremum happens to be empty we put Z 0 = −∞. In this particular case (i.e. when Z 0 = −∞) we have that the refocused pulse is statistically stable, this is related to the fact that the propagation velocity remains unperturbed as was remarked in [14] . We refer to the interval [Z 0 , 0] as the unperturbed propagation velocity region (or slab). As a remark, we notice that for a multi-scale model of the random media fluctuations the coefficient ρ m smoothly depends on the depth z, thus the definition of Z 0 shall be changed to sup{z ≤ 0 :
Observe that the factor 1 {τ1=τ2} (z) in (A.3) switches on and off the dependence of L z on ψ, in particular if
one can explicitly find w(z, ψ; ω, h) for z < Z 1 as a function of w(Z + 1 , ψ; ω, h). Furthermore, we obtain that (A.14)w 12 (ω, h) = 1 2π
In particular, if Z 1 = 0, we have thatw(ω, h) = 0 so the refocused pulse is the null signal. This is an extreme situation in which the travel time difference in the forward and backward propagation generates fast phases that ultimately annihilates the time-reversed reflected pulse. We called the interval (−∞, Z 1 ] the asynchronous travel time region (or slab). A.1.1. Statistically stable refocusing. It should be noted that statistical stability means that the limiting time reversed reflected signal (A.2) is deterministic and therefore the convergence occurs in probability. We now discuss an interesting situation in which we have a statistically stable refocusing.
Note that −∞ ≤ Z 1 ≤ Z 0 ≤ 0. Suppose that Z 0 = Z 1 , i.e. the unperturbed velocity and asynchronous travel time regions complement each other, then from the observations above we have that under this condition the refocusing is statistically stable. Indeed, from the definition of Z 0 we get that w(Z 0 , ψ) = w(Z + 1 , ψ) is a deterministic function, thus from (A.14) and the representation given by (A.7) the result follows. This is a very interesting situation in which the statistical stability comes from the fact that the propagation velocity remains unperturbed down to some depth below which the fast phase associated with the travel time difference kills out the effect of velocity perturbations.
This occurs for instance if ρ m = 1 and δc
). In this case we say that the medium is changed by increasing (decreasing) the propagation velocity. We are specially interested in the case where δc is compactly supported as a model for the analysis of inclusion effects.
We remark that in the statistically stable case, for instance under the conditions stated before, we have convergence in probability whereas in the general situation the convergence occurs in distribution. This means that in the former case the refocused signal (for a small ε) remains close to the limiting deterministic signal (described by equations (A.5)-(A.7) and (A.2)) with high probability.
Next, we continue to study the solution of (A.5) and its relationship with the refocusing kernel (A.7).
A.1.2. Stochastic transport equations and the (random) refocusing kernel. We proceed by solving equation (A.5) using a Fourier series in ψ
We obtain a system of backward stochastic differential equations for the coefficients
for z < 0 with the final conditions .
Furthermore, for N < 0 one gets that V N = 0, and we finally have that
Introducing the inverse Fourier transform
and the averaged travel time τ = (τ 1 (z) + τ 2 (z))/2 as a new coordinate, we obtain the stochastic transport equations
for τ > 0, N ≥ 0, with U −1 = 0 and the initial conditions
The coefficients are given bȳ
where ξ(τ ) represents the inverse function of the averaged travel time, dM τ the Itô differential of the (forward) martingale M τ = W −ξ(τ ) and δ(t) the Dirac δ-function. This is a system of stochastic hyperbolic equations, reflecting the fact that the pulse propagates with a finite speed. As a consequence, we have that
On the other hand, from (A.14) and (A.15) we have thatw(ω, h) = V 0 (Z + 1 ; ω, h), and consequently (A.19)
is the time required to reach depth Z 1 and also the time required to get from there back to the interface. Therefore, if the cutoff function G t0 (·) = 1 [0,t0] (·) then the refocusing kernel can be written as
This means that the refocused pulse does not depend on the media properties below depth Z 1 , regardless of how large the recording time t 0 is. In particular, when the unperturbed velocity and asynchronous travel time regions complement each other (i.e. Z 0 = Z 1 ) the refocused pulse does not carry information about the inclusion characteristics.
We note that for a = 1, this contribution can be filtered out in the asymptotic limit ε → 0. This means, roughly speaking, that the signal B ε,TRD t0,meas (·) is statistically stable, and converges to the deterministic signal B TRD t0 (·) given by (2.6) in this asymptotic regime.
More exactly, we have that the random variable 2) this will follow by establishing that
To prove that E{| B ε t0,δν , φ | 2 } → 0 as ε → 0, we use the representation
Next, assuming thatĜ t0 ∈ L 1 (R), taking into account the boundedness of the reflection coefficient R ε 2 and the properties of the functionφ, the result easily follows from Lebesgue's dominated convergence theorem.
Furthermore, it can be established in a similar way that
as ε → 0, to get the convergence of B ε t0,ν , φ to zero. From now on, we focus on the case a = 1, in which the randomness plays an important role in the asymptotic behaviour of the measured time-reversed difference signal B ε,TRD t0,meas (·). By using that the random process δν(·) is stationary, Gaussian and centered and also considering the asymptotics for the moments of the reflection coefficient R ε 2 one can establish the convergence in distribution as ε ↓ 0 of B ε t0,δν (s) to a stationary, centred Gaussian process B t0,δν (s) with covariance function given by 
Furthermore, since δν(·) and ν 3 (·) are statistically independent we finally get that B ε t0,ν (s) converges in distribution as ε ↓ 0 to a mean zero, stationary, Gaussian random process with a covariance function given by
Finally, from the Slutsky's theorem [20] , it follows that B ε,TRD t0,meas (s) converges in distribution as ε ↓ 0 to a Gaussian random process with mean B TRD t0 (s) given by (2.6) and covariance function given by (B.7).
We remark that for time reversal in a random medium which remains fixed, a similar analysis of the measured refocused pulse yields the convergence in distribution to a Gaussian random process whose mean is the limiting deterministic refocused signal and the covariance function is similar to (B.7) except for the prefactor 2. Moreover, for time reversal in a generally changing medium a similar result holds as long as the limiting refocused signal (when no error measurements are present) is deterministic.
B.2. Analysis of the statistical test.
Recall that the detection problem can be stated as a hypothesis testing problem corresponding to H 0 : x is a sample of the random variable X 0 ∼ N (0, C 0 ) H a : x is a sample of a random variable X a ∼ N (µ a , C a ). (·) given by (2.6). Furthermore, the covariance matrices C 0 , C a are symmetric Toeplitz matrices with entries
where In order to explicitly write the dependence of the covariance matrices on the functions F 0 (·) and F a (·), we set C 0 = T M (F 0 ) and C a = T M (F a ).
Let us introduce the function
and its extreme values m F = ess inf F , M F = ess sup F . Since F ν (λ) ≥ 0 and
Consequently, the corresponding Toeplitz determinant
In what follows, we assume that m F > 0. In general, the covariance matrix C 0 is unknown, however it can be estimated by performing a time reversal experiment in the unchanged medium. (In the case of a homogeneous medium it can be explicitly computed from equation (B.3).) Thus, we now assume that C 0 is given, or equivalently that we know F 0 . Concerning the covariance matrix C a , since it is completely characterized by F a , we assume that a set of admissible functions F is given.
We can reformulate the problem as follows: given a sample x of a random variable distributed as N (µ, C) test the hypotheses H 0 vs. H a , where
The set F consists of the functions that can be represented as in (B.8), where the kernel K R 2,t0 corresponds to an admissible random medium through the relations (B.4)-(B.6). Here we consider the set of functionsF satisfying bounds similar to F a in (B.9).
B.2.1. The Likelihood Ratio Test. When testing composite hypotheses, as in the situation at hand, a useful way for selecting the rejection region is to use the Likelihood Ratio (LR) Test [21] . We consider it as a starting point but later on, after some asymptotic analysis we shall slightly modify this test in order to achieve a better performance.
The let the rejection region for this test at significance level α is given by R α = {x : Γ(x) ≥ c α } where
, and c α is determined from the equation Pr{x ∈ R α | H 0 } = α. After some simple algebra, we arrive at the test statistic Q M (x) = x t C −1 0 x and get that R α = {x : In order to measure the performance of the test, we now have to determine its power as a function of the significance level, i.e. the probability of rejection under the alternate hypothesis for each value of α. Since the alternate hypothesis is composite the power of the test is parameterized by the mean vector µ and the covariance matrix C = T M (F ) for someF ∈ F. We find P (α; µ, C) = Pr{x
This is the complement of the cumulative distribution function for a quadratic form of a normally distributed random variable, and we have [22] that P (α; µ, C) = G(χ 2 M (1 − α); λ, ξ) . The function G(·) corresponds to the complement of the cumulative distribution function of the random variable This integral can be efficiently evaluated with a high accuracy by using a GaussChebyshev quadrature formula [23] . B.2.2. Asymptotics of the LR test statistic. In this section we study the asymptotic behaviour for large M of the scaled test statisticQ M (x) = Q M (x)/M when x ∼ N (µ, C).
The mean and variance ofQ M are given bỹ where the constant A does not depend on M . Consequently, it is enough to prove that r M → 0 as M → +∞. Since, the covariance matrices are Toeplitz matrices, we get the following (uniformly in M ) bounds for the eigenvalues of CC as M → +∞. Consequently, when F /F 0 = 1 we get thatP (α; µ, C) → 1. Again, asymptotically the convergence rate does not depend on the noise intensity nor the time-reversed signal energy.
Asymptotically, we are testing whether F /F 0 is equal one or not. This quantity can be interpreted as an average (in frequency space) of the amplification/reduction ratio of the measurement-induced noise in the changed medium to the corresponding noise in the initial medium.
B.2.4. Dependence on the inclusion characteristics. In order to analyze how the characteristics of the inclusion affects the quality of the detection procedure we study their contribution to the leading terms of (B.12).
By assuming that h is sufficiently small, we can disregard the terms with a nonzero k in (B.8) to obtain the approximation
Note that one can get a similar approximation for (F /F 0 ) 2 1/2 . Furthermore, assume there is an inclusion that changes the sound speed of the background medium from c 1 to c 2 , and has size ∆z.
Note that, because of wave localization low frequencies will give a major contribution to the power density of the refocused signal (see for instance [7] ). This is also true in the present situation, thus we can use low frequency asymptotic of the refocusing kernel analogous to (A.13) in order to approximate the integral above. We get that with l = c 1 t 0 /2. Moreover, for Ξ small one also has the approximation (F /F 0 ) 2 1/2 ≈ 1. We consider the case where F /F 0 < 1 since the other situation can be treated in the same way. Hence for the power of the test we have that P (α; µ, C) ≈ 1 + Φ(y l,M ) − Φ(y r,M ) Φ(y l,M ) Φ(Ξ M/2 − Φ −1 (1 − α/2)).
Finally, it will be better than 1 −β when
We remark that this is a rough estimate of the number of sampling points. In the numerical examples presented in section 4, we actually used samples with 
