Constructing tests for exponentiality has been an active and fruitful research area, with numerous applications in engineering, biology and other sciences concerned with life-time data. In the present paper, we construct and investigate powerful tests for exponentiality based on two well known quantities: the Atkinson index and the Moran statistic. We provide an extensive study of the performance of the tests and compare them with those already available in the literature.
Introduction
Many statistical considerations, and especially those in reliability engineering and life sciences, depend on the assumption that the underlying cumulative distribution function (cdf) F is exponential (see, e.g., Doksum and Yandell (1984) , Balakrishnan and Basu (1996) , Lai and Xie (2006) , references therein). The desire to verify the assumption against various alternatives has initiated numerous constructions of goodness-and lack -of-fit tests for exponentiality. Specifically, suppose we are dealing with an unknown cdf F , which is known to have all finite moments and support in the non-negative half-line [0, ∞) . (If these assumptions are violated, then we reject the hypothesis of exponentiallity at the outset.) That is, given a significance level α, we wish to test the null hypothesis F ∈ EXP against the alternative F / ∈ EXP, or a narrower one, where EXP denotes the exponential family {G θ : θ > 0} with the cdf G θ (x) = 1 − e −x/θ , x ≥ 0. Later we shall find it also convenient to use EXP(θ) for the exponential distribution with parameter θ.
A large number of tests for exponentiallity have been proposed in the literature (see, e.g., Lee et al. (1980) , Ascher (1990) , Henze and Meintanis (2005) , references therein). In particular, Lee et al. (1980) and Ascher (1990) discuss tests based on the ratio
for some p > 0, which is specified by the researcher. (Needless to say, we assume that E [X] ∈ (0, ∞) and E [X p ] < ∞.) Such tests can be traced back to Greenwood (1946) , Kimball (1947) and Darling (1953) . Interestingly, the ratio Q F (p) is related to the Atkinson (1970) index A F (p) via the equation A F (p) = 1 − Q 1/p F (p), for 0 < p < 1. To get an insight into the meaning of the index A F (p), which has been extensively used in econometrics, we note that it is always between 0 and 1, and equals 0 when X is a constant almost surely; hence, in this 'egalitarian' case we have zero inequality. Note that restricting p to the interval (0, 1) is natural in the econometric context since these values p correspond to risk averse societies. When F ∈ EXP, then Q F (p) is well defined for all p > −1 and is equal to Γ(1 + p). Therefore, we can test exponentiality of F based on the equation Q F (p) = Γ(1 + p). Rejecting the equation in favour of an alternative suggests the non-exponential nature of F . Of course, we do not know if this is a lack -offit test or a goodness-of-fit test. To see the complexity of the problem, take, for example, the value p = 1 or p = 2. In the first case, the equation Q F (p) = Γ(1+p) holds for every cdf F . When p = 2, Lee et al. (1980) give an example of a nonexponential cdf F such that the equation Q F (p) = Γ(1 + p) holds. However, if we know that the latter equation holds for all p = 2, 4, . . . , then we have F ∈ EXP, which follows from the classical 'problem of moments' (see, e.g., Shohat and Tamarkin (1943) ). Indeed, when X ∼ EXP(θ), then the moment E [X p ] is equal to θ p Γ(1 + p) and the Carleman condition (see, e.g., Feller (1966) , p. 224)
= ∞ is therefore satisfied. Consequently, if we know that Q F (p) = Γ(1 + p) for all p = 2, 4, . . . , then the random variable X ∼ F is exponential.
Instead of testing the null hypotheses F ∈ EXP against the alternative F / ∈ EXP, we may of course find good reasons to test against narrower alternatives. For example, we may test against the class of those cdf's F / ∈ EXP that belong to the class L (see Klefsjö (1983) ). Within the class L, a random variable X is exponential if and only if the equation Q F (p) = Γ(1 + p) holds for some p ∈ (−1, 0) ∪ (0, 1) ∪ (1, 2) (see Cai and Wu (1997) , Lin (1998) , Bhattacharjee (1999) , Klar (2003) ). (Note that the equation Q F (p) = Γ(1 + p) holds for every random variable when p = 0 and 1; and we have already noted that the case p = 2 does not characterize the exponential distribution.) Interestingly, if we use (see Fig. 1 )
and under the exponentiality assumption rewrite the equation Q F (p) = Γ(1 + p) as R F (p) = Γ(1 + p) 1/p , then the latter equation in the case p = 0, or rather when p ↓ 0, becomes nontrivial, and useful. Indeed, the main idea of the present paper is based on the fact that the aforementioned limiting equation, which is exp{E [log(X)]} = µ 1 exp{−γ} with the Euler constant γ = 0.577215 . . . , leads to a powerful test for exponentiality, called the Moran test (see Moran (1951) , Tchirina (2005) ). The rest of the paper is organized as follows. In Section 2 we develop and discuss theoretical details (including large and small sample size scenarios) of tests for exponentiality based on R F (p) and R F (0). In Section 3 we present a comparative analysis of the power of various tests for exponentiality.
Hypotheses, parameters, and estimators
When constructing a test for exponentiality based on the equation R F (p) = Γ(1 + p) 1/p , the choice of p > −1 is, in principle, free. Of course, our wish is to choose p so that the resulting test would be powerful. While experimenting with various choices of p in a simulation study, we noticed that values p closer to 0 tend to result in more powerful tests. This inspired us to give a closer look at the limit of R F (p) when p → 0, which is
(We shall see later that the limit leads to the Moran statistic.) In the exponential case, the limit is equal to exp{−γ}, where γ = 0.577215 . . . is the Euler constant. Hence, in addition to R F (p) = Γ(1 + p) 1/p , we can also develop a test for exponentiality based on the equation R F (0) = exp{−γ}. To this end,
where R EXP (p) is exp{−γ} when p = 0, and Γ(1 + p) 1/p when p = 0. We next formulate the hypotheses:
For any p > −1, we have the equation τ F (p) = 0 whenever F ∈ EXP, and so the class of F such that τ F (p) = 0 contains the exponential class. Hence, by rejecting τ F (p) = 0, we reject F ∈ EXP; this leads to a lack-of-fit test. Recall also our earlier discussion when we noted that for certain values of p, the class of F such that τ F (p) = 0 coincides with the exponential class EXP; this leads to a goodness-of-fit test. In what follows, we are mainly concerned with the values −1 < p < 1, unless specified otherwise.
We next construct an empirical estimator of τ F (p) for p = 0 and then establish its asymptotic normality. Let X 1 , . . . , X n be independent and identically distributed random variables, each having the same cdf F . By the law of large numbers, the moments E [X] and
p /X n is a consistent estimator of R F (p) and coincides with the empirical Atkinson index extensively used and investigated in econometrics. The test statistic, which we call the Atkinson statistic for exponentiality, is defined by the equation
Theorem 1 establishes the asymptotic normality of the statistic T n (p). Note that in order to have the second moment of X p finite at least in the exponential case, we assume p > −0.5. Also, from Theorem 1 we exclude the case p = 0 as it will be separately investigated in Theorem 2 below. 
Under H 1 , the statistic T n (p) tends to ∞ in probability and so has the asymptotic power 1. Furthermore, when F ∈ EXP, then .2), we first write the covariance and the two variances on the right-hand side of equation (2.1) in terms of moments. Then we express the moments using the equation E [X p ] = θ p Γ(1 + p), which holds for every p in the exponential case. After elementary simplifications we arrive at equation (2.2), which is depicted in Fig. 2 . This completes the proof of Theorem 1.
When p = 0, we construct a test statistic by first noting that E [log(X)] is consistently estimated by n −1 n i=1 log(X i ), and hence exp{E [log(X)]} is estimated by the geometric mean
. Consequently, when p = 0, we have a statistic, which we call the Moran statistic for exponentiality (see Moran (1951) , also Tchirina (2005)), and which is defined by the equation
Theorem 2. Under H 0 , and also assuming that the moment
Under H 1 , the statistic T n (0) tends to ∞ in probability and so has the asymptotic power 1. Furthermore, when F ∈ EXP, then
Proof. Analogously to the proof of Theorem 1, we need to show that
is asymptotically normal with the mean vector (µ, Λ) and the covariance matrix Σ 0 whose diagonal entries are σ 11 = var[X] and σ 22 = var[log(X)], and the off-diagonal entries are cov[X, log(X)]. Hence, the limiting distribution of S n (0) is (see, e.g., Serfling (1980) , p. 124) centered normal with the variance σ 2 F (0) given by equation (2.3). We next show that, assuming exponentiality, equation (2.3) reduces to equation (2.4). Since E [log(X/θ)] = γ, we have exp{E [log(X)]}/E [X] = e −γ . The mean of X is equal to θ, and the variance is θ 2 . Hence, the only two ingredients on the right-hand side of equation (2.3) left to calculate are cov[X, log(X)] and var[log(X)]; the latter can of course be written as var[log(X/θ)]. Next we write the expectation E [log(X/θ) 2 ] as the integral ∞ 0 log 2 (y) 2 e −y dy and find in handbooks of mathematical formulas that the value of the inegral is γ 2 +π 2 /6. In view of this and since E [log(X/θ)] = γ, we have the equation var[log(X)] = π 2 /6. We next calculate the covariance cov[X, log(X)]. First we rewrite the covariance as the difference E [X log(X)] − θE [log(X)]. The expectation E [log(X)] is equal to γ + log(θ). Next we calculate E [X log(X)] by first expressing it as θE [(X/θ) log(X/θ)] + θ log(θ) and then writing the expectation E [(X/θ) log(X/θ)] as the integral ∞ 0 x log(x)e −x dx. Integrating by parts, we obtain that the integral is equal to 1 + γ. Hence, E [X log(X)] = θγ + θ log(θ) + θ and, in turn, cov[X, log(X)] = θ. Using the above obtained expressions on the right-hand side of equation (2.3), we arrive at equation (2.4). This completes the proof of Theorem 2.
We conclude this section with several notes that clarify the statements and proofs of Theorems 1 and 2, and also address several issues, that are either of interest on their own or useful in subsequent sections.
Suppose that we are concerned with the null hypothesis F ∈ EXP, which is of course a special case of τ F (p) = 0. The statistic T n (p) is scale invariant since R n (p) is such. That is, the value of T n (p) is the same irrespective of whether we use the sample X 1 , . . . , X n or X 1 /c, . . . , X n /c for any constant c > 0. Hence, under the null hypothesis F ∈ EXP, we can restrict ourselves to the case F = G θ with θ = 1. Consequently, for every sample size n, the critical values of the test can be obtained numerically, and as precisely as desired. Naturally, the critical values obtained this way are more appropriate for any given sample size n than those derived from the estimated asymptotic variance σ 2 F (p). The statistic T n (p) is a ratio of two moment-type quantities and therefore falls into the class of so-called 'ratio statistics' (see, e.g., Tarsitano (2004) , Maesono (2005) , references therein). Hence, a number of venues are available for further fruitful research on statistical inferential properties of the statistic, such as its asymptotic representation, mean squared error, bias correction, etc. (see, e.g., Maesono (2005) ).
The above established asymptotic normality (see Theorems 1 and 2) can also be established using limit theorems for empirical moment processes as well as for empirical generalized moment processes, which are thoroughly investigated by Csörgő et al. (1986) . Though the latter process-based approach is more general, it is not simpler than the one based on Serfling (1980) , which we have used for proving Theorems 1 and 2. However, results of Csörgő et al. (1986) (see, e.g., Theorem 5.1 therein) provide an indispensable tool for establishing the asymptotic distribution of T n (p) simultaneously for all p in a compact interval, say, [0, 1] or [−1 + ε, 1] for any fixed ε > 0. In conclusion, Csörgő et al. (1986) opens up yet another interesting venue for research in the area.
A few historical notes follow. Shorack (1972) shows that the Moran test is a uniformly most powerful scale-free test, and that it is also a uniformly most powerful unbiased test for exponentiality against the gamma alternative, provided that the shape parameter θ (see Table 1 below) is greater than 1. Tchirina (2005) provides a thorough research of various statistical properties of the Moran (1951) statistic, including its large deviations, Bahadur efficiency, description of the local Bahadur optimality domain, and other properties (see, e.g, Nikitin (1995) , for a general discussion of these notions).
Searching for powerful tests
In this section we search for powerful statistics among T n (p), −1 < p < 1, and then compare the resulting tests with those already available in the literature. Because of the latter reason, we follow Henze and Meintanis (2005) and work with nine 'alternative' distributions specified in Table 1 . We use either the same parameters θ as in Henze and Meintanis (2005) Table 2 . Note from the table that for many alternatives, the empirical power of T n (p) either monotonically increases or decreases as p increases. For example, in the case of the alternative LN(0.8), the power of the T n (p) decreases as p increases, regardless of the sample size n. Therefore, for such alternatives it seems natural to use the statistic T n (0). Similarly, the power increases in the case of the alternative LN(1.5), and so we suggest using p = 0.99, regardless of the sample size (we have already noted that the case p = 1 is useless since R F (p) = 1 for every cdf F ). It should be noted, however, that for some alternatives (e.g., W(0.8), HN, CH(1, 0), LF(2.0), LF(4.0), EV(0.5)) the behavior of the power is more complex. For example, the power increases in the Dhillon's (1981) distribution with cdf 1 − exp{−(log(x + 1)) θ+1 }. case of the alternative W(0.8) when n = 20 but shows the tendency to decrease when n = 200. When working with such alternatives, choosing a best value for p is not as straightforward as in the monotonic cases, and thus simulation results presented in this paper can aid in making well informed decisions. Furthermore, since we consider goodness-or lack-of-fit tests, we are looking for a test that has a reasonable power against a wide variety of alternatives. Since the power of the tests is generally very high when n is larger than 100, it is natural to choose p based on the results when n = 20 and 50. Based on these considerations and in view of our findings in Table 2 , among the class of statistics T n (p), 0 ≤ p < 1 we naturally restrict our attention to T n (0) and T n (0.99) only. Table 3 exhibits similar characteristics as those in Table 2 . Indeed, for many alternatives, the power monotonically increases as p gets closer to 0 regardless of the sample size. It is only for LN(0.8) that the power monotonically decreases as p increases to 0, regardless of the sample size. Furthermore, the dependance of power on p changes according to the sample size for the alternatives W(1.4), Γ(2.0), CH(1.0), EV(0.5), DL(1.0), and DL(1.5).
Henze and Meintanis (2005) compare ten test statistics for exponentiality against the eighteen alternatives specified in Table 1 when the sample sizes are n = 20 and n = 50. The authors conclude that when n = 20, the most powerful tests among the statistics are the Epps and Pulley (1986) statistic EP n , Kolmogorov-Smirnov type statistic KS n of Baringhaus and Henze (2000) , Cramér-von Mises type statistic CM n of Baringhaus and Henze (2000) , D'Agostino and Stephens (1986) statistic S n , and Cox and Oakes (1984) statistic CO n . When n = 50, the test statistic KS n is replaced by the classical Cramér-von Mises statistic ω 2 n . We next compare these statistics with T n (0) and T n (0.99), as well as with the recently proposed test of transformed estimated empirical process (TEEP ) by Cabaña and Cabaña (2005) . The power estimates of the statistics are given in five Tables 4-7 for the sample sizes n = 10, 20, 50, and 100, respectively. For these statistics, the critical values corresponding to the significance level α = 0.05 have been obtained from the corresponding sampling distributions by generating 100,000 replications. The table entries are the percentages of rejections among the 100,000 replications, rounded to the nearest integer. The results of Tables 4-6 are visualized in Figs. 3-5 , where we plot the power of each test against the eighteen alternatives. Each panel in the figures shows a comparison of the test T n (0), depicted using solid lines, with each of the remaining tests, depicted using dot-dashed lines. The empirical power of the TEEP test is taken from Cabaña and Cabaña (2005) , where it is calculated for the sample sizes n = 20 and 50. We see from Fig. 3 (sample size n = 10) that the test based on T n (0) is at least as powerful as the other tests against the alternatives 1-6, 8 and 10-18. The test, however, is less powerful than the other tests against the remaining alternatives, which are 7 and 9. In Fig. 4 (sample size n = 20) the characteristics are similar to those when n = 10, but the test based on T n (0) does not perform best in the case of the alternative 16. In Fig. 5 (sample size n = 50) the test based on T n (0) is at least as powerful as the other tests against the alternatives 1-6, 10-12, 17, and 18, but it does not perform as well as the other tests against the remaining alternatives 7, 8, 9, and 13-16. The results of the aforementioned tables and figures are succinctly summarized in Tables 8 and 9 . Specifically, in Table 8 we present the number of alternatives against which the specified test statistic is the most powerful one among the competitors; the counts include ties. The test based on T n (0) is best when n = 10 and is second best when the sample sizes are n = 20 and 50. In Table 9 , we present the averaged empirical powers of each test statistic over eighteen alternatives. The test based on T n (0) has distinctively the highest averaged power when n = 10 and 20. When the sample size n is larger than 50, then the average power of T n (0) is comparable to that of the other tests, which is expected since for sufficiently large sample sizes all test perform similarly. We now depart from the choices of θ used in Tables 2 and 3 , which are the same as in Henze and Meintanis (2005) . To proceed, we need additional notation. Namely, let K(f, g) = κ(f, g) + κ(g, f ) be the 'symmetrical' KullbackLeibler (KL) distance (see Kullback and Leibler (1951) 
) is, of course, always symmetric. We check that the KL distance K(f, g) between the EXP(1) pdf g and the pdf f ∼ F Y , where Y = X/E [X], varies consider- ably depending on the distribution of X used in Tables 2 and 3 . Therefore, to eliminate this variability, in addition to those values of θ used by Henze and Meintanis (2005) , we choose values that give the same KL distance; for example, K(f, g) = 0.2 and 0.5. For this reason, we omit the half-normal and uniform distributions from the list since these do not have parameters that help us to achieve the desired KL distances. The values of θ that give K(f, g) = 0.2 are specified in Tables 10-11 , and the values of θ that give K(f, g) = 0.5 are in Tables 12-13. Interestingly, the Kullback-Leibler 'information' κ(f, g ) has recently been used to construct a test for exponentiality in the case of type II censored data (see Park (2005) ). Tables 10-13 show power estimates of T n (0), T n (0.99), and the six afore- Henze and Meintanis (2005) when the sample sizes are n = 20 and 50, and for the KL distances K(f, g) = 0.2 and 0.5. The results are summarized in Tables 14 and 15 . Specifically, in Table 14 we find the number of alternatives against which the specified test statistic is the most powerful one among the competitors; the counts include ties. The test based on T n (0) performs the best in all cases. In Table 15 we find the averaged empirical powers of each test statistic over eleven alternatives when K(f, g) = 0.2, and over twelve alternatives when K(f, g) = 0.5. The test based on T n (0) has the lowest and second lowest averaged rank when n = 20. When n = 50, the averaged rank of the test based on T n (0) is not among the lowest.
