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This paper presents a demonstrably convergent method of feasible directions 
for solving the problem min{#) 1 g’(x) < 0 i = 1,2,...., m}, which approxi- 
mates, adaptively, both d(x) and V~(X). Th ese approximations are necessitated 
by the fact that in certain problems, such as when 4(x) = max{ f (x, y) / y E Q,>, 
a precise evaluation of 4(x) and V4( x is extremely costly. The adaptive pro- ) 
cedure progressively refines the precision of the approximations as an optimum 
is approached and as a result should be much more efficient than fixed precision 
algorithms. 
It is outlined how this new algorithm can be used for solving problems of the 
form min,+ maxye~J(X, y) under the assumption that Sz, = {x 1 g’(x) Q 0, 
j = I,..., s} C Rn, Q, = (y I J?(y) < 0, i = l,..., t} C [Wm, with f, gj, 5’ con- 
tinuously differentiable, f(x, *) concave, 5’ convex for i = l,..., t, and Q, , Sa, 
compact. 
1. INTRODUCTION 
One of the major classes of algorithms for solving nonlinear programming 
problems of the form min($(x) / g(x) < 0} (with 4: Iw” + W, g: W -+ [w” 
continuously differentiable) is the class of methods of feasible directions 
[l-7]. All these algorithms have the following feature in common: To 
compute X~+~ from xi , one must compute both +(x6) and V+(xJ). Although 
usually this results in no difficulty, there are some cases where the need to 
compute $(xJ (and V+(x,)) leads to severe complications. For example, 
suppose that 
Then, to compute 4(x) we must bring in a subprocedure (probably also a 
method of feasible directions) which constructs a sequence {ri} such that 
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f@, rj> - 544 as j + CD. Therefore, if viewed constructively, a method of 
feasible directions cannot be applied to such a problem, since we would have 
to compute an infinite sequence {xi}, each element of which is only obtainable 
as the limit point of an infinite sequence (Y,~}&, . Even if one adopts a non- 
theoretical point of view, it is clear that the computation of adequate approx- 
imations to $(xJ and to V+(xJ b is ound to be extremely time consuming 
when 
We shall show in this paper how one particular method of feasible directions 
(due to Polak [4]) can be modified so as to eliminate both the theoretical and 
practical difficulties indicated above. A similar treatment also appears to be 
possible for some of the other methods of feasible directions. To obtain our 
new algorithm, we need to extend a method for implementing theoretical 
algorithms discussed in [g-lo]. Th’ is is done in the next section. After that 
we construct a method of feasible directions using function approximations, 
and, finally, we indicate how it applies to min-max problems. 
2. A MODEL FOR IMPLEMENTATION 
Let 97 be a normed linear space and let T be a closed subset of 3. Suppose 
that T contains a set A of desirable points and that we wish to find an x E A. 
Quite commonly, a theoretical algorithm for finding an x E A will make use 
of a search function A: T -+ 2r and of a stop rule (surrogate cost) function c: 
T + [WI and will have the form below. 
Algorithm Model 2.1. 
Step 0. Select an x,, E T and set i = 0. 
Step 1. Compute a y E A(q). 
Step 2. If c(y) >, c(x& stop; else, set xi+i = y and go to Step 3. 
Step 3. Set i = i + 1 and go to Step 1. 
When the function A( .) and c( .) appearing in (2.1) cannot be evaluated in a 
reasonable manner, one needs to approximate A(x) and C(X) somehow. In our 
algorithms, we shall use sequences {Aj(.)}~=,, and {Cj( .)}& of approximating 
functions, where Aj: T -+ 2T and Cj: T + 2n1 for j = 0, 1, 2,.... We shall 
assume that the functions c( .), C,( .) and Aj( .), and the sets T and A have the 
following properties. 
Assumptions 2.2. 
(i) c(.) is continuous on T; 
(ii) T is compact; 
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(iii) Given any x E T satisfying x $ d, there exists an E(X) > 0, a 
6(x) > 0 and an integer N(x) > 0 such that 
q(y) - c,(x’) < - Q), vy E A@‘), VX E B(x, E(X)), 
VCj(X’> E Cj(X’>, VCj(Y> E Cj(Y), vj > w4, 
(2.3) 
where 
B(x, c) 2 {x’ E T / // x’ - x // < E}; (2.4) 
(iv) Given any integer j 3 0, there exists a wj > - CO such that 
&> > wj , V&c) E C&), Vx E T. (2.5) 
(v) Given any y > 0, there exist an integer M(y) 3 0 such that 
I ck4 - 44 G Y? V&) E C&), Vi 3 M(y), Vx E T. 0 (2.6) 
In terms of these new functions, algorithm 2.1 expands as follows. 
Algorithm Model 2.7. 
Step 0. Select an x,, E T; select parameters co > 0, OL E (0, l), and an 
integerj,,>O.Seti=O,j=j,,,q(O)=j,,,and~=~,. 
Step 1. Compute a cj(xi) E Cj(x,). 
Step 2. Compute a y E A,(x,) and a cj(y) E C,(y). 
Step 3. If cj(y) - cj(xi) > - ~,setj=j+l,~=c~andgotoStepl; 
else set xi+i = y, ci+i = E, q(i + 1) = j and go to Step 4. 
Step 4. Set i = i + 1 and go to Step 2. [? 
Comment 2.8. The E-test in Step 3 above serves the purpose of ensuring 
that the integer j used at xi was sufficiently large for the approximations 
Ai( Cj(xi), C,(y), to A(xi), c(xJ, c(y), to be adequate. It is borrowed 
from a similar implementation of (2.1) given in (A.l.l) of [lo]. q 
Comment 2.9. The sequences {q(i)} and {Q} are defined in (2.7) only 
because we shall need them later. Note that for i = 0, 1,2, 3,... 
ci = olq(i)Eo , (2.10) 
xi+1 E &+&i). q (2.11) 
The following lemmas will enable us to state the convergence properties 
of algorithm (2.7). 
LEMMA 2.12. Suppose that the algorithm 2.7 jams up at a point xi , 
cycling indefinitely between Steps 3 and 1. Then xi E A. 
409/41/3-4 
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Proof. Suppose that the algorithm 2.7 jams up at xi and that xi $ A. 
Then by (2.2, iii) there exist an ‘(xi) > 0, a 6(xJ > 0 and an integer 
N(x$) 3 0, such that 
Q(Y) - Cj(%> d - S(Xi), vy E Aj(Xi), VCj(X,) E Cj(Xi), 
WY) E C,(Y), vj > N(xJ. 
(2.13) 
Since the algorithm is cycling indefinitely between Steps 3 and 1, it must be 
constructing sequences {yr}~zo , {c~(~)++.(x~)}~=,, and {~ (~)+r(yr)}~,, , such that 
YT E 4i)+&i), W+r(%) E C*(i)+&), 
%W+r(YJ E c*w+T(Yc)~ Y = 0, 1, 2,... 
and 
Cg(i)+r(yr) - c*(i)+r(xJ > - aQ(i)+TEo = - arei ) Y = 0, 1, 2 ,.... 
However, there exists an integer p > 0 such that 
4xQ(i)+%o < 6(x& Q(i) + P 2 Jwi)* 
(2.15) 
(2.16) 
Consequently, for Y > p, (2.15) contradicts (2.13) and (2.16) and hence we 
conclude that we must have xi E A. 0 
LEMMA 2.17. Consider the sequences {Q} and {q(i)} generated by algorithm 
2.7 while constructing a sequence {Xi} C T. If {xi> is infinite, then q(i) -+ 00 and 
Ei-+Oasi-+oo. 
Proof. Suppose that {xi} is infinite. Then {ei} is an infinite, monotonically 
decreasing sequence bounded from below by zero. Consequently, l i + E* > 0 
for i + 0~). Suppose that E* > 0. We shall show that this leads to a contra- 
diction. 
Since ei + E* and E* > 0, it follows from (2.10) that there exists an integer 
N’suchthatfori3N’Ei=Eitl=...=E*andq(i)=q(i+1)=...=q*. 
It now follows from the test in Step 2 of (2.7) that for i 3 N’, 
and c*(i+l)(xi+l) ’ ‘q*(‘i+l)’ 
We may therefore write 
cq(i+Jxi+l) - Cq(i+l)W = C,*(Xi+,) - c**(xJ G - fi+1 
(2.18) 
* =-6) vi>N’, 
where 
‘**CxJ = cq(i+l)(xi) and c&+J = c*(i+l)(xi+l)~ 
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Therefore, we must have c,&) + - CO as i-t CO. But, by (2.5) 
c&xi) 3 w,,* > - co, and hence we have a contradiction. Therefore E* = 0. 
Finally, since ci --f 0 as i -+ co, it follows from (2.10) that q(i) --t CO as i + CO. 
q 
PROPOSITION 2.19. Suppose the algorithm (2.7) constructs an inf;nite 
sequence {xi}& . Let A denote the set of accumulation points of {xi}&, . Then, 
given any y > 0, there exists an integer P(y) such that 
min(jj xi - x*llIx*E4,<Y, Vi 2 P(Y). q (2.20) 
THEOREM 2.21. Algorithm 2.7 will either jam up at a point xi , cycling 
indefinitely between Steps 3 and 1, in which case xi E A, or else, it will construct 
an infinite sequence {xi} which has at least one accumulation point in A. 
Proof. The first part of the theorem was established in Lemma 2.12. 
Hence, suppose that {xi} is infinite. To obtain a contradiction, suppose that 
A n d = +, where A is the set of accumulation points of {xi}. Since T is 
compact, A is a nonempty compact set, and hence (because we have assumed 
that A n A = $) it follows from (2.2, iii) that there exist an cA > 0, a 6, > 0 
and an integer N,, 2 0 such that 
q(y) - 4x’) < - 8, , vy E A,(x’), Vx’ E qx*, c/J, 
Vq(y) E Cj(y), Vq(x’) E C,(x’), Vx* E A, Vj 3 N,, . 
(2.22) 
Let P(c,,) be defined as in (2.19) (for y = en). Then, since q(i) + co as 
i-t co by Lemma (2.17) there exists an integer Nr > P(<J such that 
q(i) > NA for all i > Nr , and hence 
~di+l)(xi+l) - C&+1)(%) G - 6, > vc*(i+*)(xi) E c~(i+dxi)9 
VCQ(i+dXi+d E Ca(i+dXi+J, vi > Nl . 
(2.23) 
Now, from (2.2, v) [see (2.6)], we conclude that there exists an integer 
IV2 > Nr such that 
I 4%) - 4xJl < a/l/4, Vcj(xi) E C,(xJ, Vi > N, , Vj 2 q(i). (2.24) 
Hence, since q(i + 1) 3 q(i), for i = 0, 1, 2 ,..., 
cdt)(xt> 3 c(Xi> - 6A/4 2 c*(i+dxi) - sA/2, 
VW)(XJ E CdxJt VW+&~) E Cq(i+l)(xi), vi > Nz . 
(2.25) 
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Combining (2.25) with (2.23), we now get 
(2.26) 
and therefore we must have cati) + - CQ as i+ co, for any 
C&d%) E CndXi), i = 0, I,.... 
Now let KC (0, 1, 2 ,... > be such that xi -+ x* E fl as i -+ co, i E K. Then, 
by (2.2, v), and Lemma 2.17, there exists an integer Ns 3 0 such that 
I c&i) - 4-d d I +*)1/4, 
Vw(xi) E Ca&), vi 3 N3 , i E K 
(2.27) 
and also, since c(s) is continuous, 
I44 - 4x*)1 < I c(x*)l/4, Vi>N,, iEK, (2.28) 
where c(x*) > - co because c(.) is continuous on T. Combining (2.27) and 
(2.28), we obtain 
C&Xi) 3 c(x*) - I +*)I/2 3 - $ I +*>I > - co, 
k&) E Cat&>, vi b N3 , i E K, 
(2.29) 
which contradicts our previous conclusion that cp&xi) + - co as i---f co, 
for any c&xi) E Co&xi), based on the hypothesis that n n d = $. Hence 
AnA#+ and we are done. 0 
Theorem 2.21 states that when the sequence {xi} is infinite, it must have at 
least one accumulation point in A, the set of desirable points. Clearly, if 
xi --f x* as i -+ co, x* E A. The reader may well wonder as to the value of 
algorithm 2.7 when the sequences it constructs have more than one accumula- 
tion point. Although, at present, we cannot make a general statement, we 
can assert that it is sometimes possible to add to an algorithm of the form of 
(2.7) a simple subprocedure which sifts out a subsequence, all of whose 
accumulation points are in A. In such a case, we obtain an algorithm of value. 
In particular, we shall see that the above assertion applies to the algorithm 
which we shall develop in the next section. 
With these preliminaries out of the way, we shall now construct a new 
method of feasible directions, using function approximations. 
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3. A METHOD OF FEASIBLE DIRECTIONS WITH APPROXIMATIONS 
Consider the problem 
mi4W I &4 d 01, (3.1) 
where 4: [w” + UP and g: [w” -+ [w” are continuously differentiable functions. 
Let Q, C IFP be defined by 
Qz: = ix I g(x) < 0). (3.2) 
Now, for any x E 12, and for any E >, 0, let the index set 1=(x, c) C (1,2, 3 ,..., 731) 
be defined by 
w, 4 = (4 6 (1, 2,..., 4 I gP(x) 3 - 4, 
let S C !R” be defined by 
(3.3) 
and let 8: Q, x R+ + Iwr be defined by 
(3.4) 
Note that 0(x, E) < 0 for all x E Qz , for all E > 0. We can now state a well- 
known necessary condition of optimality for (3.1). 
PROPOSITION 3.5. Suppose that $ E 12, solves (3.1), i.e., 
I+($) = min{$(x) / x E Qn,}. 
Then for every E > 0, 0(.9, l ) = 0. q 
Now suppose that to compute 4(x) and V+(X) we must use a subprocedure 
which constructs two sequences {&(~)}j”=~ , {Vj$(x)}$ , such that $j(~) -+4(x) 
and V,+(X) ---f V+(X) as j -+ 00. In constructing an algorithm which truncates 
these sequences we shall need the following hypotheses to hold [cf..(2.2)]. 
Assumptions 3.6. 
(i) The set Qs in (3.2) is compact. 
(ii) For j = 0, 1,2,..., aj: BP-+ 2n1, V,@: lR?+2a” are functions 
such that given any y > 0 there exists an integer M(y) 3 0 such that 
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(iii) Given any integer j 3 0, there exists a wj > - co such that 
$4(x> >, Wf , V&(x) E @‘j(x), vx E Q, . 0 (3.9) 
DEFINITION 3.10. We define 8: Qn, x UP x Rf -+ UP and H: 
s2, X W X R++2s as 
(3.11) 
27(x, u, c) = {h E s / lJ( x, ~1, l > = ma404 h); <Vgq(x), h), 4 EL@, +>. 0 
* (3.12) 
Note. 0(x, u, c) and a vector h E &x, U, e) can be computed by solving a 
linear programming problem (see Section 4.3 in [lo]). 
We shall now modify algorithm 4.3.26 in [lo] so as to make it correspond 
to algorithm model 2.7, and, in addition, we shall add a sifting subprocedure 
to extract a subsequence {xi}iaK all of whose accumulation points x* will 
be shown to satisfy 13(x*, 0) = 0. For the sake of convenience, we break up 
the following algorithm into two subprocedures. 
Exteruion of the Polak Method of Feasible Directions 3.13. 
St&procedure I. Method of feasible directions with approximations. 
Begin: 
Step 0. Select parameters co1 > 0, co2 > 0, co3 > 0, Xmin E (0, 11, 
0~~ E (0, l), a2 E (0, l), 01~ E (0, 1) and an integer j,, > 0; compute an x,, E 52,; 
seti=0,j=j,,,k=0,r2=E,,2,e3=q,3. 
Step 1. Set l 1 = cOl. 
Step 2. Compute a &(xi) E Qj(xi) and a V&xi) E V$(xJ.’ 
Step 3. Compute 0(x, , V&xi), &) and a vector 
h(x, 7 V&(X<), e’) E a(~$ , V&Xi), cl)* 
Step 4. If 0(x, , V,$(x,), cl) = 0, compute 0(x, , V&x,), 0) and go to 
Step 5; else, go to Step 6. 
step 5. If 0(X, , V&xi), 0) = 0, set x’ = xi , set $r(x’) = &(x6) and go to 
Step 14; else set $ = C+ and go to Step 3. 
Step 6. If 0(x, , V&xi), cl) < - &, go to Step 7; else, set c1 = ale1 and 
go to Step 3. 
1 Note that a V,$(x,) E V&x,) may already be available because of its computation 
in Step 17 and hence need not be recomputed. 
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Step7. SetX=l. 
Step 8. Compute G = g(x, + ti(x, , Vj+(xi), cl)). 
Step 9. If G < 0, go to Step 10; else, set X = h/2 and go to Step 8. 
Step 10. Compute a 
Step 11. Compute 
Step 12. If D > 0 go to Step 13; else set x’ = xi + M(xi, V&xi), cl), 
set I$~(x’) = &(xi + Xh(x, , V&xi), cl)) and go to Step 14. 
Step 13. If h > X,i,/2j, set h = A/2 and go to Step 8; else set x’ = xi , 
set $i(x’) = &(xi) and go to Step 14. 
Step 14. If $i(x’) - I$~(xJ < - La, go to Step 15; else, set j = j + 1, 
set e2 = a2e2 and go to Step 1. 
Step 15. Set xi+r = x’, set q(i + 1) = j, •f+~ = e2. 
Comment. Do not compute q(i + 1) and ef+r . These quantities are 
introduced only for the convenience of the proofs to follow. 
End: 
Step16. Seti=i+l. 
Subprocedure II. Sieve 
Begin: 
Step 17. Compute a VA(x’) E Vp(x’). 
Step 18. Compute 6(x’, VA(x’), l “). 
Step 19. If 0(x’, V&x’), e3) 3 - l 3, go to Step 20; else, go to Step 1. 
Step 20. Set zk = x’, set ck3 = l 3, set p(K) = q(i). 
Comment. Do not compute ek3 and p(K). These quantities are introduced 
only for the convenience of the proofs to follow. 
End: 
Step 21. Set c3 = cz3c3, setk=k+l,andgotoStepl. 0 
We shall now show that Subprocedure I (Steps (r16) of algorithm 3.13 
corresponds to the model 2.7, with the functions A,(.) being defined by the 
Steps 1-13 of (3.13), and with Dj(.), e2 and a2 in (3.13) taking the place of 
C,(.), E and (Y in (2.7). The additional parameters in Step 0 of (3.13) are used 
either to define the A,(*) or in the sifting Subprocedure II, defined by Steps 
17-21 of (3.13). 
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First, we must show that the maps A,(.) are well defined by Steps 1-13 
of (3.13), i.e., that Subprocedure I of (3.13) cannot jam up before reaching 
Step 14. We shall do this in the following lemmas. 
PROPOSITION 3.14. For any x E 52, , there exists a p(x) > 0 such that 
I&, c) = b(x, O), vc E P, P(41, (3.15) 
0(x, 24, 6) = Q(x, 24, O), VE E [O, p(x)], vu E R”. (3.16) 
LEMMA 3.17. Subprocedure I of algorithm 3.13 cannot cycle indejkitely 
in the loop defined by Steps 3-6. 
Proof. Suppose that 0(x, , u, 0) = 0 for some u E Iw”. Then, since 
I,(xi , 0) C1&xi , G) for all G 3 0, we must have 
0 = 0(x, , u, 0) < 0(x, ) u, cl) < 0, (3.18) 
and hence 0(x, , u, cl) = 0. So that when 0(x, , VA(xi), 0) = 0, algorithm 
3.13 proceeds from Step 3 to Step 4 to Step 5 and hence to Step 14. Now 
suppose that 0(x, , Vj$(xi), 0) < 0. It then follows from Proposition 3.14 
that when e1 has become reduced to the point where 
c1 < mW+), - &xi , Vjd(4, Oh 
which is a finite process, we shall have 0(x, , V&xi), pi) < - e1 and algo- 
rithm will proceed from Step 6 to Step 7. Consequently, algorithm (3.13) 
cannot jam up in the loop defined by Steps 3-6. q 
PROPOSITION 3.19. Suppose that xi E 12, , u E IX”, 2 > 0, and j 3 0 are 
such that 0(x, , u, ~1) < - E l. Then there exists a h(xi , cl) > 0 such that 
&i + Ah) 9 0, VA E [0, X(x, , l l)], Vh E E;i(x, , u, 6’). 0 (3.20) 
PROPOSITION 3.21. Subprocedure I of algorithm 3.13 cannot cycle indeji- 
nitely in the loop defined by Steps 8 and 9. 0 
We have thus established that Steps l-13 of algorithm 3.13 define a map 
Aj: Q, + 2*x (x’ E L&(X,) with x’ defined in Step 5, in Step 12, or in Step 13, 
as may be appropriate). If we let Rn, Sz, , Steps 1-13, Bjj(.), #(.), and 
(x E J2= 1 0(x, 0) = 0) correspond to 3, T, Ai( C,(e), c(.), and d, respect- 
ively, we see that Steps O-16 of algorithm 3.13 correspond to algorithm 
model 2.7. Thus, to conclude that Theorem 2.21 applies to Subprocedure I 
of algorithm 3.13, we must show that the assumptions 2.2 (i)-(v) are satisfied. 
It follows directly from (3.1) and (3.6) that the assumptions (2.2, i), (2.2, ii), 
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(2.2, iv) and (2.2, ) v are satisfied. It remains to show that assumption (2.2, iii) 
is satisfied. This will require several lemmas. 
DEFINITION. For any x E Qz and any E > 0, we define 
Kc(x, c) 2 lx’ E Q, I II x’ - x II d 4. 0 (3.22) 
PROPOSITION 3.23. Given any x E 9, and any y > 0, there exists a 
p(x, y) > 0 such that 
G’, c> G w, 0) + Y, Vcc’ Ef&(x, P(X, Y)), t’c E 10, P(X, r)l. 0 (3.24) 
COROLLARY 3.25. Given any x E J& and any y > 0, there exist a p(x, y) > 0 
and an integer M’(y) such that 
@‘, u, c) 6 @, 0) + y, Vx’ E 4c(x, P(X, Y)), vu E Vj@(X’), 
VI 3 WY), ve E 10, PCT r>l* 
(3.26) 
Proof. Since S is compact, it follows from (3.8) that there exists an 
integer M’(y) such that 
Hence, 
I(u, h) - WW, h)l < y/2> 
VX’EQz, Vh E S, Vu E Vi@(d), Vj > M’(y). 
(3.27) 
&‘, % c> d 0(x’, c) + Y/Z 
VX’EQz, Vu E V.$D(x’), VE 3 0, Vj > M’(y). 
(3.28) 
Finally, utilizing (3.28) and (3.24), where we replace y by y/2, we obtain 
(3.26). 0 
LEMMA 3.29. Suppose that x E Sz, satisJies 0(x, 0) < 0. Then there exists 
an E(X) > 0 and an integer N(x) 3 0 such that for all xi E &(x, E(X)) and for 
all integers j 3 N(x), aZgorithm 3.13 satis$es B(xi , V&xi), ~1) ,< - ~1 in 
Step 6, and reaches Step 7, with ~1 satisfving 
2 > e(x). (3.30) 
Proof. Suppose that x E 52, is such that B(x, 0) < 0. Then, by Corollary 
3.25, there exist a p(x) > 0 and an integer N(x) 3 such that 
8(x, , u, cl) < 4 6(x, 0) < 0, vxi E BZ(X, P(x>), 
Vu E V@(xJ, VG E [0, p(x)], V’ > N(x). 
(3.31) 
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Let E(x) = min{p(x), - 4 8(x, 0)). Then, by (3.31) 
&x, ) u, cl) < - cl, vxj E l&(x, E(x)), vu E Vj@(XJ, 
Vd E [O,:(x)], Vj 3 N(x). 
(3.32) 
Since Step 6 of algorithm 3.13 requires that (3.32) be satisfied with 
.zl = olrGol, for some integer p > 0, we see that if we set E(X) = c@(x), then 
(3.32) can always be satisfied with c1 = cyl~QOr > E(X), for some integer p, 
and hence we are done. 0 
COROLLARY 3.33. Suppose that x E Q, satisfies 0(x, 0) < 0, and suppose 
that E(X) > 0 and the integer N(x) > 0 are such that the conclusion of Lemma 
3.29 holds. Then there exists un integer Z(x) 3 0 such that 
&i + Gd” 4 d 0, Vxj E B,(x, E(X)), Vh E @x, , u, l ‘(xi , u)), 
Vu E Vj@(xi), Vj > N(x), p = E(x), Z(x) + 1, Z(x) + 2 ,... (3.34) 
where &(xi , u) is the value of e1 at which algorithm 3.13 passes from Step 6 to 
Step 7, for the computed u E VjO(xi). 
Proof. By Lemma 3.29, for j > N(x) and xi E I&(x, E(X)), 
“(Xi , u) > e(x) > 0, vu E VjcqXj). 
Let xi E B(x, E(X)) and u E Vj@(xi) be arbitrary. Then since the algorithm 
3.13 ensures that B(xi , u, el(xi , u)) < - Q1(xi, u), and Q1(xi , u) > E(X), we 
must have either (VgQ(x& h) < - c(x) for all h E I?(xi , u, <‘(xi , u)), or else 
gQ(xi) < - E(X), Q E {I, 2,..., m}, Since B,(x, Q(x)) and S are both compact and 
the functions gQ(.) are continuously differentiable, the existence of an integer 
Z(x) > 0 for which (3.34) holds now follows directly (cf. (3.19)). 0 
THEOREM 3.35. Suppose that x E Q, satis$es 0(x, 0) < 0. Then there exist 
an C(X) > 0, an integer N’(x) >, 0 and un integer Z’(x) 3 0 such that 
&(xi + (+)z’(z) h) - +&) - (;)z’(s)+l (V&(x& h) < 0, (3.36) 
g(xi + (;>z’cs) h) < 0, (3.37) 
Vx, E B,(x, E(X)), Vq$(xi + (&)z’(*) h) E Qj(xi + (+)z’(z) h), V+j(xi) E sPj(xi), 
Vh E &xi , u, e’(xi , u)), Vu E Vj@(xi), V’ > N’(x), 
where 8(xi , u) is the value of c1 at which the test e(xj, V&xi), ~1) < - & 
is satisfied in Step 6 of algorithm 3.13. 
METHOD OF FEASIBLE DIRECTIONS 595 
Proof. Suppose 8(x, 0) < 0. Then by Lemma (3.29), there exist an 
E(X) > 0 and an N(x) >, 0 such that (3.30) holds. Now by the mean value 
theorem, for any h E S, u E W, and X > 0, 
#xi + Ah) - Wi) - i Vu, h) 
= 4Wxi + Xh), h) - 4 <Vu, WI, 
(3.38) 
where x E [0, A]. 
Since &(x, e(X)) and S are compact, it follows from (3.6, ii) that there 
exist an integer N”(x) > N(x) and a h’(x) > 0 such that 
(V+(xi + ih), h) < (~1, h) + B 44, 
vxi E I&.(x, E(X)), vu E Vj@(XJ, Vh E I&x, ) u, l ‘(xa , u)), 
VA E [0, A’(x)], Vj > N”(x). 
(3.39) 
Since for 24 E V$(xJ, 
(u, h) < - c’(xi , u) < - c(x) for all h E &xi , u, S(xi , u)), 
(3.38) and (3.39) imply that 
dbi + W - 4(4 - 3 Vu, h) < h[(u, h) + B e(x) - $ (u, h)] e - Q he(x) 
Vx, E &(x, E(X)), Vh E I?T(xi , u, 3(x< , u)), (3.40) 
VU E VP(%), VA E [0, X(x)], Vj > N”(x). 
Now, because of the manner in which C(X) > 0 and N”(x) > 0 were chosen, 
it follows from Corollary 3.33 that there exists an integer Z(X) > 0 such that 
&i + ca,p 4 < 0, V% EK!(% ,4X)), 
Vh E A(%, , u, d(xi , u)), 
Vu E Vi@(q), Vj 3 N”(x), Vp > Z(x), 
(3.41) 
where p is assumed to be an integer. 
Let Z’(X) be the smallest integer satisfying (Qz’(+) < h’(x) and Z’(X) 3 Z(X). 
Then, by (3.6, ii), there exists an integer N’(x) > N”(x), such that 
1 $j(X) - #(X)1 < (+)““’ F 
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for all x E Q, , for all &(x) E aj(x), f or all j 3 N’(x), and hence, from (3.40), 
for h = (&)l’(“), we obtain 
vu G Vj@(Xi), V$bj(XJ E Qi(Xi), (3.42) 
ty;bj(Xi + (&y(z) h) E @j(Xi + (#‘(O h), 
vx, E B,(x, E(X)), Vh E A(Xi , u, l ‘(Xi ,u), vj 3 N’(x). 
Hence (3.36) holds. S ince Z’(x) > Z(x), it follows from (3.41) that (3.37) also 
holds, and so we are done. 0 
COROLLARY 3.43. Suppose that x E ~2~ satisfies 0(x, 0) < 0. Then there 
exists an E(X) > 0, a S(x) > 0 and an integer N’(x) > such that 
Mxi+l) - MXJ < - S(x), VMXJ E Qj(Xi), 
bwi+d E@j(Xi+d, vxE &(x, 4x>), v > N’(x), (3.44) 
and for all xi+1 = xi + Ah, h E @xi , u, el(xi , u), which algorithm 3.13 can 
construct from the given xi , where E’(x~ , u) is the value of 2 for which the test 
8(x, , u, l 1(xi , u)) < - l 1(xi , u) is satis$ed in Step 6. 
Proof. Let E(X) > 0, N’(x) 3 N(x) 3 0 and E’(x) be such that (3.39), 
(3.36) and (3.37) hold. Th en, clearly, for all xi E B,(x, E(X)), for allj > N’(x), 
algorithm 3.13 will construct xi+i = xi + Ah, with h E @xi , u, G(xi , u)) and 
h g &)“d 3 (&)“‘“‘, u E V,@(x,). Consequently, we must have 
4i(xi+l) - ~444 < (#” (u, h) < - (B)“i +i , u) 
< - (p’(2) ‘(X) 4 - S(x), 
(3.45) 
Vxi E B(x, E(X)), Vu E Vj@(xJ, V&(xJ E @$(xi), 
Wj(Xi,l) 65 @k%+d, VI 3 w4, 
and hence we are done. 0 
THEOREM 3.46. Subprocedure I of algorithm 3.13 satisfies the assumptions 
(2.2,i-v). 
ProoJ That the assumptions (2.2, i), (2.2, ii), (2.2, iv) and (2.2, v) are 
satisfied follows directly from (3.6) and the correspondence previously 
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specified. That assumption (2.2, iii) is satisfied follows from Corollary 3.43 
and the specified correspondences. 0 
In view of Theorems 3.46 and 2.21 and the correspondences, the following 
is obvious. 
COROLLARY 3.47. Subprocedure I of algorithm 3.13 will either jam up 
at a point xi , cycling indejinitely in the loop dejked by Steps 1-14, in which 
case xi satisfies the optimality condition B(xi , 0) = 0, or else it will construct an 
infinite sequence {xi} which has at least one accumulation point x* satisfying 
qx*, 0) = 0. 0 
We shall now establish the convergence properties of the sequence (zk} 
sieved out by Subprocedure II of algorithm 3.13 from an infinite sequence 
{xi} constructed by Subprocedure I of (3.13). For this purpose we shall need 
the following propositions, the proofs of which we omit, either because they 
are obvious or because they can easily be established by following the reason- 
ing used for analogous results in the first part of this section. 
DEFINITION. For any x E !& and for any E > 0, we define (i) the index 
set f(x, E) by 
f(x, 4 = (4 E (1, Z..., 4 I g*(x) > - 4, (3.48) 
(ii) the function 8: lFP x R+ --+ lFP by 
d(x, c> = y$ maxW$(x), h); (‘Q*(x), h), q E f(x, E)>, (3.49) 
(iii) the function 8: Iw” x &P x R+ -+ R1 by 
&x, u, 4 = pi; max{(u, h); (VgW h), q ~f(x, 4, (3.50) 
(iv) the function i7: UP x Rf + 2s by 
R(x, u, e) = (h E S I(?( x, u, 6) = maxl(u, h); G+?(x), hh q E f(x, 4>>. (3.51) 
0 
PROPOSITION 3.52. For every x E Sz, and every E 3 0, 
4% 4 c w, 4. (3.53) 
4% c) < f% 4, (3.54) 
&X> u, c) < 0(x, u, E), 
Vu E V&D(x), j = 0, 1,2 ,.... 
(3.55) 
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PROPOSITION 3.56. Given any x E Sz, and E 3 0, there exists a p(x, C) > 0 
such that 
1(x’, c) 3 1(x, E), Vx’ E &(x, ,4x, e)). (3.57) 
PROPOSITION 3.58. Given any x E Q, , any E > 0 and any y > 0, there 
exists a p(x, l ) > 0 such that 
@(x’, 4 3 &x, 4 - Y, Qx’ E &(x9 P(X, 6)). (3.59) 
COROLLARY 3.60. Given any x E Qn, , any l > 0 and any y > 0, there exists 
a o(x, 6) > 0 and an integer J(x, 6) 3 0 such that 
8(x’, u, c) 3 4(x, c) - y, 
Vx’ E I&(X, u(x, c)), vu E Vj@(X’), vj 3 J(x, c). 
(3.61) 
LEMMA 3.62. Suppose that the sequence {x,}generated by Subprocedure I of 
algorithm 3.13 is injkite. Then the sequence {zk} sieved out by Subprocedure II 
of algorithm 3.13 is also injkite. 
Proof. We see that according to Steps 19 and 20 of (3.13), Subprocedure II 
sets ale = xi and K = k + 1, whenever 0(x,, u, .z3) > - c3, with u E V,(,+D(xJ, 
where ~3 = a3%s3. Consequently, to establish the lemma, it suffices to show 
that for any g3 > 0 there exists a subsequence {xi}cEK(s3) C (xi} such that 
csc,,. , it&i )C”) > - z3, vu, E V,(<)@(XJ, Qz E K(2”). (3.63) 
We recall that according to Lemma 2.17, we must have q(i) + 00 as i + co, 
since (xi} is infinite. Next, according to Corollary 3.47 there exists a subse- 
quence MiEK, such that xi-x* as i+ CD, i E Kr , and 0(x*, 0) = 0. 
Since 1(x*, 6) 5,1,(x*, 0) for all E > 0, we conclude that 
0 >, 8(x*, c) 3 qx*, 0) = 0, Qc > 0, (3.64) 
i.e., 6(x*, c) = 0 for all l > 0. Let c3 > 0 be arbitrary. Since xi---f x*, as 
i-00 for iEKI, it follows from Corollary 3.60 (and because of the fact 
fact that 1(x, c) 3 f(x, E), Vx E 0, , tic > 0) that there exists an integer 
y(x*, c3) such that 
4% , ui 9 2) > 8(x, , Eli, 2) 3 &x*, 2) - 2 = - 3 
VU~ E V,cij@(Xi), Vi > J(x*, 2”) and i E KI . 
(3.65) 
Let K(c3) = (i E KI 1 i 3 1(x *, c3)j. Then we see that (3.63) holds for this 
index set K(E~), and we are done. 0 
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THEOREM 3.66. Suppose that Subprocedure I of algorithm 3.13 generates 
an infinite sequence {xi}. Then every accumulation point of the sequence {xk} 
constructed by Subprocedure II of algorithm 3.13 belongs to the set 
{z E Qn, 1 8(z, 0) = O}. 
Proof. Suppose that zk + z* as k + co for k E K. Since by Lemma 2.17 
q(i) + 00 as i -+ co, and (xk) is infinite, p(k) + 03 as k ---f co and l k3 -+ 0 as 
k + oc), wherep(k), ck3 are as defined in Step 20 of (3.13). Hence, from Corol- 
lary 3.25 we conclude that 
kz &k , uk , <k3) < @*, 0) < 0, vuk E vdk)@(zk)* (3.67) 
However, by construction, there exists a sequence (uJ&, , (uk = V&xi) for 
some j and i such that uk E Vp(k)@(zk) and 
0 > o@k , Uk , Ek3) b - <k3, k = 0, 1, 2,... (3.68) 
and hence 
Substituting into (3.67) we find that B(z*, 0) = 0, and we are done. q 
We can summarize our preceding results as follows. 
THEOREM 3.69. Algorithm 3.13 will either jam up at a point xi, cycling 
indejinitely in the loop defined by Steps 1-14, in which case Xi satis$es the opti- 
mality condition 8(xi , 0) = 0, or else, it will construct an inj&ite sequence {z~} 
every accumulation point of which belongs to the set {z* E 9, 1 9(z*, 0) = O}. 
4. SOLUTION OF MIN-MAX PROBLEMS 
Problem 4.1. Let r;2, C FP and s2, C FP be two compact sets defined by 
-Q, = ix E lQ” I g(x) < o>, (4.2) 
Q;2,=lY~~"I1(Y)<oL (4.3) 
where g: [w” -+ llP and 5: [w” + Rt are continuously differentiable. We also 
assume that Q, is convex with interior. Let f : IfP x 08” + lR1 be continuously 
differentiable such that f (x, =) is strictly concave for all x E V where V is an 
open set containing 9, . Our problem is to find 9 E Q, 9 E a, such that 
(4.4) 
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To see how algorithm 3.13 can be used to solve (4. I), we need to introduce 
two functions. We define [: V + L?, by 
and we define c$: V---f W by 
Now it is easy to show that 4 is continuously differentiable and its deriva- 
tive is given by 
Y(4 = V,.f(% &a 
Thus problem 4.1 is equivalent to 
(4.7) 
which is precisely the problem that (3.13) is designed to solve [see (3.1)]. 
Furthermore, we see that in order to evaluate+(x) and V+(X) we must evaluate 
E(x), which requires the solution of an optimization problem. Because of 
this, the usual methods of feasible directions, which require many evaluations 
of+(x) and W x ) , are likely to be very costly when applied to (4.8). Thus, the 
idea of approximating E(X) (and hence C+(X) and V+(X)) is appealing in this 
case. 
Of course, it still remains to be shown that t(x) can be approximated in such 
a way that assumptions 3.6 hold. In fact, such an approximation can be made. 
The basic idea is to let Ei(x) be the result ofj iterations of the Polak method of 
Feasible Directions (many other algorithms also could be used) applied to 
max{f(x, y) 1 t(y) < 0} and then set 
+A4 = f(% 5&N and VA(x) = V,“f(X> Ma 
(Any point in Q, can be used as the initial point for thej iterations construct- 
ing fj(x).) Because of space considerations, we omit the details here. The 
interested reader can find the rather lengthly development of the fact that 
this scheme satisfies the assumptions 3.6 in either [I31 or [14]. 
Finally we remark that the conditions of (4.1) can be slightly relaxed by 
only requiring that f(~, *) be concave for all x E V. With this relaxation, the 
function 4 as defined in (4.6) is only directionally differentiable. This dif- 
ficulty can be avoided by replacingf(x, y) by 
f”(X, y, w> = f(X, Y> - F II Y /I2 
2 Note that e is well defined because of the convexity of -0, and the strict concavity 
off&, .). 
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with w > 0 in (4.1). Then (3.13) can be applied until 
is “almost solved,” according to the test 
at which point w is halved and the process is repeated. (Thus we are using a 
procedure similar to a penalty function method.) It can be shown that this 
procedure yields a sequence (xi} C Q, such that if x* is an accumulation point 
of {xi}, then x* satisfies a necessary condition of optimality. The details of 
this can also be found in [13] or [14]. 
CONCLUSION 
We have shown in this paper that, when well-known methods of feasible 
directions cannot practically be applied to certain problems because of the 
great cost of precise function and derivative calculations, it is possible to 
insert into such methods stable and efficient approximation procedures which 
do not disrupt the convergence properties of the original algorithm. The 
approximation procedures described in this paper are quite general and it 
may be hoped that they will find their way into many algorithms when 
frequent precise function and derivative calculations are not practically 
feasible. 
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