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FROBENIUS MAP ON LOCAL CALABI-YAU MANIFOLDS
I. SHAPIRO
Abstract. We prove results that, for a certain class of non-compact Calabi-
Yau threefolds, relate the Frobenius action on their p-adic cohomology to the
Frobenius action on the p-adic cohomology of the corresponding curves. In the
appendix, we describe our interpretation of the Griffiths-Dwork method.
1. Introduction
In the present paper we will consider (families of) non-compact manifolds X˜
specified by the equation
(1) xy + P (u, v) = 0
where x, y, u, v are in C or x, y ∈ C, and u, v ∈ C×, and P may depend on a
parameter λ. (In the first case P (u, v) is a polynomial and in the second case it
is a polynomial in u±1, v±1.) In fact we consider more general situations, but it is
the Calabi-Yau manifolds of this kind that appear in many physically interesting
situations. Namely, the first case is realized in matrix models and the manifolds
of the second kind appear as mirror partners of non-compact toric Calabi-Yau
threefolds (local threefolds).
It is well known that many questions related to these manifolds can be reduced
to the study of the Riemann surface P (u, v) = 0 that we will denote by X . It
was shown in [6, 8] that the analysis of instantons, mirror map, and the number
of holomorphic disks can be reduced to the study of the Frobenius map on the
cohomology of the Calabi-Yau threefold considered as a variety over the p-adics;
more precisely, we change our coefficients from complex numbers C to the p-adic
complex numbers Cp.
The main goal of the present paper is to relate the Frobenius map on the p-
adic cohomology of the Calabi-Yau threefold specified by the equation (1) to the
Frobenius map on the p-adic cohomology of the Riemann surface P = 0. To
begin, one must relate the cohomology groups themselves. The existence of this
relationship is known and widely used in the physics literature (though not in the p-
adic setting), however we do not know of a reference containing the relevant proofs.
Thus we begin by proving some results that clarify the precise relation in the cases
that we consider. Roughly speaking, the cohomology of X is closely related to the
shifted (by two) cohomology of X˜ , in particular, the simplest case that we examine
is x, y, u, v ∈ Cp and in this instance, for i ≥ 1, we have that H
i(X) ∼= Hi+2(X˜).
The main purpose of the paper is to establish the following:
(2) p · FrX = FrX˜ .
We will demonstrate this relation using the Dwork’s definition of the Frobenius
map (on Dwork cohomology) or more precisely a version of this definition that we
outline below (see [9] for more details). Finally, in the appendix we provide a brief
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discussion of the modifications of this method necessary to handle the projective
case that arises even in the present, seemingly affine, situation. The discussion is
our interpretation of the Griffiths-Dwork method ([3] and references therein) that
we use in [10].
2. Preliminaries
Let Cp denote the completion of the algebraic closure of the p-adic numbers Qp.
We assume that p is an odd prime and π ∈ Cp is such that π
p−1 = −p.
Denote by C†p〈xi〉 the subring of the formal power series ring Cp[[xi]] consisting of
the overconvergent series. More precisely, C†p〈xi〉 consists of elements
∑
aIx
I with
ordpaI ≥ c|I|+d and c > 0, i.e., those power series that converge on a neighborhood
of the closed polydisk of radius 1 around 0 ∈ Cnp .
Note that one can take quotients of C†p〈xi〉. Thus the expression C
†
p〈x, x
−1〉 is to
be understood as C†p〈x, y〉/{xy = 1} and this ring consists of elements of the form∑∞
−∞ aix
i with ordpai ≥ c|i|+ d and c > 0.
We use the language of D-modules, however in our case it is sufficient to restrict
the attention to D-modules on affine spaces. More precisely, for us a D-module M
is a module over the Weyl algebra Wz1,..,zn, i.e., an algebra generated by zi and
∂zi subject to the relations ∂zizj − zj∂zi = δij . A pushforward of M onto the first
s coordinates z1, .., zs is the complex of Wz1,..,zs-modules given by M [dzs+1, .., dzn]
(where dzi are odd variables of degree 1 and elements of M are assigned degree 0)
with the differential
∑n
i=s+1 ∂zi · dzi. This is also known as the relative de Rham
complex of the D-module M . If s = 0 then the resulting complex of D-modules
over a point, i.e., vector spaces, is the de Rham complex of M , whose cohomology
is the de Rham cohomology of the D-module M .
The most basic D-module that we consider is C†p〈zi〉 with the obviousW action.
A more interesting and key example for us is C†p〈zi〉e
f which is the same as C†p〈zi〉
as a vector space, but the action of ∂zi is modified to act by ∂zi + (∂zif). Note
that one also has a D-module Cp[zi]e
f defined similarly. When there is no chance
of confusion we simply write ef to denote a D-module of this type. Conversely, we
sometimes write g(zi) to denote the element g(zi)e
f .
A useful formula (see [5] for example) we will need later is
(3)
∑
An
(−1)n
πn
(pb + n− 1)! =
π(p−1)b(b − 1)!
p
= (−1)bpb−1(b − 1)!
where
∑
Anθ
n := exp(π(θp−θ)). The Dwork’s construction of the Frobenius action
is based on the remark that epi(θ
p−θ) is in C†p〈θ〉 (see [5]), but e
θ itself is not.
If C• is a cohomological complex, we denote by C•[n] the same complex with
the grading shifted by n. More precisely, if D• = C•[n], then Di = Ci+n.
For a collection of operators Di : Ai → B, we write B/Di to denote the quotient
of B by span of the images of the operators Di, i.e., B/Di =
BP
iDi(Ai)
.
3. De Rham cohomology and the Frobenius map
In this section we explain how to define the Dwork cohomology of a hypersurface
in an affine space1 and the Frobenius action on it. This gives a construction of the
Frobenius map on the cohomology of this hypersurface. The comparison between
1We deal with the projective space in the appendix.
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the approach used here and the one that is now considered usual is carried out
in [5]. If one neglects the (admittedly important) technicality of overconvergence,
then it is not hard to see the relationship between the two (see [9] for a direct
proof or the appendix of this paper for a more conceptual sketch based on [1]).
We remark that the cohomological degree in Dwork cohomology should be shifted
down by two for comparison with the usual (for example de Rham) cohomology.
Also the Frobenius action defined here acquires an extra factor of p as compared
with the usual Frobenius map. To avoid confusion, we state all of our results in the
standard convention.
Let P be an equation defining a smooth hypersurface2 X ⊂ An (loosely speaking
An = An
Cp
= Cnp ). Recall that the D-module C
†
p〈zi〉e
f is defined by letting ∂zi act
via ∂zi + (∂zif).
Definition 3.1. The Dwork cohomology of X , H•DW (X) is defined as the de Rham
cohomology of the D-module C†p〈zi, t〉e
piPt on An × A1.
Remark. Recall that the de Rham cohomology, being the pushforward of the D-
module along the projection to a point, can be computed in stages, via successive
pushforwards; this is a direct analogue of the Fubini theorem. We take advantage
of this fact repeatedly in the rest of the paper.
The Frobenius action is defined on the D-module C†p〈zi, t〉e
piPt as follows:
Fr(f(zi, t)e
piP (zi)t) = (epi(P (z
p
i
)tp−P (zi)t)f(zpi , t
p))epiP (zi)t
where epi(P (z
p
i
)tp−P (zi)t) ∈ C†p〈zi, t〉 since e
pi(θp−θ) ∈ C†p〈θ〉. This is where one needs
overconvergent series, they allow enough freedom to define the natural action of
Frobenius as above, yet enlarging the polynomials by them does not change the co-
homology.3 In this wayH•DW (X) acquires an action of FrX by naturality. More pre-
cisely, if ω is an overconvergent differential form, i.e., ω(zi, t) = g(zi, t)dzi1 ..dzisdt
with g(zi, t) ∈ C
†
p〈zi, t〉, then
Fr(ω) = epi(P (z
p
i
)tp−P (zi)t)g(zpi , t
p)dzpi1 ..dz
p
is
dtp.
Note that everything that was discussed in this section still holds if we replace
An with Y = An × (A×)m. So that the p-adic cohomology of a hypersurface in
Y , specified by an equation P = 0 with P a polynomial in variables z1, .., zn and
w±11 , .., w
±1
m , also acquires a Frobenius action.
4. From xy + P = 0 to P = 0
This section addresses, in a purely algebraic manner, the comparison between the
cohomologies of the smooth affine hypersurfaces xy + P = 0 and P = 0. For us P
will always be an algebraic function on Y = An×(A×)m, i.e., P ∈ Cp[zi, w
±1
j ]. One
can allow for more general Y as far as the cohomology comparison is concerned, but
it is not clear how to define the Frobenius map on them. Furthermore, we compare
the Frobenius actions which turn out to be compatible as well.
2There exist versions of the following for higher codimension, however we will not discuss them.
3The issue is that while the de Rham cohomology of C[x] and C[[x]] is C, this is no longer true
for {
P
anx
n|an → 0} because d(
P
xp
n
) =
P
pnxp
n
−1. This does not happen if we allow only
overconvergent series. We can not use C[x] because it does not contain epi(x
p
−x) and we can not
use C[[x]] because it does contain epix.
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4.1. Key Lemma. The Lemma below serves as the backbone of the paper.
Lemma 4.1. As a complex of D-modules, the pushforward of C†p〈t, x, y〉e
pitxy along
the projection onto the first coordinate is quasi-isomorphic to
C†p〈z
±1〉
C
†
p〈z〉
[−1]⊕ C†p〈z
±1〉[−2].
Furthermore, the Frobenius action inherited by the degree 2 part of the pushfor-
ward is equal to p times the usual Frobenius on C†p〈z
±1〉, i.e. z 7→ zp.
Proof. To check the first claim we must examine the fiberwise de Rham complex of
C†p〈t, x, y〉, namely the complex C
†
p〈t, x, y〉[dx, dy] (where dx and dy are considered
as odd variables) with the differential (∂x + πty) · dx + (∂y + πtx) · dy. Because
we care about the D-module structure, keeping track of t and ∂t + πxy action is
essential.
Beginning with ∂x+πty we see that it has no kernel, and the cokernel is isomor-
phic to
C
†
p〈t
±1,y±1〉
C
†
p〈t,y〉
with ∂y + πtx and ∂t + πxy acting via ∂y and ∂t respectively.
Considering the ∂y-equivariant short exact sequence
0→ C†p〈t, y〉 → C
†
p〈t
±1, y±1〉 →
C†p〈t
±1, y±1〉
C
†
p〈t, y〉
→ 0
it is clear that the inclusion of the subcomplex
C†p〈t
±1〉
C
†
p〈t〉
1
0
→ C†p〈t
±1〉
1
y
into the complex
C†p〈t
±1, y±1〉
C
†
p〈t, y〉
∂y
−→
C†p〈t
±1, y±1〉
C
†
p〈t, y〉
is a quasi-isomorphism, verifying the first claim.
An explicit map giving the isomorphism of D-modules between C†p〈z
±1〉 and the
degree 2 part of the pushforward is given by
C†p〈z
±1〉
ϕ
−→
C†p〈t, x, y〉
∂x+pity
∂y+pitx
dxdy
zα 7→ tα+1dxdy
z−i−1 7→
(−πxy)i
i!
dxdy
where α, i ≥ 0.
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All that remains is to check the Fr compatibility, we do this in two parts. Part
one:
Fr(ϕ(zα)) = Fr(tα+1dxdy)
=
∑
An(txy)
nt(α+1)pdxpdyp
= p2
∑
An(txy)
n+p−1tαp+1dxdy
= p2
∑
An(−∂y/π)
n+p−1yn+p−1tαp+1dxdy
= p2
∑
An(−1/π)
n+p−1(n+ p− 1)!tαp+1dxdy
= −p
∑
An(−1/π)
n(n+ p− 1)!tαp+1dxdy
= ptαp+1dxdy
= ϕ(pzαp)
= ϕ(pFr(zα)).
And part two:
Fr(ϕ(z−i−1)) = Fr(
(−1)iπi(xy)i
i!
dxdy)
=
∑
An(txy)
n (−1)
iπi(xy)ip
i!
dxpdyp
= p2
∑
An(txy)
n (−1)
iπi(xy)ip+p−1
i!
dxdy
= (p2(−π)i/i!)
∑
An(−∂y/π)
nyn(xy)pi+p−1dxdy
= (p2(−π)i/i!)
∑
An(−1/π)
n (n+ pi+ p− 1)!
(pi+ p− 1)!
(xy)pi+p−1dxdy
=
p2(−π)i
i!(pi+ p− 1)!
(−1)i+1pii!(xy)pi+p−1dxdy
= p(−1)(i+1)p−1
π(i+1)p−1
((i + 1)p− 1)!
(xy)(i+1)p−1dxdy
= ϕ(pz−(i+1)p)
= ϕ(pFr(z−i−1)).
Note that the formula (3) is crucial in the above computations. 
Recall that P = P (zi, w
±1
j ) is a polynomial defining a smooth hypersurface X
in An × (A×)m. Denote by epiPt ⊗ δt=0 the cokernel of the map
C†p〈zi, w
±1
j , t〉e
piPt → C†p〈zi, w
±1
j , t
±1〉epiPt.
Lemma 4.2. The D-module pushforward of epiPt⊗ δt=0 onto {zi, w
±1
j } is isomor-
phic to C†p〈zi, w
±1
j 〉[−1].
Proof. By definition, we need to show that ∂t + πP acting on e
piPt ⊗ δt=0 has no
kernel, and its cokernel is isomorphic to C†p〈zi, w
±1
j 〉.
The first statement follows from a direct calculation, more precisely, if (∂t +
πP )
∑
fα(zi, w
±1
j )t
α belongs to C†p〈zi, w
±1
j , t〉 then
∑
fα(zi, w
±1
j )t
α ∈ C†p〈zi, w
±1
j , t〉,
using that P is not a zero divisor.
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For the second statement, consider the map
C†p〈zi, w
±1
j 〉 →
epiPt ⊗ δt=0
∂t + πP
mapping f(zi, w
±1
j ) to f/t. One checks that it is a map of D-modules and is
surjective. Since 1/t can be seen to be a non-zero element of e
piPt⊗δt=0
∂t+piP
, the map is
not identically 0; then it is an isomorphism. The conclusion follows. 
Remark. Our notation epiPt⊗ δt=0 for the D-module above quite correctly suggests
that it is a twisted (by epiPt) version of the delta functions D-module δt=0 =
C†p〈t
±1〉/C†p〈t〉. We follow the convention of neglecting to mention the variables
in which the D-module is just the D-module of functions (overconvergent or not);
thus δt=0 should really be equal to C
†
p〈zi, w
±1
j , t
±1〉/C†p〈zi, w
±1
j , t〉. The content of
the Lemma above is that the twisting in this case can be ignored, i.e.,
epiPt ⊗ δt=0 ∼= δt=0.
4.2. An “explanation” of what is happening. We provide here an intuitive
explanation for the Lemmas above and their place in the proof of the reductions
from xy + P = 0 to P = 0.
It is well known that de Rham cohomology is closely related to integration4.
For example, we can integrate top forms on a smooth, compact, oriented manifold
M over all of M itself; this gives a map from ΩtopM to R. By Stokes’ theorem
this map factors through the de Rham cohomology HtopdR (M) since the integrals of
exact forms vanish. If the manifold is connected, then HtopdR (M) is one-dimensional
and so the quotient map ΩtopM → HtopdR (M) can be viewed as integration (not
normalized).
This analogy can be pursued further. For f ∈ R[z1, ..., zn] consider the D-module
ef as above. Under suitable assumptions, it is natural to interpret
∫
Rn
g(zi)e
f as
the image of g(zi)dz1...dzn in H
n
dR(e
f ) ≃ R[zi]/{∂zi + (∂zif)}. It is clear that in
general H•dR(e
f ) need not be concentrated in degree n, neither does it have to be
one-dimensional. Nevertheless, an intuitive integral calculus of D-modules (for lack
of a better expression) can be developed that parallels closely the methods involved
in the theory of D-modules itself. This calculus can be used as an approximation
and motivation to rigorous arguments which can be extracted from it.
We remark that by interpreting integrals as appropriate de Rham cohomologies
we obtain a notion of integration in a purely algebraic manner that transports
easily to settings other than that of real or complex numbers. The presence of
lower cohomology groups, i.e. below the top one, in a sense represents singularities.
Definition 4.3. For M a D-module (or a complex of D-modules) on X × Y we
write ∫
X
M
to denote the complex ofD-modules on Y obtained as the relative de Rham complex
of M along the projection map X × Y → Y . If X = An with coordinates zi we
write
∫
zi
M instead, similarly if X = (A×)m with coordinates wj we write
∫
w±1
j
M .
4See [9] for a discussion in the physical context.
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Remark. The notation above is meant to be suggestive, certainly many things that
it suggests are in fact true (see [9]).
Recall that for P = P (zi) by δP=0 we mean the D-module on A
n given as the
quotient OAn [P
−1]/OAn where OAn denotes functions in the variables zi. Thus,
for example,
∫
z
δz=0 = C[−1], which is what we would expect after integrating
the delta function (recall that it is the top degree that corresponds to the usual
integral). Similarly, we have that
∫
z
OA1 = C; this indicates that the integral of
the constant function 1 over the line produces a singularity. In order to make the
notation more suggestive let us be allowed to denote the D-module of functions
(overconvergent or not) by the symbol 1. Familiar formulas such as∫
t
etP (zi)δt=0 = 1[−1]
and ∫
t
etP = δP=0[−1]
remain valid.
We now perform the calculation that “demonstrates” the portion of the Sec. 4.5
that deals with the comparison of the cohomology groups. Admittedly, it sheds no
light on the compatibility of the Frobenius action. In the new language we must
compute
(4)
∫
zi,w
±1
j
,t,x,y
etP+txy
with P = P (z1, ..., zn, w
±1
1 , ..., w
±1
m ) and compare it to
∫
zi,w
±1
j
,t
etP .
Observe that the integral in (4) can be decomposed as
∫
zi,w
±1
j
,t
etP
∫
x,y
etxy. Now
the “proof” of the Lemma 4.1 (whose relevance is now clear) proceeds as follows.
Recall that ∫
x,y
etxy =
∫
y
δty=0[−1].
It is not hard to see that δty=0 fits into an exact sequence
0→ δt=0 ⊕ δy=0 → δty=0 → δt=0δy=0 → 0
so that roughly speaking δty=0 = δt=0 + δy=0 + δt=0δy=0 and∫
y
(δt=0 + δy=0 + δt=0δy=0) = δt=0 + 1[−1] + δt=0[−1].
And the “proof” is complete.
Returning to the integral (4) we see that it splits into
(5)
∫
zi,w
±1
j
,t
δt=0[−1] +
∫
zi,w
±1
j
,t
etP [−2] +
∫
zi,w
±1
j
,t
δt=0[−2]
The middle term in (5) is exactly what we need, and it remains to be seen
if the other two terms can be controlled. We point out that
∫
zi,w
±1
j
,t
δt=0 =∫
zi,w
±1
j
1[−1] =
∫
w±1
j
1[−1] = (1 + 1[−1])m[−1]. So that for m small we can state
some meaningful results.
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4.3. Another look at the Key Lemma. We observe that one can replace xy by
z2−w2. Thus just as above we are interested in understanding
∫
x
etx
2
as a complex
of D-modules on the line with the coordinate t. In fact it is easy to see directly that
the complex is quasi-isomorphic to a single D-module sitting in degree 1, namely
Cp[x, t]/(∂x+2xt) with (t, ∂t) acting via (t, ∂t+x
2). This D-module has a Cp basis
consisting of ..., x3, x2, x, 1, t, t2, t3, .... Analysis of the eigenspaces of t∂t gives the
rest. Namely we see that
t∂t : x
i 7→ −
i+ 1
2
xi
and
t∂t : t
i 7→ (i −
1
2
)ti.
Thus as a D-module ∫
x
etx
2
=
(
δt=0 ⊕ e
1
2
log(t)
)
[−1],
where the first summand is spanned by xi for i odd, and the second is spanned
by the remaining basis elements. Note that we use the shorthand e
1
2
log(t) for the
D-module structure on Cp[t
±1] given by ∂t +
1
2/t.
This gives another computation of
∫
xy
etxy as a complex of D-modules5. Namely
we have the following chain of isomorphisms:∫
xy
etxy =
∫
zw
etz
2−tw2
=
∫
w
e−tw
2
∫
z
etz
2
=
∫
w
e−tw
2
(
δt=0 ⊕ e
1
2
log(t)
)
[−1]
= δt=0[−1]⊕ e
1
2
log(t)[−1]⊗
∫
w
e−tw
2
= δt=0[−1]⊕ e
1
2
log(t)[−1]⊗
(
δt=0 ⊕ e
1
2
log(t)
)
[−1]
= δt=0[−1]⊕ Cp[t
±1][−2]
since e
1
2
log(t) ⊗ δt=0 = 0 and e
1
2
log(t) ⊗ e
1
2
log(t) = Cp[t
±1] with the usual D-module
structure.
4.4. The case of Y = An. Let P be a polynomial in zi, i.e., an algebraic function
on An. In this case the relationship between the hypersurfaces specified by P+xy =
0 and P = 0 is very simple.
Proposition 4.4. Let P be as above. Consider the hypersurface X˜ in An+2 defined
by P + xy. Then,
Hi(X) ∼= Hi+2(X˜)
for i ≥ 1.
Furthermore,
p · FrX = FrX˜ .
5We point out that unlike Sec. 4.2 the computation here is another proof of Lemma 4.1.
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Proof. Recall that H•(X˜)[−2] ∼= H•DW (X˜) and the latter is, by definition, the de
Rham cohomology of the D-module epi(Pt+txy). Since πPt does not depend on x
and y, the pushforward of epi(Pt+txy) onto the remaining coordinates is isomorphic
to C†p〈zi, t
±1〉epiPt[−2]⊕ epiPt ⊗ δt=0[−1] by Lemma 4.1.
6
The pushforward contains as a submodule C†p〈zi, t〉e
piPt[−2], whose de Rham co-
homology computes H•DW (X)[−2]. The quotient is isomorphic to e
piPt⊗δt=0[−2]⊕
epiPt ⊗ δt=0[−1]. Thus, using Lemma 4.2,
H•DW (X)[−2]→ H
•
DW (X˜)→ Cp[−3]⊕ Cp[−2]
forms a long exact sequence; the first statement of the Proposition then follows
immediately.
For the second statement, observe that the inclusion of C†p〈zi, t〉e
piPt[−2] into
C†p〈zi, t
±1〉epiPt[−2] intertwines pFr and Fr by Lemma 4.1, where the latter Frobe-
nius descends from epi(tP+txy).

4.5. General case. Consider the case of our most general Y = An × (A×)m, i.e.,
P = P (zi, w
±1
j ). Then by applying the methods of the previous section we obtain
the following description of the cohomology of X˜:
(6) H•(X˜) ∼= H•(Y )⊕H•(X)[−2]
where H•(X) fits into a long exact sequence
(7) H•(X)→ H•(X)→ H•(Y )[1].
Furthermore, the map
α : H•(X)[−2]→ H•(X˜)
that we obtain from the above considerations is compatible with the Frobenius map
in the sense that
Fr ◦ α = p · α ◦ Fr.
One can say more though we will not need it. Namely, the mapH•(X˜)→ H•(Y )
obtained from (6) commutes with the Frobenius map, and the map β : H•(X˜) →
H•(Y )[−1] obtained from (7) satisfies p · Fr ◦ β = β ◦ Fr.
4.6. The case of Y = (A×)2. As we have seen above, in the case of Y = An
we have a complete description of the relationship between the two hypersurfaces,
whereas in the general case we can only give a partial answer. We will now con-
centrate on the case of a two dimensional Y and furthermore assume that it is
(A×)2. The answer will not be as straightforward as in the simplest case where the
cohomology of Y itself is so trivial that it does not contribute to the relationship.
Here we will have some contribution of the cohomology of Y that we will spell out
below. We then apply our results to the analysis of a particular example that is
often examined in the physics literature.
The setting we are currently working in is as follows. The Calabi-Yau CY ⊂
A2× (A×)2 is given by the equation xy+P (u, v) = 0 where u and v are coordinates
on the torus (A×)2. Let C = {P (u, v) = 0} with i : C →֒ (A×)2 denoting the
inclusion. Applying the discussion of the Sec. 4.5 (and some explicit computations
6This is a D-module incarnation of the constant multiple rule of basic Calculus.
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and re-scaling) we immediately obtain the exact sequence below (it is of course part
of a larger one, but this is the useful piece):
(8) H1((A×)2)→i
∗
H1(C)→ H3(CY )→
R
H2((A×)2)→ 0
where ∫
: ω =
dxdudv
xuv
7→ 1 =
dudv
uv
and the Frobenius map Fr on H3(CY ) commutes with the maps p ·Fr on the other
components of the diagram (thus for example
∫
Fr(ω) = p3).
We point out that H1((A×)2) is a two-dimensional vector space with basis{
du
u
, dv
v
}
and H2((A×)2) is one-dimensional and spanned by dudv
uv
. The form ω
above is obtained from the standard holomorphic nowhere vanishing top differential
form dxdudv
∂y(xy+P (u,v))
by dividing it by uv. It is immediately clear that Fr(ω) = p3.
If P = Pλ, i.e. it depends on a parameter, then the maps are compatible with
the Gauss-Manin connections. Note that ∇GM on H
i((A×)2) is easy to describe7,
namely the generators du
u
, dv
v
of H1((A×)2) and dudv
uv
of H2((A×)2) are flat. In
particular we see that ∫
∇i>0GMω = ∇
i>0
GM
∫
ω = ∇i>0GM1 = 0
and so ∇i>0GMω come from H
1(C).
4.6.1. Example. Let us consider a particular function P on (A×)2, namely,
(9) P (u, v) = u+ v + λu−1v−1 + 1
where λ is a small and non-zero parameter8. The hypersurface P (u, v) = 0 is an
elliptic curve with 3 punctures aligned with the axis of A2. In the exact sequence
(8) above the cocycles produced by the punctures in H1(C) are annihilated by the
image of H1((A×)2). Thus the complete smooth elliptic curve of genus one C that
is the projective completion of C makes an appearance. More precisely, we have a
refinement of the sequence (8) below:
0→ H1(C)→ H3(CY )→
R
Cp → 0.
If ω is a holomorphic nowhere vanishing three-form on CY as above, then an
explicit computation in the Dwork model for the cohomology shows that
(10) ∇λ∂λω ∈ H
1,0(C)
where H1(C) = H1,0(C)⊕H0,1(C) is the usual Hodge decomposition.
Emulating [7] (which deals with the case of a compact three-fold) one may
choose a framing of H1(C), let us call it {e, l} satisfying some important condi-
tions. Namely,
< e, l >= 1,
where < ·, · > denotes the symplectic pairing on H1(C),
e ∈ H1,0(C),
∇λ∂λe = g(λ)l
7The description of the Gauss-Manin connection on the cohomology of the Calabi-Yau CY can
be given very explicitly if one uses the Dwork model for the cohomology. See the end of Sec. 5.1.
8So that we consider H3(CY ) as a vector bundle on a small punctured disk rather than a
single cohomology group.
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with g a function of λ and finally
∇λ∂λ l = 0.
By the Equation (10) we see that
∇λ∂λω = f(λ)e
where f is another function of λ.
The key difference in what remains is that we must replace the symplectic pairing
on H3 (used in [7]), which is absent in a non-compact case such as ours, by the
pairing between H3 and H3c . The analysis of the functions f(λ) and g(λ), using
the Frobenius map and its compatibility with the pairing, yields certain integrality
results modulo the knowledge of the behavior of the Frobenius map at the boundary
point λ = 0. This extra data was obtained in [11] using the theory of motives. In
[10] this analysis was performed explicitly for the case of the mirror quintic.
One may try to use the methods presented here to obtain integrality results also
in other examples, or perhaps classes of examples. We point out however that the
problem of calculating the Frobenius map at the boundary point is a separate issue
that is not at all trivial. One can attempt to use explicit computations as was done
in [10], or perhaps the theory of motives can not be avoided if we ask for a general
enough answer.
5. Appendix
5.1. The Griffiths-Dwork method. We explain the modifications necessary to
define the Frobenius action on the (middle dimensional) cohomology of a hypersur-
face inside the projective space. We assume that the hypersurface V ⊂ Pn (for n
even, that is the dimension of V is odd) is cut out by a homogeneous polynomial
f of degree d, i.e., a section of the line bundle OPn(d) over P
n. This appendix is
inspired by the similarly named section of [3]. Note that the Frobenius map obtained
via this method is equal to p2 times the usual Frobenius map.
The idea is that one can naturally identify the middle dimensional cohomology
of V (for V odd dimensional) with Hn(Pn − V ). Since the space Pn − V is affine,
the latter cohomology group may be computed as the quotient of the space of top
differential forms. These have a nice homogeneous description which is readily
shown to be isomorphic to an expression very similar to the one used to define the
Frobenius map for a hypersurface in An. Some details are below.
Consider the short exact sequence of D-modules on Pn:
0→ OPn → OPn−V → δV → 0
and note that the de Rham cohomology of δV computes the cohomology of V up
to a shift. From a long exact sequence on cohomology (induced by the above) we
obtain a map HndR(OPn−V )→ H
n
dR(δV ) which in other words is
Hn(Pn − V )→ Hn−1(V ).
For n even the above map is surjective simply because Hn+1(Pn) = 0, however it
is also true, see [4], that it is an isomorphism.
By the above it suffices to compute Hn(Pn−V ). However this is not difficult as
is mentioned previously, namely it is given by the top differential forms on Pn − V
modulo some cohomological relations.
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More generally, the de Rham complex of Pn − V can be realized as a certain
subcomplex of DRCp[x0, ..., xn, f
−1] (i.e., the de Rham complex of An+1 with
singularities allowed along V ). This subcomplex can be described explicitly as
consisting of forms ω such that LEω = 0 and ιEω = 0 where E is the Euler vector
field on An+1, i.e. E =
∑
xi∂i. As usual L and ι denote the Lie derivative and the
contraction with a vector field respectively. Note that since f is homogeneous, so
DRCp[x0, ..., xn, f
−1] is graded and the condition that LEω = 0 is equivalent to
the requirement that ω be of homogeneous degree 0.
It is easy to see directly that the above conditions do indeed define a subcomplex,
i.e., it is preserved by the de Rham differential d. Furthermore, the subcomplex is
clearly preserved by ιxi∂j and thus by Lxi∂j since Lξ = d ◦ ιξ + ιξ ◦ d. This means
that for ω as above, the expression Lxi∂jω (being 0 in the cohomology) gives a
relation on the differential forms. In fact these are the only relations that we will
need.
Let us return to Hn(Pn − V ). Observe that Ω =
∑
(−1)ixidx0..d̂xi..dxn gives
the unique up to scalars section of Ωn
Pn
⊗O(n+ 1). More precisely, the expression
for Ω is an n-form in DRCp[x0, ..., xn, f
−1] of homogeneous degree n+ 1 and one
can check that it is annihilated by ιE . Thus it is a section of Ω
n
Pn
⊗O(n+1) ∼= OPn
and so is unique. We conclude that Hn(Pn − V ) is a quotient of{
xIΩ
fk+1
: n+ 1 + |I| = (k + 1)d
}
.
Let us derive the relations on the above. Note that Lxi∂jΩ = δijΩ and we can
use this to derive the equations
(∂jx
I)Ω
fk
= −k
xI(∂jf)Ω
fk+1
.
We need to compare the above with the twisted algebraic de Rham complex
DRCp[x0, ..., xn, t]e
pitf or rather its homogeneous degree zero 0 part9. The reason
for the comparison is that the latter is isomorphic to the overconvergent complex(
DRC†p[x0, ..., xn, t]e
pitf
)
0
which carries a natural Frobenius action as described
below.
It turns out that
Hn(Pn − V ) ∼=
(
DRn+2Cp[x0, ..., xn, t]e
pitf
)
0
.
To see this note that the latter is a quotient of{
xI tkdx0..dxndt : n+ 1 + |I| = (k + 1)d
}
by the relations
[(∂t + πf) · x
Itk]dx0..dxndt = 0
and
[(∂j + πt(∂jf)) · x
Itk]dx0..dxndt = 0.
So that xItkdx0..dxndt corresponds up to an appropriate scalar to
xIΩ
fk+1
.
For the cases we are interested in we have that d = n+ 1, thus
dxdt 7→
Ω
f
9 We note that xi have degree 1, while t has degree −d, thus Cp[x0, .., xn, t]0 is a realization
of the global functions on the total space of O(−d).
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and more explicitly, the cohomology group Hn−1(V ) is identified with the vec-
tor space spanned10 by xItα with |I| = αd modulo the relations (∂ix
I)tα =
−π(∂if)x
I tα+1 and xI(∂tt
α) = −πfxItα.
Recall that the Frobenius action on DRC†p[x0, ..., xn, t]e
pitf , which preserves the
subcomplex
(
DRC†p[x0, ..., xn, t]e
pitf
)
0
, is given by
ω(x, t) 7→ epi(t
pf(xp)−tf)ω(xp, tp).
If as in our case, f depends on a parameter ψ then ψ is raised to the power p by
the Frobenius as well, i.e.,
ω(ψ, x, t) 7→ epi(t
pf(ψp,xp)−tf)ω(ψp, xp, tp).
Furthermore, if f is a sum of monomials xIj , we can rewrite epi(t
pf(xp)−tf) as the
product ΠjA(tx
Ij ) where epi(z
p−z) = A(z).
When f depends on a parameter ψ we get a family of hypersurfaces Vψ whose
cohomology groups possess what is known as the Gauss-Manin connection which
can be described explicitly in our setting. Namely, we have identified Hn−1(Vψ)
with a quotient of
{
ψsxI tkdx0..dxndt : n+ 1 + |I| = (k + 1)d
}
and the connection
is given by
∇∂ψ = ∂ψ + πt(∂ψf).
One can show that the Frobenius map is compatible with the Gauss-Manin
connection in the sense that
∇ψ∂ψ ◦ Fr = pFr ◦ ∇ψ∂ψ .
5.2. A sketch of the algebraic Dwork-de Rham comparison. We use the
language of D-modules and their de Rham cohomology to relate the algebraic (i.e.,
omitting the analytic aspects of overconvergence) Dwork cohomology of a hypersur-
face to its de Rham cohomology. We are working up to a shift of the cohomological
degree. The discussion presented here is similar to [1].
Let f : Y → A1 and consider the maps
A1 ×X
Id×f
→ A1 × A1
p1
→ A1
(τ, x) 7→ (τ, f(x)) 7→ τ
and let eτf(y) be a D-module on A1 × Y as before. Denote by pA1 the composition
of the two maps above, then pA1∗e
τf(y) ≃ p1∗ ◦ (Id × f)∗e
τf(y) ∼= p1∗ ◦ (Id× f)∗ ◦
(Id × f)∗eτt ∼= p1∗(e
τt ⊗ (Id × f)∗OA1×Y ) ∼= p1∗(e
τt ⊗ OA1 ⊠ f∗(OY )) ∼= ̂f∗(OY )
where ̂f∗(OY ) denotes the Fourier transform of f∗(OY ).
The above can be used to extract another proof of the fact that the total de
Rham cohomology of the D-module eτf computes (up to shift) the cohomology of
the 0-set of f (when f is smooth, otherwise it is a better version of the cohomology
of f = 0). Namely, the de Rham cohomology of eτf is isomorphic to that of ̂f∗(OY ),
10The meaning of spanned depends on which version of the de Rham complex we consider.
Ultimately both the algebraic and overconvergent versions give the same answer for Hn−1(V ),
but the overconvergent version allows for an explicit definition of the Frobenius action.
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and the cohomology of ̂f∗(OY ) is equal to i
!
0f∗(OX) (by definition of the de Rham
cohomology and the Fourier transform) where i0 comes from the diagram below.
f−1(0)
pi

i
// Y
f

0
i0
// A1
By base change we can replace i!0f∗(OX) by π∗i
!OY which is (again up to shift) the
cohomology of the zero set of f .
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