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Abstract
Some algebraic aspects of field quantization in space-time with boundaries are
discussed. We introduce an associative algebra BR, whose exchange properties are
inferred from the scattering processes in integrable models with reflecting boundary
conditions on the half line. The basic properties of BR are established and the Fock
representations associated with certain involutions in BR are derived. We apply these
results for the construction of quantum fields and for the study of scattering on the half
line.
1. Introduction
It is well known that the presence of boundaries in space affects the behavior of
quantum fields. In this paper we discuss the influence of the boundary conditions on
the canonical commutation relations between creation and annihilation operators. Our
investigation is inspired mainly by the factorized scattering theory of integrable models
with reflecting boundary conditions on the half line. In the absence of boundaries
[6,13,26], the algebraic features of these models are encoded in the Zamolodchikov-
Faddeev (Z-F) algebra [6,26], denoted in what follows by AR. This is an associative
algebra, whose generators satisfy quadratic constraints, known as exchange relations.
The Fock representation of AR equipped with an appropriate involution describes the
scattering processes in integrable models. In this respect one should recall first that the
Fock space contains two dense subspaces whose elements are interpreted as asymptotic
in- and out-states. Second, the S-matrix can be explicitly constructed as a unitary
operator interpolating between the asymptotic in- and out-spaces.
In a pioneering paper from the middle of the eighties, Cherednik [4] suggested a pos-
sible generalization of factorized scattering theory to integrable models with reflecting
boundary conditions, which preserve integrability. The recent efforts to gain a deeper
insight in various boundary-related two-dimensional phenomena, stimulated further in-
vestigations [5,7-12,16,21,23-25] in this subject. Among others, we would like to mention
the attempts to develop an algebraic approach. One of the basic ideas there is to extend
the Z-F algebra by introducing [8-12] “boundary creating” (also called “reflection”) op-
erators, which formally translate in algebraic terms the nontrivial boundary conditions.
When possible, such an algebraic formulation is quite attractive because the treatment
of the boundary conditions in their standard analytic form is as a rule a complicated
matter. In spite of the great progress in implementing the above idea in particular
models, the fundamental features of the boundary operators and their interplay with
the “bulk” theory are still to be investigated. This is among the main purposes of the
present paper.
We start our analysis by introducing an exchange algebra BR with the following
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structure. In the above spirit, BR contains both boundary and bulk generators. The
latter have a counterpart in AR, but we shall see that the exchange of two bulk gen-
erators of BR involves in general boundary elements. The impact of the boundary on
the bulk theory is therefore manifest already on the algebraic level, while the detailed
boundary conditions are specified on the level of representation. We concentrate in this
article on the Fock representations of BR. We will show that there exist two series of
such representations, depending on certain involutions in BR. We shall construct these
representations explicitly, establishing also their basic properties. As an application of
these results, we will perform a detailed and rigorous investigation of the S-matrix of
integrable models in the presence of reflecting boundaries.
The paper is organized as follows. In Sect. 2 we define the exchange algebra
BR and investigate some of its basic features. We introduce the concept of reflection
BR-algebra and the related notion of reflection automorphism. At the end of this section
we describe also a family of natural generalizations of BR. Sect. 3 is devoted to the
Fock representations of BR. In Sect. 4 we describe some applications. We show that
the second quantization on the half line naturally leads to BR. We also analyze here the
scattering operator of integrable models. The last section contains our conclusions. In
the appendix we construct representations of BR carrying a boundary quantum number.
This article brings together and extends the results independently obtained by the
present authors in [19] and [27].
2. The Exchange Algebra BR
BR is by definition an associative algebra with identity element 1. It has two types
of generators:
{aα(x), a∗α(x) : α = 1, ..., N, x ∈ Rs} (2.1)
and
{bβα(x) : α, β = 1, ..., N, x ∈ Rs} , (2.2)
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which, as mentioned in the introduction, are called bulk and boundary generators re-
spectively. For convenience, we divide the constraints on (2.1,2) in three groups:
(i) bulk exchange relations are quadratic in the bulk generators and read
aα1(x1) aα2(x2) − Rβ1β2α2α1(x2, x1) aβ2(x2) aβ1(x1) = 0 , (2.3)
a∗α1(x1) a
∗α2(x2)− a∗β2(x2) a∗β1(x1)Rα1α2β2β1 (x2, x1) = 0 , (2.4)
aα1(x1) a
∗α2(x2) − a∗β2(x2)Rα2β1α1β2(x1, x2) aβ1(x1) =
1
2
δ(x1 − x2) δα2α1 1+
1
2
δ(x1 + x2) b
α2
α1
(x1) ; (2.5)
(ii) boundary exchange relations
Rγ2γ1α1α2(x1, x2) b
δ1
γ1
(x1)R
β1δ2
γ2δ1
(x2,−x1) bβ2δ2 (x2) =
bγ2α2(x2)R
δ2δ1
α1γ2
(x1,−x2) bγ1δ1 (x1)R
β1β2
δ2γ1
(−x2,−x1) ; (2.6)
(iii) mixed relations
aα1(x1) b
β2
α2
(x2) = R
γ1γ2
α2α1
(x2, x1) b
δ2
γ2
(x2)R
β2δ1
γ1δ2
(x1,−x2) aδ1(x1) , (2.7)
bβ1α1(x1) a
∗α2(x2) = a
∗δ2(x2)R
γ2δ1
α1δ2
(x1, x2) b
γ1
δ1
(x1)R
β1α2
γ2γ1 (x2,−x1) . (2.8)
In the above equations and in what follows the summation over repeated upper and
lower indices is always understood. The entries of the exchange factor R are complex
valued measurable functions on Rs ×Rs, obeying
Rγ1γ2α1α2(x1, x2)R
β1β2
γ1γ2
(x2, x1) = δ
β1
α1
δβ2α2 , (2.9)
Rγ1γ2α1α2(x1, x2)R
δ2β3
γ2α3(x1, x3)R
β1β2
γ1δ2
(x2, x3) = R
γ2γ3
α2α3(x2, x3)R
β1δ2
α1γ2(x1, x3)R
β2β3
δ2γ3
(x1, x2) .
(2.10)
These compatibility conditions are assumed throughout the paper and can be consid-
ered as general requirements on R, which together with eqs.(2.3-8) define the exchange
algebra BR. Eq.(2.10) is the spectral quantum Yang-Baxter equation in its braid form,
Rs playing the role of spectral set.
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Let us comment now on the exchange relations (2.3-8), which may look at first
sight a bit complicated. Concerning the general structure, we observe that after setting
formally all boundary generators in (2.3-8) to zero and rescaling by a factor of 1/
√
2
the bulk generators, one gets the Z-F algebra AR. This fact clarifies partially the origin
of eqs.(2.3-5). The presence of boundary generators in the right hand side of (2.5) is
worth stressing. This is one of the essential points, in which our approach differs from
the previous attempts to define a boundary exchange algebra.
Eq.(2.6) describes the exchange of two boundary generators taken in generic points
and also deserves a remark. It looks similar to the boundary Yang-Baxter equation [4];
the difference is that the elements {bβα(x)} do not commute in general and consequently
their position in (2.6) is essential. Notice also that {bβα(x)} close a subalgebra of BR,
which presents by itself some interest [24]. Finally, eqs.(2.7,8) express the interplay
between {aα(x), a∗α(x)} and {bβα(x)} and represent another relevant new aspect of our
proposal.
Two straightforward examples, denoted by B±, correspond to the constant solutions
Rβ1β2α1α2 = ± δβ2α1 δβ1α2 (2.11)
of (2.9,10) and represent in the above context the counterparts of the canonical
(anti)commutation relations. Eqs.(2.6-8) imply that {bβα(x)} are central elements in
B±. Nevertheless, also in these relatively simple cases the right hand side of eq.(2.5)
keeps trace of the nontrivial boundary conditions. Two applications of B+ with N = 1
are described in Sect. 4.
To further understand the structure of BR and its representations, it is instructive
to introduce some involutions in BR. Let HN be the family of invertible Hermitian
N ×N matrices and let M be the set of matrix valued functions m : Rs → HN , such
that the entries of m(x) and m(x)−1 are measurable and bounded in Rs. Consider the
mapping Im defined by
Im : a
∗α(x) 7−→ mβα(x) aβ(x) , (2.12)
Im : aα(x) 7−→ a∗β(x)m−1αβ (x) , (2.13)
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Im : b
β
α(x) 7−→ mγβ(−x) bδγ(−x)m−1αδ (x) . (2.14)
Provided that m ∈M satisfies
R†γ1γ2α1α2(x1, x2)m
β1
γ1
(x1)m
β2
γ2
(x2) = m
γ1
α1
(x2)m
γ2
α2
(x1)R
β1β2
γ1γ2
(x2, x1) , (2.15)
it is not difficult to check that when extended as an antilinear antihomomorphism on
BR, Im defines an involution. In eq.(2.15) and in what follows the dagger stands for
Hermitian conjugation, i.e.
R†β1β2α1α2(x1, x2) ≡ R
α1α2
β1β2 (x1, x2) ,
the bar indicating complex conjugation. Notice that for the algebras B± eq.(2.15) is
satisfied for any m ∈M.
In this paper we shall concentrate on the following specific type of BR-algebras.
We call the boundary generators {bβα(x)} reflections if
bγα(x) b
β
γ(−x) = δβα (2.16)
hold. In this case we refer to BR as reflection exchange algebra. The condition (2.16)
is Im-invariant and one easily proves
Proposition 1. Let BR be a reflection exchange algebra. Then the mapping
̺ : aα(x) 7−→ bβα(x)aβ(−x) , (2.17)
̺ : a∗α(x) 7−→ a∗β(−x)bαβ (−x) , (2.18)
̺ : bβα(x) 7−→ bβα(x) , (2.19)
leaves invariant the constraints (2.3-8) and extends therefore to an automorphism on
BR. Moreover, being compatible with Im, ̺ is actually an automorphism of {BR, Im}
considered as an algebra with involution.
In what follows ̺ is called the reflection automorphism of BR. Besides encod-
ing some essential features of any reflection exchange algebra, ̺ has a direct physical
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interpretation in scattering theory: it provides a mathematical description of the intu-
itive physical picture that bouncing back from a wall, particles change the sign of their
rapidities. In fact, the two elements a∗α(−x) and a∗β(x)bαβ(x) are ̺-equivalent,
a∗α(−x) ∼ a∗β(x)bαβ(x) . (2.20)
This relation in our framework is the counterpart of a heuristic equation (see for exam-
ple eq.(3.22) of [10]), conjectured in all papers dealing with factorized scattering with
reflecting boundaries. In the next section we will show that the ̺-equivalence becomes
actually an equality in the Fock representation of {BR, Im}. For proving this statement
we will use the relations
{aα(x1)− ̺ [aα(x1)]} a∗β(x2) = a∗γ(x2)Rβδαγ(x1, x2) {aδ(x1)− ̺ [aδ(x1)]} , (2.21)
{a∗α(x1)− ̺ [a∗α(x1)]} a∗β(x2) = a∗γ(x2)
{
a∗δ(x1)− ̺
[
a∗δ(x1)
]}
Rαβγδ (x2, x1) ,
(2.22)
whose validity follows directly from eqs.(2.3-5,7,8,16).
Before concluding this section, we would like to introduce a whole class of more
general exchange algebras which can be treated in the above way. The idea is to replace
the reflection x 7→ −x, which plays a special role in defining BR, with any almost ev-
erywhere differentiable mapping λ : x 7→ x˜, satisfying the iterative functional equation
λ (λ(x)) = x . (2.23)
The resulting exchange algebras will be denoted by BR,λ and are characterized by the
following constraints: the relations (2.3,4) remain unchanged, whereas (2.5-8) take the
form
aα1(x1) a
∗α2(x2) − a∗β2(x2)Rα2β1α1β2(x1, x2) aβ1(x1) =
1
2|detλ′(x1)|1/2
{
δ(x1 − x2) δα2α1 1+ δ(x1 − x˜2) bα2α1(x1)
}
,
(2.24)
Rγ2γ1α1α2(x1, x2) b
δ1
γ1
(x1)R
β1δ2
γ2δ1
(x2, x˜1) b
β2
δ2
(x2) =
bγ2α2(x2)R
δ2δ1
α1γ2
(x1, x˜2) b
γ1
δ1
(x1)R
β1β2
δ2γ1
(x˜2, x˜1) ,
(2.25)
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aα1(x1) b
β2
α2(x2) = R
γ1γ2
α2α1(x2, x1) b
δ2
γ2(x2)R
β2δ1
γ1δ2
(x1, x˜2) aδ1(x1) ,
bβ1α1(x1) a
∗α2(x2) = a
∗δ2(x2)R
γ2δ1
α1δ2
(x1, x2) b
γ1
δ1
(x1)R
β1α2
γ2γ1 (x2, x˜1) .
(2.26)
Here λ′(x) denotes the Jacobian matrix of the function λ. The results of this section
regarding BR can be transferred with obvious modifications to BR,λ. For the complete
set of solutions of eq.(2.23) we refer to [14]. When s = 1 for instance, the mapping λ
can be any almost everywhere differentiable function in R whose graph is symmetric
with respect to the diagonal {(x, y) ∈ R2 : x = y}.
Summarizing, we introduced so far the exchange algebra BR and some natural
generalizations of it. We defined also a set of involutions in BR, which are useful in
representation theory. Focusing on reflection type BR-algebras, we shall construct in
the next section the relative Fock representations.
3. Fock Representations
We consider in this paper representations of {BR, Im} with the following general
structure.
1. The representation space L is a locally convex and complete topological linear space
over C.
2. The generators {aα(x), a∗α(x), bβα(x)} are operator valued distributions with com-
mon and invariant dense domain D ⊂ L, where eqs.(2.3-8) hold.
3. D is equipped with a nondegenerate sesquilinear form (inner product) 〈 · , · 〉m,
which is at least separately continuous. The involution Im defined by eqs.(2.12-14)
is realized as a conjugation with respect to 〈 · , · 〉m.
A Fock representation of {BR, Im} is specified further by the following requirement.
4. There exists a vector (vacuum state) Ω ∈ D which is annihilated by aα(x). More-
over, Ω is cyclic with respect to {a∗α(x)} and 〈Ω , Ω〉m = 1.
A more general situation, when a boundary quantum number [10] is present, is outlined
in the appendix.
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There is a series of direct but quite important corollaries from the above assump-
tions. Let us start with
Proposition 2. The automorphism ̺ of any reflection BR-algebra is implemented in
the above Fock representations by the identity operator.
Proof. First of all we observe that
〈P ′[a∗]Ω , {aα(x)− ̺[aα(x)]}P [a∗]Ω〉m = 0 , (3.1)
where P and P ′ are arbitrary polynomials. In fact, by means of eq.(2.21) one can shift
the curly bracket to the vacuum and use that aα(x) annihilate Ω. Now the cyclicity of
Ω, combined with the properties of 〈 · , · 〉m, allow to replace P ′[a∗]Ω by an arbitrary
state ϕ ∈ D. A further conjugation leads to
〈P [a∗]Ω , {a∗α(x)− ̺[a∗α(x)]}ϕ〉m = 0 , (3.2)
which implies
a∗α(x) = a∗β(−x)bαβ (−x) (3.3)
on D. Analogously, employing (2.22) one concludes that
aα(x) = b
β
α(x)aβ(−x) (3.4)
also holds on D. Finally, taking in consideration eq.(2.19) we deduce that ̺ is indeed
implemented by the identity operator.
For describing some further characteristic features of the Fock representations of
BR, we introduce the c-number distributions
Bβα(x) ≡ 〈Ω , bβα(x)Ω〉m . (3.5)
The requirement 3 implies that
B†βα(x) = m
γ
α(−x)Bδγ(−x)m−1βδ(x) , (3.6)
which is the analog of condition (2.15) regarding the exchange factor R.
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Two other simple consequences of our assumptions 1-4 above are collected in
Proposition 3. The vacuum vector Ω is unique (up to a phase factor) and satisfies
bβα(x) Ω = B
β
α(x) Ω . (3.7)
Proof. The argument implying the uniqueness of the vacuum is standard. Concerning
eq.(3.7), it can be inferred from the identity
〈[bβα(x)−Bβα(x)]Ω , P [a∗]Ω〉m = 0 , (3.8)
P being an arbitrary polynomial. In order to prove eq.(3.8) we shift by a conjugation
the polynomial to the first factor in the right hand side of (3.8) and apply afterwards
the exchange relation (2.8) and eq.(3.5). For completing the proof, one also employs
that Ω is cyclic and 〈 · , · 〉m is continuous and nondegenerate.
Combining eq.(3.7) with the fact that aα(x) annihilate Ω, we conclude that
eqs.(2.5,7,8) allow for a purely algebraic derivation of the vacuum expectation values
involving any number and combination of the generators {aα(x), a∗α(x), bβα(x)}. In
particular, taking the vacuum expectation value of eq.(2.6) one gets
Rγ2γ1α1α2(x1, x2)B
δ1
γ1
(x1)R
β1δ2
γ2δ1
(x2,−x1)Bβ2δ2 (x2) =
Bγ2α2(x2)R
δ2δ1
α1γ2
(x1,−x2)Bγ1δ1 (x1)R
β1β2
δ2γ1
(−x2,−x1) .
(3.9)
We thus recover at the level of Fock representation the original boundary Yang-Baxter
equation [4]. In addition, when one is dealing with reflection algebras, eq.(2.17) implies
Bγα(x)B
β
γ (−x) = δβα . (3.10)
In this case we refer to B as reflection matrix.
A final comment in this introductory part concerns the algebras B±. Using that
{bβα(x)} are central elements, in a Fock representation of B± one has
bβα(x)ϕ = B
β
α(x)ϕ (3.11)
for any ϕ ∈ D.
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At this stage it is convenient to introduce the set M(R,B) of all elements of M
obeying both eqs.(2.15) and (3.6). Then the basic input fixing a Fock representation
of the reflection algebra {BR, Im} is the triplet {R, B; m}, where R and B satisfy
eqs.(2.9,10) and (3.9,10), and m ∈ M(R,B). Some explicit examples of such triplets
have been found already by Cherednik [4]. With any {R, B; m} we associate a Fock
representation denoted by FR,B;m. To the end of this section we will describe the
explicit construction of FR,B;m.
Our first step will be to introduce the n-particle subspace HnR,B of FR,B;m. For
this purpose we consider
H =
N⊕
α=1
L2(Rs) , (3.12)
equipped with the standard scalar product
(ϕ, ψ) =
∫
dsxϕ†α(x)ψα(x) =
N∑
α=1
∫
dsxϕα(x)ψα(x) . (3.13)
For n ≥ 1 the n-particle space HnR,B we are looking for, will be a subspace of the
n-fold tensor power H⊗n, characterized by a suitable projection operator P (n)R,B . The
ingredients for constructing P
(n)
R,B are essentially two: a specific finite group and its
representation in H⊗n, defined in terms of the exchange factor R and the reflection
matrix B.
Let us concentrate first on the group. In the case of AR, this was [17] simply the
permutation group Pn. The physics behind BR suggest to enlarge in this case the group
by adding a reflection generator. More precisely, we consider the group Wn generated
by {τ, σi : i = 1, ..., n− 1} which satisfy
σi σj = σj σi , |i− j| ≥ 2 ,
σi τ = τ σi , 1 ≤ i < n− 2 ,
(3.14)
σi σi+1 σi = σi+1 σi σi+1 ,
σn−1 τ σn−1 τ = τ σn−1 τ σn−1 ,
(3.15)
σ2i = τ
2 = 1 . (3.16)
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Wn is the Weyl group associated with the root systems of the classical Lie algebra Bn
and has 2nn! elements. Although it contains no permutations,W1 = {1, τ} is nontrivial.
We turn now to the representation of Wn in H⊗n. Observing that any element
ϕ ∈ H⊗n can be viewed as a column whose entries are ϕα1···αn(x1, . . . , xn), we define
the operators {T (n), S(n)i : i = 1, ..., n− 1} acting on H⊗n according to:
[
S
(n)
i ϕ
]
α1...αn
(x1, ..., xi, xi+1, ..., xn) =
[Ri i+1(xi, xi+1)]
β1...βn
α1...αn
ϕβ1...βn(x1, ..., xi+1, xi, ..., xn) , n ≥ 2 , (3.17)[
T (n)ϕ
]
α1...αn
(x1, ..., xn) =
[Bn(xn)]
β1...βn
α1...αn
ϕβ1...βn(x1, ..., xn−1,−xn) , n ≥ 1 (3.18)
where
[Rij(xi, xj)]
β1...βn
α1...αn
= δβ1α1δ
β2
α2 · · · δ̂βiαi · · · δ̂
βj
αj · · · δβnαn Rβiβjαiαj (xi, xj) (3.19)
and
[Bi(x)]
β1...βn
α1...αn
= δβ1α1δ
β2
α2
· · · δ̂βiαi · · · δβnαn Bβiαi(x) . (3.20)
The hat in eqs.(3.19,20) indicates that the corresponding symbol must be omitted. For
implementing eqs.(3.17,18) on the whole H⊗n, we assume at this stage that the matrix
elements Rβ1β2α1α2(x1, x2) and B
β
α(x) are bounded functions. We are now in position to
prove
Proposition 4: {T (n), S(n)i : i = 1, ..., n− 1 } are bounded operators on H⊗n and the
mapping
χ(n) : τ 7−→ T (n) , χ(n) : σi 7−→ S(n)i , i = 1, · · · , n− 1 (3.21)
defines a representation of Wn in H⊗n. Moreover,
P
(n)
R,B ≡
1
2nn!
∑
ν∈Wn
χ(n)(ν) (3.22)
is a bounded projection operator in H⊗n.
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Proof. The main point is to show that {T (n), S(n)i : i = 1, ..., n−1 } obey eqs.(3.14-16).
This can be checked directly. Eqs.(3.14) are satisfied by construction. Eqs.(3.15) follow
from (2.10) and (3.9). Finally, eqs.(2.9) and (3.10) imply (3.16).
Let us observe in passing that P
(n)
R,B is an orthogonal projector only if the N × N
identity matrix e belongs to M(R,B). In general P (n)R,B is not orthogonal, but being a
bounded operator determines for any n ≥ 1 a (nonempty) closed subspace
HnR,B ≡ P (n)R,BH⊗n . (3.23)
By construction the elements of HnR,B behave as follows:
ϕα1...αn(x1, ..., xi, xi+1, ..., xn) = [Ri i+1(xi, xi+1)]
β1...βn
α1...αn
ϕβ1...βn(x1, ..., xi+1, xi, ..., xn) ,
(3.24)
ϕα1...αn(x1, ..., xn) = [Bn(xn)]
β1...βn
α1...αn
ϕβ1...βn(x1, ..., xn−1,−xn) . (3.25)
Setting H0R,B = C1, we introduce also the finite particle space F0R,B;m(H) as the
(complex) linear space of sequences ϕ =
(
ϕ(0), ϕ(1), ..., ϕ(n), ...
)
with ϕ(n) ∈ HnR,B and
ϕ(n) = 0 for n large enough. The vacuum state is Ω = (1, 0, ..., 0, ...).
At this point we define on F0R,B;m(H) the annihilation and creation operators
{a(f), a∗(f) : f ∈ H} setting a(f)Ω = 0 and
[a(f)ϕ]
(n)
α1···αn
(x1, ..., xn) =
√
n+ 1
∫
dsx f †α0(x)ϕ
(n+1)
α0α1···αn(x, x1, ..., xn) , (3.26)
[a∗(f)ϕ]
(n)
α1···αn
(x1, ..., xn) =
√
n
[
P
(n)
R,B f ⊗ ϕ(n−1)
]
α1···αn
(x1, ..., xn) , (3.27)
for all ϕ ∈ F0R,B;m(H). The operators a(f) and a∗(f) are in general unbounded on
F0R,B;m(H). However, for any ψ(n) ∈ HnR,B one has the estimates
‖ a(f)ψ(n) ‖≤ √n ‖ f ‖‖ ψ(n) ‖ , ‖ a∗(f)ψ(n) ‖≤ √n ‖ P (n+1)R,B ‖‖ f ‖‖ ψ(n) ‖ ,
(3.28)
‖ · ‖ being the L2-norm. Therefore a(f) and a∗(f) are bounded on each HnR,B .
The right hand side of eq.(3.27) can be given an alternative form by implementing
explicitly the action of P
(n)
R,B . The resulting expression is a bit complicated, but since
in some cases it might be instructive, we give it for completeness:
[a∗(f)ϕ]
(n)
α1···αn
(x1, ..., xn) =
1
2
√
n
[
fα1(x1)ϕ
(n−1)
α2···αn(x2, . . . , xn)+
12
C(x1; x2, ..., xn)
β1···βn
α1···αn
fβ1(−x1)ϕ(n−1)β2···βn(x2, . . . , xn)
]
+
1
2
√
n
n∑
k=2
[Rk−1 k(xk−1, xk) · · ·R1 2(x1, xk)]β1···βnα1···αn
[
fβ1(xk)ϕ
(n−1)
β2···βn
(x1, . . . , x̂k, . . . , xn)+
C(xk; x1, ..., x̂k, ..., xn)
γ1···γn
β1···βn
fγ1(−xk)ϕ(n−1)γ2···γn(x1, . . . , x̂k, . . . , xn)
]
, (3.29)
where
C(xk; x1, ..., x̂k, ..., xn)
β1···βn
α1···αn =[
R12(xk, x1)R23(xk, x2) · · · R̂k (k+1)(xk, xk) · · ·R(n−1)n(xk, xn)Bn(xk)·
R(n−1)n(xn,−xk) · · · R̂k (k+1)(xk,−xk) · · ·R23(x2,−xk)R12(x1,−xk)
]β1···βn
α1···αn
. (3.30)
We turn now to the boundary generators, defining bβα(x) as the multiplicative op-
erator whose action on F0R,B;m(H) is given by eq.(3.7) and
[
bβα(x)ϕ
](n)
γ1...γn
(x1, ..., xn) = [R01(x, x1)R12(x, x2) · · ·R(n−1)n(x, xn)Bn(x)·
·R(n−1)n(xn,−x) · · ·R12(x2,−x)R01(x1,−x)]βδ1...δnαγ1...γnϕ
(n)
δ1...δn
(x1, ..., xn) , (3.31)
for n ≥ 1. Notice that the boundary generators {bβα(x)} preserve the particle number.
By construction {a(f), a∗(f)} and {bβα(x)} leave invariant F0R,B;m(H), which we
take as the domain D, whose existence was required in the definition of Fock represen-
tation. For deriving the commutation properties on D it is convenient to introduce the
operator-valued distributions aα(x) and a
∗α(x) defined by
a(f) =
∫
dsx f †α(x)aα(x) , a
∗(f) =
∫
dsx fα(x)a
∗α(x) . (3.32)
After a straightforward but lengthly computation, one verifies the validity of the fol-
lowing statement.
Proposition 5. The operator-valued distributions {aα(x), a∗α(x)} and {bβα(x)} satisfy
the relations (2.3-8) on D.
Assuming that M(R,B) 6= ∅, we proceed further by implementing the involutions
{Im : m ∈ M(R,B)}. For this purpose we have to construct a sesquilinear form
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〈 · , · 〉m on D, such that the mapping (2.12-14) is realized as the conjugation with
respect 〈 · , · 〉m. Let us consider the following form on D:
〈ϕ, ψ〉m =
∞∑
n=0
〈ϕ(n), ψ(n)〉m , (3.33)
where
〈ϕ(0), ψ(0)〉m = ϕ(0)ψ(0) , (3.34)
〈ϕ(n), ψ(n)〉m =∫
dx1 · · ·dxnϕ(n)†α1...αn(x1, ..., xn)mβ1α1(x1) · · ·mβnαn(xn)ψ(n)β1...βn(x1, ..., xn) . (3.35)
The right hand side of (3.33) always makes sense because for any ϕ, ψ ∈ D the series is
actually a finite sum. Using that m(x) satisfies eqs.(2.15) and (3.6), one easily proves
Proposition 6. The inner product defined by (3.33-35) is nondegenerate on D and the
involution Im is implemented by 〈 · , · 〉m-conjugation.
The next question concerns the positivity of 〈 · , · 〉m. This point is conveniently
discussed after introducing the subset M(R,B)+ of those elements of M(R,B), which
are positive definite almost everywhere in Rs. One has indeed
Proposition 7. The inner product 〈 · , · 〉m is positive definite on D if and only if
m ∈M(R,B)+.
Proof. From eq.(3.35) it is clear that ifm ∈M(R,B)+ then the inner product is positive
definite. Conversely, suppose that 〈 · , · 〉m is positive definite. Let y ∈ Rs be a fixed
non zero vector, and take an arbitrary f ∈ H with support laying in the half space
x · y ≥ 0. Consider the 1-particle state
ϕα(x) = [P
(1)
R,Bf ]α(x) =
1
2
[
fα(x) +B
β
α(x)fβ(−x)
]
. (3.36)
Using eqs. (3.6,10) and the support properties of fα, one gets
〈ϕ , ϕ〉m = 1
2
∫
dsx f †α(x)mβα(x)fβ(x) . (3.37)
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Since f is arbitrary, positivity of 〈 · , · 〉m implies that m(x) is positive definite almost
everywhere in the half space x · y ≥ 0. Finally, the arbitrariness of y allows to extend
the validity of this conclusion to Rs.
Proposition 7 shows that there are two kinds of Fock representations of BR. The
representation FR,B;m will be called of type A if 〈 · , · 〉m is positive definite; otherwise we
will say that FR,B;m is of type B. The standard probabilistic interpretation of quantum
field theory applies directly only to the A-series. This does not mean however that the
B-series has no physical applications. In the last case one has to isolate first a physical
subspace where 〈 · , · 〉m is nonnegative. This is usually done by symmetry consideration
and may depend on the specific model under consideration.
The final step in completing the derivation of FR,B;m is the construction of the
representation space L. It is necessary at this stage to consider the classes A and B
separately. For m ∈ M(R,B)+ the inner product space {D, 〈 · , · 〉m} is actually a pre-
Hilbert space. Let FR,B;m(H) be the completion of D with respect to the Hilbert space
topology. Clearly L = FR,B;m(H) satisfies all the requirements.
For type B representations there is no distinguished Hilbert space topology for
completing D. A natural substitute is the topology τ defined by the family of seminorms
sψ(ϕ) ≡ |〈ψ , ϕ〉m| , ϕ , ψ ∈ D . (3.38)
It turns out [2] that τ is the weakest locally convex topology in which 〈 · , · 〉m is sepa-
rately τ -continuous. Moreover, τ is a Hausdorff topology, because 〈 · , · 〉m is nondegen-
erate. Therefore D admits a unique (up to isomorphism) τ -completion, which has all
the needed properties and provides the space L for the B-series.
We conclude this section by a general observation, which concerns A-type repre-
sentations only and is based on the fact that any m ∈ M(R,B)+ can be written in
the form m(x) = p†(x) p(x), where p(x) is an invertible matrix. Notice that p(x) is not
unitary unless m(x) = e. It is easy to show that the mapping induced by
aα(x) 7−→ pβα(x) aβ(x) , a∗α(x) 7−→ a∗β(x) p−1αβ (x) , (3.39)
bβα(x) 7−→ pγα(x) bδγ(x) p−1βδ (−x) (3.40)
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is an isomorphism between {BR, Im} and {BR′ , Ie}, where
R′β1β2α1α2(x1, x2) = p
γ1
α1
(x1) p
γ2
α2
(x2)R
δ1δ2
γ1γ2
(x1, x2) p
−1β1
δ1
(x2) p
−1β2
δ2
(x1) . (3.41)
Setting
B′βα(x) = p
γ
α(x)B
δ
γ(x) p
−1β
δ(−x) , (3.42)
one has in addition that FR,B;m and FR′,B′;e are equivalent. In other words, for
any m ∈ M(R,B)+ one can equivalently replace Im with Ie, suitably modifying (see
eqs.(3.41,42)) the exchange factor R and the reflection matrix B.
Let us mention finally that the above formalism carries over easily to the Fock
representations of BR,λ. One must only replace the Lebesgue measure dsx by the
λ-invariant measure |detλ′(x)|1/2dsx.
4. Applications
4.1. Free Boson Field on the Half Line
In order to give a first idea about the physical content of the algebra BR, we focus
below on a simple example of quantization in R+. More precisely, we construct the free
boson field Φ(t, x), satisfying
(
∂2t − ∂2x +M2
)
Φ(t, x) = 0 , x ∈ R+ , (4.1)
with the boundary condition
lim
x↓0
(∂x − η) Φ(t, x) = 0 , η ≥ 0 . (4.2)
The standard Neumann and Dirichlet boundary conditions are recovered from (4.2) by
setting η = 0 or taking the limit η →∞ respectively.
We will show that the quantization of the system (4.1,2) can be described in terms
of BR withN = 1 and R = 1. The exchange structure of this boundary algebra is trivial,
which allows to isolate and easily illustrate the physical implications of the boundary
16
generator b(k). In this section the arguments of the BR-generators have the meaning of
momenta and are denoted therefore by k, p, etc.
Let us introduce the phase factor
B(k) =
k − iη
k + iη
. (4.3)
Then the triplet {R = 1, B;m = e} satisfies all requirements of the previous section and
one can construct the corresponding Fock representation F1,B;e. Eq.(3.30) shows that
the operator b(k) acts as a multiplication by B(k). Therefore, one is left in F1,B;e with
the following relations:
[a(k) , a(p)] = 0 ,
[a∗(k) , a∗(p)] = 0 ,
[a(k) , a∗(p)] =
1
2
δ(k − p) + 1
2
B(k)δ(k + p) .
(4.4)
Notice that these would be the standard canonical commutation relations, apart from
the term B(k)δ(k + p). We define now the field operator
Φ(t, x) =
∫ ∞
−∞
dk√
2πω(k)
[
a(k) e−iω(k)t+ikx + a∗(k) eiω(k)t−ikx
]
, (4.5)
where
ω(k) =
√
M2 + k2 . (4.6)
This is just the expression in the case without boundary, but one should keep in mind
that now the algebra of creation and annihilation operators is different.
By means of (4.4) one easily derives the basic correlator - the two-point Wightman
function
〈Ω , Φ(t1, x1)Φ(t2, x2)Ω〉e =
∫ ∞
−∞
dk
4πω(k)
e−iω(k)t12
[
e−ik(x1−x2) +B(k)e−ik(x1+x2)
]
,
(4.7)
where t12 = t1 − t2. The right hand side of eq.(4.7) defines a tempered distribution
(B(k) is C∞ and bounded on R), which satisfies eqs.(4.1,2). It consists of two terms.
The term without B(k) is the usual two-point Wightman function of the system without
boundary. The term proportional to B(k) has its origin in the boundary generator and
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explicitly breaks translation and Lorentz invariance. It is remarkable that in spite of
this fact, Φ(t, x) is a local field. The validity of this statement can be deduced from the
commutator
[ Φ(t1, x1) , Φ(t2, x2) ] = iD(t1 − t2, x1, x2) . (4.8)
One has
D(t, x1, x2) = ∆(t, x1 − x2) + ∆˜(t, x1 + x2) , (4.9)
where
∆(t, x1 − x2) = −
∫ ∞
−∞
dk
2πω(k)
sin[ω(k)t] eik(x1−x2) (4.10)
is the ordinary Pauli-Jordan function with mass M and
∆˜(t, x1 + x2) = −
∫ ∞
−∞
dk
2πω(k)
sin[ω(k)t]B(k) eik(x1+x2) . (4.11)
Observing that for x1, x2 ∈ R+ the inequality |t1 − t2| < |x1 − x2| implies
|t1− t2| < x1+x2, one concludes that the locality properties of the field Φ are governed
by the behavior of ∆˜(t, x) for |t| < x. The latter can be easily evaluated and using that
η ≥ 0, one finds
∆˜(t, x)|
|t|<x
= 0 . (4.12)
So, Φ(t, x) is a local field when x ∈ R+. Notice that this is not the case if Φ(t, x)
is considered on the whole real line. The two terms ∆ and ∆˜ in the commutator
have a very intuitive explanation. As far as |t1 − t2| < |x1 − x2| no signal can prop-
agate between the points (t1, x1) and (t2, x2) and the commutator vanishes. When
|x1 − x2| < |t1 − t2| < x1 + x2 signals can propagate directly between the two points,
but they cannot be influenced by the boundary and the only contribution comes from
the standard Pauli-Jordan function ∆. As soon as x1 + x2 = |t1 − t2|, signals starting
from one of the points can be reflected at the boundary and reach the other point. This
phenomenon is responsible for the term ∆˜, and is codified in term proportional to B(k)
of the boundary algebra (4.4).
The case η < 0 is slightly more delicate due to the presence of a bound state in the
one-particle energy spectrum, which must be taken into account in the construction of
a local field.
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The results of this subsection can be obviously generalized to higher space-time
dimensions.
4.2. Scattering on the Half Line
Before entering the details of the application of BR to factorized scattering with
reflecting boundary conditions, we will discuss the simple case of particles of mass M
freely moving on R+ and bouncing over a wall at x = 0. The relevant one-particle space
is L2(R+, dx). We denote by Dη ⊂ L2(R+, dx) the subspace of C∞-functions on R+,
which vanish for sufficiently large x, have square integrable first and second derivatives
and obey
lim
x↓0
(
d
dx
− η
)
ϕ(x) = 0 . (4.13)
The current
j = − i
2m
[
ϕ
dϕ
dx
− dϕ
dx
ϕ
]
(4.14)
satisfies j(0) = 0 for all ϕ ∈ Dη, thus preventing any probability flow through the wall
x = 0. For one-particle Hamiltonian we take
H(1) = − 1
2M
△ , (4.15)
defined on Dη. The evolution problem is well posed because H
(1), which is obviously
symmetric, is actually essentially self-adjoint [22]. A set of (generalized) eigenstates
verifying (4.13) is
ψk(x) = e
−ikx +B(k)eikx , k ∈ R , (4.16)
where B(k) is given by eq.(4.3). The eigenvectors (4.16), which represent physically
scattering states, satisfy
ψ−k(x) = ψk(x) = B(−k)ψk(x) . (4.17)
For η ≥ 0 the systems {ψk : k > 0} and {ψ−k : k > 0} are separately complete and
are related via complex conjugation, which in the physical context implements time
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reversal. When η < 0, there is in addition a unique bound state
ψb(x) =
√
−2η eηx , (4.18)
with energy E = −η2/2M .
The n-body Hamiltonian of the associated multiparticle Bose system
H(n) = − 1
2M
(△1 + ...+△n) (4.19)
is defined onDnη+ - the subspace of symmetric functions inD
⊗n
η . Clearly, there is neither
particle production nor particle collision in this model. There is however a nontrivial
reflection from the boundary, which can be described as follows. One can consider ψk as
representing a particle, which when time t→ −∞, travels with momentum −k towards
the wall. Accordingly, we take
| − k〉in = 1√
2π
ψk(x) , k > 0 , (4.20)
as a basis of one-particle “in”-states. Concerning the basis of one-particle “out”-states,
the analogous consideration gives
|k〉out = 1√
2π
ψk(x) =
1√
2π
ψ−k(x) , k > 0 . (4.21)
The scattering operator is defined at this point by
S |k〉out = | − k〉in . (4.22)
For η ≥ 0, S is by construction a unitary operator on L2(R+, dx). For η < 0, S is
defined and unitary on the subspace of L2(R+, dx) which is orthogonal to the bound
state (4.18). The one-particle matrix elements of S read
out〈k|S|p〉out = out〈k| − p〉in = 1
2π
∫ ∞
0
dxψk(x)ψp(x) = B(k)δ(k − p) . (4.23)
More generally
out〈k1, ..., kn| − p1, ...,−pn〉in = B(k1)...B(kn)δ(k1 − p1)...δ(kn − pn) , (4.24)
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provided that k1 > ... > kn > 0 and p1 > ... > pn > 0.
Our main observation now is that the above simple scattering problem admits a
field-theoretic solution in terms of the algebra (4.4). In fact, it is easy to verify that the
vacuum expectation values
2n〈a∗(k1)...a∗(kn)Ω , a∗(−p1)...a∗(−pn)Ω〉e , (4.25)
in the Fock representation F1,B;e reproduce precisely the transition amplitudes (4.24).
We have therefore the following Fock realization
|k1, ..., kn〉out = 2n2 a∗(k1)...a∗(kn)Ω , k1 > ... > kn > 0 , (4.26)
| − p1, ...,−pn〉in = 2n2 a∗(−p1)...a∗(−pn)Ω , p1 > ... > pn > 0 , (4.27)
of the interpolating states. Summarizing, the scattering operator of our simple model
has a purely algebraic characterization. In this respect, the term proportional to B(k)
in (4.4) is the algebraic counterpart of the boundary condition, given analytically by
eq.(4.13).
At this stage we have enough background for facing the more complicated problem
of scattering in integrable models with reflecting boundary conditions in 1+1 space-
time dimensions. The presence of particle collisions in this case leads in general to the
boundary algebras BR with R 6= 1. Using the Fock representations of BR, derived in
the previous section, we present below a rigorous construction of the S-matrix, which
generalizes some previous results [20] valid in the absence of a boundary. We also
show that under certain conditions on the triplet {R,B;m}, the transition amplitudes,
originally derived by Cherednik [4], are indeed Hilbert space matrix elements of a unitary
operator.
The asymptotic particles of integrable models are parametrized by their rapidity
θ ∈ R and internal “isotopic” index α = 1, ..., N . We recall that in the case of relativistic
dispersion relation the energy-momentum vector is expressed in terms of θ and the mass
M according to
p0 = M cosh(θ) , p1 =M sinh(θ) . (4.28)
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An elastic reflection (p0, p1) 7−→ (p0, −p1) corresponds therefore to the transformation
θ 7−→ −θ.
The fundamental building blocks for constructing the scattering operator are the
matrices Rβ1β2α1α2(θ1, θ2) and B
β
α(θ), which are supposed to satisfy eqs.(2.9,10) and
(3.9,10). We allow for R to depend on θ1 and θ2 separately (and not only on θ1 − θ2),
because in general the presence of boundaries brakes down Lorentz invariance.
A crucial observation is that the algebra BR alone does not determine the scattering
operator S we are looking for: one must fix in addition an involution Im. The latter
selects a Fock representation FR,B;m, which is the main ingredient for constructing S.
Postponing the discussion of the physical meaning of the choice of m ∈ M(R,B) to
the end of this section, it might be instructive for the time being to describe the set
M(R,B) for some familiar integrable model. We choose the SU(2) Thirring model. In
this case N = 2 and setting θ12 = θ1 − θ2 the relevant R-matrix reads [1]
R(θ1, θ2) =
iπρ(θ12)
(iπ − θ12)ρ(−θ12)
2∑
α,β=1
[
Eαα ⊗ Eββ + θ12
iπ
(−1)α+βEαβ ⊗Eβα
]
, (4.29)
where Eαβ are the Weyl matrices and
ρ(θ) = Γ
(
1
2
+
θ
2πi
)
Γ
(
1− θ
2πi
)
. (4.30)
The general solution of eqs.(3.9,10), subject to the physical constraint of boundary
crossing symmetry [10], is given in [3]. Let us concentrate for simplicity on the diagonal
solutions
B(θ) =
β(θ)
β(−θ)
(
E11 +
η − θ
η + θ
E22
)
, (4.31)
with η ∈ C and
β(θ) = Γ
(
3
4
+
θ
2πi
)
Γ
(
1− θ
2πi
)
Γ
(
η + iπ − θ
2πi
)
Γ
(
η + 2πi+ θ
2πi
)
. (4.32)
Let µ+ (µ−) be any measurable real-valued even (odd) function, such that µ± and
1/µ± are bounded. Then, if Re η = 0, the set M(R,B) contains all matrices of the
form
m(θ) = µ+(θ) (E11 + ξE22) , ξ ∈ R, ξ 6= 0 . (4.33)
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In addition, for η = 0 one has the solutions
m(θ) = µ−(θ)
(
ζE12 + ζ¯E21
)
, ζ ∈ C . (4.34)
From eq.(4.33) it follows that M(R,B)+ 6= ∅.
After this concrete example illustrating the set M(R,B), we return to the general
framework. The idea is to extend the formalism, developed at the beginning of this
section for the Schro¨dinger particle on the half line, to the case of integrable models. In
what follows we assume that
M(R,B)+ 6= ∅ (4.35)
and consider representations FR,B;m of type A. The physical motivation for this restric-
tion is quite evident. According to proposition 7, it ensures positivity of the metric in
the asymptotic spaces Fout and F in, which we are going to construct now. For this
purpose we introduce the following relation in C∞0 (R):
f1 ≻ f2 ⇐⇒ θ1 > θ2 ∀ θ1 ∈ supp(f1) , ∀ θ2 ∈ supp(f2) . (4.36)
We will adopt also the notation
f ≻ 0 ⇐⇒ θ > 0 ∀ θ ∈ supp(f) , (4.37)
and
f˜(θ) = f(−θ) . (4.38)
As suggested by eqs.(4.26,27), Fout and F in are generated by finite linear combinations
of the vectors (k ≥ 1)
Eout = {Ω, a∗(f1) · · ·a∗(fk) Ω : f1α1 ≻ · · · ≻ fkαk ≻ 0, ∀α1, ..., αk = 1, ..., N } (4.39)
and
E in = {Ω, a∗(g˜1) · · ·a∗(g˜k) Ω : g1β1 ≻ · · · ≻ gkβk ≻ 0, ∀β1, ..., βk = 1, ..., N } (4.40)
respectively. By construction both Fout and F in are linear subspaces of the Hilbert
space FR,B;m(H).
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One should notice that in principle there are elements of F0R,B;m(H) which belong
neither to Fout nor to F in. We call them mixed vectors. Linear combinations involving
both in- and out-states provide in general examples of such vectors. In spite of the
existence of mixed vectors, the subspaces Fout and F in satisfy a sort of asymptotic
completeness, which is essential for constructing the S-matrix. More precisely, one has
Proposition 8. Fout and F in separately are dense in FR,B;m(H).
Proof: We focus on Fout. Let ϕ ∈ FR,B;m(H) and let us assume that
〈ϕ , ψ〉m = 0 ∀ψ ∈ Fout . (4.41)
In order to prove the thesis, we have to show that ϕ =
(
ϕ(0), ϕ(1), ..., ϕ(n), ...
)
= 0.
Obviously ϕ(0) = 0. Let us consider ϕ(n) for arbitrary but fixed n ≥ 1. Eq.(3.27) and
eq.(4.41) imply that
〈ϕ(n) , a∗(f1) · · ·a∗(fn)Ω〉m =∫
dθ1 · · ·dθn ϕ(n)†α1...αn(θ1, ..., θn)mβ1α1(θ1) · · ·mβnαn(θn)f1β1 (θ1) · · ·fnβn (θn) = 0
(4.42)
for all f1, ..., fn such that f1α1 ≻ · · · ≻ fnαn ≻ 0 ∀α1, ..., αn = 1, ..., N . Therefore
ϕ(n)α1...αn(θ1, ..., θn) = 0 (4.43)
in the domain θ1 > · · · > θn > 0. Finally, using that ϕ(n) ∈ HnR,B has definite
exchange and reflection properties described by eqs.(3.24,25), one can extend the domain
of validity of (4.43) and conclude that ϕ(n) actually vanishes almost everywhere in Rn.
Clearly, a similar argument applies also to the case of F in.
We observe in passing that the definition of Fout and F in does not explicitly involve
the boundary generators {bβα(θ)}. This fact is not surprising because Ω is cyclic with
respect to {a∗α(θ)}.
At this point we are ready to define the scattering matrix S and to prove that it is
a unitary operator in FR,B;m(H). The construction consists essentially of three steps.
One starts by defining S as the following mapping of Eout onto E in:
SΩ = Ω , (4.44)
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S a∗(g1)a
∗(g2) · · ·a∗(gk)Ω = a∗(g˜1)a∗(g˜2) · · ·a∗(g˜k)Ω , (4.45)
where g1β1 ≻ · · · ≻ gkβk ≻ 0, ∀β1, ..., βk = 1, ..., N . It is not difficult to check that
〈Sψout , Sϕout〉m = 〈ψout , ϕout〉m , ∀ψout, ϕout ∈ Eout . (4.46)
Moreover, S is invertible and
〈S−1ψin , S−1ϕin〉m = 〈ψin , ϕin〉m , ∀ψin, ϕin ∈ E in . (4.47)
The second step is to extend S and S−1 by linearity to the whole Fout and F in
respectively. Clearly, one has to show that these extensions are correctly defined. Con-
sider for instance S and suppose that there exist a sequence
gi1β1
≻ · · · ≻ gikβk ≻ 0 , ∀β1, ..., βk = 1, ..., N , i = 1, ...,M ,
such that
a∗(g1)a
∗(g2) · · ·a∗(gk)Ω =
M∑
i=1
a∗(gi1)a
∗(gi2) · · ·a∗(gik)Ω . (4.48)
In order to prove that the linear extension of S is not ambiguous, we must show that
a∗(g˜1)a
∗(g˜2) · · ·a∗(g˜k)Ω =
M∑
i=1
a∗(g˜ i1)a
∗(g˜ i2) · · ·a∗(g˜ ik)Ω . (4.49)
The argument is as follows. In the domain θ1 > θ2 > ... > θk > 0 eq.(4.48) implies that
g1β1 (θ1) g2β2 (θ2) · · · gkβk (θk) =
M∑
i=1
gi1β1
(θ1) g
i
2β2
(θ2) · · · gikβk (θk) . (4.50)
Because of the support properties of {gj} and {gij} one has that eq.(4.50) holds actually
in Rk, which projected by P
(k)
R,B proves the validity of eq.(4.49).
It is easy to see also that eqs.(4.46,47) remain valid for the linear extensions of S
and S−1 on Fout and F in respectively. This fact implies in particular that both S and
S−1 are bounded linear operators.
Finally, one extends S and S−1 by continuity to FR,B;m(H). Because of the asymp-
totic completeness proven in proposition 8, the extensions are unique and define the
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unitary scattering operator and its inverse. As it should be expected from integrability,
one has SHnR,B ⊂ HnR,B . Notice however, that in contrast to the case without bound-
ary, where the scattering operator leaves invariant each one-particle state, the S-matrix
constructed above acts nontrivialy already in H1R,B .
By construction the matrix elements of S between out-states in the Fock space
FR,B;e(H) reproduce precisely the transition amplitudes derived by Cherednik [4]. Since
the latter are referred to the involution Ie, a natural question arising at this point con-
cerns the physical meaning of other possible choices of m ∈ M(R,B)+. For answering
this question we consider two generic asymptotic states ϕin ∈ F in and ψout ∈ Fout. If
both m, e ∈ M(R,B)+, one may compare the transition amplitudes associated with
the involutions Im and Ie. One finds
〈ψout , ϕin〉m = 〈ψout , ϕind 〉e = 〈ψoutd , ϕin〉e , (4.51)
where ϕind and ψ
out
d are the “dressed” in- and out-states
(ϕind )
(n)
α1...αn
(θ1, ..., θn) = m
γ1
α1
(θ1) · · ·mγnαn(θn)(ϕin)(n)γ1...γn(θ1, ..., θn) , (4.52)
(ψoutd )
(n)
β1...βn
(θ1, ..., θn) = m
†γ1
β1
(θ1) · · ·m†γnβn(θn)(ψout)(n)γ1...γn(θ1, ..., θn) . (4.53)
It follows from eq.(4.51) that the effect of the involution Im is exactly reproduced in
FR,B;e by appropriate dressing (4.52,53) of the in- or out-states.
The results of this section can be summarized as follows.
Proposition 9. Suppose that the exchange factor R and the reflection matrix B satisfy
(2.9,10) and (3.9,10). Assume also that M(R,B)+ 6= ∅. Then the scattering operator
associated with the Fock representation FR,B;m is unitary for any m ∈M(R,B)+.
Conditions (2.9,10) and (3.9,10) are standard for the scattering on the half line.
The same is true for (2.15), which is usually imposed in the slightly stronger form
R†β1β2α1α2(θ1, θ2) = R
β1β2
α1α2
(θ2, θ1) , (4.54)
known as Hermitian analyticity. We emphasize that condition (3.6), which is often
overlooked in the physical literature, is essential for the unitarity of S and represents
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therefore an useful criterion for selecting possible reflection matrices. In the case of the
SU(2) Thirring model one gets in this way the restriction Re η = 0 in eqs.(4.31,32).
Let us mention also that if R depends on the difference θ12 ≡ θ1 − θ2, one usually
assumes [13,26] that R admits a suitable continuation to the complex θ12-plane, which
satisfies crossing symmetry, has certain pole structure, etc. In that case also B is re-
quired to have a continuation in the complex θ-plane, which obeys boundary crossing
symmetry [10]. In our example (see eqs.(4.29-32)) R and B admit such continuations.
Finally, the bootstrap equations [9,26] reduce further the set of physically relevant ex-
change and reflection matrices. From proposition 9 it follows however that the unitarity
of S as an operator in FR,B;m(H) depends exclusively on the behavior of R and B for
real values of the rapidities.
5. Outlook and Conclusions
In the present paper we have introduced the associative algebra BR and investigated
some of its basic features. BR admits two series of Fock representations, which have
been constructed explicitly. The positive metric representations provide a framework
for deriving Cherednik’s transition amplitudes and proving that they are indeed the
matrix elements of a uniptary scattering operator. We have shown also that the algebra
B+ enters the Bose quantization on the half line. The associated Klein-Gordon field is
local, in spite the breakdown of the Poincare´ symmetry.
BR is actually a member of a large family of algebras BR,λ, which are defined by
eqs.(2.23-26). BR,λ can be studied in the same way as BR and are expected to find
relevant applications to statistical models with boundaries. It will be interesting in this
respect to extend to BR,λ the notion of second R-quantization, developed in [17,18] for
the Z-F algebra AR.
We point out finally that one can further generalize BR,λ, eliminating the condi-
tion (2.9) and/or (3.10). In this case, instead with the Weyl group Wn, one has to
deal with an infinite dimensional group W ′n, which is freely generated by the elements
{τ ′, σ′i : i = 1, ..., n − 1} satisfying the relations (3.14,15), but not (3.16). Recent
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investigations [15] show actually that the group W ′n appears in many different physical
and mathematical contexts. We hope to say more about this generalization of BR,λ in
the near future.
Appendix
In quantum field theory on the half line it is sometimes necessary to allow for a
quantum number j = 1, ..., NB to reside on the boundary [10]. We will show below
that this case is still described by the boundary algebra {BR, Im}, but corresponds to
representations with slightly more general structure then that of FR,B;m. To be precise,
instead of the requirement 4 formulated in the beginning of Sect. 3, these representations
satisfy:
4′. There exists a NB-dimensional subspace (vacuum space) V ⊂ D, which is anni-
hilated by aα(x). Moreover, V is cyclic with respect to {a∗α(x)} and 〈 · , · 〉m is
positive definite on V.
For NB = 1 we recover the property 4 specifying FR,B;m.
Let us briefly describe now the main features of the representations characterized
by the conditions 1-3 and 4′. Let Ω1, . . . ,ΩNB be an orthonormal basis in V. We denote
by P0 be the 〈 · , · 〉m-orthogonal projection on V and define
Bβα(x) ≡ P0 bβα(x)P0 . (A.1)
Notice that Bβα(x) is now an operator, carrying the vacuum space into itself,
Bβα(x) Ω
j = Bβ jα k(x) Ω
k . (A.2)
The following obvious generalization of Proposition 3 holds.
Proposition 3′. The vacuum space V is unique and satisfies
bβα(x) |V = Bβα(x) |V . (A.3)
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Projecting the relevant equations on the vacuum space, one immediately verifies the
validity of (3.6,9,10) as operator equations on V.
Summarizing, the basic input for constructing the above more general class of rep-
resentations of {BR, Im} is still the triplet {R,B;m}, the novelty being that Bβα(x)
are operators which satisfy (3.6,9,10) on V. Apart from the following minor modifi-
cations, the construction precisely follows that described in Sect. 3. First of all, the
elements of HnR,B carry an extra lower index varying from 1 to NB . In the scalar prod-
uct this index is saturated among the two states. Second, performing the substitution
Bβiαi(x) 7→ Bβi jαi k(x) in eq.(3.20), the operator Bi(x) becomes a NB ×NB-matrix, which
inserted in (3.30,31) acts on the states by a standard matrix multiplication.
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