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ABSTRACT
Convex Relaxations with Guaranteed Conver-
gence for Control Design of Takagi-Sugeno Fuzzy
Systems
This paper provides convex conditions with certificates
of convergence for the design of state feedback con-
trollers that quadratically stabilize and also ensure op-
timal H2 and H∞ performances under quadratic sta-
bility for Takagi-Sugeno continuous-time fuzzy systems.
The proposed conditions are formulated as parameter-
dependent linear matrix inequalities (LMIs) that have
extra variables from Finsler’s lemma and parameters
belonging to the unit simplex. The fuzzy control law
is written as a state feedback gain that is a homoge-
neous polynomial of degree g, encompassing the parallel
distributed compensator as a special case when g = 1.
Algebraic properties of the system parameters and re-
cent results of positive polynomials are used to construct
LMI relaxations which, differently from most relaxations
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in the literature, asymptotically converge to a solution
whenever such solution exists. Due to the degree of free-
dom obtained with the extra variables, the conditions
presented in the paper are an improvement over earlier
results based on Po´lya’s theorem and can be viewed as
an alternative to the use of techniques based on the re-
laxation of quadratic forms. The numerical efficiency in
terms of precision and computational effort is demon-
strated by means of comparisons with other methods
from the literature.
KEYWORDS: Takagi-Sugeno fuzzy systems, Linear ma-
trix inequalities, Convergent relaxations, H2 control,
H∞ control.
RESUMO
Este artigo fornece condic¸o˜es convexas com convergeˆn-
cia garantida para o projeto de controladores por reali-
mentac¸a˜o de estados que estabilizam quadraticamente
e tambe´m asseguram desempenhos o´timos H2 e H∞
sob estabilidade quadra´tica para sistemas nebulosos de
Takagi-Sugeno cont´ınuos no tempo. As condic¸o˜es pro-
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postas sa˜o formuladas como desigualdades matriciais li-
neares (LMIs) dependentes de paraˆmetros com varia´veis
de folga provenientes do Lema de Finsler e com paraˆme-
tros pertencentes ao simplex unita´rio. A lei de controle
nebulosa e´ dada por um ganho de realimentac¸a˜o de esta-
dos que e´ um polinoˆmio homogeˆneo de grau g, que tem
como caso particular o compensador paralelo distribu´ıdo
quando g = 1. Propriedades alge´bricas dos paraˆmetros
do sistema e resultados recentes sobre positividade de
polinoˆmios sa˜o usados para construir relaxac¸o˜es LMIs
que, diferentemente da maioria das relaxac¸o˜es da litera-
tura, convergem assintoticamente para a soluc¸a˜o sempre
que esta existir. Grac¸as ao grau de liberdade obtido pelo
uso de varia´veis de folga, as condic¸o˜es apresentadas no
artigo representam avanc¸os em relac¸a˜o a condic¸o˜es re-
centemente publicadas baseadas no Teorema de Po´lya,
e podem ser vistas como uma alternativa a te´cnicas ba-
seadas na relaxac¸a˜o de formas quadra´ticas. A eficieˆncia
nume´rica em termos de precisa˜o e esforc¸o computacio-
nal e´ demonstrada por meio de comparac¸o˜es com outros
me´todos da literatura.
PALAVRAS-CHAVE: Sistemas nebulosos de Takagi-
Sugeno, Desigualdades matriciais lineares, Relaxac¸o˜es
convergentes, Controle H2, Controle H∞.
1 INTRODUC¸A˜O
A procura por condic¸o˜es de projeto de controladores
eficientes e gerais para sistemas na˜o-lineares e´ um as-
sunto de grande interesse. Nesse contexto, sistemas
nebulosos de Takagi-Sugeno (T-S) teˆm um papel im-
portante, pois permitem a representac¸a˜o de sistemas
na˜o-lineares por meio de combinac¸a˜o de modelos li-
neares, tornando-se uma ferramenta u´til de modela-
gem, ana´lise e controle de sistemas na˜o-lineares (Wang
et al., 1996; Tanaka et al., 1998a; Tanaka et al., 1998b;
Teixeira e Zak, 1999; Johansson et al., 1999; Cao e
Frank, 2000; Chen et al., 2000; Kim e Lee, 2000; Tanaka
e Wang, 2001; Tuan et al., 2001; Lian et al., 2001; Liu
e Zhang, 2003; Teixeira et al., 2003; Feng, 2006; Kumar
et al., 2006).
A abordagem baseada em func¸o˜es de Lyapunov e´ bas-
tante utilizada para sistemas nebulosos de T-S, levando
a condic¸o˜es de ana´lise e s´ıntese frequ¨entemente expressas
na forma de desigualdades matriciais lineares (do ingleˆs,
Linear Matrix Inequalities — LMIs) (Boyd et al., 1994).
Procedimentos de otimizac¸a˜o baseados em LMIs po-
dem ser resolvidos em tempo polinomial por algoritmos
de convergeˆncia global (Sturm, 1999). Uma estrutura
de controle bastante utilizada em sistemas nebulosos
de T-S e´ o compensador paralelo distribu´ıdo, na qual
um controlador e´ projetado para cada regra do modelo
nebuloso, compondo um controlador global dado pela
soma ponderada de controladores lineares. A estabili-
dade global do sistema e´ assegurada, por exemplo, pela
existeˆncia de uma func¸a˜o de Lyapunov comum (Wang
et al., 1996; Tanaka et al., 1998a; Tanaka e Wang, 2001).
Essa estrate´gia de controle tem sido largamente utili-
zada, principalmente em realimentac¸a˜o de estados ou
em realimentac¸a˜o dinaˆmica da sa´ıda. Grac¸as a` formu-
lac¸a˜o LMI do problema, podem ser incorporadas restri-
c¸o˜es adicionais como alocac¸a˜o de po´los para cada sub-
sistema linear, limitac¸o˜es da ac¸a˜o de controle, robustez
a incertezas e atrasos (Boyd et al., 1994; Tanaka et al.,
1998b; Cao e Frank, 2000; Chen et al., 2000; Tanaka e
Wang, 2001; Nguang e Shi, 2003; Xu e Lam, 2005).
A existeˆncia de uma func¸a˜o de Lyapunov quadra´tica que
assegura a estabilidade global do sistema nebuloso de T-
S em malha fechada utilizando um compensador paralelo
distribu´ıdo e´ equivalente a` existeˆncia de uma matriz si-
me´trica definida positiva W e de uma matriz linearmente
dependente de paraˆmetros Z(α) resolvendo, para todo
α (um vetor de paraˆmetros variantes no tempo perten-
cente ao simplex unita´rio), a LMI dependente de paraˆ-
metros que caracteriza a estabilizabilidade quadra´tica,
dada por
A(α)W +WA(α)′+B(α)Z(α)+Z(α)′B(α)′ < 0 (1)
em que A(α) e B(α) sa˜o expressas como combinac¸o˜es
convexas das matrizes dos subsistemas do modelo nebu-
loso de T-S. Conforme discutido em Tuan et al. (2001),
Z(α) — e, consequ¨entemente, K(α) — podem ser restri-
tas a matrizes linearmente dependentes de paraˆmetros,
sem perda de generalidade. A soluc¸a˜o dessa LMI depen-
dente de paraˆmetros para todo α pertencente ao simplex
unita´rio e´, entretanto, um problema de dimensa˜o infi-
nita. Explorando o fato de esta LMI poder ser escrita
como uma desigualdade matricial quadraticamente de-
pendente de paraˆmetros, condic¸o˜es LMI de dimensa˜o
finita para resolver o problema podem ser obtidas (veja,
por exemplo, Tanaka e Wang (2001, Sec¸a˜o 3.3)).
Condic¸o˜es suficientes que utilizam relaxac¸o˜es de for-
mas quadra´ticas (i.e., varia´veis de folga no lado di-
reito das LMIs) podem ser encontradas em Kim e Lee
(2000) e Liu e Zhang (2003). Outras condic¸o˜es suficien-
tes na forma de LMIs para a estabilizabilidade quadra´-
tica teˆm sido propostas (Tanaka et al., 1998a; Teixeira
et al., 2000; Tuan et al., 2001; Teixeira et al., 2003; Fang
et al., 2006; Andrea et al., 2008), em geral reduzindo o
conservadorismo em relac¸a˜o a`s condic¸o˜es anteriores, mas
sem convergeˆncia garantida para a soluc¸a˜o do problema
da estabilizabilidade quadra´tica por meio de compen-
sadores paralelos distribu´ıdos. Somente recentemente
o Teorema de Po´lya foi aplicado a` soluc¸a˜o de (1) para
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produzir sequ¨eˆncias de LMIs que tendem assintotica-
mente a condic¸o˜es necessa´rias (Montagner, Oliveira e
Peres, 2007; Sala e Arin˜o, 2007; Montagner et al., 2008).
Em Sala e Arin˜o (2007), os autores usam varia´veis de
folga no lado direito das LMIs para melhorar as propri-
edades nume´ricas das relaxac¸o˜es do Teorema de Po´lya.
Uma comparac¸a˜o entre esses resultados no aˆmbito do
compensador paralelo distribu´ıdo sob estabilidade qua-
dra´tica pode ser vista em Montagner et al. (2009), que
apresenta tambe´m condic¸o˜es de estabilizabilidade qua-
dra´tica com custo garantido H∞.
E´ interessante observar que, por um lado, va´rios resul-
tados de LMIs aplicados a sistemas nebulosos de T-S
sa˜o origina´rios da teoria de controle robusto para sis-
temas variantes e invariantes no tempo, ao passo que
diversas relaxac¸o˜es que asseguram a negatividade de
uma LMI dependente de paraˆmetros apareceram pri-
meiramente na literatura de sistemas nebulosos. Assim,
por exemplo, o Teorema de Po´lya (Hardy et al., 1952)
aparece no contexto de LMIs dependentes de paraˆme-
tros primeiramente em Scherer (2003) (veja tambe´m
Scherer (2005) e Scherer e Hol (2006)), sendo depois
usado para construir relaxac¸o˜es LMIs assintoticamente
necessa´rias para a existeˆncia de func¸o˜es de Lyapunov
afins assegurando a estabilidade robusta de sistemas
lineares com incerteza polito´pica em Oliveira e Peres
(2005). No contexto de relaxac¸o˜es para sistemas nebu-
losos T-S, os resultados apareceram depois (Montagner,
Oliveira e Peres, 2007; Sala e Arin˜o, 2007; Montagner
et al., 2008; Montagner et al., 2009). Ja´ as relaxac¸o˜es
baseadas em varia´veis de folga do lado direito surgiram
para sistemas nebulosos T-S, aplicadas a` desigualdade
(1) (Kim e Lee, 2000; Liu e Zhang, 2003), sendo de-
pois aplicadas a problemas de estabilidade robusta de
sistemas com incerteza polito´pica (Kau et al., 2005; Lin
et al., 2006; Yang e Dong, 2008).
Vale a pena mencionar outros resultados tratando de
estabilizac¸a˜o na˜o quadra´tica de sistemas nebulosos de
T-S (Arrifano et al., 2006; Rhee e Won, 2006; Avellar
et al., 2008; Mozelli, Palhares e Avellar, 2009). Quando
limitantes da taxa de variac¸a˜o das func¸o˜es de pertineˆncia
sa˜o conhecidos, func¸o˜es de Lyapunov dependentes de pa-
raˆmetros (tambe´m chamadas func¸o˜es de Lyapunov ne-
bulosas) podem ser usadas para diminuir o conservado-
rismo (Tanaka et al., 2007; Lam e Leung, 2007; Mozelli
et al., 2008; Mozelli, Palhares e Avellar, 2009; Mozelli,
Palhares, Souza e Mendes, 2009). Outras linhas emer-
gentes no contexto de sistemas nebulosos de T-S utili-
zam func¸o˜es de Lyapunov polinomiais no estado (Tanaka
et al., 2009) e te´cnicas de otimizac¸a˜o baseadas em soma
de quadrados (Prajna et al., 2004).
O principal objetivo deste artigo e´ fornecer um proce-
dimento sistema´tico para construir uma sequ¨eˆncia de
LMIs (chamadas relaxac¸o˜es LMIs), com garantia de con-
vergeˆncia, para resolver o problema de estabilizabilidade
quadra´tica e de controle H2 e H∞ por realimentac¸a˜o
de estados para sistemas nebulosos de T-S. Como um
primeiro passo, a condic¸a˜o de estabilizabilidade quadra´-
tica e as condic¸o˜es de estabilizabilidade quadra´tica com
custo garantido H2 e H∞ sa˜o descritas por LMIs depen-
dentes de paraˆmetros com varia´veis de folga (multipli-
cadores) provenientes do Lema de Finsler. As condic¸o˜es
propostas fornecem ganhos de controle por realimenta-
c¸a˜o de estados que sa˜o polinoˆmios homogeˆneos de grau
g arbitra´rio, e conteˆm o controlador de grau g = 1 em
α (isto e´, o compensador paralelo distribu´ıdo, linear-
mente dependente de α) como caso particular. Para
resolver essas LMIs dependentes de paraˆmetros com va-
ria´veis de folga e varia´veis de decisa˜o de grau arbitra´rio,
sa˜o propostas relaxac¸o˜es baseadas no Teorema de Po´lya
e em propriedades de paraˆmetros pertencentes ao sim-
plex unita´rio que resultam em uma sequ¨eˆncia de LMIs.
Essas LMIs sa˜o cada vez menos conservadoras com o
aumento do n´ıvel de relaxac¸a˜o, produzindo uma reali-
mentac¸a˜o de estados dependente de α de grau g sempre
que tal controlador existir. Ale´m disso, no caso do con-
trole H2 e H∞, as LMIs propostas convergem assintoti-
camente para os valores o´timos de custo garantido H2
e H∞ sob a estabilidade quadra´tica. O principal apelo
das condic¸o˜es propostas e´ a eficieˆncia nume´rica, corro-
borada aqui por meio de exemplos que mostram que,
com esforc¸o computacional compara´vel, e´ poss´ıvel obter
resultados melhores do que os de condic¸o˜es dispon´ıveis
na literatura.
2 FORMULAC¸A˜O DO PROBLEMA
Seja a i-e´sima regra de um modelo nebuloso de T-S dada
por (veja por exemplo Tanaka et al. (1998a), Tanaka e
Wang (2001) e Tuan et al. (2001) para detalhes)
SE z1(t) E´ Ni1 E . . . E z`(t) E´ Ni`
ENTA˜O
{
x˙(t) = Aix(t)+Biu(t)+Eiw(t)
y(t) = Cix(t)+Diu(t)+Fiw(t)
(2)
em que x(t) ∈ Rn e´ o estado, u(t) ∈ Rm e´ a entrada de
controle, w(t) ∈ Rq e´ uma entrada exo´gena e y(t) ∈ Rp
e´ a sa´ıda controlada. As matrizes dos subsistemas li-
neares, conhecidas a priori, sa˜o dadas por Ai ∈ Rn×n,
Bi ∈Rn×m, Ei ∈Rn×q, Ci ∈Rp×n, Di ∈Rp×m e Fi ∈Rp×q,
i = 1, . . . ,N. As varia´veis de premissa (assumidas como
independentes de u(t)) sa˜o z1(t), . . . ,z`(t), Ni j sa˜o conjun-
tos nebulosos e Mi j(zi(t)) e´ o grau de pertineˆncia de zi(t)
em Ni j. Normalizando o peso wi(t) = ∏`j=1 Ni j(zi(t)) de
84 Revista Controle & Automac¸a˜o/Vol.21 no.1/Jan e Fev 2010
cada regra por
αi(t) =
wi(t)
∑Nj=1 w j(t)
, i = 1, . . . ,N (3)
em que α(t) =
[
α1(t) . . . αN(t)
]′
pertence ao simplex
unita´rio
ΛN =
{
λ ∈RN :
N
∑
i=1
λi = 1, λi ≥ 0, i = 1, . . . ,N
}
(4)
para todo t ≥ 0, tem-se que o sistema nebuloso de T-S
pode ser representado por um modelo polito´pico vari-
ante no tempo dado por
x˙(t) = A(α(t))x(t)+B(α(t))u(t)+E(α(t))w(t) (5)
y(t) = C(α(t))x(t)+D(α(t))u(t)+F(α(t))w(t) (6)
com
(A,B,C,D,E,F)(α(t))
=
N
∑
i=1
αi(t)(Ai,Bi,Ci,Di,Ei,Fi), α(t) ∈ ΛN (7)
Considere uma lei de controle por realimentac¸a˜o de es-
tados com ganhos dependentes de paraˆmetros dada por
u(t) = K(α(t))x(t) (8)
que permite escrever o sistema em malha fechada como
x˙(t) = Acl(α(t))x(t)+E(α(t))w(t) (9)
y(t) = Ccl(α(t))x(t)+F(α(t))w(t) (10)
com
Acl(α(t)) , A(α(t)+B(α(t))K(α(t)),
Ccl(α(t)) , C(α(t))+D(α(t))K(α(t))
Note que para K(α(t)) linearmente dependente de paraˆ-
metros, isto e´,
K(α(t)) =
N
∑
i=1
αi(t)Ki , Ki ∈Rm×n (11)
tem-se o caso particular de um compensador para-
lelo distribu´ıdo, intensamente investigado na literatura.
Na realimentac¸a˜o por compensador paralelo distribu´ıdo,
uma regra de controle u(t) = Kix(t) e´ aplicada a` corres-
pondente i-e´sima regra do modelo nebuloso de T-S (2).
O controlador K(α(t)) sintetizado com as condic¸o˜es pro-
postas neste trabalho e´ uma func¸a˜o polinomial de grau
g arbitra´rio no paraˆmetro variante no tempo α(t), sendo
portanto mais geral do que o compensador paralelo dis-
tribu´ıdo (11), caso ao qual se reduz quando o polinoˆmio
considerado for de grau g = 1.
Como usualmente ocorre em sistemas descritos por mo-
delos nebulosos de T-S, para a implementac¸a˜o em tempo
real e´ preciso identificar ou medir as varia´veis de pre-
missa variantes no tempo zi(t), i = 1, . . . ,N, determinar
o vetor α(t) e enta˜o construir K(α(t)) para aplicar a lei
de controle u(t).
A pro´xima sec¸a˜o apresenta treˆs lemas que descrevem
condic¸o˜es convexas para o coˆmputo do ganho K(α(t))
que estabiliza quadraticamente o sistema em malha fe-
chada, levando em conta apenas estabilizac¸a˜o ou a esta-
bilizac¸a˜o com minimizac¸a˜o dos custos garantidos H2 e
H∞. As condic¸o˜es apresentadas a seguir utilizam varia´-
veis de folga provenientes do Lema de Finsler (de Oli-
veira e Skelton, 2001), que contribuem para uma maior
eficieˆncia nume´rica das relaxac¸o˜es propostas na Sec¸a˜o 5
para a resoluc¸a˜o das LMIs dependentes de paraˆmetros.
Por simplicidade, α(t) sera´ doravante denotado α .
3 S´INTESE COM VARIA´VEIS DE FOLGA
3.1 Estabilizabilidade quadra´tica
Lema 1 Existe um ganho K(α) ∈Rm×n que estabiliza
quadraticamente o sistema nebuloso de T-S (9)-(10) se
e somente se existirem uma matriz sime´trica definida
positiva W ∈ Rn×n e matrizes Z(α) ∈ Rm×n e X (α) ∈
R
2n×n tais que
L (α) , Q(α)+X (α)B(α)+B(α)′X (α)′ < 02n (12)
com1
Q(α) =
[
B(α)Z(α)+Z(α)′B(α)′ W
? 0n
]
,
B(α) =
[
A(α)′ −In
]
Prova: Primeiramente, note que B(α)⊥ = [In A(α)]′ e
que B(α)B(α)⊥ = 0. Do Lema de Finsler (de Oliveira
e Skelton, 2001), que estabelece a equivaleˆncia
B
⊥′
QB
⊥ < 0 ⇔ ∃X : Q +X B +B′X ′ < 0
tem-se que (12) e´ equivalente a
0n >B(α)
⊥′
Q(α)B(α)⊥
=
[
In
A(α)′
]′ [B(α)Z(α)+Z(α)′B(α)′ W
? 0n
][
In
A(α)′
]
= A(α)W +WA(α)′+B(α)Z(α)+Z(α)′B(α)′ (13)
1O s´ımbolo ? representa blocos sime´tricos nas LMIs.
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que, sob a transformac¸a˜o de varia´veis (Bernussou et al.,
1989)
K(α) = Z(α)W−1 (14)
e´ uma condic¸a˜o necessa´ria e suficiente para a esta-
bilizabilidade quadra´tica do sistema com ganhos de
realimentac¸a˜o de estados dependentes de paraˆmetros
(Montagner, Oliveira, Peres e Bliman, 2007).
Va´rias condic¸o˜es para a obtenc¸a˜o de W = W ′ > 0 e Z(α)
que garantam que (13) e´ verificada para todo α ∈ ΛN
podem ser encontradas na literatura, tanto no contexto
de sistemas nebulosos de T-S (Kim e Lee, 2000; Tanaka
e Wang, 2001; Teixeira et al., 2003; Liu e Zhang, 2003;
Fang et al., 2006) quanto no caso de estabilizabilidade
quadra´tica por ganhos escalonados para sistemas cont´ı-
nuos variantes no tempo (Apkarian e Gahinet, 1995; Ap-
karian et al., 1995; Scherer, 2001; Wang e Balakrish-
nan, 2002; Montagner e Peres, 2006; Montagner, Oli-
veira, Peres e Bliman, 2007). Sabe-se que a soluc¸a˜o do
problema pode ser restrita, sem perda de generalidade, a
matrizes Z(α) que sejam lineares em α. Tal propriedade
decorre do Lema de Finsler (de Oliveira e Skelton, 2001),
tendo sido provada por exemplo em Tuan et al. (2001)
no contexto de sistemas nebulosos. Veja tambe´m Mon-
tagner, Oliveira, Peres e Bliman (2007, Corola´rio 1).
Para encontrar W =W ′ > 0 e Z(α) soluc¸a˜o de (13), resul-
tados cla´ssicos como os de Tanaka et al. (1998a) expres-
sam a desigualdade como uma forma quadra´tica em α
com coeficientes que sa˜o func¸o˜es matriciais lineares. Im-
por a negatividade de todos os coeficientes e´ suficiente
para garantir que a desigualdade (13) e´ verificada, mas
muitas vezes e´ bastante conservador, pois nem todos os
termos de uma soma precisam ser negativos para que
a soma seja menor que zero. Relaxac¸o˜es menos con-
servadoras, pore´m ainda suficientes, como as de Kim e
Lee (2000), exploram o uso de varia´veis de folga no lado
direito das desigualdades matriciais lineares. Outros re-
sultados foram propostos, como as condic¸o˜es de Liu e
Zhang (2003), Teixeira et al. (2003) e Fang et al. (2006),
mas nenhuma com convergeˆncia garantida para a solu-
c¸a˜o do problema. Recentemente, relaxac¸o˜es oriundas do
Teorema de Po´lya, que conduzem a condic¸o˜es necessa´-
rias e suficientes para a estabilizabilidade quadra´tica, fo-
ram investigadas em Montagner, Oliveira e Peres (2007)
e Sala e Arin˜o (2007).
Embora os trabalhos de Montagner, Oliveira e Peres
(2007) e Sala e Arin˜o (2007) fornec¸am relaxac¸o˜es conver-
gentes para a soluc¸a˜o do problema da estabilizabilidade
quadra´tica com K(α) de grau um, e´ poss´ıvel aumentar
a eficieˆncia nume´rica das condic¸o˜es em termos de es-
tabilidade nume´rica dos testes e de convergeˆncia para
um controlador que resolva o problema da estabiliza-
bilidade com um menor custo computacional associado
usando-se varia´veis de folga, provenientes do Lema de
Finsler (Montagner, Oliveira e Peres, 2007) ou coloca-
das em um polinoˆmio de grau arbitra´rio a determinar
que majora o lado direito de (13) e ao qual se impo˜e a
negatividade (Sala e Arin˜o, 2007). Uma comparac¸a˜o en-
tre as duas estrate´gias em termos de complexidade e das
poss´ıveis extenso˜es pode ser encontrada em Montagner
et al. (2009).
As relaxac¸o˜es propostas neste trabalho, dadas na Se-
c¸a˜o 5, exploram o uso de varia´veis de folga advindas
do Lema de Finsler, como descrito no Lema 1, genera-
lizadas para a obtenc¸a˜o de um ganho K(α) polinomial
homogeˆneo em α ∈ ΛN com grau g ≥ 1. Sabe-se que, se
houver soluc¸a˜o para as LMIs dependentes de paraˆmetros
do Lema 1, enta˜o existe uma soluc¸a˜o dada por matrizes
polinomiais homogeˆneas (Bliman et al., 2006). Assim,
Z(α) e X (α) podem ser restritas a func¸o˜es polinomiais
homogeˆneas de grau g em α e, consequ¨entemente, o ga-
nho K(α) sera´ polinomial homogeˆneo de grau g. Se por
um lado a soluc¸a˜o do Lema 1 pode ser restrita a matri-
zes Z(α) e X (α) lineares em α, sem perda de generali-
dade, o custo computacional associado a`s relaxac¸o˜es de
Po´lya para obter essas matrizes pode ser elevado. Por
outro lado, se existir soluc¸a˜o de grau um para o Lema 1,
sempre havera´ soluc¸a˜o para grau mais elevado (Bliman
et al., 2006). Assim, buscando-se Z(α) e X (α) de graus
maiores, pode-se convergir para a soluc¸a˜o do problema
com menor esforc¸o computacional e menores valores nas
relaxac¸a˜o de Po´lya, conforme ilustram os exemplos nu-
me´ricos da Sec¸a˜o 6.
3.2 Custo H∞
O custo garantido H∞ e´ um ı´ndice de desempenho relaci-
onado com a capacidade de o sistema em malha fechada
rejeitar perturbac¸o˜es do tipo sinais de energia (Boyd
et al., 1994). O sistema nebuloso de T-S (9)-(10) tem
um custo garantido H∞ dado por γ > 0 sob estabilidade
quadra´tica se, ale´m de ser quadraticamente esta´vel,
‖y(t)‖2 ≤ γ‖w(t)‖2, ∀α ∈ ΛN (15)
para todo w(t) ∈ L2. Nesse caso, diz-se que o sistema
(9)-(10) e´ quadraticamente esta´vel com um custo garan-
tido H∞ dado por γ > 0 (Tanaka e Wang, 2001).
O pro´ximo lema fornece condic¸o˜es de dimensa˜o infinita
(em termos de α ∈ ΛN) para computar um ganho K(α)
que assegura a estabilidade quadra´tica do sistema em
malha fechada com um custo H∞ dado por γ .
Lema 2 Existe um ganho K(α) ∈Rm×n que estabiliza
quadraticamente o sistema nebuloso de T-S (9)-(10) com
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um custo garantido H∞ dado por γ > 0 se e somente se
existirem uma matriz sime´trica definida positiva W ∈
R
n×n e matrizes Z(α) ∈Rm×n e X (α) ∈R(2n+p+q)×(n+q)
tais que
Q(α)+X (α)B(α)+B(α)′X (α)′ < 02n+p+q (16)
com
Q(α) =


B(α)Z(α)+Z(α)′B(α)′ W
? 0n
? ?
? ?
0n Z(α)′D(α)′
0n×q 0n×p
Iq 0q×p
? −γ2Ip

 ,
B(α) =
[
A(α)′ −In 0n×q C(α)′
E(α)′ 0q×n −Iq F(α)′
]
seja satisfeita para todo α ∈ ΛN . No caso afirmativo, o
ganho K(α) e´ dado por (14).
Prova: Primeiro, note que B(α)B(α)⊥ = 0 com
B(α)⊥
′
=
[
In A(α) E(α) 0n×p
0p×n C(α) F(α) Ip
]
Pelo Lema de Finsler (de Oliveira e Skelton, 2001), (16)
e´ equivalente a B(α)⊥
′
Q(α)B(α)⊥ < 0, isto e´,
B(α)⊥
′
Q(α)B(α)⊥
=

 A(α)W +WA(α)′+B(α)Z(α)+Z(α)′B(α)′+E(α)E(α)′
?
E(α)F(α)′+WC(α)′+Z(α)′D(α)′
F(α)F(α)′− γ2Ip
]
=
[
Acl(α)W +WAcl(α)′+E(α)E(α)′
?
E(α)F(α)′+WCcl(α)′
F(α)F(α)′− γ2Ip
]
< 0n+p
A desigualdade acima e´ conhecida na literatura (para
um valor fixo de α ∈ ΛN) como bounded real lemma
(Boyd et al., 1994) e, se verificada para todo α ∈ ΛN ,
assegura (15).
Note que o Lema 2 e´ formulado em termos de LMIs de-
pendentes de paraˆmetros pertencentes ao simplex uni-
ta´rio e, pelas mesmas razo˜es expostas anteriormente, as
matrizes Z(α) e X (α) no Lema 2 podem ser restritas a
matrizes polinomiais homogeˆneas de grau g em α, sem
perda de generalidade. Portanto, o ganho K(α) pode
ser restrito sem perda de generalidade a um ganho poli-
nomial homogeˆneo de grau g em α. O caso do compen-
sador paralelo distribu´ıdo e´ obtido quando g = 1.
Como γ esta´ relacionado ao n´ıvel de atenuac¸a˜o de per-
turbac¸o˜es, e´ de grande interesse determinar um controla-
dor que assegure a estabilidade com um mı´nimo valor de
γ . O mı´nimo global para γ , sob as condic¸o˜es do Lema 2,
e´ obtido por meio do problema convexo de otimizac¸a˜o
γm = minγ (17)
s.a (16)
3.3 Custo H2
Da mesma forma que no caso do controle H∞, pode-
se enunciar o problema do coˆmputo de um ganho K(α)
que estabilize quadraticamente o sistema nebuloso de
T-S (9)-(10) com um custo garantido H2, seguindo a
formulac¸a˜o do problema de projeto de controladores H2
por realimentac¸a˜o de estados para sistemas variantes no
tempo (de Souza et al., 2003; Green e Limebeer, 1995).
Na determinac¸a˜o do ganho H2, assume-se que o termo
de transmissa˜o direta no modelo nebuloso de T-S (9)-
(10) e´ nulo (isto e´, F(α) =0), para assegurar a existeˆncia
de custos finitos. O lema a seguir estabelece a relac¸a˜o
entre a existeˆncia de um ganho K(α) quadraticamente
estabilizante com custo garantido H2 e a soluc¸a˜o de uma
LMI dependente de paraˆmetros.
Lema 3 Existe um ganho K(α) ∈ Rm×n que estabi-
liza quadraticamente o sistema nebuloso de T-S (9)-(10)
com um custo garantido H2 dado por ρ > 0 se e so-
mente se existirem uma matriz sime´trica definida po-
sitiva W ∈ Rn×n, uma matriz sime´trica M(α) ∈ Rp×p e
matrizes Z(α) ∈Rm×n e X (α) ∈R(2n+q)×(n+q) tais que
Tr
(
M(α)
)
< ρ2 (18)
T (α) ,
[
W WC(α)′+Z(α)′D(α)′
? M(α)
]
> 0n+p (19)

B(α)Z(α)+Z(α)′B(α)′ W 0n×q? 0n 0n×q
? ? Iq


+X (α)B(α)+B(α)′X (α)′ < 02n+q (20)
B(α) =
[
A(α)′ −In 0n×q
E(α)′ 0q×n −Iq
]
sejam satisfeitas para todo α ∈ ΛN . Em caso positivo,
os ganhos do controlador sa˜o dados por (14).
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Prova: Pre´ e po´s-multiplicando (20) por B(α)⊥
′
e
B(α)⊥, respectivamente, com
B(α)⊥
′
=
[
In A(α) E(α)
]
, B(α)B(α)⊥ = 0
tem-se que (20) implica em
A(α)W +WA(α)′+B(α)Z(α)
+Z(α)′B(α)′+E(α)E(α)′ < 0n
ou, com K(α) = Z(α)W−1, em
Acl(α)W +WAcl(α)′+E(α)E(α)′ < 0n (21)
A volta (ou seja, se (21) e´ verificada enta˜o (20) tambe´m
e´ va´lida) pode ser provada de maneira similar a` da prova
do Lema 2, utilizando-se o Lema de Finsler (de Oliveira
e Skelton, 2001). Das condic¸o˜es (18)-(19) tem-se por
complemento de Schur (Boyd et al., 1994) que
ρ2 > Tr
(
M(α)
)
≥ Tr
(
Ccl(α)WCcl(α)′
)
e, portanto, recuperam-se as condic¸o˜es de de Souza et al.
(2003) e Green e Limebeer (1995) que asseguram estabi-
lidade quadra´tica com custo garantido H2 dado por ρ .
Assim como no caso H∞, o controlador que assegura a
estabilidade quadra´tica com um mı´nimo valor de ρ e´
obtido por meio do problema convexo de otimizac¸a˜o
ρm = minρ (22)
s.a (18)-(20)
Como nos lemas anteriores, o Lema 3 e´ descrito por
LMIs dependentes de paraˆmetros, tendo por soluc¸a˜o ge-
ral, ale´m da matriz W associada a` estabilidade qua-
dra´tica, matrizes polinomiais homogeˆneas M(α), Z(α)
e X (α). Uma breve descric¸a˜o de matrizes polinomi-
ais homogeˆneas e da notac¸a˜o utilizada no resto do ar-
tigo e´ dada na pro´xima sec¸a˜o. Maiores detalhes sobre a
caracterizac¸a˜o da soluc¸a˜o de LMIs com paraˆmetros no
simplex unita´rio podem ser obtidos em Oliveira e Peres
(2007).
4 MATRIZES POLINOMIAIS
Uma matriz polinomial homogeˆnea de grau g pode ser
escrita de forma geral como
Q(α) = ∑
k∈K (g)
αkQk, αk = αk11 αk22 · · ·αkNN ,
k = k1k2 · · ·kN (23)
sendo que αk11 α
k2
2 · · ·α
kN
N , α ∈ ΛN , ki ∈ N, i = 1, . . . ,N sa˜o
os monoˆmios e Qk ∈ Rn×n, ∀k ∈ K (g) sa˜o coeficientes
matriciais. Por definic¸a˜o, K (g) e´ o conjunto de eˆnuplas
obtidas a partir de todas as combinac¸o˜es de inteiros na˜o
negativos ki, i = 1, . . . ,N, tais que k1 +k2 + . . .+kN = g, e
N e´ o nu´mero de regras do modelo nebuloso de T-S.
Por exemplo, para um polinoˆmio homogeˆneo de grau
g = 2 com N = 2, tem-se K (2) = {02,11,20}, correspon-
dendo na forma matricial a Q(α) = α22 Q02 + α1α2Q11 +
α21 Q20. Matrizes constantes (grau zero) sa˜o obtidas por
meio de (23), para g = 0.
Por definic¸a˜o, para eˆnuplas k,k′ pode-se escrever k  k′
se ki ≥ k′i, i = 1, . . . ,N. Operac¸o˜es de soma k + k′ e sub-
trac¸a˜o k− k′ (sempre que k  k′) sa˜o definidas elemento
a elemento. Considere tambe´m as seguintes definic¸o˜es
para a eˆnupla ei e o coeficiente pi(k)
ei = 0 · · ·0 1︸︷︷︸
i-e´simo
0 · · ·0 , pi(k) = (k1!)(k2!) · · ·(kN!) (24)
Usando as notac¸o˜es definidas acima, relaxac¸o˜es LMIs
convergentes para a soluc¸a˜o dos lemas 1, 2 e 3 sa˜o for-
necidas na pro´xima sec¸a˜o.
5 RELAXAC¸O˜ES PROPOSTAS
Teorema 1 O sistema nebuloso de T-S (9)-(10) e´ qua-
draticamente estabiliza´vel se e somente se existirem uma
matriz sime´trica definida positiva W ∈ Rn×n, matrizes
Zk ∈Rm×n, Xk ∈R2n×n, k ∈K (g), um grau g≥ 1, g ∈N,
e um d ∈N suficientemente grande tais que
Lk = ∑
k′∈K (d)
kk′
(
∑
i∈{1,...,N}
ki>k′i
d!
pi(k′)
(
Qk−k′−ei +Xk−k′−eiBi
+B′iX
′
k−k′−ei
))
< 02n, ∀k ∈K (g+d +1) (25)
com
Qk−k′−ei =
[
BiZk−k′−ei +Z
′
k−k′−eiB
′
i βW
βW 0n
]
, Bi = [A′i −In]
e β = g!(ki − k′i)/pi(k− k′). No caso afirmativo, o con-
trolador nebuloso polinomial homogeˆneo de grau g que
estabiliza quadraticamente o sistema e´ dado por
K(α) = ∑
k∈K (g)
αkZkW−1 (26)
Prova: Primeiro note que considerando X (α) e Z(α)
como matrizes polinomiais homogeˆneas de grau g, pode-
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se reescrever o lado esquerdo de (12) na forma equiva-
lente (
α1 + · · ·+αN
)d
L (α) = ∑
k∈K (g+d+1)
αkLk (27)
para quaisquer d ∈ N e 1 ≤ g ∈ N uma vez que (α1 +
· · ·+ αN) = 1. Para d = 0, Lk sa˜o os coeficientes do po-
linoˆmio homogeˆneo L (α) de grau g + 1. Se Lk < 02n
para qualquer g > 1 e para todo k ∈K (g + 1), enta˜o o
polinoˆmio L (α) e´ definido negativo, concluindo a sufi-
cieˆncia da prova. Para provar a necessidade, note que
se L (α) < 02n para todo α ∈ ΛN , enta˜o do teorema de
Po´lya (Hardy et al., 1952; Scherer, 2005; Powers e Rez-
nick, 2001) tem-se que tambe´m existe um polinoˆmio ho-
mogeˆneo, possivelmente de grau maior, com todos os
coeficientes definidos negativos. Tal polinoˆmio e´ sem-
pre obtido usando-se o lado esquerdo de (27) com um d
suficientemente grande.
O n´ıvel de relaxac¸a˜o d (relaxac¸a˜o de Po´lya) e´ a chave
para construir uma sequ¨eˆncia de LMIs convergentes. O
aumento em d reduz o conservadorismo gerado pela im-
posic¸a˜o de que todos os coeficientes do polinoˆmio homo-
geˆneo sejam definidos negativos para que o polinoˆmio
seja definido negativo para todo α ∈ ΛN . Por exemplo,
considere N = 2, g = 1, e d = 0. As LMIs resultantes sa˜o
L20 = Q10 +X10B1 +B′1X
′
10 < 02n,
L02 = Q01 +X01B2 +B′2X
′
01 < 02n,
L11 = Q10 +Q01 +X10B2 +B′2X
′
10
+X01B1 +B′1X
′
01 < 02n
As condic¸o˜es L20 < 02n e L02 < 02n sa˜o, de fato, tambe´m
necessa´rias (cada modelo linear deve ser estabiliza´vel).
A condic¸a˜o L11 < 02n (termo cruzado), entretanto, e´ ape-
nas suficiente. Para d = 1, as LMIs resultantes
L20 < 02n, L02 < 02n, L11 +L20 < 02n, L11 +L02 < 02n
sa˜o mais relaxadas (note que nas LMIs acima na˜o exige-
se que L11 seja definido negativo). Esse e´ o princ´ıpio das
relaxac¸o˜es de Po´lya’s e, se L (α) < 02n, ∀α ∈ ΛN , enta˜o,
para um d suficientemente grande, todos os coeficientes
Lk sera˜o definidos negativos. Note que o aumento em
d somente aumenta o nu´mero de LMIs, enquanto que
o nu´mero de varia´veis de decisa˜o e´ mantido constante,
pois so´ depende das dimenso˜es do problema e do grau
g do ganho K(α) e dos multiplicadores X (α). Se as
condic¸o˜es do Teorema 1 sa˜o satisfeitas para um dado
d = ˆd, enta˜o as condic¸o˜es tambe´m sa˜o satisfeitas para
qualquer d > ˆd, uma vez que as desigualdades resultan-
tes para ˆd +1 podem ser escritas como combinac¸o˜es po-
sitivas das desigualdades para ˆd. As afirmac¸o˜es acima
sa˜o va´lidas para qualquer escolha de g≥ 1.
A estrutura do multiplicador X (α) poderia ser restrita
ao caso afim em α sem perda de generalidade, como dis-
cutido em Montagner, Oliveira, Peres e Bliman (2007,
Corola´rio 1). O Teorema 1, entretanto, permite que
X (α) seja considerado como um polinoˆmio homogeˆneo
de grau arbitra´rio g≥ 1. O aumento de g introduz mais
varia´veis de decisa˜o (coeficientes de um polinoˆmio ho-
mogeˆneo de grau g) no problema de otimizac¸a˜o, melho-
rando a convergeˆncia das condic¸o˜es, pois pode-se chegar
a` necessidade com menores valores de d. Note tambe´m
que as condic¸o˜es do Teorema 1 tornam-se cada vez me-
nos conservadoras somente com o aumento de g, para
um dado d. Adicionalmente, as condic¸o˜es do Teorema 1
convergem (i.e., sa˜o assintoticamente necessa´rias com o
aumento de d) para qualquer g ≥ 1. Ale´m disso, estru-
turas polinomiais homogeˆneas de grau g para o ganho
K(α), embora mais complexas para ser implementadas,
permitem em alguns casos o coˆmputo do ganho esta-
bilizante com um menor esforc¸o computacional. Final-
mente, note que os graus do ganho polinomial K(α) e do
multiplicador X (α) poderiam ser distintos, permitindo
maior flexibilidade nos procedimentos para a determina-
c¸a˜o da lei de controle estabilizante. A opc¸a˜o pelo mesmo
grau g simplifica as expresso˜es das LMIs e produz bons
resultados nos exemplos nume´ricos, sendo por isso man-
tida.
A seguir sa˜o apresentadas as relaxac¸o˜es para resolver
os lemas 2 e 3 usando aproximac¸o˜es polinomiais homo-
geˆneas de grau g para as matrizes X (α) e Z(α). As
provas, similares a` prova do Teorema 1, na˜o sa˜o apre-
sentadas.
Teorema 2 O sistema nebuloso de T-S (9)-(10) e´ qua-
draticamente estabiliza´vel com um custo garantido H∞
dado por γ > 0 se e somente se existirem uma matriz si-
me´trica definida positiva W ∈Rn×n, matrizes Zk ∈Rm×n,
Xk ∈R(2n+p+q)×(n+q), k ∈K (g), um grau g≥ 1, g ∈N, e
um d ∈N suficientemente grande tais que
∑
k′∈K (d)
kk′
(
∑
i∈{1,...,N}
ki>k′i
d!
pi(k′)
(
Qk−k′ei +Xk−k′−eiBi
+B′iX
′
k−k′−ei
)
< 02n+p+q, ∀k ∈K (g+d +1) (28)
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com
Qk−k′−ei =


BiZk−k′−ei +Z
′
k−k′−eiB
′
i βW
? 0n
? ?
? ?
0n Z′k−k′−eiD
′
i
0n×q 0n×p
βIq 0q×p
? −γ2βIp

 ,
Bi =
[
A′i −In 0n×q C′i
E ′i 0q×n −Iq F ′i
]
e β = g!(ki−k′i)/pi(k−k′). No caso afirmativo, o contro-
lador nebuloso polinomial homogeˆneo quadraticamente
estabilizante de grau g e´ dado por (26).
Corola´rio 1 Seja γ∗ o menor valor de γ fornecido pelo
Lema 2. Para qualquer g ≥ 1, considere γ∗(d) o menor
valor de γ fornecido pelo Teorema 2 para um dado d.
Enta˜o, γ∗(d) e´ uma func¸a˜o na˜o crescente de d e γ∗(d)→
γ∗ quando d →+∞.
Prova: Segue a prova do item (ii), de Montagner, Oli-
veira, Peres e Bliman (2007, Corola´rio 2).
Teorema 3 O sistema nebuloso de T-S (9)-(10) e´ qua-
draticamente estabiliza´vel com um custo garantido H2
dado por ρ > 0 se e somente se existirem uma matriz si-
me´trica definida positiva W ∈Rn×n, matrizes Zk ∈Rm×n,
Mk ∈Rp×p, Xk ∈R(2n+q)×(n+q), k ∈K (g), um grau g≥ 1,
g ∈N, e um d ∈N suficientemente grande tais que
∑
k′∈K (d)
kk′
d!
pi(k′)
(
Tr(Mk)−
g!
pi(k− k′)ρ
2
)
≤ 0, ∀k∈K (g+d)
(29)
∑
k′∈K (d)
kk′
(
∑
i∈{1,...,N}
ki>k′i
d!
pi(k′)×
[βW βWC′i +Z′k−k′−eiD′i
? Mk−k′−ei
])
>0n+p, ∀k∈K (g+d+1)
(30)
∑
k′∈K (d)
kk′
(
∑
i∈{1,...,N}
ki>k′i
d!
pi(k′)
(
Qk−k′ei +Xk−k′−eiBi
+B′iX
′
k−k′−ei
)
< 02n+q, ∀k ∈K (g+d +1) (31)
com
Qk−k′−ei =

BiZk−k′−ei +Z′k−k′−eiB′i βW 0n? 0n 0n×q
? ? βIq

 ,
Bi =
[
A′i −In 0n×q
E ′i 0q×n −Iq
]
e β = g!(ki−k′i)/pi(k−k′). No caso afirmativo, o contro-
lador nebuloso polinomial homogeˆneo quadraticamente
estabilizante de grau g e´ dado por (26).
Corola´rio 2 Seja ρ∗ o menor valor de γ fornecido pelo
Lema 3. Para qualquer g ≥ 1, considere ρ∗(d) o menor
valor de ρ fornecido pelo Teorema 3 para um dado d.
Enta˜o, ρ∗(d) e´ uma func¸a˜o na˜o crescente de d e ρ∗(d)→
ρ∗ quando d →+∞.
Prova: Similarmente ao Corola´rio 1, segue a prova do
item (ii), de Montagner, Oliveira, Peres e Bliman (2007,
Corola´rio 2).
Do ponto de vista da factibilidade, os teoremas 2 e 3
fornecem condic¸o˜es convexas de dimensa˜o finita que sa˜o
suficientes e, para d suficientemente grande, tornam-se
tambe´m necessa´rias para a soluc¸a˜o dos lemas 2 e 3, res-
pectivamente. Em outras palavras, se os lemas 2 e 3 teˆm
soluc¸a˜o, existira´ um d ∈N a partir do qual os teoremas 2
e 3 sera˜o fact´ıveis, qualquer que seja a escolha do grau
g≥ 1.
Em termos da otimalidade, os teoremas 2 e 3 fornecem
condic¸o˜es que, com o aumento de d, convergem assinto-
ticamente para o mı´nimo valor do custo garantido sob
estabilidade quadra´tica fornecido pelos lemas 2 e 3, res-
pectivamente.
Assim como no caso de estabilizac¸a˜o apenas, a presenc¸a
de varia´veis extras nos teoremas 2 e 3 pode acelerar sig-
nificativamente a convergeˆncia, isto e´, para um mesmo
d, as condic¸o˜es dos teoremas 2 e 3 podem fornecer custos
garantidos H∞ e H2 menores do que as condic¸o˜es sem as
varia´veis de folga, como por exemplo as condic¸o˜es dadas
em Montagner, Oliveira, Peres e Bliman (2007) no con-
texto de sistemas cont´ınuos variantes no tempo. Ale´m
disso, a estrutura polinomial de grau g para o ganho
K(α) permite estabilizar quadraticamente o sistema com
custos garantidos menores calculados com menor esforc¸o
computacional, como ilustrado na pro´xima sec¸a˜o.
6 EXPERIMENTOS NUME´RICOS
Todos os experimentos foram feitos usando o SeDuMi
(Sturm, 1999) e o YALMIP (Lo¨fberg, 2004) com o Ma-
tlab versa˜o 7.0.1 em um computador Athlon 64 X2
90 Revista Controle & Automac¸a˜o/Vol.21 no.1/Jan e Fev 2010
6000+ (3.0 GHz), 2GB RAM (800 MHz) com Linux
Ubuntu. A implementac¸a˜o nume´rica de todas as re-
laxac¸o˜es LMIs apresentadas no artigo esta´ dispon´ıvel
para download em www.dt.fee.unicamp.br/~ricfow/
robust.htm. A complexidade nume´rica associada aos
exemplos e´ dada em termos do nu´mero V de varia´veis
escalares, o nu´mero L de linhas de LMIs, e o tempo
computacional (em segundos).
Exemplo 1 Considere o sistema nebuloso de T-S,
usado em Fang et al. (2006), definido pelas regras
Regra 1: SE x1(t) E´ M1
ENTA˜O x˙(t) = A1x(t)+B1u(t)
Regra 2: SE x1(t) E´ M2
ENTA˜O x˙(t) = A2x(t)+B2u(t)
Regra 3: SE x1(t) E´ M3
ENTA˜O x˙(t) = A3x(t)+B3u(t)
sendo
[
A1 A2 A3
]
=
[
1.59 −7.29 0.02 −4.64 −a −4.33
0.01 0 0.35 0.21 0 0.05
]
,
[
B1 B2 B3
]
=
[
1 8 6−b
0 0 −1
]
Este exemplo, considerado como um benchmark para
controle de sistemas nebulosos de T-S, tem sido bas-
tante usado nos artigos recentes que tratam de estabili-
zac¸a˜o de sistemas cont´ınuos. A estrate´gia adotada aqui
e´ fixar o valor a = 5 e procurar pelo maior valor de b
tal que o sistema seja quadraticamente estabiliza´vel. A
condic¸a˜o de estabilizac¸a˜o proposta neste trabalho (Teo-
rema 1, denotada por T1) e´ comparada com a seguin-
tes condic¸o˜es: Kim e Lee (2000) (KL00), Liu e Zhang
(2003) (LZZ03), Teixeira et al. (2003) (TAA03), Fang
et al. (2006) (FLKHL06), Montagner, Oliveira, Peres e
Bliman (2007) (MOPB07), Montagner, Oliveira e Peres
(2007) (MOP07), Sala e Arin˜o (2007) (SA07) e Mon-
tagner et al. (2009) (MOP09). A Tabela 1 mostra os
ma´ximos valores de b obtidos e as respectivas complexi-
dades computacionais associadas. Como pode ser visto,
a condic¸a˜o do Teorema 1 com g = 3 estabiliza quadra-
ticamente o sistema com o maior valor poss´ıvel de b e
o menor esforc¸o computacional quando comparada com
as condic¸o˜es de SA07 e MOPB07 (que tambe´m chega-
ram no mesmo valor ou muito pro´ximo). Vale a pena
ressaltar que o controlador nebuloso estabilizante obtido
pela condic¸a˜o do Teorema 1 e´ polinomial de grau treˆs
enquanto que o controlador obtido em SA07 e´ de grau
um (ou seja, um compensador paralelo distribu´ıdo con-
vencional).
Tabela 1: Ma´ximos valores de b e complexidades computacio-
nais obtidas no problema de estabilizac¸a˜o dado no Exemplo 1.
V e´ o nu´mero de varia´veis escalares e L e´ o nu´mero de linhas
de LMIs. O tempo computacional e´ dado em segundos.
Me´todo bmax V L Tempo (s)
KL00 0.322 27 20 0.06
LZ03 3.085 33 20 0.05
MOP07d=5 3.219 9 326 0.08
TAA03 6.777 63 38 0.12
FLKHL06 8.114 72 40 0.07
MOP09g=d=5 8.347 177 314 0.60
MOPB07g=d=5 8.489 45 158 0.19
SA07 8.490 504 86 0.44
T1g=3,d=0 8.490 103 62 0.11
Exemplo 2 Considere os subsistemas de um sistema
nebuloso de T-S dados por
[
A1 A2
]
=

0.32 0.60 0.51 0.68 0.41 0.960.99 0.62 0.81 0.18 0.32 0.15
1.00 0.43 0.03 0.95 0.29 0.29


[
B1 B2
]
=

0.68 0.570.76 0.44
0.38 0.51

 ,[ E1 E2 ]=

 1 0.10 0
0 0

 ,
C1 = C2 =
[
1 0 0
]
,
[
D1 D2
]
=
[
0.94 0.14
]
Esses subsistemas foram gerados aleatoriamente com o
objetivo de mostrar a vantagem de usarem-se varia´veis
de folga em projeto de controladores nebulosos envol-
vendo a otimizac¸a˜o de um crite´rio de desempenho. Neste
caso, e´ usada a norma H2 como crite´rio e as relaxa-
c¸o˜es do Teorema 3 (T3) sa˜o comparadas com as rela-
xac¸o˜es de Montagner, Oliveira, Peres e Bliman (2007,
Teorema 4, eq. (43)-(45)) (MOPB07), que na˜o utilizam
varia´veis de folga. A Figura 1 mostra os resultados con-
siderando g = 1, . . . ,3 para MOPB07 e somente g = 1
para T3. Para cada grau, sa˜o aplicadas as relaxac¸o˜es de
Po´lya para d = 1, . . . ,10.
Como pode ser visto, usando g = 1 no T3 e´ poss´ıvel obter
um custo garantido o´timo H2 (o mesmo valor e´ obtido
para graus maiores). Por outro lado, os graus g = 1, . . . ,3
e dez relaxac¸o˜es de Po´lya nas condic¸o˜es de MOPB07 na˜o
foram suficientes para chegar ao mesmo resultado. Isto
mostra como o uso de varia´veis de folga pode acelerar
significativamente a convergeˆncia das relaxac¸o˜es. Para
fins ilustrativos, a Figura 2 mostra uma simulac¸a˜o no
tempo do sistema controlado pelo ganhos
K10 =
[
−3.6637 −0.4753 −4.1635
]
K01 =
[
−1.9687 −0.8109 −1.4531
] (32)
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Figura 1: Custos garantidos H2 obtidos pelas condic¸o˜es do T3
e pelas condic¸o˜es de MOPB07 para o Exemplo 2.
que foram obtidos pelo T3 para g = 1,d = 0. O valor
do custo garantido H2 e´ ρ = 2.2347. Para a simulac¸a˜o,
foram consideradas as func¸o˜es
α1(t) = 0.5cos(10x1(t))+0.5,
α2(t) =−0.5cos(10x1(t))+0.5
com a condic¸a˜o inicial x0 = [1 −1 −0.5]′.
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Figura 2: Simulac¸a˜o no tempo do sistema do Exemplo 2 com
os ganhos dados em (32).
7 CONCLUSA˜O
Neste trabalho foram propostas condic¸o˜es na forma de
desigualdades matriciais lineares (LMIs) que permitem a
determinac¸a˜o de controladores de realimentac¸a˜o de esta-
dos quadraticamente estabilizantes para sistemas nebu-
losos de T-S cont´ınuos no tempo. As LMIs sa˜o constru´ı-
das com varia´veis extras, oriundas de uma formulac¸a˜o
para a condic¸a˜o de estabilizabilidade baseada no Lema
de Finsler, em termos do grau de relaxac¸a˜o d (ligado
ao Teorema de Po´lya) e do grau g do controlador poli-
nomial a ser obtido. Um controlador quadraticamente
estabilizante e´ obtido para um n´ıvel de relaxac¸a˜o d su-
ficientemente grande sempre que tal controlador existir.
Extenso˜es para controle com custo o´timo H2 e H∞ sa˜o
tambe´m apresentadas. Comparac¸o˜es nume´ricas com re-
sultados da literatura ilustram a superioridade da abor-
dagem proposta.
A metodologia apresentada pode ser estendida para tra-
tar s´ıntese de controladores para sistemas nebulosos de
T-S com taxas de variac¸o˜es limitadas das func¸o˜es de per-
tineˆncia, por meio de func¸o˜es de Lyapunov quadra´ticas
no estado e polinomiais nas varia´veis de premissa.
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