The principal aim of this paper is to make a review of main statistical methods for classifying documents that could be easily adapted in the context of Web document retrieval. After presenting the most popular methods of classification we will also define the most accurate indicators for assessment of classifiers performance. Thus we will refer to the recall, precision, fscore, sensitivity and specificity. We will also describe how these indicators can be calculated in the context of Web documents.
Introduction
Access to information is an increasingly frequent topic discussed both at national and international level. Today we can not talk about some traditional information skills, where each country can have access to virtual planetary database.
The main reason why people require information on another medium than the traditional one concerns the need of some specialised information. For example, in the field of science, it takes a long time to update information. Some specialized, cutting-edge information can be found only on this media, because the lengthy book publication process required for a traditional format makes printed books obsolete.
Development of online services must be the main concern in librarian world. In "WWW Library Directory" magazine [15] are identified over 30 types of services involving using of internet and reference services, databases and indexes sites, search guides, information services for trade and industry, banks of images, and so.
In
December, 1999 the European Commission launched an initiative entitled "eEurope: An Information Society for All", [16] initiative which proposed ambitious targets, namely to provide the benefits of information society to all Europeans. The initiative focuses on ten areas of priority, from education to transportation, from health to disability issues. The idea behind this initiative was to build a strategy to modernize the European economy, hoping that it will become "the most competitive and dynamic knowledge-based economy in the world" [4] . In the same idea was started also a project for Romania [1] .
Recently there was a new generation of Web technologies designed under the concept of Semantic Web project launched by Tim Berners-Lee [2] . The semantic Web seeks to access the data with heterogeneous semantics and obtain some useful knowledge from data through various services offered in the Web space. Semantic Web claims to improve communication between peoples using different technologies, extending the interoperability of databases and providing new mechanisms for agent-based data computation in which the people and the machines will work online and make possible a new level of interaction between scientific communities [5] [12] .
Analyzing Text Data and Information Retrieval
Information retrieval (IR) is a field developed in parallel with database systems. Information retrieval is concerned with the organization and retrieval of information from a large number of text-based documents. A typical information retrieval problem is to locate relevant documents based on user input, such as keywords or example documents. Usually information retrieval systems include on-line library catalogue systems and on-line document management systems. Since information retrieval and database systems each handle different kinds of data, there are some database system problems that are usually not present in information retrieval systems such as concurrency control, recovery, transaction and management. There are also some common information retrieval problems that are usually not encountered in traditional database systems, such as unstructured documents, approximate search based on keywords and the notion of relevance.
Basic measure for text retrieval
There are some indicators for measure efficiency of information retrieval algorithms. May [Relevant] be the set of documents relevant to a query and [Retrieved] be the set of documents retrieved. The set of documents that are both relevant and retrieved is denoted
. There are tow basic measures for assessing the quality of text retrieval:
1. Precision: is the percentage of retrieved documents that are in fact relevant to a query. It is defined as follows:
2. Recall: is the percentage of documents that are relevant to the query and were in fact retrieved:
Precision ranges from 1 (all retrieved documents are relevant) to 0 (none of relevant document is retrieved). Recall range from 1 (all relevant documents are retrieved) to 0 (none of retrieved document is relevant).
In fact precision represents a quantitative measure of the information retrieval system while recall represents a qualitative measure of this system.
Keyword-based and similarity-based retrieval
Most information retrieval systems support keyword-based and similarity-based retrieval.
In keyword-based information retrieval, a document is represented by a string, which can be identified by a set of keywords. A user provides a keyword or an expression formed out of a set of keywords, such as "car and repair shop". A good information retrieval system needs to consider synonyms when answering such query. This is a simple model that can encounter two difficulties: (1) the synonyms problem, keywords may not appear in the document, even though the document is closely related to the keywords; (2) the polysemy problem: the same keyword may mean different things in different contexts.
The information retrieval system based on similarity finds similar documents based on a set of common keywords. The output for this system is based on the degree of relevance measured by using keywords closeness and the relative frequency of the keywords. In some cases it is difficult to give a precise measure of the relevance between keyword sets. In modern information retrieval systems, keywords for document representation are automatically extracted from the document. This system often associates a stop-list with the set of documents. A stop-list is a set of words that are deemed "irrelevant" and can vary when the document set varies. Another problem that appears is stemming. A group of different words may share the same word stem. A text retrieval system needs to identify groups of words where the words in a group are small syntactic variants of one another, and collect only the common word stem per group.
Let's consider a set of d documents and a set of t terms for modelling information retrieval. We can model each of the documents as a vector v in the t dimensional space ℝ t . The i th coordinate of v() is a number that measures the association of the i th term with respect to the given document: it is generally defined as 0 if the document does not contain the term, and nonzero otherwise. The element from a v() vector, v i can indicate the frequency of the term in the document and there are a lot of methods to define frequency of the terms. Similar documents are expected to have similar relative term frequency, and we can measure the similarity among a set of documents or between a document and a query. There are many metrics for measuring the document similarity. The used one is the Euclidean distance but the most used is cosine similarity defined as: and ||v1|| is defined as
The similarity ranges from 1 (perfectly similar) by 0 (orthogonal) to -1 (dissimilar). Great values of similarity represent a small angle between vectors and therefore the vectors (the documents) are similar.
Statistical Methods for Classification
It is known (without scientific proof but with statistical proof) that the classification performance depends on the area of the data that need to be classified. This empirical observation justifies the need to introduce new algorithms for classification and to see their performance in different contexts. 
Evaluation metrics in classification
Most evaluation metrics in the classification process is designed to achieve uniformity of classes induced by a certain characteristic from a set of samples. Other metrics are designed to realize the differencing power in the context of feature selection as a method to combat the problem of interaction characteristics [7] .
Definition 1 (Metric based on purity [3] ). An evaluation metric based on purity M quantifies a quality of partitions induced by a feature X k on a lot of training samples T. 
Another example is the Gini index (Gini Index [13] 
Previous equations cover most traditional metrics, but there are two major limitations:
-First is the tendency of features with more permitted values. Induction of several subsets of samples result in increased likelihood of finding common subsets of classes, but the cost of processing. To solve this problem several solutions have been proposed [14] ;
-Second is the inability to detect the relevance of a characteristic when its contribution is hidden target concept by combination with other features. This problem is known as feature interaction [8] .
Another category of metrics are based on the discrimination power of each feature, i.e. on the ability of a characteristic to separate the samples into different classes.
Definition 2 (Metric based on discrimination Two examples of discrimination based metrics are most used in the algorithms Contextual Merit and RELIEF [6] . The distance between samples is defined as follows:
For nominal features ) , (
For numerical features ( , )
where, TH is defined as the normalization factor, for example, MAX(X k ) -MIN(X k ) (the difference between maxim and minim value observed for feature X k from T).
Other metrics are obtained by varying the update function. The Relief algorithm, for example, gives the result for the q k metric as:
The Relief algorithm updates q k when values of two characteristics of neighboring sample differ; the result increases if their classes' values differ and decreases if they are the same. The Contextual Merit Algorithm updates q k when both the values of characteristics differ and the values of classes differ, it is used the following update function:
Statistical classification
Statistical classification is a statistical procedure whereby individual elements are placed in groups based on quantity criteria or based on some features (properties) using a training set with previously classified items.
The problem can be formalized as: Given the set of training: 
The probabilistic model of Naïve Bayes classifier
A Naïve Bayes classifier is a simple probabilistic classifier that applies the Bayes theorem with strong conditions of independence.
The probabilistic model of any classifier is actually a conditional model: ) ,..., ( 1 n F F C p (14) for a dependent class variable C, with a small number of results, respectively class, subject of characteristic variables F 1 ,.., F n .
If the number n of features is large or when a characteristic has a large area (may take a large number of values), the model can not be built practically. Therefore, using Bayes's theorem, the model can be reformulate as follows:
It is noted that the denominator is independent of C and it is know the values for the features F i , so what really interests us is the numerator of the fraction which is a composed probability model ( 
It is assumed that each feature F i is conditionally independent of every other feature F j for all i ≠ j, so:
and the composed probabilistic model becomes:
with independence condition, conditional distribution over the class variable C is:
where Z is a scaling factor depending only by F 1 , ..., F n , which are constant if the values of characteristic variables are known.
Such models have a class prior p(C) and independent probability distributions ) ( C F p i . If there are k classes and a model for p(F i ) can be expressed in terms of r parameters, then the Naive Bayesian model has (k -1) + n·r·k parameters. In practice, the most common models have k = 2 (binary classification) and r = 1 (characteristics are Bernoulli variables) the total number of parameters of the naive Bayesian model is 2n + 1, where n is the number of binary features used for prediction.
All parameters of model, priory classes and probability distributions for characteristics can be approximated with relative frequencies from the training data set (maximum likelihood estimators for the probability). If features are not discrete, they must be divided into discrete parts, unsupervised or supervised, using the training set.
The Naive Bayesian classifier combines Bayesian probability model with a rule of decision. The most commonly used rule is that which is to take the case most likely -the rule of maximum an apriory or MAP decision. Classifier will be given by the following function:
With the MAP rule it will reach a correct classification if the correct class is more likely than all the others.
Although independence restrictions are hard to follow, the naive Bayesian classifier has certain properties that are very useful in practice (eg, separation by class conditional distributions of characteristics). In addition, the classifier does not require training large data sets to estimate parameters (mean and variation of variables) as independent variables assumption is only necessary the change of variables for each class (not the entire covariance matrix).
Bayesian Networks
Bayesian network or belief network is a probabilistic graphic model that represents a set of variables and probabilistic dependences between them.
For example, a Bayesian network can be used to calculate the probability that a patient is suffering from a disease, once the presence or absence of symptoms, assuming known probability of dependency relations between symptoms and disease. If there is an arc from node A to another node B, A is called a parent's B and B is a child of a node A. The set of parents for a node is denoted by X i . The joint distribution of node values can be written as the product of local distributions of each node and its parents:
If the node X i has no parents, it is said that the local distribution of probability is unconditional, otherwise been conditional. If a value of a node is an observed value it is said that the node is an evidence node. Because the Bayesian networks are complete models for variables and their relations can be used to answer to probabilistic queries about theme. For example, you can update the knowledge dataset base relative to the status of a subset of variables when other variables are observed (evidence variables), through an inference process.
Evaluating the Classification Performance for Web Documents
The classifier performance can be measured or estimated in various ways. The used method depends on the type of classifier and data classification. Quality of classification can be evaluated using a confusion matrix. For example, matrix with numerical elements of samples identified as correct or incorrect for each class. Table 1 is a confusion matrix for binary classification [11] . The first three metrics evaluate the performance of classifiers by calculating the ratio of positive samples correctly classified and samples labelled as positive (Precision), positive samples of data (Recall), or total positive samples labelled with the data (Fscore). The BreakEvenPoint metric estimates essentially when the disagreement between data and algorithm for labelling samples as positive (fp = fn) is balanced. All these measures fail to consider number of true negative cases tn in their formulas, so do not take into account the correct classification of negative samples.
The problems of retrieving a positive class, the discrimination between classes, balancing between classes are possible retrieval tasks whose importance depends on the problem arising in the classification of documents. So far, there is not a consensus choice of measures used for performance evaluation of classifiers for Web documents. presented in [10] . With the use of different measures, it is important to know how the performance, produced by these measures, is changing.
Conclusions
The present review of the most important indicators for assessment of classifiers performance emphasis the relevance of few classical indicators in the context of WEB documents retrieval. The recall, precision, sensitivity and specificity defined in classical text document retrieval works well also in the WEB context. For future research it is our intention to develop a methodology for nontext data retrieval for example searching and retrieving of images based on search words.
