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Abstract
The first systematic study of Eu(II)-luminescence in hydride and hydride-fluoride host lattices
is described within the present work. Due to its high emission intensities and the dependence
of its emission wavelength on its coordination sphere, Eu(II) is of major importance for the
design of luminescent materials.
Eu(II) luminescence was studied in hydrides of the alkaline earth metals MH2 (M = Ca, Sr, Ba),
the perovskites LiMH3 (M = Sr, Ba), AMgH3 (A = Na, K), ternary magnesium hydrides and
the hydride-fluorides EuHxF2−x, LiMHxF3−x (M = Sr, Ba) and KMgHxF3−x. Samples showed
broad band emission as it is typical for the electric dipole transition 4f7 - 4f65d. The widest
redshift ever observed in the emission of Eu(II) was found for the alkaline earth metal hydrides
MH2 (M = Ca, Sr, Ba) and NaMgH3.
Extremely well-resolved spectra of Eu(II) in LiSrD3 and LiSrH3 allowed the assignment of
different vibrational modes and thus the clarification that the bonding in the 4fn−15d(eg) excited
state is weaker than in the ground state and also the first quantitative estimation of the crystal
field strength of hydride and deuteride ever.
It was also shown that the variation of the hydride and fluoride content in mixed compounds
allows the targeted design of phosphors with varying emission colors.
Additionally, in-situ deuteration studies of Yb and theoretical studies of the hydrogenation of
LixSr1−xAlSi were carried through.
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Kurzzusammenfassung
In der vorliegenden Arbeit wurde die erste systematische Untersuchung von Eu(II)-
Lumineszenz in Hydrid- und Hydridfluoridwirtsgittern durchgeführt. Aufgrund seiner
hohen Emissionsintensitäten und der Abhängigkeit der Emissionsenergie von der Koordina-
tionssphäre ist Eu(II) von großer Bedeutung bei der Herstellung von Leuchtstoffen.
Eu(II)-Lumineszenz wurde in den Hydriden der Erdalkalimetalle MH2 (M = Ca, Sr, Ba), den
Perowskiten LiMH3 (M = Sr, Ba), AMgH3 (A = Na, K) und ternären Magnesiumhydriden
sowie den Hydridfluoriden EuHxF2−x, LiMHxF3−x (M = Sr, Ba) und KMgHxF3−x untersucht.
Die Verbindungen wiesen die für den elektrischen Dipolübergang 4f7 - 4f65d typischen breiten
Emissionsbanden auf. Die weiteste bekannte Rotverschiebung der Emission von Eu(II) wurde
für die Erdalkalimetallhydride MH2 (M = Ca, Sr, Ba) sowie NaMgH3 beobachtet.
Hochaufgelöste Eu(II)-Spektren in LiSrD3 and LiSrH3 erlaubten die Zuordnung verschiedener
Schwingungsmoden und somit die Klarstellung, dass die Bindungsstärke im angeregten
4fn−15d(eg) schwächer als im Grundzustand ist und weiterhin die erste quantitative Ab-
schätzung der Kristallfeldstärke von Hydrid und Deuterid. Zusätzlich konnte gezeigt werden,
dass die Variation von Hydrid- und Fluoridgehalt in gemischten Verbindungen die gezielte
Synthese von Leuchtstoffen mit gewünschten Emissionsfarben ermöglicht.
Zusätzlich wurden in-situ Deuterierungsuntersuchungen an Yb und theoretische Studien der
Hydrierungen von LixSr1−xAlSi durchgeführt.
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1 Introduction and aims
1 Introduction and aims
So-called phosphors or luminescent materials find application in a vast number of devices of im-
portance, such as fluorescent tubes, LEDs, lasers, fiber amplifiers, plasma displays, solar cells,
scintillator crystals and afterglow materials [1–3].
Following an excitation -usually via UV emission of a gas discharge, X-rays, cathode rays, UV
LEDs or blue-emitting LED chips- the phosphor emits light in the visible color range. Depend-
ing on the decay times, the emission is classified as fluorescence (τ < 10 ms) or phosphorescence
(τ > 0.1 s) and the phosphor is therefore either suited for applications requiring short lifetimes
or a long afterglow [4]. In order to achieve high emission intensities, high transition probabilities
are needed.
Luminescence of inorganic solids may be classified into luminescence of activator ions and
semiconductors; the following work focuses on luminescent materials whose emission is based
on the former mechanism. Classical inorganic phosphors are luminescent materials consisting
of a host lattice and an activator ion such as, for instance, a rare earth ion [2]. In order to avoid
concentration quenching a rather small doping rate is usually chosen. Such activator ions can
be classified into two different categories: activator ions that interact weakly with the host lat-
tice and such that interact strongly. Weakly interacting activator ions are lanthanide ions Ln3+
showing intraconfigurational transitions within the 4f shell which lead to typical line emissions.
In contrast, for activator ions such as Eu2+ and Ce3+ whose emission originates from d-f transi-
tions, as well as activator ions with s2 configurations such as Pb2+ and Bi3+, a strong interaction
with the lattice is observed.
Even though a large number of luminescent materials is known, there is still a need for improve-
ment and development of new materials with better properties. Improved materials should, for
instance, possess better energy efficiency or different color coordinates and temperatures [3]. Es-
pecially the former becomes more and more important, because the global stock of fossil fuels
is running low and alternative energies, as well as energy efficiency, rapidly gain in importance.
Since the widely-used blue-emitting BAM (BaMgAl10O17:Eu2+) lacks a sufficient radiation
and temperature stability, there is still need for a better blue-emitting material. The alternative
material LaPO4:Tm3+ exhibits a better temperature stability, but also unwanted emissions in
the UV reducing the brilliance of the phosphor. The commonly-used red-emitting phosphors
1
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(Y, Gd)BO3:Eu3+ or Y2O3:Eu2+ show satisfying quantum efficiencies as well as temperature
and radiation stability, however, also an unwanted additional orange emission. Green-emitting
phosphors either exhibit unwanted blue emission (as e.g. materials based on Tb3+) or a lack of
stability and an afterglow (Zn2SiO4:Mn2+). Due to a need for improved sensitivity of scintilla-
tion materials as well as improved reactions times in new medical applications, the development
of new X-ray detection materials is of great interest [3]. The host lattice of such materials, e.g.
BaFBr1−xIx:Eu2+, forms electron-hole pairs upon ionization caused by ionizing radiation and,
following an energy transfer, activator ions emit light. Conventional materials show rather long
reaction times thus limiting the time resolution of the detector.
1.1 Divalent europium as a phosphor
Due to its exceptional luminescence properties, divalent europium doped into inorganic com-
pounds is of great interest for applications as a phosphor. 4f65d1 → 4f7 transitions are parity-
allowed, resulting in much shorter emission lifetimes as well as in oscillator strengths by 3-4
orders higher than for the forbidden f-f transitions of trivalent rare earth ions and therefore high
emission intensities. Furthermore, the d-electrons are relatively unshielded against interactions
with the lattice and the emission energies of these transitions show a strong dependence on the
coordination sphere [5]. Consequently, divalent europium as a dopant in different host lattices is
used in the production of LEDs of variable colors for screen or laser applications. Yet, mainly
oxides and fluorides, which usually exhibit emission energies in the blue or green color region,
have been used as host lattices. Studies of other host lattices, such as nitrides or sulfides, are
rather rare. Until recently, hydrides have been completely unknown as a host lattice for divalent
rare earth ions. However, a hydridic matrix could serve as an extremely interesting system for
the study of luminescence properties of divalent lanthanides, since the hydride ligand should
posses a strong influence on the energetic position of the d-levels due to its softness and po-
larizability. Thus a redshift in the emission energies compared to known emission energies of
divalent europium doped in compounds, such as oxides, can be expected. Furthermore, as the
ionic radii of hydride and fluoride are very similar and many metal hydrides exhibit isotypic
fluorides, a partial substitution of hydride by fluoride and vice versa [6] in order to obtain a dif-
ferent ligand field strength should be possible, consequently allowing the design of phosphors
2
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of any desired color.
1.2 Aims
This work intends to help understanding the dependence of the luminescence properties of an
activator ion, in particular Eu(II), on the host lattice. A profound knowledge of the influence
of a host lattice allows the design of luminescent materials with desired properties. As model
systems, metal hydride host lattices providing the most simple anions possible, H−, are chosen
and effects of its covalence and polarizability on the emission energies, or more precisely, on
the crystal field splitting and the location of the center of gravity of the 5d levels of Eu(II) are
investigated. Furthermore, the influence of partial substitution of the rather soft hydride ligand
with the rather hard fluoride ligand is studied. Mixed hydride fluorides might also exhibit a
much better stability towards air and humidity than pure hydrides.
In order to study Eu(II) in a hydridic matrix, suited systems need to be selected. An important
issue for the selection of a system is the size of the band gap, because compounds exhibiting
narrow band gaps are likely to show luminescence quenching. For instance, alkaline-earth metal
compounds with a sufficiently large band gap could serve as a host lattice. As many of them
exhibit an isotypic europium compound, the existence of solid solution series seems likely, a
fact that might facilitate doping with Eu(II).
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2.1 Metal hydrides
Due to its size and electron configuration 1s1, hydrogen holds an exceptional position in the
periodic table [7]. Containing only one electron and one proton, it is the lightest of all ele-
ments. Since oxidation leads to a proton, whereas the inert-gas electron configuration is reached
through the acceptance of an electron, hydrogen may show a chemical behavior similar to al-
kaline earth metals as well as halogens [8]. However, compared to the halogens, it possesses a
lower electron affinity and electron negativity resulting in a less pronounced nonmetal charac-
ter. Together with most of the other elements -apart from the noble gases and a few others- it
forms at least one hydrogen compound [7,9] and, depending on the electronegativity of the bind-
ing partner, it carries a positive or negative partial charge.
Metal hydrides show a large number of compounds with varying stoichiometry as well as dif-
ferent structural and electronic properties and may be classified into covalent, ionic and metallic
hydrides. Tetrahedral SnH4 molecules are, for instance, covalent hydrides just as the hydrides
of the non- and semimetals. Depending on the electronegativity of the binding partner the bond
in a covalent hydride may be of almost nonpolar character or strongly polar.
Ionic hydrides crystallize in ionic lattices formed by metal cations and hydride anions. The hy-
drides of the alkaline and alkaline earth metals apart from beryllium, as well as hydrides formed
by divalent europium and ytterbium, can be described as typical ionic compounds. The alkaline
metal hydrides, for instance, crystallize in the sodium chloride structure; at standard conditions
strontium and divalent europium hydride crystallize in the lead dichloride structure [10,11]. How-
ever, the bonds of these ionic compounds exhibit covalent parts, which increase, for instance,
from barium hydride towards magnesium hydride or from the alkaline metal hydrides towards
the alkaline earth metal hydrides. Furthermore, not only binary hydrides, but also some ternary
hydrides, such as SrMgH4, LiSrH3 or Ca4Mg3H14, are counted among the class of saline metal
hydrides [12].
Metallic hydrides are almost exclusively transition metal hydrides with atomic hydrogen em-
bedded in interstitials in the metal lattice and are therefore also called interstitial hydrides [13].
They usually show a metal-like appearance, a disordered distribution of hydrogen atoms, a high
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hydrogen mobility [14] and often exhibit interesting electronic features. For instance, palladium
becomes superconducting through hydrogen uptake, showing a strong dependence of the criti-
cal temperature on the ratio of hydrogen and palladium from a ratio of 0.77 onwards [15]. Due
to their reversible hydrogen release at high temperatures metallic hydrides are of interest for
technical application. LaNi5H6-x [16], for instance, is used as a battery material in nickel metal
hydride storage batteries.
Except those three categories of binary hydrides discussed above, furthermore there are com-
plex ternary hydrides AxMyHz with an electropositive metal A and a transition metal M [7], such
as K2ReH9 [17,18]. Complex hydrides are stoichiometric and usually non-metallic compounds
with discrete metal-hydrogen bonds [14].
2.2 Binary hydrides of europium and ytterbium
Unlike the other rare earth metals exhibiting a more stable trivalent character and therefore
forming trihydrides already at atmospheric pressure and moderate temperatures, hydrogenation
of europium and ytterbium at these conditions yields only dihydrides [19]. The formation of
dihydrides could easily be explained by the electronic configuration favoring a divalent valence
state in many compounds [20].
(a) View along the b-axis. (b) Coordination polyhedron.
Figure 1: Structure of EuH2 in view along the b-axis (a) and the coordination polyhedron of
europium (b).
These dihydrides crystallize in the orthorhombic PbCl2 structure type, which can also be found
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in the hydrides of alkaline earth metals [21]. Trigonal MH6-prisms sharing common triangular
faces along the crystallographic axes b form columns and are further linked by common edges.
The interconnected prisms form zigzag chains along a. Europium or ytterbium is situated in
the center of a tricapped trigonal prism of hydrogen atoms. Both metal deuterides have been
examined using neutron diffraction [11,22,23].
The ytterbium dihydride can be synthesized by hydrogenating ytterbium metal at about 550 K
and atmospheric pressure. However, already in 1966, the synthesis of an ytterbium hydride with
an atomic ratio H:Yb greater than 2 was reported [24]. Hydrogenation was carried out at several
atmospheres pressure. The hydride was of black color and fairly stable in air, its hydrogen con-
tent was believed to be 2.55. Structure determination from X-ray powder diffraction suggested
the existence of a face-centered cubic structure with a lattice constant of about 519 pm. De-
composing YbH2.55 led to the formation of hydrides with a hydrogen content of 2.42 and 2.04,
respectively, which were believed to crystallize with fcc symmetry. Additionally, a metastable
fcc YbH2 was reported which converts to the orthorhombic form on annealing. Furthermore,
the synthesis of ytterbium hydrides with a hydrogen content of 2.59 and 2.74 at 350◦C and
atmospheric pressure was reported [25]. Their structures were also assumed to be face-centered
cubic.
Figure 2: Structure of YbD2.67 as described by Auffermann [26].
Anyhow, reinvestigation of the assumed cubic structure and synthesis of YbD2.67 at high pres-
sure led to the conclusion that these hydrides do not crystallize in the cubic structure type, but
rather with trigonal symmetry [26]. The structure was described as close-packing of ytterbium
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with an ordered occupation of the tetrahedral holes and 2/3 of the octahedral holes by hydrogen.
Within the work mentioned above, samples were synthesized under high pressures up to 3200
bar, however, X-ray and neutron diffraction measurements only took place at standard pressure
and in-situ measurements were not carried out. Therefore nothing is known about the existence
of phases stable only at high hydrogen pressures.
2.3 Metal hydrides used as host lattices for Eu(II)
In the following, structures and properties of the metal hydrides used as host lattices for Eu(II)
will be shortly depicted. Due to the similar ionic radii of Sr2+ and Eu2+ [27], many europium
compounds have isotypic strontium compounds and europium is likely to occupy strontium
sites, making a europium doping of strontium host lattices facile. As deuterides are often pre-
ferred for structural refinement due to the larger neutron bound coherent scattering cross section
of deuterium compared to hydrogen [28,29], the terms hydride and deuteride will be used simul-
taneously unless not indicated otherwise.
2.3.1 MH2; M = Ca, Sr, Ba
The alkaline earth metal hydrides can be prepared by exposing the metals to a hydrogen at-
mosphere at elevated temperatures [21]. Hydrogen or deuterium positions in CaH2 [30] and
CaD2 [31,32], SrH2 [10] and SrD2 [10], BaH2 [10] and BaD2 [10,33] were determined using neutron
diffraction. Similar to EuH2, they crystallize in the orthorhombic PbCl2 structure type. There-
fore it seems likely that doping with europium or even the preparation of mixed crystals is
possible and the alkaline earth metal hydrides are suitable host materials for Eu(II) lumines-
cence. Such mixed crystals have already been synthesized for the system EuxSr1−xH2 [34,35].
Assuming that europium occupies the site of the alkaline earth metal atom, its coordination
polyhedron consists of a tricapped trigonal prism of hydrogen atoms.
2.3.2 ABH3; A = Li, K, Na, B = Sr, Ba, Mg
LiSrH3 and LiBaH3 are colorless solids crystallizing in the cubic inverse perovskite structure
type and were prepared by reaction of the binary hydrides [36–38] or, in case of LiBaH3, also
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from LiH, Li3N and Ba [39]. Lithium is surrounded by six hydrogen ligands in an octahedral ar-
rangement, whereas the alkaline earth metal is coordinated cuboctahedrally. The structure type
has been unambiguously confirmed by neutron diffraction studies on LiBaH3 and LiBaD3 [37]
and for the similar europium compound EuLiD3 [11]; LiSrH3 was presumed to be isostructural.
Figure 3: Structure of LiSrH3.
KMgH3 was first prepared by the hydrogenolysis of KMg(sec-C4H9)2 in benzene solution or
by a pyrolytic olefin elimination reaction in vacuum [40]. Alternative syntheses are the reaction
of the binary hydrides under hydrogen pressure [41] or the hydrogenation of a mixture of the
metals [42]. Comparing the diffraction data of KMgH3 and KMgF3 [43] and analyzing single
crystal X-ray data [42], the normal cubic perovskite structure with magnesium in the octahedral
environment was assumed.
Figure 4: Structure of KMgH3.
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The ternary hydride NaMgH3 crystallizes in the orthorhombically distorted perovskite structure
of GdFeO2 (Pnma) and is isotypic with the fluoride NaMgF3 [44]. It can be prepared via the
reactions of the binary hydrides at 380◦C and 70 bar H2 pressure.
Figure 5: Structure of NaMgH3 according to [44].
The isotypic fluorides doped with divalent europium LiBaF3:Eu2+ [45] and KMgF3:Eu2+ [46]
have been studied before. KMgF3 is the first known host lattice allowing the observation of 6I
emission of Eu(II). Due to the small crystal field splitting and the energetically high position
of the barycenter of the 4f65d states in KMgF3, the lowest 4f65d level is situated above the
6I7/2 level and the 6I emission is visible below 25 K (approx. 360 nm). The emission from the
6I7/2 level is quenched via the lowest 4f65d level above 25 K. For LiBaF3 the lowest excited
states within the 4f7 configuration (6PJ) are lower in energy than the lowest 4f65d state, thus
allowing the observation of magnetic dipole transitions and vibrationally induced electric dipole
transitions within the 4f7 states. The position of the zero-phonon lines is given as 359.1 nm.
However, no evidence for the existence of LiSrF3 has been found so far [38].
2.3.3 SrMgH4
SrMgH4 and SrMgD4 can be prepared from the Sr-Mg alloy under hydrogen (deuterium) pres-
sure and crystallize in the BaZnF4 structure (space group Cmc21) [47]. The isotypic europium
compound also exists [48]. The noncentrometrical structure can be seen as a distorted variant of
the centrosymmetrical homologue BaMgH4. Strontium is coordinated by nine close hydrogen
9
2 Theoretical background
(deuterium) atoms in a distorted trigonal prism connecting via triangular faces parallel to the
(100) plane. Magnesium is coordinated by six close hydrogen (deuterium) neighbors that form
a distorted octahedron and are connected with three SrH9 units via common edges or faces. The
MgH6 units form columns perpendicular to [100] and [001]. Thus two different sites of the host
lattice might be occupied by europium. However, due to the similar radii, europium is more
likely to occupy the strontium position.
Figure 6: Structure of SrMgD4.
2.3.4 BaMgH4
BaMgH4 is the centroysymmetrical variant (Cmcm) of SrMgH4 and can be prepared by heating
BaH2 and Mg powder under high hydrogen pressure [49].
Figure 7: Structure of BaMgH4.
Its structure is built up by MgH6 octahedra forming zigzag chains parallel to the c-axis that
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are linked via vertices. Linking of the chains leads to the formation of slabs running parallel
to the ac plane. The almost cuboctahedral coordination sphere of barium, which is situated in
between the slabs, is formed by 13 hydrogen atoms. One of the prism faces of the cuboctahedron
is capped by two hydrogen ligands.
2.3.5 Ba6Mg7H26
Ba6Mg7H26 can be prepared by sintering a 6:7 mixture of BaH2 and magnesium powder at 730
K and 100 bar hydrogen pressure [50] and crystallizes in the space group Immm.
Figure 8: Structure of Ba6Mg7H26, Immm, according to [50].
However, characterization was carried out on a multiphase sample containing considerable
amounts of Ba2MgH6, BaMgH4 and MgO. Magnesium is coordinated more-or-less octahe-
drally by six hydrogen atoms with one octahedron being strongly elongated. There are four
magnesium sites which are indicated by Mg1-Mg4. The Mg3-octahedra form rutile-like chains
running along a connected by Mg2- and Mg4-octahedra and build up slabs that run parallel
to the ab plane. Those slabs are connected with the Mg1-octahedra. Barium is coordinated
cuboctahedrally.
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2.3.6 Ba2MgH6
Sintering the binary hydrides BaH2 and MgH2 at high hydrogen pressure leads to the formation
of Ba2MgH6 [51].
Figure 9: Structure of Ba2MgD6, P3¯m1, according to [51].
The ternary hydride crystallizes in the trigonal K2GeF6 structure type (space group P3¯m1).
Magnesium is in the center of a nearly regular octahedron of hydrogen atoms.
2.3.7 Ca4Mg3H14
Ca4Mg3H14 was prepared via hydrogenation of the CaMg alloy at elevated temperatures and
hydrogen pressures [52].
Figure 10: Structure of Ca4Mg3H14, P6¯2m, according to [51].
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Calcium forms the center of a tricapped trigonal prism of hydrogen ligands with one trigonal
prism sharing edges along the prism axis and forming nets running parallel to the hexagonal
base and the other sharing triangular faces and forming columns along [001]. Magnesium is
in the center of pentagonal bipyramids sharing four base edges with each other and one with a
calcium-centered tricapped trigonal prism.
2.4 Hydride-fluoride analogy and hydride-fluorides
Due to their very similar ionic radii, ionic compounds of hydride and fluoride, such as for
instance the alkaline earth compounds, show structural analogies [6]. Shannon reports the ef-
fective ionic radius of fluoride for the coordination number 6 as 133 pm (crystal radius 119
pm) [27], whereas the effective radius of hydride varies from 127 to 153 pm [27,53], showing a
high polarizability and therefore being highly sensitive to the particular cation. In ionic crystals
with minimal polarization, a crystal radius of 153 pm can be assumed [54]. For instance, the
alkaline earth metal hydrides crystallize in the PbCl2 structure type in the space group Pnma
at room temperature, but transform into the more symmetrical cubic structure at higher tem-
peratures. The fluorides, however, crystallize in the cubic structure type at ordinary pressures,
but, due to the reduced interatomic distances, transform into the PbCl2 structure at higher pres-
sures [6]. Partial solid solution series of calcium, strontium and barium hydride-fluorides were
already synthesized via solid state reactions of the corresponding hydrides and fluorides at ele-
vated temperatures [55,56]. Furthermore, solid solution series of ternary hydride-fluorides, such
as LiSrHxF3−x (x > 1.0), LiBaHxF3−x, KMgHxF3−x [38] and KCaH3−xFx [57] were reported. For
instance, the solid solution series KCaH3−xFx were prepared via a solid state reaction of KF,
CaF2 and CaH2 under high hydrogen pressure and at elevated temperatures in a stainless steel
autoclave.
2.4.1 EuF2 and EuHxF2−x
In the system EuF2 and EuHxF2−x with x≤ 0.8 a solid solution series with the fluoride structure
type exists [58]. Europium forms a fcc lattice where all tetrahedral voids are occupied by fluoride
or hydride anions and europium is coordinated by a cube of anions. For x > 0.8 a two phase
region containing EuH2 and EuF1.2H0.8 was observed. Within the solid solution series the
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lattice parameter a remains almost constant. The authors studied the magnetic susceptibilities
as well as Mössbauer spectra. Replacing fluorine by hydrogen led to an increase of the covalent
character manifesting itself in the increase of electron density in the 6s orbital of europium
due to charge transfer from the hydride. EuF2 shows an absorption at approx. 400 nm, but no
luminescence emission [5,59].
2.5 Hydride-chlorides
2.5.1 EuHCl
EuHCl is obtained via the reaction of EuCl2 and EuH2 at 1000 K and about 3 bar hydrogen
pressure [60]. Similar to the strontium compound, the europium compound crystallizes in the
tetragonal PbFCl structure type. The layers vertical to the c-axes are built up by the invidual
elements. Europium is coordinated by a capped quadratic antiprism (see Fig.11) formed by
chloride and hydride ligands. In contrast to EuH2, EuHCl does not exhibit ferromagnetic but
weak antiferromagnetic interactions which might be due to the larger interatomic europium-
europium distances.
Figure 11: Structure of EuHCl according to [60].
2.6 Half-Heusler phases
Half-Heusler phases are ternary materials XYZ with 1:1:1 stoichiometry forming a tetrahedral
zinc blende sub lattice with occupied octahedral positions [61]. They crystallize in the non-
14
2 Theoretical background
centrometrical cubic structure, space group F4¯3m. X stands for the most electropositive element
(a main group element, transition metal or rare earth element, e.g. Li), Y is a maingroup element
and Z the most electronegative element (main group element from the second half of the periodic
table, for instance Si). X occupies the octahedral sites, whereas Y and Z form the zinc blende
lattice. The bonding within the zinc blende sub lattice has a covalent character and can be
described by a molecular orbital approach. X and Y, however, build a NaCl-type sub lattice
with interactions of ionic character. An example for a Half-Heusler phase is LiAlSi, which can
be synthesized by a melting reaction of the elements [62], crystallizes in the MgMgAs structure
type, space group F4¯3m and can be described as Li+[AlSi]−.
According to [63], LiAlSi can be hydrogenated at 535◦C under 80 bar hydrogen pressure to
form a phase LiAlSiH0.9 with hydrogen occupying half of the tetrahedral voids. However, the
hydrogen content was determined only by calculating the pressure difference in the autoclave.
The cell parameters did not show a significant change (LiAlSi 593.1(2) pm, LiAlSiH0.9 592.7
pm). During an in-situ neutron powder diffraction experiment of our group at the D20/ILL, the
proposed LiAlSiH0.9 was not found. However, a yet unknown, possibly trigonal, phase was
formed [64].
(a) LiAlSi. (b) LiAlSiH0.9.
Figure 12: From left to right: LiAlSi according to [62] (a) and LiAlSiH0.9 according to [63] (b).
2.7 Zintl phases and hydrides of Zintl phase
Intermetallic compounds with a strong heteropolar binding character are called Zintl-phases.
The type of their chemical bonding can be described as a bridge between metals and ionic
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salts. A commonly accepted prerequisite for a compound being considered as Zintl phase is
that it consists of an alkali or alkaline earth metal and a member of the groups 13-17 [65]. The
electronegative component may reach an electronic octet via an electron transfer from the elec-
tropositive component and bonding to each other. The structure of the anionic sub lattice often
resembles that of the corresponding p-block element. For low differences in electronegativity
between the electropositive and electronegative component, deviations from the Zintl-Klemm
concept occur [66].
Hydrogenation of Zintl phases may either lead to the formation of so-called Zintl phase hydrides
or polyanionic hydrides. In Zintl phase hydrides hydrogen is hydridic and only coordinated by
s-block metal ions. It therefore reduces the number of electrons that can be assigned to the
electronegative component and ultimately leads to changes in the polyanionic substructures. In
polyanionic hydrides hydride bonds covalently to a p-block metal atom and those hydrides can
be described as intermediates between Zintl phases and ionic metal hydrides. An example for
such a polyanionic hydride is SrAlSiH [67], which can be obtained by hydrogenation of SrAlSi.
SrAlSiH, as well as other monohydrides MTtTrH (M = Ca, Sr, Ba; Tr = Al, Ga, In; Tt = Si, Ge,
Sn) [66], contain layered polyanions such as, for instance, [AlSiH]2−.
(a) SrAlSi. (b) SrAlSiH.
Figure 13: From left to right: SrAlSi according to [68] (a) and SrAlSiH0.9 according to [66] (b).
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2.8 Structural classifications and the radius of hydride
2.8.1 Grouping of PbCl2 type compounds
Compounds crystallizing in the PbCl2 structure type can be classified according to their a+cb
and ac ratios
[69,70]. Salt-like compounds, such as PbCl2 [71] and the dihydrides of Ca, Sr, Ba and
Eu [19,21] belong to a group with ac between 0.8 and 0.9 and
a+c
b from 3.3 to 4.0. Within the
group, differences in the coordination polyhedra are only small, whereas they differ strongly
from other compounds of groups with other values for the ratios mentioned above.
Figure 14: Grouping of EuH2 and the alkaline earth metal hydrides of Ca, Sr, Ba crystallizing
in the PbCl2 structure type according to their axial ratios.
2.8.2 Covalence and the radius of hydride
Due to its covalence and polarizability, the radius of hydride depends on the cation and the
structure type. Pauling proposed a rather large radius of 208 pm, whereas Gibb found 140
pm [72]. For more ionic hydrides such as the hydrides of Rb, Cs, K and Na, hydride is larger
than fluoride and values up to 153 pm were reported [54], for lithium and magnesium hydride
the hydride and fluoride anion have approximately the same size and in case of more covalent
hydrides, hydride becomes significantly smaller than fluoride [27].
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2.8.3 The cubic perovskite structure type and Goldschmidt’s tolerance factor
A structure type often found in inorganic solid materials is the perovskite structure with ABX3
stoichiometry [7]. The smaller cation is octahedrally coordinated by six anions, whereas the
larger cation is located inside a cuboctahedral arrangement of 12 anions. However, compounds
crystallizing in the ideal cubic perovskite structure type such as SrTiO3 are rather rare; even the
mineral named perovskite, CaTiO3 is actually a slightly tilted variant [73]. In order to estimate if
a structure crystallizes in the ideal cubic perovskite structure type or shows a symmetry reduc-
tion [74], a tolerance factor has been introduced by Goldschmidt [75]. The ionic radii must show
a certain ratio of their sizes, given by the relationship:
rA + rX = t
√
2 (rB + rX) (1)
or
t =
rA + rX√
2 (rB + rX)
(2)
For 0.89 < t < 1 the ideal cubic perovskite structure is observed. However, the tolerance factor
is rather a guiding value than an absolute criterion, since the result depends on the ionic radii
that are used and neglects polarization effects. The determination of ionic radii has also been
controversially discussed. Different sets of radii have been determined by Pauling, Shannon and
Prewitt or Fumi and Tosi [27,76–78] and others. For instance, Fumi and Tosi report the observation
of ratios of the cation and anions that are larger than in the traditional set of ionic radii and are
believed to better describe the real physical size of a ion in a solid than the effective ionic
radius [27]. Due to the controversy concerning the determination of the ionic radii, the interval
for the tolerance factor t of 0.9-1.1 is also sometimes given [7] for the ideal cubic perovskite
structure type. For 0.8 < t < 0.89, distorted variants and for t > 1 hexagonal perovskites are
observed. Values below 0.8 usually lead to the formation of the ilmenite structure type. A
doubling of all axes causes a splitting of the 1a site into 4a and 4b and may yield the elpasolite
structure type (K2NaAlF6).
Tolerance factors for hydrides crystallizing in the perovskite structure type have been evaluated
by Wu et al [79]. Effective ionic radii were used and hydride radii were derived from the metal-
hydrogen bond either of the B-site or the A-site cation. In a second approach, a constant hydride
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radius of 140 pm was assumed. The estimations using the first approach yield extremely varying
hydride radii and both methods could not explain the experimentally observed existence of the
inverse cubic perovskite LiSrH3. However, it should be questioned if the use of effective ionic
radii is appropriate for the treatment of hydridic compounds, since the hydride ligand is expected
to show a strong covalence.
2.9 In situ DSC
Differential Scanning Calorimetry (DSC) is an isothermal calorimetric method [80]. Heating up
sample and reference together and always keeping them at the same temperature, the differences
in heat flow are recorded as a function of temperature of the sample.
Figure 15: Outline of a differential scanning calorimetry cell. The crucibles for sample and
reference are connected with thermocouples.
Sample and reference are placed inside a crucible, for instance an aluminum crucible, each one
located on a heatable platform. In case a reaction, phase transition or crystallization takes place,
the sample needs to be provided with a different amount of heat compared to the reference. This
difference in heat flow can be determined using thermocouples.
For instance, an exothermal reaction or a crystallization yields an exothermal signal, whereas
an endothermic signal can be recorded at the melting point of a substance.
The utilized in situ DSC cell features a gas pressure cell holding the measurement setup within,
which allows measurements at higher pressure with a reaction gas, such as, e.g., hydrogen. Thus
it is possible to study hydrogenation reactions and to determine ideal hydrogenation conditions.
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In contrast to hydrogenation reactions inside an autoclave, it is easy to vary temperature and
pressure using the DSC cell, which allows for determining the termination of a reaction by
studying the heat flows.
2.10 Luminescence
When an electron from an excited state drops to a lower energy state by a radiative transition,
the difference in energy is released as a photon, thus resulting in the spontaneous emission
of light. In solids this process is called luminescence and, in the special case of a previous
absorption of a photon, it is called photoluminescence [81].
Figure 16: Simplified scheme to illustrate luminescence transitions, displaying ground and ex-
cited state as a function of the configurational coordinate r. Modified, after [81].
Applying the Born-Oppenheimer approximation, which states that due to the fact that the nuclei
are much heavier than the electrons, the electronic and nuclear motions are separable, one may
plot the electronic energy as a function of a configurational coordinate r. As a further conse-
quence of the fact that the nuclei are much heavier than the electrons, the Franck-Condon prin-
ciple can be applied and therefore the optical transitions can be represented by vertical arrows
(see Fig. 16). For the considered coupled vibrational-electronic states the total wave function
can be written as a product of an electronic wave function that depends parametrically on the
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nuclear coordinates and functionally on the electronic coordinates and a vibrational wave func-
tion that depends only on the nuclear coordinates. For a given electronic state the vibrational
function can simply be described as the wave function of a harmonic oscillator centered at the
equilibrium configuration of that electronic state. Assuming that the equilibrium position of the
ground and excited state are not the same, we write r0 for the equilibrium position of the ground
state and r
′
0 for that of the excited state. After the electron is excited, the nuclei adjust their
positions to the new equilibrium distances in a non-radiative process (relaxation; indicated by
the dotted lines). Subsequently, the system may return to its ground state by emitting a photon,
followed by a rapid relaxation reestablishing the equilibrium distances of the ground state. In
solids, vibrational relaxations usually occur on a time scale of ps, whereas the re-emission of a
photon takes at least about 1 ns. The relaxation processes lead to a loss of the emission energy
compared to the absorption energy, which is called the Stokes shift [82].
However, radiative emission is not the only way of reaching the ground state. The excitation
energy can also be converted into phonons or via transfer to impurities or defects [81]. In case
these processes occur faster than the radiative transition, the luminescent efficiency (or quantum
efficiency) ηR will be low.
The rate for spontaneous emission between two levels with a population N of the upper level at
the time t is determined by the Einstein coefficient A:
(
dN
dtR
) = −AN (3)
and A−1 is the radiative lifetime τR of the transition. The total rate equation for the excited
state can be written as the sum of the radiative and non-radiative rates with the radiative τR and
non-radiative lifetime τNR:
(
dN
dt
) = −N( 1
τR
− 1
τNR
) (4)
The luminescent efficiency ηR can be obtained by dividing the radiative emission rate by the
total de-excitation rate:
ηR =
1
1+ τRτNR
(5)
Therefore an efficient luminescence takes place if the radiative lifetime is much shorter than the
non-radiative lifetime.
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2.11 Vibronic transitions in rare earth spectroscopy
For simultaneous changes of the electronic and vibrational states of a system, so-called vibronic
transitions, caused by electron-phonon interactions, are observed [83]. For weak electron-phonon
interactions spectra with rather sharp lines are observed, whereas a strong electron-phonon in-
teraction leads to structureless, broad bands.
For a vibronic transition between the states Ψ( f ,n′) and Ψ(i,n) with n′ and n being the final
and initial vibrational state and f and i the final and initial electronic states and µ being the
electronic dipole or magnetic dipole operator, the matrix element is the following:
〈Ψ( f ,n′) | µ |Ψ(i,n)〉 (6)
At low temperatures only the vibrational level n = 0 of the initial electronic state will be occu-
pied. The so-called zero phonon transition is the purely electronic transition with n = 0 to n′ =
0. The vibronic transitions 0 - n′ can then be observed at higher energy in the excitation spectra
(vibronic transition from n = 0 of the electronic ground state to n′ in the electronic excited state)
and at lower energy in the emission spectra (vibronic transition from n = 0 of the electronic
excited state to n′ in the electronic ground state). Since at higher temperatures vibrational levels
other than n = 0 are occupied, the vibronic intensities are temperature-depend and so-called
anti-Stokes transitions (n > 0 to n′ = 0) can also be observed at higher temperatures. However,
within the following work analyses of vibrational fine structures are only carried out for spectra
measured at 4K and it will be assumed that only n = 0 is occupied. Using the adiabatic approx-
imation and assuming the electronic part to be indepent of the vibrational coordinates, equ. 6
can be separated into an electronic and a vibrational term and becomes:
〈Ψ( f ) | µ |Ψ(i)〉〈χ(n′) | χ(n)〉 (7)
and for the intensity I applies:
I ∝ |〈Ψ( f ) | µ |Ψ(i)〉〈χ(n′)|χ(n)〉|2 (8)
The electronic matrix element vanishes for electric-dipole radiation in case of intraconfigura-
tional transitions (as ff transitions), but not for df transitions. Considering only inversion sym-
metry, parity forbidden electronic dipole transitions can be observed if a coupling with ungerade
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vibrational modes takes place, whereas magnetic-dipole transitions can show a coupling with
gerade vibrations. Thus transitions within the 4fnconfiguration of rare earth elements are only
observed in case those transitions are magnetic-dipole allowed or vibrationally induced. For
Eu(II) 4f6d5 - 4f7 interconfigurational emission, the zero phonon line is an electric-dipole tran-
sition so that the strongest vibronic lines will be those coupling with Raman active vibrational
modes.
Assuming that the vibrational frequencies in the ground and excited states are equal, but al-
lowing the average values of the configurational coordinates to be different (linear coupling
case) [84], taking n = 0 (for very low temperatures) and summing over n′ the shape of the optical
transition becomes [83,85]:
In ≈ e
−SSn′
n′!
(9)
with the so-called Huang-Rhys or coupling parameter S and the vibrational quantum number n
of the terminal state. S is small ( 1) for weak coupling and large (20-40) for strong coupling
resulting in broad band spectra. For S between 1 and 5 the coupling is of intermediate strength
and the zero phonon line is followed by a series of vibronic lines.
2.12 The static crystal field approach and coupling schemes
For the description of spectroscopical interesting centers in inorganic solids, it is convenient to
separate the term for the static crystal field and the dynamic crystal field which is due to the
vibrational motion of the solid. Here the static crystal field approach is presented briefly, for a
detailed description see, for instance, [84,86,87]. Since only the outer electrons are involved in op-
tical transitions, the inner electrons can be described as a constant electrostatic field interacting
with the outer electrons (central field approximation) and the Hamiltonian becomes:
Hˆ = HˆFI + Hˆc (10)
= Hˆ0 + Hˆ ′ + Hˆso + Hˆc (11)
with the free-ion Hamiltonian HˆFI , the sum over all N electrons of one-electron operators Hˆ0,
the inner-electron Coulomb interaction Hˆ ′, the spin-orbit coupling Hˆso and the energy of inter-
actions of the outer electrons with the electrostatic field Hˆc. The free-ion Hamiltonian HˆFI is ap-
proximated by constructing a spherically symmetric one-electron operator which approximates
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the potential energy of an electron in the field of the nucleus and the remaining electrons [86].
Summing over the electrons i and the neighboring ions l, the crystal field term can be written
as:
Hˆc = ∑
i
∑
l
Hˆc(ri,Rl) (12)
Depending on the relative sizes of the different terms, 3 methods of determining the eigenstates
and eigenvalues need to be differentiated.
If the crystal field can be considered to be weak, e.g. Hˆc  Hˆ ′, Hˆso, then the influence of
the crystal field is neglected initially, the free-ion Hamiltonian is calculated and afterwards the
influence of the crystal field is introduced using pertubation theory. Since the 4f electrons are
partially shielded from the lattice by the outer 5s and 5p electrons, neglecting the influence
of the crystal field in the first place in case of transitions within the 4f shell is an appropriate
approach. The levels of the 4f electrons are then characterized by L, S, J values where some
term-mixing is allowed. For large differences between energy separations of different LS terms
and the spin-orbit coupling energy, the mixing becomes so small that it can be neglected and
Russel-Saunders approximation is valid (LS coupling, S spin angular momentum, L orbit an-
gular momentum). L, S, J and MJ are now good quantum numbers and the splitting of each LS
term by spin-orbit coupling leads to a number of states |LSJMJ〉 with different J and MJ values.
Energy levels for trivalent rare-earth ions are tabulated in so-called Dieke digrams [88] where the
extent of the crystal field splitting is shown schematically by the width of the levels depicted in
the diagram.
For intermediate crystal field strengths, where Hˆ ′ > Hˆc > Hˆso, Hˆso is neglected in the first place.
The matrix elements of Hˆc are calculated using the free-ion L functions as basis functions and
from those matrix elements new crystal field orbital states are obtained and multiplied by spin
S functions. Afterwards the effect of the spin-orbit coupling is taken into consideration.
For a strong crystal field, Hˆc > Hˆ ′ > Hˆso, both Hˆ ′ and Hˆso are initially neglected so that the
Hamiltonian becomes a sum of one-electron orbital terms. Subsequently, the interactions be-
tween the electrons and an orbital quantum number Λ are introduced. Λ is the crystal field
analogue of the L value for the free ion. The spin states are introduced, which leads to the S
parameter. Spin-orbit coupling is then treated as a pertubation.
Since 5d electrons of rare earth ions such as Eu(II) or 3d electrons of transition ions interact
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strongly with the chemical environment, the influence of the crystal field is much larger or in
the same order of magnitude as the influence of the spin-orbit coupling and also often larger
than the L-S splitting and therefore it is appropriate to apply the intermediate or strong crystal
field approach.
Within the central field approximation a coupling scheme of momentum summation needs to be
chosen in order to construct wave functions for the electrons. Two such coupling schemes, one
for lighter atoms and one for heavier atoms exist [89,90]. Since the spin-orbit coupling in lighter
atoms is small compared to electrostatic interactions between the electrons, L and S are good
quantum numbers and the LS or Russel-Saunders coupling scheme is appropriate. In contrast,
for heavier atoms the spin orbit interactions are much larger than the Coulomb interactions so
that L and S are no longer good quantum numbers and the jj coupling scheme should be con-
sidered instead. Since Coulomb and spin-orbit interactions are of the same order of magnitude
for rare earth elements, neither coupling scheme is a good approximation. Thus an intermedi-
ate coupling scheme developed from the LS coupling scheme is usually applied. The symbol
2S+1LJ is used for naming an electronic state. Since this description does not allow the distinc-
tion between states with the same quantum numbers L and S, an additional quantum number
τ needs to be introduced. In practice, depending on the irreducible representations of a spe-
cific group, two or more additional quantum numbers are needed. Such classification were, for
instances, listed by Wybourne [91]. Recently, it was also shown that 4fn−15d configurations of
the rare earth ions may be modeled using minor modifications to the standard calculations for
4fn [92,93].
2.13 Selection rules
Selection rules are discussed briefly, however, the quantum-mechanical approach is beyond
the scope of this work and the interested reader is referred to, for instance, [84,86]. In order to
determine selection rules, the probability of a radiative transition between states a and b needs
to be considered. This probability is proportional to 〈b|µ|a〉2 with µ being the appropriate
(electric or magnetic dipole) operator. For an electronic center with inversion symmetry the
electric dipole matrix element becomes zero unless the wave functions of a and b are of opposite
parity. This requirement is called the Laporte selection rule. Since the magnetic dipole operator
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is of even parity, the magnetic dipole matrix element becomes zero unless a and b are of similar
parity. Both the electric and the magnetic dipole operators belong to the J = 1 irreducible
representations which results in the selection rule ∆J = J - J’ = 0, ±1. Furthermore, for a pi-
polarized transition, ∆M = M - M’ = 0 and for a σ -polarized transition ∆M = ±1 must be
fulfilled. Related to the Laporte selection rule, ∆l = ± 1 applies for electric dipole transitions,
since the components of the electric dipole moment, which are formed from l = 1 spherical
harmonics, are of odd parity. The selections rules for an electric dipole transition are ∆S =
0, ∆L = 0, ±1 with L = 0 → L = 0 forbidden. However, transitions between spin-forbidden
states may occur in the presence of spin-orbit coupling. Local distortions in the lattice may
furthermore destroy the local inversion symmetry so that Laporte-forbidden transitions may
become allowed.
Transitions between 4f states are electric-dipole forbidden, since they occur between states of
the same parity and are therefore caused by a magnetic dipole process. For crystallographic
sites lacking inversion symmetry a mixing with opposite-parity states may occur and lead to an
increase in the emission intensity of the transition. Selection rules for electric dipole transitions
within the 4f shell can be deduced from the Judd-Ofelt theory: ∆J ≤ 6, ∆S = 0, ∆L ≤ 6.
Transitions between the 4fn and the 4fn−15d levels are dipole-allowed and interact strongly with
the lattice leading to intense and broad bands.
2.14 Defects and excitons
Looking at phosphors, two different types of defects have to be considered. On the one hand,
in case of controlled point defects the solid is doped with a foreign activator cation and on
the other hand, inadvertent point and line defects are formed because of impurity and entropy
effects [94]. In order to satisfy the law of charge neutrality, the lattice needs to compensate for
the charge inequality, if an atom is missing or an extra atom is present. For instance, in case of
a cation with an extra charge there needs to be a compensation by a suitable anion or another
cation with a lesser charge. Due to the 2nd law of thermodynamics, a perfect solid does not
exist above absolute zero temperature and therefore lattices always contain a certain number
of point defects. In principle, three major types of defects can occur in a three-dimensional
lattice: a point defect (one-dimensional), a line or edge defect (two-dimensional) or a plane or
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volume defect (three-dimensional). It is assumed that doping of activator ions into host lattices
leads mainly to point defects and thus line and volume defects will not be discussed here any
further. In a homogeneous solid, several types of point defects may be present: vacancies,
self-interstitials, substitutional impurities as well as interstitial impurities. In the last two cases,
impurity atoms are involved. An atom that is located in the space between the atoms of the
main lattice is called an interstitial and in case an atom of the main lattice is located there, the
resulting defect is called a self-interstitial.
Figure 17: Possible point defects in ionic solids.
In heterogeneous solids the situation is similar, except the fact that there is a charge involved
and therefore compliance of the charge neutrality is required and positive charges in the cation
sublattice need to be balanced by negative charges in the anion sublattice and vice versa. Due
to the required charge neutrality and the presence of two sublattices, possible types of defects
are limited to the following: Schottky defects (meaning the absence of both cation and anion),
Frenkel defects (meaning a cation vacancy accompanied by the same cation as an interstitial; in
case such defect is present in the anion sublattice, it is called Anti-Frenkel-defect), cation and
anion vacancies, interstitial impurity atoms (both cation and anion possible) and substitutional
impurities (both cation and anion possible). Furthermore, a negatively-charged cation vacancy
could capture a positive charge and form a positive hole (h+) or a positively-charged anion
vacancy a negative charge (e−). An electron trapped at an anion vacany is also called color-
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center (F-center). The name was chosen because of the electron being optically active, meaning
that it is able to absorb light at a well-defined band, thus leading to a specific color of the
crystal. It was shown that for the different alkali halides, an inverse relation between the size of
the cation (or its polarizability) and the maximum energy of the absorption band exists [81,84].
Additionally, under certain conditions, two F-centers can be combined to form a so-called M-
center. Conjoining two color-centers might lead to completely different absorption properties.
The absorption of a photon, resulting in the excitation of an electron from the valence to the
conduction band in a semiconductor or insulator, at the same time creates a hole in the valence
band. The oppositely charged particles can attract each other and the attractive Coulomb inter-
action increases the probability of the formation of an electron-hole pair, once again resulting in
an increase of the optical transition rate. Now it is also possible that a bound electron-hole pair,
namely an exciton, is formed [81]. Excitons may be classified into two basis types, the so-called
free or Wannier-Mott excitons (see Fig. 18a) and the tightly bound or Frenkel excitons (see Fig.
18b).
(a) Wannier exciton. (b) Frenkel exciton.
Figure 18: Free (a) and tightly bound exciton (b).
The former are likely to occur in semiconductors (band gaps of maximal 5eV), their binding en-
ergies are in the range of about 10 meV and their radii are much larger than the lattice constants.
Therefore they can be described as delocalized states moving freely through the crystal and can
be modeled as a hydrogenic system. The latter are mainly observed in insulators and possess
binding energies of about 1 eV and radii of the same order of magnitude as the lattice constants.
They are therefore localized states and can only move through the crystal by hopping from one
site to another. For instance, divalent europium or ytterbium doped into a host lattice could be
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ionized through the excitation of an electron through the absorption of a photon, leading to a
broadening of the emission peak and a large Stokes shift (anomalous luminescence) or lumi-
nescence quenching. Here, excitation of the electron to the 5d levels leads to auto-ionization
and delocalization of the electron over the surrounding cations and the formation of an trapped
exciton-like state near the Eu3+ or Yb3+ impurity. Then a radiative return to the ground state
is in some cases possible via anomalous emission. Various compounds exhibiting anomalous
Eu(II) or Yb(II) luminescence have been studied [95]. Anomalous emission is often observed
for Yb2+ on a Ca2+ or Sr2+ site, whereas on a Ba2+ site often no emission is observed at all.
Furthermore, the probability of anomalous emission is also higher for Yb2+ than Eu2+ and in-
creases with increasing covalence between lanthanide and anions or increasing size of the cation
site. It also increases with increasing size of the anions or decreasing size of the lanthanide ion.
For instance, normal df emission is always observed for divalent lanthanides on monovalent
cation sites and never occurs for divalent lanthanides on trivalent cation sites.
2.15 Luminescence of divalent europium
Unlike the luminescence energies of trivalent rare-earth-ions, those of the divalent lanthanides
including Eu(II) depend strongly on the chemical environment. Due to this dependence and the
high intensity of the 4f65d1 → 4f7 transitions, which are parity allowed and mostly involved in
the emission process, the Eu2+-ion shows remarkable luminescence properties [96]. The emis-
sion intensity is enhanced up to a factor of 106, so that in principle, the Eu(II)-ion is extremely
suitable for applications as a phosphor. For instance, BaMgAl10O17:Eu2+ is used as blue LED
in screens. In contrast to the nearly constant emission energies of trivalent europium or other
trivalent rare-earth-ions the emission energies depend on the coordination sphere and therefore
on the host lattice [97]. In this context different parameters, as the type and number of ligands
and their polarizability, the distance of the ligands to the cation, the covalence of the bond, the
symmetry, as well as the energetic position of the conduction band, play an important part. The
strong dependence of the 4f65d1 → 4f7 transition on the coordination sphere originates from
the weak shielding of the 5d electrons, which are exposed strongly to the influence of ligands
and their crystal field (see, for instance, Fig. 20 and 19). Crystal Field diagrams and d-orbital
energy levels are, for instance, given in [87,98,99]. In contrast, the influence of the crystal field on
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the 4f states is weak, because they are shielded efficiently by the 5s and 5p electrons.
Figure 19: Schematic diagram of Eu(II) in an octahedral environment.
Figure 20: Eu(II) levels depending on the crystal field strength and the resulting emission colors
shown schematically.
In case of the 5d states, the factors determining the emission energies can be separated into the
contributions from the nephelauxetic effect of the ligands leading to an energetic reduction of
the position of the barycenter and the crystal field splitting. In the end, both effects cause a
redshift of the emission energy of an ion situated within a coordination polyhedron compared
to that of a free ion.
However, the dependence of the luminescence on the constitution of the host lattice has been
studied only insufficiently. Up to the present mainly oxides and fluorides have been used as
host lattices. For instance, the emission wavelength of SrF2:Eu2+ is 416 nm. Furthermore,
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a great many of mixed halogenides as, e.g., SrFCl:Eu2+ (λ d fem = 388 nm) as well as sulfates
(SrSO4:Eu2+, λ
d f
em = 376 nm) or oxyhalogenides, such as M4OX6 (M = Sr, Ba; X = Cl, Br; blue
emission) [100] are well-known. Anyhow, all these known compounds emit blue or green light;
merely nitrides -which are also suitable for applications as phosphors- as well as a few known
sulfides and selenides exhibit emission energies in the orange and red spectral region (Ca2Si5N8,
λ d fem = 616 nm). Furthermore, the relation between the host and thermal quenching of the Eu(II)
luminescence, as well as anomalous emission, is still only insufficiently understood.
2.15.1 Different types of Eu2+ emission
In order to describe the emission of Eu2+, classifying it into three different types of emission
is commonly accepted: normal broad band df emssion, ff narrow line emission and anomalous
emission of Eu2+ [5].
In all cases excitation to the lowest fd level occurs and the final state of the transition is always
the ground state 4f7 [8S 7
2
]. In case of normal df emission, the dipole- and spin-allowed transi-
tion from the relaxed 4f6[7F0]5d1 state to the ground state takes place and the absorption and
emission spectra show broad bands originating from transitions between the 8S 7
2
ground state
and the crystal field components of the 4f65d1 configuration [101].
If the position of the 6PJ states of the 4f7 configuration is situated below the lowest 4f65d com-
ponent and a luminescence quenching due to phonon relaxation to the 4f7[6P 7
2
] state takes place,
no df emission, but only a narrow line emission from [6P 7
2
] to [8S 7
2
], usually around 356 - 364
nm, can be observed. Thus narrow line emission takes place if the barycenter of the crystal field
components of the 4f65d1 configuration are situated at high energy and the crystal field split-
ting is small. It is therefore usually observed in host lattices containing fluoride anions, since
the nephelauxetic effect of fluoride is weak. Sometimes narrow line emission is also observed
together with normal df emission.
A third type of emission can be characterized by an extremely large Stokes shift (5000 - 10.000
cm-1) and emission bands showing a width of more than 4000 cm-1. Additionally, a temperature-
dependent variation of the emission takes place. This behavior has been explained by an auto-
ionization of the 5d electron to a conduction band state, leading to the creation of an exciton [102].
The observed anomalous emission can be attributed to an irradiant transition of the electron to
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the ground state. However, auto-ionization does not imperatively lead to an anomalous emis-
sion, but can also be the reason for the absence of an Eu2+-emission [103].
For instance, this is the case if Eu2+ replaces a trivalent cation and charge compensation is not
provided by the first anion coordination sphere. This situation leads to a localization of the
lowest-energy 4f65d1 state inside the conduction bands, resulting in auto-ionization and lumi-
nescence quenching after fd excitation. Therefore Eu(II) only shows luminescence on a trivalent
cation site if a charge compensation in the first anion coordination shell stabilizes the divalent
oxidation state.
2.15.2 Thermal quenching of Eu2+ 5d-4f luminescence
Thermally activated quenching mechanisms of Eu(II) luminescence have already been discussed
for several decades, since the understanding of thermal quenching plays an important role in the
design of phosphors. Several quenching mechanisms, such as a large displacement between
the ground and excited state in the configuration coordinate diagram [104,105], thermal excitation
of 5d electrons to the conduction band [106] or excitation of holes from Eu(II) to valence band
states [107] have been proposed. In case of a large displacement between the two parabolae for
the ground and excited state in the configuration coordinate diagram (see Fig.21) a thermally
activated radiationless cross-over from the excited state to the ground state can take place.
Figure 21: Schematic configurational coordinate diagram for the 4f7 and 4f65d configuration of
Eu(II) according to [105,108].
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Here the quenching temperature is strongly correlated with the coupling parameter S [108] and
the Stokes shift is supposed to be rather large. The large displacement was often used to explain
thermal quenching of Eu(II) on Ba, Sr or Ca sites. For series of alkaline earth compounds
the quenching temperature tends to increase with increasing radius of the alkaline earth ion.
However it was recently shown that this assumption is wrong and the quenching is caused by
the ionization of the 5d electron to conduction band states [103]. If the configuration coordinate
model was applicable, a relation between the Stokes shift and the quenching temperature as
well as the size of the occupied site should exist. This has been disproven, since the Stokes
shift is known for many different compounds [5]. Thermal release of a hole from Eu(II) to
the valence band has also been refuted, since it requires a too large energy [109]. In order to
prove that the genuine quenching mechanism for Eu(II) doped compounds is the ionization of
the 5d electron to conduction band states, Dorenbos [103] studied the relationship between the
energy barrier for thermal quenching and the energy difference between the relaxed lowest 5d
state and the conduction band. He proposed a model to explain the increase of the quenching
temperature with increasing radius of the alkaline earth ion and the occurrence of the reverse
behavior in some compounds. Furthermore, he introduces a crude relationship between the
quenching temperature T1/2 and the energy barrier ∆ E:
∆E =
T1/2
680
eV (13)
In order to clarify the quenching mechanism, the position of the energy levels of Eu(II) and
the bands of the host need to be known. An estimation of the position of the Eu(II) 4f and 5d
levels can be carried out using the methods presented in [95,110], where the absolute position of
the energy levels is obtained from the energy of the Eu(II) df emission and the Eu(III) charge
transfer band whose energy corresponds to the energy difference between the top of the valence
band and the Eu(II) ground state. Adding the energy of charge transfer to the 5d-4f emission
gives the energy of the relaxed lowest 5d states. Furthermore, the position of the bottom of the
conduction band needs to be known. Since for some compounds an increase of the quenching
temperature with increasing radius of the alkaline earth ion is observed and for some compounds
the reverse behavior, two type of compounds are distinguished. In compounds of type (I) the
bottom of the conduction band consists of the same cations as the one replaced by Eu3+ and for
such compounds a strong increase of the band gap with smaller size of the alkaline earth ion is
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observed (compounds such as LaAlO3 or GdAlO3 are also type (I) compounds). The smaller
size of the alkaline earth ion leads to a more negative Madelung potential. As a result of the
Madelung potential, the size of the bandgap as well as the energy of charge transfer to Eu3+
increase. Since a local lattice relaxation around Eu(III) partly counteracts the effect of changing
site size, the bandgap increases faster than the energy of charge transfer, leading to a situation
where the energy difference between the lowest 5d state and the bottom of the conduction band
increases with smaller site size and the quenching temperature therefore increases in the same
order. Type (II) compounds are such compounds where the bottom of the conduction band
is formed by cations other than the one replaced by Eu3+ (i.g. others than Ba, Sr, Ca), so
that a strong dependence of the band gap on the type of alkaline earth ion does not exist and the
position of the conduction band stays rather constant. For such compounds the largest ∆ E values
are observed for the barium compounds, resulting in a decrease of the quenching temperature
with smaller size of the alkaline earth cation.
2.16 Luminescence of the activator ions Ce(III), Yb(II), Sm(II) and
Mn(II)
As mentioned before (see 2.12), Coulomb and spin-orbit interactions are of the same order of
magnitude for the rare earth ions and an intermediate coupling scheme developed from the LS
coupling scheme is usually applied. Therefore, terms are often named using 2S+1LJ in literature,
even though this procedure is, strictly speaking, incorrect, since spin-orbit interactions are not
always negligible. However, 2S+1LJ terms will also be used in the following.
As the Ce(III) emission originates from a 5d-4f transition, oscillator strengths are usually high.
Due to spin-orbit interactions the ground state of the 4f1 configuration is a doublet, 2F5/2 and
2F7/2, resulting in two emission bands separated by about 2000 cm−1 [84,111]. Depending on the
coordination sphere, the 5d1 state is split into several crystal field components [112].
For Yb(II) optical transitions can be observed between the 4f13d1 excited state and the 4f14 (1S0)
ground state [113]. Depending on the coordination polyhedron, df transitions may be formally
allowed or forbidden, e.g. transitions between the T2u and Eu in a cubic coordination and the
ground state are forbidden. However, the exchange interaction between the 5d electron and the
remaining 4f13 is relatively weak and the lowest levels of the 4f13d1 contain both low and high
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spin LS terms. Therefore it is impossible to clearly distinguish spin-allowed and spin-forbidden
transitions and spectra often show bands that can be assigned to a spin-forbidden transition.
Calculating the energy level scheme of the 4f13d1 is complicated, since the crystal field and
the spin-orbit coupling on the free ion states both play a role [114]. Such calculations have been
carried out based on LS coupling [115] as well as a jj-coupling scheme [116]. In contrast to Eu(II),
Yb(II) often exhibits anomalous emission, which is only deficiently understood until now [82,95].
For Sm(II) band luminescence is observed when the 4f55d1 state is located below the lowest
excited 5DJ level of the 4f6 levels. In case of relaxation from the df state to the 4f6[5DJ] df
emission is quenched and only ff line emission can be observed [117]. As the lowest excited state
5DJ of the 4f6 is -even for strong crystal fields- often located at lower energies than the 4f55d1
state, the observation of broad band emission is rather rare [118]. Due to spin-orbit interactions
the 4f6 ground state splits into 7FJ with J = 0-6 [119].
Mn(II) has 3d5 configuration and the free ion ground state is a sextet 6S [82,84]. Since the location
of the 4T1 and 4T2 levels strongly depend on the crystal field strength, an increase in the crystal
field strength leads to a shift in the energy of the 4T1-6A1 and 4T2-6A1 transitions. Thus tetrahe-
drally coordinated Mn(II) usually emits green light, octahedrally coordinated Mn(II), however,
emits in the red color region [82,120].
2.17 Stray light in monochromators
Beside the desired wavelength, stray light of an intensity comparable to the luminescence of a
sample may pass through the excitation monochromator and subsequently be scattered. They
shattered light may then interfere with measurements. Especially in case of weakly emitting
biological samples or powder samples it is therefore often necessary to use a double-grating
monochromator for the excitation which limits the stray light intensity to 10−8-10−12 of the
intensity of the sample [121]. However, the use of a double-grating monochromator also leads to
a loss in intensity. Additionally, in some cases it may be necessary to also use a double-grating
monochromator on the emission side. This is especially the case for weakly emitting samples.
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3 Experimental details
3.1 Synthesis
Due to the moisture and air sensitivity all utilized metals, intermetallics and hydrides were han-
dled in an argon-filled glove box. The metal hydrides were prepared by hydrogenation of the
corresponding intermetallic compounds or alloys, which had been synthesized through melting
reactions or via solid state synthesis, under hydrogen pressure.
For melting reactions, the metals were superficially cleansed from oxide by means of a milling
cutter. The alloys were prepared by reaction of the metals in sealed niobium tubes. The melting
reactions were conducted by enclosing the niobium tubes in sealed silica ampoules at tempera-
tures of 750-940◦C depending on the system. The samples were kept slightly above their melt-
ing temperatures for approx. 4h and subsequently quenched to room temperature. However, the
intermetallic compounds were not investigated by X-ray diffraction, because they could not be
ground due to their hardness and toughness. Therefore, in the following, the compositions of
the samples from melting reactions will be assumed to be equal to the nominal compositions
and alloys were processed into hydrides without further investigation.
Hydrogenation reactions were carried out either in an autoclave at temperatures from 600 to
800 K and hydrogen pressures of 40-150 bar or in a DSC chamber at maximal 720 K and 50
bar hydrogen pressure.
Fluorides, mixed hydride-fluorides and mixed hydride-chlorides were obtained via solid state
reaction carried out in an inert or hydrogen gas atmosphere. Mixed compounds were either
prepared at 800 K and 20-60 bar hydrogen pressure in an autoclave or at up to 1000 K and 15
bar in a silica high pressure cell.
3.2 Technical equipment and methods
3.2.1 Glove Box
All works under argon were carried out in a glove box of mbraun featuring a copper catalyst,
as well as molecular sieve for the removal of oxygen and water. These were recycled using
Hydrostar (hydrogen argon mixture) at regular intervals.
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3.2.2 Gas tungsten arc welding
Welding up the used niobium tubes was carried out via gas tungsten arc welding in a self-
construction. The argon pressure while welding was 350 - 400 mbar and the current 20 A; a
Lymoxr electrode (tungsten-rare-earth-alloy) was used.
Figure 22: Sealed niobium tubes enclosed in a sealed silica ampoule.
3.2.3 Autoclave
Hydrogenation reactions were carried out in a self-construction autoclave made of Nicroferr
5219 Nb-alloy 718, which is corrosion-resistant even at high hydrogen pressures and tempera-
ture resistant up to 600◦C. For heating, a calibration up to 650◦C relating the oven temperature
with the temperature measured inside the autoclave was carried out using a self-made top for
insertion of a thermocouple.
Figure 23: Autoclave, fragmented.
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3.2.4 Sapphire single crystal high-pressure cell
For in situ neutron diffraction experiments, a sapphire single crystal gas pressure cell with a con-
tactless laser-heating system especially developed for in situ neutron powder diffraction [122–125]
was used. Due to its chemical intertness against hydrogen and the studied samples, mechanical
strength as well as its low incoherent scattering and absorption cross section for thermal neu-
trons, the gas pressure cell is well-suited for in situ hydrogenation studies at high pressures and
elevated temperatures. The cells were made of sapphire single crystals grown along the crystal-
lographic axes c or tilted up to 15◦ with respect to the c axes. The flanges on both ends were
closed by stainless steel end caps sealed with indium or lead wires and connect the cell to a gas
delivery system. Samples are enclosed in a 6 mm diameter borehole and heated contactlessly
with two laser beams.
Figure 24: Sapphire gas pressure cell.
Temperature calibration was carried out comparing refined lattices constants of palladium pow-
der in the range between 25◦C and 400◦C as indicated by the pyrometer with the temperature
dependence of palladium’s lattice parameters [126] and yielded the following temperature cali-
bration: Tcal = 8.0(7)◦C+0.941(8)Tpyro−0.00029(2)◦C−1T 2pyro [124]. Furthermore, a second
calibration curve of the pyrometer was obtained from temperature dependent neutron diffrac-
tion measurements of silicon (325 mesh, 99.999%, Johnson & Matthey) and refinement of its
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unit cell parameters. The calibration Tcal = 11(10)◦C+ 0.7(2)Tpyro + 0.0004(1)◦C−1T 2pyro−
8(1) ·106◦C−2T 3pyro was obtained through comparison of the refined data with data from X-ray
powder diffraction [127,128]. A proper orientation of the cell allows the removal of the single
crystal Bragg reflections from the scattering plane of the diffractometer. A favorable orientation
is chosen via a preliminary omega scan of the cell (for an example, see Fig. 25). However,
diffuse scattering due to phonon excitations also occurred so that in some cases small regions in
the 2θ range need to be excluded.
Figure 25: Omega scan (in false colors) of the empty single crystal sapphire high pressure cell
GlaBa07 at the D20/ILL, 15◦ inclination angle with respect to the c-axis. Measuring position
marked by arrow.
3.2.5 Silica high-pressure cell
For reactions at temperatures far above 400◦C and high hydrogen pressures, silica high-pressure
cells based on the design of the sapphire cell were used ex-situ. The lengths of 250 - 350 mm in
contrast to the 10 mm length of the sapphire cell allows a heating to higher temperatures, since a
melting of the indium or lead seals is avoided. The cells permit heating with the contactless laser
system as well as tube furnaces as long as the end caps and the seals are sufficiently protected
from heat. Tests confirmed leak tightness with indium seals up to approx. 800◦C and 15 bar
hydrogen using the laser-heating system and 650◦C and 12 bar hydrogen using a tube furnace.
In case the cell was not inert against the reactants, a stainless steel crucible was used.
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Figure 26: Silica gas pressure cell with stainless steel crucible.
3.2.6 DSC
Preparation via DSC was carried out using an instrument of TA Instruments, model Q1000
featuring a high pressure chamber for hydrogen pressures up to 70 bar. Due to the air sensitivity
of the examined samples, measurements were carried out within sealed aluminum pans. To
assure the completion of the reactions, measurements were repeated at least once or twice.
Hydrogenation conditions were 450◦C and about 50 bar hydrogen pressure (see Fig. 27). Any-
how, the chosen cooling rate could not be assured due to the fact that the instrument does not
possess an active cooling system.
Figure 27: Temperature program of a hydrogenation reaction within the DSC at about 50 bar.
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3.2.7 X-ray diffraction
X-ray powder diffraction data at RT were collected on a Panalytical Philips X’Pert Pro diffrac-
tometer with focusing Bragg-Brentano geometry and a fine focus X-ray tube (CuKα1,2 radia-
tion), a Bruker D8 Advance with Lynxeye with focusing Bragg-Brentano geometry and a fine fo-
cus X-ray tube (CuKα1,2 radiation) and a Guinier camera (Huber G670, CuKα1 radiation). Low
temperature XRD measurements were carried out on a Guinier camera (Huber G670, CuKα1
radiation) with cryostat within the group of PD Dr. Richard Weihrich at the University of Re-
gensburg. To determine the zero shift of the G670 in the RT measurements, silicon was used
as internal standard. Samples were enclosed between kapton foils (or aluminum in case of
low temperature measurements) with apiezon grease. The data collection time was 30-60 min
depending on the sample, diffraction range was 10 - 110◦ 2θ , below 22◦ 2θ an increased back-
ground occurred due to the sample preparation.
Crystal structures were refined using the program packet FullProf [129] according to the Rietveld
method [130] or using TOPAS 2.1 (Bruker AXS, Karlsruhe, Germany) [131]/TOPAS 4.1 [132] and
the fundamental parameter approach [133]. In FullProf the profile fitting was carried out using a
pseudo-Voigt function. The background was described either using a polynomial or linear inter-
polation. The ratio of CuKα1 and CuKα2 was determined using a silicon standard (NIST 640d).
In TOPAS, the instrumental function was determined empirically by means of a reference scan
of LaB6. Typically, complete structures including hydrogen positions from literature were taken
as starting structures and scale factors, lattice parameters, atomic positions of the metal atoms
and microstructural parameters were refined. An overall B-value or coupled B-values were used
in order to minimize errors in quantitative phase analysis. If not indicated otherwise, ratios given
in the refinement plots obtained using TOPAS are given in weight percentage. ε0 as obtained by
TOPAS is specified in case a measure of the mean strain is used in discussion.
3.2.8 Neutron powder diffraction
Neutron powder diffraction measurements were carried out at the Institute Laue-Langevin in
Grenoble, France at the high-flux powder diffractometer D20 in high resolution mode in the
range 3◦ ≤ 2θ ≤ 150◦ (resolution 2θ = 0.1◦). Usually, the wavelength of about 1.867 A˚ was kept
fix during measurements and determined exactly for each experiment from a measurement of
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a silicon standard (NIST640b). For standard measurements of hydrides samples were enclosed
in vanadium cylinders sealed by an indium wire and handled in an argon-filled glovebox. For
in situ studies at high deuterium pressure and high temperatures, sapphire single crystal high-
pressure cells together with a contactless laser heating system were used. The crystals had
varying cutting directions with respect to the crystallographic c-axis. Omega scans were taken
of the empty cells and a favorable position was chosen for the measurements. Data processing
was carried out using the program LAMP [134,135]. Structural refinement was carried out with
TOPAS 4.2 using both neutron data and XRD data, if available. The same positional, size and
strain parameters were used. The instrumental function for the neutron data was determined
empirically by means of a reference scan of a Si standard (NIST640b).
3.2.9 Luminescence measurements
Photoluminescence emission and excitation spectra were carried out on different luminescence
spectrometers.
(a) Fluorolog 3-22. (b) Sample holder.
Figure 28: Luminescence spectrometer FL3-22 with closed-cycle helium cryostat (a) and self-
constructed sample holder (b).
Spectra of the alkaline earth metal hydrides containing 0.5 mol% europium were recorded
in Siegen on a luminescence spectrometer (FL3-22, Jobin Yvon) equipped with two double
monochromators according to Czerny-Turner (1200 grooves per mm) for the excitation beam
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and UV/Vis emission and a monochromator (600 lines per mm) for NIR emission, a 450 W
Xenon lamp for sample excitation and a 75 Xenon lamp for life-time measurements. Depend-
ing on the chosen width of slit, a resolution of 0.05 nm, respectively 0.2 nm, for luminescence
and excitation spectra can be achieved. For detection, two different detectors were used. UV/Vis
luminescence was detected via a photomultiplier R928P (Hamamatsu); NIR luminescence was
detected via a nitrogen-cooled InGaAs diode (J23D, Judson). Spectra were corrected for pho-
tomultiplier sensitivity as well as for lamp intensity. Noise suppression in the NIR range was
carried out using lock-in-technology (SR 510, Stanford Research). Correction of the lamp in-
tensity is warranted only up to 1650 nm (due to the calibration of the lamp) and of the excitation
spectra only up to 600 nm (due to the determination of the correction factor using Rhodamine
B). For low temperature measurements at 10 K a liquid helium closed cycle cryostat was used.
The signal at 790 nm in the UV/Vis spectra at 10 K is an artifact originating from the cryostat.
All remaining excitation spectra, as well as higher resolution emission and excitation spec-
tra, most room temperature emission spectra and life time measurements were carried out in
Utrecht. Photoluminescence emission and excitation spectra were measured on a Edinburgh
Instruments FLS920 spectrofluorometer equipped with a double monochromator according to
Czerny-Turner (300 mm focal length) for the excitation beam, a monochromator for UV/Vis
emission and a 450 W Xenon lamp for sample excitation. For detection, a photomultiplier tube
R928P (Hamamatsu) was used. Wavelength accuracy was determined via calibration with a
standard. The wavelength accuracy of the excitation wavelength lies within a range of errors of
0.5 nm, whereas the emission wavelengths are slightly shifted to higher energies (between 1.5
nm and 3 nm). Whenever a well-resolved vibronic fine structure was available, the emission
wavelength was therefore shifted so that the positions of the zero-phonon lines in the excitation
and emission lines were identical. For low temperature measurements an Oxford liquid helium
flow cryostat was used. Luminescence decay curves were measured under pulsed excitation
with a Edinburgh 376.8 nm pulsed diode laser (65 ps pulses). Luminescence decay curves
were analyzed using a single exponential function, even though for some samples the curves
in the higher temperature region for partly quenched luminescence deviate slightly from single
exponential behavior; for an example of such fit see Fig. 30.
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Figure 29: Luminescence spectrometer FL9-20 with helium flow cryostat.
Furthermore, photoluminescence spectra were recorded on a FluoroMax 4 spectrometer (Horiba
Jobin Yvon) equipped with two monochromators (1200 grooves per mm) for the excitation
beam and UV/Vis emission and a 150 W xenon arc-lamp for sample excitation. For detection,
a R928P photomultiplier with response from 180-850 nm was used. Spectra were corrected for
photomultiplier sensitivity as well as for lamp intensity. Data collected on the Fluoromax 4 were
mainly used for making a pre-selection of samples to be measured in higher resolution mode.
In case no comparable spectra measured at another spectrometer are shown, spectra measured
at the FluoroMax4 will be given in the appendix (see Sect. 8.3).
Figure 30: Decay curve at 42 K of LiSrH3:Eu2+, emission at 580 nm.
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3.3 Materials
The starting materials used in the syntheses were europium ingot (Alfa Aesar, 99.9%),
strontium rod or pieces (oddments of unknown origin, probably 99.9% or Alfa Aesar,
99.8%), calcium pieces (Alfa Aesar, 99.5%), barium pieces or rods (Sigma Aldrich, 99.9%
or Chempur, 99.3% (rest strontium)), magnesium rod or powder (Chempur, 99.999% or
ABCR, 99.8% under argon), ytterbium ingot (Alfa Aesar, 99.9%), lithium wire (Alfa Aesar,
99.8%), potassium (ABCR 99.95%), manganese powder (Merck), KH (Aldrich, 50 wt
% in paraffin, washed several times with hexane), MgH2 (Alfa Aesar, 98%), LiH (Acros
Organics, 98%), NaH (Sigma Aldrich, 95%), LiF (Merck, 99%), SrF2 (abcr, 99.99%), BaF2
(Aldrich, 99.99%), MgF2 (abcr, 99.99%), EuF2 (Alfa Aesar, anhydrous, 99.9%), EuCl2
(Sigma Aldrich, 99.99%) and hydrogen/deuterium (Praxair, 99.9%). Niobium tubes from
Plansee, E. Wagener or Holdenrieder (99.70%, 99.95%, 99.95%) were used. Argon (Praxair,
99.996%) was utilized as inert gas and Hydrostar (Praxair) for the regeneration of the glove box.
45
4 Experimental results and discussion
4 Experimental results and discussion
In the following the synthesis and characterization for every host lattice system and -in case of
investigation using in situ DSC- the optimized hydrogenation conditions will be cited. Subse-
quently, in case of the samples with low europium content and the occurrence of luminescence,
the luminescence properties such as luminescence excitation and emission spectra as well as
lifetime measurements will be depicted and discussed. Generally, europium doping rates are
quoted according to the initial weight of the educts, for ternary hydrides the mol percentage
is defined in relation to the ion whose site europium is presumed to occupy. However, it has
been shown in another work carried out within our group regarding the analysis of europium
containing samples via ICP-MS [136] that those assumptions are valid within a small range of
errors for the complete system EuxSr1−xH2 and random samples of the system LiEuxSr1−xH3.
It is therefore assumed that the nominal europium content is equivalent to the actual content
with possible small deviations.
Furthermore, in situ neutron diffraction experiments investigating the hydrogenation behavior
of YbHx or YbDx under high hydrogen pressures are reported.
4.1 Eu-doped alkaline earth metal hydrides
4.1.1 EuxSr1−xH2
The complete solid solution series EuxSr1−xH2 and it structural parameters was the subject of
another work [34,35]. However, as the luminescence properties of samples with small x have
been investigated during the present work, structural parameters of samples relevant for lumi-
nescence studies shall be listed here briefly. Refined lattice constants are listed in Table 1. The
hydrides were obtained as colored powders via hydrogenation of the corresponding alloys or
intermetallic compounds in an autoclave at 230◦C and 270 bar for about 3 days. A transition
of color from white SrH2 via orange and red towards dark purple EuH2 could be observed. X-
ray powder diffraction data were collected on a Panalytical Philips X’Pert Pro diffractometer,
Guinier camera (Huber G670, CuKα1 radiation) as well as a Bruker D8 Advance; Rietveld re-
finement was carried out using FullProf and TOPAS. The red luminescence is weak and could
hardly be observed with the naked eye for some samples. Europium is assumed to occupy the
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strontium site within the tricapped trigonal prism formed by hydrogen ligands. Ignoring the
effects of doping on the cell volume, the europium-hydrogen distances vary from about 235 pm
to 271 pm.
Table 1: Refined lattice constants of the system EuxSr1-xH2, space group Pnma, X-ray data col-
lected at the G670 (left) and the X’Pert Pro diffractometer (right). Estimated standard deviations
provided by the program FullProf are given in brackets.
x a [pm] b [pm] c [pm] a [pm] b [pm] c [pm]
0.0 637.76(2) 386.78(1) 732.73(2) 638.84(4) 387.47(2) 733.83(5)
0.002 - - - 637.31(1) 386.95(1) 732.20(1)
0.005 637.09(4) 386.53(1) 733.37(5) 637.62(3) 386.08(2) 732.57(3)
0.01 637.80(1) 387.261(9) 731.76(2) 638.66(4) 387.68(2) 732.82(4)
0.02 637.73(2) 387.27(1) 731.65(2) 638.09(3) 387.25(1) 732.30(3)
Figure 31: Rietveld refinement of the crystal structure of SrH2, data recorded at the Bruker D8
Advance.
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4.1.2 CaH2:Eu2+
The hydrides CaH2 and CaH2:Eu2+ (0.5 mol%) were obtained purely as powders through hy-
drogenation of the corresponding alloys at about 300◦C and 60 bar for about 3 days. In contrast
to white CaH2, samples doped with europium exhibit a reddish color. The Rietveld refinement
of CaH2:Eu2+ (0.5 mol%) and the refined lattice constants are listed in Fig.32 and Table 2.
Figure 32: Rietveld refinement of the crystal structure of CaH2:Eu2+ (0.5 mol%), data recorded
at the Huber G670.
Table 2: Refined lattice constants of the system EuxCa1-xH2, space group Pnma, X-ray data
were collected on the X’Pert Pro diffractometer. Estimated standard deviations provided by the
program FullProf are given in brackets.
x a [pm] b [pm] c [pm]
0.0 594.47(5) 359.20(2) 680.47(5)
0.005 596.35(2) 360.43(1) 681.90(2)
Similar to SrH2, europium is assumed to occupy the calcium site within the tricapped trigonal
prism formed by hydrogen ligands. Ignoring the effects of doping on the cell volume, the
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europium-hydrogen distances vary from about 205 pm to 270 pm.
4.1.3 BaH2:Eu2+
The hydrides BaH2 and BaH2:Eu2+ (0.5 mol%) were obtained purely as powders through hy-
drogenation of the corresponding alloys at about 300◦C and ca. 85 bar for about 3 days. In
contrast to white BaH2, samples doped with europium exhibit a yellow color. Refined lattice
constants are listed in Table 3.
Table 3: Refined lattice constants of the system EuxBa1-xH2, space group Pnma, X-ray data
were collected on the X’Pert Pro diffractometer. Estimated standard deviations provided by the
program FullProf are given in brackets.
x a [pm] b [pm] c [pm]
0.0 681.59(8) 416.78(3) 787.34(7)
0.005 680.74(4) 417.04(2) 787.01(5)
For europium on the barium site (tricapped trigonal prismatic coordination polyhedron) the
europium-hydrogen distances vary from about 249 pm to 302 pm.
4.1.4 Luminescence spectra of the Eu(II)-doped earth alkaline hydrides
Luminescence measurements of CaH2:Eu2+, SrH2:Eu2+ and BaH2:Eu2+ (0.5 mol%) yielded an
emission with a peak maximum of 765 nm, 728 nm and 755 nm, respectively (see Fig. 33) [35].
The broad band in the emission spectrum can be assigned to the 4f65d1 → 4f7 transition of
Eu(II). A strong redshift of the emission energy compared to well-known emission energies of
divalent europium can be observed, representing the widest redshift in calcium, strontium or
barium containing host lattices, respectively, so far known. It is due to the fact that the hydride
ligand is considerably softer and therefore more polarizable compared to fluoride or oxide, lead-
ing to a larger nephelauxetic effect. Therefore the 5d states experience an energetic reduction,
causing a reduction of the emission energy.
Comparing the emission bands of the three Eu(II)-doped alkaline-earth hydrides, those for M
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= Ca and Sr show very similar shape, with a 36 nm shift to longer wavelengths for the cal-
cium compound. This shift might be explained by the smaller unit cell volume of the calcium
compound, in which the hydride anion can exert an even stronger ligand field effect on Eu(II).
However, for the barium compound, the emission band shows a slightly different shape and
its position is in between those of M = Ca and Sr. The difference might be explained by the
fact that the Ba position in BaH2 is too large for the Eu2+ ion [10], thus realizing a different
environment from Ba for instance by a local relaxation of the structure or by the occupation of
different lattice sites. The larger band width in case of the barium compound is also consistent
with the frequent observation of the so-called anomalous emission [95] occurring in europium-
or ytterbium-doped barium compounds and resulting in large Stokes shifts and band widths.
Since the coordination polyhedra of the metal ions in MH2 (M = Sr, Ba) or EuD2 [11] are tri-
capped trigonal prisms, they are approximately comparable with the coordination polyhedron
observed for the [ReH9]2− anion in K2ReH9 [18], even though the metal-hydride interatomic
distances vary slightly. Absolute values for the energetic positions of the d orbitals of [ReH9]2−
were never determined, however, numerical values for the relative energies were calculated in
terms of Dq for ρ = 2.0 [99]. According to those calculations, the dz2 is located at -2.55 in units
of Dq, the dx2−y2 and dxy at -0.38 and the dxz and dyz at 1.51. Compared to 6.0 for the eg and
-4.0 for the t2g in an octahedral environment, this splitting is rather small. Since the excitation
spectra consist only of broad bands, it is not possible to assign different d-levels. However,
taking the calculated relative splitting of the [ReH9]2− d levels as a crude estimation, the crystal
field splitting seems to play only a minor role in the redshift of the emission. In contrast, a large
shift of the barycenter of the Eu(II) 5d levels to lower energies due to the strong covalence of
the hydride anion and thus a strong nephelauxetic effect might be a reasonable explanation.
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Figure 33: Luminescence spectra (FL322) of MH2:Eu2+ (M = Ca, Sr, Ba) with 0.5% europium
at 10 and 300 K; excitation at 420 nm for M = Ca, Ba and 390 nm for M = Sr. Solid: emission
and excitation at RT, dotted: emission and excitation at 10K. Intensities are normalized.
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4.2 Eu-doped perovskite-type hydrides
4.2.1 LiSrH3:Eu2+ and LiSrD3:Eu2+
The alloys LiEuxSr1−x were prepared by melting reactions of the corresponding elements and
hydrogenated or deuterated at approx. 300◦C and hydrogen or deuterium pressures of 70-180
bar for about 4-5 days. LiEuxSr1−xH3 and LiEuxSr1−xD3 were obtained as light yellow powders
showing an intense yellow emission [137]. The europium-free sample LiSrH3 was obtained as
a white powder and did not exhibit any visible luminescence confirming that the bright yellow
emission originates from Eu(II) emission.
(a) At daylight. (b) Under UV-excitation.
Figure 34: From left to right: LiSrD3:Eu2+ (0.5 mol%), LiSrH3, LiSrH3:Eu2+ (0.5 mol%) at
daylight (a) and under UV excitation (b).
LiSrH3 as well as LiSrD3 crystallize in the cubic inverse perovskite structure type, where stron-
tium is surrounded by twelve hydrogen or deuterium atoms in a cuboctahedral arrangement.
Europium may be expected to be divalent and occupy the high symmetry site (m3¯m) of stron-
tium. The inverse cubic structure type has been confirmed unambiguously via neutron powder
diffraction experiments that were carried out on the high-flux diffractometer D20 at the Institute
Laue-Langevin (Grenoble, France) in high resolution mode with total data collection times of
20 minutes each. The lattice constants and interatomic distances obtained assuming a statistical
occupation of the strontium site 1b by europium and strontium are listed in Table 4. Exemplary,
the Rietveld refinement of LiSrH3:Eu2+ (0.5 mol%) is depicted in Fig. 35.
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Table 4: Refined lattice parameters and interatomic distances in LiSrH3:Eu2+ and LiSrD3:Eu2+
(in pm), space group Pm3¯m, X-ray data were collected on the X’Pert Pro diffractometer. Esti-
mated standard deviations provided by the program TOPAS are given in brackets.
LiSrH3:Eu2+ (0.5 mol%) a = 383.498(3), (LiSrH3, a = 383.572(4))
Eu/Sr-H 271.174(2)
Li-H 191.749(2)
LiSrD3:Eu2+ (0.5 mol%) a = 382.535(3)
Eu/Sr-D 270.493(2)
Li-D 191.267(2)
Figure 35: Rietveld analysis of the neutron powder diffraction data of LiSrH3.
4.2.2 Luminescence spectra LiSrH3:Eu2+ and LiSrD3:Eu2+ (0.5 mol%)
At room temperature spectra exhibit broad excitation and emission bands which are assigned
to parity-allowed electric dipole transitions between the 4f7 and 4f65d levels of Eu2+ (emis-
sion maximum about 578 nm). In Figs. 36 and 37 the temperature dependent luminescence
emission spectra are shown at an excitation wavelength of 360 nm. In the range of 360 - 450
nm, the emission maximum does not exhibit any dependence of the excitation wavelength (see
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Appendix, Fig. 122).
Figure 36: Temperature-dependent luminescence spectra (FL920) of LiSrH3:Eu+2 (0.5 mol%);
excitation at 360 nm.
Figure 37: Temperature-dependent luminescence spectra (FL920) of LiSrD3:Eu2+ (0.5 mol%);
excitation at 360 nm.
Below 80K, the spectra of LiSrH3:Eu2+ (50K in case of LiSrD3:Eu2+) start showing a vibra-
tional fine structure, which is more pronounced for the hydride and the lines show a better
resolution for the hydride than for the deuteride. Emission intensities increase below 120K and
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are generally about three times higher for the deuteride compared to the hydride. However, a
qualitative comparison of the intensities is hampered by slight differences of the ampoules and
their alignment. The temperature dependence of the intensities is shown in Fig.38.
Figure 38: Temperature dependence of the emission intensities of LiSrH3:Eu2+ and
LiSrD3:Eu2+(0.5 mol%); excitation at 360 nm.
Details of the emission and excitation spectra at 4 K are depicted for LiSrH3:Eu2+ (Fig. 39 and
41) and LiSrD3:Eu2+ (Fig. 40 and 42).
Figure 39: Higher resolution emission spectrum (FL920) of LiSrH3:Eu2+ (0.5 mol%) at 4K;
excitation at 360 nm.
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Figure 40: Higher resolution emission spectrum (FL920) of LiSrD3:Eu2+ (0.5 %) at 4K; exci-
tation at 360 nm.
The existence of a vibrational fine structure as it is observed for LiSrH3:Eu2+ or LiSrD3:Eu2+
is typical for intermediate coupling strength of electronic transitions with vibrations. The
zero phonon lines (0-0-0) for LiSrH3:Eu+2 or (0-0) for LiSrD3:Eu+2 and the vibronic replica
(νx−y−z) or (νx−y) are indicated in the spectra and listed in Table 5. In LiSrH3:Eu2+ the vibronic
fine structure involves a coupling with at least three different vibrations. A coupling of ~100
cm−1 (indicated as x in νx−y−z) produces a typical pattern of three closely spaced lines which
is repeated at ~370 cm−1 intervals (indicated as y in νx−y−z). Furthermore, a coupling to a
third vibrational mode of ~970 cm−1 (indicated as z in νx−y−z) is observed. In addition to these
vibrational modes, vibronic overtones due to a coupling with those three vibrational modes can
be observed, resulting in a group of three lines at ~100 cm−1. The existence of a strong 0-x
line and weaker 1-x and 2-x lines indicates a Huang-Rhys coupling parameter S ≈ 0.8. For the
vibronic lines of the 370 cm−1 vibration (y; 0-0-0, 0-1-0) as well as the 970 cm−1 (z; 0-0-0,
0-0-1) vibration S is estimated to be 0.7. However, note that an exact determination of S for the
higher energy modes is hampered by the increased background. It should be pointed out that
the observation of such well-resolved vibrational fine structures allowing the identification of
multiple modes is extremely rare for d-f emission. The highest number of couplings observed
until now has been the coupling with two vibrations in the emission spectra of Ce+3, Pr3+ and
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Tb3+ [85,138,139] in elpasolites. A coupling with three vibrations or more in df emission has never
been observed before.
Figure 41: Higher resolution excitation spectrum (FL920) of LiSrH3:Eu2+ (0.5 mol%) at 4K;
emission at 580 nm.
Figure 42: Higher resolution spectrum (FL920) of LiSrD3:Eu2+ (0.5 mol%) at 4K; emission at
580 nm.
Clear vibronic fine structures are also visible in the excitation spectra. However, only the low
energy vibrations can be clearly distinguished. As the 4f65d excited state is split into multiple
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electronic states (7 FJ levels, 4f6[7F0]5d1) [140] whose splitting is of the same order as the vibra-
tional energies, the assignment of the higher energy vibrations is hampered. For LiSrH3:Eu2+
the couplings indicated as x and y in νx−y−z with Huang-Rhys parameters of 0.8 and 0.7 are
observed at 93 and 362 cm−1 in the excitation spectrum. Interestingly, the vibrational energies
in the emission spectrum which represent the ground state vibrations, 99 and 374 cm−1, are
slightly higher than those in the excitation spectra. This observation reveals a higher force con-
stant and stronger bonding of the ground state compared to the excited state 4f65d(eg) and is in
good agreement with recent experimental and theoretical studies on cerium [85,141]. In case the
5d(eg) is the lowest excited state, a weakening of the bonding is expected; for the 5d(t2g) being
the lowest excited state the opposite is the case. LiSrD3:Eu2+ also shows a vibronic fine struc-
ture at low temperatures, however, only two vibrational modes can be clearly distinguished. For
the 96 cm−1 mode a Huang-Rhys parameter of 0.9 can be estimated, whereas it is not possible
to determine S for the 338 cm−1 mode. The position of the vibrational modes in the excita-
tion spectrum (86 cm−1 for the low energy vibration) also indicates a weaker bonding in the
4f65d(eg) excited state. A comparison of hydride and deuteride shows that the there is only
a slight change in the crystal field splitting which can be explained with the small difference
in lattice constants. Surprisingly, no significant change in the vibrational energies is observed
(energies for the hydride are about 5-10% larger). However, this finding is in good agreement
with previous theoretical and experimental research showing that low energy acoustic phonons
(50-300cm−1) -in contrast to higher energy optical phonons- do not show the expected
√
2 -
dependence and are very similar for metal hydrides and deuterides [142,143].
58
4 Experimental results and discussion
Table 5: Vibronics in the excitation and emission spectrum at 4K for the 4f65d - 8S7/2 transition
of Eu2+ in LiSrH3:Eu2+ 0.5% and LiSrD3:Eu2+ 0.5 mol% (see Fig. 39, 41, 40 and 42); ∆E
gives the energy of the vibrational modes with respect to their zero-phonon lines.
Emission
LiSrH3:Eu2+ LiSrD3:Eu2+
Line ∆E [cm−1] Line ∆E [cm−1]
ν1−0−0 99 ν1−0 96
ν2−0−0 204 ν2−0 198
ν0−1−0 374 ν0−1 338
ν1−1−0 476 ν1−1 420
ν2−1−0 591 ν2−1 542
ν0−2−0 730
ν0−0−1 964
ν1−0−1 1068
ν2−0−1 1195
ν0−1−1 1324
ν1−1−1 1424
ν2−1−1 1532
Excitation
LiSrH3:Eu2+ LiSrD3:Eu2+
ν1−0−0 93 ν1−0 86
ν2−0−0 194 ν2−0 123
ν0−1−0 362 ν0−1 225
ν1−1−0 451 ν1−1 336
ν2−1−0 495 ν2−1 440
ν0−2−0 548
ν0−0−1 692
ν1−0−1 784
ν2−0−1 908
ν0−1−1 1057
ν1−1−1 1161
ν2−1−1 1322
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From the position of the zero-phonon line (~530 nm) and the onset of the 4f65d(T2g) excitation
band (~375 nm) in the excitation spectra (see Fig. 43, 44) crystal field splittings for the cubocta-
hedral field between the 4f65d(eg) and 4f65d(T2g) are estimated to be approx. 7800 cm−1 for the
hydride and 7660 cm−1 for the deuteride. However, the position of the onset of the 4f65d(T2g)
excitation band exhibit a rather large uncertainty, making a very accurate determination impos-
sible.
Figure 43: Excitation spectrum (FL920) of LiSrH3:Eu2+ (0.5 %) at 4K; emission at 580 nm.
Figure 44: Excitation spectrum (FL920) of LiSrD3:Eu2+ (0.5 %) at 4K; emission at 580 nm.
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Luminescence decay curves were analyzed using a single exponential function, ignoring the fact
that the curves in the higher temperature region for the partly quenched luminescence deviate
sligtly from single exponential behavior. Lifetimes at low temperature are about 420 ns for
the hydride and 450 ns for the deuteride. This is slightly shorter than expected compared to
lifetimes of 1 -1.4 µs for Eu(II) emission around 560 nm (parity-allowed transitions between
the 8S7/2 (4f7) ground state and the 4f65d excited state) given in [144]. As the refractive index
has a strong influence on the radiative decay rate, the higher refractive index of hydrides [145]
compared to those oxidic materials listed in [144] causes the shorter decay times. The quenching
temperatures are 165K and 175K, respectively (see Fig. 45). As the electron-phonon coupling
in LiSrH3 and LiSrD3 is rather weak (S = 0.7-0.8), temperature quenching due to a thermally
activated cross-over from the excited state to the ground state is unlikely. A more appropriate
model is the thermally activated photoionization, that implies the location of the 4f65d excited
state just below the conduction band [103,146,147]. The emission is then quenched by thermally
activated ionization from the 4f65d state to the conduction band. Using Equation 13, the energy
barrier for thermal quenching is estimated to be 0.24 eV for the hydride and 0.26 eV for the
deuteride.
Figure 45: Temperature dependence of τ of LiSrH3:Eu2+ (0.5 mol%) and
LiSrD3:Eu2+(emission at 580 nm, FL9-20). Quenching temperatures 165K and 175K,
respectively.
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4.2.3 LiBaH3:Eu2+ and LiBaD3:Eu2+
The hydrides LiEuxBa1−xH3 were prepared similarly to the strontium compound. LiBaH3 was
obtained as a white powder whereas LiBaH3:Eu2+ and LiBaD3:Eu2+ (0.5 mol%) were obtained
as a straw yellow powders showing an intense lime-green emission [137]. The europium-free
sample did not exhibit any luminescence. In some samples small amounts of BaH2 were present.
(a) At daylight. (b) Under UV-excitation.
Figure 46: From top to bottom: LiBaD3:Eu2+, LiBaH3:Eu2+ at daylight (a) and under UV
excitation (365 nm) (b).
Figure 47: Rietveld analysis of the neutron powder diffraction data of LiBaH3.
Neutron powder diffraction experiments show that, like the above mentioned strontium homo-
logue, LiBaH3 and LiBaD3 crystallize in the cubic inverse perovskite structure type, thus con-
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firming earlier results obtained from neutron diffraction experiments [37]. Assuming a stastistic
occupation of the barium site 1b by barium and europium, the distances given in Table 6 were
obtained. Slightly smaller differences were obtained for the deuteride.
Table 6: Refined lattice parameters and interatomic distances in LiBaH3:Eu2+ and
LiBaD3:Eu2+ (in pm), space group Pm3¯m, X-ray data were collected on the X’Pert Pro diffrac-
tometer. Estimated standard deviations provided by the program TOPAS are given in brackets.
LiBaH3:Eu2+ (0.5 mol%) a = 402.284(3), (LiBaH3, a = 402.395(1))
Eu/Ba-H 284.458(2)
Li-H 201.142(2)
LiBaD3:Eu2+ (0.5 mol%) a = 401.459(3)
Eu/Ba-D 283.750(2)
Li-D 200.730(2)
Since the temperature dependent intensities showed an rather unusual behavior (see the fol-
lowing section 4.2.4), XRDs of LiBaH3:Eu2+ (0.5 mol%) were also recorded at temperatures
between 20 and 100 K in order to check for the occurrence of a phase transition.
Figure 48: Temperature dependent X-ray data of LiBaH3:Eu2+ (0.5 mol%) enclosed in apiezon
grease and aluminum foil measured on a Guinier camera.
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However, no significant change could be observed between 20 and 200K and therefore a phase
transition in this temperature range is excluded. Lattice constants are tabulated in Table 7 and
the coefficient for linear thermal expansion of the lattice parameter a between 20 and 100 K was
determined via a linear regression to be 6.2(9)·10−6 K−1. The temperature dependence between
20 to 200 K can be described via polynomials of second order, a (T) = a0 + a1·T + a2·T2 with a0
= 400.51(1), a1 = 0.0012(4) and a2 = 1.2(1)·10−5.
Table 7: Temperature dependence of the lattice constant and ε0 of LiBaH3:Eu2+ (0.5 mol%).
T [K] a [pm] ε0
20 400.549(5) 0.081(1)
40 400.564(5) 0.079(1)
60 400.638(5) 0.078(2)
80 400.675(5) 0.075(1)
100 400.753(6) 0.073(2)
200 401.216(5) 0.074(1)
4.2.4 Luminescence spectra of LiBaH3:Eu2+ and LiBaD3:Eu2+ (0.5 mol%)
Figure 49: Temperature-dependent luminescence spectra (FL920) of LiBaH3:Eu2+ (0.5 mol%);
excitation at 360 nm.
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In Fig.49 and 50 temperature-dependent luminescence emission spectra for Eu2+in LiBaH3 and
LiBaD3 are shown. At room temperature a broad band in the green spectral region (maximum
around 530 nm) is observed. In contrast to the Eu2+ emission in LiBaF3 [45], no 8S7/2 → 6P7/2
transition is observed in LiBaH3, but only the parity-allowed electric dipole transition 8S7/2 →
4f65d is visible.
Figure 50: Temperature-dependent luminescence spectra (FL920) of LiBaD3:Eu2+ (0.5 mol%);
excitation at 360 nm.
Figure 51: Temperature dependence of the emission intensities of LiBaH3:Eu2+ and
LiBaD3:Eu2+ (0.5 mol%); excitation at 360 nm.
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With decreasing temperature, intensities first increase slightly, but then below approx. 130 K
they show a significant decrease. Below 65 K, the spectra of LiBaH3:Eu2+ (50 K in case of
LiBaD3:Eu2+) show a vibrational fine structure (see Fig. 49, 50), whose resolution is, however,
not as good as for the strontium homologues. As observed for the strontium isotype, emission
intensities of the deuteride are about three times higher than of the hydride. The temperature
dependence of the emission intensities is shown in Fig.51.
Figure 52: Details in the emission spectrum (FL920) of LiBaH3:Eu2+ (0.5 mol%) at 4K; exci-
tation at 360 nm.
Details of the emission and excitation spectra at 4 K are depicted for LiBaH3:Eu2+ (Fig. 52 and
54) and LiBaD3:Eu2+ (Fig. 53 and 55).
In the range from about 420 to 500 nm a vibrational fine structure is also visible in the exci-
tation spectra. However, due to the lower resolution and the lamp spectrum as well as signals
originating from the split 4f65d excited state interfering with the vibrational fine structure in the
excitation spectra, the assignment of vibrational modes was limited to only few lines (Table 8).
Higher vibrational energies are found in the emission spectra, indicating a stronger bonding of
Eu2+ in the ground state. In the hydride, ν1 is about 90 cm−1 in the emission and only 77 cm−1
in the excitation spectrum. The same observation is made for the deuteride, where ν1 is about
100 cm−1 in the emission and only 86 cm−1 in the excitation spectrum.
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Figure 53: Details in the emission spectrum (FL920) of LiBaD3:Eu2+ (0.5 mol%) at 4K; exci-
tation at 360 nm.
Figure 54: Details in the excitation spectrum (FL920) of LiBaH3:Eu2+ (0.5 mol%) at 4K; emis-
sion at 550 nm.
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Figure 55: Details in the excitation spectrum (FL920) of LiBaD3:Eu2+ (0.5 mol%) at 4K; emis-
sion at 550 nm.
Table 8: Vibronics in the excitation and emission spectrum at 4K for the 4f65d - 8S7/2 transition
of Eu2+ in Eu2+ in LiBaH3:Eu2+ (0.5 mol%) (see Fig. 52, 54, 53 and 55); ∆E gives the energy
of the vibrational modes with respect to their zero-phonon lines.
Emission Excitation
LiBaH3:Eu2+ LiBaD3:Eu2+ LiBaH3:Eu2+ LiBaD3:Eu2+
Line ∆E [cm−1] ∆E [cm−1] Line ∆E [cm−1] ∆E [cm−1]
ν1 89 103 ν1 77 86
ν2 164 188 ν1 128 178
From the position of the zero-phonon line (~485 and 483 nm) and the onset of the 4f65d(T2g)
excitation band (~355 nm) in the excitation spectra (see Fig. 56, 57) crystal field splittings for
the cuboctahedral field between the 4f65d(eg) and 4f65d(T2g) are estimated to be approx. 7550
cm−1 for the hydride and 7470 cm−1 for the deuteride. However, as already mentioned before,
the position of the onset of the 4f65d(T2g) excitation band exhibit a rather large uncertainty.
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Figure 56: Excitation spectrum (FL920) of LiBaH3:Eu+2 (0.5 mol%) at 4K; emission at 550
nm.
Figure 57: Excitation spectrum (FL920) of LiBaD3:Eu+2 (0.5 mol%) at 4K; emission at 550
nm.
Lifetimes at low temperature are about 295 ns for the hydride and 280 ns for the deuteride.
Decay curves of the hydride measured for an emission at 490 nm give a lifetime of about 270
ns, indicating the presence of two slightly different luminescence centers. As the emission
wavelength is shorter than in the strontium compound (M = Ba 530 nm, M = Sr 570 nm)),
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the luminescence lifetimes are also shorter. Based on the λ 3-dependence of the luminescence
lifetime a 1.25 shorter lifetime is expected. Due to luminescence quenching the lifetimes de-
crease at temperatures above 200 K (see Fig. 58). As in the case of LiSrH3, thermally activated
photoionization is proposed as quenching mechanism.
Figure 58: Temperature dependence of τ of LiBaH3:Eu2+ (0.5 mol%) and
LiBaD3:Eu2+(Emission at 550 nm, FL9-20). Quenching temperatures 210K and 230K,
respectively.
Since no phase transition was observed for the hydride in the temperature-dependent XRD mea-
surements (see Fig.48) despite of the occurrence of an unusual temperature dependence of the
emission intensities (see Fig.49) and the lifetime measurements with different excitation wave-
lengths suggest the presence of two slightly different luminescence centers, it is thinkable that
Eu(II) is not always located at the center of the cuboctahedron. As the crystal radius of Ba(II)
is larger than the crystal radius of Eu(II) [27], local distortions of the cuboctahedra might be
induced by Eu(II)-doping. At higher temperatures more Eu(II) ions might be located exactly
at the center and result in higher emission intensities. Subsequently, a larger displacement at
lower temperatures might result in lower emission intensities and be a possible explanation the
unusual temperature dependence. An alternative explanation could be a change in the absorp-
tion strength at the excitation wavelength at low temperatures as proposed before in case of
an oxonitridosilicate phosphor [148]. This explanation is also in agreement with the observation
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that no unusual temperature dependent behavior of the lifetimes occurs. A further possible, yet
improbable reason might be an inappropriate alignment of the samples.
4.2.5 LiSr1−yBayH3:Eu2+ (0.5 mol%)
The samples LiSr1−yBayH3:Eu2+ (0.5 mol%) were obtained through hydrogenation of the cor-
responding alloys at about 300◦C and approx.100 bar for about 4-5 days as powders in different
shades of yellow. They showed bright luminescence emission with luminescence colors varying
from light green for y = 1.0 over different shades of greenish yellow to bright yellow for y =
0.0.
Figure 59: LiSr1−yBayH3:Eu2+ (0.5 mol%) under UV-light (365 nm). From left to right y = 1.0,
0.642, 0.492, 0.351, 0.0.
In some cases, a mixture of phases was obtained. Nominal compositions are listed in Table 9;
y is the barium content whereas the strontium content is 1.0-y-0.005. X-ray powder diffraction
data were collected on the X’Pert Pro diffractometer and Rietveld refinement was carried out
using the program TOPAS. Estimated standard deviations are given in brackets. Additionally
to the cubic perovskite phases, small amounts of binary hydrides were sometimes present. In
order to clarify if the occurrence of phase mixtures is caused by a miscibility gap or rather a
non-equilibrium state of the samples which might be due to the low reaction temperatures that
could be applied using the autoclave, ε0 is given as a measure of strain in Table 9. The Rietveld
refinement of the compound with y = 0.193 is exemplary depicted in Fig. 60. For the end
members, ε0 is rather small, whereas it is significantly larger for all other members of the mixed
crystals. The occurrence of a considerable strain might due to local changes of the d-values
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caused by substitution or to a non-equilibrium state of the system. In order to clarify if the
system exhibits miscibility gap, the preparation method needs to be optimized. In particular, it
would be necessary to carry out reactions at higher temperatures and high hydrogen pressures.
Table 9: Nominal composition in LiSr1−yBayH3:Eu2+ (0.5 mol%), number of cubic perovskite
phases found, refined lattice parameters (determined by XRD, recorded at the X’Pert Pro), max-
imum emission wavelengths and FWHM (determined from spectra measured at the Fluoromax-
4).
y nr. of phases a [pm]/ε0 λem [nm] (FWHM [nm])
0.0 (11/11/2011 Nr1) 1 383.498(3)/0.049(7) 580 (98)
0.193 1 387.536(4)/0.169(3) 581 (105)
0.298 1 389.81(2)/0.250(5) 579 (105)
0.351 1 391.21(1)/0.23(1) 582 (108)
0.492 3 401.02(1)/0.15(2); 560 (107)
396.98(1)/0.57(2);)
385.15(1)/0.17(5)
0.642 3 401.62(1)/0.121(9); 565 (113)
398.5(1)/0.37(3);
386.68(4)/0.09(1)
0.89 1 401.250(3)/0.107(2) 533 (88)
1.0 (22/11/2011) 1 402.284(3)/0.035(1) 524 (87)
Spectra were recorded at the FluoroMax-4 and partly at the FLS920 spectrofluorometer. It
should be mentioned that on the strontium-rich side of the system excitation wavelengths from
320 - 420 nm result in similarly high emission intensities. Using an excitation of 465 nm
(corresponding to a blue LED) only leads to a decrease of the emission intensity of a few percent
compared to an excitation with higher energy. In the following, normalized excitation and
emission spectra of LiSr1−yBayH3:Eu2+ (0.5 mol%) measured at the FL920 (Fig.61) and the
correlation between the initial weight, lattice parameters and emission maxima determined from
emission spectra measured at the FluoroMax-4 (Fig.62) are depicted. For spectra measured at
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the FluoroMax-4 see Appendix (Fig.123). Emission spectra of impure samples are not depicted
in Fig. 61, but emission maxima of those are included in Fig. 62.
Figure 60: Rietveld refinement of the crystal structure of LiSr0.807Ba0.193H3:Eu2+ (0.5 mol%).
Figure 61: Luminescence spectra (FL920) of LiSr1−yBayH3:Eu+2 (0.5 mol%) at 293 K (y cor-
responds to the initial weight).
In order to estimate the composition of the different phases in the phase mixtures, a behavior
of the lattice constant of the system LiSr1−xBaxH3:Eu2+ (0.5 mol%) according to Vegard’s law
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was assumed. (The straight line between the pure compounds LiSr1−xBaxH3:Eu2+, calculated
from the arithmetic average of at least two measurements of the pure samples, is a = 383 pm +
x 19 pm.) Consequently, in the sample with nominal y = 0.492 three phases with approx. y =
0.95, 0.74 and 0.11 seem to be present. For the nominal y = 0.642, y = 0.98, 0.82 and 0.12 seem
to be present. As a result of the existence of more than one phase, spectra of these samples also
show a slight broadening of the emission bands (see Appendix Fig.123). Decay times are listed
in Table 10.
Figure 62: Correlation of lattice parameter a and maximum emission wavelength of
LiSr1−yBayH3:Eu+2 (0.5 mol%) at 293 K.
Table 10: Decay times of LiSr1−xBaxH3:Eu2+ measured at RT. Analysis was carried out using
a single exponential function. Emission wavelength 550 nm.
x 0.193 0.298 0.89
τ (ns) 3 3 6
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4.2.6 KMgH3:Eu2+
KH (50 w% in paraffin, washed several times in hexane and dried in vacuum) was mixed with
EuH2 and fine Mg powder and heated twice to approx. 450◦C under 150 bar H2 pressure for 2
days. Note that significantly longer hydrogenation times lead to a loss in the potassium content.
The desired phase was obtained almost exclusively and showed an extremely bright yellow
luminescence (see Fig.63). An alternative synthesis route, mixing liquid potassium with MgH2
or MgH2 and EuH2, respectively and heating to approx. 300◦C at a hydrogen pressure of 120
bar during 2 weeks did not yield the desired product in a satisfying amount.
Figure 63: KMgH3:Eu2+ (1.0 mol%) under UV-light (365 nm).
Even though no neutron data of KMgH3 were collected, in accordance with single crystal XRD
measurements [42] and theoretical calculations (see Fig.114 in Sect.6.3.2) it is presumed to crys-
tallize in the normal cubic perovskite structure type. Europium is expected to be divalent and,
taking the significantly smaller crystal radius of Mg2+ into account [27], to occupy the high sym-
metry site (m3¯m) of potassium. For a hypothetical statistical occupation of the potassium 1b
site by Eu(II), the interatomic distances listed in Tabl.11 are obtained.
Table 11: Refined lattice parameters and interatomic distances in KMgH3:Eu2+ (in pm), space
group Pm3¯m, X-ray data were collected on the X’Pert Pro diffractometer. Estimated standard
deviations provided by the program TOPAS are given in brackets.
KMgH3:Eu2+ (1 mol%) a = 402.869(4), (KMgH3, a = 402.606(6))
Eu/K-H 284.685(3)
Mg-H 201.435(2)
75
4 Experimental results and discussion
Figure 64: Rietveld refinement of the crystal structure of KMgH3:Eu2+ (approx.1 mol%), nor-
mal cubic perovskite.
Additionally, temperature-dependent XRD measurements were carried out (see Fig.65).
Figure 65: Temperature dependent X-ray data of KMgH3 enclosed in apiezon grease and alu-
minum foil measured on a Guinier camera.
No significant change could be observed between 20 and 200K and therefore a phase transition
in this temperature range is excluded. The tetragonal impurity phase reflections were assigned
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to K2MgH4 [149] whose formation was probably caused by an excess of KH. Lattice constants
are tabulated in Table 12. The temperature dependence between 20 to 200 K can be described
via polynomials of second order, a (T) = a0 + a1·T + a2·T2 with a0 = 400.90(2), a1 = 0.0011(5)
and a2 = 1.4(2)·10−5. The coefficient for linear thermal expansion of the lattice parameter a
between 20 and 100 K was determined via a linear regression to be 7.4(9)·10−6K−1.
Table 12: Temperature dependence of the lattice constant and ε0 of KMgH3.
T [K] a [pm] e0
20 400.95(2) 0.022(3)
40 400.95(2) 0.014(4)
60 401.00(2) 0.013(4)
80 401.07(2) 0.018(4)
100 401.16(1) 0.015(4)
200 401.68(3) 0.0(2)
In Fig.66 temperature-dependent luminescence emission spectra of KMgH3:Eu2+ are shown.
Figure 66: Temperature-dependent emission spectra (FL920) of KMgH3:Eu2+ (approx.1
mol%). Excitation at 376.8 nm.
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The emission maximum of the broad df-band is located at approx. 560 nm, but shows a slight
temperature dependence (blueshift with decreasing temperature). Luminescence studies were
carried out on a sample containing only 0.5 w% K2MgH4 so that an Eu(II) emission in K2MgH4
can be excluded.
With decreasing temperature intensities increase; below 105 K they are three times higher than
at room temperature (see also Fig.68). The decrease in intensity of the spectrum measured at
4 K is an artefact due to liquid helium. The excitation spectrum at 5 K is depicted in Fig.67.
No fine structure is visible at low temperatures, indicating a rather large Huang-Rhys coupling
parameter. Lifetimes at low temperatures are about 700 ns and the quenching temperature is
approx. 240 K. With Equation 13, the energy barrier for thermal quenching is crudely estimated
to be 0.35 eV. Both intensities and lifetimes increase with decreasing temperature (see Fig.68);
intensities at 4K are about 2 times higher than at room temperature. The small offset in the
intensities between 150 and 170 K is due to small fluctuations in temperature while heating and
cooling the cryostat.
Figure 67: Excitation spectrum (FL920) of KMgH3:Eu2+ (approx.1 mol%) at 5K. Emission at
580 nm.
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Figure 68: Temperature dependence of the emission intensities and decay times of
KMgH3:Eu2+ (approx.1 mol%). Excitation at 376.8 nm, emission at 570 nm. Quenching tem-
perature approx. 240 K.
4.2.7 NaMgH3:Eu2+
NaH and EuH2 were mixed with fine Mg powder and heated twice to approx. 480◦C under 100
bar hydrogen pressure for two days.
Figure 69: Rietveld refinement of the crystal structure of NaMgH3:Eu2+ (approx. 1 mol%).
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The desired phase was obtained as a yellow-orange powder with small amounts of NaH and
showed a weak dark red luminescence. An alternative synthesis route via the melting reaction
of Na, Eu and Mg did not yield the desired product. NaMgH3 crystallizes in the orthorhombic
GdFeO2 structure type [44], for structural data see appendix Tabl.39) with Mg on the 4b and Na
on the 4c site. Assuming Eu2+ to occupy the Na+ site, since the magnesium site seems to be
too small, it is coordinated by ten hydrogen ligands forming a dicapped distorted cube with
distances between 227.5 and 300.4 pm (average 263.7 pm).
NaMgH3:Eu2+ shows almost no emission intensity at RT, but with a decrease in temperature
the emission intensities increase significantly (Fig.70).
Figure 70: Temperature-dependent emission spectra (FL920) of NaMgH3:Eu2+ (approx. 1
mol%). Excitation at 376.8 nm.
At 4 K the emission is more than three times higher compared to 200 K. The observation of
two emission peaks is an artefact due to the missing corrector for lamp sensitivity. Since the
correction functions possess a too large factor at long emission wavelengths, it does not repro-
duce the spectra correctly and was therefore switched off. However, a spectrum corrected for
lamp sensitivity is shown in the Appendix (see 8.3, Fig.124). The emission maximum is at
about 700 nm, however, due to the appearance of the two peaks it is impossible to define the
emission maximum correctly. Thus the emission occurs at almost as long wavelengths as in
CaH2:Eu2+, for which even shorter average metal-hydrogen distances (234 pm) were observed
80
4 Experimental results and discussion
than for NaMgH3:Eu2+ (259 pm).
The decay times are extremely short even at 4 K, indicating that the emission is still partly
quenched. The fitting of the decay curve at 4 K was carried out using a bi-exponential function
and yielded lifetimes of 20 and 80 ns.
4.2.8 Comparison of spectroscopic properties of the 4f65d states of Eu(II) in perovskites
A comparison of the spectroscopic properties of the 4f65d states of Eu(II) in the host lattices
LiMH3 (M = Sr, Ba) and LiBaF3, which all have the same perovskite structure type, is made
(see Table 13). A striking feature of the hydridic host lattices is the wide redshift of the emission
energies of Eu(II) compared to the known isotypic fluoride compound LiBaF3.
In order to explain the redshift of the emission in hydrides in comparison to fluorides, the
contribution due to the nephelauxetic effect and the crystal field splitting is separated.
Table 13: Comparison of spectroscopic properties of the 4f65d states of Eu(II) in fluoride per-
ovskites and hydride perovskites studied within this work.
Compound Onset eg (nm) Onset t2g (nm) Crystal field Bary-
splitting (cm−1) center (cm−1)
LiBaF3:Eu2+ 335 275 6500 33450
LiBaH3:Eu2+ 485 355 7550 24570
LiBaD3:Eu2+ 483 355 7470 24600
LiSrH3:Eu2+ 530 375 7800 22880
LiSrD3:Eu2+ 528 376 7660 22900
The crystal field splitting for the cuboctahedral field between the 4f65d(eg) and 4f65d(T2g) is
estimated from the position of the zero-phonon line and the onset of the 4f65d(T2g) excitation
band in the excitation spectra, whereas the barycenter is the degeneracy weighted average of the
4f65d(eg) and 4f65d(T2g). The data clearly show a shift of the barycenter to some 10000 cm−1
lower energy caused by the strong nephelauxetic effects of the covalent hydride ligand. The
crystal field splitting is also larger, however, its influence is ten times smaller. For KMgH3:Eu2+
and NaMgH3:Eu2+ the crystal field splitting cannot be calculated due to the insufficient resolu-
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tion of the excitation spectrum which does not allow an assignment of the eg states.
Figure 71: Schematic comparison of spectroscopic properties of the 4f65d states of Eu(II) in
LiBaF3, LiBaH3 and LiSrH3.
4.2.9 Comparison of Goldschmidt’s tolerance factors in perovskites used as host lattices
Tolerance factors according to Goldschmidt are given for normal and inverse perovskites used
as host lattice (see Table 14). Tolerance factors were determined from the crystal radii given by
Shannon [27] and, in case of hydrides, a crystal radius for hydride of 140 pm (t) or 153 pm (tM) as
suggested by Gibb and Morris [54,72]. Furthermore, for the hydrides tolerance factors based on
cation-hydride distances calculated from the lattice parameters and the crystal radii by Shannon
of the cations (from both, B- and A-site cations) are given. For the inverse cubic perovskites
LiSrH3, LiBaH3, LiBaF3 and the normal cubic perovskite KMgH3 tolerance factors between
0.9 and 1.0 are determined, which is in agreement with the experimental observation. However,
in accordance with previous estimations [79], the tolerance factor for NaMgH3 indicates the exis-
tence of a cubic perovskite, but the experimentally observed structure shows a distortion [44]. A
hypothetical cubic perovskite structure was calculated (see Section 6.3.2 for details and Bader
charges) and a lattice constant of 386.2 pm was obtained. A comparison of the atomic distances
gives 193.0 pm (Mg-H) and 272.9 pm (Na-H) for the hypothetical cubic structure and 196.1-
198.0 (average 197) pm (Mg-H) and 227.5-300.4 (average 263.7) pm (Na-H) for the existing
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orthorhombic variant. The Na-H distance in a hypothetical cubic structure is thus only slightly
smaller than the K-H distance in KMgH3 (approx. 283.5 pm), even though the difference in the
effective ionic radii or the crystal radii for a twelve-fold coordination amounts to 25 pm [27] and
the Na-H distance in NaH is approx. 244 pm (lattice constant 488 pm [150]). Since the distortion
and tilting of the octahedra leads to only a small change in the Mg-H bond, but a shortening
of the Na-H bond, the formation of energetically favorable interatomic distances might be the
reason for the existence of a distorted perovskite variant.
Table 14: Hydride crystal radii and tolerance factors for normal and inverse cubic perovskites.
ABX3 t (tM) rH− [pm] tB rH− [pm] tA cub.
from B-cation from A-cation
SrLiH3 0.9162 (0.905) 101.79 0.9578 113.23 0.9437 y
BaLiH3 0.9684 (0.9545) 101.79 1.0205 109.54 1.0083 y
BaLiF3 0.9947 - - - - y
KMgH3 0.9949 (0.9793) 115.31 1.0303 106.7 1.0447 y
KMgF3 1.024 - - - - y
NaMgH3 0.91 (0.9053) - - - - n
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4.3 Ternary magnesium hydrides doped with Eu(II)
4.3.1 EuxSr1−xMgH4
Heating the alloys EuxSr1−xMg in the autoclave at high hydrogen pressures and temperatures of
about 300◦C for about 4-5 days did not yield pure samples. It is remarkable that samples with
small x are generally easier to prepare than such with high europium content and that samples
hydrogenated via DSC at 450◦C and 50 bar (reaction time about 10 hours) always contained
more of the desired phase than those prepared in the autoclave at 300◦C and 80 bar. Additional
information about hydrogenation conditions can be found in [34]. Samples with x ≤ 0.2 merely
contained the binary hydrides as impurity phases, whereas samples with x > 0.2 additionally
contained the phases EuxSr1−xMg2H6, EuxSr2−xMgH6 as well as Mg in different proportions.
An exemplary overview of the identified phases within the samples of nominal composition
EuxSr1-xMgH4 for x ≤ 0.02, which were prepared from the alloys by hydrogenation at 300◦C
and 80 bar, is given in Table 15. The mole fractions might vary slightly in other samples,
however, preparation via the alloys and the hydrogenation conditions mentioned above always
led to the formation of the binary hydrides as impurity phases. Samples with higher europium
content are mentioned in [34], but will not be considered here further, since only samples with
low europium content were of interest for luminescence experiments.
Table 15: Exemplary overview of identified phases within the samples of nominal composition
EuxSr1-xMgH4; synthesis via hydrogenation of the alloys.
x Identified phases (Mole fraction [%])
0.0 SrMgH4 (87.8), SrH2 (12.2)
0.005 Eu0.0005Sr0.0995MgH4 (61.04), Eu0.0005Sr0.0995H2 (27.27), Mg (11.69)
0.01 Eu0.001Sr0.099MgH4 (51.4), Eu0.001Sr0.099H2 (48.6)
0.02 Eu0.002Sr0.098MgH4 (65.3), Eu0.002Sr0.098H2 (34.7)
SrMgH4:Eu2+ (1 and 2 mol%) showed a lime green luminescence (Fig. 72); lumiscence spectra
of SrMgH4:Eu2+ (1 mol%) are shown in Fig. 73. The lifetime at RT is approx. 417 ns. It is
interesting to notice that the lifetime at RT is still rather long and thus the luminescence is not
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completely quenched.
Figure 72: SrMgH4:Eu2+ (1.0 mol%) under UV-light (365 nm).
The emission spectrum shows a broad band emission as it is typically observed for Eu(II) emis-
sion from the 4f65d level. The emission maximum is at about 536 nm. The green luminescence
is strongly visible even though large amounts of the binary SrH2 are present. A luminescence
of SrH2 visible in the spectra can be excluded, because its luminescence is known to be in the
red color region and of very weak intensity.
Figure 73: Luminescence excitation and emission spectra (FL920) of SrMgH4:Eu2+ (1.0 mol
%) at 293 K. Emission maximum 536 nm.
As hydrogenating the alloys EuxSr1−xMg at the conditions mentioned above did not yield pure
samples, another preparation method was tested. A stoichiometric mixture of EuxSr1−xH2 (x
= 0, 0.005) and Mg powder were heated twice in an autoclave at about 480◦C and 140 bar
hydrogen pressure for 5 days. The desired products EuxSr1−xMgH4 (x = 0, 0.005) were obtained
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with only small amounts (1-3 w%) of EuxSr1−xH2 present. The Rietveld refinement of the
crystal structure of SrMgH4:Eu2+ (0.5 mol%) is shown in Fig. 74. Assuming a crystal structure
as given in [47] for SrMgH4, the refined lattice parameters a = 397.478(3) pm, b = 1372.21(1) pm
and c = 558.752(5) pm and for SrMgH4:Eu2+ (0.5 mol%) a = 397.532(4) pm, b = 1372.41(1) pm
and c = 558.817(6) pm were obtained. If Eu(II) occupies the strontium position, it is coordinated
by nine hydrogen atoms forming a distorted trigonal prism with europium-hydrogen distances
between approx. 245 pm and 280 pm. For a hypothetical occupation of the magnesium site, the
coordination polyhedron is a distorted octahedron with europium-hydrogen distances between
182 pm and 199 pm.
Table 16: Overview of the identified phases within the samples of nominal composition
EuxSr1-xMgH4, synthesis via solid state reaction of SrH2(:Eu2+) and Mg powder under H2
pressure.
x Identified phases (Weight fraction [%])
0.0 SrMgH4 (97.25), SrH2 (2.75)
0.005 Eu0.0005Sr0.0995MgH4 (97.72), Eu0.0005Sr0.0995H2 (2.28)
Figure 74: Rietveld refinement of the crystal structure of SrMgH4:Eu2+ (0.5 mol%).
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However, SrMgH4:Eu2+ (0.5 mol%) did not show any luminescence. This suggests that the
different preparation methods lead to different arrangements of the coordination spheres sur-
rounding europium. Starting from the reactant SrH2:Eu2+, europium possibly occupies merely
the strontium site, whereas starting from the alloy europium might partly occupy the magnesium
site or an interstitial site as well.
4.3.2 BaMgH4:Eu2+
Heating a mixture of BaH2:Eu2+ (0.5 mol%) and fine magnesium powder to about 450◦C
at 120 bar hydrogen pressure for 7 days yielded only a small amount of the desired
phase BaMgH4:Eu2+, but larger amounts of Ba6Mg7H26:Eu2+ (about 2/3) and traces of
Ba2MgH6Eu2+. The sample showed a bright yellow emission under UV-light (see Fig.76),
but different grains in the sample could be distinguished. It is not clear to which of the phases
the emission belongs or if it is caused by a mixture of the different phases. Heating the sample
two more times for 3 days under high hydrogen pressures (80-100 bar) led to a decrease in the
amount of Ba6Mg7H26:Eu2+, a slight increase in BaMgH4:Eu2+ and a rather large increase in
Ba2MgH6:Eu2+ (see Table 17 for estimated weight fractions). No change in luminescence color
nor significant change in intensities was observed. However, no single phase samples could be
obtained. In order to carry out reliable luminescence studies, it is therefore indispensable to
optimize the preparation method.
Table 17: Overview of the weight fractions (w%) of the identified phases within a mixture of
BaH2:Eu2+ (0.5 mol%) and fine magnesium powder after heating n times ( approx.450◦C and
120 bar).
n BaMgH4:Eu2+ Ba2MgH6:Eu2+ Ba6Mg7H26:Eu2+
1 15.58 18.51 65.92
2 19.41 38.38 42.20
3 19.89 43.67 36.44
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Figure 75: Rietveld refinement of the crystal structure of Ba6Mg7H26:Eu2+ (0.5 mol%).
Figure 76: Ba6Mg7H26:Eu2+/BaMgH4:Eu2+/Ba2MgH6Eu2+ (0.5 mol%) under UV-light (365
nm).
Luminescence excitation and emission spectra (FL920) of the mixture Ba6Mg7H26:Eu2+
(0.5%) and BaMgH4:Eu2+ (0.5%) after heating once are shown in Fig.77. The emission
maximum is about 577 nm and the lifetime of the mixture at RT is approx. 570 ns.
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Figure 77: Luminescence excitation and emission spectra (FL920) of the mixture
Ba6Mg7H26:Eu2+ (0.5 mol%) and BaMgH4:Eu2+ (0.5 mol%) at 293 K. Emission maximum
about 577 nm.
4.3.3 Ca4Mg3H14:Eu2+
Attempts to obtain pure EuxCa4−xMg3H14 from EuxCa1−xH2 and Mg powder under hydrogen
pressure were not successful. Even after heating the samples several times to 480◦C under 120-
150 bar for 4 days, only small amounts (max. 20%) of the desired phase and large amounts
of CaH2 and MgH2 were obtained. Samples show a very weak red emission which might also
originate from CaH2:Eu2+.
Table 18: Overview of the weight fractions (w%) of the identified phases within a mixture of
CaH2:Eu2+ (0.5 mol%) and fine magnesium powder after heating n times ( approx. 450◦C and
120 bar).
n Ca4Mg3H14:Eu2+ Ca19Mg8H54:Eu2+ CaH2:Eu2+ Mg MgH2
1 2.60 0.00 52.64 9.72 35.05
2 24.88 0.00 50.72 7.89 16.51
3 17.99 0.72 58.67 5.93 16.69
89
4 Experimental results and discussion
4.4 Fluorides and hydride-fluorides
4.4.1 EuHxF2−x
Heating different ratios of EuF2 and EuH2 for approx. 3 days at 470◦C under approx. 30 bar
hydrogen pressure lead to yellow powders emitting an orange-red luminescence (see Fig. 78).
(a) At daylight. (b) Under UV-excitation.
Figure 78: From top to bottom EuHxF2−x with x: 0.666, 0.506, 0.400, 0.330, 0.278, 0.248,
0.200 at daylight (a) and under UV excitation (365 nm) (b).
X-ray diffraction data showed the presence of large amounts of a cubic EuHxF2−x phase (fluorite
type) and in some samples small amounts of an orthorhombic EuFxH2−x phase (PbCl2 struc-
ture type). Occupation numbers have been refined. However, due to the small difference in the
scattering behavior of hydride and fluoride in an X-ray pattern next to a heavier element such as
europium, these occupation numbers are of limited accuracy. It seems that the refined occupa-
tion number for fluoride is overestimated by TOPAS. In Table 19 the refined lattice parameters
and occupation numbers are listed.
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Table 19: Refined lattice parameters (pm) and occupation numbers in EuHxF2−x (x according to
initial weight), space groups Fm3¯m and Pnma (X-ray data were collected on the D8 diffractome-
ter) and emission maxima at RT (data collected on the FLS920). Estimated standard deviations
provided by the program TOPAS are given in brackets. (*rest EuO)
x 0.666 0.506 0.400 0.330
λem [nm] 685 636, (685) 605, (685) 605, (685)
fluorite structure type
w% 90.21 96.50 97.9 98.83
a [pm] 584.027(7) 584.078(2) 584.439(2) 584.009(3)
F 0.85(1) 0.885(6) 0.941(5) 0.948(6)
PbCl2 structure type
w% 2.29* 3.50 2.10 1.17
a [pm] 630.1(3) 632.1(3) 630.3(3) 626.8(5)
b [pm] 378.1(2) 380.2(1) 381.1(1) 382.3(2)
c [pm] 724.7(5) 723.8(2) 722.7(3) 724.9(5)
F 0.1 0.0 0.25(50) 0.1(9)
x 0.278 0.248 0.200 0.104
λem [nm] 605, (685) 595, (685) 570, (685) -
fluorite structure type
w% 100 100 100 100
a [pm] 584.244(2) 584.006(3) 584.166(1) 584.238(2)
F 0.931(6) 0.975(6) 0.992(5) 1.000(5)
Table 20: Decay times of EuHxF2−x measured at RT. Analysis was carried out using a single
exponential function. Emission wavelength 580 nm, except for x = 0.5, 600 nm.
x 0.5 0.4 0.33
τ (ns) 14 13 14
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Luminescence emission and excitation spectra, as well as decay times, were measured at RT.
Luminescence spectra are shown in Fig. 80 and 81 and decay times are listed in table 20. The
emission maxima are listed in Table 19.
Figure 79: Rietveld refinement of the crystal structure of EuH0.278F1.722.
Figure 80: Luminescence emission spectra (FL920) of EuHxF2−x at 293 K. Emission maxima
are listed in Table 19. All spectra measured under the same instrumental conditions.
The sample with x = 0.666 shows only an emission maximum at 685 nm, whereas all other
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samples show a minor maximum at 685 nm and a main maximum at shorter wavelength which
is shifted to higher energies for increasing fluoride contents. This indicates two slightly different
luminescence centers and formation of a rather inhomogeneous hydride-fluoride solid solution
series with the preference to form clusters with increased hydride content. The ratios of the
main and minor maxima are given in Table 21. Note that the ratio is only estimated, since it is
calculated based on the height of the emission maxima. A calculation based on the peak area
is hampered by the overlap of both emission peaks. However, the wider emission peak of the
main maximum suggests a higher content of the luminescence center I.
Figure 81: Luminescence emission spectra (FL920) of EuHxF2−x at 293 K.
Table 21: Ratio of the main (I) and minor (II) emission maximum of EuHxF2−x measured at
RT and determined from the height of the emission maxima. Ratio (II) = 1- ratio (I). Excitation
wavelength 350 nm.
x 0.666 0.506 0.400 0.330 0.278 0.248 0.200
I 0 0.49 0.57 0.59 0.60 0.61 0.69
The blueshift of the main emission maximum with increasing fluoride content is extremely
large, which might be due to the large difference in chemical hardness and covalence between
fluoride and hydride.
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Exemplary, temperature dependent emission spectra and decay curves of EuH0.278F1.722 were
recorded.
Figure 82: Temperature dependent luminescence emission spectra (FL920) of EuH0.278F1.722.
Figure 83: Temperature dependence of the emission intensities and decay times of
EuH0.278F1.722. Excitation at 376.8 nm, emission at 570 nm. Quenching temperature approx.
200 K.
The temperature dependent spectra are shown in Fig.82. Intensities at low temperatures are
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about 10 times higher than at RT. The temperature dependence of the emission intensities and
the lifetimes are shown in Fig.83. Since the decay curves showed a biexponential behavior even
at 4 K, a biexponential fit was used. The biexponential fits yielded a longer lifetimes which is
in the typical time range for Eu(II) and an extremely short lifetime. Only the longer lifetime
is depictured in Fig.83; for a list of both lifetimes see Appendix (8.3 Table 45). Both emission
intensities and lifetimes show an increase by the factor 10 at low temperatures compared to RT.
4.4.2 SrHxF2−x:Eu2+
Mixtures of SrF2 and SrH2:Eu2+ (0.5 mol%) (x = 0.5) or SrF2, SrH2 and EuH2 (x = 0.2)
were heated for approx.3 days at 470◦C under approx.30 bar hydrogen pressure. A rather
weak reddish emission of SrH0.5F1.5:Eu2+ (0.125 mol%) under UV light was visible, whereas
SrH0.2F1.8:Eu2+ (0.5 mol%) did not show luminescence. Luminescence excitation and emission
spectra were measured at RT. The lifetime at RT is 46 ns for SrH0.5F1.5:Eu2+ (0.125 mol%).
Figure 84: Luminescence excitation and emission spectra (FL920) of SrH0.5F1.5:Eu2+ (0.1
mol%) at 293 K.
Similar to EuHxF2−x, X-ray diffraction data of samples of SrHxF2−x:Eu2+ showed the presence
of large amounts of a cubic SrHxF2−x phase (fluorite type). Furthermore, small amounts of SrO
were present. Occupation numbers have been refined, but are to be doubted as discussed before.
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In Table 22 the refined lattice parameters and occupation numbers are listed.
Table 22: Refined lattice parameters (pm) and occupation numbers in SrHxF2−x:Eu2+ (x accord-
ing to initial weight), space group Fm3¯m, X-ray data were collected on the D8 diffractometer.
Estimated standard deviations provided by the program TOPAS are given in brackets.
x 0.5 (Eu 0.125 mol%) 0.2 (Eu 0.5 mol%)
fluorite structure type
w% 95.88, rest SrO 97.75, rest SrO
a [pm] 581.115(5) 580.050(2)
F 0.882(3) 1.0
4.4.3 LiSrHxF3−x(:Eu2+)
x = 0 Even though, according to literature, the hypothetic cubic perovskite LiSrF3 supposedly
does not form [38], the synthesis was tried. However, heating the binary fluorides in a Pt crucible
in vacuum to 600◦C, 700◦C, 750◦C and 800◦C did not yield even a slight fraction of the desired
product thus confirming earlier observations.
x = 1 1:1 mixtures of LiH and SrF2 were heated for 4h together with small amounts of EuH2 in
a silica-pressure-cell under about 10 bar hydrogen and at 650◦C using the laser heating system
or inside a tube furnace. The reaction yielded an inhomogeneous product with white, orange
and light purple powders. Those phase mixtures emitted a weak orange light (see for example
Fig.85). Usually only between 3 -6 w% of a perovskite phase with a lattice parameter of approx.
383-384 pm and large amounts of unreacted educts were obtained. Therefore further test with
the silica high-pressure cell are necessary in order to reach higher reaction temperatures and to
clarify if the compound LiSrHF2 exists.
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Figure 85: Sample with traces of LiSrHF2:Eu2+ under UV light.
4.4.4 LiBaHxF3−x(:Eu2+)
x = 0 A solid-state reaction with dried BaF2 and LiF in a slight excess (approx. 10%) was car-
ried out inside a platinum crucible in an argon flow at approx. 770◦C for seven days. Structural
refinement of the X-ray powder data clearly show that LiBaF3 crystallizes in the inverse cubic
perovskite type. For the inverse model a Rwp of 6.1 % (Rbragg 4.3 %) was obtained, whereas
the Rwp for the structural refinement assuming a normal cubic perovskite structure was 15.3 %
(RBragg 18.9 %) and the reflections at 39.08 and 79.5 2◦θ cannot be properly described using
the normal model. A lattice constant of 399.692(1) pm was obtained.
Figure 86: Rietveld refinement of the crystal structure of LiBaF3.
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x = 1 A 1:1 mixture of LiH and BaF2 as well as small amounts of EuH2 were heated two
times to 480◦C under 35 bar hydrogen pressure for about three days. The sample showed a
bright green luminescence (see Fig.87). Rietveld refinement suggests the presence of three
cubic perovskite phases and rests of unreacted BaF2 (Fig.88).
(a) At daylight. (b) Under UV-excitation.
Figure 87: LiBaHF2:Eu2+ (1.0 mol%) (a) and under UV excitation (365 nm) (b).
Figure 88: Rietveld refinement of the crystal structure of LiBaHF2:Eu2+ after heating once.
The lattice parameters of the three phases were 399.66(4) pm, 401.93(1) pm and 426.43(4)
pm. After heating once the sum of all perovskite phases was 60 w%; after heating a second
time it increased to 80 w%. The perovskite phase with the largest lattices parameter almost
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completely disappeared and the refined amount of BaF2 also decreased significantly. The lattice
parameter a of the other two perovskite phases were now 399.69(4) pm and 401.8(1) pm. This
observation suggests that the reaction temperature might not be high enough and the sample
not homogenous. Luminescence excitation and emission spectra are shown in Fig.89. The
maximum of the emission is at 520 nm, which corresponds to a blueshift of 10 nm compared to
the pure metal hydride.
Figure 89: Luminescence excitation and emission spectra (FL920) of LiBaHF2:Eu2+ (0.5
mol%) at 293 K.
4.4.5 KMgHxF3−x(:Eu2+)
x = 1 KMgHF2:Eu2+ was synthesized via a solid state reaction of MgF2, KH and EuH2 in the
silica high-pressure cell using an indium seal under 11 bar hydrogen for 4h at 650◦C. Under
UV light a green luminescence was visible (Fig.90) whose intensity was rather inhomogeneous.
Relatively largely amounts of a normal cubic perovskite phase and rests of unreacted MgF2
were obtained (Fig.91). The lattice parameter of the perovskite was refined to be 399.241(6)
pm, which is slightly larger than the 398.35 pm given in literature [151] for KMgF3 and smaller
than the 402.869(4) pm obtained for KMgH3:Eu2+ (1 mol%). The refinement of the occupation
numbers yielded 0.199(1) for hydride. Taking the underestimation of hydrogen occupation
numbers by TOPAS as already seen in Sect.4.4.2 into account, this value is approximately in
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agreement with the expected value of 1/3.
Figure 90: KMgHF2:Eu2+ (0.5 mol%) under UV-light (365 nm).
Figure 91: Rietveld refinement of the crystal structure of KMgHF2:Eu2+ after heating once.
Luminescence excitation and emission spectra are shown in Fig.92. The maximum of the emis-
sion is at approx. 505 nm, which corresponds to a blueshift of 60 nm compared to the pure
metal hydride. However, the inhomogeneity of the luminescence intensity suggests concentra-
tion gradients of europium or hydride and fluoride, so that the exact chemical composition of
the brightly emitting phase is not known.
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Figure 92: Luminescence excitation and emission spectra (FL920) of KMgHF2:Eu2+ (0.5
mol%) at 293 K.
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4.5 Hydride-chlorides of europium
For syntheses of hydride-chlorides, commercial EuCl2 containing considerable amounts of
EuCl3, EuO, Eu4OCl6, EuClO and an unknown phase, was used as educt. Consequently, prod-
ucts contained impurities. Eu(II) luminescence in Eu4OCl6 was studied before and an emission
at approx. 467 nm was observed [152].
4.5.1 Eu2H3Cl
In order to obtain Eu2ClH3, stoichiometric mixtures of EuH2 and EuCl2 were heated twice in an
autoclave under hydrogen pressure for 5 days (approx. 483◦C and 120 bar). Anyhow, consid-
erable amounts of EuHCl and only traces of Eu2ClH3 were obtained (Fig. 94). The following
structure models for Eu2ClH3 were considered: I structural data from single crystal measure-
ments [153], II Eu2ClH3 refined according to the Ba2ClH3 structure [154] and III alternative single
crystal data [155]. Rietveld refinement (Fig.94) suggested the presence of Eu2ClH3 in the types
I (3 w%) and II (2 w%). Furthermore, traces of at least one unknown phase were present. For
structural data of those single crystals, see Appendix (Sect. 8.2.7).
The mixture showed a bright green emission under UV-light. Room temperature excitation and
emission spectra, as well as decay curves, were recorded. The lifetime at RT is approx. 286 ns.
(a) At daylight. (b) Under UV-excitation.
Figure 93: Phase mixture as shown in Fig.94 at daylight (a) and under UV excitation (365 nm)
(b).
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Figure 94: Rietveld refinement of the X-ray diffraction data of the phase mixture.
Figure 95: Luminescence excitation and emission spectrum (FL920) of the phase mixture of the
sample “Eu2H3Cl” as shown in Fig.94 at 300 K. Emission maximum 520 nm.
4.5.2 EuHCl
A 1:1 mixture of EuH2 and EuCl2 was heated in an autoclave under hydrogen pressure for 5
days (approx. 483◦C and 120 bar). EuHCl, about 4.5 w% of the main impurity phase Eu4OCl6
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and small amounts of an unknown phase were obtained. The sample showed a bright bluish
white luminescence.
(a) At daylight. (b) Under UV-excitation.
Figure 96: EuHCl at daylight (a) and under UV excitation (365 nm) (b).
Figure 97: Rietveld refinement of the X-ray diffraction data of the phase mixture. Bragg markers
from top to bottom: EuHCl, EuH2, EuCl3, Eu4OCl6, EuO, Eu2O3, EuO(OH), unknown phase.
A comparison of the luminescence emission and excitation spectra recorded at RT of the phase
mixtures of the samples Eu2H3Cl and EuHCl is depicted in Fig.98. Note that the emission
spectrum of “EuHCl” was recorded at the Fluoromax-4.
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Figure 98: Luminescence excitation and emission spectrum (FL920) of the phase mixture of
the sample “Eu2H3Cl” as shown in Fig.94 and “EuHCl” as shown in Fig.97 at 300 K. Emission
maxima at 495 and 510 nm. Spectra recorded at FLS920 except emission of “EuHCl”.
Since Eu4OCl6 is known to emit at 467 nm [152], the luminescence of the sample EuHCl does
not originate from the impurity phase, but the product, even though the presence Eu4OCl6 lumi-
nescence cannot be completely excluded. The emission of “Eu2H3Cl” shifted to longer wave-
lengths in comparison to the emission band of “EuHCl”. The excitation spectrum of “Eu2H3Cl”
is shifted to slightly higher energies compared to the excitation spectrum of “EuHCl” and shows
an additional minor maximum at 280 nm. Even though one luminescent phase or luminescence
center may be present in both phase mixtures, the spectra indicate the presence of other, dif-
ferent luminescence centers. It is unclear if the luminescence emission is only related to the
main phase or caused by impurity phases. However, the observation of a bright and apparently
homogeneous emission suggests that the main phase in both samples, EuHCl, causes at least a
part of the luminescence emission.
Temperature-dependent decay curves are shown in Fig. 99. Due to technical problems decay
curves were only recorded from RT to 100 K. In this temperature range a significant increase in
the lifetimes and therefore also the emission intensities is observed.
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Figure 99: Temperature dependence of the lifetimes of “EuHCl”.
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4.6 Comparison of the emission energies of the 4f65d states of Eu(II) in
different host lattices and coordination environments of Eu(II)
Emission energies as well as coordination numbers and interatomic distances of pure hydride
host lattices are listed in Table 23 and of hydride-fluorides and hydride-chlorides in Table 24.
Table 23: Comparison of the emission energies of the 4f65d states of Eu(II) in different hydride
host lattices and coordination environments of Eu(II) studied within this work. The assumed
occupation site is given in brackets.
Compound Emission Emission Coordination nr. Eu-anion (pm)
onset (nm) max. (nm) and polyeder (av. (pm))
SrMgH4 (Sr site) 446 517 distorted tricapped 244-280 (261)
trigonal prism (CN 9)
LiBaD3 (Ba site) 483 528 cuboctahedron (CN 12) 283.7
LiBaH3 (Ba site) 485 530 cuboctahedron (CN 12) 284.5
LiSrD3 (Sr site) 528 575 cuboctahedron (CN 12) 270.5
LiSrH3 (Sr site) 530 565 cuboctahedron (CN 12) 271.2
KMgH3 (K site) 538 565 ocuboctahedron (CN 12) 284.9
NaMgH3 (Na site) 580 700 dicapped distorted 227.5-300.4 (263.7)
cube (CN 10)
SrH2 637 728 distorted tricapped 243-284 (260)
trigonal prism (CN 9)
BaH2 603 755 distorted tricapped 254-296 (279)
trigonal prism (CN 9)
CaH2 670 765 distorted tricapped 205-270 (234)
trigonal prism (CN 9)
Potential local lattice distortions caused by europium doping as well as the potential occupation
of interstitial sites are ignored. Interatomic distances are given for doping concentrations ≤ 1
mol%. As doping concentrations may vary slightly, interatomic distances are approximate. In
case of SrMgH4, SrF1.5H0.5, EuF2−xHx and EuHCl, the emission onsets were determined at RT
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for lack of low temperature data and might therefore be inaccurate. Since the lattice parameter
a in EuHxF2−x does not show a significant change with varying x for the studied range of x, a
and therefore also the interatomic distances are assumed to be constant.
Table 24: Comparison of the emission energies of the 4f65d states of Eu(II) in different hydride-
fluoride or hydride-chloride host lattices and coordination environments of Eu(II) studied within
this work. The assumed occupation site is given in brackets.
Compound Emission Emission Coordination nr. Eu-anion (pm)
onset (nm) max. (nm) and polyeder (av. (pm))
EuHCl (”EuHCl´´)/ 421/ 491/ capped quadratic 248 (H), 305-310 (Cl)
(”Eu2H3Cl´´) 425 510 antiprism (CN 9) (280)
KMgHF2 unknown 505 cuboctahedron (CN 12) 282.3
LiBaHF2 455 515 cuboctahedron (CN 12) 282.6, 284.1
EuH0.2F1.8 455 570 (685) cube (CN 8) 253
EuH0.25F1.75 460 595 (685) cube (CN 8) 253
EuH0.28F1.72 463 605 (685) cube (CN 8) 253
EuH0.33F1.67 464 605 (685) cube (CN 8) 253
EuH0.4F1.6 468 605 (685) cube (CN 8) 253
EuH0.5F1.5 478 636 (685) cube (CN 8) 253
EuH0.67F1.33 534 685 cube (CN 8) 253
SrH0.5F1.5 539 583 cube (CN 8) 252
Those data show that in case of pure hydride host lattices the decrease in the interatomic Eu-
ligand distance leads to a shift to longer wavelengths. Exceptions are SrMgH4 which shows a
much shorter wavelength than expected based on the interatomic distances for Eu on the Sr-site
and BaH2 and KMgH3. However, as mentioned in Sect.4.3.1, it is not clear on which lattice site
Sr is located in SrMgH4. An explanation for the unexpected emission wavelength might be that
Sr is located on an interstitial. The long wavelength for BaH2 can be explained by anomalous
emission caused by the smaller size of Eu(II) compared to Ba(II) as discussed in Sect.4.1.4. The
emission wavelength in KMgH3 is also slightly longer than expected based on the comparison
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of interatomic distances. However, in KMgH3 Eu(II) is presumed to occupy a monovalent lat-
tice site, whereas for all the other studied lattices except NaMgH3, Eu(II) is supposedly located
on a divalent lattice site. The need for charge compensation might then lead to local distortions
which are not considered here. Such local distortions might also be the reason for the extremely
long wavelength and the low quenching temperature found for NaMgH3.
In contrast to pure hydridic lattices, the hydride fluoride ratio in hydride-fluorides plays a much
greater role in the emission wavelength shifts than slight changes in interatomic distances. It
is clear that an increase in the fluoride content always leads to a strong blueshift of the emis-
sion. For KMgHF2, for instance, the maximum is shifted about 60 nm to shorter wavelengths
compared to KMgH3.
Figure 100: Schematic comparison of the emission wavelengths of Eu(II) in selected com-
pounds.
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Figure 101: Relation of the emission wavelength maximum of Eu(II) and the average inter-
atomic Eu-H distances in metal hydrides.
4.7 Host lattices containing other activator ions
4.7.1 Ca4Mg3H14:Ce
Pure CexCa4−xMg3H14 from CexCa1−xH2 and Mg powder under hydrogen pressure could not
be obtained (480◦C, 100-100 bar, reaction times of 5-7 days). Annealing the samples for several
days yielded only small amounts (max. 20%) of the desired phase and large amounts of CaH2
and MgH2. Samples did not show luminescence visible with the naked eye.
4.7.2 LiSrH3:Sm
LiSrH3:Sm (0.5 mol%) was obtained through hydrogenation of the corresponding alloy at about
300◦C and approx. 80 bar for 4 days as a white powder. Small amounts of SrH2 were present.
The refinement of the lattice constants of LiSrH3:Sm (0.5 mol%), space group Pm3¯m from
X-ray data collected on the X’Pert Pro diffractometer yielded 383.658(7) pm. Luminescence
measurements on the FL9-20 showed that the weak yellow emission originates from europium
contamination rather than from Sm(II) emission. ICP-MS analysis [136] yielded a europium
content of 0.25 ppm of the strontium metal used for synthesis. Hydrogenation of the alloys
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might, however, be inappropriate due to the much higher melting temperature of Sm compared
to Sr.
4.7.3 LiMH3:Yb (M = Sr, Ba)
LiMH3: (0.5 mol%) (M = Sr, Ba) were obtained through hydrogenation of the corresponding
alloys at about 300◦C and approx. 80 bar for 4 days as white powders. Refinement of the crystal
structure yielded a lattice constant of 402.392(5) for M = Ba and 383.73(1) (pm) for M = Sr.
Due to europium contamination of the strontium metal, the sample with M = Sr showed a very
weak yellow emission, whereas the barium sample did not show any emission.
4.7.4 CaH2:Yb
CaH2:Yb was obtained as a purple powder through hydrogenation of the corresponding alloy
at 85 bar and 300◦C for 3 days and does not show does not exhibit any visible luminescence.
Possibly, this is due to impurities such as trivalent ytterbium, which might be removed by a
different thermal treatment. However, observation of the luminescence of divalent ytterbium
is rather difficult and requires a sufficiently large band gaps, because the first df transition is
parity-forbidden.
4.7.5 MH2:Mn (M = Ca, Ba)
Samples with divalent manganese could not be obtained by melting manganese with barium or
calcium and hydrogenation of the alloy. After hydrogenation (300◦C, 80-100 bar, reaction times
3-4 days) samples contained the binary hydride and fine manganese powder.
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4.8 YbHx
In the system YbHx compounds with x up to 2.67 are known to be metastable at atmospheric
pressure and room temperature [26]. As mentioned in Sect.2.2, the existence and structure of
YbH2+x with 0.04 ≤ x ≤ 0.74 has been controversially discussed. It would therefore be inter-
esting to clarify the existence and hydrogen content of such compounds and to investigate if a
compound with x larger than 2.67 is existing at high pressures using in situ methods.
4.8.1 Synthesis via DSC
Hydrogenation of ytterbium pieces at 15 bar hydrogen pressure and maximal 450◦C using the
DSC yielded a black and white powder. X-ray data indicate the presence of YbH2 and at least
another unknown phase. Due to the presence of these unknown reflections, X-ray data were not
refined via Rietveld.
Figure 102: Heat flow - temperature diagram of Yb at 15 bar hydrogen pressure. Positive signals
are exothermal.
4.8.2 Synthesis via autoclave
Hydrogenation of ytterbium pieces at 80 bar hydrogen pressure and 300◦C in an autoclave for
2-3 days yielded a black powder whose structure was refined from X-ray powder diffraction
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data according to the structure data of Auffermann [26] with a trigonal metric, P3¯1m, a =
635.3(1) pm, c = 897.5(3) pm.
DSC measurements of these samples at hydrogen pressures from 35-50 bar showed a reversible
signal at about 350◦C (see Fig. 103) indicating a hydrogen uptake or phase transition.
Figure 103: Heat flow - temperature diagram of pure YbHx (P3¯1m, synthesized at 80bar and
300◦C in an autoclave) at 46 bar hydrogen pressure. Positive signals are exothermal.
Therefore, in-situ neutron powder diffractions experiments were carried out as described in the
following.
4.8.3 Neutron powder diffraction
In order to clarify if the phase transition observed in the DSC (see Fig.103) is due to a hydrogen
uptake or a phase transition and if an ytterbium hydride with a higher hydrogen content than
2.67 exists, black YbD2+x obtained via hydrogenation of Yb in an autoclave was studied in a
single crystal sapphire cell at high deuterium pressure and high temperatures at the D20/ILL
(wavelength approx. 186.7 pm, might differ slightly in the different experiments).
Temperatures given in the in-situ plots (Fig.104) are approximate temperatures as given by
the calibration curve of the pyrometer obtained for Pd. Even though both the silicon powder
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used for temperature calibration and the YbD2+x are of black color, the temperature calibration
curve of the pyrometer using silicon could not be applied, since it is only valid up to 400◦C
and cannot be extrapolated for higher temperatures due to the non-linear form of the calibration
curve. It is not clear if the alternative calibration curve obtained for Pd is suited, since the
metallic appearance of Pd powder cannot be compared to the black YbD2+x. Furthermore, the
calibration curve is only valid for temperatures up to 400◦C, so that an extrapolation for higher
temperatures has to be carried out. However, since the phase transition is observed at approx.
340◦C in the DSC and at 400◦C (measured via pyrometer without calibration curve) in the
in-situ neutron powder diffraction experiments, which corresponds to 338◦C according to the
calibration curve for Pd, the calibration curve for Pd is assumed to be suited and will be used
in the following. For the determination of the temperature dependence of the lattice constants,
both the measured temperatures without calibration curve and the temperatures obtained from
the calibration curve for Pd will be used. A detailed list of temperatures and lattices constants
is given in the Appendix (8.4).
The experiment was repeated three times. Twice, the formation of a new phase with slightly
different reflection positions could be observed at about 350◦C and 80 (50) bar deuterium pres-
sure. An example for an in-situ neutron powder diffraction experiment is shown in Fig. 104;
intensities are given in false colors. However, before the reaction was completed a sudden
drop of pressure due to a leakage or breaking of the cell occurred and the product decomposed
to YbD2. Once, while heating under an argon atmosphere, the starting material decomposed
to YbD2. Structure refinements of the assumed YbD2.67 were carried out using the structure
model of Auffermann [26] and an additional 2d site for deuterium. The structure model can be
derived from the BiF3 structure typ for a hypothetical YbD3 (Yb in 4a, D in 4b and 8c) via
transformation to P3¯1m (see Fig.105). Symmetry reduction starting from the BiF3 structure
type yields two additional deuterium positions compared to the structure model of Auffermann,
1b and 2d. The site 1b is excluded, since it leads to very short deuterium-deuterium distances,
whereas 2d is included. Structure refinement then yielded occupation numbers for 2d which
were significantly different from zero.
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(a) Complete log plot.
(b) Detail.
Figure 104: In situ neutron powder diffraction with YbDx at 80 bar deuterium pressure. Com-
plete log plot in false colors from 36 to 380◦C (a) and detail from 90 to 140◦ 2θ and 316 to
380◦C (b). Temperatures were obtained from the calibration curve for Pd.
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Figure 105: Symmetry relation between SG 225 and 162.
No refinement of the positions, but only of the deuterium occupation numbers was carried out,
structural data are given in the Appendix (8.4). The refined structure at RT (YbD2+x phase I)
is shown in Fig. 108; it consists of a slightly distorted closest packing of metal atoms with a
partial deuterium occupation in octahedral and tetrahedral voids.
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Figure 106: Rietveld refinement of the structure of YbDx at RT and atmospheric pressure. Co-
refinement of X-ray (see left side) and neutron (see right side) data in the space group 162,
structural data according to [26] and additional 2d site. a = 633.49(1) pm, c = 898.71(3) pm.
Figure 107: Rietveld refinement of the structure of the two YbDx phases at 380◦C and 80
bar. Bragg markers on top: “low” temperature phase (I), Bragg markers at bottom: “high”
temperature phase (II). P3¯1m, structural data according to [26] and additional 2d site; I: a =
635.92(3) pm, c = 902.2(1) pm; II: a = 640.7(1) pm, c = 906.9(4) pm.
At elevated temperatures, beside the phase mentioned above, reflections belonging to slightly
larger d-values, which seemed to originated from a similar structure with slightly larger lattice
parameters, appeared (see Fig.107). As the reaction was not completed, structure refinement
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was carried out for data with both phases present, thus making a correct refinement of deuterium
positions and occupancies difficult. Therefore, only occupancies and no positions were refined.
Figure 108: Structure of YbDx phase I at RT obtained via refinement according to [26] and
additional 2d site. Distorted ytterbium octahedra with central deuterium atoms are depicted.
The approximate temperature dependence of the ratio of phase I and II is shown in Fig. 109.
Figure 109: Temperature dependent ratio of phase I and II.
Since the splitting of the reflections is first observed at 336◦C, the temperature dependence of
the ratio of both phases shows a discontinuity. Below 336◦C refinement was carried out using
only phase I, whereas above 336◦C both phases were considered. Data for higher temperatures
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for the displayed experiment are not available due to a sudden loss of pressure. Furthermore,
approximate temperature dependence of lattice parameters and volumes are depicted in Fig.110-
112. Refinement of the occupation number yielded a molecular formula of YbD2.25 for the RT
phase and at 382◦C YbD2.44 for phase I and YbD2.07 for phase II.
Figure 110: Temperature dependence of lattice parameter a of phase I and II.
Figure 111: Temperature dependence of lattice parameter c of phase I and II.
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Figure 112: Temperature dependence of the cell volume V of phase I and II.
The shortest Yb - D interatomic distance for phase I at RT is 190.5 pm for Yb2 - D4, all
other Yb-D distances vary between 215 and 290 pm. The shortest D-D interatomic distance
is 211.9 pm and the shortest Yb-Yb distance 362.8 pm. Since the position were fixed, the
interatomic distances of phase I and II at higher temperatures increase slightly due expansion of
the lattice. For a complete list of interatomic distances see Appendix, Table 50. For comparison,
the shortest interatomic distances between Yb - F, F - F and Yb - Yb are 233 pm, 252 pm and
> 400 pm for the hexagonal modification of YbF3 [156] and 204 pm, 246 pm and 355 pm for the
orthorhombic modification [157]. Furthermore, the shortest interatomic distances Yb - D, D - D
and Yb - Yb in orthorhombic YbD2 [23] are 238.6 pm, 267 pm and 347.9 pm. Thus the shortest
interatomic distance Yb - D of YbD2+x is significantly shorter than any known Yb - D or Yb
- F distances, all other Yb - D distances are within the range of known values. The shortest D
- D distance is also significantly shorter than D - D or F- F distances of the other compounds,
however, assuming an overall oxidation state of almost III for Yb, one might presume that the
absolute value of the charge of hydride or deuteride is significantly smaller than 1. The Yb - Yb
distances lie within the range of known values.
Coefficients of linear expansion between 35 and 340◦C (calibration curve for Pd; values without
calibration: 25 - 400◦C) for the low temperature phase YbD2+x (phase I) were estimated to be
1.23(3) ·10−5 ◦C−1 (1.01(1)·10−5 ◦C−1) for a and 1.63(6) ·10−5 ◦C−1 (1.35(6)·10−5 ◦C−1) for
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c, which are slightly larger than those found in similar compounds (8·10−6 ◦C−1) [158]. It is not
clear if the expansion is only due to thermal behavior or if a deuterium uptake occurs. For the
high-temperature phase (phase II), coefficients of linear expansion between 340 and 380◦C (400
- 461◦C) were estimated to be 5.0(1)·10−5 ◦C−1 (3.2(1)·10−5 ◦C−1) for a and 4.3(3)·10−5 ◦C−1
(2.9(2)·10−5 ◦C−1) for c. However, it should be noted that these values for higher temperatures
cannot be compared with the literature values obtained for temperatures between 25 and 125◦C.
Furthermore, the behavior of the lattice constants above 336◦C, especially of phase I, is not
linear, which might be due to difficulties refining both phases at the same time.
For phase I, an increase of the occupation numbers of the deuterium sites 2d and 6k (0.332
0 0.582; 0.353 0 0.0717; 0.2383 0 0.8293), but also a decrease in 2e and 4h is observed (for
structural data see Appendix 8.4). However, the refinement of the occupation numbers at 382◦C
is hampered by the overlap of reflections of both phases. It is therefore also not clear if the
decrease in the deuterium occupation numbers in phase II compared to phase II are reliable or
an artefact of the refinement. Further in-situ experiments are necessary to prepare a pure sample
of phase II which might allow the correct determination of the structure of phase II.
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5 Electronic structure calculations - Theoretical background
A given system of nuclei and electrons can be described using the stationary Schrödinger-
equation [159]:
HˆΨ = EΨ (14)
with the wave function Ψ, the eigenvalue E and the Hamiltonian H , which is the sum of
the kinetic and potential energy. For a system with N nuclei and n electrons, and neglecting
relativistic effects, the exact many-particle Hamiltonian is:
Hˆ = − h¯
2
2
N
∑
i
∇2~Ri
Mi
− h¯
2
2
n
∑
i
∇2~ri
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4piε0
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∑
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∑
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e2Zi
|~Ri−~r j|
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1
8piε0
n
∑
i 6= j
e2
|~ri−~r j| +
1
8piε0
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∑
i6= j
e2ZiZ j
|~Ri− ~R j|
(15)
with Mi mass of a nucleus in ~Ri, me mass of an electron located at~ri and
∇2 =
δ 2
δx2
+
δ 2
δy2
+
δ 2
δ z2
(16)
The first two terms are the kinetic energy operators for the nuclei and the electrons. The remain-
ing three terms originate from the Coulomb interactions between electrons and nuclei (Coulomb
attraction) and among the electrons as well as the nuclei (repulsion) [160].
Since it is impossible to solve Equation 15 exactly, firstly approximations need to be introduced.
Due to the fact that the nuclei are much heavier than the electrons, they also move much slower
than the electrons. Therefore they can be regarded as frozen and the electrons are assumed to
be in instantaneous equilibrium with the nuclei. This approach is called the Born-Oppenheimer
approximation and allows the removal of the nuclear coordinates. The Hamiltonian for the
electrons now becomes
Hˆe = − h¯
2
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n
∑
i
∇2~ri
me
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4piε0
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e2Zi
|~Ri−~r j|
+
1
8piε0
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∑
i 6= j
e2
|~ri−~r j| (17)
or
Hˆe = Tˆ + Vˆ + Vˆext (18)
with the kinetic energy of the electron gas Tˆ , the potential energy due to electron-electron
interactions Vˆ and the potential energy of the electrons in the external field of the nuclei Vˆext . To
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solve Equation 18 several approximated methods have been developed [161], among them, for
instance, the Hartree-Fock method.
5.1 DFT
An alternative approach to evaluate the ground state properties is the density functional the-
ory (DFT), which is based upon the two theorems of Hohenberg and Kohn [162]. According to
Hohenberg and Kohn, the total energy of a system of interacting electrons within an external
potential, or any ground-state property, is given as a functional of the exact ground-state elec-
tron density ρ [161,163]. However, for many properties so far only approximations and no exact
functionals have been derived.
E = E[(ρ)] (19)
Furthermore, the ground-state total energy functional is of the following form
EVext [ρ] = 〈Ψ | Tˆ +Vˆ |Ψ〉 + 〈Ψ | Vˆext |Ψ〉 (20)
= FHK[ρ] +
∫
ρ(~r)Vext(~r)d~r (21)
with a universal function F. Thus the ground-state total energy can be obtained from the elec-
tron density ρ for an external potential Vext and moreover, according to the second theorem
of Hohenberg and Kohn, it is possible to evaluate the ground-state density using a variational
principle. In accordance with Kohn and Sham [164], the so-called Kohn-Sham Hamiltonian for
particles of a model system, which has the same density and total energy as a real system and is
exposed to the potential of the nuclei and a potential caused by exchange and correlation effects
is given by:
HˆKS = − h¯
2
2me
~∇2i +
e2
4piε0
∫ ρ(~r ′)
|~r− ~r ′|d
~r ′ + Vxc + Vext
= Tˆ0 + VˆH + Vˆxc + Vext (22)
where the exchange correlation potential is
Vˆxc =
δVxc[ρ]
δρ
(23)
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Now the ground-state electron density of a n-electron system can be formulated as follows:
ρ(~r) =
n
∑
i=1
Φi(~r)∗Φi(~r) (24)
with the single-particle wave functions Φi(~r) being the n lowest-energy solutions of the Kohn-
Sham equation.
HˆKSΦi = εiΦi (25)
The Hartree operator VH , as well as the exchange-correlation operator Vxc, depend on the den-
sity ρ , which again depends on the Φi, which are being sought for. Therefore the problem that
needs to be dealt with is a self-consistent one and can be solved through an iterative procedure.
A starting density needs to be guessed to construct a Hamiltonian and to solve the eigenvalue
problem. From this solution a new density, which will probably differ from the first one, is
derived. The procedure will be performed until a convergence of the density is achieved. So far
the method is exact apart from the Born-Oppenheimer approximation. However, the exchange
correlation is unknown and thus needs to be approximated [160].
A method of approximating the exchange correlation is the Local Density Approximation
(LDA), which approximates ELDAxc via an exchange correlation energy per particle ε(ρ(~r)) of
a homogeneous electron gas with the density ρ that can be exactly determined numerically.
Here the material is divided in infinitesimally small volumes with constant density, which con-
tribute to the total exchange correlation energy by an amount equal to the exchange correlation
energy of an identic volume filled with a homogeneous electron gas with the density ρ .
ELDAxc =
∫
ρ(~r)ε(ρ(~r))d~r (26)
The Local Density Approximation is rather crude and often fails in accurately describing chem-
ical bonding. An improvement of the LDA is the assumption that the exchange correlation
contribution of each infinitesimal volume is not only depend on the local density of that vol-
ume, but as well on the density of the neighboring volumes, thus on the gradient of the density.
The most popular of those so-called gradient-corrected functionals is called the Generalized
Gradient Approximation (GGA) [165] that describes the exchange-correlation energy as follows:
EGGAxc =
∫
ρ(~r)F
{
ρ(~r), |∇ρ(~r)|,∇2ρ(~r)}d~r (27)
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The GGA yields significantly improved energetic results, in many cases better geometries and
a better description of bond breaking and bond formation [159] than the LDA.
5.2 Bloch’s theorem
On the first sight, solving the Schrödinger equation for a solid-state material seems impossible.
However, exploitation of the translation symmetry of a crystal using the Bloch theorem [159,166]
leads to an immense simplification. Due to the translational symmetry of a crystal, the electronic
potential possesses the periodicity of the lattice. Thus the potential V for an ideal infinite lattice
with a lattice vector T is:
V (r+T ) = V (r) (28)
The simplification neglects impurities, defects as well as vibrations. Bloch’s theorem states that
for a given crystal orbital Ψ(k,r) and introducing the vector k the translation by a lattice vector
T is equivalent to multiplying by a phase factor:
Ψ(k,r+T ) = eik
T
h¯Ψ(k,r) (29)
Assuming periodic boundary conditions, the values of k can be determined. In the one-
dimensional case of a crystal with the length L consisting of a nearly infinite number of unit
cells N each possessing the lattice parameter a (L = N ·a) we obtain:
Ψ(k,0) =Ψ(k,L) = eikLΨ(k,0) (30)
It is only valid for
kL = 2pin (31)
and therefore
−pi
a
≤ k ≤ pi
a
(32)
In three dimensions, this part of the reciprocal space corresponds to the (first) Brillouin zone.
The quality of a calculation depends on the number of k-points. Since a small unit cell in real
space possesses a large Brillouin zone in reciprocal space and vice versa, a large number of
k-points is needed to obtain an accurate description of a small unit cell in real space, whereas
for a large cell in real space only a smaller number of k-points is needed.
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5.3 Vanderbilt Ultrasoft Pseudopotentials and PAWs
Within the quantum-mechanical part of this work, both Vanderbilt Ultrasoft Pseudopotentials
and Projector Augmented Waves (PAWs) were used as potentials in the theoretical calculations
carried out with the Vienna ab initio code (VASP) [167,168]. Therefore, a short description of the
methods is given in the following. However, the background such as the mathematical approach
is beyond the scope of this work and shall therefore not be discussed. The interested reader is
referred to [169–173].
5.3.1 Vanderbilt Ultrasoft Pseudopotentials
Since atomic wave functions are required to comply the orthogonality constraint, those of the
same angular dependence must contain nodes in the radial dependence of the functions [161].
Those with different angular dependences automatically satisfy the constraint. The parts of the
atomic wave functions that are involved in chemical bonding, however, are located outside the
region containing radial nodes. Near the core the electrons possess a large kinetic energy leading
to a strong oscillation of the wave function. At the same time, due to the large kinetic energy,
a change in the chemical environment barely affects the wave function within this region. In
contrast, the energy within the binding region is rather small and thus the wave function rather
smooth. Using a given basis set, such as plane waves ei~κ~r, leads to difficulties describing the
binding region with high accuracy and, at the same time, to take the strong oscillations near
the core into account. A possibility to avoid these difficulties would be the substitution of
the atomic wave function in the core region with a smoother one that accurately describes the
binding region. If the wave function Ψ is now written as a linear combination of a smooth part
and a linear combination of the core wave functions,
Ψ = Φ + ∑
c
bcΨc (33)
with the core wave functions Φc and an unknown constant bc is obtained. bc can be determined
using the orthogonality constraint. Multiplying with a core wave function Ψ∗c0 and integrating
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yields [161]
0 ≡ 〈Ψc0 |Ψ〉 = 〈Ψc0 |Φ〉 + ∑
c
bc〈Ψc0 |Ψc〉
= 〈Ψc0 |Ψ〉 + bc0 (34)
and therefore
bc0 = −〈Ψc0 |Ψ〉 (35)
Inserting Equation 33 into the single-particle equation
hˆΨ = εΨ (36)
yields
hˆ
[
Φ(~r) + ∑
c
bcΨc
]
= ε
[
Φ(~r) + ∑
c
bcΨc
]
⇔ hˆΦ(~r) + ∑
c
bchˆΨc(~r) = εΦ(~r) + ∑
c
bcεΨc(~r)
⇔ hˆΦ(~r) − ∑
c
∫
Ψ∗c(~r1)Φ(~r1)d(~r1)εcΨc(~r) = εΦ(~r) − ∑
c
∫
Ψ∗c(~r1)Φ(~r1)d(~r1)εΨc(~r)
(37)
⇔ hˆΦ(~r) + ∑
c
(ε − εc)
∫
Ψ∗c(~r1)Φ(~r1)d(~r1)Ψc(~r) = εΦ(~r) (38)
Writing the single particle operator hˆ as a kinetic-energy operator plus Vˆps containing everything
except the kinetic-energy part, such as the external potential from the nuclei, the Coulomb
potential and the exchange-correlation in DFT, for instance, and the non-local operator
∑
c
(ε − εc)
∫
Ψ∗c(~r1)Pˆ12Φ(~r1)d(~r1) (39)
with the permutation operator Pˆ12 yields[
−1
2
∇2 + ˆVps(~r)
]
Φ(~r) = εΦ(~r) (40)
Vˆps is complicated and often approximated using Vps(~r), the so-called pseudopotential. The
use of psuedopotentials leads to a loss of information regarding the charge density and wave
function near the core, but allows the use of a rather small basis set of plane waves and therefore
comparatively short calculations times.
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Figure 113: Radial part of the 3s function of Si. The full curve shows the smooth function and
the dashed one the true function. Modified, after [173].
Pseudopotentials can be characterized by their softness and transferability. The softer the po-
tential, the fewer planes waves are needed for evaluation. At the same time the reduction of the
number of plane waves leads to the need to adjust the potential to the chemical environment,
possibly causing problems concerning the transferability. A given pseudopotential is then often
only suited for a certain type of system, e.g. a certain oxidation state, and may give wrong
results if it is transferred to another system. The size of the basis set is determined by the cut-off
energy. It defines the energy up to which plane waves are used.
Ecut-off =
h¯
2me
|~κcut-off|2 (41)
5.3.2 PAWs
The Projector Augmented Waves method (PAW) was developed by Blöchl [172], closing the gap
between Augmented Waves methods and Plane Wave pseudopotentials.
As mentioned above, wave functions of real systems exhibit a different behavior in the core
and the binding region. The Projector Augmented Waves method solves the wave function for
both regions separately, expressing the smooth part of the wave functions with the help of plane
waves, whereas the part localized in the core region is calculated numerically. All-electron
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wave functions and all-electron potentials are used. The method is based on a transformation
mapping the exact wave functions onto auxiliary functions which are easier to determine [173].
As auxiliary functions, such featuring a fast converging expansion of plane waves are used.
5.4 Bader charge analysis
The Bader charge analysis is one of different methods trying to answer the question if a molecule
can be divided into subsystems so that the properties of a system can be described in terms
of charge transfer [174,175], or, as formulated by Bader himself, are there atoms in molecules?
From quantum mechanical calculations a charge density for a single configuration of the nuclei
is obtained, whereas X-ray or electron diffraction experiments of solids give the charge density
averaged over the thermal motion of the nuclei [174]. In principle, this charge density can provide
different types of information about the properties of materials, such as the charge transfer be-
tween atoms or the presence of ionic charges. It is, however, unclear how the information can be
extracted from the results of theoretical calculations. The question arises how electrons should
be partitioned within the system. The charge density is equivalent to a scalar field defined over a
three-dimensional space and therefore Bader proposed to summarize its topological properties
using the number and kind of its special points. Special points are defined as such points where
the charge density shows maxima, minima or saddle points and thus they can be found with
the help of the first derivative that becomes equal to zero at such points. For instance, due to
their attractive force caused by the nuclear charge, the nuclei exhibit local maxima in the charge
density. According to Bader, special points are identified using the first derivative and subse-
quently, the value of the second derivative will be consulted in order to determine if a special
point is a minimum, maximum or saddle point of the charge density. Generally speaking, the
nine second derivatives at a point in space, which is called the Hessian matrix of the charge den-
sity, form a matrix and can be diagonalized. A critical point can be described using its rank and
signature, which are defined by the number of non-zero eigenvalues and the algebraic sum of
the signs of the eigenvalues. Gradient paths starting at arbitrary points, calculating the change
in charge density (∆ρ(r0)), moving a distance ∆r and repeating this procedure are constructed.
The so constructed trajectories are perpendicular to contour lines of the charge density and
must originate or terminate at a critical point. Space is divided by means of surfaces running
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through minima in charge density. The Bader charge allocation method used in the following is
a grid-based algorithm defining a path of steepest ascent for each grid point [175–177].
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6 Electronic structure calculations - Details and results
Within this work theoretical calculations were performed using density functional theory
with a plane wave basis set and Projector Augmented Waves (PAW) or Vanderbilt Ultrasoft
pseudopotentials (US-PP) as implemented in the VASP code (Version 4.6.36) [167,168] and
without thermal influence.
First a structure optimization including a relaxation of volume, ion positions and shell shape
was carried through. Afterwards precise calculations with the obtained cell parameters were
performed in order to evaluate the electronic structure.
The Brillouin zone integration was performed over a Γ-centered Monkhorst-Pack grid [178–180];
convergence with respect to the number of k-points was verified. Exchange-correlation effects
were treated with the generalized gradient approximation of Perdew and Wang [181]. Mixing of
the charge density was done using a Broyden-Pulay scheme [182]. Scalar-relativistic effects were
included, whereas spin-orbit couplings were ignored.
6.1 Structure optimization
Evaluation of the electronic properties during the structure optimizations was performed using
the tetrahedron method with Blöchl corrections [183]. For the plane-wave cut-off of the electronic
orbitals a value of 600 eV was usually applied, deviating slightly depending on the size of the
system. At least 25 ionic steps were performed and Hellmann-Feynmann forces and stresses
were calculated for each ionic step. The ions were relaxed into their instantaneous ground
state via a conjugate-gradient algorithm. The scaling constant for the line minimization was set
to 0.1 fs. After a corrector step the line minimization was improved using a variant of Brent’s
algorithm [184]. Forces were converged to 0.1 meV/A˚ and the criterion for electronic convergence
was 0.01 meV.
6.2 Density of states
In order to determine the density of states neither change in ionic positions nor in cell volume
were allowed. The description of the partial occupancies was done using the tetrahedron method
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with Blöchl corrections or in few cases the Methfessel-Paxton scheme of first order [185] together
with a smearing of 0.1 eV. For evaluating the Kohn-Sham ground state through iterative matrix
diagonalization the RMM-DIIS (residual minimization scheme - direct inversion in the iterative
subspace) algorithm [182] combined with a fully automatic optimization of projection operators
was applied.
6.3 Host lattices for (Eu(II)-) luminescence
The potential host lattices MgH2, CaH2, SrH2, BaH2, LiSrH3, LiBaH3 and KMgH3 were stud-
ied; both US-PPs and PAWs were tested. In case of the perovskites total energies for the normal
as well as the inverse cubic perovskite structure type were evaluated in order to determine the
energetically favored structure type. The europium isotype of LiSrH3, LiEuH3, was studied
using a PAW frozen core potential for Eu(II) provided in the program package VASP, since f-
electrons are not handled well within DFT due to self-interaction. As the f-electrons were not
treated explicitly, however, a density of states will not be discussed for this case. The inverse
and normal cubic perovskites LiBaF3 and KMgF3, which are isotypic to their corresponding
hydrides, as well as NaMgH3 crystallizing in a hypothetical cubic perovskite structure and in
space group Pnma, have also been studied using PAWs for reasons of comparison.
6.3.1 US-PP
Optimized lattice parameters of all examined hydrides are listed in Table 25.
Table 25: Optimized lattice parameters of all examined hydrides.
Compound a calc. (exp.)[pm] b calc. (exp.)[pm] c calc. (exp)[pm]
MgH2 442.9 (448.9) 442.9 (448.9) 296.9 (300.1)
CaH2 573.8 (594.5) 347.2 (359.2) 662.6 (680.5)
SrH2 609.3 (638.8) 374.1 (387.5) 708.3 (733.8)
BaH2 659.2 (681.0) 407.1 (417.0) 771.2 (787.0)
LiSrH3 370.1(383.5) 370.1 (383.5) 370.1 (383.5)
SrMgH4 389.6 (397.4) 1286.1 (1372.0) 539.5 (558.7)
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Deviations vary from 1 up to almost 5 % compared to the experimental values. This might be
due to difficulties in describing negatively charged hydrogen with a pseudopotential given in the
pseudopotential libraries provided together with VASP.4.6. It is even strongly recommended to
use the PAW datasets, since new PPs are no longer distributed for VASP [186]. Therefore Ultra-
soft Pseudopotentials as implemented in VASP.4.6 were not considered for further calculations.
6.3.2 PAWs
Optimized lattice parameters of all examined hydrides are listed in Table 26. Deviations vary
from 0.5 to 2 % compared to the experimental values, which seems to be acceptable.
Table 26: Optimized lattice parameters of all examined hydrides.
Compound a calc. (exp.)[pm] b calc. (exp.)[pm] c calc. (exp.)[pm]
MgH2 450.4 (448.9) 450.2 (448.9) 301.1 (300.1)
CaH2 582.4 (594.5) 350.2 (359.2) 681.3 (680.5)
SrH2 635.4 (638.8) 385.2 (387.5) 729.2 (733.8)
BaH2 684.4 (681.0) 415.8 (417.0) 787.8 (787.0)
LiSrH3 380.0 (383.5) 380.0 (383.5) 380.0 (383.5)
LiEuH3 370.0 (379.8) 370.0 (379.8) 370.0 (379.8)
LiBaH3 401.8 (402.3) 401.8 (402.3) 401.8 (402.3)
LiBaF3 405.6 (399.7) 405.6(399.7) 405.6(399.7)
KMgH3 402.5 (402.5) 402.5 (402.5) 402.5 (402.5)
KMgF3 407.0 (398.3) 407.0 (398.3) 407.0 (398.3)
NaMgH3 (cub.) 386.2 (-) 386.2 (-) 386.2 (-)
NaMgH3 (Pnma) 545.9 (546.5) 768.7 (769.4) 540.6 (541.2)
Potential curves for KMgH3, LiSrH3 and LiBaH3 crystallizing in the normal and the inverse
cubic perovskite structure type are shown in Fig. 114, 115 and 116.
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Figure 114: Potential curves for KMgH3 in the normal and inverse cubic perovskite structure
type.
Figure 115: Potential curves for LiSrH3 in the normal and inverse cubic perovskite structure
type.
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Figure 116: Potential curves for LiBaH3 in the normal and inverse cubic perovskite structure
type.
It is clear that the normal cubic perovskite structure type is energetically favored for KMgH3,
whereas for LiSrH3 and LiBaH3 the inverse cubic perovskite structure is preferred. Those re-
sults are in good agreement with neutron powder data from literature [37] (in case of LiBaH3) and
collected within this work (LiSrH3). Even though neutron diffraction data are not available for
KMgH3, the theoretical results strongly support the assumption made for structure refinements
(see Sect.4.2.6) that KMgH3 crystallizes in the normal cubic perovskite type. As a conclusion,
K, Sr and Ba are coordinated cuboctahedrally by hydrogen in those hosts used for Eu(II) lumi-
nescence and, assuming Eu2+ to occupy those sites due to size effects, the coordination sphere
of the luminescence center is expected to be a cuboctahedron. Potential curves were evaluated
using VASP within the ASE atomic simulation environment [187].
Bader chargers for the favored structure type are also given (see Table 27). Bader charges
were evaluated using the Bader Charge Analysis script provided by the University of Texas
at Austin [175–177]. The charge of the hydrogen anions is calculated to be between -0.73 and
-0.78 for all considered cubic perovskite type hydrides, thus being less negative than the formal
charge -1 whereas the cations carry a charge slightly smaller than the formal oxidation state of
+1 and +2, respectively. The observation of charges with absolute values smaller than the formal
oxidation numbers indicates that the bonding situation is not purely ionic, but also features a
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certain covalence. Assuming the Bader charges to be approximately the same as for Sr or Eu in
LiSrH3 and LiEuH3 for the case of an europium-doped host lattice, such as e.g. LiSrH3:Eu2+,
a certain covalence between the central ion Eu(II) and the hydride ligand can also be expected.
This is in good agreement with the experimental determination of the location of the barycenter
of the Eu(II) 5d levels and the observation of a redshift in the emission energies of Eu(II) in
hydride host lattices (see 4.2.8).
Table 27: Bader charges of AIMIIH3 for the energetically more stable perovskite structure type;
the value for the neutral atom is 0.
Compund H MII AI
KMgH3 -0.78 1.58 0.76
KMgF3 -0.87 1.76 0.86
LiSrH3 -0.75 1.42 0.83
LiBaH3 -0.73 1.34 0.85
LiBaF3 -0.86 1.70 0.89
LiEuH3 -0.78 1.45 0.89
NaMgH3 (cub.) -0.82 1.59 0.87
NaMgH3 (Pnma) -0.81 1.59 0.85
In case of the hypothetical cubic NaMgH3 the A-cation carries a charge almost equal to the
charges of the A-cations in the fluorides KMgF3 and LiBaF3 and thus the hydride possesses a
more negative charge than in the other hydride perovskites. In experiment, no cubic perovskite,
but a variant with slightly tilted and distorted octahedra is found [44]. The absence of a cubic
variant despite a tolerance factor indicating its existence is discussed in Section 4.2.9. In the
orthorhombic structure the absolute values for the Bader charges of hydride and the A-cation
becomes only slightly smaller and the change does not seem to be significant.
To gain a better understanding of the luminescence properties of rare earth doped alkaline-earth
metal hydrides, the density of states of the pure alkaline-earth metal hydrides were evaluated
(Fig.117). Among others, these calculations were supposed to deliver a crude estimation of the
size of the band gaps, which might allow a preliminary selection of possible host lattices with
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sufficiently large band gaps.
Strictly speaking, calculated band gaps are not comparable with experimental band gaps. How-
ever, in the following they will be compared to each other, because this is a common and con-
venient approach being helpful in interpreting experimental results.
For MgH2 (rutile type structure) a k-point mesh of 12 · 12 · 16 was used, whereas the k-point
mesh for the compounds crystallizing in the PbCl2 type was 10 · 16 · 8.
Furthermore, the density of states of selected ternary hydrides crystallizing in the space group
Pm3¯m were evaluated using a k-point mesh of 15 · 15 · 15 (Fig. 118).
For MgH2, CaH2, SrH2 and BaH2 band gaps of about 3.7 eV, 2.8 eV, 3.1 eV and 2.7 eV were
obtained. Theoretical calculations predict sufficiently large band gaps, which is in good agree-
ment with the experimental observation of white powders of those host materials. However, the
trends observed in theoretical calculations do not correlate with the emission energies observed
in the luminescence emission spectra (Ca to Ba: emission with peak maximum at 765 nm (1.621
eV), 728 nm (1.703 eV) and 755 nm (1.642 eV)). For KMgH3, LiSrH3 and LiBaH3 the calcu-
lated band gaps are 2.6 eV, 1.8 eV and 2.0 eV, whereas the emission have their peak maximum
at about 565 nm (2.194 eV), 565 nm (2.194 eV) and 530 nm (2.339 eV). Thus the knowledge
of the size of the direct band gaps is not sufficient for predicting luminescence properties, even
though one condition for the occurrence of luminescence is a sufficiently large band gap. How-
ever, a theoretical prediction of the size of the band gap of a possible host lattice might help in
pre-selecting suitable hosts. For further predictions, the location of the 4f and 5d states of eu-
ropium relatively to the valence and conduction band states of the host needs to be known. For
some cases, for instance for Ce(III) in hexahalides and others, calculations explicitly treating
the 4f and 5d states have been carried out using ab initio embedded cluster calculations [85,141],
such methods are, however, beyond the scope of this work.
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Figure 117: Density of states (DOS) of the earth alkaline metal hydrides calculated with PAW
in units of states per eV and cell.
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Figure 118: Density of states (DOS) of selected ternary metal hydrides calculated with PAW in
units of states per eV and cell.
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6.4 Theoretical studies of LixSr1−xAlSi and its corresponding hydrides
The Zintl phase SrAlSi (space group P 6mmm) and its hydride SrAlSiH (space group P3m1), as
well as the half-Heusler phase LiAlSi (space group F4¯3m) and its hydride LiAlSiH0.9 (space
group F4¯3m), were studied theoretically using PAW. In order to describe the partial occupancy
of Al and Si in SrAlSi on the 2d site, an ordered arrangement was considered (space group
P6¯m2, Al on 1f, Si on 1d), even though in experiment it is assumed that the Al and Si atoms are
distributed more or less randomly [188]. For LiAlSiH0.9 the H atoms were placed in the tetrahe-
dral voids (4d site) and a full occupancy was assumed.
Furthermore, the mixed systems LixSr1−xAlSi and LixSr1−xAlSiH were investigated in order to
estimate the relative stabilities of the structure types with increasing lithium content. Relative
stabilities of the mixed crystals LixSr1−xAlSi were calculated for the cubic and the hexagonal
modification. Likewise, relative stabilities of LixSr1−xAlSiH were calculated for the cubic and
the trigonal modification. For the hypothetic cubic modifications, 2x2x2 super cells were used.
Starting from the unit cell F4¯3m, a klassengleiche (IIa) transition to P4¯3m, followed by a klas-
sengleiche (IIb) transition with a doubling of the axes to F4¯3m was carried through. As for the
unit cell, a full occupancy of the H position was assumed for LixSr1−xAlSiH. For the trigonal
modification of LixSr1−xAlSiH a 2x2x1 super cell was created by a klassengleiche (IIc) transi-
tion with a doubling of the a and b axes, which corresponds to an enlargement of the mesh size
in the a,b plane and therefore a mixed occupation within the layers. For the hexagonal modifi-
cation of LixSr1−xAlSi a 1x1x4 super cells was created. As for the unit cell of SrAlSi, first an
ordered arrangement was considered (spacegroup P6¯m2, Al on 1f, Si on 1d). Afterwards two
klassengleiche (IIc) transitions with doubling of the c-axis were carried out. Due to the large
size of the systems, ion positions were only relaxed for the end members of the hypothetical
solid solutions series. For all other calculations, only cell volumes, but no ion positions were
relaxed.
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6.4.1 Lattice parameters of the unit cells
Optimized lattice parameters of all examined compounds are listed in Table 28. Deviations from
the experimental values for the pure compounds are about or less than 1 %.
Table 28: Optimized lattice parameters of all examined hydrides.
a calc. (exp.) [pm] b calc. (exp.) [pm] c calc. (exp.) [pm]
LiAlSi 593.9 (592.8) 593.9 (592.8) 593.9 (592.8)
LiAlSiH 593.3 (592.8) 593.3 (592.8) 593.3 (592.8)
SrAlSi 426.6 (421.5) 426.6 (421.5) 475.6 (477.0)
SrAlSiH 422.8 (421.39) 22.8 (421.39) 495.2 (495.50)
6.4.2 Density of states of the unit cells
The densities of states of the pure compounds were evaluated. For SrAlSi and its hydride SrAl-
SiH a Γ-centered k-point mesh of 12 · 12 · 14 (344 irreducible k-points and 1012, respectively)
was used, whereas the k-point mesh for the compounds LiAlSi and its hydride LiAlSiH was 15
· 15 · 15 (resulting in 120 irreducible k-points). The evaluation of the partial occupancies was
carried out using the tetrahedron method with Blöchl corrections.
According to the theoretical calculations, LiAlSi, LiAlSiH and SrAlSiH are semiconductors
with rather small band gaps, whereas SrAlSi is metallic (see Fig. 119). The DOS of SrAlSi [189]
and SrAlSiH are in good agreement with earlier calculations [66,189,190]. It should be noted that
DFT usually underestimates band gaps, so that the gaps are probably slightly larger.
141
6 Electronic structure calculations - Details and results
Figure 119: Density of states (DOS) calculated with PAW (Tetrahedron method) in units of
states per eV and cell.
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6.4.3 Relative stabilities and structural parameters of the super cells
Calculated relative stabilities and structural parameters of LixSr1−xAlSi in F4¯3m and P6¯m2 and
LixSr1−xAlSiH in F4¯3m and P3m1 are listed below (see Table 29 and 30).
Table 29: Optimized lattice parameters, volumes and volumes per formula unit of LixSr1−xAlSi
in F4¯3m and P6¯m2.
x F 4¯3m P 6¯m2
a [pm] V [pm3] V (f.u.) [pm3] a [pm] c [pm] V [pm3] V (f.u.) [pm3]
1 1184.2 1.66·109 5.19·107 410.3 1857.4 1.82·108 4.54·107
0.875 1213.3 1.79·109 5.58·107 - - - -
0.75 1236.1 1.89·109 5.90·107 414.9 1878.1 1.88·108 4.9·107
0.5 - - - 418.3 1893.6 1.92·108 4.81·107
0.25 1318.1 2.29·109 7.16·107 421.4 1917.7 1.98·108 4.93·107
0.125 1345.0 2.43·109 7.60·107 - - - -
0 1359.8 2.51·109 7.86·107 426.6 1902.4 2.01·108 5.03·107
Table 30: Optimized lattice parameters, volumes and volumes per formula unit of
LixSr1−xAlSiH in F4¯3m and P3m1.
x F 4¯3m P3 m1
a [pm] V [pm3] V (f.u.) [pm3] a [pm] c [pm] V [pm3] V (f.u.) [pm3]
1 1182.6 1.65·109 5.17·107 812.2 481.3 1.84·108 4.61·107
0.875 1214.0 1.79·109 5.591·107 - - - -
0.75 1231.4 1.87·109 5.836·107 822.2 487.3 1.91·108 4.78·107
0.5 - - - - - - -
0.25 1318.1 2.29·109 7.16·107 836.4 495.7 2.01·108 5.03·107
0.125 1317.9 2.29·109 7.16·107 - - - -
0 1330.4 2.35·109 7.36·107 842.4 499.3 2.06·108 5.14·107
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Figure 120: Relative energies and volumes per formula unit for the hypothetical mixed system
LixSr1−xAlSi in the space groups F4¯3m (216) and P6¯m2 (187).
Figure 121: Relative energies and volumes per formula unit for the hypothetical mixed system
LixSr1−xAlSiH in the space groups F4¯3m (216) and P3m1 (156).
As expected for the strontium-rich side, the hexagonal structure type (P6¯m2) was found to be
more stable than the cubic (F4¯3m) in LixSr1−xAlSi, whereas the cubic structure type is stable
for the lithium-rich side. This result is in good agreement with the experimental observation
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of the cubic structure type for LiAlSi and the hexagonal structure type for SrAlSi. For x = 34 ,
the cubic structure type becomes more stable. It would be interesting to experimentally check
the validity of the theoretical result predicting a transition in structure type, which is, however,
beyond the scope of this work. In case of an experimental study it should, however, be kept in
mind that kinetic effects and entropy may also effect the results of a study. For the hydrides
LixSr1−xAlSiH the trigonal structure type (P 3m1) was found to be relatively more stable than
the cubic structure type (F4¯3m) for x = 0-1. Thus the theoretical result is in agreement with
experiment for SrAlSiH, but it is, similar to experimental findings [64], inconsistent with the
existence of a cubic LiAlSiH claimed in [63]. Using the in-situ single-crystal sapphire cell, LiAl-
SiH (F4¯3m) could not be obtained [64], but at high hydrogen pressures a new structure, which
was indexed as trigonal, was observed. However, the metric of the possibly trigonal hydride
of LiAlSi did not match the cell parameters of the structure used in calculations. Anyhow, the
existence of a cubic LiAlSiH is questionable and a hydride of LiAlSi might crystallize in a trig-
onal structure type different from the one used in calculations. Therefore, further experimental
studies are necessary in order to give a definite answer.
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7 Summary and outlook
For the first time a systematic study of Eu(II) luminescence in different hydride host lattices
was carried out. Hydridic matrices had not been used as host lattices for Eu(II) before and
except for Eu(II)-luminescence in SrH2:Eu2+, which had been prepared during preliminary
works [34], Eu(II) luminescence had never been observed within a hydride host lattice. All
samples showed broad luminescence emission and absorption bands at RT which are due to
parity-allowed electric dipole transitions between the 4f7 and 4f65d levels of Eu2+.
It could be shown that the use of hydride host lattices leads to a redshift in the emission energies
compared to so-far known host lattices. This redshift was mainly explained with the softness
of the hydride ligand and the resulting covalence of the europium-hydride bond which leads to
a shift of the barycenter of the 5d levels to lower energies. Its size shows a dependence on the
coordination geometry and the metal-hydride interatomic distances.
Crystal field strengths were also estimated for certain host lattices and it was concluded that the
larger crystal field strength in hydrides also plays a role in the redshift, however, its effect is
much smaller than the effect of the centroid shift.
The widest redshift was observed for the compounds EuxM1−xH2 (M = Ca, Sr, Ba) with x
= 0.5-1% and the distorted perovskite NaMgH3:Eu2+ (1.0 mol%). The maximum emission
wavelengths are 764 nm (M = Ca), 728 nm (M = Sr), 750 nm (M = Ba) and 700 nm (NaMgH3).
Furthermore, temperature dependent luminescence and decay curves were studied for the
inverse perovskites LiSrH3:Eu2+, LiSrD3:Eu2+, LiBaH3:Eu2+ and LiBaD3:Eu2+ (0.5 mol%),
the normal cubic perovskite KMgH3:Eu2+ (1.0 mol%) and the orthorhombically distorted
perovskite NaMgH3:Eu2+ (1.0 mol%). In case of the Sr and Ba perovskites all samples showed
a vibrational fine structure at low temperatures, which was exceptionally well-resolved for the
Sr compounds. Especially in LiSrH3:Eu2+ it was possible to distinguish a coupling with at least
three different modes. The assignment of the vibrational modes in luminescence excitation and
emission spectra of LiSrH3:Eu2+ and LiSrD3:Eu2+ even allowed to determine that the bonding
in the 4fn−15d(eg) excited state is weaker than in the ground state. These well-resolved spectra
also permit the first quantitative estimation of the crystal field strength of hydride and deuteride
ever. Furthermore, the comparison between the exceptionally well-resolved vibrational modes
of LiSrH3:Eu2+ and LiSrD3:Eu2+ also allowed to confirm previous research claiming that low
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energy acoustic phonons do not show the expected
√
2-dependence and are similar for hydrides
and deuterides.
Hydride-fluoride mixed crystals could be synthesized in the systems EuHxF2−x (x = 0-0.8),
SrHxF2−x:Eu2+ (x = 0-0.5) and LiBaHxF3−xEu2+ and KMgHxF3−xEu2+ (x = 1). For the first
time Eu(II)-luminescence was studied in hydride-fluoride host lattices. Especially EuHxF2−x
allowed the design of varying luminescence colors from dark red for hydride-rich samples to
orange and yellow for fluoride-rich samples, but also the other mixed coumpounds showed
that an increase in fluoride compared to hydride leads to significant blueshifts of the emission
wavelength of Eu(II). Further optimization of the preparation conditions might allow the
targeted design of mixed compounds with desired emission wavelengths.
Additionally, in EuHCl Eu(II)-luminescence could be observed for the first time in a mixed
hydride-chloride compound. Even though samples were not completely phase pure, it is clear
that EuHCl shows an extremely bright luminescence. Further optimization of the synthesis
might yield a phosphor with very high emission intensities.
In the systems YbH2+x and YbD2+x a reversible signal at approx. 350◦C and 50 bar hydrogen
pressure was observed in the DSC, thus leading to the suggestion that a further hydrogen uptake
under high hydrogen pressure might be possible. In-situ neutron diffraction measurements
of YbD2+x within the single crystal sapphire high-pressure cell at 50 bar deuterium pressure
showed the formation of new, slightly different reflections at 350◦C. However, the reaction
could not be completed and it was not possible to completely solve the structure from the data
available. The observed expansion of the lattice parameters was slightly larger than thermal ex-
pansion reported for similar compounds. Therefore, a further deuterium uptake seems plausible.
Relative stabilities and structural parameters were calculated for mixed crystals of the Half-
Heusler phase LiAlSi and the Zintl phase SrAlSi in both space groups, F 4¯3m and P 6¯m2 as well
as for the mixed crystals of their corresponding hydrides LixSr1−xAlSiH in F 4¯3m and P3m1.
Calculations for the end members LiAlSi, SrAlSi and SrAlSiH confirmed previous experimental
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works, whereas the existence of the hydride LiAlSiH in F 4¯3m could not be confirmed. This
results is in agreement with experimental results within the group and further experiments are
necessary to clarify this question beyond doubt.
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8.1 List of abbreviations
acc. according to
a.u. arbitrary units
av. average
bra-ket notation 〈Φ |Ψ〉 ∫ dx Ψ∗(x) · Φ(x)
CN coordination number
DFT density functional theory
DOS density of states
DSC differential scanning calorimetry
FWHM Full width at half maximum
GGA generalized gradient approximation
ILL Institute Laue-Langevin
LDA local density approximation
LED light emitting diode
mol% mol-percentage
MR molar ratio
occ. occupation number
PAWs projector augmented waves
RM-DIIS residual minimization scheme - direct inversion in the iterative subspace
RT room temperature
SG space group
site sym. site symmetry
US-PP ultrasoft pseudopotential
UV ultra violet
w% weight percentage
XRD X-ray diffraction
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8.2 Structural data of important host lattices studied within this work
Using XRD data, only metal positions, but no hydrogen positions were refined. Hydrogen posi-
tions were either taken from literature or refined from neutron powder diffraction data (usually
of the deuterides).
8.2.1 The PbCl2 structure type
• space group Pnma
• representatives: the alkaline-earth metal hydrides CaH2, SrH2, BaH2 and EuH2 and YbH2
Table 31: CaH2 (positions acc. [30]); a = 594.47(5) pm, b = 359.20(2) pm, c = 680.47(5) pm.
(Standard deviations as given by the program Fullprof).
site site sym. atom x y z occ.
4c .m. Ca 0.2424 1/4 0.10860 1
4c .m. H1 0.3543 1/4 0.4264 1
4c .m. H2 0.9727 1/4 0.6775 1
Table 32: SrH2 (positions acc. [10]); a = 638.175(9) pm, b = 387.428(6) pm, c = 732.23(1) pm.
(Standard deviations as given by the program TOPAS).
site site sym. atom x y z occ.
4c .m. Sr 0.2598 1/4 0.8890 1
4c .m. H1 0.6450 1/4 0.9267 1
4c .m. H2 0.0235 1/4 0.1771 1
Table 33: BaH2 (positions acc. [10]); a = 681.03(7) pm, b = 416.79(3) pm, c = 787.04(7) pm.
(Standard deviations as given by the program Fullprof).
site site sym. atom x y z occ.
4c .m. Ba 0.2591 1/4 0.8849 1
4c .m. H1 0.6360 1/4 0.9209 1
4c .m. H2 0.0376 1/4 0.1823 1
150
8 Appendix
Table 34: EuH2; a = 626.06(3) pm, b = 380.98(1) pm, c = 722.43(3)) pm. (Standard deviations
as given by the program TOPAS).
site site sym. atom x y z occ.
4c .m. Eu 0.2404(9) 1/4 0.8852(3) 1
4c .m. H1 0.6450 1/4 0.9267 1
4c .m. H2 0.9735 1/4 0.6771 1
Table 35: YbD2; a = 593.72(3) pm, b = 361.46(2) pm, c = 7680.70(4)) pm. (Standard deviations
as given by the program TOPAS).
site site sym. atom x y z occ.
4c .m. Yb 0.257(1) 1/4 0.3907(5) 1
4c .m. D1 0.1446 1/4 0.06940 1
4c .m. D2 0.02830 1/4 0.6770 1
8.2.2 The inverse cubic perovskite structure type
• space group Pm3¯m
• representatives: LiSrH3, LiBaH3, LiEuH3 and the corresponding deuterides, LiBaF3
Table 36: The inverse cubic perovskite structure type using the example of LiSrH3; a =
383.572(4) pm. (Standard deviations as given by the program TOPAS).
site site sym. atom x y z occ.
1b m3¯m Sr 1/2 1/2 1/2 1
1a m3¯m Li 0 0 0 1
3d m3¯m H 1/2 0 0 1
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The lattice constants a of the compounds crystallizing in the inverse cubic perovskite structure
type within this work (Standard deviations as given by the program TOPAS) are listed in Table
37. Note that more than one sample of LiSrH3:Eu2+ and LiBaH3:Eu2+ were prepared in order
to confirm the observation of the yellow and green Eu(II) luminescence, the date of preparation
is therefore given in parentheses. In case more than one sample is given, samples used for
luminescence measurements at low temperature are marked with a *.
Table 37: Lattice constant a of inverse cubic perovskites.
ABX3 a [pm]
SrLiH3 383.572(4)
SrLiH3:Eu2+ (0.5 mol%) (11/11/2010) 383.484(2)
SrLiH3:Eu2+ (0.5 mol%) (13/12/2011 Nr.1)* 383.498(3)
SrLiH3:Eu2+ (0.5 mol%) (13/12/2011 Nr.2) 383.444(2)
SrLiD3:Eu2+ (0.5 mol%) 382.535(3)
BaLiH3 402.395(1)
BaLiH3:Eu2+ (18/07/2011) 402.349(2)
BaLiH3:Eu2+ (22/11/2011)* 402.284(3)
BaLiD3 401.459(3)
BaLiF3:Eu2+ 399.692(1)
8.2.3 The normal cubic perovskite structure type
• space group Pm3¯m
• representatives: KMgH3
Table 38: The normal cubic perovskite structure type using the example of KMgH3; a =
402.629(6) pm. (Standard deviations as given by the program TOPAS).
site site sym. atom x y z occ.
1b m3¯m K 1/2 1/2 1/2 1
1a m3¯m Mg 0 0 0 1
3d m3¯m H 1/2 0 0 1
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8.2.4 The orthorhombically distorted perovskite structure type of NaMgH3
Table 39: The orthorhombically distorted perovskite structure type of NaMgH3 using the exam-
ple of NaMgH3:Eu2+ (1 mol%); a = 546.84(1) pm, b = 771.13(2) pm, c = 545.21(1) pm, Pnma.
(Standard deviations as given by the program TOPAS).
site site sym. atom x y z occ.
4b 1¯ Mg 0 0 1/2 1
4c m Na 0.015 1/4 0.082 1
4c m H 0.064 1/4 0.483 1
8d 1 H 0.292 0.040 0.708 1
8.2.5 SrMgH4
Table 40: SrMgH4; a = 397.478(3) pm,b = 1372.21(1) pm, c = 558.752(5) pm, Cmc21. (Stan-
dard deviations as given by the program TOPAS).
site site sym. atom x y z occ.
4a m Sr 0 0.3582 0.3615 1
4a m Mg 0 0.0831 0.3241 1
4a m H 0 0.0285 0.0 1
4a m H 0 0.1674 0.5946 1
4a m H 0 0.1983 0.1238 1
4a m H 0 0.5773 0.3121 1
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8.2.6 The fluorite structure type
• space group Fm3¯m
• representatives: EuF2, SrF2 and mixed crystals in the systems EuHxF2−x and SrHxF2−x
Table 41: The fluorite structure type using the example of EuF2; a = 583.947(5) pm. (Standard
deviations as given by the program TOPAS).
site site sym. atom x y z occ.
4a m3¯m Eu 0 0 0 1
8c m3¯m F 1/4 1/4 1/4 1
8.2.7 Single crystal and powder data of Eu2H3Cl
Table 42: Eu2H3Cl (single crystal) according to [153]; a = 409.19(6) pm, c = 690.71(14).
site site sym. atom x y z occ.
2d 3m Eu 2/3 1/3 0.2886(3) 1
1a 3¯m Cl 0 0 0 1
2d 3m H 2/3 1/3 0.85(4) 1
1b 3¯m H 0 0 1/2 1
Table 43: Eu2H3Cl according to the Ba2H3Cl structure [154]; a = 424.03(2) pm, c = 676.97(8).
site site sym. atom x y z occ.
2d 3m Eu 2/3 1/3 0.2105 1
1a 3¯m Cl 0 0 1/2 1
2d 3m H 1/3 2/3 0.1705 1
1b 3¯m H 0 0 0 1
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Table 44: Eu2H3Cl (single crystal) according to [155]; a = 409.7(1) pm, c = 696.2(2).
site site sym. atom x y z occ.
2d 3m Eu 1/3 2/3 0.7072(1) 1
1a 3¯m Cl 0 0 0 1
2d 3m H 1/3 2/3 0.370(14) 1
1b 3¯m H 0 0 1/2 1
Note that the members of the site 2d are 1/3, 2/3, z and 2/3, 1/3, z¯ so that both structural data
are quite similar, but not exactly the same.
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8.3 Luminescence spectra and lifetimes
Figure 122: Luminescence spectra (FM4) of LiSrH3:Eu+2 (0.5 %) at 293 K, excitation from
360 nm to 450 nm.
Figure 123: Luminescence spectra (FM4) of LiSr1−yBayH3:Eu+2 (0.5 %) at 293 K (y corre-
sponds to the initial weight).
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Figure 124: Emission spectrum (FL920) of NaMgH3:Eu2+ (approx. 1 mol%) at 4 K, corrected
for lamp sensitivity. Excitation at 376.8 nm.
Table 45: Temperature dependence of the decay times of EuH0.278F1.722, data based on biexpo-
nential fit.
T τshort [ns] τlong [ns]
4 76 473
15 72 482
45 72 481
90 65 454
130 61 435
180 61 376
220 57 307
255 31 156
293 13 64
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8.4 Temperature-dependent lattice constants and structural data of
YbD2+x
Since it is unclear if the temperature calibration of the pyrometer obtained for Pd is suited (as
discussed in Sect.4.8.3), both the temperatures originally measured with the pyrometer as well
as the temperatures obtained from the calibration curve are listed in the following.
Table 46: Temperature dependence of the lattice parameters of YbD2+, phase I and II.
Phase I Phase II
T orig. [◦C] T (Pd) [◦C] a [pm] c [pm] a [pm] c [pm]
29 35 633.63(3) 897.4(1) - -
49 53 633.72(3) 897.5(1) - -
89 89 633.85(3) 897.9(1) - -
124 120 634.06(3) 898.45(4) - -
158 149 634.29(3) 898.78(9) - -
186 173 634.47(2) 899.47(8) - -
217 199 634.74(2) 899.90(7) - -
253 228 635.00(2) 900.37(7) - -
287 254 635.28(2) 900.58(8) - -
322 281 635.39(2) 900.75(7) - -
355 306 635.61(2) 901.11(8) - -
397 336 635.89(5) 901.0(1) 638.4(3) 904.6(8)
430 359 636.01(3) 901.8(1) 640.1(2) 905.8(6)
441 367 636021(5) 901.8(1) 640.2(1) 906.3(5)
451 373 635.96(3) 902.1(1) 640.5(1) 906.4(5)
464 382 635.99(3) 902.3(1) 640.8(1) 906.8(4)
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Structural data of YbD2+x phase I at RT and 382◦C as well as phase II at 382◦C are given in
Tab.47, 48 and 49. A list of interatomic distances is given in Tab.50.
Table 47: YbH2+x phase I at RT; a = 633.49(1) pm, c = 898.71(3) pm, SG P3¯1m,structural data
according to [26] and additional 2d site; occupation number of Yb and all positions fixed, B of all
Yb and D, respectively, were coupled. (Standard deviations as given by the program TOPAS).
Molecular formula acc. occupation: YbD2.25.
site site sym. (Np) atom x y z occ. B
Yb1 1a Yb 0 0 0 1 0.44(1)
Yb2 2c Yb 1/3 2/3 0 1 0.44(1)
Yb3 6k Yb 0 0.3387 0.3295 1 0.44(1)
D1 2d D 1/3 2/3 1/2 0.14(1) 0.87(5)
D2 6k D 0.332 0 0.582 0.86(1) 0.87(5)
D3 2e D 0 0 0.646 0.91(1) 0.87(5)
D4 4h D 1/3 2/3 0.212 0.90(1) 0.87(5)
D5 6k D 0.353 0 0.0717 0.74(1) 0.87(5)
D6 6k D 0.2383 0 0.8293 0.809(9) 0.87(5)
Table 48: YbH2+x phase I at 382◦C; a = 635.92(3) pm, c = 902.2(1) pm, SG P3¯1m,structural
data according to [26] and additional 2d site; occupation number of Yb and all positions fixed,
B of all Yb and D, respectively, were coupled. (Standard deviations as given by the program
TOPAS). Molecular formula acc. occupation: YbD2.44.
site site sym. (Np) atom x y z occ. B
Yb1 1a Yb 0 0 0 1 1.1(1)
Yb2 2c Yb 1/3 2/3 0 1 1.1(1)
Yb3 6k Yb 0 0.3387 0.3295 1 1.1(1)
D1 2d D 1/3 2/3 1/2 0.38(4) 2.7(1)
D2 6k D 0.332 0 0.582 1.00(5) 2.7(1)
D3 2e D 0 0 0.646 0.72(6) 2.7(1)
D4 4h D 1/3 2/3 0.212 0.79(4) 2.7(1)
D5 6k D 0.353 0 0.0717 0.91(5) 2.7(1)
D6 6k D 0.2383 0 0.8293 0.85(2) 2.7(1)
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Table 49: YbH2+x phase II at 382◦C; a = 640.7(1) pm, c = 906.9(4) pm, SG P3¯1m,structural
data according to [26] and additional 2d site; occupation number of Yb and all positions fixed,
B of all Yb and D, respectively, were coupled. (Standard deviations as given by the program
TOPAS). Molecular formula acc. occupation: YbD2.07.
site site sym. (Np) atom x y z occ. B
Yb1 1a Yb 0 0 0 1 1.9(1)
Yb2 2c Yb 1/3 2/3 0 1 1.9(1)
Yb3 6k Yb 0 0.3387 0.3295 1 1.191)
D1 2d D 1/3 2/3 1/2 0.45(4) 3.4(1)
D2 6k D 0.332 0 0.582 1.00(8) 3.4(1)
D3 2e D 0 0 0.646 0.39(8) 3.4(1)
D4 4h D 1/3 2/3 0.212 0.56(4) 3.4(1)
D5 6k D 0.353 0 0.0717 0.94(7) 3.4(1)
D6 6k D 0.2383 0 0.8293 0.51(2) 3.4(1)
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Table 50: Interatomic distances [in pm] in the refined structures of YbH2+x. (Standard devia-
tions as given by the program TOPAS).
phase I RT phase I 382◦C phase II 382◦C
Yb1 - D6 (6x) 215.2 216.0 217.5
D5 (6x) 232.7 233.6 235.3
Yb2 - D4 (2x) 190.5 191.2 192.3
D5 (6x) 215.1 215.9 217.5
D6 (6x) 290.6 291.7 293.7
Yb3 - D3 (1x) 215.7 216.5 218.1
D2 (2x) 224.1 224.9 226.6
D2 (1x) 227.2 228.1 229.2
D2 (1x) 229.2 230.7 231.7
D5 (1x) 231.9 232.8 233.9
D4 (2x) 234.6 235.5 237.2
D6 (2x) 238.3 239.5 240.9
D1 (2x) 269.5 260.5 262.3
shortest dist.
D - D 211.9 212.7. 214.3
Yb - Yb 362.8 363.6 365.6
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