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1. INTRODUCTION 
We consider a finite slab (bar, rod) of length L and we suppose that its boundaries x = 0, L are 
subjected to a prescribed periodic temperature -r(wt), where t E (-cxD, cx~) is the time and w > 0 
is a parameter. Then if the slab is homogeneous, the problem recasts in nondimensional variables 
as the classical inear heat equation for the temperature u(x, t), namely 
C~2U G~U 
F°ox2 - at '  (x,t) • (0,1) × ( -~ ,oo) ,  (1) 
subject to the Dirichlet boundary conditions 
u(0, t) = ~(1, t) = ~(t), t e ( -~ ,  oo), (2) 
where Fo = c~/(wL 2) is the nondimensional Fourier number, a is the thermal diffusivity, and the 
time t has been nondimensionalised with w-1. Higher-dimensional, inhomogeneous or anisotropic 
heat conductors can in principle be analysed, but, since the main objective of this study is related 
to convergence issues of a method, they are deferred to a future work. 
The uniqueness of the solution u of problems (1) and (2) can be established by an appeal to 
the maximum principle, or by an energy argument, see [2] where the asymptotic behaviour of u 
for large Fo has also been established using the differential iteration method. In this paper, 
we establish the equivalence of this method and Adomian's decomposition method in the one- 
dimensional case and further we investigate their convergence r gardless of whether Fo is large 
or not. 
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2. DECOMPOSIT ION METHOD 
First, we recast equation (1) as 
1 
L~u = ~oLt u, (3) 
= 0 2 where Lxx ~ and Lt : o .  Then, based on the Dirichlet boundary conditions (2), we define 
the inverse operator [3], 
x x ~ 1 x ~ 
Based on Adomian's decomposition method [4], we then look for a solution of (1) and (2) of 
the form 
N-1  
u = l im (~N, CN = E Un '  N ~ 1, 
N-~oo 
n=0 
UO(X,t) = 7(t), un+l(x,t) = l~--nxlLtun(x,t ), n > O. 
1"0  
Calculating a few terms of the recurrence xpression (6), we find that 
(5) 
(6) 
4! 
u3(x,t) = ~___~rm(t) (xa -  3x5 + 5x3 - 3x) 
6! 
u4(x,t) = ~____~r,,,(t) (xs -4xT  +14xS-  28xa +17x)  
8! 
and, in general, we remark that 
(7) 
(s) 
(9) 
(lO) 
where 
us(x, t) = ~---~-(n)(t)an(x), n _> 0, (11) 
x x '  1 x ~ 
= , = a~-i (x") dx" x dx' - a~- i  (x") dx", n > 1, (12) 
and, for the moment, we have supposed r to have derivatives r ('~) of all orders. If series (5) con- 
verges, and if it is permissible to differentiate it term-by-term, we would conclude from expression 
(6) that series (5) satisfies both the differential equation (1) and the boundary conditions (2). 
What we shall show later in Theorem 1 is that, provided r has continuous derivatives of order 
N > 2, the sequence of partial sums CN, given by 
N-1 1 (r~) 
CN(X,t) = ~ ~-~OnT" (t)an(x), N > 1, (13) 
n=O 
provides a good approximation to u. Coefficients (11) are exactly the same as those obtained in [2] 
using the differential iteration method, and therefore, we can conclude that the differential itera- 
tion and the Adomian decomposition methods produce the same solutions for the one-dimensional 
heat equation (3) with periodic boundary temperatures (2). However, in higher-dimensions, they 
Adomian's Decomposition Method 15 
differ significantly and also for other nonperiodic boundary conditions, Adomian's decomposit ion 
method is more general [1,5]. 
At this stage, it is useful to formulate some properties of the coefficients an, as given by the 
following lemma. 
LEMMA 1. For all n > 1, the coefficient a~(x) has the unique extremum x0 = 1/2 in the 
interval [0, 1] and the following estimate holds: 
[[anll= an( l~ ~8 -n, n> l, (14) 
\ z /  
where the norm is the uniform (maximum) norm, name/y, ]lall = max{la(x)l  : x E [0,1]}, and 
indeed all the norms that occur in this paper are of this type. 
PROOF. We observe that the lemma is true for n = 1, in which case, fi'om expression (7), 
a l (x)  = (x 2 -  ec)/2 and we proceed by mathematical  induction. Thus, we assume that the 
lemma is true for all ak for k = 1 , . . . ,  (n - 1), and we attempt o prove that is true for an. First,  
we remark that fi'om expression (12), we have for all n >_ 1, 
I I  an(O) = an(I)  = O, an = an-1. (15) 
From Taylor's theorem, we immediately obtain, for any x E (0, 1), that  there is a {~ E (0, x) 
such that a,~(x) = ((x 2 -  x)/2)an_l(~).  From this, we have Ilanll <_ (1/8)llan-~ll <_ 8 -n, as 
required. Also, since ao(x) = 1, from expression (15), it follows that an(x) is a polynomial 
function of degree 2n. From Taylor's formula, we obtain 
an(x) : E (X--  la(k)k' n = X-- a n' +k~O= x--  (-~)~.an-kl , (16) 
where use has been made of expression (15) and the hypothesis of induction, namely, that  
a~(1/2) = 0 for k = 1 , . . . , (n  - 1). From equation (16), on imposing an(0) = an(I)  = 0, we 
obtain a ' (1 /2 )  = 0, hence, x0 = 1/2 is a stat ionary point for an. This point cannot be an inflex- 
ion point for an(x) because then an- l (x0)  = 0 and from expression (15), an - l (0 )  = an- l (1 )  = 0, 
and from Rolle's theorem, an-1 would have two stationary points, one in the interval (0,x0) 
and one in the interval (x0, 1), which contradicts the hypothesis of induction for an-1. Hence, 
x0 = 1/2 is an extremum point for an. This point is the unique extremum since, otherwise, from 
" would vanish at an interior point in (0, 1) and again the previous argument Rolle's theorem, a~ 
will lead to a contradiction. This concludes the proof by mathematical  induction of the lemma.  
On calculating a few terms in the recurrence xpression (12), see also equations (7) (10), we 
observe that  
1 2n ~ 2k-1 (17) an(x )=~ x + bkx , n >> l, 
\ k= l  / 
where bl = -1 ,  b~ = 1, b~ = -2 ,  b a = -a ,  b~ = 5, ba 3 = -a ,  and, in general, for r~ >_ 2, 
n-1 b~- i  
b~  = -1  - 2n(2n - 1) E 2k(2k + 1)' 
k=l  
2n(2n - 1) ,~-i 
b~ = (2£~-2-~- -  1) bk - l '  k = 2 , . . . ,n .  
( i s )  
Lemma 1 shows that  ]lan[I = lan(1/2)l < 1/8 n for any n _> 0. Thus, it is useful to calculate the 
sequence ~ = 8tan(1/2 ) [1/n for n >_ 1. The numerical results for the sequence ~n, obtained using 
the above expressions, are shown in Table 1 for various values of n. From this table, it can be 
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seen that  81 = 1, 0 < 8n < 1 for all n _> 2 and the sequence &z is slowly monotonically decreasing 
convergent. In this way, for a given value of n, we can improve the estimates of Lemma 1 by 
about 20% when n is sufficiently large, say n > 50. Thus, instead of expression (14), we obtain 
the explicit est imate 
I la~ll = _< , n _> 1,  (19)  
with equality holding only for n = 1. 
_(n-1}/n for n > 2. Table 1. The values of an = 81a,~(1/2)t 1/'~ for n > 1, and 7n = an_ l  
n an ~n 
1 1 .0000 - -  
2 0.9128 1.0000 
3 0.8784 0.9410 
4 0.8610 0.9073 
5 0.8506 0.8871 
10 0.8303 0.8480 
25 0.8184 0.8253 
50 0.8144 0.8179 
75 0.8131 0.8154 
We now ask how good is the approximation ON given by equation (13) to u. Based on Lemma 1, 
we can obtain the following estimates for the solution u. 
THEOREM 1. I f  r has continuous derivatives of order N (> 2), then the following estimate holds: 
I[ u - -  ~Ni [  ~-- 890  - 7-(N) < 870  T (N)  , N > 2. (20) 
PROOF. In the statement of the theorem, the norms are the uniform (maximum) norms defined 
bv H.U-¢NI] = Max {tu(x,t) - -¢N(X , t ) I :x  ~ [0, 1],t E (--oc, oo)} and ]IT(N) H = Max {Ir(N)(t)[ : 
t C ( -oc ,  ~o)} and these norms are well defined since r,  u, and CN are periodic in their dependence 
upon t. Based on expressions (13) and (15), it is easy to verify that CN satisfies the following 
boundary value problem: 
1 L CN(0,t) = CU(1 , t )= r(t) ,  LxecCN ~ ~0 t~N -- f ,  (21) 
where f = (1 /FoN)r (g) ( t )aN_ l (x) .  Following [2] and defining ~(x, t) = u(x,t)  - CN(X, t) -- 
((x -- x2)/2)(Hflt+e), where e may be any positive number, we obtain that ~ satisfies the following 
boundary value problem: 
1 
~(0, t) = ~(1, t) = 0, L~x¢ = ~ooLt~ + f + ItfN + e. (22) 
Thus, from equation (22), we obtain Lxz~ > (1/Fo)Lt~. From this and the periodicity 
of ~0 upon Tt, the homogeneous boundary conditions in (22) and the uniform ell ipticity of the 
operator L,x,  it follows on using the maximum principle [6, p. 61], that '~ < 0. Thus, (u - (/,N) <_ 
((x - x2)/2)(l l f l l  + e) for every e > 0, hence, (u - CN) --< ((x -- x2)/2)lIfN. On the other hand, 
if we now define ¢z(x, t )  = u(x , t ) -  CN(x , t )+ ( ( z -x2) /2 ) ( l l f l l  + e), where e may be any 
positive number, using a similar argument which is based on the minimum principle, we obtain 
(u - CN) _> (--(x -- x2)/2)l[fII. Based on this analysis, we therefore obtain 
1 r (N) HaN-lfl (23) 
Now est imate (20) follows immediately from (23) and Lemma 1. 
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For N = 2, est imate (20) coincides with that in [2] given by 
I1~- CNII <- (8Fo) -N  ~(N) , N >_ 2. (24) 
However, for N > 2, our estimate (20) is sharper than estimate (24). In particular, the values 
of the sequence 7N = 5(NN-11)/N for N >_ 2, which are also shown in Table 1, give an indication of 
this improvement. 
Next, we give a physical interpretation of Theorem 1. 
THEOREM 2. Let us assume, for simplicity, that ]Ir(N)[I < 1 for any N > 0 (such as a sinusoidal 
periodic temperature r( t )  = sin(t)). Then the Adomian decomposition sequence ~N given by 
equation (13) is convergent to the exact solution u of the Dirichlet problem (1) and (2), as 
N-+ oc, if 
wL 2 1 
/3 - 8c~ - 8F~ < 7-~'  (25) 
where 7 = limN-+oo 7N = limN--+c~ (iN. From Table 1, it can be seen that 7 <- 0.8154. Thus, 
in particular, CN converges to u if /3 < (0.8154)-* ~ 1.226. The previous condition in [2] 
gave the sufficient condition for convergence as /3 < 1, and therefore, our condition is mtwh 
sharper. Condition (25) can be easily satisfied by reducing the length L of the heat conductor, 
by decreasing the nondimensional frequency co, and~or by having a more diffusive medium, i.e., 
having a larger a. Further, the rate of convergence increases by varying these quantities as above. 
3. RESULTS AND DISCUSSION 
To test the physical interpretation given by Theorem 2, we consider ( t )  = sin(t), w = l s  -1, 
L = lm,  a = 1/9m2s -1, which gives/3 = 1.125 c (1, 1.226). This value violates the estimates in 
[2], but remains in the range for which our convergence represented in estimate (20) is ensured. 
Based on Table 1, we expect accurate results once N > 5. On using separation of variables, we 
can determine the analytical solution of problems (1) and (2) with the above data, as given by 
u(x, t) = sin(6x) cosh(6x)(A sin(t) + B cos(t)) 
(20) 
+ cos(fix) sinh(ax)(B sin(t) - a cos(t)) + e -az sin(t - ax), 
where 5 = (2Fo) -1/e and 
sin(5)(cosh(5) - cos(5)) cos(5)(sinh(5) - cos(5)) + e -a cosh(5) (27) 
A = sin2(5 ) + sinh2(5) , B = sin2(5 ) + sinh2(5) 
Then we can i l lustrate the convergence of Cg to U, as N increases, and also check est imate (20). 
Equation (13) gives 
N-1  
CN(x , t ) : s in ( t )+ ~ (8[3a~/n(x))**(sin(t)) n , (28) 
rt=l 
where a~(x) is calculated using expression (17). 
Figure 1 shows the convergence of Cg(X, 0) for various values of x E {0.25, 0.5}, while Figure 2 
shows the convergence of ¢N(0.5, t) for various values of t E {~/6, 7r/3, ~r/2}. Both the exact value 
for u(x,0) and the numerical value for ~bg(x,0) were found to be symmetrical about x = 0.5, 
and thus, only the results for x ~ ]0,0.5] need to be il lustrated. From Figures 1 and 2, it 
can be seen that the decomposition solution CN converges towards the exact solution (26) as 
N increases. Further, the approximatioR becomes highly accurate (< 1% relative error) after 
N > 50 terms. The pattern of oscil latory convergence resembles the noisy phenomenon from [7] 
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u(x,O) 
-0.2 
-0.4 X=0.25 
-o.6 .......... 2 ; ~  
-0.8 L.J 
-1.0 
-1.2 [ I I I I I I 
2 4 6 8 10 20  a 40 60  80  100 
Figure 1. The numerical results for CN(x,O), as a function of N, for various x E 
{0.25,0.5} in comparison with the exact solutions u(x, 0) which are shown by the 
dashed lines. 
u(o.5,t) 
. . . . . . . . . . . . . .  
0.0 . . . . . . . .  
-0.5 
-1.0 
I I I 1 
2 4 6 8 10 20 N 40 60 80100 
Figure 2. The numerical results for ¢N(0.5, t), as a function of N, for various t E 
{~r/6, ~r/3, 7r/2} in eomparison with the exact solutions u(0.5, t) which are shown by 
the dashed lines. 
in which successive approximants  add and subtract  'noisy' terms which do not contr ibute to the 
final solution. Similar conclusions have been obtained for many other points (x, t) E [0, 1] x [0, 27r]. 
At this stage, we remark that  inequal i ty (20) holds for any N > 2 and /~ > 0. However, 
the r ight-hand side sequence, rN := (~TN)NIIr(N)II, for N > 2, which, for our example with 
T(t) = sin(t), is given by rN := (/37N) N, is convergent if and only if ~3' < 1. Now the interest ing 
quest ion is what  is happening to the left-hand side sequence N = ]lu-- ¢NII as ;~ increases. From 
Table 1, we observe that  7 _< 0.8154 which, based on expression (20), shows that  l imN~o~ eN = O, 
provided /3 < (0.8154) -1 ~ 1.226. We now investigate the sequences eN and VN for various 
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values of fl > 0. Figure 3 shows the sequences rN and eN(0.5,0), as functions of N, for various 
/3 E {1, 1.125, 1.233, 1.234}. From Figure 3, it can be seen that inequality (20) is always validated. 
Also, as 0 </3 < 1.233 decreases, the convergence becomes faster. For 1.226 < ~ < 1.233, we still 
obtain a slow convergence, illustrating that the limit 7 shown in Table 1 for yn, n <_ 75, is yet to 
be achieved. In fact, Figure 3 suggests that 7 ~ (1.233) -1 ~ 0.811, but to achieve this value, a 
large number of terms n have to be considered. What is more interesting is not that rN diverges 
to infinity as fl >_ (0.810) -1 ~ 1.234, but so does eN. Thus, CN becomes divergent as fl > 1.234. 
The same conclusion about eg has been reached at many other points (x, t) c [0, 1] x [0, 27r]. The 
most important conclusion that can be drawn from Figure 3 is that the sequence CN is convergent 
to the exact solution, which may be known or unknown, if and only if fl < ~cr, which, for our 
example, turns out to be ~cr ~ 1.233. 
e N 
10'- 
10 o_ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  ~ (Y=1.234 
f l=1 .233  
lO"~ 
lO  2 _ 
10 ~_ 
10 ' -  
105~ 
10 ~-  
10 ' -  
10 a I I I I I I I I I 
0 10 20 30 40 50 60 70 N 80 90 
F igure  3. The  sequence  c N = lu(0 .5 ,  0) - q~N (0.5, 0)1, a.s a funct ion  o f  N ,  for  var ious  
va lues  of  fl E {1, 1.125,  1.233,  1 .234},  in compar i son  w i th  the  upper  bound sequences  
rN  = ( f l yN)  N which  are  shown by  the  dashed l ines. 
4. EXTENSION TO MIXED BOUNDARY CONDIT IONS 
In this section, we show that the Adomian decomposition method can also be applied to mixed 
boundary conditions, namely, 
~u ~(t), t e (-~, ~), (29) ~(0,t)  = (1 , t )  = 
instead of the Dirichlet boundary conditions (2). In this case, we define [3] 
uo(x , t )  = ( l  + x)T(t) ,  un+l (x , t )  = ~-~-~L~Ltu~(x,t) ,  n > O, (30) 
0 
instead of (6) and 
! 
x 
Lz- ~ = dx ' dx " (31) 
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instead of (4). Calculating a few terms of the recurrence xpression (30), we obtain 
1 ' ( +3x2 ) (32) ul(z, t) = 7oo r (t) x3 - 9z 
3! ' 
u2(x,t) = ~___j.c,,(t) (xS + 5x4-  30x3 + 65x) %] , (33)  
u3(x't)= ~-~7""'(t) ( xT + 7x6-63xS + , (34) 
and, in general, we remark that un(x, t) is given 
where 
• 1 n )  ^ 
u~(x,t) --F~oT ((t)a~(x),  ,~ _> 0, (35) 
X f l  X t f 
gto(X ) = 1 + x, 6n(x) = ]o dX' Jl 6~-1 (x") dx", n > 1. (36) 
At this stage, it is worth noting that the modification of the Adomian decomposition method 
suggested in [8], namely, 
1 1 Uo(x,t) = w(t), ul(x,t) = xr(t) + ~-~oL2~Ltuo(x,t), 
(37) 
1 1 
u,~+l(x,t) = -~oLx.~Ltun(x,t), n > 1, 
instead of (30), is no more useful. Indeed, calculating a few terms of the recurrence relation (37), 
we obtain 
~'( t )  ('~ - 2~) ~0(x , t )  : T(t), Ul(.T,t ) = xT(t)  + 2! ' 
U2(X , t) = 1 ! (Z 3 -- 3X) F@ (X4 -- 4xa + 8X) (38) 
~oo ~ (t) ~ + <( t )  4! ' 
us(x't):~---~ w'(t)(x5-10xs+25x)5' + ~ 7'" (t) (x6-6xS+40x3-96x)6, 
which are even more complicated expressions than (32)-(34). 
Wazwaz [9] suggested efining 
Alternatively, instead of (37), 
uo(x, t) = u*(x, t), ul(x, t) = (x + 1)7(t) - u*(x, t) + l~-L~Ltuo(x, t), 
1"0  (39) 
u,~+l(x,t) = ~-----L~lLtu~(x,t), n > 1, 
1.0  . 
where u* is the exact solution of the problem. Then immediately we observe that u,~ ==_ 0 for all 
n > 1, and hence, u = u0 = u* is the required solution. However, u* is obviously not available 
and has to be determined. 
Similarly, as in Lemma 1, we can formulate some properties of the coefficients 6n given by (36). 
LEMMA 2. For all n >_ 1, the coet~cients 6n of the recurrence xpression (36) satisfies ]6'n(x)l > 0 
for 311 x e [0, 1), and 1Idyll = la~(1)1 < 2 l -n .  
PROOF. We observe that the lemma is true for n = 1, in which case from (32) and (35), we 
have 61(x) = (x a + 3x 2 - 9x)/6. Then ai(x) = (x - 1)(z + 3)/2 and lai(z)r > 0 for x c [0,1) 
and 116111 = I~1(1)1 = 5 /6  < 1. By mathematical  induction, we assume that the lemma is 
true for all dk for k = 1 , . . . ,  (n - 1), and we attempt o prove that is true for G~. First, we 
remark that from expression (36), we have a,~(0) = Wn(1 ) = 0, a~ "^ = a~ -- 1 for n _> 1. From 
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Taylor's theorem, we immediately obtain, for any x E (0, 1), that there is a {x E (0, x) such that 
&.,~(x) = (x2/2 - x)&~_l({,). From this, we obtain Ila,~ll _< (1/2)11<~-~1 < 2 ' -~ ,  ~ required. If 
there is an x0 E [0, 1) such that g~(x0) = 0, then since a~(1) = 0, Rolle's theorem requires that 
there is Xx E (x0, 1) such that 5'~(x1) = 0, hence, 5~-1(xl)  = 0. Now since <~-1(0) = 0, then 
there is x2 E (0,x~) such that &'_a(x~) = 0 which contradicts the hypothesis of the induction. 
Hence, lag(x)l > 0 for all x c [0, 1), and hence, ci,,(x) is strictly monotonic on [0, 1). Further, 
since 5n(0) = 0, we have that I1~11 - la,~(1)l and this concludes the proof. 
On calculating a few terms in the recurrence relation (36), see also equations (32)-(34), we 
observe that 
1 ( + tf, Z.x2k-l"~ > 1, (40) &n(X)-- (2n+I) !  x2n+i +(2n-F1)x 2"~ ~ k ] ,  n_  
where [)l = -9 ,  D 2 = 65, [)~ = -30,  and, in general, for n > 2, 
n--1 
[)~ : - (2n  + I) ~ - 2n(2n + i) b2 1, 
k=1 (41) 
~ : 2n(2n + I) ^n-1 
(2£- -~(~-  1)bk_,, k :2  . . . .  ,n. 
Table  2. The  values of  &,~ = 2(n-1)/nl~n(1)lUr~ for n > 1, and  ")n = ' )1/n'~(~-1)/ '~ 
for n > 2. 
n 
1 
2 
3 
4 
5 
10 
25 
50 
75 
0.8333 
0.8266 1.2909 
0.8216 1.1097 
0.8189 1.0263 
0.8172 0.9790 
0.8139 0.8908 
0.8119 0.8417 
0.8112 0.8260 
0.8110 0.8208 
Table 2 shows the numerical results for the sequence ~ = 2(n--1)/nl~n(1)l 1/n for v~rious values 
of n. From Table 2, it can be seen that the sequence ~ is monotonically decreasing convergent, 
and, as expected from Lemma 2, 0 < ~ < 1. In order to show how good the al)proximation 
N-1  
n=0 
N > 1 (42) 
is to the solution u of the mixed problem (1) and (29), we rewrite the estimate of Lemma 2, as 
( - )o 
an 21-n  
II~nll = 2(,~_-zi)/~ < ~ > 1, (43) 
and formulate the following theorem. 
THEOREM 3. I f  T has continuous derivatives of  order N (>_ 2), then the following est imate holds: 
- \ 2(,,-,)iN Fo; 
1 N 
T(N) < (2(N_i~/NFo I w (N) , N ~_ 2. (44) 
22 D. LESNIC 
PROOF. Based on expressions (36) and (42), it is easy to verify that (~N satisfies the following 
boundary value problem: 
1 ^ 
~N(0, t) = -~xdCN (1, t) = 7"(t), Lrx~N.. = -~oLtCN -- f ,  (45) 
where f = (1/FoN)r(N)(t)dN_I(X).  Defining Ib(x, t) = tt(cc, t) - ()N(.V, t) -- (x -- cc2/2)(llfN + e), 
where e may be any positive number, we obtain that ~b satisfies the following boundary value 
problem: 
~p(0, t) = (1,t) = 0, Lxx '&=-~ ° tW+f+t l f l l+e .  (46) 
Thus, from equation (46), we obtain L~,~p > (1/Fo)Lt~b. From this and the periodicity 
of ga upon t, the homogeneous boundary conditions in (46) and the uniform ellipticity of the 
operator L,~, it follows on using the maximum principle, [6, p. 61], that g~ _< 0. To obtain 
this conclusion, first remark [2J that ,p attains its supremum at the boundary x = 0 or x = 1. 
If g; attains its supremum at x = 1, then there is { E (-oo,  oc) such that L ie( l ,  t~ = 0, and 
hence, Lxx~P(1,t-) > 0. Thus, from the continuity of Lzx'~b, there exists x0 ~ (0, 1) such that 
Lxz~(x,  t~ > 0 for all x c (x0, 1]. Applying ~Faylor's formula, there is {.~o E (x0, 1) such that 
ga(x, t~ = ga(1, t-) + ((x - 1)2/2!)L~,~b({xo, t~ > ga(1, t-) for all x ~ (x0, 1). This contradicts the fact 
that ga(1, t~ _> ~b(x, t-) for all x E (x0, 1). Thus, ga attains its suprenmm at x = 0, and hence, ~b < 
~b(0, t) = 0. THus, (U--~N) ~ (x-x2/2)( l l f l l+e)  for every e > 0, hence, (U--¢N) <2 (oc-x2/2)llfll. 
On the other hand, if we now define ~bl (x, t) = u(x, t) - CN(X, t) + (x -- x2/2)(llfll + e), where c 
may be any positive number, then using a similar argument which is based on the minimum 
principle, we obtain (u - q~N) _> (--x + z2/~)llfll. Based on this analysis, 
1 ]]aN-I]I 
~t -- ~N ~ ~ T(N) 9 (47) 
Now estimate (44) follows immediately from (43) and (47). The first upper bound in (44) is 
sharper than the second one and, in particular, the values of the sequence ~/N = 21/N[z(NN-11)/N 
for N _> 2, which are also shown in Table 2, give an indication of this improvement. 
THEOREM 4. Let us assume,  for simplicity, that [Ir(g)[[ < 1 for any N > 0 (such as a simlsoidal 
periodic temperature r(t) = sin(t)). Then the Adomian decomposition sequence ~N given by 
equation (42) is convergent to the exact solution u of the mixed problem (1) and (29), as N -+ oo, 
if 
coL 2 1 
"- 23 - 2Fo < .y.-1, (48) 
where 7 = limN-+oo~x = limN-~ccaN. From Table 2, it can be seen that 7 v 0.811, the 
same limit as in Table 1. Tlms, in particular, we have obtained that l im.~oo 81an(1/2)l l/n = 
limn+oo 2[a,~(1)l ~/n = 7 ~ 0.811 Similarly, as in Section 3, see also Theorem 4, we obtain that 
CN converges to u if and only if/3 < (0.811) -1 ~ 1.233. From Theorems 2 and 4, we also remark 
that if the Adomian decomposition method is convergent for the mixed problem, then it is also 
convergent for the Diriehlet problem. 
4.1. Rob in  Boundary  Condi t ions 
Superimposing the results of Sections 2-4, we can obtain convergence results for the mixed 
Robin boundary conditions, namely, 
u(O, t )=Au(1 , t )+(1 -A)ux(1 , t )=r ( t ) ,  t ; c ( -oc ,  oc), (49) 
where A E [0, 1]. 
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THEOREM 5. ~f 3- has continuous derivatives of order N(> 2), then the following estimate for 
the solution of the Robin problem (1) and (49) holds: 
_ ~tN-1 
u-  ACN -- (1 -- A)¢N < A \ 8Fo ] + (1 - A) 2~o]  I1<11 
[ ( 1 ) N ( 1 )N] 
< ;' g?-io + (1 - ;,) 2 (N- ;7 /~Fo  [l"-"l l , N >_ 2. 
(50) 
THEOREM 6. Let us assume, for simpiicity, that 1[3- (N) [[ < 1 for any N > 0 (such as a sinusoidal 
periodic temperature r(t) = sin(t)). Then the Adomian decomposition sequence AeN + (1 - A)¢N 
given by equations (13) and (42) is convergent to the exact solution u of the Robin problem (1) 
and (49), as N -+ oo, if and only if 1/2Fo < y-~ ~ 1.233, for A ~ [0, 1), and if and on(v if 
1/8Fo <<_ 7-1 ~ 1.233, for h = 1. 
5. CONCLUSIONS 
In this study, the convergence of Adomian's decomposition method, as applied to the heat 
equation with periodic boundary conditions, has been thoroughly investigated. In this setting, 
in the one-dimensional case, Adomian's decomposition solution is the same as the differential 
iteration solution [2], but here we have established better rates of convergence. For a typical 
periodic benchmark test example, namely, 7(t) = sin(t), we have established that the convergence 
of the numerical solution to the exact solution (known or unknown analytically) is ensured if and 
only if the Fourier number Fo = a /wL  2 > 0.811/8 ~ 0.101 for the Dirichlet problem, and Fo > 
0.811,/2 ~ 0.405 for the mixed and Robin problems. In particular, if the Adomian decomposition 
solution is convergent for the mixed or Robin problem, then it is also convergent for the Dirichlet 
problem. Similar critical convergence thresholds for the Fourier number Fo, can be calculated 
for other periodic boundary data 3-(t) for which the norms of the derivatives 113-('~)11 can be 
estimated. From the practical point of view, the convergence of the numerical solution can always 
be ensured in order to make the Fourier number sufficiently large, by decreasing the length L, of 
the heat conductor, or by decreasing the frequency w, of the boundary periodic temperature, or by 
having a more diffusive medimn, i.e., larger a. Higher-dimensional, inhomogeneous or anisotropic 
heat conductors can in principle be analysed, but, since the main objective of this study is 
related to convergence issues of a method, they are deferred to a future work. Further, in higher 
dimensions, the Adomian decomposition method and the technique of differential iterations differ 
substantiMly, but in problems where Fourier solutions can be determined, then the decomposition 
method is equivalent to the Fourier series solution [10]. In the general c~e, the decomposition 
method is more widely applicable [1,5]. Future work will be concerned with developing the present 
analysis to study dynamic thermoelasticity [11,12]. 
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