The main purpose of this paper is to investigate the convergence and stability of stochastic parabolic functional differential equations. Firstly, a comparison theorem in the context of Lyapunov-like function together with differential inequality is established. Secondly, various criteria for the convergence and stability are obtained on the basis of the comparison theorem and stochastic analysis techniques. Finally, two examples are provided to illustrate the significance of the theoretical results.
Introduction
In recent years, stochastic parabolic partial differential equations have received a great deal of attention due to their important applications in biological, control engineering, economics, physics, social sciences, and so on. Hence, the theory of stochastic parabolic partial differential equations has developed very quickly [1] [2] [3] . On the other hand, in many realistic models, their future states depend not only on the present states but also on the past ones. Therefore, time delay should be taken into consideration in modeling. As in [4] , stochastic parabolic partial differential equations with time-delay are called stochastic parabolic functional differential equations (also called SPFDEs for short). The study of SPFDEs is very complex and difficult since most of them do not have an explicit solution. Thus, many researchers have been interested in investigating the stability; all kinds of ways to study stability of the solutions have been put out in [5] [6] [7] [8] [9] [10] and the references cited therein. For example, Caraballo and Liu [5] have analyzed the exponential stability for mild solution to stochastic partial differential equations with delays by utilizing the well-known Gronwall inequality, and they imposed the requirement of the monotone decreasing behavior of the delays. Liu [6] has considered the exponential stability for SPFDEs by means of the Razumikhin-type theorem. Luo [7] has established some sufficient conditions ensuring the exponential stability and asymptotic stability for mild solution of stochastic partial differential equations with delays basing on the fixed point theorem. Taniguchi [8] has proved the almost sure exponential stability of mild solution for stochastic partial functional differential equations by using the analytic technique. Taniguchi [9] has investi-gated the exponential stability for stochastic delay partial differential equations by energy inequality. Wang and Yang [10] have given some sufficient conditions for determining the domain of pth-moment stability region for stochastic partial differential equation with delays on the basis of the properties of nonnegative matrices, stochastic convolution, and the inequality technique.
It is well known that in previous work by Lakshmikatham, Leela and Ladde [11, 12] , comparison principle as an important method has been successfully used in investigating the convergence and stability of differential equations. The main characteristic of this principle in stability analysis is that, by considering the relations which are based on a suitable Lyapunov-like function (or Lyapunov-like functional) together with the techniques of differential inequality between the original system and a comparison system, the stability of the solutions of the comparison system will imply the corresponding stability properties of the solutions of the original system. Usually, the stability of the comparison system (e.g., ordinary differential equations and linear differential difference equation) is obtained easily. Recently, Anabtawi and Sathananthan [13] employed the comparison principle and Lyapunov-like functional [14] techniques to study the convergence and stability behavior of stochastic parabolic partial differential equations.
Motivated by the above, we have the main aim in this paper to investigate the conver- 
Preliminaries
Let ( , F , {F t } t≥t 0 , P) be a complete probability space with a filtration {F t } t≥t 0 satisfying the usual conditions, W (t) is an m-dimensional normalized Brownian motion defined on the complete probability space, and the increment W (t + h) -W (t) is independent of every event in F t . Let R n and R n×m denote the n-dimensional real Euclidean space and the set of all n × m real matrices, respectively. Let H be a bounded domain in R d with a smooth boundary ∂H. Let τ ≥ 0 be a bounded constant, t 0 ∈ R + = [0, +∞), J = [t 0 , +∞),
be the space of continuous mappings from the topological space X to the topological space Y . Especially, let the mathematical expectation operator with respect to the given probability measure P, the superscript "T" denotes the transpose of a matrix or vector, Tr(·) denotes the trace of the corresponding matrix.
In the present paper, we consider the following SPFDEs with initial boundary value problem:
, . . . ,
).
In the paper, we always assume that F, G, and the domain are smooth enough so that Eq. (2.1) has a solution process on J × H. Further, assume that F(t, x, 0, 0, 0, 0) ≡ 0 and
Denote by C 1,2 (R × S ρ ; R + ) the space of all nonnegative functions V (t, u) defined on R × S ρ which are once continuously differential in t and twice in u, where
y, σ ) is concave and nondecreasing in σ for each (t, y) and satisfies
2)
where
where y t = y(t + s);
These assumptions imply
Proof Let u(t, x) be any solution of SPFDEs (2.1). Applying Itô's formula to V (t, u(t, x)), we have
where the operator L is defined as (2.3).
For small h > 0,
8) where v(t) = EV (t, u(t, x)).
Dividing both sides by h > 0 and taking the limit superior as h → 0 + , we obtain
By Theorem 8.1.4 in [11] , we have
This completes the proof of Theorem 2.1.
Convergence analysis
In this section, we utilize the comparison theorem in the context of Lyapunov-like function established in Sect. 2 to investigate the convergence of the solution process of SPFDEs (2.1). Let u(t, x, ω) be any solution process of SPFDEs (2.1).
Definition 3.1 A solution process u(t, x, ω) of (2.1) is said to (i) converge in the pth moment if, for every ε > 0 and t 0 ∈ J, there exist δ > 0 and a positive number T = T(ε, δ, t 0 ) > 0 such that
(ii) converge in probability if, for every ε > 0, μ > 0, and t 0 ∈ J, there exist δ > 0 and a positive number T = T(t 0 , ε, δ, μ) such that 
where ξ ∈ C 2 , |ξ | 0 = sup -τ ≤s≤0 ξ (s).
Theorem 3.3 Assume that (i) all the hypotheses of Theorem 2.1 hold;
(ii) V (t, u) has the unique zero at u ≡ 0;
satisfies the following inequality: 
Choose ξ (s) such that EV (t 0 + s, ϕ(s, x, ω)) ≤ ξ (s) and EV (t, ψ(t, x, ω)) ≤ r(t; t 0 , ξ (s)) on
t 0 . This together with (3.4) and (3.5) implies that
and
By the property of b, it reduces to
From the conclusion of Theorem 2.1, we have EV (t, u(t, x, ω)) < r(t; t 0 , ξ (s)). Now we claim that sup
Suppose it is not true, there exists a sequence {t j } such that
From (3.4), (3.5), the convexity of b, and Jensen's inequality, we have
which is a contradiction. Therefore our claim is true, this completes the proof of Theorem 3.3.
Theorem 3.4 Assume that (i) all the hypotheses of Theorem 2.1 hold;
) satisfies the following inequality: b u(t) ≤ V t, u(t, x) ; (3.9) (iv) the maximal solution r(t; t 0 , ξ (s)) of (2.4) through (t 0 , ξ (s)) converges to zero as t → ∞. Then the solution process of SPFDEs (2.1) converges in probability to the zero vector.
Proof Assume that the maximal solution of (2.4) is convergent. For giving μ > 0 and ε > 0, we have μb(ε) > 0. Then there exist b(δ) > 0 and T = T(ε, δ, t 0 , μ) such that r t; t 0 , ξ (s) < μb(ε), for t ≥ T + t 0 , (3.10)
. This together with (3.9) and (3.10) gives
From the property of b, it reduces to sup -τ ≤s≤0 E ϕ(s, ω) < δ. By (3.10) and (3.12), using Chebyshev's inequality, we reduce it to
Now we claim that sup -τ ≤s≤0 E ϕ(s, ω) < δ and P{ω : ψ(t, ω) ≥ ε} < μ for t ≥ T + t 0 imply P{ω : u(t, ω) ≥ ε} < μ, t ≥ T + t 0 . Suppose it is not true, there exists a sequence {t j } such that t j ≥ T + t 0 , t j → ∞ as j → ∞, and P{ω : u(t j , ω) ≥ ε} ≥ μ.
By (3.9), (3.10), and Theorem 2.1, we have
(3.14)
By (3.14), using Chebyshev's inequality, we arrive at the contradiction
Therefore our claim is true, this completes the proof of Theorem 3.4.
Stability analysis
In this section, we consider the stability of the trivial solution process of SPFDEs (2.1) by means of the comparison theorem. 
(ii) Asymptotically stable in the pth moment if it is stable in the pth moment, and if, for ε > 0, t 0 ∈ J, there exist positive numbers δ 0 = δ 0 (t 0 ) and
(iii) Stable in probability if, for each ε > 0, μ > 0, t 0 ∈ J, there exists a positive constant δ = δ(t 0 , ε, μ) such that
(iv) Asymptotically stable in probability if it is stable in probability and, for any ε > 0, μ > 0, t 0 ∈ J, there exist numbers δ 0 = δ 0 (t 0 ) and 
where y(t; t 0 , ξ (s)) is the solution of Eq. (2.4) through (t 0 , ξ (s)).
(ii) Asymptotically stable if it is stable and converges to zero. Proof Assume that the trivial solution of (2.4) is stable. Let ε > 0 and t 0 ∈ J. Then there exists δ 1 = δ 1 (t 0 , ε) > 0 such that when |ξ | 0 ≤ δ 1 , we have y(t; t 0 , ξ (s)) < b(ε), t ∈ J. Hence, we get
Theorem 4.3 In addition to the hypotheses of Theorem
, and
Since a ∈ CK, we can find a δ = δ(t 0 , ε) such that
hold simultaneously. From (4.4) and (4.5), we have
From (4.7) and (4.8), using the convexity of b, we have
By Theorem 2.1, we have
Similar to the proof of Theorem 3.3, we can prove that the trivial solution of (2.4) is asymptotically stable implies the trivial solution of SPFDEs (2.1) is asymptotically stable in the pth moment. The details are omitted.
This completes the proof of Theorem 4.3.
Theorem 4.4 In addition to the hypotheses of Theorem 3.4, assume that b u(t) ≤ V t, u(t, x) ≤ a t, u(t) . (4.9)
Then the trivial solution of (2.4) is stable implies the trivial solution of SPFDEs (2.1) is stable in probability; the trivial solution of (2.4) is asymptotically stable implies the trivial solution of SPFDEs (2.1) is asymptotically stable in probability.
Proof Assume that the trivial solution of (2.4) is stable. For giving ε > 0 and μ > 0, there exists δ 2 = δ 2 (t 0 , ε, μ) > 0 such that y(t; t 0 , ξ (s)) < μb(ε), t ∈ J for |ξ | 0 ≤ δ 2 . So, we have r t; t 0 , ξ (s) < μb(ε), t ∈ J.
(4.10)
As a(t, u) ∈ CK, choose ξ (s) (0 < |ξ | 0 < δ 2 ) and δ = δ(t 0 , ε, μ) such that
From (4.9) and (4.11), we obtain
By (4.12) and Chebyshev's inequality, we have
From (4.9) and (4.10), Theorem 2.1 and the above, we have
Thus, we claim that the trivial solution of (2.1) is stable in probability
If it is not true, there would exist t 1 > t 0 and s ∈ [-τ , 0] such that t 1 + s > t 0 and
By (4.9), (4.15) , and the proof of Theorem 2.1, we get
By (4.16), using Chebyshev's inequality, we arrive at the contradiction
Therefore our claim is true. Similar to the proof of Theorem 3.4, we also prove that the trivial solution of (2.4) is asymptotically stable implies the trivial solution of SPFDEs (2.1) is asymptotically stable in probability.
This completes the proof of Theorem 4.4.
Example
In this section we present two examples in order to illustrate our theory. Our aim is to examine the asymptotic stability of one-dimensional SPFDEs and two-dimensional SPFDEs. u(t, x) ), taking expectation, using Poincaré's inequality together with Green's formulas and Schwarz inequality, we obtain of Lyapunov-like function together with differential inequality. We believe that our approach and results are very efficient and comparable to the existing research in this area for stochastic parabolic partial differential equations [13] . We plan to extend this research result into stochastic parabolic functional differential equations with Markovian switching.
