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Abstract
In this article a statistical procedure for identifying if a time series set follows the same model is developed.
With the aim of supporting characterization and pattern recognition for temporal series, and inspired by the
methodology of Maharaj E. A.[1], we take advantage of the wavelet coefficients properties to characterize a signal
and our procedure is made by means of a randomization test on those coefficient. Our main contribution in this
work is to introduce modified versions of test statistic in test for pattern recognition of time series which in general,
have a great performance in terms of size and power, both being desirable features in a statistic test. It is worth
pointing out that we introduce robust statistical tests whose performance are better in presence of atypical values
than some techniques already studied in the literature. The methodology developed here allow us to design a
new method to classify time series and atypical values identification. We implement our new methods in real and
simulated cases.
Keywords: Robust estimators, Wavelet coefficients, Randomization test.
1 Introduction
Pattern recognition in time series, applicable in many areas, is an important subject due to the power that it gives to
the data analytic. The time series appear in many science fields and hence it is important to identify those temporal
processes that follow a same model, since this allow for classifying the temporal events into groups with similar
characteristics. For example, in finances, one could design a portfolio with risky assets having a common model. In
economics, will be possible to identify what countries have had a similar economic growing. That is why it is important
to identify similarities in time series, as this contributes to decision making and forecasting.
This recognition includes the identification of atypical data or ”outliers”, which tend to distort the information
given understood as loss of money, time and credibility. The time series identification procedure introduced in this work
is proposed for both stationary and non stationary processes. This second group can require some transformations in
order to give satisfactory results as it is mentioned in Basawa et al [2], Diggle & Fisher [3], Guo [4], Timmer et al. [5]
and Maharaj [6]. In order to work with the spectral information of the series, it is necessary to translate them from
a world with a probably equally distanced sample time to the world of frequencies, where more flexible and precise
analyses can be developed, what leads to the use of Wavelets functions [7] [8].
Wavelets theory includes powerful techniques that allow to study times series with different frequencies. Different
applications and utilities of this theory can be found in Percival [9] where, the use of Wavelets to decompose trajectories
in different ways without losing much information is explored[10]. In particular, we work with wavelets discrete
transform (WDT) to compress the series information and the statistical test is executed on the coefficients that come
from WDT. Note that the analysis using the WDT improves the computational performance of the identification
algorithms and the recognition of changes among time and frequency over series.
The procedure studied in this paper is inspired the idea of Maharaj E. A.[1], that compares pairs of series through
the use of a non parametrized test that is mainly based on wavelet coefficients of the each time series and whose
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statistic depends on the Euclidean norm of those coefficients. This test introduced in Maharaj E. A.[1] presents good
results in terms of its power. However, the results presented by Maharaj show a low performance in terms of the
values obtained for the power and the size of the test, where it is presumed that the performance of the test has to
decrease in the presence of outliers. Our proposal in this work is oriented to solve this problem, hence, we design a
similar procedure to identify if a pair of time series follow a same model. Then, based on a non-parametric type test,
since we lack any assumption on the data distribution [11], our objective and the novelty of this article, is a robust
version that alows us to identify similarities in a dataset, which is highly efficient in presence of outliers data. We have
even made a modification by changing the norms.
In order to improve the identification test introduced in Maharaj E. A.[1], new norms and robust statistics are
included producing, in general, better results to identify times series. This new modifications assure a non parametric
version, since we do not impose theoretical assumptions over data as usual in most statistical tests. In addition, we
emphasize that our test is less sensible to outliers.
This new statistical test is designed under the null hypothesis that the time series follow the same model. Hence,
if two time series come from the same model, then the wavelets decomposition for both series has to be the same
and therefore, any transformation, for example a norm, of those coefficients must be also the same. This can be
applied using different scales considered in the wavelet transformation, among other different measure as norms 1,2
and infinite, and some well known robust statistics as median and trimmed mean. The main goal here is to test if
different series were produced by the same generator stochastic process.
These robust estimators are proposed as an appropriate tool for statistical inference models, basically this test
must be applied for situations where deviations from the assumptions are detected or the data shows evidence of
outliers, see for Ort́ız. M[12]. It is here, then, that the our test shows its capability of being a process for abnormal
series. This type of series might present atypical values, whose detection is quite an important matter. Grané and
Veiga [13] highlight the importance of finding those values, because, even if they are of size, form or amplitude, they
can have a negative influence on the estimates. Grané and Veiga [13] also propose an analysis based on the use of
wavelet functions for abnormal data, whose advances might be of use for this development.
The present document is divided in five sections. The first one, after introduction, gives a brief description to
Wavelet Functions, its importance and applicability. It is followed by section 3, where the proposed randomized
test, grounded on the theory proposed by Maharaj E. A. [1], modified by the proposed new estimators is exposed.
Afterwards, section 4 shows the methodology and simulations developed and section 5 expose the results of the project
and applications of themselves respectively. Finally, conclusions and references are presented.
2 Wavelets
Wavelets theory was developed essentially through the last 120 years by authors like Alfred Haar (Haar Wavelet)[14],
George Zweig (continuous Wavelet transformation), Jean Morlet (Morlets formulation of the Continuous Wavelet
Transformation) and Ingrid Daubichies (Ten Lectures on Wavelets and visualization of themselves) among others[15][16].
Its same named transformation is used to decompose series in different forms in its different possible frequencies but
also preserving its representation in its original frequency[17].
The ability of decomposing series in this manner, gives Wavelets Transformations (WT) scope in many fields of
knowledge including grouping [18], prediction and animalities recognition and correction. In the field of grouping,
clustering analysis using wavelets is commonly used, it can be seen in Alonso and Gouveia [19],where pollutants
concentrations(C3 y NO2), are analyzed in Italy. Also, Alonso et al. [20] apply the same methodology with data of
sea level at middle day (MSL) and works in clear and diffuse grouping methods based on a combination of wavelet
characteristics exposed by D ’Urso and Maharaj [21], through the Multi-resolution analysis algorithm described in
Mallat [22], later used to examine series at very different scales and resolutions in order to evaluate its different
behaviors.
Besides its uses in clustering theory, wavelets analysis can be applied to reduce series dimensionality without losing
the fundamental characteristic of themselves, by using the wavelet transform [18]. It was introduced by Grossman and
Morlet in 1984, as a tool for time-scale analysis of non stationary signals, as well as a tool to study the discontinuities
and non linearity of irregular data. The process proposed in this document makes use of discrete wavelet transfor-
mations in the developed algorithms, so it is strictly necessary the comprehension of its theory.The calculation for
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Wavelet transform is performed through the product between the signal and a mother wavelet function [18], defined
in the following way:












, where s and u are a scale parameter and a translation factor respectively. The mother wavelet ψ is a
localized function, which meets the following conditions:
∫ ∞
−∞
ψ(t) dt = 0 y
∫ ∞
−∞
ψ(t)2 dt = 1. In the current theory
there are several examples of such functions, the election of which, must consider the field of application. One of the
most common and applicable type of Wavelets are the Daubichies family, whose first three members are used aiming
good results. Below, the behavior of this members is shown.
Figure 1: Funciones Wavelets








(a) Haar (Dubichies 1)






















(c) Morlet (Dubichies 3)
Now, continuing with the transition of equation 1, the continuous wavelet transform (CWT) is of the form:












As it was mentioned for equation 1, the parameters for this equation are the same. The calculation of the CWT
suggests the use of powerful computational methods. The poor information it delivers, since it is highly redundant for
the reconstruction of the series, thus, increas the calculation time in the information processing leading to consider
the use of its discrete form.
The Discrete Wavelet Transform (DWT ) is a good alternative to work in discrete framework, at least for our
objectives, since it allowes improves the algorithms performance, and it is capable of deliver enough information both
for analysis as well as for the series reconstruction, all this with a remarkable decrease of processing time[23][24][25].
The discrete wavelet transform is of the form:
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The advantages of the use of DWT are important for the efficient calculation, through by means of banks of high
pass filters as well as low pass filters which are divided in detail coefficients and aproximity coefficients, where the
whole of the series information is preserved, allowing the reconstruction of it. The DWT contributes in the detection of
sudden changes in the signal, by the identification of peaks in the observed phenomena through the detail coefficients.
Works presented by Mallat [15], where the use of the DWT is linked with the identification of singularities in the
signal, or the correction of data with atypical values, which reduces the asymmetry and the excess of kurtosis in the
series of distributions.
The decomposition offered by the DWT for the original series in several distinct components and different scales
saves the complete information of the original series. Currently there are exists several examples of its applicability
such as that one exposed by Subasi [22] in its article, where an EEG signal is decomposed in several sub-bands through
the DWT , which entails better results in a classification engine for diagnosis of healthy patients versus epileptic ones.
In the following section is presented in detail the methodology to identify when a pair of time series come from a
the same model. We follow the same idea but changing some transformations and incorporating the robust versions.
This is a good application of wavelets transformation to the statistical framework.
3 Pattern recognition analysis
The randomized test allows us to identify pairs of series belonging to the same model. Hence, we define the hypothesis
test proceeding in the following manner. Let Xt and Yt be two stationary processes either linear or non-linear, which
follow models Px and Py, respectively. Let X = (x1, x2, ..., xn) and Y = (y1, y2, ..., yn) be observation vectors for the
two stationary processes described earlier. We are interested in the following hypothesis proof:
H0 : Px = Py (4)
Ha : Px 6= Py (5)
The algorithm can be summarized as follows, where X = (x1, x2, ..., xn) the observed data (this means, the signal
or the time series, where Xi = f(ti), ti = i/n, i = 1, ..., n and n = 2
j . The discrete transform wavelet (DWT) uses
orthogonal transformations to decompose X in wavelet coefficient vectors: The detailed coefficients D1, D2, ..., Dj
and Coefficients of proximity Aj , with each set of wavelet coefficients containing n/2
j data points for j = 1, ..., j. The
main property of these detail coefficients is its extreme sensitivity to the non-fragile characteristics of the data, such
as noise, jumps and spikes, The wavelet coefficients (detailed) are proportional to the difference of the average of the
observations of time series in each scale, while the scale coefficients(aproximity) are proportional to the average of the
original series e n the largest scale. The scale coefficient show and present a trend similar to the original series.
Then, by using Wavelet or detail coefficients, we want to test if the generation process is the same for both series.
Thus, taking pairs of series X(t) and Y (t), which are generate through by the above process and using the Wavelet
Daubechies family in levels 1 to 3, the proposed hypothesis is validated. In this work, the hypothesis ( ref proof-1a and
ref proof-1b) is checked through the statistic defined as the relationship between the Euclidean norm for the wavelet
coefficient of the two series, as proposed Elizabeth and Maharaj cite key-1. Our contribution to this research is the
proposal of the norm 1, the infinite norm and three estimators of proven robustness. The problem here is that the
asymptotic distribution of the statistics indicated in the expression ( ref eq: 6) is unknown, even for p = 2. Therefore,





Where p corresponds to the selected standard. The use of robust estimators for standards contributes to the
statistical calculation test. the test will be implemented with the median and the cut average at 5% and 10%. Robust
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estimators, a term introduced by Box (1953), allow the development of a process insensitive to deviations from the
assumptions on which the randomization test is based, which guarantees a greater insensitivity to the presence of
irregularities. The statistics of tests through the proposed estimators are mentioned below:












































































with α ∈ (0, 0.5].
With Wx(λ, t) and Wy(λ, t), the detail coefficients for the series x(t) and y(t). The test in the absence of the
assumptions for the statistical distribution, does not facilitate determining its distribution for R(λ), hence, similar
to the technique implemented in Maharaj [1], we use a non parametric to obtain an approximation of distribution
R(λ), through the calculation of a big number of R1(λ), R2(λ),..., Rs(λ), which arise when a large number of changes
among the wavelet coefficients for both series are performed. So, the p-valor of this test is obtained by determining
the proportion of the values of R1(λ), R2(λ),..., Rs(λ), which arise when m = 4000 exchanges between the wavelet
coefficients for both series are performed (10), (11),(12) and (13).
This type of estimators are then, a contribution of effective application for the identification of series belonging
to the same model. Notice that the estimator given in expression (8) is the introduced by Maharaj [1] which is our
reference point to compare. While estimators (7), (9), (10), (11), (12) and (13) are those that we propose in this
paper. One can observe in following section that our methodology works one better, in terms of power an size as well
as when outlier data are present, than the methodology used for comparison.
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The main contribution made by us to the methodology introduced in Maharaj [1], is the adaptation of the so called
robust estimators, which present less sensitivity to the appearance of outlier values (Grané & Veiga [8]). The median
and trimmed mean display themselves as estimators that allow to tell when a series is of any strange type, and they
posses the quality of a good performance in presence of bias and variance independent of the nature of the series, thus
helping the correct interpretation of the information.
4 Simulation and results
In this section we study the behaviour of the randomization test in terms of size and power for finite samples, evaluating
the sensitivity of the test in several samples. A significant level of α = 0.05 was assumed. The simulation was performed
using series of different lengths. Thus, we generated integrated autoregressive processes of ARIMA moving average
(p, q) and, in addition, conditional autoregressive heteroscedastic models (GARCH models), which allow establishing
parameters for the dependence between high order series and the evolution of volatility. key-27. Since its introduction
to the literature by Engle [28] and Bollerslev [29], respectively, they have expanded in several directions.
The ARIMA(1, d, 1) process simulation, with the following specification:
(1− φB)(1−B)dX(t) = (1− θB)ε(t) (14)
with εt ∼ N(0, 1) as a white noise process, and where φ and θ are the parameters for auto-regressive and moving
average respectively.
The simulation with with conditional auto-regressive heteroscedasticity models like the GARCH(1, 1) model,
proposed by Bollerslev (1986), with the following specification:
Yt = µ+ εtι (15)





with µ the conditional median for performance of the active Yt, and the equation for the conditional variance σ
2
t
equal to the sum of the mean α0, plus the information about volatility in the previous period, measured as a delay of




Therefore, through a set of a thousand series generated from the previos models with different parameters, the
sensitivity of the test was proved. Series lenghts of T = 512 were chosen, and were considered by their wavelet function
characterization, thus proving both the suggested norms as well as the proposed robust estimators. For T = 512 the
series is broken down into nine scales with a scale coefficient of 2j−1, with the guarantee of having enough detail
coefficients to perform the test. In this example, it was decided to decompose the series into three scales, 2j−1, with
j = 1, 2 and 3. Four thousand exchanges were used in the random assignment, the results are shown below.
The approach for the randomization test requires a sensitivity test, in which, through the calculation of power
and size we determined the reliability of said test. For power calculation, pairs pertaining to different models were
compared, the randomization test with one of the proposed statistics, procuring the p value, which in this case requires
values close to one. For size calculation series from the same model were evaluated, showing values close to zero. Next,
the obtained results in terms of power ans size are shown.
4.1 Power and Size
The power of a test is measured as the probability of rejecting the hypothesis when it must be rejected while, the size
of a test is the probability of rejecting what must not be rejected; that means that a good test is one that keep a lower
size and a high power, reducing the errors of type one and two to the minimum[28].
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In order to evaluate how is the performance of the test regarding power, 1000 trajectories for each process are
generated so then, they are tested one by one with the ones of the other processes and the mean of the results
(rejections over total amount of trajectories) is calculated. The size of the test required to randomly reorganize the
set of trajectories allowing to reproduce the process of the power, with the organized and disorganized set aiming to
get very low values.
All the values were obtained with a significance level of 5% and a configuration of parameters mother wavelet as
daubechies 1, decomposition level 1, T = 512 and the chosen functions. In the case of Power reasonably significant
values are evident for both sizes of the samples, in all scales and the contrast with the Euclidean norm was overcome
in almost all the proposed estimators. Next, we show the power and size results using the Euclidean norm as it was
done in Maharaj [1] followed by the results of the different proposals for T = 512.
Following Tables can be read as the estimated size of test in diagonal, while in other cases is stated the estimated
power of test. We present here several frameworks where can be seen the good performance of our strategies.
Table 1: Power and size estimates for statistical based on Euclidean Standard, T=512. Maharaj [1]
AR(1) AR(1) AR(1) AR(1) MA(1) ARMA(1,1) ARIMA(1,1,1) GARCH(1,1)
0.2 0.4 0.6 0.8 0.1 0.7,0.3 -0.5,0.4 0.5,0.3
AR(1)
0.086 0.628 0.998 1.000 0.318 1.000 1.000 1.000
0.2
AR(1)
0.096 0.908 1.000 0.940 0.998 1.000 1.000
0.4
AR(1)
0.228 1.000 1.000 0.784 1.000 0.998
0.6
AR(1)
0362 1.000 0.882 1.000 0.348
0.8
MA(1)











Table 2: Power and size estimates for statistical based on Standard L1, T=512
AR(1) AR(1) AR(1) AR(1) MA(1) ARMA(1,1) ARIMA(1,1,1) GARCH(1,1)
0.2 0.4 0.6 0.8 0.1 0.7,0.3 -0.5,0.4 0.5,0.3
AR(1)
0.052 0.986 1.000 1.000 0.908 1.000 1.000 0.094
0.2
AR(1)
0.060 0.983 1.000 1.000 1.000 1.000 0.747
0.4
AR(1)
0.060 1.000 1.000 0.977 1.000 0.983
0.6
AR(1)
0.084 1.000 1.000 1.000 1.000
0.8
MA(1)












Table 3: Power and size estimates for statistical based on Standard L∞, T=512
AR(1) AR(1) AR(1) AR(1) MA(1) ARMA(1,1) ARIMA(1,1,1) GARCH(1,1)
0.2 0.4 0.6 0.8 0.1 0.7,0.3 -0.5,0.4 0.5,0.3
AR(1)
0.026 0.796 1.000 1.000 0.483 0.826 1.000 0.095
0.2
AR(1)
0.024 0.980 1.000 1.000 1.000 1.000 0.111
0.4
AR(1)
0.016 1.000 1.000 1.000 1.000 0.511
0.6
AR(1)
0.016 1.000 1.000 1.000 0.907
0.8
MA(1)











The simulation exercise, beginning with the application of the test for standards 2 (Maharaj’s proposal), norm 1
and the infinite norm. The simulation results show a better performance for standard 1 in terms of size and power. One
of the first considerations of the work is to improve the proposed statistic, the process previously presented presents a
substantial improvement when establishing R(λ) by means of the quotient of the sum of absolute values between the
wavelets coefficients for the two series. Next, the proposal of robust estimators is presented using some of the norms
established above.
Table 4: Power and size estimates for statistical based on Median for norm 1, T=512
AR(1) AR(1) AR(1) AR(1) MA(1) ARMA(1,1) ARIMA(1,1,1) GARCH(1,1)
0.2 0.4 0.6 0.8 0.1 0.7,0.3 -0.5,0.4 0.5,0.3
AR(1)
0.069 0.981 1.000 1.000 0.688 1.000 1.000 1.000
0.2
AR(1)
0.094 0.999 1.000 1.000 1.000 1.000 1.000
0.4
AR(1)
0.168 1.000 1.000 0.946 1.000 1.000
0.6
AR(1)
0.346 1.000 1.000 1.000 0.952
0.8
MA(1)












Table 5: Power and size estimates for statistical based on Median for norm 2, T=512
AR(1) AR(1) AR(1) AR(1) MA(1) ARMA(1,1) ARIMA(1,1,1) GARCH(1,1)
0.2 0.4 0.6 0.8 0.1 0.7,0.3 -0.5,0.4 0.5,0.3
AR(1)
0.044 0.967 1.000 1.000 0.826 1.000 1.000 0.352
0.2
AR(1)
0.054 1.000 1.000 1.000 1.000 1.000 0.978
0.4
AR(1)
0.054 1.000 1.000 0.944 1.000 1.000
0.6
AR(1)
0.078 1.000 0.999 1.000 1.000
0.8
MA(1)











Table 6: Power and size estimates for statistical based on Trimmed Mean of norm 2, α = 5% T=512
AR(1) AR(1) AR(1) AR(1) MA(1) ARMA(1,1) ARIMA(1,1,1) GARCH(1,1)
0.2 0.4 0.6 0.8 0.1 0.7,0.3 -0.5,0.4 0.5,0.3
AR(1)
0.048 0.991 1.000 1.000 0.904 1.000 1.000 0.124
0.2
AR(1)
0.052 1.000 1.000 1.000 1.000 1.000 0.791
0.4
AR(1)
0.062 1.000 1.000 0.991 1.000 0.990
0.6
AR(1)
0.088 1.000 1.000 1.000 0.999
0.8
MA(1)











Table 7: Power and size estimates for statistical based on Trimmed Mean of norm 2, α = 10% T=512
AR(1) AR(1) AR(1) AR(1) MA(1) ARMA(1,1) ARIMA(1,1,1) GARCH(1,1)
0.2 0.4 0.6 0.8 0.1 0.7,0.3 -0.5,0.4 0.5,0.3
AR(1)
0.050 0.990 1.000 1.000 0.903 1.000 1.000 0.179
0.2
AR(1)
0.054 1.000 1.000 1.000 1.000 1.000 0.891
0.4
AR(1)
0.077 1.000 1.000 0.987 1.000 0.990
0.6
AR(1)
0.084 1.000 1.000 1.000 0.104
0.8
MA(1)












Table 8: Power and size estimates for statistical based on Trimmed Mean of norm 1, α = 5% T=512
AR(1) AR(1) AR(1) AR(1) MA(1) ARMA(1,1) ARIMA(1,1,1) GARCH(1,1)
0.2 0.4 0.6 0.8 0.1 0.7,0.3 -0.5,0.4 0.5,0.3
AR(1)
0.074 0.986 1.000 1.000 0.809 1.000 1.000 1.000
0.2
AR(1)
0.120 1.000 1.000 1.000 1.000 1.000 1.000
0.4
AR(1)
0.204 1.000 1.000 0.985 1.000 1.000
0.6
AR(1)
0.377 1.000 1.000 1.000 0.565
0.8
MA(1)











Table 9: Power and size estimates for statistical based on Trimmed Mean of norm 1, α = 10% T=512
AR(1) AR(1) AR(1) AR(1) MA(1) ARMA(1,1) ARIMA(1,1,1) GARCH(1,1)
0.2 0.4 0.6 0.8 0.1 0.7,0.3 -0.5,0.4 0.5,0.3
AR(1)
0.079 0.981 1.000 1.000 0.811 1.000 1.000 1.000
0.2
AR(1)
0.108 1.000 1.000 1.000 1.000 1.000 1.000
0.4
AR(1)
0.212 1.000 1.000 0.985 1.000 1.000
0.6
AR(1)
0.380 1.000 1.000 1.000 0.704
0.8
MA(1)











The power estimations show a desired effect for the classification of series coming from the same model, through
values close to one, for the majority of estimations, for the selected scales for wavelets db1, db2 and db3. The
power calculation improves with increasing sample size. The proposed estimators, median and trimmed mean, show a
consistent behavior. It is evident that for processes with auto-regressive parameters, the proceedings show a remarkable
high performance.
The size estimations tend to increase as the scale size increases, this means as the series is decomposed in a superior
level. On the other hand, the values for size estimations gave non significant scores for all estimators generated through
non linear processes GARCH(1, 1), as well as auto-regressive processes with parameter φ = 0.5. They show high power
for identification of pairs of series of the same model.
In general, we have a very consistent proceeding, which works well for the simulation scenarios that were considered.
Plus, we believe the motivation for regarding our proceeding contributes in high degree to robust inference. In addition,
any strategy introduced in this paper, as can be seen in previous Tables, has better performance in power an size
than the strategy used for comparison. One also can see in the following section that performance is still better when
outlier data are present.
4.2 Contaminated data
Once the behavior of the different statistics for the chosen eight processes has been analyzed, it is important to see
how these measures behave in presence of contaminated data in order to qualify how robust they are. For this purpose
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an experiment, below explained, is designed:
For this simulations, trajectories of T = 128 for each type of process, are considered (which affects performance
presented in the section above) and treated with the DWT (equation 3), daubichies 1 and decomposition level 1. That
defined, aiming to preserve disturbances like that, the contamination level is selected, for every case, as 5%, 10% and
20% with withe noise of high variance (compared with the ones belonging to processes) and then they are submitted
to the same excersice of the previous section, where size and power are tested. It is remarked that this experiment is
executed contaminating a whole set of series (X) and both sets of series (X, Y) in order to represent a reality when
one series is contaminated and other where both of them are.
Below among with the results of size and power for the statistics, mentioned in equations 7 to 13, are also presented
graphics of disturbed series with not disturbed ones.
Figure 2: Contaminated series among with not contaminated ones
(a) 2% de Series Outliers (b) 5% de Series Outliers
(c) 10% de Series Outliers
1. Norm 1
2. Median for norm 1.
This measure seems to keep size relatively stable with no big changes as well as it preserves most of the power
of the proof having as a maximum decayment a 5%
11
Table 10: Contamination level = 0% with median for norm 1
AR(1) AR(1) AR(1) AR(1) MA(1) ARMA(1,1) ARIMA(1,1,1) GARCH(1,1)
0.2 0.4 0.6 0.8 0.1 0.7, 0.3 -0.5, 1, 0.4 0.5, 0.3
AR(1) 0.0780 0.5020 0.9840 1.0000 0.2440 0.9980 1.0000 1.0000
AR(1) 0.0960 0.8100 1.0000 0.8660 0.9680 1.0000 1.0000
AR(1) 0.1680 0.9980 1.0000 0.5820 1.0000 0.9720
AR(1) 0.3100 1.0000 0.8720 1.0000 0.6600
MA(1) 0.0560 1.0000 1.0000 1.0000
ARMA(1,1) 0.2640 1.0000 0.4440
ARIMA(1,1,1) 0.8200 1.0000
GARCH(1,1) 0.3200
Source:Own elaboration by means of data simulation.
Table 11: Contamination level = 5% with median for norm 1
AR(1) AR(1) AR(1) AR(1) MA(1) ARMA(1,1) ARIMA(1,1,1) GARCH(1,1)
0.2 0.4 0.6 0.8 0.1 0.7, 0.3 -0.5, 1, 0.4 0.5, 0.3
AR(1) 0.0700 0.4780 0.9880 1.0000 0.1980 0.9960 1.0000 1.0000
AR(1) 0.1080 0.7880 1.0000 0.8240 0.9720 1.0000 1.0000
AR(1) 0.1680 1.0000 0.9980 0.6480 1.0000 0.9720
AR(1) 0.3360 1.0000 0.8660 1.0000 0.6440
MA(1) 0.0640 1.0000 1.0000 1.0000
ARMA(1,1) 0.2620 1.0000 0.4300
ARIMA(1,1,1) 0.8200 1.0000
GARCH(1,1) 0.2320
Source:Own elaboration by means of data simulation.
Table 12: Contamination level = 10% with median for norm 1
AR(1) AR(1) AR(1) AR(1) MA(1) ARMA(1,1) ARIMA(1,1,1) GARCH(1,1)
0.2 0.4 0.6 0.8 0.1 0.7, 0.3 -0.5, 1, 0.4 0.5, 0.3
AR(1) 0.0620 0.4780 0.9780 1.0000 0.2200 0.9980 1.0000 1.0000
AR(1) 0.1140 0.8020 1.0000 0.8440 0.9700 1.0000 1.0000
AR(1) 0.1560 1.0000 0.9980 0.6540 1.0000 0.9720
AR(1) 0.2940 1.0000 0.8520 1.0000 0.6460
MA(1) 0.0460 1.0000 1.0000 1.0000
ARMA(1,1) 0.2700 1.0000 0.4320
ARIMA(1,1,1) 0.7780 1.0000
GARCH(1,1) 0.2460
Source:Own elaboration by means of data simulation.
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Table 13: Contamination level = 20% with median for norm 1
AR(1) AR(1) AR(1) AR(1) MA(1) ARMA(1,1) ARIMA(1,1,1) GARCH(1,1)
0.2 0.4 0.6 0.8 0.1 0.7, 0.3 -0.5, 1, 0.4 0.5, 0.3
AR(1) 0.0660 0.4860 0.9880 1.0000 0.2160 0.9960 1.0000 1.0000
AR(1) 0.1020 0.8080 1.0000 0.8300 0.9760 1.0000 1.0000
AR(1) 0.1400 1.0000 0.9980 0.6560 1.0000 0.9680
AR(1) 0.3400 1.0000 0.8580 1.0000 0.6520
MA(1) 0.0700 1.0000 1.0000 1.0000
ARMA(1,1) 0.2500 1.0000 0.4140
ARIMA(1,1,1) 0.8120 1.0000
GARCH(1,1) 0.2800
Source:Own elaboration by means of data simulation.
3. Trimmed mean at 5% for norm 1.
Table 14: Contamination level = 0% with trimmean 5% for norm 1
AR(1) AR(1) AR(1) AR(1) MA(1) ARMA(1,1) ARIMA(1,1,1) GARCH(1,1)
0.2 0.4 0.6 0.8 0.1 0.7, 0.3 -0.5, 1, 0.4 0.5, 0.3
AR(1) 0.0720 0.6180 0.9960 1.0000 0.3100 1.0000 1.0000 1.0000
AR(1) 0.1060 0.8820 1.0000 0.9220 1.0000 1.0000 1.0000
AR(1) 0.2240 1.0000 1.0000 0.6780 1.0000 0.9980
AR(1) 0.3860 1.0000 0.9060 1.0000 0.4780
MA(1) 0.0580 1.0000 1.0000 1.0000
ARMA(1,1) 0.3140 1.0000 0.7300
ARIMA(1,1,1) 0.8840 1.0000
GARCH(1,1) 0.3580
Source:Own elaboration by means of data simulation.
Table 15: Contamination level = 5% with trimmean 5% with norm 1
AR(1) AR(1) AR(1) AR(1) MA(1) ARMA(1,1) ARIMA(1,1,1) GARCH(1,1)
0.2 0.4 0.6 0.8 0.1 0.7, 0.3 -0.5, 1, 0.4 0.5, 0.3
AR(1) 0.0600 0.5820 0.9980 1.0000 0.2520 1.0000 1.0000 1.0000
AR(1) 0.1360 0.8740 1.0000 0.9260 0.9920 1.0000 1.0000
AR(1) 0.1860 1.0000 0.9980 0.7460 1.0000 0.9980
AR(1) 0.3380 1.0000 0.9000 1.0000 0.4440
MA(1) 0.0460 1.0000 1.0000 1.0000
ARMA(1,1) 0.2960 1.0000 0.7160
ARIMA(1,1,1) 0.8740 1.0000
GARCH(1,1) 0.3300
Source:Own elaboration by means of data simulation.
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Table 16: Contamination level = 10% with trimmean 5% with norm 1
AR(1) AR(1) AR(1) AR(1) MA(1) ARMA(1,1) ARIMA(1,1,1) GARCH(1,1)
0.2 0.4 0.6 0.8 0.1 0.7, 0.3 -0.5, 1, 0.4 0.5, 0.3
AR(1) 0.0760 0.5840 1.0000 1.0000 0.2500 1.0000 1.0000 1.0000
AR(1) 0.1080 0.8580 1.0000 0.9160 0.9920 1.0000 1.0000
AR(1) 0.1960 1.0000 0.9980 0.7340 1.0000 0.9980
AR(1) 0.3240 1.0000 0.9060 1.0000 0.4460
MA(1) 0.0480 1.0000 1.0000 1.0000
ARMA(1,1) 0.2820 1.0000 0.7100
ARIMA(1,1,1) 0.9000 1.0000
GARCH(1,1) 0.3480
Source:Own elaboration by means of data simulation.
Table 17: Contamination level = 20% with trimmean 5% with norm 1
AR(1) AR(1) AR(1) AR(1) MA(1) ARMA(1,1) ARIMA(1,1,1) GARCH(1,1)
0.2 0.4 0.6 0.8 0.1 0.7, 0.3 -0.5, 1, 0.4 0.5, 0.3
AR(1) 0.0720 0.5820 1.0000 1.0000 0.2580 1.0000 1.0000 1.0000
AR(1) 0.1160 0.8760 1.0000 0.9240 0.9940 1.0000 1.0000
AR(1) 0.1720 1.0000 0.9980 0.7280 1.0000 1.0000
AR(1) 0.3580 1.0000 0.9080 1.0000 0.4560
MA(1) 0.0420 1.0000 1.0000 1.0000
ARMA(1,1) 0.2720 1.0000 0.7080
ARIMA(1,1,1) 0.8860 1.0000
GARCH(1,1) 0.3540
Source:Own elaboration by means of data simulation.
4. Trimeed mean at 10% for norm 1.
Table 18: Contamination level = 0% with trimmean 10% for norm 1
AR(1) AR(1) AR(1) AR(1) MA(1) ARMA(1,1) ARIMA(1,1,1) GARCH(1,1)
0.2 0.4 0.6 0.8 0.1 0.7, 0.3 -0.5, 1, 0.4 0.5, 0.3
AR(1) 0.0780 0.5300 0.9960 1.0000 0.3440 1.0000 1.0000 1.0000
AR(1) 0.1340 0.8580 1.0000 0.9220 0.9960 1.0000 1.0000
AR(1) 0.2100 1.0000 1.0000 0.7080 1.0000 0.9960
AR(1) 0.4140 1.0000 0.8980 1.0000 0.4940
MA(1) 0.0700 1.0000 1.0000 1.0000
ARMA(1,1) 0.3120 1.0000 0.7320
ARIMA(1,1,1) 0.8940 1.0000
GARCH(1,1) 0.3660
Source:Own elaboration by means of data simulation.
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Table 19: Contamination level = 5% with trimmean 10% with norm 1
AR(1) AR(1) AR(1) AR(1) MA(1) ARMA(1,1) ARIMA(1,1,1) GARCH(1,1)
0.2 0.4 0.6 0.8 0.1 0.7, 0.3 -0.5, 1, 0.4 0.5, 0.3
AR(1) 0.0700 0.5200 0.9940 1.0000 0.3180 1.0000 1.0000 1.0000
AR(1) 0.1180 0.8500 1.0000 0.8960 0.9960 1.0000 1.0000
AR(1) 0.2120 1.0000 1.0000 0.7040 1.0000 0.9960
AR(1) 0.3680 1.0000 0.8940 1.0000 0.4700
MA(1) 0.0560 1.0000 1.0000 1.0000
ARMA(1,1) 0.2700 1.0000 0.7040
ARIMA(1,1,1) 0.9040 1.0000
GARCH(1,1) 0.3560
Source:Own elaboration by means of data simulation.
Table 20: Contamination level = 10% with trimmean 10% with norm 1
AR(1) AR(1) AR(1) AR(1) MA(1) ARMA(1,1) ARIMA(1,1,1) GARCH(1,1)
0.2 0.4 0.6 0.8 0.1 0.7, 0.3 -0.5, 1, 0.4 0.5, 0.3
AR(1) 0.0820 0.5220 0.9940 1.0000 0.3260 1.0000 1.0000 1.0000
AR(1) 0.1240 0.8600 1.0000 0.9120 0.9960 1.0000 1.0000
AR(1) 0.1820 1.0000 1.0000 0.7040 1.0000 0.9960
AR(1) 0.3880 1.0000 0.8900 1.0000 0.4660
MA(1) 0.0600 1.0000 1.0000 1.0000
ARMA(1,1) 0.3200 1.0000 0.7280
ARIMA(1,1,1) 0.8620 1.0000
GARCH(1,1) 0.3960
Source:Own elaboration by means of data simulation.
Table 21: Contamination level = 20% with trimmean 10% with norm 1
AR(1) AR(1) AR(1) AR(1) MA(1) ARMA(1,1) ARIMA(1,1,1) GARCH(1,1)
0.2 0.4 0.6 0.8 0.1 0.7, 0.3 -0.5, 1, 0.4 0.5, 0.3
AR(1) 0.0740 0.5200 0.9980 1.0000 0.3160 1.0000 1.0000 1.0000
AR(1) 0.1260 0.8580 1.0000 0.9060 0.9960 1.0000 1.0000
AR(1) 0.2020 1.0000 1.0000 0.7160 1.0000 0.9960
AR(1) 0.3840 1.0000 0.9040 1.0000 0.4680
MA(1) 0.0660 1.0000 1.0000 1.0000
ARMA(1,1) 0.3340 1.0000 0.7360
ARIMA(1,1,1) 0.9080 1.0000
GARCH(1,1) 0.3460
Source:Own elaboration by means of data simulation.
As it happens with the median for norm 1, the trimmeans for norm 1 slightly changes size but both of them
preserve most of the power with minimum decreses of it (2 or 3%), which makes them considerable better options
regarding robustness.
5. Norm 2.
As it might be expected, norm 2 suffers appreciable changes when contamination appears. In this case, as the
amount of disturbances grows the power of the proof reach high decayments of even 30% which makes it quite
useless when there are suspicious of disturbances. This brief analysis among with the following tables highlight
the bad performance of using this measure regarding robustness for this proof.
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Table 22: Contamination level = 0% with norm 2
AR(1) AR(1) AR(1) AR(1) MA(1) ARMA(1,1) ARIMA(1,1,1) GARCH(1,1)
0.2 0.4 0.6 0.8 0.1 0.7, 0.3 -0.5, 1, 0.4 0.5, 0.3
AR(1) 0.0860 0.6280 0.9980 1.0000 0.3180 1.0000 1.0000 1.0000
AR(1) 0.0960 0.9080 1.0000 0.9400 0.9980 1.0000 1.0000
AR(1) 0.2280 1.0000 1.0000 0.7840 1.0000 0.9980
AR(1) 0.3620 1.0000 0.8820 1.0000 0.3480
MA(1) 0.0680 1.0000 1.0000 1.0000
ARMA(1,1) 0.3220 1.0000 0.6860
ARIMA(1,1,1) 0.9040 0.9960
GARCH(1,1) 0.3600
Source:Own elaboration by means of data simulation.
Table 23: Contamination level = 5% with norm 2
AR(1) AR(1) AR(1) AR(1) MA(1) ARMA(1,1) ARIMA(1,1,1) GARCH(1,1)
0.2 0.4 0.6 0.8 0.1 0.7, 0.3 -0.5, 1, 0.4 0.5, 0.3
AR(1) 0.0620 0.3360 0.7700 0.9960 0.1060 0.9460 1.0000 0.9940
AR(1) 0.0620 0.6160 0.9940 0.5100 0.9320 1.0000 0.9740
AR(1) 0.1300 0.9800 0.8360 0.6600 1.0000 0.9440
AR(1) 0.3180 0.9980 0.8100 1.0000 0.3460
MA(1) 0.0400 0.9540 1.0000 0.9860
ARMA(1,1) 0.2300 1.0000 0.6360
ARIMA(1,1,1) 0.8860 1.0000
GARCH(1,1) 0.3520
Source:Own elaboration by means of data simulation.
Table 24: Contamination level = 10% with norm 2
AR(1) AR(1) AR(1) AR(1) MA(1) ARMA(1,1) ARIMA(1,1,1) GARCH(1,1)
0.2 0.4 0.6 0.8 0.1 0.7, 0.3 -0.5, 1, 0.4 0.5, 0.3
AR(1) 0.0380 0.3340 0.8060 0.9980 0.1060 0.9560 1.0000 0.9920
AR(1) 0.0600 0.6160 0.9900 0.5280 0.8980 1.0000 0.9880
AR(1) 0.1220 0.9820 0.8220 0.6600 1.0000 0.9500
AR(1) 0.3320 1.0000 0.8020 1.0000 0.3540
MA(1) 0.0200 0.9460 1.0000 0.9920
ARMA(1,1) 0.2700 1.0000 0.6320
ARIMA(1,1,1) 0.8980 1.0000
GARCH(1,1) 0.3340
Source:Own elaboration by means of data simulation.
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Table 25: Contamination level = 20% with norm 2
AR(1) AR(1) AR(1) AR(1) MA(1) ARMA(1,1) ARIMA(1,1,1) GARCH(1,1)
0.2 0.4 0.6 0.8 0.1 0.7, 0.3 -0.5, 1, 0.4 0.5, 0.3
AR(1) 0.0400 0.3240 0.7940 0.9980 0.1200 0.9380 1.0000 0.9840
AR(1) 0.0580 0.6420 0.9940 0.5940 0.9060 1.0000 0.9900
AR(1) 0.1160 0.9780 0.8160 0.6820 1.0000 0.9440
AR(1) 0.2980 1.0000 0.7880 1.0000 0.3660
MA(1) 0.0200 0.9600 1.0000 0.9920
ARMA(1,1) 0.2160 1.0000 0.6340
ARIMA(1,1,1) 0.9020 1.0000
GARCH(1,1) 0.3320
Source:Own elaboration by means of data simulation.
6. Median for norm 2.
Table 26: Contamination level = 0% with median for norm 2
AR(1) AR(1) AR(1) AR(1) MA(1) ARMA(1,1) ARIMA(1,1,1) GARCH(1,1)
0.2 0.4 0.6 0.8 0.1 0.7, 0.3 -0.5, 1, 0.4 0.5, 0.3
AR(1) 0.0820 0.5040 0.9840 1.0000 0.2320 0.9980 1.0000 1.0000
AR(1) 0.0980 0.8180 1.0000 0.8640 0.9640 1.0000 1.0000
AR(1) 0.1900 0.9980 1.0000 0.5860 1.0000 0.9720
AR(1) 0.3340 1.0000 0.8700 1.0000 0.6580
MA(1) 0.0640 1.0000 1.0000 1.0000
ARMA(1,1) 0.2360 1.0000 0.4400
ARIMA(1,1,1) 0.8140 1.0000
GARCH(1,1) 0.2920
Source:Own elaboration by means of data simulation.
Table 27: Contamination level = 5% with median for norm 2
AR(1) AR(1) AR(1) AR(1) MA(1) ARMA(1,1) ARIMA(1,1,1) GARCH(1,1)
0.2 0.4 0.6 0.8 0.1 0.7, 0.3 -0.5, 1, 0.4 0.5, 0.3
AR(1) 0.0620 0.4960 0.9840 1.0000 0.1880 0.9980 1.0000 1.0000
AR(1) 0.1100 0.8060 1.0000 0.8320 0.9740 1.0000 1.0000
AR(1) 0.1880 1.0000 0.9980 0.6400 1.0000 0.9680
AR(1) 0.3160 1.0000 0.8560 1.0000 0.6260
MA(1) 0.0700 1.0000 1.0000 1.0000
ARMA(1,1) 0.2420 1.0000 0.4240
ARIMA(1,1,1) 0.8000 1.0000
GARCH(1,1) 0.2660
Source:Own elaboration by means of data simulation.
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Table 28: Contamination level = 10% with median for norm 2
AR(1) AR(1) AR(1) AR(1) MA(1) ARMA(1,1) ARIMA(1,1,1) GARCH(1,1)
0.2 0.4 0.6 0.8 0.1 0.7, 0.3 -0.5, 1, 0.4 0.5, 0.3
AR(1) 0.0680 0.4880 0.9860 1.0000 0.2080 0.9980 1.0000 1.0000
AR(1) 0.1140 0.8000 1.0000 0.8400 0.9740 1.0000 1.0000
AR(1) 0.1580 0.9980 0.9980 0.6540 1.0000 0.9680
AR(1) 0.3260 1.0000 0.8560 1.0000 0.6420
MA(1) 0.0680 1.0000 1.0000 1.0000
ARMA(1,1) 0.2660 1.0000 0.4380
ARIMA(1,1,1) 0.8200 1.0000
GARCH(1,1) 0.2400
Source:Own elaboration by means of data simulation.
Table 29: Contamination level = 20% with median for norm 2
AR(1) AR(1) AR(1) AR(1) MA(1) ARMA(1,1) ARIMA(1,1,1) GARCH(1,1)
0.2 0.4 0.6 0.8 0.1 0.7, 0.3 -0.5, 1, 0.4 0.5, 0.3
AR(1) 0.0580 0.4960 0.9880 1.0000 0.2020 0.9960 1.0000 1.0000
AR(1) 0.1180 0.7880 1.0000 0.8400 0.9700 1.0000 1.0000
AR(1) 0.1540 0.9980 0.9980 0.6580 1.0000 0.9700
AR(1) 0.3180 1.0000 0.8640 1.0000 0.6500
MA(1) 0.0720 1.0000 1.0000 1.0000
ARMA(1,1) 0.2480 1.0000 0.4200
ARIMA(1,1,1) 0.8180 1.0000
GARCH(1,1) 0.2740
Source:Own elaboration by means of data simulation.
7. Trimeed mean at 5% for norm 2.
Table 30: Contamination level = 0% with trimmean 5% for norm 2
AR(1) AR(1) AR(1) AR(1) MA(1) ARMA(1,1) ARIMA(1,1,1) GARCH(1,1)
0.2 0.4 0.6 0.8 0.1 0.7, 0.3 -0.5, 1, 0.4 0.5, 0.3
AR(1) 0.0860 0.6340 0.9980 1.0000 0.3240 1.0000 1.0000 1.0000
AR(1) 0.1140 0.9080 1.0000 0.9440 0.9980 1.0000 1.0000
AR(1) 0.2300 1.0000 1.0000 0.7800 1.0000 0.9960
AR(1) 0.3680 1.0000 0.8940 1.0000 0.4440
MA(1) 0.0580 1.0000 1.0000 1.0000
ARMA(1,1) 0.3240 1.0000 0.6560
ARIMA(1,1,1) 0.8800 1.0000
GARCH(1,1) 0.3260
Source:Own elaboration by means of data simulation.
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Table 31: Contamination level = 5% with trimmean 5% with norm 2
AR(1) AR(1) AR(1) AR(1) MA(1) ARMA(1,1) ARIMA(1,1,1) GARCH(1,1)
0.2 0.4 0.6 0.8 0.1 0.7, 0.3 -0.5, 1, 0.4 0.5, 0.3
AR(1) 0.0660 0.5920 1.0000 1.0000 0.2380 1.0000 1.0000 1.0000
AR(1) 0.0940 0.8740 1.0000 0.9280 0.9940 1.0000 1.0000
AR(1) 0.1740 1.0000 0.9980 0.7800 1.0000 0.9960
AR(1) 0.3160 1.0000 0.8940 1.0000 0.4260
MA(1) 0.0460 1.0000 1.0000 1.0000
ARMA(1,1) 0.2920 1.0000 0.6500
ARIMA(1,1,1) 0.9060 1.0000
GARCH(1,1) 0.3240
Source:Own elaboration by means of data simulation.
Table 32: Contamination level = 10% with trimmean 5% with norm 2
AR(1) AR(1) AR(1) AR(1) MA(1) ARMA(1,1) ARIMA(1,1,1) GARCH(1,1)
0.2 0.4 0.6 0.8 0.1 0.7, 0.3 -0.5, 1, 0.4 0.5, 0.3
AR(1) 0.0740 0.5860 1.0000 1.0000 0.2340 1.0000 1.0000 1.0000
AR(1) 0.1220 0.8860 1.0000 0.9080 0.9980 1.0000 1.0000
AR(1) 0.1780 1.0000 0.9980 0.7940 1.0000 0.9920
AR(1) 0.3360 1.0000 0.8880 1.0000 0.4300
MA(1) 0.0420 1.0000 1.0000 1.0000
ARMA(1,1) 0.2640 1.0000 0.6340
ARIMA(1,1,1) 0.9100 1.0000
GARCH(1,1) 0.3600
Source:Own elaboration by means of data simulation.
Table 33: Contamination level = 20% with trimmean 5% with norm 2
AR(1) AR(1) AR(1) AR(1) MA(1) ARMA(1,1) ARIMA(1,1,1) GARCH(1,1)
0.2 0.4 0.6 0.8 0.1 0.7, 0.3 -0.5, 1, 0.4 0.5, 0.3
AR(1) 0.0640 0.5940 1.0000 1.0000 0.2420 1.0000 1.0000 1.0000
AR(1) 0.1060 0.8680 1.0000 0.9320 0.9960 1.0000 1.0000
AR(1) 0.1980 1.0000 0.9980 0.7960 1.0000 0.9960
AR(1) 0.3400 1.0000 0.8900 1.0000 0.4240
MA(1) 0.0320 1.0000 1.0000 1.0000
ARMA(1,1) 0.2620 1.0000 0.6420
ARIMA(1,1,1) 0.8960 1.0000
GARCH(1,1) 0.3400
Source:Own elaboration by means of data simulation.
8. Trimeed mean at 10% for norm 2.
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Table 34: Contamination level = 0% with trimmean 10% for norm 2
AR(1) AR(1) AR(1) AR(1) MA(1) ARMA(1,1) ARIMA(1,1,1) GARCH(1,1)
0.2 0.4 0.6 0.8 0.1 0.7, 0.3 -0.5, 1, 0.4 0.5, 0.3
AR(1) 0.0720 0.6320 0.9980 1.0000 0.3280 1.0000 1.0000 1.0000
AR(1) 0.1440 0.9000 1.0000 0.9480 1.0000 1.0000 1.0000
AR(1) 0.2380 1.0000 1.0000 0.7640 1.0000 0.9980
AR(1) 0.3740 1.0000 0.9000 1.0000 0.4760
MA(1) 0.0720 1.0000 1.0000 1.0000
ARMA(1,1) 0.3300 1.0000 0.6380
ARIMA(1,1,1) 0.9120 1.0000
GARCH(1,1) 0.3840
Source:Own elaboration by means of data simulation.
Table 35: Contamination level = 5% with trimmean 10% with norm 2
AR(1) AR(1) AR(1) AR(1) MA(1) ARMA(1,1) ARIMA(1,1,1) GARCH(1,1)
0.2 0.4 0.6 0.8 0.1 0.7, 0.3 -0.5, 1, 0.4 0.5, 0.3
AR(1) 0.0620 0.6040 0.9980 1.0000 0.2640 1.0000 1.0000 1.0000
AR(1) 0.0700 0.8760 1.0000 0.9380 0.9960 1.0000 1.0000
AR(1) 0.1800 1.0000 1.0000 0.7800 1.0000 0.9940
AR(1) 0.3440 1.0000 0.8960 1.0000 0.4460
MA(1) 0.0540 1.0000 1.0000 1.0000
ARMA(1,1) 0.2600 1.0000 0.6260
ARIMA(1,1,1) 0.8900 1.0000
GARCH(1,1) 0.3420
Source:Own elaboration by means of data simulation.
Table 36: Contamination level = 10% with trimmean 10% with norm 2
AR(1) AR(1) AR(1) AR(1) MA(1) ARMA(1,1) ARIMA(1,1,1) GARCH(1,1)
0.2 0.4 0.6 0.8 0.1 0.7, 0.3 -0.5, 1, 0.4 0.5, 0.3
AR(1) 0.0820 0.6060 1.0000 1.0000 0.2520 1.0000 1.0000 1.0000
AR(1) 0.1200 0.8940 1.0000 0.9240 0.9960 1.0000 1.0000
AR(1) 0.1780 1.0000 0.9980 0.7780 1.0000 0.9920
AR(1) 0.3420 1.0000 0.8820 1.0000 0.4640
MA(1) 0.0480 1.0000 1.0000 1.0000
ARMA(1,1) 0.2740 1.0000 0.6280
ARIMA(1,1,1) 0.8900 1.0000
GARCH(1,1) 0.3620
Source:Own elaboration by means of data simulation.
20
Table 37: Contamination level = 20% with trimmean 10% with norm 2
AR(1) AR(1) AR(1) AR(1) MA(1) ARMA(1,1) ARIMA(1,1,1) GARCH(1,1)
0.2 0.4 0.6 0.8 0.1 0.7, 0.3 -0.5, 1, 0.4 0.5, 0.3
AR(1) 0.0520 0.5960 1.0000 1.0000 0.2600 1.0000 1.0000 1.0000
AR(1) 0.1080 0.8700 1.0000 0.9280 0.9940 1.0000 1.0000
AR(1) 0.1700 1.0000 0.9980 0.7860 1.0000 0.9920
AR(1) 0.3280 1.0000 0.9000 1.0000 0.4520
MA(1) 0.0500 1.0000 1.0000 1.0000
ARMA(1,1) 0.2580 1.0000 0.6320
ARIMA(1,1,1) 0.8840 1.0000
GARCH(1,1) 0.3660
Source:Own elaboration by means of data simulation.
At this point, the behaviour of the robust versions of norm 1 and norm 2 has been seen and all of those robust
measures remains almost equal even after disturbances are included. For all of this new versions of the proof size and
power are well behaved are quite better than the traditional norm 2 both in size and power. That leads to suggest the
use of any of this new measures for quite a better performance, especially the trimmeans, when robustness is required.
Emphasis is placed on the remarkable behaviour of the proposed measures trimmeans in presence of distur-
bances.The current theory suggests the need to explore techniques that allow a better analysis of strange data,
or data without prior connections. The analysis of these so called strange data is based only in classical modelling
techniques that do not respond to the necessities arising from the finding of atypical series, with origins in unexpected
or uncontrolled interventions. This makes necessary to evaluate the effect of this type of observations, with the aim of
improving the comprehension of the series being analysed, modelled, estimation, intervention analysis and prediction
quality [1].
With respect to the medium estimator, which presented a high yield, two series of polluted series are presented
at 5% and 10%, following the previous methodology, an analysis is made identifying the one we will call ”breaking
point” and that shows a different configuration, by simulating a set of 1000 series belonging to model ARMA(p, q),
contaminated at 5% and 10% respectfully, and based on the use of the randomization test, the vector of p values,
which is the average per row of the generated matrix for each pair of series. The graph number 3 shows the point of
rupture, the exact identification of this is planted for later investigations.
Figure 3: Identification of Outliers series by means of sample contamination at different levels











(a) 5% de Series Outliers











(b) 10% de Series Outliers
4.3 Clustering for time series
By means of a grouping analysis based on wavelets cite key-29, a procedure is added that allows complementing the
theory previously exposed, and improves the classification of time series. Conglomerate analysis is useful when the
set of series is large. The current literature offers a great variety of grouping algorithms, with the aim of connecting
objects by means of a cluster under structured criteria, identifying them with measures of similarity that can be
understood as relations of proximity in the data.
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The prove method, is one of the most popular techniques for grouping. We can define it as a quantitative method,
unsupervised, iterative and non-deterministic. The importance of this analysis lies in the necessity of handling in a
different and practical way data sets of considerable length, which we can relate naturally with wavelets analysis. The
K-mean algorithm works in an iterative fashion, dividing the initial data set in a K number of clusters, indicated
as a parameter [30]. It is based on the minimization of the intern distance. The algorithm proceeds by choosing k
centers for initial cluster(centroid), this assigns each observation of a data set to the cluster with the closest centroid
by determining the distance between this data point and the group centroid. Then it determines a new mean for each
group as the centroid of observations. If the data point is closest to the centroid of its oun cluster, it stays there,
while, if the data point is not close to this centroid, but to a different one, it will be assigned to the closest centroid.
The process is an iterative one.
Figure 4: Examples of series used in the simulation




Series of random numbers normally distributed




Series of random numbers normally distributed




Series generated by a mobile media process with parameter 0.5
Thus, using the modification of the randomization test, and using the robust estimator of the median which showed
a high efficiency, we simulated a set of 130 series x(t) distributed in three groups, two of which presented a normal
distribution with 50 and 30 random series respectively, and a set of 50 from model MA(1) with parameter ϕ = 0.5,
all with a length T = 512, the objectiv is achieve the identification of groups by using the modified test based on the
discrete wavelet transform. We build a matrix which contains the p value of size 130× 130, the interactions between
pairs of series taken from each one are considered their coefficients of detail. From the matrix a vector of row averages
is elaborated, to which k-means is applied, taking into account a cluster selection criterion. The analysis was tested
for scales with j = 1, 2 and 4, and taking into account functions belonging to the Daubechies family. The results are
shown below:
Table 38: Clustering through the use of the median
k j=1 j=2 j=4
db1
1 54 41.54% 29 22.31% 49 37.69%
2 54 41.54% 54 41.54% 54 41.54%
3 22 16.92% 47 36.15% 27 20.77%
k j=1 j=2 j=4
db2
1 19 14.62% 42 32.31% 52 40.00%
2 55 42.31% 68 52.31% 58 44.62%
3 56 43.08 20 15.38 20 15.38
k j=1 j=2 j=4
db3
1 65 50.00% 36 27.69% 63 48.46%
2 41 31.54% 53 40.77% 22 16.92%
3 24 18.46% 41 31.54% 45 34.62%
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Figure 5: Wavelet shadow-graphs






























The previous table show consistent values for groups in three clusters, which are established with scale j = 1, it
tends to lose the approximation for bigger decomposition scales.
The use of the k-means method contrasts an appropriate number of conglomerates by means of the shadow graph
method proposed by Rousseeuw (1987).The diagram confirms the election for the number of clusters, its value for each
point is a means of comparison for this point with points in other groups. A high shadow value indicates Pi is well
paired to its own group and the opposite regarding other neighboring groups. If more points have a high shadow value,
the clustering solution is appropriate. If, on the other hand, the values are low or negative, the clustering solution
may have either a lot or not enough branches. Shadow-graph clustering can be used with any distance metrics.
5 Aplication
We use chronological maximum temperature series expressed in Celsius degrees, observed in 50 provinces and 2
autonomic cities in Spain for the years between 1990 and 2004. Data taken from severe heat for temperature in
Mahajarah and Alonso, and D’urso [23]. Figure number 5 exhibits the usual temperature behavior with regular season
variations, without remarkable trends along the years. On the other hand, figure 7 shows the Spanish provinces.
At present time several authors focus their studies in the Iberian peninsula, among others we can name Alonso,
De Zea Bermúdez and Scotto[33], Fernández-Montes and Rodrigo[34], Furió and Meneu [35], Brunet et al.[36], and
Garćıa-Herrera et al.[37].
Temperatures in Spain depend on the complexity of geography, which implies radical differences between the
regions. The year is marked by the first six months with the lowest average temperatures. The highest averages are
not exclusive to July, there are regions such as the coastal, Balearic, Canary, Ceuta and Melilla observatories, in which
August remains warm with a minimum temperature difference with respect to the previous month, due to the thermal
inertia in deep water.
First, we present the the use of the ramdomization algorithm based on the median robust estimator, through which
a series set corresponding to 5% of the more different among each other was identified (outlier series pinpointing). This
is achieved by means of the p value calculation. Therefore, the algorithm shown in previous sections generates a 52x52
matrix containing the p value presenting the lowest significance levels, that in turn identify the temperature series
with the most difference among each other. We used wavelet filters db1 (Haar), db2 and db3, at three decomposition
levels. The results are shown next:
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Table 39: P value smallest of the set of Temperatures of Spain
db1 db2 db3
p value Ciudad p value Ciudad p value Ciudad
j=1
0.0242 Cordoba 0.0241 Cordova 0.0267 Huelva
0.0252 Sevilla 0.0254 Soria 0.0269 Avila
0.0259 Alemeria 0.0257 Huelva 0.0372 Sevilla
j=2
0.0242 Soria 0.0246 Castellon 0.0279 Avila
0.0246 Sevilla 0.0256 Sevilla 0.0323 Huelva
0.0247 Melilla 0.0264 Melilla 0.0338 Sevilla
j=4
0.0242 Melilla 0.0242 Cordova 0.0266 Huelva
0.0245 Castellon 0.0258 Castellon 0.0326 Sevilla
0.0246 Sevilla 0.0272 Melilla 0.0392 Melilla
The above table shows a consistent identification of 5%, provinces whose temperature observations are the most
different among the group, taking into account three types of wavelet filters. Córdoba, Huelva and Sevilla correspond
to the provinces with particularly characterized temperatures. The temperature threshold in Córdoba and Sevilla in
summer time can surpass 40 Celsius degrees. Sometimes Sevilla has even registered up to 47 Celsius degress (July 7,
1959). During the heat wave in July, 1995, Sevilla and Córdoba got up to 46,6 Celsius degrees [38].
Semi-desertic Spain has its main representation in peninsular SouthEast, this is, a big part of Almeŕıa province,
whose series identified the test; regarding geography of the location, which links it with an extreme pluviometric level,
where the sequences built for consecutive dry days achieve long duration in south of Spain, not only in the middle
warm part of the year. Historically, periods of up to 5 consecutive months have been recorded, followed by drought in
provinces like Málaga, Almeŕıa and Huelva.
Identification of outliers series suggest as a complement of the analysis, cluster grouping. By using k-means method,
the 52 series were assembled, through the silhouette diagram in figure 6, thus validating three groups. This graph
delimits the number of established groups, since the shadow values are above 0.8, which corresponds to a nice definition
of grouping. Cophenetic coefficient gives a value of 0.86, consistent in terms of grouping correlation.
Figure 6: Shadow-graph for temperature grouping in Spain









An assembly in three groups suggests a suitable climatic location, considering climatic regions in Spain, the north
being characterized by a humid oceanic weather, the center with continental mediterranean weather and south with a
mediterranean weather.
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Figure 7: Grouping for the 52 temperature series in Spain provinces
Figure 8: Grouping for the 52 temperature series in Spain provinces
The previous map shows clearly a division, three clusters locate the main bio-geographical regions for Spain. The
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Euro-Siberian region is typical of the north and peninsular northern part. It has soft temperatures and humid summers.
The mediterranean region corresponds to the so called brownish Spain, it occupies about 80% of the peninsula and
the Balearic islands, characterized for dry and warm summers. Lastly, the Macaronesic region, to which the canary
islands belong. It is exposed to confluent influences: On one side fresh humid air masses provided by the trade winds,
and on the other side, occasionally the warm and dry saharian winds.
6 Conclusions
In conclusion, the simulation performed shows a fairly good performance, showing reasonable values of power and
size, by means of the Daubichies family for the randomization test, by means of any of the proposed estimators. The
test can be applied successfully to compare patterns of pairs of time series, which is a new contribution to series
classification theories.
The advantages of the use of DWT are highly recognized in the current literature, its potential is correlated with
the compression of long series, maintaining the relevant information of the series, as well as the application to noise
filtering and the detection of singularities.
The detection of outliers, in this case the identification of the outliers series, through the use of wavelet functions
and the application of the randomization test, allows the detection of series that present sudden changes, which
contributes to the proper handling of these and prevents an estimation bias from occurring.
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