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Laser wakefield electron accelerators (LWFAs) can support accelerating gradients 
three orders of magnitude higher than conventional radio frequency linear 
accelerators, enabling compact laser-driven devices. In this dissertation, I explore two 
regimes of LWFA physics, one at high plasma density, and the other at low density.  
The first part of this thesis characterizes bright broadband coherent radiation 
emitted during wakefield acceleration driven by femtosecond laser interaction with 
high, near-critical density plasma. Detailed measurement is presented of the radiation 
spectrum, polarization and angular distribution. The results are consistent with 
synchrotron radiation emission from laser-assisted injection into wakefields, with this 
picture supported by particle-in-cell simulations. 
  
The second part of this thesis demonstrates the use of high intensity Bessel beams 
of various orders for generating low density plasma waveguides that guide high 
intensity laser pulses over tens of centimeters.  Methods are presented for Bessel 
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Chapter 1  Introduction 
1.1 Motivation 
Accelerator science and technology have made significant progress since the 
invention of cyclotrons by Ernest Lawrence in 1929 [1]. High energy particle beams 
from accelerators have been a workhorse not only in fundamental and applied 
research, but also in commercial and industrial applications. The Large Hadron 
Collider at CERN enables scientists to study and validate the Standard model [2]. 
Synchrotron radiation provides high-flux and ultrashort X-rays for a wide range of 
research, such as molecular crystallography [3] and nanotechnology. In the medical 
market, particle accelerators deliver high energy electrons, ions, and gamma rays for 
cancer treatment [4] and nuclear isotopes [5] for medical imaging [6]. 
Here we consider linear accelerators as an example. A standard linear accelerator 
(LINAC) consists of an array of plates or cavities, driven by phased AC electric fields 
typically supplied by high power radio frequency (RF) waves for the highest energy 
LINACs. The AC field (voltage) amplitude, phase and frequency is carefully 
controlled such that an electron bunch will be accelerated in successive cavities (see 
Figure 1.1(a)). The accelerating fields are limited to ~100 MV/m due to surface 
breakdown of the RF cavities. Therefore, high energy electron accelerators (>10 
GeV) usually extend to over kilometers long, such as the Stanford Linear Accelerator 






 Figure 1.1 Working principle of a linear accelerator [7] (b) An aerial photo of 
SLAC [8] 
 
One way to overcome this constraint is to use plasma as the acceleration medium, 
as it supports electric fields up to ~1TV/m, which is many orders of magnitude higher 
than RF accelerators. A plasma version of an RF cavity is realized by using the axial 
electrostatic field of relativistic plasma waves driven by lasers, as proposed by Tajima 
and Dawson in 1979 [9] and later extended by Sprangle et al  [10].  
In laser wakefield acceleration (LWFA), an intense laser pulse propagates through 
plasma and drives a plasma density perturbation with the ponderomotive force. The 
plasma wave propagates at the group velocity of the laser pulse and can trap and 






Figure 1.2 Schematic drawing of laser wakefield acceleration 
 
The LWFA field has witnessed numerous milestones in its development, such as 
the first demonstration of low energy spread beams at ~100 MeV [11–13] and multi-
GeV electron acceleration [14]. In 2019, Lawrence Berkeley National Lab 
demonstrated a record 7.8 GeV electron beam [15], pushing the field one step further 
toward developing a high energy electron collider [16].  
A laser wakefield accelerator reaching multi-GeV energy gain requires high 
repetition rate guiding of high intensity laser pulses (𝐼 ≳ 1018𝑊/𝑐𝑚2) over tens of 
centimeters in low density plasma (𝑁𝑒~10
17𝑐𝑚−3). One of the topics of this 
dissertation is the demonstration of a method to realize such a low density guiding 
structure for multi-GeV laser wakefield accelerators. Such experiments will 
eventually take place at petawatt (1015 W) laser facilities, such as one of the facilities 
of the recently formed LaserNetUS infrastructure  [17] or at the European ELI 
(Extreme Light Infrastructure)  [18–20].   
In another direction for LWFA research, it is of great interest to develop sources 





and security imaging applications. To this end, our group at UMd and a French group 
at Ecole Polytechnique have developed such sources [21–23], with quasi 
monoenergetic electron bunches up to ~15 MeV generated at 1 kHz with as little as 
~2 mJ  [24]. Key to the UMd effort in high repetition rate LWFA is the use of near-
critical density gas jets.  The electron acceleration process in such dense jets produces 
a remarkably bright, coherent, and broadband optical radiation flash—the detailed 
study of this flash is another topic of this dissertation. 
1.2 Outline 
The rest of this chapter provides a short introduction to laser wakefield 
acceleration (LWFA). Chapter 2 describes experiments on coherent broadband 
radiation emitted in laser wakefield acceleration in near-critical density gas jets. 
These are experiments associated with the UMd efforts to develop a high repetition 
rate, low laser pulse energy LWFA source. The following chapters describe our 
experiments using low order and high order Bessel beams to generate long, low 
density plasma waveguides for application to > GeV electron acceleration.  Chapter 3 
demonstrates high order Bessel beam generation and its optimization. Chapter 4 
presents generation of low density plasma waveguides using low and high order 
Bessel beams. The dissertation concludes with a discussion of prospective research 
directions. 
1.3 Ionization with intense laser pulses 
Short pulse laser ionization of atoms or molecules successively moves through 





tunneling ionization, and barrier-suppression-ionization  [26](see Figure 1.3). The 
dimensionless Keldysh parameter, 𝛾 = √𝐸𝑖/2𝑈𝑝 , characterizes the three regimes, 
where 𝐸𝑖 is the ionization energy and 𝑈𝑝 =
𝑒2𝐸2
4𝑚𝑒𝜔2
 is the laser ponderomotive 
energy  [27]. In the MPI regime (𝛾 ≫ 1), 𝑛 = ⌈𝐸𝑖 ℏ𝜔⁄ ⌉ photons are required to 
liberate a bound electron to the continuum, where ℏ𝜔 is the laser photon energy and 
⌈ ⌉ is the ceiling function. The ionization rate is 𝑊𝑛 = 𝜎𝑛𝐼𝐿
𝑛, where 𝜎𝑛 is the 𝑛-photon 
absorption cross section, and 𝐼𝐿 is the laser intensity. In tunneling ionization (𝛾~1), 
the laser electric field adds to the atomic Coulomb field so that a bound electron can 
tunnel through the resulting humped potential barrier. In barrier-suppression-
ionization (𝛾 ≪ 1), the laser electric field strongly dominates the atomic coulomb 
field, depressing the potential hump below the binding energy. An estimate for the 





where 𝑍 is the ionization state of the product ion. For the hydrogen atom, 𝐼𝐵𝑆𝐼 ≈
1.4 × 1014𝑊/𝑐𝑚2 . 
 






1.4 Laser wakefield acceleration (LWFA) 
1.4.1 Linear plasma wakefield 
In laser plasma accelerators, wakefields are driven by the ponderomotive force. 






) to second order in |𝒂| = 𝑎,  where 𝒂 = 𝑒𝑨/𝑚𝑒𝑐
2 is the 









(with 𝛾 = (1 − 𝑢2 𝑐2⁄ )−1 2⁄ )  and normalized scalar potential Φ =
𝑒𝜙
𝑚𝑒𝑐2
, we rewrite 












× (∇ × 𝒂). (1.1) 
                                                                    
Using the identity (𝒂 ∙ ∇)𝒂 =
1
2
∇𝒂2 − 𝒂 × ∇ × 𝒂 and defining 𝛿𝒖 = 𝒖 − 𝒂, it can 
be shown  [28] that 
𝜕𝜹𝒖
𝑐𝜕𝑡
= ∇(Φ − 𝛾). Therefore, we recognize the generalized 
ponderomotive force 𝑭𝑝 = −𝑚𝑒𝑐
2∇𝛾. 
Assuming 𝑎 ≪ 1, the plasma wave driven by the ponderomotive force can be 












+ ∇ ∙ (𝑛𝒗) = 0, (1.3) 
 
 ∇2𝜙 = 4𝜋(𝑛 − 𝑛0), (1.4) 





Solving the above three equations to second order in 𝑎, the density perturbation 

















2 𝑚𝑒⁄ . 
The above equations show driven simple harmonic oscillator behavior. Therefore, 
the wakefield will be generated most efficiently when the driving laser pulse envelope 
is of the same order as half the plasma oscillation period. The plasma wakefield 
travels at the speed of the driving ponderomotive force, which propagates with the 
laser envelope at the group velocity. Equations (1.5) and (1.6) are solved for the 
plasma density perturbation and electric field using a Green’s function to give 
 𝛿𝑛/𝑛0 = (𝑐
2/𝜔𝑝) ∫ 𝑑𝑡







𝐸/𝐸0 = −𝑐 ∫ 𝑑𝑡






Most experiments fall in the nonlinear regime (𝑎 ≳ 1), where analytical 
expression becomes complicated and computer simulations are needed. With the 
quasi-static, an analytical expression of a 1D nonlinear wakefield can be found 
in  [30,31]. Wakefields in 3D typically require particle-in-cell (PIC) simulations.  
1.4.2 Pulse propagation and self-modulation 
In the linear regime, the laser group velocity is derived from the 1D dispersion 
relation  𝜔2 = 𝑐2𝑘2 + 𝜔𝑝









pulses, off-axis rays reduce the effective group velocity as well as sample plasma 
dispersion. Taking this 3D effect into consideration, the group velocity relativistic 










If the laser pulse duration is longer than multiple plasma oscillation periods, the 
laser pulse can be periodically diffracted and focused by the plasma wakefield it 
drives. This can lead to breakup of a single long laser pulse into a train of short 
pulses, with each short pulselet having a width on the order of half a plasma 
wavelength. Accompanying the formation of the pulse train is a large amplitude 
plasma wave. This process is called self-modulation  [28,33]. A laser wakefield 
accelerator operating in this regime typically accelerates high charge electron bunches 
with a broad (exponential-like) energy distribution. The experiment described in 
chapter 2 fits in this regime.    
1.4.3 Electron injection and wave breaking 
Electrons must be properly phased in order to be trapped by the plasma wave and 
accelerated. One source of trapped electrons is the background plasma electrons, 
where self-injection occurs by wave breaking. This is the injection source for the high 
density jet experiments described in Chapter 2. An example of another source, not 
used in this dissertation, is ionization injection  [34–36]. In ionization injection, inner 
shell electrons of high-Z atoms are tunneling ionized near the peak of the laser pulse, 
at a particular phase inside the wakes and subsequently slip back with respect to the 
wakes. If the electrons gain enough energy from the longitudinal electric field to 





energy. As the electrons are born near the peak of the wake potential, the high 
potential difference between the front and back of the wakes results in lower laser 
intensity required to trap electrons than self-injection. 
For proper phasing, the injected electron velocity must be at least the wakefield 
phase velocity. For the case of wavebreaking, this occurs when the plasma wakefield 
amplitude approaches the wave breaking limit  𝐸𝑊𝐵 = √2(𝛾𝑝 − 1)𝐸0  [37]  (1D cold 
plasma), where 𝐸0 = 𝑚𝑐𝜔𝑝/𝑒 is the cold nonrelativistic wave breaking field  [38] 
and 𝛾𝑝 = 𝛾𝑔 = 𝜔 𝜔𝑝⁄  is the relativistic factor for the plasma wave phase velocity. 
When wave breaking occurs, the electron excursion is of the order of a plasma 
wavelength and the plasma wave loses coherence.  
In higher dimensions, plasma wave fronts are curved due to the finite transverse 
extent of the driving laser pulses. When the electron excursion amplitude is similar to 
the radius of curvature of a plasma wavefront, the trajectories of different electrons 
can cross, and the plasma wave loses coherence. This scenario is called “transverse 
wave breaking”, and the wave breaking field can be significantly reduced in this 
scenario  [39]. 
Numerous methods, including ionization injection, have been proposed to control 
electron injection spatially and temporally with much better precision than 
wavebreaking. For descriptions of those techniques, we refer readers to [40] 
1.4.4 Dephasing and energy scaling 
Electrons accelerated by a laser wakefield gain energy until they outrun the laser 
pulse, posing a fundamental limit to the maximum energy gain. This mechanism is 





by 𝜆𝑝/4 with respect to the plasma wake, as only 1/4 of the plasma wave is 













   , 𝑎0
2 ≫ 1 
, (1.9) 
where 𝑛𝑝 is the number of plasma periods behind the laser pulse. The maximum 
electron energy picked up in a standard laser wakefield accelerator (pulse length~𝜆𝑝), 









   , 𝑎0
2 ≫ 1 
. 
(1.10) 
Therefore, multi-GeV electron acceleration typically requires 𝑁𝑒~10
17𝑐𝑚−3 with 






Chapter 2  Coherent ultra-broadband laser-assisted injection 
radiation from a laser plasma accelerator 
2.1 Introduction 
The accelerating structure in a laser wakefield electron accelerator is provided by 
the relativistic nonlinear plasma wave driven by the ponderomotive force of the laser 
pulse. The plasma wave, which follows the pulse as a wake, can support axial electric 
fields >100 GV/m  [10,40].  Electrons can be accelerated after self-injection of 
background plasma electrons or external injection of relativistic electrons into the 
wake structure. In the self-injection process  [42–44], trapping of background 
electrons in the wake potential can lead to acceleration of high charge bunches from 
rest to nearly the speed of light over very short distances, generating radiation. At low 
plasma densities, this radiation has been observed to be weak and incoherent, even 
with a high-energy laser driver  [45]. However, with near-critical plasma densities, 
using low energy millijoule-scale lasers, our preliminary experiments showed that 
injection generates an intense coherent broadband (∆/ ~1) flash of radiation  [46] 
owing to acceleration over distances short compared to the radiated wavelength. 
Flashes occur axially in the plasma at electron injection locations, which closely 
follow relativistic self-focusing beam collapse and nonlinear plasma wave generation. 
A flash is estimated to contain up to a few percent of the laser energy, and can 
overwhelm optical diagnostics such as probe laser beams  [46]. In astrophysics, 
coherent radio wave emission from pulsars is an analogous process, as it may 
originate from extreme acceleration of dense electron bunches over distances much 





In this chapter, we present detailed measurements showing that under our 
conditions of near critical density plasma the flash is an ultrashort pulse optical 
radiation source of at most few-cycle duration, whose coherence, pulsewidth, angular 
distribution, and polarization are consistent with synchrotron radiation emission from 
laser-assisted injection of dense electron bunches into the plasma wave accelerating 
structure. The emission is remarkably bright for a non-laser source, with a brightness 
temperature estimated to be ~1018 K. At lower laser power, we observe the flash 
spectrum peaked at harmonics of the plasma frequency (the first measurement of such 
harmonics), a signature of sequential trapping in successive plasma wave potential 
buckets. At higher laser power, the flash spectrum is more continuous, characteristic 
of electron trapping largely in the main bucket following the laser pulse, with the 
following buckets strongly dissipated by beam loading.  
Our analysis of injection flash radiation provides a detailed picture of the 
dynamics inside the laser plasma accelerator. If one considers “wave-breaking” to 
imply destruction of plasma wave coherence  [48], our results lead us to identify the 
flash radiation as originating from laser-assisted injection rather than wave-breaking, 
as the radiation shows a characteristic polarization signature and coherent periodic 







2.2 Experimental setup 
 
Figure 2.1 Experimental diagram showing laser-gas jet interaction and diagnostics. 
(a) Setup for single-shot-supercontinuum spectral interferometry (SSSI) for either 
direct spectral interferometry of the flash (no glass window W1) or for measurement 
of the flash temporal envelope using flash-induced cross phase modulation in W1. (b) 
40 all-reflective objective and imaging spectrometer for high-resolution space-
resolved spectra. The objective can be taken out for plasma interferometry and neutral 
gas density measurement using a folded wave-front interferometer (not shown). (c) 
Fiber-coupled spectrometer setup for flash angular distribution and polarization 
measurements. (d) Image of flash superimposed on interferogram of laser-plasma 
interaction; the flash image is brighter than the interferometer fringes. The rectangular 
shadow at the bottom of the image is the gas jet orifice. (e) Typical transverse (90) 
flash spectrum (blue curve) and laser spectrum (brown curve) for comparison. 
 
The experimental setup is shown in Figure 2.1. Pulses of up to 40 mJ energy from 
a Ti:Sapphire laser (=800nm, 50 fs) are focused into a dense helium or hydrogen gas 
jet with an f/9.5 off-axis parabolic mirror to a full width at half maximum (FWHM) 
spot size 𝑤𝐹𝑊𝐻𝑀=8 𝜇𝑚. In either helium or hydrogen, the plasma peak density is in 
the range 𝑁𝑒/𝑁𝑐𝑟  ~ 0.1 − 0.3 with a density profile width 𝑑𝐹𝑊𝐻𝑀~300𝜇𝑚. The 





pulse (derived from the main pulse) directed transversely through the jet to a folded 
wavefront interferometer (not shown in the figure, but in the direction indicated in 
Figure 2.1(b)). As the flash is produced by electron injection into relativistic plasma 
waves, it is always associated with the generation of forward directed relativistic 
electron beams. For all experiments at a given laser energy and plasma profile, flash 
emission was measured under conditions of maximum charge for accelerated beam 
energy > 125 keV, as measured by integrating the electron beam images on a LANEX 
scintillating screen shielded by a 100m thick Al foil  [46].  
High-resolution spatio-spectral images of the flash were taken transversely using 
a 40 all-reflective objective and imaging spectrometer (Figure 2.1(b)), while angle 
and polarization resolved flash spectra were recorded by fiber-coupled spectrometers 
(Figure 2.1(c)). A typical image of the bright flash, collected along with an 
interferogram of the laser interaction with helium plasma, is shown in Figure 2.1(d). 
The image and interferogram are collected by the interferometer optics (not shown) in 
the direction shown in Figure 2.1(b).  A single-shot flash spectrum collected in the 
same direction is shown in Figure 2.1(e), with the pump laser spectrum overlaid for 
reference. The flash spectrum, centered at approximately  ~ 550nm, has an 
extremely wide bandwidth, / > 0.5. The modulations in the flash spectrum are not 
noise—their physical significance will be discussed in the following sections.  
The flash spatio-temporal evolution was measured using single shot 
supercontinuum spectral interferometry (SSSI), a technique developed by our 
group  [49,50]. The single shot capability of SSSI is essential, as the flash can vary 





SSSI in two ways. In method (1), radiation from a single flash (yellow beam in Figure 
2.1(a)) is collected at f/3 with 3 magnification by silver mirror M1, 0.2 m from the 
source, and directly interfered with a single well-characterized supercontinuum (SC) 
probe pulse at the imaging spectrometer in Figure 2.1(a), with 1D space resolution 5 
m along the direction of the slit, oriented perpendicular to the laser propagation 
direction. In the case of multiple, spatially distributed flashes in a single shot, this 
resolution is sufficient to image a single flash when it appears in the field of view. 
The SC pulse is generated by filamentation of a small portion of the laser pulse in a 2-
atm xenon cell. This measurement enables determination of the flash spectral 
coherence and extraction of its spectral phase. In method (2), we use a pair of SC 
pulses—a reference pulse and a probe pulse-- to measure the ultrashort transient Kerr 
effect induced by the flash in a 200 𝜇𝑚-thick BK7 glass window W1. Here, a single 
SC pulse is first generated by filamentation in the Xe cell, followed by a Michelson 
interferometer to generate the pair, and then followed by dispersing prisms that chirp 
the pulses to ~1 ps.  The reference and probe pulses spatially overfill the flash image 
in the glass, with the reference pulse preceding the flash, and the probe temporally 
overlapped with it.  Fourier analysis of the reference-probe interferogram at the 
spectrometer focal plane yields the 1D space-resolved transient Kerr phase shift in the 
glass, which is proportional to the flash spatiotemporal intensity profile 𝐼𝑓𝑙𝑎𝑠ℎ(𝑥, 𝑡), 







2.3 Coherent radiation and pulse length measurement 
The spectral phase of the supercontinuum is measured by modulations in the 
probe pulse spectrum due to flash induced cross phase modulation as a function of 
delay between flash and probe [50] as shown in Figure 2.2. Using a 4th order 
polynomial fit, we extract the spectral phase to be 𝜙(𝜔) = ∑ 𝛽𝑛(𝜔 − 𝜔0)
𝑛4
𝑛=0 , where 
𝛽2 = 1570 ± 52 𝑓𝑠
2, 𝛽3 = 222 ± 51𝑓𝑠
3, 𝛽4 = −3 ± 70 𝑓𝑠
4, 𝜔0 = 3.6 𝑃𝐻𝑧. 
 
Figure 2.2 Determination of SC spectral phase. Top: Sample SC spectrogram 
showing modulation due to cross phase modulation. Bottom: Group delay τ(λ) vs λ 
using a 25-spectrogram average at each delay. 
 
The spectral coherence of the flash is demonstrated in Figure 2.3, which shows a 





(Figure 2.3(b)) from spectral domain interference between the flash and a SC probe 
pulse using method (1) described above. The high contrast fringes (visibility~0.62 
near ~650 nm) in the =425-710 nm overlap region of the SC and flash spectra 
demonstrate spectral coherence of the flash. The curvature of the fringes arises from 
interference between the planar wavefronts of the SC probe and the spherical wave 
fronts from the point-like flash emission imaged at the source. In Figure 2.3(a), the 
fringe period is largest near ~535nm, which is where, in this case, the flash 
temporally overlaps the chirped probe pulse and then deceases at longer and shorter 
wavelengths. Knowledge of the spectral phase of the SC probe allows extraction of 
the spectral phases of single flashes, which are flat to within the uncertainty of the 
probe spectral phase [51]. 
 
Figure 2.3 (a) Spectral interferogram of flash and supercontinuum (SC) probe pulse. 
Curved fringes result from interference between the point-source-like flash and the 
planar phase fronts of the SC probe. The center of fringe curvature at ~535nm is 
where the flash temporally overlaps the chirped probe pulse. The larger red outlined 
box is an expanded section of the spectrum to show the actual aliasing-free fringe 
spacing.  (b) Lineout of (a) at z=0 𝜇𝑚. The vertical red dashed lines indicate the 





smaller rectangle in (a). (c) SSSI reconstruction of the flash spatio-temporal profile. 
Space and time lineouts along z=0 and t=0 are shown as white curves. The spatial and 
temporal FWHM are ~9 𝜇𝑚 and ~30 fs, both limited by space and time and 
resolution (see text). Laser energy 30 mJ, helium plasma density 𝑁𝑒 𝑁𝑐𝑟⁄ = 0.26. 
 
Higher-resolution flash spectra, 1D space-resolved with a resolution of ~2 m, 
were imaged with a 40 reflective microscope objective to the entrance slit of another 
imaging spectrometer (Figure 2.1(b)). This setup avoids chromatic aberration of the 
broadband flash images. Lower resolution polarization- and angle-resolved flash 
spectra were collected by fiber-coupled spectrometers [51] in the range = 0.2 -2.5 
µm (Figure 2.1(c)). 
The flash spatio-spectral complexity is analyzed using high-resolution images 
taken with the reflective microscope and imaging spectrometer setup of Figure 2.1(b), 
with results shown in Figure 2.4 for the laser vacuum focus position at the centre of 
the jet. Here, the imaging spectrometer has its slit aligned along the laser propagation 
direction (shown by white arrow in Figure 2.4(a)) and records the evolution of the 
radiation spectrum along z. The pump laser energy was varied 20 - 40 mJ for peak 
plasma density 𝑁e 𝑁𝑐𝑟⁄ = 0.08 or 0.16  (1.3 or 2.7 × 10
20cm−3). For our 
conditions, flashes are mostly emitted at two axial (z) locations and spectra appear 
either with clearly separated peaks or with more continuous features, with the latter 
appearing with increasing laser energy or plasma density. At lower laser energy and 
density (Figure 2.4(a), 20 mJ, 𝑁e 𝑁𝑐𝑟⁄ = 0.08) the spectrum at z~ 60m consists of 
discrete peaks with equal spacing close to the plasma frequency,  ∆𝜔~𝜔𝑝=0.61 PHz 
at density  𝑁𝑒 = 1.310
20𝑐𝑚−3 , and from their frequency ratio of 4:5:6 they are 





electromagnetic radiation at harmonics of the plasma frequency. Another flash occurs 
~20 m downstream in the propagation direction, where the wavelength spacing of 
the peaks decreases slightly and they shift to higher wavelength, consistent with 
locally lower plasma frequency along the density downramp.  At higher density 
(Figure 2.4(b)), the peaks are less distinct and more closely spaced, with the first flash 
slightly earlier in z and a second flash occurring ~40 m downstream of the first.  
The spectral interferograms and flash spectral phase are used to determine the 
time dependence of single flashes. Figures 2.4(a′) and 2.4(b′) show the square 
magnitude of the Fourier transforms of Figure 2.4(a) and 2.4(b) (using the extracted 
approximately flat spectral phase from the SSSI measurement), yielding the time 
dependence of the radiation intensity for the z position strips indicated by the black 
and red line segments on the left of the plots. It is seen for all cases that the flash is a 
sharp emission burst of duration < 5 fs followed by decaying modulations at the local 
plasma period 𝜏𝑝 = 2𝜋/𝜔𝑝. At higher laser energies (panels (c′)-(f′)), the temporal 
modulations following the initial burst become less distinct, with more rapid decay. 
Also at higher energy, the spatial location of the first flash moves upstream, 
consistent with the earlier onset of relativistic self-focusing beam collapse. As the 
measured flash spectrum is limited at the high and low frequency ends by coherence 
and plasma absorption (see later), the initial flash burst is likely significantly shorter 
than 5 fs.   
Among electromagnetic radiation sources from a LWFA, injection flash radiation 
is the only temporally coherent source measured thus far originating from the plasma 





accelerated electron bunches exiting the plasma-vacuum boundary [52], while 
betatron radiation is spatially but not temporally coherent [53]. The observation of 
coherent emission at the harmonics of the plasma frequency is distinct from Raman 
scattering of the pump laser pulse [40,54], where spectral features would be shifted 
from the pump frequency by integer multiples of 𝜔𝑝. The physical interpretation of 
flash radiation at harmonics of the plasma frequency is straightforward: as the 
nonlinearly steepening plasma wave propagates forward at the laser group velocity, it 
traps and accelerates background electrons. For the case of lower laser energy and 
density, the plasma wake potential is still sufficiently weak to allow some of these 
electrons to slip back and be trapped by later successive plasma wave buckets, 
separated in time by 𝜏𝑝. As the plasma wake propagates past a fixed spatial location 
viewed transversely by the imaging spectrometer, the repeated trapping and 
acceleration of background electrons at intervals of 𝜏𝑝 gives rise to the modulated 
spectrum. For the larger amplitude plasma waves driven at higher laser intensity and 
higher density, strong trapping of background electrons occurs in the bucket closest to 
the laser pulse, and beam loading decreases the amplitude of successive buckets and 






Figure 2.4 (a)-(f): Space-resolved flash spectra for laser energies 20, 30, 40 mJ and 
peak densities 𝑁𝑒 𝑁𝑐𝑟⁄ = 0.08 and 0.16 . The laser propagates in the direction of the 
white arrow in (a). (a′)-(f′): Square of the frequency-to-time Fourier transforms of the 
(a)-(f) spectra at fixed z positions indicated by the black (dashed) and red (solid) line 
segments (20 rows of CCD camera pixels), which correspond to the black (dashed) 
and red (solid) curves. The oscillations are spaced by the local plasma period 𝜏𝑝. The 
white dashed lines in (a) and (b) show the density downramp dependence of the 
harmonics of plasma frequency 𝜔𝑝(from left to right): (a) 6






We can estimate the number of injected electron buckets by the width of the 
harmonics peaks. The total electric field radiated by a sequence of N identical flashes 
separated by 𝜏 = 2𝜋/𝜔𝑝 is expressed as 𝐸𝑡𝑜𝑡(𝑡) = ∑ 𝐸(𝑡 − 𝑛𝜏)𝑒
−𝑖𝜔0(𝑡−𝑛𝜏)𝑁
𝑛=1 , 
where E(t) is the field envelope for a single flash, and 𝜔0 is a flash central frequency. 
Its spectrum,|?̃?𝑡𝑜𝑡(𝜔)|
2





, has peaks at the harmonics of 
the plasma frequency, agreeing with the experimental spectrum of Figure 2.4(a), and 
peak width (FWHM) is ∆𝜔~𝜔𝑝/𝑁. From the width of the spectral peaks in Figure 
2.4(a), one can estimate that a train of ~9 buckets contributes to the emission, which 
at this plasma density is >90 fs, extending well behind the 40fs laser pulse. 
We also measured the temporal envelope of single flashes using SSSI, described 
above as method (2) and depicted in Figure 2.1(a). The overall temporal resolution of 
this measurement is limited by the SC bandwidth and spherical aberration of the 
collection optics to ∆𝑡𝑚𝑖𝑛~20 fs  [51]. The spatio-temporal trace in Figure 2.3(c) 
shows a flash emission 𝜏𝐹𝑊𝐻𝑀~ 30fs, with a long tail extending beyond ~50fs. To 
within the temporal resolution, this is consistent with the curves shown in Figure 
2.4(a′)-(f′), where the emission consists of multiple ~5 fs peaks, with fewer peaks and 
faster decay at higher laser energy. From Figure 2.4(a) and (b), the flash extent along 
the propagation direction indicated by the arrow is 𝑑𝑓𝑙𝑎𝑠ℎ~2.5 m, near the imaging 
resolution limit, which suggests the acceleration radiation timescale is, at most, 
𝜏𝑎𝑐𝑐𝑒𝑙 < 𝑑𝑓𝑙𝑎𝑠ℎ 𝑐⁄ ~10 𝑓𝑠. It is remarkable that a demagnified image in the glass of 
only a small portion of this coherent source emission generates a nonlinear phase shift 





21012 W/cm2 . Using this result and the measured flash angular distribution (see 
below), we estimate the flash energy as ~0.4 mJ with a 4 average peak brightness of 
~250 J cm2sr-1, conservatively assuming a resolution-limited  2m source radius (see 
later discussion for Figure 2.5(c)).  Assuming a smaller source size from the 
simulation (see Sec. III) of  150nm300nm and a ~5 fs emission burst as seen in 
Figure 2.4 at higher density, gives an intensity brightness of ~31018 W cm2sr 1. For 
the flash bandwidth measured, this corresponds to a brightness temperature of  𝑇𝑏~ 
1018 K. As comparisons, the brightness temperature of the sun is <104 K and is in the 
range 1025-1031 K for pulsars  [47]. 
In our experiment, the temporal resolution of SSSI in method (2) mainly depends 
on aberrations in the collection optics and on the intrinsic resolution of SSSI  [50]. 
For simplicity, we only estimate the effect of spherical aberration of the concave 
silver mirror. According to Eq. (15) of  [55], the total delay caused by spherical 
aberration of the concave mirror can be estimated as 𝜏𝑆𝐴 ≈
1.5𝐴𝑟4
𝜔0
, where A is a 
dimensionless number characterizing the 3rd order spherical aberration and r is 
normalized to the maximum aperture radius. For a concave mirror, it can be shown 




  [56] where 𝑘0 is the center wave number, a the maximum aperture 
radius and R the radius of curvature of the concave mirror. In our case, for 
𝜆0~600 𝑛𝑚, A ~ 24 (where A is calculated assuming focusing of a collimated beam). 






The limited spectral resolution of the imaging spectrometer in Figure 2.1(a) limits 
our temporal resolution according to τw ≥ 4𝜋|𝛽2𝜏𝑟
−1|, where 𝜏𝑟 is the maximum 




first order chirp of the reference pulse  [50]. In our experiment,𝜏𝑟 ≈ 1 𝑝𝑠, 𝛽2 ≈
1570 𝑓𝑠2, giving 𝜏𝑤 ≈ 19.7 𝑓𝑠. An estimate of the overall temporal resolution is 
then 𝜏𝑟𝑒𝑠 ≈ √(𝜏𝑆𝐴
2 + 𝜏𝑤
2 ) ≈23 fs.  
2.4 Polarization and angular distribution 
The angular distribution and polarization of the flash spectrum is shown in Figure 
2.5 for incident laser energy 40 mJ and a hydrogen gas jet with peak plasma density 
𝑁𝑒/𝑁𝑐𝑟~0.1. The setup is shown in Figure 2.1(c).  The spectrum is collected by fiber-
coupled broadband visible and IR spectrometers covering a combined range 
2002500 nm  [51]. The optical fiber is mounted to a rotating arm which scans in 
azimuthal angle  =30150 with respect to the pump propagation direction, with the 
flash radiation passing through a broadband polarizer before entering the fiber. The 
collection acceptance solid angle is   ΔΩ = 1.8 × 10−3 sr, set by the fiber collimator 
aperture, giving an angular resolution of  𝛿𝜃~√ΔΩ ~ 2.5 . This measurement has no 
spatial resolution at the flash source; multiple flash locations contribute to the 
collected spectra. The flash polarization is sampled over  = 090, where  = 0 
refers to P-polarization (in the plane of the pump pulse direction, the fiber arm, and 
the pump polarization), and =90 describes S-polarization perpendicular to that 
plane. Only P-polarization (∥) and S-polarization (⊥) results are shown here, with full 





the full angular scan range by the isotropic and unpolarized 3d-2p hydrogen 
recombination emission at =656 nm  [57].  As the transmission cone angle of the 
laser and laser-induced SC at the jet exit is approximately ∆𝜃𝑙𝑎𝑠𝑒𝑟 < 10, there was 
no laser contribution to the flash radiation collected at  =30, the smallest forward 
angle sampled. 
 
Figure 2.5 (a) (b) Spectrally resolved angular distribution of P- and S-polarized 
radiation. The angle in the legend is   in Figure 2.1(c). The spectra at 30° are shown 
in dashed lines and the spectra of 60° to 150 ° are shown in solid lines from top to 
bottom in both figures. (c) Flash brightness integrated over =3801000 nm for S- 
and P-polarization as a function of observation angle. Solid curves: experiment; 
dashed curves: simulation. The simulation curves are normalized to the experimental 
P-polarization brightness at =30.  (d)  Ratio of S- to P-polarized radiation vs. angle 
 . Solid curve: experiment; dashed curve: simulation. 
 
Examining Figure 2.5(a)-(c), it is seen that for both P- and S- polarization, the 
flash angular distribution peaks in the forward direction and decays rapidly with 
increasing azimuthal angle. Under all conditions, little to no radiation is collected at 
𝜆 ≲ 350 𝑛𝑚 or 𝜆 ≳ 950 𝑛𝑚. In the forward direction, the collected radiation is 
dominantly P-polarized. The spectrally integrated brightness (𝑑2𝐼 𝑑𝑆𝑑Ω⁄ )⊥∥ of S- and 





on the collection solid angle and absolute energy calibration of the spectrometer  [51], 
and a conservative estimate of the source area dS uses the resolution-limited half-
width-at-half maximum of ~2 m from the spatio-spectral image of single flashes in 
Figure 2.4(b). The scale is consistent with the estimate based on the nonlinear phase 
shift induced by the flash in glass (Figure 2.3(c)). As the angle increases away from 
forward, there is an increasing S- polarization component, as shown in Figure 2.5(d), 
which plots 𝐼𝑠 𝐼𝑝 = (𝑑
2𝐼 𝑑𝑆𝑑Ω⁄ )⊥[(𝑑
2𝐼 𝑑𝑆𝑑Ω⁄ )∥]
−1⁄ .  
As a check on the polarization sensitivity of the flash emission, we inserted either 
a /2 plate or a /4 plate before the off-axis parabolic mirror to rotate the linear 
polarization or to produce circular polarization. Figure 2.6 shows the ratio Is/Ip 
measured at =90 for S- , P-, and circularly polarized pump-driven flash radiation. 
Here, in a more qualitative measurement, the relative flash energy was obtained from 
integrating its image on a CCD camera (see Figure 2.1(d)), which imposes its spectral 
response, cutting off below ~400 nm and above ~900 nm. In each case, the flash 
spectrum has little direct contribution from the laser, as seen in Figure 2.5. For the S-
polarization case, it is possible that side Thomson scattering at =90of laser-
generated supercontinuum is contributing to(𝐼𝑠/𝐼𝑝)𝑆 𝑝𝑢𝑚𝑝 > 1/(𝐼𝑠/𝐼𝑝)𝑃 𝑝𝑢𝑚𝑝. The 
fact that (𝐼𝑠/𝐼𝑝)𝑐𝑖𝑟𝑐 𝑝𝑢𝑚𝑝 ≲ (𝐼𝑠/𝐼𝑝)𝑆 𝑝𝑢𝑚𝑝 shows the weak contribution to the flash 






Figure 2.6 Ratio of S-polarized flash emission to P-polarized emission Is/Ip as 
observed at =90 for P-polarized, S-polarized, and circularly polarized pump laser. 
Relative flash energy obtained by integrating CCD camera image of flash. For pump 
energy 30 mJ, plasma FWHM 450m, H2 gas jet. Gas jet backing pressure and 
corresponding peak plasma density is shown on the horizontal axis. 
2.5 Flash simulations and discussion 
The flash spectrum, angular distribution and polarization are characteristic of 
synchrotron emission from laser-assisted injection of electrons into the wakefield 
from off-axis locations on the curved plasma wave crest. The physical picture for this 
emission scenario is provided by 3D particle-in-cell (PIC) simulations using the code 
TurboWAVE  [58]. The number of grid points is 512 × 512 × 768 and the grid size 
is Δ𝑥 = Δ𝑦 = 64.5 𝑛𝑚, Δ𝑧 = 32.3 𝑛𝑚. The time step size is Δ𝑡 = 0.086 𝑓𝑠 to follow 
the Courant condition. For each grid cell there are 8 particles. The laser is linearly 
polarized in the y direction and propagates in +z direction. The laser pulse has a peak 





13.4 fs and focal spot size 𝑤𝐹𝑊𝐻𝑀 = 3.1 𝜇𝑚. The plasma profile contains a plateau of 
13 𝜇𝑚 with 𝑁𝑒/𝑁𝑐𝑟 = 0.15 and 14 𝜇𝑚 linear ramps on both sides. 
The parameters were chosen to save computation time while allowing for multiple 
pulse lengths (here ~7) to fit inside the jet and for a pulse envelope longer than one 
plasma period (here ~2). In these respects, the laser-induced plasma wave buckets are 
similar to the first few following a longer pulse. Figure 2.7 shows simulation results 
for a laser pulse linearly polarized along y with normalized vector potential 𝑎0 = 1 , 
pulse width 𝜏𝐹𝑊𝐻𝑀 = 13.4 fs and focal spot size  𝑥𝐹𝑊𝐻𝑀 = 3.1𝜇𝑚.  
To examine the flash radiation field 𝐵𝑧 just before and after electron injection is 
plotted in Figure 2.7(a). Before injection (inset panel), the near-planar phase fronts 
correspond to the relativistically self-focused laser pulse, whereas after injection there 
appears a short burst of radiation with spherical phase fronts. The radiation spectrum, 
shown in Figure 2.7(d), is obtained by Fourier transforming, in the x direction, the 
red-boxed region of Figure 2.7(a). The central wavelength of ~500 nm is in 
qualitative agreement with the experiment. The trajectory of a trapped electron 
contributing to this radiation burst is shown in Figure 2.7(b). An expanded view in the 
inset shows the initial relativistic figure eight-like motion (labeled as 1) of an off-axis 
plasma background electron in the plane of polarization of the laser field. The 
electron is first pushed to the left (2) by the 𝐸𝑧 component of the self-focused laser 
field and then is abruptly injected from the electron crest by the 𝐸𝑦 component (3) 
and trapped by the deep potential well that just precedes the crest. The trapped 
electron is then swept into the on-axis accelerated bunch (4). A movie tracking the 





The simulation reveals that off-axis injection by the laser is the dominant 
mechanism:  For total electron displacement   𝛿𝑠(𝑡) ≈ 𝛿𝑠𝑝 + 𝛿𝑠𝑙𝑎𝑠 , where  𝛿𝑠𝑝 is the 
oscillation of a background electron in the plasma wave and  𝛿𝑠𝑙𝑎𝑠 is the laser-
induced excursion, the latter is sufficient to preferentially kick electrons from the 
crest, via polarization plane trajectories, into the accelerating potential well of the 
plasma wave. This is shown in Figure 2.7(c), which plots the normalized electron 
velocity components 𝛽𝑥,𝑦,𝑧 , confirming that the dominant acceleration is in the laser 
polarization plane (yz) and that the injection is laser-assisted. The strongly forward-
curved plasma wave fronts  [39] make this injection mechanism 3D in nature, with a 
less stringent dependence on electron velocity than in 1D. In 1D, there would be no 
laser assist and injected electrons would need to match the plasma wave’s phase 
velocity, inducing wave breaking. By contrast, laser-assisted injection preserves the 
plasma wave coherence, enabling multiple successive injections as seen in the 






Figure 2.7 Results from 3D particle-in-cell simulation. The laser pulse propagates 
from left to right. (a) Bz before (inset) and after (main panel) electron injection. The 
red box encloses a portion of the spherical wave radiated by the injected electron 
bunch. (b) Lab frame trajectory of electron trapped and accelerated by plasma wave 
bucket. Orbit phases (1)  (4) are described in the text. Forward curved light blue 
features are electron crests of the relativistic plasma wave. (c) Normalized velocity 
components of the electron tracked in panel (b), showing laser-assisted injection. (d) 
Square of Fourier transform (in x-direction) of spherical wave radiation in red box of 
(a). 
 
To examine which electrons are trapped by the first plasma wave bucket after the 
laser pulse, we track the trajectories of ~2104 injected electrons with 𝛾 − 1 > 0.001 
in a 3D rectangular volume enclosing the accelerated electron bunch as shown in 
Figure 2.8(a)(b), where the colormap scale is for 𝑁𝑒/𝑁𝑐𝑟. Figure 2.8(c) shows a 
snapshot of the tracked and injected particles in the beginning of injection, where 
each dot represents a particle. The injected particles originate mainly from trajectories 
in the region of the yz plane whereas trajectories in the region of the xz plane yield 
many fewer trapped electrons, a fraction ≲ 0.1. The rotational symmetry is broken by 
the laser polarization. As discussed before, laser-driven excursions preferentially kick 
electrons from the plasma wave crest into the accelerating potential well of the 
plasma wave via polarization-plane (yz plane) trajectories. Electrons with laser-driven 
trajectories in the yz plane will become preferentially trapped, whereas electrons do 
not have such laser-assisted trajectories in the xz plane; electrons with xz trajectories 
from the plasma oscillation alone will remain untrapped. Thus, Figure 2.8(c) shows a 
higher density of tracked particles clustered near the yz plane, with many fewer near 






Figure 2.8 (a)(b) Tracked electrons distributions in xz and yz planes. The red box 
represents the rectangular volume for selection of electrons with >1. The colormap 
shows 𝑁𝑒/𝑁𝑐𝑟. (c) 3D spatial distribution of tracked particles in an earlier frame. 
Each dot represents a tracked particle. The colormap is in electron energy normalized 
to 𝑚𝑒𝑐
2. In all plots, 𝑘𝑝
−1 ≈ 129 nm. 
 
The angular distribution, polarization, and frequency dependence of the flash are 
simulated by calculating the total field radiated from the trajectories of the same ~2 ×
104 electrons described above. The polarization-, angle- , and frequency-dependent 
























where ?̂? is a unit vector pointing from the source to the observation point, ?̂?⊥,∥, is the 
unit vector for S- and P-polarization,  and  𝒓𝑗 , 𝜷𝑗  and 𝜷𝑗̇  are the position, normalized 
velocity, and acceleration of electron  j, and where the sum is over the 2 × 104 
electrons. The simulation results explain the measured flash angular distribution and 
polarization dependence, as well as the coherence.  The spectrally integrated source 





units as a function of   in Figure 2.5(c) and agrees with the measurements:  As the 
off-axis electron injection to relativistic velocities is dominantly forward directed, the 
radiation associated with this acceleration will also be forward-directed, accounting 
for the forward-peaked angular distributions.  The dominance of P-polarization of the 
flash is a direct signature of the laser-polarization-plane orbits favored by laser-
assisted injection. By contrast, for the case of wave-breaking-dominated injection, 
there would be no preferred flash polarization as there would be no preferred electron 
trajectories. 
The observation angle-dependent flash spectrum is also computed using (2.1) and 
is shown in Figure 2.9. The squared magnitude of its Fourier transform in Figure 
2.9(b′) shows a sharp initial burst followed by pulse train structure with approximate 
~𝜏𝑝 spacing, in qualitative agreement with Figure 2.4(a) and (b), 𝜏𝑝 being the plasma 
period. It is seen that emission harmonics at the local plasma frequency are evident 
for transverse observation angle (Figure 2.9(b)) but less clear for forward or 
backward angles (Figure 2.9(a) and (c)). This is consistent with our transverse 
observation (Figure 2.5) of a source modulated at 𝜏𝑝 at a fixed spatial location. 
Observation at non-transverse angles is susceptible to either or both of inter-flash (in 
the case of several flash spatial locations), intra-flash spectral interference or plasma 
density variation. As the spectra is not spatially resolving, the slower and faster 
spectral modulations in Figure 2.9(a) and (c) respectively can be explained by 






Figure 2.9 (a)(b)(c) Simulated single flash spectrum in forward, transverse and 
backward directions (𝜃 = 30, 90 and 135°) in the laser polarization plane. (a′)(b′)(c′) 
Magnitude squared of Fourier transform of (a) (b) (c), showing sub-5fs initial flash 
burst followed by modulations at 𝜏𝑝 = 2𝜋/𝜔𝑝, corresponding to laser-assisted 
injection, which are most clearly seen at 𝜃 = 90°. The harmonics of 𝜔𝑝 and 







As in the experiment, the simulation of  𝐼𝑆/𝐼𝑃 (Figure 4(d)) shows an increasing 
contribution of S-polarized radiation at transverse observation angles, except that at 
its peak,  𝐼𝑆/𝐼𝑃 is <1 in the experiment and >1 in the simulation. The peaking of  𝐼𝑆/𝐼𝑃 
at transverse observation angles is likely an effect of coherence, as discussed below. 
Aside from its detailed spectral dependence on the injected electron trajectories as 
discussed above, the flash’s approximate overall wavelength range can be inferred 
from considerations of coherence and absorption. The effect of coherence is described 








applied to injection radiation originating from trapping at the plasma wave crest. Here 
q is the radiation wavevector and we take the distribution of radiating electrons 
through and across the crest as 𝑁𝑒,𝑟𝑎𝑑(𝑟) = 𝑁𝑒0𝑒
−𝑧2 𝑤2⁄ −𝜌2 𝑎2⁄ , where the crest 
FWHM thickness from the simulation is 𝑤𝑓𝑤ℎ𝑚 = 2√𝑙𝑛2 𝑤 ~ 150𝑛𝑚 and the bunch 
width is 𝑎𝑓𝑤ℎ𝑚 = 2√𝑙𝑛2 𝑎~𝑘𝑝
−1~300𝑛𝑚 (see Figure 5(b)). The structure factor 
predicts a short wavelength 1/𝑒2  “coherence cutoff” at 𝜆𝑠ℎ𝑜𝑟𝑡~ 300~400nm over a 
wide range of 𝜃, in reasonable agreement with the experimental spectra . The long 
wavelength cutoff is set by the electron density in the crest, which at the time of 
injection peaks at 𝑁𝑒/𝑁𝑐𝑟~1 − 1.3  in the simulation, giving a long wave cutoff 
𝜆𝑙𝑜𝑛𝑔 = 850 − 950𝑛𝑚, also in reasonable agreement with the measured spectra.  
While the laser-assisted injection mechanism ensures that S-polarized flash 
emission is weak at all angles , its relative contribution 𝐼𝑆/𝐼𝑃 peaks at transverse 
angles as seen in the experimental and simulation plots of Figure 4(d). This can be 





likely to radiate either more S-polarized radiation or more P-polarized radiation. The 
“class P” electron orbits originate in the laser polarization plane (yz), while class S 
orbits contributing to S-polarized radiation must originate close to the xz plane. At 






, where 𝐹𝑃,𝑆 is the structure 
factor applied to class P or class S electrons, 𝑁𝑒0,𝑃,𝑆 is the effective loc al electron 
density of injected class P or S electrons, and 𝑎𝑃,𝑆 is the extent of their transverse 
distribution as viewed from ~90. Therefore, we take  𝑎𝑆~0 and  𝑎𝑃~𝑘𝑝
−1, and a 







, where 𝜆𝑝 is the plasma 
wavelength and 𝜆 can be taken as the peak flash wavelength. Using parameters from 
the simulation,𝑁𝑒0,𝑆 𝑁𝑒0,𝑃~0.1⁄  and 𝜆𝑝 𝜆~3⁄ , gives  𝐼𝑠 𝐼𝑝⁄ ~1 , in qualitative 
agreement with the experiment and simulation results. 
2.6 Conclusions 
In conclusion, we have measured in detail and characterized for the first time 
spectrally coherent radiation generated directly from a laser wakefield accelerator. 
This coherent, ultra-broadband, bright, and ultrashort pulse radiation flash originates 
from laser-assisted injection of electrons into the accelerating structure of the 
relativistic plasma wave. The flash is sufficiently bright to induce large nonlinear 
refractive index shifts in optical materials. Analysis of this injection radiation 
provides a detailed picture of the dynamics inside the laser plasma accelerator. We 
conclude that the injection process does not occur from pure wave-breaking: electrons 
are kicked into the accelerating phases of the plasma wave by the laser field. Under 





observation of coherent radiation at harmonics of the plasma frequency, show that the 
plasma wave can remain coherent through the injection process. The initial burst of 
injection flash radiation was found to be no longer than approximately a single optical 
cycle in the visible spectrum.  However, our measurements were limited by our probe 
pulse bandwidth and the low and high frequency cutoffs of the flash spectrum. It is 





Chapter 3 Generation and optimization of Bessel beams 
3.1 Introduction 
In this chapter we present results on the generation of high intensity Bessel beams 
and optimization of their focal profiles using phase retrieval algorithms and adaptive 
optics. Section 3.2 gives a brief introduction to Bessel beam generation, particularly 
with reflective axicons. Section 3.3 presents fabrication of spiral phase plates for 
generation of high order Bessel beams. Section 3.4 discusses the effect of aberrations 
on focal profiles using analytical calculations and numerical simulations. Section 3.5 
proposes a method using phase retrieval to extract the aberrations from a Bessel beam 
focal profile. Section 3.6 demonstrates the experimental optimization of Bessel focal 
profiles using adaptive optics. 
3.2 Bessel beams 
A generalized Bessel beam 𝐸(𝐫⊥, 𝑧) = 𝑢(𝐫⊥)𝑒
𝑖𝛽𝑧 is a type of propagation-
invariant beam  [60] constructed from the solution of the Helmholtz equation 
 ∇⊥
2 𝑢 + 𝑘⊥
2𝑢 = 0, (3.1) 
where 𝑘⊥
2 + 𝛽2 = 𝑘2 = 𝑛2𝜔2/𝑐2 and 𝑛 is the local refractive index of the propagation 
medium. As all the rays of a Bessel beam are at the same angle 𝛾 = tan −1(𝑘⊥ 𝛽⁄ ) with 
respect to its propagation axis (𝑧), a Bessel beam can reform after an obstacle in its 
propagation path. This “self-healing” property of Bessel beams leads to many 
applications. Bessel beams have been applied in a wide range of fields  [61], such as 





High intensity Bessel beam have been applied to generating plasma waveguides for 
advanced accelerators  [66] and to frequency conversion  [67].  
A Bessel beam based on a solution to Eq. (3.1) in cylindrical coordinates is 
𝐸(𝑟, 𝜙, 𝑧) = 𝐴0 exp(𝑖𝑘𝑧𝑧) 𝐽𝑚(𝑘⊥𝑟)exp (±𝑖𝑚𝜙), where 𝐽𝑚  is the 𝑚 -th order Bessel 
function, 𝑘𝑧(= 𝛽) and 𝑘⊥ are the longitudinal and transverse wave vectors, and 𝜙 is 
the azimuthal angle. A Bessel beam has infinite energy (as it is unbound in 𝑟), so only 
a quasi-Bessel beam with a finite radial cutoff can be generated in practice. However, 
we will still refer to our experimentally realized beams as Bessel beams. 
There are many ways to generate a Bessel beam. Since the spatial frequency 
spectrum of a Bessel beam is an annulus in 𝑘𝑥 − 𝑘𝑦  space, a Bessel beam can be 
generated by imposing a conical phase shift on a (high order) Gaussian beam, which 
involves axicons  [68] , diffractive optical elements  [69] or spatial light 
modulators  [70]. Alternatively, it can be generated with an annular aperture placed on 
the back focal plane of a converging lens  [60].  
It can be shown that the electric field of quasi-Bessel beam from a refractive axicon 
is  [71–73] 
 









𝐽0(𝑘𝑟 sin 𝛾), 
(3.2) 
where 𝛾 is the ray approach angle, and 𝐸(𝜌𝛾) is the incident field profile, and 𝜌𝛾  is 
determined by  
 {[(𝑧 + 𝜌 tan 𝛾)2 + 𝜌2]
1
2 − 𝑛𝜌 tan 𝛾}
𝜌=𝜌𝛾
= 𝑧 cos 𝛾. (3.3) 
For producing high intensity Bessel beams, the low damage threshold of spatial 
light modulators eliminates them from consideration. In this study we use customized 
reflective axicons for Bessel beam generation. The axicons are 2” diameter conical 





4 𝑚𝑚 for injection of probe or guiding beams. The geometric axial length of the Bessel 





Figure 3.1 Reflective axicon setup. The CCD camera and translatable beamsplitter are 
used to measure the 𝑧-dependent Bessel beam focal profile. 
 
To characterize the Bessel beam profile, a beamsplitter is used to partially reflect 
the Bessel beam to a CCD camera with ~10X magnification. By scanning the 
beamsplitter longitudinally on a translation stage, the Bessel beam profile along the 
whole focal line is measured as shown in Figure 3.2.  
 
Figure 3.2 Sample longitudinal scan of 𝐽0 Bessel beam profile. The indicated positions 





3.3 Generation of high order Bessel beams with spiral phase plates 
A high order Bessel beam can be generated by illuminating an axicon with a high 
order Laguerre-Gauss beam  [74]. The latter can be generated by imposing a helical 
phase front on a lowest order Gaussian beam. A helical phase front can be imposed by 
a spatial light modulator (SLM)  [75] or by fixed diffractive optical elements  [76] such 
as a hologram or phase plate. SLMs and typical holograms have a low damage 
threshold fluence (~200 𝑚𝐽 𝑐𝑚2⁄  ) and a small aperture size (<4𝑐𝑚2), so they are not 
a good choice for high intensity laser pulses. Here we use fused silica spiral phase plates 
(SPP) of various orders. The combination of an SPP and an axicon enables generation 
of high quality high order Bessel beams. 
Spiral phase plates are among the large collection of diffractive optical elements 
(DOE) [77–79]. For a SPP with 𝑁 steps for each 2𝜋 interval, using scalar diffraction 
theory it can be shown that the diffraction efficiency into the 0𝑡ℎ order is [77,79] 






so that the diffraction efficiency of 4, 8 and 16 level SPPs are 0.81, 0.95 and 0.99.  
All SPPs used in the experiments of this dissertation were 8-level elements 
(meaning 8 steps covering each 2 azimuthal interval), fabricated using 
photolithography and wet-etching  [80] in the FabLab at the University of Maryland. 
We used a chromium coated, soda lime substrate photomask, with 3𝜇𝑚 resolution, 
fabricated by Front Range LLC. A sketch of the procedure for making a 2-level element 
is shown in Figure 3.3. Following a similar procedure in two successive steps with finer 
division binary photomasks (see Figure 3.4) results in 8 levels. For our experiments, 





other with phase circulation 32 (𝑚 = 16), or topological charges 8 and 16. The 𝑚 =
8 plate had 64 discrete phase steps while the 𝑚 = 16 plate had 128 steps. 
 






Figure 3.4 (a)-(d) Binary phase masks used in fabrication with 16, 32, 64 and 128 steps. 
 
In order to characterize the quality of our SPPs, we put a 𝑚 = 8 phase plate before 
a 10° base angle transmissive axicon and measured the focal spot profile generated with 
=780 nm diode laser illumination. From Figure 3.5 it is seen that the SPP combined 
with an axicon generates a high order Bessel beam (𝐽8). The azimuthal modulation on 
the rings originates from the plate’s 8-level azimuthal phase profile.  
 
Figure 3.5 Measured 𝐽8  focus from homemade 𝑚 = 8  SPP with a 10°  base angle 
transmissive axicon. 
3.4 Bessel beams with aberration 
In this section we study the effect of primary aberrations on Bessel beam profiles. 
Bessel beam aberrations originate not only from aberrations in the illuminating beam, 





from axicons under oblique illumination (studied since the 1990s  [81,82]) shows a 
caustic pattern characteristic of astigmatism. The axicon surface profile deviates from 
an ideal conical surface due to errors in manufacturing, e.g. an elliptical cone instead 
of a circular cone  [83]. The mounting method may also affect the axicon surface profile 
due to mechanical stress. Common three-prong mirror mounts tend to impose trefoil 
aberrations on the Bessel beam focal profile. 
Assuming the incoming electric field is azimuthally symmetric, 𝐸(𝜌, 𝛼) =
𝐸(𝜌)exp (𝑖𝜓(𝜌))exp (𝑖𝜙(𝜌, 𝛼)) , where 𝜙(𝜌, 𝛼) = 𝐵(𝜌)cos (𝑚𝛼 + 𝜂)  represents the 
aberration and 𝜓(𝜌) = −2𝑘𝜌 tan 𝜗 is the phase imposed by the axicon (𝜗 is the base 
angle of the axicon, 𝜗 ≪ 1). 
 A full treatment of aberrations can be found in  [56]. For a circular aperture, 
aberrations are usually expanded by Zernike polynomials 𝑍𝑛
𝑚(𝜌, 𝛼) = 𝑅𝑛
𝑚(𝜌) cos 𝑚𝛼. 
Aberrations involved in this chapter are shown in Table 3.1. 
Type of aberration n m Expression 
Spherical aberration 4 0 √5(6𝜌4 − 6𝜌2 + 1) 
Horizontal Coma 3 1 √8(3𝜌3 − 2𝜌) cos 𝛼 
Vertical Coma 3 -1 √8(3𝜌3 − 2𝜌) sin 𝛼 
Vertical Astigmatism 2 2 √6𝜌2 cos 2𝛼 
Oblique Astigmatism 2 -2 √6𝜌2 sin 2𝛼 
Defocus 2 0 √3(2𝜌3 − 1) 
X-Tilt 1 1 2𝜌 cos 𝛼 
Oblique trefoil 3 3 √8𝜌3 cos 3𝛼 
Vertical trefoil 3 -3 √8𝜌3 sin 3𝛼 






In practice, for moderately distorted Bessel focus, (see Figure 3.9(b)(e)), 𝐵(𝜌) ≲
1. The electric field at a particular plane at 𝑧 is calculated as 
 𝑈(𝑟, 𝑧, 𝜃) = ∬ 𝐸(𝜌, 𝛼)exp (𝑖𝑘𝐿)/𝐿  𝜌𝑑𝜌𝑑𝛼. (3.5) 
 
Figure 3.6 Parameters to calculate axicon focal profile. 
 
Applying the paraxial approximation, the integral is simplified as  
 










2𝜌 tan 𝛽 −
𝜌𝑟
𝑧
cos(𝜃 − 𝛼) + 𝜙(𝜌, 𝛼))] 𝜌𝑑𝜌𝑑𝛼. 
(3.6) 
The exponent term is rewritten with Jacobi-Anger expansion 
 exp (𝑖𝑧 cos 𝜃) = ∑ 𝑖𝑛𝐽𝑛(𝑧)𝑒
𝑖𝑛𝜃∞
𝑛=−∞ . (3.7) 
Therefore, 
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 𝜌0 = 2𝑧 tan 𝜗. (3.10) 
We have assumed 𝑟 ≪ 𝜌, which is reasonable in our experiment, as 𝑟~10𝜇𝑚 and 
𝜌~10𝑚𝑚. For high order Bessel beams, the only change is to replace all the 𝑞𝑚 terms 
above as 𝑞𝑚 + 𝜇, where 𝜇 is the order of the Bessel beam, as shown in (3.11). 
 





















Therefore, the Bessel focus profile at a particular 𝑧 is determined by the local phase 
aberration at 𝜌 = 𝜌0 . Usually, 𝐽𝑞(𝐵) decays quickly for increasing 𝑞 , as shown in 
Figure 3.7, so it suffices to cut off 𝑞 in the sum of (3.9) and (3.11) at 𝑞 = 10. 
 






We compare the result of the analytical expression (3.9) with the inverse FFT of a 
spatial frequency space representation of the Bessel beam, taken as a Gaussian ring 





) exp (𝑖𝑚𝛼 + 𝑖𝜙(𝛼)) , 
where 𝑤 is a scale length in wavenumber space same as the FFT grid size. As an 
example, for oblique trefoil, 𝜙(𝛼) = 𝐵 cos 3𝛼. In Figure 3.8, we show the effect of 
oblique trefoil on a 𝐽0 beam. The numerical result is in good agreement with the (3.9), 
except for the exponential decay near the periphery of the image due to the finite width 
of the ring in k-space. This difference can be compensated by imposing an amplitude 
mask on the beam intensity measurement. Since FFT is easier to handle than (3.11), we 
use FFT for phase retrieval in this chapter. 
 
Figure 3.8 Comparison of trefoil-aberrated 𝐽0 focal spot intensity calculated using (a) 





same color scale. (c) Lineouts along y=0 in (a) and (b). (d) Spatial frequency spectrum  
|𝑓(𝐤)|2. 
 
In Figure 3.9 we demonstrate the effect of vertical astigmatism and oblique trefoil 
on 𝐽0 and 𝐽16 Bessel beams, with the aberrations modeled as 𝜙(𝜌, 𝛼) = 𝐵 cos 𝑚𝛼. As 
shown in Table 3.1, m=2 for astigmatism and m=3 for trefoil. The results are plotted 
and compared with experimental measurements. The similarity indicates the presence 
of clear astigmatism and trefoil that must be corrected in order to improve the focal 
spot quality. 
 
Figure 3.9 Effect of astigmatism and trefoil on Bessel beam of different orders. (a)-(c) 
show 𝐽0 focus affected by vertical astigmatism with B = 0.1,1 and 2 respectively. (d)-
(f) show 𝐽0 focus affected by oblique trefoil with same values of B. (a’)-(f’) shows 𝐽16 
focus affected by the same aberrations as (a)-(f) respectively. (g) and (g’) show 






It is worth noting that coma (see Table 3.1) does not affect the Bessel focal profile 
but translates the focus in space [84]. Since coma is represented by 𝜙(𝜌, 𝛼) =
𝐵(𝜌) cos 𝛼  or  𝜙(𝜌, 𝛼) = 𝐵(𝜌) sin 𝛼 , when 𝜌 is fixed (a particular z location) it is 
equivalent to tilt and only causes translation of the focus depending on 𝐵(𝜌) . 




0   [85]. With a carefully designed 𝜙(𝜌, 𝛼) , the “curving” Bessel beam may find 
interesting applications  [86]. 
3.5 Phase retrieval of Bessel beams 
A common way to correct aberrations in focused beams is to first measure the phase 
front using a linear technique. There are numerous ways to measure laser wave front 
and we list four of them here. The first is the Shack-Hartmann sensor  [87], which 
divides the beam into an array of discrete intensity points using a microlens array. 
Deviation from reference focal spots field indicates wavefront distortion. The second 
type is shearing interferometer, where a beam interferes with its spatially shifted 
replica. The gradient of phase front can be extracted from the interferogram. Both 
methods have been applied to measurement of Bessel beam or axicon surface profile 
with sufficiently small approach angle  [88–90]. The third way is linear interferometry 
with a reference wavefront, generated by e.g. computer generated holograms  [91] or 
optical inner surface  [92]. The additional reference wavefront, though increasing the 
accuracy in measurement, makes it less adaptable to Bessel beam of various approach 
angle. Unlike the three ways mentioned, the fourth way relies only on the intensity 





phase front can be calculated by transport of intensity equation (TIE) [93] ∇⊥ ∙
[𝐼(𝒓⊥, 𝑧)∇⊥𝜙(𝒓⊥, 𝑧)] = −𝑘𝜕𝑧𝐼(𝒓⊥, 𝑧) in an iterative approach  [94]. Here the laser 
propagates along z, 𝜙 is the phase front, 𝑘 is the wavenumber and 𝐼 is laser intensity. 
This inspired our new method, as proposed below. 
Bessel beam is a special case in that the focal spot profile in each z location is 
determined by the beam at the corresponding radius, according to the last section. The 
focal spot profile can be derived by Fourier transform of a “ring” shaped spatial 
frequency spectrum, combined with specific wavefront distortion. Therefore, it is 
possible to extract the wavefront of Bessel beam over the full aperture by intensity 
measurement along z alone, by phase retrieval.  
In this section, we present a method for optimizing a Bessel beam focal profile 
based on phase retrieval and adaptive optics. This represents an active manipulation of 
the Bessel beam focus, which may find application in a wide range of fields.  
The problem reduces to finding the intensity and phase of the Bessel beam’s spatial 
frequency representation ?̃?(𝐤)  given the amplitude of its inverse Fourier 
transform |𝐹(𝐫)|. This is a two-dimensional phase retrieval problem. For most of the 
problem of interest, such as coherent diffraction imaging, the object function 𝐹(𝒓) has 
finite support  [95]. Here in 2D the support means the set of points over which the 
object is not zero. The complex version of the problem demands tighter (sharper) 
support  [96,97]. 
Fortunately, there exists tight support in k-space, because for an ideal Bessel beam 





frequency of the conical wave front of the Bessel beam. This constraint leads to good 
convergence of phase retrieval, as shown below. 
Phase retrieval has been an active field of research over the past 40 years, for which 
a variety of algorithms have been developed  [98]. Some are based on gradient descent, 
such as Error Reduction (ER)  [99] and Hybrid-Input-Output (HIO)  [95]. Some are 
based on convex optimization  [100], ptychography  [101] and more recently, machine 
learning  [102,103]. There is research on comparing the performance of these 
algorithms with a common data set  [104], where ER and HIO still show best 
performance in phase retrieval error of a modified air force resolution target  [104]. 
Therefore, we used a combination of ER and HIO for phase retrieval of Bessel beams.  
The algorithm is summarized in Figure 3.10. Essentially, it performs projection 
between the object space constraint and spectral space constraint. In the case of Bessel 
beams, the object space constraint is the measured Bessel focus profile, and the spectral 
space constraint is an infinitely thin annulus (replaced by a finite width annulus for 
computation). We define the object space constraint as 𝐹, the spectral space constraint 
as 𝐺, the 𝑛𝑡ℎ iteration in object space as 𝑓𝑛
𝐸𝑅,𝐻𝐼𝑂
,  and the 𝑛𝑡ℎ iteration in spectral space 
as 𝑔𝑛
𝐸𝑅,𝐻𝐼𝑂




, where ℱ represents Fourier transform. 















𝑆0, 𝑖𝑓|𝑆0| > 𝜖
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0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒











−1(𝑓𝐻𝐼𝑂), 𝑆0 > 𝜖
𝐻𝐼𝑂
𝑆0[𝑔𝑛
𝐻𝐼𝑂 − 𝛽ℱ−1(𝑓𝐻𝐼𝑂)], 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 . (3.14) 
 
Figure 3.10 Flow chart of the phase retrieval algorithm 
The typical choice of parameters is summarized in table 3.1. To initialize, 𝑔0
𝐸𝑅 =
𝐺𝑒𝑖𝜙𝑖𝑛𝑖𝑡, where 𝜙𝑖𝑛𝑖𝑡 is a random matrix of phase. Usually, convergence requires 10 










) , where 𝐹𝑟𝑒𝑎𝑙,  𝐹𝑟𝑒𝑐  represent the real 
focus amplitude and reconstructed amplitude. The summation is over the full object 
domain. 
Parameter 𝝐𝑬𝑹 𝝐𝑯𝑰𝑶 𝜷 𝒌𝟎 
Value 1e-6 1e-2 0.9 Determined by Bessel beam profiles 
Table 3.2 Typical choice of parameters in the algorithm 
 
There is an intrinsic ambiguity in phase retrieval related to complex conjugation 
i.e. |ℱ−1[𝑔(𝒌)]| = |ℱ−1[𝑔∗(−𝒌)]| . The phase of  𝑔(𝑘)  can be decomposed into 
azimuthal modes,  
 
𝑔(𝒌) = |𝑔(𝒌)| exp[𝑖𝜙(𝑘, 𝜃)], (3.15) 
 
𝜙(𝑘, 𝜃) = 𝑖 ∑ Bm(k) cos (𝑚𝜃 + 𝜂𝑚𝑚 ). (3.16) 
Then the ambiguity means |𝑔(𝒌)| exp[𝑖𝜙(𝑘, 𝜃)] and |𝑔(−𝒌)| exp[−𝑖𝜙(𝑘, 𝜃 + 𝜋)] 
have the same inverse Fourier transform amplitude. If |𝑔(𝒌)| = |𝑔(−𝒌)|, which is 
usually the case for Gaussian beam, the all the even order azimuthal terms of 𝜙(𝑘, 𝜃) 
have a sign ambiguity.  
We propose two ways to resolve this ambiguity. First, in practice, if the inversion 
symmetry of |𝑔(𝒌)| can be broken (e.g., dampen some part of the beam experimentally 
or numerically), then the ambiguity can be resolved by choosing the correct orientation 
of |𝑔(𝒌)| by comparing with input beam profile. Second, we can impose a known 
helical phase term to 𝑔(𝒌) → 𝑔(𝒌)𝑒𝑖𝑙𝜃, which essentially turns the diffraction pattern 
into high order Bessel beam. Since the helicity of the additional phase is known, it is 





As a demonstration, we show phase retrieval from the diffraction pattern 𝑔(𝐤) ≈
𝛿(|𝐤| − 𝑘0)(1 + 0.5 cos 𝜃)exp (𝑖 cos 3𝜃) in Figure 3.11. A low-pass filter is applied 
to remove azimuthal terms above 𝑚 = 6. The case without noise ((c) and (d)) shows 
better amplitude in spectral space and the root-mean-square (RMS) phase error is 
0.096. To test the robustness against noise, we added white noise with maximum as 1% 
of the peak pixel value. The case with 1% noise ((e) and (f)) shows RMS phase error 
of ~0.11 rad, although the amplitude in spectral space is only qualitatively close to the 
model (a). Overall, the method reaches phase accuracy less than 0.02 waves, even with 
1% noise. 
 
Figure 3.11 Phase retrieval of a model 𝐽0 diffraction pattern with trefoil. (a)(b) 
Amplitude in spectral and object space. (c)(d) Retrieved amplitude in spectral and 





Comparison of extracted phase. The root mean square error of reconstruction is 0.096 
and 0.11 without and with 1% additive noise. 
 
High order Bessel beams can be reliably reconstructed as well without ambiguity, 
if the order is known explicitly. In Figure 3.12, we show phase retrieval of a 𝐽8 beam 
with astigmatism and trefoil 𝑔(𝐤) ≈ 𝛿(|𝐤| − 𝑘0)(1 + 0.5 cos 𝜃)exp (𝑖(cos 2𝜃 +
0.5 cos 3𝜃) + 8𝑖𝜃). The case without noise ((c) and (d)) shows 0.022 rad RMS phase 
error, and the case with 1% noise ((e) and (f)) shows ~0.078 rad RMS phase error. With 
a high order Bessel beam, the retrieved spectral amplitude is much closer to the model. 
This is probably due to the property of HIO, since it tends to stagnate between the real 
image and its complex conjugate, which are much easier to distinguish in the case of 
high order Bessel beams. Overall, with 1% noise, the method reaches phase accuracy 






Figure 3.12 Phase retrieval of a model 𝐽8 diffraction pattern with astigmatism and 
trefoil aberrations. (a) (b) Amplitude in spectral and object space. (c)(d) Retrieved 
amplitude in spectral and object space without noise. (e)(f) Same as (c)(d) but with 
1% noise added to (b). (g) Comparison of extracted phase. The RMS error of 
reconstruction is 0.022 and 0.078 waves without and with 1% additive noise. 
 
In conclusion, we applied a combination of ER and HIO algorithm to reliably 
retrieve the phase of Bessel beams of different orders. Phase ambiguities occur, but 
they can be resolved by breaking the inversion symmetry of the beam. Numerical tests 
show that the algorithm is accurate up to ~0.1 rad in RMS phase error.  
3.6 Optimization of Bessel focal profiles with adaptive optics 
In this section, we experimentally optimize Bessel beam focal profiles using a 





involved tilting axicon to compensate non-ideal axicons  [105], or optimization of the 
axial profile the on-axis intensity using a SLM  [106]. 
From the results of previous sections, we are able to extract aberrations from the 
Bessel beam focal profile. The corresponding correction terms are added to the 
surface profile of a bimorph deformable mirror (NightN).  Leakage of the beam 
through a mirror is sent to a shearing interferometry wavefront sensor (SID4, Phasics) 
to determine the phase corrections needed to operate the DM. The modified Bessel 
focus is subsequently analyzed and new correction terms added again to the DM, 
forming a closed loop and the Bessel focus is iteratively optimized.
 
Figure 3.13 Experimental setup for closed loop optimization of Bessel beam focus. 
“DM” refers to the deformable mirror. The beamsplitter is scanned with a 100-mm 
travel translation stage (Standa). The reflected Bessel beam is imaged by a camera 
(Stingray F046B) with a 10X objective. 
 
Since the deformable mirror had a limited number of modes (eigenmodes of the 
mirror actuator transfer matrix) with high stability (determined by the number of 





we used a 𝐽0 beam. To simplify the procedure, we only corrected the focal spot close 
to the end of the focal line (see the “90 mm” image in Figure 3.14). Typically, we found 
the aberration to be most significant at the outer aperture of the axicon. The larger 
aberration at outer aperture is attributed to axicon manufacturing error and can also be 
seen from Zernike polynomials (Table 3.1). Strictly speaking, this correction is optimal 
only for a particular annulus on the axicon, because the radial distribution of aberration 
is unlikely to follow a single Zernike polynomial. For correction over the full axicon 
aperture, phase retrieval needs to be carried out along the whole length of the focal line 
and the correction involves higher order radial and azimuthal terms in Zernike 
polynomials. There terms are difficult to correct due to the limited actuators on the DM. 
With the correction for 90 mm in place, the focal profiles of the Bessel beam were 
recorded at discrete 𝑧 positions. At each 𝑧 position, we turned the DM voltage on and 
off to record the focal spot profile with and without correction, as shown in Figure 3.14. 
For correction of a 𝐽16 Bessel beam, we kept the same DM correction (assuming the 
SPP imposes negligible aberration), inserted a 𝑚 = 16 spiral phase plate before the 
deformable mirror, and repeated the same measurement as shown in Figure 3.15. 
Correction by the deformable mirror improved the focal spot profile significantly 
along the whole focal line as we could measure. Before correction, the focal spot 
profiles in Figure 3.14 and 3.15 indicated astigmatism and trefoil, due to axicon 
alignment and mounting. After correction, the focal spot profiles near the end of the 
focal line shows clear maximum on axis for 𝐽0 beam and circular ring for 𝐽16 beam. The 
intensity variation on the first bright ring of 𝐽16 beams was due to the azimuthal non-






Figure 3.14 Bessel focal profile optimized using a deformable mirror (DM). The 
columns on the left show uncorrected 𝐽0 focal images taken at the 𝑧 positions labeled 
in each panel. The columns on the right show corrected 𝐽0 focal spot images taken at 
the same positions, using DM settings determined by the correction at 90 mm. 
3.7 Conclusion 
In this chapter we discussed fundamental and high order Bessel beams with 
aberrations, and how to diagnose and correct for them. High order Bessel beams were 
generated using a reflective axicon plus a spiral phase plate. We fabricated discretized 
spiral phase plates of various orders with lithography and wet etching.  
 An analytical expression for the aberrated Bessel beam focal profile was developed 
and compared with numerical calculation. We applied a combination of the Error 





Bessel beams from intensity profile measurements. Using adaptive optics, we 
successfully applied the method to correct both low and high order Bessel focal profiles 
and demonstrated significant improvement.  
The techniques developed in this chapter may be important to applications requiring 
high quality Bessel beams, such as their use in this dissertation for OFI-based plasma 
waveguide generation. Specifically, corrected Bessel focal profiles are applied in the 
next chapter to generate long (~10 cm), tubular plasmas as waveguides for intense laser 
pulses. In addition, the ability to control the phase of a Bessel beam opens the 
possibility of manipulating Bessel beam propagation.  
 
Figure 3.15 Bessel focal profile optimized using a deformable mirror (DM). The 
columns on the left show uncorrected 𝐽16 focal spot images taken at the 𝑧 positions 
labeled in each panel. The columns on the right show corrected 𝐽16 focal spot images 
taken at the same positions, using DM settings determined by the correction at 90 mm 







Chapter 4 Generation of low density plasma waveguide 
4.1 Introduction to plasma waveguides 
Many applications of high intensity lasers demand an extended length of laser-
matter interaction. For a Gaussian beam propagating in free space, the laser intensity 
decreases by half after propagation by a Rayleigh length 𝑍𝑅 = 𝜋𝑤0
2/𝜆, where 𝑤0 is the 
beam waist. Without a guiding structure, this interaction length is limited to 
approximately a confocal parameter (twice the Rayleigh length) due to diffraction. A 
high intensity laser pulse will cause ionization in a glass dielectric waveguide when 𝐼 >
~1013𝑊/𝑐𝑚2 [107]. Plasma, which is the medium of interest for many high intensity 
laser experiments, is already ionized and is an important medium for waveguiding 
structures. In the following, we briefly review the mode structure  [108] and some 
formation schemes for plasma waveguides. 
4.1.1 Optical mode structure of the plasma waveguide 








with 𝜖𝜇 = 𝑛2 , where 𝜖 is the dielectric function of the medium, 𝜇~1 is the magnetic 
permeability for a nonmagnetic medium, and 𝑛 is the refractive index. For weak 
variation of 𝜖 along the propagation direction (𝑧), then the ratio of the RHS 









, where 𝐿𝑡 and 𝐿𝜖 are the 
transverse scale lengths for variation of the electric field and the refractive index. For 





structures so that  𝐿𝑡 ≪ 𝐿𝜖, and the RHS is usually neglected. Therefore, the solutions 
to Eq. 4.1 can be TEM modes 𝐸(𝐫⊥, 𝑧) = 𝑢(𝐫⊥)𝑒
𝑖𝛽𝑧 , where 𝛽 is the waveguide 
propagation wave number. Substituting into Eq. (4.1) gives 
 (∇⊥
2 − 𝑘⊥






− 𝛽2 = 𝜖𝑘0
2 − 𝛽2, (4.3) 
where 𝑘⊥ is the perpendicular wave number. Assuming cylindrical symmetry, we take  
𝐸 = 𝑢(𝒓⊥)𝑒
𝑖𝛽𝑧 = 𝑅(𝑟)𝑒𝑖𝑚𝜙𝑒𝑖𝛽𝑧, where 𝑟 is the radial coordinate, 𝜙 is the azimuthal 













) 𝑅 = 0. (4.4) 
Assuming 𝜖 has a parabolic profile = 𝜖𝑟0 −Δ𝜖
𝑟2
𝑟0
2 , Eq. 4.3 becomes the  Laguerre 
equation 


















√∆𝜖(2𝑝 + 𝑚 + 1),  where 
𝑝 and 𝑚  are non-negative integers and 𝜖𝑟0  is the dielectric function on axis. The 
solutions are 𝑅𝑝𝑚(𝑥) = 𝑒
−𝑥 2⁄ 𝑥𝑚 2⁄ 𝐿𝑝
𝑚(𝑥) . For a parabolic plasma profile 𝜖 = 1 −
𝑁𝑒
𝑁𝑐𝑟





, we obtain the propagation wavenumber 
 𝛽𝑝𝑚
2 = 𝑘0
2 − 4𝜋𝑟𝑒𝑁𝑒0 − (
4
𝑤𝑐ℎ
2 )(2𝑝 + 𝑚 + 1), (4.6) 
where 𝑟𝑒 = 𝑒
2/𝑚𝑒𝑐
2 is the classical electron radius. The Laguerre-Gauss transverse 
























2 = 𝑟0 √𝜋𝑟𝑒Δ𝑁𝑒⁄  and 𝑎𝑝𝑚 is a modal weighting coefficient. 
For a waveguide of “core” radius 𝑟𝑚, a bound mode exists when 𝑘⊥
2(𝑟 < 𝑟𝑚) >
0,  𝑘⊥
2(𝑟 > 𝑟𝑚) < 0. In practice, for the waveguides generated here (see below), the 
plasma density goes to zero at some finite radius 𝑟 > 𝑟𝑚 and 𝑘⊥
2 < 0 is satisfied only 
within a finite radial region. Therefore, all the modes of these plasma waveguide are 






 for 𝑟 ≤ 𝑟𝑚  and 𝑁𝑒(𝑟) = 𝑁𝑒(𝑟𝑚)  for 𝑟 > 𝑟𝑚 . For bound modes, 𝑘⊥
2(𝑟 >
𝑟𝑚) < 0. Substituting Eq. (4.6) into Eq. (4.3) gives an approximate cutoff condition for 
bound modes, 
 Δ𝑁𝑒 ≥  (2𝑝 + 𝑚 + 1)
2 𝜋𝑟𝑒𝑟𝑚
2⁄ . (4.8) 
Low order modes below this cutoff condition are still well approximated by the 
solution of the infinite parabolic profile. A numerical method was developed by Clark 
et al. to find the quasi-bound mode of finite plasma waveguide [108]. For a given 𝑁𝑒(𝑟), 
the method solves the transverse wave equation numerically over a range of 𝛽. Outside 
the plasma-neutral gas boundary, the solution of a particular 𝛽, 𝑢(𝑟), is matched with 
the no plasma Bessel beam solution 𝑢0(𝑟) for the same 𝑘⊥ . For the 𝑚 = 0 modes 
(where 𝑢0(𝑟) = 𝐽0(𝑘⊥𝑟)) , the solutions have maximum value on-axis, and a coupling 










Plotting 𝜂(𝑘⊥) against 𝛽 shows the quasi-resonances, as presented by the peaks, 
that resemble those of a cylindrical Fabry-Perot cavity. The FWHM of these peaks Δ𝛽 
gives the propagation loss of these quasi-bound modes owing to leakage, where the 
electric field attenuates by 1/𝑒 after propagation of 𝐿1/𝑒 = 1/Δ𝛽.  
In order for a plasma waveguide to guide quasi-bound modes, there must be an 
electron density depression on axis, and there have been two main ways to generate 
such a density structure,  laser driven shock expansion [66] and capillary 
discharges [109]. 
4.1.2 Laser-driven shock based plasma waveguide 
Plasma waveguides based on hydrodynamic plasma expansion was first 
demonstrated by Durfee and Milchberg  [66]. In this pioneering experiment, a 100 ps 
laser pulse, in the form of a 𝐽0 Bessel beam, ionized high-Z gas (nitrogen, argon, xenon, 
etc) by multi-photon and avalanche ionization. During the avalanche phase and beyond, 
within the pulse temporal envelope, the plasma was heated resistively (inverse 
bremsstrahlung (IB)) to temperatures ~100 eV. The high temperature plasma column 
initiates a cylindrical shock wave expansion, driving a significant decrease of electron 
density on axis accompanied by rising density in the cylindrical shock wall, forming a 
guiding structure. Because the electron density drops to zero beyond the shock wall, 
and the refractive index approaches that of the surrounding gas at large radius, these 
waveguides are “leaky”, supporting only modes that are quasi-bound  [108]. 
There have other variations on the hydrodynamic waveguide. In order to separate 





Volfbeyn et al. used an intense femtosecond laser pulse to ionize hydrogen gas with 
optical field ionization before the 160-ps heater pulse [110]. Gaul et al. applied a pulsed 
electrical discharge to ionize helium gas, followed by a 100-ps laser pulse for IB 
heating [111]. In these schemes, efficient collisional ionization and IB heating requires 
high gas density,  typically giving minimum waveguide on-axis densities of  𝑁𝑒0 >
~5 × 1018𝑐𝑚−3 . However, lower density waveguides are desirable: for wakefield 
accelerators, low density plasmas minimize dephasing between the accelerated electron 
bunch and the driving field and result in higher accelerated bunch energy. 
Cluster jets offers a route to generation of low density plasma waveguides. Clusters 
are assemblies of atoms bonded by the van der Waals force. A clustered gas jet can 
cause self-focusing and strong absorption of femtosecond laser pulses. Kumarappan et 
al. demonstrated that a clustered gas jet could be efficiently heated when end-pumped 
by a femtosecond laser pulse, which generated a hot plasma column and subsequent 
shock wave expansion [112]. With a clustered hydrogen gas target, plasma waveguides 
were generated with axial electron density less than 1 × 1018𝑐𝑚−3.  
4.1.3 Capillary-based plasma waveguides 
Capillary based plasma waveguides were first demonstrated by Ehrlich et al [109]. 
A plasma was generated by a pulsed ( ~𝜇𝑠 ) electrical discharge, ionizing the 
polypropylene capillary wall material, with further resistive heating of the plasma by 
the discharge. The quasi-steady state plasma supported by the long discharge is hotter 
in the centre and cool at the capillary walls, leading to lower electron density at the 





The capillary method was further developed by Spence et al.  [113] by using 
hydrogen gas-filled ceramic or sapphire capillaries, with the plasma provided by the 
gas fill and not the capillary walls. A similar ~𝜇𝑠  pulsed discharge ionized the 
hydrogen gas and heated the plasma, producing a similar plasma profile as above.  





  [114], where 𝑅0 is the capillary radius, Z the degree of ionization 
and  𝑁𝑖0  the initial ion density. Recently, a 20 cm long capillary discharge plasma 
waveguide, with the central electron density lowered by auxiliary laser heating, has 
been demonstrated, with guided laser-driven acceleration to ~8 GeV  [15]. 
4.1.4 Plasma waveguides for laser wakefield acceleration 
The use of plasma waveguides for laser wakefield acceleration (LWFA) has 
achieved guiding over tens of Rayleigh lengths and electron acceleration to multi-GeV 
energies  [14,15]. To understand the effect of a guiding structure on electron 
acceleration, we recall the discussion of energy scaling in Chapter 1.4.4. Neglecting 
pump depletion, the electron energy gain in LWFA is limited by dephasing and is 
proportional to 𝑁𝑒
−1 in 1D geometry. The energy gain is affected further by higher-
dimensional effects in laser propagation. The laser group velocity 𝑣𝑔 in a preformed 















  [32], 𝑤𝑐ℎ  being the laser beam waist. Multi-GeV laser wakefield 
accelerators typically require axial electron densities 𝑁𝑒0~10
17𝑐𝑚−3. As a numerical 





2, 𝜆 = 0.8𝜇𝑚, 𝑤𝑐ℎ = 53𝜇𝑚 and 𝜏𝐹𝑊𝐻𝑀 ≈ 69 𝑓𝑠, propagating in a plasma waveguide 
with 𝜆𝑝 = 80 𝜇𝑚 (𝑁𝑒0 = 2 × 10
17𝑐𝑚−3  on axis), gives an electron energy gain 
Δ𝑊 = 10 GeV over a dephasing length of 𝐿𝑑 = 40 𝑐𝑚.  
Plasma waveguides with a requirement for such low axial electron densities poses 
a challenge due to the inefficiency of resistive heating at low density. The IB or laser-






2 ) ≈ 2𝑈𝑝𝜈𝑚, 
where 𝑈𝑝 is the ponderomotive potential, and 𝜈𝑚 ≪ 𝜔 is the collision frequency of 
momentum transfer [73]. Reduced heating at low plasma densities drives weaker shock 
expansion under the same laser parameters, resulting in narrower and shallower 
waveguides whose lowest order quasi-bound modes can suffer significant leakage 
during propagation or may not even exist. 
Although capillary-discharge waveguides have been limited to on-axis electron 
densities > ~1018cm−3 ,  auxiliary nanosecond laser heating has been used to further 
reduce the axial plasma density to as low as 3 × 1017cm−3  [15], with the lowest order 
mode size 𝑤𝑐ℎ = 60 𝜇𝑚 . Ultimately, the additional laser heating is limited by the 
decreased collision frequency due to the lower plasma density and higher plasma 
temperature.  
In this chapter, we describe experiments demonstrating a method for generating 
plasma waveguides satisfying the following requirements:  (i)  Axial plasma density 
𝑁𝑒0~10
17𝑐𝑚−3, (ii) high repetition rate operation, and (iii) sharp longitudinal cutoff 





entrance  [115]. These experiments are based on plasmas generated by optical field 
ionization (OFI). 
We first review earlier work on OFI-based plasma waveguides which rely on OFI-
based heating and hydrodynamic expansion. We then present results from our 
experiments, which were first based on OFI heating/hydrodynamic expansion and then 
transitioned to an approach using OFI to generate prompt electron density structures. 
As we will describe, this two-pulse method is successful in generating highly confining  
low density plasma waveguides appropriate for high energy LWFA. 
4.2 Plasma channel from optical field ionization (OFI) 
As discussed in the previous section, plasma heating is the limiting factor in 
formation of a low density plasma waveguide. In OFI, newly liberated electrons gain 
energy based on the ponderomotive potential of the laser pulse [116], independent of 
the electron density. Assuming a plane monochromatic laser field propagating along 𝑧,  
𝑬(𝑡) = 𝐸0𝑒
𝑖𝜔𝑡(?̂? + 𝛼𝑖?̂?) and time 𝑡𝑓 when an electron is liberated, the electron drift 
momentum is 𝒑𝑓 = 𝑒𝑨(𝑡𝑓)/𝑐. In the case of linear polarization (𝛼 = 0), the ionization 











𝑨 ≈ 0, so 
most electrons have no drift momentum. In the case of circular polarization (𝛼 = 1), 
the field amplitude and therefore the ionization rate is constant within an optical cycle, 












 is the ponderomotive potential, or the optical cycle 





OFI heating-based hydrodynamic expansion waveguides have been demonstrated 
with 𝑁𝑒0 from ~4 × 10
17cm−3  [117] to mid-1018cm−3  [118–120]. In order to have 
a fully ionized plasma waveguide, these experiments use hydrogen gas. Lemos et al. 
first demonstrated OFI-based plasma waveguides using a Gaussian beam focused by a 
lens; here 𝑁𝑒0 ≳ 5 × 10
18𝑐𝑚−3  [119]. Shalloo et al. used an Bessel beam generated 
by an axicon to create a 16-mm long plasma waveguide with 𝑁𝑒0 ≳ 4 ×
1017𝑐𝑚−3 [117]. These developments are important for  LWFA to  ~10 GeV  [16].  
Hydrodynamic shock expansion following impulsive OFI-heating of the plasma 
column depends on the laser energy deposited per unit length. This is expressed by the 
Sedov-Taylor solution for cylindrical shock position vs. time as a function of energy 
deposited per unit length  [121,122].  If the OFI electrons have a low temperature (when 
the laser is linearly polarized), or the plasma column quickly cools down due to thermal 
conduction or ballistic electron transport to surrounding neutral gas, the plasma 
expansion is weak and the electron density difference ∆𝑁𝑒 = 𝑁𝑒(𝑟𝑚) − 𝑁𝑒0 between 
the shock wall and the channel center is insufficient to support any quasi-bound modes. 
In one form of OFI-induced guide, the expanding plasma, while insufficiently heated 
to form a direct waveguiding structure, generates a peripheral neutral density bump 
from the expanding shockwave. If an intense injected laser pulse can (partially) ionize 
the neutral density bump, then an elevated electron density is generated near the 
periphery of the channel, forming a guiding structure. The injected pulse is effectively 
self-guided  [123]. 
Without relying on hydrodynamic expansion, a hollow plasma channel can be 





ionization  [124] and later using OFI  [125]. As the high order Bessel beam is hollow, 
it is unavoidable that the on-axis gas region is still neutral, preventing this structure’s 
use as a plasma waveguide for high intensity laser pulses. 
To solve this problem, we adopt a 2-beam approach. First, a 𝐽0 Bessel beam ionizes 
neutral hydrogen gas by OFI and generates a fully ionized plasma column. Plasma 
expansion then significantly reduces the on-axis plasma density and increases the 
plasma and neutral gas density near the shock front. Second, a high order Bessel beam 
(in our case 𝐽8 or 𝐽16) ionizes the neutral gas near the shock front when launched at an 
appropriate delay and creates a large channel depth ∆𝑁𝑒 capable of confining quasi-
bound modes.  
4.3 Experimental setup 
The proposed scheme requires generation of two co-propagating Bessel beam 
pulses with different orders and independently adjustable delays. To prevent damage 
to and nonlinear phase pickup in the transmissive optics in the 2-pulse generator, the 
generator must be placed in advance of the pulse compressor. Second, the two pulses 
should have the same polarization, because the pulse compressor has negligible 
transmission for S-polarization. Third, the energy ratio of the 2nd pulse to the 1st pulse 
should range from 1:1 to 4:1 in order to fully ionize hydrogen molecules with the 1st 
pulse. 
There are various methods for generating a pair of collinear pulses.  The most 
straightforward design is uses the Michelson or Mach-Zehnder design  [126], but owing 





efficiency approach is pulse splitting and recombining with a polarizing beamsplitter, 
but the output polarizations of the two pulses is orthogonal.  
A more efficient design, used in our experiments, is the ring-cavity setup depicted 
inside the orange dashed circle in Figure 4.1. For a 30R:70T non-polarizing 
beamsplitter, the output energy fractions in the first two pulses are 0.3 and 0.49, for a 
generator efficiency of 79%.  
This design does have drawbacks. First, the energy splitting ratio is not 
continuously adjustable and is fixed by the choice of non-polarizing beamsplitter. In 
the experiments described below, three different beamsplitters were used (reflectivity 
0.2, 0.25 and 0.3), giving first pulse/second pulse energy fractions of 0.2 and 0.64 (84% 
generator efficiency), 0.25 and 0.56 (81% efficiency), and 0.3 and 0.49 (79% 
efficiency). In the specific geometry on our optical table, the 1st and 2nd pulse have a 
minimum separation of 0.7 ns. Because adequate hydrodynamic expansion after the 






Figure 4.1 Experimental setup. Orange dashed rectangle: Double pulse generator. 
Purple dashed rectangle: adaptive optics loop. SPP-spiral phase plate. 
 
The full experimental setup is shown in Figure 4.1. First, an amplified laser pulse 
is converted to a 2-pulse sequence by a non-polarizing plate beamsplitter in a ring 
optical configuration. The 1st pulse is directly reflected from the beamsplitter. The 2nd 
pulse, transmitted through the beamsplitter, passes through a spiral phase plate (SPP, 
to be described below) and an optical delay line before being collinearly recombined 
at the beamsplitter with the 1st beam. The following weaker pulses from the ring are 
ignored in this experiment. The two co-propagating pulses are then reflected by a 
deformable mirror to correct phase front aberrations with an adaptive optics loop 
(discussed in Chapter 3). After compression, the laser pulses are reflected from mirror 
M2 (containing a 12.5 mm diameter central hole) and directed to a reflective axicon 
(diameter 50.8mm with central  4 mm diameter hole) to form two high power Bessel 
beam pulses (𝐽0 plus either  𝐽8 or 𝐽16). In the following, we refer to axicons by their 
base angles. The two pulses ionize backfilled hydrogen gas and form a plasma 
waveguide. A synchronized low intensity femtosecond probe pulse (“injection beam” 
in Figure 4.1) is focused through the central hole of the axicon at the left end of the 
plasma as shown in Figure 1. The end mode is imaged through the drilled hole in M2 
to measure the quasi-bound mode of the guiding structure. The transverse plasma 
profile was measured with interferometry using a =400 nm, 70 fs probe beam, using 
well-known phase retrieval techniques  [127] followed by Abel inversion  [128]. 
Plasma fluorescence is collected by a CMOS camera (Andor Zyla 5.5) to measure the 
length and uniformity of the guiding structure. In the following, all the fluorescence 





4.4 Plasma dynamics from a 𝑱𝟎 Bessel beam 
In this section we present the plasma evolution after ionization by a 𝐽0 Bessel beam. 
For this purpose, we removed the beam splitter and SPP from the double pulse 
generator. The Bessel beam pulse energy was varied from 100 mJ to 300 mJ, and the 
plasma density profile was extracted from interferometry. The hydrogen backfill 
pressure was kept at 100 Torr. In order to adjust the plasma temperature, a quarter 
waveplate was inserted after compression to convert linear polarization to elliptical and 
circular polarization. 
Examples of plasma evolution with two different reflective axicons is shown in 
Figure 4.2. In Figure 4.2(a) the plasma profile generated by a 𝐽0 pulse produced with a 
3° axicon shows hydrodynamic expansion with shock formation. A clear axial density 
minimum appears 0.51.5 ns after ionization. The plasma phase shift profile at a delay 
of 1.25 ns is shown in Figure 4.2(b). Similar data with a 1.5° axicon is shown in Figure 
4.2 (a)(b). 
There is no straightforward way to characterize the laser intensity profile, with 
plasma present, at the axial location of the transverse interferometry measurement. For 
input energy of 300 mJ, an estimate of the peak intensity was obtained by measuring 
the peak ionization yield in a 100 Torr argon backfilled chamber; interferometry 
revealed Ar  completely ionized to Ar3+  for both Bessel beams. Assuming barrier-




~1.2 × 1015 W/cm2, an intensity sufficient to fully ionize 





similar after a delay of 1 ns, likely because the laser energy deposition per unit length 
from ionization is similar.  
 
Figure 4.2 Plasma evolution after ionization by 𝐽0 beam. In (a) and (b), the laser pulse 
energy was 300 mJ. (a)(a) Electron density evolution with the 3° and 1.5° axicon. 
(b)(b) Phase shift profile at 1.25 ns with the 3° and 1.5° axicon. The small peak near 
x=0 in (a) and (a’) is from numerical artifacts in Abel inversion. 
 
The plasma temperature can be measured by interferometric measurement of the 
shock position vs time, 𝑅𝑠(𝑡), enabling extraction of the laser energy deposited per unit 
length using the Sedov-Taylor expression for self-similar expansion of cylindrical 





𝑡1/2. Used in the context of an impulsive 
laser-heated channel, 𝐸 is the initial laser energy deposited per unit length driving the 
shock expansion, 𝜌  is the mass density of the ambient medium, and 𝜉0  is a 





shock position data of Figure 4.2(a), we found 𝑅𝑠(𝑡) ∝ 𝑡
0.56±0.11, as shown in Figure 
4.3(a) and energy deposition per unit length to be 16𝜇𝐽/𝑐𝑚. The energy deposition per 
unit length for the data of Figure 4.2(a’) is found to be 30% higher, consistent with the 
similarity in plasma expansion in Figure 4.2(a) and (a’). As the ambient hydrogen gas 
has negligible pressure compared to the plasma pressure, the shock velocity is 






, where  𝑇𝑒 ≫ 𝑇𝑖 , the ion 
temperature. Shock velocity and the corresponding electron temperature are calculated 
from the fit in Figure 4.3(a) and shown in Figure 4.3(b). From Figure 4.3(a) and (b) it 
is seen that after ~1 ns the shock propagation stagnates as the electron temperature 
drops below 1eV.  
 
Figure 4.3 (a) Shock velocity (b) Electron temperature of plasma expansion in Figure 
4.2(a) 
 
In advance of injection/guiding experiments, we can check the for the quasi-bound 





based on the Helmholtz equation [108]. We apply this to the profile at 1.25 ns delay in 
Figure 4.2a. 
Using a simulated profile which approximates the measured profile, we found a 
quasi-resonance at 𝑘∥/𝑘0 ≈ 0.99975, where 𝑘0 is the wave number in vacuum, and 𝑘∥ 
is the longitudinal wave number. as shown in Figure 4.4a. The plasma density profile 
at 1.25 ns and this quasi-bound mode are shown in Figure 4.4(b), assuming 0=800 nm. 
The mode 1/𝑒 radius is 𝑤0 = 12.7 𝜇𝑚. The width of the resonance peak in Figure 4.4a 




 ,where Δ𝜅 = Δ𝑘∥,𝐹𝑊𝐻𝑀/𝑘0  [108]. In Figure 4.4(a), 𝐿1/𝑒 ≈ 5.5 mm≈
6𝑍𝑅  for the mode, which is unsuitable for low density waveguiding over tens of 
centimeters, the goal for LWFA to ~1 GeV.  
 
Figure 4.4 Determination of the quasi-bound mode and its attenuation length. (a) Plot 
showing resonant axial wavenumber 𝑘∥. (b) Measured (solid blue), simulated (dashed 
blue) plasma density profiles, taken from the 1.25 ns data in Figure 4.2(a). The 
corresponding quasi-bound mode intensity profile is shown in red. 
 
At delays longer than ~1.5 ns, shock expansion leads to compression of the ambient 
neutral gas just outside the shock region. Figure 4.5(a) shows the phase shift profile 





phase profile and refractive index profile extracted by Abel inversion. The positive 
peripheral index bump from compressed neutral gas indicates that its local density is 
approximately twice the backfill gas density. According to  [123], if an intense laser 
pulse is incident on such structure, the head of the laser pulse can ionize the neutral 
peaks and create a plasma waveguide for the rest of the pulse.  
 
Figure 4.5 Compression of ambient neutral gas due to plasma expansion. (a) Phase 
shift profile (radians) corresponding to 2.5 ns delay for Figure 4.2(a). (b) Average 
phase shift along z of Figure 4.5(a) (black) and refractive index profile from Abel 
inversion (red).  
 
We also compared the effect of heating between circular and linear polarization. 
The result showed that under the same conditions, circular polarization resulted in 
~10% more plasma expansion (measured by shock positions) than linear polarization 
after ~1 ns. According to  [131], the higher-temperature plasma from circular 
polarization experiences faster cooling due to faster plasma expansion work. 
Therefore, the difference between circular and linear polarization becomes smaller 
after ~1 ns. 
In summary, we measured plasma waveguide formation from OFI heating by a 𝐽0 





and thermal conduction, and the quasi-bound mode has significant attenuation, so 
such structure is not a good candidate for low density plasma waveguide. In the 
meantime, we found compressed neutral gas near the shock region, which may be 
used to generated low-loss guiding s tructure. 
4.5 Plasma dynamics from a high order Bessel beam 
As discussed earlier in this chapter, a higher order Bessel beam can be used to 
generate plasma profiles without relying on hydrodynamic expansion (and plasma 
heating).  Such beams can be generated using a combination of an axicon and a spiral 
phase plate. In this section, we demonstrate tubular plasma generation using OFI with 
a femtosecond 𝐽16 Bessel beam pulse in 100 Torr hydrogen backfill. The hollow plasma 
structure is measured by interferometry, and its guiding properties are measured by 
injecting a low intensity probe pulse. As we are interested here in the maximum prompt 
ionization yield and not in heating, the Bessel beam is linearly polarized. 
Figure 4.6(a) shows the imaged 𝐽16 focal profile produced by a 3° base angle axicon 
and an 𝑙 = 8 spiral phase plate. Figure 4.6(b) shows the plasma phase shift for laser 
energy 200 mJ. Abel inversion shows a hollow plasma channel, as a function of delay, 
with negligible ionization on axis, as seen in Figure 4.6(c). The channel density profile 
evolution is shown in (c). It is seen that within 0.5 ns, the plasma ring expands radially 
both inwards and outwards, and the peak density drops by a factor of ~2. An energy 
scan of Bessel beam pulse energy in Figure 4.6 (d) for delay 0 ns shows high quality 






Figure 4.6 Interferometric measurements of hollow plasma channels generated by a 
𝐽16 Bessel beam. (a) Sample 𝐽16 Bessel beam profile generated by a 3° base angle 
axicon. (b) Plasma phase shift from Bessel beam ionization for pulse energy 200 mJ. 
(c) Electron density evolution with 100 mJ laser energy. (d) Electron density profiles 
at delay 0 ns as a function of laser energy. 
 
A low intensity probe pulse (400 nm, pulse energy ~100 𝜇𝐽, pulse length~100 𝑓𝑠) 
was guided in ~40 mm long hollow plasma channels and the end mode was imaged 
with a CCD camera as shown in Figure 4.1. In Figure 4.7(a)-(f), guided end mode 
profiles averaged over 50 consecutive shots are shown as a function of Bessel beam 
energy, where the panels share the same colormap (except in (a), where the scale is 
50× in order to show the unguided profile). The probe beam is injected within 100 ps 
delay with respect to the Bessel beam. The images show leakage on the top right, due 
to azimuthal asymmetry in the 𝐽16 focus, leading to an asymmetric plasma tube. As the 
Bessel beam energy increased, the plasma tube became less sensitive to this asymmetry 





limited due to limitation of the imaging aperture by the 6mm diameter hole in mirror 
M2.  
Guiding stability is shown in Figure 4.7(g), where image slices of guided beams 
from 50 consecutive shots are plotted (for 150 mJ Bessel beam energy). The intensity 
variation was partly caused by fluctuations in the frequency doubled =400 nm pulse 
energy, which is sensitive to variations in the fundamental pulse energy. Other 
contributions to guided mode fluctuation are pointing fluctuation in the Bessel beam 
and injection beam, resulting in variation of coupling efficiency. Plasma fluorescence 
was used to measure the plasma waveguide length (Figure 4.7(h)) for the 3° base angle 
axicon to be ~40 mm. In Figure 4.7(h), the Bessel beam pulse propagates in the –z 
direction, and the modulation in fluorescence intensity is caused by axial beam 







Figure 4.7 (a)-(f) Guided modes of a hollow plasma channel generated by a 𝐽16 Bessel 
beam pulse as a function of  Bessel beam energy. The image of panel (a) is multiplied 
by 50. (a)-(f) share the same color map. (g) Slices of end mode images from 50 
consecutive shots (150 mJ Bessel beam pulse energy). (h) axially resolved plasma 
fluorescence integrated from 400~750 nm (100 mJ Bessel beam energy), from which 
a plasma waveguide length of ~40 mm is measured. 
 
The tubular plasma radius can be adjusted by either the axicon base angle or the 
spiral phase plate (SPP) order. Here we demonstrate the first approach using a 1.5° 
axicon with an 𝑙 = 16 phase plate. An image of the Bessel beam focal profile is shown 
in Figure 4.8(a), where a hot spot section is seen near the top of the ring, which directly 
translates to the top-bottom asymmetry of plasma-induced probe phase shift in Figure 





of the z-averaged phase shift profile (Abel inversion removes the phase image 
asymmetry). 
 
Figure 4.8 Characterization of hollow plasma channel generated by a 𝐽16 Bessel beam 
with a 1.5° axicon and a 𝑙 = 16 spiral phase plate. (a) 𝐽16 Bessel focal profile (b) 
transverse probe phase shift profile; the color bar shows absolute phase shift (c) 
Electron density profile extracted from Abel inversion of the 𝑧-averaged phase 
profile. 
 
Guided mode images as a function of Bessel beam energy are shown in Figure 
4.9(a)-(d), where the color bar shows absolute energy (arbitrary units). The injection 
beam was the same as Figure 4.7. The possible cause for less transmission in (c) is 
coupling of the injection beam. In this measurement, the drilled mirror M2 (Figure 4.1) 
has a 12.5-mm diameter hole. This improves the resolution of the waveguide exit mode 
imaging system to ~10 𝜇𝑚. Guiding stability is shown in Figure 4.9(e), where the 
stability is mostly limited by laser pointing drift. The plasma channel length is 





we later determined there had been vignette of the right half of the fluorescence image 
due to a geometric constraint on light collection. 
 
Figure 4.9 Guided mode of hollow plasma channel using a 1.5° reflective axicon and 
a 𝑙 = 8 SPP. (a)-(d) End mode images as a function of Bessel beam energy. (e) Slices 
of end mode images for 50 consecutive shots from (150 mJ Bessel beam energy). (f) 
Plasma fluorescence image integrated from 400~750 nm with 100 mJ Bessel beam 
energy. 
 
In summary, we demonstrated hollow plasma channel generation with high order 
Bessel beam. The guiding structure dimension is adjustable by either changing the 





however, is still neutral hydrogen gas, so this is not useful for guiding high intensity 
laser pulses. In the next section, we combine the methods from the previous two 
sections to generate fully ionized plasma waveguide. 
4.6 Two-pulse method for plasma waveguide generation 
From the results of the previous two sections, a two-pulse method is developed to 
generate a low-attenuation plasma guiding structure. The two pulses are generated 
using the ring configuration of Figure 4.1 (orange dashed rectangle). The first pulse is 
a 𝐽0  Bessel beam, which ionizes the axial neutral gas completely, driving plasma 
expansion as shown in Figure 4.2.  The second pulse is a high order Bessel beam (here 
𝐽8 or 𝐽16) launched at a delay after the first pulse when its highest intensity ring overlaps 
the expanding shock. A guiding structure is then formed which lasts ~0.5 ns due to 
expansion of the plasma ring. Here we demonstrate guiding of low intensity =400 nm 
laser pulses over 25 Rayleigh lengths in plasma waveguides generated using the two-






Figure 4.10 Alignment of 𝐽0 and 𝐽16 beams generated by the ring configuration in 
Figure 4.1 and a 3° base angle axicon. The 𝑙 = 16 SPP in one arm of the ring 
contributes to the 𝐽16 beam. 
 
We used a 3° axicon with a PTFE ring aperture (OD= 35 mm, ID= 19 mm) that 
limited the plasma length to ~6 cm (measured by fluorescence). The function of the 
ring aperture is to provide sharp cutoff of plasma for better coupling of the injection 
beam. The two pulses were aligned such that the beam profiles overlap and the Bessel 
focus are concentric, as shown in Figure 4.10. The energy in the first (𝐽0) and second 
(𝐽16) pulse was 170 mJ and 152 mJ respectively. The two pulses were separated by 2.4 
ns, which allowed the shock front to propagate to a radial position ≳25 𝜇𝑚 (measured 
by interferometry), overlapping with the first ring position of the 𝐽16 beam. The first 
pulse is intense enough to fully ionize hydrogen molecules on axis, and the axial plasma 
density decreased by a factor of ~5 due to plasma expansion of 2.4 ns, measured by 
interferometry in the case of Figure 4.11(c) and 4.11(e).  
A guiding structure was formed immediately after ionization by the 𝐽16  pulse. 
Guiding was observed over a 0.5 ns delay after the 𝐽16  pulse, consistent with the 
relaxation time of the tubular plasma (see Figure 4.6(c)). Guided beam mode profiles 
at the waveguide exit for =400nm injected pulses (delayed by <100 ps from the Bessel 
beam) as a function of hydrogen backfill pressure are shown in Figure 4.11(a)-(f). The 
guided beam peak intensity was affected by coupling, plasma density tapering at the 
entrance, and leakage. Gaussian fits to the quasi-bound modes of (a)-(e) give guided 
beam waist 𝑤𝑐ℎ ranging from 31 𝜇𝑚 to 18 𝜇𝑚, as the backfill pressure increased from 
16 Torr to 100 Torr. For Figure 4.11(b) at 35 Torr backfill pressure, the axial plasma 
density is estimated to be 𝑛𝑒 = 4 × 10





In this case, for a measured guided beam waist 𝑤𝑐ℎ = 24 𝜇𝑚, the injected beam was 
guided over 13𝑍𝑅. The backfill pressure can be further decreased, resulting in even 
lower axial plasma density, but finally the quasi-bound mode size, determined by the 
channel depth, exceeds the waveguide size, causing significant leakage, as shown in 
Figure 4.11(a). To demonstrate the stability of guiding, we plot the post-aligned central 
slices of 50 consecutive shots at 35 Torr backfill pressure in Figure 4.11(g). 
 
Figure 4.11 Guiding of =400 nm pulses in two-pulse method-generated plasma 
waveguides, using a 3° axicon. (a)-(f) Guided mode vs. hydrogen backfill pressure. (g) 
Central slices of guided output modes for 50 consecutive shots. 
 
The plasma waveguide length can be extended using an axicon with a smaller base 





100 mJ and 235 mJ energy in the first (𝐽0) and second (𝐽8) pulse (energy measured 
before the ring aperture). The pulse separation was 2.4 ns. Here an 𝑙 = 8 SPP was used 
in the ring configuration in Figure 4.1. The hydrogen backfill pressure was 50 Torr and 
the plasma length was estimated to be longer than 15 cm based on plasma fluorescence 
(see Figure 4.13, which is a photo of hydrogen plasma in the vacuum chamber). The 
guided beam of Figure 4.12(a) has  𝑤𝑐ℎ ≈ 26𝜇𝑚 , indicating guiding over ~30  𝑧𝑅 . 
Here, the 𝐽8 pulse ionized the neutral gas surrounding the expanding plasma, as seen in 
Figure 4.12(c). Extracting the electron density immediately after the 𝐽8 pulse by Abel 
inversion, seen in Figure 4.12(d), shows a tubular plasma that is roughly aligned with 
the second ring (𝑟~36 𝜇𝑚) of the 𝐽8 focus. The absence of significant ionization from 
the first ring (𝑟~23 𝜇𝑚) suggests that the expanded “core” of the plasma, generated by 
the 𝐽0  pulse, was fully ionized. Figure 4.12(d) shows a 80- 𝜇𝑚  diameter plasma 
waveguide with axial plasma density 𝑁𝑒0 ≈ 4 × 10
17𝑐𝑚−3  and maximum plasma 
density 𝑁𝑒,𝑚𝑎𝑥 ≈ 4.5 × 10






Figure 4.12 Guiding of =400 nm probe pulses in plasma waveguides generated using 
the two-pulse method, using a 1.5° axicon. (a) Guided mode with  𝑤𝑐ℎ ≈ 26𝜇𝑚 at 
plasma waveguide exit. (b) probe profile with no waveguide. (c) Plasma-induced 
interferometric probe phase shift immediately before (after) the 𝐽8  pulse. The 
measurement was taken near the front end of the plasma (d) Extracted plasma density 
immediately before (after) the 𝐽8 pulse. The black dashed line shows the measured 
intensity profile of the 𝐽8 focus. 
 
Plasma waveguides generated by the two-pulse method are tunable in multiple 
ways. First, the axial plasma density can be adjusted by gas pressure and delay time of 
the second pulse. The width of the guide is determined by the order of Bessel beam, 
the axicon base angle, and (weakly) on the delay between the two pulses. The formation 
of the high density tubular electron “cladding” is directly generated by optical field 
ionization rather than by a hydrodynamic shock wave. The high plasma density in the 
cladding enables low attenuation guiding, which is essential for applications such as 





over many Rayleigh ranges. We note that modulation of plasma density is possible 
through engineered gas jet, or Bessel beam shaping, allowing extra control of group 
velocity of the guided beam for quasi phase matching [132–134].    
 
Figure 4.13 Plasma fluorescence with a 1.5° reflective axicon. 
4.7 Discussion 
Here we discuss some practical issues concerning the implementation of this 
method. 
4.7.1 Propagation of high order Bessel beams through an existing plasma column 
A question arises regarding the propagation of the second pulse. The existing 
plasma column from the 𝐽0 pulse may affect the formation of a high order Bessel beam. 
In a simplified treatment, we assume a high order Bessel beam focusing on a uniform 
plasma column of radius 𝑎 = 30𝜇𝑚  and peak density as 1 × 1018𝑐𝑚−3 . The 
parameters are chosen to approximate typical experimental conditions. Following the 

















 𝐸𝑥 = 𝐵𝐽𝑚(𝜎𝑟)𝑒
𝑖𝑚𝜃, (4.10) 
 𝜎2 = 𝜖𝑘0
2 − 𝛽2, (4.11) 
where the incident beam is linearly polarized along 𝑥 , 𝐵  is a constant, 𝛽  is the 





(1) (𝜌𝑟) + 𝐹𝐻𝑚+1









(1) (𝜌𝑟) + 𝐹𝐻𝑚+1
(2) (𝜌𝑟)]𝑒𝑖(𝑚+1)𝜃 +
[𝐻𝑚−1
(1) (𝜌𝑟) + 𝐹𝐻𝑚−1
(2) (𝜌𝑟)]𝑒𝑖(𝑚−1)𝜃}, 
(4.13) 
 𝐸𝑥 = 𝐶[𝐻𝑚+1
(1) (𝜌𝑟) + 𝐹𝐻𝑚+1
(2) (𝜌𝑟)]𝑒𝑖𝑚𝜃, (4.14) 
 𝜌2 = 𝜖𝑘0
2 − 𝛽2, (4.15) 
where 𝐶  is a constant and the 𝐻  are Hankel functions. Applying the boundary 
















In Figure 4.14 we plot the numerical results for 𝑚 = 0, 8 and 16, alongside the 
Bessel beams 𝐽0, 𝐽8 and 𝐽16. It is seen that the amplitude of the solution in the presence 
of the plasma cylinder is similar to the plasma-free Bessel beam but the peaks shift 
radially. The effect of the plasma column becomes negligible for sufficiently high order 






Figure 4.14 Effect of existing plasma column on the formation of Bessel beam.  
4.7.2 Attenuation of plasma waveguides generated using the two-pulse method 
A high ionization fraction from the second, high order, Bessel beam is important 
for a sufficiently confining waveguide cladding to ensure low-loss propagation of a 
quasi-bound mode over a long propagation distance. Here we take the 35 torr case of 
Figure 4.11(b) as an example. For 100% ionization by the  𝐽16 beam, the waveguide 
attenuation length 𝐿1/𝑒  can reach ~75 cm, depending on details of the cladding 
(calculated using 𝜂(𝑘∥) as in Figure 4.4). In Figure 4.15, two guiding structures are 





ramps (solid and dashed blue lines) to model the radial fall off in electron density 
outside the cladding, as seen in Figure 4.6(d).  While the quasi-bound modes of the two 
profiles are indistinguishable, with guided beam waist 𝑤𝑐ℎ ≈ 15 𝜇𝑚, the attenuation 
lengths are quite different: 25 cm vs. 75 cm depending on the cladding density radial 
fall off. 
 
Figure 4.15 Estimate of the attenuation length of the plasma waveguide calculated 
using 𝜂(𝑘∥) as in Figure 4.4. The plasma profile is set to resemble the case for Figure 
4.11(b). The solid (dashed) blue lines shows the plasma density profile with 10- (20-) 
𝜇𝑚 linear decay ramp, with 25 (75) cm attenuation length for its lowest order quasi-
bound mode (red solid curve). For reference, the black curve shows the intensity 
profile of a 𝐽16 Bessel beam focused by a 3° reflective axicon. 
4.7.3 Laser energy requirements for plasma waveguide generation 
The energy required in the second, high order, Bessel beam to fully ionize hydrogen 
gas is calculated using an empirically modified ADK model [129,136,137] to better fit 
barrier-suppression ionization. The modified ionization rate 𝑊𝑇𝐵𝐼  for a linearly 
polarized electric field is expressed in atomic units as 























where 𝐹0 = (2𝐼𝑝)
3/2
, 𝑛 = 𝑍(2𝐼𝑝)
−1/2
, 𝐼𝑝 is the ionization energy, Z is the charge of 







 is removed. 𝑓(𝑙, 𝑚) and 𝐶𝑛𝑙 are expressed as 









For arbitrary atoms the principle quantum number is replaced by the effective 
principle quantum number 𝑛∗ = 𝑍(2𝐼𝑝)
−1/2
. The exponential parameter 𝛼 is obtained 
by fitting the expression to a numerical simulation using the time dependent 
Schrodinger equation (TDSE) in the single active electron (SAE) approximation  [137]. 
For hydrogen, 𝛼 = 6 . The ionization yield is calculated as 𝑌 = 1 −
exp (− ∫ 𝑊[|𝐹(𝑡)|]
∞
−∞
𝑑𝑡. To calculate 𝑌 for the hydrogen molecule by a laser pulse, 
we assume the hydrogen molecules and atoms are in the ground electronic state. We 
apply the dissociation energy (𝐻2 → 𝐻2
+ + 𝑒−) of the hydrogen molecule [139,140] to 
the hydrogen atom with ionization energy 𝐼𝑝 = 15.4 𝑒𝑉 [120]. In Figure 4.16, for a 50 
fs FWHM Gaussian plus, we plot 𝑌 vs. peak laser intensity. For linear polarization 
(LP), ionization saturates at 𝐼𝑠𝑎𝑡 ≈ 4.5 × 10






Figure 4.16 Ionization percentage of hydrogen atoms by a 50-fs laser pulses. 
We further examine the laser parameters require to generate an elongated Bessel 
beam focus at the saturation intensity. We assume the Bessel beam is generated by a 
3° reflective axicon (and an 𝑙 = 16 SPP), illuminated by a Gaussian beam with 𝑤0 =
2.5 𝑐𝑚, 𝜏𝐹𝑊𝐻𝑀 = 50 𝑓𝑠, and 𝐸 = 150 𝑚𝐽. The intensity of the Bessel beam along 𝑧 





2 (𝑘𝑟 sin 𝛽). 
For small 𝛽, 𝜌𝛽 ≈ 2𝑧 tan 𝛽. The peak intensity of the 𝐽16 focus vs. 𝑧 is plotted in 
Figure 4.17. Saturation intensity is achieved over ~15 cm on the focal line. Therefore, 







Figure 4.17 Peak intensity distribution of 𝐽16 focus. Blue line: calculated intensity in 
the first ring of Bessel beam. Green line: Saturation intensity 𝐼𝑠𝑎𝑡 = 4.5 ×
1014𝑊/𝑐𝑚2. Red line:  critical intensity of barrier suppression ionization of 
hydrogen atoms 
4.8 Conclusion 
In summary, we presented a two-pulse method to generate long (>10 cm) plasma 
waveguide with low axial plasma density (𝑛𝑒 ≲ 4 × 10
17𝑐𝑚−3). The guiding structure 
is widely tunable and low-loss, making it a prospective component for research areas 
requiring extended laser matter interaction, such as laser particle 





Chapter 5 Summary and future work 
5.1 Summary 
The research in this dissertation covers physics relevant to laser wakefield 
acceleration efforts on two widely different experimental scales set by the peak laser 
power employed: (1) For terawatt and sub-terawatt lasers applied to compact, high 
repetition rate LFWA to tens of MeV, we studied the coherent laser-assisted injection 
“flash” radiation characteristic of near-critical density gas jet interactions. (2) In 
experiments aimed for future application at larger scale petawatt laser facilities, we 
developed a new method for generation of low density plasma waveguides that can be 
as long as tens of centimeters, enabling acceleration to multi-GeV energies.  
Chapter 2 described our experiments studying the flash radiation from electron 
injection into wakefields in near-critical density gas jets. We characterized the 
properties of this ultrafast pulsed radiation, demonstrating its spectral coherence using 
spectral interferometry and determining its pulse length using single-shot 
supercontinuum spectral interferometry (SSSI). The measured spectral modulation of 
the radiation is evidence of electron injection into multiple buckets, or beam loading. 
The flash radiation polarization was dominantly along the wake-driving laser 
polarization, and its angular distribution was dominantly in the forward direction. 
These features point to the electron injection as laser-assisted, a scenario verified by 
particle-in-cell simulations.  
In chapter 3, in preparatory work for our plasma waveguide generation and 
guiding experiments, we fabricated spiral phase plates and generated high order 





Wavefront aberration from various described sources was responsible for imperfect 
Bessel focal profiles; these aberrations were measured with phase retrieval for the 
first time. This information was used to apply phase front corrections, using a 
deformable mirror, to improve the Bessel beam focal profile quality. 
In chapter 4, we applied phase front-corrected and optimized (high order) Bessel 
beams to generate hydrogen plasma waveguides using femtosecond optical field 
ionization. The plasma evolution was measured via transverse interferometry. It was 
shown that plasma heating by field ionization was insufficient to form, via 
hydrodynamic expansion, a low-loss guiding structure from single 𝐽0 pulses. To solve 
this problem, we developed and demonstrated a two-pulse technique, combining a 𝐽0 
pulse with a delayed 𝐽8 or 𝐽16 pulse, to generate a low axial density plasma waveguide 
with a surrounding high electron density tubular “cladding”. This new method 
minimizes the role that hydrodynamic expansion plays in waveguide generation. Low 
intensity =400 nm probe pulses were guided over 30 Rayleigh lengths in these 
waveguides in a relatively small mode. These low plasma density yet highly 
confining guiding structures—made possible by the field ionization induced by the 
high order Bessel beam--show great promise for application to multi-GeV-scale 
acceleration with petawatt scale lasers..   
5.2 Future work 
So far, only low intensity =400 nm probe pulses were guided in in our two-pulse 
generated plasma waveguides. As the guide is fully ionized, we expect that much 
higher intensity pulses will be successfully guided. For this purpose, a sharp plasma-





intensity laser enters the plasma waveguide. Such a boundary can be realized with a 
gas jet, as detailed in the Appendix, or a gas cell.  
Work is underway to incorporate a 10-cm long supersonic gas jet into high 
intensity laser guiding experiments. As the Bessel beam focus is affected by such 
elongated an obstruction, the laser wavefront must be engineered using methods 
discussed in Chapter 3 to mitigate this issue.  
The low density plasma waveguide provides a possible candidate as hollow 
plasma channel, if generated from suitable gas density. For application to a positron 
acceleration experiment, Gessner et al. [125] generated a hollow plasma in lithium 
vapour using a high order Bessel beam, but the central part of the channel remained 
neutral gas. In comparison, our technique generates a plasma channel with lower axial 
density by plasma expansion (<20% of the original gas density), providing a stronger 
wakefield and leading to an even more promising candidate for electron beam-driven 








A.1 Elongated gas jet for low density plasma waveguide 
High intensity laser guiding requires a sharp vacuum-plasma boundary to allow 
pulse injection into the plasma waveguide without ionization-induced refraction 
occurring in ambient gas in advance of the waveguide. This can be achieved by 
generating the plasma waveguide in a gas jet. Such elongated gas jets have been 
demonstrated over a ~1 cm scale  [72,144,145] both in unclustered and clustered 
gases  [146–148]. Here, we present results for 10-cm long supersonic gas jet for 
generation of low density plasma waveguides described in Chapter 4. The jet gas flow 
is designed to be supersonic so that gas-vacuum boundaries are sharp and so that the 
gas density at a fixed distance above the orifice is higher than it would be with sonic 
flow. 
The gas jet design consists of a gas reservoir and a converging-diverging nozzle 
fed by two solenoid valves, as seen in Figure A.1 The nozzle shape was designed 
using the method of characteristics  [149] with a 50 𝜇𝑚 throat and Mach number 𝑀 =
4. The whole block was assembled by two aluminum pieces by CNC machining. The 
millisecond rise time solenoid valves ensured a proper gas flow rate for high output 






Figure A.1 Diagram of 10-cm elongated supersonic gas jet, longitudinal interferometric 
probe beam, and transverse collection of laser induced fluorescence. 
The gas jet density profile was measured using two methods. In the first method, a 
collimated interferometric probe beam propagated through the gas plume parallel to 
the elongated nozzle orifice. The integrated phase was measured by shearing 
interferometry and was corrected with a linear beam propagation simulation to correct 
for gas profile-induced refraction. This measurement yields the averaged gas density 
along the nozzle.  
A sample axially averaged gas density profile extracted from longitudinal 
interferometry probe is shown in Figure A.2. In this measurement, we used nitrogen 





(~100𝜇𝑠) of the camera was adjusted such that the recorded CW probe beam (=532 
nm) arrived after the gas flow reached steady state. Two gas plume profiles are seen 
in the phase shift image due to limited shear between the two arms of the 
interferometer (Figure(A.2(a)). From interferometry, the phase shift image of the two 
arms were sheared and subtracted, resulting in two “plumes”, one positive and the 
other negative. To assist the phase extraction, we fit each row in Figure A.2(a) with 
double super Gaussian functions in every row, with the result shown in Figure A.2(b). 







𝑁𝑇𝑃  𝜂 , where 𝑙 is the gas jet length, 𝑁𝑔
𝑁𝑇𝑃 , 𝑛𝑔
𝑁𝑇𝑃 are the nitrogen 
gas density and refractive index at standard temperature and pressure, and 𝜂 is a 
refraction factor (see below), with the result plotted in Figure A.2(c). Beam 
propagation simulations  [150] were performed to compare the phase of the probe 
beam after propagation to the 1D phase pickup Δ𝜙 =. It was found that the actual 
phase shift is lower than the 1D result by 20%, so here we use 𝜂~0.8. The gas density 
1 mm above the nozzle was nearly linear with solenoid valve backing pressure, as 






Figure A.2 Longitudinal interferometry with 1000 psi backing pressure. (a) Measured 
phase shift (b) Phase shift with super Gaussian fitting (c) Extracted nitrogen molecule 
density. The origin in this plot is the center of the nozzle exit. 
 
 
Figure A.3 axially averaged gas (N2) density 1mm above the nozzle orifice as a function of 
solenoid valve backing pressure. 
 
In the second method for gas density measurement, a high intensity 𝐽0 Bessel 
beam formed a line focus in the gas jet (N2) plume 1 mm above the nozzle orifice, 
generating a plasma along its entire length. The plasma fluorescence was imaged by a 
CCD camera (Andor Zyla 5.5) through a band pass filter (400-750 nm) with 0.1X 
magnification. With the gas jet off, the chamber was then backfilled with nitrogen at 
varying pressures and the Bessel beam again generated plasma, with the plasma 
fluorescence this time acting as a reference for axially uniform gas density, providing 
a normalization for the jet-on measurements. This enabled absolute measurement of 





In Figure A.4(a) the plasma fluorescence from the gas jet with 1000 psi valve 
backing pressure was compared with that from various nitrogen backfills. The gas 
density extracted by interpolation is shown in Figure A.4(b). The density drop near 
z=125 mm was due to small particles blocking the nozzle, which was later cleared 
and the fluorescence showed continuous intensity, as shown in Figure A.4(e). Apart 
from the drop at z = 125 mm, the gas density is nearly uniform with ~ ± 15% 
fluctuation across the 10 cm distance. The gas density cutoff length is ~4 mm 
(10%~90%). The large cutoff length could stem from gas leakage or imperfect 
surface profile near the end of the nozzle. Another possible reason is the thick 
adhesive layer between the two mating pieces of the nozzle, causing lower Mach 
number flow than designed. These issues are to be fixed by upgraded design of nozzle 
profile near the end and better selection of adhesives for sealing. One of the important 
goals of the fluorescence measurements is to check the longitudinal uniformity of gas 
density. In practice, the imaging system resolution (~100 𝜇𝑚) is limited by its large 
field of view. The oscillation of fluorescence intensity near z=80 mm is due to 






Figure A.4 Fluorescence-based measurement axially-resolved gas jet density. (a) 
Plasma fluorescence from the gas jet and various nitrogen backfill pressures. The 
legend shows the backfill nitrogen pressure. (b) Interpolated nitrogen gas density. The 
density dip in the middle was due to a small particle blockage in the nozzle orifice. 
(c) Sample fluorescence in 100 Torr nitrogen backfill (d) Sample fluorescence of 
nitrogen gas jet, 100 psi backing pressure (e) Sample fluorescence in hydrogen, after 







In conclusion, we have demonstrated a supersonic gas jet of 10 cm length. The jet 
showed a reasonably uniform longitudinal gas density profile and can reach densities 
of several 1018cm−3. Application of the 10-cm gas jet to plasma waveguide 
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