The enhancement of a dissolved chemical's Raman scattering by a liquid-core optical fiber (LCOF) geometry is absorption dependent. This dependence leads to a disruption of the usual linear correlation between chemical concentration and Raman peak area. To recover the linearity, we augmented a standard LCOF Raman spectroscopy system with spectrophotometric capabilities, permitting sequential measurements of Raman and absorption spectra within the LCOF. Measurements of samples with identical Raman-scatterer concentrations but different absorption coefficients are described. Using the absorption values, we reduced variations in the measured Raman intensities from 60% to less than 1%. This correction method should be important for LCOF-based Raman spectroscopy of sample sets with variable absorption coefficients, such as urine and blood serum from multiple patients.
Introduction
When a tube is filled with a liquid of higher refractive index, a liquid-core optical fiber (LCOF) is formed. Light rays within the critical angle can propagate for long distances, increasing the length of interaction with the liquid sample. When LCOFs are used as sample chambers for fluorescence or spontaneous Raman scattering, there is the added benefit that some emitted light is waveguided as well, making collection highly efficient. The combined improvements in illumination and collection lead to enhanced signal intensity and better signal-to-noise ratio.
LCOF-based Raman spectroscopy dates back to Walrafen and Stone in the 1970s 1 but until recently was not performed in aqueous samples because of a lack of suitable tubing material to confine light to the liquid only. In 1988, however, DuPont produced a tubing product, Teflon-AF, 2 that has a refractive index ͑n ϳ 1.29) that is lower than that of water in the visible and the near infrared ͑n ϳ 1.33͒, making it possible to perform LCOF Raman spectroscopy on aqueous samples. LCOF Raman sensitivity enhancements over traditional geometries (square cuvette, rounded vial) as high as 500 have been reported for aqueous specimens at various wavelengths. [3] [4] [5] [6] [7] [8] Measurements of biomedical samples such as urine and aqueous protein solution were also recently explored. 8 -10 The LCOF enhancement introduces a complication: The enhancement depends on the absorption spectrum of the sample. This distorts the customary linear relationship between chemical concentration and Raman peak area. Indeed, in a LCOF, a chemical with the same concentration in two samples might exhibit different measured Raman peak areas because there are different amounts of sample absorption. This would violate the assumptions of many multivariate techniques, such as partial least squares, 11, 12 that are frequently used for calibration.
In this paper we introduce a way to restore linearity by measuring the sample's absorption spectrum and using that information to correct the Raman intensity. Below, we describe how an optical fiber, a white-light source, and a powermeter were added to an existing LCOF-based Raman system 8, 10 to provide absorption measurements at the laser wavelength and over the Raman spectral range of interest. The postprocessing model is also presented. Experimental measurements of two sample sets with various absorption levels demonstrate the validity of the approach.
Theory
The LCOF system used in our experiment employs a backscattering geometry, with laser excitation and Raman scattering delivered to and collected from one end of a Teflon-AF tube filled with an aqueous sample. As described by Altkorn 3, 5, 13 and us, 8 
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where P R ͑͒ is the measured Raman power at wavenumber shift , c is the chemical's concentration in mass density, L is the length of the LCOF, aL is the sample absorption coefficient at the laser wavelength, aR is the attenuation coefficient at the Raman-scattered wavelength, s is an effective scattering loss coefficient that is due to tubing imperfections (discussed more below), P is the laser power launched into the LCOF, is one molecule's Raman cross section, m 0 is the molecular weight, and A is a dimensionless system throughput constant.
Of the parameters on the right-hand side of relation (1), three will vary with sample composition: c, aL , and aR . All three influence the detected Raman signal: c in a linear fashion, as expected, and the others as given by relation (1). The problem is that aL and aR are bulk properties of the sample and do not, in general, correlate with concentration c of a particular chemical of interest.
If the parameters aL , aR , and s are known, one can correct the dependence on absorption by rewriting relation (1) as
Here we see that P corr ͑͒ stills scales linearly with c but has no dependence on aL and aR . Conveniently, one can determine absorption coefficients aL and aR by measuring the transmission of light through the sample as it resides in the LCOF. The interaction length is L, by the same small-angle approximation that underlies formulas (1) and (2) . By Beer's law, the measured transmission power P sample at a particular wavelength is thus
where C is a system loss constant, a,W is the absorption that is due to water, and a,C is the absorption that is due to all the chemicals in the water. A reference measurement of pure water, P water ͑͒, and a literature value for a,W ͑͒ (Ref. 14) allow us to calculate a for each sample as
Values of aL and aR determined by Eq. (4) are then substituted into Eq. (2) to yield an absorptioncorrected emission signal.
Instrumentation
The optical system is a combination of a backscattering LCOF Raman setup described previously 8, 10 and some additional optics to permit single-beam spectrophotometry within the LCOF. As shown in Fig. 1 , in the standard LCOF Raman system setup an 830 nm laser (Process Instruments, Salt Lake City, Utah) was bandpass filtered (Kaiser, Ann Arbor, Mich.), reflected by a dichroic beam splitter, and focused by a lens ͑f ϭ 35 mm, D ϭ 25.4 mm͒ into a LCOF ͑i.d., 600 m; o.d., 800 m; L ϭ 302 mm, aqueous N.A., 0.33). The tube was manufactured by Biogeneral, Inc., and used as received. The backscattered light was collected and collimated by the same lens, passed through the dichroic beam splitter and an edge filter (Chroma, Burlington, Vt.), and coupled by a circle-to-line fiber bundle through a spectrograph ͑f͞1.8, Kaiser Holospec), which dispersed the line onto an open-electrode CCD (Andor Technology, South Windsor, Conn.).
We added transmission spectrophotometry capabilities to this system by introducing an optical fiber ͑i.d., 400 m; o.d., 430 m; N.A., 0.37; Thorlabs, Inc., Newton, N. J.) into the rear 20 mm of the LCOF, as shown in Fig. 1 . Measurement of aL was performed at the same time as the Raman spectral acquisition. A fraction of the excitation laser light traversed the LCOF, entered the optical fiber, and was relayed by lenses and a removable mirror to a powermeter (Newport, Irvine, Calif.); this measurement was the P sample ͑ L ͒ of Eq. (4) and was used to calculate aL by means of Eq. (4).
For measurement of the aR values, the laser was blocked and the mirror removed, allowing broadband light (halogen-tungsten bulb, 6 V, 30 W; Micro Video Instruments, Inc., Avon, Mass.) to propagate into the optical fiber, pass through the LCOF, and enter the same spectrograph-CCD setup used to record Raman spectra. Each wavelength in the resultant transmis- sion spectrum was used to calculate aR at the corresponding Raman shift, according to Eq. (4).
Experiments

A. Sample Preparation
Two sets of samples were made. Sample set I consisted of samples with identical concentrations of a Raman scatterer, ethanol, but different absorption coefficients. We divided 1000 mL of aqueous ethanol (8% by volume) into two 500 mL beakers. One drop, ϳ0.1 mL, of India ink was added to one beaker and mixed thoroughly. The volume effect of India ink on the ethanol concentration was negligible. Eleven mixtures of the two stock solutions were prepared with concentrations of the India ink stock that ranged from 0 to 100% in increments of 10%.
Sample set II also was composed of ethanol, water, and India ink. In this case, however, the ethanol concentration was not held constant. Nine samples were created, representing all possible combinations of three different ethanol concentrations and three different amounts of India ink.
After preparation, the samples were stored in plastic tubes and left at room temperature to equilibrate for Ͼ24 h before spectroscopic measurements were made.
B. Determination of LCOF Scattering Loss
To characterize scattering losses that were due to the LCOF walls, we used an approach based on earlier work by Altkorn et al. 5, 6, 13 in which an optical fiber source within the LCOF is translated. 8 Briefly, an optical fiber ͑i.d., 100 m; o.d., 120 m; NA, 0.2; Thorlabs, Inc.) was inserted into one end of the LCOF, which was filled with deionized water. We coupled 830 nm laser light into the other end of the optical fiber, and the transmission through the LCOF was recorded by a powermeter. As the optical fiber was retracted, a plot of transmitted power P versus increased path length z was obtained. The depth dependence of this plot can be modeled as 8
where ␥ ϭ ͑ln R͒ 0 ͞d, ͑1 Ϫ R͒ is the fraction of power lost to nonideal scattering at each internal reflection, 0 is the angle defining the N.A. of the propagation of light, and d is the LCOF's inner diameter. For Eq. (5) it is assumed that the N.A. is uniformly filled to 0 ; the result is not qualitatively different for other reasonable assumptions. It is also assumed that R is not dependent on angle, which we find to be an acceptable approximation. 8 An iterative fit of Eq. (5) to measurements gives a value for R, the reflection efficiency. For later discussion, we note that the optical fiber underfilled the N.A. of the LCOF.
C. Raman and Absorption Spectra
Samples were injected into the LCOF by a 1 mL syringe through a piece of plastic tubing and a T connection. The injection was slow and steady to reduce the number of air bubbles, and observations were made by use of an IR viewer to make sure that there was no major scattering owing to bubbles in the system. Two injections of the same sample were made to flush off the residue from the previous run before spectra were taken. One Raman spectrum and one white-light spectrum were recorded sequentially at the CCD detector for each sample injection. The powermeter, for measurement of aL , was read during the Raman spectral acquisition. The white-light spectrum was taken with the laser blocked and with mirror M removed, as described above. Both CCD spectra were integrated for 3 s. The interval between the two spectra was less than 10 s to ensure maximal sample similarity, e.g., owing to heating. Additional transmission measurements for pure distilled water were made to serve as P water ͑͒ for Eq. (4). CCD spectra with visibly strong cosmic rays were discarded and new spectra taken. A background spectrum was taken in Raman mode with the LCOF setup removed from the optical path for the same integration time and was subtracted from all Raman spectra. After each sample, the LCOF system was flushed with at least 3 mL (three flushes) of distilled water to eliminate any India ink residue. All data were taken on the same day without any known changes in the optical system. Figure 2 shows the measurement of transmitted power versus distance z made by use of the insertion method. z ϭ 0 corresponds to the deepest position to which the optical fiber was inserted into the LCOF, and thus to the shortest optical path through the liquid. The curve is an average of several trials. An iterative fit to Eq. (5) yielded a best-fit value for R of 0.9966 Ϯ 0.0004. As noted above, the optical fiber underfilled the LCOF such that 0 was less than c , the critical angle within the LCOF. In the Raman spectroscopy measurements, however, the full N.A. of the LCOF is used in both excitation and emission. To determine s , the effective scattering loss, we therefore replotted Eq. (5) for 0 ϭ c (data not shown). This curve (which in shape resembled that of Fig. 2 ) was least-squares fitted to a simple exponential decay exp͑Ϫ s z͒, yielding a value of s ϭ 0.0013 Ϯ Ϫ0.0002 mm
Results
Ϫ1
. Figure 3 shows two typical LCOF Raman spectra chosen from sample set I. They have the same ethanol concentration but different concentrations of India ink. The one above corresponds to the concentration with less ink and therefore smaller a values at all wavelengths. Ethanol Raman peaks can be seen on both spectra at 891, 1058, 1096, 1290, and 1465 cm
. As anticipated, the measured peak areas of the two samples are noticeably different, despite the fact that their ethanol concentrations are identical. The strongest and most affected peak, at 891 cm
(marked with a star), was chosen for subsequent analysis of enhancement variation. Figure 4 plots the 891 cm Ϫ1 ethanol Raman peak intensities from sample set I versus relative ink concentration. The Raman peak intensity is defined as the baseline-corrected area under the Raman peak from 872 to 919 cm
. The Raman peak intensities from the uncorrected spectra data are displayed in Fig. 4(a) . The Raman intensity varies by 60% over the range of ink concentrations. Figure 4(b) shows the corresponding a values measured at the Raman emission wavelength. Figure 4(c) shows the corrected Raman intensity when Eqs. (2) and (4) are used. Here the standard deviation in the intensities is reduced to less than 1%. This is actually less than the reproducibility of a Raman peak area itself, as is discussed below. The correction method has thus removed all detectable influence of a on the signal enhancement. Figure 5 shows the 891 cm Ϫ1 ethanol Raman peak intensities from sample set II. Samples labeled by the same number have the same ethanol concentration, whereas samples that share the same letter have the same ink concentration. Figure 5(a) shows the Raman peak intensity in the original data, in which large variations were observed in all three subgroups and were due to the different amounts of ink. Figure 5(b) shows the corrected Raman intensities from Eqs. (2) and (4). The nine data points clearly resolve into three levels according to ethanol concentration. In subgroups 2 and 3, the differences of corrected Raman intensity are within the standard deviation of measurement, as estimated above. In subgroup 1, sample 1a's Raman intensity is slightly more than a standard deviation smaller than the other two.
Discussion
Whereas LCOFs provide useful signal enhancements for spectroscopy of biological aqueous liquids, the influence of absorption variations on the enhancement can be substantial. For example, we recently used a spectrophotometer (Perkin-Elmer, Boston, Mass.) to measure absorption spectra of 20 urine samples from 20 patients, allowing solid matter in the urine to settle before the measurement. The a values corresponding to 830 nm excitation and 891 cm Ϫ1 scatter- Fig. 3 . LCOF Raman spectra of two samples of 8% aqueous ethanol from sample set I. System background has been subtracted. The upper spectrum corresponds to the sample with less India ink. The five indicated peaks are ethanol peaks. The starred peak was the peak chosen for the subsequent analysis. Error bars were calculated from shot noise and system error generated in both spectral acquisition and the correction procedure.
ing ranged from 0.0030 to 0.0035 mm Ϫ1 and 0.0066 to 0.0085 mm
Ϫ1
, respectively. Inserted into Eq. (2), these values imply that, in an ideal LCOF with negligible scattering losses, the measured Raman intensity of a band at 891 cm Ϫ1 could vary by as much as 20% over a normal patient population. For most urinalyses this error might be tolerable, but for analysis of blood serum (another important clear biological liquid) it would not. A method for correcting this sample-dependent effect is important for improving the accuracy of concentration prediction.
From the results shown above, the combination of Raman spectroscopy with absorption spectroscopy can restore the linear relationship between the sample chemical concentration and the corresponding Raman intensity. For an ensemble of samples with identical concentrations of ethanol, the spread in Raman peak intensities was reduced from 60% to less than 1%. Figure 5 confirms that the approach works well over a range of ethanol levels, correctly identifying the samples that have the same concentration. In almost all cases, the process corrected the signal intensity to within the precision of measurement of the system. This method is important for LCOF-based Raman spectroscopy with samples that have a wide range of absorption coefficients, such as are encountered in biological specimens of urine and blood serum. Whereas the a values in these experiments were designed to introduce especially large signal variations ͑60%͒, the biological range of a differences can introduce variations as large as 10-20%, as just noted.
As implemented here, the correction process used no free parameters: aL , aR and s were all determined absolutely for use in the correction formula of Eq. (2). As a cross check, the value of s was independently estimated from Eq. (2) and the identical-ethanolconcentration data of sample set I. Specifically, we varied s iteratively to obtain the smallest standard deviation in the corrected concentrations. This yielded a best-fit value of s ϭ 0.0015 Ϯ Ϫ0.00015 mm Ϫ1 , which agrees well with the independent value of s ϭ 0.0013 Ϯ Ϫ0.0002 mm Ϫ1 that was calculated from the fiber-insertion measurements.
As noted in the discussion above of sample set I's results, the standard deviation of the corrected peak areas (less than 1%) was actually less than for a series of uncorrected Raman peaks from nominally the same sample, injected multiple times (1.5%; data not shown). This seems counterintuitive but can be explained as follows: The 1.5% variations are caused, we believe, by slight LCOF displacements and microbubbles created during each injection. These effects influence the coupling of laser light through the LCOF and thus introduce spurious variations in the Raman signal. The same variations are, however, mapped onto the estimates of absorption coefficients. Poorer coupling, i.e., increased light loss, will be interpreted as higher absorption, which will lead in turn to a larger multiplicative correction factor [the term in braces in Eq. (2)] that partially offsets the loss in Raman signal. To first order, then, the alignment variations appear as common-mode noise in the Raman and absorption measurements, allowing the corrected peak areas to be more nearly uniform than even nominally identical Raman-only measurements.
An obvious limitation on the modeling here is that propagation of light through the LCOF is assumed to obey the Beer-Lambert law of exponential attenuation. If multiple scattering occurs because of sample turbidity, this approximation will become poor. However, samples with significant scattering also have smaller enhancements in a LCOF and would probably not be studied in this way. It is also worth noting that the small diameter of the LCOF reduces multiple scattering (much of the scattered light simply leaves the tube) and that single-scattering losses can be modeled by use of the Beer-Lambert law.
In terms of equipment, the extra a measurements are obtained with minimal disturbance to the basic Raman system. Extra components consist of a standard optical fiber and a stable source of broadband near-IR light. The sample remains in the Teflon-AF tube for the extra measurement, providing convenience and reducing the time needed for the sample to change between measurements. The spectrum of a is recorded by use of the same spectrograph-CCD combination as for the Raman spectrum, simplifying calibration. In the present system, aL is measured separately from aR . A more elegant approach would be to extend the wavelength range of the aR measurements to encompass aL , such that all data could be taken in a uniform manner at the CCD. To accomplish this, some of the near-IR light transmitted through the LCOF would have to bypass the edge Fig. 5 . Sample set II: relative Raman peak intensities for several ethanol and ink concentrations. Raman peak intensities (a) without correction and (b) after correction. In each subgroup (1, 2, 3) , samples have the same ethanol concentration; the ink concentration for each subgroup increases from a to b to c. In each plot the Raman intensity was normalized to the mean for subgroup 1. Error bars were calculated from shot noise and system error, generated in both spectral acquisition and correction.
filter on its way to the spectrograph (by design, this filter attenuates the light at 830 nm by many orders of magnitude), which could be accomplished by use of an additional optical fiber imaged onto a separate stripe of the two-dimensional CCD array.
