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Abstract
We propose a novel deep neural network architecture for
speech recognition that explicitly employs knowledge of the
background environmental noise within a deep neural net-
work acoustic model. A deep neural network is used to pre-
dict the acoustic environment in which the system in being
used. The discriminative embedding generated at the bottle-
neck layer of this network is then concatenated with traditional
acoustic features as input to a deep neural network acoustic
model. Through a series of experiments on Resource Manage-
ment, CHiME-3 task, and Aurora4, we show that the proposed
approach significantly improves speech recognition accuracy
in noisy and highly reverberant environments, outperforming
multi-condition training, noise-aware training, i-vector frame-
work, and multi-task learning on both in-domain noise and un-
seen noise.
Index Terms: robust speech recognition, noise adaptation
1. Introduction
In many speech recognition tasks, despite an increase in the
variability of the training data, it is still common to have sig-
nificant mismatches between test environment and training en-
vironment, e.g. ambient noise and reverberation. This envi-
ronmental distortion results in the performance degradation of
automatic speech recognition (ASR). Various techniques have
been introduced for increasing robustness in this situation.
Over the years, prior works on improving robustness un-
der environmental distortion has generally fallen into three cate-
gories: feature enhancement, transformation, and augmentation
with auxiliary information. Feature enhancement approaches
try to attenuate the corrupting noise in the observation and de-
velop more robust feature representation in order to minimize
the mismatches between training and test conditions. Many of
these methods have been proposed to suppress noise, for ex-
ample, the model-based compensation methods, Vector Taylor
Series (VTS), attempt to model the nonlinear environment func-
tion and then apply the compensation for the effects of noise [1],
the noise robust feature extraction algorithms based on the dif-
ferent characteristics of speech and background noise have been
developed [2, 3], and the missing feature approaches, attempt
to mask or impute the unreliable regions of the spectral compo-
nents because of degradation due to noise have been proposed
[4, 5, 6]. Transformation approaches attempt to transform the
feature or model space adaptively according to each speaker or
each utterance [7, 8].
One recent approach involves augmenting the acoustic fea-
tures with auxiliary information that characterizes the testing
conditions, such as a noise estimates [9]. This approach at-
tempts to enable the Deep Neural Network acoustic model
[10, 11, 12] to learn the relationship between noisy speech and
noise directly from the data by giving additional cues. Instead
of providing the preprocessed or normalized feature to the net-
work, the network figures out the normalization during training
by using its exceptional modeling power. In order to do that, the
network is informed by the noise identity features. The Noise-
Aware Training (NAT) proposed in [9] uses an estimate of the
noise for the noise identity feature. In this work we extend the
prior work, NAT, with an improved method to model and repre-
sent dynamic environmental noise.
Related work includes the use of identity vector (i-vector)
representation based on the Gaussian Mixture Models (GMMs).
The i-vector is a popular technique for speaker verification and
speaker recognition, and it captures the acoustic characteristics
of a speaker’s identity in a low-dimensional fixed-length repre-
sentation. For this reason, it has been used for speaker adap-
tation in ASR [13, 14]. However, the i-vector framework has
only been applied to speaker adaptation, not to noise adaptation.
The success of the i-vector framework in speaker adaptation of
DNN acoustic models motivated us to look at their applicability
to noise adaptation.
In this work, we propose a noise adaptation framework
that can dynamically adapt to various testing environments.
Our framework incorporates environmental acoustics during the
DNN acoustic model to improve robustness in environmental
distortion. The model explicitly employs knowledge of the
background noise and learns the low-dimensional noise feature
from the discriminatively trained DNN, which we call noise em-
beddings. Through a series of experiments on Resource Man-
agement (RM) [15], CHiME-3 task [16], and Aurora4 datasets
[17], we show that our proposed approach improves speech
recognition accuracy in various types of noisy environments. In
addition, we also compare our approach with the NAT [9], the i-
vector framework [18, 14], and a multi-task learning framework
that jointly predicts noise type and context-dependent triphone
states.
The paper is organized as follows. In Section 2 we review
other noise adaptation systems, NAT, i-vector framework and
our proposed noise adaptation framework. In Section 3, we
evaluate the performance of the proposed approach. Finally,
we draw conclusions and discuss future work in Section 4.
2. Environmental Noise Adaptation
2.1. Noise Aware Training
One framework that has been used for the noise adaptation is
Noise-Aware Training (NAT) which is proposed in [9]. NAT
is designed to make the DNN acoustic model automatically
learn the relationship between each observed input and the noise
present in the signal by augmenting an additional cue, the noise
estimates. This noise estimate is simply computed by averag-
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(a) +N DNN (b) MTL
Figure 1: Illustration of our approach noise embedding adaptive training +N DNN and MTL framework. (a)+N DNN is sequentially
training two parts of the same network: (1) train environmental embeddings, then (2) train the triphone network. By contrast, (b)MTL
is jointly optimized the two components of the network.
ing the first and last ten frames of each utterance. The NAT
achieves approximately 2% relative improvement in word error
rate (WER) evaluating on the Aurora4 dataset [17]. However,
as the NAT assumes the noise is stationary and uses a noise es-
timate that is fixed over the utterance, the performance of this
technique relies on the characteristic of the background noise
and prior knowledge of the region of the noisy frame. In this
work, we explore a way to represent the noise to improve adap-
tation performance.
2.2. Identity Vector for Noise
The i-vector framework is a popular technique for speaker
recognition and it captures the acoustic characteristics of a
speaker’s identity in a low-dimensional fixed-length representa-
tion. From this reason, it has been used as a speaker adaptation
technique for ASR and consistently achieves 5-6% relevant im-
provement in WER(%). The success of the i-vector framework
in speaker adaptation of DNN acoustic models motivated us to
look at their applicability to noise adaptation.
Here we review the main idea behind the i-vector frame-
work. The acoustic feature vectors xt ∈ IRD are seen as sam-
ples generated from a universal background model (UBM) rep-
resented as a GMM withK diagonal covariance Gaussians. The
key of the i-vector algorithm is to assume a linear dependence
between the speaker-adapted with respect to the UBM, super-
vector s, and the speaker-independent, the mean of supervec-
tors, m:
s =m+Tw (1)
whereT of sizeD xM , is the factor loading submatrix cor-
responding to component k and w is the size of the M speaker
identity vector (i-vector) corresponding to speaker. We estimate
the posterior distribution of w given speaker s data xt(s) using
the EM algorithm. The i-vector extraction transforms are esti-
mated iteratively by alternating between evaluating w in E step
and updating the model parameters T in M step.
In this work, instead of using the speaker ID in the general
application of the i-vector system, we used the noise type for
generating noise i-vector.
2.3. Learning environmental noise embeddings
In this subsection we describe our approach, which explic-
itly employs knowledge of the background environmental noise
within a DNN acoustic model to improve robustness under en-
vironmental distortion. Our approach is motivated by previous
work on NAT, and extends the way of representing the noise
adaptation data. Unlike NAT, our system can dynamically adapt
to different testing environments by appending varying noise es-
timates at each input frame.
Our proposed system consists of two subnetworks with dif-
ferent objectives for each. As shown in Figure 1a, the left
Dnoise learns the noise embeddings and the right Dphoneme
is the regular acoustic model. The networks are optimized se-
quentially.
First, we learn the noise embeddings at each frame from a
narrow bottleneck hidden layer in Dnoise, given various types
of noisy speech data. We start with trainingDnoise with the reg-
ular acoustic feature, X , to classify the different ground-truth
categorical labels, the noise types, Y N . We use a bottleneck
neural network for Dnoise. A bottleneck neural network is a
kind of multi-layer perceptron (MLP) in which one of the in-
ternal layers has a small number of hidden units, relative to the
size of the other layers. The common approach to extracting the
feature vectors is to use the activations of the bottleneck hid-
den units as features [19]. It has been shown that the features
generated from the bottleneck network can be classified into
a low-dimensional representation by forcing this small layer to
create a constriction in the network. Consequently it can be rep-
resented as a nonlinear transformation and leads to dimension-
ality reduction of the input features. We take advantage of this
fact to generate the low-dimensional secondary feature vector.
To make the bottleneck feature vector embed the discrimina-
tive acoustic characteristics of background noise instead of the
phonetic characteristics, the task of the network is to classify
different noise conditions.
Once the Dnoise is optimized, we extract the noise embed-
dings Xe at each input frame from the bottleneck hidden layer
in Dnoise. The learned noise embeddings Xe are then con-
catenated to each corresponding original acoustic feature frame.
The noise estimates keep changing over the time frame; our
noise adaptation technique does not require the assumption that
the noise is stationary.
Finally, we train Dphoneme with input features X and Xe
to classify the phonetic states, Y P , as in usual acoustic mod-
eling. In the decoding step, the noise label is not required and
we can obtain the noise embedding by forwarding the acoustic
features to the optimized Dnoise. The Figure 1a illustrates the
overall architecture.
Figure 2: A comparison of the final input features of the unseen noise set, Aurora4 evaluation [17], from the different algorithms
baseline, +N NAT, +N GMM, and +N DNN. The randomly selected 700 input features projected in 2-dimensional space by LDA. The
40-dimensional noise features generated from the model trained on CHiME-3 training set were augmented. The colors represent each
type of noise condition.
2.4. Multi-task learning
We recognize that our framework described in Section 2.3 is se-
quentially training two parts of the same network. First we train
the environmental embeddings, and then we fix it and train the
triphone network. As a comparator, we also attempt joint opti-
mization. Here the two components of the network are jointly
optimized. This joint optimization approach can be effectively
a multi-task learning setup which is a method that jointly learns
more than one problem together at the same time using shared
representation. It has been applied to various speech-related
tasks, and our setup MTL is similar to these other multi-task
learning solutions [20], except that we are considering environ-
ment as the variable.
Figure 1b shows the architecture of our MTL approach. We
jointly optimize the network to predict the noise label while
to predict the triphone states, so that the network can learn
noise-related structure. As a secondary task, the noise label
classification task is designed to predict the acoustic environ-
mental type Y N from the current acoustic observation X. For
the fair comparison to our framework, +N DNN, we build the
same size of the network in which the two hidden layers are
shared across two different task. Especially we make the second
shared-hidden-layer has the same dimension as that of our noise
embedding feature, so that this second shared-hidden-layer can
serve as environmental noise information. Once the network
is optimized to minimize both the noise prediction error and
the triphone states error, two shared-hidden-layers and the right
side of three hidden layers are used for the decoding.
3. Experiments
3.1. Dataset
We investigate the performance of our noise embedding tech-
nique on three different databases, RM [15], CHiME-3 task
[16], Aurora4 [17], in two main ways: in-domain noise experi-
ment, and unseen experiment. In-domain noise experiment, we
perform the experiments on the test set with the same types of
noises when the model is trained. For the unseen noise test, we
trained the model on the CHiME-3 dataset, and then tested it
with the evaluation set of the Aurora4 task.
We first evaluated our method on the in-domain experi-
ments on the noisy data that have been derived from RM. We
artificially mixed the clean speech with eight different types of
noisy background, including: white noise at 0 dB, and 10 dB
SNR, street noise at 0 dB, and 10 dB SNR, background mu-
sic at 0 dB, and 10 dB, and simulated reverberation with 1.0 s
reverberation time and 600 ms reverberation time. The street
noise and the background music segments was obtained from
[2], and the reverberation simulations were accomplished using
the Room Impulse Response open source package [21], and the
virtual room size was 5 x 4 x 6 meters.
The CHiME-3 challenge task includes speech data that is
recorded in real noisy environments (on a bus, in a cafe, in
a pedestrian area, and at a street junction). The training set
has 8,738 noisy utterances (18 hours), the development set has
3,280 noisy utterances (5.6 hours), and the test set has 2,640
noisy utterances (4.5 hours).
The evaluation set of Aurora4 task consists of 9.4 hours
of 4,620 noisy utterances corrupted by one of 14 different noise
types, which combine 7 different background noise types (street
traffic, train station, car, babble, restaurant, airport, and clean)
and 2 channel distortions. The noise adaptation features for the
Aurora4 task were extracted from the network optimized on the
CHiME3 training set without any of the environment informa-
tion of the Aurora4 task.
We followed the standard way of representing speech by
using Kaldi toolkit [22] with their standard recipe. Every +5
and -5 consecutive MFCC feature frames are spliced together
and projected down to 40 dimensions using LDA, then fMLLR
transform is computed on top of the features.
3.2. System training
To evaluate the proposed techniques, we built six different
systems: baseline, noise-aware-training +N NAT, the of-
fline i-vector framework +N GMM, the online i-vector frame-
work +N GMM ON, our proposed system, +N DNN and MTL.
For our baseline, we trained the DNN acoustic model
without any auxiliary adaptation data. The network contains 7
hidden layers that have 2,048 units each. We trained the net-
work using the cross-entropy objective with mini-batch based
stochastic gradient descent (SGD). We followed the same base-
line pipeline provided by the CHiME-3 organizer [16] and
matched up WER with the official baseline.
For +N NAT, we estimated the noise the same way as pre-
vious work [9]. We simply averaged the first and last ten frames
of each utterance, creating an estimate that was fixed over the
utterance.
For another comparator +N GMM and +N GMM ON, we fol-
lowed the standard offline and the online i-vector extraction
method [14, 18]. We built a Universal Background Model
(UBM) using 2,048 Gaussians and extracted a 40 dimensional
i-vector of the corresponding noise type. For online i-vector, we
use 10 frames of speech as a window.
For our proposed model +N DNN, we built a DNN that has
a narrow bottleneck hidden layer, allowing for the extraction of
more tractable, high-level noise context information. It has five
Table 1: Comparison of WERs(%) between the baseline,
N DNN, and MTL model using 50-dimensional embeddings for
8 different noisy evaluation sets and one clean evaluation set.
Testset(SNR/RT) baseline +N DNN MLT
clean 3.0 2.9 3.1
music(00) 28.4 25.5 29.1
music(10) 6.5 6.3 7.4
reverb(0.6) 16.4 15.4 17.4
reverb(1.0) 26.8 25.3 29.0
street(00) 35.0 32.7 39.1
street(10) 7.7 6.7 7.7
white(00) 30.7 28.8 33.8
white(10) 9.7 8.3 9.5
Average 18.3 16.9 19.5
hidden layers. The fourth layer is a bottleneck with 40 units.
Other layers have 1024 units each. Once the network was op-
timized, the discriminative noise features of every training and
test set were concatenated to each corresponding original fea-
ture set. Unlike previous noise estimates [9], our noise features
were focused on capturing the background information opti-
mized by different objectives, classifying the noise types, and
estimating every input frames without assuming that the noise
is stationary.
For the multi-task learning system, MTL, we shared two lay-
ers as described in Figure 1b. For the fair comparison, the num-
ber of model parameters are matched approximately.
3.3. Results
Figure 3: Comparison of the final input features of in-domain
noise (RM) between baseline and +N DNN. The randomly
selected 100 input features projected in 2-dimensional space by
LDA.
Before we evaluated the recognition accuracy, we first vi-
sualized the final input features of different systems. Figure
3 shows the final input feature of in-domain noise set (RM) of
baseline and N DNN. The figure shows that adding noise em-
beddings helps the input feature set be significantly more dis-
criminative with respect to the different environments. Figure
2 shows the final input feature of unseen noise set (Aurora4
evaluation set) of baseline, +N NAT, +N GMM, and +N DNN.
The figure shows that the input features augmented with the
noise feature based on +N DNN are relatively more discrimina-
tive with respect to the different environments and it indicates
that the model is work well on even unseen noise case.
Table 1 compares the recognition accuracy obtained using
three models: baseline, MTL, and +N DNN. It can be seen
that at all SNRs and all noise types +N DNN outperforms the
others even in clean datasets. We note that the improvements
in recognition accuracy are greater at the lower SNRs. For ex-
ample, we obtained 2.92 % of WER improvement in the dataset
with background music at 0 dB SNR, whereas only 0.19 % of
WER improvement in the clean dataset.
Table 2: Comparison of WERs(%) on the CHiME-3 task
(In-domain Noise 4.5hrs) and the Aurora4 task (Unseen
Noise 9.4hrs) between the baseline, +N NAT, +N GMM,
+N GMM ON, and +N DNN. 40 dimensional noise embeddingss
were augmented for noise adaptation. The models are trained
on CHiME-3 training dataset (18hrs). (*) denotes the statistical
significance (α = 0.05) [23].
Model (CHiME-3) In-domain Noise (CHiME-3) Unseen Noise (Aurora4)Dev (%) Eval (%) test eval92 (%)
Baseline 8.9 15.6 11.7
+N NAT 8.8 15.9* 12.6*
+N GMM 8.8 15.7 12.4*
+N GMM ON 8.9 15.7 11.6*
+N DNN 8.8 15.3* 11.5*
Table 2 compares the WER obtained using Baseline,
+N GMM, +N NAT, and +N DNN. We note that our approach
+N DNN provided an additional 2.2% relative reduction in WER
compared to Baseline. Also, it can be seen that the perfor-
mance of +N NAT is highly relies on the dataset and it does
not work on CHiME-3 task. Unlike speaker adaptation results,
the +N GMM showed worse performance than even Baseline.
This result is due to insufficient noise diversity in noise i-
vector training whereas relatively more available speaker diver-
sity (e.g. 87 speakers are available in CHiME-3 task)
The right-most column in Table 2 shows WER obtained us-
ing Baseline, +N NAT, +N GMM, +N GMM ON, and +N DNN.
Although the improvement of the unseen noise case (relative
improvement: 0.9%) is less than the gain of the in-domain
noise case (relative improvement: 2.2%), it is clear that our
noise adaptation approach +N DNN is superior to other noise
adaptation techniques. This result is also due to insufficient
noise diversity, so we expect further improvement can be
achieved by using additional noise types during model train-
ing. Also, +N NAT (12.6%) and +N GMM (12.4%) are worse
than Baseline and this result suggests that our proposed sys-
tem could be more robust adaptation technique even when the
test environments are mostly unknown.
4. Conclusions
We proposed a novel noise adaptation approach, N DNN, in
which we train a Deep Neural Network that dynamically adapts
the speech recognition system to the environment in which it
is being used. We verified the effectiveness of our proposed
framework with improved recognition accuracy in noisy envi-
ronments. We also compared our approach to offline and on-
line i-vector framework N GMM, N GMM ON, the Noise-Aware
Training, N NAT, and MTL. Through a series of experiments on
CHiME-3 task and Aurora4 task, we showed our model con-
sistently improves the performance on both in-domain and un-
seen noise tests with using only four different noise types during
training.
In future work, we would scale learning across various
noisy data types. We believe further performance improvement
even in unseen noisy environments can be achieved by using ad-
ditional and more diverse noises to cover a wider range of noise
variation.
5. Acknowledgment
The authors would like to acknowledge the contributions made
by Richard M. Stern for his valuable and constructive sugges-
tions during the planning and development of this project.
6. References
[1] P. J. Moreno, B. Raj, and R. M. Stern, “A vector taylor se-
ries approach for environment-independent speech recognition,”
in Acoustics, Speech, and Signal Processing, 1996. ICASSP-96.
Conference Proceedings., 1996 IEEE International Conference
on, vol. 2. IEEE, 1996, pp. 733–736.
[2] C. Kim and R. M. Stern, “Power-normalized cepstral coefficients
(pncc) for robust speech recognition,” in Acoustics, Speech and
Signal Processing (ICASSP), 2012 IEEE International Confer-
ence on. IEEE, 2012, pp. 4101–4104.
[3] ——, “Nonlinear enhancement of onset for robust speech recog-
nition.” in INTERSPEECH, 2010, pp. 2058–2061.
[4] B. Raj and R. M. Stern, “Missing-feature approaches in speech
recognition,” Signal Processing Magazine, IEEE, vol. 22, no. 5,
pp. 101–116, 2005.
[5] B. Li and K. C. Sim, “Improving robustness of deep neural net-
works via spectral masking for automatic speech recognition,” in
Automatic Speech Recognition and Understanding (ASRU), 2013
IEEE Workshop on. IEEE, 2013, pp. 279–284.
[6] A. Narayanan and D. Wang, “Joint noise adaptive training for ro-
bust automatic speech recognition,” in Acoustics, Speech and Sig-
nal Processing (ICASSP), 2014 IEEE International Conference
on. IEEE, 2014, pp. 2504–2508.
[7] M. J. Gales, “Maximum likelihood linear transformations for
hmm-based speech recognition,” Computer speech & language,
vol. 12, no. 2, pp. 75–98, 1998.
[8] ——, “Semi-tied covariance matrices for hidden markov models,”
Speech and Audio Processing, IEEE Transactions on, vol. 7, no. 3,
pp. 272–281, 1999.
[9] M. L. Seltzer, D. Yu, and Y. Wang, “An investigation of deep
neural networks for noise robust speech recognition,” in Acous-
tics, Speech and Signal Processing (ICASSP), 2013 IEEE Inter-
national Conference on. IEEE, 2013, pp. 7398–7402.
[10] A.-r. Mohamed, G. E. Dahl, and G. Hinton, “Acoustic modeling
using deep belief networks,” Audio, Speech, and Language Pro-
cessing, IEEE Transactions on, vol. 20, no. 1, pp. 14–22, 2012.
[11] G. Hinton, L. Deng, D. Yu, G. E. Dahl, A.-r. Mohamed, N. Jaitly,
A. Senior, V. Vanhoucke, P. Nguyen, T. N. Sainath et al., “Deep
neural networks for acoustic modeling in speech recognition: The
shared views of four research groups,” Signal Processing Maga-
zine, IEEE, vol. 29, no. 6, pp. 82–97, 2012.
[12] F. Seide, G. Li, and D. Yu, “Conversational speech transcription
using context-dependent deep neural networks.” in Interspeech,
2011, pp. 437–440.
[13] Y. Liu et al., “An investigation into speaker informed dnn front-
end for lvcsr,” in Acoustics, Speech and Signal Processing
(ICASSP), 2015 IEEE International Conference on. IEEE, 2015,
pp. 4300–4304.
[14] G. Saon, H. Soltau, D. Nahamoo, and M. Picheny, “Speaker adap-
tation of neural network acoustic models using i-vectors,” in Au-
tomatic Speech Recognition and Understanding (ASRU), 2013
IEEE Workshop on. IEEE, 2013, pp. 55–59.
[15] “Price, p, et al. resource management rm2 2.0 ldc93s3c.
dvd.philadelphia:.” Linguistic Data Consortium, 1993.
[16] E. V. S. W. Jon Barker, Ricard Marxer, “The third ’chime’ speech
separation and recognition challenge: Dataset, task and base-
lines,” Submitted to IEEE 2015 Automatic Speech Recognition
and Understanding Workshop (ASRU), 2015.
[17] N. Parihar and J. Picone, “Aurora working group: Dsr front end
lvcsr evaluation au/384/02,” Inst. for Signal and Information Pro-
cess, Mississippi State University, Tech. Rep, vol. 40, p. 94, 2002.
[18] S. Madikeri, I. Himawan, P. Motlicek, and M. Ferras, “Integrat-
ing online i-vector extractor with information bottleneck based
speaker diarization system,” Idiap, Tech. Rep., 2015.
[19] F. Gre´zl et al., “Probabilistic and bottle-neck features for lvcsr
of meetings,” in Acoustics, Speech and Signal Processing, 2007.
ICASSP 2007. IEEE International Conference on, vol. 4. IEEE,
2007, pp. IV–757.
[20] M. L. Seltzer and J. Droppo, “Multi-task learning in deep neu-
ral networks for improved phoneme recognition,” in Acoustics,
Speech and Signal Processing (ICASSP), 2013 IEEE Interna-
tional Conference on. IEEE, 2013, pp. 6965–6969.
[21] E. A. Habets, “Room impulse response generator,” Technische
Universiteit Eindhoven, Tech. Rep, vol. 2, no. 2.4, p. 1, 2006.
[22] D. Povey, A. Ghoshal, G. Boulianne, L. Burget, O. Glembek,
N. Goel, M. Hannemann, P. Motlicek, Y. Qian, P. Schwarz,
J. Silovsky, G. Stemmer, and K. Vesely, “The kaldi speech recog-
nition toolkit,” in IEEE 2011 Workshop on Automatic Speech
Recognition and Understanding. IEEE Signal Processing So-
ciety, Dec. 2011, iEEE Catalog No.: CFP11SRW-USB.
[23] L. Gillick and S. J. Cox, “Some statistical issues in the compari-
son of speech recognition algorithms,” in Acoustics, Speech, and
Signal Processing, 1989. ICASSP-89., 1989 International Confer-
ence on. IEEE, 1989, pp. 532–535.
