ABSTRACT Existing extended one-versus-rest multi-label support vector machine (OVR-ESVM) adopting non-linear kernel is seriously restricted by excessive training time when it is applied to large-scale data set. In order to overcome this problem, we improve the OVR-ESVM by introducing the principle of approximate extreme points and new approximate ranking loss to construct a novel extended OVR-ESVM using approximate extreme points (AEML-ESVM). By optimizing only on the representative set which can be acquired via adopting the approximate extreme points method, the AEML-ESVM classification algorithm can substantially shorten the training time and its classification performance is comparable to that of the OVR-ESVM classification algorithm. And it uses the new approximate ranking loss as empirical loss term to exploit label correlation of individual instance directly. Experimental study on three benchmark large-scale data sets illustrates that AEML-ESVM classification algorithm can reduce training time greatly and achieve comparable classification performance with OVR-ESVM classification algorithm. And it is also superior to the existing fast multi-label SVM classification algorithms in terms of classification performance and training time.
I. INTRODUCTION
Currently, multi-label classification has received widespread attention due to many real-world applications, such as text categorization [1] , music and speech classification [2] , [3] , image and video semantic annotation [4] , [5] , bioinformatics [6] , social network mining [7] and so on. Let X = R d denote a d-dimensional input space, and L = {l 1 , · · · , l k } denote the label space with k labels. The task of multi-label classification problem is to train a classifier f : X → 2 L from the multi-label training data set S = {(x i , Y i ) | 1 ≤ i ≤ N }. For each multi-label training instance (x i , Y i ), x i ∈ X denotes a d-dimensional feature vector and Y i ⊆ L denotes the label set of x i . For any unknown testing instance x ∈ X, the multi-label classifier f (·) can predict f (x) ⊆ L as the predictive label set of x. Nowadays, many multi-label classification methods have been proposed and widely used which mainly include methods based on data decomposition strategy, improved support vector machine, improved nearest neighbor, improved decision tree, improved neutral network and so on [8] . Meanwhile, many multi-label classification algorithms have also utilized label correlation to obtain better classification performance. The use of label correlation can be divided into three levels, i.e. different labels, individual instance and partial instances [9] . However, in many real-world applications, most multi-label data sets are large-scale which makes many existing multi-label classification methods cannot be effectively applied to these large-scale data sets, especially methods based on improved SVM [10] . This is mainly because many existing multi-label classification methods are restricted by excessive training time.
OVR-ESVM [9] classification algorithm has been widely used in multi-label classification field. However, when faced with large-scale multi-label data sets, its use is restricted by excessive training time. In many real-world applications, the vast majority of multi-label data sets are non-linear. To acquire better classification performance, OVR-ESVM classification algorithm needs to use non-linear kernels, thus it is further restricted from being applied to large-scale data sets.
To overcome the problem that OVR-ESVM classification algorithm is restricted by excessive training time when it is applied to large-scale multi-label data sets, we integrate the advantages of approximate extreme points method [11] and OVR-ESVM classification algorithm to construct a novel AEML-ESVM classification algorithm. Firstly, it adopts the approximate extreme points method to obtain the representative set from the multi-label training data set. Then the AEML-ESVM is optimized on the representative set. Therefore, the training time of AEML-ESVM classification algorithm can be shortened greatly while its classification performance is almost not lowered. In addition, AEML-ESVM classification algorithm also uses the new approximate ranking loss as empirical loss term to exploit the label correlation of individual instance explicitly. Experimental results indicate that AEML-ESVM classification algorithm has the shortest training time, but its classification performance is similar to that of OVR-ESVM classification algorithm and outperforms RCP (Ranking by pairwise comparison)-SVM [12] and ML-CVM (Multi-label, Core vector machine) [13] classification algorithms on the five evaluation measures. We note that a short version of this work has been appeared in the 22nd international conference on database systems for advanced applications (DASFAA 2017) [14] . This paper is organized as follows. In Section II, we introduce related works. In Section III, we introduce the principle and implementation of AEML-ESVM classification algorithm. Section IV describes the experimental results. We conclude the paper in Section V.
II. RELATED WORK
In the past few years, multi-label classification has been widely concerned in the fields of machine learning, pattern recognition and statistics, and researchers have proposed many algorithms to solve the multi-label classification problem. These algorithms can be summarized as three strategies: data decomposition strategy, algorithm extension strategy and hybrid strategy.
Data decomposition strategy implements multi-label classification via combining data decomposition tricks with existing single-label (binary or multi-class) classification methods. Data decomposition trick decomposes multi-label data set into one or more single-label data sets. Data decomposition trick mainly includes One-Versus-Rest (OVR), One-By-One (OBO), One-Versus-One (OVO), Label Powerset (LP) and so on [9] . Existing single-label (binary or multiclass) classification method mainly includes SVM, CVM, neural network, decision tree, nearest neighbor and so on [8] . In this strategy, OVR, OVO and OBO tricks implicitly reflect label correlation of individual instance through using training instances repeatedly, and LP trick explicitly reflects label correlation of partial instances by taking into consideration all possible label combinations [9] . OVR trick decomposes multi-label data set containing k labels into k binary data subsets, then existing binary classification method can be trained on each binary data subset. In [15] , main problems of OVR trick are presented. Firstly, since OVR trick assumes that labels are independent, the interdependences and correlations among labels are ignored. Then, OVR trick may cause label data imbalance problem. Despite these problems, OVR trick is simple and practical, and the decomposed data set is reversible. Firstly, existing single-label classifier can be used as base classifier to implement multi-label classification. Secondly, the complexity of OVR trick is linearly with respect to the number of labels. Thirdly, it can be easily parallelized. Finally, its most important advantage is that it can be optimized by several loss functions [16] . In this paper, the popular OVR trick is adopted and the OVR trick's defect of ignoring label correlation is solved in our proposed algorithm.
Algorithm extension strategy extends existing multiclass classification algorithms to take into account all labels and all instances in multi-label data set simultaneously. Multi-label classification algorithms using algorithm extension strategy mainly include Rank-SVM classification algorithm [17] , C4.5-type multi-label classification algorithm [18] , BP-MLL classification algorithm [19] , Rank-CVM classification algorithm [20] , Adaboost multi-label classification algorithm [21] and so on. Algorithm extension strategy explicitly makes use of label correlations as far as possible. However, due to their high computational time cost, these methods are mainly applied to small-scale multi-label data sets.
Hybrid strategy not only extends existing specific single-label (binary or multi-class) classification algorithms but also exploits one or more data decomposition tricks directly or indirectly, which integrates the advantages of algorithm extension strategy and data decomposition strategy. Multi-label classification methods using hybrid strategy mainly include ML-kNN method [22] , IBLR-ML method [23] , classifier chain method [24] , ML-RBF method [25] and so on. In a word, hybrid strategy exploits label correlation as far as possible while reduces their computational cost. Nowadays, hybrid strategy has received wide attention due to its effectiveness and efficiency.
In conclusion, despite many multi-label classification methods have been proposed and widely applied while they have also exploited as many label correlations as possible, they are still restricted from being applied to large-scale data sets, especially methods based on improved SVM. Therefore, we propose the AEML-ESVM classification algorithm to solve this problem efficiently. Our proposed algorithm adopts the hybrid strategy, that is, it combines AEML-ESVM with OVR data decomposition trick to consider the compromise between good classification performance and low time cost. VOLUME 5, 2017
III. EXTENDED ONE-VERSUS-REST MULTI-LABEL SVM USING APPROXIMATE EXTREME POINTS CLASSIFICATION ALGORITHM
In this section, the definitions of approximate extreme points and representative set will be firstly introduced. Secondly, the extended one-versus-rest multi-label support vector machine using approximate extreme points (AEML-ESVM) will be proposed. Thirdly, the design and implementation of AEML-ESVM classification algorithm will be introduced. Finally, the time complexity of AEML-ESVM classification algorithm will be analyzed.
A. DEFINITIONS OF APPROXIMATE EXTREME POINTS AND REPRESENTATIVE SET
Before introducing the definitions of approximate extreme points and representative set, the definition of extreme points is firstly presented. Assuming that a binary data set S contains N data vectors, that is, S = {s i : s i ∈ R d , i = 1, 2, . . . , N } and its corresponding target label set is Y = {y i :
The convex hull of S is defined as the smallest convex set including S and can be acquired by taking into account every possible convex combinations of elements of S [26] . Supposing S is finite, its convex hull forms the convex polygon. EP(S) represents the extreme points subset of S which can be defined as the vertices of the convex polygon. Each vector s i in S can be replaced by a convex combination of vectors in EP(S).
where 0 ≤ δ i,t ≤ 1, and
It can be seen from the formula that each data vector s i in S can be computed via adopting only EP(S) and {δ i,t }. And, {δ i,t } denotes the convex combination weights. Consequently, the extreme points method can reduce computational cost effectively and ensure that the essential information of S is not almost lost. However, the extreme points method is not always effective, as for some kernel functions each data vector is extreme point in kernel space. For instance, this Gaussian kernel function, i.e.
indicates that each data vector locates on the surface of the unit ball in the gaussian kernel space, therefore they are all extreme points. Consequently, Nandan et al. [11] introduces the definitions of approximate extreme points and representative set.
Assuming the transformed set of S is A = {a i : a i = (s i ), ∀s i ∈ S}. Here, (s i ) denotes the explicit representation of s i in kernel space. The parameter V is a positive integer that is far less than N and parameter ε is a very small positive real number. For ease of notation, we suppose that
In addition, for ∀l, |A l | = V and ∀a i , a j ∈ A l , we have
For ∀a i ∈ A l , we define the following formula:
A * l is deemed to be an approximate extreme points subset of A l , if:
As can be seen from formulas (1) and (2), µ i,t for a t ∈ A * l is similar to δ i,t for s t ∈ EP(S). The representative set A * of A is defined as follows.
The representative set A * has properties that are analogous to EP(S). It can be seen that for ∀a i ∈ A, we can obtain A l such that a i ∈ A l . Therefore, we can also get the following formula.
Based on the above formulas (2), (4) and (5), we can obtain:
Here, τ i represents the approximation error of f (a i , A lq ) in formula (2) . From formulas (2), (3) and (6), we can come to the conclusion that:
Since ε is a small positive real number constant, we deduce that τ i is also a small real vector. The β t is defined as:
Therefore, we can obtain the representative set of S, i.e. S * := {s t : a t ∈ A * }. Based on the definitions of approximate extreme points and representative set, Nandan et al. [11] propose the DeriveRS algorithm to obtain representative set from the original training data set efficiently and it has linear time complexity. And they demonstrate that the representative set can hold almost all essential information of the original training data set.
B. EXTENDED ONE-VERSUS-REST MULTI-LABEL SVM USING APPROXIMATE EXTREME POINTS
Assuming a multi-label training data set X contains N instances, i.e. X = {x i : 
Xu [9] firstly defines an approximate ranking loss and its formula is as follows.
Approximate ranking loss
Here
After that, Xu Jianhua takes the approximate ranking loss as its empirical loss term to propose the extended one-versusrest multi-label support vector machine (OVR-ESVM) classification algorithm. The approximate ranking loss is actually an upper bound of ranking loss. And, the unconstrained optimization formula of OVR-ESVM is as follows.
OVR-ESVM classification algorithm takes the approximate ranking loss as its empirical loss term to utilize the label correlation of individual instance explicitly. However, it is also restricted from being applied to large-scale data sets because of excessive training time.
Therefore, we integrate the advantages of OVR-ESVM and approximate extreme points method to put forward the AEML-ESVM classification algorithm. Firstly, it adopts the approximate extreme points method to extract representative set from multi-label training data set. Then the AEML-ESVM is optimized on the representative set. The representative set of X is X * = {x t :
Based on the principle of approximate extreme points, for ∀x i ∈ X , we have:
Here, (x i ) denotes the explicit representation of x i in kernel space. It can be seen from the formula (7) that when ε is a very small positive real number constant, τ i can be neglected. Based on formulas (9) and (11), we propose an new approximate ranking loss as empirical loss term. The formula of new approximate ranking loss is as follows.
New approximate ranking loss (12) is neglected, based on formulas (8) and (11), we have:
The new approximate ranking loss is also actually an approximate upper bound of ranking loss. By introducing the approximate extreme points method and the formula (13) as its empirical loss term, we propose an alternative to formula (10), called extended one-versus-rest multilabel support vector machine using approximate extreme points (AEML-ESVM). The unconstrained optimization formula of AEML-ESVM is as follows.
It can be seen from the formula (14): firstly, AEML-ESVM can be optimized on the representative set X * of X by adopting the approximate extreme points method. Secondly, due to the introduction of new empirical loss term, the quadratic programming problem of AEML-ESVM adopting different upper bounds of variables can be solved. The different upper bounds of variables are related with the quantity of relevant label or irrelevant label of multi-label training instances. Therefore, AEML-ESVM can characterize label correlation of individual instance explicitly.
By means of analyzing the unconstrained optimization problem of AEML-ESVM in detail, we come to the conclusion that this unconstrained optimization problem of AEML-ESVM can be decoupled among different labels. That is to say, it can be decomposed into k sub-problems via adopting the OVR data decomposition trick and then each sub-problem can be dealt with by adopting the decoupling AEML-ESVM. Specifically speaking, it firstly decomposes multi-label training data set X into k independent binary training data subsets via adopting OVR data decomposition trick, i.e., X j (j ∈ Q). Then it extracts the representative set X * j (j ∈ Q) from each binary training data subset X j by adopting the approximate extreme points method. Finally, decoupling AEML-ESVM is optimized on each representative set. We present the following unconstrained optimization formula of decoupling AEML-ESVM to deal with each sub-problem.
It is worth noting that |X * j | denotes the size of the representative set X * j and the property of decoupling AEML-ESVM is the same as that of AEML-ESVM. That is to say, decoupling AEML-ESVM also needs to be optimized on each representative set X * j of X j and utilizes the label correlation of individual instance explicitly. AEML-ESVM classification algorithm uses the following decision function to obtain the predictive label set of testing instance x.
In addition, the following decision function is adopted to avoid obtaining an empty relevant label set [27] .
C. AEML-ESVM CLASSIFICATION ALGORITHM
Based on the principle of AEML-ESVM, we design and implement AEML-ESVM classification algorithm. This classification algorithm firstly computes the number of relevant label of each multi-label training instance, and then uses OVR data decomposition trick to decompose the multi-label training data set into k binary training data subsets. Secondly, based on the slightly modified and rewritten DeriveRS algorithm cited in [11] , we propose the ModDeriveRS algorithm.
It can be applied to obtain the representative set from each binary training data subsets. Thirdly, we acquire the number of relevant labels of each binary training instance by finding out its corresponding multi-label training instance. Fourthly, different upper bounds of variables are assigned for its empirical loss term according to whether each training instance is positive instance or not. Fifthly, decoupling AEML-ESVM can be implemented by modifying LIB-SVM [28] . It can be trained respectively on each representative set to obtain k binary classifiers. Finally, we integrate predictive results of the k binary classifiers to achieve fast multi-label classification by using formulas (16) and (17) . Based on the introduction of AEML-ESVM in the above subsections, we can draw the conclusion that AEML-ESVM classification algorithm adopting non-linear kernel can not only shorten the training time greatly but also achieve similar classification performance with OVR-ESVM classification algorithm by optimizing only on the representative set. And, it also defines the new empirical loss term to exploit the label correlation of individual instance directly. Therefore, these effectively improve the applicability of AEML-ESVM classification algorithm on large-scale data sets. Algorithm 1 shows the pseudo-code of AEML-ESVM classification algorithm. |Y i | denotes the number of relevant label of the i-th multi-label training instance, X * j denotes the representative set of the j-th binary training data subset X j , β j is a real number constant associated with the approximate extreme points method, f j denotes the j-th label predictive 
Computing the number of relevant label of (x i , Y i ) :
For multi-label training data set X , decomposing the multi-label training data set X into k independent binary training data subsets using OVR data decomposition strategy, i.e., X 1 ,
Obtaining its corresponding representative set using
Find out its corresponding multi-label training instance in the multi-label training data set X and acquire the number of its relevant labels:
Train an decoupling AEML-ESVM classifier using f j = AEML − ESVMTrain(X * j , β j , G), adopting non-linear kernel, based on the formulas (14) and (15) . end Obtain the predictive label set of multi-label testing instance x, if all f j (x) < 0 then Y = {j, s.t. max f j (x), j = 1, 2, · · · , k} , based on the formula (17) .
model which is optimized on the representative set X * j , f j (x) denotes the j-th label predictive value of multi-label testing instance x. 
D. COMPLEXITY ANALYSIS OF AEML-ESVM CLASSIFICATION ALGORITHM
The time complexity of AEML-ESVM classification algorithm in obtaining representative set is O(kN ), where k denotes the number of labels and N denotes the size of the original multi-label training data set. Since SMO (Sequential Minimal Optimization) is used to iteratively optimize AEML-ESVM [29] , the time complexity of AEML-ESVM classification algorithm changes between O(kM ) and O(kM 2.2 ), and M denotes the size of representative set. We can draw the conclusion that AEML-ESVM classification algorithm achieves fast training mainly by optimizing only on the representative set.
IV. EXPERIMENTS
To demonstrate the effectiveness of the proposed AEML-ESVM classification algorithm, it is compared with three state-of-the-art multi-label classification algorithms in this section. Before introducing the experimental results, the three state-of-the-art multi-label classification algorithms are introduced firstly. Then three large-scale data sets and five popular multi-label evaluation measures are presented.
A. THREE STATE-OF-THE-ART MULTI-LABEL CLASSIFICATION ALGORITHMS
The proposed AEML-ESVM classification algorithm is to be compared with three state-of-the-art multi-label classification algorithms, i.e. OVR-ESVM, ML-CVM and RCP-SVM. OVR-ESVM classification algorithm integrates OVR data decomposition trick with OVR-ESVM to realize multi-label classification [9] introduced in Section III-B. ML-CVM classification algorithm adopts OVR data decomposition trick and CVM to realize multi-label classification [13] . RCP-SVM combines OVO data decomposition trick with SVM to realize multi-label classification [12] . OVR-ESVM and RCP-SVM classification algorithms are implemented by modifying popular LIBSVM software package. ML-CVM classification algorithm can be realized via modifying CVM classification algorithm.
B. THREE LARGE-SCALE DATA SETS
The three benchmark large-scale data sets used in this experiment are available on the LIBSVM website [30] . The characteristics of the three benchmark large-scale data sets are listed in Table 1 .
C. PERFORMANCE EVALUATION MEASURES
The evaluation of multi-label classification performance is more complex than that of the single-label classification and VOLUME 5, 2017 many specific evaluation measures for multi-label classification have been proposed [21] , [31] , [32] . Five widelyused evaluation measures are chosen and they are hamming loss, one-error, coverage, ranking loss and average-precision respectively.
(1) Hamming loss: it is proposed to evaluate how many average times an instance-label pair is misclassified.
(2) One-error: it is proposed to evaluate how many times the top-ranked label is not in the relevant label set.
(3) Coverage: it is proposed to evaluate how many average steps are required to move along the ranked label list so as to cover all the relevant labels of an instance.
(4) Ranking loss: it is proposed to evaluate the average of label pairs that are misordered for the instance.
(5) Average-precision: it is proposed to evaluate the average fraction that relevant labels are ranked higher than a particular label.
Briefly, the larger the average-precision value, the better the classification performance of multi-label classifier. The smaller the other four evaluation measures value, the better the classification performance of multi-label classifier.
D. EXPERIMENT SETTING AND RESULT ANALYSIS
In these experiments, parameters P, V and ε are set for the proposed AEML-ESVM classification algorithm to obtain optimum representative set introduced in Algorithm 1. In addition, parameters e and C are set for four multi-label classification algorithms to conduct experiments. Parameters e and C denote allowing termination condition and the punishment parameter for loss function respectively. In order to ensure the experimental rationality and fairness, the parameters of the four multi-label classification algorithms are same on the same data sets and different on different data sets. These experiments are performed on a regular PC and the hardware setting of the PC is 8G memory, i5-4690 processor and 3.5GHz main frequency. In the following, the parameter settings and experiment results are presented for each data set.
1) ANALYSIS OF EXPERIMENTAL RESULTS WITH THE RBF KERNEL
In this experiment, we firstly use the radial basis function, i.e. K (x, y) = exp(−γ x − y 2 2 ) to implement experiment for the proposed AEML-ESVM and other three multilabel classification algorithms. Among them, γ denotes the scale factor which is set as γ = 1/16. · 2 denotes the Euclidean distance. To acquire optimum representative set, the specific parameters P, V and ε are set in Table 2 for three large-scale multi-label data sets. And the parameters e and C of the four multi-label classification algorithms are also set in Table 2 for three large-scale multi-label data sets. The experimental results for each large-scale multilabel data set are shown in Tables 3 and 4, Tables 5 and 6,  Tables 7 and 8 respectively. From Tables 3, 5 and 7, it can be observed that in the case of using RBF kernel, the proposed AEML-ESVM classification algorithm can acquire comparable classification performance with OVR-ESVM classification algorithm, and its classification performance is superior to that of ML-CVM and RCP-SVM classification algorithms on the three large-scale multi-label data sets. This has fully demonstrated that the representative set obtained by using the approximate extreme points method can preserve the essential information of the original multi-label training data set, and AEML-ESVM classification algorithm exploits label correlation of individual instance directly to improve the classification performance. From Tables 4, 6 and 8, it can also be seen that the training . This has also fully shown that the training time of AEML-ESVM classification algorithm optimized on the representative set is much less than that of the other classification algorithms optimized on the original multi-label training data set, because the average scale of each representative set is only 17.8%, 28.5% and 35.6% of that of corresponding original multi-label training data set respectively.
2) ANALYSIS OF EXPERIMENTAL RESULTS WITH THE POLYNOMIAL KERNEL
In order to validate our proposed AEML-ESVM classification algorithm as a candidate to fast multi-label SVM classification for all non-linear kernel, we also use the polynomial kernel function, i.e. K (x i , x j ) = (γ x T i x j + r) d to implement experiment for AEML-ESVM, OVR-ESVM, ML-CVM and RCP-SVM classification algorithms. Here, γ , r and d denote the kernel scale factor, the kernel coefficient and highest power of the polynomial respectively. Parameters γ = 1/16, d = 2, and r = 0 are set for the polynomial kernel. To obtain optimum representative set, the specific parameters P, V and ε are set in Table 9 for two large-scale multi-label data sets. And the parameters e and C of the four multi-label classification algorithms are also set in Table 9 for two largescale multi-label data sets. The experimental results for each large-scale multi-label data set are shown in Tables 10 and 11,  Tables 12 and 13 respectively.  From Tables 10 and 12 , it can also be observed that in the case of using polynomial kernel, the proposed AEML-ESVM classification algorithm can acquire similar classification performance with OVR-ESVM classification algorithm, and its classification performance is better than that of ML-CVM and RCP-SVM classification algorithms on the two large-scale multi-label data sets. This has fully shown that the representative set obtained by using the approximate extreme points method can keep the essential information of the original multi-label training data set and AEML-ESVM classification algorithm utilizes label correlation of individual instance explicitly to get better classification performance. From Tables 11 and 13 , it can also be seen that the training time of AEML-ESVM classification algorithm is much less than that of the other three algorithms and it is only 1/22.79 and 1/7.78 of OVR-ESVM classification algorithm, 1/1.16 and 1/1.04 of ML-CVM classification algorithm, 1/9.63 and 1/1.87 of RCP-SVM classification algorithm respectively. This has also fully indicated that since the average scale of each representative set is only 18.4% and 34.4% of that of corresponding original multi-label training data set respectively, the training time of AEML-ESVM classification algorithm optimized on the representative set is much less than that of the other classification algorithms optimized on the original multi-label training data set.
In sum, experimental results on benchmark large-scale data sets demonstrate that in the case of using different kernels, the classification performance of AEML-ESVM classification algorithm is comparable to that of OVR-ESVM classification algorithm, and superior to that of ML-CVM and RCP-SVM classification algorithms on the five popular evaluation measures. Meanwhile, the training time of AEML-ESVM is much less than that of the other three algorithms. These improve the applicability of AEML-ESVM classification algorithm on large-scale data sets effectively.
V. CONCLUSION
The research goals of multi-label classification are both good classification performance and low time cost. However, such two goals are often conflicting in fact. we propose the AEML-ESVM classification algorithm to take into account the tradeoff between these two goals. Firstly, the representative set can be obtained from the multi-label training data set by using the approximate extreme points method. After that, the AEML-ESVM is optimized on the representative set. Therefore, the train time of AEML-ESVM classification algorithm can be shortened greatly while its classification performance is comparable to that of OVR-ESVM classification algorithm. In addition, AEML-ESVM classification algorithm also defines new empirical loss term to reflect the label correlation of individual instance explicitly. Experimental results on three benchmark large-scale data sets indicate that compared with OVR-ESVM, ML-CVM and RCP-SVM classification algorithms, AEML-ESVM classification algorithm can substantially shorten training time and its classification performance is similar to that of the OVR-ESVM and superior to that of ML-CVM and RCP-SVM. In our future work, we hope to use the label correlations between different labels and partial instances. He is currently a Professor and a Doctoral Advisor with the Department of Computer Science and Technology, Ocean University of China. His main research interests are sensor networks, distributed measurement systems, and ocean monitoring.
