We report new measurements of the differential and total branching ratios for inclusive B decay to D 0 , D ϩ , and D* ϩ and the first measurement of the same quantities for inclusive B decay to D* 0 . Here B is the mixture of B d and B u from ⌼(4S) decay. Furthermore, since more than one charm particle ͑or antiparticle͒ of the same kind can be produced in B decay, here ''inclusive B branching ratio'' is used to mean the average number of charm particles and their antiparticles of a certain species produced in B decay. We obtain the following results ͑the first error is statistical, the second systematic of this analysis, the third propagated from other measurements͒: B(B→D 0 X)ϭ(0.636Ϯ0.014Ϯ0.019Ϯ0.018), B(B→D ϩ X)ϭ(0.235Ϯ0.009Ϯ0.009 Ϯ0.024), B(B→D* 0 X)ϭ(0.247Ϯ0.012Ϯ0.018Ϯ0.018), B(B→D* ϩ X)ϭ(0.239Ϯ0.011Ϯ0.014Ϯ0.009).
I. INTRODUCTION
Measurements of weak decays of B mesons are essential to testing and understanding the standard model and determining the fundamental flavor-mixing parameters. These measurements also provide a unique opportunity to examine the short distance behavior of weak decays ͓1͔. Because of their large energy release, long distance corrections are expected to be less significant in hadronic B decay than in hadronic decays of charm and strange quarks. However, the formation of hadrons in the final state is still poorly understood and is an obstacle to predicting rates and spectra for hadronic decays ͓2,3͔.
For several years the small observed value of the B semileptonic decay branching fraction, B SL (B), seemed to disagree with theoretical calculations ͓4-9͔. Recently, higher order perturbative calculations, taking also into account the charm quark mass ͓10,11͔, come close to reconciling theory with experiment in this respect. However, the low value of B SL (B) implies a larger than naively expected nonleptonic B decay rate ͓12͔. Two mechanisms have been proposed and discussed in the literature ͓2,10-14͔: an enhancement of b→c cs or of b→c ūd. The former would give a larger average number of c and c quarks, ͗n c ͘, per B decay. Since B→D 0 and B→D ϩ transitions ͑where the D can also be the decay product of charm resonance͒ account for a large fraction of the charm quarks produced in B decay, it is important to measure accurately the branching fractions for these transitions. The shape of the momentum spectrum can also be compared to models of hadronic B decay and is sensitive to new production mechanisms ͓3,12͔. In addition, the D and D* inclusive spectra are of interest to future B experiments and high energy colliders as Monte Carlo simulations must be constrained to agree with the observed production at the ⌼(4S).
In this paper, we describe high statistics measurements of the differential and total branching ratios for the inclusive B decay to D and D* mesons, including the first measurement of B(B→D* 0 X). For previous measurements, see Refs. ͓15, 16͔. We have also measured the D* ϩ and D* 0 polarizations as a function of the D* momentum. Since there is no complete reconstruction of the B final state, we do not distinguish between B 0 and B ϩ . We produce BB states from ⌼(4S) decays, and our generic B is about an even ͓17͔ admixture of B d and B u mesons and their antiparticles. In the following, reference to the charge conjugate states is implicit unless explicitly stated.
It is possible for a B meson to decay to a final state containing two D mesons. By ''inclusive B decay branching ratios'' to a given D species measured in this analysis we mean the ''average number of D and D '' per B decay.
After a brief description of the CLEO II apparatus and data sample used, we describe our analysis procedure in Sec. III. In Secs. IV-VI we give the B branching ratios and momentum spectra results and analysis details specific to the four individual channels. In Sec. VII, we show the results on D* polarization and in Sec. VIII we discuss and summarize our results.
II. DETECTOR AND DATA SAMPLE
The data sample used in this inclusive B decay analysis was taken at CESR, the Cornell Electron Storage Ring, during 1990 Ring, during -1994 . The sample consists of about 2020 pb Ϫ1 of integrated luminosity of e ϩ e Ϫ annihilation data taken near the peak of the ⌼(4S) resonance and about 959 pb Ϫ1 just below the open bottom threshold ͑referred to in this paper as ''continuum'' data͒. The data used correspond to about 2.166ϫ10 6 BB events. We estimate the actual number of BB events by subtracting the number of events in the continuum data after scaling by the ratio of the luminosities and correcting for the center-of-mass energy dependence of the continuum annihilation cross section. We also perform minor corrections due to minor differences in CESR running conditions at the two energies. For the purpose of this analysis we assume that the ⌼(4S) decays exclusively to BB.
In the CLEO II detector ͓18͔ charged particles are tracked in a 1.5 T magnetic field through three nested coaxial cylindrical drift chambers covering 94% of the solid angle. The innermost chamber is a six-layer straw-tube vertex detector of inner radius 4.5 cm with 50 m position accuracy in the rplane. It is followed by a ten-layer pressurized inner drift chamber with a position accuracy of 100 m in r-. The main cylindrical drift chamber ͓19͔ contains 51 anode layers, 11 of which are strung at angles to the z axis progressing from about Ϯ4°to about 7°. It has a position accuracy of 120 m in r-, and it gives a transverse momentum resolution of (␦ p t /p t ) 2 ϭ(0.0015p t ) 2 ϩ(0.005) 2 ͑with p t in GeV͒ and a dE/dx resolution ͑measured on Bhabha scattering events͒ of 6.5% for particle identification, giving good /K separation up to 700 MeV/c. The outer radius of the main drift chamber is 1 m. Cathode layers are located at the inner and outer radii of the ten-layer inner drift chamber, and at the inner and outer radii of the main drift chamber, to improve information about the z coordinates ͑along the beam͒ of the tracks. Time-of-flight counters with 154 ps resolution are located outside the drift chambers and provide additional information for particle identification ͑not used in this analysis͒.
Photon and 0 detection as well as electron identification use the CsI electromagnetic shower detector ͓20͔. It consists of 7800 CsI͑Tl͒ crystals between the time-of-flight counters and the superconducting magnet coil in the barrel region and, in end caps, between the drift chamber plates and the magnet pole pieces, altogether covering 95% of the solid angle.
The material in the drift chamber endplates, electronics, and cables degrades the performance of the calorimeter in the end caps, especially at the two ends of the barrel region. Photon candidates are restricted to lie in the region of the calorimeter covering the angular region ͉cos͉Ͻ0.707. The energy calibration makes use of Bhabha scattering and radiative Bhabha events as well as e ϩ e Ϫ →␥␥ reactions and 0 →␥␥ decays ͓21͔. For low multiplicity final states, the energy resolution in the barrel portion of the calorimeter is given by E /E(%)ϭ0.35/E 0.75 ϩ1.9Ϫ0.1E, where E is the photon energy in GeV.
Muons can be identified by their penetration in the three 36-cm-thick slabs of iron that surround the superconducting coil in an octagonal geometry and in the iron pole pieces of the magnet ͓22͔.
A. Monte Carlo simulation
To estimate detection efficiencies we generated Monte Carlo events using the JETSET 7.3 ͓23͔ package for continuum annihilation events and the CLEO model for ⌼(4S)→BB decays ͓24͔. Separate Monte Carlo data sets were generated for the analyses of B→D 0 X and of B→D ϩ X decays. In the D ϩ case, the D ϩ is allowed to decay only into the final state we use, K Ϫ ϩ ϩ , while the D Ϫ is allowed to decay according to measured branching fractions of its decay modes. About 110 000 BB events and about 35 000 continuum events that contain a D ϩ were generated. An analogous procedure is followed in generating D 0 →K Ϫ ϩ , except that the D 0 is also allowed to decay into K ϩ K Ϫ and ϩ Ϫ final states, according to their measured decay branching fractions relative to the K Ϫ ϩ mode. About 170 000 BB events and about 150 000 continuum events that contain a D 0 were generated. The events are then processed through a GEANT-based ͓25͔ simulation of the CLEO II detector and reconstructed and analyzed as real data. We call these Monte Carlo data sets the ''dedicated'' Monte Carlo simulation.
We also used a set of Monte Carlo events produced in a similar manner, but with all D mesons decaying according to a model which incorporates the current knowledge of their decay modes. This statistically independent ''generic'' Monte Carlo simulation ͑in which the ''true'' value of the quantities we aim to measure is known a priori͒ was used to check the analysis procedure. This type of consistency check, of course, does not exclude the possibility of a systematic flaw that is common to both the ''dedicated'' and ''generic'' Monte Carlo data samples.
The ''generic'' Monte Carlo simulation was also used for a different purpose. The reconstructed tracks were associated with the simulated particles that generated them. We could thus generate high statistics, background free distributions of the signals, and distributions of various backgrounds. We called these distributions Monte Carlo-tagged ͑MC-tag for short͒ distributions.
III. ANALYSIS PROCEDURE
We reconstruct the D and D* mesons using the following exclusive decay modes that have the largest signal-tobackground ratios and for which the Monte Carlo simulation can reliably estimate the reconstruction efficiency:
In this section, we describe the selection criteria and general procedures used in the analysis. In the sections which follow the details of the procedures for decay modes of the D 0 , D ϩ , D* 0 , and D* ϩ will be given.
A. Selection criteria
The continuum background is suppressed by excluding candidates from jetlike events. This is accomplished by using the Fox-Wolfram parameters ͓26͔. We require R 2 ϵH 2 /H 0 Ͻ0.5. This cut has an efficiency of 99.38Ϯ0.02% while rejecting 29.0Ϯ0.2% of continuum events in the B decay kinematical region. The efficiency for this requirement is determined from our Monte Carlo simulation and agrees with the estimate derived from the data.
Each charged track used to reconstruct a D or D* is required to be consistent with originating from the primary vertex. If the momentum of a track is greater than 0.250 GeV, we require that the z coordinate ͑along the beam͒ of the point of closest approach of the track to the beam line be within 3 cm of the z coordinate of the event vertex and that the track's impact parameter with respect to the beam line be less than 5 mm. For tracks with momentum less than 0.250 GeV these requirements are loosened to 5 cm and 10 mm, respectively.
Particle identification requirements were imposed based on the specific ionization (dE/dx) measurements for the track, provided that more than ten hits were recorded in the main drift chamber. The observed dE/dx had to be within three standard deviations of that expected for the particle species considered.
Each photon candidate shower is required to lie within the good barrel region (cosϽ0.707) of the crystal calorimeter and to have a minimum energy of 30 MeV. Photon candidates are also required to be well separated from the extrapolated position of all charged tracks, and the lateral shape of the shower should be consistent with that expected from an electromagnetic shower.
Candidate 0 mesons are reconstructed from pairs of photon candidates. If the effective mass of two photons is less than 2.58 away from the expected 0 mass, the combination is accepted as a 0 candidate and then is kinematically fitted to the nominal 0 mass.
B. Common procedure
The inclusive B decay spectra and branching fractions are obtained by the subtraction of the candidate mass distribution below BB threshold ͑scaled by the ratio of luminosities and of the e ϩ e Ϫ annihilation cross section͒ from the candidate mass distribution on the ⌼(4S) resonance. To illustrate the effect of continuum subtraction we show in Fig. 1 the (K Ϫ ϩ ) effective mass distribution of D 0 candidates in the sample taken at the ⌼(4S) resonance, in the whole momentum interval allowed in B decay, and the corresponding distribution from the sample taken below BB threshold, scaled by a factor of 2.08, the combined ratio of luminosities and of the e ϩ e Ϫ ͑non-b b) annihilation cross sections at the two energies.
In order to perform such subtraction it is convenient to use a scaling variable. We use the scaling variable x, defined as xϭp/p max where p max ϭ4.950 GeV/c, the momentum for a D 0 produced in the reaction e ϩ e Ϫ →D 0 D 0 at a center-ofmass energy of 10.58 GeV (p max ϭ4.920 GeV/c for the continuum sample, at a center-of-mass energy of 10.520 GeV͒.
The momenta of the charmed mesons are measured in the ⌼(4S) rest frame rather than in the B rest frame. Since the ⌼(4S) mass ͑10.58 GeV͒ is slightly above the threshold for B meson pair production ͑10.56 GeV͒, the B mesons are not at rest. The B momentum ranges from about 265 MeV to 355 MeV (Ϯ one standard deviation͒. This motion smears the value of x relative to what it would be if the B were at rest. A Monte Carlo study shows that the smearing in the variable x varies from Ϯ0.013 to a maximum of Ϯ0.020. Taking this effect into account, the maximum value of x for B decay to D is 0.506, and 0.496 for decay to D*.
Spectra and the B branching fractions
In order to measure the spectra, we divided our sample of charmed particle candidates into 10 x bins ͑20 for the D 0 where the statistics are high͒. For each x bin we generated the effective mass distributions of the D candidates ͑already selected as candidate D* decay products in the case of D*; see below͒ from ''on-resonance'' and ''continuum'' data and performed bin by bin the scaled continuum subtraction, obtaining the mass distributions of the candidates from B decay. We then fitted this mass distribution, in each x bin, to the sum of the D signal and the various backgrounds. The shape of the signal, its parametrization, and the different backgrounds will be described later.
We performed an identical analysis ͑except for the nonexistent continuum subtraction͒ on the Monte Carlo simulated events to find the detection efficiencies as a function of x. The inclusive B decay branching ratios are calculated from the integral of the appropriate D ͑or D*) efficiencycorrected spectrum.
D* tagging and ''background-free'' D samples
We have studied the shape of the D signal and its momentum dependence, in data and in Monte Carlo simulation, using D 0 s from D* ϩ →D 0 ϩ decays and D ϩ s from D* ϩ →D ϩ 0 decays. The D 0 sample selected this way is of known flavor because of the charge of the D* ϩ . It was also used to obtain the shape and momentum dependence of the ''switched-mass'' D 0 background discussed later in Sec. IV A. We obtain a very low background sample of D 0 s from D* ϩ by selecting events in a Ϯ2 region around the peak of the mass difference ␦mϵm(K Ϫ 1 ϩ 2 ϩ )Ϫm(K Ϫ 1 ϩ ) distribution (ϳ0.8 MeV͒. We obtain a low background sample of D ϩ s using a similar selection on the ␦m ϵm(K Ϫ ϩ ϩ 0 )Ϫm(K Ϫ ϩ ϩ ) distribution (ϳ1.0 MeV͒. The ␦m distributions for D candidates in the D mass signal region in the three channels considered in this analysis
.950 GeV/c) and from ''continuum'' data (p max ϭ4.920 GeV/c). The ''continuum'' distribution is scaled by the luminosity and cross section factor 2.080. are shown in Figs. 2, 3, and 4 ͑data͒. Most of the residual background in the D*-tagged D mass distribution is eliminated by subtraction of the ␦m sidebands.
Because of the fact that the signal in ␦m is very close to threshold, it is difficult to choose sidebands that are wide enough to balance the number of background events under the ␦m peak and far enough from the peak. Our choices for signal and sideband regions are shown in Table I . The signal region has a half width, and the sidebands a total width, of approximately twice the Gaussian of the ␦m signal. The position of the signal peak is obtained from the data.
Before subtraction, the number of events in the ␦m sidebands must be scaled to the estimated number of background events in the peak region. Two methods were used to estimate the scaling factor. The first method is to fit the ␦m distribution with a smooth threshold function background and a double-Gaussian signal and calculate the scale factor by integration of the background function. The second method is to obtain the scale factor by fitting the D invariant mass distribution in the ␦m peak and sideband regions with a two-Gaussian D signal function and a polynomial background. The scale factor is then given by the ratio of the background levels under the D peaks. Figure 5 was obtained by the second method. The results of the two methods agree and the scale factors are close to 1.1. The same procedure was also used for the analysis of the Monte Carlo sample. The candidate D mass distributions obtained from data by this D*-tagging procedure are shown in Figs. 5 and 6.
C. Estimate of the detection efficiency
The detection efficiencies for the charm mesons studied were obtained analyzing the dedicated Monte Carlo simulation samples described in Sec. II A with the same procedures and selections used to analyze data. However, measurement errors are slightly underestimated in the simulation. In practice the only relevant parameter is the width of the reconstructed mass. Consequently, we analyzed the data using the parameters extracted from the data themselves, and analyzed the Monte Carlo samples using the parameters extracted from the Monte Carlo samples.
D. Calculation of the B decay branching fractions
The differential B decay branching fractions are calculated bin by bin from the equations dB͑B→D*X ͒ϫB͑ D*͒ϫB͑D ͒ϭ
where dN D (dN D * ) is the yield of D (D*) in that bin, N BB is the number of of e ϩ e Ϫ →BB events produced, and ⑀ is the x-dependent detection efficiency. We use CLEO results ͓27,28,30͔ for the D* and D absolute branching fractions
The errors shown in our results for the differential spectra are relative, i.e., bin-to-bin errors. They do not include the error from smoothing the fitting function parameters and the errors of the detection efficiency. The overall statistical error on the B decay branching fraction is, however, derived from the integral of the spectrum when no smoothing was performed.
E. Systematic errors
In this section we discuss the sytematic uncertainties of the B→DX and B→D*X analyses. Uncertainties related to specific decay channels are deferred to the relevant sections. We estimate a 1% uncertainty in charged track detection efficiency ͓2% for p() below about 200 MeV/c͔ and 5% in 0 detection ͓32͔.
These errors are correlated for each kind of track and hence should be multiplied by the respective number of tracks in the decay under study. However, we obtain the B decay branching fractions by dividing the product of branching fractions ͓Eqs. ͑6͒ and ͑7͔͒ by the D ͑and D*) decay branching fractions measured in our own experiment. Hence, to the extent that the kinematical configurations and the data set used overlap, most tracking errors are eliminated. We estimate a residual systematic error of 0.5% per charged track ͑1.0% if below 200 MeV/c) and 2% for 0 whenever there is compensation.
We have studied the effect on the branching fraction of the track quality, geometry cuts and event shape cuts by successively removing them and then measuring the effect on the B branching fractions. The errors specific to each final state will be quoted in the appropriate sections.
In measuring B(B→D*X) the subtraction of the background due to association of a true D and a random is performed by subtracting the D candidate mass distribution of the ␦m sidebands from that in the ␦m peak region. The result is slightly dependent on the choice of the width of the ␦m intervals ͑Table I͒. We varied the widths of these intervals by Ϯ0.5 MeV in each case and derived a relative uncertainty in the B branching fraction of 0.9% for B→D* ϩ and of 1.2% for B→D* 0 .
In the case of B→D* decays, the branching fraction is also sensitive to the value of the scale factor used in the ␦m sideband subtraction This effect contributes a systematic error which is estimated to be the change in the branching fraction corresponding to a 1 change in the scale factor. The value of N BB in Eqs. ͑6͒ and ͑7͒ is affected by a relative error of 1.8% ͑Sec. II͒. Finally, we take into account the statistical error on the efficiency, calculated from the Monte Carlo simulation. All the above errors are combined in quadrature to give the relative systematic error on our measurements.
The two-Gaussian fit of the distribution is also shown.
The third error in the B branching fractions arises from the propagation of errors in the D and D* decay branching fractions, insofar as they are not correlated with the errors in this analysis.
IV. INCLUSIVE B˜D 0 DECAY
The continuum-subtracted m(K Ϫ ϩ ) distribution in any given D 0 momentum interval is the sum of the D 0 signal plus various backgrounds. This is illustrated in Figs. 7 and 8 which show the m(K Ϫ ϩ ) distributions for one of the lowest momentum intervals (0.050ϽxϽ0.075) and for a higher momentum interval (0.325ϽxϽ0.350), respectively. We see a prominent signal and three backgrounds, ͑i͒ a combinatorial background, ͑ii͒ the ''switched mass'' background that contributes to the signal region, and ͑iii͒ two ''satellite bumps'' on either side of the signal. Backgrounds ͑ii͒ and ͑iii͒ complicate the fit to the signal region and its immediate vicinity. It is not possible to establish the shape of the combinatorial background without a reliable knowledge of the shapes and amounts of backgrounds ͑ii͒ and ͑iii͒. A detailed discussion of the signal shape and of these backgrounds is presented below.
A. Switched mass background D 0 → Ϫ K ϩ events may be misidentified as D 0 →K Ϫ ϩ when there is insufficient K/ discrimination. This background complicates the extraction of the D 0 yield, particularly at low D 0 momenta (pϽ700 MeV͒ where this ''switched mass'' background distribution is similiar in shape to the signal and peaks under it ͑see Figs. 7 and 8͒. For a D 0 at rest and without particle identification the area of this background within 2 of the signal peak would equal the signal area. However, this background, within such limits, quickly decreases to about 10% of the area of the signal for D 0 momentum above 1 GeV and decreases further at higher momenta. For x D Ͼ0.50, the invariant mass distribution of these doubly misidentified events becomes so broad that it can be absorbed in the polynomial parametrization of the combinatorial background. The amount of this type of background is strongly affected by the use of particle identification.
We studied the shape and relative size of this background and its dependence on D 0 momentum in the data and in the Monte Carlo simulation using D* ϩ -tagged D 0 s ͑Sec. III B 2͒, whose flavor is tagged by the charge of the ϩ . We produced ''switched mass'' distributions, by interchanging the mass assignments of the K and tracks for each event, provided that the inverted assignments were consistent with our particle identification criteria. We then subtracted the ''switched mass'' distribution in the ␦m sidebands from that in the ␦m peak region. Figures 9 and 10 show the resulting m( Ϫ K ϩ ) distributions for a low D 0 momentum interval and for a higher D 0 momentum interval. We also calculated, as a function of momentum, the area of this background relative to the area of the correctly reconstructed D 0 signal also obtained as described in Sec. III B 2.
With our statistics it is difficult to smoothly parametrize the shape of this background as a function of momentum. Figures 9 and 10 show, however, that the switched mass distributions obtained with the MC-tag analysis of the generic Monte Carlo simulation provide an excellent, parameter-free description of the D* ϩ -tagged data distributions ͑Sec. III B 2͒.
The preceding analysis is performed both on the data and on the dedicated Monte Carlo samples. The momentum dependence of the ratio of the switched mass distribution area relative to the area of the signal is shown in Fig. 11 as obtained from the MC-tag sample. Similar dependences are obtained using the D* ϩ -tagged samples of data and dedicated Monte Carlo. We have checked that changing from one dependence to another has minimal impact on the final result. The Cabibbo-suppressed D 0 decay modes D 0 →K Ϫ K ϩ and D 0 → Ϫ ϩ produce asymmetric enhancements on op-posite sides of the signal region when one of the tracks is misidentified as a or K, respectively ͑see Figs. 7 and 8͒. The K Ϫ ϩ effective mass distribution from the decay D 0 →K Ϫ ϩ 0 introduces an additional small background at the lower edge of our mass spectrum. Switching the kaon and pion masses in these decays produces an additional background at masses well below the D 0 mass but with tail up to the D 0 mass. If these contributions are not included in the shape of the background, it is possible to overestimate the level of combinatorial background and thereby underestimate the signal. Not taking into account the presence of these enhancements both in fitting the data and in fitting the dedicated Monte Carlo simulation for obtaining the efficiency results in a change of the order of 1% in the branching fraction. Also in this case we have found that the momentum dependence of the shape and of the area ratio obtained by the MC-tag procedure from the generic Monte Carlo simulation is quite good and superior to that obtained using complicated analytical parametrizations. The size of these backgrounds relative to the signal was taken from the Monte Carlo simulation, but we have checked that letting their normalization float in the fit did not appreciably alter the result.
C. Combinatorial background
The combinatorial background, which is nearly flat in the m(K Ϫ ϩ ) region of interest, is parametrized by a second order polynomial.
D. Raw D 0 spectrum and the shape of the signal
It is very important to obtain an accurate representation of the signal shape and specifically of its tails, because of the presence of the mass-switched background and its correlation with the signal. We used two different signal parametrizations. 
Analytical parametrization
A Gaussian function does not give a sufficiently accurate parametrization of the D 0 signal. Track measuring errors are different in different events because of the geometrical orientation of the D 0 decay products in the detector and their overlap with other tracks. In order to take into account this variation of the errors, one possibility is to use a double Gaussian with the two Gaussians constrained to have the same mean. The parameters of the signal shape are the mean, the width of the narrower Gaussian, 1 , the ratio of the widths of the wider to the narrower Gaussian, 2 / 1 , and the ratio of the area of the wider Gaussian to the total area, A 2 /A tot . There are strong correlations among these three shape parameters. It is then difficult to obtain a smooth D 0 momentum dependence for them if they are allowed to float when fitting the signal in each momentum bin.
We obtained satisfactory results for these signal shape parameters by ͑i͒ combining ''on-resonance'' and ''continuum'' D 0 candidates together to obtain higher statistics, especially close to the kinematic limit or ͑ii͒ by using the D*-tagged, background-free D 0 signal ͑Sec. III B 2͒. We chose the set ͑i͒ that gave the best fit to the mass distributions and smaller errors for the parameters. In order to minimize the bin-to-bin statistical fluctuations, we rebinned the D 0 sample in only nine momentum intervals (0.025Ͻx Ͻ0.475) and studied the position and shape of the D 0 signal peak as a function of momentum. We smoothed the momentum dependence of the signal shape parameters so obtained with polynomial functions of the momentum. We then obtained the raw D 0 spectrum by fitting the m(K Ϫ ϩ ) distribution in 20 x bins between 0.0 and 0.5 keeping 2 / 1 and A 2 /A tot fixed at the smoothed values. 1 is allowed to float and varies from about 6 MeV at low momentum to about 8 MeV at the maximum momentum; 2 / 1 and A 2 /A tot are approximately constant, the first at about 2.7 and the second at about 0.15.
The same procedure was followed to analyze the events from the Monte Carlo simulation. The comparison of the data and Monte Carlo shape parameters shows that the Monte Carlo simulation underestimates the track measuring errors ͑reflected essentially in 1 ) by about 10%.
Use of Monte Carlo simulation with track tagging
An alternative way of parametrizing the D 0 signal shape and a check of the double-Gaussian parametrization is to use the histograms provided by our generic Monte Carlo simulation and tagging the reconstructed tracks ͑MC tag, Sec. II A͒. In constructing these histograms we have used the same selection criteria used in the analysis of data and of dedicated Monte Carlo already described.
We have just seen that our Monte Carlo simulation underestimates by about 10% the overall width of the D 0 signal over the whole D 0 spectrum. It is however likely that the Monte Carlo simulation reproduces more accurately the dependence of on track position, orientation, and overlap with other tracks, all factors that cause the non-Gaussian spread in measuring errors seen in the data. We then expect that the shape of the D 0 signal obtained by tagging the Monte Carlo tracks will be a good representation of the data if corrected for the overall width. We have expressed this correction by one parameter ͑then fitted on the data͒ that changes the width of the signal mass distributions without otherwise altering its shape.
We used the histograms obtained by this procedure as fitting functions of the ''background-free'' signal distributions obtained by D* ϩ tagging ͑Sec. III B 2͒. We obtained excellent fits, altough not superior to the double-Gaussian fits. We obtained D 0 spectra using these distributions as fitting functions. The D 0 yields differed from those obtained with the double Gaussian by less than a tenth of the statistical error.
E. Results
Particle identification ͑Sec. III A͒ reduces the combinatorial background by about a factor of 2 and improves the statistical error while slightly increasing the systematic error due to the small uncertainty on the accuracy of the simulation of the ionization measurements. We performed our analysis both with and without particle identification requirements and obtained results that were in good agreement. The results presented here were obtained using particle identification and the double-Gaussian parametrization of the signal. In Figs. 12 and 13 we show the fitted mass distributions in the 20 x bins, and in Fig. 14 the mass distribution for the entire x range with the sum of the 20 fitted functions. Summing the spectrum over the 20 bins for 0.0Ͻx D Ͻ0.5 gave a raw yield of 62 648Ϯ1394 D 0 from B decay.
The dedicated Monte Carlo simulated events were analyzed as real events to produce the histogram of detection efficiency versus momentum that was smoothed and used to correct the raw spectra ͑Fig. 15͒. The detection efficiency is nearly independent of momentum in the region of interest, except at the lowest momenta where there is an increase of angular acceptance due to the near alignment of the two D 0 decay products.
The continuum-subtracted, efficiency-corrected, inclusive D 0 momentum spectrum in B→D 0 X decay is shown in Fig.  16 . Summing this spectrum over the interval 0ϽxϽ0.5, we obtain the efficiency corrected yield of 108 507Ϯ2407 D 0 s ͑resulting in a spectrum-averaged detection efficiency ϭ0.578) out of 4.3314ϫ10 6 B decays. This gives the product of branching fractions,
where 1 B B ϵB(B→D 0 X) and B D ϵB(D 0 →K Ϫ ϩ )ϩB(D 0 →K ϩ Ϫ ) and the error is only statistical. Using the CLEO results B(D 0 →K Ϫ ϩ )ϭ(3.91Ϯ0.08 Ϯ0.17)% ͓28͔ and ⌫(D 0 →K ϩ Ϫ )/⌫(D 0 →K Ϫ ϩ ) ϭ(0.0077Ϯ0.0025Ϯ0.0025) ͓29͔, we obtain from Eq. ͑13͒ the branching fraction B͑B→D 0 X ͒ϭ0.636Ϯ0.014Ϯ0.019Ϯ0.018. ͑14͒
The first error is statistical, while the second is the systematic error. The contributions to the second ͑systematic͒ error, as percentages of the branching fraction, are given in Table II . The third error is due to the error on the absolute branching fraction B(D 0 →K Ϫ ϩ ).
As part of a different project ͓33͔, an analysis of the B→D 0 X decay was carried out over a somewhat increased data sample and with more stringent particle identification requirements, using also time-of-flight information. If both the D 0 →K Ϫ ϩ and Ϫ K ϩ hypotheses were acceptable, but one gave a particle ID worse 2 Ͼ4ϩ better 2 , the hypothesis with the worse 2 was rejected. This selection in fact reduced the 1 Our procedure finds both the Cabibbo-allowed, D 0 →K Ϫ ϩ , and the doubly Cabibbo-suppressed, D 0 →K ϩ Ϫ , decay modes, and so we must divide by the sum of the two decay branching fractions. switched mass background to zero. The result of this analysis for B(B→D 0 X) is fully consistent with our result.
V. INCLUSIVE B˜D ؉ DECAY
The complications from satellite peaks or switched mass backgrounds are not present in the measurement of the D ϩ spectrum and other kinematic reflections are quite small ͑they will be discussed in the next subsection͒. It is then possible to estimate the shape of the combinatorial background by fitting the K Ϫ ϩ ϩ mass distribution excluding the signal region. However, it is difficult to determine the momentum dependence of the signal shape parameters given the large combinatorial background and low signal-tobackground ratio. The K Ϫ ϩ ϩ mass distributions summed over all momenta of interest for the data at the ⌼(4S) and those below BB threshold ͑scaled according to luminosity and square of center-of-mass energy ratios͒ are shown in Fig.  17 . If we parametrize the signal as a double Gaussian, a modest change in the curvature of the combinatorial background in the m(K Ϫ ϩ ϩ ) distribution strongly correlates with a wider and larger second component of the double-Gaussian signal.
We analyzed the m(K Ϫ ϩ ϩ ) distributions using the double-Gaussian parametrization of the signal. As in the analysis of the D 0 spectra, we used D ϩ tagged by the D* ϩ →D ϩ 0 decay to determine the momentum dependence of the signal parameters. We also performed the analysis using the simple Gaussian signal parametrization. This is quite adequate to fit the data, given our statistical errors. We found that the results from the two different signal parametrizations are the same within a small fraction of the statistical error. Here we shall present the results obtained with the simple Gaussian parametrization.
A. Background from D s ؉ decays
We have small backgrounds from D s ϩ decays where a K ϩ is misidentified as a ϩ . We took this into account using the following procedure. We generated BB Monte Carlo events that contain at least one D s ϩ , which decays into K Ϫ ϩ K ϩ directly or through the K* 0 K ϩ or ϩ resonance channel. We processed them through the simulation of our detector and track reconstruction. We selected events that passed the selection criteria for the decay D ϩ →K Ϫ ϩ ϩ . We plotted these ͑fake͒ m(K Ϫ ϩ ϩ ) distributions for each momentum bin and normalized them using our knowledge of the differential B(B→D s ϩ X) ͓34͔ and of the D s decay branching ratios. We added these histograms to the combinatorial background and signal functions when fitting the data. Taking into account this feeddown we changed our result for B(B→D ϩ X) by ⌬BϭϪ0.0021Ϯ0.0002. We have examined other possible feeddowns and verified that they do not affect our measurement.
B. D ؉ spectrum
We fitted the continuum-subtracted sample of D ϩ →K Ϫ ϩ ϩ candidates. We divided the sample in 20 momentum bins between 0.00ϽxϽ1.00 and performed the binby-bin fit of the m(K Ϫ ϩ ϩ ) distributions using the signal and background functions described above. In Fig. 18 we show the fitted mass distributions in the ten x bins, and in Fig. 19 the mass distribution for the entire x range with the sum of the ten fitted functions. The sum over the ten bins for 0.0Ͻx D Ͻ0.5 gave a raw yield of 35 804Ϯ1297 D ϩ from B decay. The detection efficiency as a function of x is shown in Fig. 20 . We have smoothed the x dependence in different ways. The resulting average efficiencies differ from one an-other by 0.18% at most. The error introduced by the choice of the smoothing function has been taken into account in the systematic error. The smoothing actually used is shown in Fig. 20 .
C. Result
The efficiency corrected D ϩ spectrum is shown in we obtained an efficiency corrected yield of 93 493Ϯ3386 D ϩ ͑resulting in a spectrum-averaged detection efficiency ϭ0.383) that gives the product of branching fractions,
, and the error is statistical only. Using CLEO's result for the absolute branching fraction
The first error is statistical, the second is systematic, and the third error is due to the statistical error on B(D ϩ →K Ϫ ϩ ϩ ) and to that part of its systematic error that propagates to our measurement. Table III gives the components of the second error as percentages of the branching fraction.
Also this analysis, as in the B→D 0 X case, has been carried out with different procedures and selection criteria that produced results within a fraction of the systematic error of the one reported here ͓35͔.
We will show later that the B→D* ϩ X branching fractions measured by reconstructing D* ϩ through the decay chains D* ϩ →D 0 ϩ →(K Ϫ ϩ ) ϩ and D* ϩ →D ϩ 0 →(K Ϫ ϩ ϩ ) 0 are consistent with each other, their ratio being 1.01Ϯ0.09. This is a consistency check of the results given above.
VI. INCLUSIVE B˜D* DECAY
We selected D* candidates by combining a of the appropriate charge with a D candidate and then imposing requirements on ␦m, the difference between the mass of the D* candidate and that of the D candidate. However, this sample also contains background composed of pions randomly associated with a correctly reconstructed D meson. We eliminated this ''fake'' D* background by subtracting properly scaled ␦m ''sidebands'' as described in Sec. III B 2. The mass distribution of the D candidates so obtained was fitted to find the D yield as in the previous sections.
A. Inclusive B˜D* 0 decay
We selected D 0 candidates in the decay mode D 0 →K Ϫ ϩ ͑as described in Sec. IV͒ and combined them with a 0 to form D* 0 candidates. The D* 0 yield in each momentum bin was found by fitting the m(K Ϫ ϩ ) distribution obtained with the ␦m selection and sideband subtraction procedure. This decay channel is affected by the same backgrounds as the D 0 channel. To fit the m(K Ϫ ϩ ) mass distributions, we used the parametrization and procedures from the analysis of B→D 0 ϩX described in Sec. IV. However, the large number of free parameters involved with the multi-Gaussian parametrization was not suitable with the lower statistics available in this channel. We have thus used the histograms of the satellite peaks and of the switched KϪ distributions from Monte Carlo tagging while for the signal we used either a single Gaussian or the histogram from Monte Carlo tagging. Both procedures gave B(B→D* 0 ϩX) values differing by a small fraction of the statistical error. We report here the results from the single-Gaussian parametrization of the signal. In Fig. 24 we show the fitted mass distributions in the ten x bins. The sum over the ten bins gave a raw yield of 3539Ϯ175 D* 0 from B decay. After correcting bin by bin for detection efficiency ͑Fig. 22͒, we obtained the inclusive D* 0 spectrum shown in Fig. 25 . Figure 23 shows the continuum subtracted K Ϫ ϩ effective mass distribution of D* 0 candidates from the decay chain B→D 0 X→(D 0 0 )X in the momentum interval (0.0Ͻx D * Ͻ0.50).
As in the previous cases, by summing the spectrum in the interval 0.0ϽxϽ0.5 we found a corrected yield of 26 840Ϯ1331 D* 0 from B decay ͑resulting in a spectrum averaged detection efficiency ϭ0.132) and the product of branching fractions, and ⌫(D 0 →K ϩ Ϫ )/⌫(D 0 →K Ϫ ϩ )ϭ(0.0077 Ϯ0.0025Ϯ0.0025) ͓29͔, from Eq. ͑17͒ we obtain the branching fraction,
The first error is statistical. The second error is systematic and includes the components listed in Table IV . These are given as percentages of the branching fraction itself. The third error is determined from the error on the product B(D 0 →K Ϫ ϩ )B(D* 0 →D 0 0 ), where only part of the systematic error on B(D 0 →K Ϫ ϩ ) is taken into account.
B. Inclusive B˜D* ؉ decay
We have analyzed the inclusive decay B→D* ϩ in two D* ϩ decay modes. The D* ϩ →D 0 ϩ channel has significantly more events because of the larger D* branching fraction and higher detection efficiency. However, the detection efficiency is a steep function of the D* ϩ momentum ͑Fig. 26͒ because of the short range of the low momentum ϩ and absorption in the beam pipe. The detection efficiency for the charged pion is nearly zero for x D * Ͻ0.15. Summing over the spectrum gives B(B→D* ϩ X) in the charged pion mode for x D * Ͼ0.15. The D* ϩ →D ϩ 0 channel, which has fewer events and much larger backgrounds ͑Fig. 3͒, has an efficiency which is nearly constant with momentum ͑Fig. 30 below͒, and is the only source of information for the low momentum region. We will separately describe the analyses using the two D* ϩ decay modes and then discuss how to combine them to obtain B(B→D* ϩ X).
Using the D* ؉˜D 0 ؉ decay channel
Candidate D 0 mesons were reconstructed in the D 0 →K Ϫ ϩ decay mode ͑as described in Sec. IV͒ and com-bined with a ϩ ͑referred to as the ''slow ''͒ to form D* ϩ candidates. In order to maximize the detection efficiency of the slow ϩ we did not require dE/dx information to be available for this track. The D* ϩ yield in each of the seven momentum bins (0.15Ͻx D * Ͻ0.50) was found by fitting the m(K Ϫ ϩ ) distribution obtained through the ␦m selection and sideband subtraction procedure described in Sec. III B 2. In fitting the D 0 peak, we used the same parametrization that was used in the analysis of B→D 0 ϩX, but no background due to double misidentification of D 0 →K Ϫ ϩ is present in this mode. In Fig. 27 we show the fitted mass distributions in the seven x bins. Summing the spectrum in the interval 0.15Ͻx D * Ͻ0.5 gave a raw yield of 4214Ϯ120 D* ϩ .
Correcting bin by bin for detection efficiency ͑Fig. 26͒, we obtained the inclusive D* ϩ spectrum from B decay shown in Fig. 28 . The efficiency corrected yield for x D * Ͼ0.15 is 24 691Ϯ902 D* ϩ from B decay ͑resulting in a spectrum-averaged detection efficiency ϭ0.171). This gives the product of branching fractions,
, and the error quoted is only statistical. Figure 29 shows the continuum-subtracted K Ϫ ϩ effective mass distribution of D* ϩ candidates from the decay chain B→D* ϩ X→(D 0 ϩ )X in the momentum interval (0.15Ͻx D * Ͻ0.50), after ␦m sideband subtraction. a 0 to form D* ϩ candidates. The D* ϩ yield in each of the 20 momentum bins (0.0Ͻx D * Ͻ1.0) was found by fitting the m(K Ϫ ϩ ϩ ) distribution obtained from the ␦m selection and sideband subtraction procedure described in Sec. III B 2. The D ϩ peak was fitted using the same parametrization and procedure used in the analysis of B→D ϩ X. Summing the spectrum over the interval 0.0Ͻx D * Ͻ0.5 gave a raw yield of 2925Ϯ250 D* ϩ . After correcting for detection efficiency ͑Fig. 30͒ and summing over x bins, we obtained the inclusive D* ϩ spectrum from B decay shown in Fig. 31 . The corrected yield is 27 683Ϯ2339 D* ϩ from B decay ͑resulting in a spectrum-averaged detection efficiency ϭ0.106) and the product of branching fractions is
, and the error quoted is statistical only.
For comparison with the D 0 ϩ channel, we also report here the yields for 0.15Ͻx D * Ͻ0.5: 2414Ϯ207 ͑raw͒ and 23 807Ϯ2073 ͑efficiency corrected͒, so that
͑21͒ Figure 32 shows the continuum-subtracted K Ϫ ϩ ϩ invariant mass distribution of D* ϩ candidates from the decay chain B→D* ϩ ϩX→(D ϩ 0 )X in the whole momentum interval (0.0Ͻx D * Ͻ0.50).
C. Combined results for the inclusive B˜D* ؉ decay
Using the corrected differential branching fractions dB(B→D* ϩ X)/dx obtained in two independent D* decay modes, we combined them as follows. In the momentum region 0.0Ͻx D * Ͻ0.15 we use the only measurement available, that from the D* ϩ →D ϩ 0 decay mode, B(B→D* ϩ X)(0.0Ͻx D * Ͻ0.15) ϭ 0.031Ϯ0.009Ϯ0.0025 Ϯ0.0027. In the momentum region 0.15Ͻx D * Ͻ0.50 we calculated the weighted average of the two measurements. The resulting spectrum is shown in Fig. 33 . The sum over all x bins gives the branching fraction B͑B→D* ϩ X ͒ϭ0.239Ϯ0.011Ϯ0.014Ϯ0.009. ͑22͒
The first error is statistical and is dominated by the error on the D* branching fraction for 0.0Ͻx D * Ͻ0.15. The second error is systematic and includes the components listed in Table V . These are quoted as percentages of the branching fraction itself. The third error is propagated from the errors on the D 0 , D ϩ , and D* ϩ decay branching fractions.
VII. POLARIZATION
The polarization of D* mesons has been predicted for semileptonic B decays and for two-body hadronic decays ͓3,36͔. A model-dependent estimate of momentum dependence of the polarization for directly produced D* mesons is available for inclusive decays ͓3͔. CLEO has previously measured the D* ϩ polarization ͓15͔. Here we present a new measurement of the D* ϩ polarization with higher statistics. However, the present detector is operated with a higher magnetic field that makes impossible to extend the measurement to low D* ϩ momenta for the D* ϩ →D 0 ϩ decay mode. We also present the first measurement of D* 0 polarization in inclusive B decays. In this case, the measurement can be extended to the lowest momenta without difficulty. These polarization measurements served also as a check of the accuracy of our Monte Carlo simulation of B decay.
The polarization as a function of x is determined from the distribution of the D* decay angle . This is the angle between the direction of flight of the D* in the laboratory frame and the direction of the daughter D 0 in the D* rest frame. The distribution of this decay angle can be expressed in terms of the spin-density matrix element 00 :
W͑cos ͒ϭ 3 4 ͓͑1Ϫ 00 ͒ϩ͑ 3 00 Ϫ1 ͒cos 2 ͔. ͑23͒
Here, the spin-density matrix is determined in a coordinate system with the quantization axis along the direction of mo-tion of D* in the laboratory frame. The element 00 is the probability for the D* to be in the J z ϭ0 state. Here we use the parametrization already used in our previous measurement ͓15͔:
W͑cos ͒ϭN͓␤cos 2 ϩ͑1Ϫ␤͒sin 2 ͔, ͑24͒
where N is a normalization constant. ␤ is ralated to the spindensity matrix element by the expression, ␤ϭ2 00 /(1 ϩ 00 ).
Only the D*→D 0 ,D 0 →K Ϫ ϩ decay mode is used. We applied the same selection criteria that were used in the branching fraction measurements to obtain the D* samples. The sample was divided into five intervals in 0.0ϽxϽ0.5 and in five intervals in cos. Each of the K distributions was fitted to a Gaussian shape plus polynomial background. We repeat the same analysis procedure on the Monte Carlosimulated data to find the dependence of efficiencies on x and cos. Figures 34 and 35 show the efficiency-corrected and background-subtracted cos distributions for D* ϩ and D* 0 , respectively. We have compared these distributions with those predicted by our Monte Carlo simulation. The simulation appears to correctly model the data. This checks our results on spectra and B decay branching ratios because an incorrect simulation of the polarization may result in an incorrect determination of the detection efficiency. Figure 36 and Table VI show ␤ as a function of the scaled momentum variable x for D* 0 and D* ϩ .
VIII. DISCUSSION AND SUMMARY
In Table VII we compare our results with those from previous measurements. In order to make the comparison independent of D* and D decay branching fractions used in the different experiments, we give the product of the branching fractions.
Only the statistical error is reported here for our current results ͑third column͒ because the systematic error on these VIII. Inclusive B decay branching fractions to D and D*. The first error is statistical, the second is systematic, and the third one is propagated from quantities not measured in this analysis. See the respective sections for details. B(B→D 0 X) 0.636Ϯ0.014Ϯ0.019Ϯ0.018 B(B→D ϩ X) 0.235Ϯ0.009Ϯ0.009Ϯ0.024 B(B→D* 0 X) 0.247Ϯ0.012Ϯ0.018Ϯ0.018 B(B→D* ϩ X) 0.239Ϯ0.015Ϯ0.014Ϯ0.009 products of branching ratios cannot take advantage of some cancellations when we divide them by D and D* branching ratios measured in our own experiment. Our results are consistent with previous measurements, except for the B→D 0 X case where our branching fraction is significantly higher. The branching fraction B(B→D* 0 X) is measured here for the first time. The mode B(B→D* ϩ X) is reconstructed in the D* ϩ →D ϩ 0 decay mode for the first time. The result for B(B→D* ϩ X) in the D* ϩ →D 0 ϩ decay mode refers only to x D Ͼ0.15 and the previous one from CLEO only to x D Ͼ0.10. Table VIII summarizes the results on the inclusive B decay branching fractions. From the measurement of B(B→D* 0 X) we can determine the ratio B͑B→D* 0 X ͒ B͑B→D* ϩ X ͒ ϭ1.03Ϯ0.07Ϯ0.09Ϯ0.08, which is consistent with the naive expectation of 1.00. Using these new measurements, and previous ones shown in Table IX , we can now calculate the average number of charm quarks produced in B decay, ͗n c ͘ϭ1.10Ϯ0.05.
This value is consistent with the naive expectation of 1.15, but it is considerably lower than the value (ϳ1.30) required to account for the low value of the B semileptonic branching ratio in models where the channel b→c cs is enhanced ͓2,10-14͔.
