Given an open real interval ∆ and two selfadjoint operators A 1 , A 2 in a Π κ -space with n-dimensional resolvent difference we show that the difference of the total multiplicities of the eigenvalues of A 1 and A 2 in ∆ is at most n + 2κ.
Introduction and main result
For selfadjoint operators A 1 and A 2 in a Hilbert space with n-dimensional resolvent difference (that is dim (A 1 − λ ) −1 − (A 2 − λ ) −1 = n holds for some (and hence for all) λ ∈ ρ(A 1 ) ∩ ρ(A 2 )) it is well-known that for each open interval ∆ ⊂ R \ σ ess (A 1 ) we have eig(A 1 , ∆) − eig(A 2 , ∆) ≤ n, (1.1) where eig(A j , ∆) denotes the number of eigenvalues of A j in ∆ (counting multiplicities), j = 1, 2. In this note it is our main objective to generalize this theorem to the situation where A 1 and A 2 are selfadjoint operators in a Pontryagin space (for a detailed study of Pontryagin spaces and operators therein we refer to the monographs [1, 3, 4] ). Since in the proof for the Hilbert space case (see, e.g., [2, §9.3, Theorem 3]) it is essential that the underlying inner product is positive definite, it cannot be expected that the estimate (1.1) holds in the Pontryagin space situation. And indeed, the following simple example shows that (1.1) is not even true in a two-dimensional Π 1 -space. 
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We prove the theorem in section 2. Clearly, if the Pontryagin space is in fact a Hilbert space (i.e. κ = 0), then both (1.2) and (1. 
This holds in particular if the eigenvalues of A 1 and A 2 in ∆ are of positive type.
is a Pontryagin space with κ positive squares, then the application of Theorem 1.2 to the Pontryagin space (P, −[· , ·]) also yields (1.2) and (1.3). In the finitedimensional case this leads to the following corollary.
We conclude this section with an example which shows that equality in (1.3) is possible in the case κ = 1. 
Hence, n = 1. Moreover, σ (A 1 ) = {100i, −100i, 0} and A 2 has three distinct eigenvalues in (0, ∞).
Proof of the main result
Recall that an open interval (a, b) belongs to the resolvent set of a selfadjoint operator T in a Hilbert space (H , (· , ·)) if and only if
holds for all x ∈ dom T . The same inequality with the opposite relation, i.e.
. These relations will be used below. 
and
Proof. First of all we show that it is no restriction to assume that the operator A is 
the operator A has the following operator matrix representation:
In both cases (a) and (b) we have a, b ∈ ρ(A). Therefore, the inner product We are now ready to prove Theorem 1.2.
Proof of Theorem 1.2. It is no restriction to assume that the number of eigenvalues of A 1 in ∆ (counting multiplicities) is finite. By E j we denote the spectral function of the operator A j , j = 1, 2. Let ∆ ′ = (a, b) be a subinterval of ∆ which contains all the eigenvalues
. According to Proposition 2.1 for j = 1, 2 we have decompositions
, and
Evidently,
Assume that there exists x ∈ K with Q 1 x = 0 and
A contradiction. Therefore, the restriction of the linear mapping Q 1 to K is one-to-one which yields dim K ≤ dim Q 1 P, i.e.
On the other hand, as dim(dom A 2 /D) = n it follows that
and we obtain
This implies sig(L ∆ ′ (A 2 )) − sig(L ∆ ′ (A 1 )) ≤ n and hence also eig(A 2 , ∆ ′ ) ≤ n + 2κ + eig(A 1 , ∆). Now, it is clear that eig(A 2 , ∆) is finite, and the relations (1.2) and (1.3) follow.
