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To describe many-particle systems suspended in incompressible low-Reynolds-number fluids, effec-
tive hydrodynamic interactions can be introduced. Here, we consider particles embedded in elastic
media. The effective elastic interactions between spherical particles are calculated analytically, in-
spired by the approach in the fluid case. Our experiments on interacting magnetic particles confirm
the theory. In view of the huge success of the method in hydrodynamics, we similarly expect many
future applications in the elastic case, e.g. for elastic composite materials.
PACS numbers: 82.70.-y,47.15.G-,46.25.-y,81.05.Qk
Hydrodynamics determines our daily life. Examples
are given by the flow of air into our lungs [1], drinking
of beverages and digestive processes [2], technical appli-
cations such as microfluidic devices [3], or shape opti-
mization of planes, vehicles, ships, and propellers [4]. All
these processes are described by the Navier-Stokes equa-
tions [5] or variants thereof. This set of equations typi-
cally poses significant challenges during solution due to
a convective nonlinearity reflecting inertial effects. Basi-
cally, turbulence is driven by the inertial term. It often
renders analytical solutions impossible.
The situation changes for small dimensions and veloc-
ities or high viscosity. Then, the relative strength of in-
ertial effects, measured by the Reynolds number, is low.
The nonlinearity can be neglected. A Green’s function
in terms of the so-called Oseen matrix is then available,
which formally solves the problem analytically [6, 7]. In
this way, semi-dilute colloidal suspensions, i.e. the dis-
persion of nano- to micrometer-sized particles in a fluid
[7, 8], or microswimmer suspensions [9] are described ef-
fectively. The explicit role of the fluid is eliminated and
replaced by effective hydrodynamic interactions between
the suspended particles [6, 7].
Despite the success of this theoretical approach for col-
loidal suspensions, hardly any investigations consider a
surrounding elastic solid instead of a suspending fluid.
This is surprising, since, as we show below, the formalism
can be adapted straightforwardly to linearly elastic ma-
trices and is confirmed by our experiments. Our approach
will, for instance, facilitate describing the response of
elastic composite materials to external stimuli. Such ma-
terials consist of more or less rigid inclusions embedded
in an elastic matrix. They are of growing technological
interest and may serve, e.g., as soft actuators or sound
attenuation devices [10].
In previous theoretical studies, the physics of one single
rigid or deformable inclusion was addressed [11, 12], also
under acoustic irradiation [13]. For more than a single
inclusion, mainly the so-called load problem was analyzed
theoretically for a pair of rigid inclusions: one prescribes
displacements of two rigid inclusions in an elastic matrix,
and then determines the forces necessary to achieve these
given displacements [14].
Here, we take the converse point of view, based on
the cause-and-effect chain in our experiments: external
forces are imposed onto the inclusions, or mutual forces
between the inclusions are induced, for example to actu-
ate the material or to tune its properties. In response to
the forces, the inclusions are displaced. Since they cannot
penetrate through the surrounding elastic matrix, they
transmit the forces to the matrix and distort it. Such dis-
tortions lead to mutual long-ranged interactions between
the inclusions, in analogy to hydrodynamic interactions
in colloidal suspensions [6, 7, 15].
We present a basic derivation of analytical expressions
for these interactions from the underlying elasticity equa-
tions. Then, we verify the theory by experiments on rigid
paramagnetic particles embedded in soft elastic matrices.
Mutual particle interactions are induced by an external
magnetic field. As we demonstrate, theory and experi-
ment are in good agreement, and also allow for microrhe-
ological measurements [16].
For simplicity, we assume a homogeneous, isotropic,
infinitely extended elastic matrix, and low-amplitude de-
formations. Applying a bulk force density fb(r) to the
matrix, its equilibrated state satisfies the linear elasto-
static Navier-Cauchy equations [17],
∇2u(r) + 1
1− 2ν∇∇ · u(r) = −
1
µ
fb(r). (1)
This is the elastic analogue to the linearized Stokes equa-
tion in low-Reynolds-number hydrodynamics [7]. Instead
of velocities, u(r) here denotes the displacement field, de-
scribing the reversible relocations of the volume elements
from their initial positions during deformations. µ is the
shear modulus of the matrix and ν its Poisson ratio, con-
nected to its compressibility [18]. We consider an incom-
pressible matrix, i.e. ∇·u(r) = 0 along with ν = 0.5. Yet,
in contrast to the hydrodynamic case, also compressible
elastic systems are readily addressed, and we present the
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FIG. 1. Illustration of the reflection of a displacement field
u
(0)
i induced by (a) the force Fi that displaces particle i by
U
(0)
i . (b) Due to u
(0)
i , particle j gets displaced by U
(1)
j and
would be distorted as described by a stresslet −S(1)j (rotations
Ω
(1)
j not depicted for simplicity). (c) However, particle j is
rigid and resists to deformation, expressed by a counteract-
ing stresslet S
(1)
j , which results in a displacement field u
(1)
j .
(d) The reflected u
(0)
i , i.e. u
(1)
j , displaces particle i by U
(2)
i .
corresponding expressions in the supplemental material
[19].
Importantly, for a point force density fb(r) = Fδ(r)
acting on the matrix, the resulting deformation field can
be calculated analytically from Eq. (1) via Fourier trans-
form as u(r) = G(r) · F. Here,
G(r) =
1
8piµ
[
1
r
Iˆ +
rr
r3
]
(2)
is the corresponding Green’s function [18], Iˆ the iden-
tity matrix, r=|r|, and the underscore marks second-rank
tensors and matrices. Still, it is practically impossible to
explicitly solve Eq. (1) analytically in the presence of sev-
eral rigid embedded particles of finite size. An iterative
procedure resolves this problem, see Fig. 1.
We consider N rigid spherical particles of radius a,
with no-slip boundary conditions on their surfaces. First
we only address the ith particle at position ri, subject
to an external force Fi. The embedded particle trans-
mits this force to the surrounding matrix and induces a
displacement field
u
(0)
i (r) =
(
1 +
a2
6
∇2
)
G(r− ri) · Fi. (3)
This field is the elastic analogue of hydrodynamic Stokes
flow [6, 7], for elastic media. Inserting Eq. (2) repro-
duces a corresponding expression in Ref. 12. Eq. (3) is
confirmed as it satisfies Eq. (1), shows the correct limit
u
(0)
i (r) = G(r−ri) · Fi for |r− ri| > a when a → 0, and
for |r− ri| = a is constant on the particle surface. Thus,
Eq. (3) for |r− ri| = a reveals the rigid displacement
U
(0)
i = u
(0)
i (|r− ri| = a) =
1
6piµa
Fi (4)
of the ith particle in response to Fi in accord with the
no-slip conditions at |r− ri| = a.
To find the effective elastic interactions between par-
ticles i and j (j 6= i), we take the induced displacement
field u
(0)
i (r) as given. We need to determine how particle
j reacts to the imposed field u
(0)
i (r). In general, particle
j can be rigidly translated by a displacement vector U
(1)
j
and rigidly rotated by a rotation vector Ω
(1)
j . Taking into
account the no-slip conditions on the surface ∂Vj of the
jth particle, the equality
U
(1)
j +Ω
(1)
j × (r−rj) = u(0)i (r) +
∫
∂Vj
G(r−r′) · f(r′)dS′
(5)
must hold for all r ∈ ∂Vj . That is, the rigid displacement
of each point on the surface shell of particle j (l.h.s.) must
equal the displacement field in the matrix at the same
point (r.h.s.). The latter is given by the imposed dis-
placement field, here u
(0)
i (r), plus the deformation that
the particle surface itself induces in the matrix, i.e. the
integral term. Also an externally imposed global dis-
placement field could be included (on the r.h.s.). f(r′)
describes the surface force density exerted by the surface
of particle j onto the matrix.
Such an embedded particle will translate and rotate
as dictated by the surrounding matrix. We obtain the
expression for U
(1)
j by integrating Eq. (5) over ∂Vj . Sim-
ilarly, for Ω
(1)
j , Eq. (5) is multiplied dyadically by r− rj ,
and after integration over ∂Vj the antisymmetric part is
extracted. To perform the calculation, u
(0)
i (r) is Taylor
expanded around rj . Moreover, we use that Eq. (1) for
r /∈ ∂Vi leads to ∇4u(0)i (r) = 0 and ∇×∇2u(0)i (r) = 0.
The last term in Eq. (5) vanishes at this stage as no to-
tal net external force or torque is applied to particle j at
the present step of iteration. In the end, we recover the
elastic analogues of the hydrodynamic [6, 7, 20] Faxe´n
laws
U
(1)
j =
(
1 +
a2
6
∇2
)
u
(0)
i (r)
∣∣∣∣
r=rj
, (6)
Ω
(1)
j =
1
2
∇× u(0)i (r)
∣∣∣∣
r=rj
. (7)
This is how particle j is translated and rotated in the field
u
(0)
i (r) induced by particle i. Yet, elastic retroaction oc-
curs between the particles, as described in the following.
The force densities f(r′) in Eq. (5) that the particles
exert on their environment in general will not vanish iden-
tically. Since the particles are rigid, they resist any defor-
mation that u
(0)
i would imply. Thus, they exert counter-
acting stresses onto the deformed matrix. The stresslet
exerted by particle j onto the matrix can be denoted as
Sj =
∫
∂Vj
dS′{[f(r′)r′ + (f(r′)r′)T ]/2 − Iˆ [f(r′) · r′]/3},
where [•]T marks the transpose. In our case, we can di-
3rectly calculate from Eq. (5) the stresslet S
(1)
j that parti-
cle j exerts onto the matrix when it resists to the defor-
mation described by u
(0)
i (r). To find the expression for
S
(1)
j , one proceeds in the same way as described above
for Ω
(1)
j but eventually extracts the symmetric part. The
latter contains the definition of S
(1)
j . We obtain
S
(1)
j =
10piµa3
−3
(
1 +
a2
10
∇2
)[
∇u(0)i (r) +
(∇u(0)i (r))T ]∣∣∣
rj
.
(8)
This stresslet leads to additional distortions of the ma-
trix, see Fig. 1, described by a displacement field u
(1)
j (r)
that overlays u
(0)
i (r). We find u
(1)
j (r) from the general
expression uj(r) =
∫
∂Vj
dS′G(r− r′) · f(r′) by Taylor ex-
panding the Green’s function in r′ around r′ = rj . The
definition of Sj shows up as the symmetric part of the
second-order term of the series, similarly to the hydrody-
namic case [6, 20], leading to
u
(1)
j (r) = −
(
S
(1)
j · ∇
)
·G(r− rj). (9)
This expression completes our first step of iteration.
In the second step, it is particle i that is exposed to the
field u
(1)
j (r). Correspondingly, we find its reaction from
Eqs. (6)–(9) by replacing (u
(0)
i ,U
(1)
j ,Ω
(1)
j ,S
(1)
j ,u
(1)
j , rj)
with (u
(1)
j ,U
(2)
i ,Ω
(2)
i ,S
(2)
i ,u
(2)
i , ri). Particle i now feels
the consequences of its self-generated field u
(0)
i (r) re-
flected by particle j in the form of u
(1)
j (r). Therefore,
the procedure was termed method of reflections in hydro-
dynamics [6, 7]. The displacement U
(2)
i in Fig. 1 results
from this reflection. We have not found in the hydro-
dynamic derivation [7] the above reasoning of explicitly
imposing on the matrix environment the rigidity-induced
stress.
In principle, this refinement of the deformation field via
back-and-forth reflections between the two particles can
be continued, leading to increasingly-higher-order correc-
tions in a/rij , where rij = |ri − rj |. For our exam-
ple systems below, these iterations converge quickly, see
Fig. 3(c), so that it is sufficient to consider contributions
up to (including) order r−4ij .
Due to the linearity of Eq. (1), we can sum up the par-
ticle displacements obtained from the different steps of it-
eration. Moreover, we can consider external forces Fi on
all particles and calculate the resulting net displacements
Ui due to the mutual elastic interactions (i = 1, ..., N).
These contributions superimpose. In analogy to the hy-
drodynamic [7] mobility matrix we express the result by
an elastic displaceability matrix M:U1...
UN
 =
M11 . . . M1N... ... ...
MN1 . . . MNN
 ·
F1...
FN
 . (10)
FIG. 2. Illustration of example three-body contributions in
Eq. (13). The force Fj on particle j induces a displace-
ment field that is reflected from particle k due to its rigid-
ity. Depending on its position, particle i is effectively at-
tracted or repelled by particle j (strongest under coaxial align-
ment), pulled towards particle k (bypass), or not affected at
all (dashed).
Limiting ourselves to contributions up to (including) or-
der r−4ij , we find
Mi=j =M0
[
Iˆ−
N∑
k=1
k 6=i
15
4
(
a
rik
)4
rˆikrˆik
]
, (11)
Mi 6=j =M0
3
4
a
rij
[(
Iˆ+rˆij rˆij
)
+ 2
(
a
rij
)2(
1
3
Iˆ− rˆij rˆij
)]
+ M
(3)
i6=j , (12)
where M0 = 1/6piµa and rˆij = rij/rij (i, j = 1, 2, ..., N).
In Eq. (11), Iˆ represents the immediate displacement of
particle i due to the force Fi (U
(0)
i in Fig. 1). The second
term ∼r−4ik describes the rigidity-induced reflection from
another particle (U
(2)
i in Fig. 1). It counteracts U
(0)
i , or
vanishes for Fi ⊥ rˆik.
In Eq. (12), Iˆ+rˆij rˆij expresses the consequence of the
force Fj acting on particle j: particle i is relocated in
the induced displacement field (U
(1)
j in Fig. 1, for i↔ j).
The term∼r−3ij corrects this displacement field due to the
finite size of particle j, in analogy to the Rodne-Prager
formula in the fluid case [7]. M
(3)
i 6=j describes additional
three-body interactions ∼ r−4ij calculated in full analogy
to the above procedure for the two-body interaction,
M
(3)
i 6=j =M0
15
8
N∑
k=1
k 6=i,j
(
a
rik
)2(
a
rjk
)2[
1− 3(rˆik · rˆjk)2
]
rˆikrˆjk.
(13)
That is, the deformation field induced by a force on a first
particle j spreads to a second particle k, from where it
is reflected towards the third particle i. The angular de-
pendence allows for configuration-dependent attractive,
repulsive, or bypass contributions, see Fig. 2.
Eqs. (10)–(13) represent the central theoretical result.
Up to (including) order r−4ij it is exact, higher-body in-
teractions for N > 3 do not enter (see Ref. 19 for N = 4).
To confirm and illustrate the merit of the theory, we per-
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FIG. 3. (a) Schematic of the samples. After fabrication of
the bottom gel layer (I), the paramagnetic nickel (Ni) particles
are placed into the center plane (dashed), before the top layer
(II) is added. The enclosing plastic molds are open to the top
for optical investigation. (b) Snapshot of a system of two Ni
particles (diameters 150.6±1.9 µm) embedded in a soft elastic
gel, here for vanishing external magnetic field. (c,d) Change
in distance ∆r12 between the two particles when applying an
external magnetic field along different directions in the par-
ticle plane via clockwise rotation. The horizontal arrow in
(b) defines the angle of 0◦. Data points in (d) were measured
experimentally. The line is calculated from the theory, where
shaded areas arise from uncertainties in the experimental in-
put values. An elastic modulus of µ = 83.0 ± 14.3 Pa is ex-
tracted. The “zoom” in (c) highlights the rapid convergence
of the theory.
formed experiments on small groups of paramagnetic par-
ticles embedded in a soft elastic gel matrix. Applying an
external magnetic field induced mutual magnetic forces
between the particles. Rotating the magnetic field tuned
these forces. The resulting relative displacements of the
particles were tracked by optical microscopy.
We used paramagnetic Nickel (Ni) particles obtained
from Alfa Aesar (−100 + 325 mesh, purity 99.8%). The
magnetic hysteresis curves (measured by a vibrating sam-
ple magnetometer, Lake Shore 7407) showed a low rema-
nence of ∼ 7.5 kA/m, a low coercive field of ∼ 2.4 mT,
and a volume magnetization of 291±17 kA/m under an
external magnetic field of ∼ 216 mT. We carefully se-
lected Ni particles of similar sizes (deviation less than 2%
within each group) and a roundness >∼ 0.91 (measured by
image analysis [21]). These particles were embedded in
the middle plane of a soft elastic polydimethylsiloxane-
based [22] gel, see Fig. 3(a). First, a bottom gel layer
with a thickness of 3.3 mm and a diameter of 24 mm
was prepared in a plastic mold. Second, after sufficient
stiffening (∼ 0.5 h), the Ni particles were carefully de-
posited on its top around the center. Third, a top gel
layer with the same composition and size as the bottom
layer was added. To ensure good connection between the
(a)
(b)
(c)
(d)
FIG. 4. Same as in Fig. 3(b) and (d), now for a three-particle
system. (a) The snapshot was taken for vanishing exter-
nal magnetic field (particle diameters 208.5±2.3 µm). (b–d)
Changes ∆rij in all three distances (i, j = 1, 2, 3, i 6= j). The
elastic modulus is µ = 76.3± 11.7 Pa.
two layers, at least 7 days of cross-linking were allowed.
Using a 32-magnet Halbach array to generate a ho-
mogeneous magnetic field [22], we applied ∼ 216 mT to
the embedded Ni particles, which is close to saturation.
Starting from the initial direction, the magnetic field was
rotated clockwise for 180◦ in 18 steps within the plane
containing the Ni particles. Their center-of-mass posi-
tions were tracked by a CCD camera (MATRIX VISION
mvBlueCOUGAR-S) with the zoom macro lens (Navitar
Zoom 7000) mounted above the samples and subsequent
image analysis [21].
We measured the changes in particle distance ∆rij
(i 6= j) for a two- and three-particle system, see Figs. 3
and 4, respectively, when rotating the external magnetic
field. Forces Fi on the particles result from mutual mag-
netic interactions. Due to substantial particle separa-
tions, we approximate the induced magnetic moments as
point dipoles [23]. Thus, we find [24]
Fi = − 3µ0m
2
4pi
N∑
j=1
j 6=i
5rˆij(mˆ · rˆij)2 − rˆij − 2mˆ(mˆ · rˆij)
r 4ij
,
(14)
with µ0 the vacuum permeability and m = mmˆ the
induced magnetic moments, considered identical for all
particles in the close-to-saturating homogeneous exter-
nal magnetic field. Using as input parameters the exper-
imentally determined particle positions, sizes, and mag-
netization, we extracted the elastic shear modulus and
calculated all changes ∆rij from Eqs. (10)–(14). The
magnetic forces Fi after displacement are determined it-
eratively. Perfect agreement between theory and exper-
iment in Figs. 3 and 4 supports the significance of the
theoretical approach and highlights its potential for mi-
5crorheological measurement of the shear modulus.
In summary, we considered rigid spherical particles dis-
placed against a surrounding elastic matrix by externally
induced forces. We derived analytical expressions to cal-
culate the resulting particle displacements. Mutual in-
teractions due to induced matrix deformations are effec-
tively included. This renders the procedure a promising
tool to describe the behavior of elastic composite mate-
rials [25]. Our experiments on paramagnetic particles in
a soft elastic gel matrix and subject to tunable magnetic
interactions confirm the potential of the theory.
Upon dynamic extension, a prospective application
concerns macroscopic rheology [26], or nano- and mi-
crorheology [16] where the matrix properties are tested
by external agitation of embedded probe particles. Also
biological and medical questions are addressable in this
way, for instance cytoskeletal properties [16, 27]. An ex-
tension of the theory to include imposed torques on the
particles, e.g., due to magnetic anisotropy, is straightfor-
ward and will be presented in the near future.
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6SUPPLEMENTAL MATERIAL
As stressed in the main text, the derivation of the displaceability matrix can likewise be performed for compressible systems.
Following the same steps of derivation as in the main text, we present below the corresponding expressions for completeness.
Apart from that, we add further experimental results and comparison with the theory for a four-particle system, in complete
analogy to our presentation for the three-particle system in the main text.
Expressions for a compressible elastic matrix
For clarity and to facilitate the comparison with the
hydrodynamic fluid case, we have presented in the main
text the expressions for an incompressible elastic system.
That is, the system tends to locally preserve the volume
of all its volume elements during any type of elastic defor-
mation. However, and in contrast to the hydrodynamic
fluid case [6, 7, 20], for elastic matrices it is straightfor-
ward to allow for compressibility in the derivation. This
extended derivation proceeds in direct analogy to the one
presented in the main text.
We again assume a homogeneous and isotropic elastic
matrix of infinite extension. Once more, we start from
the linear elastostatic Navier-Cauchy equations [17],
∇2u(r) + 1
1− 2ν∇∇ · u(r) = −
1
µ
fb(r). (15)
As in the main text, u(r) denotes the displacement field,
µ the shear modulus of the matrix [18], ν the Poisson
ratio [18], and fb(r) the bulk force density. Now, we do
not restrict our analysis to incompressible materials that
locally adhere to ∇ · u(r) = 0, and we do not assign a
specific value to ν.
The resulting Green’s function for a point force density
fb(r) = Fδ(r) then reads [18]
G(r) =
1
16pi(1− ν)µ
[
3− 4ν
r
Iˆ +
rr
r3
]
. (16)
Using this expression, if an external force Fi is acting on
a rigid spherical particle i of radius a embedded in the
matrix with no-slip boundary conditions on its surface, a
displacement field
u
(0)
i (r) =
(
1 +
a2
6
∇2
)
G(r− ri) · Fi (17)
is induced. Eq. (17) has the same form as in the main
text, but G is different, see Eq. (16). Again, the validity
of Eq. (17) is confirmed as it satisfies Eq. (15), shows the
correct limit u
(0)
i (r) = G(r−ri) ·Fi for |r− ri| > a when
a → 0, and for |r− ri| = a is constant on the particle
surface. For |r− ri| = a, it reveals the rigid displacement
U
(0)
i = u
(0)
i (|r− ri| = a) =
5− 6ν
24pi(1− ν)µaFi (18)
of the ith particle in response to Fi.
The no-slip condition under our assumptions applies
on the surface ∂Vj of a particle j also for compressible
matrices. Thus Eq. (5) in the main text preserves its
shape, i.e.
U
(1)
j + Ω
(1)
j × (r− rj) = u(0)i (r) +
∫
∂Vj
G(r− r′) · f(r′)dS′,
(19)
where U
(1)
j denotes the translation of particle j, Ω
(1)
j
is its rotation, the displacement field u
(0)
i (r) is induced
by particle i, and f(r′) denotes the surface force density
that particle j exerts on the surrounding matrix. The
derivation of expressions for U
(1)
j and Ω
(1)
j in the form of
the Faxe´n laws follows the same strategy as described in
the main text and leads to
U
(1)
j =
(
1 +
a2
6
∇2
)
u
(0)
i (r)
∣∣∣∣
r=rj
, (20)
Ω
(1)
j =
1
2
∇× u(0)i (r)
∣∣∣∣
r=rj
. (21)
Also the stresslet Sj exerted by particle j onto the ma-
trix is derived in analogy to what is described in the
main text. In general, for compressible systems, this
stresslet is given by the expression Sj =
∫
∂Vj
dS′[f(r′)r′+
(f(r′)r′)T ]/2. This expression slightly differs from the one
introduced below Eq. (7) in the main text for incompress-
ible systems. There, a trace-free definition was used to
exclude compressions and dilations of the matrix, which
needs to be the case for volume-conserving systems. It
can be seen from the main text that the difference in
definitions plays no actual role for our derivation. The
reason is Eq. (9), where the extra term ∼ Iˆ in the incom-
pressible case only leads to a contribution ∼ ∇ ·G. Yet,
∇·G vanishes in the incompressible case. Therefore, fol-
lowing the same strategy as described in the main text,
we obtain
S
(1)
j = −
4pi(1− ν)µa3
4− 5ν
(
1 +
a2
10
∇2
)[
1
1− 2ν Iˆ∇·u
(0)
i (r)
+
5
2
(
∇u(0)i (r) +
(∇u(0)i (r))T)
]∣∣∣∣∣
r=rj
. (22)
Likewise, the displacement field u
(1)
j (r) resulting from the
rigidity of particle j and its resistance to deformation,
7expressed by the stresslet S
(1)
j , is calculated as described
in the main text. Eq. (22) here contains a term ∼ 1/(1−
2ν), which would diverge for ν → 0.5. However, it gets
canceled by a counter-factor ∼ (1−2ν) in the calculation.
More precisely, upon inserting Eq. (17) into Eq. (22), the
expression ∇ ·G appears; straightforward calculation of
∇ ·G via Eq. (16) leads to a factor ∼ (1 − 2ν). In the
end, u
(1)
j (r) has the same form as Eq. (9) in the main
text,
u
(1)
j (r) = −
(
S
(1)
j · ∇
)
·G(r− rj). (23)
In the next step, again, the reaction of particle i in
response to the field u
(1)
j (r) is obtained from Eqs. (20)–
(23) by replacing (u
(0)
i ,U
(1)
j ,Ω
(1)
j ,S
(1)
j ,u
(1)
j , rj) with
(u
(1)
j ,U
(2)
i ,Ω
(2)
i ,S
(2)
i ,u
(2)
i , ri).
Summing up the contributions from the different steps
of iteration and considering all N particles simultane-
ously leads to an expression in the form of an elastic
displaceability matrix M as given in the main text:U1...
UN
 =
M11 . . . M1N... ... ...
MN1 . . . MNN
 ·
F1...
FN
 . (24)
Limiting ourselves to contributions up to (including) or-
der r−4ij , we find for a compressible system the more gen-
eral expressions
Mi=j =M0
{
Iˆ−
N∑
k=1
k 6=i
3
4(4− 5ν)(5− 6ν)
(
a
rik
)4
[(
37− 44ν + 10(1− 2ν)2
)
rˆikrˆik
+ 5(1− 2ν)2
(
Iˆ− rˆikrˆik
) ]}
, (25)
Mi 6=j =M0
3
2(5− 6ν)
a
rij
[(
4(1− ν)− 4
3
(
a
rij
)2)
rˆij rˆij
+
(
3− 4ν + 2
3
(
a
rij
)2)(
Iˆ− rˆij rˆij
)]
+ M
(3)
i 6=j ,
(26)
where M0 = (5 − 6ν)/24pi(1 − ν)µa and rˆij = rij/rij
(i, j = 1, 2, ..., N). Here, the three-body interactions con-
tribute as given by M
(3)
i6=j in the form
M
(3)
i 6=j =M0
3
8(4− 5ν)(5− 6ν)
N∑
k=1
k 6=i,j
(
a
rik
)2(
a
rjk
)2
[
−10(1− 2ν)
(
(1− 2ν)((rˆik · rˆjk )ˆI + rˆjkrˆik)
+3(rˆik · rˆjk)(rˆikrˆik + rˆjkrˆjk)− rˆikrˆjk
)
+3
(
7− 4ν − 15(rˆik · rˆjk)2
)
rˆikrˆjk
]
. (27)
The corresponding expressions for incompressible sys-
tems in the main text readily follow from Eqs. (24)–(27)
by setting the Poisson ratio ν = 0.5. Here, we derived
and listed the more general expressions for compressible
elastic matrices.
Four-particle system
In addition to the two- and three-particle samples de-
scribed in the main text, we also generated and analyzed
four-particle systems. Their preparation, experimental
analysis, and the corresponding comparison with the the-
ory are in complete analogy to the three-particle system
described in the main text. We recall that our theoretical
description in the main text up to the investigated order
(including r−4ij ) is exact for arbitrary particle numbers.
No higher-body interactions appear to this order. There-
fore, Eqs. (10)–(14) in the main text also apply to sys-
tems of particle numbers N > 3 up to (including) order
r−4ij , i.e. if the particle separations are not significantly
reduced.
Thus, our four-particle results predominantly provide a
supplement to the results presented in the main text. Our
experimental and theoretical results for the four-particle
system are depicted in Fig. 5. One could continue to
further increasing particle numbers in the same way.
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FIG. 5. Same as in Figs. 3 and 4 in the main text, here for a four-particle system. (a) The snapshot was taken for vanishing
external magnetic field (particle diameters 204.4±2.2 µm). (b–g) Changes ∆rij in all six distances (i, j = 1, 2, 3, 4, i 6= j).
Good agreement between theory (red line) and experiments (blue squares) is observed, and the modulus of the gel matrix for
this system is obtained as 85.7±12.6 Pa.
