Abstract
Introduction
Advanced human-computer interfaces increasingly rely on sources of multiple yet often unreliable information. Ambiguity and noise embedded in such sources make the use of statistical inference crucial for interface applications. We address the application of dynamic Bayesian network (DBN)models [3] to the task of detecting whether a user is speaking to the computer.
DBNs are a class graphical probabilistic models, derived from the better known Bayesian networks (c.f. [8, 7] ). Bayesian networks have been successfully employed in a wide range of expert system and decision support applications. One example is the Lumière project [6] at Microsoft, which used Bayesian networks to model user goals in Windows applications. DBNs graphically encode dependencies among sets of random variables who evolve in time. They elegantly combine the benefits of both data-and expertdriven models. On one hand, the structure of dependencies Please direct all correspondence to Vladimir Pavlović at the above address.
among variables can be a priori determined by an expert designer who has the knowledge of the task domain. On the other, the strength of those influences can be learned from large sets of data. Some applications of DBNs can be found in [1] .
In this paper we demonstrate the use of DBNs in fusing multiple visual and audio sensors, contextual information, temporal constraints and one's expert knowledge in solving the challenging speaker detection problem. We improve the static network architecture of [12] through a network, shown in Figure 6 , which dynamically combines the outputs of five simple "off-the-shelf" algorithms to detect the presence of a speaker. The structure of the network encodes the context of the sensing task and knowledge about the operation of the sensors. The conditional probabilities along the arcs of the network relate the sensor outputs to the task variables. These probabilities are learned automatically from training data. We have analyzed this problem in a an interactive scenario of a Genie Casino Kiosk [11, 2] which plays a multi-agent blackjack game with a human user. This paper makes a contribution by demonstrating the representational strength of DBNs in fusing temporal data coming from different weak sensors with the expert knowledge of the task domain and contextual state of the environment. We present a network architecture of Figure 6 which infers the state of the speaker who actively interacts with the Genie Casino game. Our evaluation of the learned DBN model indicates its superiority over previous static BN models [12] .
Speaker Detection Problem
Speaker detection is a fundamental problem in any human-centered computer system. We argue that for a person to be an active user (speaker), he must be expected to speak, facing the system and actually speaking. Visual cues can be useful in deciding whether the person is facing the system and whether he is moving his lips. However, they are not capable on their own to distinguish an active user from an active listener (listener may be smiling or nodding). Audio cues, on the other hand, can detect the presence of relevant audio in the environment. Unfortunately, simple audio cues are not sufficient to discriminate a user in front of the system speaking to the system from the same user speaking to another individual. Finally, contextual information describing the "state of the world" also has bearing on when a user is actively speaking. For instance, in certain contexts the user may not be expected to speak at all. Hence, audio and visual cues as well as the context need to be used jointly to infer the active speaker.
The Smart Kiosk [11, 2] developed at Compaq's Cambridge Research Lab (CRL) provides an interface which allows the user to interact with the system using spoken commands. The public, multi-user nature of the kiosk application domain makes it ideal as an experimental setup for speaker detection task. The kiosk (see Figure 1(a) ) has a camera mounted on the top that provides visual feedback. A microphone is used to acquire speech input from the user. This setup forms an ideal testbed for our problem. We have analyzed the problem of speaker detection in a specific scenario of the Genie Casino Kiosk. This version of kiosk simulates a multiplayer blackjack game (see Figure 1(b) .) The user uses a set of spoken commands to interact with the dealer (kiosk) and play the game.
Sensors
Audio and visual information can be obtained directly from the two kiosk sensors. We use a set of five "offthe-shelf" visual and audio sensors: the CMU face detector [13] , a Gaussian skin color detector [15] , a face texture detector, a mouth motion detector, and an audio silence detector. These components have the advantage of either being easy to implement or easy to obtain, but they have not been explicitly tuned to the problem of speaker detection. A more detailed description of skin, texture, face and mouth motion detectors can be found in [12] .
Contextual sensor is, as it will become clear later, of utmost importance. It provides the state of the environment which may help in inferring the state of the user. Contextual information can tell whether the user is expected to speak or not. For example, when a computer has asked the user for some information, the likelihood of the user speaking increases. On the contrary, when the computer is answering some simple query made by the user the likelihood of an active speaker decreases. In our setup we select a simplified state of the game as the contextual information. Namely, two game states are encoded: the user's turn (to interact) and its complement. Onsets of contextual states are marked with beeps of specific frequencies. To avoid possible distraction the frequency encoded contextual signal is directly sent to the camcorder without being played on the speakers (see Figure 1(b).) 
Dynamic Bayesian Networks for Speaker Detection
Dynamic Bayesian networks are a class of Bayesian Networks specifically tailored to model temporal consistency present in some data sets. Bayesian networks (BN) (c.f. [8, 7] ) are a convenient graphical way of describing dependencies among random variables. Variables are represented as nodes in directed acyclic graphs whose arc "weights" correspond to conditional probability distributions (tables or functions) among dependent variables. See [8, 7] for a thorough coverage of this subject.
There are two computational tasks that must be performed in order to use BNs as classifiers. After the network topology (dependency among variables) has been specified, the first task is to obtain the local conditional probability tables (CPTs) for each variable conditioned on its parent(s). Once the CPTs have been specified (either through learning or from expert knowledge), the remaining task is inference, i.e., computing the probability of one set of nodes (the query nodes) given another set of nodes (the evidence nodes). In our speaker detection the evidence nodes are the discretized outputs of the sensors and the query node is the probability of a detected speaker. See [7] for more details on the standard BN algorithms.
In addition to describing dependencies among different static variables DBNs [3] describe probabilistic dependencies among variables at different time instances. In general, a DBN has a specific structure shown in an example in Figure 6 . A set of random variables at each time instance t is represented as a static BN. Out of all the variables in this set temporal dependency is imposed on some.
Namely, distribution of some variable x i;t at time t depends on a variable at time t , 1, x j;t,1 through some conditional distribution Pr x i;t jx j;t,1 . An example of this structure is depicted in Figure 6 . Probability distribution among all variables in a DBN can in general be written as Pr x 1 ; : : : ; x T = Pr x 1 Q T t=2 Pr x t jx t,1 . It is worth noting that some specific stochastic time-series models now classified as DBNs have been known for many years. For instance, linear dynamic systems and hidden Markov models [9] are indeed special cases of DBNs with continuous and discrete variables, respectively.
A major benefit of the DBNs is that their wellconstrained network structure allows for simplified inference. Sometimes complex inference in general BNs reduces to a two-step generalized forward-backward message passing procedure in DBNs [4] . An example of this technique is well known from HMM literature. In linear dynamic systems, for instance, these procedures are better known under their Kalman filtering and smoothing names. While the inference in DBNs may reduce to these simple techniques, the BN origin of the model still allows for a plethora of other BN-only inference techniques to be adapted to DBNs. In particular, in DBN structures more complex than an LDS or HMM other inference techniques may be necessary that do not exist in the simple models. More details can be found in [5, 1] .
Besides the more constrained structure, another crucial assumption that justifies special treatment of DBNs lies in the fact that entries (parameters) of conditional distributions associated with the network are (almost always) assumed not to vary over time, e.g., Pr x i;t jx j;t,1 depends only on i; j and not on t; t,1. This allows for a very compact representation of DBNs. Together with the simplified inference, compact representation allows for efficient EM learning algorithms to be applied. Sufficient statistics required by EM learning need only be computed within one and across two consecutive time slices. An example of this is Baum-Welch learning algorithm in HMMs [9] . As in the case of inference, learning in complex DBN structures can benefit from their BN-origins [5, 1] .
Our speaker detection problem represents a challenging ground for testing the representational power of DBN models in a complex multi-sensor fusion task. Different types of sensors need to be seamlessly integrated in model that both reflects the expert knowledge of the domain and the sensors and benefits from the abundance of observed data. We approach the model building task by first tackling the expert design of networks that fuse individual sensor groups (video and audio). We then proceed with the integration of these sensor networks with each other, with contextual information, and over time. Finally, data-driven aspect comes into play with data-driven parameter learning.
Visual Network
Vision network models the dependence between the various observations made by the vision sensors. We want to use the various vision sensors to infer when the user is facing the kiosk and when he is near but not facing it directly. To accomplish that a small BN which takes the binary output of these sensors as its input and outputs the query variables corresponding to visibility and the frontal information of the user is designed. This network structure is also known as a polytree and is depicted in the graph shown in Figure 2 . The "visible" and "frontal" are not directly observed but are instead inferred from sensory data. Our expert knowledge leads us to the topology of the network. The user being "frontal" clearly depends on whether he is "visible". If the user is "visible" parts of his skin and face will appear in the image. On the other hand, the face detection sensor only detects frontal faces. Hence, it is plausible to connect it to the "frontal" node. Probability distribution defined where V;F;SK;TX;FD correspond to the "visual", "frontal", "skin", "texture", and "face detector" nodes, respectively. If one were simply to use the visual network as the speaker detector, the posterior distribution of interest would be Pr FjSK;TX;VD. This posterior can be efficiently obtained using a number of BN inference techniques (e.g., junction tree potentials). The optimal Bayesian decision that the the speaker was present is then made if Pr F = truejSK;TX;VD P r F = falsejSK;TX;VD.
Audio Network
The other components of sensory data available provide what we call the audio information. Namely, the silence detector and the mouth motion detector are used to infer whether the user is talking. Silence detector is used to detect audio signals present in the environment. To discriminate between the audio signal who originates in some background source (which may be noise) and the one coming as a result of the user speaking, we use a vision sensor (mouth motion detector) to supplement the audio signal. The resulting audio network is shown in Figure 3 . Binary "audio" query node captures the information about the user talking. This network demonstrates the fusion of the audio and the visual information at a very low level. Although the mouth motion detector is a vision sensor, it is more closely related to the silence detector than to other vision sensors. Probability distribution defined by the audio network is sim- ply Pr A; MM; SL = Pr APr SLjAPr MMjA, where A; MM; SL denote "audio", "mouth motion"', and "silence" nodes. If this network alone were to be used as the speaker detector, optimal decision could be made by comparing Pr A = truejM M ;S L to Pr A = falsejM M ;S L .
Integrated Audio-Visual Network
Once constructed, the audio and visual networks are fused to obtain the integrated audio-visual network. At this stage one would also like to incorporate any information the environment may play in deciding the user's state. The contextual information (state of the blackjack game), together with the visual and audio subnetworks is now fused into a single net through the virtue of the speaker node, as shown in Figure 4 . The chosen network topology represents our knowledge that both audio, visual, as well as contextual conditions need to be met for the decision on the presence of the speaker to be made: along the course of the game when the user is expected to speak he should be facing the kiosk and talking. To infer whether a user is speaking, one Again, this posterior can be easily obtained using a number of BN inference techniques.
Dynamic Network
The final step in designing the topology of the spekear detection network involves its temporal aspect. The character of the observation processes involved justifies the use of temporal dependencies. As it will be shown in the experimental section, noise and ambiguity of individual sensors at different time instances may lead to incorrect inference about the speaker. Fortunately, decisions about the speaker (as well as the frontal and audio states) does not change rapidly over time. In fact, if it is know with certain probability that the speaker is present before and after some time t a better informed decision can be expected to be made about the speaker at the time t. Equivalently, measurement information from several consecutive time steps can be fused to make a better informed decision. This expert knowledge becomes a part of the speaker detection network once the temporal dependency shown in Figure 5 presence of all possible arcs among the three nodes stems from our lack of exact knowledge about these temporal dependencies, i.e., we allow for all dependencies to be present and later on determined by the data. Formal techniques for this network structure learning can be found in [1] .
Incorporating all of the elements above elements into a single structure lead to the DBN shown in Figure 6 . Here the nodes shown in dotted lines are the direct observation nodes while the ones in solid are the unobserved nodes. The speaker node is the final speaker detection query node. Inference in this network now corresponds to finding the 
Learning
Given the topology of the DBN discussed in the previous sections learning of network parameters can formulated as the maximum likelihood parameter problem. A straightforward application of the EM algorithm for DBNs can iteratively lead to (locally) optimal CPTs that agree with the data.
To further simplify the learning procedure we isolated the learning of the "observation" portions of the DBN from the dynamic, transition CPTs. Namely, we first learned the "observation" network CPTs assuming no temporal dependencies, and then employ the fixed "observation" networks to learn the transition probabilities. While obviously suboptimal this procedure has been shown in practice to yield good parameter estimates that do not differ significantly from the optimal ones.
At this stage we draw the attention to a fact that in DBNs, the probability of staying in a certain state over consecutive time instances decays exponentially. In the speaker detection problem, this may not be a prefered model. Namely, in the constrained environment of a blackjack game durations of certain states tend to be fairly well defined. For instance, duration of words in the small vocabulary of the dealer agent effectively defines the duration of contextual states. These states, in turn, have significant bearing on when a user is the speaker. Thus, we also explored duration density DBN (DDDBN) models where state (speaker, frontal, audio) durations were explicitly modeled. Inference in these models becomes untractable as the length of the duration model increases. We adopted the techniques suggested in [10] for doing learning and inferencing in the DDDBN.
Experiments and Results
We conducted three experiments were conducted using a common data set. The data set comprised of five sequences of one user playing the blackjack game in the Genie Casino setup. The sequences were of varying duration (from 2000 samples to 3000 samples) totaling to 12500 frames. Figure 7 shows some of the recorded frames from the video sequence. Each sequence included audio and video tracks recorder through a camcorder along with frequency encoded contextual information (see Figure 1(b) .) The visual and audio sensors were then applied to audio and video streams. Because some of the sensors provide continuous estimates of their respective functions (e.g., silence sensor's internal output is the short-term energy of the audio signal), decision thresholds were determined for each sensor that yield binary sensor states (e.g., silence v.s. no silence.) These discretized states were the used as input for the DBN model. Examples of individual sensor decisions (e.g., frontal v.s. non frontal, silence v.s. non silence, etc.) are shown in Figure 8 . Abundance of noise and ambiguity in these sensory outputs clearly justifies the need for intelligent yet data-driven sensor fusion.
Experiment Using Static BN
The first experiment was done using the static BN Figure considered to be independent of any other sample. Part of the whole data set was considered as the training data and rest was retained for testing. During the training phase, output of the sensors along with the hand label values for the hidden nodes (speaker, frontal and audio) node were presented to the network. The network does learn CPTs that are to be expected. The actual CPT values show that the presence of the speaker (S=1) must be expressed through the presence of a talking (A=1) frontal face (F=1) in the appropriate context of the game (C=1). On the other hand, the existence of the frontal face alone does not necessarily mean that the speaker is present (S=0,F=1).
During testing only the sensor outputs were presented and inference was done to obtain the values for the hidden nodes. Mismatch in any of the three (speaker, frontal, audio) is considered to be an error. Cross validation was done by choosing different and training and test data. An average accuracy of 65 is obtained (see Figure 9 for results on individual sequences.) The accuracy is low even though the learned network parameter do seem intuitive, as explained above. Figure 8 depicts a typical output of the sensors along with the ground truth for the speaker state. The sensor data is noisy and it is hard to infer the speaker without making substantial errors. Figure 10(a) shows the ground truth sequence for the state of the speaker and (b) shows the decoded sequence using static BN. On the other hand, temporal consistency in the query state (speaker ground truth) indicates that a model should be built that exploits this fact. 
Experiment Using DBN
Second experiment was conducted using the DBN model. At sequence level data was considered independent (e.g. seq1 is independent of seq2.) The learning algorithm described in Section 3.5 was employed to learn the dynamic transitional probabilities among frontal, speaker, and audio states. During testing phase a temporal sequence of sensor values was presented to the model and Viterbi decoding (c.f. [9] ) was used to find the most likely sequence of the speaker states. Overall, we obtained the accuracy of the speaker detection (after cross validation) of about 80, an improvement of 15 over the static BN model. An indicative of this can be seen in actual decoded sequences. For instance, decoded sequence using the DBN model in Figure 10 is obviously closer to the ground truth than the one decoded using the static model.
It is clear why the DBN model performed better than the static one. Inherent temporal correlation of features was indeed exploited by the DBN. This can be confirmed by expecting the learned CPT of temporal transitions among S, A, and F nodes.
Experiment Using DDDBN
We finally tested the representational power of the DDDBN approach. Duration densities for state durations of one up to twenty were learned from the labeled data. Figure 11 shows the learned CPTs. The four states for these graphs are plotted are: (a) no speaker, no frontal, no audio, (b) no speaker, no frontal, audio, (c) no speaker, frontal, no audio, and (d) speaker, frontal, audio. It is evident from these graphs that some of the duration distributions clearly differ from exponential distribution imposed by the DBN model. Our speaker detection accuracy indeed gets improved when this model is used. An average accuracy of 83 is obtained. Figure 10 is severely hampered by its complexity. The complexity of inference in DDDBNs increases exponentially with the duration of the states (compared to a DBN). In practice, this prevents one from using DDDBN models and favors the simpler yet almost as powerful DBNs.
Conclusions
We have demonstrated a general purpose approach to solving man-machine interaction tasks in which DBNs are used to fuse the outputs of simple audio and visual sensors while exploiting their temporal correlation. DBNs provide an intuitive graphical framework for expressing expert domain knowledge and temporal consistency of processes coupled with efficient algorithms for learning and inference. They can represent complex models of stochastic processes, but their learning rules are simple closed-form expressions given a fully-labeled data set.
Simpler static multisensor fusion models based on BNs have been introduced before (e.g. [12] ). By using DBNs to impose models of temporal consistency already present in the task we have shown that significant improvements in performance can be made over that of the static models. Our speaker detection experiments using the network of Figure 6 demonstrated classification rates of 85%. The advantage of the principled and well-defined DBN framework will become even more obvious as the complexity of tasks scales upward. Data-and expert-driven DBNs will provide a viable alternative to often encountered complex and ad-hoc algorithms whose design is exclusively determined by the knowledge of an expert user.
In future work we will further validate our network designs on a large subject population under realistic conditions of background clutter. We will also investigate improvements on our sensor models. Finally, we plan to step beyond a single decision maker and engage the power of a pool of expert models [14] to better infer complex variable dependencies.
