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Abstract
Suppose that a1(n), a2(n), · · · , as(n),m(n) are integer-valued polynomials in n with posi-
tive leading coefficients. This paper presents Popoviciu type formulas for the generalized
restricted partition function
pA(n)(m(n)) := #{(x1, · · · , xs) ∈ Zs : all x j > 0, x1a1(n) + · · · + xsas(n) = m(n)}
when s = 2 or 3. In either case, the formula implies that the function is an integer-valued
quasi-polynomial. The main result is proved by a reciprocity law for a class of fractional
part sums and the theory of generalized Euclidean division.
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1 Introduction
We study the generalized restricted partition function
pA(n)(m(n)) := #{(x1, · · · , xs) ∈ Zs : all x j > 0, x1a1(n) + · · · + xsas(n) = m(n)}
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where a1(n), a2(n), · · · , as(n),m(n) are integer-valued polynomials in n with positive lead-
ing coefficients, and A(n) = {a1(n), a2(n), · · · , as(n)}. There are two related problems (see
[2], [5] and [7]): the problem of counting the number of lattice points in integer dilates
of the rational polytope and the linear Diophantine problem of Frobenius. When s = 2
and A(n) ⊆ Z, we have the famous Popoviciu formula (see [4]). In the case that s > 2,
even when A(n) = {a1(n), a2(n), · · · , as(n)} ⊆ Z, explicit formulas for p{A(n)}(m(n)) have
proved elusive (see [2]). In [3], Beck gave a method to compute refined upper bounds for
Frobenious problem when s = 3.
This paper aims to prove a Popoviciu type formula (see Theorem 4.3 ) for p{A(n)}(m(n))
in the case that s = 3, which implies that it is an integer-valued quasi-polynomial (see
Corollary 4.4). The main result is proved by a reciprocity law (see (5) in Theorem 2.2)
for the following fractional part sum
S (r1, r2, r3; r4, r5) =
r2∑
x=r1
{
r3 + r4x
r5
}
r5
and the theory of generalized Euclidean division (see Section 3).
2 A Reciprocity Law for a Class of Fractional Part Sums
Define a class of fractional part sums as follows:
(1) S (r1, r2, r3; r4, r5) =
r2∑
x=r1
{
r3 + r4x
r5
}
r5
In this section we suppose that r1, r2, r3, r4, r5 ∈ Z and prove a reciprocity law and a
formula for S (r1, r2, r3; r4, r5) (see (5) in Theorem 2.2 and (6) in Corollary 2.3).
Lemma 2.1. Let r1, r2, r3, r4, r5 ∈ Z. Then
r2∑
x=r1
{r3 + r4x
r5
}
r5
= −qr5 +
[ (i0+1)r5−r3
g1
]∑
x=r1
(
r3 + g1x − i0r5
)
+
it−1∑
i=i0+1
l2i∑
x=l1i+1
(
r3 + g1x − ir5
)
+
r2∑
x=
[ it r5−r3
g1
]
+1
(
r3 + g1x − itr5
)
2
where
g1 =
{r4
r5
}
r5, i0 =
[
r3 + g1r1
r5
]
, it =
[
r3 + g1r2
r5
]
l1i =
[ ir5 − r3
g1
]
, l2i =
[(i + 1)r5 − r3
g1
]
d(n) = gcd(r5, g1), r˜5 = r5d(n) , g˜1 =
g1
d(n) , r˜3 =
r3
d(n)
q =
{ [ it−i0−1−r
g˜1
]
+ 1, d(n) | r3;
0, d(n) ∤ r3.
r =
{ (r˜3 − (i0 + 1)r˜5)r˜5−1
g˜1
}
g˜1
in which r˜5−1 ∈ Z and r˜5−1r˜5 ≡ 1 (mod g˜1).
Proof. From the definition of g1, we have r4 ≡ g1(mod r5), and therefore{r3 + r4x
r5
}
r5 =
{r3 + g1x
r5
}
r5
By Euclidean division, we have{
r3 + g1r1
r5
}
r5 = (r3 + g1r1) − r5i0, where i0 =
[
r3 + g1r1
r5
]
and {
r3 + g1r2
r5
}
r5 = (r3 + g1r2) − r5it, where it =
[
r3 + g1r2
r5
]
For arbitrary integer x with r1 < x < r2, it is easy to check that{
r3 + g1x
r5
}
r5 = r3 + g1x − r5i
if and only if
r5i − r3
g1
6 x <
r5(i + 1) − r3
g1
(I) First we consider the case that gcd(r5, g1) ∤ r3, which implies that r5i−r3g1 can not be
an integer for any i ∈ Z. Then we have{
r3 + g1x
r5
}
r5 = r3 + g1x − r5i
if and only if
l1i + 1 =
[
r5i − r3
g1
]
+ 1 6 x 6
[
r5(i + 1) − r3
g1
]
= l2i
3
Let S = ∑r2x=r1 { r3+r4xr5 }r5. Then
(2) S =
[ (i0+1)r5−r3
g1
]∑
x=r1
(
r3+g1x− i0r5
)
+
it−1∑
i=i0+1
l2i∑
x=l1i+1
(
r3+g1x− ir5
)
+
r2∑
x=
[ it r5−r3
g1
]
+1
(
r3+g1x− itr5
)
Since gcd(r5, g1) ∤ r3, for any i0 + 1 6 i 6 it, we have
(3)
{
r3 + g1x
r5
}
r5 = r3 + g1x − r5(i − 1), i f x =
[
r5i − r3
g1
]
(II) Now we consider the case that gcd(r5, g1) | r3. Let i ∈ Z such that r5i−r3g1 is an
integer. Then we have
(4)
{
r3 + g1x
r5
}
r5 = r3 + g1x − r5i, i f x =
[
r5i − r3
g1
]
Note that in this case,
i = i, k = r5i − r3
g1
∈ Z
satisfy the equation
r5i − g1k = r3
Comparing (3) and (4), we know that in order to get the formula in this case, we need
only to add a term −qr5 to (2), where q is the number of integer solutions to r5i− g1k = r3
with i0 + 1 6 i 6 it.
Since q can be calculated easily, we have the formula in this lemma. 
From the lemma above, the following reciprocity law for the fractional part sum
S (r1, r2, r3; r4, r5) follows.
Theorem 2.2. Let r1, r2, r3, r4, r5 ∈ Z. Then
(5) S (r1, r2, r3; r4, r5) + r5g1 S (r
′
1, r
′
2,−r3; r5, g1) = A
where
g1 =
{
r4
r5
}
r5
r
′
1 =
[
r3 + g1r1
r5
]
+ 2, r′2 =
[
r3 + g1r2
r5
]
− 1
4
A = (r2 − r1 + 1)r3 + g12 (r2 + r1)(r2 − r1 + 1)
−r5
(
−
[(r′1 − 1)r5 − r3
g1
]
+ (r′1 − 2)(−r1 + 1)
+q −
[(r′2 + 1)r5 − r3
g1
]
+ (r′2 + 1)r2
+
r3
g1
(r′2 − r
′
1 + 1) −
r5
2g1
(r′2 + r
′
1)(r
′
2 − r
′
1 + 1)
)
.
q =

0, gcd(r5, g1) ∤ r3;[
r
′
2−r
′
1+2−r
g1
gcd(r5 ,g1)
]
+ 1, gcd(r5, g1) | r3.
r =
{( r3
gcd(r5 ,g1) − (r
′
1 − 1) r5gcd(r5 ,g1)
)( r5
gcd(r5 ,g1)
)−1
g1
gcd(r5,g1)
} g1
gcd(r5, g1)
in which ( r5gcd(r5 ,g1))−1 ∈ Z and ( r5gcd(r5,g1))−1 r5gcd(r5 ,g1) ≡ 1 (mod g1gcd(r5,g1)).
Now we can give an explicit formula to compute S (r1, r2, r3; r4, r5) using the reci-
procity law. Put
g−1 = r4, g0 = r5
and
gk =
{gk−2
gk−1
}
gk−1
for 1 6 k 6 h. Suppose that gh | gh−1. For simplicity, we write
g−1 → g0 → g1 → g2 → · · · → gh−1 → gh → 0
For 0 6 k 6 h, put
S k = S (r(k)1 , r(k)2 , (−1)kr3; gk−1, gk)
where
r
(0)
1 = r1, r
(0)
2 = r2
and
r
(k)
1 =
[(−1)k−1r3 + gkr(k−1)1
gk−1
]
+ 2
r
(k)
2 =
[(−1)k−1r3 + gkr(k−1)2
gk−1
]
− 1
for 1 6 k 6 h. Then we have the following formula for S (r1, r2, r3; r4, r5) using the
reciprocity law in Theorem 2.2 successively.
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Corollary 2.3. Let
S 0 = S (r1, r2, r3; g−1, g0) =
r2∑
x=r1
{
r3 + g−1x
g0
}
g0
where r1, r2, r3, r4, r5 ∈ Z. Using the notations above, we have
(6) S 0 = A0 + g0
h−1∑
i=1
(−1)i Ai
gi
+ (−1)h g0
gh
S h
where S h can be calculated directly as follows (since gh | gh−1)
S h =
r
(h)
2∑
x=r
(h)
1
{(−1)hr3 + gh−1x
gh
}
gh =
r
(h)
2∑
x=r
(h)
1
{(−1)hr3
gh
}
gh = (r(h)2 − r(h)1 + 1)
{ (−1)hr3
gh
}
gh
and
Ak−1 = (r(k−1)2 − r(k−1)1 + 1)(−1)k−1r3 +
gk
2
(r(k−1)2 + r(k−1)1 )(r(k−1)2 − r(k−1)1 + 1)
−gk−1
(
−
[(r(k)1 − 1)gk−1 + (−1)kr3
gk
]
+ (r(k)1 − 2)(−r(k−1)1 + 1)
+qk−1 −
[ (r(k)2 + 1)gk−1 + (−1)kr3
gk
]
+ (r(k)2 + 1)r(k−1)2
+
(−1)k−1r3
gk
(r(k)2 − r(k)1 + 1) −
gk−1
2gk
(r(k)2 + r(k)1 )(r(k)2 − r(k)1 + 1)
)
qk−1 =

0, gh ∤ r3;[
r
(k)
2 −r
(k)
1 +2−r
gk
gh
]
+ 1, gh | r3.
r =
{( (−1)k−1r3
gh
− (r(k)1 − 1)gk−1gh
)(gk−1
gh
)−1
gk
gh
}gk
gh
in which (gk−1gh )−1 ∈ Z and (gk−1gh )−1 gk−1gh ≡ 1 (mod gkgh ).
Proof. By the reciprocity law in Theorem 2.2 for the fractional part sums
S k−1 = S (r(k−1)1 , r(k−1)2 , (−1)k−1r3; gk−2, gk−1)
we obtain
S (r(k−1)1 , r(k−1)2 , (−1)k−1r3; gk−2, gk−1) +
gk−1
gk
S (r(k)1 , r(k)2 , (−1)kr3; gk−1, gk) = Ak−1
Then this corollary follows. 
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3 The Theory of Generalized Euclidean Division and GCD
To prove the main result in this paper, we need the theory of Euclidean division and GCD
for the ring R of integer-valued quasi-polynomials (see Definition 3.1 and Proposition
3.2). Such a theory has been discussed in [6]. In this section we list related definitions and
results without proofs. It should be pointed out that the definition of integer-valued quasi-
polynomials defined here is slightly different from that in [6], i.e., integer-valued quasi-
polynomials in Definition 3.1 have lower boundaries while in [6] they do not. However,
the following results and proofs hold in spite of this modification.
Definition 3.1 (Integer-valued quasi-polynomial, similar to Definition 3 in [6]). We call
function f : N → Z an integer-valued quasi-polynomial, if there exist positive integers
T,C, and polynomials fi(x) ∈ Z[x] (i = 0, 1, · · · , T −1), such that if n > C and n = Tm+ i
(m ∈ N), we have f (n) = fi(m). We call (T,C, { fi(x)}T−1i=0 ) a representation of f (x) and
write
f (x) = (T,C, { fi(x)}T−1i=0 )
Then max{degree( fi(x))|i = 0, 1, · · · , T − 1}, T and C are called the degree, period and
lower boundary of this representation respectively.
Proposition 3.2 (Definition of the ring R, see Proposition 6 in [6]). The set of all integer-
valued quasi-polynomials, denoted by R, with pointwisely defined addition and multipli-
cation, is a commutative ring with identity.
Definition 3.3 (See Definition 9 in [6]). Let r(x) ∈ R and r(x) = (T,C, {ri(x)}T−1i=0 ). We
shall say r(x) is nonnegative and write r(x) < 0, if it satisfies the following equivalent
conditions:
(a) for every i = 0, 1, · · · , T − 1, ri(x) = 0 or its leading coefficient is positive;
(b) there exists C1 ∈ Z, such that for every integer n > C1, we have r(n) > 0.
We shall say r(x) is strictly positive and write r(x) ≻ 0, if r(x) = (T,C, {ri(x)}T−1i=0 ) satisfies
the following condition:
(a′) for every i = 0, 1, · · · , T − 1, the leading coefficient of ri(x) is positive.
We write f (x) 4 g(x) if g(x) − f (x) < 0.
Definition 3.4 (See Definition 11 in [6]). Let r(x) ∈ Z[x], define a function | · | : Z[x] →
Z[x] as follows:
|r(x)| =

r(x), i f r(x) ≻ 0
−r(x), i f r(x) ≺ 0
0, i f r(x) = 0
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Theorem 3.5 (Generalized Euclidean division, see Theorem 12 in [6]). Let f (x), g(x) ∈
Z[x] and g(x) , 0. Then there exist unique P(x), r(x) ∈ R such that
f (x) = P(x)g(x) + r(x) where 0 4 r(x) ≺ |g(x)|
In this situation, we write P(x) = quo( f (x), g(x)) and r(x) = rem( f (x), g(x)). We call the
inequality 0 6 r1(x) < |g(x)| the remainder condition of this division.
Remark 3.6 (Similar to Remark 13 in [6]). This division almost coincides with the division
in Z pointwisely in the following sense. Let f (x), g(x) ∈ Z[x] and
f (x) = P(x)g(x) + r(x), where 0 4 r(x) ≺ |g(x)|
By Definition 3.3, the inequality 0 6 r(x) < |g(x)| will give an integer C such that for all
n > C, [ f (n)
g(n)
]
= P(n) , { f (n)
g(n)
}
g(n) = r(n)
If r(x) = 0, we have
r(n) = { f (n)
g(n)
}
g(n) = 0
for every n ∈ N. The opposite also holds, i.e. if r(n) = 0 for every n ∈ N, then r(x) = 0 as
an integer-valued quasi-polynomial. So rem( f (x), g(x)) = 0 if and only if for every n ∈ N,
rem( f (n), g(n)) = 0.
Example 3.7 (Similar to Example 14 in [6]). The following is an example to illustrate the
relation between Euclidean division in Z[x] and on Z.
When n > 1, [
n2
2n + 1
]
=
{
m − 1, n = 2m;
m − 1, n = 2m − 1.{
n2
2n + 1
}
(2n + 1) =
{
3m + 1, n = 2m;
m, n = 2m − 1.
In order to use successive division in R, we define generalized Euclidean Division for
f (x), g(x) ∈ R as follows, similar to [6]. Suppose that T0 is the least common period of
f (x), g(x), such that f (x) = (T0,C1, { fi(x)}T0−1i=0 ) and g(x) = (T0,C2, {gi(x)}T0−1i=0 ). Based
on generalized division in Z[x] (see Theorem 3.5), we can define quo( f (x), g(x)) and
rem( f (x), g(x)) as follows (denoted by P(x) and r(x) respectively): when n = Tm + i
P(n) =
{
quo( fi(m), gi(m)), gi(m) , 0
0, gi(m) = 0 , r(n) =
{
rem( fi(m), gi(m)), gi(m) , 0
fi(m), gi(m) = 0
Then it is easy to check that P(x), r(x) ∈ R and
(7) f (x) = R(x)g(x) + r(x)
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This will be called the generalized Euclidean algorithm on the ring of integer-valued
quasi-polynomials.
By successive division in R, we can develop generalized GCD theory (see Definition
3.12), similar to the case of Z (see [1]).
Definition 3.8 (Divisor, similar to Definition 15 in [6]). Suppose that f (x), g(x) ∈ R
and for every n ∈ N, g(n) , 0. Then by Remark 3.6, the following two conditions are
equivalent:
(1) rem( f (x), g(x))=0;
(2) for every x ∈ N, g(x) is a divisor of f (x).
If the two conditions are satisfied, we shall call g(x) a divisor of f (x) and write g(x) | f (x).
Definition 3.9 (Quasi-rational function). A function f : N → Q is quasi-rational, if there
exist positive integers T,C, and rational functions fi(x)gi(x) ∈ Q(x), where fi(x), gi(x) ∈ Z[x]
(i = 0, 1, · · · , T − 1), such that if n > C and n = Tm + i (m ∈ N), we have f (n) = fi(m)gi(m) .
By the equivalence of the two conditions in Definition 3.8, we have the following
property for quasi-rational functions.
Proposition 3.10. Let f (x) be a quasi-rational function. If for every n ∈ N, f (n) ∈ Z,
then f (x) is an integer-valued quasi-polynomial.
Besides, by the equivalence of the two conditions in Definition 3.8, we have the fol-
lowing proposition, similar to the situation in Z.
Proposition 3.11 (See Proposition 16 in [6]). Let g(x), f (x) ∈R. If f (x) | g(x) and g(x) |
f (x), we have f (x) = εg(x), where ε is an invertible element in R (see Proposition 7 in [6]
for description of invertible elements in R).
Definition 3.12 (Generalized GCD, see Definition 17 in [6]). Let f1(x), f2(x), · · · , fs(x), d(x)
∈ R.
(1) We call d(x) a common divisor of f1(x), f2(x), · · · , fs(x), if we have d(x) | fk(x) for
every k = 1, 2, · · · , s.
(2) We call d(x) a greatest common divisor of f1(x), f2(x), · · · , fs(x) if d(x) is a com-
mon divisor of f1(x), f2(x), · · · , fs(x) and for any common divisor p(x) ∈ R of
f1(x), f2(x), · · · , fs(x), we have p(x) | d(x).
Remark 3.13 (See Remark 18 in [6]). Suppose that both d1(x) and d2(x) are greatest
common divisors of f1(x), f2(x), · · · , fs(x). Then we have d1(x) | d2(x) and d2(x) | d1(x).
Thus, by Proposition 3.11, we have d1(x) = εd2(x), where ε is an invertible element in R.
So we have a unique GCD d(x) ∈ R for f1(x), f2(x), · · · , fs(x) such that d(x) < 0 and write
it as ggcd( f1(x), f2(x), · · · , fs(x)).
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Theorem 3.14 (See Theorem 21 in [6]). Let f1(x), f2(x), · · · , fs(x) ∈ R. Then there exist
d(x), ui(x) ∈ R (i = 1, 2, · · · , s), such that d(x) = ggcd( f1(x), f2(x), · · · , fs(x)) and
f1(x)u1(x) + f2(x)u2(x) + · · · + fs(x)us(x) = d(x)
Definition 3.15. Let a1(x), a2(x) be integer-valued quasi-polynomials in x. Suppose that
ggcd(a(x), a2(x)) = 1. By Theorem 3.14, there exist two integer-valued quasi-polynomials
u1(x), u2(x), such that a1(x)u1(x) + a2(x)u2(x) = 1. Then we shall call u1(x) an inverse of
a1(x) mod a2(x) and u2(x) an inverse of a2(x) mod a1(x), denoted by a1(x)−1 and a2(x)−1
respectively.
Now we get a reciprocity law and a formula similar to the results in Section 2.
Remark 3.16. Let r1, r2, r3, r4, r5 be integer-valued quasi-polynomials instead of integers
in S (r1, r2, r3; r4, r5) (see (1)). Then Lemma 2.1, Theorem 2.2 and Corollary 2.3 still hold
if we use generalized Euclidean division and GCD for the ring R of integer-valued quasi-
polynomials instead of instead of the classical ones for Z.
4 A Formula for p{a1(n),a2(n),a3(n)}(m(n))
First we want to apply Popoviciu formula to
p{a1(n),a2(n)}(m(n)) := #{(x1, x2) ∈ Z2 : all x j > 0, x1a1(n) + x2a2(n) = m(n)}
where a1(n), a2(n),m(n) are integer-valued quasi-polynomials (see Definition 3.1) with
positive leading coefficients. Let d(n) = ggcd(a1(n), a2(n)) (see Remark 3.13 for notation
of ggcd). Define
χ(m(n), d(n)) =
{
1, d(n) | m(n)
0, d(n) ∤ m(n)
It is obvious that
p{a1(n),a2(n)}(m(n)) = χ(m(n), d(n))p{ a1(n)d(n) , a2(n)d(n) }
(
m(n)
d(n)
)
So it is sufficient to consider the case that d(n) = 1. In this case, by generalized Eu-
clidean division (see Theorem 3.5), generalized GCD algorithm (see Definition 3.12 and
Theorem 3.14) and inverse (see Definition 3.15), we can apply Popoviciu formula to
p{a1(n),a2(n)}(m(n)).
Lemma 4.1. If ggcd(a(n), b(n)) = 1, then
p{a1(n),a2(n)}(m(n)) =
m(n)
a1(n)a2(n) −
{
a1(n)−1m(n)
a2(n)
}
−
{
a2(n)−1m(n)
a1(n)
}
+ 1
is an integer-valued quasi-polynomial, where a1(n)−1 is an inverse of a1(n) mod a2(n) and
a2(n)−1 is an inverse of a2(n) mod a1(n).
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Proof. By Theorem 3.5,
{
a1(n)−1m(n)
a2(n)
}
and
{
a2(n)−1m(n)
a1(n)
}
are quasi-rational (see Definition
3.9). Note that for any n ∈ N, p{a1(n),a2(n)}(m(n)) ∈ N. Therefore, by Proposition 3.10,
p{a1(n),a2(n)}(m(n)) is an integer-valued quasi-polynomial. 
Now we turn to
p{a1(n),a2(n),a3(n)}(m(n)) := #{(x1, x2, x3) ∈ Z3 : all x j > 0, x1a1(n)+x2a2(n)+x3a3(n) = m(n)}
where a1(n), a2(n), a3(n),m(n) are integer-valued quasi-polynomials (see Definition 3.1)
with positive leading coefficients. To deal with the case of a1(n), a2(n), a3(n) being not
pairwise prime, we need the following lemma.
Lemma 4.2. Let
d0(n) = ggcd(a1(n), a2(n), a3(n)), d(n) = ggcd(a′1(n), a
′
2(n))
(see Remark 3.13 for notation of ggcd) where
m
′(n) = m(n)d0(n) , a
′
i(n) =
ai(n)
d0(n) , i = 1, 2, 3
Define
χ(m(n), d0(n)) =
{
1, d0(n) | m(n);
0, d0(n) ∤ m(n).
Then we have
p{a1(n),a2(n),a3(n)}(m(n)) = χ(m(n), d0(n))
[
m˜
′ (n)
a
′
3(n)
]∑
k=0
p
{a˜
′
1(n),a˜
′
2(n)}
(m˜′(n) − a′3(n)k)
where
m˜
′(n) = m
′(n) − a′3(n)x0
d(n) , a˜
′
i(n) =
a
′
i(n)
d(n) f or i = 1, 2
and
x0 =
{m′(n)a′3(n)−1
d(n)
}
d(n)
in which a′3(n)−1 is an inverse of a
′
3(n) mod d(n).
Proof. It is obvious that
p{a1(n),a2(n),a3(n)}(m(n)) = χ(m(n), d0(n))p{a′1(n),a′2(n),a′3(n)}(m
′(n))
and
ggcd(a′1(n), a
′
2(n), a
′
3(n)) = 1.
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Since when d0(n) ∤ m(n), p{a1(n),a2(n),a3(n)}(m(n)) = 0, it surfies to consider the case that
d0(n) | m(n), i.e. m′(n) is an integer-valued quasi-polynomial. Note that
a˜
′
1(n)x1 + a˜
′
2(n)x2 =
m
′(n) − a′3(n)x3
d(n) .
Denote p = m
′ (n)−a′3(n)x3
d(n) , then x3 and p are non-negative integers satisfying the equation
a
′
3(n)x3 + d(n)p = m
′(n).
Denote the minimal possible value of x3 by x0 and
x0 =
{m′(n)a′3(n)−1
d(n)
}
d(n)
where a′3(n)−1 is an inverse of a
′
3(n) mod d(n). Then we have x3 = x0 + kd(n) for k ∈ Z
and 0 6 k 6 [m′ (n)−a′3(n)x0
a
′
3(n)d(n)
]
. Thus
p{a′1(n),a′2(n),a′3(n)}(m
′(n)) =
[m′ (n)−a′3(n)x0
a
′
3(n)d(n)
]∑
k=0
p
{a˜
′
1(n),a˜
′
2(n)}
(m′(n) − a′3(n)(x0 + kd(n))
d(n)
)
=
[
m˜
′ (n)
a
′
3(n)
]∑
k=0
p
{a˜
′
1(n),a˜
′
2(n)}
(m˜′(n) − a′3(n)k)
where m˜′(n) = m
′ (n)−a′3(n)x0
d(n) is an integer-valued quasi-polynomial. 
Then by Popoviciu formula (see Lemma 4.1) and the formula for a class of fractional
part sums (see Corollary 2.3), we have a Popviciu type formula for the generalized re-
stricted partition function p{a1(n),a2(n),a3(n)}(m(n)) as follows.
Theorem 4.3. Let a1(n), a2(n), a3(n),m(n) be integer-valued quasi-polynomials (see Defi-
nition 3.1) with positive leading coefficients. For simplicity, we denote m˜′(n), a˜′1(n), a˜
′
2(n), a
′
3(n)
in Lemma 4.2 and a˜′1(n)
−1
, a˜
′
2(n)
−1
by m, a1, a2, a3 and a−11 , a−12 respectively. Then we have
p{a1(n),a2(n),a3(n)}(m(n)) = C−
1
a2
S (0, [m
a3
]
,ma−11 ;−a3a
−1
1 , a2)−
1
a1
S (0, [m
a3
]
,ma−12 ;−a3a
−1
2 , a1)
where
C =
[ m
a3
]∑
x=0
(
m − a3x
a1a2
+ 1
)
(Formulas for S (0, [ m
a3
]
,ma−11 ;−a3a
−1
1 , a2) and S (0,
[ m
a3
]
,ma−12 ;−a3a
−1
2 , a1) are referred to
Corollary 2.3 and Remark 3.16).
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Corollary 4.4. Let a1(n), a2(n), a3(n),m(n) be integer-valued quasi-polynomials with pos-
itive leading coefficients. Then p{a1(n),a2(n),a3(n)}(m(n)) is an integer-valued quasi-polynomial.
Proof. The formula for p{a1(n),a2(n),a3(n)}(m(n)) given in Theorem 4.3 is expressed in terms
of quotients and remainders of generalized Euclidean division. The result follows from
Theorem 3.5 and Proposition 3.10. 
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