This paper investigates the forecasting performance of three popular variants of the nonlinear GARCH models, namely VS-GARCH, GJR-GARCH and Q-GARCH, with the symmetric GARCH(1,1) model as a benchmark. The application involves ten European stock price indexes. Forecasts produced by each non-linear GARCH model and each index are evaluated using a common set of classical criteria, as well as forecast combination techniques with constant and non-constant weights. With respect to the standard GARCH specification, the non-linear models generally lead to better forecasts in terms of both smaller forecast errors and lower biases. In-sample forecast combination regressions are better than those from single Mincer-Zarnowitz regressions. The out-of-sample performance of combining forecasts is less satisfactory, irrespective of the type of weights adopted.
Forecasting Volatility in European Stock Markets
with Non-linear GARCH Models
Introduction
Non-linear GARCH models (see Hentschel, 1995 , for a survey) extend the seminal contributions by Engle (1982) and Bollerslev (1986) to incorporate the asymmetric impacts of shocks or news of equal magnitude but opposite sign on the conditional variance of asset returns. In this paper we investigate the forecasting performances of three popular variants of non-linear GARCH specifications, namely Volatility Switching (VS-GARCH), GJR-GARCH and Quadratic (Q-GARCH), using the symmetric GARCH(1,1) as a benchmark. The application involves ten European stock market indexes.
Following Poon and Granger (2001) , it is possible to divide the current literature on forecasting volatility in financial markets in two main veins. The first one refers to models based on historical prices (time series, or TS, approach), whereas the second comprises those techniques which forecast volatility from actual option prices via the link with the BlackSholes's model (option implied standard deviation approach).
This paper belongs to the TS approach, which starts with the work by Taylor (1987) on forecasting the future volatility of the DM/$ exchange rate series. Dimson e Marsh (1990) investigate the forecasting performance of some simple models applied to the U.K. stock market, such as Random Walk (RW), Historical Average, Moving Average, Exponential
Smoothing and linear regressions. Akgiray (1989) is the first who uses the GARCH model to forecast volatility, showing that the GARCH(1,1) outperforms some of the techniques discussed in Taylor (1987) . On the contrary, Cao and Tsay (1992) point out that the Threshold Autoregressive model produces better forecasts than GARCH, Exponential GARCH e ARMA models on the U.S.A. stock market. The forecasting behaviour of the Stochastic Volatility (SV) model is even more controversial. On the one hand, Heynen (1995) and Yu (2002) confirm the validity of the SV model when applied to stock market indexes, on the other hand Dunis, Laws and Chauvin (2001) document some difficulties for this model to forecast exchange rate volatility.
Tse and Tung (1992) strongly prefer the Exponentially Weighted Moving Average model to the GARCH(1,1) for the Singapore stock market. This is mainly attributable to the non-stationary variances of Singapore stock market indexes, while the standard GARCH model imposes stationarity. Brailsford and Faff (1996) select the GJR-GARCH(1,1) as the best model for the Australian stock index, although they point out that the final choice is not independent of the adopted evaluation criteria. On the same Australian stock index, Walsh and Tsou (1998) reject the GARCH model, whereas Brooks (1998) is not able to select the most appropriate model for the Dow Jones composite. Finally, Franses and Van Dijk (1996) compare RW, GARCH, Q-GARCH and GJR-GARCH specifications and show that Q-GARCH is the most successful in forecasting the volatility of stock price indexes for Italy, Spain, Germany and Sweden.
Such different and often contrasting results are mainly due to the lack of any common procedure to produce and evaluate competing sets of forecasts, especially in terms of number of time series subject to scrutiny, frequency of the data, forecasting horizons and loss functions.
With respect to the previous literature, this paper contains several distinguishing elements. First, a large number of European stock markets is analyzed. Second, samples and data frequencies are kept homogeneous throughout the empirical investigation. Third, forecasts produced by different models are compared using a common set of classical criteria and more recent forecast combination techniques with constant and non-constant weights.
The structure of the paper is as follows. Section 2 presents the main characteristics of the non-linear GARCH models used in the empirical analysis. Section 3 is dedicated to a discussion of the criteria adopted to compare different sets of forecasts. In Section 4 the data set is briefly described, and the forecasting performance of each non-linear GARCH model for each stock market index is analyzed. Section 5 contains some concluding comments.
Non-linear GARCH models: VS-GARCH, GJR-GARCH and Q-GARCH

The GJR-GARCH model
This model has been introduced by Glosten, Jagannathan and Runkle (1993) . It is based on a modification of the conditional variance equation of a GARCH(1,1), which assumes that the parameter of 
Equation (2) 
The VS-GARCH model
This model has been proposed by Fornari and Mele (1996, 1997) as a generalization of the GJR-GARCH (1), where typically 1 1 γ α < , that is shocks of the same magnitude but opposite sign have a different impact on the next-period volatility.
The VS-GARCH model originates from the intuition in Rabemananjara and Zakoïan (1993) , according to which the asymmetric behaviour of t h depends not only on the sign, but also on the dimension of the shock. Fornari and Mele (1996) refer to an asymmetric behaviour of the volatility which is invertible as the dimension of the shocks varies. If shocks are small (large), positive (negative) shocks have higher impact on the volatility.
The equation for the conditional variance of a VS-GARCH(1,1) is
The unconditional variance of this model is the same as in the GARCH(1,1), with the only difference that now the single coefficients are substituted with the arithmetic mean of the coefficients of the two regimes: Fornari and Mele (1997) show that the kurtosis for this model is larger than that of a simple GARCH(1,1) with parameters equal to the mean between the parameters in the two regimes of the VS-GARCH.
Using expression (3), we can calculate 2-step-ahead forecasts as:
. 
The Q-GARCH model
The Q-GARCH model is originally due to Sentana (1995) . The equation for the conditional variance is
With respect to the simpler GARCH(1,1) model, only the term 1 1 t γ ε − is added, which allows for the asymmetric impact of positive and negative shocks. Equation (4) can be alternatively rewritten as
If 1 γ is negative, the impact of negative shocks is larger than the impact of positive shocks. Moreover, the asymmetry of the impact varies as the dimension of the shock varies, in particular the asymmetric impact decreases as the dimension of the shock increases.
The autocorrelation function and the condition for weak stationarity are identical to the GARCH(1,1) model. Since the index of kurtosis for t ε is a positive function of the module of 1 γ , the Q-GARCH model is able to rationalize excess kurtosis in asset returns.
The asymmetric term 1 1 t γ ε − in equation (4) has no effect on the forecast computation algorithm, since the expected value of t i ε + , 0 i > , is zero by assumption. However, the presence of 1 1 t γ ε − affects the forecast error: Following Diebold and Mariano (1995) , we concentrate our investigation on three tests.
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The first one is the so-called sign test (S test), whose asymptotic version is given by:
The underlying intuition of this statistic is simple. Assuming that the loss differential is IID, the number of positive observations in a sample of size m has a binomial distribution with parameters m and 1/ 2 . It is important to notice that the null hypothesis of this test is "median of the loss differential equal to zero", which coincides with the null of zero loss differential mean only if the distribution of the loss differential is symmetric (this is not always the case for the series we are about to analyze). Unfortunately, the S test does not take into consideration the magnitude of the spreads between the forecast errors of the two competing models.
The second statistic is the Diebold-Mariano test (DM test), which compares the module of the size of the forecast errors by testing whether the mean of the loss differential is significantly different from zero. In fact, it is possible to show that, if j d is a covariance stationary time series, the asymptotic distribution of its sample mean is Such an estimate of the asymptotic variance is motivated by the structure of the h-stepahead forecast error, which is a linear combination of the shocks occurred up to 1 h − and thus is serially correlated up to order 1 h − . Obviously, (1987) and thus it is robust to autocorrelation and ARCH effects.
In many empirical studies (see, among others, Alkgiray, 1989; Brailsford and Faff, 1996) more traditional criteria are used to evaluate the forecasting performance of alternative non-linear GARCH models. Among the most commonly adopted measures are the mean squared (MSPE), the mean absolute (MAPE) prediction error, and, given the presence of aberrant observations and outliers in stock market returns, the median squared (MedSPE) and the median absolute (MedAPE) prediction error. For instance, when volatility is the object of the prediction exercise, MSPE is defined as 
A popular approach to evaluate the unbiasedness of the forecast ˆn The main obstacle to the practical use of these criteria is that the realized volatility n s j h + + in (7) and (8) (8) is generally rejected (e.g. Andersen and Bollerslev, 1998, Christodoulakis and Satchell, 1998) .
Forecast combination
The aim of the statistical criteria presented in Section 3.1 is to determine, among different competing models, the most accurate forecast relative to a pre-specified loss function. In many practical situations this is not an easy task, since each model is able to capture only a limited amount of information contained in the series of interest. If this is the case, an alternative and more appealing strategy is forecast combination or forecast encompassing (see Diebold and Lopez, 1996 for an exhaustive survey).
A forecast encompassing test allows us to verify whether a single forecast incorporates all the information included in the forecasts generated by alternative competing models. The intuition behind this approach is due to Nelson (1972) and Cooper and Nelson (1975) , whereas its formalization appears in Chong and Hendry (1986 A similar approach is proposed by Fair and Shiller (1989, 1990) 
and accommodates the case of non-stationary, integrated forecasts using differences. The 
Empirical results
The empirical application involves ten European stock price indexes, namely U.K.,
France, Germany, and Italy, followed by Belgium, Switzerland, Greece, Portugal, Spain and Holland. Table 1 reports sample sizes and frequencies for each series. confirmed for these data. In particular, kurtosis is always larger than 3, especially for daily returns, whereas skewness is generally negative.
The non-linear GARCH models discussed in Section 2 are now estimated to rationalize the stylized facts of Table 2 . Their empirical performance is then compared with the standard linear GARCH(1,1) specification taken as the benchmark model.
Results from classical evaluation criteria
The following approach has been adopted to obtain alternative forecasts of conditional volatility. Each non-linear GARCH model has been estimated on a rolling window, whose size is constant within each stock index but varies across different indexes according to Table   3 . Each window of constant size rolls over the sample step by step. At each step, a new window is formed by deleting the first observation and adding one observation to the last observation of the previous window. For each window, each series and each model, h-stepahead forecasts are obtained, h=1,…,5. Since the first five indexes presented in Table 1 . These series of forecasts are then summarized by computing the classical evaluation criteria described in Section 3. Table 4 reports detailed results about the forecast accuracy analysis based on classical evaluation criteria. Each section of the table refers to a specific stock index, whereas the whole set of evaluation criteria is applied to each non-linear GARCH model  whose specification is always of order (1, For the DM test we have preferred the absolute value loss function to the popular quadratic specification, since the latter amplifies the largest values of the loss differential (sometimes up to thirty times). In this way, the standard deviation of the loss differential could be up to twenty times larger than the one obtained using the absolute value loss function. The DM test, which is in essence a t-test of the null hypothesis of zero constant robust to residual autocorrelation, is affected by this phenomenon and gives rise to small calculated values and large p-values. In addition, we have used the S test since it is based on the median, instead of the mean, of the loss differential. This is useful when, as in our context, the values of the loss differentials are characterized by extreme observations, which affect the mean, but not the median, of the distribution. Since the loss differentials are often asymmetric, the DM and S tests lead to conclusions about the null hypothesis which are often conflicting.
Since the loss differentials which are at the heart of the statistics reported in Table 4 show, for all models and forecast horizons, several extreme observations, the NW test has been recalculated using the series of the loss differentials once all the outliers have been removed. We define as an outlier in the series of the loss differential any observation that is larger than the triple of the loss differential standard deviation, that is when , with 3
The choice of 3 r = has demonstrated to be appropriate for all series of the loss differential. P-values of the recalculated NW test are reported in Table 5 .
From Tables 4 and 5 some interesting comments emerge. First, forecasting with GJR-GARCH(1,1) and QGARCH(1,1) does not yield a significant reduction of the forecast error relative to the GARCH(1,1), since in general the calculated values for MSPE, MedSPE, MAPE and MedAPE are close to one. Second, these results are confirmed if we take into consideration the modified version of the NW test reported in Table 5 (with the only exception of Greece when the GJR-GARCH model is used, Portugal and Belgium with respect to QGARCH). Third, the VS-GARCH(1,1) is the model whose forecasting performance is less close to the GARCH(1,1), since the values taken by the four measures of forecast error are generally very far from unity. Four, if we concentrate on the VS-GARCH(1,1), the measures of forecast error with values significantly less than unity are based, in all cases, on the median of the forecast error, since the forecasts produced by the VS-GARCH(1,1) are more volatile than those of the remaining non-linear models. Finally, the tests of forecast accuracy confirm that the VS-GARCH(1,1) is the model which is more distant from the linear GARCH. In particular, the null hypothesis of equality of the forecasting accuracy between VS-GARCH(1,1) and GARCH(1,1) is rejected in 70% of the cases. For at least six of the analyzed stock indexes (Holland, Belgium, France, Italy, Switzerland and Spain) the VS-GARCH model outperforms the linear GARCH, as well as the remaining non-linear models.
In Tables 6a-6c the main results from the Mincer-Zarnowitz regression (8) are reported.
First, the 2 R values are low, typically less than 0.1. Second, the forecasts obtained with the simple GARCH model are often biased. Third, the forecasting performance of GJR-GARCH and QGARCH is better than GARCH's. A possible explanation is that modelling asymmetries contributes to the reduction of the magnitude of the bias. Fourth, the more flexible VS-GARCH generates forecasts with small bias, with the exception of U.K., Italy and Greece, where biases measured both in terms of slope and intercept are significant. Finally, in some cases (namely Italy and Greece) none of the analyzed models is able to produce forecasts with a 2 R in the Mincer-Zarnowitz regression larger than 0.03.
Overall, the forecasting performance of each single model is unsatisfactory. For this reason it is interesting to investigate the potential complementarieties among alternative individual models using the forecast combination approach.
Results from forecast combination
The most popular technique of forecast combination is a regression involving the whole set of competing forecasts with associated time-invarying coefficients (weights) and a constant term, as described in Granger and Ramanathan (1984) . The assumption of constant weights is obviously restrictive. As a matter of fact, the series we would like to forecast are the shocks 2 2 n s j n s j n s j h ε η + + + + + + = , which are unbiased estimators of n s j h + + , and widely vary in time according to the evolution of volatility.
If constant weights are assumed in the linear combination, it is not possible to take into account the actual and highly volatile behaviour of the series of interest, as well as the temporal changes in the accuracy of the forecasts to combine. Thus, we have also proposed a forecast combination technique with variable weights.
In order to implement the forecast combination with constant coefficients, we have divided the sample of forecasts obtained by each of the four competing models in two parts.
The first subsample is dedicated to the estimation of the weights of the linear combination, whereas the second is used to verify whether the set of weights obtained in the first part can replicate the linear combination out of sample.
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More specifically, we used 70% of the forecast sample to estimate the weights and the remaining 30% to evaluate the performance of the forecast combination out of sample. We omit to present the results of the encompassing forecast test into detail, since it always rejects the irrelevance of any of the selected models in the forecast combination. A simple way to take into account time in the forecast combination regression is to include a linear trend and/or interactions of the existing regressors (forecasts) with a linear trend. Such a way of dealing with time could be reasonable if the weights are trend varying, which is not our case. Figure 1 shows the temporal evolution of the five combination coefficients (constant included) relative to the 5-step-ahead forecasts for Italy. Specifically, C(1) is the coefficient of the GARCH forecast, C(2) is relative to GJR-GARCH, C(3) is the QGARCH coefficient and C(4) is the coefficient associated to VS-GARCH. All coefficients have been estimated using Recursive Least Squares. It is easy to see that each coefficient shows ample oscillations of both signs, which are hardly compatible with a linear trend.
In order to incorporate variable weights, a preferable approach is to estimate the parameters of the forecast combination within a rolling window of a fixed sample size, and use those estimates to combine the forecasts of each single model starting from the last observation included in the rolling window. The sample size of the combined forecasts is equal to the difference between the sample size of the individual forecasts and the number of observations defining the rolling window. The number of observations of the rolling window is not the same for each stock index: among several alternatives (namely 15, 20, 25, 30, 35 and 40 observations), the one with the highest 2 R in the Mincer-Zarnowitz regression has been selected. 
Conclusions
The comparison between the forecasting accuracy of GARCH, GJR-GARCH, QGARCH and VS-GARCH does not indicate a dominant model. With respect to the standard GARCH specification which ignores potential asymmetries in asset returns, the non-linear models generally lead to better forecasts in terms of both smaller forecast errors and lower biases. The model which is empirically less close to the simple linear GARCH is the VS-GARCH.
However, the volatility forecasts which have been generated using the four non-linear models are unsatisfactory, especially when evaluated on the basis of the 2 R associated to the Mincer-Zarnowitz regression, which is low in most of the cases.
Individual models take into account only a part of the actual behaviour of the series, tending to play a complementary role in explaining observed volatility. This is confirmed by the forecast combination regression applied to the sample where the combination weights are estimated, which produces significantly higher 2 R than those obtained from the individual Mincer-Zarnowitz regressions. When evaluated out of sample, the performance of the regression method is less satisfactory. Finally, the alternative technique of combining different forecasts with variable weights does not seem to represent a fully convincing solution. Notes to the table: For each stock index and each non-linear GARCH model, the entries of the first four columns are the calculated values from each evaluation criterion divided by the value taken by the same criterion when applied to the standard GARCH(1,1) on the same forecasting horizon. (9); standard errors calculated using the Newey-West correction are reported in parentheses. Table 6a . Table 6a . Notes to the table: each section is relative to a specific stock index and it is divided in two parts. The upper part is devoted to forecast evaluation, while the lower part is dedicated to the Mincer-Zarnowitz regression Table 8a . 
