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Cross-Layer Design for OFDMA Wireless Systems
With Heterogeneous Delay Requirements
David Shui Wing Hui, Vincent Kin Nang Lau, Senior Member, IEEE,
and Wong Hing Lam, Senior Member, IEEE
Abstract— This paper proposes a cross-layer scheduling
scheme for OFDMA wireless systems with heterogeneous delay
requirements. We shall focus on the cross-layer design which
takes into account both queueing theory and information theory
in modeling the system dynamics. We propose a delay-sensitive
cross-layer design, which determines the optimal subcarrier allo-
cation and power allocation policies to maximize the total system
throughput, subject to the individual user’s delay constraint and
total base station transmit power constraint. The delay-sensitive
power allocation was found to be multilevel water-filling in which
urgent users have higher water-filling levels. The delay-sensitive
subcarrier allocation strategy has linear complexity with respect
to number of users and number of subcarriers. Simulation results
show that substantial throughput gain is obtained while satisfying
the delay constraints when the delay-sensitive jointly optimal
power and subcarrier allocation policy is adopted.
Index Terms— Delay-sensitive cross-layer scheduling, heteroge-
neous applications, orthogonal frequency division multiple access
(OFDMA), power control, subcarrier allocation.
I. INTRODUCTION
OFDM has been proposed as a multiple access scheme forproviding high speed data transmission over next gener-
ation networks such as the IEEE 802.16 Wireless Metropolitan
Area Network because of its robust performance over the
frequency selective channel. There are quite a number of
existing works on cross-layer scheduling design for OFDMA
systems such as [1]-[5] and references therein. The optimal
transmit power adaptation and subcarrier allocation and the
corresponding computational efficient suboptimal algorithm
for the total transmit power minimization problem in an
OFDMA system having users with fixed data rate requirements
have been studied in [1] and [2] respectively, while the
data rate maximization problem is considered in [3]. The
authors in [4], [5] provided a general theoretical framework, as
well as several practical algorithm implementation schemes,
addressing the cross-layer optimization problem of OFDMA
systems through using a general utility function based ob-
jective. However, these cross-layer designs, while achieving
throughput gain by exploiting spectral diversity as well as
multiuser diversity, were only based on a decoupled approach
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where source statistics and queue dynamics were decoupled
(and ignored) from the physical layer information theoretical
models. The negligence of the effect of the source statistics,
queueing delays and application level requirements lead to
inappropriate design from a higher layer system performance
perspective, particularly upon the provision of diverse QoS
requirements in terms of delay performance. On the other
hand, initial attempts on a cross-layer scheduler design that
incorporated both the source statistics and queue dynamics
were reported in [6]-[8], [11], where a simple On-Off physical
layer model was assumed in [6], and the multiple access
channel model with homogeneous users was studied in [7],
[8] through combined information theory [9] and queueing
theory [10] with the objective to minimize the average system
delay. In [11], a heuristic scheduler design maximizes the
system throughput while providing fairness between users in
an OFDMA system. Yet, all of these designs, were targeted
for systems with homogeneous users only.
In this paper, we focus on delay-sensitive cross-layer
scheduling design for OFDMA systems consisting of users
with mixed traffics and heterogeneous delay requirements.
Specifically, we propose optimal delay-sensitive subcarrier
allocation and power allocation policies to maximize the total
system throughput while at the same time, satisfying hetero-
geneous user delay requirements. The proposed optimization
framework involves both information theory1 (to model the
multiuser OFDMA physical layer) as well as queueing theory
(to model the delay dynamics). By transforming the delay
constraints into rate constraints, the delay-sensitive cross-
layer scheduling problem is formulated into a mixed convex
and combinatorial optimization problem. The optimal delay-
sensitive power allocation strategy is given by multi-level
water-filling where a user with tighter delay constraint will be
assigned a higher “water-level.” The optimal delay-sensitive
subcarrier allocation strategy is shown to be decoupled be-
tween subcarriers (i.e. greedy in nature) with a linear com-
plexity with respect to the number of users and number of
subcarriers. An iterative algorithm for finding the “multi water-
levels” of heterogeneous users is also proposed.2
This paper is organized as follows. In Section II, we
1In contrast to a simple ON-OFF model [6], we consider a more so-
phisticated information theoretical model to capture the performance of the
OFDMA physical layer.
2We have also worked out the asymptotic multiuser diversity with hetero-
geneous delay constraints based on our analytical model. However, due to
page limitation, this part is removed. Interested readers will please refer to
our URL for a longer version of our paper.
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Fig. 1. General Cross-Layer System Model (left) and Cross-Layer Scheduling Model under the Conceptual Channel Model for an OFDMA system with
heterogeneous application users (right).
describe the system model, including channel model, physical
layer model, source model and MAC layer model. Section
III presents the formulated optimization problem, and the
corresponding delay-sensitive power and subcarrier allocation
policies are presented in Section IV. Simulation results are
studied in Section V and a conclusion is given in Section VI.
II. SYSTEM MODEL
The general cross-layer system model of a multiuser wire-
less system and the specific system architecture of a multiuser
downlink OFDM scheduler are shown in Fig. 1. Before the
scheduling operation is performed, the cross-layer resource
scheduler first collects the QoS (delay) requirements of all
users. In the beginning of each scheduling interval, the re-
source scheduler in the base station (BS) obtains channel
state information (CSI) through the uplink dedicated pilots
from all mobile users3 and collects queue state information
(QSI) by observing the number of backlogged packets in all
these users’ buffers. The resource scheduler then makes a
scheduling decision based on this information and passes the
resource allocation scheme to the OFDMA transmitter. The
update process of state information of all users and also the
scheduling decision process are made once every time slot.
The subcarrier allocation and power allocation decision made
by the BS transmitter is assumed to be announced to each
mobile user through a separate control channel. We further
assume perfect channel state information is available at the
3In this paper, we consider OFDMA with TDD systems. Hence downlink
CSIT can be obtained from channel reciprocity through CSIT estimation of
uplink dedicated pilots. For an FDD system, explicit feedback of downlink
CSIT from mobile users is required.
transmitter (CSIT) and receiver (CSIR), and the transmission
rate chosen from a continuous set is realizable according to
the channel characteristic and with perfect channel coding on
each subcarrier.
A. Channel Model
We consider an OFDMA system with a quasi-static fading
channel within a scheduling slot (2ms). This is a reasonable
assumption for users with pedestrian mobility where the
coherence time of the channel fading is around 20ms or more.
Due to OFDMA, the NF subcarriers are decoupled. Let i
denote the subcarrier index and j denote the user index. The
received symbol Yij at mobile user j on subcarrier i is given
by
Yij = hijXij + Zij (1)
where Xij is the data symbol from the BS to user j on
subcarrier i, hij is the complex channel gain of the i-th
subcarrier for the j-th mobile which is zero mean complex
Gaussian with unit variance and Zij is the zero mean complex
Gaussian noise with unit variance. The transmit power allo-
cated from the BS to user j through subcarrier i is given by
pij = E
[
|Xij |2
]
. We define a subcarrier allocation strategy
SNF×K = [sij ], where sij = 1 when user j is selected to
occupy subcarrier i, otherwise sij = 0. The average total
transmit power from the BS is constrained by PTOT , i.e.
E
[
1
NF
K∑
j=1
NF∑
i=1
sijpij
]
≤ PTOT , where PTOT is average total
available transmit power in BS.
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B. Multi-User Physical Layer Model for OFDMA Systems
In order to decouple the problem to be formulated in this
paper from specific implementation of coding and modula-
tion schemes, we consider information theoretical Shannon’s
capacity as the abstraction of the multi-user physical layer
model. Given the CSIT hij and sij = 1, the maximum
achievable data rate cij4 (bits/s/Hz) conveying from the BS
to user j through subcarrier i, during the current fading slot,
is given by the maximum mutual information between Xij
and Yij , which can be written as
cij = max
p(Xij)
I (Xij ;Yij |hij) = log
(
1 + pij |hij |2
)
(2)
where I (Xij ;Yij |hij) denotes the conditional mutual infor-
mation. As long as the scheduled data rate rij ≤ cij , this
Shannon’s capacity can be achieved by random codebook
and Gaussian constellation at the BS.5 We also represent the
transmission rate (scheduled at maximum achievable data rate)
in matrix form by RNF×K = [rij ] with the individual matrix
element equal to rij = cij .
C. Source Model
Packets from heterogeneous user applications come into
each user j’s buffer according to a Poisson process with
independent rate λj packets per time slot with packets of fixed
size consisting of F bits without packets overflow. The nature
of user j is characterized by a tuple [λj , Tj ], where λj is
the average packet arrival rate to user j and Tj is the delay
constraint requirement by user j. User j with heavier traffic
load will have a higher λj and more delay-sensitive user j
will have stringent delay requirements Tj (smaller Tj value).
D. MAC Layer Model
The system dynamics are characterized by system state
X =(HNF×K , QK), which is composed of channel state
HNF×K =
[
|hij |2
]
and buffer state QK , where QK = [qj ]
is a K × 1 vector, with the j-th component denoting the
number of packets remaining in user j’s buffer. The MAC
layer is responsible for the cross-layer scheduling channel
resource allocation at every fading block based on the current
system state X as illustrated in Fig. 1. At the beginning of
every frame, the BS estimates the CSIT from dedicated uplink
pilots. Based on the CSIT and the queue states obtained,
the scheduler determines the subcarrier allocation from the
policy SNF×K [H,Q], the power allocation from the policy
PNF×K [H,Q] and the corresponding rate allocation from
the policy RNF×K [H,Q] for the selected users, in each
scheduling slot. The scheduling results are then broadcasted
on downlink common channels to all users before subsequent
downlink packets transmissions at scheduled rates.
4cij is called “instantaneous channel capacity,” and does not require to be
achieved by an “infinite delay” random codebook. In slow fading channels, the
channel fading remains quasi-static within each scheduling slot. The random
coding only spans across one scheduling slot causing only an finite delay.
5In practice, the Shannon’s Capacity could be approximately achieved by
powerful coding such as turbo code and LDPC, provided perfect channel state
information is available. For example, in a 802.11n WLAN system, the packet
length is 0.5ms, which is much less than the coherent time, and the packet
size is 4kBytes = 32kbits, which is more than sufficient for powerful codes
(such as turbo code and LDPC code) to have close-to-capacity performance.
III. PROBLEM FORMULATION
In this section, the OFDMA cross-layer design problem for
heterogeneous users is formulated as a constrained optimiza-
tion problem based on the system model introduced in Section
II. The objective is to maximize total system throughput while
maintaining OFDMA physical layer constraints on subcarrier
selection, transmission power constraint and delay constraints.
The optimization problem is formulated as follows:
Cross-Layer Problem Formulation: Find the optimal
subcarrier and power allocation policies (SNF×K [H,Q],
PNF×K [H,Q]) such that:
max
S,P
E
⎛⎝NF∑
i=1
K∑
j=1
sijrij
⎞⎠
subject to:
(C1) : sij ∈ {0, 1} , (C2) :
K∑
j=1
sij = 1, (C3) : pij ≥ 0,
(C4) : E
[
1
NF
K∑
j=1
NF∑
i=1
sijpij
]
≤ PTOT ,
(C5) : E
[
W˜j
]
≤ Tj ∀x,i, j
(3)
where W˜j is the system time (the duration of staying in the
system) of user j’s packet in system state X =(CSI,QSI),
and the rate allocation rij from policy RNF×K is related to
the power allocation from policy PNF×K by rij = cij =
log2
(
1 + pij |hij |2
)
as described in Section II-B.
In optimization problem (3),6 constraints (C1) and (C2) are
used to ensure only one user can occupy a subcarrier i at one
time. (C3) is used to ensure transmit power would only take a
positive value, (C4) is the average total power constraint, and
(C5) is the average delay constraint where the average system
time of user j’s packet E
[
W˜j
]
7 (including average waiting
time and average service time) is required to be smaller than
user j’s delay requirement Tj . We assume that the arrival rates
of the system are large enough so that there are always packets
in the user queues to be scheduled.
A. Relationship Between Scheduled Data Rate and Delay
Parameters
Before we can solve optimization problem (3), we have
to express the delay constraint in terms of physical layer
parameters. We shall have Lemma 1 from queueing analysis.
6In Problem (3), the expectation operator E[.] is taken over all system
states X =  HNF×K , QK

. It is noted that the subcarrier sij and power
allocation pij result are functions of CSI |hij |2 and QSI qj . Though sij and
pij are not random given a state realization, the constraint (C4) refers to the
“average power constraint” where “average” (expectation operator in (C4))
refers to average over random realizations of CSIT and QSI. This “average”
operator is also applied to the average delay constraint (C5).
7The system time of user j’s packet consists of two components: one is
the waiting time, which is the duration from the time of arrival to the starting
time of service (start being encoded); another component is the service time,
which is the duration from the starting time of service to the end of service
(the time that the system completes the encoding of this packet and starts
encoding another packet if the buffer is not empty).
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Lemma 1: A necessary and sufficient condition for the
constraint (C5) is
E [Xj ] +
λjE
[
X2j
]
+ λjE [Xj ]
(
E
[
Sj
]
/E [Sj ]
)
(ts)
2 (1− λj (E [Xj] /E [Sj ])) ≤ Tj(4)
where Xj is the service time of the packet of user j, λj is the
arrival rate of user j, Tj is the average delay requirement of
user j, and ts is the duration of the scheduling slot. Note
that Sj and Sj are indicator variables for the availability
and unavailability of the subcarrier for user j respectively,
i.e. (sj (m) = 1, sj (m) = 0) if there is a subcarrier allocated
to user j at time slot index m, or (sj (m) = 0, sj (m) = 1)
otherwise. In a practical OFDMA system, the number of
subcarrier NF is usually much greater than number of user K ,
thus there is always a subcarrier available for any particular
user j, i.e. E [Sj] = 1 and E
[
Sj
]
= 0.
From Lemma 1, the constraint (C5) is ready to be trans-
formed to an equivalent rate constraint that directly relates
the scheduled data rate Rj of user j to the user characteristic
tuple [λj , Tj], and also the packet size F .
Corollary 1: A necessary and sufficient condition for the
constraint (C5) when Tj →∞ is E [SjRj ] ≥ Fλj .
This corollary shows that average scheduled data rate
E [SjRj ] of user j should be at least the same as the
bits arrival rate to user j’s queue (even without any delay
requirement) in order to guarantee the stability of the queue.
Corollary 2: A necessary condition for the constraint (C5)
is called the equivalent rate constraint E [SjRj ] ≥ ρj , where
ρj =
(2Tjλj + 2) +
√
(2Tjλj + 2)
2 − 8Tjλj
4Tj
F (5)
Proof: The proofs of Lemma 1, Corollary 1 and Corol-
lary 2 are presented in Appendix A.
IV. SCHEDULING STRATEGIES
The optimization problem (3) can be written as a mixed
combinatorial (with respect to {sij}) and convex optimization
problem (with respect to {pij}). For each possible subcarrier
allocation {sij}, we can compute the optimal power allocation
{pij} for the selected user over each individual subcarrier
and the corresponding user data rates {rij}. Based on the
computed data rate vector (r11. . . . , rNFK), the total system
throughput
NF∑
i=1
K∑
j=1
sijrij can be evaluated. We can evaluate the
total system throughput for all different cases by enumerating
all possible combinations of {sij} and the one that gives
the largest average throughput will be the optimal solution.
However, based on the exhaustive search approach for {sij},
the total search space is NKF which is not feasible for moderate
NF . We shall illustrate that the optimal search for {sij}
can be decoupled between the NF subcarriers and hence
the proposed subcarrier allocation is computationally efficient
with the complexity of NF ×K only.
Specifically, using Corollary 2, the optimization problem
(3) can be reformulated with constraint (C5) written as:
(C5): E
[
NF∑
i=1
sij log2
(
1 + pij |hij |2
)]
≥ ρ˜j (6)
where ρ˜j = ρj ×
(
1
ts
/BWNF
)
and BW is the total bandwidth
of the OFDMA system. This optimization problem (3) is
now a mixed combinatorial and convex optimization problem.
In order to make the problem more traceable, we relax the
integer constraint on sij = {0, 1} to a time sharing factor
between 0 and 1 with problem reformulation using the variable
p˜ij = pijsij . The resultant problem would be a convex
maximization problem [12]. Using standard techniques, the
following Lagrangian of the reformulated problem is obtained:
L =
K∑
j=1
(1 + γj)
NF∑
i=1
sij log2
(
1 +
p˜ij |hij |2
sij
)
− μ
⎛⎝ K∑
j=1
NF∑
i=1
p˜ij −NFPTOT
⎞⎠
−
K∑
j=1
γj ρ˜j +
NF∑
i=1
φi
⎛⎝ K∑
j=1
sij − 1
⎞⎠ (7)
After finding the KKT condition through this Lagrangian,
we get the following jointly optimal power and subcarrier
allocation stated in Theorem 1.
A. Delay-Sensitive Jointly Optimal Power and Subcarrier
Allocation
Theorem 1: Given the CSIT realization hij , the opti-
mal subcarrier allocation policy Sopt [H ] = [sij ] can
be decoupled between NF subcarriers and is given by:8
For each i within 1 : NF
j∗ = arg max
j∈[1,K]
(1 + γj)
(
log2
(
(1 + γj)
μ
|hij |2
))+
−μ
(
(1 + γj)
μ
− 1|hij |2
)+
, sij =
{
1, j = j∗
0, otherwise. (8)
The corresponding optimal power allocation policy Popt [H ] =
[pij ] is given by:
pij =
{ (
(1+γj)
μ − 1|hij |2
)+
, ∀sij = 1
0, otherwise
(9)
where (x)+ means max(0, x), and μ, γj are the Lagrange
multipliers satisfying the power constraint (C4) and delay
constraint (C5) for all users j.
The search for the Lagrange multipliers requires a numer-
ical procedure as follows. Denote {γ1, . . . , γK} as γ. The
Lagrange multipliers are obtained by solving a system of
equations on P (μ, γ) = 0, and fj (μ, γ) = 0, ∀j, where
P (μ, γ)= PTOT − E 1
NF
NF∑
i=1
K∑
j=1
sij
(
(1 + γj)
μ
− 1|hij |2
)+
,
fj (μ, γ) = γj
⎛⎝E NF∑
i=1
sij
(
log2
(1 + γj) |hij |2
μ
)+
− ρ˜j
⎞⎠ .
Notice that fj (μ, γ) < 0 means the delay constraint is violated
and P (μ, γ) > 0 means power PTOT is not used up. There are
8Due to page limits, we have skipped the proof here. Interested readers
will please refer to the longer version of the paper in our URL for the proof.
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several ways to find the Lagrange multipliers through solving
this system of equations iteratively. One way is to update the
Lagrange multiplier variables γ and μ alternatively using the
bisection method.9 In each iteration, the upper portion of the
interval for bisection on γj will be retained if fj (μ, γ) < 0,
and the lower half of the interval for μ will be retained if
P (μ, γ) > 0. Another way to update the Lagrange multipliers
is based on the gradient method [12].10
In Theorem 1, the optimal power allocation Popt [H ] = [pij ]
expressed in (9) can be interpreted as a multi-level water-
filling strategy. It means that those delay-sensitive users j
with more stringent average delay requirements (having more
urgent packets to be transmitted) have to be transmitted at a
higher power water-level (1 + γj) /μ (where the value of γj
depends on the urgency of the delay requirements). On the
other hand, those delay-insensitive users j (i.e. those users
with inactive delay constraint (C5)) are allocated with the same
power water-level 1/μ. Furthermore, the optimal subcarrier
allocation strategy (8) can be interpreted as a policy that user
j with higher urgency level γj has a higher chance of being
allocated subcarriers, while users with the same γj have the
same chance and subcarriers are allocated to the user with
the best CSIT among this user group. Besides, it can also be
implemented by a greedy algorithm with linear complexity in
terms of NF ×K .
B. Minimal Power Required for Provision of Delay Require-
ments Guarantee
It should be noted that delay requirements may not always
be feasible. There is a minimum average transmit power
requirement (Pmin) in order to satisfy the delay requirements
of all users. Given all the K users characteristic tuples
[λj , Tj ], under the joint subcarrier and power allocation policy
presented in (8) and (9), Pmin is calculated by solving the
system of equations:⎧⎪⎪⎪⎨⎪⎪⎪⎩
Pmin = E
[
1
NF
NF∑
i=1
K∑
j=1
sij
(
(1+γj)
μ − 1|hij |2
)+]
E
[
NF∑
i=1
sij
(
log2
(
(1+γj)
μ |hij |2
))+]
= ρ˜j, ∀j
(10)
When PTOT ≥ Pmin, the delay constraints for all delay-
sensitive users are active; otherwise, at least one of the delay
constraints cannot be satisfied by any power and subcarrier
allocation policy. Numerical examples on minimum required
power are shown in Section V.
V. SIMULATION RESULTS
In this section, we present the simulation results to illustrate
the performance of the proposed cross-layer scheduler. We
also provide some comparisons of the proposed cross-layer
scheme with the FDMA-like schemes.
9We could also implement the Lagrange Multiplier Finding Algorithm using
other root finding algorithms, e.g. Newton Raphson’s Algorithm, for faster
convergence.
10In the n-th iteration, μ and γ are updated through
μ (n + 1) = [u (n)− αP (μ (n) , γ (n))]+, γj (n + 1) =
[γj (n)− αfj (μ (n) , γ (n))]+ where α is the chosen stepsize.
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Fig. 2. Average total throughput vs average transmit power under different
delay constraint T2 of Class 2 users (T2 = 2, 4, 1000 time slots). The number
of users of each class is (K1, K2, K3, K4) = (4, 4, 4, 4), respectively.
A. Simulation Model
In our simulation, we consider an OFDMA system with
total system bandwidth of 80 kHz consisting of 64 subcarriers.
Thus each subcarrier has bandwidth of 1.25kHz and each
subcarrier channel experiences flat fading. The duration of a
scheduling slot is assumed to be 2ms. The channel fading
between different users and different subcarriers is modeled
as i.i.d. complex Gaussian with unit variance. We consider
four classes of users in the system with arrival rates and
delay requirements of each class being specified by (λ,T) =
{(0.3, 2) , (0.4, 4) , (0.5, 1000) , (0.6, 1000)} (packets per time
slot, time slots). Class 1 and Class 2 users represent delay-
sensitive traffic with heterogeneous delay requirements while
Class 3 and Class 4 users represent delay insensitive applica-
tions with heterogeneous traffic loading. Each packet consists
of 80 bits and each point in the figures is simulated from
10000 independent trials.
B. Simulation Results
1) Throughput performance of the proposed scheduler
Fig. 2 depicts the average total system throughput versus
SNR under various delay constraints of a Class 2 user. It
is observed that in a low SNR regime (below 7.4 dB),
the system throughput is lower when the delay requirement
of Class 2 users is more stringent. This is because more
urgent users with heavy traffic loading will have higher water-
levels and thus have higher chances of seizing subcarriers,
causing losses in degree of freedom in exploiting throughput
maximization by other users with better CSIT. Besides, the
minimum required power to support all delay constraints of
the user would increase as the delay requirements become
more stringent. In a high SNR regime (above 7.4 dB), the
throughput performance is the same regardless of the value
of the imposed delay constraint for Class 2. This is because
in a high SNR regime, the water-levels are the same for all
users and thus the optimal subcarrier allocation reduces to the
conventional delay-insensitive scheduling policy.
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Fig. 3. (Upper) Average total system throughput vs different number of users
K under different delay constraint T2 of Class 2 users (T2 = 4, 8, 1000 time
slots). For K = 16, 8, 4 (K1, K2, K3, K4) = (2, 2, 10, 2), (2, 2, 2, 2), (2,
2, 0, 0), respectively. (Lower) Minimum required average transmit power vs
different number of users K under different delay constraint T2 of Class 2
users (T2 = 4, 8, 1000 time slots). For K = 16, 8, 4 (K1, K2, K3, K4) =
(4, 4, 4, 4), (2, 2, 2, 2), (1, 1, 1, 1), respectively.
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Fig. 4. Average total system throughput vs average transmit power under
different schedulers when K = 4. (The number of users of each class is
(K1, K2,K3, K4) = (1, 1, 1, 1), respectively.)
2) Impact of delay constraints on the throughput gain from
multiuser diversity
In Fig. 3, the total system throughput versus number of users
K is depicted for the case of SNR = 5.64 dB. It shows that
the delay-sensitive cross-layer design can exploit multiuser
diversity gain as well. However, the multiuser diversity gain
decreases for systems with more stringent delay constraints.
The minimum power required to support delay constraints of
Class 1 and Class 2 users also increases as K increases.
3) Throughput comparison among various schedulers
Figs. 4 and 5 illustrate throughput performance versus SNR
for various schedulers by considering a system with (K1,
K2, K3, K4) = (1, 1, 1, 1) and (4, 4, 4, 4) respectively.
In addition to the proposed delay-sensitive cross-layer sched-
uler (delay-sensitive joint dynamic subcarrier allocation and
adaptive power allocation) [DS-DSA-APA], we consider two
variants of the proposed delay-sensitive cross-layer schedulers,
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Fig. 5. Average total system throughput vs average transmit power under
different schedulers when K = 16. (The number of users of each class is
(K1, K2, K3, K4) = (4, 4, 4, 4), respectively.)
namely delay-sensitive adaptive power allocation (DS-APA)
and delay-sensitive dynamic subcarrier allocation (DS-DSA).
The DS-APA performs adaptive power allocation only based
on (9) [using fixed subcarrier allocation] while the DS-DSA
performs adaptive subcarrier allocation (8) only [using fixed
power allocation]. From both Figs. 4 and 5, it can be seen
that the DS-DSA-APA achieves the best system throughput.
When (K1, K2, K3, K4) =(4,4,4,4), the DS-DSA is close
to optimal. This is because when the number of users is
large, the multiuser diversity gain ensures that the SNR per
subcarrier is high and hence, power adaptation only provides
marginal gains. On the other hand, when the number of users
is smaller, the power adaptation becomes more important. In
both cases, there is significant throughput gain of the proposed
schemes relative to the conventional delay-insensitive FDMA-
like scheduler. Figs. 4 and 5 also illustrate that the minimum
power required to support the delay constraints of all users
for the DS-DSA-APA is substantially reduced (4.5 dB for 4
users and 10.3dB for 16 users) compared to a conventional
FDMA-like scheme (fixed allocation).
4) Impact of changes in traffic loading on delay perfor-
mance of delay-sensitive users of the proposed scheduler
In Fig. 6, the average delay performance versus different
arrival rates of delay insensitive Class 4 users is depicted given
PTOT = 5.65dB. It is observed that by using the proposed
scheduler, with the increases in traffic loading of Class 4 users,
the delay requirements of delay-sensitive users from Class
1 and Class 2 are still satisfied, while the only price to be
paid is an increased average delay for those delay insensitive
users from Class 3 and Class 4. Similarly, the average delay
performance of delay-sensitive users from Class 1 and Class 2
can also be shown to be guaranteed when the arrival rates of
other classes of users are increased, whenever the minimum
power requirement is satisfied. Such a characteristic of delay
performance guarantee is important for serving bursty delay-
sensitive real time heterogeneous traffic in next generation
wireless networks.
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VI. CONCLUSION
In this paper, we have presented a delay-sensitive cross-
layer scheduler for OFDMA systems with heterogeneous delay
requirements. Through a proper transformation of the delay
constraints to the equivalent rate constraints, the cross-layer
design problem is formulated as a convex optimization prob-
lem with consideration of the source statistics and queue dy-
namics as well as CSIT in the OFDMA systems. The proposed
cross-layer scheduler offers a nice balance of maximizing
throughput and providing QoS (delay) differentiation of the
mixed heterogeneous users. From the simulation results, it
was also shown that substantial throughput gain and minimum
required power saving are achieved by a jointly optimal
power and subcarrier allocation policy with all users’ delay
constraints being satisfied.
APPENDIX A
PROOF OF LEMMA 1, COROLLARY 1, AND COROLLARY 2
Proof: For an OFDMA system with Poisson arrival
to each user’s queue, suppose the service provided by all
subcarriers for each user to be considered as a server that
changes its service rate according to the system state, then
the buffer status dynamic for each user can be modeled as
an M/G/1 queue. However due to the subcarrier allocation
process, the server may be idle due to no subcarrier being
allocated to the user. As a result, modeling the distribution
of the service rate of this server is highly complex, and the
conventional Pollaczek-Khinchin formula [10] is inconvenient
for the calculation of average system time E
[
W˜j
]
for each
user j in this situation.
Consider a particular user j’s buffer. Let m denote the
time slot index and m˜ denote the packet index. The random
variables representing the number of packets transmitted,
availability of subcarrier, total scheduled data rate (bits/time
slot) and the service time11 for user j are denoted as Nj ,
11Each realization of Xj , x
 m,j is the service time of the mth packet of
user j (in terms of the number of the time slot), and is defined as the time
from when it started being served to the time it is completely served.
Sj , Rj , and Xj respectively (randomness depends on the
evolution of the system state across the time span), where
nj (m), sj (m),12 rj (m), and the service time of the m˜th
packet x
 m,j  1/nj (m) = F/rj (m) 13 is the corresponding
realization in the mth time slot.
The average service time of user j (in terms of the number
of time slots), denoted as E [Xj ], is written as (A.1):
E [Xj ] = lim
M→∞
1
M
M∑
m=1
sj (m)
1
M
M∑
m=1
sj (m)nj (m)
=
E [Sj ]F
E
[
NF∑
i=1
sijrij
(
tsBW
NF
)] = E [Sj ]FE [SjRj ] . (A.1)
On the other hand, as shown in Fig. 7, the waiting time
from the perspective of an arriving packet m˜ is
w
 m,j (t) = res m,j (t) +
∑
 m′= m−NQ ˜(m)
x
 m′,j (t) + zT
 m,j (t)
(A.2)
where res
 m,j (t) is the total residue time of the server
for the currently serving packet perceived by packet m˜,∑
 m′= m−NQ ˜(m)
x
 m′,j (t) is the total service time of the other
NQ ˜(m) packets in the queue before packet m˜, zT
 m,j (t) is the
total idle time of the server due to the fact that no subcarrier
is allocated to user j perceived by packet m˜ at time t, and
the corresponding random variables for res
 m,j (t), x m,j , and
zT
 m,j are RESj , Xj , and ZTj respectively.
By the Poisson Arrival See Time Average (PASTA) property
of the Poisson arrival process of an M/G/1 queue, (A.2)
allows us to analyze the average waiting time of user j as
E [Wj ] = E [RESj] + NQE [Xj] + E
[
ZTj
] [10], where NQ
is the average queue size.
1) Express average waiting time E [Wj ] in terms of
average residue time E [RESj ] and E [Sj ]
Since in steady state, the availability of a subcarrier to user
j could be observed from the queue, as a result
E [Sj ] =
NQE [Xj ]
NQE [Xj] + E
[
ZTj
] , and so
E [Wj ] = E [RESj ] + λjE [Wj ]
E [Xj ]
E [Sj ]
=
E [RESj ]
1− λjE [Xj ] /E [Sj ] . (A.3)
2) Express average residue time E [RESj] in terms of
moments of Xj and E [Sj ]
The residual service time is also graphically depicted in
Fig. 7. We calculate the ensemble average of residue time
12If there is at least one subcarrier allocated to user j at the mth time slot,
then sj (m) = 1, otherwise sj (m) = 0.
13It is supposed that the mth packet is transmitted in the mth time slot.
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E [RESj ] through its time average as follows:
E [RESj] = lim
t→∞
M (t)
t
M(t)∑
 m=1
1
2x
2
 m,j
M (t)
+
N (t)
t
N(t)∑
 n=1
1
2z
2
 n,j
N (t)
=
λjE
[
X2j
]
2
+
λjE [Xj ]
2
(
E
[
Sj
])
ts
E [Sj ]
(A.4)
where z
 n,j is the duration of the n˜th non-selected time slot,
M (t) is number of the packet departure up to time t, and
N (t) is number of the non-selected time slot up to time t.
In (A.4), we noted that limt→∞ M(t)t = λj (the rate of
departure is the same as the rate of arrival in steady state) and
E [Sj ]
E
[
Sj
] = M (t)E [Xj ]
N (t) (ts)
=
(M (t) /t)E [Xj ]
(N (t) /t) (ts)
=⇒ lim
t→∞
N (t)
t
=
λjE [Xj ]
ts
E
[
Sj
]
E [Sj ]
3) Resultant model of average waiting time E [Wj ] in
terms of moments of Xj and E [Sj ]
By (A.3) and (A.4), the average waiting time would be
E [Wj ] =
λjE
[
X2j
]
+ λjE [Xj ]
(
E
[
Sj
]
/E [Sj ]
)
ts
2 (1− λjE [Xj] /E [Sj ])
and hence the delay constraint on the system time of each user
j can be equivalently written as:
E [Xj ] +
λjE
[
X2j
]
+ λjE [Xj ]
(
E
[
Sj
]
/E [Sj ]
)
(ts)
2 (1− λjE [Xj ] /E [Sj ]) ≤ Tj.(A.5)
which is the result of Lemma 1. By expressing the second
order moment of service time E
[
X2j
]
in terms of average
service time E [Xj ] through E
[
X2j
]
= V ar [Xj ]+(E [Xj ])
2
,
where V ar [Xj ] is the variance of Xj , and using the stan-
dard quadratic formula, (A.5) can be rewritten as E [Xj ] ≤
−b−√b2−4ac
2a , where
a =
2λj
E [Sj ]
− λj ,
b = −
(
2 + 2
λjTj
E [Sj ]
+ λj
E
[
Sj
]
E [Sj ]
ts
)
,
c = 2Tj − λjV ar [Xj] (A.6)
It is noted that when the delay requirement of user j is
Tj → ∞,
(−b−√b2 − 4ac) /2a → 1/λj using L’Hospital’s
Rule. Hence using the result of (A.1) and (A.6), a necessary
and sufficient condition for the constraint (C5) would be
E [SjRj ] ≥ Fλj when Tj → ∞ (Corollary 1). It illustrates
that even though user j does not have any delay requirement,
the system should provide an average scheduled data rate of
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at least the same as the bits arrival rate to user j’s buffer to
guarantee the stability of the queue. Besides, since E
[
X2j
]
=
V ar [Xj ] + (E [Xj])
2 ≥ (E [Xj ])2, a necessary condition for
constraint (C5) would be
E [Sj ]F
E [SjRj ]
+
λj
(
E[Sj ]F
E[SjRj ]
)2
+ λj
(
E[Sj]F
E[SjRj ]
)
(ts)
2
(
1− λjFE[SjRj ]
) ≤ Tj
(A.7)
And thus, by setting E [Sj ] = 1 and E
[
Sj
]
= 0, we obtain
a lower bound of the average scheduled data rate required by
user j, E [SjRj ], as shown in Corollary 2.
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