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ABSTRACT 
The paper reconsiders random utility choice models in the 
light of asymptotic theory of extremes. The theory is introduced 
and its main general resultsare outlined. A stochastic extremal 
search process is then built, which is shown to produce the 
Logit model as an asymptotic result under very general condi- 
tions. Further applications of the new approach are discussed 
and outlined. 
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THE STRUCTURE OF RANDOM UTILITY MODELS 
I N  THE LIGHT OF THE ASYMPTOTIC THEORY 
OF EXTREMES 
1 . INTRODUCTION 
Random u t i l i t y  c h o i c e  models  have  become q u i t e  p o p u l a r  i n  
s u c h  a p p l i c a t i o n s  a s  t r i p  d i s t r i b u t i o n  a n a l y s i s ,  modal c h o i c e ,  
r e s i d e n t i a l  c h o i c e ,  and  s o  o n .  However, i n  s p i t e  o f  t h e  ele-  
g a n c e  o f  t h e  t h e o r y  b e h i n d  them, some t h e o r e t i c a l  d i s s a t i s f a c -  
t i o n  i s  c a u s e d  by t h e  e x c e e d i n g l y  r e s t r i c t i v e  a s s u m p t i o n s  c u r -  
r e n t l y  u s e d  t o  d e r i v e  s p e c i f i c  fo rms  f o r  such  mode l s .  Namely, 
t h e  p r e v a i l i n g  p h i l o s o p h y  seems t o  be  a n  emphas i s  on t h e  a b i l i t y  
f o r  s u c h  models  t o  c a p t u r e  f e a t u r e s  o f  i n d i v i d u a l  b e h a v i o r  i n  a  
v e r y  d i s a g g r e g a t e d  way, s o  t h a t  a  one- to-one mapping i s  t a c i t l y  
i m p l i e d  between a  s p e c i f i c  a s s u m p t i o n  a t  t h e  d i s a g g r e g a t e  l e v e l  
(namely ,  t h e  form o f  t h e  d i s t r i b u t i o n  o f  t h e  random u t i l i t y  
t e r m s )  and  t h e  r e s u l t i n g  o b s e r v a b l e  p r o b a b i l i s t i c  c h o i c e  p a t t e r n .  
The g o a l  o f  t h i s  p a p e r  i s  t o  show t h a t  most  o f  t h e s e  assump- 
t i o n s  a r e  u n j u s t i f i e d  and  t h a t ,  u n d e r  r a t h e r  g e n e r a l  c o n d i t i o n s ,  
o b s e r v e d  c h o i c e  p a t t e r n s  a r e  q u i t e  i n s e n s i t i v e  t o  d i s a g g r e g a t e  
a s s u m p t i o n s .  The a p p r o a c h  which w i l l  be u s e d  i n  o r d e r  t o  do  s o  
i s  t o  r e f o r m u l a t e  random u t i l i t y  c h o i c e  t h e o r y  i n  t e r m s  o f  
a s y m p t o t i c  ex t r eme  v a l u e  t h e o r y ,  a  b ranch  o f  m a t h e m a t i c a l  s t a -  
t i s t i c s  d e a l i n g  w i t h  t h e  p r o p e r t i e s  o f  maxima ( o r  minima) o f  
s e q u e n c e s  o f  random v a r i a b l e s  w i t h  a  l a r g e  n u ~ b e r  o f  t e r m s .  
I n  p a r t i c u l a r ,  it w i l l  b e  shown t h a t ,  f o r  a  s u f f i c i e n t l y  
l a r g e  number o f  a l t e r n a t i v e s ,  a  v e r y  w i d e  f a m i l y  o f  d i s t r i b u -  
t i o n s  l e a d s  t o  t h e  L o g i t  models  a s  a n  a s y m p t o t i c  a p p r o x i m a t i o n  
t o  c h o i c e  b e h a v i o r .  
2 .  THE BASIC RANDOM UTILITY MODEL AND ITS RELATIONSHIP WITH 
EXTREME VALUE THEORY 
L e t  a  d i s c r e t e  s e t  o f  o b j e c t s ,  S ,  b e  g i v e n ,  and  d e n o t e  by 
jES any  o f  i t s  e l e m e n t s .  L e t  a  r e a l  c o n s t a n t  v e c t o r  
b e  g i v e n ,  where  m = I S (  i s  t h e c a r d i n a l i t y  o f  S.  F i n a l l y ,  l e t  a  
p r o b a b i l i t y  d i s t r i b u t i o n  o n  I R ~  b e d e f i n e d  by 
F  ( X )  = Pr ( j (  < X )  
m 
where XEIR and  
i s  a  s equence  o f  m r e a l  random v a r i a b l e s .  
F o r  t h e  t r i p l e t  (S ,V ,F )  t h e  f o l l o w i n g  p rob lems  w i l l  be  con- 
s i d e r e d :  
a .  F i n d  t h e  p r o b a b i l i t y  d i s t r i b u t i o n  
- 
HS ( x )  = Pr (max u  ( x )  
j ES j 
f o r  t h e  maximum e l e m e n t  i n  t h e  s equence  o f  random 
v a r i a b l e s  
- - 
where u = x  + v  , j = 1 ,  ..., m j  j j 
b. F i n d  t h e  d i s c r e t e  p r o b a b i l i t y  d i s t r i b u t i o n  
- 
j 
max - < 0 )  
P r ( k ~ s - ~  j i  k  j 
f o r  t h e  e l e m e n t  i n  S  t o  which t h e  maximum v a l u e  i n  t h e  
sequence  U i s  a s s o c i a t e d .  
c .  Ana lyse  t h e  b e h a v i o r  of  HS(x)  and  p  j  = l , . . . , m  when j' 
m becomes, i n  some s e n s e ,  l a r g e .  
Problems l i k e  a  and  c a r e  t y p i c a l l y  a d d r e s s e d  by t h e  e x t r e m e  
v a l u e  t h e o r y ,  a  b r a n c h  o f  m a t h e m a t i c a l  s t a t i s t i c s  f o r  which a  
w e l l  d e v e l o p e d  t h e o r y  e x i s t s  (Von Mises 1936,  Gnedenko 1943,  
d e  Haan 1970,  Galambos 1 9 7 8 ) .  
Problem b  c a n  e a s i l y  be  r e c o g n i z e d  a s  t h e  m a t h e m a t i c a l  
f o r m u l a t i o n o f  t h e  main problem a d d r e s s e d  by random u t i l i t y  c h o i c e  
models .  I n d e e d ,  i f  S  i s  t h e  s e t  of  p o s s i b l e   choices,^ and 2 j  j  
a r e ,  r e s p e c t i v e l y ,  t h e  d e t e r m i n i s t i c  and  random p a r t  o f  t h e  
u t i l i t y  a s s o c i a t e d  w i t h  a l t e r n a t i v e  j ,  j  = 1 , .  . . , m ,  and F  ( X )  i s  
t h e  j o i n t  d i s t r i b u t i o n  f o r  t h e  random p a r t s ,  t h e n  e q u a t i o n  ( 3 )  
d e f i n e s t h e p r o b a b i l i t y  o f  c h o o s i n g  e a c h  a l t e r n a t i v e  jES. Equa- 
t i o n  ( 3 )  i s  t h e  s t a r t i n g  p o i n t  t o  b u i l d  a l l  c u r r e n t l y  u s e d  r a n -  
dom u t i l i t y  c h o i c e  mode l s  (see,  f o r  i n s t a n c e ,  Manski 1973,  
Domencich and  McFadden 1975,  W i l l i a m s  1977,  L e o n a r d i  1 9 8 1 ) .  
Al though it i s  e v i d e n t  t h a t  a  t h e o r y  which s o l v e s  problem 
a  a l s o  s o l v e s  problem b  a s  a  by -p roduc t ,  mos t  of  t h e  l i t e r a t u r e  
on  random u t i l i t y  mode l s  seems t o  b e  unaware o f  ex t r eme  v a l u e  
t h e o r y .  Moreover ,  p rob lem c ,  which  is  t h e  b u l k  o f  ex t r eme  v a l u e  
t h e o r y ,  h a s  been  i g n o r e d  i n  random u t i l i t y  m o d e l s ,  which are  
a lways  b u i l t  by i n t r o d u c i n g  v e r y  s p e c i f i c  a s s u m p t i o n s  on t h e  d i s -  
t r i b u t i o n  F  CX) . 
On t h e  o t h e r  hand ,  t h e  t o o l s  d e v e l o p e d  i n  e x t r e m e  v a l u e  
t h e o r y  e n a b l e  many s t a t e m e n t s  on t h e  a s y m p t o t i c  b e h a v i o r  o f  
HS(x)  and  p  t o  b e  made, w i t h o u t  r e q u i r i n g  a  s p e c i f i c  form f o r  j  
F ( X ) ,  p r o v i d e d  t h e  set  S i s ,  i n  some s e n s e ,  l a r g e .  S i n c e  many 
p r a c t i c a l  c h o i c e  s i t u a t i o n s  a c t u a l l y  m e e t  ( a t  l e a s t  a p p r o x i m a t e l y )  
t h e  c o n d i t i o n  o f  S  b e i n g  l a r g e ,  some s t a n d a r d  r e s u l t s  f o r  ex t r eme  
v a l u e  s t a t i s t i c s  m i g h t  be  u s e d  t o  p r o v i d e  random u t i l i t y  models  
w i t h  some g e n e r a l  j u s t i f i c a t i o n s .  
The res t  of  t h e  p a p e r  e x p l o r e s  t h i s  p o s s i b i l i t y ,  w i t h  n o  
c l a i m  of  e x h a u s t i n g  it. 
B e f o r e  w e  g o  on t o  do s o ,  however ,  some s i m p l e  g e n e r a l  re- 
s u l t s  w i l l  b e  s t a t e d ,  wh ich  h o l d  i n d e p e n d e n t l y  f rom t h e  form o f  
F(X)  a n d t h e  s i z e  o f  S. F (X)  w i l l  b e  assumed t o  b e  d i f f e r e n t i a b l e  
up  t o  t h e  mth o r d e r  ( i . e . ,  t o  a d m i t  a l l  p a r t i a l  d e n s i t i e s )  f o r  
e v e r y  X E I R ~  a n d  t o  have  f i n i t e  f i r s t  moments. Moreover ,  t h e  
v e c t o r  V w i l l  b e  assumed t o  b e  bounded,  i . e . ,  
The p a r t i a l  d e n s i t y  w i t h  r e s p e c t  t o  t h e  j t h  v a r i a b l e  w i l l  
b e  d e n o t e d  by F .  ( X )  a n d  d e f i n e d  a s  
3 
F .  (X) = aF ( X I  
I ax j 
w h i l e  t h e  m a r g i n a l  d e n s i t y  w i t h  r e s p e c t  t o  t h e  j t h  v a r i a b l e  w i l l  
b e  d e n o t e d  by f .  ( x )  . 
3 
A s  a  p r e l i m i n a r y  r emark ,  i t  i s  e a s i l y  s e e n  t h a t ,  i f  t h e  d i s -  
.. 
t r i b u t i o n  f o r t h e  s e q u e n c e  X i s  F ( X ) ,  t h e  d i s t r i b u t i o n  f o r  t h e  
- 
s e q u e n c e  U d e f i n e d  i n  ( 2 )  i s  
Moreover ,  s i n c e  t h e  e v e n t  
max ti < x  
j  €S j  
i s  e q u i v a l e n t  t o  t h e  e v e n t  
it f o l l o w s  t h a t  
S i n c e  it i s  e v i d e n t  f r o m  ( 5 )  t h a t  H~ ( x )  i s  a  f u n c t i o n  o f  V ,  t h e  
n o t a t i o n  
w i l l  b e  u s e d .  
A lemma w i l l  now be  s t a t e d  which summarizes  t h e  r e l a t i o n -  
s h i p s  between t h e  ex t r eme  v a l u e  d i s t r i b u t i o n  H(x ,V)  and t h e  c h o i c e  
p r o b a b i l i t i e s  p  . j  
L e m m a  2 . 1 .  Under t h e  a s s u m p t i o n s  s t a t e d  above  f o r  F ( X ) ,  
and  w i t h  p  d e f i n e d  a s  i n  ( 3 )  : j  
where H(x1V) i s  t h e  f u n c t i o n  d e f i n e d  i n  ( 6 ) ;  moreover ,  
m 
0  5 p j  ( 1 and  j z l  = 1 
( i i )  4 ( V )  = x  dH(x ,V)  < ~3 
and 
(iii) i f  t h e  f u n c t i o n  F(X)  i s  r e p l a c e d  by t h e  f u n c t i o n  
where Q ( y )  i s  a  u n i v a r i a t e  p r o b a b i l i t y  d i s t r i b u t i o n  
w i t h  f i n i t e  f i r s t  moment a ,  t h e  p r o b a b i l i t i e s  p  j  
a r e  t h e  same a s  t h o s e  o b t a i n e d  from F ( X ) .  
Proof. To p r o v e  s t a t e m e n t  ( i ) ,  n o t i c e  t h a t  by d e f i n i t i o n  
- p r ( x .  5 i < x . + y  , x  < x  : ~ E S  - { j } )  
F~ (x) = l i m  j  k  k  
Y+O Y 
t h e r e f o r e  
Pr (x  < 2 + v  < x+y  , ik + v  < x  : kGS-{I}) 
F . ( x - v  l , . . . , ~ - ~ m )  = l i m  - j  j  k  
3 Y+O Y 
It follows that the total probability for the event 
- u > max uk 
k€s-{j} 
or equivalently 
- 
u > ii k for all k€~-{j) j 
where (u,, ..., urn) is the sequence defined in (2), is given by 
On the other hand, it is evident from definition (6) that 
and replacing this result in (11) equation (7) follows. To 
prove that p is a proper probability distribution, first note j 
that from (11) it is obviously true that 
moreover 
since H(x,V) is a probability distribution. From this and (12) 
it follows that 
This completes the proof of statement (i). 
To prove (8) define the first moments 
where f.(x) is the jth marginal density of F(x). By assumption 
I 
By definition 
and by the differentiability assumption [already used to prove 
statement (i) 1 
On the other hand, from the standard properties of prob- 
ability distributions: 
Substitution into (8) yields 
a, 
x f .  (x-v.) dx = 1 (p + v.) 
I I j I j 
and since both p and v are finite (8) follows. To prove (9) j j 
take the derivatives of @(V) and integrate by parts 
but since 
and 
the first term on the right-hand-side of (13) vanishes, and com- 
parison of the second term with (7) establishes (9). This com- 
pletes the proof of statement (ii). 
Statement (iii) easily follows from (9). From definitions 
( 5 1 ,  ( 6 1 ,  and (10) 
and from definition (8) and the assumption on the moment of Q(y) 
It follows that 
which together with (9) proves statement (iii). 
Discussion 
S t a t e m e n t  (i) i s  a  b a s i c  r e s u l t ,  e s t a b l i s h i n g  a  g e n e r a l  r u l e  
t o  o b t a i n  t h e  c h o i c e  p r o b a b i l i t i e s  f rom t h e  ex t r eme  v a l u e  d i s -  
t r i b u t i o n .  T h a t  i s ,  i n  a  s e n s e ,  a  p r e c i s e  s t a t e m e n t  of  t h e  c l a i m  
t h a t  a  random u t i l i t y  c h o i c e  model i s  a  by-product  of  t h e  more 
g e n e r a l  ex t r eme  v a l u e  d i s t r i b u t i o n  problem. S t a t e m e n t  (ii) 
s t r e n g t h e n s  t h i s  r e s u l t ,  g i v i n g  w i t h  e q u a t i o n  ( 9 ) ,  a  method which 
i s  o p e r a t i o n a l l y  much more u s e f u l  t h a n  r e p r e s e n t a t i o n  ( 7 ) .  I t  
a l s o  s a y s  something  more on t h e  p r o p e r t i e s  o f  a  random u t i l i t y  
c h o i c e  model.  The f u n c t i o n  + ( V )  d e f i n e d  by ( 8 )  i s  t h e  e x p e c t e d  
v a l u e  o f  t h e  maximum i n  t h e  sequence  U ,  t h a t  i s ,  i n  t h e  random 
u t i l i t y  i n t e r p r e t a t i o n ,  t h e e x p e c t e d  u t i l i t y  d e r i v i n g  from a n  
o p t i m a l  c h o i c e .  The f a c t  t h a t  t h e  c h o i c e  p r o b a b i l i t i e s  p  a r e  j 
t h e  p a r t i a l  d e r i v a t i v e s  o f  t h e  e x p e c t e d  u t i l i t y  + ( V )  h a s  a n  i n -  
t e r e s t i n g  economic i n t e r p r e t a t i o n .  From t h e  m a t h e m a t i c a l  p o i n t  
of  v iew,  ( 9 )  s t a t es  t h e  integrability conditions f o r  t h e  v e c t o r  
f u n c t i o n  
showing t h a t  t h e  g e n e r a l  i n t e g r a l  
e x i s t s ,  and  i s  i n d e p e n d e n t  from t h e  p a t h  o f  i n t e g r a t i o n ,  and  i t  
i s  g i v e n  by + ( V )  up t o  a n  a d d i t i v e  c o n s t a n t .  
I n  economics ,  t h e s e  c o n d i t i o n s  a r e  e q u i v a l e n t  t o  t h o s e  p ro -  
posed  by H o t e l l i n g  (1938) t o  e n s u r e  t h e  e x i s t e n c e  and u n i q u e n e s s  
of a  consumer s u r p l u s  f o r  a  v e c t o r  demand f u n c t i o n  o f  many sub-  
s t i t u t a b l e  commodi t ies .  Of c o u r s e ,  t h e  o r i g i n a l  H o t e l l i n g  
f o r m u l a t i o n  u s e s  p r i c e s  i n s t e a d  o f  u t i l i t i e s ,  b u t  one c a n ,  w i t h  
no l o s s  of  g e n e r a l i t y ,  w r i t e  
and c a l l  c  a  p r i c e .  j 
The f a c t  t h a t  random u t i l i t y  mode l s  s a t i s f y  t h e  H o t e l l i n g  
c o n d i t i o n s  h a s  been  n o t e d  and s t u d i e d  by many a u t h o r s  i n  t h e  
l a s t  10 y e a r s ,  m a i n l y  i n  t h e  f i e l d  o f  t r a n s p o r t  demand a n a l y s i s  
and l a n d  u s e  p l a n s  e v a l u a t i o n .  The approach  h a s  been  p i o n e e r e d  
by Neuburger  ( 1 9 7 1 ) ,  f o r  g r a v i t y - t y p e  mode l s ,  a l t h o u g h  no  random 
u t i l i t y  a s s u m p t i o n  w a s  c o n s i d e r e d  i n  N e u b u r g e r ' s  p a p e r .  The 
l i n k  w i t h  random u t i l i t y  t h e o r y  i s  e x t e n s i v e l y  d i s c u s s e d  i n  
W i l l i a m s  ( 1 9 7 7 ) ,  Coelho  ( 1 9 8 0 ) ,  Daly (1979)  Ben Akiva and Lerman 
( 1 9 7 9 ) .  However, m o s t  o f  t h e  above  works a r e  t i e d  t o  v e r y  spe-  
c i f i c  a s s u m p t i o n s  on t h e  form of  F ( x ) ,  and  it  d o e s  n o t  seem t o  
b e  e x p l i c i t l y  r e c o g n i z e d  t h a t  s t a t e m e n t  (ii) i s  f a i r l y  g e n e r a l .  
More r e c e n t  work f r e e  f rom s p e c i f i c  a s s u m p t i o n s  i s  found i n  
L e o n a r d i  (1981)  and  Smi th  ( 1 9 8 2 ) .  
S t a t e m e n t  (iii) i s  a l s o  v e r y  i m p o r t a n t ,  a l t h o u g h  a l m o s t  
o b v i o u s .  I t  b a s i c a l l y  s a y s  t h a t  c h o i c e  p r o b a b i l i t i e s  a r e  u n a f -  
f e c t e d  by a s h i f t  i n  t h e  u t i l i t y  scale.  Moreover ,  it s a y s  t h a t  
t h e y  r ema in  u n a f f e c t e d  by any  m i x t u r e  of  s h i f t s .  F o r  i n s t a n c e ,  
i f  c h o i c e s  a r e  made by a  p o p u l a t i o n  which s h i f t s  t h e  u t i l i t y  
s c a l e  h e t e r o g e n e o u s l y ,  a c c o r d i n g  t o  t h e  d i s t r i b u t i o n  Q ( y ) ,  t h i s  
h e t e r o g e n e i t y  d o e s  n o t  a f f e c t  t h e  c h o i c e  b e h a v i o r .  Due t o  t h e  
way t h e  f u n c t i o n  H(xIV)  i s  d e f i n e d ,  it i s  e v i d e n t  t h a t  t h e  s h i f t  
c a n b e  i n d i f f e r e n t l y  c o n s i d e r e d  as  a p p l i e d  t o  t h e  random t e r m s  
- 
x  o r  t o  t h e  d e t e r m i n i s t i c  terms v  . T h a t  i s ,  it c a n  e a s i l y  b e  j j 
p roved  t h a t  
(see L e o n a r d i  1 9 8 1 ) ,  and  t h e r e f o r e  
which l e a d s  t o  a n  a l t e r n a t i v e  p roof  o f  (iii). 
B e s i d e s  o t h e r  c o n s i d e r a t i o n s ,  s t a t e m e n t  (iii) s a y s  t h a t  
t h e r e  i s  a  l o t  of  a r b i t r a r i n e s s  i n  f i x i n g  an  o r i g i n  f o r  t h e  
u t i l i t y  s c a l e ,  and a d d i t i v e  c o n s t a n t s  ( e i t h e r  d e t e r m i n i s t i c  o r  
s t o c h a s t i c )  c a n  be  i g n o r e d .  
3 .  M A I N  RESULTS FROM THE ASYMPTOTIC THEORY OF EXTREMES 
A s  s t a t e d  i n  S e c t i o n  2 ,  t h e  main problem i n  e x t r e m e  v a l u e  
t h e o r y  i s  a n a l y z i n g  t h e  b e h a v i o r  o f  t h e  ex t r eme  v a l u e  d i s t r i b u -  
t i o n  when t h e  number o f  e l e m e n t s  i n t h e s e q u e n c e  o f  random v a r i -  
a b l e s  becomes l a r g e .  More p r e c i s e l y ,  u s i n g  t h e  t e r m i n o l o g y  
i n t r o d u c e d  i n  S e c t i o n  2 ,  t h e  g e n e r a l  p roblem t o  b e  e x p l o r e d  i s  
t o  f i n d  s e q u e n c e s  o f  n o r m a l i z i n g  c o n s t a n t s  (am) and  (bm) , where 
m = I S [ ,  s u c h  t h a t ,  a s  m -+ 
l i m  HS(am + bm X )  = H ( x )  
where H(x)  i s  a  n o n d e g e n e r a t e  p r o b a b i l i t y  d i s t r i b u t i o n .  The 
main i n t e r e s t  i n  e x p l o r i n g  t h i s  problem l i e s  i n  t h e  f a c t  t h a t ,  
a s  it w i l l  b e  s e e n ,  H(x )  can  be e x p e c t e d  t o  be l a r g e l y  indepen-  
d e n t  f rom t h e  s p e c i f i c  form o f  F ( X ) ,  on which o n l y  some weak 
c o n d i t i o n s  need  t o  b e  imposed. T h i s  i s  i n  s t r i k i n g  c o n s t r a s t  
w i t h  t h e  a p p r o a c h  f o l l o w e d  i n  b u i l d i n g  most  random u t i l i t y  
models ,  u s u a l l y  o b t a i n e d  by impos ing  v e r y  r e s t r i c t i v e  and  spe-  
c i f i c  a s s u m p t i o n s  on F  (X) . 
F o r  i n s t a n c e ,  t h e  L o g i t  model i s  o b t a i n e d  by assuming X i s  
a  sequence  of  i n d e p e n d e n t  i d e n t i c a l l y  d i s t r i b u t e d  i d  random 
v a r i a b l e s  w i t h  common d i s t r i b u t i o n  f u n c t i o n :  
P, (xj < X )  = exp ( -  e-BX) 
F u n c t i o n  ( 1 5 )  w i l l  a c t u a l l y  be  shown t o  p l a y  a  f u n d a m e n t a l  r o l e  
i n  ex t r eme  v a l u e  t h e o r y ,  i n  t h e  s e n s e  t h a t  a l m o s t  e v e r y  a s y m p t o t i c  
ex t r eme  v a l u e  d i s t r i b u t i o n  c a n  be  r educed  t o  ( 1 5 )  by a  s u i t a b l e  
t r a n s f o r m a t i o n .  But i t  need n o t  b e  assumed f o r  e a c h  j€S,  p r o v i d e d  
I S (  -+ a and some o t h e r  r e q u i r e m e n t s  a r e  m e t .  
A s  a  m a t t e r  of f a c t ,  t h e  main r e s u l t s  i n  t h i s  p a p e r  a r e  
t h o s e  on convergence to the muZtinomiaZ Logit f o r  a  wide  c l a s s  
o f  random u t i l i t y  models .  T h i s  makes,  i n  a  s e n s e ,  t h e  L o g i t  
model a n  aggregate r a t h e r  t h a n  a  disaggregate one .  C o n v e r s e l y ,  
e v e n t u a l  conve rgence  p r o p e r t i e s  t o  t h e  m u l t i n o m i a l  L o g i t  f o r  a  
wide c l a s s  o f  d i s t r i b u t i o n s  F(X)  would make i t  h a r d l y  j u s t i f i -  
a b l e  t o  make any  i n f e r e n c e  on  t h e  s p e c i f i c  form o f  t h e  a c t u a l  
F ( X ) ,  s i n c e  t h e  mapping between F ( S )  and H ( x )  i s  many-to-one. 
Most well-known results on extreme value statistics concern 
sequences of i.i.d. random variables. The independency assump- 
tion could be replaced by asymptotic independency for many re- 
sults, butthiswill not be pursued here. Some general results 
from the theory developed for i.i.d. random variables will be 
sufficient to give an asymptotic justification to the logit model. 
The following terminology will be used 
F (x) = Pr (2 < X) is the univariate distribution of any 
random variable ii in the sequence 
considered 
n 
Fn(X) = 11 F(xj) is the joint distribution for a sequence 
j=1 of n terms 
n H,(x) = F (x) is the distribution of the maximum term 
in a sequence of n terms [this follows 
from ( 5 )  as a special case] 
a(F) = in£ {x:F(x) > 0) is the lower endpoint of F(x) 
w (F) = sup {x:F (x) < 11 is the upper endpoint of F (x) 
H (x) will be said to belong to the domain of attraction of some 
n 
nondegenerate distribution H(x) if sequences of normalizing con- 
straints a and bn can be found such that 
n 
lim ~,ia + bn X) = H(x) 
n 
n+w 
The following will be referred to as Condition 3.1 and 
Condition 3.2. 
Condition 3.1. w(F) = and there is a constant B > 0 
such that, for all x > 0 
1 im 1 - F(tx) = x - B 
t +co 1 - F (t) 
C o n d i t i o n  3 . 2 .  For some f i n i t e  a  
and f o r  a l l  r e a l  x 
l i m  1 - F [ t  + x R ( t ) ]  -x 1 - F ( t )  = e  t + w  ( F )  
where R ( t ) ,  a ( F )  < t < w ( F )  i s  t h e  f u n c t i o n  
The main r e s u l t s  f o r  i . i . d .  random v a r i a b l e s  a r e  s t a t e d  
wi thout  proof i n  t h e  fo l lowing  r e f e rence  Lemma. 
Lemma 3 . 1 .  Any nondegenerate l i m i t  i n  1 s a t i s f i e s  t h e  
f u n c t i o n a l  equa t ion  
m H (Am + Bm X )  = H ( x )  
Equation (17)  has  on ly  t h r e e  s o l u t i o n s :  
H 2  ( x )  = B 
exp [ - ( - X I  I 
H ~ ( x )  = exp (-e-X) 
F ( x )  belongs t o  t h e  domain of a t t r a c t i o n  o f :  
H1(x) i f ,  and on ly  i f ,  cond i t i on  3.1 ho lds  
H 2  ( x )  i f ,  and on ly  i f ,  w ( F )  i and f o r  t h e  modified 
d i s t r i b u t i o n  
condition 3.1 holds 
H3(x) if, and only if, condition 3.2 holds. 
The sequences of normalizing constants a and bn in (16) 
n 
can be computed as: 
(i) a = 0, bn = in£ {x:l - F(x) 5 1/n} if F(x) belongs 
n 
to the domain of attraction of Hl(x) 
(ii) an = u(F), bn = o(F) - in£ {x:l - F(xl 5 l/n} if 
F (x) belongs to the domain of attraction of H (x) 2 
(iii) a = in£ {x: 1 - F(x) < l/n}, bn = R(an) if F (x) n - 
belongs to the domain of attraction of H (x). 3 
Discussion 
Lemma 3.1 is a collection of results scattered in the 
literature. They can be found with the proofs in the compre- 
hensive book by Galambos (1978), although they date back some- 
what earlier. Not mentioning the work on extremes done by 
Bernoulli and Poisson, the first systematic results on the 
three possible limits are due to Fisher andTippet (1928) and 
von Mises (1936), although these authors limited their consid- 
erations to absolutely continuous F(x). The current level of 
the theory, not requiring continuity, is due mainly to Gnedenko 
(1943) and de Haan (1970). 
The most important qualitative result is perhaps the ex- 
haustive list of possible limits. Lemma 3.1 does not say that 
a nondegenerate limit in (1 5) always exists. If, however, it 
does, then it can only be either Hl (x) , H2 (x) , or H3 (xl . Hj (x) 
is, of course, of the same form as (15), therefore, one might 
expect a tight relationship between Condition 3.2 and a possible 
limiting Logit form for the choice probabilities. It would be 
nice to have strong behavioral justifications for choosing 
Condition 3.2, rather than Condition 3.1. However, there is 
no self-evidence in the way the two conditions are formulated. 
Some insight is given by assuming F(x) is differentiable. In 
this case, if one defines the hazard rate 
F'(x) = -  p (x) = I log [l - F(x)l 
- F (x) dx 
it can be shown (von Mises 1936) that Condition 3.1 is equiva- 
lent to 
lim x p(x) = 
x+m 
while Condition 3.2 is equivalent to 
lim &[&I= o 
x+w (F) 
In other words, with (21) the hazard rate is, in the limit, 
inversely proportional to x, while with (22) the hazard rate is, 
in the limit, constant. One might recall the meaning of the 
hazard rate: 
that is, p (x)dx is the (infinitesimal) probability that the 
random variable x is nearly x, conditional to the event that it 
is not less than x. In terms of utilities, it would seem plaus- 
ible to assume a diminishing returns effect, by which the prob- 
ability of finding higher utilities does not increase for high 
utility levels. This would lead to discard assumption (21), and 
hence Condition 3.1, as unrealistic. There is, however, a 
stronger argument to justify working under Condition 3.2 only. 
Assume, further to Condition 3.1, a(F) - > 0, and define the 
new random variable 
- 
2 = log x 
with distribution G(x). It is clear that 
and the hazard rate of G(x) is 
therefore, defining y = ex 
lim p*(x) = lim Y F l  (XI = lim yp (y) = B 
X'm Yjrn 1 -F(Y) yjm 
because of (23). Hence, the transformed variable (23) has an 
asymptotically constant hazard rate, meets condition (22), and 
belongs to the domain of attraction of H3(x). Thus a simple 
logarithmic transformation maps a largL subset of the domain of 
attraction of Hl (x) [namely, the F (x) for which a (F) - > 01 into 
a subset of the domain of attraction of H (0). Similar consid- 3 
erations apply to the domain of attraction of H (x). By Lemma 2 
3.1, F (x) belongs to the domain of attraction of H, (x) if 
belongs to the domain of attraction of H (x); hence 1 
belongs to the domain of attraction of H (x). Transformation 3 
(24) is interesting in its own right. One can write: 
hence F*(x) is the distribution of the random variable: 
Applying now transformation (23) to F* (x) 
G* (x) = Pr - log[o(F) - x] < x} 
therefore, the distribution of the random variable 
- 
u = -  log [w(F) - ;I 
belongs to the domain of attraction of H3(0). The one given by 
(25) is an interesting utility function. If o(F) is interpreted 
- 
as an i d e a 2  ZeveL for the variable 2,  then for x -+ (F) 
the maximum satisfaction. If one additionally assumes: 
so that 0 < x < 1 
- - 
therefore (25) can be used to map a normalized weight into a 
nonnegative real number. 
To summarize, given a sequence of i.i.d. random variables 
whose maximum has an asymptotic nondegenerate distribution H (x) , k 
k = 1,2,3, a suitable transformation canalways reduce them 
to a sequence whose asymptotic distribution for the maximum is 
H3 (x) . The transformations are: 
- - 
I. u =  logx 
- - 
11. u = - log [w(F) - XI 
and their shape is as shown in Figure 1. 
Figure 1 .  Graph of the three possible transformations required 
to generate extremes converging to 
H (x) = exp (-e-X) 3 
Besides the above theoretical considerations, one might 
ask how some of the most commonly used distributions behave in 
the limit. The answer is that most of them belong to the do- 
main of attraction of H3(x), like the exponential, the normal, 
the lognormal, the gamma, and the logistic. Some less usual 
distributions belong to the domain of attraction of Hl(x), such 
as CauchyacdPareto distribution, or of H2(x), such as the uni- 
form and the beta distribution. However, there are qualitative 
differences in the way of reaching the limit, even within the 
same domain of attraction, which raise some theoretical and 
empirical problems. The crucial problem in applications is 
estimating the normalizing constants a and bn. In a random 
n 
utility choice model, the constant an is not critical, no mat- 
ter how large it becomes as n + because of statement (iii) 
in Lemma 2.1. The constant bn, on the contrary, is critical, 
since it is related to the dispersion of the extreme value dis- 
tribution. Indeed, if 
lim Hn(an + bn X) = Hj (x) = exp (-e-X) 
n-tm 
it follows that 
1 
- ( x  - an) 
lim Hn(x) = lim exp 
n-t n-t* I e n  I 
and the right hand side of (26) would be used as an approxima- 
tion of Hn(x), for large n. It is clear that, if bn does not 
depend much on n, it makes sense to estimate it as a constant 
and consider the limiting approximation a stable low. If, on 
the other hand, the dependence of bn from n is not negligible, 
any empirical estimation of its value would strongly depend on 
the conditions under which the observations were made, and the 
limiting law in (26) would be a poor forecasting tool. The 
nature of this problem is clarified by two examples. As a first 
example, assume 
an exponential distribution. Hence it belongs to the domain of 
attraction of H3(x). By applying the rules given in Lemma 3.1 
it can easily be shown that 
for all n > 1 
- 
therefore, the limiting approximation would be: 
a very stable law. As a second example, assume 
a standard normal distribution. It also belongs to the domain 
of attraction of H3(x), but the sequence bn in this case can be 
shown to be 
b = (2 log n) -1/2 
n 
therefore the coefficient in the exponential (26) would be: 
1 
8, = i;- = (2 log n) 
1 /2 
. 
The sequence Bn increases with n, although very slowly, 
and lim B = m, although an unbelievably large n is required to 
n-tm 2 1 get a large value of 8 (for instance, Bn = 10 for n -- 5.10 , 
n 
which far exceeds any reasonable number of alternatives one 
could find in this world). This sequence is shown in Figure 2. 
Since the dependency on n does not disappear, any empirical 
estimate for Bn would depend on the number n of alternatives 
available at the time. Therefore, with changing size of the 
choice set, the value for B would change. This means, if the 
n 
population is normal, a constant B is a poor approximation for 
forecasting purposes. 
The fact that Bn increases with n seems counterintuitive, 
since it implies that the dispersion in the limiting distribu- 
tion decreases, while many empirical observations on choice be- 
havior (for instance, urban trips) seem to suggest that disper- 
sion increases with the number of alternatives. 

4. ASYMPTOTIC DERIVATION OF THE MULTINOMIAL LOGIT MODEL 
Lemma 3.1 will now be used to derive a first result on the 
asymptotic convergence of choice probabilities to the multinomial 
Logit model. In order to do so, an additional assumption on the 
structure of the choice set, the measured utilities and the 
choice behavior is required. It will be referred to as Condition 
4.1. 
Condition 4.1. Let S be the total choice set and associate 
with each aES a real number v(a),the measured utility of a. 
Assume S can be partitioned into m - > 1 subsets S 1tS2,-..tSm such 
that 
for all uES - - m < v < m ; j = 1, ..., m j ' j 
Assume a sample of size n is drawn from S according to n 
Bernoulli trials, such that, if a(k)ES is the alternative drawn 
at trial k, 
In short, Condition 4.1 assumes the alternatives can be par- 
titioned into very large subsets homogeneous with respect to the 
measured utilities. The information on alternatives is obtained 
by independent trials. Clustering alternatives into homogeneous 
subsets is more often than not a natural way to formulate a 
choice problem. For instance, in models for travel demand, a 
geographic area is usually divided into smaller zones, each zone 
containing many possible trip destinations, and the same average 
travel cost is assigned to the trips from a given origin to any 
destination within the same zone. In residentlal mobility and 
migrations, alternatives are clustered into regions, and the same 
average attributes are assigned to any alternative within the 
same region. Aggregating alternatives into homogeneous subsets 
is actually a need in modeling spatial choice problems, since the 
task of listing them one by one is impossible and unrealistic. 
~ l l  the ingredients are now ready to prove the following. 
Theorem 4.1. Assume the random utility terms are i.i.d. 
random variables with distribution F(x) belonging to the domain 
of attraction of Hj(x) and let Condition 4.1 hold. Assume fur- 
ther (3(F) = a and there is some constant x,,such that F' (x), 
F" (x) exist for x > xl. Define an such that 
v(on) + %(on) = max v [a (k) ] + 2 [a (k) ]
1 - <k<n - 
(ties broken arbitrarily) 
where x (a) is a random variable with distribution F (x) , and 
Then: 
lim Pn(j) = 
m 
n+m Bv 1 wj j=1 
(ii) if lim FV(t) 
t+m 3 -- F (t) 
I , v j =  .nax 
I <k<m Vk lim Pn (j) = - - 
n+O0 0 , otherwise 
Proof. Consider the following stochastic process in dis- 
crete time. The system will be said to be in state (j ,x) at 
time n if a €j and v(on) + i(on) = x. The above process is 
n 
easily seen to be a homogeneous Markov chain with mixed state 
space. Define the transition probabilities 
For j # i, a transition from i to j occurs only if an alternative 
from Si is drawn, which according to Condition 4.1 happens with 
probability w and it has a total utility in the interval [x,y) j 
which happens with probability 
F(y - v.) - F(x - v.) 
3 I 
If y < x no transition occurs. Therefore, 
for j f i. 
The system can remain in state i in two mutually exclusive 
ways : 
I. An alternative in S is drawn (different from the i 
current one) with total utility in the interval 
[x,y); the probability for this event is given by 
for j 
11. An alternative is drawn from any S , 1 < j < m ,  but it j - -  
has a total utility less than x; this happens with 
probability 
m 1 w F(x - v.) 
j = 1  j I 
Adding up events I and I1 one gets: 
The state probabilities 
satisfy the Kolmogoroff equations: 
with the initial conditions 
Af ter substitution from (29) and (30) and some rearrangements, 
equation (3 1 ) becomes 
Now let the following functions be introduced 
m 
Q,(Y) = 1 Pn(ity) the distribution of the maximum 
i= 1 total utility after n trials 
m 
G (x) = 1 wi F (x - vi) the distribution of the total 
i= 1 
utility after one trial 
The equation (33) can be reformulated as: 
and s i n c e  from t h e  r u l e  of  i n t e g r a t i o n  by p a r t s  
one  f i n a l l y  g e t s :  
Pn+, ( j  , Y )  = w Q n ( x )  d  F ( x  - v . )  I 
Summing b o t h  s i d e s  o f  ( 3 4 )  o v e r  j = 1 ,  ..., m and u s i n g  t h e  r u l e  
o f  i n t e g r a t i o n  by p a r t s  a g a i n ,  t h e  f o l l o w i n g  e q u a t i o n  r e l a t i n g  
Qn ( y )  and  G ( y )  i s  o b t a i n e d :  
w i t h  t h e  i n i t i a l  c o n d i t i o n  
The s o l u t i o n  o f  ( 3 5 )  i s  o b v i o u s l y  
a  r e s u l t  which c o u l d  have  been  o b t a i n e d  d i r e c t l y .  S u b s t i t u t i o n  
o f  ( 3 6 )  i n t o  ( 3 4 )  and  i n d u c t i o n  o v e r  n  w i t h  t h e  i n i t i a l  c o n d i -  
t i o n s  ( 3 2 )  e a s i l y  y i e l d  a  c l o s e d - f o r m  s o l u t i o n  f o r  t h e  s t a t e  
p r o b a b i l i t i e s :  
P,+, ( j t y )  = (n  + 1 )  w c n ( x )  d  F ( X  - v . )  3 
Now c l e a r l y ,  
t h e r e f o r e  
00 
'n+ 1 ( j )  = ( n +  1 )  w j  I-_ G"(x)  d  F ( X  - v . )  I (38 )  
Hence, t h e  a s y m p t o t i c  b e h a v i o r  o f  P  ( j )  depends  on  t h e  a s y m p t o t i c  
n 
n  
b e h a v i o r  o f  G ( x ) .  L e t  it f i r s t  b e  p roved  t h a t  G ( x )  b e l o n g s  t o  
t h e  domain o f  a t t r a c t i o n  o f  H 3 ( x ) ,  i . e . ,  it s a t i s f i e s  C o n d i t i o n  
3.2 .  S i n c e  F  ( x )  s a t i s f i e s  t h i s  c o n d i t i o n ,  t h e r e  i s  some f i n i t e  
a  f o r  which: 
a n d  o f  c o u r s e  t h i s  i m p l i e s  
f o r  any  b  > a .  Now 
and  i f  o n e  c h o o s e s  b  = a  + max v  , a l l  t h e  above  i n t e g r a l s  
1 < j < m  j 
- - 
c o n v e r g e .  Hence G ( x )  s a t i s f i e s  t h e  f i r s t  p a r t  o f  C o n d i t i o n  3 . 2 .  
F o r t h e  second  p a r t ,  d e f i n e  
and 
F r o m  t h e  d e f i n i t i o n  of G ( x )  and R ( t )  i t  f o l l o w s :  
w h e r e  
F o r  t h e  w e i g h t s  W . ( t )  it i s  t r u e  t h a t  
3 
m  
W . ( t )  - > 0 , 1 W . ( t )  = 1  f o r  a l l  rea l  t 
3 j= l  3 
hence R ( t )  i s  a w e i g h t e d  a r i t h m e t i c  m e a n  of R ( t  - v . ) ,  j = 
3 
I r . . . , r n r  and 
m i n  R ( t  - v . )  < R ( t )  < m a x  R ( t  - v j )  
3 - - l < j < m  
- - l < j < m  - - 
S i n c e  t h e  v are  f i n i t e  j 
l i m  m i n  R ( t  - v . )  = l i m  m a x  R ( t  - v . )  = l i m  R ( t )  
t + m  1  < j < m  
- - 
3 t -+w l < j < m  - - 3 t - t m  
and one concludes  t h a t  
l i m  E ( t )  = l i m  R ( t )  = l i m  R ( t  - v j )  , j = 1  ,.. . , m  ( 3 9 )  
t - t m  t - t m  
Using t h e  w e i g h t s  W . ( t )  d e f i n e d  above,  i t  i s  e a s i l y  shown 3 
t h a t  
Using (39)  and C o n d i t i o n  3.2 f o r  F ( x )  : 
1  - F [ t  - v .  + x g ( t )  1 1  - ~ [ t  - v . + x R ( t  - v . ) I  
-x 
1 i m  = l i m  = e  1  - F ( t  - v . )  1  - F ( t  - v . )  
t-t" 3 t'" 3 
Theref  o r e  
hence G ( x )  a l s o  s a t i s f i e s  t h e  second p a r t  of C o n d i t i o n  3 . 2 ,  and 
be longs  t o  t h e  domain of  a t t r a c t i o n  of  H 3 ( x ) .  According t o  
Lemma 3 .1 ,  n o r m a l i z i n g  c o n s t a n t s  a  and bn e x i s t  such t h a t :  n  
l i m  ~ ~ ( a ~  + bn X )  = exp (-e-X) 
n-t 
and t h e y  can be computed a s  
Due t o  t h e  d e f i n i t i o n  of G ( x )  and t h e  c o n t i n u i t y  assumpt ion  
on F ( x )  f o r  x  > x  f o r  l a r g e  n  r u l e  ( 4  1 ) reduces  t o  f i n d i n g  t h e  1  
o n l y  r o o t  of  t h e  e q u a t i o n  
which h o l d s  f o r  a l l  a n  > x  + max v  a n  i n e q u a l i t y  s u r e l y  m e t  1 
when n - t m ,  s i n c e  l i m  a  = m. j j ' 
n-ta 
Using t h e  l i m i t  ( 4 0 )  one can approximate t h e  i n t e g r a l  on 
t h e  r i g h t  hand s i d e  of (38)  f o r  l a r g e  n: 
w 
n  n l i m  G ( x )  d F ( x - v . )  = l i m  
7 n+w j-w G ( a n + b n x )  d F ( a n + b n x - v . )  3 
= l i r n  I exp (-e-X) d F ( a n  + bn x  - v . )  
n+w J w 3 
Since  l i r n  a  = a ,  from equa t ion  ( 4 2 )  and r e s u l t  (39)  it fo l lows  
n  
n+w 
l i m  bn = l i m  E ( a n )  = l i r n  R(a - v . )  
n  
1 < j < m (45)  
7 - - n+ n+w n+w 
Therefore ,  from Condi t ion 3.2: 
l i m  [ 1 - F  (an  - v  + bn x )  
n j W  j 
1 - F [ a n - V .  + x R ( a n - v . ) ]  
= l i m  [ I  - F ( a n  - v . ) ]  
n+w 1 - F ( a n - v . )  3 
3 
-X 
= e  l i r n  [ I  - F ( a n - v . ) ]  
r~+w 7 
-X l i r n  F ( a n - v  + b  x )  = 1 - e  l i m  [ I  - F ( a n - v j ) ]  
n j W  j n  n+O0 
Replacing t h i s  r e s u l t  i n t o  ( 4 4 )  
00 
l i m  cn ( x )  d  F ( x  - v .  ) -X 
7 = [ L w e  exp (-e-x) d x l l i m  n+w i l  - F ( a n - v j ) ]  
= l i r n  11  - ~ ( a ,  - v . ) ]  
n+w 7 
s i n c e  
S u b s t i t u t i o n  o f  r e s u l t  ( 4 5 )  i n t o  ( 3 8 )  f i n a l l y  y i e l d s :  
l i m  P n ( j )  = w l i r n  n  [ I  - F ( a n  - v j ) ]  
n * ~  j n+m 
and s i n c e  from e q u a t i o n  (43)  
it f o l l o w s :  
w . [ l  - F ( a n  - v . ) ]  
l i r n  P n ( j )  = l i r n  
n*a n*a 1 w .  [ I  - F ( a n  - v.11 j=1 I I 
S i n c e  F ( x )  i s  assumed t o  be long  t o  t h e  domain o f  a t t r a c t i o n  
of H3 ( x )  , p r o p e r t y  (22)  h o l d s  f o r  t h e  h a z a r d  r a t e :  
C l e a r l y  p r o p e r t y  (22)  i m p l i e s  t h a t  e i t h e r  
l i r n  p (x )  = =' 
x+ =' 
On t h e  o t h e r  hand,  it i s  t r u e  i n  g e n e r a l  t h a t  f o r  any p r o b a b i l i t y  
d i s t r i b u t i o n  F ( x )  w h i c h i s c o n t i n u o u s  f o r  x  > x l :  
T h e r e f o r e ,  i f  an - v  > x j 1 • 
= [ 1  - F ( a n ) ]  e x p  p ( a n - x )  dx ] ( 4 7 )  
By u s i n g  t h e  mean v a l u e  theo rem f o r  i n t e g r a l s ,  t h e r e  i s  some 5 ,  
< E ( O , v j ) ,  s u c h  t h a t  
v  
a n  d x  = v  j p ( a n -  5 )  ( 4 8 )  
s u b s t i t u t i n g  ( 4 8 )  i n t o  ( 4 7 )  y i e l d s  t h e  e s t i m a t e :  
and  (46 )  becomes 
v  P ( a n  - 5 )  
W .  e j  
l i r n  P n ( j )  = l i r n  
m v  p ( a n - 5 )  ' S E ( Q , v . )  ( 4 9 )  
n+ n+w j 7 E w j e  j  = I  
C o n s i d e r  t h e  c a s e  
l i r n  p ( x )  = 6 < w 
x-fw 
Then 
l i r n  p ( a n  - 5 )  = B 
n+w 
and  
l i r n  P n ( j )  = 
n+w Bvj E W j  e j  =1 
Now cons ide r  t h e  c a s e  
l i r n  p ( x )  = 
x-tm 
and d e f i n e  
v  = j  * max v  3<j<m 
- - 
j  
Equation (49)  can be w r i t t e n  f o r  j *  a s  
W j  * 
l i m  P n ( j * )  = l i r n  
n-tm n-tm (vk -v P ( a n - 5 )  
w + C w k e  j  j  * k f j *  
and s i n c e  v  - v  < 0 ,  k  = 1 ,  ..., m f o r  a l l  k  # j  and k  i * 
- 
l i r n  p ( a n  - 5 )  = 
n-tco 
l i r n  P n ( j * )  = 1 
n-tm 
and t h i s ,  of cou r se ,  i n p l i e s  
l i r n  P  ( j )  = 0 
n  
n-t 
f o r  a l l  j  f j*  
The proof of Theorem 4 . 1  i s  completed. 
Together w i th  t h e  above l i m i t i n g  r e s u l t s  f o r  t h e  choice  
p r o b a b i l i t i e s ,  one would l i k e  t o  a l s o  have an asymptot ic  approxi-  
mation f o r  t h e  expected u t i l i t y ,  a s  def ined  i n  ( 8 )  and make s u r e  
t h a t  p rope r ty  ( 9 )  ho lds  i n  t h e  l i m i t .  This  i s  provided by t h e  
fo l lowing  c o r o l l a r y .  
C o r o l Z a r y  4 . 1 .  Let t h e  assumptions of Theorem 4 . 1  hold wi th  
x  = -CO 
1 , and d e f i n e  t h e  f u n c t i o n  
where Qn (y )  i s  g iven  by equa t ion  ( 3 6 )  . Then: 
m BVj 
+ lim Cn , if lim p (t) = B < I 
n+* t+=' 
where p (t) = F' (t) / [ l  - F (t) 1 and Cn is a sequence asymptotically 
independent from V. 
(ii) lirn @ (V) = 4 
Proof. From equation (36) 
n+a, 
where G(y) is defined as 
max v + lim cn , if lim p(t) = a 
Therefore, since F(x) is differentiable for every real x, 
~ < j < m  
- - 
+a, t+a 
Integration by parts yields 
and comparison of (50) with (38) proves statement (i). 
To prove the first case considered in statement (ii), one 
simply observes that: 
m 
 log 1 w e j=l j m 
j=l 
which is the same as (27). On the other hand, by using the 
asymptotic approximation 
l i m  @ n ( V )  = l i m  y  d ~ ~ ( y )  = l i m  + b  X )  d G~ ( a n  + bn x )  
n+ O0 n+ OJ 
w 
-X 
x e e x p  (-e-x) cix] 
n+= 
= l i m  ( a n + b n  y) 
n+O0 
where y i s  E u l e r ' s  c o n s t a n t .  Of c o u r s e ,  t h e  sequence  a  
n f b n  
t e n d s  t o  i n f i n i t y  a s  n  + w ,  t h e r e f o r e ,  t a k i n g  e q u a t i o n  ( 5 1 )  i n t o  
a c c o u n t ,  t h e  l i m i t i n g  form f o r  @,(V) must  be  o f  t h e  form 
1 n  Bvj l i m  @,(V) = l o g  1 w j  e + l i m  Cn 
njco j=1 njco 
acn 
where Cn + w a s  n  + w and l i r n  - - 
av 0 ,  j  = l r . . . , m .  
n+w j 
The second c a s e  c o n s i d e r e d  i n  s t a t e m e n t  (ii) f o l l o w s  o b v i -  
o u s l y  from e q u a t i o n  ( 2 8 ) .  
Discussion of Theorem 4.1 and CoroLlary 4.1. 
The somewhat l e n g t h y  proof  of  Theorem 4 . 1  i s  a c t u a l l y  a n  
e x c u s e t o  i n t r o d u c e  t h e  h r o t o t y p e  o f  a  b a s i c  s t o c h a s t i c  s e a r c h  
model,  namely, t h e  Markov Chain  d e f i n e d  by e q u a t i o n s  ( 3 3 ) .  The 
main d e p a r t u r e  o f  a  search-based  random u t i l i t y  model . f rom 
s t a n d a r d  ones  i s  t h e  a s sumpt ion  on  t h e  knowledge of  t h e  c h o i c e  
se t ,  which i n  a  s e a r c h  b e h a v i o r  i s  always l i m i t e d ,  a l t h o u g h  i n -  
c r e a s i n g  w i t h  t h e  number of  t r i a l s ,  w h i l e  i n  t h e  c l a s s i c  random 
u t i l i t y  model it i s  u n l i m i t e d  from t h e  s t a r t .  While t h e  assump- 
t i o n  o f  B e r n o u l l i  t r i a l s  migh t  seem r e s t r i c t i v e ,  t h e  main re- 
s u l t s  o b t a i n e d  a c t u a l l y  c a r r y  o v e r  t o  a  wide r  c l a s s  of  sampling 
p r o c e s s e s ,  p rov ided  t h e y  s a t i s f y  a  s t r o n g  law of l a r g e  numbers,  
i n  t h e  s e n s e  t h a t ,  i f  H . ( n )  i s  t h e  number of u n i t s  i n  S sampled 
J j 
a f t e r  n  t r i a l s ,  l i r n  H .  ( n )  /n  = w a  c o n s t a n t .  
n+co J j 
The Markov Chain of equations (33) is related to the 
Extremal Process, whose theory was started by Dwass (1964) and 
Lamperti (1964). A treatment of discrete-time extremal proces- 
ses is foundinshorrock (.1974). The theory for such processes 
is rapidly developing, and a closer look at it by social scien- 
tists is surely worth the effort. 
Equations (27) and (28) raise again the problem of qualita- 
tive differences in the limiting behavior among distributions 
belonging to the domain of attraction of H3(x). The limit given 
by (27) is a standard multinomial logit, while the one given by 
(28) is equivalent to deterrninistic utility maximizing. How- 
ever, while using (27) would give fairly good approximations to 
the actual behavior when the assumption B < a holds, the limit- 
ing form (28) would give a totally useless approximation to the 
actual behavior, since such a limit is usually reached so slowly 
that no real situation will ever be close enough to it. Even 
when the hazard rate tends to infinity, much better approxima- 
tions are still obtained by using a multinomial logit, but in 
this case the estimated B parameter is not independent from n. 
In the nondegenerate case (27), the choice probabilities 
also depend on the w the sampling probabilities in the 1' 
Bernoulli trials. Since the model would remain unaffected if 
the w were all multiplied by a constant, only the knowledge of 1 
weights proportional to the sampling probabilities is needed. 
A natural and simple assumption would be: 
but any other assumption is possible. If, for instance, the 
actor has a prior knowledge or guess on the convenience of each 
S it might be reasonable to assume: 1' 
where g(x) is some nonnegative, nondecreasing function. A pos- 
sible meaningful generalization suggests itself in this case. 
The assumption of sampling probabilities remaining constant dur- 
ing the search is unrealistic. It is more reasonable to assume 
the actor will modify them during the search, depending on the 
outcomes of the trials. In other words, a Learn ing  and 
adaptation mechanism would be i n t roduced .  Such a  more g e n e r a l  
s e a r c h  model w i l l  be t h e  s u b j e c t  of f u r t h e r  work. 
Although t h e  f o r m u l a t i o n  of  a  cho i ce  p roce s s  a s  a  s e a r c h  
one i s  n a t u r a l  i n  many ways, one might f i n d  t h e  assumpt ion on 
t h e  c l u s t e r i n g  s t r u c t u r e  o f  t h e  cho i ce  se t  t o o  r e s t r i c t i v e ,  and 
i n s i s t  on hav ing  a  d i f f e r e n t  measured u t i l i t y  f o r  each  a l t e r n a -  
t i v e .  I n  t h i s  c a s e  Condi t ion  4 . 3  w i l l  f a i l  t o  ho ld  and Theorem 
4 . 3  i s  u s e l e s s .  The f o l l owing  r e f e r e n c e  lemma w i l l  be  u s e f u l  
t o  d e a l  w i t h  t h i s  c a s e .  I t  i s  a  w e l l  known r e s u l t ,  due t o  
M e j z l e r  ( 1 9 5 0 ) ,  t h e r e f o r e  it  w i l l  be s t a t e d  w i t h o u t  p r o o f .  
Lemma 4.1. Let  % l , . . . , x n  be a  sequence of independen t  ran-  
dom v a r i a b l e s  w i t h  d i s t r i b u t i o n s  
L e t  t h e r e  be a  sequence Z n  such t h a t  
Fur thermore ,  l e t  t h e r e  b e . a  c o n s t a n t  B such t h a t  
n [ l  - F j  ( Z , ) ]  5 B f o r  a l l  n  and j  
Then 
l i m  F . ( Z  ) = e-A . 
n-tm j = l  J 
Lemma 4.1 keeps  t h e  independency assumpt ion,  b u t  does  n o t  
r e q u i r e  i d e n t i c a l  d i s t r i b u t i o n s .  I t  can be a p p l i e d  t o  t h e  spe-  
c i a l  s t r u c t u r e  o f  random u t i l i t y  models,  where t h e  d i s t r i b u t i o n  
f o r  t h e  t o t a l  u t i l i t y  o f  each  a l t e r n a t i v e  j  i s  F ( x  - v j ) .  The 
r e s u l t  i s  s t a t e d  i n  t h e  n e x t  theorem. 
Theorem 4 . 2 .  Le t  , .. . be a  sequence o f  independent  
random v a r i a b l e s  w i t h  d i s t r i b u t i o n s  
where -a < v < m, j = 1, ..., n and F(x) is a twice-differentiable j 
univariate distribution with a(F) = w(F) = a, and such that 
Define 
( 6 .  > max ii. 1 
Then 
Bv 
lirn pn(j) = lirn e 
n+03 n+w n BVj C j=1 
Proof. It is first remarked that assumption (52) is equiva- 
lent to stating that F(x) belongs to the domain of attraction of 
H (x) and 3 
lirn F'(t) = B 
t+=' - F(t) 
- 
It will now be shown that the sequence 6 , ,  ..., u satisfies the 
n 
conditions of Lemma 4.1. Consider the sequence 
where a is the root of the equation 
n 
Since 1 - F(x) is a continuous monotone decreasing function 
(54) implies: 
l i m a  = a ,  
n 
n-tm 
Therefore ,  from assumption (52) 
1 - F ( a n - V .  f x )  
l i m  [ I  - F ( a n - v  - x ) l  = l i m  j  1 - F (an - v j )  [ I  - F ( a n  - v . )  n-t m n-tm 3 
= e -Bx l i m  [ l  - F ( a n - v . )  
n+a 3 
and 
n  n  
l i m  1 [ l  - F ( a n - v  + x ) ]  = e - BX l i m  [ l  - F ( a n - v . ) ]  = e  - BX 
n+co j= l  j  n+oo j  = 1 3 
because of equa t ion  ( 5 4 ) .  Thus t h e  f i r s t  cond i t i on  of Lemma 4 . 1  
i s  met by t h e  sequence an + x ,  w i th  
Moreover, t h e  q u a n t i t i e s  
a r e  e a s i l y  seen t o  be bounded f o r  a l l  n  and j .  Indeed,  f o r  
n  < m ,  express ion  (56)  i s  f i n i t e ,  s i n c e  0 - < 1 - F ( x )  - < 1 f o r  a l l  
x .  For n  + w ,  t h e  fo l lowing  asymptot ic  approximation can be 
used :- 
1 - F (a- - v, ) 
l i m  [ I  - F (an  - v . )  ] = l i m  
n+ m 3 " --L [ I  - F ( a n ) ]  n+m 1 - F ( a n )  
BVj 
= e l i m  [ I  - F ( a n )  1 
n j m  
which fol lows from assumption ( 5 2 ) .  S u b s t i t u t i o n  of  t h i s  approxi-  
mation i n t o  equa t ion  (54) y i e l d s  
from which the inequality follows: 
lim [1 -F(an)] 5 1 < m 
n-tm BVj 
min e 
Again using the asymptotic approximation,(56) becomes 
-8(x-vj) 
lim n [1 -F(an-v +x)] = e lim n [ I  -F(an)] 
n+a j n+ m 
min e J 
j 
Thus Lemma 4.1 applies and 
I1 
lim II F (an - v +x) = exp (-e -Bx) , - a < x < a  
n+m j = l  j 
. 
The limiting expected value for max u is given by 
l<j<n 
- - 
m 
lirn On(V) = lim I m (an +XI d [exp (-e-Bn) In+m n+ m 
= lirn a + y/f3 
n+m 
n 
where y is Euler's constant. The sequence an is, of course, a 
function of V = (vl, ..., vn) while the term y/B is a constant. 
Therefore, applying property (9) in Lemma 2.1 
a On (v) aa 
liin p ( j )  = lirn n = lirn -
n+a n n+oo av n+m av j j 
From (57) it follows that 
n Bvj 
lirn log [I -F(an)l = - lirn log 1 e 
n+a n+a j=l 
and applying the derivation rule for implicit functions 
F' (an) 8an Bvj 
-. lim - -  1 -F(an) 8v - - ~ l i m  
n+a j n+a n Bvj C 
But from assumption (52) : 
and one concludes that 
Bv 
lim pn (j) = lirn e j  
n+a n+a n Bvj C j=l 
Discussion 
Theorem 4.2 seems more general than Theorem 4.1, but it is 
actually less useful. The assumption on the clustering struc- 
ture of the choice set has been dropped, but the price paid for 
this is the unrealistic assumption of unlimited knowledge of the 
choice set. This assumption is needed in order to make result 
(53) independent from the way the alternatives are ordered. 
When the right hand side of (53) is used as an approximation for 
a finite (although large) n, one has therefore to make an arbi- 
trary decision on which alternatives to drop from the sequence. 
This always produces an unpredictably biased model. Moreover, 
the limitlng choice probabilities (53) are, in a sense, always 
ill-defined and difficult to handle empirically, since they are 
of the order of magnitude l/n and assume very small values as 
n + . This, of course, does not happen when clusters are intro- 
duced, since limits (27) and (28) do not depend on n. 
I t  shou ld  be remarked t h a t  Theorem 4 . 2  has  been proved under  
t h e  assumption o f  a  bounded l i m i t i n g  hazard  r a t e .  The c a s e  of an 
unbounded l i m i t i n g  hazard  r a t e  would have l e d  t o  a  r e s u l t  s i m i l a r  
t o  ( 2 8 ) ,  adding no th ing  r e a l l y  new t o  what h a s  been s a i d  a l r e a d y  
abou t  t h i s  degene ra t e  behav ior .  A s  an a d d i t i o n a l  h i s t o r i c a l  re- 
mark, it n u s t  be  mentioned t h a t ,  a l t hough  Theorem 4 . 2  does  n o t  
a p p e a r  i n  t h e  l i t e r a t u r e ,  an  analogous r e s u l t  h a s  been proved 
by Juncosa  (1  9 4 9 )  . The problem addressed  by Juncosa  seems d i f -  
f e r e n t  s i n c e  it d e a l s  w i t h  l i f e t i m e  h e t e r o g e n e i t y ,  t h e  d i s t r i b u -  
t i o n  f o r  t h e  ~ i n i m u m ,  r a t h e r  t h a n  t h e  maximum, i s  looked f o r ,  
and t h e  d i s t r i b u t i o n  i s  assumed t o  s a t i s f y  Condi t ion  3.1 ( s u i t -  
a b l y  r e s t a t e d  f o r  minima) r a t h e r  t h a n  3 .2 .  However, S ince  a  
problem of minimum can  be r e s t a t e d  a s  a problem of maximum by 
a  change i n  s i g n ,  and s i n c e  Condi t ion  3.1 can  be mapped i n t o  Con- 
d i t i o n  3.2 by a  l o g a r i t h m i c  t r a n s f o r m a t i o n  ( t h i s  h a s  been shown 
i n  t h e  d i s c u s s i o n  fol lowing~Lemma 3 . 1 ) ,  p a r t  of Theorem 4.2 can  
a c t u a l l y  be d e r i v e d  from t h e  r e s u l t  of Juncosa .  
5 .  CONCLUDING REMARKS 
Thi s  paper  h a s  exp lo r ed  w i t h  some s u c c e s s  t h e  u s e f u l n e s s  of  
r e i n t e r p r e t i n g  random u t i l i t y  models i n  t h e  l i g h t  of  a symp to t i c  
t h e o r y  of ext remes .  T h i s  h a s ,  i n  a  s e n s e ,  t u r n e d  t h e  u s u a l  
phi losophy upside-down, producing t h e  Log i t  model a s  an aggregate 
r a t h e r  t h a n  a  d i s a g g r e g a t e  r e s u l t .  An unsuspected  r o b u s t n e s s  o f  
t h e  L o g i t  formula  h a s  a l s o  been found,  s i n c e  t h e  assumpt ions  on 
t h e  i n d i v i d u a l  d i s t r i b u t i o n s  r e q u i r e d  t o  d e r i v e  Theorem 4.1 a r e  
by f a r  weaker t h a n  t h e o n e s  found i n  t h e  l i t e r a t u r e .  
Another p o i n t  of d e p a r t u r e  from t h e  t r a d i t i o n a l  approach i s  
t h e  u se  of a  dynamic s e a r c h  f o r m u l a t i o n ,  r a t h e r  t h a n  t h e  u s u a l  
s t a t i c  c h o i c e  one.  The s t o c h a s t i c  p roce s s  of  s e a r c h  used i n  t h e  
proof of  Theorem 4 . 3  i s  an i n t e r e s t i n g  r e s u l t  i n  i t s e l f ,  and can 
be c o n s ide r ed  a s  t h e  s i m p l e s t  p r o t o t y p e  o f  a  f ami ly  of  such models ,  
which needs f u r t h e r  e x p l o r a t i o n  i n  t h e  f u t u r e .  
The e f f e c t i v e n e s s  o f t h e m e t h o d  o u t l i n e d  i n  t h e  paper  (combin- 
i n g  asympto t i c  t heo ry  of  ext remes  and s t o c h a s t i c  s e a r c h  p r o c e s s e s )  
h a s  t h u s  been shown, a l t hough  i t s  power h a s  y e t  t o  be  exp lo r ed  i n  
f u l l .  Na tu r a l  f u r t h e r  s t e p s  i n  f u t u r e  r e s e a r c h  s u g g e s t  themse lves ,  
such as considering forms of dependency in the sequence of ran- 
dom terms and learning mechanisms changing the knowledge of the 
choice set and the dispersion of the distribution during the 
search. 
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