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Abstract
Unsupervised text embedding has shown great power in a wide range of NLP tasks.
While text embeddings are typically learned in the Euclidean space, directional
similarity is often more effective in tasks such as word similarity and document
clustering, which creates a gap between the training stage and usage stage of text
embedding. To close this gap, we propose a spherical generative model based
on which unsupervised word and paragraph embeddings are jointly learned. To
learn text embeddings in the spherical space, we develop an efficient optimization
algorithm with convergence guarantee based on Riemannian optimization. Our
model enjoys high efficiency and achieves state-of-the-art performances on various
text embedding tasks including word similarity and document clustering2.
1 Introduction
Recent years have witnessed enormous success of unsupervised text embedding techniques [29,
30, 33] in various natural language processing and text mining tasks. Such techniques capture
the semantics of textual units (e.g., words, paragraphs) via learning low-dimensional distributed
representations in an unsupervised way, which can be either directly used as feature representations
or further fine-tuned with training data from downstream supervised tasks. Notably, the popular
Word2Vec method [29, 30] learns word embeddings in the Euclidean space, by modeling local word
co-occurrences in the corpus. This strategy has later been extended to obtain embeddings of other
textual units such as sentences [2, 19] and paragraphs [22].
Despite the success of unsupervised text embedding techniques, an intriguing gap exists between the
training procedure and the practical usages of the learned embeddings. While the embeddings are
learned in the Euclidean space, it is often the directional similarity between word vectors that captures
word semantics more effectively. Across a wide range of word similarity and document clustering
tasks [3, 16, 23], it is common practice to either use cosine similarity as the similarity metric or first
normalize word and document vectors before computing textual similarities. Current procedures of
training text embeddings in the Euclidean space and using their similarities in the spherical space
is clearly suboptimal. After projecting the embedding from Euclidean space to spherical space, the
optimal solution to the loss function in the original space may not remain optimal in the new space.
In this work, we propose a method that learns spherical text embeddings in an unsupervised way. In
contrast to existing techniques that learn text embeddings in the Euclidean space and use normalization
as a post-processing step, we directly learn text embeddings in a spherical space by imposing unit-
norm constraints on embeddings. Specifically, we define a two-step generative model on the surface
∗Currently at Google Research.
2Source code can be found at https://github.com/yumeng5/Spherical-Text-Embedding.
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of a unit sphere: A word is first generated according to the semantics of the paragraph, and then
the surrounding words are generated in consistency with the center word’s semantics. We cast the
learning of the generative model as an optimization problem and propose an efficient Riemannian
optimization procedure to learn spherical text embeddings.
Another major advantage of our spherical text embedding model is that it can jointly learn word
embeddings and paragraph embeddings. This property naturally stems from our two-step generative
process, where the generation of a word is dependent on its belonging paragraph with a von Mishes-
Fisher distribution in the spherical space. Explicitly modeling the generative relationships between
words and their belonging paragraphs allows paragraph embeddings to be directly obtained during
the training stage. Furthermore, it allows the model to learn better word embeddings by jointly
exploiting word-word and word-paragraph co-occurrence statistics; this is distinct from existing word
embedding techniques that learn word embeddings only based on word co-occurrences [5, 29, 30, 33]
in the corpus.
Contributions. (1) We propose to learn text embeddings in the spherical space which addresses the
mismatch issue between training and using embeddings of previous Euclidean embedding models;
(2) We propose a two-step generative model that jointly learns unsupervised word and paragraph
embeddings by exploiting word-word and word-paragraph co-occurrence statistics; (3) We develop
an efficient optimization algorithm in the spherical space with convergence guarantee; (4) Our model
achieves state-of-the-art performances on various text embedding applications.
2 Related Work
2.1 Text Embedding
Most unsupervised text embedding models such as [5, 19, 22, 29, 30, 33, 37, 42] are trained in the
Euclidean space. The embeddings are trained to capture semantic similarity of textual units based on
co-occurrence statistics, and demonstrate effectiveness on various text semantics tasks such as named
entity recognition [21], text classification [18, 27, 28, 38] and machine translation [8]. Recently,
non-Euclidean embedding space has been explored for learning specific structural representations.
Poincaré [11, 31, 39], Lorentz [32] and hyperbolic cone [15] models have proven successful on
learning hierarchical representations in a hyperbolic space for tasks such as lexical entailment and
link prediction. Our model also learns unsupervised text embeddings in a non-Euclidean space, but
still for general text embedding applications including word similarity and document clustering.
2.2 Spherical Space Models
Previous works have shown that the spherical space is a superior choice for tasks focusing on
directional similarity. For example, normalizing document tf-idf vectors is common practice when
used as features for document clustering and classification, which helps regularize the vector against
the document length and leads to better document clustering performance [3, 16]. Spherical generative
modeling [4, 43, 44] models the distribution of words on the unit sphere, motivated by the effectiveness
of directional metrics over word embeddings. Recently, spherical models also show great effectiveness
in deep learning. Spherical normalization [24] on the input leads to easier optimization, faster
convergence and better accuracy of neural networks. Also, a spherical loss function can be used to
replace the conventional softmax layer in language generation tasks, which results in faster and better
generation quality [20]. Motivated by the success of these models, we propose to learn unsupervised
text embeddings in the spherical space so that the embedding space discrepancy between training and
usage can be eliminated, and directional similarity is more effectively captured.
3 Spherical Text Embedding
In this section, we introduce the spherical generative model for jointly learning word and paragraph
embeddings and the corresponding loss function.
2
3.1 The Generative Model
The design of our generative model is inspired by the way humans write articles: Each word should be
semantically consistent with not only its surrounding words, but also the entire paragraph/document.
Specifically, we assume text generation is a two-step process: A center word is first generated
according to the semantics of the paragraph, and then the surrounding words are generated based
on the center word’s semantics3. Further, we assume the direction in the spherical embedding space
captures textual semantics, and higher directional similarity implies higher co-occurrence probability.
Hence, we model the text generation process as follows: Given a paragraph d, a center word u is first
generated by
p(u | d) ∝ exp(cos(u,d)), (1)
and then a context word is generated by
p(v | u) ∝ exp(cos(v,u)), (2)
where ‖u‖ = ‖v‖ = ‖d‖ = 1, and cos(·, ·) denotes the cosine of the angle between two vectors on
the unit sphere.
Next we derive the analytic forms of Equations (1) and (2).
Theorem 1. When the corpus has infinite vocabulary, i.e., |V | → ∞, the analytic forms of Equa-
tions (1) and (2) are given by the von Mises-Fisher (vMF) distribution with the prior embedding as
the mean direction and constant 1 as the concentration parameter, i.e.,
lim
|V |→∞
p(v | u) = vMFp(v;u, 1), lim|V |→∞ p(u | d) = vMFp(u;d, 1).
The proof of Theorem 1 can be found in Appendix A.
The vMF distribution defines a probability density over a hypersphere and is parameterized by a
mean vector µ and a concentration parameter κ. The probability density closer to µ is greater and
the spread is controlled by κ. Formally, A unit random vector x ∈ Sp−1 has the p-variate vMF
distribution vMFp(x;µ, κ) if its probability dense function is
f(x;µ, κ) = cp(κ) exp (κ · cos(x,µ)) ,
where ‖µ‖ = 1 is the mean direction, κ ≥ 0 is the concentration parameter, and the normalization
constant cp(κ) is given by
cp(κ) =
κp/2−1
(2pi)p/2Ip/2−1(κ)
,
where Ir(·) represents the modified Bessel function of the first kind at order r, given by Definition 1
in the appendix.
Finally, the probability density function of a context word v appearing in a center word u’s local
context window in a paragraph/document d is given by
p(v, u | d) ∝ p(v | u) · p(u | d) ∝ vMFp(v;u, 1) · vMFp(u;d, 1).
3.2 Objective
Given a positive training tuple (u, v, d) where v appears in the local context window of u in paragraph
d, we aim to maximize the probability p(v, u | d), while minimize the probability p(v, u′ | d) where
u′ is a randomly sampled word from the vocabulary serving as a negative sample. This is similar to
the negative sampling technique used in Word2Vec [30] and GloVe [33]. To achieve this, we employ
a max-margin loss function, similar to [15, 40, 41], and push the log likelihood of the positive tuple
over the negative one by a margin:
L(u,v,d) = max
(
0,m− log (cp(1) exp(cos(v,u)) · cp(1) exp(cos(u,d)))
+ log
(
cp(1) exp(cos(v,u
′)) · cp(1) exp(cos(u′,d))
))
= max (0,m− cos(v,u)− cos(u,d) + cos(v,u′) + cos(u′,d)) ,
(3)
3Like previous works, we assume each word has independent center word representation and context
word representation, and thus the generation processes of a word as a center word and as a context word are
independent.
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where m > 0 is the margin.
4 Optimization
In this section, we describe the approach to optimize the objective introduced in the previous section
on the unit sphere.
4.1 The Constrained Optimization Problem
The unit hypersphere Sp−1 := {x ∈ Rp | ‖x‖ = 1} is the common choice for spherical space
optimization problems. The text embedding training is thus a constrained optimization problem:
min
Θ
L(Θ) s.t. ∀θ ∈ Θ : ‖θ‖ = 1,
where Θ = {ui}
∣∣|V |
i=1
∪ {vi}
∣∣|V |
i=1
∪ {di}
∣∣|D|
i=1
is the set of target word embeddings, context word
embeddings and paragraph embeddings to be learned.
Since the optimization problem is constrained on the unit sphere, the Euclidean space optimization
methods such as SGD cannot be used to optimize our objective, because the Euclidean gradient
provides the update direction in a non-curvature space, while the parameters in our model must be
updated on a surface with constant positive curvature. Therefore, we need to base our embedding
training problem on Riemannian optimization.
4.2 Preliminaries
A Riemannian manifold (M, g) is a real, smooth manifold whose tangent spaces are endowed with a
smoothly varying inner product g, also called the Riemannian metric. Let TxM denote the tangent
space at x ∈M, then g defines the inner product 〈·, ·〉x : TxM× TxM→ R. A unit sphere Sp−1
can be considered as a Riemmannian submanifold of Rp, and its Riemannian metric can be inherited
from Rp, i.e., 〈α,β〉x := α>β.
The intrinsic distance on the unit sphere between two arbitrary points x,y ∈ Sp−1 is defined by
d(x,y) := arccos(x>y). A geodesic segment γ : [a, b]→ Sp−1 is the generalization of a straight
line to the sphere, and it is said to be minimal if it equals to the intrinsic distance between its end
points, i.e., `(γ) = arccos(γ(a)>γ(b)).
Let TxSp−1 denote the tangent hyperplane at x ∈ Sp−1, i.e., TxSp−1 := {y ∈ Rp | x>y = 0}.
The projection onto TxSp−1 is given by the linear mapping I − xx> : Rp → TxSp−1 where I is
the identity matrix. The exponential mapping expx : TxSp−1 → Sp−1 projects a tangent vector
z ∈ TxSp−1 onto the sphere such that expx(z) = y, γ(0) = x, γ(1) = y and ∂∂tγ(0) = z.
4.3 Riemannian Optimization
Since the unit sphere is a Riemannian manifold, we can optimize our objectives with Riemannian
SGD [6, 34]. Specifically, the parameters are updated by
xt+1 = expxt (−ηtgrad f(xt)) ,
where ηt denotes the learning rate and grad f(xt) ∈ TxtSp−1 is the Riemannian gradient of a
differentiable function f : Sp−1 → R.
On the unit sphere, the exponential mapping expx : TxSp−1 → Sp−1 is given by
expx(z) :=
{
cos(‖z‖)x+ sin(‖z‖) z‖z‖ , z ∈ TxSp−1\{0},
x, z = 0.
(4)
To derive the Riemannian gradient grad f(x) at x, we view Sp−1 as a Riemannian submanifold of
Rp endowed with the canonical Riemannian metric 〈α,β〉x := α>β. Then the Riemannian gradient
is obtained by using the linear mapping I − xx> : Rp → TxSp−1 to project the Euclidean gradient
∇f(x) from the ambient Euclidean space onto the tangent hyperplane [1, 12], i.e.,
grad f(x) :=
(
I − xx>)∇f(x). (5)
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<latexit sha1_base64="ci/PQFU/w 10c/I1+qmSKfpNGhPQ=">AAACBHicdVDLSgMxFM34rPU16rKbYBFcDZnawXZ XcOOygn1Ap5RMJm1DM5MhyQh16MKNv+LGhSJu/Qh3/o2ZtoKKHgg5nHMv994 TJJwpjdCHtbK6tr6xWdgqbu/s7u3bB4dtJVJJaIsILmQ3wIpyFtOWZprTbiI pjgJOO8HkIvc7N1QqJuJrPU1oP8KjmA0ZwdpIA7sUDjKfCDXzSSi0Hwgeqmlk vux2NrDLyEFe3XMRRI6H3PpZTur1WtXzoOugOcpgiebAfvdDQdKIxppwrFTP RYnuZ1hqRjidFf1U0QSTCR7RnqExjqjqZ/MjZvDEKCEcCmlerOFc/d6R4Ujl q5nKCOux+u3l4l9eL9XDWj9jcZJqGpPFoGHKoRYwTwSGTFKi+dQQTCQzu0Iyx hITbXIrmhC+LoX/k3bFcZHjXlXLjcoyjgIogWNwClxwDhrgEjRBCxBwBx7AE 3i27q1H68V6XZSuWMueI/AD1tsnsOqZXg==</latexit><latexit sha1_base64="ci/PQFU/w 10c/I1+qmSKfpNGhPQ=">AAACBHicdVDLSgMxFM34rPU16rKbYBFcDZnawXZ XcOOygn1Ap5RMJm1DM5MhyQh16MKNv+LGhSJu/Qh3/o2ZtoKKHgg5nHMv994 TJJwpjdCHtbK6tr6xWdgqbu/s7u3bB4dtJVJJaIsILmQ3wIpyFtOWZprTbiI pjgJOO8HkIvc7N1QqJuJrPU1oP8KjmA0ZwdpIA7sUDjKfCDXzSSi0Hwgeqmlk vux2NrDLyEFe3XMRRI6H3PpZTur1WtXzoOugOcpgiebAfvdDQdKIxppwrFTP RYnuZ1hqRjidFf1U0QSTCR7RnqExjqjqZ/MjZvDEKCEcCmlerOFc/d6R4Ujl q5nKCOux+u3l4l9eL9XDWj9jcZJqGpPFoGHKoRYwTwSGTFKi+dQQTCQzu0Iyx hITbXIrmhC+LoX/k3bFcZHjXlXLjcoyjgIogWNwClxwDhrgEjRBCxBwBx7AE 3i27q1H68V6XZSuWMueI/AD1tsnsOqZXg==</latexit><latexit sha1_base64="ci/PQFU/w 10c/I1+qmSKfpNGhPQ=">AAACBHicdVDLSgMxFM34rPU16rKbYBFcDZnawXZ XcOOygn1Ap5RMJm1DM5MhyQh16MKNv+LGhSJu/Qh3/o2ZtoKKHgg5nHMv994 TJJwpjdCHtbK6tr6xWdgqbu/s7u3bB4dtJVJJaIsILmQ3wIpyFtOWZprTbiI pjgJOO8HkIvc7N1QqJuJrPU1oP8KjmA0ZwdpIA7sUDjKfCDXzSSi0Hwgeqmlk vux2NrDLyEFe3XMRRI6H3PpZTur1WtXzoOugOcpgiebAfvdDQdKIxppwrFTP RYnuZ1hqRjidFf1U0QSTCR7RnqExjqjqZ/MjZvDEKCEcCmlerOFc/d6R4Ujl q5nKCOux+u3l4l9eL9XDWj9jcZJqGpPFoGHKoRYwTwSGTFKi+dQQTCQzu0Iyx hITbXIrmhC+LoX/k3bFcZHjXlXLjcoyjgIogWNwClxwDhrgEjRBCxBwBx7AE 3i27q1H68V6XZSuWMueI/AD1tsnsOqZXg==</latexit><latexit sha1_base64="ci/PQFU/w 10c/I1+qmSKfpNGhPQ=">AAACBHicdVDLSgMxFM34rPU16rKbYBFcDZnawXZ XcOOygn1Ap5RMJm1DM5MhyQh16MKNv+LGhSJu/Qh3/o2ZtoKKHgg5nHMv994 TJJwpjdCHtbK6tr6xWdgqbu/s7u3bB4dtJVJJaIsILmQ3wIpyFtOWZprTbiI pjgJOO8HkIvc7N1QqJuJrPU1oP8KjmA0ZwdpIA7sUDjKfCDXzSSi0Hwgeqmlk vux2NrDLyEFe3XMRRI6H3PpZTur1WtXzoOugOcpgiebAfvdDQdKIxppwrFTP RYnuZ1hqRjidFf1U0QSTCR7RnqExjqjqZ/MjZvDEKCEcCmlerOFc/d6R4Ujl q5nKCOux+u3l4l9eL9XDWj9jcZJqGpPFoGHKoRYwTwSGTFKi+dQQTCQzu0Iyx hITbXIrmhC+LoX/k3bFcZHjXlXLjcoyjgIogWNwClxwDhrgEjRBCxBwBx7AE 3i27q1H68V6XZSuWMueI/AD1tsnsOqZXg==</latexit>
 rf1(xt) = [1, 1]>
<latexit sha1_base64="gQM k3f5amyCNSQbXPnd5BMpwKTQ=">AAACFHicdVDPSxwxFM5ot br+2tajl9BFUNQl2S7ueigsePFooavCzjhkshkNZpIheVO6D PtHePFf6cWDIl49eOt/04xuoYp+EPLxfe/x3vuSXEkHhPwJp qY/zMx+nJuvLSwuLa/UP30+cqawXPS5UcaeJMwJJbXogwQlT nIrWJYocZxc7Ff+8U9hnTT6B4xyEWXsTMtUcgZeiutbO6Fmi WI4jSneCBOjhm6U+a/8NY5h89uAbtPotAzB5OO43iDNve5uq 72LSZOQDm3RirQ67a9tTL1SoYEmOIzrj+HQ8CITGrhizg0oy SEqmQXJlRjXwsKJnPELdiYGnmqWCReVT0eN8bpXhjg11j8N+ En9v6NkmatW9ZUZg3P32qvEt7xBAWk3KqXOCxCaPw9KC4XB4 CohPJRWcFAjTxi30u+K+TmzjIPPseZD+Hcpfp8ctZqUNOn3d qNHJnHMoTX0BW0gijqohw7QIeojji7Rb3SDboOr4Dq4C+6fS 6eCSc8qeoHg4S+1OZ31</latexit><latexit sha1_base64="gQM k3f5amyCNSQbXPnd5BMpwKTQ=">AAACFHicdVDPSxwxFM5ot br+2tajl9BFUNQl2S7ueigsePFooavCzjhkshkNZpIheVO6D PtHePFf6cWDIl49eOt/04xuoYp+EPLxfe/x3vuSXEkHhPwJp qY/zMx+nJuvLSwuLa/UP30+cqawXPS5UcaeJMwJJbXogwQlT nIrWJYocZxc7Ff+8U9hnTT6B4xyEWXsTMtUcgZeiutbO6Fmi WI4jSneCBOjhm6U+a/8NY5h89uAbtPotAzB5OO43iDNve5uq 72LSZOQDm3RirQ67a9tTL1SoYEmOIzrj+HQ8CITGrhizg0oy SEqmQXJlRjXwsKJnPELdiYGnmqWCReVT0eN8bpXhjg11j8N+ En9v6NkmatW9ZUZg3P32qvEt7xBAWk3KqXOCxCaPw9KC4XB4 CohPJRWcFAjTxi30u+K+TmzjIPPseZD+Hcpfp8ctZqUNOn3d qNHJnHMoTX0BW0gijqohw7QIeojji7Rb3SDboOr4Dq4C+6fS 6eCSc8qeoHg4S+1OZ31</latexit><latexit sha1_base64="gQM k3f5amyCNSQbXPnd5BMpwKTQ=">AAACFHicdVDPSxwxFM5ot br+2tajl9BFUNQl2S7ueigsePFooavCzjhkshkNZpIheVO6D PtHePFf6cWDIl49eOt/04xuoYp+EPLxfe/x3vuSXEkHhPwJp qY/zMx+nJuvLSwuLa/UP30+cqawXPS5UcaeJMwJJbXogwQlT nIrWJYocZxc7Ff+8U9hnTT6B4xyEWXsTMtUcgZeiutbO6Fmi WI4jSneCBOjhm6U+a/8NY5h89uAbtPotAzB5OO43iDNve5uq 72LSZOQDm3RirQ67a9tTL1SoYEmOIzrj+HQ8CITGrhizg0oy SEqmQXJlRjXwsKJnPELdiYGnmqWCReVT0eN8bpXhjg11j8N+ En9v6NkmatW9ZUZg3P32qvEt7xBAWk3KqXOCxCaPw9KC4XB4 CohPJRWcFAjTxi30u+K+TmzjIPPseZD+Hcpfp8ctZqUNOn3d qNHJnHMoTX0BW0gijqohw7QIeojji7Rb3SDboOr4Dq4C+6fS 6eCSc8qeoHg4S+1OZ31</latexit><latexit sha1_base64="gQM k3f5amyCNSQbXPnd5BMpwKTQ=">AAACFHicdVDPSxwxFM5ot br+2tajl9BFUNQl2S7ueigsePFooavCzjhkshkNZpIheVO6D PtHePFf6cWDIl49eOt/04xuoYp+EPLxfe/x3vuSXEkHhPwJp qY/zMx+nJuvLSwuLa/UP30+cqawXPS5UcaeJMwJJbXogwQlT nIrWJYocZxc7Ff+8U9hnTT6B4xyEWXsTMtUcgZeiutbO6Fmi WI4jSneCBOjhm6U+a/8NY5h89uAbtPotAzB5OO43iDNve5uq 72LSZOQDm3RirQ67a9tTL1SoYEmOIzrj+HQ8CITGrhizg0oy SEqmQXJlRjXwsKJnPELdiYGnmqWCReVT0eN8bpXhjg11j8N+ En9v6NkmatW9ZUZg3P32qvEt7xBAWk3KqXOCxCaPw9KC4XB4 CohPJRWcFAjTxi30u+K+TmzjIPPseZD+Hcpfp8ctZqUNOn3d qNHJnHMoTX0BW0gijqohw7QIeojji7Rb3SDboOr4Dq4C+6fS 6eCSc8qeoHg4S+1OZ31</latexit>
dcos = 1  cos (xt, rf(xt)) = 1 + x
>
t rf(xt)
krf(xt)k
<latexit sha1_base64="C EL2Rnh7Kfz/8QYB4nznkp+q2yY=">AAACkHicfVHBTuMwE HUC7EIXli575GJRrQRaqBJYaTlQLYgL4gQSBaS6GzmO01 o4dmRPEFXI9/A/3PgbnFIkaBEjWX56b2Y8fhPnUlgIgif Pn5tf+PJ1canxbXnl+2rzx9ql1YVhvMu01OY6ppZLoXgXB Eh+nRtOs1jyq/jmuNavbrmxQqsLGOW8n9GBEqlgFBwVNR +SqCRM2wp3wp0aEMlT2CSxlokdZe4q76oItneIorGkOJ2 RtogRgyFsNTrhb5IaysrpjP8EdI5fG+DZDlVJ7j+RyX3Vi JqtoB2MA8+CcAJaaBJnUfORJJoVGVfAJLW2FwY59EtqQD DJqwYpLM8pu6ED3nNQ0Yzbfjk2tMK/HJPgVBt3FOAx+7a ipJmtJ3SZGYWhndZq8iOtV0C63y+Fygvgir08lBYSg8b1d nAiDGcgRw5QZoSbFbMhdaaC22FtQjj95VlwudsOg3Z4/q d1GEzsWETraANtohD9RYfoBJ2hLmLeirfnHXgdf83f9// 5Ry+pvjep+YnehX/6DEUXyX4=</latexit><latexit sha1_base64="C EL2Rnh7Kfz/8QYB4nznkp+q2yY=">AAACkHicfVHBTuMwE HUC7EIXli575GJRrQRaqBJYaTlQLYgL4gQSBaS6GzmO01 o4dmRPEFXI9/A/3PgbnFIkaBEjWX56b2Y8fhPnUlgIgif Pn5tf+PJ1canxbXnl+2rzx9ql1YVhvMu01OY6ppZLoXgXB Eh+nRtOs1jyq/jmuNavbrmxQqsLGOW8n9GBEqlgFBwVNR +SqCRM2wp3wp0aEMlT2CSxlokdZe4q76oItneIorGkOJ2 RtogRgyFsNTrhb5IaysrpjP8EdI5fG+DZDlVJ7j+RyX3Vi JqtoB2MA8+CcAJaaBJnUfORJJoVGVfAJLW2FwY59EtqQD DJqwYpLM8pu6ED3nNQ0Yzbfjk2tMK/HJPgVBt3FOAx+7a ipJmtJ3SZGYWhndZq8iOtV0C63y+Fygvgir08lBYSg8b1d nAiDGcgRw5QZoSbFbMhdaaC22FtQjj95VlwudsOg3Z4/q d1GEzsWETraANtohD9RYfoBJ2hLmLeirfnHXgdf83f9// 5Ry+pvjep+YnehX/6DEUXyX4=</latexit><latexit sha1_base64="C EL2Rnh7Kfz/8QYB4nznkp+q2yY=">AAACkHicfVHBTuMwE HUC7EIXli575GJRrQRaqBJYaTlQLYgL4gQSBaS6GzmO01 o4dmRPEFXI9/A/3PgbnFIkaBEjWX56b2Y8fhPnUlgIgif Pn5tf+PJ1canxbXnl+2rzx9ql1YVhvMu01OY6ppZLoXgXB Eh+nRtOs1jyq/jmuNavbrmxQqsLGOW8n9GBEqlgFBwVNR +SqCRM2wp3wp0aEMlT2CSxlokdZe4q76oItneIorGkOJ2 RtogRgyFsNTrhb5IaysrpjP8EdI5fG+DZDlVJ7j+RyX3Vi JqtoB2MA8+CcAJaaBJnUfORJJoVGVfAJLW2FwY59EtqQD DJqwYpLM8pu6ED3nNQ0Yzbfjk2tMK/HJPgVBt3FOAx+7a ipJmtJ3SZGYWhndZq8iOtV0C63y+Fygvgir08lBYSg8b1d nAiDGcgRw5QZoSbFbMhdaaC22FtQjj95VlwudsOg3Z4/q d1GEzsWETraANtohD9RYfoBJ2hLmLeirfnHXgdf83f9// 5Ry+pvjep+YnehX/6DEUXyX4=</latexit><latexit sha1_base64="C EL2Rnh7Kfz/8QYB4nznkp+q2yY=">AAACkHicfVHBTuMwE HUC7EIXli575GJRrQRaqBJYaTlQLYgL4gQSBaS6GzmO01 o4dmRPEFXI9/A/3PgbnFIkaBEjWX56b2Y8fhPnUlgIgif Pn5tf+PJ1canxbXnl+2rzx9ql1YVhvMu01OY6ppZLoXgXB Eh+nRtOs1jyq/jmuNavbrmxQqsLGOW8n9GBEqlgFBwVNR +SqCRM2wp3wp0aEMlT2CSxlokdZe4q76oItneIorGkOJ2 RtogRgyFsNTrhb5IaysrpjP8EdI5fG+DZDlVJ7j+RyX3Vi JqtoB2MA8+CcAJaaBJnUfORJJoVGVfAJLW2FwY59EtqQD DJqwYpLM8pu6ED3nNQ0Yzbfjk2tMK/HJPgVBt3FOAx+7a ipJmtJ3SZGYWhndZq8iOtV0C63y+Fygvgir08lBYSg8b1d nAiDGcgRw5QZoSbFbMhdaaC22FtQjj95VlwudsOg3Z4/q d1GEzsWETraANtohD9RYfoBJ2hLmLeirfnHXgdf83f9// 5Ry+pvjep+YnehX/6DEUXyX4=</latexit>
z = gradf(xt)
<latexit sha1_base64="/ONnItqDDM/jN1sFB6eKhc0zy+M=">AAACGHicbVC7SgNBFJ2NrxhfUUubwaDEJu6KoI0QtLGMYB6QD WF2djYZMvtg5q4kLvsZNv6KjYUitun8G2eTFDHxwDCHc+7l3nucSHAFpvlj5FZW19Y38puFre2d3b3i/kFDhbGkrE5DEcqWQxQTPGB14CBYK5KM+I5gTWdwl/nNJyYVD4NHGEWs45NewD1OCWipWzy3nVC4auTrL3lOT29sYENIepK4KfbK8+4w7cJZt1gyK+YEeJlYM1 JCM9S6xbHthjT2WQBUEKXalhlBJyESOBUsLdixYhGhA9JjbU0D4jPVSSaHpfhEKy72QqlfAHiiznckxFfZdrrSJ9BXi14m/ue1Y/CuOwkPohhYQKeDvFhgCHGWEna5ZBTESBNCJde7YtonklDQWRZ0CNbiycukcVGxzIr1cFmq3s7iyKMjdIzKyEJXqIruUQ3VEUUv6A1 9oE/j1Xg3vozvaWnOmPUcoj8wxr+HU6FN</latexit><latexit sha1_base64="/ONnItqDDM/jN1sFB6eKhc0zy+M=">AAACGHicbVC7SgNBFJ2NrxhfUUubwaDEJu6KoI0QtLGMYB6QD WF2djYZMvtg5q4kLvsZNv6KjYUitun8G2eTFDHxwDCHc+7l3nucSHAFpvlj5FZW19Y38puFre2d3b3i/kFDhbGkrE5DEcqWQxQTPGB14CBYK5KM+I5gTWdwl/nNJyYVD4NHGEWs45NewD1OCWipWzy3nVC4auTrL3lOT29sYENIepK4KfbK8+4w7cJZt1gyK+YEeJlYM1 JCM9S6xbHthjT2WQBUEKXalhlBJyESOBUsLdixYhGhA9JjbU0D4jPVSSaHpfhEKy72QqlfAHiiznckxFfZdrrSJ9BXi14m/ue1Y/CuOwkPohhYQKeDvFhgCHGWEna5ZBTESBNCJde7YtonklDQWRZ0CNbiycukcVGxzIr1cFmq3s7iyKMjdIzKyEJXqIruUQ3VEUUv6A1 9oE/j1Xg3vozvaWnOmPUcoj8wxr+HU6FN</latexit><latexit sha1_base64="/ONnItqDDM/jN1sFB6eKhc0zy+M=">AAACGHicbVC7SgNBFJ2NrxhfUUubwaDEJu6KoI0QtLGMYB6QD WF2djYZMvtg5q4kLvsZNv6KjYUitun8G2eTFDHxwDCHc+7l3nucSHAFpvlj5FZW19Y38puFre2d3b3i/kFDhbGkrE5DEcqWQxQTPGB14CBYK5KM+I5gTWdwl/nNJyYVD4NHGEWs45NewD1OCWipWzy3nVC4auTrL3lOT29sYENIepK4KfbK8+4w7cJZt1gyK+YEeJlYM1 JCM9S6xbHthjT2WQBUEKXalhlBJyESOBUsLdixYhGhA9JjbU0D4jPVSSaHpfhEKy72QqlfAHiiznckxFfZdrrSJ9BXi14m/ue1Y/CuOwkPohhYQKeDvFhgCHGWEna5ZBTESBNCJde7YtonklDQWRZ0CNbiycukcVGxzIr1cFmq3s7iyKMjdIzKyEJXqIruUQ3VEUUv6A1 9oE/j1Xg3vozvaWnOmPUcoj8wxr+HU6FN</latexit><latexit sha1_base64="/ONnItqDDM/jN1sFB6eKhc0zy+M=">AAACGHicbVC7SgNBFJ2NrxhfUUubwaDEJu6KoI0QtLGMYB6QD WF2djYZMvtg5q4kLvsZNv6KjYUitun8G2eTFDHxwDCHc+7l3nucSHAFpvlj5FZW19Y38puFre2d3b3i/kFDhbGkrE5DEcqWQxQTPGB14CBYK5KM+I5gTWdwl/nNJyYVD4NHGEWs45NewD1OCWipWzy3nVC4auTrL3lOT29sYENIepK4KfbK8+4w7cJZt1gyK+YEeJlYM1 JCM9S6xbHthjT2WQBUEKXalhlBJyESOBUsLdixYhGhA9JjbU0D4jPVSSaHpfhEKy72QqlfAHiiznckxFfZdrrSJ9BXi14m/ue1Y/CuOwkPohhYQKeDvFhgCHGWEna5ZBTESBNCJde7YtonklDQWRZ0CNbiycukcVGxzIr1cFmq3s7iyKMjdIzKyEJXqIruUQ3VEUUv6A1 9oE/j1Xg3vozvaWnOmPUcoj8wxr+HU6FN</latexit>
TxtS1<latexit sha1_base64="g7ywfvtlq/AGxWinhbm8wYj3dPg=">AAACC3icbVC7TsMwFHXKq5RXgJElaoXEVCUICcYKFsYi+pKa EDmO01p14sh2EJWVnYVfYWEAIVZ+gI2/wWkzQMuVLB+dc6/uuSdIKRHStr+Nysrq2vpGdbO2tb2zu2fuH/QEyzjCXcQo44MACkxJgruSSIoHKccwDijuB5OrQu/fYy4ISzpymmIvhqOERARBqSnfrHd85QaMhmIa6089+DLP3RjKcRCo2/xOOblvNuymPStrGTglaICy 2r755YYMZTFOJKJQiKFjp9JTkEuCKM5rbiZwCtEEjvBQwwTGWHhqdktuHWsmtCLG9UukNWN/TygYi8Kr7ixcikWtIP/ThpmMLjxFkjSTOEHzRVFGLcmsIhgrJBwjSacaQMSJ9mqhMeQQSR1fTYfgLJ68DHqnTcduOjdnjdZlGUcVHIE6OAEOOActcA3aoAsQeATP4BW 8GU/Gi/FufMxbK0Y5cwj+lPH5A77InBw=</latexit><latexit sha1_base64="g7ywfvtlq/AGxWinhbm8wYj3dPg=">AAACC3icbVC7TsMwFHXKq5RXgJElaoXEVCUICcYKFsYi+pKa EDmO01p14sh2EJWVnYVfYWEAIVZ+gI2/wWkzQMuVLB+dc6/uuSdIKRHStr+Nysrq2vpGdbO2tb2zu2fuH/QEyzjCXcQo44MACkxJgruSSIoHKccwDijuB5OrQu/fYy4ISzpymmIvhqOERARBqSnfrHd85QaMhmIa6089+DLP3RjKcRCo2/xOOblvNuymPStrGTglaICy 2r755YYMZTFOJKJQiKFjp9JTkEuCKM5rbiZwCtEEjvBQwwTGWHhqdktuHWsmtCLG9UukNWN/TygYi8Kr7ixcikWtIP/ThpmMLjxFkjSTOEHzRVFGLcmsIhgrJBwjSacaQMSJ9mqhMeQQSR1fTYfgLJ68DHqnTcduOjdnjdZlGUcVHIE6OAEOOActcA3aoAsQeATP4BW 8GU/Gi/FufMxbK0Y5cwj+lPH5A77InBw=</latexit><latexit sha1_base64="g7ywfvtlq/AGxWinhbm8wYj3dPg=">AAACC3icbVC7TsMwFHXKq5RXgJElaoXEVCUICcYKFsYi+pKa EDmO01p14sh2EJWVnYVfYWEAIVZ+gI2/wWkzQMuVLB+dc6/uuSdIKRHStr+Nysrq2vpGdbO2tb2zu2fuH/QEyzjCXcQo44MACkxJgruSSIoHKccwDijuB5OrQu/fYy4ISzpymmIvhqOERARBqSnfrHd85QaMhmIa6089+DLP3RjKcRCo2/xOOblvNuymPStrGTglaICy 2r755YYMZTFOJKJQiKFjp9JTkEuCKM5rbiZwCtEEjvBQwwTGWHhqdktuHWsmtCLG9UukNWN/TygYi8Kr7ixcikWtIP/ThpmMLjxFkjSTOEHzRVFGLcmsIhgrJBwjSacaQMSJ9mqhMeQQSR1fTYfgLJ68DHqnTcduOjdnjdZlGUcVHIE6OAEOOActcA3aoAsQeATP4BW 8GU/Gi/FufMxbK0Y5cwj+lPH5A77InBw=</latexit><latexit sha1_base64="g7ywfvtlq/AGxWinhbm8wYj3dPg=">AAACC3icbVC7TsMwFHXKq5RXgJElaoXEVCUICcYKFsYi+pKa EDmO01p14sh2EJWVnYVfYWEAIVZ+gI2/wWkzQMuVLB+dc6/uuSdIKRHStr+Nysrq2vpGdbO2tb2zu2fuH/QEyzjCXcQo44MACkxJgruSSIoHKccwDijuB5OrQu/fYy4ISzpymmIvhqOERARBqSnfrHd85QaMhmIa6089+DLP3RjKcRCo2/xOOblvNuymPStrGTglaICy 2r755YYMZTFOJKJQiKFjp9JTkEuCKM5rbiZwCtEEjvBQwwTGWHhqdktuHWsmtCLG9UukNWN/TygYi8Kr7ixcikWtIP/ThpmMLjxFkjSTOEHzRVFGLcmsIhgrJBwjSacaQMSJ9mqhMeQQSR1fTYfgLJ68DHqnTcduOjdnjdZlGUcVHIE6OAEOOActcA3aoAsQeATP4BW 8GU/Gi/FufMxbK0Y5cwj+lPH5A77InBw=</latexit>
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Figure 1: Example of modified Riemannian gradient descent on S1. Without modification, two
Euclidean descent directions −∇f1(xt) and −∇f2(xt) give the same Riemannian gradient z. We
propose to multiply z with the cosine distance between xt and−∇f(xt) as the modified Riemannian
gradient so that angular distances are taken into account during the parameter update.
4.4 Training Details
We describe two sets of design that lead to more efficient and effective training of the above optimiza-
tion procedure.
First, the exponential mapping requires computation of non-linear functions, specifically, sin(·)
and cos(·) in Equation (4), which is inefficient especially when the corpus is large. To tackle this
issue, we can use a first-order approximation of the exponential mapping, called a retraction, i.e.,
Rx (z) : TxSp−1 → Sp−1 such that d(Rx (z) , expx(z)) = O(‖z‖2). For the unit sphere, we can
simply define the retraction Rx (z) to be an addition in the ambient Euclidean space followed by a
projection onto the sphere [1, 6], i.e.,
Rx (z) :=
x+ z
‖x+ z‖ . (6)
Second, the Riemannian gradient given by Equation (5) provides the correct direction to update the
parameters on the sphere, but its norm is not optimal when our goal is to train embeddings that capture
directional similarity. This issue can be illustrated by the following toy example shown in Figure
1: Consider a point xt with Euclidean coordinate (0, 1) on a 2-d unit sphere S1 and two Euclidean
gradient descent directions −∇f1(xt) = [1, 1]> and −∇f2(xt) = [1,−1]>. Also, for simplicity,
assume ηt = 1. In this case, the Riemannian gradient projected from −∇f2(xt) is the same with
that of −∇f1(xt) and is equal to [1, 0]>, i.e., grad f1(xt) = grad f2(xt) = [1, 0]>. However, when
our goal is to capture directional information and distance is measured by the angles between vectors,
−∇f2(xt) suggests a bigger step to take than −∇f1(xt) at point xt. To explicitly incorporate
angular distance into the optimization procedure, we use the cosine distance between the current
point xt ∈ Sp−1 and the Euclidean gradient descent direction −∇f(xt), i.e.,
(
1 +
x>t ∇f(xt)
‖∇f(xt)‖
)
, as
a multiplier to the computed Riemannian gradient according to Equation (5). The rationale of this
design is to encourage parameters with greater cosine distance from its target direction to take a larger
update step. We find that when updating negative samples, it is empirically better to use negative
cosine similarity instead of cosine distance as the multiplier to the Riemannian gradient. This is
probably because negative samples are randomly sampled from the vocabulary and most of them are
semantically irrelevant with the center word. Therefore, their ideal embeddings should be orthogonal
to the center word’s embedding. However, using cosine distance will encourage them to point to the
opposite direction of the center word’s embedding.
In summary, with the above designs, we optimize the parameters by the following update rule:
xt+1 = Rxt
(
−ηt
(
1 +
x>t ∇f(xt)
‖∇f(xt)‖
)(
I − xtx>t
)∇f(xt)) . (7)
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Finally, we provide the convergence guarantee of the above update rule when applied to optimize our
objectives.
Theorem 2. When the update rule given by Equation (7) is applied to L(x), and the learning rate
satisfies the usual condition in stochastic approximation, i.e.,
∑
t η
2
t < ∞ and
∑
t ηt = ∞, x
converges almost surely to a critical point x∗ and gradL(x) converges almost surely to 0, i.e.,
Pr
(
lim
t→∞L(xt) = L(x
∗)
)
= 1, Pr
(
lim
t→∞ gradL(xt) = 0
)
= 1.
The proof of Theorem 2 can be found in Appendix B.
5 Evaluation
In this section, we empirically evaluate the quality of spherical text embeddings for three common text
embedding application tasks, i.e., word similarity, document clustering and document classification.
Our model is named JoSE, for Joint Spherical Embedding. For all three tasks, our spherical
embeddings and all baselines are trained according to the following setting: The models are trained
for 10 iterations on the corpus; the local context window size is 10; the embedding dimension is 100.
In our JoSE model, we set the margin in Equation (3) to be 0.15, the number of negative samples to
be 2, the initial learning rate to be 0.04 with linear decay. Other hyperparameters are set to be the
default value of the corresponding algorithm.
Also, since text embeddings serve as the building block for many downstream tasks, it is essential
that the embedding training is efficient and can scale to very large datasets. At the end of this section,
we will provide the training time of different word embedding models when trained on the latest
Wikipedia dump.
5.1 Word Similarity
We conduct word similarity evaluation on the following benchmark datasets: WordSim353 [13],
MEN [7] and SimLex999 [17]. The training corpus for word similarity is the latest Wikipedia dump4
containing 2.4 billion tokens. Words appearing less than 100 times are discarded, leaving 239, 672
unique tokens. The Spearman’s rank correlation is reported in Table 1, which reflects the consistency
between word similarity rankings given by cosine similarity of word embeddings and human raters.
We compare our model with the following baselines: Word2Vec [30], GloVe [33], fastText [5]
and BERT [10] which are trained in Euclidean space, and Poincaré GloVe [39] which is trained in
Poincaré space. The results demonstrate that training embeddings in the spherical space is essential
for the superior performance on word similarity. We attempt to explain why the recent popular
language model, BERT [10], falls behind other baselines on this task: (1) BERT learns contextualized
representations, but word similarity evaluation is conducted in a context-free manner; averaging
contextualized representations to derive context-free representations may not be the intended usage
of BERT. (2) BERT is optimized on specific downstream tasks like predicting masked words and
sentence relationships, which have no direct relation to word similarity.
Table 1: Spearman rank correlation on word similarity evaluation.
Embedding Space Model WordSim353 MEN SimLex999
Euclidean
Word2Vec 0.711 0.726 0.311
GloVe 0.598 0.690 0.321
fastText 0.697 0.722 0.303
BERT 0.477 0.594 0.287
Poincaré Poincaré GloVe 0.623 0.652 0.321
Spherical JoSE 0.739 0.748 0.339
4https://dumps.wikimedia.org/enwiki/latest/enwiki-latest-pages-articles.xml.bz2
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5.2 Document Clustering
We perform document clustering to evaluate the quality of the spherical paragraph embeddings trained
by our model. The training corpus is the 20 Newsgroups dataset5, and we treat each document as a
paragraph in all compared models. The dataset contains around 18, 000 newsgroup documents (both
training and testing documents are used) partitioned into 20 classes. For clustering methods, we use
both K-Means and spherical K-Means (SK-Means) [3] which performs clustering in the spherical
space. We compare with the following paragraph embedding baselines: Averaged word embedding
using Word2Vec [30], SIF [2], BERT [10] and Doc2Vec [22]. We use four widely used external
measures [3, 25, 36] as metrics: Mutual Information (MI), Normalized Mutual Information (NMI),
Adjusted Rand Index (ARI), and Purity. The results are reported in Table 2, with mean and standard
deviation computed over 10 runs. It is shown that feature quality is generally more important that
clustering algorithms for document clustering tasks: Using spherical K-Means only gives marginal
performance boost over K-Means, while JoSE remains optimal regardless of clustering algorithms.
This demonstrates that directional similarity on document/paragraph-level features is beneficial also
for clustering tasks, which can be captured intrinsically in the spherical space.
Table 2: Document clustering evaluation on the 20 Newsgroup dataset.
Embedding Clus. Alg. MI NMI ARI Purity
Avg. W2V K-Means 1.299 ± 0.031 0.445 ± 0.009 0.247 ± 0.008 0.408 ± 0.014SK-Means 1.328 ± 0.024 0.453 ± 0.009 0.250 ± 0.008 0.419 ± 0.012
SIF K-Means 0.893 ± 0.028 0.308 ± 0.009 0.137 ± 0.006 0.285 ± 0.011SK-Means 0.958 ± 0.012 0.322 ± 0.004 0.164 ± 0.004 0.331 ± 0.005
BERT K-Means 0.719 ± 0.013 0.248 ± 0.004 0.100 ± 0.003 0.233 ± 0.005SK-Means 0.854 ± 0.022 0.289 ± 0.008 0.127 ± 0.003 0.281 ± 0.010
Doc2Vec K-Means 1.856 ± 0.020 0.626 ± 0.006 0.469 ± 0.015 0.640 ± 0.016SK-Means 1.876 ± 0.020 0.630 ± 0.007 0.494 ± 0.012 0.648 ± 0.017
JoSE K-Means 1.975 ± 0.026 0.663 ± 0.008 0.556 ± 0.018 0.711 ± 0.020SK-Means 1.982 ± 0.034 0.664 ± 0.010 0.568 ± 0.020 0.721 ± 0.029
5.3 Document Classification
Apart from document clustering, we also evaluate the quality of spherical paragraph embeddings on
document classification tasks. Besides the 20 Newsgroup dataset used in Section 5.2 which is a topic
classification dataset, we evaluate different document/paragraph embedding methods also on a binary
sentiment classification dataset consisting of 1, 000 positive and 1, 000 negative movie reviews6. We
again treat each document in both datasets as a paragraph in all models. For the 20 Newsgroup
dataset, we follow the original train/test sets split; for the movie review dataset, we randomly select
80% of the data as training and 20% as testing. We use k-NN [9] as the classification algorithm with
Euclidean distance as the distance metric. Since k-NN is a non-parametric method, the performances
of k-NN directly reflect how well the topology of the embedding space captures document-level
semantics (i.e., whether documents from the same semantic class are embedded closer). We set k = 3
in the experiment (we observe similar comparison results when ranging k in [1, 10]) and report the
performances of all methods measured by Macro-F1 and Micro-F1 scores in Table 3. JoSE achieves
the best performances on both datasets with k-NN classification, demonstrating the effectiveness of
JoSE in capturing both topical and sentiment semantics into learned paragraph embeddings.
5.4 Training Efficiency
We report the training time on the latest Wikipedia dump per iteration of all baselines used in
Section 5.1 to compare the training efficiency. All the models except BERT are run on a machine
with 20 cores of Intel(R) Xeon(R) CPU E5-2680 v2 @ 2.80 GHz; BERT is trained on 8 NVIDIA
5http://qwone.com/~jason/20Newsgroups/
6http://www.cs.cornell.edu/people/pabo/movie-review-data/
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Table 3: Document classification evaluation using k-NN (k = 3).
Embedding 20 Newsgroup Movie ReviewMacro-F1 Micro-F1 Macro-F1 Micro-F1
Avg. W2V 0.630 0.631 0.712 0.713
SIF 0.552 0.549 0.650 0.656
BERT 0.380 0.371 0.664 0.665
Doc2Vec 0.648 0.645 0.674 0.678
JoSE 0.703 0.707 0.764 0.765
GeForce GTX 1080 GPUs. The training time is reported in Table 4. All text embedding frameworks
are able to scale to large datasets (except BERT which is not specifically designed for learning text
embeddings), but JoSE enjoys the highest efficiency. The overall efficiency of our model results
from both our objective function design and the optimization procedure: (1) The objective of our
model (Equation (3)) only contains simple operations (note that cosine similarity on the unit sphere
is simply vector dot product), while other models contains non-linear operations (Word2Vec’s and
fastText’s objectives involve exponential functions; GloVe’s objective involves logarithm functions);
(2) After replacing the original exponential mapping (Equation (4)) with retraction (Equation (6)),
the update rule (Equation (7)) only computes vector additions, multiplications and normalization in
addition to the Euclidean gradient, which are all inexpensive operations.
Table 4: Training time (per iteration) on the latest Wikipedia dump.
Word2Vec GloVe fastText BERT Poincaré GloVe JoSE
0.81 hrs 0.85 hrs 2.11 hrs > 5 days 1.25 hrs 0.73 hrs
6 Conclusions and Future Work
In this paper, we propose to address the discrepancy between the training procedure and the practical
usage of Euclidean text embeddings by learning spherical text embeddings that intrinsically captures
directional similarity. Specifically, we introduce a spherical generative model consisting of a two-step
generative process to jointly learn word and paragraph embeddings. Furthermore, we develop an
efficient Riemannian optimization method to train text embeddings on the unit hypersphere. State-
of-the-art results on common text embedding applications including word similarity and document
clustering demonstrate the efficacy of our model. With a simple training objective and an efficient
optimization procedure, our proposed model enjoys better efficiency compared to previous embedding
learning systems.
In future work, it will be interesting to exploit spherical embedding space for other tasks like lexical
entailment, by also learning the concentration parameter in the vMF distribution of each word in
the generative model or designing other generative models. It may also be possible to incorporate
other signals such as subword information [5] into spherical text embeddings learning for even better
embedding quality. Our unsupervised embedding model may also benefit other supervised tasks:
Since word embeddings are commonly used as the first layer in deep neural networks, it might be
beneficial to either add norm constraints or apply Riemannian optimization when fine-tuning the
word embedding layer.
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Supplementary Material: Spherical Text Embedding
A Proof of Theorem 1
Definition 1 (Modified Bessel Function of the First Kind). The modified Bessel function of the first
kind of order r can be defined as [26]:
Ir(κ) =
(κ/2)r
Γ
(
r + 12
)
Γ
(
1
2
) ∫ pi
0
exp(κ cos θ)(sin θ)2rdθ,
where Γ(x) =
∫∞
0
exp(−t)tx−1dt is the gamma function.
Lemma 1. The definite integral of power of sin on the interval [0, pi] is given by
Jp =
∫ pi
0
(sinx)pdx =
√
piΓ
(
1+p
2
)
Γ
(
1 + p2
) (p ∈ Z+),
where Γ(x) =
∫∞
0
exp(−t)tx−1dt is the gamma function.
Proof.
Jp =
∫ pi
0
(sinx)pdx
=
(−(sinx)p−1 cosx) ∣∣∣∣pi
0
+ (p− 1)
∫ pi
0
(sinx)p−2(cosx)2dx
= 0 + (p− 1)
∫ pi
0
(sinx)p−2dx− (p− 1)
∫ pi
0
(sinx)pdx
= (p− 1)Jp−2 − (p− 1)Jp
Therefore, Jp = p−1p Jp−2.
Using the above iteration relationship and the property of gamma function Γ(x+ 1) = xΓ(x), we
write Jp using gamma function:
• When p is an even integer:
Jp =
p− 1
p
p− 3
p− 2 · · ·
1
2
J0
=
(p− 1)/2
p/2
(p− 3)/2
(p− 2)/2 · · ·
1/2
2/2
J0
=
Γ
(
1+p
2
)
/Γ
(
1
2
)
Γ
(
p
2 + 1
)
/Γ (1)
J0
Plugging in the base case J0 = pi and Γ
(
1
2
)
=
√
pi, Γ(1) = 1, we prove that
Jp =
√
piΓ
(
1+p
2
)
Γ
(
1 + p2
) (p ∈ Z+, p is even)
• When p is an odd integer:
Jp =
p− 1
p
p− 3
p− 2 · · ·
2
3
J1
=
(p− 1)/2
p/2
(p− 3)/2
(p− 2)/2 · · ·
2/2
3/2
J1
=
Γ
(
1+p
2
)
/Γ (1)
Γ
(
p
2 + 1
)
/Γ
(
3
2
)J1
Plugging in the base case J1 = 2 and Γ
(
3
2
)
=
√
pi
2 , Γ(1) = 1, we prove that
Jp =
√
piΓ
(
1+p
2
)
Γ
(
1 + p2
) (p ∈ Z+, p is odd)
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Theorem 1. When the corpus has infinite vocabulary, i.e., |V | → ∞, the analytic forms of Equations
(1) and (2) are given by the von Mises-Fisher (vMF) distribution with the prior embedding as the
mean direction and constant 1 as the concentration parameter, i.e.,
lim
|V |→∞
p(v | u) = vMFp(v;u, 1), lim|V |→∞ p(u | d) = vMFp(u;d, 1).
Proof. We give the proof for the first equality, and the second equality can be derived similarly. We
generalize the relationship proportionality p(v | u) ∝ exp(exp(cos(v,u))) in Equation (2) to the
continuous case and obtain the following probability dense distribution:
lim
|V |→∞
p(v | u) = exp(cos(v,u))∫
Sp−1 exp(cos(v
′,u))dv′
, exp(cos(v,u)))
Z
, (8)
where we denote the integral in the denominator as Z.
To evaluate the integral Z, we make the transformation to polar coordinates. Let t = Qv′, where
Q ∈ Rp×p is an orthogonal transformation so that dt = dv′. Moreover, let the first row of Q be u so
that t1 = u>v′. Then we use (r, θ1, . . . , θp−1) to represent the polar coordinates of t where r = 1
and cos θ1 = u>v. The transformation from Euclidean coordinates to polar coordinates is given by
[35] via computing the determinant of the Jacobian matrix for the coordinate transformation:
dt = rp−1
p∏
j=2
(sin θj−1)p−jdθj−1.
Then
Z =
∫ pi
0
exp(cos θ1)(sin θ1)
p−2dθ1
p−1∏
j=3
∫ pi
0
(sin θj−1)p−jdθj−1
∫ 2pi
0
dθj−1.
By Lemma 1, we have
p−1∏
j=3
∫ pi
0
(sin θj−1)p−jdθj−1 = pi
p−3
2
Γ
(
p−2
2
)
Γ
(
p−3
2
) · · ·Γ (1)
Γ
(
p−1
2
)
Γ
(
p−2
2
) · · ·Γ ( 32) = pi
p−3
2
Γ
(
p−1
2
) .
Then
Z =
∫ pi
0
exp(cos θ1)(sin θ1)
p−2dθ1 · pi
p−3
2
Γ
(
p−1
2
) · 2pi
=
2pi
p−1
2
Γ
(
p−1
2
) ∫ pi
0
exp(cos θ1)(sin θ1)
p−2dθ1.
According to Definition 1, the integral term of Z above can be expressed with Ip/2−1(1) as:∫ pi
0
exp(cos θ1)(sin θ1)
p−2dθ1 =
Γ
(
p−1
2
)
Γ
(
1
2
)
21−p/2
Ip/2−1(1).
Therefore, with the fact that Γ
(
1
2
)
=
√
pi,
Z =
2pi
p−1
2
Γ
(
p−1
2
) Γ (p−12 )Γ ( 12)
21−p/2
Ip/2−1(1) = (2pi)p/2Ip/2−1(1).
Plugging Z back to Equation (8), we finally arrive that
lim
|V |→∞
p(v | u) = 1
(2pi)p/2Ip/2−1(1)
exp(cos(v,u)) = vMFp(v;u, 1).
2
B Proof of Theorem 2
Lemma 2. Let (Xn)n∈N be a non-negative stochastic process with bounded positive variations, i.e.,∑∞
n=0 E [max (E [Xn+1 −Xn | Fn] , 0)] <∞. Then this process is a quasi-martingale, i.e.,
Pr
( ∞∑
n=0
|E [Xn+1 −Xn | Fn]| <∞
)
= 1, Pr
(
lim
n→∞Xn = X
∗
)
= 1,
where Fn is the increasing sequence of σ-algebras generated by variables before time n, Fn =
{s0, . . . , sn−1}, such that Xn computed from s0, . . . , sn−1 is Fn measurable.
Proof. See [14].
Before proving Theorem 2, we first prove the update rule without approximation, i.e., replacing the
retraction Rx in Equation (7) with the exponential map expx defined by Equation (4), leads to almost
surely convergence.
Lemma 3. When the update rule given by
xt+1 = Rxt
(
−ηt
(
1 +
x>t ∇f(xt)
‖∇f(xt)‖
)(
I − xtx>t
)∇f(xt)) .
is applied to L(θ), and the learning rate satisfies the usual condition in stochastic approximation,
i.e.,
∑
t η
2
t < ∞ and
∑
t ηt = ∞, θ converges almost surely to a critical point θ∗ and gradL(θ)
converges almost surely to 0, i.e.,
Pr
(
lim
t→∞L(θt) = L(θ
∗)
)
= 1, Pr
(
lim
t→∞ gradL(θt) = 0
)
= 1.
Proof. We use l(xt, zt) to denote the approximated loss function L(xt) evaluated at a training
instance zt, i.e., L(xt) = Ez[l(xt, z)].
Let
ξ(xt, zt) = ηt
(
1 +
x>t ∇l(xt, zt)
‖∇l(xt, zt)‖
)
, grad l(xt, zt) =
(
I − xtx>t
)∇l(xt, zt),
and we omit the arguments of ξ and grad l in the following derivation because we only care about the
upper bound of both.
We consider two consecutive gradient update steps of the parameter, xt and xt+1. There exists a
geodesic segment γ(s) = expxt(−s · grad l) linking xt and xt+1, and its length is obtained by
`(γ) =
∫ ξ
0
‖γ′(s)‖ ds.
Then we apply the Taylor formula on Riemannian manifold [6] and have
L(xt+1) = L(expxt(−ξ · grad l))
= L(xt)− ξ · grad l>gradL(xt) +
∫ ξ
0
(ξ − s)γ′(s)>HessL(γ(s))γ′(s)ds, (9)
where gradL is the Riemannian gradient satisfying
d
dt
L(expx(tα))
∣∣∣∣
t=0
= α>gradL(x),
and HessL(x) is the Riemannian Hessian satisfying
d
dt
(
gradL(expx(tα))>gradL(expx(tα))
) ∣∣∣∣
t=0
= 2gradL(x)>HessL(x)α.
For spherical space, the Riemannian Hessian is given by [1, 12]
Hess f(x) :=
(
I − xx>) (∇2f(x)−∇f(x)>xI) ,
3
where ∇2f(x) is the Euclidean Hessian of f(x).
Therefore, at each training instance zt, the Riemannian Hessian of the approximated loss is bounded:
‖Hess l(xt, zt)‖ ≤
∥∥I − xtx>t ∥∥∥∥∇2l(xt, zt)−∇l(xt, zt)>xtI∥∥
≤ (1 + ‖xt‖2) ‖∇l(xt, zt)‖‖xt‖
≤ 4,
where we use the fact that ∇2l(xt, zt) = 0 and ‖∇l(xt, zt)‖ ≤ 2 by computing the Euclidean
Hessian and gradient of Equation (3).
Consequently, the Riemannian Hessian of the original loss is bounded:
‖HessL(xt)‖ ≤ Ez [‖Hess l(xt, z)‖] ≤ 4.
Similarly, the Riemannian gradient is also bounded:
‖grad l(xt, zt)‖ ≤
∥∥I − xtx>t ∥∥ ‖∇l(xt, zt)‖ ≤ 4.
Also, ξ is bounded by
ξ(xt, zt) = ηt
(
1 +
x>t ∇l(xt, zt)
‖∇l(xt, zt)‖
)
≤ 2ηt.
Then the integral in Equation (9) is bounded by∫ ξ
0
(ξ − s)γ′(s)>HessL(γ(s))γ′(s)ds ≤ ξ2‖grad l‖2 ‖HessL(xt)‖ ≤ 256η2t .
Therefore, Equation (9) shows that
L(xt+1)− L(xt) ≤ −ξ · grad l>gradL(xt) + 256η2t . (10)
Now let Ft be the increasing sequence of σ-algebras generated by variables before time t, Ft =
{z0, . . . , zt−1}, such that xt computed from z0, . . . , zt−1 is Ft measurable.
Then we take the expectation over z under Ft of both sides of Equation (10)
Ez[L(xt+1)− L(xt) | Ft] ≤ −ξEz[grad l(xt, zt)>gradL(xt) | Ft] + 256η2t
= −ξEz[grad l(xt, zt)>gradL(xt)] + 256η2t
= −ξ‖gradL(xt)‖2 + 256η2t ,
(11)
since zt is independent of Ft.
AsL(xt) ≥ 0 and
∑
t η
2
t <∞, this shows thatL(xt)+
∑∞
t 256η
2
t is a non-negative supermartingale,
thus it converges almost surely. Therefore, L(xt) converges almost surely.
Next, to prove gradL(xt) converges, we repeat the above proof and replace L(xt) with
‖gradL(xt)‖2. Specifically, we can bound the second derivative of ‖gradL(xt)‖2 and arrive at a
very similar form as Equation (11). We then prove gradL(xt) almost surely converge.
Finally, we prove gradL(xt) must converge to 0. Summing over t of Equation (11), we have∑
t≥0
Ez[L(xt+1)L(xt) | Ft] ≤
∑
t≥0
256η2t −
∑
t≥0
ξ‖gradL(xt)‖2.
From Equation (11), we know that L(xt) satisfies the assumption in Lemma 2. Hence,∑
t≥0 Ez[L(xt+1) − L(xt) | Ft] converges almost surely, implying
∑
t≥0 ξ‖gradL(xt)‖2 also
converges almost surely. Combining with the fact that gradL(xt) converges almost surely, which we
have proved, we show that gradL(xt) must converge to 0.
Theorem 2. When the update rule given by Equation (7) is applied to L(x), and the learning rate
satisfies the usual condition in stochastic approximation, i.e.,
∑
t η
2
t < ∞ and
∑
t ηt = ∞, x
converges almost surely to a critical point x∗ and gradL(x) converges almost surely to 0, i.e.,
Pr
(
lim
t→∞L(xt) = L(x
∗)
)
= 1, Pr
(
lim
t→∞ gradL(xt) = 0
)
= 1.
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Proof. Let
xexpt+1 = expxt
(
−ηt
(
1 +
x>t ∇f(xt)
‖∇f(xt)‖
)(
I − xtx>t
)∇f(xt))
be the updated point mapped via exponential mapping.
Let
xt+1 = Rxt
(
−ηt
(
1 +
x>t ∇f(xt)
‖∇f(xt)‖
)(
I − xtx>t
)∇f(xt))
be the updated point mapped via retraction.
The retraction is a first-order approximation of the exponential mapping, i.e., ∃M > 0 such that
d(Rxt(α), expxt(α)) < M
2 for  > 0 sufficiently small, where ‖α‖ = 1.
Then,
L(xt+1)− L(xt) ≤ |L(xt+1)− L(xexpt+1)|+ L(xexpt+1)− L(xt), (12)
where L(xexpt+1) − L(xt) is proved to be bounded in Equation (10) of Lemma 3, and the term
|L(xt+1)− L(xexpt+1)| is also bounded
|L(xt+1)− L(xexpt+1)| ≤ 256Mη2t .
by applying a similar derivation as in Lemma 3 from Equation (9) to Equation (10).
Therefore, L(xt) is a quasi-martingale and converges almost surely according to Lemma 2. Also,∑∞
t=1 ξ‖gradL(xt)‖2 <∞ almost surely, which means ‖gradL(xt)‖ can only converge to 0 if it
converges because
∑
t ηt =∞.
Finally, to prove gradL(xt) almost surely converges, we repeat the above proof by replacing L(xt)
with ‖gradL(xt)‖2 so that we can arrive at a similar form of Equation (12) and use the same
procedure to show ‖gradL(xt)‖2 is a quasi-martingale and converges almost surely.
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