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Continuing [6], we study the Strong Downward Lo¨wenheim-Skolem The-
orems (SDLSs) of the stationary logic and their variations.
In [6], it has been shown that the SDLS for the ordinary stationary logic
with weak second-order parameters SDLS(Lℵ0stat, <ℵ2) down to <ℵ2 is equiv-
alent to the conjunction of CH and Cox’s Diagonal Reflection Principle for
internally clubness.
We show that the SDLS for the stationary logic without weak second-
order parameters SDLS−(Lℵ0stat, < 2ℵ0) down to < 2ℵ0 implies that the size of
the continuum is ℵ2. In contrast, an internal interpretation of the stationary
logic can satisfy the SDLS down to < 2ℵ0 under the continuum being of size
> ℵ2. This SDLS is shown to be equivalent to an internal version of the
Diagonal Reflection Principle down to an internally stationary set of size
< 2ℵ0 .
We also consider a Pκ(λ) version of the stationary logic and show that
the SDLS for this logic in internal interpretation SDLSint+ (LPKLstat , < 2ℵ0) for
reflection down to < 2ℵ0 is consistent under the assumption of the consistency
of ZFC + “the existence of a supercompact cardinal” and this SDLS implies
that the continuum is (at least) weakly Mahlo.
These three “axioms” in terms of SDLS are consequences of three in-
stances of a strengthening of generic supercompactness which we call Laver-
generic supercompactness. Existence of a Laver-generic supercompact cardi-
nal in each of these three instances also fixes the cardinality of the continuum
to be ℵ1 or ℵ2 or very large respectively. We also show that the existence
of one of these generic large cardinals implies the “++” version of the cor-
responding forcing axiom.
1 Introduction
Einf
We use the notation and conventions set up in [6]: We assume that all structures
and languages have at most countable signature. Lℵ0 is the weak second order logic
extending the usual first-order logic with monadic second-order variables with the
interpretation that they run over countable subsets of the underlying set of the
structure and also with the built-in binary predicate symbol ε with which we can
build a new type of atomic formulas of the form x ε X where x is a first order and
X a weak second-order variables. The interpretation of the atomic formula x ε X
for a structure A = 〈A, ...〉 with a ∈ A and U ∈ [A]ℵ0 is, as expected,
(1.1) A |= x ε X (a, U) ⇔ a ∈ U . Einf-0
Lℵ0,II is then the logic obtained from Lℵ0 by adding the weak second order
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existential quantifier ∃X (and its dual ∀X) where for a formula ϕ(x0, ..., X0, ..., X)
in Lℵ0,II and a structure A = 〈A, ...〉 with a0, ... ∈ A and U0, ... ∈ [A]ℵ0 ,
(1.2) A |= ∃X ϕ(a0, ..., U0, ..., X) Einf-1
⇔ there is U ∈ [A]ℵ0 such that A |= ϕ(a0, ..., U0, ..., U).
Lℵ0stat is the logic obtained form Lℵ0 by adding the new weak second-order quantifier
statX (and its dual aaX) where for a formula ϕ(x0, ..., X0, ..., X) in Lℵ0stat and a
structure A = 〈A, ...〉 with a0, ... ∈ A and U0, ... ∈ [A]ℵ0 ,
(1.3) A |= statX ϕ(a0, ..., U0, ..., X) Einf-2
⇔ {U ∈ [A]ℵ0 : A |= ϕ(a0, ..., U0, ..., U)} is stationary in [A]ℵ0 .
Finally Lℵ0,IIstat is the logic obtained from Lℵ0 by adding both types of the weak
second-order quantifiers.
For one of the logics L introduced above, and structures A, B of the same
signature with B ⊆ A. We say B is L-elementary submodel of A (notation:
B ≺L A) if, for any formula ϕ(x0, ..., X0, ...) in L of the signature where x0, ... are
first order and X0, ... weak second-order variables, for any b0, ... ∈ |B| and for any
countable subsets B0, ... of |B| , we have
(1.4) B |= ϕ(b0, ..., B0, ...) holds if and only if A |= ϕ(b0, ..., B0, ...). Einf-3
B is a weakly L-elementary submodel of A (notation: B ≺−L A), if
(1.5) B |= ϕ(b0, ..., bn−1) holds if and only if A |= ϕ(b0, ..., bn−1) holds Einf-4
for all formulas ϕ = ϕ(x0, ...) in L without free weak second-order variables, and
for all b0, ..., bn−1 ∈ |B| .
The Strong Downward Lo¨wenheim-Skolem Theorem 1) (abbreviated in the fol-
lowing as SDLS) for (elementary substructures with respect to the formulas of a
language) L down to <κ is the assertion defined by
SDLS(L, < κ): For any structure A of countable signature there is B ≺L A of
cardinality <κ.
We also consider the SDLS with respect to the weak L-elementary submodel
relation:
SDLS
−(L, < κ): For any structure A of countable signature, there is B ≺−L A of
cardinality <κ.
1)The adjective “strong” is added to indicate that B in the statement of the property is not
merely elementarily equivalent to but also elementary submodel of A.
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We shall call the cardinal κ as above the reflection cardinal or Lo¨wenheim-
Skolem cardinal of the respective SDLS.
The SDLSs formulated as above have the following natural strengthenings:
SDLS+(L, < κ): For any structure A = 〈A, ...〉 of countable signature with |A | ≥
κ, there are stationarily many M ∈ [A]<κ such that A ↾M ≺L A.
SDLS
−
+(L, < κ): For any structure A = 〈A, ...〉 of countable signature with |A | ≥
κ, there are stationarily many M ∈ [A]<κ such that A ↾M ≺−L A.
The SDLS theorems for the logics introduced above can be characterized by
some (combinations of) known principles:
Theorem 1.1 (Theorem 1.1, (1), Proposition 2.2, Lemma 3.5, (1), Corollary 3.6
in [6]) Suppose that κ is a regular cardinal ≥ ℵ2. P-Einf-0
( 1 ) SDLS−(Lℵ0, < κ) is a theorem in ZFC.
( 2 ) Each of SDLS+(Lℵ0, < κ), SDLS−+(Lℵ0,II , < κ) and SDLS+(Lℵ0,II , < κ) is equiv-
alent to µℵ0 < κ for all µ < κ.
( 3 ) SDLS−+(Lℵ0stat, < κ) is equivalent to DRP(<κ, ICℵ0).
( 4 ) Each of 2ℵ0 < κ + SDLS−+(Lℵ0stat, < κ), SDLS−+(Lℵ0,IIstat , < κ), SDLS+(Lℵ0stat, < κ),
SDLS+(Lℵ0,IIstat , < κ) and 2ℵ0 < κ + DRP(<κ, ICℵ0) is equivalent to µℵ0 < κ for all
µ < κ + DRP(<κ, ICℵ0).
Note that the parameter “<κ” in the SDLS statements for the logics L as above
(except for SDLS−(Lℵ0 , < κ)) is impossible for κ ≤ ℵ1. In case of SDLS−(Lℵ0stat, κ),
this can be seen in the fact that the first order quantifier Qxϕ which states “there
are uncountably many x with ϕ” is expressible with the stationarity quantifier as
statX ∃x(x 6 ε X ∧ ϕ).
For κ = ℵ2, the +-version of the strong downward Lo¨wenheim-Skolem state-
ments are equivalent with the corresponding statements without +:
Lemma 1.2 (Lemma 2.1 in [6]) Suppose that L is one of the four logics as above. P-Einf-1
Then
( 1 ) SDLS+(L, <ℵ2) and SDLS(L, <ℵ2) are equivalent and
( 2 ) SDLS−+(L, <ℵ2) and SDLS−(L, <ℵ2) are equivalent.
The following is immediate from Theorem 1.1 and Lemma 1.2.
Corollary 1.3 (Theorem 1.1 in [6]) ( 1 ) SDLS−(Lℵ0, <ℵ2) is a theorem in ZFC. P-Einf-2
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( 2 ) Each of SDLS(Lℵ0, <ℵ2), SDLS−(Lℵ0,II , <ℵ2) and SDLS(Lℵ0,II , <ℵ2) is
equivalent to CH.
( 3 ) SDLS−(Lℵ0stat, <ℵ2) is equivalent to DRP(ICℵ0).
( 4 ) Each of CH + SDLS−(Lℵ0stat, <ℵ2), SDLS−(Lℵ0,IIstat , <ℵ2), SDLS(Lℵ0stat, <ℵ2)
and SDLS(Lℵ0,IIstat , <ℵ2) is equivalent to CH + DRP(ICℵ0).
DRP(<ℵ2, ICℵ0) is the Diagonal Reflection Principle for internal clubness in-
troduced in Cox [4] and DRP(<κ, ICℵ0) is a generalization of it introduced in [6].
We will not repeat the definition of DRP(<κ, ICℵ0). Instead, we cite the following
combinatorial characterization of this principle given in [6]:
For a cardinal µ, let
(1.6) IUµ = {X : [X ]µ ∩X is cofinal in [X ]µ}; Einf-5
(1.7) ISµ = {X : [X ]µ ∩X is stationary [X ]µ}; Einf-6
(1.8) ICµ = {X : [X ]µ ∩X contains a subset which is club in [X ]µ}. Einf-7
Elements of IUµ, ISµ, ICµ are said to be internally unbounded, internally stationary
and internally club (with respect to subsets of cardinality µ) respectively.
Let C be one of IUℵ0 , ISℵ0 , ICℵ0 . For C and regular cardinals κ, λ with κ ≤ λ,
(∗)C<κ,λ: For any countable expansion A˜ of 〈H(λ),∈〉 and sequence 〈Sa : a ∈ H(λ)〉
such that Sa is a stationary subset of [H(λ)]ℵ0 for all a ∈ H(λ), there is
an M ∈ [H(λ)]<κ such that
( 1 ) M ∈ C;
( 2 ) A˜ ↾ M ≺ A˜ and
( 3 ) Sa ∩ [M ]ℵ0 is stationary in [M ]ℵ0 for all a ∈M .
Similarly to SDLS+(· · · ) and SDLS−+(· · · ) we can also define the following strength-
ening of the principle (∗)C<κ,λ above as
(∗)+C<κ,λ: For any countable expansion A˜ of 〈H(λ),∈〉 and sequence 〈Sa : a ∈ H(λ)〉
such that Sa is a stationary subset of [H(λ)]ℵ0 for all a ∈ H(λ), there are
stationarily many M ∈ [H(λ)]<κ such that
( 1 ) M ∈ C;
( 2 ) A˜ ↾ M ≺ A˜ and
( 3 ) Sa ∩ [M ]ℵ0 is stationary in [M ]ℵ0 for all a ∈M . (3) corrected.
We also have the equivalence of this strengthening with the original (∗)C<κ,λ in
case κ = ℵ2 (Lemma 3.2 in [6]). The generalizations of Cox’s Diagonal Reflection
Principle is characterized as the global version of (∗)+C<κ,λ:
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Theorem 1.4 (Lemma 3.4 in [6]) Suppose that C is one of IUω0, ISω0, ICω0. For P-Einf-3
a regular cardinal κ > ℵ1, DRP(<κ, C) holds if and only if
(1.9) (∗)+C<κ,λ holds for all cardinal λ ≥ κ. Einf-8
Below, we shall review some basic facts about the forcing constructions which
are used in later sections.
For a poset P we denote with ro(P) the complete Boolean algebra A such that
the separative quotient of P can be densely embedded into A+. For posets P and Q
we write P ∼ Q if ro(P) ∼= ro(Q). For a cardinal κ and a set X , Col(κ, S) denotes
the poset as is defined in Kanamori [10].
For posets P and Q, we write P 6◦ Q if ro(P) can be completely embeddable into
ro(Q).
The following Theorem 1.5 is a generalization of Proposition 10.20 in Kanamori
[10]. It can be proved similarly to the Proposition.
Th-col-0
Theorem 1.5 Suppose that κ is regular and κ < λ. If P is a separative poset such
that |P | = λ, P is κ-closed and
(1.10) ‖–P“ there is a surjection κ→ λ ”, col-1
then ro(P) ∼= ro(Col(κ, {λ})).
Proof. Note that (1.10) implies that P is atomless. Without loss of
generality, we assume that P is a dense sub-ordering of ro(P)+.
cl-col-0
Claim 1.5.1 For any r ∈ ro(P)+ there is a pairwise incompatible D ⊆ P ↓ r of
cardinality λ.
⊢ By the assumption (1.10), ro(P)+ ↓ r does not have the λ-cc. Hence
there is a pairwise disjoint D′ ⊆ ro(P)+ ↓ r of cardinality λ. Since
P ↓ r is dense in ro(P)+ ↓ r, D′ has a refinement D ⊆ P ↓ r of cardinality
≥ λ. On the other hand, we have |D | ≤ λ since |P | = λ. ⊣ (Claim 1.5.1)
Let g
∼
be a P-name such that
(ℵ1.1) ‖–P“ g
∼
: κ→ G
∼
is a bijection ” col-1-0
where G
∼
is the standard P-name of a (V,P)-generic set. Note that, for
a (V,P)-generic G, we have κ ≤ |G | by κ-closedness of P and |G | ≤ |λ | =
κ by |P | = λ in V. Hence we have |G | = κ in V[G].
Let
(ℵ1.2) D = {p ∈ Col(κ, {λ}) : dom(p) = {λ} × α for some α < κ}.
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Clearly D is a dense subset of P. It is enough to show that there is
an order and incompatibility preserving e : D → ro(P)+ such that e ′′D
is dense in ro(P)+.
We define such e by induction on ℓ(p) < κ for p ∈ D where ℓ(p) is
defined to be the ordinal with dom(p) = {λ} × ℓ(p).
Let e(∅) = 1P.
Having defined e(p) for p ∈ D with ℓ(p) = α, let {apξ : ξ < λ} be a
maximal antichain in P ↓ e(p) such that, for each ξ < λ, apξ ‖–P“ g
∼
(α) =
rˇ ” for some r ∈ P. Note that the construction of such apξ’s is possible
by Claim 1.5.1. Set e(p ∪ {〈〈λ, α〉, ξ〉}) = apξ. For a limit δ < κ and p ∈
D with ℓ(p) = δ, suppose that e(p ↾ β), β < δ has been defined such
that 〈e(p ↾ β) : β < δ〉 is a decreasing sequence. Let e(p) = ∏β<δ e(p ↾
β). Note that e(p) > 0ro(P) by κ-closedness of P and since the elements
of P are cofinal in the sequence 〈e(p ↾ β) : β < δ〉.
By the induction on α < κ we can show that Aα = {e(p) : p ∈ D, ℓ(p) =
α+1} is a maximal antichain. It is also clear that e is order and incompati-
bility preserving. Thus the following claim implies the forcing equivalence
of P and Col(κ, {λ}).
Claim 1.5.2 e ′′D is dense in ro(P)+.
⊢ For an arbitrary r ∈ P we have r ‖–P“ rˇ ∈ G
∼
”. Hence there is r′ ≤P
r and α < λ such that r′ ‖–P“ g
∼
(αˇ) = rˇ ”. Since Aα is a maximal antichain
in P, there is a p ∈ D with ℓ(p) = α+1 such that e(p) = ap↾α
p(α) is compatible
with r′. Since e(p) = ap↾α
p(α) decides g∼
(αˇ), we have e(p) ‖–P“ g
∼
(αˇ) = rˇ ”. Thus
e(p) ‖–P“ rˇ ∈ G
∼
” by (ℵ1.1). Since P is separative it follows that e(p) ≤P
r. ⊣ (Claim 1.5.2)
(Theorem 1.5)
Cor-col-0
Corollary 1.6 ( 1 ) Suppose that λ<κ = λ. Then we have
(1.11) Col(κ, {λ}) ∼ Col(κ, S) ∼ Fn(κ, λ,< κ) col-2
for all S ⊆ λ+ with λ+ 1 ≤ supS < λ+.
( 2 ) For any κ-closed P with |P | ≤ µ = µ<κ < λ we have Col(κ, λ) ∼ P ×
Col(κ, λ) ∼ P ∗ Col(κ, λ)VP. In particular, we have P 6◦ Col(κ, λ).
Proof. (1): Let P = Col(κ, S) for S as above. By the assumption we have
|P | = λ, P is separative and κ-closed. Also P adds a surjection from κ to λ. Hence
Theorem 1.5 implies Col(κ, {λ}) ∼ Col(κ, S). Col(κ, {λ}) ∼ Fn(κ, λ,< κ) also can
be shown similarly.
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(2): Let µ < λ be such that |P | ≤ µ and µ<κ = µ. Then
(1.12) P ∗ Col(κ, λ)P
∼ P× Col(κ, λ) ; by κ-closedness of P
∼ (P× Col(κ, µ+ 1))× Col(κ, λ \ (µ+ 1))
∼ Col(κ, {µ})× Col(κ, λ \ (µ+ 1)) ; by Theorem 1.5
∼ Col(κ, µ+ 1)× Col(κ, λ \ (µ+ 1)) ; by (1)
∼ Col(κ, λ).
(Corollary 1.6)
2 Reflection down to < 2ℵ0
lt-conti
SDLS
−(Lℵ0stat, < 2ℵ0) is consistent under 2ℵ0 = ℵ2 (e.g. under the assumption of the
existence of a supercompact cardinal): MA+ω1(σ-closed) implies SDLS−(Lℵ0stat, <ℵ2)
andMA+ω1(σ-closed) is consistent (under the large cardinal assumption) with 2ℵ0 =
ℵ2. This is no more the case if the continuum is larger than ℵ2:
P-lt-conti-0
Proposition 2.1 SDLS−(Lℵ0stat, < κ) for κ > ℵ2 implies κ > 2ℵ0.
The proof of the Proposition uses the following Theorem 2.2 which is often the
main ingredient of a proof showing that a certain principle implies 2ℵ0 ≤ ℵ2 (see
e.g. the proof of Theorem 37.18 in [9]).
Theorem 2.2 (Theorem 3.2 (a) in Baumgartner and Taylor [1]) If C is a club P-lt-conti-1
subset of [ω2]
ℵ0, then there is a countable set A ⊆ ω2 such that | [A]ℵ0 ∩ C | = 2ℵ0.
Proof of Proposition 2.1: SDLS−(Lℵ0stat, <ℵ2) implies 2ℵ0 ≤ ℵ2: it is easy to
see that SDLS−(Lℵ0stat, <ℵ2) implies the reflection principle RP(ω2) in [9]. RP(ω2)
implies 2ℵ0 ≤ ℵ2 (a result by Todorcˇevic´, see Theorem 37.18 in [9]). We have
κ > ℵ2 ≥ 2ℵ0 .
Thus we may assume that SDLS−(Lℵ0stat, <ℵ2) does not hold. Hence there is a
structure A such that, for any B ≺−
(L
ℵ0
stat)
A, we have ‖B‖ ≥ ℵ2. Let λ = ‖A‖ .
Without loss of generality, we may assume that |A| = λ. Let
(2.1) A∗ = 〈H(λ+), λ, ...︸︷︷︸
=A
,∈〉. lt-conti-0
Note that we have
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(2.2) A∗ |= aaX ∃x∀y (y ε X ↔ y ∈ x)︸ ︷︷ ︸
=ϕ
lt-conti-1
where “aaX” is the dual quantifier to “statX”. That is, we treat “aaX ψ” just
as an abbreviation of “¬statX¬ψ”. Note that A |= aaX ϕ(X, ...) if and only if
there are club many U ∈ [A]ℵ0 with A |= ϕ(U, ...).
By SDLS−(Lℵ0stat, < κ), there is M ∈ [H(λ+)]<κ such that A∗ ↾ M ≺−(Lℵ0stat) A
∗. It
follows that A ↾ (λ∩M) ≺−
(L
ℵ0
stat)
A. By the choice of A, we have |M | ≥ |λ∩M | ≥
ℵ2.
Since A∗ ↾ M |= ϕ by (2.2), and by elementarity, there is C ⊆ [M ]ℵ0 ∩ M
which is a club in [M ]ℵ0 . By Theorem 2.2, it follows that κ > |M | ≥ |C | ≥ 2ℵ0.
(Proposition 2.1)
P-lt-conti-2
Corollary 2.3 SDLS−(Lℵ0stat, < 2ℵ0) implies 2ℵ0 = ℵ2.
Proof. SDLS−(Lℵ0stat, < 2ℵ0) implies 2ℵ0 ≤ ℵ2 by Proposition 2.1. 2ℵ0 = ℵ1 is impos-
sible under SDLS−(Lℵ0stat, < 2ℵ0) since, as we have seen already, SDLS−(Lℵ0stat, <ℵ1)
does not hold (in ZFC). (Corollary 2.3)
Note that SDLS−(Lℵ0stat, < 2ℵ0) holds under MA+ω1(σ-closed) + 2ℵ0 = ℵ2. How-
ever,
Corollary 2.4 SDLS(Lℵ0stat, < 2ℵ0) is inconsistent.
Proof. Assume that SDLS(Lℵ0stat, < 2ℵ0) holds. Then SDLS−(Lℵ0stat, < 2ℵ0) holds and
hence 2ℵ0 = ℵ2 by Corollary 2.3. Thus, SDLS(Lℵ0stat, <ℵ2) holds. By Lemma 1.2, (1)
and Theorem 1.1, (4), it follows that 2ℵ0 = ℵ1. This is a contradiction. (Corollary 2.4)
Translated in terms of diagonal reflection, Proposition 2.1 can also be reformu-
lated as:
(2.3) If κ > ℵ2, (∗)+ICℵ0<κ,λ for all cardinal λ ≥ κ implies 2ℵ0 < κ. lt-conti-2
However, the following internal variation of (∗)+ISℵ0<κ,λ is compatible with 2ℵ0 ≥ κ
(see Theorem 2.10). For regular cardinals κ, λ with κ ≤ λ, let
(∗)int+<κ,λ: For any countable expansion A˜ of 〈H(λ),∈〉 and sequence 〈Sa : a ∈ H(λ)〉
such that Sa is a stationary subset of [H(λ)]ℵ0 for all a ∈ H(λ), there are
stationarily many M ∈ [H(λ)]<κ such that
( 2 ) A˜ ↾ M ≺ A˜; and
(3′ ) Sa ∩M is stationary in [M ]ℵ0 for all a ∈M .
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Note that (2) implies that a ⊆M for all a ∈ [M ]ℵ0 ∩M .
By the definition of (∗)int+<κ,λ it is easy to see that we have
(2.4) (∗)+ICℵo<κ,λ ⇒ (∗)int+<κ,λ ⇒ (∗)
+ISℵ0
<κ,λ
for any regular κ, λ with κ ≤ λ.
For a class P of posets, a cardinal κ is said to be generically supercompact by
P if, for any regular λ ≥ κ, there is a poset P ∈ P such that, for a (V,P)-generic
G, there are transitive M ⊆ V[G] and j ⊆ V[G] such that
(2.5) j : V
4→M , lt-conti-2-0
(2.6) crit(j) = κ, j(κ) > λ, lt-conti-2-1
(2.7) j ′′λ ∈M . lt-conti-2-2
Similarly, a cardinal κ is said to be generically measurable by a forcing P if,
for a (V,P)-generic G, there are transitive M ⊆ V[G] and j : V 4→ M such that
crit(j) = κ and j ′′κ ∈M .
Note that the condition (2.7) is weaker than the closure property ofM assumed
in the usual definition of supercompactness. On the other hand, this condition is of-
ten enough to prove strong reflection properties of κ (see the following Lemma 2.5).
By definition, if κ is generically supercompact by P then κ is generically mea-
surable by some P ∈ P.
The following is easy to see:
L-lt-conti-0
Lemma 2.5 Suppose that G is a (V,P)-generic filter for a poset P ∈ V and j :
V
4→ M ⊆ V[G] such that, for cardinals κ, λ in V with κ ≤ λ, crit(j) = κ and
j ′′λ ∈ M .
( 1 ) For any set A ∈ V with V |= |A | ≤ λ, we have j ′′A ∈M .
( 2 ) j ↾ λ, j ↾ λ2 ∈M .
( 3 ) For any A ∈ V with A ⊆ λ or A ⊆ λ2 we have A ∈ M .
( 4 ) (λ+)M ≥ (λ+)V, Thus, if (λ+)V = (λ+)V[G], then (λ+)M = (λ+)V.
( 5 ) H(λ+)V ⊆M .
( 6 ) j ↾ A ∈M for all A ∈ H(λ+)V.
Proof. (1): In V, let f : λ→ A be a surjection.
For each a ∈ A with a = f(α), we have
(2.8) j(a) = j(f(α)) = j(f)(j(α)) pr-L-lt-conti-
0
10
by elementarity. Thus j ′′A = j(f) ′′(j ′′λ). Since j(f), j ′′λ ∈ M , it follows that
j ′′A ∈M .
(2): Since j ′′λ ∈ M and (j ↾ λ)(ξ) for ξ ∈ λ is the ξth element of j ′′λ, j ↾ λ
is definable subset of λ × j ′′λ in M and hence is an element of M . Similarly,
j ↾ λ2 ∈M .
(3): Suppose that A ∈ V and A ⊆ λ (the case of A ⊆ λ2 can be treated
similarly). Then j ′′A ∈M by (1). Thus, by (2), A = (j ↾ λ)−1 ′′(j ′′A) ∈M .
(4): Suppose that µ < (λ+)V. Then there is A ∈ V with A ⊆ λ2 such that A
codes the order type of µ. A ∈M by (3). Thus M |=“ |µ | ≤ λ”.
If (λ+)V = (λ+)V[G], we have
(2.9) (λ+)V = (λ+)V[G] ≥ (λ+)M ≥ (λ+)V. pr-L-lt-conti-
1
(5): For A ∈ H(λ+)V, let U ∈ V be such that trcl(A) ⊆ U and V |=“ |U | = λ”.
Let cA ⊆ λ2 and dA, eA ⊆ λ be such that cA, dA, eA ∈ V and
(2.10) 〈λ, cA, dA, eA〉 ∼= 〈U,∈↾ U2, trcl(A), A〉. pr-L-lt-conti-
2
By (3), cA, dA, eA ∈ M and hence 〈λ, cA, dA, eA〉 ∈ M . Since trcl(A) and then A
can be recovered from this quadruplet in M , it follows that A ∈M .
(6): Suppose that A ∈ H(λ+)V. Since A ∈M by (5), it is enough to show that
j ↾ trcl(A) ∈M .
We have trcl(A) ∈ H(λ+)V and hence trcl(A) ∈ M by (5). Thus j ′′ trcl(A),
j ′′(∈↾ trcl(A)) ∈M by (1). But then the mapping (j ↾ trcl(A))−1 is the Mostowski
collapse of j ′′ trcl(A). Thus j ↾ trcl(A) ∈ M . (Lemma 2.5)
The following Lemmas 2.6 and 2.7 should be well-known and easy to check.
Lemma 2.7 can be proved similarly to Proposition 2.8, (2).
L-lt-conti-1-0
Lemma 2.6 If κ is generically measurable for some poset P, then κ is regular.
Proof. Suppose that κ = sup{κξ : ξ < µ} for some µ < κ and κξ < κ
for ξ < µ. Let S = {κξ : ξ < µ} and let j : V 4→ M ⊆ V[G] be as in the
definition of generic measurability. Then j(S) = S by crit(j) = κ. By
elementarity it follows that M |=“ j(κ) = supS = κ”. This is a contradiction
to crit(j) = κ. (Lemma 2.6)
L-lt-conti-1-1
Lemma 2.7 ( 1 ) Suppose that κ is generically measurable for a poset P and j,
M ⊆ V[G] for a (V,P)-generic G such that M is an inner model of V[G] j : V 4→M ,
crit(j) = κ. Then, in V [G],
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(2.11) F = {a ∈ (P(κ))V : κ ∈ j(a)} lt-conti-2-2-0
is a V-normal ultrafilter on (the Boolean algebra) (P(κ))V .
( 2 ) If µ < κ and κ is generically measurable for a µ-cc poset P then there is a
µ-saturated normal ideal over κ (in V). In particular, κ is κ-weakly Mahlo.
Proof. (1): See the proof of Claim 2.8.1.
(2): Suppose that P is a µ-cc poset and G a (V,P)-generic filter
with j, M ⊆ V[G] such that M is an inner model of V[G], j : V 4→ M
and crit(j) = κ. Let F be defined as in (2.11) and let F
∼
be a P-name
of F such that all the properties of F we need below are forced for F
∼
by 1P. In V, let
(ℵ2.1) I0 = {u ∈ P(κ) : ‖–P“ uˇ 6 ε F∼ ”}. lt-conti-2-2-1
It is easy to see that I0 is an ideal on P(κ). We show that I0 is as
desired.
Let F0 be the dual filter of I0.
Cl-lt-conti-0
Claim 2.7.1 I0 is a normal ideal.
⊢ It is enough to show that F0 is a normal filter. Suppose that uα ∈
F0, for all α < κ. This means that we have ‖–P“ uˇα ε F∼ ” for all α <
κ. Since F is a V-normal ultrafilter, it follows that
‖–P“√P(△α<κuκ) ε F∼ ”. Thus, △α<κuκ ∈ F0. ⊣ (Claim 2.7.1)
Cl-lt-conti-1
Claim 2.7.2 For any a ∈ P(κ), a is I0-stationary if and only if there is p ∈ P
such that p ‖–P“ a ∈ F∼ ”.
⊢ If there is p ∈ P such that p ‖–P“ aˇ ε F∼ ”, then /‖–P“ aˇ 6 ε F∼ ” and
hence a 6∈ I0. Thus a is I0-stationary.
If there is no p ∈ P such that p ‖–P“ aˇ ε F∼ ”, then we have
‖–P“ aˇ 6 ε F∼ ”. Thus a0 ∈ I0. ⊣ (Claim 2.7.2)
Cl-lt-conti-2
Claim 2.7.3 I0 is µ-saturated.
⊢ Suppose that aξ, ξ < µ are I0-stationary. By Claim 2.7.2, there
are pξ ∈ P, ξ < µ such that pξ ‖–P“ aξ ∈ F∼ ”. By the µ-cc of P, there
are ξ0 < ξ1 < µ such that pξ0 and pξ1 are compatible in P. Let q ∈ P
be such that q ≤P pξ0, pξ1. Then we have q ‖–P“ aξ0∩aξ1 ∈ F∼ ” and hence
aξ0 ∩ aξ1 is I0-stationary by Claim 2.7.2. ⊣ (Claim 2.7.3)
By Proposition 16.8 in Kanamori [10], it follows that κ is a κ-weakly
Mahlo. (Lemma 2.7)
12
T-laver-1-1
Proposition 2.8 Suppose that κ is generically supercompact for a class P of posets
such that all P ∈ P are µ-cc for some fixed µ ∈ Card. Then
( 1 ) SCH holds above max{2<κ, µ}.
( 2 ) For all regular λ ≥ κ, there is a µ-saturated normal filter over Pκ(λ).
Proof. (1): The following proof is a slight modification of the proof of Solovay’s
theorem on SCH above a strongly compact cardinal (see Theorem 20.8 and its proof
in [9]).
Let λ ≥ max{2<κ, µ} be a regular cardinal. It is enough to show that λ<κ = λ.
Suppose that P ∈ P and (V,P)-generic filter G be such that there are classes j,
M ⊆ V[G] such that j : V 4→M ⊆ V[G], crit(j) = κ, j(κ) > λ and j ′′λ ∈M .
Let
(2.12) U = {A ∈ (P(Pκ(λ)))V : j ′′λ ∈ j(A)}. laver-1-6
Cl-laver-0
Claim 2.8.1 U is a V-κ-complete fine ultrafilter on (P(Pκ(λ)))V. (Actually U is
even a V-normal ultrafilter.)
⊢ For A, B ∈ (P(Pκ(λ)))V with A∪B = (Pκ(λ))V, we have j(A)∪j(B) =
j(A ∪ B) = j((Pκ(λ))V) = (Pj(κ)(j(λ)))M ∋ j ′′λ. Hence M |= j ′′λ ∈ j(A) or
M |= j ′′λ ∈ j(A). That is, A ∈ U or B ∈ U.
For A, B ∈ (P(Pκ(λ)))V, we can also show similarly that, if A ∈ U
and B ∈ U then A ∩B ∈ U and that, if A ∈ U and A ⊆ B, then B ∈ U.
To show the V-κ-completeness, suppose that ~A = 〈Aξ : ξ < η〉 ∈ V be
such that η < κ and Aξ ∈ U for all ξ < η. The last condition means
that j ′′λ ∈ j(Aξ) for all ξ < η by definition of U. Note that 〈j(Aξ) :
ξ < η〉 = j( ~A) ∈ M. Thus M |= j ′′λ ∈ ⋂ξ<η j(Aη) = j(⋂{Aξ : ξ < µ}), i.e.⋂{Aξ : ξ < µ} ∈ U.
For any c ∈ (Pκ(λ))V, letting A = {a ∈ (Pκ(λ))V : c ⊆ a}, we have
M |= j ′′λ ∈ j(A) since M |= j(c) = j ′′c ⊆ j ′′λ. Thus A ∈ U. This shows
that U is fine.
To show the V-normality of U, suppose that ~U = 〈Uα : α ∈ λ〉 ∈ V is
a sequence of elements of U. Let U = △~U. Then we have
(ℵ2.2) V |=“ (∀x ∈ Pκ(λ))(x ∈ U ↔ ∀α ∈ x (x ∈ Uα))”.
By elementarity
(ℵ2.3) M |=“ (∀x ∈ Pj(κ)(j(λ)))(x ∈ j(U)↔ ∀α ∈ x (x ∈ j(~U)α))”.
13
Now, for x = j ′′λ, if α ∈ j ′′λ, then there is β ∈ λ such that α =
j(β). Since Uβ ∈ U, we have j ′′λ ∈ j(Uβ) = j(~U)α.
Thus we have M |=“ j ′′λ ∈ j(U)” or equivalently U ∈ U. ⊣ (Claim 2.8.1)
Let f ∗ ∈ V with f ∗ : (Pκ(λ))V → On be such that
(2.13) [f ∗]U = sup jU
′′λ. laver-1-6-0
Cl-laver-1
Claim 2.8.2 {a ∈ (Pκ(λ))V : f ∗(a) < λ} ∈ U .
⊢ Let g ∈ V with g : (Pκ(λ))V → λ; a 7→ sup(a). Then, for γ < λ, jU (γ) =
[cγ]U ≤ [g]U for all γ < λ since U is fine. Hence [f ∗]U ≤ [g]U . Thus, by  Los´’s
Theorem,
(2.14) U ∋ {a ∈ (Pκ(λ))V : f ∗(a) ≤ g(a)︸ ︷︷ ︸
= sup a < λ
} ⊆ {a ∈ (Pκ(λ))V : f ∗(a) < λ}.
⊣ (Claim 2.8.2)
By the Claim above, we may assume without loss of generality that
f ∗ : (Pκ(λ))V → λ.
In V[G], let D ⊆ P(λ)V be defined by
(2.15) D = {X ∈ P(λ)V : f ∗−1 ′′X ∈ U}.2) laver-1-7
Cl-laver-2
Claim 2.8.3 D is a V-κ-complete uniform ultrafilter on P(λ)V.
⊢ That D is an ultrafilter on P(λ)V is clear by definition.
Suppose that 〈Xα : α < µ〉 ∈ V is a sequence of elements of D for
some µ < κ. Then 〈f ∗−1(Xα) : α < µ〉 ∈ V is a sequence of elements of
U. Hence f ∗−1 ′′(⋂α<µXα) = ⋂α<µ f ∗−1 ′′Xα ∈ U. Thus ⋂α<µXα ∈ D.
If X ∈ ([λ]<λ)V, then there is γ < λ such that X ⊆ γ by regularity
of λ. Since f ∗−1 ′′γ = {a ∈ (Pκ(λ))V : f ∗(a) < γ} is disjoint with {a ∈
(Pκ(λ))V : f ∗(a) ≥ γ} and since the latter set is in U by the definition
(2.13), it follows that X 6∈ D. ⊣ (Claim 2.8.3)
Cl-laver-3
Claim 2.8.4 [idλ]D = sup(jD
′′λ).
⊢ Suppose γ < λ. Then {α < λ : cγ(α) < idλ(α)} = {α < λ : γ < α} =
λ\(γ+1) ∈ D since D is homogeneous by Claim 2.8.3. Thus jD(γ) = [cγ ]D < [idλ]D.
Suppose now that g : λ→ On is such that [g]D < [idλ]D. This means that
(2.16) {α < λ : g(α) < idλ(α)︸ ︷︷ ︸
= α
} ∈ D laver-1-8
2)Here, a more straightforward proof is possible e.g. by directly defining D. We defined D via
definition of U instead since we need U in the proof of (2) in any way.
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⇔ U ∋ f ∗−1 ′′{α < λ : g(α) < α} = {a ∈ (Pκ(λ))V : g(f ∗(a)) < f ∗(a)}.
By definition of f ∗, there is γ < λ such that [gf ∗]U ≤ [cγ]U . That is,
{a ∈ (Pκ(λ))V : g(f ∗(a)) ≤ γ} ∈ U . This is equivalent to {α < λ : g(α) ≤ γ} ∈ D
or [g]D ≤ jD(γ). ⊣ (Claim 2.8.4)
Cl-laver-4
Claim 2.8.5 ( 1 ) {a ∈ (Pκ(λ))V : f ∗(a) = sup a ∩ f ∗(a)} ∈ U .
( 2 ) {α < λ : cf(α) < κ} ∈ D.
⊢ (1): In V, let g : Pκ(λ)→ λ; a 7→ sup(a ∩ f ∗(a)). Then we have [g]U ≤ [f ∗]U .
On the other hand, for each γ < λ, we have
(2.17) {a ∈ (Pκ(λ))V : cγ(a) ≤ g(a)︸ ︷︷ ︸
⇔ γ ≤ sup(a ∩ f∗(a))
}
⊇ {a ∈ (Pκ(λ))V : γ ≤ f ∗(a)}︸ ︷︷ ︸
∈ U (by the choice of f∗)
∩{a ∈ (Pκ(λ))V : γ ∈ a}︸ ︷︷ ︸
∈ U (since U is fine)
∈ U .
Thus jU(γ) ≤ [g]U . By the choice of f ∗ it follows that [f ∗]U ≤ [g]U .
(2): by the definition (2.15) of D
(2.18) {α < λ : cf(α) < κ} ∈ D ⇔ {a ∈ (Pκ(λ))V : cf(f ∗(a)) < κ} ∈ U . laver-1-9
By (1),
(2.19) {a ∈ (Pκ(λ))V : cf(f ∗(a)), κ}
⊇ {a ∈ (Pκ(λ))V : f ∗(a) = sup(a ∩ f ∗(a))} ∈ U . ⊣ (Claim 2.8.5)
In V, let
(2.20) Aα =
{
a cofinal subset of α of order type cf(α), if cf(α) < κ;
∅, otherwise laver-1-10
for α < λ.
Let ~A = 〈Aα : α < λ〉.
By Claim 2.8.4 and Claim 2.8.5, (2),
(2.21) λV/D |=“ [ ~A]D is a cofinal subset of sup(jD ′′λ)”. laver-1-11
By the µ-cc of P, there is a strictly and continuously increasing sequence 〈ηξ :
ξ < λ〉 of ordinals < λ in V such that, letting Iξ = [ηξ, ηξ+1),
(2.22) ‖–P“ jD
∼
(Iξ) ∩ [ ~A]D
∼
6≡ ∅ ” laver-1-12
where D
∼
is a P-name for D. Let
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(2.23) Mα = {ξ < λ : Iξ ∩Aα 6= ∅} laver-1-13
for α < λ. Note that 〈Mα : α < λ〉 ∈ V.
Since λ ≥ 2<κ, (3) of the following Claim 2.8.6 implies that λ<κ = λ as desired.
Cl-laver-5
Claim 2.8.6 ( 1 ) |Mα | < κ for all α < λ.
( 2 ) For any ξ < λ, {α < λ : ξ ∈Mα} ∈ D.
( 3 ) For any c ∈ (Pκ(λ))V, {α < λ : c ⊆ Mα} ∈ D. In particular, there is some
α < λ such that c ⊆Mα.
⊢ (1): Since |Aα | < κ (see (2.20)) and Iξ’s are pairwise disjoint, there can be
only < κ elements of Mα.
(2): Suppose ξ < λ. By (2.22), we have
(2.24) jD(Iξ) ∩ [ ~A]D 6= ∅. laver-1-14
By  Los´’s Theorem, it follows that
(2.25) {α < λ : Iξ ∩ Aα 6= ∅︸ ︷︷ ︸
⇔ ξ ∈Mα
} ∈ D. laver-1-15
(3): Suppose c ∈ (Pκ(λ))V. For each ξ ∈ c, we have {α < λ : ξ ∈Mα} ∈ D by
(2). By κ-completeness of D, it follows that
(2.26) {α < λ : c ⊆Mα} =
⋂
ξ∈c {α < λ : ξ ∈Mα} ∈ D. ⊣ (Claim 2.8.6)
(2) (of Proposition 2.8): Suppose that λ ≥ κ is a regular cardinal, P ∈ P, G
is a (V,P)-generic filter and j, M ⊆ V[G] are such that, M is transitive in V [G],
j : V
4→ M , crit(j) = κ, j(κ) > λ and j ′′λ ∈ M . Let U be defined by (2.12). By
Claim 2.8.1, U is a V -normal ultrafilter.
In V, let U
∼
be a P-name of U and let
(2.27) F = {U ∈ P(Pκ(λ)) : ‖–P“ Uˇ ε U∼ ”}. laver-1-15-0
Then F is a µ-saturated normal filter over Pκ(λ). (Proposition 2.8)
Theorem 2.8, (2) follows from the next Lemma. Note that the normality
of a filter over Pκ(λ) we use here is as defined in [10] p.301 and V-normality
a natural modification of this definition.
LA-laver-0
LemmaA2.1 Suppose κ < λ and µ are uncountable regular cardinals and P a
µ-cc poset such that P preserves the cardinal κ. If
(ℵ2.4) ‖–P“ there is a V-normal ultrafilter U over (Pκ(λ))V ”, laverA-0
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then there is a <µ-saturated normal filter F on Pκ(λ).
Proof. Let U
∼
be a P name such that
(ℵ2.5) ‖–P“U∼ is a V-normal ultrafilter over (Pκ(λ))V ”. laverA-1
Let
(ℵ2.6) F = {U ∈ P(Pκ(λ)) : ‖–P“ Uˇ ε U∼ ”}. laverA-2
The following claim shows that F above is as desired.
ClA-laver-0
ClaimA2.1.1 ( 0 ) F is a filter over Pκ(λ).
( 1 ) F is <κ-complete.
( 2 ) F is fine.
( 3 ) F is normal.
( 4 ) F is <µ-saturated.
⊢ (0): By (ℵ2.5) and (ℵ2.6).
(1): Suppose that Uα ∈ F, α < δ for some δ < κ. Then S∼ = {〈Uˇα, 1P〉 :
α < δ} is a P-name and
(ℵ2.7) ‖–P“S∼ ⊆ U∼, |S∼ | < κ, S∼ ε V ”. laverA-3
Thus ‖–P“
⋂
S
∼
ε U
∼
” by (ℵ2.5). Since ‖–P“
⋂
S
∼
≡ √P(
⋂
α<δ Uα) ”, we have⋂
α<δ Uα ∈ F.
(2): By (ℵ2.5) and (ℵ2.6). (3): Similarly to (1).
For the proof of (4), we need the following:
ClaimA2.1.2 For X ⊆ Pκ(λ), X is F-stationary if and only if p ‖–P“ Xˇ ε U∼ ”
for some p ∈ P.
⊢ Suppose that p /‖–P“ Xˇ ε U∼ ” for all p ∈ P. Then we have ‖–P“ Xˇ 6 ε
U
∼
”. Since U
∼
is a P-name of an ultrafilter, if follows that ‖–P“ (Pκ(λ)V\
Xˇ) ε U
∼
”. Since ‖–P“ (Pκ(λ)V \ Xˇ) ≡ √P(Pκ(λ) \ X) ”, it follows that
(Pκ(λ) \X) ∈ F. Thus X is not F-stationary.
Suppose now that p ‖–P“ Xˇ ε U∼ ”. Then for any U ∈ F, we have p ‖–P“ Uˇ∩
Xˇ ε U
∼
”. Thus p ‖–P“ Uˇ ∩ Xˇ 6≡ ∅ ” and hence U ∩X 6= ∅. This shows that
X is F-stationary. ⊣ (Claim A 2.1.2)
Continuation of the proof of ClaimA2.1.1:
(4): Suppose that 〈Xα : α < µ〉 is a sequence of F-stationary sets.
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By Claim A 2.1.2, there are pα ∈ P, α < µ such that pα ‖–P“ Xˇα ε U∼ ”
for α < µ.
Since P is µ-cc, there are α < α′ < µ such that pα and pα′ are compatible
in P. Let r ∈ P be such that r ≤P pα, pα′. Then we have r ‖–P“ Xˇα ∩
Xˇα′ ε U∼ ”. Again by Claim A 2.1.2, it follows that Xα∩Xα′ is F-stationary.⊣ (Claim A 2.1.1)
(Lemma A 2.1)
In case of µ ≤ 2<κ, Proposition 2.8, (1) can be also proved as follows: By (the
proof of) Corollary 3.5 and Theorem 5.1 in [12], we obtain the theorem asserting:
Theorem 2.9 (Matsubara, Sakai and Usuba [12]) For a regular uncountable κ, if
there are λ-saturated fine ideal over Pκ(λ) for all λ ≥ κ, then SCH holds above
2<κ.
Proposition 2.8, (1) follows immediately from this theorem and Proposition 2.8, (2).
In [6], it is proved that, for a cardinal κ, if κ+ is generically supercompact by
<κ-closed posets then SDLS+(Lℵ0stat, < κ+) holds (this follows from Theorem 4.13,
Theorem 4.7 and Lemma 4.1 in [6]).
In the next section, we show that, for a regular κ, the assertion “(∗)int+<κ,λ holds
for all regular λ ≥ κ” can be characterized in terms of SDLS for Lℵ0stat in internal
interpretation. This property “(∗)int+<κ,λ for all regular λ ≥ κ” holds under a wider
class of generic supercompactness (c.f. Theorem 5.9, (1) and (2)).
P-lt-conti-3
Theorem 2.10 Suppose that κ is a generically supercompact cardinal by proper
posets. Then (∗)int+<κ,λ holds for all regular λ ≥ κ.
In the proof of Theorem 2.10, we use the case κ = ℵ1 of the following well-known
fact:
P-lt-conti-4
Lemma 2.11 Suppose that M is an inner model in V. For ordinals κ, λ with
κ ≤ λ and V |= “κ is a regular uncountable cardinal”, and for A ∈ M with
M |=“A ⊆ Pκ(λ)”, if V |=“A is stationary in Pκ(λ)”, then M |=“A is stationary
in Pκ(λ)”.
Proof. Suppose that V |= “A is stationary in Pκ(λ)”. Let C ∈ M be
such that M |=“ C is a club in Pκ(λ)”. By Kueker’s Theorem (see Exercise
38.10 in [9]) there is F ∈M such that
(ℵ2.8) M |=“F : [λ]<ℵ0 → λ and
CF = {a ∈ Pκ(λ) : a ∩ κ ∈ κ and
a is closed under F} ⊆ C”.
P-lt-conti-A-
0
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In V, there is a ∈ A ∩ CF V. a ∈ A ⊆ M and hence M |=“ a ∈ A ∩ CF”.
(Lemma 2.11)
Proof of Theorem 2.10: For a regular λ ≥ κ, let λ∗ = | H(λ) | and λ∗∗ = (2λ∗)+.
Suppose that A = 〈H(λ),∈, ...〉 is a countable expansion of the structure
〈H(λ),∈〉, 〈Sa : a ∈ H(λ)〉 a sequence of stationary subsets of [H(λ)]ℵ0 and
C ⊆ [H(λ)]<κ a club.
Let ι : H(λ) → λ∗ be a bijection and let A∗ = 〈λ∗, E∗, ...〉 be a copy of A
translated by ι.
Let 〈S∗α : α ∈ λ∗〉 be such that
(2.28) S∗α = ι
′′Sι−1(α) for α ∈ λ∗ and lt-conti-2-3
(2.29) C∗ = {ι ′′X : X ∈ C}. lt-conti-2-4
Thus, we have
(2.30) EXTE∗(S
∗
α) is a stationary subset of [λ
∗]ℵ0 for all α ∈ λ∗ and lt-conti-2-5
(2.31) C∗ is a club in [λ∗]<κ lt-conti-2-6
where, for S ⊆ λ∗, EXTE∗(S) = {{β ∈ λ∗ : β E∗ α} : for α ∈ S} is the set of all
extents of elements of S with respect to the element relation E∗.
It is enough to show that there is an X ∈ C∗ such that
(2′ ) A∗ ↾ X ≺ A∗, and
(3′′) EXTE∗(S
∗
α ∩X) is stationary in [X ]ℵ0 for all α ∈ X .
Let P be a proper poset and G a (V,P)-generic filter such that there are transitive
M ⊆ V[G] and j : V 4→ M such that
(2.32) κ = crit(j), lt-conti-3
(2.33) j(κ) > λ∗∗ and lt-conti-4
(2.34) j ′′λ∗∗ ∈M . lt-conti-5
Let X = j ′′λ∗. X ∈ M by (2.34) and Lemma 2.5, (1). Thus, we also have j ↾ λ∗ ∈
M and
(2.35) M |= |X | = | λ∗ | < j(κ). costat-2-3
Since | C∗ | < λ∗∗, we have j ′′C∗ ∈ M by Lemma 2.5, (1). M |= “ | j ′′C∗ | ≤
| j(C∗) | < j(κ)”. Also we have M |=“ j ′′C∗ is directed and ⋃(j ′′C∗) = X”. Since
M |=“ C∗ is a club in [j(λ∗)]<j(κ)” by elementarity and (2.31), it follows that
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(2.36) X ∈ j(C∗). costat-2-4
Let 〈S˜∗α : α < j(λ∗)〉 = j(〈S∗α : α < λ∗〉).
By elementarity and applying Vaught’s test, we can show
(2.37) M |= j(A∗) ↾ X ≺ j(A∗).
For α ∈ λ∗, since S˜∗j(α) = j(S∗α) ⊇ j ′′S∗α, we have
(2.38) M |=“EXTj(E∗)(S˜∗j(α) ∩X) ⊇ EXTj(E∗)(j ′′S∗α)”. costat-2-5
By (2.30) and since P is proper, we have V[G] |=“EXTE∗(S∗α) is stationary in [λ∗]ℵ0”.
Since EXTj(E∗)(j
′′S∗α) is a translation of EXTE∗(S
∗
α) induced by j ↾ λ
∗, it follows
that
(2.39) V[G] |=“EXTj(E∗)(j ′′S∗α) is stationary in [X ]ℵ0”. costat-2-6
By Lemma 2.11, it follows that
(2.40) M |=“EXTj(E∗)(j ′′S∗α) is stationary in [X ]ℵ0”. costat-2-7
Thus, we have
(2.41) M |=“∃X ∈ j(C∗) ( j(A∗) ↾ X ≺ j(A∗) ∧ EXTj(E∗)(S˜∗ξ ∩X) is
a stationary subset of [X ]ℵ0 for all ξ ∈ X)”.
By elementarity, it follows that
(2.42) V |=“∃X ∈ C∗ (A∗ ↾ X ≺ A∗ ∧ EXTE∗(S∗ξ ∩X) is
a stationary subset of [X ]ℵ0 for all ξ ∈ X)”.
(Theorem 2.10)
3 Internal interpretation of stationary logic
internal
For a structure A = 〈A, ...〉 of a countable signature, an Lℵ0stat-formula ϕ = ϕ(x0, ...,
X0, ...)
3) and a0, ... ∈ A, U0, ... ∈ [A]ℵ0 ∩A, we define the internal interpretation of
ϕ(a0, ..., U0, ...) in A (notation: A |=int ϕ(a0, ..., U0, ...) for “ϕ(a0, ..., U0, ...) holds
internally in A”) by induction on the construction of ϕ as follows:
If ϕ is “xi ε Xj” then
(3.1) A |=int ϕ(a0, ..., U0, ...) ⇔ ai ∈ Uj internal-0
3)As before, when we write ϕ = ϕ(x0, ..., X0, ...), we always assume that the list x0, ... contains
all the free first order variables of ϕ and X0, ... all the free weak second order variables of ϕ.
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for a structure A = 〈A, ...〉, a ∈ A and U ∈ [A]ℵ0 ∩A.
For first-order connectives and quantifiers in Lℵ0stat, the semantics “|=int” is de-
fined exactly as for the first order “|=”.
For an Lℵ0stat formula ϕ with ϕ = ϕ(x0, ..., X0, ..., X), assuming that the notion of
A |=int ϕ(a0, ..., U0, ..., U) has been defined for all a0, ... ∈ A, U0, ..., U ∈ [A]ℵ0 ∩A,
we stipulate
(3.2) A |=int statX ϕ(a0, ..., U0, ..., X) ⇔ internal-1
{U ∈ [A]ℵ0 ∩ A : A |=int ϕ(a0, ..., U0, ..., U)} is stationary in [A]ℵ0
for a structure A = 〈A, ...〉 of a relevant signature, a0, ... ∈ A and U0, ... ∈ [A]ℵ0∩A.
For structures A, B of the same signature with B = 〈B, ...〉 and B ⊆ A, we
define
(3.3) B ≺int
L
ℵ0
stat
A ⇔ internal-2
B |=int ϕ(b0, ..., U0, ...) if and only if A |=int ϕ(b0, ..., U0, ...)
for all Lℵ0stat-formulas ϕ in the signature of the structures with
ϕ = ϕ(x0, ..., X0, ...), b0, ... ∈ B and U0, ... ∈ [B]ℵ0 ∩ B.
Finally, for a regular κ > ℵ1, the internal strong downward Lo¨wenheim-Skolem
Theorem SDLSint+ (Lℵ0stat, < κ) is defined by
SDLS
int
+ (Lℵ0stat, < κ): For any structure A = 〈A, ...〉 of countable signature with
|A | ≥ κ, there are stationarily many M ∈ [A]<κ such that
A ↾M ≺int
L
ℵ0
stat
A.
‘+’ in “SDLSint+ (Lℵ0stat, < κ)” refers to the “stationarily many” existence of the
reflection pointsM . Similarly to Lemma 2.1 in [6], this additional condition can be
drooped if κ = ℵ2. This is because the quantifier Qxϕ defined by statX∃x (x 6 ε
X ∧ ϕ, A |=int Qxϕ(x, ...)) still implies that “there are uncountably many a ∈ A
with ϕ(a, ...)”. Note that, if A |=int ¬statX (x ≡ x), for a structure A = 〈A, ...〉,
we can easily find even club many X ∈ [A]<κ for any regular ℵ1 ≤ κ ≤ |A | such
that A ↾ X ≺int
L
ℵ0
stat
A.
P-internal-0
Proposition 3.1 For a regular cardinal κ > ℵ1, the following are equivalent:
( a ) (∗)int+<κ,λ holds for all regular λ ≥ κ.
( b ) SDLSint+ (Lℵ0stat, < κ) holds.
Proof. This proof is a straightforward modification of the proof of Lemma 3.5,(1)
in [6]. Nevertheless, we will give the complete proof since we have to modify it
further to prove Proposition 4.1.
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Suppose first that SDLSint+ (Lℵ0stat, < κ) holds. We show that (∗)int+<κ,λ holds for all
λ ≥ κ. Let λ ≥ κ. Let A˜ be a countable expansion of 〈H(λ),∈〉, 〈Sa : a ∈ H(λ)〉
a sequence of stationary subsets of [H(λ)]ℵ0 and D ⊆ [H(λ)]<κ a club.
Let
(3.4) A˜∗ = 〈H(λ), ..., ∈︸ ︷︷ ︸
A˜
, ~S
A˜∗〉 internal-3
where ~S is a binary relation symbol and
(3.5) ~S
A˜∗
= {〈a, s〉 ∈ (H(λ))2 : s ∈ Sa}. internal-4
Let M ∈ [H(λ)]<κ be such that
(3.6) M ∈ D and internal-5
(3.7) A˜∗ ↾ M ≺int
L
ℵ0
stat
A˜∗. internal-6
By the choice of A˜∗ and (3.7), A˜∗ ↾M |=int ∀x statX∃y ( ~S (x, y)∧∀z (z ε X ↔
z ∈ y)) holds and hence, for all a ∈M , Sa ∩M is stationary in [M ]ℵ0 .
Suppose now that (∗)int+<κ,λ holds for all λ ≥ κ. Let A = 〈A, ...〉 be a structure in
countable signature and of cardinality ≥ κ, and D ⊆ [A]<κ a club. Without loss
of generality, we may assume that A is a relational structure. Let λ be a regular
cardinal such that A ∈ H(λ). In particular, we have A ⊆ H(λ).
Let A˜ = 〈H(λ), A A˜, ...︸ ︷︷ ︸
=A
,∈〉 where A is a unary relation symbol and A A˜ = A.
For each a ∈ H(λ), let
(3.8) Sa =


{U ∈ [H(λ)]ℵ0 : |U ∩A | = ℵ0, U ∩ A ∈ A,
A |=int ψ(a0, ..., am−1, U0, ..., Un−1, U ∩ A)},
if ψ = ψ(x0, ..., xm−1, Y0, ..., Yn−1, X) is an Lℵ0stat-formula
in the signature of A, a0, ... ∈ A, U0, ... ∈ [A]ℵ0 ∩ A,
A |=int statX ψ(a0, ..., am−1, U0, ..., Un−1, X) and
a = 〈ψ, a0, ..., am−1, U0, ..., Un−1〉;
[H(λ)]ℵ0 ,
otherwise.
internal-7
Let
(3.9) D˜ = {U ∈ [H(λ)]<κ : U ∩A ∈ D}. internal-8
D˜ contains a club in [H(λ)]<κ.
By (∗)int+<κ,λ, there is an M ∈ [H(λ)]<κ such that
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(3.10) M ∈ D˜, internal-9
(3.11) A˜ ↾M ≺ A˜ and internal-10
(3.12) Sa ∩ Pκ∩M(M) ∩M is stationary in Pκ∩M(M) for all a ∈M . internal-11
We expand A˜ further by adding the relation {〈u, a〉 ∈ (H(λ))2 : u ∈ Sa} to it
as the interpretation of the binary relation symbol ~S . For simplicity, we shall also
call this expanded structure A˜4) .
Let B˜ = A˜ ↾ M and let B = AB˜ = A ∩M and B = A ↾ B. Denoting the
underlying set of B˜ by B˜, we have B˜ = M . B ∈ D by (3.10) and the definition
(3.9) of D˜.
By the elementarity B˜ ≺ A˜ (3.11), the following Claim implies B ≺int
L
ℵ0
stat
A.
Claim 3.1.1 For any Lℵ0stat-formula ϕ(x0, ..., xm−1, Y0, ..., Yn−1) in the signature of
the structures A, a0, ..., am−1 ∈ B and U0, ..., Un−1 ∈ [B]ℵ0 ∩B, we have
(3.13) B˜ |=“A |=int ϕ(a0, ..., U0, ...)” ⇔ B |=int ϕ(a0, ..., U0, ...). internal-12
⊢ By induction on ϕ. The crucial step in the induction is when ϕ is of the form
statXψ and (3.13) holds for ψ:
Suppose first that B˜ |=“A |=int ϕ(a0, ..., U0, ...)” holds. Then, by elementarity
and by the definition of A˜, we have A |=int statXψ(a0, ..., U0, ..., Un−1, X). Thus,
letting a = 〈ϕ, a0, ..., am−1, U0, ..., Un−1〉, we have a ∈ B˜ and
(3.14) Sa = {U ∈ [H(λ)]ℵ0 : |U ∩A | = ℵ0, U ∩ A ∈ A,
A |=int ϕ(a0, ..., am−1, U0, ..., Un−1, U ∩A)}
internal-14
by the definition (3.8) of Sa.
By (3.12), Sa ∩ [B˜]ℵ0 ∩ B˜ is stationary in [B˜]ℵ0 . It follows that
(3.15) {U ∩ B : |U ∩B | = ℵ0, U ∈ Sa ∩ [B˜]ℵ0 ∩ B˜} internal-15
= {U ∩ B : |U ∩B | = ℵ0, U ∩ B ∈ B,
B˜ |=“A |=int ψ(a0, ..., am−1, U0, ..., Un−1, U ∩B)”}
(by elementarity and (3.14))
⊆ {V ∈ [B]ℵ0 ∩B : B |=int ψ(a0, ..., am−1, U0, ..., Un−1, V )}
(by induction hypothesis)
is stationary. Thus B |=int statX ψ(a0, ..., am−1, U0, ..., Un−1, X) holds, that is,
B |=int ϕ(a0, ..., am−1, U0, ..., Un−1).
Suppose now that B˜ 6|=“A |=int ϕ(a0, ..., am−1, U0, ..., Un−1)”. Then we have
4)This expansion becomes necessary below when we would like to have
{U ∩B : U ∈ Sa ∩ [B˜]ℵ0 ∩ B˜} = {V ∈ B : V = U ∩B for some U ∈ Sa ∩ [B˜]ℵ0 ∩ B˜}.
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(3.16) B˜ |=“ there is a club C ⊆ [A]ℵ0 such that A |=int ¬ψ(a0, ..., U0, ..., Un−1, x)
for all x ∈ C”.
internal-16
By elementarity, there is a C0 ∈ B˜ such that C0 is a club ⊆ [A]ℵ0 and
(3.17) B˜ |=“A |=int ¬ψ(a0, ..., am−1, U0, ..., Un−1, V )” for all V ∈ C0 ∩ B. internal-17
By induction hypothesis, it follows that
(3.18) {U ∈ [B]ℵ0 ∩ B : B |=int ψ(a0, ..., U0, ..., U)} ∩ C0 = ∅. internal-17-0
Thus B 6|=int statX ψ(a0, ..., U0, ..., Un−1, X), i.e. B 6|=int ϕ(a0, ..., U0, ...).
⊣ (Claim 3.1.1)
(Proposition 3.1)
4 Stationarity quantifier in PKL logic
PKL
In this section, we consider a Pκ(λ) version of weak second-order logic with sta-
tionarity quantifier LPKLstat and SDLS for this logic in internal interpretation.
One of the significant property of this SDLS is that it implies that the reflection
cardinal is very large (see Corollary 4.4) and it is consistent (modulo supercompact
cardinal) with the reflection cardinal being “< 2ℵ0”.
For sets s and t, we denote with Ps(t) the set [t]< | s | = {a ∈ P(t) : | a | < | s |}.
We say S ⊆ Ps(t) is stationary if it is stationary in the sense of Jech [9].
The logic LPKLstat has a built-in unary predicate symbol K (·). For a structure
A = 〈A, K A, ...〉, the weak second-order variables X , Y ,... run over elements of
PK A(A).
We shall call a structure A with K in its signature as a unary predicate symbol
such that |K A | is a regular uncountable cardinal, a PKL-structure.
LPKLstat has the unique second-order quantifier “stat” and the internal interpre-
tation |=int of formulas in this logic is defined similarly to Lℵ0stat with the crucial
step in the inductive definition of |=int being
(4.1) A |=int statX ϕ(a0, ..., U0, ..., X) ⇔ PKL-0
{U ∈ PK A(A) ∩ A : A |=int ϕ(a0, ..., U0, ..., U)} is stationary in
PK A(A)
for an LPKLstat -formula ϕ = ϕ(x0, ..., X0, ..., X) (for which the relation |=int has been
defined), a PKL-structure A = 〈A, K A, ...〉 of a relevant signature, a0, ... ∈ A and
U0, ... ∈ PK A(A) ∩ A.
For PKL-structures A, B of the same signature with B = 〈B, KB, ...〉 and
B ⊆ A, we define:
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(4.2) B ≺int
LPKLstat
A ⇔ PKL-1
B |=int ϕ(b0, ..., U0, ...) if and only if A |=int ϕ(b0, ..., U0, ...)
for all LPKLstat -formulas ϕ in the signature of the structures with
ϕ = ϕ(x0, ..., X0, ...), b0, ... ∈ B and U0, ... ∈ PKB(B) ∩B.
Finally, we define the internal SDLS for this logic as follows:
Suppose that κ is a regular cardinal > ℵ1.
SDLS
int
+ (LPKLstat , < κ): For any PKL-structure A = 〈A, K A, ...〉 of countable signa-
ture with |A | ≥ κ and |K A | = κ, there are stationarily many M ∈ [A]<κ
such that A ↾M is a PKL-structure and A ↾M ≺int
LPKLstat
A.
The following diagonal reflection characterizes SDLSint+ (LPKLstat , < κ). For regular
cardinals κ, λ with κ ≤ λ, let
(∗)int+PKL<κ,λ : For any countable expansion A of the structure 〈H(λ), κ,∈〉 and any
family 〈Sa : a ∈ H(λ)〉 such that Sa is a stationary subset of Pκ(H(λ))
for all a ∈ H(λ), there are stationarily many M ∈ Pκ(H(λ)) such that
|κ ∩M | is regular, A ↾ M ≺ A and Sa ∩ Pκ∩M(M) ∩M is stationary in
Pκ∩M(M) for all a ∈ M .
The following Proposition 4.1 can be proved by a modification of the proof of
Proposition 3.1.
P-PKL-0
Proposition 4.1 For a regular cardinal κ > ℵ1, the following are equivalent:
( a ) (∗)int+PKL<κ,λ holds for all regular λ ≥ κ.
( b ) SDLSint+ (LPKLstat , < κ) holds.
Proof. Suppose first that SDLSint+ (LPKLstat , < κ) holds. We show that (∗)int+PKL<κ,λ
holds for all λ ≥ κ. Let λ ≥ κ and let A˜ be a countable expansion
of 〈H(λ), κ,∈〉 where κ is the interpretation of K in this PKL-structure,
〈Sa : a ∈ H(λ)〉 a sequence of stationary subsets of Pκ(H(λ)) and D ⊆
[H(λ)]<κ a club.
Let
(ℵ4.1) A˜∗ = 〈H(λ), κ, ..., ∈︸ ︷︷ ︸
A˜
, ~S
A˜∗〉 PKL-int-3
where ~S is a binary relation symbol and
(ℵ4.2) ~S A˜
∗
= {〈a, s〉 ∈ (H(λ))2 : s ∈ Sa}. PKL-int-4
25
Let M ∈ [H(λ)]<κ be such that
(ℵ4.3) M ∈ D and PKL-int-5
(ℵ4.4) A˜∗ ↾M ≺int
LPKLstat
A˜∗. PKL-int-6
By the choice of A˜∗ and (ℵ4.4), A˜∗ ↾ M |=int ∀x statX∃y ( ~S (x, y)∧∀z (z ε
X ↔ z ∈ y)) holds and hence, for all a ∈ M, Sa ∩M is stationary in
Pκ∩M(M).
Suppose now that (∗)int+PKL<κ,λ holds for all λ ≥ κ. Let A = 〈A, K A, ...〉
be a structure in countable signature and of cardinality ≥ κ with |K A | =
κ and D ⊆ [A]<κ a club. Without loss of generality, we may assume that
A is a relational structure. We may also assume without loss of generality
that κ ⊆ A and K A = κ. Let λ be a regular cardinal such that A ∈
H(λ). Note that we have in particular A ⊆ H(λ).
Let A˜ = 〈H(λ), A A˜, κ, ...︸ ︷︷ ︸
=A
,∈〉 where A is a unary relation symbol and
A A˜ = A.
For each a ∈ H(λ), let
(ℵ4.5) Sa =


{U ∈ Pκ(H(λ)) : U ∩ A ∈ A,
A |=int ψ(a0, ..., am−1, U0, ..., Un−1, U ∩ A)},
if ψ = ψ(x0, ..., xm−1, Y0, ..., Yn−1, X) is an LPKLstat -formula
in the signature of A, a0, ..., am−1 ∈ A, U0, ..., Un−1 ∈ Pκ(A) ∩A,
A |=int statX ψ(a0, ..., am−1, U0, ..., Un−1, X) and
a = 〈ψ, a0, ..., am−1, U0, ..., Un−1〉;
Pκ(H(λ)),
otherwise.
PKL-int-7
We expand A˜ further by adding the relation {〈u, a〉 ∈ (H(λ))2 : u ∈
Sa} to it as the interpretation of the binary relation symbol ~S. For
simplicity, we shall also call this expanded structure A˜.
Let
(ℵ4.6) D˜ = {U ∈ [H(λ)]<κ : U ∩A ∈ D}. PKL-int-8
D˜ contains a club in [H(λ)]<κ.
By (∗)int+PKL<κ,λ , there is an M ∈ [H(λ)]<κ such that
(ℵ4.7) M ∈ D˜, PKL-int-9
(ℵ4.8) A˜ ↾M ≺ A˜ and PKL-int-10
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(ℵ4.9) Sa ∩ [M ]<κ ∩M is stationary in [M ]<κ for all a ∈ M. PKL-int-11
Let B˜ = A˜ ↾M and let B = A B˜ = A ∩M and B = A ↾ B. By (ℵ4.8)
(ℵ4.10) κ ∩M = κ ∩ B˜ = κ ∩B. PKL-int-11-0
B ∈ D by (ℵ4.7) and the definition (ℵ4.6) of D˜.
By the elementarity B˜ ≺ A˜ (ℵ4.8), the following Claim implies B ≺int
LPKLstat
A.
Claim 4.1.1 For any LPKLstat -formula ϕ(x0, ..., xm−1, Y0, ..., Yn−1) in the signature
of the structures A, a0, ..., am−1 ∈ B and U0, ..., Un−1 ∈ Pκ∩B(B), we have
(ℵ4.11) B˜ |=“A |=int ϕ(a0, ..., U0, ...)” ⇔ B |=int ϕ(a0, ..., U0, ...). PKL-int-12
⊢ By induction on ϕ. The crucial step in the induction is when ϕ is
of the form statXψ and (ℵ4.11) holds for ψ:
Suppose first that B˜ |=“A |=int ϕ(a0, ..., U0, ...)” holds. Then, by elementarity
and by the definition of A˜, we have A |=int statXψ(a0, ..., U0, ..., Un−1, X).
Thus, letting a = 〈ϕ, a0, ..., am−1, U0, ..., Un−1〉, we have a ∈ B˜ and
(ℵ4.12) Sa = {U ∈ Pκ(H(λ)) : U ∩A ∈ A,
A |=int ϕ(a0, ..., am−1, U0, ..., Un−1, U ∩ A)}
PKL-int-14
by the definition (ℵ4.5) of Sa.
By (ℵ4.9), Sa ∩ Pκ∩B˜(B˜) ∩ B˜ is stationary in Pκ∩B˜(B˜). It follows
that
(ℵ4.13) {U ∩B : U ∈ Sa ∩ Pκ∩B˜(B˜) ∩ B˜} PKL-int-15
= {U ∩ B : U ∩ B ∈ Pκ∩B(B) ∩ B,
B˜ |=“A |=int ψ(a0, ..., am−1, U0, ..., Un−1, U ∩B)”}
(by elementarity, (ℵ4.10) and (ℵ4.12))
⊆ {V ∈ Pκ∩B(B) ∩ B : B |=int ψ(a0, ..., am−1, U0, ..., Un−1, V )}
(by induction hypothesis)
is stationary. Thus B |=int statX ψ(a0, ..., am−1, U0, ..., Un−1, X) holds, that
is, B |=int ϕ(a0, ..., am−1, U0, ..., Un−1).
Suppose now that B˜ 6|=“A |=int ϕ(a0, ..., am−1, U0, ..., Un−1)”. Then we have
(ℵ4.14) B˜ |=“ there is a club C ⊆ [A ]<κ such that
A |=int ¬ψ(a0, ..., U0, ..., Un−1, x) for all x ∈ C”.
PKL-int-16
By elementarity, there is a C0 ∈ B˜ such that C0 is a club ⊆ [A]<κ
and
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(ℵ4.15) B˜ |=“A |=int ¬ψ(a0, ..., am−1, U0, ..., Un−1, V )” for all V ∈ C0 ∩ B. PKL-int-17
By induction hypothesis, it follows that
(ℵ4.16) {U ∈ Pκ∩B(B) ∩ B : B |=int ψ(a0, ..., U0, ..., U)} ∩ C0 = ∅. PKL-int-17-0
Thus B 6|=int statX ψ(a0, ..., U0, ..., Un−1, X), i.e. B 6|=int ϕ(a0, ..., U0, ...).
⊣ (Claim 4.1.1)
(Proposition 4.1)
For a regular cardinal κ and a cardinal λ ≥ κ, S ⊆ Pκ(λ) is said to be 2-
stationary if, for any stationary T ⊆ Pκ(λ), there is an a ∈ S such that |κ ∩ a | is
a regular uncountable cardinal and T ∩Pκ∩a(a) is stationary in Pκ∩a(a). A regular
cardinal κ has the 2-stationarity property if Pκ(λ) is 2-stationary (as a subset of
itself) for all λ ≥ κ. More generally, we can define α-stationarity for α ≤ κ and
show that these generalized stationarities are compatible with κ being continuum
([2]).
P-PKL-1
Lemma 4.2 For a regular uncountable κ, SDLSint+ (LPKLstat , < κ) implies that κ has
the 2-stationarity property.
Proof. The property (a) in Proposition 4.1 is a strengthening of the 2-stationarity
of κ. (Lemma 4.2)
P-PKL-2
Lemma 4.3 Suppose that κ is a regular uncountable cardinal.
( 1 ) If κ has the 2-stationarity property, then κ is a limit cardinal.
( 2 ) For any λ ≥ κ, 2-stationary S ⊆ Pκ(λ), and any stationary T ⊆ Pκ(λ),
there are stationarily many r ∈ S such that T ∩ Pκ∩r(r) is stationary.
( 3 ) If κ is 2-stationary then κ is a weakly Mahlo cardinal.
Proof. (1): Suppose that κ = µ+. Then C = {a ∈ Pκ(λ) : | a | = µ} is a club and
hence stationary. But, for any r ∈ Pκ(λ), |κ ∩ r | ≤ µ and hence C ∩ Pκ∩r(r) = ∅.
Thus κ is not 2-stationary.
(2): Suppose that S ⊆ Pκ(λ) is 2-stationary and T ⊆ Pκ(λ) is stationary. Let
C ⊆ Pκ(λ) be a club. We have to show that there is r ∈ S∩C such that T ∩Pκ∩r(r)
is stationary.
Let f : ω>λ→ λ be such that
(4.3) Cf = {a ∈ Pκ(λ) : κ ∩ a ∈ κ and a is closed under f} ⊆ C.
Since Cf is a club, T ∩ Cf is stationary. Let r ∈ S be such that |κ ∩ r | is regular
and (T ∩ Cf) ∩ Pκ∩r(r) is stationary in Pκ∩r(r). We have
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Cl-a-stat-0
Claim 4.3.1 κ ∩ r ∈ κ.
⊢ Otherwise, there is an α ∈ sup(κ∩ r) \ r. Let Y = {b ∈ Pκ∩r(r) : sup(κ∩ b) >
α}. Y is club in Pκ∩r(r) but Y ∩ Cf = ∅. Thus (T ∩ Cf )∩Pκ∩r(r)∩Y = ∅. This is
a contradiction to the stationarity of (T ∩ Cf ) ∩ Pκ∩r(r) in Pκ∩r(r). ⊣ (Claim 4.3.1)
Cl-a-stat-1
Claim 4.3.2 r is closed under f .
⊢ This is clear since T ∩Cf is cofinal in Pκ∩r(r) with respect to ⊆) and elements
of T ∩ Cf are closed under f . ⊣ (Claim 4.3.2)
From the Claims above, it follows that r ∈ Cf ⊆ C is as desired.
(3): Let T = {a ∈ Pκ(λ) : κ ∩ a ∈ κ}. T is a club and hence stationary. Let
r ∈ Pκ(λ) be such that |κ ∩ r | is regular and
(4.4) T ∩ Pκ∩r(r) is stationary in Pκ∩r(r). a-stat-2
Similarly to Claim 4.3.1, we have κ ∩ r ∈ κ.
Cl-a-stat-2
Claim 4.3.3 κ ∩ r is a cardinal.
⊢ Otherwise there is µ < κ ∩ r such that |κ ∩ r | = µ. But then the set {a ∈
Pκ∩r(r) : sup(a ∩ κ) ≥ µ} is a club in Pκ∩r(r) disjoint from T . ⊣ (Claim 4.3.3)
Cl-a-stat-3
Claim 4.3.4 κ ∩ r is a regular cardinal.
⊢ Otherwise there is an s ⊆ κ∩ r cofinal in κ∩ r with | s | < κ∩ r. But then the
set {a ∈ Pκ∩r(r) : sup(a ∩ κ) ⊇ s} is a club in Pκ∩r(r) disjoint from T .
⊣ (Claim 4.3.4)
Since there are stationarily many r with (4.4) by (2), it follows from Claim 4.3.4
that κ is weakly Mahlo. (Lemma 4.3)
Note that we can continue in the proof of (3) above to show that κ is weakly
hyper Mahlo, weakly hyper hyper Mahlo. etc.
Cl-a-stat-4
Corollary 4.4 SDLSint+ (LPKLstat , < κ) implies that κ is weakly Mahlo, weakly hyper
Mahlo, etc.
Proof. By Lemma 4.2, Lemma 4.3, (3) and the remark below it. (Corollary 4.4)
P-lt-conti-3:
Theorem 4.5 Suppose that κ is a generically supercompact cardinal by µ-cc posets
for some µ < κ. Then (∗)int+PKL<κ,λ holds for all regular λ ≥ κ. This means that
SDLS
int
+ (LPKLstat , < κ) holds by Proposition 4.1.
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The proof of Theorem 4.5 can be done analogously to the proof of Theorem 2.10
noting Lemma 2.11 and
P-lt-conti-4:
Lemma 4.6 Suppose that M is an inner model in V, λ an ordinal and µ ≤ λ a
regular cardinal in V.
If P is a µ-cc poset and S ⊆ Pµ(λ) is stationary in Pµ(λ), then ‖–P“ Sˇ is
stationary in Pµ(λ) ”.
Proof. Suppose that C
∼
is a P-name with ‖–P“ C∼ is a club in Pµ(λ) ”.
In V, let C = {C ∈ Pµ(λ) : ‖–P“ Cˇ ε C∼ ”}. Then C is club by the
µ-cc of P. Hence S∩C 6= ∅. Since ‖–P“ Cˇ ⊆ C∼ ”, it follows that ‖–P“ Sˇ∩
C
∼
6≡ ∅ ”. (Lemma 4.6)
Proof of Theorem 4.5: For a regular λ ≥ κ, let λ∗ = | H(λ) | and λ∗∗ =
(2λ
∗
)+.
Suppose that A = 〈H(λ),∈, κ, ...〉 is a countable expansion of the structure
〈H(λ),∈, κ〉, 〈Sa : a ∈ H(λ)〉 a sequence of stationary subsets of Pκ(H(λ))
and C ⊆ Pκ(H(λ)) a club.
Without loss of generality, we may assume that A contains the relation
{〈b, a〉 ∈ (H(λ))2 : b ∈ Sa} coding the sequence 〈Sa : a ∈ H(λ)〉 in its
structure.
Let ι : H(λ) → λ∗ be a bijection such that ι ↾ κ = idκ and let A∗ =
〈λ∗, E∗, κ, ...〉 be a copy of A translated by ι.
Let 〈S∗α : α ∈ λ∗〉 be such that
(ℵ4.17) S∗α = ι ′′Sι−1(α) for α ∈ λ∗ and lt-conti-2-3:
(ℵ4.18) C∗ = {ι ′′X : X ∈ C}. lt-conti-2-4:
Thus, we have
(ℵ4.19) EXTE∗(S∗α) is a stationary subset of Pκ(λ∗) for all α ∈ λ∗ and lt-conti-2-5:
(ℵ4.20) C∗ is a club in Pκ(λ∗) lt-conti-2-6:
where, for S ⊆ λ∗, EXTE∗(S) = {{β ∈ λ∗ : β E∗ α} : for α ∈ S} is the
set of all extents of elements of S with respect to the element relation
E∗.
It is enough to show that there is an X ∈ C∗ such that
(2′ ) A∗ ↾ X ≺ A∗, κ ∩X < κ and
(3′′) EXTE∗(S
∗
α ∩X) is stationary in Pκ∩X(X) for all α ∈ X.
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Let P be a µ-cc poset and G a (V,P)-generic filter such that there
are transitive M ⊆ V[G] and j : V 4→M with
(ℵ4.21) κ = crit(j), lt-conti-3:
(ℵ4.22) j(κ) > λ∗∗ and lt-conti-4:
(ℵ4.23) j ′′λ∗∗ ∈M. lt-conti-5:
Let X = j ′′λ∗. X ∈ M by (ℵ4.23) and Lemma 2.5, (1). Thus, we also
have j ↾ λ∗ ∈M and hence
(ℵ4.24) M |= |X | = |λ∗ | < j(κ). costat-2-3:
Since | C∗ | < λ∗∗, we have j ′′C∗ ∈M by Lemma 2.5, (1). M |=“ | j ′′C∗ | ≤
| j(C∗) | < j(κ)”. Also we have M |= “ j ′′C∗ is directed and ⋃(j ′′C∗) =
X”. Since M |=“ C∗ is a club in Pj(κ)(j(λ∗))” by elementarity and (ℵ4.20),
it follows that
(ℵ4.25) X ∈ j(C∗). costat-2-4:
Let 〈S˜∗α : α < j(λ∗)〉 = j(〈S∗α : α < λ∗〉).
By elementarity and applying Vaught’s test, we can show
(ℵ4.26) M |= j(A∗) ↾ X ≺ j(A∗).
For α ∈ λ∗, since S˜∗j(α) = j(S∗α) ⊇ j ′′S∗α, we have
(ℵ4.27) M |=“EXTj(E∗)(S˜∗j(α) ∩X) ⊇ EXTj(E∗)(j ′′S∗α)”. costat-2-5:
By (ℵ4.19) and since P is µ-cc, we have
V[G] |=“EXTE∗(S∗α) is stationary in Pκ(λ∗)” by Lemma 4.6.
Since EXTj(E∗)(j
′′S∗α) is a translation of EXTE∗(S
∗
α) induced by j ↾ λ
∗,
it follows that
(ℵ4.28) V[G] |=“EXTj(E∗)(j ′′S∗α) is stationary in Pκ(X)”. costat-2-6:
By Lemma 2.11, it follows that
(ℵ4.29) M |=“EXTj(E∗)(j ′′S∗α) is stationary in Pκ(X)”. costat-2-7:
Noting that j(κ) ∩X = κ,
(ℵ4.30) M |=“∃X ∈ j(C∗) ( j(A∗) ↾ X ≺ j(A∗) ∧ EXTj(E∗)(S˜∗ξ ∩X) is
a stationary subset of Pj(κ)∩X(X) for all ξ ∈ X
)
”.
By elementarity, it follows that
(ℵ4.31) V |=“∃X ∈ C∗ (A∗ ↾ X ≺ A∗ ∧ EXTE∗(S∗ξ ∩X) is
a stationary subset of Pκ∩X(X) for all ξ ∈ X
)
”.
(Theorem 4.5)
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5 Laver-generic large cardinals
laver
For a cardinal κ and a class P of posets, we call κ a Laver-generically supercompact
for P if, for any λ ≥ κ and any P ∈ P, there are a poset Q ∈ P with P 6◦ Q and
(V,Q)-generic filter H such that there are an inner model M ⊆ V[H] and a class
j ⊆ V[H] with
(5.1) j : V
4→M , laver-a
(5.2) crit(j) = κ, j(κ) > λ, laver-0
(5.3) P, H ∈M and laver-0-0
(5.4) j ′′λ ∈M . laver-1
κ is Laver-generically superhuge (Laver-generically super almost-huge resp.) for
P if κ satisfies the definition of Laver-generic supercompactness for P with (5.4)
replaced by
(5.4)′ j ′′j(κ) ∈M (j ′′µ ∈ M for all µ < j(κ) resp.).
κ is tightly Laver-generically supercompact (tightly Laver-generically superhuge,
tightly Laver-generically super almost-huge, resp.) if the definition of Laver-generically
supercompact (Laver-generically superhuge, Laver-generically super almost-huge,
resp.) holds with (5.2) replaced by
(5.2)′ crit(j) = κ, j(κ) = |Q | > λ.
All consistency proofs of the existence of Laver-generic very large cardinals we
know actually show the existence of tightly Laver-generic very large cardinals (see
the proof of Theorem 5.2).
The following is clear by definition.
L-laver-0
Lemma 5.1 Suppose that P is a class of posets. ( 1 ) If κ is Laver-generically
superhuge for P then κ is Laver-generically super almost-huge for P. If κ is Laver-
generically super almost-huge for P then κ is Laver-generically supercompact for
P. If κ is Laver-generically supercompact for P then κ is generically supercompact
by P.
( 2 ) If κ is generically supercompact by P then κ is generically measurable by
some P ∈ P.
( 3 ) If κ is tightly Laver-generically supercompact (super almost-huge, superhuge,
resp.) for P then κ is Laver-generically supercompact (super almost-huge, huge,
resp.) for P.
( 4 ) If κ is Laver-generically supercompact for P then, for any P ∈ P, there is
Q ∈ P with P 6◦ Q such that κ is generically measurable by Q.
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The following Theorem 5.2 can be still improved and extended: among other
things the assumption of the consistency of the existence of a superhuge cardinal in
(2) and (3) can be reduced to that of the existence of a super almost-huge cardinal.
We shall discuss more about these improvements in [8].
T-laver-a
Theorem 5.2 ( 1 ) Suppose that ZFC + “there exists a supercompact cardinal
(super almost-huge cardinal, superhuge cardinal, resp.)” is consistent. Then ZFC
+ “there exists a tightly Laver-generically supercompact cardinal (super almost-huge
cardinal, superhuge cardinal, resp.) for σ-closed posets” is consistent as well.
( 2 ) Suppose that ZFC + “there exists a superhuge cardinal” is consistent. Then
ZFC + “there exists a tightly Laver-generically super almost-huge cardinal for proper
posets” is consistent as well.
( 3 ) Suppose that ZFC + “there exists a supercompact cardinal (superhuge car-
dinal, resp.)” is consistent. Then ZFC + “there exists a tightly Laver-generically
supercompact cardinal (super almost-huge cardinal, resp.) for ccc posets” is consis-
tent as well.
Proof. (1): Suppose that κ is a supercompact cardinal (the case with a super
almost-huge cardinal or a superhuge cardinal can be treated similarly).
We show that C = Col(ω1, κ) forces that κ is Laver-generically supercompact
cardinal for σ-closed posets.
Let G0 be a (V,C)-generic filter and P be a σ-closed poset in V[G0] and λ ≥ κ.
We may assume that V[G0] |=“λ ≥ |P |”.
Let j : V
4→ M ⊆ V be such that crit(j) = κ, j(κ) > λ and [M ]λ ⊆
M . Note that, by the σ-closedness of C and closedness property of M , we have
Col(ω1, j(κ))
V = Col(ω1, j(κ))
V[G0] = Col(ω1, j(κ))
M . Thus we denote this poset
simply by Col(ω1, j(κ)).
We have
(5.5) M |=“ j(C) = Col(ω1, j(κ)) ∼ C× Col(ω1, j(κ) \ κ) ∼ C× Col(ω1, j(κ))”. laver-1-16
By Corollary 1.6 we also have
(5.6) V[G0] |=“P 6◦ Col(ω1, j(κ))”. laver-1-16-0
Note that V[G0] |=“ |Col(ω1, j(κ)) | = j(κ)”.
Let H be a (V[G0],Col(ω1, j(κ)))-generic filter and let H
∗ be the (V, j(C))-generic
filter extending G0 which corresponds to G0∗H via (5.5). We have V[G0][H] = V[H∗].
Let
(5.7) j∗ : V[G0]
4→M [G∗] ⊆ V[G∗]; a
∼
[G0] 7→ j(a∼)[H∗]. laver-1-17
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Then we have crit(j∗) = crit(j) = κ, j∗(κ) > λ, j∗ ′′λ = j ′′λ ∈ M ⊆ M [H∗] and
M [H∗] is an inner model of V[G0][H]. We also have H ∈ M [H∗] since H∼∗ ∈ M .
Since λ can be taken arbitrarily large, this shows that κ in V[G0] is tightly Laver-
generically supercompact for σ-closed forcing.
(2): Suppose that κ is a superhuge cardinal. Then, by [3], there is a super
almost-huge Laver-function f : κ → Vκ. Let 〈Pα,Q
∼
β : α ≤ κ, β < κ〉 be a
CS-iteration of proper posets such that
(5.8) Q
∼
β =
{
f(β), if f(α) is a Pβ-name and ‖–Pβ “ f(α) is a proper poset ”;
Pα-name of the trivial poset, otherwise.
laver-1-18
Let G0 be a (V,Pκ)-generic filter. We show that, in V[G0], κ is a tightly Laver-
generically super almost-huge cardinal for proper posets.
Working in V[G0], suppose that P is a proper poset and λ ≥ κ. Let P∼ be be
Pκ-name of P.
Back in V, let j : V
4→M ⊆ V be such that
(5.9) crit(j) = κ, laver-1-19
(5.10) j(κ) > λ, laver-1-20
(5.11) [M ]<j(κ) ⊆M , and laver-1-21
(5.12) f(κ) = P
∼
. laver-1-22
By elementarity, we have
(5.13) M |=“ j(〈Pα : α ≤ κ〉) and j(〈Q
∼
β : β < κ〉) make up a CS-iteration of
proper posets of length j(κ), and each name in the sequence
j(〈Q
∼
β : β < κ〉) is of size < j(κ)”.
laver-1-23
By (5.11), it follows that the statement in (5.13) also holds in V. That is,
(5.14) V |=“ j(〈Pα : α ≤ κ〉) and j(〈Q
∼
β : β < κ〉) make up a CS-iteration of
proper posets of length j(κ), and each name in the sequence
j(〈Q
∼
β : β < κ〉) is of size < j(κ)”.
laver-1-23-0
In V, let
(5.15) 〈P∗α : α ≤ j(κ)〉 = j(〈Pα : α ≤ κ〉) and laver-1-24
(5.16) 〈Q
∼
∗
β : β < j(κ)〉 = j(〈Q
∼
β : β < κ〉). laver-1-25
By elementarity of j and since crit(j) = κ, we have Pα = P
∗
α for all α ≤ κ and
Q
∼
∗
β = Q
∼
β for all β < κ. In V[G0], let Q = j(Pκ)/G0.
By (5.14), (5.12), (5.15), (5.16) and Factor Lemma, Q is a proper poset of
cardinality j(κ) and P 6◦ Q.
Let H be a (V[G0],Q)-generic filter and
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(5.17) j˜ : V[G0]
4→ M [G0 ∗ H] ⊆ V[G0][H]; a∼[G0] 7→ j(a∼)[G0 ∗ H]. laver-1-26
Then Q ∈M [G0 ∗ H] and j˜ ′′µ = j ′′µ ∈M ⊆M [G0 ∗ H] for all µ < j(κ).
(3): The proof is quite similar to that of (2). Starting from a supercompact
(super almost-huge, resp.) Laver function, we define a FS-iteration of ccc posets
with the definition of Q
∼
β similarly to (5.8). The step corresponding to the one from
(5.13) to (5.15) is now easily done by [M ]ℵ1 ⊆ M instead of (5.11) since we only
need to check subsets of a poset of size ℵ1 to conclude that the poset has the ccc.
(Theorem 5.2)
We show in the following that generic large cardinal property of κ have very
strong influence on the cardinal arithmetic around κ.
A poset P is ω1-preserving if it satisfies ‖–P“ (ω1)V ≡ ω1 ”.
L-laver-1
Lemma 5.3 Suppose that κ is generically measurable by a ω1-preserving P. Then
κ > ω1.
Proof. Suppose otherwise. Since κ cannot be ω, we have then κ = ω1. Thus there
is an ω1-preserving poset P and a (V,P)-generic filter G such that there are transitive
M ⊆ V[G] and j : V 4→ M with crit(j) = ω1. Since M |=“ (ω1)V < j(κ) = ω1”, we
have M |=“ (ω1)V is countable” and hence V[G] |=“ (ω1)V is countable”. This is a
contradiction to the ω1-preserving of P. (Lemma 5.3)
L-laver-2
Lemma 5.4 Suppose that κ is Laver-generically supercompact for ω1-preserving P
with Col(ω1, {ω2}) ∈ P. Then we have κ = ω2.
Proof. κ > ω1 by Lemma 5.3. Suppose, toward a contradiction, that κ >
ω2. Let P = Col(ω1, {ω2}) and let Q ∈ P be such that P 6◦ Q and, for a
(V,Q)-generic filter H, there are transitive M ⊆ V[H] and j : V 4→ M with
crit(j) = κ. Since (ω2)
V < κ, j((ω2)
V) = (ω2)
V. Thus, by elementarity, M |=
“ (ω2)
V is the second uncountable cardinal”. But since the (V,P)-generic filter H∩
P is in M , M |=“ | (ω2)V | = ℵ1”. This is a contradiction. (Lemma 5.4)
T-laver-1
Lemma 5.5 Suppose that P is a class of posets containing a poset P such that any
(V,P)-generic filter G codes a new real. If κ is a Laver-generically supercompact
for P, then κ ≤ 2ℵ0.
Proof. Let P ∈ P be such that any generic filter over P codes a new real.
Suppose that µ < κ. We show that 2ℵ0 > µ. Let ~a = 〈aξ : ξ < µ〉 be a sequence
of subsets of ω. It is enough to show that ~a does not enumerate P(ω). By Laver-
generic supercompactness of κ for P, there are Q ∈ P with P 6◦ Q, (V,Q)-generic
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H, transitive M ⊆ V[G] and j : V 4→ M with crit(j) = κ and P,H ∈ M . Since
µ < κ, we have j(~a) = ~a. Since G ∈ M where G = H ∩ P and G codes a new real
not in V, we have
(5.18) M |=“ j(~a) does not enumerate 2ℵ0”.
By elementarity, it follows that
(5.19) V |=“~a does not enumerate 2ℵ0”. (Lemma 5.5)
T-laver-1-a
Lemma 5.6 Suppose that P is a class of posets such that elements of P do not
add any reals. If κ is generically supercompact by P, then we have 2ℵ0 < κ.
Let λ > 2ℵ0 and let P ∈ P be such that there are j, M ⊆ V[G] for a (V,P)-generic
filter G with j : V
4→ M , crit(j) = κ, j(κ) > λ and j ′′λ ∈M .
Since P does not add any new reals V[G] |=“2ℵ0 < j(κ)”. By Lemma 2.5, (3), it
follows that M |=“2ℵ0 < j(κ)”. Thus, by elementarity, V |=“2ℵ0 < κ”. (Lemma 5.6)
For a class P of posets and cardinals µ, κ, we consider the following strength-
ening of the forcing axiom for P:
MA
+µ(P, < κ): For any P ∈ P, any family D of dense subsets of P with | D | <
κ and any family S of P-names such that | S | ≤ µ and ‖–P“S∼ is a
stationary subset of ω1 ” for all S∼ ∈ S, there is a D-generic filter G over
P such that S
∼
[G] is a stationary subset of ω1 for all S∼ ∈ S.
added
after the
1.submitted
version:If κ = ℵ2, we often drop “<κ” and write MA+µ(P). Also the family (class)
of posets P in this notation is oftne identified with the property defining the class
P. The notation of the principle “MA+ω1(σ-closed)” we used already in [6] can be
understood an instance of this convention.
For a poset P, P-name S
∼
of a set of subsets of On and a filter G on P, let
(5.20) S
∼
(G) = {b : b = {α ∈ On : p ‖–P“ αˇ ε s∼” for a p ∈ G} for a P-name s∼
such that ‖–P“ s∼ ε S∼ and sup(s∼) ≡ sup(b) ”}.
laver-1-27
Note that if G is a (V,P)-generic filter, then S
∼
(G) = S
∼
[G]. [ ...]
For uncountable cardinals µ and κ > ℵ1, let MA++µ(P, < κ) be the strengthen-
ing of MA+µ(P, < κ) defined by:
MA
++µ(P, < κ): For any P ∈ P, any family D of dense subsets of P with | D | <
κ and any family S of P-names such that | S | ≤ µ and ‖–P“S∼ is a
stationary subset of PηS
∼
(θS
∼
) ” for some ω < ηS
∼
≤ θS
∼
≤ µ with ηS
∼
regular,
for all S
∼
∈ S, there is a D-generic filter G over P such that S
∼
(G) is
stationary in PηS
∼
(θS
∼
) for all S
∼
∈ S.
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Clearly MA++ω1(P, < κ) is equivalent to MA+ω1(P, < κ).
For Theorem 5.7 below, we need a slight strengthening of Laver-generic super-
compactness which also hold in the canonical models of the original Laver-generic
spupercompactness: For a notion of posets P which is closed with respect to two-
step iteration (i.e, if P |= P and ‖–P“Q
∼
|= P ” then P ∗ Q
∼
|= P), a cardinal κ is
said to be strongly Laver-generically supercompact for P, if for any λ ≥ κ and any
P |= P, there are a P-name of a poset Q
∼
with ‖–P“Q
∼
|= P ” and (V,P ∗Q
∼
)-generic
filter H such that there are an inner model M ⊆ V[H] and a class j ⊆ V[H] with
(5.1) j : V
4→M ,
(5.2) crit(j) = κ, j(κ) > λ,
(5.3) P, H ∈M and
(5.4) j ′′λ ∈M .
added
after the
1.submitted
version:Recall that, for posets P, Q with P 6◦ Q and q ∈ P, there is always
a condition p ∈ P such that, for all r ≤P p, r and q are compatible
in Q. Such p is called a reduction of q (in P).
Actually, the condition P 6◦ Q (i.e. P is a regular sub-poset of Q
⇔ P is a sub-poset of P such that the identity mapping on it is a complete
embedding of P to Q) is equivalent to the existence of a reduction p ∈
P of p for all q ∈ Q.
The following Lemma A 5.1 and Lemma A 5.2 should be well-known.
laver-A-0
LemmaA5.1 Suppose that P, Q are posets with P 6◦ Q, ϕ = ϕ(x0, ..., xn−1) is a
∆ZF0 -formula, and a∼0, ..., a∼n−1 are P-names.
( 0 ) a
∼0
, ..., a
∼n−1
are also Q-names.
( 1 ) For any p ∈ P, p ‖–P“ϕ(a∼0, ..., a∼n−1) ” if and only if p ‖–Q“ϕ(a∼0, ..., a∼n−1) ”.
( 2 ) For any q ∈ Q, if p ∈ P is a reduction of q ∈ Q, then q ‖–Q“ϕ(a∼0, ...,
a
∼n−1
) ” implies p ‖–P“ϕ(a∼0, ..., a∼n−1) ”.
Proof. (0): We show by induction on the rank of P-names that all P-namese
are also Q-names.
(1): Without loss of generality, we may assume that P and Q are cBa
posets (i.e. posets of the form B+ for a complete Boolean algebra B).
Then Q embeds in P∗R
∼
densely over P for some P-name R
∼
of a poset. Thus
we see that, for all (V,P)-generic filter G, there is a (V,Q)-generic
filter H with G ⊆ H.
For p ∈ P, if p ‖–P“ϕ(a∼0, ..., a∼n−1) ”, then for any (V,Q)-generic H with
p ∈ H, G = H∩P is a (V,P)-generic filter with p ∈ G. Thus, by Forcing
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Theorem, we have ϕ(a
∼0
[G], ..., a
∼n−1
[G]). Since a
∼0
[G] = a
∼0
[H],..., a
∼n−1
[G] =
a
∼0
[H], it follows that ϕ(a
∼0
[H], ..., a
∼n−1
[H]). Thus, again by Forcing Theorem,
we have p ‖–Q“ϕ(a∼0, ..., a∼n−1) ”.
Suppose now that p ‖–Q“ϕ(a∼0, ..., a∼n−1) ”. For an arbitrary (V,P)-generic
filter G with p ∈ G, let H be a (V,Q)-generic filter such that G ⊆
H. By the assumption and the Forcing Theorem we have ϕ(a
∼0
[H], ..., a
∼0
[H]).
Since a
∼0
[G] = a
∼0
[H],..., a
∼n−1
[G] = a
∼0
[H], it follows that ϕ(a
∼0
[G], ..., a
∼0
[G]).
Since G is arbitrary with p ∈ G, if follows by Forcing Theorem that
p ‖–P“ϕ(a∼0, ..., a∼n−1) ”.
(2): Suppose that q ∈ Q and
(ℵ5.1) q ‖–Q“ϕ(a∼0, ..., a∼n−1) ”. laverA-4
Assume, toward a contradiction, that p is a reduction of q in P and p /‖–P“ϕ(a∼0,
..., a
∼n−1
) ”. Then, there is r ≤P p such that r ‖–P“¬ϕ(a∼0, ..., a∼n−1) ”. by
(1), it follows that
(ℵ5.2) r ‖–Q“¬ϕ(a∼0, ..., a∼n−1) ”. laverA-5
Since p is a reduction of q in P, r and q are compatible in Q. Let
r
′ ≤Q r, q. Then, r′ ‖–Q“ϕ(a∼0, ..., a∼n−1) ” by (ℵ5.1). On the other hand,
we have r′ ‖–Q“¬ϕ(a∼0, ..., a∼n−1) ” by (ℵ5.2). This is a contradiction. (Lemma A 5.1)
laver-A-1
LemmaA5.2 Suppose that κ is a regular uncountable cardinal, and P, Q are κ-cc
posets with P 6◦ Q. If S
∼
is a P-name with ‖–P“S∼ is a stationary subset of Pκ(λ) ”,
then we also have ‖–Q“S∼ is a stationary subset of Pκ(λ) ” for some λ ∈ On.
Proof. Suppose that S
∼
is a P-name of a stationary subset of Pκ(λ). Toward
a contradiction, assume that there is a Q-name C
∼
of club subset of Pκ(λ)
such that
(ℵ5.3) ‖–Q“S∼ ∩ C∼ ≡ ∅ ”. laverA-6
Let C = {x ∈ Pκ(λ) : ‖–Q“ xˇ ε C∼ ”}. by the κ-cc of Q, C is a club
⊆ Pκ(λ) and ‖–Q“ Cˇ ⊆ C∼ ”. Let C∼′ be a P-name of the club (in VP) generated
from CˇP. Then we have ‖–Q“C∼′ ⊆ C∼ ”. Thus ‖–Q“S∼∩C∼′ ≡ ∅ ”. By Lemma 5.1, (1),
it follows that ‖–P“S∼∩C∼′ ≡ ∅ ”. This is a contradiction to the choice
of S
∼
. (Lemma A 5.2)
T-laver-0
Theorem 5.7 ( 1 ) For a class P of ccc posets, if κ > ℵ1 is Laver-generically
supercompact for P, then MA++µ(P, < κ) holds for all µ < κ.
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( 2 ) If ℵ2 is strongly Laver-generically supercompact for a notion P of posets
which preserves stationarity of subsets of ω1 and which is closed with respect to
two-step iteration, then MA+ω1(P) holds.
Proof. (1) and (2) can be proved by practically the same proof. Let P as in one of
(1) or (2), P ∈ P and µ < κ. Let D and S be as in the definition of MA++µ(P, < κ).
Without loss of generality, we may assume that the underlying set of P is some
cardinal λ0 and elements of S are nice P-names.
Let λ > λ0 be sufficiently large and let Q ∈ P be such that P 6◦ Q (in case of
(2),
(ℵ5.4) Q = P ∗ R
∼
for a P-name R
∼
such that ‖–P“R∼ |= P ”) laverA-20
and, for a (V,Q)-generic filter H, there are transitive M ⊆ V[H] and j : V 4→ M
with
(5.2) crit(j) = κ, j(κ) > λ,
(5.3) P, H ∈M and
(5.4) j ′′λ ∈M .
By the choice of λ, (5.4) and Lemma 2.5, (5), we have P, D, S ∈ M . Let
G = H ∩ P. Then G ∈M by (5.3). Thus G witnesses
(5.21) M |=“ there is a D-generic filter G over P
such that S
∼
(G) is a stationary subset of PηS
∼
(θS
∼
) for all S
∼
∈ S”.
laver-1-3
This follows from Lemma A 5.2 in case of (1) or from (ℵ5.4) in case of (2).
Since j(D) = {j(D) : D ∈ D} and j(S) = {j(S) : S ∈ S} by | D |, | S | <
κ, j(D) ⊇ j ′′D for all D ∈ D, j(S) ⊇ j ′′S for all S ∈ S and j ′′G ∈ M by
Lemma 2.5, (6), it follows that
(5.22) M |=“ there is a j(D)-generic filter G over j(P)
such that S
∼
(G) is a stationary subset of PηS
∼
(θS
∼
) for all S
∼
∈ j(S)”.
laver-1-4
By elementarity, it follows that
(5.23) V |=“ there is a D-generic filter G over P
such that S
∼
(G) is a stationary subset of PηS
∼
(θS
∼
) for all S
∼
∈ S”.
laver-1-5
(Theorem 5.7)
At the moment we do not know if Laver-generic supercompactness of κ for ccc
posets implies κ = 2ℵ0 (note that we have κ ≤ 2ℵ0 by Lemma 5.5). However
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T-laver-1-2
Theorem 5.8 If κ is tightly Laver-generically superhuge for ccc posets, then κ =
2ℵ0.
Proof. Suppose that κ is tightly Laver-generically superhuge for ccc posets. By
Lemma 5.5, we have 2ℵ0 ≥ κ.
To prove 2ℵ0 ≤ κ, let λ ≥ κ, 2ℵ0 be large enough and let Q be a ccc poset
such that there are (V,Q)-generic H and j : V
4→ M ⊆ V[H] with crit(j) = κ,
|Q | ≤ j(κ) > λ, H ∈M and j ′′j(κ) ∈M .
Since M |= “ j(κ) is regular” by elementarity, j(κ) is regular in V (e.g. by
Lemma 2.5, (3)). Thus, we have V |= “ j(κ)ℵ0 = j(κ)” by Proposition 2.8, (1).
Since Q has the ccc and |Q | ≤ j(κ), it follows that V[G] |=“2ℵ0 ≤ j(κ)”. Now by
Lemma 2.5, (4), (j(κ)+)M = (j(κ)+)V[G]. Thus M |=“2ℵ0 ≤ j(κ)”.
By elementarity, it follows that V |=“2ℵ0 ≤ κ”. (Theorem 5.8)
T-laver-2
Theorem 5.9 ( 1 ) Suppose that κ is strongly Laver-generically supercompact for
σ-closed posets. Then 2ℵ0 = ℵ1, κ = ℵ2, MA+ω1(σ-closed) and hence also SDLS(Lℵ0stat, <ℵ2)
holds.
( 2 ) Suppose that κ is strongly Laver-generically supercompact for proper posets.
Then 2ℵ0 = κ = ℵ2, PFA+ω1 and hence also SDLS−(Lℵ0stat, < 2ℵ0) holds.
( 3 ) Suppose that κ is Laver-generically supercompact for ccc posets. Then
2ℵ0 ≥ κ and Pκ(λ) for any regular λ ≥ κ carries an ℵ1-saturated normal ideal. In
particular, κ is κ-weakly Mahlo. MA++µ(ccc, <κ) for all µ < κ, SDLSint(Lℵ0stat, < κ)
and SDLSint(LPKLstat , < κ) also hold.
Proof. (1): Assume that κ is Laver-generically supercompact for σ-closed posets.
Then κ = ℵ2 by Lemma 5.4. Hence 2ℵ0 = ℵ1 by Lemma 5.6. MA+ω1(σ-closed)
holds by Theorem 5.7. DRP(ICℵ0) follows from MA
+ω1(σ-closed) (see [4]). Hence,
by Corollary 1.3, (4), SDLS(Lℵ0stat, <ℵ2) holds.
(2): Assume that κ is Laver-generically supercompact for proper posets. Then
κ = ℵ2 by Lemma 5.4. κ ≤ 2ℵ0 by Lemma 5.5 and PFA+ω1 by Theorem 5.7. Since
PFA implies 2ℵ0 = ℵ2, we obtain κ = 2ℵ0 .
PFA
+ω1 implies MA+ω1(σ-closed) and DRP(ICℵ0) follows from MA
+ω1(σ-closed)
([4]). Thus, by Corollary 1.3, (3), SDLS−(Lℵ0stat, <ℵ2) holds.
(3): Assume that κ is Laver-generically supercompact for ccc posets. Then
κ ≤ 2ℵ0 by Lemma 5.5.
SDLS
int(Lℵ0stat, < κ) holds by Theorem 2.10 and Proposition 3.1. SDLSint(LPKLstat , < κ)
holds by Theorem 4.5 and Proposition 4.1. For any regular λ ≥ κ Pκ(λ) carries
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an ℵ1-saturated normal ideal by Lemma 2.7, (2). MA++µ(ccc, <κ) for all µ < κ by
Theorem 5.7. (Theorem 5.9)
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