Abstract-Today's Cyber-Physical Systems (CPS) are typically distributed over several computing nodes communicated through buses such as Controller Area Network (CAN). Their control performance gets degraded due to variable delays incurred by messages on the shared CAN bus. This paper presents a novel online delay prediction method that predicts the message delay at runtime based on real-time traffic information on CAN. It leverages the proposed method to improve control quality, by compensating the message delay in the Model Predictive Control (MPC) algorithm design. It demonstrates that the delay prediction is accurate, and the MPC design which takes the message delay into consideration performs considerably better. It also implements the proposed method on an 8-bit 16MHz ATmega328P microcontroller and measures the execution time overhead. The results clearly indicate that the method is computationally feasible for online usage.
I. INTRODUCTION
Cyber-Physical Systems (CPS) are often deployed over multiple computing platforms, where the communication among distributed computing nodes is supported by shared network buses. For example, today's automobiles consist of over 50 or even 100 computing nodes and dozens of in-vehicle communication buses. In this work, we consider CPS communicating over Controller Area Network (CAN). CAN is the most popular communication protocol in automotive, but it is also applied to many other CPS application domains such as factory and plant controls, robotics, medical devices, and avionics.
CAN brings certain advantages that fits the need of many CPS systems, such as low cost, flexibility, and built-in error handling capability. However, it also comes with a set of issues that makes the design and implementation of CPS particularly challenging. One of the most significant and relevant for this paper is the variable timing delays introduced into the feedback control loop, as communication among sensors, actuators, and controllers is supported by CAN. Specifically, computing nodes are unsynchronized in CAN, such that each node is sending messages according to their own clocks. This, coupled with the fact that CAN messages are arbitrated based on their ID (priority), makes the timing delay of CAN message strongly dependent on the (random) queuing times of messages from other nodes. Such timing variation is known to cause significant degradation in control performance and may even lead to instability [1] .
Delay compensation is an appealing idea to counter these issues in controller design for CPS [1] . However, the current approaches all have significant drawbacks. They either perform joint offline design on timing and control, hence inapplicable for online employment [2] , [3] ; or rely on precise knowledge on the timing information of software tasks in the remote sender node, which is ill-suited for CAN where nodes are unsynchronized [4] .
In addition, all the methods cannot accommodate the blackbox-based supply chain that is typical in industries such as automotive. More specifically, since the automotive supply chain values IP rights and their protection, nodes are often provided as blackboxes. The timing characteristics of messages sent by other nodes on the network are unknown, including message period, and the configuration in the software stack that is responsible for message transmission.
To fully leverage the benefit of delay compensation in controller design, the control algorithm shall offer a way to embed timing related state and control constraints. Conventional controllers, such as Proportional-Integral-Derivative (PID) and Linear-Quadratic Regulator (LQR) lack this key capability to anticipate future events and adjust control actions accordingly: the control value is computed (often in closed-form) based on a fixed plant model [4] - [6] . In particular, the random nature of timing delay of CAN messages will be impossible to capture in such a controller design. In this paper, we consider Model Predictive Control (MPC), an advanced method that is becoming popular in chemical plants, process industries, and more recently, robotics and automotive [7] . Different from PID and LQR, it uses the current plant measurements and the current dynamic state of the process to dynamically adjust the control action. This conveniently allows incorporation of delays in the control loop at each time step [4] - [6] .
A. Our Contributions
In this paper, we study the problem of online delay compensation for MPC design, and claim the following contributions.
• We propose a novel approach that effectively predicts the message delay on a CAN bus in real-time. The approach contains two stages. The first is to analyze a collected set of traces (message reception events) to exact the nominal timing properties of the messages, without assuming detailed knowledge on the sender nodes. The second stage uses the results of the first to successfully predict the delay of every relevant message in real-time.
• We ensure its real-time feasibility by implementing the method and measuring its worst-case execution time (WCET) on a low-end 8-bit microcontroller.
• We include the timing information into the MPC controller design of a Cruise Control system [8] and a DC servo [9] , to demonstrate the control performance improvement in terms of the rise time and maximum overshoot of the plant output. The paper is organized as follows. Section II gives an overview on the related work. Section III discusses the MPC controller design that incorporates the delay of messages among the controller, sensor, and actuator. Section IV presents the timing model and the online prediction of CAN message delay. Section V illustrates the experimental results demonstrating the benefit and feasibility of the proposed method. Finally, Section VI concludes the paper.
II. RELATED WORK
Regarding controller design, the literature does offer quite a few works that perform offline timing and control analysis together (e.g., [1] , [2] , [10] - [12] ). However, as the name suggests, offline methods lead to overly conservative designs, and they are unsuitable for use in real-time as well as in conjunction with the MPC design [4] , [7] .
The timing delay of CAN messages has been studied in several contexts. Since CAN is typically used to support applications with hard real-time constraints, its worst-case delay (i.e., the maximum delay from its readiness to the completion of transmission) has been studied in a variety of scenarios to make sure the message deadline is met [13] - [16] . However, this analysis only provides an upper bound on the message delay. A stochastic analysis framework [17] is provided based on Markov chain model for computing CAN message delay distribution. In another work [18] , the same authors build a probability mix model to predict the distribution of CAN message delay based on simulation data and regression techniques. [19] uses real message traces to analyze message delay distribution. However, these analysis methods [17] - [19] still only provide a statistical distribution on message delay in an offline fashion, but MPC controller design shall adjust the control action based on the actual delay of each message instance. Furthermore, they rely on strong assumptions on the CAN system, such as a particular implementation strategy in the CAN hardware controller that is often unrealistic [20] .
Ever since MPC became popular with the chemical plants and process industries [7] , significant research has gone into this area of control theory. However, there is still very little work which studies MPC operating over CAN with online delay analysis. [4] is probably the only exception. It has a few noticeable drawbacks. First, it depends on the availability of the delays for all software tasks in the CAN network. This information is very difficult to predict for tasks on the same node, not to mention those from other remote (blackbox) nodes. Also, it requires apriori knowledge of the message transmission times. However, CAN message transmission time depends on the actual content of the message because of the possible bit stuffing. Hence, it is random and possibly difficult to accurately predict. There are also other works on MPC design over different network buses such as Ethernet [21] , [22] , but CAN is very different in its timing characteristics (deterministic arbitration in CAN vs. random backoff mechanism in Ethernet), and the approach is not applicable.
III. DELAY COMPENSATION IN MPC DESIGN
The basic idea in MPC is its iterative, finite-horizon optimization of the plant model and the control action. At each time t it samples the current plant state, predicts the changes in the other dependent state variables using online calculation, and computes a cost minimizing control strategy (via a numerical minimization algorithm) for a (relatively short) time horizon of length H, i.e., [t, t + H]. It then implements the first step of the control strategy. For the next step, all the predictions are re-calculated over the prediction horizon, yielding a new control effort. This happens over and over again whenever the controller is triggered.
For simplicity, we use a single-input single-output linear time-invariant system to illustrate the MPC design, but it can easily be extended to more sophisticated control systems. The control system can be described aṡ
where u(t) is the control effort at time t, y(t) is the system output, x(t) is the plant state, and A, B, and C are constant.
In the control implementation, the sensor senses the status x(t) of the plant. The controller reads the sensed information and generates a control signal u(t) every time it is triggered. Since the sensed data and the control signal may need to transmit over the CAN bus, there exists a lag from the moment when the sensor measures the plant states, to the moment when the actuator executes the control signal. The computed control signal u(t) is applied to the plant until the next sensor message triggers the controller [4] . Thus, the control effort u(t) in Equation (1) is a piecewise constant function.
where a s,k is the k-th sampling instant of the sensor, μ[k] is a constant, δ k is the delay between the time of sampling a s,k and the reception time
In MPC, the prediction time horizon for the k-th sampling is [a s,k , a s,k + H]. The goal is to find a control command u(t) that minimizes the difference between the predicted plant output y(t) and the reference trajectory r(t) over the whole prediction horizon. A typical and suitable example cost function is [4] , [23] 
where Q 1 , Q 2 and Q 3 are non-negative constants.
The objective is to minimize the above cost function subject to the constraints put forth in the plant model in Equations (1)- (2) . Thus the design of the MPC control requires the values for δ k in the prediction horizon. However, in CAN, numerous messages from various unsynchronized computing nodes contend to access the bus medium. Time-variant message delays are introduced, since the clocks of computing nodes are randomly drifting, and consequently the time that messages are ready for bus contention is random. Thus, it is challenging to predict δ k accurately and in an online fashion, which the next section will address.
IV. ONLINE DELAY PREDICTION FOR CAN
In this section, we discuss the CAN timing model, and the algorithm which predicts message delay for delay compensation in the MPC. Our approach is based on one fact of CAN protocol and one simple assumption of CAN architecture.
The fact is that the CAN arbitration protocol is both prioritybased and non-preemptive [3] . Priority-based means that when multiple nodes with ready messages try to access the shared bus medium, the node sending the message with lowest identifier is always the winner of the arbitration round and is transmitted next. Hence, in CAN, each message is assigned with a unique identifier (which is referred to as unique purity), and the lower the identifier, the higher the priority. Nonpreemptive means that a message being transmitted cannot be preempted by higher priority messages that are made available after the transmission has started.
In addition, we observe that in control systems sensor data are periodically sampled. Hence, in most implementations of CAN, there is a software task in the middleware layer, called TxTask, which is periodically activated and responsible for packing messages from signal data and queuing them for transmission [3] . This is supported by the automotive AU-TOSAR/OSEK standard and implemented by the commercial tools from Vector [24] . In other words, we assume there is a TxTask synchronizes the queuing of all messages from the same node. A representation of the CAN system architecture is shown in Figure 1 .
For the purpose of timing analysis, each periodic message stream m i is characterized by the tuple
where L i is the data content in bits, id i is the CAN identifier, and T i is its period. CAN messages can only contain a data content that is an integer multiple of 8 bits. The actual message length needs to account for the protocol bits in addition to the data content, including stuffed bits (34 of the 46 protocol bits are subject to stuffing) that are dependent on the data content.
For each instance M i,j of the message m i , the arrival time (i.e., the time the signal data is sampled and the message is ready for packing by the TxTask) is denoted as a i,j , the queuing time (i.e., the time that the message is copied to the queue in the driver and ready for bus arbitration) is denoted as b i,j , the start time (i.e., the time the message starts transmission) is denoted as s i,j , and finally, the reception time (i.e., the time it finishes transmission and received by the receivers) is denoted as t i,j . The delay of the message, defined as the difference between the message reception and the message arrival, is denoted as
The procedure we employ is two-staged. The first stage collects a set of traces (i.e., message reception events), performs a trace analysis, and generates a lookup table mapping message IDs to their corresponding nominal periods (indicates possible times of arrival). This is required since the nodes may come from several suppliers and provided as blackboxes. Hence, the nodes' timing properties (like the nominal periods of the messages) are unknown before hand. Therefore, we perform the trace analysis to understand the timing behaviors of the node and attribute periods to messages.
The second stage is an online algorithm that stores, accesses and continuously updates the lookup table while predicting delays at the event of reception of every message. The outputs of this stage are used by the MPC for delay compensation.
A. Stage 1: Trace Analysis
The analysis starts with the collection of a sufficient amount of trace data (typically 20 minutes). We emphasize that this analysis only needs to perform once assuming the message nominal periods remain the same. The message trace T = {e 0 , e 1 , . . . , e n } is a finite sequence of events. Each event e i represents a successful message reception on the bus. It is a tuple that includes the event time stamp (i.e., the time the message successfully transmitted on the bus and received by all other nodes), the CAN ID of the message to which the event is referred, and the data content which implicitly gives the corresponding total number of bits (including stuff-bits). By studying T we can estimate the following information about a (possibly blackbox) node:
• The reconstruction of the possible message arrival time and delay starting from its reception time stamp; • The detection of true message periods;
• The analysis of the scheduling delays of TxTask. As an example, a segment of the trace collected from a production vehicle and the analyzed message delay are shown in Table I , where the first three columns are the reception time stamp, message ID, and the data content. The bus speed is 500kbps, hence, the message transmission time is between 94μs (microseconds) and 270μs.
The reconstruction of the message arrival times is based on their reception times. This is done by backtracking in time and subtracting the factors that contribute to the total message delay, as illustrated in Figure 2 . Specifically, the message delay • The scheduling delay of the TxTask, i.e., (b i,j − a i,j ). At the end of the TxTask execution, the message is queued to the hardware buffer and ready for arbitration.
• The queuing delay (s i,j − b i,j ), i.e., the time from its queuing to its start of transmission.
• The message transmission time (t i,j − s i,j ), i.e., the time between its start of transmission to its reception.
The message transmission time is easy to calculate from the trace, as it is simply the quotient of the the number of bits in the message (including stuff-bits that are added depending on the data content) divided by th bus speed (how many bits are transmitted each second). Since CAN is non-preemptive, the start time is derived by subtracting the message transmission time from t i,j .
The queuing delay and the TxTask scheduling delay depend on the other tasks and messages in the system, and are more challenging to find out. We observe that the queuing delay is generally unknown (as how much a message is delayed by messages of other unsynchronized nodes is unknown), except for a few reference events for which it can be neglected. Specifically, for each event in the trace, if the calculated start time does not overlap (i.e., separated by a safe distance to account for possible imprecision in the recorded time) with the reception time of the previous event, a bus idle time interval between the two events is identified. The message that is transmitted after the idle time is labeled as a reference event with zero queuing delay.
For each message m i , we will denote all the trace events as e i,0 , e i,2 , . . . , e i,n . We then identify the first and last reference events in the trace, e i,k and e i,j , with j > k with the Table I where the reference events are marked with a label YES in the last column. It is important to note that not all the trace events from m i are reference events of message receptions and therefore it is not necessarily k = 0 or j = n. The time difference between these two reference events is Δt i = t i,j − t i,k . The number of message receptions between the two reference events is j −k and the actual message period is defined as
In this way, we can minimize the impact of variable queuing delays for the messages (as all reference events suffer no queuing delay). The nominal periodT i can be taken as the closest round integer (due to engineering practice). Consider for instance, the first reference event for a message is at time 3500μs, and the last event is at time 2993550μs which is the 300-th message event. Hence, the average true period will be (2993550-3500)/299 = 10000.167μs. This is typically different from the message nominal period due to clock drift. Hence, we can consider its nominal period to be the closest round integer 10000μs.
We now discuss the steps to calculate the arrival times of the message m i . These steps are essentially the same for the second stage. However, the second stage differs from the first stage in that it initially uses the nominal period as the true period, and then continuously updates the true message period.
Since the reference transmission events of m i do not suffer queuing delays, the arrival time a i,q of reference event at t i,q can be estimated by subtracting its transmission time from t i,q . However, this calculation does not take into account the scheduling delay of the middleware TxTask, which cannot be neglected since this will be inherited by the messages as their queuing jitters.
We notice that the arrival times must come at a periodic base due to the periodic activation of TxTask. Hence, starting from the first reference event at t i,k , with the value of true period T i estimated, the arrival times are also estimated using a i,q = a i,k + T i × (q − k) (shown as dotted lines in Figure 3) .
Then, we find the reference event with the smallest TxTask scheduling delay and use it as the base for arrival time calculation. More specifically, for all the reference events e i,q for message m i , the valuel i,q = a i,q −ã i,q is computed, and the one e i,q * with the smallestl i,q indicates the case suffering the smallest TxTask scheduling delay. The minimum value
(which shall be negative) is then applied as a correction to obtain the estimated arrival times a i,q =ã i,q + J a * i . In Figure 3 , a minimum value J a * i is obtained for the event indicated by the arrow, and the arrival times are shifted left to the solid lines, yielding the final result. As in the figure, the corrected arrival times a i,q are equal toã i,q for the event e i,q * , and for the other events it is a i,q <ã i,q . The (t i,q −a i,q ) values for all the reference events from the same node is assumed as the queuing jitter, i.e., the scheduling delay of the TxTask.
B. Stage 2: Delay Prediction
Before the delay compensation is in effect, the system is first subject to the trace analysis described in the above subsection. This will populate a lookup table with message IDs and the nominal message periods. This step only needs to be carried out once, unless the nominal periods of messages change.
The delay prediction stage calculates the message delay for each message m i following the same principle of Section IV-A, except that
• the message true period shall be updated each time it encounters a reference event of the message, to adjust it according to the actual clock speed of the nodes; • the reference event q * with the smallest TxTask scheduling delay shall be updated whenever a smaller J a * i is observed. Now we are fully equipped to solve the problem posed in Section III since we have the needed information for calculating δ k within the prediction horizon. Specifically, δ k is the difference between the arrival of the sensor message instance a s,k and the reception of the actuator message t u,k . Hence, the controller, once receiving the sensor message, can calculate the arrival time a s,k using the approach developed in this section. Once the actuator message is transmitted, the time stamp t u,k is recorded, and the delay δ k for the control loop is calculated as t u,k − a s,k . These values then will be used for predicting the future delays.
V. EXPERIMENTAL RESULTS
In this section, we present our experimental results. Specifically, we verify that our online delay prediction algorithm is in fact capable of performing the computations in real-time, as it has small runtime overhead. We also motivate the need of online delay prediction by analyzing the error incurred by clock drifts on delay calculation. We then use two example control systems to demonstrate the effectiveness of the delay compensation.
A. Measurement of Timing Overhead
To ensure that our online delay prediction algorithm is actually feasible, we implement it and measure the timing overhead. We use an Arduino Uno board which houses a lowend, 8-bit, 16 MHz ATmega328P controller. We used a CAN Shield to provide CAN capabilities to the microcontroller. This CAN Shield adopts an MCP2515 CAN Bus controller with SPI interface and an MCP2551 CAN transceiver [25] . The experimental setup we used is as follows:
We use two Arduinos A and B; each connected to a different serial port on the same machine or one serial port on two different machines. A and B are connected via CAN. A sends over messages with different message IDs every 50 milliseconds on the CAN. B receives these messages and represents the delay predictor box. This means that B stores the lookup table that results from the offline trace analysis and performs the computation of the delays in real-time as and when the message is received over CAN from A, updates the lookup, etc. We measure the worst-case execution time (WCET) of stage 2 (i.e., the stage after the nominal period is constructed). As in Figure 4 , the WCET of stage 2 increases almost linearly with the number of messages. As a general trend, it can be observed that every message adds around 48μs to the WCET. This is significantly smaller than the typical period of control loop (in the range of tens of milliseconds to several seconds), and thus the algorithm is feasible for real-time delay prediction.
B. Necessity of Online Delay Prediction
We demonstrate the need of online delay prediction, due to the long operation time of the controller and the unsynchronized nature of CAN nodes. We show that the delay prediction shall be adjusted in an online fashion because the clock drift is in general not constant and the true message period changes all the time. Table II shows the effect of the clock drift on a message of a production vehicle. The trace is recorded for more than 7000 seconds. As exemplified in the table, there are about three more message instances received in the first 1000 seconds than in the second 1000 seconds. Clearly, the constant clock speed assumption, which translates in constant message periods, cannot be sustained. Otherwise, the predicted message delay will be constantly growing, which reaches about three times of its period (about 30 milliseconds, as opposed to the actual delay that is always below 1 millisecond) after the system operates for 2000 seconds. Figure 5 shows the measured clock drifts of two different nodes in the same vehicle. The clock drift is calculated as the ratio between the message true period and its nominal period. It is evident that the clocks of different nodes are generally drifting at different speeds all the times. Hence, even if the nominal message periods are known apriori, it is still necessary to continuously compute the true periods in an online fashion to avoid accumulating the error.
C. MPC Performance
Next, to simulate the control system and evaluate the performance of the controller delay compensation, we use the Model Predictive Control Toolbox on MATLAB in a CAN environment provided by TrueTime [1] . It is a simulator software for real-time control systems that works with MATLAB and Simulink. We apply the delay prediction method to two example systems. One is a cruise control system described in [8] , the other is a DC servo [9] . In the cruise control system [8] , the vehicle mass (m) is set to 1000kg, the damping coefficient (b) is 50Ns/m, and the nominal control force is 500N. It is assumed that rolling resistance and air drag are proportional to the car's speed. The control system equation in the state-space form is
where v is the vehicle velocity, which is also the output state. The DC Servo, found in the Truetime Library [9] , has the following state equations:
[y] = 0 1000 [x]
We inject delays for both the actuator message (from controller to actuator) and the sensor message (from sensor to controller). To match the actual implementation of CAN systems, the message trace used to inject delay in the control system is recorded from a CAN bus in a production vehicle. Figure 6 shows a sample output of the cruise control plant for a particular MPC design with online delay prediction. We are interested in comparing the rise time (i.e., the time needed to meet the changing trajectory), and the overshoot (the amount the control output exceeding its reference) against MPC designs for (i) no delay prediction and (ii) online prediction timing model.
The observed rise time and overshoot are plotted in Figures 7 and 8 respectively. Here the x-axis represents the applied constraints on the control effort in the MPC Design. For example, in Figure 7 , 800 represents a constraint of +/-800N on the force in the cruise control. It is important to note that a higher value on the x-axis indicates a less constrained control design. The x-axis of the two figures has different scales since the plant is different.
From Figures 7 and 8 , we can see that having the online prediction timing model reduces the rise time at the cost of maximum overshoot. As per the application, the designer can decide on a trade-off between the rise time and the 400 500 600 700 800 900 1,000 1,100 corresponding overshoot to choose the appropriate constraint on the control effort. The other observation is that, when the constraint on the control effort is reduced, the overshoot increases, thereby decreasing the rise time.
Finally, Figures 9 and 10 respectively show a sample plant output of the Cruise Control and the DC Servo plant while tracking a square trajectory. The y-axis shows the plant output y(t) against time t on the x-axis. The output is evidently better with accurate predictions (in subfigure (a)) than the one with worst-case message delay (in subfigure (b)). For the DC Servo, we can see the output growing in amplitude with increasing overshoots above the reference trajectory with inaccurate delay prediction. In fact, the prediction with worst case delay has rendered the system unstable by using the "isstable" command in MATLAB. The cruise control plant output is stable in both cases, but the performance and reference tracking are noticeably better in Figure 9b inaccurate worst-case delay predictions, the rise time is higher than that with accurate predictions. This also confirms the results presented in Figures 7 and 8 .
VI. CONCLUSION
This paper studies the problem of online delay prediction for control systems design in CAN-based Cyber-Physical Systems. The main contribution is the timing model with online delay prediction algorithm for messages scheduled on a CAN bus. It assumes no detailed knowledge on the other computing nodes. It leverages the characteristics of CAN, and finds a special kind of message reception events, to backtrack from the message reception to the message arrival and calculate the message delay. The paper demonstrates that the online delay prediction is in fact feasible to be deployed in a realtime scenario by implementing it and measuring the worst-case execution time. The benefit of the proposed method on MPC controller design is demonstrated by analyzing the rise time and maximum overshoot of the control output.
