Array-aided precise point positioning is a measurement concept that uses GNSS data, from multiple antennas in an array of known geometry, to realize improved GNSS parameter estimation proposed by Teunissen (IEEE Trans Signal Process 60:2870-2881 , 2012 . In this contribution, the benefits of array-aided CORS ambiguity resolution are explored. The mathematical model is formulated to show how the platform-array data can be reduced and how the variance matrix of the between-platform ambiguities can profit from the increased precision of the reduced platform data. The ambiguity resolution performance will be demonstrated for varying scenarios using simulation. We consider single-, dual-and triple-frequency scenarios of geometry-based and geometry-free models for different number of antennas and different standard deviations of the ionosphere-weighted constraints. The performances of both full and partial ambiguity resolution (PAR) are presented for these different scenarios. As the study shows, when full advantage is taken of the array antennas, both full and partial ambiguity resolution can be significantly improved, in some important cases even enabling instantaneous ambiguity resolution. PAR widelaning and its suboptimal character are hereby also illustrated.
Introduction
Integer ambiguity resolution is the key to high-precision GNSS applications. It enables the transformation of the ambiguous carrier phases to ultra-precise pseudoranges, thus making high-precision parameter estimation possible. The success of ambiguity resolution depends on the strength of the underlying GNSS model. The weaker the model, the more data needs to be accumulated before ambiguity resolution can be successful and the longer it therefore takes before one can take advantage of the ultra-precise carrier signals. Clearly, the aim is to shorten the time to convergence, preferably zero, thereby enabling truly instantaneous GNSS, integer ambiguity resolved, parameter estimation.
In CORS network applications, fast and successful resolution of the ambiguities is important as it enables improved availability of the network provided ambiguity-fixed parameter outputs, such as the ionospheric delays. Between-station ambiguity resolution is usually based on data of stations equipped with a single antenna only. In this contribution, we study the potential improvements that can be realized when stations would be equipped with an array of antennas instead of only a single antenna. This A-PPP concept, proposed in Teunissen (2012) , is a measurement concept that uses GNSS data, from multiple antennas in an array of known geometry, to realize improved GNSS parameter estimation. Although we focus on ambiguity resolution in this contribution, integrity improves, since with the known array geom- etry, redundancy increases, thus allowing improved error detection and multipath mitigation (Teunissen 1998a; Ray et al 2000) .
Consider Fig. 1 , in which two antenna-array equipped stations, b 0 and u 0 , are shown. The two antenna arrays, with known geometry, b 1 , . . . , b r and u 1 , . . . , u r , are mounted on the platforms at b 0 and u 0 , respectively. The known platform antenna-array geometry enables one to reduce the platform observations of all its antennas to a single set of platform observations. This set of reduced observations can be interpreted as if it belongs to one single virtual antenna with a better precision than the original observations coming from the individual antennas. Therefore, improved between-platform (b 0 − u 0 ) ambiguity resolution and parameter estimation become possible as compared to the between-platform single-antenna case. This improvement has been initially demonstrated on long-distance RTK campaign (Li and Teunissen 2012) . Although the reduction of the platform observations also requires ambiguity resolution, namely on the platform, this can be shown possible with high success rates due to the known antenna-array geometry (Giorgi et al 2010) .
In Teunissen (2012) , one of the potential applications of A-PPP is to speed up the CORS ambiguity resolution. In this contribution, we comprehensively explore the potential benefits of A-PPP to the CORS network ambiguity resolution. As CORS stations are usually well-selected sites, with receiver equipment costs being a fraction of the overall CORS-station costs, the required multi-antenna extension of CORS is expected feasible. This contribution is organized as follows. In Sect. 2, we formulate the platform array model and show how its data can be reduced. In Sect. 3, we describe three different ionosphere-weighted differential CORS array models and present closed form formulae for their ambiguity variance matrices. They determine the success rates with which the integer ambiguities can be estimated. The A-PPP CORS simulation results are presented and analyzed in Sect. 4. This is done for different scenarios, such as for single-, dual-and triple-frequency, geometry-based and geometryfree models, with varying ionosphere-weighted constraints. Finally, the conclusions are given in Sect. 5.
In following, I n denotes the identity matrix of order n and e n the n-column vector with 1s. c 1 = [1, 0, . . . , 0] T is a unit vector with its 1 in the first slot. D T n = [−e n−1 , I n−1 ] is the differencing matrix. ⊗ and vec are Kronecker product and vectorization operators. E and D denote the expectation and dispersion operators. diag(a) is the operator to form a square matrix with elements of a as diagonal elements.
Platform array model and its data reduction

The functional model
We start with the linearized single-frequency, betweensatellite single-differenced (SD) observation equations of phase and code,
where the subscripts r and j denote the antenna and the frequency f j (wavelength λ j ), which are used to emphasize the antenna-specific and frequency-specific terms, respectively. Assuming that (s + 1) satellites are simultaneously tracked, 
where p r and dt have the same structure as φ r and δt, respectively. Furthermore,
Since we assume the distances between the antennas on the platform to be very short, we may assume that G i = G, g = g i , τ = τ i and ι = ι i for i = 1, . . . , r . This implies that we may write the r antenna array set of SD observation equations of (1) in multivariate form as
where
If we now post-multiply (2) with the invertible matrix 
2.3 Array data reduction From (5) it follows that y 1 andỸ of (3) are correlated. As shown by Teunissen (2012) , application of the invertible transformation
to (3), referring to Appendix A, results in the equivalent but decorrelated version
The dispersion of the reduced observation vectorȳ and the DD observation matrixỸ is given as
showing thatȳ is uncorrelated withỸ .
In the following, we assume that the same type of antennas are used. Thus Q r = I r , from which it follows that
r Ze r −1 , and (e T r Q −1 r e r ) −1 = 1/r . The reduced observation vectorȳ is thus r times more precise than that of a single antenna.
In case of an APPP-CORS platform, the barycentric position vectorx is known, since the position vectors x i of the platform antennas are assumed known. Furthermore, the known geometryX of the antenna configuration on the platform enables one to determine the integer matrix estimatoř Z of Z with a very high success rate, see Teunissen (2012) . Hence, for all practical purposes one may also assume the DD integer matrix Z inz = a 1 + 1 r Ze r −1 known. Therefore, withx and Z known, the first equation of (7) can now be written as
where y =ȳ − Mx − Nz, withz = 1 r Ze r −1 . This is the reduced system of observation equations for a single CORS platform equipped with multiple antennas.
Ambiguity resolution between CORS arrays
Ionosphere-weighted differential CORS array model
To determine the differential CORS array model for two CORS platforms equipped with multiple antennas, we can take the difference between their single CORS system of equations. For two CORS platforms, say b and u, having the reduced observationsȳ b andȳ u , the between-platform system of observation equations, therefore, reads
with
, and a bu = a 1;u − a 1;b . Note that a bu is now again a DD integer ambiguity vector. With the assumption that the same type of receivers are used on the two platforms (i.e. Q f ;b = Q f ;u = Q f ), the variance matrix of y bu is given as
where Q 0 = Q s;u + Q s;b is the cofactor matrix of the between-platform SD observations. This shows how between-platform parameter estimation can benefit from the antenna array and in particular from r , the number of antennas in the array. The ionosphere-weighted version of (10) and (11) is obtained if we add the ionospheric pseudo-observation equations
in which the variance σ 2 ι is used to model the betweenplatform spatial uncertainty of the ionosphere, i.e. σ 2 ι is small for short baselines and large for long baselines. The two extreme cases, σ 2 ι = 0 and σ 2 ι = ∞ are referred to as the ionosphere-fixed and ionosphere-float model, respectively.
Ionosphere-weighted CORS ambiguity resolution
If we use (12) to eliminate the unknown ionospheric delays from (10), the single-epoch ionosphere-weighted model may also be written as
The short-hands g, τ and a have been used instead of g b , τ bu and a bu . When we solve the ionosphere-weighted model for the multi-epoch case, we assume no time correlation between the observables and the ambiguity vector a to be time constant.
We now determine the multi-epoch ambiguity variance matrix for three different scenarios. In the first scenario, referred to as geometry-fixed, all the tropospheric delays are assumed known. The corresponding ambiguity variance matrix is given as
with the time-average weight matrix W = 1 k k t=1 W t and ionosphere weighting scalar
In the second scenario, referred to as geometry-free, all the slant tropospheric delays are assumed unknown. That is, no mapping is applied (i.e. g is replaced by I s ) and the delays are assumed to change over time. Referring to Appendix B, the corresponding ambiguity variance matrix is given as
Finally, the third scenario, referred to as geometry-based, sits in between the geometry-fixed one and the geometryfree one. It is the scenario in which the ZTD is considered unknown, but constant in time. Referring to Appendix C, the corresponding ambiguity variance matrix is given as 
Note that . Hence, in terms of the ambiguity precision, the three cases can be ordered as
The geometry-fixed model gives the most precise ambiguities, while the geometry-free model, being the weakest, gives the most imprecise ambiguities.
APPP-CORS simulation results
Simulation set-up
The APPP-CORS ambiguity resolution performance will be analyzed for different model settings with varying measurement scenarios. A GPS ephemerides almanac is used to simulate three baselines in the Perth area, Western Australia, for 24 h with a sampling interval of 1 s and a 10 • cut-off elevation. An elevation-dependent weighting function is applied such that the observation variance at elevation θ is given as
with σ 0 the observation standard deviation (STD) at zenith. Table 1 shows the σ 0 values of the reduced observations for 1, 4 and 9 antennas. Three settings of the a priori ionospheric STD are considered, namely σ ι = 5, 10 cm and ∞. These first two values correspond with baseline lengths of approximately 50 and 100 km (Schaffrin and Bock 1988; Odijk 2000; Liu and Lachapelle 2002; Li et al 2013) . The models with σ ι = 0 and σ ι = ∞ are referred to as the ionospherefixed and ionosphere-float model, respectively. Thus, in the latter model the ionospheric delays are estimated without constraint.
To study the full and partial ambiguity resolution (FAR and PAR) performances, their success rates and time to first fix (TTFF) are computed for different scenarios. Here, TTFF is defined as the number of epochs needed to achieve the userdefined success rate P 0 . The simulation scenarios differ with respect to number of frequencies used, number of antennas used, value of a priori ionospheric STD and whether or not geometry is included in the design matrix.
For the success rate computation, we employ the Ps-LAMBDA software, a recently released Matlab toolbox, in which a variety of easy-to-use success rate approximations and bounds are implemented (Verhagen et al 2013) . The software only needs the variance matrix of the float ambiguity solution as input. With Ps-LAMBDA one can compute the success rates of integer least-squares (ILS), integer bootstrapping (IB) and integer rounding (IR), see Verhagen and Li (2013) .
In the present contribution, the IB success rate is used. It is a sharp lower bound of the ILS success rate and it is defined as (Teunissen 1998b),
2 v 2 }dv and where σˆz i|I is the STD of the ith decorrelated ambiguity, conditioned on the ambiguities I = {i + 1, . . . , n}.
Success rate performance of antenna array
Geometry-based single-epoch ambiguity success rates
We have computed the single-epoch success rate histograms for the dual-and triple-frequency geometry-based CORS model (13), using 1, 4 and 9 antennas per platform. The histograms are shown in The superior performance of the nine-antenna platform is clearly visible. In general, the results show that singleepoch ambiguity resolution is almost impossible with a single antenna, but that it may become possible with four antennas and is almost always possible when using nine antennas.
We also note a clear difference in performance between the dual-and triple-frequency case. Compared to the triplefrequency model, the success rate improvements gained from using multiple antennas are more remarkable for the dualfrequency model. This is due to the fact that the triplefrequency model is stronger than its dual-frequency counterpart. The stronger the model, the more difficult it becomes in general to realize further improvements. Particularly note that the increase from 4 to 9 antennas shows only a slight improvement in the triple-frequency case.
Another difference between the dual-and triple-frequency cases is the success rate sensitivity for varying values of σ ι . The dual-frequency results (top row of Fig. 2) show that the nine-antenna histograms are relatively insensitive to the varying values of σ ι , whereas the other dual-frequency histograms, in particular those of the one-antenna case, change significantly for varying values of σ ι . This sensitivity for varying σ ι is much less pronounced in the triple-frequency case (bottom row of Fig. 2) . Thus, as the model gets stronger (i.e. more antennas and/or more frequencies), the success rate sensitivity for varying σ ι becomes less. This is also clear from the mean success rates given in Fig. 3 . This is an important result as it shows that the multiple antenna performance, especially in the triple-frequency case, becomes to a large degree independent of baseline length. Thus with 
Geometry-fixed single-epoch ambiguity success rates
The geometry-fixed model refers to the CORS model (13) with the ZTD parameter assumed known. Hence, this model applies to the case when the baseline is so short that the relative tropospheric delays may be assumed absent. Since the geometry-fixed model is the strongest CORS model, the single-epoch success rates are generally very high as shown in Table 2 .
Geometry-free multi-epoch ambiguity success rates
The geometry-free model refers to the CORS model (13), but now with the mapped tropospheric zenith delay replaced with the unknown slant tropospheric delay. Hence, the unknown DD slant tropospheric delay is estimated without the use of a mapping function and geometry. This model is, therefore, a very weak model when compared to the previous two. As instantaneous ambiguity resolution is impossible, we analyze its TTFF using P 0 = 99.9 % as the pre-defined required success rate. For each scenario, we start the computation every 2 min for 24 h, such that 720 TTFFs in total are obtained. The mean TTFFs of these scenarios are shown in Fig. 4 . The results show that the nine-antenna, triple-frequency, geometry-free TTFF can be kept below 4 min in all cases, but that this is true for the dual-frequency case only for σ ι ≤ 10 cm. Again we note that the improvements due to increase in number of antennas are largest for the weakest model (σ ι = ∞).
Partial ambiguity resolution
Success rate fluctuations
The results presented in the previous sections are all based on FAR, i.e. the resolution of the complete vector of integer ambiguities. FAR success rates, however, may sometimes exhibit rapid fluctuations, thus for instance having FAR being successful in one instance, while unsuccessful in another close by instance. This can be explained as follows. As the receiver-satellite geometry changes over time, the singleepoch FAR success rates will of course also change over time. This change over time will be rather smooth as long as the same satellites are tracked. However, if a change in number of tracked satellites occurs, it is not so. Such rapid fluctuations are shown in Fig. 5 (red curve) . These fluctuations are due to the rising and setting of satellites. Since satellites that rise or set have small elevations, their carrier phase and code data receive low weights in the adjustment process, thus resulting in a relative poor precision of the corresponding single-epoch estimated ambiguities. Since FAR tries to resolve the complete ambiguity vector and thus includes these poorly determined ambiguities by definition, the FAR success rates suffer from their poor precision.
This effect of rising and setting satellites is clearly visible in Fig. 5 . It shows that when the number of satellites increases (i.e. when the ambiguities of a low elevation satellite are included), the FAR success rates drop dramatically. Similarly, when the number of satellites decreases (i.e. when the ambiguities of a low elevation satellites are excluded), we see a dramatic increase in the FAR success rates.
PAR implementation
Partial ambiguity resolution is a flexible method that allows one to combat such rapid success rate fluctuations. Instead of aiming to always resolve the complete ambiguity vector, which results in fluctuating FAR success rates, PAR allows the subsets of ambiguities to be resolved, thereby enabling the realization of more stable success rates. The PAR concept was introduced in Teunissen et al (1999) . Since then various variations on the PAR concept were proposed in the literature, see e.g. (Mowlam 2004; Dai et al 2007; Lawrence 2009; Takasu and Yasuda 2010; Pantoja 2009; Parkins 2011) . Several of these variations use the satellite elevation as criterion for inclusion or exclusion of the ambiguities. However, since it is the ambiguity precision that ultimately determines the success rate, and not the satellite elevation per se, we will be using the PAR method of Teunissen et al (1999) . The method is implemented in the extended version of the LAMBDA software (Verhagen and Li 2012).
The method works with decorrelated (i.e. Z -transformed) ambiguities and it can be described briefly as follows. Let n − k be the largest range for which the inequality
holds true, where P 0 is the user-defined smallest value of an acceptable success rate and σˆz i|I is the STD of the ith ambiguity conditioned on the ambiguities I = {i +1, . . . , n}. Once k and, therefore,ẑ PAR = [ẑ k+1 , . . . ,ẑ n ] T , with variance matrix Qˆz PARẑPAR have been determined, the integer solutionž PAR is obtained using the LAMBDA method.
PAR and FAR illustrated
To illustrate the workings of PAR versus FAR, we applied PAR to the single-epoch triple-frequency four-antenna geometry-based model, with σ ι = 5 cm, during a period where the FAR success rates show clear fluctuations (see Fig. 6 ). The user-defined minimal success rate was set to P 0 = 99.9 %.
As the results of Fig. 6 shown, the FAR success rates (red curve with circles) fluctuate, whereas those of PAR (green curve with squares) stay quite stable. FAR starts successfully at epoch 400 (red and green curves coincide, i.e. all ambiguities are resolved), but then drops dramatically due to the inclusion of more ambiguities from a rising new satel- lite. From then on, the FAR success rates keep changing over time, but remain, for quite some time, too small to be acceptable. They only become acceptable again in the short periods of epoch 422-426 and 434-438 (red and green curves coincide). Thus apart from these few epochs, FAR is unsuccessful over the complete period of epoch 400-450. PAR, on the other hand, achieves that ambiguities get resolved during the whole period, thus enabling the user to benefit from the improvements this brings.
PAR benefits
Ambiguity resolution is not a goal in itself. The purpose of ambiguity resolution is to be able to improve the precision of the estimated parameters one is interested in. In case of our CORS model, we take those parameters to be the DD slant ionospheric delays. We base our scalar measure of the precision of the estimated DD slant ionospheric delays on the determinant of their variance matrix. We, therefore, define this measure as
with Qˇιˇι the q × q variance matrix of the PAR-based, estimated q DD ionospheric delays. The measureσ ι can be interpreted as a (geometric) average of the ionospheric precision. Furthermore, since this measure is based on the determinant of the variance matrix, it can also be related to the volume of the confidence ellipsoid of the estimated ionospheric delays. We will now study the capabilities of PAR in improving the precision of the estimated ionospheric delays. We do this by analyzing how long it takes for PAR to bringσ ι down to a value smaller than a pre-set criterion, i.e.σ ι ≤ σ 0 ι (we consider the two cases: σ 0 ι = 1 and 2 cm). This conditioned PAR (CPAR) will be compared with FAR and with PAR without the condition onσ ι . The latter is referred to as unconditioned PAR (UPAR).
The analyses are done for the geometry-based CORS model (13) with different settings. Per scenario the computations are repeated every 2 min for 24 h, giving a total of 720 outcomes, of which the mean is computed and shown in Fig. 7 . The results are shown for the single-, dual-and triple-frequency case, using σ ι = 5, 10 cm and ∞. The triple-frequency cases with σ ι = 5 and 10 cm, and the single-frequency case with σ ι = ∞ are excluded. The first two cases are excluded, since FAR is already fast enough for those cases. The third case is excluded, because its UPAR takes too long to be distinguished from FAR and CPAR.
The results are shown in Fig. 7 . The number of epochs needed to fulfill the different criteria depends on the model strength. The more frequencies, the more antennas and the smaller the a priori ionospheric STD, the fewer epochs are needed. As the results show, there is particularly a significant difference in performance between the single-frequency case (first row of Fig. 7 ) and the dual-frequency case.
Also note, although FAR improves significantly by adding antennas, it still can take quite some time for some cases, in particular for the single-frequency scenarios. In contrast, UPAR is mostly very fast. Furthermore, the number of epochs needed for PAR to improve the ionospheric precision to better than 2 or 1 cm is less than what is needed for FAR. Especially with more antennas, conditioned PAR can be surprisingly fast and sometimes even instantaneous.
What about widelaning?
Widelaning is still a popular technique for ambiguity resolution, see e.g. (Hernández-Pajares et al 2003; Isshiki 2004; Werner and Winkel 2003; Richert and El-Sheimy 2007; Cocard et al 2008; Feng 2008; Li et al 2010) . The common rationale behind using widelane combinations is that their ambiguities, due to the longer wavelengths, can be resolved better than the original ambiguities (Melbourne 1985; Blewitt 1989; Dong and Bock 1989; Wübbena 1991; Cocard and Geiger 1992; Goad 1992; Euler and Landau 1992) .
Widelaning, however, has its limitations, and moreover, it is also not explicitly needed. As is shown in Teunissen (1997) , the widelaning technique is as initialization automatically embedded in the LAMBDA method. Furthermore, with its automatic construction of the optimal decorrelating ambiguity transformation, the LAMBDA method will then further improve upon the results achieved with the widelane (Teunissen et al 1997) .
The limitations of the widelaning technique come even more to the fore if one considers models other than the geometry-free model, such as the geometry-based model, in which the relative receiver-satellite geometry is explicitly taken into account. Firstly, the widelaning technique requires the presence of multi-frequency data and does, therefore, not apply to single-frequency models. Secondly, the widelaning technique does not have the capability to take the impact of the receiver-satellite geometry on the ambiguity variance matrix into account. Both these limitations are absent with the LAMBDA method.
To study the widelaning performance for our geometrybased array model, we have included in Fig. 7 for the dualand triple-frequency case, the performance of resolving the widelane L1-L2 (WL) and the (extra) widelanes L2-L5 and L1-L2 (EWL), respectively. By restricting attention to the widelane ambiguities only and thus not resolving the complete set of ambiguities, the widelaning approach is essentially an alternative PAR scheme (Teunissen et al 2002; Li et al 2010) . If
denotes the dual-frequency ambiguity variance matrix, with Q 11 and Q 22 the corresponding variance matrices of the L1 and L2 ambiguities, then the widelane ambiguity variance matrix is given as
This matrix is thus used to determine the ambiguity resolution performance for widelaning. The approach for the triplefrequency extra widelaning goes in a similar way. The results of Fig. 7 show that in the triple-frequency case the number of epochs for PAR fixing of the EWL ambiguities is comparable with that for FAR. However, in the dual-frequency case the PAR fixing of the WL ambiguities is slower than FAR. Thus here widelaning performs even poorer than when resolving all ambiguities (FAR).
This can be explained by the above mentioned fact that widelaning does not take full advantage of the available information. To illustrate this in the present case, consider Fig. 8 . The panels in this figure show a red and a green curve. The green curve gives the conditional STDs of the decorrelated ambiguities based on the original L1/L2 variance matrix Qââ, whereas the red curve provides the conditional STDs of the decorrelated ambiguities based on the widelane variance matrix Qâ wâw . Eight satellites were tracked, thus giving 7 × 2 = 14 conditional STDs for the green curve and green curve. Hence, the decorrelated conditional STDs for widelaning are never smaller than their decorrelated L1/L2 counterparts. This immediately implies that in all six cases, the WL success rate is smaller than the PAR success rate of resolving the seven ambiguities z 8 , . . . , z 14 . But even the FAR success rate is sometimes larger than the WL success rate (see last four panels of Fig. 8 ). Thus in those cases, even resolving all 14 ambiguities has a higher success rate than resolving the seven decorrelated WL ambiguities.
Conclusions
A-PPP is a measurement concept that uses GNSS data, from multiple antennas in an array of known geometry, to realize improved GNSS parameter estimation. In this contribution, we applied the A-PPP concept and studied the benefits of array-aided CORS ambiguity resolution. The mathematical model was formulated to show how the platform-array data can be reduced and how the variance matrix of the between-platform ambiguities can profit from the increased precision of the reduced platform data. The ambiguity resolution performance was demonstrated for varying scenarios using simulation. For three different models, geometry-fixed, geometry-based and geometry-float, the ambiguity success rates were analyzed with varying the number of frequencies, the number of antennas and the weight of the ionospheric constraints.
It was demonstrated that significant gains can be expected when the stations are equipped with antenna arrays; in some important cases even enabling instantaneous ambiguity resolution. It was also shown that as the model gets stronger (i.e. more antennas and/or more frequencies), the success rate sensitivity for varying σ ι becomes less. As a consequence, the multiple antenna performance, especially in the triplefrequency case, becomes to a large degree independent of baseline length. Thus with more antennas, the CORS baseline lengths can be extended, thereby allowing fewer stations per unit of area.
We also compared PAR with FAR, together with the impact it has on improving the precision of the estimated ionospheric delays. It was shown that PAR needs less time than FAR to improve the ionospheric precision to better than a few centimetres. Especially with more antennas, conditioned PAR can be very fast and sometimes even instantaneous. In addition, we illustrated and explained the limitations when using widelaning.
Note: The LAMBDA and Ps-LAMBDA softwares used in this study can be freely downloaded from http://gnss.curtin. edu.au.
Let us now focus on the fraction U/v of the second term only. We first simplify its numerator U . Substituting (39) into it yields: 
