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Abstract
In this paper, we present two constructions of forward self-similar
solutions to the 3D incompressible Navier-Stokes system, as the singu-
lar limit of forward self-similar solutions to certain parabolic systems.
1 Introduction
In [5], H. Jia and V. Sˇvera´k proved the existence of the so-called forward
self-similar solution u ∈ C∞(R3×]0,∞[) to the incompressible Navier-Stokes
system
∂tu+ u · ∇u−∆u+∇p = 0, div u = 0 (1.1)
in Q+ = R
3×]0,∞[, satisfying the initial conditon
u|t=0 = u0 (1.2)
in R3, where u0 is an arbitrary large (−1)-homogeneous divergence free vector
valued field. By the definition, velocity u is invariant with respect to the
Navier-Stokes scaling, i.e., λu(λx, λ2t) = u(x, t) for all λ > 0. Such a problem
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can be reduced to the existence of a solution to the following stationary
system
−∆U + U · ∇U − x
2
· ∇U − U
2
+∇P = 0, divU = 0 (1.3)
in R3 under the boundary condition at infinity
|U(x)− u0(x)| = o(|x|−1) as |x| → ∞. (1.4)
Then
u(x, t) =
1√
t
U
(
x√
t
)
is a local energy weak solution to (1.1) and (1.2) in the sense of Lemarie-
Rieusset, see [8], [9], and also [6]. An important idea of H. Jia and V. Sˇvera´k
is to use the possible instantaneous non-uniqueness of forward self-similar
solutions in order to construct different weak Leray-Hopf solutions with the
same L2-initial data. In fact, they state a sufficient condition on the spectrum
of the linearised problem ensuring non-uniqueness of forward self-similar so-
lutions. So far, it is an open problem whether the above condition holds for
a certain (−1)-homogeneous initial data. However, numerical experiments,
see [2], demonstrates that there are initial data for which the above spectrum
condition is satisfied.
One of the main aim of the paper is to understand how known approx-
imation schemes for solving the Cauchy problem for the Navier-Stokes sys-
tem work in the case of forward self-similar solutions. There is a hope that it
might help to get a better understanding of the non-uniqueness phenomenon.
To this end, we replace the Navier-Stokes system (1.1) with the following
ones:
∂tu
κ −∆uκ − κ∇div uκ + uκ · ∇+ u
κ
2
div uκ = 0 (1.5)
or
∂tu
κ −∆uκ − κ∇div uκ +
(
uκ ⊗ uκ + |u
κ|2
2
I3
)
= 0 (1.6)
and add up the Cauchy data
uκ|t=0 = u0. (1.7)
Here, κ ≥ 0 is a parameter and I3 denotes the identity matrix.
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For the profile Uκ, one has then the following elliptic systems:
−∆Uκ−κ∇divUκ+Uκ ·∇Uκ+U
κ
2
divUκ− x
2
·∇Uκ−U
κ
2
= 0 in R3, (1.8)
if we are solving (1.5) or
−∆Uκ−κ∇divUκ+div
(
Uκ ⊗ Uκ + |U
κ|2
2
I3
)
− x
2
·∇Uκ− U
κ
2
= 0 in R3,
(1.9)
if we are solving (1.6) instead. We require the following asymptotic on Uκ
|Uκ(x)− u0(x)| = o(|x|−1) as |x| → ∞. (1.10)
Then the corresponding solution to the Cauchy problems has the form
uκ(x, t) =
1√
t
Uκ
(
x√
t
)
for x ∈ R3 and t > 0.
Now, we state the main results of the paper. Given κ, one can prove the
existence of a forward self-similar solution to the Cauchy problem (1.5) and
(1.7) or (1.6) and (1.7), using the same method as in [5]. Our novelty here
is that we use the notion of global weak L3,∞-solution (L3,∞ denotes a weak
Lebesgue space) which is slightly stronger than the notion of weak Lemarie-
Rieusset solutions. Global weak L3,∞-solutions have been introduced in [1] in
the case of the Navier-Stokes equations. In order to present the corresponding
definitions, we need the semigroup Sκ(t) associated to the Lame´ system, i.e.,
vκ(x, t) = Sκ(t)u0(x), where v
κ is a solution to the Cauchy problem:
∂tv
κ −∆vκ − κ∇div vκ = 0 (1.11)
in Q+ and
vκ(·, 0) = u0(·) (1.12)
in R3.
For example, in the case of (1.5), the definition of a global weak L3,∞-
solution is as follows.
Definition 1.1. We say that uκ is a global weak L3,∞−solution to the Cauchy
problem (1.5) and (1.7) in Q+ if the function
wκ = uκ − vκ (1.13)
3
has the following properties:
sup
0<t<T
∫
R3
|wκ(x, t)|2dx+
T∫
0
∫
R3
|∇wκ|2dxdt ≤ C(T ) <∞ (1.14)
for all T > 0;
∂tw
κ −∆wκ − κ∇divwκ + uκ · ∇uκ + u
κ
2
div uκ = 0 (1.15)
in the sense of distributions;
the function
t 7→
∫
R3
wκ(x, t) · w(x)dx, (1.16)
is continuous at each t ≥ 0 for all w ∈ L2(R3);
‖wκ(·, t)‖L2(R3) → 0 as t→ 0+; (1.17)
for a.a. t ∈]0, T [, the local energy inequality
1
2
∫ t
0
|uκ(x, t)|2φ(x, t)dx+
∫ t
0
∫
R3
(|∇uκ|2 + κ(div uκ)2)φ(x, t)dxdt
≤
∫ t
0
∫
R3
|uκ|2
2
(∂tφ+∆φ)dxdt+
∫ t
0
∫
R3
(
|uκ|2
2
− κdiv uκ)uκ · ∇φdxdt.
(1.18)
is valid for each non-negative test function φ ∈ C∞0 (Q+).
Remark 1.2. We have also an analogous definition for the Cauchy problem
(1.6) and (1.7).
Remark 1.3. It is easy to show that wκ is a turbulent solution in the Leray
sense, see [10]. In other words, for all t ∈ [0, T ],
1
2
∫
R3
|wκ(x, t)|2dx+
t∫
s
∫
R3
(|∇wκ|2 + κ|divwk|2)dxdt′ ≤ (1.19)
≤ 1
2
∫
R3
|wκ(x, s)|2dx+
t∫
s
∫
R3
(vκ ⊗ wκ + vκ ⊗ vκ) : ∇wkdxdt′+
4
+t∫
s
∫
R3
1
2
vκ · wκdivwκdxdt′
for a.a. s ∈ [0, T ], including s = 0.
Now, we start to formulate our results with the following statement.
Theorem 1.4. Assume that u0 ∈ L3,∞(R3). There exists at least one global
weak L3,∞− solution uκ to the Cauchy problem (1.5) and (1.7). Moreover,
the global energy estimate
‖wκ(·, t)‖2L2(R3) +
∫ t
0
∫
R3
|∇wκ(x, s)|2dxds
+ κ
∫ t
0
∫
R3
|divwκ|2dxds ≤ c0t 12
(
‖u0‖2L3,∞(R3) + ‖u0‖4L3,∞(R3)
)
, (1.20)
holds for all κ, t > 0 and for an absolute positive constant c0.
The proof of the above theorem is based on ideas developed in [1] and is
given in Appendix I.
As to a forward self-similar solutions, since it is unknown whether the
solution constructed in the above theorem is unique, there is no guarantee
that a (−1)-homogeneous initial data produces a scale invariant solution.
However, we are able to prove the following result.
Theorem 1.5. Let u0 ∈ C∞(R3 \ {0}) such that λu0(λx) = u0(x) for all
λ > 0. Then, given κ ≥ 0, there exists a smooth solution Uκ to the boundary
value problem (1.8) and (1.10) satisfying the decay estimates:
|∂α (Uκ(x)− V κ(x)) | ≤ C(α, κ, u0)
(1 + |x|)3+|α| , V
κ(x) := vκ(x, 1),
for all α ∈ N3 (with |α| = α1 + α2 + α3) and for all x ∈ R3.
Moreover, uκ(x, t) = 1√
t
Uκ( x√
t
) is a global weak L3,∞− solution to system
(1.5) with initial data u0, see (1.7).
Remark 1.6. The result in the above theorem holds also true for the bound-
ary value problem (1.9) and (1.10); with some simplifications in the compu-
tations due to the divergence structure of the nonlinearity. We do not give
the details of the computations for the sake of brevity.
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The proof of Theorem 1.5 can be done along the lines of the paper [5]
and it is given in Appendix II.
Now, we are able to state the main results of the paper. It is about
behaviour of solutions to the boundary value problem (1.8) and (1.10) as
κ → ∞. To this end, let us make a simple remark: if div u0 = 0, then
vκ(x, t) = v(x, t) = S(t)u0(x), where S(t) is a semigroup associated with the
usual heat equation.
Theorem 1.7. Let u0 ∈ C∞(R3\{0}) such that λu0(λx) = u0(x) for all λ > 0
and div u0 = 0. Let W
κ(x) = Uκ(x)− V (x), where Uκ is a smooth solution
to the boundary value problem (1.8) and (1.10) constructed in Theorem 1.5
and V (x) = v(x, 1). Then the following estimates are valid:
‖W κ‖2L2(R3)+‖∇W κ‖2L2(R3)+κ‖divUκ‖2L2(R3) ≤ c
(
‖u0‖2L3,∞(R3) + ‖u0‖4L3,∞(R3)
)
,
(1.21)
and
‖κdivUκ‖2L2(R3) ≤ c
(
‖u0‖2L3,∞(R3) + ‖u0‖4L3,∞(R3)
)2
, (1.22)
where c > 0 is a universal constant.
Moreover,∫
R3
|∇2W κ|2dx+ κ2
∫
R3
|∇divW κ|2dx ≤ C(‖u0‖L3,∞(R3)). (1.23)
Theorem 1.8. Under the assumptions of Theorem 1.7, there exists a subse-
quence, still indexed by κ, such that
W κ →W, ∇W κ →∇W, ∇2W κ →∇2W (1.24)
and
κ divwk ⇀ P κ∇divwk ⇀ ∇P (1.25)
in L2(R
3), where limiting functions U = V +W and P have the following
properties:
(i)
|∂αW (x)| ≤ C(α, u0)
(1 + |x|)3+|α| ; (1.26)
for all α ∈ N3 (with |α| = α1 + α2 + α3) and x ∈ R3;
(ii) the function u(x, t) = 1√
t
U( x√
t
) (together with p(x, t) = 1
t
P ( x√
t
)) is a
global weak L3,∞−solution (in the sense of Barker-Seregin-Sˇvera´k [1]) to the
incompressible Navier-Stokes system (1.1) with initial data u0.
Remark 1.9. Once more, the above result holds also for system (1.9).
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2 Preliminaries
Set QT1,T2 = Ω×]T1, T2[, where Ω is a domain in R3. The notation for mixed
Lebesgue and Sobolev spaces is as follows: Lm,n(QT1,T2) := Ln(T1, T2;Lm(Ω)),
the Lebesgue space with the norm
‖v‖m,n,QT1,T2 =


(∫ T2
T1
‖v(·, t)‖nLm(Ω)dt
)1/n
, 1 ≤ n <∞
esssupt∈(T1,T2)‖v(·, t)‖Lm(Ω), n =∞,
Lm(QT1,T2) = Lm,m(QT1,T2), ‖v‖m,m,QT1,T2 = ‖v‖m,QT1,T2 ;
W 1,0m,n(QT1,T2), W
2,1
m,n(QT1,T2) are the Sobolev spaces with mixed norm,
W 1,0m,n(QT1,T2) = {v,∇v ∈ Lm,n(QT1,T2)} ,
W 2,1m,n(QT1,T2) =
{
v,∇v,∇2v, ∂tv ∈ Lm,n(QT1,T2)
}
,
W 1,0m (QT1,T2) = W
1,0
m,m(QT1,T2), W
2,1
m (QT1,T2) =W
2,1
m,m(QT1,T2).
In this work Lp,∞(Ω) (0 < p < ∞) stands for the weak Lp(Ω) space of
functions f such that
‖f‖L3,∞(Ω) := sup
γ>0
{
γ|{x ∈ Ω : |f(x)| > γ}| 1p
}
<∞.
It is not difficult to show that Lp(Ω) ⊂ Lp,∞(Ω), and this holds for Ω with
finite measure or not (see [3] for more properties of this function space).
Those are a special case of the Lorentz spaces Lp,q(Ω) (with 0 < p, q ≤ ∞)
which consist, when p, q 6=∞, of functions f such that
‖f‖Lp,q(Ω) := p
1
q
(∫ ∞
0
sq−1|{x ∈ Ω : |f(x)| > s}| qp
) 1
q
<∞,
with L∞,q = {0} whenever 0 < q <∞ and Lp,p = Lp for every 0 < p ≤ ∞.
We use c or C to denote an absolute constant and we write C(A,B, . . .)
when the constant depends on the parameters A,B, . . ..
We record some estimates for the solutions to the Cauchy problem for
the Lame´ system.
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Proposition 2.1. Let Sκ(t) be the semigroup associated to the Lame´ system,
see the Cauchy problem (1.11) and (1.12). Then
‖Sκ(t)u0‖L3,∞(R3) ≤ c‖u0‖L3,∞(R3), ∀t ≥ 0. (2.1)
For 1 ≤ s1 ≤ s, we have
‖Sκ(t)u0‖Ls(R3) ≤ c(s, s1)
[
1 + (1 + κ)−
1
l
]
t−
1
l ‖u0‖Ls1 (R3), (2.2)
where
1
l
=
3
2
(
1
s1
− 1
s
)
.
Proof. The classical Calderon-Zygmund combined with real interpolation
methods allow us to get the existence of a unique function q0 up to a constant
(it doesn’t matter here since we are interested in the gradient of q0) such that
∆q0 = div u0 and
‖∇q0‖L3,∞(R3) ≤ c‖u0‖L3,∞(R3). (2.3)
Set u
(1)
0 := ∇q0 and u(0)0 := u0−u(1)0 ; notice that div u(0)0 = 0 and curl u(1)0 = 0
by definition. It is easy to check that ∆v1 = ∇div v1 and div v0 = 0, where
∂tv
1 − (1 + κ)∆v1 = 0, v1|t=0 = u(1)0
and
∂tv
0 −∆v0 = 0, v0|t=0 = u(0)0 .
Moreover,
Sκ(t)u0(·) = v0(·, t) + v1(·, t) = S(1 + κ)u(1)0 + S(1)u(0)0 . (2.4)
Finally, from (2.3) and (2.4), from the convolution structure of the heat
potential and from Young’s inequality for weak type spaces (see [3] Theorem
1.2.13), we get (2.1).
For (2.2), we see have instead
‖u(0)0 ‖Ls1 (R3) + ‖u
(1)
0 ‖Ls1 (R3) ≤ c(s1)‖u0‖Ls1(R3).
And once again, using the representation formula for solutions of the heat
equation, Young’s inequality and scaling arguments, we have (2.2). This
concludes the proof.
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3 Uniform Estimates
In this section we are going to prove Theorem 1.7.
Since estimate (1.21) follows from estimate (1.20), our main goal now is
to prove the following bound∫ T
0
∫
R3
|κdivwκ|2dxds ≤ cT 12
(
‖u0‖2L3,∞(R3) + ‖u0‖4L3,∞(R3)
)2
(3.1)
for all T > 0 and for an absolute constant c > 0, see notation in Section 1.
Its proof is divided into three parts.
Part I [A priori estimates]. We focus here, only, on system (1.5) since
things are the same for system (1.6) with some simplifications due to the
divergence structure of the non-linearity. We recall that uκ = wκ + v and
Uκ(x) := uκ(x, 1) and uκ(x, t) =
1√
t
Uκ
(
x√
t
)
v(x, t) = S(t)u0(x) =
1√
t
V
( x√
t
)
and W κ := Uκ − V
(notice that div v = 0 in Q+ := R
3×]0,∞[ since div u0 = 0) and
∂tw
κ −∆wκ − κ∇divwκ = −(wκ · ∇wκ + w
κ
2
divwκ)− (v · ∇wκ + v
2
divwκ
+ wκ · ∇v + v · ∇v) (3.2)
in Q+.
Now, we introduce the functions wκ,1, wˆκ,i and pκi (i = 1, 2, 3) as solutions
to the following Cauchy problems

 ∂tw
κ,1 −∆wκ,1 − κ∇divwκ,1 = −(wκ · ∇wκ + w
κ
2
divwκ) in Q+
wκ,1|t=0 = 0 in R3,
(3.3)


∂twˆ
κ,1 −∆wˆκ,1 +∇pκ1 = −(v · ∇wκ +
1
2
div (v ⊗ wκ)) in Q+
div wˆκ,1 = 0 in Q+
wˆκ,1|t=0 = 0 in R3,
(3.4)
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

∂twˆ
κ,2 −∆wˆκ,2 +∇pκ2 = −
1
2
wκ · ∇v in Q+
div wˆκ,2 = 0 in Q+
wˆκ,2|t=0 = 0 in R3,
(3.5)
and 

∂twˆ
κ,3 −∆wˆκ,3 +∇pκ3 = −v · ∇v in Q+
div wˆκ,3 = 0 in Q+
wˆκ,3|t=0 = 0 in R3.
(3.6)
The proof for the unique solvability of the above Cauchy problems (3.3)-(3.6)
in the energy class
sup
0<t<T
(
‖wκ,1(·, t)‖2L2(R3) + ‖wˆκ,i(·, t)‖2L2(R3)
)
+
∫ T
0
∫
R3
(|∇wκ,1(x, t)|2 + |∇wˆκ,i(x, t)|2) dxdt < +∞, ∀T > 0 (3.7)
and ∫ T
0
∫
R3
|pκi (x, t)|2dxdt <∞, ∀T > 0 (i = 1, 2, 3) (3.8)
is more or less standard, see estimates below and Part III.
We now derive some uniform (in κ) L2-estimates for the pressure functions
pκi in QT := R
3×]0, T [. From (3.4), we have
−∆pκ1 = div div (wκ ⊗ v +
1
2
v ⊗ wκ),
thus
‖pκ1(·, t)‖L2(R3) ≤ c‖|wκ(·, t)| · |v(·, t)|‖L2(R3)
≤ c‖wκ(·, t)‖L6,2(R3)‖v(·, t)‖L3,∞(R3)
≤ c‖u0‖L3,∞‖∇wκ(·, t)‖L2(R3),
for a.e. t ∈]0, T [. Consequently, taking into account Theorem 1.4, we find
∫ T
0
∫
R3
|pκ1(x, t)|2dxdt ≤ cT
1
2‖u0‖2L3,∞(R3)
(
‖u0‖2L3,∞(R3) + ‖u0‖4L3,∞(R3)
)
,
(3.9)
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for all T > 0.
Next, we have
−∆pκ2 = div (
1
2
wκ · ∇v),
and thus
‖∇pκ2(·, t)‖L 65 ,2(R3) ≤ c‖w
κ(·, t)‖L2(R3)‖∇v(·, t)‖L3,∞(R3)
≤ c
t
1
2
‖wκ(·, t)‖L2(R3)‖u0‖L3,∞(R3) for a.e. t ∈]0, T [,
where the last inequality is a consequence of Young’s inequality for weak
type spaces (see [3], Theorem 1.2.13) and L1(R
3)-estimate for the gradient of
the heat kernel. Consequently, changing the pκ2 in a suitable way, applying
Sobolev embedding and Theorem 1.4, we find∫ T
0
∫
R3
|pκ2(x, t)|2dxdt ≤ cT
1
2‖u0‖2L3,∞(R3)
(
‖u0‖2L3,∞(R3) + ‖u0‖4L3,∞(R3)
)
,
(3.10)
for all T > 0. Finally, we have
−∆pκ3 = div div (v ⊗ v),
thus
‖pκ3(·, t)‖L2(R3) ≤ c‖v(·, t)‖2L4(R3)
≤ c
t
1
4
‖u0‖2L3,∞(R3) for a.e. t ∈]0, T [,
where again the last estimate follows from the convolution structure of the
heat potential and the corresponding inequalities. Consequently,∫ T
0
∫
R3
|pκ3(x, t)|2dxdt ≤ cT
1
2‖u0‖4L3,∞ , (3.11)
for all T > 0. In conclusion, we have obtained that
3∑
i=1
∫ T
0
∫
R3
|pκi (x, t)|2dxdt ≤ cT
1
2‖u0‖2L3,∞(R3)
(
‖u0‖2L3,∞(R3) + ‖u0‖4L3,∞(R3)
)
,
(3.12)
for all T > 0.
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Going back once more to Theorem 1.4, we see that
‖W κ‖2L2(R3) + ‖∇W κ‖2L2(R3) ≤ c
(
‖u0‖2L3,∞(R3) + ‖u0‖4L3,∞(R3)
)
;
therefore, by Sobolev embedding, we have
‖W κ‖L3(R3) ≤ c
(
‖u0‖2L3,∞(R3) + ‖u0‖4L3,∞(R3)
) 1
2
,
where c > 0 is an absolute constant independent of κ. Consequently, we have
sup
0<t<∞
‖wκ(·, t)‖L3(R3) ≤ c
(
‖u0‖2L3,∞(R3) + ‖u0‖4L3,∞(R3)
) 1
2
. (3.13)
From the latter estimate, we have (thanks again to Theorem 1.4) that
‖wκ · ∇wκ + w
κ
2
divwκ‖2L 6
5
,2
(R3×]0,T [) ≤ cT
1
2
(
‖u0‖2L3,∞(R3) + ‖u0‖4L3,∞(R3)
)2
.
(3.14)
Now, let us introduce the functions (whose existence’s justification is
similar to the one of wˆκ,2 and pκ2)
zκ ∈ L2,∞(QT ) ∩W 1,02 (QT ) ∀T > 0,
and
qκ ∈ L2(QT ) ∀T > 0,
such that

∂tz
κ −∆zκ +∇qκ = −(wκ · ∇wκ + w
κ
2
divwκ) in Q+
div zκ = 0 in Q+
zκ|t=0 = 0 in R3
(3.15)
From the equation
−∆qκ = div (wκ · ∇wκ + w
κ
2
divwκ),
estimate (3.14) and thanks to Sobolev embedding, we see that the pressure
qκ can be chosen so that, for all T > 0, the following inequality is valid:∫ T
0
∫
R3
|qκ(x, t)|2dxdt ≤ cT 12
(
‖u0‖2L3,∞(R3) + ‖u0‖4L3,∞(R3)
)2
. (3.16)
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Now, we set w¯κ,1 := wκ,1 − zκ and we see that{
∂tw¯
κ,1 −∆w¯κ,1 − κ∇div w¯κ,1 = ∇qκ in Q+
w¯κ,1|t=0 = 0 in R3
(3.17)
Similarly to what has been done in the proof of Theorem 1.4, we get for all
t > 0 the energy estimate:
1
2
∫
R3
|w¯κ,1(x, t)|2dx+
∫ t
0
∫
R3
|∇w¯κ,1(x, s)|2dxds
+κ
∫ t
0
∫
R3
|div w¯κ,1(x, s)|2dxds ≤
(∫ t
0
∫
R3
|qκ|2dxds
) 1
2
(∫ t
0
∫
R3
|div w¯κ,1|2dxds
) 1
2
.
We multiply both sides of the above inequality by κ and use Young’s inequal-
ity to obtain
κ
∫
R3
|w¯κ,1(x, t)|2dx+ κ
∫ t
0
∫
R3
|∇w¯κ,1(x, s)|2dxds
+
∫ t
0
∫
R3
|κdiv w¯κ,1(x, s)|2dxds ≤
∫ t
0
∫
R3
|qκ|2dxds;
thus, thanks to (3.16), we find that
κ
∫
R3
|w¯κ,1(x, T )|2dx+ κ
∫ T
0
∫
R3
|∇w¯κ,1(x, s)|2dxds
+
∫ T
0
∫
R3
|κdiv w¯κ,1(x, s)|2dxds ≤ cT 12
(
‖u0‖2L3,∞(R3) + ‖u0‖4L3,∞(R3)
)2
,
for all T > 0. Since div zκ = 0, we finally obtain that∫ T
0
∫
R3
|κdivwκ,1(x, s)|2dxds ≤ cT 12
(
‖u0‖2L3,∞(R3) + ‖u0‖4L3,∞(R3)
)2
, (3.18)
for all T > 0. Let us mention that the trick to get the space-time uniform L2-
estimate for the term κdivwκ,1 is inspired by a similar estimate established
in [7] for the stationary Lame´ system and will be used once more in the next
step.
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Part II. We introduce the following functions
wˆκ :=
3∑
i=1
wˆκ,i, wκ,2 := wκ − wκ,1 − wˆκ and pκ :=
3∑
i=1
pκi ;
we get that {
∂tw
κ,2 −∆wκ,2 − κ∇divwκ,2 = ∇pκ in R3 × R+
wκ,2|t=0 = 0 in R3,
(3.19)
and again, by means reminiscent to what has been done in the proof of
Theorem 1.4, we find for all t > 0 another energy estimate:
1
2
∫
R3
|wκ,2(x, t)|2dx+
∫ t
0
∫
R3
|∇wκ,2(x, s)|2dxds
+κ
∫ t
0
∫
R3
|divwκ,2(x, s)|2dxds ≤
(∫ t
0
∫
R3
|pκ|2dxds
) 1
2
(∫ t
0
∫
R3
|divwκ,2|2dxds
) 1
2
.
Multiplying both sides of the previous inequality by κ and using Young’s
inequality, we get
κ
∫
R3
|wκ,2(x, t)|2dx+ κ
∫ t
0
∫
R3
|∇wκ,2(x, s)|2dxds
+
∫ t
0
∫
R3
|κdivwκ,2(x, s)|2dxds ≤
∫ t
0
∫
R3
|pκ(x, s)|2dxds,
and thanks to (3.12), we finally find that
κ
∫
R3
|wκ,2(x, T )|2dx+ κ
∫ T
0
∫
R3
|∇wκ,2(x, t)|2dxdt
+
∫ T
0
∫
R3
|κdivwκ,2|2dxds ≤ cT 12‖u0‖2L3,∞(R3)
(
‖u0‖2L3,∞(R3) + ‖u0‖4L3,∞(R3)
)
,
(3.20)
for all T > 0. By noticing that div wˆκ = 0 and taking into account (3.18),
we arrive at estimate (3.1).
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Part III. All that is left in order to finish the proof of (3.1) is to justify
the construction of the functions wκ,1, wˆκ,i and pκi (i = 1, 2, 3) such that
(3.7) and (3.8) hold. For the functions wˆκ,i and pκi , the existence comes from
results on the inhomogeneous heat equation in the whole space together with
estimates established earlier for the terms:
v · ∇wκ + 1
2
div (v ⊗ wκ), 1
2
wκ · ∇v and v · ∇v.
Therefore, we skip the details for the sake of brevity.
Now for the construction of wκ,1, we go back to the function qκ such that
−∆qκ = div (wκ · ∇wκ + w
κ
2
divwκ),
and introduce the function Qκ := ∇qκ + wκ · ∇wκ + 1
2
wκdivwκ such that
divQκ = 0 and the following estimates holds (see (3.14))
‖Qκ‖L 6
5
,2
(QT ) + ‖∇qκ‖L 6
5
,2
(QT ) <∞,
for all T > 0.
Now, let us look for the solution to the Cauchy problem (3.3) in the form
wκ,1 = wκ,11 + wκ,12, where
sup
0<t<T
‖wκ,1i(·, t)‖2L2(R3) +
∫ T
0
∫
R3
|wκ,1i(x, t)|2dxdt <∞, (i = 1, 2)
for all T > 0 and{
∂tw
κ,11 −∆wκ,11 = Qκ in Q+
wκ,11|t=0 = 0 in R3,
and
{
∂tw
κ,12 − (1 + κ)∆wκ,12 = ∇qκ in Q+
wκ,12|t=0 = 0 in R3.
Now, notice that divwκ,11 = and curlwκ,12 = 0 inQ+ and ∆w
κ,12 = ∇divwκ,12
and we are done by setting wκ,1 := wκ,11 + wκ,12. This concludes the proof
of (3.1).
Corollary 3.1. Let Uκ and W κ be defined in the proof of the previous theo-
rem, see Part I. Then, the following estimates hold
‖W κ‖2L2(R3)+‖∇W κ‖2L2(R3)+κ‖divUκ‖2L2(R3) ≤ c
(
‖u0‖2L3,∞(R3) + ‖u0‖4L3,∞(R3)
)
,
and
‖κ divUκ‖2L2(R3) ≤ c
(
‖u0‖2L3,∞(R3) + ‖u0‖4L3,∞(R3)
)2
,
where c > 0 is a universal constant.
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Now, our goal is to establish a uniform H2-estimate (1.23) (with respect
to κ) for the forward self-similar profile Uκ. We recall once again that:
Uκ = V +W κ, div u0 = 0,
|∂αW κ(x)| ≤ c(κ, u0)
(1 + |x|)3+|α| , |∂
αV (x)| ≤ c(u0)
(1 + |x|)1+|α| .
The above decay estimates make legitimate the upcoming integration by
part. Let us also recall the following known formulae:
v ·∆v = −|∇v|2 +∆ |v|
2
2
, ∆v = ∇div v − curl (curl v)
div (x · ∇v) = x · ∇div v + div v, curl (x · ∇v) = x · ∇curl v + curl v.
(3.21)
We find from (1.8) the following equation for W κ:
−∆W κ − κ∇divW κ − x
2
· ∇W κ − W
κ
2
+ Uκ · ∇W κ + U
κ
2
divW κ
+ Uκ · ∇V = 0 in R3. (3.22)
Now, let us multiply system (3.22) by ∆W κ and integrate over the whole
space to obtain (thanks also to the formulas (3.21)):
∫
R3
|∆W κ|2dx+ κ
∫
R3
|∇divW κ|2dx ≤ κ
∫
R3
∇divW κ · curl (curlW κ)dx
− 1
2
∫
R3
(x · ∇W κ) · ∇divW κdx+ 1
2
∫
R3
(x · ∇W κ) · curl (curlW κ)dx
+
1
2
∫
R3
|∇W κ|2dx− 1
4
∫
R3
∆|W κ|2dx+ c‖|Uκ||∇W κ|‖L2(R3)‖∇2W κ‖L2(R3)
+ ‖Uκ‖L4(R3)‖∇V ‖L4(R3)‖∇W k‖L2(R3). (3.23)
Next, we have
‖|Uκ||∇W κ|‖L2(R3) ≤ c‖Uκ‖L6(R3)‖∇W κ‖L3(R3)
≤ c(‖V ‖L6(R3) + ‖∇W k‖L2(R3))‖∇W k‖
1
2
L2(R3)‖∇2W k‖
1
2
L2(R3) ≤
≤ c(‖u0‖L3,∞(R3))‖∇2W k‖
1
2
L2(R3),
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‖∇V ‖L4(R3) ≤ c‖u0‖L3,∞(R3),
and
‖∇2W κ‖L2(R3) ≤ c‖∆W κ‖L2(R3).
Using inequality (3.23), successive integration by parts, the above estimates
and the energy estimates for W κ, we find∫
R3
|∇2W κ|2dx+ κ
∫
R3
|∇divW κ|2dx ≤ c(‖u0‖L3,∞(R3)). (3.24)
Finally, let us establish the uniform L2-estimate for κ∇divW κ. To achieve
this, we set
F κ := −∆W κ − W
κ
2
+ Uκ · ∇W κ + U
κ
2
divW κ + Uκ · ∇V,
and see from the above computations that
‖F κ‖L2(R3) ≤ c(‖u0‖L3,∞(R3)).
Now, writing
κ∇divW κ = −x
2
· ∇W κ + F κ,
we get
κ2
∫
R3
|∇divW κ|2dx ≤ −1
2
∫
R3
(x · ∇W κ) · κ∇divW κdx+ ‖F κ‖L2(R3)‖κ∇divW κ‖L2(R3)
≤ −κ
4
∫
R3
(divW κ)2dx+ ‖F κ‖L2(R3)‖κ∇divW κ‖L2(R3).
Using Cauchy’s inequality, we obtain that
κ2
∫
R3
|∇divW κ|2dx ≤ c(‖u0‖L3,∞(R3)). (3.25)
4 Proof of Theorem 1.8
From Theorem 1.7, it follows that there exists subsequence (still denoted in
the same way as W κ) such that
W κ ⇀ W, ∇W κ ⇀ ∇W, ∇2W κ ⇀ ∇2W (4.1)
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and
κdivwk ⇀ P κ∇divwk ⇀ ∇P (4.2)
in L2(R
3). We also can state that
W k → W (4.3)
in L4,loc(R
3) and a.e. in R3, and
sup
κ
sup
x∈R3
|W k(x)| <∞. (4.4)
Having the above convergence, it is easy to show that the limit functions U
and P satisfy the profile equations (1.3).
Now, let us justify strong convergence. Let U¯κ := Uκ − U = W κ −W .
Next, we get from (1.5) and (1.3)
−∆U¯κ − κ∇div U¯κ +∇P + Uκ · ∇U¯κ + U¯
κ
2
divUκ +
U
2
divUκ
+ U¯κ · ∇U − x
2
· ∇U¯κ − 1
2
U¯κ = 0 in R3. (4.5)
Multiplying the previous equation by U¯κ and integrating on the whole of R3,
we obtain (the latter can be verified by suitable cut-off and passing to the
limit with the help of (4.1) and (4.2)) that
∫
R3
|∇U¯κ|2dx+κ
∫
R3
|div U¯κ|2dx+1
4
∫
R3
|U¯κ|2dx ≤ ‖P‖L2(R3)
κ
‖κdivUκ‖L2(R3)
+
1
2κ
‖U‖L4(R3)‖U¯κ‖L4(R3)‖κdivUκ‖L2(R3) +
∫
R3
|U¯κ|2|∇U |dx.
Since L4-norm of U and U¯
κ are uniformly bounded, it is enough to show
that the last term on the right hand side of the above inequality tends to
zero as κ→∞. Indeed,∫
R3
|U¯κ|2|∇U |dx ≤
(∫
R3
|U¯κ|2
) 1
2
(∫
R3
|U¯κ|2|∇U |2
) 1
2
.
The first factor on the right hand of the latter inequality is bounded while
the second one tends to zero by Lebesgue theorem, see (4.3) and (4.4).
18
Now, let us notice the following identity
sup
0<τ≤t
∫
R3
|uκ(x, τ)− u(x, τ)|2dx+
∫ t
0
∫
R3
|∇(uκ − u)|2dxdτ =
=
√
t
∫
R3
(|U¯κ|2 + 2|∇U¯κ|2)dx,
where u(x, t) = 1√
t
U( x√
t
). It is not so difficult to deduce from the above
identity that in fact u is a global weak L3,∞-solution to the Navier-Stokes
system. To this end, one needs to take into account semigroup estimates and
the above strong convergence.
Now, since u(x, t) = 1√
t
U( x√
t
) is a global weak L3,∞-solution to the Navier-
Stokes system, estimates (1.26) are true as well. It is shown in [5].
To show the strong convergence of ∇2U¯κ in L2(R3) to zero, it is sufficient
to multiply equation (4.5) by ∆U¯κ and use the strong convergence of U¯κ and
∇U¯κ, and the weak convergence of ∇2U¯κ in L2(R3) to zero.
5 Appendix I: Existence of Global Weak L3,∞-
solutuions
In this section, we are going to prove Theorem 1.4. Let us start with recording
the known fact about the decomposition in Lorentz spaces; for a proof, we
refer to Lemma 3.1 in [12].
Lemma 5.1. Take 1 < t < r < s < ∞, and suppose that g ∈ Lr,∞(R3).
Then for any N > 0, set g¯N := g1|g|≤N and gˆN := g − g¯N . Then
‖g¯N‖sLs(R3) ≤
s
s− rN
s−r‖g‖rLr,∞(R3) −N s
∣∣{x ∈ R3 : |g(x)| > N}∣∣
and
‖gˆN‖tLt(R3) ≤
r
r − tN
t−r‖g‖rLr,∞(R3).
We will only justify the estimate (1.20) of the theorem because once we
get this as a priori estimate, the machinery used to prove existence is fairly
standard (see [1] for instance).
The proof is divided into two steps:
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Step I. Let uκ(x, t) = Sκ(t)u0+w
κ be a global weak L3,∞−solution to (1.5)
with initial data u0 ∈ L3,∞(R3). We apply Lemma 5.1 to get u0 = u¯N0 + uˆN0
and we introduce the following functions
v¯N(x, t) := Sκ(t)u¯
N
0 (x), (5.1)
vˆN(x, t) := Sκ(t)uˆ
N
0 (x) (5.2)
and
wN(x, t) := wκ(x, t) + vˆN(x, t)(= uκ(x, t)− v¯N(x, t)), (5.3)
for all (x, t) ∈ Q+ (here we omit the dependence of v¯N , vˆN and wN with
respect to κ just for the sake of simplicity). By assumption and taking for
instance r = 3, t = 2 in Lemma 5.1, we have that
sup
0<s<t
‖wN(·, s)‖2L2(R3) +
∫ t
0
∫
R3
|∇wN(x, s)|2dxds <∞ ∀t > 0,
lim
t→0+
‖wN(·, t)− uˆN0 ‖L2(R3) = 0, (5.4)
and
∂tw
N −∆wN − κ∇divwN + uκ · ∇uκ + u
κ
2
div uκ = 0 in Q+. (5.5)
From the construction of the semigroup Sκ(t) in Proposition 2.1, it follows
that if a ∈ Ls(R3) (1 < s <∞) then ‖Sκ(t)a−a‖Ls(R3) → 0 as t→ 0+; which
gives us (5.4).
Let 0 ≤ ϕ ∈ C∞0 (B) be such that ϕ ≡ 1 inB(1/2) and ϕ ≡ 0 inB\B(3/4);
we define, for every R > 0, ϕR(x) := ϕ(x/R). Now, from equation (5.5) and
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the definition (5.3), we can get that for all t > 0
1
2
∫
B(R)
|wN(x, t)|2ϕR(x)dx+
∫ t
0
∫
B(R)
|∇wN |2ϕRdxds
+κ
∫ t
0
∫
B(R)
|divwκ|2ϕRdxds = 1
2
∫
B(R)
|uˆN0 (x)|2ϕRdx+
1
2
∫ t
0
∫
B(R)
|wN |2∆ϕRdxds
− κ
∫ t
0
∫
B(R)
divwNwN · ∇ϕRdxds+ 1
2
∫ t
0
∫
B(R)
|wN |2wN · ∇ϕRdxds
+
∫ t
0
∫
B(R)
(
(wN · ∇wN) · v¯N − (v¯N · ∇wN) · wN + 1
2
v¯N · wNdivwN
)
ϕRdxds
+
∫ t
0
∫
B(R)
(v¯N · ∇wN) · v¯NϕRdxds+
∫ t
0
∫
B(R)
wN · ∇ϕRv¯N · wNdxds
+
∫ t
0
∫
B(R)
v¯N · ∇ϕRv¯N · wNdxds; (5.6)
where, for simplicity, we write the right-hand side of the previous identity as
follows
1
2
∫
B(R)
|uˆN0 (x)|2ϕRdx+
7∑
k=1
Ik(R).
The aim now is to estimate the Ik’s and take the limit R→∞. To this end,
we need the following known estimate:
‖a‖s,l,QT ≤ c(s, l)|a|2,QT , (5.7)
for 2 ≤ s ≤ 6 and l satisfying
3
s
+
2
l
=
3
2
;
here
|a|2,QT =
(
esssup0<t<T ‖a(·, t)‖2L2(Ω) + ‖∇a‖22,QT
) 1
2 .
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We have
I1(R) + I2(R) + I3(R) ≤ ct
R2
sup
0<s<t
‖wN(·, s)‖2L2(R3)
+
κct
1
2
R
sup
0<s<t
‖wN(·, s)‖L2(R3)
(∫ t
0
∫
R3
|∇wN(x, s)|2dxds
) 1
2
+
ct
1
2
R
(∫ t
0
(∫
R3
|wN(x, s)|3dx
) 4
3
ds
) 1
2
→ 0 as R→∞;
Next,
I4(R) ≤ 5
2
∫ t
0
(∫
B(R)
|∇wN |2ϕRdx
) 1
2
(∫
B(R)
|wNϕ
1
2
R|3dx
) 1
3
(∫
R3
|v¯N |6dx
) 1
6
ds,
but by interpolation, we find
‖wNϕ 12‖L3(B(R)) ≤ ‖wNϕ
1
2‖
1
2
L2(B(R))
‖wNϕ 12‖
1
2
L6(B(R))
≤ c
(∫
B(R)
|wN |2ϕRdx
) 1
4
[(∫
B(R)
|∇wN |2ϕRdx
) 1
4
+
(∫
B(R)
|∇ϕ
1
2
R|2|wN |2dx
) 1
4
]
;
consequently
I4(R) ≤ c
∫ t
0
(∫
B(R)
|∇wN |2ϕRdx
) 3
4
(∫
B(R)
|wN |2ϕRdx
) 1
4
(∫
R3
|v¯N |6dx
) 1
6
ds
+
c
R
1
2
∫ t
0
(∫
B(R)
|∇wN |2ϕRdx
) 1
2
(∫
B(R)
|wN |2dx
) 1
2
(∫
R3
|v¯N |6dx
) 1
6
ds
≤ ǫ1
∫ t
0
∫
B(R)
|∇wN |2ϕRdx+ c(ǫ1)
∫ t
0
(∫
R3
|v¯N |6dx
) 2
3
(∫
B(R)
|wN |2ϕRdx
)
ds
+ I
(0)
4 (R),
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with ǫ1 > 0 and
I
(0)
4 (R) :=
c
R
1
2
∫ t
0
(∫
B(R)
|∇wN |2ϕRdx
) 1
2
(∫
B(R)
|wN |2dx
) 1
2
(∫
R3
|v¯N |6dx
) 1
6
ds
≤ ct
1
2
R
1
2
‖u¯N0 ‖L6(R3) sup
0<s<t
‖wN(·, s)‖L2(R3)
(∫ t
0
∫
R3
|∇wN(x, s)|2dxds
) 1
2
→ 0 as R→∞,
where Proposition 2.1 was used (with s = s1 = 6) in the last inequality.
For I5(R), we have
I5(R) ≤ ǫ2
∫ t
0
∫
B(R)
|∇wN |2ϕRdx+ c(ǫ2)
∫ t
0
∫
R3
|v¯N |4dxds
≤ ǫ2
∫ t
0
∫
B(R)
|∇wN |2ϕRdx+ c(ǫ2)Nt‖u0‖3L3,∞(R3),
where we used Proposition 2.1 (with s = s1 = 4) and Lemma 5.1 (with s = 4
and r = 3) in the last inequality.
Finally,
I6(R) + I7(R) ≤ ct
1
4
R
1
4
‖u¯N0 ‖L4(R3)
(∫ t
0
(∫
R3
|wN |4dx
) 2
3
ds
) 3
4
+
ct
R
‖u¯N0 ‖2L4(R3) sup
0<s<t
‖wN‖L2(R3) → 0 as R→∞.
Summarising our efforts, we get (from (5.6)) that
1
2
∫
B(R)
|wN(x, t)|2ϕR(x)dx+
∫ t
0
∫
B(R)
|∇wN |2ϕRdxds
+κ
∫ t
0
∫
B(R)
|divwκ|2ϕRdxds ≤ 1
2
∫
B(R)
|uˆN0 (x)|2ϕRdx+(ǫ1+ǫ2)
∫ t
0
∫
B(R)
|∇wN |2ϕRdxds
+c(ǫ1)
∫ t
0
(∫
R3
|v¯N |6dx
) 2
3
(∫
B(R)
|wN |2ϕRdx
)
ds+c(ǫ2)Nt‖u0‖3L3,∞(R3)+J(R),
with J(R)→ 0 as R→∞. Choosing suitably ǫ1 and ǫ2, and using Proposi-
tion 2.1 and Lemma 5.1, in order to get(∫
R3
|v¯N |6dx
) 2
3
≤ cN2‖u0‖2L3,∞(R3),
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we find that∫
B(R/2)
|wN(x, t)|2dx+
∫ t
0
∫
B(R/2)
|∇wN |2dxds
+ κ
∫ t
0
∫
B(R/2)
|divwκ|2dxds ≤
∫
B(R)
|uˆN0 (x)|2dx+
c
(
N2‖u0‖2L3,∞(R3)
∫ t
0
∫
B(R)
|wN(x, s)|2dxds+Nt‖u0‖3L3,∞(R3)
)
+ 2J(R).
Finally, taking the limit R→∞ in the above inequality, we get
∫
R3
|wN(x, t)|2dx+
∫ t
0
∫
R3
|∇wN |2dxds
+ κ
∫ t
0
∫
R3
|divwκ|2dxds ≤
∫
R3
|uˆN0 (x)|2dx+
c
(
N2‖u0‖2L3,∞(R3)
∫ t
0
∫
R3
|wN(x, s)|2dxds+Nt‖u0‖3L3,∞(R3)
)
, (5.8)
for all t > 0. By Applying Gronwall’s lemma to (5.8), we obtain∫
R3
|wN(x, t)|2dx ≤
(∫
R3
|uˆN0 (x)|2dx+N−1‖u0‖L3,∞(R3)
)
exp(cN2t‖u0‖2L3,∞(R3)),
(5.9)
for all t > 0. Now, by substituting (5.9) in (5.8) and using the fact that∫
R3
|uˆN0 (x)|2dx ≤ cN−1‖u0‖3L3,∞(R3),
and, we obtain
∫
R3
|wN(x, t)|2dx+
∫ t
0
∫
R3
|∇wN |2dxds
+κ
∫ t
0
∫
R3
|divwκ|2dxds ≤ cN−1
(
‖u0‖L3,∞(R3) + ‖u0‖3L3,∞(R3)
)
exp(cN2t‖u0‖2L3,∞(R3))
+ cNt‖u0‖3L3,∞(R3), (5.10)
for all t > 0 and N > 0.
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Step II. Firstly, let us notice that
‖vˆN(·, t)‖2L2(R3)+2
∫ t
0
∫
R3
[|∇vˆN |2 + κ(div vˆN)2] dxds = ‖uˆN0 ‖2L2(R3)(≤ cN−1‖u0‖3L3,∞(R3)),
for all t > 0. Secondly, going back to the definition of wN (see (5.3)) and
using the above identity, we see that∫
R3
|wκ(x, t)|2dx+
∫ t
0
∫
R3
|∇wκ|2dxds
+κ
∫ t
0
∫
R3
|divwκ|2dxds ≤ cN−1
(
‖u0‖L3,∞(R3) + ‖u0‖3L3,∞(R3)
)
exp(cN2t‖u0‖2L3,∞(R3))
+ cNt‖u0‖3L3,∞(R3), (5.11)
for all t > 0 and N > 0. Selecting now
N =
1√
2ct‖u0‖2L3,∞(R3)
,
we finally find∫
R3
|wκ(x, t)|2dx+
∫ t
0
∫
R3
|∇wκ|2dxds
+ κ
∫ t
0
∫
R3
|divwκ|2dxds ≤ c0t 12
(
‖u0‖2L3,∞(R3) + ‖u0‖4L3,∞(R3)
)
, (5.12)
for all t > 0 and a universal constant c0 > 0. The same machinery works for
system (1.6). This concludes the proof.
6 Appendix II: Existence of Forward Self-Similar
Solutions
The following two results are needed in the proof of the existence of forward
self-similar solutions for our models. Our setting is as follows: we take an
initial data u0 = (u
1
0, u
2
0, u
3
0) which is a (−1)-homogeneous vector field such
that u0|∂B1 ∈ C∞(∂B1). In this case, one can steadily show that
|∂αu0(x)| ≤ C(α, u0)|x|1+|α| , ∀α ∈ N
3.
We have the following decay estimate.
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Theorem 6.1 (A priori estimate for forward self-similar solutions). Let u0
as above and u be a scale invariant global weak L3,∞−solution to system (1.5)
or (1.6). Then, the solution profile U(·)(:= u(·, 1)) belongs to C∞(R3) and
|∂α(U − Sκ(1)u0)(x)| ≤ C(α, κ, u0)
(1 + |x|)3+|α| ,
for all α ∈ N3 (with |α| = α1 + α2 + α3).
Proof. The proof of this theorem follows the same ideas as the proof of a
similar result obtained in [5] for the incompressible Navier-Stokes system
(the difference here being that the leading term in our system is the Lame´
operator). It requires a lot of technical intermediate results which are not
the point of this work. However, for the reader’s convenience we outline the
proof here; see [4] for a detailed proof. Following [5], we should investigate
local regularity of our solutions at the initial moment of time; this leads to
the statement:
Proposition 6.2. Let u0 ∈ L3,∞(R3). Suppose in addition that M :=
‖u0‖Cγ(B(2)) <∞. Then, there exists a positive time T = T (κ,M, ‖u0‖L3,∞(R3))
such that any global weak L3,∞−solution u to (1.5) or (1.6) satisfies:
‖u‖
Cγ,
γ
2 (B(1/4)×[0,T ]) ≤ C(γ, κ,M, ‖u0‖L3,∞(R3)).
The idea behind the proof of this statement is as follows: we localise the
initial data u0 in B and then solves system (1.5) or system (1.6) for this
localised initial data. The resulting solution a is smooth and we proceed to
show that the difference u − a, which is now null at t = 0, remains regular
near the initial time by ǫ−regularity. We give the details of this claim’s proof
in [4].
We know that u(x, t) = 1√
t
U
(
x√
t
)
, t > 0, where U(·) = Sκ(1)u0+W (·, 1),
and estimates for W are given by Corollary 3.1. Thus, it’s not too difficult
to see that
√
t∗
∫
B(1/
√
t∗)
|U(y)|2dy+√t∗
∫
B(1/
√
t∗)
|∇U(y)|2dy ≤ C(κ, ‖u0‖C(∂B))(1+
√
t∗),
(6.1)
for all t∗ > 0.
On the other hand, for all |x0| = 8, we have u0 ∈ C∞(B(x0, 4)). There-
fore, by the above proposition and by some simple bootstrapping arguments
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(with estimate (1.20) at hand for the case of system (1.5)), we have that
there exists T2 = T2(κ, u0) > 0 such that
‖∂t∂αu‖L∞(B(x0,1/8)×[0,T2]) ≤ C(α, κ, u0), (6.2)
for all global weak L3,∞−solution u to system (1.5) or system (1.6) with initial
data u0. Since, for all λ > 0, the scaled function u
λ(x, t) = λu(λx, λ2t) is
also a global weak L3,∞−solution to (1.5) or (1.6) with initial data u0, then
(6.2) holds also for uλ and we find
|λ1+|α|∂αu(λx0, λ2t)− ∂αu0(x0)| ≤ C(α, κ, u0)t.
Setting y = x0/
√
t, and by using the homogeneity of ∂αu0, we have:
|∂α(U − u0)(y)| ≤ C(α, κ, u0)|y|3+|α| , ∀|y| >
8√
T2
. (6.3)
Now, we choose t∗ = t∗(κ, u0) in (6.1) sufficiently small so that∫
B( 16√
T2
)
(|U(y)|2 + |∇U(y)|2dy) ≤ C(κ, u0). (6.4)
Since the profile U satisfies either (1.8) or (1.9), elliptic theory estimates give
us:
‖U‖
Ck(B(9/
√
T2))
≤ C(κ, k, u0) (k = 0, 1, 2 . . .) (6.5)
Going back to the definition of the semigroup Sκ(t) in Proposition 2.1, we
obtain that
‖∂αSκ(1)u0‖L∞(R3) ≤ C(α, κ, u0)
and
|∂α(Sκ(1)u0 − u0)(x)| ≤ |∂α(S(1)u(0)0 − u(0)0 )(x)|+
+|∂α(S(1 + κ)u(1)0 − u(1)0 )(x)| ≤
C(α, κ, u0)
|x|3+|α|
by the known properties of the heat equation. This concludes the proof of
the theorem.
Another important step in the proof of the main result of this section is
as follows.
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Proposition 6.3 (Decay for the linearly singularly forced Lame´ system).
Let f ∈ C(R3) and suppose that w ∈ L∞(0, T ;Lγ(R3)) for any T > 0 and for
some γ ≥ 1 and moreover

∂tw −∆w − κ∇divw = t− 32 f( x√
t
) in Q+
lim
t→0+
‖w(·, t)‖Lγ(R3) = 0.
(6.6)
Then:
(i) If w˜ satisfies also the above conditions, then w˜ = w. Consequently
w(λx, λ2t) = w(x, t) for all λ > 0.
(ii) If M := supx∈R3(1 + |x|)3|f(x)| <∞, then by setting W (x) = w(x, 1) we
get: ‖W‖C1+α(B(R)) ≤ c(α, κ, R)M for α ∈ (0, 1) and
sup
x∈R3
[
(1 + |x|)2|W (x)|+ (1 + |x|)3|∇W (x)|] ≤ C(κ)M.
(iii) Similarly, if M := supx∈R3(1 + |x|)4|f(x)| <∞, then
sup
x∈R3
[
(1 + |x|)3|W (x)|+ (1 + |x|)4|∇W (x)|] ≤ C(κ)M.
Proof. First, we observe that if a function w ∈ L∞(0, T ;Lγ1(R3) + Lγ2(R3))
(for all T > 0) is such that limt→0+ ‖w(·, t)‖Lγ1(R3)+Lγ2 (R3) = 0 and
∂tw −∆w − κ∇divw = 0 in Q+,
then w ≡ 0.
Second, we start with establishing a decay estimate for ∇divw. For this,
notice that
divw(x, t) =
∫ t
0
∫
R3
∇Γκ(x− y, t− s) · f( y√
s
)s−
3
2dyds, (6.7)
with
Γκ(x, t) =
1
[4π(1 + κ)t]
3
2
exp
(
− |x|
2
4(1 + κ)t
)
.
A simple computation gives us
|∇divW (x)| ≤ c(κ)M
∫ 1
0
∫
R3
1(|x− y|+√1− s)4
1
(|y|+√s)3
dyds ≤ C(κ)M |x|−3
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for |x| > 8. Since W satisfies the following system
−∆W − κ∇divW − x
2
· ∇W − W
2
= f in R3, (6.8)
and that (see for instance (6.7) combined with known estimates for the vol-
ume heat potential)
‖divW‖L2(R3) + ‖∇divW‖L 3
2
(R3) ≤ C(κ)M,
therefore, elliptic estimates for the equation
−(1 + κ)∆divW − x · ∇divW − 3
2
divW = div f
guarantee the estimate
‖∇divW‖L∞(B(12)) ≤ C(κ)M.
Consequently, we have
sup
x∈R3
[
(1 + |x|)3|∇divW (x)|] ≤ C(κ)M.
Now, if we set g(x) := f(x) +∇divW (x), then
∂tw −∆w = t− 32g( x√
t
) in Q+
and thus
w(·, t) =
∫ t
0
∫
R3
Γ(x− y, t)g( y√
s
)s−
3
2ds.
And as previously, we can show that
|W (x)| ≤ c(κ)M
∫ 1
0
∫
R3
1(|x− y|+√1− s)3
1
(|y|+√s)3
dyds ≤
≤ C(κ)M |x|−3 log |x|,
and
|∇W (x)| ≤ c(κ)M
∫ 1
0
∫
R3
1(|x− y|+√1− s)4
1
(|y|+√s)3
dyds ≤ C(κ)M |x|−3,
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for |x| > 8. The continuity estimates in B(12) follow from standard elliptic
estimates for (6.8).
Third, it is proved by using the exact same ideas as in the previous point;
the difference here being that the source term has a faster decay at infinity
(which make things easier in this case).
Now, we are able to give a proof of the existence of a scale invariant
global weak L3,∞−weak solution to our models (1.5) and (1.6). The proof is
based on Leray-Schauder degree theory applied in a suitable function space
in order to establish the existence of a solution to systems (1.8) or (1.9).
Proof of Theorem 1.5. We introduce the following function space
X =
{
V ∈ C1(R3) : sup
x∈R3
[
(1 + |x|)2|V (x)|+ (1 + |x|)3|∇V (x)|] <∞}
(6.9)
endowed with the natural norm
‖V ‖X = sup
x∈R3
[
(1 + |x|)2|V (x)|+ (1 + |x|)3|∇V (x)|] ; (6.10)
the choice of this functional space is motivated by Theorem 6.1 and a need
for compactness as we shall see below.
We are going to use the same notations as in the proof of Proposition
2.1. Because of the scaling symmetry of u0, we get that u
(0)
0 and u
(1)
0 are also
(−1)−homogeneous. Moreover, elliptic estimates guarantee that u(1)0 , u(0)0 ∈
C∞(∂B) and we have
|∂αu(1)0 (x)|+ |∂αu(0)0 (x)| ≤
C(α, u0)
|x|1+|α| .
Consequently,
|∂αSκ(1)u0(x)| ≤ |∂αv0(x, 1)|+ |∂αv1(x, 1)| ≤ C(α, κ, u0)
(1 + |x|)1+|α|
by the properties of the heat equation.
Next, introduce a parameter µ ∈ [0, 1]. Let us consider the following
problem: find U such that
−∆U − κ∇divU + U · ∇U + U
2
divU − x
2
· ∇U − U
2
= 0 in R3, (6.11)
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and |U(x) − Vµ| = o(|x|−1) as |x| → ∞, where Vµ(x) = Sκ(1)(µu0)(x). We
will seek U in the form
U = Vµ +W, where W ∈ X. (6.12)
It is clear that u(x, t) = 1√
t
U( x√
t
) is a global weak L3,∞−solution to (1.5)
with initial data µu0 if and only if U(x) satisfies the elliptic system (6.11)
and U(x) = Vµ +W for some W ∈ X (by Theorem (6.1)). Thus, we have
reduced the problem to finding W ∈ X such that
−∆W−κ∇divW−x
2
·∇W−W
2
= −W ·∇W−Vµ ·∇W−W ·∇Vµ−Vµ ·∇Vµ
− W
2
divW − Vµ
2
divW − W
2
div Vµ − Vµ
2
div Vµ in R
3. (6.13)
Notice that if we set w(x, t) := 1√
t
W ( x√
t
), we have that

∂tw −∆w − κ∇divw = t− 32F ( x√
t
) in Q+
w|t=0 = 0 in R3,
(6.14)
where
F = −W · ∇W − Vµ · ∇W −W · ∇Vµ − Vµ · ∇Vµ
− W
2
divW − Vµ
2
divW − W
2
div Vµ − Vµ
2
div Vµ
has the decay properties as in Proposition 6.3 provided W ∈ X . Conversely,
for a function F with the decay estimates as in Proposition 6.3, system
(6.14) is uniquely solvable and we denote the solution profile at time t = 1 as
G(F ) ∈ X , i.e., G(F )(x) := w(x, 1). Obviously, G is a linear operator. The
latter allows as to reformulate (6.13) as follows:
Find W ∈ X such that W = G(W · ∇W − Vµ · ∇W −W · ∇Vµ − Vµ · ∇Vµ
− W
2
divW − Vµ
2
divW − W
2
div Vµ − Vµ
2
div Vµ) (6.15)
Now, let us define an operator K : X × [0, 1] → X be defined as: ∀V ∈ X ,
µ ∈ [0, 1],
K(V, µ) = G(Vµ · ∇Vµ + Vµ
2
div Vµ) + G(V · ∇V + Vµ · ∇V + V · ∇Vµ
+
V
2
div V +
Vµ
2
div V +
V
2
div Vµ) (6.16)
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Notice that G(Vµ · ∇Vµ + Vµ2 div Vµ) = µ2G(V · ∇V + V2 div V ) has a one-
dimensional range (thus is compact). In order to see that the second term
is compact, let us consider a bounded sequence V (j) in X together with
µj ∈ [0, 1] and set
G(j) = G(V (j) ·∇V (j)+Vµj ·∇V (j)+V (j) ·∇Vµj +
V (j)
2
div V (j)+
Vµj
2
div V (j)
+
V (j)
2
div Vµj )
The arguments of the operator G in the above formula having a decay (1 +
|x|)−4 or better, which is uniform in j. From Proposition 6.3, we find that
sup
j
‖G(j)‖C1+α(B(R)) <∞, ∀R > 0
sup
j
sup
x∈R3
[
(1 + |x|)3|G(j)(x)|+ (1 + |x|)4|∇G(j)(x)|] <∞,
which implies the desired compactness in X by the known arguments. The
continuity follows the exact same arguments as for the compactness. Conse-
quently, to solve the problem at hand i.e.
Find W ∈ X such that W +K(W,µ) = 0, µ ∈ [0, 1], (6.17)
we can apply Leray-Schauder theory (see e.g. [11]). All the required a priori
estimates are given by Theorem 6.1 and Proposition 6.3, thus the only thing
to be verified is the solvability of the problem for small enough µ. But this
can be easily done by an application of the implicit function theorem to our
functional; we skip the details here for the sake of brevity. Same reasoning
for the model (1.6). And this concludes the proof.
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