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Abstract
Association rule mining is an important data mining technology used to discover
knowledge of items’ association in data. It is usually a two-stage process: the
first stage seeks to discover the frequent pattern, and the second stage seeks to
generate association rules from the frequent patterns. It is currently a significant
challenge to guarantee the quality of discovered knowledge in databases. The
essential issue is to provide efficient methods to interpret meaningful discovered
knowledge, such as methods to summarise and represent the discovered patterns
and associations. One major obstacle to this is the overwhelmingly large volume
of discovered patterns.
This research further develops the granule mining approach to improve the
performance of association mining. Instead of patterns, this method uses granules
to represent the knowledge implicitly contained in databases. This research also
extends the approach to use a multi-tier structure and association mappings to
summarise association rules in terms of granules. Consequently, association rules
can be quickly accessed, and meaningless rules can be justified according to the
association mappings. Moreover, the proposed structure is a precise compression
vii
of patterns that can restore or estimate supports for given patterns.
Experiments are conducted to examine the performance of the proposed ap-
proach from several aspects, including the space and time complexity, scalability
and accuracy of support estimation. The results show that the multi-tier granule
mining approach is a promising approach to improve data mining performance.
viii
Contents
Acknowledgements v
Abstract vii
List of Figures xiv
List of Tables xvi
1 Introduction 1
1.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Problems of pattern mining based approaches . . . . . . . . . . . 3
1.3 Pattern mining to granule mining . . . . . . . . . . . . . . . . . . 6
1.4 Significance and contribution . . . . . . . . . . . . . . . . . . . . . 8
1.5 Publication . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.6 Thesis organization . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2 Literature Review 13
2.1 Data warehouse . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.2 Data mining . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
ix
2.3 Association rule . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.4 Frequent pattern mining algorithms . . . . . . . . . . . . . . . . . 20
2.5 Multi-dimension association rule . . . . . . . . . . . . . . . . . . . 22
2.6 Multi-level association rule mining . . . . . . . . . . . . . . . . . . 23
2.7 Constraint based association rule mining . . . . . . . . . . . . . . 26
2.7.1 Meta-rule guided association rule mining . . . . . . . . . . 27
2.7.2 Improvement constraint based association rule mining . . . 33
2.8 Post-processing of frequent patterns . . . . . . . . . . . . . . . . . 35
2.9 Rough set and granule mining . . . . . . . . . . . . . . . . . . . . 39
2.9.1 Rough set . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
2.9.2 Granule mining . . . . . . . . . . . . . . . . . . . . . . . . 44
2.10 Difference between pattern and granule based approach . . . . . . 49
2.11 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3 Framework 53
3.1 Overview and system architecture . . . . . . . . . . . . . . . . . . 54
3.2 Using data warehousing in our model . . . . . . . . . . . . . . . . 55
3.3 Data mining to granule mining . . . . . . . . . . . . . . . . . . . 56
3.3.1 Association rules . . . . . . . . . . . . . . . . . . . . . . . 57
3.3.2 Decision rules . . . . . . . . . . . . . . . . . . . . . . . . . 59
3.4 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
3.5 Interpreting the granules in terms of patterns . . . . . . . . . . . 64
3.6 Multi-tier structure of granules . . . . . . . . . . . . . . . . . . . 72
x
3.7 Association mappings for efficient rule generation . . . . . . . . . 77
3.7.1 The Basic association mapping . . . . . . . . . . . . . . . 78
3.7.2 Derived association mappings . . . . . . . . . . . . . . . . 81
3.8 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
4 Support estimation 87
4.1 Support estimation for summarization . . . . . . . . . . . . . . . 88
4.2 Support estimation for granules . . . . . . . . . . . . . . . . . . . 89
4.3 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
5 Algorithm 97
5.1 Construction and analysis of the basic mapping . . . . . . . . . . 98
5.2 Construction and analysis of the derived mappings . . . . . . . . 104
5.3 Meaningless rule filtering . . . . . . . . . . . . . . . . . . . . . . . 110
5.4 Estimated support calculation . . . . . . . . . . . . . . . . . . . . 113
5.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
6 Evaluation 123
6.1 Experiment purpose . . . . . . . . . . . . . . . . . . . . . . . . . 124
6.2 Baseline models . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
6.3 Measures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
6.4 Experiments on the Foodmart 2005 data . . . . . . . . . . . . . . 129
6.4.1 Details of the Foodmart 2005 data . . . . . . . . . . . . . 129
6.4.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
xi
6.5 Experiments of the network traffic data . . . . . . . . . . . . . . . 149
6.5.1 Details of the network traffic data . . . . . . . . . . . . . . 150
6.5.2 Details of the experiments . . . . . . . . . . . . . . . . . . 152
6.5.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153
6.6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156
7 Conclusions and Future Work 161
7.1 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161
7.2 Future work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164
Bibliography 166
xii
List of Figures
2.1 Customer dimension hierarchy [31] . . . . . . . . . . . . . . . . . 15
2.2 Partial order in time dimension . . . . . . . . . . . . . . . . . . . 15
2.3 2D view of fact table . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.4 3D view of fact table . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.5 3D data cube . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.6 Data mining process . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.7 Components of data mining system . . . . . . . . . . . . . . . . . 18
2.8 Multi-level hierarchy of product items [24] . . . . . . . . . . . . . 24
2.9 Example of the sales data cube [65] . . . . . . . . . . . . . . . . . 31
2.10 Lower and upper approximations [79] . . . . . . . . . . . . . . . . 44
2.11 An extended random set . . . . . . . . . . . . . . . . . . . . . . . 47
3.1 System architecture . . . . . . . . . . . . . . . . . . . . . . . . . . 54
3.2 Pattern taxonomy . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
3.3 A 2-tier structure . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
3.4 An example of a multi-tier structure . . . . . . . . . . . . . . . . 73
3.5 Relations for the basic association mapping . . . . . . . . . . . . . 80
xiii
3.6 Relations for derived association mappings . . . . . . . . . . . . . 83
5.1 An example of the basic association mapping . . . . . . . . . . . . 99
5.2 Example process of basic mapping generation . . . . . . . . . . . 100
5.3 A derived mapping Γij. . . . . . . . . . . . . . . . . . . . . . . . . 105
5.4 Example process of derived generation mappings of Γij . . . . . . 106
5.5 A derived mapping Γid. . . . . . . . . . . . . . . . . . . . . . . . . 108
5.6 Example process of derived mapping generation of Γid . . . . . . . 108
6.1 Data structure of Unit sales measure . . . . . . . . . . . . . . . . 131
6.2 Unit sales shown in Product deparment level . . . . . . . . . . . . 132
6.3 Unit sales shown in Product category level . . . . . . . . . . . . . 132
6.4 Product attributes in Product department level . . . . . . . . . . . 133
6.5 Example of transformation of the transactions . . . . . . . . . . . 135
6.6 Granule numbers under different tier settings . . . . . . . . . . . . 141
6.7 Estimated support error rate . . . . . . . . . . . . . . . . . . . . . 145
6.8 General rule numbers in different tier . . . . . . . . . . . . . . . . 146
6.9 Meaningless rule numbers in different tier . . . . . . . . . . . . . . 148
6.10 Construction time of different multi-tier structure . . . . . . . . . 150
xiv
List of Tables
2.1 Encoded transaction table . . . . . . . . . . . . . . . . . . . . . . 25
2.2 An information table . . . . . . . . . . . . . . . . . . . . . . . . . 41
2.3 Reduced information table . . . . . . . . . . . . . . . . . . . . . . 42
2.4 Inconsistent information table . . . . . . . . . . . . . . . . . . . . 43
2.5 Transaction table . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
2.6 Condition granules . . . . . . . . . . . . . . . . . . . . . . . . . . 45
2.7 Decision granules . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
2.8 Decision table . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.1 A transaction table . . . . . . . . . . . . . . . . . . . . . . . . . . 57
3.2 An information table . . . . . . . . . . . . . . . . . . . . . . . . . 57
3.3 A decision table . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
3.4 C-granules . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
3.5 D-granules . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
3.6 Closed patterns . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
3.7 Ci-granules . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
3.8 Cj-granules . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
xv
3.9 Associations between granules . . . . . . . . . . . . . . . . . . . . 76
6.1 The attributes of tiers . . . . . . . . . . . . . . . . . . . . . . . . 136
6.2 Product attributes in Ci,1 tier . . . . . . . . . . . . . . . . . . . . 136
6.3 Product attributes in Ci,2 tier . . . . . . . . . . . . . . . . . . . . 136
6.4 Product attributes in Cj tier . . . . . . . . . . . . . . . . . . . . . 136
6.5 Product attributes in D tier . . . . . . . . . . . . . . . . . . . . . 137
6.6 Granule number in a 4-tier structure . . . . . . . . . . . . . . . . 137
6.7 Attribute numbers in tiers . . . . . . . . . . . . . . . . . . . . . . 139
6.8 Granule number in tiers of different granule definition . . . . . . . 140
6.9 Frequent pattern number . . . . . . . . . . . . . . . . . . . . . . . 141
6.10 Runtime . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142
6.11 Restoration error rate J . . . . . . . . . . . . . . . . . . . . . . . 144
6.12 General rule numbers . . . . . . . . . . . . . . . . . . . . . . . . . 146
6.13 Meaningful and meaningless rule numbers . . . . . . . . . . . . . 147
6.14 Construction and meaningless rule pruning runtime . . . . . . . . 149
6.15 Network traffic data . . . . . . . . . . . . . . . . . . . . . . . . . 151
6.16 Granule number in tiers for network traffic data . . . . . . . . . . 154
6.17 Meaningful and meaningless rule numbers for network traffic data 155
6.18 Examples of meaningless rules and their general rule . . . . . . . 155
xvi
Chapter 1
Introduction
This chapter first presents the background of this research, including a brief intro-
duction of data warehouse, data mining and association rules. This chapter also
presents the challenges and limitations of association rule mining, and some cur-
rent approaches to overcome these challenges and limitations. It then introduces
the rough set, decision rules and granules upon which this research was based,
with tasks for using granules in the interpretation of association rules. Finally, it
discusses the significance and contribution of this research.
1.1 Background
The volume of transaction data has become so large that there is a need for tools
to perform analyses of these data. Data warehouses and data mining are such
1
2 Chapter 1. Introduction
tools, as technologies that make use of plain transaction records. Data ware-
houses are multi-dimensional databases that store data in data cubes. Each data
cube contains a set of well-defined dimensions, with each dimension organised in
hierarchies. A data cube also has measures which are aggregations based on the
dimension hierarchies. Data warehouses provide tools to allow data to be present-
ed from different aspects and abstract levels with structured information. With
these features, data warehouses can be used as data sources for other analysis
tools, such as data mining, to improve performance.
Data mining is the automatic acquisition of patterns that represent the knowl-
edge implicitly stored in the data. Association rule mining is one form of data
mining that discovers associations among attributes or items of transactions.
There are two stages included in the association rule mining process: the pattern
mining stage and the rule generation stage. The former is the process used to
obtain frequent patterns, where a pattern is a set of items or attributes, and is
considered a frequent pattern if it occurs in many transactions. The latter stage
generates association rules from the discovered frequent patterns.
Traditionally, association rules only contain items from one dimension, while
multi-dimension association rules have items from more than one dimension.
Multi-dimensional association rules can be mined directly from data warehouses
because these warehouses are multi-dimensional in natural. Further, some ap-
proaches are proposed to improve performance using the features and structural
information provided by data warehouses, such as meta-rule methods. Finally,
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based on the hierarchy information, new type of rules can be discovered, such as
multi-level rules.
1.2 Problems of pattern mining based approach-
es
Efficient association rule mining algorithms have been developed to discover
knowledge [3,4,27,63,71,97] and approximation knowledge [1,21,61] in databas-
es. However, there are some difficulties involved in applying these approaches to
solve real problems [15,50,54,103,104] and in interpreting the discovered knowl-
edge [48,49,59,64]. These problems stem from the reasons listed below.
First, the algorithms generate an overwhelmingly large volume of patterns and
rules, and the processes of pattern and rule generation are time consuming. This
large volume makes it infeasible to use and maintain the discovered knowledge
using traditional knowledge engineering techniques because of the combinational
explosion in the number of discovered patterns.
Second, because the only relationship between the patterns is a subset(“⊂”)
relationship, it is difficult to use the structural information provided by data ware-
houses to interpret item-based patterns in terms of data dimensions or categories.
Moreover, the huge number of patterns causes an interpretability issue [64, 112].
Therefore, the unintelligibility of the discovered patterns and rules significant-
ly obstructs their effective use; thus, the worth and importance of automatic
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knowledge discovery depreciates significantly.
Third, there is noise and uncertainty contained in the discovered knowledge.
The larger the volume of the results, the greater redundancy exists in the patterns
and rules. Moreover, there are many unnecessary patterns and rules included in
the results that are not interesting for users.
Finally, these patterns and rules are incomplete for knowledge coverage be-
cause the approach uses two approximation phases: minimum support for the pat-
tern mining phase and minimum confidence for the rule generation phase. These
two criteria miss some specific patterns or rules (such as the low-support prob-
lem, in which a large pattern is more specific, but with a very low support [45]).
Lowering the support and confidence can improve the coverage; however, this
generates a larger volume of results.
For all the above reasons, it is a significant challenge for association rule min-
ing to effectively represent and interpret discovered patterns and rules. Thus,
some approaches have been proposed to tackle these problems from different as-
pects. For frequent patterns, two forms of method can be used to reduce the
number of patterns. The first is to produce fewer patterns during the pattern-
generation process. Using a frequent closed pattern for frequent pattern min-
ing is one such approach that has been proven by previous research [45, 103]
to partially alleviate the redundancy problem. The second is the post-processing
method, which summarises or compresses frequent patterns into a limited number
of representatives. These approaches include pattern compression [106], pattern
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deploying [103] and pattern summarisation [84,112].
For rule generation, the main task is to eliminate redundancy and remove un-
necessary rules. One means of achieving this is through using some form of con-
straints in the rule generation process. There are two categories for constraints:
objective constraints and subjective constraints. For subjective constraints, ap-
proaches are proposed to allow users to provide rule templates or patterns based
on structured information of data in order to discover only unifying rules [8, 26].
Objective constraints are used to construct concise representations of rules with-
out applying user-dependant constraints [109,123].
By observing these approaches, one important finding is that the use of closed
patterns can greatly reduce the number of extracted rules [72, 96]. However, a
considerable amount of redundancy remains [111]. Further, there are some other
patterns, which are not really needed by the users, remain as well [54]. Therefore,
the size of closed patterns must be further reduced. Based on closed pattern min-
ing, the existing techniques can only provide limited means to eliminate redun-
dant association rules [73,109,123], rather than eliminating association rules that
are potentially meaningless. Constraint-based techniques also attempt to reduce
search spaces for mining frequent patterns based on some sort of constraints, such
as anti-monotonicity, monotonicity and succinctness [10,39,41,70,81–83]. Anoth-
er category of solution is the summarisation approaches [33,84,98,112]; however,
these are loss methods that carry errors when restoring the support of original
patterns from the compressed patterns.
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Formally, this research aims to address the following limitations of current
pattern-based association approaches. The first problem is the overwhelmingly
large volume of discovered patterns and rules, which is the main obstacle to per-
formance. Second, patterns do not carry the structural information of the data
themselves; thus, they cannot use this information to improve the interpretation
of association rules. Finally, using the two approximation measures of minimum
support and confidence cause this approach to miss some specific patterns or rules
(for example, the low-support problem [45]). Subsequently, support estimation
through summarisation does not achieve a lossless result. These difficulties mo-
tivated this research to seek an appropriate alternative solution for association
rule mining.
1.3 Pattern mining to granule mining
Based on the discussion in the previous section, the current approaches to solve
the above mentioned issues either only partially address the issues or are post-
processing methods that suffer from the disadvantages of the two-stage min-
ing process. Therefore, this research uses an alternative association rule min-
ing method that is not pattern based and can generate rules without the two-
stage process. One such method involves using decision rules in decision ta-
bles [19, 49,76,78].
The concept of decision rules, derived from rough set theory, is well accepted in
the rough set community. Rough set theory was developed to deal with vagueness
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related to precise reasoning about approximations of vague concepts [9, 87]. A
database table can be compressed as a decision table by using a “group by”
operation to group attributes or items. A row in the decision table is called a
‘granule’ or ‘classification rule’, and consists of some relevant attributes. The
rows in a decision table were also reviewed as decision rules by dividing the set of
attributes into two groups: condition attributes and decision attributes [19,42,49,
76,120]. Decision rules were used for rule-based classification [88,90,102,116,125]
and for the construction of decision trees and flow graphs [78,115].
The advantage of using decision rules is that it can reduce the two phases of
association mining into one process. However, three problems arise when trying
to directly use decision rules for association rule mining. The first problem is that
we do not understand the relationship between patterns and granules (or decision
rules). The second is that decision rules can only represent a small proportion of
associations in databases, and do not describe the associations between different
granules. The third problem is that decision tables and flow graphs do not support
a way to identify meaningless rules and access rules efficiently.
This research generalises the concept of patterns to granules for data mining.
Granules are predicates that describe some common features of sets of objects
(such as records or transactions) [76]. Granules comprise better properties than
do patterns [48], and using granules for the interpretation of association rules
has the following advantages over patterns. Given certain constraints on the at-
tributes of a table, granules can be generated at different abstract levels efficient-
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ly. Unlike patterns, which are parts of transactions (i.e., items in transactions),
granules can describe common features of sets of transactions for selected sets
of attributes. They are more general than patterns and contain more structural
information.
By employing these advantages of granules, this research aims to extend the
scope of association rule mining and presents a theory of granule mining to ef-
ficiently represent and interpret association rules. To achieve this, the following
tasks were completed in this research. First, a set of concepts and definitions
were needed to formally express the relationship between granules and patterns.
Second, methods were required to determine interesting granules and the efficient
process to find the corresponding associations between granules–that is, a subject-
oriented and integrated method was required to present meaningful association
rules. Third, it was necessary to determine how to represent meaningful asso-
ciation rules efficiently. Finally, it was necessary to design methods to estimate
pattern supports through the granule mining approach.
1.4 Significance and contribution
Via completion of the tasks stated above, this research formed the following
contributions:
• The proposed method has the ability to represent patterns in terms of
granules, using formal definitions and concepts.
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• This research presents multi-tier structures and association mappings to
manage associations between granules. A multi-tier structure is a graph in
which vertices are granules and edges are associations between granules.
• The attributes in a multi-tier structure can be tailored to incorporate hier-
archical levels of data dimensions, such that the granules in the same tier
have the same size, and those in different tiers have a different size.
• This research presents efficient algorithms for generating association map-
pings to illustrate the association between granules inter-tiers. In this way,
meaningless association rules can be adjusted according to these association
mappings.
• This research presents a method to use granules and association mappings
to estimate supports for patterns.
This research is significant because granule mining has the following distinct
features:
• It provides a new way to represent and organise the association rule in terms
of granules and association mappings between granules.
• Using granules can explicitly describe selected dimensions based on user
constraints, such that associations can be organised and represented at
multiple levels (or different data tiers or granules)
• Granules and their associations explicitly carry the structure information of
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data dimensions, which represents important progress towards the effective
use of association rules.
• Granules indicate compressed representation, and the number of granules is
small. This is critical to solve the overwhelming number of patterns, which
is a crucial obstacle to the effective use of association rules.
• The completeness of granules enables an exact estimation of support for
frequent patterns.
1.5 Publication
The publications for this research is listed as follow:
• Wanzhong Yang, Yuefeng Li, Jingtong Wu and Yue Xu. Granule mining
oriented data warehouse model for representation of multi-dimensional as-
sociation rules. IJIIDS, 2(1):125-145, 2008.
• Jingtong Wu and Yuefeng Li. Granule Oriented Data Warehouse Model.
In proceedings of the Fourth International Conference on Rough Sets and
Knowledge Technology (RSKT 2009), pp. 255 - 263, Gold Coast, Australia.
• Yuefeng Li and Jingtong Wu. Summarization of Association Rules in Multi-
tier Granule Mining. The IEEE Intelligent Informatics Bulletin, 13(1):21-
29, 2012.
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• Yuefeng Li and Jingtong Wu. Interpretation of Association Rules in Multi-
Tier Structures. International Journal of Approximate Reasoning, Accepted
on 19/Apr/2014
1.6 Thesis organization
The remaining sections of this thesis are organised as follows. Chapter 2 presents
the literature review that outlines the works related to this research. This includes
the introduction of the concepts of data warehouses, association rule mining and
related theories, such as rough set concepts. This chapter also describes some
related works, such as multi-level mining, meta-rule-based mining and improve-
ment constraint-based mining approaches. Chapter 3 presents the framework of
this study’s approach, including the formal concepts and theories of the granule
mining approach. It also discusses the concept of association mappings and the
generation of association mappings. Chapter 4 presents the support estimation,
including an introduction of the pattern-based method and the details of the
granule mining based method. Chapter 5 discusses the implementation of the
approach, including the construction of the multi-tier structure of granules, and
the discovery of meaningful associations. The algorithms are also included in this
chapter. Chapter 6 presents an evaluation of the research, including the experi-
ment, results and an analysis of the experiment results. The final chapter provides
a conclusion to the research and discusses possibilities for future research.
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Chapter 2
Literature Review
This chapter reviews the related technology concepts and previous studies, as
well as the basic theory upon which this research is based. The first three sec-
tions present a brief introduction of data warehouse, association rule mining and
frequent pattern mining. The following section discusses some related previous
studies that have sought to overcome the limitations of traditional pattern-based
association rule mining. After these review, the next section introduces the rough
set theory and some basic concepts of granule mining. The discussion of the d-
ifference between pattern and granule base approaches is then presented in the
follow section.
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2.1 Data warehouse
A data warehouse is an application that contains a collection of data that are
subject-oriented, integrated, non-volatile and time-variant, supporting the man-
agement’s decisions [30]. Data warehouses have some natural advantages if used
as the source of data mining because the data in these warehouses are easily acces-
sible, have consistent presentation, are adaptive and are resilient to change [37].
Data warehouses are constructed based on a multi-dimensional data model,
in which the data are stored in the form of data cubes. A data cube consists of
a set of dimensions and a set of measures of aggregated numeric values. Each
measure of the data cube is stored in a table–called a ‘fact table’–that contains
the keys from the dimension tables.
Each dimension has a set of attributes among which relationships exist. This
is called a ‘concept hierarchy’. Figure 2.1 presents the Geo concept hierarchy of
the Customer dimension. This concept hierarchy defines the mappings from the
lower, specific level to the higher, general level of concepts. These levels are the
basic unit of aggregation for the data cube. For the Geo hierarchy, there are four
levels: Country, State, City and Name. Hierarchies such as the Geo hierarchy are
in a ‘total’ order. Another type of hierarchy is in a ‘partial’ order, such as the
Time concept shown in Figure 2.2 for the Time dimension.
The data cubes in the data warehouse are n-dimensional (n-D), where n is
equal to or greater than two. Figure 2.3 shows a two-dimensional (2-D) table view
of the Sales cube, according to the dimensions Time and Item. When n is three
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Figure 2.1: Customer dimension hierarchy [31]
Figure 2.2: Partial order in time dimension
or greater, there are two types of views of n-D data. The first is a table consisting
of a series of (n-1)-D tables, as shown in Figure 2.4. The second presents the data
in a series of (n-1)-D cubes, as shown in Figure 2.5.
2.2 Data mining
The term ’data mining’ is defined as extracting or ‘mining’ knowledge from a
large quantity of data [25]. Data mining is also known as the synonym of the
term ‘knowledge discovery from data’, or KDD. However, some view data min-
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Figure 2.3: 2D view of fact table
Figure 2.4: 3D view of fact table
Figure 2.5: 3D data cube
ing as simply an essential step in the knowledge discovery process. The seven
stages involved in the knowledge discovery process are illustrated in Figure 2.6.
Specifically, steps one to four are the data preparation stage, during which vari-
ant data processing techniques are used. Some interaction with the user may also
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occur here, so that the data are best tailored to fit the user’s interest. Li and
Ruan [43] proposed and extended process model which includes two additional
steps. The first is the data collection step that collects data from real applications
and previous mining results. The second is the processing step that falls between
data selection and transformation. This step eliminates errors in the selected
data. According to these steps, a typical data mining system consists of several
corresponding components, as shown in Figure 2.7.
Figure 2.6: Data mining process
Currently, there are several different categories of data mining technology,
based on the data mining task. These technologies include concept or class de-
scriptions for associating data with concepts or classes, classification and predic-
tion to find a model to distinguish between data classes, clustering the analyses
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Figure 2.7: Components of data mining system
data without a known class label, and association mining that discovers correla-
tions among data.
Association rule mining is the most important association mining technology
to determine frequent patterns from transaction data, and generate association
rules from the frequent patterns. Association rule mining has an effective applica-
tion in the retail environment that is known as the ‘shopping basket’ analysis [66].
For example, association rule mining can be used to discover a customer’s
purchase patterns to help develop a better marketing strategy.
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2.3 Association rule
Rule 2.1 is an example of an association rule indicating the knowledge that cus-
tomers who buy bread, also buy milk. The support and confidence shown in the
rule are the two measures of rule interestingness. Support of 10% means that 10%
of customers buy bread and milk together, while a confidence of 80% indicates
that 80% of the customers who buy bread also buy milk. The minimum support
and minimum confidence can be used as the thresholds to determine frequent (or
large) patterns and strong rules.
Bread→ Milk [support = 10%, confidence = 80%] (2.1)
Formally, the definition of support and confidence in association rule mining is
as follows. Let I = (i1, i2, ..., im) be a set of items. Let T be a set of transactions
where each transaction, t, is a set of items, such that t ⊆ I. An association rule
is an implication of the form A⇒ B, where A ⊆ I, B ⊆ I, and A ∩ B = ∅. The
rule has support, s, in T if s percentage of the transactions in T contains A∪B.
Then s is the probability P (A ∪ B). The rule A ⇒ B holds in the transaction
set, T , with confidence, c, if c percentage of transactions containing A in T also
contains B. Then c is the conditional probability P (B|A). The equations to
calculate support and confidence are as follows:
support(A⇒ B) = P (A ∪B) (2.2)
20 Chapter 2. Literature Review
confidence(A⇒ B) = P (B|A) = support(A ∪B)
support(A)
(2.3)
Traditionally, the target of mining association rules is to discover all associa-
tion rules that have support and confidence greater than the minimum support
and minimum confidence. Generally, there are two steps involved in the associ-
ation rule mining process. The first finds all frequent patterns or itemsets that
satisfy the minimum support. The second generates all association rules that
satisfy the minimum confidence from the frequent patterns.
2.4 Frequent pattern mining algorithms
To efficiently acquire all the frequent patterns from the transactional database,
different algorithms have been developed [2, 4, 27, 63, 71, 99]. Among these, there
are two popular algorithms: the Apriori and FP-Tree algorithm.
The Apriori algorithm mines frequent patterns for Boolean association rules.
It is an iterative process, known as a ‘level wise search’, in which the k-itemsets
are used to generate (k+1)-itemsets. First, the frequent 1-itemset is generated by
accumulating the count for each item in the database and collecting items with a
larger support than minimum support. The result set is denoted L1. L1 then is
used to find the frequent 2-itemset, L2, which is used to generate L3. The process
continues until no frequent k-itemsets can be found.
The Apriori property–which requires that all non-empty subsets of a frequent
itemset must also be frequent–is used to prune infrequent itemsets in the process
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of generating frequent itemsets with two or more items. This process has two
steps: the join step and the prune step. For the join step, a set of candidate
k-itemsets, Ck, is generated by joining the itemsets in Lk−1. Let l1 and l2 be
itemsets in Lk−1, such that li[j] is the j-th item in li. Then the joint is performed,
where members of Lk−1 are joinable if they have (k-2) items in common. The
second step starts when Ck is built. Each member in Ck is examined with the
Apriori property. If a (k-1)-itemset is not frequent, it cannot be a subset of
the frequent k-itemset, and the k-itemset of Ck with infrequent (k-1) subset is
removed. Finally, the Lk set includes all the remaining itemsets in Ck after the
pruning. The process ceases when no candidate itemsets can be found.
The FP-Tree algorithm was proposed by Han et al. [27]. It generates frequent
itemsets without candidate sets in a tree-growing method. The generation of the
FP-Tree starts with a root node labelled ‘null’. The FP-Tree has a set of item
prefix sub-trees as children, and a frequent-item header table. Each node in the
sub-tree has three fields: item name, count and node-like. Each entry in the
header table has two fields: item name and the head of the node-link.
The FP-Tree is constructed in two steps. In the first step, the database is
scanned for a list of frequent items. In the second step, the root labelled ‘null’
is created, then the database is scanned a second time. According to the items
in the transactions scanned, the new node is added to the tree, or the count of
existing nodes in the corresponding path is increased by one for each occurrence.
After the FP-Tree is constructed, the frequent patterns can be mined from the
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tree. The mining starts from the bottom of the header table. For one node, the
conditional pattern tree is constructed first by scanning the FP-Tree for the paths
to the node. Second, according to the conditional FP-Tree, the frequent pattern
is discovered or the conditional FP-Tree is recursively mined. This process is
completed when all members in the header table are used to discover the frequent
patterns.
2.5 Multi-dimension association rule
Normally, when considering the dimension number of rules, association rules such
as Rule 2.1 are called ‘single-dimensional’ or ‘intra-dimensional’ association rules
because they only contain attributes from a single dimension. However, in a trans-
actional database, the sales transactions always contain information of multiple
dimensions, such as age, occupation and address. When treating each attribute
as a predicate in the rule, one can mine the association rules consisting of multiple
predicates, as shown in Rule 2.4. Association rules such as Rule 2.4 that contain
two or more dimensions are multi-dimensional association rules.
age(X, 20|29) ∧ occupation(X, student)⇒ buys(X, textlaptop) (2.4)
For relational databases, there are three categories for mining multi-dimensional
association rules, according to the manipulation method of the quantitative at-
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tributes. The first is to mine the multi-dimensional association rules using stat-
ic discretisation of quantitative attributes. The second dynamically discretises
during the mining process [40,91]. The third approach is the distance-based dis-
cretisation method that groups the attributes with close values into the same
interval [62,99].
Different to the relational databases, data warehouses store data in the multi-
dimensional form naturally. Therefore, the mining can directly include the at-
tributes from other dimensional tables as the predicates in the rule because the
data cube or fact table has columns that link to the dimension tables.
2.6 Multi-level association rule mining
If considering the concept abstraction level, which is also a natural feature of
data warehouses, it is possible to mine multi-level association rules. As shown in
Figure 2.1, a concept hierarchy exists among the dimension attributes so that the
association rules can be mined at each level, according to the hierarchy structure.
Moreover, the association rules can also be mined between different levels of dif-
ferent dimensions. Finally, because the interestingness for the rules from different
levels is different, flexible measurements and specific methods can be develope-
d to mine patterns at multiple abstract levels and to generate the multi-level
association rules.
Han et al. [24] proposed a method for mining multi-level association rules with
an existing taxonomy of the database concept hierarchy. In this approach, the
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Figure 2.8: Multi-level hierarchy of product items [24]
definition of a strong multi-level rule is as follows. A pattern is frequent in set, S,
at level l if its support is no less than the minimum support for the corresponding
level. Then a rule ‘A → B/S’ is strong for a set, S, if it satisfies the following
conditions. First, all ancestors (such as items in a higher level) of A and B must
be frequent in their corresponding level. Second, the support of A ∧ B must be
frequent in the current level. Finally, the rule confidence must be no less than
the threshold in the current level.
The mining method in this approach is a top-down method that starts from
the highest level and ends at the lowest level, using the Apriori algorithm to mine
frequent patterns and generate association rules.
Before the mining starts, the transactions are transformed into an encoded
table as shown in Table 2.1, according to the concept hierarchy. In Table 2.1,
every item of a transaction is turned into a digital code, where the number of digits
is the same as the number of levels in the hierarchy, and each digit represents
one concept level. In the sample table, the encoded item value is a three-digit
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TID Items
T1 {111, 121, 211, 221}
T2 {111, 211, 222, 323}
T3 {111, 122, 211, 411}
T4 {111, 121}
T5 {111, 122, 211, 221, 413}
T6 {211, 323, 524}
T7 {323, 411, 524, 713}
Table 2.1: Encoded transaction table
number because there are three levels in the hierarchy, as shown in Figure 2.8. A
variant method is also proposed to mine rules across different concept levels. The
modification is that the discovery of frequent patterns uses not only the items
from the current level, but also the generalised items from a higher level, except
the items from the ancestors. For example, not only are items such as 11* and
12* used to find frequent patterns at the second level, but items such as 2** and
3** are used as well.
The mining process starts by scanning the whole table to discover the large
1-itemsets at level one. These itemsets are generalised items such as 1** and 2**.
Following this, all frequent patterns are generated using the Apriori algorithm.
Moreover, the items that are not large at this level, as well as the transactions
that only have small items, are removed from Table 2.1 to generate the data for
the next level of mining. For level two, the process is similar, and also starts from
a large 1-itemset. The difference is that the items are generalised at level two,
such as 11* and 12*. The entire mining process stops when it reaches the lowest
level, or when no more candidate data remain.
This approach also provides methods to prune redundant and unnecessary
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rules. A rule is redundant in terms of multi-level mining if it can be computed
from a higher-level rule, and from the simple assumption of a relatively uniform
distribution. To remove such rules, each strong rule at the current level is exam-
ined against all of its strong ancestor rules. If the confidence of this rule is not
improved over a threshold, it is removed. For the unnecessary rule–that is not
significantly different from a simpler rule, and is thus uninteresting–the pruning
is as follows. For a strong rule, R: A→ B, it is examined against every rule R’:
C → B, where C ⊆ A. If its confidence is not significantly different, this rule is
excluded from the results.
2.7 Constraint based association rule mining
For the criteria for mining patterns and association, support and confidence are
the two most basic measures. However, the mining process using only these
criteria can produce a large number of patterns or rules that are unrelated or
uninteresting to the users. One reason for this is because, although users know
the best possible direction for mining, there is no facility for them to participate
in the mining process. Therefore, constraint-based mining approaches are pro-
posed to allow users to define the constraints for the rules to be mined. These
constraints include knowledge type constraints, data constraints, dimensional and
level constraints, interestingness constraints and rule constraints.
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2.7.1 Meta-rule guided association rule mining
A meta-rule is one kind of constraint that is based on the analyst’s experience,
expectations or intuition regarding the data, or can be generated from the data
schema. Meta-rules allow users to specify the syntactic form of the rules they
expect. Meta-rule-guided mining is an interactive data mining method in which
users propose the range of data for analysis by specifying hypotheses in the form
of meta-rules or rule patterns.
Kamber et al. [35] defined the meta-rule as the template of a rule in the form:
MR = P1 ∧ P2 ∧ ... ∧ Pm ⇒ Q1 ∧Q2 ∧ ... ∧Ql
where Pi and Qj are predicates or predicate variables, and m plus l is the number
of predicates in the meta-rule. Rule R complies with MR if, and only if, it unifies
MR.
In this approach, the mining is conducted on the multi-dimensional data
cube C[A1,...,An], which is an n-D database. A1,...,An are n dimensions, and
each dimension corresponds to a predicate in the meta-rule. Two methods–the
multi-D-slicing and n-D cube searching method–were developed for mining rules
complying with the meta-rule. The multi-D-slicing method first finds all large
1-predicate sets in p dimensions, then uses the large predicate sets in dimension
(k - 1) to grow large k-predicate sets by multi-dimensionally slicing the data cube
until all large predicate sets are discovered. The second method directly exam-
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ines each p-D cell and adds the corresponding large p-predicate to the set of large
predicates. The strong rules complying with the meta-rule are then generated
from the large predicate sets.
In [16] and [65], two other methods are proposed to use a meta-rule and
meta-pattern to perform association rule mining in data warehouse circumstances.
These approaches also provide extra technologies, such as exploitation of the data
hierarchy or new measures based on data warehouse features, to improve the rule
interestingness.
Giuseppe and Pier [16] proposed a method to support the data mining process
on data warehouses by exploiting the implicit and explicit concept hierarchies.
This method explores the data schema and determines potentially interesting
mining queries and a metric to estimate the rule interestingness.
The mining queries are also called ‘mining patterns’, and are used to define the
regularity of the desired rules. In this approach, mining patterns are in the form
of a tuple p: {T , g, m, s, c}, where T is the fact table, g is the grouping attributes,
m is the rule attributes, and the remaining are the support and confidence. A
simplified mining pattern is a mining pattern without the minimum support and
confidence. The attributes in these patterns are either an attribute of T , or can
be reached from an attribute through a dimension of T .
With the data schema of the data warehouse, the simplified mining patterns
can be generalised by generalising the mining or rule attributes along the dimen-
sion hierarchy. After generalisation, the size of the rules and support are increased
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because the mined values are decreased. This leads to overly large results and
trivial rules. Therefore, a metric to identify the suitable generalisation is intro-
duced. This metric is the average fraction of the distinct values of the attributes
in each group, denoted as:
f˜g,m =
˜ag,m
|Vm| =
(ΣgiZi)
(|Vg| × |Vm|)
where:
˜ag,m =
(ΣgiZi)
|Vg|
is the average number of distinct values of the rule attributes in a group, Zi is
the number of distinct values of m appearing in the ith group gi, |Vg| and |Vm| are
the domains of g and m. The value of this metric increases when generalising a
mining pattern, and reflects the increasing number of attribute values in a group.
Thus, it can be used to decide whether the generalisation is suitable.
With a suitable metric, the proposed method can discover all potentially in-
teresting meta-patterns, starting from the basic meta-patterns built for each at-
tribute pair from T according to the schema. A lattice is built by generalising
the basic simplified meta-patterns, as well as the generalised patterns. The gen-
eralisation is undertaken by grouping the mined and group attributes exploiting
the dimension hierarchies. All generalised meta-patterns with less or equal value
to the suitable metric are selected as the candidates for the user to perform data
mining tasks.
30 Chapter 2. Literature Review
Messaoud and Rabase’da [65] proposed a framework for mining inter-dimensional
association rules from data cubes according to a sum-based aggregate measure.
In this approach, the mining process is guided by a meta-rule context that is
driven by analysis objectives. This approach also exploits aggregate measures to
revise the definition of support and confidence.
The data cube used in this approach is depicted in Figure 2.9. A data cube,
C, has a set of dimensions, including d dimensions, such that D = {Di}(1<
i < d) and a set of measure M . Each Di ∈ D has a set of hierarchy levels.
Then the jth(j >0) hierarchical level of Di is Hji . Let Hi be the set of hierarchy
of dimension, Di, then each level H
j
i ∈ Hi consists of a set of member Aji . In
Figure 2.9, a set of hierarchy in D2 is H2 = {H02 , H12 , H22} = {All, Family, Article},
and a set of members of the Article level is A22 = {iTwin, iPower, DV-400, EN-700,
aStar, aDream}.
A sub-cube D’ ∈ D is a set of p dimension {D1, ..., Dp} from the cube C (p
6 d). The p-tuple (Θ1, ..., Θp) is called a ‘sub-cube’ on C according to D’ ⇐⇒
∀i ∈ {1, ..., p}, Θi = ∅ and there exists a unique j such that Θi ⊆ Aji .
For a dimension, Di, a dimension predicate, αi, is in the form 〈a ∈ Aji 〉.
The dimension predicate takes a dimension member as a value. For instance, a
dimension predicate in D1 is: α1 = 〈a ∈ A11〉 = 〈a ∈ {America, Europe, Asia}〉.
Let D’ ∈ D be a set of p dimensions {D1, . . .,Dp} from the data cube, C (2
6 p 6 d). The predicate (α1∧... ∧αp) is called an ‘inter-dimensional predicate’
in D’ ⇐⇒ ∀i ∈ {1, ..., p} where αi is a dimension predicate in Di. An inter-
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Figure 2.9: Example of the sales data cube [65]
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dimensional predicate defines a conjunction of non-repetitive predicates. For
example, for D’ = {D1, D2}, (〈α1 ∈ A11〉 ∧ 〈α1 ∈ A11〉) is an inter-dimensional
predicate.
With these definitions, the inter-dimensional meta-rule can be defined. In the
data cube, C, DC ⊂ D is a subset of p context dimensions. A sub-cube on C
according to DC defines the context of the mining process. DA is a subset of
analysis dimensions from which predicates of an inter-dimensional meta-rule are
selected. Then an inter-dimensional meta-rule is of the following form: In the
context (Θ1, ..., Θp), (α1 ∧ ... ∧ αs) ⇒ (β1 ∧ ... ∧ βr), where (Θ1, ..., Θp)
is sub-cube of C according to DC . This defines a portion of the mining. The
conjunction (α1 ∧ ... ∧ αs) ⇒ (β1 ∧ ... ∧ βr) is an inter-dimensional predicate
in DA, where the number of predicates (s + r) in the meta-rule is equal to the
number of dimensions in DA. An example of a meta-rule would be as follows:
In the context (Student, Female), 〈a1 ∈ Continent〉∧〈a3 ∈ Y ear〉 → 〈a2 ∈ Article〉
The actual mining is based on the Apriori algorithm, in which the items in
the dimension predicates are specified by the sub-cube defined in the meta-rule.
Another variation is that the support and confidence do not simply use the count,
but the aggregated sum of counts of all the dimensions, for calculation. In the
actual mining process, the strong rules are filtered by the modified support and
confidence, and the two extra measurements are used to represent the interest-
ingness of the mined rules.
2.7. Constraint based association rule mining 33
2.7.2 Improvement constraint based association rule min-
ing
Bayardo et al. [8] proposed another kind of constraint called ‘improvement con-
straint’. This constraint examines the improvement of the confidence or predic-
tive ability of a rule based on the sub-rule from which it is derived. For example,
Rule 2.5 can be derived from Rule 2.6, and Rule 2.6 is a sub-rule or simplification
of Rule 2.5. In this example, Rule 2.5 is considered an uninteresting rule because
its confidence (95%) is ‘significantly decreased’ [8] from its sub-rule, Rule 2.6
(99%). A rule only can be considered interesting if its confidence is improved
from its sub-rule.
Eggs & Cereal→Milk (Confidence = 95%) (2.5)
Cereal→Milk (Confidence = 99%) (2.6)
The improvement constraint is defined as the minimum difference between
its confidence and the confidence of any of its simplifications. This definition is
formally defined as Rule 2.7, for a rule A→ C and its simplified rule As → C:
imp(A→ C) = MIN({conf(A→ C)− conf(As → C)|AsCA}) (2.7)
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With this definition, the user can then specify the minimum improvement
constraint to eliminate unnecessarily complex rules. The improvement constraint
can be used in the mining process, with minimum support and confidence con-
straints, to mine only the rules whose confidence is at least greater than any
of its simplifications for minimum improvement, where a simplification of a rule
is formed by removing one or more conditions from its antecedent. Using the
improvement constraint, many complex rules can be prevented from being gen-
erated unnecessarily. For example, as shown in Rule 2.8, for the simple rule
Cereal → Milk with 99% confidence, there may be hundreds of complex rules
that can be derived by adding conditions, such as I1, I2, ..., In with a confidence
between 99% and 99.1%. All these rules can be avoided with the improvement
constraint during the mining process.
Cereal & I1, & I2 &...& In →Milk (2.8)
Moreover, the improvement constraint can also be used after the mining pro-
cess to further remove uninteresting rules. These constraints can also be used to
rank the mined rules according to each rule’s improvement on confidence from
its simplified rules in the results set.
This approach concludes that improvement constraints increase the efficien-
cy of the mining algorithm and present users with a concise set of predictive
rules that are easy to understand because every condition of each rule strongly
contributes to its predictive ability.
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2.8 Post-processing of frequent patterns
Using the features of the data warehouse to perform association mining can im-
prove the efficiency and understanding of the discovered knowledge. However,
the current approaches for association mining for data warehouses are mostly
based on the traditional pattern-based mining methods. However, these methods
still suffer from interpretation problems associated with the discovered pattern-
s. Thus, some studies seek to overcome these difficulties by performing post-
processing of the discovered patterns to provide more information about the pat-
terns and reduce the volume of patterns.
Xin et al. [107] proposed a compress method that clusters the frequent pat-
terns with a tightness measure, δ, and then selects the representative pattern
from each cluster. First, a distance measure between two patterns is proposed to
measure the similarity of the patterns. This distance is calculated through the
coverage of each pattern. Second, to define quality-guaranteed clusters in order to
minimise the number of representative patterns, a specific clustering criterion is
used. In this criterion, a frequent pattern, P , is covered by the pattern, P ’, whose
support is less than P within δ. This is also called ‘δ cover’. The basic clustering
is based on Greedy clustering and modified to cooperate with the FP-Tree algo-
rithm. One method of clustering needs to compute the overall coverage for each
pattern. Another method skips this, with some sacrifice of theoretical bound. A
combination of these two methods is used to achieve a balanced performance.
Afrati et al. [1] proposed a method to approximate a collection of frequent
36 Chapter 2. Literature Review
sets by using k sets that can succinctly represent the whole collection. These
k sets are used to span an approximation of the original collection so that the
intersection of these two collections is maximised. The spanning of k sets is the
union of the power sets of each set in k. The result of spanning approximates
the original collection within a factor of 1-1
e
. There are two sources from which
to select the spanner set. The first is the original collection. The spanner set
selection is the ‘MAX k-COVER’ problem. The second source is from outside of
the collection. One source is the subset with a false positive ratio of the original
collection. Another source is the border of the original collection, which causes
some loss in approximation.
Yan et al. [112] proposed an approach to summarise the frequent patterns
based on a profile solution that not only compresses the patterns, but also includes
the support information, so that it can estimate the support for given patterns.
The generation of the profiles is derived from the K clustering. Kullback-Leibler
divergence of the distribution vectors is used to cluster the patterns into the
profiles. When the pattern is inserted into the profile, the relative frequency
of individual items in this profile is re-calculated. Moreover, each profile has
a master pattern that contains all covered items, with its support calculated
according to the cover set of the covered patterns. A profile is valid only when
this support is frequent or δ-frequent; thus, the support of a given pattern covered
by this profile can be calculated independently.
Wang et al. [98] proposed another summarisation method using probabilistic
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models. The model used is the ‘Markov Random Fields’ (MRF) model, which
exploits conditional independent relationships among the items in the transac-
tional data. A k-itemset and its support represents a k-way statistic and can be a
constraint on the distribution that generates the data. The process of summarisa-
tion is the construction of the MRF model. It starts from small itemsets and uses
the model constructed by the small itemset to estimate the support of the larger
itemset. If the itemset’s support can be estimated with a δ error tolerance, then
it is bypassed. Otherwise, it is used as an argument to generate the next level
model. The process continues in iteration until all itemsets are processed. The
resulting MRF model affords a concise and useful representation of the original
collection of frequent patterns.
Jin et al. [33] proposed a regression-based approach for pattern summari-
sation, aiming to improve the quality of restoration. The optimisation of the
restoration error is a non-linear least square optimisation problem; thus, this ap-
proach transforms the computation of the optimal parameter for restoration to
a linear regression problem. Moreover, since multiple clusters can help improve
the restoration, two new methods–K-regression and tree-regression clustering–are
used to partition the frequent pattern collection to minimise the restoration error.
The first method is derived from K-means clustering to obtain a minimum local
restoration error, while the second method uses the decision-tree to minimise the
total restoration error.
To precisely represent the entire collection of maximal frequent patterns, Jin
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et al. [34] proposed a Cartesian contour representation based on the observation
that shorter itemsets produce longer itemsets with the Cartesian product. In this
approach, the frequent patterns are treated as vertexes of a bipartite graph, and
the Cartesian product of these patterns is used as the edges in the graph. The
union of these edges represents the entire collection. Thus, finding the concise
representation of the entire collection is to seek a list of bi-cliques to cover the
ground set with a minimal cost. This approach includes a general approach to
complete this task. Several techniques are then developed to adapt this general
approach to the Cartesian contour construction.
Poernomo et al. [84] proposed another profile-based summary method in order
to solve the issues in pattern summarisation, including ease of analysing, good
estimation and conciseness. In this approach, a special profile is developed to
summarise the frequent patterns. This profile is called a ‘CP -profile’, and consists
of a base set, a set of closures of the base set and the items covered. With this
definition, the profiles are generated through finding the best items to create a
profile that encompasses the maximum number of items with the least cost, to
split the profiles’ items into a base set and tail set. This setting also guarantees
a ζ-adequate estimation.
Liu et al. [60] developed a method to find minimum representative patterns
sets with less time consuming and memory usage. This method employs the
greedy algorithm for the set cover problem to find representative patterns that
can δ cover set of other patterns. For a given real number δ ∈ [0,1] and two
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patterns X1 and X2, if X1 ⊆ X2 and their distance is less or equal to δ, then X1
is δ-cover by X2. Such that, for a frequent pattern set F with minimum support
min sup, there is a pattern set Fˆ with support no less than (1-δ)×min sup. Then
the minimum representative set is the minimum number of patterns in Fˆ that
can δ-cover all patterns in F . Following techniques are used to improve efficiency.
First, only closed patterns are considered. Second, CFP-tree structure–FP-tree
for closed patterns–is used to find cover set efficiently. Final, the cover sets are
compressed using a light-weight compressing technique.
2.9 Rough set and granule mining
This section introduces the rough set theory that this study bases on. It also
introduces the basic concepts of granule mining. The rough set theory was intro-
duced by Zdzislaw Pawlak. It is a mathematical tool used to deal with vagueness
and uncertainty and an important theory for the artificial intelligence and cogni-
tive sciences. While granule mining is developed based on rough set theory and
uses the extended set to interpret association rules.
Rough set theory can be applied to many fields, including machine learning,
knowledge acquisition, decision analysis, knowledge discovery from databases,
expert systems and so forth. Particularly, there are some applications have been
developed for network traffic data analyse using granule mining technology [57,
58].
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2.9.1 Rough set
The rough set theory has some overlap with other methods handling vagueness
and uncertainty, such as the Dempster-Shafter theory, which uses the belief func-
tion as its main tool, while the rough set theory uses sets of lower and upper
approximations. One of the advantages provided by the rough set theory is that
there is no need for any preliminary or additional information about the data. For
example, the probability distribution in statistics and basic probability assign-
ment in the Dempster-Shafer theory are not needed in the rough set approaches.
In the rough set theory, an information table is used to represent the input
data of a domain in the real world, such as medicine, finance or transport. An ex-
ample of the information table is shown in Table 2.2. Each row in the information
table is called an ‘example’ (‘objects’ or ‘entities’). Properties of examples are
perceived by assigning values to some variables. There are two kinds of variables:
‘attributes’ (sometimes called ‘condition attributes’) and ‘decisions’ (sometimes
called ‘decision attributes’). Only a single decision is required in the informa-
tion table. For example, in a hospital, patients are examples, while symptoms
and tests are attributes, and diseases are decisions. Thus, each patient can be
characterised by the results of tests and symptoms, and classified by disease.
The main concept of the rough set theory is indiscernibility, which is normally
associated with a set of attributes. For example, let the set consist of headache
and muscle pain in the information table shown in Table 2.2. Then e1, e2 and
e3 are characterised by having the same value of these attributes, so that e1, e2
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Attributes Decisions
Headache Muscle Pain Temperature Flu
e1 yes yes normal no
e2 yes yes high yes
e3 yes yes very high yes
e4 no yes normal no
e5 no no high no
e6 no yes very high yes
Table 2.2: An information table
and e3 are indiscernible from each other. Hence, the indiscernibility relation is
an equivalent relation. Sets that are indiscernible are called ‘elementary sets’.
In Table 2.2, the set of attributes of ‘headache’ and ‘muscle pain’ defines three
elementary sets: {e1, e2, e3}, {e4, e6} and {e5}. Moreover, any finite union
of elementary sets is called a ‘definable set’. For instance, {e1, e2, e3, e5} is a
definable set defined by the attributes ‘headache’ and ‘muscle pain’ by setting
the values of both attributes to ‘yes’ or ‘no’.
With the indiscernibility relation, redundant or dispensable attributes can be
easily defined. If an attribute set and its super set define the same indiscerni-
bility relation, then the attributes in the super set and those not in that set are
redundant. For example, let ‘headache’ and ‘temperature’ be the set, and all
three attributes be the super set. The elementary sets defined by the attribute
set are all singletons–the same as the sets defined by the super set. Therefore,
the attribute ‘muscle pain’ is redundant. Meanwhile, the attribute set Headache,
Temperature has no redundant attribute because elementary sets of each attribute
are not singletons. Such an attribute set is called ‘minimal’.
Formally, a set, P , is the reduct of another set, Q, if P is minimal and both
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Attributes Decisions
Headache Temperature Flu
e1 yes normal no
e2 yes high yes
e3 yes very high yes
e4 no normal no
e5 no high no
e6 no very high yes
Table 2.3: Reduced information table
sets define the same indiscernibility relation. Set Headache, Temperature is a
reduct of the original attribute set.
The elementary sets can also be defined by the decisions, and are called ‘con-
cepts’. As shown in Table 2.3, there are two concepts defined by the decision ‘flu’,
which represents whether the patient has the flu or not. Decision ‘flu’ depends
on the attributes ‘headache’ and ‘temperature’ because all elementary sets of in-
discernibility relation associated with this attribute set are subsets of the concept
‘flu’ in Table 2.3. Thus, one can determine whether the patient is sick by the
rules from the table shown in Table 2.3. For example, (Temperature, normal) →
(Flu, no) or (Headache, no) and (Temperature, high) → (Flu, yes).
The data shown in Table 2.3 are consistent because all elementary sets belong
to some concepts. However, the data in Table 2.4 are inconsistent because {e5,
e7} and {e6, e8} are not subsets of any concepts. That means that decision ‘flu’
does not depend on the attributes ‘temperature’ and ‘headache’. To solve this
issue, the rough set theory introduces the lower approximation, which is the least
definable set contained in each concept, X, and the upper approximation, which
is the greatest definable set contained in X.
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Attributes Decisions
Headache Temperature Flu
e1 yes normal no
e2 yes high yes
e3 yes very high yes
e4 no normal no
e5 no high no
e6 no very high yes
e7 no high yes
e8 no very high no
Table 2.4: Inconsistent information table
In Table 2.4, for the concept {e2, e3, e6, e7}, the lower approximation is {e2,
e3} and the upper approximation is {e2, e3, e5, e6, e7, e8}, as shown in Figure 2.10.
Sets such as {e5, e6, e7, e8} that contain elements from the upper approximation
that are not in the lower approximation are called a ‘boundary region’. Thus,
rough sets can be defined as sets that have non-empty boundary regions. With
these tools, rules can be classified as follows: rules from the lower approximation
are certainly valid, and rules from the upper approximation of the concepts are
possibly valid.
The quality of the upper and lower approximation is used as the measure of
uncertainty in the rough set theory. Given a set of examples, X, the quality
of lower approximation is the ratio of the number of all elements in the lower
approximation of X to the total number of X. It is the same for the upper ap-
proximation. For concept X = {e1, e4, e5, e8} in Table 2.4, the quality of the
upper approximation is 0.75(6 elements out of 8). The quality of both approxi-
mations can also be calculated as the ratio of a number of certain (for lower) or
possible (for upper) examples to the total number of examples in X. Thus, the
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Figure 2.10: Lower and upper approximations [79]
quality is a relative frequency and this measure of quality is an objective belief
function.
2.9.2 Granule mining
Granule mining is derived from the rough set theory–it is the essential technology
upon which this research is based. Granule mining technology uses granular
computing to interpret association rules through using extended sets that can be
interpreted as a probability function or a belief function.
The first step of the granule mining approach is to transfer the database into a
decision table, while the attributes selected to appear in the decision table must
be divided into condition and decision groups. A decision table is defined as
follows. The tuple (T, V T , C,D) is used to denote the decision table of (T, V T )
such that the condition attribute, C, and decision attribute, D, satisfy C∩D = ∅
and C ∪ D ⊆ V T . In dataset, T , for every attribute, a ∈ V T , and the set of
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Object Items
t1 a1, a5, a6, a7
t2 a1, a5, a6, a7
t3 a1, a2, a4, a5, a7
t4 a1, a2, a3, a5, a6
t5 a1, a2, a4, a5, a6
t6 a1, a2, a3, a5, a6
t7 a1, a4, a5, a7
Table 2.5: Transaction table
Granule a1 a2 a3 a4 a5
cg1 1 0 0 0 1
cg2 1 1 0 1 1
cg3 1 1 1 0 1
cg4 1 0 0 1 1
Table 2.6: Condition granules
all values of a, Va, there is a mapping a : T → Va. For an object, t ∈ T , a(t)
denotes its value of attribute, a. For two objects, t1 and t2, if, and only if, a(t1)
= a(t2) for every a ∈ C, then (t1, t2) ∈ I(C) is a binary relation on T determined
by C. Thus, C defines a partition of all equivalent classes of I(C) that is denoted
as T/C or U/C. These classes are referred to as C-granules (or D-granules for
T/D). The class that contains t is a C-granule induced by t, and is denoted by
C(t).
For example, for the data set shown in Table 2.5, let T = {t1, t2 ,..., t7}, V T
= {a1, a2, ..., a7}. Tables 2.6 and 2.7 list the C-granules and D-granules where
C = {a1, a2, a3, a4, a5} and D = {a6, a7}. With these definitions, we have T/C
= {cg1, cg2, cg3, cg4} and T/D = {dg1, dg2, dg3}. A decision table can then be
generated, as shown in Table 2.8, which contains five decision rules.
With the condition granules and decision granules, a mapping Γ from U/C to
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Granule a6 a7
dg1 1 1
dg2 0 1
dg3 1 0
Table 2.7: Decision granules
Granule a1 a2 a3 a4 a5 a6 a7 Ng
g1 1 0 0 0 1 1 1 2
g2 1 1 0 1 1 0 1 1
g3 1 1 0 1 1 1 0 1
g4 1 1 1 0 1 1 0 2
g5 1 0 0 1 1 0 1 1
Table 2.8: Decision table
2(u/d)×[0,1] is determined by the set of decision rules, such that:
∑
(fst,snd)∈Γ(ci)
snd = 1
for all ci ∈ U/C, where Γ(ci) is the set of the decision granule-numeral pairs.
For each condition granule, its weight is the frequency in the decision table–
that is, w(ci) =
∑
x∈ci Nx where Nx is the number of transactions in class x.
Normalising this weight attains a probability function, P , on U/C, such that:
P (ci) =
w(ci)∑
cj∈U/C w(cj)
for all ci ∈ U/C.
With Γ and P , an extended random set can be defined as a pair of (Γ, P ).
Then the decision rules can be represented as ci → fsti,1, ci → fsti,2, ..., and
ci → fsti,|Γ(ci)| for a given decision granule, ci, where Γ(ci) = {(fsti,1, sndi,1), ...,
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Figure 2.11: An extended random set
(fsti,|Γ(ci)|, sndi,|Γ(ci)|). The strengths of these decision rules are then expressed
as P (ci)× sndi,1, ..., P (ci)× sndi,|Γ(ci)|, respectively. The corresponding certainty
factors, sndi,1, ... sndi,|Γ(ci)|, are computed as follows:
sndi,j =
|ci ∩ fsti,j|
|ci| .
Interesting rules can be determined by calculating the strengths and certainty
factors when given a set of extended random set (Γ, P ). For example, as shown
in Figure 2.11, let U/C be a set of condition granules and Γ(ci) be the conclusion
of premise ci (i = 1, ..., | U/C |). A decision rule ci → fsti,j is an interesting
rule if pr(fsti,j) - pr(fsti,j) is greater than the minimum threshold. The pr is the
probability on (U/D), calculated as follows:
pr : (U/D)→ [0, 1]
such that:
pr(d) =
∑
ci∈(U/C),(d,snd)∈Γ(ci)
P (ci)× snd.
Besides using the frequency criterion, the extended random sets can easily
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use other measures to discover interesting rules. The first measure is the weight
function for condition granules, which is used in the scenario of multiple data
collection, such as mining in multiple databases. This new weight on U/C is
calculated as:
w(ci) = (
∑
x∈ci
Nx)× log(M/ni)
for all ci ∈ (U/C), where M is the total number of databases and ni is the
databases containing ci.
Another measure is the uncertainties of decision granules, which is a relative
stable measure. A random set (ξ, P ) can be derived from the extended random
set Γ, P : ξ: U/C → 2U/D such that ξ(ci) = {fst|(fst, snd) ∈ Γ(ci)} for all ci ∈
(U/C). The random set determines a Dempster-Shafer mass function, mP , on
U/D, such that:
mP (X) = P ({ci|ci ∈ (U/C), ξ(ci) = X})
for every X ⊆ U/D.
This mass function then decides a belief function and plausibility function as
follows:
belm : 2
U/D → [0, 1], plm : 2U/D → [0, 1]
and
belm(X) =
∑
Y⊆X
mP (Y ), plm(X) =
∑
Y ∩X 6=∅
mP (Y )
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for every X ⊆ U/D.
Then the interval of [belm, plm] can be used to examine the correctness of the
subjective judgement for descriptions.
2.10 Difference between pattern and granule based
approach
The most significant difference between the pattern-based association rule mining
methods and this study’s model is that pattern-based methods are a two-step pro-
cess, while this model involves a one-step process. Granules and basic mappings
can be generated in one step; then, from these granules and mappings, granules
of different size and derived mappings can be generated.
The second difference relates to the use of the structural information of data.
Pattern-based models require extra effort to use structural information to improve
mining performance. For example, meta-rules are created using the dimensional
information of data cubes to define the mining space and rule template to mine. In
contrast, due to the properties of granules, granules contain structural information
naturally. For example, a granule can be defined by high profit products and low
profit products.
Another difference is the ways they describe association. For association rules,
the association only describes the subset relationship between a pattern and its
subsets. In contrast, the granule-based model uses association mapping to de-
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scribe the associations between granules of different sizes. Moreover, associations
can be interpreted using structural information provided by data warehouses be-
cause granules carry such information naturally as a result of their properties.
2.11 Summary
This chapter has presented an introduction of data warehouses, which are multi-
dimensional databases. These databases contain a set of data cubes that consist
of a set of dimensions and the measures stored in the fact table. Data warehouses
enable the inspection of data from different views and abstract levels, according
to the data schema and hierarchical structure of the data.
This chapter also introduced association rule mining, which is a data mining
technology used to discover the knowledge about the patterns and associations
between the items of the transactions in the database. Association rule mining
is a two-stage process: the frequent pattern discovery stage and the rule genera-
tion stage. Two algorithms for frequent pattern mining–the Apriori and FP-Tree
algorithm–were illustrated in this chapter. These algorithms mine frequent pat-
terns only, based on the occurring frequency, and do not use the features provided
by the source database, such as data warehouses, to improve mining performance
in terms of efficiency and effectiveness.
This chapter also reviewed some approaches [16,35,65] that have used associ-
ation rule mining for data warehouses using the features of the data warehouse.
In these approaches, meta-rules or meta-patterns were used as a template for the
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desired rules. The meta-rules were designed using the dimension and hierarchy
levels of the data warehouse. These approaches can limit the mining space in
order to improve the mining efficiency. They also can increase the rule interest-
ingness because the user can provide a template of desired rules.
In addition to the meta-rule-based approaches, this chapter also introduced
another approach that uses a different type of constraint–the improvement con-
straint. This approach only mines the rules that have greater improvement in
confidence than their simplified rules, where the simplified rules are generated by
removing one or more attributes from the original rule. Using the improvement
constraint, many unnecessary complex rules can be avoided.
Usually, the volume of the patterns and rules is overwhelmingly large, which
leads to the interpretation issue. In response to this, some post-processing ap-
proaches have been proposed. This chapter reviewed some of these approach-
es [1, 33, 60, 84, 98, 107, 112] that summarise or compress the frequent patterns
into a limited number of representatives. Moreover, methods were also proposed
to restore the original supports for the patterns from the representatives.
Finally, this chapter introduced the rough set theory and granule mining,
which is based on the rough set theory. The rough set theory and granule mining
use a decision table, instead of traditional transactional data. Each row in the
decision table is called a ‘decision rule’. Thus, the pattern can be characterised
by the condition and decision granules in order to interpret the association rules.
Moreover, the relationships between the condition and decision granules gener-
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ate a mapping–called an ‘extended random set’–hat can be used to determine
interesting rules via some measures. Thus, it is possible to use granule mining
to overcome the limitations of patterned-based association mining, such as the
time required for both pattern mining and rule generation, and the interpretation
issue caused by the lack of semantic meaning for patterns. Therefore, this study’s
approach is based on the granule mining technology and is offered as a potential
solution to resolve these issues.
Chapter 3
Framework
This chapter first presents an overview of this study’s approach and the sys-
tem architecture for implementation. Second, it discusses the differences between
pattern mining and granule mining. Third, it describes the advantages and disad-
vantages of using granules in knowledge discovery, which leads to a discussion of
the motivation behind this study’s approach. Fourth, it illustrates the interpreta-
tion of decision rules in terms of association rules. Finally, it presents a multi-tier
structure, as well as the details for deriving varieties of association mappings for
the construction of the multi-tier structure.
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3.1 Overview and system architecture
From the overview, the proposed approach performs the granule mining, includ-
ing generation of granules, construction of the multi-tier structure and mappings
of the data from the data warehouse. It firstly retrieves the data from the data
warehouse, and then builds the information table and decision table according
to the user’s request and granule definitions. It then generates the granules and
constructs a two-tier structure. Following this, it derives variates of association
mappings from the two-tier structure and constructs the multi-tier structures. Fi-
nally, it conducts the mining tasks, such as meaningless rule filtering and support
estimation, and presents the final results to the user.
Figure 3.1: System architecture
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For the system to implement the approach, the system architecture is designed
as shown in Figure 3.1. There are corresponding components for each step of the
process. The data warehouse component provides tools to use the data warehouse
features to facilitate the mining process. For example, with the multi-dimensional
data schema, it can easily involve the user in the mining process to provide
constrains to define different granules. Moreover, the query language of the data
warehouse enables a one-step retrieval of the data with specified attributes, and
simplifies the data preparation and information table construction. Finally, the
granule mining component is responsible for the tasks, including accepting the
user constraints, constructing the multi-tier structure and mapping according to
these requirements. It is also responsible for displaying the data mining results
to the user after meaningless rule removal or support estimation.
3.2 Using data warehousing in our model
This study’s model uses the features provided by data warehouses in two ways.
First, it uses the structural information provided by the data warehouse to define
granules, so that the structure of the granules carries this information naturally,
and can be used to express association meanings. In experiments on the Food-
mart 2005 dataset, the attributes of the ‘Product’ dimension were used to define
the granules. These granules were defined at different abstract levels, according to
the hierarchy levels of the ‘Product’ dimension. For example, attributes from the
‘Product Family’ can be used to define large granules, so that the associations of
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the granules describe the relationships between product families. While ‘Product
Department’ attributes can be used to define smaller granules, associations are
interpreted as relationships between the product departments. Therefore, asso-
ciations between granules of different sizes can be interpreted with the structural
information contained in data warehouses.
Second, using tools for data warehousing, we can build an information table
that meets a mining request simply in a one-step query. In our implementation,
we used the SQL Server 2008 as the data warehousing platform. It provides a
query language, DMX, to retrieve date. The data retrieved through this query
language are in an integrated form. Therefore, we can retrieve data that match
the data mining request, and transform the retrieved data into information ta-
ble in straightforward steps through this query language provided by the data
warehouse.
3.3 Data mining to granule mining
After a short preamble, and before turning to the theoretical side of granule
mining in the following sections, it is worthwhile discussing the two perspectives of
knowledge in data. This section discusses association rules and patterns by using
an example that is also used to describe how decision rules and granules can be
used. This section also discusses the differences between decision rules (granules)
and association rules (patterns) that led to the motivations of developing granule
mining.
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Object (Transaction) Items (Products)
t1 a1 a2
t2 a3 a4 a6
t3 a3 a4 a5 a6
t4 a3 a4 a5 a6
t5 a1 a2 a6 a7
t6 a1 a2 a6 a7
Table 3.1: A transaction table
Object(Transaction) a1 a2 a3 a4 a5 a6 a7
t1 1 1 0 0 0 0 0
t2 0 0 1 1 0 1 0
t3 0 0 1 1 1 1 0
t4 0 0 1 1 1 1 0
t5 1 1 0 0 0 1 1
t6 1 1 0 0 0 1 1
Table 3.2: An information table
3.3.1 Association rules
Formally, a transaction database is a set of shopping lists that can be described
as an information table based on some constraints. For example, a meta-rule (a
predicate) can be used to select a set of items (products) in a period that satisfies
certain conditions.
Let T be a set of objects (record) in which each record (object) is a sequence
of items, and let V T = {a1, a2, . . . , an} be a set of selected items (or attributes)
for all objects in T , where each item can be a tuple (e.g. < name, cost, price > is
a product item). We call (T, V T ) an information table. Table 3.2 illustrates an
information table, where V T = {a1, a2, . . . , a7}, and T = {t1, t2, . . . , t6}.
A set of items is called an ‘itemset’ or ‘pattern’. Given a pattern (an item-
set), X, its support, support(X), is the fraction of the objects (transactions) that
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contain X. A pattern is considered a frequent pattern if its support is greater
than or equal to a minimum support, min sup.
Table 3.1 has 10 frequent patterns if we assume min sup = 50%. These are
{a1}, {a2}, {a3}, {a4}, {a6} — 1-itemset
{a1, a2}, {a3, a4}, {a3, a6}, {a4, a6} — 2-itemset
{a3, a4, a6} — 3-itemset.
Figure 3.2: Pattern taxonomy
Not all frequent patterns are useful. For example, pattern {a3, a4} in Table 3.1
is a non-closed pattern because it always occurs with item a6 in all transactions–
that is, support({a3, a4}) = support({a3, a4, a6}). There are only three closed
patterns in the above example: {a3, a4, a6}, {a1, a2}, and {a6}.
Patterns can be discussed in a taxonomy by using the subset relation. Fig-
ure 3.2 illustrates an example of the pattern taxonomy for the frequent patterns
in Table 3.1, where the nodes represent frequent patterns, and the edges are ‘sub-
set’ relations. We can prune non-closed patterns in the pattern taxonomy (see
the nodes crossed by a dashed line). In that case, some direct ‘subset’ relations
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may be redirected. For example, pattern {a6} would become a direct sub-pattern
of {a3, a4, a6} in Figure 3.2 after pruning all non-closed patterns.
We can generate association rules from these closed patterns. Let A be a
closed pattern, and B ⊂ A. Rule ‘B → (A − B)’ is called an ‘association rule’,
and its confidence is the percentage of transactions containing B that also contain
(A−B)–that is the conditional probability P ((A−B)|B). We call ‘B → (A−B)’
an interesting rule if P ((A−B)|B) > P (A−B), where P (A−B) = support(A−
B), and P ((A − B)|B) = support(A)
support(B)
. In real applications, people usually use a
minimum confidence, min conf, to determine interesting rules.
For example, from closed pattern {a3, a4, a6}; we have the following three asso-
ciation rules with the longest antecedents and 100% confidence since support({a3,
a4, a6}) = support({a3, a6}) = support({a4, a6}) = support({a3, a4}):
a3 ∧ a6 → a4; a4 ∧ a6 → a3; a3 ∧ a4 → a6. (3.1)
3.3.2 Decision rules
The information table can also be represented in granules according to user con-
straints. A granule is a predicate that describes the common features of a set of
objects (such as records or transactions) for a selected set of attributes (or items).
Granules can be used to tailor multi-dimensional databases in order to meet user
constraints for knowledge discovery in databases.
The simplest case of using granules is to group items (such as products) into
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Granule Desktop Family Ng coverset
High Profit Products Low Profit Products
a1 a2 a3 a4 a5 a6 a7
g1 1 1 0 0 0 0 0 1 {t1}
g2 0 0 1 1 0 1 0 1 {t2}
g3 0 0 1 1 1 1 0 2 {t3, t4}
g4 1 1 0 0 0 1 1 2 {t5, t6}
Table 3.3: A decision table
two categories: condition attributes and decision attributes. For example, users
may view high profit products as condition contributes and low profit products
as decision attributes. Let a1, a2, a3, a4 and a5 be the high profit products (or
condition attributes) that are used to form the antecedents of rules, and a6 and
a7 be the low profit products (or decision attributes) that are used to form the
consequents of rules.
Table 3.3 illustrates a decision table of Table 3.1, where the semantic infor-
mation is used to group items (products) into categories: Desktop, Family, High
Profit and Low Profit. The set of granules is {g1, g2, g3, g4}, where Ng is the num-
ber of objects that have the same representation (granule), and the coverset is
the set of objects (transactions) that are used to produce a granule.
Every granule in the decision table can be mapped into a decision rule [77],
where we treat the presence and absence of items as the same position if we view
the decision table as a database. Therefore, we can obtain four decision rules
from Table 3.3, and the second granule, g2, can be read as the following decision
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Condition Granule a1 a2 a3 a4 a5 coverset
cg1 1 1 0 0 0 {t1, t5, t6}
cg2 0 0 1 1 0 {t2}
cg3 0 0 1 1 1 {t3, t4}
Table 3.4: C-granules
Decision Granule a6 a7 coverset
dg1 0 0 {t1}
dg2 1 0 {t2, t3, t4}
dg3 1 1 {t5, t6}
Table 3.5: D-granules
rule:
(a1 = 0 ∧ a2 = 0 ∧ a3 = 1 ∧ a4 = 1 ∧ a5 = 0)→ (a6 = 1 ∧ a7 = 0), (3.2)
where the antecedent and consequent are described as Boolean expressions.
The smallest granules only contain one single attribute–these are also called
‘primary granules’. A large granule can be generated from some smaller granules
by using logic ‘and’, ∧. For example, granules can be defined based on condition
attributes and decision attributes. The former is called ‘C-granule’ (condition
granule) and the latter is D-granule (decision granule). Tables 3.4 and 3.5 show
the C-granules and D-granules, respectively. The large granules g1, g2, g3 and g4
can be generated by C-granules and D-granules as follows:
g1 = cg1 ∧ dg1;
g2 = cg2 ∧ dg2;
g3 = cg3 ∧ dg2;
g4 = cg1 ∧ dg3.
62 Chapter 3. Framework
Figure 3.3 illustrates a two-tier structure [49] to describe the relationship be-
tween these granules in Tables 3.3, 3.4 and 3.5. The links (arrows) also represent
the associations (decision rules) between condition granules and decision granules.
Figure 3.3: A 2-tier structure
Notice that the decision rules, as shown in Eq. 3.2, can now be simply de-
scribed as follows:
cg2 → dg2 (g2) (3.3)
where the rule is corresponding to a granule (g2), and the antecedent and conse-
quent are a C-granule and a D-granule, respectively. This rule shows the associ-
ation between high profit products and low profit products, which includes much
more semantic meaning than the rules in Eq. 3.1, which only shows associations
between items. In addition, only one rule a3 ∧ a4 → a6 in Eq. 3.1 is useful based
on the above user constraints; however, it is impossible to recognize it before the
phase of the rule generation.
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3.4 Motivation
As previously indicated, association rule mining includes two phases: pattern
mining and rule generation. The first phase of pattern mining is the discovery
of frequent patterns. The second phase of rule generation is the discovery of the
interesting and useful association rules in the discovered patterns. The first phase
often takes a long time to discover all frequent patterns, and the results tend to
include a lot of noise. The second phase is also time consuming and can generate
many redundant rules. It is worth pointing out the issues associated with the
two phases in association mining, which are that both phases take a long time
and contain many uncertain actions for finding useful knowledge in databases.
In terms of granules, it is clear that knowledge in databases can be discovered in
a single phase–granule mining–because the discovered rules are indeed granules.
Based on the discussion in the previous section, the following advantages of using
granules have also been identified:
1. A decision table can directly describe multiple values of items, and pro-
vide a user-oriented approach to determine the antecedent (premise) and
consequence (conclusion) of association rules in databases.
2. A granule is a predicate that describes the features of a set of objects in
decision tables.
3. Granules can be divided into smaller granules based on categories of at-
tributes, and smaller granules can be merged into larger granules.
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4. The number of granules is much smaller than the numbers of patterns in
databases.
Certainly, there are also several disadvantages when discussing granules based
on decision tables only. It should be obvious at this point that we do not under-
stand the relationship between association rules (or patterns) and decision rules
(or granules), although they appear very similar in the previous example. Deci-
sion tables can provide an efficient way to represent discovered knowledge with
a small number of attributes; however, in cases of large numbers of attributes,
decision tables lose their advantages because they do not provide a mechanism
for dealing with granules of different sizes. In addition, decision tables cannot
be used to discuss meaningless rules because they do not provide a semantic
structure for discussing generalised rules.
3.5 Interpreting the granules in terms of pat-
terns
In order to represent the knowledge discovered in the database through the gran-
ules, the decision rules need to be interpreted in terms of association rules. This
interpretation is achieved by exploring the relationship between the granules and
patterns–especially the closed patterns. The exploration begins by introducing
the definitions of coverset of patterns, closure and coverset of granules in the
granule mining approach, and then using these concepts to define the relation-
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ship between patterns and granules, as well as some theorems deduced from these
definitions.
The transaction database that is used to obtain patterns or build decision
tables can be formally denoted as a simple information table (T , V T ), where
T is the set of transactions in which every transaction contains a sequence of
items, and V T = {a1, a2, ..., an} is the set of items of patterns or attributes of
granules for all transactions in T . With the denotion of the information table,
the definition–including coverset, closure and closed patterns–can be introduced
first in regard to patterns.
Definition 1: Coverset of an itemset. For an itemset, X, that is a subset of
V T , the coverset of X is defined as the set of all transactions or objects t ∈ T such
that X ⊆ t. That is, coverset(X) = {t|t ∈ T , X ⊆ t}. Because the occurrence
frequency of an itemset X is the number of transactions containing X which
is equal to |coverset(X)|; thus, the support of X is |coverset(X)||T | . An itemset X
is considered a frequent pattern if its support is greater than minimum support
which means the coverset of X is larger than the minimum threshold.
Definition 2: Itemset of a set of transactions. The set of items or attributes
that appear in all the transactions of a set of transactions, Y , is the itemset of
Y . It is denoted as follows:
itemset(Y ) = {a|a ∈ V T ,∀t ∈ Y ⇒ a ∈ t}.
Definition 3: Closure of an itemset. For a pattern, X, its closure closure(X)
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Frequent Pattern coverset closure closed? max?
{a1} {t1, t5, t6} {a1, a2}
{a2} {t1, t5, t6} {a1, a2}
{a3} {t2, t3, t4} {a3, a4, a6}
{a4} {t2, t3, t4} {a3, a4, a6}
{a6} {t2, t3, t4, t5, t6} {a6} yes
{a1, a2} {t1, t5, t6} {a1, a2} yes yes
{a3, a4} {t2, t3, t4} {a3, a4, a6}
{a3, a6} {t2, t3, t4} {a3, a4, a6}
{a4, a6} {t2, t3, t4} {a3, a4, a6}
{a3, a4, a6} {t2, t3, t4} {a3, a4, a6} yes yes
Table 3.6: Closed patterns
= itemset(coverset(X)). This definition originally comes from the Galois con-
nection [14]. There are some important properties of this definition as follows. It
is easy to prove these properties (see [14], [123] or [109]).
Theorem 1. Let X and Y be two patterns, we have
(1) X ⊆ Y ⇒ coverset(X) ⊇ coverset(Y );
(2) coverset(X ∪ Y ) = coverset(X) ∩ coverset(Y );
(3) coverset(X ∩ Y ) ⊇ coverset(X) ∪ coverset(Y );
(4) closure(X) ⊇ X for all patterns X;
(5) X ⊆ Y ⇒ closure(X) ⊆ closure(Y ) for all patterns X and Y .
Definition 4: Closed pattern. A pattern, X, is called closed if, and only if,
X = Closure(X). X is considered a ‘max closed pattern’ if all its super patterns
are non-closed, where pattern Y is called a ‘super pattern’ of X if Y ⊃ X.
Using the above definitions, the frequent patterns can be described with more
information. Table 3.6 lists the additional properties of each frequent pattern
obtained from Table 3.1 using the new definitions.
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Regarding the definition of granules, we need to introduce the denotion of the
decision table and the equivalence class for granules. For an information table
(T , V T ), the tuple (T , V T , C, D) is used to denote the decision table generated
from (T , V T ) if C ∩D = ∅ and C ∪D ⊆ V T . With the assumption that there is
a function for every attribute a ∈ V T such that a: T → Va, where Va is the set
of all values of a. Va is also called the domain of a. For example, Va = {1, 0} in
Table 3.3.
Given a subset of V T , B, it can determine a binary relation I(B) on T such
that (t1, t2) ∈ I(B) if, and only if, a(t1) = a(t2) for every a ∈ B, where a(t)
denotes the value of attribute, a, in the transaction, t ∈ T . It can be proven that
I(B) is an equivalent relationship. The family of all equivalence class of I(B),
which is a partition determined by B, is denoted as T/B.
For the decision table (T , V T , C, D), the equivalence classes in T/(C∪D) are
also referred to as granules. Specially, equivalence classes in T/C are C-granules
and T/D are D-granules. Then, the equivalence class in T/(C ∪D) (or in T/C,
T/D) containing t is a granule (or C-granule or D-granule) induced by t, and is
denoted by (C ∪D)(t) (or C(t) or D(t)).
Definition 5: Coverset of granules. Let cg = C(t) be a C-granule induced
by transaction t. Its covering set coverset(cg) = {t′|t′ ∈ T , (t′, t) ∈ I(C)}.
The covering sets of other kinds of granules can be defined similarly. Then
there are the following theorem based on these definitions.
Theorem 2. Let granule g = cg ∧ dg, where cg is a C-granule and dg is a
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D-granule, then we have coverset(g) = coverset(cg) ∩ coverset(dg).
Proof : Let g be induced by t such that g = (C ∪D), then we have cg = C(t)
and dg = D(t). Assume transaction t′ ∈ T . Because:
(t′, t) ∈ I(C ∪D)⇔ (t′, t) ∈ I(C) and (t′, t) ∈ I(D).
we have
t′ ∈ coverset(g)⇔ (t′, t) ∈ I(C ∪D)⇔ (t′, t) ∈ I(C)
and
(t′, t) ∈ I(D)⇔ t′ ∈ (coverset(cg) ∩ coverset(dg)). 
For example, using Tables 3.3, 3.4 and 3.5, we have:
g1 = (a1 = 1 ∧ a2 = 1 ∧ a3 = 0 ∧ a4 = 0 ∧ a5 = 0 ∧ a6 = 0 ∧ a7 = 0)
= ((a1 = 1 ∧ a2 = 1 ∧ a3 = 0 ∧ a4 = 0 ∧ a5 = 0) ∧ (a6 = 0 ∧ a7 = 0))
= C(t1) ∧D(t1)
= cg1 ∧ dg1.
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Therefore, from Theorem 2, we have:
coverset(g1) = coverset(cg1 ∧ dg1)
= coverset(cg1) ∩ coverset(dg1)
= {t1, t5, t6} ∩ {t1}
= {t1},
which is the same result as shown in Table 3.3.
Definition 6: Derived decision pattern. Let X be a pattern and B ⊆ V T be
a set of attributes. Then X is a decision pattern of B if ∃g ∈ T/B, such that X
= {ai ∈ B|ai(g) = 1}. X is also called the derived decision pattern of granule g.
Theorem 3. Let (T, V T , C,D) be a decision table and C ∪ D = V T . We
have
(1) coverset(C(t)) ⊇ coverset((C ∪D)(t)), for all t ∈ T .
(2) The derived decision pattern of every granule g ∈ T/(C ∪D) is a closed
pattern.
(3) Max closed patterns are decision patterns of (C ∪D).
Proof: (1) is obvious according to Definition 5.
For (2), let X be the derived pattern of g, that is, X = {ai ∈ C ∪D|ai(g) =
1}. From the definition of granules, there is a transaction t0 ∈ coverset(g) such
that X = {ai ∈ C ∪D|ai(t0) = 1}, that is t0 ∈ coverset(X).
Given an item a ∈ itemset(coverset(X)), according to Definition 2, we have
a ∈ t for all t ∈ coverset(X)–that is, a ∈ t0; hence, a ∈ X (notice: X = {ai ∈
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C ∪D|ai(t0) = 1} = {ai ∈ V T |ai(t0) = 1}).
Therefore, closure(X) = itemset(coverset(X)) ⊆ X.
We also haveX ⊆ closure(X) from Theorem 1; hence, we haveX = closure(X).
For (3), assuming X be a max closed pattern, it is obvious that X ⊆ t for all
t ∈ coverset(X). If there is a transaction t ∈ coverset(X) such that X ⊂ t, And
if Y is a largest t, such that X ⊂ t, then we have X ⊂ Y .
For any a ∈ closure(Y ), we can say a ∈ Y ; otherwise, let Z = Y ∪ {a}, and
we have:
X ⊂ Y ⊂ Z;
∃t0 ∈ coverset(Y )⇒ Z ⊆ {ai ∈ V T |ai(t0) = 1}.
Therefore, X ⊆ {ai ∈ V T |ai(t0) = 1} and then t0 ∈ coverset(X). This conflicts
with the assumption of the largest Y . Thus, a ∈ Y and Y ⊇ closure(Y ).
According to Theorem 2, we have closure(Y ) ⊇ Y . Then Y is closed pattern.
This is a conflict to the assumption. Therefore, X = t for t ∈ coverset(X). That
is, X is the derived decision pattern of granule(C ∪D)(t).
For example, from Table 3.3, we have
g1 = (a1 = 1 ∧ a2 = 1 ∧ a3 = 0 ∧ a4 = 0 ∧ a5 = 0 ∧ a6 = 0 ∧ a7 = 0).
In addition, in Table 3.6, there is a pattern of {a1, a2}. This pattern is thus the
derived decision pattern of g1, and is a max closed pattern.
Theorem 4. Let (T , V T ) be and information table and let X be a closed
pattern, but not a max closed pattern. There exists a C ⊆ V T and a C-granule
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cg such that C ⊂ V T and X is derived decision pattern of cg.
Proof: Let C = {a|a ∈ X} ⊆ V T . Because X is a closed pattern, there is a
transaction t ∈ T such that X ⊆ t. Let cg = C(t), the induced C-granule by t,
then X = {ai ∈ C|ai(cg) = 1}–that is, X is the derived decision pattern of cg,
according to Definition 6.
It is also can be observed that there is a closed pattern Y such that X ⊂ Y ,
since X is not a max closed pattern. It is obvious that C = {a|a ∈ X} ⊂ {a|a ∈
Y } ⊆ V T .
For example, for pattern {a6} in Table 3.6, the covering transactions are t2,
t3, t4, t5, t6. From Table 3.5, we have C(t2) = C(t3) = C(t4) = dg2 and C(t5) =
C(t6) = dg3, such that pattern {a6} is a derived pattern of dg2.
Through the formal discussion about the relationships between granules and
patterns above, a conclusion can be drawn as follows: a decision rule that cor-
responds to a granule can also be interpreted as a decision pattern. First, the
discussion on Theorem 3 proves that decision rules or decision patterns and max
closed patterns mutually correspond to each other. Second, small closed pattern-
s can be interpreted as smaller granules correspondingly, which is indicated in
Theorem 4.
These results imply that granules are significant abstractions of knowledge in a
database because they can prune noises that are possibly carried by the non-closed
patterns. Moreover, they also indicate that decision tables are not adequate to
manage granules because decision tables are incomplete for interpreting all closed
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patterns; thus, decision tables are incapable of handling the associations between
granules that are smaller than the decision rules. These findings lead to the
introduction of the multi-tier structure to overcome the limitations of decision
tables.
3.6 Multi-tier structure of granules
As illustrated in [49], decision tables can be described as two-tier structures that
seek to efficiently discover the relationships between condition granules and de-
cision granules. However, when the number of attributes becomes larger, the
two-tier structure is inefficient. Further, the two-tier structure is incapable of
describing decision rules with different sizes. In addition, there is no mechanism
to filter out meaningless rules when using only the two-tier structure. To resolve
these issues, a multi-tier structure was proposed to represent granules in multiple
tiers. In addition, this multi-tier structure was further developed to efficiently
discover the associations between granules of different sizes in different tiers. The
multi-tier solution includes the concept of multi-tier structures, as well as the
concept of general rules of decision rules (rules with shorter antecedents) that are
used to clarify the meanings of meaningless items in granule mining.
In order to describe the associations between the granules in different sizes,
the condition attributes can be further divided into some sub-categories according
to the user constrains and the hierarchy structures of the data. Let Ci and Cj
be two subsets of condition attributes, where Ci and Cj satisfy the condition
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Ci-granule a1 a2 coverset
cgi,1 1 1 {t1, t5, t6}
cgi,2 0 0 {t2, t3, t4}
Table 3.7: Ci-granules
Cj-granule a3 a4 a5 coverset
cgj,1 0 0 0 {t1, t5, t6}
cgj,2 1 1 0 {t2}
cgj,3 1 1 1 {t1, t4}
Table 3.8: Cj-granules
that Ci ∩ Cj = ∅ and Ci ∪ Cj = C. For the condition granules in Table 3.4,
with the division that makes Ci = {a1, a2} and Cj = {a3, a4, a5}, the resulting
smaller granules are shown in Tables 3.7 and 3.8. These smaller granules are
called Ci-granules and Cj-granules respectively.
For a multi-tier structure, it is formally denoted as the pair of (H, A), where
H is a set of granule tiers and A is a set of association mappings that represent
the associations between the granules in different tiers.
Figure 3.4: An example of a multi-tier structure
Figure 3.4 depicts an example of a three-tier structure for the possible granules
in Tables 3.5, 3.7 and 3.8. This three-tier structure is generated by dividing the
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C-granules into Ci granules and Cj granules, which are the first two levels in
Figure 3.4. Such a three-tier structure is denoted as H = {Ci, Cj, D}, where
the Ci tier contains the Ci-granules = {cgi,1, cgi,2}, the Cj tier contains the Cj-
granules = {cgj,1, cgj,2, cgj,3} and the D tier contains the D-granules = {dg1, dg2,
dg3}.
The three-tier structure shown in Figure 3.4 also contains three types of as-
sociation mappings that are depicted as the arrows between the granules in the
picture. The set of association mappings are denoted as A = {Γcd, Γij, Γid}. The
association mapping Γcd, Γij, Γid represent the linkages between the C-granules
and D-granules, Ci-granules and Cj-granules, and Ci-granules and D-granules,
respectively. These association mappings are the entities where the decision rules
can be generated from.
Given a C-granule cgk and Ci-granule cgi,x, there are three sets of association
mappings, including ΓCD(cgk), Γij(cgi,x) and Γid(cgi,x), respectively. Γcd(cgk)
consists of all possible associations between granule cgk and the D-granules, which
includes the links starting from cgk to every related granule in the D tier, and the
strength of these links. Similarly, for Γij(cgi,x), it includes all possible associations
between cgi,x and Cj-granules that comprise the links from cgi,x to granules in
tier Cj. Finally, the mapping Γid(cgi,x) includes all possible associations between
the granule cgi,x and D-granules.
For example, using Tables 3.4, 3.7, and 3.8, we have:
cg1 = cgi,1 ∧ cgj,1
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cg2 = cgi,2 ∧ cgj,2
cg3 = cgi,2 ∧ cgj,3
Using Tables 3.3 and 3.5, we also have:
Γcd(cg1) = {(dg1, 1), (dg3, 2)}
Γcd(cg2) = {(dg2, 1)}
Γcd(cg3) = {(dg2, 2)}
The link-strength between condition granule cgk or cgi,x and decision granule
dgz is defined as follow:
link-strength(cgk, dgz) = |coverset(cgk ∧ dgz)|
(or link-strength(cgi,x, dgz) = |coverset(cgi,x ∧ dgz)|)
(3.4)
The link-strength equals to the number of transactions that satisfy the granule
“cgk ∧ dgz” (or “cgi,x ∧ dgz”).
Then the expression of ‘cgk → dgz’ is called a ‘decision rule’ where cgk is the
antecedent part and dgz is the consequent part of the rule. The calculation of the
support of this decision rule is as the follow:
sup =
|coverset(cgk ∧ dgz)|
|T | =
1
N
link-strength(cgk, dgz) (3.5)
where N = |T |, the total number of transactions.
And the confidence of the decision rule is as follow:
conf =
|coverset(cgk ∧ dgz)|
|coverset(cgk)| =
1
|coverset(cgk)| link-strength(cgk, dgz). (3.6)
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Link between granules link-strength
C-granules and D-granules cgi,1 ∧ cgj,1 → dg1 1
cgi,1 ∧ cgj,1 → dg3 2
cgi,2 ∧ cgj,2 → dg2 1
cgi,2 ∧ cgj,3 → dg2 2
Ci-granules and Cj-granules cgi,1 → cgj,1 3
cgi,2 → cgj,2 1
cgi,2 → cgj,3 2
Ci-granules and D-granules cgi,1 → dg1 1
cgi,1 → dg3 2
cgi,2 → dg2 3
Table 3.9: Associations between granules
Table 3.9 lists the possible links and their link-strengths shown in Figure 3.4,
where cgk can also be represented in the form ‘cgi,x ∧ cgi,y’ in the three-tier
structure shown in Figure 3.4.
The introduction of the multi-tier structure has shown that there are rules
with different premises contained in the multi-tier structure. This leads to the
possibility of discussing general rules with shorter premises. Moreover, with the
concept of general rules, it is possible to define the term ‘meaningless’ in the
multi-tier structure for a decision rule on selected tiers. The following discussion
presents the formal definitions of general rules and meaningless rules.
Definition 7. Let cgk be a C-granule and cgk = cgi,x ∧ cgk,y. Then rule ‘cgi,x
→ dgz’ is a general rule of rule ‘cgk ∧ dgz’.
Definition 8. Let cgk be a C-granule and cgk = cgi,x ∧ cgk,y. Then rule
‘cgk → dgz’ is a meaningless rule if its confidence is less than or equal to the
confidence of its general rules.
The rationale of the definition of meaningless rules is analogous to the defi-
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nition of interesting rules, where X → Y is an interesting rule if the conditional
probability P (Y |X) is greater than P (Y ). If adding a piece of extra evidence
to a premise obtains a weak conclusion, the piece of evidence can be defined as
meaningless.
3.7 Association mappings for efficient rule gen-
eration
The last section has presented a three-tier structure (H, A), where H = {Ci,
Dj, D}, Ci ∪ Cj = C and Ci ∩ Cj = ∅, and A = {ΓCD, Γij, Γid}. Association
mappings are the entities used to describe the association relationships between
granules in different tiers. They can be used to enumerate all the association rules
between the associated granules. In usual cases, there are many possible pairs of
(Ci, Cj), such that Ci ∪ Cj = C and Ci ∩ Cj = ∅, and Ci or Cj or both can
be divided into smaller granule sets. Therefore, it is necessary to use the derived
association mappings (such as Γid) for efficient rule generation in the multi-tier
structures.
The very important regulation for obtaining association mappings is the com-
pleteness. That is, the association rules that are discovered from the association
mappings should be the same as the rules obtained from the original database
under the corresponding user constraints. To achieve this purpose, the first step
is to formalise a basic association mapping in the decision tables. The next step
78 Chapter 3. Framework
is to develop methods to derive other association mappings between the granules
in different tiers based on the basic association mappings.
3.7.1 The Basic association mapping
The basic association mappings are the associations that link the condition gran-
ules to the corresponding decision granules. As defined in the previous sections,
let U = T/V T , UC = T/C and UD = T/D be two finite and non-empty sets.
Then the elements of UC and UD are the condition granules and decision gran-
ules, respectively.
The relationships between condition granules (or decision granules) and trans-
actions can also be described in formal concept analysis (also see [117] for this
definition) by using a relation RC (RD) between UC (UD) and T . For a pair of
transaction, t, and granule, g, such that t ∈ T and g ∈ UC , if (t, g) ∈ RC–also
written as tRCg–then we can say that g is induced by t, or t has the property g.
For example, using the examples in Table 3.3 and 3.4, we have:
UC = {cg1, cg2, cg3},
and
RC = {(t1, cg1), (t5, cg1), (t6, cg1), (t2, cg2), (t3, cg3), (t4, cg3)}.
Given a granule g ∈ UC , its covering set coverset(g) = {t ∈ T |tRCg}.
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Let g1 ∈ UC and g2 ∈ UD, based on the Eq. 3.4 and Theorem 2, then we have:
link-strength(g1, g2) = |coverset(g1 ∧ g2)|
= |coverset(g1) ∩ coverset(g2)|
= |{t ∈ T |tRCg1 and tRDg2}|.
The association between C-granules and D-granules can be described as a
basic association mapping, Γcd, such that Γcd(g) is a set of D-granule link-strength
pairs for all g ∈ UC . Formally, Γcd is defined as follows:
Γcd :: UC → 2UD×I (3.7)
which satisfies:
Γcd(g) = {(dg, link-strength(g, dg))|dg ∈ UD, {t ∈ T |tRCg and tRDdg} 6= ∅}
(3.8)
for all granules g ∈ UC , where I is the set of all integers.
For example, using the granules in Figure 3.4 and Table 3.9, we have:
Γcd(cg1) = Γcd(cgi,1 ∧ cgj,1) = {(dg1, 1), (dg2, 2)}.
From the above equation, there are two decision rules can be derived as follows:
cgi,1 ∧ cgj,1 → dg1 (link-strength = 1)
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and
cgi,1 ∧ cgj,1 → dg2 (link-strength = 2).
Figure 3.5: Relations for the basic association mapping
Figure 3.5 illustrates the relations between granules and transactions and
relations between C-granules andD-granules, where relationsRC andRD are used
to compress transactions, T , into condition granules, UC , and decision granules,
UD, respectively, and the basic association mapping, Γcd, is used to indicate the
association relationship between condition granules and decision granules.
Based on the basic association mappings, it is obvious that the supports and
confidence of the decision rules can be easily calculated. Let g1 ∈ UC , g2 ∈ UD,
and ‘g1 → g2’ be a decision rule, its support and confidence can be derived from
the following equations:
sup(g1 → g2) = 1
N
link-strength(g1, g2) =
1
N
∑
(g2,ls)∈Γcd(g1)
ls (3.9)
conf(g1 → g2) = link-strength(g1, g2)|coverset(g1)| =
∑
(g2,ls)∈Γcd(g1) ls∑
(g,ls)∈Γcd(g1) ls
(3.10)
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3.7.2 Derived association mappings
The very interesting property of multi-tier structure is that not only the basic
association mappings cab be generated from it, but also many other association
mappings can be derived without using the original transactions. This property
is significant for time complexities of rule generations.
There are different methods to derived different kinds of association map-
pings. There are methods for deriving the association mappings between the
divided condition granules and methods for association mappings between the
condition granules in upper tier and the decision granules. To simplify the pro-
cess of deriving, the method for deriving association mapping, Γij, based on basic
association mappings, Γcd, will be introduced first. The association mapping Γij
is a set of Cj-granules integer pairs which satisfies:
Γij :: Ui → 2Uj × I (3.11)
such that
Γij(gi) = {(gj, link-strength(gi, gj))|gj ∈ Uj, {t ∈ T |tRigi and tRjgj} 6= ∅}
for all granules gi ∈ Ui, where Ci ∪ Cj = C, Ci ∩ Cj = ∅, Ui = T/Ci (set of Ci-
granules), Uj = T/Cj (set of Cj-granules), and Ri and Rj are relations between
Ui and T , and Uj and T , respectively.
The second deriving method is for the association mapping, Γid, between Ci-
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granules and D-granules based on the association mappings, Γij and Γcd, which
satisfies:
Γid :: Ui → 2UD × I (3.12)
such that
Γij(gi) = {(dg, link-strength(gi, dg))|dg ∈ UD, {t ∈ T |tRigi and tRDdg} 6= ∅}
for all granules gi ∈ Ui.
For example, from Tables 3.7 and 3.8, we have:
Ui = {cgi,1, cgi,2} and Uj = {cgj,1, cgj,2, cgj,3}.
We also have:
Ri = {(t1, cgi,1), (t5, cgi,1), (t6, cgi,1), (t2, cgi,2), (t3, cgi,2), (t4, cgi,2)}
and
Rj = {(t1, cgj,1), (t5, cgj,1), (t6, cgj,1), (t2, cgj,2), (t3, cgj,3), (t4, cgj,3)}.
Figure 3.6 illustrates the relations between these association mappings. As
shown in this figure, the set of condition attributes are split into two sets–Ci
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Figure 3.6: Relations for derived association mappings
and Cj–and the C-granules(UC) are also correspondingly compressed into Ci-
granules(Ui) and Cj-granules(Uj). As defined previously, Γcd is used to describe
the association relationship between UC and UD. Association mapping, Γij, is
used to describe the association relationship between Ui and Uj, and association
mapping, Γid, is used to describe the association relationship between Ui and UD.
3.8 Summary
This chapter first presented an overview of the system to implement the pro-
posed approach. The system retrieves the data from the data warehouse fact
table, and transforms the data into an information table. Following this, it gen-
erates the granules and constructs the multi-tier structure according to the user’s
constraints. It also generates the association and presents the results to the user,
according to the user’s requests.
This chapter also discussed the patterns, association rules and granules, us-
ing the same example transactions. It first described how the frequent patterns
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and closed patterns were obtained from the table, and the association rules gen-
erated from these patterns. It then described the condition granules, decision
granules and decision rules generated from the same data. This discussion il-
lustrated the difference between granules and patterns. The first difference is
that granule mining is a one-phase process, while association rule mining has
two stages. Moreover, granules have more semantic meaning than do patterns
because granules are predicates. The third difference is that granules can directly
describe multiple values, and the final difference is that granules can be divided
into smaller granules to reduce the number of granules. However, the decision
table is inefficient for a large number of attributes and cannot handle granules of
different sizes. These factors motivated the development of our approach.
Section 3.4 presented the interpretation of granules in terms of patterns in
order to interpret decision rules in terms of association rules. A set of definitions
was presented to illustrate the relationships between patterns and granules, in-
cluding definitions for the coverset of itemset, itemset of a set of transactions,
closure, coverset of granules and some theorems deduced from these definition-
s. From the discussion of these relationships, we concluded that a decision rule
corresponding to a granule can be interpreted as a decision pattern from two
aspects. First, decision patterns and max closed patterns mutually correspond to
each other. Second, small closed patterns can be interpreted as small granules.
This conclusion implies that granules can prune noises in non-closed patterns and
can completely interpret all closed patterns, which decision tables are unable to
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achieve. This led to the development of the multi-tier structures.
Section 3.5 presented an extended description of multi-tier structure construc-
tion and meaningless rules, which was proposed in [48]. The condition attributes
of a two-tier structure can be divided into smaller groups to describe the associ-
ations between granules of different sizes. A multi-tier structure consists of a set
of granule tiers and a set of association mappings, and is denoted as (H, A). A
three-tier structure can be constructed by dividing the C-granule into two small-
er subsets–Ci and Cj granules–such that the three-tier structure consists of H =
{Ci, Cj, D} and A = {Γcd, Γij, Γid}. For every granule in a tier, the mappings
include all associations of the granules in the corresponding tier of the mapping.
Following this, the support and confidence of the decision rule can be calculated
through the link-strength of the mappings. Moreover, with association mappings,
it is possible to have general rules with shorter premises, and–with the general
rule–the ‘meaningless rule’ (of having less or the same confidence of the general
rule) can be defined.
This chapter also presented a discussion of the basic and derived association
mappings of the three-tier structure. To achieve completeness, the association
rules that are discovered from the association mappings should be the same as
the rules obtained from the original database, under the corresponding user con-
straints. Therefore, we first formalised the basic association mappings in the deci-
sion table. Following this, we used the basic association mappings to derive other
association mappings between the granules in different tiers. The transactions
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were compressed into condition and decision granules through the corresponding
relations, and the basic mappings indicated the association relations between the
granules of these two tiers. Then, for a condition granule, its basic association
mapping is a set of D-granule and link-strength pairs. There are two types of
derived association mappings. The first is the association mappings between the
smaller condition granules, while the second is the association mappings between
the smaller condition granules and decision granules. To generate the derived
mappings, the condition granule, C-granule, was first compressed into smaller
condition granules, such as Ci and Cj. Following this, we used the relations
between association mappings to produce methods for calculating the derived
association mappings. For the association mappings between condition granules,
we used the concept of the generalised granule to generate the derived mappings.
The other type of derived mappings was generated by conducting composition of
the basic association mappings and the first type of derived association mappings.
Chapter 4
Support estimation
Support estimation was originally proposed to provide a method to restore sup-
port for the patterns that are summarised into a limited number of profiles or
compressed representation. Usually a pattern’s support cannot be obtained di-
rectly from the profiles or compressed representatives. Thus, the support of
a given pattern can only be estimated through the corresponding restoration
calculation by using the information stored in the profiles or compressed rep-
resentatives. This chapter first introduces profile-based pattern summarisation
and support estimation by profile in more detail. It then presents the estimated
support calculations for the granule mining approach.
The reasons that we use the term ‘estimation’ in this study are as follows.
First, the estimation is proposed for pattern summarization and we used this
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idea in our research. Second, we have proposed a precise method and an approx-
imate method for support estimation as well. Such that, we keep using the term
estimation.
4.1 Support estimation for summarization
As described in the literature review, profile based pattern summerization is pro-
pose in [112]. It summarizes the closed frequent patterns into a certain number
of pattern profiles to reduce the overwhelming number of discovered patterns.
Then, to obtain the support for a given pattern, it approximately calculated the
estimated support using these profiles.
In a transaction dataset D, let α1, α2, ... , αl be a set of patterns and D’
=
⋃
16i6lDαi , where Dαi is the coverset of αi. Then the profile, M , is a triple
〈P, φ, ρ〉, where P is the probability distribution vector of the items in this profile.
The item probability is the percentage of transactions in D’ containing the item.
φ is called master pattern, which is the union of α1, α2, ... , αl, and ρ is the
support of the profile, which equals to |D
′|
|D| .
With the profiles, the estimated support can be calculated for the given pat-
terns. The calculation equation is defined as below:
sˆ(αk) = maxm(s(M)×
∏
oi∈αk
p
M
(xi = 1)) (4.1)
For a given pattern αk, its support is decided by the product of its items’(σi)
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probabilities (p(xi=1)) in the profile, and the support of the profile’s master
pattern ρ (s(M)). Since it is possible that the pattern to be the subset of several
master patterns. Therefore, for every profile that contains the pattern, there is
an estimated support of the pattern can be calculated from this profile. Among
the candidates of estimated support, the maximal one is selected as the estimated
support for the given pattern.
The accuracy of the estimated support can be measured by the average rel-
ative error between the estimated support and original support. This measure
is also called the ‘restoration error rate’. For profile-based pattern summarisa-
tion, the value of the restoration error rate depends on the number of profiles.
Specifically, let the number of profiles be K; then, the larger K is, the smaller
the restoration error rate becomes. Thus, K is set by an optimal method–that is,
if the restoration error rate drops significantly when the profile numbers increase
from K-1 to K, then K is the optimal number of profiles.
4.2 Support estimation for granules
In terms of the multi-tier structure of granules, the estimated support is calculated
through the granules and association mappings. The estimated support can be
calculated by the granule support if the given pattern is derived by the granules
in only one tier. Otherwise, the estimated support can be calculated through the
link-strength of the association mappings between the granules containing the
pattern. In some circumstances, the estimated support calculated through the
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multi-tier structure can achieve a zero restoration error rate.
There are several different calculation methods to compute the estimated sup-
port from the multi-tier structure of granules according to the definition of the
current multi-tier structure and the tiers of granule containing the given pattern.
The first case is to estimate the support for a pattern with a decision table.
Let G be the decision table of a information table(T , V T ), then the estimated
support is calculated solely through sum of support of the granules(decision rules)
containing the pattern. The equation to calculate the estimated support for a
given pattern, α, is as follow:
sˆ1(α,G) =
∑
g∈G,α⊆g
sup(g)∑
gi∈G
sup(gi)
=
∑
g∈G,α⊆g
sup(g)
|T |
The second case is calculating the estimated support with a two-tier structure.
For a two-tier structure, let CG be the set of C-granules and DG be the set of
D-granules. A pattern, α, can be divided into two patterns, α1 and α2, such
that α1 = α ∩ C and α2 = α ∩ D, respectively. Then, the estimation support is
calculated as the summary of granules support if pattern α only derives from the
granules in one tier. Additionally, it can be calculated through the link-strength
of the association mappings between the granules that contain α1 and α2. The
equations for the estimated support calculation is as follow:
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sˆ2(α,CG,DG) =

1
|T |
∑
g∈CG,α1⊆g
sup(g) = sˆ1(α1, CG) if α2 = ∅
1
|T |
∑
g∈DG,α2⊆g
sup(g) = sˆ1(α2, DG) if α1 = ∅
1
|T |
∑
α1⊆g1∈CG,α2⊆g2∈DG
lstrengh(g1 → g2)otherwise
(4.2)
For other cases with multi-tier structures that have three or more tiers, the
estimated support can be calculated using different methods, depending on the
number of tiers of granules from which the given pattern has been derived. There
are three categories of calculation method for estimated support in the multi-tier
structure. The first case is that the given pattern only derives from the granules
in one tier, and the support can be calculated using the supports of the granules
in the corresponding tier. The second case is for patterns that derive from the
granules of two tiers. The calculation for such cases can use the link-strength of
the association mappings between the two granules to obtain the support. This
calculation can be performed directly using the current multi-tier structure. The
third method is for patterns that derive from granules in three or more tiers. To
acquire the estimated support for such patterns, the calculation can either use the
mapping information from the two-tier structure to compute the support through
Eq.(4.2), or can perform an approximate calculation to estimate the support.
To demonstrate the estimated support calculation from the multi-tier struc-
ture, we use a three-tier structure as an example to illustrate the calculation
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details. Let a three-tier structure be H = {Ci, Cj, D}, containing three sets of
granule that are CiG, CjG and DG. Then, a pattern α can be divided into three
patterns: α1 = α ∩ CiG, α2 = α ∩ CjG and α3 = α ∩DG. If only one of α1, α2
or α3 is non-empty, then the support is calculated through the sum of support of
only one set of granules, as follow:
sˆ3(α,CiG,CjG,DG) =

1
|T |
∑
g∈CiG,α1⊆g
sup(g) = sˆ1(α1, CiG) if α2, α3 = ∅
1
|T |
∑
g∈CjG,α2⊆g
sup(g) = sˆ1(α2, CjG)if α1, α3 = ∅
1
|T |
∑
g∈DG,α3⊆g
sup(g) = sˆ1(α3, DG) if α1, α2 = ∅
(4.3)
For the second case, if one of α1, α2 and α3 is empty, then the support is
calculated using the link-strength of the association mappings of Γi,j, Γi,d or Γj,d,
as follow:
sˆ3(α,CiG,CjG,DG) =

1
|T |
∑
α1⊆g1∈CiG,α2⊆g2∈CjG
lstrengh(g1 → g2)if α3 = ∅
1
|T |
∑
α1⊆g1∈CiG,α3⊆g3∈DG
lstrengh(g1 → g3)if α2 = ∅
1
|T |
∑
α2⊆g2∈CjG,α3⊆g3∈DG
lstrengh(g2 → g3)if α1 = ∅
(4.4)
Finally, if none of α1, α2 or α3 is empty, then it is a case of the third category.
In this case, the support is calculated through the mappings of Γc,d. In order
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to use these mappings, the division of α needs to be modified. That is, let
α1 ∪ α2 = α ∩ CG, where CG = Ci ∪ Cj, such that the support can be obtained
by using a modified version of Eq.(4.2). The equation used for this calculation is
as follow:
sˆ3(α,CiG,CjG,DG) =
1
|T |
∑
Cond
lstrengh((g1 ∧ g2)→ g3)
Cond :α1 ⊂ g1 ∈ CiG,α2 ⊂ g2 ∈ CjG,
CiG ∪ CjG = CG,α3 ⊆ g3 ∈ DG
(4.5)
Otherwise, sˆ3 can be calculated using the following calculation:
1
|T |
∑
min{lstrength(g1 → g2), lstrength(g1 → g3), lstrength(g2 → g3)} (4.6)
It should be noted that this calculation is an approximate equation that carries
some losses. The formula uses the sum of the minimum link-strength of the
three association mappings between the granules of two tiers to approximate the
support for the given patterns derived from the granules from all tiers.
Regarding the quality of the estimation, when using the two-tier structure
to calculate the estimated support, it can achieve a zero restoration error rate
because the two-tier structure is a lossless compression. Further, for multi-tier
structures with more than two tiers, it can also achieve a zero error rate when
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using only the mappings of granules from two tiers or the calculation is performed
via the basic two-tier structure.
Theorem 8. For a given pattern, α, and a multi-tier structure, H = {C,D},
the estimated support calculated through H equals to the original support of α.
That is, sˆ(α,H) = Supα.
Proof. For a pattern, α, let α = α1 ∪ α2, such that α1 ∩ α2 = ∅. Then, the
support of α, Supα = |coverset(α1) ∩ coverset(α2)|.
Assume α1 ⊂ g1 and α2 ⊂ g2, such that g1 ∈ CG and g2 ∈ DG. This leads to:
coverset(α1) =
⋃
g1,i∈CG
coverset(g1,i)
and
coverset(α1) =
⋃
g2,i∈CG
coverset(g2,i).
Meanwhile, the link-strength of the association mapping from g1 to g2 is:
lstrength(g1 → g2) = |coverset(g1 ∧ g2)|
= |coverset(g1) ∩ coverset(g2)|.
Moreover, we have:
∑
g1∈CG,g2∈DG
lstrength(g1 → g2) = |
⋃
g1∈CG, g2DG
(coverset(g1) ∩ (coverset(g2))|
= | ⋃
g1,i∈CG
coverset(g1,i) ∩
⋃
g2,i∈CG
coverset(g2,i)|.
Therefore, we have Supα = sˆ(α,H). 
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4.3 Summary
This chapter first introduced the support estimation by the profile-based sum-
marisation [112], then presented this study’s methods to calculate the estimated
support using granules. For the profiles, support is calculated by the support of
the master pattern and probability distribution vector of the items in the pro-
file. For patterns contained by more than one profile, the estimated support
is the maximum support of the supports, calculated by all profiles containing
the pattern. To examine the accuracy of the estimated support, the measure
of restoration error rate is used to reflect the average relative error between the
estimated support and original support.
For the granule approach, the estimated support is calculated according to how
the pattern is deduced by the granules in the multi-tier structure. For patterns
only derived from granules in one tier, the estimated support is calculated using
the support the granules. For the pattern that is derived from the granules of
two tiers, the estimated support is calculated using the link-strength between
the granules containing the sub-pattern of the given pattern. If there are three
or more tiers in the multi-tier structure, if the given pattern is derived from
granules of one or two tiers, the estimated support can be calculated using the
above methods. Otherwise, if the pattern is contained by granules in three tiers,
the estimated support can either be calculated through a two-tier structure or by
using the minimum link-strength of the three mappings that contain the pattern.
It should be noted that this calculation is only approximate, while the calculation
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using the two-tier structure is precise and can achieve a zero restoration error rate.
Chapter 5
Algorithm
The previous chapter formally defined multi-tier structures. One of the advan-
tages of using multi-tier structures is that they can be used to calculate derived
association mappings efficiently based on an initial basic association mapping.
This chapter first discusses the algorithm for the construction of basic association
mapping. It also presents efficient algorithms for derived association mappings
based on the results of Theorems 6 and 7 in the previous chapter.
Moreover, Chapter 4 presented several methods to estimate support in the
multi-tier structure. These methods included using different calculations to han-
dle different derivation cases of the given pattern, as well as using precise and
approximate calculations based on structures with three or more tiers. Several
algorithms have been developed for these calculations. They are illustrated in
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this chapter.
5.1 Construction and analysis of the basic map-
ping
Algorithm 1 describes the main procedure of the construction of the basic asso-
ciation mapping. It goes through the set of transactions and constructs the set
of conditional granules (UC) and the basic association mapping (Γcd). In step 1,
UC is assigned as an empty set. In step 2, the algorithm goes through the set of
transactions. For each transaction, t ∈ T , it can be split into two granules: the
condition granule, g1, and decision granule, g2 (step 4). If a condition granule (g1)
is not in the current UC , it is added into UC and the algorithm sets the condition
granule an initial value, (g1, 1), as its mapping result (step 5 to step 8); otherwise,
it updates the existing mapping, Γcd(g1), for the condition granule (step 9 to step
20). If there is a match for the decision granule g2, the algorithm adds one to
the corresponding association strengths (step 12 to step 16); otherwise, it inserts
(g2, 1) into Γcd(g1) (step 17 to step 19).
Figure 5.1 shows an example of the basic association mapping, with the input
information table is Table 3.2, where C = {a1, a2, a3, a4, a5} and D = {a6, a7},
and the definitions of cgi (i = 1, 2, 3) and cgj (j = 1, 2, 3) can be found in
Tables 3.7 and 3.8.
Figure 5.2 illustrates the construction process of these mappings using the
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Figure 5.1: An example of the basic association mapping
Algorithm 1, the details are described as follows. For the first transaction, t1, in
Table 3.2, according to the definitions of C-granule, cg, and D-granule, dg, t1 =
cg1 ∧ dg1. From this definition, we can get the mapping of Γcd(cg1) = {(dg1,1)}.
This is the beginning of the process; thus, the collection of granules, UC , and
mappings, Γcd, is empty. Then, the granule, cg1, and mapping, Γcg1 , are inserted
to the corresponding collection, respectively. After t1 is processed, the granules
and mappings we have are UC = {cg1} and Γcd = {Γcd(cg1), where Γcd(cg1) =
{(dg1, 1)}. Similarly, for transactions t2 and t3, granule cg2 and cg3 and mapping
Γcd(cg2) = {(dg2, 1)}, Γcd(cg3) = {(dg3, 1)} are generated and inserted into the
structure because these granules and mappings do not exist in the structure at this
stage. It should be noted that the D-granule generated from t3 is dg2, which is the
same as the D-granule generated from t2. However, the mappings generated from
these two transactions are different. Thus, the granules and mappings generated
from t2 and t3 are inserted into the structure as new elements. The structure
after processing t2 and t3 contains the C-granules, UC = {cg1, cg2, cg3}, and the
mapping, Γcd = {Γcd(cg1), Γcd(cg2), Γcd(cg3)}.
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Figure 5.2: Example process of basic mapping generation
When the process proceed to the transaction t4, the algorithm generates the
same granules as transaction t3, which is granule cg3. This implies that the
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structure contains the C-granule generated from t4. Moreover, the mapping gen-
erated from t4 is also the same as mapping generated from t3–that is, the current
structure includes this mapping already. Therefore, the algorithm discovers the
existing granule and the corresponding mapping to update the current structure
accordingly. This operation results in an updated structure that the mapping
Γcd(cg3) is updated to Γcd(cg3) = {(dg2, 2)}.
The process of transaction t5 is similar to t4. The C-granule generated is cg1,
which is same as transaction t1. Hence, the process enters the steps to search the
mappings of Γcd(cg1). The difference between the process of t5 and t4 is in this
part of the algorithm. The mapping obtained from t5 is Γcd(cg1) = {(dg3, 1)},
which cannot be found in the structure at this stage. Therefore, the mapping is
added to the structure by inserting it into the collection of mapping Γcd(cg1).
Finally, for transaction t6, the same granule and mapping as that of t5 are
generated and the structure is updated accordingly. The process then finishes
and produces a two tier structure, as shown in Figure 5.1.
The performance analyse of Algorithm 1 is as follows. Assume that the basic
operation in Algorithm 1 is the comparison between granules. Let N = |T |, n =
|(T/V T )|, n(C) = |UC | and n(D) = |UD|. The time complexity of Algorithm 1 is
determined by the ‘for’ loop in step 2, where checking (g1 ∈ UC) takes O(n(C)) for
every transaction, and checking (g = g2) takes O(n(D)) if (g1 ∈ UC). Therefore,
the time complexity of the algorithm is:
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input : (T, V T ), an information table, and sets C and D which satisfy
C ∩D = ∅ and C ∪D = V T .
output: UC and Γcd, the set of C-granules and the basic association mapping.
let UC = ∅ ;1
foreach t ∈ T do2
let g1 ∧ g2 = t ;3
/* g1 is the condition granule and g2 is the decision granule */4
if not(g1 ∈ UC) then5
let Γcd(g1) = {(g2, 1)};6
let UC = UC ∪ {g1};7
end8
else9
/* updating the existing mapping */10
let match = false ;11
foreach (g, s) ∈ Γcd(g1) do12
if g = g2 then13
s = s+ 1, match = true, return;14
end15
end16
if not(match) then17
let Γcd(g1) = Γcd(g1) ∪ {(g2, 1)};18
end19
end20
end21
Algorithm 1: Basic Association Mapping
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O((n(C) + n(D)) ·N) ≤ O(N2) (5.1)
because n(C) ≤ N and n(D) ≤ N . Indeed, n(C) + n(D) < n << N in many
cases.
input : UC and Γcd, the basic association rules.
output: All decision rules.
let N = 0 ;1
foreach g ∈ UC do2
foreach (dg, s) ∈ Γcd(g) do3
let N = N + s ;4
end5
end6
foreach g ∈ UC do7
let temp = 0;8
foreach (dg, s) ∈ Γcd(g) do9
let temp = temp+ s;10
end11
foreach (dg, s) ∈ Γcd(g) do12
let sup = s÷N , conf = s÷ temp;13
if (sup ≥ min sup) and (conf ≥ min conf) then14
print “g → dg”;15
end16
end17
end18
Algorithm 2: Retrieval of Decision rules
Algorithm 2 describes the process of generating decision rules. Two ‘for’ loops
(in step 2 and step 7) both traverse pairs in Γcd(g) (g ∈ UC), and the number of
pairs is just n; thus, the time complexity of this algorithm is O(n).
Pawlak’s method only used decision tables (see [49]). Comparing Algorithms 1
and 2 to Pawlak’s method indicates that these algorithms are better than Pawlak’s
method in terms of time complexities because n(C) ≤ n for any ∅ 6= C ⊆ V T .
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5.2 Construction and analysis of the derived map-
pings
After the construction of the basic association mapping and the set of condition
granules, users can further split the condition attributes into any two categories–
Ci and Cj–according to what users want, where Ci ∩ Cj = ∅, and Ci ∪ Cj = C.
To reduce the time complexities for calculating the association mapping be-
tween a small set of condition attributes and the condition attributes, we discuss
two kinds of derived association mappings between Ci-granules and Cj-granules,
and Ci-granules and D-granules. We also present the efficient algorithms for
constructing these deprived mappings based on the basic association mapping
according to Theorem 6 and Theorem 7.
Algorithm 3 describes the procedure for calculating the derived association
mapping, Γij, which describes associations between Ci-granules and Cj-granules.
In step 1, an empty is assigned to the set of Ci-granules as its initial value. For
each C-granule, g (step 2), the algorithm splits it into two smaller granules: a
Ci-granule, gi, and a Cj-granule, gj, in step 3. It then calculates the link-strength
between the two smaller granules (step 4 to step 6), and updates the set of Ci-
granules and the value of the association mapping (Γij) (step 7 to step 12).
Figure 5.3 shows an example of a derived association mapping, Γij, where
the input parameters UC and Γcd are described in Figure 5.1; the outputs of
Algorithm 1; and the definitions of cgi,1, cgi,2, cgj,1, cgj,2 and cgj,3 can be found
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input : UC , Γcd, Ci, Cj , where Ci ∩ Cj = ∅ and Ci ∪ Cj = C.
output: Γij , a derived association mapping.
let Ui = ∅ ;1
foreach g ∈ UC do2
let (gi ∧ gj) = g, s1 = 0 ;3
foreach (dg, s) ∈ Γcd(g) do4
let s1 = s1 + s ;5
end6
if gi ∈ Ui then7
let Γij(gi) = Γij(gi) ∪ {(gj , s1)};8
end9
else10
let Γij(gi) = {(gj , s1)}, Ui = Ui ∪ {gi} ;11
end12
end13
Algorithm 3: Calculating Γij.
in Tables 3.7 and 3.8.
Figure 5.3: A derived mapping Γij.
Figure 5.4 displays the process to build the Ci tier and mapping Γij. This
process begins by calculating the support for the granule, cg1, which is three in the
example. It then splits the C-granule, cg1, into the granules of cgi,1 and cgj,1, and
generates the mapping Γi,j(cgi,1). Since the collection of Ci and Γi,j is empty, the
algorithm inserts the granules and mapping directly into these collections. After
the insertion, the structure contains the granule cgi,1 and mapping Γi,j(cgi,1),
where the count of cgi,1 is three and Γi,j(ci,1) = {(cj,1, 3)}.
The process for the C-granule, cg2, is similar to cg1. The Ci granule, cgi,2;
Cj granule, cgj,2; and the mapping, Γij(cg2), are generated from cg2. The count
106 Chapter 5. Algorithm
Figure 5.4: Example process of derived generation mappings of Γij
for both generated granules and the link-strength of the generated mapping are
both one. Because cgi,2 and Γij(cg2) are not found in the structure, the algorith-
m directly inserts these elements into the corresponding Ci and Γij collection,
respectively. After the insertion, the structure consists of granules Ci = {cgi,1,
cgi,2} and mappings Γij = {Γij(cgi,1), Γij(cgi,2)}.
Next, from the C-granule, cg3, the algorithm generates a Ci-granule, which
is the same as cgi,2, and a Γij mapping, Γij(cgi,2) = {(cgj,3, 2)}. Obviously,
the algorithm can find the generated Ci-granule in the current structure, then
starts the search for generated mapping in the collection of Γij(cgi,2). Finally, the
algorithm is unable to find the mappings and thus it inserts new mappings into
the current collection. When the process finishes, a Ci tier–including cgi,1 and
cgi,2 with their mappings–Γij(cgi,1) and Γij(cgi,2)–is constructed to the structure,
as shown in the Figure 5.3.
The time complexity of using Algorithm 3 to construct Γij is O((n(Ci) +
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n(Cj))N), based on the analysis for Algorithm 2. In Algorithm 3, the nested ‘for’
loop (steps 4 to 6) traverses the basic association mapping; therefore, it takesO(n)
in total, where n = |(T/V T )|. The ‘if-else’ statement (steps 7 to 12) traverses all
condition granules and checks gi in Ui; therefore, it takes O(n(Ci)n(C)). Because
n(C) ≤ n, the time complexity of Algorithm3 is:
O(n(Ci) · n) (5.2)
that is much better than directly calculating Γij from the set of transactions
(note: if using Algorithm 1 to calculate Γij, the time complexity is
O((n(Ci) + n(Cj)) ·N)
based on Eq. 5.1, where N = |T |, n(Ci) = |Ui| and n(Cj) = |Uj|).
Algorithm 4 describes the process for calculating the derived association map-
ping, Γid, which describes associations between Ci-granules and D-granules. For
each Ci-granule, gi, it first assigns an empty to Γid(gi) in step 3. It also compos-
es all paths (through Γij and then Γcd) that start from gi and end at the same
decision granule (step 5 to step 8).
Figure 5.5 shows an example of a derived association mapping, Γid, where
the input parameters, Ui, UC , and Γcd, are described in Figures 5.3 and 5.1,
respectively.
Figure 5.6 shows the process to create the derived mapping, Γid, for each C-
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input : Ui, UC , and Γcd.
output: Γid, a derived association mapping.
foreach gi ∈ Ui do1
/* Initialize the derived association mapping*/2
let Γid(gi) = ∅ ;3
end4
foreach g ∈ UC do5
let gi ∧ gj = g;6
/* where gi is a Ci-granule, and gj is a Cj-granule */7
let Γid(gi) = Γij(gi)⊕ Γcd(g);8
end9
Algorithm 4: Calculating Γid.
Figure 5.5: A derived mapping Γid.
Figure 5.6: Example process of derived mapping generation of Γid
granule. The process begins immediately after the process of that C-granule to
construct the Ci-granule and Γij mappings. For example, the algorithm begins to
build Γid(cgi1) once the generation of cgi1 and Γij(cgi1) completes. The construc-
tion is conducted as the composition of Γid(cgi1) and Γcd(cg1). Because Γcd(cg1) is
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empty, the production is equal to Γcd(cg1) = ({(dg1, 1), (dg3, 2)}. The algorithm
then inserts this production and produces the Γid(cgi1) collection as the first row
of Figure 5.5. Next, the process of C-granule cg2 and its mappings is the same as
cg1. When the process finishes, the generated Γid(cgi2) is also equal to Γcd(cg2)
= ({(dg2, 1)}. For granule cg3, since the generated Cgi granule–which is cgi2–is
found in the collection of Cgi, the algorithm then performs the composition be-
tween Γid(cgi2) and Γcd(cg3), which equals {(dg2, 1)} ⊕ {(dg2, 2)}. The result is
{(dg2, 3)} and is used to update the collection of Γid(cgi2), such that, after the
whole process accomplishes, the algorithm constructs the Γid mappings, as shown
in Figure 5.5.
The time complexity of Algorithm 4 is determined by the second ‘for’ loop
(step 5 to step 9). Because here each composition operation, ⊕, is equivalent
to the basic operation (the comparison between granules). Therefore, the time
complexity of this algorithm is:
O((n(C) · n(Ci)) (5.3)
This is much better than directly calculating Γid from the set of transactions
(note: if use Algorithm 1 to calculate Γid, the time complexity is:
O((n(Ci) + n(D)) ·N)
based on Eq. 5.1, where N = |T |, n(Ci) = |Ui| and n(D) = |UD|).
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5.3 Meaningless rule filtering
After constructing the multi-tier structure containing derived mappings, it is
possible to prune the meaningless rules. The rules with a weaker strength than
their general rules are marked and are not presented to the users.
Moreover, different conditions can be used to filter the meaningless rules ac-
cording to structure configuration, such as the number of tiers and types of map-
pings generated. Therefore, several algorithms are designed to handle different
situation accordingly.
input : UC , Ui, Γcd, Γid.
output: Mapping collection without meaningless rule.
foreach g ∈ UC do1
let temp = 0;2
foreach (dg, s) ∈ Γcd(g) do3
let temp = temp + s;4
end5
foreach gi ∈ Ui do6
if gi ⊂ g then7
let tempi = 0;8
foreach (dg, si) ∈ Γid(gi) do9
let tempi = tempi + si;10
end11
foreach (dg, s) ∈ Γcd(g) do12
foreach (dg, si) ∈ Γid(gi) do13
if s ÷ temp ≤ si ÷ tempi then14
Mark g → dg as meaningless15
end16
end17
end18
end19
end20
end21
Algorithm 5: Meaningless rule filtering with 3-tier structure
Algorithm 5 describes the procedures of the meaningless rule filtering with
a three-tier structure containing the derived mappings, Γid, which are used as
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criteria. The algorithm traverses all the ΓCD mappings, calculates the rule confi-
dences and compares these confidences with the confidences of the corresponding
general rules to filter the meaningless rules.
For each C-granule, g, the algorithm first calculates the count for g (temp)
by traversing all mappings of ΓCD (steps 3 to 5). Then it searches through the
Ci-granules to find the gi that satisfies that g m gi (step 7). For every such gi, the
algorithm calculates the count for gi (tempi) by traversing the mappings of Γid(gi)
(steps 9 to 11). Next, the algorithm traverses the Γid(gi) and ΓCD(g) mappings
to find the match dg pairs (steps 12 and 13). For every match pair, the algorithm
calculates the rule confidences of both mappings, and compares these confidences
(step 14). According to the comparison result, the algorithm marks the rule g →
dg as meaningless, or places the rule into the results set (step 15).
For the structures with more than three tiers and more than three types of
mappings, Algorithm 5 can also undertake meaningless rule pruning using only
one type of the mappings. For example, with a four-tier structure containing the
mappings of Γ(i,1)d and Γ(i,2)d, the general rules of one type of these mappings
can be used in Algorithm 5 as the criteria by replacing the Ui with Ui,1 or Ui,2,
gi with gi,1 or gi,2 and Γid with Γ(i,1)d or Γ(i,2)d (between steps 6 and 10).
A variation from Algorithm 5 is to use the general rules of both the Γ(i,1)d
and Γ(i,2)d mappings as criteria. The modified algorithm has the corresponding
components to examine the rules against each type of mapping used as the fil-
tering condition. Algorithm 6 is designed for using both mappings of Γ(i,1)d and
112 Chapter 5. Algorithm
input : UC , Ui,1, Ui,2, Γ(i,1)d, Γ(i,2)d.
output: Mapping collection without meaningless rule.
foreach g ∈ UC do1
let temp = 0;2
foreach (dg, s) ∈ Γcd(g) do3
let temp = temp + s;4
end5
foreach gi ∈ Ui,1 do6
if gi,1 ⊂ g then7
let tempi,1 = 0;8
foreach (dg, si,1) ∈ Γid(gi,1) do9
let tempi,1 = tempi,1 + si,1;10
end11
foreach (dg, s) ∈ Γcd(g) do12
foreach (dg, si) ∈ Γ(i,1)d(gi,1) do13
if s ÷ temp ≤ si,1 ÷ tempi,1 then14
Mark g → dg as meaningless15
end16
end17
end18
end19
end20
foreach gi,2 ∈ Ui,2 do21
if gi,2 ⊂ g then22
let tempi,2 = 0;23
foreach (dg, si,2) ∈ Γ(i,2)d(gi,2) do24
let tempi,2 = tempi,2 + si,2;25
end26
foreach (dg, s) ∈ Γcd(g) do27
foreach (dg, si,2) ∈ Γ(i,2)d(gi,2) do28
if s ÷ temp ≤ si,2 ÷ tempi,2 then29
Mark g → dg as meaningless30
end31
end32
end33
end34
end35
end36
Algorithm 6: Meaningless rule filtering with 4-tier structure
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Γ(i,2)d as the condition. In Algorithm 6, there is the corresponding component for
filtering meaningless rule using Γ(i,1)d (step 6 to step 20), and another component
for using Γ(i,2)d (step 21 to step 35) as criteria.
5.4 Estimated support calculation
With the multi-tier structure of granules and mappings, it is possible to calculate
the estimated support for given patterns. As discussed in Chapter 4, there are
several different cases in the calculation of estimated support. Therefore, several
algorithms are developed for the corresponding cases.
The first algorithm for estimated support calculation is for the two-tier struc-
ture containing ΓCD mappings, as presented as Algorithm 7. First, the algorithm
splits the given pattern α into α1 and α2, such that α1 ∧ α2 = α, according to
the definition of C-granule and D-granule (step 7). Next, the algorithm selects
the corresponding calculation method according to the status of α1 and α2 (steps
8 and 13). If α2 is empty, it means that α is only derived from C-granules.
Thus, the algorithm traverse the granules of UC to find the granule, g, such
that α ⊆ g, and sums the count of every g to get the total occurrence of α (steps
9 to 11). Similarly, steps 14 to 16 are for the case in which α1 is empty. For
the case in which none of α1 or α2 is empty, the algorithm first goes through
the granules in UC to find granule g containing α1 (step 20), then traverses the
mappings of ΓCD(g) to get the dg pairs where α2 ⊆ dg (step 21). The algorithm
adds up the strengths, s, of these dg pairs to get the total occurrence of α (steps
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22 and 23). Finally, the estimated support, S ′α, is calculated by dividing the total
count of α by the total count of N (step 29).
input : α, UC , UD and Γcd.
output: S′α, estimated support of α.
let N = 0;1
foreach g ∈ UC do2
foreach (dg, s) ∈ Γcd(g) do3
let N = N + s;4
end5
end6
Let α = α1 ∧ α2;7
if α1 = ∅ then8
foreach g ∈ UC do9
S′α = S
′
α + count of g10
end11
end12
else if α2 = ∅ then13
foreach g ∈ UD do14
S′α = S
′
α + count of g15
end16
end17
else18
foreach g ∈ UC do19
if α1 ⊆ g then20
foreach ((dg, s) ∈ Γcd do21
if α2 ⊆ dg then22
S′α = S
′
α + s23
end24
end25
end26
end27
end28
S′α = S
′
α ÷ N ;29
Algorithm 7: Estimated support calculation with two tier structure
As discussed before, for a multi-tier structure with more than three tiers, there
are more possible derivation cases for a given pattern. For example, with a three-
tier structure, it is possible for a given pattern to be derived from the granules
of one, two or three tiers. Thus, several algorithms are designed to calculate the
estimated support for each corresponding case. Algorithms 8, 9, and 10 are for
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the estimated support calculation based on a three-tier structure. For all the
algorithms, the given pattern α is first divided into three smaller patterns–α1, α2
and α3–according to the granule definitions. Then, based on the situation of these
patterns, the corresponding algorithm is selected to conduct the calculation.
Algorithm 8 presents the calculation process for the cases (case 1) where α is
derived from the granules of only one tier. According to the tier of granule which
the pattern is derived, the algorithm traverses the granule in the corresponding
tier and accumulates the counts of all granules containing the patterns. That is,
if α2 = ∅ and α3 = ∅, the algorithm inspects each g in Ui and adds the count for
each g containing α (step 8 to step 12) to total count of α. In addition, gj and
Uj are used if α1 = ∅ and α3 = ∅ (step 13 to step 17), while dg and UD are used
if α1 = ∅ and α2 = ∅ (step 18 to step 22).
Algorithm 9 describes the process for calculating the estimated support for
the cases (case 2) where one of α1, α2 and α3 is empty. The algorithm switches to
the corresponding handler component according which sub-pattern is empty. If
α3 is empty, the algorithm searches through each gi in Ui to find the Ci-granules
containing α1 (step 9 and step 10). Once such a gi is found, then the algorithm
turns to inspect the mappings of Γij(gi) (step 11). If the algorithm discovers the
gj pair, such that α2 ⊂ gj, it adds the link-strength to the count of α (step 23 and
step 24). After the algorithm traverses all gi, it calculates the estimated support
at step 41. Similarly, the algorithm searches gi in Ui and the mappings in Γid(gi)
for the cases where α2 is empty (step 19 to step 29), while it traverses gj in Uj
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input : α, Ui, Uj , UD.
output: S′α, estimated support of α.
let N = 0;1
foreach g ∈ Ui do2
foreach (dg, s) ∈ Γid(g) do3
let N = N + s;4
end5
end6
Let α = α1 ∧ α2 ∧ α3;7
if α2 = ∅ and α3 = ∅ then8
foreach g ∈ Ui do9
S′α = S
′
α + count of g10
end11
end12
else if α1 = ∅ and α3 = ∅ then13
foreach g ∈ Uj do14
S′α = S
′
α + count of g15
end16
end17
else if α1 = ∅ and α2 = ∅ then18
foreach g ∈ UD do19
S′α = S
′
α + count of g20
end21
end22
S′α = S
′
α ÷ N ;23
Algorithm 8: Estimated support calculation with 3-tier structure,
case 1
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and the mappings in Γjd(gj) if α3 is empty (step 30 to step 40).
For cases in which none of α1, α2 or α3 is empty (case 3), there are two op-
tions for estimated support calculation. As discussed in Chapter 4, one option
is precise estimated support calculation, which can be performed through a two-
tier structure. Therefore, Algorithm 7 can be used to describe the process of
precise calculation in this situation. The second option is an approximate cal-
culation. This calculation is computed through the minimum link-strength of
the association mappings between the granules containing the sub-patterns of α.
Algorithm 10 presents the process of this calculation. It starts from traversing
the granule gi in Ui to search for the Ci-granules containing α1 (steps 2 and 3).
When the algorithm finds such a gi, it turns to search the mappings of Γij(gi)
to find the gj pairs that contain α2 (steps 4 and 5). For each matching pair,
the algorithm traverses the mappings of Γjd(gj) for the matching pairs where dg
contains α3 (steps 6 and 7). For such a dg of each match mapping, the algorithm
then traverses the mappings of Γid(gi) to find the matching dg pair containing
the same dg (steps 8 and 9). If such a mapping is found, the algorithm selects
the minimum link-strength from the dg pairs of (dg, s1), (gj, s2) and (dg, s3),
and adds the corresponding link-strength to the count of α (step 10). Finally,
the estimated support is computed in step 28.
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input : α, Ui, Uj , UD, Γid, Γij , Γjd.
output: S′α, estimated support of α.
let N = 0;1
foreach g ∈ Ui do2
foreach (dg, s) ∈ Γid(g) do3
let N = N + s;4
end5
end6
Let α = α1 ∧ α2 ∧ α3;7
if α3 = ∅ then8
foreach gi ∈ Ui do9
if α1 ⊆ gi then10
foreach ((gj , s) ∈ Γij(gi) do11
if α2 ⊆ gj then12
S′α = S
′
α + s13
end14
end15
end16
end17
end18
if α2 = ∅ then19
foreach gi ∈ Ui do20
if α1 ⊆ gi then21
foreach ((dg, s) ∈ Γid(gi) do22
if α3 ⊆ dg then23
S′α = S
′
α + s24
end25
end26
end27
end28
end29
if α1 = ∅ then30
foreach gj ∈ Uj do31
if α2 ⊆ gj then32
foreach ((dg, s) ∈ Γjd(gj) do33
if α3 ⊆ dg then34
S′α = S
′
α + s35
end36
end37
end38
end39
end40
S′α = S
′
α ÷ N ;41
Algorithm 9: Estimated support calculation with 3-tier structure,
case 2
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input : α, Ui, Uj , UD, Γid, Γij , Γjd.
output: S′α, estimated support of α.
let N = 0;1
foreach gi ∈ Ui do2
if α1 ⊆ gi then3
foreach (gj , s2) ∈ Γij(gi) do4
if α2 ⊆ gi then5
foreach (dg, s3) ∈ Γjd(gj) do6
if α3 ⊆ dg then7
foreach (dg, s1) ∈ Γid(gi) do8
if α3 ⊆ dg then9
S′α = S
′
α + Min(s1, s2, s3);10
if Min(s1, s2, s3)=s1 then11
N = N + count of gi12
end13
if Min(s1, s2, s3)=s2 then14
N = N + count of gj15
end16
if Min(s1, s2, s3)=s3 then17
N = N + count of dg18
end19
end20
end21
end22
end23
end24
end25
end26
end27
S′α = S
′
α ÷ N ;28
Algorithm 10: Estimated support calculation with 3-tier structure,
case 3
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5.5 Summary
This chapter has presented a series of algorithms that implement the proposed
approach. These algorithms include the construction algorithm for the basic and
derived association mappings, the meaningless rule filtering algorithms and the
algorithm for calculating the estimated supports.
The algorithm to construct the basic association mappings traverses all the
transactions of the information table and generates the condition and decision
granule with the basic association mappings between these granules. Following
this, the algorithm for the derived association mapping construction goes through
the condition granules to generate the smaller condition granules and construct
the association mappings between these granules, as well as the mappings be-
tween the condition and decision granules in the upper tier. When the mapping
generation completes, a multi-tier structure of granules is built.
The meaningless rule filtering algorithm then uses this multi-tier structure to
identify the meaningless rules. This algorithm traverses all the decision rules in
the two-tier structure and, for each decision rule, searches all the corresponding
general rules in the multi-tier structure to compare the confidence. Moreover,
according to the number of tiers in the structure, the corresponding algorithm is
designed to use more than one kind of general rule to filter the meaningless rule.
For support estimation, a group of algorithms is developed to conduct the
calculation for each case of the derivative of the given pattern. With a two-
tier structure, the algorithm traverses the granules and uses the granule support
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or link-strength to calculate the estimated support accordingly. With a three-
tier structure, three algorithms are designed to handle each case of the deriving
of the given pattern. For case 1, where the pattern is derived using only one
tier’s granules, the algorithm searches the granules and uses granule support
to calculate the estimated pattern support. For case 2, the algorithm uses the
link-strength of the corresponding mappings to conduct the calculation. Finally,
for case 3, the algorithm searches the corresponding mappings containing the
given pattern, and selects the minimum one to undertake the estimated support
calculation.
For algorithm complexity, the complexity of the construction algorithm for
basic mappings is determined by the number of conditions and decision granules.
These numbers are less than the number of granules and much less than the
number of total transactions, while the complexity for retrieving decision rules is
decided by the number of granules. This performance is better than using decision
tables. For the algorithms to construct the two kinds of derived mappings, the
complexity depends on the number of granules in the tier to conduct the driving
of the corresponding mappings. This performance is better than performing the
same task directly using the transactions.
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Chapter 6
Evaluation
To evaluate the performance of the multi-tier granule mining solution, a series of
experiments–including comparison with the baseline models–were conducted on
practical data sets. Two data sets–from a Foodmart 2005 data warehouse and
from network traffic data–were used as the test bed. Corresponding measures were
used for the space complexity, time complexity, accuracy of support estimation
and scalability. Some examples of meaningless rules obtained from the test data
were also used to illustrate the effect of the meaningless rules. Finally, this chapter
presents the experiment results and a discussion based on the results.
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6.1 Experiment purpose
Based on the research question and research task, we had the following reasons
to conduct the experiment in our evaluation. First, the number of granules was
tested to examine the performance of the proposed model in order to overcome
the problem of the overwhelmingly large volume of patterns. Moreover, to check
the performance in reducing number of rules, number of meaningless rules filtered
is also tested with different configurations.
Second, to display how the proposed model uses the structural information,
several tests were conducted using different granule definitions, which were de-
fined according to the structural information of the data warehouse. Multi-tier
structures in these tests were then constructed according to the hierarchy struc-
ture of the selected dimensions, which were used to define granules. Further, for
meaningless rules, a test was performed to present some examples of meaningless
rules and explain the meanings of these rules using the structural information of
the testing data.
Finally, tests were also conducted to examine the accuracy of the support es-
timation through the proposed method. These tests also reflect the completeness
of the granules and multi-tier structures. In particular, some tests were used to
demonstrate that support estimation through granules can achieve a zero error.
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6.2 Baseline models
There were two baseline models used for the evaluation. The first was the decision
table model. Using the decision table as a baseline model is useful because the
decision table is an approach based on rough set theory, which can be used for
association rule mining. Since the decision table method creates some issues in
association mining, as discussed previously, and because our approach aims to
overcome these issues, the decision table was used as the baseline model in this
evaluation. In our experiment, the attributes of the test data were divided into
two groups: condition and decision attributes. Based on this division, a decision
table was built. This decision table contained a set of decision rules that were
used to calculate the estimated supports of given patterns. Further, the number
of decision granules was also used to compare with the number of granules in the
multi-tier structure.
The second baseline model was the profile-based pattern summarisation mod-
el. This model provides a method to reduce pattern numbers, and a method to
restore patterns. Similarly, the granules and multi-tier structure are a kind of
compressed representation of patterns, and pattern support can also be calculat-
ed from granules. Therefore, the profiled-based method was used as the baseline
model to compare the performance of the two methods. As described in the pre-
vious chapter, this approach summarises the closed pattern into a certain number
of profiles, then the estimated support is calculated through the profiles using E-
q. 4.1. Specifically, the closed patterns are generated from the information table
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using the Apriori algorithm in the experiment. Each attribute in the information
table is treated as an item. Then, the frequent one-item patterns are generated
from the information table and other frequent patterns are generated using the
Apriori algorithm. All the counts and supports of the patterns are also obtained
from the information table.
The closed patterns are summarised into profiles through clustering tech-
niques. There are two methods used in the original approach: hierarchical ag-
glomerative clustering and K-means clustering. Since K-means clustering has
less computation cost, it was employed in this experiment. There are three steps
in the clustering process. First, K patterns are randomly selected as the cluster
centre. Second, these patterns are reassigned to the clusters according to the
KL–divergence criterion. Third, the profiles of the newly formed clusters are up-
dated. The second and third steps are repeated until there is only small change
in all the profiles when the clusters are updated. However, the repeated calcu-
lation of KL-divergence requires high computational consumption. Therefore,
in this experiment, a simplified summarisation without the repeated assignment
was used–every pattern was assigned only once in the whole clustering process.
That is, one closed pattern could only be assigned to one profile and could not
be reassigned to another profile for the summarisation.
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6.3 Measures
The experiments examined the performance of the proposed approach from sever-
al aspects, including the space complexity, time complexity, accuracy of support
estimation and scalability. Space complexity is used to examine the effective-
ness of reducing the number of patterns and association rules. Time complexity
reflects the efficiency of our methods in generating granules and constructing
multi-tier structures. The accuracy of support estimation is the measure used to
show how close the support calculated through our approach is to the original
one. Finally, the scalability shows the performance consistency of the proposed
model.
Space complexity is examined by checking the numbers of granules and pat-
terns. In the multi-tier structure, the numbers of the granules in different tiers
are the main value to demonstrate the space complexity of the granule mining
approach. Moreover, multi-tier structures built under different granule definition-
s can illustrate the performance of space complexity in a variety of conditions.
The space complexity for the pattern-based method is represented as the number
of patterns obtained under different support settings, or the different number of
transactions used for pattern mining.
Time complexity is used to measure the efficiency of the approach. For the
granule mining approach, it is the time consumed to construct the multi-tier
structure from the decision table, and the time required to construct more tiers
from the existing structure. For the pattern-based methods, the time complexity
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is the time used to obtain all the frequent patterns and closed patterns, and the
time used to summarise these patterns into profiles.
For the accuracy of the estimated support, the restoration error rate is used as
the performance measure. The restoration error rate reflects the correctness of the
calculation of the estimated support for given patterns. The estimated supports
are calculated by pattern profiles for the baseline model. For our approach,
the estimated supports were calculated through granules and mappings. The
restoration error rate is denoted as J and defined as follows:
J =
1
|T |
∑
α
k
∈T
|s(αk)− sˆ(αk)|
s(αk)
(6.1)
In the above equation, T = {α1, α2, ... , αl} is the set of given patterns;
s(αk) is the real support of the pattern, αk; while sˆ(αk) is the estimated support
calculated by the pattern profiles or granules. The restoration error measures the
average relative error between the real support and estimated support. Specifi-
cally, the original pattern sets can be used as the testing pattern set so that the
restoration error measures the difference between the real support and the esti-
mated support. The smaller the error rate, the closer the estimated support to
the actual support. If the restoration error is zero, the estimated support equals
the actual support.
For scalability, the numbers of granules and meaningless rules were used as the
measure. These numbers were recorded against the numbers of the transactions
used to generate the granules and filter the meaningless rules. The changes of
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these numbers demonstrate the scalability of the proposed approach.
6.4 Experiments on the Foodmart 2005 data
For the Foodmart 2005 data, a set of experiments were conducted to examine the
space and time complexity. In accordance with the data schema and hierarchy, a
series of multi-tier structures were constructed with different granule definitions.
The tests for meaningless rules filtering were also conducted on these multi-tier
structures. Finally, for the accuracy of estimated support, an experiment was per-
formed to calculate the estimated support through the multi-tier structure, and
to compare this with the estimated support calculated by profiles with different
profile numbers.
6.4.1 Details of the Foodmart 2005 data
The Foodmart 2005 dataset used in the experiment was a sample data warehouse
for the SQL Server that was provided with the book Microsoft SQL Server 2008
Analysis Services Unleashed. The sample data warehouse can be downloaded
from: http://www.e-tservice.com/. It contains two databases: Foodmart 2005
SQL Database and Foodmart 2005 OLAP. The data used in the experiment were
customer sales data from the Foodmart 2005 OLAP database. This data set was
used so we could employ the structural information from the data set to define
granules of different sizes. Moreover, the hierarchy information could also be used
to describe the multi-tier structure of granules.
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The Foodmart 2005 OLAP database consists of a set of cubes and a set of
dimensions. Within this, there are four cubes: budget, HR, sales and employees,
and warehouse and sales. The set of dimensions has 11 dimensions: account, cate-
gory, currency, customer, department, employee, product, promotion, store, time
and warehouse. Each data cube contains several measure groups. For example,
the ‘warehouse and sales’ cube, which was used in the experiment, contains four
measure groups: rate, sales, warehouse and warehouse inventory. Each data cube
also has a subset of all the dimensions that comprise the facts of the measures in
that cube. For the ‘warehouse and sales’ cube, it has seven dimensions: currency,
customer, product, promotion, store, time and warehouse.
The measure for unit sales was selected as the actual transaction for the ex-
periment. Figure 6.1 depicts the structure of the unit sales measure, which uses
the product, fate, store, promotion, customer and currency dimensions. The da-
ta used in the experiments actually only include the product, time and customer
dimensions. All these dimensions have a hierarchy containing multiple levels. For
example, the ‘time’ dimension has the levels of year, month and date, while the
‘customer’ dimension has four levels–country, state province, city and customer.
The ‘product’ dimension consists of seven levels: product family, product depart-
ment, product category, product subcategory, brand and product level. The unit
sales measure uses the attributes in the levels of date, customer and product from
the corresponding dimensions to generate the measure values. Each row of the
unit sales data is a transaction of a customer’s purchase of the products in one
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day.
Figure 6.1: Data structure of Unit sales measure
The data used in the experiment had some variation from the ‘unit sales’
data in terms of the ‘product’ dimension. The data used in the experiment used
the attributes of the ‘product department’ level, instead of the attributes from
the ‘product’ level of the ‘Product’ dimension. That is, the data used in the
experiment were actually the roll-up data of the unit sales measure. The reason
for using the ‘product department’ was that there were too many attributes in the
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‘product’ level, and it was difficult to generate very long frequent patterns. Using
the attributes of the ‘product department’ level, the values of the attributes of
‘product’ level under the same product department were summed to the value of
the corresponding attribute in the ‘product department’ level. Figure 6.2 shows
part of the unit sale measure values. In Figure 6.3, the highlighted row is the sales
unit shown in the ‘product’ category level for the ‘beverage’ product department.
The values for the categories are summed up to 60 of ‘beverage’, as shown in
Figure 6.2.
Figure 6.2: Unit sales shown in Product deparment level
Figure 6.3: Unit sales shown in Product category level
Figure 6.4 shows the attributes in the ‘product department’ level. Due to the
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original database design, ‘baking goods’ and ‘dairy’ were duplicated in the ‘drink’
and ‘food’ families. Thus, these attributes in the ‘food’ family were removed so
that 23 attributes in total were used to build the information table.
Figure 6.4: Product attributes in Product department level
In the experiment, these 23 attributes of the ‘product department’ were di-
vided into different tiers to define the granules in that tiers according to the
user constrains. Moreover, the division of these attributes can also follow the
classification of the product family so that the granules in different tiers rep-
resent the corresponding ‘product family’. This enabled the granule to carry
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more structural meanings. In the experiment, because the ‘food’ family had 16
product departments, these product departments were divided into two group-
s to form the ‘food 1’ and ‘food 2’ families. This division was used to define
the granules in a four-tier structure. These attributes were categorised into four
product families: drink (alcoholic beverages, baking goods, beverages, dairy),
non-consumables (carousel, checkout, health and hygiene, household, periodical-
s), food 1 (baked goods, breakfast foods, canned foods, canned products, deli,
eggs, frozen foods) and food 2 (meat, packaged foods, produce, seafood, snack
foods, snacks, starchy foods).
To build the decision table and the multi-tier structure of the granules, the
transactions of the unit sales first needed to be transformed into the information
table. The details of this transformation are as follows. If a customer purchases
one or more products from the ’product department’, the value of the attribute in
the ‘product department’ level is set to one. Otherwise, the value is set to zero.
Figure 6.5 presents an example of this transformation. This figure shows part
of a transaction in which purchases occurred for all product departments under
the ‘drink’ family, except ‘baking goods’. Correspondingly, the value of ‘baking
goods’ in the information table was set to zero, and the other attributes in the
‘product department’ level were set to one. This transformation then generates
a transaction with the values of 1011..., as shown in the figure. Finally, all the
transactions are transformed into a table with data rows containing the values of
one and zero. The total number of transactions in the fact table is 53,700. All
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or part (such as the top 100 sales or the sales of customers in one city) of the
transactions are used according to the experiment configuration.
Figure 6.5: Example of transformation of the transactions
6.4.2 Results
As described above, an information table was initially generated, then the de-
cision table and multi-tier structures were constructed from this. The frequent
patterns were also generated from this information table. Table 6.1 shows the
attributes that define the granules in different tiers, and the relationship between
the ‘Product’ dimension level and tiers. Tables 6.2, 6.3, 6.4 and 6.5 present the
attribute details of the granule definitions for Ci,1, Ci,2, Cj and D tier, respective-
ly. As shown in these tables, in the four-tier structure, each tier corresponds to
an attribute in the ‘product department’ level, which includes a group of prod-
ucts. Table 6.6 shows the number of products in the granules of each tier and the
granule numbers in that tier. This definition of the multi-tier structure was used
in the second and third experiments.
The first experiment measured the space complexity. The test data used in
this experiment included all 53,700 transactions from the unit sales measure.
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Product Level Tier Level
All C D
Family Ci Cj D
Drink Food1 Non-
consumable
Food2
Department Ci,1 Ci,2 Cj D
Alcoholic
Beverage,
... , Dairy
Baked
Goods, ...,
Frozen
Foods
Carousel,
...,
Periodicals
Meat, ...,
Starchy
Foods
Table 6.1: The attributes of tiers
Attribute in Ci,1 A1 A2 A3 A4
Products of Drink Alcoholic
Beverages
Baking
Goods
Beverages Dairy
Table 6.2: Product attributes in Ci,1 tier
From the information table built from these transactions, a decision table was
created. A two-tier structure containing tiers C and D was also built separately
from the information table. From the two-tier structure, a three-tier structure
was then constructed, from which a four-tier structure was built. The three-
tier structure was built by dividing the C tier into two smaller tiers, Ci and Cj.
Attribute in Ci,2 A5 A6 A7
Products of Food1 Baked Goods Breakfast Foods Canned Foods
Attribute in Ci,2 A8 A9 A10 A11
Products of Food1 Canned Products Deli Eggs Frozen Foods
Table 6.3: Product attributes in Ci,2 tier
Attribute in Ci A12 A13 A14 A15 A16
Products of
Non-
Consumable
Carousel Checkout Health
and
Hygiene
Household Periodicals
Table 6.4: Product attributes in Cj tier
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Attribute in D A17 A18 A19
Products of Food2 Meat Packaged Foods Produce
Attribute in D A20 A21 A22 A23
Products of Food2 Seafood Snack Foods Snacks Starchy Foods
Table 6.5: Product attributes in D tier
Tier Attribute number N g
Decision table 23 8373
C 16 2429
D 7 54
Ci 11 513
Cj 5 28
Ci ,1 4 8
Ci ,2 7 112
Table 6.6: Granule number in a 4-tier structure
Following this, the Ci tier was further divided into tiers Ci,1 and Ci,2 to construct
the four-tier structure. Finally, a four-tier structure consisting of tiers Ci,1, Ci,2,
Cj and D was constructed. In this experiment, the decision table and multi-
tier structure were constructed under different configurations to demonstrate the
performance for the space complexity.
There were 16 tests conducted in this experiment. The purpose of running
these tests was to examine the granule numbers in a tier when there were different
numbers of attributes used to define the granules. These tests also display the
difference between the numbers of large and small granules. First, the test config-
uration began by allocating the least number of attributes to all tiers, except one,
such that the granule in this tier had the largest number of attributes, while the
granules in other tiers had the smallest number. Second, the tier with the largest
granules was switched to another tier so that the test could show the difference in
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granule numbers when different tiers had the largest number. Next, the number
of attributes of the smaller granules was increased to show the change of granule
numbers in all tiers. Finally, the test configuration was set to let all the tiers
contain larger granules, except one tier that contained the smallest granules.
Table 6.7 shows the attribute numbers of granules in each tier under different
configurations. The setting began by putting only one attribute in all tiers, except
one tier with the most number of attributes in it. The number of attributes was
then increased to two, four and six for different tests. For example, in test five,
21 attributes were allocated to tier C, and two were allocated to tier D. The
attributes in tier C were then divided into 19 attributes that were used for tier
Ci, and two that were used for tier Cj. Finally, the attributes for Ci were split
into tiers Ci,1 and Ci,2, which had 17 and two attributes, respectively. Specifically,
when there were six attributes in all other tiers, the remaining tier had the least
attributes. For example, in test 23, there were five attributes in tier D, while all
condition tiers had six attributes.
Table 6.8 shows the numbers of granules in the tiers with different granule
definitions. It also shows the number of granules in each tier when the larger
granules were divided into smaller granules. The overall results show that the
number of granules in one tier and total granules in the whole multi-tier structure
declined with the reduction of attributes in the tier or there are more tiers in the
multi-tier structure. The first column in Table 6.8 is the number of granules in
the decision table. It implies that if all 23 attributes were used for the tier, there
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All C D Ci Cj Ci,1 Ci,2
Test1 23 22 1 21 1 20 1
Test2 23 22 1 21 1 1 20
Test3 23 22 1 2 21 1 1
Test4 23 3 20 2 1 1 1
Test5 23 21 2 19 2 17 2
Test6 23 21 2 19 2 2 17
Test7 23 21 2 4 17 2 2
Test8 23 6 17 4 2 2 2
Test9 23 19 4 15 4 11 4
Test10 23 19 4 15 4 4 11
Test11 23 19 4 8 11 4 4
Test12 23 12 11 8 4 4 4
Test13 23 17 6 11 6 5 6
Test14 23 17 6 11 6 6 5
Test15 23 17 6 12 5 6 6
Test16 23 18 5 12 6 6 6
Table 6.7: Attribute numbers in tiers
would be 8,737 granules in the tier. Not all tiers with less than 23 attributes have
more granules than this number. From the results in tests one, two and three,
the number of granules in tier C was more than 1,000 less only with one attribute
used for decision tier D to create a two-tier structure. When the attributes in one
tier were reduced to around 10, the granules in the tier were reduced to hundreds.
Finally, with only a few attributes in the granule, the number of granules was
only 10 or less.
Figure 6.6 depicts the trends of total granule numbers in the multi-tier struc-
ture when the number of tiers increased. In most of the tests, the number of
granules dropped largely, while the number of tiers increased; although, in some
tests, the number did not reduce by much. This was because the tier being di-
vided had few attributes so that the newly generated tiers had a similar number
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All C D Ci Cj Ci,1 Ci,2
Test1 8737 7521 2 6222 2 4506 2
Test2 8737 7521 2 6222 2 2 5025
Test3 8737 7521 2 2 6179 2 1
Test4 8737 4 5622 2 2 2 1
Test5 8737 6222 4 4022 4 2814 2
Test6 8737 6222 4 4022 4 2 3143
Test7 8737 6222 4 8 3011 2 4
Test8 8737 32 2933 8 4 2 4
Test9 8737 4020 16 1909 8 513 16
Test10 8737 4020 16 1909 8 8 632
Test11 8737 4020 16 107 404 8 16
Test12 8737 643 424 107 16 8 16
Test13 8737 2814 31 513 48 16 61
Test14 8737 2814 31 513 48 32 32
Test15 8737 2814 31 643 30 32 53
Test16 8737 2814 31 643 30 32 53
Average 8737 4076 573 1678 612 498 566
Table 6.8: Granule number in tiers of different granule definition
of granules.
For comparisons, frequent patterns and closed patterns were also generated
from the information table. The results are shown in Table 6.9. The information
table generated using all transactions was used in this test. The information table
contained all the information of the transactions in the dataset; thus, all possible
patterns were generated from the transaction at first. That is, all patterns with
a support of one occurrence were treated as frequent patterns. The number of
patterns was very large, as shown in Table 6.9. The closed patterns generated
from these frequent patterns were much less, but still more than 15,000. With
the minimum support set to five, the number of frequent patterns reduced to
about 12,000. However, the closed patterns did not reduce significantly. Until
the minimum support was set to 50, the number of frequent patterns and closed
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Figure 6.6: Granule numbers under different tier settings
patterns could be reduced to about 1,500.
Pattern Min frequency N
Frequent pattern 1 56707
Closed pattern 1 15859
Frequent pattern 5 12217
Closed pattern 5 10963
Frequent pattern 50 1486
Closed pattern 50 1486
Table 6.9: Frequent pattern number
In the second experiment, tests were conducted to measure the performance
of the granule mining approach for time complexity, and compare the runtime
with the decision table and pattern-based approach. The runtime of the granule
mining approach is the time used to construct the multi-tier structure of granules.
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The definition of the decision table and the granule of each tier are as shown in
Table 6.1. The test began by building a two-tier structure from the information
table. Following this, the time required to build the structure with a new tier
constructed from the division of a larger granule tier was recorded, until a four-
tier structure was constructed. For the pattern approach, the runtime is the time
required to obtain frequent patterns under different minimum supports, and the
time used to generate closed patterns from these frequent patterns.
Table 6.10 shows the results of the runtime tests. These results indicate
that the time used by the granule mining approach was much less than that
of the pattern-based approach. Only when the minimum support was set to a
large number of occurrences, the time used to obtain the frequent patterns was
close to the time used to construct the four-tier structure. Moreover, the results
demonstrate that the time used to create new tiers from a smaller granule was
less than that from larger granules. For example, the time used to derive the
four-tier structure from the three-tier structure was 171 ms, while it was 2,593
ms to build the three-tier structure from the two-tier structure.
Granule Pattern
Multi-tier structure Runtime(ms) Minimum Support Runtime(ms)
Decision table 19140 1 1.0778e+007
2-tier 6765 5 1.13072e+006
3 tier from 2 tier 2593 50 122672
4 tier from 3 tier 171
Table 6.10: Runtime
The third experiment measured the restoration error rate, J , of the estimated
support calculated by the granule approach, and compared the performance to
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the profile-based pattern summarisation. The closed patterns generated from the
whole information table with a minimum support of five occurrences were used
as the input patterns for the estimated support calculation. There were 10,963
closed patterns in total. The actual support of every closed pattern was used to
calculate the difference between the original and the estimated support to obtain
the error rate of restoration for this pattern. The restoration error rate was the
average difference of the whole set of closed patterns.
Since the number of profiles used for the summarisation can affect the restora-
tion error rate, several tests were conducted with different numbers of profiles for
pattern summarisation. As the number of closed patterns was 10,963, the number
of profiles was accordingly set to 200, 500, 750 and 1,000. Setting the number of
profiles to a larger number can reduce the J value because every profile covers
fewer patterns; thus, the probability of an item in the master pattern is closer to
the item’s real support. However, the computation cost also increases. Moreover,
the number of profiles should be kept as small as possible to reduce the number
of patterns. Therefore, the number of profiles was not set to more than 1,000 in
the tests.
Table 6.11 and Figure 6.7 show the comparison of the J values between the
pattern- and granule-based approaches. The results of the pattern-based ap-
proach reflect that, when using small number of profiles–such as 200, 500 and
750–the restoration error rate is higher than when using granules. All these num-
ber of profiles are less than 10% of the total number of the given patterns or even
144 Chapter 6. Evaluation
5%. When the number of profiles was set to 1,000, which was almost 10% of the
total closed patterns, the J value of the profile summarisation approach was close
to that of the granule mining approach. It should be noted that, when using a
two-tier structure to calculate the estimated support, it is possible to achieve a
zero restoration error rate. This result proves the discussion in Chapter 4 that the
support estimated by the granules and mappings in a two-tier structure equals
the pattern’s real support. According to the properties of the profile-based pat-
tern summarisation, if a much larger number of profiles are used, the J value can
become smaller than that in the granule mining approach. However, the overall
performance would be worse because the computation cost increases.
Profile Decision table Multi-tier of Granuls
Profile number J Method J Method J
200 0.931 Dicision rule 0 All mappings 0
500 0.924 Part of Mappings 0.822
750 0.891
1000 0.864
Table 6.11: Restoration error rate J
The granule mining approach has the special feature that it provides general
rules with the multi-tier structure, and uses these general rules to prune mean-
ingless rules. Table 6.12 lists the general rule numbers generated under different
settings. As with the previous experiments examining the number of granules
under different definitions, if less attributes were used to define the granules in
the tiers from which the rules were generated, less general rules were generated.
Except for the two-tier structure, there were no general rules for this structure.
The number of rules remained at 8,737, regardless of the configuration. Figure 6.8
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Figure 6.7: Estimated support error rate
displays the change of general rule numbers for the tests using different granule
definitions.
With general rules, the meaningless rule can be removed from the result set
presented to user. Table 6.13 presents the numbers of the meaningful and mean-
ingless rules in the total 8,737 rules obtained under different definitions of granules
for the tiers. The results demonstrate that the average number of meaningless
rules was about 30% of the number of meaningful rules. Further, when only one
type of general rule was used as the criteria, a fewer number of meaningless rules
could be filtered. When two types of general rule–such as Ci and Ci,1–were used
together as the criteria, more meaningless rules could be pruned. Figure 6.9 shows
these changes in meaningless rule numbers under different pruning configurations.
146 Chapter 6. Evaluation
General rule type C to D Cito D Ci,1to D
Test1 8737 7337 5442
Test2 8737 7337 4
Test3 8737 4 4
Test4 8737 6855 6855
Test5 8737 6002 4392
Test6 8737 6002 8
Test7 8737 32 8
Test8 8737 6241 3877
Test9 8737 5121 2036
Test10 8737 5121 109
Test11 8737 664 109
Test12 8737 4070 1425
Test13 8737 3026 335
Test14 8737 3026 500
Test15 8737 3332 500
Test16 8737 3332 500
Average 8737 4219 1632
Table 6.12: General rule numbers
Figure 6.8: General rule numbers in different tier
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Criteria Cito D Ci,1to D
Rule Meaningful Meaningless Meaningful Meaningless
Test1 7626 1111 7930 807
Test2 7521 1216 7930 807
Test3 7521 1216 7521 1216
Test4 6855 1882 6855 1882
Test5 7209 1708 7149 1588
Test6 6992 1745 7149 1588
Test7 6992 1745 7012 1725
Test8 6562 2175 6918 1819
Test9 6691 2046 6690 2047
Test10 6776 1961 6690 2047
Test11 6776 1961 6753 1984
Test12 6719 2018 6688 2049
Test13 6706 2031 6677 2060
Test14 6701 2036 6677 2060
Test15 6701 2036 6678 2059
Test16 6701 2036 6678 2059
Average 7046 1808 7000 1737
Criteria Cito D and Ci,1to D
Rule Meaningful Meaningless
Test1 7443 1294
Test2 7272 1465
Test3 7521 1216
Test4 6885 1882
Test5 6555 2072
Test6 6505 2302
Test7 6948 1789
Test8 6085 2652
Test9 6125 2612
Test10 6064 2673
Test11 6586 2151
Test12 6229 2508
Test13 6232 2505
Test14 6231 2506
Test15 6212 2525
Test16 6212 2525
Average 6569 2167
Table 6.13: Meaningful and meaningless rule numbers
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Figure 6.9: Meaningless rule numbers in different tier
Table 6.14 presents the construction runtime for the multi-tier structures un-
der the 16 different configurations of the previous experiments. The table al-
so shows the time consumed by meaningless rule pruning under these settings.
Building the two-tier structure took the longest time to finish because it needed
to read the data, which were large. The time used to construct the three-tier and
four-tier structures was much less. The time was shorter when more tiers were
built in the structure. In addition, the meaningless rule pruning was completed
more efficiently when there were more tiers in the structure. These trends are
illustrated in Figure 6.10.
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runtime(MS) Construction Meaningless rule filtering
Task Database
to 2-tier
2-tier to
3-tier
3-tier to
4-tier
in 3-tier in 4-tier
Test1 33359 10828 5812 234 281
Test2 37453 10953 11328 218 1562
Test3 34297 16187 5687 5281 671
Test4 47969 12093 562 12093 1468
Test5 23062 4609 2234 203 203
Test6 22750 4546 3593 203 796
Test7 22734 3875 1375 1281 250
Test8 17078 1546 375 3015 531
Test9 12328 1296 296 171 140
Test10 12406 1296 375 171 171
Test11 12515 406 250 203 78
Test12 4140 281 218 375 125
Test13 7937 343 156 156 109
Test14 8687 359 140 171 93
Test15 7828 390 156 171 109
Test16 7718 390 140 156 109
Average 19516 4337 2043 1506 418
Table 6.14: Construction and meaningless rule pruning runtime
6.5 Experiments of the network traffic data
To further demonstrate the performance of the proposed approach, a second set
of experiments was conducted on network traffic data that contained internet
protocol (IP) addresses as attributes. This set of experiments has the following
objectives. First, it demonstrates that the granule mining approach is a suitable
tool for some scenarios, such as network traffic analysis, to which the traditional
data mining approach cannot be applied directly. Second, it examines the scal-
ability of the granule mining approach using a larger volume of data. Finally, it
presents some examples to illustrate the effect of meaningless rules based on the
natures of IP addresses.
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Figure 6.10: Construction time of different multi-tier structure
6.5.1 Details of the network traffic data
The network traffic data used in the tests were part of the MAWI data traces,
which were downloaded from the MAWI website (http://mawi.wide.ad.jp/mawi/samplepoint-
B/20060303/ ). Some examples of these data are shown in Table 6.15. Each of
these records consists of a source IP address, a target IP address and a support
of this traffic record. Both the source and target IP address were in one column
in the raw data. These IP addresses were divided into single attributes according
to their IP address domain. For example, the source IP address 196.244.108.25
was divided into four attributes: 196, 244, 108 and 25.
Due to this configuration, it is difficult for traditional pattern mining approaches–
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Source IP Target IP Support
6.196.217.210 140.223.50.64 27536
196.44.176.223 165.28.231.200 23677
... ... ...
196.244.108.25 215.43.148.136 1072
200.208.178.1 148.179.135.12 1055
Table 6.15: Network traffic data
such as the Apriori algorithm–to perform efficiently in the scenario of network
traffic analysis. This is because there are too many items in network traffic data
and there is a specific requirement to define useful patterns in terms of network
traffic analysis. For each attribute of the IP address, there are 256 possible values
and, using the traditional pattern-based approach, each of these values of each
attribute must be treated as an individual item for network traffic analysis. Thus,
there would be a maximum of 256 × 8 = 2,048 items in the data, which would
make the performance of the traditional pattern mining methods inefficient.
Moreover, there are some special requirements for the desired patterns in
network traffic analysis. For example, only patterns containing both the at-
tributes from the source IP address and destination IP address are useful, while
patterns that only include the source IP address or destination IP address are
useless. Thus, using the traditional pattern mining technology–such as the Apri-
ori algorithm–will generate some useless patterns and thus waste computational
resources. Therefore, pattern mining-based approaches cannot perform on the
network traffic data directly, and were not applied in this set of experiments.
The granule mining approach is clearly suitable for the scenario of network
traffic analysis. The source IP address and destination IP address can be easily
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transformed into the condition and decision attributes. Each value in the IP ad-
dress is treated as one of the attributes’ defining granules, such that the multi-tier
structure can be constructed by dividing the IP address into individual domains.
6.5.2 Details of the experiments
For the scalability experiment, the network traffic data provided a larger data
volume than did Foodmart data set. The total number of transactions used in
this experiment was 250,000. Several tests were performed on different numbers
of transactions, from as small as 5,000, to the relatively large number of 250,000.
The results reflect the trends of the performance changes, as well as the incre-
ment of the number of test data, such as changes in the number of granules and
meaningless rules as the number of transactions increased.
In order to demonstrate the effect of the meaningless rules in a more under-
standable manner, it is preferable to use data that can easily show how mean-
ingless rules help improve performance. The properties of network traffic data
enable these data to satisfy this requirement because the relationship between
the attributes of the IP address are obvious; thus, the effect of the meaningless
rule can be illustrated explicitly and clearly.
In the experiment, a two-tier structure was first built using the source IP
address as condition attribute and the target IP address as decision attribute.
The condition attributes were then divided into smaller groups to define smaller
granules, and the multi-tier structure was built according to the divisions.
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According to the property of the IP address, each attribute represents a do-
main or region of the address. Thus, the granules of each tier represent the IP
addresses of certain domains or regions. It should be noted that, different to the
Foodmart 2005 data set, each attribute had multiple values from one to 255. In
particular, the first three domains of the IP address were used to define the Ci
granules, while the last domains were used to define the Cj granules. Further,
the first two domains and third domain were used to generate the Ci,1 and Ci,2
granules, respectively.
For example, for the first transaction shown in Table 6.15, the whole source
IP address (6.196.217.210) was used as the condition attribute to generate the
C-granule. The address was then divided into two parts (6.196.217 and 210) to
create the Ci and Cj granules. Finally, the sub-address (6.196.217) was further
divided into two parts (6.196 and 217) to produce the Ci,1 and Ci,2 granules.
6.5.3 Results
Table 6.16 shows the numbers of granules in each tier in the multi-tier structure.
As with the experiment on the Foodmart 2005 data, the number of granules
decreased when more tiers were constructed. The granules were greatly reduced
even with only one additional tier. However, it should be noted that, in contrast
to the Foodmart 2005 data set, the number of granules for one tier was less or
equal to 256 when the tier consisted of only one attribute. This was because there
were 256 values of one attribute of one single IP address domain.
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Data All C D Ci Cj Ci,1 Ci,2
Test1 250000 92482 24887 45551 16363 256 4271 256
Test2 200000 64467 19546 27906 11970 256 3656 256
Test3 100000 40772 13952 19234 8222 256 2993 256
Test4 50000 21346 8674 10594 4967 256 2087 256
Test5 25000 10658 4938 5755 2968 256 1435 256
Test6 10000 6012 3049 3409 1997 256 1081 256
Test7 5000 3290 1701 1995 1249 254 788 256
Table 6.16: Granule number in tiers for network traffic data
Table 6.16 shows the results from the test on different numbers of the total
data, from 1,000 data rows to 250,000 data rows. The results reflect the trends
of the number of granules when the number of data increased. The number of
granules did not increase greatly, while the number of transactions became much
larger. For example, when the number of data increased from 100,000 to 200,000,
the number of granules did not increase by double. The number of granules
increased by 8,672 for D tier and 3,255 for Ci tier. In particular, for the tier that
consisted of only one attribute, the number of granules remained at a number
less than 256, regardless of the changes in the total data, because this number
was the maximum number of different granules that could be generated for this
configuration.
Table 6.17 presents the number of meaningless rules filtered in multi-tier struc-
tures with different numbers of tiers in the structure. The tests were also per-
formed on different numbers of data rows, from 1,000 to 250,000. The results
reflect the trend that, with more tiers in the structure, more meaningless rules
could be filtered. Further, more general rules could be obtained if there were
more tiers in the multi-tier structure. With more general rules, more meaningless
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Criteria Cito D Ci,1to D
Rule Meaningful Meaningless Meaningful Meaningless
Test1 88931 2776 90053 1654
Test2 62249 971 63134 1333
Test3 39801 1216 40213 559
Test4 20890 456 21086 260
Test5 10452 206 10548 110
Test6 5910 102 5950 62
Test7 3265 25 3272 18
Criteria Cito D and Ci,1to D
Rule Meaningful Meaningless
Test1 88527 3180
Test2 61897 2570
Test3 39630 1142
Test4 20807 539
Test5 10423 235
Test6 5895 117
Test7 3262 28
Table 6.17: Meaningful and meaningless rule numbers for network traffic data
rules could be pruned. Finally, comparing the results obtained through the tests
on different numbers of transactions showed that the number of meaningless rules
pruned increased with the increase in the number of transactions.
General rule Support Meaningless rule Support
215.35.250
→
281.92.187.234
0.33293 215.35.250.88
→
218.92.187.234
0.30094
5.210.14
→
140.223.139.34
0.13723 5.210.14.140
→
140.223.139.34
0.095576
204.91.186
→
215.35.250.88
0.66829 204.91.186.178
→
215.35.250.88
0.45077
Table 6.18: Examples of meaningless rules and their general rule
Table 6.18 lists three examples of meaningless rules found in the test, with
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their corresponding general rules. For example, the rule (204.91.186.178 →
215.35.250.88) is a meaningless rule, while the rule (204.91.186 → 215.35.250.88)
is its general rule. According to the definition of meaningless rules, this rule’s
confidence was lower than the confidence of its general rule. In this example,
the confidence of the meaningless rule was 0.45077, while its general rule had a
greater confidence of 0.66829. Thus, this meaningless rule removal had the follow-
ing implications. The rule (204.91.186.178→ 215.35.250.88) with a confidence of
0.45077 indicates that 45% of the visitors from the IP address 204.91.186.178 vis-
ited the target address. However, the general rule (204.91.186 → 215.35.250.88)
with a confidence of 0.66829 indicates that 65% of the visitors from the domain
of 204.91.186–which includes the visitors from the address 204.91.186.178–visited
the same target. That is, the portion of visitors from the address 204.91.186.178
that visited the target address was not as significant as the portion of visitors
from the larger domain visiting the same target. Therefore, although the rule
(204.91.186.178 → 215.35.250.88) could be strong, it is not meaningful under
such circumstances and should not be included in the results presented to the
user.
6.6 Discussion
The experiments conducted have demonstrated the performance of the granule
mining approach from several aspects, including the space complexity, time com-
plexity, restoration error rate for support estimation, and scalability. This section
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discusses the findings from the results of the experiments regarding these aspects.
For space complexity, the first discovery was that the number of granules in
one tier was less when the number of attributes of the granule in that tier were
less. The results shown in Tables 6.7 and 6.8 support this finding. For example,
in Test 1, the C tier had 22 attributes, and there were 7,521 granules in this tier.
Ci tier had smaller granule and attribute numbers of 6,222 and 21. When the
number of attributes for Ci,1 tier reduced to 20, the number of granules reduced
to 4,506. The total granule numbers in these two examples were 6,224 and 4,510,
respectively. Another observation to support this finding was the number of
granules in the D tier throughout all 16 tests. When the numbers of attributes
were set to one, two and four, the numbers of granules in D tier were two, four
and 16, respectively. Finally, as the attributes of D-granule increased to 11, 17
and 20, the numbers of granules also increased to 424, 2,933 and 5,622. All the
results of the 16 tests showed the same trends as these two examples.
The second finding involved the time complexity related to the multi-tier
structure construction. The results of the runtime led to two conclusions about
the performance of the granule mining approach. The first was that, when there
are more tiers in the structure, less time is consumed to generate the new tiers.
In the results, the time used to create the three-tier structure from the two-tier
structure was 2,593 ms, while it only took 171 ms to build the four-tier structure
from the three-tier structure. Another finding was that the time consumed by
the granule approach was much less than that of the pattern mining approach.
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Therefore, we conclude that pattern-based post-processing approaches, such as
pattern summarisation, consume more time than the granule approach.
The third discovery, from the experiment on restoration error rate, was that
the granule mining approach is an efficient method of calculating the estimated
support. First, from the experiment results for the runtime tests, the granule
approach consumes much less time to construct the multi-tier structure than the
time used to obtain frequent and closed patterns for the post-process approaches.
Second, the results of the restoration error rate experiment reflected that the
performance of the granule approach in calculating the estimated support is better
than pattern summarisation when using a small number of profiles, such as 200,
500 and 750. It should be noted that, by using decision tables or multi-tier
structures to calculate the estimated support, it is possible to achieve a zero
restoration error rate.
The final point is about the scalability of the granule mining approach. From
the experiments on the network traffic data, we concluded that the granule mining
and multi-tier structure have good scalability. The experiment conducted on
different sizes of data demonstrated that the number of granules did not change
dramatically with the increase in transactions. Moreover, the number of granules
changed even less if there were more tiers in the structure. Finally, when there
were more transactions in the data, more meaningless rules could be filtered, and
the result set can remain a reasonable size.
However, there are some limitations of this granule-based model. First, we on-
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ly discussed the relationship between granules and closed patters in this method.
Thus, we did not investigate the possibility of using a non-closed pattern. Re-
garding non-closed patterns, there is a concept called a ‘generator’ that uses
non-closed patterns to deduce closed patterns and condensed or reliable repre-
sentation rules [73, 111]. A generator of a closed pattern is the minimal pattern
that its closure equals to the closed pattern. Using generators, the number of
patterns can be reduced because only minimal patterns are included in the re-
sults. However, generators are not compressed representations of patterns, and
the relationship between generators and granules was not investigated in this re-
search. Therefore, we did not employ generators as a subject to compare with in
our evaluation.
Another limitation of the proposed granule-based method is related to rule
coverage. For the granule-based model, the antecedent and consequence of asso-
ciation is confined to the definition of condition and decision granules. That is,
the condition of a rule must derive from condition granules, and the consequence
of a rule must derive from decision granules. For the pattern-based method, there
is no such limitation–rules are generated from patterns with flexible subset com-
binations. This is an obvious disadvantage of the granule-based method. This
disadvantage also can lead to some false negative issues such that some interest-
ing rules–where the antecedent contains attributes from the decision granules–are
possibly missed. In order to obtain rules using attributes defining current deci-
sion granules as antecedent attribute, the granules and multi-tier structure must
160 Chapter 6. Evaluation
be constructed with modified definitions accordingly.
Chapter 7
Conclusions and Future Work
7.1 Conclusion
Knowledge discovery in databases (KDD)–or data mining–is believed to be a
promising technology to solve the knowledge acquisition bottleneck problem.
However, guaranteeing the quality of the discovered knowledge is a challeng-
ing task. The essential research issue is how to represent meaningful association
rules efficiently. In terms of pattern mining, this issue can be described as the
problem of the interpretability of the discovered patterns and the redundancy
of association rules. The obstacles for the application of association rule mining
include the overwhelmingly large volume of discovered patterns and rules, the
lack of structural information along the mining process, and the incompleteness
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of the knowledge coverage.
This research used granule mining to solve these challenging problems. Gran-
ules were used instead of patterns in the knowledge discovery process. With the
definitions of granules, attributes from multiple dimensions were divided into tiers
so that the large multi-dimensional database could be compressed into granules
at each tier. A series of theories and theorems was also defined to formally inter-
pret granules in terms of patterns, and describe the derivation of patterns from
granules.
Moreover, multi-tier structures were provided to efficiently organise granules
with different sizes, and association mappings were generated to illustrate the
complicated correlation between different data tiers (granules), where the an-
tecedent and consequent of an association rule are both granules. The concepts
of general rules and meaningless rules were also presented with the multi-tier
structures.
For the association mappings, we provided the formal concepts of basic asso-
ciation mapping and derived mappings, including the definition of deriving these
derived mappings from basic mappings. We also presented a formal description
of the relationship between granules and transactions for basic mappings, as well
as the relationship between the basic mappings and derived mappings. Based
on this relationship, methods were developed to calculate the derived mappings
from the basic mappings.
In this research, we also provided a method to estimate patterns’ support
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based on granules and mappings. According to different cases of how the input
pattern was derived from the granules, several corresponding calculations were
designed to estimate the support. Moreover, we proved that using granules and
mappings to calculate the estimate support can achieve a zero error rate.
In order to implement the multi-tier structure, a set of algorithms were de-
veloped to perform the construction. These algorithms included the generation
of basic and derived association mappings, the retrieval of decision rules from
the multi-tier structure and the filtering of meaningless rules. Moreover, analy-
sis was undertaken to demonstrate the efficiency of the algorithms. For support
estimation, each case has a corresponding algorithm to perform the calculation.
Specifically, there are different algorithms designed for two-tier structures and for
structures with three or more tiers.
With the algorithms, a set of experiments were conducted against different
measures to evaluate the performance of the proposed approach. One of the test
data was the Foodmart 2005 data collection, which are multi-dimensional retail
sales data. The data of the sales cube were transformed into the information
table from which the multi-tier structures were built. The examination measure
included time and space complexity for comparison with pattern-based methods.
Moreover, several tests were conducted to indicate the number of meaningless
rules filtered under different configurations. For support estimation, the estima-
tion error rate was used as the performance measure. The test calculated the
estimated support from the structures with different tiers, and compared the
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performance with the pattern summarisation method with different numbers of
profiles. Another set of experiments was performed on the data of network traffic
records. This set of experiments proved the performance of the granule mining
approach in regard to scalability. The effect of the meaningless rule was also
illustrated using some examples generated from this data set.
This study has proved that the proposed multi-tier structures for describing
associations between granules are efficient. The experimental results show that
the multi-tier structures can use a very small space to store possible associations,
and can be created efficiently. Another exciting outcome is that the proposed
multi-tier structure enables users to discuss association rules and their general
rules. In this way, meaningless association rules can be justified according to the
relationship between association rules and their general rules. For the estimat-
ed support, compared with the pattern summarisation approach, the proposed
multi-tier granule mining achieves the best performance with a zero restoration
error rate. In conclusion, this research provides significant contributions for the
interpretation of discovered knowledge in databases.
7.2 Future work
There are several aspects that could be further explored to continue improving the
performance of the multi-tier granule mining approach. First, the derived associ-
ation mappings discussed in the current research only occurred in the condition
granules, and it is possible to discuss the derived association mapping for the
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decision granules. Further, the relationship of the derived association mappings
for both the condition and decision granules needs to be considered. Second,
although the current approach used data schema and dimensional hierarchy in-
formation to define the granules and association mappings so that more semantic
meanings could be interpreted, there is scope to develop a mechanism to better
present this information to the end user. Finally, according to the experiment
on the network traffic data, there are special cases in which the granule min-
ing approach is more suitable than the traditional pattern-based method. Thus,
in future, it would be worth researching further real scenarios to which granule
mining could be applied.
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