The architecture of Next Generation of networks (NGN) aims to diversify the offer of operators in added value services. To do this, NGN offers a heterogeneous architecture for the services deployment. This poses significant challenges in terms of end-to-end assurance of services. For this purpose, we propose in this work the establishment of a proactive autonomous system, capable of ensuring an acceptable quality level according to Service Level Agreement (SLA) requirements. A system that is able to predict any QoS degradation due to the prediction model based on time series adapted to NGN.
I. INTRODUCTION
Next Generation of Networks (NGN) [1] offers a standard architecture for easy integration of services with existing communication technologies. An architecture that aims primarily to facilitate the deployment and provision of valueadded services to customers of telecommunications operators [2] [3] . This will help to evolve the business of the operator from a simple access provider to an end-to-end service provider.
The 3GPP [4] specifications describing the architecture of NGNs cut the network in three levels. The access level which groups together existing communication technologies. The responsible control level unifies access to networks and services regardless of the underlying technology and the level of service responsible of the unfolding and provision of valueadded services.
The diversity of communication technologies and the multitude of integrated entities pose significant challenges for end-to-end assurance of services [5] . To this end, several studies have dealt with the management of QoS in NGN networks [6] [7] [8] . However, most of this work proposes solutions to correct the level of the QoS after a possible degradation detected. This significantly affects the quality of the QoE user experience. Indeed, the time required for detecting and correcting degradations is very important, given the difficulty of real-time correction operations [9] . This explains the need to reduce the degradation time to ensure the satisfaction of end customers.
In this work, we propose a proactive approach to end-toend and real-time assurance of services; an approach that will predicts any degradation before sufficient time for correction. To do this we propose a prediction model able to predict the variation of the state of the network and thus to deduce the possible impairments of the QoS, in real time.
This document is organized as follows. At the beginning we will present the NGN architecture and the SLM & M [10] solution which is used for the correction of the degradations. Then we will present the new prediction approach and discuss the model adapted to the NGN context. In the last section of the document we will discuss the results obtained during the experimentation phase in real cases of service provision.
II. BACKGROUND AND RELATED WORKS

A. NGN Networks
3GPP specifications dedicated to NGN networks offers a simplified architecture for the core network known by the IP Multimedia Subsystem (IMS) architecture [2] . This architecture aims to simplify the provision of service regardless of the communication technology used for service consumer access. To do this, the IMS offers unified procedures for user authentication and access to services. What is achievable by cutting the architecture at three levels is as follows:  Access Level: This level is responsible for ensuring the connectivity of users to the control entities described in the 3GPP specifications. It allows to interface effectively with different types of communication technologies via interface components usually installed in the IMS core boundary routers. The access networks are connected to a global network linking the different control entities and the interfacing components.
 The Control Level: This is the key level of the NGN architecture; it ensures the control of users and services deployed by the operator. The level basically includes four entities: The three control entities of the P_CSCF, I_CSCF and S_CSCF sessions and the HSS database.
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The strength of the NGN architecture lies in the ease of deployment of services without impacting the access networks deployed by the operator. However, such an organization requires the intervention of several heterogeneous entities to achieve the usual operations including user authentication and service provision. This poses challenges for managing end-toend quality of service.
B. The SLM and M Solution
The SLM&M solution aims to automate QoS management procedures in NGN networks. An automation that has become possible through the integration of business processes of the eTOM framework [11] [12] . The eTOM framework is a set of business processes designed to model the usual operations in telecommunications, in particular the provision, insurance and billing of services.
The SLM&M solution has enabled the implementation of an autonomous system for the monitoring and correction of QoS impairments in NGN networks. This system is capable of estimating customer satisfaction in real time based on the Service Level Agreement (SLA) contract establishes when subscribing the customer to the service provided [6] . If a degradation is detected, the system proceeds to the correction based on preconfigured scenarios, as the case encountered [13] .
The autonomous system resulting from the SLM&M solution consists of several modules (Fig. 1 ). The modules include a set of eTOM business processes. Each process is responsible for a specific activity such as collecting metrics, loading fix configurations, and checking constraints defined in SLA.  Monitoring Level: The first level includes business processes that have a global view of the network. These processes are responsible for detecting degradations and identifying configurations to correct the identified case. This level essentially includes three Services, Orchestration and Resource modules. At this level the communication between the modules is based on the SOAP protocol. A justified and validated choice [9] to facilitate the exchanges between the processes and to minimize the time of execution.
 Resource Level: The Resource Level has three modules. These modules are responsible for collecting performance indicators and implementing configurations during the correction. Communication between these modules is provided by the CORBA protocol [14] . A choice that aims to ease trade [9] .
The validation of the autonomous system in real cases of service provision made it possible to focus on the limitation of the SLM & M solution. In fact, the monitoring and correction operations make it possible to correct the QoS. However, the correction time is very important. What influences is the quality of user experience. For this purpose, the integration of technical choices to minimize time is not enough. This is explained by the difficulty of the automatic correction operation and in real time. To this end, migration to a proactive system becomes a necessity to ensure a stable level of service assurance at all times. 
III. PROACTIVE SYSTEM FOR INSURANCE OF SERVICES
The goal of the new approach is to migrate to a proactive system that can predict the state of the network. Once the prediction is assured the second step is to run the SLM&M system to proceed with the implementation of the necessary configurations to avoid the degradation. Migrating the SLM & M solution to a proactive system is a difficult operation that requires multiple tasks (Fig. 2) .  Choice of indicators to use: The choice of indicators to be estimated is a key step for the success of the approach. Indeed, the prediction operation is a difficult operation that has a major blow in terms of time and resource.
 Identification of the prediction model: There exists in the literature a multitude of mathematical techniques and models for prediction in different disciplines. The model is the key to the success of the predictive approach, given its effect on the accuracy of the predictions and thus the proactive solution.
 Integration of the model in the SLM & M solution: After identifying the model it is necessary to interface the proactive system with the SLM & M solution. This operation must ensure a transparent interface between the modules to ensure the proper functioning of the system.
 Testing and Validation: The final step is the validation of the evaluation of the approach in real cases of service provision.
A. Choice of Performance Indicators
Real-time monitoring is the collection of performance indicators from many resources. These indicators depend essentially on the outstanding service. For this purpose, the most fragile services are those of streaming type whose nature of flows requires regularity over time. The indicators used in this type of service belong to two categories. (i) Static indicators such as the codec used for each stream, the type of video, the type of service (VoD, IPTV) as well as the capacity of the server. (ii) Dynamic indicators such as jitter, delay, percentage of lost packets, and actual throughput.
The multitude of indicators used will undoubtedly affect the prediction time of degradation. For this, we have reduced the performance indicators used for the video stream, since it is the most sensitive to degradation. Indeed, in practical cases the degradation affects the video stream before the audio. Only the dynamic indicators will be estimated, since the static indicators remain unchanged over time. Thus, the performance indicators that will be processed in the model are (i) the jitter for the video stream, (ii) the delay for the video stream; (iii) the percentage of packets lost for the video stream.
B. Choice of the Prediction Technique
Several works have focused on the study and implementation of prediction models in different domains [15] [16] . Work that offered a wide choice of models to adapt according to the domain and type of data processed. In our context, the idea is to predict future values based on the old values collected in regular time intervals. Also, the estimated values must be done in a future time are sufficient to ensure the correction operation before the actual degradation of the service.
For this purpose, time series [17] are the most appropriate technique for our context. In fact, the time series make it possible to model the values in time at regular intervals. Then these values are modeled by a mathematical model in order to be able to calculate values at times in the near future based on the values recorded in the past times.
The implementation of a prediction model based on time series requires the use of a suitable mathematical method. There are three methods in the literature for predicting values based on time series, in particular:  Box-Jenkins model [20] : Box-Jenkins provides an exact methodology for identifying the time series model based on recorded observations. A methodology that is based on several mathematical foundations to lead to a generally powerful prediction model. 
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Implementation & Validation www.ijacsa.thesai.org Table I illustrates a comparison of methods for time series based on three indicators. The first is the efficiency that reflects the accuracy of the estimates from each method. The second is the cost of predicting each method while the last is the ease of adaptation of the model in the context of NGN. For this purpose, the Box-Jenkins method known also by ARMA is presented as the most efficient solution. However, setting up an ARMA-based model requires a theoretical and experimental study which cannot be done in our context. Since the nature of the flow that changes for each session, which requires the use of a model capable of correcting itself automatically. Unlike the ARMA method, exponential smoothing requires little computation, which will affect the resources less during the prediction operation. In addition, the method of smoothing has demonstrated its effectiveness in various fields. So, our choice was oriented towards exponential smoothing.
C. Identification of the Prediction Model
The implementation of a simple exponential smoothing prediction model consists in adapting the variable α (equation 1) according to the nature of the variation of the values of each indicator [19] . (Fig. 3) . This forces the search for a selfadaptable model according to the current situation. Fig. 3 illustrates an example of observing the delay values in three different sessions. Values that record large variations in all three sessions. This difference does not allow the use of a single constant for different sessions. Indeed, it is important to adjust the value of the constant alpha so as to minimize the error between the predicted value and the actual value ( Fig. 4) . Fig. 4 illustrates the difference in the optimal value of the constant for each flow in three different sessions. This shows the difficulty of using the conventional method for identification. For this purpose, we propose a model able to justify the value of the constant according to the nature of the current session for the two indicators delay and jitter. Indeed, the experimental study showed that the value of the constant depends on the number of flows in progress in the session (Fig. 5) .
In order to propose a model capable of self-justification, we propose to establish a relation between α and the number of flows noted 'N' using linear regression [21] . Before replacing the constant by the formula in the prediction model; following this method, we obtained the following prediction models: 2) Prediction model for jitter
Such as:
With: N-is the number of competing flows in the current session. 
3) Model for predicting the percentage of lost packets
Unlike the two indicators, the constant alpha does not vary significantly for the percentage of lost packets. Thus, for the model of this indicator it suffices to define the value of the constant which minimizes the margin of the error. For this purpose, the experimental study demonstrated that the most suitable value of α is 3/5. The percentage model of packages is:
D. Implementation
The integration of the proactive approach into the SLM & M system must ensure an easy and transparent exchange of messages without reducing overall system performance. The indicator estimator is developed in JAVA to facilitate integration with the existing monitoring solution (Fig. 6 ). Fig. 6 illustrates the prediction system which consists of three prediction functions based on the models defined in Section III-C.
The system takes the last value collected from the Acess agent resources. These values are then saved before using them in the prediction model. The estimated values belong to a near future in order to allow the correction if a degradation is predicted. The choice to deploy the estimator directly into the resources aims to reduce the prediction time by ensuring direct communication between the indicator collection processes and the prediction system. 
IV. EXPERIMENTS AND RESULTS
The experimentation phase aims at validating the prediction approach in real cases of service provision in the NGN network. In order to focus on the accuracy of the predicted values but also on the impact of such an approach on the service assurance mechanism and the execution costs on the resources. For this purpose, we propose the test bench schematized in Fig. 7 that can emulate an NGN network and the various modules of the proactive system.
The test bench consists of the following entities:
 Linux router in the boundaries that connect the core of the network to access networks. In addition, these routers also include the control entities deployed by the OpenIMScore [22] solution as well as the Acess module of the monitoring solution.
 Core-type linux router that includes other control functions as well as some module of the platform solution. This router provides connectivity with the application servers.
 Management Server that includes the modules of the solution belonging to the insurance level.
 Server Streaming application server of type VoD.
The nominal flow of the experiment is carried out according to two stages:  Case 1: At first, the BoB client whose SLA is of the platinum type registers in the network before requesting the VoD service. In both experimental cases, the proactive solution is evaluated according to two essential criteria, namely the accuracy of predictions and the cost of deploying resources. The effect of the prediction of the indicators on the quality of the experiment is also taken into consideration during the experimental phase. Fig. 7 . Illustrates a Screenshot of the Video in the Second Experimental Case. Fig. 8 illustrates the quality of the video captured in the first experimental case. For this purpose, the quality is very acceptable, given the absence of competing flows in the network. Thus, the SLA contract of the customer is perfectly respected by the service provider.
For this purpose, we note that the quality of video remains acceptable despite the presence of competing flows in the network. This is explained by the prediction of the indicators which made it possible to launch the configurations of the corrections in order to avoid the effective degradation of the quality of experience of the user BOB ( Fig. 9 ).
After validation of the proactive approach it is important to evaluate the impact of the prediction on resources. Fig. 10 illustrates the rate of CPU consumption in routers according to the number of flows in the network after deployment of the prediction system. It can be noted that the prediction of the indicators does not significantly affect the resources, since a difference of less than 7% is recorded in the most critical cases (160 flows). This is explained by the choice of exponential smoothing for the implementation of the prediction model. 
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without predictio n with predictio n www.ijacsa.thesai.org V. CONCLUSION Predicting values in the future based on observations at previous times is a complex problem that requires the use of techniques appropriate to the targeted domain. The nature of NGN monitoring, in particular the variation in observations collected, has required the adoption of an adaptive approach for the estimation of performance indicators. For this purpose, the proposed new prediction model, based on exponential smoothing and linear regression, has resulted in impeccable performance during the test phase.
The migration to a proactive and autonomous system for the monitoring and supervision of the services made NGNs highly reliable. Reliability that is shown in the level of quality of service guarantees in any moment and for different network states.
Service assurance in NGN is an important step to encourage the deployment of value-added services which is important for the diversity of the offers of telecommunication operators. However, the purchase of these services has a major blow and is not easily amortized, since services are not necessarily sold to end customers. Thus, it becomes important to think about new solutions to ensure the discovery of services directly from service providers by taking advantage of new technologies offered in this direction.
