On the basis of information theory, a new formalism of classical nonrelativistic mechanics of a mass point is proposed. The particle trajectories of a general dynamical system defined on an (1 + n)-dimensional smooth manifold are treated geometrically as dynamical variables. Statistical mechanics of particle trajectories are constructed in a classical manner. Thermodynamic variables are introduced through a partition function based on a canonical ensemble of trajectories. Within this theoretical framework, classical mechanics can be interpreted as an equilibrium state of statistical mechanics. The relationships between classical and quantum mechanics are discussed from this statistical mechanical viewpoint. The maximum entropy principle is shown to provide a unified view of both classical and quantum mechanics.
Introduction
Quantum mechanics is considered as the most basic theory of nature. All phenomena including gravitational interactions have an underlying quantum mechanical interpretation. Quantum mechanics describes the microscopic behavior of particles under fundamental forces and has been adopted in numerous applications. However, our understanding of quantum mechanics remains incomplete. One of the most characteristic and mysterious aspects of quantum mechanics is that particle properties are described by probability amplitudes. The probabilistic aspects of quantum mechanics are inherent at small scales and are not due to lack of detailed information such as partition functions in statistical mechanics. Therefore, understanding why and how the probabilistic nature of quantum mechanics emerges from a primary principle is of critical importance. In our pursuit of the principle that underlies the probabilistic characteristics of the basic equations of motion, we suspend the notion that quantum mechanics is the most fundamental theory of nature and regard it as a phenomenological theory We assume that statistical mechanics is governed by an underlying quantum mechanical structure imposed by atoms and molecules , then compare a quantum fluctuation with thermal one. This approach is similar to the stochastic quantization idea proposed by Bohm [2] and investigated by Nelson [12] , Parigi and Wu [13] . This report aims to gain a deeper understanding of the probabilistic aspect of quantum mechanics by assuming an underlying structure, which exactly produces the probabilistic behavior of quantum mechanics. This paper is organized as follows: after introducing a general framework for dynamic systems in Section 1, a generalized Hamiltonian formalism is developed in Section 2. The statistical mechanics of a particle trajectory in the proposed framework is developed in Section 3. Here we demonstrate that a thermal equilibrium state of the trajectory corresponds to the classical mechanics of a mass point. Section 4 is devoted to relating classical and quantum mechanics using statistical mechanical analogy. Conclusions and further discussion are presented in Section 5.
General Mechanics

Dynamics on a Symplectic Manifold
First, we introduce a general dynamic space on which various dynamical systems are developed.
Definition 2.1. General Dynamic Space
A general dynamical space is a collection of sets, {M = M ⊗ T , f, P = ξ ⊗ η, (ω, Ω)} whose elements are defined as follows:
A manifold M ∈ R
n is an n-dimensional Euclidean space called a space manifold.
2. A manifold T ∈ R is a one-dimensional smooth manifold called a time manifold. A point on T is called an order parameter or time.
3. The direct product M = T ⊗ M is a space-time manifold. A position vector ξ on an open neighborhood U p of a point p can be expressed in terms of local orthonormal bases as
A flat metric whose metric tensor g µµ = (−, +, · · · , +) is imposed on the space-time manifold. Then, the M becomes a Riemannian manifold with an indefinite metric.
A tangent bundle of M is written as
5. In the same manner, we introduce a cotangent bundle, T * M, with cotangent vector to ξ expressed as
6. A characteristic function f is a C ∞ -function that maps a point on M to a real number. The characteristic function is assumed holomorphic for a position vector ξ such that
7. A momentum vector is introduced in terms of the characteristic function as
where ξ * = {g µν ξ µ }. Here we follow the Einstein convention in summing the repeated indices, summing the Greek indices from 0 to n, and summing the Roman indices from 1 to n, unless otherwise stated. Not all η's and ξ's are independent because the characteristic function imposes a constraint. We assume that the zeroth component of the momentum vector is a function of other components,
. A direct product of position and momentum vector space P = ξ ⊗ η is called an extended phase space. This space is a (2n + 2)-dimensional smooth manifold.
8. On the extended phase-space, 1-and 2-forms such as
are defined [1] , which are called characteristic 1-form and 2-form, respectively. The characteristic 2-form is assumed to be a closed form satisfying dΩ = 0. The even dimensional manifold that has a non-degenerate and closed 2-form is called a symplectic manifold.
Definition 2.2. Time evolution operator and Trajectory
The smooth map
is called a time evolution operator. The map φ s generates a one-dimensional manifold γ ⊂ M, such that
This manifold is called a trajectory.
We assume that a tangent vector exists for a given trajectory, i.e., at any t ∈ [τ 1 , τ 2 ]. The time evolution operator maps a momentum vector as
The time evolution operator, which introduces dynamics to the general dynamic space, must describe some physical principle. More specifically, the following is true.
Principle 1. (Cartan)[3]
When the integration of the characteristic 1-form is invariant under map φ s , i.e.,
the trajectory induced by φ s is physically realized. Here l = l(ξ, η) is any closed circle in an extended phase space (P) at fixed τ .
Theorem 2.3. (Characteristic Equations)
Trajectories satisfying Principle 1 determine an equation of motion such that
which are known as characteristic equations.
, whereη 0 = ∂f /∂τ | τ =s is assumed to be a function of ξ and η i , (i = 1, · · · , n).
Proof. The characteristic forms along the trajectoryξ(s) can be written as
and by definition
Note that eq. (5) is a simplified form of eq.(4). Consider the Cartan tube shown in Fig. 1 . Let l 1 be a closed circle at τ = τ 1 , and l 2 = φ τ2−τ1 (ξ ∈ l 1 ). The cylindrical surface of the Cartan tube A consists of trajectories connected from l 1 to l 2 . By Stokes' theorem, an integration of the characteristic 2-form on A vanishes 1 , i.e.,
where the last equivalence follows from the definition of the trajectory, which maintains constantω. On the other hand, by contraction of the left-hand side of eq.(6) with φ s = ds∂/∂s, we obtain
where •|• is a contraction of two forms. The third step of this contraction uses eq.(5) For the integral to identically vanish on any A, each term in the parentheses must be zero.
This proof leads to the following remark.
Remark 1. (Coordinate Independent Representation)
The characteristic equations can be expressed independently of the coordinates as
Proof. The proof is evident from eq. (7), which is true for all A.
Hereafter, the• of the trajectory is omitted for simplicity. 
from which an integration of the characteristic 1-form along a trajectory can be expressed as
This integral is called an action, where γ is the trajectory and γ * (•) is a pull of (•) by γ. The characteristic 1-form can be expressed as
Here L is the Lagrangian.
Since the action is independent of the parameterization of the trajectory, the pull of the trajectory γ * is hereafter omitted unless required for clarity. The action can be interpreted as the "distance" between two points on the spacetime manifold measured by the characteristic 1-form ω. A detailed treatment of the trajectory γ is given in Section. 3.
Examples of Dynamics
Here we provide two concrete examples of the general dynamical space from thermodynamics and Hamiltonian mechanics. Similarity between these two examples guides us to new insights in classical dynamics.
Example 2.5. (Irreversible Thermodynamics) 2 First, let us consider an isolated system of gas. The adiabatic free expansion of an isolated system enlarges the entropy (S) (according to the second law of thermodynamics) and maintains constant temperature (T ) because heat energy cannot be gained or lost. In this case, the order parameter is entropy (S ∈ T ), while the one-dimensional space-manifold is volume (V ∈ M ). The thermodynamics is described by the following characteristic function:
where p is the pressure of gas in an insulating container and p is the pressure of the system. From the thermodynamic characteristic function, η 0 can be obtained as ∂f T D /∂S = T . The general dynamical space then becomes
The characteristic function can be expressed as a scalar function on the spacetime manifold as follows:
We assume that a Hamiltonian exists such that η 0 = T (p, V ). From the characteristic function and space-time manifold, we obtain the following characteristic equations:
These are known as the Maxwell relations for an adiabatic transition. The characteristic 1-form corresponds to the energy of the system (ω E = −dE) 3 . Next let us consider a system contained in an insulating container with an expandable wall and its isothermal reversible transition. The initial temperature of the system is T 1 . The system is attached to a heat bath of temperature T 2 > T 1 and pressure is maintained constant. Here temperature is adopted as the order parameter (T ∈ T ) because temperature increases monotonically in this case. In this example, the one-dimensional space-manifold is pressure p ∈ M . From the characteristic function, eq.(10), η 0 can be obtained as ∂f T D /∂T = S(V, p), and the general dynamical space becomes
ω G = V dp − SdT,
and the characteristic functions are derived as dp dT
These functions are alternative expressions of the above-derived Maxwell relations. Here the characteristic 1-form corresponds to the Gibbs free energy of the system, given as
Example 2.6. (Hamiltonian Formalism of mass points) Next let us consider the well-known Hamiltonian formalism of mass points with n degrees of freedom. The order parameter and space-time manifold are defined as t ∈ T and (q 1 , · · · , q n ) ∈ M , respectively. The characteristic function is
where ξ = (t, q 1 , . . . , q n ) and η = (H, p 1 · · · , p n ). Assuming the Hamiltonian as H = H(t, q i , p i ), the characteristic forms are obtained as
Then, the celebrated canonical equations of motion can be expressed as the following characteristic functions:
Underlaying Structure of Hamiltonian Systems
The similarity between thermodynamics and the Hamiltonian formalism of mass points was highlighted in the previous section. Both systems show the same symplectic structure of base manifold and evolve along an order parameter under a set of "equations of motion." However, thermodynamic ideal gas systems are known to possess an underlying structure generated by the statistical mechanics of independent gas molecules. On the other hand, the Hamiltonian formalism of mass points requires no underlying structure. Here we treat the Hamiltonian formalism as a thermodynamic system and assume a virtual underlying structure for the motions of mass points. Among several candidates for a microscopic entity governing the Hamiltonian formalism, particle trajectories are adopted for the following reasons. The Hamiltonian formalism of mass points differs from ideal-gas thermodynamics primarily by importance of the trajectory. The main goal of the former is to determine the trajectory of a mass point under applied forces and initial conditions. In contrast, in the latter, the trajectory cannot be measured and has no essential meaning, similar to the quantum mechanics of mass points. By considering particle trajectories as the statistical entity, a relation between classical and quantum mechanics may be clarified. This section considers the statistical mechanics of particle trajectories in the general dynamic space of Definition 2.1.
Geometrical Preparation
This subsection introduces the geometrical objects used in subsequent discussions.
Definition 3.1. (Curvilinear Path)
A set of maps γ such that
is called a curvilinear path (or simply "path"), and a set Γ of paths is called a curvilinear-path space.
In this section, we consider only those paths whose end points are fixed at γ(t 1
Hereafter, the velocity vector is written asγ(t) = (1,γ 1 (t),γ 2 (t), · · · ,γ n (t)). The velocity vector can be expressed in terms of natural bases on a tangent space T t γ at γ(t) asγ
where i runs from 1 to n and the components are not summed. A tangent vector bundleΓ = γ(t)⊂γ∈Γ T t γ is called a velocity bundle. 
is called a variational operator.
Here (γ + δγ) (t) denotes the sum of two vectors γ and δγ, which are defined on M. The curvilinear path δ γ (t) = (δ • γ)(t) is assumed to become an element of the curvilinear-path space, i.e., δ γ (t) ∈ C ∞ . The distance between two paths γ and δ γ is defined as
Suppose that F is a functional defined on Γ such that F : Γ → R m : γ → F (γ), m ∈ N. The variational operator maps a functional F to another functional as follows:
Dynamics of Paths
We now define the general dynamic space occupied by a mass point and impose a probability space on it. For simplicity, we treat a single mass point. The general dynamical space occupied by a point particle is described as follows:
• Space Manifold: The space manifold M is a three-dimensional Euclidean space R
3
• Time Manifold: The time manifold T is Newtonian absolute time, which is commonly used in inertial system analysis. A space-time manifold
• Characteristic Function: The characteristic function (functional) is defined as
where γ is a path defined on M , and π is a vector defined on the velocity bundle. The mass is defined as m = ||π||/||γ||. The characteristic function f can be considered as a functional of the path defined on Γ ⊗Γ.
• Characteristic Forms: The characteristic 1-and 2-forms, respectively, are defined as
and
Here the characteristic functional is assumed to be invariant under affine transformation on the space manifold 4 , M . In this notation, the action and Lagrangian, respectively, are expressed as
This transformation from the Hamiltonian to Lagrangian is known as a Legendre transformation and the independent variables of L are now (γ,γ). Here the flat Riemannian metric g µµ = (−, +, +, +) correctly induces a Legendre transformation from H to L. From the geometrical framework introduced in the previous subsection, we now construct a dynamical path system of a mass point evolving under the Hamiltonian formulation.
Theorem 3.6. (Hamilton)
In a general dynamical space, the following two trajectories are equivalent:
1. Trajectory that gives the extremal of variation of the action: δI (γ) = 0,
Trajectory that satisfies the characteristic equations:
Proof. 1 ⇒ 2: Applying a variational operator to the action, we obtain
implying that the integration of the characteristic 1-form is independent of δγ and satisfies Principle 1. Then, the Hamiltonian must satisfy the characteristic equations. 2 ⇒ 1: Applying the variational operator to the Lagrangian, we obtain
where i = 1, 2, and3. Here we use integration by parts and assume zero variations at both ends of the path. Steps 2 and 3 in the derivation are obtained by substituting the characteristic equations
The variation of the action, on the other hand, can be written as δI (γ) = dtδL, which yields δI (γ) = 0 ⇒ δL = 0. This is analogous to the extremal of the Gibbs free energy in an isothermal reversible system at equilibrium. Let us consider this analogy in more detail. As pointed out, when introducing eq.(11), the characteristic 1-form of the isothermal reversible transition is equivalent to Lagrangian: −dU = p dV − T dS dG = V dp − SdT Ldt = πdγ − Hdt the Gibbs free energy. In this analogy, the Hamiltonian corresponds to the entropy of the system and the macroscopic system configuration may be determined by the extremal point of the characteristic 1-form, which corresponds to the Lagrangian. The analogies between the Hamiltonian formalism of mass points and thermodynamics of ideal gases is summarized in Table 1 . This analogy will be pursued further in the next subsection.
Statistical Mechanics of Trajectories
The curvilinear path defined in the previous subsection is the trajectory of the particle. This trajectory is considered as the microscopic basis for constructing a statistical mechanical analog of the thermodynamic system.
Definition 3.7. (Lagrangian Probabilistic Space)
The Probabilistic space {Γ, P(Γ), p(γ)} is iimposed on the general dynamic path space (see definition 3.5) as follows:
1. Whole event The set of whole events is the curvilinear-path space.
σ-algebra:
The σ-algebra is a power set of Γ, denoted P(Γ).
3. Probability Measure: Consider a map such that
This functional describes the probability density to realize the path γ. Please note that we consider only those paths whose start and end points are fixed at ξ 1 and ξ 2 , respectively. The initial momentum vector must be chosen to realize a classical path. The probabilistic space {Γ, P(Γ), p(γ)} is assumed to satisfy the probability axioms proposed by Kolmogorov [7] . If a set Γ with infinite degrees of freedom belongs to ℵ 1 , then a set P(Γ) must belong to ℵ 2 . Since we cannot mathematically justify the probability measure defined on such an infinite set, we present a formal treatment only. The existence of the measure can be verified in limited cases, as will be discussed later.
Definition 3.8. (Entropy of Paths)
The entropy of the paths is defined as
according to Shannon [14] .
Consistency between the above definition of entropy and Hamiltonian formalism will be discussed later. At this stage, we lack detailed knowledge of the dynamics that govern path behavior. However, it seems natural to configure paths by the following principle.
Principle 2. (Maximum Entropy Principle)
Path configuration is determined to maximize the entropy of the paths.
Theorem 3.9. (Canonical Ensemble)
The following two statements are equivalent:
1. The entropy of paths is maximized under the following constraints
The first constraint is conservation of probability. The second stipulates that an action averaged over all possible paths I, called a classical action, must exist.
Specific paths are probabilistically weighted by
Here, the functional integration Z(β) is regarded as a partition functional by analogy with equilibrium statistical mechanics. Then, particle trajectories (paths) form a canonical ensemble.
Proof. To maximize the entropy of the constrained paths, we introduce Lagrange multipliers α and β such that
The following conditions must be satisfied:
Here we used the functional derivative rules presented in the Appendix. Solving the above equations gives
.
To ensure that exp (−βI (γ)) converges when I (γ) → ∞, β must be positive.
The above theorem implies that introducing the entropy of paths described by eq. (12) yields the canonical ensemble of equilibrium statistical mechanics. Therefore, it appears that the classical trajectory of a mass point can be interpreted as the equilibrium state among all possible paths. The following theorem should then naturally hold: Proof. Applying the variational operator δ to both sides of eq. (15), we obtain
Thus, δp(γ) = 0 and δI (γ) = 0 are equivalent. Since β, Z, and exp (−βI (γ)) are positive, the path γ that minimizes I (γ) gives the maximum p(γ).
Above theorem posits that the classical trajectory described inTheorem 3.6 is the most probable path of a mass point under Principle 2. Thus, we have proved that the maximum entropy principle (Principle 2) and Cartan principle (Principle 1) are mathematically equivalent in a general dynamic space.
Classical Mechanics to Quantum Mechanics
This section relates the formulations of classical and quantum mechanics. Quantum and classical mechanics differ most distinctly by the probability amplitude, whose square gives probability density. Quantum mechanical motions, embodied in the Heisenberg/Schrödinger equation, are governed by the time evolution of probability amplitudes rather than probability densities. Importance of the quantum probability amplitude is discussed elsewhere [10] . The following subsection introduces a general framework of quantum mechanics, within which we relate our formulation to path integrals and stochastic quantization.
General Quantum System
Here we develop a general framework for defining quantum mechanical probability amplitudes. Definition 4.1. (Quantum Amplitude and Probability) Let K be any field, not necessarily commutative, and let V be a linear (vector) space on it. The base field K is associated with each element of Γ. The probability amplitude and probability measure are introduced on these spaces as follows:
1. We introduce the following map from the path to an n-dimensional vector space:
where the paths have fixed end points at ξ 1 and ξ 2 (see Definition 3.1).
The amplitude is then defined as
In defining a measure on the vector space, a σ-algebra of the probability amplitudes in the base field K is assumed. Hereafter, the simplified notation ψ n K denotes that the start and end points are fixed at ξ 1 and ξ 2 , respectively, unless otherwise stated.
2. The following map from an amplitude to a real number
, is called a quantum probability (measure). The sequential map
, is also called a quantum probability and is represented by the same symbol µ(γ), where K and V are as previously defined. The quantum probability measure must satisfy µ(ψ n K ) ≤ 1. This measure is not normalized to unity because the curvilinear-path space Γ includes only paths with fixed end points; however, the quantum mechanical uncertainty relation precludes precise determination of an end point.
Two essential differences exist between the above-described general quantum system and canonical ensemble introduced earlier:
1. Relaxation of the first constraint in Theorem 3.9.1 2. The probability amplitude is not necessarily a real number.
These differences may lead the dynamical system to adopt quantum mechanical instead of classical behavior.
Path Integral Quantization
Here we derive the probability measure and amplitude from the maximum entropy principle (Principle 2). The probability that a mass point observed at ξ 1 is later observed at ξ 2 is
where the quantum probability amplitude ψ 1 C (γ) resides in a one-dimensional vector space on a complex number field C. Hereafter, ψ 1 C (γ) is written as ψ(γ) for simplicity.
Theorem 4.2. (Path Integral Quantization)
The quantum probability amplitude and probability measure that minimize the entropy
under constraints
is given by
where C ∈ R is an appropriate normalization constant and I is rendered dimensionless by dividing by the constant .
Proof. The probability amplitude that maximizes the entropy is again obtained by the Lagrange multiplier method:
Here we again used rules of a functional derivative described in Appendix. Solving the above equations, the probability amplitude is obtained as
The real part of β is absorbed in the normalization constant C. The constant C is evaluated from the above constraints and by specifying the total normalization p.
Equations (19) and (20) precisely describe the path-integral quantization introduced by Feynman [4, 5] . The constant Im[β] = −1 is not necessarily the Plank constant and cannot be determined within this formulation. Instead, a transition from classical to quantum mechanics arises through the probability amplitude, which can be a complex valued functional in our interpretation, in contrast to the real probability density of classical mechanics. This transition becomes evident if eqs. (12) and (14) are compared with eqs.(17) and (18).
Conclusions and Discussions
In this report, we introduced a general dynamic space that allows a unified geometric viewpoint of various dynamic systems. System dynamics were geometrically introduced though Cartan's principle. The equations of motion derived from Cartan's principle were found to be mathematically equivalent to Hamiltonian dynamics. Under the proposed generalized framework, the dynamics of a mass point were equivalent to those of equilibrium thermodynamics, enabling the derivation of a thermodynamic analogue of mass point dynamics. In fact, the maximum entropy principle defined in trajectory space generated precisely the Hamiltonian equation of motion. The classical trajectory of a mass point can be interpreted as the most probable path of the point. By extending the maximum entropy principle to probability amplitude rather than probability density, we retrieved the equations of path-integrated quantum mechanics. The probability amplitude was essential for transferring the system from a classical to quantum state. In summary, we incorporated various dynamical systems such as classical mechanics of a mass point and equilibrium thermodynamics and quantum mechanics of a point particle into a general mathematical framework. While this framework provides a unique vantage point for both classical and quantum mechanics, it is not yet suitable for quantum mechanical analysis. We defined quantum amplitudes on a curvilinear space of precisely fixed end points. A basic quantum mechanical element is not naturally located in such a space-time manifold because of violation of the uncertainty relation. To satisfy the uncertainty relation, the essential element of quantum mechanics must be defined on a measurable space. A suitable candidate manifold is the Cartan tube introduced in Section2.1, which is defined in a measurable extended phase space. The elements of this space, space-time and momentum manifolds comprise a Fourier-dual pair [8] . Thus, we can expect to construct quantum mechanics that satisfy the uncertainty condition on the Cartan tube. A detailed analysis of this subject is beyond the scope of this report and will be reported elsewhere [9] .
On the other hand, the infinite series
satisfies the same differential equation and boundary condition. Thus, exp(x) is equivalent to Exp(x) and both are hereafter expressed as exp(x).
Example A.6. (Logarithmic function)
The logarithmic function is the inverse of the exponential function, such that exp(log(x)) = log(exp(x)) = x. Differentiating the right-hand side of the formula, we get d dx (exp(log(x))) = d dx (log(x)) exp(log(x)) = d dx (log(x))x.
On the other hand, differentiating the left-hand side yields is called an integration.
An operator dx maps a function to its primitive function. .
