We prove a conjecture of Il'yashenko, that for a C 1 map in R n which locally contracts k-dimensional volumes, the box dimension of any compact invariant set is less than k. This result was proved independently by Douady and Oesterl e and by Il'yashenko for Hausdor dimension. An upper bound on the box dimension of an attractor is valuable because, unlike a bound on the Hausdor dimension, it implies an upper bound on the dimension needed to embed the attractor. We also get the same bound for the fractional part of the box dimension as is obtained by Douady and Oesterl e for Hausdor dimension. This upper bound can be characterized in terms of a local version of the Lyapunov dimension de ned by Kaplan and Yorke.
Introduction
An important observation in dynamical systems theory has been that a chaotic system with a high-dimensional phase space may have a low-dimensional attractor|thus the phenomena observed for low-dimensional systems can be expected to have some bearing on complicated physical systems. However, this observation has been largely based on numerical evidence; it can be di cult to obtain rigorous information about the dimension of an attractor of a speci c system. Douady and Oesterl e 3] and Il'yashenko 7] obtain an upper bound on the dimension of an attractor of a smooth dynamical system with an arbitrary (perhaps in nite) number of degrees of freedom in terms of a local contraction property of the system. Speci cally, if the system everywhere contracts k-dimensional volume for some positive integer k, then every attractor (in fact, every compact invariant set) of the system has Hausdor dimension less than k. Further bounds on the Hausdor dimension of an attractor, in terms of Lyapunov exponents, are given by Ledrappier 9] ; Constantin, Foias, and Temam 2]; and Thieullen 17] . In addition, weaker bounds on the box dimension of an attractor are obtained in 7] , 2], and 17]. The box dimension is also known by many other names in the literature, including the box-counting, capacity, entropic, fractal, and Minkowski dimension.
In this paper we prove for the box dimension of an attractor, in the case of nitedimensional systems 1 , the same upper bounds as were obtained previously for the Hausdor dimension of an attractor. The box dimension of a set is always greater than or equal to its Hausdor dimension, and for attractors the box dimension may have more physical relevance. For instance, in systems with noise the box dimension of the noiseless attractor determines how the volume of the noisy attractor scales with the magnitude of the noise 14]. Furthermore, an upper bound on the box dimension of an attractor has the following application for which a bound on the Hausdor dimension is not su cient.
Dynamicists, in particular those analyzing experimental data, are often interested in the minimum dimension need to \embed" an attractor. That is, given an attractor of a physical system which may have a very high-dimensional phase space, how few degrees of freedom can a model system have and still faithfully represent the dynamics on the attractor? The classical embedding theorems of Whitney 18] and Takens 16] say roughly that if an attractor is topologically d-dimensional, then an embedding (that is, a map from the original phase space) into a Euclidean space of dimension n > 2d is typically a di eomorphism from the attractor to its image. More recently, these results have been strengthened to hold when d represents the box dimension of the attractor 15]. However, there is no known result of this type in terms of Hausdor dimension. In fact, though it is generally expected that the Hausdor and box dimensions coincide for typical chaotic attractors 4], Kan shows in an appendix to 15] that for every n there is a subset S of R n with Hausdor dimension zero such that every projection of R n into a lower-dimensional space fails to be one-to-one on S. Thus an upper bound on the Hausdor dimension of a set implies nothing about its embedding properties, while by contrast an upper bound on the box dimension of a set implies a corresponding upper bound on the dimension of the Euclidean space needed to provide (generically) a one-to-one representation of the set.
The box dimension of a compact set S R n can be de ned as follows. For " > 0, partition R n into a grid of n-dimensional cubes (\boxes") of side ", and let N(") be the number of these boxes which intersect S. ? log " :
It is not hard to show that this limit is independent of the particular choice of the grid for each ". Because of the limit superior, the above dimension is often called the \upper box dimension", with the corresponding limit inferior being called the \lower box dimension". Both of these dimensions are upper bounds for the Hausdor dimension of S, which is de ned in an analogous (but necessarily more complicated) way in terms of coverings of S by sets of varying sizes; see for example 5, 12] .
The main result of this paper is related to the conjecture of Kaplan and Yorke 8, 4], which says that the information dimension of an attractor of a smooth dynamical system is typically given by a formula (the \Lyapunov dimension") involving the Lyapunov numbers Let U R n be an open set and let F : U ! R n be a C 1 map. Given x 2 R n , the Jacobian DF(x) has n \singular values" a 1 a 2 a n 0, which are the square roots of the eigenvalues of DF(x)(DF(x)) T (that is, the Jacobian times its transpose, which is necessarily a symmetric, nonnegative de nite matrix). Geometrically, the singular values represent the lengths of the semiaxes of the ellipse E which is the image of the unit ball in R n under the matrix DF(x). Thus for 1 k n, the maximum factor by which DF(x) expands k-dimensional volume is a 1 a 2 a k (that is, of all k-dimensional disks centered at the origin in R n , the one whose image under DF(x) has the largest volume is the one whose image lies in the k-dimensional hyperplane spanned by the k largest axes of E).
In terms of the singular values a 1 a 2 a n of DF(x) we de ne the \local Lyapunov dimension" of F at x to be dim L (F; x) = j + s where j is the largest integer in 0; n] for which a 1 a 2 a j 1 and s 2 0; 1) is the unique real number for which a 1 a 2 a j a s j+1 = 1 (except if j = n; then we de ne s = 0). Notice that DF(x) contracts k-dimensional volumes (that is, a 1 a 2 a k < 1) if and only if dim L (F; x) < k; in this case we say that F is \k-contracting" at x. Notice also that dim L (F; x) is a continuous function of x except possibly when a 1 = 1; in that case it is still upper semicontinuous (that is, dim L (F; x) lim sup x 0 !x dim L (F; x 0 )). In particular, dim L (F; x) takes on its maximum on every compact set S; let
Notice that F is k-contracting in a neighborhood of S if and only if dim L (F; S) < k.
Our main result can then be stated as follows.
Theorem 1 Let U R n be an open set, let F : U ! R n be a C 1 map, and let S U be a compact invariant set of F (that is, F(S) = S). Then
In particular, if F is k-contracting on S for some integer k n, then dim B (S) < k.
The de nition here of the \local Lyapunov dimension" is analogous to the quantity de ned in 3] to bound the Hausdor dimension, and is also called the \dilating dimension" in 9]. The de nition is also identical to the de nition in 8] of Lyapunov dimension except that there the singular values a 1 a 2 a n 0 are replaced by the Lyapunov numbers 1 2 n 0 of a typical trajectory on or approaching the attractor; \typical" is meant with respect to Lebesgue measure for initial conditions in the basin of the attractor. The Lyapunov numbers associated with the trajectory starting at x are de ned to be the limits as m ! 1 of the mth roots of the singular values of DF m (x), the Jacobian of the mth iterate of F at x; thus as m ! 1, the local Lyapunov dimension of F m at x converges to the Lyapunov dimension (in the sense of 8]) associated with the Lyapunov numbers of the trajectory starting at x. (The fact that the Lyapunov numbers are well-de ned for typical x was established by Oseledec 13] .)
The above discussion suggests that for many maps F, improved bounds on the box dimension of a compact attractor S can be obtained by applying Theorem 1 to F m for increasing values of m. However, as a general rule the upper bounds obtained as m ! 1 cannot be expected to approach the true dimension of S, because in general there will be many trajectories on a chaotic attractor (such as unstable periodic orbits) which have Lyapunov numbers that are not typical of the attractor. In 9] it is shown that as m ! 1, the upper bound dim L (F m ; S) approaches the supremum over all ergodic invariant measures supported on S of the Lyapunov dimension dim L ( ) computed in terms of the Lyapunov numbers of (that is, the Lyapunov numbers of a trajectory starting at a -typical point).
We thus have the following corollary. where the supremum is taken over all probability measures supported on S which are invariant and ergodic under F.
The same upper bound for the Hausdor dimension of S is obtained in 9], and extended to in nite-dimensional systems in 2] and 17]. This upper bound, though impractical to compute precisely, gives the \best possible" upper bound on the box dimension of S which can be obtained by methods of this paper; in particular, if we compute the Lyapunov dimension from the Lyapunov numbers of a periodic orbit contained in S, we obtain a lower bound on this \best possible" upper bound.
In Section 2 we prove Theorem 1, and in Section 3 we give a brief illustration of its application to the H enon map.
Proof of Main Result
We begin with a lemma based on Lemma 2 of 7]. It will be applied to the rth iterate of F for various r. Let T R n be an open set, let G : T ! R n be a C 1 map, and let S T be a compact set. For p 0 let C(p) be a xed grid of closed n-cubes in R n of width 2 ?p such that C(p + 1) is a subdivision of C(p) for all p. Let a 1 (G; x) a 2 (G; x) a n (G; x) be the singular values of DG(x), and let dim L (G; x) be de ned as in the introduction. Proof. Let x be a point in S \ B, and let E be the image under DG(x) of the unit ball in R n . The lengths of the semiaxes of E are a j = a j (G; x) for j = 1; : : : ; n. Notice Since = a k in this case, the claim easily follows.
Next pick " > 0, and let E 0 be the set of points within " of E. By the de nition of j, we have a j+1 ; it follows that every point of E 0 lies within + " of the intersection of E 0 with the hyperplane P spanned by the j largest semiaxes of E. 
where F r denotes the rth iterate of F.
Let r be su ciently large that r 2 ?k , and let be a positive integer for which r 2 ?k . We will prove by applying Lemma 1 to G = F r that dim B (S) d + c :
We can choose arbitrarily large by choosing r large enough, so the theorem will follow immediately.
Let G = F r , and let T be a neighborhood of S on which G is de ned. All of the hypotheses of Lemma 1 have been satis ed except (iii). For each j = 1; 2; : : : ; k ? 1, the continuous function a 1 (G; x)a 2 (G; x) a j (G; x) must take on a maximum value on the compact set S, so can be chosen su ciently large that hypothesis (iii) is satis ed. Similarly, Lemma 1 implies that the sum of all w(fB 0 ; B 1 ; B 2 g) for a given fB 0 ; B 1 g is at most w(fB 0 ; B 1 g), and so forth. Let (x) be the larger singular value, and notice that (x) 1. Observe also that the product of the singular values is jbj (which is the factor by which the map contracts areas), and thus the smaller singular value is jbj= (x). It follows that the local Lyapunov dimension of the map at (x; y) is 1 + log( (x)) log( (x)=jbj) If the map has a compact attractor S for some parameter pair (a; b) then the maximum value of the local Lyapunov dimension on S is determined by the maximum value of (x) on S, which in turn is determined by the maximum value of jxj on S. Thus an upper bound on jxj will produce an upper bound on the local Lyapunov dimension on S, which by Theorem 1 is an upper bound on the box dimension dim B (S).
When a = 1:4 and b = 0:3, we conclude that for every compact invariant set S in the square ?1:8 x; y 1:8, dim B (S) 1 + log( (1:8)) log( (1:8)=0:3) 1:523: As we remarked in the introduction, more re ned estimates can be obtained by considering higher iterates of the map; for example, a carefully done estimate based on the 3rd iterate ensures that dim B (S) < 1:5. However, the Lyapunov numbers of the xed point x = y = ( p 6:09 ? 0:7)=2 yield a Lyapunov dimension of approximately 1:352, indicating that any upper bound based on the results of this paper must be at least that large.
