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代用電荷法への高速多重極展開の適用と GPU による高速
化 
 要  旨 
 科学技術計算において偏微分方程式は頻出する問題であり、数値解析分野においても差分法、
有限要素法などの偏微分方程式の数値解法が多くの研究者により精力的に研究されている。 
代用電荷法は偏微分方程式の数値解法のひとつであり、とくにポテンシャル問題に用いられる数
値計算法である。この解法は偏微分方程式の基本解の 1 次結合で近似解を与える方法であり、プ
ログラミングが簡単、特定の条件下では少ない計算量で高い精度を達成するという特徴を持って
いる。 
 高速多重極展開(Fast Multipole Method, FMM)は、N個の点の相互計算をする際に、個別に寄
与を計算するのではなく、遠方の点をひとまとめにして扱うことで、計算量をO(N2)からO(N)に
するアルゴリズムであり、境界要素法などで大規模計算の効率的な手法として用いられている。 
 本研究では、Helmholtz 方程式の Dirichlet 境界値波動問題に対して、円板外部領域の
Dirichlet境界値波動問題で境界データを設定し代用電荷法の数値例を示し、連立一次方程式の解
法に LU分解、BiCGSTAB 法、FMMを用いた BiCGSTAB法の 3通りについて比較を行った。 
 その結果、波源点数がおよそ 800 程度になると通常の BiCGSTAB 法より FMM を利用した
BiCGSTAB法の方が処理時間が短くなることを確認した。また、波数が大きいとFMMの打ち切
り次数を大きく取らないと精度良く計算できないことがわかった。 
 さらに本研究では、この FMMを NVIDIAの提供している CUDAを用いて Tesla C1060向け
の GPUコードを作成し、処理を並列化して高速化を行い、CPU のみを使用した場合との比較を
行った。波源点と評価点を等間隔に並べ、粒子数 1 048 576、打ち切り次数 6、最大レベル 8のと
きにFMM全体の計算時間でGPU単精度で約6.6倍、GPU倍精度で2.4倍の高速化を達成した。 
 そして、FMMを用いた代用電荷法をGPUにより高速化を行い、円外領域問題において計算時
間を調べた。その結果、波源点数が 65 536、assignment parameterが 0.8のときGPU単精度で 
約 3.7、GPU倍精度で約 2.4倍の高速化を達成した。 
 
