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ASYMPTOTIC DIMENSION, DECOMPOSITION
COMPLEXITY, AND HAVER’S PROPERTY C
ALEXANDER DRANISHNIKOV1 AND MICHAEL ZARICHNYI
Abstract. The notion of the decomposition complexity was in-
troduced in [GTY] using a game theoretical approach. We intro-
duce a notion of straight decomposition complexity and compare
it with the original as well with the asymptotic property C. Then
we define a game theoretical analog of Haver’s property C in the
classical dimension theory and compare it with the original.
1. Introduction
Asymptotic dimension was introduced by Gromov to study finitely
generated groups though the definition can be applied for all metric
spaces [Gr1]. It received a great deal of attention when Goulyang Yu
proved the Novikov higher signature conjecture for groups with finite
asymptotic dimension [Yu1]. There were many other similar results
about groups and manifolds under assumption of finiteness of the as-
ymptotic dimension or the asymptotic dimension of the fundamental
group [Dr2],[Ba],[CG],[DFW]. When G. Yu introduced property A and
proved the coarse Baum-Connes for groups with property A, it was a
natural problem to check whether every finitely presented group has
this property. A construction of a finitely presented group without
property A was suggested by Gromov [Gr2] (see for detailed presen-
tation [AD]). Gromov’s random group construction is an existence
theorem. Still, it is a good question whether a given group (or class
of groups) has property A. The answer is unknown for the Thompson
group F .
It turns out that the dimension theoretical approach to verification
of property A proved to be quite productive. There are different ex-
tensions of features of finite asymptotic dimension to asymptotically
infinite dimensional spaces. Some of them came from the analogy
with classical dimension theory, some from function growth, and some
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from game theory. The asymptotic property C was defined in [Dr1]
by analogy with Haver’s property C in the classical dimension the-
ory. It was shown that the asymptotic property C implies the property
A. Different versions of asymptotic dimension growth were suggested
in [Dr3],[CFY],[DS1],[DS2]. The property A was proven for groups with
the sublinear dimension growth [Dr1],[CFY], then for the polynomial
dimension growth [Dr3], and finally, for the subexponential dimension
growth [Oz]. Since dimension growth of a finitely generated group is
at most exponential, this leaves a question whether the property A is
equivalent to a subexponential dimension growth.
The notion of decomposition complexity of a metric space was intro-
duced in [GTY] (see also [NY]) in game theoretic terms. It was shown
that the finite decomposition complexity (FDC) implies property A.
The finite decomposition complexity was verified for a large class of
groups, in particular for all countable subgroups of GL(n,K) for an
arbitrary field K [GTY]. In this paper we address the question what
is the relation between asymptotic property C and FDC. It turns out
that in the classical dimension theory there is no analog of FDC. We
plan to present one and compare it with Haver’s property C in a future
publication. Here to make a comparison of FDC and the asymptotic
property C we introduce the notion of the straight finite decomposition
complexity sFDC opposed to the game theoretic finite decomposition
complexity=gFDC=FDC. We prove the following implications
gFDC ⇒ sFDC ⇒ property A
and
asymptotic property C ⇒ sFDC.
We know that the last implication is not an equivalence for metric
spaces. We don’t know if it is an equivalence for groups. Also we do
not know if any of the first two implications is reversible.
In Section 5 of the paper we compare a game-theoretic approach with
the standard in the classical dimension theory. We did the comparison
for the Haver’s property C and found that a game-theoretic analog of
it defines the countable dimensionality. It is known that these classes
are different [E].
We are thankful to Takamitsu Yamauchi for spotting a gap in the
first version of our paper and supplying a reference to the work of L.
Babinkostova.
2. Preliminaries
All spaces are assumed to be metrizable.
ON PROPERTY C 3
A generic metric is denoted by d. Given two nonempty subsets A,B
of X , we let d(A,B) = inf{d(a, b) | a ∈ A, b ∈ B}.
Let R > 0. We say that a family A of nonempty subsets of X is
R-disjoint if d(A,B) > R, for every A,B ∈ A.
A metric space X is geodesic if for every x, y ∈ X there exists
an isometric embedding α : [0, d(x, y)] → X such that α(0) = x and
α(d(x, y)) = y.
A metric space X is discrete if there exists C > 0 such that d(x, y) ≥
C, for every x, y ∈ X , x 6= y. A discrete metric space is said to be
of bounded geometry if there exists a function f : R+ → R+ such that
every ball of radius r contains at most f(r) points.
Let X ,Y be families of metric spaces and R > 0. We say that X
is R-decomposable over Y if, for any X ∈ X , X =
⋃
(V1 ∪ V2), where
V1,V2 are R-disjoint families and V1 ∪ V2 ⊂ Y .
A family X of metric spaces is said to be bounded if
mesh(X ) = sup{diamX | X ∈ X} <∞.
Let A be a collection of metric families. A metric family X is decom-
posable over A if, for every r > 0, there exists a metric family Y ∈ A
and an r-decomposition of X over Y .
2.1. Definition. [GTY] We introduce the metric decomposition game
of two players, a defender and a challenger. Let X = Y0 be the starting
family. On the first turn the challenger asserts R1 > 0, the defender
responds by exhibiting an R1-decomposition of Y0 over a new metric
family Y1. On the second turn, the challenger asserts an integer R2,
the defender responds by exhibiting an R2-decomposition of Y1 over a
new metric family Y2. The game continues in this way, turn after turn,
and ends if and when the defender produces a bounded family. In this
case the defender has won.
A metric family X has FDC if the defender has always the winning
strategy. A metric space X has FDC if the family {X} does.
2.2. Definition. We say that a metric space X satisfies the straight
Finite Decomposition Property (sFDC) if, for any sequence R1 < R2 <
. . . of positive numbers, there exists n ∈ N and metric families such
that V1,V2, . . . ,Vn such that {X} is R1-decomposable over V1, Vi is Ri-
decomposable over Vi+1, i = 1, . . . , n−1, and the family Vn is bounded.
The following easy follows from the definition.
2.3. Proposition. Suppose that X has the FDC. Then it has straight
FDC.
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We recall that the asymptotic dimension of a metric space does not
exceed n, asdimX ≤ n if for every R > 0 there are uniformly bounded
R-disjoint families Ui, i = 0, . . . , n of sets in X such that the family
∪ni=1Ui is a cover of X [Gr1].
The following notion was introduced in [Dr1].
2.4. Definition. A metric space X is said to have the asymptotic prop-
erty C if for every sequence R1 < R2 < . . . there exists n ∈ N and
uniformly bounded Ri-disjoint families Ui, i = 1, . . . , n, such that the
family ∪ni=1Ui is a cover of X .
We recall the definition of the property A [Yu2].
2.5. Definition. Let X be a discrete metric space. We say that X has
Property A if for every ε > 0 and R > 0 there exists a collection of
finite subsets {Ax}x∈X , Ax ⊂ X × N and a constant S > 0 such that
(1) #(Ax∆Ay)
#(Ax∩Ay)
≤ ε when d(x, y) < R.
(2) Ax ⊂ B(x, S)× N.
LetX be a discrete metric space with bounded geometry. It is known
that X has Property A if and only if for every ε > 0 and every R > 0
there exists a probability measure valued map x 7→ ξx : X → ℓ1(X)
and a number S > 0 such that
(1) ‖ξx − ξy‖1 < ε if d(x, y) < R and
(2) supp(ξx) ⊂ B(x, S)
(see, e.g., [HR]).
A map f : X → Y of metric spaces is bornologous (coarse uniform)
if there exists a function ϕ : [0,∞)→ [0,∞) such that d(f(x), f(y)) ≤
ϕ(d(x, y)), for all x, y ∈ X . A map is metrically proper if the preimage
of every bounded set is bounded. A map is coarse if it is both coarse
uniform and metrically proper.
We say that two maps f, g : X → Y are close if
d(f, g) = sup{d(f(x), g(x)) | x ∈ X} <∞.
A map f : X → Y is a coarse equivalence if there exists a map
g : Y → X such that the compositions gf and fg are close to the
identity maps 1X and 1Y respectively.
These notions of coarse geometry have their counterparts for the
families of metric spaces. A map F : X → Y of a metric family X into
a metric family Y is a collection of maps F = {f}, where every f maps
some X ∈ X into some Y ∈ Y .
We say that F : X → Y is coarse uniform if there exists a nondecreas-
ing function ̺ : [0,∞) → [0,∞) such that d(f(x), f(y)) ≤ ̺(d(x, y)),
for every f ∈ F and every x, y in the domain of f .
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A family F : X → Y is metrically proper if there exists a nondecreas-
ing function δ : [0,∞) → [0,∞) such that δ(f(x), f(y)) ≤ d(x, y), for
every f ∈ F and every x, y in the domain of f .
3. Straight Finite decomposition complexity
3.1. Theorem (Coarse Invariance). The property sFDC is coarse in-
variant.
Proof. Let f : X → Y be a coarse equivalence and let Y have the sFDC.
Let R1 < R2 < . . . . By [GTY, Lemma 3.1.1], there exists S1 > 0 such
that, whenever Y = (∪Y1) ⊔ (∪Y2) is an S1-decomposition of Y , then
X = (∪X1) ⊔ (∪X2), where Xi = {f
−1(Z) | Y ∈ Yi}, i = 1, 2, is an
R1-decomposition of Y .
Next, we apply [GTY, Lemma 3.1.1] (which is actually formulated
for metric families) to the maps Fi : Xi → Yi, i = 1, 2, and we obtain
that there exists S2 > 0 and an S2-decomposition of every Z ∈ Y1∪Y2
such that the preimages of the elements of this decomposition form an
R2-decomposition of f
−1(Z) ∈ X1 ∪ X2. We proceed similarly until
the elements of the S2-decomposition of every Z ∈ Yn−1 ∪ Yn−1 form
a bounded metric family. Then their preimages also form a bounded
metric family, by [GTY, Lemma 3.1.2].

3.2. Proposition. Asymptotic property C implies straight FDC.
Proof. Given a sequence R1 < R2 < R3 < . . . , apply property C con-
dition to get U1, . . . ,Um, Ri-disjoint uniformly bounded families that
cover X . Then we define the partition of X into U1 and the one el-
ement family that consists of the complement to ∪U1. Then consider
the intersection of U2 with the complement, and so on. 
3.3. Proposition. Every discrete metric sFDC space can be isometri-
cally embedded into a geodesic metric sFDC space.
Proof. We follow the construction from [Dr1]. Let X be a discrete
metric sFDC space. For any x, y ∈ X , attach isometrically the metric
segment [0, d(x, y)] to X along its endpoints. Endow the obtained
space, X ′, by the length metric. We assume that X naturally lies in
X ′.
Let R1 < R2 < . . . be a sequence of positive numbers. Let
Kn = {x ∈ X
′ | n(R1 + 1) ≤ d(x,X) < (n+ 1)(R1 + 1)}.
Note that every Kn is coarsely equivalent to X . Indeed, Kn lies in
the (n + 1)(R1 + 1)-neighborhood of X . On the other hand, since
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X is unbounded, for every x ∈ X there is y ∈ Kn with d(x, y) <
(n+1)(R1+1), i.e. X lies in the (n+1)(R1+1)-neighborhood of Kn.
Therefore, X and Kn are of finite Hausdorff distance and therefore
coarsely equivalent.
We represent X ′ as
⋃
(V1 ∪ V2), where
V1 = {X} ∪ {Kn | n = 2i+ 1, i ∈ N},
V2 = {Kn | n = 2i, i ∈ {0} ∪ N}.
Now the result follows from the fact that X has sFDC and Proposi-
tion 3.1. 
A metric space X is discrete if there exists C > 0 such that d(x, y) ≥
C, for every x, y ∈ X , x 6= y. A discrete metric space is said to be
of bounded geometry if there exists a function f : R+ → R+ such that
every ball of radius r contains at most f(r) points. We recall the
definition of the property A [Yu2].
3.4. Definition. Let X be a discrete metric space. We say that X has
Property A if for every ε > 0 and R > 0 there exists a collection of
finite subsets {Ax}x∈X , Ax ⊂ X × N and a constant S > 0 such that
(1) #(Ax∆Ay)
#(Ax∩Ay)
≤ ε when d(x, y) < R.
(2) Ax ⊂ B(x, S)× N.
An arbitrary metric space has Property A if it contains a coarsely
dense discrete subset with Property A.
LetX be a discrete metric space with bounded geometry. It is known
that X has Property A if and only if for every ε > 0 and every R > 0
there exists a probability measure valued map x 7→ ξx : X → ℓ1(X)
and a number S > 0 such that
(1) ‖ξx − ξy‖1 < ε if d(x, y) < R and
(2) supp(ξx) ⊂ B(x, S)
(see, e.g., [HR]).
3.5. Theorem. Straight FDC implies property A for metric spaces.
Proof. We need some preliminary facts and assertions.
Open 2-covers. An open cover of a metric space (X, d) by two sets
U = {U+, U−} will be called a 2-cover of X . Suppose that X =
∐
Vi.
For any 2-cover of X we define a map f : X → P (U) ⊂ ∆ ⊂ ℓ1(U)
to the space of probability measures supported on the 2-point set U by
the formula f(x) = αU+(x)δU+ + αU−(x)δU− ∈ P (U) where for x ∈ Vi,
αU+(x) =
d(x, Vi \ U+)
Sx
and αU− =
d(x, Vi \ U−)
Sx
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where Sx = d(x, Vi \ U+) + d(x, Vi \ U−)).
3.6. Assertion. Let U = {U+, U−} be a 2-cover of X = ∪V, where
V is a disjoint locally finite family. Let λ be a Lebesgue number of
the restriction of the 2-cover U|V to V for all V ∈ V. Then the map
f : X → P (U) is locally (6/λ)-Lipschitz.
Proof. Note that for x, y ∈ X we obtain
‖f(x)− f(y)‖ℓ1 = |αU+(x)− αU−(y)|+ |αU−(x)− αU−(y)|.
For x, y ∈ V = Vi the triangle inequality for d implies that
|d(x, V \ U+)− d(y, V \ U+)| ≤ d(x, y).
This and the fact that Sx ≥ λ imply for the first summand∣∣∣∣d(x, V \ U+)Sx −
d(y, V \ U+)
Sy
∣∣∣∣ ≤ d(x, y)Sx + d(y, V \ U+)
∣∣∣∣ 1Sx −
1
Sy
∣∣∣∣
=
d(x, y)
Sx
+
d(y,X \ U+)
Sy
|Sx − Sy|
Sx
≤
3d(x, y)
Sx
≤
3d(x, y)
λ
.
Similarly for the second summand∣∣∣∣d(x, V \ U−)Sx −
d(y, V \ U−)
Sy
∣∣∣∣ ≤ 3d(x, y)λ .

Binary covers. A binary refinement V of an open cover U is a cover
which is obtained by replacing every set U ∈ U by two sets U+, U− that
form an open 2-cover of U .
An open cover Um of a metric space X is called a binary cover if it is
constructed recursively by taking m binary refinements starting from
an open 2-cover U1. Note that Um admits a tower of refinements
U1 > U2 > · · · > Um
with the 2-to-1 refinement maps φi+1i : U
i+1 → U i, W ⊂ φi+1i (W ).
Therefore, the cardinality of Um is 2m. We use the notation U± for the
preimage (φi+1i )
−1(U) of U . Thus, {U+, U−} is an open 2-cover of U .
Additionally we assume that for each U ∈ U i, i = 1, . . . , m, the sets
U± admit disjoint decompositions U+ =
∐
V U and U− =
∐
WU .
For a binary cover Um we define recursively a sequence of maps
fi : X → P (U
i), i = 1, . . . , m, to the probability measures on U i
as follows: We set f1(x) = αU+(x)δU+ + αU−(x)δU− for the 2-cover
U1 = {U+, U−} with V = X . Then we define
µU : U → P ((φ
2
1)
−1(U)) ⊂ P (U2)
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to be the map f for the 2-cover (φi+1i )
−1(U) = {U+, U−} of U for each
of the two sets U ∈ U1. Then we define
f2(x) =
∑
x∈U∈U1
αU(x)µU(x).
Generally, if fi(x) =
∑
U∈U i βU(x)δU , then
fi+1(x) =
∑
x∈U∈U i
βU(x)µU(x)
where µU : U → P ((φ
i+1
i )
−1(U)) ⊂ P (U i+1) is the map f defined
for the 2-cover (φi+1i )
−1(U) = {U+, U−} of U for each of the 2
i sets
U ∈ U i. Thus, µU(x) = αU+(x)δU+ + αU−(x)δU−. We may assume
that βU is defined on all of X with βU(x) = 0 for x 6∈ U . Thus,
fi+1(x) =
∑
U∈U i βU(x)µU(x).
Note that fi = P (φ
i+1
i ) ◦ fi+1.
3.7. Assertion. Let X be a geodesic metric space. Let λi be a Lebesgue
number of the cover U i restricted to each V U and each WU for all
U ∈ U i−1, i = 1, . . . , m. Then the map fm is (3
∑m
i=1
2i
λi
)-Lipschitz.
Proof. SinceX is geodesic, it suffices to prove that the map fm is locally
(3
∑m
i=1
2i
λi
)-Lipschitz. Let d(x, y) ≤ 1.
Induction onm. Assertion 3.6 is the base of induction with V = {X}.
Note that
‖fm(x)− fm(y)‖ℓ1 = ‖
∑
x,y∈U∈Um−1
βU(x)µU(x)− βU(y)µU(y)‖ℓ1 =
∑
x,y∈U∈Um−1
‖βU(x)µU(x)− βU(y)µU(y)‖ℓ1+
∑
y 6∈U,x∈U∈Um−1
‖βU(x)µU(x)− βU(y)µU(y)‖ℓ1+
∑
x 6∈U,y∈U∈Um−1
‖βU(x)µU(x)− βU(y)µU(y)‖ℓ1.
For each summand the triangle inequality implies that
‖βU(x)µU(x)− βU(y)µU(y)‖ℓ1 ≤ ‖βU(x)µU(x)− βU(x)µU(y)‖ℓ1+
|βU(x)−βU (y)|‖µU(y)‖ℓ1 ≤ βU(x)‖µU(x)−µU(y)‖ℓ1 + |βU(x)−βU (y)|.
Similarly,
‖βU(x)µU(x)−βU (y)µU(y)‖ℓ1 ≤ βU(y)‖µU(x)−µU(y)‖ℓ1+|βU(x)−βU (y)|.
Thus, if x 6∈ U or y 6∈ U we have
‖βU(x)µU(x)− βU(y)µU(y)‖ℓ1 ≤ |βU(x)− βU(y)|.
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Note that by Assertion 3.6 ‖µU(x)−µU(y)‖ℓ1 ≤
6d(x,y)
λm
for sufficiently
close x and y.
Thus,
‖fm(x)− fm(y)‖ℓ1 ≤
∑
x,y∈U∈Um−1
(
βU(x)
6d(x, y)
λm
+ |βU(x)− βU(y)|
)
+
∑
y 6∈U,x∈U∈Um−1
|βU(x)− βU(y)|+
∑
x 6∈U,y∈U∈Um−1
|βU(x)− βU(y)| ≤
∑
U∈Um−1
(
βU(x)
6d(x, y)
λm
+ |βU(x)− βU(y)|
)
≤ 6
2m−1d(x, y)
λm
+ ‖fm−1(x)− fm−1(y)‖ℓ1 ≤ 3d(x, y)
(
m−1∑
i=1
2i
λi
+
2m
λm
)
.
The last inequality is by the induction assumption. 
Given n ∈ N, we apply the definition of sFDC toX with the sequence
Ri = 4
in to obtain a nested sequence of partitions F1 > F2 > · · · > Fm
that ends with a uniformly bounded partition. Recall that the partition
F1 splits in two R1-disjoint families F1 = F
+
1 ∪F
−
1 , and, generally, each
tile F ∈ Fi is decomposed into two Ri+1-disjoint families Fi+1|F =
Fi+1|
+
F ∪ Fi+1|
−
F .
We construct a sequence of open covers Vi, i = 1, . . . , m, of X by
enlarging the tiles of the partitions Fi. For tiles F in F1 we take the
open R1/3-neighborhoods VF = NR1/3(F ). For each tile F ∈ F2 we
take VF = NR2/3(F ) ∩NR1/3(F
′) where F ′ ∈ F1 is the unique tile such
that F is defined by the partitioning of F ′ and so on. Thus for each
V ∈ Fi+1 there is a uniquely determined V
′ ∈ Vi such that V ⊂ V
′.
Next we note that each cover Vi is a refinement of a binary cover U
i
where U i is defined recursively as follows. The 2-cover U1 consists of
U+1 = ∪F∈F+
1
VF and U
−
1 = ∪F∈F−
1
VF .
The cover U2 consists of four sets
U = ∪F ′∈F±
1
,F∈F2|
±
F ′
VF
an so on. We note that every element U ∈ U i is the disjoint union
of open sets from Vi called components of U . In fact the components
of every U ∈ U i are Ri/3-disjoint. There is a well-defined component
map ci : Vi → U
i where V is a component of ci(V ).
Also note that λi = Ri/3 is a Lebesgue number of U
i restricted to
each component.
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3.8. Assertion. Suppose that X is a geodesic metric space. Then the
map fm : X → P (U
m) admits a (18/n)-Lipschitz lift g : X → P (Vm)
with respect to the component map on the probability measures P (cm) :
P (Vm)→ P (U
m).
Proof. Note that for every x ∈ U ∈ Um there is a unique component
V = V (U, x) ∈ Vm that contains x. This defines for each x ∈ X a
section
sx : supp(f(x))→ Vm
of cm over the support of of x. Then we set g(x) = P (sx)(fm(x)).
Since the components of U ∈ Um are (Rm/3)-disjoint, for x, y ∈ X
with d(x, y) ≤ 1 we have sx ≡ sy on the intersection supp(f(x) ∩
supp(f(y)). This implies that
‖g(x)− g(y)‖ℓ1 = ‖f(x)− f(y)‖ℓ1.
By Assertion 3.7,
‖fm(x)− fm(y)‖ℓ1 ≤ 3
m∑
i=1
2i
λi
≤ 12
m∑
i=1
2i
4in
≤
12
n
.
Since X is geodesic, it follows that g is (12/n)-Lipschitz. 
For each V ∈ Vm we fix a point yv ∈ V . This defines a map h :
P (Vm) → P (X). For every x ∈ X we define a probability measure
an(x) = hg(x).
Now we assume that X is geodesic. Then by Assertion 3.8
‖an(x)− an(y)‖ℓ1 ≤ 12K/n
for all n, if d(x, y) ≤ K. Thus, the condition (1) of the property A is
satisfied. The measures an(x) have uniformly bounded supports since
the cover Vm is uniformly bounded. This takes care of the condition
(2).
If X is not geodesic, we assume, without loss of generality, that X
is discrete. Then we apply Proposition 3.3 and isometrically embed X
into a geodesic metric space X ′. Since, by what is proved above, X ′
has property A, the space X has also property A, by [Ro]. 
3.9. Theorem (Finite Sum Theorem). Let Z be a metric space such
that Z = X ∪ Y , where X and Y satisfy sFDC. Then Z also satisfies
sFDC.
Proof. Let R1 < R2 < R3 < . . . . We consider an R1-decomposition
Z = (∪Y1) ∪ (∪Y2), where Y1 = {X} ∪ {{z ∈ Z | (2k − 1)(R1 + 1) <
d(z,X) ≤ 2k(R1+1)} | k ∈ N}, Y2 = {{z ∈ Z | 2k(R1+1) < d(z,X) ≤
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(2k + 1)(R1 + 1)} | k ∈ N}. Then the assertion follows from the fact
that X and every subspace of Y satisfy sFDC. 
By a slight modification, one can define the notion of sFDC for the
metric families. We say that a metric family X satisfies the sFDC,
if, for any R1 < R2 < . . . , there exist n ∈ N and metric families Xi,
i = 1, . . . , n, such that X1 = X , Xn is a bounded family and Xi+1 is
Ri-decomposable over Xi for all i = 1, . . . , n−1. Clearly, a family {X}
has the sFDC if and only if so does the space X . Also, any subfamily
of a family that has the sFDC, has the sFDC as well.
3.10. Theorem (Sum Theorem). Let X be a metric space such that
X = ∪X , where X has sFDC and the following condition holds: for
any r > 0, there exists Y (r) ⊂ X such that Y (r) has sFDC and the
family X (r) = {X \Y (r) | X ∈ X} is r-disjoint. Then X also satisfies
sFDC.
Proof. Given R1 < R2 < . . . , find Y (R1) ⊂ X such that Y (R1) has
sFDC and the family X (R1) is R1-disjoint. We see that X is R1-
decomposable over the family {Y (R1)} ∪X (R1) and X = ∪{Y (R1)} ∪
(∪X (R1)).
Since the space Y (R1) and the family X have the sFDC, we conclude
that there exist a natural number n and families Xi, i = 2, . . . , n,
such that {Y (R1)} ∪ X (R1) is R2-decomposable over X2, Xi is Ri+1-
decomposable over Xi+1 for all i = 2, . . . , n − 1, and Xn is a bounded
family. 
3.11. Example. In view of Proposition 2.3 the examples of groups with
sFDC come from examples of groups with FDC like ⊕∞i=1Z with the
metric
d((xi), (yi)) =
∞∑
i=1
i|xi − yi|
(see [NY]). The natural groups to investigate here are Z ≀ Z with the
word metric and ⊕∞i=1Z with the metric
d((xi), (yi)) =
∑
i∈I
|xi − yi|+ i
where I = {i ∈ N | xi 6= yi}.
In view of Theorem 3.5 the examples of groups without sFDC come
from groups without property A. Thus, Gromov monster groups are
such [Gr2],[AD]. They are finitely presented and even could have a
finite c Eilenberg-McLane complex K(π, 1) [Sa]. Infinitely generated
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groups without property A and hence without sFDC are easier to pro-
duce. For example, the Thompson group F with the word metric with
respect to the generating set
F = 〈x0, x1, x2, · · · | xnxk = xkxn+1 for all k < n〉
does not have property A [WCh]. Of course, as it has been mentioned
in the introduction, the question whether the Thompson group F has
the property A for a proper invariant metric is an open problem.
4. Game theoretic asymptotic property C
In the spirit of the FDC, one can define a game theoretic version of
property C.
4.1. Definition. We say that a metric space X has the game theoretic
asymptotic property C if there is a winning strategy for player I in the
following game. Player II challenges player I by choosing R1 > 0, then
player I chooses an R1-disjoint uniformly bounded family U1. Then
player II chooses R2 > 0 and player I chooses an R1-disjoint uniformly
bounded family U2 and so on. Player I wins if there is k such that the
family ∪ki=1Ui is a cover of X .
Let V be a family of nonempty subsets of a metric space X and
R > 0. We say that V,W ∈ V are R-connected if there exist V =
V0, V1, . . . , Vn = W in V and y0 ∈ V0, xi, yi ∈ Vi, i = 1, . . . , n− 1, and
xn ∈ Vn such that d(yi, xi+1) ≤ R for every i = 0, . . . , n−1. We denote
by VR the family whose elements are the unions of the equivalence
classes of the R-connectedness relation.
4.2. Proposition. A space X has the game theoretic asymptotic prop-
erty C if and only if asdimX = 0.
Proof. Suppose that asdimX = 0. Then given R > 0, player I is able
to find a uniformly bounded R-disjoint cover of X .
Now, suppose that asdimX > 0. There is R > 0 for which there is no
R-disjoint uniformly bounded cover ofX . LetR1 = R+1. Suppose that
player I has made n moves and chooses Ri-disjoint uniformly bounded
families Ui, i = 1, . . . , n. Then player II takes Rn+1 = Rn +mesh(Un).
Suppose that there is k such that U = ∪ki=1Ui is a cover of X .
For every A ∈ Uk, let A
′ = ∪{B ∈ Uk−1 | d(A,B) < Rk/4}. Define
Vk−1 = {A
′ | A ∈ Uk} ∪ {B ∈ Uk−1 | B ∩A
′ = ∅ for all A ∈ Uk}.
From the choice of Rk it follows that the family Vk−1 is Rk−1-disjoint,
uniformly bounded and ∪Vk−1 = ∪(Uk ∪ Uk−1).
Proceeding as above one can construct families Vi, i = k − 1, k −
2, . . . , 2, 1, with the following properties:
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(1) Vi is uniformly bounded;
(2) Vi is Ri-disjoint;
(3) ∪Vi = ∪(Uk ∪ Uk−1 ∪ · · · ∪ Ui).
Therefore, the family (∪ki=1Ui)
R1 is an R-disjoint uniformly bounded
cover of X and we obtain a contradiction. 
Let G denote the group
⊕∞
i=1 Z supplied with the proper metric
d((xi), (yi)) =
∞∑
i=1
i|xi − yi|.
It was proven in [NY], Proposition 2.9.1 that G has FDC.
4.3. Question. (a) Does the group G have asymptotic property C?
(b) Does every group with sFDC have asymptotic property C?
It turns out that the answer to the part (a) of the question is affir-
mative [Ya].
5. Game theoretic approach in classical dimension theory
We recall that a space X is called countable dimensional if it can be
presented as the countable union of 0-dimensional subsets.
5.1. Lemma. Suppose that for a compactum X for every ǫ > 0 there
is a disjoint family of open sets U1, . . . Uk of diameter(Ui) < ǫ with
X\Wǫ countable dimensional whereWǫ = ∪
k
i=1Uk. Then X is countable
dimensional.
Proof. Let Xn = X \W1/n. Note that
X = ∪∞n=1W 1
n
∪ (∩∞n=1Xn).
We show that F = ∩∞n=1Xn is 0-dimensional. For that we show that F
is homeomorphic to a subset of 0-dimensional compactum obtained as
the inverse limit of a sequence
Y1
φ21← Y2
φ32← Y3 ← . . . .
Here Y1 is the disjoint union
∐
U1i of the closures in X of elements of
the ǫ-family with ǫ = 1, Y2 consists of the disjoint union of the closures
of intersections U1i ∩ U
2
j with the bonding map φ
2
1 : Y2 → Y1 the union
of the inclusions and so on. 
The following notion is introduced by Haver [H].
A metric space (X, d) is said to have property C if for each sequence of
positive numbers {εi}
∞
i=1, there exists a sequence of disjoint collections
of open sets {U i}∞i=1 such that meshU
i < εi, i ∈ N, and ∪
∞
i=1U
i is a
cover of X .
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5.2. Definition. We say that a metric space X has the game theoretic
property C if there is a winning strategy for player I in the following
game. Player II challenges player I by choosing ε1 > 0, then player
I chooses a disjoint family of open sets U1 with mesh U1 < ε1. Then
player II chooses ε1 > 0 and player I chooses a disjoint family of open
sets U2 with mesh U2 < ε2.and so on. Player I wins if the family ∪
k
i=1Ui
is a cover of X .
5.3. Theorem. A compact metric space X has the game theoretic prop-
erty C if and only if it is countable dimensional.
Proof. First, we show that every compact countable dimensional space
X has the game theoretic property C. Let X = ∪∞i=1Yi, where all Yi are
zero-dimensional.
Let ε1 > 0. Find a disjoint cover V1 with mesh V1 < ε1/2 of Y1
by clopen (in Y1) subsets. Remark that, for every V ∈ V1 and every
x ∈ V , we have d(x, (∪V1) \ V ) > 0. We let
UV = ∪{Bmin{ε1/4,d(x,(∪V1)\V )}(x) | x ∈ V }.
The family U1 = {UV | V ∈ V1} is a disjoint family of open in X sets
such that mesh U1 < ε1 and ∪U1 ⊃ Y1.
Given εi > 0, one can similarly find a disjoint family Ui of open in
X sets such that mesh Ui < εi and ∪Ui ⊃ Yi. Then the family ∪
∞
i=1Ui
is a cover of ∪∞i=1Yi = X . Since X is compact, there exists k ∈ N such
that ∪ki=1Ui is a cover of X .
Now, assume that X is not countable dimensional. By Lemma 5.1
there is ǫ1 such that for every open disjoint ǫ1 family U1, . . . Uk the com-
plement is not countable dimensional. Then the the first player (Bad)
pick up this ǫ1. No matter what first player (Good) does the com-
plement will not be countable dimensional. Therefore by Lemma 5.1
there is number ǫ2 and so on. The process will never stop, i.e, the Good
player will never win. 
REMARK. This theorem was also proven in [Bab].
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