Abstract. In this paper, we obtain some new estimates for the trace and inverse trace of Steklov eigenvalues. 
Introduction
Let (M n , g) be a compact oriented Riemannian manifold with nonempty boundary. The Dirichlet-to-Neumann map or Steklov operator for differential forms sends a differential p-form ω ∈ A p (∂M) to i ν dω. Here ν is the outward unit normal vector andω is the tangential harmonic extension of ω. That is, where ∆ = dδ + δd is the Hodge-Laplace operator and ι : ∂M → M is the natural inclusion. This definition of Dirichlet-to-Neumann map for differential forms was introduced by Raulot and Savo in [21] in recent years. When p = 0, it is clear that the definition is the same as the classical one that essentially introduced by Steklov [24] . Moreover, it was shown in [21] that, the same as the classical one (See [25] ), the Dirichlet-to-Neumann map is a nonnegative self-adjoint first order elliptic pseudo differential operator. So, the eigenvalues of the Dirichlet-to-Neumann map for differential p-forms are nonnegative and discrete, and we can list them in ascending order (counting multiplicity) as (1.2) 0 ≤ σ
They are called Steklov eigenvalues of (M, g) for differential p-forms.
There are two other definitions of Dirichlet-to-Neumann map introduced by Joshi-Lionheart [16] and Belishev-Sharafutdinov [1] considering geometric inverse problems. However, the definition of RaulotSavo [21] given above is more suitable for spectral analysis because it is self-adjoint and elliptic. The Dirichlet-to-Neumann map for functions has been extensively studied because it is deeply related with physics (See [18] ) and Calderón's inverse problem in applied mathematics (See [4, 26] ).
There have been many works on the estimate of Steklov eigenvalues. For example, in [28] , Weinstock obtained the following estimate for any simply connected planar domain Ω:
where equality holds if and only if Ω is a disk. Here L(∂Ω) means the length of the ∂Ω. This estimate was later generalized by Hersch-PayneSchiffer [13] in a much more general form by using the conjugate harmonic functions. More precisely, Hersch-Payne-Schiffer [13] obtained the following inequalities for any simply connected planar domain Ω:
Letting p = q in (1.4), one obtain
This is a generalization of (1.3). (1.4) and (1.5) were later generalized by [7, 10, 11, 12] for general surfaces. (1.4) was recently generalized by [30] for general manifolds using the theory of Raulot-Savo [20] on Steklov eigenvalues of differential forms and harmonic conjugate forms. There are many other interesting estimates of Steklov eigenvalues, see for example [2, 3, 6, 8, 15, 17, 20, 21, 22, 27] . [9] is an excellent survey for recent progresses on the topic. In this paper, motivated by Brock [2] and Hersch-Payne-Schiffer [13] , by combining the tricks in [29, 30] and [13] , we consider lower bound estimate for inverse trace and upper bound estimate for trace of Steklov eigenvalues.
We first consider inverse trace of Steklov eigenvalues for functions on Riemannian surfaces. In this case, we obtain the following result.
for any increasing convex function f , and any positive integer m, where b 1 is the first Betti number of M and
are the spectrum of ∂M for Laplacian operator.
In Theorem 1.1, when b 1 = 0, if we choose m = 1 and f (t) = t, by
with L(∂M) the length of ∂M (∂M has only one connected component), we have
This is the inverse trace estimate in [13] . Moreover, when b 1 = 0, if we choose m = 1 and f (t) = t 2 in Theorem 1.1, we have (1.9) 1
By letting n → ∞ in the last inequality, we have
This is an estimate stronger than Theorem 3.3 in [5] . Next, we consider the inverse trace of Steklov eigenvalues for general manifolds. For this case, we obtain the following result.
) be a compact oriented Riemannian manifold with nonempty boundary. Then
for any increasing convex function f and any positive integers r, s, where b p is the p-th Betti number of M and
When n = 2, the theorem also gives some estimates for Riemannian surfaces. For example, when r = s, we have
This is weaker than Theorem 1.1. However, it is also sharp when M is a disk. Moreover, when m = 1 and f (t) = t in Theorem 1.2, we obtain
+r+s . This is the higher dimensional generalization of (1.4) in [30] .
Finally, we obtain an estimate for trace of Steklov eigenvalues.
) be a compact oriented Riemannian manifold with nonempty boundary. Let V be the space of parallel exact 1-forms on M. Suppose that dim V = m > 0. Then
This result implies the general estimate in [29] directly (See Corollary 5.1 ). Applying the result to domains in Euclidean spaces, one can obtain the estimates in [2, 29] and [20] (See Corollary 5.2 and Remark 5.1).
The proof of Theorem 1.1 and Theorem 1.2 is motivated by [13] using conjugate harmonic forms. The proof of Theorem 1.3 is motivated by [2] . The organization of the remaining parts of this paper is as follows. In Section 2, we recall some preliminaries in conjugate harmonic forms and matrix inequalities. In Section 3, we prove Theorem 1.1. In Section 4, we prove Theorem 1.2. Finally, in Section 5, we prove Theorem 1.3.
Preliminaries
In this section, we recall some preliminaries in conjugate harmonic forms and matrix inequalities that will be used in next sections.
First, we summarize the construction of conjugate harmonic forms of a harmonic function on a general manifold in [30] as the following lemma. The proof which can be found in [30] is a simple application of Hodge decomposition theorem for compact Riemannian manifolds with nonempty boundary (See [23] ).
) be a compact oriented Riemannian manifold with nonempty boundary and u be a harmonic function on M. Suppose that
Then, there is a unique ω ∈ A n−2 (M) such that
ω is called the conjugate harmonic form of u.
Next, recall an inequality on the trace of eigenvalues for positive definite matrices that will be used in next sections. Because we can not find direct reference for the inequality, we also give the proof of the inequality.
Lemma 2.2. Let A and B be two symmetric n × n matrices that are both positive definite. Let
eigenvalues of A and B respectively. Then, for any increasing convex function f ,
where A(i, j) and B(i, j) are the (i, j)-entries of A and B respectively. In particular, by letting B = I n , we have
f (A(i, i) ).
Proof. Let A • B be the Hadamard product of A and B. That is,
for i, j = 1, 2, · · · , n. Then, by basic majorization relations (See [14] or [31, Theorem 2.6]), 
Combining (2.5) and (2.6), we have
Then, by majorization principles (See [19] or [31, Theorem 2.3]), {f (A (1, 1)B(1, 1) 
for any increasing convex function f . This give us the conclusion.
Proof of Theorem 1.1
In this section, by using Lemma 2.1 and the trick in [13] , we prove Theorem 1.1.
Proof of Theorem 1.1. Let
be a complete orthonormal system of eigenfunctions on ∂M corresponding to the spectrum of Similarly, let u 3 = 0 be the harmonic extension of c 2 φ
Here u 4 is the conjugate harmonic function of u 3 .
Continuing this process on, we can construct nonconstant harmonic functions u 1 , u 2 , u 3 , u 4 , · · · , u 2n−1 , u 2n , such that
Now, we check that
for any j = 1, 2, · · · , i − 1. Hence, we have shown that
for any i = j. Let V = span{u 1 , u 2 , · · · , u 2n−1 , u 2n } and A be a linear transformation on V such that
be the eigenvalues of A. Then, by the Courant-Fischer's min-max principle,
We still denote the matrix of A under the basis of {v 1 , v 2 , · · · , v 2n } as A. Then, by (3.6)
Moreover, by Cauchy-Schwarz inequality,
(3.9)
Finally, by (3.7), (3.9), Lemma 2.2, and that f is increasing and convex,
This completes the proof of the theorem.
Proof of Theorem 1.2
In this section, by a similar argument as in the proof of Theorem 1.1 using conjugate harmonic forms, we prove Theorem 1.2.
Proof of Theorem 1.2. Let
and ψ 1 , ψ 2 , · · · , ψ k , · · · be the same as in the proof of Theorem 1.1. Moreover, let
be a complete orthonormal system of eigenforms for positive Steklov eigenvalues of differential (n − 2)-forms corresponding to eigenvalues listed in ascending order.
Similarly as in the proof of Theorem 1.1. We can find nonconstant harmonic functions
where ω i is the conjugate harmonic form of u i as in Lemma 2.1; 
We are ready to prove the inequalities.
(1) By (4.4), (4.5), (4.8), Lemma 2.2, and that f is increasing and convex,
(2) By (4.4),(4.5) , (4.8) and Lemma 2.2, and that f is increasing and convex,
(4.10)
Proof of Theorem 1.3
In this section, we give the proof of Theorem 1.3 and some simple corollaries of it.
Proof of Theorem 1.3. Let A (p+1) be a linear transformation on ∧ p+1 V such that
be an orthonormal basis of
m . By (5.1), we know that
where ν ⊤ is the orthogonal projection of ν onto the dual of V . Let e 1 , e 2 , · · · , e m be an orthogonal basis of the dual of V and ω 1 , ω 2 , · · · , ω m be their dual. Without loss of generality, we can assume that v ⊤ = ν 1 e 1 with 0 < ν 1 ≤ 1 and {ξ 1 , ξ 2 , · · · , ξ m } are just {ω i 1 ∧ω i 2 ∧· · ·∧ω i p+1 | 1 ≤ i 1 < i 2 < · · · < i p+1 ≤ m}. Then Combining (5.5) and (5.6), we get the conclusion.
As a corollary, we get the following estimate in [29] .
Corollary 5.1. Let (M n , g) be a compact oriented Riemannian manifold with nonempty boundary. Let V be the space of parallel exact 1-forms on M. Suppose that dim V = m > 0. Then This gives us the conclusion.
Applying Theorem 1.3 to the Euclidean case, we have the following inequality. .
This is a generalization of Theorem 1 in [2] .
