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Abstract
We give a proof of an analogue of Connes’ Hochschild character theo-
rem for twisted spectral triples obtained from twisting a spectral triple by
scaling automorphisms, under some suitable conditions. We also survey
some of the properties of twisted spectral triples that are known so far.
1 Introduction
In [8] Connes and Moscovici introduced a refinement of the notion of spectral
triple called twisted spectral triple. As is well known by now, the metric aspects
of a geometric space in noncommutative geometry is encoded by a spectral triple
[5]. This concept however puts rather severe restrictions on the underlying
noncommutative space, as it forces the existence of a tracial state. In particular
it is inapplicable in type III situations according to Murray-von Neumann’s
classification of von Neumann algebras into types. It was to deal with these
type III examples that twisted spectral triples were introduced.
In a twisted spectral triple, the twist is afforded by an automorphism. More
precisely, there is an automorphism σ of the underlying noncommutative spaceA
such that all twisted commutators [D, a]σ = Da−σ(a)D are bounded operators
(D is a selfadjoint operator playing the role of the Dirac operator). While there
are many natural examples of twisted spectral triples, proving general results
about them, parallel to the untwisted case, have proved to be a challenging task.
The most celebrated among such questions are perhaps the extension of Connes’
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character formula for the Hochschild class of the Connes-Chern character of a
spectral triple [5], as well as an extension of Connes-Moscovici’s local index
formula, [7] to twisted spectral triples. In this paper we give a proof of a
character formula for twisted spectral triples obtained from twisting a spectral
triple by scaling automorphisms, under suitable conditions. We shall also briefly
outline Moscovici’s local index formula for twisted spectral triples obtained by
conformal perturbation of a spectral triple [17].
This paper is organized as follows. In Section 2 we recall the basic notions
of spectral triples, noncommutative integration and residue functionals for a
spectral triple. We also recall Connes and Moscovici’s local index formula [7].
We then recall the notion of twisted spectral triples [8]. In Section 3 we recall
several general methods to construct twisted spectral triples from [8], [17] and
[11]. An important idea here is twisting a spectral triple by scaling automor-
phisms and the corresponding algebra of twisted pseudodifferential operators
introduced by Moscovici [17]. In Section 4 we recall some non-obvious proper-
ties of twisted spectral triples from [8], among them the fact that one can define
a Connes-Chern character for twisted spectral triples with values in ordinary
non-twisted cyclic cohomology. Equivalently one can define a pairing between
a finitely summable twisted spectral triple and K-theory. In section 5 we give a
proof of an analogue of Connes’ Hochschild character theorem for twisted spec-
tral triples obtained from twisting a spectral triple by scaling automorphisms.
Finally in the last section we recall Moscovici’s Ansatz and proof of the local
index formula for twisted spectral triples obtained by scaling automorphisms
[17].
2 From spectral triples to twisted spectral triples
The notion of a geometric space in noncommutative geometry is encoded by a
spectral triple. This concept however puts rather severe restrictions on the un-
derlying noncommutative space that renders it inapplicable in type III situations
according to Murray-von Neumann classification of von Neumann algebras into
types. We shall first try to explain this point.
We start with a quick review of the Dixmier trace and the noncommutative
integral, following closely [5]. Let H be a Hilbert space and let K(H) denote the
two sided ideal of compact operators on H. For a compact operator T : H → H,
let
µ1(T ) ≥ µ2(T ) ≥ · · · ≥ 0
denote the sequence of eigenvalues of its absolute value |T | := (T ∗T ) 12 , written
in decreasing order. Thus, by the minimax principle, µ1(T ) = ||T ||, and in
general
µn(T ) = inf ||T |V ||, n ≥ 1,
where the infimum is over the set of subspaces of codimension n − 1, and T |V
denotes the restriction of T to the subspace V . A compact operator T ∈ K(H)
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is called trace class if
∑
µn(T ) <∞, and in that case the trace of T is defined
by
Trace(T ) =
∑
n
(Ten, en)
where {en}∞n=1 is an orthonormal basis for H. It is known that this is the
unique normal trace on the C∗-algebra L(H) of bounded operators on H. The
question of existence of non-normal traces on L(H) was left open until it was
settled affirmatively by Jacques Dixmier. In [9] Dixmier shows that there are
uncountably many non-normal traces on L(H). Many years later, Alain Connes
discovered that these non-normal traces can in fact be used to define a process of
noncommutative integration in noncommutative geometry as we describe next.
The natural domain of a Dixmier trace is the set of operators
L1,∞(H) = {T ∈ K(H);
N∑
1
µn(T ) = O (logN)}.
Notice that trace class operators are automatically in L1,∞(H). The Dixmier
trace of an operator T ∈ L1,∞(H) measures the logarithmic divergence of its
ordinary trace. More precisely, we are interested in the limit of the bounded
sequence
σN (T ) =
∑N
1 µn(T )
logN
, N = 1, 2, . . .
as N → ∞. The first problem of course is that, while by our assumption the
sequence is bounded, the usual limit may not exist and must be replaced by a
generalized limit, similar to Banach limits of non-convergent bounded sequences.
A more challenging task is to make sure that our generalized limit still defines
a trace.
To this end, let TraceΛ(T ),Λ ∈ [1,∞), be the piecewise affine interpolation
of the partial trace function TraceN (T ) =
∑N
1 µn(T ). Recall that a state on
a C∗-algebra is a non-zero positive linear functional on the algebra. Let ω :
Cb[e,∞) → C be a normalized state on the algebra of bounded continuous
functions on [e,∞) such that ω(f) = 0 for all f vanishing at ∞. Now, using ω,
the Dixmier trace of a positive operator T ∈ L1,∞(H) is defined as
Trω(T ) := ω(τΛ(T )),
where
τΛ(T ) =
1
logΛ
∫ Λ
e
Tracer(T )
log r
dr
r
is the Cezaro mean of the function Tracer(T )logr over the multiplicative group R
∗
+.
One then extends Trω to all of L1,∞(H) by linearity.
The resulting linear functional Trω is a positive trace on L1,∞(H). It is
easy to see from its definition that if T actually happens to be a trace class
operator then Trω(T ) = 0 for all ω, i.e., the Dixmier trace is invariant under
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perturbations by trace class operators. This is a very useful property and makes
Trω a flexible tool in computations.
The Dixmier trace, Trω, in general depends on the limiting procedure ω,
however, for the class of operators T for which LimΛ→∞ τΛ(T ) exits, it is in-
dependent of the choice of ω and is equal to LimΛ→∞τΛ(T ). One of the main
results proved in [4] is that if M is a closed n-dimensional manifold, E is a
smooth vector bundle on M , P is a pseudodifferential operator of order −n act-
ing between L2-sections of E, and H = L2(M,E), then P ∈ L1,∞(H) and, for
any choice of ω, Trω(P ) = n
−1Res(P ). Here Res denotes Wodzicki’s noncom-
mutative residue [19, 15]. For example, if D is an elliptic first order differential
operator, |D|−n is a pseudodifferential operator of order −n, and the Dixmier
trace Trω(|D|−n) is independent of the choice of ω.
Next, we would like to explain the notion of spectral triple. This concept has
its roots in K-homology and Riemannian geometry simultaneously. We start by
explaining the notion of a Fredholm module which is the conformal counterpart
of a spectral triple.
An odd Fredholm module over a unital algebraA is a pair (H, F ) whereH is a
Hilbert space on which the algebra A acts by bounded operators and F ∈ L(H)
is a selfadjoint operator such that F 2 = id, and such that the commutators
[F, π(a)] are compact operators for all a ∈ A. Here π : A → L(H) denotes a
unital action of A onH. A Fredholm module is called p-summable (1 ≤ p <∞),
if [F, π(a)] ∈ Lp(H) for all a ∈ A, where Lp(H) is the Schatten ideal of p-
summable compact operators [3]. Fredholm modules should be thought of as
representing K-homology classes defined by abstract elliptic partial differential
operators on the noncommutative space A.
Spectral triples provide a refinement of Fredholm modules. Going from
Fredholm modules to spectral triples is akin to going from the conformal class
of a Riemannian metric to the metric itself. Spectral triples simultaneously
provide a notion of Dirac operator in noncommutative geometry, as well as
a Riemannian type distance function for noncommutative spaces as we shall
explain next.
To motivate the definition of a spectral triple, we recall that the Dirac opera-
torD on a compact Riemannian spinc manifold acts as an unbounded selfadjoint
operator on the Hilbert space L2(M,S) of L2-spinors on the manifold M . If
we let C∞(M) act on L2(M,S) by multiplication operators, then one can check
that for any smooth function f , the commutator [D, f ] = Df − fD extends to
a bounded operator on L2(M,S). Now the geodesic distance d on M can be
recovered from the following beautiful distance formula of Connes [5]:
d(p, q) = Sup{|f(p)− f(q)|; ‖ [D, f ] ‖≤ 1}, ∀p, q ∈M.
The triple (C∞(M), L2(M,S), D) is a commutative example of a spectral triple.
Its general definition, in the odd case, is as follows.
Definition 2.1. Let A be a unital algebra. An odd spectral triple on A is a triple
(A,H, D) consisting of a Hilbert space H, a selfadjoint unbounded operator D :
Dom(D) ⊂ H → H with compact resolvent, i.e., (D+λ)−1 ∈ K(H) for all λ /∈ R,
4
and a unital representation π : A → L(H) of A such that for all a ∈ A, the
commutator [D, π(a)] is defined on Dom(D) and extends to a bounded operator
on H.
The finite summability assumption for Fredholm modules has a finer ana-
logue for spectral triples. For simplicity we shall assume that D is invertible (in
general, since Ker(D) is finite dimensional, by restricting to its orthogonal com-
plement we can always reduce to this case). A spectral triple is called finitely
summable if for some n ≥ 1,
|D|−n ∈ L1,∞(H). (2.1)
A simple example of an odd spectral triple is (C∞(S1), L2(S1), D), where
S1 = R/2πZ is the circle and D is the unique selfadjoint extension of the
operator 1i
d
dx . The eigenvalues of |D| are |n|;n ∈ Z which shows that if we
restrict D to the orthogonal compliment of constant functions then |D|−1 ∈
L1,∞(L2(S1)).
Given a spectral triple (A,H, D), one can obtain a Fredholmmodule (A,H, F )
by choosing F = Sign (D) = D|D|−1. Connes’ Hochschild character formula
gives a local expression for the Hochschild class of the Connes-Chern character
of (A,H, F ) in terms of D itself. For this one has to assume that the spectral
triple (A,H, D) is regular in the sense that for all a ∈ A,
a and [D, a] ∈ ∩Dom(δk)
where the derivation δ is given by δ(x) = [|D|, x].
Now, assuming (2.1) holds, Connes defines an (n+1)-linear functional ϕ on
A by
ϕ(a0, a1, . . . , an) = Trω(a
0[D, a1] · · · [D, an]|D|−n).
It can be shown that ϕ is a Hochschild n-cocycle on A. We recall that a
Hochschild n-cycle c ∈ Zn(A,A) is an element c =
∑
a0⊗a1⊗· · ·⊗an ∈ A⊗(n+1)
such that its Hochschild boundary b(c) = 0, where b is defined by (5.4). The
following result, known as Connes’ Hochschild character formula, computes the
Hochschild class of the Chern character by a local formula, i.e., in terms of ϕ:
Theorem 2.1. [5] Let (A,H, D) be a regular spectral triple. Let F = Sign (D)
denote the sign of D and τn ∈ HCn(A) denote the Connes-Chern character of
(H, F ). For every n-dimensional Hochschild cycle c = ∑ a0 ⊗ a1 ⊗ · · · ⊗ an ∈
Zn(A,A), one has
〈τn, c〉 =
∑
ϕ(a0, a1, . . . , an).
Identifying the full cyclic cohomology class of the Connes-Chern character
of (A,H, D) by a local formula is the content of Connes-Moscovici’s local index
formula. For this we have to assume the spectral triple satisfies another technical
condition. Let B denote the subalgebra of L(H) generated by operators δk(a)
and δk([D, a]), k ≥ 1. A spectral triple is said to have a discrete dimension
spectrum Σ if Σ ⊂ C is discrete and for any b ∈ B the function
ζb(z) = Trace(b|D|−z), Re z > n,
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extends to a holomorphic function on C \ Σ. It is further assumed that Σ is
simple in the sense that ζb(z) has only simple poles in Σ.
The local index formula of Connes and Moscovici [7] is given by the following
theorem (we have used the formulation in [6]):
Theorem 2.2. [6] 1. The equality∫
−P = Resz=0 Trace(P |D|−z)
defines a trace on the algebra generated by A, [D,A], and |D|z, z ∈ C.
2. There are only a finite number of non-zero terms in the following formula
which defines the odd components (ϕn)n=1,3,... of an odd cyclic cocycle in the
(b, B) bicomplex of A: For each odd integer n let
ϕn(a
0, · · · , an) :=
∑
k
cn,k
∫
−a0[D, a1](k1) . . . [D, an](kn)|D|−n−2|k|
where T (k) := ∇k and ∇(T ) = D2T−TD2, k is a multi-index, |k| = k1+· · ·+kn
and
cn,k := (−1)|k|
√
2i(k1! . . . kn!)
−1((k1 + 1) · · · (k1 + k2 + · · · kn))−1Γ(|k|+ n
2
).
3. The pairing of the cyclic cohomology class (ϕn) ∈ HC∗(A) with K1(A) gives
the Fredholm index of D with coefficients in K1(A).
Given an n-summable regular spectral triple (A,H, D), the linear functional
a 7→ Trω(a|D|−n)
defines a trace on the algebra A (cf. Proposition 4.1). Thus to deal with type
III algebras which carry no non-trivial traces, the notion of spectral triple must
be modified. In [8] Connes and Moscovici define a notion of twisted spectral
triple, where the twist is afforded by an algebra automorphism (related to the
modular automorphism group). More precisely, one postulates that there exists
an automorphism σ of A such that the twisted commutators Da − σ(a)D are
bounded operators for all a ∈ A. Here is the full definition:
Definition 2.1. Let A be an algebra which is represented by bounded operators
in a Hilbert space H, and D be an unbounded selfadjoint operator in H with
compact resolvent. With σ being an automorphism of A, the triple (A,H, D) is
called a twisted spectral triple or a σ-spectral triple if for any a ∈ A, the twisted
commutator
[D, a]σ := Da− σ(a)D
is defined on the domain of D, and extends to a bounded operator in H.
A twisted spectral triple is said to be Lipschitz-regular if the twisted commutators
|D|a− σ(a)|D| are bounded as well for all a ∈ A.
A graded twisted spectral triple is one that is endowed with a grading operator
γ = γ∗ ∈ L(H) such that γ2 = id, γ commutes with the action of A, and
anticommutes with D.
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When the algebra A is involutive, the representation is assumed to be invo-
lutive as well. In this case, it is natural to impose the following compatibility
condition between the automorphism and the involution:
σ(a)∗ = σ−1(a∗), ∀a ∈ A.
It is shown in [8] that in the twisted case, the Dixmier trace induces a twisted
trace on the algebra A, but surprisingly, under some regularity conditions, the
Connes-Chern character of the phase space lands in ordinary cyclic cohomology.
Thus its pairing with ordinaryK-theory makes sense, and it can be recovered as
the index of Fredholm operators. This suggests the significance of developing a
local index formula for twisted spectral triples, i.e. finding a formula for a cocy-
cle, cohomologous to the Connes-Chern character in the (b, B)-bicomplex, which
is given in terms of twisted commutators and residue functionals. We believe
that this new theme of twisted spectral triples, and type III noncommutative
geometry in general, shall dominate the subject in near future.
For example, very recently a local index formula has been proved for a class
of twisted spectral triples by Henri Moscovici [17]. We will discuss this result in
detail in Section 6 of this paper. This class is obtained by twisting an ordinary
spectral triple (A,H, D) by a subgroup G of scaling automorphisms of the triple,
i.e. the set of all unitary operators U ∈ U(H) such that UAU∗ = A, and
UDU∗ = µ(U)D, with µ(U) > 0. It is shown that the crossed product algebra
A ⋊ G admits an automorphism σ, given by the formula σ(aU) = µ(U)−1aU ,
for all a ∈ A, U ∈ G; and (A⋊G,H, D) is a twisted spectral triple.
3 Examples of twisted spectral triples
In this section, we recall general methods to construct twisted spectral triples.
3.1 Perturbing spectral triples
In [8], it is shown that starting from an ordinary spectral triple (A,H, D) and
a selfadjoint element h = h∗ ∈ A, the perturbed triple
(A,H, D′), D′ = ehDeh
is a σ-spectral triple, where the automorphism σ is given by
σ(a) = e2hae−2h, a ∈ A.
In fact for any a ∈ A, one has
D′a− σ(a)D′ = ehDeha− e2hae−2hehDeh = eh[D, ehae−h]eh.
Therefore the twisted commutators [D′, a]σ are bounded since the commuta-
tors [D, b] are bounded operators for all b ∈ A. A concrete example of this
construction is obtained when one compares the Dirac operators of conformally
equivalent Riemannian metrics as follows:
7
Example 3.1. Let (M, g) be a compact Riemannian spin manifold and D =
Dg be the associated Dirac operator acting on the Hilbert space of L2-spinors
H = L2(M,Sg). Let g′ = e−4hg be a conformally equivalent metric where
h ∈ C∞(M) is a selfadjoint element. It can be shown that the gauge transform
operator gDg
′
= βg
′
g ◦Dg
′ ◦ βgg′ has the form
gDg
′
= e(n+1)h ◦Dg ◦ e−(n−1)h.
After the canonical identification of the space of g-spinors with g′-spinors, it can
be seen [8] that the gauge transform spectral triple is obtained from the original
one by replacing D with
D′ = ehDeh.
More generally, one can start from a σ-spectral triple (A,H, D) and a self-
adjoint element h = h∗ ∈ A, and investigate the properties of the perturbed
triple
(A,H, D′), D′ = ehDeh.
Lemma 3.2. Let (A,H, D) be a σ-spectral triple, and h = h∗ ∈ A. Then the
perturbed triple
(A,H, D′), D′ = ehDeh
is a σ′-spectral triple where σ′ ∈ Aut(A) is given by
σ′(a) = ehσ(ehae−h)e−h, a ∈ A.
Proof. For any a ∈ A, one has
D′a− σ′(a)D′ = ehDeha− ehσ(ehae−h)e−hehDeh = eh[D, ehae−h]σeh.
Therefore the twisted commutators [D′, a]σ′ are bounded since the twisted com-
mutators [D, b]σ are bounded operators for all b ∈ A.
3.2 Twisted connections on crossed product algebras
In [11], a method for constructing twisted spectral triples on crossed product
algebras is suggested. This method uses 1-cocycles to construct automorphisms
for crossed product algebras, and explains how one can obtain twisted traces,
twisted derivatives, and twisted connections on these algebras. We shall explain
this method and show that it can reconstruct an example of twisted spectral
triples, first given by Connes and Moscovici in [8]. First we recall some defini-
tions:
Definition 3.3. Let σ : A → A be an automorphism of an algebra A.
1. A σ-derivation on A is a linear map δ : A → A such that
δ(ab) = δ(a)b+ σ(a)δ(b), ∀a, b ∈ A.
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2. A σ-trace on A is a linear map τ : A → C such that
τ(ab) = τ(σ(b)a), ∀a, b ∈ A.
Now, let A be an algebra with a right action of a group Γ by automorphisms:
A× Γ→ A, (a, γ) 7→ a · γ.
We consider the algebraic crossed product A⋊ Γ with the standard multiplica-
tion:
(a⊗ γ)(b⊗ µ) = (a · µ)b⊗ γµ, a, b ∈ A, γ, µ ∈ Γ.
Let Z(A) denote the center of the algebra A, and A∗ its group of invertible
elements.
Definition 3.4. 1. A map j : Γ→ Z(A) ∩ A∗ is a 1-cocycle if
j(γµ) =
(
(jγ) · µ)jµ, ∀γ, µ ∈ Γ.
2. Given a map j : Γ→ A, a linear functional τ : A→ C is said to have the
change of variable property with respect to j, if
τ((a · γ)jγ) = τ(a), ∀a ∈ A, γ ∈ Γ.
Notice that (3.2) amounts to saying that j is a (multiplicative) group 1−cocycle
for H1(Γ, Z(A) ∩ A∗).
Proposition 3.5. [11] Let A be an algebra with a right action of a group Γ by
automorphisms, and j : Γ→ Z(A) ∩A∗ be a 1-cocycle.
1. The map σ : A⋊ Γ→ A⋊ Γ given by
σ(a⊗ γ) = ((jγ−1) · γ)a⊗ γ
is an automorphism.
2. Let δ : A → A be a derivation such that δ(a · γ) = (δ(a) · γ) jγ for all
a ∈ A, γ ∈ Γ. Then for any s = 1, 2, . . . , the map δ′s : A ⋊ Γ → A ⋊ Γ
defined by
δ′s(a⊗ γ) =
(
δ
(
(a · γ−1)(jγ−1)s
)
(jγ−1)−s ⊗ 1
)(
1⊗ γ
)
is a σ-derivation on A⋊ Γ. Also δ′s ◦ σ = σ ◦ δ′s if δ ◦ j = 0.
3. If τ : A → C is a trace such that τ ◦ δ = 0, then τ ′ ◦ δ′s = 0 where the
linear functional τ ′ : A⋊ Γ→ C is defined by
τ ′(a⊗ γ) = 0 if γ 6= 1, and τ ′(a⊗ 1) = τ(a).
Also, if τ has the change of variable property with respect to j, then τ ′ is
a σ-trace on A⋊ Γ.
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Example 3.6. 1. LetM be a smooth oriented manifold and ω a volume form
on M . Let Γ = Diff(M) be the group of diffeomorphisms of M . The map
j : Γ→ C∞(M) defined by
γ∗(ω) = j(γ)ω
is easily seen to be a 1-cocycle.
2. Let χ : Γ → C∗ be a 1-dimensional character of a group Γ which acts
on an algebra A by automorphisms, and let j(γ) = χ(γ)1A. Then j is a
1-cocycle, and a derivation δ : A → A is compatible with j if and only if
δ(a · γ) = χ(γ) δ(a) · γ for any a ∈ A, and γ ∈ Γ.
Definition 3.7. Let A be an algebra, δ : A → A a derivation, and E a left
A-module. A linear map ∇ : E → E is said to be a connection if it satisfies the
Leibniz rule, i.e.
∇(aξ) = δ(a)ξ + a∇(ξ), ∀a ∈ A, ξ ∈ E.
If σ : A → A is an automorphism and δ : A → A a σ-derivation, then a
linear map ∇ : E → E is said to be a twisted connection if it satisfies the twisted
Leibniz rule:
∇(aξ) = δ(a)ξ + σ(a)∇(ξ), ∀a ∈ A, ξ ∈ E.
This notion of twisted connection comes from [18].
Given a twisted connection ∇, one can try to define a twisted spectral triple
by letting D = ∇. Then ∇a− σ(a)∇ = δ(a) shows the boundedness condition
is satisfied provided δ(a) acts by a bounded operator.
In the following proposition, A is an algebra endowed with a right action
of a group Γ by automorphisms, with representations π : A → End (E), and
ρ : Γ→ GL(E), defining a covariant system, i.e.
π(a · γ) = ρ(γ−1)π(a)ρ(γ), ∀a ∈ A, γ ∈ Γ.
Then we obtain a representation π′ : A⋊ Γ→ End(E) given by
π′(a⊗ γ) = ρ(γ)π(a), ∀a ∈ A, γ ∈ Γ.
Also let j : Γ → Z(A) ∩ A∗ be a 1-cocycle and δ : A → A a derivation as in
Proposition 3.5. Therefore we have an automorphism σ : A ⋊ Γ → A ⋊ Γ and
we fix a σ-derivation δ′s : A⋊ Γ→ A⋊ Γ for some s ∈ N.
Proposition 3.8. [11] A connection ∇ : E → E for A is a twisted connection
for A⋊ Γ if and only if
∇ρ(γ) = ρ(γ)
(
(s− 1)π(δ(jγ−1 · γ))+∇π(jγ−1 · γ)), ∀γ ∈ Γ. (3.2)
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Remark 3.9. Let s > 0 be a real number and assume
(
j(γ)
)s ∈ A is defined
for all γ ∈ Γ. Propositions 3.5 and 3.8 continue to hold for these values of s
as well. For this we need the extra condition δ(xs) = sxs−1δ(x) to hold for all
x = j(γ), γ ∈ Γ.
Example 3.10. Let C∞(S1) be the algebra of smooth functions on the circle
S1 = R/Z, and Γ ⊂ Diff+(S1) a group of orientation preserving diffeomor-
phisms of the circle as in [8]. We represent the algebra C∞(S1) by bounded
operators in the Hilbert space L2(S1) by
(π(g) ξ)(x) = g(x) ξ(x), ∀g ∈ C∞(S1), ξ ∈ L2(S1), x ∈ R/Z.
Define a representation of Γ by bounded operators in L2(S1) by
(ρ(φ−1) ξ)(x) = φ′(x)
1
2 ξ(φ(x)), ∀φ ∈ Γ, ξ ∈ L2(S1), x ∈ R/Z.
The group Γ acts on C∞(S1) from right by composition and one can easily
check that the above representations give a covariant system which yields the
representation of C∞(S1) ⋊ Γ as in [8]. The map j : Γ → C∞(S1) defined by
j(φ) = φ′ is a 1-cocycle and the derivation δ : C∞(S1)→ C∞(S1), δ(f) = 1i f ′ is
compatible with j. Now by using Proposition 3.5, we obtain an automorphism
σ of C∞(S1) ⋊ Γ which agrees with the automorphism in [8], and a twisted
derivation δ′1
2
. Note that since it is possible to take the square root of the
elements in the image of j in this example, we can let s = 12 to obtain a twisted
derivation. Now if we let ∇ = 1i ddx , one can see that the equality (3.2) holds,
therefore ∇ is a twisted connection for C∞(S1)⋊ Γ by Proposition 3.8.
Also the linear map τ : C∞(S1)→ C defined by
τ(g) =
∫
R/Z
g(x) dx, ∀g ∈ C∞(S1),
is a trace which has the change of variable property with respect to j, and τ ◦δ =
0. Therefore by Proposition 3.5, one obtains a twisted trace τ ′ : C∞(S1)⋊Γ→ C
such that τ ′ ◦ δ′1
2
= 0.
3.3 Twisting spectral triples by scaling automorphisms
The last example of the preceding subsection gives a special case of a class of
twisted spectral triples that arise naturally in conformal geometry [17]. Let
(M, g) be a connected compact Riemannian spin manifold of dimension n and
D = Dg be the associated Dirac operator acting on the Hilbert space of L
2-
spinors H = L2(M,Sg). Let SCO(M, [g]) denote the Lie group of diffeomor-
phisms of M that preserve the conformal structure [g] consisting of all Rieman-
nian metrics that are conformally equivalent to g, the orientation, and the spin
structure, and let G = SCO(M, [g])0 denote the connected component of the
identity. In [17], using a suitable automorphism of the crossed product algebra
C∞(M)⋊G, a twisted spectral triple of the form (C∞(M)⋊G,L2(M,Sg), D) is
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constructed. Similarly, by endowing Rn with the Euclidean metric, and consid-
ering the group G of conformal transformations of Rn, a twisted spectral triple
is constructed over the crossed product algebra C∞c (R
n)⋊G. An abstract for-
mulation of this class of twisted spectral triples leads in [17] to the idea of
twisting an ordinary spectral triple by its scaling automorphisms or conformal
similarities which we explain in this subsection.
Using scaling automorphisms of a spectral triple (A,H, D), one can construct
a twisted spectral triple [17]. The set of scaling automorphisms, also called
conformal similarities, of a spectral triple (A,H, D), denoted by Sim(A,H, D),
consists of all unitary operators U on H such that
UAU∗ = A, and UDU∗ = µ(U)D, for some µ(U) > 0.
It is easy to see that Sim(A,H, D) is a group and the map µ : Sim(A,H, D)→
(0,∞) is a character. We fix a subgroup G ⊂ Sim(A,H, D) and let AG be the
crossed product algebra A⋊G. It is shown in [17] that the formula
σ(aU) = µ(U)−1aU, ∀a ∈ A, U ∈ G,
defines an automorphism of AG, and (AG,H, D) is a twisted spectral triple. In
fact the twisted commutators
[D, aU ]σ := DaU − σ(aU)D = [D, a]U
are bounded operators for all a ∈ A, U ∈ G.
For this class of twisted spectral triples, one can form the crossed product
algebra Ψ(A⋊G,H, D) := Ψ(A,H, D)⋊G, where Ψ(A,H, D) is the algebra of
pseudodifferential operators associated to the base spectral triple [7, 13, 14], and
under the extended simple dimension spectrum hypothesis, the residue functional∫
D− : Ψ(AG,H, D)→ C given by∫
D
−P := Resz=0Trace(P |D|−2z)
is a trace [17]. This seems to be in agreement with the twisted analogue of
the Adler-Manin trace [1, 16, 11]: For a triple (A, σ, δ) consisting of an algebra
A, an algebra automorphism σ : A → A, and a σ-derivation δ : A → A, we
define an algebra of formal twisted pseudodifferential symbols Ψ(A, σ, δ) whose
elements are formal series of the form
N∑
n=−∞
anξ
n, N ∈ Z, an ∈ A, ∀n ≤ N.
The multiplication in this algebra is essentially derived from these relations
ξa = σ(a)ξ + δ(a), ∀a ∈ A, ξξ−1 = ξ−1ξ = 1.
In [11], we prove that starting from a δ-invariant twisted trace on A, the non-
commutative residue is a trace on Ψ(A, σ, δ):
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Theorem 3.11. [11] Let σ : A → A be an automorphism of an algebra A. If
τ : A → C is a σ-trace and δ : A → A is a σ-derivation such that τ ◦ δ = 0,
then the linear functional Res : Ψ(A, σ, δ)→ C defined by
Res
( n∑
i=−∞
aiξ
i
)
= τ(a−1)
is a trace on Ψ(A, σ, δ).
4 Properties of twisted spectral triples
In this section, we recall the basic properties of twisted spectral triples [8].
4.1 Twisted trace
Given a σ-spectral triple (A,H, D) with D−1 ∈ Ln,∞, it is observed in [8] that
D−na− σ−n(a)D−n ∈ L1,∞0 (H), ∀a ∈ A.
Here L1,∞0 (H) is the ideal
{T ∈ K(H);
N∑
i=0
µi(T ) = o(logN)},
on which the Dixmier trace Trω vanishes. Then it follows that the Dixmier trace
induces a twisted hypertrace on A:
Proposition 4.1. [8] Let (A,H, D) be a σ-spectral triple with D−1 ∈ Ln,∞.
Then the linear functional ϕ : A → C defined by
ϕ(a) = Trω(aD
−n), a ∈ A
is a σn-hypertrace, i.e.
Trω(TaD
−n) = Trω(σ
n(a)TD−n)
for any a ∈ A, T ∈ L(H). In particular ϕ is a twisted trace on A. Note that for
Lipschitz-regular twisted spectral triples, the same holds when D−n is replaced
by |D|−n.
4.2 Connes-Chern character
Let (A,H, D) be a Lipschitz-regular σ-spectral triple such that D−1 ∈ Ln,∞(H)
for some n ∈ N. Here
Ln,∞(H) = {T ∈ K(H);
N∑
i=0
µi(T ) = O(N
1− 1n )}, if n > 1,
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L1,∞(H) = {T ∈ K(H);
N∑
i=0
µi(T ) = O(logN)},
where for any compact operator T ∈ K(H), its singular values are written in
decreasing order: µ1(T ) ≥ µ2(T ) ≥ · · · ≥ 0.
We recall from [8] that passage to the phase F = D|D|−1 of such a twisted
spectral triple gives a finitely summable Fredholm module which has a well-
defined Connes-Chern character in cyclic cohomology given by
ΦF (a0, a1, . . . , an) = Trace(γF [F, a0][F, a1] · · · [F, an]), a0, a1, . . . , an ∈ A,
where γ = id in the ungraded case. Since for any a ∈ A
[F, a] = |D|−1([D, a]σ − [|D|, a]σF ),
the commutators [F, ai] are differentials of the same order as D
−1 and the
operator
γF [F, a0][F, a1] · · · [F, an]
is a trace class operator. One can see that ΦF is a cyclic cocycle, i.e.
ΦF (an, a0, . . . , an−1) = (−1)nΦF (a0, a1, . . . , an), ∀a0, a1, . . . , an ∈ A,
bΦF = 0,
where b is the Hochschild coboundary operator:
bΦF (a0, a1, . . . , an+1) =
n∑
i=0
(−1)iΦF (a0, . . . , aiai+1, . . . , an+1) +
(−1)n+1ΦF (an+1a0, a1, . . . , an),
for all a0, a1, . . . , an+1 ∈ A.
Moreover, if D−1 ∈ Ln,∞(H) for an even n ∈ N, then the Connes-Chern
character can be defined without the Lipschitz-regularity assumption:
Proposition 4.2. [8] Let (A,H, D) be a graded σ-spectral triple with D−1 ∈
Ln,∞(H) for some even n ∈ N. Then the multilinear functional ΦD,σ defined by
ΦD,σ(a0, a1, . . . , an) = Trace(γD
−1[D, a0]σD
−1[D, a1]σ · · ·D−1[D, an]σ) (4.3)
for a0, . . . , an ∈ A, is a cyclic cocycle.
4.3 Index pairing and K-theory
In [8], it is shown that in the twisted case, the index pairing with ordinary K-
theory makes sense and it is given by the pairing of the Connes-Chern character
with K-theory.
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Given a graded σ-spectral triple (A,H, D) with D−1 ∈ Ln,∞(H) for some
even n ∈ N, one can write an orthogonal decomposition for the Hilbert space H
using the grading γ:
H = H+ ⊕H−,
where
H+ = {x ∈ H; γ(x) = x}, H− = {x ∈ H; γ(x) = −x}.
Now a close look at the Connes-Chern character ΦD,σ defined by (4.3) shows
the existence of a pair of Fredholm modules over A and two cocycles as follows.
With respect to the decomposition H = H+ ⊕H−, we can write
D =
[
0 D−
D+ 0
]
, a =
[
a+ 0
0 a−
]
, ∀a ∈ A,
since we have Dγ = −γD, and aγ = γa, for all a ∈ A. Then define two Hilbert
spaces
H˜+ = H+ ⊕H+, H˜− = H− ⊕H−.
There are representations π+ and π− of the algebra A on L(H˜+) and L(H˜−)
respectively given by
π±(a) =
[
a± 0
0 D−1± σ(a)∓D±
]
.
In [8], letting
F =
[
0 I±
I± 0
]
,
where I+ and I− are identity operators on H+ and H− respectively, it is shown
that the commutators [F±, π±(a)] are compact operators, hence they obtain a
pair of Fredholm modules over the algebra A. It is also shown that for any
idempotent e ∈ A, the bounded closure of operators D−1± σ(e)∓D± denoted by
f± are idempotents, and f±e± : e±H± → f±H± are Fredholm operators. Since
the index depends only on the K-theory class of the idempotent, they define a
pair of index maps by
Index±[e] = Index(f±e±),
for all idempotents e ∈MN (A).
On the other hand, the cyclic cocycle ΦD,σ defined by (4.3) consists of a pair
of cocycles Φ±D,σ given by
Φ±D,σ(a
0, . . . , an)
= Trace(D−1± (D±a
0
± − σ(a0)∓D±) · · ·D−1± (D±an± − σ(an)∓D±)),
for a0, . . . , an ∈ A.
The following proposition states that the index pairing can be expressed as
the pairing of these cocycles with K-theory:
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Proposition 4.3. [8] Given a graded σ-spectral triple (A,H, D) with D−1 ∈
Ln,∞(H) for some even n ∈ N, and an idempotent e ∈MN(A), one has
Index±[e] = Φ±D,σ(e, . . . , e).
If e∗ = σ(e), then
Index+[e] = −Index−[e].
If there exists a strongly continuous 1-parameter group of isometric auto-
morphisms {σt}t∈R with an analytic extension coinciding with σ at t = −i, then
the above index maps coincide. This assumption is denoted by (1PG). Such an
analytic extension defined on a dense subalgebra O of A is assured to exist by
a theorem of Bost in [2].
Proposition 4.4. [8] If A satisfies (1PG), then
Index+[e] = −Index−[e], ∀e ∈MN (A).
Accordingly, in [8], the relation between the cyclic cocycles Φ±D,σ has been
studied under the (1PG) assumption.
Theorem 4.5. [8] Let (A,H, D) be a graded σ-spectral triple as above and
assume that A satisfies (1PG). Then
[Φ−D,σ] = −[(Φ+D,σ)∗] ∈ HP ev(O),
where
(Φ+D,σ)
∗(a0, . . . , an) := Φ
+
D,σ(a
∗
n, . . . , a
∗
0), ∀a0, . . . , an ∈ O.
We note that in the proof of the latter [8], the homotopy invariance of the
Connes-Chern character of a finitely summable Fredholm module, established
in Lemma 1, in Part I, section 5 of [3] plays a crucial role.
4.4 Local Hochschild cocycle
In [8], as a first step to extend the local index formula [7, 13, 14] to twisted spec-
tral triples, using the Dixmier trace, a local Hochschild cocycle is constructed
for twisted spectral triples:
Proposition 4.6. [8] Let (A,H, D) be a graded σ-spectral triple such that
D−1 ∈ Ln,∞(H) for some even n ∈ N. Then the n + 1-linear form on A
defined by
ΨD,σ(a0, a1, . . . , an)
= Trω(γa0[D, σ
−1(a1)]σ · · · [D, σ−n(an)]σ|D|−n)
for a0, . . . , an ∈ A, is a Hochschild cocycle.
In the ungraded case, for a Lipschitz-regular σ-spectral triple of odd summa-
bility degree, the Hochschild cocycle is given by
ΨD,σ(a0, a1, . . . , an)
= Trω(a0[D, σ
−1(a1)]σ · · · [D, σ−n(an)]σ|D|−n),
for any a0, . . . , an ∈ A.
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The above cocycle identities are proved in [8] using Proposition 4.1 and the
fact that for any a, b ∈ A:
[D, ab]σ = [D, a]σb+ σ(a)[D, b]σ.
In [8, 17], the above local Hochschild cocycle is obtained in a heuristic man-
ner as follows. For an ordinary spectral triple (A,H, D), consider the local
Hochschild cocycle
ΨD(a0, . . . , an) = Trω(γa0[D, a1] · · · [D, an]D−n),
for any a0, . . . , an ∈ A. One can move D−n to the left and distribute it among
the factors to write this cocycle in the form:
ΨD(a0, . . . , an) = Trω(γa0(Da1D
−1−a1) · · · (DnanD−n−Dn−1anD−n+1)D−n).
In order to construct a local Hochschild cocycle for twisted spectral triples, they
replace each DkaD−k in the latter by Dkσ−k(a)D−k and reverse the process of
moving the D−n to the left which leads to the above local Hochschild cocycle for
twisted spectral triples. We note that the Connes-Chern character introduced
in Proposition 4.2 can be obtained in a similar manner.
5 Hochschild class of the Connes-Chern charac-
ter
For any algebra A, there is an obvious pairing between the space of Hochschild
n-cochains Cn(A,A∗), i.e. the space of (n+1)-linear functionals on A, and the
space of Hochschild n-chains A⊗(n+1), given by
〈ϕ, a0 ⊗ a1 ⊗ · · · ⊗ an〉 := ϕ(a0, . . . , an).
This pairing satisfies
〈bϕ, c〉 = 〈ϕ, b(c)〉
where the Hochschild operators for the cochains and chains are given by:
bϕ(a0, a1, . . . , an+1) =
n∑
i=0
(−1)iϕ(a0, . . . , aiai+1, . . . , an+1) +
(−1)n+1ϕ(an+1a0, a1, . . . , an),
b(a0 ⊗ a1 ⊗ · · · ⊗ an+1) =
n∑
i=0
(−1)ia0 ⊗ · · · ⊗ aiai+1 ⊗ · · · ⊗ an+1 +
(−1)n+1an+1a0 ⊗ a1 ⊗ · · · ⊗ an, (5.4)
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for a0, . . . , an+1 ∈ A. It follows that, if two cocycles ϕ1 and ϕ2 are cohomologous
with ϕ1−ϕ2 = bψ, then they yield the same value on any Hochschild cycle since
we have
〈ϕ1, c〉 − 〈ϕ2, c〉 = 〈bψ, c〉 = 〈ψ, b(c)〉 = 0 if b(c) = 0.
As we saw in Section 4, to any twisted spectral triple, in particular to an
ordinary spectral triple, with certain conditions one can associate the Connes-
Chern character and a local Hochschild cocycle. Connes’ character formula
(or Connes’ Hochschild character theorem) states that in the case of ordinary
spectral triples, these two cocycles yield the same value on any Hochschild cycle
[5, 12, 14].
In this section the analogue of Connes’ character formula for the class of
twisted spectral triples introduced in Subsection 3.3 is investigated which we
explain next following [10].
5.1 Connes’ character formula and twisting by scaling au-
tomorphisms
In Subsection 3.3, we saw that using conformal similarities of a spectral triple
(A,H, D), one can construct a twisted spectral triple (cf. [17]). We recall
that the set of conformal similarities of a spectral triple (A,H, D), denoted
by Sim(A,H, D), consists of all unitary operators U on H, such that
UAU∗ = A, and UDU∗ = µ(U)D, for some µ(U) > 0.
Recall that Sim(A,H, D) is a group and the map µ : Sim(A,H, D)→ (0,∞) is
a character. We fix a subgroup G ⊂ Sim(A,H, D) and let AG be the crossed
product algebra A⋊G. The formula
σ(aU) = µ(U)−1aU, ∀a ∈ A, U ∈ G,
defines an automorphism of AG, and (AG,H, D) is a σ-spectral triple [17]. We
will assume that the base spectral triple (A,H, D) is regular, i.e. the operators
A, [D,A] are in the domain of all powers of the derivation δ(·) = [|D|, ·]. We
also assume that D−1 ∈ Ln,∞(H) for some fixed even number n ∈ 2N, and that
the twisted spectral triple (AG,H, D) is graded.
From the regularity of the base spectral triple, it easily follows that the
twisted spectral triple (AG,H, D) is Lipschitz-regular. Therefore, by passage
to the phase, one can associate the Connes-Chern character to the Fredholm
module (AG,H, F = D|D|−1). To recall, this is a cyclic n-cocycle given by
ΦF (a0U0, a1U1, . . . , anUn) = Trace(γF [F, a0U0][F, a1U1] · · · [F, anUn])
for all ai ∈ A, Ui ∈ G, i = 0, . . . , n. Here γ denotes the grading. Also there is a
Hochschild n-cocycle given by
ΨD,σ(a0U0, a1U1, . . . , anUn)
= Trω(γa0U0[D, σ
−1(a1U1)]σ · · · [D, σ−n(anUn)]σ|D|−n)
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for all ai ∈ A, Ui ∈ G, i = 0, . . . , n.
We recall from [12] how
ΦF (a0U0, a1U1, . . . , anUn) = Trace(γF [F, a0U0][F, a1U1] · · · [F, anUn])
can be approximated by the trace of finite rank operators using a cutoff. Let
g : R → R be a smooth function which takes the value 1 on [0, 12 ], decreases to
0 on [ 12 , 1], is 0 for t > 1, g(−t) = g(t) for t < 0, and
∫∞
0
g′(u)du = −1. Define
the operators At = g(t|D|) for t > 0. The operators At, t > 0, are positive,
finite rank, and satisfy P1/2t ≤ At ≤ P1/t, where PN is the spectral projector of
|D| on the interval [0, N ]. Given a Hochschild n-cycle
c =
k∑
j=1
a0jU0j ⊗ a1jU1j ⊗ · · · ⊗ anjUnj ,
it is proved in [12] that
ΦF (c) = 2 lim
t↓0
Ψt(c), (5.5)
where
Ψt(a0U0, a1U1, . . . , anUn)
:= −Trace(γa0U0[F, a1U1] · · · [F, an−1Un−1]F [At, anUn]).
The proof of this is essentially based on two facts (cf. [12]). The first is that
the operator trace is normal, and the second is that, since b(c) = 0, one has
k∑
j=1
a0jU0j [F, a1jU1j ] · · · [F, an−1,jUn−1,j ]anjUnj
=
k∑
j=1
anjUnja0jU0j [F, a1jU1j ] · · · [F, an−1,jUn−1,j].
For convenience, we drop the index j and the summation in the formula for
the Hochschild cycle c, and simply write
c = a0U0 ⊗ a1U1 ⊗ · · · ⊗ anUn.
Lemma 5.1. [10] The operator a0U0[F, a1U1] · · · [F, an−1Un−1]F |D|n−1 is bounded.
Proof. Using the identity U [F, a] = [F,UaU∗]U , for all a ∈ A,U ∈ G, one can
see that
a0U0[F, a1U1] · · · [F, an−1Un−1]F |D|n−1
= µ(U0U1 · · ·Un−1)n−1a0[F,U0a1U∗0 ] · · ·
[F,U0U1 · · ·Un−2an−1U∗n−2 · · ·U∗1U∗0 ]F |D|n−1U0U1 · · ·Un−1.
The boundedness of the latter follows from the fact that the operator
a′0[F, a
′
1] · · · [F, a′n−1]F |D|n−1
is bounded for any a′0, . . . , a
′
n−1 ∈ A, which is proved in [12].
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For convenience let
R = −γa0U0[F, a1U1] · · · [F, an−1Un−1]F |D|n−1 ∈ L(H).
Then we have:
Ψt(a0U0, a1U1, . . . , anUn) = Trace(R|D|−(n−1)[At, anUn]).
In the sequel we will impose the following extra condition on the Hochschild
cycle c = a0U0⊗a1U1⊗· · ·⊗anUn (note that we have dropped the summation):
Condition 5.2. We shall assume that
lim
t↓0
Trace(R|D|−(n−1)[At, anUn]) = lim
t↓0
Trace(R|D|−(n−1)[At, an]Un).
For example, if µ(Un) = 1 then this condition is satisfied.
The function Ψ′t(a0U0, a1U1, . . . , anUn) := Trace(R|D|−(n−1)[At, an]Un) is
continuous on the interval 1t ≥ e, and has a limit as 1t → ∞, therefore it is
bounded. Hence the evaluation of the state ω on the corresponding element in
the C∗-algebra Cb([e,∞))/C0([e,∞)) will yield this limit which will be denoted
by
lim
t−1→ω
Ψ′t(a0U0, a1U1, . . . , anUn).
To compute this limit, one can use the following proposition of Connes. For a
detailed discussion, we refer the reader to [12].
Proposition 5.3. Let f : [0,∞)→ [0,∞) be a continuous function, p > 1, and∑
kmk(f)e
pk <∞, where for each k
mk(f) = sup{f(u); k ≤ log u ≤ k + 1}.
Then Mp =
∫∞
0 f(u)u
p−1du is finite and
lim
t−1→ω
tpTrace(f(t|D|)S) =MpTrω(S|D|−p),
provided S ∈ L(H), and D−1 ∈ Lp,∞(H).
Also we use Lemma 10.29 of [12].
Lemma 5.4. If g(t) = h(t)2 where h ∈ D(R) is also a cutoff, and if a ∈ A,
then
‖ [g(t|D|), a]− 1
2
{g′(t|D|), tδa} ‖n−= o(t) as t ↓ 0.
We note that ‖ · ‖n− is defined in [12].
The argument following the above lemma in [12] applies verbatim to our
case by simply replacing R by UnR, and it follows that
lim
t−1→ω
Ψ′t(a0U0, a1U1, . . . , anUn)
= nTrω(γa0U0[F, a1U1] · · · [F, an−1Un−1]D−1δ(an)Un)
= nTrω(γa0U0[F, a1U1] · · · [F, an−1Un−1]δσσ−1(anUn)D−1), (5.6)
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where δ(x) = [|D|, x] and δσ(x) = [|D|, x]σ.
The last step is to prove that the local Hochschild cocycle ΨD,σ is cohomol-
ogous to ζσn defined by
ζσn (a0U0, a1U1, . . . , anUn)
= nTrω(γa0U0[F, a1U1] · · · [F, an−1Un−1]δσσ−1(anUn)D−1)
for any ai ∈ A, and Ui ∈ G, i = 0, . . . , n. This will be achieved by defining the
cochains ζσ1 , . . . , ζ
σ
n−1 by defining ζ
σ
k (a0U0, a1U1, . . . , anUn) as
nTrω(γa0U0[F, a1U1] · · · [F, ak−1Uk−1]D−1δσ(akUk)[F, ak+1Uk+1] · · · [F, anUn])
for any ai ∈ A, Ui ∈ G, i = 0, . . . , n. Then using the following two lemmas, one
can see that ΨD,σ is cohomologous to ζ
σ
n , hence they yield the same value on
any Hochschild cycle.
Lemma 5.5. [10] The cochains ζσ1 , . . . , ζ
σ
n are mutually cohomologous Hochschild
cocycles.
Proof. First we show that bζσn = 0. For any ai ∈ A, Ui ∈ G, we have
bζσn (a0U0, . . . , an+1Un+1)
= Trω(γa0U0a1U1[F, a2U2] · · · [F, anUn][|D|, σ−1(an+1Un+1)]σD−1)−
Trω(γa0U0[F, a1U1a2U2] · · · [F, anUn][|D|, σ−1(an+1Un+1)]σD−1)−
· · ·+
Trω(γa0U0[F, a1U1] · · · [F, an−1Un−1][|D|, σ−1(anUnan+1Un+1)]σD−1)
−Trω(γan+1Un+1a0U0[F, a1U1] · · · [F, an−1Un−1][|D|, σ−1(anUn)]σD−1)
= Trω(γa0U0a1U1[F, a2U2] · · · [F, anUn][|D|, σ−1(an+1Un+1)]σD−1)
−Trω(γa0U0a1U1[F, a2U2] · · · [F, anUn][|D|, σ−1(an+1Un+1)]σD−1)
−Trω(γa0U0[F, a1U1]a2U2 · · · [F, anUn][|D|, σ−1(an+1Un+1)]σD−1)
· · ·
+Trω(γa0U0[F, a1U1] · · · [F, an−1Un−1]anUn[|D|, σ−1(an+1Un+1)]σD−1)
+Trω(γa0U0[F, a1U1] · · · [F, an−1Un−1][|D|, σ−1(anUn)]σ
σ−1(an+1Un+1)D
−1)
−Trω(γan+1Un+1a0U0[F, a1U1] · · · [F, an−1Un−1][|D|, σ−1(anUn)]σD−1).
The latter vanishes because of successive cancellations, where the last two terms
cancel each other since using the identity
D−1an+1Un+1 − σ−1(an+1Un+1)D−1 = −D−1[D, σ−1(an+1Un+1)]σD−1,
one obtains a trace class operator which vanishes under the Dixmier trace.
Now we introduce cochains ησ1 , . . . , η
σ
n−1 such that ζ
σ
k − ζσk+1 = bησk for all
k = 1, . . . , n− 1, and this will finish the proof.
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Using the identities
D−1δσ(akUk)− δσσ−1(akUk)D−1 = −D−1δ([D, ak])D−1Uk,
|D|−1[F, ajUj ]− [F, σ−1(ajUj)]|D|−1 = −|D|−1[F, δσσ−1(ajUj)]|D|−1,
F [F, ajUj] = −[F, ajUj ]F,
we can move D−1 in the formula for ζσk to the right under the Dixmier trace
and obtain the following expression.
ζσk (a0U0, a1U1, . . . , anUn)
= nTrω(γa0U0[F, a1U1] · · · [F, ak−1Uk−1]
D−1δσ(akUk)[F, ak+1Uk+1] · · · [F, anUn])
= (−1)n−knTrω(γa0U0[F, a1U1] · · · [F, ak−1Uk−1]
δσ(σ
−1(akUk))[F, σ
−1(ak+1Uk+1)] · · · [F, σ−1(anUn)]D−1).
Therefore (ζσk − ζσk+1)(a0U0, a1U1, . . . , anUn) is equal to
(−1)n−knTrω(γa0U0[F, a1U1] · · · [F, ak−1Uk−1]Rσk [F, σ−1(ak+2Uk+2)]
· · · [F, σ−1(anUn)]D−1),
where
Rσk = δσσ
−1(akUk)[F, σ
−1(ak+1Uk+1)] + [F, akUk]δσσ
−1(ak+1Uk+1).
Now we define
ησk (a0U0, . . . , an−1Un−1)
= (−1)knTrω(γa0U0[F, a1U1] · · · [F, ak−1Uk−1]
[F, δσσ
−1(akUk)][F, σ
−1(ak+1Uk+1)] · · · [F, σ−1(an−1Un−1)]D−1).
Finally, using the identity
[F, δσσ
−1(akUkak+1Uk+1)]
= Rσk + [F, δσσ
−1(akUk)]σ
−1(ak+1Uk+1) + akUk[F, δσσ
−1(ak+1Uk+1)],
one can see that ζσk − ζσk+1 = bησk .
Lemma 5.6. [10] The cochain ΨD,σ− 1n (ζσ1 + · · ·+ζσn ) is a Hochschild cobound-
ary.
Proof. Let a0U0, a1U1, . . . , anUn ∈ AG. Since
|D|−1[D, ajUj ]σ − [D, σ−1(ajUj)]σ|D|−1
= |D|−1[D, aj ]Uj − µ(Uj)[D, aj ]Uj |D|−1
= |D|−1[D, aj ]Uj − [D, aj ]|D|−1Uj
= −|D|−1δ([D, a])|D|−1U,
22
in the expression for ΨD,σ we can replace each [D, σ
−1(ajUj)]σ|D|−1 by
|D|−1[D, ajUj ]σ. Therefore
ΨD,σ(a0U0, a1U1, . . . , anUn)
= Trω(γa0U0[D, σ
−1(a1U1)]σ · · · [D, σ−n(anUn)]σ|D|−n)
= Trω(γa0U0[D, σ
−1(a1U1)]σ|D|−1 · · · [D, σ−1(anUn)]σ|D|−1). (5.7)
Also we have
[D, σ−1(ajUj)]σ|D|−1 = [F, ajUj ] + δσσ−1(ajUj)D−1 + [F, δσσ−1(ajUj)]|D|−1.
Since
[F, δσσ
−1(ajUj)] = µ(Uj)[F, δ(aj)Uj]
= µ(Uj)[F, δ(aj)]Uj
= µ(Uj)|D|−1(δ([D, aj ])− δ2(aj)F )Uj ,
the terms containing [F, δσσ
−1(ajUj)]|D|−1 yield trace class operators which
vanish under the Dixmier trace. So we can replace each
[D, σ−1(ajUj)]σ|D|−1
by
[F, ajUj ] + δσσ
−1(ajUj)D
−1.
Therefore (5.7) is the sum of 2n terms. The term
Trω(γa0U0[F, a1U1] · · · [F, anUn])
is zero because one can write a0U0 = F [F, a0U0] + Fa0U0F , and
γF [F, a0U0][F, a1U1] · · · [F, anUn]
is trace class. Therefore the term is equal to
Trω(γFa0U0F [F, a1U1] · · · [F, anUn])
= (−1)nTrω(γFa0U0[F, a1U1] · · · [F, anUn]F )
= −Trω(Fγa0U0[F, a1U1] · · · [F, anUn]F )
= −Trω(γa0U0[F, a1U1] · · · [F, anUn]).
Hence it has to be zero.
The terms having exactly one factor of the form δσσ
−1(ajUj)D
−1 add up
to 1n (ζ
σ
1 + · · ·+ ζσn ), and to finish the proof we show that the terms with more
than one factors of the form δσσ
−1(ajUj)D
−1 are Hochschild coboundaries. For
example let us consider the case when two consecutive factors of the above form
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yield the term
Trω(γa0U0[F, a1U1] · · · [F, aj−1Uj−1]δσσ−1(ajUj)
D−1δσσ
−1(aj+1Uj+1)D
−1[F, aj+2Uj+2] · · · [F, anUn])
= Trω(γa0U0[F, a1U1] · · · [F, aj−1Uj−1]δσσ−1(ajUj)
δσσ
−2(aj+1Uj+1)D
−2[F, aj+2Uj+2] · · · [F, anUn])
= Trω(γa0U0[F, a1U1] · · · [F, aj−1Uj−1]δσσ−1(ajUj)
δσσ
−2(aj+1Uj+1)[F, σ
−2(aj+2Uj+2)] · · · [F, σ−2(anUn)]D−2). (5.8)
Now using the identity
δ2σσ
−2(ajaj+1) = δ
2
σσ
−2(aj)σ
−2(aj+1)+2δσσ
−1(aj)δσσ
−2(aj+1)+ajδ
2
σσ
−2(aj+1),
one can see that (5.8) is equal to bϕσj (a0U0, a1U1, . . . , anUn) where
ϕσj (a0U0, a1U1, . . . , an−1Un−1)
=
(−1)j
2
Trω(γa0U0[F, a1U1] · · · [F, aj−1Uj−1]
δ2σσ
−2(ajUj)[F, σ
−2(aj+1Uj+1)] · · · [F, σ−2(an−1Un−1)]D−2).
Hence, considering (5.5), Condition 5.2, and (5.6) we have proved the fol-
lowing:
Theorem 5.7. [10] The cyclic cocycle ΦF and the local Hochschild cocycle
2ΨD,σ yield the same value on any Hochschild n-cycle
c =
k∑
j=1
a0jU0j ⊗ a1jU1j ⊗ · · · ⊗ anjUnj
that satisfies Condition 5.2.
6 A local index formula for twisted spectral triples
In [17], an Ansatz for a local index formula for twisted spectral triples is given
and its validity for twisted spectral triples obtained from scaling automorphisms
of spectral triple, has been verified. This formula is given in terms of residue
functionals and twisted commutators. In this section we sketch very briefly
some of the ideas in [17].
6.1 Moscovici’s Ansatz
In Subsection 4.4, we explained the heuristic manner for obtaining the local
Hochschild cocycle for twisted spectral triples from the one for ordinary spectral
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triples. In a rather similar manner one can obtain Moscovici’s Ansatz for a local
index formula for twisted spectral triples from the original local index formula
of Connes and Moscovici discussed in Section 2. The Ansatz suggests that for
a σ-spectral triple (A,H, D), the twisted version of the local character should
be given by
ϕσn(a0, . . . , an) :=∑
k
cn,k
∫
−a0[D, σ−2k1−1(a1)](k1)σ · · · [D, σ−2(k1+···+kn)−n(an)](kn)σ |D|−n−2|k|,
where the iterated twisted commutators [D, a]
(k)
σ are defined in [17]. Here again∫
−P = Resz=0Trace(P |D|−2z).
Therefore an analogue of the simple dimension spectrum hypothesis is assumed.
Namely, one needs to assume that there exists a discrete subset of the complex
plane such that for any operator P in an algebra of twisted pseudodifferential op-
erators associated to the twisted spectral triple (A,H, D, σ), P |D|−2z is a trace
class operator provided Re(z) is large enough, and ζP (z) := Trace(P |D|−2z)
has a meromorphic extension to the plane with at most simple poles in this
discrete set. We note that, as it is emphasized in [17], there is no canonical way
of constructing an algebra of twisted pseudodifferential operators for a general
twisted spectral triple. Also, in the twisted case, for formulating analogue of
the regularity condition, one needs to postulate that the automorphism σ has
an extension to a larger algebra which contains the twisted differential forms.
Another necessary condition for the validity of the Ansatz is a σ-invariance of
the residue functionals which is related to the Selberg principle for reductive
Lie groups [17].
6.2 A local index formula for spectral triples twisted by
scaling automorphisms
Let (AG,H, D) denote a twisted spectral triple obtained by scaling automor-
phisms of an ordinary finitely summable regular spectral triple, introduced in
Subsection 3.3 and let Ψ(AG,H, D) := Ψ(A,H, D) ⋊ G denote the associated
algebra of twisted pseudodifferential operators. The automorphism σ extends
to an automorphism of Ψ(AG,H, D) and it is required that for any P in this
algebra [17]: ∫
−P =
∫
− σ(P ). (6.9)
Definition 6.1. [17] The twisted JLO bracket of order q as a q+1-linear form
on Ψ(AG,H, D) is defined by
〈a0U∗0 , . . . , aqU∗q 〉D =
∫
∆q
Trace
(
γ a0U
∗
0 e
−s0µ(U0)
2D2 a1U
∗
1 e
−s1µ(U0U1)
2D2 · · ·
· · · aqU∗q e−sqµ(U0···Uq)
2D2
)
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for all a0, . . . , aq ∈ A and U0, . . . , Uq ∈ G, where
∆q := {s = (s0, . . . , sq) ∈ Rq+1; sj ≥ 0, s0 + · · ·+ sq = 1}.
In [17], it is assumed that a0, . . . , aq are polynomials in D and elements of A
and [D,A] which are homogeneous in λ as D is replaced by λD. The expression
obtained from replacing each D occurring in a0, . . . , aq by ǫ
1/2D is denoted by
〈a0U∗0 , . . . , aqU∗q 〉D(ǫ). Equivalently, one has
〈a0U∗0 , . . . , aqU∗q 〉D(ǫ) = ǫ
m
2 〈a0U∗0 , . . . , aqU∗q 〉ǫ1/2D ,
where m is the total degree of λ in a0 · · · aq after replacing each D by λD.
Proposition 6.2. [17] If a0 ∈ A and a1, . . . , aq ∈ [D,A], then there is an
asymptotic expansion
〈a0U∗0 , . . . , aqU∗q 〉D(ǫ) ∼
∑
j∈J
(cj + c
′
j log ǫ) ǫ
q
2
−ρj + O(1) as ǫց 0
where ρ0, . . . , ρm are points in the half plane Re(z) ≥ q2 .
The twisted version of the JLO cocycles is defined by
Jq(D)(A0, . . . , Aq) = 〈A0, [D, σ−1(A1)]σ, . . . , [D, σ−q(Aq)]σ〉D
for A0, . . . , Aq ∈ AG. Since in the twisted case this does not define a cocycle,
in [17], by considering
Jq(ǫ1/2D)(A0, . . . , Aq) = ǫ
q
2 〈A0, [D, σ−1(A1)]σ, . . . , [D, σ−q(Aq)]σ〉ǫ1/2D
for ǫ > 0, and passing to the constant term using the above proposition, ϕσq is
defined by
ϕσq (A0, . . . , Aq) := 〈A0, [D, σ−1(A1)]σ, . . . , [D, σ−q(Aq)]σ〉D |0 .
It follows from the following two results [17] that for any twisted spectral
triple obtained by conformal perturbation of an ordinary finitely summable reg-
ular spectral triple and satisfying a Selberg type invariance condition (6.9), one
can associate a local cyclic cocycle for its Connes-Chern character.
Theorem 6.3. [17] The cochain {ϕσq } satisfies the cocycle identity in the (b,
B)-bicomplex:
bϕσq−1(a0U
∗
0 , . . . , aqU
∗
q ) +Bϕ
σ
q+1(a0U
∗
0 , . . . , aqU
∗
q ) = 0,
for all a0, . . . , aq ∈ A and U0, . . . , Uq ∈ G.
Theorem 6.4. [17] The cocycle {ϕσq } is cohomologous to the Connes-Chern
character associated to the twisted spectral triple (AG,H, D) in the periodic
cyclic cohomology HP ∗(AG).
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