This paper investigates exposure to banking crises. Based on a long-term perspective and descriptive statistics, Reinhart and Rogoff (2008 , 2009 ) and Qian et al. (2011 concluded that banking crises are equal opportunity menaces in the sense that both advanced and developing economies face the same exposure. This paper confirms this result, relying on the hazard function of a duration model. Moreover, we extend the concept that banking crises are an equal opportunity menace in two directions. First, we show that graduation from inflation, currency, or debt crises does not reduce the exposure to banking crises. Second, we indicate that top banking centers do not have a higher exposure to banking crises.
I. Introduction
seminal paper renewed the empirical field of financial crises through a large historical database that covered 70 countries over more than two centuries. Their book (Reinhart & Rogoff 2009 ) became a cornerstone of financial history literature, providing numerous statistical analyses and original interpretations. However, their results have also been critically analyzed. The first set of criticisms concerns the statistical treatment that proved their stylized facts. As mentioned by Parent (2012) , Reinhart and Rogoff (2008, 2009 ) based their explanations on apparent correlations and provided only a descriptive analysis. Several critical comments particularly focused on the relationship between the 90% public debt threshold and economic growth (Herndon et al. 2014 (Herndon et al. , Égert 2015 . The second set of criticisms is concerned with their way of addressing economic history without considering the cultural, political, and institutional differences across countries and over time. The main differentiation criterion used by Reinhart and Rogoff is the income level of countries. However, this criterion might be considered insufficient to capture a potential heterogeneity between countries in the frequency of financial crises. This second set has primarily been introduced by economic historians (Calomiris & Haber 2014 , Parent 2012 . According to Calomiris and Haber (2014) , "the fragility of banks and the scarcity of bank credit reflect the structure of a country's fundamental political institutions" (p.12).
First, this paper proposes to provide an econometric basis for one of Reinhart and Rogoff's stylized facts: the equal opportunity menace of banking crises. More precisely, Reinhart and Rogoff (2008, 2009 ) and Qian et al. (2011) investigate the risks of recidivism for different types of financial crises and introduce the concept of graduation to describe the absence of recurrence of banking and financial crises. According to their results, advanced economies seem to have graduated from default and inflation crises. However, no subset of countries has graduated from banking crises. Therefore, banking crises are considered an equal opportunity menace, occurring similarly in high-, middle-, and low-income countries. In particular, the database provided by Reinhart (2010) can be used to assess the average exposure to a banking crisis from a long-term perspective. This database shows that the average probability of a banking crisis was 3% over the period 1800~2010. 1) This frequency captures the unconditional probability that a banking crisis occurs and corresponds, as regards periods, to a crisis every 33 years on average. To investigate this stylized fact in depth, we followed Bouvatier (2017) and relied on a duration model to assess exposure to banking crises.
The duration model provides a complementary insight into the risk of banking crises. Indeed, duration models serve to identify the hazard function that characterizes banking crises, which gives the variation over time in the conditional probability that a banking crisis occurs given an elapsed duration since the last banking crisis. The hazard function does not suggest that banking crises occur in a deterministic manner but rather identifies whether banking crises occur more frequently over a specific duration. Therefore, the shape of the hazard function captures the risk of a banking crisis in a dynamic setting. A high recurrence translates into higher probabilities of surviving a crisis when long durations without a crisis are reached as this situation is rarely observed. According to the equal opportunity menace of banking crises (Reinhart & Rogoff 2008 , 2009 , Qian et al. 2011 , it might be expected that the hazard function should not depend on the income level of countries.
Second, this paper considers supplementary differentiation criteria to investigate graduation from banking crises. Reinhart and Rogoff (2008, 2009 ) and Qian et al. (2011) use only one criterion to discriminate between countries: income level and, more precisely, the income group classification by the World Bank. Their results show that this criterion is not meaningful; average The contributions of this paper are twofold. First, we contribute to the literature on the quantitative history of financial crises, bringing new insights into the prevalence of banking crises from a long-term perspective. We relied on discrete-time duration models to obtain a quantitative assessment of exposure to banking crises, and we documented and highlighted some original stylized facts about the prevalence of banking crises. Our major findings are as follows:
(1) the shape of the hazard function obtained for banking crises is not extremely different between advanced and other economies; (2) the occurrence of currency and inflation crises increases the risk of banking crises; (3) countries that have graduated from external debt, currency, or inflation crises (i.e., recording long durations without such crises) do not benefit from a lower exposure to a banking crisis; and (4) the major banking centers are not more exposed to the recurrence of banking crises. These results were mainly obtained by introducing interaction variables in a discrete-time duration model to capture whether the hazard function deviates from the baseline function for a subgroup of countries. Several robustness checks were implemented, particularly concerning the sample size and the definition of interaction variables. The results support the equal opportunity menace of banking crises highlighted by Reinhart and Rogoff (2008, 2009 ) and Qian et al. (2011) , the empirical evidence shows that the hazard function does not meaningfully depend on the income level of countries.
Further, considering alternative specifications of the discrete-time duration model, we successively assessed whether countries prone to non-banking financial crises and with major banking centers face a higher risk of recidivism of banking crises. In particular, the results support the chain of causation that runs from currency to banking crises suggested by Stoker (1995) : the empirical evidence shows that countries in a currency or a post-currency crisis period face a higher risk of falling into a banking crisis. The hazard functions are not meaningfully different between countries that have gone decades without a currency crisis and those that have gone more generally without a non-banking financial crisis. We also found that the hazard function does not meaningfully deviate from the baseline regarding major banking centers. Therefore, the results allow the extension of the concept of banking crises as an equal opportunity menace that was introduced by Reinhart and Rogoff (2008, 2009 ) and Qian et al. (2011) .
Second, the empirical analysis implemented in this paper required the identification of banking centers over a long-term perspective. Therefore, based on Reed (1981) , Choi et al. (1986 ), Choi et al. (2014 , and qualitative works by historians (such as Kindleberger 1974 and Cassis 2010) , we compiled a new database that ranks banking centers over more than two centuries.
The remainder of the paper is organized as follows: Section Ⅱ describes the criteria used to differentiate between countries. Section Ⅲ presents the empirical models. Section Ⅳ presents the results and discusses the different shapes of hazard functions. Section Ⅴ concludes the paper.
II. Differentiation Criteria in the Prevalence of Banking Crises
In this section, we present the databases used to identify banking crises and the three criteria that we used to investigate differences between countries in the prevalence of banking crises: income level, the prevalence of other financial crises, and the status of major banking center.
A. Prevalence of banking crises
First, we have to specify the set of banking crises considered in this paper. The main objective was to get a large sample that covered many countries over a long time span. We merged the banking crises database of Reinhart (2010) , which identifies the episodes of banking crises in 70 countries across the period 1800~2010, with the banking crises database of Laeven and Valencia (2013) , which covers 162 countries over the period 1970~2011, to specify our baseline sample. 2) Reinhart (2010) and Laeven and Valencia (2013) used events methodology to identify banking crises. However, Chaudron and de Haan (2014) indicated that most banking crises databases that use events methodology are inherently subjective. Thus, the Reinhart (2010) and Laeven and Valencia (2013) databases have not identified the same banking crises for countries and periods. For a robustness check, a smaller sample including only the banking crises identified by Reinhart (2010) was used to estimate the models.
The banking crises reported in the Reinhart (2010) and Laeven and Valencia (2013) databases may have occurred over the course of several years. The treatment of these multi-year events is important to analyze the frequency of banking crises and to compute the time elapsed since the last crisis. The standard recommendation for these multi-year events (Beck et al. 1998) was to drop all but the initial year of the banking crisis and to set the duration of time without a banking crisis to 1 when countries have a first year without a banking crisis. Then, each banking crisis event is associated with a single year and yearly observations can be treated as independent of one another. 3)
The baseline sample used to estimate the baseline specification was composed of 10,047 observations from 148 countries and covered 336 banking crises. Therefore, banking crisis episodes represent approximately 3.34% of the sample, which corresponds to the unconditional probability of a banking crisis occurring. As regards periods, banking crises occur on average every 30 years.
2) The Reinhart (2010) database was used as the primary source owing to its long time span. The Laeven and Valencia (2013) database was then used to include countries and periods that are missing in the Reinhart (2010) database. 3) Therefore, the duration and the depth of banking crises were disregarded. We note, however, that the average duration of a banking crisis is 2.18 years. Moreover, 60% of the banking crises occurred over a single year and 88% did not happen over more than 3 years. Lastly, mean-comparison tests show that we have no systematic difference in duration of banking crises between advanced and non-advanced countries and between banking centers and other countries.
B. Income level
The relationship between financial development and economic growth is not apparent.
According to Levine's (2005) seminal papers, a positive relationship exists between economic performance and financial development, which can be explained by better public information, better private monitoring, a higher quality of institutions, a higher quality of regulations, and so on. Banking crises might be expected to be less frequent in advanced countries as they have more developed financial systems. Therefore, the income-level criterion can be logically considered to determine differences between countries in the frequency of banking crises. However, another segment of the literature questions this positive relationship and states the importance of the credit channel (Minsky 1986) . Recently, some empirical findings have suggested that excessive growth in the financial sector can harm real growth (Cecchetti & Kharroubi 2015) .
Therefore, advanced countries might be more prone to financial instabilities and credit crunches and may potentially face more banking crises.
We relied on Gross Domestic Product (GDP) per capita to investigate the ambiguous relationship between the income levels of countries and the prevalence of banking crises. We used GDP per capita normalized by year, given by  
the GDP per capita for country  at year ,    and   are the mean and the standard deviation, respectively, of GDP per capita at year  computed over the whole set of countries available in the databases. 4) In sum, the normalization ensures we get a stationary and time-varying indicator that annually ranks countries by level of economic development. We also relied on the income group classification provided by the World Bank for a robustness check (Reinhart and Rogoff 2008 , 2009 , Qian et al. 2011 to divide countries into three groups: high-, middle-, and low-income levels. The current method of classification used by the World Bank dates to 1987 and is based on gross national income per capita. Hence, in a long-term perspective (i.e., 1800~2010), the composition of income groups is considered time-invariant when the income group classification provided by the World Bank is used. Thus, alternatively using GDP per capita and income groups, we can examine whether the hazard function characterizing banking crises depends on economic development.
C. Exposure to non-banking financial crises
Exposure to banking crises might be related to exposure to other categories of financial crises. Over the last two centuries, numerous inflation, currency, and debt crises have been recorded (Reinhart 2010) . These categories of crises may interact and appear to be closely associated with banking crises in some scenarios.
4) Data sources are reported in Appendix 1.
After the publication of the famous A Monetary History of the United States, 1867~1960
by Friedman and Schwartz (1963) , many research studies have dealt with the consequences of high inflation on the real economy. Especially, under high inflation, the circulation of cash money is higher, which dramatically decreases deposits in banks. For instance, the hyperinflation during the Weimar Republic in Germany in 1922~1923 induced major bank difficulties (Balderston 1991) . When considering banking sector problems during the period 1980~1994, Demirgüç-Kunt and Detragiache (1998) also noticed that banking crises tend to erupt when inflation is high.
Therefore, it can be expected that the chain of causation runs from inflation to banking crises.
Second, banking and currency crises may be closely related, and this relationship was closely examined following the 1997 Asian crisis (Kaminsky & Reinhart 1999) . According to Bordo et al. (2001) , the twin crises were regular occurrences during the interwar period, non-existent in the heyday of the Bretton Woods agreement, and have become more frequent since 1973.
As mentioned previously, empirical findings suggest that the main causal chain runs from banking to currency crises. However, the reverse chain of causation (from currency to banking crises) can emerge in some scenarios. Stoker (1995) and Mishkin (1996) claim that the economic environment generated by a currency crisis (e.g., loss of international reserves, high interest rates, and exchange rate devaluation) can destabilize domestic banks, especially if numerous debts are denominated in a foreign currency.
Third, banking and debt crises also interact. The 2008 European sovereign debt crisis has renewed the interest in such interactions (Bank for International Settlements [BIS] 2011). In particular, the causal chain that runs from debt to banking crises emphasizes that debt crises can lead to a depreciation of banks' asset holdings and to an increase in banks' funding costs.
The number of causal chains that might potentially lead to a banking crisis can vary substantially across countries, particularly if some countries have graduated from a subset of non-banking financial crises. In other words, graduation from inflation, currency, or debt crises might reduce the occurrence of banking crises. Therefore, we differentiated between countries according to their degrees of graduation from inflation, currency, or debt crises, which we assessed by the time elapsed since the last inflation, currency, or debt crisis, respectively. We also examined whether the hazard function characterizing banking crises changes with the time elapsed since the last inflation, currency, or debt crisis.
D. Banking centers
Economic historians such as Braudel (1982) , Kindleberger (1974) , and Triffin (1964) highlighted the different roles played by countries inside the world financial system. The core of the international money network concentrates the major financial and banking institutions in one location, holds a large portion of the gold or currency reserves, has more developed money and capital markets, and is open to foreign investors. This segmentation between central and peripheral countries is helpful for examining the occurrence of crises. For instance, Bordo et al. (2001) and Triffin (1964) noticed that under the gold standard, financial instabilities were greater in peripheral countries than in central countries. Conversely, central countries were more crisis prone during the interwar period.
This idea of hierarchical financial centers in the global network is found among geographers of finance (Reed 1981 , Choi et al. 1986 , Sassen 1991 , Sassen 1999 , Corbridge et al. 1994 , Cottrell 2007 ). We relied on this literature to build an original database that identifies the major banking centers over the period 1800~2010.
Geographers of finance outline the different ways to characterize a financial center. Especially, they make a distinction between financial and banking centers. According to Reed (1981) , a financial center is a city with a high concentration of financial institutions that clear international financial transactions. A banking center is a place where the largest international commercial and private banks are located. In this paper, we solely focus on the long-term evolution of the world's major banking centers to examine whether this status matters for the frequency of banking crises. To the extent of our knowledge, Reed's (1981) was the first statistical contribution to
show the hierarchical structure of international banking centers and its evolution over the period 1900~1980. For the period 1900~1980, Reed (1981) selected (on a five-year basis) the largest international banks by the size (i.e., assets and deposits) and the number of foreign offices.
He then examined the location of these international banks and retained 76 cities. The cities were ranked according to the number of active offices of the international banks recorded. Hence, Reed (1981) obtained a hierarchical ranking of banking centers over the period 1900~1980.
For the contemporaneous period (1980~2010), we referred to the ranking of the world's banking centers proposed by Choi et al. (1986) and Choi et al. (2014) . Similar to Reed (1981) , they started by delimiting a sample of cities characterized by significant banking activities. Then, they considered the 300 largest banks in the world and noted where those banks located their head office and their representation in other centers. They applied network analysis to determine the hierarchical position of each city; and the rank of the city was dependent on its degree of centrality inside the global banking network. Rankings for the years 1970 and 1980 are both available in Reed (1981) and Choi et al. (2014) . They proposed similar rankings of major banking centers despite the differences in their methodologies. 5) The classifications made by Reed (1981) and Choi et al. (2014) were merged and a database of major banking centers covering the period 1900~2010 was obtained. Choi et al. (1986) and Choi et al. (2014) focused on a limited number of banking centers compared to Reed (1981) . Only14 cities were considered. As a result, over the full sample, only top-ranked banking centers can be properly tracked while regional/mid-scale banking centers might only be identified over the 1900~1980 period from Reed (1981) . In other words, the specific situation of regional/mid-scale banking centers cannot be controlled for in our empirical analysis.
5)
For earlier periods (1800~1900), we relied on the qualitative work of historians Kindleberger (1974) and Cassis (2010) . We constructed our own ranking of banking centers. For instance, the two historians recount the competition between Amsterdam, London, and Paris during the 19th century and they provided some turning points in financial history. Cassis (2010) relates the decline of Amsterdam at the beginning of the 19th century in particular, and then indicated that after 1840, Paris became more attractive for banking activities than Amsterdam. We interpreted this narrative history by changing the ranking in the classification of banking centers.
We eventually obtained a database of major banking centers over the period 1800~2010 that we used to differentiate between countries. Some countries have different banking centers (e.g., the United States with New York, Los Angeles, San Francisco, and Boston or Italy with Milan, Genoa, and Rome). Therefore, we considered that the ranking of a given country corresponded to the best ranking of its cities. Moreover, according to the various sources used to rank banking centers over the period 1800~2010, and bearing in mind the inherent subjectivity of the final ranking, we used the database to identify the top eight countries with major banking centers (and the top five for a robustness check) so as to not give too much weight to the places in the ranking. The top eight countries were allowed to generally cover the global financial centers identified by Reed (1981) . In other words, we examined whether the hazard function characterizing banking crises differs for countries with a top-ranked banking center.
III. The Empirical Models
We followed Bouvatier (2017) to specify the baseline model. The baseline specification was used to identify the hazard function characterizing banking crises. Next, we expanded the baseline specification to examine whether the shape of the hazard function characterizing banking crises depends on the three differentiation criteria discussed in the previous section.
A. The baseline model
We used a pooled discrete-time duration model to estimate the hazard function for banking crises. This model is a logit specification including a spline function to capture the time dependence, and the baseline model is as follows:
where the subscripts refer to country  in period . The variable   is a binary variable that is equal to 1 if a banking crisis occurs and equal to 0 otherwise;   is a set of covariates;
and  is a vector of parameter estimates. The covariates   are considered control variables.
In particular, economic development is controlled to assess whether advanced economies have a lower exposure to banking crises. However, the main objective of the estimate is to capture the time dependence (i.e., the hazard function).
The variables      ⋯  are those used to capture the time dependence and     ⋯ are parameter estimates. The variables    are the basis variables obtained from a restricted cubic spline function. A spline function is defined as a smooth polynomial function that is piecewise-defined and thus provides a flexible tool to capture the time dependence. Especially, the spline function depends on the variable   marking the duration of the sequence of zeros since the last crisis in country  (with    ⋯D). The places where the polynomial pieces connect are referred to as knots, and they serve to introduce changes in the relationship between the endogenous variable and the duration   . Computational details concerning the variables    are reported in Appendix 2, and a general presentation of discrete-time duration models can be found in Beck et al. (1998) .
The parameters  and   are estimated by maximum likelihood, and the standard errors, which are obtained from the clustered version (i.e., on a national level) of the Huber-White estimator of the variance, are robust to heteroscedasticity.
B. The control variables
The set of covariates (  ) used in the baseline specification serves to control for transformations in the financial system and economic transformations across the long time horizon.
First, we controlled for the international environment and the national history of banking crises. We use the share of countries experiencing a banking crisis during the previous period (     ), which captures the international bunching of crises, and the judgmental capital mobility index (    ) defined by Obstfeld and Taylor (2004) to control for the international environment. Furthermore, some countries have a long history of banking crises. As mentioned by Calomiris and Haber (2014) , the distribution of banking crises is not random as it depends on long-term political and institutional structures. We introduced the number of banking crises experienced by the country since 1800 or since its independence (    ), which controls for the national history concerning crises. 6) The variables      ,     , and     are expected to positively affect the probability of a banking crisis.
Second, we included several dummy variables to account for the major changes in the 6) Furthermore, the variable      accounts for repeated events because second and subsequent crises are not independent of the number of previous crises (Beck et al. 1998 ).
international monetary system. Therefore, the average probability of a banking crisis can vary across sub-periods. We used four dummy variables:    ∼  ,    ∼  ,    ∼  , and    ∼  , which are equal to 1 during the respective periods 1800~1820, 1821~1913, 1914~1945, and 1946~1972, and equal to 0 otherwise. The recent period (1973~2011) was used as the reference period. These boundaries were based on the main phases in international monetary history. The first sub-period (1800~1820) corresponds to Napoleon's empire, which induced some economic and monetary instability. In 1819, the Act for the Resumption of Cash
Payments was voted in the United Kingdom and proclaimed gold convertibility. This act was in force in 1821, marking the beginning of the Gold Standard era, which culminated between 1870 and 1900 (Eichengreen & Flandreau 1997) Finally, we controlled for the macroeconomic environment. We especially control for inflation, including the variable     corresponding to the log of 1 plus the inflation rate multiplied by 100. This variable notably captures hyperinflationary episodes. 9)
 ,     and    are the mean and the standard deviation, respectively, of GDP per capita at year  computed over the whole set of countries available in the databases. In sum, the variable     annually ranks countries by level of economic development. 8) Reinhart and Rogoff (2008, 2009 ) and Qian et al. (2011) relied on the income categories defined by the World Bank to account for income levels. Dummy variables based on the income categories are used in an alternative specification to check the robustness of the results. 9) In a preliminary analysis, we have also considered the GDP gross rate and the standard deviation of the GDP gross rate computed on a moving-window of five years to control for the macroeconomic environment. However, these variables were never significant. Furthermore, in a preliminary analysis, we also controlled for the legal origin (French, British, or other). The variables accounting for the legal origin were not significant. We did not keep these variables to get a more parsimonious specification.
C. The augmented specifications
The baseline specification was first expanded to investigate whether the time dependence (i.e., the hazard function) is different for advanced economies. Therefore, we used the following empirical specification: Second, we extended the baseline model to assess whether the time dependence is different for countries prone to non-banking financial crises. We allowed the time elapsed since the last currency, inflation, or external debt crises to affect the probability of having a banking crisis.
Therefore, we used the following empirical specification:
with = currency, inflation, or debt. The variables    are the basis variables obtained from a restricted cubic spline function applied to the duration between banking crises, whereas    are the basis variables obtained from a restricted cubic spline function applied to the duration between crises of type  (i.e., currency, inflation, or debt crises). Therefore, the variables    capture whether exposure to a banking crisis also changes with the time elapsed since the last crisis of type .
Third, we extended the baseline specification to test whether the banking center status affects the incidence rate and the hazard function of banking crises. We use the following empirical specification:
10) For a robustness check, we also relied on the category of high-income countries defined by the World Bank to get an alternative definition of the variable     . However, the group of developed countries is time-invariant when this alternative definition is used. Furthermore, the two definitions classify 31% and 40%, respectively, of the baseline sample in the group of developed countries.
where   ≡      is the set of control variables including the banking center status.
In particular, the variable   is a dummy variable equal to 1 when country  is identified as a top-ranked banking center in period  in our banking center database presented in Section Ⅱ and equal to 0 otherwise. The interaction terms    ×   serve to identify whether the hazard rate is different between banking centers and other countries. Moreover, the variable   included in the set of control variables serves to identify whether the average incidence rate of banking crises is different between banking centers and other countries.
IV. Results

A. Baseline specification
The estimate of the baseline specification, Equation (1), with the baseline sample is reported in column (1) of Table 1 . 11) The control variables highlight several interesting features of banking crises. For instance, the degree of capital mobility (    ) affects the probability of a banking crisis positively and significantly at the 5% level. The international bunching of crises captured by the variable      is also supported at the 1% level, wherein the financial repression period (   ∼  ) is characterized by a lower probability of a crisis relative to the current period, whereas the period 1914~1945 exhibits a higher probability of a banking crisis than the current period.
The coefficient associated with the GDP per capita variable (     ) is positive and significant at the 10% level in column (1) of Table 1 . This weakly significant coefficient suggests that advanced economies are more prone to banking crises. However, robustness checks show that this relationship between the GDP per capita variable and the probability of a banking crisis is not robust. In column (2) of Table 1 , the baseline specification is estimated with the small sample composed only of the episodes of banking crises from the Reinhart database (2010).
The results show that the GDP per capita variable is not significant anymore at the 10% level.
The baseline sample includes many low-and middle-income countries from the early 1970s (not covered by the small sample) that recorded few banking crises. This change in the sample can explain why the result holds only in the baseline sample. 11) Descriptive statistics and data sources concerning the main variables used in the estimates are reported in Appendix 1, and the variance inflation factors (VIF) and the correlation matrix were computed to ensure that there is no multicollinearity problem.
Sample:
(1) Baseline Coef.
S.E.
Coef.
S.E. In columns (3) and (4) (3) show that the probability of a banking crisis is higher at the 10% level in high-income countries than in low-and middle-income countries. However, as in the previous situation, this result is not robust in column (4) when the small sample is considered. Therefore, the effect of income level is sensitive to the sample of countries used.

The baseline and the small samples used to estimate the baseline specification reported in Table 1 can be considered as left-censored, because we have no information concerning crises dating prior to 1800 and some countries entered the dataset only after they became independent.
Following Beck et al. (1998) , the variable   (marking the duration of the sequence of zeros since the last crisis) is set to 1, when country  entered the dataset, that is, in 1800 or when it became independent. However, the estimates might be affected by this selection rule. In particular, intervals before the first events (i.e., the first banking crisis in each country in this paper) might affect the estimate because these intervals are not precisely assessed or because the factors driving the first events might differ from those affecting the recurrences. Therefore, a more restrictive selection that kept only independent countries that had already faced a banking crisis in the samples was used as a robustness check. 13)
The estimates are reported in columns (5) and (6) of Table 1 and correspond to the estimates reported in columns (1) and (2) of Table 1 when we added the constraint that the variable     is larger than 0. The results suggest that the average exposure to a banking crisis does not depend on the level of economic development (i.e., the variable      is not significant at the 10% level in columns (5) and (6) of Table 1 ). The longest times spans before the first banking crisis are mainly recorded by developing countries, and thus, the result does not hold when the more restrictive selection rule is considered.
The main concern in the baseline specification is related to the variables    to
12) The samples used in columns (3) and (4) are slightly larger than the ones used in columns (1) and (2), respectively, because the GDP per capita variable was no longer required. 13) We also used an alternative selection rule for a robustness check. We dropped observations before the first banking crisis (recorded in the databases) only for countries independent before 1800 because left censoring might be more noticeable for these countries. This alternative selection rule has by definition a more limited impact on the sample size than the restrictive selection rule considered in Table 1 . The results obtained with this alternative selection rule lead to similar conclusions to the ones obtained without a selection rule. Therefore, these results are not reported to save space but are available upon request.
   , which correspond to the four basis variables obtained from the restricted cubic spline.
We note in column (1) of Table 1 that three of these variables are significant at the 10% or 1% levels. Moreover, the likelihood-ratio (LR) test reported in column (1) of Table 1 indicates that the set of four variables used to control for time dependence is globally significant at the 1% level.
The ranking power of the model is evaluated by means of the area under the receiver operating characteristic (AUROC) curve as in Schularick and Taylor (2012) and Drehmann and Juselius (2014) . 14) In column (1) of Altogether, the estimates reported in Table 1 , the LR test, and the AUROC test conclude that the hazard rate is not flat. Thus, we conclude that the probability of a banking crisis is characterized by a time-dependence effect. However, the estimated coefficients associated with the variables    cannot be directly interpreted. They are used to make hazard plots that represent the probability of a banking crisis as a function of the time elapsed since the last banking crisis. The hazard plot generated from the estimate reported in column (1) of Table 1 is displayed on Figure 1 -a. We normalize the average probability of a crisis at 0.50 (i.e., we set all the covariates to 0, except the variables    to    , to make the hazard plots) to facilitate the comparison of hazard plots across further specifications and samples. 15) These hazard plots confirm the main findings of Bouvatier (2017) . The probability of having a new banking crisis is higher than average (normalized at 0.50 in Figure 1 ): (i) over the two decades following a banking crisis and (ii) following a long period without any banking crisis. Then, the absence of graduations from banking crises, documented by Reinhart and Rogoff (2008, 2009 ) and Qian et al. (2011) , is supported by Figure 1 -a, wherein higher probabilities of falling into crisis are observed when long durations without a crisis are reached because 14) The AUROC curve (also called the concordance statistic or C-index) is equivalent to the probability that the model will rank a randomly chosen crisis period higher than a randomly chosen non-crisis period. Realistic values for the AUROC curve range from 0.5 (random ranking) to 1 (perfect ranking). 15) The covariates (except the variables      to      ) could have been set at their sample means or medians to make the hazard plots so that the average probability would have been close to the unconditional probability of a banking crisis (i.e., 0.0334 in the baseline sample) rather than 0.50. The main advantage of the normalization at 0.50 is that the hazard rate is not sample-dependent, contrary to the unconditional probability of a banking crisis. this situation is unlikely to continue, that is, no country succeeded in avoiding banking crises in the long run. The hazard function does not reflect an immutable law of nature but captures the following descriptive feature: over the banking history covered by the estimates, a wide variety of structural and cyclical factors led to the recurrence of banking crises.
The estimate obtained with the more restrictive selection rule (i.e., column (5) of Table 1) is also used for a robustness check to assess the shape of the time-dependence effect in Figure   1 the hazard function is different for the advanced economies.
In columns (1) and (2) of Table 2 , two coefficients associated with the interaction variables are significant at the 1% or 5% level. Moreover, the LR and the AUROC tests reported in columns (1) and (2) of Table 2 assess whether the set of four interaction variables does not significantly increase the likelihoods and the AUROC curves, respectively. The null hypotheses are not supported at the 10% level. Therefore, the first results suggest that the hazard plot characterizing the advanced economies is significantly different from the one characterizing the other economies.
For a robustness check, we first modified the definition of the variable    . We used the category of high-income countries as criteria to identify the advanced economies. In column (3) of Table 2 , the variable    is a dummy variable equal to 1 if country  is classified as high income and equal to 0 otherwise. The four interaction variables are not significant at the 10% level. In column (3) of Table 2 , the LR test logically concludes at the 10% level that the introduction of the set of four interaction variables does not significantly improve likelihood, while the AUROC test still suggests that the interaction variables increase the ranking power of the model at the 5% level.
Equation (2) was also estimated with the more restrictive selection rule that kept only independent countries that had already faced a banking crisis in the samples. According to the estimate reported in column (4) of Table 2 , only one interaction variable is significant at the 10% level. Furthermore, the set of interaction variables increases the likelihood at the 10% level according to the LR test, while the ranking power of the model is not improved at the 10% level according to the AUROC test.
Therefore, not all the estimates reported in Table 2 lead to strong and robust statistical evidence indicating that the time-dependence effect differs between the advanced and other economies. To explicitly illustrate how the shape of the hazard plots differs between the advanced and other economies, the hazard plots generated from the estimates reported in columns (1),
(3), and (4) of Table 2 (1) and (4)), and the hazard plots are displayed in Appendix 10. We obtained similar hazard plots for advanced economies when the sub-sample was considered.
been recorded by the advanced economies. 18) This difference, not captured by the estimates reported in Table 2 , provides a more convincing insight on the fact that the risk of recidivism is faster to materialize only in advanced economies. crises. Therefore, we investigated whether exposure to non-banking financial crises and the status of international banking centers are the evident criteria to differentiate the degree of exposure to a banking crisis.
C. The influence of non-banking financial crises
The databases provided by Reinhart (2010) and Laeven and Valencia (2013) The estimates provided by Equation (3) with the baseline sample are reported in Table 3 . These estimates assess whether countries prone to non-banking financial crises face a higher risk of recidivism of banking crises. In column (1) of Table 3 , we include the variables    corresponding to the basis variables of a spline function computed from the durations between currency crises. This set of variables assesses whether the duration since the last currency crisis affects the occurrence of a new banking crisis. Column (2) of Table 3 shows the same exercise run while considering the variables    computed from the durations between external debt crises. Simultaneously, in the last column, we include the variables    and    .
Inflation crises will only be included later because this category of crisis is only available in the Reinhart (2010) database, i.e., for the small sample and not for the baseline sample.
First, in Table 3 , we observe that expanding the baseline specification does not significantly modify the previous results. In particular, the coefficients associated with the variables    do not noticeably differ. Second, column (1) of Table 3 shows that exposure to a banking crisis is influenced by the occurrence of currency crises. The variables    and    are significant at the 5% level. Moreover, the LR and AUROC tests conclude that the set of variables    significantly increases the likelihood at the 1% level and the AUROC curve at the 10% level, respectively. However, a graphical analysis is required to evaluate how the time elapsed since the last currency crisis modifies the shape of the hazard function characterizing (3) is also estimated with the restrictive selection rule. Similarly, it is concluded that only the variables    matter for the model specification. 19) Figure 3 displays the hazard functions obtained from the estimate reported in column (3) of Table 3 . In Figure 3 -a, the variables    and    are set to 0 as are all the other covariates, except the variable    . Thus, Figure 3 -a displays the standard hazard function characterizing banking crises in line with the results discussed in subsection Ⅳ-A. Figure 3-b introduces a third dimension, that is, the time elapsed since the last currency crisis. 20) Therefore, rate is particularly high when the time elapsed since the last currency crisis is 0 (i.e., when the country is already in currency crisis), or significantly close to 0 (i.e., in a post-currency crisis period). This result captures the chain of causation that runs from currency to banking crises, as suggested by Stoker (1995) . Thus, even if the main causal chain runs from banking to currency crises according to the existing literature (Kaminsky & Reinhart 1999 , Glick & Hutchison 1999 , Eichengreen & Arteta 2000 , we identified that countries in a currency crisis since (at least) the previous period, and countries in a post-currency crisis period face a higher risk of falling into a banking crisis. 21) Among the 336 banking crisis events covered by the baseline sample, almost 30 events occurred when the country was already in a currency crisis and more than 20 additional events occurred in the two years following a currency crisis.
Second, Figure 3 -b shows that the surface decreases when we move along the y-axis. Exposure to a banking crisis and, thus, the risk of recidivism in a banking crisis declines when the country is no longer concerned with a currency crisis. In other words, countries that had not faced
19) The estimates obtained with the restrictive selection rule are reported in Appendix 5. 20) The x-axis is the time elapsed since the last banking crisis; the y-axis is the time elapsed since the last currency crisis; and the z-axis is the hazard rate. 21) The causal chain that runs from banking crises to currency crises was not investigated in this paper. Such an investigation would require us to specify a model that determines the risk of currency crises. We only focused on the risk of banking crises in this paper. Multivariate approaches based on multivariate logit models have been considered, for instance, by Falcetti and Tudela (2008) for the analysis of banking and currency crises or by Reinhart and Rogoff (2011) for the analysis of banking and debt crises. any currency crises for more than a century, for instance, had a lower probability of facing a new banking crisis than countries that frequently faced currency crises, regardless of the duration since the last banking crisis. This result suggests that economic environments that make countries more prone to currency crises also increase exposure to a new banking crisis because these two categories of crises share a chain of causation and can be interdependent. However, Figure 4 -a suggests that this result is mainly driven by countries that have not yet faced a banking crisis. When the restrictive selection rule was considered, the surface was rather flat along the y-axis (except for currency crisis and post-currency crisis periods). In other words, economic environments that make countries more prone to currency crises affect the occurrence of the first banking crisis.
In Figures 3-c and 4 -b, a similar approach was used (without and with the restrictive selection rule, respectively), but the third dimension is now the time elapsed since the last external debt crisis. As expected, the surface is relatively flat when moving along the y-axis. The time elapsed since the last external debt crisis does not disturb the shape and the level of the hazard function much. The absence of a monotonic change of the hazard function along the y-axis (i.e., when the time since the last debt crisis is increasing) might have been expected because the coefficients associated with the variables    reported in Table 3 are weakly or not significant. For a robustness check, the same specifications were estimated with the small sample. Moreover, the small sample was used to introduce inflation crises because this category of crises is only available in the Reinhart (2010) database. The estimates are reported in Table 4 , and Figure 5 displays the hazard plots. Concerning the effect of currency and external debt crises, the previous results seem robust when the small sample is considered. In Figures 5-a and 5-b, the displayed hazard plots highlight the effects of currency crises and external debt crises, respectively, and are quite similar to the ones in Figure 3 . However, the identification of this relationship is weaker in the small sample than in the baseline sample. In column (1) of Table 4 , only one of the variables    is significant at the 5% level, and the AUROC test indicates that the predictive power of the model is not significantly improved at the 10% level. Furthermore, regarding external debt crises, the LR and the AUROC tests in column (2) of Table 4 and Figure 5 -b confirm that graduation in debt crises does not noticeably affect exposure to a banking crisis. The surface is relatively flat along the y-axis, indicating that countries recording more than a century without an external debt crisis do not benefit from lower exposure to a banking crisis than countries recording an external debt crisis in the last decade (all other things being equal).
Finally, Figure 5 -c provides an insight into the effect of inflation crises on exposure to a banking crisis. For a given value of the x-axis, the hazard rate is particularly high when the time elapsed since the last inflation crisis is lower than a decade. This result indicates that inflation crises make countries prone to banking crises, which is in line with both the existing literature (Friedman & Schwartz 1963 , Balderston 1991 , Demirgüç-Kunt & Detragiache 1998 and with the positive and significant effect at the 1% level of the control variable     .
When the time elapsed since the last inflation crisis becomes larger than a decade, Figure 5-c shows that the surface is almost flat along the y-axis. Therefore, graduation from inflation crises does not continue to reduce exposure to a banking crisis. (Note) ***, ** and * indicate significance respectively at the 1%, 5% and 10% levels. Cluster robust standard deviations are in brackets. The null hypothesis of the LR test is that the likelihoods are equal in the specifications with and without the basis variables associated with non-banking financial crises. The null hypothesis of the AUROC test is that the AUROC curves are equal in the specifications with and without the basis variables associated with non-banking financial crises. Table 4 . Effects of currency, external debt and inflation crises on banking crises Figure 5 . The influence of non-banking financial crises: small sample
D. The status of banking center
The last criterion used to differentiate between countries as regards exposure to banking crises is the hierarchical position in the global banking system. Especially, we use our database of banking centers (see Section Ⅱ-D) to identify the major banking centers, that is, to define the variable   in Equation (4).
First, the variable   was defined to identify the top eight countries with major banking centers. These countries generally encompass the global financial centers identified by Reed (1981) . 22) The estimates of Equation (4) using the baseline sample are reported in column (1) of Table 5 . The coefficient associated with the variable   is significant at the 1% level.
22)
In the baseline sample, 15 different countries have been classified at least during one period as a major banking center (i.e., among the top eight banking centers). These countries are Canada, China, France, Germany, India, Indonesia, Italy, Japan, Netherlands, Russia, Singapore, Spain, Switzerland, United Kingdom, and the United States. Descriptive statistics in Appendix 1 show that these banking centers/observations account for 10.09% of the baseline sample. Among these observations, only 3.75% do not belong to the high-income category. However, numerous high-income countries are not classified as top banking centers. Descriptive statistics in Appendix 1 show that high-income countries represent 40.34% of the baseline sample and concern 39 different countries. Therefore, on average, the status of major banking centers increases the probability of a banking crisis. The specification of Equation (4) also allows us to investigate whether the time-dependence effect differs between major banking centers and the other countries. Some interaction terms    ×   are significant (i.e., at the 1% or 10% level). This result suggests that the hazard plot characterizing banking crises in major banking centers departs from the one observed for the other countries.
However, the LR tests in column (1) of Table 5 indicate that the log-likelihood of the model does not significantly increase at the 10% level when the interaction terms (   ×   ) are included in the specification. In column (2) of Table 5 , we rely on an alternative definition of major banking centers for a robustness check; the variable   identifies the top five banking centers (instead of the top eight). The estimate obtained with this narrow definition of major banking centers confirms that the coefficient associated with the variable   is significant (at the 5% level). Furthermore, column (2) of Table 5 shows that the interaction terms (   ×   ) are at best weakly significant (at the 10% level) and indicates that the interaction terms do not significantly increase the log-likelihood of the model at the 10% level.
The hazard plots associated with columns (1) and (2) of Table 5 are reported in Figures 6-a and 6-b, respectively, to offer a more comprehensive insight into the time-dependence effect identified by the estimates of Equation (4). Over the first decades, the shapes of the hazard functions do not differ significantly between major banking centers and the other countries; the hazard rate increases over the first decade and then decreases. These changes in hazard rates are further pronounced for major banking centers but not very meaningful according to the LR tests reported in Table 5 . Moreover, Figure 6 shows an important specificity of major banking centers that the estimates did not explicitly highlight, which is the fact that the hazard function of major banking centers is spread over a shorter time interval. The slope of the hazard function turns steep when the time elapsed since the last banking crisis is over five decades and the durations between banking crises do not exceed 76 and 102 years for the top eight and five banking centers, respectively, against 181 for other countries.
The longest crisis-free intervals are mainly associated with situations where countries have not yet suffered a banking crisis. Consequently, to take a closer look at the effect of banking center status, we consider the more restrictive selection rule that retains only independent countries that have already faced a banking crisis in the sample to re-estimate Equation (4).
The estimates are reported in columns (3) and (4) of Table 5 (3) and (4) of Table 5 . Thus, top banking centers 23) The small sample (with and without the more restrictive selection rule) is also used to estimate Equation (4).
The results are reported in Appendix 6 and lead to conclusions similar to the ones obtained with Table 5 .
do not face a higher risk of recidivism of banking crises when the sample of countries that had at least one banking crisis is considered. 24) As shown in Figure 6 -c, the hazard plot associated with column (3) of Table 5 illustrates the proximity to the time-dependence effect.
The only remaining distinction is that the hazard function of major banking centers is spread over a shorter time interval. The durations between banking crises do not exceed 77 years for the top eight banking centers against 107 for other countries. 
V. Conclusion
This paper relies on a discrete-time duration model and on the hazard function identified by that model to investigate the frequency of banking crises. The hazard function provides 24) For a robustness check, we also considered the sub-sample of high-income countries because observations associated with top banking centers mainly belong to high-income countries. The estimates are reported in Appendix 9 and also show that the interaction terms (     ×  ) are not significant at the 10% level.
a quantitative assessment of exposure to banking crises that indicates in particular the ability of countries to graduate from banking crises. First, the duration model serves to confirm that advanced and developing economies face the same exposure to banking crises, that is, the equal opportunity menace of banking crises, documented with descriptive statistics by Reinhart and Rogoff (2008, 2009 ) and Qian et al. (2011) . Second, we extend the model specification to examine whether the hazard function characterizing banking crises depends on criteria other than economic development. Indeed, the economic development level might not be the most obvious criterion that differentiates the degree of exposure to a banking crisis.
Extant literature and financial crisis databases (Reinhart 2010 , Laeven & Valencia 2013 show that banking crises can interact with and appear closely tied to other categories of financial crises. Therefore, we investigated whether the graduation from inflation, currency, and debt crises (assessed by the time elapsed since the last inflation, currency, and debt crisis, respectively) reduces the occurrence of banking crises. According to the results, during inflation or currency crises (or during post inflation or currency crisis periods), countries are prone to banking crises.
However, an increased time without inflation, currency, or debt crises does not reduce exposure to banking crises. These results provide a first extension to the equal opportunity menace of banking crises documented by Reinhart and Rogoff (2008, 2009 ) and Qian et al. (2011) . The conclusion is that graduation from inflation, currency, or debt crises does not matter in the recurrence of banking crises.
Furthermore, we rely on the status of international banking center to investigate whether core countries in the international financial system are more prone to banking crises. Based on Reed (1981), Choi et al. (1986) , Choi et al. (2014) , and qualitative works by historians Kindleberger (1974) and Cassis (2010) , we obtained a database of major banking centers over the period 1800~2010 that we used to differentiate between countries. The results show that top banking centers have the same exposure to banking crises as countries that had already faced a banking crisis. Therefore, we provide a second extension to the equal opportunity menace of banking crises documented by Reinhart and Rogoff (2008, 2009 ) and Qian et al. (2011) : central and peripheral countries in the international financial system face similar recurrences of banking crises.
Thus, relying on a duration model, this paper brings new insights into the prevalence of banking crises from a long-term perspective. Additional contributions to the literature on the quantitative history of financial crises can be investigated through such an approach. For instance, in this paper we only focused on the risk of banking crises. A natural extension of this work might be to also consider exposure to inflation, currency, and debt crises to compare the recurrence of these different categories of crises. It might also be worth assessing the hazard functions of non-banking financial crises. Comparing the shape of the hazard functions of the different types of financial crises would highlight the graduation from each type of financial crisis. A lower recurrence (i.e., a flatter hazard function) of default and inflation crises might be expected if some countries graduated from these types of crises (Reinhart & Rogoff 2008 , 2009 , Qian et al. 2011 . Further, regarding methodological aspects, multivariate models might be the appropriate approach to properly account for potential interactions between the different types of financial crises. Multivariate logit models have been applied to financial crises (Falcetti & Tudela 2008 and might be extended to capture the time dependence (i.e., the hazard function).
Appendix 1: Descriptive statistics and data sources
Data sources:
-: crisis dummy, from Reinhart (2010) and Laeven & Valencia (2013) .
-: judgmental capital mobility index, from Obstfeld & Taylor (2004) .
-   : GDP per capita, from the Total Economy Database provided by the Groningen Growth and Development Centre, the historical database developed by Maddison (2009) and the Penn World Table (Heston et al. (2012) ).
-: inflation rate, from Reinhart & Rogoff (2009) 
Next, the basis variables (  ⋯   ) can be added to the regressors in the logit specification to capture the time dependence. However, the basis variables have been orthogonalized before being included in the logit specification, as suggested by Royston & Sauerbrei (2007) .
Without any transformation, the basis variables are highly correlated.
The main issue related to restricted cubic splines concerns the choice of the number of knots and their locations. Harrell (2001) recommends placing knots at equally spaced percentiles of the duration variable. In applied use, the number of knots generally varies between three and seven. We use five knots (from which four basis variables are obtained), as suggested by Harrell (2001) for a large sample, and various numbers of knots have also been used for a robustness check. When five knots are considered, the default percentiles provided by Harrell (2001) are 5%, 27.5%, 50%, 72.5% and 95%. The lower and higher knots are then placed near the extreme values, and the remaining knots are placed so that the proportion of observations between the knots is constant.
The specification of the duration variable () requires two clarifications concerning the treatment of the data. First, the crises reported in the Reinhart (2010) database can take place over the course of several years. Beck et al. (1998) recommend dropping all but the first year of these multi-year events so that yearly observations can be considered as independent of each other. Second, the dataset is left-censored: the sample starts in 1800 and there is no information concerning the duration between the first crisis recorded in the database for a given country and the previous crisis dating back before 1800 in this country. In addition, the sample is unbalanced because only independent countries are considered in 1800. Therefore, some countries entered the dataset only after they became independent. Following Beck et al. (1998) , the variable   is set to 1 when country  enters the dataset, i.e., in 1800 or when it became independent.
Sample: No. crises 221 221 221 (Note) ***, ** and * indicate significance respectively at the 1%, 5% and 10% levels. Cluster robust standard deviations are in brackets. The null hypothesis of the LR test is that the likelihoods are equal in the specifications with and without the basis variables associated with non-banking financial crises. The null hypothesis of the AUROC test is that the AUROC curves are equal in the specifications with and without the basis variables associated with non-banking financial crises. S.E.
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