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Abstract
In this first in a series of two papers we construct a family of discrete valuations in group
rings of residually torsion-free nilpotent groups and extend these valuations to the Malcev–
Neumann power series skew fields of these group rings. We apply these valuations to the
study of these skew fields. In the second paper we will use our results and methods to study
free fields K〈|X|〉 and the universal fields of fractions K((X)) of the Magnus power series
ring.
 2002 Elsevier Science (USA). All rights reserved.
1. Statement of the results. Notation
1.1. Let H be a group. We recall that a sequence of normal subgroups
H =H1 ⊇H2 ⊇ · · · (1.1)
is an N-series in H if
[Hi,Hj ] ⊆Hi+j . (1.2)
Series (1.1) defines in a natural way a weight function in the group H : if
x ∈⋂∞i=1 Hi then w(x) =∞ and w(x) = i if x ∈ Hi\Hi+1. Now if KH is the
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group ring of H over a commutative domain K of characteristic zero, this weight
function defines a filtration in KH (see [1]):
A0 =KH ⊇A1 ⊇A2 ⊇ · · · (1.3)
where Aj (j  1) is the K-linear span of the set of all the products{
(xα1 − 1)(xα2 − 1) · · · (xαs − 1)
∣∣∣∣ s∑
i=1
w(xαi ) j
}
. (1.4)
If char(K) = p > 0 then p-series in the group are needed in order to obtain
filtrations in the group ring. If an N-series (1.1) is given then we will construct
from it a p-series in the following way. We consider the series of subgroups
Si =
∏
pkni
H
pk
n (i = 1,2, . . .). (1.5)
We see immediately that Si ⊇Hi (i = 1,2, . . .); further, series (1.5) is a p-series;
i.e., [Sk, Sl] ⊆ Sk+l and Spk ⊆ Spk . This can be verified by the same argument
as for the case of Lazard–Zassenhaus series (see [1, 11.1.18]). We will say that
p-series (1.5) is constructed from the N-series (1.1).
Once again every p-series defines in a natural way a weight function in H . If
K is a commutative domain of characteristic p then this weight function defines
a filtration in the group ring KH ,
B0 =KH ⊇ B1 ⊇ · · · (1.6)
by the same rule as (1.4) (see [1]). We recall also that if series (1.1) has unit
intersection then
∞⋂
j=0
Aj = 0; (1.7)
and similarly, if Si (i = 1,2, . . .) is an arbitrary p-series in H with unit
intersection then
∞⋂
j=1
Bj = 0 (1.8)
(see [1,2]). Our first result is Theorem I which establishes the connection between
the graded rings associated to the filtrations (1.3) and (1.6). Before formulating the
theorem we first recall that an Abelian group F contains no elements of infinite
p-height iff
∞⋂
i=1
Fp
i = 1. (1.9)
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Theorem I. Let H be a group which has an N-series (1.1). Assume that
∞⋂
i=1
Hi = 1 (1.10)
and all the factors Hi/Hi+1 are torsion-free Abelian groups without elements of
infinite p-height. Let gr(ZH) be the graded ring of the integral group ring ZH
corresponding to the filtration (1.3) defined by series (1.1) and gr(ZpH) be the
graded ring of ZpH corresponding to the filtration (1.6) defined by series (1.5).
Then
gr(ZpH)∼= gr(ZH)/(p). (1.11)
Hence, if K is a commutative field of characteristic p then
gr(KH)∼=K ⊗ gr(ZH). (1.12)
It is worth remarking that the filtration (1.6) in Theorem I has a zero intersection.
This will follow from Proposition 2.2 below.
Theorem I can be formulated as a statement about the Lie algebras of H
associated to the N-series (1.1) and (1.5), respectively. We recall in the Section 2.1
the Lazard construction of the Lie ring L(H) associated to series (1.1) (see [3]);
if all the factors of series (1.1) are torsion-free Abelian and⋂∞i=1 Hi = 1 then the
universal enveloping ring U(L(H)) is defined as the subring generated by the Lie
ring L(H) in the universal enveloping algebra of the Lie algebra Q ⊗ L(H),
where Q is the field of rational numbers. Let Lp(H) be the Lie p-algebra
associated to the p-series (1.5) and Up(Lp(H)) be its universal p-envelope.
Proposition 2.3 of this paper implies that Theorem I is equivalent to the following
theorem.
Theorem I′. Let H be a group with an N-series (1.1) and K be a field of
characteristic p. Assume that
⋂∞
i=1 Hi = 1 and all the factors Hi/Hi+1 (i =
1,2, . . .) are torsion-free Abelian groups without elements of infinite p-height.
Then
Up(Lp(H))∼=Zp ⊗U
(
L(H)
) (1.13)
and hence
Up
(
K ⊗Lp(H)
)∼=U(K ⊗L(H)); (1.14)
i.e. the universal p-envelope of the restricted Lie algebra K ⊗ Lp(H) is
isomorphic to the universal enveloping algebra of the Lie algebra K ⊗L(H).
We will use N-series and filtrations defined by them for construction of
valuation functions in group rings. We will then use these valuation functions
for embedding of group rings in skew fields and to the study of these skew fields.
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The following fact will be obtained easily from Theorem I and Propositions 2.1
and 2.3.
Corollary 2.4. Let H be a group which has an N-series with unit intersection
and torsion-free (Abelian) factors and K be a commutative field. Then a discrete
valuation function ρ(x) is defined in the group ring KH by the filtration (1.3) if
char(K)= 0. If char(K)= p then the filtration (1.6) defines a discrete valuation
if all the factors of series contain no elements of an infinite p-height.
We formulate and prove some of our results only for the case char(K)= p
(Theorems II, IV, VI, IX) because the statements and proofs for the case
when char(K) = 0 can be obtained easily by appropriate modifications and
simplifications. In particular, the only condition on the factors Hi/Hi+1 (i =
1,2, . . .) which is needed when char(K)= 0 is the assumption that these factors
are torsion-free (and Abelian). We would like also to point out a special class of
groups where our results are true: these are groups which have an N-series with
unit intersection and free Abelian factors; this class of groups includes finitely
generated residually torsion-free nilpotent groups and free groups. But the class
of groups that have a series with factors without elements of infinite p-height is
considerably wider, it contains torsion-free nilpotent groups without elements of
infinite p-height and it is closed under taking unrestricted direct products. (See
Propositions 8.2 and 8.3 below.) We will study in the second paper of the series
the multiplicative groups of skew fields generated by group rings of the groups
from this class. (See also Corollary 1.2 below.)
We consider in this paper skew fields generated by group rings of residually
torsion-free nilpotent groups and universal fields of fractions for free algebras
and for Magnus power series rings. We will obtain a family of discrete valuations
in these skew fields and we will apply these valuations for the study of these
fields. This work will be continued in the second paper of the series where we
will consider also valuations in group rings of some classes of soluble groups,
and we will make a use of non-discrete valuations.
1.2. Let H be a group which satisfies the conditions of Theorem I,K be a com-
mutative field of characteristic p. We consider the valuation function ρ(x) and
the completion K˜H of the group ring KH with respect to the valuation ρ(x). We
apply Theorem I in order to define a discrete quasi-Abelian valuation v(x) in the
ring K˜H ; i.e., a discrete valuation whose associated graded ring is commutative.
We pick in every subgroupHi in series (1.1) a system of elements Ei which gives
a basis of the elementary Abelian p-group Hi/(Hpi Hi+1) and order this set Ei .
Let
E =
∞⋃
i=1
Ei. (1.15)
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We extend the orderings from Ei (i = 1,2, . . .) to an ordering of E by assumption
that the elements of Ei1 are greater than the elements of Ei2 if i1 > i2. It follows
from the definition of the Lie ring L(H) that the homogeneous components of
elements from Ei give a basis of the subspace K ⊗ (Hi/Hi+1) of the Lie algebra
K ⊗ L(H) and the homogeneous components of the elements from E give a
basis of K ⊗ L(H). We point out that Theorem I′ implies in particular that this
system of homogeneous components is a system of generators for the p-envelope
Up(K ⊗ Lp(H)). We will say that the system of elements E forms a special
basis of the Lie algebra K ⊗ L(H) and we will make clear every time whether
we consider the system of elements E in the group H or we mean the basis of
K ⊗ L(H) formed by the system of homogeneous components of the elements
from E.
If L is an arbitrary graded Lie algebra with grading,
L= L1 ⊕L2 ⊕ · · · , (1.16)
then we pick a special basis for L in the same way: E =⋃∞i=1 Ei where Ei is an
ordered basis of the homogeneous component Li (i = 1,2, . . .).
We now construct a quasi-Abelian valuation in K˜H . If e is an element of
H and e ∈ Ei then we define the value of the function v(x) for the element
(e − 1) ∈ K˜H by v(e − 1)= i − 1. We then prove Theorem II (it is formulated
and proved in Section 2) which essentially says that the function v(x) can be
extended in a natural way to the ring K˜H (and hence to its subring KH ) and it is
in fact a discrete quasi-Abelian valuation function. The graded ring associated to
this valuation is isomorphic to the symmetric algebra K1[M] of the vector space
K1 ⊗M where M =∑∞i=2Hi/Hi+1 and K1 is a power series ring which is the
completion of the symmetric algebra K ⊗M1 of the vector space K ⊗ (H1/H2).
(ii) The graded ring gr(KH) of KH associated to the filtration defined by
the valuation v is isomorphic to the symmetric algebra of the vector space
K ⊗ (∑∞i=1 Hi/Hi+1).
Theorem II implies in particular that if H is a finitely generated torsion-free
nilpotent group and K is an arbitrary field then we can use an arbitrary N-series
with torsion-free factors and unit intersection to construct a quasi-Abelian
valuation in KH . The graded ring associated to this valuation is isomorphic to
the polynomial ring K[t1, t2, . . . , th] where h is the Hirsch number of H .
We recall now that a residually torsion-free nilpotent group H can be ordered
and hence its group ring can be embedded into a power series skew field by
the Malcev–Neumann construction (see [4]); we denote the skew subfield of this
power series field generated by KH by ∆(KH) and call it the Malcev–Neumann
skew field generated by KH . If H has an N-series (1.1) with torsion-free Abelian
factors and unit intersection then it can be ordered in such a way that the ordering
in H is consistent with the ordering in the quotient groups H/Hi (i = 1,2, . . .);
i.e. all the homomorphisms H → H/Hi (i = 1,2, . . .) are homomorphisms of
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ordered groups (see [5]). We will deal in this paper only with consistent orderings
of H .
We now will formulate Theorem IV. Once again let H be a group which
satisfies the condition of Theorem I. We construct in Theorem IV a skew field
which contains the polynomial ring (K˜H)[t] and is generated by it. To simplify
the notation we will denote this ring throughout this paper by K˜H [t] and by
K˜H [t, t−1] the Laurent polynomial ring over K˜H , and we will denote by KH [t]
and KH [t, t−1] respectively the polynomial and Laurent polynomial rings over
KH . Further if R is a ring with a valuation function v(x) we will use throughout
this paper the notation
V (R)= {r ∈R | v(r) 0}. (1.17)
Theorem IV. There exists a skew field D(K˜H [t]) which is generated by K˜H [t]
and the valuation function v(x) can be extended to a discrete quasi-Abelian
valuation of this skew field in such a way that v(t) = 1. The residue field
V (D(K˜H [t]))/tV (D(K˜H [t])) is isomorphic to the field of fractions of the
associated graded ring gr(K˜H) whose structure is described in Theorem III. The
graded ring gr(D(K˜H [t])) associated to the valuation v is isomorphic to the
Laurent polynomial ring in one variable over this residue skew field.
The skew subfield generated inD(K˜H [t]) by the group ring KH is isomorphic
to the Malcev–Neumann power series field ∆(KH).
The following fact follows immediately from Theorems IV and II.
Corollary 1.1. The residue field V (D(K˜H)[t]))/tV (D(K˜H [t])) is isomorphic
to the field of fractions of the symmetric algebra K1[M]. This field of fractions
is isomorphic to a field of rational functions K0(M), where K0 is a power series
field isomorphic to the field of fractions of the Laurent power series ring K1.
We formulate and prove in Section 4 Theorem IV′ which is a slightly modified
version of Theorem IV; this version gives an explicit transcendency basis of the
field K0(M) and a system of topological generators of the field K0.
We point out once again that if char(K)= 0 then the conclusion of Theorem IV
is true without the condition on non-existence in the factors of elements with an
infinite p-height.
If H is a free group then the ring K˜H is isomorphic to the Magnus power
series skew field. We will show in the second paper of the series that in this case
the skew subfield generated by K˜H inD(K˜H [t]) is the universal field of fractions
for K˜H .
The existence of a quasi-Abelian valuation in a skew field implies a number
of properties for this skew field (see [6]). We formulate two of these properties
which hold for an arbitrary skew subfield of D(K˜H [t]) and hence for the
112 A.I. Lichtman / Journal of Algebra 257 (2002) 106–167
Malcev–Neumann skew field. These properties can be obtained as corollaries of
Theorem IV and the results of Lichtman [6,7].
Corollary 1.2. Let H be a group which has an N-series with unit intersection
and torsion-free Abelian factors, K be a field, S be a skew subfield of D(K˜H [t])
which contains K . Then
(i) If charK = 0, the multiplicative group S∗ of S is a direct product
S∗ ∼=K∗ × S1 (1.18)
where the group S1 is residually torsion-free nilpotent.
The center Z(S) is algebraically closed in S. Hence every PI -subring of
D(K˜H [t]) is commutative.
(ii) If charK = p and all the factors Hi/Hi+1 (i = 1,2, . . .) contain no elements
of infinite p-height, S is isomorphic to the direct product (1.18) where the
group S1 is a residually nilpotent p-group of a bounded exponent.
If s is an element of S which is algebraic over its center Z = Z(S) then the
dimension (Z(s): Z) is a power of p. Hence the PI -degree of a PI -subring
of D(K˜H [t, t−1]) is a power of p.
We will obtain more properties of the multiplicative group S∗ and of the
algebraic elements in S in the second paper of the series. We will apply methods
which are developed in this paper and the methods from [8].
The proofs of Theorems IV, VI, IX and some other results of this paper make
essential use of the following theorem.
Theorem III. Let R be a ring, (t) be an ideal generated by a central regular
element t . Assume that
⋂∞
n=1(t)n = 0. Then
(i) If R1 = R/(t) is a semiprime Goldie ring then the t-completion R˜ of R can
be embedded in a semiprime Artinian ring S.
(ii) If the quotient ring R1 =R/(t) is a prime Goldie ring of rank k with a matrix
ring of fractions (D1)k×k over a skew field D1 then R˜ can be embedded into
a matrix ring Dk×k over a skew field D. The t-pseudovaluation of R can be
extended to a pseudovaluation of Dk×k and its restriction on D is a discrete
t-adic valuation ρ(x). The residue skew field V (D)/(t) is isomorphic to D1.
If the quotient ring R =R/(t) is an Ore domain with a skew field of fractions,
say D(R), then R can be embedded in a skew field D(R) with a t-adic valuation
such that V (D(R))/(t)∼=D(R).
The last statement of this theorem was proved in Lichtman [6]; we formulated
it here for completeness.
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We recall that Cohn proved in [9] (see also [4, 2.6]) that if R is a domain with
a filtration Ri (i ∈ Z) such that the associated graded ring gr(R) is an Ore domain
then R can be embedded in a skew field with a discrete valuation function. The
following fact will be obtained as a corollary of Theorem III (see Corollary 4.7 in
Section 4); it is a generalization of Cohn’s theorem.
Let R be a ring with a filtrationRi (i ∈ Z) such that the associated graded ring
gr(R) is a prime Goldie ring of rank k. Then R can be embedded in an matrix ring
Dk×k over a skew field D with a discrete valuation function ρ(x).
1.3. We consider in Section 5 a nilpotent graded algebra L. The grading in L
can be extended in a natural way to a grading in U(L) and defines a valuation
function ρ(x) there which can be extended to a valuation of the skew field of
fractions of U(L). We denote this skew field by D(L). (We give in Section 1.5
summary of our notation.)
Theorem V. Let L be a graded nilpotent Lie algebra over a field K , D(L) be the
skew field of fractions of U(L), gr(D(L)) be the graded ring of D(L) associated
to the valuation function ρ(x), E be a special basis of L, and e1 is an arbitrary
element of E1. Then the system of elements
e
−deg(e)
1 e (e ∈E, e = e1) (1.19)
generate a right (left) Ore subring R0 of D(L), the skew field of fractions
D0 ⊆ D(L) of this subring is the zero homogeneous component of the ring
gr(D(L)) and
e−11 R0e1 =R0, e−11 D0e1 =D0. (1.20)
The subring R0 and the elements e1, e−11 generate in D(L) a subring isomorphic
to the skew Laurent polynomial ring R0[e1, e−11 ]; the skew field D(L) is
isomorphic to the skew field of fractions of this subring and the graded ring
gr(D(L)) is isomorphic to D0[e1, e−11 ].
It is worth remarking that relation (1.20) implies that R0 is generated also by
the system of elements ee−deg(e)1 (e ∈E, e = e1).
Let H be a nilpotent group which has a series (1.1) with unit intersection
such that all the factors Hi/Hi+1 (i = 1,2, . . .) contain no elements of an
infinite p-height, and K be a commutative field of characteristic p. Theorem VI
will describe the connection between the skew fields of fractions of KH and
U(K⊗L(H)). Let ρ(x) be the valuation which is obtained in Corollary 2.4. This
valuation can be extended in a natural way to a valuation of the ring KH [t, t−1]
such that ρ(t)= 1, and then it can be extended in a unique way to the skew field
of fractions D(KH [t, t−1)). We recall that the subring V (KH [t, t−1]) is defined
by (1.17) and let (t)= tV (KH [t, t−1]). We prove in Proposition 4.4 that
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The quotient ring V (KH [t, t−1])/(t) is isomorphic to the universal enveloping
algebra U(K ⊗ L(H)) of the Lie algebra K ⊗ L(H) where L(H) is the Lie
algebra of H associated to series (1.1). The Lie subalgebra K ⊗ L(H) is
generated under the Lie operation in the ring V (KH [t, t−1])/(t) by the images
of all the elements
(e− 1)t−ρ(e−1) (e ∈E). (1.21)
Theorem VI. (i) Let H be a nilpotent group. Assume that it has a series
(1.1) of finite length with unit intersection and all the factors Hi/Hi+1 (i =
1,2, . . .) are torsion-free groups without elements of an infinite p-height; let K
be a commutative field of characteristic p. Then the isomorphism
V
(
KH
[
t, t−1
])/
(t)∼=U(K ⊗L(H)) (1.22)
can be extended to an isomorphism
V
(D(KH [t, t−1]))/t(V (D(KH [t, t−1])))∼=D(U(K ⊗L(H))). (1.23)
(ii) The graded rings gr(∆(KH)) and gr(D(K ⊗ L(H)) are isomorphic. In
particular,
V
(
∆(KH)
)
/J
(
V
(
∆(KH)
))∼=D0, (1.24)
where V (∆(KH)) is the valuation ring of ∆(KH), J (V (∆(KH))) is the unique
maximal ideal of V (∆(KH)), D0 is the skew subfield of D(K ⊗ L(H)) defined
in Theorem V and the isomorphism (1.24) is obtained by the restriction of the
isomorphism (1.23) to the subring V (∆(KH)).
(iii) If x is an arbitrary element of ∆(KH) with ρ(x)= 1 and x˜ = x + B2 is
the homogeneous component of x in gr(KH) then gr(∆(KH)) is isomorphic to
a skew Laurent polynomial ring D0[x, x−1].
Remark. The skew field D(KH [t, t−1]) is generated in fact by the polynomial
ring KH [t] but it is more natural to formulate and to prove Theorem VI as a
theorem on embedding of KH [t, t−1]. By the same reason in Theorem IV′ we
will deal with embedding of the ring K˜H [t, t−1] in a skew field D(K˜H [t, t−1],
and the technical results in Section 6.2 will be related to skew fields generated by
Laurent polynomial rings.
1.4. Let H be a group which satisfies the conditions of Theorem I, K be a
commutative field of characteristic p. In Theorem IX we extend the valuation ρ
to a discrete valuation of the Malcev–Neumann power series skew field. If H is
nilpotent then the group ring KH is an Ore domain and it is well known that every
valuation ρ of it can be extended in a unique way to a valuation of its skew field
of fractions: if a, b ∈ (KH) and b = 0 then
ρ
(
ab−1
)= ρ(a)− ρ(b).
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But no unique explicit representation exists for an element of ∆(KH) in the
general case, when KH is not an Ore ring, and the valuation function ρ(x) can
not be extended to ∆(KH) by an explicit algebraic formula. Our method for
extension of the valuation ρ is based on the machinery developed in Sections 6–8.
In order to construct a valuation in the skew field ∆(KH) we have to define also a
valuation in the skew field D(K⊗L(H)) generated by the Lie algebraK⊗L(H).
Instead of the algebra K ⊗L(H) we consider in Theorem VIII a more general
case of a graded Lie algebra L with grading (1.16). Its universal enveloping
algebra U(L) can be embedded in a skew field which is generated by U(L) by
Cohn’s Theorem (see [9], or [4, 2.6]). We recall that we denote this skew field by
D(L); it has a valuation function which is an extension of the canonical quasi-
Abelian valuation function v(x) of U(L). But in order to obtain an extension of
the valuation ρ we have to apply another method of constructing the skew field
D(L), this method is based on the fact that L can be embedded in the inverse
limit of its nilpotent graded homomorphic images. We consider then the inverse
system of enveloping algebras of these nilpotent graded Lie algebras and define
an inverse system of their skew fields of fractions and the inverse limit of this
system. We prove that this inverse limit is a skew field and that its skew subfield
generated by the subalgebra U(L) is isomorphic to the skew field D(L), and we
obtain the following theorem.
Theorem VIII. Let L be a graded Lie algebra, E be a special basis of L, e1 be an
arbitrary non-zero element of E1. Then there exists a skew subfield D0 ⊆ D(L)
generated by the system of elements
e
−j
1
(
e−11 e
)
e
j
1 (e1 = e ∈E, j ∈ Z) (1.25)
such that e−11 D0e1 = D0 and D0 together with e1 generate a skew Laurent
polynomial ring D0[e1, e−11 ]. The skew field D(L) is isomorphic to the skew field
of fractions of D0[e1, e−11 ]. The grading of L can be extended to a valuationfunction ρ on D(L) and the graded ring of D(L) associated to this valuation is
isomorphic to the ring D0[e1, e−11 ].
Theorem 1 in [10] implies that if L is a free Lie algebra then the skew field
D(L) is isomorphic to the universal field of fractions of the free associative
algebra U(L); hence Theorem VIII can be applied in this case and it implies
in particular that the X-valuation of the free associative algebra K〈X〉 can be
extended to a discrete valuation of its universal field of fractions. A more general
result in this direction will be obtained in the second paper of the series. We will
consider there also the applications of this result and we will apply it in particular
to the study of the universal fields of fractions for the Magnus power series ring
K〈〈X〉〉.
To extend the valuation ρ from the group ring KH to the skew field
∆(KH) we consider the inverse system of the rings K(H/Hi) (i = 1,2, . . .)
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and the system of skew fields ∆(K(H/Hi)) (i = 1,2, . . .). If i1 > i2, we
construct a morphism from a subring V1(∆(K(H/Hi1))) of the valuation ring
V (∆(K(H/Hi1))) into the valuation ring V (∆(K(H/Hi2))) whose restriction
on H coincides with the homomorphism H/Hi1 → H/Hi2 . To construct this
morphism we need Theorem VII which is proved in Section 6. This theorem will
be applied also in the second paper of the series.
We study in Section 8 valuations in inverse limits of skew fields and then prove
the following theorem.
Theorem IX. Let H be a group which has a series (1.1) with torsion-free
Abelian factors and unit intersection. Assume that the factors Hi/Hi+1 (i =
1,2, . . .) contain no elements of infinite p-height. Let K be a commutative field
of characteristic p and ∆(KH) be the Malcev–Neumann skew field generated by
the group ring KH. Then the ρ-valuation function defined in KH by the filtration
(1.6) can be extended to a discrete valuation function ρ(x) in ∆(KH).
In the second paper of the series we will apply Theorem IX together with some
other results which will be obtained to the study of the graded ring of ∆(KH).
We will prove the following theorem.
The graded ring gr(∆(KH)) associated to the valuation function ρ(x) is
isomorphic to the graded ring gr(D(K⊗L(H))) of the skew field D(K ⊗L(H)),
where L(H) is the Lie ring of H associated to series (1.1). Hence it is
isomorphic to the skew Laurent polynomial ring D0[x˜, x˜−1] where the zero
component D0 of gr(D(K ⊗ L(H))) is isomorphic to a skew subfield of
D(K ⊗L(H)) generated by the system of elements (1.25) and the residue skew
field V (∆(KH))/J (V (∆(KH))) is isomorphic to D0, x is an arbitrary element
with ρ(x)= 1 and x˜ is its homogeneous component in gr(∆(KH)).
LetH be a residually torsion-free nilpotent group,K be a field of characteristic
zero. Quillen’s theorem [11] states that the graded ring gr(KH) associated to
the filtration defined by the powers of the augmentation ideal is isomorphic to
the universal enveloping algebra U(L(H)) where L(H) is the Lie algebra of H
associated to the lower central series. It is easy to see that this implies that the
powers of the augmentation ideal ω(KH) define a valuation function ρ(x) in
KH . The following fact follows now immediately from Theorem IX.
Corollary 1.3. Let H be a residually torsion-free nilpotent group, K be a field
of characteristic zero. Then the valuation function ρ(x) can be extended to the
Malcev–Neumann skew field ∆(KH).
We have already pointed out that we will prove in the second paper that the
graded ring gr(∆(KH)) associated to this valuation is isomorphic to the skew
Laurent polynomial ring D0[x˜, x˜−1].
Some of the results of the paper where announced in [12].
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1.5. Special notation and conventions used throughout the paper
All occurring rings are associative. Every ring has unit element which is
inherited by subrings. The ring of integers is denoted by Z.
If t is a central element in R then (t) is the principal ideal generated by t .
R[t] and R[t, t−1] denote the polynomial and the Laurent polynomial rings
over R, respectively. We have already pointed out that instead of the notation
(K˜H)[t], (KH)[t], (K˜H)[t, t−1] and (KH)[t, t−1] we will use the simpler
notation K˜H [t], KH [t], K˜H [t, t−1] and KH [t, t−1], respectively.
We will use the same type of notation for skew polynomial and Laurent
polynomial rings. A left skew polynomial ring or a skew Laurent polynomial ring
in x over R with an automorphism α of R, where for every r ∈ R
xr = α(r)x, (1.26)
will be denoted by R[x] and R[x, x−1], respectively, and it will be made clear
whether the element x centralizes R.
KH : the group ring of a group H over a field K .
U(L): the enveloping algebra of the Lie algebra L.
L(H): The Lie ring of a group H associated to the N-series (1.1).
D or D(R): an arbitrary skew field or a skew field generated by a domain R.
∆(KH): the Malcev–Neumann power series skew field generated by the group
ring KH . When H is a torsion-free nilpotent group ∆(KH) is the Ore
skew field of fractions of KH .
D(L): the skew field generated by U(L) via Cohn’s method [9]. When L is
finite-dimensional or soluble, D(L) is the Ore skew field of fractions of
U(L).
If R is a ring with a valuation function ρ(x) then V (R)= {r ∈ R | ρ(r) 0}.
If a skew field D has a valuation function then V (D) is the valuation ring of D
and the unique maximal ideal of V (D) is its Jacobson radical. We will denote it
by J (V (D)).
2. Proofs of Theorems I and I′. The valuation ρ(x) in KH
2.1. Throughout this section let H be a group with an N-series (1.1). We recall
that the N-series (1.1) can be used to construct a Lie ring L(H) of H . The additive
group of this Lie ring is
∑∞
i=1Hi/Hi+1 and the Lie operation for homogeneous
elements is defined in the following way. If x1 ∈ Hi1/Hi1+1, x2 ∈ Hi2/Hi2+1,
and x∗α is the coset representative of xα (α = 1,2) then [x1, x2] is the element
of Hi1+i2/Hi1+i2+1 which contains the commutator (x∗1 , x∗2 ). This operation can
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be extended by distributivity on arbitrary elements from
∑∞
i=1 Hi/Hi+1, and we
obtain a graded Lie ring L(H).
We will need the concept and some basic properties of a universal enveloping
Z-algebra U(L(H)) when series (1.1) has unit intersection and all the factors
Hi/Hi+1 (i = 1,2, . . .) are torsion-free groups. A formal definition of U(L(H))
in this case does not differ from the case of Lie algebras over a field; i.e. U(L(H))
is the quotient ring of the tensor ring T (L(H)) by the ideal generated by all the
elements u ⊗ v − v ⊗ u − [u,v] (u, v ∈ L). It is more convenient however to
obtain the universal envelopingZ-algebra for theZ-algebraL(H) in another way.
Clearly if all the factors Hi/Hi+1 are free Abelian then L(H) is a free Z-module
and in this case the concept and the properties of the universal enveloping
Z-algebra U(L(H)) are the same as for Lie algebras over a field. Moreover, since
L(H) and U(L(H)) are free Z-modules, we obtain easily that for an arbitrary
commutative domain K the universal enveloping K-algebra U(K ⊗ L(H)) is
isomorphic to the algebra K ⊗U(L(H)).
Now consider the general case when the factors are arbitrary torsion-free
Abelian groups. The Lie ringL(H) is in this case a Z-algebra and can be naturally
embedded in the Lie algebra Q⊗L(H) over the field of rational numbers Q. We
consider now the universal enveloping algebra U(Q⊗ L(H)); it is not difficult
to verify that the subset L(H) generates in the algebra U(Q⊗ L(H)) a subring
isomorphic to the universal enveloping Z-algebra U(L(H)). We obtain from this
easily that U(K ⊗L(H))∼=K ⊗U(L(H)).
We need the following fact which is basically proven by Lichtman [13]; it is in
fact a version of Quillen’s theorem [11].
Proposition 2.1. Assume that all the factors Hi/Hi+1 (i = 1,2, . . .) in series
(1.1) are torsion-free Abelian groups and ⋂∞i=1 Hi = 1. Let K be a commutative
domain of characteristic zero and gr(KH) be the graded ring of KH , associated
to the filtration (1.3). Then the map
hHi+1 → (h− 1)+Ai+1 (2.1)
can be extended to an isomorphism of graded K-algebras U(K ⊗ L(H)) and
gr(KH).
Proof. The sketch of the proof for the case when K is a field is given in Lichtman
[13, Sections 2.6 and 2.7]. The same argument works for the case when K is
a domain and all the factors Hi/Hi+1 (i = 1,2, . . .) are free Abelian groups.
Now consider the general case when the factors are arbitrary torsion-free
Abelian groups. Pick an arbitrary finitely generated subgroupF ⊆H and consider
in it the N-series
Fi = F ∩Hi (i = 1,2, . . .). (2.2)
All the factors Fi/Fi+1 (i = 1,2, . . .) of this series are free Abelian groups and
hence the map (2.1) can be extended to an isomorphism of the graded ring gr(KF)
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associated to the filtration defined by series (2.2) and the universal enveloping
algebra U(K ⊗ L(F)) of the Lie algebra K ⊗ L(F) defined by this series. The
proof can be completed by a routine argument. ✷
Corollary 2.1. Let K be a commutative domain of characteristic zero. Then the
subgroup Hi is the ith dimension subgroup corresponding to the filtration (1.3);
i.e. Hi = {h ∈H | (h− 1) ∈Ai}.
Proof. Follows from Proposition 2.1. ✷
2.2.
Proposition 2.2. LetH be a group which has an N-series (1.1) torsion-free factors
and unit intersection. Let p be a given prime number. If every factor Hi/Hi+1
(i = 1,2 . . .) contains no elements of infinite p-height then ⋂∞i=1 Si = 1.
Proof. The proof can be reduced immediately to the case when series (1.1) is
finite and hence the group is nilpotent. We can assume therefore that H has
a series
H =H1 ⊇H2 ⊇ · · · ⊇Hk−1 ⊇Hk = 1 (2.3)
with torsion-free factors without elements of infinite p-height. Let h be a given
non-unit element of H ; we have to find a subgroup Si such that h /∈ Si . We can
assume that x ∈ Hk−1 and we observe that the subgroup Hk−1 is central in H .
Now find a number m such that h /∈Hpmk−1 and hence the image h¯ of the element
h in the group H = H/Hpmk−1 is a non-unit element of order pm. The nilpotency
class of the group H does not exceed k. We apply now the classical result of
Malcev (see a simple proof in Hartley’s expository paper [2]) which implies that
the subgroup Hpmk ⊆ H is torsion-free. We conclude from this that the image
of the element h¯ ∈ H under the natural homomorphism H → Q = H/Hpmk
is non-unit. But the group Q is in fact a homomorphic image of H under the
natural homomorphism H → H/(HpmkHpmk−1). Since the image of h under this
homomorphism is non-unit, we obtain that h /∈HPmkHpmk−1; hence h /∈ (
⋂∞
i=1 Si)
and the proof is complete. ✷
2.3. We will need the following fact which is proven by Lichtman [13]; this
fact is a generalization of Quillen’s theorem [11].
Proposition 2.3. Let H be a group, Si (i = 1,2, . . .) be an arbitrary p-series in
H , K be a commutative domain of characteristic p and (1.6) be the filtration
defined in KH by this p-series. Then:
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(i) The graded algebras gr(KH) and K ⊗Up(Lp(H)) are isomorphic.
(ii) The subgroup Si is the ith dimension subgroup corresponding to the filtration
(1.6).
Proposition 2.4. Let H be a group which has an N-series (1.1) with torsion-
free Abelian factors and unit intersection. Assume that all the factors contain no
elements of infinite p-height. Let Si (i = 1,2, . . .) be the p-series (1.5) obtained
from this N-series and let L(H) be the graded Lie ring associated to the N-series
Hi (i = 1,2, . . .); let Lp(H) be the restricted Lie algebra Lp(H) associated to
the p-series Si (i = 1,2, . . .) and Up(Lp(H)) be its p-envelope. For every given
number i let φi be the homomorphism from the group Hi/Hi+1 into the group
Si/Si+1 defined by the map hHi+1 → hSi+1 and φ be the homomorphism of
L(H) into the Lie subring of Lp(H) defined by the family of the homomorphisms
φi (i = 1,2, . . .). Then the restricted Lie algebra Lp(H) is generated by its
Lie subalgebra φ(L(H)) and hence the homomorphism φ can be extended to
a surjective homomorphism U(L(H))→Up(Lp(H)).
Proof. Let x˜ be a non-zero homogeneous element of degree k in Lp(H). Then
x˜ = xSk+1 where x = x1x2 . . . xr , xα = up
mα
α , uα ∈ Hp
mα
nα with pmαnα = k
(α = 1,2, . . . , r), and hence
x˜ =
r∑
α=1
x˜α.
We see from this that it is enough to prove that every x˜α (α = 1,2, . . . , r) belongs
to the restricted subalgebra generated by φ(L(H)). Hence we can assume that
r = 1, x ∈Hpmn with pmn= k and there exists u ∈Hn such that x = upm . Clearly
u /∈ Sn+1 because x = upm and x /∈ Sk+1 ⊇ Sp
m
n+1. On the other hand, the definition
of φ implies that φ(uHn+1)= uSn+1, and we obtain that
x˜ = xSk+1 = upmSk+1 = (uSn+1)pm = u˜pm;
i.e. x˜ belongs to the restricted Lie subalgebra generated by φ(L(H)) and the
assertion follows. ✷
Corollary 2.2. The homomorphisms Hi/Hi+1 → Si/Si+1 (i = 1,2, . . .) define
a surjective homomorphism of the associated graded rings gr(ZH)→ gr(ZpH),
φ : gr(ZH)→ gr(ZpH).
Proof. Follows from Propositions 2.4 and 2.1. ✷
We will need the following well-known fact on the connection between the
homomorphisms of groups and their Lie algebras. (See, for instance, Lazard [3]).
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Lemma 2.1. Let H → H be an epimorphism with a kernel G, Gj = G ∩ Hj
(j = 1,2, . . .), L∗p(G) be the restricted Lie algebra ofG associated to the p-series
Gj (j = 1,2, . . .). Then L∗p(G) is an ideal in H and
Lp(H)∼= Lp(H)/L∗p(G). (2.4)
Lemma 2.2. Let H be a group, Lp(H) be the restricted Lie algebra of H
associated to a p-series Sj (j = 1,2, . . .). Let u be a central element of H such
that its homogeneous component u˜ is not nilpotent in the algebra Up(Lp(H)).
Then the element u˜ is transcendental over Zp and all the non-scalar elements
of the Zp-subalgebra Zp[u˜] generated by u˜ are regular and non-invertible in
Up(Lp(H)).
Proof. Assume that the weight of u in H is k; i.e. u ∈ Hk\Hk+1. Let F be the
infinite cyclic subgroup generated by u. Since for every natural n, (u˜)pn = 0 we
obtain that upn /∈ Spnk+1. This implies that upn is a coset representative of the
element (u˜)pn ; i.e. u˜pn = (u˜)pn . We see now that if L∗p(F ) is the Lie algebra
of the infinite cyclic subgroup (F ) ⊆ H associated to the p-series (F ) ∩ Hj
(j = 1,2, . . .) then it is generated as a restricted algebra by the element u˜
and so is its p-envelope Up(L∗p(F )). The basic properties of the restricted Lie
algebra and its p-envelope now imply that Up(L∗p(F )) is a polynomial ringZp[u˜]
and the universal p-envelope Up(Lp(H)) is a free module over the subalgebra
Up(L
∗
p(F )) (see Jacobson [14, V.7]). This implies easily that every non-scalar
regular element of Up(L∗p(F )) remains regular and non-invertible in Up(Lp(H))
and the proof is complete. ✷
Proof of Theorems I and I′. Proposition 2.4 implies that the homomorphisms
Hi/Hi+1 → Si/Si+1 (i = 1,2, . . .) define an epimorphism φ :U(L(H)) →
Up(Lp(H)). The kernel of φ contains the ideal (p) = p(U(L(H)); and hence
we obtain an epimorphism ψ :U(L(H))/(p)→ Up(Lp(H)). We will prove now
that ker(ψ)= 0. The proof of this fact is given in 3 steps.
Step 1. We consider first the case when the group H is finitely generated and
series (1.1) has a finite length; hence the group H is nilpotent. Let
H =H1 ⊇H2 ⊇ · · · ⊇Hk−1 ⊇Hk = 1
be an N-series in H with free Abelian factors Hi/Hi+1 (i = 1,2, . . . , k − 1).
Then all the factors Hi/Hi+1 (i = 1,2, . . .) are finitely generated free Abelian
groups and L(H) is a nilpotent Lie algebra over Z; its dimension is n =∑k
i=1 dim(Hi/Hi+1). Hence the ring U(L(H)) is Noetherian and so is the
ring U(L(H))/(p). The existence of the epimorphism ψ implies that the
algebra Up(Lp(H)) is also Noetherian. Further, since L(H) is nilpotent and
has dimension n over Z, we obtain that the algebra L(H)⊗ Zp is nilpotent of
122 A.I. Lichtman / Journal of Algebra 257 (2002) 106–167
dimension n over Zp. Hence the Krull dimensions of the rings U(L(H)) and
U(L(H)) ⊗ Zp are n (see [15, 6.6.2]). Since ψ(U(L(H)) = Up(Lp(H)), we
obtain that
K-dim
(
Up
(
Lp(H)
))
 n. (2.5)
We will now prove that K-dim(Up(Lp(H))) = n. This will imply (see [15,
6.3.11]) that ker(ψ)= 0 and hence Up(Lp(H)) is isomorphic to U(L(H))⊗Zp.
Since Hk−1 is a central subgroup of H we can find an element z ∈Hk−1 such
that the quotient group H =H/(z) by the cyclic subgroup (z) generated by it is
torsion-free. The group H satisfies all the assumptions of the theorem and we can
assume by induction that the Krull dimension ofUp(Lp(H)) is equal to n−1. Let
h˜ denote the homogeneous component of an element h ∈H in Lp(H); consider
the set of elements A= {z˜, z˜p, z˜p2, . . .} in Up(Lp(H)).
We claim that there is only a finite number of nilpotent elements in A. Indeed
assume that there exists in A an infinite subset of nilpotent elements, say A =
{z˜ps1 , z˜p2, . . . , z˜psr−1 , z˜psr , . . .} (s1 < s2 < · · ·); we can delete, if necessary, some
of these elements and assume that for every r = 2,3, . . . the element z˜psr does not
belong to the finite subring 〈z˜ps1 , z˜ps2 , . . . , z˜psr−1 〉. Since the subset A is central
in Lp(H) we obtain an infinite chain of centrally generated ideals in Lp(H),(
z˜p
s1
)⊆ (z˜ps1 , z˜ps2 )⊆ · · · ,
and then an infinite chain of ideals in the p-envelope Up(Lp(H)),(
z˜p
s1
)
Up
(
Lp(H)
)⊆ (z˜ps1 , z˜ps2 )Up(Lp(H))⊆ · · · .
But we have already proved that the algebra Up(Lp(H)) is Noetherian. This
contradiction shows that the set A must contain only a finite number of nilpotent
elements and our claim is established.
Let z˜ps be a non-nilpotent element in A. We consider the element z1 = zps of
H and obtain from Lemma 2.2 that the element z˜1 generate in Up(L(H)) a Zp-
subalgebra isomorphic to polynomial algebra in one variable and the element z˜1
is regular and non-invertible in Up(Lp(H)). We obtain now from the well-known
properties of the Krull dimension (see [15, 6.5.9])) that
K-dim
(
Up(Lp(H)
)
K-dim
(
Up
(
Lp(H)
)
/(z˜1)
)+ 1. (2.6)
Lemma 2.1 implies that the natural homomorphism H → H with kernel (z)
defines an epimorphism of Lie algebras θ :Lp(H) → Lp(H) with kernel
ker(θ) = L∗p(z) where L∗p(z) is the restricted Lie algebra of the infinite cyclic
subgroup (z) associated to the induced p-series Sj ∩ (z) (j = 1,2 . . .) and θ
can be extended to an epimorphism Up(Lp(H))→ Up(Lp(H)); the kernel of
this epimorphism is the ideal (L∗p(z))Up(Lp(H)) and hence it contains the
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element z˜1. This implies that the epimorphism Up(Lp(H))→ Up(Lp(H)) can
be factored through the epimorphismUp(Lp(H))→Up(Lp(H))/(z˜1) and hence
K-dim
(
Up
(
Lp(H)
))
/(z˜1)K-dim
(
Up
(
Lp(H)
))= n− 1. (2.7)
We obtain from this and (2.6) that
K-dim
(
Up
(
Lp(H)
))
 n. (2.8)
This together with (2.5) implies that K-dim(Up(Lp(H))) = n and hence we
proved the theorem for the case when H is finitely generated and nilpotent and
series (1.1) has a finite length.
Step 2. Now consider the case when H is finitely generated but series (1.1) is
not necessarily finite. We have to prove that in this case also ker(ψ) = 0. Let
0 = x ∈ ker(ψ). Find Hn and a homomorphism H → H = H/Hn such that the
image of x under the related homomorphismU(L(H))→U(L(H)) is a non-zero
element x¯ ∈ U(L(H)). Then the epimorphismψ :U(L(H))⊗Zp → Up(Lp(H))
induces an epimorphism ψ¯ :U(L(H))⊗Zp →Up(Lp(H)) and ψ¯(x¯)= 0; since
the group H is finitely generated and has a finite series with Abelian factors
H =H 1 ⊇H 2 ⊇ · · · ⊇Hn−1 ⊇Hn = 1,
we conclude that this is impossible.
Step 3. Consider now the general case, when the group H is not necessarily
finitely generated. It is more convenient at this step to give a proof of Theorem I
instead of Theorem I′. Let x˜ be a non-zero homogeneous element in gr(ZH) such
that ψ(x˜) = 0. Let F be a finitely generated subgroup of H such that x ∈ ZF .
Then once again as in the beginning of the Section 2.1 we obtain from series (1.1)
in H a series Fj = F ∩Hj (j = 1,2, . . .) in F ; the factors of this series are free
Abelian and
⋂∞
j=1Fj = 1. We obtain then a filtration in ZF defined by this series,
and the graded ring associated to this filtration is naturally embedded in gr(ZH);
we denote this graded ring by gr(ZF). We obtain also an embedding gr(ZpF)⊆
gr(ZpH) where gr(ZpF) is obtained from the p-series in F , which is defined
by the series Fj (j = 1,2, . . .). Finally, the restriction of the epimorphism ψ on
gr(ZpF) defines an epimorphism ψ1 : gr(ZF)/(p)→ gr(ZpF) and ψ1(x˜) = 0.
Since F is finitely generated this implies that x˜ = 0 and the proof is complete. ✷
Corollary 2.3. Let H be as in Theorem I, K be a commutative field of
characteristic p. Then the algebras gr(KH) and Up(K ⊗Lp(H)) are domains.
Proof. The algebra Up(Lp(H)) is a domain because it is isomorphic to the
enveloping algebra U(Zp ⊗U(L(H))) via the relation (1.14). The isomorphism
Up(K ⊗ Lp(H))∼=K ⊗Up(Lp(H)) implies that Up(K ⊗ Lp(H)) is a domain
and Proposition 2.3 now implies that gr(KH) is a domain. ✷
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Corollary 2.4. The filtration (1.6) defines a discrete valuation function ρ(x) in
KH .
Proof. If char(K) = p the assertion follows from Corollary 2.3. For the case
when char(K)= 0 it follows from Theorem I together with Proposition 2.1 and it
was proved in fact in Lichtman [13]. ✷
3. The quasi-Abelian valuation v(x) in KH and K˜H . Proof of Theorem II
3.1. Once again let H be a group which has an N-series (1.1) with unit
intersection. We assume that all the factors Ni/Ni+1 (i = 1,2, . . .) are torsion-
free Abelian and contain no elements of an infinite p-height. Let K be a field of
characteristic p. We pick in H a system of elements E which gives a special basis
of the Lie algebra K⊗L(H). We recall that we have a filtration Bj (j = 1,2, . . .)
in KH , such that
⋂∞
j=1Bj = 0, and Corollary 2.4 implies that this filtration
defines a valuation function ρ(x) in KH . We will now use Theorem I in order to
construct a quasi-Abelian valuation in the group ring KH and in its ρ-completion
K˜H .
Since
⋂∞
j=1Bj = 0, it follows that KH is isomorphically embedded in K˜H .
Further, standard monomials on the set E are defined in a usual way: an element
π of the group ring KH is a standard monomial if
π = (ei1 − 1)k1(ei2 − 1)k2 . . . (ein − 1)kn (ei1 < ei2 < · · ·< ein). (3.1)
We obtain now from Proposition 2.4(ii) that if e ∈ Ei then ρ(e− 1)= i and we
have for the standard monomial (3.1), ρ(π)=∑nα=1 kαρ(eiα − 1).
Proposition 3.1. Let K be a commutative field of characteristic p. Then algebra
gr(KH) is generated by all the homogeneous elements (e− 1) = (e − 1) +
Bρ(e−1)+1 (e ∈E). The standard monomials on the set of these elements together
with 1 form a basis of the algebra gr(KH).
Proof. The algebra gr(KH) is isomorphic to the algebra K ⊗ U(L(H)) ∼=
U(K ⊗ L(H)) via Theorems I, I′ and Proposition 2.3. Clearly the system of
elements E gives a K-basis of K ⊗ L(H), and hence the standard monomials
on E give a basis of U(K ⊗L(H)), and the assertion follows. ✷
Corollary 3.1. LetK be a commutative field of characteristic p. Then the quotient
algebra (KH)/Bj has a K-basis formed by all standard monomials with ρ-value
less than or equal to j − 1 on the set of elements {e − 1 | e ∈ E}. Hence the
elements e − 1 (e ∈ (E1 ∪ E2 ∪ · · · ∪ Ej−1)) generate the quotient algebra
(KH)/Bj .
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Proof. Follows from Proposition 3.1 by a routine argument. ✷
Since
⋂∞
j=1 Bj = 0, the following fact follows now easily from Proposition 3.1
and Corollary 3.1.
Proposition 3.2. The valuation function ρ(x) can be extended to K˜H in a natural
way. Every element x ∈ K˜H has a unique representation
x =
∞∑
α=1
λαπα
where λα ∈ K (α = 1,2, . . .) and πα (α = 1,2, . . .) are standard monomials on
the base E with a finite number of monomials for every given ρ value. If Bj is
a term of the filtration (1.6) then its completion B˜j consists from those elements
x whose representation (3.1) includes only monomials with ρ value greater or
equal than j and the quotient rings K˜H/B˜j and KH/Bj are isomorphic.
The standard monomials with ρ value less than or equal to j form a basis of
the quotient ring K˜H/B˜j ∼=KH/Bj .
If h is an element from Hk then
h− 1=
∞∑
α=1
γατα (3.2)
where τα (α = 1,2, . . .) are standard monomials on the set Ek ∪Ek+1 ∪ · · ·.
3.2. We will define now a new valuation function v(x) in K˜H and KH .
If e is an element H and e ∈ Ei then we define v(e − 1) = i − 1. We pick
then an arbitrary j ∈ J and consider the quotient algebra K˜H/B˜j ∼= (KH)/Bj ;
Corollary 3.1 implies that it is generated by the system of elements e − 1 when
e ∈ (E1 ∪ E2 ∪ · · · ∪ Ej−1). We define then for a given m a subspace Cm of
(KH)/Bj as a K-span of the set{
(ej1 − 1)(ej2 − 1) . . . (ejk − 1)
∣∣∣∣ k∑
α=1
v(ejα − 1)m
}
. (3.3)
It is immediate that Cm is an ideal and
C0 ⊇ C1 ⊇ · · · . (3.4)
We obtained a filtration in the ring K˜H/B˜j . Further, v(ejα − 1) = ρ(ejα ) = 1
(α = 1,2, . . . , k) and hence
k∑
α=1
v(ejα − 1)=
(
k∑
α=1
ρ(ejα − 1)
)
− k. (3.5)
We see now from (3.4) that if a monomial (ej1 − 1)(ej2 − 1) . . . (ejk − 1) belongs
to Cj−1 then its ρ value in K˜H is greater than or equal to (j − 1)+ k, which in
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its turn is greater than or equal to j , and hence this monomial belongs to B˜j . We
conclude from this that Cj−1 = 0.
We use now the filtration (3.4) to define a pseudovaluation in K˜H/B˜j . We
define
vj (0)=∞, vj (r)=m (r ∈ Cm\Cm+1). (3.6)
It is immediate that (3.6) defines a pseudovaluation in K˜H/B˜j ; i.e.
vj (r1 + r2)min
{
vj (r1), vj (r2)
} (3.7)
and
vj (r1r2)
(
vj (r1)+ vj (r2)
)
. (3.8)
Proposition 3.3. The pseudovaluation vj (r) is a quasi-Abelian function in
K˜H/B˜j .
We need first the following fact.
Lemma 3.1. Let R be a ring with a pseudovaluation function v(r). Then v(r) is
quasi-Abelian iff for every two non-zero elements r1, r2 ∈ R
v(r1r2 − r2r1) >
(
vj (r1)+ vj (r2)
)
. (3.9)
Proof. Let r be an arbitrary non-zero element of R with v(r) = k, r˜ denote
the homogeneous component of an element r ∈ R. Then r˜ = r + Rk+1 where
Rk+1 = {x ∈R | v(x) (k+ 1)}. Assume that condition (3.9) holds and let r1, r2
be two elements of R with v(ri )= ki (i = 1,2). Then we have two possibilities:
(i) v(r1r2) > (k1 + k2), v(r2r1) > (k1 + k2);
(ii) v(r1r2)= k1+k2, v(r2r1)= k1+k2, r2r1 = r1r2+u, where v(u) > (k1+k2).
In the first case we have
r˜1r˜2 = r˜2r˜1 = 0.
We obtain in the second case
r˜1r˜2 = r˜1r2 = r˜2r1 = r˜2r˜1;
and the sufficiency of (3.9) now follows from the last two relations. A similar
argument can be used to prove the necessity. ✷
Proof of Proposition 3.3. The identities [ab, c] = [a, c]b+ a[b, c] and [a, bc] =
[a, b]c+b[a, c] show that it is enough to prove the relation (3.9) for the case when
r1 and r2 belong to a system of generators of K˜H/B˜j . We can assume therefore
that r1 = h1 − 1, r2 = h2 − 1 (h1 ∈Hk , h2 ∈Hl). Hence
vj (h1 − 1)= k − 1, vj (h2 − 1)= l − 1. (3.10)
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We denote now (h2, h1)= h−12 h−11 h2h1 and obtain
(h1 − 1)(h2 − 1)− (h2 − 1)(h1 − 1)
= (1− (h2, h1))+ (h1 − 1)(1− (h2, h1))+ (h2 − 1)((h2, h1)− 1))
+ (h1 − 1)(h2 − 1)
(
1− (h2, h1)
)
. (3.11)
The element (h2, h1) on the right side of (3.11) belongs to Hk+l ; hence vj (1 −
(h2, h1)) k + l − 1 and we obtain from (3.10) and (3.11) that
vj
(
(h1 − 1)(h2 − 1)− (h2 − 1)(h1 − 1)
)
 (k + l − 1).
But
vj (h1 − 1)+ vj (h2 − 1)= k + l − 2,
and the assertion follows. ✷
Now let x be an arbitrary element in K˜H and xj denote its image in K˜H/B˜j .
It is important that the definition of the function vj (r) in K˜H/B˜j implies that
vk(xk) vl(xl) if k > l.
We define now a function v(x) in K˜H by
v(x)=min
n
{
vn(xn)
}
(n= 1,2, . . .).
Proposition 3.4. The function v(x) is a quasi-Abelian pseudovaluation in K˜H .
Proof. Let x , y be given elements of K˜H . Find n such that vn(xn) = v(x),
vn(yn)= v(y) for nm. Then Lemma 3.1 implies that for every nm
vn(xn + yn)min
{
v(xn), v(yn)
}
, vn(xnyn)
(
vn(xn)+ v(yn)
);
and we obtain
v(x + y)min{v(x), v(y)}, v(xy) (v(x)+ v(y)),
which implies that v(x) is a pseudovaluation in K˜H . The relation v(xy − yx) >
v(x)+ v(y) is obtained in the same way. This completes the proof. ✷
3.3. We recall now that in our notation Ei denotes a system of elements in the
subgroup Hi which gives a basis of the elementary Abelian p-group Hi/Hpi Hi+1
(i = 1,2, . . .) and that the pseudovaluation v was defined in such a way that
v(e− 1)= k − 1 if e ∈Ek . We formulate now the main result of this section.
Theorem II. (i) Let H be a group which has an N-series (1.1) with unit
intersection. Assume that all the factors Hi/Hi+1 (i = 1,2, . . .) are torsion-free
Abelian groups without elements of infinite p-height. Then the pseudovaluation
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v(x) defined in K˜H is in fact a discrete quasi-Abelian valuation function. The
graded ring associated to this valuation is isomorphic to the symmetric algebra
K1[M] of the vector spaceK1⊗M where M =∑∞i=2 Hi/Hi+1 andK1 is a power
series ring which is the completion of the symmetric algebra K⊗M1 of the vector
space K ⊗ (H1/H2).
(ii) The graded ring gr(KH) of KH associated to the filtration defined by
the valuation v is isomorphic to the symmetric algebra of the vector space
K ⊗ (∑∞i=1 Hi/Hi+1).
Proof. Proposition 3.4 implies that the graded ring gr(K˜H) associated to the
filtration defined by the pseudovaluation v is commutative. It is easy to see also
that the elements of K˜H whose representations (3.1) include only the standard
monomials on the set E1 form a complete system of coset representatives of
B˜0/B˜1. We obtain from this that the quotient ring B˜0/B˜1 is isomorphic to the ring
of commutative power series ring K1 in variables ej − 1 (ej ∈E1); i.e. B˜0/B˜1 is
isomorphic to the completion of the symmetric algebra K ⊗ (H/H2).
We prove now that for a given k > 1 the kth homogeneous component
B˜k/B˜k+1 is a free module over B˜0/B˜1 with a basis formed by all the standard
monomials with value k. Indeed let x˜ be a homogeneous element of degree k
in gr(K˜H) and let x˜ = x + B˜k+1 where v(x) = k. Since we consider the coset
x+ B˜k+1 we can assume that v(π)= k for every monomial π in the power series
representation of x . Further every such monomial π has a unique representation
π = τπ ′ where τ is a monomial on the set of elements ej − 1 (ej ∈ E1) and
π ′ is a monomial on the set of elements ej − 1 (ej ∈ E\E1), hence v(τ ) = 0
and v(π ′)= k. We can consider now the homogeneous component B˜k/B˜k+1 as a
module over the subring K1 = B˜0/B˜1 and obtain that this module is generated
by all the elements π ′ + B˜k+1. It is easy to see also that these elements are
linearly independent over B˜0/B˜1. This implies easily that the graded ring gr(K˜H)
is isomorphic to a polynomial ring in the variables (ej − 1) (ej ∈E\E1) over the
subring K1. This completes the proof of statement (i).
We prove now statement (ii). Let B˜k = {x ∈ K˜H | v(x) k). Proposition 3.2
implies that B˜k ∩ (KH) = Bk (k = 1,2, . . .) and hence the ring gr(KH) can
be embedded in a natural way in the ring gr(K˜H) and the elements ej − 1
(ej ∈E\E1) generate a polynomial ring over K . Further, the same argument is in
the proof of the statement (i) shows that the quotient ring B0/B1 is isomorphic to
the polynomial ring over K in the variables ej − 1 (ej ∈E1) and that Bk+1/Bk is
a free module over B0/B1 with a basis formed by all the monomials with weight
k on the set E\E1. This completes the proof. ✷
Corollary 3.2. Let H be a finitely generated torsion-free nilpotent group with an
N-series with torsion-free factors and unit intersection. Let m be the rank of the
free Abelian group H1/H2 and n be the Hirsch number of the group H2. Then
the graded ring gr(K˜H) is isomorphic to a polynomial ring K1[t1, t2, . . . , tn]
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over a power series ring K1 = K❏x1, x2, . . . , xm❑. The graded ring gr(KH) is
isomorphic to the polynomial ring K[t1, t2, . . . , tn+m].
Proof. Follows immediately from Theorem II. ✷
4. Embedding of filtered rings in Artinian rings. Proofs of Theorems III
and IV′
4.1. Let R be an arbitrary domain,Ai (i ∈ Z) be a filtration in R. We recall that
this filtration defines a discrete pseudovaluation in R: v(x) = k if x ∈ Ak\Ak+1
and v(0)=∞; conversely every discrete pseudovaluation in R defines a filtration.
It is worth remarking thatA0 = {r ∈ R | v(x) 0} is a subring in R, A1 = {r ∈ R |
v(r) 1} is an ideal in A0, and the quotient ring A0/A1 is the zero homogeneous
component of the graded ring gr(R).
Lemma 4.1. Let R be a ring with a discrete pseudovaluation function v(x) and
let Ai (i ∈ Z) be the filtration defined by this pseudovaluation. Assume that R
contains an invertible element u such that v(u) = 1 and let u˜ = u + A2 be the
homogeneous component of u. Then the graded ring gr(R) is isomorphic to a skew
Laurent polynomial ring in the indeterminate u˜ over the ring A0/A1.
Proof. Since u−1A0u = A0, u−1A1u = A1 the conjugation by u defines an
automorphism in the quotient ring A0/A1.
The element u˜ is invertible in gr(R) and its inverse is u˜−1 = u˜−1. It is easy
to see also that u˜−1(A0/A1)u˜ = A0/A1. If now 0 = x ∈ R and v(x) = k then
there exists a unique x0 ∈ A0 such that x = x0uk . Hence we obtain for the
homogeneous component x˜ a unique representation x˜ = x˜0u˜k where x˜0 = x0+A1
is the homogeneous component of x0. This implies easily that every element
r ∈ gr(R) has a unique representation
r =
n∑
i=1
λi u˜
ki (λi ∈A0/A1, ki ∈Z, i = 1,2, . . .),
and the assertion follows. ✷
Lemma 4.2. Let R be a ring, t be a central regular element of R such that⋂∞
i=1(t)i = 0. Then the graded ring associated to the filtration (t)i (i = 1,2, . . .)
is isomorphic to the polynomial ring in one variable over the quotient ring R/(t).
Proof. The proof can be obtained by a slight modification of the argument which
was used in Lemma 4.1 and we omit it. ✷
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4.2. Let v be a pseudovaluation in R. We extend this pseudovaluation to the
Laurent polynomial ring R[t, t−1]. If x =∑i ait i then v(x) = maxi{v(ai)+ i}.
Let V (R[t, t−1]) = {x ∈ R[t, t−1] | v(x)  0}. Then t ∈ V (R[t, t−1]), v(t) = 1,
and we have
⋂∞
n=1(t)n = 0 for the principal ideal (t)⊆ V (R[t, t−1]).
Lemma 4.3. The quotient ring V (R[t, t−1])/(t) is isomorphic to the ring gr(R).
Proof. We will give a sketch of the proof since the argument is the same as in the
proof of Lemma 4 in [6], where a similar fact was proved for the case when v is a
discrete valuation function. We consider the natural homomorphism
ψ :V
(
R
[
t, t−1
])→ V (R[t, t−1])/(t)
and the image of an arbitrary element λt−k where λ ∈R and v(λ)= k; i.e. λ ∈Ak .
We see that two elements λ1t−k and λ2t−k (λ1, λ2 ∈ Ak) are congruent modulo
(t) iff (λ1 − λ2) ∈ Ak+1. There exists therefore a one-to-one correspondence
between the elements of the subsets (Akt−k + (t)) ∈ V (R[t, t−1]/(t) and
(Ak/Ak+1) ∈ gr(R). Now, if λ ∈ Ak , we define the map from V (R[t, t−1))/(t)
into gr(R):
φ
(
λkt
−k + (t))= λk +Ak+1. (4.1)
It is easy to see that this map is well defined and preserves products. It is important
that every element x ∈ V (R[t, t−1]) can be represented modulo the ideal (t) as
a linear combination x =∑i λi t−i with v(λi )= i (i = 1,2, . . . , n). This implies
easily that the map (4.1) can be extended to an isomorphism
φ
(
V
(
R
[
t, t−1
])/
(t)
)= gr(R).
This completes the proof. ✷
Corollary 4.1. Let ej (j ∈ J ) be a system of elements of Ak which gives a basis
of Ak modulo Ak+1. Then the images of the elements ej t−k + (t) (j ∈ J ) of
V (R[t, t−1])/(t) form a basis of the homogeneous component Ak/Ak+1 of the
ring gr(R).
Proof. Follows immediately from (4.1). ✷
Corollary 4.2. Let v be a valuation in R. Then the powers of the ideal (t) define
a t-adic valuation in V (R[t, t−1]). The graded ring gr(V (R[t, t−1])) associated
to this valuation is isomorphic to the polynomial ring gr(R)[t].
Proof. The first statement follows from Lemma 4.3; the second one follows from
Lemma 4.2. ✷
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4.3.
Proposition 4.1. Let R be ring, (t) be an ideal generated by a central regular
element of R such that ⋂∞n=1(t)n = 0. Let U be a multiplicatively closed set of
elements in R which is a right denominator set of regular elements modulo (t);
then it is a right denominator set of regular elements modulo every power (t)n,
and the elements of U are also regular in R.
Proof. We prove first that U contains no zero divisors modulo (t)n. Indeed, let
ru ∈ (t)n, r ∈ R, u ∈ U . Since U contains no zero divisors modulo (t) we obtain
that r ∈ (t). We can assume by induction that r ∈ (t)n−1. Let r = tn−1s. If now
ru ∈ (t)n then tn−1su= tnv for a suitable v ∈ R. Hence
tn−1(su− tv)= 0.
But the element t is regular; hence su= tv and we can conclude that s ∈ (t),
once again because u is regular modulo (t). This implies that s ∈ (t)n which
completes the proof of the fact that u is regular modulo (t)n.
We prove now that the image U of U is a right denominator set in R =R/(t)n.
Let x ∈ R, u ∈ U be given. Once again, we assume by induction that there exists
y ∈ R, v ∈ U such that
uy − xv = z ∈ (t)n−1,
i.e.,
uy − xv = z0tn−1 (z0 ∈ R\(t))
or
uy − xv− z0tn−1 = 0. (4.2)
We find now y ∈R, v1 ∈ U such that
uy1t
n−1 − z0v1tn−1 ∈ (t)n. (4.3)
The multiplication of (4.2) by v1 gives
uyv1 − xvv1 − z0tn−1v1 = 0. (4.4)
Finally, we obtain, by subtracting (4.3) from (4.4):(
uyv1 − xvv1 − uy1tn−1
) ∈ (t)n;
i.e. the element
u
(
yv1 − y1tn−1
)− xvv1
belongs to the ideal (t)n, and the assertion follows because vv1 ∈ U . ✷
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Lemma 4.4. Let R be a ring, M be a right denominator set in R ψ :R→ R be
an epimorphism such that the image ψ(M) =M contains only regular elements
of R. Then M is a right denominator set in R and the epimorphism ψ can be
extended to an epimorphism θ :RM−1 →RM−1 with kernel (kerφ)M−1.
The proof is straightforward.
Proposition 4.2. R be ring, (t) be an ideal generated by a central regular element
of R such that⋂∞n=1(t)n = 0. Let U be a multiplicatively closed set of elements in
R which is a right denominator set of regular elements modulo (t) and let R and
U˜ ⊆ R be the completions R and U , respectively, in the t-topology. Then:
(i) R˜ can be embedded in a ring R˜U˜ where the ideal (t)= tR˜U˜ is quasiregular,
its powers have zero intersection and hence they define a t-adic pseudoval-
uation in R˜U˜ . This pseudovaluation extends the pseudovaluation v of R, the
ring R˜U˜ is complete in the t-topology and the elements of U are invertible;
the subset RU−1 is dense in R˜U˜ . For every given n the quotient ring R˜U˜/(t)n
is isomorphic to the ring RnU−1n where Rn and Un are the images of R and
U , respectively, under the homomorphism R→ R/(t)n, and the ring R˜U˜ is
local if (and only if ) the ring R1U−11 is local.
(ii) Let W ⊆ U be a second multiplicatively closed system of elements such that
its image W1 is a right denominator set in the ring R1 = R/(t). Then there
exists a natural embedding R˜W˜ ⊆ R˜U˜ which yields modulo the ideal (t)nR˜U˜
an embedding (RnW−1n )⊆RnU−1n (n= 1,2, . . .).
Proof. We denote by Xn the image of a subset X ⊆ R under the natural
homomorphism R→ R/(t)n. Consider the inverse system of rings Rn = R/(t)n
(n = 1,2, . . .). We take in every ring Rn the subset Un and obtain from
Proposition 4.1 that this subset is a right denominator subset in Rn. We take the
ring of fractions RnU−1n of Rn with respect to Un; Lemma 4.4 implies that we
have a homomorphism Rn+1U−1n+1 → RnU−1n whose kernel is the nilpotent ideal
(tn+1) generated in Rn+1U−1n+1 by the element tn+1 ∈Rn+1. It is easy to verify now
that the system of rings RnU−1n (n= 1,2, . . .) is an inverse system of rings. Now
denote the inverse limit lim←−RnU−1n by R˜U˜ and consider the principal ideal (t).
The same argument as in [6] can be used now to show that (t)= lim←−(tRnU−1n ),
∞⋂
n=1
(t)n = 0, (4.5)
and to prove all the statements of part (i) of the assertion.
The embedding W ⊆ U implies that Wn ⊆ Un (n = 1,2, . . .) in the quotient
rings Rn = R/(t)n. Lemma 4.4 now implies that we obtain embeddings
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RnW−1n ⊆RnU−1n (n= 1,2, . . .) and hence (lim←−RnW−1n )⊆ (lim←−RnU−1n ), which
proves statement (ii). ✷
The following two corollaries follow immediately from Proposition 4.2.
Corollary 4.3. Let X be a system of coset representatives of the quotient ring
R˜U˜/(t) ∼= R1U−11 , X1 be a subsystem of coset representatives of the subring
R1W−11 . Then every element x ∈ R˜U˜ has a unique representation
x =
∞∑
n=0
xnt
n (4.6)
and x ∈ R˜W˜ iff xn ∈X1 (n= 0,1, . . .).
Corollary 4.4. The graded ring gr(R˜U˜ ) associated to the t-pseudovaluation is
isomorphic to a polynomial ring in one variable over the ring R1U−11 .
Corollary 4.5. If the ring R1U−11 is semiprime (prime), or right Noetherian then
so is R˜U˜ .
Proof. Follows from Corollary 4.4. ✷
The following fact is Theorem 1 in [6]. We can obtain it now as a corollary of
Proposition 4.2.
Corollary 4.6. Assume that the quotient ring R = R/(t) is an Ore domain with a
skew field of fractions D(R). Then R can be embedded in a skew field D˜(R) with
the following properties:
• D˜(R) contains the ring R˜U˜ where U is the inverse image in R of the set of
all non-zero elements of R, and D˜(R) is isomorphic to the ring of fractions
of R˜U˜ with respect to the subsemigroup 〈t〉 generated by the element t .
• The t-valuation of R can be extended to a valuation function in D˜(R), the
skew field D˜(R) is complete in the t-topology and is topologically generated
by R. Further,
V
(D˜(R))/(t)∼=D(R) (4.7)
and the valuation ring V (D˜(R)) coincides with R˜U˜ .
• If X is a system of coset representatives of elements of D(R) then every
element x ∈ D˜(R) has a unique representation
x = tk
( ∞∑
n=0
dnt
n
)
(dn ∈X, n= 1,2, . . .) (4.8)
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where v(x) = k. The graded ring gr(D˜(R)) is isomorphic to the Laurent
polynomial ring over the skew field D(R).
Proof. We apply Proposition 4.2 and obtain a complete local ring R˜U˜ whose
quotient ring (R˜U˜ )/(t) is isomorphic to the skew field D(R) and the rest of the
statements of the assertion can now be obtained in a routine way. ✷
4.4. Let R be a ring, t be a central element in R and φ :R→ S be a homo-
morphism from R into a ring S such that the element u = φ(t) is central in S.
We have an important special case of this situation if the homomorphism φ
is surjective; but we will consider in Section 6 homomorphisms which are not
necessarily surjective and will apply the results of Section 6 in the proof of
Theorem IX. For every natural number n the composition of φ and of the natural
homomorphism S → S/(u)n defines a homomorphism R → S/(u)n which is
surjective iff φ(R)+ (u)n = S. Further, the kernel of this homomorphism R→
S/(u)n contains the ideal (t)nR and hence we obtain in fact a homomorphism
φn :R/(t)
n → S/(u)n which is defined by the rule
φn
(
r + (t)n)= φ(r)+ (u)n (r ∈R).
Lemma 4.5. Let φ :R→ S be a homomorphism from R into a ring S such that the
element u= φ(t) is central in S. If A= ker(φ) then the kernel of φn is the ideal
An which is the image of A in R/(t)n. If the homomorphism φ1 :R/(t)→ S/(u)
is surjective then every homomorphism φn is surjective.
Proof. The proof of the first statement is straightforward. To prove the second
statement we make an induction assumption that φn is surjective. We consider
then the ring Sn+1 = S/(u)n+1 and denote Xn+1 the image of a subset X ⊆ S
under the homomorphism S → Sn+1. Let sn+1 = s + (u)n+1 be an arbitrary
element in Sn+1. We can find by the assumption of the induction an element
x ∈ R such that φ(x)≡ s mod (u)n; i.e., φn(x)= sn. Since Sn+1/(un+1)n ∼= Sn,
we obtain that
φn+1(x)≡ φn(x) mod (un+1)n and sn+1 ≡ sn mod (u)n.
We obtain from the last two equations and the assumption φn(x)= sn that
φn+1(x)≡ sn+1 mod (un+1Sn+1)n.
This implies that there exists rn+1 ∈ Sn+1 such that
φn+1(x)= sn+1 + unn+1rn+1. (4.9)
And once again as in (4.9), we can find y ∈ R such that
φn+1(y) ∈
(
rn+1 + (un+1)n
)
.
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Since φn+1(t)= un+1 we obtain now from the last two equations:
φn+1(x − tny)= sn+1,
which completes the proof. ✷
Proposition 4.3. Let R and S be two rings, φ :R→ S be a homomorphism with
kernel ker(φ)=A, t be a central element in R such that the powers of the ideal (t)
have zero intersection and hence this ideal define a t-adic pseudovaluation
in R. Assume that the element u= φ(t) is central in S, that the homomorphism
φ1 :R/(t)→ S/(u) is surjective and the powers of the ideal (u)= uS have zero
intersection.
Let U be a subset in R whose image in R/(t) is a right denominator set of
regular elements and hence so is its image Un in every quotient ring Rn =R/(t)n
(n= 1,2, . . .). Assume that the elements of the subset φ(U)= V ⊆ S are regular
modulo the ideal (u). Then:
(i) The image Vn of V is a right denominator set of regular elements in S/(u)n
(n = 1,2, . . .) and every epimorphism φn :Rn → Sn (n = 1,2, . . .) can be
extended to epimorphisms φ˜n :RnU−1n → SnV−1n (n = 1,2, . . .) and then to
an epimorphism φ˜ : R˜U˜ → S˜V˜ , where R˜ = lim←−Rn, S˜ = lim←− Sn, U˜ = lim←−Un,
V˜ = lim←−Vn.(ii) Let An = ker(φn) be the image of A in Rn = R/(t)n. Then for every n the
kernel of of the epimorphism φ˜n :Rn → Sn is the ideal AnU−1n ⊆ RnU−1n ,
ker(φ˜) = A˜U˜−1 = lim←−AnU−1n , and x ∈ ker(φ˜) iff all the coefficients xn
(n = 1,2, . . .) in its representation (4.6) are coset representatives of the
elements from A1U−11 .
Proof. Follows from Proposition 4.2 together with Lemmas 4.4 and 4.5. ✷
We can prove now Theorem III.
Proof of Theorem III. Let M1 be the set of the regular elements in the semiprime
Goldie ring R1 and M be the inverse image of M1 in R. Let R˜M˜ be the ring
obtained in Proposition 4.2 for the subset U = M . Then Corollary 4.5 implies
that if R1M−11 is prime (semiprime) Artinian then so is R˜M˜ . Hence, if R1M−11 is
semiprime Noetherian then R˜M˜ has an Artinian ring of fractions S which contains
R˜M˜ . This completes the proof of statement (i).
We prove now statement (ii). In this case R1M−11 is a matrix ring (D1)k×k over
a skew field D1. Let e(1)ij (1  i, j  k) be a system of matrix units in R1M−11 .
Since the kernel of the homomorphism R2M−12 → R1M−11 is a nilpotent ideal,
we can lift this system to a system of matrix units e(2)ij (1  i, j  k) in the
ring R2M−12 . If D2 is the centralizer of the system eij (1  i, j  k) in R2M−12
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then D2 is a completely prime ring with radical t2(D2), R2M−12 ∼= (D2)k×k and
D2/t2D2 ∼= D(1) (see [16, III.8.1]). We continue in this way and obtain that for
every n = 1,2, . . . the ring RnM−1n is isomorphic to a matrix ring (Dn)k×k over
a completely prime ring Dn, and Dn+1/tn+1Dn+1 ∼= Dn. We take the inverse
limit of the system of rings RnM−1n (n = 1,2, . . .) and obtain that the ring R˜
is isomorphic to a matrix ring D˜k×k over the ring D˜ ∼= lim←−Dn.
Since for every n the ideal (tn) is nilpotent in the ring Dn and D˜ ∼= lim←−Dn, we
conclude that
∞⋂
n=1
(
tD˜
)n = 0.
This together with the fact that the quotient ring D˜/(t) is a skew field D1 implies
that D˜ is a domain and the powers of the ideal (t) define a t-adic valuation ρ(x) in
it. Since D˜ ∼= lim←−Dn where Dn ∼= D˜/(t)n, we conclude that D˜ is a complete ring
in the t-topology; this ring is local because the quotient ringD1 = D˜/(t) is a skew
field. We take now the ring of fractions of D˜ with respect to the subsemigroup 〈t〉
generated by t and obtain a skew field D; the valuation function ρ(x) can be
extended to this skew field of fractions. We obtained an embedding of R in an
Artinian ring Dk×k which satisfies all the conclusions of the assertion. ✷
Corollary 4.7. Let R be a ring with a filtration Ai (i ∈ Z) such that the associated
graded ring gr(R) is a prime Goldie ring of rank k. Then R can be embedded in
an matrix ring Dk×k over a skew field D with a t-adic valuation function ρ(x).
Proof. Consider the pseudovaluation function v(x) in R defined by the filtration
Ai (i ∈ Z) and extend it to the ring R[t, t−1]. Since V (R([t, t−1]))/(t)∼= gr(R),
the assertion follows from Theorem III. ✷
4.5. We will now apply Lemma 4.3 to the case when R =KH where H is a
group with a series (1.1) with unit intersection and all the factors are torsion-free
Abelian and contain no elements of infinite p-height. Once again we consider
the case when K is a field of characteristic p. We recall that series (1.1) defines
a series (1.5) and then a filtration (1.6), and this filtration defines a valuation
function ρ(x):
ρ(0)=∞, ρ(x)= n if x ∈Bn\Bn+1 and x = 0.
We obtain from Lemma 4.3 that the quotient ring V (KH [t, t−1])/(t) is
isomorphic to the graded ring gr(KH) associated to the filtration (1.6). Theorem I
now implies that this graded ring is isomorphic to the universal enveloping algebra
U(K ⊗L(H)) of the Lie algebra K ⊗L(H) associated to the N-series (1.1) and
we pointed out in Section 1.2 that if E = ⋃∞i=1 Ei is the system of elements
which was constructed in the beginning of Section 3 then the graded ring gr(KH)
A.I. Lichtman / Journal of Algebra 257 (2002) 106–167 137
is generated by all the elements (e − 1)+ Bρ(e−1)+1 and the Lie subalgebra of
gr(KH) generated by these elements is isomorphic to the algebra K ⊗L(H).
On the other hand, Corollary 4.1 implies that if e ∈ Ei then the image of the
element (e − 1)t−i under the isomorphism (4.1) is the element (e − 1)+ Ai+1.
We obtained therefore the following fact.
Proposition 4.4. Let H be a group which has a series (1.1) with a unit
intersection. Assume that all the factors Hi/Hi+1 (i = 1,2, . . .) contain no
elements of an infinite p-height. Then the quotient ring V (KH [t, t−1])/(t) is
isomorphic to the universal enveloping algebra U(K ⊗L(H)) of the Lie algebra
K⊗L(H) where L(H) is the Lie ring of H associated to series (1.1). The images
of all the elements
(e− 1)t−ρ(e−1) (e ∈E) (4.10)
form a basis of the Lie subalgebra K ⊗L(H) generated under the Lie operation
in the ring V (KH [t, t−1])/(t). For every given natural number i , the subset of
elements (4.10) with e ∈ (Ei ∪ Ei+1 ∪ · · ·) forms a basis of the Lie subalgebra
K ⊗L(Hi), where L(Hi) is the Lie ring of Hi associated to the N-series
Hi ⊇Hi+1 ⊇ · · · .
Corollary 4.8. Let H be a group which has a series (1.1) with a unit intersection.
Assume that all the factors Hi/Hi+1 (i = 1,2, . . .) contain no elements of an
infinite p-height. Then the isomorphism
V
(
KH
[
t, t−1
])/
(t)∼=U(K ⊗L(H))
can be extended to an isomorphism
V
(D(KH [t, t−1]))/(t)∼=D(U(K ⊗L(H))).
Proof. Follows from Proposition 4.4 together with the last statement of Theo-
rem III (see also Corollary 4.6). ✷
The existence of a discrete quasi-Abelian valuation in K˜H makes now possible
to apply Proposition 4.2 in order to construct a quasi-Abelian valuation in the
Malcev–Neumann skew field ∆(KH). We consider once again the Laurent
polynomial ring K˜H [t, t−1] and extend the valuation function v(x) to this ring.
Theorem IV′. Let H be a group which has an N-series (1.1) with unit
intersection. Assume that all the factors Hi/Hi+1 (i = 1,2, . . .) are torsion-
free Abelian groups without elements of infinite p-height. Let v(x) be a
valuation function in the ring K˜H constructed in Theorem II. Then there exists
a skew field D(K˜H [t, t−1]) which is generated by the ring K˜H [t, t−1] and
the valuation function v(x) can be extended to D(K˜H [t, t−1]). The residue
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field V (D(K˜H [t, t−1]))/(t) is isomorphic to the field of fractions of the ring
gr(K˜H [t, t−1]) ∼= K1[M]. This field of fractions is a purely transcendental
field K0(M) whose field of constants K0 is the field of fractions of the ring
K1 and hence K0 is isomorphic to the Laurent power series field over K in
variables tj = (ej − 1)t−v(ej−1) (ej ∈ E1) with coefficients in the field K where
(ej − 1)t−v(ej−1) (ej ∈ E) denotes the image of the element (ej − 1)t−v(ej−1)
in V (D(K˜H [t, t−1]))/(t). The transcendence basis M of K0(M) is formed by
elements tj = (ej − 1)t−v(ej−1), ej ∈ (E2 ∪E3 ∪ · · ·).
The skew subfield generated by the group ring KH is isomorphic to the
Malcev–Neumann power series field ∆(KH).
We need first the following fact proven in Section 7 of [10, Theorem 5].
Lemma 4.6. Let H be a group which has an N-series (1.1) with torsion-free
Abelian factors and unit intersection. Let D be an arbitrary skew field which is
generated by KH and let D(KHi) denote the skew subfield of D generated by
KHi . If for each i the elements of every transversal Xi for Hi in H are linearly
independent over the skew subfield D(KHi) then D is isomorphic to the Malcev–
Neumann power series skew field ∆(KH). The skew field ∆(KH) is unique up
to an isomorphism for any choice of the N-series in H and the ordering ρ defined
by this series.
Remark. We recall that we deal with orderings in H which are consistent with
the orderings in the quotient groups H/Hi (i = 1,2, . . .).
Proof of Theorem IV′. The statements about the existence of the skew
field D(K˜H [t, t−1)) and about the residue field follow from Theorem II and
Corollary 4.6 and we have to prove only the last statement of the theorem. To
apply Lemma 4.6 we take a transversal Xi for Hi in H and we have to prove
that its elements are linearly independent over D(KHi). It is easy to see that
if we prove this statement for only one transversal then it will imply its truth
for an any other transversal. We can therefore consider a transversal which is
constructed from the product of transversals for Hk in Hk−1 (k = 1,2, . . . , i)
and hence it is enough to show that the elements of a transversal Y for Hk in
Hk−1 are linearly independent over D(KHk). Further, since a linear dependence
would involve only a finite number of elements from Y , say y1, y2, . . . , yn, we
can add if necessary the subgroup 〈Hk,y1, y2, . . . , yn〉 generated by Hk and the
elements y1, y2, . . . , yn to series (1.1) and hence to assume that the quotient group
Hk−1/Hk is free Abelian of finite rank. A similar argument reduces then the proof
to the case when Hk−1/Hk is an infinite cyclic group generated by an element
h¯= hHk (h ∈Hk−1).
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Assume that
k∑
α=1
λαh
nα = 0 (4.11)
with non-zero λα ∈ D(KHk) (α = 1,2, . . . , k). By multiplying equation (4.11)
on the right by a suitable power of h we can assume that all the numbers nα are
non-negative. We can conclude from this easily that the non-negative powers of
the element (h− 1) are linearly dependent overD(KHk). Let
l∑
β=1
γβ(h− 1)mβ = 0, (4.12)
where γβ ∈D(KHk) (β = 1,2, . . . , l) and all the powers mβ (β = 1,2, . . . , l) are
non-negative. We rewrite now (4.12) as
l∑
β=1
dβ
(
(h− 1)t−v(h−1))mβ = 0, (4.13)
where dβ = γβtmβ (v(h−1)) (β = l,2, . . . , l). Finally by multiplying (4.13) on the
left by a suitable power of t we can assume that all the coefficients dβ belong to
V (D(K˜Hk[t, t−1])) but not all of them belong to the ideal tV (D(K˜Hk[t, t−1])).
We now obtain from (4.13) that in the quotient field V (D(K˜Hk[t]))/(t) the
powers of the element (h− 1)t−v(h−1) are linearly dependent over the subfield
generated by all the elements (e− 1)t−v(e−1) (h = e ∈ E). This contradicts the
algebraic independence of the elements (e− 1)t−v(e−1) (e ∈ E) and the proof is
complete. ✷
Corollary 4.9. (i) The graded ring gr(D(K˜H [t, t−1])) is a Laurent polynomial
ring K0[t, t−1] over the residue field
K0 = V
(D(K˜H [t, t−1]))/tV (D(K˜H [t, t−1]))
which is a purely transcendental field with a transcendence basis tj =
(ej − 1)t−v(ej−1) (ej ∈ (E2 ∪ E3 ∪ · · ·)) over the Laurent power series field in
variables tj = (ej − 1)t−v(ej−1) (ej ∈E1) with coefficients from K .
(ii) The graded ring gr(D(KH [t, t−1])) of the skew subfieldD(KH [t, t−1]) is
a Laurent polynomial ring over the residue field
V
(D(KH [t, t−1]))/tV (D(KH [t, t−1]))
which is a purely transcendental field with a transcendence basis tj =
(ej − 1)t−v(ej−1) (ej ∈E).
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Proof. The first statement was obtained in the proof of Theorem IV′; the same
argument proves the statement about the residue skew field of D(KH [t, t−1]).
The assertion now follows from Lemma 4.1. ✷
5. The valuation ρ(x) in skew fields of fractions of nilpotent group rings
and enveloping algebras. Proofs of Theorems V and VI
5.1. Let L be a nilpotent Lie algebra,
L= L1 ⊇ L2 ⊇ · · · ⊇ Lk−1 ⊇ Lk = 0 (5.1)
be an N-series of ideals in L. We recall that this series defines in a natural way a
weight function in L and this weight function defines a filtration in the universal
envelopeU(L) and a valuation function v(x) in U(L) (see Section 4.2). We recall
also that if L is a graded algebra then the grading in L defines in a natural way a
grading structure in U(L).
We pick an arbitrary ordered basis in L and define the generalized standard
monomials on this basis. These are monomials of the type ek11 e
k2
i2
. . . e
kn
in
where
1 < i2 < · · · < in, k2, k3, . . . , kn are natural numbers and k1 is an arbitrary
integer. Thus a generalized standard monomial is either a standard monomial or a
monomial e−k11 π ′ where π ′ is a standard monomial.
Lemma 5.1. The lexicographically different generalized standard monomials
together with the unit are linearly independent over K .
Proof. Assume that
λ0 + λ1π1 + λ2π2 + · · · + λnπn = 0 (λi ∈K, i = 1,2, . . . , n). (5.2)
We take a natural number k such that all the elements en1π1, e
n
1π2, . . . , e
n
1πs will
be standard monomials and multiply Eq. (5.2) on the left by en1 . Since the standard
monomials together with 1 are linearly independent we conclude that all the
coefficients in (5.2) are equal to zero and the assertion follows. ✷
5.2.
Proposition 5.1. Let L be a nilpotent Lie algebra, X be an arbitrary subset of L
which does not contain zero. Then the multiplicative subsemigroup M is a right
(left) denominator set in U(L), the ring of fractions U(L)M−1 is a subring of
D(L) and
U(L)M−1 =M−1U(L). (5.3)
Proof. We consider the skew field D(L) and its subsets U(L)M−1 and
M−1U(L). We claim that all the statements of the assertion will follow if we
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prove (5.3). In fact we obtain immediately from (5.3) that the subsets U(L)M−1
and M−1U(L) are multiplicatively closed. To prove thatU(L)M−1 is closed with
respect to the addition we take two elements ab−1, cd−1 (a, c ∈ U(L), b, d ∈M)
and obtain
ab−1 + cd−1 = (a + cd−1b)b−1. (5.4)
The relation (5.3) now implies that d−1b = b1d−11 for some b1 ∈ U(L), d1 ∈M ,
and we can rewrite now the right side of (5.4) in the form (a + cb1d−11 )b−1 =
(ad1 + cb1)d−11 b−1 which belongs to U(L)M−1; this proves that U(L)M−1 is
additively closed. Hence U(L)M−1 is a subring of D(L), which implies that M
is a right denominator set.
We will now prove the relation (5.3). Clearly it is enough to show that
M−1U(L)⊆U(L)M−1,
and the inverse relation will follow by symmetry. A straightforward argument
shows that we can assume that the set X contains only one element x; hence M
is the set of all the powers of x and it is enough to show that for every natural
number n
x−nU(L)⊆U(L)M−1. (5.5)
Let u be an arbitrary element of U(L). Then
x−1u= ux−1 − x−1[x,u]x−1 (5.6)
and we see that (5.5) will follow from (5.6) if we prove that x−1[u,x] ∈
U(L)M−1; and after a few of such steps we see that it is enough to prove that
there exists n such that we have for an arbitrary u ∈ U(L):
x−1 [u,x, x, . . . , x]︸ ︷︷ ︸
n
⊆U(L)M−1. (5.7)
It is well known (and can be verified easily) that if L is a nilpotent Lie algebra
and x ∈ L then for an arbitrary u ∈ U(L) there exists a natural number n such
that [u,x, x, . . . , x]︸ ︷︷ ︸
n
= 0. This proves (5.7) and the proof of Proposition 5.1 is
complete. ✷
Lemma 5.2. Let L be a graded Lie algebra, u and x be homogeneous elements
in L of degrees i and r , respectively, then
x−1u= ax−m (m 1) (5.8)
where a is a homogeneous element of U(L) of degree i + (m− 1)r .
Proof. The assertion is obvious if x and u commute. Hence if the term Lk−1
in (5.1) is non-zero and 0 = u ∈ Lk−1 then the assertion is proven in this case.
142 A.I. Lichtman / Journal of Algebra 257 (2002) 106–167
Assume now that the lemma is proven for all u ∈Li (i = k− 1, k− 2, . . . , k− s)
and pick now an arbitrary u ∈ Lk−s−1. We can assume that the elements x and u
do not commute and hence deg([x,u])= i+r , which is greater than k−s−1; and
the assumption of the induction implies that there exists a homogeneous element
v ∈U(L) such that
x−1[x,u] = vx−m1
where deg(v) = (i + r) + (m1 − 1)r = i + m1r . We obtain from this that
x−1[x,u]x−1 = vx−(m1+1) and then from (5.6) that
x−1u= (ux−1 + vx−m)= (uxm−1 + v)x−m (5.9)
where m = m1 + 1 and deg(v) = i + (m − 1)r . Since the algebra U(L) is
graded and the element x−1u is not equal to zero, we obtain that the element
a = uxm−1 + v is homogeneous of degree i + (m− 1)r . The assertion follows
now from (5.9). ✷
The following fact follows immediately from Proposition 5.1 and the definition
of generalized basic monomials.
Corollary 5.1. Let L be a nilpotent Lie algebra, e be a non-zero element of L, M
be the subsemigroup ofU(L) generated by e. ThenM is a left (right) denominator
set and U(L)M−1 = M−1U(L). If E is an ordered bases of L with the first
element e = e1 then the ring of fractions U(L)M−1 has a basis formed by all
the generalized basic monomials on the set E together with the unity.
Proposition 5.2. Let L be a nilpotent graded Lie algebra over a field K ,
L= L1 ⊕L2 ⊕ · · · ⊕Lm, (5.10)
X be a subset of non-zero homogeneous elements in L, M be the multiplicative
subsemigroup of U(L) generated by X. Then the grading of L can be extended in
a unique way to a grading of the ring of fractions R =U(L)M−1 =M−1U(L)⊆
D(L).
Proof. Proposition 5.1 implies immediately that M is a right (and left) denomi-
nator set. It is well known that the universal enveloping algebra of a graded Lie
algebra is graded; its homogeneous subspace of degree n will be generated by
the standard monomials of weight n. Further, since the elements of the set X are
homogeneous it is easy to verify that all the elements of the semigroup M are
homogeneous. Now let a be a homogeneous element of degree k in U(L), b be
an element of degree l from M and x = ab−1. The relation a = xb implies easily
that the only possible way to extend the grading from U(L) to U(L)M−1 is to
define the degree of x as k − l and then to define the homogeneous component
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of degree k − l in the ring U(L)M−1 as the K-subspace generated by all the el-
ements ab−1 where a ∈ U(L), b ∈M and deg(a)− deg(b)= k − l. Since every
element of U(L) is a sum of homogeneous elements this will imply that every
element of U(L)M−1 is a sum of homogeneous elements.
We verify now that the extended degree function is well defined on the set
of pairs (a, b) where a is a homogeneous element of U(L), b ∈ M . Indeed if
x = a1b−11 is a second representation for x with a1 ∈ U(L), b1 ∈M then there
exist u,v ∈ U(L) such that au= a1v and bu= b1v ∈M . Since the elements of
M are homogeneous, the relations bu ∈M , b1v ∈M imply easily that u,v are
homogeneous elements of U(L) and then we obtain from this that
deg(a1)− deg(b1)= deg(a1v)− deg(b1v)
= deg(au)− deg(bu)= deg(a)− deg(b);
i.e. we see that the degree of every element x = ab−1 where a is a homogeneous
element of U(L) and 0 = b is an element of M is well defined.
To prove that we obtained a grading in U(L)M−1 it is enough only to
verify that if x = ab−1 and y = cd−1 are homogeneous elements of degrees n
and m, respectively, then xy is a homogeneous element of degree m+ n. This is
immediate if x = a ∈U(L) or y = d−1 ∈M−1 and hence it is enough to consider
the case when x = b−1 (b ∈M) and y = c ∈ U(L). We can then reduce the proof
to the case when b is an element of X. Since the element c is a linear combination
of standard monomials of the same degree, it is enough to consider the case
when c is a standard monomial π = ek1i1 e
k2
i2
. . . e
kn
in
. The induction by the length
k1 + k2+· · ·kn reduces then the proof to the case when π is a basic element of L,
say e, and this case was considered in Lemma 5.2.
We proved all the statements of the assertion about the ring U(L)M−1 but
we have to verify now that we will obtain the same grading in the ring R if we
consider it as the ring M−1U(L). We take once again the homogeneous element
x = ab−1 ∈ U(L)M−1 and consider for x a representation x = d−1c, d ∈ M ,
c ∈ U(L) in M−1U(L). Since a, b, d are homogeneous elements, the relation
da = cb implies easily that the element c is homogeneous and deg(a)− deg(b)=
deg(c)− deg(d); i.e. x is a homogeneous element of degree the same k − l if we
consider R as the ring M−1U(L) and the proof is complete. ✷
Proposition 5.3. Let L be a nilpotent graded Lie algebra with grading (5.10)
over a commutative field K , e1 be a non-zero homogeneous element of degree
1 in L, M be the multiplicative subsemigroup of U(L) generated by e1. Then
the grading of L can be extended in a natural way to a grading of the subring
R = U(L)M−1 =M−1U(L) of D(L) and the generalized standard monomials
form a K-basis of R. If R0 denotes the zero homogeneous component of R
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then e−11 R0e1 = R0 and R is isomorphic to a skew Laurent polynomial ring
R0[e1, e−11 ]. Further, the ring R0 is generated by all the elements
e
−deg(e)
1 e (e ∈E, e = e1). (5.11)
Proof. The first two statements follow therefore from Propositions 5.1 and 5.2.
Further, Proposition 5.1 implies also that e−11 Re1 = R and hence the zero
homogeneous component R0 is also normalized by e1 and e−11 R0e1 = R0. This
implies that R ∼=R0[e1, e−11 ].
We prove now that the system of elements (5.11) generates R0. It is enough
to show that every generalized standard monomial of degree zero is a linear
combination of products of elements (5.11). Let π be such a monomial. Then
π = e−k11 ek22 . . . eknn , (5.12)
where k1 = ∑ni=2 ki deg(ei). If n = 2 then k1 = k2 deg(e2) and we have
a representation
π = e−deg(e2)1 π2edeg(e2)1 e−deg(e2)1 e2, (5.13)
where
π2 = e−(k2−1)deg(e2)1 e(k2−1)2 , (5.14)
and we can induct by the number k2 and assume that the monomial π2 in (5.14)
can be represented as a linear combination of products (5.11). If n > 2, we
represent this monomial in the form
π = e−kn deg(en)1 π1ekn deg(en)1 e−kn deg(en)1 eknn , (5.15)
where
π1 = e−k2 deg(e2)−k3 deg(e3)−···−kn−1 deg(en−1)1 ek22 . . . ekn−1n−1 . (5.16)
The generalized standard monomial π1 in (5.16) has degree zero and we can
assume by induction argument on n that it can be represented as a linear
combination of products (5.11). We see now that in both cases it is enough to
verify that if e is an arbitrary basic element from E then e−11 (e
−deg(e)
1 e)e1 is
a linear combination of products of elements (5.11).
To establish this claim we apply the identity
e−11
(
e
−deg(e)
1 e
)
e1 = e−deg(e)1 e−11 (ee1 − e1e)+ e−deg(e)1 e
= e−(deg(e)+1)1 (ee1 − e1e)+ e−deg(e)1 e. (5.17)
The expression ee1 − e1e in the right side of (5.17) is either a zero or a linear
combination of basic elements of degree equal to deg(e) + 1. We obtain
immediately that the right side of (5.17) does belong to the subring generated
by the monomials (5.11) if ek has degree m− 1, i.e. it is a central element of L,
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and the proof can be completed now by an inverse induction on the degree of the
element e as in Lemma 5.2. ✷
Corollary 5.2. Let L be a nilpotent graded Lie algebra, X be a set of
homogeneous elements in U(L), M be a subsemigroup generated by X and
R = U(L)M−1 = M−1U(L) be the ring of fractions of U(L) with respect to
M . Then the homogeneous component R0 of R is a right (left) Ore domain.
Proof. If L is a finite dimensional nilpotent Lie algebra then the ring U(L) is
a Noetherian domain. Since R is a quotient ring of U(L) it is also Noetherian
and hence it is an Ore domain. A routine argument now implies that R is an
Ore domain if L is an arbitrary nilpotent, not necessarily finite-dimensional, Lie
algebra. Now if 0 = x and y are two elements from R0 then the Ore conditions
imply that there exist in R elements u = 0 and v such that
xu= yv. (5.18)
We compare the components of degree zero in Eq. (5.18) and conclude that the
elements u, v can be taken from R0; so we proved that R0 is an Ore ring. This
completes the proof. ✷
5.3. Let L be a nilpotent graded Lie algebra with grading (5.10) and let
Ai = Li ⊕Li+1 ⊕ · · · ⊕Lm (i > 1).
We consider the epimorphism ψ :L → L = L/Ai = L1 ⊕ L2 ⊕ · · · ⊕ Li−1
and the related epimorphism of the universal enveloping algebras U(L) →
U(L) which we will also denote by ψ . It is known (see [17]) that the ideal
A = ker(ψ)) can be localizable in U(L). Let Q(A) be the complement of
A. We pick an arbitrary element e1 ∈ E1 and let M be the subsemigroup
of U(L) generated by this element. Since e1 /∈ Ai , we see that e1 ∈ Q(A);
hence M ⊆ Q(A) and because of this R = U(L)M−1 ⊆ U(L)(Q(A))−1. The
ideal A can be extended to an ideal AM−1 of the ring U(L)M−1 and then
to an ideal A(Q(A))−1 ⊆ U(L)(Q(A))−1. The homomorphism ψ :U(L) →
U(L)/A ∼= U(L) can be extended in a natural way to the homomorphism
U(L)(Q(A))−1 → (U(L)(Q(A))−1)/(A(Q(A))−1) ∼= D(L), and the image of
the subring U(L)M−1 = M−1U(L) ⊆ U(L)(Q(A))−1 under this homomor-
phism is isomorphic to the subring U(L)M−1 = M−1U(L) ⊆ D(L) where
M = ψ(M). Further the image of R0 under the homomorphism U(L)M−1 →
U(L)M−1 is the subring R0 generated by all the products e¯−deg(e¯)1 e¯ (e ∈ (E1 ∪
E2 ∪ · · · ∪ Ek−1), e = e1). We take now the intersection A0 = AM−1 ∩ R0. We
see that the ideal A0 is the kernel of the epimorphism R0 → R0. Let Q(A0) be
the complement of A0 in R0.
Proposition 5.4. Let ψ be the epimorphism L → L = L/A0. Then ψ can
be extended to an epimorphism ψ0 :R0 → R0. The ideal ker(ψ0) = A0 is
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localizable in R0 and hence the local subring R0(Q(A0))−1 is the domain of
the specialization D0(L)→D0(L).
Proof. Since A is localizable in U(L) a straightforward verification shows that
the idealAM−1 is localizable in R =U(L)M−1 and its localization is isomorphic
to U(L)(Q(A)−1). Since the ring R is graded and R0 is its zero homogeneous
component, we obtain by a routine argument that the ideal A0 = AM−1 ∩ R0 is
localizable in R0. ✷
Proof of Theorem V. The first statement follows from Proposition 5.3 and
Corollary 5.2. Hence if D0 is the skew field of fractions of R0 then e−1D0e=D0
and D0 and e generate a skew Laurent polynomial ring D0[e, e−1]; this ring
contains U(L) and hence its ring of fractions coincides with D(L). We embed
now the ring D0[e, e−1] in the ring D0((e)) of skew Laurent series, i.e. the series
in the variable e over D0 with a finite number of negative terms with the addition
and multiplication extending in a natural way the corresponding operations in
D0[e, e−1]. It is easy to show that D0((e)) is in fact a skew field. Indeed, if
x =
∞∑
i=k
die
i (di ∈D0, i = k, k + 1, . . .) (5.19)
is a non-zero element of D0((e)) then we represent it in a form x = dkek(1+ x1)
where x1 contains only terms with positive values. A routine argument implies
that (1 + x1)−1 = 1 − x1 + x21 + · · · and hence x has an inverse; i.e. D0((e)) is
a skew field. Clearly it must contain D(L). The valuation function ρ(x) can be
extended to D0((e)) if we define v(x)= k for the element (5.19). We obtain from
this that the graded ring of D0((e)) is isomorphic to the Laurent polynomial ring
D0[e, e−1]. Hence gr(D(L)) ⊆D0[e, e−1]. On the other hand, gr(D0[e, e−1])=
D0[e, e−1] and hence gr(D(L)) = D0[e, e−1] and all the statements of the
assertion now follow. ✷
5.4. We will need the following simple fact in the proof of Theorem VI.
Lemma 5.3. Let D be a skew field with a valuation function v(x), a and b be
non-zero elements in D such that a = a1 + a2 where v(a1) = k  0, v(a2) > 0,
and b= b1 + b2 where v(b1)= k, v(b2) > k. Then
v
(
ab−1 − a1b−11
)
> 0.
Proof. We obtain easily
v
(
ab−1 − a1b−1
)
> 0. (5.20)
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We have in an arbitrary ring for every invertible elements x , y the relation or
x−1 − y−1 = −x−1(x − y)y−1. Since v(b) = v(b1) = k and v(b − b1) > k, we
obtain from this that v(b−1 − b−11 ) > k and hence and
v
(
a1b
−1 − a1b−11
)
> 0. (5.21)
The assertion now follows from (5.20) and (5.21). ✷
Proof of Theorem VI. Let E be a system of elements in H whose homogeneous
components give a basis of the Lie algebra K ⊗ L(H). Propositions 4.4 implies
that the quotient ring V (D(KH [t, t−1]))/(t) is isomorphic to D(K ⊗L(H)) and
the images of the elements (hj − 1)t−ρ(hj−1) (j ∈ J ) give modulo (t) a basis e˜j
(j ∈ J ) of the Lie algebra L(H) and a hence also a system of generators of the
skew field D(K ⊗L(H)). This proves the statement (i) of the theorem.
Now pick an arbitrary h ∈H\H2. We can assume that the system of elements
E1 includes h; the weight of h is 1 and hence ρ((h − 1)−ρ(hj−1)(hj − 1)) = 0
(j ∈ J ). Since (h−1)−ρ(hj−1)(hj −1)= ((h−1)t−1)−ρ(hj−1)(hj −1)t−ρ(hj−1),
the images of the elements
(h− 1)−ρ(hj−1)(hj − 1) (j ∈ J ) (5.22)
modulo (t) are the elements
(˜e1)
−ρ(˜ej )
e˜j (j ∈ J )
of D0. Theorem V implies that these images generate the skew subfield D0
of D(K ⊗ L(H)) which is isomorphic to the zero component of the algebra
gr(D(K ⊗L(H)). Moreover, if we have a monomial
π = (hj1 − 1)k1(hj2 − 1)k2 . . . (hjn − 1)kn (5.23)
where
ρ(hjα − 1)=mα (a = 1,2, . . . , n) (5.24)
then the element
τ = (h− 1)−
∑n
α=1 mαραπ (5.25)
has value zero and its image modulo (t) belongs to the skew subfield D0.
Now let a, b ∈ KH , b = 0, and x = a−1b, v(x)  0. We will prove that the
image of x modulo (t) belongs to D0. We can assume that v(x)= 0; Lemma 5.3
implies that we can consider the case when x = a−1b (a, b ∈KH , b = 0) where
a and b are linear combination of standard monomials of the same weight r .
Further we can represent now x in the form x = a−11 b1 where a1 = (h− 1)−ra,
b1 = (h− 1)−rb. The elements a1 and b1 are linear combinations of elements of
the form (5.25), hence their images belong to D0. This shows that the image of x
belongs to D0. Since we proved that the images of the elements (5.22) modulo (t)
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generate D0 we obtain now that the image of V (∆(KH)) modulo (t) coincides
with D0.
On the other hand,
V
(D(KH [t, t−1]))∩∆(KH)= V (∆(KH))
and
tJ
(
V
(D(KH [t, t−1])))∩∆(KH)= J (V (∆(KH))).
Since the image of V (∆(KH)) modulo (t) coincides with D0, we obtain now
that
V
(
∆(KH)
)/
J
(
V
(
∆(KH)
))∼=D0,
and the statement (ii) of the theorem follows.
Now pick an arbitrary element x ∈∆(KH) with ρ(x)= 1, apply Lemma 4.1,
and the statement (iii) is obtained. This completes the proof. ✷
6. Morphisms of valuation rings of skew fields. Theorem VII
6.1. Let R and S be domains, t and u be central elements in R and S,
respectively, such that the quotient rings R/(t) and S/(u) are Ore domains.
Assume that the powers of the ideals (t) and (u) define valuations in the rings
R and S, respectively. We apply Corollary 4.6 and obtain skew fields D˜(R) and
D˜(S) topologically generated by R and S. We recall that we denote by V (D˜(R))
and V (D˜(S)) the valuation rings in D˜(R) and D˜(S). Our proof of Theorem IX in
Section 8 will be based on the following Theorem VII which will be now obtained
as a corollary of the results in Section 4.4.
Theorem VII. Let φ :R→ S be a homomorphism such that φ(t) = u. Assume
that the homomorphism φ¯ :R/(t)→ S/(u) induced by φ is surjective and that the
quotient rings R/(t) and S/(u) are Ore domains. Assume also that the comple-
ment U of the ideal A= ker(φ) is a right denominator modulo (t). Then the ring
V (D˜(R)) contains a complete local subring V1(D˜(R))⊇R homeomorphic to the
ring R˜U˜ where R˜ = lim←−Rn, U˜ = lim←−Un and the epimorphism φ :R→ S can be
extended to an epimorphism φ˜ :V1(D˜(R))→ V (D˜(S)). The subring V1(D˜(R)) is
formed by those elements x ∈ V (D˜(R)) whose coefficients xn (n = 0,1, . . .) in
the representation (4.8) belong to the subset X1 ⊆X of the coset representatives
of the elements from the subring R1U−11 and
V1
(D˜(R))/(t)∼=R1U−11 . (6.1)
The kernel of φ˜ is a quasiregular ideal and x ∈ ker(φ˜) iff all the coefficients xn
(n= 1,2, . . .) in (4.8) are coset representatives of the elements from the subring
A1U−11 ∈D(R1).
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Proof. The assertion follows from Proposition 4.3 applied to the subset U =
R\A. ✷
6.2. Let H be a torsion-free nilpotent group,
H =H1 ⊇H2 ⊇ · · · ⊇Hn−1 ⊇Hn = 1 (6.2)
be an N-series with torsion-free Abelian factors and unit intersection; we assume
also that every factor Hi/Hi+1 contains no elements of infinite p-height. This
N-series defines a positive valuation function v(x) in KH . Let Hi be an arbitrary
term of this series. We consider the natural epimorphism φ :H →H/Hi =G and
obtain in G an N-series Gi = φ(Hi) (i = 1,2, . . . , n). The groupG is torsion-free
nilpotent and has a series
G=H1/Hi ⊇H2/Hi ⊇ · · · ⊇Hi−1/Hi ⊇ 1 (6.3)
with torsion-free Abelian factors without elements of infinite p-height. The ideal
A = ω(KHi)KH generated by all the elements h − 1 (h ∈ Hi) is the kernel
of the epimorphism KH → KG induced by the homomorphism φ and we use
the same notation φ for this epimorphism of group rings. We consider then the
Laurent polynomial rings KH [t, t−1] and KG[t, t−1]. The ideal A generates
an ideal A[t, t−1] in KH [t, t−1], this ideal is the kernel of the epimorphism
φt :KH [t, t−1] → KG[t, t−1]. The N-series (6.2) and (6.3) define valuation
functions in the rings KH and KG, and these valuations can be extended to the
rings KH [t, t−1] and KG[t, t−1], respectively (see Section 4.4).
Lemma 6.1. The restriction of homomorphism φt on the subring V (KH [t, t−1])
defines a homomorphism of V (KH [t, t−1]) into the ring V (KG[t, t−1]). The
kernel of this homomorphism is the ideal
At =
(
A
[
t, t−1
])∩ (V (KH [t, t−1])). (6.4)
Proof. Let x ∈ V (KH [t, t−1]). Then
x =
n∑
α=1
xαt
kα (6.5)
where
xα ∈KH,
(
v(xα)+ kα
)
 0 (α = 1,2, . . . , n). (6.6)
If h ∈ H and h belongs to the kth term of series (6.2) (k  i) then its image
φ(x) belongs to the kth term of series (6.3). This implies that the value of the
element φ(h − 1) ∈ KG is greater than or equal to the value of the element
(h − 1) ∈ KH . Since KH is generated by all the elements h − 1 (h ∈ H) we
obtain that v(φ(xα)) v(xα) for every element xα in (6.6). Since the value of t
is 1 in both rings V (KH [t, t−1]) and V (KG[t, t−1]), we obtain now from (6.5)
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that v(φt (x)) v(x); which proves the first statement of the assertion. The second
statement follows immediately. ✷
It is natural to keep the same notation φt for the restriction of φt on the subring
V (KH [t, t−1]); this homomorphism will play an important role in the proof of
Theorem IX. We do not know when this homomorphism is surjective but the
following lemma will be sufficient for our proof of Theorem IX.
Lemma 6.2. The homomorphism φt :V (KH [t, t−1])→ V (KG[t, t−1]) defines
a surjective homomorphism from the ring (V (KH [t, t−1]))/(t) on the ring
(V (KG[t, t−1]))/(t).
Proof. It is easy to see that the epimorphism φ defines in a natural way an
epimorphism of the Lie algebra K ⊗ L(H) associated to the N-series (6.2) in
H on the Lie algebra K ⊗ L(G) associated to series (6.3). The kernel of this
Lie epimorphism is the Lie ideal K ⊗ L(Hi) where L(Hi) is the Lie ring of Hi
associated to the N-series
Hi =Hi ⊇Hi+1 ⊇ · · · ⊇Hn−1 ⊇Hn = 1 (6.7)
(see [3]). This Lie homomorphism defines an epimorphism of enveloping
algebras U(K ⊗ L(H))→ U(K ⊗ L(G)); its kernel is the ideal L(Hi)(U(K ⊗
L(H))) generated by the Lie ideal L(Hi) of L(H). Theorem I′ together with
Proposition 2.3 implies that we obtain also an epimorphism of graded rings
gr(KH)→ gr(KG), and the assertion now follows from Proposition 4.4. This
completes the proof. ✷
Let At ⊆ U(K ⊗ L(H)) be the image of the ideal At under the epimorphism
V (KH [t, t−1])→ (V (KH [t, t−1]))/(t) ∼=K ⊗ L(H). Then At is the kernel of
the epimorphism
U
(
K ⊗L(H))→ U(K ⊗L(G)) (6.8)
and it is naturally to denote the epimorphism (6.8) by φt ; in other words, the
epimorphism φt can be obtained by reduction of φt modulo (t). Since the Lie
algebra K ⊗L(H) is nilpotent, the ideal At can be localized (see [17]).
Lemma 6.3. The ideal At ⊆ V (KH [t, t−1]) can be localized.
Proof. Let F be the direct product of the group H and the infinite cyclic
group generated by the element t . Then the ring KH [t, t−1] is isomorphic to
the group ring KF of the torsion-free nilpotent group F and hence the ideal
(ω(KHi))KH [t, t−1] can be localized in this ring. Now let x and y be two
elements in V (KH [t, t−1]) and y /∈At . We can find a, b ∈KH [t, t−1] such that
xa = yb (6.9)
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and b /∈ ω(KHi)KH [t, t−1]. We pick k such that the elements a1 = atk , b1 = btk
belong to V (KH [t, t−1]) and we replace if necessary the elements a, b in (6.9)
by the elements a1 and b1, respectively. This proves that the idealAt is localizable
and the proof of the lemma is complete. ✷
Let ∆(KH) and ∆(KG) be the skew fields of fractions of the group
rings KH and KG, respectively. We denote by Q(A) the complement of
the ideal A = ker(φ) in KH , and by Q(At), Q(At) the complements of the
ideals At and At in the ring V (KH [t, t−1]) and in the ring U(K ⊗ L(H)) ∼=
V (KH [t, t−1])/(t), respectively; let KH(Q(A))−1, V (KH [t, t−1])(Q(At))−1,
and U(K ⊗ L(H))(Q(At))−1 be the corresponding rings of fractions. Since the
group H is nilpotent, the homomorphism φ can be extended to a specialization
θ :KH
(
Q(A)
)−1 →∆(KG). (6.10)
Since φt(KH [t, t−1]) = KG[t, t−1], Lemma 6.2 implies that the homomor-
phisms φt can be extended to a specialization
θt :V
(
KH
[
t, t−1
])(
Q(At )
)−1 →D(KG[t, t−1]); (6.11)
and it is clear that the specialization θ is the restriction of θt on D(KH [t, t−1]).
Lemma 4.4 together with Proposition 4.4 now implies that
V
(D(KH [t, t−1]))/(t)∼=U(K ⊗L(H))(Q(At))−1 (6.12)
and that the reduction of specialization (6.11) modulo (t) is the specialization
θt :U
(
K ⊗L(H))Q(At)−1 →D(K ⊗L(G)), (6.13)
which extends the epimorphism φt :U(K ⊗L(H))→U(K ⊗L(G)).
We apply now Corollary 4.3 to the rings R =KH [t, t−1] and S =KG[t, t−1]
and obtain the skew fields D˜(KH [t, t−1]) and D˜(KG[t, t−1]) with residue skew
fields V (D˜(KH [t, t−1]))/(t) and V (D˜(KG[t, t−1]))/(u) which are isomorphic
to the skew fields of fractions D(K ⊗ L(H)) and D(K ⊗ L(G)), respectively;
we pick a system X of coset representatives for the elements of D(K ⊗ L(H))
and obtain for the elements of D˜(KH [t, t−1]) representation (4.8). Now apply
Theorem VII to obtain the following fact.
Proposition 6.1. There exists a complete local subring V1(D˜(KH [t, t−1])) ⊆
V (D˜(KH [t, t−1])) such that V1(D˜(KH [t, t−1])) ⊇ V (KH [t, t−1]) and there
exists an epimorphism φ˜t :V1(D˜(KH [t, t−1]))→ V (D˜(KG[t, t−1])) which ex-
tends φt . The subring V1(D˜(KH [t, t−1])) is formed by those elements x ∈
V (D˜(KH [t, t−1])) whose coefficients xn (n = 0,1, . . .) in the representation
(4.8) belong to the subset X1 ⊆ X of the coset representatives of the elements
from the subring U(K ⊗L(H))(Q(At))−1 and
V1
(D˜(KH [t, t−1]))/(t)∼=U(K ⊗L(H))(Q(At))−1. (6.14)
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The restriction of the epimorphism φ˜t modulo (t) is the specialization θ¯t defined
by (6.13). The ideal ker(φ˜t ) is quasiregular and x ∈ ker(φ˜t ) iff all the coefficients
xn (n = 0,1, . . .) in (4.8) are coset representatives of the elements from the
subring U(K ⊗L(H))(Q(At))−1.
Proof. The existence of the subring V1(D˜(KH [t, t−1])), of the epimorphism φ˜t ,
and of the relation (6.14) follow from Theorem VII. Since
V
(D˜(KG[t, t−1]))/(t)∼=D(K ⊗L(G)), (6.15)
we obtain from (6.13) and (6.15) that the reduction of φ˜t modulo (t) is the special-
ization θ¯t . The other statements of the assertion follow from Theorem VII. ✷
We recall now that the powers of the ideal (t) define a valuation ρ in the ring
V (D˜(KH [t, t−1])). We will need the following property of this valuation in the
proof of Proposition 8.1.
Corollary 6.1. The intersection (t) ∩ V1(D˜(KH [t, t−1])) coincides with the
principal ideal (t)V1(D˜(KH [t, t−1])) and hence the restriction of the valuation
ρ on V1(D˜(KH [t, t−1])) is defined by the powers of this principal ideal.
Proof. The first statement follows by a routine argument from the existence
of a unique representation (4.8) for the elements of V (D˜(KH [t, t−1])) and
V1(D˜(KH [t, t−1])) as power series with coefficients from the sets X and X1,
respectively. The second statement follows from the first one. ✷
7. Inverse limits of skew fields. Proof of Theorem VIII
7.1. We need now a few concepts on inverse limits of rings. The reader is
referred to Chapter 7 of the book of Eilenberg and Steenrod [18] for a detailed
exposition (see also [19]).
Let I be a directed set; i.e. I is ordered and for every two elements i1, i2 there
exists i3 such that i3  i1, i3  i2. We consider a system of rings Ri (i ∈ I) such
that for every two rings Ri1 , Ri2 with i1  i2 there exists a homomorphism φi2,i1
from a subring Ri2,i1 ⊆Ri1 into the ring Ri2 and φi,i is the identity map for every
ring Ri (i ∈ I), we recall that it is assumed that the subringRi2,i1 contains the unit
of Ri1 . We obtain a category of rings Ri (i ∈ I) with morphisms φi2,i1 for i1  i2
if for every triple i1  i2  i3 we have φi3,i2φi2,i1 = φi3,i1 . The inverse limit of
this system is a ring RI = lim←−Ri (i ∈ I) which has for every i ∈ I a morphism
φ(i) :RI → Ri where φ(i2) = φi2,i1φ(i1) if i1 > i2. The ring RI satisfies also
the universal mapping problem and hence is unique to isomorphism (see [19,
Theorem 2.22]). Further, RI is isomorphic to a subring of the direct product∏
i∈I Ri . An element {xi | i ∈ I) from
∏
i∈I Ri belongs to RI iff φi2,i1(xi1)= xi2
for i1  i2; the elements of RI are called threads.
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Lemma 7.1. Let I be a directed set, Ri (i ∈ I) be an inverse system of rings
and for every given j ∈ I let Xj = {i ∈ I | i  j }. Then the system of subsets
Xj (j ∈ I) has the finite intersection property, i.e. the intersection of every
finite number of these subsets is not empty and hence these subsets generate an
ultrafilter on I . If F is the ultrafilter generated by this system of subsets then
the homomorphism
∏
i∈I Ri → (
∏
i∈I Ri)/F defines an isomorphic embedding
of the inverse limit lim←−Ri into the ultraproduct (
∏
i∈I Ri)/F .
Proof. The first statement follows immediately from the fact that (Xj1 ∩Xj2)⊆
Xj3 for every j3 greater than j1 and j2.
We prove now the second statement. Let 0 = x ∈ RI . There exists j ∈ J
such that the coordinate xj of x is non-zero and the properties of inverse limits
imply that xi = 0 for all i  j . Hence the image of x under the homomorphism∏
i∈I Ri → (
∏
i∈I Ri)/F is non-zero and the assertion follows. ✷
Corollary 7.1. Let j be a given element of I . Then:
(i) If x , y are two elements of RI such that their coordinates coincide for all
i  j then x = y .
(ii) Let x = {xi | i ∈ I } be a thread in RI . Then the system of elements yi (i ∈ I)
defined by {yi = xi | i > j } and {yi = 0 | i  j } is a thread in RI which
defines the same element x .
Proof. If there exists j ∈ I such that xi = yi for i  j then the coordinates of x
and y coincide on a subset of the filter and Lemma 7.1 implies that x = y . The
proof of the second statement is obtained by a similar argument. ✷
Proposition 7.1. Let R be a ring, Ai (i ∈ I) be a system of ideals in R such that⋂
i∈I Ai = 0 and for every two ideals Ai1 , Ai2 there exists an ideal Ai3 such that
Ai3 ⊆ (Ai1 ∩Ai2). Then:
(1) The system of quotient rings Ri =R/Ai forms an inverse system of rings with
homomorphisms Ri1 → Ri2 if Ai1 ⊆Ai2 .
(2) R is isomorphically embedded into the inverse limit lim←−Ri .
Proof. The statement (1) is obvious. The statement (2) is well known and follows
easily from the fact that
⋂
∈I Ai = 0 and the natural embedding ofR into
∏
i∈I RI
is in fact an embedding of R into lim←−Ri . ✷
7.2. We pick now an arbitrary i ∈ I and consider the morphism φ(i) :RI → Ri ;
let R(i) be the domain of φ(i). Then φ(i) is a homomorphism of the ring R(i)
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into Ri . We see also that the definition of the inverse limit implies that R(i1) ⊇
R(i2) if i1  i2.
Now if j > i then we have a homomorphism φ(j) :R(j) → Rj which induces
a homomorphism R(i) → φ(j)(R(i))⊆ Rj . It is easy to see that for a given i ∈ I
the system of rings φ(j)(R(i)) (j  i) is an inverse system rings if we define
for j1 > j2 a morphism φ(j1)(R(i)) → φ(j2)(R(i)) as the map induced by the
morphism φj2,j1 :Rj1 → Rj2 .
Proposition 7.2. For every given i ∈ I the ring R(i) is isomorphic to the inverse
limit lim←−(φ
(j)R(i)) (j  i).
Proof. Let x ∈ R(i). We define a map ψ :x → {φ(j)(x) | j  i} of R(i) into
the direct product
∏
ji φ
(j)(R(i)). It is immediate that this map is a ring
homomorphism of R(i) into the ring lim←−φ
(j)(R(i)) (j  i). Now if ψ(x) = 0
then all the coordinates xj (j  i) of x in lim←−Ri are zeroes. Corollary 7.1 implies
immediately that x = 0. This implies that the map ψ is injective.
To prove that ψ is surjective we pick an element u = {φ(j)(x) | j  i}
from lim←−φ
(j)(R(i)) (j  i). We consider then a thread y ∈ lim←−Ri which has
coordinates φ(j)(x) for j  i and zero coordinates for j < i . Clearly y ∈ R(i),
ψ(y)= u, and the proof is complete. ✷
7.3. LetR be a domain,Ai (i ∈ I) be a system of ideals in R such that for every
two ideals there exists an ideal Ai3 such that Ai3 ⊆ (Ai1 ∩Ai2) and
⋂
i∈I Ai = 0.
Then the quotient rings Ri = R/Ai (i ∈ I) form an inverse system of rings.
Throughout this section we assume that every ring Ri (i ∈ I) can be embedded in
a skew fieldD(Ri) and generates it. We assume also that if i1 > i2 then there exists
a specialization θi2,i1 :Ti2,i1 →D(Ri2) which extends the epimorphismRi1 → Ri2
with kernel Ai2/Ai1 . This specialization defines a morphism from D(Ri1) into
D(Ri2), the domain of this morphism is the local subring Ti2,i1 and we will use
for this morphism the same notation θi2,i1 .
In the important special case when the complement Mi2,i1 of the ideal Ai2/Ai1
in R/Ai1 is a right denominator set in Ri1 , we will denote by Ri1M
−1
i2,i1
the
ring of fractions of Ri1 with respect to the set Mi2,i1 . In this case the morphism
θi2,i1 :D(Ri1)→D(Ri2 ) is the epimorphism Ri1M−1i2,i1 →D(Ri2). The domain of
θi2,i1 is the local subring Ri1M
−1
i2,i1
⊆D(Ri1 ) with radical (Ai2/Ai1)M−1i2,i1 .
Now in the general case, if i1 > i2 > i3 then Ai1 ⊆ Ai2 ⊆ Ai3 , hence
(Ai2/Ai1) ⊆ (Ai3/Ai1). We have epimorphisms φi2,i1 :Ri1 → Ri2 , φi2,i3 :Ri2 →
Ri3 , and φi3,i2φi2,i1 = φi3,i2 . We assume that these epimorphisms are extended
to corresponding morphisms θi2,i1 :D(Ri1)→ D(Ri2), θi2,i3 :D(Ri2)→ D(Ri3),
and that θi3,i2θi2,i1 = θi3,i1 . Further, if two skew fieldsD(Rα) andD(Rβ) are given
then we can find an ideal Aγ ⊆ (Aα ∩ Aβ) and then the skew field D(Rγ ) with
morphisms θα,γ :D(Rγ ) → D(Rα) and θβ,γ :D(Rγ ) → D(Rβ). We obtained
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a category of skew fields D(Ri) with morphisms θi2,i1 :D(Ri1)→ D(Ri2) for
every pair (i1, i2) with i1 > i2; it is worth remarking that every morphism θi2,i1
extends the morphism φi2,i1 :Ri1 → Ri2 .
The system of skew fields D(Ri) with morphisms θi2,i1 is an inverse system;
let DI = lim←−D(Ri) be its inverse limit. Clearly, this ring contains the ring RI
and hence contains the ring R. The properties of the inverse limits imply also
that for every i ∈ I there exists a morphism θ(i) :DI → D(Ri) which extends
the epimorphism φi :R → Ri . We point out that this morphism is in fact a
homomorphism of a subring D(i)→D(Ri), where D(i) is the domain of θ(i).
Proposition 7.3. Let R be a domain, Ai (i ∈ I) be a system of ideals in R
such that
⋂
i∈I Ai = 0 and for every two ideals Ai1 , Ai2 there exists an ideal
Ai3 such that Ai3 ⊆ (Ai1 ∩ Ai2). Let Ri = R/Ai (i ∈ I) and for every i1 > i2
let φi2,i1 :Ri1 → Ri2 be the epimorphism with the kernel Ai2/Ai1 . Assume that
every ring Ri is embedded in a skew field D(Ri) which is generated by Ri
and for every i1 > i2 the epimorphism φi2,i1 can be extended to a specialization
θi2,i1 :Ti2,i1 →Di2 from D(Ri1)→D(Ri1). Then:
(i) The inverse limit DI = lim←−D(Ri) is a skew field. If i ∈ I is given then the
domain of the morphism θ(i) :DI → D(Ri) is a local subring D(i) ⊆ DI
which contains R, and θ(i)(D(i))∼= D(i)/J (D(i))∼=Di . If j  i then D(i) ⊆
D(j) and DI =⋃i∈I D(i); i.e., DI is a direct limit of the system of its local
subrings D(i).
(ii) For every given pair j  i the ring θ(j)(D(i)) coincides with the local subring
Tj,i ⊆ D(Rj ) which is the domain of the specialization θj,i from D(Rj ) to
D(Ri). For every given i ∈ I the system of rings Tj,i (j  i) forms an inverse
system of rings and the ring D(i) is isomorphic to the inverse limit lim←− Tj,i
(j  i).
We need first the following simple fact about direct limits of rings.
Lemma 7.2. Let Si (i ∈ I) be a system of local rings. Assume that for every
pair i1  i2 there exists a monomorphism πi2,i1 :Si1 → Si2 such that πi,i is the
identical map on Si and πi3,i2πi2,i1 = πi3,i1 for i1  i2  i3. Let S∞ = lim←− Si be
the direct limit of this system of rings. Then S∞ is a local ring, the canonical
projections πi :Si → S∞ are monomorphisms and S∞ =⋃i∈I Si .
Proof. We pick an arbitrary ring Si ; let 1 be its unit element. We have for an
arbitrary j > i an embedding: Si ⊆ Sj and πi(1) is the unit element of Sj . Let s
be an arbitrary element of S∞. There exists a ring Si and an element si ∈ Si such
that πi(si )= s (see [18, Lemma VIII.4.3]). This implies that if si is invertible in
Si then s is invertible in S and vice versa (we recall that πi(1) = 1). We obtain
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from this all the non-invertible elements form an ideal in S and it follows easily
that S is a local ring.
The second and the third statements are known facts about direct limits (see
[18, Theorem VII.4.7]). This completes the proof. ✷
Proof of Proposition 7.3. We pick an arbitrary j  i and recall that θ(i) =
θj,iθ
(j) where θ(j) is the morphism DI →D(Rj ); hence D(i) ⊆D(j).
The relationDI =⋃D(i) follows immediately. We will now show that the map
θ(i) :D(i)→D(Ri) is surjective. Indeed, first of all φi(R)=Ri . Now let ri be an
arbitrary non-zero element of θ(i)(D(i)) and r−1i be its inverse in Di . Find r ∈D
such that θ(i)(r) = ri . Then for every j > i the element θ(j)(r) = rj belongs to
the domain Tj,i of the morphism θj,i :Dj →Di but does not belong to the radical
of Tj,i . Hence every element rj is invertible in Tj,i .
We conclude now from Lemma 7.1 that the system of elements {xj = r−1j
(j > i), xj = 1 (j  i)} defines a thread in lim←−Di , the element defined by this
thread is the inverse of r , it belongs to D(i) and θ(i)(r−1) = r−1i . We obtained
that θ(i)(D(i)) is a skew subfield of D(Ri). Since this skew subfield contains Ri
and D(Ri) is generated by Ri , we obtained that θ(i)(D(i)) = D(Ri). The same
argument now implies that the ring D(i) is local and its radical J (D(i)) coincides
with the kernel of the epimorphismD(i)→Ri .
Now let 0 = x ∈ D. Find a non-zero coordinate xi of x . Then x ∈ D(i) but
x /∈ J (D(i)) because D(i)/J (D(i))∼= D(Ri). Hence x is invertible in D(i) which
implies that x is invertible in DI ; i.e. DI is a skew field. This completes the proof
of statement (i).
We will now prove that if j  i then θ(j)(D(i))= Tj,i . Since the ring D(i) is
local its image θ(j)D(j) is a local subring of D(Rj ) which contains the subring
θ(j)(R) = Rj ; this image is contained in Tj,i because the product of morphisms
θj,iθ
(j) coincides with the morphism θi . Finally, the ring Tj,i is generated as a
local ring by its subring Rj and hence θ(j)(D(i)) = Tj,i . Proposition 7.2 now
implies that D(i)) is isomorphic to lim←− Tj,i (j  i). This completes the proof. ✷
Corollary 7.2. Let R be a domain, Ai (i ∈ I) be a system of ideals such that for
every two ideals Ai1 , Ai2 there exists an ideal Ai3 ⊆ (Ai1 ∩Ai2) and
⋂
i∈I Ai = 0.
Assume that every quotient ring Ri =R/Ai generates a skew field D(Ri) and for
every pair i1 > i2 the homomorphism Ri1 → Ri2 with the kernel Ai2/Ai1 can be
extended to a specialization D(Ri)→ D(Ri2). Then there is a skew field D(R)
generated by R. If A and Ai are prime matrix ideals defined by the embeddings
R ⊆D(R) and Ri ⊆D(Ri), respectively, then
A=
⋂
i∈I
Ai . (7.1)
Proof. Follows from Proposition 7.3. together with Proposition 2.1 in [5].
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Remark. It is possible to give a different proof of Corollary 7.2 which will be
based only on a technique which involves matrix ideals and will not use the
machinery of inverse limits. But we prefer the method based on inverse limits
because we will make an essential use of the inverse limits in the construction of
valuation functions in skew fields in Section 8.
7.4. We will apply now Proposition 7.3 to the study of skew fields generated
by some classes of enveloping algebras. Let H be a Lie algebra which contains
a system of ideals Hi (i ∈ I) such that ⋂i∈I Hi = 0 and every quotient algebra
H/Hi (i ∈ I) is soluble. We can adjoin if necessary to this system all the finite
intersections of the ideals Hi (i ∈ I); this implies that for every two ideals Hi1 ,
Hi2 an ideal Hi3 can be found such that Hi3 ⊆ (Hi1 ∩ Hi2). For every i ∈ I
we consider the soluble Lie algebra H/Hi and its universal enveloping algebra
U(H/Hi); it is not difficult to show that it is an Ore ring and let D(H/Hi) be its
field of fractions. Now let i1, i2 ∈ I and i1 > i2. Theorem 5.1 in [13] implies that
the natural homomorphism U(H/Hi1)→ U(H/Hi2) with the kernel generated
by the ideal Hi2/Hi1 ⊆ H/Hi1 can be extended to a specialization θi2,i1 from
the skew field D(H/Hi1) to D(H/Hi2). We obtained an inverse system of skew
fields D(H/Hi) and Proposition 7.3 now implies that lim←−D(H/Hi) is a skew
field which contains the enveloping algebra U(H).
Now if N is a Lie subalgebra of H then we obtain in N a system of
ideals Ni = N ∩ Hi (i ∈ I) in N and for every i ∈ I we obtain a skew
field D(N/Ni) ⊆ D(H/Hi). For every pair i1, i2 ∈ I the restriction of the
specialization θi2,i1 defines a specialization from D(N/Ni1 ) to D(N/Ni2 ) and we
obtain now an inverse system of skew fields D(H/Hi) (i ∈ I), and then a skew
field lim←−D(N/Ni). Clearly we have an embedding lim←−D(N/Ni)⊆ lim←−D(H/Hi)
whose restriction is the natural embedding U(N)⊆U(H).
A similar situation arises when we consider a group ring KH of a torsion-free
group H with a system of normal subgroups Hi (i ∈ I) such that for every two
normal subgroups Hi1 and Hi2 there exists a normal subgroup Hi3 ⊆ (Hi1 ∩Hi3),
and that
⋂
i∈I Hi = 1. If every quotient group H/Hi (i ∈ I) is torsion-free and
soluble and has a normal series of finite length with free Abelian factors then the
group ring is an Ore domain; let D(K(H/Hi)) be the skew field of fractions
of K(H/Hi). Lemma 6.3 in [13] implies that for every i1 > i2 the natural
homomorphism K(H/Hi1) → K(H/Hi2) can be extended to a specialization
from D(K(H/Hi1)) to D(K(H/Hi2)). Once again we obtain an inverse system
of skew fields D(K(H/Hi)) (i ∈ I) and an embedding of KH into the skew field
DI = lim←−D(K(H/Hi)).
We will need the following facts.
Proposition 7.4. Let H be a Lie algebra. Let Hi (i ∈ I) be a system of ideals
such that
⋂
i∈I Hi = 0, for every two ideals Hi1 , Hi1 there exists an ideal Hi3 ⊆
(Hi1 ∩Hi2) and every quotient algebra H/Hi is soluble. Let Hi0 = N be given
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and let ej (j ∈ J ) be a system of elements of H which are linearly independent
in the quotient algebra H/N . Then the elements 1 and the standard monomials
on the set ej (j ∈ J ) are linearly independent in the ring DI (H)= lim←−D(H/Hi)
over the skew subfield DI = lim←−D(N/Ni).
Proposition 7.5. Let H be a torsion-free group, Hi (i ∈ I) be a system of normal
subgroups such that every quotient groupH/Hi (i ∈ I) is torsion-free and soluble
and has a normal series of finite length with torsion-free Abelian factors and let
D(K(H/Hi)) be the skew field of fractions of the group ring K(H/Hi). Assume
that for every two normal subgroups Hi1 and Hi2 there exists a normal subgroup
Hi3 ⊆ (Hi1 ∩Hi3) and
⋂
i∈I Hi = 1. Let Hi0 =N be given and let hj (j ∈ J ) be
a system of elements of H which belong to different cosets modulo N . Then the
elements hj (j ∈ J ) are linearly independent in the skew field lim←−D(K(H/Hi))
over the skew subfield lim←−D(K(N/Hi)).
We will give a proof of Proposition 7.4. The proof of Proposition 7.5 can be
obtained by a similar argument.
Proof of Proposition 7.4. Assume that there exists standard monomials π1, π2,
. . ., πk and elements λα ∈DI (N) such that
λ0 + λ1π1 + λ2π2 + · · · + λkπk = 0. (7.2)
We can assume without loss of generality that λ0 = 0; the proof for the second
case when λ0 = 0 is the same. We find an ideal Hi such that all the coefficients λα
(α = 1,2, . . . , k) and their inverses belong to the local subring D(i) ⊆DI , which
is the domain of the specialization θ :DI → D(H/Hi). The subalgebra U(H)
belongs to this domain and hence the standard monomials πα (α = 1,2, . . . , k)
do. Clearly we can assume that Hi ⊆N .
Let X be the image of a subset X ⊆ D(i) under the natural homomorphism
D(i)→D(i)/J (D(i)). The images of the elements λα (α = 0,1, . . . , k) under this
homomorphism are non-zero because these elements are invertible in D(i). We
obtain now from (7.2):
λ0 +
k∑
α=1
λαeα = 0. (7.3)
Equation (7.3) holds in the skew field D(H) with coefficients λα (α =
0,1,2, . . . , k) from the skew subfield D(N); it is important that these skew fields
are rings of fractions of the enveloping algebras U(H) and U(N), respectively.
But the elements ej (j ∈ J ) in (7.3) are elements of H which give a basis of H/N
because H/N ∼= H/N . Hence the standard monomials on this set are linearly
independent in U(H) over U(N); this implies that in the skew field of fractions
D(H) they must be independent over the ring of fractions D(N) of U(N). This
contradicts equation (7.3) and the assertion follows. ✷
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We apply now Proposition 7.5 to the case when H is a group which contains
an N-series with torsion-free (Abelian) factors.
Proposition 7.6. Let H be a group which has an N-series (1.1) with torsion-free
factors and unit intersection. Let D(KH) be the skew subfield generated by the
group ring KH in the skew field lim←−∆(K(H/Hi)). Then D(KH) is isomorphic
to the Malcev–Neumann skew field ∆(KH) constructed from series (1.1).
Proof. Since the skew subfield D(KN) generated by KN is contained in
lim←−K(N/Hi) the assertion follows from Proposition 7.5 and Lemma 4.6. ✷
7.5. Throughout this subsection let L be a graded Lie algebra with grading
(1.16). For an arbitrary i  1 denote
Ai = Li ⊕Li+1 ⊕ · · · .
We obtain in L a system of ideals A1 ⊇ A2 ⊇ · · · such every quotient algebra
L/Ai (i = 1,2 . . .) is a graded nilpotent Lie algebra L/Ai (i = 1,2, . . .), and
these quotient algebras form an inverse system of graded nilpotent Lie algebras.
Let D(L/Ai) be the skew field of fractions of the enveloping algebra U(L/Ai)
(i = 1,2 . . .). We obtain the following fact on the skew field DI = lim←−D(L/Ai).
Proposition 7.7. Let L be a graded Lie algebra. Then the skew subfield D(U(L))
of DI generated by U(L) is isomorphic to the skew field D(L).
Proof. The assertion follows from Proposition 7.4 together with [10, Theorem 2].
We pick now a basis Ei in every homogeneous component Li (i = 1,2, . . .)
and then a special basis E in L. Let e1 be an arbitrary element of E1. We obtain
now from Theorem V that for every natural number i > 1 the skew field D(L/Ai)
contains a subring (Ri)0 and its skew field of fractions (Di)0 which are generated
by the system of elements e−deg(e)1 e (e ∈ E, e = e1); the skew subfield (Di)0
and e−11 generate in D(L/Ai) a skew Laurent polynomial ring (Di)0[e1, e−11 ] and
D(L/Ai) is the Ore ring of fractions of this ring.
Let i1 > i2. We have an epimorphism L/Ai1 → L/Ai2 with kernel Ai2/Ai1 .
This epimorphism can be extended to an epimorphism of enveloping algebras
ψi2,i1 :U(L/Ai1) → U(L/Ai2) and then by Proposition 5.4 the epimorphism
ψi2,i1 can be extended to an epimorphism (ψi2,i1)0 : (Ri1)0 → (Ri2)0. Finally,
once again by Proposition 5.4, the epimorphism ψi2,i1 can be extended to a
specialization θi2,i1 :Ti2,i1 → D(L/Ai2) from D(L/Ai1) to D(L/Ai2) and the
restriction of this specialization on (Di1)0 gives a specialization (θi2,i1)0 from
(Di1)0 to (Di2)0 which extends the epimorphism (ψi2,i1)0. We obtain therefore
an inverse system of skew fields D(Li) (i ∈ I). Proposition 7.4 now implies that
its inverse limit DI = lim←−D(Li) is a skew field which contains the algebra U(L).
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We obtain also the ring (RI )0 = lim←−Ri0 and the skew field (DI )0 = lim←−(Di)0
which is naturally embedded in DI , and (RI )0 ⊆ (DI )0; it is worth remarking
that all the elements e−deg(e)1 e (e ∈E) belong to (RI )0.
Proposition 7.8. e−11 (RI )0e1 = (RI )0, e−11 (DI )0e1 = (DI )0, and all the powers
of e1 are linearly independent over the skew subfield (DI )0.
Proof. Let x be an arbitrary non-zero element of (DI )0. Then the element x is
represented by a thread xi (i ∈ I) with all the coordinates xi ∈ (Di)0 (i ∈ I).
Let e1i (i ∈ I) be the thread that represents e1. Then Theorem V implies that
e−11i (Ri)0e1i = (Ri)0 (i ∈ I), e−11i (Di)0e1i = (Di)0 (i ∈ I) and the first statement
of the assertion now follows easily.
Now assume that there exist non-zero elements λα ⊆ (DI )0 (α = 1,2, . . . , k)
such that∑
α
λαe
kα
1 = 0. (7.4)
Once again, as in the proof of Proposition 7.4, we find a morphism θi :DI →
D(L/Ai) such that the elements λα , λ−1α , e1, e
−1
1 (α = 1,2, . . . , n) belong to its
domain D(i). We consider now the relation (7.4) modulo the radical J (D(i)).
Since the elements λα (α = 1,2, . . . , n) are invertible in D(i) their images in
the quotient ring D(i)/J (D(i)) ∼= D(L/Ai) are non-zero and we obtain that the
powers of the element e1 are linearly dependent in the skew field D(L/Ai) over
its skew subfield (D(L/Ai))0 which contradicts Theorem V. This completes the
proof. ✷
Proof of Theorem VIII. Consider the skew field DI . Then Proposition 7.7
implies that its skew subfield generated by the algebra U(L) is isomorphic to
D(L). Now let D0 = (DI )0 ∩D(L). Then we obtain from Proposition 7.8 that
e−11 D0e1 = D0. Further, the linear independence of the powers of e1 over DI
implies that these powers are linearly independent over D0 and hence D0 and
e1 generate a skew Laurent polynomial ring. Finally, D0 is a skew subfield of
D(L) and hence the subring D0[e1, e−11 ] is contained in D(L). But the subring
D0[e1, e−11 ] contains the subalgebra U(L) and hence the subring D0[e1, e−11 ]
generates D(L) which implies that D(L) coincides with the skew field of
fractions of D0[e1, e−11 ].
We prove now that the skew subfield D0 is generated by the system of elements
(1.25). Clearly these elements belong to D0 and let D′0 be the skew subfield
generated by them. Since this system is invariant with respect to conjugation by
e1, we obtain that e−11 (D′0)e1 = D′0; further the powers of e1 are left linearly
independent over D′0 because D′0 ⊆D0. Hence the subring generated by D′0 and
e1 is isomorphic to a skew Laurent polynomial ringD′0[e1, e−11 ]which is a subring
A.I. Lichtman / Journal of Algebra 257 (2002) 106–167 161
of D0[e1, e−11 ]. We obtain immediately that this subring contains every element
e ∈ E1; since these elements generate L, we obtain that in fact D′0[e1, e−11 ]
coincides with D0[e1, e−11 ]. We see thatD0[e1, e−11 ] is a skew Laurent polynomial
ring over D0 and over its skew subfield D′0. This implies easily that D0 = D′0.
To prove the last statement we define first the valuation function ρ(x) on the
polynomial ring D0[e1] by
ρ(0)=∞, ρ(d)= 0 (0 = d ∈D0); ρ(e1)= 1. (7.5)
Since D0 contains all the elements e−deg(e)1 e (e ∈ I), we obtain from (7.5) that the
valuation ρ(x) coincide on U(L) with the valuation defined by the grading in L.
This valuation function can be extended now to the skew field of fractions of
D0[e1, e−11 ] in the natural way. Finally we embed, as in the proof of Theorem V,
the ring of fractions ofD0[e1, e−11 ] into the Laurent power series field D((e1)) and
obtain the isomorphism gr(D0((e1))) ∼= D0[e1, e−11 ] and then the isomorphism
gr(D(L))∼=D0[e1, e−11 ]. The proof is complete. ✷
We will now formulate separately the following fact which was obtained in the
proof of Theorem VIII; we will use it in the second paper of the series.
Corollary 7.3. The skew subfieldD0 coincides with the intersection (DI )0∩D(L)
where (DI )0 = lim←−(D(L/Li)0).
Corollary 7.4. Let K〈|X|〉 be a free field. Then the X-valuation of the free algebra
K〈X〉 can be extended to a discrete valuation of K〈|X|〉.
Proof. Let L be the free subalgebra of K〈X〉 generated by the set X. Then K〈X〉
is isomorphic to the universal enveloping algebra of L and [10, Theorem 1]
implies that the skew field K〈|X|〉 is isomorphic to the skew field D(L). The
assertion follows now from Theorem VIII. ✷
8. Valuations in inverse limits of skew fields. The valuation ρ(x) in ∆(KH).
Proof of Theorem IX
8.1. We will consider in this subsection t-adic valuations in inverse limits
of skew fields and obtain Proposition 8.1 which will be used in the proof of
Theorem IX and later in the second paper of the series. Let Ri (i ∈ I) be an
inverse system of rings with morphisms φi2,i1 :Ri1 → Ri2 for i1 > i2, Ri2,i1 be
the domain of the morphism φi2,i1 and RI = lim←−Ri (i ∈ I) be the inverse limit
of this system. We recall that we denote by R(i) the domain of the morphism
φ(i) :RI → Ri and that for every x ∈RI there exists R(i) such that x ∈R(i).
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Proposition 8.1. Assume that for every pair i1 > i2 the morphism φi2,i1 is an
epimorphism. Let t be a central element of RI which belongs to the subring R(i).
Assume that for every pair i1 > i2 > i the powers of the principal ideal (ti1)
generated by the element ti1 = φi1(t) define a t-adic valuation v in the ring Ri1
and that (ti1)∩Ri2,i1 = (ti2,i1)Ri2,i1 . Then
(i) t defines a t-adic valuation v(r) in RI .
(ii) If in addition every ring Ri2,i1 is local with radical J (Ri2,i1)= t (Ri2,i1) then
RI is a local ring with radical J (RI )= t (RI ).
Proof. We define the valuation function in the following way. If 0 = x ∈ RI and
x ∈ R(α), we define v(x) = miniα{vi(xi)} and v(0) =∞. We prove first that
v(x) is well defined. Indeed, assume that x ∈ R(β) and show that we will obtain
the same value v(x). We find γ such that γ  α, γ  β . Hence x ∈ R(γ ) and
clearly
min
iγ
{
vi(xi)
}
min
iα
{
vi(xi)
}
. (8.1)
On the other hand, if γ  i  α then we have a morphism ψi,γ :Rγ → Ri
such that ψi,γ (xγ ) = xi . Since the restriction of the valuation vγ on the subring
Ri,γ is defined by the powers of the ideal tγ (Ri,γ ) and ψi,γ (tγ ) = ti , we
conclude easily that vi(xi) vγ (xγ ) for all γ  i  α; which together with (8.1)
implies that miniγ {vi(xi)} = miniα{vi(xi)} and similarly miniγ {vi(xi)} =
miniβ {vi(xi)}. Hence miniβ{vi(xi)} =miniα{vi(xi)} and we see that v(x) is
well defined.
Now let x, y ∈ RI . We prove that
v(x + y)min{v(x), v(y)}, (8.2)
v(xy)= v(x)+ v(y). (8.3)
Find α,β ∈ I such that x ∈ R(α), y ∈ R(β). Then find γ such that γ  α, γ  β ;
hence x, y ∈ R(γ ). We have now for every i  γ :
vi(xi + yi)min
{
vi(xi), vi(yi)
}
, (8.4)
vi(xiyi)= vi(xi)+ vi(yi), (8.5)
and (8.2) and (8.3) follow from (8.4) and (8.5).
We prove now that v(x) is a t-adic valuation which is defined by the element t .
Let x be an arbitrary element of RI and v(x) = k. Find α such that x ∈ R(α)
and obtain that vβ(xβ) = k for some index β  α. Once again we conclude that
the existence for every i  β of the morphism ψβ,i :Ri → Rβ implies easily
that vi(xi) = k (i  β) and xi = tki ui where v(ui) = 0. Now observe that the
systems of elements xi (i  β) and tki form threads in lim←−Ri (i  β); since the
rings Ri (i ∈ I) are domains this implies easily that the system of elements ui
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(i  β) is a thread in lim←−Ri (i  β). Corollary 7.1 implies that there is an element
u ∈RI = lim←−Ri such that its coordinates for i  β are ui and zeros for i < β , and
we conclude that there exists u ∈ RI such that x = tku and v(u)= 0. This proves
that the element t defines the valuation v in RI .
To prove the second statement we have to show only that if r ∈ RI and
v(r) = 0 then r is invertible. But if v(r) = 0 then the definition of v(r) shows
that there exists α ∈ I such that v(rα) = 0 where rα = φ(α)(r). Hence rα is
invertible in Rα . If now i > α then ri = φ(i)(r) belongs to the domain of the
morphism φα,i :Ri → Rα which is a local ring. Since the homomorphism φα,i is
surjective and Ri is a local ring we conclude that the element rα is invertible in
Rα,i . Corollary 7.1 now implies that the system of elements {r−1i (i  α) and 1
(i < α)} defines a thread in RI which is equal to the element r−1. This completes
the proof. ✷
Corollary 8.1. Let R˜(i) and R˜i be the completions of the rings R(i) and Ri ,
respectively. Then the epimorphism φ(i) :R(i) → Ri induces an epimorphism
φ˜(i) : R˜(i)→ R˜i and an epimorphism φ(i) :R(i)/(t)→ Ri/(ti).
Proof. Proposition 8.1 together with Lemma 4.5 imply that we obtain for every
natural number n an induced epimorphism R(i)/(t)n → Ri/(ti)n. This proves
the second statement of the assertion and implies easily the existence of the
epimorphism φ˜(i) : R˜(i)→ R˜i . ✷
8.2. Let K be a commutative field of characteristic p, H be a group which
has a series (1.1) with unit intersection; assume that all the factors are torsion-
free Abelian and contain no elements of infinite p-height. Let KH [t, t−1] be
the Laurent polynomial ring over the group ring KH . Once again we ex-
tend the valuation of KH defined by series (1.1) to a valuation ρ(x) of the
ring KH [t, t−1] and consider the subring V (KH [t, t−1]) = {x ∈ KH [t, t−1] |
v(x)  0}. We take then an arbitrary i and the normal subgroup Hi from se-
ries (1.1) and recall that the epimorphism φi :KH → K(H/Hi) can be ex-
tended to an epimorphism KH [t, t−1] → K(H/Hi)[t, t−1] (i ∈ I). We con-
sider then the systems of rings K(H/Hi)[t, t−1] and V (K(H/Hi)[t, t−1]. For
every pair i1 > i2 we have an epimorphism φi2,i1 :K(H/Hi1) → K(H/Hi2)
defined by the homomorphism H/Hi1 → H/Hi2 whose kernel is the nor-
mal subgroup Hi2/Hi1 ⊆ H/Hi1 ; we extend the epimorphism φi2,i1 to an epi-
morphism (φi2,i1)t :K(H/Hi1)[t, t−1] → K(H/Hi2)[t, t−1]. We consider then
for every i ∈ I the skew field D˜(K(H/Hi)[t, t−1]) and its valuation ring
V (D˜(K(H/Hi)[t, t−1])). Proposition 6.1 implies that for every pair i1 > i2 there
exists a complete local subring
Vi2,i1
(D˜(K(H/Hi1)[t, t−1]))⊆ Vi1(D˜(K(H/Hi1)[t, t−1]))
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such that the epimorphism (φi2,i1)t : (K(H/Hi1)[t, t−1]→K(H/Hi2)[t, t−1] can
be extended to an epimorphism(
φ˜i2,i1
)
t
:Vi2,i1
(D˜(K(H/Hi1)[t, t−1]))→ Vi2(D˜(K(H/Hi2)[t, t−1])).
We recall also that the reduction of the epimorphism (φ˜i2,i1)t modulo the ideal (t)
is the specialization (φi2,i1)t :D(K ⊗L(H/Hi1))→D(K ⊗L(H/Hi2)). We can
now prove Theorem IX.
Proof of Theorem IX. Let F =Hk be a term of series (1.1). Then we have in F
the N-series
F =Hk ⊇Hk+1 ⊇ · · · . (8.6)
We have the inverse systems of ringsK(H/Hi) (i ∈ I) and K(F/Hi) (i  k). We
consider then the inverse systems of local rings Vi(D˜(K(H/Hi)[t, t−1])) (i ∈ I)
with morphisms (φ˜i2,i1)t and its inverse limit
VI
(
KH
[
t, t−1
])= lim←−Vi(D˜(K(H/Hi)[t, t−1])).
For every i  k we have natural embeddings
K(F/Hi)
[
t, t−1
]⊆K(H/Hi)[t, t−1]
and a complete local subring
Vi
(D˜(K(F/Hi)[t, t−1]))⊆ Vi(D˜(K(H/Hi)[t, t−1]));
the restriction of the morphism (φ˜i2,i1)t (i1  i2  k) defines a morphism from
Vi2,i1(D˜(K(F/Hi1)[t, t−1])) into Vi2(D˜(K(F/Hi2)[t, t−1])) and we obtain then
the ring VI (KF [t, t−1]) = lim←−Vi(D(K(F/Hi)[t, t−1])) with the natural em-
bedding VI (KF [t, t−1]) ⊆ VI (KH [t, t−1]). Clearly, the ring VI (KH [t, t−1])
contains the ring lim←−K(H/Hi)[t, t−1] which in its turn contains the ring
KH [t, t−1]. We now point out that it follows from Proposition 6.1 and Corol-
lary 6.1 that the t-adic valuations in the rings Vi2,i1(D˜(K(H/Hi1)[t, t−1])) ⊆
Vi1(D˜(K(H/Hi1)[t, t−1])) satisfy the conditions of Proposition 8.1. Proposi-
tion 8.1 implies that the ring VI (KH [t, t−1]) is a local ring with a t-adic val-
uation ρ(x) defined by the powers of the element t ; the ring of fractions of
VI (KH [t, t−1]) with respect to the subsemigroup generated by the powers of
the element t is a skew field D(VI (KH [t, t−1])). It is easy to see that the val-
uation ρ can be extended to a valuation function of D(VI (KH [t, t−1])) and the
ring VI (KH [t, t−1]) coincides with the valuation ring of D(VI (KH [t, t−1])).
We have also in D(VI (KH [t, t−1])) the skew subfield D(VI (KF [t, t−1])) of
fractions of VI (KF [t, t−1]) and now that KH [t, t−1] generate a skew sub-
field D(KH [t, t−1]) ⊆ D(VI (KH [t, t−1])) with a discrete t-adic valuation
function ρ(x) such that ρ(t) = 1. The reduction of the system of the rings
Vi(D˜(K(H/Hi)[t, t−1])) (i ∈ I) modulo t gives the system of the skew fields
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D(K ⊗L(H/Hi)) (i ∈ I) with morphisms (φi2,i1)t ; the general properties of in-
verse limits now imply
VI
(
KH
[
t, t−1
])
/(t)∼= lim←−D
(
K ⊗L(H/Hi)
)
and
VI
(
KF
[
t, t−1
])
/(t)∼= lim←−D
(
K ⊗L(F/Hi)
)
.
We will prove now that the skew subfield D(KH) of D(VI (KH [t, t−1]))
generated by KH is isomorphic to the Malcev–Neumann skew field ∆(KH).
The proof of this fact is basically the same as the proof of Theorem IV and we
will give only a sketch of the argument. Lemma 4.6 implies that it is enough to
prove that the elements of every transversalX for F in H are linearly independent
over the skew subfieldD(KF). The same argument as in the proof of Theorem IV
shows that it is enough to prove that the elements of a transversal for F = Hk
in Hk−1 are linearly independent over D(KF) and that we can assume that
the quotient group Hk−1/F is an infinite cyclic group generated by an element
h¯ = hH . We assume now that the powers of the element h − 1 are linearly
dependent overD(KF) and once again, as in the proof of Theorem IV′, we obtain
Eq. (4.12). We obtain then the following analog of (4.13):
l∑
β=1
dβ
(
(h− 1)t−ρ(h−1))mβ = 0 (8.7)
where dβ  0 (β = 1,2, . . . , l) and dβ ∈ D(KF [t, t−1]) (β = 1,2, . . . , l) by
multiplying of (8.7) on the left by a suitable power of t we can assume that
dβ ∈ D(KF [t, t−1]) ∩ VI (KH [t, t−1]) = VI (KF [t, t−1]) (β = 1,2, . . . , l), but
not all of these coefficients belong to the ideal (t)VI (KF [t, t−1]). We obtain
now from Proposition 4.4 that the image of the element (h − 1)t−ρ(h−1) in the
quotient ring VI (KH [t, t−1])/(t) is an element e˜ of the basis of the Lie algebra
K ⊗ L(H) and this element does not belong to the subalgebra K ⊗ L(F). The
reduction of Eq. (8.7) modulo (t) shows that the powers of the element e˜ are
linearly dependent in the skew field lim←−D(K ⊗L(H/Hi)) over the skew subfield
lim←−D(K ⊗ L(F/Hi)). But this contradicts Proposition 7.4 and the proof of
Theorem IX is complete. ✷
The following fact was obtained in the proof of Theorem VII. We formulate it
separately because it will be used in the second paper of the series.
Corollary 8.2. Let VI = lim←−Vi(D˜(KH [t, t−1])) and D(VI (KH [t, t−1])) be
the ring of fractions of VI (KH [t, t−1]) with respect to the subsemigroup
generated by the powers of the element t . Then VI (KH [t, t−1]) is the valuation
ring of D(VI (KH [t, t−1])),KH [t, t−1] ⊆ VI (KH [t, t−1]), the skew subfield of
D(VI (KH [t, t−1])) generated by KH is isomorphic to ∆(KH), and the quotient
ring VI (KH [t, t−1])/(t) is isomorphic to lim←−D(K ⊗L(Hi)).
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8.3. We will obtain in this subsection simple sufficient conditions for existence
of an N-series (1.1) with torsion-free Abelian factors without elements of infinite
p-height. We need first the following fact.
Proposition 8.2. Let H be a torsion-free nilpotent groups which contains no
elements of infinite p-height. Then the factors of the upper central series contains
no elements of an infinite p-height.
Proof. Let C be the center of H . Since the quotient group H/C is torsion-free
we obtain easily that C contains no elements of infinite p-height and the assertion
will follow by induction on the length of the upper central series if we prove that
H contains no elements of infinite p-height.
Assume that there exists a non-unit element h¯ of an infinite p-height in H . If
h is a coset representative of this element then for every natural number n there
exists xn ∈ H such that hxn ∈ Hpn . Since the element h is non-central, we can
pick an arbitrary element u ∈ H which does not commute with h and obtain a
non-unit element [hxn, y] = [h,y] which belongs to Hpn . Since n is arbitrary,
we conclude the element [h,y] has an infinite p-height. This contradiction shows
that H contains no elements of infinite p-height and the assertion follows. ✷
Proposition 8.3. Let H be a group which contains a system of normal subgroups
Nj (j ∈ J ) such that every quotient group H/Nj is torsion-free nilpotent and has
no elements of infinite p-height, and⋂j∈J Nj = 1. Then H contains an N-series
(1.1) with unit intersection and all the factors Hi/Hi+1 (i = 1,2, . . .) are torsion-
free Abelian groups without elements of infinite p-height.
Proof. We pick in every given group Hj =H/Nj the upper central series
Hj =Hj1 ⊇Hj2 ⊇ · · ·
and embed then the group H into the Cartesian product
∏
j∈J (H/Nj ). It follows
now easily from Proposition 8.2 that the system of subgroups Hi =∏j∈J Hji
(i = 1,2, . . .) satisfies all the conclusions of the assertion. ✷
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