Abstract. The recovery of the coefficient H (x) in the one-dimensional generalized Schrödinger
Introduction
Consider the one-dimensional generalized Schrödinger equation
where the prime denotes the derivative with respect to the spatial coordinate and the coefficients are assumed to satisfy the following conditions: (H1) H (x) is strictly positive and piecewise continuous with jump discontinuities at x n for n = 1, . . . , N such that x 1 < · · · < x N .
( . Equation (1.1) describes, in the frequency domain, the propagation of waves in a onedimensional non-homogeneous medium where k 2 is energy, 1/H (x) is the wavespeed, and Q(x) is the restoring force per unit length. The discontinuities of H (x) correspond to abrupt changes in the scattering properties of the medium in which the wave propagates,
H2) H (x)
→
H (x). When the function H (x)f l (0, x)
2 is known to be piecewise constant, the algorithm described in section 4 allows us to recover H (x) exactly. When the conditions (H1)-(H5) are satisfied, the large k-asymptotics of a (reduced) reflection coefficient are given by an almost-periodic function of k. In section 5, we characterize those functions H (x) that satisfy (H1)-(H4) and for which the corresponding (reduced) scattering coefficients are almost periodic functions of k.
Concerning scattering and inverse scattering problems with discontinuous coefficients, we remark that Sabatier and his co-workers [SD88, Sa89, DS92, MS94] studied the scattering for the impedance-potential equation and that Krueger [Kr76, Kr78] studied the inverse scattering problem for u xx − u tt + c 1 (x)u x + c 2 (x)u t + c 3 (x)u = 0, where x, t ∈ R and the coefficients c 1 , c 2 , c 3 are piecewise continuous functions with support in a finite interval. Krueger [Kr82] also considered u xx − ε(x)u tt = 0 when ε(x) is constant for x < 0 and piecewise continuous for x > 0, and he developed an iterative method to recover ε(x) when the incoming and reflected waves are given.
Preliminaries
In this section we review the small and large k-asymptotics of the scattering matrix associated with (1.1). The reader is referred to [AKV95] for the details and proofs. The scattering coefficients associated with (1.1) are defined in terms of the Jost solution from the left f l (k, x) and the Jost solution from the right f r (k, x), which satisfy the boundary conditions
where T l (k) and T r (k) are the transmission coefficients from the left and from the right, respectively, and R(k) and L(k) are the reflection coefficients from the right and from the left, respectively. The scattering matrix associated with (1.1) is defined by
S(k) = T l (k) R(k) L(k) T r (k) .
For brevity, the entries of S(k) are also referred to collectively as scattering coefficients. The bound states associated with (1.1) are given by the square-integrable solutions of (1.1), and such solutions can occur only at certain discrete negative values of k 2 known as bound state energies; k = 0 is never a bound state.
As in [AKV95] we introduce the reduced scattering matrix
where We will refer to τ (k) as the reduced transmission coefficient and to ρ(k) and (k) as the reduced reflection coefficients from the right and from the left, respectively. The entries of σ (k) collectively are also referred to as reduced scattering coefficients. The matrix σ (k) is unitary for k ∈ R and we have
where det denotes the matrix determinant.
As in [AKV95] we distinguish between the generic and the exceptional cases for (1.1). The generic (exceptional) case is said to occur if τ (0) = 0 (τ (0) = 0). Equivalently, the exceptional case occurs if the zero-energy Jost solutions f l (0, x) and f r (0, x) are linearly dependent, i.e. if we have
for some non-zero constant γ . In the generic case f l (0, x) and f r (0, x) are linearly independent and hence [
Let C ± denote the upper and lower half complex planes, respectively, and C ± = C ± ∪R. The following theorem proved in [AKV95] summarizes some properties of the reduced scattering coefficients that are relevant to us.
is meromorphic in C + and continuous on R. In the generic case τ (k) vanishes linearly as k → 0 in C + . The bound state energies correspond to the (simple, finitely many) poles of τ (k) in C + , and such poles may occur only on the imaginary axis in C + .
(ii) ρ(k) and (k) are continuous for k ∈ R. In the generic case we have |ρ(k)| = | (k)| < 1 for k = 0 and ρ(0) = (0) = −1, whereas in the exceptional case we have
The detailed asymptotic behaviours of τ (k), ρ(k), and (k) as k → 0 with error terms depending on α (cf (H5)) were given in [AKV95] . Using the small k-behaviour of the reduced scattering coefficients, it is possible to show that when Q(x) and ρ(k) are known, H + can be obtained from H − and vice versa. This can be seen as follows. In the exceptional case we have [AKV95] 
where γ is the constant in (2.6), and this constant is determined by Q(x) alone. In the generic case we have
where c := lim k→0 τ (k)/ik. Note that f l (0, x) and f r (0, x) are determined by Q(x) alone, and hence their Wronskian in (2.8) is also determined by Q(x) alone; furthermore we have
N being the number of bound states. Hence, c is solely determined by ρ(k) and N .
The local Liouville transformation on each interval (x j , x j+1 ) given by
transforms (1.1) into the Schrödinger equation
where
Hence V (y) is defined for y ∈ R \{y 1 , . . . , y N }, where y j = y(x j ). Since H (x) > 0 and has positive limits H ± as x → ±∞, we have y 0 = y 0 (x 0 ) = −∞ and y N+1 = y(x N+1 ) = +∞. Note that, since the functions ψ(k, x) and ψ (k, x) are continuous at x j , the functions φ(k, y) and dφ(k, y)/dy will not be continuous at y j . From the continuity of ψ(k, x) and ψ (k, x) at x j for j = 1, . . . , N, we obtain the following (internal) boundary conditions for φ(k, y):
It is straightforward to check that the boundary conditions (2.12)-(2.13) are self-adjoint. So we can think of (2.10) as a Schrödinger equation with potential V (y) given by (2.11) on the intervals (y j , y j+1 ) for j = 0, . . . , N and supplemented by the boundary conditions (2.12)-(2.13) at the points y j . As shown in the following proposition, although V (y) is undefined at y j for j = 1, . . . , N, we can still associate a scattering matrix with (2.10).
Proposition 2.2. The scattering matrix for (2.10) with the boundary conditions (2.12)-(2.13) is precisely the reduced scattering matrix σ (k) defined in (2.2).
Proof. From (2.4) and (2.9) we have
Hence, by using (2.16), the Jost solution from the left for (2.10) (i.e. the solution of (2.10)
Therefore, as y → −∞, from (2.1) and (2.17) it follows that
By using (2.3) we see that
and thus τ (k) is the transmission coefficient and (k) is the reflection coefficient from the left for (2.10). Similarly, by considering the Jost solution of (2.10) from the right, one shows that the reflection coefficient from the right is ρ(k).
Later in the paper we need to know how the (reduced) scattering matrix changes when we perform a shift y → y + ξ for a fixed ξ ∈ R.
Proposition 2.3. For any ξ ∈ R, let V (y; ξ) = V (y + ξ). Consider (2.10) with V (y) replaced by V (y; ξ) and boundary conditions of the form (2.12)-(2.13) at the points y j − ξ , where the numerical values of q j and µ j are independent of ξ . Then the scattering coefficients for V (y) and V (y; ξ) are related by
Proof. The Jost solution from the left associated with V (y; ξ) is given by φ l (k, y; ξ) = e −ikξ φ l (k, y + ξ). Then (2.19) is obtained by using (2.3), (2.4), and (2.18).
Let V j,j +1 (y) be the potential defined by
As a consequence of hypothesis (H4) we have
Let g l;j,j +1 (k, y) and g r;j,j +1 (k, y) denote the Jost solutions from the left and right, respectively, associated with the potential V j,j +1 (y). Then the functions defined by
become solutions of (1.1). Let us introduce the matrices
, and l j,j +1 (k) denote the scattering coefficients for the potential (k) .
β n e 2iky n α n (2.27) with q n as in (2.14); let us also define a(k) and b(k) by
From (2.26)-(2.27) we see that
Let AP W (almost periodic functions with Wiener norm) stand for the algebra of all complex-valued functions f (k) on R which are of the form f (k) = ∞ j=−∞ f j e ikλ j , where f j ∈ C and λ j ∈ R for all j and j |f j | < ∞. By letting k → ∞ in (2.23) and using (2.24) and (2.25) we obtain the following theorem proved in [AKV95] .
Scattering data and uniqueness
The motivation for this section comes from some observations made in [AKV95] concerning the uniqueness of solutions to the inverse problem. The question of uniqueness is closely related to the choice of an appropriate set of scattering data. Recall our assumption that there are no bound states. We will show that in the generic case the scattering data consisting of Q(x) and a reduced reflection coefficient uniquely determine H (x); in the exceptional case either H + or H − must be specified in addition to Q(x) and a reduced reflection coefficient to determine H (x) uniquely. There is no loss of generality in using ρ(k) as the reduced scattering coefficient in the scattering data, and without further mentioning it we will simply use ρ(k); one can easily modify the proofs if (k) is used instead of ρ(k) in the scattering data. We will also give the appropriate modification if one uses a reflection coefficient instead of a reduced reflection coefficient in the scattering data; it then turns out that in the generic case when (3.41) fails one also must include either H + or H − in the scattering data. Since the proofs essentially remain the same whether one uses R(k) or L(k) as the reflection coefficient, without loss of generality we will state and prove our results by using only R(k). We recall that in the absence of bound states the inversion procedure described in [AKV95] requires two key ingredients: the potential Q(x) and the reduced reflection coefficient ρ(k) (or, alternatively, R(k)). In the exceptional case one also needs to know H + in order to determine H (x) uniquely. For example, consider the scattering data given by Q(x) = 0 and ρ(k) = ρ 0 , where ρ 0 ∈ (−1, 1) is a constant. Corresponding to this set of data we have
and hence a one-parameter family of functions H (x) corresponds to the same scattering data. In general, in the exceptional case no conditions on H + arise during the inversion procedure, and hence one always ends up with a one-parameter family of functions H (x), parametrized by H + . However, the parameter H + will generally not be a multiplicative factor in H (x) as in (3.1). The proof that, in the exceptional case, there exists a one-parameter family of functions H (x) depending on H + , having the same ρ(k), and satisfying (H1)-(H4), was not given in [AKV95] ; it will be given here in theorem 3.2.
On the other hand, in the generic case, we learned from example 6.2 in [AKV95] that H + is not a free parameter as in the exceptional case but is determined by ρ(k) and Q(x). We have since realized that this is generally true in the generic case, and we will prove this fact in theorem 3.1. It is possible to modify the inversion procedure of [AKV95] and use the reflection coefficient R(k) instead of the reduced reflection coefficient ρ(k) in the scattering data. Somewhat surprisingly, it then turns out that in the generic case there is one special situation, where H + also becomes a free parameter; this special case occurs when (3.41) fails and it will be described in theorem 3.3.
We will first show that in the absence of bound states the scattering data appropriate for the unique solution of the inverse problem associated with (1.1) are:
(i) in the generic case:
In preparation of the proof of our first theorem we recall some results from [AKV95] . The function Q(x) enters into our formalism through the zero-energy Jost solution f l (0, x) and its k-derivativeḟ l (0, x). These two functions satisfy the following integral equations:
Incidentally, (3.3) shows thatḟ l (0, x) is also a zero-energy solution of (1.1) and is linearly independent of f l (0, x), since it grows as x → +∞. From (3.2) and (3.3), the estimates
, from (3.3) and (3.5) we conclude thaṫ
Since we assume that there are no bound states, we have f l (0, x) > 0 for all x ∈ R. On letting x → −∞ in (3.2) and using (3.4) we find
The detailed asymptotics stated in (3.7) will be needed at the end of this section. We denote byḟ l,1 (0, x) the unique solution of (3.3) for H + = 1. The ratios defined by
will play an important role in the sequel. By (3.3) we havė
and (cf (2.27) in [AKV95] )
(3.13)
Moreover, using (3.6) and (3.10) we obtain
(3.14)
We now return to the inversion method of [AKV95] . The solution of the inverse problem leads to the following implicit equation (cf (5.24) in [AKV95] ):
where y = y(x) is the function defined in (2.9) andX(k, y) is the solution of the singular integral equatioñ
Note that the functionX(k, y) is related to the solution X(k, x, y) of (5.21) in [AKV95] by
The existence and uniqueness of solutions of (3.16) in the Hardy spaces H p − (R) with 1 < p < ∞ was proved in [AKV95] . Recall that the Hardy spaces H p ± (R) are the spaces of analytic functions F (k) on C ± for which sup >0 .15) is determined uniquely by the condition y(0) = 0, i.e.
and thus (3.15) can be written as
Theorem 3.1. For a given set of scattering data, if a solution H (x) of the inverse problem exists, then it is unique.
Proof. In the exceptional case, f l (0, x) → γ as x → −∞, where γ is the constant defined in (2.6); since f l (0, x) is bounded and strictly positive, using (3.13) we conclude that the range of G(x) is the whole real line. In the generic case, by using (3.7), (3.11), and (3.13), we see that
is finite. Therefore, in the generic case, by using (3.12) and (3.13), we see that the range of G(x) is the interval (H + G 1 (−∞), +∞). A solution y(x) of (3.15) is assumed to exist and y(x) is monotonically increasing; hence the left-hand side of (3.15) must also be monotonically increasing as a function of y. In fact, by differentiating (3.20) and using (3.13) and dy/dx = H (x), we see that the functionX(0, y) is continuously differentiable except possibly at the points y j = y(x j ), and
Since the ranges of both sides of (3.15) must be equal and lim x→±∞ y(x) = ±∞, we conclude that in the exceptional case
In the generic case we have
and from (3.20) and (3.21) we conclude that the limit
exists and is finite, and that
Hence, solving (3.23) for H + we obtain
which shows that in the generic case H + is determined uniquely by ρ(k) and Q(x). This is the reason why we do not include H + in the scattering data for the generic case. In the exceptional case both sides of (3.15) have infinite range and hence there is no restriction on H + arising from the implicit equation (3.15). From the monotonicity of the two sides of (3.15) it is clear that (3.15) is uniquely solvable for y(x). The constant A + , the functioñ X(0, y), and, in the generic case, the value of H + are determined uniquely by the scattering data. Hence the proof is complete.
In the rest of this section we will obtain some further results on the functionX(0, y). The first piece of information comes from the fact that the two expressions for A + , (2.4) and (3.19), must agree. Let us temporarily denote the constant in (2.4) by A 
where o(1) stands for terms that go to zero as x → +∞. Replacing A + by A (2) + in (3.15), from (3.14), (3.15), and (3.25) we obtain The fact that in the exceptional case the constant H + is not restricted by (3.15) suggests that it is a free parameter in the sense described in the introduction to this section. The next theorem will make this notion precise. We will distinguish a particular function H 0 (x) satisfying (H1)-(H4) and denote its reduced scattering matrix by σ 0 (k) and the corresponding solutionX(0, y) of (3.16) byX 0 (0, y). A subscript zero will be used also on other quantities to indicate that they are associated with H 0 (x); e.g. we will write σ 0 (k), ρ 0 (k), and A 0,+ for the quantities σ (k), ρ(k), and A + defined in (2.2)-(2.4), etc. Then we consider (3.15) withX 0 (0, y) in place ofX(0, y), but on the right-hand side we leave H + > 0 and view it as a parameter (so H + need not be equal to H 0,+ ); in other words, we consider
(3.27)
In the following, the quantities that do not carry a subscript zero are associated with the solution y(x) of (3.27) for a given H + . The following theorem shows that, in the exceptional case, there is a one-parameter family of functions H (x) with parameter H + , which corresponds to the same scattering data {Q(x), ρ(k)}. Proof. We will first verify (H1)-(H4) in the order (H2), (H3), (H1), and (H4). Differentiating (3.27) with respect to x and using G 1 (x) = 1/f l (0, x) 2 (cf (3.13)) we get
where the prime onX 0 (0, y) denotes the y-derivative. Replacing in (3.28) H (x) and H + by H 0 (x) and H 0,+ , respectively, and letting x → ±∞, we obtain
where we have also used (2.6). Since H 0 (x) is bounded and bounded away from zero by (H1) and (H2), we see from (3.28) thatX 0 (0, y) must obey an estimate of the form
for some constants C 1 and C 2 . Now return to (3.28) with an arbitrary H (x). By using (3.29) and (3.30) we conclude that H (x) must approach finite limits as x → ±∞; in particular lim x→+∞ H (x) = H + . Moreover, from x → −∞, we obtain
i.e. the ratio H + /H − is the same for all solutions of (3.27). This shows that H (x) obeys (H2). In order to deal with (H3) we recall that from (3.2) and the assumption Q ∈ L 1 2 (R) it follows that (cf [DT79] , lemma 1, p 130)
Now write (3.28) as
Since H 0 (x) obeys (H3), using (3.32) we haveX 0 (0, ·) ∈ L 1 (R + ). Using (3.33) we see that
. Similarly, when x < 0 we writẽ
e H (x) obeys (H3). Next we consider (H1)
The points x 0,1 , . . . , x 0,N where H 0 (x) has discontinuities determine, via (2.12), the points y 1 , . . . , y N , whereX 0 (0, y) has discontinuities. Then, for an arbitrary H (x) the discontinuities x j are given by y j = x j 0 ds H (s). Thus the number of discontinuities is the same for all functions H (x) given by (3.34). The estimate (3.30) guarantees that H (x) is bounded from above and bounded away from zero. Thus H (x) obeys (H1). The verification of (H4) and ρ(k) = ρ 0 (k) will be done together, by using the Liouville transformation given in (2.9)-(2.11). By differentiating (3.34), after lengthy calculations, we obtain for the potential V (y) in (2.11)
The boundary conditions at y j are given by (2.12)-(2.13) with
Since H 0 (x) satisfies (H4), V (y) satisfies (2.21) and, in turn, this implies that H (x) satisfies (H4). The essential point of (3.35)-(3.37) is that V (y) and the boundary conditions depend only on ρ 0 (k) and not on H + . Therefore, the scattering matrix for (3.35) does not depend on H + , i.e. by proposition 2.2 we have σ (k) = σ 0 (k).
We remark that in the case when Q(x) = 0 we can obtain H (x) from H 0 (x) by a scaling transformation, namely
Furthermore, from (2.7) and (3.29) it follows that
which complements (3.26).
Next we discuss the extensions of theorems 3.1 and 3.2 to the case when R(k) is known instead of ρ(k) as part of the scattering data. In view of (2.3), (3.15) assumes the form
(3.38)
HereX 1 (0, y) is the function obtained by solving (3.16) with ρ(k) replaced by R(k). We have used the fact that, if in (3.16)-(3.18) we replace ρ(k) by ρ(k)e 2ikθ with θ ∈ R, then this amounts to a shift y → y + θ; in our case θ = A + . The constant A + is determined by
(3.39)
Since both sides of (3.38) are monotonically increasing functions of their respective variables, A + is determined uniquely. In the generic case, we let (cf (3.22))
Then, by (3.38), H + is given as
provided that
If G 1 (−∞) = 0, then H + remains undetermined. Note that if G 1 (−∞) = 0, we must also have w 0 = 0 in order for (3.38) to be solvable for y as a function of x. We will show below that if G 1 (−∞) = 0, then H + is a free parameter as in the exceptional case. It is interesting to see that in the construction of H (x) from R(k) one may encounter this special situation which does not arise if one starts from ρ(k) (the denominator in (3.24) is never zero). Hence, if ρ(k) is replaced by R(k), then the scattering data should be redefined as follows.
(1) In the generic case:
2 (R) and that there are no bound states. Then the solution of the inverse problem with the above scattering data is unique. Moreover, in the generic case with G 1 (−∞) = 0 and in the exceptional case, the constant H + is a free parameter in the sense that for any choice of H + > 0, the function H (x) resulting from the solution of (3.38) corresponds to the same reflection coefficient R(k).
Proof. The uniqueness follows as in the proof of theorem 3.1 from the monotonicity of both sides of (3.38). The proof that in the exceptional case H + is a free parameter and that the reflection coefficient does not depend on H + is similar as in the proof of theorem 3.2, the only difference being that the potential V (y) in (3.35) is now replaced by V (y + A + ). If ρ 0 (k) denotes the reduced reflection coefficient for a particular function H 0 (x), then, by proposition 2.3 with ξ = A + − A 0,+ ,
and thus, by (2.3),
It remains to deal with the generic case when G 1 (−∞) = 0. We first show that for any H + the function H (x) arising from the solution of (3.38) obeys (H2) and (H3). It suffices to consider x < 0, since for x > 0 the reasoning is the same as in the case of theorem 3.2; there is no difference between the generic and exceptional cases when x > 0. Since in the generic case, f l (0, x) does not approach a finite limit as x → −∞, the arguments based on (3.28) have to be refined. We first describe the idea behind the proof and then fill in the technical details. Again we assume that there is a solution y 0 (x) with a corresponding function H 0 (x) obeying (H1)-(H4). We can think of H 0 (x) as the function H (x) that, via its reflection coefficient, determinesX 1 (0, y) in (3.38). Now define η = η(x) such that
(3.43)
Due to the monotonicity of G 1 (x), η(x) is uniquely determined, and it satisfies η(x) → −∞ as x → −∞. In order to avoid possible confusion we mention that the relevant function is y(η) and not y(η(x)); in fact, we have y(η(x)) = y 0 (x). From (3.38) and (3.43) we have
Consequently, by the monotonicity of the function z +X 1 (0, z), we conclude that
Differentiating (3.44) with respect to x we obtain
Let us assume for the moment that η (x) has a limit as x → −∞. Then y (η) also has a limit as η → −∞, which we call H − , and (3.45) implies that
Moreover, we can write
This suggests that in order to verify (H3) for H (x) we must show that
since the difference y 0 (x) − H 0,− satisfies (H3) by assumption. Next we turn to the justification of the steps leading to (3.47) and of (3.47) itself. Integrating (3.13) and using G 1 (−∞) = 0 and (3.7)-(3.10), we obtain
Using (3.48) in (3.43) we have
and then using (3.50) we obtain
(3.51)
We have left an η-dependent term on the right-hand side in order to combine it with another term later. From (3.51) we obtain
Differentiating (3.43) and using (3.13) we get
Expanding the right-hand side of (3.53) with the help of (3.51) and (3.52), we find
From (3.54) we see that
and hence the steps leading to (3.46) have been justified. Moreover, comparing (3.46) and (3.55) we obtain
By (3.54) and (3.56), in order to verify (3.47) it suffices to show that
Using (3.10), (3.49), and integration by parts we obtain
and thus after another integration by parts, we obtain
This proves (H3). Property (H1) is clear from (3.45). The verification of (H4) and of R(k) = R 0 (k) is done as in the exceptional case.
We remark that, in addition to (3.42), we have from (2.3) and (2.19)
Moreover, in the exceptional case, using (3.31) we get
and in the generic case, using (3.56), we have
Hence unlike theorem 3.2, the scattering matrices S(k) are not the same for all potentials H (x) resulting from the solution of (3.38).
The following example illustrates the case G 1 (−∞) = 0, in which case H + needs to be specified as part of the scattering data in order to obtain H (x) uniquely.
Example 3.4. In order to avoid lengthy formulae we assume that Q(x) = δ(x −1), where δ denotes the Dirac delta function. This Q(x) does not satisfy (H5), but it can be approximated by Q(x) that do, without affecting the conclusions of the example. For the reflection coefficient we take
Such reflection coefficients were considered in [AKV95] (example 6.2, with µ = 1/3, ξ = 1/3 and β = −4), where we solved (3.16). We havẽ
Thus we are in the generic case with G 1 (−∞) = 0 and we also have w 0 = 0. From (3.39) we obtain
with ∞ n=−∞ |ρ n | < ∞, η n ∈ R, and
Note that ρ n are real because of the symmetry ρ as (−k) = ρ as (k) for k ∈ R. For later reference we list the expressions for a(k) and b(k) when N = 1, 2, 3, 4. If N = 1: The expressions for a(k) and b(k) when N is arbitrary can be obtained from (2.28); the expression for a(k) was also given in [Gr91] . In the following we will make certain statements about the general form of a(k) and b(k). These can all be easily proved by induction on N noting the fact that in view of (2.28) adding a discontinuity on the right corresponds to a multiplication from the right by a known matrix. For example, we note that a(k) and b(k) are exponential polynomials having at most 2 N−1 non-zero terms. Note also that for a given N, e 2iky N b(k) is obtained from a(k) and vice versa by interchanging α N and β N . We write
where a 0 > 0 and a n , b n are non-zero real constants. It is evident from (4.1)-(4.7) and can also be proved by induction on N that λ n > 0, and that the ξ n are of the form λ n − y N .
Next we list the steps of the algorithm allowing us to recover N, y j , and q j from ρ as (k). Recall that a(k) and b(k) are known when ρ as (k) is given.
(1) From b(k), we obtain y N as y N = − min n ξ n . Note that the coefficient of that exponential term is α 1 α 2 · · · α N−1 β N .
(2) The constant term in a(k) is equal to α 1 α 2 · · · α N−1 α N . (3) From the ratio of the coefficients in steps (1) and (2) above, we obtain β N /α N and hence
(4) We construct the matrix E(k, x N ) defined in (2.27) by using y N and q N .
(5) From (2.27), we obtain the matrix E(k, x N ) −1 and then define
Note that a [N−1] (k), when not constant, has again the form (4.8) with a 0 > 0 and a n , b n non-zero real constants, but with fewer terms. We repeat the procedure until the matrix in step (5) no longer contains any exponential terms on the diagonal, i.e. until we arrive at the matrix E(k, x 1 ). From it we find y 1 and q 1 .
Note that it is possible to determine y 1 right after step (1) of the algorithm as follows. From (4.8) we obtain y N − y 1 as y N − y 1 = max n λ n ; note that there is a unique term for which this maximum occurs and that the coefficient in front of this exponential term is β 1 α 2 · · · α N−1 β N ; hence, having obtained y N from step (1), we also have y 1 . This determination of y 1 can help us to check the correctness of the computations since y 1 is also determined as explained in step (6). There are also ways to speed up the algorithm if further information on H (x) is available. For example, if Q(x) = 0, H + is given, and H (x) is known to be piecewise constant, then theorem 5.1 implies that ρ(k) = ρ as (k). We can therefore use ρ(0) = −b(0)/a(0) in (2.7) with γ = 1 to determine H − = H (x 1 − 0). Then we can use the fact that under a reflection x → −x the function a(k) remains invariant, whereas the function b(k) changes to −b(−k). Using this property, we can determine q 1 at the same time we determine q N . Then, we can carry out the algorithm by working from both ends. As we will see in section 5, whenever ρ(k) = ρ as (k), our algorithm gives us H (x) in terms of ρ(k) and H + .
In the following example we illustrate the above algorithm (without the improvements mentioned in the previous paragraph). Assuming H (x) is piecewise constant and H + is given, we also determine the values x 1 , . . . , x N . 
and from the constant term in a(k) we obtain
Hence y N = 38 and β N /α N = 325/1625 = 1/5, and so q N = 3/2. Next we construct Then we form the matrix
−1 and execute step (6). We obtain y N−1 = 16 and q N −1 = 7/6. A further repetition gives y N−2 = −5 and q N−2 = 3/7. We also obtain
5 .
Since there are no exponential terms on the diagonal, this must be the matrix E(k, x 1 ).
Hence N = 4, y 1 = −8, and q 1 = 2/3. If we further assume that H + = 4 and that H (x) is piecewise constant, using H (x 4 + 0) = H + = 4 and q 4 = 2/3, we obtain H (x 4 − 0) = H (x 3 + 0) = 6; then using q 3 = 7/6 we obtain H (x 3 − 0) = H (x 2 + 0) = 7; from q 2 = 3/7 we have H (x 2 − 0) = H (x 1 + 0) = 3; finally, using q 1 = 2/3 we obtain H (x 1 − 0) = H − = 2. Hence we have
Finally, by using y j = x j 0 ds H (s), we obtain x 1 = −12/7, x 2 = −5/7, x 3 = 16/7, and x 4 = 125/21.
Let us also note that in the special case when H (x) is piecewise constant, it is possible, under certain restrictions, to recover H (x) by using an algorithm described in Ware and Aki [WA69] , which is known as the Goupillaud solution. However, that algorithm is only applicable when H (x) is piecewise constant and each interval in which H (x) is constant can be divided into a number of subintervals such that the travel times through these subintervals are the same. Because of the latter restriction, the Goupillaud method is unable to exactly recover a piecewise constant H (x) even in simple cases. For example, when H (x) = 2 for x ∈ (0, 1) and H (x) = 3 for x ∈ (1, 1 + π), it is impossible to subdivide these intervals into a finite number of subintervals for which the travel times are the same, since we cannot find integers p, q such that 2/p = 3π/q. In our opinion, the Goupillaud solution is more suitable as an approximate inversion method for a continuous non-homogeneous medium modeled by a layered medium with a suitably chosen number of layers. By contrast, the method described in this paper can be used in the special case of piecewise constant H (x) without such limitations.
An algorithm for finding N, q j , and the differences T j := y j +1 −y j for j = 1, . . . , N −1 from |a(k)| alone was given in [Gr90, Gr91] . Below we will only refer to [Gr91] , where a more detailed account was given. In [Gr91] there is the additional restriction that T i /T j has to be irrational whenever i = j ; this restriction implies that the exponents of the 2 N−1 terms in a(k) are all different. Without this restriction some of the terms in a(k) or b(k) may have the same exponential factors and hence the number of distinct terms in a(k) or b(k) may be less than 2 N −1 , in which case the algorithm of [Gr91] cannot lead to a unique H (x). Since the coefficients of the exponential terms in b(k) may be positive as well as negative, it is possible that sometimes the number of terms in a(k) may be different from that in b(k). In general, one cannot even obtain N from |a(k)| and H + alone (or even from a(k) and H + alone). Our algorithm described in this section does not have such restrictions; furthermore, it only involves simple algebraic matrix operations and hence it is easy to implement.
In the following example we show that one cannot even determine N from a(k) and H + alone. Assuming that H (x) = H 1 (x) is piecewise constant and H + = 3/2, our algorithm gives us
We have
, and
. Note that in this example N = 3, y 1 = 0, y 2 = 6, and y 3 = 12. Also, β 1 β 2 α 3 = −α 1 β 2 β 3 , and thus the second and third terms on the right-hand side of (4.4) cancel. Now let
Assuming again that H (x) = H 2 (x) is piecewise constant and H + = 3/2, our algorithm gives us
Note that now N = 2, but that a(k) is the same for H 1 (x) and H 2 (x). Finally, we discuss the modifications needed in our algorithm when R as (k) is known instead of ρ as (k). By R as (k) we mean the almost periodic part of R(k) given by (cf (2.3))
In order to deal with the factor e −2ikA + , we consider for a moment the shifted functions Q(x; κ) = Q(x + κ) and H (x; κ) = H (x + κ). It follows that the corresponding potential V (y; κ) in (2.11) satisfies V (·; κ) = V (· + y(κ)). Therefore, proposition 2.3 implies that ρ(k; κ) = exp 2ik Then we see from (4.9)-(4.11) that ρ as (k; κ 0 ) = R as (k). Hence we can use the algorithm with R as (k) because it can be viewed as the reduced reflection coefficient associated with Q(x; κ 0 ) and H (x; κ 0 ). Note that the parameters q j and N are invariant under the shift, and so are the differences y j − y i . The values x κ 0 ,j and y κ 0 ,j , where H (x; κ 0 ) and V (y; κ 0 ) have discontinuities, are given by
Thus it is the values of N, q j , and y κ 0 ,j that we obtain as a result of applying the algorithm to R as (k). Of course, if ρ(k), Q(x), and H + are known, then A + is also known (cf (3.19) and (3.39)), and hence κ 0 can be determined from (4.11). If H (x) is known to be piecewise constant, then given R as (k) and H + , our algorithm allows us to determine H (x; κ 0 ), including the points x κ 0 ,1 , . . . , x κ 0 ,N . Furthermore, we can find κ 0 by using (2.4), (4.11), and the fact that H (x) = H (x − κ 0 ; κ 0 ). This leads to the equation κ 0 = −A κ 0 ,+ /H + , where A κ 0 ,+ is given by (2.4) in terms of H (x; κ 0 ). Consequently, we can completely determine a piecewise constant H (x) from R as (k) and H + .
Inversion for almost periodic reflection coefficients
In this section, when there are no bound states, we characterize those functions H (x) that satisfy (H1)-(H4) and whose scattering coefficients are almost periodic functions of k. We first determine the functions H (x) for which Note that a(k) and 1/τ (k) are analytic in C + , and in the absence of bound states τ (k) is analytic in C + . Thus, in the absence of bound states, using (2.30), (5.2), and Liouville's theorem, we conclude that
Furthermore, by using (2.5), (2.29), (5.1), and (5.3) we see that
A close inspection of the origins of the o(1)-terms in (2.30) and (2.31) suggests that the condition V (y) = 0 for y ∈ R \ {y 1 , . . . , y N } will be part of any necessary and sufficient conditions for (5.1) to be valid. So it is natural to investigate this in more detail. If V j,j +1 (y) given in (2.20) vanishes, then we have g l,j,j +1 (k, y) = e iky and g r,j,j +1 (k, y) = e −iky in (2.22), and therefore n−1,n (k, x n − 0) Similarly, we can determine x p−1 , x p−2 , . . . , x 1 . If all y j are non-positive, then we pick the one with smallest absolute value that is non-zero (either y N or y N−1 ) and find the corresponding x j by using the appropriate integral of the form (5.9). We know that for the resulting function H (x), (5.1) is satisfied, because V (y) = 0 for y ∈ R \ {y 1 , . . . , y N } and H (x)/H (x) is continuous. By construction, this H (x) is uniquely determined by Q(x), ρ(k), and H + . Hence, by theorem 3.1, it is the only possible H (x) for which (5.1) holds.
We remark that we can prove an analogue of theorem 5.1 when ρ(k) = ρ as (k) is replaced by R(k) = R as (k), by arguing as in the proof of theorem 5.1 using (2.3) and (4.10).
