Turkish Journal of Electrical Engineering and Computer Sciences
Volume 29
Number 8 SI-1

Article 7

1-1-2021

Attention-based end-to-end CNN framework for content-based Xray imageretrieval
ŞABAN ÖZTÜRK
ADI ALHUDHAIF
KEMAL POLAT

Follow this and additional works at: https://journals.tubitak.gov.tr/elektrik
Part of the Computer Engineering Commons, Computer Sciences Commons, and the Electrical and
Computer Engineering Commons

Recommended Citation
ÖZTÜRK, ŞABAN; ALHUDHAIF, ADI; and POLAT, KEMAL (2021) "Attention-based end-to-end CNN
framework for content-based X-ray imageretrieval," Turkish Journal of Electrical Engineering and
Computer Sciences: Vol. 29: No. 8, Article 7. https://doi.org/10.3906/elk-2105-242
Available at: https://journals.tubitak.gov.tr/elektrik/vol29/iss8/7

This Article is brought to you for free and open access by TÜBİTAK Academic Journals. It has been accepted for
inclusion in Turkish Journal of Electrical Engineering and Computer Sciences by an authorized editor of TÜBİTAK
Academic Journals. For more information, please contact academic.publications@tubitak.gov.tr.

Turkish Journal of Electrical Engineering & Computer Sciences
http://journals.tubitak.gov.tr/elektrik/

Research Article

Turk J Elec Eng & Comp Sci
(2021) 29: 2680 – 2693
© TÜBİTAK
doi:10.3906/elk-2105-242

Attention-based end-to-end CNN framework for content-based X-ray image
retrieval
Şaban ÖZTÜRK1,∗, Adi ALHUDHAİF2 , Kemal POLAT3 
Department of Electrical and Electronics Engineering, Amasya University, Amasya, Turkey
2
Department of Computer Science, College of Computer Engineering and Sciences in Al-kharj,
Prince Sattam Bin Abdulaziz University, Al-Kharj, Saudi Arabia
3
Department of Electrical and Electronics Engineering, Bolu Abant Izzet Baysal University, Bolu, Turkey
1

Received: 26.05.2021

Abstract:

•

Accepted/Published Online: 09.08.2021

•

Final Version: 04.10.2021

The widespread use of medical imaging devices allows deep analysis of diseases. However, the task of

examining medical images increases the burden of specialist doctors. Computer-assisted systems provide an effective
management tool that enables these images to be analyzed automatically. Although these tools are used for various
purposes, today, they are moving towards retrieval systems to access increasing data quickly. In hospitals, the need
for content-based image retrieval systems is seriously evident in order to store all images effectively and access them
quickly when necessary. In this study, an attention-based end-to-end convolutional neural network (CNN)framework that
can provide effective access to similar images from a large X-ray dataset is presented. In the first part of the proposed
framework, a fully convolutional network architecture with attention structures is presented. This section contains several
layers for determining the saliency points of X-ray images. In the second part of the framework, the modified image with
X-ray saliency map is converted to representative codes in Euclidean space by the ResNet-18 architecture. Finally, hash
codes are obtained by transforming these codes into hamming spaces. The proposed study is superior in terms of high
performance and customized layers compared to current state-of-the-art X-ray image retrieval methods in the literature.
Extensive experimental studies reveal that the proposed framework can increase the current precision performance by
up to 13
Key words: X-ray, attention, retrieval, hash, CNN

1. Introduction
Today, we know that many diseases that threaten human life can be treated by early diagnosis. Thanks to
the increase in technological developments and scientific knowledge, there are positive developments in health
systems almost everywhere in the world. Medical imaging systems have become one of the most widely used
medical techniques recently [1]. However, the time required to examine the images created by these systems,
which are frequently used by specialist doctors for detection of diseases, requires an additional budget. Early
diagnosis cannot be achieved in countries where the number of physicians per patient is insuﬀicient due to the
time allocated for the examination of each image [2]. Artificial intelligence techniques are actively used for
automated medical image analysis tasks. These systems, which can be used as a decision support mechanism
or decision-making system, generally perform tasks such as classification, segmentation, detection, and tracking
[3]. Medical image analysis based on these tasks has been studied for many years, and many problems have
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found solutions. However, many problems related to content-based image retrieval (CBIR) problems are still
open. Especially the storage of images and quick access to these stored images is still an issue that needs
improvement. CBIR, which is preferred for providing access to images with similar content, is an area that
has been studied for 20 years and is still an active research area. In CBIR systems, each image in a dataset is
represented by a low-dimensional vector according to its content. In this way, the space required for the storage
of each image is reduced. In the retrieval phase, the desired number of images are requested to be presented
to the user automatically in response to a query image [4]. The use of the nearest neighbor (NN) search in the
process of identifying similar images provides high performance. However, using exact NN (ENN) creates an
unacceptable time and memory load for large datasets [5]. An approximate nearest neighbor (ANN) search is
used to alleviate this problem. ANN search exhibits very high probability and low accuracy loss performance
in a short time.
Hashing is the most popular ANN method. While many traditional ENN solutions use the Euclidean
space, hashing-based solutions use the Hamming space. For this purpose, real-valued data points are encoded
into binary codes. Thus, low storage cost and fast retrieval can be provided [6]. CBIR systems aim to solve
the ’semantic gap’ between linguistic information generated by an expert and machine-generated information.
Hashing methods are generally examined in two separate groups, data-dependent, and data-independent. Since
data-independent methods produce random variables, they are not suﬀicient to relieve the semantic gap problem.
For this reason, data-dependent methods are preferred today. Data-dependent methods are examined under
three groups as unsupervised methods, semisupervised methods, and supervised methods. Detailed information
about the development of these methods can be found in [7]. The development of hashing methods in terms
of feature extraction can be divided into hand-crafted features and CNN-based features. Detailed literature
analysis related to the feature extraction approach can be examined from [8]. It is seen from the studies in
the literature that supervised hashing methods produce higher performance than other hashing methods if a
suﬀicient number of labeled data can be reached. On the other hand, using a CNN-based feature extraction
method in this supervised technique provides higher precision performance than hand-crafted methods. The
latest state-of-the-art studies in the literature generally prefer such types of approaches [9].
CBIR systems are extensively studied for natural image processing problems, but retrieval for medical
images remains a challenging task. One of the important reasons for this is that the complexity of medical
images makes automatic analysis diﬀicult. In addition, while the differences in the medical images within the
same classes are quite high, the differences between the classes are small. Therefore, they are very challenging
for computer-assisted systems. On the other hand, today’s deep learning architectures are generally designed
specifically for natural image processing problems. For this reason, many deep architectures offered as pretrained
cannot produce high performance in medical image processing tasks [10]. In addition, a large number of labeled
data is needed to train deep architectures. It is challenging to access medical datasets containing a large number
of labeled data. For this reason, most of the medical image retrieval systems in the literature benefit from handcrafted feature extraction methods [11–13]. Due to the higher performance of deep learning-based methods,
some shallow CNN methods are used for this task [14, 15]. However, shallow learning does not provide high
performance for large-scale datasets and does not provide high performance for real-time problems. For this
reason, researchers are actively working on high-performance deep learning methods in high medical image
retrieval tasks [16, 17].
Chest X-ray is one of the most commonly used radiological examination methods. Although the automatic
X-ray analysis studies have gained importance due to the COVID-19 pandemic today, the retrieval task still has
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not received the necessary attention [18]. While X-ray image retrieval studies performed with radon barcodes and
traditional methods [19] and Siamese deep learning architectures [20] are quite remarkable, their performance
is insuﬀicient. End-to-end style deep learning architectures are better at dealing with today’s X-ray image
retrieval problems [21]. However, the diﬀiculties in X-ray images still do not allow these methods to be used in
real-time. Generally, the very similar background in X-ray images and blurry patterns create problems. In the
literature, attention approaches are generally preferred to solve these problems [22]. Attention approaches play
an important role in determining the saliency points in the image and enable the determination of important
regions. Thus, feature extraction approaches pay more attention to important regions.
This work presents an attention-based end-to-end CNN framework for X-ray image retrieval tasks. Unlike
many methods in the literature, attention deep CNN architecture is recommended instead of using hand-crafted
feature extraction to solve the ’semantic gap’ problem. Attention deep CNN is the first part of the proposed
framework. In this section, new layers are proposed by creating an architecture suitable for the characteristics
of X-ray images. In the second stage, a pretrained ResNet18 model is used for hashing. The proposed method
is trained using the largest X-ray data in the literature. This study is the first X-ray image retrieval study
performed using residual attention CNN to the best of the authors’ knowledge. The major contributions of this
paper can be summarized as follows:
• The proposed method determines the areas of attention using the residual saliency mechanism. It is the
first for X-ray image retrieval in the literature.
• Siamese-style training is carried out to relieve the unbalanced problem. Moreover, two different loss
functions and a combination strategy are proposed to release this problem.
• The results of the proposed framework produced by the experiments using X-ray images are superior to
other state-of-the-art methods.
The rest of this paper is organized as follows. Details of the proposed method and loss functions are
described in Section 2. Then, experimental results and dataset properties are presented in Section 3. Finally,
the conclusion is discussed in Section 4.
2. Methodology
In this section, some notations and proposed framework used for content-based image retrieval (CBIR) are
introduced. Let X = [x1 , x2 , , xn ]T be the dataset, n represents the number of X-ray images. Let the hash
codes of this data matrix be expressed with Y=[y1,y2,…,yn]T. Each y is made up of real numbers, and if its
length is expressed as d, then a matrix Rnxd is formed. Also, let Fn = [f1 , f2 , , fm ] for learned features for
each X-ray images, m represents hash code lengths. CBIR architectures generate descriptive codes (F ) of a
certain length for each image. The lengths of these codes are usually 32, 64, and 128 in the literature [6, 8].
The direct binary generation of these codes by the CNN architecture is very challenging. In order to provide
relaxation, these codes are provided in Euclidean space. These codes are then converted into the binary form
using Equation 1, and the problem is pulled into the Hamming space.
{
sign (f ) =
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The proposed framework for the content-based X-ray image retrieval is shown in Figure 1. The proposed
framework works end-to-end, but it is divided into two parts to be examined in more detail. Firstly, the
transformation of X-ray images is performed. In this section, which we can call preprocessing, it is aimed to
highlight the lung sections. Then attention deep CNN architecture suggests saliency regions in X-ray images.
In this part, there is a traditional fully convolutional network (FCN) structure reinforced with attention layers.
One or more attention areas can be suggested automatically by the network. In the second part, there is a
pretrained ResNet18 architecture as a hashing network. Attention map and original X-ray image are used as
input to this section. The codes produced by the hashing network are finally converted into binary form as
postprocessing. For the training process, we use a combination of weighted cross-entropy loss and contrastive
loss.
Dataset

Attention
Layer

...
...

PreProcessing

Attention
Map

Attention
Network

Attention
Layer

.

...

...

Hashing ResNet18

Feature Vector

Binarization

Hash Code

Figure 1. Proposed X-ray retrieval framework.

2.1. Preprocessing of X-ray Images
Making the lung areas more prominent in X-ray images and cleaning the noise is an essential factor for increasing
performance. However, cleaning the noise causes the loss of important information in some cases. To get the
most eﬀiciency from the automatic learning process in deep learning algorithms and to adapt to real-time image
processing problems, a hard cleaning process is not performed in this study. Equation 2 is used to bring the
information in the lung regions to the forefront.
imp = uint (255 ∗ (1 − normalize (imor )))

(2)

where imp represents the preprocessed image, imor represents the original image, normalize denotes 0-1
standard normalization process.
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2.2. Attention network structure
The attention network part of the proposed framework is used to determine the saliency points of X-ray images.
No additional training or additional weighting is performed in this study to obtain saliency points [23]. This
task is partially fulfilled by the X-ray image preprocessing layer. If this part of the proposed framework is called
Attent, the saliency map that this framework will generate is as in Equation 3. The next step, the hashing
network entry, is calculated as in Equation 4.
saliencypoints = Attent (xprevious )

(3)

xcurrent = saliencypoints ⊙ xprevious

(4)

The attention part of the proposed end-to-end framework is shown in detail in Figure 2. There are five
convolutional layers, five batch normalization layers, five elu layers, and two max-pooling layers in the encoder
section. All convolutional layers are 5 × 5 pixels in size, and the depth increases from 32 up to 128. The
decoder section includes three deconvolutional layers, two batch normalization layers, and two elu layers. In
the attention section, two attention blocks have the same layers. Thanks to its residual form of connection, it
can protect low-frequency mainstream information.
Attention
Block

Convolution + Batch
Normalization + Elu
Attention
Map

Deconvolution +
Batch Normalization
+ Elu

Attention
Block

Attention
Block

Previous
Layer
Output

Max-pooling
layer
Concatenate
Layer

Convolution
Layer

Sigmoid
Layer

Multiplication
Layer

Averagepooling layer

Figure 2. Attention CNN architecture

2.3. ResNet18 network for X-ray hashing
Pretrained ResNet18 architecture is transformed into a hashing network by modifying the input layers and
output layers [24]. The original pixel information and the saliency map information are used as the input
information for this section. At the network output, the existing fully connected layers are changed. The final
layer size is determined according to the desired hash code length. One of the most critical parts of the output
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section is selecting the number of fully connected layers (FCL). Choosing as few FCL layers as possible has
positive effects on retrieval performance. For this reason, only one FCL layer before the hash layer is used in
the proposed framework.
2.4. Loss function
The weighted cross-entropy loss function and the contrastive loss function are used for training the proposed
framework. For this purpose, the contrastive loss function is calculated as in Equation 5.
Lc =

1
1
2
LD2 + (1 − L) {max (0, m − D)}
2
2

(5)

where D = ∥f (I1 ) − f (I2 )∥2
in which L represents pairwise labels. If two images belong to the same class, L = 1 , if different, L = 0 .
f (I1 ), and f (I2 ) denote feature vectors. m is the margin. The other loss function is the weighted maximum
likelihood function [25]. Let H = [h1 , h2 , , hn ], where P (S|H) is the weighted likelihood function. Two loss
functions are also compatible with pairwise training. In this way, the data imbalance problem can be tackled
more effectively. The weighted likelihood problem is expressed as in Equation 6.
min
θ

∑

wij (log (1 + exp (α ⟨hi , hj ⟩)) − αsij ⟨hi , hj ⟩)

(6)

sij ∈S

where sij represents pairwise similarity information.

θ represents all parameters in the proposed

framework. wij denotes similar-dissimilar balance function from [25]. The total loss function is determined by
combining Equations 5 and 6. Equation 7 is used for this purpose.
Ltotal = αLc + βLw

(7)

where Ltotal denotes total loss, Lc denotes contrastive loss, Lw denotes weighted cross-entropy loss. α
and β represent weights of loss values. Various optimization techniques can be used to determine these values.
In this study, a value of 0.5 is chosen for both of them in order to examine the effects more fairly.
3. Experiments and experimental results
In this section, hardware information, experimental parameters, ablation study, and comparisons with current
state-of-the-art methods are presented. In addition, the results of the proposed framework are visualized.
The proposed method is trained on a computer with Intel Core i9-10900K CPU (3.7 GHz), 64 GB DDR4
RAM, and NVIDIA GeForce RTX 3090 graphic card.
3.1. Dataset
In this study, the ChestX-ray8 dataset [26], which is the most comprehensive and large X-ray dataset in the
literature, is used in order to evaluate the proposed framework appropriately. This dataset consists of a total
of 112120 frontal X-ray images. It consists of images taken from 30805 unique patients, including 16630 males
and 14175 females. Images were collected between 1992-2015 with the help of text-mined labels. The size of the
images is 1024 × 1024 pixels, and the images are gray level. There are fifteen different classes in total, including
the healthy images in the data. Sample images belonging to these classes can be seen in Figure 3.
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No Finding

Figure 3. Sample images for each class of the ChestX-ray8 dataset.

ChestX-ray dataset images are relatively challenging. One of the main reasons for this is the diﬀiculties
due to the nature of medical images. The second diﬀiculty is that problems belonging to more than one class
are found together in some images. In such cases, if only one of the owned classes is estimated, the prediction
is determined correctly. Another challenge is the imbalance of data numbers between classes. This imbalance
is seen in Figure 4.

3.2. Experimental setup, parameters, and performance indicators
In this section, first of all, details about the parameters used in the experiments are presented. Then, the
strategy for determining evaluation parameters is explained. Separation of the dataset for training and testing
during experiments is carried out as specified in dataset rules. Training and validation separation is made in
the form of 80-20. While the contrastive loss margin value is chosen as 1, the weighted cross entropy weights
are determined according to the classes. The number of minibatches is used as 20. The number of training
iterations is determined as 15,000. The initial learning rate is determined as 0.0001. This value is multiplied
by 0.6 every 4000 iterations. Gradient decay is selected as 0.9. Finally, the Adam optimizer is used to update
the parameters. Five-fold cross validation is applied.
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Figure 4. ChestX-ray dataset class imbalance ratio.

The imbalance problem in the data is quite challenging. In order to simply overcome this problem, an
approach to batch selection is applied. Accordingly, each minibatch consisting of 20 images can contain up to
three samples of each class. In this way, the influence of dominant classes can be brought to the same level as
other classes.
In order to compare the performance of the proposed retrieval method with other methods in the
literature, the most frequently used performance indicators are preferred in this study. Average precision
(ARP), the discounted cumulative gain (DCG), and the normalized discounted cumulative gain (nDCG) are
used. Equation 8 is used to calculate the precision value, Equation 9 is used to calculate the AP value, Equation
10 is used to calculate the DCG value, and Equation 11 is used to calculate the nDCG value.
P (Iq ) =

N umber of relevant images retrieved
T otal number of images retrieved

(8)

1∑
P (Ii )
n i=1

(9)

n

ARP =

DCG =

K
∑

2rn − 1
log (n + 1)
n=1

nDCG =

DCG
DCGideal

(10)

(11)

3.3. Ablation study
One of the most important factors affecting the success of the proposed framework is the saliency maps suggested
by the attention network. Saliency maps that cover the whole image or cover large areas cannot make a positive
contribution to performance. Conversely, small saliency points may not usually identify suitable areas. In order
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to avoid these situations, this study aims to identify meaningful chest regions and decision-making regions. In
this section, the suitability of the proposed framework for the desired purposes is tested. First, the saliency
map generation performances of residual attention blocks are compared. Figure 5 shows the saliency maps of
architectures that do not contain attention blocks, with one attention block and with two attention blocks. It
usually creates a scattered saliency map in experiments where no attention layer is used. It is challenging to
understand what these attention points contain visually. Hashing networks generally cannot produce a high
performance for this reason. In the architecture that uses a single attention layer, the saliency areas are pretty
broad. Generally, important regions are within the saliency areas. However, so much unnecessary information
can create complexity. On the other hand, some markings are emphasized too much by the single attention
block. Architecture using two attention layers suggests fewer and appropriate saliency zones compared to other
methods.
One of the other important factors that can affect attention performance is the activation function.
Various activation functions in the literature are used for various tasks. However, the sigmoid function is
generally preferred for attention tasks [27]. Therefore, this study examines the effects of sigmoid, hyperbolic
tanh, and eLU activation functions on attention. For this purpose, saliency maps are being investigated, as in
Figure 6.
Original Image

Saliency Map

Original Image

Without
Attention
block

One
Attention
Block

Two
Attention
blocks

Figure 5. Attention block effect on the saliency maps.
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Figure 6 shows some of the attention maps generated by the sigmoid, hyperbolic tanh, and eLU activation
functions. It seems that the saliency maps produced by the Sigmoid activation function are more suitable for
the main idea of the proposed approach. On the other hand, regions determined by saliency maps produced
by tanh and eLU activation functions are also suitable. However, the number of regions to be considered is
relatively high, and irrelevant regions are marked. These regions can create a false redirect for analysis to
be performed by the hashing network. In spite of that, for a different strategy than the one followed in our
framework, the saliency maps suggested by tanh or eLU activation functions may be appropriate. The standard
sigmoid activation function, which is generally used in the literature, is preferred for this study.
Parametric analysis of the proposed method is shown in Table 1. The performance of retrieved images in
response to a query image is presented in Table 1. For this purpose, each image from the test data is selected
in order. Results of retrieved 10, 20, 30, 50, and 100 images are calculated for each image. Equation 9 is used
for the realization of the calculations mentioned in the formula. It should not be forgotten that many images
have more than one label in the ChestX-ray dataset.

Sigmoid Activation

tanh Activation

eLU Activation

Original
Images

Saliency
Map

Figure 6. Attention maps from different activation functions.

Table 1 shows that the proposed framework is an effective solution. It increases precision performance
by almost 5% compared to traditional architectures. The effect of the proposed attention part is examined
piece by piece. The architecture with two attention blocks has almost 7% higher precision performance than
the architecture without the attention block. Finally, the proposed architecture offers an almost 13% increase
in performance compared to traditional architects.
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Table 1. Precision performance evaluation of the proposed method and variants.

Method
ResNet18
Proposed Framework without Attention Block (PF0)
Proposed Framework with One Attention Block (PF1)
Proposed Framework with Two Attention Block (PF2)

Retrieved images
10 (%) 20 (%)
56.27
55.87
62.86
60.19
68.29
65.57
70.33
67.63

(P@)
30 (%)
54.74
59.51
64.36
66.43

50 (%)
53.11
57.97
63.08
65.14

100 (%)
51.28
56.48
61.49
63.53

3.4. Comparison with state-of-the-art
This section includes comparisons of the proposed framework with other current X-ray retrieval state-of-theart methods in the literature. Firstly, P@10 performances, which are frequently used in the literature, are
examined. Table 2 presents the results of the comparison of the P@10 performance of the proposed framework
on the ChestX-ray data. For a fair comparison, studies that contain only deep learning and produce results
only in the ChestX-ray dataset are preferred in Table 2. According to this, the variation with only one
attention layer produces higher precision performance than other methods in the literature. The proposed
framework, implemented with two attention layers, reveals a performance approximately 7% higher than the
highest precision performance in the literature.

Table 2. Comparison of precision performance of the proposed framework with other ChestX-ray retrieval systems
(methods from [21]).

P@10 (%)

N IHLR
48

N IHHR
52

N IH − ULR
58

N IH − UHR
63

ResNet18
56.27

P F0
62.86

P F1
68.29

P F2
70.33

Table 3 provides a broader comparison, including seven methods in the literature. In this section, nDCG
results are evaluated as the comparison performance on a subset of the used dataset. As shown in Table 3, the
proposed framework is superior to other methods with a value of 0.36 nDCG.

Table 3. Comparison of retrieval performance of the proposed framework (methods reported in [28]).

Method
[29]
[30]
[31]
[32]
[28]
[33]
[21]
Proposed framework

2690
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4. Conclusion
This study provides a deep learning framework that can effectively generate hash code for X-ray images. The
proposed framework is an end-to-end architecture consisting of two separate parts: the attention network and
the hashing network. The attention network section, which is designed similar to FCN architectures, includes
two attention layers. This is the first study in the literature to use residual attention connections for X-ray
image retrieval and hashing tasks. Since the information in the early layers combines the saliency points with
the high-level features, the attention network section works quite eﬀiciently. This is one of the most important
factors behind the success of the proposed framework. On the other hand, performing a specific normalization
to X-ray images to suggest more than one saliency region with moderate probabilities may be another factor.
In the second part of the framework, hash codes are obtained with RexNet18 architecture. In order to relieve
the imbalance problem that many medical image datasets have, pairwise training is carried out using a special
selection criterion. Furthermore, the effects of many layers on the saliency regions are investigated by performing
extensive experiments. Finally, the results produced by the proposed framework are compared with the current
state-of-the-art methods in the literature. The results obtained reveal that the proposed framework produces
superior results in ChestX-ray dataset experiments compared to other methods. In future studies, X-ray hashing
techniques that do not require label information will be studied. In addition, intensive studies are planned to
increase the precision performance obtained.
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