Security-constrained unit commitment (SCUC) model is used for day-ahead scheduling. However, current SCUC model uses a static network to deliver power and meet demand optimally. This does not fully utilize the transmission flexibility and efficiently address network congestion. A dynamic network can provide a lower optimal cost and alleviate network congestion. However, due to the computational complexity and the lack of effective algorithms, network reconfiguration has not been included in the SCUC model yet. This paper emphasizes the usage of corrective network reconfiguration (CNR) in response to a contingency while meeting realistic solve time for large-scale power system networks. An enhanced Benders decomposition approach is proposed to model and solve a co-optimized N-1 SCUC with CNR. The proposed method is tested and validated on the IEEE 24-bus system where it leads to overall cost saving and substantial congestion alleviation in post-contingency scenarios. The proposed method is also tested on the IEEE 73-bus system and Polish system to show the scalability. Output of generator g in period t after outage of line c , , Flow in line k in period t after outage of line c. , , Phase angle of bus m in period t after outage of line c. , , Phase angle of bus n in period t after outage of line c. , , + , , , − Dual variables of generator g contingent max and min capacity constraint, for contingency c and period t. , , + , , , − Dual variables of generator g contingent reserve max and min constraint, for contingency c and period t. , , + , , , − Dual variables of line k's contingent max and min limit constraints for contingency c and period t. , , Dual variable of line k's contingent power flow constraint for contingency c and period t. , , Dual variable of bus n's power balance constraint for contingency c and period t.
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T This stresses on the development of smarter algorithms to effectively utilize the flexibility in the power system which includes the network. Traditionally, the flexibility is provided by committing extra generators to handle emergencies and the transmission element in the network is treated as a static asset barring scheduled maintenance outages [1] . However, the transmission network is built with a lot of redundancy since it generally considers future demand growth and meets high reliability standards. Hence, the transmission flexibility of the grid is less utilized in congestion management via network reconfiguration (NR) [1] .
Presently, transmission operators follow the procedure for relieving network congestion based on experience rather than sound systematic methods especially during contingencies. The importance of NR is seen through several industrial examples based on historical or simulated control schemes. PJM details ad-hoc NR and control procedures in [2] - [3] whereas, ISO New England presents protocols for removing internal transmission lines in [4] to support system reliability. Such actions were used during disasters like superstorm sandy, [5] .
Apart from system reliability, NR provides significant costsaving benefits [1] , [6] , and network congestion alleviation by rerouting the network flows [7] . NR can be used as a preventive or corrective action. It is also seen from prior research that frequent use of NR can cause large system disturbances and significant circuit breaker degradation. Therefore, it is more practical to use NR as a corrective mechanism for post-contingency scenarios as a non-invasive approach [8] .
Prior research [9] demonstrates that a co-optimized corrective network reconfiguration (CNR) method leads to significant cost saving and network congestion alleviation. Moreover, the transmission line overload reduction and market surplus benefits were realized effectively through CNR in [10] - [12] .
Network flexibility can be introduced in both real-time and day-ahead operations in the bulk power system. Due to the complexity, it can be noted from [13] - [16] , NR is implemented by various heuristic methods to obtain quick results. [17] utilizes three concurrent NR actions to improve performance. In real-time scenarios, [8] presents a framework for integrating CNR with real-time contingency analysis and [18] - [19] proposed an enhanced energy management system with inclusion of a CNR module that can seamlessly and practically connect with real-time contingency analysis and security-constrained economic dispatch.
In day-ahead scenario, once the generation and demand bids are obtained, the security-constrained unit commitment (SCUC) is run to obtain an economical viable solution along with the day-ahead generator commitment and dispatch schedule. Since SCUC is used in both competitive market and regulated system, the algorithm discussed later in the paper can be implemented in either business environment.
One main reason for not including NR is the increase in complexity of the N-1 SCUC model as it introduces additional binary variables to the mixed integer linear programming (MILP) problem. Here, decomposing the SCUC by an iterative multi-stage approach or master-slave approach or using heuristic techniques is beneficial for algorithm performance. [20] shows that a small subset of reconfigurable assets suffices to recognize NR benefits. [21] proposes a fast co-optimized CNR for post-contingency. [22] - [23] detail a two-stage SCUC with NR that can be solved iteratively for large-scale power systems. [24] proposes an iterative fast SCUC method to compute for each hour and provide the resulting solution as a starting point for the original SCUC. Benders decomposition algorithm (BDA) is effective to reduce the complexity of SCUC by decomposing it as a master-slave problem. [25] uses a decomposed AC linearized SCUC using BDA to solve stochastic problems. [26] implements a multistage discrete approach through BDA acceleration techniques to include emerging technologies in SCUC. However, [24] - [26] does not consider NR/CNR. In [27] , a sequential extensive approach to implement CNR in N-1-1 SCUC is considered, which is not scalable.
The absence of a reliable algorithm which implements CNR for large-scale practical power systems is the research gap addressed in this paper. This paper proposes two methodologies which implement the enhanced Benders decomposition algorithm (EBDA) based approach for N-1 SCUC with CNR, Method-IV and Method-V. For comparison, Method-I through Method-III are utilized. Method-I and Method-II are extensive formulation of N-1 SCUC without CNR and with CNR respectively. These two methods were introduced and discussed at length in [9] whereas, Method-III is proposed in this paper as the BDA approach for N-1 SCUC without CNR. The contributions of this work are presented as follows:
• The proposed CNR can provide higher power transfer capability by utilizing the transmission flexibility and thereby provide feasible solutions for high-critical demand scenarios that are infeasible without CNR. • The proposed CNR can reduce congestion cost significantly due to alleviation of post-contingency network congestion and lower the total operational cost. • The proposed Method-V can substantially reduce the solve time and maintain the solution quality while implementing CNR. As a result, it is scalable to handle large-scale power systems. • The developed contingency screener is fast and considers the entire list of non-radial lines as contingency list, and it accurately identifies critical subproblems that may lead to overloads. • Market analysis shows improvement in the social welfare, reduction of average nodal locational marginal prices (LMP) and load payment. The rest of this paper is organized as follows. Section II describes the concept of CNR and BDA. Section III presents the proposed methodologies. Section IV details the testing data and Section V analyzes the results. Finally, Section VI concludes the paper.
II. CONCEPT OF CNR AND BDA
The concept of CNR is described pictorially in Fig. 1 . Fig. 1 (a) represents the pre-contingency state with no line flow violations. Fig. 1 (b) shows the post-contingency state of the system. The contingency, line 3 outage, causes the injection at bus 2 to flow through the external path and line 2. However, bulk of the flow goes through line 2, which results in an overload of line 4. Traditionally, this scenario is countered by ramping the local generators to eliminate the line overload. However, this increases the operation cost as expensive generation redispatch are required. An alternative corrective action is to open line 2 which will reroute the entire injection at bus 1 and bus 2 through the external network to serve the load at bus 3 and bus 4 as represented in Fig. 1 (c) . This action results in the elimination of line flow violations without additional cost. The BDA method can be used to solve large-scale optimization problems that are computationally difficult due to the large number of constraints and variables. BDA partitions the problem into multiple smaller problems to solve it iteratively, which can be more efficient than optimizing the original a single large problem. In this paper, the BDA decomposes SCUC, a large MILP problem, as a Master-slave formulation where the master problem is a MILP problem and the slave problems are linear programming (LP) problems. The optimal solution of the master problem, a relaxed problem, may produce an infeasible solution for the slave problem. The slave problem verifies the master problem solution and if infeasible, then dual variables of the equations are used to provide feasibility cuts that are sent back to the master problem as constraints to refocus problem on a reliable feasible region. Fig. 2 represents the simplistic flow of BDA. 
III. MATHEMATICAL MODEL
This paper proposes a basic methodology, Method-III, using BDA approach for N-1 SCUC without CNR and two advanced methodologies, Method-IV and Method-V, which implement the proposed enhanced Benders decomposition algorithmbased approach for N-1 SCUC with CNR. The extensive formulations for Method-I and Method-II are decomposed as master-slave problems resulting in Method-III, Method-IV and Method-V. The resulting methodologies are explained through the fundamental elements of master and slave sub-problems explained in subsections A-D. The subsections E-G explain the iterative process of Method-III, Method-IV and Method-V respectively using the fundamental elements.
A. Master Unit Commitment Problem:
The master unit commitment (MUC) problem provides the generator commitment and base-case output for all periods. The MUC is a MILP problem. The objective is to minimize operational cost (1), subject to base case generation constraints of (2)-(12) and power flow constraints of (13)- (15) .
Objective:
Base case modeling of generation:
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Based on the EBDA approach, (17) represents the cuts associated with infeasible sub-problems from postcontingency feasibility check (PCFC) using duality theory. The cut-set, , is obtained after PCFC in the case of Method-III and after network-reconfigured PCFC (NR-PCFC) in the case of Method-IV and Method-V for each iteration. It can be noted that in the proposed methodologies, the cuts are purely created with the dual-variables of problem (19)-(28). It was observed that this implementation did not affect the solution accuracy. Slack equation, (16) , is added to define the reference phase angle in the MUC problem. (2) and (3) represent the minimum and maximum limits, (4) and (5) enforce the reserve requirements, (6) and (7) are the hourly ramping limits, (8) and (9) Start-up variable is defined through (10) . The generator commitment and start-up indication variables are bound by binary integrality constraints as shown in (11)- (12) . The basecase physical power flow constraint is represented through (13)- (15) . (13) depicts the power flow calculation, (14) represents the long-term thermal limits of transmission elements and (15) models nodal balance. Once MUC is solved, the set Ω is initialized with a complete list of subproblem ∈ , ∈ . The commitment and generator output from MUC are passed on to each sub-problem in critical subproblem screener (CSPS), PCFC and NR-PCFC.
B. Critical Sub-Problem Screener
The purpose of the critical sub-problem screener is to screen out non-critical sub-problems before PCFC and NR-PCFC. Post-contingent line flows critical set, Ω , are obtained through the predetermined line outage distribution factor (LODF) of the network, (18) . The contingent line flows are then compared against the emergency line limit for violations. The non-critical sub-problems determined by CSPC are removed from the set Ω leaving only critical problems. Fig.  3 (a) depicts the flow of CSPS.
C. Post-Contingency Feasibility Check:
The goal of post-contingency feasibility check is to check system feasibility for each contingency in set Ω by conducting economic dispatch without CNR. This is done by minimizing the slack variable, 1 , which indicates the feasibility of the sub-problem. If 1 is exactly zero, then the problem is feasible; otherwise it is infeasible.
Post-contingency generation modeling for a given contingency c in time period t in set Ω :
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Post-contingency modeling of power flow for non-radial lines for a given contingency c in time period t in set Ω :
, , = 0
The post-contingency equations are modelled through the post-contingency generation constraints of (20)-(23), transmission limit constraints of (24)- (27) and nodal power balance constraint of (28). (20)-(21) is the 10-minute ramp up/down limit, (22)-(23) models the minimum and maximum limit of the generator. (24) represents the DC line-flow calculation and the contingent transmission element lost is represented by (25) . (26)-(27) enforce the emergency rating of the transmission element. Finally, (28) represents that the nodal power balance in the post-contingency case. If PCFC fails feasibility, the respective sub-problem c,t will be recorded to set Ω 1 along with respective cut in the cut-set, . Fig. 3 (b) depicts the flow of PCFC.
D. Network Reconfigured Post-Contingency Feasibility Check:
The goal of network-reconfigured post-contingency feasibility check is to check system feasibility with CNR for the set Ω 1 . (29)-(39) models NR-PCFC that is similar to PCFC except for (34) and (36). The feasibility is checked by switching one non-radial transmission element at a time from the network. The line to be switched is chosen from closest branches to contingency element (CBCE) list or complete enumeration (CE) of non-radial lines [8] . For each scenario, NR-PCFC minimizes the slack variable, 2 , which represents the feasibility of the problem. If 2 is 0, then the specific scenario for the respective sub-problem is feasible and for all other values of 2 , it is infeasible. If the sub-problem is feasible for one such scenario, then the sub-problem c,t is feasible through CNR and is removed from the cut-set, , obtained from PCFC. Record the line selected from the CBCE/CE list that facilitates CNR. If no switching scenario leads to a feasible solution for sub-problem c,t, then the infeasible sub-problem will be recorded in set Ω 2 . Fig. 3 (c 
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Post-contingency modeling of power flow for non-radial lines for a given contingency c in time period t in set Ω 1 and line j from CBCE/CE:
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E. Method-III
Method-III is to implement the BDA approach for N-1 SCUC without CNR by using MUC and PCFC. This method is used as a benchmark against Method-IV and Method-V which perform CNR. The MUC problem is initially solved to obtain the generator commitment and base-case output. The feasibility of each sub-problem in set Ω is checked by postcontingency generation redispatch. The set Ω holds the complete list of all sub-problems at the beginning of each iteration. When the feasibility of the sub-problem is not achieved, it is recorded in the set Ω 1 . Once all sub-problems are examined, an iteration is completed. Dual value of (19)-(28) forms a cut that would be added for each infeasible sub-problem recorded in set Ω 1 to the MUC at the end of each iteration. The problem is converged when set Ω 1 is empty at the end of an iteration. Fig. 4 represents the flow of Method-III.
F. Method-IV
Method-IV uses the proposed EBDA to solve N-1 SCUC with CNR by using MUC, PCFC and NR-PCFC, which indicates that network flexibility is considered in this method. Like Method-III, the MUC problem is initially solved, and PCFC is then solved for all sub-problems in set Ω and set Ω 1 is identified.
The set Ω 1 is passed on to NR-PCFC and feasibility of each sub-problem is examined with CNR. If the sub-problem is infeasible then it is recorded in set Ω 2 . Once all subproblems in set Ω 1 are checked, an iteration is completed. The respective cuts for sub-problems recorded in set Ω 2 are added in (17) after each iteration. The problem is converged when set Ω 2 is empty at the end of an iteration. Fig. 5 (a) represents the flow of Method-IV.
G. Method-V
In Method-V, the proposed CSPS based EBDA approach of N-1 SCUC with CNR is implemented by using MUC, PCFC, NR-PCFC and CSPS. The flow is similar to Method-IV with the difference being the inclusion of CSPS in Method-V, which results in different inputs to the PCFC module. The critical sub-problems identified by CSPS form the set Ω which is then passed to PCFC. The flow of Method-V is illustrated in Fig. 5 (b) . 
IV. TEST CASE DESCRIPTION
The results from the proposed methods III-V were validated against the extensive formulation detailed in methods I and II on the IEEE 24-bus system with 33 generators and 38 branches. The network includes a total generation capacity of 3,393 MW and the system peak load is 2,265 MW [9] . Furthermore, the IEEE 73-bus system and the Polish system was utilized to show the effectiveness and scalability of methods III-V. Table I summarizes the test systems.
The IEEE 73-bus system consists of 99 generators and 117 branches. The total generation capacity is 10,215 MW and the system peak load is 8,550 MW. The Polish system is used for demonstrating the scalability of the algorithm while meeting expected performance of industry standards. It is the largest system used for this work and it consists of 2383 buses, 327 generators and 2895 branches. The total generation capacity is 30,053 MW serving a system peak load of 21,538 MW. Two cases of the Polish system, a single hour period and a 24-hour period, are considered. The single period case is effective to compare performance against smaller systems whereas the scalability is shown through the 24-hour period case. For the purpose of demonstrating CNR, only transmission element outages are considered as contingencies in the N-1 SCUC formulation. V. RESULTS AND ANALYSIS
The mathematical model is implemented using AMPL and solved using Gurobi. The models were run on a computer with Intel® Xeon(R) W-2195 CPU @ 2.30GHz; the CPU contains 24.75 MB of cache and 128 GB of RAM. The proposed methods were initially validated, following which sensitivity analysis, scalability and market impact are discussed.
A. Algorithm Validation for Proposed Methodologies
Since the proposed methodologies are all iterative in nature, an accuracy validation was performed to test the robustness against non-iterative extensive formulations. A MIPGAP of 0.00 was utilized on the congested network of IEEE 24-bus system for 24-hour period. It was observed from Table II that the results for both Method-I and Method-III, where CNR is not implemented are the same. Similarly, the solution obtained from Method-II is the same as the solution obtained from Method-IV and Method-V where CNR is implemented. The results presented in Table II prove that the BDA based Method-III, and the EBDA-based Method-IV and Method-V, are significantly faster for the same results compared to the extensive formulations, Method-I and Method-II, respectively.
B. MIPGAP Sensitivity Analysis
The MUC MIPGAP, µ, affects the performance of all the methods. Specifically, increasing the µ increases the total cost. The percentage gap (%Gap) in total cost is calculated with (40) and is shown in Fig. 6 . The solve-time decreases significantly as shown in Fig. 7 with respect to µ. Based on the sensitivity analysis, µ=0.01 provides reasonable maximum cost gap of ~0.4% in a short time. However, the performance of the proposed methodologies implementing CNR fares well under tighter tolerances if higher accuracy is required. For the rest of the paper, µ=0.01 is used.
C. Load Sensitivity Analysis
Four scenarios were considered: two low-load/uncongested scenarios (80%, 90%), a base-load scenario (100%) and a high-load scenario (110%). The load profile was varied using a percentage multiplied to the nodal load. Table III shows the total cost for various methods under different load profiles. In the low-load scenarios (80%, 90%), it is evident that CNR is never implemented as there are no post-contingency line flow violations. CNR actions are observed in base-load and high-load scenarios (100%, 110%) where the network reconfiguration is utilized to relieve system congestion. This allows cheaper generators to produce more power, resulting in a reduced total operational cost. Interestingly, without CNR, the demand cannot be met due to network congestion. The difference in total cost for load profile 90% and 100% in Method-I and Method-II can be attributed to non-zero MIPGAP.
D. Scalability Studies
One of the key research gaps is the lack of an effective algorithm for solving SCUC with CNR that is scalable for large-scale power systems and solvable in realistic time. Table  IV shows that the extensive formulation for SCUC with CNR lacks scalability. This is evident in Method-II which fails to provide a feasible solution for the IEEE 73-bus system when solved for 100,000 seconds with a good starting solution. However, this was bettered by Method III-V. Methods III-V are scalable to large networks such as the Polish system. Fig. 8 plots the solve time with respect to the size of the network. Methods III-V are iterative in nature and Fig. 9 plots the number of iterations to solve the model with respect to the size of the network. Due to the size of the Polish system, the 1-hour case is utilized in Fig. 8 and Fig. 9 to compare the performance with smaller systems. Here, it is noted that Method-III which does not perform CNR requires more iterations to converge. The transmission flexibility obtained through implementing CNR is evident from fewer iterations required to converge to a feasible solution with desired accuracy. This also means that the MUC problem that is more computationally intensive than sub-problems is solved fewer times. 
E. Intuitive Example of CNR on the IEEE 24-bus System
To explain the benefits of CNR, the following example is provided. In the IEEE 24-bus system, the line flows after the outage of line 25 are compared for Method-III and Method-V and represented in Fig. 10 . It was noted that line 11 was congested in Method-III. However, in Method-V, the CNR action of disconnecting line 23 resulted in rerouting of line flows in the network that eliminated the violation on line 11.
F. Congestion Cost and Market Analysis
The contingency-induced congestion cost, , is calculated as the difference in total operation cost when emergency postcontingency line limits are imposed ( ) and not imposed ( ) as represented in (41). The scenario when postcontingency emergency limits are not imposed is used as a benchmark since it is equivalent to implying that the system is not congested in the post-contingency situations. Method-III and Method-V are considered since we are interested to find the amount of CC reduced when CNR is implemented. From Fig. 11 , the IEEE 24-bus system was the most congested system with a contingency-induced congestion cost of $35,099 due to the considered load profile along with lower transmission capability. This was followed by the 73-bus system and 1-hour polish system with $4,550 and $ 4,150 respectively. The CC is considerably reduced in all the cases by 88%, 100% and 75% respectively. This is significant in heavily congested system as seen in the case of IEEE 24-bus system where $30,794 is saved. The market implication of reduction of CC can be seen through the impact of nodal LMP. Table VI shows the average nodal LMP calculated in various system when CNR is not used (Method-III) and when CNR is implemented (Method-V). Overall it is observed that the average nodal LMP is reduced with CNR. It can be noted that congestion relief has a direct impact on the reduction in average nodal LMP. Similarly, it is also noted that the load payment is significantly reduced with CNR. Table VII shows the total load payment for each test system with and without CNR. CNR resulted in a load payment reduction of $58,840 in 24-bus system, $1,576,880 in 73-bus system and $3,977 in 1-hour polish system which correspond to a percent reduction of ~5%, ~20% and ~1% respectively. This makes sense since the cost of generators in polish system is low compared to the IEEE test systems and it is lightly congested.
VI. CONCLUSIONS
This paper bridges the gaps by proposing an effective EBDA based method that solves the CNR based N-1 SCUC problem in a competitive solve-time. An exhaustive screening of sub-problems was implemented, and the contingency list was formed to perform CNR actions without increasing the solve-time. The proposed Method-V utilizing a CSPS and CBCE list-based NR-PCFC can solve a large-scale power system for 24-hour period in a reasonable time. As compared to Method-IV that implements CNR with complete enumeration of non-radial lines, the proposed Method-V achieves a reduction of ~90% in solve time without compromising solution accuracy.
It was noted that implementation of CNR can achieve significant cost saving and provide feasible solutions for high critical demands where there are no feasible solutions without CNR. The load payment is dramatically reduced with CNR. Load payment reduction of 1%-20% can be realized for various networks. Mainly, the advantage of this method is that it provides quality solutions in a reasonable short time while reducing congestion cost dramatically by 75%-100% in various scenarios. As a result, the total operation cost is reduced in congested networks.
