Abstract. The concept of weighted f Gini mean di¤ erence for convex and symmetric functions in linear spaces is introduced. Some fundamental inequalities and applications for norms are also provided.
Introduction
The Gini mean di¤ erence of the sample a = (a 1 ; : : : ; a n ) 2 R n is de…ned by
is the Gini index of a, provided the sample mean a is not zero [7, p. 257] .
The Gini index of a equals the Gini mean di¤erence of the "scaled down"samplẽ a = a1 a ; : : : ;
an a ( a 6 = 0) R (a 1 ; : : : ; a n ) = 1 2n 2
The following elementary properties of the Gini index for an empirical distribution of nonnegative data hold [7, p. 257 ]:
(i) Let (a 1 ; : : : ; a n ) 2 R n + with P n i=1 a i > 0: Then 0 = R ( a; : : : ; a) R (a 1 ; : : : ; a n ) R 0; : : : ; 0;
R ( a 1 ; : : : ; a n ) = R (a 1 ; : : : ; a n ) for every > 0 and R (a 1 + ; : : : ; a n + ) = a a + R (a 1 ; : : : ; a n ) for > 0:
(ii) R is a continuous function on R These and other properties have been investigated in [7] , [4] and [5] . For a = (a 1 ; : : : ; a n ) 2 R n and p = (p 1 ; : : : ; p n ) a probability sequence, meaning that p i 0 (i 2 f1; : : : ; ng) and P n i=1 p i = 1; we considered in [1] the weighted Gini mean di¤ erence de…ned by formula
p i p j ja i a j j = X 1 i<j n p i p j ja i a j j ;
and proved that
where K (p; a) is the mean absolute deviation, namely
We have also shown that if more information on the sampling data a = (a 1 ; : : : ; a n ) is available, i.e., there exists the real numbers a and A such that a a i A for each i 2 f1; : : : ; ng ; then
where P J := P j2J p j : Also, we have shown that
Notice that in general the bounds for the weighted Gini mean di¤erence G (p; a) provided by (1.4) and (1.5) cannot be compared to conclude that one is always better than the other [1] . For a = (a 1 ; : : : ; a n ) 2 R n and p = (p 1 ; : : : ; p n ) a probability sequence, meaning that p i 0 (i 2 f1; : : : ; ng) and P n i=1 p i = 1; de…ne the r weighted Gini mean di¤ erence, for r 2 [1; 1); by the formula [1, p. 291]:
For r = 1 we have the weighted Gini mean di¤ erence G (p; a) of (1.1) which becomes, for the uniform probability distribution p = 1 n ; : : : ;
For the uniform probability distribution p = 1 n ; : : : ; 1 n we denote
Now, if we de…ne := f(i; j) ji; j 2 f1; : : : ; ngg ; then we can simply write from (1.6)
The following result concerning upper and lower bounds for G r (p; a) may be stated (see [2] ):
Theorem 1. For any p i 2 (0; 1) ; i 2 f1; : : : ; ng with P n i=1 p i = 1 and a i 2 R, i 2 f1; : : : ; ng ; we have the inequalities
where r 2 [1; 1):
for which we can obtain from Theorem 1 the following bounds:
Remark 2. Since the function
1 r de…ned for t 2 [0; 1) and r > 1 is strictly increasing on [0; 1) from Theorem 1 we can obtain a coarser but, perhaps, a more useful lower bound for the r weighted Gini mean di¤ erence, namely (see [2] ):
where p m is de…ned above. For r = 2; we then have:
For other results related to the above, see the recent paper [2] . For various inequalities concerning G 2 (p; a) ; see the book [3] and the references therein.
In this paper, motivated by the above results, we introduce the more general concept of weighted f Gini mean di¤ erence for convex and symmetric functions in linear spaces. Moreover, we provide some fundamental inequalities for the new quantity and apply them for norms that naturally extend to vectors the results obtained for real numbers.
Weighted f Gini Mean Difference
Consider f : X ! R be a convex function on the linear space X: Assume that f (0) = 0 and f is symmetric, i.e., f (x) = f ( x) for any x 2 X. In these circumstances we have
showing that f is nonnegative on the entire space X: For x = (x 1 ; :::; x n ) 2 X n and p = (p 1 ; :::; p n ) 2 P n we de…ne the weighted f Gini mean di¤ erence of the n-tuple x with the probability distribution p the positive quantity
For the uniform distribution u = 1 n ; :::;
1 n 2 P n we have the f Gini mean di¤ erence de…ned by
A natural example of such f Gini mean di¤ erence can be provided by the convex function f (x) := kxk r with r 1 de…ned on a normed linear space (X; k k) : We denote this by
Further on, we need to consider another quantity that is naturally related with f Gini mean di¤ erence. For a convex function f : X ! R de…ned on the linear space X with the properties that f (0) = 0 de…ne the mean f -deviation of an n-tuple of vectors x = (x 1 ; :::; x n ) 2 X n with the probability distribution p = (p 1 ; :::; p n ) 2 P n by the non-negative quantity
The fact that K f (p; x) is non-negative follows by Jensen's inequality, namely
A natural example of such deviations can be provided by the convex function f (x) := kxk r with r 1 de…ned on a normed linear space (X; k k) : We denote this by
and call it the mean r-absolute deviation of the n-tuple of vectors x = (x 1 ; :::; x n ) 2 X n with the probability distribution p = (p 1 ; :::; p n ) 2 P n : The following connection between the f Gini mean di¤erence and the mean f -deviation holds true: Theorem 2. If f : X ! R is a symmetric convex function with f (0) = 0; then for any n-tuple of vectors x = (x 1 ; :::; x n ) 2 X n and any probability distribution p = (p 1 ; :::; p n ) 2 P n we have the inequalities
Both inequalities in (2.4) are sharp and the constant 1 2 best possible. Proof. By the Jensen inequality we have
which proves the …rst part of (2.4). By the convexity and symmetry of f we also have
for any i; j 2 f1; : : : ; ng : Multiplying the inequality (2.5) by p i p j and summing over i and j from 1 to n we get
which proves the last part of (2.4). Now, if assume that (X; k k) is a normed space and consider f (x) = kxk ; then for n = 2 and p 1 ; p 2 2 [0; 1] with p 1 + p 2 = 1 we have
which shows that the equality can be realized in (2.4) for a nonzero quantity when x 1 6 = x 2 and p 1 ; p 2 2 (0; 1) :
The following particular case for norms is of interest due to its natural generalization for the scalar case that is used in applications: Corollary 1. Let (X; k k) be a normed space. Then for any n-tuple of vectors x = (x 1 ; :::; x n ) 2 X n and any probability distribution p = (p 1 ; :::; p n ) 2 P n we have
or, equivalently,
for any r 1:
As in the introduction, consider := f(i; j) ji; j 2 f1; : : : ; ngg and denote by a nonempty subset of ; namely = I J where I and J are nonempty parts of f1; : : : ; ng : We denote by G n the set of all nonempty as above.
We de…ne, for a given probability distribution p = (p 1 ; :::; p n ) 2 P n and = I J the following quantities
p j = P I P J ; and P := P where := n :
Since P = P (i;j)2 p i p j = P n i;j=1 p i p j = 1; then obviously P 2 [0; 1] and P = 1 P = 1 P I P J :
We can state the following result:
Theorem 3. If f : X ! R is a symmetric convex function with f (0) = 0; then for any n-tuple of vectors x = (x 1 ; :::; x n ) 2 X n and any probability distribution p = (p 1 ; :::; p n ) 2 P n with all terms nonzero we have the inequality
Proof. On applying Jensen's inequality for multiple sums we have for = I J that
However X (i;j)2
Utilising the inequality (3.3) and the symmetry of the function f we get
which is equivalent with the desired inequality (3.2).
A particular case of interest is for I = fig and J = fjg giving the following Corollary 2. If f : X ! R is a symmetric convex function with f (0) = 0; then we have the inequality
Remark 3. Let (X; k k) be a normed space. Then for any n-tuple of vectors x = (x 1 ; :::; x n ) 2 X n and any probability distribution p = (p 1 ; :::; p n ) 2 P n with all terms nonzero we have from (3.1) that (3.6) G r (p; x) 1 2
for any I J 2 G n . In particular, we have
for any (i; j) 2 ; which extends and improves the scalar case obtained in [2] .
Another Lower Bound
Before we provide another lower bound for the weighted f Gini mean di¤erence we need to introduce some notations.
For the vector e = (1; 2; :::; n) 2 R n and the probability distribution p = (p 1 ; :::; p n ) 2 P n we de…ne the weighted arithmetic mean
and, similarly, for the n-tuple x = (x 1 ; :::; x n ) 2 X n and the probability distribution p = (p 1 ; :::; p n ) 2 P n we de…ne
Theorem 4. If f : X ! R is a symmetric convex function with f (0) = 0; then for any n-tuple of vectors x = (x 1 ; :::; x n ) 2 X n and any probability distribution p = (p 1 ; :::; p n ) 2 P n we have the inequality
where
Proof. By the convexity of f and the fact that f (0) = 0 we have that
for any t 2 [0; 1] and x 2 X: Now, if 1 i < j n then t := 1 j i 2 [0; 1] and writing the above inequality for this t and for x = x j x i we get
for any 1 i < j n. Multiplying (4.2) with p i p j 0; summing over i; j with 1 i < j n and applying the Jensen inequality for multiple sums we get successively
:
which together with (4.3) produces the desired result (4.1).
The case of normed linear spaces is of interest. We have:
Corollary 3. Let (X; k k) be a normed space. Then for any n-tuple of vectors x = (x 1 ; :::; x n ) 2 X n and any probability distribution p = (p 1 ; :::; p n ) 2 P n we have
for any r 1: The following result may be stated as well:
Theorem 5. Assume that f : X ! R is a symmetric convex function with f (0) = 0: If x and y are two vectors and t 2 [0; 1] with (1 t) x + ty = 0 then for any n-tuple of vectors x = (x 1 ; :::; x n ) 2 X n with the property that x i x j 2 [x; y] for all i; j 2 f1; :::; ng we have the inequality
for any probability distribution p = (p 1 ; :::; p n ) 2 P n :
Proof. Since x i x j 2 [x; y] for i; j 2 f1; :::; ng ; then there exists the numbers t ij 2 [0; 1] such that x i x j = (1 t ij ) x + t ij y for i; j 2 f1; :::; ng : Let p = (p 1 ; :::; p n ) 2 P n : Then by the above equality we get that
for any i; j 2 f1; :::; ng : If we sum over i; j from 1 to n; then we get
Now, due to the fact that (1 t) x + ty = 0 and the representation is unique, we get that t = P n i;j=1 t ij p i p j : On the other hand, due to the convexity of the function f we have that
and the theorem is proved.
In applications one may be able to provide the "smallest" symmetric interval [ z; z] containing all the di¤erences x i x j : In that situation we can state the following particular case of interest:
Corollary 5. Assume that f : X ! R is a symmetric convex function with f (0) = 0: If z is a nonzero vector in X then for any n-tuple of vectors x = (x 1 ; :::; x n ) 2 X n with the property that x i x j 2 [ z; z] for all i; j 2 f1; :::; ng we have the inequality
Remark 4. If X is a normed linear space and x = (x 1 ; :::; x n ) 2 X n and z satisfy the condition from Corollary 5, then we have the inequality for each r 1:
For an n-tuple of vectors x = (x 1 ; :::; x n ) 2 X n and a probability distribution p = (p 1 ; :::; p n ) 2 P n we consider the condition (5.8)
p j x j 2 [x; y] for any i 2 f1; :::; ng :
Since the segment [x; y] is a convex set then 0 = P p j x i P n j=1 p j x j 2 [x; y] : Moreover, the fact that x i x j 2 [x; y] for all i; j 2 f1; :::; ng also imply that the condition (5.8) holds true.
We can state the following result that provides an upper bound for the mean f -deviation K f (p; x) : Theorem 6. Let f : X ! R be a convex function de…ned on the linear space X with the properties that f (0) = 0: If, for an n-tuple of vectors x = (x 1 ; :::; x n ) 2 X n and a probability distribution p = (p 1 ; :::; p n ) 2 P n we have the condition (5.8), then
where t is the unique real number for which we have (1 t) x + ty = 0:
The argument is similar to that in the proof of Theorem 5 and the details are omitted.
