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a b s t r a c t
We obtain a sufficient condition for K1,4-free graphs to have spanning trees with at most k
leaves, as a generalization of the condition of Kyaw [A. Kyaw, Spanning trees with at most
3 leaves in K1,4-free graphs, Discrete Math. 309 (2009) 6146–6148] for K1,4-free graphs to
have spanning trees with at most 3 leaves.
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1. Introduction
We represent a graph G by an ordered pair (V (G), E(G)), where V (G), its vertex set, is nonempty, and E(G), its edge set,
consists of unordered pairs of distinct vertices. For a set X , the cardinality of X is denoted by |X |. We write |G| for |V (G)|. For
a vertex v of G, we denote by degG(v) the degree of v in G, and by NG(v) the neighborhood of v in G. A vertex of degree 1 is
called an end vertex, and an end vertex of a tree is usually called a leaf. For a nonempty subset X of V (G), we write
NG(X) =

x∈X
NG(x) and degG(X) =
−
x∈X
degG(x).
The subgraph of G induced by X is denoted by ⟨X⟩G. We write G− X for ⟨V (G)− X⟩G, and for a vertex v of G, we write G− v
for G − {v}. If H and K are subgraphs of G, then H + K denotes the subgraph (V (H) ∪ V (K), E(H) ∪ E(K)) of G. Let H be a
subgraph of a graph G. If xy is an edge of G not contained in H , then H + xy denotes the subgraph of G obtained from H by
adding xy. For an edge uv of H , H − uv is defined analogously. A subset U ⊆ V (G) is called an independent set of G if no two
vertices of U are adjacent in G. In this paper, G denotes a connected graph and k (≥2),m, n, s, t are positive integers. We
define
σk(G) = min{degG(U) : U is an independent set of Gwith |U| = k},
Ni(U) = {v ∈ V (G) : |NG(v) ∩ U| = i}.
For further explanation of terminology and notation, we refer to [1].
In [3], Kyaw gave the following theorem for a K1,4-free graph to have a spanning tree with at most 3 leaves.
Theorem 1 ([3]). Every connected K1,4-free graph G with σ4(G) ≥ |G| − 1 contains a spanning tree with at most 3 leaves.
Generalizing Theorem 1, we obtain the following degree condition for K1,4-free graphs to have spanning trees with at
most k leaves.
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Fig. 1. K1,4-free graphs Gwith σk+1(G) ≥ |G| − k2 − 1 and having no spanning tree with at most k leaves.
Theorem 2. Let G be a connected K1,4-free graph.
(i) If σ3(G) ≥ |G|, then G has a hamiltonian path.
(ii) If σk+1(G) ≥ |G| − k2 for an integer k ≥ 3, then G has a spanning tree with at most k leaves.
The graph obtained by taking 3 copies of the complete graph Ks and all vertices of them join to a common vertex show
that the condition for hamiltonian path is sharp.
There is a family of graphs which show that the condition for k ≥ 3 on σk+1 is also sharp. Consider the graph G given in
Fig. 1, which consists of a complete graph Km withm = ⌈ k+12 ⌉, and every vertex of it joins 2 copies of the complete graph Ks
(s ≥ 1) when k is odd, or, a vertex joins a copy of the complete graph Ks and the others join 2 copies of the complete graph
Ks when k is even.
It is easy to see that if a graph G has a spanning tree with at most k leaves, then G has a spanning tree with at most k− 2
vertices of degree at least 3. From that fact, Theorem 2 is stronger than the following theorem of Gargano et al. [2].
Theorem 3 ([2]). Let G be a K1,4-free graph and n be a positive integer. If σn+3(G) ≥ |G| + 3n+ 1, then G has a spanning tree
with at most n vertices of degree at least3.
In the following section, we prove auxiliary results. We prove Theorem 2 in the last section.
2. Minimum spanning t-ended systems
To prove Theorem 2, we use the notion of a t-ended system of vertices, paths and cycles in a graph, which was introduced
by Win [4].
Let S be a set of vertices, paths and cycles in a graph G such that no two distinct elements of S have a vertex in common.
Define a function f : S→ {1, 2} as follows. For any element β ∈ S, let
f (β) =

2 if β is a path of order at least three,
1 otherwise (i.e., if β is K1, K2 or a cycle),
where K1 and K2 denote the path of order one and two, respectively. For convenience, we use K1 and K2, and generally Kn
denotes the complete graph of order n. We call S a t-ended system if
∑
β∈S f (β) ≤ t . Moreover, if the union of elements of a
t-ended system S forms a spanning subgraph of G, thenwe say that S is a spanning t-ended system of G. For a t-ended system
S of G, let V (S) denote the union of the vertex sets of all the elements of S. In particular, S is spanning if V (S) = V (G). In [4],
Win gave the following lemma.
Lemma 4 ([4]). Let k ≥ 2 be an integer, and G be a connected graph. If G has a spanning k-ended system, then G has a spanning
tree with at most k leaves.
Let S be a t-ended system in a graph. We denote
SP = {β ∈ S : f (β) = 2},
SC = {β ∈ S : f (β) = 1}.
For a path P ∈ SP , let aP and bP be the end vertices of P . For an element Q ∈ SC , choose one arbitrary vertex dQ of Q . We
define
End(SP) =

P∈SP
{aP , bP},
End(SC ) =

Q∈SC
{dQ }, and
End(S) = End(SP) ∪ End(SC ).
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We call a spanning t-ended system S a minimum spanning t-ended system of G if there exists no s < t such that G has a
spanning s-ended system.
From now on, we assume that t ≥ 2 and a graph G has a minimum spanning t-ended system. For a minimum spanning
t-ended system S, the following remark can be easily verified by the minimality of S.
Claim 1. If a ∈ End(SP), then NG(a) ⊆ V (SP)− End(SP).
Among the minimum spanning t-ended systems of G, choose a minimum spanning t-ended system S so that
|SP | is maximum. (1)
Then we obtain the following property by (1).
Claim 2. There is no edge between distinct elements of SC .
The following facts can be obtained by Claims 1 and 2.
Claim 3. If d ∈ V (Q ) for any Q ∈ SC , then NG(d) ⊆ (V (SP)− End(SP)) ∪ V (Q ).
Claim 4. End(S) is an independent set with t elements.
By Claim 4, we have if G is K1,4-free, then
Nj(End(S)) = ∅, for an integer j ≥ 4. (2)
By Claims 1 and 3, for an integer i = 2, 3,
if x ∈ Ni(End(S)), then x ∈ V (SP)− End(SP). (3)
Take any path P from SP and denote it as follows:
P = (v0, v1, . . . , vs), where v0 = aP , vs = bP and s ≥ 2.
For two vertices vi and vj of P with 0 ≤ i < j ≤ s, the sub-path of P connecting vi and vj is denoted by
P(vi, vj) = (vi, vi+1, . . . , vj) = P(vj, vi) = (vj, vj−1, . . . , vi).
The following claims hold for the above path P .
Claim 5. (i) If v0vi ∈ E(G) for some 1 ≤ i ≤ s− 1, then vi−1x ∉ E(G) for every x ∈ (End(SP)− {v0}) ∪ V (SC ).
(ii) If vjvs ∈ E(G) for some 1 ≤ j ≤ s− 1, then vj+1x ∉ E(G) for every x ∈ (End(SP)− {vs}) ∪ V (SC ).
(iii) If v0vi, vivs ∈ E(G) for some 1 ≤ i ≤ s− 1, then vi−1vi+1 ∉ E(G).
Proof. (i) Assume v0vi ∈ E(G), where 1 ≤ i ≤ s− 1. If i = 1, then v0 = vi−1 and the result directly follows from Claim 1.
If 2 ≤ i ≤ s− 1, then vi−1 is an end vertex of a path P1 = P + v0vi − vi−1vi, and S − {P} ∪ {P1} is a spanning t-ended
system having |SP | paths of order at least three. Hence (i) follows from Claim 1.
(ii) By symmetry, (ii) holds as (i).
(iii) Assume v0vi, vivs ∈ E(G)where 1 ≤ i ≤ s− 1. If i = 1 or i = s− 1, then the result directly follows from (i) and (ii). If
2 ≤ i ≤ s−2, then vi−1 and vi+1 are end vertices of a path P2 = P(vi−1, v0)+v0vi+vivs+P(vs, vi+1), and S−{P}∪{P2}
is a spanning t-ended system having |SP | paths of order at least three. Hence (iii) follows from Claim 1. 
Claim 6. If x ∈ End(SP)− {v0, vs} and xvi ∈ E(G) for some i, then 3 ≤ i ≤ s− 3.
Proof. Assume that x is an end vertex of an element N of SP − {P} and xvi ∈ E(G) for some i. By Claim 1, i ≠ 0, s. If i = 1, 2,
then replace P and N of S by
P1 = P(v0, vi−1) and N1 = N + xvi + P(vi, vs),
we obtain a spanning (t − 1)-ended system which contradicts the minimality of S. Therefore i ≠ 1, 2. By symmetry,
i ≠ s− 1, s− 2. Hence the claim is proved. 
Claim 7. If x ∈ End(SP)− {v0, vs} and xvi ∈ E(G) for some i, then yvi−1, yvi+1 ∉ E(G) for all y ∈ (End(S)− {x}) ∪ V (SC ).
Proof. Assume that x is an end vertex of an element N of SP − {P} and xvi ∈ E(G) for some i. By Claim 6, 3 ≤ i ≤ s− 3. By
the symmetry of vi−1 and vi+1, it suffices to show that yvi−1 ∉ E(G) for all y ∈ (End(S)− {x}) ∪ V (SC ).
Replace P and N of S by
P1 = P(v0, vi−1) and N1 = N + xvi + P(vi, vs).
Since i ≥ 3 by Claim 6, we obtain another spanning t-ended system of G having |SP | paths of order at least three. Since
vi−1 is an end vertex of P1, we have yvi−1 ∉ E(G) by Claim 1. Hence the claim is proved. 
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Claim 8. If x ∈ End(SC ) and xvi ∈ E(G) for some 1 ≤ i ≤ s − 1, then v0vi+1, vi−1vs ∉ E(G) and yvi−1, yvi+1 ∉ E(G) for all
y ∈ End(S)− {v0, vs, x}.
Proof. Assume that x is an end vertex of an element N of SC and xvi ∈ E(G) for some 1 ≤ i ≤ s − 1. By Claim 5, we have
v0vi+1, vi−1vs ∉ E(G).
By the symmetry of vi−1 and vi+1, it suffices to show that yvi−1 ∉ E(G) for all y ∈ End(S)− {v0, vs, x}.
Assume that y is an end vertex of R ∈ S − {P,N}.
If R ∈ SP , then the claim is true by Claim 7.
If R ∈ SC and yvi−1 ∈ E(G), thenwe replace {P,N, R} of S by the following {P3, R3}, and obtain a spanning t-ended system
S′ with |S′P | > |SP |, which contradicts the condition (1). Hence yvi−1 ∉ E(G).
P3 =
P(v0, vi−1)+ vi−1y+ (R− yy∗), yy∗ ∈ E(R) if R is a cycle,
P(v0, vi−1)+ vi−1y if R = K1,
P(v0, vi−1)+ vi−1y+ R if R = K2; and
R3 =
P(vs, vi)+ vix+ (N − xx∗), xx∗ ∈ E(N) if N is a cycle,
P(vs, vi)+ vix if N = K1,
P(vs, vi)+ vix+ N if N = K2.
All cases are considered and therefore the claim is proved. 
From now on we assume that G is K1,4-free. Then we have the following properties.
Claim 9. (i) If v0vi ∈ E(G) for some 1 ≤ i ≤ s− 1, then vix ∉ E(G) for every x ∈ End(S)− ({vs} ∪ End(SC )).
(ii) If vjvs ∈ E(G) for some 1 ≤ j ≤ s− 1, then vjx ∉ E(G) for every x ∈ End(S)− ({v0} ∪ End(SC )).
Proof. Let v0vi ∈ E(G) for some 1 ≤ i ≤ s− 1. Assume that x is an end vertex of an element N of S − ({P} ∪ SC ) such that
xvi ∈ E(G).
Since N is a path of order at least three, by Claim 6, 3 ≤ i ≤ s−3. Then, v0x ∉ E(G) by Claim 1, vi−1x ∉ E(G) by Claim 5(i)
and v0vi−1, vi+1x ∉ E(G) by Claim 7. Since G is K1,4-free, vi−1vi+1 ∈ E(G). Then we replace {P,N} of S by
N + xvi + viv0 + P(v0, vi−1)+ vi−1vi+1 + P(vi+1, vs),
and obtain a spanning (t − 2)-ended system which contradicts the minimality of S. Hence vix ∉ E(G), (i) is proved.
By symmetry, (ii) holds as (i). 
Claim 10. If x ∈ End(SP)− {v0, vs} and xvi ∈ E(G) for some i, then yvi ∉ E(G) for all y ∈ End(S)− {x}.
Proof. Assume that x is an end vertex of an element N of SP − {P} and xvi ∈ E(G) for some i. By Claim 6, 3 ≤ i ≤ s− 3.
Assume that y ≠ x is an end vertex of an element R of S such that yvi ∈ E(G). Then, R ≠ P since v0vi, vivs ∉ E(G) by
Claim 9.
If R = N , then x and y are the end vertices of N and vi ∈ NG(x) ∩ NG(y). By Claim 7, vi−1, vi+1 ∉ NG(x) ∪ NG(y). Since G is
K1,4-free, vi−1vi+1 ∈ E(G). Then replacing P and N of S by
P1 = P(v0, vi−1)+ vi−1vi+1 + P(vi+1, vs)
N1 = N + xvi + yvi, (a cycle)
we obtain a spanning (t − 1)-ended system which contradicts the minimality of S.
If R ∈ SP and R ≠ N , then vi−1, vi+1 ∉ NG(x)∪NG(y) by Claim 7. Since G is K1,4-free, vi−1vi+1 ∈ E(G). Then replacing P,N
and R of S by
P2 = P(v0, vi−1)+ vi−1vi+1 + P(vi+1, vs)
N2 = N + xvi + viy+ R,
we obtain a spanning (t − 2)-ended system which contradicts the minimality of S.
If R ∈ SC , then vi−1, vi+1 ∉ NG(x) by Claim 8 and vi−1, vi+1 ∉ NG(y) by Claim 7. Since G is K1,4-free, vi−1vi+1 ∈ E(G). Then
replacing P , N and R of S by
P3 = P(v0, vi−1)+ vi−1vi+1 + P(vi+1, vs),
N3 =

N + xvi + viy+ (R− xx∗), xx∗ ∈ E(R) if R is a cycle,
N + xvi + viy+ R, if R = K1 or R = K2,
we obtain a spanning (t − 1)-ended system which contradicts the minimality of S.
All cases are considered and hence yvi ∉ E(G). 
Claim 11. If x ∈ End(SC ) and xvi ∈ E(G), then viy ∉ E(G) for every y ∈ End(S)− ({v0, vs, x}).
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Proof. Let x be an end vertex of Q ∈ SC such that xvi ∈ E(G). Assume that y ≠ x is an end vertex of R ∈ S − {P} such that
viy ∈ E(G). Then R ≠ Q since x ≠ y and Q ∈ SC . By Claim 10, R ∉ SP . If R ∈ SC , vi−1, vi+1 ∉ NG(x) ∪ NG(y) by Claim 8. Since
G is K1,4-free, vi−1vi+1 ∈ E(G). Then replacing P , Q and R of S by
P1 = P(v0, vi−1)+ vi−1vi+1 + P(vi+1, vs),
Q1 =

(Q − xx∗)+ xvi + viy+ (R− yy∗), xx∗ ∈ E(Q ), yy∗ ∈ E(R)
if Q and R are cycles,
(Q − xx∗)+ xvi + viy+ R, xx∗ ∈ E(Q ),
if Q is a cycle and R = K1 or K2,
Q + xvi + viy+ (R− yy∗), yy∗ ∈ E(R),
if Q = K1 or K2 and R is cycle,
Q + xvi + viy+ R, if Q and R are K1 or K2,
we obtain a spanning t-ended system S′ with |S′P | > |SP |, which contradicts the condition (1). Hence the claim holds. 
By Claims 10 and 11, for any vi ∈ V (P), 1 ≤ i ≤ s− 1, if NG(vi) ∩ End(S) ≥ 2 then
NG(vi) ∩ End(S) ⊂ {v0, vs, x} for some x ∈ End(SC ). (4)
We now choose S and End(S) so that
N3(End(S)) is minimum (5)
among all possible choices of S and End(S) (with respect to (1)).
Next we investigate another property of minimum spanning t-ended system satisfying (1) and (5). We call a vertex
d ∈ V (Q ) for any Q ∈ SC an unsuitable vertexwith respect to some P = (v0, v1, . . . , vs) ∈ SP if dvi, dvi+1, vi+1vs ∈ E(G).
Claim 12. There is an End(S) satisfying (5) and not containing any unsuitable vertices.
Proof. Let d ∈ V (Q ) for some Q ∈ SC be an unsuitable vertex with respect to P = (v0, v1, . . . , vs) ∈ SP . Then there exists
a vertex vi such that dvi, dvi+1, vi+1vs ∈ E(G). By Claim 3, i ≠ 0, s. If Q = K1, then replacing P and Q of S by
P1 = P(v0, vi)+ vid+ dvi+1 + P(vi+1, vs),
we obtain a spanning (t − 1)-ended system which contradicts the minimality of S, so that Q ≠ K1.
Let x be a vertex adjacent to d in Q . Wewill show that for every path R = (u0, u1, . . . , um) ∈ SP if there is a vertex uj such
that xuj ∈ E(G), then ujum ∉ E(G). That means x is not an unsuitable vertex and choosing x is not violating the condition (5).
Let there be a path R = (u0, u1, . . . , um) ∈ SP and xuj ∈ E(G). By Claim 3, j ≠ 0,m.
Now we consider for Q ≠ K2.
Case 1. First we consider the case for R = P .
If j = i, then replacing P and Q of S by
P1 = P(v0, vi)+ vix+ (Q − xd)+ dvi+1 + P(vi+1, vs),
we obtain a spanning (t − 1)-ended system which contradicts the minimality of S. So that j ≠ i. Similarly we have
j ≠ i− 1, i+ 1, i+ 2.
If i+ 3 ≤ j ≤ s− 1, then by replacing P and Q of S by
P1 = P(v0, vi)+ vid+ (Q − dx)+ xvj + P(vj, vs)+ vsvi+1 + P(vi+1, vj−1),
we obtain a spanning (t − 1)-ended system which contradicts the minimality of S. So that 1 ≤ j ≤ i− 2.
If vjvs ∈ E(G) for 1 ≤ j ≤ i − 2, then vj−1vs, vj+1x ∉ E(G) by Claim 5. Then vj−1vj+1 ∈ E(G) or vj−1x ∈ E(G) or
vj+1vs ∈ E(G) since G is K1,4-free. If vj−1vj+1 ∈ E(G), then replacing P and Q of S by
P1 = P(v0, vj−1)+ vj−1vj+1 + P(vj+1, vs)+ vsvj + vjx+ (Q − xd),
we obtain a spanning (t − 1)-ended system which contradicts the minimality of S. If vj−1x ∈ E(G), then replacing P and Q
of S by
P1 = P(v0, vj−1)+ vj−1x+ (Q − xd)+ dvi + P(vi, vs)+ vsvj + P(vj, vi−1),
we obtain a spanning (t − 1)-ended system which contradicts the minimality of S. If vj+1vs ∈ E(G), then replacing P and Q
of S by
P1 = P(v0, vj)+ vjx+ (Q − xd)+ dvi + P(vi, vs)+ vsvj+1 + P(vj+1, vi−1),
we obtain a spanning (t − 1)-ended system which contradicts the minimality of S.
So if xvj ∈ E(G) then vjvs ∉ E(G).
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Fig. 2. A triple complete graph.
Case 2. Now consider the case for R ≠ P .
Replace P and Q of S by
P1 = P(v0, vi)+ vid+ (Q − dx),
Q1 = P(vi+1, vs)+ vi+1vs, (a cycle or K1 or K2)
we obtain another spanning t-ended system of G having |SP | paths of order at least three. Since x is an end vertex of P1, by
Claim 10, if xuj ∈ E(G), then ujum ∉ E(G).
For Q = K2, all are similar but uses dx instead of (Q − dx) in Case 1 and Case 2. 
We now consider the case that N3(End(S)) ≠ ∅. Then by (4) there exist P ∈ SP and Q ∈ SC such that vi ∈ V (P) and
vi ∈ NG(v0) ∩ NG(vs) ∩ NG(x) for some x ∈ End(SC ) ∩ V (Q ).
Here we need to introduce a new structure other than paths and cycles. We call a graph constructed by three complete
graphs Km, Kn and Ks and all vertices of them join to a common vertex, a center, is a triple complete graph (see Fig. 2).
Claim 13. Let P = {v0, v1, . . . , vm} ∈ SP and Q ∈ SC such that vi ∈ V (P) and vi ∈ NG(v0) ∩ NG(vs) ∩ NG(x) for some
x ∈ End(SC ) ∩ V (Q ). Then ⟨V (P) ∪ V (Q )⟩G is a triple complete graph with vi as a center.
Proof. We first assume that 2 ≤ i ≤ s − 2. By Claim 4, {v0, vs, x} is independent. vi−1vs, vi−1x ∉ E(G) and v0vi+1, vi+1x ∉
E(G) by Claim 5. Since G is K1,4-free, then v0vi−1, vi+1vs ∈ E(G).
We now consider the case that Q is a cycle. Let x∗ be a vertex adjacent to x in Q . If x∗vj ∈ E(G) for some 1 ≤ j ≤ i − 1,
then we replace {P,Q } of S by
P(vj−1, v0)+ v0vi−1 + P(vi−1, vj)+ vjx∗ + (Q − xx∗)+ xvi + P(vi, vs),
and obtain a spanning (t − 1)-ended system which contradicts the minimality of S. By symmetry, the same for i+ 1 ≤ j ≤
s− 1. So x∗vj ∉ E(G) for j ≠ i.
Let there be a path R = {u0, u1, . . . , um} ∈ SP − {P} and x∗uj ∈ E(G) for some 1 ≤ j ≤ m − 1. If ujum ∈ E(G), then
x∗uj+1 ∉ E(G) by Claim 5. Since G is K1,4-free, j = m− 1 or uj+1um ∈ E(G) or x∗uj−1 ∈ E(G). If j = m− 1 or uj+1um ∈ E(G),
then replacing P,Q and R of S by
P1 = P(v0, vi)+ vix+ (Q − xx∗)+ x∗uj + R(uj, u0),
Q1 = P(vi+1, vt)+ vi+1vt , (a cycle)
R1 = R(uj+1, um)+ uj+1um, (a cycle or K1 or K2),
we obtain a spanning (t−1)-ended systemwhich contradicts the minimality of S. If x∗uj−1 ∈ E(G), then replacing P,Q and
R of S by
P1 = P(v0, vi)+ vix+ (Q − xx∗)+ x∗uj−1 + R(uj−1, u0),
Q1 = P(vi+1, vt)+ vi+1vt , (a cycle),
R1 = R(uj, um)+ ujum, (a cycle),
we obtain a spanning (t − 1)-ended system which contradicts the minimality of S. So if x∗uj ∈ E(G), then ujum ∉ E(G).
From the above facts, x∗ is not an unsuitable vertex and if x∗vi ∉ E(G), then by defining End(S) ∪ {x∗} − {x} as a new
End(S), we have a contradiction for minimality of N3(End(S)). So x∗vi ∈ E(G), and by repeating the above procedure for the
next vertex of x∗ ∈ V (Q ), all the vertices of V (Q ) are adjacent to vi in G. Then ⟨V (Q )⟩G is complete since G is K1,4-free.
In fixed End(S), consider
P2 = (Q − xx∗)+ x∗vi + P(vi, vs), (as P),
Q2 = P(v0, vi−1)+ vi−1v0, (as Q ) or
P3 = P(v0, vi)+ vix∗ + (Q − xx∗), (as P),
Q3 = P(vi+1, vt)+ vtvi+1, (as Q )
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then as given above all the vertices of V (Q2) and V (Q3) are adjacent to vi in G and ⟨V (Q2)⟩G and ⟨V (Q3)⟩G are complete.
Therefore ⟨V (P) ∪ V (Q )⟩G is a triple complete graph with vi is the center.
For the case of Q = K1 or K2 the result can be similarly derived.
If we assume that i = 1 or i = s− 1, then the result can be derived by a similar procedure. 
By Claim 13, we know that, in a K1,4-free graph G, a minimum spanning t-ended system S satisfying (1) with
End(S) satisfying (5) contains paths and cycles, some of which form triple complete graphs. Now we show that they are
disjoint.
Claim 14. Triple complete graphs formed by paths and cycles of aminimum spanning t-ended systemS satisfying (1)with End(S)
satisfying (5) are disjoint.
Proof. Let P = (v0, v1, . . . , vs) ∈ SP and Q ∈ SC and ⟨V (P) ∪ V (Q )⟩G is a triple complete graph in which vi ∈ V (P) is the
center.
By Claim 5, for every x ∈ V (N),N ∈ SC − {Q } and vj (j ≠ i), xvj ∉ E(G). Since G is K1,4-free, xvi ∉ E(G). So P cannot form
another triple complete graph.
Suppose that ⟨V (R) ∪ V (Q )⟩G is a triple complete graph, where R = {u0, u1, . . . , um} ∈ SP − {P}. Let uj be the center.
Then replacing P,Q and R of S by
P1 =
P(v0, vi)+ vix+ xuj + R(uj, um), if Q = K1 and {x} = V (Q ),
P(v0, vi)+ vix+ xd+ duj + R(uj, um), if Q = K2 and {x, d} = V (Q ),
P(v0, vi)+ vix+ (Q − xd)+ duj + R(uj, um), if Q is a cycle and xd ∈ E(Q ),
Q1 = P(vi+1, vs)+ vi+1vs, (a cycle or K1 or K2),
R1 = R(u0, uj)+ u0uj, (a cycle or K1 or K2),
we obtain a spanning (t−1)-ended systemwhich contradicts theminimality of S. SoQ cannot form another triple complete
graph. Hence the claim holds. 
We denote by SL, the set of paths in SP which form triple complete graphs. By Claims 13 and 14,
|SL| = |N3(End(S))|. (6)
Claim 15. |G| ≥ |SP | − |SL| + |SC | + degG(End(S)).
Proof. Let P = (v0, v1, . . . , vs) ∈ SP − SL. From (4) and Claims 5, 8 and 12, {v0}, NG(v0)∩ V (P), NG(End(S)−{v0})+ ∩ V (P)
and (N2(End(S))− NG(v0)) ∩ V (P) are pair-wise disjoint subsets of V (P), where
NG(End(S)− {v0})+ = {vj+1 : vj ∈ NG(End(S)− {v0})}.
So,
|P| ≥ 1+ |NG(v0) ∩ V (P)| + |NG(End(S)− {v0})+ ∩ V (P)| + |(N2(End(S))− NG(v0)) ∩ V (P)|
= 1+ |NG(v0) ∩ V (P)| + |NG(End(S)− {v0}) ∩ V (P)| + |(N2(End(S))− NG(v0)) ∩ V (P)|
= 1+ |NG(End(S)) ∩ V (P)| + |NG(End(S)− {v0}) ∩ NG(v0) ∩ V (P)| + |(N2(End(S))− NG(v0)) ∩ V (P)|
≥ 1+ |NG(End(S)) ∩ V (P)| + |N2(End(S)) ∩ V (P)|
= 1+
t−
i=1
|Ni(End(S)) ∩ V (P)| + |N2(End(S)) ∩ V (P)|.
Since P ∉ SL, N3(End(S)) ∩ V (P) = ∅ and Nj(End(S)) = ∅ for an integer j ≥ 4 by (2), we have
|P| ≥ 1+
t−
i=1
i|Ni(End(S) ∩ V (P))| for P ∈ (SP − SL). (7)
By (3), for every C ∈ SC , it follows that {x ∈ V (C) : |NG(x) ∩ End(S)| ≥ 2} = ∅, NG(v) ∩ End(S) = ∅ for the vertex
v ∈ V (C) ∩ End(S), and thus
|C | ≥ 1+
t−
i=1
i|Ni(End(S)) ∩ V (C)|. (8)
By Claims 1, 3 and 5, for every L ∈ SL, if x is not the center vertex of L, then |NG(x)∩ End(S)| = 1. If y is the center vertex
of L, then |NG(y) ∩ End(S)| = 3, NG(v) ∩ End(S) = ∅ for the vertex v ∈ V (L) ∩ End(S), and thus
|L| =
t−
i=1
i|Ni(End(S)) ∩ V (L)|. (9)
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Summing the inequalities in (7), (8) and (9) for all elements of S, we have
|V (S)| ≥ |SP | − |SL| + |SC | +
t−
i=1
i|Ni(End(S) ∩ V (S))|
|V (G)| ≥ |SP | − |SL| + |SC | +
t−
i=1
i|Ni(End(S))|
|G| ≥ |SP | − |SL| + |SC | + degG(End(S)). 
3. Proof of Theorem 2
Let G be a K1,4-free graph. Suppose that G does not have a spanning tree with at most k leaves. So by Lemma 4, G does
not have a spanning k-ended system. Choose a minimum spanning t-ended system S satisfying (1), with End(S) satisfying
(5) and not containing any unsuitable vertices.
Since t > k ≥ 2, we have t − |SL| ≥ 2. If t − |SL| = 2, then t = 3 and k = 2. So |SP | = 1, |SC | = 1, |SL| = 1. Hence
|G| ≥ 1+ degG(End(S))
we obtain a contradiction by Claim 4.
We now consider the case for t − |SL| ≥ 3.
Claim 16. If t − |SL| ≥ 3, then there is a spanning tree with t − |SL| leaves in G.
Proof. By Claim 15, there are |SL| triple complete graphs formed by paths and cycles of S. Let L be such a triple complete
graph. SinceL is an induced subgraph of G, if u, v ∈ V (L) and uv ∉ E(L), then uv ∉ E(G).
Since G is connected, there exists aminimal set X of edges such that paths and cycles, which do not form triple completes,
and triple complete graphs formed by elements of S together with X form a connected spanning subgraph H of G. We shall
construct a spanning tree with at most t − |SL| leaves of H . Since G is K1,4-free, if a vertex v ∈ V (G)− V (L) adjacent to the
center of L, then v must be adjacent to another vertex of L. Therefore, we may assume that no edge in X is incident with
the center of a triple complete graph. So for any triple complete graph L in H , there exists an edge eL ∈ X incident with a
vertex vL ofL, where vL is not the center ofL. ThenL has a spanning tree with 3 leaves, one of which is vL, and we replace
Lwith this tree.
For any cycle C , which does not form triple complete graphs, there exists an edge eC ∈ X incident with a vertex vC
of C . Delete an edge of C incident with vC . In this way we get a spanning tree T of H . By the construction, for each triple
complete graph L, the number of leaves of T contained in L is at most 2, and, for each path and cycle, which do not form
triple completes, the number of leaves of T contained in them is at most 2 and 1 respectively.
Hence T has at most t − |L| leaves in H , so in G. 
By Claim 16, we have t − |SL| > k. Since t = 2|SP | + |SC |, then
2|SP | + |SC | − |SL| > k.
Since |SC | − |SL| ≥ 0 by Claim 14,
|SP | + |SC | − |SL| > k2 .
Hence
|V (G)| ≥ |SP | − |SL| + |SC | + degG(End(S)),
|V (G)| > k
2
+ degG(End(S)),
we obtain a contradiction by Claim 4. The proof of Theorem 2 is complete.
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