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 Chapter 1 
1 General introduction 
Intra- and inter-molecular interactions determine a number of dynamical properties 
such as energy transfer, vibrational relaxation and exciton diffusion, in bio- and 
energy-related materials. An understanding of these processes is indispensable for 
predicting more complex properties (e.g. hydrogen bonding and structural 
organization) as well as for designing new materials with desirable properties.  
This chapter introduces a general explanation of intra- and intermolecular 
interactions and the molecular systems in which these are experimentally studied. 
It further presents an overview of the principles of ultrafast spectroscopic 
techniques, which are used for unraveling the intra- and intermolecular 
contributions in the studied systems. 
 
  
Chapter 1. General Introduction 
2 
 Intra- and Intermolecular interactions 1.1
On the molecular level, interactions can be characterized by their origin. 
Interactions between atoms within a single molecule or interactions between atoms 
in two (or more) molecules: intramolecular and intermolecular
1
 (Figure 1.1). Both 
types of interactions control molecular and atomic movement thereby determining 
chemical, physical and dynamical properties of materials. Quite often, one of the 
two interactions plays a more essential role than the other in dynamical properties 







other times, both are essential
13,15
. Therefore, it is important to understand the 
effect of intra- and/or intermolecular interactions on the chemical/physical as well 
as the dynamical properties of the materials.  
 
Figure 1.1 Schematic representation of (a) intramolecular interaction within N-methylacetamide 
molecule; amide I (CO stretching) and amide II modes (NH bending and CN-stretching) are highlighted 
by the red and green dashed boxes respectively; (b) schematic representation of the relaxation 
pathways between amide I and amide II modes within the peptide unit (detailed description can be 
found in Ref.16). (c) intermolecular interactions between small organic dye molecules TPA-2T-DCV-Me 
due to dense packing. (d) schematic representation of exciton (a delocalized electronic-hole pair
14
) 
diffusion due to intermolecular interactions in a densely packed film. 
 Intramolecular interactions 1.1.1
According to the classical definition, the intramolecular interactions occur within 
one molecule and exist between different atoms in a molecule as ionic, covalent 
1.1 Intra- and Intermolecular interactions 
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(both polar and nonpolar) and metallic bonds
17
. The intramolecular interactions 
determine the chemical behavior of a substance and they are typically much 
stronger than the intermolecular forces, resulting in stable molecules in well-
defined configurations. 
In the current Thesis the vibrational (Chapters 2-4) or electronic (Chapter 5) 
modes are of the primary interest. Vibrations interact with each other within one 
molecule
18–21
 via potential anharmonicity (“through bond”) as for example amide I 
and amide II modes
22–26
 (Figures 1.1a and b), or “through” space as in small 
peptides/proteins
25,27
. Similarly, electronic wavefunctions that belong to different 
molecules, can be efficiently delocalized into exciton states or that can result in 
excitation transfer if the molecular states are near degenerate
28
 (Figures 1.1c 
and d).  
 Intermolecular interactions 1.1.2
Intermolecular interactions are formed between individual molecules with the 
strongest interactions due to their charge distributions
17
. Intermolecular interactions 
determine not only the state of the matter (solid, liquid or gas) but also its 
photophysical properties, structural organization, and energy transfer between 
different molecules. Similarly to intramolecular interactions, the intermolecular 
interactions responsible for mixing of excited states can be approximated in terms 
of coupling of dipole moments (dipole-dipole interactions) of vibrational modes
29–32
 
(Chapters 2-4) or electronic wavefunctions
13,33,34
 (Chapter 5).  
 
Figure 1.2 Schematic representation of dipole-dipole interactions between NMA molecules. The arrows 
show the transition dipoles which are associated with amide I (red arrow) and amide II modes (green 
arrow). The parameters of transition dipoles can be found in Ref.35. 
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 Hydrogen bonding 1.1.3
Hydrogen Bonding (HB)
36
 is a special kind of intermolecular interaction that occurs 
between specific atoms. HB is characterized by the interaction of hydrogen (H) in a 
polar bond and an electronegative atom: nitrogen (N), fluorine (F) or oxygen (O) 
(for example N-H, O-H, or F-H). A schematic representation of HB can be written 
as A-H···B or A-H···A, where are A and B represents an electronegative atom of O, 
N or F. These electronegative atoms have at least one lone pair, which facilitates 
the HB interactions. Different definitions of HB include geometric criteria involving 
various angles
37–39
 (the classical one is the A-H···B angle) of HB; the length of the 
HB
40,41
, and - more rigorously, but harder to determine - the binding energy
42,43
. 
The importance of HB in the structure and dynamics
31,44–46
 of organic, inorganic, 
and hybrid materials promoted a great scientific interest in studying HB, using a 




 Intra- and Intermolecular Interactions in the Systems 1.2
Under Study 
 Hydrogen bonding in biological systems  1.2.1
The first suggestion that HB plays a crucial role in peptide and protein structures 
dates back to 1936
49





resolution protein structure of myoglobin (1960) has shown that backbone HBs play 
a key role in peptides/protein structures. After obtaining the structure of 
myoglobin
52
 the HB was described for many individual proteins in detail
26,53
. One of 
the basic HB group in proteins/DNA is the peptide unit (-CONH-), which is a part of 
the polypeptide chain. Therefore, the NH group can form one HB, acting as the HB 
donor, while the C=O group can accept up to two HBs, using the two lone pairs of 
oxygen.  
The extensive studies of HB in proteins have shown that almost all of N-H and 
C=O groups tend to form HB. However, due to the bulky structure and high number 
of residues, which form intra- and intra-molecular HBs, the study of HB dynamical 
properties can be challenging. Simple molecules, for example, the small building 
blocks for the peptide linkage of polypeptides and proteins, can be used to 
overcome this complication. N-methylacetamide (NMA) is composed of a single 
peptide unit (Figure 1.3a) and can accept up to two HBs and donate up to two HBs. 
Therefore, an extensive HB network is formed between NMA-NMA and/or NMA-
solvent molecules. Due to all these properties NMA is widely used in spectroscopic 
studies
30,54–62
 as a simple model of the linkage between peptide units. Moreover, by 
varying the concentration of NMA molecules in a solution it becomes possible to 
1.2 Intra- and Intermolecular Interactions in the Systems Under Study 
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estimate the contribution of intra/intermolecular interactions to HB dynamics, 
energy transfer and structural properties. 
 
Figure 1.3 (a) NMA molecule, a single peptide unit is shown by the dashed box; (b) Schematic 
representation of HBs between NMA-NMA and NMA-solvent (as the solvent, a water molecule is 
considered) molecules. 
 Intra- and intermolecular HB in alcohols 1.2.2
An alcohol is any organic compound, containing one or more hydroxyl functional 
groups (-OH)
17
, which is attached to the alkyl group R. Monoalcohols considered in 
this Thesis, form a sub-class of alcohols which has a general formula CnH2n+1-OH. 
In the alcohol molecules the OH group makes it possible to form an intermolecular 
HB between other alcohol molecules and a wide variety of polar solvents. There 
are several properties, which make the alcohols and solutions of alcohols very 
attractive for studying intermolecular HB dynamics by non-linear spectroscopy. 
Firstly, alcohol molecules are easily dissolved in a wide range of polar and non-
polar solvents since the alcohol molecules contain both the polar (-OH) and non-
polar groups (CnH2n+1). Secondly, the alcohol molecules accept up to two HBs and 
donate one. Therefore alcohol molecules do not form an extensive 3D HB network 
that is so characteristic for liquid water
63,64
. The balance between 
accepted/donated HBs in alcohols is the same as in NMA molecules (considered in 
the previous section), however, an important difference is that alcohol molecules 
do not contain peptide unit(s). Finally, the size and shape of alcohol molecules are 
easily varied by changing the length and branching of alkyl chain group. 
Chapter 1. General Introduction 
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Figure 1.4 Schematic representation of intermolecular HBs which occur between alcohol and 
alcohol/solvent molecules 
 Intra- and intermolecular interactions in star-shaped molecules 1.2.3
Extensive chemical research resulted in the design of new molecules, which 
possess the desirable photophysical properties. Small molecules
14,65–68
 (SMs) are 
attractive for their high purity, solubility, strong and broadband absorption 
coefficient which makes them a promising candidate for organic solar cell 
applications. Several extensive studies have been devoted to the star-shaped SMs 
(SSMs) that are based on a triphenylamine (TPA) core
13,14,69,70
 (Figure 1.5a). The 
SSMs with their quasi-two-dimensional spatial structure
69
 have been widely used in 
photovoltaics. The high symmetry of molecules leads to an increase in the 
pathways for light harvesting and due to their high symmetry, SSMs exhibit 
fascinating intramolecular photophysics
13,14
. Additionally, it was shown that the 
number of conjugated segments in the SSM arm influences the absorption band 
region, absorption coefficient and molecular orbital levels
71
. Therefore, 
intramolecular interactions are one of the keys to understanding the photophysical 
properties of the molecule. However, the weak intermolecular interactions such as 
π-π stacking, charge transfer, and van der Waals interactions play an important 
role as well, because they define the supramolecular architecture in solid films. 
Thus, it is crucial to understand how the structure of a designed molecule 
influences its physical and optical properties; how intra- and intermolecular 
interactions affect the charge/exciton dynamics in the SSM solid films. 
The intra- and intermolecular photophysical characteristics of SSMs can easily 
be separated by studying them either in solid films or in diluted liquid/solid 
solutions, which extends the range of research methods available. Another 
possible approach to distinguish the intra- and intermolecular contributions is a 
chemical modification of the initial SSM (Figure 1.5b), which changes the molecular 
structure to a non-symmetric one. This result in diminished intramolecular 
interactions.  
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Figure 1.5 (a) An SSM molecule with the TPA core donor and dicyanovinyl acceptor end groups
13
 and 
(b) its linear analogue
72
. 
 Goals and Objectives of the Thesis 1.3
The current Thesis is devoted to a study of ultrafast dynamical processes, which 
occur in bio- and energy-related materials due to intra- and intramolecular 
interactions. The Thesis aims to provide an answer to the following question: what 
kind of interaction – intra- and/or intermolecular – mostly influences (or even 
determines) ultrafast dynamical properties (such as HB dynamics, energy transfer, 
exciton diffusion) in different materials.  
To reach this goal, the following objectives are posed: 
1) To evaluate energy transfer (Chapters 2) and exciton diffusion (Chapter 5) 
dynamics in condensed phase systems  
2) To identify the difference in energy transfer pathways and dynamical 
properties between a homogeneous system (Chapter 2) in comparison with a 
heterogeneous system (Chapter 3) 
3) To compare contributions of intramolecular interactions (Chapters 4 and 5) 
and intermolecular interactions (Chapters 2,3, and 5) to the following bulk 
systems: NMA (Chapters 2, 3) and SSMs (Chapter 5). 
4) To demonstrate the importance of intermolecular interactions for HB 
dynamics by considering a strongly diluted system, where the intermolecular 
interactions are negligibly weak (Chapter 4) 
To fulfill these objectives, time-resolved IR and visible spectroscopy were used 
as experimental tools. Their general description is given in the next Section.  
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 Infrared Spectroscopy 1.4
The first detection of the infrared radiation
73
 can be considered as a starting point 
of infrared (IR) spectroscopy. Generally speaking, infrared spectroscopy is the 
study of the interaction of matter with IR light. Infrared light has three well-defined 
regions: near infrared (13000-4000 cm
-1







. The mid-IR region is widely used because molecules 
(both organic and inorganic) have the functional groups, which absorb light in this 
region. Therefore, the spectral features, which are characteristic for different 
vibrational modes makes it possible to obtain information about functional chemical 
groups. As a result of this, the linear and non-linear spectroscopic techniques 
based on IR are widely used for revealing the structures of the chemical 
compounds. Moreover, the time-resolved methods
75-77
 provide information about 
bond dynamics occurring in the studied sample.  
 Linear spectroscopy 1.4.1
Linear IR spectroscopy is a technique based on the fact that chemical bonds inside 
a molecule absorb the energy of resonant photons (Figure 1.6). The most common 
method of obtaining the linear spectrum consists of passing the IR radiation 
through a sample and determining the fraction of the incident light 
transmitted/absorbed at a specific wavelength. The output is an 
absorption/transmission spectrum, where each peak (or band) corresponds to a 
specific vibration of the molecule
74
.  
Linear IR spectroscopy provides a lot of information about molecular 
composition through the vibrational frequencies. However, linear spectroscopy is a 
steady-state technique, which is not helpful in understanding dynamical processes, 
which occur in the system after the absorption of the IR light. To obtain such 
dynamical properties, non-linear methods are needed. 
 Time-resolved non-linear IR spectroscopy 1.4.2
Time-resolved non-linear spectroscopy provides information about the dynamics of 
the system via the temporal evolution of the spectrum after initial excitation. The 
use of short light pulses leads to a high temporal resolution of the system evolution. 
In the current thesis, ultrashort femtosecond (1 fs=10
-15
 s) laser pulses with a 
duration of ~100 fs are used
78
, which allows one to track the system dynamics at 
sub-ps time scales.  
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Figure 1.6 Energy levels diagram of a molecule, where Sn denotes the electronic energy level and Vn 
states for vibrational energy levels. The absorption of IR light (red arrows) leads to the vibration of 
chemical bonds. The absorption of UV/visible light causes an electron to move from ground state to 
higher energy level. 
 Time-resolved pump-probe spectroscopy 1.4.3
One of the most widely used time-resolved IR techniques is pump-probe 
spectroscopy. A schematic representation of the experimental setup is shown in 
Figure 1.7a
79
. The pump and probe pulses should have a spectrum which covers 
absorption lines of interest in the vibrational manifold.  
The first intense pulse (the pump, the bold red arrow at the energy level 
diagram, Figure 1.7b) is used to bring the system to a non-equilibrium state by 
exciting a portion of the molecules from the ground state to first excited state. After 
the excitation, these molecules do not absorb light at the frequency of excitation 
any longer while the already-excited molecules can be stimulated to emit a photon; 
as the result, bleaching/stimulated emission appears at the frequency of |0>-|1> 
transition (the red-colored trace in Figure 1.7c). At the same time, the transition of 
the excited molecules from the first excited state to higher-lying states becomes 
possible, thereby producing an induced absorption signal (the blue-colored trace in 
Figure 1.7c). The frequency of the |0>-|1> transition is higher than the |1>-|2> 
transition due to anharmonicity so that the excited-state absorption can be readily 
separated from the bleaching/stimulated emission (and the anharmonicity value 
can also be obtained). The pump-probe signal decays with the increase in delay 
Chapter 1. General Introduction 
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time between the pump and probe pulses. The processes which lead to the signal 
decay include population relaxation, reorientation of molecules, and energy 
transfer. Therefore, the pump-probe signal contains contributions from different 
dynamical processes whence spectral-temporal characteristics may be retrieved.  
  
Figure 1.7 (a) Schematic representation of the pump-probe experimental setup. The polarizer after the 
sample selects the parallel, perpendicular or magic angle polarization component of the signal. (b) 
Three-level energy diagram of a vibrational mode. The first intense pulse (thick red arrow) transfers a 
part of the population from |0> ground state to a |1> excited state. The delayed probe pulse detects the 
bleaching/stimulated emission (the thin red arrows) at ω01 frequency or excited state absorption at 
frequency ω12 (blue arrow). (c) The resulting pump-probe signal where red and blue colors correspond 
to bleaching/induced absorption and induced absorption, respectively. 
To exclude the contribution of molecular reorientation to relaxational dynamics, the 
time evolution of the so-called isotropic response should be obtained
80
. One of the 
methods to obtain the isotropic response Iiso(t) is the polarization-resolved pump-
probe measurements. Iiso(t) can be constructed from parallel and perpendicular 




𝐼∥(𝑡) + 2 · 𝐼⊥(𝑡)
3
  
where 𝐼∥(t) and I(t) are the components of the probe, polarized parallel and 
perpendicular with respect to the pump, respectively. An alternative, but equivalent, 
approach to obtain the isotropic pump-probe signal is to use the ‘magic angle’ 
orientation between polarizations of the pump and probe pulses. In the 
          (Eq. 1.1) 
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approximation of a single-dipole, isotropic three-dimensional distribution, the magic 
angle equals to 54.7° 
81
.  
The second fundamental process which contributes to the decay of pump-probe 
signal is reorientation of the molecules (Figure 1.8a). Due to rotational diffusion the 
transition dipole orientation of the initially excited molecules changes in time, and 
therefore the pump-probe signal decays. The timescales of reorientational 





𝐼∥(𝑡) + 2 · 𝐼⊥(𝑡)
 
where the population relaxation component is factorized out. Most of the liquids 
(Chapters 2-4) are characterized by high orientational disorder, which in turns 
leads to the anisotropy decay (Figure 1.8b).   
 
Figure 1.8 Schematic representation of rotational anisotropy decay in liquids 
However, molecular reorientations are not the only factors that contribute to the 
anisotropy decay. When the molecules under study interact, the excitation could be 
transferred from one molecule to another due to dipole-dipole coupling, giving rise 
to intermolecular energy transfer
3,6,82
 (Figure 1.9). The acceleration of the 
anisotropy decay is attributed to the fact that the energy transfer occurs from the 
preferentially excited vibrations to a molecule with random orientation
3,4,6,83
. The 
dipole-dipole interactions will be promoted in close packing of the molecules, e.g. in 
(concentrated) solutions or solid films. The energy transfer could also be mediated 
by HB, which keeps the distances between the vibrational oscillators short and may 
even maintain their mutual orientations
3,6,82
. 
A number of important dynamical properties of the system can be extracted 
from the pump-probe experiments. However, as was discussed above, the pump-
probe spectrum is determined by a combination of many processes (e.g. 
population relaxation, reorientational dynamics, intermolecular energy transfer). 
                    (Eq. 1.2) 
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Therefore, it is crucial to separate all these processes from each other. Each 
Chapter of this Thesis concerns one or few processes, which occur in a given 
system under study, and the methods for extracting the timescales are discussed 
in detail. In this regard, the assignments of timescales and the very interpretation of 
the molecular processes call for close collaboration with theory such as molecular 
dynamics and spectral simulations. 
   
Figure 1.9 Schematic representations of the systems (a) without and (b) with intermolecular energy 
transfer. (c) Comparison of the transient anisotropy in the two systems, where intermolecular energy 
transfer does not occur (black line) and does occurs (red line). The decay of anisotropy in the system 
with intermolecular energy transfer accelerates as the result of energy transfer between differently-
oriented dipoles. 
 2D spectroscopy 1.4.4
Linear spectroscopy provides static information about the |0>-|1> transitions, the 
pump-probe spectroscopy provides the timescales of relaxation and rotational 
dynamics. However, disentangling the information on, for instance, the coupling of 
different modes (e.g., chemical exchange), local environment fluctuations and HB 
rearrangement is not straightforward and typically requires multiple pump-probe 
experiments with a number of different pump frequencies. 2D-IR spectroscopy
75-77
 
is convenient and the easiest way to unravel the underlying information. 
As was mentioned above, 2D-IR can be considered as a series of the pump-
probe experiments
83
 with many different excitation spectra, thereby providing 
spectral resolution along two frequency axis – one for the pump and another for the 
probe. While the probe frequency axis is naturally delivered by a spectrally-
resolved probe, the easiest way to obtain the pump frequency axis is to use two 
pump pulses. By varying the time delay between these pulses, their interference 
pattern is imposed on the system excitation. The Fourier transform of this 
interference pattern provides the frequency axis of the pump.  
1.4 Infrared Spectroscopy 
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For the 2D-IR experiments, the so-called “pump-probe” geometry (with two 
collinear pump and one probe pulse) is used (Figure 1.10). The pump frequency 
dimension (excitation frequency, ω1) is obtained by varying the coherence time τ 
between two pump pulses. The system is allowed to evolve for a given waiting time 
T between the probe and one of the pumps. To obtain the probe frequency 
dimension ω3, the spectrum of the probe pulse after the sample, is recorded. The 
real part of the Fourier transform over the coherence time provides the ω1-
dimension thereby producing the purely absorptive 2D spectra. 
 
Figure 1.10 (a) Layout of 2D-IR setup in the pump-probe geometry. The probe frequency ω3 is 
measured with a multichannel spectrometer. (b) The excitation frequency ω1 is obtained from the 
Fourier transform over the coherent time τ the time-dependent spectrum, which contains the information 
about spectral fluctuations. (c) The 2D-IR spectrum obtained using a vibrational mode consists of 
bleaching/stimulated emission (|0>-|1> transition, red color) and induced absorption ((|1>-|2> transition, 
blue color) peaks; an energy level diagram is like the one in Figure 1.7) 
One of the powerful features of 2D spectroscopy is the retrieval of dynamical 
information from the temporal frequency fluctuations of the reporter mode
75,84
. 
Given short waiting times, the correlation between the initial excitation of the 
system and its response is strong, i.e. the excitation and detection frequencies of 
the oscillators match very well. The result is that the 2D-IR spectrum has a 
diagonally elongated shape (Figure 1.11a). With the increase in waiting time, the 
local environment imposes fluctuations onto the system thereby changing its 
oscillation frequency. The correlation decreases, which results in evolving the 
spectral shape toward a more rounded one (Figure 1.11b). Given very long waiting 
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times, the correlation disappears completely, and the 2D-IR spectrum acquires a 
round shape (Figure 1.11c). 
 
Figure 1.11 Evolution of a 2D-IR spectrum shape with increasing of waiting time T. (a) the diagonal 
elongation indicates strong correlation between excitation and probed frequencies. (b) as the system 
evolves in time, its frequency is randomized, and the shape becomes less elliptical; (c) the correlation is 
completely lost; the spectrum has a round shape.  
 
Figure 1.12 Schematic representation of a 2D-IR spectrum of (a) two uncoupled vibrational modes, (b) 
two coupled modes. Due to the coupling the cross-peaks AB appear. For the sake of simplicity, the 
induced absorption peaks are not shown.  
Another powerful feature of 2D spectroscopy is the information on the coupling 
between vibrational modes within the studied system. The 2D spectrum consists of 
so-called diagonal peaks (A and B, Figure 1.12a), where the central frequencies of 
the peaks coincide with the central frequencies of the absorbing modes. If two or 
more modes are coupled, their interaction is easily detected because cross-peaks 
arise (AB, Figure 1.12b). One of the easiest explanations of the cross-peak 
occurrence due to coupling is two pendulums (oscillators) connected via a spring 
(electronic density). When we excite one of the oscillators, the other oscillator 
starts to move as well. The strength of the coupling determines the amplitude of the 
1.4 Infrared Spectroscopy 
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cross-peak signal. Vary the waiting time T of the spectral shape, and signal 
intensities of the peaks evolve. These changes contain important information about 
the local environment of the respective vibrational mode. 
 Frequency-frequency correlation function and Center Line Slope 1.4.5
analysis 
The temporal evolution of 2D-IR spectra (Figure 1.11) contains information about 
the spectral diffusion (e.g. structural evolution of the system, environmental 
dynamics etc.)
85
. The spectral diffusion can be quantified
86
 from the temporal 
evolution of the frequency-frequency correlation function (FFCF)
86
. However, the 
direct retrieval of the FFCF from the 2D-IR spectra is complex as it involves 
multiparameter nonlinear fitting optimization
85,87,88
. The computational complexity 
promoted the development of simpler methods, which allowed one to obtain the 
function directly from the experimental data. A large number of methods, such as 
the inverse centerline slope
85
, the 2D Gaussian correlation
89
, nodal line 
slope
30,90,91





Center Line Slope (CLS)
86,96
 analysis were designed; all of them approximate and 
each of them having their own advantages and disadvantages
97
. 
One of the easiest methods for analyzing the experimentally measured 2D-IR 
spectra is CLS analysis. CLS at time T is defined as the slope of the line that 







The CLS function represents the FFCF fairly well
98
. The slope values vary in the 
range from 1 (for a system with perfect correlation between excitation and probe 
frequencies, Figure 1.11a) to 0 (a system with no correlation, Figure 1.11c). CLS is 
not significantly influenced by a small value of anharmonicity shift, which in turn 
can lead to the distortion of the band shapes
86,97
; CLS is not affected by solvent 
background absorption
86
. In the scope of this Thesis, I considered the CLS analysis 
for extracting quantitative information from the spectral dynamics derived from the 
experimental 2D-IR spectra. The quality of the extracted FFCF can be validated by 
performing the same procedure on the corresponding theoretical data, where the 
FFCF can be readily calculated directly as well. 
Figure 1.13 illustrates the algorithm of obtaining the CLS value from 2D-IR 
spectrum over a given waiting time T. At each value of excitation frequency ω1 a 
slice (Figure 1.13a, thick vertical black line) is taken through the 2D spectrum. 
Each slice is a spectrum (Figure 1.13b, blue circles) which has a maximum ω3,max 
frequency (Figure 1.13b). This procedure repeats for a desirable range of ω1 
          (Eq. 1.3) 
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frequencies (Figure 1.13a, thick grey lines). The curve which connects the resulting 
(ω1;ω3,max) points (Figure 1.13a, blue dots) is the “center line” (Figure 1.13a, thick 
black curve). The resulting center line is fitted with a linear function over ω1 




Figure 1.13 An illustration of the algorithm for extracting the CLS from a 2D-IR spectrum. (a) 2D-IR 
spectrum over a given waiting time T with superimposed center line (thick black curve); the black and 
grey lines correspond to a spectrum slices at different excitation frequencies; blue dots show (ω1; ω3,max) 
points. (b) Spectrum of a “sliced” 2D-IR spectrum with denoted maximum ω3,max frequency. (c) The 
temporal evolution of CLS values. 
 UV/Vis Spectroscopy and Time-Resolved 1.5
Photoluminescence  
In the previous Sections vibrational transitions were considered. Electronic 
transitions (Figure 1.6) occur when a molecule absorbs ultraviolet and visible 
(UV/Vis) light. The spectra of the electronic transitions contain important 
information about such simple optical properties
99 
as the energy bandgap. 
Furthermore, one of the most powerful advantages of UV/Vis spectroscopy is its 
ability to unravel electron dynamics. For instance, in molecules with donor and 
acceptor groups the electronic transitions are accompanied by intramolecular 
and/or intermolecular energy transfer.  
Similar to linear absorption experiments in the IR region, the steady-state 
absorption and photoluminescence (PL) spectra typically do not provide any 
dynamical information. In order to obtain this kind of information, time-resolved 
spectroscopy is used
100
. The approach, which allows tracking the evolution of PL 
signal in time, is called time-resolved PL spectroscopy. In the current Thesis, the 
time-resolved PL spectroscopy is used to determine timescales of intra- and inter-
molecular energy migration in small molecules.  
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 Scope of the Thesis  1.6
In the current Thesis, the dynamical properties of liquids and solid films are studied 
by ultrafast spectroscopy. It is shown that molecules with a single peptide unit (-
CONH-) form well-organized structures that promote intermolecular energy 
transfer; this is atypical for liquids since liquids tend to be disordered. If such 
molecules are dissolved in water, the energy migration between molecules is 
largely unaffected but the molecules begin to experience a hydrophobic collapse. 
Similarly, spectroscopy on diluted alcohols demonstrates that the dynamical 
properties of bulk alcohols are determined by intermolecular interactions while the 
intramolecular ones play a minor role. In contrast, for solid films of organic 
photovoltaic materials, both intra- and intermolecular interactions are crucial for 
energy transfer and exciton dynamics. 
The main findings of this Thesis are the following: 
1) NMA molecules tend to form well-organized structures even in the liquid 
phase, which is very atypical for the liquid phase. 
2) In water-NMA mixtures, a hydrophobic collapse is observed which 
suggests that this is an intrinsic property of the amino acid backbone units. 
3) The HB dynamics of strongly dissolved linear alcohol molecules are similar 
for a wide range of alkyl group sizes. 
4) The high symmetry of small star-shaped molecules promotes ultrafast 
intramolecular energy transfer, while the intermolecular energy transfer is 
almost independent of the molecular structure. 
The thesis consists of 5 chapters, including this general introduction 
(Chapter 1). Each chapter considers a system in which intra- or/and inter-molecular 
interactions are studied with linear and/or non-linear spectroscopy.  
In Chapter 2, the bulk liquid N-methylacetamide (NMA) is studied by 2D-IR 
spectroscopy. NMA is chosen as a model system for peptides and proteins due to 
its convenient properties such as i) NMA contains a single peptide unit (-CONH), 
and ii) NMA forms intermolecular HBs. Through a comparison of the linear and 
non-linear (2D) IR spectra obtained experimentally, with the results of spectral and 
molecular dynamical simulations, I unravel the most abundant NMA species, which 
appeared to be chains of HB NMA molecules. Diffusion of vibrational excitations 
between NMA molecules is determined from a comparison of experimental 
anisotropy decay with theoretical rotational correlation function and population 
transfer function. Although NMA is a liquid, NMA molecules tend to form well-
aligned chains via intermolecular HBs. In turn, such a structure facilitates the 
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diffusion of vibrational excitation along these ordered chains instead of random 
migration thereby retaining orientations of transient dipoles  
Chapter 3 extends the study of NMA to a more realistic model of biological 
systems, NMA-water mixtures. The NMA-water mixture is studied by 2D-IR 
spectroscopy combined with molecular dynamical-spectral simulations. In a striking 
contrast to hydrogen-bonded chains of NMA molecules in condensed phase, the 
NMA molecules in the mixture tend to form clusters. Biological systems show a 
similar behavior, when a polypeptide interacts with a polar solvent; the polypeptide 
tends to form an energetically favorable structure as a cluster with a hydrophobic 
core and a hydrophilic surface (the so-called "hydrophobic collapse"). Calculated 
radial distribution functions of pure NMA, water, and NMA-water samples confirm 
the occurrence of the “hydrophobic collapse” in such a simple system. 
In Chapter 4, the contribution of intramolecular interactions to the hydrogen 
bonding (HB) dynamics in strongly diluted primary, secondary and tertiary alcohols 
are discussed. Previous studies of bulk alcohols where both intramolecular and 
intermolecular interactions exist showed a strong dependence of HB dynamics on 
the size of the alkyl chain group. Here, the alcohol molecules are strongly diluted in 
a polar solvent (acetonitrile) to avoid clusterization of the alcohol molecules and 
thereby to exclude the effect of intermolecular interactions. The HB dynamics are 
investigated by pump-probe and 2D-IR spectroscopy on the OH stretching mode 
and supported by theoretical spectral calculations. All studied alcohols show similar 
vibrational lifetimes of the OH stretching mode and similar HB dynamics, which is 
described by the fast (~200 fs) and slow components (~4 ps). The sharp contrast 
with the bulk alcohols, where both intra- and intermolecular interactions take place, 
suggests that in the bulk alcohols the difference in dynamics originates from 
intermolecular interactions.  
Chapter 5 concerns intra- and intermolecular contributions to exciton dynamics 
in densely packed films of linear and star-shaped small molecules. These 
molecules have recently attracted great interest due to their application in 
photovoltaic devices, in particular, in organic solar cells. Two different molecules 
were studied: a star-shaped molecule N(Ph-2T-DCV-Et)3 with a symmetric 
structure and its single-arm analogue TPA-2T-DCV-Me with a non-symmetric 
structure. In the former, the excitation energy is redistributed within the molecule 
via intramolecular interactions while in the former such a process is not present. To 
control the intermolecular coupling as a function of distance, the molecules were 
dissolved in a solid matrix at different concentrations, and their time and 
polarization-resolved photoluminescence was measured. Both molecules 
demonstrated similar trends at shorter intermolecular distances: i) the population 
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relaxation accelerates due to self-quenching; ii) the transient anisotropy speeds up 
due to Förster-like intermolecular energy transfer. The only but substantial 
difference between the molecules is that the anisotropy of the star-shaped 
molecules is rapidly (faster than the experimental resolution) scrambled even at 
long distances due to high molecular symmetry.  
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2 Interplay Between Hydrogen Bonding and 
Vibrational Coupling in Liquid N-
methylacetamide 
Intrinsically disordered proteins play an important role in biology, and unraveling 
their labile structure presents a vital challenge. However, the dynamical structure of 
such proteins thwarts their study by standard techniques such as x-ray diffraction 
and NMR spectroscopy. Here, we use a neat liquid composed of N-
methylacetamide molecules as a model system to elucidate dynamical and 
structural properties similar to those one can expect to see in intrinsically 
disordered peptide systems. To examine the structural dynamics in the neat liquid, 
we combine molecular dynamics, response-function based spectral simulations, 
and two-dimensional polarization-resolved infrared spectroscopy in the amide I 
(CO stretch) region. The two-dimensional spectra reveal delicate interplay between 
hydrogen-bonding and intermolecular vibrational coupling effects, observed 
through fast anisotropy decay. The present study constitutes a general platform for 
understanding the structure and dynamics of highly disordered systems. 
 
The current chapter is based on the following publication: 
Ana V. Cunha, Evgeniia Salamatova, Robbert Bloem, Steven J. Roeters, Sander 
Woutersen, Maxim S. Pshenichnikov and Thomas L. C. Jansen, J. Phys. 
Chem.Lett. 2017, 8, 2438-2444.  
https://pubs.acs.org/doi/abs/10.1021%2Facs.jpclett.7b00731 
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 Introduction  2.1
Proteins, the engines of living systems, control essentially all the processes that 
occur in cells. Well-defined structural parts of proteins are responsible for their 
biological activity. These systems have been extensively studied with molecular 
dynamics and spectroscopic modeling. However, more recently it has been 
discovered that intrinsically disordered proteins (IDPs) can also have important 
biological functions, such as signaling and DNA translation/transcription
1-4
.IDPs are 
characterized by weaker interactions, low quantities of bulky side chains, and 
sequence simplicity. The intrinsic disorder results in lower structural stability and in 
an absence of well-defined secondary structure domains. This provides new 
challenges to molecular dynamics and spectroscopic modeling as the low structural 
stability allows rapid fluctuations between different conformations, which is crucial 
for their function. To benchmark the modeling of such systems we utilize a small 
molecule mimic, N-methylacetamide (NMA)
5-8
, as it is composed of a single peptide 
bond. In the dynamically disordered hydrogen-bonded bulk liquid the NMA 
molecules interact with each other in a way similar to intrinsically disordered 
proteins. The molecules have one hydrogen bond accepting oxygen atom and one 
donating hydrogen atom, as each peptide unit in the protein backbone, which 
allows fast forming and breaking of hydrogen bonds.   
Nuclear magnetic resonance and X-ray crystallography methods are powerful 
tools to determine structure and dynamics of most biological systems. 
Nonetheless, the main limitation of these techniques is rooted in the fact that they 
are not well suited to probe sub-nanosecond dynamics. Two-dimensional infrared 
spectroscopy (2D-IR) has been used as a novel method to probe transient 
structure of biological systems
8-13
, thus providing dynamical and structural 
information on femto- to the pico- and nanosecond timescales. The amide I mode, 
dominated by the CO stretch and NH bending, is the most probed mode in 2D-IR 
spectroscopy of proteins due to its strong absorbance and high sensitivity to 
hydrogen bonding and secondary structure
3,14
. Nevertheless, the distribution of 
different hydrogen bonding environments and vibrational delocalization 
phenomena arising from intermolecular vibrational coupling result in strongly 
congested spectra, which are challenging to interpret. Theoretical methods 
developed recently are of great support to overcome this limitation
15-27
. The 
combination of classical Molecular Dynamics with response function methods, due 
to their low computational cost and high accuracy, has become a powerful tool to 
model 2D-IR spectra
4,16,20,28-30
. Conceptually, a time-dependent Hamiltonian 
containing the site frequencies and the couplings between the molecular sites 
derived from MD simulations is generated using electrostatic maps
7,18,21,22,29,31
. This 
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information is converted to 2D spectra using response-function based 
calculations
32,33
, which in combination with experimental results are used to 
disentangle different contributions to spectral shapes and dynamics. 
In the current Chapter, unlike in many other previous studies
7,8,24,29,34-38
, we use 
bulk NMA as opposed to NMA molecules diluted in different solvents, which 
provides direct insight into the interactions and dynamics in this liquid. Previously, 
neat liquids of molecules each containing a peptide unit were also studied with 2D-
IR
10,39
. The first molecule, N,N-dimethylformamide
39
, has one hydrogen bond 
accepting oxygen atom but no donating hydrogen atom, and thus does not form 
hydrogen bonds as a the NMA liquid studied herein. The second molecule, 
formamide
10
, has one hydrogen bond accepting oxygen atom and two donating 
hydrogen atoms, which results in more branched structures than in peptides. 
The goal of this Chapter is to investigate the structure and dynamics of liquid 
NMA as a first step towards using 2D-IR to study intrinsically disordered 
proteins/peptides. We use 2D-IR spectroscopy on the NMA amide I mode 
combining theoretical predictions with experimental data. We unravel the 
contributions of hydrogen bonding and vibrational delocalization over multiple 
peptide units to the amide I vibration spectrum. Our findings reveal that even in 
highly disordered systems one can expect to find highly delocalized amide I 
vibrations while the hydrogen bond exchange is still relatively slow. 
 Results and Discussion  2.2
The experimental and theoretical FTIR spectra of neat liquid NMA (Figure 2.1) are 
quite similar. They both exhibit the main band at 1655 cm
-1
 and sub-bands at 
~1695 cm
-1
 or ~1685 cm
-1
, for theory and experiment, respectively. In the 
experiment, a low-frequency shoulder is also observed at ~1635 cm
-1
. This is 
attributed to the H-O-H bend absorption of residual water (<5% molar) in the 
sample (see SI for details). This mode was not included in the spectral modeling 
nor will be considered in the rest of the Chapter. 
To disentangle the origin of the two NMA bands, we first performed spectral 
calculations omitting the intermolecular vibrational couplings given by the 
electrostatic coupling between the amide I units (details given in the Theoretical 
Methods section), thus obtaining an FTIR spectrum of uncoupled NMAs (Figure 
2.1).  By comparison of the coupled and uncoupled theoretical spectra, it is clear 
that the intermolecular vibrational coupling lead to a ~17 cm
-1
 redshift of the main 
band which consistent with a similar effect in β-sheets
16,40
, and an overall 
broadening of the spectrum. Both spectra clearly have at least two components 
contributing. 
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To unravel the different NMA substructures underlying the spectral features, we 
characterized the NMA molecules according to their hydrogen bond configuration 
(Figure 2.2). We employed a criterion similar in spirit to that of the most commonly 
used hydrogen bonding criteria, which is defined in terms of the distance between 
atoms in the accepting and donating groups as well as an angle involving two 
atoms of the hydrogen donor
41
. Namely, the distance between the oxygen atom of 
the accepting group and the nitrogen of the donating group is used, along with the 
angle between the carbon (accepting), oxygen (accepting), and nitrogen (donating) 
atoms (Figure 2.2a). This criterion allows for a better structure-frequency 
relationship than the more traditional donor-centered hydrogen-bonding criterion
41
. 
This is because the frequency shift of the amide I depends largely on the electric 
field exerted by the surrounding molecules on the NMA molecules along the CO 
bond, for which the oxygen acts as a hydrogen-bond acceptor.  















Figure 2.1 Experimental (black line) and theoretical (blue line) FTIR spectra of liquid NMA at 300 K. The 
magenta line shows the theoretical FTIR spectrum with couplings between amide I units set to zero. 
The additional shoulder around ~1635 cm
-1
 in the experiment 
Four main NMA species have been distinguished. The most abundant species 
(42%) is a hydrogen-bonded chain (c-NMA) (Figure 2.2d) resembling the cross-
strand configurations found in intrinsically disordered peptides
4
. This structure is 
followed in abundance by the substructures in which NMA is interacting with one 
other NMA either by the accepting (a-NMA, 20%) or the donating (d-NMA, 20%) 
group, and a free NMA configuration (f-NMA, 10%) that does not directly hydrogen 
bond with other molecules (Figure 2.2). The remaining 8% of the configurations 
involve different types of bifurcated states, where the NMA molecule either accepts 
or donates two hydrogen bonds; these states do not play any substantial role due 
to their scarcity. 
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Figure 2.2: Schematic drawings of the different NMA species categorized with a hydrogen bonding 
configuration criterion (a), where an rNO distance smaller than 3.5 Å and an angle θ larger than 120° are 
used to ascribe a hydrogen bond. The colored rectangles highlight the categorized NMA molecules, 
while the other molecules are the hydrogen bond partners. The four main species identified: (b) f-NMA: 
NMA with no hydrogen bonds, (c) a-NMA: accepting NMA, (d) c-NMA: chain of hydrogen-bonded NMA 
molecules, (e) d-NMA: donating NMA. 
To understand in which species the intermolecular vibrational couplings are 
most pronounced, we calculated the linear spectra in the static approximation for 
each of the four species independently for both the uncoupled (Figure 2.3a) and 
coupled (Figure 2.3b) cases.  
For the spectra, where the vibrational couplings are neglected (Figure 2.3a), the 
c-NMA and the a-NMA species, which both accept a hydrogen bond, absorb in the 
red flank of the spectrum, while the d-NMA and the f-NMA, which do not accept a 
hydrogen-bond, absorb in the blue region of the spectrum. For the coupled-case 
spectra (Figure 2.3b), the peaks of the species accepting hydrogen bonds are 
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redshifted due to the vibrational coupling for c-NMA and to a lesser extend a-NMA. 
Noteworthy, there is a shoulder in the c-NMA spectrum at ~1695 cm
-1
 in the 
coupled case which is not present in the uncoupled case (red dashed line in Figure 
2.3). This suggests that this shoulder originates from vibrational couplings among 
different c-NMA molecules and from f-NMA and a-NMA absorption.  





























Figure 2.3: Linear spectra calculated in the static approximation for the different hydrogen-bonded 
species of NMA. In (a), the vibrational couplings are set to zero , in (b) the full vibrational Hamiltonian for 
the given subset of molecules is included. 
2D-IR experimental and theoretical spectra shown in Figure 2.4 are in good 
agreement, apart from the shoulder on the red side of the experimental spectra 
arising from the water bend (see also Figure S2.1). In both cases, the diagonally 
elongated spectra are composed of two peaks with central frequencies of 
~1655 cm
-1




, experiment and theory respectively. 
Note that the sub-peak at 1695 cm
-1
 identified previously in the linear absorption 
spectra (Figure 2.1), is much clearer resolved in the 2D-IR spectra because of 
diagonal elongation. 
The anisotropy decay of neat NMA (Figure 2.5a) was extracted from the parallel 
and perpendicular polarized 2D-IR spectra (Figures S2.7 and S2.8 in SI) at the 
position of the main peak. Both theoretical and experimental anisotropy transients 
are considerably faster than the anisotropy of the uncoupled case. The latter 
matches very well with the rotational correlation function (Figure 2.5b, red symbols) 
thereby demonstrating the purely orientational origin of the decay on a 20 ps time 
scale (see Table S2.1 in SI for the fitting parameters). This immediately suggests 
that the anisotropy is affected by vibrational coupling that results in population 
migration from one oscillator to another thereby accelerating the anisotropy 




. The experimental value starts below 0.4, which is most likely related 












































































Figure 2.4: 2D-IR parallel polarization spectra of bulk NMA for different waiting times: uncoupled NMA 
(left panels), theoretical NMA (middle panels), experimental (right panels) spectra at different waiting 
times t2. Equidistant contour lines are drawn with 10% steps from the maximum; red colors indicate 
bleach, while blue colors indicate absorption. 
Next, we calculated the population transfer defined as the probability that a 
molecule excited at time zero will still be excited at time t (see Figure 2.5b). The 
population dynamics consists of a fast part resulting in the Gaussian decay with a 
timescale of 400 fs, and a slower part resulting in an exponential decay of 1.3 ps. 
This suggests that the population transfer between hydrogen-bonded molecules is 
dominated by the fast Gaussian decay, while transfer involving the non-hydrogen 
bonded species is exponential and occurs on the slower time scale. This 
demonstrates that the vibrational excitation moves along the hydrogen bonded 
chains (see Figure 2.2d), which largely preserve the orientation of the transition 
dipole despite the movement of the vibrational excitation. This alignment was 
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quantified by calculating the joint angular-radial distribution function for the CO 
bonds (see SI Figure S2.9). We further found that typical couplings along the 
chains amount to -7.5 cm
-1
, while couplings between NMA molecules in different 
chains in close proximity to each other are typically around -2.5 cm
-1
. This means 
that even the coupling is a through space electrostatic effect the coupling along the 
hydrogen bonds is 3 times larger than between chains, which leads to more 
efficient delocalization of the vibrational modes along the hydrogen bond chains 
than between chains. Note that a similar effect was previously discussed for the 
amide-A vibration of neat NMA
44
; however the population transfer in that case was 
much slower.  
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) for both theory and experimental spectra. For the 









). (b) The orientational correlation function (red symbols) and 
population transfer dynamics (olive symbols. The data of panel (b) were fitted to a biexponential function 
for the orientational correlation function, and to a sum of a Gaussian and an exponential decay for the 
population transfer. The fits are shown in dashed lines and the parameters are provided in Table S2.1 of 
the SI. 
Our conclusion on the extent of the vibrational delocalization is further 
corroborated by the inverse participation ratio
45
, in the static limit, which is a 
measure of the delocalization of the vibrational mode in the system. We find that on 
average the vibration is delocalized over 42 molecules despite the orientational 
disorder in the liquid. This is larger than values previously reported value for normal 
proteins, ranging from 4 to 23
8,46
, which can be understood by the finite size of the 
proteins and the fact that these proteins also contain bulky side chains diluting the 
density of amide I modes. In a previous study on N,N-dimethylacetamide
39
 the 
inverse participation ratio was determined for simulation boxes with different size 
demonstrating that this quantity depends strongly on the size of the system and 
that one needs to be cautious with the interpretation of this number for three-
2.3 Conclusions 
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dimensional systems. The fact that the effects of vibrational coupling are stronger 
in the c-NMA and a-NMA configurations as seen in Figure 2.3 further demonstrates 
that the hydrogen bonding facilitate the strong vibrational delocalization.  
Finally, we comment on discrepancies between experimental and theoretical 
data. While the qualitative agreement between theory and experiment is 
reasonable, the calculated anisotropy decay is slightly different from the 
experimental one, and the high-frequency peak positions are different, too. This 
indicates that the couplings predicted in our model are somewhat too large. This 
agrees well with previous findings using the same coupling model
47
. The presence 
of the water bend in the experiment does not affect the pain amide I peak 
significantly (see SI for details), however, the overtone peak region below the main 
peak in the 2D-IR spectra might be contaminated with the water bend response. 
 Conclusions 2.3
In this Chapter, we have investigated both experimentally and theoretically, the 
structure and dynamics of bulk NMA using linear and 2D-IR spectroscopy. The 
main spectroscopic features from both approaches agree very well enabling the 
interpretation in terms of hydrogen bonding and population transfer from the 
simulations. We find that NMA aggregation involves four main hydrogen-bonding 
structures, of which the chain structure is most abundant. The main absorption 
band is red-shifted due to intermolecular vibrational coupling. The high-frequency 
shoulder contains both a contribution from a coupling induced sub-band of the c-
NMA hydrogen bond species and the main absorption of the d-NMA and f-NMA 
species. The anisotropy decay of the main band is much faster than the 
orientational relaxation due to population transfer but is still considerably slower 
than the population transfer. This demonstrates delicate interplay between coupling 
effects and angular correlations of the hydrogen-bonded amide I oscillators even in 
disordered liquid NMA.  
2D-IR anisotropic spectroscopy has proven as powerful tools to unravel the 
interplay between hydrogen bonding vibrational delocalization in liquid NMA. The 
present study serves as an important benchmark for the models for the structure 
and dynamics used to unravel spectral signatures of highly disordered systems.  
 Materials and Methods  2.4
 Theoretical methods 2.4.1
Molecular dynamics simulations were performed with the GROMACS suite version 
4.6.1 
48
 using the OPLS-AA
49
 force field to describe 343 N-methylacetamide 
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molecules. After an initial energy minimization, a constant pressure equilibration of 
1 ns at 300 K using Berendsen barostat
50
, with an inverse time constant of 0.2 ps
-1
, 
was done. This was followed by a constant volume equilibration of 1 ns at 300 K at 
the equilibrium density. A constant volume production run of 1 ns at 300 K was 
performed and the coordinates were stored at each 10 fs for analysis and spectral 
modeling. For all simulations a 1 fs time step was used, and the temperature was 
kept constant using the Berendsen thermostat
50
. Here a 1.1 nm cutoff was used for 
both Lennard-Jones and Coulomb interactions. The latter were treated using 




. The truncation of the Lennard-Jones interactions was compensated by 
introducing analytical corrections to pressure and potential energy
52
. All bonds 
were constrained using the LINCS algorithm
53
. The radial distribution functions of 
the liquid were calculated for all simulations, and are in agreement with those 
previously obtained
49
. Furthermore, the joint angular-radial distribution function for 
the CO bonds was calculated to quantify the angular ordering (see SI, 
Figure S2.9). 
The time-dependent vibrational Hamiltonian for the amide I modes was 
constructed from the snapshots stored from the MD production run. This 
Hamiltonian has the form
8, 15, 54
 





















                                                           (Eq. 2.1) 
Here 𝐵𝑖
†
 and 𝐵𝑖  are the bosonic creation and annihilation operators, 𝜔𝑖(𝑡) is the 
time dependent fundamental amide I frequency for the i’th molecule, and 𝜇𝑖(𝑡) is 





. The site frequencies of the amide I, 𝜔𝑖(𝑡), were calculated using the 
Jansen electrostatic map
29
, which relates the electrostatic field and gradient 
generated by the point charges of the MD force field with the frequency, and the 
transition dipoles. The long range intermolecular couplings between the different 
amide I units were calculated using the transition charge coupling (TCC) model
28
, 
where a charge, 𝑞𝑛, and a transition charge, 𝑑𝑞𝑛, and a normal mode coordinate, 
𝜈𝑛𝑖, are assigned to each atom of the amide one I unit. The TCC model has the 
form: 


















Here, the subscripts 𝑛, and 𝑚, number the atoms, which belong to different amide 
I modes at molecules 𝑖, and 𝑗, respectively. The distance vector between two 
atoms in the involved molecules is given by 𝑟𝑛𝑖𝑚𝑗. This vibrational Hamiltonian 
mapping was demonstrated to work well in combination with the OPLS-AA force 
field in a recent benchmark study for proteins
26
. 
The spectra were calculated using the Numerical Integration of Schrӧdinger 
Equation (NISE) method
20,55
. Here, the time dependent Schrӧdinger equation is 
solved numerically for the time-dependent amide I Hamiltonian. The first- and third-
order response functions were calculated and the linear absorption and 2D-IR 
spectra were obtained from Fourier transforms of these response functions. We 
used coherence times from 0 to 1.25 ps, and a lifetime of 1.8 ps for apodization. 
The response functions were calculated from starting configurations spaced by 2 
ps along the trajectory, giving an ensemble average over 500 realizations. For 
analysis purposes linear spectra were also calculated in the static approximation, 
where the effect of motional narrowing is neglected. 
 Experimental 2.4.2
N-methylacetamide (NMA) with purity of ≥99% was obtained from Sigma-Aldrich 
and used without any further purification. NMA is a solid under the room 
temperature of ~22°C (the melting point is 28°C
56
), so it was placed on a heat plate 
at temperature of 40°C until it was melted completely. After that, an NMA droplet of 
~1.4 µl was squeezed between two 1 mm thick CaF2 windows which were 
preheated to T=40°C. The NMA sample thickness was ~2.5 µm assuming that the 
NMA droplet was spread uniformly between the 1” diameter CaF2 windows. The 
sample preparation was performed under nitrogen atmosphere to avoid any 
contact with air moisture; after the preparation the sample was placed in a 
nitrogen-filled sample holder. During the experiments, the temperature of the 
sample was controlled by a thermocouple and maintained at 30.5±1°C by a 
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thermostat. The water content in the experimental samples does not exceed 5% 
molar (see SI). 
The IR absorption spectra were recorded at an FTIR-spectrometer Vertex-70 
purged with dry nitrogen, with 4 cm
-1
 spectral resolution. The maximal optical 
density of the sample was measured as OD~0.6 at the central frequency of the 
amide Ӏ mode (1656cm
-1
). 
A collinear 2D-IR setup, based on the interferometer platform described in 
Ref.57, was used. In short, a 25 µJ, 135 fs IR pulses (140 cm
-1
 FWHM spectral 
width), centered at 1640 cm
-1
 were split into pump (90% of the total intensity), 
probe and reference beams. The reference pulse was advanced in respect to the 
pump beam by 40 ps. A wobbler in the pump beam path generated a -π, 0, +π, 0 
phase sequence
58
 for each subsequent pulse at 1 kHz repetition rate to remove 
sample scattering. Before the sample cell, the polarization of the pump beam was 
rotated by 45° by a halfwave plate. After the sample cell, a movable polarizer 
selected either the parallel or perpendicular polarization of the probe/reference 
beams. The probe light was dispersed by a polychromator (Newport Oriel MS 260i) 
onto one array of 2x32 pixel MCT array (Infrared Associates) to create the 3 
dimension. The second array was used for detection of the reference spectrum 
over which the probe spectrum was normalized at each laser shot. With two 
polychromator settings, a combined spectral window of 150 cm
-1
 was achieved. 
The delay between the two pump pulses, t1, was scanned up to 2 ps using fast 
scanning approach
57
. The waiting time between the later pump pulse and the 
probe, T, was set at different values to study the system dynamics. The 2D signal 
was averaged over the wobbler-generated phase sequence to extract the nonlinear 
response related to all three pulses (two pumps and the probe), zero-padded to 4 




For the pump-probe measurements, one of the pump pulses was blocked and a 
chopper was installed in the other pump beam. The amide-I mode lifetime was 
obtained as 450±100 fs while the thermalization time of the hot ground state was 
measured as 5±1 ps (see SI for details). These two values provide experimental 
window of ~2 ps for 2D-IR spectroscopy. 
The whole interferometer was constantly purged with dry air. The whole measuring 
cycle lasted for ~16 hours. 
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 Water content in the NMA sample 2.5.1
NMA is strongly hygroscopic and easily contaminated with water. The water 
bending mode frequency (~1635 cm
-1
) lies in the spectral region of interest (1600-
1700 cm 
-1
). To determine the actual water content in the sample, the OH-
stretching mode of diluted water molecules at 3500 cm
-1
 was used. FTIR spectra of 
two NMA samples with well-controlled water content (5 and 10% molar added) 
were measured and normalized to the OD of the NH-stretching mode of NMA at 
3300 cm
-1
 (Figure S2.1). The linear fit to the data points constitutes the calibration 
curve from which we determined the water content in the experimental samples as 
2.5 and 5% molar before and after the experimental session. 
 
Figure S2.1 Calibration curve: dependence of OD of the OH-stretching mode on water content. The 
stars show the data points for the molar water content of 5% and 10% added while the dots depict OD 
of the sample before and after the experimental session. The inset shows the NH/OH stretching region 
of the sample; all spectra are normalized to OD of NMA NH-stretching mode at 3300 cm
-1
. 
 Linear FTIR spectra at different water concentrations 2.5.2
The FTIR spectra of NMA in the amide I region with different water content are 
shown in Figure S2.2. The amplitude of the peak at ~1635 cm
-1
 increases with 
increased water content so that it was identified as the bending mode
55-56
 of 
residual water in the NMA sample (blue line in Figure S2.1). In this Chapter, we do 
not elaborate further on the water bending peak but remark that water presence 
might lead to slight broadening of the main amide I peak (Figure 2.1). Also note 
that the increased water content decreases the peak at ~1685 cm
-1
 that is assigned 
to a combined action of hydrogen-bonding and vibrational coupling. This suggests 
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that the water molecules mediate NMA hydrogen bonding, in particular, in the chain 
structures (Figure 2.2d). 
 
Figure S2.2: FTIR spectra of NMA samples with different water contents.  
 Temperature jump  2.5.3
Isotropic transient pump-probe spectra calculated as 𝐼(𝜔) = 𝐼∥(𝜔) + 2·𝐼⊥(𝜔) (with 
𝐼∥(𝜔) and 𝐼⊥(𝜔) being the parallel and orthogonally polarized spectra, respectively) 
are shown in Figure S2.3. At the early times, the spectrum is dominated by the 
bleaching and stimulated emission at the frequency of the |0>-|1> transition (at 
~1655 cm
-1
), and induced absorption at the frequency of |1>-|2> transition (at 
~1625 cm
-1
). At later times (>1 ps), the spectral shape begins to deviate from that 
at the early times. We assign this effect to thermalization of the ground state, i.e. to 
the local temperature jump due to excited state relaxation .To prove this point, we 
calculated the difference absorption spectrum at two temperatures (Figure. S2.4a). 
As is evident from Figure S2.4b, the pump-probe transient spectrum at a delay of 
10 ps possesses a reasonable match with the difference between two absorption 
spectra of the sample measured with a temperature difference of ~3°C. 
Calculations based on direct conversion of the pump energy absorbed (~2.5 µJ) 




, resulted in a temperature raise of ~5°C 
which reasonably matches the pump-probe based value. 
 Excited state lifetime 2.5.4
To calculate the build-up time of the thermalization process, we analyzed the 
transient near the compensation point at 1644 cm
-1
 (Figure S2.5, blue triangles). 
Fitting the transient with an exponential function yielded the rise time of 5±1 ps. 
Clearly, this time is very different from a much faster decay of the excited state 












 2.5%of water (fresh sample)
2.5 Supporting Information 
41 
(black and red curves). This makes us conclude that the excited state depopulation 
proceeds via an intermediate state, identified earlier as the NMA amide II mode
41
. 
Therefore, we fit the transients at 1655 cm
-1
 (maximal bleach) and 1624 cm
-1 
(maximal induced absorption) with a three-level relaxation model
41 
(Figure S4.7) 
where the intermediate state lifetime was fixed at 5 ps. From this fitting, the excited 
state lifetime was inferred as 450±100 fs. This, together with the thermalization 
time of 5±1 ps
29
 provides an experimental window for 2D IR spectroscopy as of 
~2 ps. After this time, the 2D spectra will acquire a non-negligible contribution from 
the thermalization effects, which are not included in the theoretical model. 
 
Figure S2.3 Isotropic pump-probe transient spectra at different delay times (shown in legend). 
 
Figure S2.4 (a) FTIR absorption spectra of NMA at two representative temperatures. (b) Comparison of 
the isotropic transient absorption spectrum at 10 ps delay with the difference absorption spectrum. 
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 Two-dimensional infrared spectra 2.5.5
Figures S2.6 and S2.7 show the comparison of the theoretical and experimental 
2D-IR spectra in the amide I region of bulk NMA at different waiting times for 
parallel and perpendicular polarization, respectively. The spectra were obtained as 
described in the section 2.4.2. A subtle presence of a ridge, due to the couplings, is 





) already at T=0 fs. These are not visible in the experimental 2D-IR at 
T=0 fs, but as the waiting time is increased the 2D-IR spectra acquires a more 
square shape, due to the growth of intensity at these off-diagonal positions. 
 
Figure S2.5 Experimental transients (symbols) at a few representative wavelengths (shown in the 
legend), and the fits according to a three-level relaxation model (solid lines). 
 Anisotropy decay 2.5.6
To evaluate a possible influence of water to the amide I anisotropy, the anisotropy 
decay was calculated at the three following frequencies: at the amide I peak, at red 
and blue flanks of the amide I peak (Figure S2.8). The anisotropy at the red flank 
(i.e. closer to the water bend mode frequency) decays slower in comparison to the 
anisotropy at the blue flank; a similar trend is supported by the theoretical data. 
Therefore, the water bend does not contribute substantially into anisotropy decay. 
The faster dynamics at the blue side, which is also evident in the theory, can be 
understood as follows. The anti-symmetric nature of the vibrational states at the 
high-energy peak (around 1680 cm
-1
 in theory and 1690 cm
-1
 in experiment; see 
Figure 2.2) results in transition dipoles not aligned with the hydrogen bond chain 
direction, which leads to a reduced suppression of the anisotropy decay due to 
diffusion of vibrational excitation. Furthermore, the non-hydrogen-bonded f-NMA 
and d-NMA species may be rotating slightly faster than the other configurations. 
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Figure S2.6 Two-dimensional infrared spectra of bulk N-methylacetamide at 300 K for parallel 
polarization. Equidistant contour lines are drawn with 10% steps from the maximum; red colors indicate 
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Figure S2.7 Two-dimensional infrared spectra of bulk N-methylacetamide at 300 K for orthogonal 
polarization. Equidistant contour lines are drawn with 10% steps from the maximum; red colors indicate 

























































































2.5 Supporting Information 
45 
 Analysis of the dynamics 2.5.7
Table S2.1 contains the fit parameters of the fits (Eqs. S2.1 and S2.2) of the 
orientational correlation function, R(t), and the population transfer, P(t). The 
biexponential, and the gaussian plus exponential fit parameters are defined as: 
𝑅(𝑡) = 𝐴1𝑒
−𝑡/𝑇1 + 𝐴2𝑒





                   (Eq. S2.2) 




0.89 20 0.13 0.13 
Population transfer 
P(t) 
0.32 1.30 0.68 0.41 
 
Table S2.1: Fitting parameters for the orientational correlation function, and scaled population transfer.  
The Figure S2.9 presents the joint angular-radial distribution function between 
the CO bonds on the NMA molecules. The peak centered at cos(Θ)=1, r=0.5 nm 
represent the aligned NMA molecules in the hydrogen bonded chains. The largest 
deviations in the angle from the straight chain (0°) are about 60°. An isotropic 
distribution in the given representation would be a sin(Θ) function giving no 
probability for cos(Θ)=1 and cos(Θ)=-1 and largest probability at cos(Θ)=0. 
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Figure S2.8 Anisotropy decays of the (a) red flank (b) center and (c) blue flank of the amide I mode, 
calculated from the experimental (open symbols) and theoretical coupled (filled symbols) 2D-IR spectra. 
The (ω1,ω3) frequencies at which the anisotropy was calculated, are shown in the legends. 
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Figure S2.9: The joint angular-radial distribution function for the CO configurations. Θ stands for the 
angle between pairs of CO bonds, with cos(Θ)=1 and cos(Θ)=-1 representing parallel and anti-parallel 
bonds, respectively. The distance between the middle of the CO bond pairs, r, has a value of 0.5 nm for 
hydrogen bonded pairs. 
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3 Hydrophobic Collapse in N-methylacetamide-
Water Mixtures  
Aqueous N-methylacetamide solutions were investigated by polarization-resolved 
pump-probe and 2D infrared spectroscopy (2D-IR), using amide I mode as a 
reporter. The 2D-IR results are compared with molecular dynamics simulations and 
spectral calculations to gain insight into the molecular structures in the mixture. N-
methylacetamide molecules and the water molecules tend to form clusters with 
“frozen” amide I dynamics. This is driven by a hydrophobic collapse as the methyl 
groups of the N-methylacetamide molecules cluster in the presence of water. Since 
the studied system can be considered as a simplified model of the backbone of 
proteins, the present study forms a convenient basis for understanding the 
structural and vibrational dynamics in proteins. It is particularly interesting to find 
out that a hydrophobic collapse, as the one driving protein folding, is observed in 
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The development of two-dimensional infrared (2D-IR) spectroscopy
1–3
 led to 
extensive studies of biological and biochemical systems, with structural and 
dynamical properties of peptides and proteins
3,4
 being in the focus. Amide I (CO 
stretch) vibrations were of particular interest due to their abundance in proteins and 
the resulting potential to access the information on structure and dynamics through 
their strong mutual coupling
5–12
. 
The mechanism of protein folding
13
 is an important subject as misfolding of 
proteins leads to diseases like Altzheimer’s and Parkinson’s disease, type II 
diabetes, and cancer
14,15
. Great progress in the understanding of this complex 
process has been made in recent years
11,12,16–37
. The folding process can be 
steered by proteins called chaperones
38,39
, influenced by salt bridge formation
40
, 
and affected by pH and ionic strength. However, overall the hydrophobic 
collapse
27,41
 and the framework model
16
 have been proposed as the most common 
driving forces for protein folding. Understanding these mechanisms on a 
fundamental level for proteins is, however, challenging as sequence-specific 
effects inevitably play a role as well. The idea of this Chapter is to study the 
behavior of the amide groups forming the backbone of protein chains, when mixed 
with water. We want to eliminate the effect of sidechains to address the question to 
what extent the interactions between water and amide groups drive structural 
formation.  
N-methylacetamide (NMA) is a convenient model molecule for studying such 
interactions. NMA is composed of a single peptide bond
42–48
 (-CONH-), which 
contains a single amide I mode. Due to this structure, NMA is used as a model 
compound for the linkage between peptide units
44,49
. NMA can both donate and 
accept hydrogen bonds (HBs)
50
 which makes it miscible with a wide range of 
solvents
42–44,48,51,52









The studies of NMA diluted in polar and non-polar solvents
42–45,48,51,52,54,56–65
 
provided important information on the relaxation pathways of the amide I mode and 
its spectral dynamics. An extensive study of the influence of the solvent on the 
amide I mode vibrational dynamics was performed by DeCamp et al.
48
. The amide I 
lifetime appeared to be weakly dependent on the particular solvent and amounted 
to 450 fs in heavy water
44
, 380 fs and 430 fs in heavy water and DMSO, 
respectively
52
 (with an ~2 ps tail reported in the latter study). In contrast, solvents 
3.2 Results and Discussion 
53 
that form weak HBs lead to slower HB and reorientational dynamics
48,52
. Spectral 
dynamics of NMA molecules, diluted in water exhibit bimodal dynamics: a 
timescale of 50 fs was assigned to water librations while HB vibration dephasing 
occurred on a 180 fs timescale
48
. Recently, NMA bulk dynamics were studied by 
optical Kerr effect spectroscopy
66 
and theoretically and experimentally by 2D IR 
spectroscopy
67
. In the former study, structural relaxation was observed to occur at 
the time scales of 30 ps and 180 ps at 300 K; both times accelerated by a factor of 
~30 at 470 K. In the latter Chapter, an interesting interplay between HB and 
vibrational coupling was reported and interpreted from the viewpoint of the 
existence of highly-ordered HB chains where the transition dipoles are largely 
oriented parallel to each other along the chain of NMA molecules. 





environments. However, in biological systems neither situation is relevant, as 
proteins and peptides form HBs with the aqueous surroundings. This situation can 
be only be mimicked by concentrated NMA-water mixtures. We will study such 
solutions to understand how the interactions between water and amide groups 
affect the HB structure and dynamics of the amide groups.  
In this Chapter, we examine dynamics of mixtures of NMA molecules and water 
with 2D-IR spectroscopy and molecular dynamic simulations combined with 
spectral simulations. In the 50/50 molar % mixture the amide I lifetime is 450±100 
fs which is in line with previous studies
43,44,67
. We show that such a mixture leads to 
clustering of NMA and water molecules, which leads to “frozen” dynamics at the ps 
time scale. The methyl groups in the NMA clusters tend to stick together 
suggesting a hydrophobic collapse. However, as evident from the anisotropy 
measurements, this does not fully prevent the movement of the vibrational 
excitations between amide I modes typical for bulk NMA, but its extent is limited to 
the NMA cluster size.  
 Results and Discussion 3.2
  Linear absorption  3.2.1
The experimental and theoretical linear absorption spectra of the NMA-d1/D2O 
mixtures studied are shown in Figure 3.1. The experimental and theoretical spectra 
demonstrate similar trends: with increasing NMA-d1 concentration, the spectra are 
blue shifted, become broader at intermediate concentrations, and narrow down in 
diluted NMA solutions. Both pure NMA spectra exhibit a high-frequency shoulder, 
which was earlier shown to have mixed HB – vibrational coupling origin.  
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The experimental spectra at X = 0.5-0.7 also show a noticeable high-frequency 
sub-band, while its appearance in the theoretical spectra is not as noticeable, 
except for the X = 0.3 case. The discrepancy most probably originates from the fact 
that the applied force fields overestimate the NMA clustering, which leads to more 
heterogeneity of the solution. Therefore, in what follows we have chosen to 
compare the experimental spectra of the X = 0.5 mixture with X = 0.3 of the 
simulated mixture (Figure 3.2) as representing the most similar heterogeneous 
case. 



































Figure 3.1 Comparison of linear experimental (left panel) NMA-d1/D2O mixtures and simulated (right 
panel) NMA/water absorption spectra at different molar fractions. The mole fraction X of NMA-d1 is 
shown next to the corresponding spectrum. 
To disentangle the origin of the main NMA band and the high-frequency sub-
band, the linear spectrum of the very same system was calculated with the 
vibrational coupling between amide I modes set to zero (Figure 3.2). The spectra 
with zero coupling (hereafter denoted as uncoupled) are narrower and blue-shifted 
by ~13 cm
-1
 in comparison with the coupled spectra. This indicates a strong effect 
of vibrational coupling on the spectral lineshape as was previously reported for bulk 
NMA
67
. The high-frequency sub-band vanishes, which suggests that the sub-band 
originates from the vibrational coupling.  
To verify this conclusion, all possible types of HB between NMA and water were 
extracted from the MD simulations. Geometric criteria
68
 were used to determine if 
HBs were present between the molecules. For water-water and water-NMA HBs a 
common criterion defined for water
69
 was used, while the criterion described in 
Ref.67 was used for NMA-NMA HBs. In total, there are 21 types of HB species 
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(see SI, section 3.4.1), which can be further categorized in three main groups 
according to the number of accepted HBs. Group I includes the free NMA (f-NMA) 
and NMA donating one HB (1d-NMA). The species in group II either accept one HB 
(1a-NMA) or donate one and accept one HB (1a-1d-NMA). Group III is 
characterized by two accepted HBs (2a-NMA) or two accepted and one donated 
HBs (2a-1d-NMA). No difference with respect to the origin of the HB donor (water 
or NMA) is made in this group categorization. The fraction of each group is 
depicted in Figure 3.3; group II is by far the most populated one.  











  X=0.5 (experiment)
  X=0.3 (theory, coupled)
  X=0.3 (theory, uncoupled)
 
Figure 3.2 Linear FTIR spectrum of the NMA-d1/D2O solution (wine, X = 0.5) in comparison with the 
simulated coupled (blue) and uncoupled (magenta) spectra at X = 0.3. 
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Figure 3.3 The fraction of each NMA-d1/D2O group. The number of accepted-donated HBs in the group 
is shown in the bar. Above the bar, representative corresponding structures are depicted. 
To estimate the effect of the intermolecular coupling to the spectral features, the 
linear absorption spectra for each group were calculated in the static approximation 
for both coupled and uncoupled cases (Figure 3.4). The central frequency of group 
I is the most blue-shifted because of similarity of the effect of HB donation and no 
HB on the frequency of the C=O oscillator. In contrast, for group III the central 
frequency is the most red-shifted due to two accepted HBs. The dominant single 
HB accepting species (group II) absorbs at a frequency in the middle of the band. 
Of course, this is true only for the central frequencies: due to the broadness of the 
spectral distributions, there are double HB accepting complexes (group III) of which 
the frequency is blue-shifted as compared to free NMAs in group I, and vice versa.  




































Figure 3.4 Linear absorption spectra in a static approximation of each group for coupled (a) and 
uncoupled (b) cases. For comparison, the full dynamic spectra from Figure 3.2 are also shown by the 
circles. 
For each group the vibrational coupling leads to broadening of the spectra due 
to additional inhomogeneity in the coupling strengths (compare Figures 3.4a and 
3.4b), similar to the observation in bulk NMA
67
. However, the red shift of the 
coupled spectra does not exceed 4-5 cm
-1
, which is substantially lower than the 
13 cm
-1
 red shift seen in the full dynamical calculations (Figure 3.2). This is 
because when calculating the static spectra for the different groups, the coupling 
between species belonging to different groups is neglected. Therefore, the 
similarity of the static structures tells us that the coupling between molecules 
belonging to different groups determines the shift in the dynamics spectra, and 
therefore the molecules belonging to the same group are dispersed throughout the 
liquid. A comparison between full static spectra and linear absorption spectra 
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simulated with the NISE approach (i.e. accounting for motional narrowing effects) 
shows that the HB dynamics lead to narrowing of both the coupled and uncoupled 
spectra hereby proving the importance of the motional narrowing effects. 
In principle, the uncoupled spectra in Figure 3.2 could be obtained 
experimentally by using isotopically diluted NMA where the carbonyl carbon or 









. This is comparable to typical values of vibrational 




 so the intermolecular coupling is not fully suppressed.  
 Pump-probe 3.2.2
To extract the amide I mode lifetime, the frequency- dependent isotropic 
component of the pump-probe signal was extracted from the experimental spectra 
as:   
𝐼𝑖𝑠𝑜(𝑡) =
𝐼∥(𝑡) + 2 · 𝐼⊥(𝑡)
3
 
where 𝐼∥(t) and I(t) are the parallel and perpendicularly polarized components, 
respectively, of pump-probe signal with respect to the pump. The isotropic transient 
spectra for an NMA-d1/D2O with X = 0.5 recorded at several pump-probe delays 
are shown in Figure 3.5. The transient spectra consist of a positive bleaching 
component (at ~1650 cm
-1
) and a negative induced absorption component (at 
~1615 cm
-1
). The transient spectrum at 5 ps is drastically different from those at 
shorter times. This is ascribed to thermal effects
72
 that begin to dominate the 
pump-probe signal at longer times. 






















Figure 3.5 Isotropic transient spectra of X = 0.5 NMA-d1/D2O mixture at different delay times (as shown 
in the legend). 
                (Eq. 3.1) 
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To determine the time scales of the population relaxation and thermalization, we 
used the isotropic pump-probe transients at the extreme points of 
bleaching/stimulated emission (~1650 cm
-1
) and induced absorption (~1615 cm
-1
) 
frequencies, along with the transient near the compensation point at ~1625 cm
-1
 
(Figure 3.6). The latter represents the thermalization signal that is the least affected 
by the population dynamics. Its set-up time of 4.2±0.3 ps is apparently much longer 
than the population relaxation time, which hints that a four-level model
73
 (with the 
ground, excited, intermediate and hot-ground states) should be used to describe 
the transients. The lifetime of amide I mode calculated from such a model 
amounted to ~450±100 fs. While the obtained lifetime of the amide I mode 
corroborates the previous results, it might be affected by the presence of HB 
configurations with different lifetimes, and mixing up frequencies of excited-state 
absorption and bleaching/stimulated emission of these species. Nonetheless, the 
value of 450 fs is sufficiently reliable for estimating the time window provided for 
2D-IR experiments (~1.5 ps). 































Figure 3.6 Representative pump-probe transients of X = 0.5 NMA-d1/D2O mixture at the maximum of 
bleaching/stimulated emission (black symbols), induced absorption (red symbols), and the 
compensation point (blue symbols). The fits obtained from the four-level thermalization model, are 
shown by the solid lines; the respective relaxation times (the excited state lifetime T1 and the 
thermalization time Tint) are given in the legend. The sign of the 1615 cm
-1
 transient was inverted to 
allow easy comparison with the other transients. 
 2D-IR spectroscopy 3.2.3
The linear spectrum does not contain any information about the NMA-d1/D2O 
dynamics. Such information can be extracted from non-linear 2D spectra 
(Figure 3.7). All spectra are strongly elongated along the diagonal, which suggests 
“frozen” dynamics. However, more careful inspection reveals the presence of two 
3.2 Results and Discussion 
59 
peaks with central frequencies at 1635 cm
-1
 and 1660 cm
-1
 (see the linear 
spectra in Figure 3.2 for comparison). Therefore, the diagonal elongation might 
result from a simple combination of the two peaks each of which is not necessarily 
elongated diagonally (providing there is no chemical exchange between the peaks, 
see SI, section 3.4.2). Hence, we decided to perform the center line slope 
(CLS)
74,75

























































































































































Figure 3.7 Normalized 2D-IR spectra of X = 0.5 NMA-d1/D2O mixture at several representative waiting 
times T. The experimental (the left hand columns) and the simulated coupled and uncoupled (the middle 
and right-hand columns, respectively) spectra are shown for parallel and orthogonal polarization 
arrangement. Red and blue colors represent the bleaching/stimulated emission and induced absorption, 
respectively. The equidistant contours are drawn with 10% steps from the maximal amplitude. The thick 
black lines show the results of the CLS analysis in the following frequency regions: experiment 
1613<ω1<1667 cm
-1
, theory (coupled) 1617<ω1<1660 cm
-1
 and theory (uncoupled) 1624<ω1<1660 cm
-1
. 
In the low-frequency region (Figure 3.8a), the experimental CLS values at short 
times are about 0.55, which indicates a substantial contribution of the 
homogeneous broadening, in accordance with the theoretical calculations. Most 
probably, this broadening originates from fast bath modes, such as the water 
librations. In contrast, the CLS values at short times in the high-frequency region 
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(Figure 3.8b) are close to unity, indicating that this region of the spectrum is 
primarily inhomogeneously broadened (see Figure 3.4 and the discussion around 
it). The small rise at short waiting times most probably originates from the pulse 
overlap region and/or nonresonant (instantaneous) background response. 









































Figure 3.8 CLS analysis of the 2D spectra (parallel polarization) in the amide I mode region performed 
at the low (experiment, coupled: 1620<ω1<1636 cm
-1 
and uncoupled: 1633<ω1<1648 cm
-1
) and high 
(experiment, coupled: 1644<ω1<1659 cm
-1 
and uncoupled: 1656<ω1<1670 cm
-1
) frequencies. The 
region of the CLS analysis is shown in the inset as a shaded area. Theoretical values are computed for 
the coupled case (blue circles) and uncoupled (magenta diamonds). 
The theoretical CLS values in the low-frequency region capture the 
experimental ones rather well (Figure 3.8a). However, the theory predicts more 
homogeneity in the high-frequency region (Figure 3.8b); this may in part be due to 
the overestimation of vibrational couplings
76-77
 (which is supported by the fact that 
the CLS values are higher when the coupling is set to zero; see Figure 3.8), and 
overestimation of frequency fluctuations of the free species. The latter likely arise 
as the molecular polarizability in the point charge based force fields used here are 
accounted for by scaled point charges to match the average dipole moment in the 
liquid and configurations far from this average are described less accurate
54,78
. We 
also note that the coexistence of free and clustered NMA molecules might lead to a 
vibrational lifetime in the low-frequency region that differs from the lifetime in the 
high-frequency region (see discussion in Section 3.2.2). 
At the main peak position the CLS values for the uncoupled simulations are 
generally higher than for the simulations accounting for the coupling (Figure 3.8a). 
In the high-frequency region the CLS values are much more similar (Figure 3.8b). 
This suggests that the couplings are more important for the NMA molecules 
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involved in HB. One must of course keep in mind that when the coupling is 
included, the excitations are no longer localized on a specific HB type. 
For all waiting times, the experimental and theoretical CLS values do not 
change substantially in both frequency regions which suggests “frozen” dynamics 
of the amide I mode at the ps time scale. Such “frozen” dynamics have been 
reported earlier for water in reversed micelles
79
 and around hydrophobic groups
80
. 
This effect was explained as breakage of the 3D HB network amongst the water 
molecules. As we concluded from the analysis of the static spectra (Figure 3.4), 
different types of HB species are dispersed in the mixture. From 2D spectroscopy, 
we inferred that the dispersed structures are static at least at the time scale of a 
few ps. This situation is visualized in Figure 3.9 where a snapshot from MD 
simulations clearly shows the phase separation of the mixture onto NMA clusters 
(in the center) surrounded by the water molecules (at the periphery). 
 
Figure 3.9 A snapshot from the MD simulation of the NMA-water mixture. Oxygen atoms are shown in 
red, hydrogen in white, carbon in cyan, and nitrogen in blue. 
To quantify the clustering effect, we calculated the joint angular-radial 
distribution functions (JARDFs) of the NMA/water mixture and compared them with 
JARDFs of bulk NMA (Figure 3.10). The initial peak at ~0.48 nm corresponds to 
HBs between amide units in the first solvation shell. After this, the JARDF for NMA 
contains apparent recurrences, both in the radial and angular dependences, which 
are also presented in less pronounced form in JARDF of the mixture. 
The features of the JARDF revealing the liquid structure are highlighted in 
Figure 3.11 where two particular cuts of the JARDFs are depicted, one in the radial 
direction at a fixed angle, and another one at an angle direction at a fixed distance. 
The main peak of the bulk NMA JARDF has a higher amplitude than its mixture 
counterpart, which reflects more ordering amongst HBs between amide units 
already in the first solvation shell. Furthermore, several recurrences follow which 
correspond to HBs between amide units in the second and third solvation shells. 
Chapter 3. Hydrophobic Collapse in NMA-Water Mixtures 
62 
This is not surprising given the previous findings that NMA in bulk forms chain-like 
structures with well-defined orientation of the HBs between amide units 
67
. These 
features are less pronounced in the NMA-water mixture, lending additional support 
for the system heterogeneity. The radial cut shows a similar trend: a relatively 
narrow (~50°) distribution of C=O angles for bulk NMA, and a much broader (~65°) 
distribution for the NMA-water mixture. These observations lead to the conclusion 
that the NMA-water mixture is not as well-organized as bulk NMA, and that the 
formation of the HB chains of NMA molecules is largely destroyed by water 
molecules. 


































Figure 3.10 The joint angular-radial distribution functions of (a) NMA-water mixture and (b) bulk NMA. Θ 
is the angle between the pairs of C=O bond vectors (cos(Θ) = 1 and cos(Θ) = -1 for the parallel and 
antiparallel bond vectors, respectively), and r=rCO-CO is the distance between the centers of pairs of C=O 
bonds. The color map corresponds to the occurrence of formation the pair of C=O bonds: the red color 
shows the high occurrence, while the blue is used for low occurrence. Both distributions are normalized 
to unity at large r. 
The nanoscopic phase separation in the mixture can also be interpreted from 
the perspective of water molecules (Figure 3.12). The radial distribution function 
(RDF) for O…O distances of the NMA-water mixture has a higher amplitude initial 
peak and stronger recurrences than the RDF of bulk water
81
. This indicates that, 
the water molecules in the mixture form extended clusters, with a better defined 
water structure than in the bulk. This is well in line with many reported studies of 
water at molecular interfaces
82–86
 
To further quantify the clustering of NMA molecules, the RDF between methyl 
groups (C…C distance) of the NMA molecules were calculated (Figure 3.13) and 
compared with that of bulk NMA. The probability to find two NMA methyl groups at 
a distance of 0.38 nm distance is higher in the mixture compared to bulk NMA. This 
makes us conclude that in the mixture, the NMA molecules tend to form clusters in 
which the hydrophobic methyl groups stick together. This, thus, resembles the 
hydrophobic collapse observed in the protein folding process
27
, but in this case it is 
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solely driven by the presence of the small methyl groups in the NMA molecule, 
instead of the large hydrophobic sidechains present in real proteins.  
 






































Figure 3.11 (a) The radial distribution function of NMA mixture and bulk NMA at cos(Θ) =1 and (b) the 
angular distribution function of dissolved and bulk NMA at r=0.48nm 
 

























Figure 3.12 Radial distribution functions of water oxygen for NMA-water mixture (red) and bulk water 
(black). Both distributions are normalized to unity at large r. 
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To verify the destabilizing effect of water on the structural order of NMA, we 
measured and calculated the anisotropy decay (Figure 3.14). Both the 
experimental and calculated coupled anisotropies decay much faster than the 
rotational correlation function (RCF) but with the same rate as the population 
transfer regardless the spectral region. This is in a sharp contrast with bulk NMA 
where the anisotropy decays faster than RCF but slower than the population 
transfer. The latter was interpreted as vibrational excitation moving through the 
transition dipole network ordered by HBs. Apparently, the current situation is very 
different: the vibrational excitation is still mobile (the anisotropy decays faster than 
RCF) but the orientations of the transient dipole moments are not mutually aligned 
so that the anisotropy is quickly scrambled. The vibrational excitation in the mixture 
is delocalized over 8.6 NMA molecules on average as compared to 42 in the bulk
67
 
(as determined using the inverse participation ratio
87
). In the mixture, the 
delocalization is thus strongly reduced as it has to be localized inside the NMA 
cluster. All these observation confirm our conclusion that water induces a 
hydrophopic collapse in NMA destabilizing the intermolecular HBs and lowering the 
structural order. 
 































Figure 3.13 Methyl-methyl RDF of NMA-water mixture (red) in comparison with bulk NMA (black). Both 
distributions are normalized to unity at long distances r. 
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Figure 3.14 The anisotropy decay of the main (a) and high-frequency (b) absorption peaks for 
experimental and theoretical spectra. The anisotropy values were calculated from the integration of the 
2D spectra over the region shown in the corresponding inset; for the uncoupled case, the spectral area 
around the main peak at ~1650 cm
-1
 (Figure 3.2) was taken.  (c) rotational correlation function (RCF) 
and population transfer function obtained from MD simulations. Note that the uncoupled case produces 
the anisotropy decay similar to the RCF as expected from the localized (immobile) vibrational excitation. 
 Conclusions 3.3
In this Chapter, we have studied the NMA-water mixtures with linear and non-linear 
IR spectroscopy. The lifetime of the amide I mode has been found to be similar the 
previous reports of diluted and the bulk NMA solutions. We revealed that adding 
water to NMA leads to disruption of the HB chains of NMA molecules, which were 
described in Chapter 2. Instead, solvation results in the formation of water and 
NMA clusters where the amide I dynamics are “frozen”, at least at the ps timescale. 
Curiously, only the frequency and rotational dynamics are frozen while the 
anisotropy is not and does decay at the ~1 ps time scale. This is because the 
excitation is mobile and therefore samples a few amide I modes with similar 
frequencies but different orientations. The former leads to constant CLS values 
(after the initial drop), as the excitations tend to be shared between vibrations with 
similar frequency, while the latter results in the anisotropy decay. It would be 
interesting to investigate if the water dynamics are frozen, too (similarly to the 
recently-reported “mayonnaise effect” 
88
); these experiments are underway.  
In our opinion, the results obtained herein could form a basis for understanding 
the hydration structure and (vibrational) dynamics of more complex biological 
systems than the NMA-water system studied in the current work. Real proteins 
may, for example, have charged groups at the surface – a complication that could 
be avoided using simpler systems such as NMA as a testing ground. We clearly 
find that even without an actual backbone or side chains the amide unit is 
experiencing a kind of hydrophobic collapse when exposed to water. This leads to 
disruption of the long-range ordered HB network between NMA molecules 
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observed in bulk NMA
67
, and to clustering of both NMA and water molecules. The 
resulting spectral dynamics reflecting the HB dynamics, at least in the NMA phase, 
are “frozen” as compared to the dynamics in the bulk. This suggests that the 
hydrophobic collapse is an intrinsic property of the amino acid backbone units, 
which may of course be enhanced by hydrophobic side chains or suppressed by 
hydrophilic ones. 
 Materials and Methods 3.4
 Sample preparation  3.4.1
We used NMA with deuterated peptide bond and deuterated water (D2O) to avoid 
unwanted overlap of the C=O stretching mode at ~1650 cm
-1 





). N-methylacetamide-d1 (NMA-d1) with isotopic enrichment 
>99% was obtained from CDN isotopes; deuterium oxide (D2O) with isotropic purity 
>99.9% of the D atom was purchased from Sigma-Aldrich. Both chemicals were 
used without any further purification.  
NMA-d1 is a solid at the room temperature (~22°C) so it was placed on a 
heating plate of 40°C until it was completely melted. After that, liquid NMA-d1 was 
mixed with D2O in precalculated volumes in order to obtain mixtures with variable 
mole fractions of NMA-d1 (hereinafter the mole fraction of NMA in solution is 
denoted as X
90
, i.e. X = 1 and X = 0 correspond to pure NMA-d1 and heavy water, 
respectively) . Approximately 1.5 µl of the NMA-d1/D2O solution was squeezed 
between two 1 mm thick CaF2 windows, which were preheated up to T=40°C to 
ensure the homogeneous distribution of the sample all over the area. In order to 
minimize the contact of the samples with air, the assembly was placed in a sealed 
cylindrical sample holder. The sample thickness (estimated from the absorbance) 
was ~3 µm assuming that the solution was spread uniformly between the 1inch 
diameter CaF2 windows.  
To avoid any contact with air moisture, sample preparation was performed 
under nitrogen atmosphere. During the experiments, to avoid potential 
crystallization of NMA-d1 at high concentration, the temperature of samples were 
uniformly maintained at temperature of 30.5±1°C by a thermostat controlled by a 
thermocouple.  
 IR Spectroscopy 3.4.2
 An FTIR-spectrometer Vertex-70 purged with dry nitrogen was used for recording 
the FTIR absorption spectra in the spectral range of 1550-1750 cm
-1
. The spectral 
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resolution was ~2 cm
-1
; 32 scans were averaged for every absorption spectrum. 
The maximal OD in the region of interest was ~0.6. 
An interferometer platform used as a base for the collinear 2D IR setup is 
described elsewhere
91
. In short, an IR pulse (~25 µJ of energy, 135 fs in duration, 
140 cm
-1
 FWHM spectral width), centered at 1640 cm
-1
 was split into two pumps 
(90% of the total intensity) of equal intensity, probe and reference. The time 
difference between probe and reference pulses was set at 40 ps to avoid any 
interference. A wobbler in the probe beam path generated a -π, 0, +π, 0 phase 
sequence
92
 for subsequents pulse (1 kHz repetition rate) to remove sample 
scattering. Before the sample the polarization of the pump was rotated by a λ/2 
waveplate by 45° with respect to the pump polarization. After the sample, either the 
parallel or the perpendicular polarization of the probe beam was selected by a 
polarizer. The probe spectrum was detected by one of the 2x32 pixel MCT array 
rows (Infrared Associates) to provide the 3 dimension of the 2D spectra. Detection 
of the reference beam spectrum was carried out by the second array row of the 
MCT spectrometer. To increase the signal-to-noise ratio, the probe spectrum was 
normalized by the reference spectrum for each laser shot. At fixed waiting times T 
between the probe and the latest pump pulse the delay between two pump pulses, 
t1, was scanned up to 2 ps with fast scanning approach
91
. The normalized probe 
spectrum was averaged over the wobbler-generated phase sequence to extract the 
nonlinear response related to all three pulses (two pumps and the probe), 
zeropadded to 4 ps, and Fourier-transformed to obtain the 1 dimension with the 
phase correction applied 
93
. For the pump-probe measurements, one of the pump 
beams was used.  
The interferometer together with the sample and detection sections were 
purged with dry air to prevent water peaks in the IR spectrum and to minimize the 
sample adsorption of the water vapor. 
 Theory  3.4.3
The molecular modelling simulations were performed with the GROMACS suite 
4.6.1 
94
 using a combination of the OPLS-AA
95
 force field and the SPC/E water 
model 
78
 to describe the NMA/water mixture, with variable NMA/water content. The 
production run of 1 ns at 27°C was performed at constant volume and the 
coordinates of all atoms using 1 fs time steps. Snapshots were stored at each 10 fs 
for analysis and spectral modeling. The temperature was kept constant using the 
Berendsen thermostat
96
, and a 1.1 nm cutoff was used for both Lennard-Jones and 
Coulomb interactions. The truncation of the Lennard Jones potential was 
compensated by introducing analytical corrections to pressure and potential 
energy
97
. The long range Coulomb interactions were treated using Particle Mesh 
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Ewald method, with a grid step of 0.16 nm, and a convergence of 10
-5 98
. All bonds 
were constrained using the LINCS algorithm
99
.  
The spectral modelling was performed using the Numerical Integration of 
Schrӧdinger Equation (NISE) method
49,100
. The time dependent Schrӧdinger 
equation was solved numerically for the time-dependent amide I Hamiltonian:  





















                       (Eq. 3.2) 
where 𝐵𝑖
†
 and 𝐵𝑖  are the bosonic creation and annihilation operators, 𝜔𝑖(𝑡) is the 
time dependent fundamental amide I frequency for the i’th molecule, and 𝜇𝑖(𝑡) is 
the corresponding transition dipole. The anharmonicity, ∆𝑖, was kept constant at 16 
cm-1 44. The amide I site frequencies, 𝜔𝑖(𝑡), were calculated using the Jansen 
electrostatic map 53, which was reported to work well with the OPLS-AA force field 
77. The long range couplings between the different amide I units were calculated 
using the transition charge coupling (TCC) model 8,55, where a charge, 𝑞𝑛, and a 
transition charge, 𝑑𝑞𝑛, and a normal mode coordinate, 𝜈𝑛𝑖, are assigned to each 
atom of the amide I unit. The TCC model has the form: 












𝑑𝑞𝑛𝑞𝑚𝜈𝑚𝑗 ∙ 𝑟𝑛𝑖𝑚𝑗 + 𝑞𝑛𝑑𝑞𝑚𝜈𝑛𝑖 ∙ 𝑟𝑛𝑖𝑚𝑗 − 𝑞𝑛𝑞𝑚𝜈𝑛𝑖 ∙ 𝜈⃗⃗⃗⃗⃗𝑚𝑗
|𝑟𝑛𝑖𝑚𝑗|
3 )        
          (Eq. 3.3) 
Here, the subscripts 𝑛, and 𝑚, number the atoms, which belong to different 
amide I local modes at molecules 𝑖, and 𝑗, respectively. The distance vector 
between two atoms in the involved molecules is given by 𝑟𝑛𝑖𝑚𝑗. The values of the 
used parameters are given in Ref.18. 
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 Supporting Information 3.5
 Types of the HB spices  3.5.1
a) Group I includes the free NMA (f-NMA) and NMA donating one HB (1d-
NMA) and consists of three different types. 
 
Figure S3.1 The schematic representations of NMA-water species, which were bundled in group I. 
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b) Group II includes the NMA-water species, which either accept one HB (1a-
NMA) or donate one and accept one HB (1a-1d-NMA) and consists of six types. 
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c) Group III consists of the NMA-water species, which either accept two HBs 
(2a-NMA) or accept two and donate one HB (2a-1d-NMA). This group consists of 
nine types. 
 
Figure S3.3 The schematic representations of NMA-water species, which were bundled in group III 
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d) Other NMA species. These NMA-water species are transient species 
found to either donate two HBs, or accept three HBs according to the used 
hydrogen bond criteria. These are not assigned to any of the groups I-III. 
 
Figure S3.4 The schematic representations of transient NMA-water species, which were not assigned to 
any of the three groups. 
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 2D-IR spectra of NMA-water mixture at different waiting times 3.5.2
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Figure S3.7 2D IR theoretical uncoupled spectra of NMA/water solution at different waiting times and 
two different polarizations. 
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4 Hydrogen Bond and Lifetime Dynamics in 
Diluted Alcohols 
Hydrogen-bonding plays a crucial role in many chemical and biochemical 
reactions. Alcohols, with their hydrophilic and hydrophobic groups, constitute an 
important class of hydrogen-bonding molecules with functional tuning possibilities 
through changes in the hydrophobic tails. Recent studies demonstrated that for 
solutions of alcohols changes in the hydrophobic tail significantly affect a broad 
range of dynamics properties of the liquid.  Still, the understanding is lacking on the 
origin of such differences in terms of a solvent- versus a solute-dominated effect. 
Here we reveal this origin by studying hydrogen-bond dynamics in a number of 
alcohol molecules – from methanol to butanol – diluted in a hydrogen-bond 
accepting environment, acetonitrile. The dynamics were investigated by pump-
probe and 2D infrared spectroscopy combined with molecular dynamics-spectral 
simulations, using the OH stretching mode as a reporter. For all considered 
alcohols, the vibrational lifetime of the OH stretching mode was found as ~3 ps.  
The hydrogen-bond dynamics exhibit similar behavior with a fast (~200 fs) initial 
relaxation dominated by librational motion and a slow (~4 ps) relaxation due to 
hydrogen-bond exchange dynamics. The similar dynamics over such a broad 
range of alcohols led us to conclude that the previously observed differences in 
dynamics in bulk alcohols originate from the dependence of the solvent properties 
on the hydrophobic tail, while the solute properties as found herein are essentially 
independent of the hydrophobic tail.  
 
 
The current chapter is based on the following 
publication: 
Evgeniia Salamatova, Ana V. Cunha, 
Keisuke Shinokita, Thomas L. C. Jansen, 
and Maxim S.Pshenichnikov, Phys. Chem. 
Chem. Phys.,2017, 19, 27960-27967. 





 (HB) is one of the fundamental interactions in chemistry, 
biology and material sciences, and as such has been extensively studied.
2,3
 
Ultrafast two-dimensional (2D) IR spectroscopy
4,5
 has been proven to be a 





Alcohols present another example of a HB liquids, where the molecules form HBs 
via the hydroxyl group
10–11
 that is attached to a hydrophobic alkyl tail.   
So far, most of the studies on alcohols have been devoted to alcohol clusters in 
a non-polar solvent such as CCl4
14–20
. The primary alcohols as methanol and 
ethanol were in a particular focus
12,15,16,18–28
 due to their simple structure. 
Woutersen et al.
20
 demonstrated dependence of OH-stretching mode lifetime on 
the excitation frequency in ethanol clusters in CCl4 with the timescales ranging 
from 250 to 900 fs. The HB recombination time was found to vary with the size of 
alkyl chain group, from ~9 ps in methanol to ~15 ps in ethanol. Later, Laenen et 
al.
18
 reported a similar trend for methanol clusters. Gaffney et al.
29
 implemented 
another approach, where concentration of methanol-d diluted in CCl4 was varied, 
and reported the relaxation dynamics of the methanol-d clusters as ~500 fs for all 
molar ratios with a conclusion that the HB dynamics hardly change with changing 
alcohol concentration. 
Similarly to alcohol clusters, recent experimental and theoretical studies on bulk 
alcohols showed the effect of the size of alkyl-chain group on hydroxyl stretching 
dynamics
30–32
. Mazur et al.
31
 explored such dynamics in bulk deuterated alcohols 
by monitoring vibrational and rotational dynamics of the OD stretching mode. The 
lifetime of the excited OD stretch was found in the sub-ps region and dependent on 
the alkyl chain size (0.75 ps for methanol and 0.9 ps for ethanol, 1-propanol and 1-
butanol). In contrast to the lifetime, the structural relaxation time exhibited strong 
correlation with the size of alcohol molecule, i.e. larger alkyl chain group led to 
slower dynamics: ~5 ps for methanol, ~8 ps for ethanol, ~10.5 ps for 1-propanol, 
and ~11 ps for 1-butanol. Furthermore, the rotational dynamics possessed similar 




 explored the OH stretch dynamics of methanol, ethanol and 2-
propanol molecules diluted in respective deuterated solutions to avoid 
intermolecular vibrational couplings. It was found that the lifetime of the OH-
stretching mode exhibits strong dependence on the size of alkyl chain (630 fs, 
720 fs and 990 fs for methanol, ethanol and 2-propanol, respectively). OH-stretch 
dynamics occurred at two prime time scales: fast (~150 fs) and long (>4 ps), with 
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both components slowing down with the increase of the molecule size. The 
rotational dynamics of the OH group, obtained by Shinokita et al.
30
 with ultrafast IR 
spectroscopy and Ludwig et al.
33
 with NMR also possessed the dependence on the 
size: the larger the molecule, the slower the rotational dynamics. The timescales of 
the HB exchange dynamics, obtained experimentally, showed an increase from 5 
ps for methanol
30,31,33
 to ~90 ps in 1-hexanol
33
.  
All the aforementioned studies came to the unanimous conclusion: increasing 
the size of the alkyl chain leads to slowing the hydroxyl stretching mode as well as 
HB dynamics. The dynamics, however, depends on both inter- and intra- molecular 
interactions. This leaves the question open which one is dominant in the observed 
time scales.  
Here we address this issue by eliminating differences in the interaction of the 
excited OH-stretch and the bulk solvent by studying alcohols diluted in acetonitrile, 
where intermolecular interactions between the alcohol molecules are negligibly 
weak. A series of primary alcohol molecules (methanol, ethanol, two isomers of 
propanol, and four isomers of butanol) were studied by linear, pump-probe and 2D 
IR spectroscopy, with the OH-stretching mode (~3535 cm
-1
) acting as a reporter for 
HB dynamics. We show that the lifetime of the OH-stretching mode (~3 ps) and two 
timescales of HB dynamics (~200 fs and ~4 ps) are similar in all alcohols in sharp 
contrast to the observations in bulk alcohols. The latter finding is also confirmed by 
theoretical work, which uses response function based calculations to predict the 
linear and 2D IR spectra. The obtained results strongly suggest that in diluted 
alcohols the alkyl groups play a minor role in solvation and therefore the 
differences in the vibrational lifetimes and solvation dynamics in the bulk alcohols 
originates from the intermolecular interactions.   
 Results and Discussion 4.2
 Linear absorption 4.2.1
Absorption spectra of methanol, 1-butanol and tert-butanol dissolved in MeCN in 
the region of the OH-stretching mode are shown in Figure 4.1, together with their 
simulated counterparts (for the spectra of other alcohols, see SI, Figure S4.3). The 
absorption peak of the OH stretch situated near ~3535 cm
-1
, slightly red-shifts and 
becomes ~10% narrower as the alcohol size increases (see SI, Figure S4.4). The 
simulated spectra are wider than the experimental ones (especially for tert-butanol) 
and do not possess any size-dependence which is attributed to the fact that 
classical force fields are not fully optimized for this type of modelling. 



























Figure 4.1 Experimental (dots) and simulated (solid lines) linear absorption spectra of (a) methanol, (b) 
1-butanol and (c) tert-butanol dissolved in MeCN. The simulated spectra are blue-shifted by 50 cm-1 for 
ease of comparison. 
 Pump-probe  4.2.2
The pump-probe transients are shown in Figure 4.2 (for the pump-probe transients 
and the transient spectra of all alcohols, see SI, Figures S4.5 and S4.6, 
respectively) at the frequency of maximum bleaching (3535 cm
-1
) and induced 
absorption (3370 cm
-1
). After initial relaxation at the ps time scale, the transients 
level off which is attributed to population relaxation to the hot ground state
6
. To 
account for this effect, the transients were fit with the three-state kinetic model (see 









































Figure 4.2 Experimental transients (symbols) at bleaching/stimulated emission (3535 cm
-1
, open circles) 
and induced absorption (3370 cm
-1
, filled circles, the sign is inverted) regions for (a) methanol, (b) 1-
butanol, (c) tert-butanol, diluted in MeCN. The fits obtained from a kinetic model (SI,Figure S4.7) are 
shown by the lines with the corresponding lifetimes T1 indicated. 
Lifetimes T1 of the OH stretch for all alcohols are about 3 ps (Figure 4.3) with a 
weak trend to increase with the increase of the molecule size. The obtained results 
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are in good agreement with the lifetime of the hydrogen bonded OH-stretching 
mode previously reported as 3.50.4 ps
34
. Nonetheless, the trend obtained also 
suggests partial energy relaxation via intramolecular channels, to be consistent 




























































Figure 4.3 Lifetime of the OH-stretching mode T1, calculated from the three-state kinetic model (SI 
Figure S4.7) for all studied alcohol/MeCN samples (open violet diamonds) in comparison to the bulk 
alcohol lifetimes (filled olive circles; the data are taken from Ref.
30
). 
In contrast with diluted alcohol molecules, the lifetimes of hydroxyl stretching 
mode in bulk alcohols are shorter than 1 ps
30,31
. Furthermore, the lifetimes of bulk 
alcohols show a prominent increase (by a factor of ~2) from methanol to 2-
propanol
30
. These are clear signatures of the fact that in bulk alcohols the OH 
stretch vibrational relaxation is mediated by collective intermolecular rather than 
intramolecular modes.  
 2D-IR spectra  4.2.3
Figure 4.4 shows 2D-IR spectra of methanol, 1-butanol and tert-butanol solutions 
at waiting times of T=0.1 ps and T=1 ps (see SI, Figure S4.9 for the complete set of 
2D-IR spectra). At short waiting times, the 2D spectra are diagonally elongated 
which corresponds to high correlation between excitation and probe frequencies. 
By T=1 ps, the diagonal elongation decreases virtually to zero which signifies 
complete loss of the phase memory. Although the simulated 2D spectra (bottom 
panel) are slightly broader (see Figure 4.1 and discussion therein), they 
nonetheless show a reasonable agreement with the experimental ones.  





























































































Figure 4.4 Experimental absorption spectra (top panels), experimental (middle panels) and simulated 
(bottom panels) 2D-IR spectra in the OH-stretching mode region for MeCN solution of (a) methanol, (b) 
1-butanol and (c) tert-butanol at T=0.1 ps and T=1 ps. The 2D spectra are normalized to the maximal 
amplitude; only the bleaching region is shown. The equidistant contours are drawn with a 10% step of 
the maximal amplitude. The results of the CLS analysis are depicted by black lines. The simulated 
spectra are blue-shifted by 50 cm
-1
 along both axes for ease of comparison. 
To extract quantitative information on the frequency-frequency correlation 
function
35
 we applied the center line slope (CLS) analysis
36
 in the frequency range 
of 3485-3580 cm
-1
 (Figure 4.4, black lines). The center lines are not perfectly 
straight as was also previously reported for other hydrogen bonding systems
37–40
. 
This is interpreted as a frequency-dependent correlation function, i.e., in other 
words, the dynamics are non-Gaussian.
39
 Without performing any further analysis 
(which requires a low noise level) we note that the dynamics on the red side of the 
spectra are generally faster than that on the blue side in accordance with previous 
observations for the OH-stretch mode. The averaged slope values for the systems 
with non-Gaussian dynamics have larger error bars
39
, which we accounted for in 
our analysis. 
The dependences of CLS values on the waiting time T are summarized in 
Figure 4.5 (for all CLS data, see SI Figures S4.10 and S4.11). The dynamics are 
essentially identical for all alcohols: the fast (~200-300 fs, share of ~80%) decay in 
the beginning followed by an ~4 ps tail identical for all alcohols (within the error 
bars). The relatively large uncertainties in the slow dynamics originate from the 
following. First, their share in the correlation function is low (~20%); second, the 
lifetime of the OH stretch is shorter as compared to the timescale of slow dynamics 
(which provides a narrow observation window), and finally, the temperature 
response begins to rise at a similar timescale. The obtained dynamics have a 
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reasonable match with the previously reported values for MeCN bath, using a 
chromophore
41




 (150-200 fs 
and 2 ps, respectively) as the solutes. The obtained results on CLS analysis are 
again in a sharp contrast with those for the bulk alcohols
30
, where both fast and 
long components were slowing down with an increase in the size of the alcohol 
molecule. This provides another hint that the diluted alcohol dynamics are 
governed by the bath rather than by a particular alcohol molecule.  
In the theoretical calculations, the fast component of the CLS functions is 
underrepresented (Figure 4.5, filled symbols), most probably because of 
underestimation of the time scale of the librational contribution to the frequency 
fluctuations. This originates either from inaccuracies in the interaction between the 
MeCN and the hydroxyl groups in the applied force field combination or from the 
fact that the water mapping was employed to model alcohols.  
 
Figure 4.5 Comparison of CLS analysis, obtained from experimental (open symbols) and simulated 
(filled symbols) for (a) methanol, (b) 1-butanol and (c) tert-butanol. The results of biexponential fits to 
the experimental data are shown by the solid lines, with the parameters indicated in the legends. 
 Discussion 4.2.4
The frequency-frequency correlation functions derived from MD simulations are 
shown in Figure 4.6. They are similar for all alcohols (the strongly damped short-
time oscillations notwithstanding): the fast component (~50 fs) originates from OH 
libations (Figure 4.7) while the slow component (~1 ps) is due to spectral diffusion 
as the result of rearrangement of HBs: breaking and forming new ones 
(Figure 4.7). The experimental CLS values are slower, most probably due to the 
fact that the MD simulations underestimate damping of the OH librations. The 
simulated frequency-frequency correlation functions are also very similar to those 
previously reported for water in MeCN
47
. The tail observed for water is slower, 
which may be caused by stronger HB and slower HB exchanges; however, this 
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conclusion should be taken with caution as the water simulations were performed 
with a different force field. 





















Figure 4.6 Normalized frequency-frequency correlation functions for the three simulated alcohols. The 
share of each exponent is indicated in the parentheses. 
 
Figure 4.7 Illustration of (a) OH-librations and (b) spectral diffusion of a methanol molecule dissolved in 
MeCN adapted from MD simulations. A blur represents the previous positions of the OH- stretching 
mode (a) and the prior positions of the methanol atoms (b). The final HBs between alcohols and MeCN 
are depicted by dashed white line. 
To understand the vanishing difference between the dynamics of the different 
alcohols dissolved in MeCN, we analyzed the HB between the alcohols and the 
nitrogen atoms of the MeCN molecules. Using a standard HB criterion
43
, we found 
an average of 0.827, 0.802, and 0.806 of such HBs formed for methanol, 1-
butanol, and tert-butanol, respectively, which already suggests very similar HB 
environments. In Figure 4.8, distributions of the HB distances are shown for 
solutions of the different alcohols; they again suggest analogous HB patterns. We 
further analyzed the HB lifetime dynamics as the duration between HB exchanges 
(Figure 4.9). Because the definition of HB is somewhat arbitrary, briefly broken 
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bonds may result in artificially short HB lifetimes; nevertheless, the HB dynamics 
are essentially identical.  





















Figure 4.8 The HB (i.e. O-N) distance distribution obtained from MD simulations. 
A unified picture emerges that the experimentally observed dynamics of the 
alcohols depend predominantly on HB dynamics of the OH group, and these HB 
dynamics are determined by the interaction of the OH group and the MeCN bath 
molecules. The hydrophobic tails affect the dynamics very little making the 
interaction of the OH group with the bath molecules and the nature of bath 
molecules the dominant factors. Despite the fact that the increase of the 
hydrophobic tail increases the moment of inertia and might therefore affect 
rotational relaxation, it appears to be a minor effect for the studied properties. 
For bulk alcohols it was suggested
28
 that different types of dynamics largely 
scale with the self-diffusion constant of the bath molecules. We found the diffusion 









/s reported for bulk methanol
30
. This suggests that the slow 
components of the observed dynamics of the alcohols in MeCN should be faster 
than for any bulk alcohol. For the CLSs, the predicted slowest timescale for a bath 




/s (i.e. the MeCN bath) is about 2.3 ps, which 
in qualitative agreement with the slowest timescale observed herein for the CLSs, 
and the slowest timescale found from the frequency-frequency correlation function 
decay. The qualitative agreement is, thus, consistent with the conclusion that the 
slow dynamics are essentially driven by the solvent diffusion. However, caution 
must be taken as the diffusion constants and HB dynamics are quite sensitive to 
the particular force field choice and MeCN and alcohols are molecules with 
different functional groups (CN vs. OH). 
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Figure 4.9 Histograms of the number of HB exchange events with a given time per alcohol molecule per 




In this Chapter, we have studied dynamics and lifetimes of the OH-stretching mode 
of diluted alcohol molecules in the polar HB-accepting solvent, acetonitrile. 
Previous studies of bulk alcohols showed a large variation in the involved time 
scales depending on the size of the alkyl chain. This difference could originate from 
either inter- or intra-molecular interactions. In the present study, the intermolecular 
interactions between the alcohol molecules are eliminated by dilution; therefore, 
the obtained dynamics have solely intramolecular origin. 
The lifetime of OH-stretching mode, used as a reporter for HB dynamics in our 
study, was found as ~3 ps for all eight studied alcohols. In a sharp contrast to bulk 
alcohols, there is no dependence on the size of alcohol molecules. From this we 
conclude that the intermolecular interactions must be the main reason for the 
observed differences in the bulk alcohols. The intramolecular vibrational relaxation 
must thus predominantly be directed to modes involving only the carbon and 
hydrogen atoms adjacent to the hydroxyl group under the test.  
The OH stretch dynamics, deduced from the CLS analysis of the 2D IR spectra 
revealed the following two timescales: a fast librational one (~200-300 fs) and a 
slow one (~4 ps) related to the HB dynamics. The slow timescale was again 
essentially independent on the alkyl chain of the involved alcohol molecule in sharp 
contrast to the previous observations in bulk alcohol. This matches well with the 
supposition
30




The present findings underline the importance of the solvent on the vibrational 
dynamics of HB groups such as the hydroxyl group of alcohols. It further 
demonstrates that using an alcohol with different alkyl chain as a probe of 
dynamics does not significantly change the outcome. This may prove true for other 
amphiphilic probes as well, thereby providing previously unforeseen flexibility for 
future studies of hydrophobic hydration.         
 Methods  4.4
 Experimental 4.4.1
Eight alcohol molecules (methanol, ethanol, 1-propanol, 2-propanol, 1-butanol, 2-
butanol, 2-methyl-1-propanol, and tert-butanol) and acetonitrile (MeCN) were 
obtained from Sigma-Aldrich and used without any further purification. Acetonitrile 
was used as a solvent due to its HB properties
44
 and low absorption in the region 
of OH-stretch frequency. Alcohol molecules were dissolved in MeCN at pre-
calculated molar ratios. The linear absorption spectra were recorded by an FTIR-
spectrometer Brucker IFS 88 at room temperature (295±5 K), with 4 cm
-1
 spectral 
resolution in a 100 µm thickness CaF2 cuvette. Due to hygroscopic properties of 
the chemicals used, all measurements were performed within one day of 
preparation.  
The molar ratio between alcohol and MeCN was varied from 0.01 to 0.09 to 
determine the molar ratio where the alcohol molecules do not cluster (see SI, 
Figures S4.1 and S4.2). For further experiments, solutions with the molar ratio of 
0.03 were used as a compromise between alcohol molecules clustering and the 
signal-to-noise ratio. 
The IR pulses at the central wavelength of 3540 cm
-1
 and 75 fs in duration were 
generated by a home-built optical parametric amplification (OPA)
45
. For the 2D IR 
measurements, a pump-probe geometry was used
46
 for which the OPA output was 
split into two collinear pump pulses (~3 µJ/pulse) and a probe pulse (~3 µJ/pulse). 
The polarization between the two pump pulses and the probe pulse was set at a 
magic angle of ~54.7°. The prepared solutions were pumped through a 50 µm thick 
sapphire nozzle to create a free-standing jet. To minimize water vapor adsorption 
from the air, the circulatory pump system and 2D-IR setup was constantly purged 
with dry nitrogen.  
2D-IR spectra were obtained by the following algorithm: at a given waiting time 
between the pump and probe pulses, one of the pump pulses was scanned from -
400 to 400 fs with respect to the second one to create the coherence time interval. 
The exact delay between the two pump pulses was calculated from the 
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interference pattern obtained from a backstage Michelson interferometer 
referenced to a 3.39 µm CW He-Ne laser. The zero delay between the pump 
pulses was determined by fitting their interference pattern by a cosine function 
modulated by a Gaussian. For each OPA pulse (1 kHz repetition rate), the 
spectrum of the probe pulse was measured by a 64 element MCT detector 
providing the ω3 (probe frequency) dimension. The real part of the Fourier 
transformation over the coherence time provided the ω1 (excitation frequency) 
dimension in the 2D IR spectrum. To avoid the situation when the probe pulse 
appears in between pump pulses during the coherence time scan, the spectrum 
with the positive coherence time was mirrored to the negative coherence time. For 
measuring a frequency-resolved pump-probe spectrum, only one pump pulse was 
used, with a synchronous chopper inserted into the pump beam path.  
All experiments were performed at room temperature of 295±0.5 K. The 
presence of water content was controlled by measuring the absorption spectrum of 
the solution before and after each experimental session (~8-10 hours); it appeared 
to stay negligibly low during the session. The blank pump-probe experiments were 
performed on the solvent (MeCN) alone, with the obtained signal by a factor of at 
least 10 lower than that for alcohol solutions, even in the region of the pulse 
overlap. Therefore, this signal can be safely disregarded. 
 Molecular dynamics simulations 4.4.2
 
Figure 4.10 Illustration of the molecular dynamics simulations boxes for (a) methanol, (b) 1-butanol, (c) 
tert-butanol in MeCN. The HBs are depicted by the dash white line. The oxygen atoms are represented 
in red, the hydrogen in white, the carbons in light blue, and the nitrogen in yellow. 
Molecular dynamics (MD) simulations of diluted methanol, 1-butanol, and tert-
butanol (as representative alcohols) in MeCN were performed, using the 
GROMACS 4.6.1 suite.
47
 The simulation boxes were composed by 1 molecule of 
the respective alcohol and 200 molecules of MeCN (Figure 4.10). The interactions 
between the molecules were described by using the Optimized Potential for Liquid 
Simulations all-atom (OPLS-AA) force field
48
 for both solvent and solute. The 
Lennard-Jones and Coulombic interactions were truncated at 1.1 nm cutoff. The 
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long range Coulombic interaction were accounted using the Particle Mesh Ewald 
(PME) scheme.
49
 After initial equilibration, a 5 ns constant volume and temperature 
of 298.15 K production run was obtained using the Berendsen thermostat.
50
 The 




 Spectral calculations 4.4.3
The time-dependent vibrational Hamiltonian for the OH stretch
5,52
 was generated 
from the production run, and has the form: 
𝐻(𝑡) = 𝜔10(𝑡)𝐵
† 𝐵 − Δ𝐵† 𝐵† 𝐵𝐵 + 𝜇(𝑡)?⃗?(𝑡)(𝐵† + 𝐵)  
Here, the 𝐵† and 𝐵 are the bosonic creation and annihilation operators, ?⃗?(𝑡) is 
the external electric field used to excite the OH oscillator, and Δ is the 
anharmonicity (fixed at the experimental value of 200 cm
-1
). This form of the 




The site frequency of the OH stretch 𝜔10(𝑡) and the transition dipole, 𝜇(𝑡), were 
calculated for all stored snapshots of the production run, making use of existing 
electrostatic maps for the OH stretch.
52,53
 These relate the electrostatic field 𝐸𝑂𝐻 
created by the force field point charges on the hydrogen atom of the hydroxyl 
group in the direction along the OH bond, with the site frequency and the transition 
dipole. We used the electrostatic map developed for the OH stretch of water
52,53
, 
which were built using electronic structure calculations (DFT) of water clusters. 
Even though this mapping was developed for the OH stretch of water, such 
approach has previously been successfully applied to alcohols
30,54
. 
𝜔10(𝑡) = 3761.6 − 5060.4𝐸𝑂𝐻(𝑡) − 86.225(𝐸𝑂𝐻(𝑡))
2
 
𝑥10(𝑡) = 0.1024 − 1.29 × 10
−5𝜔10 (𝑡) 
𝜇(𝑡) = (0.71116 − 75.591 𝐸𝑂𝐻(𝑡)) 𝜇𝑔
′ ?⃗⃗?𝑂𝐻(𝑡)𝑥10(𝑡) 
Here, the frequency 𝜔10(𝑡), OH oscillator displacement 𝑥10(𝑡), and electric field 
𝐸𝑂𝐻(𝑡)  have units of wavenumbers, Ångstrøm and 𝐸ℎ/𝑎0𝑒, respectively. 𝜇𝑔
′  is 
equal to 0.18749e, and ?⃗⃗?𝑂𝐻 is a unit vector along the OH bond in the direction of 
hydrogen 
All spectra were calculated using the Numerical Integration of Schrödinger 
Equation (NISE) method
55
, in which the time-dependent Schrödinger equation is 
numerically propagated for the OH stretch time-dependent Hamiltonian thus 
allowing the calculation of both linear and third-order response functions. An ad 
(Eq. 4.2) 
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hoc vibrational lifetime for the OH stretch of 1 ps was used for appodization. The 
coherence times were varied from 0 to 640 fs. The response functions were Fourier 
transformed to obtain the FTIR and 2D IR spectra. Sampling was done at 1 ps 
intervals along the 5 ns trajectories, giving a total number of 5000 realizations.  
 Supporting Information 4.5
 Determination of the solution concentration range  4.5.1
Analysis of absorption spectra provides the concentration range from which the 
alcohol molecules tend to form clusters. Figure S4.1 shows the absorption spectra 
in the spectral range of the OH-stretching mode of all studied alcohols at different 
molar ratios between alcohol and acetonitrile (MeCN). All obtained spectra show a 
strong absorption peak at ~3535 cm
-1
 corresponding to the OH-stretching mode
13
. 
The frequency shift of the OH stretching mode of ~200 cm
-1
 to blue in comparison 
to the alcohol clusters and bulk alcohols
13,30
 indicates that the alcohol molecules 
stay well separated at the lowest concentration. However, with the increase of 
concentration, a red shoulder at ~3450 cm
-1
 begins to develop. Following 
Farwaneh et al.
13
, this shoulder is ascribed to absorption of coexisting cyclic 
alcohol trimers (3450 cm
-1
) and complexes (3450 cm
-1
), which consist of one 
MeCN and two alcohol molecules, because HBs between them are stronger than 
those between the alcohol and MeCN molecules.  
To determine the molar ratios where the alcohol molecules are separated, we 
plot in Figure S4.2 the dependence of OD on the alcohol-acetonitrile molar ratio at 
the main peak frequency (~3535 cm
-1
) and at the frequency, which corresponds to 
absorptions of alcohol oligomers (3400 cm
-1
). The dependence at 3400 cm
-1
 is 
quadratic at low molar ratios as expected from bi-molecular interactions. Later it 
becomes linear which indicates that the dimers concentration is saturated. The 
inflection point between the two regimes varies from 0.03 to 0.05 for the alcohols 
studied (0.03 for methanol, 1-propanol, and tert-butanol, 0.04 for ethanol, 1-butanol 
and 2-methyl-1-propanol, and 0.05 for 2-propanol and 2-butanol). For further 
experiments the molar ratio of 0.03 was chosen as a compromise between 
unwanted clustering, the signal-to-noise ratio and alcohol-acetonitrile relative 
contribution to the 2D-IR signals. 
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Figure S4.1 Linear absorption spectrum of the OH-stretching region of (a) methanol, (b) ethanol, (c) 1-
propnaol, (d) 2-propanol, (e) 1-butanol, (f) 2-butanol, (g) 2-methyl-1-propanol and (h) tert-butanol 
dissolved in MeCN. Molar ratios of alcohol to MeCN are shown in the legend. Sample thickness is 100 
µm. 
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Figure S4.2 Dependence of OD on the alcohol-acetonitrile molar ratio at the frequency OH-stretching mode 
(3535 cm-1) and at 3400 cm-1 for all studied alcohol solutions: (a) methanol, (b) ethanol, (c) 1-propnaol, (d) 2-
propanol, (e) 1-butanol,(f) 2-butanol, (g) 2-methyl-1-propanol and (h) tert-butanol. 
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Figure S4.3 Linear absorption spectrum of solutions used in pump-probe and 2D experiments. The 
molar ratio of alcohols to MeCN is 0.03 and the spectra are shown in the OH stretching region for (a) 
methanol, (b) ethanol, (c) 1-propanol, (d) 2-propanol, (e) 1-butanol, (f) 2-butanol, (g) 2-methyl-1-
propanol and (h) tert-butanol dissolved in MeCN. 
Chapter 4. Hydrogen Bond and Lifetime Dynamics in Diluted Alcohols 
100 
 Central frequency and width of absorption spectra 4.5.3
To determine the central position of the absorption peaks (Figure S4.4 (a)), its top 
part at 80% of the maximum level, was fitted with a Gaussian function. The full 
width at half maximum (FWHM) values were calculated directly from the absorption 
spectra (Figure S4.4 (b)). Neither value shows a strong dependence on the size of 
the alkyl chain group (Figure S4.4); however, both central frequencies and widths 
tend to decrease with an increase of the size of the alkyl chain. In contrast, the 
calculated central frequencies increase (albeit slightly) while the spectral widths are 
hardly changed with the increase of the size of the alkyl chain group. This signifies 








































































































































Figure S4.4 (a) Central frequencies and (b) full width half maximum (FWHM) values of the experimental 
(open circles) and simulated (filled circles) spectra for all studied alcohols. 
 Pump-probe 4.5.4
Isotropic transient absorption spectra at different delay times and the pump-probe 
transients at the frequency of maximum bleaching (3535 cm
-1
) and induced 
absorption (3370 cm
-1
) with fits are shown in Figure S4.5 and Figure S4.6, 
respectively, for all studied alcohols. At short delay times, the isotropic transient 
spectra are mostly dominated by bleaching (related to |0>-|1> transition) with the 
peak at ~3535 cm
-1 
and an induced absorption band (related to |1>-|2> transition) 
at the low frequency side at ~3370 cm
-1
. The anharmonicity of 170 cm
-1
 was 
calculated as a frequency shift between the peaks of induced absorption and 
bleaching/simulated emission. 































































Figure S4.5 Isotropic pump-probe transient spectra at different delay times (shown in the legend) for (a) 
methanol, (b) ethanol, (c) 1-propanol, (d) 2-propanol, (e) 1-butanol, (f) 2-butanol, (g) 2-methyl-1-
propanol and (h) tert-butanol dissolved in MeCN. 
 













































































Figure S4.6 Experimental transients (symbols) at bleaching/stimulated emission (3535 cm
-1
, open 
circles) and induced absorption (3370 cm
-1
, filled circles, the sign is inverted) regions for (a) methanol, 
(b) ethanol, (c) 1-propanol, (d) 2-propano, (e) 1-butanol, (f) 2-butanol, (g) 2-methyl-1-propanol and (h) 
tert-butanol diluted in MeCN.  The fits obtained from a kinetic model (Figure S4.7) are shown by the 
lines with the corresponding lifetimes T1 indicated. 
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Figure S4.7 Energy level diagram for the three-level kinetic model
6
. The excited |1> state of the OH-
stretching mode relaxes to the hot ground state |0>hot, which corresponds to the temperature increase in 
the excitation volume at long times. 
The pump-probe spectra, measured at short delay time and long delay time 
(Figure S4.5, black and magenta symbols, respectively) substantially differ from 
each other. Such behavior is usually associated with the population relaxation to 
the “hot” ground state (Figure S4.7) where the deposed into the OH stretch IR 
energy causes a temperature jump in the local volume due to energy redistribution 
among low-frequency collective modes
56,57
. To extract the OH stretch lifetime T, 
the pump-probe data for each alcohol was fit with the following function: 
𝑆(𝜔, 𝑡) = [𝐴(𝜔)𝑒−
𝑡
𝑇 + 𝐵(𝜔) (1 − 𝑒−
𝑡
𝑇)]  
convoluted with a Gaussian apparatus function of ~100 fs width. Here, 𝐴(𝜔) is the 
spectral profile of the population contribution represented by a sum of two 
Gaussian functions: 










where 𝐴01 and  𝐴12, 𝜔01 and 𝜔12, 𝜎01 and 𝜎12 are the local parameters, stand for 
the amplitude, frequencies and widths of the |0>-|1> and |1>-|2> transitions, 
respectively. 𝐵(𝜔) is the spectral profile of the thermal contribution that was also 
represented by an ad hoc combination of two Gaussians and a baseline. 
The model described above was used to derive the lifetime of the OH-stretching 
mode and the timescale of the thermalization effect (~ 20 ps). Therefore, the 2D IR 
spectra at waiting times shorter than 5 ps have a negligible thermal contribution. 
 
 
       (Eq. S4.1) 
      (Eq. S4.2) 
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 Temperature jump in the hot ground state 4.5.5
To estimate the temperature jump, the linear absorption spectra of the studied 
solutions were measures at different temperature and their difference was 
compared with the transient absorption spectrum at the delay time of 10 ps (Figure 
S4.8). The temperature jump was estimated as ~0.3-0.5 K. Calculations based on 





 (the beam waist of ~100 µm, the jet thickness of 50 µm) 





















 T=0.3 K, T
0
=295.2 K
 T=0.5 K, T
0
=295.2 K
 -OD at 10 ps
 
Figure S4.8 The difference absorption spectra of 1-propanol/MeCN solution at two temperatures (blue 
and green lines) and experimental pump-probe spectrum at the delay of 10 ps (the red line).    
 2D-IR spectra 4.5.6
2D-IR spectra for all alcohols (in comparison with the experimental ones, if 
applicable) at a few waiting times of 0 ps, 0.1 ps, 0.5 ps, 1 ps and 3 ps are shown 
in Figure S4.9. The 2D-IR spectra are similar for all alcohols: at short waiting times 
the correlation between excitation and probing frequencies is high and, as the 
result, the 2D-IR spectra are diagonally elongated. Increasing of the waiting time 
leads to the correlation loss, which makes the shape of the spectrum to change to 
more round-like.  
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Figure S4.9 Experimental absorption spectra (top panels), experimental (middle panels) and simulated 
(bottom panels, if applicable) 2D-IR spectra in the OH-stretching mode region for MeCN solution of (a) 
methanol, (b) ethanol, (c) 1-propanol, (d) 2-propanol, (e) 1-butanol, (f) 2-butanol, (g) 2-methyl-1-
propanol and (h) tert-butanol at a few representative waiting times. The 2D spectra are normalized to 
the maximal amplitude; only the bleaching region is shown. The equidistant contours are drawn with a 
10% step of the maximal amplitude. The results of the CLS analysis are depicted by black lines. The 
simulated spectra (if applicable) are blue-shifted by 50 cm
-1
 along both axes for ease of comparison. 
 Center Line Slope analysis 4.5.7
To extract the system-bath frequency-frequency correlation function, the center line 
slope (CLS) analysis
48
 was applied in OH-stretching mode region (3485-3580 cm
-1
, 
thick black lines in Figure S4.9). Figures S4.10 and S4.11 show the results of the 
CLS analysis for all and individual alcohols and all alcohols, respectively. To 
extract the time scales, the obtained CLS dynamics were fitted with bi-exponential 
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functions (see Figure S4.12 for their parameters). All alcohols show similar 
behavior with no dependence on the size of alkyl chain group. The following 
timescales are obtained from the fit to the CLS data: the fast one amounts to ~200 
fs (~80% share) and the slow one of ~4 ps (~20% share). With MD simulations at 
hand, the fast component was attributed to OH-librations while the slow one 
originates from diffusional motion of the molecule.  
 
 
Figure S4.10 Center line slope analysis, obtained from experimental 2D IR spectra for all studied 
alcohols: (a) methanol, (b) ethanol, (c) 1-propanol, (d) 2-propanol, (e) 1-butanol, (f) 2-butanol, (g) 2-
methyl-1-propanol, (h) tert-butanol, obtained from experimental 2D IR spectra. The values of central line 
slope analysis, obtained from  MD simulations for (a) methanol, (e) 1-butanol and (h) tert-butanol, are 
shown by filled symbols. Biexponential fits are shown by the solid lines; their parameters are 
summarized in Figure S4.11. 
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Waiting time, ps  
Figure S4.11 The same as in Figure S4.10, but all CLSs are depicted altogether. The averaged 















































































































































 Figure S4.12 Parameters of the biexponential fits to the CLS dynamics (Figure S4.10). (a) decay times, 
(b) amplitudes. 
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Chapter 5  
5 Intra- and Intermolecular Contributions to 
Exciton Dynamics in Star-Shaped Small 
Molecules 
Small organic molecules of the push-pull architecture are rapidly gaining the 
importance in the organic electronics applications. In densely packed molecular 
films, both intra- and intermolecular interactions play an essential role for the 
device performance. Here we study two different molecules, a highly symmetric 
star-shaped one and its newly synthesized single arm analogue, for their 
photophysical properties. Both chromophores were dissolved in a solid matrix at 
different concentrations to vary their separation and therefore the intermolecular 
coupling. We show that in both molecules the population relaxation accelerates by 
more than a factor of 10 at shorter intermolecular distances due to self-quenching 
thereby reducing the exciton survival time. The transient anisotropy dynamics are 
also quite similar, with their substantial acceleration at shorter interchromophore 
distances due to exciton diffusion caused by the Förster-like resonance energy 
transfer. However, the anisotropy values are noticeably lower for the star-shaped 
molecule because of intramolecular mixing of different polarization states. Finally, a 
model is presented that accounts for the observed results. 
 
The current chapter is based on the following publication: 
Evgeniia Salamatova, Oleg V. Kozlov, Yuriy N. Luponosov, Alexander N. 
Solodukhin, Victoria Y. Toropynina, Sergei A. Ponomarenko and 
Maxim S. Pshenichnikov, Proc. SPIE.,2016, 9923, 99230K. 
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 Introduction 5.1
Organic electronics is a  rapidly developing field of science and technology. 
Organic electronic devices possess number of attractive advantages as light 
weight, flexibility, simplified mass-scale production etc.
1–4
 which makes them 
indispensable for at least niche applications. The importance of organic electronics 
is highlighted by a large scale commercial production of organic light-emitting 
diodes (OLEDs) and intensive research and development of organic solar cells 
(OSCs)
5–8
 and organic field-effect transistors (OFETs)
9–11
. 
The heart of any organic electronic device is an active layer which is made of an 
organic semiconductor
12
. Organic semiconductors combine properties of organic 
materials (solution processability, variety of chemical structures and 
chemical/physical properties, easiness of processing etc.) with semiconducting 
behavior
13,14
. However, the electrical and photophysical properties of organic and 
inorganic semiconductors are essentially different. Due to relatively low dielectric 
constant of organics (ε~3-4
13,15,16
), the elementary excitations in organic 
semiconductors at room temperature are not free charges but highly bound 
electron-hole pairs, the so-called excitons
17,18
. Consequently, the very operation of 
organic electronic devices relies on dynamics of the excitons. 
Push-pull small molecules have been proven as promising candidates as a 
donor material for OSCs. In particular, the star-shaped small molecules (SSMs) 
with triphenylamine donor core and dicyanovinyl acceptor end groups have shown 
a great potential, with OSC efficiency reaching as high as 5.4%
19
. In the OSCs, the 
SSMs are densely packed in the nm-sized domains which greatly promotes 
intermolecular interactions
20
. On the other hand, due to high symmetry of the SSM 
structure, intramolecular energy migration is also important
21
. Therefore, for 
understanding of the early-time photon-to-charge conversion, it is imperative to 
distinguish the inter- and intramolecular contributions to the overall exciton 
dynamics. 
Here, we approach this issue from two different perspectives. First, we remove 
the molecular symmetry of SSMs by cutting off two out of three arms of the initial 
SSM (designated as N(Ph-2T-DCV-Et)3)
22,23
. The resulting linear molecule 
(designated as TPA-2T-DCV-Me) does not possess any symmetry which makes 
the initial excitation highly anisotropic (Figure 5.1). Second, we vary the 
intermolecular interactions by dissolving both molecules in a solid polymer matrix at 
different concentrations. The observables in our experiments are time-resolved 
photoluminescence (PL) obtained with a streak-camera. We show that both 
samples demonstrate similar populations dynamics that substantially accelerate at 
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short interchromophore distances due to self-quenching. Diluted samples of the 
linear TPA-2T-DCV-Me molecules exhibit a constant anisotropy of 0.4. In contrast, 
the anisotropy of the diluted N(Ph-2T-DCV-Et)3 samples amounts to a much lower 
value of ~0.09 which is indicative of ultrafast intramolecular dynamics. As the 
distance between the chromophores decreases, the transient anisotropy exhibits a 
decaying behavior with a time constant that rapidly decreases with the decrease of 
the interchromophore separation. This is indicative of the increasing rate of the 
Förster-like intermolecular energy transfer.  
 
Figure 5.1 Chemical structures of (a) TPA-2T-DCV-Me and (b) N(Ph-2T-DCV-Et)3 molecules. 
 Experimental Results 5.2
 Steady-state absorption and PL spectra 5.2.1
Figure 5.2 shows the absorption and PL spectra of the blends at several 
representative chromophore separations. The low concentration films exhibit an 
absorbance peak centered at ~2.5 eV. The decrease of the interchromophore 
separation results in a pronounced red-shift of the absorption maximum for both 
molecules. Similarily, the PL spectra are shifted to the red with the decrease of 
separation. Both effects point toward increased intermolecular couplings
24
 as the 
separation between the chromophors decreases.  
The peak positions of the absorption and PL spectra for all studied films are 
summarized in Figure 5.3 as functions of the  interchromophore distance. Both 
peak positions were determined from fitting of the 10-15% top part of the spectra 
with a Gaussian function. The absorption and PL maxima of TPA-2T-DCV-Me are 
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~0.08 eV shifted with respect to N(Ph-2T-DCV-Et)3 bacause of a smaller 
conjugation length of the former. The absorption shift as a function of separation of 
~0.07 eV is noticeably smaller than for PL (~0.3 eV) for TPA-2T-DCV-Me. This 
results in a graduate increase of the Stokes shift (calculated as the difference 
beween absorption and PL peak positions) from ~0.42 eV for diluted chromophores 
to ~0.6 eV for the pristine film.   
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Figure 5.2 Normalized absorption (dotted lines) and PL (solid lines) spectra of the blends of (a) TPA-2T-
DCV-Me and (b) N(Ph-2T-DCV-Et)3  in PMMA at several representative interchromophore distances 
(indicated in the legends). 
The results for N(Ph-2T-DCV-Et)3 are somewhat different: the Stokes shift first 
increases, similarly to the TPA-2T-DCV-Me case, due to a stronger red shift of PL 
than of that of absorption. However, at the average distance of ~3.5 nm, the 
absorption shift catches up with PL so that the Stokes shift begins to decrease, to 
keep on increasing again at the intermolecular distances of ~1.2 nm. This behavior 
is assigned to clustering of N(Ph-2T-DCV-Et)3 molecules at concentrations above 
2:1 molar (4.4 nm), most probably due to π-π stacking
25
.  
To verify this assumption, we performed the analysis of FWHM of absorption 
and PL spectra for both chromophores, (Figure 5.4). For the TPA-2T-DCV-Me 
molecule, the widths change homogeneously with the molecular separation which 
is indicative of gradually increasing intermolecular interactions. In contrast, for 
N(Ph-2T-DCV-Et)3 the absorption width remains almost constant for the distances 
Rav≥3.5 nm, and then suddenly increases from 0.6 eV to 0.75 eV. As the distance 
of 3.5 nm is approximately twice  the lateral size of the N(Ph-2T-DCV-Et)3 
molecule, we assign such behavior to inhomogeneity of the system where stacked 
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chromophores coexist with the diluted chromophores. However, as PL from the 
stacked chromophores is strongly quenched (vide infra), the PL width does not 
change as PL still originates mostly from the deluted chromophores. At the shorter 
distances the absorption width decreases, to begin increasing again in the pristine 
film. All these changes correlate well with the Stokes shift irregularities highlighting 
the fact that the averaged separations of <3.5 nm should be taken with causion 
because of a clearly nongaussian distribution of the separations. 



























































Figure 5.3 Dependence of the absorption (squares) and  PL (asterisks) peak positions on the average 
distance Rav between (a) TPA-2T-DCV-Me and (b) N(Ph-2T-DCV-Et)3 molecules. The Stokes shift ΔE 
(circles) is calculated as the difference between the two peak positions. 
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Figure 5.4 Dependence of the widths (at the half-maximum positions, FWHM) of absorption and PL 
spectra on the average distance between molecules Rav and comparison with Stokes shift magnitudes 
for (a) TPA-2T-DCV-Me and (b) N(Ph-2T-DCV-Et)3. The Stokes shifts from Figure 5.3 are also shown 
for comparision 
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Summarizing this section, for both molecules, intermolecular interactions 
become noticeable  at ~8-10 nm distances (i.e. where the Stokes shift ceases to be 
a constant) and become significant at ~4-5 nm. This agrees well with typical 
Förster radii
26
 of small organic chromophores like dye molecules. 
 Isotropic PL transients 5.2.2
The isotropic (i.e. population) PL transients for both chromophores are shown in 
Figure 5.5 for a few representative interchromophore distances. At long distances, 
the relaxation dynamics are almost monoexponential, with a small contribution 
(~25-30% weight) of 250 ps (TPA-2T-DCV-Me) and 150 ps (N(Ph-2T-DCV-Et)3) 
components. The latter is ascribed to a small-amplitude torsional movement of the 
tiophene rings and/or the dicianovinyl (DCV) acceptor end groups which is more 
pronounced for the larger N(Ph-2T-DCV-Et)3 molecule.  For shorter separations, 
both times accelerate while the shares of their amplitudes shift in favor of the faster 
component that begins to dominate in pristine films. This is assigned to the self-
quenching effect. 
































Figure 5.5 Isotropic PL transients of (a) TPA-2T-DCV-Me and (b) N(Ph-2T-DCV-Et)3  samples for 
several representative interchromophore separations. Dots represent experimental points while the solid 
lines show biexponential fits convoluted with a Gaussian apparatus function of ~10 ps width. The 
transients are vertically offset with the dotted lines indicating the zero position. 
To quantitize the relaxation dynamics, the transients for all samples were fitted 
with bi-exponential decay functions, convoluted with the streak-camera response; 
the fit parameters are shown in Figure 5.6. The population lifetime for well-
separated molecules amounts to ~2.5 ns and is virtually identical for both 
chromophores. This time decreases to ~1 ns in the dense films which indicates that 
self-quenching affects the long time, too. The short-time component also 
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accelerates to ~50 ps with the decrease of the interchromophore distance, and its 
share increases to ~75%. Both effects are consistent with PL self-quenching as the 
excitation transferres between the chromophores. Interestingly, the fast component 
the N(Ph-2T-DCV-Et)3 transients is less dependent on intermolecular distance 
because here both inter- and intra-molecular interactions contributes to the 
relaxation dynamics.  
 Transient anisotropy 5.2.3
Anisotropy transients for several representative intermolecular distances are 
presented in Figure 5.7. At long intermolecular distances, anisotropies for both 
chromophores do not change with time because the molecules cannot rotate in the 
solid matrix and different molecules do not communicate to each other. However, 
the values of anisotropies are very different. In the TPA-2T-DCV-Me case, the 
anisotropy amounts to r(t)≈0.4 as it should be for the anisotropic medium with 
random orientations of single dipoles
21,27
. In contrast, for the N(Ph-2T-DCV-Et)3 
molecule the anisotropy is much lower, r(t)≈0.09. This is consistent with the 
symmetry of the molecule as the transient dipole of the initial excitation is quickly 
(much faster than the experimental resolution of ~10 ps) scrambled due to 
















































Figure 5.6 Fast (black circles) and long (red circles) time relaxation constants, obtained from the bi-
exponential fit, for (a) TPA-2T-DCV-Me and (b) N(Ph-2T-DCV-Et)3  samples. The relative share of each 
component is proportional to the size of the curcle while the sum of their amplitudes is normalized to 
unity. The solid lines are guides for the eye. 
As the interchromophore separation decreases, the anisotropy begins to 
decrease in time, which is assigned to the interchromophore energy migration. The 
initial anisotropy value decreases (Figure 5.8), too, because of the two following 
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factors. First, due to energetic disorder present, the first downhill step(s) in the 
energy migration
29-31 
becomes too fast to be captured with the 10-ps streak-camera 
resolution. Second, at very short intermolecular distances the chromophore 
coupling is so strong that delocalized states are formed with their transient dipole 
moment quickly scrambled, similarly to the intramolecular N(Ph-2T-DCV-Et)3 case. 
Note that this effect is not as pronounced for the N(Ph-2T-DCV-Et)3 molecule 
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Figure 5.7 Anisotropy transients for (a) TPA-2T-DCV-Me and (b) N(Ph-2T-DCV-Et)3 samples at a few 
representative concentrations. The monoexponential fits are shown by the solid lines. 






























Figure 5.8 Initial r(t=0) = r0  (asterisks) and final r∞=r(t=∞) (circles) anisotropies for (a) TPA-2T-DCV-Me 
and (b) N(Ph-2T-DCV-Et)3  films as functions of the average distance between the chromophores. 
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Figure 5.9 shows the anisotropy decay times obtained from fitting the anisotropy 
transients with a single exponent. Only those transients which contain a sufficient 
dynamical range between the short- and long-time anisotropy values were fitted as 
otherwise the fitting becomes unstable. The time changes from the ns range for the 
long chromophore separations to tens of ps range for pristine films. The decay 
times are similar from both chromophores which is indicative of similar exciton 
diffusion processes.  


























Figure 5.9 Dependence of the anisotropy decay time τ for (a) TPA-2T-DCV-Me and (b) N(Ph-2T-DCV-
Et)3 samples on the average distance between molecules. 
 Discussion 5.2.4
Figure 5.10 schematically depicts the model of exciton diffusion that emerges from 
our experiments. The initial photoexcitation migrates between the chromophores 
that are coupled via Förster-like dipole-dipole interactions. If the chromophores are 
far apart, the coupling that scales as 𝑅𝑎𝑣
−6 is weak so that the excitation stays at the 
same molecule. The difference between the two molecules studied is that in the 
N(Ph-2T-DCV-Et)3 case the initial excitation direction is scrambled due to 
intramolecular couplings between the molecular orbitals with different symmetries
21
 
which leads to the instantaneous (at the experimental time scale) decrease of the 
initial anisotropy from 0.4 to 0.09. Further on, the directions of the dipole moments 
do not change in time as the rotational degrees of freedom are inhibited by the 
solid matrix. 
When the chromophore separation is decreased to 𝑅𝑎𝑣 ≈ 8 − 10 nm, the 
intermolecular coupling increases thereby increasing the Förster probability of the 
excitation to hop from one molecule to another. As the chromophores are not 
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aligned in the solid matrix, each hop results in changing of the dipole moment 
direction, which leads to anisotropy decrease in time. Simultaneously, self-
quenching sets up due to final probability of the exciton to die at each hopping 
step, which results in acceleration of PL decay. Finally, in pristine films of the 
chromophores, the anisotropy decays monoexponentially to zero with the time 
constant of ~35 ps. Note that even faster component of the anisotropy is missed by 
the PL experiments because of the limited experimental resolution but can be 





Figure 5.10 Artist representation of  inter- and intermolecular anisotropy decay in solid solutions of (a) 
TPA-2T-DCV-Me and (b) N(Ph-2T-DCV-Et)3 (blue ellipses and stars, respectively). Initial 
photoexcitation is shown by the green curly arrows; the transient dipole of the excited chromophore is 
depicted as magenta arrows. Intermolecular exciton diffusion is shown by orange arrows; PL is depicted 
by the red curly arrows. 
 Conclusions 5.3
Here we have studied intra- and inter-molecular contributions to exciton dynamics 
in small-molecule organic semiconductors. To reduce the intramolecular energy 
transfer occurring in the star-shaped N(Ph-2T-DCV-Et)3 molecule due to its 
symmetrical architecture, a new molecule, TPA-2T-DCV-Me, has been 
synthesized. The TPA-2T-DCV-Me is a non-symmetrical analogue of N(Ph-2T-
DCV-Et)3 with the same donor core and acceptor end group, and as such inherits 
most of the photophysical properties of the later. To adjust the intermolecular 
interactions, the distance between the chromophores was varied by diluting them in 
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a solid PMMA matrix. Time-resolved PL has been used as a reporter of the 
photophysical processes in the films, with the isotropic transients and the transient 
anisotropy to obtain of the population relaxation and transient dipole moment 
reorientation dynamics, respectively. 
The population relaxation dynamics appear to be quite similar in both 
chromophores. At long chromophore separations, the dynamics are dominated by 
the lifetime component of ~2.5 ns, with a small faster (~150 ps) contribution (~20%) 
assigned to twisting of the molecules in the excited state. At shorter chromophore 
distances, the fast component begins to prevail (~80% of the amplitude), with its 
time ultimately reduced to ~70 ps in the pristine films. This is assigned to the self-
quenching effects that substantially reduce the exciton lifetime and therefore its 
diffusion length.  
The anisotropy dynamics also exhibit the similar trend for both chromophores. 
For the well-separated chromophores, the constant anisotropies of 0.4 and 0.09 for 
TPA-2T-DCV-Me and N(Ph-2T-DCV-Et)3, respectively, are observed. The low 
anisotropy in the highly symmetrical N(Ph-2T-DCV-Et)3 molecule is assigned to the 
ultrafast intermixing of the degenerate excited, which is absent in the linear TPA-
2T-DCV-Me molecule. As the average distance between chromophores decreases 
down to ~9 nm, the anisotropy begins to decay with the timescale dependent on 
the interchromophore distance. This is due to the Förster-like intermolecular energy 
transfer which leads to depolariation of the transient dipole moment as the exciton 
hopes from one molecule to another. In the densely-packed films, the 
intermolecular delocalization of the excited states leads to both the two-fold 
decrease of the initial anisotropy and substantial acceleration (to ~35ps) of the 
anisotropy decay. 
The results presented herein highlight the importance of the chromophore 
chemical structure, symmetry and intermolecular interactions for the photophysical 
properties. Each of these parameters have been shown to be crucial for intra- and 
inter-molecular energy transfer and, therefore, for the exciton migration. Our 
findings provide important insights on the structure-property relationship of small 
molecules, which are of great importance for the rational material design and 
device engineering. 
 Experimental 5.4
 Sample preparation  5.4.1
Synthesis of TPA-2T-DCV-Me (Figure 5.1(a)) was performed according to the 
approach elaborated for N(Ph-2T-DCV-Et)3
22,23
, using (4-
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For the experimental study of exciton diffusion in solid solutions, films of both 
small molecules in the PMMA matrix were prepared at different concentrations 
(from the molar ratio of 1:50 to pristine films) to control the interchromophore 
separation. TPA-2T-DCV-Me was dissolved in 1,2- dichlorobenzene at two 
concentrations of 9.6 g/L and 0.6 g/L to enable the whole range of TPA-2T-DCV-
Me distances in the films. For N(Ph-2T-DCV-Et)3, only one concentration of 1.2 g/L 
was sufficient. The matrix polymer PMMA (C5O2H8)n (Sigma Aldrich, Mw=120000 
g/mol) was also dissolved in 1,2-dichlorobenzene  at two concentrations of 150 g/L 
and 9.4 g/L, again to provide the required range of the interchromophore distances. 
All solutions were stirred on a hot plate (50°C) of a magnetic stirrer for at least 8 
hours. TPA-2T-DCV-Me and  N(Ph-2T-DCV-Et)3 solutions were mixed with the 
PMMA solution at the precalculated molar ratios (Figure 5.11). The mixtures were 
again stirred on a hot plate (50°C) for at least 40 minutes. The films were prepared 
by drop casting of 150 µL of the solution onto a microscope cover slide after which 
the films were left in a fume hood for at least 8 hours for complete  drying. The 
average separation between chromophores diluted in PMMA matrix (Figure 5.11) 
was calculated from the molar ratios and molar volumes of the chromophores 
(Vm(TPA-2T-DCV-Me)=376.5 cm
3
/mol, Vm(N(Ph-2T-DCV-Et)3 )=1015.6 cm
3
/mol)  
and PMMA (Vm(PMMA)=100840 cm
3
/mol). 
 Optical measurements 5.4.2
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Figure 5.11 Relationship between inter-molecular distance Rav of the chromophores and 




A Hamamatsu C5680 streak-camera was used to obtain the time-resolved PL 
kinetics (Figure 5.12). A Ti:Sapphire oscillator generated ~100 fs pulse at ~800 nm 
wavelength with a repetition rate of 76 MHz. The output was coupled onto the 
photonic crystal optical fiber (Newport, SCG-800) to generate the white-light 
continuum. After the fiber, a band pass filter centered at 508 nm (20 nm bandwidth) 
was used to select the excitation wavelength of ~2.44eV. A gradient neutral density 
filter was placed before the sample to attain ~2.2±0.3 µW excitation power to avoid 
exciton annihilation effects and sample degradation. For the latter, the excitation 
spot was also purged with dry nitrogen. The spectral and time resolution of the 
setup are ~2 nm and 10 ps, respectively. 
 
Figure 5.12 Representative 2D PL isotropic maps for (a) TPA-2T-DCV-Me and (b) N(Ph-2T-DCV-Et)3  
films for Rav = 8.8 nm. Thin black lines correspond to mean frequency. 
The PL signal was collected in a 90° geometry with either perpendicular or 
parallel polarization directions with respect to the polarization of the excitation 
beam. The PL spectra were obtained by integrating of the time-resolved 2D PL 
maps (Figure 5.12) over time. No spectral correction for the polychromator and 
CCD camera was applied. The parallel 𝐼∥(𝑡) and perpendicular 𝐼⊥(𝑡) polarized 
transients were calculated by integrating PL maps in the 1.6-2.4 eV range. The 








𝑟(𝑡) =  
𝐼∥(𝑡) − 𝐼⊥(𝑡)
𝐼∥(𝑡) + 2 ∗ 𝐼⊥(𝑡)
      
Due to slight misalignments and sample degradation between the parallel and 
orthogonal polarization measurements, the observed PL intensity could deviate 
          (Eq. 5.1) 
          (Eq. 5.2) 
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from the actual value by ±10%. The subsequent correction was applied if needed 
with the long-time anisotropy as a reference point. 
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We are surrounded by all kinds of materials. Some of the materials are artificial and 
some of them are created by nature. Regardless of the origin, all materials consist 
of atoms, which are bound together to form molecules. There are two types of 
interactions which can be found at this level: intra- and intermolecular. The 
understanding of processes occurring during intra- and intermolecular interactions 
are indispensable for predicting the material properties and for designing the new 
materials.  
In the current work, we address the following question: what kind of interactions 
‒ intra- and/or intermolecular ones ‒ determine dynamical properties (e.g., 
hydrogen-bonding dynamics, energy transfer, exciton diffusion) in different 
materials such as liquids and solid films. Here we consider the intra- and 
intermolecular interactions as “conversations” between different vibrational or 
electronic transitions within one molecule (intramolecular) and/or between different 
molecules (intermolecular). Due to impressive advances in experimental physical 
chemistry, there are a number of tools for obtaining the dynamical and structural 
information on different timescales. However, the previous studies on liquids and 
films showed the importance of hydrogen-bonding dynamics, energy transfer and 
exciton dynamics on femto- (1 fs=10
-15 
s) to nanosecond (1 ns=10
-9 
s) timescales. 
The most suitable (and often the only) tool for probing such fast structural and 
dynamical information is ultrafast spectroscopy.  
The general principle of ultrafast spectroscopy is the following: the first pulse 
(the pump) brings the system out of equilibrium, while the second, delayed pulse 
probes the occurred changes. These changes might be any: changes in 
absorption, luminescence, reflection, diffraction etc.; here we are mostly concerned 
with the first two. By measuring such changes as a function of the delay between 
the pump and the probe pulses, one can determine the timescales of the intra- and 
intermolecular dynamical processes. To distinguish between intra- and 
intermolecular contributions, the distance between interacting molecules is varied 
from densely packed molecules (such as, for instance, in liquids or solid-state 
films) to spatially-separated molecules (such as in diluted solutions or solid 
matrices). The spectral signatures obtained experimentally are then confronted 
with the outcome of theoretical calculations, which opens the way towards 
unraveling dynamics at the molecular scale.  
In the first part of the Thesis, vibrational two-dimensional infrared (2D-IR) 
spectroscopy (infrared means that the vibrational levels are excited and probed, 
Figure 1) is used for understanding the dynamical properties of hydrogen-bonded 
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liquids. The second part of the current work is devoted to the electronic dynamics 
in novel star-shaped molecules, which have a great potential for modern organic 
solar cells. As a research tool, time-resolved photoluminescence spectroscopy is 
used where the pump pulse excites electronic transitions and the resulting 
photoluminescence is monitored (Figure 1). 
 
Figure 1 Energy levels diagram of a molecule, where Sn and Vn denote the electronic and vibrational 
energy states. The red arrows denote vibrational transitions due to absorption of infrared (IR) light; the 
dark blue arrows correspond to electronic transitions (as the result of absorption of UV/Vis light); the 
light blue arrows show vibrational relaxation; the orange arrows correspond to the photon emission 
process (luminescence). 
The first system of our interest in Chapter 2 is a model system for an important 
type of proteins, the so-called intrinsically disordered proteins (IDPs). IDPs are 
characterized by low structural stability, which allows fast changes between 
different conformations, that in turn are critical for IDPs’ function. The main 
question of the study is the following: what kind of structures dominates in the 
model system and how these structures influence intermolecular energy transfer. 
For mimicking the IDPs structure we – as many others before us – use liquid N-
methylacetamide (NMA). The NMA molecule contains a single peptide unit (-
CONH-), which is characteristic for all protein structures including those of IDPs. 
Therefore, NMA molecules interact with each other in a similar way to IDPs. 
Experimental studies combined with molecular dynamics simulations show 
fascinating results. Typically, liquids are characterized by high disorder: the 
molecules librate, rotate, and diffuse all the time. However, in the liquid NMA the 
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molecules tend to form well-organized structures. The most populated structure 
looks like a chain of hydrogen-bonded NMA molecules. These structures facilitate 
intermolecular vibrational energy transfer where the initial IR excitation moves 
along the hydrogen-bonded chains. Therefore, we can assume that disordered 
amino acids within IDPs structure tend to form the similar structures, which in turn 
are preferable for intermolecular energy transfer. 
In Chapter 3 we modify the system to make it more relevant to the biological 
situation: proteins in a water environment. For this, we dissolve NMA molecules in 
water. In contrast to hydrogen-bonded chains of NMA molecules in the condensed 
phase, NMA molecules in water tend to form clusters with a hydrophobic core and 
hydrophilic surface (also known as “hydrophobic collapse”). Moreover, unlike the 
well-defined pathways of energy migration in bulk NMA (along the hydrogen-
bonded chain of NMA molecules), the pathways in the NMA-water mixture have a 
more stochastic character. The insights gained in this chapter may be of assistance 
for unraveling the energy transfer pathways as well as preferred structures in 
biological systems, like proteins surrounded by water.  
Chapter 4 concerns another type of basic hydrogen-bonded liquids, the 
alcohols. Earlier studies on pure alcohols and alcohol clusters showed a strong 
correlation between dynamical timescales of hydrogen bonding and the size of the 
alcohol molecules: the larger molecules possess slower dynamics. However, 
because of the coexistence of intra- and intermolecular interactions in such 
systems, it was not clear which type of interactions dominates the hydrogen 
bonding dynamics. We exclude the intermolecular interactions between alcohol 
molecules by strongly diluting them in a hydrogen bond accepting solvent 
(acetonitrile). Acetonitrile is chosen (and proven) to prevent clustering of the 
alcohol molecules at low concentrations. The obtained results show that all studied 
alcohol-solvent systems, where the solvent is the same and the only difference in 
interactions is in the intramolecular interactions within the alcohol molecules, have 
similar dynamics independently of the size of alcohol molecules. Therefore, we 
conclude that all the observed differences in hydrogen bond dynamics in the pure 
alcohols and/or alcohol clusters resulted from intermolecular interactions between 
alcohol molecules. The obtained results are interesting for unraveling the 
contribution of intra- and intermolecular interactions to hydrogen bonding dynamics 
in other hydrogen-bonded liquids in bulk and diluted phases. 
The last chapter is devoted to the study of exited-state dynamics in solid films, 
which are based on the star-shaped molecule (SSM) N(Ph-2T-DCV-Et)3 and its 
linear analog TPA-2T-DCV-Me. These two molecules are used in research solar 
cell devices with energy conversion efficiencies approaching 6%. The SSM has a 
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symmetrical shape which facilitates ultrafast energy transfer within the molecule. 
To circumvent the intramolecular interactions, we studied a linear analog of SSM, 
which was synthesized in the Institute of Synthetic Polymeric Materials (Russian 
Academy of Sciences). The intermolecular interactions are controlled by dissolving 
the two molecules in a solid matrix of acrylic glass (Poly(methyl methacrylate), 
(C5O2H8)n) at different concentrations.  Photoluminescence experiments on the 
films show that both intra- and intermolecular interactions in SSM are crucial for 
energy transfer and exciton dynamics. The obtained results help to understand the 
influence of molecular structure on dynamical properties that in turn can be used 
for molecular design and further optimization of the efficiency of organic 
photovoltaic devices. 
To summarize, we have studied the interplay of intra- and/or intermolecular 
interactions in several liquid and solid materials. This work forms a convenient 
basis for predicting dynamical and structural properties of more complex 
(bio)molecular systems such as DNA, proteins, and hydrogen-bonded liquids. 
Furthermore, the obtained results are instrumental in designing new molecules for 




We zijn omgeven door allerlei soorten materialen. Sommige van deze materialen 
zijn kunstmatig, andere van natuurlijke oorsprong. Maar alle materialen bestaan uit 
atomen, die, samengebonden, moleculen vormen. Er zijn twee soorten interacties 
mogelijk op dit niveau: intra- en intermoleculaire interacties. Het begrijpen van de 
processen die gebeuren tijdens intra- en intermoleculaire interacties, is onmisbaar 
voor het voorspellen van de materiaal eigenschappen en voor het ontwerpen van 
nieuwe materialen. 
In dit proefschrift behandelen we de volgende vraag: welk soort interacties – 
intra- en/of intermoleculair – bepalen de dynamische eigenschappen (bv 
waterstofbrug dynamica, energie overdracht, exciton diffusie) in verschillende 
materialen, zoals vloeistoffen en dunne vaste-stof lagen. Hier beschouwen we de 
intra- en intermoleculaire interacties als “gesprekken” tussen verschillende vibratie 
en electronische overgangen, binnen één molecuul (intramoleculair) en/of tussen 
verschillende moleculen (intermoleculair). Door de indrukwekkende voortgang in 
de experimentele fysische chemie, zijn er een aantal middelen beschikbaar voor 
het verkrijgen van dynamische en structurele informatie op verschillende 
tijdschalen. Echter, voorgaande studies hebben het belang laten zien van 
waterstofbrug dynamica, energie overdracht en exciton diffusie op femto- (1 fs = 
10
-15
 s) en nanoseconde (1 ns = 10
-9
 s) tijdschalen. Ultrasnelle spectroscopie is de 
meest geschikte (en vaak enig mogelijke) manier om informatie te verkrijgen over 
zulke snelle structurele en dynamische processen. 
Het algemene principe van ultrasnelle spectroscopie is het volgende: de eerste 
lichtpuls (de pomp) brengt het systeem uit evenwicht, de tweede vertraagde 
lichtpuls (de probe) meet vervolgende de opgetreden veranderingen. Deze 
veranderingen kunnen van alles zijn: veranderingen in absorptie, luminescentie, 
reflectie, diffractie etc. Hier houden we ons voornamelijk bezig met de eerste twee. 
Door deze veranderingen te meten als functie van de tijdsduur tussen de pomp en 
de probe puls, kunnen we de tijdschalen bepalen van de intra- en intermoleculaire 
processen. Om onderscheid te kunnen maken tussen intra- en intermoleculaire 
bijdrages aan deze veranderingen, wordt de afstand tussen de interacterende 
moleculen gevarieerd van dicht opeengestapelde moleculen (zoals bv in pure 
vloeistoffen en vaste-stof dunne lagen) tot ruimtelijke gescheiden moleculen (zoals 
in verdunde oplossingen of matrices). De experimentele informatie die zo door 
spectroscopie wordt verkregen, wordt vergeleken met de uitkomsten van 
theoretische berekeningen; dit opent zo de deur om de dynamica op een 
moleculaire schaal te ontrafelen. 
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In het eerste deel van dit proefschrift wordt vibrationele twee-dimensionale 
infrarood (2D-IR) spectroscopie gebruikt, om de dynamische eigenschappen te 
kunnen begrijpen van vloeistoffen met moleculen met waterstofbruggen. Infrarood 
betekend hier dat de vibratie niveaus worden geëxciteerd en geprobed, zie 
Figuur 1. In het tweede deel wordt aandacht besteed aan de elektronische 
dynamica van nieuwe ster-vormige moleculen, die grote potentie hebben voor 
moderne organische zonnecellen. Als instrument wordt hierbij tijds-opgeloste 
fotoluminescentie spectroscopie gebruikt, waarbij met de pomp elektronische 
toestanden worden aangeslagen en waarvan vervolgens de fotoluminiscentie 
wordt bestudeerd (Figuur 1). 
 
Figuur 1 Energieniveaus van een molecuul, waar Sn en Vn de elektronische en vibratie energieniveaus 
aanduiden. De rode pijlen zijn de vibratie overgangen door absorptie van infrarood (IR) licht; de 
donkerblauwe pijlen corresponderen met elektronische overgangen (door absorptie van UV/zichtbaar 
licht); de lichtblauw pijlen zijn vibratie relaxaties. De oranje pijlen zijn foton emissies (luminiscentie). 
Het eerste systeem waar we in geïnteresseerd zijn in hoofdstuk 2, is een model 
systeem voor een belangrijke klasse van eiwitten, de zogenaamde intrinsiek 
ongeordende eiwitten (IOE). IOE’s worden gekenmerkt door een lage structurele 
stabiliteit, wat snelle veranderingen tussen verschillende conformaties mogelijk 
maakt, wat cruciaal is voor de functionaliteit van IOE’s. De belangrijkste vraag van 
dit onderzoek is welke structuur het meest voorkomt in het modelsysteem en hoe 
deze structuren van invloed zijn op de intramoleculaire energieoverdracht. Om de 
structuur van IEO’s na te bootsen, gebruiken we – zoals velen voor ons – vloeibaar 
N-methylacetamide (NMA). Een NMA molecuul bevat een enkele peptide eenheid 
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(-CONH-) die karakteristiek is voor alle eiwit structuren, inclusief de IOE’s. 
Daardoor interacteren NMA moleculen op eenzelfde manier als IOE’s. 
Experimenteel onderzoek, gecombineerd met moleculaire dynamica simulaties, 
laten fascinerende resultaten zien. Normaal zijn vloeistoffen erg ongeordend: de 
moleculen libreren, roteren en diffunderen de hele tijd. In vloeibaar NMA hebben 
de moleculen echter de neiging om goed geordende structuren te vormen. De 
meest voorkomende structuur lijkt op een keten van NMA moleculen, verbonden 
door waterstofbruggen. Deze structuur is goed voor intramoleculaire vibratie 
energie overdracht, waarbij de initiele infrarood excitatie zich beweegt langs de 
keten van door waterstofbruggen verbonden NMA moleculen. Hierdoor kunnen we 
aannemen dat ongeordende aminozuren in IEO structuren de neiging hebben om 
soortgelijke structuren te vormen, die goed zijn voor intramoleculaire 
energieoverdracht. 
In hoofdstuk 3 veranderen we het NMA systeem om het meer relevant te 
maken voor biologische situaties: eiwitten in een waterige omgeving. Hiervoor 
lossen we NMA moleculen op in water. In kontrast met de ketens van door 
waterstofbruggen verbonden NMA moleculen in de pure vloeistof, hebben NMA 
moleculen in water de neiging om clusters te vormen, met een hydrofobe kern en 
een hydrofiel oppervlak (staat ook bekend als “hydrofobe instorting”). Bovendien 
vormen de paden voor energieoverdracht in een NMA-water mengsel een meer 
grillig patroon; dit in tegenstelling tot de goed-gedefinieerde paden in puur NMA, 
langs de ketens. De in dit hoofdstuk verkregen inzichten kunnen behulpzaam zijn 
bij het ontrafelen van energie overdracht paden in biologische systemen zoals 
eiwitten omringd door water, alsmede hun voorkeurs structuren. 
Hoofdstuk 4 bekijkt een ander type van door waterstofbruggen verbonden 
moleculen, namelijk de alcoholen. Eerder onderzoek aan pure alcoholen en 
alcohol clusters heeft een sterke correlatie laten zien tussen de dynamische 
tijdschalen van waterstofbrug verbindingen en de grootte van de alcohol 
moleculen: de grotere moleculen vertonen een langzamere dynamica. Echter, door 
de co-existentie van intra- en intermoleculaire interacties in zulke systemen, was 
het niet duidelijk wat de belangrijkste interactie was in de waterstofbrug dynamica. 
We hebben de intermolekulaire interactie tussen de alcohol moleculen uitgesloten, 
door ze sterk te verdunnen in een waterstofbrug-accepterend oplosmiddel 
(acetonitrile). We gebruiken acetonitrile omdat dit (bewezen) clustering voorkomt 
van alcohol moleculen bij lage concentraties. De verkregen resultaten laten zien 
dat voor alle bestudeerde alcohol-oplosmiddel systemen (waar het oplosmiddel 
hetzelfde is en het enige verschil in interactie de intramoleculaire interactie 
binnenin de alcohol moleculen is), de dynamica overeenkomt, onafhankelijk van de 
grootte van de alcohol moleculen. We concluderen daarom dat alle geobserveerde 
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verschillen in waterstofbrug dynamica in pure alcoholen en/of alcohol clusters het 
resultaat is van intermoleculaire interacties tussen de alcohol moleculen. De 
verkregen resultaten zijn interessant om de bijdragen van intra- en intermoleculaire 
interacties aan de waterstofbrug dynamica te ontrafelen voor andere door 
waterstofbruggen verbonden vloeistoffen, zowel puur als verdunt. 
Het laatste hoofdstuk is gewijd aan het bestuderen van de aangeslagen 
toestand dynamica in dunne films die het ster-vormige molecuul (SVM) N(Ph-2T-
DCV-Et)3 bevatten, of het lineaire analoog TPA-2T-DCV-Me. Deze twee moleculen 
worden gebruikt in research zonnecellen, met een energie conversie efficiëntie die 
de 6% benadert. Het SVM molecule heeft een symmetrische vorm, wat een 
ultrasnelle energie overdracht binnenin het molecuul vergemakkelijkt. Om de 
intramoleculaire interacties te omzeilen, hebben we het lineaire analoog van de 
SVM bestudeerd. Dit is gesynthetiseerd in het Institute of Synthetic Poymeric 
Materials (Russian Academy of Sciences). De intermoleculaire interacties worden 
gecontroleerd door de twee moleculen op te lossen in een vaste matrix van acryl 
glas (Poly(methyl) methacrylate, (C5O2H8)n) met verschillende concentraties. 
Fotoluminescentie experimenten aan deze films laten zien dat zowel intra- als 
intermoleculaire interacties in SVM’s cruciaal zijn voor de energie overdracht en de 
exciton dynamica. De verkregen resultaten helpen om te begrijpen wat de invloed 
van de structuur van moleculen is op de dynamische eigenschappen. Dit kan dan 
gebruikt worden voor het moleculaire ontwerp en verdere verbetering van de 
efficiëntie van organische fotovoltaische devices. 
Samenvattend hebben we de wisselwerking bestudeerd van intra- en/of 
intermoleculaire interacties in verscheidene vloeibare en vaste materialen. Dit werk 
vormt een geschikte basis om de dynamische en structurele eigenschappen te 
voorspellen van meer complexe (bio)moleculaire systemen, zoals DNA, eiwitten en 
vloeistoffen met waterstofbruggen. Verder zijn de verkregen resultaten belangrijk 
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