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Abstract
We study relations between special elliptic isometries in the complex hyperbolic plane.
Relations of lengths 2, 3, and 4 are fully classified. Some relative SU(2, 1)-character varieties
of the quadruply punctured sphere are described and applied to the study of length 5 relations.
1 Introduction
‘Cause nature has a funny way of breaking was does not bend.
Jewel,Innocence Maintained
Relations between automorphisms of a given geometric structure play an important role in the
construction of manifolds/orbifolds endowed with that geometric structure. Consider, for instance,
Poincare´’s Polyhedron Theorem, which is one of the few known tools for the construction of man-
ifolds/orbifolds equipped with some model geometry (typically, a simply-connected Riemannian
manifold). Roughly speaking, the theorem specifies conditions on a polyhedron with side-pairing
isometries in the model space X such that the group H generated by these isometries is discrete
and X/H is a manifold/orbifold M modelled on X. The group H is isomorphic to the fundamental
group pi1(M) and the theorem provides an explicit presentation of H that comes from the combina-
torial structure of the polyhedron with face-pairing isometries. This means that, in a certain sense,
in order to construct a polyhedron with side-pairing isometries that have a chance of succeeding
as a fundamental polyhedron, some relations between those isometries of X that will play the role
of side-pairing isometries must be known a priori.1
More generally, the space of representations of the fundamental group pi1(M) in some group
G of automorphisms of the model space modulo conjugation, i.e., the G-character variety of M ,
is closely related to the geometric structures on M inherited from the model space. Hence, it is
natural to expect that (relative) character varieties are ubiquitous objects in geometry and that
the many questions related to its structure (topology, Hitchin components, nature of the action
of the mapping class group, etc.) are sources of great interest. They have been investigated by
several authors, and an exhaustive list of references would be too long to compile; so, we only cite
a few ones [1], [7], [9], [11], [13], [14], [16] which are closer to this paper.
Here, our model space is the complex hyperbolic planeH2C with orientation-preserving isometries
or, equivalently, the holomorphic 2-ball with its complex automorphisms; the corresponding group
is the projective unitary group PU(2, 1). A rough classification of nontrivial orientation-preserving
isometries in the complex hyperbolic plane resembles that of constant curvature hyperbolic ge-
ometry: they either have a fixed point in H2C (elliptic isometries), exactly one fixed point in the
ideal boundary of H2C (parabolic isometries), or exactly two fixed points in this ideal boundary
∗Supported by grant 2014/00582-2, Sa˜o Paulo Research Foundation (FAPESP), and by CNPq.
1For example, the study of short relations between isometries in the complex hyperbolic plane plays an important
role in the construction of complex hyperbolic disc bundles in [5] and in [6].
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(loxodromic isometries). Each of these isometry types are divided into several subtypes whose ge-
ometric behaviour can be quite different from each other (see Subsection 2.1). Of central interest
in this paper is the subtype of elliptic isometries known as the special ones. This subtype includes
the holomorphic involutions.
Holomorphic involutions generate the group of orientation-preserving isometries of H2C. They
come in two conjugacy classes: reflections in (negative) points and reflections in complex geodesics
(or in positive points). The decomposition of orientation-preserving isometries into the product
of involutions is considered in [2] and in [16]. An interesting question is to understand to what
extent such a decomposition is unique. This naturally leads to the study of relative character
varieties that encode all the possible decompositions, modulo conjugation, of a given isometry into
the product of involutions [2, Section 4] and to the concept of bendings. In a nutshell, bendings
provide natural coordinates in the mentioned relative character varieties. More precisely, let Rp
stand for the reflection in a negative or positive point p and consider a relation Rpn . . . Rp2Rp1 = 1
between holomorphic involutions in PU(2, 1). If we move the points pi−1, pi along a geodesic that
joins them without altering their distance, we obtain new points qi−1, qi satisfying RqiRqi−1 =
RpiRpi−1 . This alters the original relation Rpn . . . RpiRpi−1 . . . Rp2Rp1 = 1 into the new one
Rpn . . . RqiRqi−1 . . . Rp1 = 1 and is the same as taking an element C in the centralizer of RpiRpi−1
and writing RpiRpi−1 = (CRpiC−1)(CRpi−1C−1) = RCpiRCpi−1 = RqiRqi−1 .
Sometimes, a relation between holomorphic involutions of the above form can be simplified by
bending it and applying afterwards the length 2 relation RpRp = 1 (a cancellation) or a length 3
relation known as an orthogonal relation [2]. It is worthwhile mentioning that length 5 relations
between holomorphic involutions that cannot be simplified in such a way, that is, basic length 5
relations, have been linked to discreteness [2], [3].
In this paper, we consider relations between special elliptic isometries. Special elliptic isome-
tries can be seen as rotations around (negative) points or rotations around complex geodesics
(equivalently, around positive points). Since every orientation-preserving isometry has three lifts
to SU(2, 1) that differ by a cube root of unity, a nontrivial special elliptic isometry is determined, at
the level of SU(2, 1), by a (negative or positive) point p, its centre, and by a unitary complex num-
ber α distinct from a cube root of unity, its angle. Throughout the paper, we deal with elements in
SU(2, 1); so, we write a relation between special elliptic isometries in the form Rpnαn . . . R
p2
α2R
p1
α1 = δ,
where δ is a cube root of unity, and refer to Rpnαn . . . R
p2
α2R
p1
α1 = δ as a length n relation.
Relations between special elliptic isometries of lengths 2 and 3, as well as the length 4 ones
obtained through bendings, are quite similar to those between holomorphic involutions (in spite of
the fact that pairs of points now travel along metric circles, hypercycles, or horocycles instead of
along geodesics during a bending; sometimes, this leads to subtle behaviour, see page 27). However,
the full description of length 4 relations presented in Theorem 4.27, one of the main results of the
paper, is much more involved than the corresponding one for holomorphic involutions.
Indeed, for holomorphic involutions, bendings provide all length 4 relations modulo cancella-
tions and orthogonal relations [2, Proposition 2.6]. This is far from being the case when all special
elliptic isometries are taken into account. Alongside with bendings, there are relations called
f -bendings that play a major role in the mentioned classification theorem. Similarly to bendings,
they can also be seen as one-parameter deformations of a given product Rp2α2R
p1
α1 of special ellip-
tic isometries; such deformation is geometrically described in Theorem 4.14. However, during an
f -bending, both the centres and the angles change. An f -bending preserves the signs of the cen-
tres as well as the components (see Definition 4.5) and the product of the angles. Every (generic)
length 4 relation of the form Rp2α2R
p1
α1 = R
q2
β2
Rq1β1 , where pi, qi are points of a same sign and αi, βi
are angles in a same component, is a consequence of bendings and f -bendings (Theorem 4.20).
Dropping these restrictions on signs and components, we found it necessary to develop some new
tools in order to complete the classification of (generic) length 4 isometries (in total, there are 7
“basic” relations of length 4.) These tools regard the behaviour of some naturally parameterized
lines tangent to Goldman’s deltoid (Proposition 4.26) as well as a characterization allowing to
determine when regular elliptic isometries of the same trace written as products of two special
elliptic isometries belong to the same SU(2, 1)-conjugacy class (Proposition 4.22).
In order to consider relations of length > 5, we need to study the decompositions of (regular)
orientation-preserving isometries in the product of three special elliptic ones. This naturally leads
to a description, given in Theorem 5.7 (see also Theorem 5.2) of some relative SU(2, 1)-character
2
varieties consisting of representations ρ : pi1(Σ)→ SU(2, 1), modulo conjugation, of the rank 3 free
group pi1(Σ) := 〈ι1, ι2, ι3, ι3 | ι4ι3ι2ι1 = 1〉 (the fundamental group of the quadruply punctured
sphere Σ), where the conjugacy classes of ρ(ιi) are those of special elliptic isometries, i = 1, 2, 3,
and the conjugacy class of ρ(ι4) is that of a (regular) isometry in SU(2, 1). These relative character
varieties are (as is typical) semialgebraic surfaces S whose nature, studied in Theorem 5.4, allows us
to obtain a simple condition guaranteeing that a couple of given points in S lie in a same connected
component and, in particular, can be connected, modulo conjugation, by finitely many bendings
(Corollary 5.9). Incidently, an unexpected consequence of Theorem 5.4 is a criterion determining
the type of an isometry of the form Rp2α2R
p1
α1 in terms of centres and angles.
Some experimental observations regarding the semialgebraic surface S, as well as many pictures
illustrating its behaviour, can be seen on Subsection 5.10.
Finally, we show that special elliptic pentagons, i.e., some length 5 relations between special
elliptic isometries, can be connected modulo conjugation by finitely many bendings (see Theo-
rem 6.3) as well as by finitely many bendings and f -bendings (see Theorem 6.5), as long as the
appropriate natural conditions are required in each case. We also establish the existence of special
elliptic pentagons with prescribed angles (Remark 6.6) satisfying an extra condition that is, in a
certain sense, a necessary one.
2 Complex hyperbolic geometry
In this section we briefly discuss some basic aspects of plane complex hyperbolic geometry. Our
approach essentially follows [4], [5], and [12].
Let V be a 3-dimensional C-linear space equipped with a Hermitian form 〈−,−〉 of signature
+ +−. We frequently use the same letter to denote both a point in the complex projective plane
PV and a representative in V .
The complex projective plane PV is divided into negative, isotropic, and positive points:
BV := {p ∈ PV | 〈p, p〉 < 0} , SV := {p ∈ PV | 〈p, p〉 = 0} , EV := {p ∈ PV | 〈p, p〉 > 0}.
The signature σp of a point p ∈ PV is respectively −1, 0, 1 when p is negative, isotropic, positive.
It is easy to see that BV is a (real) 4-dimensional open ball whose boundary SV is a 3-sphere.
Let p ∈ PV \ SV be a nonisotropic point. There is a well-known natural identification
TpPV ' LinC(Cp, p⊥) = 〈−, p〉 p⊥ (1)
where p⊥ stands for the linear subspace orthogonal to p and 〈−, p〉 denotes the linear functional
x 7→ 〈x, p〉.
Both BV and EV are endowed with the Hermitian metric defined by
〈t1, t2〉 := −
〈
t1(p), t2(p)
〉
〈p, p〉
where t1, t2 ∈ Lin(Cp, p⊥) are tangent vectors at the nonisotropic point p. This Hermitian metric
is positive-definite on BV and of signature +− on EV . In particular, we obtain a Riemannian
metric on BV . Equipped with such metric, BV is called the complex hyperbolic plane and is
denoted by H2C. Its ideal boundary, also known as the absolute, is the 3-sphere SV of isotropic
points. Note that EV is a pseudo-Riemannian manifold; a simple duality, discussed below, shows
that it is the space of complex lines intersecting BV .
Let L ⊂ PV be a complex line, i.e., the projectivization PW of a complex 2-dimensional
subspace W 6 V . The point c := PW⊥ is called the polar of L. By Sylvester’s criterion, the
signature of the Hermitian form restricted to W can be ++, +−, or +0. The corresponding
complex line is respectively called hyperbolic, spherical, or Euclidean. Clearly, a projective line is
hyperbolic, spherical, or Euclidean exactly when its polar point is positive, negative, or isotropic.
The negative part L∩BV of a hyperbolic complex line L is often called a complex geodesic. Given
two distinct points p1, p2 ∈ PV , the (unique) complex line P(Cp1+Cp2) containing p1, p2 is denoted
L(p1, p2). The following simple facts concerning complex lines will be regularly used throughout
the paper:
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The restriction L ∩ BV of a hyperbolic line to BV is a totally geodesic subspace of constant
curvature (a Poincare´ disc). The same holds for L ∩ EV . The geometry of a spherical complex
line is that of a round sphere.
Arbitrary complex lines L1, L2 are either equal or have a single common point in PV . A pair of
complex lines L1, L2 is said to be orthogonal iff the polar point of L1 belongs to L2 (or, equivalently,
the polar point of L2 belongs to L1). When the lines are noneuclidean, this means that they are
orthogonal in the sense of the Hermitian metric. Given a point p in a complex line L, there exists
a unique point q ∈ L such that 〈p, q〉 = 0 (in the Euclidean case, p = q); such a point q will be
denoted by p when the involved complex line is clear from the context.
A useful criterion to decide the type of the complex line L := L(p1, p2) in terms of nonisotropic,
nonorthogonal, distinct spanning points p1, p2 involves the tance
ta(p1, p2) :=
〈p1, p2〉 〈p2, p1〉
〈p1, p1〉 〈p2, p2〉 .
By Sylvester’s criterion, the line L is hyperbolic when ta(p1, p2) > 1 or ta(p1, p2) < 0; Euclidean
when ta(p1, p2) = 1; spherical when 0 < ta(p1, p2) < 1. Note that, for p1, p2 ∈ BV , we have
ta(p1, p2) > 1 and ta(p1, p2) = 1 iff p1 = p2.
A geodesic in PV is, by definition, the (complex) projectivization PW of an R-linear subspace
W of V , dimRW = 2, such that the Hermitian form, being restricted to W , is real and does not
vanish (PW stands for pi(W \ {0}), where pi : V \ {0} → PV is the canonical projection). Every
geodesic is a topological circle contained in a unique complex line. The Riemannian geodesics
in H2C are the restrictions PW ∩BV [4, Corollary 5.5] (the same holds for the pseudo-Riemannian
geodesics in EV ). The following simple facts concerning geodesics will be used later:
Let p1, p2 be distinct nonorthogonal points. There exists a unique geodesic containing p1, p2
(it is given by PW with W := Rp1 + R〈p1, p2〉p2). This geodesic is denoted by Gop1, p2o.
Let p1, p2 be distinct orthogonal points. Every geodesic in L(p1, p2) containing p1 also contains
p2. In particular, every geodesic in an Euclidean line contains the isotropic point which is the
polar point of the line. In particular, if geodesics G1, G2 in a same complex line L intersect at a
nonisotropic point p, then they also intersect at p.
The geodesic segment from p1 to p2, where p1, p2 are distinct, nonisotropic, nonorthogonal
points, is the arc in Gop1, p2o that joins p1 and p2 and does not contain the point p1 ∈ L(p1, p2).
Let G1, G2 be geodesics in a same noneuclidean complex line. Assume that G1, G2 intersect
at a nonisotropic point p. The counterclockwise oriented angle from G1 to G2 at p is denoted
∠pG1G2. Note that ∠pG1G2 = ∠pG2G1.
The other “linear” geometric objects in the complex hyperbolic plane that will be used later
are the metric circles, hypercycles, and horocycles. These are obtained projectivizing an R-linear
subspace W of V , dimRW = 2, such that the symmetric bilinear form Re〈−,−〉, being restricted
to W , is respectively of signatures −−/++; −+; or 0+/0− [4]. These linear objects are topological
circles that give rise, in the obvious way, to the usual metric circles/hypercycles/horocycles in the
hyperbolic discs of the forms L ∩ BV and L ∩ EV , where L is a hyperbolic complex line, as well
as to the usual metric circles in spherical complex lines.
2.1. Conjugacy classes and the geometry of isometries. The group of orientation-preserving
isometries of the complex hyperbolic plane H2C is PU(2, 1), i.e., the projectivization of
U(2, 1) := {I ∈ GL(3,C) | 〈Iv, Iw〉 = 〈v, w〉 for every v, w ∈ V }.
Let SU(2, 1) stand for the subgroup in U(2, 1) consisting of elements of determinant 1. Clearly,
PU(2, 1) = SU(2, 1)/{1, ω, ω2},
where ω := e2pii/3 is a cube root of unity. Abusing notation, we will also refer to elements in SU(2, 1)
as isometries and will call its eigenvectors fixed points.
Any isometry in PU(2, 1) fixes at least one point in H2C := BV ∪ SV . A rough classification
of nonidentical orientation-preserving isometries is obtained by observing that exactly one of the
following must occur. The isometry has a negative fixed point, exactly one isotropic fixed point, or
exactly two isotropic fixed points; it is respectively called elliptic, parabolic, and loxodromic. As is
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well-known, each of these rough classes can be refined. We will use several subtypes of elliptic and
parabolic isometries in the paper and the geometry of such subtypes is briefly explained below,
beginning with the elliptic case.
Let I be an elliptic isometry and let c ∈ BV be an I-fixed point. Then I stabilizes the spherical
complex line with polar point c. Clearly, I also has a fixed point p in this spherical line. The point
p ∈ Pc⊥ that is orthogonal to p must also be I-fixed. Hence, we have an orthogonal basis given
by eigenvectors of I. Let µ1, µ2, µ3 ∈ C with µ1µ2µ3 = 1 be the eigenvalues of c, p, p, respectively.
Since none of c, p, p is isotropic, we have |µi| = 1 for i = 1, 2, 3. An elliptic isometry is regular if
its eigenvectors have pairwise distinct eigenvalues; otherwise, it is called special.
Assume that I is regular elliptic. In H2C, this isometry fixes the single point c and stabilizes
the pair of orthogonal complex geodesics with polar points p, p. These complex geodesics intersect
at c and it is easy to see that I acts on Pp⊥ ∩BV as a rotation around c by the angle Arg(µ−11 µ3),
where the function Arg takes values in [0, 2pi) (an analogous statement holds for the action of I on
P p⊥ ∩ BV ).
Suppose that I is special elliptic. We can rewrite the eigenvalues of c, p, p as α−2, α, α or
α, α−2, α or α, α, α−2 with |α| = 1 and α3 6= 1. In the first case, the spherical complex line Pc⊥ is
pointwise fixed by I. This implies that each hyperbolic complex line passing through c is I-stable;
the isometry acts on the corresponding complex geodesic as a rotation around c by the angle
Arg(α3). In other words, I can be seen as a rotation around the point c. In the second case, the
hyperbolic complex line L := Pp⊥ is pointwise fixed by I. This implies that every complex line
intersecting L orthogonally (i.e., containing p) is I-stable; the isometry acts on a complex geodesic
orthogonal to L as a rotation around the intersection point by the angle Arg(α−3). Such special
elliptic isometry can be seen as a rotation around the fixed axis L. The third case is similar to the
second one.
Every special elliptic isometry can be written in the form
Rpα : x 7→ (α−2 − α)
〈x, p〉
〈p, p〉 p+ αx
for some p ∈ PV \ SV and α ∈ C, |α| = 1. The point p will be called the centre of Rpα and, α,
its angle. Note that, in the complex hyperbolic plane, Rp−1 is a reflection in p when p ∈ BV or a
reflection in the complex geodesic Pp⊥ ∩ BV when p ∈ EV .
A parabolic isometry can be either unipotent or ellipto-parabolic. Being parabolic unipotent
means that the isometry can be lifted to a unipotent element of SU(2, 1). There are two kinds
of parabolic unipotent isometries. The first is unipotent of order 3 and possesses no fixed point
in PV besides the isotropic one (in a certain sense, it is a “pure” parabolic isometry). The second
is unipotent of order 2 and has a pointwise fixed Euclidean complex line whose polar point is the
isotropic fixed one. Therefore, it stabilizes every complex geodesic passing through its fixed point.
In each such complex line (a Poincare´ disc) it acts as a plane parabolic isometry. So, a unipotent
isometry of order 2 looks a little bit like a special elliptic isometry whose pointwise fixed complex
line is Euclidean. A parabolic isometry that is not unipotent is called ellipto-parabolic. It stabilizes
exactly two complex lines: the Euclidean line whose polar point is the isotropic fixed point and
a hyperbolic line containing the isotropic fixed point. In the latter, it acts as a plane parabolic
isometry. So, in a certain sense, an ellipto-parabolic isometry resembles a regular elliptic isometry
as it has a couple of orthogonal stable complex lines.
A useful tool in the study of SU(2, 1)-conjugacy classes of an orientation-preserving isometry
involves the polynomial f : C→ R defined by
f(z) = |z|4 − 8 Re(z3) + 18|z|2 − 27. (2)
The preimage f−1(0), known as Goldman’s deltoid, has the parameterization ζ−2+2ζ, where ζ ∈ C,
|ζ| = 1. An isometry I ∈ SU(2, 1) is regular elliptic iff f(tr I) < 0, loxodromic iff f(tr I) > 0, and
parabolic unipotent iff f(tr I) ∈ {3, 3ω, 3ω2}, where ω := e2pii/3. When tr I ∈ f−1(0)\{3, 3ω, 3ω2},
the isometry can be either special elliptic or ellipto-parabolic. A picture involving Goldman’s
deltoid can be found in page 20.
The description of the SU(2, 1)-conjugacy classes of a nonidentical orientation-preserving isom-
etry is as follows [18]. Take z ∈ C.
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• If f(z) < 0, there exist exactly three distinct SU(2, 1)-conjugacy classes of isometries of
trace z. They are all regular elliptic and each conjugacy class is determined by the eigenvalue of
the negative fixed point.
• If f(z) = 0 and z /∈ {3, 3ω, 3ω2}, there exist exactly three distinct SU(2, 1)-conjugacy classes
of isometries of trace z. Two of them are special elliptic and they are determined by the signature
of the centres. The remaining one is ellipto-parabolic.
• If z ∈ {3, 3ω, 3ω2}, then (f(z) = 0 and) there exist exactly three distinct SU(2, 1)-conjugacy
classes of isometries of trace z. One is unipotent of order 3. The other two are unipotent of order 2
and are determined by their actions on the stable complex geodesics (one moves the nonfixed ideal
points in stable complex geodesics in the clockwise sense and, the other, in the counterclockwise
sense).
• If f(z) > 0, there exists exactly one SU(2, 1)-conjugacy class of isometries of trace z and it is
loxodromic.
Following [2], we call an isometry I ∈ SU(2, 1) regular if each eigenspace has dimension 6 1,
i.e., if I does not have a pointwise fixed complex line. This class of isometries contains the regular
elliptic, ellipto-parabolic, order 3 unipotent, and loxodromic ones. It is particularly useful because
the trace of a regular isometry determines its type (and, except for the regular elliptic case, also
determines its SU(2, 1)-conjugacy class).
Unless otherwise stated, we consider only isometries in SU(2, 1) and only their SU(2, 1)-conjugacy
classes.
2.2. A trace formula. Trace formulae for the product of reflections in complex lines and/or
points was obtained in [2] and [17]. The trace of an isometry belonging to the group generated
by three special elliptic isometries was also found in [17]. Generalizing these formulae, we obtain
in this subsection the trace of the product of an arbitrary number of special elliptic isometries in
terms of the angles and the Gram matrix of the centres of the isometries.
Lemma 2.3. Let p1, . . . , pn ∈ PV be nonisotropic points, let α1, . . . , αn ∈ C be unitary complex
numbers, and let Ri stand for the special elliptic isometry R
pi
αi . Then
Rn . . . R2R1x =
n∑
`=1
( ∑
1≤i1<···<it=`
1≤t≤`
β(i1, . . . , it)
〈x, pi1〉 〈pi1 , pi2〉 . . .
〈
pit−1 , pit
〉
〈pi1 , pi1〉 . . . 〈pit , pit〉
)
p`
+ α1α2 · · ·αnx.
where
β(i1, . . . , it) :=
t∏
`=1
(
α−2i` − αi`
) n−t∏
k=1
αjk , (3)
and {i1, . . . , it, j1, . . . , jn−t} = {1, . . . , n}.
Proof. The fact clearly holds for n = 1. Assuming that it holds for n− 1, we have
Rn(Rn−1 . . . R1x) = (α−2n − αn)
〈Rn−1 . . . R1x, pn〉
〈pn, pn〉 pn + αn(Rn−1 . . . R1x)
=
(( n−1∑
`=1
∑
16i1<···<it=`
16t6`
(α−2n − αn)βn−1(i1, . . . , it)
〈x, pi1〉 . . .
〈
pit−1 , pit
〉 〈p`, pn〉
〈pi1 , pi1〉 . . . 〈pit , pit〉 〈pn, pn〉
)
+
+ α1α2 · · ·αn−1(α−2n − αn)
〈x, pn〉
〈pn, pn〉
)
pn+
+
n−1∑
k=1
( ∑
16j1<···<js=k
16s6k
αnβn−1(j1, . . . , js)
〈x, pj1〉 . . .
〈
pjs−1 , pjs
〉
〈pj1 , pj1〉 . . . 〈pjs , pjs〉
)
pk + α1α2 · · ·αn−1αnx
=
( ∑
16i1<···<it=n
16t6n
βn(i1, . . . , it)
〈x, pi1〉 . . .
〈
pit−1 , pit
〉
〈pi1 , pi1〉 . . . 〈pit , pit〉
)
pn
6
+n−1∑
k=1
( ∑
16j1<···<js=k
16s6k
βn(j1, . . . , js)
〈x, pj1〉 . . .
〈
pjs−1 , pjs
〉
〈pj1 , pj1〉 . . . 〈pjs , pjs〉
)
pk + α1α2 · · ·αnx
=
n∑
`=1
( ∑
16i1<···<it=`
16t6`
βn(i1, . . . , it)
〈x, pi1〉 〈pi1 , pi2〉 . . .
〈
pit−1 , pit
〉
〈pi1 , pi1〉 . . . 〈pit , pit〉
)
p` + α1α2 · · ·αnx,
where βn−1 and βn stand for the coefficients defined in (3) but for the product of n − 1 and
n isometries, respectively. The third equality follows from αnβn−1(j1, . . . , js) = βn(j1, . . . , js),
α1α2 . . . αn−1(α−2n − αn) = βn(n), and (α−2n − αn)βn−1(i1, . . . , it) = βn(i1, . . . , it, n).
Lemma 2.3 easily provides a formula for the trace of the product of special elliptic isometries:
Proposition 2.4. Let p1, . . . pn ∈ PV be nonisotropic points with Gram matrix [gij ] and let
α1, . . . , αn ∈ C be unitary complex numbers. Then
trRpnαn . . . R
p1
α1 = 3α1 · · ·αn +
n∑
i=1
β(i) +
∑
16i1<···<it6n
26t6n
β(i1, . . . , it)
gi1i2 . . . giti1
gi1i1 . . . gitit
,
where the coefficients β are defined in (3).
Proof. If suffices to observe that, by the previous lemma,
trRpnαn . . . R
p1
α1 = 3α1 · · ·αn +
n∑
`=1
∑
1≤i1<···<it=`
1≤t≤`
β(i1, . . . , it)
〈p`, pi1〉 〈pi1 , pi2〉 . . .
〈
pit−1 , pit
〉
〈pi1 , pi1〉 . . . 〈pit , pit〉
.
When αi = −1 for all i, one immediately recovers [2, Lemma 3.1] from the above proposition.
Remark 2.5. The particular cases of Proposition 2.4 for n = 2, 3 are explicitly written below; we
will need these cases later.
trRp2α2R
p1
α1 = 3α1α2 + β(1) + β(2) + β(1, 2)
g12g21
g11g22
= 3α1α2 + (α
−2
1 − α1)α2 + α1(α−22 − α2)
+ (α−21 − α1)(α−22 − α2) ta(p1, p2)
= α1α2 + α
−2
1 α2 + α1α
−2
2 + (α
−2
1 − α1)(α−22 − α2) ta(p1, p2),
and
trRp3α3R
p2
α2R
p1
α1 = α
−2
1 α2α3 + α1α
−2
2 α3 + α1α2α
−2
3 + (α
−2
1 − α1)(α−22 − α2)α3 ta(p1, p2)
+ (α−21 − α1)(α−23 − α3)α2 ta(p1, p3) + (α−22 − α2)(α−23 − α3)α1 ta(p2, p3)
+ (α−21 − α1)(α−22 − α2)(α−23 − α3)
g12g23g31
g11g22g33
.
3 Relations of length 6 3
This section is devoted to the classification of (generic) lengths 2 and 3 relations between special
elliptic isometries.
In what follows, we will denote the circle of unitary complex numbers by S1 ⊂ C and will refer
to a unitary complex number as an angle. Let Ω := {1, ω, ω2} ⊂ C stand for the set of cube roots
of the unity, where ω := e2pii/3.
We begin with a simple remark that will be used several times without reference.
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Remark 3.1. • Let Rpα be a nonidentical special elliptic isometry, α ∈ S1 \ Ω. A point q 6= p is
fixed by Rpα iff 〈p, q〉 = 0. In this case, Rpαq = αq.
• Let Rp1α1 , Rp2α2 be special elliptic isometries, p1 6= p2, and let c be the polar point of the line
L(p1, p2). Then c is fixed by R := R
p2
α2R
p1
α1 since Pp
⊥
1 ∩ Pp⊥2 = {c}. The R-eigenvalue of c equals
α1α2 and the line L(p1, p2) is R-stable.
• We have Rpδα = δRpα whenever δ ∈ Ω.
• A special elliptic isometry Rpα acts identically on PV iff Rpα = δ, where δ ∈ Ω is a cube root
of the unity. Moreover, in this case, α = δ.
3.2. Length 2 relations. Let us determine when a couple of nonisotropic points p1, p2 ∈ PV \SV
and a pair of angles α1, α2 ∈ S1 satisfy Rp2α2Rp1α1 = δ, where δ ∈ Ω.
It is easy to verify that RpβR
p
α = R
p
αβ for every p ∈ PV \SV and every α, β ∈ S1. In particular,
RpαR
p
α = 1. In the next proposition we show that the converse is also true: if a product of two
special elliptic isometries is identical, then the centres of the isometries are equal and the angles
are inverses (up to a cube root of unity).
Proposition 3.3. Let p1, p2 ∈ PV \ SV be nonisotropic points and let α1, α2 ∈ S1 \Ω be angles.
Then Rp2α2R
p1
α1 = δ iff p1 = p2 and α1α2 = δ, where δ ∈ Ω.
Proof. Suppose that R := Rp2α2R
p1
α1 = δ with p1 6= p2. Then 〈p1, p2〉 = 0 because, otherwise, p1 will
not be a fixed point of the identical isometry R. Let c /∈ SV be the polar point of the noneuclidean
line L(p1, p2). In the basis p1, p2, c, the isometry R is given by R =
[
α−21 α2 0 0
0 α1α
−2
2 0
0 0 α1α2
]
which
implies α31 = α
3
2 = 1, a contradiction. Hence, p1 = p2 and, consequently, α1α2 = δ. The converse
is immediate.
It follows from Proposition 3.3 that the length 2 relations are of the form
RpαR
p
δα = δ, δ ∈ Ω.
These relations are called cancellations.
3.4. Length 3 relations. In order to obtain all (generic) length 3 relations, we need to understand
when the product of two special elliptic isometries is special elliptic.
Lemma 3.5. Let p1, p2 ∈ PV \ SV be distinct nonisotropic points and let α1, α2 ∈ S1 \ Ω be
angles. The isometry Rp2α2R
p1
α1 has a fixed point in the line L(p1, p2) with eigenvalue α1α2 iff
L(p1, p2) is Euclidean. In this case, the fixed point is unique and it is exactly the polar point
of L(p1, p2).
Proof. Let p ∈ L(p1, p2) be a fixed point of R := Rp2α2Rp1α1 with eigenvalue α1α2. If p = p1, then p1
is also a fixed point of Rp2α2 . Since p1 6= p2, we have 〈p1, p2〉 = 0. Hence, α1α2p1 = Rp1 = α2α−21 p1
which implies α31 = 1, a contradiction. Analogously, p 6= p2. Let us write p = p1 + λp2 for some
λ ∈ C, λ 6= 0. Thus,
Rp = µα2p1 +
(
λα1α
−2
2 + µ(α
−2
2 − α2)
〈p1, p2〉
〈p2, p2〉
)
p2,
where
µ := α−21 + λ(α
−2
1 − α1)
〈p2, p1〉
〈p1, p1〉 . (4)
We have µ = α1 and
λα−22 + (α
−2
2 − α2)
〈p1, p2〉
〈p2, p2〉 = λα2 (5)
since Rp = α1α2p = α1α2p1+λα1α2p2. It follows from equations (4) and (5) that λ = −〈p1, p1〉〈p2, p1〉 =
−〈p1, p2〉〈p2, p2〉 . Therefore, ta(p1, p2) = 1, i.e., L(p1, p2) is Euclidean and p ∈ L(p1, p2) is its polar
(isotropic) point. The converse is immediate.
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Using the previous lemma we will show that, if Rp2α2R
p1
α1 is special elliptic and the line L(p1, p2)
is noneuclidean, then p1 and p2 are orthogonal and the angles are equal (up to a cube root of
unity).
Proposition 3.6. Let p1, p2 ∈ PV \SV be distinct nonisotropic points such that the line L(p1, p2)
is noneuclidean. Let α1, α2 ∈ S1 \Ω be angles. Then Rp2α2Rp1α1 is special elliptic iff 〈p1, p2〉 = 0 and
α1 = δα2 for some δ ∈ Ω.
Proof. Let R := Rp2α2R
p1
α1 and let c be the polar point of the R-stable line L := L(p1, p2). Assume
that the isometry R is special elliptic and let L′ be its pointwise fixed line. If L′ 6= L, then c ∈ L′
and the intersection L ∩ L′ is a fixed point of R with eigenvalue α1α2. This is impossible by
Lemma 3.5. So, L′ = L. Being a fixed point of R, the point p2 is also a fixed point of Rp1α1 . Since
p1 6= p2, we obtain 〈p1, p2〉 = 0. The R-eigenvalues of p1, p2 are α−21 α2, α1α−22 . These eigenvalues
are equal, that is, α31 = α
3
2. The converse is immediate.
Corollary 3.7. Let p1, p2, p3 ∈ PV \ SV be nonisotropic pairwise distinct points such that the
lines L(pi, pj) are noneuclidean for distinct i, j ∈ {1, 2, 3}. Let α1, α2, α3 ∈ S1 \Ω be angles. Then
Rp3α3R
p2
α2R
p1
α1 = δ iff p1, p2, p3 are pairwise orthogonal and
α−21 α2α3 = α1α
−2
2 α3 = α1α2α
−2
3 = δ,
where δ ∈ Ω.
Proof. Assume that R := Rp3α3R
p2
α2R
p1
α1 = δ ∈ Ω. Then the points p1, p2, p3 are pairwise orthogonal
by Proposition 3.6. In the orthogonal basis p1, p2, p3 we have R =
[
α−21 α2α3 0 0
0 α1α
−2
2 α3 0
0 0 α1α2α
−2
3
]
= δ.
So, α−21 α2α3 = α1α
−2
2 α3 = α1α2α
−2
3 = δ. The converse is immediate.
Corollary 3.7 and the fact that special elliptic isometries Rp1α1 and R
p2
α2 commute when p1, p2
are orthogonal imply that the length 3 (generic) relations can be written in the form
Rp3βαR
p2
β2αR
p1
δα = δ
with 〈pi, pj〉 = 0, i 6= j, and β, δ ∈ Ω. These relations are called (length 3) orthogonal.
4 Relations of length 4: bendings and f -bendings
As in the case of relations of lengths 2 and 3, a length 4 relation imposes restrictive conditions on
centres and angles.
Given a length 4 relation, we write it in the form Rp2α2R
p1
α1 = δR
q2
β2
Rq1β1 (of course, we assume
that p1 6= p2 and q1 6= q2; as usual, δ ∈ Ω is a cube root of unity). If p1, p2, q1, q2 lie in a same
complex line L, then α1α2 = δβ1β2 because the polar point c of L is a fixed point of R
p2
α2R
p1
α1 with
eigenvalue α1α2 and a fixed point of δR
q2
β2
Rq1β1 with eigenvalue δβ1β2. Generically, the converse
also holds.
Lemma 4.1. Let pi, qi ∈ PV \SV be nonisotropic points and let αi, βi ∈ S1 \Ω be angles, i = 1, 2.
Assume that p1 6= p2 and q1 6= q2, that
Rp2α2R
p1
α1 = δR
q2
β2
Rq1β1 (6)
for some δ ∈ Ω, and that at least one of the lines L1 := L(p1, p2), L2 := L(q1, q2) is noneuclidean.
Then L1 = L2 iff α1α2 = δβ1β2 and L1 is orthogonal to L2 iff α1α2 6= δβ1β2.
Proof. Let c, d denote respectively the polar points of L1, L2. As observed above, it is automatic
that L1 = L2 implies α1α2 = δβ1β2. Conversely, let us prove that L1 = L2 when α1α2 = δβ1β2.
Assume c 6= d. The relation Rp2α2Rp1α1 = δRq2β2R
q1
β1
implies that the line L := L(c, d) is pointwise
fixed by Rp2α2R
p1
α1 with eigenvalue α1α2. In particular, the intersection L1 ∩ L provides a point
in L1 which is fixed by R
p2
α2R
p1
α1 with eigenvalue α1α2. Similarly, we obtain a point in L2 which is
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fixed by δRq2β2R
q1
β1
with eigenvalue δβ1β2. Thus, by Lemma 3.5, both lines L1, L2 are Euclidean, a
contradiction.
Now, we show that L1 orthogonal to L2 implies α1α2 6= δβ1β2. Indeed, if α1α2 = δβ1β2,
then L1 = L2. It follows that L1 and L2 are nonorthogonal because at least one of these lines is
noneuclidean.
Finally, we show that if the lines L1, L2 are nonorthogonal, then α1α2 = δβ1β2. By Lemma 2.3,
the relation Rp2α2R
p1
α1 = δR
q2
β2
Rq1β1 implies
δβ1β2d = R
p2
α2R
p1
α1d = α1α2d+ β(1)
〈d, p1〉
〈p1, p1〉p1 +
(
β(2)
〈d, p2〉
〈p2, p2〉 + β(1, 2)
〈d, p1〉 〈p1, p2〉
〈p1, p1〉 〈p2, p2〉
)
p2.
Since d /∈ L1, the points d, p1, p2 are C-linearly independent. Moreover, the coefficients β(1) =
(α−21 − α1)α2 and β(2) = (α−22 − α2)α1 do not vanish. We obtain α1α2 = δβ1β2 (as well as
〈d, p1〉 = 〈d, p2〉 = 0; these equalities mean d = c, i.e., L1 = L2).
4.2. Bendings. In this subsection, we focus on nonorthogonal relations of length 4. In view
of Lemma 4.1, this means that we will study relations of the form (6) satisfying α1α2 = δβ1β2.
We also assume δ = 1, αi = βi, and σpi = σqi, i = 1, 2. In the next subsection we will drop the
requirement αi = βi and, in Subsection 4.21, consider the general case.
Let us apply a known recipe to produce length 4 relations [3], [2]. Take an isometry C in the
centralizer of Rp2α2R
p1
α1 . Then
Rp2α2R
p1
α1 = (R
p2
α2R
p1
α1)
C = (CRp2α2C
−1)(CRp1α1C
−1) = RCp2α2 R
Cp1
α1 .
Relations of this form are called bending relations. All length 4 relations of the form (6) with δ = 1,
α1 = β1, α2 = β2, and σpi = σqi, i = 1, 2, are bending relations (Theorem 4.9).
The line L := L(p1, p2) is stable under the isometry R := R
p2
α2R
p1
α1 and bending relations can be
described in terms of the usual one-parameter subgroup generated by the restriction R|L. In order
to do so, we need the following lemma.
Lemma 4.3. Let p1, p2 ∈ PV \ SV be distinct nonorthogonal points with noneuclidean L :=
L(p1, p2) and let α1, α2 ∈ S1 \ Ω be angles. Then R := Rp2α2Rp1α1 is regular (and is not parabolic
unipotent of order 3).
Proof. Proposition 3.6 implies that R is not special elliptic. We can assume that L is hyperbolic
since, otherwise, R is regular elliptic. Suppose that R is parabolic with isotropic fixed point v ∈ L.
By Lemma 3.5, the eigenvalue of v is not α1α2. Hence, R has two distinct eigenvalues (that of v
and that of the polar point of L) with distinct eigenvectors. It follows that R cannot be parabolic
unipotent.
Proposition 4.4. Let p1, p2 ∈ PV \SV be distinct nonorthogonal points such that L := L(p1, p2) is
noneuclidean and let α1, α2 ∈ S1 \ Ω be angles. There exists a one-parameter subgroup
B : R → SU(2, 1) such that B(s) commutes with Rp2α2Rp1α1 and RB(s)p2α2 RB(s)p1α1 = Rp2α2Rp1α1 for
every s ∈ R. Furthermore, given I in the centralizer of Rp2α2Rp1α1 , there exists s ∈ R such that the
equality Ip = B(s)p holds in PV for every p ∈ L.
Proof. Let c stand for the polar point of L := L(p1, p2) and let R := R
p2
α2R
p1
α1 . The description
of the one-parameter subgroup B depends on the nature of R. By Proposition 3.6, R cannot be
special elliptic. In what follows, we will use several results on isometries in SU(2, 1) that commute;
this results can be found in [8, Corollary 8.2] and [10, Theorem 1.1].
Assume that the isometry R is regular elliptic. Then it fixes c as well as two other points
p, q ∈ L, 〈p, q〉 = 0. An isometry I ∈ SU(2, 1) commutes with R iff it is an elliptic isometry
that fixes c, p, q. So, in the orthogonal basis c, p, q, such an isometry can be written in the form
I = I(µ1, µ2) :=
[
µ1 0 0
0 µ2 0
0 0 µ−11 µ
−1
2
]
with µi ∈ C, |µi| = 1. It is not difficult to see that the actions of
I(µ1, µ2) and I(µ
′
1, µ
′
2) on L are equal iff µ1µ
2
2 = µ
′
1µ
′2
2 . So, it suffices to take the one-parameter
subgroup B : R → SU(2, 1) defined, in the orthogonal basis c, p, q, by B(s) :=
[
1 0 0
0 e
s
2
i 0
0 0 e−
s
2
i
]
. The
equality I(µ1, µ2)|L = B
(
Arg(µ1µ
2
2)
)|L holds in PV .
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Suppose that R is loxodromic. Then it fixes two isotropic points v1, v2 ∈ L. An isometry
I ∈ SU(2, 1) commutes with R iff it is loxodromic or special elliptic and R(fix(I)) ⊂ fix(I). Thus,
I = I(µ) :=
[
µµ−1 0 0
0 µ 0
0 0 µ−1
]
in the basis c, v1, v2, where 0 6= µ ∈ C. The actions of I(µ1) and I(µ2)
on L are equal iff µ1µ1 = µ2µ2. Hence, we can take the one-parameter subgroup B : R→ SU(2, 1)
defined, in the basis c, v1, v2, by B(s) :=
[
1 0 0
0 es 0
0 0 e−s
]
. Clearly, I(µ)|L = B
(
ln |µ|)|L in PV .
It remains to consider the case when R is parabolic. By Lemma 4.3, R is regular and is not
unipotent of order 3. It fixes an isotropic point v1 and the polar point c of the noneuclidean complex
line L. We obtain v1 ∈ L. Hence, this line must be hyperbolic and c, positive. Let v2 ∈ L ∩ SV ,
v2 6= v1. An isometry I ∈ SU(2, 1) commutes with R iff I is parabolic with fix(R) = fix(I) or I is
special elliptic with R(fix(I)) ⊂ fix(I). Moreover, by [15, Corollary 3.3], every eigenvalue of I is
unitary. It follows that I = I(µ, t) :=
[
µ itµ 0
0 µ 0
0 0 µ2
]
in the basis v1, v2, c, where µ ∈ C, |µ| = 1, and
t ∈ R. The actions of I(µ1, t1) and I(µ2, t2) on L are the same iff t1 = t2. So, we can consider
the one-parameter subgroup B : R → SU(2, 1) defined, in the basis v1, v2, c, by B(s) =
[
1 is 0
0 1 0
0 0 1
]
.
We have I(µ, t)|L = B(t)|L in PV .
We call the elements of the one-parameter subgroups B introduced in Proposition 4.4 bend-
ings. Let us give a geometrical description of bendings in the complex hyperbolic plane H2C. Let
p1, p2 ∈ H2C be distinct nonorthogonal points points and let L := L(p1, p2) ∩ BV stand for the
complex geodesic containing p1, p2. By Proposition 3.6, R := R
p2
α2R
p1
α1 cannot be special elliptic.
We consider the cases where R is (a) regular elliptic, (b) loxodromic, and (c) parabolic. Then
bendings change the points p1 and p2 as follows: p1 and p2 move, keeping the distance between
them constant, along
p
p1
q1
p2
q2
v1v2
p1q1
p2q2
v
p1
q1
p2q2
(a) their respective metric circles centred at p, where p is the point in L fixed by R (in other
words, p1 and p2 rotate around p by the same angle),
(b) their respective hypercycles corresponding to the geodesic in L which is stabilized by R,
(c) their respective horocycles centred at the isotropic point v in L fixed by R.
Conversely, if the points q1 and q2 are obtained by moving p1 and p2 as described in (a), (b),
or (c), we have Rq2α2R
q1
α1 = R
p2
α2R
p1
α1 .
In order to prove that bendings provide all length 4 relations of the form (6) with δ = 1,
α1 = β1, α2 = β2, and σpi = σqi, i = 1, 2, we express the action of R
p2
α2R
p1
α1 on the line L(p1, p2) as
a product of reflections on geodesics. First, we introduce some notation and terminology.
Let ω := e2pii/3, let
I0 :=
{
eiθ | 0 < θ < 2pi/3} ⊂ S1,
let I1 := ωI0, and let I2 := ωI1 = ω
2I0. Let J ⊂ I0 stand for the open arc limited by 1 and −ω2.
Note that J2 = I0 and J
6 = I30 = S1 \ {1}.
Definition 4.5. Given an angle α ∈ S1\Ω, we denote by a = a(α) ∈ J the (unique) angle satisfying
(a2)3 = α3. This angle is referred to as the primitive angle of α. Two angles α, β ∈ S1 \ Ω are in
a same component when they lie in a same arc Ij . In this case, we write α ∼ β.
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1ω
ω2
I0
I1
I2
1
ω
I0
−ω2
J
Obviously, being on a same component is an equivalence relation.
Moreover, whenever α ∼ β, we have α ∼ β and ωkα ∼ ωkβ for k ∈ Z.
Lemma 4.6. Let p1, p2 ∈ PV \ SV be distinct nonorthogonal points,
let α1, α2 ∈ S1 \ Ω be angles, and let a1, a2 ∈ J be the primitive angles
of α1, α2. Let L := L(p1, p2) and let G ⊂ L stand for the geodesic
through p1, p2. Then R
p2
α2R
p1
α1 acts on L as the product r2r1, where ri is
the reflection in the geodesic Gi through pi such that ∠p1G1G = Arg(a31)
and ∠p2GG2 = Arg(a32), i = 1, 2.
Proof. Let r stand for the reflection in the geodesic G. Since the re-
striction of Rp1α1 to L is a usual rotation (in a plane geometry) around
p1 by the angle Arg(α
3
1), the isometry R
p1
α1 acts on L as rr1: this prod-
uct of reflections is a rotation with centre p1 and angle 2 Arg(a
3
1) =
Arg(a31) + Arg(a
3
1) = Arg(a
2
1)
3 = Arg(α31). (Note that a1 ∈ J implies
a21 ∈ I0; so, 0 < Arg a1 < pi/3, that is, 0 < Arg a31 < pi.) Anal-
ogously, Rp2α2 acts on L as r2r. Therefore, being restricted to L, the isometry R
p2
α2R
p1
α1 equals
r2rrr1 = r2r1.
Definition 4.7. We will refer to the geodesics G,G1, G2 obtained in the previous lemma as those
associated to Rp2α2R
p1
α1 .
Remark 4.8. Let p1, p2 ∈ PV \ SV be distinct nonorthogonal points such that L := L(p1, p2) is
noneuclidean. Let α1, α2 ∈ S1 \ Ω be angles, let R := Rp2α2Rp1α1 , and let G,G1, G2 ⊂ L stand for
the geodesics associated to R. We write A1 := ∠p1G1G and A2 := ∠p2GG2. In what follows, we
introduce some simple constructions related to R that will be needed later. There are a few cases
to consider.
• Hyperbolic L and regular elliptic R.
Let x ∈ L be the fixed point of R such that σx = σp1. When σp1 = σp2, we call ∆(p1, x, p2)
the triangle associated to R. By Lemma 4.6, x ∈ G1 ∩ G2. So, the internal angles of ∆(p1, x, p2)
are A1, pi−B,A2 if the vertices are counterclockwise oriented or pi−A1, B, pi−A2 otherwise, where
B is half the oriented rotation angle of the elliptic isometry R|L.
When σp1 6= σp2, we take the triangle ∆(p1, x, p2) as the triangle associated to R; its internal
angles are A1, pi−B, pi−A2 if the vertices are counterclockwise oriented or pi−A1, B,A2 otherwise.
(As defined in Section 2, p2 stands for the point orthogonal to p2 in L.)
• Hyperbolic L and parabolic R.
By Lemma 4.6, G1 and G2 intersect at an isotropic point x ∈ SV . We associate to R the
triangle ∆(p1, x, p2) when σp1 = σp2 and the triangle ∆(p1, x, p2) when σp1 6= σp2. In the first
case, the internal angles are A1, 0, A2 (counterclockwise orientation) or pi−A1, 0, pi−A2 (clockwise
orientation). In the second case, the angles are A1, 0, pi − A2 (counterclockwise orientation) or
pi −A1, 0, A2 (clockwise orientation).
• Hyperbolic L and loxodromic R.
The geodesics G1, G2 are ultraparallel by Lemma 4.6. Let H be the geodesic that is simulta-
neously orthogonal to both G1 and G2 and let x, y ∈ L be such that x ∈ H ∩G1, y ∈ H ∩G2, and
σx = σy = σp1.
When σp1 = σp2, we call the oriented quadrilateral with vertices (p1, p2, y, x) the quadrilateral
associated to R. If the quadrilateral is convex, its internal angles are pi − A1, pi − A2, pi/2, pi/2
(counterclockwise orientation) and A1, A2, pi/2, pi/2 (clockwise orientation).
When σp1 6= σp2, we take the oriented quadrilateral with vertices p1, p2, x, y as the quadrilat-
eral associated to R. If such quadrilateral is convex, its internal angles are pi − A1, A2, pi/2, pi/2
(counterclockwise orientation) or A1, pi −A2, pi/2, pi/2 (clockwise orientation).
• Spherical L.
By Proposition 3.6, R must be regular elliptic and therefore it has exactly two fixed points
in L. We take as the triangle associated to R the triangle ∆(p1, x, p2) satisfying the following.
The point x ∈ L is an R-fixed point such that the internal angles of ∆(p1, x, p2) are, respectively,
A1, pi − B,A2 (counterclockwise orientation) or pi − A1, B, pi − A2 (clockwise orientation). There
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exists exactly one such triangle whose internal angles are not all equal to pi/2; when all the internal
angles equal pi/2, we take as the triangle associated to R the counterclockwise oriented one.
Theorem 4.9. Let p1, p2 and q1, q2 be pairs of distinct nonisotropic nonorthogonal points and let
α1, α2 ∈ S1 \Ω be angles. Assume that L(p1, p2) is noneuclidean and that σpi = σqi, i = 1, 2. The
relation Rp2α2R
p1
α1 = R
q2
α2R
q1
α1 implies that there exists s ∈ R such that B(s)p1 = q1 and B(s)p2 = q2,
where B stands for the one-parameter subgroup introduced in Proposition 4.4.
Proof. Let L1 := L(p1, p2) and L2 := L(q1, q2). By Lemma 4.1, L1 = L2 =: L. Let G,G1, G2
and H,H1, H2 be the geodesics associated to R
p2
α2R
p1
α1 and to R
q2
α2R
q1
α1 , respectively (see Definition
4.7). Let ri and r
′
j stand for the reflections on Gi and Hj , i, j = 1, 2. By Proposition 3.6,
R := Rp2α2R
p1
α1 = R
q2
α2R
q1
α1 cannot be special elliptic.
Since r2r1 and r
′
2r
′
1 are equal on L, by bending R
q2
α2R
q1
α1 (moving the pair of points q1, q2 and
the geodesics H,H1, H2) we arrive at the configuration where H1 = G1 and H2 = G2, i.e., q1 ∈ G1
and q2 ∈ G2. (If, in this new configuration, q1 = p1 and q2 = p2, we are done.)
Suppose that L is hyperbolic.
Note that q1 = p1 iff q2 = p2: for instance, q1 = p1 implies ∠p1G1G = ∠q1H1H which, in its
turn, leads to H = G. So, we assume qi 6= pi, i = 1, 2.
If σp1 = σp2 and the segments G[p1, p2] and G[q1, q2] are disjoint, then
area(p1, p2, q2, q1) = 2pi − (A1 + pi −A1 +A2 + pi −A2) = 0,
where A1 = ∠p1G1G = ∠q1H1H, A2 = ∠p2GG2 = ∠q2HH2, and “area” stands for “nonoriented
area”. This implies pi = qi, i = 1, 2. If G[p1, p2] ∩ G[q1, q2] 6= ∅, let x stand for the intersection
point and let B := ∠xHG (respectively, B := ∠xGH) when the triangle of vertices p1, q1, x is
clockwise (respectively, counterclockwise) oriented. We have
area ∆(p1, q1, x) = pi − (A1 + pi −A1 +B) = −B
which implies B = 0, that is, pi = qi, i = 1, 2.
q1
p1
p2
q2
A1
A1
A2
A2
G1
G2
q1
p1
q2
p2
A1
A1
A2
A2 x
B
G1
G2
q1
p1
p2
q2
A1
A1
A2
A2
G1
G2
If σp1 6= σp2, we take the points in L orthogonal to p2, q2 (denoted by p2, q2 in the picture)
and proceed as above.
G1G2
x
q1
p1
p2
q2 A1
A1
A2
A2
B
Finally, suppose that L is spherical and let x stand for an
intersection point in G1 ∩ G2. Note that x 6= pi and that
〈x, pi〉 6= 0, i = 1, 2. Now, one can readily see that the condi-
tions ∠p1G1G = ∠q1H1H and ∠p2GG2 = ∠q2HH2 imply that the
triangles ∆(p1, p2, x) and ∆(q1, q2, x) must have the same orienta-
tion. So, ∆(p1, p2, x) and ∆(q1, q2, x) have the same internal angles
and are therefore congruent. 
In the geometric description of bendings in the complex hyper-
bolic plane discussed in page 10, it can happen that the metric
circle, hypercycle, or horocycle containing p1 also contains p2. For
instance, Rp2−1R
p1
−1 is loxodromic and p1, p2 move along the geodesic
that they span. This is actually the case considered in [2]. In general, we have the following propo-
sition.
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Proposition 4.10. Let B stand for the one-parameter subgroup introduced in Proposition 4.4.
Nonisotropic distinct points p1 and p2 with the same signature are in a same B-orbit of a bending
of Rp2α2R
p1
α1 iff α1 = δα2 for some δ ∈ Ω.
Proof. First, assume that R := Rp2α2R
p1
α1 is regular elliptic. Let ∆(p1, x, p2) be the triangle given by
Remark 4.8 (x is an R-fixed point in the line L := L(p1, p2)). Since p1, p2 are of a same signature,
the internal angles of ∆(p1, x, p2) at p1 and at p2 are equal iff dist(x, p1) = dist(x, p2), that is, iff
p1, p2 lie in a same B-orbit of R (a metric circle centred at x). But the mentioned internal angles
are equal exactly when α1 = δα2 because the primitive angles a(β1) and a(β2) (see Definition 4.5)
are equal iff β1β
−1
2 ∈ Ω, where β1, β2 ∈ S1 \ Ω.
Assume that R is parabolic and consider the triangle ∆(p1, x, p2) given by Remark 4.8, where
x ∈ L is the R-fixed isotropic point. Let Γ be the geodesic through x orthogonal to Gop1, p2o.
If α1 = δα2, the internal angles at p1 and p2 are equal. Therefore, by continuity, Γ intersects the
geodesic segment G[p1, p2]; let y stand for such intersection point. AAA congruence implies that
dist(y, p1) = dist(y, p2). So, the reflection in Γ sends p1 to p2. But the reflection in Γ stabilizes
every horocycle centred at x. This implies that p1 and p2 lie in a same B-orbit of R. Conversely,
assume that p1, p2 lie in a same horocycle centered at x. Clearly, p1 and p2 belong to distinct half-
spaces determined by Γ. So, the reflection in Γ sends p1 to p2 and this implies that the internal
angles of ∆(p1, x, p2) at p1 and at p2 are equal.
p2 p1
y x
q2
q1
p2 p1
y x
q2
q1
Finally, suppose that R is loxodromic. If α1 = δα2, it is not diffi-
cult to see that the quadrilateral p1, p2, y, x described in Remark 4.8 is
convex (otherwise, A1 = A2 is impossible). Let Γ be the geodesic inter-
secting the geodesic segment G[x, y] orthogonally in its middle point q1.
Continuity implies that Γ ∩ G[p1, p2] 6= ∅. Let q2 stand for the point
Γ ∩ G[p1, p2]. The triangles ∆(q1, x, q2) and ∆(q1, y, q2) are congruent
by SAS congruence. So, the internal angles at x and y of the triangles
∆(q2, x, p1) and ∆(q2, y, p2) are equal. By SAA congruence, these tri-
angles are congruent and dist(p1,Gox, yo) = dist(p1, x) = dist(p2, y) =
dist(p2,Gox, yo). Conversely, if p1 and p2 are in the same hypercycle of
Gox, yo, we again consider the geodesic Γ orthogonal to Gox, yo and the
points q1, q2 which are necessarily on distinct half-planes determined
by Γ. The triangles ∆(q1, x, q2) and ∆(q1, y, q2) are congruent. Thus,
by SAS congruence, ∆(p1, x, q2) and ∆(p2, y, q2) are congruent and the
corresponding internal angles at p1 and p2 are equal. 
4.11. f -bendings. If we are to keep the conjugacy classes of the special elliptic isometries, bend-
ings provide all nonorthogonal generic length 4 relations Rp2α2R
p1
α1 = R
q2
α2R
q1
α1 with δ = 1 and
σpi = σqi (see Theorem 4.9). Here, we describe the remaining nonorthogonal generic length 4
relations with δ = 1 and σpi = σqi. Roughly speaking, they are constructed as follows: given
a product Rp2α2R
p1
α1 , we find a one-parameter family of products R
q2(t)
β2(t)
R
q1(t)
β1(t)
acting on the line
L(p1, p2) as well as on its polar point in the same way as R
p2
α2R
p1
α1 does. As the next lemma shows,
this in principle does not guarantee that we arrive at new length 4 relations; however, as we show
in Proposition 4.15, a continuity argument settles the question.
Lemma 4.12. Let R,S ∈ SU(2, 1) be isometries that stabilize a noneuclidean line L := Pc⊥.
Suppose that the actions of R and S on L coincide and that Rc = Sc. Then R = S or R = Rc−1S.
Proof. Assume that R and S are elliptic. Let λi and µi, i = 1, 2, 3, be their respective eigenvalues
with µ1 = λ1. Let η ∈ C, |η| = 1, be such that ηλ2 = µ2. The fact that the actions of R and S
on L are the same implies that λ2λ2 = µ2µ3; hence, ηλ3 = µ3. Moreover, µ2µ3 = λ2λ3 because
R,S ∈ SU(2, 1). It follows that η = ±1 which concludes the proof in this case.
If R and S are loxodromic, we can write
R =
λ−1λ 0 00 λ 0
0 0 λ
−1
 and S =
µ−1µ 0 00 µ 0
0 0 µ−1
 ,
where λ−1λ and µ−1µ are, respectively, the (equal) eigenvalues associated to c. Let η ∈ C be such
that ηλ = µ. The fact that the actions of R and S on L are the same implies that λλ = µµ. So,
|η| = 1. It now follows from λ−1λ = µ−1µ that η = ±1.
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Finally, assume that R and S are parabolic. Since R and S stabilize a noneuclidean complex
line, neither of them can be parabolic unipotent of order 3 (see Subsection 2.1). As in the proof of
Proposition 4.4, we write
R =
λ−2 0 00 λ irλ
0 0 λ
 and S =
µ−2 0 00 µ isµ
0 0 µ
 ,
where |λ| = 1, |µ| = 1, r, s ∈ R, and λ−2 and µ−2 are, respectively, the (equal) eigenvalues
related to c. (The order 2 parabolic unipotent case corresponds to λ = 1 or µ = 1.) Hence,
µ = ±λ. The above matrices are written in a basis c, v1, v2, where v1, v2 ∈ L ∩ SV , v1 6= v2, and
v1 is the isotropic fixed point of both R and S. The action of (say) R on L \ {v2} is given by
v1 + τv2 7→ v1 +
(
τ
1+irτ
)
v2. By hypothesis, R and S acts in the same way on L; so, r = s.
Let Rp2α2R
p1
α1 = R
q2
β2
Rq1β1 be a relation with qi ∈ Gi, where G,G1, G2 are geodesics associated to
Rp2α2R
p1
α1 (see Definition 4.7). Assume that σqi = σpi and that αi ∼ βi (see Definition 4.5). Such a
relation is called an f -bending relation. In the particular case when R := Rp2α2R
p1
α1 is regular elliptic
and L := L(p1, p2) is hyperbolic, let xi ∈ L stand for the R-fixed point such that σxi = σpi. If xi
is between pi and qi, we bend R
q2
β2
Rq1β1 by B(pi) (more precisely, we conjugate R
q2
β2
Rq1β1 by a regular
elliptic isometry that acts on L(p1, p2) as a rotation by pi around xi, see Proposition 4.4), arriving
at a configuration where xi does not lie between pi and qi. Analogously, when R is regular elliptic
and L is spherical, we can reach the situation where the minimal geodesic segment joining pi, qi
does not contain a fixed point of R. So, without loss of generality, we also assume in the the
definition of f -bending that no fixed point of R is between pi and qi.
It is worthwhile observing that, when Rp2α2R
p1
α1 = R
q2
β2
Rq1β1 is an f -bending relation, the condition
qi ∈ Gi implies Gi = Hi, where G,G1, G2 and H,H1, H2 are the geodesics respectively associate
to R1 := R
p2
α2R
p1
α1 and to R2 := R
q2
β2
Rq1β1 .
In order to characterize f -bendings in Proposition 4.15 and Theorem 4.14, we need the following
technical lemma.
Lemma 4.13. Let αi, βi ∈ S1 \ Ω with αi ∼ βi and let ai, bi be the primitive angles of αi, βi,
i = 1, 2 (see Definition 4.5). Then a1a2 = b1b2 iff α1α2 = β1β2.
Proof. Suppose that a1a2 = b1b2. Let 〈αi〉, 〈βi〉 ∈ I0 stand for the representatives of αi, βi in I0,
that is, 〈αi〉3 = α3i and 〈βi〉3 = β3i . Then 〈αi〉 = a2i and 〈βi〉 = b2i ; by hypothesis, 〈α1〉〈α2〉 =
〈β1〉〈β2〉. Take ki ∈ {0, 1, 2} such that αi = ωki〈αi〉 and βi = ωki〈βi〉 (here we are using the fact
that αi ∼ βi to obtain the ki’s). Thus
α1α2 = ω
k1〈α1〉ωk2〈α2〉 = ωk1ωk2〈α1〉〈α2〉 = ωk1ωk2〈β1〉〈β2〉 = ωk1〈β1〉ωk2〈β2〉 = β1β2.
Conversely, assume that α1α2 = β1β2. Let 〈αi〉, 〈βi〉, ki be as above. We have
(a1a2)
2 = 〈α1〉〈α2〉 = ω−k1α1ω−k2α2 = ω−k1β1ω−k2β2 = 〈β1〉〈β2〉 = (b1b2)2.
Since a1a2 and b1b2 lie in I0, we conclude that a1a2 = b1b2.
In what follows, we obtain f -bending relations via a certain deformation. Such a deformation
will be shown to exist in Theorem 4.14.
An f -configuration consists of two tuples (p1, p2, α1, α2), (q1, q2, β1, β2) satisfying the following
conditions: p1, p2, as well as q1, q2, are pairs of distinct nonisotropic nonorthogonal points with
σpi = σqi and αi, βi ∈ S1\Ω; moreover, Gi = Hi, ∠p1G1G = Arg a31, ∠p2GG2 = Arg a32, ∠q1G1H =
Arg b31, ∠q2HG2 = Arg b32, where ai, bi are the primitive angles of αi, βi and G,G1, G2 (respectively,
H,H1, H2) are the geodesics associated to R
p2
α2R
p1
α1 (respectively, to R
q2
β2
Rq1β1). In other words, an
f -configuration is nothing but a pair of products R1 := R
p2
α2R
p1
α1 and R2 := R
q2
β2
Rq1β1 whose action
on L(p1, p2) = L(q1, q2) coincide and whose associated geodesics Gi, Hi have been made equal after
a bending.
Let (p1, p2, α1, α2), (q1, q2, β1, β2) be an f -configuration. We take parameterizations γi : [a, b]→
Gi such that σγi(t) = σpi and
〈
γ1(t), γ2(t)
〉 6= 0 for all t ∈ [a, b]. Let hi = hi(t) ∈ J be defined
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by ∠γ1(t)G1G′ = Arg h1(t)3 and ∠γ2(t)G′G2 = Arg h2(t)3, where G′ = G′(t) := Goγ1(t), γ2(t)o.
Moreover, let ηi = ηi(t) ∈ S1 be defined by ηi ∼ αi and ηi(t)3 = (hi(t)2)3, t ∈ [a, b]. Hence, ηi(t)
is the angle in the same component as αi whose primitive angle equals hi(t).
We say that a given f -configuration is f -connected if there exist continuous parameterizations
γi as above such that γi(a) = pi, γi(b) = qi, and
η1(t)η2(t) = α1α2
for all t ∈ [a, b]. By Lemma 4.13, it is equivalent to require h1(t)h2(t) = a1a2 for all t ∈ [a, b]. Note
that α1α2 = β1β2 and αi ∼ βi if the f -configuration is f -connected. The converse also holds:
Theorem 4.14. An f -configuration (p1, p2, α1, α2), (q1, q2, β1, β2) is f -connected iff α1α2 = β1β2
and αi ∼ βi, i = 1, 2.
Proof. We already know that f -connectedness implies α1α2 = β1β2 and αi ∼ βi. Assume that
α1α2 = β1β2 and αi ∼ βi. First, we consider the case σp1 = σp2. Note that Area(p1, q1, q2, p2) =
±((A1+A2)−(B1+B2)), where Ai := Arg a3i , Bi := Arg b3i , ai, bi are the primitive angles of αi, βi,
and “Area” stands for “oriented area”. Lemma 4.13 therefore implies that Area(p1, q1, q2, p2) =
±(Arg(a1a2)3 − Arg(b1b2)3) = 0. This means the segments G[p1, p2] and G[q1, q2] intersect at a
point x and that the triangles ∆(p1, x, q1) and ∆(q2, x, p2) have opposite orientations and the same
(nonoriented) area.
The required parameterizations γi : [a, b] → G[pi, qi], γi(a) = pi, γi(b) = qi, i = 1, 2, are such
that the (nonoriented) areas of the triangles ∆
(
p1, x(t), γ1(t)
)
and ∆
(
γ2(t), x(t), p2
)
are kept
the same during the deformation, where x(t) := G[γ1(t), γ2(t)] ∩ G[q1, q2]. This means that
Area
(
γ1(t), p1, p2, γ2(t)
)
= 0 which implies, by an argument analogous to the above one, that
η1(t)η2(t) = α1α2.
In order to construct these parameterizations, we assume (without loss of generality) that
Arg a31 < Arg b
3
1 and take [a, b] = [Arg a
3
1,Arg b
3
1]. Pick t ∈ [a, b] and let Γ(t) stand for the
geodesic through p1 such that ∠p1G1Γ(t) = t. We continuously displace Γ along the segment
G[p1, q1], beginning at p1 and ending at q1. During this process, we obtain quadrilaterals of
vertices p1, γ1, γ2, p2, where γi denotes the intersection of Γ(t) with Gi. When t = Arg b
3
1, the
oriented area Area(p1, γ1, γ2, p2) varies monotonically from its maximal (minimal, depending on
orientation) value, which happens when γ1 = p1, to zero, which corresponds to Γ(t) = Goq1, q2o, i.e.,
γ1 = q1 and γ2 = q2. Similarly, for each t ∈ [a, b], there are unique points γ1 = γ1(t) ∈ G[p1, q1] and
γ2 = γ2(t) ∈ G[q2, p2] such that Area
(
p1, γ1(t), γ2(t), p2
)
= 0 (clearly, γ1(a) = p1 and γ2(a) = p2).
Since the points γi(t) depend continuously on t ∈ [a, b], the result follows.
p1
p2 A1
A2
G1
G2
G
p1
p2
t
G1
G2
G
Γ(t)
γ1(t)
γ2(t)
p1
p2
t
G1
G2
G
p1p2
A1A2
G1G2
G
t
Γ(t)
p1p2
G1G2
G
t
p1p2
G1G2
G
γ1(t)γ2(t)
Suppose that σp1 6= σp2 and take the points p2, q2 ∈ L := L(p1, p2) orthogonal to p2, q2. Let
us show that G[p1, p2] ∩ G[q2, q1] = ∅. Assume that the mentioned segments intersect at a point
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x. The nonoriented areas of the triangles ∆(p1, x, q1) and ∆(p2, x, q2) equal A1 − B1 − C > 0
and A2 − B2 − C > 0, where Ai, Bi are defined as above and C is the interior angle of the
triangles at x. It follows from Lemma 4.13 that A1 + A2 = B1 + B2; this leads to C < 0, a
contradiction. Therefore, the quadrilateral of vertices p1, q1, q2, p2 is simple and its oriented area
equals ±2(B1 −A1) = ±2(A2 −B2).
The rest is quite similar to the same signature case. Indeed, we assume Arg a31 < Arg b
3
1 and take
[a, b] = [Arg a31,Arg b
3
1]. Given t ∈ [a, b], we define Γ(t) exactly as above and continuously displace
it in the same manner as before thus obtaining simple quadrilaterals of vertices p1, γ1, γ2, p2. For
each t ∈ [a, b], there are unique points γ1 = γ1(t) ∈ G[p1, q1] and γ2 = γ2(t) ∈ G[q2, p2] such
that Area
(
p1, γ1(t), γ2(t), p2
)
= ±2(t − A1). The parameterizations γ1(t), γ2(t) provide the f -
connectedness.
Proposition 4.15. An f -configuration (p1, p2, α1, α2), (q1, q2, β1, β2) is f -connected iff R
p2
α2R
p1
α1 =
Rq2β2R
q1
β1
is an f -bending relation.
Proof. If Rp2α2R
p1
α1 = R
q2
β2
Rq1β1 is an f -bending relation, then α1α2 = β1β2 by Lemma 4.1 and αi ∼ βi
by the definition of f -bending relation. So, the f -configuration is f -connected by Theorem 4.14.
Conversely, let γi : [a, b] → G[pi, qi], be the parameterizations associated to the f -connectedness
of the f -configuration. By construction, G′(t), G1, G2, where G′(t) := Goγ1(t), γ2(t)o, are the
geodesics associated to S = S(t) := R
γ2(t)
η2(t)
R
γ1(t)
η1(t)
(see the above definition of f -connectedness for
the definition of the functions ηi). Lemma 4.6 implies that the actions of R := R
p2
α2R
p1
α1 and of S
on L := L(p1, p2) coincide. Furthermore, it follows from η1(t)η2(t) = α1α2 that Rc = S(t)c, where
c is the polar point of L. So, by Lemma 4.12 and by continuity, either R = S(t) or R = Rc−1S(t)
for all t. It remains to take t = a, b.
In view of Theorem 4.14, it is natural to ask the following. Given a product Rp2α2R
p1
α1 and angles
βi ∈ S1 \ Ω satisfying α1α2 = β1β2 and αi ∼ βi, do there exist qi ∈ Gi, σqi = σpi, such that
Rp2α2R
p1
α1 = R
q2
β2
Rq1β1? The answer is affirmative in some particular cases dealt with in the next
couple of propositions.
Proposition 4.16. Let pi ∈ PV \ SV be distinct nonorthogonal points of the same signature such
that L(p1, p2) is hyperbolic and let αi, βi ∈ S1 \ Ω be angles, i = 1, 2. Assume that α1α2 = β1β2
and αi ∼ βi, i = 1, 2. There exists an f -bending relation Rp2α2Rp1α1 = Rq2β2R
q1
β1
.
Proof. Let ai, bi be the primitive angles of αi, βi. We divide the proof in two cases:
(1) Arg(a1a2)
3 6 pi, or, equivalently, a1a2 lie in the arc (1,−ω2] (if Arg(a1a2)3 = 0, then a1 =
a2 = −ω2)
(2) Arg(a1a2)
3 > pi, or, equivalently, a1a2 lie in the arc (−ω2, ω).
Assume that the first case holds. Proceeding as in the proof of Theorem 4.14, we continuously
move the point pi along Gi. Abusing notation, we denote the new obtained points by qi and new
corresponding angles by ηi. The deformation is performed in such a way that the f -configurations
(p1, p2, α1, α2), (q1, q2, η1, η2) are f -connected. Due to a1a2 ∈ arc(1,−ω2], sending q1 to the abso-
lute makes the angle Arg h31 as small as desired; here, hi stands for the primitive angle of ηi. So,
h1 assumes every value in arc(1, a1). Since h1h2 = a1a2 during the deformation, h2 assumes every
value in arc(a2, a1a2) (and the point q2 tends to some limit point in G2). Changing the roles of
q1, q2 in the deformation, that is, sending q2 to the absolute, we can see that there exists q1, q2 cor-
responding to every value of h1 in the arc (1, a1a2). Since α1α2 = β1β2 and αi ∼ βi, Lemma 4.13
implies that a1a2 = b1b2 and, therefore, b1, b2 ∈ arc(1, a1a2). It remains to take h1 = b1 (which
implies h2 = b2): the corresponding q1, q2 are the points we are looking for.
The second case is similar. Sending q1 to the absolute makes the angle Arg h
3
1 tend to pi and,
consequently, h1 assumes every value in arc(a1,−ω2); correspondingly, h2 assumes every value in
arc(−ωa1a2, a2). So, there exist q1, q2 corresponding to every value of h1 in arc(−ωa1a2,−ω2).
Again, a1a2 = b1b2 implies that b1 ∈ arc(−ωa1a2,−ω2).
Proposition 4.17. Let p1, p2 ∈ PV \ SV be distinct nonorthogonal points of distinct signatures,
σp1 6= σp2, and let α1, α2 ∈ S1 \ Ω be such that Rp2α2Rp1α1 is loxodromic. Let β1, β2 ∈ S1 be angles
satisfying α1α2 = β1β2 and αi ∼ βi, i = 1, 2. There exists an f -bending relation Rp2α2Rp1α1 =
Rq2β2R
q1
β1
.
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Proof. The proof is a direct adaptation of that of Proposition 4.16. The only change that is needed
is to replace the deformation to the appropriate one describe in the proof of Theorem 4.14.
Remark 4.18. In the conditions of Propositions 4.16 or 4.17, there always exist an f -bending
relation Rp2α2R
p1
α1 = R
q2
β2
Rq1β1 such that the primitive angles of β1 and β2 are the same, i.e., β1 = δβ2,
δ ∈ Ω (this is a direct consequence of the corresponding proofs).
Remark 4.19. Let α1, α2 ∈ S1 \ Ω be angles and let p1, p2 ∈ PV \ SV be distinct nonisotropic
nonorthogonal points. Assume that σp1 = σp2 with L(p1, p2) hyperbolic or that R
p2
α2R
p1
α1 is loxo-
dromic. Let Ij = arc(ω
j−1, ωj) be the component of α1 and let δ ∈ Ω be such that δ(α1α2) ∈ Ij .
Among the arcs arc
(
ωj−1, δ(α1α2)
)
and arc
(
δ(α1α2), ω
j
)
, let I0j be the one containing α1. A corol-
lary to the proof of Proposition 4.16 is that, by f -bending Rp2α2R
p1
α1 , it is possible to vary α1 inside
the entire I0j .
We can now give a description of all nonorthogonal generic length 4 relations in terms of
bendings and f -bendings (there is actually a nongeneric requirement on the signatures of points;
the remaining case is dealt with in Subsection 4.21).
Theorem 4.20. Let p1, p2 and q1, q2 be pairs of distinct nonisotropic nonorthogonal points with
σpi = σqi and let αi, βi ∈ S1 \ Ω be angles, αi ∼ βi, i = 1, 2. Assume that L(p1, p2) and L(q1, q2)
are noneuclidean and nonorthogonal. A length 4 relation Rp2α2R
p1
α1 = R
q2
β2
Rq1β1 follows from bending
and f -bending relations.
Proof. Let G,G1, G2 and H,H1, H2 be the geodesics associated to R
p2
α2R
p1
α1 and R
q2
β2
Rq1β1 , respec-
tively. By Lemma 4.1, we have L(p1, p2) = L(q1, q2) and α1α2 = β1β2. Bending q1, q2 (if necessary),
we make Gi = Hi, arriving at an f -bending relation since σpi = σqi and αi ∼ β2, i = 1, 2.
4.21. Other length 4 relations. In what follows, we introduce and discuss the remaining length
4 relations. The nonorthogonal ones come in four flavours: changes of orientation, changes of
components, simultaneous changes of signs, and single changes of sign.
Let p1, p2 be distinct nonisotropic nonorthogonal points with noneuclidean L(p1, p2) and let
α1, α2 ∈ S1 \ Ω. Note that
Rp2α2R
p1
α1 = R
p2
α2R
p1
α1R
p2
α2
Rp2α2 = R
Rp2α2
p1
α1 R
p2
α2 ,
where we are using a cancellation (see Subsection 3.2) in the first equality. Such a relation is called
a change of orientation.
Take δ 6= 1, δ3 = 1. Then Rp2δα2Rp1α1 = Rp2α2R
p1
δα1
= δRp2α2R
p1
α1 . We call such a relation a change
of components.
Proposition 4.22. Let p1, p2 and q1, q2 be pairs of distinct nonisotropic nonorthogonal points and
let α1, α2 ∈ S1 \ Ω be angles. Assume that σpi = −σqi, i = 1, 2, and that ta(p1, p2) = ta(q1, q2)
(in particular, L(p1, p2) is hyperbolic). The isometries R1 := R
p2
α2R
p1
α1 and R2 := R
q2
α2R
q1
α1 are in
the same conjugacy class iff they are not regular elliptic.
Proof. By Remark 2.5, trR1 = trR2 and, by Lemma 4.3, R1, R2 are regular. Therefore, these
isometries have the same type. If R1, R2 are not regular elliptic, they are conjugate (see Subsection
2.1).
Conversely, suppose that R1, R2 are regular elliptic. Using orthogonal relations of length 3 plus
the fact that special elliptic isometries with orthogonal centres commute, we have
Rp1α1R
p2
α2(R
p2
α2R
p1
α1)R
p2
α2
R
p1
α1
= Rp1α1R
c
α2R
p1
α1R
p2
α2
R
p1
α1
= Rcα1R
c
α2R
p2
α2
R
p1
α1
= Rp2α2R
p1
α1 ,
where pi stands for the point in L := L(p1, p2) orthogonal to pi. In other words, R1 := R
p1
α1R
p2
α2
commutes with R1. Since ta(p1, p2) = ta(p1, p2), the isometry R1 is regular elliptic and, by
[8, Corollary 8.2], fixR1 = fixR1. Hence, if R1, R1 are conjugate, their actions on L must coincide.
Let G,G1, G2 be the geodesics associated to R1 and let G,G1, G2 be the geodesics associated
to R1. Clearly, G = G, G1 = G2, and G2 = G1. By Lemma 4.6, the actions of R1 and of R1 on
L∩BV are respectively given by the products r2r1 and r1r2, where ri denotes the reflection in the
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geodesic Gi. This implies that the actions of R1, R1 coincide on L iff ∠xG1G2 = ∠xG2G1 = pi2 ,
where x ∈ BV stands for the intersection of G1, G2, a fixed point of both isometries.
Assume ∠xG2G1 = pi2 . Let γ : (−a, a)→ G be a parameterization of an open geodesic segment
such that γ(0) = p2. Let R(t) := R
γ(t)
α2 R
p1
α1 ; we can suppose that R(t) is regular elliptic for all
t. Let G,G1, G2(t) be the geodesics associated to R(t) and note that ∠γ(t)GG2(t) = ∠p2GG2; so,
∠x(t)G2G1 = pi2 iff t = 0. Let x(t), x(t) be respectively the negative and the positive intersections
of G1 and G2(t). Hence, x(0) = x and x(0) = x (clearly, x(t) is the orthogonal to x(t) in L for all
t). We denote by λ1(t), λ2(t) the eigenvalues of R(t) corresponding to the eigenvectors x(t), x(t).
It is easy to see that λi(t) varies continuously with t. Moreover, by Lemma 4.3, λ1(t) 6= λ2(t) for
all t.
Consider the isometry R(t) := R
p1
α1R
γ(t)
α2 , t ∈ (−a, a), where γ(t) stands for the orthogonal to
γ(t) in L for all t. As above, R(t) and R(t) have the same set of eigenvalues and fixR(t) = fixR(t).
Hence, by the argument in the previous paragraph, we obtain that, for all t 6= 0, the isometries
R(t) and R(t) are not conjugate due to ∠x(t)G2G1 6= pi2 for t 6= 0. In other words, λ2(t) must be the
eigenvalue of R(t) corresponding to x(t). By continuity, the eigenvalues of the negative fixed point
x of R = R(0) and of R = R(0) are distinct and, therefore, these isometries cannot be conjugate.
(We have λ1(0) = −λ2(0), as it is easy to see.)
Let I ∈ SU(2, 1) be such that Iqi = pi. Thus IRq2α2Rq1α1I−1 = R
p2
α2R
p1
α1 . Also note that
R
p2
α2
(
Rp2α2R
p1
α1
)
Rp2α2 = R
p1
α1R
p2
α2 . (7)
Therefore, Rq2α2R
q1
α1 and R
p1
α1R
p2
α2 are in the same conjugacy class, which is not that of R
p2
α2R
p1
α1 .
Let p1, p2 and q1, q2 be pairs of distinct nonisotropic nonorthogonal points with σpi = −σqi and
ta(p1, p2) = ta(q1, q2). Let α1, α2 ∈ S1 \ Ω be angles. By the previous proposition, when Rp2α2Rp1α1
is not regular elliptic, there exists I ∈ SU(2, 1) such that Rp2α2Rp1α1 = IRq2α2Rq1α1I−1 = RIq2α2 RIq1α1 .
It follows from Lemma 4.1 that p1, p2, Iq1, Iq2 lie in the same complex line. We call such relations
simultaneous changes of signs.
Given angles α1, α2 ∈ S1 \ Ω, define τα1,α2 : R→ C,
τα1,α2(t) := α1α2 + α
−2
1 α2 + α1α
−2
2 + (α
−2
1 − α1)(α−22 − α2)t.
By Remark 2.5, trRp2α2R
p1
α1 = τα1,α2(ta(p1, p2)) for nonisotropic p1, p2.
Lemma 4.23. Let α1, α2 ∈ S1 \ Ω. The line ` := τα1,α2(R) is tangent to Goldman’s deltoid at
t = 1.
Proof. Note that τα1,α2(1) = 2α1α2 + (α1α2)
−2 satisfies the equation of the deltoid. Moreover,
given 0 < t < 1, the isometry Rp2α2R
p1
α1 , where p1, p2 are points such that ta(p1, p2) = t, is regular
elliptic because the stable line L(p1, p2) is spherical. Now, consider the isometry R := R
p2
α2R
p1
α1 ,
ta(p1, p2) = t, for t > 1. Taking t sufficiently close to 1, the associated geodesics G,G1, G2 are such
that G1, G2 are concurrent in the hyperbolic line L(p1, p2) except when α1α2 ∈ Ω; in the latter
case, they are always ultraparallel. In conclusion, if α1α2 /∈ Ω, R is regular elliptic and we are
done; if α1α2 = δ ∈ Ω, R is loxodromic and, since the line ` contains the vertex 3δ, it is tangent
to the deltoid at this vertex. (Regarding this fact, see also Corollary 5.8.)
Remark 4.24. Let αi, βi ∈ S1 \ Ω be angles, i = 1, 2, and consider the lines `1 := τα1,α2(R) and
`2 := τβ1,β2(R). The previous lemma and the definition of τ immediately implies that `1 = `2 iff
α1α2 = β1β2. Equivalently, α1α2 = β1β2 iff τα1,α2(1) = τβ1,β2(1).
Lemma 4.25. Let α1, α2 ∈ S1 \ (Ω ∪ −Ω) be angles, α1α2 /∈ Ω, such that there exists no δ ∈ Ω
satisfying δα1 ∼ −α1 and δ−1α2 ∼ −α2. Consider the line ` := τα1,α2(R) = τ−α1,−α2(R) (see
Remark 4.24). Then τ1(t) := τα1,α2(t) and τ2(s) := τ−α1,−α2(s), t, s ∈ R, parameterize ` in
distinct directions.
Proof. First, consider the case α1 = α2 =: α. We have τ1(1) = τ2(1) and ` is tangent to the
deltoid at this point by Lemma 4.23. The result follows from the observation that τ1(1) = τ2(1),
τ1(0) = α
2 − 2α−1, and τ2(0) = α2 + 2α−1 are pairwise distinct points in the deltoid.
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τα1,α2(R)
2α1α2 + (α1α2)
−2
Back to the general case, assume that the lines are parameterized in the same direction. This
means that we can take s0  1 and t0  1 such that τ1(t0) = τ2(s0). Let pi, qi ∈ BV be such
that ta(p1, p2) = t0 and ta(q1, q2) = s0. We obtain the relation R
p2
α2R
p1
α1 = R
q2
−α2R
q1
−α1 between
the loxodromic isometries Rp2α2R
p1
α1 and R
q2
−α2R
q1
−α1 (possibly after conjugating, say, the second one
by an isometry I ∈ SU(2, 1); abusing notation, we write q1, q2 instead of Iq1, Iq2). Applying
an f -bending to Rp2α2R
p1
α1 , we make the primitive angles of α1 and α2 equal (see Remark 4.18).
Similarly, we assume that the primitive angles of −α1,−α2 are equal. In other words, we arrive at
a relation of the form
R
p′2
δ1α
R
p′1
α = R
q′2
δ2β
R
q′1
β ,
where α ∼ α1; δ1α ∼ α2 and β ∼ −α1; δ2β ∼ −α2. Since f -bendings preserve the products of
angles, we have α2 = δ2δ
−1
1 β
2 which implies α = ±δ2β, where δ := δ2δ−11 . Now, it follows from
the relation R
p′2
α R
p′1
α = R
q′2
δβR
q′1
β that τα,α(t
′
0) = τδβ,β(s
′
0) for some t
′
0  1, s′0  1. Hence,
τα,α(t
′
0) = τδβ,β(s
′
0) = δτ±δα,±δα(s
′
0) = τ±α,±α(s
′
0).
It follows from the previously considered case that the sign in the above expression must be +,
that is, β = δα. This leads to δα1 ∼ −α1 and δ−1α2 ∼ −α2, a contradiction.
Proposition 4.26. Let αi, βi ∈ S1 \ Ω be angles, i = 1, 2, such that α1α2 = β1β2 and consider
the line ` := τα1,α2(R) = τβ1,β2(R). Then τ1(t) := τα1,α2(t) and τ2(s) := τβ1,β2(s), t, s ∈ R,
parameterize ` in the same direction iff there exists δ ∈ Ω satisfying δα1 ∼ β1 and δ−1α2 ∼ β2.
Proof. Suppose that there exists δ ∈ Ω such that δα1 ∼ β1 and δ−1α2 ∼ β2. Take t0  1 and let
p1, p2 be such that ta(p1, p2) = t0. By Proposition 4.16, there exists an f -bending relation
Rp2δ−1α2R
p1
δα1
= Rq2β2R
q1
β1
.
Taking s0 := ta(q1, q2) > 1, we have τα1,α2(t0) = τβ1,β2(s0) which implies that τ1(t) and τ2(s)
parameterize ` in the same direction.
Conversely, assume that there does not exist δ ∈ Ω satisfying δα1 ∼ β1 and δ−1α2 ∼ β2. Note
that, if α1α2 ∈ Ω, then the δ ∈ Ω such that δα1 ∼ β1 also satisfies δ−1α2 ∼ β2. Therefore, we have
α1α2 /∈ Ω.
Suppose that τ1(t) and τ2(s) parameterize ` in the same direction. As in the proof of the
previous lemma, we obtain a relation Rp2α2R
p1
α1 = R
q2
β2
Rq1β1 with ta(p1, p2) = t0  1 and ta(q1, q2) =
s0  1. Applying f -bendings if necessary, we can assume that αi, βi /∈ Ω ∪ −Ω.
Take δ1 ∈ Ω such that δ1α1 ∼ β1 and consider the relation Rp2δ−11 α2R
p1
δ1α1
= Rq2β2R
q1
β1
. An
f -bending of Rp2
δ−11 α2
Rp1δ1α1 sending δ1α1 to β1 does not exist since, otherwise, the equality α1α2 =
β1β2 would imply δ
−1
1 α2 ∼ β2.
Take δ2 ∈ Ω such that δ2α1 ∼ −β1 and consider the relation Rp2δ−12 α2R
p1
δ2α1
= Rq2β2R
q1
β1
. Assume
that there exists an f -bending of Rp2
δ−12 α2
Rp1δ2α1 sending δ2α1 to −β1. This f -bending sends δ−12 α2
to −β2 and gives rise to the relation Rp
′
2
−β2R
p′1
−β1 = R
q2
β2
Rq1β1 . A cube root of unity δ ∈ Ω such that
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δβ1 ∼ −β1 and δ−1β2 ∼ −β2 does not exist because, otherwise, δ2δ−1α1 ∼ β1 and δδ−12 α2 ∼ β2.
Hence, by Lemma 4.25, σp′1σp
′
2 = −σq1σq2, a contradiction.
Finally, take δ3 ∈ Ω such that δ3(−α1) ∼ β1. We will show that there must exist an f -bending
of Rq2β2R
q1
β1
sending β1 to δ3(−α1).
Let Ij = arc(ω
j−1, ωj) stand for the component of β1. Given an arbitrary angle η ∈ S1 \
Ω, we denote by 〈η〉 the representative of η in Ij . The point 〈α1α2〉 divides Ij in the open
arcs arc
(
ωj−1, 〈α1α2〉
)
and arc(〈α1α2〉, ωj). Let I0j be the one containing β1 and, I1j , the other.
Similarly, the point −ωj+1 divides Ij in the open arcs arc(ωj−1,−ωj+1) and arc(−ωj+1, ωj); we
call J0 the one containing β1 and, J1, the other. It is easy to see that, given an arbitrary η ∈
S1 \ (Ω ∪ −Ω), the points 〈η〉 and 〈−η〉 lie in distinct arcs among J0, J1.
Since there is no f -bending of Rp2
δ−11 α2
Rp1δ1α1 sending δ1α1 to β1 and no f -bending of R
p2
δ−12 α2
Rp1δ2α1
sending δ2α1 to −β1, we have β1, 〈−β1〉 ∈ I0j and 〈α1〉 ∈ I1j (see Remark 4.19). So, 〈−α1〉 also
belongs to I0j which leads to the required f -bending. We obtain R
q2
β2
Rq1β1 = R
q′2
−δ−13 α2
R
q′1
−δ3α1 , that
is, Rp2α2R
p1
α1 = R
q′2−α2R
q′1−α1 . Again, Lemma 4.25 provides a contradiction.
As in Proposition 4.26, let αi, βi ∈ S1 \Ω be angles such that α1α2 = β1β2. Assume that there
does not exist δ ∈ Ω satisfying δα1 ∼ β1 and δ−1α2 ∼ β2. Consider the line ` := τ1(R) = τ2(R),
where τ1(t) := τα1,α2(t) and τ2(s) := τβ1,β2(s) and take all pairs (t0, s0) with t0 > 1 and s0 < 0
such that τ1(t0) = τ2(s0) does not belong to Goldman’s deltoid. Let p1, p2 and q1, q2 be pairs of
nonisotropic nonorthogonal distinct points satisfying ta(p1, p2) = t0 and ta(q1, q2) = s0. Clearly,
σq1σq2 = −1 and σp1σp2 = 1. Since Rp2α2Rp1α1 and Rq2β2R
q1
β1
are loxodromic, there exists I ∈ SU(2, 1)
such that Rp2α2R
p1
α1 = R
Iq2
β2
RIq1β1 . We call such relation a single change of sign.
Let αi, βi ∈ S1 \ Ω be angles satisfying α1α2 6= β1β2. Then, by the above remark, the lines
`1 := τα1,α2(R) and `2 := τβ1,β2(R) are distinct. So, they intersect inside the deltoid (including
the boundary, i.e., they intersect in the set f(τ) 6 0, where f is defined in Subsection 2.1). Let
t0, s0 ∈ R be such that τα1,α2(t0) = τβ1,β2(s0). Take pairs p1, p2 and q1, q2 of distinct nonisotropic
nonorthogonal points such that ta(p1, p2) = t0 and ta(q1, q2) = s0. Assume that t0, s0 6= 1. The
isometries Rp2α2R
p1
α1 , R
q2
β2
Rq1β1 , by construction, are regular elliptic and have the same trace.
If t0 /∈ [0, 1] and s0 /∈ [0, 1], by Proposition 4.22 and formula (7), one of the isometries R1 :=
Rp2α2R
p1
α1 , R1 := R
p2
α2R
p1
α1 is conjugate to one of the isometries R2 := R
q2
β2
Rq1β1 , R2 := R
q2
β2
R
q1
β1
since
there are three distinct conjugacy classes of regular elliptic isometries with the same trace. It
follows that exactly one of the following relations hold
Rp2α2R
p1
α1 = R
Iq2
β2
RIq1β1 , R
p2
α2R
p1
α1 = R
Iq2
β2
R
Iq1
β1
for some I ∈ SU(2, 1). This relation is also called an orthogonal relation (due to Lemma 4.1, the
lines L(p1, p2) and L(Iq1, Iq2) are orthogonal).
When t0 ∈ [0, 1], then L(p1, p2) is spherical and R1 is conjugate to R1. So, it can happen that
none of R1, R1 is conjugate to one of R2, R2. In this case, we take −α1,−α2 instead of α1, α2 in
the above construction. Now, by Lemma 4.25, the parameter t′0 corresponding to the intersection
point of the lines `1, `2 satisfy t
′
0 /∈ [0, 1]. If it is still the case that none of R1, R1 is conjugate to
one of R2, R2, this means that s0 ∈ [0, 1] and we also take −β1,−β2 instead of β1, β2 thus obtaining
an orthogonal relation.
As the next theorem shows, every length 4 relation is a consequence of the previously introduced
ones.
Theorem 4.27. Let p1, p2 and q1, q2 be pairs of distinct nonisotropic nonorthogonal points and let
αi, βi ∈ S1 \Ω be angles, i = 1, 2. Assume that L(p1, p2) and L(q1, q2) are noneuclidean. A length
4 relation Rp2α2R
p1
α1 = δR
q2
β2
Rq1β1 follows from bending, f -bending, change of orientation, change of
components, simultaneously change of signs, single change of sign, and orthogonal relations.
Proof. Since we made no assumptions about the components of the angles, we can take δ = 1.
Assume α1α2 = β1β2. Suppose that there does not exist a cube root of unity δ ∈ Ω such
that δα1 ∼ β1 and δ−1α2 ∼ β2. By Proposition 4.26 and Lemma 4.1, we have ta(p1, p2) > 1 and
ta(q1, q2) < 0 (or vice-versa); moreover, R := R
p2
α2R
p1
α1 = R
q2
β2
Rq1β1 is loxodromic. Therefore, the
relation is a single change of sign.
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Suppose that there exists δ ∈ Ω such that δα1 ∼ β1 and δ−1α2 ∼ β2. Hence, modulo change
of components, we can assume αi ∼ βi, i = 1, 2. By Theorem 4.20 we can assume that, modulo
bending and f -bending, σp1 6= σq1 or σp2 6= σq2. By Proposition 4.26, σp1σp2 = σq1σq2.
We arrive at the following cases:
• σp1 = σq1 and σp2 = σq2. We arrive at a composition of bendings and f -bendings by
Theorem 4.20;
• σp1 = σq2 and σp2 = σq1. Modulo a change of orientation, we can assume that the relation
has the form R
p′2
α1R
p′1
α2 = R
q2
β2
Rq1β1 with σp
′
i = σqi and αi ∼ βi. Let δ ∈ Ω be such that δα1 ∼ β2.
We have δ−1α2 ∼ δ−1β2 ∼ α1 ∼ β1. Now, a couple of changes of components reduces this case to
the previous one.
• σpi = −σqi. By Proposition 4.22, the relation is reduced to bendings and f -bendings by a
simultaneous change of signs (say, of the form Rq2β2R
q1
β1
= R
q′2
β2
R
q′1
β1
where σq′i = σpi).
Finally, when α1α2 6= β1β2, we have an orthogonal relation.
5 Relative character varieties and bendings
In Section 4, we saw that bendings are a continuous one-parameter way of changing points p1 and
p2 preserving the product R
p2
α2R
p1
α1 . This change, unlike f -bendings, preserves the geometry of
the pair p1, p2 (preserves the tance between these points). Given a product R
p3
α3R
p2
α2R
p1
α1 with p2
distinct and nonorthogonal to p1, p3, bending p1, p2 (or p2, p3) preserves the product, but changes
the geometric configuration of the triple p1, p2, p3. In fact, after a bending involving p1, p2, we may
change the tance between p2 and p3.
In this section, we will see how such changes naturally provide “coordinates” in some relative
SU(2, 1)-character varieties.
Let F ∈ SU(2, 1) be an isometry. Assume that F := Rp3α3Rp2α2Rp1α1 is a decomposition of F into
the product of special elliptic isometries. If p2 is distinct from and nonorthogonal to p1 and p3, we
can modify the triple p1, p2, p3 by composing bendings involving p1, p2 and p2, p3, obtaining a new
decomposition of F . In this section, we determine all such decompositions for fixed angles αi’s,
fixed signs σi’s of points, σpi := σi, and fixed trace of F .
Definition 5.1. Let αi ∈ S1 \ Ω be angles, let σi ∈ {−1, 1} be signs such that at most one is
positive, i = 1, 2, 3, and let τ ∈ C. A triple p1, p2, p3 ∈ PV \ SV is strongly regular with respect to
the given angles, signs, and τ if σpi = σi; p1, p2, p3 are pairwise distinct; p2 is not orthogonal to
p1 nor to p3; p1, p2, p3 are not in a same complex line; and trR
p3
α3R
p2
α2R
p1
α1 = τ . When p1, p2, p3 is
strongly regular with respect to the αi’s, σi’s, and τ , we sometimes say that R
p3
α3R
p2
α2R
p1
α1 is strongly
regular.
This definition of strong regularity is closely related to the one in [2], where the case αi = −1
is considered.
In the above definition, we require that at most one of the points p1, p2, p3 is positive because,
otherwise, it could happen that, after some suitable bendings involving p1, p2 and p2, p3, we arrive
at the situation where one of the lines L(p1, p2) or L(p2, p3) is Euclidean. Moreover, if p1, p2, p3 are
in the same complex geodesic, it could happen that, after finitely many bendings involving p1, p2
and p2, p3, we arrive at a situation where p1 = p2 or p2 = p3 (same signature case) or 〈p1, p2〉 = 0
or 〈p2, p3〉 = 0 (in the presence of a positive point).
Our objective is to describe geometrically all strongly regular triples with respect to given
angles, signs, and τ . We define
κ :=
τ − α−21 α2α3 − α1α−22 α3 − α1α2α−23
(α−21 − α1)(α−22 − α2)(α−23 − α3)
,
t1 := ta(p1, p2), t2 := ta(p2, p3), t3 := ta(p1, p3),
β :=
det[gij ]
g11g22g33
, η :=
g12g23g31
g11g22g33
, t := Re η, χi := Im
(
αi
α−2i − αi
)
,
(8)
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where [gij ] stands for the Gram matrix of p1, p2, p3. Note that Re
αi
α−2i − αi
= −1
2
because
Re
α
α−2 − α =
1
2
( α
α−2 − α +
α
α−2 − α
)
=
1
2
( α3
1− α3 +
1
α3 − 1
)
= −1
2
for every α ∈ S1 \ Ω. We will shortly see that the space of strongly regular triples in question can
be described in terms of a real algebraic equation in the parameters t, t1, t2 plus a few inequalities
related to the signature of the Hermitian form (see Section 2). Note that the value of κ and those
of χi are prescribed. We are going to express t3 in terms of t, t1, t2. This will be accomplished by
writing |η|2 in terms of t, t1, t2 and by applying the relation |η|2 = t1t2t3.
By Remark 2.5,
κ =
α3
α−23 − α3
t1 +
α1
α−21 − α1
t2 +
α2
α−22 − α2
t3 + η.
Since
β = 1 + 2t− t1 − t2 − t3 (9)
we obtain
Reκ = −1
2
(t1 + t2 + t3) + t = −1
2
(1 + 2t− β) + t = 1
2
(β − 1).
On the other hand, it follows from (9) that
Imκ = χ3t1 + χ1t2 + χ2t3 + Im η = χ3t1 + χ1t2 + χ2 (1− β + 2t− t1 − t2) + Im η
= (χ3 − χ2)t1 + (χ1 − χ2)t2 + 2χ2t+ χ2(1− β) + Im η.
The above expressions for Imκ and Reκ imply that
Im η = Imκ+ (χ2 − χ3) t1 + (χ2 − χ1) t2 − 2χ2t+ 2χ2 Reκ. (10)
So, defining
c1 := 1 + 4χ
2
2 c6 := (χ1 − χ2)2
c2 := −4χ2(2χ2 Reκ+ Imκ) c7 := 2
(
(χ1 − χ2)(χ3 − χ2) + Reκ
)
c3 := 4χ2 (χ3 − χ2) c8 := 2(χ2 − χ3)(2χ2 Reκ+ Imκ)
c4 := 4χ2 (χ1 − χ2) c9 := 2(χ2 − χ1)(2χ2 Reκ+ Imκ)
c5 := (χ3 − χ2)2 c10 := (2χ2 Reκ+ Imκ)2
(11)
and using (10), we arrive at
|η|2 = c1t2 + c2t+ c3t1t+ c4t2t+ c5t21 + c6t22 + (c7 − 2 Reκ)t1t2 + c8t1 + c9t2 + c10.
It follows from |η|2 = t1t2t3 and from equation (9) that
2t − t1 − t2 − c1t
2 + c2t+ c3t1t+ c4t2t+ c5t
2
1 + c6t
2
2 + c7t1t2 + c8t1 + c9t2 + c10
t1t2
= 0. (12)
Summarizing, given the strongly regular triple p1, p2, p3, the parameters t, t1, t2 satisfy the above
real algebraic equation whose coefficients are determined solely by the αi’s and by τ . Moreover,
by Sylvester’s Criterion, the inequalities
σ1σ2t1 > 0, σ1σ2t1 > σ1σ2, σ2σ3t2 > 0, σ2σ3t2 > σ2σ3, σ1σ2σ3(2 Reκ+ 1) < 0 (13)
must also hold.
Conversely, assume that (t1, t2, t) satisfies (12) and (13). We take gii := σi, g12 = g21 :=√
σ1σ2t1, g23 = g32 :=
√
σ2σ3t2,
g13 := σ1σ2σ3
t− i [Imκ+ (χ2 − χ3)t1 + (χ2 − χ1)t2 − 2χ2t+ 2χ2 Reκ]√
σ1σ2t1
√
σ2σ3t2
,
and g31 = g13. We arrive at a Gram matrix [gij ] that satisfies
det[gij ]
g11g22g33
= 2 Reκ+1. By Sylvester’s
Criterion and by the explicit construction of the Gram matrix, there exists a geometrically unique
strongly regular triple p1, p2, p3 with respect to the αi’s, σi’s, and τ whose Gram matrix equals
[gij ]. We have just proved the following theorem.
23
Theorem 5.2. Let αi ∈ S1\Ω be angles, let σi ∈ {−1, 1} be signs such that at most one is positive,
and let τ ∈ C, i = 1, 2, 3. Geometrically, all strongly regular triples p1, p2, p3 ∈ PV \SV with respect
to the αi’s, σi’s, and τ are parameterized by the real semialgebraic surface S ⊂ R3(t, t1, t2) given
by the equation
t21t2 + t1t
2
2 − 2t1t2t+ c5t21 + c6t22 + c1t2+
+ c7t1t2 + c3t1t+ c4t2t+ c8t1 + c9t2 + c2t+ c10 = 0 (14)
and by the inequalities (13).
Take a strongly regular triple p1, p2, p3 with respect to the angles αi ∈ S1\Ω, signs σi ∈ {−1, 1},
and τ ∈ C. Let S be the corresponding surface given in Theorem 5.2. The vertical and horizontal
lines Vr1 and Hr2 are defined by the equations t1 = r1 and t2 = r2 for r1, r2 ∈ R (vertical and
horizontal lines can be empty). More specifically, the vertical line Vr1 is the conic given by the
equation
d1t
2
2 + d2t2t+ d3t
2 + d4t2 + d5t+ d6 = 0, (15)
where
d1 := r1 + c6 d4 := r
2
1 + c7r1 + c9
d2 := −2r1 + c4 d5 := c3r1 + c2
d3 := c1 d6 := c5r
2
1 + c8r1 + c10
and the horizontal line Hr2 is given by
e1t
2
1 + e2t1t+ e3t
2 + e4t1 + e5t+ e6 = 0, (16)
where
e1 := r2 + c5 e4 := r
2
2 + c7r2 + c8
e2 := −2r2 + c3 e5 := c4r2 + c2
e3 := c1 e6 := c6r
2
2 + c9r2 + c10
. (17)
Define
k1 :=
c1 + c4 + σ1σ2
√
c1(c1 + 2c4 + 4c6)
2
=
1 + 4χ1χ2 + σ1σ2
√
(1 + 4χ21)(1 + 4χ
2
2)
2
(18)
and
k2 :=
c1 + c3 + σ2σ3
√
c1(c1 + 2c3 + 4c5)
2
=
1 + 4χ2χ3 + σ2σ3
√
(1 + 4χ22)(1 + 4χ
2
3)
2
.
Remark 5.3. Writing the discriminants of the conics (15) and (16) and observing that k1 > 0 if
σ1σ2 > 0 and k1 < 0 if σ1σ2 < 0, one can see that Vr1 is contained in: an ellipse or a single point
if σ1σ2r1 < σ1σ2k1; a parabola or a pair of parallel lines (not necessarily distinct) if r1 = k1; and
a hyperbola or a pair of concurrent lines if σ1σ2r1 > σ1σ2k1. Taking k2, r2, σ3 in place of k1, r1, σ1
we obtain the analogous facts concerning a horizontal line Hr2 . (The exact description of vertical
and horizontal lines is presented in the next theorem.)
Consider that the region Q ⊂ R(t1, t2) given by inequalities (13) is non-empty. Considering
equation (14) as a quadratic equation in t, we can see that the projection R ⊂ R(t1, t2) of the
surface S into Q is given by the inequality
(−2t1t2 + c3t1 + c4t2 + c2)2 − 4c1
(
t21t2 + t1t
2
2 + c5t
2
1 + c6t
2
2 + c7t1t2 + c8t1 + c9t2 + c10
) ≥ 0.
Let C be the curve in S defined by
t =
2t1t2 − c3t1 − c4t2 − c2
2c1
. (19)
The projection S → R is a double covering ramified along C.
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Theorem 5.4. Let αi ∈ S1 \ Ω be angles, let σi ∈ {−1, 1} be signs such that at most one is
positive, and let τ ∈ C. Consider the semialgebraic surface S parameterizing, modulo conjugation,
all strongly regular triples p1, p2, p3 with respect to the given angles, signs, and τ (see Theorem
5.2). The following holds:
(i) A nonempty vertical line can intersect a nonempty horizontal line in at most two points.
When they intersect in a single point, this point belongs to C.
(ii) Nonempty vertical and horizontal lines of S correspond, respectively, to bendings involving
p1, p2 and p2, p3.
(iii) When p3 (respectively, p1) is not orthogonal to a fixed point of R := R
p2
α2R
p1
α1 (respectively,
of R := Rp3α3R
p2
α2), a nonempty vertical (respectively, horizontal) line is an ellipse if R is regular
elliptic, a branch of a hyperbole when R is loxodromic, and a parabola when R is ellipto-parabolic.
It intersects C in exactly two points in the first case and in exactly one point in the other cases.
(iv) When p3 (respectively, p1) is orthogonal to a fixed point of R, a nonempty vertical (respec-
tively, horizontal) line is a single point belonging to C when R is elliptic or ellipto-parabolic and a
pair of open rays not lying in a same straight line and sharing a common point in their topological
closures when R is loxodromic (this common point does not belong to S and the pair of open rays
does not intersect C). The surface S contains at most one vertical (horizontal) line of the last
type.
Proof. We remind the reader that t1 := ta(p1, p2), t2 := ta(p2, p3), and t := Re η, where η is
defined in (8). We begin by observing that vertical and horizontal lines can intersect C in at most
2 points: fixing t1 (respectively, t2), equation (19) allows to express t as a linear function of t2 and
this turns equation (14) into a quadratic equation in t2. By the definition of C, if a vertical line
Vr1 and a horizontal line Hr2 intersect at a point (r1, r2, t) that does not belong to C, there exists
t′ 6= t such that (r1, r2, t), (r1, r2, t′) ∈ Vr1 ∩Hr2 . In particular, a point in a vertical (respectively,
horizontal) line that does not lie on C automatically gives rise to another (distinct) point on the
line with the same t2 (respectively, t1).
Bendings involving p1, p2 (respectively, p2, p3) preserve t1 as well as the fact that p1, p2, p3
is strongly regular with respect to the given angles and signs. Moreover, it keeps the product
Rp3α3R
p2
α2R
p1
α1 ; so, vertical (respectively, horizontal) lines correspond to such bendings.
Let Vr be a vertical line and let p1, p2, p3 be a strongly regular triple in Vr. Bendings involving
p1, p2 constitute the subset of Vr that corresponds to the strongly regular triples of the form
B(s)p1, B(s)p2, p3, where B is the one-parameter group introduced in Proposition 4.4.
Consider the functions t2, t : R→ R, t2 = t2(s), t = t(s), such that the point
(
r, t2(s), t(s)
) ∈ Vr
corresponds to the triple B(s)p1, B(s)p2, p3. Let B˜ : R → Vr stand for the function B˜(s) :=(
r, t2(s), t(s)
)
. We will prove that the image of B˜ is the entire Vr. We begin by finding explicit
expressions for t2(s) and t(s); by Lemma 4.3, R
p2
α2R
p1
α1 is regular. So, there are three cases to
consider (regular elliptic, loxodromic, and ellipto-parabolic).
Case 1: R := Rp2α2R
p1
α1 is regular elliptic. Let p, q ∈ L(p1, p2) be respectively a negative and
a positive fixed point of R (these points exist because p1, p2, p3 is strongly regular). Note that
neither p1 nor p2 is fixed by R (otherwise, 〈p1, p2〉 = 0 or p1 = p2), so p1 6= p, q and p2 6= p, q.
Take representatives such that 〈p, p〉 = −1, 〈q, q〉 = 1, 〈p3, p3〉 = σ3, p1 = p + λ1q, p2 = p + λ2q,
|λ1|, |λ2| 6= 0, 1.
As in Proposition 4.4, B(s)p = e−
s
2 ip and B(s)q = e
s
2 iq. We write z1 := 〈p, p3〉, z2 := 〈q, p3〉,
w1 := λ1z1z2, and w2 := λ2z1z2. Let us show that B˜ is an immersion when Vr is not a single
point. Let ' stand for “(nonnull) proportionality modulo a constant factor”. By a straightforward
calculation
t2(s) = ta(B(s)p2, p3) ' Re(w2esi)
and
t(s) = Re
〈B(s)p1, B(s)p2〉 〈B(s)p2, p3〉 〈p3, B(s)p1〉
〈B(s)p1, B(s)p1〉 〈B(s)p2, B(s)p2〉 〈p3, p3〉 ' Re
((
w1(|λ2|2 − 1) + w2(|λ1|2 − 1)
)
esi
)
.
Clearly, t′2(s) = 0 iff w2e
si ∈ R and t′(s) = 0 iff (w1(|λ2|2 − 1) + w2(|λ1|2 − 1))esi ∈ R.
When w2 = 0, we have w1 = 0 because λ1, λ2 6= 0. This case corresponds to p3 being orthogonal
to a fixed point of R; both t2(s) and t(s) are constant and Vr is, if nonempty, a single point. This
point must lie on C (see the first paragraph of the proof).
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Assume w2 6= 0. We want to prove that t′2(s) = t′(s) = 0 never happens. Assuming the
contrary, one obtains (
w1(|λ2|2 − 1) + w2(|λ1|2 − 1)
)
esi
w2esi
∈ R
which implies w1/w2 = λ1/λ2 ∈ R. Hence, both p1, p2 belong to the geodesic Rp + Rλ1q joining
p and q. This is impossible because it would lead to G = G1 = G2, where G,G1, G2 are the
geodesics associated to Rp2α2R
p1
α1 (see Definition 4.7). In other words, when Vr is not a point, B˜
is an immersion. Together with the fact that B˜ is a periodic function, this implies that Vr is an
ellipse and that B˜(R) = Vr.
Looking at the intersections of this ellipse with the straight lines t2 = constant in the plane
(r, t2, t), it is clear that exactly two distinct such lines will be tangent to the ellipse; these lines
give rise to the intersection Vr ∩ C.
Case 2: R := Rp2α2R
p1
α1 is loxodromic. Let v1, v2 be the isotropic fixed points of R. We choose
representatives such that 〈v1, v2〉 = −1/2, p1 = v1 + λ1v2, p2 = v1 + λ2v2, and 〈p3, p3〉 = σ3. We
write z1 := 〈v1, p3〉, z2 := 〈v2, p3〉, w1 := λ1z1z2, and w2 := λ2z1z2. Note that z1, z2 cannot vanish
simultaneously since this would imply that p3 is the polar point of line L(p1, p2), contradicting the
strong regularity of the triple. Moreover, 〈pi, pi〉 = −Reλi 6= 0.
As in Proposition 4.4, B(s)v1 = e
sv1 and B(s)v2 = e
−sv2. Then,
t2(s) = −|z1|
2e2s + 2 Rew1 + |λ2|2|z2|2e−2s
σ3 Reλ2
and
t(s) = −1
2
|z1|2 Re(λ1 + λ2)e2s + |z2|2(|λ1|2 Reλ2 + |λ2|2 Reλ1)e−2s + 2 Re
(
(λ2 + λ1)(w1 + w2)
)
σ3 Reλ1 Reλ2
.
As before, let us show that B˜ is an immersion. We can assume z1, z2 6= 0 since, otherwise, t′2(s)
never vanishes. This implies that t′2(s) = 0 iff
s = s0 :=
1
4
ln
( |λ2|2|z2|2
|z1|2
)
.
Requiring t′(s0) = 0, and using the fact that Reλ2 6= 0 (since 〈p2, p2〉 = −Reλ2), we arrive at
|λ1| = |λ2|. But, as we shall see, this implies that the geodesic through p1, p2 is orthogonal to the
geodesic through v1, v2 (which is impossible because it leads to G = G1 = G2 where G,G1, G2 are
the geodesics associated to Rp2α2R
p1
α1).
Assume |λ1| = |λ2| and consider the curves γ, ψ : R → PV with lifts γ0, ψ0 : R → V given by
γ0(t) = e
tv1 + e
−tv2 and ψ0(s) = esiv1 + e−siρv2, where ρ = |λ1| = |λ2|. Then γ parameterizes the
negative part of Gov1, v2o and ψ parameterizes Gop1, p2o (in order to verify the last claim, one can
use the equation [4, 3.4] of a geodesic). These curves intersect at q = γ(a) = ψ(0), where e−2a = ρ.
By [5, Lemma 4.1.4] we have γ˙(a) = 〈−, q〉 (e−av2 − eav1) and ψ˙(0) = 〈−, q〉 i
(
v2 − 1ρv1
)
(see the
identification in (1)). It follows that
Re〈γ˙(a), σ˙(0)〉 = Re
(
− 〈q, q〉
〈
e−av2 − eav1, i
(
v2 − 1
ρ
v1
)〉)
= 0.
We conclude that B˜ is an immersion. Therefore, when z1, z2 6= 0, Vr = B˜(R) is a branch of a
hyperbola when nonempty. Indeed, the terms in e2s and e−2s in t2(s) are both nonnull. We have
lims→±∞ t2(s) =∞ or lims→±∞ t2(s) = −∞; together with the fact that B˜ is an immersion, this
implies that
(
t2(s), t(s)
)
cannot parameterize a straight line. So, Vr contains at least one branch
of a hyperbola. It cannot contain the other due to the fact that the coefficients of e2s and e−2s
in t2(s) have the same sign: when |r2| grows, the straight line t2 = r2 in the plane (r, t2, t) has to
intersect Vr in two distinct points. In particular, there is a single value of r2 such that the straight
line in question is tangent to the branch of hyperbola; this is exactly the intersection Vr ∩ C.
Let z1 = 0 (the reasoning is the same for z2 = 0) and assume that Vr is nonempty. Take x ∈ Vr.
The component of Vr containing x is clearly an open ray γ approaching the point (t2, t) = (0, 0).
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The line Vr actually contains a second component which is another open ray approaching the point
(0, 0) lying in a straight line distinct from the one containing γ. Indeed, it is easy to see that, if
such a second component exists, it cannot be in the same straight line as γ because this would make
t2 > 0 (impossible: σ3 = 1 since p3 is orthogonal to an isotropic point and the triple is strongly
regular). It remains to show that the mentioned component exists. Since γ ∩ C contains at most
two points (see the beginning of the proof), we can assume that x ∈ γ \C. By the definition of C,
there exists t′ 6= t with (r, t2, t), (r, t2, t′) ∈ S ∩ Vr. But (r, t2, t′) /∈ γ due to the fact that t2 does
not vanish. So, we obtain a point in Vr \ γ and, consequently, the mentioned second component of
Vr. There are no extra components because this would lead to distinct open rays contained in a
same straight line.
Finally, S contains at most one such vertical line. Indeed, note that, in this case, (15) is the
equation of a pair of concurrent lines passing through (r, 0, 0). Substituting (r, 0, 0) in (15) leads to
d6 = 0 which is the quadratic equation c5r
2 + c8r+ c10 = 0 in r. The discriminant of this equation
equals c28 − 4c5c10 = 0 by (11).
Case 3: R := Rp2α2R
p1
α1 is ellipto-parabolic. Let v1 be the isotropic fixed of R and let v2 ∈
L(p1, p2), v2 6= v1, be another isotropic point. We choose representatives such that 〈v1, v2〉 = 12 ,
p1 = v1 + λ1v2, p2 = v1 + λ2v2, and 〈p3, p3〉 = σ3. Note that 〈pi, pi〉 = Reλi 6= 0. We write
z1 := 〈v1, p3〉, z2 := 〈v2, p3〉. As in Proposition 4.4, B(s)v1 = v1 and B(s)v2 = isv1 + v2.
Therefore,
t2(s) ' |λ2|2|z1|2s2 − 2
(|z1|2 Imλ2 + |λ2|2 Im(z1z2))s
and
t(s) ' (|λ1|2 Reλ2 + |λ2|2 Reλ1)|z1|2s2 − 2(|z1|2 Im(λ1λ2) + Im(z1z2)(|λ1|2 Reλ2 + |λ2|2 Reλ1))s.
If z1 = 0 (that is, p3 is orthogonal to the fixed point of R), Vr is, if nonempty, a single point
which, by the first paragraph of the proof, must lie on C.
Assume z1 6= 0. Let us show that, in this case, B˜ is an immersion. Indeed, there is a single
value
s = s0 :=
|z1|2 Imλ2 + |λ2|2 Im(z1z2)
|λ2|2|z1|2
such that t′2(s) = 0. By a straightforward calculation, t
′(s0) = 0 implies |λ1|2 Imλ2 = |λ2|2 Imλ1.
But the latter equation implies that p1, p2, v1 are in a same geodesic (this can be directly verified
using the equation [4, 3.4] of a geodesic) which is impossible because it implies G1 = G2 = G,
where G,G1, G2 stand for the geodesics related to R.
Since z1 6= 0, the coefficient in s2 of t2(s) is nonnull. We have lims→±∞ t2(s) = ∞ or
lims→±∞ t2(s) = −∞; considering that B˜ is an immersion, this implies that
(
t2(s), t(s)
)
can-
not parameterize a straight line. We obtain that Vr = B˜(R) is a parabola. Reasoning as in the
previous case, one readily sees that the intersection Vr ∩ C is a single point.
In the settings of the previous theorem, consider the case where the pi’s are all negative. Here,
p3 orthogonal to a fixed point of R := R
p2
α2R
p1
α1 can occur only when R is regular elliptic (otherwise,
p3 must be positive). The configuration of points in this case is such that p3 belongs to the complex
line that is orthogonal to L(p1, p2) at the negative fixed point of R. So, when we bend R
p2
α2R
p1
α1 ,
the points p1, p2 travel along metric circles that are at a fixed distance from p3 (so, the vertical
line in question is a single point).
p1
p2
p3
q1
q2
p1
p2
q1
q2
v1
p3
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The cases when R is loxodromic or ellipto-parabolic and p3 is a positive point that is orthogonal
to a fixed point of R have the following geometric interpretations. Consider the loxodromic variant.
Here, R has two isotropic fixed points v1, v2 and p3 lies in, say, the Euclidean line whose polar point
is v1. While bending the pair R
p2
α2R
p1
α1 , the points p1, p2 travel through hypercycles passing through
v1, v2. When these points go in the direction of v1, the tances ta(p1, p3) and ta(p2, p3) tend to zero
(this corresponds to going along the ray in the corresponding vertical line in the direction of the
origin). In the ellipto-parabolic variant, the situation is similar, but p1, p2 travel along horocycles
centred at v1; the tances ta(p1, p3) and ta(p2, p3) are constant during the bending. So, the case is
similar to the elliptic one but with the centre of the metric circle taken at the absolute.
Clearly, the case when p1 is a fixed point of R
p3
α3R
p2
α2 (degenerate horizontal lines) is analogous
to the above one.
Lemma 5.5. Let p1, p2, p3 be a strongly regular triple with respect to given angles αi, signs σi,
and trace τ , i = 1, 2, 3. The isometry R := Rp3α3R
p2
α2R
p1
α1 is regular iff p1 is not orthogonal to a
fixed point of R2 := R
p3
α3R
p2
α2 or p3 is not orthogonal to a fixed point of R1 := R
p2
α2R
p1
α1 .
Proof. Assume that R is nonregular. We write Rp3α3R
p2
α2R
p1
α1 = U , where U is either order 2 parabolic
unipotent or special elliptic. Let v stand for the polar point of the pointwise fixed complex line
of U . If v = p3, then U has to be special elliptic and we obtain either a relation of length 3 of
the form Rp3β R
p2
α2R
p1
α1 = 1 for some angle β /∈ Ω or a relation of length 2 of the form Rp2α2Rp1α1 = δ,
δ ∈ Ω. So, it follows from Corollaries 3.7 and 3.3 that the assumption v = p3 contradicts strong
regularity.
Assume v 6= p3 and consider the relation
Rp2α2R
p1
α1 = R
p3
α3
U.
By Lemma 4.3, the left side (hence, the right side) of the above equation is regular. So, we obtain
a pair of regular isometries that stabilize two complex lines: the noneuclidean line L1 := L(p1, p2)
and the line L2 := L(p3, v), where v stands for the polar point of the pointwise fixed complex line
of U . This implies that L1 and L2 are equal or orthogonal. In the first case, p1, p2, p3 belong to a
same complex line (this contradicts strong regularity); in the second case, the polar point of L2,
which is a fixed point of R1, is orthogonal to p3. The same reasoning implies that p1 is orthogonal
to a fixed point of R2.
Conversely, let a, b stand respectively for fixed points of R1 and R2 such that 〈p1, b〉 = 〈p3, a〉 =
0. If a = b, then a is a fixed point of each Rpiαi which implies that a is the polar point of L1 because
p1 6= p2 and 〈p1, p2〉 6= 0. But then p3 ∈ L1 and this is impossible. Hence, a 6= b. Moreover, a and
b cannot be both isotropic since this implies that p1 and p3 are positive. So, assuming that R is
regular, we obtain 〈a, b〉 = 0. Take the line L := L(p1, a) whose polar point is b. Since a is not the
polar point of L1, we have L = L1. So, 〈p2, b〉 = 0. It follows that b is a fixed point of Rp1α1 , of Rp2α2 ,
and of R2. Then it is a fixed point of R
p3
α3 . As above, this leads to a contradiction.
Let S be the surface parameterizing, modulo conjugation, all strongly regular triples p1, p2, p3
with respect to given angles, signs, and τ . A vertical/horizontal line of S is degenerate when it is
of the form described in item (iv) of Theorem 5.4. A point (t, t1, t2) ∈ S is degenerate when both
the vertical line Vt1 and the horizontal line Ht2 through it are degenerate.
Remark 5.6. There are no degenerate points in S when f(τ) 6= 0, where f is the function defined
in (2). Indeed, assuming the contrary, take a degenerate point in such a surface S. By Theorem
5.4, this point provides a strong regular triple p1, p2, p3 such that p1 is orthogonal to a fixed
point of Rp3α3R
p2
α2 and p3 is orthogonal to a fixed point of R
p2
α2R
p1
α1 . By Lemma 5.5, the isometry
F := Rp3α3R
p2
α2R
p1
α1 is not regular and, therefore, f(trF ) = f(τ) = 0, a contradiction.
Given a triple of angles α = (α1, α2, α3), αi ∈ S1 \Ω, and a triple of signs σ = (σ1, σ2, σ3), σi ∈
{−1, 1}, let Vα,σ,[F ] stand for the relative SU(2, 1)-character variety consisting of representations
ρ : pi1(Σ) → SU(2, 1), modulo conjugation, of the rank 3 free group pi1(Σ) := 〈ι1, ι2, ι3, ι4 |
ι4ι3ι2ι1 = 1〉, where pi1(Σ) stands for the fundamental group of the quadruply punctured sphere
Σ. The conjugacy classes of ρ(ιi) correspond to those of the special elliptic isometries R
pi
αi , where
σpi = σi, i = 1, 2, 3, and the conjugacy class of ρ(ι4) is that of a regular isometry F ∈ SU(2, 1).
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Theorem 5.7. Let S be the surface parameterizing, modulo conjugation, all strongly regular triples
p1, p2, p3 with respect to given angles α := (α1, α2, α3), αi ∈ S1 \ Ω, signs σ = (σ1, σ2, σ3), σi ∈
{−1, 1}, and τ ∈ C.
• When f(τ) > 0, Vα,σ,[F ] = S, where F ∈ SU(2, 1) is a loxodromic isometry such that
tr(F−1) = τ .
• When f(τ) = 0, Vα,σ,[F ] = S \ S′, where F ∈ SU(2, 1) is an ellipto-parabolic isometry such
that tr(F−1) = τ . Here, S′ stands for the set of degenerate points in S.
• When f(τ) < 0, Vα,σ,[F ] ⊂ S, where F ∈ SU(2, 1) is a regular elliptic isometry such that
tr(F−1) = τ .
Proof. The proof that Vα,σ,[F ] ⊂ S \ S′ is the same in all cases: a relation FRp3α3Rp2α2Rp1α1 = 1
provides a point in the surface S which is nondegenerate by Lemma 5.5. Conjugating the relation
does not change the obtained point in S. It remains to observe that, by Remark 5.6, S′ = ∅ in the
first and third cases. Conversely, take a nondegenerate point in S and consider the corresponding
isometry F−1 := Rp3α3R
p2
α2R
p1
α1 . By Lemma 5.5, F is regular and, therefore, its conjugacy class [F ]
is determined by τ when f(τ) > 0.
It will be important to have a criterion allowing to determine, under certain circumstances,
whether or not two points in S \ S′ lie in a same connected component (see the above theorem).
In order to obtain such criterion, we need the following corollary of Theorem 5.4.
Corollary 5.8. Let α1, α2 ∈ S1 \ Ω be angles and let p1, p2 ∈ PV \ SV be distinct nonorthogonal
points such that the complex line L := L(p1, p2) is noneuclidean. Then R := R
p2
α2R
p1
α1 is
• regular elliptic iff 0 < ta(p1, p2) < 1 or L is hyperbolic and σ1σ2 ta(p1, p2) < σ1σ2k1;
• ellipto-parabolic iff L is hyperbolic and ta(p1, p2) = k1;
• loxodromic iff L is hyperbolic and σ1σ2 ta(p1, p2) > σ1σ2k1,
where k1 is the constant defined in (18) (see also (8) for the definition of the terms χi).
Proof. When 0 < ta(p1, p2) < 1, the complex line L is spherical and R is regular elliptic because,
by Lemma 4.3, R is regular.
Assume that at most one of p1, p2 is positive. Take a negative point p3 and an angle α3 ∈ S1 \Ω
such that p1, p2, p3 is strongly regular and p3 is not orthogonal to a fixed point of R. Consider the
surface S corresponding to the angles αi, the signs σi, and the trace trR
p3
α3R
p2
α2R
p1
α1 . The vertical
line corresponding to the triple p1, p2, p3 is determined by item (iii) in Theorem 5.4. The result
now follows from Remark 5.3.
It remains to consider the case where p1, p2 are both positive points and the complex line L is
hyperbolic. We have ta(p1, p2) > 1. By Lemma 4.3, the isometry R is regular; so, its type depends
only on its trace. By the corresponding trace formula on Remark 2.5, the trace in question is
determined by ta(p1, p2). Taking negative points q1, q2 such that ta(q1, q2) = ta(p1, p2) we reduce
the fact to a case already considered.
Corollary 5.9. Let p1, p2, p3 and q1, q2, q3 be strongly regular triples with respect to the same
angles, signs, and trace. Assume that Rp3α3R
p2
α2R
p1
α1 and R
q3
α3R
q2
α2R
q1
α1 are in the same conjugacy
class. If at least one of Rp3α3R
p2
α2 , R
p2
α2R
p1
α1 and at least one of R
q3
α3R
q2
α2 , R
q2
α2R
q1
α1 is loxodromic, these
triples can be connected, modulo conjugacy, by finitely many bendings.
Proof. Take the surface S corresponding to the angles αi, signs σi, and trace trR
p3
α3R
p2
α2R
p1
α1 . If, say,
Rp3α3R
p2
α2 , is loxodromic, we can bend it in order to make
∣∣ ta(p1, p2)∣∣ as big as wanted; by Corollary
5.8, Rp2α2R
p1
α1 becomes loxodromic. So, we can assume that R1 := R
p3
α3R
p2
α2 and R2 := R
q3
α3R
q2
α2 are
loxodromic. Bending R1 and R2, we can send ta(p2, p3), ta(q2, q3) both to∞ or −∞ (depending on
the given signs). Hence, we make t2 := ta(p2, p3) = ta(q2, q3). Now, the points in S corresponding
to the triples p1, p2, p3 and q1, q2, q3 lie in a same horizontal line H. By item (iv) in Theorem 5.4,
H is nonconnected only for a single value of t2. Changing t2 if necessary, we arrive at a connected
H.
5.10. Experimental observations. Here, we discuss a few experimental observations regarding
the semialgebraic surface S and the relative SU(2, 1)-character variety in Theorem 5.7.
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Figure 1: Surfaces S for τ = 0.
Each picture in this section is given by the algebraic equa-
tion (14) in Theorem 5.2; angles and trace are fixed and ver-
tical/horizontal lines are also displayed. A surface S of the
type described in the theorem appears when one requires in-
equalities (13) to hold. When 2 Reκ + 1 < 0, there are three
possible combinations of signs leading to a surface S and each
of these surfaces is marked with a different color in the picture.
If 2 Reκ + 1 > 0, then all signs must be negative and there is
a single surface S in the picture (it is also indicated by a dis-
tinguished color). The gray part of the pictures do not satisfy
the required inequalities and, therefore, do not correspond to
strongly regular triples; however, they are very useful in under-
standing the dependence of S on the choices involved (signs,
angles, and trace) and may be related to the study of more gen-
eral character varieties (in this regard they should be compared,
say, to those in [7] and [9]).
In Figure 1, τ = 0. All surfaces in the picture correspond to a same SU(2, 1)-conjugacy class
of a regular elliptic isometry of trace 0.2
Figure 2: Evolution of surfaces passing through an ellipto-parabolic case with a degenerate point.
Beginning with this case, we choose a direction in the complex plane and slowly change the trace
in this direction until it (reaches and) leaves the deltoid. Each one of Figures 2–5 display the
behaviour of the surfaces during the trace deformation. They seem to include, from a qualitative
point of view, every possible variant (for every choice of angles).
The surfaces in the first and second pictures in Figure 2 contain the SU(2, 1)-character varieties
in Theorem 5.7 where the class of the isometry F is regular elliptic. In the second picture, points in
distinct connected components correspond to distinct SU(2, 1)-conjugacy classes of regular elliptic
isometries of the same trace. So, the inclusion in the third item of Theorem 5.7 is strict. The
2This case is distinguished: τ = 0 is the only trace value inside the deltoid to which corresponds a single
PU(2, 1)-conjugacy class.
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third picture corresponds to the conjugacy class of an ellipto-parabolic F . This surface contains a
degenerate point. The remaining picture illustrates the loxodromic case.
Figure 3: Evolution of surfaces reaching an ellipto-parabolic case without a degenerate point.
Similarly to Figure 2, pictures in Figure 3 range from the regular elliptic case (first three
pictures) to an ellipto-parabolic one (the loxodromic case is not displayed because it looks almost
identical to the ellipto-parabolic one). The situation is quite different from the previous one: the
compact component simply vanishes when the trace reaches the deltoid instead of “merging” with
a noncompact component.
Figure 4: Evolution of surfaces passing through an order 3 unipotent case.
Figure 4 illustrates a deformation passing through an unipotent class (second picture) instead
of an ellipto-parabolic one. Here, the “compact component” (not belonging to any of the surfaces)
collapses to a point when the trace reaches the deltoid.
Finally, in Figure 5, the traces are always real. In this case, the “compact component” (not
belonging to any of the surfaces) is always linked to the surfaces; it merges with another component
31
Figure 5: Evolution of surfaces corresponding to real traces.
in the ellipto-parabolic case (third picture).
6 Modifying n-gons
A special elliptic n-gon is a configuration of n nonisotropic points p1, . . . , pn ∈ PV \SV along with
n angles α1, . . . , αn ∈ S1 \ Ω satisfying the following properties:
(P1) at most one point pi is positive;
(P2) pi is not equal nor orthogonal to pi+1 (index mod n);
(P3) Rpnαn . . . R
p1
α1 = δ for some δ ∈ Ω;
(P4) Παi 6= δ.
We sometimes say that a relation Rpnαn . . . R
p1
α1 = δ is a special elliptic n-gon (or, simply, an
n-gon) if the points p1, . . . , pn and angles α1, . . . , αn satisfy the above properties.
Given an n-gon Rpnαn . . . R
p1
α1 = δ, we can use the length 4 relations obtained in Section 4 to
modify it into a different relation. For example, given 2 6 i 6 n, we have
Rpnαn . . .
(
RpiαiR
pi−1
αi−1
)B(s)
. . . Rp1α1 = δ,
where B is the one-parameter group of Proposition 4.4, i.e.,
(
RpiαiR
pi−1
αi−1
)B(s)
= R
B(s)pi
αi R
B(s)pi−1
αi−1 =
RpiαiR
pi−1
αi−1 is a bending relation. It could happen that, after a composition of such bendings, we
arrive at a relation that is not an n-gon (it does not satisfy (P2)). Note that, if after finitely
many such modifications, we arrive at an n-gon, then such n-gon has the same angles and same
signatures of points but, geometrically, it may be a different one.
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We can also modify an n-gon using f -bendings. Say, we have
Rpnαn . . . R
qi
βi
R
qi−1
βi−1 . . . R
p1
α1 = δ,
where RqiβiR
qi−1
βi−1 = R
pi
αiR
pi−1
αi−1 is an f -bending relation. If we arrive at an n-gon after the composition
of finitely many f -bendings, this n-gon in general does not have the same angles as the initial one;
however, the product Παi, the components of the angles αi (see Definition 4.5), and the signs of
points remain the same.
Summarizing, angles and signatures of points are invariants of bendings; the product of the an-
gles, their components, and the signatures of the points are invariants of bendings and f -bendings.
We are interested in the following problem: given an n-gon, can we obtain, by bending (or bending
and f -bending) such n-gon, every other n-gon with the same invariants?
We focus on special elliptic pentagons, i.e., on relations of the form
Rp5α5R
p4
α4R
p3
α3R
p2
α2R
p1
α1 = δ (20)
with δ ∈ Ω. Equivalently, we consider configurations of points pi ∈ PV \SV and angles αi ∈ S1 \Ω,
i = 1, . . . , 5, satisfying (20) and (P1-4).
Proposition 6.1. Let R := Rp5α5R
p4
α4R
p3
α3R
p2
α2R
p1
α1 = δ be a special elliptic pentagon. Then there
exists i such that R
pi+1
αi+1R
pi
αiR
pi−1
αi−1 is strongly regular (indexes mod 5).
Proof. By Definition 5.1, if none of the R
pi+1
αi+1R
pi
αiR
pi−1
αi−1 is strongly regular, then every pi lies in the
same complex line L. Applying R to the polar point of L we obtain Παi = δ and this contradicts
(P4).
Proposition 6.2. Let Rp5α5R
p4
α4R
p3
α3R
p2
α2R
p1
α1 = δ be a special elliptic pentagon such that R
pi+1
αi+1R
pi
αi
is loxodromic for some i. Then we can bend this pentagon in such a way that the new obtained
configuration satisfies (indexes mod 5):
• Rpi+1αi+1RpiαiR
pi−1
αi−1 is strongly regular for all i
• Rpi+1αi+1Rpiαi is loxodromic for all i.
Proof. By Proposition 6.1 we can assume that, say, Rp3α3R
p2
α2R
p1
α1 is strongly regular. If R
p4
α4R
p3
α3R
p2
α2
is not strongly regular, then p2, p3, p4 lie in a same complex line L. The intersection between L
and L(p1, p2) is only the point p2 since p1, p2, p3 do not lie in a same complex line. Without losing
the strong regularity of Rp3α3R
p2
α2R
p1
α1 , we bend R
p2
α2R
p1
α1 thus removing the point p2 from the line L
and obtaining new points p′1, p
′
2 such that R
p4
α4R
p3
α3R
p′2
α2 is strongly regular. Clearly, we may now
assume that every R
pi+1
αi+1R
pi
αiR
pi−1
αi−1 is strongly regular.
The rest is analogous to the corresponding part of the proof of Corollary 5.9.
Theorem 6.3. Let Rp5α5R
p4
α4R
p3
α3R
p2
α2R
p1
α1 = δ and R
q5
α5R
q4
α4R
q3
α3R
q2
α2R
q1
α1 = δ be special elliptic pen-
tagons. Suppose that σpi = σqi for all i and that at least one of R
pi+1
αi+1R
pi
αi , as well as at least
one of R
qj+1
αj+1R
qj
αj , is loxodromic. Then, up to conjugacy, the pentagons can be connected by finitely
many bendings.
Proof. By Proposition 6.2, we can assume R
pi+1
αi+1R
pi
αiR
pi−1
αi−1 strongly regular and R
pi+1
αi+1R
pi
αi loxo-
dromic for all i (indexes mod 5). The same is true if we take the qi’s in place of the pi’s. Together
with the fact that σpi = σqi, this implies that we can make ta(p4, p5) = ta(q4, q5) by means of bend-
ings. Now, since Rp3α3R
p2
α2R
p1
α1 and R
q3
α3R
q2
α2R
q1
α1 are strongly regular and tr(δR
p4
α4
Rp5α5) = tr(δR
q4
α4
Rq5α5)
(see Remark 2.5), we can assume, by Corollary 5.9, that there exists I ∈ SU(2, 1) such that Iqi = pi
for i = 1, 2, 3. Now, Rp5α5R
p4
α4 = R
Iq5
α5 R
Iq4
α4 due to R
p5
α5R
p4
α4R
p3
α3R
p2
α2R
p1
α1 = R
Iq5
α5 R
Iq4
α4 R
Iq3
α3 R
Iq2
α2 R
Iq1
α1 .
It remains to observe that the former relation is a bending relation by Theorem 4.9.
The following proposition is a kind of generalization of Propositions 4.16 and 4.17 to the case
of relations of arbitrary length.
33
Proposition 6.4. Let p1, . . . , pn ∈ PV \ SV with pi distinct from and nonorthogonal to pi+1,
i = 1, . . . , n − 1 and such that at most one of the pi’s is positive. Let α1, . . . , αn ∈ S1 \ Ω be
angles such that at least one of the isometries R
pi+1
αi+1R
pi
αi is loxodromic. Given angles β1, . . . , βn ∈
S1 \ Ω satisfying βi ∼ αi for all i and Παi = Πβi, there exist q1, . . . qn with σpi = σqi for all i
such that Rqnβn . . . R
q1
β1
can be obtained from Rpnαn . . . R
p1
α1 by finitely many bendings and f -bendings.
Furthermore, at least one of the R
qi+1
βi+1
Rqiβi is loxodromic.
Proof. The proof is by induction on n. The case n = 2 follows from Propositions 4.16 and 4.17.
Assume that the fact holds for n − 1 and suppose that we have shown that, by means of finitely
many bendings and f -bendings, one is able to deform Rpnαn . . . R
p1
α1 into R
p′n
α′n
. . . R
p′2
α′2
Rq1β1 with at
least one of the R
p′i+1
α′i+1
R
p′i
α′i
loxodromic. The angles α′i and the points p
′
i will therefore satisfy the
conditions of the proposition and we are done.
1
ω
ω2
α1
ηα1
α2
ηα2
β1
In what follows, d(−,−) stands for the distances measured along
the circle. For simplicity, consider the case Arg β1 > Argα1. Let ωi ∈
{1, ω, ω2} be such that ωi = 1 when αi ∈ I0, ωi = ω when αi ∈ I1, and
ωi = ω
2 when αi ∈ I2 (see the paragraph above Definition 4.5 for the
definitions of ω, I0, I1, I2). As in the proof of Proposition 6.2, we can
assume that Rp2α2R
p1
α1 is loxodromic. Let ε > 0 be small (say, smaller
than d(β1, ωω1)). Given η ∈ I0 such that ηα1 ∼ α1 and ηα2 ∼ α2, there
exists by Proposition 4.17 an f -bending sending α1 to ηα1 and α2 to
ηα2. In this way, we “increase” α1 in the direction of β1 (which is the
same as that of ωω1); however, this process “decreases” α2 and one may
not be able to reach β1 before α2 arrives at ω2. We obtain new angles α
′
1, α
′
2 and it is possible
to assume that d(α′2, ω2) < ε and d(α
′
1, ωω1) > ε. (Indeed, if d(α
′
1, ωω1) becomes smaller than ε
during the f -bending, this suffices to make α′1 = β1 and we are done.) The next step is to move
α3 in the direction of ω3. Bending the loxodromic isometry R
q2
α′2
Rq1α′1
(this is the isometry obtained
after the f -bending) we make Rp3α3R
q2
α′2
loxodromic. If d(α3, ωω3) < ε, we diminish ε in order to
obtain d(α3, ωω3) > ε and proceed as before so as to obtain d(α
′
2, ω2) < ε (from now on, we abuse
notation and always write α′i, qi for the new angles and points that are obtained after bendings and
f -bendings). Now, f -bending Rp3α3R
q2
α′2
, we (obtain new angles α′2, α
′
3 as well as new points q2, q3
and) can assume that d(α′3, ω3) < ε. Bending R
q3
α′3
Rq2α′2
if necessary, we make Rq2α′2
Rq1α′1
loxodromic
and, as before, it is possible to assume that d(α′2, ω2) < ε and d(α
′
1, ωω1) > ε.
Iterating this procedure, we reach the situation where d(α′i, ωi) < ε for i = 2, . . . , n and
d(α′1, ωω1) > ε. Let 〈αi〉 stand for the representative of αi that lies in I0, i = 2, . . . , n (see Definition
4.5). The existence of such a configuration of angles α′i for arbitrarily small ε implies that β1 does
not belong to arc
(
α1, α1〈α2〉〈α3〉 . . . 〈αn〉
)
because d
(
1, 〈αi〉
)
= d(ωi, αi), i = 2, . . . , n. It is easy to
see that Παi = Πβi and αi ∼ βi imply α1〈α2〉〈α3〉 . . . 〈αn〉 = β1〈β2〉〈β3〉 . . . 〈βn〉. In other words,
β1 does not belong to arc
(
α1, β1〈β2〉〈β3〉 . . . 〈βn〉
)
. This contradicts Argα1 < Arg β1. 
The next theorem follows directly from Propositions 6.2, 6.4, and Theorem 6.3:
Theorem 6.5. Let Rp5α5R
p4
α4R
p3
α3R
p2
α2R
p1
α1 = δ and R
q5
β5
Rq4β4R
q3
β3
Rq2β2R
q1
β1
= δ be special elliptic pen-
tagons with σpi = σqi and such that at least one of the isometries R
pi+1
αi+1R
pi
αi , as well as at least
one of the isometries R
qi+1
βi+1
Rqiβi , is loxodromic. Assume that the corresponding angles are in the
same components, αi ∼ βi, and that the products of angles are the same, Παi = Πβi. Then, up to
conjugacy, the pentagons are connected by finitely many bendings and f -bendings.
As another application of Proposition 6.4, let us establish the existence of special elliptic pen-
tagons with prescribed angles (satisfying an extra condition that, essentially, is a necessary one).
Remark 6.6. Let αi ∈ S1 \ Ω, i = 1, 2, 3, 4, 5 be angles and let k3, k4, k5 ∈ N be such that
αi ∼ −ωki , i = 3, 4, 5, where ω := e2pii/3. Assume that there exists β1, β2 ∈ S1 \ Ω satisfying
α1 ∼ β1, α2 ∼ β1, and
β1β2 = −ω−(k3+k4+k5)Π5i=1αi.
We will show that there exists a special elliptic pentagon (20) with the given angles αi’s (for any
δ ∈ Ω).
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Take δ ∈ Ω and k ∈ N with δ = ωk. Let q1, q2 ∈ BV be points such that Rq1β−11 R
q2
β−12
is
loxodromic. Every loxodromic isometry is a product of involutions of the form Rpi−1 for some
p1, p2, p3 constituting a (strongly regular) triple [2], [16]. So, we can take a (strongly regular)
triple q3, q4, q5 such that
Rq5−1R
q4
−1R
q3
−1 = ω
k−(k3+k4+k5)Rq1
β−11
Rq2
β−12
since ωk−(k3+k4+k5)Rq1
β−11
Rq2
β−12
is a regular isometry. Thus
ω−(k3+k4+k5)Rq5−ωk5R
q4
−ωk4R
q3
−ωk3R
q2
β2
Rq1β1 = ω
k−(k3+k4+k5).
We obtain a pentagon Rq5−ωk5R
q4
−ωk4R
q3
−ωk3R
q2
β2
Rq1β1 = δ. The product of the angles in this pen-
tagon is −ωk3+k4+k5β1β2 = Παi. Applying Proposition 6.4, we obtain the desired pentagon
Rp5α5R
p4
α4R
p3
α3R
p2
α2R
p1
α1 = δ.
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