In this paper, we propose a novel unsupervised video object extraction algorithm for individual images or image sequences with low depth of field (DOF). Low DOF is a popular photographic technique which enables the representation of the photographer's intention by giving a clear focus only on an object of interest (OOI). We first describe a fast and efficient scheme for extracting OOIs from individual low-DOF images and then extend it to deal with image sequences with low DOF in the next part. The basic algorithm unfolds into three modules. In the first module, a higher-order statistics map, which represents the spatial distribution of the high-frequency components, is obtained from an input low-DOF image. The second module locates the block-based OOI for further processing. Using the block-based OOI, the final OOI is obtained with pixel-level accuracy. We also present an algorithm to extend the extraction scheme to image sequences with low DOF. The proposed system does not require any user assistance to determine the initial OOI. This is possible due to the use of low-DOF images. The experimental results indicate that the proposed algorithm can serve as an effective tool for applications, such as 2D to 3D and photorealistic video scene generation.
I. Introduction
Image segmentation is one of the most challenging problems in computer vision. The objective of image segmentation is to partition an image into homogeneous regions, where pixels share the same attributes, such as texture, intensity, color, or even focus cue. In our preceding work [1] , we proposed a novel unsupervised segmentation algorithm for images with low depth of field (DOF) (see Fig. 1 ). Low DOF is an important photographic technique commonly used to assist viewers in understanding the depth information within a two-dimensional photograph [2] . Unlike typical image segmentation methods [3] - [5] , in which regions are discovered using properties of the intensity or texture, focus cue may play the most important role for the unsupervised extraction of the focused object-of-interest (OOI). The fact that we can effectively extract the OOI automatically from low-DOF images suggests a variety of applications, such as image indexing for content-based retrieval, object-based image compression, 3D microscopic image analysis, image enhancement for digital cameras, arbitrarily focused image generation from two differently focused images [6] , range segmentation for depth estimation, 2D-to-3D conversion for 3D TV [7] , [8] , improvement of coding efficiency in multi-view coding [9] , and fusion of multiple images which are focused to different degrees [10] , [11] .
Let us define f(x, y) and b(x, y) as the focused foreground and background, respectively. Also, we assume that an OOI lies in the depth of focus of the camera so the entire OOI appears sharp when focused, even if it is not necessarily completely planar. We model the low-DOF images by a linear combination of textures with blur functions as g(x, y) = f(x, y) + h(x, y) * b(x, y),
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As shown in (1) , since the defocused region is lowpass filtered, high frequency components in the region are removed or reduced. Thus, by assuming that only sharply focused regions contain adequate high frequency components, it should be possible to distinguish the focused foregrounds from the defocused backgrounds by comparing the amount of the high frequency content.
There have been several approaches to the extraction of OOIs from low-DOF images. The edge-based method proposed in [12] extracts the boundary of the object by measuring the amount of defocus at each edge pixel. The algorithm has demonstrated high accuracy for segmenting man-made objects and objects with clear boundary edges. However, this approach often fails to detect boundary edges of natural objects, yielding disconnected boundaries [2] . Regionbased segmentation algorithms [2] , [13] - [15] rely on the detection of the high frequency areas in an image. A reasonable starting point is to measure the degree of focus for each pixel by computing the high frequency components. To this end, several methods have been used, such as spatial summation of the squared anti-Gaussian (SSAG) function [13] , variance of wavelet coefficients in the high frequency bands [2] , a multiscale statistical description of high frequency wavelet coefficients [14] , local variance [15] , and so on. Note that exploiting high frequency components alone often results in errors in both focused and defocused regions. In defocused regions, despite blurring due to defocusing, there could be busy texture regions in which high frequency components are still strong enough. These regions are prone to be misclassified as focused regions. Conversely, we may have focused regions with nearly constant gray levels, which may be misclassified as defocused regions. As pointed out in [2] , relying only on the sharp detail of the OOI can be a limitation for this region-based DOF image segmentation approach. Furthermore, the multiscale approaches employed in both [2] and [14] tend to generate jerky boundaries, even though refinement algorithms for high resolution classification can be incorporated. To reduce the above-mentioned deficiencies, Won and others [15] proposed a block-based maximum a posteriori (MAP) segmentation algorithm. While it generates smooth boundaries of the segmented object, it tends to incorporate adjacent defocused regions into focused regions. In our preceding work [1] , the initial detection of the high frequency areas is conducted by computing higher order statistics (HOS). In order to minimize the above mentioned misclassification due to solely depending on the sharp details, the obtained HOS map is simplified by morphological filtering which is followed by region merging. It is shown that the algorithm outperforms the existing ones when the shapes of the extracted focused regions are compared with those of ground truths in pixel accuracy. However, the use of time-consuming morphological filtering may become an obstacle to the extension of the algorithm to image sequence cases.
In this paper, we propose an efficient and fast extraction scheme. The algorithm consists of two parts: A fast and efficient block-based scheme is proposed in the next section, which is followed by an extension algorithm to deal with low-DOF image sequences as discussed in section III. Experimental results and conclusions follow in section IV and V, respectively.
II. Block-Based OOI Extraction from Low-DOF Images
Since focused regions are assumed to contain highfrequency areas, detecting such areas is the most critical step in ensuring successful extraction. In other words, without a good scheme to detect such areas, the extracted OOIs may not provide accurate boundary information. Finding high frequency areas may need to be supported by other cues to yield better performance. For instance, the cues may include some semantic assumptions such as "focused objects are usually located in the center of images" or "focused objects tend to have brighter colors compared to the defocused background," and so on.
In this section, we consider an unsupervised OOI segmentation algorithm, in which a focused OOI is automatically extracted, based on the HOS characteristics, from a single image with low DOF. The proposed focused OOI extraction algorithm consists of three modules as shown in Fig.  2 as a block diagram. First, the color-based HOS is calculated for every pixel from an input low-DOF image as conducted in prior works [16] , [17] . Second, the HOS map is converted into the m×n blocked HOS. Then a block-based OOI extraction is Block-based OOI extraction conducted, which is followed by hole detection and filling techniques. The last stage is a pixel-based OOI extraction method based on applying a filling-in technique to the located block-based OOI.
Color-Based HOS Map Construction
The objective of low-DOF image segmentation is to extract the focused OOI from an image. In the first step, we transform the low-DOF image into an appropriate feature space, in which the spatial distribution of the high frequency components is represented. This is conducted by computing the HOS for all pixels in the low-DOF image. The HOS mapping method is known to be well suited to solving detection and classification problems because it can suppress Gaussian noise and preserve some of the non-Gaussian information [1] , [16] , [18] . The fourth-order moments are calculated for all pixels in the red, green, and blue channels for the M×N input image, respectively. For instance, the fourth-order moment at (x, y) in a red channel is defined as
where η (x, y) is a set of neighboring pixels centered at (x, y),
is the sample mean of red channel I red (x, y) of I(x, y), and η N is the size of η. Only the maximum moment value among all three channels,
Since the dynamic range of the HOS values is extremely large, the value for each pixel is down-scaled such that each pixel takes a value from [0, 255]. The outcome is a color-based HOS map. The HOS map value for each pixel (x,y) is thus defined as
where DSF denotes the down-scaling factor to reduce the dynamic range, which may range from 0 to about 2.1 billion. For natural images, however, the maximum HOS takes values between 100 and 0.2 billion, and it is observed that using different DSF according to the maximum value yields better performance in the subsequent stages. Thus, the DSF is determined as follows: 
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Color-based HOS maps can be effectively used in the event that the foreground/background boundary is obscure due to similar gray levels. Figure 3 illustrates the color-based HOS map generation process. 
2. Block-Based OOI extraction
In our prior work [1] , [16] , the obtained feature space, which is called a color-based HOS map, is refined by removing small dark holes and bright patches using a morphological closingopening by reconstruction [19] , that is, morphological closing by reconstruction followed by morphological opening by reconstruction. However, the use of the filters is responsible for the degradation of system performance due to the required high computational complexity which takes up about 71% of the whole processing time as shown in Table 1 . Thus the process needs to be replaced by an efficient and fast scheme for fast OOI segmentation applications dealing with still images or even image sequences in real-time. In this section, a fast blockbased OOI extraction scheme is proposed, which is refined by the pixel-based OOI extraction scheme addressed in the following subsection.
A. HOS Characteristics of an Image from the Low DOF
Basically, the HOS calculation in (4) creates much higher values in focused regions than in defocused areas [1] . An original HOS computation from a low-DOF image (see Fig.  4(a) ) has an extremely large dynamic range, in which a small number of strong peaks are present as shown in Fig. 4(b) . The HOS map (see Fig. 4(c) ) is then used to distinguish focused regions from blurred background [1] , [16] . However, as shown in Fig. 4(c) , there may be unwanted bright patches in the background, which are removed by morphological filtering [1] .
In this paper, we pay additional attention to the maximum (peak) values of HOS original . We note that the locations of the maximum value can be exploited as an indication of the location of the OOI since it is very likely to exist in the focused OOI. Thus, it is reasonable to use the maximum HOS location as the starting point of the block-based reconstruction of the HOS map.
B. Block-Based Reconstruction of the HOS Map
In this subsection, we describe how to construct the blockbased HOS map by reconstruction without the repetitive use of morphological filters which was used in prior work [1] , [16] . First of all, the HOS map is partitioned into blocks with m×n pixels. The maximum value of each block is determined as
where the (u,v) range of the HOS block is The pictorial example used to obtain the HOS block is shown in Fig. 5 . Focused objects in low-DOF images tend to contain the highest HOS. The coordinate corresponding to the maximum HOS block value is used as the seed-point, as indicated by the red circle in Fig. 5(b) , to start the OOI search.
The reason we pay attention to the seed-point is that there may be two or more connected clusters of blocks in HOS block (u,v) as shown in Fig. 5(b) . In this case, the cluster of blocks containing the seed-point is used as the initial point for searching the block-based OOI map. To extract blocks connected to this point, a depth-first-based search technique is exploited. Starting at the seed-point, the four neighboring blocks are checked to see if their values are 255. If so, the block is connected and the procedure is continued until no block having the value of 255 is found. Figure 5 (c) shows the extracted connected blocks, which represent the block-based focused region. Since this initial block-based HOS map may contain small holes as shown in Fig. 5(c) , a hole-filling procedure should be applied before proceeding to pixel-based OOI extraction.
The hole-filling module checks whether any holes are present in the initial block-based HOS map, and fills any holes that are found. To this end, we adopt the region merging algorithm [1] , [16] , [17] . More specifically, the hole is filled if it is surrounded by neighboring blocks (marked in red in Fig. 6(a) ) belonging to the extracted initial OOI.
Since the task is block-based, the hole-filling process is fairly fast and effective even for larger holes. As shown in Fig. 6(b) , the OOI with holes filled is still in a block-based shape, which needs to be refined in the pixel-based OOI extraction module. 
Pixel-Based OOI Extraction
The block-based OOI is now able to serve as a mask, which confines the final locations of the OOI inside it. The next step is to fill in the OOI, which results from the smooth areas inside the focused objects. This is done by using the filling-in technique used in our prior work [20] . The results The final OOI is extracted by a pixel-based AND operation as shown in Fig. 8(c) and (d), resulting in the final OOI, as shown in (e). There may still be some errors such as gulfs or peninsulas created at the boundaries of the object or isolated small false regions even though the segmented object produces the overall shape of the focused OOI. These errors may cause visual annoyance. The goal of the object post-processing step is to remove those errors and at the same time to smooth the object boundaries. Cascaded opening-closing morphological operations can thus be adopted to accomplish this task. The filtered result represents the final outcome of the proposed algorithm.
III. Extension to Low-DOF Image Sequences
In this section, we propose a scheme to extend our approach to deal with image sequences with low-DOF. To deal with low-DOF video sequences, the following issues should be taken into account:
• Input image sequence: The input image sequences should contain focused objects inside each image frame and the focused objects need to be well tracked throughout the sequence. The sequences can be captured using the low-DOF technique and can be used for various applications.
• Efficiency for image sequences: As previously mentioned, the possible applications can go beyond those in the traditional computer vision areas, such as range segmentation for depth estimation [13] and target recognition [21] . For instance, the low-DOF technique assisted video object segmentation could expedite the practical use of content-based interactivity for a variety of multimedia applications. By using this method, for example, a bird flying in the sky can be extracted from a video sequence, which is never feasible using chroma-key (or blue screen) imaging. In such cases, one of the key factors for success is the reduction of computational complexity. The methods which use the MRF model [13] , [15] are not suitable to handle image sequences due to their iterative relaxation process. An efficient deterministic method is critically required.
In order to achieve fast and effective processing of low-DOF image sequences, temporal redundancy needs to be considered. While motion information has been adopted to remove the temporal redundancy between consecutive image frames, we propose using a more efficient scheme to prompt the processing instead of conducting tedious motion estimation.
The initial block-based OOI is obtained by expanding that obtained in the previous frame using.
where D n (x,y) denotes the value at block position (x, y) and n denotes the current frame. Of course, the extent of expansion may be significant if the movement of the focused object between consecutive frames is somewhat large. The expanded region based on the block-based OOI from the previous frame is shown in Fig. 9(b) . Then HOS is then computed on the pixels in the expanded regions and the resulting OOI can thus be derived on that basis for an individual image frame, as discussed in section II. By confining the pixels for HOS computation, the computational complexity and processing time can be greatly reduced. IV. Experimental Results
Experiments on Low-DOF Images
The proposed algorithm was implemented and tested on low-DOF images. We used a 3×3 neighborhood for η in (2). Figure 10 shows some experimental results of the proposed algorithm. It also gives visual comparisons of outcomes from manual extraction with the algorithm from [1] on several test images. The elapsed processing time of each module executed for a 384×256 image is shown in Table 2 . Compared with the speed of the previous algorithm [1] (see Table 1 ), the proposed scheme is about 19 times faster. This is because the time consuming morphological filtering with a 31×31 structuring element is eliminated with this proposed algorithm.
The performance of the proposed algorithm is also evaluated using an objective criterion. In [2] , performance is evaluated in terms of sensitivity, specificity, and error rate. However, since they are defined as the ratios of the areas, the different shapes of extracted areas can sometimes show high performance as long as the size of the extracted OOI (or background) is close to that of the reference binary mask. We adopt a pixel-based quality measure [22] , which is used to evaluate the performances of video object segmentation algorithms. The spatial distortion (error) of the estimated OOI from the reference OOI is defined as
where O est and O ref are the estimated and reference binary masks, respectively, and ⊗ is the binary XOR operation. Table 3 shows the spatial distortion measures of the results from [1] and the proposed algorithm. Reference OOIs are extracted by manual segmentation, as shown in Fig. 10(b) . For the binary XOR operation, the pixels of the OOI are set to one; otherwise, zero. As shown in Table 3 , our algorithm yields quite low distortion values which are close to those from [1] and have much lower computational complexity. 
Experiments on Low-DOF Image Sequences
The proposed fully automatic algorithm has been implemented and tested on the several low-DOF image sequences as well. The MPEG-4 test sequence "Bream" was used with the background blurred in our experiment. The Bream sequence is in CIF format and contains moving objects and background. In our simulations, the OOI is a bream fish swimming around. Its shape changes quite a lot throughout the sequence due to its non-rigid motion.
Unlike the moving object extraction schemes based on object tracking [23] - [25] , which require a manual selection of the OOI at the first frame or find the color feature by using a Bayes classifier [26] , the proposed system does not require any user assistance to determine the OOI and can operate at fast speed. This is possible due to the use of low-DOF images.
Throughout the image sequence, we can obtain the focused OOI without human intervention. The OOI extraction results from the sequence "Bream" with the background blurred are shown in Fig. 11 .
Other experimental results are shown in Figs. 12 and 13 , where a flying bird and blooming flowers are extracted from natural sequences. Note that the background of the input video is not necessarily Gaussian blurred. As we can clearly see, especially in Fig. 12 , sequence tracking of an OOI can be very effective as long as the background appears motion blurred. In the image sequence shown in Fig. 12 , only the flying bird is sharply focused. This is a real benefit of extending the proposed algorithm for low-DOF images to image sequences. To deal with sequences with shot changes as shown in Fig. 13 , the system needs to be able to detect shot boundaries. We used the algorithm proposed in [27] , where pixels are labeled with respect to the evolution of their intensities on several successive frames. Table 4 shows the segmentation accuracy and spatial distortion rates of the proposed algorithm. For the binary XOR operation, pixels of the OOI are set to one; otherwise, zero. As shown in Table 4 , our algorithm is robust regardless of the dynamics of motion in the scene.
The experiments were conducted on an Intel Pentium-IV 3.4 GHz PC. The average processing time for 352×288 sequences was about 0.13 seconds per frame. Table 5 shows the processing time of each step for both intra-frame (initial frame) and inter-frame, that is, the rest of the frames in the sequence. By confining the possible candidate area for inter-frames, even faster processing was attained, without degrading segmentation quality.
V. Conclusion
We developed an efficient and effective algorithm to automatically extract OOIs from individual images or image sequences captured with a low-DOF technique. Extending our prior work [1] , a block-based scheme was adopted for faster processing, which is suitable for focused object extraction from image sequences. To track the OOI throughout a sequence, the previous block-based OOI is applied to exploit temporal redundancy between consecutive frames. The extraction is very fast while maintaining accurate object boundaries, even though the degree of speed improvement depends on the size of the focused object in the image.
In our future work we will apply the proposed system to various multimedia applications, such as photo-realistic scene generation, virtual reality, immersive video systems, and so on. Figure 14 shows an example of such applications. Our on-going endeavor is to reach real-time processing on low-end PCs Fig. 11 . Video object planes from sequence "Bream" (total 300 frames. 1st row: 52 to 58; 3rd row: 111 to 117; 5th row: 228 to 234). through the reduction of processing time by code/algorithm optimization.
