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Abstract
In this paper, we study the weak convergence of “Leray-type” solutions of a magneto-hydro-dynamic
systems. The proofs are based on weak compactness arguments and linear algebra methods.
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1. Introduction
The problem of rotating fluid consists in studying its asymptotic behaviour when it has fast
rotation; for example under the influence of an intense magnetic field or under the effect of
Coriolis force.
The question is to find the equation satisfied by any weak limit point. This is the goal of most
works about rotating fluid model studied by a number of authors (see for instance the works of
A. Babin, A. Mahalov and B. Nicolaenko [2], I. Gallagher [7] and E. Grenier [8]). Such results,
in the periodic case, follow essentially from the study of the rotating fluid operator spectrum
and from writing the product of two elements in the orthogonal of the singular part kernel, by
projection onto its eigenvectors. We present here an analytical study of a simplified system which
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excited dynamo process generating the Earth’s magnetic field. We consider the following system:
∂tu−u+ 1
εδ
u× e3 + 1
ε
curl(b)× e3 = curl(b)× b − u.∇u− ∇p,
(
S(ε)
)
∂tb −b + 1
ε
curl(u× e3) = b.∇u− u.∇b on R+ ×Ω,
div(u) = div(b) = 0 on R+ ×Ω,
(u, b)|t=0 =
(
u0, b0
)
on Ω,
where the vector field is the velocity u, b is the magnetic field and the scalar p is the pressure, all
of them are unknown, the parameter ε is the Rossby number and its inverse stands for the speed
of rotation of the Earth, the space Ω is considered as Ω def= Ωh ×Ω3, Ωh is the whole space R2
or any periodic domain of R2, similarly Ω3 is R or T, δ ∈ ]0,1[, e3 is the rotation vector.
Let P be the Leray-projection onto divergence-free vector fields and Uε = (uε, bε).
Applying P to the first equation of the system (S(ε)), one sees that Uε is a solution of the
following abstract form:⎧⎨
⎩
∂tUε − a2(D)Uε +Lε(Uε)+Q(Uε,Uε) = 0 in R+ ×Ω,
div(Uε,1) = div(Uε,2) = 0,
(Uε)|t=0 = U0,
where the quadratic term is defined by
Q(U,U)
def= (P(curl(b)× b)− P(u.∇u), b.∇u− u.∇b),
the viscous term is
a2(D)U
def= U.
And the linear perturbation is given by
Lε(u, b) def=
(
1
εδ
P(u× e3)+ 1
ε
P
(
curl(b)× e3
)
,
1
ε
curl(u× e3)
)
.
As δ < 1 we shall decompose Lε as
l1(u, b)
def= (P(u× e3),0)
and
l2(u, b)
def= (P(curl(b)× e3), curl(u× e3)).
As indicated earlier, these equations were studied by a number of authors, in the hyperbolic case,
namely aε2(D) = 0, A. Babin, A. Mahalov and B. Nicolaenko [2] studied the incompressible ro-
tating Euler equation on the torus. The idea consists in the fact that the nonlinear terms of the
limit system contain too little interferences between the waves purely three-dimensional. Using
the method introduced by S. Schochet [11], I. Gallagher studied the question in its abstract hyper-
bolic form [7]; using an anisotropic version of Strichartz estimates J.Y. Chemin, B. Desjardins,
I. Gallagher and E. Grenier studied in [6] the incompressible fluids with anisotropic viscosity
on the whole space, also in [4], J. BenAmeur, S. Ibrahim and M. Majdoub studied a result of
strong convergence of a magneto-hydro-dynamic system where the proof used crucially Scho-
chet’s methods.
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by J. BenAmeur, M. Ghazel and M. Majdoub in [3].
We will see that existence is an easy adaptation of the proof of Leray’s existence theorem. In
this paper, we are interested in seeing the limit of the weak solution of the system (S(ε)) when ε
goes to zero.
The main problem is to find the limit of the nonlinear part of the equation. Our approach is
based on “weak compactness methods” used by Lions and Masmoudi in [9,10].
Motivated by this idea, we decompose the weak solution following the kernel of L and its or-
thogonal, we isolate the fast oscillations generated by the singular perturbation and the remaining
problem is to find the limit of their products. For this, we describe the oscillating component of
the movement and see how the penalized term and the transport term interact.
Main results. We will use the following notation for the inhomogeneous Sobolev spaces:
Hs(Ω) = {u ∈D′(Ω) ∣∣ (Id −) s2 u ∈ L2(Ω)}.
Similarly, homogeneous Sobolev spaces will be defined by
H˙ s(Ω) = {u ∈D′(Ω) ∣∣ (−) s2 u ∈ L2(Ω)}.
We will see that the horizontal variables play a special role in this problem. Consequently, we
shall use the following notation: if x is a point in Ω , then we shall note its Cartesian coordinates
by (x1, x2, x3), and its horizontal part will be denoted by xh
def= (x1, x2) ∈ Ωh. Similarly, we will
denote the horizontal part of any vector field f by fh, the horizontal gradient by ∇h def= (∂1, ∂2),
its orthogonal by ∇⊥h def= (∂2,−∂1), the horizontal divergence and laplacian will be denoted re-
spectively by divh f
def= ∂1f1 +∂2f2 = ∇h.fh and h def= ∂21 +∂22 , as usual, c will denote a positive
constant that depends on the parameters and the regularity index and which may change from
one relation to another. We will denote by ∇pε the gradient of a function which can also change
from line to line.
The Hs norm of a vector field is the Euclidean norm of the Hs norms of the components.
Finally if u, v are two vector fields, then u.∇v denotes the vector field ∑i ui∂iv.
Now we are ready to state the main theorems of this paper. The first result, rather standard,
shows that there are weak solutions for the system (S(ε)).
Theorem 1.1. Let ε > 0 and U0 def= (u0, b0) be a pair of divergence-free vector fields in L2(Ω).
Then, for all ε > 0, the system (S(ε)) has at least one weak solution Uε def= (uε, bε) in
L∞(R+,L2(Ω)) ∩ L2(R+, H˙ 1(Ω)). Moreover, for all t  0, the following energy estimate
holds:
∥∥Uε(t)∥∥2L2 + 2
t∫
0
∥∥∇Uε(τ)∥∥2L2 dτ  ∥∥U0∥∥2L2 . (1.1)
We are interested now in describing the limit of solutions Uε of (S(ε)) as ε goes to zero. Of
course, the problem to find the limit system comes in taking the limit in the nonlinear terms, since
∂tUε is a priori not bounded in ε, one cannot take the limit directly in the system and the classical
proofs which used Arzela–Ascoli’s theorem (see for example [12]) no longer work. The idea to
get round this difficulty is the one of Lions and Masmoudi ([10] and [9]) which consists in using
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components and their interferences. We will see in the second section that in the case Ω3 = R,
any weak limit of (Uε)ε is zero, so we will be interested only in the case Ω3 = T.
Theorem 1.2. Let U0 = (u0, b0) be a pair of two divergence-free vector fields in L2(Ωh × T).
We denote by Uε = (uε, bε) a family of weak solution of (S(ε)) in the sense of Theorem 1.1 and
let U def= (u¯, b¯) any weak limit of (uε, bε), then (u¯, b¯) satisfies
(S)
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
∂t u¯−hu¯+ u¯h.∇hu¯− b¯h.∇hb¯ = −(∇hp,0),
∂t b¯ −hb¯ + u¯h.∇hb¯ − b¯h.∇hu¯ = 0,
divh(u¯h) = divh(b¯h) = 0,
(u¯, b¯)|t=0 =
( ∫
T
u0(xh, x3) dx3,
∫
T
b0(xh, x3) dx3
)
.
Following, in a classical way, the approximate scheme of Friedrichs as in the proof of The-
orem 1.1 (see Section 2), we can prove the global existence of weak solutions for the limit
system (S).
Theorem 1.3. Let U0 = (u0, b0) be a pair of two divergence-free vector fields in L2(Ωh). The
system (S) has at least a global weak solution U def= (u¯, b¯) in the space L∞(R+,L2(Ωh)) ∩
L2(R+, H˙ 1(Ωh)). Moreover, for all t  0, the following energy estimate holds:
∥∥U(t)∥∥2
L2 + 2
t∫
0
∥∥∇hU(τ)∥∥2L2 dτ  ∥∥U0∥∥2L2 . (1.2)
The rest of this paper is organized as follows: In Section 2, we give short proof of the existence
results, namely Theorem 1.1, we study the kernel of penalized part of the system and we prove
the strong convergence of the component following the kernel of singular perturbation. Section 3
is devoted to establish the convergence of Leray-type solution. In particular we prove that the
oscillating terms do not product any constructive interference. Therefore it cannot interact and
produce any contribution in the limiting equation.
2. Study of singular perturbation
2.1. Energy estimate
In this section, we establish the existence of weak solution of the system (S(ε)), notice that
this proof is similar to the one in [3]. The structure of the system governing a magneto-hydro-
dynamic rotating fluid, for a weak solution in Leray can be constructed by the approximation
scheme of Friedrichs.
Let us introduce, for a nonnegative integer n, the Friedrich’s operator Jn defined by
Jnu =F−1
(
1B(0,n)F(u)
)
.
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(
S(ε)
)
n
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂tun −Jnun + Jn div(Jnun ⊗ Jnun)− Jn div(Jnbn ⊗ Jnbn)
+ 1
ε
(
curl(Jnbn)× e3
)+ 1
εδ
(Jnun × e3)
= ∇−1 div
(
Jn div(Jnun ⊗ Jnun)− Jn div(Jnbn ⊗ Jnbn)
+ 1
ε
(
curl(Jnbn)× e3
)+ Jnun × e3
εδ
)
,
∂tbn −Jnbn + Jn div(Jnun ⊗ Jnbn)− Jn div(Jnbn ⊗ Jnun)
+ 1
ε
curl(Jnun × e3) = 0,
(un, bn)|t=0 =
(
Jnu
0, Jnb0
)
.
By the theory of ordinary differential equations in L2 we know that the system (S(ε))n has
a unique maximal solution Un
def= (un, bn) in the space C1([0, T ∗n (ε)[,L2). Using the fact that
div(un) = div(bn) = 0, that J 2n = Jn and the uniqueness, we can rewrite the system (S(ε))n:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂tun −un + Jn(un.∇un)− Jn(bn.∇bn)+ 1
ε
(
curl(bn)× e3
)+ 1
εδ
(un × e3)
= ∇−1 div
(
Jn div(un ⊗ un)− Jn div(bn ⊗ bn)+ un × e3
εδ
)
,
∂tbn −bn + Jn(un.∇bn)− Jn(bn.∇un)+ 1
ε
curl(un × e3) = 0,
(un, bn)|t=0 =
(
Jnu
0, Jnb0
)
.
Applying the projection P of Leray to the first equation and taking the scalar product in L2, we
obtain, for all t ∈ [0, T ∗n (ε)[,
d
dt
‖Un‖2L2(t)+ 2
∥∥∇Un(t)∥∥2L2 = 0. (2.1)
It follows that
∥∥Un(t)∥∥2L2 + 2
t∫
0
∥∥∇Un(τ)∥∥2L2 dτ  ∥∥U0∥∥2L2 .
And we can easily remark that,
(Un)n is bounded in L∞
(
R
+,L2(Ω)
)∩L2(R+, H˙ 1(Ω)).
To pass to the limit, we use in a standard way Ascoli’s theorem, the Cantor’s diagonal process
as in Navier–Stokes equation (see [5]), and Aubin’s lemma [1]; we obtain that Leray’s solution
satisfies, for all t > 0,
∥∥Uε(t)∥∥2L2 + 2
t∫
0
∥∥∇Uε(τ)∥∥2L2 dτ  ∥∥U0∥∥2L2 . (2.2)
In particular (Uε)ε is bounded in L∞(R+,L2(Ω))∩L2(R+, H˙ 1(Ω)), we have obviously
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note by (Uε)ε a family of weak solutions of (S(ε)). Then there exists U in L∞(R+,L2(Ω)) ∩
L2(R+, H˙ 1(Ω)) such that, up to extraction of a subsequence,
Uε ⇀U in w −L2loc
(
R
+ ×Ω) as ε → 0. (2.3)
2.2. Characterization of kernel
Of course, we expect that a limit of (Uε) depends strongly on the singular perturbation
L(u, b) def= (P(u× e3)+ P(curl(b)× e3), curl(u× e3)) def= (L1(u, b),L2(u, b)). (2.4)
We will first be interested in the case δ = 1.
Proposition 2.2. Consider the linear operator L given by (2.4). Then
• If Ω3 =R, Ker(L) = {0}.
• If Ω3 = T, an element (u, b) of L2(Ω) is in Ker(L) if and only if there exists ∇⊥h ϕ,∇⊥h ψ in
L2(Ωh), and β,γ in L2(Ωh) such that
u = ∇⊥h ϕ + βe3 and b = ∇⊥h ψ + γ e3.
Proof. Note that
curl(u× e3) = 0 implies P(u× e3) = 0.
So
L(uε, bε) = 0
involves{
curl(u× e3) = 0,
P
(
curl(b)× e3
)+ P(u× e3) = 0
which can be rewritten{
curl(u× e3) = 0,
P
(
curl(b)× e3
)= 0. (∗)
As ∇.u = 0, we get
∂3u = 0 (2.5)
from which we deduce that
u ∈ L2(Ωh). (2.6)
Note that in the case Ω3 =R, the invariance with respect to x3 and the fact that u ∈ L2(Ω) imply
that u = 0.
The divergence free condition implies
∂1u1 + ∂2u2 = 0. (2.7)
Combining (2.6) and (2.7), we provide the existence of ∇hϕ ∈ L2(Ωh) such that
u1 = ∂2ϕ, u2 = −∂1ϕ.
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(∗) implicates
{
there exist ∇⊥h ϕ,β in L2(Ωh) and ∇⊥h g, δ in H−1(Ωh) such that
u = ∇⊥h ϕ + βe3 and curl(b) = ∇⊥h g + δe3.
So curl(b) = ∇⊥h g + δe3, it does not depend on x3. So we have{
curl(∂3b) = ∂3
(
curl(b)
)= 0,
div(∂3b) = ∂3(divb) = 0.
So ∂3b = 0 and b do not depend on x3.
As it was seen previously this leads to write b as follows:
b = ∇⊥h ψ + γ e3,
where ∇⊥h ψ and γ are in L2(Ωh).
A simple verification yields that the condition is sufficient, which finishes the proof. 
The following remark will be useful in the sequel.
Remark 2.3. Recall that
Lε(u, b) =
(
1
εδ
P(u× e3)+ 1
ε
P
(
curl(b)× e3
)
,
1
ε
curl(u× e3)
)
,
l1(u, b) =
(
P(u× e3),0
)
,
and
l2(u, b) =
(
P
(
curl(b)× e3
)
, curl(u× e3)
)
.
We have
(uε, bε) ∈ ker
(Lε) is equivalent to { curl(uε × e3) = 0,
P
(
curl(bε)× e3
)= 0.
This brings to consider in the sequel
L1(v)
def= curl(v × e3) and L2(v) def= P
(
curl(v)× e3
)
.
Then we have
ker
(Lε)= ker(L) = ker(l2) = ker(L1)× ker(L2). (2.8)
This claims that the kernels of the penalized parts not see the difference between either δ = 1
or δ < 1.
Proposition 2.4. Let U0 = (u0, b0) ∈ L2(Ω) be such that div(u0) = div(b0) = 0. Denote by
(Uε)ε a family of weak solutions of (S(ε)) in the sense of Theorem 1.1 and U any weak limit
of Uε . Then, for almost all t > 0
U(t) in Ker(L).
Proof. We will show that(
P
(
u× e3 + curl(b)× e3
)
, curl(u× e3)
)= (0,0)
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P
(
u× e3 + curl(b)× e3
)= 0,
curl(u× e3) = 0.
For this reason, it is sufficient that
u× e3 + curl(b)× e3 and u× e3
are orthogonal to any divergence-free vector field.
Let χ in D(R+ × Ω) be a test function of null divergence. We multiply the first equation of
the system by εχ and we integrate with respect to time and space to get∫ ∫
ε
[
χ∂tuε − χuε − χ.
(
curl(bε)× bε
)+ χuε.∇uε]+ χ(u× e3)
+ χ(curl(bε)× e3)+ εχ∇pε dt dx = 0.
We integrate by part to get∫ ∫ [−uε(ε∂tχ + εχ + (χ × e3)+ εuε.∇χ)− curl(bε)(χ × e3)
+ ε curl(bε)(bε × χ)
]
dt dx = 0.
We pass to the limit and using the energy estimation, we get∫ ∫
u(χ × e3)+ curl(b)(χ × e3) dt dx = 0.
This can be written as∫ ∫
χ
[
(u× e3)+
(
curl(b)× e3
)]
dt dx = 0.
This implies that(
u× e3 + curl(b)× e3
)
is orthogonal to any divergence-free vector fields in L2(Ω).
So
P
(
u× e3 + curl(b)× e3
)= 0
and a similar computation gives that
curl(u× e3) = 0.
Then (
u(t), b(t)
)
is in Ker(L).
This holds for almost all t > 0. 
Remark 2.5. Since in the case Ω3 = R, Ker(Lε) = 0, then by the previous proposition, any
weak limit of (uε, bε) is zero, and we will suppose from now Ω3 = T, and we normalize T so
that
∫
T
dx3 = 1.
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3.1. Decomposition on the kernel of Lε
Let us introduce the following definition:
π the orthogonal projection onto ker(Lε) and, for i ∈ {1,2}, πi is the orthogonal projection
onto ker(Li).
According to (2.8), for (u, b) in L2(Ω)×L2(Ω),
π(u,b) = (π1(u),π2(b)). (3.1)
Since U ∈ Ker(L), one can expect that if we isolate the oscillations that are generated by the
singular part, we obtain rather convergence of
π(Uε) to U then the ones of Uε to U.
We denote in the sequel uε = π1(uε) and bε = π2(bε).
Proposition 3.1. The orthogonal projection π onto ker(L) is given by
π(U) =
∫
T
U(xh, x3) dx3.
Proof. For all U ∈ L2(Ω) such that div(U1) = div(U2) = 0,
π(U) = (∇⊥h ϕ + βe3,∇⊥h ψ + γ e3)
for some ∇⊥h ϕ, β , ∇⊥h ψ , and γ in L2(Ωh).
U − π(U) is orthogonal to any element of Ker(L), then by Eq. (3.1), for all pair of two
divergence-free vector (f, g) in L2(Ωh)∫ (
u− π1(u)
)
.f dx = 0 and
∫ (
b − π2(b)
)
.g dx = 0,
which imply that
π1(u) =
∫
T
udx3 and π2(b) =
∫
T
b dx3
and the result follows. 
Although it does not apply to the same object, we will denote π = π1 = π2.
Remark 3.2. Contrary to the methods based on the Fourier transform, we try here without using
them to discover the system satisfying any weak limit point. This will be an initiation to a more
physical problem where the rotating vector modelized here by e3 is inhomogeneous but with a
fixed direction e3. The kernel will depend strongly on the geometry of the rotating vector; we
can prove that if the linear perturbation is defined by
Lε(u, b) =
(
1
δ
P(u× e3)+ 1P
(
curl(b)× αe3
)
,
1
curl(u× αe3)
)
ε ε ε
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that:
• If Ω3 =R, then Ker(Lε) = {0}.
• If Ω3 = T, then an element (u, b) of L2(Ω) is in Ker(Lε) if and only if there exist ∇⊥h ϕ∇⊥h ψ,
in L2(Ωh) and β,γ in L2(Ωh) such that
u = ∇⊥h ϕ + βe3 and b = ∇⊥h ψ + γ e3
with
∇⊥h ϕ.∇hα = 0 and ∇⊥h γ.∇hα = 0.
Therefore the orthogonal projection π has the following form:
π(U) = (F(U)∇⊥h α + βe3,∇⊥h ψ +G(U)e3),
where F , β , ∇⊥h ψ , and G have the same smoothness as U . We ask about convenient conditions
and domain to get the continuity of π on Hs . This will be dealt with in a forthcoming paper.
For algebraic reasons only, we have the following proposition:
Lemma 3.3. Let (u, b) be a pair of two divergence-free vector fields in L2(Ω), and Lε the linear
perturbation given in the introduction. Then
π
(Lε(u, b))= 0.
Proof. By (3.1), it suffices to show that, for i ∈ {1,2},
Im
(Lεi ) is orthogonal to ker(Li).
(i) Im(Lε1) is orthogonal to ker(L1).
Let X in ker(L1), then P(X × e3) = 0 and ≺ P(v × e3)/X = 0 and it is easy to prove that
Im(L2) is orthogonal to ker(L1)
so
Im
(Lε1) is orthogonal to ker(L1).
(ii) Im(Lε2) is orthogonal to ker(L2).
Let curl(u× αe3) in Im(Lε2) and X in ker(L2). Then
≺ curl(u× αe3)/X  = − ≺ u× α e3/ curl(X) 
= ≺ u/ curl(X)× αe3 
= ≺ u/P(curl(X)× αe3)
= 0.
So Im(Lε2) is orthogonal to ker(L2), it means that
π
(Lε1(u, b))= 0 and π(Lε2(u, b))= 0. 
Applying π to the system (S(ε)) by Lemma 3.3 we deduce
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tion on the Ker(L). Then(
S(ε)
) { ∂tuε − π(uε) = π(bε.∇bε − uε.∇uε),
∂tbε − π(bε) = π(bε.∇uε − uε.∇bε).
Therefore, we obtain the following result of strong convergence.
Corollary 3.5. Let U0 = (u0, b0) ∈ L2(Ω) be such that div(u0) = div(b0) = 0. Consider a sub-
sequence (denoted also by (uε, bε)) of the system (S(ε)) such that
(uε, bε)⇀ (u,b) in w −L2loc
(
R
+ ×Ω).
And let (uε, bε) = π(uε, bε) be the projection of (uε, bε) on the kernel of L. Then,
(uε, bε)ε → (u, b) strongly in L2loc
(
R
+ ×Ω). (3.2)
Proof. (uε, bε) is bounded in L∞(R+,L2(Ω))∩L2(R+, H˙ 1(Ω)). Then for all T > 0,
‖bε.∇bε‖
L2([0,T ],H− 32 (Ω))  c
∥∥∇.(bε ⊗ bε)∥∥
L2([0,T ],H˙− 32 (Ω))
 c‖bε ⊗ bε‖
L2([0,T ],H˙− 12 (Ω))
 c‖bε‖L∞(R+,L2(Ω))‖∇bε‖L2(R+,L2(Ω)).
So
bε.∇bε is uniformly bounded in L2
(
R
+,H−
3
2 (Ω)
)
,
therefore
π(bε.∇bε)ε is bounded in L2
(
R
+,H− 32 (Ω)
)
.
Similarly, we show that π(uε.∇uε)ε is bounded in L2(R+,H− 32 (Ω)). As
‖uε‖L2(R+,H˙−1(Ω))  c‖uε‖L2(R+,H˙ 1(Ω)),
this implies that(
π(uε)
)
ε
is bounded in L2
(
R
+, H˙−1(Ω)
) ∈ L2(R+,H− 32 (Ω)).
So
∂tuε = π(uε)+ π(bε.∇bε)− π(uε.∇uε) is bounded in L2
(
R
+,H−
3
2 (Ω)
)
.
As
(uε)ε is bounded in L2
([0, T ],H 1(Ω)),
hence
(uε)ε → u strongly in L2loc
(
R
+,H sloc(Ω)
)
for all s < 1.
In other side, we have
(uε)ε ⇀ u in L2loc
(
R
+ ×Ω).
Using the fact that u is in ker(L1), we get
(uε)ε ⇀ u in L2loc
(
R
+ ×Ω).
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(uε)ε → u strongly in L2loc
(
R
+ ×Ω).
Similarly, we prove that
(bε)ε → b strongly in L2loc
(
R
+ ×Ω). 
3.2. Interferences study of the oscillating terms
Note that in the case Ω3 = R, the weak limit is U = 0. We will be interested in the
case Ω3 = T. Such U is the strong limit of Uε in L2loc(R+,H s(Ω)) for any s < 1, so it is a
question to find the system satisfied by U in order to pass to the limit in (S(ε)).
The problem is the limit of the nonlinear terms of the system (S(ε)). This leads to calculate
the limit of
π(bε.∇bε − uε.∇uε) (3.3)
and
π(bε.∇uε − uε.∇bε) (3.4)
as ε goes to 0, in D′(R+ ×Ω).
We decompose in (3.3) and (3.4) uε = uε +wε and bε = bε + cε. So
(wε, cε) = (uε − uε, bε − bε) = (id − π)(uε, bε) def= π⊥(uε, bε).
By Corollary (3.5),
(wε)ε ⇀ 0 and (cε)ε ⇀ 0 in L2loc
(
R
+ ×Ω). (3.5)
Proposition 3.6. Let (uε, bε) a weak solution of (S(ε)), (uε, bε) = π(uε, bε) its projection on
ker(L) and (wε, cε) = π⊥(uε, bε) their projections on (ker(L))⊥. Then (S(ε)) can be written as⎧⎪⎨
⎪⎩
∂tuε −uε = uε × curl(uε)− bε × curl(bε)+ π
(
wε × curl(wε)− cε × curl(cε)
)
+ π(uε × curl(wε)+wε × curl(uε)− bε × curl(cε)− cε × curl(bε)),
∂t bε −bε = curl(uε × bε)+ π
(
curl(uε × cε)+ curl(cε × uε)
)+ π(curl(wε × cε)).
Proof. Remark that
u.∇u = ∇|u|
2
2
− u× curl(u)+ (∇.u)u, (3.6)
u.∇b − b.∇u = curl(u× b)− (∇.u)b − (∇.b)u (3.7)
and that uε and bε are divergence-free, then (S(ε)) can be written as
(
S(ε)
) { ∂tuε − π(uε) = π(uε × curl(uε)− bε × curl(bε)),
∂t bε − π(bε) = π
(
curl(bε × uε)
)
.
We decompose in the bilinear terms uε and bε as
uε = uε +wε and bε = bε + cε.
We get the result. 
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and cε , in fact we have the following proposition.
Proposition 3.7. We keep the same data as in the previous proposition. Then the following results
hold in D′(R+ ×Ω) as ε goes to zero:(
uε × curl(uε)− bε × curl(bε), curl(uε × bε)
)
→ (u× curl(u)− b × curl(b), curl(u× b)), (3.8)
π
(
uε × curl(wε)+wε × curl(uε)− bε × curl(cε)− cε × curl(bε),
curl(uε × cε)+ curl(wε × bε)
)→ 0. (3.9)
Proof. The results (3.8) and (3.9) become directly using the fact that (uε, bε) is compact in space
and in time, and (wε, cε) goes to zero weakly. 
As (u, b) is in the kernel of L and (wε, cε) has fast oscillations with respect to time, we
expect showing that the oscillating terms wε and cε do not produce any constructive interfer-
ence. The following lemma is devoted to explicate those expressions using the equations satisfied
by (wε, cε).
Lemma 3.8. Let U0 = (u0, b0) be a pair of two divergence-free vector fields in L2(Ω), (uε, bε)
a weak solution of (S(ε)) and (wε, cε) = π⊥(uε, bε) their projections on (ker(L))⊥. There ex-
ist Wε , Cε , S1ε and S2ε in L2loc(R+ ×Ω) such that wε = ∂3Wε , cε = ∂3Cε , and
(
S(ε)
)⊥ { ε∂t (∂3Wε − ∇Wε,3)+ curl(∂3Cε)× e3 = ∂3S1ε − ∇S1ε,3,
ε∂tCε + ∂3Wε = S2ε ,
where(
S1ε
)
ε
,
(
S2ε
)
ε
converge to 0 in L2loc
(
R
+,H−
3
2 (Ω)
)
.
Proof. Applying π⊥ to the system (S(ε)) we obtain π⊥(S(ε)):⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
∂twε + π⊥
(
1
εδ
uε × e3 + 1
ε
curl(bε)× e3
)
= π⊥(uε × curl(uε)− bε × curl(bε)+ ∇pε +uε),
∂t cε + 1
ε
π⊥
(
curl(uε × e3)
)= π⊥(curl(bε × uε)+bε).
We decompose uε and bε as uε = uε +wε and bε = bε + cε , referring to Lemma 3.3, we get
π⊥
(
1
εδ
uε × e3 + 1
ε
curl(bε)× e3, 1
ε
curl(uε × e3)
)
= π⊥(Lε1(uε, bε)+ ∇pε,Lε2(uε, bε))
= Lε(wε, cε)+ (∇pε,0)
which is equal to
1
δ
wε × e3 + 1 curl(cε)× e3 + ∇pε, 1 curl(wε × e3).ε ε ε
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επ⊥
(
S(ε)
): { ε∂twε + curl(cε)× e3 + ∇pε = s1ε ,
ε∂t cε + curl(wε × e3) = s2ε ,
where
s1ε = επ⊥
(
uε × curl(uε)− bε × curl(bε)+ 1
εδ
wε × e3 +uε
)
and
s2ε = επ⊥
(
curl(bε × uε)+bε
)
.
Then s1ε and s2ε are in L2loc(R
+,H− 32 (Ω)).
Note that, if an element of Hs(Ω) belongs to the image of π⊥, then it can be written as a
partial derivative with respect to x3. Then
(i) There exist S1ε and S2ε such that
s1ε = ∂3S1ε and s2ε = ∂3S2ε , (3.10)
as Ω3 = T, we can choose Siε such that
∫
Siε dx3 = 0, and Siε is in L2loc(R+,H−
3
2 (Ω)).
(ii) Similarly, there exist Wε and Cε such that
wε = ∂3Wε and cε = ∂3Cε, (3.11)
and we can choose Wε and Cε such that
∫
Wε dx3 =
∫
Cε dx3 = 0.
Then επ⊥(S(ε)) becomes{
ε∂t ∂3Wε + curl(∂3C3)× e3 + ∇pε = ∂3S1ε ,
ε∂t ∂3Cε + curl(∂3Wε × e3) = ∂3S2ε .
The third component of the first equation in επ⊥(S(ε)) gives
∂3(ε∂tWε,3)+ ∂3pε = ∂3S1ε,3.
So
ε∂tWε,3 + pε = S1ε,3,
therefore
pε = S1ε,3 − ε∂tWε,3.
Replacing in επ⊥(S(ε)) leads to
ε∂t (∂3Wε − ∇Wε,3)+ curl(∂3Cε)× e3 = ∂3S1ε − ∇S1ε,3. (3.12)
This proves the lemma. 
Lemma 3.9. Let U0 = (u0, b0) be a pair of two divergence-free vector fields in L2(Ω), (uε, bε)
a weak solution of (S(ε)) and (wε, cε) = π⊥(uε, bε) its projection on (ker(L))⊥. Then there exist
Wσε ,C
σ
ε in L2 (R+,∩sH s(Ω)) such thatloc
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(
R
+,L2(Ω)
)
as σ → 0 uniformly in ε > 0, (3.13)
cε − ∂3Cσε → 0 in L2loc
(
R
+L2(Ω)
)
as σ → 0 uniformly in ε > 0, (3.14)
and
(
S(ε)
)⊥,σ { ε∂t(∂3Wσε − ∇Wσε,3)+ curl(∂3Cσε )× e3 = rσε ,
ε∂tC
σ
ε + ∂3Wσε = S2,σε ,
where, for all σ > 0,(
rσε
)
ε
,
(
S2,σε
)
ε
converge to 0 in L2loc
(
R
+,L2(Ω)
)
as ε → 0.
Proof. We consider a sequence of identity approximation given by
κσ (x) = 1
σ 3
κ
(
x
σ
)
,
where κ is in C∞c (R3,R+) such that κ(x) = 0 if |x| 1 and
∫
κ dx = 1. And let
Wσε = Wε ∗ κσ , wσε = wε ∗ κσ , Cσε = Cε ∗ κσ , and cσε = cε ∗ κσ .
We have
wσε = ∂3Wσε and cσε = ∂3Cσε .
By Theorem 1.1, for all T > 0,
(uε) is uniformly bounded in L∞
([0, T ],L2(Ω))∩L2([0, T ],H 1(Ω)).
Let ε > 0, T > 0 and let t ∈ [0, T ].
We have∥∥wσε (t, .)−wε(t, .)∥∥2L2(Ω)  c
∫
B(0,σ )
∥∥wε(t, .)−wε(t, .− y)∥∥2L2(Ω)κσ (y) dy
 cSup|y|σ
∥∥wε(t, .)−wε(t, .− y)∥∥2L2(Ω).
Consequently∥∥wσε (t, .)−wε(t, .)∥∥2L2(Ω)  c∥∥∇wε(t, .)∥∥L2(Ω).
Then ∥∥wσε (t, .)−wε(t, .)∥∥2L2([0,T ]L2(Ω))  c∥∥∇wε(t, .)∥∥L2([0,T ]×Ω).
The uniformly bounded of (uε) in L2([0, T ],H 1(Ω)) leads to the expected result.
The uniform convergence of (3.14) is similarly proved.
Regularizing (S(ε))⊥ brings to
(
S(ε)
)⊥,σ { ε∂t(∂3Wσε − ∇Wσε,3)+ curl(∂3Cσε )× e3 = (∂3S1ε − ∇S13,ε) ∗ κσ ,
ε∂tC
σ
ε + ∂3Wσε = S2ε ∗ κσ .
We pose rε
def= ∂3S1ε − ∇S13,ε . Then(
S1ε
)
converges to 0 in L2loc
(
R
+,H−
3
2 (Ω)
)
.ε
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(rε) converges to 0 in L2loc
(
R
+,H−
5
2 (Ω)
)
and for all T > 0, by scaling argument∥∥(∂3S1ε − ∇S13,ε) ∗ κσ∥∥L2([0,T ]×Ω)  ‖rε ∗ κσ ‖L2([0,T ],L2(Ω))
 c ‖ κσ ‖
W
5
2 ,1(R3)
‖rε‖
L2([0,T ],H− 52 (Ω))
 c
σ
5
2
‖rε‖
L2([0,T ],H− 52 (Ω)). (3.15)
By Lemma 3.8, we obtain the expected convergence. 
We pose in the sequel
ρσε
def= curl(Wσε ), βσε def= curl(Cσε ), and γ σε def= curl(S1,σε ).
Lemma 3.10. According to the previous notation we have
∂3W
σ
ε = Sσ,2ε − ε∂tCσε , (3.16)
∂3β
σ
ε = γ σε − ε∂tρσε . (3.17)
Proof. Equation (3.16) is an alternative of the second equation of (S(ε))⊥,σ . The horizontal
component of the first equation of (S(ε))⊥,σ can be written as
ε∂tρ
σ,⊥
h,ε + ∂3βσ,⊥h,ε = γ σ,⊥h,ε
or
ε∂tρ
σ
h,ε + ∂3βσh,ε = γ σh,ε.
Then we get
∂3β
σ
h,ε = γ σh,ε − ε∂tρσh,ε.
To explicate ∂3βσ3,ε , we apply the rotational to the first equation of (S
(ε))⊥,σ and we look to the
third component. We get
ε∂t
(
∂1w
σ
ε,2 − ∂2wσε,1
)+ ∂3,3βσ3,ε = ∂3γ σ3,ε
or
ε∂t
(
∂3ρ
σ
3,ε
)+ ∂3,3βσ3,ε = ∂3γ σ3,ε.
We pass to the primitive by x3, to get ∂3β3,ε . This completes the proof. 
Proposition 3.11. Let U0 = (u0, b0) be a pair of two divergence-free vector fields in L2(Ω),
(uε, bε) a weak solution of (S(ε)) and (wε, cε) = π⊥(uε, bε) its orthogonal projection
on (ker(L))⊥. Then
π
(
cε × curl(cε)−wε × curl(wε)
)→ 0 in D′(R+ ×Ω), (3.18)
π
(
curl(cε ×wε)
)→ 0 in D′(R+ ×Ω). (3.19)
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P
(∫
wε × curl(wε) dx3 −
∫
wσε × curl
(
wσε
)
dx3
)
→ 0 in D′(R+ ×Ω) as σ → 0.
(3.20)
In fact, by identity (3.6), we deduce that
P
(
wε × curl(wε)−wσε × curl
(
wσε
))
= P
(
1
2
∇(|wε|2 − ∣∣wσε ∣∣2)
)
− P∇.(wε ⊗wε −wσε ⊗wσε ),
= P∇.((wσε −wε)⊗wε)+ P∇.(wσε ⊗ (wσε −wε)).
By (3.13) we get (3.20).
Similarly, we prove that, uniformly in ε > 0
P
(∫
cε × curl(cε) dx3 −
∫
cσε × curl
(
cσε
)
dx3
)
→ 0 in D′(R+ ×Ω) as σ → 0. (3.21)
It remains to prove that, for any fixed σ > 0,∫ (
cσε × curl
(
cσε
)−wσε × curl(wσε ))dx3 → 0 as ε → 0 in D′(R+ ×Ω).
Recall that, if X can be written as a total derivative with respect to x3, X is orthogonal to Ker(L1),
therefore π(X) = 0.
So, in order to complete the proof of (3.18), it is enough to show that
cσε × curl
(
cσε
)−wσε × curl(wσε )
can be written as a sum of a total derivative with respect to t
ε
and a total derivative with respect
to x3 with a remainder which converges to 0.
cσε × curl
(
cσε
)−wσε × curl(wσε )
=
⎛
⎝ ∂3C
σ
2,ε∂3β
σ
3,ε − ∂3Cσ3,ε∂3βσ2,ε − ∂3Wσ2,ε∂3ρσ3,ε + ∂3Wσ3,ε∂3ρσ2,ε
∂3Cσ3,ε∂3β
σ
1,ε − ∂3Cσ1,ε∂3βσ3,ε − ∂3Wσ3,ε∂3ρσ1,ε + ∂3Wσ1,ε∂3ρσ3,ε
∂3Cσ1,ε∂3β
σ
2,ε − ∂3Cσ2,ε∂3βσ1,ε − ∂3Wσ1,ε∂3ρσ2,ε + ∂3Wσ2,ε∂3ρσ1,ε
⎞
⎠ .
Denote by Iσ,εh the horizontal component of cσε × curl(cσε )−wσε × curl(wσε ). Then
I
σ,ε
h = ∂3βσ3,ε∂3Cσ,⊥h,ε − ∂3Cσ3,ε∂3βσ,⊥h,ε − ∂3ρσ3,ε∂3Wσ,⊥h,ε + ∂3Wσ3,ε∂3ρσ,⊥h,ε .
Using (3.16) and (3.17), we get∫
I
σ,ε
h dx3 =
∫ (
γ σ3,ε − ε∂tρσ3,ε
)
∂3C
σ,⊥
h,ε − ∂3Cσ3,ε
(
γ
σ,⊥
h,ε − ε∂tρσ,⊥h,ε
)
dx3
−
∫
∂3ρ
σ
3,ε
(
S
σ,2⊥
h,ε − ε∂tCσ,⊥h,ε
)− (Sσ,23,ε − ε∂tCσ3,ε)∂3ρσ,⊥h,ε dx3
=
∫
γ σ3,ε∂3C
σ,⊥
h,ε − ∂3Cσ3,εγ σ,⊥h,ε − ∂3ρσ3,εSσ,2,⊥h,ε + Sσ,23,ε ∂3ρσ,⊥h,ε dx3
− ε
∫
∂t
(
∂3C
σ
3,ερ
σ,⊥
h,ε + ρσ3,ε∂3Cσ,⊥h,ε
)
dx3.
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cσε × curl
(
cσε
)−wσε × curl(wσε ))h dx3 → 0 in D′(R+ ×Ω).
Similarly we prove that the third component of π(cε × curl(cε)−wε × curl(wε)) goes to zero in
D′(R+ ×Ω).
• For the second point we have, by (3.7) and the incompressibility,
curl(cε ×wε)− curl
(
cσε ×wσε
)= cε.∇wε −wε.∇cε − cσε .∇wσε +wσε .∇cσε
= (cε − cσε ).∇wε − cσε .∇(wσε −wε)
− (wε −wσε ).∇cε +wσε .∇(cσε − cε),
which, by (3.13) and (3.14), goes to zero in D′(R+ ×Ω) as σ → 0 uniformly in ε.
It remains to prove that, for any fixed σ > 0,
curl
(
cσε ×wσε
)→ 0 as ε → 0 in D′(R+ ×Ω).
We have
wσε × cσε =
⎛
⎜⎝
S
σ,′
ε,1 − ε∂tCσ1,ε ∂3Cσ1,ε
S
σ,′
ε,2 − ε∂tCσ2,ε × ∂3Cσ2,ε
S
σ,′
ε,3 − ε∂tCσ1,ε ∂3Cσ3,ε
⎞
⎟⎠ .
Using Lemma 3.10, we get
wσε × cσε =
⎛
⎜⎝
S
σ,′
ε,2∂3C
σ
2,ε −ε(∂tCσ2,ε)∂3Cσ3,ε −Sσ,
′
ε,3∂3C
σ
2,ε +ε(∂tCσ3,ε)∂3Cσ2,ε
S
σ,′
ε,3∂3C
σ
1,ε −ε(∂tCσ3,ε)∂3Cσ1,ε −Sσ,
′
ε,3∂3C
σ
3,ε +ε(∂tCσ1,ε)∂3Cσ3,ε
S
σ,′
ε,2∂3C
σ
3,ε −ε(∂tCσ2,ε)∂3Cσ3,ε −Sσ,
′
ε,3∂3C
σ
2,ε +ε(∂tCσ3,ε)∂3Cσ2,ε
⎞
⎟⎠ .
Finally, we obtain⎛
⎜⎝
−ε∂t (Cσ2,ε∂3Cσ3,ε) +ε∂3(Cσ2,ε∂tCσ3,ε) +Sσ,
′
ε,2∂3C
σ
2,ε −Sσ,
′
ε,3∂3C
σ
2,ε
−ε∂t (Cσ3,ε∂3Cσ1,ε) +ε∂3(Cσ3,ε∂tCσ1,ε) +Sσ,
′
ε,3∂3C
σ
1,ε −Sσ,
′
ε,1∂3C
σ
3,ε
−ε∂t (Cσ2,ε∂3Cσ3,ε) +ε∂3(Cσ2,ε∂tCσ3,ε) +Sσ,
′
ε,2∂3C
σ
3,ε −Sσ,
′
ε,2∂3C
σ
2,ε
⎞
⎟⎠
which goes to zero in D′(R+ ×Ω). 
3.3. Limit system
To determine the system satisfying the limit U of (Uε), we shall decompose Uε = Uε + Wε
in the product terms of the system (S(ε)) and we have to take limits. The compactness of Uε , the
fact that Wε goes weakly to zero and Proposition 3.11 lead to finish the proof of Theorem 1.2.
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