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CRITERIA FOR EIGENVALUES EMBEDDED INTO THE ABSOLUTELY
CONTINUOUS SPECTRUM OF PERTURBED STARK TYPE
OPERATORS
WENCAI LIU
Abstract. In this paper, we consider the perturbed Stark operator
Hu = H0u+ qu = −u
′′
− xu+ qu,
where q is the power-decaying perturbation. The criteria for q such that H = H0 + q has
at most one eigenvalue (finitely many, infinitely many eigenvalues) are obtained. All the
results are quantitative and are generalized to the perturbed Stark type operator.
1. Introduction
The Stark operatorH0 is a self-adjoint operator on L
2(R) given by the potential v(x) = −x:
(1) H0u = −u′′ − xu.
The operator describes a charged quantum particle in a constant electric field. The Stark effect
(named after Johannes Stark 1) originates from the interaction between a charge distribution
(atom or molecule) and an external electric field. In many cases, the particle is also subjected
to an additional electric potential q. For example, the hydrogen Stark effect is governed by an
additional Coulomb potential. Stark effect is a important subject in quantum theory, classical
electrostatics or other physical literatures [6, 8, 19, 42]. In mathematics, it also attracts a lot
of attentions, see [1, 4, 9, 11–16, 24–26, 44, 45].
In this paper, we will investigate a class of more general operators, which is called the Stark
type operator. Given vα(x) = −xα for x ≥ 0 with 0 < α < 2, let v˜α(x) be an extension of
vα(x) to R such that limx→−∞ v˜α(x) =∞. Let Hα0 = −D2 + vα, which is defined on R+ with
some boundary condition at x = 0, and H˜α0 = −D2 + v˜α, which is defined on R. We call
Hα0 (H˜
α
0 ) the Stark type operator.
The perturbed Stark type operator is given by an additional potential:
(2) Hαu = Hα0 u+ qu( or H˜
αu = H˜α0 u+ qu),
where Hα0 = −D2 + vα (or H˜α0 = −D2 + v˜α) and q is the decaying perturbation.
It is well known that σess(H
α
0 ) = σac(H
α
0 ) = R and H
α
0 does not have any eigenvalue. We
are interested in the criteria of perturbation such that the associated perturbed Stark type op-
erator has single embedded eigenvalue, finitely many embedded eigenvalues or infinitely many
embedded eigenvalues. We refer the readers to [1, 13] and references therein for embedded
eigenvalues (resonances) of operators with Stark effect. In the following, we always assume
limx→∞ |q(x)| = 0 and limx→−∞ |q(x)| = 0.
For the single embedded eigenvalue problem, Vakulenko showed if q(x) = O(1)
1+|x| 12+ǫ
for some
ǫ > 0, then the perturbed Stark operator Hu = −u′′−xu+qu has no eigenvalues in L2(R)[43].
1It was independently discovered by the physicist Antonino Lo Surdo.
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Naboko and Pushnitskii proved that the perturbed Stark type operator Hα0 + q on R
+ has no
eigenvalues if |q(x)| ≤ C
1+x1−
α
2
with C < 1 − α2 [38]. Is the bound 1 − α2 sharp? If it is not,
what is the sharp bound?
Before answer those questions, we want to mention the problem of embedded eigenvalues for
the perturbed free Schro¨dinger operator −D2 + V . Let a = lim supx→∞ x|V (x)|. By a result
of Kato [18], there is no eigenvalue E with E > a2, which holds for Schro¨dinger operators in
any dimension. From the classical Wigner-von Neumann type functions
V (x) =
c
1 + x
sin(kx + φ),
we know that one can not do better than a
2
4 . For one dimensional case, Atkinson and Everitt
[3] obtained the optimal bound 4a
2
π2
, that is there is no eigenvalue in (4a
2
π2
,∞) and that there
are examples with eigenvalues approaching this bound. We refer the readers to Simon’s paper
for full history [41] and a short note [28] for a complete proof.
It is natural to ask what will happen at the transition line 4a
2
π2
. Transition line is always
hard to deal with since it can not be addressed in both sides.
The first purpose of this paper is to obtain the sharp spectral transition for existence of
eigenvalues for perturbed Stark type operators and also explore what happens in the transition
lines for both Schro¨dinger operators and Stark type operators. We should mention that some
sharp results for preservation of the absolutely continuous spectrum are obtained [5, 20, 21].
Theorem 1.1. Suppose the potential q satisfies
lim sup
x→∞
x1−
α
2 |q(x)| < 2− α
4
π.
Then −u′′ − xαu+ qu = Eu admits no L2(R+) solutions for any E ∈ R.
The following result shows that the bound 2−α4 π is optimal and can be achieved.
Theorem 1.2. For any E ∈ R, a ≥ 2−α4 π and θ ∈ [0, π], there exist potentials q(x) on R+
such that
lim sup
x→∞
x1−
α
2 |q(x)| = a,
and eigen-equation −u′′−xαu+ qu = Eu has an L2(R+) solution with the boundary condition
u′(0)
u(0) = tan θ.
During the proof of Theorem 1.2, we also proved the following theorem, which covered the
(missing) critical case for the Schro¨dinger operator.
Theorem 1.3. For each pair (λ, a) such that λ = 4a
2
π2
> 0 and any θ ∈ [0, π], there exist
potentials V such that lim supx→∞ x|V (x)| = |a| and the associated Schro¨dinger equation −u′′+
V u = λu has an L2(R+) solution with the boundary condition u
′(0)
u(0) = tan θ.
Remark 1.4. With some modifications in our constructions, we can make the potentials in
Theorems 1.2 and 1.3 smooth.
The proof of Theorems 1.1, 1.2 and 1.3 is inspired by the Schro¨dinger case (see [3, 7]). The
novelty here is that instead of using sign type functions V (x) = c1+x sgn (sin(kx+ φ)) during
the constructions, we use sign type functions piecewisely, namely Vn(x) =
cn
1+x sgn (sin(kx +
φ))χ[an,bn] and glue them together. This piecewise construction allows us to address the
transition line as we mentioned before.
3For the sharp transition of eigenvalues embedded into (−2, 2) for the discrete Schro¨dinger
operator, see [30].
Define P ⊂ R as
P = {E ∈ R : −u′′ − xαu+ qu = Eu has an L2(R+) solution}.
P is the collections of the eigenvalues of Hα0 + q with all the possible boundary conditions at
0.
The next question is that what is the criterion for finitely many embedded eigenvalues. We
obtain
Theorem 1.5. Suppose potential q satisfies
lim sup
x→∞
x1−
α
2 |q(x)| = a.
Then we have
#P ≤ 2a
2
(2 − α)2 .
Theorem 1.6. For any {Ej}Nj=1 ⊂ R and {θj}Nj=1 ⊂ [0, π], there exist functions q ∈ C∞[0,+∞)
such that
(3) lim sup
x→∞
x1−
α
2 |q(x)| ≤ (2 − α)e2
√
lnNN,
and for each Ej, j = 1, 2, · · · , N , the eigen-equation −u′′ − xαu + qu = Eju has an L2(R+)
solution with the boundary condition u
′(0)
u(0) = tan θj.
Since e2
√
lnN is asymptotically smaller than N ǫ with any ǫ > 0 as N goes to infinity, we
have
Corollary 1.7. For any {Ej}Nj=1 ⊂ R and {θj}Nj=1 ⊂ [0, π], there exist functions q ∈
C∞[0,+∞) such that
lim sup
x→∞
x1−
α
2 |q(x)| ≤ C(ǫ)N1+ǫ,
and for each Ej, j = 1, 2, · · · , N , the eigen-equation −u′′ − xαu + qu = Eju has an L2(R+)
solution with the boundary condition u
′(0)
u(0) = tan θj.
Remark 1.8. • In our forthcoming paper, we will prove that the bound in Theorem
1.5 is sharp [31].
• Theorems 1.5 and 1.6 implies O(1) is the criterion for finitely many L2(R+) for the
perturbed Stark type operator. For Schro¨dinger operator, the answer is no. Suppose
the positive sequence {Ej} satisfies
∑
j
√
Ej < ∞, Simon [40] constructed potential
V (x) = O(1)1+x such that −D2 + V has eigenvalues {Ej}.
• In [40], the sum of Wigner-von Neumann type function∑Nj=1 c sin(
√
Ejx+φj)
1+x is used to
create positive eigenvalues {Ej} for the perturbed free Schro¨dinger operator. However,
by Liouville transformation, the perturbed Stark type operator always has “eigen-
value” 1. So it is hard to use Wigner-von Neumann type functions directly to do the
constructions in our situations.
• Our proof in Theorems 1.5 and 1.6 is effective. Instead of O(1), the explicit bounds
(2− α)e2
√
lnNN and 2a
2
(2−α)2 are obtained.
• Our constructions are very general. We only give the parameters specific values in the
last step.
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The proof of Theorem 1.5 is motivated by [22]. However the technics are more difficult.
The key idea of [22] is to show the almost orthogonality of θ(x,E1)1+x and
θ(x,E2)
1+x in Hilbert space
L2([0, B], (1 + x)dx) for all large B, where θ(x,E1) (θ(x,E2)) is the Pru¨fer angle with respect
to energy E1 (E2). However, the perturbed Stark (type) operator has its own difficulty. By
Liouville transformation, we can transfer the eigen-equation Hu = Eu of the perturbed Stark
(type) operator to the eigen-equation (−D2+V )u = u of perturbed free Schro¨dinger operator.
This means that all the new eigen-equations of perturbed free Schro¨dinger operator shares
the common eigenvalue 1 but with different potentials. It is very challenged to deal with the
common eigenvalues for the perturbed free Schro¨dinger operator or common quasimomentum
for the perturbed periodic Schro¨dinger operator since the resonance phenomenon will show
up. This is the reason why the assumption of nonresonance is needed, for example [23, 33].
In this paper, we overcame the difficulty by two new ingredients. Firstly, we give a general
estimates for the oscillating functions, which is a generalization of Wigner-von Neumann type
functions. See the comments right after Lemma 3.1. We mention that the possiblely embedded
eigenvalues for such (or more general) potentials can be determined (e.g. [34, 35]). Secondly,
we take the second leading term of the evolution of the Pru¨fer angle (the first leading term
is 1) into consideration so that the resonant phenomenon can be well studied. Moreover, the
two Theorems for oscillatory integral and almost orthogonality are universal. See Section 3.
For the construction part, let us say more. For the perturbed Stark (type) operator, under
the rational independence assumption of set {Ej}, Naboko and Pushnitskii [38] proved Theo-
rems 1.6 and 1.9 without quantitative bounds. There are more results for the free perturbed
Schro¨dinger case H = −D2+V . Naboko [37] and Simon [40] constructed potentials for which
the associated Schro¨dinger operator has given eigenvalues with or without rational dependence
assumption. By Pru¨fer transformation or generalized Pru¨fer transformation, there are a lot
of authors considering the (dense) eigenvalues embedded into the essential spectrum or abso-
lute continuous spectrum for the perturbed free Schro¨dinger operator, the perturbed periodic
Schro¨diger operator or the discrete Schro¨diger operator [23, 27, 36, 39].
Recently, by the combination of Pru¨fer transformation (generalized Pru¨fer transformation)
and piecewise potentials, Jitomirskaya-Liu and Liu-Ong constructed asymptotically flat (hy-
perbolic) manifolds, perturbed periodic operators and perturbed Jacobi operators with finitely
or countable many embedded eigenvalues [17, 30, 33]. Here, we develop the piecewise potential
technics in [17, 30, 33] in several aspects. Firstly, we gave the universal constructions in an
effective way. We gave the single piece constructions and also obtained the effective bounds in
Section 6. In Section 7, the universal gluing constructions are given and the effective bounds
are obtained too. Secondly, as we mentioned before, we dealt with the resonant eigenvalues
situations. Unlike the free perturbed or periodic perturbed Schro¨dinger operator, the pertur-
bation is a very small since q(x) = o(1) as x → ∞, the Stark effect xα is much larger than
perturbation q in this paper. It is even hard to imagine that under suitable constructions, the
perturbation will dominate the evolution of the equation. It turns to be that all the leading
entries of all dominations corresponding to energies are the same. So we need to tackle the
second domination to distinguish the eigen-equations among different energies. This is the
same difficulty in establishing the almost orthogonality among Pru¨fer angles. After overcom-
ing those difficulties, we are able to prove Theorem 1.6. Moreover, we can construct potentials
with infinitely many eigenvalues. See Theorem 1.9 below. We believe that our method has
wide applications in studying the Schro¨dinger operators.
Theorem 1.9. Let h(x) > 0 be any function on (0,∞) with limx→∞ h(x) = ∞ and any
sequence {θj} ⊂ [0, π]. Then for any given {Ej}∞j=1 ⊂ R, there exist functions q ∈ C∞[0,+∞)
5such that
(4) |q(x)| ≤ h(x)
1 + x1−
α
2
for x > 0,
and for any Ej, the eigen-equation −u′′ − xαu + qu = Eju has an L2(R+) solution with
boundary condition u
′(0)
u(0) = tan θj.
Now we consider operators Hα0 = −D2 + vα on R+ with some fixed boundary condition
at x = 0 (or operators H˜α0 = −D2 + v˜α on R). In such setting, E is an eigenvalues for Hα0
(or H˜α0 ) if and only if H
α
0 u = Eu has an L
2(R+) solution (or L2(R)). Based on the previous
Theorems and some addition arguments, we have plenty of Corollaries.
Corollary 1.10. Suppose the potential q satisfies
lim sup
x→∞
x1−
α
2 |q(x)| < 2− α
4
π.
Then Hα = Hα0 + q( H˜
α = H˜α0 + q) admits no eigenvalues.
Corollary 1.11. For any E ∈ R, a ≥ 2−α4 π, there exist potentials q(x) such that
lim sup
x→∞
x1−
α
2 |q(x)| = a,
and Hαu = Hα0 + q( H˜
α = H˜α0 + q) has an eigenvalue E.
Corollary 1.12. Suppose potential q satisfies
lim sup
x→∞
x1−
α
2 |q(x)| = a.
Then the total number of eigenvalues of Hα = Hα0 + q( H˜
α = H˜α0 + q) is less than
2a2
(2−α)2 .
Corollary 1.13. For any {Ej}Nj=1 ⊂ R, there exist functions q ∈ C∞[0,+∞) (q ∈ C∞(R))
such that
lim sup
x→∞
x1−
α
2 |q(x)| ≤ (2− α)e2
√
lnNN,
and Hα = Hα0 + q (H˜
α = H˜α0 + q) has eigenvalues {Ej}Nj=1.
Corollary 1.14. Let h(x) > 0 be any function on (0,∞) with limx→∞ h(x) = ∞. Then for
any given {Ej}∞j=1 ⊂ R, there exist functions q ∈ C∞[0,+∞) (q ∈ C∞(R)) such that
|q(x)| ≤ h(x)
1 + x1−
α
2
for x > 0,
and Hα = Hα0 + q (H˜
α = H˜α0 + q) has eigenvalues {Ej}∞j=1.
Our paper is organized in the following way. In the first 8 Sections, we only give the proof
of the case α = 1 in all the theorems. In Section 2, we will give some preparations. In Section
3, we will set up universal oscillatory integral and also prove the almost orthogonality between
different Pru¨fer angles. In Section 4, we will prove Theorems 1.1 and 1.2. In Section 5, we
will prove Theorem 1.5. In Section 6, we will give the construction of potentials for single
piece and also the effective bounds. In Section 7, we will give the general method to glue the
piecewise functions together and also the effective bounds. In Section 8, as two applications,
we will prove Theorems 1.6 and 1.9, and as well as all the Corollaries. In Section 9, we will
point out the modifications so that our arguments work for general α with α ∈ (0, 2).
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2. Preparations
Let v be a positive function on R+ and consider the Schro¨dinger equation on R+,
(5) − u′′(x)− v(x)u(x) + q(x)u(x) = Eu(x).
The Liouville transformation (see [5, 38]) is given by
(6) ξ(x) =
∫ x
0
√
v(t)dt, φ(ξ) = v(x(ξ))
1
4 u(x(ξ)).
We define a weight function p(ξ) by
(7) p(ξ) =
1
v(x(ξ))
.
We also define a potential by
(8) Q(ξ, E) = − 5
16
|v′(x(ξ))|2
v(x(ξ))3
+
1
4
v′′(x(ξ))
v(x(ξ))2
+
q(x(ξ)) − E
v(x(ξ))
.
In the following, we will use the Liouville transformation to perform our proof. We suppose
to take v(x) = xα for some 0 < α < 2 in the following arguments. As we aforementioned, we
prove the case for α = 1 in the beginning, that is v(x) = x for x ≥ 0. Let c = (32 )
2
3 . Under
such assumption, one has
(9) ξ =
2
3
x
3
2 , φ(ξ, E) = (
3
2
)
1
6 ξ
1
6 u(x(ξ)),
(10) p(ξ) =
1
cξ
2
3
,
and
(11) Q(ξ, E) = − 5
36ξ2
+
q(cξ
2
3 )− E
cξ
2
3
.
Notice that the potential Q(ξ, E) depends on q and E.
Suppose u ∈ L2(R+) is a solution of (5) with v(x) = x. It follows that φ satisfies
(12) − d
2φ
dξ2
+Q(ξ, E)φ = φ,
and φ ∈ L2(R+, p(ξ)dξ). This leads to φ′ ∈ L2(R+, p(ξ)dξ) [38, Lemma 1].
Let us introduce the Pru¨fer tranformation. Let
(13) φ(ξ, E) = R(ξ, E) sin θ(ξ, E),
and
(14)
dφ(ξ, E)
dξ
= R(ξ, E) cos θ(ξ, E).
Thus we have
(15)
d logR(ξ, E)
dξ
=
1
2
Q(ξ, E) sin 2θ(ξ, E)
and
(16)
dθ(ξ, E)
dξ
= 1−Q(ξ, E) sin2 θ(ξ, E).
We need one more lemma. See the Appendix for the proof.
7Lemma 2.1. Suppose limx→−∞ q˜(x) =∞. Let us consider equation
(17) − y′′ + q˜(x)y = 0.
Then for any M > 0, there is a solution of (17) and x0 < 0 such that
(18) |y(x)| ≤ e−M|x|
for x < x0.
3. Oscillatory integral and Almost orthogonality
Lemma 3.1. Let β1 > 0, β2 > 0 and γ 6= 0 be constants. Suppose β1 + β2 > 1 and β2 > 12 .
Suppose θ(x) is a solution of the following equation on x > 1,
(19)
dθ(x)
dx
= γ +
O(1)
xβ1
Let β = min{β2, β1 + β2 − 1, 2β2 − 1}. Then for any 1 < a < b, we have
(20)
∫ b
a
sin θ(x)
xβ2
dx = O(
1
aβ
),
∫ b
a
cos θ(x)
xβ2
dx = O(
1
aβ
)
and
(21)
∫ b
a
| sin 2θ(x)|
x
dx =
2
π
ln
b
a
+
O(1)
aβ1
.
Proof. We only give the proof of (20). The proof of (21) is similar. We can assume a is large
enough and γ > 0.
Let i0 be the largest integer such that 2πi0 < θ(a). By (19), there exist x0 < x1 < x2 <
· · · < xt < xt+1 such that x lies in [xt−1, xt) and
(22) θ(xi) = 2πi0 + iπ
for i = 1, 2, · · · , t, t+ 1.
By (19), one has
xi+1 − xi = π
γ
+
O(1)
xβ1i
,
and
(23) xi ≥ x0 + iπ
2γ
.
Similarly, for x ∈ [xi, xi+1), we have
θ(x) = 2πi0 + iπ + γ(x− xi) + O(1)
xβ1i
.
Thus, one has ∫ xi+1
xi
| sin θ(x)|dx
=
∫ π
γ
0
sin(γx)dx +
O(1)
1 + xβ1i
=
2
γ
+
O(1)
xβ1i
.(24)
Notice that sin θ(x) changes the sign at xi. The integral also has some cancellation between
(xi−1, xi) and (xi, xi+1). Let t′ ∈ {t, t+ 1} such that t′ is odd.
By (24), we obtain
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∫ b
a
sin θ(x)
xβ2
dx =
O(1)
aβ2
+
∫ xt′
x1
sin θ(x)
xβ2
dx
=
O(1)
aβ2
+O(1)
t+1∑
i=1
(
1
xβ2i
− 1
xβ2i+1
) +
t+1∑
i=1
O(1)
xβ1i
1
xβ2i
=
O(1)
aβ2
+O(1)
t+1∑
i=1
(
1
x2β2i
+
1
xβ1+β2i
)(25)
=
O(1)
aβ2
+
O(1)
a2β2−1
+
O(1)
aβ1+β2−1
,(26)
where the last equality holds by (23). By the same argument, we have
∫ b
a
cos θ(x)
xβ2
dx = O( 1
aβ
).
This completes our proof. 
If we let β1 =∞ in Lemma 3.1, (20) reduces to the case of the Wigner-von Neumann type
functions, which has been proved by plenty of authors. See [2, 10] for example. The case that
β2 = 1 and a = 1 in (20) has been established in [33].
Let
(27)
q(cξ
2
3 )
cξ
2
3
= V (ξ), for ξ > 0.
Lemma 3.2. Suppose V (ξ) in (27) satisfies V (ξ) = O(1)1+ξ . Suppose E1 6= E2. Then the
following estimate holds for ξ > ξ0 > 1∫ ξ
ξ0
sin 2θ(x,E1) sin 2θ(x,E2)
1 + x
dx =
O(1)
ξ
1
3
0
.
Proof. It suffices to prove∫ ∞
ξ0
sin 2θ(ξ, E1)) sin 2θ(ξ, E2)
1 + ξ
dξ =
O(1)
ξ
1
3
0
.
Observe that by basic trigonometry,
2 sin 2θ(ξ, E1) sin 2θ(ξ, E2) = cos(2θ(ξ, E1)− 2θ(ξ, E2))− cos(2θ(ξ, E1) + 2θ(ξ, E2)).
It suffices to prove that∫ ∞
ξ0
cos(2θ(ξ, E1)− 2θ(ξ, E2))
1 + ξ
dξ =
O(1)
ξ
1
3
0
,
∫ ∞
ξ0
cos(2θ(ξ, E1) + 2θ(ξ, E2))
1 + ξ
dξ =
O(1)
ξ
1
3
0
.
By (16), one has
(28)
d(θ(ξ, E1) + θ(ξ, E2))
dξ
= 2−Q(ξ, E1) sin2 θ(ξ, E1)−Q(ξ, E2) sin2 θ(ξ, E2).
By (11), (20) and (28), we have∫ ∞
ξ0
cos(2θ(ξ, E1) + 2θ(ξ, E2))
1 + ξ
dξ =
O(1)
ξ
1
3
0
.
Thus we only need to prove
(29)
∫ ∞
ξ0
cos(2θ(ξ, E1)− 2θ(ξ, E2))
1 + ξ
dξ =
O(1)
ξ
1
3
0
.
9By (16) again, one has
d(θ(ξ, E1)− θ(ξ, E2))
dξ
= (− 5
36ξ2
− V (ξ)) sin2 θ(ξ, E2)− (− 5
36ξ2
− V (ξ)) sin2 θ(ξ, E1)
+
E1
cξ
2
3
sin2 θ(ξ, E1)− E2
cξ
2
3
sin2 θ(ξ, E2)
= (− 5
36ξ2
− V (ξ)) sin2 θ(ξ, E2)− (− 5
36ξ2
− V (ξ)) sin2 θ(ξ, E1)
−1
2
E1
cξ
2
3
cos 2θ(ξ, E1) +
1
2
E2
cξ
2
3
cos 2θ(ξ, E2) +
E1 − E2
2cξ
2
3
.(30)
Define
β(ξ) =
E1
2cξ
2
3
cos 2θ(ξ, E1)− E2
2cξ
2
3
cos 2θ(ξ, E2).
Let f(1) = θ(1, E1)− θ(1, E2) and
df(ξ)
dξ
= (− 5
36ξ2
− V (ξ)) sin2 θ(ξ, E2)− (− 5
36ξ2
− V (ξ)) sin2 θ(ξ, E1) + E1 − E2
2cξ
2
3
.
Thus
f(ξ)− (θ(ξ, E1)− θ(ξ, E2)) =
∫ ξ
1
β(x)dx.
By (20), we have for some β0,∫ ∞
1
β(x)dx = β0,
∫ ∞
ξ
β(x)dx =
O(1)
1 + ξ
1
3
and then ∫ ξ
1
β(x)dx = β0 +
O(1)
1 + ξ
1
3
.
Thus
θ(ξ, E1)− θ(ξ, E2) = f(ξ) + O(1)
1 + ξ
1
3
− β0.
In order to prove (29), it suffices to prove that
(31)
∫ ∞
ξ0
cos 2f(ξ)
1 + ξ
dξ =
O(1)
ξ
1
3
0
,
∫ ∞
ξ0
sin 2f(ξ)
1 + ξ
dξ =
O(1)
ξ
1
3
0
.
By changing the variable y = ξ
1
3 , one has
(32)
df(y)
dy
=
df
dξ
dξ
dy
=
3
2c
(E1 − E2) + O(1)
1 + y
.
By (20) and (32), we have∫ ∞
ξ
1
3
0
cos 2f(y)
1 + y
dy =
O(1)
ξ
1
3
0
,
∫ ∞
ξ
1
3
0
sin 2f(y)
1 + y
dy =
O(1)
ξ
1
3
0
.
This implies (31). We finish the proof. 
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4. Single embedded eigenvalue
Proof of Theorem 1.1. As mentioned before, we only consider α = 1. By the assumption
of Theorem 1.1, one has
lim sup
ξ→∞
1
2
ξ|q(cξ
2
3 )
cξ
2
3
| = d < π
12
.
Let ǫ be a small positive number. Then there exists some ξ0 > 0 such that for all ξ > ξ0,
1
2
ξ|q(cξ
2
3 )
cξ
2
3
| < d+ ǫ < π
12
.
By (15) and Lemma 3.1 (a = ξ0 and b = ξ), one has for large ξ0 and ξ > ξ0,
logR(ξ, E)− logR(ξ0, E) ≥ O(1)− (d+ ǫ)
∫ ξ
ξ0
| sin 2θ(t, E)|
t
dt
≥ O(1)− 2
π
(d+ ǫ) ln ξ.
Thus
(33) R(ξ, E) ≥ 1
Cξ
2
π
(d+ǫ)
for large ξ. Let us estimate the L2(R+) norm of R(ξ, E). Direct computation implies that (ǫ
is small enough)
R2(ξ, E)p(ξ) ≥ 1
Cξ
2
3 ξ2
2
π
(d+ǫ)
≥ 1
Cξ
.
Thus R(ξ, E) /∈ L2(R+, p(ξ)dξ). This contradicts φ ∈ L2(R+, p(ξ)dξ) and then contradicts
u ∈ L2(R+). 
Proof of Theorem 1.2 for non-critical points. Fix anyE ∈ R. In the case ofH = −D2+
v + q, let u be the solution of Hu = Eu with the boundary condition of H at x = 0. In the
case of H˜ = −D2 + v˜ + q, let q = 0 for x < 0 and let u be the solution of H˜u = Eu such that
u satisfies (18). So u ∈ L2(−∞, 0].
We employ the same notations in the proof of Theorem 1.1. We define q(x) for x > 0 by
(34)
1
2
q(cξ
2
3 )
cξ
2
3
= −d
ξ
sgn(sin 2θ(ξ, E)),
where sgn(·) is the sign function and d > π12 is a constant, which will be determined later.
Substitute (34) into (16), and solve the nonlinear system for θ with the some proper bound-
ary condition θ(1, E) = θ0. It is not difficult to see that (16) has a unique piecewise smooth
global solution by a standard ODE existence and uniqueness theorem.
Thus q is well defined and
(35)
d logR(ξ, E)
dξ
= (− 5
72ξ2
− E
2cξ
2
3
) sin 2θ(ξ, E)− d | sin 2θ(ξ, E)|
ξ
.
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By (35) and Lemma 3.1 (a = ξ0 and b = ξ), one has for large ξ0 and ξ > ξ0,
logR(ξ, E)− logR(ξ0, E) ≤ O(1) − d
∫ ξ
ξ0
| sin 2θ(t, E)|
t
dt
≤ O(1) − 2
π
d ln ξ.
Thus
(36) R(ξ, E) ≤ C
ξ
2
π
d
for large ξ. Thus for some small ǫ > 0,
R2(ξ, E)p(ξ) ≤ C
ξ
2
3 ξ
4
π
d
≤ C
ξ1+ǫ
,
since d > π12 . This implies R(ξ, E) ∈ L2(R+, p(ξ)dξ) and then u ∈ L2(R+). In the case of H˜ ,
we also have u ∈ L2(R).
For any a > π4 in the Theorem 1.2, let d =
a
3 . By the definition of (34), we have
lim sup
x→∞
√
x|q(x)| = a.
We finish the proof. 
Proof of Theorem 1.2 for the critical point . In this case a = π4 . Let d0 =
π
12 . We
employ the same notations in the proof of non-critical case. Let ǫn =
1
n
and an = 2
4
π
n3 .
We define q(x) for x > 0 piecewisely. For ξ ∈ [an, an+1), we define
(37)
1
2
q(cξ
2
3 )
cξ
2
3
= −d0 + ǫn
ξ
sgn(sin 2θ(ξ, E)).
Suppose q(cξ) is defined for ξ ∈ (0, an]. Let θn = θ(an, E). Substitute (37) into (16), and
solve the nonlinear system for θ with the boundary condition θ(an, E) = θn.
Thus we have for an ≤ ξ ≤ an+1,
(38)
d logR(ξ, E)
dξ
= (− 5
72ξ2
− E
2cξ
2
3
) sin 2θ(ξ, E)− (d0 + ǫn) | sin 2θ(ξ, E)|
ξ
.
By (38) and Lemma 3.1 (a = an and b = an+1), one has
logR(an+1, E)− logR(an, E) ≤ O(1)
a
1
3
n
− 2
π
(d0 + ǫn) ln an+1,
and for an ≤ ξ ≤ an+1,
logR(ξ, E)− logR(an, E) ≤ O(1)
a
1
3
n
− 2
π
(d0 + ǫn) ln ξ.
Thus, one has
R(an, E) = O(1).
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Moreover, for an ≤ ξ ≤ an+1, one has
R2(ξ, E)p(ξ) ≤ O(1)R2(an, E) 1
ξ
2
3 ξ
4
π
(d0+ǫn)
≤ O(1)
ξ1+
4
π
ǫn
.
Direct computation shows that∫ an+1
an
R2(ξ, E)p(ξ)dξ ≤ O(1)
ǫna
π
4 ǫn
n
= O(1)
n
2n2
.
This implies R(ξ, E) ∈ L2(R+, p(ξ)dξ) and then u ∈ L2(R+) (u ∈ L2(R)). 
5. Proof of Theorem 1.5
Lemma 5.1. [22, Lemma 4.4] Let {ei}Ni=1 be a set of unit vector in a Hilbert space H so that
α = N sup
j 6=k
|〈ek, ej〉| < 1.
Then
(39)
N∑
i=1
|〈g, ei〉|2 ≤ (1 + α)||g||2.
Proof of Theorem 1.5. Let
V (ξ) =
q(cξ
2
3 )
cξ
2
3
.
By the assumption of Theorem 1.5, for any M > 23a, we have
|V (ξ)| ≤ M
1 + ξ
for large ξ. By shifting the operator, we can assume
(40) |V (ξ)| ≤ M
1 + ξ
for all ξ > 0. Suppose we have N eigenvalues and denote them by E1, E2, · · ·EN . It implies
that for i = 1, 2, · · · , N ,
R(ξ, Ei) ∈ L2(R+, p(ξ)dξ),
and then
N∑
i=1
R(ξ, Ei) ∈ L2(R+, p(ξ)dξ).
Thus there exists Bj →∞ such that
R2(Bj , Ei)p(Bj) ≤ 1
100
B−1j ,
and then by (10), one has
(41) R(Bj , Ei) ≤ B−
1
6
j ,
for all i = 1, 2, · · · , N .
By (41) and (15), we have
(42)
∫ Bj
1
1
2
Q(ξ, Ei) sin 2θ(ξ, Ei)dξ =
∫ Bj
1
d
dξ
logR(ξ, Ei)dξ ≤ −1
6
logBj +O(1).
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By Lemma 3.1, one has
(43)
∫ Bj
1
(− 5
36ξ2
− E
cξ
2
3
) sin 2θ(ξ, Ei)dξ = O(1).
By (42) and (43), we have
(44)
∫ Bj
1
V (ξ) sin 2θ(ξ, Ei)dξ ≤ −1
3
logBj +O(1).
Now consider the Hilbert spaces
Hj = L2([1, Bj ], (1 + ξ)dξ).
In Hj , by (40) we have
(45) ||V ||2Hj ≤M2 log(1 +Bj).
Let
eji (ξ) =
1√
Aji
sin 2θ(ξ, Ei)
1 + ξ
χ[1,Bj ](ξ),
where Aji is chosen such that e
j
i is a unit vector in Hj . We have the following estimate,
Aji =
∫ Bj
1
sin2 2θ(ξ, Ei)
1 + ξ
dξ
=
∫ Bj
1
1
2(1 + ξ)
dξ −
∫ Bj
1
cos 4θ(ξ, Ei)
2(1 + ξ)
dξ
=
1
2
logBj +O(1),(46)
since
∫ Bj
1
cos 4θ(ξ,Ei)
2(1+ξ) dξ = O(1) by Lemma 3.1.
By Lemma 3.2, we have for i 6= k,∫ Bj
1
sin 2θ(ξ, Ei) sin 2θ(ξ, Ek)
1 + ξ
dξ = O(1).
It yields that
(47) 〈eji , ejk〉 =
O(1)
logBj
.
By (46) and (44)
(48) 〈V, eji 〉Hj ≤ −
√
2
3
√
logBj +O(1).
By (39) and (47), one has
(49)
N∑
i=1
|〈V, eji 〉Hj |2 ≤ (1 +
O(1)
logBj
)||V ||Hj .
By (48) and (45), we have
N
2
9
logBj ≤M2 logBj +O(1).
Let j →∞, we get
N ≤ 9
2
M2,
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for any M > 23a. This implies
N ≤ 2a2.

6. Effective single piece constructions
For the case of H˜ , we let q(x) = 0 for x < 0. In both cases, let
(50)
q(cξ
2
3 )
cξ
2
3
= V (ξ), for ξ > 0.
Our goal is to construct V (ξ) ≈ 11+ξ and then get q(x) ≈ 11+√x by solving (50).
Denote by
(51) Q(ξ, E) = − 5
36ξ2
− E
cξ
2
3
+ V (ξ).
Suppose we construct function q on [0, x]. We can define u on [0, x]. Let u be the solution of
Hu = Eu on [0, x] with some boundary condition at 0.
Under the Liouville transformation, φ satisfies
(52) − φ′′ +Q(ξ, E)φ = φ.
Recall that we have
(53)
d logR(ξ, E)
dξ
=
1
2
Q(ξ, E) sin 2θ(ξ, E)
and
(54)
dθ(ξ, E)
dξ
= 1−Q(ξ, E) sin2 θ(ξ, E).
Theorem 6.1. Fix M > 0. Let E ∈ R and A = {Ej}Nj=1. Suppose E /∈ A and {Ej}Nj=1 are
distinct. Suppose θ0 ∈ [0, π]. Let ξ1 > ξ0 > b. Then there exist constant C(E,A) (independent
of b, ξ0 and ξ1) and potential V (M, ξ,E,A, ξ0, ξ1, b, θ0) such that the following holds:
Potential: for ξ0 ≤ ξ ≤ ξ1, supp(V ) ⊂ (ξ0, ξ1), V ∈ C∞(ξ0, ξ1), and
(55) |V (M, ξ,E,A, ξ0, ξ1, b, θ0)| ≤ 4M
ξ − b
Solution for E: Let Q(ξ, E) be given by (51). Then the solution of (−D2+Q(ξ, E))φ =
φ with boundary condition φ
′(ξ0)
φ(ξ0)
= tan θ0 satisfies
(56) R(ξ1, E) ≤ (1 + CM
(ξ0 − b) 13
)(
ξ1 − b
ξ0 − b )
−MR(ξ0, E)
and for ξ0 < ξ < ξ1,
(57) R(ξ, E) ≤ (1 + CM
(ξ0 − b) 13
)R(ξ0, E).
Solution for Ej: Let Q(ξ, Ej) be given by (51). Then the solution of (−D2+Q(ξ, Ej))φ =
φ with any boundary condition at ξ0 satisfies for ξ0 < ξ ≤ ξ1,
(58) R(ξ, Ej) ≤ (1 + CM
(ξ0 − b) 13
)R(ξ0, Ej).
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Proof. By changing ξ to ξ − b, we assume b = 0. We consider the non-linear differential
equation for ξ > 0,
(59)
dθ(ξ, E, ξ0, θ0)
dξ
= 1− (− 5
36ξ2
− E
cξ
2
3
− 4M
1 + ξ
sin 2θ) sin2 θ,
where C is a large constant that will be chosen later. Solving (59) on [ξ0,∞) with initial
condition θ
′(ξ0)
θ(ξ0)
= tan θ0, we get a unique solution. Let
V (ξ) = − 4M
1 + ξ
sin 2θ(ξ, E, ξ0, θ0).
Let Q(ξ, E) be given by (51).
We will prove that V satisfies Theorem 6.1 under some modifications.
The solution φ(ξ, E) of (52) satisfies
logR(ξ, E)− logR(ξ0, E) = −
∫ ξ
ξ0
2M
1 + x
sin2 2θ(x,E)dx +
∫ ξ
ξ0
(− 5
72x2
− E
2cx
2
3
) sin 2θ(x,E)dx
= −
∫ ξ
ξ0
M
1 + x
dx+
∫ ξ
ξ0
M
1 + x
cos 4θ(x,E)dx
+
∫ ξ
ξ0
(− 5
72x2
− E
2cx
2
3
) sin 2θ(x,E)dx.(60)
By (20) and (54), one has∫ ξ
ξ0
1
1 + x
cos 4θ(x,E)dx =
O(1)
ξ0
,
∫ ξ
ξ0
(− 5
36x2
− E
cx
2
3
) sin 2θ(x,E)dx =
O(1)
ξ
1
3
0
.
By (60), we prove (56) and (57).
Let us move to the proof of (58). The solution φ(ξ, Ej) satisfies
logR(ξ, Ej)− logR(ξ0, Ej) = 1
2
∫ ξ
ξ0
(− 5
36x2
− Ej
cx
2
3
− 4M
1 + x
sin 2θ(x,E)) sin 2θ(x,Ej)dx
= −
∫ ξ
ξ0
2M
1 + x
sin 2θ(x,E) sin 2θ(x,Ej)dx
+
1
2
∫ ξ
ξ0
(− 5
36x2
− Ej
cx
2
3
) sin 2θ(x,Ej)dx(61)
and
(62)
dθ(ξ, Ej)
dξ
= 1−Q(ξ, Ej) sin2 θ(ξ, Ej).
By (20) and (62), one has∫ ξ
ξ0
(− 5
36x2
− Ej
cx
2
3
) sin 2θ(x,Ej)dx =
O(1)
ξ
1
3
0
.
Thus in order to prove proof of (58), we only need to prove
(63)
∫ ξ
ξ0
sin 2θ(x,E) sin 2θ(x,Ej)
1 + x
dx =
O(1)
ξ
1
3
0
.
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By Lemma 3.2, (63) is true sinceE /∈ A. Thus V satisfies the construction except the regularity.
This can be done if we modify V a little at two end points ξ0 and ξ1, and keep all the
bounds. 
Remark 6.2. We can also obtain the explicit formula for C which depends on |E|, |Ej | and
|E − Ej |, j = 1, 2, 3, · · · , N (see [29, 32]). However, those constant C only change the L2
norms by a factor, which does not influence the bounds of the potentials.
7. Universal gluing constructions
Let {Ej}Nj=1 be any N different points in R. We will use the piecewise functions to complete
our constructions. Let B = {Ej}Nj=1 and
S = 100 max
Ej∈B
{C(Ej , B\Ej)},
where C is given by Theorem 6.1.
Let Tw be a sequence and Jw = 1+N
∑w
j=1 Tj, where w ∈ Z+. Let M > 0 and J0 = 1. Let
function q(x) = 0 for x ∈ [0, c] (that is V (ξ) = 0 for ξ ∈ [0, 1]). We can define u on [0, c] as
following. Let u be the solution of Hu = Eu on [0, c] with the boundary condition at 0. Thus
we can define φ(ξ, E) for ξ ∈ (0, 1].
Now we will define function V (suppV ⊂ (1,∞) ) and φ(ξ, Ej), j = 1, 2, . . .N on (1, Jw) by
induction, such that
1. φ(ξ, Ej) solves for ξ ∈ (0, Jw)(
− d
2
dξ2
+ V (ξ)
)
φ(ξ, Ej) = Ejφ(ξ, Ej),(64)
and satisfies boundary condition
(65)
φ′(12 , Ej)
φ(12 , Ej)
= tan θj ,
2. φ(ξ, Ej) for j = 1, 2, · · · , N and w ≥ 1, satisfies
(66) R(Jw, Ej) ≤ (1 + SM
3
√
Jw−1
)N (
Jw−1 + Tw
Jw−1
)−MR(Jw−1, Ej),
and also for ξ ∈ [Jw−1, Jw]
(67) R(ξ, Ej) ≤ (1 + SM
3
√
Jw−1
)NR(Jw−1, Ej).
3. V (ξ) ∈ C∞(0, Jw] and for ξ ∈ [Jw−1, Jw], one has
(68) |V (ξ)| ≤ (1 + (N − 1)Tw
Jw−1
)
4M
ξ
.
We proceed by an induction argument. Suppose we completed the construction V (ξ) for
step w. Accordingly, we can define φ(ξ, Ej) on (1, Jw] for all j = 1, 2, · · · , N by (64) and (65).
Applying Theorem 6.1 to ξ0 = Jw, ξ1 = Jw + Tw+1, b = 0, E = E1, tan θ0 =
φ′(Jw,E1)
φ(Jw,E1)
and
A = B\{E1}, we can define V (ξ, E1, B\{E1}, Jw, Jw + Tw+1, 0, θ0) on ξ ∈ (Jw, Jw + Tw+1]
and also φ(ξ, E1) on (Jw, Jw + Tw+1]. Since the boundary condition matches at the point Jw
(guaranteed by tan θ0 =
φ′(Jw,E1)
φ(Jw,E1)
), φ(ξ, E1) is well defined on (1, Jw+Tw+1] and satisfies (64)
and (65). We define φ(ξ, Ej) on (0, Jw + Tw+1) by (64) and (65) for all j = 2, 3, · · · , N . Thus
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φ(ξ, Ej) is well defined on (1, Jw + Tw+1], and satisfies (64) and (65) for all j = 1, 2, · · · , N .
Moreover, letting ξ1 = Jw + Tw+1 in Theorem 6.1, one has (by (56))
(69) R(Jw + Tw+1, E1) ≤ (1 + SM3√Jw
)(
Jw + Tw+1
Jw
)−MR(Jw, E1),
and for all ξ ∈ [Jw, Jw + Tw+1], we have (by (57))
(70) R(ξ, E1) ≤ (1 + SM3√Jw
)R(Jw, E1).
Suppose we give the definition of V and φ(ξ, Ej) for all j on (0, Jw + tTw+1] for t ≤ N − 1.
Let us give the definition on (0, Jw + (t+ 1)Tw+1].
Applying Theorem 6.1 to ξ0 = Jw+tTw+1, ξ1 = Jw+(t+1)Tw+1, b = tTw+1, E = Et+1, A =
B\Et+1 and tan θ0 = φ
′(Jw+tTw+1,Et+1)
φ(Jw+tTw+1,Et+1)
, we can define V (ξ, Et+1, Bw+1\Et+1, Jw+tTw+1, Jw+
(t+1)Tw+1, tTw+1, θ0) on ξ ∈ (Jw+ tTw+1, Jw+(t+1)Tw+1). Similarly, we can define φ(ξ, Ej)
on (0, Jw + (t + 1)Tw+1] for all j = 1, 2, · · · , N . Moreover, letting ξ1 = Jw + (t + 1)Tw+1 in
Theorem 6.1, one has
(71) R(Jw + (t+ 1)Tw+1, Et+1) ≤ (1 + SM3√Jw
)(
Jw + Tw+1
Jw
)−MR(Jw + tTw+1, Et+1),
and also for ξ ∈ [Jw + tTw+1, Jw + (t+ 1)Tw+1], one has
(72) R(ξ, Et+1) ≤ (1 + SM3√Jw
)R(Jw + tTw+1, Et+1).
By induction, we can define V (ξ) and φ(ξ, Ej) for all j = 1, 2, · · · , N on (0, Jw + NTw+1] =
(0, Jw+1].
Now we should show that the definition satisfies the w + 1 step conditions (64)-(68).
Let us pick up R(ξ, Ej) for some Ej ∈ B. R(ξ, Ej) decreases from point Jw+(j−1)Tw+1 to
Jw+jTw+1, and may increase from any point Jw+(m−1)Tw+1 to Jw+mTw+1, m = 1, 2, · · · , N
and m 6= j. That is
R(Jw + jTw+1, Ej) ≤ (1 + SM3√Jw
)(
Jw + Tw+1
Jw
)−MR(Jw + (j − 1)Tw+1, Ej),
and for m 6= j,
R(Jw +mTw+1, Ej) ≤ (1 + SM3√Jw
)R(Jw + (m− 1)Tw+1, Ej),
by Theorem 6.1.
Thus for j = 1, 2, · · · , N ,
R(Jw+1, Ej) ≤ (1 + SM3√Jw
)N (
Jw + Tw+1
Jw
)−MR(Jw, Ej).
This leads to (66). By the same arguments, we have for j = 1, 2, · · · , N and ξ ∈ [Jw, Jw+1],
R(ξ, Ej) ≤ (1 + SM3√Jw
)NR(Jw, Ej).
This implies (67) for w + 1.
By the construction of V (ξ), we have for ξ ∈ [Jw+tTw+1, Jw+(t+1)Tw+1] and 0 ≤ t ≤ N−1,
(73) |V (ξ)| ≤ 4M
ξ − tTw+1 .
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In order to prove (68), it suffices to show for all ξ ∈ [Jw + tTw+1, Jw + (t+ 1)Tw+1],
1
ξ − tTw+1 ≤ (1 +
(N − 1)Tw+1
Jw
)
1
ξ
.
It suffices (we only need check ξ = Jw + tTw+1) to prove
1
Jw
≤ (1 + (N − 1)Tw+1
Jw
)
1
Jw + tTw+1
.
Since t ≤ N − 1, we only need to show
1
Jw
≤ (1 + (N − 1)Tw+1
Jw
)
1
Jw + (N − 1)Tw+1 ,
which is true by calculations.
8. Proof of Theorems of 1.6 and 1.9, and all the Corollaries
Proof of Theorems of 1.6. The case N = 1 has been addressed in Theorem 1.2. Suppose
N ≥ 2.
Let ǫ = 1√
lnN
and M = 16 +
1
6ǫ . For w ∈ Z+, let Tw = N (1+ǫ)w so that
Jw = 1 +N
w∑
i=1
N i = 1 +N
N (1+ǫ)w+1 − 1
N (1+ǫ) − 1 .
It is easy to check that
lim
w→∞
Jw + Tw+1
Jw
= N ǫ − 1
N
+ 1.
For large w, say w ≥ w0, one has
Jw + Tw+1
Jw
≥ N ǫ + 1
4
.
Thus by (66), we have for w ≥ w0,
R(Jw, Ej) ≤ (1 + SM3√Jw
)N (N ǫ +
1
4
)−MR(Jw−1, Ej),
and then
R(Jw, Ej) ≤ (1 + SM3√Jw
)N(w−w0)(N ǫ +
1
4
)−M(w−w0)R(Jw0 , Ej).
By (67), we have for ξ ∈ [Jw, Jw+1],
(74) R(ξ, Ej) ≤ (1 + SM3√Jw
)N(w+1−w0)(N ǫ +
1
4
)−M(w−w0)R(Jw0 , Ej).
Let δw =
1√
w
. Let pδw = 3− δw. Let qδw be such that 1pδw +
1
qδw
= 1. Then qδw =
3
2 +
δw
4−2δw .
By basic inequality, one has
(75)
∫ Jw+2
Jw+1
R2(ξ, Ej)p(ξ)dξ ≤ (
∫ Jw+2
Jw+1
R2pδw (ξ, Ej)dξ)
1
pδw (
∫ Jw+2
Jw+1
p(ξ)qδw dξ)
1
qδw .
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Direct computations show that
∫ Jw+2
Jw+1
p(ξ)qδw dξ ≤ O(1) 1
δw
1
J
1
10 δw
w+1
= O(1)
√
w
N
1+ǫ
10
√
w
= O(1).(76)
It is easy to see
(77) (1 +
SM
3
√
Jw+1
)N2pδww = O(1).
By (74) and (77), one has
∫ Jw+2
Jw+1
R2pδw (ξ, Ej)dξ
≤ (1 + SM
3
√
Jw+1
)N2pδw (w+2−w0)(N ǫ +
1
4
)−2pδwM(w+1−w0)R(Jw0 , Ej)
2pδw
∫ Jw+2
Jw+1
dξ
≤ O(1)(N ǫ + 1
4
)−2pδwM(w−w0)R(Jw0 , Ej)
2pδwNTw+1
≤ O(1)(N ǫ + 1
4
)−2pδwMwN (1+ǫ)w
= O(1)(1 +
1
4N ǫ
)−2pδwMwN−2ǫpδwMwN (1+ǫ)w
= O(1)(1 +
1
4N ǫ
)−2pδwMwN2ǫǫwMwN−6ǫMwN (1+ǫ)w
= O(1)(1 +
1
4N ǫ
)−2pδwMwN2ǫǫwMw,(78)
where the last equality holds by the fact 6ǫM = 1 + ǫ.
Direct computation shows
∞∑
w=w0
[
(1 +
1
4N ǫ
)−2pδwMwN2ǫǫwMw
] 1
pδw
=
∞∑
w=w0
[
(1 +
1
4N ǫ
)−2pδwMwN2ǫM
√
w
] 1
pδw
≤
∞∑
w=w0
[
(1 +
1
4N ǫ
)−4MwN2ǫM
√
w
] 1
4
≤
∞∑
w=w0
(1 +
1
4N ǫ
)−MwN
ǫ
2M
√
w
< ∞.(79)
By (75), (76), (78) and (79), we have R(ξ, Ej) ∈ L2(ξ, p(ξ)dξ) for all j = 1, 2, · · · , N . This
implies Ej is an eigenvalue, j = 1, 2, · · · , N .
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By the fact limw→∞
Tw+1
Jw
= N ǫ − 1
N
, and (68), one has
lim sup
ξ→∞
ξ|V (ξ)| ≤ 4(1 + (N − 1)(N ǫ − 1
N
))M
=
2
3
(1 + (N − 1)(N ǫ − 1
N
))(1 +
1
ǫ
)
=
2
3
N1+ǫ(1 +
1
ǫ
)
≤ 2
3
N1+ǫe
1
ǫ
=
2
3
e2
√
lnNN.(80)
By (50), we have
lim sup
ξ→∞
√
ξ|q(ξ)| ≤ e2
√
lnNN.
We finish the proof. 
Let M = 100 and K = 100CM in Theorem 6.1. We get
Proposition 8.1. Let E ∈ R and A = {Ej}kj=1. Suppose E /∈ A and {Ej}kj=1 are distinct.
Suppose θ0 ∈ [0, π]. Let ξ1 > ξ0 > b. Then there exist constants K(E,A), C(E,A) (indepen-
dent of b, ξ0 and ξ1) and potential V (ξ, E,A, ξ0, ξ1, b, θ0) such that for ξ0 − b > K(E,A) the
following holds:
Potential: for ξ0 ≤ ξ ≤ ξ1, supp(V ) ⊂ (ξ0, ξ1), V ∈ C∞(ξ0, ξ1), and
|V (ξ, E,A, ξ0, ξ1, b, θ0)| ≤ C(E,A)
ξ − b
Solution for E: Let Q(ξ, E) be given by (51). Then the solution of (−D2+Q(ξ, E))φ =
φ with boundary condition φ
′(ξ0)
φ(ξ0)
= tan θ0 satisfies
R(ξ1, E) ≤ 2(ξ1 − b
ξ0 − b)
−100R(ξ0, E)
and for ξ0 < ξ < ξ1,
R(ξ, E) ≤ 2R(ξ0, E).
Solution for Ej: Let Q(ξ, Ej) be given by (51). Then the solution of (−D2+Q(ξ, Ej))φ =
φ with any boundary condition at ξ0 satisfies for ξ0 < ξ ≤ ξ1,
R(ξ, Ej) ≤ 2R(ξ0, Ej).
Proof of Theorem 1.9. Once we have Proposition 8.1, we can prove Theorem 1.9 by the
arguments in [17, 33]. We omit the details here. 
Proof of all the Corollaries. Corollaries 1.10 and 1.12 follow from Theorems 1.1 and 1.5
respectively. Let u(x,E) be the solution of H˜u = Eu on (−∞, 0] such that u ∈ L2(−∞, 0] (this
can be guaranteed by Lemma 2.1). Let θE =
u′(0,E)
u(0,E) . Instead of using boundary condition θ in
the previous arguments, we use θE . Now Corollaries 1.11, 1.13 and 1.14 follow from Theorems
1.2, 1.6 and 1.9. 
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9. Proof of general cases
In this section, we will adapt our proof for α = 1 to general α ∈ (0, 2). Take v(x) = vα(x) =
xα in (5)-(8) and let cα = (1 +
α
2 )
2
2+α . In the general cases, we have
(81) x = cαξ
2
2+α , φα(ξ, E) = c
α
4
α ξ
α
2(2+α) u(cαξ
2
2+α ),
(82) pα(ξ) =
1
cααξ
2α
2+α
,
and
(83) Qα(ξ, E) = −5
4
α2
(2 + α)2
1
ξ2
+
α(α − 1)
(2 + α)2
1
ξ2
+
q(cαξ
2
2+α )− E
cααξ
2α
2+α
.
Let
(84) Vα(ξ) =
q(cαξ
2
2+α )
cααξ
2α
2+α
.
Then
Qα(ξ, E) = −5
4
α2
(2 + α)2
1
ξ2
+
α(α − 1)
(2 + α)2
1
ξ2
− E
cααξ
2α
2+α
+ Vα(ξ).
Suppose u ∈ L2(R+) is a solution of (5) with v(x) = xα. It follows that φα satisfies
(85) − d
2φα
dξ2
+Qα(ξ, E)φα = φα.
Now, all the quantities such as Qα(ξ, E) and cα depend on α.
In order to proceed the proof in a similar way, two important components are essential:
1. all the estimates of oscillated integral still hold; 2. how the α-dependent constants are
computed in the main theorems.
It is convenient to employ a slight different Prfu¨fer transformation. Such standard trick has
been used to deal with Stark operators before (p.10 in [5]).
Let Hα(ξ, E) = − E
cααξ
2α
2+α
. The new Pru¨fer tranformation is given by
(86)
√
1−Hα(ξ, E)φα(ξ, E) = Rα(ξ, E) sin θα(ξ, E),
and
(87)
dφα(ξ, E)
dξ
= Rα(ξ, E) cos θα(ξ, E).
By (85), we have
(88)
d logRα(ξ, E)
dξ
=
1
2
Vα(ξ)√
1−Hα(ξ, E)
sin 2θα(ξ, E) +O(
1
ξ1+
2α
2+α
)
and
(89)
dθα(ξ, E)
dξ
=
√
1−Hα(ξ, E)− Vα(ξ)√
1−Hα(ξ, E)
sin2 θα(ξ, E) +O(
1
ξ1+
2α
2+α
).
As in this paper |Vα(ξ)| ≤ h(ξ)1+ξ , for any h(ξ) with h(ξ)→∞ as ξ →∞, one has
Vα(ξ) =
O(1)
ξ1−
α
2+α
.
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Finally, (88) and (89) become
(90)
d logRα(ξ, E)
dξ
=
1
2
Vα(ξ) sin 2θα(ξ, E) +O(
1
ξ1+
α
2+α
),
and
(91)
dθα(ξ, E)
dξ
=
√
1−Hα(ξ, E)− Vα(ξ) sin2 θα(ξ, E) +O( 1
ξ1+
α
2+α
).
Since the tail O( 1
ξ
1+ α
2+α
) in (90) and (91) is integrable, it does not change the estimate at all
up to a constant. Under the new Pru¨fer transformation and following the arguments of proof
of α = 1, it is not hard to verify all the estimates of oscillated integral still hold.
Now we are going to convince the readers the α-dependent constants in the main theorems.
There are two α-dependent constants: the power decay rate of ξ (this constant is fixed in every
theorem and it is equal 1− α2 ) and the constants in front of x1−
α
2 .
By (90) and the proof of α = 1, the critical case of Vα(ξ) is
O(1)
ξ
. By the relation (84), it
is easy to see that O(1)
x
1−α
2
is the critical case for q(x). It explains where the constant 1 − α2 is
from.
Now we are in the position to explain the constants in front of x1−
α
2 . Since the constants
are different in different theorems, we need to check them one by one.
Let us check the constant 2−α4 π in Theorems 1.1 and 1.2 first. Here are the details. Suppose
q(x) ≈ A
x
1−α
2
. By (84), Vα(ξ) ≈ A1+α
2
1
ξ
. Similar to (33) and (36),
(92) R2(ξ, E) ≈ ξ− 4Aπ(2+α) .
Since the critical case of R2α(ξ, E)pα(ξ) is
O(1)
ξ
( 1
ξ1+δ
is integrable and 1
ξ1−δ
is not integrable
for δ > 0), we have that the critical case for R2α(ξ, E) is
(93) R2α(ξ, E) ≈
O(1)
pα(ξ)ξ
= O(1)ξ−
2−α
2+α .
By (92) and (93), we have A = 2−α4 π. We finish checking in Theorems 1.1 and 1.2.
For the rest of constants in main theorems, we can do the similar check. Actually, from
(92) and (93), we can see that only ratio A2−α matters. This fact also holds for the rest of the
theorems. By the fact that the ratio A2−α does not depend on α and the constants for α = 1,
we can easily see the constants in all the theorems are correct.
Appendix A. Proof of Lemma 2.1
By symmetry, it suffices to prove the following Lemma.
Lemma A.1. Suppose limx→∞ q˜(x) =∞. Let us consider equation
(94) − y′′ + q˜(x)y = 0.
Then for any M > 0, there is a solution of (94) such that
(95) |y(x)| ≤ e−M|x|
for large x.
We give a Lemma first.
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Lemma A.2 (Lemma C, [18]). Suppose f(x) and g(x) are continuous on R+, and f(x) ≤ g(x).
Consider the two differential equations
y′′ − f(x)y = 0, z′′ − g(x)z = 0.
If the first equation has a positive solution y0(x), then the second equation has two positive
solutions z1(x) and z2(x) such that
z1(x)
y0(x)
is non-increasing and z2(x)
y0(x)
is non-deceasing.
Proof of Lemma A.1. By the definition, there exists x0 such that q˜(x) > 4M
2 + 1 for
x > x0.
Let y0 = e
−2Mx. Obviously,
y′′0 − 4M2y0(x) = 0.
Applying Lemma A.2 and the fact q˜(x) > 4M2 + 1 for x > x0, one has equation (94) has a
positive solution y such that y
y0
is non-increasing on [x0,∞). This implies (95).

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