Accurate and efficient traveltime and raypath calculation is essential for successful application of a number of important near-surface imaging techniques. To this end, we have developed a grid raytracing method that incorporates two important developments in recent traveltime modeling research, namely, fast wavefront tracking and wavefront construction. By incorporating a fast wavefront tracking algorithm, the new method is more efficient than previous wavefront construction methods. Based on a local wavefront construction scheme, on the other hand, the grid raytracing method is more accurate in describing traveltimes and raypaths than the recently developed fast marching methods. Moreover, the new method is capable of modeling turning rays in arbitrary media and thus provides a suitable tool for near-surface traveltime modeling.
Introduction
Traveltime and raypath calculation is an essential building block for a number of important near-surface imaging techniques such as tomographic calculation of statics from first arrivals. Traveltime calculation for these techniques differs from that for other applications in that, on land, velocities are usually most variable at shallow depths. As a result, an algorithm for near-surface traveltime calculation must be very robust and devoid of the shadow-zone problem which has greatly troubled the tomographic calculations based on traditional raytracing (e.g., Jackson and Tweeton, 1993) . Moreover, as tomography is an iterative process and requires intensive ray tracing at each iteration, the algorithm must also be efficient in both traveltime and raypath calculation.
A number of traveltime calculation techniques have been developed over the past decade which avoid the shadowzone problem; the most widely used are perhaps the finitedifference (e.g., Vidale, 1988 , Vidale, 1990 ) and wavefront construction (e.g., Vinje et al., 1993) methods. The wavefront construction methods are accurate in describing both traveltimes and raypaths, but require expensive global wavefront construction and traveltime interpolation from these wavefronts to grid points. By solving the eikonal equation along expanding squares, on the other hand, the finite-difference methods are more efficient but may violate causality and fail to model turning rays needed for firstarrival tomography (Qin et al., 1992) . To overcome this difficulty, Popovici and Sethian (1997) recently introduced a 3D fast marching (FM) technique, which solves the eikonal equation along expanding wavefronts instead of squares. By incorporating a fast sorting algorithm for wavefront tracking (Cao and Greenhalgh, 1994) , the technique also retains the efficiency of the finite-difference methods. Unfortunately, the accuracy of this improved finite-difference solution remains unsatisfactory for nearsurface applications such as first-arrival tomography.
We present here a grid raytracing (GRT) method which combines the advantages of both FM and wavefront construction methods. The method is robust and provides an efficient tool for accurate calculation of traveltimes and raypaths for near-surface applications. In the following sections, we first describe the GRT method and then demonstrate its accuracy and efficiency by numerical examples.
GRT Method
The GRT method calculates both traveltimes and wave propagation vectors by solving locally the ray equations: (1) where x = (x, y, z), t is traveltime, v is velocity, and u denotes the unit propagation vector at x. Physically, the second equation in (1) states that the change in the propagation vector is proportional to the velocity gradient in the direction normal to the raypath. The velocity field v = v(x) is represented by an assembly of rectangular grid cells: Each node of a cell is assigned a node velocity and the grid spacings along x, y, and z directions may differ from one another. Velocity within a cell is linearly interpolated from its node velocities. This continuous velocity representation is especially appropriate for a tomographic calculation as it in general involves implicit or explicit velocity smoothing (Zhu and Brown, 1987) .
Wavefront Tracking
The calculation of traveltimes and wave propagation vectors by the GRT method consists of two parts: wavefront tracking and local traveltime and propagation vector updating. Our algorithm for wavefront tracking is similar to those used by Cao and Greenhalgh (1994) and Popovici and Sethian (1997) : traveltimes and propagation vectors at nodes immediately surrounding a given source are first computed by assuming straight raypaths. Traveltimes at other nodes are then assigned a large value that exceeds the traveltime of any node in the velocity
model. After this initialization, the grid points are divided into three groups: accepted, in-band, and untimed. The accepted group consists of the nodes which have been used as propagation points to update their neighboring nodes, and the untimed group of those which have not been touched by wave propagation. Separating these two groups is a narrow band of in-band nodes which have been touched by wave propagation but are yet to be used as propagation points. As the wavefront intersects the narrow band at the node with the smallest traveltime in the band, wavefront tracking reduces simply to finding from this band the minimum-time node. This, in turn, can be carried out by a highly efficient heap sorting technique (e.g., Cao and Greenhalgh, 1994; Popovici and Sethian, 1997) .
Local Traveltime and Propagation Vector Updating After the minimum-time node is identified, it is accepted and used to construct a local wavefront for computing traveltimes and propagation vectors at its immediate neighboring nodes along x, y, and z directions. Only those nodes which belong to the untimed or in-band groups will be updated. As the dimensions of each individual grid cell are small, the wavefront can be approximated locally by a spherical surface. The center of this local spherical wavefront can be determined using the traveltimes and propagation vectors of the minimum-time node and one of its neighboring nodes selected from the accepted or in-band groups. For illustration, Figure 1 shows a simple 2D model where a local circular wavefront is constructed using the minimum-time node A and neighboring node B; the neighboring nodes D and F are to be updated. To compute the traveltime at node D, for example, we first locate the intersection point between the local wavefront and the radius from center C to the node, denoted as E in Figure 1 . The traveltime is then computed by where t o is the time at the local wavefront, v D and v E are the velocities at points D and E, and d denotes the distance between the two points. If the computed traveltime is smaller than the node's previously assigned time value, this value is updated and the exit propagation vector of the node is then obtained by solving the ray equations in (1) with a second-order Runge-Kutta method. In the case where the updated node is untimed, it is removed from this group and added to the in-band group stored in a heap structure. This tracking and updating process continues until all the nodes are timed.
Raypath Calculation
Once the grid raytracing is completed, the raypath from a receiver to the source can be found by back propagation, i.e., by following the opposite direction of the propagation vectors from the receiver back to the source. The propagation vector at a given point is again determined by linear interpolation from the propagation vectors at its surrounding nodes. Since propagation vectors are known at each node, the raypath can be obtained with minor additional cost. 
Numerical Results
The GRT method has been tested using a number of velocity models. We present in Figures 2 and 3 , respectively, results from a 2D and 3D study.
2D Model
The model used in Figure 2 represents a typical field layout for 2D land data acquisition: It is 6000 m long and 2000 m deep with a grid spacing of 50 m in both directions. The source is located at grid point (0, 0) on the surface, and receivers are located at the rest of 120 surface grid points. The velocity of this model is given by v(z) = 2000.0 + 1.0z (m/s). We choose this linear velocity function because it can be solved exactly for both traveltimes and propagation vectors. Figure 2a compares the differences between the exact traveltimes and the traveltimes computed with the GRT (crosses) and FM (open circles) methods at the receivers. The results show that the GRT method is much more accurate than the FM method: the maximum traveltime differences for the two methods are 0.25 and 25 ms, respectively. Since the errors in picking first arrivals are typically a few ms, the FM results are far from satisfactory for first-arrival modeling or inversion.
The CPU times for computing the traveltimes and propagation vectors of the entire 4961 nodes of the above model are about 0.14 and 0.07 sec, respectively, for the GRT and FM methods on a Sparc 5 workstation. Although the FM method is more efficient than GRT for this calculation, experiments with smaller grid cells show that it is expensive to improve FM's accuracy by reducing the grid spacing. An FM calculation with a grid spacing of 10 m, for instance, reduces the maximum traveltime difference to about 5 ms at a cost of 2.1 sec CPU time, about 15 times of that for the GRT method. Thus, for a given accuracy, the GRT method is far more efficient than the FM method. Furthermore, small grid cells may also cause memory problems, especially for 3D grids. The GRT method is also more efficient than the wavefront construction methods.
Comparison with a 2D wavefront construction method shows that the GRT method is about 8 times faster than the wavefront method.
In addition to traveltime, the GRT method also produces a more accurate propagation vector at each node than the FM method. This results in more accurate raypath calculation as shown in Figure 2b which compares the turning rays traced from two receivers by the two methods: The GRT rays, represented by dashed lines, are closer to the exact solutions (solid lines) than are the FM rays (dotted lines). 
3D Model
The model used in Figure 3 is designed to investigate the accuracy of the GRT method with three-dimensional velocity variations. The model size is 61 x 61 x 21 in x, y, and z directions and the grid spacing 50 m in all directions. The source is located at surface grid point (0, 0, 0) and the rest of 3720 surface nodes are receiver points. The velocity of the model is described by a 3D function v(x, y, z) = 2000.0 + 0.47x + 0.34y + 0.81z which again can be solved for exact traveltimes. The differences between the exact traveltimes and those computed by the GRT and FM methods at the receivers are displayed, respectively, in Figures 3a and b . Note the different ranges of errors represented on the two gray scale bars. The maximum differences for the GRT and FM results in this case are about 0.4 and 33 ms, indicating that the GRT method is also much more accurate than the FM method in a 3D medium with strong lateral velocity variations.
Conclusions
We have developed a new method for near-surface traveltime calculation. By incorporating a fast wavefront tracking algorithm, the method is efficient and robust. It avoids the shadow zone problem and can model turning rays in arbitrary media, a property that is essential for successful application of tomographic inversion in nearsurface environments. Based on grid raytracing and local wavefront construction, the method is also able to provide an accurate description of wave propagation without incurring expensive global wavefront construction and traveltime interpolation as required by the previous wavefront construction methods. Numerical experiments show that the method is indeed accurate and efficient for traveltime and raypath calculation in both 2D and 3D media. Figure 3a , but for the FM method. Note that the gray scale differs from that used in Figure 3a .
