We present a method for general relativistic smoothed particle hydrodynamics (GRSPH), based on an entropy-conservative form of the general relativistic hydrodynamic equations for a perfect fluid. We aim to replace approximate treatments of general relativity in current SPH simulations of tidal disruption events and accretion discs. We develop an improved shock capturing formulation that distinguishes between shock viscosity and conductivity in relativity. We also describe a new Hamiltonian time integration algorithm for relativistic orbital dynamics and GRSPH. Our method correctly captures both Einstein and spin-induced precession around black holes. We benchmark our scheme in 1D and 3D against mildly and ultra relativistic shock tubes, exact solutions for epicyclic and vertical oscillation frequencies, and Bondi accretion. We assume fixed background metrics (Minkowski, Schwarzschild and Kerr in Cartesian Boyer-Lindquist coordinates) but the method lays the foundation for future direct coupling with numerical relativity.
INTRODUCTION
Urgent motivation for relativistic hydrodynamics simulations arises from the coincident detection of an electromagnetic afterglow (Abbott et al. 2017b ) alongside the first detection of gravitational waves from a binary neutron star merger (Abbott et al. 2017a ). The coming decade should bring hundreds more such events as the Advanced Laser Interferometer Gravitational-Wave Observatory (LIGO) reaches design sensitivity (Abbott et al. 2017a) .
Smoothed particle hydrodynamics (SPH) (Gingold & Monaghan 1977; Lucy 1977; Rosswog 2009; Price 2012 ) is perfectly suited for neutron star merger simulations because there is no preferred geometry, resolution follows mass, and it avoids the limitations imposed by a background density floor (e.g. Oechslin et al. 2002) . The main limitation of SPH in relativistic hydrodynamics to date is the approximate treatment of general relativity (Metzger 2017) .
Further motivation for a public GRSPH code comes from i) the race to find electromagnetic counterparts to binary black hole mergers detected by Advanced LIGO and the forthcoming Laser Interferometer Space Antenna (e.g. Armitage & Natarajan 2002; Milosavljević & Phinney 2005; Cerioli et al. 2016) ; ii) disc formation in tidal disruption events (e.g. Hayasaki et al. 2013 Hayasaki et al. , 2016 Bonnerot et al. 2016; Tejeda et al. 2017) ; iii) the recently discovered phenomena of 'tearing' in warped discs around spinning black holes (e.g. Nixon et al. 2012; Nealon et al. 2015) and the possible relation to state transitions and quasi periodic oscillations (Nixon & Contact e-mail: david.liptai@monash.edu Salvesen 2014); iv) forthcoming observations from the Event Horizon Telescope (Akiyama et al. 2017) ; and v) the need for relativistic SPH simulations of pulsar winds (Okazaki et al. 2011) . Kheyfets et al. (1990) were the first to derive relativistic SPH equations, followed by Mann (1991) and Laguna et al. (1993) . However, their formulations were not in conservative form and had difficulty handling shocks in even mildly relativistic flows. Conservative forms of the relativistic SPH equations were derived by Chow & Monaghan (1997) (hereafter CM97); Siegler & Riffert (2000) ; Monaghan & Price (2001) ; Rosswog (2010a) and Rosswog (2010b) for both special and general relativity, but their applications to date have been limited to special relativity. Other recent studies have instead used post-Newtonian approximations within standard SPH codes to account for relativistic effects in fluid flows around black holes (e.g. Tejeda & Rosswog 2013; Nealon et al. 2015; Bonnerot et al. 2016; Hayasaki et al. 2016) . SPH applications to fluid flows in strong self gravity assume conformal flatness (e.g. Oechslin et al. 2002; Faber et al. 2004; Bauswein et al. 2010) but these papers do not include standardised tests in fixed metrics. Most recently, Tejeda et al. (2017) applied GRSPH to tidal disruption events, but also showed only limited standardised tests of their method.
Our goal in this paper is to present a detailed description of a fully general relativistic SPH code, able to perform hydrodynamic simulations in any given fixed background metric, with the potential to be applied to dynamically evolving metrics. Our requirements for a modern GRSPH code include being able to capture relativistic shocks, a precise and accurate treatment of orbital dynamics, and the ability to work in Kerr geometry. To this end we derive an improved shock capturing method and a new Hamilto-nian time integration algorithm suitable for GRSPH and relativistic orbital dynamics. We describe our complete method and its implementation in depth, before showing the results of various benchmark tests. We implement our method in PHANTOM (Price et al. 2018 ), a publicly available SPH code.
RELATIVISTIC HYDRODYNAMICS
We follow Monaghan & Price (2001) who obtained the equations of general relativistic smoothed particle hydrodynamics from a Lagrangian. In the following, Greek indices are summed over (0,1,2,3) while Latin indices are summed over (1, 2, 3) . The subscripts a and b are reserved for particle labels.
Definitions
The four velocity of a fluid at a given spacetime coordinate x µ is given by
where τ is the proper time, and x µ ≡ (t, x i ). The coordinate velocity v µ is defined with respect to the coordinate time t such that
where from the normalisation condition U µ Uµ = −1 we have
We assume standard relativistic units where c = G = 1 and a metric signature (−,+,+,+).
Conserved variables
The conserved density, momentum and energy are respectively
5) 6) where g is the determinant of the covariant metric gµν and we use w to denote the specific enthalpy
The specific internal energy, pressure, and density in the rest frame of the fluid are denoted by u, P and ρ, respectively. Equivalently, given a 3 + 1 decomposition of the metric (Arnowitt et al. 2008) we can express the conserved quantities as ρ * = √ γ Γρ, (2.8) pi = wΓVi, (2.9)
where Γ = 1 − V i Vi −1/2 is the generalised Lorentz factor, and
is the fluid velocity in the frame of a local Eulerian observer. The lapse function, shift vector, and spatial threemetric (α, βi, γij) 
Equations of relativistic hydrodynamics
From Monaghan & Price (2001) , the equations of relativistic hydrodynamics in Lagrangian conservative form, assuming an ideal fluid, are given by
14) 15) where the source terms containing derivatives of the metric are defined according to
For an ideal fluid the stress-energy tensor is given by
Thus, the term required to compute the source terms is
We close the equation set with the ideal gas equation of state
where γ ad is the adiabatic index. For our calculations we assume an ideal atomic gas, γ ad = 5/3. The internal energy u can be related to the gas temperature T through the ideal gas law
where kB is Boltzmann's constant, µ is the mean molecular weight, and mH is the mass of a Hydrogen atom.
SPH EQUATIONS OF RELATIVISTIC HYDRODYNAMICS
The discrete form of Equations 2.13, 2.14, and 2.15 in the absence of dissipation, are given respectively by (e.g. Siegler & Riffert 2000; Monaghan & Price 2001; Rosswog 2010b )
1) dp
where W ab is the interpolating kernel, ha is the smoothing length, and Ωa is a term related to the gradient of the smoothing length given by (Monaghan 2002; Springel & Hernquist 2002 )
The conserved density can also be computed directly via
We choose to compute ρ * by summation, rather than by integration of Equation 3.1. Given equal mass particles, the smoothing length is adapted by simultaneously solving 3.5 and
where d is the number of dimensions, and h fac is a numerical parameter specifying the smoothing length in terms of the mean particle spacing. The term required in 3.4 is then
For details on solving 3.5 and 3.6 simultaneously we refer the reader to Price & Monaghan (2007) .
Interpolating kernel
We use a kernel in the form
where L ab is the inter-particle spacing, Cnorm is a normalisation constant, and q = L ab /ha. The standard choice for the dimensionless function f (q) in SPH is the cubic spline. With h fac = 1.2 this results in 57.9 neighbours per particle on average in 3D. In general, more accurate results can be obtained by using a smoother spline such as the quintic, given by
9) for which Cnorm = [1/120, 1/(120π)] in 1D and 3D. This comes at the cost of a greater number of neighbours per particle; 113 on average in 3D when h fac = 1. For consistency, we choose to use the quintic spline everywhere, however the cubic spline gives satisfactory results also. The neighbour finding procedure in more than one dimension is non trivial. We employ a kd-tree for this process, the details of which can be found in the PHANTOM paper, Price et al. (2018) (see their section 2.1.7).
For the inter-particle spacing L ab we assume local flatness and thus use the Euclidean distance. We define this distance in Cartesian coordinates as 10) where ηij is the spatial part of the Minkowski metric, and r i ab ≡
b is the line of sight vector pointing from particle a to particle b also in Cartesian coordinates. Computing the kernel and its derivative is then identical to what is done in standard nonrelativistic SPH. In Cartesian coordinates, since ηij is a constant, we can write the kernel derivative as
where F ab ≤ 0 is the scalar part of the kernel gradient. We define the line of sight projection operator, 12) where,r
is the line of sight unit vector. We emphasise that the choice between using the Euclidean distance norm and proper lengths for neighbour distances is arbitrary. Using a different distance metric would simply require a different particle placement to obtain the same conserved density. So this choice reflects how one wishes to place particles to resolve features in the spacetime. We argue that the Euclidean norm is the most natural choice because the particle placement is independent of the metric. For example, a uniformly spaced lattice of particles produces a constant ρ * . Using the proper length for neighbour distances would require stretching or squeezing the initial particle arrangement to compensate for the determinant of the metric in the volume element. It would also require computing a path integral in the given metric between all neighbouring particles.
One possible advantage to using the proper distance would be that smoothing spheres would never cross the event horizon. That is, neighbours close to the event horizon would become infinitely distant. However, it is no longer obvious how to set up the particles to achieve a particular ρ * in this case, and using different metrics would require different particle setups. We demonstrate in Section 8.4 that using the Euclidean distance norm indeed produces the correct conserved densities close to the black hole so long as the horizon is sufficiently well resolved.
SHOCK CAPTURING
It is necessary to introduce dissipative terms in order to capture shocks. As in CM97 and Monaghan (1997) the construction of the dissipative terms is motivated by approximate Riemann solvers used by finite volume codes (Martí et al. 1991) . To demonstrate this, consider the equation set written in conservative form and in one spatial dimension (for simplicity)
where u = (ρ * , pi, e) is the vector of conservative variables and F(u) is the flux. Finite volume schemes require computing the numerical flux between adjacent states uL, uR. The simplest approach utilises the 'local Lax-Friedrichs' or 'Rusanov' flux given by
where vsig is the maximum characteristic speed. Importantly, the dissipative term (proportional to vsig) acts on jumps in the conservative variables.
Although the exact relationship between the dissipation introduced in approximate Riemann solvers and physical dissipation terms is unclear in relativity, since the correct way to formulate viscosity and heat conduction in relativistic hydrodynamics is not well understood (e.g. Andersson & Comer 2007) , the approach used above is standard in GRMHD codes (e.g. Martí et al. 1991; Gammie et al. 2003; Zhang & MacFadyen 2006) .
Our SPH shock capturing formulation is based on approximate Riemann solvers, following CM97. If one considers adjacent particles in SPH as left and right states, an appropriate form of the dissipative terms requires a jump in the conservative variables and a maximum signal speed vsig between the particles. CM97 proposed corresponding terms in the momentum and energy equations in SPH given by dp a i
where p * and e * are computed using only velocities along the line of sight (v * ),ρ * ab = (ρ * a + ρ * b )/2, and αAV 1 is a numerical parameter to control the amount of dissipation.
The problem with the formulation given by CM97 is that, while they proved that the entropy increase was positive definite for cold gas (w = 1), we found this to no longer be the case when the enthalpy differs from unity. To remedy this, we adapted their formulation to not use the full jump in momentum or total energy
where starred quantities again denote the use of the line of sight velocity v * . Instead, in order to have a positive definite change in entropy we use a jump only in the 'kinetic terms', Γ *
For the momentum equation we multiply the corresponding term by an average enthalpy, and for the energy equation we multiply by an average of the term wv, in order to recover the correct dimensions. That is, we define
where w ab denotes a suitable average of w over particles a and b.
A second problem with the CM97 formulation was that it does not distinguish between viscosity and conductivity. This leads to over-smoothing of contact discontinuities (see Section 8.1.1). Showing how to split the dissipation into viscosity and conductivity in relativity is non-trivial. We demonstrate in Section 8.1.1 and Appendix A1 that the relevant splitting can be achieved by defining the energy jump in two parts as follows
wherev * ab denotes an average of v * over particles a and b (see below). This is equivalent to defining a relativistic thermal energỹ
Our third change is more cosmetic. Rather than using separate averages for w ab andv * ab , we average them along with the density, signal speed and kernel derivative in the manner of Price & Federrath (2010) following the non-relativistic terms in PHANTOM (Price et al. 2018) . That is, we write the viscosity as a P + q term in the momentum and energy equations.
Artificial viscosity
Equations 3.2 and 3.3 with our dissipation become dp
where qa and q b encapsulate the artificial viscosity, and Π a cond the artificial conductivity. For added simplicity in notation, we have defined
12)
Our artificial viscosity terms are
14) 15) and involve a fluid velocity that is along the line of sight between particles, similar to CM97, i.e. 
Artificial conductivity
Our artificial conductivity term is given by
where again for simplicity we define 19) which in Cartesian coordinates is (4.20) Note that the terms αAV and αu allow us to control the amount of artificial viscosity and conductivity, respectively. These should not be confused with αa and α b which are the lapse function at the positions of particles a and b.
Signal speed -viscosity
When constructing an approximation for the maximum signal speed in the artificial viscosity, vsig, we impose two requirements. First, the signal speed must not exceed the speed of light. Second, the signal speed should reduce to the form used in standard SPH codes in the non-relativistic limit, namely
where cs is the sound speed, v ab = va − v b is the relative velocity, andr ab is the unit vector along the line of sight. The numerical parameters [αAV, βAV] control the amount of dissipation. Most importantly, the signal speed should involve a relative velocity between the particles to avoid excessive dissipation when there is a bulk velocity and individual particle speeds are high.
Because of these requirements, we do not use the signal speeds proposed by CM97, since in some of their formulations the maximum signal speed may exceed the speed of light. We also do not use the signal speed proposed by Rosswog (2010b) , based on the eigenvalues of the Euler equations. Their formulation, although limited by the speed of light, involves the absolute velocity of the SPH particles. This means their viscosity term is no longer Galilean invariant. We therefore require a signal speed that uses only the relative velocity between particles. To this end we propose a signal speed given by 22) where the relative velocity between particles, considered along the line of sight, is defined as 23) and the relativistic sound speed is given by
We use the velocities in the frame of the local Eulerian observer V i rather than the coordinate velocities v i , since only V i is a physical velocity that is limited by the speed of light, that is |ViV i | ≤ 1. The coordinate velocity on the other hand, is not strictly under the same restriction.
Signal speed -conductivity
For simplicity one may assume the same signal speed for both viscosity and conductivity. That is, v u sig = vsig. In general however, one should use different speeds since the conductivity is mainly required at contact discontinuities which travel at a different speed to the shock. Price (2008) proposed using a signal speed based on the relative pressure jump, designed to eliminate the pressure blip at contact discontinuities. We generalise this to the relativistic case using
For cases where equilibrium pressure gradients exist due to other physics (e.g. gravity) it is better to simply use the relative speeds (Price 2008; Wadsley et al. 2008) , giving
when generalised to the relativistic case. In the non-relativistic limit, both eq. 4.25 and 4.26 reduce to the non-relativistic implementation in PHANTOM (Price et al. 2018) , where the choice is based on whether or not gravity and/or external forces are used. The main advantage of the above signal speeds is that conductivity becomes O(h 2 ) in the numerical code, rather than first order. For most of the tests in this paper, we simply use v u sig = vsig with a reduced value of αu. In section 8.1.6 we demonstrate the benefit of using Eq. 4.26 in the case of a self-gravitating, oscillating polytrope.
EVOLVING ENTROPY
Instead of the total specific energy e, we evolve an entropy variable (cf. Springel & Hernquist 2002) in order to guarantee positivity of the thermal energy. We define
Taking the time derivative and using Equation 2.21 we find
Comparing this to the second law of thermodynamics
we see that in the absence of dissipation
Furthermore, using Equation 2.22, K can be related to the specific entropy s
More generally, we can rewrite Equation 5.3 in terms of time derivatives of the conserved variables (ρ * , pi, e), giving
which, after substituting Equations 3.1, 4.10, and 4.11, gives
Thus, the evolution of K is governed purely by the dissipative terms. An important distinction between SPH and finite-volume schemes is that when evolving K, energy remains exactly conserved (to the accuracy of the time integration algorithm), since Eq 5.7 holds to round-off error.
In Appendix A we demonstrate that Eq. 5.8 is always positive (for special relativity) thus ensuring that entropy always increases.
TIME INTEGRATION
Relativistic hydrodynamics, in the absence of dissipation, forms a Hamiltonian system where the canonical variables are the positions x i and momenta pi. Ideally therefore one should use a geometric integrator that preserves the Hamiltonian properties. The main complication is that the Hamiltonian is non-separable -it cannot be separated into kinetic, thermal, and potential energy terms. Leimkuhler & Reich (2005) suggest the 'generalised leapfrog method' for the symplectic integration of Hamilton's equations with a non-separable Hamiltonian. With pi and x i as the conjugate variables, their scheme is given by
Generalised leapfrog method
where the superscripts n + m refer to quantities evaluated at times t n+m = t n + m∆t. It may be seen that this reduces to the standard Kick-Drift-Kick leapfrog scheme when v i ≡ pi and when the acceleration dpi/dt depends only on position. It is also timereversible and symplectic. However, a general property of geometric integrators for non-separable Hamiltonians is that they are implicit in one or more of the steps (e.g. Yoshida 1993 ). In the above integrator this occurs in the first 'Kick' step, where the momentum at the half step appears on both sides of the equation, and in the 'Drift' step where the position at the full step appears on both sides.
Alternative generalised leapfrog method
For GRSPH, evaluating dpi/dt(pi, x i ) means performing a sum over particles, while evaluation of dx i /dt(pi, x i ) means performing a primitive variable solve (see Section 7) which can be performed independently for each particle. Hence the previous integrator would require two calls to the summation routines, since dpi/dt used in the second Kick step is different from the one required for the subsequent first Kick step at the start of the next timestep. For this reason we propose a similar integrator where the symmetrisation occurs in the drift step. Our alternative integrator is given by
4)
This integrator retains the time symmetry of the previous integrator, however it does not exactly conserve angular momentum. The difference is that the implicit steps are now in the Drift step, as previously, and in the second Kick step. Importantly, the derivative of the momentum used in the second Kick step is the same as that used at the beginning of the subsequent step, meaning that it can be re-used. The integrator is also easier to start, because it merely requires an evaluation of the momentum derivative involving position and momentum from the initial conditions. The implicit solve in the Drift step (in the position derivative) involves only the primitive variable solver, so is independent for each particle. The implicit nature of the second Kick step (in the momentum derivative) in principle involves multiple loops over neighbouring particles, but this is similar to our existing approach to dealing with viscosity and other velocity-dependent terms in non-relativistic SPH (see below). With a good prediction of p n+1 i , only one call to the summation routines is required.
Hybrid leapfrog, and implementation in GRSPH
Since our modified integrator does not exactly conserve angular momentum, we implement a hybrid of the two algorithms in order to retain the benefits of both. Taking an operator splitting approach similar to that of the reversible reference system propagator algorithm (RESPA) derived by Tuckerman et al. (1992) we split the acceleration into 'long range' and 'short range' forces (see Price et al. 2018 for an implementation in SPH). In our case the 'long range' forces are the SPH forces, while the 'short range' forces are the external forces arising from the curvature of the spacetime. These correspond to the pressure gradient term and fi in the momentum equation, respectively. i.e.
(6.7) (6.8)
We use the 'long range' forces f sph i
to update the momentum of each particle and use the 'short range' forces f ext i in updating their positions. Our complete hybrid algorithm is therefore
pi →pi,
10) (6.11) (6.12) (6.13) (6.14) (6.16) where the position update is done over m substeps (indicated by the equations in braces), such that m = int(∆text/∆t sph + 1) and is the minimum over all particles. We denote the updating of a variable by an arrow, some of which first require solving and implicit equation, namely Equations 6.10, 6.12, and 6.15. The combination of the two algorithms ensures that one of the SPH force calculations can be reused between steps, reducing computational cost, and that angular momentum is conserved in the case where the SPH forces can be neglected. More importantly it ensures that our method is not restricted by the external force timestep, since computing f ext i is cheap whereas f sph i is expensive.
It is useful to point out that in the absence of metric gradients the hybrid method reduces to our proposed scheme in section 6.2, while for pressureless fluid it reduces to the method of Leimkuhler & Reich (2005) in section 6.1.
Evaluating implicit steps
To evaluate Equations 6.10 and 6.12, we employ two first-order predictions which we refer to as p * i and x i, * . That is, for Eq 6.10 we do 18) and for evaluating Eq 6.12 we do
19)
To complete the implicit step we check that where we define |p| ≡ pipjη ij and ∆pi ≡pi − p * i , consistent with the implementation of the equivalent implicit step in PHAN-TOM (cf. Price et al. 2018 ). The maximum is taken over all the particles in the numerator, while the denominator evaluates the root mean square, also over all the particles.
In general, iterations of Equations 6.10 and 6.12 are cheap, while iterations of Equation 6.15 are expensive, so p and x can be set arbitrarily small while sph p must allow for an efficient code. By default the tolerance is set to sph p = 10 −2 in PHANTOM. To try to prevent iterations from occurring, we constrain the timestep by
since an iteration is as expensive as halving the timestep.
In terms of storage, we require only one position and momenta for each particle, but storage of two derivatives (current and previous) of both v i and fi.
Timestep constraint
We adopt the usual stability conditions, namely (6.25) where CC and C f are the usual safety factors, set to 0.3 and 0.25, respectively by default in PHANTOM, the maximum vsig is over neighbours to particle a, and |f | ≡ fifjη ij . In our tests we use global timestepping where the global timestep ∆t sph is set to the minimum value of ∆t sph a on the particles, although our scheme is simple to generalise to the case where particles have individual timesteps. The timestep constraint for external force substeps is similarly 26) and the global ∆text is the minimum of ∆t ext a on the particles.
RECOVERY OF PRIMITIVE VARIABLES
Computing the right hand side of Equations 3.1, 3.2, and 3.3 explicitly requires the primitive variables (ρ, u, v i , P ). We must therefore invert the set of equations describing the conserved variables (Eq. 2.8, 2.9, and 2.10) at every timestep. To do this we use the recovery scheme given by Tejeda (2012) .
(i) Use the equation of state to solve for the enthalpy as a function of density and pressure only, w = w(ρ, P ).
( 7.1) (ii) Express ρ, P and v i as functions of only w and the conserved variables,
2)
where vi = γij v j , and Γ(w) can be calculated from Eq. 2.9 as, Γ(w) = 1 + p i pi w 2 .
(7.5) (iii) Given Equations 7.2 and 7.3, solve Equation 7.1 for the enthalpy using a standard root-finding algorithm. (See Appendix B for more detail).
(iv) Compute vi using Equation 7.4, and raise the index using the three-metric v i = γ ij vj.
NUMERICAL TESTS
We split the testing of our numerical method into three stages.
(i) First, we developed a dedicated 1D special relativistic SPH code to test the shock capturing terms in section 4, and the conservative-to-primitive algorithm in section 7. For the time integration in this code we used the standard 2nd order Runge-Kutta method (RK2), with time steps constrained by Equation 6.25). We use RK2 instead of the algorithm described in section 6 to show that the particular timestepping algorithm used is not important for shock tube tests.
(ii) Next, we developed a 3D N-body code to test the force terms involving the metric derivatives fi. This involved integrating Equation 2.14 with P = 0, i.e. dpi dt = fi and dx
Although this is equivalent to solving the geodesic equation, it allowed us to test our time integration scheme (section 6.3), as well as the conservative-to-primitive algorithm, again, but with more complicated metrics than the Minkowski metric. We implemented the Schwarzschild metric in both spherical and Cartesian coordinates, along with the Kerr metric in Boyer-Lindquist coordinates (both spherical and Cartesian). For this code we used a fixed time step.
(iii) Finally, after testing individual aspects of our method in the previous two codes, we incorporated them all into PHANTOM, a fully 3-dimensional SPH code (Price et al. 2018) . In this code, we implemented the full, hybrid-Leapfrog method for the time integration, as described in section 6.3. The timestep is constrained according to Equations 6.24, 6.25, & 6.26. For SPH simulations we always use equal mass particles, and assume an adiabatic gas with γ ad = 5 /3. For the artificial dissipation we use αAV = 1 and αu = 0.1, unless otherwise stated.
We quantify the error in our simulations with the dimensionless L2 error 2) where N is the number of points and yexact is the exact solution at point i.
Special Relativity

Mildly relativistic shock
In Figures 1 & 2 we show the results for a mildly relativistic shock in both 1D and 3D, respectively. This is 'Problem 1' in Martí & Müller (2003) with a maximum fluid Lorentz factor of Γ = 1.38.
For the initial conditions, we set
3)
The particle spacing to the left of the interface is 0.0005, and 0.005 to the right. For the initial particle arrangement in 3D, we follow Price et al. (2018) . We employ a uniform close-packed lattice of 1000 × 26 × 26 particles for x ∈ [−0.5, 0] and 434 × 12 × 12 particles for x ∈ [0, 0.5], with periodic boundaries in the y and z directions. Of the four hydrodynamic variables plotted (ρ * , v x , u, P ), the error is largest in v x with L2 = 4.0 × 10 −2 in 1D, and L2 = 3.2 × 10 −2 in 3D.
The most noticeable difference between the 1D and 3D simulations is the slight overshoot at the left end of the rarefaction fan x ≈ −0.2. This is caused by the lack of dissipation applied to the small discontinuity at the end of the rarefaction fan. It can be eliminated in 1D by applying the viscosity term for both approaching and receding particles. In 3D, even with viscosity applied only to approaching particles there is some dissipation applied at this location because the velocity differences are computed more isotropically. The small excess velocity at x ≈ 0.25 seen in 3D is caused by particles rearranging behind the shock front. Figure 3 shows the same shock but with αu = 0. Without artificial conductivity we find a 'blip' in the pressure profile at the contact discontinuity. The same feature is discussed by Price (2008) and Price (2012) in the context of non-relativistic SPH simulations. In both cases, the 'blip' can be smoothed out by including artificial conductivity. Simulations by CM97 do not contain such a 'blip', but instead display excessive thermal diffusion at the contact discontinuity, since artificial conductivity is included implicitly within their dissipation terms (compare our results to figures 9 and 10 in their paper). Figure 4 but in 3D. Initial particle spacing is 0.001. According to Martí & Müller (2003) this problem 'is still a challenge for state-of-the-art codes today'. Our use of an entropy variable and positive definite dissipation means our code remains robust and accurate for this problem. Figure 6 . Details of the density spike at different resolutions for the blast wave problem in 1D. We show the results of 500, 1000, 2000, 4000, and 8000 particle simulations, going from right to left, beginning with the rightmost peak. This corresponds to initial particle spacings of 2 × 10 −3 , 10 −3 , 5 × 10 −4 , 2.5 × 10 −4 , and 1.25 × 10 −4 , respectively.
Strong blast
In Figures 4 & 5 we show the results for a strong blast wave in both 1D and 3D, respectively. This is 'Problem 2' in Martí & Müller (2003) with a maximum fluid Lorentz factor of Γ = 3.6. We follow the same setup as for the mildly-relativistic shock but with differing initial conditions
The particle spacing is 0.001 on both sides of the interface, with 1000 × 12 × 12 particles for the whole domain in 3D. Importantly, we use unsmoothed initial conditions, unlike in CM97 and Rosswog (2010b). We found this was only possible when we evolved the entropy rather than total energy as the conserved variable, otherwise negative pressures could result in the absence of smoothing. The error is again largest in v x for both cases, with L2 = 2.5 × 10 −1 in 1D and L2 = 3.1 × 10 −1 in 3D. The peak of the density spike is also within 2.7% of the exact solution in both the 1D and 3D simulations. The same differences between 1D and 3D simulations occur as in the previous test, and for the same reasons. Figure 6 shows the details of the density spike at different resolutions. At low resolutions the shock speed is overestimated, consistent with the results of CM97. With 500 particles the centre of the spike is ahead of the exact solution by approximately one spike width. As the resolution is increased, our simulations approach the exact solution.
Sinusoidally perturbed shock
In Figure 7 we show the results in 1D and 3D for a shock tube with a sinusoidally perturbed right density state (e.g. Del The particle spacing is 0.0004 on the left side of the interface, and on the right such that the particle masses are the same as on the left. We find that the sine wave perturbation is easily transported across the shock front in both cases, with no noticeable loss in accuracy. The peaks of the propagated sine wave reach the correct levels of the two limiting solutions; to within 1.2% in 1D, and within 1.3% in 3D. The left end of the rarefaction fan in 1D displays an overshoot in the density, for the same reasons as discussed in the previous tests.
Shocks with transverse velocity
We consider two problems where the shock contains a non-zero transverse velocity to the main flow. This is important in relativistic flows since the magnitude of the flow speed is limited by the speed of light, and the transverse velocity is coupled to the evolution of the other hydrodynamic variables through the Lorentz factor. Figure 8 shows our results in 1D for a shocktube with initial conditions given by
The initial particle spacing is 0.0001 on the left side of the interface. Of the four hydrodynamic variables plotted (ρ, v x , v y , P ), the error is greatest in ρ with L2 = 3.7 × 10 −2 , and a 5% overshoot at the contact discontinuity. The fluid has a maximum Lorentz factor of Γ = 7.09.
A much more challenging test is the shocktube with initial conditions given by
As pointed out by Zhang & MacFadyen (2006) this tests requires a 'very high resolution to resolve the complicated structure of the transverse velocity'. Figure 9 shows the results for this problem in 1D. We find that this test is particularly challenging since the transverse velocity changes rapidly, requiring very high spatial resolution. The most obvious artefact is a spike in v y at x ≈ 0.2. This is also observed in Zhang & MacFadyen (2006) but is worse in SPH since this feature occurs in a low density part of the simulation, where the resolution is lowest. The largest error is in ρ with L2 = 4.0 × 10 −1 . The fluid reaches a maximum Lorentz factor of Γ = 44.5.
3D spherical blast wave
In Figure 10 we show the results of a spherically symmetric relativistic blast in 3D, analogous to the non-relativistic Sedov-Taylor blast wave. This is the same problem as done by Del Zanna & Bucciantini (2002) and Zhang & MacFadyen (2006) (see their Figures  8 and 17, respectively) .
For the initial conditions we set 640×740×784 particles on a closepacked lattice within a uniform periodic box x, y, z ∈ [−1, 1]. The density is initially set to ρ * = ρ = 1 everywhere. We inject a sphere of uniform pressure Pin = 1000 at the origin with radius r0 = 0.4, and set the pressure outside the sphere to Pout = 0. Our setup and resolution is equivalent to Zhang & MacFadyen (2006) , however we simulate the whole box x, y, z ∈ [−1, 1], instead of just the quadrant x, y, z ∈ [0, 1] which is only possible in spherical symmetry.
Following Chow & Monaghan (1997) and Rosswog (2010b) we slightly smoothed the initial discontinuity in the pressure using where for the characteristic transition length ∆r we used half the initial particle spacing. We compare our results to the 1D high resolution results of Zhang & MacFadyen (2006) . Our solution shows qualitative agreement with theirs, with the most notable difference being an ∼ 8% increase in the speed of our shock front. There is also a small amount of smoothing at the left end of the rarefaction fan (x ≈ 0.05), which is present in the 3D simulations of Del Zanna & Bucciantini (2002) and Zhang & MacFadyen (2006) . Figure 11 shows the (primitive) density slice through the z = 0 plane, demonstrating our code's ability to preserve radial symmetry and resolve the structure of the thin shell. The fluid reaches a maximum Lorentz factor of Γ = 19.56.
Oscillating polytrope
A concern with artificial conductivity (expressed by the referee of this paper) is that it may introduce unwanted side effects. For example, spuriously applied conductivity may seriously disrupt a stellar equilibrium state. To address this concern, Figure 12 shows the results of a 3D oscillating polytropic star with Newtonian self-gravity in the Minkowski metric. The initial conditions are a relaxed star consisting of 65752 ≈ 4π25 3 /3 particles and polytropic equation of state P (r) = Kρ(r) (n+1)/n with K = 10 −10 and n = 1.5 (i.e. γ ad = 5/3).
To relax the star we apply an additional force to the particles in the momentum equation which depends on the particle velocity (Gingold & Monaghan 1977) 9) and turn off all dissipative terms. That is, we set αAV = 0 and αu = 0. We integrate until t = 20000 when all particle motions have been sufficiently damped.
To induce radial oscillations in the star, we perturb the relaxed star profile with a small velocity perturbation , and which vanishes when the star is in hydrostatic equilibrium. This allows us to reproduce the same undamped oscillations as in the dissipation-free simulation.
Orbital dynamics -Schwarzschild Metric
In order to test our ability to perform orbital dynamics accurately, we use the Schwarzschild metric in spherical Schwarzschild coordinates. We confirmed that the same results can be reproduced using the equivalent Cartesian representation (see Appendix C1). We use a black hole mass of M = 1 in all simulations.
Circular orbits
The orbital frequency Ω of a circular geodesic in the Schwarzschild metric is identical to the frequency of a Newtonian orbit
Figure 13 (left) shows a test particle orbit with initial position (r, θ, φ) = (10M, π/2, 0) and initial velocity (v r , v θ , v φ ) = (0, 0, Ω), simulated for 15 orbital periods with constant time step ∆t = 0.01M throughout. Energy and angular momentum (e, p φ ) are conserved to machine precision (∆E/E ≈ 10 −15 ), and the radius also remains constant to machine precision.
Radial geodesics
The velocity of a radially in-falling particle beginning at rest in the Schwarzschild metric is given by 12) where r0 is the starting radius. Figure 15 shows our calculations of radially in-falling test particles from several radii, compared to the exact solution. We integrate with constant time step ∆t = 0.01M until the particles reach r = 2.001M . The largest L2 error out of the 10 simulations occurs for the r0 = 4M case, with L2 = 6.7 × 10 −8 when using data points every 31 time steps. This confirms that radial infall is accurately captured by our code. . Results of the 1D shocktube with initial transverse velocity on both sides of the interface. Simulations with 1000, 4000, and 16000, particles are shown in grey for reference, and the highest resolution simulation of 64000 particles is shown in blue. These resolutions corresponds to initial particle spacings of 1 × 10 −3 , 2.5 × 10 −4 , 6.25 × 10 −5 , and 1.5625 × 10 −5 , respectively. The exact solution given by Giacomazzo & Rezzolla (2006) ; Martí & Müller (2015) is shown in green. We find a large spike in v y at the contact discontinuity with even the highest resolution. 
Apsidal advance
Figure 16 (left) shows the trajectory of a precessing orbit. The orbit begins at r0 = 90M with tangential velocity vt = 0.0521157 such that the pericentre distance is ≈ 10M , i.e.
The trajectory of our simulation follows the trajectory as computed from a direct integration of the geodesic equation with coordinate time derivatives (see e.g. Equation 4.2 of Tejeda et al. 2017 ). We find a change in azimuthal angle of approximately 82.3
• between the first apocentre and the starting position. This is consistent with the exact value of 82.4
• (see e.g. Equation 2 of Wegg 2012) to within measurement error. A more accurate value can be obtained with higher temporal resolution at the apocentre. This confirms that the apsidal advance is as expected from theory.
Orbital dynamics -Kerr Metric
We perform further tests of orbital dynamics using the Kerr metric in spherical Boyer-Lindquist coordinates, however the same results can be reproduced using the equivalent Cartesian representation (see Appendix C2). We again use a black hole mass of M = 1 in all simulations.
Circular orbits
Circular geodesics are allowed in the Kerr metric when the plane of orbit is perpendicular to the spin axis of the black hole (i.e. θ = π/2 in Boyer-Lindquist coordinates). The orbital frequency for a circular orbit in the Kerr metric is given by (Abramowicz et al. 1978 ) 15) for orbits going in the positive φ direction, where |a| ≤ M is the angular momentum parameter of the black hole. Prograde orbits correspond to a > 0, whilst retrograde orbits are when a < 0. Figure 13 (right) shows a circular orbit at a radius of 2M for a maximally rotating black hole (a/M = 1), evolved for 15 orbital periods with constant ∆t = 0.01M and compared to the exact orbit. Again, energy and angular momentum (e, p φ ) are conserved to machine precision, and the radius also remains constant to machine precision.
Epicyclic motion
An otherwise circular orbit given a small, linear, radial perturbation, will undergo epicyclic motion in the Kerr metric. The epicyclic frequency κ is given by (Kato 1990; Lubow et al. 2002 )
We compute κ for a range of values of a, by setting a series of test particles on epicyclic orbits at different radii. To induce the epicyclic motion we set the initial angular velocity to be v φ = 1.00001Ω (i.e. a 0.001% increase from the circular velocity). For simplicity and because test particles do not interact, simulations with the same a were computed simultaneously. Each simulation was run for t = 30000M to ensure that epicycles with the lowest frequency completed at least 20 cycles. We then measure the frequency, as described in Appendix D. Figure 14 (left) shows the results of all simulations for a ∈ [−1, 1] and M = 1. The radii at which κ = 0 correspond to the innermost stable circular orbit (ISCO). The typical errors are of order ∆κ/κ ≈ 10 −3 . However, the errors can be made arbitrarily small by taking a longer time series, since the smallest frequency measurement possible with a Fourier transform is δΩ = 2π/tmax. -1.8×10 -12 cond cond switch Figure 12 . Maximum (central) density ρ * (left) and total gravitational potential energy (right) for the oscillating polytrope. With no dissipation the polytrope oscillates indefinitely about its equilibrium state (black solid line). Using artificial conductivity with the same signal speed as artificial viscosity results in a disturbed stellar profile (blue dot-dashed line). This is remedied by using the signal speed in Eq. 4.26 which switches conductivity off where it is not needed (green dashed line). 
Vertical-oscillation frequency
A circular orbit given a small, linear, vertical perturbation, will undergo vertical oscillations in the Kerr metric. The vertical oscillation frequency Ωz is given by (Kato 1990; Lubow et al. 2002 ) To induce vertical oscillations we perturb test particles up out of the θ = π/2 plane by 0.001% (i.e. θ = (1 − 0.00001) π/2). The exact solutions for each value of a are truncated at the radius corresponding to the ISCO. Typical errors are similar to those for the epicyclic frequency (∆Ωz/Ωz ≈ 10 −3 ), and can again be made smaller by taking a longer time series. Figure 16 (middle & right) demonstrates the effect of black hole spin on apsidal advance. We use similar initial conditions as in Section 8.2.3 however with a/M = {−0.1, 0, 0.1} in the Kerr metric and performed these calculations in Cartesian-like coordinates. We chose relatively small values of spin in order to distinguish the direction of orbital advance, however there is no limit on the values of spin that the code can handle. The initial conditions for this orbit are such that in the x-y plane the initial starting position and velocity is the same for all three orbits since r 2 = x 2 + y 2 + z 2 in Boyer-Lindquist coordinates, i.e.
Apsidal advance
(x, y, z) = (r0, 0, 0), (8.18)
where again we use r0 = 90M and vtan = 0.0521157. The angle of precession decreases for prograde orbits, and increases for retrograde orbits, as expected. Combined with the high accuracy of our epicyclic frequency measurements, this confirms that we capture Kerr orbital dynamics accurately. Figure 17 shows the conservation of angular momentum in our timestepping algorithm described in Section 6.3. We compute the precessing orbit in the Schwarzschild metric in Cartesian coordinates (Section 8.2.3) using both double (64 bit) and quad (128 bit) precision, whilst varying the number of steps per orbit (step size), and the tolerance ( x, p) of the implicit solve. The conserved angular momentum in the Schwarzschild metric is (8.20) We define the orbital period for this trajectory to be the time between consecutive apocentres (t orbit ≈ 2390M with our setup).
Conservation of angular momentum
With 10 4 steps per orbit, we find that we conserve angular momentum to round off error provided p and x are sufficiently small. Using tolerances of 10 −15 (double precision) and 10 −30 (quad precision) angular momentum is conserved to round-off error. Therefore in our 3D code, which is double precision, we set p = x = 10 −15 by default.
General relativity -Bondi accretion
To test our ability to perform hydrodynamics in a curved spacetime and not just special relativity, we consider spherically symmetric flow in the Schwarzschild metric. Hawley et al. (1984b) give the analytic solution, which is a generalisation of non-relativistic Parker-Bondi flow. To simulate the accretion solution, we inject shells (geodesic spheres) of SPH particles from a particular radius at discrete, regular intervals. The particles are given density, velocity and thermal energy corresponding to the exact solution at the radius which they are injected. For details of the algorithm we refer the reader to the publicly available subroutine in PHANTOM used in applications of stellar winds (Toupin et al. 2015a,b; Siess et al. in prep) .
Geodesic flow
The solution for marginally bound, spherically symmetric, radial flow of 'pressure-less' gas is given by (Hawley et al. 1984b )
where ρ0 and u0 are normalisation constants. The solution assumes that u 1 everywhere, hence we must use u0 1 to be consistent. The solution is also the same for inflow and outflow, aside from the sign of v r . For our simulations we use normalisation constants u0 = 1 × 10 −9 and ρ0 = 1. Following Hawley et al. (1984a) , we inject fluid radially in toward the black hole from a radius of rin = 18.1M . To have a smooth boundary condition at rin, we keep 10 shells of particles, uniformly spaced in time, outside of the injection radius at all times. The hydrodynamic quantities v r , ρ and u are fixed to the exact solution while the shells remain outside the injection radius. As each shell moves inward and crosses rin, it is 'released' and left to evolve on its own. Once a shell is released, a new boundary shell is added to the outside of the remaining boundary shells in order to maintain a constant number of boundary shells. For the inner boundary, we simply remove particles from the simulation when they cross r = 2.1M .
Figures 18 & 19 show our results for geodesic Bondi accretion with 8412 particles per shell, a time spacing of δt = 0.602M between consecutive shells, and individual particle masses of ma = 9 × 10 −4 M . We find that we achieve best results with artificial viscosity turned off i.e. αAV = 0 (Fig. 18) . After evolving the simulation to t = 90M the L2 errors are 5.4 × 10 −2 , 1.8 × 10 −4 and 4.4 × 10 −2 for ρ * , v r and u, respectively. Figure 19 shows the same simulation but with the standard dissipation parameter αAV = 1 for comparison. Although there are no shocks present, viscous heating leads to excess thermal energy (third panel of Figure 19 ). The excess heating is small but easily overwhelms the negligible thermal energy assumed in the test problem. To reduce viscous heating away from shocks, the standard approach in non-relativistic SPH is to implement shock detection switches. The most widely used is the switch proposed by (Cullen & Dehnen 2010) , however this is non-trivial to generalise to relativity. We experimented with a modified form of the older Morris & Monaghan (1997) switch but found it ineffective for the Bondi problem since it relies on (−∂v i /∂x i ) as the shock detector, which does not switch off for adiabatic contraction.
There is a small turnover in density at the inner boundary in both cases. This is merely a consequence of our inner boundary condition and does not reflect the accuracy of our density calculation in a strong field regime. The drop off occurs because particles close to the accretion radius have fewer neighbours and thus a lower density. This effect is not unique to GRSPH and would occur wherever the inner boundary was chosen to be.
Sonic point flow
Dropping the assumption u 1 means that the pressure between fluid elements is no longer negligible. The solution for this flow (Michel 1972; Hawley et al. 1984b) can be written in terms of a temperature variable T ≡ P/ρ = (γ ad − 1)u, not to be confused with the gas temperature as defined in equation 2.22, 26) where n ≡ 1/(γ ad −1) is the polytropic index and K0 is an entropy normalisation constant. T (r) is determined by the implicit equation
The constants C1 and C2 can be both uniquely determined through the choice of a critical point rc,
where as determined by equation 2.3 for the Schwarzschild metric. For γ ad = 5/3, equation 8.27 yields two real solutions, one for inflow and the other for outflow (Michel 1972 ). For our simulation we take care to choose the correct branch, corresponding to an inflow. We choose a critical value rc = 8M and normalise the entropy to K0 = 1. Figures 20 & 21 show the results of our simulation. We follow the same procedure as for the geodesic flow simulation, injecting shells of particles from rin = 18.1M , however this time we fill the domain all the way to the accretion radius at r = 2.1M before begining the simulation. This reduces the time taken to reach a steady state. Each shell consists of 8412 particles, with time intervals of δt = 1.404M between each consecutive shell, and individual particle masses of ma = 4 × 10 −4 M . Figure 20 shows our results with a reduced artificial viscosity parameter of αAV = 0.1. After evolving the simulation to t = 360M in order to reach a steady state, the L2 errors are 4.2×10 −2 , 2.5 × 10 −2 and 3.2 × 10 −2 for ρ * , v r and u, respectively. In Figure 21 we show the same simulation but with αAV = 1 for comparison. As with the geodesic simulations above, we find excessive viscous heating when the standard artificial viscosity parameter is used. A small drop off in density can again be seen at the inner boundary, for the same reasons as discussed in the geodesic simulation. Figure 22 shows a rendered cross section of the conserved density ρ * and the specific thermal energy u close to the inner boundary for the same simulation as Fig. 20 . This demonstrates that the boundary condition is not a serious concern, so long as the event horizon is well resolved.
CONCLUSIONS
We have developed and benchmarked a 3D GRSPH code for hydrodynamics in strong field gravity. The novel aspects are:
(i) Shock capturing: We demonstrated how to split viscous and thermal conduction components of the shock dissipation terms in relativistic SPH. This is important for accurate treatment of contact discontinuities (Price 2008) .
(ii) Entropy: We show how to formulate the equations with entropy as the conserved variable. This enables us to robustly simulate strong blast waves with no smoothing of the initial conditions without the code failing due to negative pressures.
(iii) Timestepping: We showed how to generalise the Leapfrog time integration scheme to relativistic SPH. We combined a symplectic and reversible method for non-separable Hamiltonians from Leimkuhler & Reich (2005) with a modified algorithm that is efficient for SPH. This allows for symplectic and reversible integration of the orbital dynamics and reversible integration of the SPH equations in the absence of dissipation. Our algorithm generalises the RESPA scheme (Tuckerman et al. 1992 ) employed by Price et al. (2018) .
(iv) Benchmarking: We benchmark both our algorithm and codes against a series of standardised tests in 1D and 3D. We showed results for mildly and ultra-relativistic shocks in 1D and 3D, circular and eccentric orbits, radial geodesics, vertical and epicyclic oscillation about circular orbits in Schwarzschild and Kerr metrics, 3D relativistic spherical blast, and generalised Bondi flow.
(v) Public code: We implemented our algorithms into the public SPH code PHANTOM (Price et al. 2018 ). Our intention is to make GR PHANTOM publicly available in due course.
We showed how to use SPH, for flows in curved metrics of space. We captured the shocks, and adjusted the clocks. Our tests, they all worked in each case.
APPENDIX A: POSITIVITY OF THE ENTROPY CHANGE
A1 Conductivity
First, we will prove that the artificial conductivity contributes to a positive definite change to the total entropy. Taking Equation 5.8 and relating it back to the specific entropy 
The change in total entropy is
and thus the contribution from artificial conductivity is Given the determinant of the covariant metric g, we simply compute the adjugate matrix of gµν , and then
In practice we find that this conserves Eq.C19 better than the analytic contravariant terms near the event horizon. As such, we compute the contravariant metric in this manner by default.
APPENDIX D: COMPUTING OSCILLATION FREQUENCIES
To measure the oscillation frequencies described in Sections 8.3.2 and 8.3.3, we take the maximum value of the 1-D power spectrum of r(t), using numpy.fft.fft in PYTHON. Figure D1 shows the time series (left) and corresponding power spectrum (right) for the a = 1, r = 1.2 case.
