Abstract. We give a combinatorial construction for the canonical bases of the ±-parts of the quantum enveloping superalgebra U(gl m|n ) and discuss their relationship with the Kazhdan-Lusztig bases for the quantum Schur superalgebras S(m|n, r) introduced in [7] . We will also extend this relationship to the induced bases for simple polynomial representations of U(gl m|n ).
Introduction
The theory of Kazhdan-Lusztig bases for Iwahori-Hecke algebras and its subsequent generalisation by Lusztig to canonical bases for quantum groups and their integrable modules was an important breakthrough in representation theory. Remarkably, this theory can also be approached through Kashiwara's crystal and global crystal bases and thus results in more applications. For example, it serves as an important motivation for the categorification of quantum enveloping algebras since its geometric construction provides a first model of categorification.
Naturally, generalising the canonical basis theory to the quantum supergroups attracts lots of attention and becomes rather challenging. For example, Benkart-KangKashiwara [2] developed a crystal basis theory for a certain class representations of the quantum general linear Lie superalgebras; while Clark-Hill-Wang [4] constructed crystal/canonical bases for quantum supergroups with no isotropic odd roots which includes sop(1|2n) as the only finite type example.
In this paper, we will provide a construction of the canonical basis for the most fundamental quantum supergroup U(gl m|n ).
Recently, a new construction or a realisation for the quantum supergroup U(gl m|n ) was given by the authors [6] via a realisation basis and explicit multiplication formulas of basis elements by generators. This work is a generalisation of the construction of quantum gl n by Beilinson, Lusztig and MacPherson [1] . We now use this realisation to construct the canonical basis for the ±-parts of U(gl m|n ).
The main discovery in the paper is the identification of the realisation bases of the ±-parts with PBW type bases. It has been observed by The first author gratefully acknowledge support from ARC under grant DP120101436. The work was completed while the second author was visiting UNSW.. quantum gl n case that the BLM realisation bases for the ±-parts share the same multiplication formula of a basis element by generators as the Ringel-Hall algebra of a linear quiver. In the super case, the nonexistence of Ringel-Hall algebras made us to seek a similar relation directly. Thus, under the realisation isomorphism, we prove in Theorem 4.5 that the realisation basis for the +-part coincides with the PBW type bases considered in [14] . Now the realisation basis has a triangular relation to a certain monomial basis as discovered in the proof of Theorem [6, Th. 8.1] via a similar relation in the quantum Schur superalgebras [6, Th. 7.1] . Thus, we obtain a triangular relation between a monomial basis and a PBW basis. This relation is the key to the existence of the canonical bases (Theorem 5.2) and makes it computable, following an algorithm used in [3] .
Since the realisation of U(gl m|n ) was built on the structure of quantum Schur superalgebras, it is natural to expect the canonical bases for the ±-parts should have a connection to the canonical basis of a quantum Schur superalgebra constructed in [7] . We will reveal such a relation in Theorem 5.4.
The canonical basis for the negative part in the nonsuper case induces nicely canonical bases for simple representations of U(gl n ). However, in the super case, this nice property is no longer true. Instead, we will show that, for a simple polynomial representations of U(gl m|n ), any basis induced from the canonical basis of S(m|n, r) coincides with the one induced by the canonical basis of the negative part of U(gl m|n ).
It would be interesting to make a comparison between the canonical bases for U(gl m|n ) and quantum Schur superalgebras and the canonical basis for the quantum coordinate superalgebra given in [13] .
We organise the paper as follows. We will collect the basic theory of quantum Schur superalgebras in §2, including a construction of the canonical basis. We provide in §3 some multiplication formulas of high order in order to construct the Lusztig type form of the ±-parts and prove that its defining basis is nothing but a PBW type basis in §4. In §5, we construct the canonical bases for the ±-parts and describe a relation between this basis and that for quantum Schur superalgebras. As examples, we compute the canonical bases for the supergroups U(gl 2|1 ) and U(gl 2|2 ). Finally, in the last section, we discuss simple polynomial representations of U(gl m|n ) and relate their bases induced by the canonical bases of S(m|n, r) and of the negative part of U(gl m|n ).
Throughout, let m, n be nonnegative integers, not both zero. 
Canonical bases for quantum Schur superalgebras
Let S r be the symmetric group on r letters and let S = {(k, k + 1) | 1 ≤ k < r} be the set of basic transpositions. Form the Coxeter system (S r , S) and denote the length function with respect to S by l : W → N and the Bruhat order on S r by ≤.
An N-tuple λ = (λ 1 , λ 2 , · · · , λ N ) ∈ N N of non-negative integers is called a composition of r into N parts if |λ| := i λ i = r. Let Λ(N, r) denote the set of compositions of r into N-parts. A partition π of r is a weakly decreasing sequence (π 1 , π 2 , · · · , π t ) of nonzero integers. Let Π(r) denote the set of partitions of r.
The parabolic (or standard Young) subgroup S λ of S r associated with a composition λ consists of the permutations of {1, 2, · · · , r} which leave invariant the following sets of integers
We will also denote by D λ := D S λ (resp., D + λ ) the set of all distinguished or shortest (resp., longest) coset representatives of the right cosets of S λ in S r . Let
is a parabolic subgroup associated with a composition which is denoted by λd ∩ µ. In other words, we define
The composition λd ∩ µ can be easily described in terms of the following matrix. Let
be the N × N matrix associated to the double coset S λ dS µ . Then
where ν j = (a 1,j , a 2,j , . . . , a N,j ) is the jth column of A. In this way, the matrix set
is the set of all N × N matrices over N whose entries sum to r. For A ∈ M(N, r), let
For nonnegative integers (not both zero) m, n, we often write a composition λ = (λ 1 , . . . , λ m+n ) ∈ Λ(m + n, r) as λ = (λ (0) |λ (1) ), where
to indicate the"even" and "odd" parts of λ and identify Λ(m + n, r) with the set
Thus, a parabolic subgroup S λ associated with λ = (λ (0) |λ (1) ) ∈ Λ(m, r 0 ) × Λ(n, r 1 ) has the even part S (λ (0) |1 r 1 ) , briefly denoted by S λ (0) , and the odd part S (1 r 0 |λ (1) ) , denoted by S λ (1) .
For λ, µ ∈ Λ(m|n, r), let
This set is the super version of the usual D λµ . Let
We may extends the Bruhat order to M(m|n, r) by setting, for
. The Hecke algebra H = H(S r ) associated to S = S r is a free Z-module with basis {T w ; w ∈ S r } and the multiplication is defined by the rules: for s ∈ S,
The bar involution on H is the ring automorphism¯:
is called a υ-Schur superalgebra over Z on which the Z 2 -graded structure is induced from the Z 2 -graded structure on T(m|n, r) defined by
Following [7] , define, for λ, µ ∈ Λ(m|n, r) and d ∈ D
There exists H-homomorphism
The following result is given in [7, 5.8] .
Lemma 2.2. The set {φ A | A ∈ M(m|n, r)} forms a Z-basis for S(m|n, r).
In order to define the canonical basis, we use the normalised basis {ϕ A | A ∈ M(m|n, r)} defined as follow.
For λ, µ ∈ Λ(m|n, r) and d ∈ D
where w 0,λ denotes the longest element in S λ . The bar involution on H can be extended to the quantum Schur superalgebrā 
Recall from [7, §8] that the υ-Schur superalgebra S(m|n, r) can also be defined as the endomorphism algebra End H (V (m|n) ⊗r ) of the tensor space V (m|n) ⊗r ; see Corollary 8.4 there. Here V (m|n) is a free Z-module of rank m + n with basis
where
The place permutation (right) action of the symmetric group S r acts on I(m|n, r) induces right H-module structure on V (m|n)
⊗r ; see [6, (1.
where N Sr,S d λ ∩Sµ (e µ,λd ) is the relative norm defined in [6, (1.
and w 1 is an "odd" component of w = w 0 w 1 with A ϕ A for all A ∈ M(m|n, r).
Proof. By [7, Prop.8.3] , the map f : (1) ) and, by [6, Lem. 2.3] , A = d. The assertion follows immediately.
In [7] , a canonical basis {Θ A } A is constructed relative to the basis {ϕ A } A and the bar involution defined in [7, Th. 6.3] . By the lemma above, the canonical basis {Ξ A } A relative to the basis {[A]} A and the same bar involution can be similarly defined. Proof. Since {Ξ A } A (resp., {Θ A } A ) is the unique basis satisfying Ξ A = Ξ A (resp., Θ A = Θ A ) and
If we write Θ A = ϕ A + B<A p B,A ϕ B , then, by the lemma above,
The uniqueness forces Ξ
We will discuss a PBW type basis for S(m|n, r) at the end of §5.
Multiplication formulas and a stabilisation property
We first record the following multiplication formulas discovered in [6, . For a fixed matrix A ∈ M(m|n, r), h ∈ [1, m + n) and p ≥ 1, let 
We now describe a stabilisation property from these formulas which is the key to a realisation of the supergroup U(gl m|n ).
Note that this number is different from the number A defined in (2.2.2). Consider the set of matrices with zero diagonal:
Define M(m|n) + (resp., M(m|n) − ) as the subset of upper (resp., lower) triangular
0, otherwise, (3.1.4) where = s denotes the super (or signed) "dot product":
We have the following stabilisation property. 
spans the υ-Schur superalgebra S(m|n, r) over Q(υ). Moreover, E h,h+1 (0, r)A(j, r) and E h+1,h (0, r)A(j, r) can be written as a linear combination of certain (linearly independent) elements of L r with coefficients independent of r for all r ≥ |A|.
We write explicitly a special case of these multiplication formulas.
The following multiplication formulas hold in S(m|n, r) for all r ≥ |A|:
We now generalise this property to the higher order situation. By Proposition 3.1(2 ± ), we only need to consider the h = m case.
with h = m and let p be any positive integer. Then, for all r ≥ |A|, the following multiplication formula holds in S(m|n, r):
Proof. For notational simplicity, let
By definition and Proposition 3.1, the left hand side becomes
where the last equality is seen as follows. Since A ∈ M(m|n) + , the first h entries of
where the union is disjoint and
Clearly there is a bijection between sets
Continuing our computation by swapping the summations yields
4. The realisation of a PBW basis for U(gl m|n )
We now use the stabilisation property developed in Lemmas 3.3 and 3.4 to give a realisation of the Lusztig form U ± Z (gl m|n ) of the ±-parts of U(gl m|n ) and introduce the canonical basis for U ± Z (gl m|n ). We first recall the realisation of U(gl m|n ) via the stabilisation property mentioned in Proposition 3.2.
Recall also the definition of the super commutator on homogeneous elements of a superalgebra with parity function :
Definition 4.1 ([14]
). The quantum supergroup U = U(gl m|n ) is the superalgebra over Q(υ) with even generators:
+ n, and odd generators: E m , F m which satisfy the following relations:
, where E m−1,m+2 , E m+2,m−1 denote respectively the elements
Clearly, U admits a Q(υ)-algebra anti-involution (i.e., anti-automorphism of order two):
The quantum root vectors E a,b , for a, b ∈ [1, m + n] with |a − b| ≥ 1, are defined by recursively setting E h,h+1 = E h , E h+1,h = F h , and
where c can be taken to be an arbitrary index strictly between a and b, and E a,b is homogeneous of degree E a,b := a + b . We remarks that τ does not send the positive root vector to negative root vectors, i.e., τ (E a,b ) = E b,a for all a < b.
Consider the subspace A(m|n) of the Q(υ)-algebra
spanned by the linear independent set
By [6, Ths. 9.1&9.4] (deduced from Proposition 3.2), A(m|n) is a subalgebra isomorphic to U(gl m|n ). Moreover, there is an algebra isomorphism given by
, where l ≥ 1 for all h = m. We have the following realisation of
is a subalgebra of A(m|n) which is isomorphic to U We will identify U(gl m|n ) and U + Z with A(m|n) and A + Z , respectively, under η in the sequel.
We now take a closer look at the triangular relation mentioned in the proof. The order relation involved in the triangular relation is the following relation:
Note that this definition is independent of the diagonal entries of a matrix. So is not a partial order on M(m|n). However, its restriction to M(m|n) ± is a partial order. In particular, we have posets (M(m|n) + , ) and (M(m|n) − , ). Moreover, the following is taken from [1, Lem. 3.6(1)] (see also [5, Lem. 13.20, 13 .21]): for A, B ∈ M(m|n, r),
We may also introduce another partial order rc on M(m|n, r) defined by For any A = (a i,j ) ∈ M(m|n) ± and j ∈ Z m+n , we have the following triangular relation in the Q(υ)-algebra A(m|n)
where i, h, j satisfy 1 ≤ i ≤ h < j ≤ m + n and the products follow the orders ≤ i which are defined as in [5, (13.7.1) ]. In particular, by Lemma 3.4, a single product for A ∈ M(m|n) + can be simplified as
where g B,A ∈ Z. Then, applying the anti-involution τ in (4.1.1) yields
Corollary 4.4. The set {m 
. If we order linearly the set
+ , the product and its 'transpose'
. We now prove that this basis is nothing but the same basis given in Theorem 4.2.
For any A ∈ M(m|n), set
Refer to [5, Lem. Proof. Let A = (a i,j ). We apply induction on A to prove the assertion. If A = 1, then A must be of the form E i,i+1 for some 1 ≤ i < m + n. Thus, this case is clear from the definition of η. So E i,i+1 = (E i,i+1 )(0), as desired.
Assume now A > 1 and that, for any B ∈ M(m|n) + with B < A , E B = B(0). Consider the entries of A and choose 1 ≤ h < l ≤ m + n such that a h,l > 0 and a i,j = 0 for all j > l or i > h whenever j = l. In other words, E
is the first factor in the product E A . Then, by the definition,
and also E h,l = E h,l (0). There are two cases to consider. Case 1: l = h + 1. For this case, we directly use the multiplication formula given in Lemma 3.3. By the selection of indices h, l, all a h+1,j = 0 = a h,j if j > h + 1 = l. Thus, by (3.3.1), f A−E h,h+1 (h, h + 1) = a h,h+1 − 1. So
Case 2: l > h + 1. In this case, write
and, on the other hand,
Now multiplying (4.5.1) by E h,h+1 and applying Lemma 3.3 yields
We now compute multiplying (4.5.2) by E h+1,l . Note that, since a h+1,j = 0 for all j ≥ l, the summation in (4.5.2) is taken over all j with a h+1,j ≥ 1 and j < l. But j < l implies
Thus, by induction,
Hence, by induction again,
Thus, for ε = δ h,m ,
and σ(j) − ε = σ A−E h,l (j) for h = m, Combining (4.5.3) and (4.5.4) gives
Canonical basis for U
We are now ready to introduce the canonical basis for U ± Z via the PBW basis described in (4.4.1) and the partial order used in the triangular relation (4.3.1). We need another ingredient-a bar involution.
By Definition 4.1, we may define the bar involution
Remark 5.1.
(1) If we denote ♭ to be the involution on the direct product S(m|n) = r≥0 S(m|n, r) defined by baring on every component (see (2.2.1)), then the restriction of ♭ to A(m|n) = U(gl m|n ) coincides with the bar involution on U(gl m|n ). This can be seen as follows.
If A = diag(λ) or diag(λ) + E h,h+1 , then A is minimal under the Bruhat ordering. Thus, (2.
2.1) implies [A] = [A]
. Since E h,h+1 (0, r) = λ∈Λ(m|n,r−1) [E h,h+1 + diag(λ)] and O(e i , r) = λ∈Λ(m|n,r) υ
, it follows that E h,h+1 (0, r) = E h,h+1 (0, r) and O(e i , r) = O(−e i , r). Similarly, E h+1,h (0, r) = E h+1,h (0, r). Hence, ♭(E h,h+1 (0)) = E h,h+1 (0), ♭(O(e i )) = O(−e i ), and ♭(E h+1,h (0)) = E h+1,h (0). This is the same bar involution as defined in (5.0.5).
(2) Matrix transposing induces Q(υ)-algebra anti-involutions
which induce anti-involution τ on S(m|n) and, hence, on A(m|n) = U(gl m|n ). This is the same τ as defined in (4.1.1). Hence, τ (A(0)) = A t (0) for all A ∈ M(m|n) + . In particular, by (4.4.1), we have
Then ι is a ring anti-involution
Note that ι(E a,b ) = E b,a for all a = b (cf. the remark after (4.1.2)).
Theorem 5.2. The basis {A(0)} A∈M (m|n) + , the bar involution, and the partial order define uniquely the canonical
In other words, the elements C A are uniquely defined by the conditionsC A = C A and
Applying the anti-involution τ yields the canonical basis
Z which can be defined similarly relative to {A(0)} A∈M (m|n) − etc.
Proof. By (4.3.1), we may write the basis {A(0)} A∈M (m|n) + in terms of the monomial basis:
where h B,A ∈ Z. Applying the bar involution and (4.3.1) yields 
form the required basis. For the last assertion, see (4.3.2) and Remark 5.1(2).
Recall from [6, Cor.6.4] that there are Q(υ)-superalgebra epimorphisms
sending E h , F h and K ±1 to E h,h+1 (0, r), E h+1,h (0, r) and O(±e i , r), respectively. Note that it was these epimorphisms that induce the isomorphism η in (4.1.4). Note also that the epimorphism η r is compatible with the bar involutions by the remark above.
Let S − (m|n, r) = η r (U In other words, this is the canonical basis relative to B + r and the restrictions of the bar involution (2.2.1) and . Moreover, we have
A similar result holds for S − (m|n, r).
Proof. Applying η r to (4.3.1) yields a triangular relation in S + (m|n, r) between the monomial basis and B + r . So the canonical basis, defined by the basis B + r , the bar involution and the order , exists. By Remark 5.1 and (5.2.1), c A does satisfy the described conditions. Hence, it is the required canonical basis.
We now make a comparison between the canonical bases C − for U − Z and C r for the quantum Schur superalgebra given in Corollary 2.4. Note that C r can be defined by using the order rc (see Remark 4.3).
Let U 0 Z be the Z subalgebra of U(gl m|n ) generated by K i and
for 1 ≤ i ≤ m+n and t ≥ 1, where
Since, for any λ ∈ Λ(m|n, r), η r m+n i=1
+ , µ ∈ Λ(m|n, r)}. This is called a Borel subsuperalgera.
For A ∈ M(m|n), define the "hook sums"
If we write
Set h(A) ≤ λ if and only if h i (A) ≤ λ i for every i. 
forms the canonical basis for the Borel subsuperalgebra S ≤0 (m|n, r). 
where rc is the partial order relation on M(m|n, r) defined in (4.2.3). Now, by Remark 4.3 and the uniqueness of canonical basis, we must have (−1)
We end this section with description of a PBW type basis for S(m|n, r).
Corollary 5.5. Maintain the notation in (5.3.2). For A ∈ M(m|n)
± and λ ∈ Λ(m|n, r), we have
where ε λ,h(A) = 1 if λ ≥ h(A) and 0 otherwise. In particular, the set
forms a Z-basis for S(m|n, r).
and, by [6, (8. This algorithm has been used before (see, e.g., [3] ). We now use the algorithm to compute some small rank examples.
We observe the following. From [12, Example 3.4] , U(gl 3 ) has the canonical basis consisting of tight monomials
If we regard E 2 as an odd generator and only consider the power E (a) 2 with a = 0, 1, we obtain the following elements from the classical canonical basis above:
Then we claim that they coincide with the canonical basis above. Indeed, by the multiplication formulas given in Lemma 3.4, we have
which are the third and fourth elements in (6.2.1). Hence, the canonical basis for U + Z (gl 2|1 ) consists of tight monomials. We now compute the canonical basis of U + Z (gl 2|2 ). We will use the following abbreviation for a 4 × 4 matrix in M(2|2) + : 
. This is the only even case.
Proof. We just give a proof for (9) . The other cases can be proved in a similar way.
, by definition,
1,2 . Repeatedly applying the multiplication formula in Lemma 3.3 yields
+ , by the multiplication formula in Lemma 3.4,
Observing the summands above, the maximal matrix B such that B ≺ A is B 1 = (a + 1)E 1,2 + E 2,3 + E 1,4 + f E 3,4 , and the coefficient of B 1 (0) is
. By the multiplication formulas, we have
Since the coefficient of
But the coefficient of ((a + 1)E 1,2 + E 2,3 + E 1,3 + (f + 1)E 3,4 )(0) is
Let B 3 = (a + 2)E 1,2 + E 2,3 + E 2,4 + f E 3,4 and rewrite coefficient of B 3 (0) as
Finally, we compute m
. Since
is the required canonical basis element C A .
Simple polynomial representations of U(gl m|n )
For a finite dimensional U(gl m|n )-module M and λ ∈ Z m+n , let Let U = U(gl m|n ) and U0 = U(gl m ⊕ gl n ) and U
let L0(λ) be the (finite dimensional) irreducible module of U0 with the highest weight λ. Then L0(λ) becomes a module of the parabolic superalgebra U0U
via the trivial action of E a,b on L0(λ) for all 1 ≤ a ≤ m < b ≤ m + n. Define the Kac-module (see [14] )
Since U is a free U0U
module, as vector spaces, we have
Note that, for all µ ∈ wt(K(λ)), |λ| = |µ| and µ λ (meaning λ−µ is a sum of positive roots). 4 Thus, we say that K(λ) is a representation of U at level |λ|. Moreover, every K(λ) has a unique maximal submodule and hence defines an simple module L(λ). In fact, the set {L(λ) | λ ∈ Λ + (m|n)} forms a complete set of finite dimensional simple U-modules.
Since every irreducible finite dimensional module L(λ) of U is a quotient module of a Kac module K(λ), L(λ) is a representation at the same level as K(λ).
Lemma 7.1. The irreducible polynomial representations of U(gl m|n ) at level r ≥ 0 are all inflated via η r from the irreducible representations of S(m|n, r).
Proof. Clearly, if M is an S(m|n, r)-module, then M = λ∈Λ(m|n,r) M λ as a U(gl m|n )-module, where M λ = ξ λ M with ξ λ = [diag(λ)]. This is seen easily since η r (K i ) = λ υ λ i i ξ λ . Hence, every inflated module is a module at level r. Assume now M is an irreducible polynomial representation of U(gl m|n ) at level r.
By the presentation for S(m|n, r) given in [9] , we see that M is in fact an inflation of a simple S(m|n, r)-module.
By this lemma, the study of simple polynomial representations of U(gl m|n ) is reduced to that of simple S(m|n, r)-modules for all r ≥ 0. Simple S(m|n, r)-modules have been classified and constructed in [7] via a certain cellular basis. We now use the cellular bases adjusted with a sign as in defining the canonical basis {Ξ A } A to see how the canonical bases for U − Z and S(m|n, r) induce related bases for these modules. For A = (λ, d, µ) as in (2.0.3), define compositions α, β by (2.0.5),
[7, (6.3.1)]). Using this basis and the bar involution defined in (2.2.1) (cf. [7, Th. 6.3] ), one defines another canonical basis {Ξ ′ A | A ∈ M(m|n, r)} for S(m|n, r). Note that this basis is not integral basis over Z but a cellular basis over Q(υ). We now describe its cellularity.
For λ ∈ Λ(m|n, r), µ ∈ Λ(m ′ |n ′ , r), let
where a i = |λ 
where y ≤ L w is the order relation ≤ L on S r defined in [11] .
With this order relation, the structure constants for the basis {Ξ ′ A } A∈M (m|n,r) satisfy the following order relation.
Let ≤ LR be the preorder generated by ≤ L and ≤ R . The relations give rise to three equivalence relations ∼ L , ∼ R and ∼ LR on M(m|n, r). Thus, A ∼ X B if and only if A ≤ X B ≤ X A for all X ∈ {L, R, LR}. The corresponding equivalence classes in M(m|n, r) with respect to ∼ L , ∼ R and ∼ LR are called left cells, right cells and two-sided cells respectively.
Like the symmetric group case, the cells defined here can also be described in terms of a super version of the Robinson-Schensted correspondence.
Let Π(r) be the set of all partitions of r and let Π(r) m|n = {π ∈ Π(r) | π m+1 ≤ n}.
For π ∈ Π(r) m|n and µ ∈ Λ(m|n, r). A π-tableau T of content µ is called a semistandard π-supertableau of type µ if, in addition, a) the entries are weakly increasing in each row and each column of T; b) the numbers in {1, 2, · · · , m} are strictly increasing in the columns and the numbers in {m + 1, m + 2, · · · , m + n} are strictly increasing in the rows.
Let T su (π, µ) be the set of all semi-stardard π-supertableaux of content µ. In particular, for the given partition π, if we set π (0) = (π 1 , π 2 , · · · , π m ),π (1) = (π m+1 , π m+2 , · · · , π m+n ) t , (7.3.1) thenπ = (π (0) |π (1) ) ∈ Λ(m|n, r) and T su (π,π) contains a unique element, denoted by T π . We also write sh(T) = π if T ∈ T su (π, µ), called the shape of T. The cellular basis defines cell modules C(π), π ∈ Π(r) m|n (see [10] or [5, (C.6. 3)]). Since S(m|n, r) is semisimple, all C(π) are irreducible. Theorem 7.6. As a U(gl m|n )-module via η r : U(gl m|n ) → S(m|n, r), C(π) ∼ = L(π), whereπ is defined in (7.3.1).
Proof. By the construction, for any fixed Q ∈ I(π), C(π) is spanned by v S := Ξ ν (1) ). Cosequently, we do not have ν = π in general and so the cardinality of the set could be larger than dim C(π).
Corollary 7.8. We have S(m|n, r) + vπ = 0. In other words, by regarding C(π) as a U(gl m|n )-module, vπ is a primitive vector.
Proof. We first observe that, if co(E h,h+1 + diag(λ)) =π, i.e., λ + e h+1 =π, then λ =π − e h+1 . Since E h,h+1 (0, r) · vπ = [E h,h+1 + diag(λ)]vπ has weightπ + e h − e h+1 andπ + e h − e h+1 ⊲π, we must have E h,h+1 (0, r) · vπ = 0 by the theorem above.
Corollary 7.9. Let M(m|n, r) ≤0 = {(a i,j ) ∈ M(m|n, r) | a i,j = 0 ∀i < j}. Then the set {Ξ A · vπ | A ∈ M(m|n, r) ≤0 } span the cell module C(π).
For π ∈ Π(r) m|n , let M(m|n, π) be a subset of M(m|n, r) ≤0 such that {Ξ A · vπ | A ∈ M(m|n, π)} forms a basis for C(π). We now use the canonical basis C − to induce bases for simple polynomial representations. Theorem 7.10. Let C − be the canonical basis for U − Z (gl m|n ) and let L(µ) be a simple polynomial representations of U(gl m|n ) with highest weight vector v µ . Suppose L(µ) ∼ = C(π) for some π ∈ Π(r) m|n . Then
− , A λ ∈ M(m|n, π) for some λ ∈ Λ(m|n, r)} forms a basis for L(µ).
Proof. By the assumption, µ =π. By Theorem 5.4,
The assertion follows from the selection of M(m|n, π).
It would be interesting to describe M(m|n, π) in some "canonical" way.
