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Abstract
We consider a linear regression model and propose an omnibus test to simul-
taneously check the assumption of independence between the error and the
predictor variables, and the goodness-of-fit of the parametric model. Our ap-
proach is based on testing for independence between the residual obtained from
the parametric fit and the predictor using the Hilbert–Schmidt independence
criterion [Gretton et al., 2008]. The proposed method requires no user-defined
regularization, is simple to compute, based merely on pairwise distances be-
tween points in the sample, and is consistent against all alternatives. We de-
velop distribution theory for the proposed test statistic, both under the null and
the alternative hypotheses, and devise a bootstrap scheme to approximate its
null distribution. We prove the consistency of the bootstrap scheme. A simula-
tion study shows that our method has better power than its main competitors.
Two real datasets are analyzed to demonstrate the scope and usefulness of our
method.
Keywords: Bootstrap, goodness-of-fit test, linear regression, model checking, reproducing
kernel Hilbert space, test of independence
1 Introduction
In regression analysis, given a random vector (X,Y ) where X is a d0-dimensional predictor
and Y is the one-dimensional response, we want to study the relationship between Y and
X. In the most general form, the relationship can always be summarized as
Y = m(X) + η, (1)
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where m is the regression function and η = Y − m(X) is the error that has conditional
mean 0 given X. In linear regression, we assume that m belongs to a parametric class, e.g.,
Mβ = {g(x)Tβ : β ∈ Rd}, (2)
where g(x) = (g1(x), . . . , gd(x))
T is the vector of known predictor functions and β is the
finite-dimensional unknown parameter. Moreover, for the validity of the standard theory
of inference in linear models, e.g., hypothesis testing and confidence intervals, it is crucial
that the error η does not depend on the predictor X. Thus to validate the adequacy of a
linear model it is important to have statistical tests that can check, given independent and
identically distributed data (X1, Y1), . . . , (Xn, Yn) from the regression model (1), the above
two assumptions, namely, the correct specification of the parametric regression model and
the independence of X and η.
Several tests for the goodness-of-fit of a parametric model have been proposed under
different conditions on the distribution of the errors and its dependence on the predictors;
see Cox et al. [1988], Bowman & Foster [1993], Eubank & Spiegelman [1990], Hardle &
Mammen [1993], Fan & Huang [2001], Stute [1997], Guerre & Lavergne [2005], Christensen
& Sun [2010] and the references therein. Most of these tests assume that the errors are
homoscedastic and sometimes even normal. Also, any such test using a nonparametric
regression estimator runs into the problem of choosing a number of tuning parameters, e.g.,
smoothing bandwidths.
Very few methods in the literature test the independence of the predictor and the error.
There has been much work on testing for homoscedasticity of the errors; see, for exam-
ple, Cook & Weisberg [1983], Breusch & Pagan [1979], Kennedy [2008] and the references
therein. However, the dependence between X and η can go well beyond simple heteroscedas-
ticity. In the nonparametric setup, Einmahl & Van Keilegom [2008a,b] propose tests for
independence but only for univariate predictors. Generalization to the multivariate case is
recently considered in Neumeyer & Van Keilegom [2010]; also see Neumeyer [2009].
It can be difficult to test the goodness-of-fit of the parametric model and the indepen-
dence of η and X separately as they often have confounding effects. Any procedure testing
for the independence of η and X must assume that the model is correctly specified as η can
only be reliably estimated under this assumption. On the other hand, many goodness-of-fit
tests crucially use the independence of η and X. In this paper we propose an omnibus
easy-to-implement test to simultaneously check the assumption of independence of X and
η, denoted by X ⊥⊥ η, and the goodness-of-fit of the linear regression model, i.e., test the
null hypothesis
H0 : X ⊥⊥ η, m ∈Mβ. (3)
Even when we consider the predictor variables fixed, our procedure can be used to check
whether the conditional distribution of η given X depends on X. This will, in particular,
help us detect heteroscedasticity. As far as we are aware, no test can simultaneously check
for these two crucial model assumptions in linear regression.
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Our procedure is based on testing for the independence of X and the residual, obtained
from fitting the parametric model, using the Hilbert–Schmidt independence criterion [Gret-
ton et al., 2008]. Among the virtues of this test is that it is automated, that is, requires
no user-defined regularization, extremely simple to compute, based merely on the distances
between points in the sample, and is consistent against all alternatives. Also, compared to
other measures of dependence, the Hilbert–Schmidt independence criterion does not require
smoothness assumption on the joint distribution of X and η, e.g., existence of a density,
and its implementation is not computationally intensive when d0 is large. Moreover, this
independence testing procedure also yields a novel approach to testing for the goodness-
of-fit of the fitted regression model: under model mis-specification, the residuals, although
uncorrelated with the predictors by definition of the least squares procedure, are very much
dependent on the predictors, and the Hilbert–Schmidt independence criterion can detect
this dependence; under H0, the test statistic exhibits n
−1-rate of convergence, whereas,
under dependence, we observe n−1/2-rate of convergence for the centered test statistic.
We find the limiting distribution of the test statistic, under both the null and alternative
hypotheses. Interestingly, the asymptotic distribution is very different from what would
have been obtained if the true error η were observed. To approximate the null distribution
of the test statistic, we propose a bootstrap scheme and prove its consistency. The usual
permutation test, which is used quite often in testing independence, cannot be directly used
in this scenario as we do not observe η.
The paper is organized as follows: in Section 2 we introduce the HSIC and discuss
other measures of dependence. We formulate the problem and state our main results in
Section 3.1. A bootstrap procedure to approximate the distribution of the test statistic
is developed in Section 4. A finite sample study of our method along with some well-
known competing procedures is presented in Section 5. In Section 6, Appendix A, we
present a result on triangular arrays of random variables that will help us understand the
limiting behavior of our test statistic under the null and alternative hypotheses, and yield
the consistency of our bootstrap approach. The proofs of the main results are given in
Section 7, Appendix B.
2 Testing independence of two random vectors
We briefly review the Hilbert–Schmidt independence criterion for testing the independence
of two random vectors; see Gretton et al. [2005, 2008] and Sejdinovic et al. [2013]. We start
with some background and notation. By a reproducing kernel Hilbert space F of functions
on a domain U with a positive definite kernel k : U × U → R we mean a Hilbert space of
functions from U to R with inner product 〈·, ·〉, satisfying the reproducing property
〈f, k(u, ·)〉 = f(u), (f ∈ F ;u ∈ U).
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We say that F is characteristic if and only if the map
P 7→
∫
U
k(·, u)dP (u),
is injective on the space of all Borel probability measures on U for which ∫U k(u, u)dP (u) <
∞. Likewise, let G be a second reproducing kernel Hilbert space on a domain V with positive
definite kernel l. Let Puv be a Borel probability measure defined on U × V, and let Pu and
Pv denote the respective marginal distributions on U and V. Let (U, V ) ∼ Puv. Assuming
that
E{k(U,U)},E{l(V, V )} <∞, (4)
the Hilbert–Schmidt independence criterion of Puv is defined as
θ(U, V ) = E{k(U,U ′)l(V, V ′)}+ E{k(U,U ′)} E{l(V, V ′)} − 2E{k(U,U ′)l(V, V ′′)}, (5)
where (U ′, V ′), (U ′′, V ′′) are independent and identically distributed copies of (U, V ). It
is not hard to see that θ(U, V ) ≥ 0. More importantly, when F and G are characteristic
[Lyons, 2013; Sejdinovic et al., 2013], and (4) holds, then
θ(U, V ) = 0 if and only if Puv = Pu × Pv.
Given an independent and identically distributed sample (U1, V1), . . . , (Un, Vn) from Puv,
we want to test whether Puv factorizes as Pu×Pv. For the purpose of testing independence,
we will use a biased but computationally simpler empirical estimate of θ [Gretton et al.,
2005, Definition 2], obtained by replacing the unbiased U -statistics with the V -statistic
θˆn =
1
n2
n∑
i,j
kijlij +
1
n4
n∑
i,j,q,r
kijlqr − 2 1
n3
n∑
i,j,q
kijliq =
1
n2
trace(KHLH), (6)
where the summation indices denote all t-tuples drawn with replacement from {1, . . . , n},
t being the number of indices below the sum, kij = k(Ui, Uj), and lij = l(Vi, Vj), K and L
are n× n matrix with entries kij and lij , respectively, H = I − n−111T, and 1 is the n× 1
vector of ones. The cost of computing this statistic is O(n2); see Gretton et al. [2005].
Examples of translation invariant characteristic kernel functions on Rp, for p ≥ 1, include
the Gaussian radial basis function kernel k(u, u′) = exp(−σ−2‖u−u′‖2), σ > 0, the Laplace
kernel k(u, u′) = exp(−σ−1‖u−u′‖), the inverse multiquadratics k(u, u′) = (β+‖u−u′‖2)−α,
α, β > 0, etc. We will use the Gaussian kernel in our simulation studies and data analysis.
One can, in principle, use any other test of independence and develop a theory parallel
to ours. The choice of the Hilbert–Schmidt independence criterion is motivated by a num-
ber of computational and theoretical advantages, see, e.g., Gretton et al. [2005, 2008]. The
recently developed method of distance covariance, introduced by Sze´kely et al. [2007] and
Sze´kely & Rizzo [2009], has received much attention in the statistical community. It tackles
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the problem of testing and measuring dependence between two random vectors in terms
of a weighted L2-distance between characteristic functions of the joint distribution of two
random vectors and the product of their marginals; see Sejdinovic et al. [2013] for a com-
parative study of the Hilbert–Schmidt independence criterion and the distance covariance
methods. However, the kernel induced by the semi-metric used in the distance covariance
method [Sejdinovic et al., 2013] is not smooth and hence is difficult to study theoretically,
at least using our techniques.
3 Method
3.1 Test statistic
We consider the regression model (1). We denote by Z = (X, η) ∼ P where Z ∈ Rd0 × R
and E(η | X) = 0. Let PX and Pη be the marginal distributions of X and η respectively.
To start with, we will assume that m does not necessarily belong to Mβ, as defined in
(2). Assuming that E{g(X)g(X)T} < ∞, E{m(X)2} < ∞ and E(η2) < ∞, let us define
D2(β) = E[{Y − g(X)Tβ}2], for β ∈ Rd. From the definition of m, D2(β) = E[{Y −
m(X)}2] +E[{m(X)− g(X)Tβ}2]. The function D2 is minimized at β˜0 if and only if β˜0 is a
minimizer of D˜2(β) = E[{m(X) − g(X)Tβ}2]. The quantity D˜2(β˜0) measures the distance
between the true m and the hypothetical model Mβ. Clearly, if m(X) = g(X)Tβ0, then
β0 = β˜0. Under the assumption that E{g(X)g(X)T} is invertible, D˜2(β) has the unique
minimizer
β˜0 = E{g(X)g(X)T}−1E{m(X)g(X)}.
Thus, g(x)Tβ˜0 is the closest function, in the least squares sense, to m(x) in Mβ.
Given independent and identically distributed data (X1, Y1), . . . , (Xn, Yn) from the re-
gression model (1), we compute the least squares estimator in the class Mβ as
βˆn = arg min
β∈Rd
n∑
i=1
{
Yi − g(Xi)Tβ
}2
. (7)
Then the least squares estimator βˆn is
βˆn = A
−1
n
{
n−1
n∑
i=1
g(Xi)Yi
}
, An = n
−1
n∑
i=1
g(Xi)g(Xi)
T,
provided that An is invertible. Let
ei = Yi − g(Xi)Tβˆn (i = 1, . . . , n) (8)
be the observed residuals. The test statistic we consider is
Tn =
1
n2
n∑
i,j
kijlij +
1
n4
n∑
i,j,q,r
kijlqr − 2
n3
n∑
i,j,q
kijliq, (9)
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where kij = k(Xi, Xj), and lij = l(ei, ej) with k and l being characteristic kernels defined
on Rd0 ×Rd0 and R×R respectively. Our test statistic is almost identical to the empirical
estimate θˆn of the Hilbert–Schmidt independence criterion between X and η described in
(6) except for the fact that we replace the unobserved errors ηi by the observed residuals
ei.
3.2 Convergence of Tn under null and alternative hypotheses
For any u = (u1, . . . , up) ∈ Rp, we define the `∞-norm of u as |u|∞ = max1≤i≤p |ui|. We
will assume throughout the paper that
Condition 1 A = E{g(X)g(X)T} is invertible.
Moreover, we will always assume the following conditions on the kernels k, l.
Condition 2 The kernels k and l are characteristic; k is continuous and l is twice contin-
uously differentiable. Denoting the partial derivatives of l as lx(x, y) = ∂xl(x, y), lxy(x, y) =
∂x∂yl(x, y), etc., we assume that lxx, lxy and lyy are Lipschitz continuous with Lipschitz
constant L with respect to the `∞-norm.
We study the behavior of the test statistic Tn under the null hypothesis (3), and also under
the following different scenarios:
H1 : X 6⊥⊥ η,m ∈Mβ, H2 : X ⊥⊥ η,m /∈Mβ, H3 : X 6⊥⊥ η,m /∈Mβ. (10)
To find the limiting distribution of Tn under H0, we will assume the following set of moment
conditions on X and η:
Condition 3 (a) E{|g(X)|2∞} <∞; (b) E(η2) <∞;
(c) E
[
k2(Xq, Xr){1 + |g(Xs)|2∞}{1 + |g(Xt)|2∞}
]
<∞, (1 ≤ q, r, s, t ≤ 4);
(d) E{f2(ηq, ηr)} <∞ for f = l, lx, ly, lxx, lyy, lxy, (1 ≤ q, r ≤ 2).
Theorem 3.1 Suppose that Conditions 1, 2 and 3 hold. Then, under H0, nTn → χ in
distribution, where χ has a non-degenerate distribution that depends on P = PX × Pη and
is denoted by χ = χ(PX × Pη).
Remark 3.1 Though one might be tempted to believe that replacing the unobserved true
errors ηi by the residuals ei should not alter the limiting distribution of the test statistic,
this turns out to have an effect; see Figure 1 in the supplementary material.
Remark 3.2 The random variable χ can be expressed as a quadratic function of a Gaussian
field. This is in contrast with the limiting description of degenerate V-statistics, which would
appear if ei were replaced by the true errors ηi, where the limiting random variable can be
6
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Figure 1: Quantile-quantile plot of 5000 realizations of nTn obtained using the resid-
uals versus 5000 realizations obtained using the true unknown errors in the linear
model Y = 1 +X + η, where η ∼ N(0, σ2 = 0.1), X ∼ N(0, 1), X ⊥⊥ η, and n = 100.
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described as a quadratic function of a family of independent Gaussian random variables. The
explicit description of χ is slightly complicated and is described in § 3.3; see (38). However,
from a practical point of view, such a description is of little use, since P is unknown to the
user.
Next we study the limiting behavior of our test statistic Tn under the different alter-
natives H1, H2 and H3 in (10). We first introduce the error under model mis-specification
as
 = m(X)− g(X)Tβ˜0 + η. (11)
If m ∈Mβ, then  ≡ η. We assume the following set of moment conditions for H1, H2 and
H3.
Condition 4 Let (a) E{|g(X)|2∞} <∞ and E{m(X)2} <∞;
(b) E(η2) <∞ and E{|g(X)|2∞2} <∞;
(c) for any 1 ≤ q, r, s, t ≤ 4,
(i) E
{
k2(Xq, Xr)l
2(s, t)
}
<∞,
(ii) E
[|k(Xq, Xr)||∇l(s, t)|∞{|g(Xs)|∞ + |g(Xt)|∞}] <∞,
(iii) E
[|k(Xq, Xr)|{|g(Xs)|3∞ + |g(Xt)|3∞}] <∞,
(iv) E
[|k(Xq, Xr)||Hess(l)(s, t)|∞{|g(Xs)|2∞ + |g(Xt)|2∞}] <∞,
where |∇l(s, t)|∞ = max
{|lx(s, t)|, |ly(s, t)|} and |Hess(l)(s, t)|∞ = max{|lxx(s, t)|,
|lxy(s, t)|, |lyy(s, t)|
}
. Here (X1, 1), . . . , (X4, 4) are independent and identically dis-
tributed copies of (X, ).
Theorem 3.2 Suppose that Conditions 1, 2 and 4 hold. Assume further under H2 that
m(X)− g(X)Tβ˜0 is non-constant. Then under H1, H2 or H3,
n1/2(Tn − θ)→ N(0, σ2), (12)
in distribution, where θ = θ(X, ) is defined in (5) and θ > 0. The variance σ2 depends on
the joint distribution of (X, ); an expression for it can be found in (7.2).
Remark 3.3 The parameters θ and σ2 appearing in (12) depend on the joint distribution
of (X, ), and thus can be different under the three alternative hypotheses H1, H2 or H3.
Remark 3.4 It is of interest to investigate whether Theorems 3.1 and 3.2 can be generalized
to the case where Mβ = {m(·, β) : β ∈ Rd} is any smooth parametric family, and not
necessarily linear as defined in (2). Our proof technique cannot be directly applied in this
general framework as in this situation there is no closed form expression for βˆn which
complicates the theoretical analysis. However, we believe that, with assumptions analogous
to those in Stute [1997, pages 617–618], our results can be extended to general parametric
models.
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3.3 Description of the limiting distributions
To give an explicit description of χ(PX ×Pη) appearing in Theorem 3.1 we need some nota-
tion, which we introduce below. Set ζn = n
−1/2A−1
∑n
i=1 g(Xi)ηi and define the quantities
kij , l
(p)
ij for p ∈ {0, 1, 2}, as
kij = k(Xi, Xj), l
(0)
ij = lij = l(ηi, ηj), l
(1)
ij = −
{
lx(ηi, ηj)g(Xi) + ly(ηi, ηj)g(Xj)
}
∈ Rd,
l
(2)
ij =
{
lxx(ηi, ηj)g(Xi)g(Xi)
T + lyy(ηi, ηj)g(Xj)g(Xj)
T + 2lxy(ηi, ηj)g(Xi)g(Xj)
T
}
∈ Rd×d.
For p ∈ {0, 1, 2}, let h(p) be the symmetric kernel
h(p)(Zi, Zj , Zq, Zr) =
1
4!
(i,j,q,r)∑
(t,u,v,w)
ktul
(p)
tu + ktul
(p)
vw − 2ktul(p)tv , (13)
where Zi = (Xi, ηi) and the sum is taken over all 4! permutations of (i, j, q, r). We need the
appropriate projections of the symmetric kernel h(p). Let us define
h
(0)
2 (z1, z2) = E{h(0)(z1, z2, Z3, Z4)}, h(1)1 (z1) = E{h(1)(z1, Z2, Z3, Z4)},
Λ = E{h(2)(Z1, Z2, Z3, Z4)}.
The symmetric function h
(0)
2 admits a spectral decomposition h
(0)
2 (z1, z2) =
∑∞
r=0 λrϕr(z1)ϕr(z2)
where (ϕr)r≥0 is an orthonormal basis of L2(Rd0+1, P ). Since h
(0)
2 is degenerate of order 1,
λ0 = 0, ϕ0 ≡ 1. Therefore, E{ϕr(Z1)} = 0 for each r ≥ 1. Also,
∑
r λ
2
r = E{h(0)2 (Z1, Z2)2} <
∞. Define jointly Gaussian random variables
Z = {Zr}r≥1, N = {Ni}1≤i≤d, W = {Wi}1≤i≤d,
where Zr are independent and identically distributed N(0, 1), N ∼ Nd(0,Ξ) and W ∼
Nd(0, σ
2
0I), with σ
2
0 = E(η21) and Ξ = E{h(1)1 (Z1)h(1)1 (Z1)T}. Also, the covariance structure
between the random variables Zr,N and W is given by
E(ZrN ) = E{ϕr(Z1)h(1)1 (Z1)}, E(ZrW) = A−1E{g(X1)η1ϕr(Z1)},
E(WN T) = A−1E{η1g(X1)h(1)1 (Z1)T}.
The limiting distribution χ is the following quadratic function of the above Gaussian field,
χ(PX × Pη) =
∞∑
r=1
λrZ2r +
d∑
i=1
WiNi + 1
2
d∑
i,j=1
ΛijWiWj , (14)
where Λij is the (i, j)-th entry of the matrix Λ.
Now we describe the parameters in (12) appearing in Theorem 3.2. Note that θ is
defined in (5). Define h(p)(Wq,Wr,Ws,Wt) analogously as in (30) where W1, . . . ,W4 are
independent and identically distributed copies of W = (X, ), and  is defined in (11). Set
h
(0)
1 (w) = E{h(0)(w,W2,W3,W4)} − θ(X, ) and γ = E{h(1)(W1,W2,W3,W4)}. Then
σ2 = var{h(0)1 (W1) + γTA−1g(X1)1}. (15)
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4 Consistency of the bootstrap
Theorem 3.1 is not very useful in computing the critical value of the test statistic nTn,
as the asymptotic distribution χ involves infinitely many nuisance parameters. An obvious
alternative is use of resampling to approximate the critical value of the test. In independence
testing problems, a natural choice is a permutation test; see e.g. Sze´kely & Rizzo [2009],
Gretton et al. [2008].
However, as we are using the residuals ei instead of the true unknown errors ηi in our
test statistic, a permutation-based test will not work. Indeed, under the null hypothesis,
the joint distribution of {Xi, ηpi(i)}1≤i≤n remains unchanged under any permutation pi of
{1, . . . , n}, but that of {Xi, epi(i)}1≤i≤n is not invariant under pi.
In this section we show that the bootstrap can be used to consistently approximate the
distribution of nTn, under H0. In the following we describe our bootstrap procedure.
Step 1 Let Pn,eo be the empirical distribution of centered residuals, i.e.,
eoi = ei − e¯ (i = 1, . . . , n),
where ei is defined in (8) and e¯ = n
−1∑n
i=1 ei.
Step 2 Generate an independent and identically distributed bootstrap sample {X∗in, η∗in}1≤i≤n
of size n from the measure Pn = Pn,X × Pn,eo where Pn,X is the empirical distribution of
the observed Xi’s.
Step 3 Define
Y ∗in = g(X
∗
in)
Tβˆn + η
∗
in (i = 1, . . . , n),
where βˆn is the least squares estimator obtained in (7). Compute the bootstrapped least
squares estimator βˆ∗n using the bootstrap sample (Y ∗in, X
∗
in). Also compute the bootstrap
residuals
e∗in = Y
∗
in − g(X∗in)Tβˆ∗n (i = 1, . . . , n).
Step 4 Compute the bootstrap test statistic T ∗n , defined as in (9), with Xi replaced by X∗in,
and ei replaced by e
∗
in, for i = 1, . . . , n. We approximate the distribution of nTn by the
conditional distribution of nT ∗n , given the data.
Assume that we have an infinite array of random vectors Z1, Z2, . . . , where Zi = (Xi, ηi)
are independent and identically distributed from P defined on some probability space
(Ω,A, pr). We denote by Z the entire sequence {Zi}i≥1 and write prω = pr(· | Z) and
Eω = E(· | Z) to denote conditional probability and conditional expectation, respectively,
given Z.
The following result shows that under H0, the distribution of nT
∗
n , given the data
{Xi, Yi}1≤i≤n, almost surely, converges to the same limiting distribution as that of nTn.
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Thus the bootstrap procedure is strongly consistent and we can approximate the distribution
function of nTn by Pω(nT ∗n ≤ ·), and use it to find the one-sided cut-off for testing H0. To
prove the result, we will need similar but slightly stronger conditions than those stated in
Condition 3. Recall that  = m(X)− g(X)Tβ˜0 + η, and set o = − E().
Condition 5 There exists δ > 0 such that
(a) E{|g(X)|4+2δ∞ } <∞ and E{|m(X)|2+δ} <∞; (b) E{|η|2+δ} <∞;
(c) E
[|k(Xq, Xr)|2+δ{1 + |g(Xs)|2+δ∞ }{1 + |g(Xt)|2+δ∞ }] <∞ (1 ≤ q, r, s, t ≤ 4);
(d) for 1 ≤ q, r ≤ 2,
E{|l(oq, or)|2+δ} <∞, E[{1 + |g(Xq)|2+δ∞ }|f(oq, or)|2+δ] <∞ (f = lx, ly),
E[{1 + |g(Xq)|2+δ∞ + |g(Xq)|4+2δ∞ }|f(oq, or)|2+δ] <∞ (f = lxx, lyy, lxy).
Theorem 4.1 Suppose that Conditions 1, 2 and 5 hold. Then
nT ∗n → χ(PX × Po), (16)
in distribution, conditional on the observed data almost surely, where χ is described in § 3.3.
As a consequence, under H0, nT
∗
n converges to χ(PX × Pη) in distribution, conditional on
the observed data almost surely.
Remark 4.1 It follows from Theorem 3.2 that nTn → ∞ in probability under H1, H2 or
H3. But by Theorem 4.1, the quantiles of the conditional distribution of nT
∗
n are tight.
Hence, the power of our test under H1, H2 or H3 converges to 1 as n→∞.
Remark 4.2 Since the limiting distribution χ(PX ×Po) is a nontrivial quadratic function
of certain correlated Gaussian random variables, it has a smooth density and hence the
convergence in (16) implies the convergence of the α-quantile, for any α ∈ (0, 1). Therefore,
using the bootstrap distribution will yield an asymptotic level α test.
Remark 4.3 A natural choice for k and l is the Gaussian kernel. In this case, we can take
k(u, u′) = exp(−σ−2‖u−u′‖2) and l(v, v′) = exp(−γ−2|v−v′|2) where u, u′ ∈ Rd0, v, v′ ∈ R
and σ and γ are fixed parameters (can be taken to be 1). Then k and l satisfy Condition 2.
Since the Gaussian kernels are bounded with all their partial derivatives bounded, Condi-
tions 3(d), 4(c) and 5(c)–(d) are automatically satisfied for any joint distribution of (X, η).
Also, Condition 3(c) is implied by the simpler condition E{|g(X)|4∞} <∞.
5 Simulation study and data analysis
5.1 Models
In this section we investigate the finite sample performance of the proposed testing pro-
cedure based on Tn, as defined in (9), in two different scenarios: (a) testing for the in-
dependence of the error η and the predictor X, as in (1), when the regression model is
11
Table 1: Percentage of times Models 1 and 2 were rejected when α = 0.05
λ 0 5 10 15 20 25 50
n=100 Model 1 4 16 26 31 34 40 41
Model 2 5 20 29 32 35 35 36
n=200 Model 1 5 38 66 74 80 83 90
Model 2 6 47 62 67 69 72 76
well-specified; (b) testing for the goodness-of-fit of the parametric regression model when
the independence of η and X is assumed. As discussed in § 1, there are very few methods
available to test (a), and hardly any when d0 > 2. For the goodness-of-fit of the parametric
regression model there has been quite a lot of work and we compare our procedure with six
competing methods.
We consider two data generating models. Model 1 is adapted from Stute et al. [1998,
Model 3] and can be expressed as
Y = 2 + 5X1 −X2 + aX1X2 + η,
with predictor X = (X1, . . . , Xd0)
T, where X1, . . . , Xd0 are independent and identically
distributed Uniform(0, 1), and η is drawn from an independent normal distribution with
mean 0. Stute et al. [1998] used d0 = 2 in their simulations but we use d0 = 2, 4, 6. The
other model, Model 2, is adapted from Fan & Huang [2001, Example 4] and can be written
as
Y = X1 + aX
2
2 + 2X4 + η,
where X = (X1, X2, X3, X4)
T is the predictor vector. The predictors X1, X2, X3 are nor-
mally distributed with mean 0 and variance 1 and pairwise correlation 0.5. The predictor
X4 is binary with success probability 0.4 and independent of X1, X2 and X3. Random
samples of size n are drawn from Model 1 and Model 2 and a multiple linear regression
model is fitted to the samples, without the X1X2 and X
2
2 terms, respectively. Thus, these
models are well-specified if and only if a = 0.
In all the following p-value calculations, whenever required, we use 1000 bootstrap
samples to estimate the critical values of the tests. The rejection probabilities reported
in all the tables are computed using 2000 independent replicates. To make our method
invariant under linear transformations we work with standardized variables. To implement
our method we take Gaussian kernels with unit bandwidths.
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Table 2: Percentage of times Model 1 was rejected when α = 0.05, n = 100 and
d0 = 2, 4, 6
a 0 0.5 1 1.5 2 3 4 5 7 10
p=2 Tn 6 7 8 14 21 43 69 89 99 100
S1 5 6 7 8 13 22 37 54 82 97
S2 5 6 7 11 19 37 63 83 98 100
F 8 9 9 9 10 12 17 23 50 92
G 4 6 5 6 5 7 9 20 55 93
SP 5 6 5 5 6 7 11 21 57 91
L 10 12 13 16 22 33 48 65 88 99
p=4 Tn 4 4 6 7 10 21 35 55 88 100
S1 6 5 6 6 6 10 12 15 31 46
S2 3 4 5 4 5 11 15 22 40 60
F 8 7 7 9 9 11 17 21 47 90
G 5 5 5 5 5 7 10 19 54 92
SP 5 7 6 6 7 7 11 21 54 91
L 21 26 30 31 35 46 57 70 91 99
p=6 Tn 1 2 2 2 3 6 9 19 39 84
S1 5 6 5 6 5 6 9 9 9 17
S2 3 3 3 4 4 4 5 6 9 16
F 6 7 7 7 8 9 12 18 42 86
G 5 5 5 5 5 6 10 19 53 92
SP 6 7 7 7 6 8 12 22 53 89
L 34 41 43 48 45 53 64 77 89 98
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Table 3: Percentage of times Model 2 was rejected when α = 0.05 and n = 100
a 0 0.05 0.10 0.15 0.20 0.25 0.30 0.35 0.40 0.50 0.60
Tn 5 6 8 13 19 34 43 56 66 84 91
S1 8 6 7 9 10 18 24 31 41 58 68
S2 7 6 8 11 13 22 30 37 42 57 69
F 6 7 9 10 11 16 20 32 43 66 85
G 4 5 7 7 6 8 12 16 25 36 50
SP 5 7 4 7 5 6 7 7 7 8 9
L 10 8 10 9 14 16 22 27 32 49 58
5.2 Testing for the independence
We consider the above two models with a = 0 and
η | X1 ∼ N
(
0,
1 + λ|X1|
2
)
,
where λ = 0, 5, 10, 15, 20, 25, 50. Table 1 gives the percentage of times Model 1, with d0 = 4,
and Model 2 were rejected as the sample size n and λ vary, when α = 0.05. As expected,
the power of the test increases monotonically with an increase in λ and n.
5.3 Goodness-of-fit test for parametric regression
Under the assumption of independence of X and η, our procedure can be used to test the
goodness-of-fit of the fitted parametric model. In our simulation study we compare the
performance of our method with six other competing methods, which we describe below.
Stute et al. [1998] used the empirical process of the regressors marked by the residuals to
construct various omnibus goodness-of-fit tests. Wild bootstrap approximations were used
to find the critical values of the test statistics. We denote the two variant test statistics,
the Kolmogorov–Smirnov type and the Crame´r–von Mises type, by S1 and S2, respectively.
We implement these methods using the IntRegGOF library in the R package. One obvious
drawback of S1 and S2 is that they are sensitive to the number of predictors. One possible
way to reduce the effect of the dimension of the predictor is to use a test indexed by certain
projections of the predictor; see the test based on Wp in page 1394 of Stute et al. [2006].
We also implement this test and denote it by SP . As SP is based solely on one projected
direction the derived test can handle more predictors but the test need not have high power
against all alternatives.
Fan & Huang [2001] proposed a lack-of-fit test based on Fourier transforms under the
assumption of independent and identically distributed Gaussian errors; also see Christensen
& Sun [2010] for a very similar method. The main drawback of this approach is that the
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method needs a reliable estimator of var(η) to compute the test statistic, and it can be very
difficult to obtain such an estimator under model mis-specification.
We present the power study of the adaptive Neyman test T ∗AN,1 of Fan & Huang [2001]
using the known var(η) as a gold standard; see equation (2.1) of the paper. We denote this
test statistic by F . When using an estimate of var(η), as in equation (2.10) of Fan & Huang
[2001], we got very poor results.
Pen˜a & Slate [2006] proposed an easy-to-implement single global procedure for testing
the various assumptions of a linear model. Their test can be viewed as a Neyman smooth test
and relies only on the standardized residual vector. We implemented their procedure using
the gvlma library in the R package and denote it by G. We also implement the generalized
likelihood ratio test of Fan & Jiang [2007]; see equation (4.24) of their paper and also Fan
& Jiang [2005]. The test computes the likelihood ratio statistic, assuming normal errors,
obtained from the parametric and nonparametric fits. As the procedure involves fitting a
nonparametric model, it requires a delicate choice of smoothing bandwidths. We use the np
library in the R package to compute the nonparametric kernel estimator with the optimal
bandwidth being chosen by the npregbw function in that package. This procedure is similar
in spirit to that used in Hardle & Mammen [1993]. To compute the critical value of the test
we use the wild bootstrap method.
From Tables 2 and 3 it is clear that our procedure overall has much better finite sample
performance than the competing methods. As a increases, the power of our test monoton-
ically increases to 1 in all the simulation settings. It even performs better than F , which
uses the known var(η), in most cases. As expected, S1 and S2 behave poorly as the di-
mension of the predictor increases, whereas SP does not show any such deterioration in
performance. However, as seen from the tables, SP is slow to capture the departure from
H0 as a increases. This is a drawback of using only one projected direction of the predictor.
The method of Fan & Jiang [2007], L, is anti-conservative, drastically violates the level
condition, and hence shows higher power in some scenarios. It is also computationally ex-
pensive as it involves the choice of smoothing parameters, especially for higher dimensional
predictors.
5.4 Real data analysis
Example 1 The first data set involves understanding the relation between the atmospheric
ozone level and a variety of atmospheric pollutants, e.g. nitrogen dioxide, carbon diox-
ide, sulphur dioxide, etc., and weather conditions, including daily temperature and hu-
midity. The data set contains daily measurements for the year 1997 on 9 variables, and
is studied in Xia [2009]. For a complete background on the data set see the reports of
the World Health Organization (2003), Bonn, Switzerland; the data set is available at
http://www.ihapss.jhsph.edu/data/data.htm. As illustrated in Xia [2009], the data exhibit
a non-linear trend. Figure 2(a) shows the residuals, obtained from the fit in equation (2)
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Figure 2: (a) Plot of residuals against temperature for Example 1 and the corre-
sponding nonparametric regression. (b) Plot of residuals against fitted values for
Example 2.
of Xia [2009], against temperature, and clearly illustrates the dependence of the residuals
on the predictor. However, neither Stute et al. [1998] nor Fan & Huang [2001] reject the
linear model specification at 5% significance level, which implies that their methods are not
efficient with multiple regressors. Our procedure yields a p-value of 0.02.
Example 2 We study the Boston housing data, collected by Harrison & Rubinfeld [1978]
to study the effect of air pollution on real estate prices in the greater Boston area. The
data consist of 506 observations on 16 variables, with each observation pertaining to one
census tract. We use the version of the data that incorporates the minor corrections found
by Gilley & Pace [1996]. Figure 2(b) shows the residual plot for the model fitted by Harrison
& Rubinfeld [1978], which clearly exhibits heteroscedasticity. Our procedure yields a p-value
of essentially 0 while the method of Stute et al. [1998] yields a p-value of over 0.2.
6 Appendix A
6.1 A general theorem for triangular arrays
Instead of proving the convergence of Tn under the null hypothesis and the consistency of
our bootstrap procedure separately we here present a general result involving triangular
arrays of random variables from which Theorems 3.1 and 4.1 will easily follow.
We denote by Z = (X, ) ∼ P on Rd0 ×R. For each n ≥ 1, we will consider a triangular
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array of random vectors Zin = (Xin, in) for i = 1, . . . , n, independent and identically
distributed from a distribution Pn on Rd0 × R. For βn ∈ Rd define
Yin = g(Xin)
Tβn + in (i = 1, . . . , n).
We may assume that the random vectors Z,Zin for i = 1, . . . , n, and n = 1, 2, . . . , are all
defined on a common probability space.
We compute an estimator β∗n of βn using the method of least squares, i.e.,
β∗n = argminβ∈Rd
n∑
i=1
{
Yin − g(Xin)Tβ
}2
= A−1n
{
n−1
n∑
i=1
g(Xin)Yin
}
,
where An = n
−1∑n
i=1 g(Xin)g(Xin)
T is assumed to be invertible. Write
∗in = Yin − g(Xin)Tβ∗n
for the i-th residual at stage n. We want to find the limit distribution of the statistic
T ∗n =
1
n2
n∑
i,j
kijl
∗
ij +
1
n4
n∑
i,j,q,r
kijl
∗
qr −
2
n3
n∑
i,j,q
kijl
∗
iq,
where k : Rd0 ×Rd0 → R, l : R×R→ R are kernels, kij = k(Xin, Xjn), and l∗ij = l(∗in, ∗jn).
We make the following assumptions to study the limiting behavior of T ∗n .
Condition 6 Assume the following conditions on the measures Pn:
(a) Xin and in are independent. In other words, Pn = Pn,X × Pn,, for all n, where
Pn,X is a measure on Rd0 and Pn, is a measure on R;
(b) E(1n) = 0 (n = 1, 2, . . .);
(c) there exists a distribution P = PX×P on Rd0×R such that Pn → P , in distribution;
(d) {X1n, g(X1n)} → {X, g(X)} in distribution, where X ∼ PX .
Condition 7 The following families of random variables are uniformly integrable for any
1 ≤ p, q, r, s ≤ 4,
(a) {|g(Xpn)|2∞ : n ≥ 1},
(b) {|pn|2 : n ≥ 1},
(c)
{
k2(Xpn, Xqn)(1 + |g(Xrn)|2∞)(1 + |g(Xsn)|2∞) : n ≥ 1
}
,
(d) {f2(pn, qn) : n ≥ 1} (f = l, lx, ly, lxx, lyy, lxy).
Theorem 6.1 Suppose that Conditions 1, 2, 6 and 7 hold. Then nT ∗n → χ ≡ χ(PX × P),
in distribution, where χ is described in § 3.3 with η replaced by .
6.2 Proofs of theorems
Theorem 3.1 is an easy consequence of Theorem 6.1, by taking Pn ≡ P for all n. Under
H0, P is in the product form PX × Pη which implies Condition 6(a). Condition 6(b)–(d)
are also trivially satisfied. Moreover, Condition 7 is immediate from Condition 3.
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Next we give a sketch of the proof of Theorem 3.2.
Proof: [of Theorem 3.2] Let i = m(Xi)− g(Xi)Tβ˜0 + ηi. The least squares estimator
βˆn admits the following expansion around β˜0:
n1/2(βˆn − β˜0) = {I + op(1)}n−1/2
n∑
i=1
A−1g(Xi)i. (17)
The normal equation for the regression model yields E[g(X){m(X)− g(X)Tβ˜0}] = 0. Also,
E{g(X)η} = E{g(X)E(η | X)} = 0. Hence, we have E{g(X)} = 0. So, by the central limit
theorem n1/2(βˆn − β˜0) converges in distribution to a Gaussian random vector with mean
0 and covariance A−1E{g(X)g(X)T2}A−1. We expand lij = l(ei, ej) around l(i, j) using
Taylor’s theorem as
lij = l(i, j) +
{
(ei − i)lx(γijn, τijn) + (ej − j)ly(γijn, τijn)
}
for some point (γijn, τijn) on the line joining (ei, ej) and (i, j). We can decompose Tn as
Tn = T
(0)
n + (βˆn − β˜0)TT (1)n +Rn,
where
T (p)n =
1
n2
n∑
i,j
kijl
(p)
ij +
1
n4
n∑
i,j,q,r
kijl
(p)
qr − 2
1
n3
n∑
i,j,q
kijl
(p)
iq (p = 0, 1),
l
(0)
ij = l(i, j), l
(1)
ij = −
{
lx(i, j)g(Xi) + ly(i, j)g(Xj)
}
.
It can be shown that n1/2Rn → 0, in probability.
Thus it remains to find the limiting distribution of T
(0)
n + (βˆn − β˜0)TT (1)n . Under each
of H1, H2 and H3, X and  are not independent and hence θ(X, ) > 0 where θ(X, ) is
the Hilbert–Schmidt independence criterion of the joint distribution (X, ). Letting Wi =
(Xi, i), T
(p)
n can naturally be written as a V -statistic
T (p)n =
1
n4
∑
1≤q,r,s,t≤n
h(p)(Wq,Wr,Ws,Wt) (p = 0, 1),
for some symmetric kernel
h(p)(Wq,Wr,Ws,Wt) =
1
4!
(q,r,s,t)∑
(i,j,u,v)
kijl
(p)
ij + kijl
(p)
uv − 2kijl(p)iu ,
where the sum is taken over all 4! permutations of (q, r, s, t). By the definition of θ,
E{h(0)(W1,W2,W3,W4)} = θ(X, ). Thus from standard theory of V-statistics, we obtain
n1/2{T (0)n − θ(X, )} = n−1/2
n∑
i=1
h
(0)
1 (Wi) + op(1), (18)
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where h
(0)
1 (w) = E{h(0)(w,W2,W3,W4)}−θ(X, ) such that E{h(0)1 (W1)} = 0. On the other
hand, by the weak law of large numbers for V-statistics,
T (1)n → γ = E{h(1)(W1,W2,W3,W4)},
in probability. From (22) and (25),
n1/2{Tn − θ(X, )} = n−1/2
n∑
i=1
{
h
(0)
1 (Wi) + γ
TA−1g(Xi)i
}
+ op(1),
which by the central limit theorem has an asymptotic normal distribution with mean 0 and
variance var{h(0)1 (W1) + γTA−1g(X1)1}. 
7 Appendix B
This section includes the proofs of Theorems 4.1 and 6.1 along with the details of the proof
of Theorem 3.2.
7.1 Proof of Theorem 3
We will apply Theorem 4 to derive the desired result by checking that Conditions 6 and 7
hold for each ω ∈ Ω, outside a set of measure zero. We will apply Theorem 4 conditional
on Z, and thus the probability and expectation operators in Theorem 4 are now prω and
Eω, respectively. We will apply the theorem with in = η∗in, Xin = X∗in (i = 1, . . . , n), and
with random measures Pn = Pn,X × Pn,eo where,
Pn,X = n
−1
n∑
i=1
δXi , Pn,eo = n
−1
n∑
i=1
δeoi .
Define
i = m(Xi)− g(Xi)Tβ˜0 + ηi (i = 1, . . . , n). (19)
Then 1, . . . , n are independent and identically distributed. Let Po be the distribution of
oi = i − E(i).
Let us start by verifying Condition 6. By definition, Pn = Pn,X × Pn,eo is a product
measure. We take P = PX × Po , where PX and Po are the distributions of Xi and oi
respectively. By Lemma 7.3(ii) below, almost surely, Pn,eo → Po , in distribution. An
application of the Glivenko-Cantelli theorem yields that almost surely, Pn,X → PX , in
distribution. Similarly, almost surely, (X∗1n, g(X∗1n)) → (X, g(X)), in distribution. Also,
E(1n) = Eω(η∗1n) = Pn(e− e¯) = 0.
We will now show that Condition 7 holds. First, by Lemma 7.3(iii) below,
Eω(|η∗1n|2+δ) = Pn(|eo|2+δ) = Oω(1).
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This shows Condition 7(b). Condition 7(a) holds, by assumption Condition 5(a) and since
by the strong law of large numbers, almost surely,
Eω{|g(X∗1n)|2+δ∞ } = Pn{|g(X)|2+δ∞ } → E{|g(X)|2+δ∞ } <∞.
To verify Condition 7(c), notice that the quantity of interest is a V-statistic. The strong
law of large numbers for U-statistics along with Condition 5(c) implies that Condition 7(c)
holds.
It remains to check Condition 7(d). Throughout the rest of proof, we will use the
notation ‘an . bn’ for two positive sequences of real numbers an and bn to mean that
an ≤ Cbn, for all n for some constant C. Consider f = lxx, lxy or lyy. Then, for q 6= r,
Eω{|f(η∗qn, η∗rn)|2+δ} = n−2
n∑
i,j=1
|f(eoi , eoj)|2+δ,
which can be bounded by
22+δn−2
n∑
i,j=1
{∣∣f(eoi , eoj)− f(oi , oj)∣∣2+δ + ∣∣f(oi , oj)∣∣2+δ}
. Pn(|eo − o|2+δ) + n−2
n∑
i,j=1
∣∣f(oi , oj)∣∣2+δ = Oω(1). (20)
In the inequality above, we have used the Lipschitz continuity of f . By the strong law of
large numbers for V-statistics n−2
∑n
i,j=1 |f(oi , oj)|2+δ → E
{|f(o1, o2)|2+δ}, almost surely,
which holds under the moment condition E{|f(oq, or)|2+δ} <∞ for f = lxx, lxy or lyy from
Condition 5(d). This fact along with Lemma 7.3(i) below justifies the equality in (20).
A similar analysis can be done for the case q = r. Indeed, Eω{|f(η∗qn, η∗qn)|2+δ} =
n−1
∑n
i=1 |f(eoi , eoi )|2+δ is bounded by
22+δn−1
n∑
i=1
{
|f(eoi , eoi )− f(oi , oi )|2+δ + |f(oi , oi )|2+δ
}
. Pn(|eo − o|2+δ) + n−1
n∑
i=1
|f(oi , oi )|2+δ = Oω(1).
Now consider f = lx or ly. Let ai = |eoi − oi | for i = 1, . . . , n. Consider the following
upper bound for |f(eoi , eoj)| which uses a one term Taylor expansion for f and the Lipschitz
continuity of the partial derivatives fx and fy:
|f(eoi , eoj))| ≤ |f(oi , oj)|+ ai|fx(oi , oj)|+ aj |fy(oi , oj)|+ 2L(ai + aj). (21)
Consequently, if q 6= r, Eω{|f(η∗qn, η∗rn)|2+δ} is bounded from above, up to a constant, by
n−2
∑
i,j
|f(oi , oj)|2+δ + n−2
∑
i,j
{
|aifx(oi , oj)|2+δ + |ajfy(oi , oj)|2+δ
}
+ Pn(|a|2+δ).
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The first and the third term are Oω(1) by Condition 5(d) and Lemma 7.3(i) below. Further,
ai ≤ d|βˆn − β˜0|∞|g(Xi)|∞ + |e¯− E()| = Oω(1){1 + |g(Xi)|∞}.
Therefore,
n−2
∑
i,j
|aifx(oi , oj)|2+δ ≤ Oω(1)n−2
∑
i,j
∣∣{1 + |g(Xi)|∞}fx(oi , oj)∣∣2+δ ,
which is again Oω(1) by the strong law of large numbers for V-statistics which holds under
Condition 5(d). Similarly, n−2
∑
i,j |ajfy(oi , oj)|2+δ = Oω(1). Putting these together, we
obtain that
Eω{|f(η∗qn, η∗rn)|2+δ} = Oω(1) (q 6= r).
A similar analysis shows that Eω{|f(η∗qn, η∗qn)|2+δ} = Oω(1).
For f = l, we can closely imitate the above argument for f = lx or ly to deduce that
Eω{|f(η∗qn, η∗rn)|2+δ} = Oω(1) for any 1 ≤ q, r ≤ 2. We just need to replace (21) with the
following inequality which follows from the two-term Taylor expansion of the function l:
|l(eoi , eoj))| ≤ |l(oi , oj)|+ ai|lx(oi , oj)|+ aj |ly(oi , oj)|+ 12a2i |lxx(oi , oj)|
+ 12a
2
j |lyy(oi , oj)|+ aiaj |lxy(oi , oj)|+ 4L(a2i + a2j ).
We omit the routine details. Thus Condition 7(d) of Theorem 4 holds. This concludes the
proof of Theorem 3. 
7.2 Proof of Theorem 2
Let i be as defined in (19). The least squares estimator βˆn admits the following expansion
around β˜0:
n1/2(βˆn − β˜0) = n1/2
{
A−1n n
−1
n∑
i=1
g(Xi)Yi − β˜0
}
= n1/2
{
A−1n n
−1
n∑
i=1
g(Xi)(m(Xi)− g(Xi)Tβ˜0 + ηi)
}
,
= {I + op(1)}n−1/2
n∑
i=1
A−1g(Xi)i, (22)
where in the last step we have used the fact that An → A, almost surely, which holds as
E{|g(X)|2∞} <∞. The normal equation for the regression model is
E[g(X){m(X)− g(X)Tβ˜0}] = 0.
Also, E{g(X)η} = E{g(X)E(η | X)} = 0. Hence, we have E{g(X)} = 0. Moreover,
Condition 4(b), the covariance matrix A−1E{g(X)g(X)T2}A−1 exists. So, by the central
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limit theorem, n1/2(βˆn − β˜0) converges in distribution to a Gaussian random vector with
mean 0 and covariance A−1E{g(X)g(X)T2}A−1.
We expand lij = l(ei, ej) around l(i, j) using Taylor’s theorem as
lij = l(i, j) +
{
(ei − i)lx(γijn, τijn) + (ej − j)ly(γijn, τijn)
}
where (γijn, τijn) is some point on the line joining (ei, ej) and (i, j). Using
ei − i = −g(Xi)T(βˆn − β˜0), (23)
decompose Tn in the following way:
Tn = T
(0)
n + (βˆn − β˜0)TT (1)n +Rn,
where
T (p)n =
1
n2
n∑
i,j
kijl
(p)
ij +
1
n4
n∑
i,j,q,r
kijl
(p)
qr −
2
n3
n∑
i,j,q
kijl
(p)
iq (p = 0, 1),
and
l
(0)
ij = l(i, j), l
(1)
ij = −
{
lx(i, j)g(Xi) + ly(i, j)g(Xj)
}
.
We will first show the negligibility of the reminder term Rn. More precisely, we claim that
n1/2Rn → 0, in probability. To prove the claim we need the following elementary lemma
which we state without proof.
Lemma 7.1 Let f : R2 → R be a continuously differentiable function with its partial
derivatives fx, fy being Lipschitz continuous with Lipschitz constant L with respect to `∞
norm. Then for any u, v ∈ R2,
|f(v)− f(u)| ≤ 2|∇f(u)|∞|u− v|∞ + 2L|u− v|2∞.
An application of the above lemma together with (23) gives
|lx(γijn, τijn)− lx(i, j)|∞ . |∇lx(i, j)|∞|βˆn − β˜0|∞
{|g(Xi)|∞ + |g(Xj)|∞}
+ |βˆn − β˜0|2∞
{|g(Xi)|∞ + |g(Xj)|∞}2.
Similarly, we can bound |ly(γijn, τijn) − ly(i, j)|∞. Finally, we can bound n1/2|Rn|, up to
a constant, by
n1/2|βˆn − β˜0|2∞T (2)n + n1/2|βˆn − β˜0|3∞T (3)n , (24)
where, T
(2)
n and T
(3)
n are defined as follows:
T (p)n = n
−4
n∑
i,j,q,r
|kij |
(
l
(p)
ij + l
(p)
qr + l
(p)
iq
)
(p = 2, 3),
with
l
(2)
ij = |Hess(l)(i, j)|∞
{|g(Xi)|2∞ + |g(Xj)|2∞}, l(3)ij = |g(Xi)|3∞ + |g(Xj)|3∞.
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Clearly, T
(2)
n and T
(3)
n are V-statistics whose kernels are integrable by Condition 4(c)(iii)–
(iv). Consequently, the weak law of large numbers for V-statistics holds for T
(2)
n and T
(3)
n .
Now since n1/2|βˆn− β˜0|∞ = Op(1), it follows that (24) is op(1) and the claim is established.
Thus it remains to find the limiting distribution of T
(0)
n + (βˆn − β˜0)TT (1)n . To do that
first we will show that X and  are not independent under each of H1, H2 and H3 and
hence θ(X, ) > 0 where θ(X, ) is the Hilbert–Schmidt independence criterion of the joint
distribution (X, ). Under hypothesis H1, X 6⊥⊥ η and  = η. Hence X 6⊥⊥  under H1. For
the case H2 and H3 we proceed as follows. The conditional mean of  given X is
E( | X) = m(X)− g(X)Tβ˜0 + E(η | X) = m(X)− g(X)Tβ˜0.
Under H2 or H3, m(X) 6= g(X)Tβ˜0 with positive probability. In the case when m(X) −
g(X)Tβ˜0 is a non-constant function of X, E( | X) depends on X, and hence X and  are not
independent. The case m(X) = g(X)Tβ˜0 + c for some non-zero constant c does not arise for
H2 by the assumption in Theorem 2. On the other hand, under H3, if m(X) = g(X)
Tβ˜0 +c,
then  = c+ η. Thus  and X are not independent.
Let Wi = (Xi, i). Then T
(p)
n (p = 0, 1) can naturally be written as a V -statistic:
T (p)n = n
−4
n∑
q,r,s,t
h(p)(Wq,Wr,Ws,Wt),
for some symmetric kernel h(p) given by
h(p)(Wq,Wr,Ws,Wt) =
1
4!
(q,r,s,t)∑
(i,j,u,v)
kijl
(p)
ij + kijl
(p)
uv − 2kijl(p)iu ,
where the sum is over all 4! permutations of (q, r, s, t). Under each of the hypotheses
H1, H2 or H3, E{|h(0)(Wq,Wr,Ws,Wt)|2} < ∞ for 1 ≤ q, r, s, t ≤ 4 by Condition 4(c)(i).
Also, E{h(0)(W1,W2,W3,W4)} = θ(X, ) by the definition of θ. Thus appealing to the
standard theory of V-statistics, we obtain
n1/2{T (0)n − θ(X, )} = n−1/2
n∑
i=1
h
(0)
1 (Wi) + op(1), (25)
where h
(0)
1 (w) = E{h(0)(w,W2,W3,W4)}−θ(X, ). Also, E{h(0)1 (W1)} = 0 and E{h(0)1 (W1)2} ≤
var{h(0)(W1,W2,W3,W4)} <∞.
On the other hand, E{|h(1)(Wq,Wr,Ws,Wt)|∞} < ∞ for 1 ≤ q, r, s, t ≤ 4 by Condi-
tion 4(c)(ii) under hypothesis Hj for each j = 1, 2, 3. So by the weak law of large numbers
for V-statistics,
T (1)n → γ = E{h(1)(W1,W2,W3,W4)},
in probability. From (22) and (25),
n1/2{Tn − θ(X, )} = n1/2{T (0)n − θ(X, )}+ n1/2(βˆn − β˜0)TT (1)n + op(1)
= n−1/2
n∑
i=1
{
h
(0)
1 (Wi) + γ
TA−1g(Xi)i
}
+ op(1),
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which by the central limit theorem has an asymptotic normal distribution with mean 0 and
variance
var
{
h
(0)
1 (W1) + γ
TA−1g(X1)1
}
.
This concludes the proof of Theorem 2.
7.3 Proof of Theorem 4
7.3.1 Decomposition of T ∗n
Observe that
∗in − in = −(β∗n − βn)Tg(Xin). (26)
Using (26) and by Taylor’s expansion
l∗ij = l
(0)
ij + (β
∗
n − βn)Tl(1)ij +
1
2
(β∗n − βn)Tv∗ij(β∗n − βn) (27)
where
l
(0)
ij = lij = l(in, jn), l
(1)
ij = −
{
lx(in, jn)g(Xin) + ly(in, jn)g(Xjn)
}
,
v∗ij =
{
lxx(ϑijn, τijn)g(Xin)g(Xin)
T + lyy(ϑijn, τijn)g(Xin)g(Xin)
T
+ 2lxy(ϑijn, τijn)g(Xin)g(Xjn)
T
}
,
for some point (ϑijn, τijn) on the straight line connecting the two points (
∗
in, 
∗
jn) and
(in, jn) on R2. In view of (27), we can decompose T ∗n in the following way
T ∗n = T
(0)
n + (β
∗
n − βn)TT (1)n +
1
2
(β∗n − βn)TT (2)n (β∗n − βn) +Rn, (28)
where
T (p)n =
1
n2
n∑
i,j
kijl
(p)
ij +
1
n4
n∑
i,j,q,r
kijl
(p)
qr −
2
n3
n∑
i,j,q
kijl
(p)
iq (p = 0, 1, 2),
and
l
(2)
ij =
{
lxx(in, jn)g(Xin)g(Xin)
T + lyy(in, jn)g(Xjn)g(Xjn)
T
+2lxy(in, jn)g(Xin)g(Xjn)
T
}
,
and Rn is the reminder term. Here l
(0)
ij ∈ R, l(1)ij ∈ Rd, and l(2)ij ∈ Rd×d.
For p ∈ {0, 1, 2}, T (p)n can be expressed as a V -statistic, although with triangular arrays,
of the form
T (p)n = n
−4
n∑
i,j,q,r
h(p)(Zin, Zjn, Zqn, Zrn), (29)
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for some symmetric kernel h(p) given by
h(p)(Zin, Zjn, Zqn, Zrn) =
1
4!
(i,j,q,r)∑
(t,u,v,w)
ktul
(p)
tu + ktul
(p)
vw − 2ktul(p)tv , (30)
where the sum is over all 4! permutations of (i, j, q, r).
7.3.2 Getting rid of the triangular sequence
Let Zi = (Xi, i) be independent and identically distributed random vectors from P . By the
Skorohod representation theorem, there exists a sufficiently rich probability space (Ω˜, P˜ ),
independent random elements ω1, ω2, . . . defined on Ω˜ and functions fn, f with Z˜in = fn(ωi),
Z˜i = f(ωi) such that Z˜in = Zin, in distribution, Z˜i = Zi, in distribution, and almost surely
under P˜ , Z˜in → Z˜i, as n→∞. Since we are only concerned about the distributional limit
of nT ∗n , henceforth in this proof, we may assume, without loss of generality, that for each
n, the random vectors Win =
(
Zin, Zi
)
are independent and for each i, Zin → Zi almost
surely as n→∞. This argument is similar to that in Leucht & Neumann [2009].
We will start by showing that
An = n
−1
n∑
i=1
g(Xin)g(Xin)
T → A = E{g(X1)g(X1)T},
in probability. By assumption Condition 7(a), for any 1 ≤ p, q ≤ d, gp(X1n)gq(X1n) are uni-
formly integrable. Moreover, by Condition 6(d), we have gp(X1n)gq(X1n)→ gp(X1)gq(X1),
in distribution. Hence, gp(X1n)gq(X1n)→ gp(X1)gq(X1) in L1 and E{|gp(X1)gq(X1)|} <∞.
Hence, n−1
∑n
i=1 g(Xi)g(Xi)
T → A, in probability, by the weak law of large numbers. Fi-
nally,
n−1
n∑
i=1
g(Xin)g(Xin)
T − n−1
n∑
i=1
g(Xi)g(Xi)
T → 0
in L1 as n → ∞ since gp(X1n)gq(X1n) → gp(X1)gq(X1) in L1. This completes the proof
that An → A in probability. As a consequence, An is invertible, and hence β∗n is well defined
with high probability as n→∞.
Now β∗n admits the following expansion
n1/2(β∗n − βn) = n−1/2A−1n
n∑
i=1
g(Xin)
{
Yin − g(Xin)Tβn
}
= n−1/2A−1n
n∑
i=1
g(Xin)in. (31)
Next we claim that
n1/2(β∗n − βn)− ζn → 0, (32)
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in probability, where ζn = n
−1/2A−1
∑n
i=1 g(Xi)i. We will first show that
n−1/2A−1
n∑
i=1
g(Xin)in − ζn → 0 (33)
in L2. Clearly, it suffices to show that n
−1/2∑n
i=1(gp(Xin)in−gp(Xi)i)→ 0 in L2 for each
1 ≤ p ≤ d. Indeed, the square of its L2-norm is
n−1E
[ n∑
i,j=1
{
gp(Xin)in − gp(Xi)i
}{
gp(Xjn)jn − gp(Xj)j
}]
= E
[{
gp(X1n)1n − gp(X1)1
}2]
,
which goes to 0 as n → ∞. This is because gp(X1n)1n → gp(X1)1 in distribution and
g2p(X1n)
2
1n is uniformly integrable by Conditions 7(a)–(b) and the independence of X1n
and 1n. This proves (33). Recall that, from (31),
n1/2(β∗n − βn) = (A−1n A)n−1/2A−1
n∑
i=1
g(Xin)in.
Since by the central limit theorem, ζn converges in distribution to a multivariate normal,
(33) implies that n−1/2A−1
∑n
i=1 g(Xin)in = Op(1). Consequently,
n1/2(β∗n − βn)− n−1/2A−1
n∑
i=1
g(Xin)in → 0,
in probability. Now (32) follows from (33). Let V
(p)
n , for p = 0, 1, 2, be defined analogously
as T
(p)
n in (29) but with Zin = (Xin, in) replaced by Zi = (Xi, i). Thus V
(p)
n is a proper
V-statistic. Our next goal is to show that
n1−p/2(T (p)n − V (p)n )→ 0 (p = 0, 1, 2), (34)
in L2. To show that observe that
E
[
n2−ptr
{
(T (p)n − V (p)n )(T (p)n − V (p)n )T
}]
= n−(6+p)
∑
~i,~j
E[tr
{
h¯(p)(~i)h¯(p)(~j)T
}
],
where ~i = (i1, i2, i3, i4) and ~j = (j1, j2, j3, j4) are multi-indices in {1, . . . , n}4, and
h¯(p)(~i) = h(p)(Zi1n, . . . , Zi4n)− h(p)(Zi1 , . . . , Zi4).
Let us first show that |h(p)(Zi1n, . . . , Zi4n)|2∞ is uniformly integrable. It is enough to show
that each of the terms like |krsl(p)tu |2∞, where r, s, t, u ∈ {1, 2, 3, 4} may not be necessarily
distinct, is uniformly integrable. Using the independence of Xin and in, we see that this
follows directly from Conditions 7(c)-(d). Condition 6(d) together with the continuous
mapping theorem implies that,
h(p)(Zi1n, . . . , Zi4n)→ h(p)(Zi1 , . . . , Zi4),
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in distribution. Thus the above convergence also holds in L2 and we have that
E{|h(p)(Zi1 , . . . , Zi4)|2∞} <∞.
Consequently, E{|h¯(p)(~i)|2∞} is uniformly bounded for all~i and n. An application of the
Cauchy-Schwarz inequality yields
E{|h¯(p)(~i)|∞|h¯(p)(~j)|∞} ≤ [E{|h¯(p)(~i)|2∞}]1/2[E{|h¯(p)(~j)|2∞}]1/2,
implying that E{|h¯(p)(~i)|∞|h¯(p)(~j)|∞} is uniformly bounded. The number of multi-indices
~i and ~j for which |~i ∪ ~j| = k is bounded above by nk, for each 1 ≤ k ≤ 8. The kernel
h(0) is degenerate of order 1, hence E{h¯(0)(~i)h¯(0)(~j)} = 0 when |~i ∪ ~j| = 7 or 8. It will
be shown in Lemma 7.2 below that E{h(1)(Z1n, . . . , Z4n)} = 0, hence if |~i ∪ ~j| = 8, then
E{h¯(1)(~i)h¯(1)(~j)T} = E{h¯(1)(~i)}E{h¯(1)(~j)T} = 0. Putting the above observations together,
it remains to prove that
E[tr{h¯(p)(~i)h¯(p)(~j)T}]→ 0,
for any ~i,~j such that |~i ∪ ~j| = 6 + p and p ∈ {0, 1, 2}. But this immediately follows from
the fact h¯(p)(~i)→ 0 in L2 which has already been shown. Hence (34) is proved. Finally, we
claim that
n
{
T (0)n + (β
∗
n − βn)TT (1)n +
1
2
(β∗n − βn)TT (2)n (β∗n − βn)− V (0)n
−n−1/2ζTnV (1)n −
1
2
n−1ζTnV
(2)
n ζn
}
→ 0,
(35)
in probability, which now easily follows from (33) and (34).
7.3.3 Negligibility of the reminder term Rn
In this subsection, we will show that the reminder term can be ignored for future analysis.
More precisely, we will prove that
nRn → 0, (36)
in probability. Let us define
Qn =
1
n2
n∑
i,j
kij(v
∗
ij − l(2)ij ) +
1
n4
n∑
i,j,q,r
kij(v
∗
qr − l(2)qr )−
2
n3
n∑
i,j,q
kij(v
∗
iq − l(2)iq ),
so that Rn = (1/2)(β
∗
n−βn)TQn(β∗n−βn). Since n1/2(β∗n−βn) = Op(1) by (32), it is enough
to show that for each 1 ≤ s, t ≤ d,
(Qn)st → 0,
in probability. Note that (Qn)st is a sum of three terms and each of these terms can be
shown to converge to 0 in probability. We will only spell out the details for the first term
leaving the other two terms for the reader. Thus we need to show that
n−2
n∑
i,j
kij(v
∗
ij − l(2)ij )st → 0, (37)
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in probability. The term (v∗ij − l(2)ij )st can be further broken down into three terms; the first
one being
{
lxx(ϑijn, τijn) − lxx(in, jn)
}
gs(Xin)gt(Xin). The other two terms involve lyy
and lxy. Using the Lipschitz continuity of lxx, lyy and lxy we obtain the following bound:
|(v∗ij − l(2)ij )st| . L|(∗ij , ∗ij)− (in, jn)|∞
{|g(Xin)|∞ + |g(Xjn)|∞}2
≤ dL|β∗n − βn|∞
{|g(Xin)|∞ + |g(Xjn)|∞}3.
Therefore, n−2
∑n
i,j |kij ||(v∗ij − l(2)ij )st| is bounded above by
(
8dL|β∗n − βn|∞
)
n−2
n∑
i,j=1
|kij |
{|g(Xin)|3∞ + |g(Xjn)|3∞}.
Now, by Condition 7(c),
n−2
n∑
i,j=1
E
[|kij |{|g(Xin)|3∞ + |g(Xjn)|3∞}] = O(1),
and hence (37) follows. We can apply similar techniques to control the other two terms in
Qn. Hence, Qn = op(1).
7.3.4 Finding the limiting distribution
In this subsection, we will finally prove that nT ∗n converges to a non-degenerate distribution.
By (28), (35) and (36), it is enough to show that the random variable
nV (0)n + ζ
T
n (n
1/2V (1)n ) +
1
2
ζTnV
(2)
n ζn
converges in distribution, where V
(p)
n (p = 0, 1, 2) is defined near (34). The kernel h(0) is
degenerate of order 1, i.e., E{h(0)(z1, Z2, Z3, Z4)} = 0 almost surely. Define
h
(0)
2 (z1, z2) = E{h(0)(z1, z2, Z3, Z4)}
and let S
(0)
n be the V-statistic with kernel h
(0)
2 , i.e.,
S(0)n = n
−2
n∑
i,j=1
h
(0)
2 (Zi, Zj).
By the standard theory of V-statistics,
n(V (0)n − S(0)n )→ 0,
in probability. The symmetric function h
(0)
2 admits an eigenvalue decomposition
h
(0)
2 (z1, z2) =
∞∑
r=0
λrϕr(z1)ϕr(z2)
28
where (ϕr)r≥0 is an orthonormal basis of L2(Rd0+1, P ) and λr is the eigenvalue correspond-
ing to the eigenfunction ϕr. Since h
(0)
2 is degenerate of order 1, λ0 = 0, ϕ0 ≡ 1. Therefore,
E{ϕr(Z1)} = 0 for each r ≥ 1. Also,
∑
r λ
2
r = E{h(0)2 (Z1, Z2)2} < ∞. We use the above
decomposition of h
(0)
2 to express S
(0)
n as
S(0)n =
∞∑
r=1
λr
{
n−1/2
n∑
i=1
ϕr(Zi)
}2
.
Let us now turn our attention to V
(1)
n . It is again a V-statistic whose kernel h(1) has mean
zero, i.e., E{h(1)(Z1, Z2, Z3, Z4)} = 0. See Lemma 7.2 below for a proof. Therefore, if we
define its first order projection by
h
(1)
1 (z1) = E{h(1)(z1, Z2, Z3, Z4)},
then
n1/2V (1)n − n−1/2
n∑
i=1
h
(1)
1 (Zi)→ 0,
in probability. On the other hand, by the weak law of large numbers for V-statistics, we
have
V (2)n → E{h(2)(Z1, Z2, Z3, Z4)} = Λ ∈ Rd
2
,
in probability. By the multivariate central limit theorem, the random vectors{
n−1/2
n∑
i=1
ϕr(Zi)
}
r≥1
, n−1/2
n∑
i=1
h
(1)
1 (Zi), ζn,
converge in distribution to jointly Gaussian random variables
Z = (Zr)r≥1,N = (Ni)1≤i≤d,W = (Wi)1≤i≤d,
where Zr are independent and identically distributed N(0, 1), and the random vectors
N and W are distributed as Nd(0,Ξ) and Nd
(
0, αI
)
respectively with α = E(21) and
Ξ = E{h(1)1 (Z1)h(1)1 (Z1)T}. Also, the covariance structure between the random variables
Zr,N and W are given by
E(ZrN ) = E{ϕr(Z1)h(1)1 (Z1)}, E(ZrW) = A−1E{g(X1)1ϕr(Z1)},
E(WN T) = A−1E{1g(X1)h(1)1 (Z1)T}.
Therefore, by the continuous mapping theorem,
nT ∗n = nV
(0)
n + ζ
T
n (n
1/2V (1)n ) +
1
2
ζTnV
(2)
n ζn + op(1)
→
∞∑
r=1
λrZ2r +
d∑
i=1
WiNi + 1
2
d∑
i,j=1
WiΛijWj = χ, (38)
in distribution, which concludes the proof of the theorem.
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Lemma 7.2 Let h(1) be the symmetric kernel as defined in (30). Let Z1, Z2, Z3 and Z4 be
independent and identically distributed random vectors with Zi = (Xi, i) ∈ Rd0 × R where
Xi and i are independent. Then
E{h(1)(Z1, . . . , Z4)} = 0.
Proof: We have
h(1)(Z1, Z2, Z3, Z4) =
1
4!
(1,2,3,4)∑
(t,u,v,w)
ktul
(1)
tu + ktul
(1)
vw − 2ktul(1)tv ,
where the sum is over all 4! permutations of (1, 2, 3, 4). The lemma would follow immediately
if E(ktul
(1)
tu + ktul
(1)
vw − 2ktul(1)tv ) = 0 for each such permutation. Recall that
l
(1)
ij = −
{
lx(i, j)g(Xi) + ly(i, j)g(Xj)
}
.
Express the right hand side of the above equation as Qij +Rij . Using the independence of
Xi and i,
E(ktuQtu + ktuQvw − 2ktuQtv)
=− E{k(Xt, Xu)g(Xt)}E{lx(t, u)} − E{k(Xt, Xu)g(Xv)}E{lx(v, w)}
+ 2 E{k(Xt, Xu)g(Xt)}E{lx(t, v)}
= E{lx(1, 2)}
[
E{k(X1, X2)g(X1)} − E{k(X1, X2)g(X3)}
]
.
Similarly,
E(ktuRtu + ktuRvw − 2ktuRtv)
=− E{k(Xt, Xu)g(Xu)}E{ly(t, u)} − E{k(Xt, Xu)g(Xw)}E{ly(v, w)}
+ 2 E{k(Xt, Xu)g(Xv)}E{ly(t, v)}
= E{ly(1, 2)}
[
E{k(X1, X2)g(X3)} − E{k(X1, X2)g(X2)}
]
.
Since k is symmetric, E{k(X1, X2)g(X2)} = E{k(X1, X2)g(X1)} and since l is symmetric,
lx(a, b) = ly(b, a) which implies that E{lx(1, 2)} = E{ly(1, 2)}. Hence,
E(ktuQtu + ktuQvw − 2ktuQtv) + E(ktuRtu + ktuRvw − 2ktuRtv) = 0,
and consequently, E(ktul
(1)
tu + ktul
(1)
vw − 2ktul(1)tv ) = 0. 
7.4 The empirical distribution of the residuals
In the following lemma we gather a few standard results about the empirical distribution
of the residuals for the linear regression model Y = m(X) + η.
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Lemma 7.3 Under Conditions 1 and 5(a)–(b), the following statements hold:
(i) for each 0 < r ≤ 4 + 2δ, Pn(|eo − o|r)→ 0, almost surely;
(ii) almost surely, Pn,eo → o, in distribution;
(iii) almost surely, supn Pn(|eo|2+δ) <∞.
Proof: Write ei − i = −g(Xi)T(βˆn − β˜0). Thus,
Pn(|e− |r) ≤ d|βˆn − β˜0|r∞Pn{|g(X)|r∞}.
Hence, almost surely, Pn(|e − |r) → 0 using the facts that E{|g(X)|4+2δ∞ } < ∞ by Condi-
tion 5(a) and that βˆn → β˜0 almost surely, by (22) and E{|g(X)|} < ∞, the latter being
guaranteed by Conditions 5(a)–(b). Therefore, almost surely,
e¯ = Pn(e) = Pn{m(X)} − Pn{g(X)}Tβˆn → E{m(X)} − E{g(X)}Tβ˜0 = E().
This completes the proof of (i).
Let Pn,o be the empirical measure of 
o
1, . . . , 
o
n. Its characteristic function is∫
eiξxdPn,eo(x) = e
−iξe¯Pn(eiξe).
Hence, by applying part (i) of the lemma with r = 1, for any ξ ∈ R,∣∣∣∣∫ eiξxdPn,eo(x)− e−iξ{e¯−E()} ∫ eiξxdPn,o(x)∣∣∣∣ = ∣∣∣Pn(eiξe)− Pn(eiξ)∣∣∣
≤ |ξ| Pn(|e− |)→ 0,
almost surely. Now by the Glivenko-Cantelli lemma almost surely, Pn,o → o in distribu-
tion. Next e¯ → E(), again almost surely, as shown in part (i) of the lemma. Therefore,∫
eiξxdPn,eo(x) →
∫
eiξxdPo(x), almost surely, which, by the Le´vy’s continuity theorem,
yields (ii).
To prove (iii), we write
Pn(|eo|2+δ) = Pn(|e− e¯|2+δ) = Pn
[|(e− ) + {− E()} − {e¯− E()}|2+δ]
≤ 32+δ
{
Pn(|e− |2+δ) + Pn(|o|2+δ) + |e¯− E()|2+δ
}
.
The result is then an immediate consequence of the fact that Pn(|o|2+δ)→ E(|o|2+δ) <∞
almost surely by Conditions 5(a)–(b), that e¯ → E() almost surely, and part (i) of the
lemma. 
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