Abstract. Extreme mass ratio inspirals (EMRIs) are thought to be one of the most exciting gravitational wave sources to be detected with LISA. Due to their complicated nature and weak amplitudes the detection and parameter estimation of such sources is a challenging task. In this paper we present a statistical methodology based on Bayesian inference in which the estimation of parameters is carried out by advanced Markov chain Monte Carlo (MCMC) algorithms such as parallel tempering MCMC. We analysed high and medium mass EMRI systems that fall well inside the low frequency range of LISA. In the context of the Mock LISA Data Challenges, our investigation and results are also the first instance in which a fully Markovian algorithm is applied for EMRI searches. Results show that our algorithm worked well in recovering EMRI signals from different (simulated) LISA data sets having single and multiple EMRI sources and holds great promise for posterior computation under more realistic conditions. The search and estimation methods presented in this paper are general in their nature, and can be applied in any other scenario such as AdLIGO, AdVIRGO and Einstein Telescope with their respective response functions.
Introduction
It is likely that most of the galaxies, including our own milky way, host super massive black holes (SMBHs) with masses of order 10 6 M d (M d " solar mass) or larger in their centres. These SMBHs are surrounded by a large population of stellar mass compact objects (COs) such as neutron stars, white dwarfs and small black holes with masses " 10M d . Due to multi-body interactions most of these COs occasionally end up being trapped in an orbit which passes too close to the central mass. Once captured in the strong gravitational field of an SMBH, a CO then starts orbiting around the central mass in an eccentric orbit which decays with time and the CO eventually spirals into the central mass. These inspirals are called extreme mass ratio inspirals (EMRIs) because of the large difference in the masses of the two bodies. EMRIs are considered to be one of the most important potential sources of gravitational waves (GW's), to be detected with the laser interferometer space antenna § (LISA) [1] . These inspirals may encode information about the structure of the central black hole, its evolution and other features such as the Lense-Thirring effects [2] and spin-orbit coupling [3] .
Bayesian approaches along with MCMC methods have been in use by different groups working on the GW source detection and parameter estimation problems (see e.g. [4] [5] [6] [7] and many others). In the context of EMRI signals the reversible jump MCMC algorithm was employed in [8] . Another Monte Carlo, but not rigorously Markovian, approach in which the successive states are chosen from directed proposal distributions, was used in [9] [10] [11] .
In this work we present results of the applications of the Bayesian approach using the parallel tempering MCMC (PTMCMC) algorithm [12] for the detection and parameter estimation of EMRI signals in LISA data. The noise spectrum is assumed to be unknown and for this reason we used Whittle's approximation to the Gaussian likelihood [13] . The Whittle likelihood uses the approximate properties of discrete Fourier transform (DFT) and assumes that the DFTs are approximately independent normally distributed with mean zero and variance proportional to the power spectral density.
This paper is organized as follows: in section 2 we present the Bayesian statistical model, comprising the waveform model, our assumptions for the error distribution with unknown power spectrum, and prior distributions of the parameters. Section 3 briefly explains the Bayesian approach to detection and parameter estimation and details the MCMC search algorithm. The implementation of the algorithm is described in detail in section 4. Conclusions are given in section 5.
Bayesian statistical model
In this section, we outline all components of our statistical model that encompasses the waveform model and detector response, the observation error assumptions that lead to the Whittle likelihood and the prior distribution of the parameters.
The waveform model and detector response
The EMRI sources given in MLDC [14] LISA data are generated by Barack and Cutler's analytic kludge waveform (AKW) approximation [15] . The waveform model is described by 14-dimensional parameter set θ " pν 0 , M, µ, e 0 ,γ 0 , Φ 0 , α 0 , θ S , φ S , λ, χ, θ K , φ K , D L q, where ν 0 is the initial orbital frequency, µ and M are the masses of CO and SMBH respectively, e 0 is the initial eccentricity,γ 0 , Φ 0 and α 0 are the initial orbital phase angles, θ S and φ S are the ecliptic latitude and longitude, respectively, λ is the orbital inclination, χ is SMBH's spin with θ K , φ K its orientation angles and D L is luminosity distance. In the Barack and Cutler parametrization, the log-transformed values of the parameters ν 0 , µ, M and D L are used. For the MCMC searches a suitable alternative is to use the truncated AKWs [10] . These waveforms can be computed " 3 times faster than full AKWs and there is a typical overlap of " 90´95% between the two. The multiple harmonics and the complex structure of EMRIs pose a challenge as far as their computation and the statistical estimation of their source parameters is concerned. The likelihood surface for EMRIs contains multiple local peaks corresponding to different harmonics, of which some are as high as 85% of the peak of the dominant harmonic. Furthermore, the orbital evolution (over time) introduces much more uncertainty to the likelihood surface. This means that the orbital parameters keep changing throughout the signal life. To overcome these issues, sophisticated algorithms are needed that can deal with multi-modality due to multiple harmonics and the increased uncertainty due to the time-varying nature of orbital parameters. One such algorithm will be presented in the subsequent sections.
The full descriptions of both the full AKW and truncated AKW models are extensive so we give only the final expressions of the model which is a pair of two polarization signals defined as h`ptq " A`ptq cos 2ψptq`Aˆptq sin 2ψptq,
hˆptq "´A`ptq sin 2ψptq`Aˆptq cos 2ψptq,
where ψptq is the polarization angle defined as
where θ S and φ S are ecliptic latitude and longitude, respectively, and θ L ptq and φ L ptq are the time-varying angles specifying the instantaneous direction of the angular momentum. Unlike ground-based interferometers the LISA arms are at 60 0 angles, and the interferometers are susceptible to '+' and 'ˆ' polarizations. Due to its orbital dynamics, the detector response is complicated. The detector output may be derived numerically [16] [17] [18] , while in the limit of long wavelength/low frequency approximation (LFA) the mapping simplifies [15, 19] , which is the regime we will be concerned with here. The three spacecraft's output may be re-combined into two variables with stochastically independent noise components, namely the 'A' and 'E' variables [20] ; data analysis in the following is going to be based on these two time series.
Although the LFA is simpler and faster, the amplitude of the final LISA response is not exactly the same as that of [17, 18] , which we will refer to as the full LISA response throughout this paper. While working on MLDC 4 blind data, we found that the amplitudes of the LFA response are by a factor of " 3 larger than those derived by full LISA response. We compared the two responses for several (noise-less) EMRI signals posted on the MLDC webpage [21] including those given in the training data of MLDC 4 and saw the same phenomena. This difference in amplitudes results in an incorrect estimation of luminosity distance (D L ) and sky location angles (θ S , φ S ) as we have found in several test MCMC searches on MLDC 1B EMRI data sets. Particularly, during MCMC searches the chains for sky location angles used to get locked at wrong positions and then nothing could move them from those positions. The same phenomenon (wrong estimation of distance and sky location) was observed by another group too [10, 22] . As an ad hoc solution we divided the overall amplitude in our signal model by 3 and used this option throughout the MLDC 4 blind searches, more investigation regarding the exact origin is required. When the overall amplitude in LFA was divided by 3, the sampler was able to converge to the correct values of the luminosity distance and sky location angles. It is of interest to note that in both cases (i.e. the adjusted and unadjusted amplitudes) the other key parameters, e.g. ν, µ, M , e and χ are almost unaffected and remain the same. Later on, near the submission of MLDC 4 blind entries, we further found that for high mass EMRIs the difference factor is generally rather larger than 3, it is generally " 6.
Prior information
In order to implement the a priori information about the parameters to be inferred, we followed the specifications given in the MLDC Task Force's documentation [14, 21] , and for different parameters we employed the following prior distributions: µ P Uniformr9.5, 10.5sM d , e 0 P Uniformr0.15, 0.25s, χ P Uniformr0.5, 0.7s. The range of the prior distribution of e 0 was changed to r0. 10 M d (low mass). For initial azimuthal orbital frequency ν 0 , the prior distribution was set to be uniform over the range r5.01 0´5, 0.01s. For the polar angles we assumed isotropic priors. For some parameters such as ν 0 , µ, M and D L , their logarithmic values were used; as in [15] , for ease of specification of proposal distributions, the prior densities for these parameters were transformed accordingly. For the noise power spectrum we used the conjugate Inv´χ 2 prior distribution, where the prior scale parameters were estimated based on a disjoint stretch of the same data set [23] . In the following subsections we present some results obtained with the application of the above search and estimation algorithm on different MLDC data sets containing single and multiple EMRI sources.
Parameter estimation
In this section, we briefly describe the Bayesian approach to statistical inference and posterior computation via MCMC. Furthermore, we give an overview of the tempering methods and the parallel tempering strategy that we employed.
Posterior inference
We are interested in inferring a priori unknown parameters θ from measured data y. To this end we derive the parameters' posterior probability distribution, which expresses the information on the actual parameter values after consideration of the observed data by assigning probabilities to regions of the parameter space. Given the relationship between parameters and data through the likelihood function ppy|θq, the posterior density function is given by Bayes' theorem as ppθ|yq " ppy|θqppθq ppyq (4) [24] . Here ppθq is the prior probability density, expressing any information we have about the parameters before accounting for the measured data. The posterior distribution (4) is essentially given by the product of prior and likelihood, while the evidence ppyq " ş ppy|θqppθqdθ is commonly of minor concern for parameter estimation purposes, as it only constitutes a normalizing constant.
Monte Carlo integration
Bayes theorem supplies the posterior probability distribution in terms of its density function. In order to extract information relevant for any particular purpose, one may be interested in marginal posterior distributions, posterior expectations, quantiles, etc; what is commonly required is the evaluation of integrals with respect to the posterior distribution. As these integrals are rarely analytically tractable, stochastic integration methods are commonly used to approach posterior inference. Such Monte Carlo methods aim at approximating the desired integrals via random sampling; instead of computing an expectation value analytically, random draws from the distribution of interest are generated, and the expectation is then approximated by an average. Analogous procedures are applied for other figures of interest, like quantiles or marginal densities for example, and an arbitrary accuracy may be achieved by increasing the sample size. A popular variety of such Monte Carlo procedures is the Metropolis(-Hastings) algorithm [25] ; what makes this particular algorithm attractive for Bayesian inference is the fact that it only requires the unnormalized probability density function of the distribution of interest as an input, which in this case is supplied by Bayes' theorem (4). Instead of providing stochastically independent samples from the distribution, the Metropolis(-Hastings) algorithm will generate a Markov chain of subsequently dependent draws whose stationary distribution is the distribution of interest. At each step in the generation of the random sequence, only ratios of probability density values need to be considered, so that an overall normalization constant (like ppyq in (4)) does not need to be known. To approximate a target distribution with density function ppθ|yq, the Metropolis(-Hastings) algorithm employs an acceptance-rejection rule to construct a Markov chain from an auxiliary density qp¨|¨q, which is referred to as proposal density or transition probability function. Being at current state θ ptq the acceptance probability for moving to a new state θ 1 is defined as
Taking qp¨|¨q to be symmetric, i.e. qpθ|θ 1 q " qpθ 1 |θq, leads to the basic Metropolis algorithm [26] with acceptance probability given by
Tempering methods
In most multi-dimensional cases, the density surface of complicated target distributions turns out to have multiple secondaries or local modes that are well separated by deep valleys of low probability regions. The simple Metropolis(-Hastings) algorithm tends to get stuck at some of these local modes for a prohibitively long time before reaching the global mode. Analogous to an annealing process, temperature is used to scale the target density in order to flatten the local modes so that the MCMC sampler moves freely towards the global maximum without being trapped in local modes. At a given temperature T ě 1, samples are generated from a tempered version of the target density ppθ|yq defined as
where T " 1 yields the actual target distribution. This heating is equivalent to increasing the standard deviation of the target density by a factor ? T , therefore as T increases the heated distribution becomes flatter and gets closer to the uniform distribution, which enables the Markov chain to move more freely and hence faster towards higher probability regions.
Some of the most popular tempering methods are simulated annealing [27] , simulated tempering [28] and PTMCMC aka Metropolis coupled-MCMC. PTMCMC introduced in [12] , is a powerful optimization of the simple Metropolis(-Hastings) algorithm which is very effective in improving the mixing of MCMC chains and in particular in escaping the local modes. The algorithm works by running multiple MCMC chains in parallel, each simulating a separate target density characterized by a different temperature and occasionally attempting swaps of its current states. As stated above, in principle, a high temperature chain sees the density of the target distribution as more flattened relative to a low temperature chain, which means that the high temperature chain can move more freely across the valleys of low probability regions in between modes. In order to make the low temperature chain benefit from the high temperature chain that may be sampling near another mode, an exchange of information about the current states is attempted by proposing a swap of the current states using an additional Metropolis acceptance-rejection step. Detailed descriptions of this algorithm can be found in [7, 29, 30] .
The likelihood function
The data, which is sampled at discrete time steps, can be represented by the following signal plus noise model, yptq " spt, θq`ǫptq t " 1, ..., N,
where the deterministic component spt, θq is the true signal model depending on parameters θ and ǫptq is a zero-mean stationary time series with unknown spectral density [23] .
When the data are in (discrete) frequency domain for an unknown noise spectral density the likelihood function is defined as
where ν " tpN´1q{2u is the greatest integer less than or equal to pN´1q{2,ỹpf j q and spf j , θq are Fourier transformed observables and model signal, respectively, Spf j q is the one sided power spectral density and K is the normalizing constant. When the noise spectrum is assumed known then one can omit the constant term, logpSpf j qq, from equation (9) to obtain
In the literature, equation (9) is known as Whittle's approximation to the Gaussian likelihood or simply Whittle likelihood [31] . The Whittle likelihood assumes that the DFTed residuals are approximately independent complex normally distributed with mean zero and power spectrum Spf j q. The complete description of the Bayesian estimation of the noise spectral density is explained in [23] . The likelihood computation is commonly simplified by restricting the summation to the limited frequency range relevant to the signals of interest. Furthermore, as mentioned in section 2, the two TDI observables A and E are independent, their joint likelihood is just the product of their individual likelihoods.
Implementation
Although LFA is much more time efficient compared to full LISA response, EMRI waveforms are still computationally expensive and hence we had to use only shorter data segments ranging in length from one to four weeks. We used heavy-tailed Student-t proposals which are very useful for good mixing. The parallel computation on multiple processors or cores is accomplished by including the message passing interface library [32] with the relevant additional programming scripts in the main analysis code. In all of our searches we used eight or ten chain PTMCMC.
Single EMRI sources: example searches
In the simplest scenario the algorithm was applied to two EMRI data sets taken from earlier MLDC rounds; 1B.3.2 and 1C.3.1. 1B.3.2 contains a single medium mass EMRI source and 1C.3.1 contains a high mass EMRI source buried in the LISA instrument noise only. In these attempts the adjusted LFA was used and there was no problem in recovering the signal parameters using the true values as the starting points for the MCMC search, thus we used completely blind searches on two weeks long stretches of the data, to test the performance of our algorithm. In both cases the blind searches were conducted in multiple stages, i.e. first several shorter MCMC chains were run in parallel without a swapping step from random starting points and those chains were chosen that showed stability and for which the SNR and likelihood values were larger than others. The modes of those chains were then set as the starting points in the next MCMC run. These steps were repeated for a few times to narrow down the search range. This approach is somewhat similar to that used in [9] . In the following, summaries of the posterior distribution of the parameters of the EMRI sources given in MLDC 1B.3.2 (medium mass) and MLDC 1C.3.1 (high mass) are given. Figure 1 display a typical shorter MCMC run demonstrating how the chains for different parameters find their true modes. figure 3 show the results for source 1C.3.1. From these results it is clear that both signals were recovered with a great accuracy. The widths of different marginal posterior densities show that almost the whole prior range was searched before convergence.
Multiple EMRIs
4.2.1. MLDC 4 results. The approach was applied to detect signals generated by EMRI sources given in both training and blind data sets issued in the revised MLDC round 4. Looking at the amount of noise in these data, we attempted to recover signals from high mass EMRI systems only. Moreover, there were no medium mass sources in the training data set. Some preliminary results were presented at GWPAW (January 26-29, 2011, Milwaukee, WI, USA). The MLDC notation for a high mass EMRI sources are EMRI-1-0, EMRI-1-1 and so on, and for a medium mass EMRI sources are EMRI-2-0, EMRI-2-1 and so on, whereas we denote the corresponding estimated sources (in the blind data) simply by High-0, High-1 and Med-0. 
Training data.
The training data contains three high mass EMRI sources which are somewhat similar to each other, therefore a joint MCMC search was conducted to recover them. In an eight chain MCMC search on two weeks long data segments, three chains were started from the true parameter values of the three signals while the rest of the chains were started from the values in the vicinity of the true parameters. webpage [33] . After running for a sufficiently large number of iterations (" 4ˆ10 6 ) it was observed that the third signal (dashed-dot-dashed vertical lines) was dominating the other two as can be seen in figure 4 , even though the overall mean swap acceptance rate between chains was " 35%. Thus the code was restarted with the starting values of different chains somewhat similar to the true parameter values of the third signal. These results are given in table 3 and figure 5 . We can see that all the parameters, except the luminosity distance, D L , and some of the angles, are estimated with great accuracy and most of the parameters' chains show stability. From the MCMC trace plots the distance parameter seemed to be over estimated and the sky location (θ S , φ S ) seemed to have been locked at a different position. The wrong sky location was attributed to the fact that we were using LFA and are experiencing the same problem as was observed in [10] , which also used the LFA [15] . At this stage, the problem of amplitude differences between the full LISA response and LFA was not known to us. It was also evident that after some 800,000 iterations one of the neighbouring chains of the true (T " 1) chain found some other mode; however, overall the true chain was unaffected. This second mode could either correspond to, most probably, a low strength harmonic of this same EMRI signal as such a close harmonic usually corresponds to higher frequencies than the true one, or to a harmonic of another EMRI signal. This sort of overlapping and sharing of characteristics between different signals will be quite common in such complicated cases and will result in confusions among different EMRI signals.
Blind data.
For the MLDC 4 blind data as a first step an eight chain MCMC search was conducted on the first two weeks in which all the eight chains were started from random values corresponding to a high mass EMRI source. Table 4 shows a summary of the posterior estimates and figure 6 shows the kernel density estimates of the marginal posterior densities. The MCMC chains for all parameters showed great stability except for the CO's mass µ and distance log D L the chains were showing somewhat oscillatory and correlated behaviour. The empirical correlation between these two parameters was " 0.92, which is quite high. It could not be deciphered why this (high correlation) happened as such a phenomenon was found neither in earlier nor in subsequent searches. The chains for all the angles were also stable except for the parameter α 0 , which was vibrating between two different modes. An interesting result which was observed in our earlier searches, in which the LFA response was not adjusted (dividing by 3), is that for all time regions the joint plots of the sky location angles indicated a similar behaviour, though in the plots of the kernel density estimates of these two angles obtained for different time regions the (strongest) modes were different. For different time regions the joint plots of the two sky location angles are shown in figure 8 . These sky locations remained the same despite using different proposal distributions. At this stage we realized that amplitudes of LFA response are in general by a factor of " 3 larger than full LISA response amplitudes. As an ad hoc solution to this problem, due to time limitation, the LFA amplitudes were divided by 3, which, in single source searches such as MLDC 1B (as shown in section 4.1), resulted not only in the correct estimation of distance and sky location parameters but also, in MLDC 4 searches, the sky location angles never got locked on wrong positions. In order to search the entire two years of the blind data several more MCMC searches were conducted on different time regions (data segments). In these searches we used a week long data segments chosen at regular gaps (generally six weeks) covering the entire two years duration of the data or till the anticipated plunge time of a typical EMRI signal (for most of the EMRI sources given in earlier rounds of MLDC the plunge generally occurs during r1 1 2´1 3 4 s years, although in some cases the plunges are occurred in the last month of the two years duration). Each time region was searched individually by running eight or ten chain MCMCs. The search strategy was the same as explained in section 4.1. Attempts were made to recover both types of EMRI signals (high mass and medium mass) in these searches. In the end, for each type of EMRI source four possible best fits were chosen on the basis of high SNRs, to be submitted to MLDC 4. Among the submitted entries, the posterior results for a medium mass source 'Med-2' and a high mass source 'High-3' are presented in tables 5 and 6 and figure 7. The rest of our entries and solutions can be found on MLDC 4 webpage [33] . The kernel density estimates of the marginal posterior densities for most of the parameters show multi-modality. However, in most cases the strongest modes can be clearly recognized. In all these searches the average rates of the regular Metropolis acceptance were in 20-40% while the average swap acceptance rates were in 16-30%. The recovered medium EMRI source 'Med-2', had a very high SNR but the estimated parameters are somewhat away from the true ones, demonstrating that these are probably the secondaries of the true densities. The 'High-3' has a lower SNR but the estimated parameters are quite close to the true ones. 
Overlaps and SNRs

True signals:
LFA versus full LISA response. When the true solutions for the MLDC 4 blind EMRIs were released, we tried to assess the performance of LFA and, in particular, the performance of the full AKW and TAKW in LFA regime by comparing the overlaps of their A (" h I ), E (" h II ) channels with those obtained with full LISA response. For this purpose all the true signals (noiseless) were generated using both lisatools package and our model codes. To calculate the overlap the following formula was used O " xa, by a xa, ay xb, by , df , the noise weighted inner product of two functions a, b. All these quantities are in frequency domain. The lisatools package uses the full AKW model to generate the polarization signals (h`, hˆ) of EMRIs and then employs the full LISA response function to generate TDI variables X, Y and Z, that can then be transformed to A, E channels. Similarly, our codes can generate h`and hˆpolarizations using AKW or TAKW and then compute h I , h II using LFA. The overlap statistics are given in tables 7 and 8. These results demonstrate that in the LFA regime the TAKW model gives better results than the full AKW. Therefore, with the LFA, it makes sense to use TAKW model for estimating the EMRI signals buried in LISA data.
True versus detected signals.
Overlaps of the estimated signals (TAKW + LFA) with true signals (AKW + full LISA response) and their SNRs are shown in table 8. Different symbols indicate the correspondence between the best matches of estimated signals with true signals. The estimated medium mass signal 'Med-2' is believed to have a best match with the only medium mass source in MLDC 4 blind data. The low degree of overlaps and SNRs of the estimated high mass signals is due to the fact that for these sources the difference factor between the LFA and full LISA response is " 6 rather than " 3. 
Conclusion
In this paper we report on the application of a Bayesian approach to statistical inference on the highly challenging problem of detecting and estimating parameters of GW signals produced by EMRI's in the data from a future space-based interferometric mission such as LISA. The LFA is used to model the LISA response and the Whittle likelihood as a realistic approximation to the unknown error distribution. Differences in the amplitudes of LFA and the LISA response function were found and temporarily fixed. Further investigations are required to overcome these discrepancies. We assume the noise power spectrum to be unknown and formulate an Inv´χ 2 posterior with a conjugate prior distribution for the unknown noise parameters. We have implemented a parallel tempering MCMC algorithm to sample from the posterior distribution of all 14 unknown parameters, the first instance of a fully Markovian algorithm for EMRI detection and characterization in the context of MLDC LISA data analysis challenges. This algorithm has the potential to sample from multi-modal distributions and thus to avoid getting trapped in local modes. Our simulation results using single as well as multiple EMRI sources in MLDC training and blind data should be seen as a snapshot of an investigation still in progress. However, they show that this strategy holds great promise for posterior computation under more realistic conditions and hints at areas where the algorithm could be refined and tuned.
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