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ｉｓｉｓｓｕｅｄｂｅｆｏｒｅｈａｎｄ，ａｃｏｎｎｅｃｔｉｏｎｉｓｅｓｔａｂｌｉｓｈｅｄｉｍｍｅｄｉａｔｅ－
１ｙｕｐｏｎｔｈｅｓｅｎｄｉｎｇｏｆＩｎｉｔ．Ｔｈｉｓｃａｓｅｉｓｍｏｓｔｐｒｅｆｅｒａｂｌｅ．
Ａｃｏｎｎｅｃｔｉｏｎｉｓｔｅｒｍｉｎａｔｅｄｂｙａｎｅｔｗｏｒｋｃｏｍｍａｎｄ”Ｃｌｏｓｅ”．
Ｃｌｏｓｅｍａｙｂｅｓｅｎｔｆｒｏｍｅｉｔｈｅｒｓｉｄｅｏｆｔｈｅｐｒｏｃｅｓｓａｔｔｈｅｅｎｄｏｆ
ｔｈｅｃｏｎｎｅｃｔｉｏｎ．ＯｒｄｅｒｅｄｂｙａＣｌｏｓｅｃｏｍｍａｎｄ，ｔｈｅＮＣＰｄｉｓｐａｔｃｈｅｓ
ａＣＬＳｔｏｔｈｅｄｅｓｔｉｎａｔｉｏｎＨｏｓｔａｎｄｗａｉｔｓｆｏｒａｒｅｓｐｏｎｓｅＣＬＳ．
ＷｈｅｎｔｈｅＮＣＰｒｅｃｅｉｖｅｓａＣＬＳｏｎｔｈｅｏｐｅｎｃｏｎｎｅｃｔｉｏｎ，ｔｈｅｎｉｔ
ｒｅｔｕｒｎｓａＣＬＳａｎｄｒｅｃｏｒｄｓｔｈａｔｔｈｅｃｏｎｎｅｃｔｉｏｎＩｓｃｌｏｓｅｄ．Ａｆｔｅｒ
ｔｈｉｓｔｈｅｐｒｏｃｅｓｓｍａｙｉｓｓｕｅＣｌｏｓｅ；ｔｈｅＮＣＰｉｔｓｅｌｆｄｏｅｓｎｏｔｓｅｎｄ
ａＣＬＳｂｕｔｒｅｓｐｏｎｄｓｔｏｔｈｅｐｒｏｃｅｓｓｔｈａｔｔｈｅｃｏｎｎｅｃｔｉｏｎｈａｓ
ａｌｒｅａｄｙｂｅｅｎｃｌｏｓｅｄ．ＴｈｅｐｒｏｃｅｓｓｍａｙｉｓｓｕｅＳｅｎｄｏｒＲｅｃｅｉｖｅ
ｉｎｓｔｅａｄｏｆＣｌｏｓｅ，ｂｕｔｓｕｃｈｃａｓｅｓａｒｅｈａｎｄｌｅｄｉｎａｌｍｏｓｔｔｈｅｓａｍｅ
ｗａｙ；ｔｈｅＮＣＰｓｉｍｐｌｙｒｅｓｐｏｎｄｓｔｏｔｈｅｐｒｏｃｅｓｓｔｈａｔｔｈｅｃｏｎｎｅｃｔｉｏｎ
ｈａｓａｌｒｅａｄｙｂｅｅｎｃｌｏｓｅｄ．
工ｎｃｏｍｉｎｇＣＬＳｓｓｈｏｕｌｄｂｅｉｎｔｅｒｐｒｅｔｅｄｄｉｆｆｅｒｅｎｔｌｙｂｙｔｈｅＮＣＰ
ｄｅｐｅｎｄｉｎｇｏｎｔｈｅｃｕｒｒｅｎｔｓｔａｔｅｏｆｔｈｅｐｒｏｃｅｓｓ：（１）ＡＣＬＳ
ｃｏｒｒｅｓｐｏｎｄｉｎｇｔｏａｎＲＦＣ，（２）ａＣＬＳｃｏｒｒｅｓｐｏｎｄｉｎｇｔｏａＣＬＳ，（３）
ａＣＬＳｔｏａｎｏｐｅｎｃｏｎｎｅｃｔｉｏｎ，ｏｒ（４）ａＣＬＳｔｏａｎｏｎ－ｅｘｉｓｔｅｎｔ
ｃｏｎｎｅｃｔｉｏｎ．Ｉｎｃａｓｅｓ（１）ａｎｄ（３）ａＣＬＳｉｓｒｅｔｕｒｎｅｄ．Ｉｎｃａｓｅ
（２）ｎｏｒｅｓｐｏｎｓｅｉｓｒｅｔｕｒｎｅｄｓｉｎｃｅｔｈｅｃｌｏｓｉｎｇｐｒｏｃｅｄｕｒｅｈａｓｂｅｅｎ
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ｃｏｍｐｌｅｔｅｄ．Ｉｎｃａｓｅ（４）ａｎＥＲＲ（ｅｒｒｏｒ）ｉｓｒｅｔｕｒｎｅｄ．ＴｈｅＮＣＰ
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ａｆａｉｌｕｒｅｏｆｃｏｎｎｅｃｔｉｏｎｅｓｔａｂｌｉｓｈｍｅｎｔ，ｂｅｃａｕｓｅｔｈｅｏｎｌｙｗａｙｔニＯ
ｔｅｒｍｉｎａｔｅａＬｉｓｔｅｎｉｓｔｏｅｓｔａｂｌｉｓｈａｃｏｎｎｅｃｔｉｏｎｗｉｔｈｔｈｅｏｔｈｅｒ
ｅｎｄ。
Ｔｈｅｒｅａｒｅｔｗｏａｌｔｅｒｎａｔｉｖｅｓｉｎｔｈｅｉｍｐｌｅｍｅｎｔａｔｉｏｎｏｆ
ｎｅｔｗｏｒｋｃｏｍｍａｎｄｓ：ＯｎｅｉｓｗｈｅｒｅｉｎｔｈｅｐｒｏｃｅｓｓｗｈｉｃｈｈａｓＩｓｓｕｅｄ
ａｎＩｎｉｔｏｒＬｉｓｔｅｎｃｏｍｍａｎｄｍａｙｂｅｂｌｏｃｋｅｄｕｎｔｉｌｔｈｅｃｏｍｐｌｅｔｉｏｎ
ｏｆｔｈｅｃｏｎｎｅｃｔｉｏｎｅｓｔａｂｌｉｓｈｍｅｎｔｂｙａｎＲＦＣｏｒｔｈｅｒｅｆｕｓａｌ０ｆ
ｃｏｎｎｅｃｔｉｏｎｂｙａＣＬＳ．Ｔｈｅｏｔｈｅｒ１Ｓｗｈｅｒｅｉｎｔｈｅｐｒｏｃｅｓｓｗｈｉｃｈ
ｈａｓｂｅｅｎＩｓｓｕｅｄｔｈｅｃｏｍｍａｎｄｉｍｍｅｄｉａｔｅｌｙｇｅｔｓｂａｃｋｔｈｅｃｏｎｔｒｏｌ
ｂｅｆｏｒｅｒｅｃｅｐｔｉｏｎｏｆａｎＲＦＣｏｒＣＬＳ．Ｔｈｅｆｏｒｍｅｒｉｓｓｉｍｐｌｅｔｏ
ｉｍｐｌｅｍｅｎｔ，ｂｕｔｔｈｅｌａｔｔｅｒｉｓｍｏｒｅｆｌｅｘｉｂｌｅｆｏｒｃｏｎｔｒｏｌｌｉｎｇｔｈｅ
ｕｓｅｒｐｒｏｃｅｓｓ．Ｆｏｒｅχａｍｐｌｅ，ｔｈｅｐｒｏｃｅｓｓｍａｙｌｉｓｔｅｎｔｏｍａｎｙ
ｓｏｃｋｅｔｓｃｏｎｃｕｒｒｅｎｔｌｙａｎｄｍａｙｂｅｏｐｅｎｅｄｔｈｒｏｕｇｈａｎｙｏｎｅｏｆｔｈｅｍ
ｆｒｏｍｔｈｅｒｅｍｏｔｅｐｒｏｃｅｓｓ．Ｉｎｔｈｅｌａｔｔｅｒｃａｓｅ，ｔｈｅｃｏｍｐｌｅｔｉｏｎ
ｏｆｔｈｅｃｏｎｎｅｃｔｉｏｎｅｓｔａｂｌｉｓｈｍｅｎｔ１ＳｃｈｅｃｋｅｄｗｉｔｈｔｈｅＳｔａｔｕｓ
ｃｏｍｍａｎｄｏｆｔｈｅＮＣＰｂｅｆｏｒｅｔｈｅｅｘｅｃｕｔｉｏｎｏｆｄａｔａｔｒａｎｓｆｅｒ。
Ａｕｓｅｒｐｒｏｃｅｓｓｎｅｅｄｎｏｔｗａｉｔニｆｏｒｔｈｅｃｏｍｐｌｅｔｅｃｌｏｓｕｒｅｏｆ
ｔｈｅｃｏｎｎｅｃｔｉｏｎａｆｔｅｒａＣｌｏｓｅｃｏｍｍａｎｄｉｓｉｓｓｕｅｄ．Ｉｆｔｈｅｓｏｃｋｅｔ
ｉｓｔｏｂｅｒｅｏｐｅｎｅｄＩｍｍｅｄｉａｔｅｌｙａｆｔｅｒｏｎｅｄｉｓｃｏｎｎｅｃｔｉｏｎ，ｔｈｅｎｅｘｔ
ｏｐｅｎｍａｙｆａｉｌｕｎｌｅｓｓｉｔｉｓｅｘｅｃｕｔｅｄａｆｔｅｒｔｈｅａｃｋｎｏｗｌｅｄｇｉｎｇＣＬＳ
ｈａｓｂｅｅｎｒｅｃｅｉｖｅｄｆｒｏｍｔｈｅｒｅｍｏｔｅＨｏｓｔ［ＴＥＮＥχ，１９７３］．Ｔｈｅ
ａｃｋｎｏｗｌｅｄｇｉｎｇＣＬＳｄｏｅｓｎｏｔａｌｗａｙｓａｒｒｉｖｅ，ｂｅｃａｕｓｅｏｆｓｏｍｅ
ｆａｉｌｕｒｅｏｆｔｈｅｒｅｍｏｔｅＨｏｓｔ．Ｔｏｃａｕｔｉｏｎａｇａｉｎｓｔｃｏｎｎｅｃｔニｉｏｎ
ｆａｉｌｕｒｅｓｄｕｅｔｏｔｈｉｓ，ｔｈｅｕｓｅｒｐｒｏｃｅｓｓｓｈｏｕｌｄｔｅｒｍｉｎａｔｅｔｈｅ
ｃｏｍｍａｎｄａｆｔｅｒａｐｒｅｄｅｔニｅｒｍｉｎｅｄｔｉｍｅｏｕｔｐｅｒｉｏｄ．
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Ａｌｔｈｏｕｇｈｕｓｅｒｐｒｏｃｅｓｓｅｓａｒｅｎｏｔｃｏｎｃｅｒｎｅｄｗｉｔｈｔｈｅｔｉｍｉｎｇ
ｗｈｅｎｔｈｅｍｅｓｓａｇｅｉｓｓｅｎｔｏｒｒｅｃｅｉｖｅｄ，ｎｏｒｗｉｔｈｔｈｅｃｏｎｔｒｏｌｔｈａｔ
ｔｈｅｐｒｏｃｅｄｕｒｅｓｔｈｅｍｅｓｓａｇｅｉｓｔｒａｎｓｍｉｔｔｅｄｂｙｃｏｍｅｆｒｏｍ，ｔｈｅ
ｃｏｍｍｕｎｉｃａｔｉｏｎｓｙｓｔｅｍｉｎｖｏｌｖｅ・ｄｍｕｓｔｐａｙａｇｒｅａｔｄｅａｌ０ｆａｔｔｅｎｔｉｏｎ
ｔｏｗａｒｄｔｈｅｐｒｅｖｅｎｔｉｏｎｏｆｃｏｎｇｅｓｔｉｏｎａｎｄｌｏｃｋｏｕｔａｎｄｔｈｅｅｆｆｉｃｉｅｎ―
ｃｙｏｆｔｈｅｃｏｍｍｕｎｉｃａｔｉｏｎｐａｔｈ．Ｃｏｎｃｅｒｎｉｎｇｔｈｅｓｅｐｒｏｂｌｅｍｓ，ａ
ｎｕｍｂｅｒｏｆｍｅａｓｕｒｅｓａｒｅｔａｋｅｎ［Ｋａｈｎ，１９７２］．Ｔｈｅｓｅａｒｅｏｆｓｐｅｃｉａｌ
ｃｏｎｃｅｒｎｔｏｕＳ，・ｓｉｎｃｅｏｕｒｎｅｔｗｏｒｋｄｅａｌｓｗｉｔｈｖｏｌｕｍｉｎｏｕｓｈｉｇｈ－
ｓｐｅｅｄｄａｔａｔｒａｎｓｍｉｓｓｉｏｎｓｕｃｈａｓｔｈｅｄｉｇｉｔａｌｓｐｅｅｃｈｄａｔニａ．Ｂｙ
ｆｉｌｌｉｎｇｔｈｅｃｏｍｍｕｎｉｃａｔｉｏｎｐａｔｈｗｉｔｈｍｅｓｓａｇｅｓ，ｆｏｒｍｉｎｇａ”ｐｉｐｅ
ｌｉｎｅ”ｆｒｏｍｓｏｕｒｃｅｔｏｄｅｓｔｉｎａｔｉｏｎ，ｔｈｅｆｌｏｗｃｏｎｔｒｏｌｍｅｃｈａｎｉｓｍ
ｆｏｒｒｅａｌ－ｔｉｍｅｔｒａｎｓｍｉｓｓｉｏｎｉｎＫＵＩＰＮＥＴｈａｓａｃｈｉｅｖｅｄｈｉｇｈｔｈｒｏｕｇｈ－
ｐｕｔａｎｄ１０ｗｄｅｌａｙ。
Ｂｅｆｏｒｅｄｅｓｃｒｉｂｉｎｇｔｈｅｈｉｇｈ－ｓｐｅｅｄｄａｔａｔｒａｎｓｍｉｓｓｉｏｎｃｏｎｔｒｏｌ
ｐｒｏｃｅｄｕｒｅ，ｃｏｎｖｅｎｔｉｏｎａｌｆｌｏｗｃｏｎｔｒｏｌｔｅｃｈｎｉｑｕｅｓｗｉｌｌｂｅｄｅｓｃｒｉｂｅｄ。
ＴｈｅｆｉｒｓｔｉｓｔｈｅｃｏｎｔｒｏｌｂｙｔｈｅＲＦＮＭ（ＲｅａｄｙＦｏｒＮｅｘｔ
Ｍｅｓｓａｇｅ）［Ｈｅａｒｔ，１９７０］．Ｗｈｅｎａｍｅｓｓａｇｅｉｓｓｅｎｔｔｏｔｈｅｄｅｓｔｉｎａ－
ｔｌｏｎＨｏｓｔ，ｔｈｅｄｅｓｔｉｎａｔニＩｏｎＩＭＰｓｅｎｄｓｂａｃｋａｎＲＦＮＭｔｏｔｈｅｓｏｕｒｃｅ
Ｈｏｓｔａｓｓｕｒｉｎｇｉｔｔｈａｔｔｈｅｐｒｅｖｉｏｕｓｍｅｓｓａｇｅｈａｓａｒｒｉｖｅｄ．Ｉｎ
ＡＲＰＡＮＥＴｔニｈｉｓｍｅｃｈａｎｉｓｍｉｓａｌｓｏｕｓｅｄｔｏｐｒｅｖｅｎｔｒｅａｓｓｅｍｂｌｙｌｏｃｋｕｐ
ｉｎｔｈｅｄｅｓｔｉｎａｔｉｏｎＩＭＰ［Ｋａｈｎ，１９７２；ＭｃＱｕｉｌｌａｎ，１９７２］．ＡｎＲＦＮＭ
ｉｓｓｅｎｔｂａｃｋｔｏｔｈｅｓｏｕｒｃｅＩＭＰｔｏｉｎｆｏｒｍｉｔｔｈａｔａｒｅａｓｓｅｍｂｌｙ
ｂｕｆｆｅｒｈａｓｂｅｅｎｒｅｓｅｒｖｅｄｉｎｔｈｅｄｅｓｔｉｎａｔｉｏｎＩＭＰ．Ｈｏｗｅｖｅｒ，ｉｎ
ｏｕｒｎｅｔｗｏｒｋｒｅａｓｓｅｍｂｌｙｉｓｎｏｔｐｅｒｆｏｒｍｅｄ，ｓｉｎｃｅｐａｃｋｅｔｌｎｇｉｓｎｏｔ
ｅｍｐｌｏｙｅｄ；ａｍｅｓｓａｇｅ（ｍａｘ．８０９６ｂｉｔｓ）ｃｏｒｒｅｓｐｏｎｄｓｔｏａｕｎｉｔｏｆ
ｔｒａｎｓｍｉｓｓｉｏｎｉｎｔｈｅｎｅｔｗｏｒｋ．ＲＦＮＭｉｎｇ，ｔｈｅｒｅｆｏｒｅ，ｈａｓｂｅｅｎｍａｄｅ
ｏｐｔｉｏｎａｌｉｎｏｕｒｎｅｔｗｏｒｋ―ａｎＮＣＰｍａｙｕｓｅＩｔａｓａｎａｃｋｎｏｗｌｅｄｇｅｍｅｎｔ
ｏｆｔｒａｎｓｍｉｓｓｉｏｎｏｆａｍｅｓｓａｇｅ，ｍａｙｎｏｔｕｓｅｉｔ，ｏｒｃａｎｅｖｅｎ
ｓｕｐｐｒｅｓｓｉｔｓｒｅｔｕｒｎｂｙｔｈｅＩＭＰ．Ｔｈｅｓｃｈｅｍａｔｉｃｅｘｐｒｅｓｓｉｏｎｏｆ
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ｓｔｒｕｃｔｕｒｅａｎｄｃｏｎｔｒｏｌｍｅｃｈａｎｉｓｍｏｆａｎＮＣＰｉｍｐｌｅｍｅｎｔｅｄｉｎａｍｉｎｉ－
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ｆｉｒｓｔｕｓｅｒｉｓａｌｌｏｃａｔｅｄａｂｕｆｆｅｒａｒｅａｆｒｏｍｔｈｅｔｏｐｏｆｔｈｅｆｉｅｌｄ．
ｔｈｅｓｅｃｏｎｄｆｒｏｍｔｈｅｔａｉｌ，ａｎｄｔｈｅｔｈｉｒｄｆｒｏｍｔｈｅｍｉｄｄｌｅｏｆｔｈｅ
ｕｎｕｓｅｄｆｉｅｌｄｅｑｕａｌｌｙｅｘｔｅｎｄｅｄｉｎｂｏｔｈｄｉｒｅｃｔｉｏｎｓ．
ＴｈｅＳｅｒｖｅｒＴＥＬＮＥＴａｃｃｅｐｔｓｏｎｌｙＵｓｅｒＴＥＬＮＥＴｐｒｏｃｅｓｓｅｓ
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ＴｈｅｋｉｎｄｓｏｆｔニｅｒｍｉｎａｌｓｗｈｉｃｈａｒｅｐｒｏｖｉｄｅｄｓｅｒｖｉｃｅｓａｒｅＤＤＳ１２０Ｂ
ｄｉｓｐｌａｙ，ｔｅｌｅｔｙｐｅ，ｔｙｐｅｗｒｉｔｅｒ（１３２ｃｈａｒａｃｔｅｒｓ／ｌｉｎｅ），ａｎｄ４０１０－
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ｓｉｇｎａｔｕｒｅ，（ｂ）ｃｏｌｏｒｄｉｓｐｌａｙｏｆｓｐｅｅｃｈｓｐｅｃｔｒｕｍ，ａｎｄ（ｃ）ｓｐｅｅｃｈ
ｓｙｎｔｈｅｓｉｓｂｙｚｅｒｏ－ｃｒｏｓｓｉｎｇｗａｖｅｅｌｅｍｅｎｔｓ．Ｉｎｊｏｂ（ａ），ｓｐｅｅｃｈ
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ｐｌａｙｅｄｉｎａｃｏｌｏｒ－ｅｎｈａｎｃｅｄｓｐｅｃｔｒｕｍｏｎｔｈｅｃｏｌｏｒＴＶ．Ｉｎｊｏｂ
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ＴｈｅｌｍｅａｓｕｒｅｍｅｎｔｓｙｓｔｅｍｄｅｖｅｌｏｐｅｄｆｏｒＫＵＩＰＮＥＴｇａｔｈｅｒｓｓｅｖｅｒａｌ
ｐａｒａｍｅｔｅｒｓｉｎｔｈｅｄａｉｌｙｕｓａｇｅｏｆｔｈｅｎｅｔｗｏｒｋ．Ｔｈｅｆｏｌｌｏｗｉｎｇ
ｔｈｒｅｅｐｏｉｎｔｓａｒｅｔｈｅｍａｉｎｐｕｒｐｏｓｅｓｏｆｔｈｉｓｍｅａｓｕｒｅｍｅｎｔｓｙｓｔｅｍ：
Ｔｏｋｎｏｗ（１）ｔｈｅｓｔａｔｕｓｏｆｕｔｉｌｉｚａｔｉｏｎｏｆｔｈｅｒｅｓｏｕｒｃｅｓｉｎｔｈｅ
ａｃｔｕａｌｌｙｏｐｅｒａｔｉｎｇｓｗｉｔｃｈｉｎｇｃｏｍｐｕｔｅｒ；（２）ｔｈｅｃｈａｒａｃｔｅｒｉｓｔｉｃｓ
ｏｆｔｈｅｔｒａｆｆｉｃｉｎｔｈｅｎｅｔｗｏｒｋ：ａｎｄ（３）ｔｈｅｓｔａｔｕｓｏｆｕｔｉｌｉｚａｔｉｏｎ
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Ｃｏｎｓｉｄｅｒｉｎｇｔｈｅｐｕｒｐｏｓｅｓｓｔａｔｅｄａｂｏｖｅ，ｗｅｅｍｐｌｏｙｅｄｔｈｅ
ｆｏｌｌｏｗｉｎｇｐａｒａｍｅｔｅｒｓｗｈｉｃｈａｒｅｏｂｓｅｒｖａｂｌｅｉｎｔｈｅＩＭＰ：
（１）ｓｔａｔｕｓ好仙ｅ工ＭＰ－Ｔｈｅｆｏｌｌｏｗｉｎｇｐａｒａｍｅｔｅｒｓｉｎｔｈｅ工ＭＰ
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ｆｏｒｍａｔｉｏｎｐｒｏｃｅｓｓｉｎｇｂｙｔｈｅｃｏｏｐｅｒａｔｉｏｎｏｆｏｎ－ｓｉｔｅｃｏｍｐｕｔｅｒｓ。
］：ｎＣｈａｐｔｅｒＩＩｔｈｅｄｅｓｉｇｎｏｆｔｈｅｍｅｓｓａｇｅｓｗｉｔｃｈｉｎｇｃｏｍｐｕｔｅｒ，
ｈａｖｉｎｇｔｈｅｆｏｌｌｏｗｉｎｇｈｉｇｈ－ｓｐｅｅｄｔｒａｎｓｍｉｓｓｉｏｎｐｒｏｐｅｒｔｉｅｓ，ｉｓｅｘ－
ｐｌａｉｎｅｄ：
（１）
（２）
Ｍａｘｉｍｕｍｔｈｒｏｕｇｈｐｕｔｓｅｔｔ０１．０Ｍｂｐｓ・
Ｓｗｉｔｃｈｉｎｇｃｏｍｐｕｔｅｒｇｕａｒａｎｔｅｅｉｎｇｏｎｅｓｔｒｅａｍｏｆｈｉｇｈ－ｓｐｅｅｄ
ｔｒａｎｓｍｉｓｓｉｏｎｃｏｎｃｕｒｒｅｎｔｌｙｗｉｔｈｓｅｖｅｒａｌｏｔｈｅｒｓｔｒｅａｍｓｏｆ
ｌｏｗ－ｓｐｅｅｄｔｒａｎｓｍｉｓｓｉｏｎ．
（３）Ｓｔａｎｄａｒｄｉｚｅｄｃｏｍｐｕｔｅｒｃｏｎｎｅｃｔｉｏｎ―ｓｉｎｇｌｅａｎｄａｓｙｎｃｈｒｏｎｏｕｓ
ｔｒａｎｓｍｉｓｓｉｏｎ，ａｎｄｈａｌｆ－ｄｕｐｌｅｘｃｏｎｔｒｏｌ．Ｔｈｅｍａｘｉｍｕｍｔｒａｎｓ－
ｍｉｓｓｉｏｎｒａｔｅａｃｈｉｅｖｅｄｉｓ１．６Ｍｂｐｓ．
Ｔｈｅｍｅｓｓａｇｅｓｗｉｔｃｈｉｎｇｃｏｍｐｕｔｅｒｈａｓａｃｈｉｅｖｅｄｈｉｇｈｔｈｒｏｕｇｈｐｕｔ
ｂｙｒｅｇｕｌａｔｉｎｇｔニｈｅｍｅｍｏｒｙａｃｃｅｓｓｃｏｎｆｌｉｃｔｓｂｅｔｗｅｅｎｉｎｐｕｔ／ｏｕｔｐｕｔニ
ｃｈａｎｎｅｌｓａｎｄＣＰＵｉｎｔｈｅｆｏｌｌｏｗｉｎｇｗａｙｓ：
（１）Ｔｈｅｐｒｉｏｒｉｔニｙｏｆｔｈｅｃｈａｎｎｅｌｓｈａｓｂｅｅｎｍａｄｅｐｒｏｇｒａｍｍａｂｌｅ．
ｈｉｇｈｐｒｉｏｒｉｔｙｂｅｉｎｇａｓｓｉｇｎｅｄｗｈｅｎａｎｄｗｈｅｒｅｈｉｇｈｔｈｒｏｕｇｈｐｕｔ
ｉｓｎｅｃｅｓｓａｒｙ．
（２）Ｔｈｅｒａｔｅｏｆｍｅｍｏｒｙ－ｃｙｃｌｅｓｔｅａｌｉｎｇｈａｓｂｅｅｎｒｅｓｔｒｉｃｔｅｄｉｎ
ｏｒｄｅｒｔｏｇｕａｒａｎｔｅｅｔｈｅｒｅａｌ－ｔｉｍｅｃｏｍｍｕｎｉｃａｔｉｏｎｃｏｎｔｒｏｌ
ｍａｉｎｔａｉｎｅｄｂｙｔｈｅＣＰＵ．
Ｐｅｒｆｏｒｍａｎｃｅｏｆｔｈｅｓｗｉｔｃｈｉｎｇｃｏｍｐｕｔｅｒ１ＳｍｅａｓｕｒｅｄｉｎＣｈａｐｔｅｒ
－１４３－
Ｖ，ｔｈｅｓｕｍｍａｒｉｚｅｄｒｅｓｕｌｔｓｂｅｉｎｇ：
（１）
（２）
Ｍａｘｉｍｕｍｍｅｓｓａｇｅｔｈｒｏｕｇｈｐｕｔ＝ａｂｏｕｔ９００ｋｂｐｓ．
Ｍｅｓｓａｇｅｔｈｒｏｕｇｈｐｕｔｏｆｈｉｇｈｅｓｔｐｒｉｏｒｉｔｙｐａｔｈ＝ａｂｏｕｔ８００ｋｂｐｓ
ｕｎｄｅｒｈｅａｖｙｔｒａｆｆｉｃｌｏａｄ．
（３）Ｍｅｓｓａｇｅｔｈｒｏｕｇｈｐｕｔｏｆｓｅｃｏｎｄｐｒｉｏｒｉｔｙｐａｔｈ°ａｂｏｕｔ１６０ｋｂｐｓ
ｕｎｄｅｒｈｅａｖｙｔｒａｆｆｉｃｌｏａｄ．
ＴｈｅｓｅｔｈｒｏｕｇｈｐｕｔｃｈａｒａｃｔｅｒｉｓｔｉｃｓｏｆＫＵＩＰＮＥＴａｒｅｉｍｐｏｒｔａｎｔ
ｆｏｒａｃｈｉｅｖｉｎｇｒｅａｌ－ｔｉｍｅｔｒａｎｓｆｅｒ，ｆｏｒｓｕｃｈｔｒａｎｓｆｅｒｂｒｉｎｇｓａ
ｈｅａｖｙｌｏａｄｉｎｔｏｔｈｅｓｗｉｔｃｈｉｎｇｃｏｍｐｕｔｅｒ．Ｔｈｅｍａｘｉｍｕｍｔｈｒｏｕｇｈｐｕｔ
ｏｆ９００ｋｂｐｓｓａｔｉｓｆｉｅｓｔｈｅｂａｎｄｗｉｄｔｈｒｅｑｕｉｒｅｄｆｏｒｒｅａｌ－ｔｉｍｅｔニｒａｎｓ－
ｍｉｓｓｉｏｎｏｆｈｉｇｈｆｉｄｅｌｉｔｙｓｐｅｅｃｈｗａｖｅｆｏｒｍｓ，ｗｈｉｃｈｒｅｑｕｉｒｅｍｏｒｅ
ｔｈａｎ２００ｋｂｐｓｃｏｎｔｉｎｕｏｕｓｔｒａｎｓｍｉｓｓｉｏｎｒａｔｅ。
ＩｎＣｈａｐｔｅｒＩｌｌ，Ｉｈａｖｅｄｅｓｃｒｉｂｅｄｔｈｅｉｎｔｅｒｐｒｏｃｅｓｓｃｏｍｍｕｎｉ－
ｃａｔｉｏｎｍｅｃｈａｎｉｓｍ．Ｔｈｅｆｕｎｃｔｉｏｎｓｆｏｒｉｎｔｅｒｐｒｏｃｅｓｓｃｏｍｍｕｎｉｃａｔｉｏｎ
ｃｏｎｔｒｏｌａｒｅｃｏｍｐｏｓｅｄｏｆ（１）ｃｏｍｍｕｎｉｃａｔｉｏｎｃｏｎｔｒｏｌｂｅｔｗｅｅｎａｃｏｍ－
ｐｕｔｅｒｓｙｓｔｅｒｎａｎｄｃｏｍ万ｍｕｎｉｃａｔｉｏｎｎｅｔｗｏｒｋ，（２）ｃｏｎｖｍｕｎｉｃａｔｉｏｎｃｏｎｔｒｏｌ
ｂｅｔｗｅｅｎｃｏｍｐｕｔｅｒｓｙｓｔｅｍｓ―ａｎｉｎｔｅｇｒａｌｐａｒｔｏｆｔｈｅｍｏｎｉｔｏｒ，ａｎｄ
（３）ｃｏｉｒａｎｕｎｉｃａｔｉｏｎｃｏｎｔｒｏｌｂｅｔｗｅｅｎｐｒｏｃｅｓｓｅｓ。
Ｔｈｅｅｆｆｉｃｉｅｎｃｙｏｆｉｍｐｌｅｍｅｎｔａｔｉｏｎ，ｂｏｔｈｉｎｔｈｅｓｉｚｅａｎｄｉｎ
ｐｒｏｃｅｓｓｉｎｇｏｖｅｒｈｅａｄｓ，ａｒｅｉｍｐｏｒｔａｎｔｆａｃｔｏｒｓ．Ｔｈｅｓｅｌｅｃｔｉｖｅ
ｃｏｍ万ｍｕｎｉｃａｔｉｏｎｆｕｎｃｔｉｏｎｓａｒｅｉｍｐｌｅｍｅｎｔｅｄｉｎｓｍａｌｌｓｙｓｔｅｍｓ―：Ｌｉｋｅ
ｍｉｎｉｃｏｍｐｕｔｅｒｓ．Ｔｈｅｍｏｎｉｔｏｒｓｆｏｒｍｉｎｉｃｏｍｐｕｔｅｒｓａｒｅｄｅｓｉｇｎｅｄｅｆ－
ｆｉｃｉｅｎｔｌｙｔｏａｃｈｉｅｖｅｔｈｅｄｅｓｉｒｅｄｐｒｏｐｅｒｔｉｅｓｄｅｓｃｒｉｂｅｄｂｅｌｏｗ：
（１）ｐｒｅｅｍｐｔｉｖｅｐｒｏｃｅｓｓｉｎｇｏｆｈｉｇｈｐｒｉｏｒｉｔｙｔａｓｋｓ―ｒｅａｌ－ｔｉｍｅ
ｔａｓｋｓ，ｃｏｎｔｒｏｌｌｅｄｗｉｔｈｍｕ：Ｌｔｉ－ｐｒｏｇｒａｍｍｉｎｇｍｅｃｈａｎｉｓｍ．
（２）ｅｘｔｅｎｓｉｂｌｅｉｎｐｕｔ／ｏｕｔｐｕｔｆｕｎｃｔｉｏｎｓａｎｄｕｓｅｒｐｒｏｇｒａｍｍａｂｌｅ
ｉｎｐｕｔ／ｏｕｔｐｕｔｆｕｎｃｔｉｏｎｓ．
（３）
（４）
Ｉｎｔｅｒａｃｔｉｖｅｃｏｎｓｏｌｅｆｕｎｃｔｉｏｎｓｗｉｔｈｏｐｅｒａｔｏｒｓ・
ｉｎｔｅｒｆａｃｉｎｇｔｏｔｈｅｎｅｔｗｏｒｋ．
－１４４－
ゝ
ゝ
り
ぐｊ
ｌｈａｖｅｓｈｏｗｎｓｅｖｅｒａｌｃａｓｅｓｏｆｉｎｔｅｒｐｒｏｃｅｓｓｃｏｍｍｕｎｉｃａｔｉｏｎ：
ａｃａｓｅｏｆｐｒｏｃｅｓｓｃｏｏｐｅｒａｔｉｏｎｓｕｐｅｒｖｉｓｅｄｂｙｔｈｅｎｅｔｗｏｒｋ－ｗｉｄｅ
ｍｏｎｉｔｏｒ；ａｃａｓｅｏｆｉｍｐｌｅｍｅｎｔａｔｉｏｎｏｆａｔｅｒｍｉｎａｌｓｕｐｐｏｒｔｉｎｇｆｕｎｃ－
ｔｉｏｎｆｏｒｄｉｒｅｃｔｅｎｔｒｙｉｎｔｏｔｈｅｎｅｔｗｏｒｋ；ａｎｄａｆｉｌｅｔｒａｎｓｆｅｒｐｒｏ－
ｃｅｄｕｒｅｄｅｓｉｇｎｅｄｆｏｒｃｏｎｖｅｒｓｉｏｎｂｅｔｗｅｅｎｔｗｏｄｉｆｆｅｒｅｎｔｔｙｐｅｓｏｆ
ｍａｇｎｅｔｉｃｔａｐｅｓ．
ＩｎＣｈａｐｔｅｒＩＶｔｈｅｉｎ－ｈｏｕｓｅｃｏｍｐｕｔｅｒｎｅｔｗｏｒｋ１Ｓｅｘｔｅｎｄｅｄｔｏ
ａｄｉｓｔａｎｔｌａｒｇｅｃｏｍｐｕｔｅｒｓｙｓｔｅｍ．Ａｒｅｌｉａｂｌｅｃｏｍｍｕｎｉｃａｔｉｏｎｃｏｎ－
ｔｒｏｌｍｅｃｈａｎｉｓｍｏｖｅｒａｄｉｓｔａｎｃｅｏｆ５０ｋｍ，ａｎｄ４，８００ｂｐｓｌｉｎｅｗａｓ
ａｄｏｐｔｅｄ．Ｔｈｅｐｒｏｃｅｄｕｒｅｏｆｔｈｅｂａｓｉｃｃｏｍｍｕｎｉｃａｔｉｏｎｃｏｎｔｒｏｌｗａｓ
ｍｏｄｉｆｉｅｄｆｒｏｍｔｈａｔｏｆｃｈａｒａｃｔｅｒ－ｏｒｉｅｎｔｅｄｃｏｍｐｕｔニｅｒ－ｔｅｒｍｉｎａｌｃｏｍ－
ｍｕｎｌｃａｔｉｏｎ｛ｉ．ｅ・，ｔｈｅｃｏｍｐｕｔｅｒｂｅｉｎｇｍａｓｔｅｒａｎｄｔｈｅｔｅｒｍｉｎａｌｓ
ｓｌａｖｅｓ，）ｉｎｔｏｔｈａｔｏｆｃｈａｒａｃｔｅｒｃｏｄｅｔｒａｎｓｐａｒｅｎｔｃｏｍｐｕｔｅｒ－ｃｏｍ－
ｐｕｔｅｒｃｏｍｍｉｍｌｃａｔｉｏｎ（ｉ．ｅ・，ｅｉｔｈｅｒｓｉｄｅｏｆｂｏｔｈｅｎｄｓｃａｎｂｅ
ｍａｓｔｅｒ）．Ｔｈｅｔｉｍｅ－ｓｈａｒｉｎｇＳｙｓ。ｔｅｍｉｎｔｈｅｄｉｓｔａｎｔｓｙｓｔｅｍｂｅｃｏｍｅｓ
ａｃｃｅｓｓｉｂｌｅｆｒｏｍｔｈｅＵｓｅｒＴＥＬＮＥＴｉｎｔｈｅＫＵＩＰＮＥＴｔｈｒｏｕｇｈｔｈｅＳｅｒｖｅｒ
ＴＥＬＮＥＴｉｎｔｈｅｓｗｉｔｃｈｉｎｇｃｏｍｐｕｔｅｒ．Ｉｎｔｈｅｅｘｐｌａｎａｔｉｏｎ，ｔｈｅｅｆｆｅｅ－
ｔｉｖｅｍｅｓｓａｇｅｔｈｒｏｕｇｈｐｕｔｉｓｅｓｔｉｍａｔｅｄａｎｄｍｅａｓｕｒｅｄｏｖｅｒｔｈｉｓ
ｃｏｎｎｅｃｔｉｏｎ．
ＩｎＣｈａｐｔｅｒｖｔｈｅｐｅｒｆｏｒｍａｎｃｅｏｆｔｈｅｓｗｉｔｃｈｉｎｇｃｏｍｐｕｔｅｒｉｓ
ｍｅａｓｕｒｅｄ．Ｆｒｏｍｔｈｅｒｅｓｕｌｔｓｏｆｔｈｅｍｅａｓｕｒｅｍｅｎｔｓｉｔｍａｙｂｅｃｏｎ－
ｅｌｕｄｅｄｔｈａｔｔｈｅｍｅｓｓａｇｅｓｗｉｔｃｈｉｎｇｃｏｍｐｕｔｅｒｇｕａｒａｎｔｅｅｓｏｎｅｓｔｒｅａｍ
ｏｆｈｉｇｈ－ｓｐｅｅｄｔｒａｎｓｍｉｓｓｉｏｎｃｏｎｃｕｒｒｅｎｔｌｙｗｉｔｈｓｅｖｅｒａｌ０ｔニｈｅｒ
ｓｔｒｅａｍｓｏｆｌｏｗ－ｓｐｅｅｄｔニｒａｎｓｍｉｓｓｌｏｎ．
ＴｈｅｔｈｒｏｕｇｈｐｕｔｓｂｅｔｗｅｅｎＨｏｓｔｃｏｍｐｕｔｅｒｓ，ｗｈｉｃｈａｒｅｌｉｍｉｔｅｄ
ｂｙｔｈｅｒａｔｅｏｆｔｈｅｔｒａｎｓｍｉｓｓｉｏｎｐａｔｈａｎｄｄｅｌａｙＩｎｃｏｎｔｒｏｌｌｉｎｇ
ｔｈｅｉｎｐｕｔ／ｏｕｔｐｕｔｉｎｔｈｅＨｏｓｔｓ，ａｒｅａｌｓｏｍｅａｓｕｒｅｄ．Ｔｈｅｍａｘｉｍｕｍ
ｔｈｒｏｕｇｈｐｕｔａｃｃｏｍｐｌｉｓｈｅｄｉｓ７００ｋｂｐｓ．
Ｗｅｈａｖｅｄｅｖｅｌｏｐｅｄａｎｅｔｗｏｒｋｍｅａｓｕｒｅｍｅｎｔｓｙｓｔニｅｍｗｈｉｃｈｍｅａｓ－
ｕｒｅｓａｎｄｒｅｃｏｒｄｓｔｈｅｆｏｌｌｏｗｉｎｇｐａｒａｍｅｔｅｒｓ：
● １４５－
（１）Ｕｔｉｌｉｚａｔｉｏｎｏｆｐｒｏｃｅｓｓｏｒｏｆｔｈｅｓｗｉｔｃｈｉｎｇｃｏｍｐｕｔｅｒ―ｐｒｏｃｅｓｓ－
ｏｒｕｔニｉｌｉｚａｔニｉｏｎｕｎｄｅｒｉｄｌｅｓｔａｔｅｉｓ２０．８％，ｗｈｉｌｅｕｎｄｅｒｈｅａｖ－
ｌｅｓｔｔｒａｆｆｉｃｅｖｅｒｏｂｓｅｒｖｅｄ（２８０ｋｂｐｓ）ｉｔｉｓａｂｏｕｔ３０Ｚ・
（２）Ｔｈｅｍａｔｒｉｘｏｆｔｒａｆｆｉｃｆｒｏｍｓｏｕｒｃｅｔｏｄｅｓｔｉｎａｔｉｏｎ．Ｄｅｓｃｒｉｐ－
ｔｉｏｎｓｓｈｏｗｔｈｅａｃｔニｕａｌｕｔｉｌｉｚａｔｉｏｎｏｆＨｏｓｔｃｏｍｐｕｔｅｒｓｕｎｄｅｒ
ｎｅｔｗｏｒｋｍｏｄｅｓ．
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Ｓ．Ｋｉｔａｚａｗａ，ＫＵｌＴＰＮＥＴＭａｍＡｏｌ－１，Ｆｅｂ．１９７６，（ｉｎＪａｐａｎｅｓｅ）．
１４．”ＮＥＡＣ２２００／２５０ＮＯＳＯｐｅｒａｔｉｎｇＳｙｓｔｅｍ―ＤｅｓｉｇｎＣｏｎｃｅｐｔｓ，
Ｆｕｎｃｔｉｏｎｓ，ａｎｄＯｐｅｒａｔｉｏｎｓ”；Ｔ．Ｈａｙａｓｈｌ，ＫＵ．工ＰＮＥＴＭａれｖａｌ－２ｊ
Ｆｅｂ．１９７６，（ｉｎＪａｐａｎｅｓｅ）．
１５．”ＭａｎｕａｌｆｏｒｔｈｅＣｏｎｖｅｒｓａｔｉｏｎａｌＰｉｃｔｕｒｅＰｒｏｃｅｓｓｉｎｇＳｙｓｔｅｍ”；
Ｔ．Ｋａｎａｄｅ，ｅｔａｌ．，ＫＵ工ＰＮＥＴＭａｎｕａｌ－３．Ｆｅｂ．１９７６，（ｉｎＪａｐａｎｅｓｅ）．
－ １５２－
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