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a b s t r a c t
The Agricultural Policy Environmental eXtender (APEX) model is the scientiﬁc basis for the Nutrient
Tracking Tool (NTT). NTT is an enhanced version of the Nitrogen Trading Tool, a user-friendly web-based
computer program originally developed by the USDA. NTT was developed to estimate reductions in
nutrient losses to the environment associated with alternative practices. The relatively easy access and
ease with which the interface can be used has provided opportunities to demonstrate NTT in locations
throughout the country; however, the absence of a clearly deﬁned, consistent approach to parameter-
ization and validation has raised questions over the reliability and consistency of simulated results. In
this study: guidelines for parameterization and validation of APEX were developed based on literature
review ﬁndings and the authors’ experience; and a case study was provided to illustrate how the devel-
oped guidelines are applied. The developed guidelines are in the form of recommendations covering
essential phases of model simulation studies as well as a clear interpretation of model performance eval-
uation criteria thresholds andmodel simulation performance results. These guidelines were successfully
applied in the central Ohio case study. The most sensitive water yield parameters and their respective
reasonable range of values were determined. Simulated monthly and annual water yield values were
within 5% and 15% of observed values during the calibration and validation periods, respectively. Over-
all, the developed guidelines together with the illustrative case study example are intended to serve
as the framework to parameterize and validate APEX to support nation-wide deployment of NTT. This
framework can be easily modiﬁed and used in additional APEX and other modeling studies.
Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license (http://. Introduction
The Agricultural Policy Environmental eXtender (APEX) model
s a direct extension of the Environmental Policy Integrated Cli-
ate (EPIC) model (Williams, 1990) developed for use in whole
arm/small watershed management (Williams and Izaurralde,
005; Williams et al., 2008). EPIC was originally developed in the
arly 1980s to simulate the effects of soil erosion on soil produc-
ivity. Over time, EPIC was modiﬁed to address numerous other
nvironmental problems. The daily runoff hydrology sub-model
Abbreviations: APEX, agricultural policy environmental extender; NTT, nutrient
racking tool; NSE, Nash-Sutcliffe efﬁciency; PBIAS, percent bias.
∗ Corresponding author.
E-mail address: daniel.moriasi@ars.usda.gov (D.N. Moriasi).
ttp://dx.doi.org/10.1016/j.agwat.2016.07.009
378-3774/Published by Elsevier B.V. This is an open access article under the CC BY-NC-Ncreativecommons.org/licenses/by-nc-nd/4.0/).
of the Chemicals, Runoff, and Erosion from Agricultural Manage-
ment Systems (CREAMS) model (Knisel, 1980) served as the initial
framework for constructing the EPIC model. The pesticide compo-
nent for EPIC was derived from the Groundwater Loading Effects
of Agricultural Management Systems (GLEAMS) model (Leonard
et al., 1987). Carbon and nitrogen (N) modules were based upon
the carbon cycling component of the CENTURYmodel (Parton et al.,
1994). Crop competition was built into EPIC from the Agricul-
tural Land Management Alternatives with Numerical Assessment
Criteria (ALMANAC) model (Kiniry et al., 1992). APEX features a
routing structure based upon the problem-oriented computer lan-
guage for building hydrologic models (HYMO; Williams, 1975).
APEX simulation can occur at three different spatial levels: (1) ﬁeld
or subarea, (2)multi-subarea landscapes that capture land use, soil,
and management variability, and (3) whole farm or watershed.
D license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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n APEX ﬁeld-scale application is analogous to an EPIC applica-
ion, in which a homogeneous area is simulated. The model has
een utilized in both the national Conservation Effects Assessment
roject (CEAP) analysis andmanyof theUSDAAgriculturalResearch
ervice (ARS) CEAP watershed assessments (Duriancik et al., 2008;
ichardson et al., 2008) aswell asmultiple natural resource assess-
ents around theworld. Detailed APEX and EPIC descriptions have
een provided by Wang et al. (2012) and a thorough overview of
PEX and its applications was completed by Gassman et al. (2010).
APEX is the scientiﬁc basis for the Nutrient Tracking Tool (NTT;
aleh et al., 2011, 2012). NTT is an enhanced version of the Nitro-
en Trading Tool originally developed by the USDA (Gross et al.,
008). NTT provides users, primarily farmers and crop consultants,
ith a computer interface to compare the effects of two scenarios,
ractice combinations, or other alternative conditionson indicators
f interest using multiple years of historical or simulated weather
Saleh et al., 2011, 2012). NTT estimates runoff, crop yields, nutrient
nitrogen and phosphorus) losses, pesticide losses, and sediment
osses from ﬁelds managed under a variety of cropping patterns
nd management practices. Once APEX is populated with baseline
nput andmanagementpractices values, it canbeused for scenarios
sing NTT as illustrated in Fig. 1.
NTT provides various options for examining non-structural crop
anagement (NSTPs; e.g., tillage, nutrient management, planting
ates), and structural practices (STPs; e.g., tile drainage, wetlands,
uffer strips, terraces, riparian forest) Saleh et al. (2012). NSTPs are
ractices which may change on a year to year basis; whereas STPs
re considered more permanent. NTT facilitates the examination
f the STPs and the NSTPs. When the practices are selected, NTT
pdates the values of parameters associatedwith selectedpractices
nd estimates reductions in pollutant losses to the environment
ompared with the baseline parameters.
The user-friendliness and web-based aspects have provided
pportunities to demonstrate NTT in locations throughout the
ountry; however, the absence of a clearly deﬁned, consistent
pproach to parameterization, validation, and version control has
aised questions over the reliability and consistency of the results.
arameterization is the process of determining a set of parameter
alues deemed suitable for the use of a model in a speciﬁc studybetween APEX and NTT.
area (Zeckoski et al., 2015; Malone et al., 2015). Model validation
is an extension of the calibration process. Its purpose is to assure
that the calibrated model properly assesses all the variables and
conditions that affect model results for output of interest.
Literature covering essential phases of model simulation stud-
ies related to parameterization and validation exists (Arnold et al.,
2015; Baffaut et al., 2015; Malone et al., 2015; Daggupati et al.,
2015; Moriasi et al., 2007, 2015a,b; Yuan et al., 2015; Guzman
et al., 2015). Moriasi et al. (2014) performed literature review to
determine if current parameterization and validation methods for
APEX and NTT studies were sufﬁcient to provide information to
develop guidelines. Although each of the APEX and NTT appli-
cations reviewed (e.g., Cavero et al., 2012; EPRI, 2011; Gassman
et al., 2010; Mudgal et al., 2012; Plotkin et al., 2013; Saleh et al.,
2011; Senaviratne et al., 2013;Wang et al., 2005, 2006, 2008, 2009,
2012) provided some information about the parameterization and
validation procedures used, none (Appendix A1 in Supplementary
material) provided exhaustive details to understand and repro-
duce the simulated results. For example, in the reviewed studies
(Appendix A1 in Supplementary material), climate data were usu-
ally measured; however, no study discussed the quality of the
calibration and validation data used and the associated measure-
ment uncertainty. Also, only Wang et al. (2005) provided output
uncertainty. Lack of proper model parameterization and validation
can lead to obtaining the right answer for thewrong reasons,which
can lead to large errors in simulated scenario outputs with major
policy and decision making or legal consequences.
The objectives of this paper are to: (1) develop guidelines for
parameterization and validation of APEX to support NTT; and (2)
illustrate, through a case study how these guidelines and recom-
mendations can be applied in additional APEX and other modeling
studies. The ultimate goal is to reiterate to model users the impor-
tance of carefully following all commonly known phases of model
simulation studies and providing detailed documentation of what
was done. Development of these guidelines is intended to lead
to: (1) more accurate NTT simulation outputs − getting the right
answer for the right reasons (Kirchner, 2006); (2) a consistent basis
for assigning typical parameter values for APEX to support NTT;
(3) consistent statements of applicability of NTT, which will result
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n increased credibility of NTT scenario results; and (4) enhanced
ocumentation and transparency in NTT applications, which will
nable others to audit, reconstruct, repeat, and reproduce the
arameterization and validation processes and the baseline output
esults.
. Materials and methods
.1. Development of guidelines
The ultimate goal of this study was to develop a framework
o parameterize and validate APEX to provide some level of con-
dence that the baseline outputs simulated by NTT are reasonable.
he framework should be comprehensive enough to be scientiﬁ-
ally defensible and yet simple enough to be understood by NTT
sers who are mainly farmers, consultants, and government per-
onnelwithoutmodeling experience. It is especially important that
ll users including modelers understand what model performance
riteria and results mean as used in the developed framework. To
o this, a literature review of recent APEX and NTT modeling stud-
es was carried out to determine parameterization and validation
ethods used (Moriasi et al., 2014). Also, papers in the recent spe-
ial collection on model calibration and validation (Moriasi et al.,
015a) were reviewed. The ﬁndings from this literature review
long with personal experience of the authors were then used to
evelop the guidelines, which together with the case study pro-
ided, constitute the framework.
From the review of literature associated with APEX and NTT
tudies, we sought to determine: (1) how the authors parameter-
zed theirmodel or what the sources of the parameter valueswere;watershed B (SWB) located in central Ohio.
(2) what information was provided about the quantity and qual-
ity of measured data available for model calibration and validation
of the study areas; (3) how much documentation was provided
about the purpose, study area description, and parameterization
and validation methods; (4) whether information was provided
regarding the temporal and spatial scale at which the modeling
study was parameterized and validated; (5) whether or not per-
formance evaluation criteria was provided; and (6) whether or not
uncertainty of the simulated outputswas computed. Therewas just
one main focus regarding the review of the papers in the recently
published special collection on model calibration and validation
(Moriasi et al., 2015a): determining how much of the compre-
hensive information provided by experienced modeling experts
in the recent special collection (Arnold et al., 2015; Baffaut et al.,
2015; Daggupati et al., 2015; Guzman et al., 2015; Malone et al.,
2015; Moriasi et al., 2015b; Saraswat et al., 2015; Yuan et al., 2015;
Zeckoski et al., 2015) should be adopted to develop the framework
for the target audience. Also, from all literature reviews, efforts
were made to determine whether there was a clear interpretation
of the model performance evaluation criteria and statistical model
performancemeasures results provided by the reviewed APEX and
NTT studies and recent calibration and validation special collection
(Moriasi et al., 2015a).
The ﬁndings of the literature review were used to develop the
guidelines taking into account limitations of resources to collect
data needed for ideal model parameterization and validation and
the continued model development process as science evolves.
The developed guidelines are in the form of recommendations
covering essential phases of modeling related parameterization
and validation for any study area of interest and associated inter-
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retations and eventual scenario results. They include: (1) a clear
eﬁnition of purpose of study, a detailed description of the study
rea, and identiﬁcation of major processes of focus; (2) proper
epresentation of study site when building an APEX model; (3)
escription of parameterization and validation approaches; (4)
nterpretation of model performance criteria and model calibra-
ion and validation performance results; (5) validation of scenario
esults for NTT; and (6) providing detailed documentation and
eporting of all steps and the corresponding essential information.
s used in this paper, the term “constituent” is deﬁned as the main
utput of interest such as hydrology and more speciﬁcally water
uantity, sediments, and nutrients. Components are the subsets of
he constituent of interest, which are referred to as budget terms.
or example, the components of water quantity include ET, sur-
ace runoff, and subsurface ﬂow or baseﬂow, which includes tile or
ubsurface drainage. The guidelines developed for these modeling
hases are provided in Appendix A2 in Supplementary material.
.2. Case study
A detailed description of the all phases of modeling pertaining
o this study area is provided to illustrate the use of the developed
eneral guidelines (Appendix A2 in Supplementary material). The
esults of this modeling case study are presented next.
. Results and discussion
.1. Detailed description of modeling phases for case study
.1.1. Study purpose
The goal of this case study, as previously stated, was to demon-
tratehowthedevelopedguidelines canbeapplied. In this caseonly
ater yield was considered for a tile drained watershed. Details of
he rest of important processes are provided below.
.1.2. Study area
The study area is a headwater watershed within the Upper Big
alnut Creek Watershed (UBWCW) in central Ohio, referred to as
ub-watershed B (SWB; Fig. 2). SWB is 389ha (3.89km2) in size.
ing et al. (2014a) provide a detailed description of the UBWCW
nd SWB and only a summary with sufﬁcient information needed
s provided herein. Humid continental-hot climate characterizes
he study area, with growing days generally occurring between
ate-April tomid-October. No cropswere planted during the period
rommid-October tomid-April. The 30-year average rainfallwithin
he vicinity of the study area is 985mm (King et al., 2014a), with
hort duration intense rainfall occurring during the spring and
ummer with average annual moisture of 500mm in the form of
rozen precipitation or snow during the winter months. In order to
acilitate agricultural production, the study area contains artiﬁcial
ubsurface drainage generally referred to as tile drainage.Monitor-
ng studies have shown that the presence of tile drains increases
itrate nitrogen (Dinnes et al., 2002; Jaynes, 2012) and phospho-
us (Sharpley et al., 2013; King et al., 2014b) loss from crop lands
y intercepting drainage water and releasing it to surface outlets.
ub-surfacedrainage isnecessitatedbyhighprecipitationamounts,
hich often exceed potential evapotranspiration (PET) in winter
nd spring, in addition topoorly drained soils prevalent in the study
ite (King et al., 2014a). The soils that dominate SWB are a some-
hat poorly drained Bennington silt loam (52.9%) and a very poorly
rained Pewamo clay loam (46.2%) (Fig. 3).
Approximately 80% of the cropland within SWB is tile drainedt a general tile drain spacing of 15m placed at a depth of approx-
mately 0.9m. King et al. (2014a) estimate an average age of tile
rains in SWB of greater than 50 years. The predominant land
se is crop production agriculture (73%) and the rest of the landFig. 3. Land use and soils map for sub-watershed B. The predominant soils are the
somewhat poorly drained Bennington silt loam (BeA, BeB) and a very poorly drained
Pewamo clay loam (PwA).
consists of woodland (6%) and residential/farmstead (21%) (Fig. 3).
Corn-soybean rotation is the primary cropland. Therefore, the
major hydrological processes of focus in this watershed are surface
discharge, subsurface/tile drainage, snow melt, and evapotranspi-
ration. Also, the corresponding transport and fate of nitrogen and
phosphorus are important in SWB. However, only water quantity
is assessed in this study.
3.1.3. Input and evaluation data
The APEX model requires three GIS data layers, namely digi-
tal elevation model (DEM), soils, and land use data. A 30m DEM
obtained from the USGSwas used to calculate sub-area parameters
(e.g., slope, slope length) and to deﬁne the stream network. The
resulting stream network was then used to deﬁne the layout of the
sub-areas (smallest spatial units in the APEXmodel). The DEMwas
alsoused toobtain the streamnetwork characteristics (e.g., channel
slope, length, andwidth; river network parameterization). The Soil
Survey Geographic (SSURGO) data sets obtained from the National
Cooperative Soil Survey were used to parameterize the required
soil physical, chemical, and hydraulic model inputs including soil
hydrologic group,maximumrootingdepth, soil proﬁledepth,moist
bulk density, available water capacity of the soil layer, saturated
150 D.N. Moriasi et al. / Agricultural Water Management 177 (2016) 146–164
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ydraulic conductivity, and soil texture data (% clay, sand, silt, and
ock fragment content). These parameters are required for stream-
ow or water yield computations and other computations such
s sediment yield using USLE soil erodibility K factor. Chemical
roperties of soil, such as the organic carbon content, are used
o determine transformation and transport of chemicals and con-
tituents. Land use and land cover information were provided by
he study site personnel. General land management data, includ-
ng tillage types and dates, planting, fertilization, and harvests for
ost ﬁelds for the years 2005 through 2012 were also obtained
rom study site personnel (Kevin King andMarkWilliams, Personal
ommunication).
Although precipitation was measured by USDA Agricultural
esearchwithin SWB, itwas comprised of just rainfall and excludes
nowfall (King et al., 2014b). Therefore, daily weather data, includ-
ng minimum and maximum temperatures and, precipitation
onsisting of both rainfall and snow melt, and wind speed, were
btained from the NOAA National Climate Data Center (NCDC,
014). These data, obtained from several gauging stations located
n counties surrounding SWB (Table 1; Fig. 4), were used to cre-
te a reasonably representative daily weather ﬁles at the centroid
f SWB using the inverse distance weighted (IDW) interpolation
ethod.
Stream discharge at thewatershed outlet wasmeasured using a
.4mParshall ﬂume (King et al., 2014a) under the best the case data
uality scenario, in which procedures used with a concerted effort
n quality assurance/quality control (QA/QC), unconstrained bywatershed B in surrounding counties (CO.).
ﬁnancial andpersonnel resource limitations and in ideal hydrologic
conditions (Harmel et al., 2006; Appendix 2). Although parameter
input values can be determined by calibrating a model within the
recommended range of values, known parameter values from pre-
vious studies were used as well. A mean tile drain depth value of
0.9m was used in this study. Six out of seven tile outlets within
SWB are instrumented with weirs and ﬂumes to measure tile ﬂow
draining into the stream network upstream of SWB outlet (King
et al., 2014a), at which calibrationwas carried out. Evapotranspira-
tion was estimated using the Hargreaves (Hargreaves and Samani,
1985) method.
3.1.4. Model setup
The APEX model version 0806 (Williams et al., 2012; Steglich
andWilliams, 2013) was used in this study. The APEXmodel can be
set up using various interfaces such as WinAPEX (Steglich, 2014),
ArcAPEX (Tuppad et al., 2009) or NTT. Irrespective of the interface
used, it is essential that routing from one subarea to another is cor-
rect. Although NTT interface could have been ideal to set up APEX
for this study, theWinAPEX interface was used to build (delineate)
the project because it has routing. The routing routine inNTT is cur-
rently in the developmental stage. First, the control table was set
up in the control table editor deﬁned in the User’s Guide (Steglich,
2014). This table sets up the years, start date, duration of the run,
and output ﬁles to print. All other input parameters values in the
control, PARM, and subarea ﬁles were then set. SWB boundaries
weredelineatedandpertinentparametervalues setup in the “Make
D.N. Moriasi et al. / Agricultural Water Management 177 (2016) 146–164 151
Table 1
Weather data gauging stations from NOAA sites. X indicates that data is available.
Station ID Latitude Longitude Temperature Precipitation Wind Speed
US1OHFR0021 39.9931 −83.0786 X X
USC00331404 40.3 −82.68333 X X
USC00332119 40.3175 −83.07389
USC00338565 40.20611 −82.52
USW00014821 39.99139 −82.88083
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fig. 5. Delineated subareas and tile drainage map in sub-watershed B. The subarea
olors used in this ﬁgure have no signiﬁcance.
ew Watershed” tab of WinAPEX. The watershed name was pro-
ided, nearest weather stations were selected, and the location of
he watershed (latitude, longitude and elevation) set. Finally, sub-
reas were delineated in the “Create New Subﬁle” tab of WinAPEX.
ineteen subareas (Fig. 5) were delineated based on the DEM, soils,
nd the management and land use data collected by King et al.
2014a,b). In APEX tile drainage is implemented using the drainage
ode (IDR), which is set within subarea ﬁle (.sub) for subareas with
r without tile drainage (Fig. 5). Absence of no drainage, which is
he default, is represented by setting IDR=0 while the presence of
rainage is signiﬁed by setting IDR>0. As stated within the previ-
us subheading, a tile drain depth value of 0.9m was used in this
tudy hence the IDR was set at 900mm. Because this case study
ocused only on water yield, nitrogen, phosphorus, and lime fertil-X X
X X
X X
ization for the sub-areaswere set to automatic (as needed) in order
to optimize crop growth. If the goal of a study of interest is nutri-
ent losses, available nutrient management information ought to
be used. Once the project and subarea boundaries were delineated
and the inputs populated with default values, a thorough check of
the populated input values was performed. This check was carried
out to ensure that the default input parameter values generated
by the interface from the default databases were within the value
ranges recommended in the APEX 0806 user manual (Steglich and
Williams, 2013) before any sensitivity analysis and calibration pro-
cesses are carried out. Input values outside the ranges can lead to
erroneous model outputs.
3.1.5. Parameterization approach
Due to the lack ofmulti-variablemeasurements to parameterize
all essential hydrologic processes’ variables in sub-watershed B, a
hybrid or typical (Appendix A2 in Supplementarymaterial) param-
eterization approach was used in this study. Parameterization as
used in this paper refers to the process of populating input and
management parameters with values, and includes calibration to
determine optimal values for themost sensitive parameters related
to the major process of the study area. Calibration is a process of
adjusting input parameter values and initial or boundary condi-
tions within reasonable ranges until the simulated results closely
match the observed variables (Zeckoski et al., 2015). Input parame-
ters such asmanagement andweather dataweredirectlymeasured
or recorded, while some water budget component target values
suchETwereestimated frompublished literaturewithinornear the
study area. Finally, values for several key hydrologic model param-
eters were obtained through the calibration process. Although it
is important to perform a validation of the calibrated parameters
values, available data could not be split due to the short period
of record (8 years – 2005–2012) for the simulations in the study
area. It is vitally important to ensure that calibration period cap-
tures dry, average, and wet years to ensure that parameter values
obtained are representative of the study area climate. This is essen-
tial because these parameter values are intended to be used by NTT
to make simulations for available 47year climate data (Saleh et al.,
2011). However, a form of validation was carried out for two 4-
year (2005–2008 and 2009–2012) periods using parameter values
for model runs that met preset criteria during the 8-year calibra-
tion period. The annual rainfall ranged from aminimumof 773mm
in 2010 to a maximum of 1239mm in 2011 with an average of
1004mmyear−1 (King et al., 2014b).
According to King et al. (2014b), the annual average tile
drainage was 283mm. Bjorneberg and King (2012) reported that
the average cropland ET for UBWCW for the years 2005–2010 was
423mmyear−1 with 246mmyear−1 as the remainder. According
to Bjorneberg and King (2012), the portion of the water bal-
ance remaining after subtracting streamﬂow and cropland ET from
precipitation includes all measurement or estimation errors and
unaccounted for losses such as change in soil water content, deep
percolation, surface water evaporation, and water use by non-
agricultural crops. In this studywe assumed that 50% of this portion
of the water balance is taken up by ET from non-agricultural land,
which is 27% of the study area and surface water evaporation.
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herefore, an estimated study area average value of 546mmyear−1
as used as the target ET for the study.
.1.6. Calibration approach
The calibration approach used in this case study includes: global
ensitivity and uncertainty analyses (Guzman et al., 2015; Yuan
t al., 2015); optimizing calibration parameters (Malone et al.,
015); determining appropriatemodel performancemeasures and
he corresponding criteria (Moriasi et al., 2007, 2015a); and cal-
brating the model using available measured data while taking
nto account budgets of the simulated water yield (Arnold et al.,
015). Both manual and auto-calibration methods were used. The
ppropriate model calibration and validation performance meas-
reswere determined and their correspondingmodel performance
valuation criteria were used as optimization objective functions
ith speciﬁed targets for a successful calibration.
In general terms, sensitivity analysis (SA) determines the rate
f change in model output caused by varying a given input param-
ter. When global sensitivity analysis (GSA) methods are used, SA
an be quantiﬁed and ranked to assess the fraction contribution of
ach input parameter in model outputs (degree of importance) as
ell as parameter interaction. In this case study, two GSA meth-
ds were used: (1) the Monte Carlo screening method proposed
y Morris (1991), and (2) a variance-based technique proposed by
obol (1993). Because the Morris method requires less computa-
ional time, it was used ﬁrst to screen input parameters related to
ater yield related in order to reduce the number of model inputs
nder analysis (Malone et al., 2015) before using themore rigorous
obol method. During GSA, two sensitivity measures were calcu-
ated for each input factor: (1) themean elementary effects,; and
2) the standard deviation of the elementary effects, . The larger
he absolute value of  the greater the inﬂuence the input has on
utput. The Sobol (1993) method computes an input’s sensitivity
sing the  measure of the distribution function (Fi). The Sobol
ethod computes  for both elementary effects or the inﬂuence
f each individual input (Si) on the output variance as well as total
ffect index (STi), which also includes the interaction effects of that
nputwith other inputs and their combined inﬂuence on the output
ariance. Both ﬁrst order (Si) and the total effects (STi) indiceswere
omputed. The sum of STi is equal to or greater than 1 because the
nteraction effect between parameters is counted in each input’s
Ti. This sum is equal to 1 if there is no interaction. In this case,
i indices indicate the order of parameter importance (ﬁrst order;
O), while the difference between STi and Si indicates the degree
f interaction (DI). The larger the Si and DI values, the greater the
nﬂuence the input has on output and the greater the interaction of
he input with other inputs on output, respectively. The number of
imulations required for the Sobolmethod for a two-index analysis
i.e., for 1st order and total indices; N) is given as:
= (2k + 2)M (1)
here M is the sample size of each index (typically taken between
00 and 1000; Campolongo et al., 2007) and k is the number of
ncertain input factors.
Since the value of M (Eq. (1)) highly affects the computational
ost of the analysis, a balance between computing time and point
ampling density was taken into consideration. A value of M equal
o 256 was found to be a reasonable choice for this study during
he screening stage due to limitations in the available computing
apacity. SimLab (version 2.2) software designed for Monte Carlo
ltering (MCF) uncertainty analysis (Saltelli et al., 2004) was used
o perform the Sobol method. Although we used both the Morris
nd the Sobol methods due to limited computing capabilities, the
obol method can be used alone if high performance computing
ervices are accessible.anagement 177 (2016) 146–164
In this study, forty uncertain global parameters (in the APEX
CONTROL and PARM ﬁles) related with water yield processes were
initially selected (Tables 2 and 3; 20,992model runs) to assess their
elementary effects on simulatedwater yield. Uniform distributions
were assumed to describe the parameter probability distribution
function (PDF)within the range ofmodel validity (during screening
stages I and II and the ﬁnal assessment; depicted in Fig. 6). Ini-
tially, two parameter screening stages were carried out using the
Morris method. After the ﬁrst screening, parameters with negligi-
ble level of importance were eliminated from the analysis, leaving
only parameters with a degree of importance greater than zero (22
parameters –bold fonts inTables 2 and3). The selectedglobalwater
yield parameters were then combined with the subarea param-
eters (Table 4) considered to impact water yield (a total of 138
parameters; 71,168 model runs − Fig. 6) and used in the second
parameter screening analysis as shown in Fig. 6. Following this
approach, subarea parameter values for the model run with the
greatest Nash-Sutcliffe efﬁciency (NSE; Nash and Sutcliffe, 1970)
were selected, and a new set of GSA model runs were performed
using the most sensitive global parameters (22 parameters with
a sample size (M) of 512 for a total of 23,552 model runs; Fig. 6).
These follow-up GSA computations were performed to improve on
initial local parameter estimation.
Both graphical and statistical performance measures were used
to evaluate model performance at daily, monthly, and annual tem-
poral scales during the calibration process. Monthly hydrographs
were used to identify model bias and differences in the timing and
magnitude of simulated ﬂows comparedwithmeasured ﬂows. The
NSE and percent bias (PBIAS, %; Gupta et al., 1999) statistical meas-
ures were also used. The criteria thresholds for NSE and PBIAS used
in this studywere NSE>0.65 and PBIAS<±5% (Moriasi et al., 2007).
According to Moriasi et al. (2007), a model is considered calibrated
for ﬂow and nutrients if the NSE≥0.65 on a monthly time step;
while PBIAS<±5% for ﬂow is considered “very good”. For initial
preliminary runs, targetmetrics were NSE>0.50 and PBIAS<±25%.
Water yield calibration (January 2005–December 2012) was
accomplished using both auto and manual calibration methods.
Model runs were made and the water yield for each run was
recorded. Metrics were computed using SPELLmap (Guzman et al.,
2013). Simulation runs that met the criteria described above were
recorded. The parameter values for the most sensitive param-
eters and the corresponding water yields were recorded and
analyzed. Default values were used for the rest of the parameters.
The goodness-of-ﬁt between measured and simulated values was
assessed on daily, monthly, and annual temporal scales for water
yield measured at the outlet of SWB. Although observed values
were not available for each of thewater balance components, aver-
age annual values were checked to ensure they were consistent
with expected values for the region, as impacted by individual land
use categories. This is a separate consistencyor “reality-check”with
data to insure that land use categories and overall water balance
reﬂect local conditions (Donigian, 2002; Arnold et al., 2015).
In addition to preset evaluation criteria for the selected perfor-
mance measures, calibrations were also constrained such that the
simulated tile drainage and ET values were realistic and represen-
tative of the study area in order to minimize the potential for false
positiveoutcomes (obtaininggoodstatistics for thewrong reasons).
According toKing et al. (2014b), the average annual tile drainage for
the study area and calibration period was 283mmyear−1. A target
rangewas set for tile drainage valueswithin 10% of 283mmyear−1.
An estimated average annual ET of 546mm (Bjorneberg and King,
2012) was used for the study area. A target range was set for ET
values within 5% of the estimated average study area annual ET. No
other constraints were placed on the model during calibration.
Model validation is an extension of the calibration process. Its
purpose is to assure that the calibrated model properly assesses
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Table 2
Global water yield parameters in the parameter ﬁle with parameter number (PARM (n)) in parenthesis (Steglich and Williams, 2013). The parameters were abbreviated for
use in sensitivity analysis and calibration purposes.
Parameter Abbreviation PARM (n) Description Range Model Setup
ACSF 48 Adjusts climatic stress factor 50–80 0
CCET 1 Crop canopy PET 1–2 2
CMEQ 33 coefﬁcient in MUST equation 2.0–3.0 2.00
CNRP 16 Expanded CN retention parameter 1.0–1.5 1.00
DLHC 83 Estimates drainage system lateral hydraulic conductivity 0. 1–10.0 0.01
ECRI 25 Exponential coefﬁcient used to account for rainfall intensity on CN 0.0–2.0 0.00
FEVL 91 Flood evaporation limit 0.001–1.000 1.00
GWST 40 Groundwater storage threshold 0.001–1.000 0.01
HDVP 73 Hydrograph development parameter 0.1–0.9 0.50
HPEC 23 Hargreaves PET equation coefﬁcient 0.0023–0.0032 0.0032
HPEE 34 Hargreaves PET equation exponent 0.5–0.6 0.60
LWTM 88 Limits daily water table movement 0.001–1.0 0.001
RCFC 46 RUSL C-factor coefﬁcient 0.5–1.5 0.50
RCFX 47 RUSL C-factor coefﬁcient 2 0.5–1.5 0.50
RCIA 20 Runoff curve number initial abstraction 0.05–0.40 0.20
RFIC 50 Rainfall interception coefﬁcient 0.05–0.30 0.10
RGSS 2 Root growth soil strength 1–2 2
RIPC 49 Maximum rainfall interception by plant canopy 0.0–15.0 7.00
RRAP 15 Runoff CN residue adjustment parameter 0.0–0.3 0.00
RRFS 22 Reduces NRCS runoff CN retention parameter for frozen soil 0.05–0.50 0.50
RVAD 92 Runoff volume adjustment for direct link 0.1–2.0 1.00
SCSC 42 SCS CN index coefﬁcient 0.3–2.5 1.00
SECF 17 Soil evaporation plant cover factor 0.00–0.50 0.10
SEVC 12 Soil evaporation coefﬁcient 1.5–2.5 1.50
SSFF 90 Subsurface ﬂow factor ≥2 2.00
SWLL 5 Soil water lower limits 0–1 0.50
SWUL 61 Soil water upward ﬂow limit 0.05–0.95 0.20
ULRP 44 Upper limit of CN retention parameters 1.0–2.0 1.50
WDRM 6 Winter dormancy 0–1 1.00
WSWC 38 Water stress weighting coefﬁcient 0–1 1.00
WTRC 87 Water table recession coefﬁcient 0.001–1.000 0.001
WTRE 89 Water table recession exponent 0.1–0.9 0.10
Table 3
Global water yield parameters in the control ﬁle.
Parameter Description Range Model Setup
BTA Coefﬁcient governing wet-dry probabilities given days of rain 0–1 0
BWD Channel bottom width/depth 1–20 5
BXCT Linear coefﬁcient of change in rainfall from east to west 0–1 0
BYCT Linear coefﬁcient of change in rainfall from south to north 0–1 0
CHSO Average upland slope in watershed 0.001–0.7 0.01
DTHY Time interval for ﬂood routing (hr) 0.5–12 1
EXPK Parameter used to modify exponential rainfall amount distribution 0–2 0
FCW Floodplain width/channel width 2–50 10
FPSC Floodplain saturated hydraulic conductivity 0.0001–10 2.54
GWSO Maximum groundwater storage 5–200 5
QCF Exponent in watershed area ﬂow rate equation 0.4–0.6 0.5
QG Channel capacity ﬂow rate 1–100 38.1
QTH Routing threshold 0–200000 127
RFPO Return ﬂow/(return ﬂow+deep percolation) 0–1 0.51
ll avai
a
c
b
p
t
m
o
s
t
a
3
m
MRFTO Groundwater residence time
STND VSC routing used when storage> standing
YWI Number of years maximum monthly 0.5h rainfa
ll the variables and conditions which affect model results for a
onstituent of interest, in this case water yield. Model credibility is
ased on the ability of the calibrated values for the most sensitive
arameters to represent the entire range of observed data (calibra-
ionandvalidation). If thedetermined rangeof a set of values for the
ost sensitive parameters can reasonably represent a wide range
f events, then this is a form of validation. The 8-year period was
plit into two4-year (2005–2008 and2009–2012) periods andused
o validate the calibrated parameter values of the daily, monthly,
nd annual model runs that met the preset criteria..1.7. Ranges of values for most sensitive parameters
Uncertainty analysis (UA) determines the uncertainty in the
odel output due to the uncertainties in the model inputs. The
onte Carlo ﬁltering (MCF) approach was used to determine the0–365 0
0–200000 127
lable 0–20 10
ranges of inputs that will result in speciﬁc model output. This
involved identifying ranges of the most sensitive parameters for
model runs that met the performance measures target constraints
and the water budget (drainage and ET) target constraints dur-
ing the calibration process. One caveat of this method, however,
is that no higher-order analysis is performed, i.e., if interactions
are present, no attempt is made to search for interaction structure
(Saltelli et al., 2004) to identify particular combinations of ﬁltered
inputs resulting in the desired outputs.
3.1.8. Conﬁdence intervals and uncertainty ranges
A conﬁdence interval gives an estimated range of values which
is likely to include an unknown population parameter, the esti-
mated range being calculated from a given set of sample data. The
width of the conﬁdence interval gives an idea about how uncertain
154
D
.N
.M
oriasiet
al./A
griculturalW
ater
M
anagem
ent
177
(2016)
146–164
Table 4
Subarea water yield parameters.
Subarea Parameter
Channel dpth (CHD) Manning’s n for channel (CHN) Mainstream channel slope (CHS)
Range Model Setup Best Metric Range Model Setup Best Metric Range Model Setup Best Metric
1 0.00–0.50 0.00 0.26 0.025–0.075 0.050 0.074 0.0005–0.0015 0.001 0.002
2 0.00 0.19 0.050 0.027 0.001 9E−04
3 0.00 0.04 0.050 0.027 0.001 0.001
4 0.00 0.24 0.050 0.065 0.001 0.001
5 0.00 0.33 0.050 0.059 0.001 9E−04
6 0.00 0.24 0.040 0.046 0.001 0.001
7 0.00 0.37 0.050 0.042 0.001 0.001
8 0.00 0.20 0.050 0.066 0.001 0.001
9 0.00 0.45 0.050 0.074 0.001 8E−04
10 0.00 0.07 0.050 0.068 0.001 8E−04
11 0.00 0.11 0.040 0.041 0.001 0.001
12 0.00 0.30 0.050 0.035 0.001 7E−04
13 0.00 0.08 0.050 0.061 0.001 0.001
14 0.00 0.31 0.050 0.051 0.001 0.001
15 0.00 0.44 0.050 0.044 0.001 9E−04
16 0.00 0.12 0.050 0.029 0.001 7E−04
17 0.00 0.12 0.050 0.049 0.001 5E−04
18 0.00 0.22 0.050 0.058 0.001 7E−04
19 0.00 0.50 0.040 0.040 0.001 0.001
Average upland slope (SLP) Average upland slope length (SPLG) Manning’s n for upland (UPN)
1 0.005–0.015 0.010 0.006 60.96–182.88 121.9 122.4 0.08–0.24 0.16 0.13
2 0.005 0.004 121.9 152.9 0.16 0.21
3 0.005 0.007 121.9 103.4 0.16 0.24
4 0.010 0.006 121.9 94.8 0.16 0.22
5 0.010 0.007 121.9 163.4 0.16 0.17
6 0.010 0.011 121.9 89.1 0.17 0.11
7 0.010 0.007 121.9 124.3 0.16 0.20
8 0.005 0.006 121.9 152.9 0.16 0.16
9 0.010 0.014 121.9 109.1 0.16 0.14
10 0.010 0.007 121.9 85.3 0.16 0.09
11 0.010 0.007 121.9 61.4 0.17 0.17
12 0.010 0.009 121.9 84.3 0.16 0.18
13 0.005 0.007 121.9 165.3 0.16 0.16
14 0.005 0.007 121.9 179.6 0.16 0.20
15 0.005 0.005 121.9 66.2 0.16 0.14
16 0.005 0.007 121.9 65.3 0.16 0.22
17 0.010 0.011 121.9 158.6 0.16 0.10
18 0.005 0.004 121.9 143.4 0.16 0.11
19 0.010 0.014 121.9 140.5 0.17 0.19
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nalysis; UA is uncertainty analysis; and MCF is Monte Carlo Filtering.
n unknown population parameter is, in this case the mean water
ield. In this study a 95% conﬁdence interval around the mean of
he simulated water yield for the runs that met the set criteria was
omputed.
Uncertainty range was determined by sorting simulated model
utputof interest for all runs thatmetpreset criteriadeﬁnedearlier.
imulated minimum and maximum water yield values were used
o establish the uncertainty range around the observed mean. A
ery wide interval may indicate that more data should be collected
efore anything deﬁnite can be identiﬁed about the parameter.
.2. Results of case study
.2.1. Sensitivity analysis
Figs. 7 and 8 summarize the degree of importance and interac-
ion (percentage) for the assessed parameters at a daily temporal
cale. The top tenmost important parameters in the order of impor-
ance were hpec, secf, hpee, dlhc, rrap, Rﬁc, rcia, scsc, ecri, and rgss,
ith hpec contributing about 21% of the change in the variance of
he simulated water yield NSE (Fig. 7). The processes affected by
he most sensitive parameters are ET (hpec, secf, hpee, rgss), sur-
ace and subsurface including drainage processes (rrap, Rﬁc, rcia,
csc, ecri, dlhc). The order of parameters changes when examining
he degree of interaction (DI) with secf being the most important
y contributing 16.2% interaction to the variance of the simulated
ater yield NSE (Fig. 8). A DI value of zero (0.00) indicates that
he parameter does not contribute to interaction in water yield
SE. For example, swll, fevl, rcfc, ulrp, and QG did not contribute
o interaction of the variance in water yield NSE (Fig. 8). The top
en parameters whose interactions contribute to variance in water
ield NSE were: secf, dlhc, rgss, hpec, hpee, rrap, rcia, Rﬁc, scsc, and
FTO (Fig. 8). As the results indicated, therewas a reasonable degree
f interaction among the most sensitive water yield parameters.B. Cntrl is control ﬁle; Parm is parameter ﬁle; Sub is subarea ﬁle; SA is sensitivity
Therefore, interaction should be taken into account when using
the estimated reasonable range of values for the most sensitive
site-speciﬁc or regional parameters. For this study area, parameters
associated with ET and surface and subsurface drainage processes
affected water yield most both individually and interactively.
3.2.2. Initial uncertainty analysis
Initial uncertainty analysis using only the NSE greater than 0.5
on a daily time-step criterion, resulted in 11,588 model runs (of
23,552 model runs) with the maximum daily NSE being 0.594.
Limitations in thenumber ofmodels runs (computing capacity con-
strains) when assessing the effects of subarea parameters resulted
in only onemodel run (NSE=0.51) with NSE value greater than 0.5.
With greater computational capacities, uncertainty linked to the
subarea model parameters can be assessed. Therefore, the subarea
parameters included in the SA (Table 4)were set at values obtained
for the single run with NSE of 0.51, leaving only 22 global param-
eters (Control and PARM ﬁles) to be used in the Sobol method and
calibration process.
3.2.3. Calibration and validation
Model runs with NSE>0.65 and PBIAS<±5 on monthly and
annual temporal scales, annual average tile drainage within 10%
of target drainage value, and annual average ET within 5% of tar-
get ET are presented Table 5. The ET proportion was also checked
against simulated crop yields that control the transpiration part
of ET. Simulated average annual corn and soybeans yields ranged
from 2.4 to 3.7 and from 6.1 to 10.2 t ha−1, respectively. These val-
ueswere considered reasonablewithin the long-term (1954–2007)
range of average annual corn and soybean yields for the ﬁelds in
Delaware County in which the study area is located, given that
most of the years simulated in this studywere not covered in these
long-term averages. Based on information from personnel with
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Table 5
Monthly and annual water yield calibration results for successful model runs.
Monthly Annual
Run # Average Monthly
Water Yield
(mm)
NSE PBIAS (%) Run # Cont’d Average Monthly
Water Yield
(mm)
NSE PBIAS (%) Count (Successful
runs)
Run # Average Annual
Water Yield
(mm)
NSE PBIAS (%) Count (Successful
runs)
466 41.51 0.68 1.95 15826 41.48 0.68 2.03 46 1294 521.81 0.66 −2.7 8
932 40.81 0.67 3.62 16338 41.71 0.67 1.5 2752 509.01 0.66 −0.18
1066 42.4 0.69 −0.14 16636 40.37 0.66 4.65 3264 510.95 0.66 −0.57
2835 41.65 0.69 1.63 16850 41.93 0.69 0.96 4026 489.49 0.65 3.66
3191 40.36 0.66 4.67 17362 40.33 0.7 4.75 13622 498.86 0.66 1.81
3776 41.41 0.71 2.2 17660 40.78 0.66 3.68 14126 515.72 0.65 −1.5
4516 40.59 0.67 4.13 17874 41.23 0.67 2.63 16338 500.46 0.65 1.5
4962 43.41 0.71 −2.54 18386 41.61 0.68 1.72 20946 500.64 0.65 1.46
5028 40.81 0.67 3.62 18684 40.28 0.65 4.86 Min 489.49
5540 40.74 0.67 3.78 18898 42.33 0.68 0.02 Max 521.81
6564 41.16 0.66 2.79 19410 41.48 0.68 2.04 Mean 506.61
7076 40.76 0.67 3.74 19922 41.51 0.68 1.95 Stdev 10.42
7588 40.64 0.67 4 20434 41.51 0.68 1.95 Measured 508.07
8100 40.81 0.67 3.62 20946 41.72 0.68 1.46
8612 40.8 0.67 3.65 21458 41.51 0.68 1.95
9124 40.81 0.67 3.62 21970 40.64 0.68 4.01
9636 40.9 0.67 3.39 22482 41.54 0.68 1.9
10148 40.81 0.67 3.62 22906 41.01 0.67 3.14
10660 40.98 0.67 3.21 22994 40.72 0.67 3.83
11172 40.8 0.67 3.63 23506 41.51 0.68 1.95
12196 40.81 0.67 3.62 Min 40.28
13266 41.69 0.68 1.54 Max 43.41
13666 42.88 0.67 −1.29 Mean 41.21
13894 40.72 0.66 3.83 Stdev 0.66
14802 40.62 0.68 4.05 Measured 42.34
15314 41.42 0.68 2.17
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Fig. 7. Degree of importance (FO; Si) for water yield parameters determined using the Sob
input parameter has on simulated water yield. Refer to Table 2 for deﬁnitions of paramet
Table 6
Daily water yield calibration results.
Daily
Run # Average Daily Water Yield(mm) NSE PBIAS (%) Count
i
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23150 1.36 0.54 2.44 1
Measured 1.39
nformation from the study area, these long-term annual average
alues ranged from7.5 to13.5 and from1.0 to4.4 t ha−1 for cornand
oybean, respectively. Simulated cumulative monthly water yield
or four of the model runs that met the preset criteria compared
ithmeasuredwater yield arepresented inFig. 9. Simulatedannual
ater yields of a couple of model runs that met the preset criteria
ith measured data are compared using a bar chart (Fig. 10). On
verage the model simulated water yield well, both on a monthly
nd annual temporal scales. Monthly model runs had a maximum
nder-prediction of 4.9% and maximum over-prediction of 2.5%,
hile theannualmodels yield amaximumunder-predictionof 3.7%
ith a maximum over-prediction of 2.7%.
None of the daily model runs completely met the described
riteria, with only one meeting all but one (NSE>0.65) of the set
riteria. The results of the only model run (#3150) with NSE>0.50
nd PBIAS<±5 on a daily temporal scale, annual average tile
rainagewithin10%of target drainagevalue, andannual averageET
ithin 5% of target ET are presented in Table 6. A time series graph
omparing simulated daily water yield simulated by run #3150
ith measured data is presented in Fig. 11. Both under-prediction
ndover-predictionofdailywater yield areevident fromthis graph.
verall, run #3150 under-predicted daily average water yield by
.4% (Table 6).ol method. On a scale of 0–100, the greater the Si value, the greater the impact the
er acronyms used in this ﬁgure.
Validation was carried out for the single daily, 46 monthly,
and 8 yearly temporal scale model runs that met the preset crite-
ria. The results are presented in Table 7. The calibrated daily and
monthly parameter values simulated water yield reasonably well
and in a balanced way both during the ﬁrst 4 years represent-
ing approximate average annual rainfall conditions and the last
4 years (2009–2012) representing both extreme annual precipita-
tion patterns. Splitting the complete 8-year period into two halves
indicated that the calibrated parameters simulatedwater yield rea-
sonably with respect to PBIAS for both periods (Table 7; Moriasi
et al., 2007). However, only two of the 8 runs yielded satisfac-
tory NSE values for both the 2005–2008 and 2009–2012 periods
(Table 7; Moriasi et al., 2007). Although it is not clear why, it is
encouraging to note that the calibrated parameters at the annual
temporal scale simulated the variable climate period of the last
4 years (2009–2012). Therefore, a longer than 4-year calibration
period is recommended if the model is to be run on an annual
temporal scale.
3.2.4. Ranges of values for most sensitive parameters
The results of the most sensitive water yield parameters and
their corresponding calibrated range of values for model runs that
met the established criteria compared with the recommended
ranges of these values as documented in the APEX Users’ Manual
are presented in Table 8. As can be inferred from Table 8, the range
of values for these parameters is signiﬁcantly reduced. However,
there are differences between ranges of values for the model runs
calibrated for different temporal scales. Because there was a rea-
sonable degree of interaction among themost sensitivewater yield
parameters (Fig. 8), the presented ranges cannot be adjusted lin-
early but in combination with optimized values for the rest of the
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Table 7
Daily, monthly, and annual water yield validation results for successful model runs.
Monthly Annual Daily
Run # 2005–2008 2009–2012 Run # Cont’d 2005–2008 2009–2012 Run # 2005–2008 2009–2012 Run# 2005–2008 2009–2012
NSE PBIAS (%) NSE PBIAS (%) NSE PBIAS (%) NSE PBIAS (%) NSE PBIAS (%) NSE PBIAS (%) NSE PBIAS (%) NSE PBIAS (%)
466 0.76 0.83 0.63 −6.95 13894 0.74 3.64 0.65 −2.55 1294 0.33 −1.58 0.57 −11.06 3150 0.4679 −0.44 0.40 −8.79
932 0.75 1.76 0.65 −4.43 14802 0.74 7.07 0.64 −1.71 2752 0.68 −3.93 0.64 −12.14
1066 0.76 0.22 0.64 −6.37 15314 0.75 0.97 0.63 −6.43 3264 0.66 −4.22 0.63 −12.50
2835 0.75 0.77 0.65 −6.64 15826 0.76 0.95 0.63 −6.83 4026 0.19 3.79 0.69 −2.97
3191 0.75 2.24 0.64 −4.61 16338 0.75 0.34 0.63 −7.38 13622 −0.20 1.86 0.78 −5.03
3776 0.74 −1.20 0.61 −9.43 16636 0.73 2.72 0.64 −7.13 14126 −0.03 −0.36 0.72 −7.90
4516 0.75 2.51 0.66 −3.43 16850 0.76 −0.48 0.63 −8.33 16338 0.24 0.34 0.68 −7.38
4962 0.74 −0.80 0.60 −10.81 17362 0.76 2.71 0.66 −4.49 20946 0.14 0.15 0.69 −7.61
5028 0.75 1.76 0.65 −4.43 17660 0.73 1.59 0.65 −7.42
5540 0.75 2.01 0.65 −4.20 17874 0.75 1.30 0.63 −6.36
6564 0.74 0.82 0.65 −5.41 18386 0.76 0.50 0.63 −7.31
7076 0.75 2.00 0.65 −4.17 18684 0.72 2.76 0.64 −6.42
7588 0.75 2.16 0.65 −4.01 18898 0.76 0.83 0.63 −6.95
8100 0.75 1.77 0.65 −4.42 19410 0.76 0.91 0.63 −6.86
8612 0.75 1.88 0.65 −4.30 19922 0.76 0.85 0.63 −6.95
9124 0.75 1.83 0.65 −4.34 20434 0.76 0.83 0.63 −6.95
9636 0.75 1.47 0.65 −4.79 20946 0.75 0.15 0.63 −7.61
10148 0.75 1.76 0.65 −4.43 21458 0.76 0.83 0.62 −7.12
10660 0.75 1.51 0.65 −4.75 21970 0.75 2.15 0.64 −5.24
11172 0.75 1.76 0.65 −4.43 22482 0.76 0.84 0.63 −6.95
12196 0.75 1.76 0.65 −4.43 22906 0.76 3.63 0.65 −3.90
13266 0.75 0.47 0.63 −6.82 22994 0.75 2.69 0.64 −4.58
13666 0.72 −1.16 0.61 −11.21 23506 0.76 0.83 0.63 −6.95
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Fig. 8. Degree of interaction (DI; STi–Si) for water yield parameters determined using the Sobol method. On a scale of 0–100, the greater the STi–Si value, the greater the
impact the input parameter’s interactionwith other input parameters has on simulatedwater yield. Refer to Table 2 for deﬁnitions of parameter acronyms used in this ﬁgure.
Table 8
Range of values for calibrated water yield parameters and corresponding documented range and default values.
Parameter Daily
Calibrated
Range
Monthly Calibrated Range Annual Calibrated Range Documentation (Full) Range Default
Unique
Solution
Min Max Mean Median %of Full
Range
Min Max Mean Median %of Full
Range
Min Max Mean Median
secf 0.254 0.074 0.191 0.145 0.147 23.4 0.115 0.228 0.176 0.180 22.5 0.000 0.500 0.250 0.250 0.1
rrap 0.016 0.045 0.277 0.206 0.185 77.1 0.030 0.258 0.164 0.176 76.2 0.000 0.300 0.150 0.150 0.000
hpec 0.003 0.002 0.002 0.002 0.002 18.0 0.002 0.003 0.002 0.002 26.2 0.002 0.003 0.003 0.003 0.0032
dlhc 0.487 0.641 8.530 7.693 8.240 78.9 4.412 9.710 7.752 8.240 53.0 0.000 10.000 5.058 5.060 0.010
hpee 0.516 0.502 0.551 0.520 0.518 49.6 0.505 0.551 0.521 0.512 46.3 0.500 0.600 0.550 0.550 0.600
rcia 0.277 0.142 0.399 0.199 0.192 73.2 0.054 0.362 0.195 0.193 88.1 0.050 0.400 0.225 0.225 0.200
scsc 1.417 0.403 2.496 1.756 1.585 95.1 0.777 2.470 1.553 1.617 77.0 0.300 2.500 1.401 1.400 1.000
rgss 1.008 1.010 1.961 1.534 1.521 95.1 1.027 1.951 1.387 1.357 92.4 1.000 2.000 1.499 1.499 2.000
ecri 0.484 0.129 1.914 0.485 0.387 89.3 0.020 1.512 0.678 0.623 74.6 0.000 2.000 1.000 1.000 0.000
rﬁc 0.275 0.069 0.293 0.116 0.105 89.5 0.105 0.268 0.187 0.193 65.2 0.050 0.300 0.175 0.175 0.100
RFTO 42.539 3.691 44.033 36.178 40.166 11.1 10.723 42.451 27.466 26.279 8.7 0.000 365.000 22.482 22.456 0.000
cnrp 1.363 1.011 1.496 1.275 1.396 97.1 1.058 1.470 1.329 1.394 82.4 1.000 1.500 1.250 1.250 1.000
sevc 1.586 1.533 2.479 1.744 1.752 94.5 1.533 2.225 1.892 1.900 69.1 1.500 2.500 2.000 2.000 1.500
QCF 0.514 0.449 0.585 0.532 0.534 67.8 0.437 0.597 0.562 0.576 80.1 0.400 0.600 0.500 0.500 0.500
ulrp 1.664 1.041 1.934 1.281 1.248 89.3 1.096 1.814 1.351 1.290 71.9 1.000 2.000 1.500 1.500 1.500
CHSO 0.009 0.011 0.020 0.017 0.017 1.2 0.005 0.017 0.012 0.014 1.7 0.001 0.700 0.013 0.013 0.010
swll 0.039 0.023 0.920 0.243 0.182 89.6 0.068 0.990 0.533 0.475 92.2 0.000 1.000 0.500 0.500 0.500
rcfc 1.398 0.584 1.441 0.919 1.092 85.7 0.611 1.441 1.077 1.156 83.0 0.500 1.500 1.000 1.000 0.500
fevl 0.758 0.021 0.713 0.384 0.221 69.3 0.021 0.608 0.256 0.221 58.8 0.001 1.000 0.500 0.501 1.000
QG 93.516 90.684 99.961 97.421 99.229 9.4 90.527 99.980 95.732 95.195 9.5 1.000 100.000 94.999 95.000 38.100
gwst 0.071 0.022 0.928 0.206 0.257 90.6 0.030 0.374 0.221 0.250 34.4 0.001 1.000 0.500 0.501 0.010
rcfx 0.805 0.734 1.223 0.862 0.838 48.8 0.619 1.365 0.937 0.838 74.6 0.500 1.500 1.000 1.000 0.500
Average 66 59
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Fig. 9. Graphical comparison between measured and simulated monthly water yield.
Fig. 10. Graphical comparison between measured and simulated annual water yield.
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Table 9
Resultant reasonable values for most sensitive water yield parameters for model runs that met the preset criteria.
Temporal Scale Run # Flow Parameter
secf rrap hpec dlhc hpee rcia scsc rgss ecri rﬁc RFTO cnrp sevc QCF ulrp CHSO swll rcfc fevl QG gwst rcfx
Daily 3150 0.2539 0.0164 0.0028 0.4867 0.5164 0.2770 1.4172 1.0078 0.4844 0.2746 42.5391 1.3633 1.5859 0.5141 1.6641 0.0089 0.0391 1.3984 0.7581 93.5156 0.0712 0.8047
Monthly 466 0.1475 0.1846 0.0023 8.2404 0.5092 0.1423 1.5848 1.5215 0.1758 0.1052 40.1660 1.4443 1.5332 0.5840 1.2480 0.0172 0.0684 0.6113 0.2215 99.4727 0.2917 0.8379
932 0.1436 0.2678 0.0023 7.5830 0.5291 0.1915 2.4957 1.7324 0.3867 0.0690 44.0332 1.0107 1.7520 0.4809 1.0410 0.0155 0.3340 1.0918 0.6898 94.6680 0.0225 0.7715
1066 0.1641 0.2766 0.0024 6.1328 0.5016 0.1867 0.4031 1.3281 1.4063 0.1633 37.2656 1.2422 2.0156 0.5469 1.2344 0.0160 0.0469 0.7031 0.1103 96.4063 0.1103 0.7344
2835 0.1650 0.2455 0.0023 6.4229 0.5232 0.3542 1.3012 1.6973 1.7070 0.2712 7.2949 1.3643 2.3262 0.5848 1.4434 0.0191 0.1504 1.2363 0.2020 98.6133 0.0264 1.1504
3191 0.0742 0.2180 0.0023 0.6414 0.5180 0.3043 0.4891 1.0547 0.7656 0.1691 41.8359 1.0273 1.7266 0.4672 1.1797 0.0194 0.2422 1.3516 0.5239 98.9844 0.2117 0.8516
3776 0.1152 0.1676 0.0023 5.7848 0.5512 0.1963 1.6492 1.0273 1.0703 0.1857 10.7227 1.3457 2.1602 0.5727 1.3320 0.0156 0.3008 1.4414 0.0205 93.0078 0.2078 1.2227
4516 0.1436 0.2678 0.0023 7.5830 0.5291 0.1915 0.6738 1.7324 0.3867 0.0690 44.0332 1.0107 1.7520 0.4809 1.0410 0.0155 0.3340 1.0918 0.6898 94.6680 0.0225 0.7715
4962 0.1611 0.1635 0.0025 7.0029 0.5162 0.1437 1.9715 1.0098 1.6914 0.2927 29.4434 1.4150 1.7871 0.5207 1.7480 0.0185 0.2207 1.2754 0.5844 98.5352 0.3151 0.8613
5028 0.1436 0.2678 0.0023 7.5830 0.5291 0.1915 2.4957 1.8730 0.3867 0.0690 44.0332 1.0107 1.7520 0.4809 1.0410 0.0155 0.3340 1.0918 0.6898 94.6680 0.0225 0.7715
5540 0.1436 0.2678 0.0023 7.5830 0.5291 0.1915 2.4957 1.7324 0.1289 0.0690 44.0332 1.0107 1.7520 0.4809 1.0410 0.0155 0.3340 1.0918 0.6898 94.6680 0.0225 0.7715
6564 0.1436 0.2678 0.0023 7.5830 0.5291 0.1915 2.4957 1.7324 0.3867 0.0690 14.5020 1.0107 1.7520 0.4809 1.0410 0.0155 0.3340 1.0918 0.6898 94.6680 0.0225 0.7715
7076 0.1436 0.2678 0.0023 7.5830 0.5291 0.1915 2.4957 1.7324 0.3867 0.0690 44.0332 1.1123 1.7520 0.4809 1.0410 0.0155 0.3340 1.0918 0.6898 94.6680 0.0225 0.7715
7588 0.1436 0.2678 0.0023 7.5830 0.5291 0.1915 2.4957 1.7324 0.3867 0.0690 44.0332 1.0107 1.6035 0.4809 1.0410 0.0155 0.3340 1.0918 0.6898 94.6680 0.0225 0.7715
8100 0.1436 0.2678 0.0023 7.5830 0.5291 0.1915 2.4957 1.7324 0.3867 0.0690 44.0332 1.0107 1.7520 0.4793 1.0410 0.0155 0.3340 1.0918 0.6898 94.6680 0.0225 0.7715
8612 0.1436 0.2678 0.0023 7.5830 0.5291 0.1915 2.4957 1.7324 0.3867 0.0690 44.0332 1.0107 1.7520 0.4809 1.5215 0.0155 0.3340 1.0918 0.6898 94.6680 0.0225 0.7715
9124 0.1436 0.2678 0.0023 7.5830 0.5291 0.1915 2.4957 1.7324 0.3867 0.0690 44.0332 1.0107 1.7520 0.4809 1.0410 0.0199 0.3340 1.0918 0.6898 94.6680 0.0225 0.7715
9636 0.1436 0.2678 0.0023 7.5830 0.5291 0.1915 2.4957 1.7324 0.3867 0.0690 44.0332 1.0107 1.7520 0.4809 1.0410 0.0155 0.7949 1.0918 0.6898 94.6680 0.0225 0.7715
10148 0.1436 0.2678 0.0023 7.5830 0.5291 0.1915 2.4957 1.7324 0.3867 0.0690 44.0332 1.0107 1.7520 0.4809 1.0410 0.0155 0.3340 1.1504 0.6898 94.6680 0.0225 0.7715
10660 0.1436 0.2678 0.0023 7.5830 0.5291 0.1915 2.4957 1.7324 0.3867 0.0690 44.0332 1.0107 1.7520 0.4809 1.0410 0.0155 0.3340 1.0918 0.6039 94.6680 0.0225 0.7715
11172 0.1436 0.2678 0.0023 7.5830 0.5291 0.1915 2.4957 1.7324 0.3867 0.0690 44.0332 1.0107 1.7520 0.4809 1.0410 0.0155 0.3340 1.0918 0.6898 94.8633 0.0225 0.7715
12196 0.1436 0.2678 0.0023 7.5830 0.5291 0.1915 2.4957 1.7324 0.3867 0.0690 44.0332 1.0107 1.7520 0.4809 1.0410 0.0155 0.3340 1.0918 0.6898 94.6680 0.0225 1.1113
13266 0.1475 0.2607 0.0023 8.2404 0.5092 0.1423 1.5848 1.5215 0.1758 0.1052 40.1660 1.4443 1.5332 0.5840 1.2480 0.0172 0.0684 0.6113 0.2215 99.4727 0.2917 0.8379
13666 0.1377 0.0451 0.0025 8.3564 0.5182 0.3104 1.3699 1.0098 1.0898 0.0944 28.7402 1.3252 1.7793 0.5301 1.9004 0.0192 0.1973 0.5840 0.0303 97.7930 0.9278 0.9199
13894 0.1914 0.2367 0.0024 8.5305 0.5102 0.3371 2.4484 1.9609 1.1406 0.1535 22.8516 1.4961 1.8047 0.5266 1.6484 0.0112 0.0234 1.1797 0.3366 99.7656 0.6332 0.7734
14802 0.1475 0.1846 0.0023 8.2404 0.5221 0.1423 1.5848 1.5215 0.1758 0.1052 40.1660 1.4443 1.5332 0.5840 1.2480 0.0172 0.0684 0.6113 0.2215 99.4727 0.2917 0.8379
15314 0.1475 0.1846 0.0023 8.2404 0.5092 0.1778 1.5848 1.5215 0.1758 0.1052 40.1660 1.4443 1.5332 0.5840 1.2480 0.0172 0.0684 0.6113 0.2215 99.4727 0.2917 0.8379
15826 0.1475 0.1846 0.0023 8.2404 0.5092 0.1423 1.2066 1.5215 0.1758 0.1052 40.1660 1.4443 1.5332 0.5840 1.2480 0.0172 0.0684 0.6113 0.2215 99.4727 0.2917 0.8379
16338 0.1475 0.1846 0.0023 8.2404 0.5092 0.1423 1.5848 1.2090 0.1758 0.1052 40.1660 1.4443 1.5332 0.5840 1.2480 0.0172 0.0684 0.6113 0.2215 99.4727 0.2917 0.8379
16636 0.1230 0.0762 0.0023 8.3371 0.5324 0.3986 0.6008 1.1289 1.9141 0.1896 3.6914 1.3965 2.1914 0.4492 1.9336 0.0178 0.7070 1.3398 0.0986 99.9609 0.0829 1.0430
16850 0.1475 0.1846 0.0023 8.2404 0.5092 0.1423 1.5848 1.5215 1.6523 0.1052 40.1660 1.4443 1.5332 0.5840 1.2480 0.0172 0.0684 0.6113 0.2215 99.4727 0.2917 0.8379
17362 0.1475 0.1846 0.0023 8.2404 0.5092 0.1423 1.5848 1.5215 0.1758 0.2780 40.1660 1.4443 1.5332 0.5840 1.2480 0.0172 0.0684 0.6113 0.2215 99.4727 0.2917 0.8379
17660 0.1230 0.0762 0.0023 8.3371 0.5324 0.3986 0.6008 1.1289 0.2422 0.1896 22.6758 1.3965 2.1914 0.4492 1.9336 0.0178 0.7070 1.3398 0.0986 99.9609 0.0829 1.0430
17874 0.1475 0.1846 0.0023 8.2404 0.5092 0.1423 1.5848 1.5215 0.1758 0.1052 26.1035 1.4443 1.5332 0.5840 1.2480 0.0172 0.0684 0.6113 0.2215 99.4727 0.2917 0.8379
18386 0.1475 0.1846 0.0023 8.2404 0.5092 0.1423 1.5848 1.5215 0.1758 0.1052 40.1660 1.2725 1.5332 0.5840 1.2480 0.0172 0.0684 0.6113 0.2215 99.4727 0.2917 0.8379
18684 0.1230 0.0762 0.0023 8.3371 0.5324 0.3986 0.6008 1.1289 0.2422 0.1896 3.6914 1.3965 2.3945 0.4492 1.9336 0.0178 0.7070 1.3398 0.0986 99.9609 0.0829 1.0430
18898 0.1475 0.1846 0.0023 8.2404 0.5092 0.1423 1.5848 1.5215 0.1758 0.1052 40.1660 1.4443 2.4785 0.5840 1.2480 0.0172 0.0684 0.6113 0.2215 99.4727 0.2917 0.8379
19410 0.1475 0.1846 0.0023 8.2404 0.5092 0.1423 1.5848 1.5215 0.1758 0.1052 40.1660 1.4443 1.5332 0.5387 1.2480 0.0172 0.0684 0.6113 0.2215 99.4727 0.2917 0.8379
19922 0.1475 0.1846 0.0023 8.2404 0.5092 0.1423 1.5848 1.5215 0.1758 0.1052 40.1660 1.4443 1.5332 0.5840 1.6426 0.0172 0.0684 0.6113 0.2215 99.4727 0.2917 0.8379
20434 0.1475 0.1846 0.0023 8.2404 0.5092 0.1423 1.5848 1.5215 0.1758 0.1052 40.1660 1.4443 1.5332 0.5840 1.2480 0.0166 0.0684 0.6113 0.2215 99.4727 0.2917 0.8379
20946 0.1475 0.1846 0.0023 8.2404 0.5092 0.1423 1.5848 1.5215 0.1758 0.1052 40.1660 1.4443 1.5332 0.5840 1.2480 0.0172 0.9199 0.6113 0.2215 99.4727 0.2917 0.8379
21458 0.1475 0.1846 0.0023 8.2404 0.5092 0.1423 1.5848 1.5215 0.1758 0.1052 40.1660 1.4443 1.5332 0.5840 1.2480 0.0172 0.0684 1.3027 0.2215 99.4727 0.2917 0.8379
21970 0.1475 0.1846 0.0023 8.2404 0.5092 0.1423 1.5848 1.5215 0.1758 0.1052 40.1660 1.4443 1.5332 0.5840 1.2480 0.0172 0.0684 0.6113 0.7132 99.4727 0.2917 0.8379
22482 0.1475 0.1846 0.0023 8.2404 0.5092 0.1423 1.5848 1.5215 0.1758 0.1052 40.1660 1.4443 1.5332 0.5840 1.2480 0.0172 0.0684 0.6113 0.2215 90.6836 0.2917 0.8379
22906 0.1846 0.1107 0.0023 7.4283 0.5400 0.3651 2.4012 1.8535 0.5273 0.1179 35.7715 1.2471 2.1230 0.5113 1.1816 0.0121 0.1660 1.1152 0.3737 97.4805 0.2215 1.0762
22994 0.1475 0.1846 0.0023 8.2404 0.5092 0.1423 1.5848 1.5215 0.1758 0.1052 40.1660 1.4443 1.5332 0.5840 1.2480 0.0172 0.0684 0.6113 0.2215 99.4727 0.7015 0.8379
23506 0.1475 0.1846 0.0023 8.2404 0.5092 0.1423 1.5848 1.5215 0.1758 0.1052 40.1660 1.4443 1.5332 0.5840 1.2480 0.0172 0.0684 0.6113 0.2215 99.4727 0.2917 1.1230
Annual 1294 0.2197 0.0299 0.0023 9.5553 0.5139 0.2558 2.4699 1.2285 0.0195 0.2009 25.5762 1.4424 1.9199 0.5785 1.0996 0.0055 0.3066 1.0176 0.6078 95.8008 0.3073 0.6191
2752 0.1152 0.1676 0.0023 9.4199 0.5512 0.0541 1.6492 1.0273 1.0703 0.1857 10.7227 1.3457 2.1602 0.5727 1.3320 0.0156 0.3008 1.4414 0.0205 93.0078 0.2078 1.2227
3264 0.1152 0.1676 0.0023 5.7848 0.5465 0.0541 1.6492 1.0273 1.0703 0.1857 10.7227 1.3457 2.1602 0.5727 1.3320 0.0156 0.3008 1.4414 0.0205 93.0078 0.2078 1.2227
4026 0.2217 0.1271 0.0026 6.6549 0.5072 0.2435 0.7770 1.9512 1.3242 0.2175 22.9395 1.0576 1.7207 0.4371 1.6348 0.0057 0.9902 1.4355 0.3464 99.9805 0.0537 0.7402
13622 0.2119 0.1928 0.0024 4.4119 0.5049 0.3624 0.8371 1.4863 1.5117 0.2683 26.9824 1.4697 1.8809 0.5973 1.0957 0.0127 0.7363 0.7637 0.4751 94.5898 0.0303 0.6465
14126 0.2275 0.2584 0.0023 9.7100 0.5268 0.3077 1.8684 1.6426 0.0742 0.2292 42.4512 1.0791 2.2246 0.5660 1.8145 0.0057 0.6426 1.2949 0.1317 90.5273 0.3737 1.3652
16338 0.1475 0.1846 0.0023 8.2404 0.5092 0.1423 1.5848 1.2090 0.1758 0.1052 40.1660 1.4443 1.5332 0.5840 1.2480 0.0172 0.0684 0.6113 0.2215 99.4727 0.2917 0.8379
20946 0.1475 0.1846 0.0023 8.2404 0.5092 0.1423 1.5848 1.5215 0.1758 0.1052 40.1660 1.4443 1.5332 0.5840 1.2480 0.0172 0.9199 0.6113 0.2215 99.4727 0.2917 0.8379
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Fig. 11. Graphical comparison between measured and simulated daily water yield.
Table 10
Conﬁdence and uncertainty intervals for water yield for monthly and annual temporal scales during the calibration period.
Source Statistic Monthly Annual
Measured Mean (mm) 42.34 508.07
Simulated Uncertainty Interval (mm) Min 40.28 489.49
Max 43.41 521.81
Conﬁdence Interval (mm) Mean 41.21 506.61
Margin of Error 0.19 7.64
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arameters. As a result, a table of complete sets of values for model
uns that met the set water yield criteria is provided (Table 9). This
able is an example of a database of values for the most sensitive
arameter for water yield. Similar tables will need to be generated
or water yield alone or a combination of water yield and water
uality constituents of interest.
.2.5. Conﬁdence intervals and uncertainty ranges
The results of conﬁdence intervals and uncertainty
anges/intervals for monthly and annual temporal scales dur-
ng the calibration period are presented in Table 10. No conﬁdence
nd uncertainty intervals were computed for the daily temporal
cale because it marginally resulted in a unique solution. The
ncertainty interval captured the observedmean for bothmonthly
nd annual temporal scales. However, the conﬁdence interval only
ncompassed themean of themeasured water yield for the annual
emporal scale. Both the lower and upper conﬁdence limits of
he simulated monthly water yield were less than the observed
onthly mean for model runs that met the preset criteria. This
as mainly due to a small margin of error resulting from a large
ample size of model runs (46) that met the set criteria. Therefore,
are is needed in interpreting both the conﬁdence and uncertainty
ntervals as they pertain to the intended results of individual
tudies.
The next phase will be to calibrate and validate the model for
itrogen and phosphorus, taking into account crop yields as well.Lower Limit 41.01 498.97
Upper Limit 41.40 514.25
46 8
Several calibration iterations will be required to ensure that water
yield, nutrients, and crop yields are correctly calibrated.
4. Conclusions
First, this study sought to develop guidelines for parameteri-
zation and validation of APEX to support NTT based on current
literature and personal experience. The developed guidelines are
in the form of recommendations covering essential phases of mod-
eling studies that are related with parameterization and validation
of the determined parameter sets for a study of interest and associ-
ated interpretationsandeventual scenario results. They include: (1)
a clear deﬁnition of purpose of study, a detailed description of the
studyarea, and identiﬁcationofmajorprocessesof focus; (2)proper
representation of study site when building an APEX model; (3)
description of parameterization and validation approaches under
ideal, typical, andminimumrequired categories for APEX; (4) inter-
pretation of model performance criteria andmodel calibration and
validationperformance results; (5) validationof scenario results for
NTT; and (6) detailed documentation and reporting of all steps and
the corresponding essential information. A detailed description of
these general guidelines is provided in Appendix A2 in Supplemen-
tary material.
These guidelines were then successfully applied in a case study
located in central Ohio to demonstrate how they can be applied. A
detailed description of all phases ofmodeling pertaining to the case
ater M
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tudy area and the associated results are provided. The top tenmost
ensitive water yield parameters in order of sensitivity included:
argreaves PET equation coefﬁcient (hpec; parm23), soil evapo-
ation plant cover factor (secf; parm17), Hargreaves PET equation
xponent (hpee; parm34), drainage system lateral hydraulic con-
uctivity estimator (dlhc; parm83), runoff CN residue adjustment
arameter (rrap; parm15), rainfall interception coefﬁcient (Rﬁc;
arm50), runoff curvenumber initial abstraction (rcia; parm15), SCS
N index coefﬁcient (scsc; parm42), exponential coefﬁcient used to
ccount for rainfall intensity on CN (ecri; parm25), and root growth
oil strength (rgss; parm2). Some degree of interaction was noted
mong the most sensitive water yield parameters.
The measured mean monthly and annual water yield values
ere 43.3mm and 508.0mm, respectively. The 95% conﬁdence
nterval for simulatedmonthly and annual water yield values were
1.2±0.2mm and 506.6±7.6mm, respectively. Uncertainty inter-
al varied from simulated mean water yield values of 40.3mm
o 43.4mm and 489.5mm to 521.8mm on monthly and annual
emporal scales, respectively. These values were within 5% of the
ean observed monthly and annual water yield values. Over-
ll, the model parameterization guidelines together with the case
tudy example illustrating how these guidelines can be applied are
ntended to serve as the framework to parameterize and validate
PEX to support nation-wide deployment of NTT. This framework
an be easily modiﬁed and adopted for use in other hydrologic and
ater quality models.
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