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In Touchstone Delta, the message packets always travel first along X direction, and when it reaches the right column, the packet travels in the Y direction.
Using the same network for interprocessor communication and 1/0 may cause serious network contention.
Alzo since the 1/0 nodes ttre physically at the edge of the mesh, the position of the compute nodes might affect the 1/0 performance. We will investigate these points in the experimental analysis of Touchstone Delta.
CFS EVALUATION METHODOLOGY
The overall performance of acceasing data in a CFS depends on several factors including the number of compute nodes participating in an 1/0 operation, size of access (buffer size), number of disks, block size, 1/0 mode and the overall available bandwidth from the 1/0 system as well as that of the interconnection network ( Figure  1 ). In principle, it is difficult to decouple the influence of some pararnrters on the perforsnance, Our The peak write rate was 1.39 MB/see.
The peak read rate obtained for paged mode WM about 400 KB/sec. This increase in the throughput, compared to that in paged mode is observed due to the large number of 1/0 requests in paged 1/0 mode where each request must be sent explicitly.
Generally for the single processor configuration, both for the paged and for the burst mode 1/0, the read rates are much higher than the write rates. Also as the number of disk volumes increases the throughput incremes upto a threshold.
For large files, the trend will be the same as the "8-Mbytes" case shown in Figure  4 . For small size files, the data is unevenly distributed on disks resulting in an imbalance, and therefore, we observe different trends.
MULTIPLE COMPUTE NODES
The most important use of a parallel 1/0 system and CFS is concurrent accesses by multiple processors. This section presents performance of the file system by vary- Mode O is useful for accessing shared files by multiple compute nodes. Each processor has its own file pointer.
Note that write operations are not tmotected in the sense that the processors can overwrite each others data. Figure  s shows the read throughput for paged 1/0 = a function of the number of processors for various number of d~ks. Figure  5 shows that there exists a threshold in terms of the number of disks beyond which a substantial performance gains can be expected. As the number of processors is increased, the performance does not change significantly when Nd is increased from 2 to 32 disks. However for 64 disks, there is a significant jump in the performance.
The throughput obtained for 64 processors is 11.2 MBytes/see.
Whereas for '2 disks, the throughput is about 4..5 Mbytes/see. This shows that the "declustering" of the file data is very effective. The throughput increases = the number of processors increases.
Since each processor reads the same data, = the number of processors increases, the total amount of shared data accessed increases.
However, the total time required to read the data increases slowly because However, all writes must be written onto the disks. The difference between paged and burst 1/0 performance is not significant because the system bandwidth is not limited.
MODES
1, 2 AND 3 : PAGED 1/0
These modes are useful for accessing data when the data set is distributed over multiple nodes. The first experiment was used to observe the effect of different modes and the number of disks. In this Figure  6 shows, for a 4"4 processor grid the maximum throughput is obtained for mode 3 and with 64 disks.
The peak rate in this case is 5.5 Mbytes/sec.
For mode 1, the peak speed is 5.12 Mbytes/see, The lowest file read throughput is observed for mode 2!. Another important point to be noted is that as the number of disks decre~es, the read throughput decreases.
As the number of disks is decre=ed below a threshold (in this case 16 disks), the read rate reduces drastically; Hence, the optimal operating point in terms of cost-performance (no. of disks versus the throughput) will be near the knee of the curve.
In the next experiment, we use 64 disks ( maximum . available) and vary the number of processors. For this experiment, a 16 M file wsa read using a 4K buffer. .50 IiO 70 No.Of. Disk Volumes Figure 8 shows the performance of the file system for mode 3. The peak read performance is obtained for 64 disk volumes.
This figure also shows that the throughput is proportional to the number of processors.
For a 64 processor grid, a 16 MB file was read at 10 MB/see.
For the same grid size, if the file is stored on 2 disk volumes, the read rate drops to about 900 KB/sec.
Note that as the number of processor is increased, the knee of the curve is observed at different points for different number of disks. Hence, as indicated earlier, the choice of number of disks depends on how many processors will be involved in an access. More experimen ts need to be performed to relate this performance to different file sizes. Note that the knee of the curve in these experiments signifies a point indicating the bandwidth limitation shift from the computational nodes to the 1/0 system. figure  9 shows the results for the same experiment for mode 2. The graph shows nearly same trends as observed for mode 3. However, for mode 2, the peak rate
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Wisks, -. . No.of .~n Mbytes File ) obtained was 7MB/sec for 64 processor grid. Note that the performance in mode 2 is sensitive to the order of arrival of the requests because requests must be served in a fixed order.
Therefore, we observe a less smooth curve as compared to that for mode 3. Figure 10 shows the performance of the multicompute nodes for the mode 1. The peak throughput is 10
MB/see and lowest observed throughput is 900 KB/sec. Note that mode 1 serves requests in the order of arrival and does not require synchronization for each processor to finish before going to the next phase. Therefore, it performs slightly better than mode 3 (which requires synchronization). Therefore, mode 1, is useful for logstructured files or for those computations in which order of accesses does not matter, For example, if the compute nodes perform a search operation in a file, they can access the file in a self-scheduling mode for which mode 1 will provide the best performance. 
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. . The data distribution directives include BLOCK, CYCLIC and BLOCK-CYCLIC distributions (along any dimension of art array).
In this section, we study the performance of the CFS when the processors access files based on the data distributions.
Note that the file provides a line= map (e.g. column major) of multidimensional data. Therefore, the number of 1/0 requests depend on the specified data distribution on the nodes as shown in Table 8 .
In this experiment a square character array was distributed across the processors. The array were stored in a column-major form on the disks The smallest size used was l*lKbytes and the maximum array that wss distributed was 20*20 Kbytes (4OO Mbytes). For each mesh size, the array was distributed in four ways, column block, column cyclic, row block and row cyclic. The following is a summary of experimental results.
Column Block:
The column-block dwtribution implies that the matrix data is distributed along its second dimension onto the processor array. This distribution also conforms with the column-major data distribution over the disk. It requires a single application level 1/0 request per processor and each processor node cart read the entire distributed data in one 1/0 access. The time required to distribute the data column-wise scales with the number of processors for a portion of the configuration space. Table 9 contains the data for a column-block array distribution.
The table shows the size of the array, the number of processors participating in the read, the transaction completion time, and the observed bandwidth.
For small size arrays and the number of nodes, the bandwidth of the 1/0 system is underutilized. As the data size and the number of processors increase, the 1/0 bandwidth is more efl~tively utilized. However, beyond a certain point, the 1/0 system becomes a bottleneck due to the large number of processors performing 1/0, and the need for synchronization.
The read rate increases auicklv in rxoDortion to the processor grid size, but pla~eaue~at ;b&t 64 proces- Performance for the small request (IK* lK) case was poor.
Column Cyclic: Table 10 shows the read access times for the same parameters but with a column-cyclic data distribution on processors. Even though the degree of parallelism in the data access remains the same, the number of 1/0 requests increases (Table 8 ) because each processor must make an individual request for each column.
This degrades the access time and the bandwidth as illustrated in Table 10 . The degradation in the performance is consistent for all configurations and it ranges between a factor of 2 to 10 as compared to that for column-block distribution. Row Block: Table 11 shows the performance for reading the data array when distributed in a row-block fashion over the processor array. Since the one-dimension al map of the file on the CFS is in column major order, this read operation essentially requires transposing the data while it is being read from disks to nodes. As shown in Table 8 , the number of logical request is N*P. Hence, as observed from q For single compute nodes, using the paged 1/0 mode, the read rate is hi~her than the write rate. The file access rates deDe;d on the buffer size used in file access. For the file read, normally, as the buffer size increases, the performance improves to a certain point.
The buffer size which provides a reasonably good performance for various configurations is 4 Kbytes which is same as the block size and the stripe size. Currently, user has no control over the block size and the stripe size. Further experiments are needed to study the effect of stripe sizes.
Using the burst-mode 1/0, the file access rates improve significantly.
It is observed that in general the buffer size for burst 1/0 access should be as large as possible for the best performance.
For the single compute node case, the position of the node in the Touchstone Delta mesh does not affect the file access times.
This shows that the "inter-node" hops between the compute nodes are very small relative to the 1/0 performance. This shows that there is no possible overhead in using the communication network for the 1/0 transactions.
q For the multiple nodes case, the data accessed depends on the tile access modes. Mode O should be used for reading the shared data, whereas modes 1 to 3 should be used for data distributions.
The access throughput depends on the number of processors and it also depends on the total number of disks on which the data is stored. The performance increases initially as the number of processors increase then it remains steady.
In general, for small processor grids, the bandwidth is limited on the computational node size, but as the number of processors is increased, it shifts to the 1/0 system. The point at which this shift occurs depends on the number of processors as well as on the number of disks.
q For the multinode configuration, the performance can be further improved by using the burst mode of operation.
Using a large buffer size (2 hlBytes) for mode O, the peak performance of Q3.83 hfJ3ytes/sec is observed. For the same mode, the peak write rate is about 7 MBytes/see. For the remaining three file access mode, burst mode gives a better performance than the paged 1/0 mode.
q The choice between various modes (except mode O) depends on the type of access pattern and data organization.
Mode 2 should be used only when the size of data access can vary and cannot be determined in advance. Mode 3 should be used if access size is known in advance. Mode 1 should be the choice when order of access is not important because mode 1 does not improve global synchronization.
q Finally it is observed that various data distributions on compute nodes obtain a wide-range of performance from the 1/0 system. The difference in perform ante can vary by second orders of m agnitude,
The distribution most conforming to the distributions on the disks performs the best.
Although, we performed many more experiments, only a selected few are presented in this paper due to space limitations.
Many more experiments need to be performed for an in-depth study of each controllable input parameter. However, we believe that these results will be useful for the users of large-scale systems in selecting appropriate 1/0 scheme for their applications 7 ACKNOWLEDGMENTS 
