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Die erste Fassung des vorliegenden Beitrags wurde bereits 1996 geschrieben. Es handelte sich 
damals um ein unveröffentlichtes Manuskript, das den Studierenden einer Lehrveranstaltung 
zur empirischen Sozialforschung am Institut für Geographie der Universität Gießen zur Verfü-
gung gestellt wurde. In vielen der gängigen Lehrbücher zur empirischen Sozialforschung ist die 
Bestimmung des minimalen erforderlichen Stichprobenumfangs bei einer Zufallsstichprobe bis 
heute nicht enthalten. Vor diesem Hintergrund kam das Manuskript in den Folgejahren nicht nur 
in Gießen, sondern auch in Lehrveranstaltungen an den Universitäten in Heidelberg und in Bre-
men zum Einsatz. Auch wenn es bislang nie offiziell publiziert wurde, so wurde das Manuskript 
bereits mehrfach auch in wissenschaftlichen Arbeiten zitiert (vgl. http://scholar.google.de). An 
dieser Stelle möchte ich nicht versäumen darauf hinzuweisen, dass mich damals Harald Bathelt 
darauf aufmerksam gemacht hat, dass sich der minimal erforderliche Stichprobenumfang er-
rechnen lässt und mir diesbezüglich zentrale Hinweise gegeben hat. 
 
Nun gab es erneut einen guten Anlass, auf dieses Manuskript zu verweisen und ich entschied 
mich, das Manuskript zu überarbeiten und in der Reihe „Beiträge zur Wirtschaftsgeographie und 
Regionalentwicklung“ zu veröffentlichen. Dadurch kann es nun jede Person offiziell herunter-
laden und bei Bedarf zitieren. 
 





1  Grundbegriffe: Grundgesamtheit, Stichproben und Repräsentativität 
 
Eine empirische Untersuchung verfolgt das Ziel, eine oder mehrere Aussagen über den Unter-
suchungsgegenstand der Erhebung zu machen. In der Sozialforschung ist der Untersuchungs-
gegenstand in der Regel eine Gruppe von Individuen (z.B. die Bewohner einer Stadt, die Stu-
denten einer Universität, die Wahlberechtigten eines Landes) oder es sind Gemeinschaften von 
Individuen (z.B. alle Haushalte einer Gemeinde), die sich durch gemeinsame Merkmale aus-
zeichnen. Je nach Fragestellung sind es ganz bestimmte Merkmale, welche den betreffenden 
Untersuchungsgegenstand kennzeichnen. Alle Individuen oder Gemeinschaften, welche diese 
Merkmale besitzen, bilden die Grundgesamtheit (oder Population) der Untersuchung. Als 
Grundgesamtheit wird die Menge aller Untersuchungselemente bezeichnet. 
 
Die genaue Größe einer Grundgesamtheit ist nicht immer leicht feststellbar und setzt eine 
genaue Formulierung der Fragestellung voraus. So ist beispielsweise die Menge aller Kunden 
eines Ladengeschäfts endlich, doch ohne genaue Festlegung eines Untersuchungszeitraums 
unbestimmbar. Ist ein Zeitraum festgelegt (z.B. ein Jahr), so ist die Kundenzahl zwar fest-
stellbar, aber mit einem enormen Erhebungsaufwand verbunden (vgl. Bahrenberg et al. 2010, 
S. 19). 
 
Da in den meisten Fällen empirischer Sozialforschung eine Betrachtung jedes einzelnen Ele-
ments der Grundgesamtheit aus Zeit- und Kostengründen nicht erfolgen kann, wird eine Teil-
menge aus der Grundgesamtheit ausgewählt. Diese Teilmenge wird in der Statistik als 
Stichprobe (bzw. Sample) bezeichnet. Man beachte, dass Grundgesamtheit und Stichprobe 
bei verschiedenen Fragestellungen variieren und somit keine festen Größen sind. So können 
die Studenten eines einzelnen Fachbereichs die Stichprobe einer Untersuchung über alle 
Studenten dieser Universität bilden. Im Rahmen einer anderen Fragestellung, die lediglich den 
Fachbereich betrifft, bilden diese Studenten dann selbst die Grundgesamtheit (vgl. Atteslander 
1971, S. 206 f.). 
 
Ziel einer jeden Stichprobenauswahl ist es, Rückschlüsse von den Ergebnissen der Stichprobe 
auf die Eigenschaften der Grundgesamtheit ziehen zu können. Ist dies gewährleistet, so be-
zeichnet man die Stichprobe als repräsentativ (Bahrenberg et al. 2010, S. 19). Ferner wird ver-
sucht, Aussagen über die Genauigkeit des Stichprobenergebnisses im Vergleich zur Befragung 
aller Individuen der Grundgesamtheit treffen zu können. Eine solche Untersuchung der komplet-
ten Grundgesamtheit wird als Vollerhebung bezeichnet. 
 
In den folgenden Kapiteln sollen nun verschiedene Auswahlverfahren zur Bildung einer Stich-
probe und ein Berechnungsverfahren zur Bestimmung eines repräsentativen Stichproben-







Die Festlegung einer Stichprobe kann grundsätzlich nach zwei unterschiedlichen Prinzipien 
erfolgen. Einerseits nach dem Zufallsprinzip und andererseits durch bewusste Auswahlmetho-
den (Willkürstichprobe). Den zufallsgesteuerten Auswahlverfahren kommt dabei die besondere 
Bedeutung zu, dass eine Abschätzung des abweichenden „Fehlers“ der Stichprobe gegenüber 
der Grundgesamtheit möglich ist, sofern für jedes Element der Grundgesamtheit die Wahr-
scheinlichkeit bekannt ist, in die Stichprobe zu gelangen (vgl. Kap. 4). Eine solche Fehlerab-
schätzung kann für bewusste Auswahlverfahren nicht vorgenommen werden. 
 
 
Tab. 1: Stichprobenauswahlverfahren 
Zufällige Stichprobenauswahl Bewusste Auswahlverfahren 
(Willkürstichprobe) 
a) Reine Zufallsstichprobe e) Quotenverfahren 
b) Systematische Stichprobe f) Konzentrationsprinzip 
c) Geschichtete Zufallsstichprobe  
d) Klumpenstichprobe  
Quelle: Eigene Darstellung nach Bahrenberg et al. 2010, S. 20 ff., Reuber/Pfaffenbach 2005, S 52 ff., 
Atteslander 1971, S. 207 ff. 
 
 
a) Reine Zufallsstichprobe (Randomverfahren): 
Um eine reine Zufallsstichprobe zu bilden, muss die Grundgesamtheit endlich und lückenlos 
bekannt sein. Die Auswahl der Stichprobenelemente erfolgt dann anhand des sogenannten 
Urnenmodells (bzw. Lotterieverfahrens). Dabei wird für jedes Element der Grundgesamtheit 
eine Kugel oder ein entsprechend beschrifteter Zettel in eine Urne gelegt. Der Inhalt der Urne 
wird gut gemischt. Anschließend werden entsprechend des zuvor festgelegten Stichproben-
umfangs Kugeln oder Zettel aus der Urne gezogen. Dadurch ist gewährleistet, dass jedes Ele-
ment der Grundgesamtheit die gleiche Wahrscheinlichkeit besitzt, in die Stichprobe zu gelangen 
(vgl. Atteslander 1971, S. 207). Heutzutage erfolgt die Auswahl einer Zufallsstichprobe in der 
Regel computergestützt durch die Anwendung einer entsprechenden Funktion in gängigen 
Softwareprogrammen. 
 
b) Systematische Stichprobe: 
Eine systematische Stichprobe ist eine Modifikation der reinen Zufallsstichprobe: Erneut besitzt 
jedes Element der Grundgesamtheit die gleiche Chance in die Stichprobe zu gelangen. Zuerst 
werden die Elemente der Grundgesamtheit in eine Rangordnung gebracht, die zufällig sein 
kann, oder den Ausprägungen einer bestimmten Variablen folgt, die unabhängig vom Unter-
suchungsgegenstand ist (z.B. die alphabetische Auflistung von Namen). Dann wird jedes x-te 
Element als Stichprobenelement ausgewählt, beginnend mit einem zufällig bestimmten Ele-
ment, das zwischen 0 und x in der Rangordnung steht.  
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Zum Beispiel entsteht eine systematische Stichprobe, wenn aus dem alphabetisch geordneten 
Einwohnerverzeichnis einer Gemeinde jeder 20. Bewohner auswählt wird, beginnend mit einer 
zufällig bestimmten Person, die unter den ersten 20 Einträgen der alphabetischen Liste steht 
(vgl. Bahrenberg et al. 2010, S. 22). 
Liegen Adressdaten vor, so kann z.B. die Grundgesamtheit nach Postleitzahlen sortiert werden. 
Eine systematische Stichprobe würde dann automatisch die räumliche Verteilung der Unter-
suchungselemente bei der Zusammensetzung der Stichprobe berücksichtigen. 
 
c) Geschichtete Stichprobe: 
Eine geschichtete Stichprobe ist vor allem dann sinnvoll, wenn die Grundgesamtheit sehr hete-
rogen ist, also die Merkmalsausprägungen der Grundgesamtheit starke Unterschiede zeigen. 
Damit sämtliche Schattierungen der Grundgesamtheit in der Stichprobe ausreichend vertreten 
sind, müsste eine nach dem Prinzip der reinen Zufallsauswahl gebildete Stichprobe sehr groß 
sein, um Repräsentativität zu gewährleisten. In einem solchen Fall bietet sich eine geschichtete 
Stichprobe an. 
Man erhält eine geschichtete Stichprobe durch Aufteilung der Grundgesamtheit in disjunkte1 
Klassen (Schichten): Die Klasseneinteilung (Schichtung) soll dabei so erfolgen, dass sich die 
Elemente einer jeden Klasse bezüglich der untersuchten Frage möglichst ähnlich verhalten, 
jedoch die Elemente aus unterschiedlichen Klassen verschiedene Eigenschaften besitzen. 
Anschließend wird dann aus jeder Klasse eine reine Zufallsstichprobe nach den Vorgaben zur 
Bestimmung der Fehlergenauigkeit (vgl. Kap 4) gezogen. Die Stichproben der einzelnen 
Schichten werden zur Gesamtstichprobe vereinigt. Die einzelnen Elemente besitzen durch die-
ses Vorgehen zwar nicht mehr die gleiche Wahrscheinlichkeit, in die Gesamtstichprobe zu ge-
langen, doch ist für jedes Element die individuelle Wahrscheinlichkeit bekannt. Die Einhaltung 
des Zufallsprinzips bleibt ausreichend gewährleistet. 
Soll beispielsweise das Freizeitverhalten der Bevölkerung einer Stadt ermittelt werden, so wäre 
eine Einteilung der Bevölkerung in verschiedene Altersklassen sinnvoll, aus denen dann die 
jeweiligen Stichproben gezogen werden. Dieser Vorgehensweise würde die Vermutung zugrun-
de liegen, dass sich die Freizeitgestaltung mit zunehmendem Alter der Personen ändert. Eine 
mehrfache Schichtung durch mehrere Variablen kann natürlich auch vorgenommen werden, 
indem beispielsweise die oben erwähnten Altersklassen zudem nach dem Geschlecht der Per-
sonen ausdifferenziert (geschichtet) werden (vgl. Bahrenberg et al. 2010, S. 22 f.). 
 
d) Klumpenstichprobe: 
Von der Grundidee entspricht die Klumpenstichprobe einem Fallbeispiel, bei dem auf Grund 
einer detaillierten Einzelbetrachtung verallgemeinerbare Erkenntnisse gewonnen werden sollen. 
Eine Klumpenstichprobe ist nur möglich, wenn die Grundgesamtheit bereits in mehrere Grup-
pen bzw. „Klumpen“ (Cluster) unterteilt ist. Dieser Unterteilung sollte keine besondere Merk-
malsausprägung zugrunde liegen, die für das Untersuchungsziel von besonderer Relevanz ist. 
Als Stichprobe wird dann eine Gruppe (ein Klumpen) zufällig gewählt und untersucht. Die 
Ergebnisse des Klumpens werden dann auf die anderen Gruppen übertragen (vgl. Hantschel/ 
Tharun 1980, S. 65).  
                                                     




So kann beispielsweise das Freizeitverhalten der deutschen Großstadtbewohner anhand einer 
einzelnen Großstadt (z.B. den Bewohnern Münchens) untersucht werden, um auf das Freizeit-
verhalten aller Großstadtbewohner zu schließen. Dieses Beispiel zeigt offensichtlich, dass die 
Klumpenstichprobe am stärksten von der reinen Zufallsstichprobe abweicht und oftmals nicht 
repräsentativ ist. Es liegt in der Praxis sehr selten der Fall vor, dass die „natürliche“ Gruppen-
einteilung in keiner Wechselwirkung zum Untersuchungsziel steht. So wird in dem obigen 
Beispiel das Freizeitverhalten der Bewohner Münchens von den spezifischen Angeboten vor 
Ort geprägt sein, die sich z.B. aus der geographischen Lage Münchens (z.B. durch die Nähe zu 
den Alpen) ergeben, während sich in Hamburg aufgrund der naturräumlichen Lage ganz andere 
Freizeitaktivitäten anbieten. Folglich sind weder Hamburg noch München repräsentativ, um das 
Freizeitverhalten der deutschen Großstadtbewohner zu ermitteln. Zumal in der Praxis der unter-
suchte Klumpen normalerweise nicht zufällig ausgelost, sondern eine bewusst vorgenommene 
Auswahl argumentativ begründet wird. Es ist bei Klumpenstichproben daher genau zu prüfen, 
ob der gewählte Klumpen sich als repräsentative Stichprobe eignet oder ob er bezüglich der 
Fragestellung Eigenheiten aufweist, die das allgemeine Ergebnis verzerren (vgl. Bahrenberg et 
al. 2010, S. 23). Trotz dieser Mängel besitzt die Klumpenstichprobe in einigen Sonderfällen 
zwei erwähnenswerte Vorteile: 
1. Die Untersuchung kann auf bestimmte, geographisch begrenzte Gebiete konzentriert wer-
den. Dadurch können oft Wegkosten und Zeit gespart werden. 
2. Durch die Konzentration auf einen Klumpen ist eine Vollerhebung dieses Klumpens leichter 
möglich. Dies ist von Bedeutung, wenn keine Listen über die Elemente der Grundgesamtheit 
existieren bzw. fehlerhaft sind und so ein anderes Auswahlverfahren verhindern. Möchte 
man z.B. die Studenten mit Wohnsitz in Bremen befragen und besitzt keine entsprechende 
Adressenliste, dann könnte so vorgegangen werden, dass man bestimmte Straßen oder 
Stadtteile als Klumpen auswählt. Auf Grund dieser räumlichen Eingrenzung ist es nun 
leichter möglich, alle dort wohnenden Studenten zu ermitteln und zu befragen (vgl. Attes-
lander 1971, 209 f.). 
 
e) Das Quotenverfahren: 
Das Quotenverfahren gehört zu den bewussten Auswahlverfahren und unterliegt nicht mehr 
dem reinen Zufallsprinzip. An dieser Stelle sei nochmals darauf hingewiesen, dass die statisti-
schen Aussagen über die Fehlergenauigkeit bei einem willkürlichen Auswahlverfahren nicht 
gelten. Die Solidität der Stichprobe beruht in einem solchen Fall vornehmlich auf der Erfahrung 
des Forschers, d.h. vor allem auf seinen Kenntnissen über die Grundgesamtheit. 
Das Quotenverfahren ist in der Markt- und Meinungsforschung stark verbreitet. Oberflächlich 
betrachtet besitzt es eine gewisse Ähnlichkeit mit der geschichteten Stichprobe, da wieder von 
einer stark heterogenen Grundgesamtheit ausgegangen wird. Die Grundgesamtheit wird erneut 
in solche Gruppen aufteilt, die eine möglichst homogene Struktur innerhalb jeder Gruppe 
bezüglich der Fragestellung erwarten lässt. Aufteilungsmerkmale können z.B. das Geschlecht, 
die Altersklasse oder der Bildungsgrad sein. Für jede dieser Gruppen wird nun eine Quote 
festgelegt, mit welchem Prozentanteil diese Gruppe in der Stichprobe vertreten sein soll. Bei 
der Festlegung der Quoten sind statistische Unterlagen wie statistische Jahrbücher häufig sehr 
nützlich, da sie für viele Merkmalsausprägungen die entsprechenden Quotenanteile an der 
Grundgesamtheit enthalten. Der Interviewer erhält dann entsprechend der festgelegten Quoten 
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genaue Anweisungen, wie viele Personen er je Gruppe befragen soll. Ein solcher Auftrag kann 
beispielsweise wie folgt lauten: Befragen sie bitte 50 weibliche und 40 männliche Studenten in 
den Bachelorstudiengängen und 30 weibliche und 25 männliche Studenten im Masterstudium. 
Innerhalb dieser Vorgaben kann der Interviewer nun nach verschiedenen Methoden die Inter-
viewpartner auswählen. Man beachte, dass am Ende die Summe der Befragungen aller Inter-
viewer mit den zuvor festgelegten Quoten übereinstimmen muss (vgl. Atteslander 1971, S. 210 
f., Reuber/Pfaffenbach 2005, S. 59).  
Der zentrale Unterschied zur geschichteten Stichprobe besteht darin, dass sich die Anzahl der 
ausgewählten Elemente in den einzelnen Schichten aus der Zusammensetzung der Grund-
gesamtheit ergibt. Beim Quotenverfahren findet eine bewusst willkürliche Festlegung statt, 
welche durchaus erheblich von den Anteilen in der Grundgesamtheit abweichen kann. Daher 
zählt das Quotenverfahren zu den Willkürstichproben. 
 
f) Konzentrationsprinzip 
Das Konzentrationsprinzip sieht die bewusste Ausklammerung bestimmter Einheiten aus der 
Grundgesamtheit vor, wenn die Fragestellung dies sinnvoll erscheinen lässt. Will man z.B. die 
Studierenden über die Qualität der Lehre in ihrem Studienfach befragen, so könnte es sinnvoll 
sein, a priori die Studierenden des ersten Semesters auszuklammern. Diesem Beispiel liegt die 
Annahme zugrunde, dass Erstsemester noch nicht genügend Erfahrungen gesammelt haben, 
um die Lehrqualität zu beurteilen. Als Nebenaspekt des Konzentrationsprinzips ist ein geringe-





3  Räumliche Perspektiven einer Stichprobe 
 
Stichproben können auch unter räumlichen Gesichtspunkten diskutiert werden. An dieser Stelle 
soll auf zwei Aspekte eingegangen werden: Erstens die räumliche Dimension im Zuge der 
genauen Abgrenzung der Grundgesamtheit, aus der die Stichprobe gezogen wird und zweitens 
die räumlichen Implikationen im Hinblick auf die Auswahlmethode zur Bildung der Stichprobe. 
 
Durch die jeweilige Definition der Grundgesamtheit ist es möglich, den räumlichen Bezugs-
rahmen der Ergebnisse zu verändern. Soll beispielsweise im Rahmen der Zentralitätsforschung 
der Kundeneinzugsbereich einer Stadt analysiert werden, so könnten sowohl die Passanten des 
innerstädtischen Einkaufsbereichs als auch die Haushalte in den umliegenden Gemeinden als 
Grundgesamtheit betrachtet und befragt werden. Bei der ersten Variante erhält der Forscher 
einen Überblick, woher die Passanten kommen, die den innerstädtischen Einkaufsbereich 
besuchen. Für die umliegenden Herkunftsorte ist jedoch nicht feststellbar, ob sich die dortige 
Bevölkerung überwiegend in dem fraglichen Einkaufsbereich versorgt oder ob es sich nur um 
Einzelfälle handelt, die in der untersuchten Stadt einkaufen. Man bekommt also keine Informa-
tionen darüber, welche Bedeutung diese Stadt im Vergleich zu anderen Versorgungszentren für 
die umliegenden Gemeinden hat. Dafür erhält man den maximalen Einzugsradius sowie die 
Anteile verschiedener Ortschaften an der Gesamtkundschaft des Einkaufsbereiches. Die alter-
native Möglichkeit, die Haushalte der umliegenden Stadtteile und Gemeinden zu befragen, 
entspricht einer anderen räumlichen Perspektive. Man könnte dadurch herausfinden, welche 
Bedeutung der betrachtete Einkaufsbereich in den verschiedenen Ortschaften des Einzugs-
gebietes besitzt und wo sich konkurrierende Standorte befinden. Eine absolute Außengrenze 
wäre durch dieses Vorgehen jedoch wesentlich schwieriger zu ermitteln. 
 
Die räumliche Perspektive, die sich aus der gewählten Vorgehensweise zur Bildung der Stich-
probe ergibt, wurde bereits im Rahmen der Darstellung der Klumpenstichprobe angedeutet (vgl. 
Kap. 2). Hier ergab sich ein enger Bezug zwischen der geographischen Lage einzelner Städte 
und der zu untersuchenden Fragestellung, die eine Auswahl als Klumpen erschwert bzw. die 
Repräsentativität in Frage stellt. Ebenso wurde darauf verwiesen, dass die systematische Stich-
probe nach räumlichen Kriterien gebildet werden kann und durch eine entsprechende Sortie-
rung die räumliche Verteilung der Stichprobenelemente mit der Grundgesamtheit überein-
stimmt. Auch die geschichtete Stichprobe und das Quotenverfahren können unter räumlichen 
Aspekten angewendet werden, indem die erforderliche Gruppenbildung anhand der Lage im 
Raum vorgenommen wird. Ebenso kann das Konzentrationsprinzip in einigen Fällen anhand 
räumlicher Überlegungen durchgeführt werden. Bei einer reinen Zufallsstichprobe wäre eine 
solche räumliche Differenzierung jedoch nicht möglich. Es bleibt festzuhalten, dass die 
verschiedenen Stichprobenauswahlverfahren unterschiedliche Raumbezüge ermöglichen. 
Entscheidend für eine entsprechende Auswahl und Anwendung bleibt, ob dies zur Klärung der 





4  Bestimmung des minimal erforderlichen Stichprobenumfangs 
 
4.1 Allgemeine Vorüberlegungen 
Die folgenden Ausführungen beschränken sich nicht auf sozialgeographische Befragungen, 
sondern finden in allen Gebieten der Geographie Anwendung, bei der durch empirische Ver-
suche Forschungsergebnisse erzielt werden (z.B. bei Klimamessreihen). Jedes Mal hängt vom 
Umfang der Stichprobe (bzw. der Anzahl der Messungen) sowohl die Genauigkeit des Ergeb-
nisses als auch der Erhebungsaufwand ab. Entsprechend soll ein Kalkül entwickelt werden, 
durch das bei einer vorgegebenen Genauigkeit der minimal erforderliche Stichprobenumfang 
bestimmt werden kann, um den Erhebungsaufwand so gering wie nötig zu halten. 
 
Die folgenden allgemeinen Grundregeln sollten unabhängig von den mathematischen Berech-
nungen des Stichprobenumfangs beachtet werden (vgl. Bahrenberg et al. 2010, S. 20 f.): 
1. Generell gilt das „Gesetz der großen Zahl“. Dieses besagt, dass sich die Eigenschaften der 
Stichprobe mit wachsendem Stichprobenumfang den Eigenschaften der Grundgesamtheit 
annähern. 
2. Je stärker die Werte der untersuchten Variablen streuen, desto größer sollte der Stichpro-
benumfang sein. 
3. Stichprobenumfänge von weniger als 30 gelten allgemein als zu klein, um Repräsentativität 
zu erreichen. 
4. Für die Repräsentativität ist weniger der relative Anteil der Stichprobe an der Größe der 
Grundgesamtheit von Bedeutung, sondern vielmehr die absolute Größe der Stichprobe. 
 
Für eine mathematische Bestimmung des minimal erforderlichen Stichprobenumfangs muss die 
Untersuchung nach dem Zufallsprinzip organisiert sein, d.h.: 
1. Jedes Element der Grundgesamtheit muss die theoretische Chance besitzen, in die Stich-
probe zu gelangen. Die Wahrscheinlichkeit dafür muss bekannt sein. 
2. Jedes Element repräsentiert die Grundgesamtheit zu gleichen Teilen. 
 
Grundgesamtheiten können in endliche und in unendliche Grundgesamtheiten unterschieden 
werden. Endliche Grundgesamtheiten bestehen aus einer bestimmbaren, festen (also end-
lichen) Anzahl von Einzelelementen. Zur Ermittlung einer Stichprobe aus einer endlichen 
Grundgesamtheit kann das Urnenmodell (Lotterieverfahren) herangezogen werden, wobei ein 
herausgezogenes Element nicht wieder zurückgelegt werden darf. Beispiele aus der Praxis sind 
Befragungen von Personen und Haushalten. Unendliche Grundgesamtheiten entsprechen 
dem Urnenmodell mit Zurücklegen der gezogenen Elemente. Dadurch können unendlich viele 
Ziehungen vorgenommen werden. Unendliche Grundgesamtheiten liegen auch bei Messreihen 
von Klimadaten wie der Temperatur zugrunde, denn theoretisch kann an beliebig vielen Zeit-
punkten (d.h. unendlich oft) ein Messwert abgelesen werden. Folglich existieren sowohl für eine 
endliche als auch für eine unendliche Grundgesamtheit jeweils eigene Berechnungsformeln für 





4.2 Die Dichtefunktion der Normalverteilung 
Beim Wurf eines Würfels kann nicht vorhergesagt werden, welche der sechs Zahlen geworfen 
wird. Jedoch lässt sich die Wahrscheinlichkeit W bestimmen, dass z.B. eine „Eins“ geworfen 
wird. Ob dieses Ereignis dann tatsächlich eintrifft, bleibt aber dem Zufall überlassen. Die Wahr-
scheinlichkeit W, dass ein bestimmtes Ereignis  X = a  eintritt, ist allgemein wie folgt definiert: 
 .
Fälle möglichen der Anzahl
Fälle günstigen der Anzahl
)aX(W ==  
Die Wahrscheinlichkeit z.B. eine „Eins“ zu würfeln ist demnach W(X = 1) = 1/6, denn von den 
sechs möglichen Ereignissen (Fällen) wird ein Fall als günstig betrachtet, nämlich wenn tat-
sächlich eine „Eins“ oben liegt. Entsprechend sind die Wahrscheinlichkeiten für den Wurf einer 
„Zwei“, „Drei“, „Vier“, „Fünf“ oder „Sechs“ ebenfalls jeweils 1/6. Ebenso berechnet man z.B. die 






)6,4,2X(W ====  
Weiterhin existieren sechs mögliche Wurfereignisse (Fälle), die Anzahl der günstigen Fälle hat 
sich aber auf drei erhöht. Die Wahrscheinlichkeiten für die möglichen Wurfereignisse beim ein-
maligen Würfeln lassen sich als Stabdiagramm darstellen (vgl. Abb. 1). 
 
Abb. 1: Wahrscheinlichkeiten der Ereignisse beim einmaligen Würfelwurf 
 
Quelle: Eigene Darstellung 
 
Allgemein sind folgende Eigenschaften von Wahrscheinlichkeiten festzuhalten: 
1. Die Wahrscheinlichkeit ist immer eine Zahl zwischen 0 und 1, also 0 ≤ W ≤ 1.2 
2. Die Summe der Einzelwahrscheinlichkeiten ergibt immer 1. 
 So gilt z.B. beim einmaligen Wurf eines Würfels: 
 W(X=1)+W(X=2)+...+W(X=6) = 1/6 + 1/6 +...+ 1/6 = W(X=1,2,3,4,5,6) = 6/6 = 1. 
 Dies wird auch als sicheres Ereignis bezeichnet. 
3. Ein unmögliches Ereignis besitzt die Wahrscheinlichkeit 0. 
 Der Wurf einer „Sieben“ ist beispielsweise ein unmögliches Ereignis, also W(X=7) = 0. 
                                                     
2 Wahrscheinlichkeiten werden häufig in Prozentwert ausgedrückt. So entspricht der Wahrscheinlichkeit 
eines geraden Würfelwurfes W(X = 2,4,6) = 0,5 die Prozentangabe W(X = 2,4,6) = 50%. 
1/6 1/6 1/6 1/6 1/6 1/6
0    
1/6




Der tatsächliche Mittelwert der Zahlen 1,2,3,4,5,6 ist bekannt. Er beträgt µ = 3,5. Im Folgenden 
soll aber angenommen werden, der Mittelwert sei unbekannt und soll durch ein Würfelexperi-
ment bestimmt werden. Wir beginnen unser Experiment mit einmaligem Würfeln. Ein einzelner 
Wurf entspricht einer Stichprobe vom Umfang n=1. Die Wahrscheinlichkeit für jedes mögliche 
Ergebnis wurde bereits berechnet und in Abb. 1 dargestellt. Mit einer Wahrscheinlichkeit von 
jeweils 1/6 würde demnach der gesuchte Mittelwert eine der Zahlen von 1 bis 6 sein. Unser 
empirischer Versuch ist also bei einem Stichprobenumfang von n=1 sehr ungenau. Folglich 
muss der Stichprobenumfang erhöht werden. 
 
Betrachten wir nun den Fall des zweifachen Wurfes (zwei Würfe nacheinander = Stichprobe 
vom Umfang n=2), wobei die jeweiligen Augenzahlen addiert und durch zwei (die Anzahl der 
Würfe) dividiert werden. Für jedes mögliche Ergebnis (Ereignis) ist nun zu berechnen, wie groß 
die Wahrscheinlichkeit ist, dass dieses Ereignis eintritt. Betrachten wir zunächst die Anzahl der 
möglichen Fälle: Beim zweimaligen Würfeln sind 36 Zahlenkombinationen möglich, denn jedes 
der sechs möglichen Ergebnisse des ersten Wurfes kann mit den sechs möglichen Ergebnissen 
des zweiten Wurfes kombiniert werden. Also gibt es 6 ∗ 6 = 36 Kombinationsmöglichkeiten. Nun 
muss für jedes mögliche Ereignis die Anzahl der günstigen Fälle ermittelt werden, um die Wahr-
scheinlichkeit zu bestimmen (vgl. Abb. 2): 
 
• W(X=1) = 1/36, denn nur die eine Wurfkombination „1“ im ersten plus „1“ im zweiten Wurf 
ergibt (geteilt durch die Anzahl der Würfe) den Mittelwert 1. 
• W(X=1,5) = 2/36 = 1/18. Die zwei günstigen Wurfkombinationen sind dabei „1“ im ersten und 
„2“ im zweiten Wurf sowie in umgekehrter Reihenfolge erst eine „2“ und dann eine „1“. 
... 
• W(X=3,5) = 6/36 = 1/6, mit den sechs günstigen Wurfpaaren (1;6), (2;5), (3;4), (4;3), (5;2) 
und (6;1). 
... 
• W(X=6) = 1/36. Die einzige günstige Wurfkombination ist (6;6). 
 
 
Abb. 2: Wahrscheinlichkeiten der Ereignisse bei zweimaligem Würfelwurf 
 
















1 1,5 2 2,5 3 3,5 4 4,5 5 5,5 6
W(X)
Augenzahl / Anzahl der Würfe (n = 2)
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Wir sehen, dass sich die Wahrscheinlichkeiten für die möglichen Ereignisse verändert haben. In 
1/6 der Fälle liegt bei zweimaligem Würfeln die durchschnittliche Augenzahl tatsächlich bei 3,5 
und ist damit das Ereignis mit der höchsten Wahrscheinlichkeit, gefolgt von den beiden 
nächstliegenden mittleren Augenzahlen 3 und 4. Dennoch ist die Wahrscheinlichkeit, durch 




Abb. 3: Wahrscheinlichkeiten der Ereignisse bei dreifachem Würfelwurf 
 
Quelle: Eigene Darstellung 
 
Würde man das Würfelexperiment weiterführen und den Stichprobenumfang weiter erhöhen, 
zum Beispiel auf n=10 (zehnmaliges Würfeln), n=20 (zwanzigfaches Würfeln) usw., so würde 
man das Ergebnis laufend verbessern. Die Wahrscheinlichkeit, den tatsächlichen Mittelwert 
µ=3,5 zu treffen, würde sich sukzessiv erhöhen. Anhand des Würfelexperiments kann man also 
studieren, wie sich bei einer Zunahme des Stichprobenumfangs die Wahrscheinlichkeit erhöht, 
mit der Wurfkombination den tatsächlichen Mittelwert zu ermitteln. 
 
In der Praxis wird nicht versucht die Wahrscheinlichkeit zu bestimmen, dass der tatsächliche 
Mittelwert genau getroffen wird. Dazu wäre letztlich eine Vollerhebung der Grundgesamtheit 
erforderlich, welche stets zum exakten Mittelwert führt. Gegenüber einer Stichprobe bedeutete 
aber eine Vollerhebung, dass keine Reduzierung des Aufwands und der Kosten erfolgt. Daher 
wird ein Ergebnisbereich um den gesuchten Mittelwert vorgegeben, der durch die Stichprobe 
erreicht werden soll. Dieser wird als „tolerierter Fehler ε“ bezeichnet. Der tolerierte Fehler ε gibt 
an, um welchen Betrag (um wie viel Prozentpunkte) der ermittelte Wert der Stichprobe 
höchstens vom tatsächlichen Wert der Grundgesamtheit abweichen darf: 
  x-= με ; mit µ = tatsächlicher Mittelwert und  










































Augenzahl / Anzahl der Würfe (n = 3)
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Für das Würfelbeispiel könnte man beispielsweise einen tolerierten Fehler von ε=0,5 festlegen. 
Wir würden somit bei unserem Würfelexperiment ein Ergebnis akzeptieren, das um maximal 0,5 
vom tatsächlichen Mittelwert µ=3,5 abweicht. Folglich ist zu berechnen, mit welcher Wahr-
scheinlichkeit unser Würfelergebnis innerhalb des tolerierten Fehlers ε=0,5 um den tatsäch-
lichen Mittelwert (also zwischen 3 und 4) liegt. Bei zweimaligem Würfeln sind drei Mittelwerte 
(Ereignisse) möglich, die in diesem Bereich liegen, nämlich X=3, X=3,5 sowie X=4. 
Da die Gesamtwahrscheinlichkeit W(3 ≤ X ≤ 4) die Summe der Einzelwahrscheinlichkeiten ist, 
gilt (vgl. Abb. 2): 
 W(3 ≤ X ≤ 4) = W(X=3) + W(X=3,5) + W(X=4) = 5/36 + 1/6 + 5/36 = 4/9 ≈ 44,4%. 
 
Mit einer Wahrscheinlichkeit von 44,4% kann man also davon ausgehen, dass bei zweimaligem 
Würfeln unser Experiment ein Ergebnis innerhalb des gewählten tolerierten Bereichs um den 
Mittelwert liefert. Entsprechend niedriger ist die Wahrscheinlichkeit, mit nur einem Wurf 
innerhalb des tolerierten Fehlers von ε=0,5 zu liegen: 
  W(3 ≤ X ≤ 4) = W(X=3) + W(X=4) = 1/6 + 1/6 = 1/3 ≈ 33,3% (vgl. Abb. 1). 
 
Für einen Stichprobenumfang von n=3 (dreimaliges Würfeln) ergibt sich hingegen eine höhere 
Wahrscheinlichkeit (vgl. Abb. 3): 
  W(3≤ X ≤ 4) = W(X=3) + W(X=3,33) + W(X=3,67) + W(X=4) 
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Mit zunehmendem Umfang der Stichprobe erhöht sich somit auch die Wahrscheinlichkeit, dass 
der gesuchte Mittelwert der Grundgesamtheit innerhalb des vorgegebenen tolerierten Fehler-
bereichs von ε=0,5 liegt. 
 
Würde man in einer Wahlprognose den tolerierten Fehler auf einen Prozentpunkt festlegen, so 
kann bei gegebenem Stichprobenumfang ausgerechnet werden, dass die empirisch ermittelte 
Prognose für die ABC-Partei mit x-prozentiger Wahrscheinlichkeit um maximal 1 Prozentpunkt 
vom tatsächlichen Wahlergebnis abweicht. Die Abweichung kann dabei natürlich sowohl nach 
oben als auch nach unten stattfinden. 
 
Wie groß man den tolerierten Fehler wählt, hängt entscheidend von der Fragestellung der Un-
tersuchung ab. So wird in empirischen Tests von Arzneimitteln ein wesentlich geringerer Fehler 
erlaubt sein als bei der Wahlprognose oder einer Haushaltsbefragung. Generell gilt, je kleiner 
der tolerierte Fehler gewählt wird, desto geringer ist die Wahrscheinlichkeit, dass die Stichprobe 
ein Ergebnis liefert, das innerhalb des tolerierten Bereichs liegt. Folglich ist der Stichproben-
umfang mit kleiner werdendem toleriertem Fehler zu erhöhen, damit das Stichprobenergebnis 
mit genügend hoher Wahrscheinlichkeit in diesem Bereich liegen wird. 
 
Zurück zu unserem Würfelexperiment. Aufgrund der Vergrößerung des Stichprobenumfangs 
von einem auf drei Würfe hat sich die Wahrscheinlichkeit von 33,3% (n=1) über 44,4% (n=2) auf 
48,15% (n=3) erhöht, mit dem Experiment um maximal 0,5 vom tatsächlichen Mittelwert 
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abzuweichen. Um ein Ergebnis im tolerierten Bereich mit möglichst hoher Wahrscheinlichkeit zu 
erhalten, muss der Stichprobenumfang weiter vergrößert werden. Die Berechnung der günsti-
gen Fälle wird aber mit jedem weiteren Wurf zunehmend mühsamer, denn schon bei n=4 gibt 
es 1296 mögliche Wurfkombinationen (vgl. Abb. 4). 
 
 
Abb. 4: Wahrscheinlichkeiten der Ereignisse bei einem viermaligen Würfelwurf 
 
Quelle: Eigene Darstellung 
 
 
Es kommt einem daher zugute, dass ab einem Stichprobenumfang von n=30 die Wahrschein-
lichkeitsverteilung eines reinen Zufallsexperiments durch die Dichtefunktion der Normalver-
teilung („Gauß´sche Glockenkurve“) approximiert werden kann.3 
 













        mit σ = Standardabweichung und 
        µ = tatsächlicher Mittelwert. 
 
Wie aus dem Funktionsterm erkennbar ist, hängt die Dichtefunktion der Normalverteilung von 
zwei Parametern ab: Der Standardabweichung σ und dem Mittelwert µ. Der generelle Funk-
tionsverlauf ist in Abbildung 5 dargestellt. 
 
  
                                                     
3 U.a. aus diesem Grund gelten Stichprobenumfänge von weniger als 30 im Allgemeinen als zu klein, um 





























































































Augenzahl / Anzahl der Würfe (n = 4)
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Quelle: Eigene Darstellung 
 
 
Die Gauß´sche Glockenkurve besitzt ein lokales Maximum an der Stelle x=µ mit  
 πσμ 2
1 =)=f(x . 
Sie ist symmetrisch zu der senkrechten Achse x=µ. Man sagt auch, sie ist symmetrisch um µ, 
den tatsächlichen Mittelwert. Ferner ist zu beachten, dass die Kurve Wahrscheinlichkeitsdichten 
darstellt. Das bedeutet, dass die Fläche unterhalb der Kurve - in den Grenzen eines gewählten 
Intervalls - die Wahrscheinlichkeit angibt, dass die Stichprobe ein Ergebnis innerhalb dieses 
Intervalls liefert. Diese Fläche kann durch das entsprechende Integral berechnet werden. 
 
Ein Beispiel: Betrachtet wird wieder die durchschnittlich geworfene Augenzahl eines Würfels. 
Die Anzahl der Würfe (Stichprobenumfang) sei n≥30 und der tolerierte Fehler wie in den 
Beispielen zuvor ε=0,5. Die Wahrscheinlichkeit, mit der die durchschnittliche Augenzahl um 
maximal 0,5 vom tatsächlichen Mittelwert μ=3,5 abweicht (also im tolerierten Bereich zwischen 
3 bis 4 liegt), berechnet sich also durch:4 
 W(3 ≤ X ≤ 4) = ∫4
3
dx)x(f   ; mit  f(x) = Dichtefunktion der Normalverteilung. 
  
                                                     
4 Die Dichtefunktion der Normalverteilung bezieht sich nur auf stetige Variablen. Die durchschnittlichen 
Augenzahlen sind jedoch diskret. Ein exakteres mathematisches Vorgehen, z.B. die Mittelwerte der Würfe 
zuerst Klassen zuzuordnen und die Klassenbreite gegen den Grenzwert 0 gehen zu lassen, wird an dieser 




Die Dichtefunktion der Normalverteilung unterliegt dem „Gesetz der großen Zahl“. Für einen 
steigenden Stichprobenumfang (steigende Anzahl der Würfe) erhöht sich die „Treffergenauig-
keit“ (die Wahrscheinlichkeit), mit dem Ergebnis innerhalb des vom tolerierten Fehler ε vorge-
gebenen Intervalls zu liegen (vgl. Abb. 6). Der steilere Verlauf der Dichtefunktion für „große“ 
Stichprobenumfänge entsteht dadurch, dass mit zunehmender Stichprobe die Standard-
abweichung σ kleiner wird. 
 
 
Abb. 6: Verlauf der Dichtefunktion für „kleine“ und für „große“ Stichprobenumfänge 
(Prozentangaben zum jeweiligen Flächeninhalt sind geschätzt) 
 
Quelle: Eigene Darstellung 
 
 
Die Berechnung des Integrals über die Dichtefunktion der Normalverteilung ist extrem schwierig 
und nur durch aufwendige numerische Verfahren näherungsweise möglich. Aus diesem Grund 
werden die Variablen in eine standardisierte Form gebracht. Die Variable X wird dabei durch die 
folgende Transformation in die standardisierte Variable Z überführt (vgl. Bahrenberg et al. 2010, 
S. 79 f.):  




Der besondere Vorteil ist, dass für standardisierte Variablen der Mittelwert stets μ=0 und die 
Standardabweichung σ=1 ist. Die Dichtefunktion der Normalverteilung geht dadurch in die 
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Quelle: Eigene Darstellung 
 
 
Die Standardnormalverteilung ist symmetrisch bezüglich der Y-Achse und besitzt an der Stelle 
z=0 ein lokales Maximum mit 




Jeder Datensatz lässt sich standardisieren. Daher wurde die Arbeit geleistet, eine Tabelle für 
verschiedene standardisierte Intervallgrenzen zu errechnen, aus der die Werte der Integrale für 
verschiedene z-Werte abgelesen werden können (vgl. Tabelle im Anhang). 
 
Die erste Spalte gibt die entsprechenden z-Werte der Abszisse vor. 
 
Die zweite Spalte, φ (z), gibt die Wahrscheinlichkeit für alle Ereignisse an, die in standardisierter 
Form kleiner als z sind (vgl. Abb. 8). Dies ist gleichbedeutend mit dem Flächeninhalt unter der 





Man beachte, dass wegen der Achsensymmetrie die Flächen unterhalb des Funktionsgraphen 
links und rechts der Ordinate jeweils gleich groß sind. Da der gesamte Flächeninhalt von -∞ bis 
+∞ gleich der Gesamtwahrscheinlichkeit ist (also genau gleich 1), gilt entsprechend: 
 φ(-z) = 1 - φ(z). 
 
Da die Wertetabelle keine Werte z<0 enthält, ist dieser Zusammenhang von Bedeutung, wenn 
der betrachtete z-Wert negativ ist. Die entsprechende Wahrscheinlichkeit für dieses negative z 
ist dann nach obiger Formel 






Abb. 8: Linksseitige Wahrscheinlichkeit der Standardnormalverteilung 
 
Quelle: Eigene Darstellung 
 
 
Beispiele für linksseitige Wahrscheinlichkeiten: 
a) φ (0,5) = W( Z ≤ 0,5) = 0,6915 = 69,15% (vgl. Tabelle im Anhang) 
b) φ (2) = W( Z ≤ 2) = 0,9772 = 97,72% 
c) φ (-1) = W( Z ≤ -1) = 1 - φ (1) = 1 - 0,8413 = 0,1587 = 15,87%. 
 
Die dritte Spalte der Wertetabelle gibt zu den entsprechenden z-Werten die sogenannte zentra-
le Wahrscheinlichkeit D(z) an. Sie entspricht dem Flächeninhalt unter der Standardnormalvertei-
lungsfunktion zwischen den Werten –zi bis zi (vgl. Abb. 9). Zentrale Wahrscheinlichkeiten 









Abb. 9: Zentrale Wahrscheinlichkeit der Standardnormalverteilung 
 
Quelle: Eigene Darstellung 
  












Beispiele für zentrale Wahrscheinlichkeiten: 
a) D(0,5) = W(-0,5 ≤ Z ≤ 0,5) = 0,3829 = 38,29% (vgl. Tabelle im Anhang) 
b) D(1,0) = W(-1,0 ≤ Z ≤ 1,0) = 0,6827 = 68,27%. 
 
Als Anwendungsbeispiel soll die Qualitätskontrolle von Schokoladentafeln betrachtet werden. 
Angenommen ein Hersteller verspricht seinen Kunden, seine Schokoladentafeln hätten ein 
durchschnittliches Gewicht von 100gr. pro Tafel. Durch umfangreiche Stichproben hat der Her-
steller ermittelt, dass seine Tafeln tatsächlich ein mittleres Gewicht von μ=100gr. haben. Jedoch 
weichen einzelne Tafeln davon ab. Die ermittelte Standardabweichung beträgt σ=2,5gr. Anhand 
dieser Messwerte kann der Hersteller nun berechnen, wie groß die Wahrscheinlichkeit ist, dass 
ein Kunde zufälligerweise eine Schokoladentafel mit einem Gewicht unter x=95gr. kauft. 
1. Standardisieren der Variablen σ
μ-x = z : 
W(X ≤ 95) = W(Z ≤ [95-100]/2,5) = W( Z ≤ -2,0). 
 
2. Berechnen der linksseitigen Wahrscheinlichkeit für z=-2,0: 
φ (-2,0) = 1 - φ (2,0) = 1 - 0,9772 = 0,0228 ⇒ 2,28%. 
3. Antwort: Die Wahrscheinlichkeit, dass eine Tafel leichter als 95gr. ist, beträgt 2,28%. 
 
 
4.3 Berechnung des minimal erforderlichen Stichprobenumfangs 
Um die Dichtefunktion der Normalverteilung und die daraus resultierende Standardnormalvertei-
lungsfunktion darzustellen, wurde bislang ein feststehender Stichprobenumfang unterstellt. An-
hand des gewählten tolerierten Fehlers ε wurde ein Intervall festgelegt und berechnet, wie hoch 
der Prozentanteil der möglichen Ereignisse ist, die in den tolerierten Fehlerspielraum fallen. 
 
Unser Ziel besteht nun darin, dass nicht nur der tolerierte Fehler, sondern auch die Wahrschein-
lichkeit vorgegeben wird, mit der die empirische Untersuchung ein Ergebnis innerhalb des tole-
rierten Fehlerintervalls hervorbringt. Letzeres wird als Sicherheitswahrscheinlichkeit bezeichnet. 
Aus der Vorgabe des tolerierten Fehlers und der gewünschten Sicherheitswahrscheinlichkeit 
kann dann der minimal erforderlichen Stichprobenumfang errechnen werden. Dabei ist jedoch 
zu berücksichtigen, ob eine endliche oder unendliche Grundgesamtheit zugrunde liegt. 
 
Eine mögliche Aufgabenstellung könnte wie folgt lauten: Wie groß muss bei einer Haushalts-
befragung mit einer Grundgesamtheit von N = 5000 Haushalten der Stichprobenumfang n sein, 
damit das Ergebnis mit einer Sicherheitswahrscheinlichkeit von 95% um nicht mehr als 5 Pro-




Bei einer unendlichen Grundgesamtheit lässt sich der minimal erforderliche Stichprobenumfang 
nach der folgenden Formeln berechnen:5 
 




2 Q  P  zn ε
⋅⋅≥  (1) 
n = minimal erforderlicher Stichprobenumfang für eine unendliche Grundgesamtheit. 
z = aus der zentralen Wahrscheinlichkeit der Standardnormalverteilung berechneter Wert der 
gewählten Sicherheitswahrscheinlichkeit. 
  Wurde beispielsweise eine Sicherheitswahrscheinlichkeit von 95% vorgegeben, so muss 
derjenige z-Wert aus der Wertetabelle abgelesen werden, für den gilt: 
D(z) = 95 % ⇒ z = 1,96 (vgl. Tabelle im Anhang).6 
ε = gewählter tolerierter Fehler. 
P = tatsächlicher Mittelwert der Grundgesamtheit. 
  Oftmals entspricht dies dem prozentualen Anteilswert an der Grundgesamtheit. Soll bei-
spielsweise der Stimmenanteil der ABC-Partei bei der nächsten Wahl ermittelt werden, so 
entspricht P dem Anteil der Wähler, die für diese Partei stimmen. 
Beachte: P liegt zwischen 0% und 100%; dies entspricht 0 ≤ P ≤ 1. 
Q = 1-P. 
  Im Falle der Wahlprognose entspricht Q dem Anteil an der Wählerschaft, die nicht die 
ABC-Partei wählen. 
  Ebenfalls gilt 0 ≤ Q ≤ 1. 
 
Wie man der Formel (1) entnehmen kann, wird der minimale Stichprobenumfang n in starkem 
Maße vom Produkt P·Q bestimmt. Mit wachsendem Produktwert P·Q erhöht sich auch der 
Stichprobenumfang n. Der tatsächliche Mittelwert P (und damit auch Q) ist unbekannt und soll 
erst durch die Befragung ermittelt werden. Man schätzt daher P so, dass das Produkt P·Q den 
größtmöglichen Wert annimmt, um selbst für den ungünstigsten Fall einen hinreichend großen 
Stichprobenumfang n zu errechnen. 
 
Aus Abbildung 10 kann abgelesen werden, dass für P=0,5 das Produkt P·Q=0,25 maximal ist. 




                                                     
5 Eine exakte mathematische Herleitung der Formeln würde an dieser Stelle zu weit führen. Es sei daher 
auf Rinne (1995, S. 370 f.) verwiesen. 
6 Für manche Sicherheitswahrscheinlichkeiten ist in der Tabelle kein z-Wert direkt ablesbar, wie z.B. für 
eine Sicherheitswahrscheinlichkeit von 99%, mit D(z=2,57)=98,98% und D(z=2,58)=99,01%. In einem 
solchen Fall ist der arithmetische Mittelwert zu bilden. Für eine gewählte Sicherheitswahrscheinlichkeit von 
99% wäre also z=2,575 in obige Formel einzusetzen. 
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Abb. 10: Graphische Darstellung der Funktion P·Q mit Q = 1 - P und 0 ≤ P ≤ 1.  
P·Q ist maximal für P=Q=0,5. 
 




Es soll der minimal erforderliche Stichprobenumfang einer unendlichen Grundgesamtheit be-
rechnet werden. Der tolerierte Fehler ε und die Sicherheitswahrscheinlichkeit sind wie folgt 
gewählt worden: 
- tolerierter Fehler ε = 5%-Punkte ⇒ ε = 0,05 









  => n = 385 
 
Da als Stichprobenumfang nur ganze Zahlen in Frage kommen, wird stets auf die nächste 
























≥   (2) 
 
n = minimal erforderlicher Stichprobenumfang für eine endliche Grundgesamtheit. 
N = Anzahl der Elemente in der Grundgesamtheit. 
ε = gewählter tolerierter Fehler. 
z = aus der zentralen Wahrscheinlichkeit der Standardnormalverteilung berechneter Wert der 
gewählten Sicherheitswahrscheinlichkeit (vgl. Formel (1)). 
P = tatsächlicher Mittelwert der Grundgesamtheit bzw. prozentualer Anteilswert an der 
Grundgesamtheit (abzuschätzen wie nach Formel (1)). 
Q = 1-P. 
 
Beispiel: Minimal erforderlicher Stichprobenumfang für eine endliche Grundgesamtheiten mit 
N=4.548 Elementen (z.B. Haushalte in der Gemeinde XY) und den gewählten Vorgaben: 
- tolerierter Fehler ε = 5%-Punkte ⇒ ε = 0,05 


















  => n=579 
 
Der Stichprobenumfang muss mindestens n=579 betragen, damit das Stichprobenergebnis bei 
einer Grundgesamtheit von 4.548 Elementen (Haushalten) mit einer Sicherheitswahrscheinlich-




4.4 Einfluss der Parameter auf den Stichprobenumfang 
In der Literatur zu Methoden der empirischen Sozialforschung wird häufig lediglich die Formel 
für unendliche Grundgesamtheiten angegeben (vgl. Atteslander 1971, Hantschel/Tharun 1980). 
Die Berechnungsformel für endliche Grundgesamtheiten, die in der empirischen Sozial-
forschung die wesentlich bedeutsamere Rolle spielt, ist weitaus seltener anzutreffen (z.B. Holm 
1982, Rinne 1995). Dies ist vermutlich auf die wesentlich einfachere Handhabung der Formel 
für unendliche Grundgesamtheiten zurückzuführen. 
 
Wird diese Formel auch bei einer endlichen Grundgesamtheit zur Berechnung des Stichproben-
umfangs herangezogen, so bleiben die Aussagen bezüglich der Ergebnisgüte (maximal 
tolerierter Fehler, Sicherheitswahrscheinlichkeit) erhalten, denn der errechnete Stichproben-
umfang für eine unendliche Grundgesamtheit ist stets größer als der Stichprobenumfang für 
eine endliche Grundgesamtheit. Das Ziel der Minimierung des Erhebungsaufwands wird in 
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diesem Fall jedoch verfehlt. Tabelle 3 zeigt, dass für endliche und unendliche Grundge-
samtheiten jeweils die entsprechende Formel Anwendung finden sollte, da sonst der Stichpro-
benumfang und damit der Aufwand um ein Vielfaches variieren kann. 
 
 
Tab. 3: Stichprobenumfänge für endliche und unendliche Grundgesamtheiten bei 













S = 95% 
ε = 0,05 337 365 385 
S = 99% 
ε = 0,05 533 606 664 
S = 95 % 
ε = 0,01 2108 4038 9604 
Quelle: Eigene Berechnungen 
 
 
Nachfolgend soll untersucht werden, welchen Einfluss die drei Parameter Grundgesamtheit (N), 
tolerierter Fehler (ε) und Sicherheitswahrscheinlichkeit auf den minimal erforderlichen Stich-
probenumfang ausüben. Beginnen wir mit der Frage, wie sich die Größe der Grundgesamtheit 
auf den minimal erforderlichen Stichprobenumfang auswirkt. In Abbildung 11 ist der minimal 
erforderliche Stichprobenumfang als Funktion in Abhängigkeit von der Größe der Grund-
gesamtheit N dargestellt. Ceteris paribus bleiben die Sicherheitswahrscheinlich S = 99% (=> z = 
2,575) und der tolerierte Fehler ε=0,05 konstant. 
 
Man erkennt, dass der minimal erforderliche Stichprobenumfang nicht proportional zur Größe 
der Grundgesamtheit zunimmt, sondern mit zunehmender Größe der Grundgesamtheit immer 
langsamer ansteigt. Dadurch kann erklärt werden, weshalb bei einer relativ großen Grundge-
samtheit (z.B. bei einer Prognose für eine Bundestagswahl mit über 60 Mio. Wahlberechtigten) 
ein relativ kleiner Anteil der Grundgesamtheit für eine repräsentative Stichprobe ausreicht, 
während bei einer vergleichsweise kleinen Grundgesamtheit (z.B. eine Haushaltsbefragung in 
einem Dorf) der relative Anteil wesentlich größer sein muss. Dies bestätigt die Aussage, dass 
die Repräsentativität nicht durch den relativen Anteil der Stichprobe an der Grundgesamtheit 
erzeugt wird, sondern die absolute Größe der Stichprobe entscheidend ist. 
 
Entsprechend kann der Einfluss des tolerierten Fehlers ε auf die Größe des minimal erforder-
lichen Stichprobenumfangs analysiert werden, um die Festlegung auf den tolerierten Fehler ε zu 
erleichtern bzw. besser zwischen der gewünschten Ergebnisgenauigkeit und dem dazu erfor-
derlichen Erhebungsaufwand abzuwägen. Dazu sei nun ceteris paribus die Grundgesamtheit 
auf N = 2700 und die Sicherheitswahrscheinlichkeit auf S=99% konstant festgelegt. Abbildung 
12 gibt zu erkennen, dass die minimal erforderlichen Stichprobenumfänge n mit abnehmenden 
Fehlertoleranzen, etwa ab einem tolerierten Fehler von ε=0,05, rasch zunehmen. 
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Abb. 11: Minimal erforderlicher Stichprobenumfang n in Abhängigkeit von der Grund-
gesamtheit N bei konstant gewählter Sicherheitswahrscheinlichkeit von 99%  
(z = 2,575) und einem tolerierten Fehler ε = 0,05 
 
Quelle: Eigene Darstellung 
 
 
Abb. 12: Minimal erforderlicher Stichprobenumfang n in Abhängigkeit vom tolerierten 
Fehler ε bei konstant gewählter Grundgesamtheit N = 2700 mit einer Sicher-
heitswahrscheinlichkeit von 99% (z = 2,575) 
 

























Eine entsprechende Darstellung ist auch für die Sicherheitswahrscheinlichkeit möglich. Dabei 
ist jedoch zu beachten, dass sich die Sicherheitswahrscheinlichkeit nicht gleichmäßig 
proportional zu den entsprechenden z-Werten verhält. Entsprechend ist bei konstant gehaltener 
Grundgesamtheit N=2700 und konstantem tolerierten Fehler ε=0,05 der minimal erforderlichen 
Stichprobenumfangs n nicht in direkter Abhängigkeit von der Sicherheitswahrscheinlichkeit 
dargestellt, sondern in Abhängigkeit vom standardisierten Wert z (vgl. Abb. 13). 
 
 
Abb. 13: Minimal erforderlicher Stichprobenumfang n in Abhängigkeit von der Sicher-
heitswahrscheinlichkeit bei konstanter Grundgesamtheit N = 2700 und einem 
konstanten tolerierten Fehler ε = 0,05. 
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Wann ist eine Stichprobe repräsentativ? Wie viele Personen müssen befragt, wie viele Messwerte erhoben 
werden, um repräsentative Ergebnisse zu erzielen? Anhand welcher Verfahren kann die Auswahl der 
Stichprobenelemente vorgenommen werden? Welche Vor- und Nachteile sind mit dem jeweiligen Stich-
probenauswahlverfahren verbunden?  
Der vorliegende Beitrag widmet sich der Beantwortung dieser forschungspraktischen Fragen. Der minimal 
erforderliche Stichprobenumfang hängt von der anvisierten Fehlergenauigkeit (tolerierter Fehler ε), der 
gewählten Sicherheitswahrscheinlichkeit sowie der Größe der Grundgesamtheit ab. Es wird analysiert, wie 
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