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Kivonat: A mondatok szintaktikai elemzése alapvet részét képezi további 
természetesnyelvi feladatoknak. Ezért fontos feladat, hogy a magyar nyelvre 
készült szintaktikai elemzk részére is kidolgozzunk egy olyan hátteret, ame-
lyet az angol nyelv esetén a Penn Treebank biztosít. A dolgozat beszámol a 
Szeged Treebank adattárára épül adatbázis kialakításáról, amely magyar nyel-
v szintaktikai elemzkhöz készült modellépítés és az egységes összehasonlít-
hatóság érdekében. Ezen az adatbázison alkalmaztunk néhány rendelkezésre ál-
ló módszert, hogy összehasonlítási alapot teremtsünk a késbbi megközelíté-
sekhez, valamint az egyik módszert a Penn Treebank angol szövegeire is al-
kalmaztuk, hogy képet kapjunk szintaxiselemzési szempontból a két nyelv ösz-
szetettségérl. 
Kulcsszavak: teljes szintaxis, gépi tanulás, szabály alapú módszerek 
1   Bevezetés 
Egy mondat teljes szintaxisának felismerése olyan folyamat, amely során meg kell 
határozni, hogy milyen egymás után következ szavak csoportosíthatók egybe, mint 
például fnévi, melléknévi, igei szerkezetek. Ezek a szócsoportok egymásba ágyazot-
tak, fastruktúrát alkotnak. Egy mondat teljes szintaxisa olyan összefügg fa, melynek 
levelei a mondat szavai, illetve írásjelei. A mondat szintaxisának feltárása számos 
természetesnyelvi feladathoz szolgáltathat alapveten fontos információkat. Ilyen 
terület a feltárt mondatszintaxis felhasználására például az adatbányászat, informá-
ciókinyerés, gépi fordítás. Ezért fontos kifejleszteni egy tetszleges magyar szövegen 
jó hatásfokkal mköd automatikus szintaktikai elemzt. 
Az angol nyelv szintaktikai elemzésének meglehetsen nagy szakirodalma van, 
mivel lényegesen korábban kialakítottak szintaktikailag annotált szöveges adatbázi-
sokat. Ilyen például a Penn Treebank (Marcus et al., 1993), amelyen a tudományos 
cikkekben mérni szokták az elemzési módszerek pontosságát. Magyar nyelvre a Sze-
ged Treebank (Csendes et al., 2005) munkálatai nemrég fejezdtek be, ami után meg-
nyílt a lehetség gépi tanulási technikákon alapuló magyar szintaktikai elemzk kifej-
lesztésére és tesztelésére. 
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A korábbi években már készültek magyar nyelvre szintaktikai elemzk és most, 
hogy lehetség adódott rá, fontos feladat ezek megbízhatóságának a feltérképezése és 
összehasonlítása egymással, továbbá más, a szakirodalomban leírt módszerekkel. 
Azonban két módszer összehasonlítása csak teljesen azonos feltételek mellett, azonos 
szövegekre alkalmazva ad pontos képet a módszerek hatékonyságáról. Ezért dolgoza-
tunkban beszámolunk arról, hogyan próbáljuk megteremteni az egységes összehason-
líthatóság feltételeit egy Szeged Treebank adattárára épül adatbázis kialakításával. 
Ezen az adatbázison alkalmaztunk néhány rendelkezésre álló módszert, hogy megle-
gyen a kiinduló összehasonlítási alap a jövben készül hatékonyabb magyar szintak-
tikai elemzk számára. Az is érdekes kérdés, hogy az angol és a magyar nyelv szin-
taktikai elemzése mennyire összetett feladat, mik a különbségek, és mik a hasonlósá-
gok. Ezért egy magyarra kifejlesztett elemzt kipróbáltunk a Penn Treebank adataiból 
vett angol szövegeken is. 
A dolgozat a következ módon épül fel: a 2. rész általánosan mutatja be a mondat-
szintaxis kutatását angol és magyar nyelvre, a 3. részben a magyar nyelv szintaktikai 
elemzk egységes összehasonlításához készült adatbázisról lesz szó, a 4. rész a Sze-
ged Treebank magyar szövegeinek adatbázisán elért eredményeket írja le, valamint az 
a Penn Treebank angol szövegin végzett próbát, és végül a 5. rész összefoglalja az 
elért eredményeket. 
2   A mondatszintaxis felismerése 
A mondatszintaxis felismerésének célja, hogy egy mondat különféle szócsoportokból 
álló elemzési fája automatikus módszerrel, minél pontosabban elálljon. A mondatok 
szintaxisának felismerése, valamint az eredmények mérése és az alkalmazott módsze-
rek összehasonlítása számos problémát vet fel. A feladat nehézsége és az alkalmazott 
módszerek megvalósítása nagyban függ attól, hogy milyen nyelvrl van szó. 
2.1   A magyar nyelv szintaktikai elemzésének nehézségei8
A magyar nyelv számos olyan nyelvi sajátossággal rendelkezik, ami megnehezíti a 
szintaxisfelismerést az indoeurópai nyelvekhez (pl. angolhoz) képest. Az egyik jelen-
ts különbség a viszonylag szabad szórend (1. ábra), azaz egy mondat szintaktikai 
egységei többféleképpen átrendezhetk úgy, hogy a kapott mondatok nyelvtanilag 
szintén szabályosak lesznek. Azonban az így kapott mondatok jelentései módosulhat-
nak a kiinduló mondatéhoz képest. A mondatrészi szerepet a magyar nyelv ragozással 
és névutók alkalmazásával oldja meg. Ebbl adódik a másik probléma, a nagyfokú 
morfológiai változatosság. Az említett sajátosságok összességében jelentsen megnö-
velik a lehetséges minták, nyelvi sémák számát, melyek rontják a statisztikai alapú 
gépi tanulás hatékonyságát. 
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Paul gives a talk in Rome. 
− (nincs más lehetséges szórend) 
 
Ági minden rokonát vendégül látta tegnapeltt. 
Minden rokonát vendégül látta Ági tegnapeltt. 
1. ábra: A magyarban a viszonylag szabad szórend miatt egy adott VP sokféle el-
rendezésben elfordulhat, st nem is mindig alkot összefügg szerkezetet. 
2.2   A szintaktikai elemzk pontosságának mérése8
Az eredményeket az összehasonlíthatóság érdekében közös mérszámokkal kell jel-
lemezni. Az elemzett mondatokhoz rendelkezésre kell állnia egy nyelvész szakért 
által készített kézi elemzésnek, ami etalonként szolgál. Minél jobban hasonlít az au-
tomatikusan elállított elemzési fa az etalonhoz, annál precízebb eredményrl beszél-
hetünk. Fák hasonlóságának a vizsgálata úgy történik, hogy az összehasonlító algo-
ritmus kigyjti az összes elforduló szócsoportot (2. ábra) mindkét fából és ezeket 
veti össze a következ, az irodalomban gyakran alkalmazott képletek szerint: 
− Pontosság: a helyesen felismert szócsoportok száma / az összes felismert 
szócsoportok száma. 
− Fedés: a helyesen felismert szócsoportok száma / az etalonban ténylegesen 
szerepl szócsoportok száma. 











1:    Mihály  
</NP> 
2:   arca  
</NP> 
<ADVP> 
3:   azonnal  
</ADVP> 
<V0> 
4:   megváltozott 
</V0> 
5:  . 
</CP> 
A szintaxisfából képzett szócsoport lista: 
NP(1-1), NP(1-2), ADVP(3-3), V0(4-4), CP(1-5) 
2. ábra: Példa arra, hogyan lehet egy egyszer szintaxisfából szócsoportlistát ké-
pezni. A listaelemek egyértelmen azonosítják a szócsoportokat, ezért lehet a szócso-
portlistákat fák hasonlóságának vizsgálatához felhasználni. 
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2.3   Az angol nyelv szintaktikai elemzésének szakirodalma8
Az angol nyelvre számos eredmény létezik a mondatszintaxis felismerésének témakö-
rében. A Penn Treebank (Marcus et al., 1993) annotált szövegeiben elkülönítettek 
egy részt, amely a megjelenése óta összehasonlítási alapot képez a témához kapcso-
lódó publikációk eredményeihez. Ezután többféle módszert alkalmaztak, hogy még 
jobb eredményt érjenek el, ezekbl néhányat az 1. táblázat foglal össze. 
Az els publikációban (Abney, 1991) nyelvtani kódok alapján osztályozta a szava-
kat, hogy azok kezd, vég- vagy bels elemei-e egy adott típusú frázisnak. (Ramshaw 
és Marcus, 1995) transzformáción alapuló tanulást valósított meg. (Argamon, 1998) 
egyszerre végezte fnévi és igei szerkezetek felismerését. (Tjong Kim Sang és 
Veenstra, 1999) bevezette a több fokozatban (kaszkád) alkalmazott felismerést. A 
legújabb módszerek úgy érnek el javulást az eredményekben, hogy több módszert  
összekombinálva, szavazással hozzák meg a döntéseket, (Tjong Kim Sang, 2000) öt 
különféle módszert kombinált össze. 
 
Hivatkozás Fβ=1 Teszt adatbázis Módszer 
Abney, 1991 - - Chunking 
Ramshaw el al., 1995 92.0 Penn Treebank Transzformációs tanulás 
Argamon, 1998 91.6 Penn Treebank NP- és VP-szerkezetek 
Tjong K. S. et al., 1999 92.37 Penn Treebank Többszint nyelvtan 
Tjong K. S., 2000 93.26 Penn Treebank Több módszer kombinációja 
 
1. táblázat: Néhány fontosabb angol nyelvre elért eredmény, 1993 óta az összeha-
sonlíthatóság érdekében a Penn Treebank adatain történik a tesztelés. 
2.4   A magyar nyelv szintaktikai elemzésének szakirodalma8
A magyar nyelvre ez idáig lényegesen kevesebb szintaxiselemz készült. Az elz-
ekben vázolt nehézségek miatt szinte lehetetlen olyan nyelvész szakértk által kézzel 
készített szabályrendszert megalkotni, ami megfelel hatékonyságú, és minden lehet-
séges esetre kiterjed. A másik probléma, hogy idáig nem volt elegend mennyiség 
annotált magyar szöveget tartalmazó korpusz, ami a gépi módszerek alkalmazását 
lehetvé tette volna. 
A MorphoLogic Kft. által kifejlesztett HumorESK mondatelemz (Kis, 2003) 1995 
óta folyamatosan fejldik. Ez id alatt különféle nyelvészeti területeken alkalmazták. 
F jellemzje, hogy a szimbólumokhoz jegyszerkezeteket (feature structure) kapcsol, 
és elemzési erdt épít az egyes jegyek örököltetésével. Az elemzben használt nyelv-
tan nyelvész szakértk közremködésével állt el. A Nyelvtudományi Intézet beszá-
mol egy készül szintaktikai elemzrl (Váradi, 2003), ami fnévi szerkezeteket 
ismer fel reguláris kifejezésekkel leírt, többfokozatú (kaszkád) szakérti szabályrend-
szer alkalmazásával. A Szegedi Egyetemen a nyelvtan elállítása gépi tanulási mód-
szerekkel történt. A fnévi szerkezetek (Hócza, 2004), valamint a teljes szintaxis 
(Hócza, 2005) felismerésére készült módszerek modelljének forrását a Szeged 
Treebank annotált szövegei adták. Az eredmények összefoglalása a 2. táblázatban 
található: 




Hivatkozás Fβ=1 Teszt adatbázis Módszer 
HumorESK (Kis, 2003) - - Szakérti szabályok 
Váradi, 2003 58.78 100 annotált mondat Szakérti szabályok 
Hócza, 2004 83.11 Üzleti hírek NP-tanulás 
Hócza, 2005 78.59 Szeged Treebank Rövid faminták tanulása 
 
2. táblázat: A magyar nyelvre elért eddigi eredmények 
3   Szintaktikai elemzk összehasonlítása  
Két módszer hiteles összehasonlítása megkívánja, hogy ugyanazokon az adatokon 
alkalmazzuk ket. A magyar nyelvre eddig még nem volt kialakítva olyan nyilvános 
adatbázis, mint az angol esetén a Penn Treebank. Cikkünk f célja beszámolni arról, 
hogy hogyan próbáljuk megteremteni a hiteles összehasonlíthatóság lehetségét a 
magyar szintaktikai elemzkre. Ennek érdekében a következ módszert dolgoztuk ki:  
− Kifejlesztettünk magyar nyelvre egy teljes szintaktikai elemzt (Hócza, 
2005), és alkalmaztuk a Szeged Treebank adatain.  
− A Szeged Treebank adataiból kialakítottunk egy mintaadatbázist, amely a 
jövben lehetséget teremt minden érdekelt számára, hogy a treebank ada-
tait felhasználva kipróbálja a szintaktikai elemzjét, és összevesse annak 
hatékonyságát a magyar nyelvre alkalmazott más módszerekével. 
− Néhány további módszert is kipróbáltunk a mintaadatbázison (3. táblázat).  
− A rendelkezésre álló módszereket alkalmaztuk a Penn Treebank adatain is a 
hatékonyság lemérésére, valamint, hogy összehasonlítsuk az angol és a 
magyar nyelv összetettségét a szintaxis elemzés feladatának szempontjából. 
3.1   A Szeged Treebank szövegeibl kialakított adatbázis8
Példák véletlenszer kiválasztása még nem garantálja azt, hogy egy módszer tesztelé-
sénél ne kapjunk torz eredményeket. Például ha véletlenül egymáshoz nagyon hason-
ló példák kerülnek a tesztadatokba, a kapott végeredmény pontossága több százalék-
kal is eltérhet egy másik felosztással kapott értéktl. A nemzetközi szakirodalomban 
az eredmények közlésénél ennek a problémának az elkerülésére alkalmazzák a 
tenfold cross-validation módszert, melynek lépései a következk: 
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1. A példákat véletlenszeren szétosztjuk 10 egyforma méret csoportba. 
2. Elállítjuk a tréningállományokat úgy, hogy mindegyik 9 különböz 
csoportból adódjon össze (mindig 1 kimarad). A különböz lehetségek 
száma 10. 
3. A tréningállományokhoz hozzárendeljük azok tesztpárját; ez az a cso-
port lesz, ami kimaradt a tréningbl. 
4. Lefuttatjuk a tanulást a 10 tréningcsoportra, majd elvégezzük a teszte-
lést a tréningállomány megfelel teszt párján. 
5. A teszteredményeket összesítjük és átlagoljuk; ez az átlag lesz a példá-
kon végzett tanulás végs eredménye. 
A Szeged Treebank adataiból ezt a 10 részre történ felosztást végeztük el ajánlás-
ként a jövben kipróbálandó módszerek egységes felkészítéséhez és összehasonlítá-
sához. 
4   Eredmények 
Ebben a részben arról számolunk be, hogy a számunkra rendelkezésre álló módsze-
rekkel milyen eredményeket értünk el magyar és angol szövegeken. 
4.1   Néhány módszer alkalmazása a magyar nyelv adatbázison8
A Szeged Treebank mintaadatbázisán 4 módszert alkalmaztunk a teljes szintaxis 
felismerésére. Az els, alapnak (baseline) tekinthet módszer a treebank adataiból 
kigyjtött környezetfüggetlen valószínségi nyelvtant (PCFG) használ, amely chart 
parsing segítségével építi fel a teljes szintaxisfát. A második módszer esetén a chart 
parser nyelvtanát kb. 22 ezer szabály képezte, amelyet nyelvész szakértk állítottak 
el. A harmadik egy memória alapú módszer volt, amely a treebank adataiból kigyj-
tött teljes mondatok szintaxisfáját illesztette a nyelvtani kódok figyelembevételével. 
A negyedik módszerben a chart parser gépi tanulással elállított famintákat alkalma-
zott. 
 
Módszer Fβ=1 Teszt adatbázis Megjegyzés 
Baseline 56.01 Szeged Treebank PCFG, chart parsing 
Szakérti szabályok 55.58 Szeged Treebank ~22k szabály, chart parsing 
Mondat memória 7.04 Szeged Treebank Hasonló mondat keresése 
Faminták 75.47 Szeged Treebank Részfák illesztése, chart p. 
 
3. táblázat: A magyar nyelv teljes szintaxiselemzésében a különféle módszerekkel 
elért eredmények a Szeged Treebank mintaadatbázisán modellt építve és tesztelve. 
 
Szeged, 2005. december 8-9.  283 
 
4.2   A famintákon alapuló módszer alkalmazása angol nyelvre8
A magyar nyelvre alkalmazott módszerek közül a faminták tanulásán alapuló mód-
szer érte el a legjobb eredményt, ezért ezt a módszert választottuk arra, hogy az angol 
nyelvre is kipróbáljuk. Így összehasonlítási alapunk lehet a szakirodalomban jó ered-
ményeket elért további módszerekkel. A körülbelül 20 millió szót tartalmazó Penn 
Treebank szintaktikailag annotált szövegei szekciókra tagolódnak. Ebbl a nagy 
adatbázisból elkülönítettek egy kisebb, körülbelül 1 millió szót tartalmazó részt, a 2-
24-es szekciókat, melyen az összehasonlítani kívánt módszerek egységesen építhet-
nek modellt, és a pontosság mérése is egységes adatokon történik. Az általunk alkal-
mazott módszer esetén is ezeknek a feltételeknek megfelelen jártunk el. 
A famintákon alapuló módszer alkalmazása során kipróbáltuk azt a speciális esetet 
is, amikor a faminták egymélység fák. Ez az eset lényegében a környezetfüggetlen 
valószínségi nyelvtant (PCFG-t) alkalmazó módszer, amit a magyar nyelv elemzése 
során is alapnak tekintettünk. Ezen a modellen az elemz 81.31%-os pontosságot ért 
el. A többmélység famintákat alkalmazó elemzvel 85.73% volt az eredmény, ami 
4,42%-os javulást jelent az alapmódszerhez képest. Az így elért pontosság megköze-
líti az angol nyelvre publikált eredményeket.  
5   Összefoglalás és fejlesztési lehetségek 
A dolgozatban bemutatásra került egy a Szeged Treebank adattárára épül adatbázis 
kialakítása. Ez a magyar nyelv szintaktikai elemzkhöz készül, hogy az adatbázis 
segítségével elállított elemzket egységesen össze lehessen hasonlítani. Ezen az 
adatbázison kipróbáltunk néhány rendelkezésre álló módszert, melyek eredményei 
összehasonlítási alapot adhatnak a jövben ezen az adatbázison alkalmazandó további 
algoritmusokhoz. A famintákon alapuló módszert – amely a legjobb eredményt érte 
el a magyar szövegeken – alkalmaztuk a Penn Treebank angol szövegeire is, és így 
képet kaptunk a két nyelv összetettségérl szintaxiselemzési szempontból. 
A közeljövben szeretnénk alkalmazni olyan szintaktikai elemzket magyar nyelv-
re, amelyek jó eredményeket értek el angol szövegeken. 
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