Frequency-transformed EEG resting data has been widely used to describe normal and abnormal brain functional states as function of the spectral power in different frequency bands. This has yielded a series of clinically relevant findings. However, by transforming the EEG into the frequency domain, the initially excellent time resolution of time-domain EEG is lost. The topographic time-frequency decomposition is a novel computerized EEG analysis method that combines previously available techniques from time-domain spatial EEG analysis and time-frequency decomposition of single-channel time series. It yields a new, physiologically and statistically plausible topographic time-frequency representation of human multichannel EEG. The original EEG is accounted by the coefficients of a large set of user defined EEG like timeseries, which are optimized for maximal spatial smoothness and minimal norm. These coefficients are then reduced to a small number of model scalp field configurations, which vary in intensity as a function of time and frequency. The result is thus a small number of EEG field configurations, each with a corresponding time-frequency (Wigner) plot. The method has several advantages: It does not assume that the data is composed of orthogonal elements, it does not assume stationarity, it produces topographical maps and it allows to include user-defined, specific EEG elements, such as spike and wave patterns. After a formal introduction of the method, several examples are given, which include artificial data and multichannel EEG during different physiological and pathological conditions.
INTRODUCTION
Differences in scalp electric and magnetic potentials result directly from the coherent firing of large neuronal populations. EEG and MEG data therefore are still the only non-invasive methods that provide data about brain functioning at a time resolution compatible with human information processing. Furthermore, EEG and MEG data allow the study and comparison of brain functioning at rest. Therefore, there is no need to introduce a task and predefined hypotheses about the nature of the expected changes are not necessary. Indeed, the literature on quantitative resting EEG contains many important and clinically relevant findings (e.g., John et al., 1977 John et al., , 1994 Valdes et al., 1992 ; see Dumermuth and Molinari, 1987, for a review) .
But the analysis of spontaneous EEG and MEG data has also disadvantages: Apart from the nontrivial problem of localizing intracerebral brain activity from scalp surface recordings (the so-called inverse problem, which is not the issue of the present article), spontaneous EEG data does not provide any absolute, external time markers, so that a statistical description of shortlasting EEG events is difficult. Thus, due to the lack of more adequate analysis strategies rather than to a physiological rationale, the major part of the EEG literature implicitly assumed that spontaneous EEG is stationary and used "timeless" methods such as the FFT. This has elucidated the functional significance of different EEG frequency bands, but the initially high time resolution of the data was lost.
In order to overcome this shortcoming and describe nonstationary events in the EEG, it is thus necessary to identify internal time markers. This is a problem of pattern recognition that can be addressed by analyzing and comparing spatial configurations of the momentary brain electric field. Following this idea, it has been shown that the EEG consists of subsecond epochs with stable spatial configuration (microstates) lasting about 100 ms and separated by rapid topographical changes (Lehmann et al., 1987) . As the observed microstate configurations seem to concentrate in a limited number of configurations and can be efficiently classified (Wackermann et al., 1993; Pascual et al., 1995) , a quantitative description of EEG data in terms of microstate duration and configuration (eventually by microstate class) became feasible.
In normals, this quantification of EEG by microstates has been successfully correlated to changes in function brain state, e.g., during different modes of thinking (Lehmann et al., 1998) and at different levels of arousal (Cantero et al., 1999) . Abnormal conditions such as dementia Dierks et al., 1997) or schizophrenia (Koenig et al., 1999) were related with abnormal microstate parameters.
As the microstate methodology is based on momentary brain electric field configurations, it cannot provide information about frequency, so the relation between microstates and frequency domain results remains unclear. However, recently developed mathematical methods allow the decomposition of time series into the time-frequency domain. These methods represent a time series by an overcomplete ensemble (dictionary) of previously selected waveforms (usually called atoms) localized in time and frequency. The method that has been mostly used in EEG is the continuous wavelet transformation (e.g., Bartnik et al., 1992; Akay et al., 1995; Senhadji et al., 1995) . A problem that arises with these dictionaries is that they are overcomplete, that is to say that there are more atoms in the dictionary than data points. Thus a unique solution does not exist and, in fact, a sort of inverse problem must be solved. Thus some selection methodology should be applied to obtain a unique decomposition. One of the methodologies that have been proposed in this context and that has been used for EEG analysis is matching pursuit (Durka and Blinowska, 1995; Zygierewicz et al., 1999) , which stepwise selects those waveforms of the dictionary that optimally fit the data.
Still, to date, the available literature on time-frequency decomposition of the EEG has two major shortcomings, which limit the interpretability of the results: First, they do not extend the decomposition of the data to the space domain, but present separate time-frequency decompositions of single EEG channels. This prevents the adequate identification of multichannel events with a defined topography, and excludes a further topographic analysis, e.g., by source localization methods. Second, the dictionaries that have been used in many studies have been constructed using mathematical objects that do not necessarily match well with the specific needs of EEG analysis. This is namely the case for wavelet dictionaries, which have a wavelet scale axis instead of a frequency axis.
The aim of the current paper is to implement a time-frequency decomposition of multichannel EEG which is mathematically unique as well as physiologically plausible, which takes into account and produces topographic information and which is based on a dictionary that is suited for the analysis and interpretation of EEG. This implied the following steps: (a) the construction of an overcomplete dictionary of waveshapes suited for EEG analysis, which allows a straightforward interpretation in terms of frequency, (b) the choice of the appropriate selection methodology for decomposing multichannel data, (c) the reduction of the multichannel time-frequency decomposition coefficients to a linear combination of a few significant topographies, and (d) the visualization of the results.
The following part of the paper delineates how each of these steps was implemented and presents results obtained by applying the methodology to artificial and real EEG data recorded during normal and pathological conditions. Technical details are referred to in the appendix.
METHODS

Construction of the Dictionary
As the methodology will not be based on an orthogonal dictionary, the choice of the waveshapes included in the dictionary is theoretically arbitrary. It is thus preferably based on the normal appearance of the EEG. The normal EEG is usually dominated by rhythmic activity with limited variability in frequency, but considerable variability in amplitude. This can be well accounted for by amplitude modulated sinusoidal waveshapes (spindles) of different duration and frequency. Obviously, care has to be taken that any waveforms of practical interest may be expressed as a linear combination of elements of the defined dictionary.
For the subsequent examples, gaussian amplitude modulated cosines (Gabor functions) were used to construct the dictionary: the frequency of the cosine ranged over the entire bandwidth of the data in steps of 1 Hz, the time of maximum amplitude between adjacent atoms with the same central frequency differed by 1/(4) s, and the duration of the atoms varied between 1 and 5 cycles of the central frequency . The dictionary matrix was shown to be complete by verifying that it had full row rank.
Multichannel Time Frequency Decomposition
In order to obtain a unique decomposition of multichannel EEG measurements using an overcomplete dictionary, objectives have to be introduced. The first objective that is proposed is similar to what is used in the method of frames (Daubechies, 1988) , namely that the resulting topographies have minimal energy. From a statistical point of view, this guarantees that the total energy of the solution would be underestimated rather than overestimated.
The second objective will be that the reconstructed topographies will be spatially as smooth as possible. This objective can be justified by the basic properties of the electric leadfield, which acts as smoothing operator and implies that measurements at neighboring electrodes should have similar values (Pascual et al., 1988; Jimenez et al., 1995) . Furthermore, the smoothness argument fits well into the framework of functional data analysis (Ramsay and Silverman, 1997) . Thus, the proposed time-frequency decomposition of multichannel EEG represents the original EEG data by that combination of the given atoms, which has a min-imal total energy and the spatially smoothest topographies. More mathematically, one wants to identify a coefficient matrix C, which has a minimal L2 Frobenius norm and maximal spatial smoothness, under the requirement that the product of the dictionary D by the coefficients C approximates the matrix X of multichannel EEG measurements as well as possible. The mathematical solution of this problem is given in Appendix A.
Spatial Decomposition
The matrix of coefficients C obtained by solving the above problem represents the topographical distribution of each of the atoms of the dictionary D over the scalp. These topographies are separated either by time, by frequency, or by a phase lag. Similar to microstate analysis, the dimension of the coefficient matrix C can be drastically reduced by applying a modified version of the k-mean clustering algorithm (Pascual et al., 1995) , which identifies a small set of optimized model topographies G and a corresponding set of intensities A, such that each topography of the matrix C is represented by exactly one model configuration with nonzero intensity, while the intensity of all other model configurations are zero. The formal mathematical definition of the method is given in the Appendix B, for a discussion of the optimal number of model configurations, we refer to Pascual et al. (1995) .
Construction of Time Frequency Planes
Depending on the dictionary D, the intensities A are localized in time and frequency. In order to visualize the results, these intensities can thus be used to construct a time-frequency plane for each model configuration. Assume the matrix D is composed of several sub-matrices D j( f ) ʦ R pϫnj each of which corresponds to that part of the dictionary D, which is centered at frequency bin j( f ). j( f ) is a vector of frequency bins of the desired frequency axis, and n f is the size of the vector of j ( f ) . The matrices D j( f ) can be inferred while constructing the dictionary.
In mathematical term, we have, D Ն ¥ jϭ1 nf D j , with all elements of D j centered within the j-th frequency bin f j and obtain the intensity U of the k landscapes as function of time and frequency in the following way:
Thus, U is a matrix with the dimension k (number of clusters) by p (time) by n f (number of frequency bins), which can be visualized by k intensity-coded time-frequency planes.
EXAMPLES
The first example (Fig. 1) is an artificial single channel signal composed of three superimposed amplitude modulated sine waves at 5, 10, and 15 Hz. The figure shows that the method successfully decomposed the signal into its original components. It also shows that the result is not perfectly localized and that namely in the higher frequencies, some blurring in frequency occurs. This is due to the Heisenberg-Gabor inequality, which asserts that a signal cannot be localized arbitrarily well in time and frequency together. However, the maximal amplitudes in the results are at the frequencies of the original sine waves.
The second example (Fig. 2) is a 2.048-s epoch of a baseline-resting 19-channel EEG of a healthy adult subject with eyes closed. The EEG shows a predominant alpha activity, which is well represented in the time-frequency planes, where several trains of activity appear in that frequency range. Some of these events seem to be overlapping. However, a close examination of the result showed that they are well separated in phase. There is some additional beta activity, which seems to be confined to one class of configurations. Figure 3 shows a stage 3 sleep 17-channel EEG recording. The EEG shows predominant slow wave activity with overlapping spindling activity between 10 and 15 Hz. The time-frequency planes yield additional information: This activity seems to be composed by different topographies that occur at different moments in time. Two of these topographies display both slow and fast activity, while one only shows slow waves. Furthermore, for the topographies with spindling activity, this spindling co-occurred with the slow waves, suggesting a common process generating both slow waves and fast spindles.
The last example (Fig. 4) shows the beginning of a partial temporal lobe seizure in an 11-year-old patient. After the initial baseline EEG, the typical three per second spike and wave patterns appear. The timefrequency planes correctly displays the slow waves at 3 Hz, the spikes appear as shortlasting vertical lines poorly localized in frequency. The seizure activity appears to be composed of several processes evolving in time. A first process seems to produce the initial slow waves and some of the first spikes that appear, but ceases within 3 s. A second process initially alternates with the first one, later it mainly accounts for the spikes. A third process appears only about 2 s after seizure onset and is predominantly localized at 3 Hz, but also contributes to some of the spiking. The result suggests that the seizure evolves over time and that several different brain structures are involved.
DISCUSSION
The paper introduces a novel method for decomposing spontaneous EEG fields in the time-frequency space domain. From an overcomplete, user defined dictionary of waveshapes, the method identifies the contribution of each of these waveforms such that the total energy of the solution is minimized while spatially smooth topographies are obtained. By cluster analysis, these topographies are then reduced to a few classes of topographies, which assumingly correspond to different types of brain activity. These different types of brain activity may be separated either by time, by frequency or by phase. The result is a small number of time-frequency planes (Wigner plots) displaying the time and frequency at which each type of brain process occurred, together with an equal number of topographies corresponding to these processes. These topographic distributions can directly be analyzed further, e.g., by source localization methods.
Mathematically, the use of an overcomplete dictionary combined with additional objectives avoids the necessity that the elements of the dictionary be orthogonal to obtain a unique solution. Thus the dictionary can be tailored to attain the goals of the analysis. It is therefore also possible to introduce specific waveshapes into the dictionary that are designed to identify particular events with a well-defined signature in time (e.g., spike and wave patterns to identify epileptic seizures). The result would then include an additional time-event type plane. Future work will compare the results of this paper with those obtained by using other dictionaries. The examples provided in the results section show that the analyzed EEGs appear to be composed of short, transitory, oscillatory events at various frequencies and with defined topographies. This observation is incompatible with second order stationarity that is implicitly assumed when using the FFT. Shortlasting   FIG. 3 . Topographic time frequency decomposition of 5.1 s of a 17-channel sleep EEG during stage 3. EEG against average reference, a 1-20 Hz bandpass filter was applied. An optimal number of three topographies was found. Layout of the figure as described in the legend of Fig. 2 . Explained variance by the model was 73.2%. Note that the EEG shows some patterns which are clearly nonsinusoidal (e.g., at ϳ1.3 s); in the Wigner plot, this causes these patterns to be represented over several frequencies.
FIG. 4.
The decomposition of the first 5.1 s of a 3 per second spike and wave seizure in an 11-year-old child. Illustration in same format as Fig. 3 . Explained variance: 74.3%.
EEG elements with a defined topography have been quantified previously in the time domain (Lehmann et al., 1987 (Lehmann et al., , 1998 Strik et al., 1997; Koenig et al., 1999) and the available methodology can now be extended to include frequency information: Either the different classes of brain states are quantified by their mean duration, mean frequency of occurrence and mean frequency. Alternatively, one can compute the mean duration and frequency of occurrence of each class of brain states as function of frequency bands. Because the elements of the dictionary are not localized perfectly in frequency, one should, however, speak of central frequencies rather than frequencies. This is a first attempt at a topographic time-frequency analysis. There are many directions in which this approach may be refined. One possibility is the inclusion of additional objectives in the statement of the problem. For example smoothness in the timefrequency representation may be also enforced. Or rather than using the Frobenius (L2) norm in the definition of the objectives, the L1 norm, or more generally the Lp norm may be applied. This choice would result in a sparser representation of the time frequency representation (Chen and Donoho, 1996) .
Another direction for improvement is the topographic decomposition. Although the extracted topographies explained a large portion of the variance of the data, the assumption that during the analysis periods, the entire brain activity was limited to 3 or 4 processes is not realistic, and small differences in topography eliminated by the clustering procedure may contain significant information, e.g., for sources localization. However, the cluster procedure is only necessary to compare previously unknown and non-time-locked events in the EEG, which is not always the case. If the experimental setup provides time markers and the events of interest are assumed to be time-locked with these markers, the clustering procedure is obsolete and the multi-channel time-frequency representations can be directly compared in reference to the given time markers. Alternatively, if topographies of interest are known prior to the analysis, one may use a topographic search strategy (e.g., as described by Brandeis et al., 1992) to quantify the given topographies in time and frequency.
The requirements for the application of the method are easily met. In order to justify the smoothness objective, a sufficient number of approximately equally spaced electrodes must be available; this is the case already for the standard 10 -20 system used in most clinical laboratories. The computational load is affordable, the decomposition of a 2-s 19-channel EEG took about 2 to 6 min on a standard 266 MHz Pentium Computer, depending on the size of the dictionary. The analysis software is available freely (www.puk.unibe. ch/tk2/tk.htm), please contact the corresponding author for further information.
APPENDIX A: MULTICHANNEL TIME FREQUENCY DECOMPOSITION
Using the terminology introduced by Mallat and Zhang (1993) , let us denote: m, the overall number of electrodes, p, the number of time instants, n, the dictionary size (the overall number of atoms within it); X, the p ϫ m real matrix of voltage data, D, the p ϫ n real matrix of the dictionary, C, the n ϫ m real matrix of the atoms' coefficients at each electrode, and S, the m ϫ m real discretized operator-matrix of spatial smoothness of the electrode voltage surface, which was implemented by a discretized 2-D Laplacian with the 10 -20 system as a regular grid.
The problem can now be stated as follows: To find the best fitting model of coefficients C that is also smoothest in space and has the least energy in frequency/time of the simultaneous voltage measurements X at several spatially located electrodes over a certain known upper-and lower-bounded time interval. More mathematically, to find a certain matrix C* ʦ R nϫm , such that X Ϸ DC*, C* Ϸ 0, and C*SЈ Ϸ 0.
Moreover, let us introduce the following mathematical notation:
ʈ· · ·ʈ F , the Frobenius matrix norm. min xʦA f( x), the least among all the finite values, which a certain lower-bounded function f can reach at any point of a certain set A; if that value exists. That value is called the minimum.
arg min xʦA f( x), one of the existing points x of a certain set A, at which a certain lower-bounded function f reaches the minimum. Each of such points is called minimum point.
Arg min xʦA f( x), the set of all the minimum points x of a certain set A for a certain lower-bounded function f.
The complete mathematical formulation of the above stated problem becomes thus as follows:
Notice that this formulation is the one of a certain multiobjective linear least squares problem (Polak, 1971) . Whereas the first two objectives in (1) have similar hierarchy (Polak, 1971 ) and due to the approximation nature of the stated problem, it can be equivalently reformulated by scalarizing (Polak, 1971 ) the formulation (1) as a bilevel linear least squares problem (see Vicente and Calamai, 1994 , and references therein) as follows:
where I is the m ϫ m identity matrix. Theoretically, one could introduce a factor that weights the first two objectives in (1) differently, so that the term ʈC(I SЈ)ʈ would become ʈC(I wSЈ)ʈ, where w ʦ R is a certain scalar for weighting the objectives. Numerical experiments have however shown that relative large variations of w in the range between 0.1 and 10 have little effect on the solution. Therefore, both objectives were weighted equally, which corresponds to w ϭ 1, or formula (2). The reformulated problem (2) can then be split into two computational stages by means of the variable change 
Both bilevel linear least squares problems (3) and (4) can be easily vectorized. Notice also that since the upper objectives are strictly convex and the lower objectives are convex functions, both the minimization problems (3) and (4) are well determined and have unique solutions for any dictionary D and any smoothing matrix S (Polak, 1971; Vicente and Calamai, 1994) .
However, the conditionedness of the large-scale l 2 vectorized problems associated with (3) and (4) is numerically ill determined. This makes the choice of adequate methodology difficult and may lead to either unstable or inaccurate approximates for such a general case (Marti-Lopez, 2000) . Nevertheless, the solution of each one of problems (3) and (4) can be robustly approximated with a conditionedness-free algorithm such as the Minimal Euclidean Norm Approximating Splitting Pseudoiterations method (Marti-Lopez, 1999 , 2000 .
APPENDIX B: SPATIAL DECOMPOSITION
Be k the number of landscapes, G is a k ϫ m matrix of normalized voltage vectors, A is a n ϫ k matrix of intensities, and E is a n ϫ m matrix noise term.
In mathematical terms, the model can be described as follows:
where the optimal solution A*, G* is defined as follows:
Let ⍀ be the set
The methodology to solve this problem as well as a discussion of the optimal choice of k is given by Pascual et al. (1995) .
