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1 Introduction
The Temperley-Lieb algebra (hereafter denoted TL) TLN (q) [1, 2], has been used exten-
sively as a powerful algebraic tool in the construction and derivation of quantum integrable
models of great interest in statistical mechanics and solid state physics (see e.g. [2, 3]).
Special representations of the TL algebra where the generators are copies of a single endo-
morphism acting on a tensor product V ⊗V , V being an n-dimensional vector space, give
rise to constant solutions R of the Yang-Baxter equation. Yang-Baxterization procedures
are then systematically available (see e.g. [4]). From such Yang-Baxterized R-matrices
one then may in particular construct integrable quantum spin chains [5] on the space of
states H = (Cn)⊗N for any integer n. These spin chains are very similar to the spin 1/2
XXZ-model.
Specific representations of TL algebra were introduced in e.g. [5, 6]: they are parame-
trized by a single bivector b yielding a rank-1 projector on V ⊗ V . The Temperley-Lieb
parameter q to be defined hereafter was identified by q + 1
q
≡ −tr(bbt). A classification
of solutions to the reflection equation associated to the derived R-matrix was proposed in
[4], aiming at building quantum integrable open spin chains.
An extension of these representations involving n such bivectors was proposed in [7, 8]
as relevant in the context of entanglement and quantum computing. The TL parameter
or “loop index” is then identified by q + 1
q
≡ √n. The matrices, originally parametrized
by n bivectors, were naturally written as n2×n2 matrices as in e.g. the n = 3 case of [8]:
U (II) =


1 0 0 0 0 ω 0 1 0
0 1 0 ω 0 0 0 0 ω
0 0 1 0 1 0 1 0 0
0 ω2 0 1 0 0 0 0 1
0 0 1 0 1 0 1 0 0
ω2 0 0 0 0 1 0 ω2 0
0 0 1 0 1 0 1 0 0
1 0 0 0 0 ω 0 1 0
0 ω2 0 1 0 0 0 0 1


where ω2 + ω + 1 = 0. It turns out (see below) that these new TL representations can
more appropriately be reformulated in terms of a sum of n2 ordinary tensor products of
two n× n matrices, namely:
Ti =
n∑
a,b=1
I
⊗(i−1) ⊗ eab ⊗Mna−nb ⊗ I⊗(N−i−1) , i = 1, ..., N (1.1)
where eab denotes the canonical form of the generators of n × n matrices, M is a single
invertible n× n matrix and na are integers.
Precisely the representation U (II) in [8] takes the form (1.1) with :
M =

0 1 00 0 ω
1 0 0


In an explicit way U (II) reads:
U (II) =

 M
0 M2 M
M−2 M0 M−1
M−1 M M0

 (1.2)
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As usual in such representations the i-th generator Ti of TL acts non trivially only on the
two copies of V labeled by resp. i and i + 1 in the full tensorized representation space
N⊗
k=1
V(k). The R matrix deduced from such an object is simply Ri,i+1 = Πi,i+1(q I⊗ I+Ti)
where Πi,j generically denotes the permutation operator on tensorized spaces Vi ⊗ Vj,
and I the identity. In our study, the M matrix will be restricted to be diagonalizable.
Jordan-reducible matrices shall be considered elsewhere.
This provides us with an interesting example of rank-n realizations of the TL algebra
and motivates our current investigation of such generic realizations. The study of asso-
ciated scalar reflection matrices can be achieved on lines following [4] but will be left for
another paper. One may expect that the new solutions which we propose here may be
of interest, again in the description of quantum entanglement effects, or more canonically
as building blocks for closed or open spin-chain like models after Yang-Baxterization. We
shall come back to this in our conclusion.
The presentation runs as follows. In Section 2 we prepare the necessary notations,
introduce precisely the Temperley-Lieb algebra and the rank-n Ansatz which we use. We
then derive the relevant equations to be solved for a complete resolution based on this
Ansatz (1.1).
In Section 3 we separate these equations into a polynomial equation (denoted Master
Polynomial equation) controlling the eigenvalues of M and a matrix equation controlling
the eigenvectors of M . Remarkably both sets are characterized by n×n matrices obeying
an extension which we define (General Hadamard Condition or GHC) of the Complex
Hadamard property [9, 10]. We then discuss the explicit classification of eigenvalues and
eigenvectors based on these relations. The eigenvalues are encapsulated into a Master
Matrix obeying the general Hadamard condition. It however involves delicate issues not
yet fully clarified, since the Hadamard condition is here necessary but not sufficient. The
eigenvectors by contrast are entirely determined by the choice of an arbitrary generalized
Hadamard matrix once the Master Matrix is known.
A partial set of solutions to the Complex Hadamard condition and its generalization
is given in Section 4. The representation U (I) in [7] is a simple example of a slightly more
general set of objects which is discussed in Section 5. Finally we give some conclusions
and perspectives.
2 General properties and equations
Let us first recall the general context of our discussion and obtain the equations to be
solved to get at least a partial classification of the solutions.
2.1 Hecke and Temperley-Lieb Algebras
The braid group BN is generated by (N − 1) generators Rˇj, j = 1, 2, . . . , N − 1, their
inverses Rˇ−1j and the relations (see [11]):
RˇjRˇkRˇj = RˇkRˇjRˇk, for |j − k| = 1 and RˇjRˇk = RˇkRˇj, for |j − k| > 1. (2.1)
Both Hecke algebra HN (q) and Temperley-Lieb algebra TLN (q) are quotients of the
group algebra of BN :
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The Hecke algebra HN(q) is obtained by adding to these relations the following
constraints obeyed by each generator Rˇj (q-deformation of the symmetric group):(
Rˇj − q I
) (
Rˇj + 1/q I
)
= 0. (2.2)
where I denotes the identity in the Hecke algebra. Equation (2.2) is equivalent to write
Rˇj in term of some idempotent Xj , namely:
Rˇj = q I+Xj (2.3)
with
X2j = −
(
q +
1
q
)
Xj . (2.4)
The braid group relations (2.1) read in terms of the idempotents Xj and Xk such that
|j − k| = 1:
XjXkXj −Xj = XkXjXk −Xk. (2.5)
The TL algebra TLN (q) is obtained as the quotient algebra of the Hecke algebra HN (q)
by the set of equations requiring that each side of (2.5) be zero. To sum up, TLN (q) is
defined by the generators Xj , j = 1, 2, . . . , N − 1 and their relations:
X2j = −ν(q)Xj, (2.6)
XjXkXj = Xj , |j − k| = 1, (2.7)
XjXk = XkXj, |j − k| > 1 (2.8)
with ν(q) = q + 1/q.
In connection with integrable spin systems we will be interested in representations of
TLN (q) on the tensor product space H = (Cn)⊗N . The Rˇj generators are now represented
in terms of endomorphisms on H acting non trivially on a pair (j, j+1) of adjacent spaces
V . These endomorphisms are self-explanatorily denoted as Rˇj,j+1. Conditions (2.1) are
then represented as the braided Yang-Baxter equation:
Rˇ12 Rˇ23 Rˇ12 = Rˇ23 Rˇ12 Rˇ23. (2.9)
The R-matrix is immediately defined from this representation of the braid group genera-
tors by Rj j+1 = Πj j+1Rˇj j+1, with Π(v ⊗ v′) = v′ ⊗ v for any pair of vectors of Cn. The
indexation (j j+1) of Π is again self-explanatory. The notation Rj j+1 is then straightfor-
wardly extended to define general endomorphisms Rij of H labeled by any non-adjacent
pair of “site indices” (i, j), using the time-honored notation [12] for such elements of
End(H) with indices labelling the spaces.
Equation (2.9) then immediately becomes the Yang-Baxter equation for R:
R12 R13 R23 = R23 R13 R12. (2.10)
Of course any matrix realization of the YB algebra (2.10) can be gauged to another matrix
realization by the conjugation Rgij ≡ g ⊗ g Rij g−1 ⊗ g−1 where g is any invertible n× n
matrix. This gauging freedom, naturally also valid for the considered TL representations,
will be used in our reformulation of the Ansatz for TL representations.
Let us finally formulate the Yang-Baxterization procedure of these R-matrices. In fact
the Yang-Baxterization procedure is already valid at the stage of abstract Hecke algebra
generators. Indeed if one defines the spectral parameter-dependent R-matrix as [13]
Rˇj(u) = uRˇj − 1
u
Rˇ−1j = (u−
1
u
)Rˇj +
ω(q)
u
I; ω(q) = q − 1
q
(2.11)
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one sees that it obeys the cubic equation in braid group form with multiplicative spectral
parameter u (additive spectral parameter is of course obtained as u ≡ eλ):
Rˇj(u)Rˇk(uw)Rˇj(w) = Rˇk(w)Rˇj(uw)Rˇk(u), for |j − k| = 1. (2.12)
Now once the generators Rˇ of the Hecke algebra HN (q) itself have been represented as
R-matrices acting on some tensor product of two finite-dimensional vector spaces, this
procedure will immediately (see [4]) give rise to solutions of the non-constant braided
Yang-Baxter equation with multiplicative spectral parameters:
Rˇ12(u)Rˇ23(uw)Rˇ12(w) = Rˇ23(w)Rˇ12(uw)Rˇ23(u). (2.13)
2.2 The rank-n Ansatz and the master equation
The initial construction of a rank-1 TL representation was proposed in [5]. The U genera-
tors are represented by copies of a projector onto a single bivector in Vi⊗Vi+1. Extensions
of this construction were then defined in [7, 8] as sum of n projectors on n bivectors A(k)
along n bivectors B(k) together with consistency conditions. Exact solutions however were
only derived for dimensions n = 2, 3 whereas we shall here derive general solutions for any
n.
A remark regarding the normalization is of order here. The representations in [7, 8]
realize the exact formulation of the TL algebra (2.6)-(2.8) with the one-loop factor ν(q) =√
n. To eliminate these awkward
√
n factors we redefine the generators Ui by an overall
multiplication by
√
n. The one-loop equation (2.6) then gets a factor n and the equation
(2.7) acquires a factor n on the r.h.s. It is these renormalized equations that we shall
study from now on.
Lemma 2.1. Let M be an invertible diagonalizable n×n matrix: M = PΛP−1, where Λ
is diagonal, Λ = diag
(
λ1, ..., λn
)
. Then, the matrices
Ti,i+1 =
n∑
a,b=1
I
⊗(i−1) ⊗ eab ⊗Mna−nb ⊗ I⊗(N−i−1) , i = 1, ..., N (2.14)
obey the TL algebra if and only if
∀{i, j, u} ⊂ {1, · · · , n},
(∑
r
(
λj
λi
)nr)∑
k,l
P−1i,k Pl,jλ
nk−nl
u

 = n δi,j . (2.15)
Proof: Note that the generic gauge covariance of such TL representations Tij →
gigj Tij g
−1
i g
−1
j allows us to reorder the indices 1, ..., n in such a way that na ≥ nb when
a ≥ b. Moreover, since only the differences na − nb play a role, up to a global shift, we
can always assume that na ≥ 0, ∀na.
The form (2.14) automatically solves the one-loop condition (2.6), so that we only
need to consider the second condition (2.7). It reads:∑
i,j,k,l,r
ei,j ⊗Mni−nrek,lMnr−nj ⊗Mnk−nl = n
∑
i,j
ei,j ⊗Mni−nj ⊗ I (2.16)
which is equivalent to: ∑
r,k,l
M−nrek,lM
nr ⊗Mnk−nl = n I⊗ I . (2.17)
5
We shall now restrict ourselves to matrices M being invertible and diagonalizable. Hence
we set M = PΛP−1, where Λ is an invertible diagonal matrix.
Then the equation becomes∑
r,k,l
Λ−nrP−1ek,lPΛ
nr ⊗ Λnk−nl = n I⊗ I (2.18)
or equivalently (2.15) by projecting on eij ⊗ euu.
3 Resolution of the TL condition
We now extract from Eqs. (2.15) the master equations for eigenvalues and eigenvectors
of the M matrix. We first need to give some general key definitions for objects which we
will come across in the course of this discussion.
3.1 Hadamard matrices and master equation
Definition 3.1. • A Complex Hadamard Matrix (CHM) is an n×n invertible matrix
U obeying
|Uij | = 1 , ∀ i, j = 1, ..., n (3.1)
U = n
(
U−1
)†
, (3.2)
• A Generalized complex Hadamard Matrix (GHM) is an n × n invertible matrix U
with all its entries non-zero and obeying the single condition
U−H = n (U−1)t , (3.3)
where U−H is the Hadamard inverse: (U−H )i,j =
1
Uij
.
• A complex (or generalized) Hadamard matrix H is called dephased when all the
entries of its first column and first row are equal to one, H1j = Hj1 = 1, ∀ j.
Remark that the relation (3.3) is equivalent to
nUij
(
U−1
)
ji
= 1 ∀ i, j = 1, ..., n (3.4)
Real Hadamard matrices (definition 3.1 with real entries ±1) date back to works of
Sylvester [14]. Complex Hadamard matrices with entries restricted to be roots of unity are
also known as Butson matrices, introduced in [15]. The situation with generic unimodular
entries is described in e.g. [10]. The notion of Hadamard-type criterion for matrices with
non-unimodular complex entries, which we introduce in Definition 2, is to the best of our
knowledge a new one.
Note that this denomination of “Generalized Hadamard matrices” that we have in-
troduced here to denote matrices satisfying (3.3) must not be confused with the (unfor-
tunately) similarly-named notion in [15] which involved particular complex Hadamard
matrices with an extra free parameter k 6= n: U∗ = k (U−1)t, and was later dropped to
become “Butson matrices”.
Indeed our object generalizes the notion of a complex Hadamard matrix by replac-
ing the complex conjugation (an idempotent operation on each matrix element) by the
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number-inverse, a similarly idempotent operation naturally extending it to non-unimodular
complex numbers. The transposition operation on the matrix is kept. The complex
Hadamard condition is then that the inverse of U be given by the transposed of the
complex conjugate matrix [9]. Any complex Hadamard matrix is therefore a generalized
Hadamard matrix. The reciprocal problem will be adressed (but not solved) later: can
any GHM be obtained by some well-defined procedure from a CHM ?
Lemma 3.2. • If H is a CHM (resp. GHM) then H ′ = σ1D1HD2σ2 is also a CHM
(resp. GHM), where Dj , j = 1, 2 are unitary (resp. invertible) diagonal matrices
and σj , j = 1, 2 are permutation matrices. Two complex (generalized) Hadamard
matrices H and H ′ related in such a way are called equivalent.
• Any CHM (resp. GHM) is equivalent to a dephased CHM (resp. GHM).
These properties of CHM are to be found in e.g. [10]. Their extension to GHM is
trivial.
We are now in a position to delve into our issue. Let us first introduce the matrix Ω
with entries
Ωi,j = λ
nj
i , i, j = 1, ..., n (3.5)
hereafter denoted Master Matrix .
Proposition 3.3. The Master matrix solving (2.15) must be a GHM:
Ω−H = n (Ω−1)t . (3.6)
Moreover, all the na’s have to be different, and the spectrum of M must be simple.
Proof: Equation (2.15) can be rewritten in terms of the matrices Ω and P as
∀ i, j, u (Ω−HΩt)
i,j
(
P−1Ωt
)
i,u
(Ω−HP )u,j = n δi,j (3.7)
Summing equation (3.7) over i or j yields:
∀ i, u, (P−1Ωt)i,u
(
Ω−HP Ω (Ω−H )t
)
u,i
= n (summed over j) (3.8)
∀ j, u, (Ω−HP )u,j
(
Ω (Ω−H )tP−1Ωt
)
j,u
= n (summed over i) (3.9)
Therefore the two matrices P−1Ωt and Ω−HP are full, i.e. all their entries are non-zero.
It is always consistent to write Ω−HΩt ≡ nIn +K, where K is some matrix with zero
diagonal. Indeed one trivially sees from the definition of Ω that
(
Ω−HΩt
)
i,i
= n and K
therefore measures how far Ω−H is from being the matrix inverse (if any) of Ωt.
From equation (3.7) one then gets:
∀ i, j, u Ki,j
(
P−1Ωt
)
i,u
(Ω−HP )u,j = 0 (3.10)
Since we have already established that both matrices P−1Ωt and Ω−HP are full, one has
necessarily Ki,j = 0. Hence Ω−HΩ
t = nIn, that is Ω is invertible and obeys (3.6).
Note immediately that any two integers na’s have to be distinct otherwise the matrix
Ω would have at least two identical columns and would not be invertible.
A dual necessary condition is that no two distinctly labeled eigenvalues are equal
(which would imply two identical lines in Ω). In other words, no degeneracy of eigenvalues
is allowed in a realization of the TL condition by diagonalizable M matrices.
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The TL condition (2.15), or equivalentely (3.7), therefore factorizes completely into
two sets of equations:
– The one obtained for i 6= j (and trivial at i = j) is the polynomial condition
expressing that the Master Matrix is a GHM:
Ω−H = n(Ω−1)t that is
n∑
a=1
(
λi
λj
)na
= n δij (3.11)
Solving this condition on the Master Matrix will yield simultaneously consistent sets of
powers na for T and sets of eigenvalues λi for M .
– The one obtained for i = j that yields a single condition for the P eigenvector
matrices:
∀ i, u, (P−1Ωt)
i,u
(Ω−HP )u,i = 1 (3.12)
But since Ω−H is n times the inverse of Ωt then Ω−HP = n (P−1Ωt)−1 and therefore (3.12)
actually means that the matrix Ω−HP is a generalized Hadamard matrix in the same
sense as before (including the n factor). We shall denote it H. Hence once the eigenvalues
are determined by solving the condition (3.11), the associated consistent P matrices are
obtained directly from the Master Matrix Ω once a classification of generalized Hadamard
matrices is available.
The problem therefore boils down to two issues, both related to the notion of general-
ized Hadamard matrices:
1. Find a classification of the generalized Hadamard matrices H (with complex entries)
themselves (to get P from Ω using H).
2. Find a characterization and/or a classification of all generalized Hadamard matrices
which can be realized as Master Matrices, i.e. under the form (3.5), in order to get
all consistent sets of λi and na obeying (3.11) and the associated master matrix Ω.
The integers na define a polynomial
p(z) =
n∑
a=1
zna (3.13)
hereafter called themaster polynomial , and the condition (3.11) expresses that ratios
of any two distinct eigenvalues of M are zeroes of p(z).
From these data one then reconstructs all M matrices as:
M = ΩtHΛH−1Ω−H . (3.14)
We are now going to partially tackle these two issues.
3.2 Solving the generalized Hadamard condition
It must immediately be emphasized at this point that even in the much more studied
case of complex Hadamard matrices no general classification exists. We are thus going to
restrict ourselves to a description of the state of the art in this case, and a formulation of
some exact results allowing to extend it to the generalized Hadamard condition.
Let us now focus on complex Hadamard matrices (|Hij | = 1). A quite complete picture
of the current situation can be found in [16], see also [10]. To give a few salient facts:
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- The classification is done for n = 2, 3, 4, 5;
- At n = 2, 3 and 5, only Fourier matrices Ωab ≡ ω(a−1)(b−1) (where ω = e
2iπ
n ) realize
CHM (up to equivalence);
- At n = 4 an extra one-parameter family exists;
- At n = 6 several families (including a possibly quasi-all-encompassing 4 parameters
family) exist [17];
- Conjectures [16] are available for partial classifications for n = pk, p prime; n = abk,
a, b prime; and many individual values of n [10].
The first issue now is to try to extend some of these conclusions to dephased generalized
Hadamard matrices. Direct solution of the Generalized Hadamard property, by analytic
or computer computations, are available for n = 1...4 and we shall presently give the
results of these studies. They unfortunately become very cumbersome as soon as n ≥ 5.
We have however identified a powerful, easily handled tool which generates GHM from
CHM (sufficient condition):
The thickening procedure1 consists in starting from any parametrized set M(ai)
of CHM such that the complex Hadamard criterion is satisfied solely due to the algebraic
relations aia¯i = 1 for all parameters ai. If one substitutes in M the quantity a¯i by 1/ai
and relax the conditions |ai| = 1, the resulting set of matrices obeys the generalized
Hadamard criterion. This procedure is in particular valid for all families of parametric
complex Hadamard matrices in dimension 4 and 6.
As an example let us consider the family F4 of one parameter n = 4 complex Hadamard
matrices. They are parametrized as:
Ω =


1 1 1 1
1 −1 1 −1
1 a −1 −a
1 −a −1 a

 where |a| = 1. (3.15)
If now a is any non-zero complex number, these matrices then become generalized
Hadamard matrices.
This procedure may be combined with several classical constructions described here-
after, used for the CHM, to get many more examples of GHM.
Let us conclude with the cases of dimension 2, 3, 4 where we have been able to get a
full classification of GHM by explicit resolution of the equations.
- at d = 2, 3, GHM are identical to CHM;
- at d = 4, they are all obtained by thickening of CHM.
We have yet no such result at d = 5, in particular to get GHM matrices not identical to
the Fourier-type CHM (the only such case existing at d = 5).
4 GHM, master matrices and master polynomials
In this section we explain how to generate larger GHM, with special attention to the
construction of master matrices. Our procedure is based on Dit¸a˘’s construction of complex
Hadamard matrices, which is a generalization of the tensoring procedure.
1We borrow this formulation from the notion of “thickened contours” used by Yu. I. Manin in e.g. Riemann-
Hilbert procedures.
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4.1 General constructions
4.1.1 Fourier matrices
There exists a general construction that provides one (up to equivalence) CHM which is
also a master matrix. The construction can be done in any dimension, and the corre-
sponding matrices are called Fourier matrices.
Let ω be a primitive n-th root of unity, i.e. ω = eiℓ
2π
n with ℓ prime with n. The
Fourier matrix is defined by
Ωab = ω
(a−1)(b−1), a, b = 1, ..., n. (4.1)
A master matrix being of the form λnba , it is natural to identify λa = ω
a−1 and nb = b− 1.
Notice that this is not the only solution, for example nb = kbn+ b− 1 for some kb ∈ N is
also an acceptable identification.
We can then build the master polynomial:
Fn(z) =
n∑
b=1
znb = 1 + z + . . .+ zn−1 =
zn − 1
z − 1 . (4.2)
The roots of this polynomial are λa
λb
= ωa−b for a 6= b, as expected. The solutions proposed
in [7, 8] belong to this class.
4.1.2 Dit¸a˘’s construction
As for complex Hadamard matrices, if A and B are two generalized Hadamard matrices
then A⊗B is also a generalized Hadamard matrix. Dit¸a˘ generalized this construction:
Lemma 4.1. Let A be a n×n complex Hadamard matrix and {B(1), . . . , B(n)} be a family
of m×m complex Hadamard matrices. Then the nm× nm matrix:
C =


A11B
(1) A12B
(1) . . . A1nB
(1)
A21B
(2) A22B
(2) . . . A2nB
(2)
...
...
. . .
...
An1B
(n) An2B
(n) . . . AnnB
(n)

 (4.3)
is also a complex Hadamard matrix.
This statement is also true for generalized Hadamard matrix.
The proof can be found in [18] for CHM and extends trivially to GHM.
4.2 Two examples
Because of lemma 3.2, we will work with dephased matrices.
4.2.1 F4 family of complex Hadamard matrices
The single one-parameter family of complex Hadamard matrices of rank 4 can be repre-
sented by master matrices whenever the parameter a is any root of unity. Let Ω be the ma-
trix given in (3.15). It can be associated to the master polynomial p(z) = (1+z)(1+z2k) =
1 + z + z2k + z2k+1. Let
λ1 = 1 λ2 = −1 λ3 = eπi
m
2k = a λ4 = −eπi
m
2k = −a (4.4)
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where m is odd. The master matrix reads Ωij = λ
nj
i , where nj are the exponents that
appear in p(z), i.e.
{n1, n2, n3, n4} = {0, 1, 2k, 2k + 1} (4.5)
Notice that varying m and k we get a dense set of a ∈ S1.
4.2.2 F6 family of complex Hadamard matrices
The two-parameter family F6 complex Hadamard matrices of rank 6
Ω =


1 1 1 1 1 1
1 ω2 ω4 1 ω2 ω4
1 ω4 ω2 1 ω4 ω2
1 a b −1 −a −b
1 aω2 bω4 −1 −aω2 −bω4
1 aω4 bω2 −1 −aω4 −bω2


(4.6)
can be represented by master matrices whenever the parameters a, b are both any root of
unity. We remind that in (4.6), ω is a 6th root of unity.
We fix three integers k, r and s such that 0 < r, s < k, and consider the polynomial
p(z) = (1 + z3r+1 + z3s+2)(1 + z3k), (4.7)
then the exponents ni are
{n1, n2, n3, n4, n5, n6} = {0, 3r + 1, 3s + 2, 3k, 3k + 3r + 1, 3k + 3s + 2} (4.8)
We chose the values of λi to be
λ1 = 1 λ3 = ω
2 λ5 = ω
4
λ2 = e
i π
3k λ4 = ω
2ei
π
3k λ6 = ω
4ei
π
3k
It is easy to check that all ratios λi/λj (i 6= j) are roots of p(z). The master matrix
associated to these λi is exactly (4.6) with a = λ
3r+1
2 and b = λ
3s+2
2 . Varying now k, r
and s we get a dense set in S1 × S1.
In the context of GHM, we allow a and b to be any non-zero complex number. However
we cannot identify the resulting matrix with a master matrix, since for instance one should
have λn2n44 = a
n4 = (−1)n2 and therefore a must be a root of unity.
4.3 Nesting Fourier matrices
Both of these examples can be written using Dit¸a˘’s construction (lemma 4.1). For instance,
the second one corresponds to the Fourier matrices of size 2× 2 and 3× 3 and a diagonal
matrix D:
A =
(
1 1
1 −1
)
B =

1 1 11 ω2 ω4
1 ω4 ω2

 D =

1 0 00 a 0
0 0 b

 (4.9)
where we set B(1) = B and B(2) = BD.
This process of nesting is already manifest in the way we build the master polynomial.
In what follows we show how to build new solutions nesting smaller solutions, the small
block always being Fourier matrices. This will construct a very large class of solutions.
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Let
Fp1(z) =
p1∑
i=1
zg1i p1+i−1, (4.10)
where g1i ∈ N. Pick the polynomial’s root ω1 = e
2πi
p1 and chose λi = ω
f1i p1+i−1
1 . Then the
associated master matrix is the Fourier matrix Ω
(p1)
ij = ω
(i−1)(j−1)
1 .
We define Fp1p2(z) = Fp1(z)Fp2(z
η2), where η2 = k1p1 for some positive integer k1,
with the second polynomial being defined in the same way:
Fp2(z) =
p2∑
i=1
zg2ip2+i−1. (4.11)
. Let ω2 = e
2πi
η2p2 and chose
λi,j = ω
f1i p1+i−1
1 ω
f2j p2+j−1
2 . (4.12)
It is not difficult to show that
Fp1p2
(
λi,j
λk,ℓ
)
= nδikδjℓ, (4.13)
where n = p1p2.
The master matrix associated to the polynomial Fp1p2 can be constructed using Dit¸a˘’s
construction:
Ω
(p1p2)
(ij),(kℓ) = λ
(g1k p1+k−1)+η2(g2ℓ p2+ℓ−1)
ij = ω
η2(j−1)(ℓ−1)
2 Ω
(p1)
ik D
(
ω
f2j p2+j−1
2
)
(4.14)
where D(z) is the diagonal matrix:
(D(z))kℓ = δkℓz
g1k p1+k−1. (4.15)
This process can now be iterated2, the size of the final matrix being n =
∏
i pi. In
that way, we obtain a large number of examples, including all examples that we were able
to construct from known complex Hadamard examples. An interesting question to tackle
would be to understand if this method is complete or to find a counter-example.
Notice that all the entries of the matrix are roots of unity, but the free paramaters fij
and gij allow us to create a dense set on S
1, when varying ki. Therefore, proving that
all examples are obtainable using this method would imply that any master matrix is a
CHM, the entries of which are restricted to be roots of unity, i.e. a Butson matrix.
An alternative approach is through the master polynomial. One can wonder wether it
is possible to find a polynomial F (z) with coefficients in {0, 1}, such that the two following
conditions are satisfied: F (1) = n and there is a subset of its roots, {α1, . . . , αm}, that
obeys relations of the type αiαj = αk. Such problems have been studied in [19], though
not exactly in our formulation.
4.4 Limitations
There are several limitations of this method.
• Although it provides a wide spectrum of master matrices and polynomials, we have
no proof that it is exhaustive.
2Define ηj =
∏
i<j kipi, where ki ∈ N.
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• In the construction of the master polynomials, not all of them correspond to distinct
master matrices. For example:
F (z) = 1 + z2 + z3 + z4 + z6
also corresponds to the Fourier matrix based on the root ei
2π
5 .
• Using this construction, we only construct master matrices composed solely by roots
of unity. We must add that none of the thickened matrices in d = 4, 6 with matrix
elements of module different from 1 are identified as master matrices for any poly-
nomial. For example, if one considers a matrix of the form (4.6), only when a and b
are module-1 complex numbers does Ω take the form of a Master Matrix. The same
goes if we try to thicken CHM constructed by the above method.
4.5 Non-master Complex Hadamard matrices
It is important to note that not all complex Hadamard matrices are master matrices. Two
examples:
H0 =


1 1 1 1 1 1
1 1 j j j2 j2
1 j 1 j2 j2 j
1 j j2 1 j j2
1 j2 j2 j 1 j
1 j2 j j2 j 1


H1 =


1 1 1 1 1 1
1 −1 i −i −i i
1 i −1 a −a −i
1 −i −a¯ −1 i a¯
1 −i a¯ i −1 −a¯
1 i −i −a a −1


where j is a primitive cubic root of unity, and a is a non-zero complex number.
We prove that H0 is not a Master Matrix. Suppose that (H0)ij = λ
nj
i , where n1, . . . , n6
have no common divisor. All entries of H0 are a third root of unity, and therefore λi is
a third root of unity. But there are only three different third roots of unity, which is in
contradiction to the fact that H0 has six different rows.
In a similar way we can prove that H1 is not a master matrix either.
5 Generalized rank-n Ansatz
We propose finally (and briefly) a generalization of the initial Ansatz. Indeed the rank-n
Ansatz which we started from (1.1) can be rewritten in a very illuminating form as:
T =
( n∑
i=1
eii ⊗Mni
)(
Γ⊗ I
)( n∑
j=1
ejj ⊗Mnj
)−1
(5.1)
where Γ is the particular rank-1 projector Γ ≡ v.vt, and v is the n-vector with all compo-
nents equal to 1.
Let us now extend this construction to a more general case of rank-1 projector Γ ≡ v.wt
where v and w are any two n-vectors such that
n∑
i=1
viwi ≡ α 6= 0 (i.e. Γ2 = αΓ). Remark
that in this construction, one sees immediately that T is of rank n:
rank(T ) = rank(Γ⊗ I) = rank(Γ) rank(I) = n. (5.2)
The TL generators now read, generalizing (1.1):
Ti =
n∑
a,b=1
va wb I
⊗(i−1) ⊗ eab ⊗Mna−nb ⊗ I⊗(N−i−1) , i = 1, ..., N (5.3)
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In this generalized situation the whole derivation works out identically to realize rep-
resentations of the TL algebra TLN(
√
α) by the Ansatz (5.1) at least in the case of
diagonalizable M matrices. Keeping the exact definition of the master matrix Ω as in
(3.5) it appears that we must now solve a weighted generalized Hadamard condition for
Ω
Ω−HVW = α(Ω−1)t (5.4)
Here V,W are Cartan-algebra representations of the vectors v,w: V ≡ Σvieii and W ≡
Σwieii.
A quasi-exact (up to replacing n by α) Hadamard condition will determine the P
matrix but this time for a “twisted” combination involving V and W :
(P−1V Ωt)iu(Ω−HWP )ui = 1 (5.5)
General resolution of the weighted Hadamard condition (5.4) will be left for further stud-
ies.
The representation proposed in [7] takes exactly the form (5.1) or equivalently (5.3)
albeit with more general vectors v, w once the spurious parameters q1, q2 are gauged away
using the standard gauge covariance for the TL conditions T12 → g1g2T12(g1g2)−1.
In [7], after getting rid of the gauge generated by:
g =

q2 0 00 q1 0
0 0 1


one obtains:
U (I) =


1 0 0 0 ω 0 0 0 ω2
0 1 0 0 0 ω2 ω 0 0
0 0 1 1 0 0 0 1 0
0 0 1 1 0 0 0 1 0
ω2 0 0 0 1 0 0 0 ω
0 ω 0 0 0 1 ω2 0 0
0 ω2 0 0 0 ω 1 0 0
0 0 1 1 0 0 0 1 0
ω 0 0 0 ω2 0 0 0 1


that takes the form (5.3) with :
M =

 0 1 00 0 ω
ω2 0 0


In a compact form, U (I) reads:
U (I) =

 M
0 ωM ωM2
ω2M−1 M0 M
ω2M−2 M−1 M0

 (5.6)
The extra vectors v,w have however the simplifying feature that their associated diagonal
matrices obey VW = 1 hence the Master Matrix condition (5.4) is not modified. More
precisely:
V =

ω 0 00 1 0
0 0 1

 and W =

ω
2 0 0
0 1 0
0 0 1

 (5.7)
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The condition (5.5) associated to P can in this case be rewritten as a non-twisted condition
(3.12) for the matrix P˜ ≡ V −1PV . The solutions in [7] are thus very closely related to,
but not identical with, matrices M deduced from canonical Fourier-type solutions of the
Hadamard conditions.
However due to the degeneracy condition V W = 1 this form actually becomes gauge-
equivalent in the canonical TL sense (i.e. T12 → g1g2 T12 (g1g2)−1 ) to the original, pure-
power form (2.14) with a conjugated M matrix M˜ = gMg−1. This situation is actually
generic: whenever the diagonal matrices V and W , built from the vectors v and w, are
inverse of each other, the “general” rank-n Ansatz with v and w is TL-gauge equivalent
to the standard one.
6 Conclusion
We have established an explicit construction of all diagonalizable building blocks M for
the Temperley-Lieb representation Ansatz (1.1). Complex Hadamard matrices and their
generalization feature prominently in this construction, both in characterizing the set
of eigenvalues (Master Matrix Ω) and the set of eigenvectors (matrix P ). It is inter-
esting to remark that the original proposition for such generators of TL algebra [7, 8]
stemmed from considerations on quantum entanglement: indeed Complex Hadamard ma-
trices arise in particular in issues related to quantum computation and discrete matrix
Fourier transform (in this last case most specifically Fourier matrices): they define so-
called Walsh-Hadamard gates or more general quantum gates (see e.g. [20]). It is thus
not a big surprise to see such a connection between TL representations and Hadamard
matrices.
While eigenvectors are parametrized by GHM, it appears at this stage that all master
matrices Ω, encapsulating the eigenvalues of the matrix M , constructed explicitly in the
previous sections, are complex Hadamard matrices of Butson type (i.e. entries are roots
of unity) [15]. It is an open question whether more general master matrices of GHM type
may occur; and to determine some sufficient criterion for a GHM to be rewritten as a
Master Matrix.
The Butson matrices are the ones that are directly relevant to consideration on quan-
tum entanglement and quantum computations issues [10]. The GHM however are at this
stage not known to have any particular relationship to such problematics. The issue of
their relevance and the relevance of the derived TL representations (with at least eigen-
vectors described by GHM instead of CHM) to some “generalized quantum computing”
should be adressed.
A number of technical issues have been left for further analysis. The most pregnant one
is probably the question of non-diagonalizable (Jordan-like)M matrices. Very preliminary
results [21] indicate that the notion of master polynomial survives for the non-degenerate
eigenvalues (simple zeroes of the minimal polynomial). The formulation of TL conditions
however is much more complicated due to the occurrence of off-diagonal contributions
entangling with the pure eigenvalue-dependent equations.
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