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Abstrakt 
 
Předkládaná práce se zabývá inverzní analýzou založenou na kombinaci umělých 
neuronových sítí a stochastických metod. Cílem je porovnat účinnost nové simulační 
metody Hierarchical Subset Latin Hypercube Sampling s klasickou metodou Monte 
Carlo a standardní metodou Latin Hypecube Sampling při učení neuronových sítí. 
Účinnost je porovnána pro různě složité neuronové sítě. Inverzní analýza je aplikována 
při identifikaci parametrů inženýrských úloh, což je demonstrováno na funkci poruchy 
rámu šikmé střechy a určení materiálových charakteristik u tříbodového ohybu. Na 
závěr práce je diskutována otázka, zda je metoda Hierarchical Subset Latin Hypercube 
alespoň stejně výkonná jako další dvě stochastické metody. 
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Abstract 
 
The thesis deals with inverse analysis which is based on combination of artificial neural 
network and stochastic methods. The goal is to compare an efficiency of new simulation 
method Hierarchical Subset Latin Hypercube Sampling to classical Monte Carlo 
method and standard Latin Hypercube Sampling method used for neural network 
training. The efficiency is compared for a different neural network structures. The 
inverse analysis is then applied for engineering tasks – identification of limit state 
fiction parameters related to pitched-roof frame and material parameters of concrete 
specimen subjected to three-point bending. Finally an efficiency of Hierarchical Subset 
Latin Hypercube method comparing to Monte Carlo and Latin Hypercube Sampling 
methods is discussed. 
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1 ÚVOD 
V mnoha inženýrských disciplínách se setkáváme s úlohami, u nichž jsou na základě 
pozorované odezvy systému (konstrukce) identifikovány parametry výpočetního 
modelu. Jak uvádí Novák, Lehký [1], přestože řešení můžeme najít pod různými názvy 
(např. inverzní analýza, identifikace, aktualizace modelu), vždy se jedná v podstatě 
o totožnou úlohu – inverzní řešení problému. 
Omezíme-li se na výpočetní techniky založené na metodě konečných prvků, můžeme 
popsat některé úlohy inverzní analýzy. Základní identifikační problém představuje 
získání informací o působícím zatížení na základě pozorování odezvy konstrukce. 
Řešením může být aplikace metody iFEM [1], která byla popsána a úspěšně použita 
především pro výpočetní techniky lineárních problémů. 
Velký důraz je rovněž kladen na kvazikřehké lomové chování betonu a stanovení jeho 
materiálových charakteristik. Jako účinná technika se jeví inverzní analýza kombinující 
umělé neuronové sítě a stochastické simulační metody. Díky aplikaci stochastického 
přístupu je pokryta vyšší úroveň statistické identifikace, kdy místo deterministicky 
naměřených dat jsou při analýze určeny identifikované parametry jako neznámé 
náhodné veličiny. Takovou vyšší úroveň identifikace můžeme nazvat statistickou nebo 
pravděpodobnostní inverzní analýzou. 
Cílem práce je seznámit se s umělými neuronovými sítěmi a jednotlivými 
stochastickými metodami, které jsou využity k jejich učení. Důraz je kladen na 
porovnání účinnosti nové metody Hierarchical Subset Latin Hypercube Sampling 
s klasickou metodou Monte Carlo a standardní metodou Latin Hypecube Sampling. 
V první části je popsána metodika inverzní analýzy a prvky k ní využité (stochastické 
metody, umělé neuronové sítě). Dále jsou porovnány různě složité struktury sítí a jejich 
chování. Následně jsou získané znalosti aplikovány při hledání parametrů zvolené 
matematické funkce. V poslední části je inverzní analýza využita ke stanovení 
materiálových charakteristik betonu s využitím výsledků lomové zkoušky trámce se 
zářezem v tříbodovém ohybu. 
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2 METODIKA INVERZNÍ ANALÝZY 
Podstata inverzní analýzy řešené v předkládané práci je založena na kombinaci umělých 
neuronových sítí (ANN) a stochastických simulačních metod typu Monte Carlo. Díky 
této kombinaci je možné pokrýt velké množství náhodných parametrů popisujících 
danou inženýrskou úlohu a vzít v potaz jejich vzájemnou interakci. 
Nejprve je vytvořen výpočetní model (např. model MKP, matematická funkce 
popisující daný problém). Následně jsou s využitím stochastických simulačních metod 
vygenerovány identifikované parametry (IP) jako náhodné neznámé veličiny. Vložením 
IP do výpočetního modelu je získána odezva systému (MD). Soubor IP a MD je pak 
použit k učení umělé neuronové sítě. Vektor neznámých vstupních parametrů je 
označen X, Y je vektor neznámých výstupních parametrů. Rovnici inverzní analýzy pak 
můžeme zapsat v následující podobě: 
      
      , (2.1) 
kde     
      je náhradní model inverzní funkce vytvořený s využitím umělé neuronové 
sítě. 
2.1 Stochastické metody 
Chování stavebních konstrukcí je zatíženo určitou náhodností. Pomocí stochastických 
(náhodných) metod můžeme simulovat náhodnosti nezatížené hrubou lidskou chybou 
(např. záměna cementu, vynechání výztuže, apod.). Jak uvádí Teplý, Novák [2], jedná 
se asi o 20 % případů poruch. Díky fyzikální podstatě věci může být obor hodnot 
parametrů vstupujících do simulace omezen na reálně dosažitelné hodnoty 
a vygenerován na daném pravděpodobnostním rozdělení. V práci jsou použity 
následující tři stochastické metody: Monte Carlo, Latin Hypercube Sampling a 
Hierarchical Subset Latin Hypercube Sampling. 
11 
2.1.1 Klasická metoda Monte Carlo 
Klasická (přímá, elementární, apod.) metoda Monte Carlo je metodou velmi 
jednoduchou a názornou. Vzhledem k tomuto faktu je často používanou. Její názornost 
je blízká inženýrskému myšlení, protože jistým způsobem simuluje skutečné chování 
konstrukcí. 
Metoda spočívá v realizaci N počtu numerických simulací řešeného problému, pokaždé 
s jiným náhodně generovaným vektorem vstupních parametrů X. Pro i-tou veličinu v j-
té simulaci je generováno pseudonáhodné číslo ui,j z intervalu      . Hodnotu Xi,j 
získáme ze vztahu: 
        
         , (2.2) 
kde    
         je inverzní distribuční funkce Xi,j. Postup vidíme na Obr. 2-1. 
 
Obr. 2-1: Inverzní transformace náhodné veličiny (převzato z [3]) 
2.1.2 Standardní metoda Latin Hypercube Sampling 
U některých úloh je nutné zajistit, aby generované náhodné veličiny byly schopné 
pokrýt celý obor distribuční funkce. K tomu je nutné použít pokročilé simulační metody 
j-tá simulace 
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Latin Hypercube Sampling (LHS), která je speciálním typem numerické simulace 
Monte Carlo. Metoda LHS využívá stratifikaci distribuční funkce rozdělení náhodné 
veličiny. 
Teoretický manuál programu FReET [3] popisuje, že při stratifikaci dochází k rozdělení 
oboru hodnot distribuční funkce pravděpodobnostního rozdělení Φ(Xi) každé náhodné 
veličiny Xi na N intervalů (N = počet simulací), kdy každému intervalu náleží stejná 
pravděpodobnost 1/N (viz Obr. 2-2). Hodnoty jednotlivých realizací jsou pak vybírány 
přímo z distribuční funkce pravděpodobnostního rozdělení pomocí následujícího 
vztahu: 
       
   
     
 
  , (2.3) 
kde Xi,j je j-tá hodnota i-té proměnné Xi a   
   je inverzní funkce k distribuční funkci 
rozdělení pravděpodobnosti veličiny Xi. 
 
Obr. 2-2: Dělení distribuční funkce do intervalů při metodě LHS (převzato z [3]) 
2.1.3 Metoda Hierarchical Subset Latin Hypercube Sampling 
Při práci s vygenerovanými daty je někdy zjištěno, že uskutečněný počet simulací N 
není dostačující. Použijeme-li metodu LHS, je nutné kvůli stratifikaci vytvořit zcela 
nový soubor hodnot, čímž ztratíme data již zpracovaná. V případě náročnějších 
výpočetních operací je tato ztráta citelná, a proto byla vytvořena metoda Hierarchical 
Subset Latin Hypercube Sampling (HSLHS) [4]. 
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HSLHS doplňuje hodnoty získané pomocí standardní metody LHS přidáním nového 
rozdělení pravděpodobnosti tak, že výsledný vektor rozdělení pravděpodobnosti tvoří 
pravidelnou mřížku. Tento přístup zamezuje duplikaci výstupních hodnot. Celkový 
počet nově získaných simulací Nc dostaneme jako: 
                 , (2.4) 
kde Ns je počet stávajících simulací, Np je počet nově přidaných simulací a t je celé 
kladné sudé číslo. 
Jak uvádí Vořechovský [4], nejmenší možná hodnota t je 2, což znamená, že ke stávající 
sadě je přidán její dvojnásobný počet (viz Obr. 2-3). Celkový počet simulací je tedy 
      . 
 
Obr. 2-3: Schéma přidávání simulací (převzato z [4]) 
Při opakujícím se rozšiřování sady je celkový počet simulací po r rozšířeních: 
    
    . (2.5) 
2.1.4 Spolehlivostní program FReET 
Simulace náhodných veličin byly realizovány pomocí spolehlivostního programu 
FReET (Feasible Reliability Engineering Tool). Zmíněný software je používán pro 
statistickou, citlivostní a spolehlivostní analýzu. Je to jediný program, který má 
implementovanou i metodu HSLHS. Jeho výhodou je také kompatibilita s programem 
ATENA 2D, čehož je využito v páté kapitole této práce. 
Počet přidaných 
simulací Np 
Celkový počet 
simulací Nc 
Rozdělení pravděpodobnosti p=Fi(x) 
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2.1.5 Použitá funkce rozdělení pravděpodobnosti 
Program FReET nabízí různá pravděpodobnostní rozdělení. Pro možnost srovnání byla 
při všech realizacích použita stejná funkce rozdělení pravděpodobnosti – takzvaně 
rovnoměrné rozdělení (v programu FReET jej najdeme pod názvem „Rectangular“). 
Toto rozdělení přisuzuje všem hodnotám z vybraného intervalu       stejnou 
pravděpodobnost, jejíž hustotu získáme ze vzorce: 
     
 
   
 , (2.6) 
Hustota pravděpodobnosti mimo zadaný interval je nulová (viz Obr. 2-4). 
 
Obr. 2-4: Příklad náhodné veličiny s rovnoměrným rozdělením 
2.2 Umělé neuronové sítě 
Lidský mozek je složen z několika miliard neuronů, jednoduchých prvků, které 
vzájemným propojením vytváří výkonný nástroj.  Velmi hrubou aproximací neuronu 
biologického získáme neuron umělý. Jejich propojením dostaneme umělou neuronovou 
síť.  Jednoduché, na výkon nenáročné prvky jsou vzájemně propojeny, čímž vzniká 
paralelní výpočtový systém schopný řešit nejrůznější úkoly. V této práci jsou umělé 
neuronové sítě využívány k inverzní analýze. 
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2.2.1 Parametry určující chování neuronové sítě 
Základním výkonným prvkem zvolené umělé neuronové sítě je McCulloch-Pittsův 
perceptor (viz Obr. 2-5). Vstupní data jsou zpracovávána podle: 
         
 
       , (2.7) 
kde y je výstup neuronu, f přenosová funkce neuronové vrstvy, wi synaptická váha 
vstupní hodnoty xi a   je práh neuronu. 
 
Obr. 2-5: McCulloch-Pittsův perceptor 
Ze vzorce (2.7) tedy vidíme, že chování neuronové sítě ovlivňují synaptické váhy, které 
udávají vodivost spojových cest, dále prahové hodnoty jednotlivých neuronů 
a přenosové (aktivační) funkce (binární, lineární, nelineární neurony). V práci jsou 
použity dva typy přenosových funkcí. Pro možnost snadného matematického ověření 
chování neuronové sítě je použita lineární přenosová funkce (viz Obr. 2-6: a). Vzhledem 
k nelineárnímu chování, které vykazují stavební konstrukce, je pro inženýrské úlohy 
použit jako přenosová funkce hyperbolický tangens (viz Obr. 2-6: b). 
 
Obr. 2-6: a) lineární přenosová funkce, b) hyperbolický tangens 
Θ 
a) b) 
x1 
x2 
xk 
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2.2.2 Struktura neuronové sítě 
Existují různé umělé neuronové sítě. V práci je použita vrstevnatá síť s dopředným 
šířením (signálu). Tato síť je typicky složena z více vrstev, a to ze vstupní vrstvy, jedné 
až dvou skrytých vrstev a vrstvy výstupní. Příklad struktury sítě je vidět na Obr. 2-7. 
 
Obr. 2-7: Struktura neuronové sítě 
Při tvorbě neuronové sítě potřebujeme navrhnout počet vrstev a počet neuronů 
v jednotlivých vrstvách. Jak uvádí Šnorek [5], aplikace Kolmogorova teorému na 
problematiku neuronových sítí vede k poznatku, že k aproximaci libovolné funkce f 
postačí, aby daná neuronová síť měla alespoň tři vrstvy o odpovídajících počtech 
neuronů v jednotlivých vrstvách, tzn. dvě skryté vrstvy a jednu vrstvu výstupní. Teorém 
má jen existenční charakter, nikoliv konstruktivní.  
K odvození počtu neuronů v jednotlivých vrstvách můžeme využít vzorce uvedené 
v [5]. Jedná se však jen o doporučení. Při stanovování vhodného počtu perceptorů je 
nutné se sítěmi experimentovat. Pro síť s jednou skrytou vrstvou se někdy doporučuje: 
                   , (2.8) 
kde Ni představují počet neuronů ve vstupní (výstupní) vrstvě. 
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Síť se dvěma skrytými vrstvami by podle některých měla mít následující počet neuronů 
v jednotlivých vrstvách: 
                
    
     
 
 
 
 , a (2.9) 
                
    
     
 
  . (2.10) 
Nejsou-li předem známé synaptické váhy a prahy, nastavují se většinou náhodně. 
Přenosová funkce je pro výstupní vrstvu zvolena lineární, ve skrytých vrstvách se 
vybírá podle typu úlohy. 
2.2.3 Učení neuronové sítě 
Ve zvolené neuronové síti je použita metoda učení s učitelem, což znamená, že je síti 
předloženo vnější kritérium určující, který výstup je správný. V síti jsou pak 
nastavovány váhy tak, aby se snížil rozdíl mezi skutečným a žádaným výstupem. 
K naučení neuronové sítě je potřeba jí předložit soubor hodnot, tzv. učící množinu, 
která obsahuje uspořádané dvojce vstupní vektor – výstupní vektor. V terminologii 
neuronových sítí jsou tyto uspořádané dvojce nazývané vzory. Tyto vzory tedy mapují 
vstupní prostor do výstupního prostoru. V předložené práci je učící množina generována 
pomocí stochastických metod. Z vygenerovaného souboru hodnot je někdy vhodné 
oddělit část, která bude tvořit tzv. testovací množinu. Tato množina se předkládá již 
naučené neuronové síti a je pozorováno, zda síť správně reaguje. 
Učení neuronové sítě probíhá podobně jako ve škole. Pokud žák projeví při zkoušení 
neznalost látky, musí se ji doučit. V případě neuronových sítí zjišťujeme, zda odpovídá 
na vstupní vektor přesně podle učící množiny. Nereaguje-li tak, jak je potřeba, musíme 
upravovat váhy, dokud nebude reagovat správně. Princip učení je zobrazen na Obr. 2-8. 
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Obr. 2-8: Učení neuronové sítě 
Při učení se snažíme dosáhnout globálního minima, tzv. chyby učení neuronové sítě. 
Požadovaný výstup je označen    
  a odpovídá i-tému vstupu a k-tému výstupnímu 
neuronu. Skutečná výstupní hodnota    
  patří stejnému neuronu a odpovídajícímu 
vstupu. Rovnici pro výpočet chyby učení pak můžeme zapsat jako: 
  
 
 
      
     
       
 
    , (2.11) 
kde N je počet simulací (odpovídá počtu uspořádaných dvojic vstup – výstup). 
Před začátkem učení nastavujeme určité parametry. Jedná se o učící metodu, počet 
epoch a učící krok. V práci jsou použity dva typy učící metody, gradientní a gradientní 
se setrvačností. Prvně jmenovaná při učení uvízne v místě lokálního minima. Gradientní 
metodě se setrvačností je dána určitá energie, díky níž překoná některá lokální minima. 
Počet epoch nám udává, kolikrát byl síti předložen každý vzor z učící množiny. Učící 
krok určuje, jak důkladně je neuronová síť zmapována. Čím nižší je, tím důkladněji síť 
mapuje. Při nastavování jednotlivých parametrů učení se přihlíží k jejich náročnost vůči 
přesnosti údajů, kterých je potřeba docílit. 
Kdy je neuronová síť naučena? Splní-li námi předem zadaná kritéria. Většinou se jedná 
o počet epoch nebo chybu učení. V inženýrských úlohách pak máme možnost porovnání 
s experimentálně zjištěnými daty. 
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2.2.4 Program na práci s umělými neuronovými sítěmi DLNNET 
K učení umělých neuronových sítí byl použit program DLNNET [6], který využívá 
znalostí popsaných výše. Grafické rozhraní programu se skládá ze tří oken. V prvním je 
možné navrhnout architekturu dané neuronové sítě, ve druhém se pak testuje, kdy na 
základě zadaných vstupních hodnot a vah a prahů získáme odpovídající výstupy. Ve 
třetím okně (viz Obr. 2-9) probíhá samostatné učení neuronové sítě a je zde možné 
nastavit všechny potřebné parametry (metoda učení, počet epoch, učící krok). 
 
Obr. 2-9: Okno programu DLNNET pro nastavení trénování neuronové sítě 
2.2.5 Normalizace vstupních a výstupních dat 
Vzhledem k tomu, jak široké škály hodnot mohou nabývat veličiny vstupující do 
procesu učení umělé neuronové sítě, bylo pro jejich správné učení v programu 
DLNNET potřeba normalizovat hodnoty na rozsah intervalu        podle 
následujícího vzorce: 
      
      
         
                 , (2.12) 
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kde Pnorm je normalizovaná hodnota, max (min) je maximální (minimální) hodnota dané 
veličiny a Porig je původní hodnota. 
Koncové hodnoty z naučené neuronové sítě získáme zpět pomocí inverze vzorce (2.12): 
      
            
        
              . (2.13) 
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3 TESTOVÁNÍ UČENÍ UMĚLÝCH NEURONOVÝCH SÍTÍ 
Porovnání účinnosti zvolených stochastických metod bylo nejprve provedeno při 
samotném učení neuronových sítí různých struktur a vlastností. K tomuto účelu 
posloužily simulace náhodných veličin z intervalu        s využitím funkce 
rovnoměrného rozdělení pravděpodobnosti. Trénovací množina byla generována zcela 
náhodně bez hlubších souvislostí mezi identifikovanými parametry (IP) a odezvou 
systému (MD), která byla vypočítána z IP pomocí vah a prahů simulovaných metodou 
Monte Carlo. Kvůli potřebě srovnat jednotlivé stochastické metody byla neuronová síť 
učena na 5 000 epoch. Jako testovací množina posloužilo šest sad náhodně 
generovaných hodnot. 
3.1 Určení minimálního počtu simulací 
Na úvod testování bylo zkoumáno, které parametry neuronové sítě ovlivňují potřebný 
rozsah simulací. Analýza byla provedena na sítích s jednou skrytou vrstvou a lineární 
aktivační funkcí mezi vrstvami. Počet neuronů v jednotlivých vrstvách byl různě 
konfigurován, jak je uvedeno v Tab. 3-1. Vzhledem k velkému množství postihnutých 
sítí jsou grafická schémata součástí přílohy A. 
Tab. 3-1: Parametry pro určení minimálního počtu simulací 
Vstupní 
vrstva 
Skrytá 
vrstva 
Výstupní 
vrstva 
Celkový 
počet vah 
a prahů 
LHS MC 
Počet 
potřebných 
sad 
Chyba 
Počet 
potřebných 
sad 
Chyba 
2 2 2 12 3 7,65E-17 3 4,8E-07 
2 3 2 17 3 4,31E-07 3 3,08E-07 
2 5 2 27 3 1,27E-08 3 8,73E-09 
3 3 2 20 4 2,68E-08 4 6E-08 
3 3 3 24 4 1,44E-08 4 1,55E-07 
5 5 2 42 6 2,8E-10 6 1,3E-10 
5 5 5 60 6 2,53E-08 6 2,34E-08 
Z testování zjištěné informace jsou uvedeny přehledně v Tab. 3-1. Je z ní možné vyčíst, 
že celkový počet vah a prahů, u nichž jsou během učení neuronové sítě měněny 
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hodnoty, nemá na minimální počet simulací žádný vliv. Je naopak zřejmé, že množství 
potřebných sad ovlivňuje počet vstupních parametrů. Ověření správné funkčnosti sítě 
bylo provedeno testovací množinou, kdy se spočítala chyba vztažená k jedné sadě jako 
čtverec rozdílu hodnot předpokládaných a dosažených podělený šesti (testovací 
množina obsahovala šest sad). Chyba je taktéž zobrazena v tabulce a nepřesahuje 
hodnot v řádu E-07. Zjištěný poznatek je možné vztáhnout i na další sítě, ovšem je 
nutné mít na paměti, že použitím jiné aktivační funkce než lineární se neuronová síť 
stává složitější, což bude mít za následek větší počet minimálních simulací nutných ke 
správnému naučení sítě. 
3.2 Srovnání stochastických metod pro malé počty simulací 
Účinnost stochastických metod bude nyní porovnána na třech různých strukturách 
neuronové sítě. První a druhá obsahují jen jednu skrytou vrstvu, třetí má pak dvě skryté 
vrstvy. Aktivační funkce pro skryté vrstvy je zvolena ve tvaru hyperbolický tangens, 
čímž se neuronová síť stane složitější, na druhé straně tak ale bude schopná vystihnout 
nelineární úlohy. Díky této schopnosti neuronové sítě dobře analyzují inženýrské 
problémy ve stavebnictví. 
Kvůli porovnání jsou podmínky pro učení sítě stejné, tj. gradientní metoda učení, krok 
učení 0,01. Trénování bylo ukončeno po 5 000 epochách. Chyba byla spočítána pro 
jednu testovací sadu jako čtverec rozdílu hodnot dosažených a očekávaných. Množiny 
určené k učení sítě obsahují čtyři, dvanáct a třicet šest sad. 
První síť má tři vstupy, pět neuronů ve skryté vrstvě a tři výstupy. Architektura druhé 
sítě je tvořena třemi vstupy, deseti neurony ve skryté vrstvě a třemi výstupy. Třetí síť 
obsahuje po pěti neuronech v každé ze dvou skrytých vrstev, vstupy i výstupy jsou tři. 
Struktury sítí je možné nalézt v příloze B. Pro srovnání jednotlivých stochastických 
metod jsou pro každou síť zvlášť vyneseny grafy chyby (viz Obr. 3-1, Obr. 3-2 a Obr. 
3-3). Kvůli odstranění desetinných míst je chyba vynásobena ve všech třech případech 
tisícem. 
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Obr. 3-1: Chyba sítě s pěti neurony v jedné skryté vrstvě 
 
Obr. 3-2: Chyba sítě s deseti neurony v jedné skryté vrstvě 
 
Obr. 3-3: Chyba sítě s pěti neurony v každé ze dvou skrytých vrstev 
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Jak je možné z grafů chyby odečíst, čím je daná neuronová síť složitější, tím je k jejímu 
učení potřeba vyšší počet simulací. U obou sítí s jednou skrytou vrstvou je pro třicet 
šest sad chyba velmi malá. Síť s deseti neurony ve skryté vrstvě dokonce vykazuje 
menší chybu, přestože pro nižší počty simulací je její chyba vyšší. Obě sítě vykazují 
zřetelný trend poklesu chyby s rostoucím počtem sad v učící množině. 
Naopak síť, která má dvě skryté vrstvy, vykazuje trend opačný, což může být 
způsobeno nastavením trénování neuronové sítě. Pro možnost jednotlivé sítě mezi sebou 
porovnat bylo totiž učení nastaveno na 5 000 epoch. Při prozkoumání vývoje chyby 
u metody HSLHS je možné konstatovat, že nevykazuje horší parametry než klasická 
metoda Monte Carlo nebo standardní metoda LHS. 
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4 INVERZNÍ ANALÝZA MATEMATICKÉ FUNKCE 
4.1 Funkce poruchy rámu šikmé střechy 
Porovnání účinnosti metody HSLHS s metodou Monte Carlo a LHS bude nyní 
demonstrováno na funkci porušení rámu šikmé střechy (viz Obr. 4-1). Příklad je možné 
najít v literatuře zabývající se spolehlivostí stavebních konstrukcí, kde jsou režimy 
selhání aproximovány pomocí Lagrangeových interpolačních polynomů [7]. 
 
Obr. 4-1: Schéma rámu se šikmou střechou (převzato z [1]) 
Funkce poruchy rozděluje prostor na část porušení (negativní funkce) a bezpečnou část 
(pozitivní funkce): 
        
     
           , (4.1) 
kde a = -0,36355, b = 1,18046, c = -1,0892988, d = 4,2042064 a parametry X1, X2 
zastupují účinky zatížení H a V normalizované plastickým momentem průřezu mp, 
X1 = Ha/mp, X2 = Va/mp. 
Pro potřeby překládané práce byl vytvořen hypotetický případ, ve kterém jsou 
experimentální data parametrů X1 a X2, která přesně odpovídají poškození (g(X) = 0). 
Získané body odpovídají křivce porušení (4.1). Křivku (označenou jako experiment) lze 
vidět na Obr. 4-2. Celkem tedy máme patnáct experimentálních bodů. 
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4.2 Inverzní analýza 
Úkolem inverzní analýzy je identifikovat všechny čtyři parametry (koeficienty a, b, c, d) 
z polynomu aproximace (4.1). Tyto koeficienty jsou brány jako neznámé IP. Podaří-li se 
identifikaci provést velmi úspěšně, měli bychom dostat IP odpovídající přesně 
koeficientům. Předpokládáme také, že metoda HSLHS nebude vykazovat horší 
výsledky oproti ostatním simulačním metodám. 
S ohledem na charakteristiku metody HSLHS (kapitola 2) byly na přípravu trénovací 
sady pro učení neuronové sítě použity simulace v počtu deset, třicet a devadesát. 
Nastavení parametrů simulace je uvedeno v Tab. 4-1. Použita je stejná distribuční 
funkce pro všechny koeficienty. Jak je prostor zadaného úkolu pokryt pomocí metody 
LHS s deseti simulacemi je vidět na Obr. 4-2. Rozdíly v pokrytí daného problému pro 
různé počty simulací metodou Monte Carlo je možné vidět v příloze C. 
Tab. 4-1: Nastavení parametrů simulace 
  μ std COV a b 
a -0,35 0,07 0,2 -0,47124 -0,22876 
b 1 0,25 0,25 0,56699 1,433 
c -0,2 0,9 4,5 -1,7588 1,3588 
d 0,5 4 8 -6,9282 6,9282 
Struktura neuronové sítě použité pro danou inverzní úlohu (viz Obr. 4-3) se skládá 
z patnácti vstupů, které odpovídají patnácti bodům na křivce porušení, ze dvou skrytých 
vrstev o deseti, respektive šesti neuronech a ze čtyř výstupních neuronů odpovídajících 
čtyřem identifikovaným parametrům. Skryté vrstvy neuronové sítě mají aktivační 
funkci hyperbolický tangens, výstupní vrstva má nastavenou lineární aktivační funkci. 
Učení probíhalo gradientní metodou, učící krok byl nastaven na 0,0001 a kritériem pro 
porovnání naučení sítě byla chyba učení. Pro všechny stochastické metody a počty 
simulací bylo stejné nastavení, jakožto i počáteční váhy a prahy. 
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Obr. 4-2: Trénovací set – deset náhodných simulací LHS 
 
Obr. 4-3: Schéma použité neuronové sítě 
4.3 Porovnání stochastických metod 
Naučeným různým neuronovým sítím bylo předloženo patnáct bodů funkce poruchy. 
Výsledné křivky a srovnání s křivkou experimentální jsou zobrazeny na Obr. 4-4. 
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Obr. 4-4: g(X) po identifikaci pro různé stochastické metody a počty simulací 
Z Obr. 4-4 je patrné, že všechny identifikace dokázaly postihnout trend funkce poruchy. 
Přesto jsou zřetelné rozdíly mezi jednotlivými stochastickými metodami a počty 
simulací. Sady obsahující devadesát simulací v podstatě kopírují experimentální křivku 
a nezáleží, o kterou stochastickou metodu se jedná. Při nižších počtech simulací se již 
projevují odlišnosti. Nejvíce patrné je odchýlení se od experimentální křivky na souboru 
deseti simulací metody Monte Carlo (červená barva). 
Pro lepší porovnání byla spočítána odchylka od experimentu (viz Obr. 4-5) jako prostý 
součet čtverců rozdílu hodnot. Vývoj odchylky poznatky potvrzuje, neboť s počtem 
simulací její hodnota klesá. Přestože u počtu třiceti simulací vykazuje metoda HSLHS 
největší odchylku, je viditelný klesající trend a u počtu devadesáti simulací je již rozdíl 
mezi jednotlivými metodami minimální. Celkově největší rozdíl mezi identifikací 
a experimentem vykazuje klasická metoda Monte Carlo, i když při počtu třiceti simulací 
u ní nalezneme nejnižší hodnotu, což je způsobeno náhodností metody, kdy dokázal 
vstupní vektor pokrýt daný prostor lépe než další dvě metody. 
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Obr. 4-5: Odchylka identifikace od experimentu 
Neméně zajímavým porovnáním je rozdíl v učení různých simulačních metod. Pro 
potřeby srovnání bylo trénování umělé neuronové sítě ukončeno při určité chybě učení. 
V Tab. 4-2 je zobrazen počet epoch nutných k dosažení této chyby. Opět vidíme stejný 
trend, kdy u devadesáti simulací není mezi stochastickými metodami rozdíl. Se 
snižujícím se počtem simulací počet epoch roste. Nejhůře opět dopadla metoda Monte 
Carlo s deseti simulacemi. 
Tab. 4-2: Porovnání počtu epoch potřebných k dosažení stejné chyby učení 
  
Monte Carlo LHS HSLHS 
10 30 90 10 30 90 10 30 90 
Chyba 
učení 
0,7575 0,7562 0,7517 0,7578 0,7571 0,7526 0,7578 0,7550 0,7589 
Počet 
epoch 
2700 420 100 1700 380 100 1700 430 100 
Celkově tedy můžeme konstatovat, že všechny sady byly schopny postihnout trend 
zadané funkce poruchy rámu šikmé střechy. Odchylky jsou způsobeny velkou 
nelinearitou řešeného problému, kterou nejsou schopny sady s nižším počtem simulací 
dostatečně pokrýt. Metoda HSLHS v porovnání s klasickou metodou Monte Carlo 
a standardní metodou LHS nijak zvlášť nezaostává. 
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5 INVERZNÍ ANALÝZA PRO STANOVENÍ MATERIÁLOVÝCH 
PARAMETRŮ 
V následující kapitole bude demonstrována aplikace inverzní analýzy založené na 
kombinaci umělých neuronových sítí a stochastických metod na konkrétním problému 
stavebního inženýrství. Účinnost jednotlivých simulačních metod bude porovnána při 
určení materiálových parametrů betonu s využitím výsledků lomové zkoušky trámce se 
zářezem v tříbodovém ohybu. 
5.1 Laboratorní testování 
Hodnoty lomově-mechanických parametrů jsou stanoveny na základě výsledků lomové 
zkoušky trámce ve vhodné zkušební konfiguraci. Vzhledem k její relativní 
jednoduchosti a dostupnosti zkušebních zařízení je použita zkouška tříbodovým 
ohybem. V předloženém příkladě má zkušební vzorek rozměry 100 × 100 × 400 mm 
(výška × šířka × délka), vzdálenost podpor je 300 milimetrů. Uprostřed nosníku je pilou 
s diamantovým kotoučem udělán zářez do 1/3 jeho výšky. Schéma zkoušky zobrazuje 
Obr. 5-1. 
 
Obr. 5-1: Schéma zkoušky tříbodovým ohybem 
Pro provedení stabilní zkoušky je potřeba, aby zkušební stroj byl dostatečně tuhý. 
Pokud se zatížení a deformace mění pomalu a bez náhlých změn během celého 
testování, můžeme zkoušku považovat za stabilní. Podpěry a zatěžovací zařízení by 
měly být uspořádány tak, aby síly působící na nosník byly staticky určité. Přesnost 
měření deformací je nejmíň setina milimetru. 
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Zkouška je prováděna s řízenou, přibližně konstantní rychlostí posunu, která je zvolena 
s ohledem na dosažení maximální zatěžovací síly během několika minut od začátku 
testu. Dokud není trámec porušen na dvě části, je měřena deformace uprostřed 
zkušebního tělesa a působící síly. Získaná data poslouží k vytvoření křivky zatížení – 
průhyb (l–d diagram), ze které je možné určit lomově-mechanické parametry. 
Důležitým krokem před určením parametrů získaných z l–d diagramu je ověření, zda 
v naměřených datech nedochází ke ztrátě stability, tj. celý průběh zatěžování je 
kvazistatický. 
5.2 Inverzní analýza 
Laboratorní testování dnes neposkytuje dostatek informací pro modelování skutečných 
problémů pomocí nelineární výpočetní techniky. Nedostatek znalostí lomově-
mechanických vlastností vyžaduje inženýrský přístup a využití vědomostí o nelineární 
lomové mechanice, především znalostí o lomové energii, pevnosti v tahu, funkci 
změkčení apod. Jak uvádí Lehký a kol. [8], jsou tyto údaje klíčové pro modelování 
lomu, rozvoje trhlin a maximální únosnosti konstrukce. 
Kombinace lomových testů a inverzní analýzy je možností, jak stanovit parametry pro 
popis kvazikřehkého chování betonu výpočetním modelem. Nejdůležitějším 
parametrem nelineární lomové mechaniky je specifická lomová energie Gf, dalšími 
parametry jsou pak modul pružnosti E a pevnost v tahu Rt. Z výše uvedeného rozboru 
tedy dostáváme celkem tři parametry (IP), které chceme identifikovat. 
Před začátkem identifikace je nutné si uvědomit, že je potřeba, aby podmínky 
jednotlivých simulací a nastavení experimentálního měření byly navzájem tak blízké, 
jak je to jen možné. Tento požadavek je zajištěn použitím moderních testovacích 
zařízení, u kterých je možné naprogramovat zatěžovací sílu nebo velikost posunutí 
stejné v každém kroku zkoušky. 
Trénovací sada byla poté generována s využitím MKP modelu (viz Obr. 5-2), který 
simuluje zkoušku v tříbodovém ohybu pro náhodné realizace materiálových parametrů. 
Použitý model byl vytvořený v programu ATENA 2D [9], což je software pro 
nelineární analýzu konstrukcí založený na metodě konečných prvků, úspěšně využívaný 
32 
především pro analýzu betonových a železobetonových konstrukcí. V modelu je 
nastaven materiál 3D Non Linear Cementitious 2, který je schopný řídit postupný rozvoj 
lokalizovaného poškození. Chování v tahu bylo řízeno Rankinovým kritériem 
s exponenciálním změkčováním podle Hordijka. 
 
Obr. 5-2: Schéma nelineárního MKP modelu zkoušky v tříbodovém ohybu 
Pro vytvoření učící množiny jsou materiálové charakteristiky považovány za náhodné 
veličiny, jejichž hodnoty byly simulovány pomocí stochastických metod typu Monte 
Carlo. Nastavení parametrů pro zadanou úlohu vidíme v Tab. 5-1. Distribuční funkce 
má rovnoměrné rozdělení a byla pro všechny parametry stejná. 
Tab. 5-1: Parametry simulace tříbodového ohybu 
  μ std cov a b 
E [GPa] 40 8 0,2 26,144 53,856 
Rt [MPa] 4,5 1,125 0,25 2,551 6,449 
Gf [N/m] 200 80 0,4 61,436 338,564 
Předložením získaných náhodných veličin MKP modelu zkoušky v tříbodovém ohybu 
obdržíme odezvu systému. Vzhledem k výpočetní náročnosti úkolu, kdy jedna simulace 
zabere řádově minuty, byl pro drobné usnadnění stochastický výpočet proveden 
v programu SARA [10]. Tento program umožňuje nahrát základní MKP model 
vytvořený v softwaru ATENA 2D a vybrat náhodné veličiny, které budou generovány 
v programu FReET. 
Na základě počtu simulací byl vytvořen odpovídající počet souborů s již nastavenými 
permutacemi náhodných veličin. Jednotlivé soubory byly následně spuštěny v programu 
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ATENA 2D, kde byly analyzovány. Po 120 iteračních krocích byly obdrženy l–d 
diagramy pro jednotlivé simulace, z nichž byly získány body pro učení neuronové sítě. 
Pro správné popsání křivky l–d diagramu je z výše zmíněného patrné, že nám k tomu 
postačí tři veličiny – maximální zatížení Fmax odpovídající pevnosti v tahu Rt, síla 
působící v oblasti lineárních deformací F0,01, což je v řešeném případě síla při deformaci 
0,01 milimetru, z níž je možné odvodit modul pružnosti E a plocha pod křivkou grafu 
W, která odpovídá práci potřebné k rozdělení zkušebního tělesa a díky níž je možné 
získat specifickou lomovou energii Gf. Tím byla získána kompletní učící množina. 
Počet simulací se volí obdobně jako v předchozí kapitole na deset, třicet a devadesát 
kvůli metodě HSLHS. Příklad pokrytí prostoru problému metodou LHS pro deset 
simulací je zobrazen na Obr. 5-3. 
 
Obr. 5-3: Deset náhodných realizací l–d diagramu metodou LHS 
S přihlédnutím k výše popsaným informacím je možné navrhnout strukturu neuronové 
sítě. Máme tři vstupy odpovídající veličinám Fmax, F0,01 a W. Ve skryté vrstvě se nachází 
pět neuronů s aktivační funkcí ve tvaru hyperbolického tangensu. Výstupní vrstva 
s lineární aktivační funkcí má tři výstupní neurony odpovídající hledaným parametrům 
E, Rt a Gf. Architektura sítě je zobrazena na Obr. 5-4. K trénování byla zvolena 
gradientní metoda se setrvačností, kdy parametr setrvačnosti byl 0,5 a krok učení byl 
nastaven na 0,001. 
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Obr. 5-4: Architektura neuronové sítě pro určení materiálových charakteristik 
5.3 Porovnání výsledků s experimentálním určením 
Pomocí stochastických metod byla naučena neuronová síť, kterou je nyní možné využít 
k inverzní analýze. Předložíme-li této síti vhodné body z l–d diagramu zkoušky 
betonového trámce se zářezem v tříbodovém ohybu, obdržíme materiálové 
charakteristiky daného vzorku. Pro tyto účely posloužil zkušební vzorek II-36 
z testování lomové energie Fakultou stavební VUT v Brně ve spolupráci 
s Bautechnische Prüf- und Versuchsanstalt GmbH a IKI, BOKU University, Vienna, 
Austria. Trámec je složen z betonu třídy C25/30 B3 a v době testování měl stáří 87 dní. 
Podrobnosti o zkušebním vzorku je možné najít ve zprávě z tohoto testování [11]. Ze 
zkoušky byl obdržen příslušný l–d diagram. Předložením odpovídajících parametrů 
odezvy vzorku (Fmax, F0,01 a W) neuronové síti jsou obdrženy hledané materiálové 
charakteristiky (E, Rt, Gf). Srovnání identifikovaných parametrů je vidět v Tab. 5-2. 
Tab. 5-2: Srovnání identifikovaných materiálových parametrů 
  
Monte Carlo LHS HSLHS 
10 30 90 10 30 90 10 30 90 
E [GPa] 41,1 40,2 40,5 31,1 40,3 40,4 31,1 40,7 40,5 
Rt [MPa] 4,1 3,8 3,8 3,8 3,8 3,8 3,8 3,8 3,8 
Gf [J/m
2
] 177,3 179,9 178,7 186,1 180,9 179,4 186,1 185,7 176,6 
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Obr. 5-5: Srovnání l–d diagramů pro: a) 10 simulací, b) 30 simulací, c) 90 simulací 
0 
1 
2 
3 
4 
5 
6 
7 
0 0,05 0,1 0,15 0,2 0,25 0,3 0,35 0,4 0,45 0,5 0,55 0,6 
S
íl
a 
[k
N
] 
Experiment 
LHS 
HSLHS 
MC 
0 
1 
2 
3 
4 
5 
6 
7 
0 0,05 0,1 0,15 0,2 0,25 0,3 0,35 0,4 0,45 0,5 0,55 0,6 
S
íl
a 
[k
N
] Experiment 
LHS 
HSLHS 
MC 
0 
1 
2 
3 
4 
5 
6 
7 
0 0,05 0,1 0,15 0,2 0,25 0,3 0,35 0,4 0,45 0,5 0,55 0,6 
S
íl
a 
[k
N
] Experiment 
LHS 
HSLHS 
MC 
Deformace [mm] 
Deformace [mm] 
Deformace [mm] 
c) 
b) 
a) 
36 
Pro lepší porovnání byly hodnoty z Tab. 5-2 předloženy výpočetnímu MKP modelu 
v programu ATENA 2D, čímž byly získány odpovídající l–d diagramy (viz Obr. 5-5). 
Pro přehlednost jsou rozděleny do tří grafů podle počtů simulací. Protože jsou průběhy 
křivek jednotlivých metod při třiceti simulacích velmi blízké, přesto je u nich vidět 
drobných rozdílů, a proto jsou jejich grafy pro podrobné srovnání s experimentem 
zobrazeny v příloze D. 
Po následném porovnání identifikovaných parametrů z Tab. 5-2 a l–d diagramů na 
Obr. 5-5, je patrné, že pro určení materiálových charakteristik betonu s využitím 
výsledků lomové zkoušky trámce se zářezem v tříbodovém ohybu je v předložené úloze 
dostačující, když trénovací množina obsahuje třicet nebo devadesát simulací. Pro tyto 
počty se identifikované parametry liší jen minimálně, pro modul pružnosti dostáváme 
hodnoty 40,2 GPa až 40,7 GPa, pevnost v tahu je shodně 3,8 MPa a specifická lomová 
energie dosahuje rozpětí mezi 176,6 J/m2 a 185,7 J/m2. Při pohledu na grafy jsou vidět 
jen nepatrné rozdíly mezi jednotlivými křivkami, které spolu téměř splývají. Drobnou 
odchylku vykazuje jen metoda HSLHS při třiceti simulacích (viz Obr. 5-5: b, zelená 
křivka), kdy dosáhne větší maximální síly než zkušební vzorek. Nominální rozdíl je 
však jen asi 0,1 kN. Srovnání je možné aplikovat na všechny tři simulační metody. 
Naopak parametry identifikované pomocí neuronové sítě, která byla naučena souborem 
s deseti simulacemi, vykazují již jistou odchylku od ostatních hodnot, především se 
jedná o modul pružnosti. Největší rozdíly jsou však patrné při grafickém zobrazení (viz 
Obr. 5-5: a). Je možné vidět, že křivky pro jednotlivé simulace dosahují odlišných 
maximálních hodnot zatížení než l–d diagram zkušebního vzorku. U metody LHS 
(křivky LHS a HSLHS jsou pro deset simulací totožné) je též patrný jiný sklon křivky 
ve vzestupné části diagramu oproti experimentu. Při učení byla také pozorována určitá 
neschopnost neuronových sítí k dalšímu učení, kdy obdržené hodnoty při učení pár 
epochami a několika násobně vyšším počtem epoch vykazovaly jen minimální rozdíly.  
Na závěr srovnejme odchylku experimentu a křivek obdržených při simulacích, která je 
spočítána jako čtverec vzdálenosti 120 bodů l–d diagramu (Obr. 5-6). Je zde možné 
vidět minimální rozdíly mezi jednotlivými metodami. Drobné rozdíly mezi chybami 
jsou způsobeny velkým počtem bodů nacházejících se v klesající části křivky, kdy se 
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v konečném součtu projeví i zanedbatelná odchylka. Svůj vliv má taky zvolená funkce 
změkčení. Oproti tomu výraznější odchylka při maximálním zatížení nijak zvlášť 
neovlivní celkovou chybu, viz výsledek získaný metodou Monte Carlo na Obr. 5-5: a) 
a odpovídající odchylka na Obr. 5-6. Výraznější chyba se projevuje jen u deseti sad 
metod LHS a HSLHS (trénovací množina je v tomto případě totožná), kde se 
neuronovou síť nepodařilo naučit, což je vidět i v Tab. 5-2 a na Obr. 5-5: a). 
 
Obr. 5-6: Odchylka l–d diagramu experimentu od jednotlivých simulací 
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6 ZÁVĚR 
Jak bylo na předložených příkladech demonstrováno (popis funkce poruchy rámu šikmé 
střechy, určení materiálových charakteristik betonu s využitím výsledků lomové 
zkoušky trámce se zářezem v tříbodovém ohybu), popisovaná metoda inverzní analýzy 
založená na kombinaci umělých neuronových sítí a stochastických metod je účinným 
nástrojem inverzní analýzy. 
Při porovnávání účinnosti jednotlivých stochastických metod je zřejmé, že počet 
devadesáti simulací je u všech metod dostatečný. U lomové zkoušky betonového trámce 
se zářezem v tříbodovém ohybu dobře identifikuje materiálové charakteristiky i soubor 
třiceti simulací. Při popisu průběhu funkce poruchy ale tento soubor není dostačující, 
neboť na obou koncích křivky lze spatřovat odklon simulací od experimentu. 
Generalizaci je možné opět provést u deseti simulací, kdy se tento nízký počet jeví 
u předložených úloh jako nedostatečný. Navíc byla u příkladu tříbodového ohybu 
pozorována určitá nevole neuronových sítí se dále učit, kdy obdržené výsledky pro malý 
počet epoch a pro mnohonásobně vyšší počty se lišily jen minimálně. 
Porovnání účinnosti metody Hierarchical Subset Latin Hypercube Sampling a dalších 
dvou stochastických metod ukázalo, že metoda HSLHS nijak nezaostává. Při vyšším 
počtu simulací (třicet a devadesát) dostáváme téměř totožné výsledky jako u ostatních 
simulačních metod, u kterých byla trénovací množina generována rovnou v počtu třiceti 
nebo devadesáti simulací. Vzhledem k tomuto zjištění je možné bez problémů použít 
metodu HSLHS při řešení úloh, v jejichž průběhu je zjištěno, že rozsah souboru 
vytvořeného metodou LHS není nedostatečný. Přidáním simulací pomocí HSLHS se 
výsledná chyba oproti původní množině vždy sníží a časová úspora oproti generování 
kompletně nového souboru LHS je zřejmá, viz identifikace materiálových charakteristik 
betonu s využitím výsledků lomové zkoušky trámce se zářezem v tříbodovém ohybu, 
kdy k původní množině obsahující deset simulací byly přidány další simulace, čímž 
byly ušetřeny desítky minut. U vyššího počtu původních simulací je možné ušetřit 
řádově hodiny práce. 
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Při testování učení neuronové sítě se soubory generovanými jednotlivými 
stochastickými metodami ve třetí kapitole bylo zjištěno, že počty simulací lze odvodit 
z počtu vstupních parametrů. Dané zjištění platí u sítí, které ve své struktuře mají jen 
lineární aktivační funkce. Pro naučení takové sítě je zapotřebí souboru, který obsahuje 
o jednu simulaci více než je počet vstupních parametrů. 
Podíváme-li se na simulované l–d diagramy v úloze materiálových charakteristik betonu 
s využitím výsledků lomové zkoušky trámce se zářezem v tříbodovém ohybu, můžeme 
vidět drobné odchylky od experimentální křivky. Pokud bychom chtěli lépe postihnout 
její průběh, bylo by možné upravit úlohu tak, že vstupní parametry budou body náležící 
křivce, což by znamenalo 120 vstupních parametrů odpovídajících iteračním krokům 
výpočtového modelu. Vezmeme-li nyní do souvislosti předpoklad z minulého odstavce, 
získáme úlohu, která bude výpočetně a časově náročná, neboť pro naučení neuronové 
sítě bude potřeba velkého počtu simulací. Dalším aspektem ovlivňujícím přesnost 
identifikace je výstižnost použitého materiálového modelu. V předložené práci je použit 
model 3D Non Linear Cementitious 2, který v oblasti změkčení materiálu používá vztah 
dle Hordijka. Ke zlepšení by mohlo dojít při použití jiného, výstižnějšího modelu 
změkčení. 
Je tedy nutné ke každé úloze přistupovat individuálně a udělat si rozbor, které hodnoty 
chceme z identifikace obdržet. Též je potřeba zvážit časovou náročnost řešení a přesnost 
výsledků, které obdržíme. 
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9 SEZNAM POUŽITÝCH ZKRATEK A SYMBOLŮ 
ANN umělá neuronová síť (artificial neural network) 
COV variační součinitel 
HSLHS Hierarchical Subset Latin Hypercube Sampling 
iFEM inverzní metoda konečných prvků 
IP identifikovaný parametr 
LHS Latin Hypercube Sampling 
MC Monte Carlo 
MD odezva systému (measured data) 
MKP metoda konečných prvků 
std směrodatná odchylka 
VUT Vysoké učení technické 
μ střední hodnota 
a, b hranice intervalu 
E modul pružnosti 
f přenosová funkce 
F0,01 síla odpovídající deformaci 0,01 milimetru 
Fmax maximální síla 
Gf lomová energie 
min minimum 
max maximum 
N počet simulací 
Nc celkový počet nově získaných simulací 
Ni počet neuronů v dané vrstvě 
Np počet nově přidaných simulací 
Ns počet stávajících simulací 
Pnorm normalizovaná hodnota 
Porig původní hodnota 
r počet rozšíření 
Rt pevnost v tahu 
t celé kladné sudé číslo 
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ui,j pseudonáhodné číslo 
W práce potřebná k rozdělení vzorku 
wi synaptická váha 
X, Y vektory neznámých parametrů 
Xi pravděpodobnostní veličina 
   
  požadovaný výstup neuronové sítě 
   
  skutečný výstup neuronové sítě 
Φ distribuční funkce 
Φ-1 inverzní distribuční funkce 
  práh 
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10 PŘÍLOHY 
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Příloha B Schémata použitých neuronových sítí v kapitole 3.2 
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Příloha C Pokrytí prostoru řešeného problému metodou Monte 
Carlo pro různé počty simulací 
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Příloha D Srovnání stochastického určení s experimentem pro 
30 simulací 
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