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Basandonos en la expresi6n anterior
podemos conformer el siguiente cuadro que
nos permite conocer el tipo de relaci6n
existente entre el tamano de la muestra no y
cada uno de los elementos que la definen,
cuando consideramos el resto de ellos
constante. Aqui, no,recibeelnombre de primera
aproximaci6n al tamano de muestra y resulta
de suponer que la poblaclon objeto de estudio
es significativamente grande con respecto al
tamano de lamuestra, vale decir en la practice
sequn Cochran-ocurre que:
(1)
Variabilidad del muestreo y factores que
determinan el tamaiio de una muestra
La naturaleza del muestreo lleva intrinseca
la variabilidad de las estimaciones obtenidas
mediante cualquler diseno muestral. En este
sentido, es apenas loqlco que de muestra a
muestra se presente variabilidad en las
estimaciones sobre el parametro de una
poblaclon objetode estudio en una investi-
gaci6n por muestreo.
De acuerdo con Cochran 1, una de las
expresiones usadas en la determinacion del
tamano de una muestra para la estimaci6n de
la media poblacional X de la caracteristica X
analizada viene dada por:
El presente articulo pretende poner en
conocimiento de los usuarios de la estadistica,
en especial aquellos que realizan
investigaciones por muestreo, la importancia
de dos propiedades fundamentales de los
estimadores como 10 son: La precision y la
exectitud y de otro lade realizar un resumen
de los principales errores no muestrales y sus
fuentes, mostrando su Incidencia en las
estimaciones mediante los llamados sesgos
inducidos, los cuales conjuntamente con los
errores de muestro son los responsables del
error total de muestreo. Muchas veces el
inadecuado control de los errores no
muestrales hace que el error total se deba
primordialmente a los sesgos y no al error de
muestreo, haclendose este ultimo culpable de
circunstancias y procedtmientos que no le
pertenecen. Un acertado diseno muestral,
ecompanado de una adecuada y minuciosa
ejecucion de todo el proyecto de lnvestigacion
pormuestreo aunque no conlleve a la ausencia
total de los errores no muestrales, si perrnltira
una buena dlsminuclon de estos, mejorando
la exactitud de las estimaciones. La
metodologia del muestreo provee proce-
dimientos cientificos para la mejora de la
precision en las estimaciones mas no as! para
lamejora de su exactitud, cuya responsabilidad
en buena parte, recae en los sesgos generaddS
por los errores no muestrales.
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La distribuci6n de un estimador:
Error cuadratico medio, varianza y sesgo
Para concretar un poco mas estas
propiedades de los estimadores, supongamos
que se tiene una poblaci6n de N unidades
estadisticas y de elias se extrae todas las
muestras posibies de tamafio n sin reemplazo,
obteniendose en total K ~ (:)muestras.
Si en cada muestra aplicamos en general el
estimador~n' obtenemos la distribucton de la
variable aleatoria ~nque podemos representar
sencillamente por: {~i' Pr($i)}, en la cual se
relaciona cada valor del estimador con su
respectiva probabilidad.
Al calcular la variabilidad de las
estimaciones con respecto a su valor esperado
E(~n)'obtenemos la Varianzadel Estimador:
V(~n)' mientras que si calculamos la
variabilidad de elIas con respecto al pararnetro
<j) , obtenemos el Error cuedrsiico Medio del
Estimador: ECM(~n)'Es bueno tener presente
que para el caso de la media muestral como
estimador de la media poblacional se cumple
De acuerdo con la tabla 2, es deseable que
el estimador que usemos en nuestra
Investigacion sea preciso e insesgado. EI
cumplimiento de estas propiedades nos dara
tranquilidad a la hora de establecer la
estimaci6n de nuestro pararnetro, aunque
como veremos se hace necesario ademas,
controlar cualquier tipo de error no muestral
para que nuestra estimaci6n este cerca del
pararnetro, con alta probabilidad.
Varianza $esgo del Ttpo de
de las Estimador
estimaciones estimedor (distribuci6n)
Pequefla No tiene Preciso e insesgado
Pequefla Si tiene Preciso y sesgado
Grande No tiene Impreciso e insesgadc
Grande Si tiene Impreciso y sesgado
De acuerdo con 10anterior, podemos realizar
la siguiente claslflcacion:
Dos propiedades fundamentales de un
estimador
En la practlca se dice que un estimador es
"preciso", cuando las estimaciones que arroja
para diferentes muestras son parecidas entre
si 0 10 que es 10mismo se parecen a su valor
promedio (valor esperado del estimador).
Para algunos estimadores, puede suceder,
que al tomar todos los posibles valores dados
por el, el promedio de ellos no coincida con el
pararnetro investigado y en estas situaciones
se dice que el estimador es "sesgado",
mientras que en caso contrario sera insesgado.
iguales 0mayores que X ' esto nunca se sabra,
siendo 10unico deseable que la diferencia entre
los dos valores (estimacion y parametro) no
vaya mas alia del valor 8 al tomar una muestra
cualquiera. Claro esta que existe un riesgo de
que esto no suceda cuyo valor es de 1000.% .
As! las cosas por ejemplo si se tiene un nive!
de confianza del 95% que se cumpla la
ecuacion 2 al tomar una muestra, 10 que ello
significa es que si repitieramos el muestreo
en i'guales circunstancias 100 veces
esperariamos que 95 de elias cum plan con
dicha desiqualdad y 5 no.
En ella, esta claro que las estimaciones dadas
por el estimador X pueden ser menores,n
(2)
Nota: EI nivel de confianza esta
representado en la ecuacton (1) por Z~ .
En toda investigacionpor muestreo es deseable
por supuesto que las estimaciones obtenidas
mediante el uso del estimador se parezcan 0
esten 10 mas cerca posible del parametro que
se esta estimando y para ella el investigador
determina el maximo error tolerable (8 ), que
permite tal conslderacion. En el caso de la
estimacion de X por ejemplo el investigador
al determinar 8 establece la siguiente
desigualdad:
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Nota': Si ~1 Y ~2' son dos estimadores de
4> para los cuales se curnple que:
A A 2A A A 2A
ECM(<I>I) = V(<I>I)+81 (<1>1) y ECM(<I>2) = V(<I>2)+82(<1>2)
la eficiencia relativa de <1>1 respecto de <1>2 se
define como el cociente:
A A
que: V(Xn)= ECM(Xn),precisamente porque es
un estimador insesgado.
La figura 1.esquematiza el proceso de
obtenci6n de la distribuci6n de un estimador
cualquiera y su clasificaci6n como estimador
sesgado 0 estimador insesgado.
La relaci6n entre el ECMde un estimador,
su varianza y su sesgo, puede representarse
con ayuda del teorema de Pitaqoras como 10
muestra la figura 2:
Figura 2. Relaci6nentre la varianza,el ECMy el sesgo de uri estimsdor
I ~I<_!_ ~








RAlz aJADRADA DE LA VARlANZA
DEL ESnMADOR
RAlZ aJADRADA IEL ERROR
CUADRATICOMEDlO IEL ESTIMADOR
Figura 1. Distribud6n de un estimador
~ :Es sesgado
NUmero de muestras sin




~E(,)=, 1E(;)*;+ j •V(Pl=B{[;-E(;'l]2}: BCM (i)=E{l,-;]2}











De la ecuaci6n: ECM(~n) = V(~n)+[B(~n)]2,
presentada en los graficos 1 y 2, se desprende
que el error cuadratico medio que mide la
precision de las estimaciones con respecto al
parametro tiene una componente aleatoria 0
"error de muestreo" que se mide por la
desviaci6n estandar del estimador(raiz
cuadrada de la varianza del estimador) y puede
tener una componente sistematica 0 sesgo
B(~n) = E(~n) - <1>.
N6tese que 10 ideal es que el estimador ~n'
sea precise "V(~n) pequena" e insesgado
..B(~n) = 0", ya que siempre trabajaremos con
una muestra la cual podra sobrestimar 0
subestimar el parametro investigado. Esto
nunca se sabra, pero de 10 que si debemos
estar seguros es de que la estimaci6n obtenida
este cerca del parametro <I> , con la probabilidad
estipulada.
Lo anterior no significa que no sean valldos
e importantes los estimadores sesgados, es
mas en la practice, seguramente solo de estos
dispondremos y por 10 tanto debemos procurer
que el sesgo de estimador sea despreciable,
10 cual, de acuerdo con Cochrarr', en la
practice significa que:
Figura 3. Clasijicaci6nde La distribuci6n de un estimador
suponiendo normalidad







No es posible 0 por 10 menos factl
suministrar una guia sencilla y precisa para
decidir cuando dicha aproximaci6n es
suficientemente buena. En la practice
generalmente se asurne una distribuci6n
Normal pero debemos tener presente que esta
situaci6n no sera tan clerta, si la muestra es
pequena y la distribuci6n de la poblaci6n es
muy aslmetrica.
La figura 3 muestra cuatro tipos de
distribuci6n de acuerdo con la variabilidad y
la existencia 0 no del sesgo suponiendo
distribuci6n Normal para el estimador
La eficiencia relativa (ER), nos dice que
estimador debemos aplicar siendo nuestro
deseo que las estimaciones se parezcan 10mas
posible a nuestro pararnetro investigado.
Con frecuencia se establece un cociente
entre la varianza de un estimador siguiendo
un diseno de muestreo D~ y la varianza que
se deriva del muestreo aleatorio simple (MAS).
Este cociente se denornina efecto de diseiio y
permite hacer una estimaci6n bastante buena
del tamano de muestra que se necesitaria con
el diseno D~ manejando la misma precision
establecida para el MAS.
Generalmente, la distribuci6n de un
estimador se considera Normal, salvo que la
muestra sea pequena, y se puede mostrar
empiricamente que la distribuci6n de un
estimador se acerca rapldament e a la
distribuci6n Normal a medida que aumenta el
tamano de la muestra.
La proximidad que tiene la dlstribuclon de
un estimador a la Dlstrfbucton Normal,
depende basicamente de los siguientes
aspectos:
La distribuci6n de la caracteristica X
analizada (Ia forma de la distribuci6n de
frecuencias de X en la poblaci6n
muestreada) .
La forma del estimador.
EIdiseno muestral (forma y ceracteristicas).
EI tamano de la muestra.
(3)
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Ypor 10 tanto su valor esperado sera:
171~)I~)I"~~I :I~:I~:
Encontrando bajo este supuesto que la
distribuclon del estimador de la media
poblacional es:
Ejemplo N°3 (Estimador sesgado por
naturaleza). Tomando como base la misma
poblacionU,la cual tiene para la caracteristica
Xuna media P( ':>lacionalX = 5 , vamos ahora
a suponer que utilizamos como estimador de
la media poblacional, el estimador definido
como el rango muestral multiplicado por 3/2,
esto es:
Encontrando en este caso con respecto al
valor esperado del estimador que:
M.Esras ~,ll.2) (ul' \1.3) (~,4t) (ll.2,ll.3) (ll.2,ll.t) <lI:3,ll.t)
~ ~)/2 (l~/2
(8-H>}/2 J2I2 ~ 111.2
Ejemplo N° 2 (Sesgo de medlcion)
Si ahora nuestra unidad Ul no ha sido medida
correctamente 0 como en el caso de una
encuesta no se ha dicho la verdad, la
dlstrtbucion del estimador X ,al suponer quen
el valor de la unidad ul, esta alterado en una
cantidad e > 0 sera:
Y calculando el valor esperado para el
estimador, obtenemos ahora que:
(4)
U2' significando asi que la primera tiene
probabilidadcero de ser seleccionada. En estas
circunstancias la dlstribucton del estimador de
la media poblacional sera:
Ejemplo N° 1 (Sesgo de selecclon).
Vamos a suponer ahora que la unidad
poblacional Ul' es suplantada por la unidad
En esta distribuclon no se ha inducido
nlnqun error no-aleatorio y adernas el
estimador es de naturaleza insesgada, por 10
tanto:
t-\eJIns (~,L2) (~, l1.3) (~, \.14) (L2,l1.3) (L2,lI4) (l!3, \.14)
Xn
9{2 11/2 l'{2 l4'2 !¥2 11/2
Encontrando todas las posibles muestras de
tamano n = 2, tendriamos la siguiente
distribucion para el estimador X de la median
poblacional X:
Supongamos que para la caracteristica X
analizada se tiene la siguiente poblacion:
EIsesgo del estimador puede ser inducido
en una lnvestlqacion por muestreo, bien sea
por el tipo de estimador, ya que algunos
estimadores son de naturaleza sesgada como
es el caso de los estimadores de razon y de
reqresion para citar dos ejemplos, 0 el sesgo
puede ser inducido en el estimador por la
presencia de errores nomuestrales. Para hacer
claridad sobre sesgo natural y sesgo inducido
veamos algunos ejemplos sencillos:
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Sea $ nel estimador insesgado de <I> para el
cual $n Rl N~(~n)' V(~n»). Estandarizando
tenemos:
La conclusi6n mediante la cual
despreciamos el sesgo de un estimador,
cuando el valor absoluto del cociente entre el
sesgo y la raiz cuadrada de la varianza del
estimador es menor del 10%, podemos
verificarla de la siguiente manera, despues de
suponer normalidad para la distribuci6n del
estimador.
GCuando eI sesgo de un estimador es
insignificante?
Figura 6. Cornparacion de uri estimador insesgado
y otro sesgado
c) Uno es insesgado y el otro sesgado
En este caso 10 ideal sera decidirnos por
aquel que tenga el menor ECMal igual que
en el caso anterior, pero en caso de
presentarse imposibilidadpara la estimaci6n
del ECM,damos la favorabilidada aquel que
tenga menor coeficiente de variaci6n. Ver
figura 6.
Debemos tener presente que si ambos
estimadores cumplen con la condici6n
establecida por la desigualdad (4) antes
mencionada, la comparaci6n se puede realizar
como en el caso anterior, pues podemos
considerar despreciable el sesgo en ambos
estimadores.
Figura 5. Comparacion de dos estimadores sesgados
ECM (i,)< ECM (")
CUANDO





b) Ambos son sesgados
En este caso preferimos aquel que tenga
menor ECM.Pero dado que la estimaci6n
de este indicador no siempre es facil de
obtener, se acostumbra utilizar el valor
absoluto del cociente entre el sesgo y la raiz
cuadrada de la varianza.




cv ('1) < cv ('2)
lE(~)=; :::)ECM(~)=V(~»)SI YE(~)= ¢ :::)ECM(;2)= V(~)
a) Ambos insesgados
En este caso para cada uno de ellos <1>1 y
<1>2' el ECM coincide con su respectiva
varianza y de este modo, el mejor de ellos
sera aquel que posea la menor varianza 0
el menor coeficiente de variaci6n.
Verfigura 4.
Comparando dos estimadores de acuerdo
con su naturaleza
En muchas oportunidades estaremos en
presencia de dos estimadores para el mismo
parametro o .viendonos obligados necesaria-
mente a elegir una de las siguientes circuns-
tancias de acuerdo con la naturaleza de los
dos estimadores:
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(5)
sesgos en las estimaciones deteriorando la
proximidad de elias al parametro investigado.
En las investigaciones por muestreo, los
errores de medicion y de seleccion inducen
Mediante los calculos anteriores podemos
concluir que la distorsi6n introducida por el













Tabla 3. Insignificancia del sesgo cuando
Para la cual usando el paquete estadistico
MlNITAB,obtenemos los valores de la tabla
siguiente:
Y al intentar calcular la P,.(Z:S; 2.0), lJegamos a
la expresion:
es sesgado, en cuyo caso tenemos:
Ahora consideremos que el estimador t
sabemos que: P,.(Z s2.0)= 0.9772 En general se dice que "Sesqo es el etectoque priva a uri resultado estedtstico de
representatividad al distorstonerlo sistema-
ticemerue'", esta definicion 10 que significa
matematicamente es que sesgo es todo aquello
que induce a que el promedio de las
i, -$ i, -E(i,)+~i,) i, -E(i,) ~i,) t ~i,) estimaciones sobre un parametro no coincida
Z ~ ~ ~ +~ A = +~ A con el pararnetro.
vV(cI>n) vV(cI>n) vV(cI>n) V(cI>n) V(cI>n) De acuerdo con Kish6-Se usan ampliamente
los terminos exactitudy precision. para separar
los efectos del sesgo. En general, la precision
se refiere a los errores pequefios y variables; a
veces denota (micamente el valor inverso de
la varianza; en cualquiera de los casos, excluye
los efectos de los sesgos. La exactitud se refiere
a los errores totales pequefios, e incluye los
efectos del sesgo. En un disefio preciso debe
haber errores variables pequefios; pero un
disefio exacto, edemas de ser preciso, ha de
tener un sesgo de cero 0 de valor muy pequefio.
Un dtseno de encuesta con sesgo grande sera
precise si sus errores variables son pequenos,
aunque no sera exacto-
De acuerdo con esta apreciacion podemos
declr que EI error total de estimaci6n(ET) en
que se incurre en cualquier Investiqacion par
muestreo, depende de dos aspectos: EI error
demuestreo(Raiz cuadrada de la varianza del
estimador) y El sesgo de estimaci6n. La
relacton entre estos elementos puede
representarse mediante un triangulo recUmgulo
para el cual, de acuerdo con el teorema de
Pitagoras:
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Los errores no muestrales debidos a una
preperecion inadecuada de Lainvestigaclon,
pueden a su vez clasificarse en: a) Errores que
FIgura 9. Principales fuenies de los errores no muestreles
Errores debidos a una
preparecton inadecuada
de la Investlgacion
Los errores no muestrales son tan
importantes como los errores muestrales, pero
debido a la poca atencion que se les presta
tiran al traste la mejor lnvestlqacion por
muestreo, al punto que debido a tal
desconocimiento se le atribuye al muestreo
errores que no Ie pertenecen.
En terrninos generales, un error no muestral
es la diferencia entre el verdadero valor para
una caracteristlce analizada en una unidad
investigada y su valor reportado en la hoja de
recolecclon de informacion 0 encuesta. Las
causas 0 fuentes que determinan estos errores
se pueden clasificar en tres como se muestra
en la figura 9:
FIgura 8. Caracterizaci6nde los errores en las
investigaciones por muestreo
entera.
• Se pueden prevenir can
medidas de tipo
administrativo.
Se acumulan sobre la muestra
No son cuantlficables.
Son de naturaleza slstem.§tlcaSe presentan solo en
Investigaciones por muestreo.
Se pueden limitar en magnltud
usando mejores rnetodos de
muestreo y / 0 muestras
grandes.
Se pueden rnedlr usando
modelos de probabllidad.
• Se deben publicar conjuntamente
con los resultados de toda encuesta
ERRORES M(lESTRALES
ERRORESEN LAS INVESTIGACIONESPORM(lES
Figura 7. Eiecto del sesgo en el error total de estimaci6n




Sesgo cero 0muy pequeno y
Error de muestreo pequefio
La figura 7 muestra la posible incidencia del
sesgo y el error de muestreo en el error total
de estimacion cuando tratamos de estimar un
pararnetro mediante dos estimadores
diferentes.
Mirando el efecto del sesgo y el error de
muestreo en el error total de estimaci6n al
usar dos estimadores de un mismo para-
metro.
La figura 7, muestra el mismo error total
para los estimadores ~l y ~2' pero en el caso
del estimador ~l' dicho error esta explicado
sustancialmente por el sesgo de estimacion
aunque el error de muestreo esta controlado
(poca variabilidad en el muestreo), mientras
que para el estimador ~2' el sesgo esta rL=~===~~~
controlado pero la variabiJidad del muestreo
no, haciendo que el error total se deba
fundamentalmente al error de muestreo.
Asi las cosas, podemos entonces clasificar
los errores en las investigaciones por muestreo
en dos clases: Errores muestraLes y Errores
no-muestreles, estos ultimos causantes de los
sesgos inducidos. La figura 8 nos ayuda a la
cerecterizacion de cada uno de ellos.
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Figura 12. Fuentesde erroresno muestrales debidosal




Figura 11. Erroresno muestraLesdebidos a le
recoLecci6nde ia informaci6n
f t
• • • • • • • • •1t
Los errores no muestrales debidos a la
recoleccion de La informacion, pueden
c1asificarse en tres a saber: a) los debidos a
los defectos del marco de muestreo, que
pueden darse por el uso de marcos ineficientes
o de un mal uso de estos. b) los lIamados
DATOSFALTANTES,que son un tipo especial
de errores y que ocurren cuando para una
unidad estadistica investigada no se tiene la
informacion solicitada total 0 parcialmente "no
se puede medir" (ejemplo en el caso de las
encuestas: La unidad no se puede ubicar, la
unidad no quiere contestar, etc.) y c) los
debidos a los errores en las respuestas 0
mediciones, los cuales pueden ser: humanos
(ejemplo: fatiga, falta de Interes, etc.); de
temporada (ejemplo: festividades, vacaciones,
etc.) 0 de tendencia (la memoria del
entrevistado, la experiencia del encuestado).
Verfigura 11.
FiguralO. Clesificecioti basics:de los erroresdebidos a una
preparaci6n inadecuada de la investigaci6n:
ERRORESsISTEMAncos








generan procedimientos sesgados debidos a
lamedida de una caracteristica, ala seleccion
de una unidad 0 a la estlmacion de un
parametro. b) los que se generan mediante el
uso de instrumentos sesgados, que pueden a
su vez provenir de la conformacion 0mal uso
de tablas de numeros aleatorios; cuestionarios
con preguntas mal redactadas 0 dlsenadas,
instrucciones equivocadas impartidas a los
recolectores y del uso equivocado de un marco




Regia 0 metoda de estlrnacion de un
parametrc para una poblacion definida. Es
Cuasivarianza:
Division de la suma de los cuadrados de
desviaciones de un grupo de datos muestrales
o poblacionales con respecto a su media, entre
el numero de ellos menos uno. Al igual que la
varianza poblacional es un indicador de
variabilidad. La cuasivarianza poblacional y la
varianza poblacional coinciden cuando la
poblaclon es muy grande 0 infinita.
Exactitud:
Un estimador es exacto cuando puede
producir estimaciones sobre un parametro
carentes de sesgo
Glosario de terminos:
A manera de conclusion
Todo investigador al realizar un proyecto por
muestreo debe valorar juiciosamente en cuanto
al disefio muestral los siguientes aspectos:
Metodo de muestreo; tipo de parametro que
se investiga; la functonde los costos
involucrada; la obtenclon 0 tenencia de
informacion adicional; el tamafio de la
poblacion investigada; la variabilidad de la
caracteristica 0 caracteristicas investigadas; los
niveles de confianza y los errores maximos
tolerables (distancia permitida entre las
estimaciones y el pararnetro). La anterior
rigurosidad puede derrumbarse invalidando la
Investlqacion, si el investigador, desdefia 0 no
presta la debida atencion a la parte
administrativa del proyecto en sus diferentes
fases.
Una mirada juiciosa y responsable de los
aspectos de diseno y administraci6n en
cualquier lnvestlqacion por rnuestreo son los
que deterrninan la precision y Ja exactitud de
las estimaciones involucradas en ella. Sobre
todo el investigador debe controlar la varianza
del estimador, ya que esta controla ia longitud
del intervalo de confianza que contiene al
parametro y el sesgo, por que este hace que
las estimaciones no esten cerca del parametro,
esto es, reducen la exactitud de las
estimaciones.
En los factores de disefio, merecen una
mencion especial aquellos problemas
generados por la mala definicion de la
poblacion objetivo y la dificultad de acceso
fislco a las unidades estadisticas seleccionadas
para la muestra, como puede ser el caso de
unidades ubicadas en regiones contaminadas,
regiones selvatlcas y regiones en conflicto
militar 0 social.
Figura 13. Fectoresque motivan le ausencia de respueste en
una investigaci6nmuestral mediante el uso de encuestes
ENCUESTADO
Ausencia / No colabcracion
Olvido /lgnorancia

















Los errores no muestrales debidos al
tratamiento de fa informaci6n recogida y a fa
publicaci6n de resultados,pueden deberse a:
mala revision de cuestionarios, equivocaciones
en la codiflcaclon, tabulacton, procesamiento,
interpretacion, publlcacion, etc.
La figura 12 muestra las fuentes que
alimentan los errores no muestrales debidos
al tratamiento de la informacion recogida y a
la publlcacion de los resultados.
En las investigaciones por muestreo y en
gereral, en todo tipo de encuesta, puede ocurrir
que no se recoja la informacion para todas las
ursdades investigadas 0 esta informacion
resulte nula para algunas preguntas. Este
hecho , que perjudica notablemente Ia
cbtencion de los indicadores estadisttcos
planeados dentro de Ia investlqaclon, esta
motivado basicarnente por los siguientes cinco
factores: a) los motivados por el encuestador,
b) los debidos al disefio de la Investiqaclon, c)
los debidos al encuestado, d) los debidos al
tipo de encuesta y e) los debidos a fa forma de
recoleccion de la informacion. Verfigura 13.
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Sesgo:
Es el efecto que priva a un resultado
estadistico de representatividad al
distorsionarlo sistematlcamente. Se dice que
un estimador es de naturaleza sesgada cuando
el promedio de sus estimaciones no coincide
con el parametro medido.
Poblecion Objetivo:
Es el conjunto de unidades en espacio y
tiempo que cumplen con determinadas
propiedades definidas en una investiqacion.
Precision:
Es Ia variabilidad de las observaciones
muestrales con respecto a su valor esperado y
se mide por la varianza del estimador.
Psrsmetro:
Valor que sintetiza la dtstrlbuclon de una
poblacion. Uno de los objetivos del analisis
estadistico consiste en estimar los parametres
poblacionales a partir de las observaciones
muestrales.
MuestreoProbabilistico:
Metodo formal basado en la teoria de la
probabilidad que permite la obtencion de una
muestra representativa. Muestreo y
probabilidad estan estrechamente Jigados y
juntos constituyen la base de la Inferencia
Estadistica.
Marco de Muestreo:
Es todo dispositivo material 0 electronico
en el cual se hallan representadas directa 0
indirectamente las unidades objeto de estudio.
Inferencia estadistica:
Parte de la Estadistica que nos permite
hacer juicios respecto de caracteristicas
poblacionales, basandonos en una muestra
probabilistica de dicha poblacion.
Preccion de Muestreo:
Proporcion establecida entre el tamano de
lamuestra y el tamano de la poblaclon. Suele
llamarse tarnbten proporcion 0 intensidad del
muestreo y basicarnente indica cuantas
unidades poblacionales estan siendo
representadas por cada unidad muestral.
Error total de Investigacion:
Para las investigaciones por muestreo se
define como la raiz cuadrada de la suma del
cuadrado del error muestral con el cuadrado
de los errores no muestrales, medidos estos a
traves de los sesgos inducidos en la
investiqacion.
Error Cusdrtaico Medio(ECM):
Pararnetro que mide en los estimadores
sesgados las desviaciones de las estimaciones
con respecto al parametro investigado. Su
cuadrado es igual a la suma de la varianza del
estimador mas el cuadrado del sesgo. Para los
estimadores insesgados el ECMcoincide con
la varianza del estimador.
Estimscion:
Es el proceso mediante el cual, utilizamos
datos muestrales para estimar 0 realizar
pruebas de hipotesis sobre los valores de los
parametros desconocidos en una poblacion.
usualmente expresado como una funcion de
valores muestrales. En el muestreo
probabilistico, el estimador es una variable
aleatoria, cuya dlstrfbucion es de gran
importancia para valorar la fiabilidad de la
estimaclon a la que el conduce.
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