Abstract. Let (xl, x2,'", x,,) and (x,x,... ,x') be two strings from an alphabet 4, and let Ln denote their longest common subsequence. The probabilistic behavior of Ln is studied under various probability models for the x's and x"s.
1. Introduction. Long molecules such as proteins and nucleic acids can be thought of schematically as sequences from a finite alphabet .Froma n evolutionary point of view it is natural to compare molecules by considering their common ancestors, and in schematic terms this reduces to the problem of considering the longest common subsequence of two given sequences.
Sankoff (1972) gave an efficient algorithm for calculating the length of the longest common subsequence. Subsequently, Sankoff and Cedergren (1973) , and Sankoff, Cedergren, and Lapalme (1976) considered a number of empirical cases and conducted some Monte Carlo investigations. The first formal probabilistic analysis of the problem of long common subsequences was initiated in Chvital and Sankoff (197 5) . To describe their work we first introduce some notation. By Xi and X'i, 1 -< < oo, we denote two sequences of independent, and identically distributed random variables with values in '. The random variable of main interest is Ln := max {k' Xi XI, X 2 X++,..., Xi Xk where 1-<i1<i2< "<ik<--n and 1 <-h </'2 <.. .<fl<=n}.
In words, Ln is the largest cardinality of any subsequence common to the sequences (X, X2,''', Xn) and (X, X,..., X',) . Deken (1979) was able to sharpen the bounds on Ck, and also noted that as a consequence of Kingman's subadditive ergodic theorem (Kingman (1968) 
The main point of this section is to show that (2.1) leads to the bound
under the general assumption that Vi =(Xg, X) are independent and identically distributed. In fact, one can prove the following result. THEOREM 1. For each n, suppose there is defined a function S(Xl, x2, , x) from (Nd) tO .S uppose also that Vg, 1 <= < oe, is any sequence of independent random vectors in Na, and for 1 <-<= n, 1 <-n < oo set
If E(Si,, Si,n) 2 is bounded for all 1 <-< f <-_ n and 1 <-n < co, then
Proof. Let the bound on E(Si, --S,n) 2 be B. Since E(Si,n-Sj,n) 2 _-<B one also has E((Si,n-S.)2)<-B. Ln -ELn o(n 3/4+e) with probability one.
Since the techniques for proving (2.11) are well known and since the result is not the best possible, there is no reason to include the proof. This is nevertheless the first rate result available on Ln, since such rates cannot be obtained in general from the subadditive ergodic theorem (cf. Hammersley (1978, p. 670) (3.1) h,,+n(ex, e2,'",en+,,)<-_hm(el, e2,"',em)+hn(e,+,en+2,"',en+,,).
As an example, we note that if E=gx and ei=(ai, a ), then letting hn(e,e2,"" ,en) denote the length of the longest common subsequence of (a, a2,'' ', an) and (a, a&,..., a',) one has (3.1). Because of the applications we have in view, we will also focus on monotone subadditive functions, i.e., those functions which satisfy (3.1) as well as (3.2) hn-m(Xm+l, Xm+2,"" ,Xn)<-hn(xl, x2, ,Xn) forallm _-<n and{xa, x,... ,xn}.
We will say that a stochastic process {X} on the discrete state space E has a stationary ergodic coupling if there is a stationary ergodic process {X }= on the same probability space such that Zi (Xi, XI is a coupling, i.e., such that the stopping time r min {i: Xi X } is finite with probability one, and Xi X for all _-> r.
It is well known that couplings are a convenient and powerful way of expressing the asymptotic properties of stochastic processes (see, e.g., Griffeath (1978) Here, to conclude that the limit is indeed a constant we have made use of the fact that Kingman's theorem assures that the limit is shift invariant and we have assumed that {XI }_-is ergodic. Now we have by (3.1), (3.2), and the definition of r that h,(Xl, X2, X,) <-_ h,(Xa, Xz, X,) + h,_,(X',+, X,+, X, (3.6) <-h,(Xl, X2, X,) + h, (X'l, X'2, X' ).
Since -< oo with probability one, (3.4) and (3.6) yield (3.7) lim hn (X1, X2," ", Xn) . 4. Alternative statistics. The random variable L(V, V2,.. , V) certainly is an interesting measure of genetic proximity, but it appears to be hard to handle. In such a situation it is natural to look for suitable alternatives.
To introduce one such alternative let (X, X., , X) and (X, X, , X') denote two sequences of values from s. By Finally, the main scientific problem is to find a replacement for L which still has a genetic justification. The null distributions of Ln seem likely to be always out of reach, and major progress will be made when L finds a suitable substitute. The statistic T is a resonable first choice, but it leads to its own problems. For example, what is the order of the growth of Var T ?
In the search for surrogates for L, it may be critical to consider the variety of problems to which it has been applied. In addition to the application to molecule comparisons noted previously, there is a natural application in communications. In particular, Bradley and Bradley (1978) have applied Ln in the study of bird songs.
There are also a variety of potential uses in computer science, and for an introduction there it seems useful to refer to the papers of Aho, Hirschberg and Ullman (1976), Okuda, Tanaka and Kasai (1975) , Selkow (1977) and Wagner and Fischer (1974) . In at least some of these papers in which L has been used, it seems there must exist a more tractable substitute.
