Previous research employing a real-time auditory perturbation paradigm has shown that talkers monitor their own speech attributes such as fundamental frequency, vowel intensity, vowel formants, and fricative noise as part of speech motor control. In the case of vowel formants or fricative noise, what was manipulated is spectral information about the filter function of the vocal tract. However, segments can be contrasted by parameters other than spectral configuration. It is possible that the feedback system monitors phonation timing in the way it does spectral information. This study examined whether talkers exhibit a compensatory behavior when manipulating information about voicing. When talkers received feedback of the cognate of the intended voicing category (saying "tipper" while hearing "dipper" or vice versa), they changed the voice onset time and in some cases the following vowel.
I. INTRODUCTION
The timing of speech is coordinated over many temporal scales ranging from milliseconds in individual phones and consonant clusters (Kent and Moll, 1975) to seconds in the rhythmical structure for phrases and sentences (Lehiste, 1970) . Historically, this precise timing is explained by one of three accounts. (1) Speech timing is attributed to some kind of clock mechanism within the nervous system (e.g., Ivry and Richardson, 2002; Buonomano and Laje, 2010) . (2) Speech timing is controlled by detailed motor scripts or intrinsic motor organizations (e.g., MacNeilage, 1970; Tuller and Kelso, 1984; Fowler, 1986) . (3) Speech timing of future movements is regulated by feedback from ongoing movements (e.g., Washburn, 1916) . In their strictest sense, none of these frameworks has been entirely adequate to explain the intricacies of the temporal structure of speech. However, aspects of all of these ideas appear in recent accounts of the temporal control of behavior (e.g., Buhusi and Meck, 2005) .
Following the theoretical criticism of Lashley (1951) , sensory feedback has long been dismissed as the source of accurate timing spanning short temporal scales such as occurs in individual consonant coordination (cf. temporal coordination of pitch control with auditory feedback has been studied extensively; e.g., Hain et al., 2001; Liu et al., 2009; Behroozmand et al., 2009; and Cai et al., 2011) .
However, recent developments in models of feedforward processing in speech movement (e.g., Guenther et al., 1998; Houde and Nagarajan, 2011; Kr€ oger et al., 2009 ) have led us to revisit the importance of sensory feedback in the control of articulatory coordination for segments. Evidence suggests that talkers monitor their own voice and the perception of self-produced sounds influences many acoustic parameters of speech. For example, it has been shown that talkers exhibit compensatory behavior not only for altered suprasegmental parameters such as loudness (Bauer et al., 2006) and pitch (Burnett et al., 1998; Jones and Munhall, 2000) , but also for segmental parameters such as vowel formant frequencies (Houde and Jordan, 1998; Purcell and Munhall, 2006; Villacorta et al., 2007; MacDonald et al., 2010 MacDonald et al., , 2011 Cai et al., 2010; Mitsuya et al., 2011 Mitsuya et al., , 2013 and fricative noise (Shiller et al., 2009; Casserly, 2011) .
To date, the only segmental parameters that have been examined are acoustic frequency manipulations (formant and spectral noise). However, there are other acoustic parameters that define speech segments such as voicing. All languages have voicing contrasts. For plosives or stop consonants, if vibrations of the vocal folds are present when the consonantal gestures are made and the air is released through the constricted point of the vocal tract, it is perceived to be voiced, whereas if such vibration occurs with a temporal lag, it is perceived to be voiceless. The relative timing between the plosive release and the initiation of voicing is called voice onset time (VOT) . Detailed articulatory parameters for this measure are not language universal (see Lisker and Abramson, 1964, a) Author to whom correspondence should be addressed. Electronic mail:
tmitsuya@uwo.ca for a review). For example, in Romance languages such as Spanish and French, voicing generally precedes the plosive burst for the voiced consonants, while for voiceless consonants, voicing follows shortly after the plosive burst. In English, voicing follows shortly after the plosive release for the voiced plosives (thus, the VOT value that is typically positive), which is comparable to the voiceless category in Romance languages, whereas for English voiceless consonants, voicing starts much later than the plosive release and it is usually accompanied with aspiration. Even within a language, a voicing category may consist of multiple allophones (e.g., in English, when voiceless plosives occur in a syllable medial position, they are usually unaspirated). In short, although the voicing category is not strictly defined by phonatory timing relative to other gestures in a language universal manner, timing still remains the main acoustic cue to distinguish the categories. Timing parameters and their control for voicing have been under extensive investigation for a long time. VOT as one of the strongest cues to distinguish the voicing category has been decomposed into its acoustic (e.g., Lisker, 1986) and articulatory constituents and their interactions and coordination (e.g., L€ ofqvist and Yoshioka, 1984) . In terms of articulatory postures, VOT is determined by the interarticulator timing of laryngeal and oral gestures plus the conditions of air pressure across the vocal folds. L€ ofqvist and Yoshioka (1981, 1984) reported that even though the magnitude of glottal opening during consonant production was variable, the temporal relationship between supralaryngeal and laryngeal gestures was precisely coordinated. This coordination of laryngeal and oral gestures of voicing was demonstrated to be remarkably flexible by Munhall et al. (1994) . Using a motor perturbation paradigm, Munhall et al. (1994) examined the coordination of laryngeal and supralaryngeal gestures. They reported that when the lower lip was mechanically perturbed, interfering with the bilabial closure for /p/ in an /i'pip/ context, not only did the lips show compensatory movements to achieve the closure, but also the onset of glottal abduction was delayed, prolonging the vowel. The following bilabial closure was shorter than the unperturbed one, causing a slightly longer VOT. However, the glottal abduction movement did not change its timing or duration relative to oral movements. Taken together, it is clear that the control of voicing as a phonemic outcome is not solely dictated by voicing as an independently prescribed movement; rather, the interaction of a host of many gestures around the plosive consonant fluidly coordinate their timing to control the category of voicing.
The fact that mechanical perturbations elicit compensatory coordination of multi-articulator movements for voicing suggests that such articulatory maneuvers are influenced by sensory information, thus other form of sensory feedback such as auditory feedback may also be crucial for VOT control. Lane and Perkell (2005) reviewed the studies that examined acoustic and articulatory differences of VOT production due to the lack of auditory feedback among deaf individuals. The VOT difference between voiced and voiceless consonants was reduced (Lane et al., 1994; Waldstein, 1990) and often, the voiced/voiceless distinction was wrongly produced (Cowie and Douglas-Cowie, 1983 ) after individuals lost their hearing. Moreover, in a study with prelingually deafened children, Higgins et al. (2001) turned on and off the cochlear implants to examine the effect of auditory feedback (or the lack of) on their speech acoustics. Although the finding was not consistent across their two children examined, at least one child's VOT production for /p/ was significantly reduced the day the implant was turned off. Another study by Jones et al. (2003) , compared the intraoral pressure as well as its duration during /p/ and /b/ production in the /CVCV/ context (puppy vs baby) among children with normal hearing versus children with a cochlear implant. With children with a cochlear implant, these parameters were measured when the implant was on and off. The changes due to the removal of auditory feedback were not consistent across the examined children however, it seemed to introduce articulatory adjustments, implying that auditory information is used for articulatory distinction between the voicing categories, even though each of the children made use of the information for different articulatory maneuvers. The results of those studies strongly suggest that (1) without being able to hear their own speech, the voicing contrast cannot be monitored precisely and the phonetic details for the contrast are no longer maintained in articulation and (2) auditory information is used to control/adjust voicing contrast.
If the function of the speech production error correction system is to monitor and adjust any speech sound that we produce, then the system has to monitor and adjust articulatory/phonetic details of voicing as well. Thus, people should exhibit compensatory behavior when they receive perturbed voicing feedback. In the present study, we examined whether talkers exhibited compensatory production when they received feedback that was not congruent with the voicing production that they intended, using the same general paradigm of the real-time perturbed auditory feedback experiments. Although VOT is a strong acoustic signature for the perception of voicing, as Lisker (1986) discussed, there are a host of many other acoustic parameters associated with voicing. Thus, we decided not only to manipulate VOT; rather, we used large perturbations-cross-categorical feedback perturbations in which talkers heard the voicing cognate opposite to the one they were producing. The use of a crosscategorical feedback perturbation allowed us to examine the temporal organization of syllable constituents. Although the paradigm itself is comparable to that of F0 (Burnett et al., 1998; Jones and Munhall, 2000) and vowel formant perturbation (Houde and Jordan, 1998; Purcell and Munhall, 2006; Villacorta et al., 2007; MacDonald et al., 2010 MacDonald et al., , 2011 Mitsuya et al., 2011 Mitsuya et al., , 2013 , real-time modifications of temporal parameters are not easily implemented. That is, it is difficult to lengthen ongoing temporal parameters, and, it is impossible to shorten them. In order to solve this problem, we pre-recorded talkers' utterances, and selected five productions of each token that had VOTs closest to the mean of each voicing cognate to be used as playback tokens during perturbation. This is similar to the manipulation used in the study by Mochida et al. (2010) . But unlike their study where articulatory measurements were measured, we investigated how acoustic details were changed due to the introduction of perturbed auditory feedback of voicing category.
II. METHODS

A. Participants
Thirteen female undergraduate students [mean age ¼ 19.4; standard deviation (s.d.) ¼ 1.0] at Queen's University in Canada participated. All were native Canadian English talkers with normal hearing thresholds within the range of 500-4000 Hz (<20 dB hearing level). None reported a history of language or speech impairments.
B. Equipment
Participants were tested in a sound isolated booth (Industrial Acoustic Company). They wore a headset microphone (Shure WH20) and the microphone signal was amplified (Tucker-Davis Technologies MA3 microphone amplifier), low-pass filtered with a cutoff frequency of 4500 Hz (Krohn-Hite 3384 filter), digitized at 10 kHz and the detection of voicing was processed in real-time (National Instruments PXI-8106 embedded controller) such that a playback token was gated when the talker's utterance onset was detected. This resulted in a delay of 3-5 ms, but this magnitude of delay is less than observed in all auditory perturbation studies. While talkers were receiving the playback token, their actual microphone signal was not fed through the headphones. Feedback (regardless of whether it was normal or playback token) was amplified and mixed with noise (Madsen Midimate 622 audiometer), and presented over headphones (Sennheiser HD 265) such that the feedback signal and noise were presented at approximately 80 and 50 dBA sound pressure level, respectively.
C. Target words
Because we used natural productions of syllables, temporal parameters of the playback tokens differed more than simply by onset VOT. If the syllabic duration of a voicing cognate pair is similar, the vowel with a voiceless plosive has a longer vowel duration. Perturbation studies such as Munhall et al. (1994) and studies of compensatory shortening (Fowler, 1981; Munhall et al., 1992) have reported that the duration of speech segments is controlled not for each segment but for a proportional relationship of the segments that comprise a larger unit, such as syllable. The organization of constituents within a syllable as a larger unit may also be examined using the real-time auditory feedback paradigm. In order to measure duration of each constituent in a syllable, it was necessary to have a consonantal coda to have a concrete and consistent offset of the voicing. Monosyllabic CVC codas may be deemphasized, in which case the duration of the vowel may also become more variable. For this reason, we selected the trochaic disyllabic words, "tipper" and "dipper," as our test words for the experiment.
In the perturbation phase of the experiment, while talkers were repeating the word "tipper" they started to hear their pre-recorded production of "dipper." In the contrasting condition, while saying "dipper," they received "tipper" as the perturbed feedback. We measured a change in VOT, the following vowel, coda closure and the syllable duration due to the introduction of the playback token perturbations.
D. General procedure
Each participant was tested twice over the course of two weeks. The first session, session 1, was to collect their playback tokens, and session 2 was the experimental session.
1. Session 1 a. Baseline. Each participant was tested individually. They sat in front of a monitor on which a target word ("tipper" or "dipper") was presented for 1 s with an interstimulus interval of approximately 1.5 s. Participants were instructed to produce the prompted word trochaically at a normal pace without gliding their pitch. A total of 100 utterances were produced for each of the words. After completing the 100 tokens of one word, they repeated the same procedure with the other target word. The order of the word presentation was counterbalanced across participants. Participants wore headphones, through which they heard the produced sounds without any perturbation. Within a week's time, participants returned to participate in session 2.
b. Playback tokens. For each utterance, automated estimates of burst and voicing onsets were generated using the algorithm of Das and Hansen (2004) . These estimates were reviewed and, if necessary, adjusted by hand. From session 1, each participant's average VOT of each voicing category was measured. Outliers (tokens with VOT values greater or smaller than mean þ3.0 s.d. or smaller than À3.0 s.d.) were removed from assessing the mean VOT. Five tokens with VOT values closest to the mean of the voicing category were chosen for each individual as playback tokens for the second session. The amplitude of these selected tokens was normalized, thus there was no difference in peak amplitude across the playback tokens.
Session 2: Experimental condition
When participants came back for the second session, they performed the same task as the first session, producing 100 utterances of each of the words "tipper" and "dipper." The order of the word types was the same from session 1. During the second session, however, the 100 utterances of each word were divided into three experimental phases: the baseline phase (utterances 1-20), the perturbation phase (utterances 21-60), and the return phase (utterances 61-100). During the baseline phase, participants were given normal feedback through the headphones so that they heard their voice as they produced the target word. This matched the conditions for session 1. During the perturbation phase, however, they heard their own pre-recorded playback tokens of the other voicing category as they produced the target word on the monitor. For example, while they were producing the word "tipper," they heard their voice saying "dipper" and vice versa. The order of presentation of the five playback tokens was not randomized. Thus, there were sequential presentations from token 1 through 5, which repeated during this phase. These playback tokens were played at 80 dB. In the return phase, the participants received normal feedback just as in the baseline phase.
III. RESULTS
A. Session 1
With the data collected from the first session, the utterances 11-100 were used for the analysis to calculate the durational parameters of the first syllable of the two target words. For the target word "dipper," many talkers produced a few instances of negative VOT with which the onset of phonation precedes the plosive burst and continues through the plosive closure and the burst. The mean occurrence of negative VOT production was 3.0 times over a course of 90 utterances, and there were no systematic patterns for these negative VOT productions. These tokens were excluded from the analyses because (1) the values of negative VOT were, in general, quite large, and they would have skewed the mean value of positive VOT for /d/ and (2) the idiosyncratic/unsystematic productions of negative VOT are not representative of talker's standard (positive) VOT for /d/ in the word onset context.
We examined various durational parameters for the test tokens, including VOT of the onset consonant, vowel duration of the vowel in the first syllable, coda closure (offset of the vowel to the onset of /p/ burst of the second syllable) as well as syllable duration of the first syllable (from the onset of initial alveolar plosive to the onset of the plosive of the second syllable; see Fig. 1 ).
On average, all of the durational parameters were different across the two target words (the order of the presentation was not significant, p > 0.05) as summarized in Table I . Although the syllabic duration for "tipper" was significantly longer than that of "dipper," this effect was due to the longer VOT since all other parameters of "tipper" were significantly shorter than those of "dipper." This temporal structure of syllable constituents across voicing cognates has previously been reported by Allen and Miller (1999) . Although the increase in VOT from voiced to voiceless consonant is associated with a shortened vowel duration, this reduction is less than the increased amount of VOT resulting in a slightly longer syllable duration for voiceless tokens.
The durational parameters of the target words changed slightly over the course of 90 productions of the tokens. A series of regression analyses revealed that some of the parameters changed significantly. As seen in Table I , however, the unstandardized coefficients were all rather small. For the token "dipper," vowel and syllable were lengthened by 4.32 and 6.48 ms, respectively, over the course of 90 trials. For the token "tipper," VOT was shortened by 2.7 ms, while coda closure and syllable duration were lengthened by 6.75 and 3.87 ms, respectively. These changes (i.e., shortened VOT with lengthened coda closure and syllable) are inconsistent with the changes associated with speaking rate. That is, if talkers were producing the segment slower, indicated by the lengthened syllable, other durational parameters should also be lengthened (see Kessinger and Blumstein, 1998 , for a review). Although there is no clear explanation to account for these temporal changes, this might have been due to (1) fatigue from repetitive productions and (2) some unknown effect of repetitive production itself. Repetitive listening to a syllable has been reported to lead to intermittent changes in the perception of the constituent phoneme (verbal transform; Warren, 1961; Tuller et al., 1997) . Possibly, repetitive production might have shifted perception of the sound the talkers were producing which in turn might have affected the production of the sound.
B. Session 2
Comparison across sessions
As in session 1, the first 10 tokens of the 100 trials were removed from the analyses. Most of our talkers produced some instances of negative VOT for /d/ during the experiment. The mean frequency of negative VOT production during this session was 7.5 times over the course of 90 trials and there was no apparent pattern for such productions. However, in this part of the experiment, there was the introduction of the perturbation. Thus, it was possible that the experimental phase (i.e., perturbation playback) could have caused the production of negative VOTs. In order to verify that there was no difference in the number of negative VOT productions across the experimental phases, we calculated the proportion of negative VOT occurrence in each experimental phase for each talker, and then performed a repeatedmeasures analysis of variance (ANOVA) on the proportion of negative VOT values with the experimental phase as a within-participant factor. The results showed that there was no effect of phase [F(2, 24) ¼ 1.38, p > 0.05]. Thus, we excluded these negative VOTs from data for the word "dipper" from further analysis.
We also compared each talker's average production of the last 10 utterances (utterance 11-20) of the baseline phase of the second session with those of the first session to examine whether the participants produced target words differently between the two sessions. Among VOT, vowel duration, coda closure duration, and the overall syllable 
Compensatory production
Figure 2(a) shows the group average VOT over the course of 100 utterance. As can be seen, the talkers changed their VOT production immediately after the introduction of a cross-categorical feedback. The VOT for /t/ became longer while that for /d/ became shorter. The compensatory production reached a plateau within 20 utterances after the introduction of the perturbation. Moreover, once the perturbation was removed, talkers de-adapted the VOT production and the VOT slowly returned to the baseline. This adaptation pattern is consistent with the pattern reported with other acoustic parameters, such as formant compensatory production (Houde and Jordan, 1998; Purcell and Munhall, 2006; Villacorta et al., 2007; Munhall et al., 2009; MacDonald et al., 2010 MacDonald et al., , 2011 Mitsuya et al., 2011 Mitsuya et al., , 2013 .
In order to quantify this pattern, VOT was averaged across participants and trials for the three experimental phases: baseline (utterances 11-20), perturbation (41-60), and return (81-100). The last 20 utterances from the perturbation and return phases were analyzed because talker's production was stabilized during this part of the phase. A repeated measures ANOVA was conducted on VOT, vowel, coda closure, and syllabic duration with the experimental phase as a within-participant factor.
In the condition where talkers were producing "tipper" while receiving "dipper" during the perturbation phase (tipper condition, hereafter), the phase effect was significant on VOT [F(2, 24) ¼ 20.65, p < 0.01] and syllabic duration [F(2, 24) ¼ 6.54, p < 0.01], whereas there was no phase effect on vowel and coda closure (both p > 0.05). Post hoc analyses with Bonferroni correction (a set at 0.016 for three comparisons) were performed in order to compare the phases for the word "tipper." The VOT of the perturbed phase was 60.53 ms (s.d. ¼ 15.84) and this was significantly longer than that of the baseline phase (X ¼ 50.27 ms, s.d. The magnitude of compensation was calculated by the difference between the average VOT during the last 20 tokens from the perturbation phase and the average VOT of the last 10 tokens of the baseline phase. In the tipper condition, the difference was multiplied by À1 since the compensatory VOT was longer than the baseline VOT. A paired sample ttest was conducted to examine the magnitude of compensation across the two conditions, and revealed that, the compensatory production with the word "tipper" (X ¼ 10.23 ms, s.d. ¼ 7.81) was significantly larger than that for the word "dipper" [X ¼ 2.47 ms, s.d. ¼ 2.54; t(12) ¼ À3.437, p < 0.05]. We speculated that the smaller change in VOT with /d/ was due to the fact that the VOT for /d/ is already short, and that there is not much temporal allowance for shortening the already short temporal parameter. Thus, we examined the proportional change of the VOT production instead of the raw temporal scale. The VOT results were normalized by subtracting the talker's baseline average, which was calculated from the last 10 utterances of the baseline phase (i.e., utterances 11-20), from VOT value of each utterance and then dividing by the baseline average. The proportional results for each utterance, averaged across talkers, can be seen in Fig. 3 . Interestingly, the magnitude of compensation for the perturbed VOT feedback was found to be similar across the two conditions, and it was roughly 15-20 % (dipper: here is similar to those of compensatory production for formant perturbation (Purcell and Munhall, 2006; Villacorta et al., 2007; Munhall et al., 2009; Mitsuya et al., 2011 Mitsuya et al., , 2013 ).
In the current experiment, the magnitude of the perturbation applied varied across talkers since the perturbed playback tokens had a different VOT, depending on a talker's mean VOT production from the first session. Thus, the VOT change in absolute time does not necessarily capture how much talkers compensated relative to the magnitude of perturbation applied. In order to normalize the magnitude of compensation, we divided the magnitude of compensation by the difference between the mean VOT for /t/ and /d/ collected from the first session for each of the talkers, then averaged across them. In the tipper condition, the magnitude of change was on average 30.1% (s.d. ¼ 27.4), however, in the dipper condition, the VOT change was much smaller (X ¼ 6.7%, s.d. ¼ 5.0).
The compensatory production de-adapted in the return phase once the perturbations were removed. With the proportional change in VOT, we ran a curve fitting analysis on the trial 61 through 80. For both dipper and tipper conditions, the best fitting model was the linear model [model for dipper:
Because the slopes were rather mild, these results indicate that de-adaptation was gradual, with no rapid or exponential reduction of adaptation. The slow de-adaptation implies that the changes in VOT we observed in the perturbation phase were indeed the result of an adaptive learning (i.e., updated articulatory posture) based on the feedback they had been receiving. Interestingly, a slow and or otherwise a gradual de-adaptation was not observed with vowel and coda closure.
It is also important to note that during the postexperiment interview, all talkers reported that they had noticed that they heard their own voice producing the opposite voicing cognate.
IV. DISCUSSION
The purpose of the current investigation was to examine how people compensate for an opposite voicing cognate feedback using the real-time auditory feedback paradigm. The paradigm of the current study employed a pseudo-real time manipulation in which the participants heard their own pre-recorded voice producing a cognate of the voicing category during the perturbation phase. The results showed that talkers changed the temporal structure of the intended syllable when they heard themselves say the word onset plosive of the opposite voicing cognate. While they were producing "tipper" and heard themselves produce "dipper," they lengthened the VOT as if they were trying to compensate for the short VOT feedback they received. Similarly, when producing "dipper" with "tipper" feedback, the talkers shortened their VOT as well as lengthened the vowel, making the VOT proportionally shorter. Moreover, the data showed that the proportional change of VOT was found to be similar in both conditions of perturbation. The importance of auditory feedback had been suggested for voicing control, however, it was unknown whether or not talkers would adapt to perturbed voicing category feedback in a single session and how sensitive the adaptation system would be to such a perturbation. Our results clearly indicate that the speech motor control system utilizes auditory feedback for voicing, and the pattern of compensatory production was similar to results reported in studies of spectral perturbation with only a partial compensation being observed (e.g., Houde and Jordan, 1998; Purcell and Munhall, 2006; Villacorta et al., 2007; Munhall et al., 2009; MacDonald et al., 2010 MacDonald et al., , 2011 Cai et al., 2010; Mitsuya et al., 2011 Mitsuya et al., , 2013 .
One interesting observation about the current results is that in the condition in which talkers produced "dipper" while they received "tipper" feedback, they not only shortened the VOT but they also lengthened vowel duration when the perturbation was applied. We speculate that the lengthened vowel duration was a secondary way to compensate. Perception of voicing is known to be influenced by the proportion of VOT and vowel in a syllabic structure (Port and Rotunno, 1979; Port and Dalby, 1982) . The English VOT for the voiced plosives is typically positive in the onset location of a stressed syllable. Because negative VOTs (prevoicing) are not systematically produced in the onset location, the controllable range of VOT is very limited. Thus, shortening an already short VOT might have been supplemented by lengthening the following vowel so that the proportion of the VOT within the syllable would, in turn, become much shorter. By doing so, the perception of voicing might have been more finely controlled.
The time course of compensatory production as well as the proportional magnitude of compensation reported here are very similar to what has been reported in the studies that employed vowel formant perturbations. Thus, one may speculate that the mechanism underlying the utilization of error feedback is functionally similar for both spectral and temporal information, or possibly that the two aspects of speech share some of the processing components even though the acoustic characteristics are vastly different between spectral and temporal properties.
However, the auditory perturbation applied in this study was pseudo-real time; talkers received pre-recorded sound as auditory feedback synchronous to their actual production. Manipulation had been already done before the experiment, thus, talkers' online articulatory/acoustic compensation for the perturbation was not reflected in the feedback. This raises a few important questions. First, why do speakers control something that they cannot control? In natural speech production control, without any experimental manipulations, auditory feedback is always the genuine resultant of articulation. Thus, with extensive previous experience of the use of the feedback to guide articulation, it is more parsimonious for the talker and adaptive to have a system that assumes that the feedback is a result of its own behavior (even with pre-recorded tokens, as long as articulation temporally match with the acoustic they hear). Even temporal contingency is not a strict constraint as delayed auditory feedback can influence articulation with long delays ( > 200 ms). It seems that the auditory system acts as if auditory feedback is related to ongoing speech production. Even contingent sine waves that are shifted in frequency produce vocal pitch adjustments (Sivasankar et al., 2005) .
The importance of contingency of articulation and auditory feedback has been demonstrated by a study by Zheng et al. (2011) . They reported that when their speakers were given pre-recorded voice tokens produced by a stranger, their F0 production changed in a systematic way, even though their change in F0 was not reflected by the feedback they were receiving. Moreover, their participants indicated that what they were hearing was their voice despite differences from the speakers' own voice in various acoustic parameters including temporal structure of the tested token. From the current study, and the findings of Zheng et al. (2011) together, it seems that "ownership" or the pairing between articulation and auditory feedback is flexibly defined.
In a similar vein, it is arguable that the awareness of the tokens being pre-recorded had any effect on speakers' production. We did not systematically ask our speakers if they "recognized the playback tokens as pre-recorded." However, we interpret the finding of the current study that speakers did change their production to indicate that their auditory feedback was processed as self-produced sounds, regardless of the awareness of the nature of the tokens.
Second, which is related to the first question, how can speakers continue to try to compensate for the perturbation when the compensation is not successful? We need to recognize that in auditory feedback experiments, compensation is not always complete. Therefore, it is more than acoustic faithfulness that the system is trying to achieve. Recent studies indicate that phonemic processes also influence speakers' compensatory behavior (Mitsuya et al., 2011; Mitsuya et al., 2013; Reilly and Dougherty, 2013; Niziolek and Guenther, 2013) , as well as somatosensory feedback (e.g., Lametti et al., 2012) , suggesting the speech motor target is inherently multivariate/multimodal. As suggested by Feng et al. (2011) , perhaps information in the auditory domain may be weighed heavily for motor control but it is not the sole contributor.
We believe that it is not only the acoustic disparity (error) the system tries to reduce but also it is the phonological/phonemic distinctiveness that the system tries to maintain. Because the system has learned the phonological contrastiveness of voicing and phonetic details of such contrastiveness (i.e., a host of many articulatory consequences associated with voicing), commands can be updated without necessarily checking to see if compensation is successful. It is an open question and one not addressed here whether the feedback system is evaluating the trajectory of compensation or just dealing locally with error correction. If the former is true, then at some point the sense of ownership and contingency of the feedback would break down.
We are not trying to imply that compensation does not rely on auditory feedback. Rather, we suggest that reduction of acoustic error in the feedback domain is not the only goal and/or the source of feedback. Phonological/phonemic representation and articulatory plans of phonemic contrastiveness can contribute to compensatory behavior independently from auditory feedback.
Because the moment-to-moment compensation was not reflected in the auditory feedback, the acoustic changes we observed here are thus due to changes/updates in articulatory plans (feedforward) rather than small adjustment of ongoing articulation (error reduction based on feedback). Such articulatory/acoustic changes due to updated speech motor plans are also reflected on the aftereffect we observed. Interestingly, the aftereffect was strongest with the VOT measures, which is indicated by a slow de-adaptation pattern. Although changes were observed with many of these parameters with our manipulations, the different degrees of aftereffect suggests that with the cross-categorical perturbation that we employed here, the speech motor system was more sensitive to the articulatory/phonetic features that differentiated the voicing contrasts of /t/ and /d/, than other temporal differences of the two syllables.
The current data also provide insight into the nature of the target of speech production with the implication that adaptation might be operated at more linguistic level than at the pure acoustic level. Language specific compensatory production has been reported in the vocalization (e.g., Liu et al., 2010; Chen et al., 2010) . One example of linguistic influence on compensatory speech production in vowel formant paradigm is that Mitsuya et al. (2013) had French talkers and English talkers produce a phonologically identical vowel /e/ while its F2 was lowered. This made the feedback sound slightly rounded. Because French has front rounded vowels, and there is a vowel that sounds similar to the perturbed vowel, French talkers compensated more than English talkers. But what was more interesting is that French talkers also changed their F3 production in response to F2 perturbation. F2 and F3 are known to covary for roundedness. Thus, it was interpreted that these two acoustic parameters were coupled functionally because the language specified the function. This implies that the production target is also multi-dimensionally specified (Mitsuya et al., 2013) .
Similar to the current study, Mochida et al. (2010) used pre-recorded playback sounds to manipulate feedback timing and feedback syllable. Their talkers kept producing a syllable at a constant interval with auditory feedback. Subjects expected to hear the feedback of the intended syllable, yet they sometimes received the pre-recorded sound of their own voice producing a different syllable. This feedback manipulation was done with various feedback delays to examine how labial movements of an on-going articulation compensated. They found that when the intended syllable was played at À50 ms relative to the actual onset of production, significant changes in labial movements were observed, however, not at À100 ms or prior. Moreover, no changes in the movements were observed with unintended tokens played back independent of the timing. Based on the results, they concluded that congruency in syllabic identity between acoustic prediction and the actual feedback is an important factor for the talkers to exhibit compensatory articulation. These results seem to contradict the current results where our talkers compensated with a large difference between intended versus actual feedback (cross-categorical feedback). The differences in results might have been due to the differences in (1) measurements used (acoustic versus articulatory) and (2) the degree of dissimilarity between the intention and feedback. However, it is important to note that in both studies the employment of pre-recorded feedback has been shown to be effective in eliciting compensatory production. This pseudoreal time auditory perturbation paradigm opens doors to many other investigations of articulatory coordination and the use of auditory feedback in speech production.
Many neural-based speech production models, such as DIVA (Guenther et al., 1998) , state feedback control (Houde and Nagarajan, 2011) , and the neurocomputational model (Kr€ oger et al., 2009) describe speech production targets as phonemic (or larger units). Despite the differences in the theoretical details in their models, all have a process of error detection for controlling ongoing and future production of speech. The current study as well as Mitsuya et al. (2013) showed that both error estimation and error reduction can be achieved with more than one parameter with multidimensionally represented phonemes. Models of speech production should take such representations into account in order to model accurate speech production control. Future investigations measuring the movements of the articulatory apparatus are needed in order to fully understand how acoustic configurations for voicing are monitored by the nervous system and how such perceptual processes are transformed into fine adjustment of multi-articulator gestures.
