Abstract. We adapt Wei Zhang's proof of Kolyvagin's conjecture for modular abelian varieties over Q to rely on the BDP main conjecture instead of on the cyclotomic main conjecture. The main ingredient is a reduction to a case that is tractable by the BDP main conjecture, in a similar spirit to Zhang's reduction to the rank one case. By using the BDP main conjecture instead of the cyclotomic main conjecture, our approach is more suitable than Zhang's to extend to modular abelian varieties over totally real fields.
1. Introduction 1.1. Main result. A lot of the following notation follows [Zha14] .
Fix once and for all a prime p with (p-big) p ≥ 5 and a quadratic imaginary field K of discriminant D < −4 such that (split) p splits in K.
For a newform g ∈ S 2 (Γ 0 (N )) of weight 2, level N and trivial Nebentypus, we denote its field of coefficients by F = F g , with ring of integers O = O g . Denote by p a place of F above p, and by
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O 0 the order of O generated by the Fourier coefficients of g. Let p 0 = p ∩ O 0 and let
Let A = A g be its associated GL 2 -type abelian variety over Q, where we choose an isomorphism class with an embedding O ֒→ End Q (A). Denoting by O p the ring of integers of F p , we have a Galois representation
on the Tate module T p (A) = lim ← − A[p i ], which is a free O p -module of rank 2. As explained in [Car94] , this representation is defined over the smaller subring O 0,p0 ⊆ O p :
We consider the reduction of ρ A,p :
where V k = A[p] is a two-dimensional k-vector space. Because of (1.a), there is a two dimensional k 0 -vector space V g such that V k = V g ⊗ k0 k as Galois modules.
Write N = N + N − such that primes l | N + are split or ramified in K and primes l | N − are inert in K. We consider the following assumption on N.
(Heegner) N − is square-free with an even number of prime factors and gcd(N, D) = 1.
We also consider the following assumption on the pair (g, p):
Assumption 1.1. Assume that g ∈ S 2 (Γ 0 (N )) is such that ( -free) N is square-free and (good) p ∤ N.
We also assume that (res-surj) the residual representation ρ A,p0 : G Q → GL(V g ) is surjective, that (ram) Ram(ρ A,p ) contains all prime factors l N + and all q | N − such that q ≡ ±1 mod p,
where Ram(ρ A,p ) is the set of places ramified in ρ A,p , and that
(not anom) p ∤ p + 1 − a p .
Remark 1.2. We note that if g satisfies (res-surj), then A is defined uniquely up to prime-to-p isogeny, and hence ρ A,p0 depends only on g. We then denote ρ A,p0 = ρ g,p0 .
In this case, we may also take A g to be (O, p)-optimal in the sense of [Zha14, Section 3 .7], and we do so. We also note that (ram) is equivalent to [Zha14, Hypothesis ♥] when ( -free) holds.
Remark 1.3. We note that (split), (good) and (not anom) imply that we have
A Kolyvagin prime for g is a prime l ∤ N Dp that is inert in K and satisfy p | l + 1, and p | a l .
Let Kol g denote the set of square-free products of Kolyvagin primes for g.
When (g, p) satisfy (Heegner), (good) and (res-surj), we consider the collection of cohomology 1 Indeed, if A 1 (Qp) ⊆ A(Qp) denotes the kernel of reduction modulo p, we have 0
by (good). Applying ⊗ O Op, and using that A(Fp)
Op is free of rank 1 over Op, and this implies that A[p ∞ ](Kw) = 0 since Kw ≃ Qp by (split).
Remark 1.4. In the proof of the theorem, we will use the BDP main conjecture for a single pair There, Zhang performs an induction on the dimension of the p-Selmer group, using the level raising results of [DT94a, DT94b] . He reduces the problem to the cases of dimension 0 and 1, and then uses the results on the cyclotomic main conjecture of [SU14] to show that: (i) the dimension 0 case cannot occur and (ii) the class c g (1) is nonzero in the dimension 1 case.
As Zhang already noticed, we can rule out the dimension 0 case by using the results on the parity conjecture in [Nek13] . In the setting we are considering, we may also give a simple proof of the parity conjecture by relying on Howard's formalism of Kolyvagin systems. This is done in Section 2.
The novelty of our paper is how we deal with the dimension 1 case. We first perform a level raising argument to reduce the problem further to the case where the BDP Selmer group 3 is trivial.
Such reduction relies on an extension of the parity lemma of Gross-Parson [GP12, Lemma 9], which we establish in Section 3. In the case of dimension 1, the logarithm of the Heegner point P ∈ A(K)
can be related to the size of the BDP Selmer group, and the triviality of the latter will imply the p-indivisibility of P. Since c g (1) is the image of P under the Kummer map, the p-indivisibility of P amounts to c g (1) = 0. Such relation arises from specializing the BDP main conjecture at the 2 Although Wei Zhang works in the ordinary case, one may replace the cyclotomic main conjecture of [SU14] by the one in [CÇSS18] to extend Zhang's proof to the supersingular case as well. 3 The BDP Selmer group is defined when (split) holds: it has the usual Bloch-Kato local condition for places w ∤ p, the strict condition at one prime above p, and the relaxed condition at the other prime above p. The condition (no local tor) seems to be essential to our arguments: it plays an important role in the reduction to the case of trivial BDP Selmer group: it is necessary, for instance, for (3.c)
to be true. Moreover, (not anom) and (no local tor) are also used to deduce κ g = {0} from the formula (4.a) obtained from the anticyclotomic control theorem.
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Parity conjecture
In this section, let (g, p) satisfy (Heegner), (good) and (res-surj). Our goal is to prove that
where Sel p ∞ (A/K) denotes the usual p-adic Selmer group.
As mentioned in the introduction, this is already covered by the result [Nek13, Theorem B].
However, we will give a simple proof of the parity conjecture in our setting by essentially following [Nek01] : combining a Kolyvagin system argument with an anticyclotomic control theorem.
In the ordinary case, the necessary ingredients are essentially already in [How04] . For the non-ordinary case, the control theorm will be a simple consequence of the work of [CÇSS18] on ♭/♯-Selmer groups.
For this section, T = T p A denotes the p-adic Tate module of A. Let Γ := Gal (K ac ∞ /K) be the anticyclotomic Galois group, with a topological generator γ. Let Λ := O p Γ be the Iwasawa algebra with Galois action given by Ψ : G K → Γ, and denote
∨ with diagonal Galois action, where G K acts on Λ by the natural projection Ψ : G k → Γ, and acts on Λ ∨ by Ψ −1 .
We recall some objects from [CÇSS18] in the non-ordinary case. We have Coleman maps Proof. We first analyze the local conditions for v | p.
, this means that we have the following natural map in cohomology
This also means that the map c in the commutative diagram below has the same kernel as the evaluation at 1 map.
H
By a Snake lemma, this means that we have an exact sequence
but as in [CÇSS18, Proposition 2.3], we can prove that
has finite cokernel, and hence that the first module in (2.a) is finite. We also have that coker b is finite, since it is dual to ker 
and
As in [Gre99, Lemmas 3.1, 3.2], we have that coker h = 0 and that ker h is finite.
Let r v be the factors of the map r :
, ker r v is finite when v ∤ p and is 0 when A/K has good reduction at v. For v | p, the analysis of the local conditions above imply that ker r v is finite, since it is dual to coker a. Hence ker r finite, and we can conclude so is ker g.
By a Snake lemma, we conclude that ker s and coker s are finite. , that 
such that, for all but finitely many v, we have
We consider the associated Selmer group
We recall a well-known consequence of Poitou-Tate global duality:
5 The ♭, ♯-Selmer groups admit Kolyvagin systems in the sense of [How04] , as constructed in [CÇSS18, Proposition 
If M is also self-dual, we can rephrase this theorem in a way which will be more useful to us:
Corollary 3.3. Let M have finite order and be self-dual. Let L be a Selmer structure for M .
Proof. By local duality and by the self-duality of M, we have
Then Σ is a finite set, and satisfy
So we only need to prove that
The square of the left side of such expression is, by (3.a), simply
. 
3.2. Local conditions. We consider the strict local condition L v = {0} and the relaxed local
Given a Selmer structure L for M and given products of places R and S that do not share any place, we denote by L R S the Selmer structure that differs by L by being strict at S and relaxed at R, that is,
For the module V k = A[p], we also consider the finite local condition
is the local Kummer map. These form a Selmer structure L BK .
We also define the finite condition for
We note that V is self-dual, and that H 1 f (K v , V ) is its own annihilator under Tate local duality. In particular, we have #H
. Moreover, such local conditions are the unramified condition for all but finitely many primes, and hence form a Selmer structure, which we denote by L g . Since V is self-dual, from (split) and (no local tor) we have, when v | p, that
and hence
We also consider the transverse local condition for certain primes. A prime q ∤ N Dp is caled admissible for (g, p) if it is inert in K and satisfy
We denote by Adm g the set of square-free products of admissible primes. We also denote by Adm g (m) ⊆ Adm g the subset of elements coprime with m.
The following results are from [Zha14, Lemma 4.2]. Let q ∈ Adm g . We have a unique direct sum decomposition
as G Kq -modules, which induces
Moreover, we have the identification
We define the transverse condition to be
and these satisfy
We can extend the notation in (3.b) as follows: for a Selmer structure L for V, we let L R S (T ) be the Selmer structure defined by
where R, S, T do not share any places and T ∈ Adm g .
We also record the following well-known application of Chebotarev regarding admissible primes. 
Moreover, we have either
H 1 Lq (K, V ) = H 1 L (q) (K, V ) and H 1 L q (K, V ) = H 1 L (K, V ) or H 1 Lq (K, V ) = H 1 L (K, V ) and H 1 L q (K, V ) = H 1 L (q) (K, V ) . Corollary 3.6. If dim k0 H 1 L (K, V ) > 0, then
there is a positive density of admissible primes
Proof. This is a direct application of Lemma 3.5 and Lemma 3.4. Now we prove an extension of the parity lemma, and deduce as a consequence a Chebotarev-type result that will be useful to deal with the rank one case.
Lemma 3.7. Let v be any place of K, and let q ∈ Adm g be a prime. Assume that
Then an analogous of the parity lemma holds for the relaxed Selmer groups: we have
dim k0 H 1 L v,q (K, V ) = 1 + dim k0 H 1 L v q (K, V ) .
Moreover, we have either
Proof. By Corollary 3.3, we have
which implies that
and thus (3.d) becomes
which is the first part of what we want to prove.
Note that Corollary 3.3 also gives us that
, and hence
Then (3.f) and (3.e), together with the inclusions
imply the rest of the theorem. We will prove such primes q suffice. Assume by contradiction that we had
and since we have 0 = H 1 L (K, V ) = H 1 Lq (K, V ) , the last statement in Lemma 3.7 would imply that
which cannot be true since we chose q such that loc q (H The following is a summary of some of the properties of the constructions done in [Zha14] . 
such that for all n ∈ Kol g , we have 
Proof. Once we know that dim k0 H 1 L (K, V ) is necessarily odd, this follows as in the proof of [Zha14, Theorem 9.1]. Now note that dim k0 H 1 L (K, V ) being odd follows directly from Theorem 2.2: we have 
We first show that we can reduce the problem to proving that c(1, 1) = 0 when H
Then Corollary 3.3, together with (3.c), says that #H
and hence and hence we have an injection
Now if we have c(1, q 1 q 2 ) = 0, this means that loc q2 (c(1, q 1 q 2 )) = 0. Since we have loc q2 (c(1, q 1 q 2 )) = φ f,t (loc q1 (c(1, 1)))
by Theorem 4.1, where φ f,t is an isomorphism, we conclude that c(1, 1) = 0. Now Theorem A is reduced to proving the following. is the image of P under the Kummer map, this let us conclude that c(1, 1) = 0.
Proof of Theorem A. Let m ∈ Adm + g be as in Theorem 4.3. Now choose q 1 , q 2 as in Theorem 4.6 for g m . Note that g mq1q2 has level N mq 1 q 2 and that (N mq 1 q 2 ) − = N − mq 1 q 2 > 1, and in particular satisfies (Heegner).
This means that the BDP main conjecture for g mq1q2 is true by our assumptions. So by Theorem 4.7 applied to g mq1q2 , we conclude that c(1, mq 1 q 2 ) = 0. This suffices to conclude that c(1, m) = 0 by the last part of Theorem 4.6, and hence that κ g = {0} by the last part of Theorem 4.3.
