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ABSTRACT 
Parallel algorithms are increasingly becoming favorable when it comes to solving large 
sizes of problems. Problems of such sizes are produced by discrete optimization 
problems (DOP). DOP, present considerably large problem sizes in all areas of science 
including mathematics, physics, engineering and artificial intelligence (AI). 
On serial computers, DOP are typically solved using AI algorithms, of which the depth-
first search (DFS) is a strong candidate. This thesis therefore proposes to solve DOP by 
implementing a parallel adapted version of the DFS, termed parallel DFS. 
The performance of parallel DFS depends mainly on the load (work) distribution 
algorithm (scheme) which is in charge of dynamically allocating and distributing work 
among processors. Such schemes are termed dynamic load balancing schemes (DLB 
schemes). The study of the commonly used DLB schemes and their performance is the 
focal point of this thesis, with emphasis made on using the parallel DFS to solve DOP. 
The approach adopted in this thesis is different from various related work, in which 
focus were made on underlying parallel architectures rather than DLB schemes, which 
also influences the performance of parallel algorithms. 
The study of the commonly used DLB schemes was carried out by adopting a thorough 
theoretical and practical analysis approach. Results obtained from comparison of the 
DLB schemes are used to propose a new DLB scheme. This new DLB scheme is based 
on one of the commonly used DLB schemes and is termed random polling or simply 
RP. The presented new DLB scheme is therefore termed ARP (Adapted Random 
Polling).  
ARP is also theoretically and practically analyzed and compared with the commonly 
used DLB schemes. Based on the average achieved speedup, it is shown that ARP may 
be considered as an addition to the commonly used DLB schemes in both the small and 
large parallel cluster scenarios.  
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The main contributions of this thesis can therefore be summarized as follows: 
1. Construction of a parallel cluster to be used as a test bed 
2. Development of a parallel algorithm adapting the depth first search (DFS) 
algorithm to operate on parallel clusters (parallel DFS) 
3. Application of the parallel DFS to the 8-puzzle problem 
4. A new DLB scheme (the ARP DLB scheme), derived from the RP DLB scheme 
5. Comparison between the ARP DLB scheme and the commonly used DLB 
schemes, which are the ARR and RP DLB schemes  
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C h a p t e r  1  
INTRODUCTION 
1.1 Overview 
During the past decade, huge advancements in scientific research and the commercial 
industry have been made, giving rise and leading to complicated computer intensive 
problems. Such type of problems could no longer be solved using traditional sequential 
algorithms. Due to this reason the Parallel Computing field has evolved and is 
becoming essential in solving complicated computer intensive problems. A lot of 
research has been done and is currently being conducted in this field. The aim of this 
PhD thesis is to present work in the Dynamic Load Balancing subfield of the Parallel 
Computing field under the title: 
"Dynamic Load Balancing in Parallel Algorithms Using Message Passing Interface" 
It is important to note that focus in this thesis is made on parallel computing via cluster 
and not grid computing which is very popular at this time. This is due to the fact that 
unlike cluster computing, grid computing is an area almost exhausted in research 
resulting in numerous third party and open source tools. This justifies the choice of 
cluster over grid computing in this research, which is an area still open for research. 
1.2 Problem Statement 
This subfield of Parallel Computing deals with solving the problem of load-imbalance 
among processing nodes. According to [1] the Load Balancing problem is formally 
defined in the following definition. 
Definitions: 
Given a graph ),( EVG =  representing the network with || Vn =  processing nodes 
where each node iv  contains work load iw , the objective is to move load across the 
links Ee j ∈  such that finally the weight of each node is approximately equal to: 
  2
                                                                          
                                                               (1.1) 
If the global imbalance vector ww −  is known, it is possible to find a solution to this 
problem by solving a linear system of equations.  
Although a lot of research has been carried out in this field, most of it focused on shared 
addressed (multiprocessors) parallel networks and static load balancing as is the case in 
[2, 3, 4 and 5], i.e. load balancing at design and not runtime.  
1.3 Research Objectives 
The research objectives of this thesis are formulated from the problem statement. They 
target towards a better understanding and development of efficient dynamic load 
balancing schemes. The research objectives can therefore be stated as: 
• Development and application of a parallel algorithm to a discrete optimization 
problem 
• Analysis and comparison of current dynamic load balancing schemes using the 
developed parallel algorithm 
• Development of a new dynamic load balancing scheme 
• Increase the efficiency and utilization of multi-computer parallel networks 
1.4 Research Approach 
To achieve the research objects stated in the section above it is inevitable to follow a 
clear research approach. The following research approach was followed and applied: 
• Literature review in the Parallel Computing field 
• Literature review in Load Balancing subfield 
• Application of commonly used dynamic load balancing schemes to problems 
that could cause a high load-imbalance during runtime (discrete optimization 
n
w
w i
n
i
∑
=
=
1
  3
problems), via a parallel algorithm (Parallel Depth-First Search); The 8-puzzle 
problem is used as a case study 
• Analysis of results looking for patterns of similarity 
• Comparison of  the commonly used dynamic load balancing schemes 
• Adaption of a new dynamic load balancing scheme from one of the commonly 
used dynamic load balancing schemes 
• Analysis of the new proposed dynamic load balancing scheme 
• Comparison of the new proposed dynamic load balancing scheme with the 
commonly used dynamic load balancing schemes  
The following dynamic load balancing schemes have been used for comparisons. These 
schemes were suggested by the authors in [20], due to their performance and popularity. 
• Asynchronous Round Robin: Here, each node maintains an independent 
variable, target. Whenever a node runs out of work, it uses target as the label of 
the donor node and attempts to get work from it. The value of target is then 
incremented (modulo n) each time a work request is sent. 
• Random Polling: In the random polling scheme, when a node becomes idle, it 
randomly selects a donor. Each node is selected as a donor with equal 
probability. 
The load balancing schemes mentioned above were  applied to DOP (Discrete 
Optimization Problems) because they implement search algorithms that cause a high 
load-imbalance, an example of such a problem that is studied in this thesis is the 8-
puzzle problem. 
As previously mentioned, this thesis is based on a parallel computing cluster or network 
created using multi-computers, i.e. a node is represented by a personal computer (PC). 
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Ten PCs were used, all of which were operated on the Red Hat Linux 9 operating 
system. All coding was done using the C language, implementing the MPI library 
(Message Passing Interface). The MPI was used to provide the message passing 
communication model between the parallel cluster or network nodes. 
1.5 Literature Review 
Cha-Yang Gau and Mark A. Stadtherr in their paper titled: 'Parallel Interval-Newton 
Using Message Passing: Dynamic Load Balancing Strategies' [6], compared and 
analyzed various dynamic load balancing schemes. However, they overlooked random 
dynamic load balancing schemes which are now very commonly used in this field. 
They concluded with a asynchronous diffusive load balancing scheme, which is 
equivalent to the asynchronous round robin scheme. This is due to the fact that both 
overlap communication with computation and adopt a similar approach in distributing 
work load among processors. Their scheme yielded efficiencies in the range of 0.6 – 1, 
using up to 16 processors. 
Richard P. Ma, Fu-Sheng Tsung and Mae-Hwa Ma in their paper titled: 'A Dynamic 
Load Balancer for a Parallel Branch and Bound Algorithm' [7] as well as Rupak 
Biswas, Sajal K. Das, Daniel J. Harvey, Leonid Oliker in their paper titled: 'Parallel 
Dynamic Load Balancing Strategies for Adaptive Irregular Applications' [8] and Susan 
Flynn Hummel, Jeanette Schimdt, R.N.Uma, Joel Wein in their paper titled:  'Load 
Sharing in Heterogeneous Systems via Weighted Factoring' [4]; all proposed and tested 
schemes which produced noticeable results, but again none explored random dynamic 
load balancing schemes. Nevertheless, results suggested an improvement of up to 
67.4% in round robin based DLB schemes. The same is the case with Der-Chiang Lia, 
Chihsen Wua, Fengming M. Chang in their paper titled: 'Determination of the 
Parameters in the Dynamic Weighted Round-Robin Method for Network Load 
Balancing' [9], which presented excellent mathematical analysis as well as experimental 
observations.  
Bhaskar Ghosh and S. Muthukrishnant in their paper titled: 'Dynamic Load Balancing 
in Parallel and Distributed Networks by Random Matchings' [10], provided excellent 
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mathematical analysis as well as experimental observations but provided no comparison 
with other dynamic load balancing schemes. 
Larry Rudolph, Miriam Silvkin-Allalouf, Eli Upfal in their paper titled: 'A Simple Load 
Balancing Scheme for Task Allocation in Parallel Machines' [11], provided a simple but 
yet effective scheme based on the random polling dynamic load balancing scheme.  
Their scheme adopted a work pile approach in which the objective is to balance work 
piles among the nodes. The balancing operation consists of examining the work pile of 
a random processor and exchanging tasks so as to balance the size of the two work 
piles. The probabilistic analysis of the performance of the load balancing scheme 
proves that each task in the system receives its fair share of computation time. 
Specifically, the expected size of each local task queue is within a small constant factor 
of the average, i.e. the total number of tasks in the system divided by the number of 
processors. The schemed produced noticeable results as well as a variance to the 
original random polling dynamic load balancing scheme. Their application of the 
scheme only focused on shared memory parallel machines and provided no comparison 
to other dynamic load balancing schemes. 
M. Mitzenmacher in the paper titled: 'On the Analysis of Randomized Load Balancing 
Schemes' [12], also provided a variance to the original random polling dynamic load 
balancing scheme. Their work proposes a so called supermarket model, a model that 
provides a simple, efficient load balancing scheme where jobs arrive at a large system 
of parallel processors.   
In this model, jobs arrive at a system of n servers as a Poisson stream of rate λ, where λ 
< 1, with service requirements exponentially distributed and a mean of 1. Each job 
chooses d servers independently and uniformly at random  from the n servers, and is 
served according to the First In First Out (FIFO) protocol at the choice with the fewest 
jobs at hand. Their scheme is unique but again provided no comparison to other 
dynamic load balancing schemes. 
As shown the Load Balancing field of Parallel Computing, specifically has the DLB 
(Dynamic Load Balancing) field, is an area still open to research. It has also been 
demonstrated that although new dynamic load balancing schemes have been introduced, 
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no comparison to other schemes have been made. The same is the case with [13, 14, 15, 
16 and 17] in which the authors proposed dynamic load balancing schemes based on 
random polling, but again none presented comparison with other dynamic load 
balancing schemes. 
Such an approach was only adopted by V. Kumar and V.N. Rao in their papers titled: 
'Parallel Depth-First Search, Part II: Analysis' [18] and 'Parallel Depth-First Search, Part 
I: Implementation' [19]. These two papers introduced the commonly used dynamic load 
balancing algorithms and provided a full concise comparison. However, the random 
polling dynamic load balancing scheme was neglected. The comparison also focused on 
parallel architectures rather than dynamic load balancing schemes.  
1.6 Thesis Layout 
To be able to explain the work carried out in this thesis, a number of topics are first 
introduced. This approach is adopted because the topic of this research is still a fairly 
new topic worldwide. Chapters 2 – 4 therefore serve as an introduction and literature 
review while chapters 5 – 9 explain and conclude the research carried out in this thesis.  
Chapter 2 – Design of Parallel Algorithms: This chapter gives a full introduction to the 
topic of designing parallel algorithms focusing on the topic of this thesis.  
Chapter 3 – Mapping Techniques, Load Balancing and Parallel Algorithm Models: This 
chapter gives a full introduction to the topic of mapping techniques and load balancing, 
giving a general explanation and then moving on to static load balancing. It then 
commences by giving a full explanation and detailed theory analysis of dynamic load 
balancing which is the focal point of this thesis and ending by looking at how parallel 
algorithms are commonly modeled. 
Chapter 4 – Analysis of Parallel Algorithms: This chapter presents a means of 
analyzing and measuring (metrics) the performance of parallel algorithms and 
comparing them to each other. 
Chapter 5 – The MPI: This chapter introduces the MPI (Message Passing Interface) 
library, which together with the C language were the tools used to implement the 
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research presented in this thesis, by constructing a multi-computer network 
communication (parallel) platform or model.  
Chapter 6 – The Parallel Platform: This chapter then commences to give a full concise 
description of the parallel platform used to implement the research presented in this 
thesis (experimental set up) and how it was constructed. 
Chapter 7 – Discrete Optimization Problems and Application of Dynamic Load 
Balancing: This chapter gives a full introduction to DOP (Discrete Optimization 
Problems), how they cause a highly load-imbalanced problem and how this is required 
for this thesis. The chapter then commences to apply the dynamic load balancing 
schemes presented in Chapter 3, to an example of such a problem, which is the familiar 
and popular 8-puzzle problem. The application is aided by the use of a parallel adapted 
form of the DFS (Depth-First Search) artificial intelligence technique, implemented in 
the form of a parallel algorithm. A theoretical and practical analysis is presented. 
Chapter 8 – Proposed Dynamic Load Balancing Scheme: This chapter presents a 
complete explanation of the new proposed dynamic load balancing algorithm adapted 
from the original random polling dynamic load balancing algorithm. A theoretical and 
practical analysis is given as well as comparison with the commonly used dynamic load 
balancing algorithms introduced in chapter 3 and applied in chapter 7. 
Chapter 9 – Conclusions and Future Work: Finally, this chapter concludes this thesis by 
summing up the implemented research as well as the results obtained. It also gives 
recommendations for future work to be implemented in this research area. 
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C h a p t e r  2  
DESIGN OF PARALLEL ALGORITHMS 
2.1 Task Decomposition 
The first step in designing a parallel algorithm is to decompose a given problem into 
smaller tasks (subtasks) that can be executed concurrently. The tasks may be of the 
same or different sizes. 
A task dependency graph is used to illustrate the decomposition, the nodes representing 
tasks and the edges showing that the result of one task is required for processing the 
next one, i.e. task dependencies. The following example demonstrates how a task 
dependency graph is created: 
Consider the execution of the query: 
MODEL = "CIVIC'' AND YEAR = 2001 AND (COLOR = "GREEN'' OR COLOR = 
"WHITE")  
On the following database: 
ID#  Model  Year  Color  Price (SDG) 
4523  Civic  2001 Blue   18,000 
3476  Corolla  2003  White   22,000  
7623  Camry  2004  Green   24,000  
9834  Terios  2004  Green   20,000 
6734  Civic  2001 White   17,000  
5342  Terios 2004  Green   18,000  
3845  Maxima  2004  Blue   23,000  
8354  Accord  2005  Green   26,000 
4395  Civic  2001  Red   19,000 
7352  Civic  2001  Red   22,000 
  
 
 
  9
Fig. 2.1 and 2.2 show two suggestions for a task dependency graph. 
 
Fig. 2.1: Suggested Task Dependency Graph 1 [20] 
 
Fig. 2.2: Suggested Task Dependency Graph 2 [20] 
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As shown in Fig. 2.1 and 2.2, different task decompositions could be obtained for the 
same problem. One may note that the parallel performance of these graphs may vary 
significantly. Thus, great care must be taken in the process of selecting a task 
decomposition. 
The important terms as well as diagrams (preliminaries) used in parallel algorithm 
design are introduced in the following subsections. Section 2.2 then commences to 
elaborate more on the topic of task decomposition techniques. 
2.1.1 Granularity and Degree of Concurrency of Task Decompositions 
The granularity of a decomposition is defined as the number and size of tasks into 
which a problem is decomposed. Decomposing a problem into a large number of tasks 
yields a fine-grained decomposition. On the other hand, decomposing a problem into a 
small number of tasks yields a coarse-grained decomposition. Fig. 2.3 shows an 
example of a coarse-grained decomposition applied to the dense matrix-vector product 
problem. The shaded region highlights the decomposition, i.e. the problem is 
decomposed into only four subtasks. 
 
Fig. 2.3: Coarse-Grained Decomposition of Dense Matrix-Vector Product Problem [20] 
The degree of concurrency of a decomposition is defined as the number of subtasks that 
can be executed in parallel. A variance to the degree of concurrency is the maximum 
degree of concurrency, which is defined as the maximum degree of concurrency 
recorded during execution of a program. Another variance to the degree of concurrency 
n10
A yb
...
Task 4
Task 2
Task 3
Task 1
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is the average degree of concurrency, which is defined as the average number of tasks 
that can be processed in parallel, recorded over the course of execution of a program. 
The average degree of concurrency is a used as a useful indicator in the process of 
comparing different task decompositions of the same given problem. 
The finer the decomposition the larger the degree of concurrency and the opposite is 
also true. However, there is a limit on how fine a problem can be decomposed. This is 
due to the fact that although more concurrency can be achieved through fine-grained 
decomposition, a point will be reached where the communication overhead 
(interaction/data exchange among subtasks) between the large number of subtasks out-
weighs the performance benefit achieved from a fine-grained decomposition. 
2.1.2 Critical Path Length and Task Interaction Graphs 
A directed path in the task dependency graph represents a sequence of subtasks that 
must be processed one after the other. The longest directed path determines the shortest 
time in which a program can be executed in parallel. The longest directed path is termed 
the critical path length. 
The critical path length is used to aid in the process of choosing one of several task 
decompositions for a given problem. This is due to the fact that the average degree of 
concurrency could be obtained by dividing the total weights (the weight of a subtask 
represents the amount of work it carries out) of subtasks in a task dependency graph by 
the critical path length as shown in equation 2.1. 
Av. Degree of Concurrency = Total Weights / Critical Path Length                          (2.1) 
For example, consider the task dependency graphs of the two database query 
decompositions presented in section 2.1, illustrated in Fig. 2.4. 
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Fig. 2.4: Task Dependency Graphs of the Two Database Queries Presented in Section 
2.1 [20] 
The task dependency graph in Fig. 2.4(a) has total weights of 63 and a critical path 
length of 2, thus giving an average degree of concurrency of approximately 31.5. On 
the other hand, the task dependency graph in Fig. 2.4(b) has total weights of 64 and a 
critical path length of 3, thus giving an average degree of concurrency of approximately 
21. It is thus evident that Fig. 2.4(b) would suggest a better task decomposition than that 
of Fig. 2.4(a). 
Up to this point the communication between subtasks of a given decomposition has 
been neglected. Subtasks need to communicate with each other by exchanging data and 
results, hence generating communication overhead as mentioned in subsection 2.1.1. 
For example, even the basic dense matrix-vector product problem decomposition in Fig. 
2.3, requires communication of the vector elements between the subtasks. It is thus 
evident that a representation of the interaction/data (communication) between subtasks 
is needed. 
This representation is provided by task interaction graphs, which represent control 
dependencies. In task interaction graphs the nodes represent subtasks and edges connect 
tasks together. It is important not to confuse task interaction graphs with task 
dependency graphs defined in section 2.1, which represent data dependencies. 
Fig. 2.5 shows an example of a task interaction graph. It belongs to the problem of 
multiplying a sparse matrix A, by a vector b. One may note that unlike the dense 
10 10 10
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matrix-vector product problem, only non-zero elements of matrix A, participate in the 
computation. 
 
Fig. 2.5: (a) Problem of Multiplying a Sparse Matrix A, By a Vector b,                        
(b) Task Interaction Graph of (a) [20] 
2.2 Decomposition Techniques 
Due to the fact that problems come in all sorts of different sizes and have different 
properties, no single solution for decomposing a problem into subtasks is available. 
This section introduces the most commonly used techniques in task decomposition. 
These techniques are: 
• Recursive decomposition 
• Data decomposition 
• Exploratory decomposition 
• Hybrid decomposition 
2.2.1 Recursive Decomposition 
The recursive decomposition technique is usually well suited to problems that are based 
on the divide-and-conquer strategy. A given problem is first decomposed into a set of 
sub-problems. These sub-problems are then recursively decomposed further until the 
desired granularity level is reached or achieved. 
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An example of an algorithm applying the divide-and-conquer strategy and thus 
suggesting the application of the recursive decomposition technique, is the Quick-sort 
sorting algorithm. This is demonstrated in Fig. 2.6. 
 
 
 
 
 
Fig. 2.6: Demonstration of the Quick-sort Sorting Algorithm [20] 
Once each sub-list has been partitioned around the pivot, each sub-list can then be 
processed concurrently, i.e. each sub-list represents a new subtask. This process is 
repeated concurrently until no more sub-lists are generated, hence the name recursive 
decomposition. 
2.2.2 Data Decomposition 
Data decomposition is a bit more complicated. First, the problem has to be studied 
carefully and the data on which computation is performed has to be identified. Then this 
data has to be partitioned across various tasks. This partitioning induces a 
decomposition of the problem. Data can be partitioned in various ways inducting 
different decompositions, thus great care has to be taken since this can greatly affect the 
performance of a parallel algorithm. 
In the rest of this section, the various ways into which data can be partitioned is 
discussed. 
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Output Data Decomposition: 
Output data decompositions are based on the fact that each individual output element 
can be computed independently of the others, i.e. it is a function of the input but not 
output. A partition of the output across tasks presents a natural decomposition. This is 
demonstrated in Fig. 2.7, which belongs to the problem of multiplying two n x n 
matrices A and B to yield matrix C. The output matrix C can be partitioned into four 
subtasks. 
 
Fig. 2.7: An example of an output data decomposition: problem of multiplying two n x 
n matrices A and B to yield matrix C [20] 
Input Data Partitioning: 
Input data partitioning is generally used if each output can be naturally computed as a 
function of the input. This is usually the case with all problems since outputs are not 
generally known beforehand, as for example the case in the problem of finding a 
minimum of a list of numbers. This is also the case in the problem of sorting a list of 
numbers. 
Each subtask is associated with each input data partition. Each subtask then performs 
computation on its data generating sub-results. These sub-results or partial results from 
each subtask are then combined to provide the final result. This is demonstrated in Fig. 
2.8, which belongs to the problem of database counting (counting the number of 
occurrences of item-sets in a given sequence of database transactions). 
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Fig. 2.8: An example of a decomposition based on input data partitioning: problem of 
database counting [20]  
As illustrated in Fig. 2.8, subtask 1 counts occurrences of the given item-sets in the first 
portion of database transactions. Subtask 2 does the same for the second portion. 
Results from both subtasks are then combined to give the final result. 
Partitioning Both Input and Output Data: 
The output data decomposition and the input data partitioning methods discussed above, 
could be combined together to achieve a higher degree of concurrency. To demonstrate 
this in Fig. 2.9, the database counting problem in Fig. 2.8 is used. 
 
Fig. 2.9: An example of a decomposition based on output data decomposition and input 
data partitioning: problem of database counting [20] 
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Note, that both the input and output have been partitioned to generate four subtasks 
instead of two as is the case in Fig. 2.8. 
Intermediate Data Partitioning: 
In intermediate data partitioning, computation is viewed as a series of transformations 
from the input to the output data. These transformations lead to intermediate stages 
which could be used as a basis in performing decompositions of the problem. This is 
better illustrated in Fig. 2.10 by using the dense matrix-vector product problem in Fig. 
2.3 as an example. 
The computation of the dense matrix-vector product problem is first visualized in terms 
of an intermediate matrices D as shown in Fig. 2.10.  
 
Fig. 2.10: Visualization of the matrix-vector product problem in terms of an 
intermediate matrices D [20] 
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Then, the problem is first decomposed into intermediate stage I as in Fig. 2.11(a). 
Commencing from intermediate stage I, it is then further decomposed into intermediate 
stage II as in Fig. 2.11(b). Thus a total of 8 + 4, i.e. 12 subtasks are generated. 
 
(a)  
 
(b) 
Fig. 2.11: An example of intermediate data partitioning: dense matrix-vector product 
problem, (a) intermediate stage I, (b) intermediate stage II [20] 
Details of the computation of each subtask in Fig. 2.11 are shown below: 
Task 01:  D1,1,1= A1,1 B1,1 Task 02:  D2,1,1= A1,2 B2,1 
Task 03:  D1,1,2= A1,1 B1,2 Task 04:  D2,1,2= A1,2 B2,2 
Task 05:  D1,2,1= A2,1 B1,1 Task 06:  D2,2,1= A2,2 B2,1 
Task 07:  D1,2,2= A2,1 B1,2 Task 08:  D2,2,2= A2,2 B2,2 
Task 09:  C1,1 = D1,1,1 + D2,1,1 Task 10:  C1,2 = D1,1,2 + D2,1,2 
Task 11:  C2,1 = D1,2,1 + D2,2,1 Task 12:  C2,2 = D1,2,2 + D2,2,2 
The task dependency graph for the decomposition in Fig. 2.11 is illustrated in Fig. 2.12. 
 
Fig. 2.12: Task Dependency Graph for the Decomposition in Fig. 2.11 [20] 
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2.2.3 Exploratory Decomposition 
Exploratory decomposition is used when the decomposition of a given problem goes 
hand-in-hand with its execution. These problems typically involve the exploration 
(search) of a state space of solutions. 
Examples of such type of problems are DOP, which will be covered in greater detail in 
chapter 7. 
To better illustrate exploratory decomposition, the 15-puzzle DOP in Fig. 2.12 will be 
used. 
 
Fig. 2.13: An example of exploratory decomposition: 15-puzzle DOP [20] 
Fig. 2.13 shows a sequence of three moves that transforms a given initial state (a), to the 
desired final state (d). One may note that the problem of computing the solution of such 
a type of problem, in general, is much more complicated than in this simple example. 
The state space can be explored by generating various successor states of the current 
state. Each successor state is then viewed or treated as an independent subtask. An 
example of such an exploration of Fig. 2.13 is shown in Fig. 2.14.  
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Fig. 2.14: State Space Exploration of 15-Puzzle DOP [20] 
2.2.4 Hybrid Decomposition 
It is often desirable to mix the decomposition techniques introduced in the sections 
above when decomposing a problem, i.e. apply more than one decomposition technique 
to a given problem. This enables achievement of a higher degree of concurrency and the 
decomposition technique is termed hybrid decomposition. 
Hybrid decomposition not only works on larger problems. It has been proven to be 
applicable to even simple problems as that for example of finding a minimum of a list 
of numbers. This is illustrated in Fig. 2.15, where a data decomposition is first applied 
and then followed by a recursive decomposition. 
 
Fig. 2.15: An example of a hybrid decomposition: problem of finding a minimum of a 
list of numbers [20] 
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2.3 Processes and Mapping 
Once a problem is decomposed into smaller subtasks, the problem of mapping 
(mechanism by which subtasks are assigned to processes for execution) to processes 
becomes an important one. This is due to the fact that the mapping strategy actually 
determines how much of concurrency is actually utilized and how efficiently. 
This is why task dependency and interaction graphs are used to determine the best 
possible mapping. Task dependency graphs are use to ensure that work is spread 
equally across all processes in order to achieve minimum idling time (waiting for work) 
and optimal load balance. Task interaction graphs are used to make sure that processes 
need minimum interaction/communication with other processes. 
An appropriate mapping must minimize parallel execution time by: 
• Mapping independent tasks to different processes 
• Assigning tasks on critical path to processes as soon as they become available 
• Minimizing interaction between processes by mapping tasks with dense 
interactions to the same process 
One may note that these criteria often conflict with each other implying that a tradeoff 
has to be made. For example, decomposition into one task (or no decomposition at all) 
minimizes interaction but does not result in any parallel performance benefit. 
For an example of appropriate mappings, consider the following mappings in Fig. 2.16, 
which are based on the task dependency graphs of the two database query 
decompositions in Fig. 2.1 as well as the above stated criteria. 
  22
 
Fig. 2.16: (a) Shows the appropriate mapping for the task dependency graph in Fig. 
2.4(a), while (b) shows the appropriate mapping for the task dependency graph (b) in 
Fig. 2.4(b) [20] 
Just like the problem of task decomposition, where a number of decomposition 
techniques are available of which the commonly used were covered in section 2.2, the 
problem of mapping tasks to processes has a number of techniques available for use. 
These mapping techniques will be discussed in the following chapter. 
2.4 Summary 
This chapter started by giving an introduction to the topic of designing parallel 
algorithms. It started by showing that a parallel problem has to be first decomposed into 
smaller subtasks and then by formally defining terms and diagrams (preliminaries) used 
in parallel algorithm design. It then commenced to illustrate techniques commonly used 
to carry out task decompositions. 
Section 2.3 then continued by briefly showing how these subtasks, obtained from task 
decompositions, are mapped onto processes in order to be executed. 
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C h a p t e r 3  
MAPPING TECHNIQUES, LOAD BALANCING AND PARALLEL 
ALGORITHM MODELS 
3.1 Mapping Techniques 
As mentioned in section 2.3, once a problem has been decomposed into subtasks, these 
subtasks must be mapped onto processes for execution on a parallel platform. Mappings 
should have the objective of minimizing overheads as much as possible. These 
overheads are mostly comprised of communication and idling time. Minimizing these 
overheads often represents contradicting objectives which means that compromises 
have to be made.  
Mapping techniques must achieve the objectives of minimizing idling time as well as 
load balancing simultaneously. Load balancing by itself does not guarantee 
minimization of idling time as illustrated in Fig. 3.1(b). Fig. 3.1(a) illustrates an 
example where both objectives are achieved giving the minimum parallel execution 
time. 
L  
Fig. 3.1: (a) Achieving minimum parallel execution time by minimizing idle time as 
well as load balancing, (b) using only load balancing [20] 
 
Mapping techniques can be classified as either static or dynamic. In static mapping, 
subtasks are mapped to processes prior to computation or parallel execution. It is 
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therefore important that the size of each subtask be known beforehand. In dynamic 
mapping, subtasks are mapped to processes at and during runtime. This is due to the 
following reasons: 
• Subtasks are generated at runtime 
• The size of subtasks is not known until runtime 
• A combination of both 
A choice has to be made in choosing between static and dynamic mapping. This choice 
should be based on the nature of the subtasks as mentioned above, the size of the data 
associated with the subtasks as well as the nature of the chosen task decomposition. The 
next following subsections investigate static and dynamic mapping techniques. 
3.1.1 Static Mapping Techniques 
This subsection introduces the most commonly used static mapping 
techniques/schemes. These mapping schemes are: 
• Mappings based on data partitioning 
• Mappings based on task graph partitioning 
• Hybrid mappings 
Mappings Based on Data Partitioning: 
These types of mappings are used with parallel algorithms that are based on data 
partitioning, i.e. the data partitioning data task decomposition technique has been 
applied to the parallel algorithm. 
The simplest of data partitioning mapping schemes are block distribution schemes, 
which are commonly used with dense matrices. Fig. 3.2(a) illustrates an example of 
such a scheme, where mappings are based on rows. Fig. 3.2(b) illustrates an example of 
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the same block distribution scheme, but this time mappings are based on columns rather 
than rows. 
 
                              (a)                                                               (b) 
Fig. 3.2: (a) Block Row-Wise Distribution Scheme,                                                             
(b) Block Column-Wise Distribution Scheme [20] 
The block distributions in Fig. 3.2 are both in one dimension (1-D). The scheme could 
be extended to accommodate 2-D, in which case they are termed block array 
distribution schemes. Block array distribution schemes could easily be generalized to 
higher dimensions. 
Fig. 3.3(a) illustrates a 1-D block distribution scheme application, applied to the 
problem of multiplying two dense matrices A and B. Fig. 3.3(b) illustrates the same 
example, but this time using a 2-D block distribution scheme instead. One may note that 
for load balance, each subtask is given the same number of elements of the output 
matrix C. Each element in C corresponds to a single dot product. The choice between 
1-D and 2-D block distribution schemes is based on the associated communication 
overhead, but in general higher order block distribution schemes lead to a higher degree 
of concurrency. 
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Fig. 3.3: (a) An example of a 1-D block distribution scheme application: problem of 
multiplying two dense matrices A and B, (b) applying a 2-D instead of a 1-D block 
distribution scheme to the same problem [20] 
In both Fig. 3.3(a) and (b), process P5 is used to highlight a dot product example. 
Block distribution schemes are generally preferably used when the amount or size of 
computation is fixed among all processes as illustrated in the above figures. Using 
block distribution schemes on problems where computation varies or is not fixed, will 
lead to a great load-imbalance. An example of such a type of problem is illustrated in 
Fig. 3.4, which belongs to the LU factorization or Gaussian elimination of dense 
matrices problem. 
 
Fig. 3.4: LU Factorization or Gaussian Elimination Problem [20] 
Fig. 3.5 shows a task decomposition of the problem in Fig. 3.4 into 14 subtasks. 
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Fig. 3.5: Task Decomposition of Fig. 3.4 into 14 Subtasks [20] 
From Fig. 3.5 it is visible that a significant load-imbalance will result if block 
distribution schemes are applied to this problem. The solution is to use a variation of 
block distribution schemes which are block-cyclic distribution schemes. 
Block-cyclic distribution schemes reduce the load-imbalance in block distribution 
schemes by first, partitioning the array into a number of blocks greater than that of the 
available processes. Blocks are then assigned to processes in a round robin fashion. This 
way each process gets several non-adjacent blocks. An example of a block-cyclic 
distribution scheme applied to the Gaussian elimination problem is illustrated in Fig. 
3.6. 
In Fig.  3.6 the active part, which is shaded in the figure, changes. By assigning blocks 
in a block-cyclic manner, each process receives different computation parts of the 
matrix, thus greatly reducing the load-imbalance. 
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Fig. 3.6: Block-cyclic Distribution Applied to the Gaussian Elimination Problem 
[20] 
The block-cyclic distribution in Fig. 3.6 leads to the subtask-to-process mapping 
illustrated in Fig. 3.7. 
 
Fig. 3.7: Subtask-to-Process Mapping of Block-cyclic Distribution in Fig. 3.6 [20] 
In Fig. 3.7, P0 to P8 represent processes, where as T1 to T14 represent the mapped 
subtasks, details of which are shown in Fig. 3.4. It is evident that the block-cyclic 
distribution scheme has performed a better job in load balancing the 14 subtasks among 
the 9 processes. In general, the block-cyclic distribution scheme is preferred over the 
block distribution scheme in cases where the required computation is non-uniform. 
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Mappings Based on Task Partitioning: 
The main idea behind mapping schemes based on task partitioning is to either use 
the task dependency or the task interaction graph as a guide or reference. The 
example in Fig. 3.8 illustrates how the task dependency graph of the Quick-sort 
sorting algorithm could be used to generate a subtask-to-process mapping. 
 
Fig. 3.8: An example of using the task dependency graph of the Quick-sort algorithm in 
generating a subtask-to-process mapping [20] 
The numbers in Fig. 3.8 represent the processes the subtasks (represented by nodes), 
have been mapped to.  
The following example in Fig. 3.9 illustrates how the task interaction graph in Fig. 2.5, 
belonging to the sparse matrix-product problem, could be used to generate a subtask-to-
process mapping. 
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Fig. 3.9: An example of using the task interaction graph of the sparse matrix-vector 
product problem in Fig. 2.5 in generating a subtask-to-process mapping [20] 
In Fig. 3.9, the mapping is illustrated by the dotted lines, dividing the task interaction 
graph into three regions. The subtasks in each region are then mapped to the 
corresponding process in charge of that region. 
Hybrid Mappings: 
Hybrid mapping schemes are used when the use of a single mapping scheme becomes 
inappropriate. This is the case with the Quick-sort algorithm, which as illustrated in Fig. 
3.8 shows that the task mapping scheme is incapable of utilizing a large number of 
processes, thus limiting the achievable concurrency. A better approach would be to use 
a hybrid mapping scheme (use more than one mapping scheme). This is illustrated in 
Fig. 3.10, where a hybrid mapping scheme is used by first, using a task mapping 
scheme at the top level and then data partitioning schemes within each subsequent level.  
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Fig. 3.10: Hybrid Mapping Scheme Applied to the Quick-sort Sorting Algorithm 
[20] 
3.1.2 Dynamic Mapping Techniques 
Dynamic mapping techniques/schemes also referred to as Dynamic Load Balancing 
(DLB). As mentioned in section 3.1, DLB schemes are often used to map dynamically 
generated subtasks, which are subtasks generated at or during runtime, to processes. 
Dynamic load balancing schemes can be classified as either centralized or distributed. 
Centralized DLB Schemes: 
In centralized DLB schemes, processes are determined as either master or slaves. There 
are basically two centralized DLB schemes. The first is known as self scheduling. In 
self scheduling the master keeps a list of work to be performed (subtasks). Whenever a 
process runs out of work, it picks up a work item from the list kept by the master, 
deletes it form the list (marking it as completed) and then carries out the new assigned 
work, i.e. it is a self service scheme in which processes obtain work from the master by 
their own. 
As the amount of work increases the master becomes a bottleneck. To solve this 
problem a process picks up a number of subtasks at a time (a chunk), this procedure is 
termed Chunk Scheduling which is the other centralized DLB scheme. Selecting large 
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chucks could also lead to a load-imbalance, therefore a number of schemes have been 
developed in which the chunk size is reduced as the computation progresses. 
Distributed DLB Schemes: 
In distributed DLB schemes, processes can send and receive work from each other 
without any constraints. This solves the bottleneck problem in centralized DLB 
schemes, but raises four very important questions: 
• How are sending and receiving processes paired together? 
• Who initiates the work transfer? 
• How much work is transferred? 
• When is a transfer triggered? 
Answers to these questions depend on the application (type of parallel algorithm). As 
mentioned previously, in this thesis focus is made on DOP, which is discussed in 
greater details in chapter 7. Parallel algorithms developed for DOP are usually classified 
as search algorithms. 
Search algorithms usually implement receiver initiated distributed DLB schemes, of 
which the most commonly used are introduced in the next subsection, subsection 3.1.3.  
Mapping schemes in general generate additional interaction overheads. Solutions to this 
problem are discussed in further details in subsection 3.1.4. 
3.1.3 Receiver Initiated Distributed DLB Schemes 
This subsection introduces the commonly used three receiver initiated distributed DLB 
schemes. A further detailed analysis and comparison of their performance is provided in 
chapter 7.  
Receiver initiated distributed DLB Schemes, as their name suggests, are receiver 
initiated which means that the receiving process answers the questions raised in 
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subsection 3.1.2, i.e. it is fully in charge from the point where it makes a work request 
up to the point where it receives work. For simplicity, these schemes will be termed as 
only load-balancing schemes throughout the rest of this thesis. Also for simplicity, the 
assumption that one process is executed per processor (a process is a processor) is 
made. 
Asynchronous Round Robin:  
In asynchronous round robin (ARR), each processor maintains an independent variable, 
target. Whenever a processor runs out of work, it uses target as the label of a donor 
processor and attempts to get work from it. The value of target is incremented by 
(modulo p) each time a work request is made. The initial value of target at each 
processor is set to ((label) + 1) modulo p) where label is the local processor label. One 
may note that work requests are generated independently by each processor. However, 
it is possible for two or more processors to request work from the same donor at nearly 
the same time. [20] 
Global Round Robin: 
Global round robin (GRR) uses a single global variable called target. This variable can 
be stored in a globally accessible space in shared address space machines or at a 
designated processor in message passing machines. Whenever a processor needs work, 
it requests and receives the value of target; either by locking, reading, and unlocking on 
shared address machines or by sending a message requesting the designated processor 
(say P0). The value of target is incremented (modulo p) before responding to the next 
request. The recipient processor then attempts to get work from a donor processor 
whose label is the value of target. GRR ensures that successive work requests are 
distributed evenly over all processors. A drawback of this scheme is the contention for 
access to target [20]. 
 
 
 
  34
Random Polling: 
Random polling (RP) is the simplest load-balancing scheme. When a processor 
becomes idle, it randomly selects a donor. Each processor is selected as donor with 
equal probability, ensuring that work requests are evenly distributed [20]. 
3.1.4 Minimizing Interaction Overheads 
Interaction overheads could be minimized by implementing a number of strategies. 
These strategies are listed and described below: 
1. Maximize data locality: Data locality can be maximized by wherever possible 
using intermediate data, and by restructuring the computation so that data is 
used in smaller time frames. 
2. Minimizing the volume of data exchange: Each communicated word has a 
communication cost. It is therefore important to try to minimize the volume of 
communicated data as much as possible. 
3. Minimizing the frequency of interactions: This is due to the fact that a startup 
cost is associated with each interaction. It is therefore better to merge multiple 
interactions to a single one wherever possible.  
4. Minimize contention and hot-spots: This is generally achieved by using 
decentralized mapping techniques and replicating data if necessary. 
5. Overlapping computations with interactions: This is achieved by using non-
blocking computations, multithreading and perfecting. 
6. Replicating data and/or computations 
7. Using group instead of point-to-point communication whenever possible 
8. Overlapping interactions with other interactions 
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3.2  Parallel Algorithm Models 
To sum up the topics covered in this and the previous chapter, Parallel Algorithm 
Models must be introduced. A parallel algorithm model is defined as a way of 
structuring a parallel algorithm by selecting a task decomposition and mapping 
technique and then applying the appropriate strategy to minimize interactions.  
Parallel  algorithm models could be categorized as follows: 
1. Data Parallel Model: Subtasks are statically mapped to processors and each 
task performs the same computation on different data. 
2. Task Graph Model: By referring to a task dependency graph, the relationships 
between subtasks are used to implement locality and reduce interaction costs. 
Usually used with divide-and-conquer based algorithms. 
3. Master-Slave Model: One or more processors known as masters generate work. 
This work is then allocated or requested by worker processors known as slaves. 
This allocation may be either static or dynamic. Sometimes the model is broken 
down into phases and masters require slaves to synchronize after each phase. 
4. Pipeline/Producer-Consumer Model: A stream of data is passed through a 
number of processor successions. Each processor performs a certain subtask on 
the data. 
5. Hybrid Models: A combination of the above parallel algorithm models may be 
applied to a parallel algorithm to achieve the best possible results. 
To summarize, the PCAM (Partitioning, Communication, Agglomeration and Mapping) 
acronym could be used to represent parallel algorithm models [22]. The PCAM 
acronym stands for: 
1. Partitioning: The computation that is to be performed and the data operated on 
are decomposed into subtasks.  
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2. Communication: The communication required to coordinate subtask execution 
is determined, and appropriate communication structures and algorithms are 
defined.  
3. Agglomeration: The subtask and communication structures defined in the first 
two stages of a design are evaluated with respect to performance requirements 
and implementation costs. If necessary, subtasks are combined into larger 
subtasks to improve performance.  
4. Mapping: Each subtask is assigned to a processor in a manner that attempts to 
satisfy the contradicting objectives of maximizing processor utilization and 
minimizing communication costs. Mapping can be specified statically or 
dynamically determined at runtime by load-balancing schemes. 
The PCAM is a design methodology for parallel programs. Starting with a problem 
specification, a partition is developed, communication requirements are determined, 
tasks are agglomerated and finally subtasks are mapped onto processor. From [22], the 
PCAM is illustrated in Fig. 3.11. 
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Fig. 3.11: PCAM – Partitioning, Communication, Agglomeration and Mapping [22] 
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C h a p t e r  4  
ANALYSIS OF PARALLEL ALGORITHMS 
4.1 Introduction 
In order to analyze parallel algorithms, analysis of sequential algorithms must first be 
introduced. A sequential algorithm is evaluated by looking at its runtime. In general the 
runtime is asymptotic and is a function of the input size. The asymptotic runtime of a 
serial program is the same on any serial platform. 
In parallel algorithms, analysis is more complicated. This is due to the fact that the 
parallel runtime of a parallel program depends on the number of processors, 
communication parameters of the machine as well as the input size. Parallel algorithms 
may therefore be analyzed in the context of the underlying platform. Parallel systems 
are therefore analyzed instead of parallel algorithms, where a parallel system is defined 
as the combination of a parallel algorithm and the underlying platform. 
An Analysis of a parallel system must answer the following two basic questions:  
• How does the wall clock time (defined as the time elapsed from the start of the 
first processor to the stop of the last processor in execution of a parallel 
program), scale when the number of processors change or when the parallel 
algorithm is moved to another parallel platform (i.e. a new parallel system)? 
• How much faster is the parallel system over the sequential algorithm? 
To proceed in answering these questions and thus analyzing a parallel system in section 
4.3, sources of overheads in parallel programs in the following section are first 
introduced. Sections commencing section 4.3, introduce various other important topics 
related to parallel algorithm analysis. Notice has to be taken that all equations used in 
this chapter, were either directly taken or adapted from [20], [21] and [23]. 
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4.2 Sources of Overhead in Parallel Programs 
Overheads in parallel programs can have drastic effects on their performance. For 
example the assumption would be made that if two processors are running a parallel 
program instead of one, the program would run twice as fast. Well, this is not always 
the case. 
This is due to the fact that parallel programs contain a number of overheads including 
wasted computation, communication, idling and contention. These overheads can be 
categorized as: 
• Inter-process interactions: Defined as interactions between processors 
running a parallel program. 
• Idling: Defined as the time processors spend waiting. Idling is usually 
caused by load-imbalance, synchronization or serial components in a 
parallel program. 
• Excess computation: Defined as computation not performed by the serial 
version of a parallel program. In other terms, it is computation needed to 
synchronize and communicate results between processors running a parallel 
program. 
This is illustrated in Fig. 4.1, which shows the time spent by each processor on each of 
the above overheads. It represents the execution of a virtual parallel program on eight 
processors. Note that the dark grey region contains both essential (useful) and excess 
computation combined together. 
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Fig. 4.1: Illustration of Sources of Overheads in Parallel Programs [20] 
4.3 Performance Metrics for Parallel Systems 
This section starts by defining the serial runtime. The serial runtime of a program is 
defined as the time elapsed between the start and stop of its execution on a serial 
computer. The following subsections introduce various performance metrics of which 
the serial runtime is the basis. 
4.3.1 Total Parallel Overhead 
The parallel runtime is the parallel counterpart of the serial runtime. It is defined as the 
time that elapses from the moment the first processor starts, to the moment the last 
processor finishes execution of a parallel program (the parallel version of a serial 
program). The serial runtime is denoted by ST  and the parallel runtime by PT . 
If allT is defined as the total time collectively spent by all the processors, then 
Pall pTT =                                                                                                                       (4.1) 
where p  is the number of processors, and Sall TT −  is the total time spent by all the 
processors on non-useful work or excess computation. It is also termed the total 
parallel overhead.  
 
P6
Essential/Excess Computation
P7
Interprocessor Communication
P4
Idling
P5
P3
P2
P1
P0
Execution Time
  41
Therefore, the overhead function ( OT ) can be stated as: 
SPO TpTT −= .                                                                                                               (4.2) 
The total parallel overhead is also defined as the total time collectively spent by all the 
processors over or above the time spent by the fastest sequential algorithm for solving 
the same problem on a single processor. 
4.3.2 Speedup 
The speedup is a very important performance metric as it is an indicator to as how much 
performance is gained using parallelization over a sequential implementation, i.e. what 
is the benefit of parallelism? 
The speedup ( S ) is defined as the ratio of the time taken to solve a problem on a single 
processor to the time required to solve the same problem on a parallel platform with p  
identical processors. 
This is best illustrated in Fig. 4.2, which belongs to the problem of adding n  numbers 
using n  processors. If n  is a power of 2, then this computation can be completed in 
nlog  steps. This is done by propagating the partial sums from each level up a logical 
binary tree of processors. 
The assumption is made that addition takes a constant time and is given by ct . The 
assumption that the communication of each word takes ws tt +  is also made, where st  is 
the start up time (the time taken to set up a communication link) and wt  is the actual 
word transfer time (time taken to transmit a word over the communication link). 
Studying this scenario, the parallel runtime is given by )(lognTP Θ=  and the serial 
runtime is given by )(nTS Θ= . Therefore, the speedup is:  





Θ==
n
n
T
TS
P
S
log
.                                                                                                     (4.3) 
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Fig. 4.2: Computing the Sum of 16 Partial Sums Using 16 Processors [20] 
Many sequential algorithms are available for the same given problem. For the purpose 
of finding the speedup, the sequential algorithm with the best runtime is always chosen. 
Consider for example the problem of sorting a list of numbers. If the Bubble-sort 
sorting algorithm is used and a serial runtime of for example 150 seconds is achieved, 
and the parallel runtime of the counterpart parallel algorithm is given as for example 40 
seconds then the speedup is 150/40 = 3.75. If a more efficient sorting algorithm on the 
serial computer is used, such as the Quick-sort sorting algorithm, then a better serial 
runtime is achieved. For example if a serial runtime of 60 seconds is now achieved, the 
speedup in this case would be a lower 60/40 = 1.5. 
A speedup is lower bounded by 0. This would indicate that the parallel program could 
not terminate and hence no results are obtained. A speedup is also upper bounded by p
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, the number of processors. Achieving a speedup greater than p  is unusual because that 
would mean that each processor spends less than 
p
TS
 time in solving a problem. 
However, there is an exception to this statement which is in the case of super-linear 
speedups. 
Super-linear speedups are caused by parallel versions of algorithms performing less 
computation than their serial counterparts. This is illustrated in Fig. 4.3. 
 
Fig. 4.3: An Example of Super-linear Speedup [20] 
In Fig. 4.3 which represents a search tree, when searching for a solution to a problem, 
processor 0 only expands the whole of the left sub-tree while processor 1 only expands 
the shaded nodes before a solution is found. In the serial version of this algorithm the 
whole search tree is expanded before a solution is found. It is thus evident that the serial 
version of the algorithm performs much more computation than its parallel counterpart 
and hence this is a scenario of super-linear speedup. 
4.3.3 Efficiency 
Another performance metric is the efficiency of a parallel system. It is a measure of the 
fraction of time for which a processor is usefully utilized. It is also defined as the ratio 
of the speedup to the number of processors. Thus, mathematically the efficiency of a 
parallel system is stated as: 
p
SE = .                                                                                                                      (4.4) 
Processing element 1Processing element 0
S
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In an ideal parallel system, the speedup is equal to p  and the efficiency is therefore 1. 
In practice however this is not the case. This is due to the reasoning given in subsection 
4.3.2 which means that the speedup is usually less than p . This also places bounds on 
the efficiency. The efficiency is thus lower bounded by 0 and upper bounded by 1, 
depending on how well the processors are utilized, i.e. its value lies between 0 and 1. 
To illustrate, reference will be made to the example in Fig. 4.2 which belongs to the 
problem of computing 16 partial sums on 16 processors. By substituting equation 4.3 in 
equation 4.4, the efficiency of this parallel system can be stated as: 
n
n
n
E





Θ
=∴
log
 , 





Θ=
nlog
1
.                                                                                                                (4.5) 
4.3.4  Cost of a Parallel System 
The cost of a parallel system is simply defined as the product of the parallel runtime 
and the number of processors used. This is mathematically stated as:  
PpTC = .                                                                                                                     (4.6) 
The cost reflects the total time spent by each processor on solving a given problem. A 
parallel system is termed cost optimal if the cost of solving a problem on a parallel 
computer is asymptotically identical to the serial cost, i.e. for cost optimal systems, 
)1(OE = . The cost of a parallel system is also referred to as the work or processor-time 
product. 
To illustrate, reference again is made to the example in Fig. 4.2. From the example it is 
known that )(lognTP Θ= , for ( np = ). The cost of this parallel system is therefore 
given by: 
nnpTC P log== .                                                                                                      (4.7) 
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By comparison of cost optimality of this parallel system to its serial counterpart, which 
is given by )(nΘ , it is evident that this parallel system and thus parallel algorithm is not 
cost optimal. 
Implementing a non-cost optimal parallel algorithm can have drastic effects. This could 
be illustrated by considering a sorting algorithm that uses n  processors to sort a list of 
numbers in time 2)(log n . Given that the serial counterpart achieves a runtime of 
nn log  by using comparison-based sorting, the speedup and efficiency can be 
respectively deduced as 
n
n
log
 and 
nlog
1
. By applying equation 4.6 the cost of this 
parallel system is: 
2)(lognnC =∴ .                                                                                                          (4.8) 
This parallel system is thus non-cost optimal by a factor of nlog . Now if the 
assumption that np <  is made, assigning n  subtasks to p  processors yields: 
p
nnTP
2)(log
= .                                                                                                         (4.9) 
The speedup this time will therefore be 
n
p
log
, which is less than the previous speedup. 
It is thus evident that the speedup for this parallel system goes down as the problem size 
( n ) is increased for the same number of processors ( p ). This is very undesirable in 
parallel algorithms and is a direct consequence of non-cost optimality of this parallel 
system. 
4.4 Effect of Granularity on Performance 
The most effective method for reducing overheads in parallel systems is to use the 
minimum number of processors possible. This will improve their performance by a 
large factor. 
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This concept is referred to as scaling down a parallel system, which is to use fewer than 
the maximum possible number of processors. To visualize this concept, each processor 
in the original case is thought of as a virtual processor. These virtual processors are then 
equally assigned to the physical scaled down processors (i.e. a smaller number of actual 
processors). 
Since the number of processors decreases by a factor of  
p
n
, this means that the 
computation at each processor increases by 
p
n
. The communication cost should not 
increase by this factor because some or all of the virtual processors assigned to the 
physical scaled down processors will communicate locally with each other. This is the 
key to why scaling down a parallel system improves its overall performance. To further 
illustrate this concept reference again is made to the example in Fig. 4.2. 
If each of the p  processors is now assigned 
p
n
 virtual processors, then the first plog  
steps of the nlog  steps are now simulated in p
p
n log  steps on p  processors. All 
subsequent pn loglog −  steps do not require any communication. For example in Fig. 
4.4, which is derived from Fig. 4.2, the 16 virtual processors are now scaled down to 
only 16/4 = 4 processors. 
 
Fig. 4.4: Scaling Down a Parallel System [20] 
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In Fig. 4.4(a), each process adds it 
p
n
 numbers locally in time )(
p
nΘ . In Fig. 4.4(b) and 
(c) these partial sums are added and then communicated in the same manner. This leads 
to a final result at processor 0 in Fig. 4.4(d). The parallel runtime is now improved to 
)log2( p
p
nTP +Θ= . Therefore, the cost now becomes )log( ppΘ  and thus this 
parallel system is now a cost optimal one as opposed to the one in Fig. 4.2. 
4.5 Scalability of Parallel Systems 
The Scalability of parallel systems addresses the problem of how to extrapolate 
performance from small problems on small systems to larger problems on larger 
configurations. How well a parallel system can be scaled depends on its scaling 
characteristics. 
4.5.1 Scaling Characteristics of Parallel Programs 
The efficiency in equation 4.4 can be re-stated as: 
P
S
pT
T
P
SE == ,                                                                                                            (4.10) 
or, 
S
O
T
TE
+
=
1
1
.                                                                                                                 (4.11) 
The total overhead function OT , is an increasing function of p . For a given problem 
size ( ST  is constant), OT  increases as the number of processors p  is increased, 
decreasing the overall efficiency. This is always the case for all parallel programs. To 
illustrate, reference is made to the problem of adding n  numbers on p  processors in 
Fig. 4.4. From the figure and previous calculations it is known that: 
,log2 p
p
nTP +=                                                                                                       (4.12) 
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,
log2 p
p
n
nS
+
=∴                                                                                                   (4.13) 
.log21
1
n
ppE
+
=∴                                                                                                  (4.14) 
From this a plot of the speedup for various input sizes is presented in Fig. 4.5. As a 
direct consequence of Amdahl's law [24], in general, speedups have a tendency to 
saturate and efficiencies have a tendency to drop. The author in [24] studied the validity 
of the single processor approach to achieving large scale computing capabilities, 
concluding with performance drops due to saturation. 
          
Fig. 4.5: Speedup versus No. of Processors for the Problem in Fig. 4.4 [20] 
As mentioned earlier, OT  is a function of both problem size ST , and number of 
processors p . In many parallel systems OT  grows sub linearly with respect to ST . In 
these parallel systems, the efficiency increases if the problem size is increased, while 
keeping the number of processors constant. Also for these same parallel systems, the 
efficiency could be kept constant by simultaneously increasing the problem size and 
number of processors. Such systems are termed scalable parallel systems. 
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Recalling that cost optimal systems have an efficiency of 1, it can be  deduced that 
efficiency and scalability are thus related. A scalable parallel system can therefore 
always be made cost optimal if the number of processors and problem size parameters 
are chosen appropriately. 
4.5.2 Isoefficiency Metric of Scalability 
As explained in the previous section, section 4.5.1, for a given problem size, the overall 
efficiency of a parallel system goes down as the number of processors is increased. This 
is illustrated in Fig. 4.6(a). In some parallel systems (scalable parallel systems), the 
efficiency increases if the problem size is increased while keeping the number of 
processors constant. This is illustrated in Fig. 4.6(b). 
 
Fig. 4.6: (a) Increasing the Number of Processors for a Given Problem Size                                                                                                              
(b) Increasing Problem Size for a Given Number of Processors [20] 
An important issue is now addressed, which is that of determining the rate at which the 
problem size should be increased with respect to the number of processors in order to 
keep the efficiency fixed. This rate determines the scalability of a parallel system and in 
general the slower or the lower this rate is, the higher the scalability. 
To formalize this, W  is first introduced as the asymptotic number of operations 
required by the best serial counterpart of a parallel algorithm in order to solve a given 
problem.  
(a) (b)
E
W
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E
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Moving from this point, the parallel runtime can now be re-stated as:  
p
pWTWT OP
),(+
= .                                                                                                 (4.15) 
The resulting speedup will now be: 
PT
WS = ,                                                                                                                                                     
),( pWTW
Wp
O+
= .                                                                                                    (4.16) 
The efficiency will thus become: 
P
SE = , 
),( pWTW
W
O+
= ,                                                                        
 
W
pWTO ),(1
1
+
= .                                                                                                       (4.17) 
In scalable parallel systems, the efficiency can be kept at a fixed value in the 0 to 1 
range, if the ratio 
W
TO
 is kept at a constant value. Therefore, for a desired value of 
efficiency: 
W
pWTE O ),(1
1
+
= , 
If 
E
E
W
pWTO −
=
1),(
 then, 
),(
1
pWT
E
EW O
−
= .                                                                                                 (4.18) 
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Letting 
E
EK
−
=
1
, equation 4.18 is now given as: 
),( pWKTW O= .                                                                                                      (4.19) 
Equation (4.19) now represents the isoefficiency function, which is the formalized rate 
of scalability. The plot of the isoefficiency function with respect to the number of 
processors is termed the isoefficiency curve, as is illustrated in Fig. 4.6 (b). 
To further illustrate, reference again is made to the problem of adding n  numbers on p  
processors in Fig. 4.4. From previous explanation, it is known that for this parallel 
system the parallel overhead time is approximately pp log2 . So, by substituting this 
value of OT  in equation (4.19), ppKW log2=  is obtained. Therefore, the asymptotic 
isoefficiency of this function could be approximated to )log( ppΘ . 
If the number of processors for this parallel system is increased from p  to 'p , then this 
would mean that the problem size, in this case n  would have to be increased by a factor 
of 
pp
pp
log
'log'
 in order to keep the efficiency at the same fixed value. From the 
isoefficiency function point of view, a parallel system is cost optimal only if: 
)(WpTP Θ= .                                                                                                           (4.20) 
Commencing from equation (4.20): 
)(),( WpWTW O Θ=+ , 
)(),( WpWTO Ο= ,                                                                                    
)),(( pWTW OΩ=∴ .                                                                                                (4.21) 
Thus, in order to ensure cost optimality, a parallel system must satisfy the relationship 
stated in equation (4.21). 
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The isoefficiency function also places an upper bound on the degree of concurrency, i.e. 
if )(WC  is the degree of concurrency then for a problem size of W , no more than 
)(WC  processors can be effectively utilized. 
4.6 Asymptotic Analysis of Parallel Programs 
The main scheme used in comparing the performance of parallel algorithms, is by the 
use of asymptotic analysis in a manner similar to that used with sequential algorithms. 
To illustrate this, the example of sorting a list of numbers is considered. The following 
table adapted from [20], compares the number of processors, parallel runtime, 
efficiency and cost of four parallel algorithms that solve this problem. 
Algorithm A1 A2 A3 A4 
p  2n  nlog  n  n  
PT  1 n  n  nn log  
S  nn log  nlog  nn log  n  
E  
n
nlog
 
1 
n
nlog
 
1 
PpT  2n  nn log  5.1n  nn log  
In terms of parallel runtime, A1 is the best followed by A3, A4 and A2. In terms of 
efficiency, A2 and A4 are the best performers, followed by A3 and A1. In terms of cost, 
only parallel algorithms A2 and A4 are cost optimal. This table thus illustrates that 
objectives of analysis have to be first determined before proceeding with any 
asymptotic analysis, determining the most appropriate metrics to use. 
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4.7 Summary 
This chapter started by introducing how sequential algorithms are analyzed. It then 
commenced to look at sources of overheads in parallel algorithms. The topic of 
performance metrics was then fully covered by introducing the parallel runtime, total 
parallel overhead, speedup, efficiency, cost and cost optimality. The topic of scaling 
parallel systems was then addressed leading to the isoefficiency function. Finally, the 
topic of asymptotic analysis of parallel algorithms was covered, highlighting the 
importance of identifying the objectives of analysis first and then using the appropriate 
metrics.  
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C h a p t e r  5  
THE MESSAGE PASSING INTERFACE 
5.1 Introduction 
After giving a thorough overview on the topic of designing and analyzing parallel 
algorithms, it has become evident to introduce parallel platforms which execute parallel 
algorithms/programs. 
The parallel platform used in this thesis is based on the MPI (Message Passing 
Interface. Therefore, this chapter commences by introducing the MPI. Chapter 6 then 
follows by presenting a detailed description of the parallel platform in this thesis and its 
construction. 
5.2 The MPI 
In order to introduce the MPI, the three basic parallel platform models must first be 
introduced. These are: 
1. The Data Parallel Platform Model: In this platform the same instructions are 
executed simultaneously on multiple data items. It is thus termed SIMD: Single 
Instruction Multiple Data and is illustrated in Fig. 5.1(a). 
2. The Task Parallel Platform Model:  In this model different instructions are 
executed on different data. This model is thus termed MIMD: Multiple 
Instruction Multiple Data and is illustrated in Fig. 5.1(b). 
3. The SPMD (Single Program Multiple Data) Platform Model: In this model there 
is one program in which a copy is distributed to each of the processors in the 
platform. Each processor then executes its copy of the program and hence there 
is no synchronization at individual operation levels.  
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Fig. 5.1: (a) A SIMD Parallel Platform Model                                                                  
(b) A MIMD Parallel Platform Model [20] 
In a sense, the SPMD model is similar to the MIMD model, since each SPMD program 
can be made a MIMD one. The MPI is therefore said to apply the MIMD/SPMD model. 
The MPI is a result of various efforts to develop a message passing environment 
implementing the MIMD/SPMD model, developed in the early 80s. By 1992 
developers noticed that they were duplicating each other’s work. So, a meeting was 
held at the 1992 Supercomputing conference. All attendants of the meeting agreed to 
merge and develop all previous efforts into a single library. This library was to be 
named the MPI. 
The first MPI standard was completed in 1994 and was named MPI-1. Another version 
of the standard was completed in 1995 and was named MPI-1.1. The final, complete 
and formalized version came out at the beginning of 1998 and was named MPI-2.  
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MPI-2 is a lot like MPI-1.1 with the exception of added features such as: 
• MPI-IO 
• One sided communication 
• Dynamic processes 
The MPI has the following advantages, adapted from [25]: 
• Universality 
• Expressivity, i.e. well suited to formulating a parallel algorithm 
• Ease of Debugging, since the memory is local to each processor 
•  High Performance, mainly due to the explicit association of data with 
processors enabling good use of cache memory 
The MPI also has the following disadvantages, adapted from [25]: 
• It is harder to learn than shared memory programming such as OpenMP [26] 
• It does not allow incremental parallelization, i.e. all or nothing 
5.2.1 MPI Definition 
The MPI is formally defined as an interface or standard that implements the message 
passing model. The message passing model is also defined as the formulation of parallel 
programs in terms of processes. A process is traditionally defined as a program counter 
and address space. As previously mentioned, for simplicity, a process will be treated as 
a processor in this thesis. 
In the message passing model, these processors communicate with each other via 
passing messages. The model must therefore handle all associated inter-processor 
communication. The inter-processor communication consists of synchronizing the 
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processors and the movement of data from the address space of one processor to that of 
another. 
The MPI is a library and not a language or compiler specification. It is also neither a 
specific implementation nor product. It is designed to provide access to parallel 
hardware for end users, library writers and tool developers.  
Specific implementations such as the MPICH and LAM/MPI then followed on from the 
MPI standard. The LAM/MPI implementation is used in this thesis to construct the 
parallel platform and will be introduced in chapter 6. 
Depending on the implementation, MPI supports the FORTRAN, C and C++ 
languages. It is a very comprehensive library containing hundreds of functions. MPI-1 
contains 128 functions (Appendix D) and MPI-2 contains more than twice as many 
functions.  
The reason for the large number of functions is the fact that MPI encapsulates all 
frequently used parallel programming methods into convenient procedures. This 
provides scientists and programmers with a broad spectrum of tools and functionality. 
Out of these hundreds of functions only six basic functions are commonly used. These 
functions are: 
• MPI_INIT: Initializes MPI processors 
• MPI_COMM_SIZE: Returns the total number of processors in the MPI 
communicator 
• MPI_COMM_RANK: Returns the rank (position) of the current processor within the 
total number of processors 
• MPI_SEND: Sends a message 
• MPI_RECV: Receives a message 
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• MPI_FINALIZE: Destroys the MPI environment and prepares for program 
termination 
Out of these six functions, four are self-explanatory and trivial. The other two which are 
the MPI_SEND and MPI_RECV functions will be elaborated in the following subsection. 
5.2.2 MPI Sending and Receiving Functions 
Since MPI implements the message passing model, communication between processors 
is achieved via passing messages. The message consists of data and an envelope. The 
envelope consists of information that identifies the source and destination of the 
message as well as information that identifies the message itself.  
This could be elaborated as: 
• Source information: Referred to as the sender's information or sender's rank 
(processor ID) 
• Destination information: Referred to as the receiver's information or receiver's 
rank (processor ID) 
• Tag: An arbitrary identifier which is used to identify the message 
• Communicator: Is an ID for a group of processors that can exchange messages  
The communicator that is most commonly used, is MPI's default communicator which 
is MPI_COMM_WORLD. It represents the total number of running processors in the default 
group from the start of execution of a parallel program. A processor is always identified 
by its rank or position (processor ID), starting from 0 within the group. This applies to 
both the default communicator and a user-defined group. 
Messages are sent with a tag that is user-defined and is an integer. The tag assists or 
helps the receiving processor in identifying the message.  Messages also contain 
information that specifies the type of the data. The data types available in MPI depend 
on the programming language used, i.e. FORTRAN, C or C++.  
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Source code presented in this thesis is written using C, so the MPI C data types are 
introduced. They are listed in the following table and are compared to their C 
counterparts [27]. Please note that MPI C and C++ data types are exactly the same. 
MPI Data Type C Data Type 
 
MPI_INT signed int 
 
MPI_SHORT 
 
signed short 
 
MPI_LONG 
 
signed long 
 
MPI_CHAR signed char 
 
MPI_UNSIGNED_CHAR unsigned char 
 
MPI_UNSIGNED_SHORT 
 
unsigned short 
 
MPI_UNSIGNED 
 
n/a 
MPI_FLOAT 
 
float 
 
MPI_DOUBLE 
 
double 
 
MPI_LONG_DOUBLE 
 
long double 
 
MPI_BYTE 
 
n/a 
MPI_PACKED 
 
n/a  
The passing of messages between processors is done in a cooperative manner. This 
means that data that is sent by one processor must be received by another. This ensures 
that any change done in the receiver's memory is done with its content and 
participation, thus implementing security and cache coherency. Communication and 
synchronization are also combined into a single step as shown in Fig. 5.2, adapted from 
[28]. 
              
Fig. 5.2: Demonstration of Combined Communication and Synchronization in the MPI, 
adapted from [28] 
Processor 0 Processor 1 
Send(data) 
Receive(data) 
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If a processor wishes to send a message to another processor it uses the MPI_SEND 
function, of which the syntax is: 
MPI_SEND(start, count, datatype, dest, tag, comm)                                                   
[27] 
• start, count and datatype describe and specify the message buffer 
• dest specifies the target or destination processor in the communicator comm 
• tag is used to identify the message 
When the function returns, this means that the data has been received by the destination 
processor and the message buffer can then be reused or unlocked.  This is why this 
format of the MPI_SEND function is termed a blocking send. 
The target processor must use the corresponding blocking MPI_RECV function in order 
to receive data sent by the blocking MPI_SEND. The syntax of the blocking MPI_RECV 
function is: 
MPI_RECV(start, count, datatype, source, tag, comm, status) [27]  
• The function waits until a matching source and tag pair are received, after 
which the message buffer can be reused, i.e. unlocked 
• source specifies the processor that sent the message, i.e. the sender's rank in the 
communicator comm 
• status contains any other extra information such as for example the size of the 
received message 
As previously mentioned, the introduced send and receive functions are blocking 
functions that use message buffers to store the sent and received messages. This is 
shown in Fig. 5.3, which illustrates the example of a processor 0 sending data that is 
received by a processor 1. As illustrated, messages are communicated over a network 
infrastructure.  
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Fig. 5.3: Illustration of Blocking Buffered Send and Receive, adapted from [28] 
There are un-buffered non-blocking versions of the send and receive functions which 
are MPI_ISEND and MPI_IRECV respectively. They operate in a manner similar to the one 
illustrated in Fig. 5.4. 
  
Fig. 5.4: Illustration of Non-Blocking Non-Buffered Send and Receive, adapted from 
[28] 
The un-buffered non-blocking versions of the send and receive functions are usually 
used to solve the problem of deadlocks. A deadlock scenario is illustrated in the table 
below [28]. 
Processor 0 Processor 1 
send(1) send(0) 
recv(1) recv(0) 
 
In this scenario processor 0 sent a message to processor 1 and is blocking all 
communication until processor 1 receives the message. At the same instance processor 
Processor 0 Processor 1 
User Data 
User Data 
The Network 
Processor 0 Processor 1 
User Data 
Local Buffer 
The Network 
User Data 
Local Buffer 
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1 sent a message to processor 0 and is also blocking all communication until processor 
0 receives the message. Thus, both processors are waiting for and blocking each other. 
Deadlocks often occur when the blocking send and receive functions are used without 
careful planning. They could easily be resolved by careful inspection of the parallel 
program. 
Deadlock scenarios could also be avoided by using the combined send and receive 
function MPI_SENDRECV. The use of this function ensures that the user does not forget to 
match a blocking send function with its corresponding blocking receive function. 
5.2.3 Collective Operations in MPI 
Collective operations are operations that are called by all processors in a communicator. 
There are many collective functions in MPI, but focus will be made on the two main 
collective functions. These collective functions are MPI_BCAST and MPI_REDUCE. 
MPI_BCAST is used to distribute data from one processor to all others in the 
communicator. On the other hand, MPI_REDUCE is used to combine data from all 
processors in the communicator, the result of which is returned to a single processor. 
Fig. 5.5 illustrates the operation of the MPI_BCAST collective function, while Fig. 5.6 
illustrates the operation of the MPI_REDUCE collective function. 
 
Fig. 5.5: Illustration of MPI_BCAST Collective Operation 
 
Fig. 5.6: Illustration of MPI_REDUCE Collective Operation 
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In Fig. 5.5 the letter 'M' is sent from the processor with rank 0, i.e. processor 0, to all 
other processors in the communicator, i.e. all of the processors in the communicator 
will have a copy of the letter 'M'. Fig. 5.6 illustrates a different scenario in which each 
of the processors in the communicator send a copy of the data contained in their local 
memory to a single processor, which in this example is processor 0. Processor 0 will 
therefore have a copy of all the data in its communicator. 
Other collective functions include MPI_ALLGATHER, MPI_ALLGATHERV, MPI_ALLREDUCE, 
MPI_ALLTOALL, MPI_ALLTOALLV, MPI_GATHER, MPI_GATHERV, MPI_REDUCE_SCATTER, 
MPI_SCAN, MPI_SCATTER and MPI_SCATTERV. In this thesis the MPI_BCAST collective 
function is used in the new proposed DLB algorithm, the topic of which is covered in 
chapter 8. 
5.2.4 Other MPI Functions 
Other MPI functions that have been used in this thesis are MPI_WTIME, MPI_BARRIER 
and MPI_IPROBE.  The MPI_WTIME is used to calculate the total time from the start of 
execution of the parallel program on the first processor up to the end of execution on 
the last processor, i.e. the parallel runtime PT . The MPI_BARRIER function is used for 
synchronization purposes. It blocks all processors in a communicator until all of the 
processors have called the function. Finally, the MPI_IPROBE function is used to test for 
a particular message before actually receiving it. It thus provides extra precaution 
against deadlocks. 
The MPI functions introduced in this chapter are utilized in this thesis in the form of 
parallel programs that solve the 8-puzzle DOP by implementing DLB on a parallel 
version of the DFS search algorithm, the topic of which is covered in chapter 7. 
5.3 Summary 
This chapter started by introducing parallel platforms and illustrating that the MPI 
implements the MIMD/SPMD model. It then commenced to give a history of the MPI 
ending with a formal definition. The basic functions used in MPI were then introduced 
as well as other functions relevant to this research. 
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C h a p t e r  6  
THE PARALLEL PLATFORM 
6.1 Introduction 
As mentioned in the previous chapter, the LAM/MPI implementation is used to 
implement the parallel platform in this research. Therefore the following section 
(section 6.2), gives an overview of LAM/MPI by referring to [30]. 
Sections 6.3 and 6.4 then follow by giving a concise explanation of how the parallel 
platform is built and operated. Finally, section 6.5 ends the chapter by summarizing 
important points. 
6.2 The LAM/MPI Implementation 
The LAM/MPI implementation was originally developed at the Ohio Supercomputer 
Center. It is intended to be an open implementation of MPI targeting research use. 
LAM/MPI is a high quality implementation of MPI. It provides high performance on a 
variety of parallel platforms, starting from small CPU clusters to large SMP machines 
with high speed networks. It even supports heterogeneous environments in which nodes 
comprising a parallel platform are of similar or different types and hardware 
specifications. It implements both MPI-1 and MPI-2 in addition to the following 
features, which are among a set of features supporting various computational 
requirements: 
• Checkpoint/Restart: Allows parallel programs to be check pointed to disk and 
restarted at a later time. 
• Fast Job Startup: A small user-level daemon that provides process control, 
output forwarding and out-of-band communication. 
• High Performance Communication: Implements the TCP communication 
system, resulting in very little overhead. 
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• Globus Enabled: Supports the Globus grid environment (grid computing). 
• Easy Application Debugging: Supports various parallel debuggers, such as the 
Distributing Debugging Tool, Etnus TotalView parallel debugger and XMPI. 
• Interoperable MPI:  Implements Interoperable MPI (IMPI) which allows a 
parallel program written using MPI (MPI application) to execute over multiple 
MPI implementations. 
The presented validation and listed features, plus the fact that LAM/MPI is already 
bundled with most Linux distributions, made LAM/MPI the most appropriate 
implementation of MPI to use in constructing the parallel platform used in this research. 
6.3 Building the Parallel Platform 
The constructed parallel platform consists of a heterogeneous cluster made out of ten 
networked PCs. Six of them are P3 HP models, two are P3 LEO models and two are P4 
LEO models. The HP models are running at 550 MHz while the P3 LEO models are 
running at 650 MHz. The P4 LEO models are running at 1.6 GHz. 
All ten PCs have 256MB of RAM and hard disk drives ranging from 10 to 40GB in 
storage capacity. The PCs were maintained first before the installation of Red Hat 
Linux 9 on all ten PCs. The LAM/MPI implementation of MPI was then installed on all 
PCs. 
The installation of LAM/MPI was then followed by a configuration of the SSH (secure 
shell) [31]. The secure shell is needed to establish a trust relationship between the PCs. 
This is required in order for the LAM/MPI to operate. The PCs were then laid out on 
shelves and networked using normal 10/100 Ethernet LAN cards and CAT 5E UTP 
cable.  
The network implements the standard star network topology by the use of a 10/100 
Ethernet switch [32]. The PCs were then numbered from one to ten and hence assigned 
TCP/IP addresses in the range 192.168.0.1 to 192.168.0.10. Fig. 6.1 illustrates the 
network of the parallel platform with the aid of a diagram. 
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Fig. 6.1: Network Diagram of the Parallel Platform 
Fig. 6.2 and 6.3 show images of the parallel platform taken from different angles. 
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Fig. 6.2: Front View of the Parallel Platform 
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Fig. 6.3: Side View of the Parallel Platform 
6.4 Operating the Parallel Platform 
To operate the parallel platform it is first booted using the following command: 
[mpi@Cluster10LEOP4 mpi]$ lamboot -v hosts2 
Where hosts2 is a text file containing the TCP/IP addresses of all the PCs in the parallel 
platform, entered one address per line as illustrated in Appendix A-A1. Appendix A-A2 
contains the screen output resulting from running the above command. 
After booting the parallel platform, the parallel program source code is then compiled 
by using a command format similar to the one shown in the example below: 
mpi@Cluster10LEOP4 mpi]$ mpicc t.c –o t.out 
Where mpicc is the integrated MPI C language compiler, t.c is the text file containing 
the parallel program source code and t.out is the output executable file. 
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Finally, the parallel program is then executed by distributing a copy of the executable 
program to each of the PCs in the parallel platform and using a command format similar 
to the one shown in the example below for running the executable file t.out: 
mpi@Cluster10LEOP4 mpi]$ mpirun -np 10 t.out 
Where –np 10 executes the parallel program on ten PCs. The number 10 could be 
replaced by n, where n represents the number of PCs required to execute the parallel 
program. This is only utilized if the parallel program has been coded to support the use 
of PCs (i.e., processors) dynamically and is scalable as was introduced in chapter 4, 
which is the case in this research. After completion of execution, the parallel platform 
can be stopped using the following command: 
mpi@Cluster10LEOP4 mpi]$ lamhalt 
The MPI C compiler has been chosen over the MPI C++ compiler in this research due 
to the fact that it is much more stable, documented and standardized. 
6.5 Summary 
This chapter started by giving on overview of the LAM/MPI implementation. It then 
commenced by explaining construction of the parallel platform, ending by presenting 
details of how to operate the constructed parallel platform. 
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C h a p t e r  7  
DISCRETE OPTIMIZATION PROBLEMS AND APPLICATION OF DYNAMIC 
LOAD BALANCING 
7.1 Discrete Optimization Problems 
DOP are a category of problems that are computationally very costly. They have long 
been of significant theoretical and practical interest to scientists due to their challenging 
nature. They are mainly solved by search algorithms that systematically search the 
space of possible solutions, subject to constraints. DOP can be formally defined as: 
• A tuple ),( fS , where S  is a finite or countably infinite set of all solutions that 
satisfy the specified constraints, i.e. S  is a set of feasible solutions 
• The function f  is the cost function that maps each element in set S  onto the set 
of real numbers R , i.e. RSf →:  
• The objective is to find a feasible solution 
optx , such that )()( xfxf opt ≤  for all 
Sx ∈  [20] 
The set S  is very large; therefore DOP can also be defined as the problem of finding a 
minimum-cost path in a graph from a specified initial node to one of several possible 
target nodes. This graph is thus termed a state space. 
Defining DOP as graph search problems means they could be solved using search 
algorithms such as the branch-and-bound and heuristic search algorithms, and hence 
they become NP-hard problems [36].  For many DOP the average case runtime is 
polynomial. It is often the case that suboptimal solutions can be found in polynomial 
time. 
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7.1.1 The 8-Puzzle Problem 
To illustrate a DOP, the 8-puzzle problem is used for two reasons: 
• It is a classic and common case of DOP 
• It is the problem used as a case study in this thesis 
The 8-puzzle problem is a 3 x 3 square tray consisting of eight numbered square tiles, 
where the 9th tile is blank [37]. A tile can be moved into the blank position from a 
position adjacent to it, hence shifting the blank position to the tile's first position. The 
objective is to move from a given initial configuration to the final ordered 
configuration, in a minimum number of moves. This is illustrated in Fig. 7.1.   
 
Fig. 7.1: 8-Puzzle Problem: - (a) initial configuration, (b) final configuration and (c) 
sequence of moves leading from initial to final configuration [37]  
Note, it is possible to create state spaces of different sizes W , by choosing appropriate 
initial configurations. It is also evident that the 8-puzzle problem has a huge state space 
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and an efficient search algorithm is thus needed in order to find an optimal solution 
from the set of feasible solutions S . 
According to [21], a parallel adapted version of the DFS (Depth-First Search) search 
algorithm [19] on this problem has delivered noticeable results. This was encouraged 
from the fact that DFS is generally used in AI (Artificial Intelligence) to solve a variety 
of problems in planning, decision making, theorem proving, expert systems, etc. The 
use of a parallel adapted version of DFS was also encouraged by the authors in [38, 39, 
40, 41, 42 and 43]. The parallel adapted version of the algorithm is termed the Parallel 
DFS.  
7.1.2 The Parallel DFS Algorithm 
To explain the parallel DFS, DFS must first be introduced. The DFS is a search 
algorithm that begins by first expanding the initial node in a tree (where the tree 
represents the state space), generating all of its successors. In each later step, one of the 
most recently generated nodes is expanded until a target node is found. If no successor 
exists then DFS backtracks to the parent and explores a different child. Once a target 
node is found, the solution path is listed by backtracking from the target node to the 
initial node. This is illustrated in Fig. 7.2 as an example for the 8-puzzle problem.  
This DFS implementation is hence termed backtracking DFS [41, 43 and 44]. 
According to the authors, backtracking DFS has the main advantage of a storage 
requirement that is linear with the depth of the state space being searched and the major 
disadvantage of not guaranteeing a minimum-cost solution. This is due to the fact that 
backtracking DFS halts on the first found target node (first found solution path) and 
does not proceed with any further computation.  
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Fig. 7.2: States resulting from the first three steps of DFS applied to an instance of the 
8-puzzle problem [20] 
Other DFS implementations are the iterative-deepening A*, simply known as IDA* [46, 
47] and the depth-first branch and bound [40, 44 and 48]. Both these implementations 
guarantee a minimum-cost solution by searching the entire search state even after 
finding the first solution path. This of course comes at the expense of non-linear storage 
requirements, implying that a tradeoff has to be made. 
In this thesis the parallel adapted form of the backtracking DFS is designed and 
implemented. Due to the algorithm’s dynamic nature, an exploratory decomposition is 
applied to divide the problem into subtasks.  
The reason for choosing backtracking DFS is justified by the fact that it has linear 
storage requirements and could easily be implemented on the considerably small 
parallel platform used in this thesis. Again for simplicity, the parallel adapted form of 
the backtracking implementation of the DFS algorithm will be referred to as parallel 
DFS from this point onwards in this thesis.  
In [19] the authors adapted the DFS to parallel DFS by sharing the work/load among a 
number of processors. Each processor searches a separate or disjoint part of the state 
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space in a depth-first manner. When a processor finishes its work, it tries to get another 
unsearched part of the state space from other processors, i.e. new work. When a target 
node is found by any of the processors, all other processors halt.  
In the case where the search space is finite and no solutions have been found, all 
processors will run out of work and eventually the search will terminate. However, it is 
always safer to implement a termination detection algorithm just in case the state space 
is infinite. The research carried out in this thesis therefore modifies the parallel DFS by 
implementing a termination detection algorithm. The implemented termination 
detection algorithm is Dijkstra's termination detection algorithm [49], which is covered 
in the next subsection. The parallel DFS algorithm is also modified by implementing a 
dynamic and scalable structure, meaning that processors could go offline and online and 
the algorithm would adapt to these changes. The adapted parallel DFS is termed 
APDFS (Adapted Parallel DFS), but for simplicity will be referred to as simply parallel 
DFS. 
Since each processor searches the state space in a depth-first manner, the disjoint state 
space to be searched would be most appropriately and efficiently implemented as a 
stack [36]. The depth of the stack represents the depth of the node being currently 
explored and each level of the stack represents all untried or unexplored alternatives. 
Each processor has its own stack and when the stack is empty it attempts to take some 
of the untried alternatives of another processor's stack. 
At the start of execution, all state space is given to a single processor known as the root 
processor. All other processors are given null state spaces, i.e. null stacks. On 
commencement of the parallel program, the state space is divided and distributed 
among the processors. The operation of the parallel DFS can be summarized in the 
following pseudo-code subroutine [19], where Pi denotes the ith processor while stack[ i 
] denotes the stack of the ith processor. 
 
 
 
 
 
  75
Parallel DFS: : Processor Pi on cluster (dynamic)
 
while (not terminated) do 
     if (stack[ i ] = empty) then GETWORK( ); 
     while (stack [ i ] ≠ empty) do 
          DFS(stack[ i ]); 
          GETWORK( ); 
     end 
     Dijkstra's termination detection algorithm; 
end 
     
Once a processor has completed searching its state space it requests work from another 
processor via the function GETWORK( ). If no work is received then the termination 
detection algorithm is called to see if all other processors have finished. If this is the 
case the parallel DFS terminates, otherwise the function GETWORK( ) is called again. 
The subroutine GETWORK( ) is thus in charge of fetching work from donor processors 
and allocating it to the requesting processors, i.e. it is in charge of DLB. 
According to the authors in [19], the performance of parallel DFS depends on DLB as 
well as the underlying parallel architecture. The parallel architecture is not within the 
scope of this thesis and since the MPI is used, the parallel platform in this thesis is 
modeled as a distributed memory parallel architecture. Focus is thus made on DLB 
which is the focal point of this research.  
The choice of DOP to emphasize the importance of DLB is made evident in Fig. 7.3 in 
which work was allocated statically at runtime. In Fig. 7.3(a) static partitioning has lead 
to most of the work being done by node B. Node A performs minimal work. Fig. 7.3(b) 
illustrates a similar scenario in which nodes E and F do the majority of work, node C 
does minimal work and node D does no work at all. 
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Fig. 7.3: (a) Static partitioning leading to load-imbalance, (b) Another case of load-
imbalance [20] 
From [19], other less important parameters that influence parallel DFS are: 
1. The splitting strategy 
2. The cut-off depth 
The splitting strategy determines how the donor's stack is split and which portion of the 
split stack is given to the requester, i.e. some of the nodes of the donor's stack (work) 
are removed and added to the requester's stack. Ideally, the donor's stack is split into 
two equal halves. Great care must be taken when splitting the stack because if the work 
given out is too small, the requester will be idle soon and will re-request work, 
generating contention and thus increasing the communication time. On the other hand, 
if the work given out is too large, then the donor will become idle soon, increasing the 
idling time [18]. Other splitting strategies include: 
1. Pick up some nodes near the root 
2. Pick up some nodes near the cut-off depth 
3. Pick up half of the available nodes above the cut-off depth 
C E F
BA
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D
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In the non-ideal case it is common to adopt splitting strategy number 3 which is 
illustrated in Fig. 7.4, adapted from [19]. In general, splitting strategies numbers 1 and 3 
are used when the state space or search tree is uniform. In highly irregular state spaces 
or search trees, splitting strategy number 2 would be a more desirable option [19]. 
 
Fig. 7.4: Splitting the DFS tree: - the two sub-trees along with their stack 
representations are shown in (a) and (b) [20] 
Search trees must have a cut-off depth that acts as a termination point. In parallel DFS 
the cut-off depth is used to fix a limit on the maximum possible depth, i.e. processors 
will not exceed this depth when searching a given disjoint state space. As previously 
mentioned, the cut-off depth is also used as a filter in splitting strategy number 3 in 
which half of the available node above the cut-off depth are added to the requester's 
stack. In order to formally define the cut-off depth, the following definitions have to be 
made. 
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Definitions 7.1: 
• The problem size W , is the total number of nodes expanded by a search 
algorithm for a particular instance 
• The effective branching factor b , is the average number of successors of the 
nodes of the search tree 
•  If the depth of the search tree is d , then dWb
1
≅   
The cut-off depth is therefore defined as delta , where delta  is a value that ensures that 
the amount of work transferred in any transfer is at least deltab≅ε  [19]. 
7.1.3 Dijkstra's Termination Detection Algorithm 
Dijkstra's termination detection algorithm is used to terminate a parallel program if all 
processors have no remaining work. It ensures that in the case of an infinite state space 
or search tree, a parallel program terminates. All of the material in this subsection is 
directly adapted from [49] with some modifications. 
To define the algorithm the following assumptions are first made: 
• All processors are organized in a logical ring 
• Work transfers can only happen from iP  to jP  if ij >  
The definition of Dijkstra's termination detection algorithm, adapted to parallel 
platforms is given in the following definitions. 
Definitions 7.2: 
• Processor 0P  initiates a token on the ring when it goes idle 
• Each intermediate processor receives this token and forwards it when it 
becomes idle 
  79
• When the token reaches processor 0P , all processors are done 
• When processor 0P  goes idle, it initiates termination detection by sending a 
white token 
• If processor jP  sends work to processor iP  and ij >  then processor jP  
becomes black  
• If processor iP  has the token and is idle, it passes the token onto 1+iP . If iP  is 
black, then the color of the token is set to black before it is sent to 1+iP . If iP  is 
white, the token is passed unchanged  
• After iP  passes the token to 1+iP , iP  becomes white 
• The algorithm terminates when processor 0P  receives a white token and is itself 
idle 
7.2 DLB 
The remaining of this chapter and thesis focuses on providing a theoretical and practical 
comparison of the DLB algorithms/schemes introduced in chapter 3, using the 
techniques introduced in chapter 5.  A generic scheme for DLB is illustrated in Fig. 7.5. 
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Fig. 7.5: A Generic Scheme for DLB [20] 
All DLB schemes follow the generic scheme in Fig. 7.5. The generic scheme proposes 
that when a processor runs out of work, it gets more work from another processor. This 
is achieved by sending work requests and receiving responses on message passing 
machines in this research.  
On reaching the final state at a processor (target node), all other processors terminate. 
Unexplored states are stored as local stacks at processors. Before commencement, the 
entire state space is assigned to one processor, which is usually the root processor 
(processor 0). 
The following subsection provides a theoretical analysis, comparing the DLB schemes 
introduced in chapter 3. 
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7.2.1 Theoretical Analysis Preliminaries 
All of the material presented in the current and following subsection is adapted from 
[18] and [20] with modifications, unless otherwise stated.  To present the analysis the 
following definitions are made in addition to definitions 7.2. 
Definitions 7.3: 
• N  is the number of processors used to run the parallel DFS 
• NT  is the execution time on N  processors, i.e. it represents the parallel runtime 
PT  
• 1T  is the serial execution time, i.e. it represents the serial runtime ST  and is 
assumed to be proportional to W  
• calcT  is the sum of the time spent by all processors in useful computation and 
since both the sequential and parallel DFS search are bounded by exactly the 
same state space then calcT  on N  processors is assumed to be = calcT  on 1 
processor = 1T  
• commT  is the sum of the time spent by all processors in communicating with 
neighboring processors, waiting for messages, idling time, etc. and therefore 
represents the overhead function OT . At any time a processor is either 
computing or communicating therefore: Ncalccomm TNTT *=+  
• S  represents the speedup and is given by:  
NT
TS 1=                                                                                                                     (7.1) 
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• E  is the efficiency and is given by: 
calc
commcommcalc
calc
N
T
TTT
T
NT
T
N
SE
+
=
+
===
1
1
*
1
                                                          (7.2) 
• calcU  is the mean time taken for one node expansion 
• commU  is the mean time for receiving work (a portion of a stack from another 
processor). commU  is influenced by the message size, which for simplicity is 
assumed to be fixed 
• nsfersofstacktranoUT commcomm .*≅∴                                                               (7.3) 
The authors in [19] suggested that the efficiency and speedup achieved in parallel DFS 
is influenced by the DLB scheme. For theoretical analysis of the DLB schemes the 
objective is to derive an upper bound on the total number of work transfers and the 
isoefficiency function. This is due to the fact that it is not possible to analytically 
compute the serial work W or parallel runtime PT .  
The following analysis is valid for any DLB scheme in which: 
• Work is requested and transferred only when a processor is idle 
• The smallest of two work pieces after splitting work w  is wα  and 0≥α  
• Work is split and part is given out only if it is greater than some minimum 
amount ε  
Finally, the following assumptions are made: 
• In every )(NV  requests made for work, every processor is requested at least 
once 
• NNV ≥)(  and depends on the DLB scheme 
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• After a work transfer from the donor processor to the requester processor, 
neither of the two processors will have more than w)1( α−  work, because the 
smallest part is at least wα  
• Work transfer continues until all processors have less than ε  work 
Following on from previous definitions and assumptions, the following derivation of 
)(NV  for the generic DLB scheme is given: 
• After )(NV  work requests, the maximum work available at any processor is 
w)1( α−  
• After )(2 NV  work requests, the maximum work available at any processor is 
w2)1( α−  
• Therefore, after )(
1
1log NVW 





− εα
 work requests, the maximum work 
available at any processor is less than ε  and hence the total number of transfers 
WNV
α−
≤
1
1log)( ,  therefore by substituting in equation 7.3 the 
following equation is obtained: 
 WNVUT commcomm α−
≅
1
1log)(*                                                                           (7.4) 
• By substituting WUT calccalc *=  and equation 7.4 in equation  7.2 the following 
is obtained: 
WU
WNVU
Efficiency
calc
comm
*
1
1log)(*
1
1
α−+
=                                                             (7.5) 
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• By solving equation 7.5 for the isoefficiency function, the following is obtained: 
))(log)(( NVNVUOW comm=                                                                                 (7.6) 
The authors in [20] present an alternative generalized analysis approach by: 
• Assuming the largest piece of work at any point is W : 
)log)(( WpVOW =                                                                                                (7.7) 
• Assuming that commt  is the time required to communicate a piece of work, the 
overhead function can be directly stated as: 
WpVtT commO log)(=                                                                                               (7.8) 
(replacing N  with p  to represent the number of processors) 
• The corresponding efficiency is obtained by substituting equation 7.8 in 
equation 4.17: 
W
WpVt
W
TE commO )log)((1
1
1
1
+
=
+
=                                                                        (7.9) 
7.2.2 Theoretical Analysis of DLB Schemes 
This subsection applies the equations introduced in the previous subsection for the 
generic DLB scheme, to the DLB schemes introduced in chapter 3. 
The ARR DLB Scheme:  
As previously mentioned, in the ARR DLB scheme each processor maintains a local 
target variable to point to a donor processor. The variable target is incremented 
(modulo p ) every time the processor seeks work. Therefore, for this DLB scheme, the 
worst case scenario according to the author in [50] is 2)( ppV = .  
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• By substituting )( pV in equation 7.8 and assuming the value of commt  to be 1 the 
following is obtained: 
)log( 2 WpTO =
                                                                                                    
(7.10) 
• By then balancing the communication overhead against problem size W  the 
following is obtained: 
)log( 2 WpOW =                                                                                                  (7.11) 
• Substituting W  into the right-hand side of the same equation and simplifying 
yields: 
)logloglog(
)),loglog(log(
)),loglog((
22
22
22
WpppO
WppO
WppOW
+≅
+=
=
                                                                               (7.12) 
• The double log term can be ignored because it is asymptotically smaller than the 
first term, thus finally obtaining: 
)log( 2 ppOW =                                                                                                   (7.13) 
The GRR DLB Scheme:   
Unlike ARR, in the GRR DLB scheme all processors receive work requests in sequence 
because of the global variable target. This means that after p  requests, each processor 
has received at least one work request. Therefore, ppV =)( . Commencing from this 
point: 
• Substituting )( pV in equation 7.8 and assuming the value of commt  to be 1 the 
following is obtained: 
)log( WpTO =                                                                                                     (7.14) 
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• Balancing the communication overhead against problem size W  the following 
is obtained: 
)log( WpOW =                                                                                                    (7.15) 
• Substituting W  into the right-hand side of the same equation and simplifying 
yields: 
)logloglog(
)),loglog(log(
)),loglog((
WpppO
WppO
WppOW
+≅
+=
=
                                                                                  (7.16) 
• Again, ignoring the double log term: 
)log( ppOW =                                                                                                     (7.17) 
However, equation 7.17 did not take into consideration the contention in this DLB 
scheme. The contention is caused by all processors repeatedly accessing the global 
variable target. This variable is incremented )log( WpO  in 





p
WO  execution time.  
Therefore, by taking the contention into consideration, the isoefficiency function due to 
contention will dominate the isoefficiency function due to communication and the 
overall isoefficiency function now becomes: 
)log( WpO
p
W
=                                                                                                         (7.18) 
Finally, by simplifying equation 7.18, to solve for W  in terms of p  the following is 
obtained: 
)log( 2 ppOW =                                                                                                         (7.19) 
As illustrated in the worst case scenario, the ARR and GRR DLB schemes have 
approximately the same performance since equations 7.13 and 7.19 are the same. In 
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some minor cases where the contention in GRR is minimized, some performance 
benefit over the ARR becomes evident. 
The RP DLB Scheme: 
The authors in [13, 14, 15, 16 and 17] all presented proposals for randomized DLB 
schemes mostly differing in the underling parallel architecture. These proposals were 
combined by the authors in [20] and presented as the RP DLB scheme.  
After definitions 7.4, probability analysis is used to analyze this DLB scheme, 
computing the average case of )( pV .  In this case, the collection of p  processors is 
considered, in which in each trial a processor is chosen at random and marked. Each 
trial corresponds to a processor sending another randomly selected processor a request 
for work. The objective is to obtain the mean number of trials required to mark all of 
the processors. 
Definitions 7.4: 
• Let ),( piF  represent a state in which i  of the p  processors have been marked 
and ip −  processors have not 
• The next processor is picked at random and there is a pi  probability that it will 
be a marked processor and a pip )( −  probability an unmarked one 
• Thus, the system remains in state ),( piF  with a probability of pi  and moves 
to state ),1( piF +  with a probability of pip )( −  
• Letting ),( pif  denote the average number of trials needed to transform from 
state ),( piF  to ),( ppF , then ),0()( pfpV =  
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Commencing from this point: 
),1(1),(
)),,1(1()),(1(),(
pif
p
ippif
p
ip
pif
p
ippif
p
ipif
+
−
+=
−
++
−
++=
 
),1(
1
),( pif
p
ppif ++
−
=                                                                                         (7.20) 
Therefore, 
∑
∑
=
−
=
∗=
−
∗=
p
i
p
i
i
p
ip
ppf
1
1
0
1
,
1),0(
 
pHppf ∗=),0(                                                                                                         (7.21) 
Where pH  is a harmonic number and according to the authors in [20] as p  becomes 
large, pH p ln69.1≅ .  
• Therefore, by direct substitution and approximation of equation 7.21, 
)log()( ppOpV =  is obtained. 
• Substituting )( pV  value in equation 7.8 and assuming the value of commt  to be 1 
the following is obtained: 
WppTO loglog=                                                                                                (7.22) 
• Equating OT  with W  as in the previous two cases, the following is obtained: 
))logloglog(log( WppppOW =                                                                       (7.23) 
  89
• By simplifying and using the same assumptions as in the previous cases, the 
following is finally obtained: 
)log( 2 ppOW =                                                                                                   (7.24) 
Unlike the GRR DLB scheme, the RP DLB scheme contains no contention since there 
is no request made by any processor to access any global variable. Therefore, equation 
7.24 which is an approximation of the isoefficiency function due to communication 
overhead is also the overall isoefficiency function. 
To conclude this subsection the theoretical analysis by the authors in [20] proposes that 
the ARR has the worst performance due to the fact that it makes a large number of work 
requests. GRR does provide performance benefit over ARR in cases where the 
contention is minimized. RP suggests a desirable compromise and has been proven by 
the authors in [13, 14, 15, 16 17 and 20] to provide distinguishable results.  
The following subsection provides a practical analysis and comparison of the ARR and 
RP in order to obtain a visible contrast between the two DLB schemes. The GRR was 
not considered due to negligible performance benefits over ARR.  
7.2.3 Practical Analysis of DLB Schemes 
The ARR and RP are practically analyzed by comparing their parallel runtime and 
speedups. This is implemented by a series of parallel programs that applied the 
modified parallel DFS search (APDFS) algorithm, implementing either GRR or RP to 
distribute work. As previously mentioned, this is achieved by solving the 8-puzzle 
problem. Collected data from outputs is then processed and used to compute parallel 
runtimes, speedups and thus efficiencies. 
These programs are written using the MPI C compiler and thus the MPI functions 
introduced in chapter 5 are used. The programs are listed in Appendix B. Output results 
from execution of the parallel programs are listed in Appendix C. The flowchart in Fig. 
7.6 represents the operation of the generic parallel program that serves as a basis for the 
series of parallel programs. 
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In Fig. 7.6, the generic parallel program first tests whether the processor running the 
program is rank 0. If it is, it holds the token which is used for the termination detection 
algorithm in case the program does not find a solution path (number of moves from 
initial to the final configuration in the 8-puzzle problem); otherwise it sets a variable 
Status to IDLE as well as a variable Message to JOB_ACQUIRE. Status is used to 
determine whether the current processor is active or idling, while Message is used to 
pass around data and synchronization messages between the processors. 
The program enters a while loop which is continuously executed until either a solution 
path is found or execution has completed on all processors without finding a solution 
path.    
 
Fig. 7.6: Flowchart Representing the Generic Parallel Program 
Start
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A function puzzle_search( ) is called, given the initial and final configurations of the 8-
puzzle problem for reference. This function searches the given state space, until it either 
finds a solution path or runs out of work. In both cases a function network_request( ) is 
called. If a solution path is found this function executes code that informs all other 
processors that a solution path has been found, after which the solution path is reported 
by rank 0 and the program terminates. If a processor has run out of work indicated by a 
NO_JOB flag, then the function tries to obtain work by using either ARR or RP. 
Execution of the program is held continuously in this portion of the program until either 
work is found and JOB_AVAILABLE is flagged, in which case the program 
recommences with the puzzle_search( ) function; or all processors responded with no 
work and Dijkstra's termination detection algorithm then executes to terminate the 
program. 
ARR is analyzed first and the ARR edition of the parallel program is tested on two 
initial configurations (i.e. problem sizes) of the 8-puzzle problem which are shown in 
Fig. 7.7. Fig. 7.7(a) illustrates the first simple initial configuration, while Fig. 7.7(b) 
illustrates the more complex one. For simplicity, the simple initial configuration will be 
referred to as configuration A and the complex initial configuration as configuration B 
from this point onwards in this thesis. For configuration A, the ARR edition of the 
parallel program is executed with depth 8, while, for configuration B, the depth is 16. 
These depth values were obtained by trial and error, looking for achievable results and 
minimum parallel runtime. 
 
Fig. 7.7: (a) Configuration A, (b) Configuration B 
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The ARR DLB Scheme: 
Data collected from running the ARR edition of the parallel program on both 
configurations A and B is summarized in tables 7.1 and 7.2. From tables 7.1 and 7.2 six 
plots are obtained. Fig. 7.8(a) and (b) respectively represent plots of the average parallel 
runtime and speedup against the number of processors for configuration A. Fig. 7.9(a) 
and (b) respectively represent plots of the average parallel runtime and speedup against 
the number of processors for configuration B. Fig. 7.10(a) combines Fig. 7.8(a) and 
7.9(a) into a single plot for comparison purposes. The same is the case with Fig. 7.10(b) 
which combines Fig. 7.8(b) and 7.9(b) into a single plot.  
One may note that all of the plots in this chapter and the following one are modeled 
using curve fitting techniques.  
 Number of Processors 
1  2 3 4 5 6 7 8 9 10 
PT
  
0.440 0.239 0.157 0.082 0.081 0.082 0.082 0.080 0.058 0.067 
S
 
1 1.838 2.798 5.366 5.433 5.397 5.367 5.467 7.540 6.605 
E
 
1 0.919 0.933 1.342 1.087 0.900 0.767 0.683 0.838 0.661 
Table 7.1: Average Parallel Runtime ( PT ) in Seconds, Speedup ( S ) and Efficiency E  
Calculations for ARR - Configuration A 
 Number of Processors 
1  2 3 4 5 6 7 8 9 10 
PT
  
3.303 2.980 2.657 2.440 2.222 2.263 1.710 1.475 0.612 0.426 
S
 
1 1.122 1.243 1.365 1.486 1.459 1.931 2.239 5.395 7.757 
E
 
1 0.707 0.414 0.356 0.297 0.243 0.276 0.280 0.599 0.776 
Table 7.2: Average Parallel Runtime ( PT ) in Seconds, Speedup ( S ) and Efficiency E  
Calculations for ARR - Configuration B 
  93
                  
(a)                
                 
(b) 
Fig. 7.8: (a) Average Parallel Runtime vs. No. of Processors for ARR Configuration A,                                                                                            
(b) Speedup vs. No. of Processors for ARR - Configuration A 
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(a) 
                 
(b) 
Fig. 7.9: (a) Average Parallel Runtime vs. No. of Processors for ARR - Configuration 
B,                                                                                                      
(b) Speedup vs. No. of Processors for ARR - Configuration B 
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(a) 
                     
(b) 
Fig. 7.10: (a) Average Parallel Runtime vs. No. of Processors for ARR - Configurations 
A and B,                                                                                                                            
(b) Speedup vs. No. of Processors for ARR - Configurations A and B 
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Fig. 7.10 illustrates a case of super-linear speedup for configuration A. The authors in 
[19] suggested that super-linear speedups occurring in parallel DFS suggest that the 
algorithm will be able to find a target node by searching a small state space, which is 
the case in configuration A. This argument is proved in configuration B, where for a 
much larger state space no super-linear speedup is experienced at all. The authors in [2] 
and [42] have also recorded super-linear speedups in their parallel DFS 
implementations.  
Fig. 7.10(b) illustrates slight non-linearity when comparing the speedups for 
configurations A and B. This is possibly related to: 
• The fact that ARR has an isoefficiency function (equation 7.13) that is required 
to have a very high growth rate in order to maintain a desired efficiency 
• Speedup linearity is achieved after the processor number 9 point,  which 
suggests a need for a larger parallel platform for more practical analysis 
The RP DLB Scheme: 
Exactly the same practical analysis implemented on ARR is applied to RP yielding 
tables 7.3 and 7.4. From tables 7.3 and 7.4 six plots are obtained. Fig. 7.11(a) and (b) 
respectively represent plots of the average parallel runtime and speedup against the 
number of processors for configuration A. Fig. 7.12(a) and (b) respectively represent 
plots of the average parallel runtime and speedup against the number of processors for 
configuration B. Fig. 7.13(a) combines Fig. 7.11(a) and 7.12(a) into a single plot for 
comparison purposes. The same is the case with Fig. 7.13(b) which combines Fig. 
7.11(b) and 7.12 (b) into a single plot. 
As illustrated in Fig. 7.13(b) by comparing the speedups of configurations A and B, it 
becomes evident that RP has almost linear speedups as opposed to ARR. This relates to 
the isoefficiency function (equation 7.24), suggesting that a minimal growth in the 
problem size W  is required to maintain a desired efficiency. Super-linear speedups are 
also observed for configuration A. 
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 Number of Processors 
1  2 3 4 5 6 7 8 9 10 
PT
  
0.365 0.198 0.131 0.081 0.085 0.103 0.051 0.066 0.053 0.047 
S
 
1 1.843 2.785 4.537 4.310 3.550 7.190 5.557 6.920 7.777 
E
 
1 0.921 0.928 1.134 0.862 0.592 1.027 0.695 0.769 0.778 
Table 7.3: Average Parallel Runtime ( PT ) in Seconds, Speedup ( S ) and Efficiency E  
Calculations for RP - Configuration A 
 Number of Processors 
1  2 3 4 5 6 7 8 9 10 
PT
  
3.228 3.132 3.036 3.785 4.534 3.476 2.146 2.044 1.392 1.251 
S
 
1 1.032 1.063 0.888 0.712 0.929 1.504 1.579 2.312 2.580 
E
 
1 0.677 0.354 0.248 0.142 0.155 0.215 0.197 0.232 0.258 
Table 7.4: Average Parallel Runtime ( PT ) in Seconds, Speedup ( S ) and Efficiency E  
Calculations for RP - Configuration B 
On the other hand, Fig. 7.13(b) illustrates similar findings to the ARR in which a larger 
parallel platform is required in order to achieve a better speedup and thus efficiency.  
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(a) 
                 
(b) 
Fig. 7.11: (a) Average Parallel Runtime vs. No. of Processors for RP - Configuration A,                                                                                            
(b) Speedup vs. No. of Processors for RP - Configuration A 
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(a) 
                 
(b) 
Fig. 7.12: (a) Average Parallel Runtime vs. No. of Processors for RP - Configuration B,                                                                                            
(b) Speedup vs. No. of Processors for RP - Configuration B 
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(a) 
                
(b) 
Fig. 7.13: (a) Average Parallel Runtime vs. No. of Processors for RP - Configurations A 
and B,                                                                                            
(b) Speedup vs. No. of Processors for RP - Configurations A and B 
 
0
0.5
1
1.5
2
2.5
3
3.5
4
4.5
5
0 2 4 6 8 10 12
A
v
. 
P
a
ra
ll
e
l 
R
u
n
ti
m
e
 (
S
e
co
n
d
s)
No. of Processors
A
B
0
1
2
3
4
5
6
7
8
9
0 2 4 6 8 10 12
S
p
e
e
d
u
p
 (
R
a
ti
o
)
A
B
  101
Fig. 7.14(a) and (b) compares the speedups of ARR and RP for configuration A and 
configuration B respectively. Fig. 7.14(a) and 7.15(a) suggests that for configuration A 
which represents problems of small sizes, RP is slightly more linear and thus scalable 
than ARR with a more stable efficiency. Fig. 7.14(b) highlights an important finding, 
which is that the author’s proposition in [19] that RP has overall better performance 
than ARR is only valid in the following cases: 
• Small problem sizes and parallel platforms, as is the case in Fig. 7.14 (a) 
• Large problem sizes and parallel platforms, which is the case in the research 
presented by the authors in [19] 
This is due to the fact that Fig. 7.14(b) illustrates that ARR has performed much better 
than RP for configuration B (large problem sizes and small parallel platforms case). Fig. 
7.15(b) confirms this proposition by illustrating a larger increase in efficiency. 
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(a) 
                
(b) 
Fig. 7.14: (a) Speedup vs. No. of Processors for ARR and RP – Configuration A,                                                                                                                   
(b) Speedup vs. No. of Processors for ARR and RP – Configuration B  
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Thus the proposition made by the authors in [19] is voided in the large problem sizes 
and small parallel platform case in Fig. 7.14(b). This is due to the fact that initially the 
number of work requests generated by processors in RP is much more than that of 
ARR, because initially in ARR all work requests generated by processors target 
processor 0, the root processor which at start up contains the entire state space.  
On the other hand, work requests generated by processors in RP target other processors 
randomly until work is found, thus increasing communication time and lowering 
efficiency. Over time and an increase in the number of processors, the probability that 
requester processors will find work after a smaller number of work requests increases, 
thus decreasing communication time and increasing the efficiency. Only then will the 
RP outperform the ARR as illustrated by the authors in [19]. Comparisons of 
efficiencies for ARR and RP are illustrated in Fig. 7.15(a) and (b) for configuration A 
and B respectively. 
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(a) 
                      
(b) 
Fig. 7.15: (a) Efficiency vs. No. of Processors for ARR and RP – Configuration A,                                                                                            
(b) Efficiency vs. No. of Processors for ARR and RP – Configuration B 
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7.3 Summary 
This chapter started by introducing and formally defining DOP. It then commenced to 
describe the parallel DFS algorithm which was modified and applied to the 8-puzzle 
problem by implementing DLB schemes. The need for DLB schemes was highlighted 
on a number of occasions and thorough theoretical analysis and comparison of the 
common DLB schemes was made. 
The remaining portion of the chapter presented practical analysis and comparison of the 
ARR and RP DLB schemes, proving related work by various authors and focusing on 
[19]. The results also highlighted an important finding, voiding the assumption made by 
the authors in [19] that RP is always better than ARR. The following chapter combines 
the desirable properties of ARR and RP by proposing a new adapted form of RP, 
termed ARP (Adapted Random Polling). 
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C h a p t e r  8  
PROPOSED DYNAMIC LOAD BALANCING SCHEME 
8.1 ARP 
As previously mentioned, one of the objectives of this thesis is to propose a new DLB 
scheme. Thus, this thesis proposes a new DLB scheme based on RP. It is therefore 
termed ARP (Adapted Random Polling). 
The ARP improves the overall performance of RP by decreasing the communication 
time. In general, the concept of processors requesting work from other processors in 
DLB schemes is analogous to the hit and miss concept in cache memories [51]. Thus, 
ARP aims to minimize misses by implementing an approach similar to pre-fetching in 
cache memories. The implemented approach is a forward lookup technique in which the 
following occurs: 
• When a target processor randomly selects a donor processor and does  not 
receive work, it immediately informs all other processors that this donor 
processor does not have available work (i.e. it blacklists this particular donor 
processor) by use of MPI’s broadcast function 
• Whenever a target processor runs out of work, it first checks the blacklist before 
sending a work request 
The ARP suggests an enhancement in the performance of RP and is thus theoretically 
and practically analyzed, after which the results are compared to ARR and RP. Fig. 8.1 
illustrates the generic parallel program implementing the ARP DLB scheme to 
distribute work. 
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Fig. 8.1: Flowchart Representing the Generic Parallel Program Implementing ARP 
 
 
Start
End
If rank = 0 Then HOLD_TOKEN
Status = IDLE; Message = JOB_ACQUIRE
JOB_ACQUIRE: Apply DLB Scheme
Inform Others; Report Path; Terminate
Termination Detection Algorithm
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While not_found and !complete
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Else
No
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not_found
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PATH_FOUND
complete
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8.2 Theoretical Analysis of ARP 
Theoretical analysis of ARP is based on that of RP, presented in chapter 7. As 
mentioned, ARP tries to minimize communication time by implementing a forward 
lookup technique. In probability analysis terms, it increases the probability of a donor 
processor being an unmarked one. Therefore equation 7.24 can be modified to: 
))(log)(( 2 αα −−= ppOW                                                                                         (8.1) 
α  is a constant term that accounts for the communication time saved by implementing 
the forward lookup technique and it is dependent on the pseudo-number random 
generator implemented by RP as well as the underlying parallel architecture. 
8.3 Practical Analysis of ARP 
A similar practical analysis approach to that presented in chapter 7, is adopted for ARP.  
Data collected from running the ARP edition of the parallel program on both 
configurations A and B is summarized in tables 8.1 and 8.2 respectively. From tables 
8.1 and 8.2, six plots are obtained. Fig. 8.2(a) and (b) respectively represent plots of the 
average parallel runtime and speedup against the number of processors for 
configuration A. Fig. 8.3(a) and (b) respectively represent plots of the average parallel 
runtime and speedup against the number of processors for configuration B. Fig. 8.4(a) 
combines Fig. 8.2(a) and 8.3(a) into a single plot for comparison purposes. The same is 
the case with Fig. 8.4(b) which combines Fig. 8.2(b) and 8.3(b) into a single plot. 
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 Number of Processors 
1  2 3 4 5 6 7 8 9 10 
PT
  
0.366 0.198 0.134 0.081 0.069 0.100 0.057 0.067 0.047 0.042 
S
 
1 1.848 2.734 4.508 5.323 3.666 6.473 5.498 7.722 8.729 
E
 
1 0.924 0.911 1.127 1.065 0.611 0.925 0.687 0.858 0.873 
Table 8.1: Average Parallel Runtime ( PT ) in Seconds, Speedup ( S ) and Efficiency E  
Calculations for ARP - Configuration A 
 Number of Processors 
1  2 3 4 5 6 7 8 9 10 
PT
  
3.229 3.130 3.031 3.783 4.535 2.816 2.076 2.225 1.138 1.252 
S
 
1 1.033 1.065 0.889 0.713 1.147 1.555 1.451 2.837 2.579 
E
 
1 0.678 0.355 0.249 0.143 0.191 0.222 0.181 0.315 0.258 
Table 8.2: Average Parallel Runtime ( PT ) in Seconds, Speedup ( S ) and Efficiency E  
Calculations for ARP - Configuration B 
Fig. 8.2 suggests that ARP has a greater occurrence of super-linear speedups for 
configuration A than both ARR and RP, implying that it has a greater probability of 
finding a target node in a small state space. Fig. 8.4(b) suggests that ARP has more 
linear speedups than both ARR and RP.  
A thorough comparison is presented in section 8.4, comparing average parallel 
runtimes, speedups and efficiencies of ARR, RP and ARP. 
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(a) 
                      
(b) 
Fig. 8.2: (a) Average Parallel Runtime vs. No. of Processors for ARP – Configuration 
A,                                                                                                   
(b) Speedup vs. No. of Processors for ARP – Configuration A 
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(a) 
                       
(b) 
Fig. 8.3: (a) Average Parallel Runtime vs. No. of Processors for ARP – Configuration 
B,                                                                                                  
(b) Speedup vs. No. of Processors for ARP – Configuration B 
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(a) 
                      
(b) 
Fig. 8.4: (a) Average Parallel Runtime vs. No. of Processors for ARP – Configurations 
A and B,                                                                                            
(b) Speedup vs. No. of Processors for ARP – Configurations A and B 
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8.4 Comparison of DLB Schemes 
To aid the comparisons, Fig. 8.5 compares the speedups of ARR, RP and ARP for 
configurations A and B. Comparisons of efficiencies are illustrated in Fig. 8.6 for 
configurations A and B. 
Fig. 8.5(a) illustrates that for configuration A, ARP shows some visible performance 
benefit over RP as well as some performance benefit over ARR. Fig. 8.5(b) illustrates 
some performance benefit of ARP over RP. This is further clarified by studying the 
average speedups and efficiencies in Fig. 8.7, which proves that overall, ARP performs 
better than RP for both configurations. 
The results also prove that in the small parallel platform large problem size scenario, 
ARR has the best performance. In the small platform small problem size scenario, ARP 
outperformed both ARR and RP. The results therefore suggest that ARP is a suitable 
compromise between ARR and RP for a DLB scheme that is suitable for both small and 
large problem sizes on small parallel platforms. 
The results and equation 8.1 also propose that ARP  will have performance benefits 
over RP on larger parallel platforms as well, since ARP reduces the overall 
communication time in RP.  
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(a) 
                       
(b) 
Fig. 8.5: (a) Speedup vs. No. of Processors for ARR, RP and ARP – Configuration A,  
(b) Speedup vs. No. of Processors for ARR, RP and ARP – Configuration B 
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(a) 
                    
(b) 
 
Fig. 8.6: (a) Efficiency vs. No. of Processors for ARR, RP and ARP– Configuration A,                                                                                                  
(b) Efficiency vs. No. of Processors for ARR, RP and ARP – Configuration B 
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(a) 
 
(b) 
Fig. 8.7: (a) Av. Speedup vs. No. of Processors for ARR, RP and ARP,                                                                                                  
(b) Av. Efficiency vs. No. of Processors for ARR, RP and ARP 
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C h a p t e r  9  
CONCLUSIONS AND FUTURE WORK 
9.1 Conclusions 
This thesis has presented the theoretical and practical analysis of the commonly used 
DLB schemes, by applying a modified parallel adapted version of DFS to a DOP. 
Previous research has analyzed DLB schemes separately focusing and making 
comparisons of the underlying parallel architectures. Parallel platforms used in previous 
research were also considerably much larger than the platform used in this thesis, 
overlooking detailed studies of their performance on smaller parallel platforms.  
This thesis focused on small parallel platforms when performing the analysis. It voided 
related work by the authors in [19] proposing that the RP DLB scheme outperforms the 
ARR DLB scheme in all cases. This was proven not to be true and for small parallel 
platforms the ARR DLB scheme has considerable performance benefits over the RP 
DLB scheme. 
This thesis also proposed a new DLB scheme based on the RP DLB scheme. The 
scheme is therefore termed ARP (Adapted Random Polling). The ARP DLB scheme 
has been proven to produce the best results, for small problem sizes running on small 
parallel platforms.  
In the large problem sizes small parallel platform case, the ARR DLB scheme has been 
proven to produce the best results and the ARP DLB scheme gave some performance 
benefit over the RP DLB scheme. The promising results therefore suggest that the ARP 
DLB scheme could be a valuable addition to the commonly used DLB schemes 
presented in this thesis, as it strikes a desirable compromise between the ARR and RP 
DLB schemes. This statement also holds true for larger parallel platforms since the 
ARP DLB scheme is based on the RP DLB scheme, which as suggested by the authors 
in [19] and [20] produces the best results on large parallel platforms. 
  118
This thesis has therefore met all of the objectives outlined in chapter 1 and the 
following section presents recommendations for future work. 
9.2 Future Work 
Both the RP and ARP DLB schemes, which are based on random number generation, 
implemented the approach suggested by [52]. It would be useful to try different pseudo-
number random generators and note if this affects the performance of the RP and ARP 
DLB schemes. 
It would also be useful to carry out more research by studying the performance of the 
common DLB schemes as well as the ARP DLB scheme on medium and large parallel 
platforms. A medium parallel platform would consist of approximately 24 - 32 PCs, 
while a large parallel platform would consist of a number of PCs in the range 32 - 256. 
As the assumption made by the authors in [19] and [20], that RP always outperforms 
ARR was voided, it would be useful to introduce the GRR DLB scheme in the analysis. 
Finally, the parallel algorithm used to study DLB schemes in this thesis, which applied 
parallel DFS to the 8-puzzle problem, could be generalized to any DOP problem. It 
would therefore be useful to apply the parallel algorithm to a DOP other than the 8-
puzzle problem. 
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APPENDIX A: Parallel Cluster 
A1: Hosts Configuration File ("hosts2") 
192.168.0.2 
192.168.0.3 
192.168.0.4 
192.168.0.5 
192.168.0.6 
192.168.0.7 
192.168.0.8 
192.168.0.9 
192.168.0.1 
192.168.0.10 
 
A2: Booting/Starting Parallel Cluster 
[mpi@Cluster10LEOP4 mpi]$ lamboot -v hosts2 
  
LAM 6.5.8/MPI 2 C++/ROMIO - Indiana University 
  
Executing hboot on n0 (192.168.0.2 - 1 CPU)... 
Executing hboot on n1 (192.168.0.3 - 1 CPU)... 
Executing hboot on n2 (192.168.0.4 - 1 CPU)... 
Executing hboot on n3 (192.168.0.5 - 1 CPU)... 
Executing hboot on n4 (192.168.0.6 - 1 CPU)... 
Executing hboot on n5 (192.168.0.7 - 1 CPU)... 
Executing hboot on n6 (192.168.0.8 - 1 CPU)... 
Executing hboot on n7 (192.168.0.9 - 1 CPU)... 
Executing hboot on n8 (192.168.0.1 - 1 CPU)... 
Executing hboot on n9 (192.168.0.10 - 1 CPU)... 
topology done 
[mpi@Cluster10LEOP4 mpi]$ 
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APPENDIX B: Source Code 
B1: ARR Parallel Program for Configuration A 
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B2: ARR Parallel Program for Configuration B 
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B3: RP Parallel Program for Configuration A 
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B4: RP Parallel Program for Configuration B 
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B5: ARP Parallel Program for Configuration A 
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B6: ARP Parallel Program for Configuration B 
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APPENDIX C: Raw Data Results 
C1: Results of ARR Parallel Program for Configuration A 
-- Using 1 Processor 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 1 a1.out 
p0 found the path. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->RIGHT--
>DOWN-->DOWN-->END 
Total execution time is 0.439858 seconds. 
p0: total 254 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 1 a1.out 
p0 found the path. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->RIGHT--
>DOWN-->DOWN-->END 
Total execution time is 0.440102 seconds. 
p0: total 254 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 1 a1.out 
p0 found the path. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->RIGHT--
>DOWN-->DOWN-->END 
Total execution time is 0.440196 seconds. 
p0: total 254 steps searched. 
 
-- Using 2 Processors 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 2 a1.out 
move a job from processor 0 to processor 1. 
move a job from processor 1 to processor 0. 
p1 found the path. 
p1: total 136 steps searched. 
processor 1 informs that the path has been found. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->RIGHT--
>DOWN-->DOWN-->END 
Total execution time is 0.238676 seconds. 
p0: total 138 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 2 a1.out 
move a job from processor 0 to processor 1. 
move a job from processor 1 to processor 0. 
p1 found the path. 
p1: total 136 steps searched. 
processor 1 informs that the path has been found. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->RIGHT--
>DOWN-->DOWN-->END 
Total execution time is 0.240087 seconds. 
p0: total 138 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 2 a1.out 
move a job from processor 0 to processor 1. 
move a job from processor 1 to processor 0. 
p1 found the path. 
p1: total 136 steps searched. 
processor 1 informs that the path has been found. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->RIGHT--
>DOWN-->DOWN-->END 
Total execution time is 0.239630 seconds. 
p0: total 138 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ 
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-- Using 3 Processors 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 3 a1.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 1 to processor 0. 
p0 found the path. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->RIGHT--
>DOWN-->DOWN-->END 
p1: total 90 steps searched. 
Total execution time is 0.156899 seconds. 
p0: total 89 steps searched. 
p2: total 89 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 3 a1.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 1 to processor 0. 
p0 found the path. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->RIGHT--
>DOWN-->DOWN-->END 
Total execution time is 0.157239 seconds. 
p0: total 89 steps searched. 
p1: total 91 steps searched. 
p2: total 90 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 3 a1.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 1 to processor 0. 
p0 found the path. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->RIGHT--
>DOWN-->DOWN-->END 
Total execution time is 0.157690 seconds. 
p2: total 90 steps searched. 
p0: total 89 steps searched. 
p1: total 91 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ 
 
-- Using 4 Processors 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 4 a1.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 1 to processor 3. 
p3 found the path. 
p3: total 41 steps searched. 
processor 3 informs that the path has been found. 
p2: total 45 steps searched. 
p1: total 46 steps searched. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->RIGHT--
>DOWN-->DOWN-->END 
Total execution time is 0.082020 seconds. 
p0: total 47 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 4 a1.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 1 to processor 3. 
p3 found the path. 
p3: total 41 steps searched. 
p1: total 45 steps searched. 
processor 3 informs that the path has been found. 
p2: total 45 steps searched. 
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A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->RIGHT--
>DOWN-->DOWN-->END 
Total execution time is 0.081695 seconds. 
p0: total 47 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 4 a1.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 1 to processor 3. 
p3 found the path. 
p3: total 41 steps searched. 
p1: total 45 steps searched. 
p2: total 45 steps searched. 
processor 3 informs that the path has been found. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->RIGHT--
>DOWN-->DOWN-->END 
Total execution time is 0.082288 seconds. 
p0: total 47 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ 
 
-- Using 5 Processors 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 5 a1.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 1 to processor 3. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 4. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 4. 
move a job from processor 1 to processor 0. 
p3 found the path. 
p3: total 41 steps searched. 
p1: total 45 steps searched. 
p2: total 44 steps searched. 
p4: total 40 steps searched. 
processor 3 informs that the path has been found. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->RIGHT--
>DOWN-->DOWN-->END 
Total execution time is 0.081532 seconds. 
p0: total 44 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 5 a1.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 1 to processor 3. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 4. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 4. 
move a job from processor 1 to processor 0. 
p3 found the path. 
p3: total 41 steps searched. 
processor 3 informs that the path has been found. 
p2: total 44 steps searched. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->RIGHT--
>DOWN-->DOWN-->END 
Total execution time is 0.080195 seconds. 
p0: total 43 steps searched. 
p1: total 45 steps searched. 
p4: total 40 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 5 a1.out 
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move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 1 to processor 3. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 4. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 4. 
move a job from processor 1 to processor 0. 
p3 found the path. 
p3: total 41 steps searched. 
p2: total 44 steps searched. 
p1: total 45 steps searched. 
processor 3 informs that the path has been found. 
p4: total 40 steps searched. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->RIGHT--
>DOWN-->DOWN-->END 
Total execution time is 0.081256 seconds. 
p0: total 44 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ 
 
-- Using 6 Processors 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 6 a1.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 1 to processor 3. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 5. 
move a job from processor 1 to processor 0. 
move a job from processor 1 to processor 4. 
move a job from processor 1 to processor 5. 
move a job from processor 0 to processor 1. 
move a job from processor 1 to processor 5. 
move a job from processor 2 to processor 0. 
move a job from processor 2 to processor 1. 
move a job from processor 3 to processor 5. 
p3 found the path. 
p3: total 41 steps searched. 
processor 3 informs that the path has been found. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->RIGHT--
>DOWN-->DOWN-->END 
p4: total 40 steps searched. 
p1: total 41 steps searched. 
p5: total 29 steps searched. 
Total execution time is 0.081876 seconds. 
p2: total 44 steps searched. 
p0: total 41 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 6 a1.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 4. 
move a job from processor 1 to processor 3. 
move a job from processor 0 to processor 5. 
move a job from processor 1 to processor 5. 
move a job from processor 1 to processor 4. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 1. 
move a job from processor 2 to processor 0. 
move a job from processor 2 to processor 1. 
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move a job from processor 0 to processor 2. 
p3 found the path. 
p3: total 41 steps searched. 
p5: total 39 steps searched. 
p4: total 41 steps searched. 
p1: total 40 steps searched. 
processor 3 informs that the path has been found. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->RIGHT--
>DOWN-->DOWN-->END 
p2: total 43 steps searched. 
Total execution time is 0.082151 seconds. 
p0: total 43 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 6 a1.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 1 to processor 3. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 5. 
move a job from processor 1 to processor 0. 
move a job from processor 1 to processor 5. 
move a job from processor 1 to processor 4. 
move a job from processor 0 to processor 1. 
move a job from processor 1 to processor 4. 
move a job from processor 2 to processor 0. 
move a job from processor 2 to processor 1. 
move a job from processor 2 to processor 4. 
move a job from processor 0 to processor 2. 
p3 found the path. 
p3: total 41 steps searched. 
p5: total 36 steps searched. 
p1: total 41 steps searched. 
processor 3 informs that the path has been found. 
p4: total 33 steps searched. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->RIGHT--
>DOWN-->DOWN-->END 
p2: total 42 steps searched. 
Total execution time is 0.080579 seconds. 
p0: total 41 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ 
 
-- Using 7 Processors 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 7 a1.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 1 to processor 3. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 6. 
move a job from processor 1 to processor 0. 
move a job from processor 1 to processor 5. 
move a job from processor 1 to processor 6. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 1. 
move a job from processor 2 to processor 1. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 6. 
  178
move a job from processor 1 to processor 0. 
move a job from processor 2 to processor 4. 
move a job from processor 0 to processor 1. 
move a job from processor 2 to processor 6. 
move a job from processor 2 to processor 0. 
p3 found the path. 
p3: total 41 steps searched. 
p1: total 37 steps searched. 
p6: total 32 steps searched. 
p5: total 38 steps searched. 
p4: total 38 steps searched. 
processor 3 informs that the path has been found. 
p2: total 45 steps searched. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->RIGHT--
>DOWN-->DOWN-->END 
Total execution time is 0.083369 seconds. 
p0: total 39 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 7 a1.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 1 to processor 3. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 6. 
move a job from processor 1 to processor 0. 
move a job from processor 1 to processor 6. 
move a job from processor 1 to processor 5. 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 4. 
move a job from processor 1 to processor 4. 
move a job from processor 1 to processor 0. 
move a job from processor 2 to processor 1. 
move a job from processor 1 to processor 0. 
move a job from processor 1 to processor 5. 
move a job from processor 3 to processor 4. 
move a job from processor 0 to processor 3. 
move a job from processor 0 to processor 5. 
p4 found the path. 
p4: total 28 steps searched. 
p2: total 41 steps searched. 
p3: total 39 steps searched. 
p1: total 38 steps searched. 
processor 4 informs that the path has been found. 
p6: total 42 steps searched. 
p5: total 30 steps searched. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->RIGHT--
>DOWN-->DOWN-->END 
Total execution time is 0.077782 seconds. 
p0: total 39 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 7 a1.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 4. 
move a job from processor 1 to processor 3. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 6. 
move a job from processor 1 to processor 0. 
move a job from processor 1 to processor 5. 
move a job from processor 1 to processor 6. 
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move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 1. 
move a job from processor 2 to processor 1. 
move a job from processor 2 to processor 0. 
move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 2. 
move a job from processor 1 to processor 0. 
move a job from processor 1 to processor 4. 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 4. 
p3 found the path. 
p3: total 41 steps searched. 
p6: total 41 steps searched. 
p2: total 43 steps searched. 
p1: total 39 steps searched. 
p4: total 37 steps searched. 
p5: total 39 steps searched. 
move a job from processor 0 to processor 6. 
processor 3 informs that the path has been found. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->RIGHT--
>DOWN-->DOWN-->END 
Total execution time is 0.084827 seconds. 
p0: total 41 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ 
 
-- Using 8 Processors 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 8 a1.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 4. 
move a job from processor 1 to processor 3. 
move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 7. 
move a job from processor 0 to processor 5. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 5. 
move a job from processor 1 to processor 7. 
move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 4. 
move a job from processor 1 to processor 4. 
move a job from processor 2 to processor 0. 
move a job from processor 2 to processor 6. 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 5. 
move a job from processor 1 to processor 4. 
move a job from processor 0 to processor 5. 
move a job from processor 1 to processor 0. 
move a job from processor 3 to processor 2. 
move a job from processor 2 to processor 1. 
move a job from processor 6 to processor 7. 
move a job from processor 6 to processor 5. 
move a job from processor 2 to processor 4. 
p3: total 37 steps searched. 
p2: total 38 steps searched. 
p1: total 38 steps searched. 
processor 4 informs that the path has been found. 
p6: total 38 steps searched. 
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p5: total 26 steps searched. 
p4 found the path. 
p4: total 31 steps searched. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->RIGHT--
>DOWN-->DOWN-->END 
p7: total 48 steps searched. 
Total execution time is 0.079942 seconds. 
p0: total 34 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 8 a1.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 4. 
move a job from processor 1 to processor 3. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 6. 
move a job from processor 1 to processor 0. 
move a job from processor 1 to processor 7. 
move a job from processor 0 to processor 7. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 4. 
move a job from processor 1 to processor 6. 
move a job from processor 2 to processor 0. 
move a job from processor 1 to processor 4. 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 6. 
move a job from processor 1 to processor 0. 
move a job from processor 1 to processor 4. 
move a job from processor 0 to processor 6. 
move a job from processor 2 to processor 7. 
move a job from processor 3 to processor 0. 
move a job from processor 2 to processor 1. 
move a job from processor 0 to processor 3. 
move a job from processor 2 to processor 4. 
move a job from processor 7 to processor 5. 
move a job from processor 1 to processor 2. 
p3: total 41 steps searched. 
p4: total 28 steps searched. 
p7: total 50 steps searched. 
move a job from processor 5 to processor 6. 
p0 found the path. 
p1: total 39 steps searched. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->RIGHT--
>DOWN-->DOWN-->END 
p6: total 27 steps searched. 
p2: total 41 steps searched. 
Total execution time is 0.080356 seconds. 
p5: total 30 steps searched. 
p0: total 34 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 8 a1.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 4. 
move a job from processor 1 to processor 3. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 6. 
move a job from processor 1 to processor 0. 
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move a job from processor 1 to processor 7. 
move a job from processor 0 to processor 7. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 4. 
move a job from processor 1 to processor 6. 
move a job from processor 2 to processor 0. 
move a job from processor 1 to processor 4. 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 5. 
move a job from processor 1 to processor 6. 
move a job from processor 0 to processor 4. 
move a job from processor 1 to processor 0. 
move a job from processor 2 to processor 4. 
move a job from processor 2 to processor 5. 
move a job from processor 3 to processor 7. 
move a job from processor 2 to processor 0. 
p3 found the path. 
p3: total 41 steps searched. 
p7: total 41 steps searched. 
move a job from processor 4 to processor 0. 
p1: total 33 steps searched. 
processor 3 informs that the path has been found. 
p6: total 27 steps searched. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->RIGHT--
>DOWN-->DOWN-->END 
Total execution time is 0.081189 seconds. 
p5: total 35 steps searched. 
p4: total 33 steps searched. 
p2: total 40 steps searched. 
p0: total 33 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ 
 
-- Using 9 Processors 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 9 a1.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 1 to processor 3. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 6. 
move a job from processor 1 to processor 0. 
move a job from processor 1 to processor 7. 
move a job from processor 1 to processor 8. 
move a job from processor 0 to processor 7. 
move a job from processor 0 to processor 8. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 8. 
move a job from processor 0 to processor 8. 
move a job from processor 2 to processor 6. 
move a job from processor 2 to processor 1. 
move a job from processor 2 to processor 0. 
move a job from processor 3 to processor 4. 
move a job from processor 0 to processor 2. 
move a job from processor 3 to processor 8. 
p3: total 28 steps searched. 
p2: total 27 steps searched. 
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p5: total 25 steps searched. 
p8: total 30 steps searched. 
move a job from processor 1 to processor 0. 
p6: total 26 steps searched. 
p7: total 37 steps searched. 
p4 found the path. 
p4: total 20 steps searched. 
processor 4 informs that the path has been found. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->RIGHT--
>DOWN-->DOWN-->END 
Total execution time is 0.058030 seconds. 
move a job from processor 1 to processor 2. 
p1: total 30 steps searched. 
p0: total 25 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 9 a1.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 1 to processor 3. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 6. 
move a job from processor 1 to processor 0. 
move a job from processor 1 to processor 7. 
move a job from processor 1 to processor 8. 
move a job from processor 0 to processor 7. 
move a job from processor 0 to processor 8. 
move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 8. 
move a job from processor 0 to processor 4. 
move a job from processor 2 to processor 8. 
move a job from processor 2 to processor 0. 
move a job from processor 2 to processor 1. 
move a job from processor 3 to processor 5. 
move a job from processor 3 to processor 4. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 6. 
move a job from processor 1 to processor 8. 
p3: total 28 steps searched. 
p1: total 26 steps searched. 
p5 found the path. 
p8: total 56 steps searched. 
p7: total 37 steps searched. 
p5: total 17 steps searched. 
p4: total 22 steps searched. 
p6: total 30 steps searched. 
p2: total 29 steps searched. 
processor 5 informs that the path has been found. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->RIGHT--
>DOWN-->DOWN-->END 
Total execution time is 0.057966 seconds. 
p0: total 25 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 9 a1.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 4. 
move a job from processor 1 to processor 3. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 6. 
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move a job from processor 1 to processor 0. 
move a job from processor 1 to processor 8. 
move a job from processor 1 to processor 7. 
move a job from processor 0 to processor 7. 
move a job from processor 0 to processor 8. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 6. 
move a job from processor 2 to processor 8. 
move a job from processor 2 to processor 0. 
move a job from processor 2 to processor 1. 
move a job from processor 3 to processor 4. 
move a job from processor 3 to processor 6. 
move a job from processor 0 to processor 2. 
move a job from processor 4 to processor 7. 
move a job from processor 0 to processor 8. 
p3: total 28 steps searched. 
p7: total 24 steps searched. 
p5: total 25 steps searched. 
move a job from processor 1 to processor 5. 
p8: total 77 steps searched. 
p4 found the path. 
move a job from processor 2 to processor 0. 
p4: total 20 steps searched. 
p6: total 23 steps searched. 
processor 4 informs that the path has been found. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->RIGHT--
>DOWN-->DOWN-->END 
p1: total 28 steps searched. 
p2: total 30 steps searched. 
Total execution time is 0.059095 seconds. 
p0: total 26 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ 
 
-- Using 10 Processors 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 10 a1.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 4. 
move a job from processor 1 to processor 3. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 6. 
move a job from processor 1 to processor 0. 
move a job from processor 1 to processor 8. 
move a job from processor 1 to processor 7. 
move a job from processor 0 to processor 7. 
move a job from processor 0 to processor 8. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 6. 
move a job from processor 1 to processor 9. 
move a job from processor 0 to processor 1. 
move a job from processor 2 to processor 8. 
move a job from processor 2 to processor 0. 
move a job from processor 2 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 3 to processor 4. 
move a job from processor 3 to processor 6. 
move a job from processor 3 to processor 7. 
move a job from processor 0 to processor 8. 
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p3: total 27 steps searched. 
processor 4 informs that the path has been found. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->RIGHT--
>DOWN-->DOWN-->END 
Total execution time is 0.060209 seconds. 
p7: total 21 steps searched. 
p5: total 25 steps searched. 
move a job from processor 1 to processor 3. 
p8: total 77 steps searched. 
p6: total 19 steps searched. 
p4 found the path. 
p4: total 20 steps searched. 
p2: total 31 steps searched. 
p1: total 28 steps searched. 
p0: total 26 steps searched. 
p9: total 1 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 10 a1.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 1 to processor 3. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 6. 
move a job from processor 1 to processor 0. 
move a job from processor 1 to processor 7. 
move a job from processor 1 to processor 8. 
move a job from processor 0 to processor 7. 
move a job from processor 0 to processor 8. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 6. 
move a job from processor 1 to processor 9. 
move a job from processor 0 to processor 8. 
move a job from processor 2 to processor 1. 
move a job from processor 0 to processor 8. 
move a job from processor 1 to processor 0. 
move a job from processor 1 to processor 4. 
move a job from processor 1 to processor 6. 
move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 8. 
move a job from processor 1 to processor 8. 
move a job from processor 0 to processor 1. 
move a job from processor 2 to processor 0. 
move a job from processor 2 to processor 4. 
move a job from processor 3 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 4. 
move a job from processor 3 to processor 7. 
move a job from processor 4 to processor 5. 
move a job from processor 4 to processor 8. 
move a job from processor 1 to processor 7. 
p3: total 36 steps searched. 
processor 1 informs that the path has been found. 
p4: total 25 steps searched. 
p2: total 39 steps searched. 
p7: total 41 steps searched. 
p5: total 28 steps searched. 
p6: total 20 steps searched. 
p8: total 30 steps searched. 
p1 found the path. 
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p1: total 28 steps searched. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->RIGHT--
>DOWN-->DOWN-->END 
Total execution time is 0.076134 seconds. 
p0: total 33 steps searched. 
p9: total 1 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 10 a1.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 4. 
move a job from processor 1 to processor 3. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 6. 
move a job from processor 1 to processor 0. 
move a job from processor 1 to processor 7. 
move a job from processor 2 to processor 4. 
move a job from processor 2 to processor 0. 
move a job from processor 2 to processor 1. 
move a job from processor 3 to processor 6. 
move a job from processor 3 to processor 8. 
move a job from processor 0 to processor 7. 
move a job from processor 1 to processor 8. 
p2: total 28 steps searched. 
move a job from processor 0 to processor 8. 
p7: total 37 steps searched. 
p4: total 26 steps searched. 
p3: total 28 steps searched. 
p5: total 25 steps searched. 
p8: total 30 steps searched. 
move a job from processor 1 to processor 8. 
move a job from processor 0 to processor 5. 
p6 found the path. 
p1: total 25 steps searched. 
p6: total 17 steps searched. 
move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 8. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 5. 
processor 6 informs that the path has been found. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->RIGHT--
>DOWN-->DOWN-->END 
Total execution time is 0.063525 seconds. 
p0: total 28 steps searched. 
p9: total 0 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ 
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C2: Results of ARR Parallel Program for Configuration B 
-- Using 1 Processor 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 1 a2.out 
passing token from 0 to 0. 
Can not find a path in 16 steps. 
Total execution time is 3.296965 seconds. 
p0: total 2075 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 1 a2.out 
passing token from 0 to 0. 
Can not find a path in 16 steps. 
Total execution time is 3.309393 seconds. 
p0: total 2075 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 1 a2.out 
passing token from 0 to 0. 
Can not find a path in 16 steps. 
Total execution time is 3.301346 seconds. 
p0: total 2075 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ 
 
-- Using 2 Processors 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 2 a2.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 1. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 1. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 1. 
passing token from 0 to 1. 
passing token from 0 to 1.nCan not find a path in 16 steps. 
Total execution time is 4.306653 seconds. 
passing token from 1 to 0.npassing token from 1 to 0.np1: total 2708 
steps searched. 
p0: total 2675 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 2 a2.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 1. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 1. 
move a job from processor 1 to processor 0. 
passing token from 0 to 1. 
passing token from 0 to 1.nCan not find a path in 16 steps. 
Total execution time is 4.334312 seconds. 
p0: total 2691 steps searched. 
passing token from 1 to 0.npassing token from 1 to 0.np1: total 2692 
steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 2 a2.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 1. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 1. 
move a job from processor 1 to processor 0. 
passing token from 0 to 1. 
passing token from 0 to 1.nCan not find a path in 16 steps. 
Total execution time is 4.323655 seconds. 
p0: total 2691 steps searched. 
passing token from 1 to 0.npassing token from 1 to 0.np1: total 2692 
steps searched. 
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[mpi@Cluster10LEOP4 mpi]$ 
 
-- Using 3 Processors 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 3 a2.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 1. 
move a job from processor 1 to processor 0. 
p0 found the path. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->LEFT--
>DOWN-->RIGHT-->UP-->LEFT-->DOWN-->DOWN-->RIGHT-->RIGHT-->END 
Total execution time is 2.656207 seconds. 
p2: total 1768 steps searched. 
p0: total 1918 steps searched. 
p1: total 1854 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 3 a2.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 1. 
move a job from processor 1 to processor 0. 
p0 found the path. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->LEFT--
>DOWN-->RIGHT-->UP-->LEFT-->DOWN-->DOWN-->RIGHT-->RIGHT-->END 
Total execution time is 2.654879 seconds. 
p2: total 1772 steps searched. 
p0: total 1918 steps searched. 
p1: total 1850 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 3 a2.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 1. 
move a job from processor 1 to processor 0. 
p0 found the path. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->LEFT--
>DOWN-->RIGHT-->UP-->LEFT-->DOWN-->DOWN-->RIGHT-->RIGHT-->END 
p2: total 1772 steps searched. 
Total execution time is 2.660339 seconds. 
p0: total 1918 steps searched. 
p1: total 1860 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ 
 
-- Using 4 Processors 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 4 a2.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 1 to processor 3. 
move a job from processor 0 to processor 3. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 3. 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 3. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 3. 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 1. 
move a job from processor 1 to processor 3. 
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move a job from processor 2 to processor 0. 
move a job from processor 2 to processor 1. 
move a job from processor 2 to processor 3. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 3. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 1. 
move a job from processor 1 to processor 0. 
move a job from processor 2 to processor 1. 
move a job from processor 2 to processor 0. 
move a job from processor 0 to processor 2. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 1. 
move a job from processor 3 to processor 0. 
move a job from processor 2 to processor 1. 
move a job from processor 0 to processor 3. 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 2. 
move a job from processor 1 to processor 0. 
move a job from processor 3 to processor 0. 
move a job from processor 3 to processor 1. 
move a job from processor 3 to processor 2. 
move a job from processor 0 to processor 2. 
move a job from processor 2 to processor 3. 
passing token from 0 to 1. 
move a job from processor 2 to processor 1. 
passing token from 0 to 1.nCan not find a path in 16 steps. 
passing token from 1 to 2.npassing token from 1 to 2.np1: total 2346 
steps searched. 
passing token from 3 to 0.npassing token from 3 to 0.np3: total 2435 
steps searched. 
Total execution time is 3.359733 seconds. 
passing token from 2 to 3.npassing token from 2 to 3.np2: total 2302 
steps searched. 
p0: total 2400 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 4 a2.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 1 to processor 3. 
move a job from processor 0 to processor 3. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 3. 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 3. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 3. 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 3. 
move a job from processor 0 to processor 3. 
move a job from processor 1 to processor 0. 
move a job from processor 2 to processor 3. 
move a job from processor 2 to processor 0. 
move a job from processor 2 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 1. 
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move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 1. 
move a job from processor 1 to processor 0. 
move a job from processor 2 to processor 0. 
move a job from processor 2 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 1. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 1. 
move a job from processor 1 to processor 0. 
move a job from processor 2 to processor 1. 
move a job from processor 2 to processor 0. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 2. 
move a job from processor 1 to processor 0. 
move a job from processor 3 to processor 2. 
move a job from processor 0 to processor 1. 
move a job from processor 2 to processor 1. 
move a job from processor 1 to processor 0. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 2. 
move a job from processor 3 to processor 0. 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 2. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 2. 
move a job from processor 1 to processor 0. 
move a job from processor 2 to processor 0. 
move a job from processor 0 to processor 1. 
passing token from 0 to 1. 
passing token from 0 to 1.nCan not find a path in 16 steps. 
passing token from 3 to 0.npassing token from 3 to 0.np3: total 2523 
steps searched. 
Total execution time is 3.514311 seconds. 
passing token from 2 to 3.npassing token from 2 to 3.np2: total 2418 
steps searched. 
p0: total 2516 steps searched. 
passing token from 1 to 2.npassing token from 1 to 2.np1: total 2461 
steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 4 a2.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 1 to processor 3. 
move a job from processor 0 to processor 3. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 3. 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 3. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 3. 
move a job from processor 0 to processor 1. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 1. 
move a job from processor 2 to processor 0. 
move a job from processor 2 to processor 1. 
move a job from processor 0 to processor 3. 
move a job from processor 0 to processor 2. 
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move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 3. 
move a job from processor 0 to processor 3. 
move a job from processor 0 to processor 1. 
move a job from processor 2 to processor 1. 
move a job from processor 2 to processor 0. 
move a job from processor 0 to processor 3. 
move a job from processor 1 to processor 0. 
move a job from processor 1 to processor 2. 
move a job from processor 0 to processor 2. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 1. 
passing token from 0 to 1. 
passing token from 0 to 1.nCan not find a path in 16 steps. 
passing token from 3 to 0.npassing token from 3 to 0.np3: total 2283 
steps searched. 
Total execution time is 3.139187 seconds. 
passing token from 2 to 3.npassing token from 2 to 3.np2: total 2094 
steps searched. 
p0: total 2243 steps searched. 
passing token from 1 to 2.npassing token from 1 to 2.np1: total 2184 
steps searched. 
[mpi@Cluster10LEOP4 mpi]$ 
 
-- Using 5 Processors 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 5 a2.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 1 to processor 3. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 3. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 3. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 3. 
move a job from processor 0 to processor 1. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 1. 
p4 found the path. 
p4: total 1611 steps searched. 
p1: total 1537 steps searched. 
p3: total 1630 steps searched. 
p2: total 1503 steps searched. 
processor 4 informs that the path has been found. 
A path is found in : BEGIN-->DOWN-->RIGHT-->DOWN-->LEFT-->UP-->RIGHT-
->DOWN-->LEFT-->UP-->UP-->RIGHT-->DOWN-->LEFT-->DOWN-->RIGHT-->RIGHT-
->END 
Total execution time is 2.222907 seconds. 
p0: total 1619 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 5 a2.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 1 to processor 3. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 3. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 4. 
  191
move a job from processor 0 to processor 3. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 3. 
move a job from processor 0 to processor 1. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 1. 
p4 found the path. 
p4: total 1611 steps searched. 
p1: total 1532 steps searched. 
processor 4 informs that the path has been found. 
p3: total 1618 steps searched. 
A path is found in : BEGIN-->DOWN-->RIGHT-->DOWN-->LEFT-->UP-->RIGHT-
->DOWN-->LEFT-->UP-->UP-->RIGHT-->DOWN-->LEFT-->DOWN-->RIGHT-->RIGHT-
->END 
Total execution time is 2.223345 seconds. 
p2: total 1530 steps searched. 
p0: total 1616 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 5 a2.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 1 to processor 3. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 3. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 3. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 3. 
move a job from processor 0 to processor 1. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 1. 
p4 found the path. 
p3: total 1628 steps searched. 
p4: total 1611 steps searched. 
processor 4 informs that the path has been found. 
p1: total 1532 steps searched. 
A path is found in : BEGIN-->DOWN-->RIGHT-->DOWN-->LEFT-->UP-->RIGHT-
->DOWN-->LEFT-->UP-->UP-->RIGHT-->DOWN-->LEFT-->DOWN-->RIGHT-->RIGHT-
->END 
Total execution time is 2.219285 seconds. 
p2: total 1505 steps searched. 
p0: total 1619 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ 
 
-- Using 6 Processors 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 6 a2.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 1 to processor 3. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 3. 
move a job from processor 0 to processor 5. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 4. 
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move a job from processor 0 to processor 4. 
move a job from processor 1 to processor 3. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 5. 
move a job from processor 1 to processor 0. 
move a job from processor 1 to processor 0. 
move a job from processor 2 to processor 0. 
move a job from processor 2 to processor 1. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 4. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 2. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 1 to processor 0. 
move a job from processor 3 to processor 0. 
move a job from processor 3 to processor 1. 
move a job from processor 3 to processor 2. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 3. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 3. 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 3. 
move a job from processor 0 to processor 3. 
move a job from processor 1 to processor 0. 
move a job from processor 1 to processor 3. 
move a job from processor 2 to processor 0. 
move a job from processor 2 to processor 1. 
move a job from processor 2 to processor 3. 
move a job from processor 0 to processor 2. 
move a job from processor 2 to processor 0. 
p3: total 1988 steps searched. 
p1: total 1951 steps searched. 
p4: total 2014 steps searched. 
processor 2 informs that the path has been found. 
A path is found in : BEGIN-->DOWN-->RIGHT-->DOWN-->LEFT-->UP-->RIGHT-
->DOWN-->LEFT-->UP-->UP-->RIGHT-->DOWN-->LEFT-->DOWN-->RIGHT-->RIGHT-
->END 
p5: total 2021 steps searched. 
p2 found the path. 
p2: total 1919 steps searched. 
Total execution time is 2.763009 seconds. 
p0: total 1998 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 6 a2.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 1 to processor 3. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 3. 
move a job from processor 0 to processor 5. 
move a job from processor 1 to processor 0. 
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move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 4. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 3. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 4. 
move a job from processor 1 to processor 0. 
move a job from processor 2 to processor 0. 
move a job from processor 2 to processor 1. 
move a job from processor 2 to processor 4. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 2. 
p3 found the path. 
p3: total 1460 steps searched. 
p2: total 1373 steps searched. 
p1: total 1377 steps searched. 
p5: total 1465 steps searched. 
p4: total 1458 steps searched. 
processor 3 informs that the path has been found. 
A path is found in : BEGIN-->DOWN-->RIGHT-->DOWN-->LEFT-->UP-->RIGHT-
->DOWN-->LEFT-->UP-->UP-->RIGHT-->DOWN-->LEFT-->DOWN-->RIGHT-->RIGHT-
->END 
Total execution time is 2.010860 seconds. 
p0: total 1457 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 6 a2.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 1 to processor 3. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 3. 
move a job from processor 0 to processor 5. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 3. 
move a job from processor 1 to processor 0. 
move a job from processor 1 to processor 3. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 3. 
move a job from processor 0 to processor 3. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 3. 
move a job from processor 2 to processor 1. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 3. 
p4 found the path. 
p4: total 1464 steps searched. 
processor 4 informs that the path has been found. 
p3: total 1471 steps searched. 
p1: total 1416 steps searched. 
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A path is found in : BEGIN-->DOWN-->RIGHT-->DOWN-->LEFT-->UP-->RIGHT-
->DOWN-->LEFT-->UP-->UP-->RIGHT-->DOWN-->LEFT-->DOWN-->RIGHT-->RIGHT-
->END 
p2: total 1392 steps searched. 
Total execution time is 2.014791 seconds. 
p5: total 1474 steps searched. 
p0: total 1463 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ 
 
-- Using 7 Processors 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 7 a2.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 4. 
move a job from processor 1 to processor 3. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 6. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 3. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 4. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 3. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 3. 
move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 6. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 1. 
move a job from processor 2 to processor 0. 
move a job from processor 2 to processor 1. 
move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 3. 
p2: total 1187 steps searched. 
p5 found the path. 
p3: total 1242 steps searched. 
p5: total 1250 steps searched. 
processor 5 informs that the path has been found. 
p1: total 1190 steps searched. 
A path is found in : BEGIN-->DOWN-->RIGHT-->DOWN-->LEFT-->UP-->RIGHT-
->DOWN-->LEFT-->UP-->UP-->RIGHT-->DOWN-->LEFT-->DOWN-->RIGHT-->RIGHT-
->END 
p6: total 1524 steps searched. 
Total execution time is 1.712529 seconds. 
p4: total 1235 steps searched. 
p0: total 1247 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 7 a2.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 1 to processor 3. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 6. 
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move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 3. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 4. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 3. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 3. 
move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 6. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 1. 
move a job from processor 2 to processor 0. 
move a job from processor 2 to processor 1. 
move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 3. 
p5 found the path. 
processor 5 informs that the path has been found. 
p5: total 1250 steps searched. 
A path is found in : BEGIN-->DOWN-->RIGHT-->DOWN-->LEFT-->UP-->RIGHT-
->DOWN-->LEFT-->UP-->UP-->RIGHT-->DOWN-->LEFT-->DOWN-->RIGHT-->RIGHT-
->END 
p1: total 1193 steps searched. 
Total execution time is 1.712337 seconds. 
p4: total 1246 steps searched. 
p3: total 1249 steps searched. 
p2: total 1188 steps searched. 
p6: total 1525 steps searched. 
p0: total 1245 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 7 a2.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 1 to processor 3. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 6. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 3. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 4. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 3. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 3. 
move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 6. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 1. 
move a job from processor 2 to processor 0. 
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move a job from processor 2 to processor 1. 
move a job from processor 0 to processor 6. 
processor 5 informs that the path has been found. 
A path is found in : BEGIN-->DOWN-->RIGHT-->DOWN-->LEFT-->UP-->RIGHT-
->DOWN-->LEFT-->UP-->UP-->RIGHT-->DOWN-->LEFT-->DOWN-->RIGHT-->RIGHT-
->END 
p5 found the path. 
p5: total 1250 steps searched. 
Total execution time is 1.706276 seconds. 
p1: total 1186 steps searched. 
p3: total 1234 steps searched. 
p0: total 1244 steps searched. 
p6: total 1518 steps searched. 
p2: total 1184 steps searched. 
p4: total 1237 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ 
 
-- Using 8 Processors 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 8 a2.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 1 to processor 3. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 7. 
move a job from processor 0 to processor 5. 
move a job from processor 1 to processor 0. 
move a job from processor 1 to processor 5. 
move a job from processor 0 to processor 7. 
move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 3. 
move a job from processor 0 to processor 7. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 7. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 6. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 7. 
move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 3. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 3. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 3. 
move a job from processor 0 to processor 7. 
move a job from processor 2 to processor 1. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 3. 
move a job from processor 0 to processor 7. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 6. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 7. 
move a job from processor 0 to processor 7. 
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move a job from processor 1 to processor 7. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 3. 
move a job from processor 1 to processor 0. 
move a job from processor 1 to processor 4. 
move a job from processor 0 to processor 1. 
move a job from processor 1 to processor 0. 
move a job from processor 1 to processor 6. 
move a job from processor 2 to processor 0. 
p1: total 1232 steps searched. 
move a job from processor 2 to processor 1. 
p3: total 1252 steps searched. 
processor 5 informs that the path has been found. 
p4: total 1237 steps searched. 
p6: total 1503 steps searched. 
p5 found the path. 
A path is found in : BEGIN-->DOWN-->RIGHT-->DOWN-->LEFT-->UP-->RIGHT-
->DOWN-->LEFT-->UP-->UP-->RIGHT-->DOWN-->LEFT-->DOWN-->RIGHT-->RIGHT-
->END 
p7: total 1995 steps searched. 
p5: total 1208 steps searched. 
p2: total 1181 steps searched. 
Total execution time is 1.707551 seconds. 
p0: total 1240 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 8 a2.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 1 to processor 3. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 7. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 6. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 7. 
move a job from processor 0 to processor 3. 
move a job from processor 0 to processor 7. 
move a job from processor 0 to processor 5. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 7. 
move a job from processor 0 to processor 6. 
move a job from processor 1 to processor 3. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 7. 
move a job from processor 0 to processor 7. 
move a job from processor 0 to processor 7. 
move a job from processor 1 to processor 0. 
move a job from processor 2 to processor 7. 
move a job from processor 2 to processor 1. 
processor 5 informs that the path has been found. 
A path is found in : BEGIN-->DOWN-->RIGHT-->DOWN-->LEFT-->UP-->RIGHT-
->DOWN-->LEFT-->UP-->UP-->RIGHT-->DOWN-->LEFT-->DOWN-->RIGHT-->RIGHT-
->END 
Total execution time is 1.292066 seconds. 
p2: total 914 steps searched. 
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p0: total 950 steps searched. 
p5 found the path. 
move a job from processor 1 to processor 0. 
p7: total 1494 steps searched. 
p3: total 944 steps searched. 
p5: total 937 steps searched. 
p6: total 1145 steps searched. 
p4: total 1006 steps searched. 
p1: total 910 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 8 a2.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 1 to processor 3. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 7. 
move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 6. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 7. 
move a job from processor 0 to processor 3. 
move a job from processor 0 to processor 7. 
move a job from processor 0 to processor 5. 
move a job from processor 1 to processor 0. 
move a job from processor 1 to processor 5. 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 7. 
move a job from processor 0 to processor 6. 
move a job from processor 1 to processor 3. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 7. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 7. 
move a job from processor 0 to processor 7. 
move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 4. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 7. 
move a job from processor 1 to processor 0. 
move a job from processor 1 to processor 7. 
move a job from processor 0 to processor 6. 
p1: total 1030 steps searched. 
p7: total 1659 steps searched. 
p4 found the path. 
p3: total 1043 steps searched. 
processor 4 informs that the path has been found. 
p4: total 1030 steps searched. 
A path is found in : BEGIN-->DOWN-->RIGHT-->DOWN-->LEFT-->UP-->RIGHT-
->DOWN-->LEFT-->UP-->UP-->RIGHT-->DOWN-->LEFT-->DOWN-->RIGHT-->RIGHT-
->END 
p5: total 1030 steps searched. 
p2: total 1002 steps searched. 
p6: total 1244 steps searched. 
Total execution time is 1.425516 seconds. 
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p0: total 1042 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ 
 
-- Using 9 Processors 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 9 a2.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 1 to processor 3. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 7. 
move a job from processor 0 to processor 8. 
move a job from processor 0 to processor 8. 
move a job from processor 0 to processor 8. 
move a job from processor 1 to processor 8. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 7. 
move a job from processor 0 to processor 8. 
p7 found the path. 
p7: total 706 steps searched. 
p8: total 1404 steps searched. 
p2: total 447 steps searched. 
p5: total 443 steps searched. 
p1: total 449 steps searched. 
p3: total 444 steps searched. 
p4: total 445 steps searched. 
processor 7 informs that the path has been found. 
p6: total 535 steps searched. 
A path is found in : BEGIN-->DOWN-->RIGHT-->DOWN-->LEFT-->UP-->RIGHT-
->DOWN-->LEFT-->UP-->UP-->RIGHT-->DOWN-->LEFT-->DOWN-->RIGHT-->RIGHT-
->END 
Total execution time is 0.614741 seconds. 
p0: total 448 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 9 a2.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 1 to processor 3. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 7. 
move a job from processor 0 to processor 8. 
move a job from processor 0 to processor 8. 
move a job from processor 0 to processor 8. 
move a job from processor 1 to processor 8. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 7. 
move a job from processor 0 to processor 8. 
p7 found the path. 
p7: total 706 steps searched. 
processor 7 informs that the path has been found. 
p8: total 1390 steps searched. 
A path is found in : BEGIN-->DOWN-->RIGHT-->DOWN-->LEFT-->UP-->RIGHT-
->DOWN-->LEFT-->UP-->UP-->RIGHT-->DOWN-->LEFT-->DOWN-->RIGHT-->RIGHT-
->END 
p3: total 442 steps searched. 
Total execution time is 0.610426 seconds. 
p2: total 446 steps searched. 
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p4: total 443 steps searched. 
p6: total 532 steps searched. 
p1: total 448 steps searched. 
p5: total 443 steps searched. 
p0: total 444 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 9 a2.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 1 to processor 3. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 7. 
move a job from processor 0 to processor 8. 
move a job from processor 0 to processor 8. 
move a job from processor 0 to processor 8. 
move a job from processor 1 to processor 8. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 7. 
move a job from processor 0 to processor 8. 
p7 found the path. 
p7: total 706 steps searched. 
p3: total 442 steps searched. 
p8: total 1392 steps searched. 
p5: total 443 steps searched. 
p4: total 443 steps searched. 
p6: total 532 steps searched. 
processor 7 informs that the path has been found. 
p2: total 446 steps searched. 
p1: total 447 steps searched. 
A path is found in : BEGIN-->DOWN-->RIGHT-->DOWN-->LEFT-->UP-->RIGHT-
->DOWN-->LEFT-->UP-->UP-->RIGHT-->DOWN-->LEFT-->DOWN-->RIGHT-->RIGHT-
->END 
Total execution time is 0.611169 seconds. 
p0: total 444 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ 
 
-- Using 10 Processors 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 10 a2.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 1 to processor 3. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 7. 
move a job from processor 1 to processor 5. 
move a job from processor 0 to processor 8. 
move a job from processor 0 to processor 9. 
move a job from processor 0 to processor 8. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 8. 
move a job from processor 0 to processor 9. 
p8 found the path. 
p8: total 752 steps searched. 
processor 8 informs that the path has been found. 
A path is found in : BEGIN-->DOWN-->RIGHT-->DOWN-->LEFT-->UP-->RIGHT-
->DOWN-->LEFT-->UP-->UP-->RIGHT-->DOWN-->LEFT-->DOWN-->RIGHT-->RIGHT-
->END 
p2: total 234 steps searched. 
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p7: total 365 steps searched. 
p3: total 223 steps searched. 
Total execution time is 0.317756 seconds. 
p6: total 295 steps searched. 
p0: total 231 steps searched. 
p5: total 224 steps searched. 
p1: total 234 steps searched. 
p4: total 232 steps searched. 
p9: total 316 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 10 a2.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 1 to processor 3. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 7. 
move a job from processor 0 to processor 8. 
move a job from processor 1 to processor 6. 
move a job from processor 0 to processor 9. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 9. 
move a job from processor 0 to processor 9. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 9. 
move a job from processor 0 to processor 8. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 8. 
move a job from processor 0 to processor 7. 
move a job from processor 0 to processor 7. 
move a job from processor 1 to processor 0. 
move a job from processor 1 to processor 8. 
move a job from processor 0 to processor 7. 
p9 found the path. 
p9: total 716 steps searched. 
p8: total 1271 steps searched. 
p7: total 646 steps searched. 
p1: total 410 steps searched. 
p2: total 411 steps searched. 
p3: total 408 steps searched. 
p6: total 486 steps searched. 
p5: total 406 steps searched. 
p4: total 407 steps searched. 
processor 9 informs that the path has been found. 
A path is found in : BEGIN-->DOWN-->RIGHT-->DOWN-->LEFT-->UP-->RIGHT-
->DOWN-->LEFT-->UP-->UP-->RIGHT-->DOWN-->LEFT-->DOWN-->RIGHT-->RIGHT-
->END 
Total execution time is 0.562269 seconds. 
p0: total 409 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 10 a2.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 4. 
move a job from processor 1 to processor 3. 
move a job from processor 0 to processor 7. 
move a job from processor 0 to processor 8. 
move a job from processor 1 to processor 6. 
move a job from processor 0 to processor 9. 
move a job from processor 0 to processor 5. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 8. 
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move a job from processor 0 to processor 5. 
p8 found the path. 
p8: total 933 steps searched. 
p7: total 443 steps searched. 
p4: total 290 steps searched. 
p1: total 292 steps searched. 
p5: total 285 steps searched. 
processor 8 informs that the path has been found. 
p3: total 289 steps searched. 
p2: total 293 steps searched. 
A path is found in : BEGIN-->DOWN-->RIGHT-->DOWN-->LEFT-->UP-->RIGHT-
->DOWN-->LEFT-->UP-->UP-->RIGHT-->DOWN-->LEFT-->DOWN-->RIGHT-->RIGHT-
->END 
p6: total 341 steps searched. 
Total execution time is 0.397931 seconds. 
p0: total 289 steps searched. 
p9: total 269 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ 
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C3: Results of RP Parallel Program for Configuration A 
-- Using 1 Processor 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 1 r1.out 
p0 found the path. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->RIGHT--
>DOWN-->DOWN-->END 
Total execution time is 0.364813 seconds. 
p0: total 254 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 1 r1.out 
p0 found the path. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->RIGHT--
>DOWN-->DOWN-->END 
Total execution time is 0.365623 seconds. 
p0: total 254 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 1 r1.out 
p0 found the path. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->RIGHT--
>DOWN-->DOWN-->END 
Total execution time is 0.365320 seconds. 
p0: total 254 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ 
 
-- Using 2 Processors 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 2 r1.out 
move a job from processor 0 to processor 1. 
p1 found the path. 
p1: total 136 steps searched. 
processor 1 informs that the path has been found. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->RIGHT--
>DOWN-->DOWN-->END 
Total execution time is 0.198048 seconds. 
p0: total 136 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 2 r1.out 
move a job from processor 0 to processor 1. 
p1 found the path. 
p1: total 136 steps searched. 
processor 1 informs that the path has been found. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->RIGHT--
>DOWN-->DOWN-->END 
Total execution time is 0.198280 seconds. 
p0: total 136 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 2 r1.out 
move a job from processor 0 to processor 1. 
p1 found the path. 
p1: total 136 steps searched. 
processor 1 informs that the path has been found. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->RIGHT--
>DOWN-->DOWN-->END 
Total execution time is 0.198229 seconds. 
p0: total 136 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ 
 
-- Using 3 Processors 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 3 r1.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 1 to processor 0. 
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p0 found the path. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->RIGHT--
>DOWN-->DOWN-->END 
p1: total 90 steps searched. 
p2: total 90 steps searched. 
Total execution time is 0.131525 seconds. 
p0: total 89 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 3 r1.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 1 to processor 0. 
p0 found the path. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->RIGHT--
>DOWN-->DOWN-->END 
Total execution time is 0.130742 seconds. 
p1: total 90 steps searched. 
p0: total 89 steps searched. 
p2: total 90 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 3 r1.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 1 to processor 0. 
p0 found the path. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->RIGHT--
>DOWN-->DOWN-->END 
p1: total 90 steps searched. 
Total execution time is 0.131179 seconds. 
p0: total 89 steps searched. 
p2: total 90 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ 
 
-- Using 4 Processors 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 4 r1.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 3. 
move a job from processor 0 to processor 3. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 3. 
move a job from processor 1 to processor 0. 
p3 found the path. 
p3: total 48 steps searched. 
processor 3 informs that the path has been found. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->RIGHT--
>DOWN-->DOWN-->END 
Total execution time is 0.079261 seconds. 
p2: total 53 steps searched. 
p1: total 54 steps searched. 
p0: total 51 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 4 r1.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 3. 
move a job from processor 0 to processor 3. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 3. 
move a job from processor 1 to processor 0. 
p3 found the path. 
p3: total 48 steps searched. 
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p2: total 54 steps searched. 
p1: total 55 steps searched. 
processor 3 informs that the path has been found. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->RIGHT--
>DOWN-->DOWN-->END 
Total execution time is 0.082697 seconds. 
p0: total 53 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 4 r1.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 3. 
move a job from processor 0 to processor 3. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 3. 
move a job from processor 1 to processor 0. 
p3 found the path. 
p3: total 48 steps searched. 
processor 3 informs that the path has been found. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->RIGHT--
>DOWN-->DOWN-->END 
Total execution time is 0.079566 seconds. 
p2: total 53 steps searched. 
p0: total 51 steps searched. 
p1: total 54 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ 
 
-- Using 5 Processors 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 5 r1.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 3. 
move a job from processor 0 to processor 3. 
move a job from processor 1 to processor 0. 
move a job from processor 1 to processor 3. 
move a job from processor 1 to processor 4. 
move a job from processor 0 to processor 1. 
move a job from processor 1 to processor 0. 
p0 found the path. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->RIGHT--
>DOWN-->DOWN-->END 
p4: total 39 steps searched. 
p2: total 45 steps searched. 
p1: total 44 steps searched. 
p3: total 38 steps searched. 
Total execution time is 0.067632 seconds. 
p0: total 41 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 5 r1.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 3. 
move a job from processor 0 to processor 3. 
move a job from processor 1 to processor 3. 
move a job from processor 1 to processor 4. 
move a job from processor 1 to processor 4. 
move a job from processor 1 to processor 4. 
p3 found the path. 
p3: total 54 steps searched. 
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processor 3 informs that the path has been found. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->RIGHT--
>DOWN-->DOWN-->END 
Total execution time is 0.092987 seconds. 
p1: total 62 steps searched. 
p4: total 54 steps searched. 
p2: total 63 steps searched. 
p0: total 19 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 5 r1.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 3. 
move a job from processor 0 to processor 3. 
move a job from processor 1 to processor 3. 
move a job from processor 1 to processor 4. 
move a job from processor 1 to processor 4. 
move a job from processor 3 to processor 4. 
p3 found the path. 
p3: total 54 steps searched. 
processor 3 informs that the path has been found. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->RIGHT--
>DOWN-->DOWN-->END 
Total execution time is 0.093629 seconds. 
p0: total 19 steps searched. 
p2: total 63 steps searched. 
p1: total 63 steps searched. 
p4: total 55 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ 
 
-- Using 6 Processors 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 6 r1.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 4. 
move a job from processor 2 to processor 3. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 5. 
move a job from processor 2 to processor 4. 
move a job from processor 3 to processor 5. 
move a job from processor 3 to processor 0. 
move a job from processor 3 to processor 0. 
move a job from processor 2 to processor 3. 
move a job from processor 1 to processor 5. 
move a job from processor 2 to processor 0. 
move a job from processor 1 to processor 3. 
move a job from processor 4 to processor 2. 
move a job from processor 3 to processor 0. 
move a job from processor 2 to processor 4. 
move a job from processor 4 to processor 2. 
move a job from processor 1 to processor 3. 
move a job from processor 1 to processor 4. 
move a job from processor 1 to processor 2. 
move a job from processor 4 to processor 0. 
processor 5 informs that the path has been found. 
p3: total 49 steps searched. 
p5 found the path. 
p1: total 57 steps searched. 
p2: total 42 steps searched. 
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p5: total 58 steps searched. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->RIGHT--
>DOWN-->DOWN-->END 
p4: total 42 steps searched. 
Total execution time is 0.108285 seconds. 
p0: total 41 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 6 r1.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 4. 
move a job from processor 2 to processor 3. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 5. 
move a job from processor 2 to processor 4. 
move a job from processor 3 to processor 5. 
move a job from processor 3 to processor 0. 
move a job from processor 1 to processor 5. 
move a job from processor 3 to processor 0. 
move a job from processor 2 to processor 3. 
move a job from processor 2 to processor 0. 
move a job from processor 4 to processor 2. 
move a job from processor 1 to processor 3. 
move a job from processor 2 to processor 0. 
move a job from processor 0 to processor 2. 
move a job from processor 3 to processor 4. 
move a job from processor 3 to processor 0. 
move a job from processor 1 to processor 3. 
move a job from processor 3 to processor 0. 
move a job from processor 3 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 3 to processor 2. 
processor 5 informs that the path has been found. 
p3: total 49 steps searched. 
p1: total 54 steps searched. 
p5 found the path. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->RIGHT--
>DOWN-->DOWN-->END 
p5: total 58 steps searched. 
p2: total 41 steps searched. 
Total execution time is 0.103925 seconds. 
p4: total 49 steps searched. 
p0: total 38 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 6 r1.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 4. 
move a job from processor 2 to processor 3. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 5. 
move a job from processor 2 to processor 4. 
move a job from processor 1 to processor 5. 
move a job from processor 1 to processor 3. 
move a job from processor 3 to processor 2. 
move a job from processor 2 to processor 4. 
move a job from processor 1 to processor 3. 
move a job from processor 1 to processor 2. 
move a job from processor 2 to processor 4. 
processor 5 informs that the path has been found. 
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A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->RIGHT--
>DOWN-->DOWN-->END 
p3: total 54 steps searched. 
p5 found the path. 
p1: total 60 steps searched. 
p2: total 51 steps searched. 
p5: total 54 steps searched. 
p4: total 51 steps searched. 
Total execution time is 0.096424 seconds. 
p0: total 19 steps searched. 
 
-- Using 7 Processors 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 7 r1.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 6. 
move a job from processor 1 to processor 0. 
move a job from processor 1 to processor 3. 
move a job from processor 0 to processor 3. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 6. 
move a job from processor 1 to processor 0. 
move a job from processor 3 to processor 6. 
move a job from processor 0 to processor 4. 
move a job from processor 1 to processor 3. 
move a job from processor 0 to processor 1. 
move a job from processor 4 to processor 3. 
processor 5 informs that the path has been found. 
p1: total 36 steps searched. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->RIGHT--
>DOWN-->DOWN-->END 
Total execution time is 0.059536 seconds. 
p5 found the path. 
p3: total 28 steps searched. 
p4: total 31 steps searched. 
p0: total 33 steps searched. 
p5: total 32 steps searched. 
p6: total 30 steps searched. 
p2: total 39 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 7 r1.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 6. 
move a job from processor 1 to processor 0. 
move a job from processor 1 to processor 3. 
move a job from processor 0 to processor 3. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 6. 
move a job from processor 5 to processor 4. 
move a job from processor 3 to processor 6. 
move a job from processor 1 to processor 0. 
p1: total 27 steps searched. 
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processor 4 informs that the path has been found. 
p2: total 27 steps searched. 
p4 found the path. 
p4: total 20 steps searched. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->RIGHT--
>DOWN-->DOWN-->END 
Total execution time is 0.043567 seconds. 
p5: total 22 steps searched. 
p3: total 19 steps searched. 
p0: total 23 steps searched. 
p6: total 21 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 7 r1.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 6. 
move a job from processor 1 to processor 0. 
move a job from processor 1 to processor 3. 
move a job from processor 0 to processor 3. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 6. 
move a job from processor 3 to processor 6. 
move a job from processor 1 to processor 0. 
move a job from processor 5 to processor 4. 
move a job from processor 1 to processor 3. 
processor 4 informs that the path has been found. 
p3: total 22 steps searched. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->RIGHT--
>DOWN-->DOWN-->END 
p1: total 31 steps searched. 
Total execution time is 0.049298 seconds. 
p5: total 26 steps searched. 
p4 found the path. 
p4: total 23 steps searched. 
p2: total 32 steps searched. 
p0: total 27 steps searched. 
p6: total 25 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ 
 
-- Using 8 Processors 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 8 r1.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 4. 
move a job from processor 2 to processor 3. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 6. 
move a job from processor 4 to processor 7. 
move a job from processor 4 to processor 6. 
move a job from processor 2 to processor 5. 
move a job from processor 3 to processor 4. 
move a job from processor 0 to processor 7. 
move a job from processor 1 to processor 7. 
move a job from processor 5 to processor 6. 
move a job from processor 5 to processor 3. 
move a job from processor 2 to processor 5. 
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move a job from processor 6 to processor 2. 
move a job from processor 5 to processor 3. 
move a job from processor 1 to processor 2. 
move a job from processor 1 to processor 3. 
move a job from processor 2 to processor 4. 
move a job from processor 3 to processor 6. 
move a job from processor 2 to processor 5. 
move a job from processor 3 to processor 6. 
p3: total 35 steps searched. 
p7 found the path. 
p7: total 48 steps searched. 
processor 7 informs that the path has been found. 
p5: total 29 steps searched. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->RIGHT--
>DOWN-->DOWN-->END 
move a job from processor 2 to processor 5. 
p1: total 44 steps searched. 
p6: total 29 steps searched. 
p4: total 36 steps searched. 
Total execution time is 0.067506 seconds. 
p0: total 10 steps searched. 
p2: total 36 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 8 r1.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 4. 
move a job from processor 2 to processor 3. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 6. 
move a job from processor 4 to processor 7. 
move a job from processor 1 to processor 7. 
move a job from processor 4 to processor 6. 
move a job from processor 2 to processor 5. 
move a job from processor 3 to processor 4. 
move a job from processor 0 to processor 7. 
move a job from processor 5 to processor 6. 
move a job from processor 5 to processor 3. 
move a job from processor 2 to processor 5. 
move a job from processor 6 to processor 2. 
move a job from processor 5 to processor 6. 
move a job from processor 1 to processor 2. 
move a job from processor 1 to processor 3. 
move a job from processor 2 to processor 4. 
move a job from processor 2 to processor 6. 
move a job from processor 2 to processor 5. 
p7 found the path. 
p7: total 48 steps searched. 
processor 7 informs that the path has been found. 
p6: total 28 steps searched. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->RIGHT--
>DOWN-->DOWN-->END 
Total execution time is 0.062968 seconds. 
p3: total 32 steps searched. 
p2: total 32 steps searched. 
p1: total 41 steps searched. 
p5: total 24 steps searched. 
p4: total 33 steps searched. 
p0: total 10 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 8 r1.out 
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move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 7. 
move a job from processor 2 to processor 3. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 5. 
move a job from processor 4 to processor 6. 
move a job from processor 2 to processor 0. 
move a job from processor 3 to processor 4. 
move a job from processor 1 to processor 7. 
move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 5. 
move a job from processor 5 to processor 3. 
move a job from processor 2 to processor 0. 
move a job from processor 0 to processor 2. 
move a job from processor 1 to processor 3. 
move a job from processor 0 to processor 5. 
move a job from processor 3 to processor 4. 
move a job from processor 1 to processor 0. 
move a job from processor 4 to processor 6. 
move a job from processor 4 to processor 2. 
move a job from processor 2 to processor 5. 
move a job from processor 0 to processor 1. 
move a job from processor 1 to processor 5. 
move a job from processor 4 to processor 6. 
move a job from processor 0 to processor 2. 
move a job from processor 2 to processor 6. 
p7 found the path. 
p7: total 57 steps searched. 
p4: total 32 steps searched. 
p3: total 35 steps searched. 
p1: total 41 steps searched. 
processor 7 informs that the path has been found. 
p5: total 22 steps searched. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->RIGHT--
>DOWN-->DOWN-->END 
p6: total 27 steps searched. 
p2: total 32 steps searched. 
Total execution time is 0.066710 seconds. 
p0: total 33 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ 
 
-- Using 9 Processors 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 9 r1.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 4. 
move a job from processor 1 to processor 3. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 6. 
move a job from processor 2 to processor 8. 
move a job from processor 6 to processor 7. 
move a job from processor 4 to processor 7. 
move a job from processor 3 to processor 6. 
move a job from processor 7 to processor 5. 
move a job from processor 2 to processor 5. 
move a job from processor 0 to processor 7. 
move a job from processor 0 to processor 8. 
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move a job from processor 1 to processor 4. 
move a job from processor 2 to processor 7. 
move a job from processor 1 to processor 8. 
move a job from processor 1 to processor 3. 
move a job from processor 5 to processor 2. 
move a job from processor 6 to processor 1. 
move a job from processor 1 to processor 8. 
move a job from processor 2 to processor 7. 
move a job from processor 7 to processor 6. 
processor 1 informs that the path has been found. 
p3: total 28 steps searched. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->RIGHT--
>DOWN-->DOWN-->END 
Total execution time is 0.052718 seconds. 
p2: total 28 steps searched. 
p7: total 25 steps searched. 
p5: total 26 steps searched. 
p4: total 29 steps searched. 
p6: total 28 steps searched. 
p8: total 71 steps searched. 
p0: total 9 steps searched. 
p1 found the path. 
p1: total 29 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 9 r1.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 4. 
move a job from processor 1 to processor 3. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 6. 
move a job from processor 2 to processor 8. 
move a job from processor 6 to processor 7. 
move a job from processor 4 to processor 7. 
move a job from processor 3 to processor 6. 
move a job from processor 7 to processor 5. 
move a job from processor 2 to processor 5. 
move a job from processor 0 to processor 7. 
move a job from processor 0 to processor 8. 
move a job from processor 1 to processor 4. 
move a job from processor 2 to processor 7. 
move a job from processor 1 to processor 8. 
move a job from processor 1 to processor 3. 
move a job from processor 5 to processor 2. 
move a job from processor 6 to processor 1. 
move a job from processor 2 to processor 7. 
move a job from processor 1 to processor 8. 
move a job from processor 7 to processor 6. 
processor 1 informs that the path has been found. 
p3: total 28 steps searched. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->RIGHT--
>DOWN-->DOWN-->END 
Total execution time is 0.052819 seconds. 
p2: total 24 steps searched. 
p5: total 26 steps searched. 
p6: total 29 steps searched. 
p7: total 30 steps searched. 
p8: total 71 steps searched. 
p1 found the path. 
p4: total 30 steps searched. 
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p1: total 29 steps searched. 
p0: total 9 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 9 r1.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 4. 
move a job from processor 1 to processor 3. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 6. 
move a job from processor 2 to processor 8. 
move a job from processor 6 to processor 7. 
move a job from processor 4 to processor 7. 
move a job from processor 3 to processor 6. 
move a job from processor 7 to processor 5. 
move a job from processor 0 to processor 7. 
move a job from processor 2 to processor 5. 
move a job from processor 0 to processor 8. 
move a job from processor 1 to processor 4. 
move a job from processor 2 to processor 7. 
move a job from processor 1 to processor 8. 
move a job from processor 5 to processor 2. 
move a job from processor 1 to processor 3. 
move a job from processor 6 to processor 1. 
move a job from processor 2 to processor 7. 
move a job from processor 1 to processor 8. 
move a job from processor 4 to processor 6. 
move a job from processor 2 to processor 7. 
processor 1 informs that the path has been found. 
p3: total 28 steps searched. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->RIGHT--
>DOWN-->DOWN-->END 
Total execution time is 0.052815 seconds. 
p7: total 27 steps searched. 
p6: total 28 steps searched. 
p4: total 29 steps searched. 
p2: total 30 steps searched. 
p8: total 71 steps searched. 
p5: total 27 steps searched. 
p1 found the path. 
p0: total 9 steps searched. 
p1: total 29 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ 
 
-- Using 10 Processors 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 10 r1.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 7. 
move a job from processor 7 to processor 8. 
move a job from processor 6 to processor 3. 
move a job from processor 1 to processor 8. 
move a job from processor 4 to processor 3. 
move a job from processor 2 to processor 6. 
move a job from processor 0 to processor 8. 
move a job from processor 8 to processor 4. 
move a job from processor 0 to processor 9. 
move a job from processor 1 to processor 3. 
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move a job from processor 6 to processor 9. 
processor 4 informs that the path has been found. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->RIGHT--
>DOWN-->DOWN-->END 
move a job from processor 1 to processor 8. 
Total execution time is 0.037804 seconds. 
p7: total 8 steps searched. 
p3: total 10 steps searched. 
p2: total 23 steps searched. 
p8: total 46 steps searched. 
p1: total 24 steps searched. 
p6: total 19 steps searched. 
p4 found the path. 
p4: total 17 steps searched. 
p0: total 9 steps searched. 
p9: total 2 steps searched. 
p5: total 0 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 10 r1.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 7. 
move a job from processor 7 to processor 5. 
move a job from processor 6 to processor 3. 
move a job from processor 1 to processor 8. 
move a job from processor 4 to processor 3. 
move a job from processor 3 to processor 7. 
move a job from processor 2 to processor 6. 
move a job from processor 2 to processor 5. 
move a job from processor 2 to processor 7. 
move a job from processor 8 to processor 4. 
move a job from processor 1 to processor 3. 
move a job from processor 0 to processor 8. 
move a job from processor 0 to processor 9. 
move a job from processor 7 to processor 2. 
processor 4 informs that the path has been found. 
move a job from processor 1 to processor 8. 
p3: total 9 steps searched. 
p6: total 19 steps searched. 
p2: total 20 steps searched. 
p7: total 20 steps searched. 
p8: total 45 steps searched. 
p1: total 24 steps searched. 
p4 found the path. 
p4: total 17 steps searched. 
p5: total 6 steps searched. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->RIGHT--
>DOWN-->DOWN-->END 
Total execution time is 0.037948 seconds. 
p0: total 9 steps searched. 
p9: total 1 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 10 r1.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 6. 
move a job from processor 6 to processor 8. 
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move a job from processor 4 to processor 3. 
move a job from processor 1 to processor 8. 
move a job from processor 2 to processor 6. 
move a job from processor 0 to processor 7. 
move a job from processor 0 to processor 8. 
move a job from processor 8 to processor 4. 
move a job from processor 1 to processor 3. 
move a job from processor 1 to processor 8. 
move a job from processor 1 to processor 8. 
move a job from processor 2 to processor 8. 
move a job from processor 8 to processor 1. 
move a job from processor 5 to processor 7. 
move a job from processor 6 to processor 9. 
move a job from processor 3 to processor 8. 
move a job from processor 3 to processor 7. 
move a job from processor 7 to processor 5. 
processor 4 informs that the path has been found. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->RIGHT--
>DOWN-->DOWN-->END 
Total execution time is 0.065147 seconds. 
p2: total 34 steps searched. 
move a job from processor 1 to processor 2. 
p7: total 10 steps searched. 
p6: total 37 steps searched. 
p8: total 77 steps searched. 
p3: total 27 steps searched. 
p5: total 6 steps searched. 
p4 found the path. 
p4: total 36 steps searched. 
p1: total 40 steps searched. 
p0: total 9 steps searched. 
p9: total 1 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ 
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C4: Results of RP Parallel Program for Configuration B 
-- Using 3 Processors 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 3 r2.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 1. 
move a job from processor 1 to processor 0. 
p0 found the path. 
p1: total 1866 steps searched. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->LEFT--
>DOWN-->RIGHT-->UP-->LEFT-->DOWN-->DOWN-->RIGHT-->RIGHT-->END 
Total execution time is 3.042421 seconds. 
p0: total 1918 steps searched. 
p2: total 1787 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 3 r2.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 1. 
move a job from processor 1 to processor 0. 
p0 found the path. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->LEFT--
>DOWN-->RIGHT-->UP-->LEFT-->DOWN-->DOWN-->RIGHT-->RIGHT-->END 
p1: total 1861 steps searched. 
Total execution time is 3.033202 seconds. 
p0: total 1918 steps searched. 
p2: total 1782 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 3 r2.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 1. 
move a job from processor 1 to processor 0. 
p0 found the path. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->LEFT--
>DOWN-->RIGHT-->UP-->LEFT-->DOWN-->DOWN-->RIGHT-->RIGHT-->END 
Total execution time is 3.033420 seconds. 
p0: total 1918 steps searched. 
p1: total 1861 steps searched. 
p2: total 1782 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ 
 
-- Using 4 Processors 
no results obtained. 
 
-- Using 5 Processors 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 5 r2.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 3. 
move a job from processor 0 to processor 3. 
move a job from processor 0 to processor 4. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 3. 
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move a job from processor 0 to processor 3. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 3. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 3. 
move a job from processor 1 to processor 3. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 1. 
move a job from processor 3 to processor 1. 
move a job from processor 3 to processor 4. 
move a job from processor 3 to processor 2. 
move a job from processor 3 to processor 0. 
move a job from processor 1 to processor 3. 
move a job from processor 3 to processor 2. 
move a job from processor 1 to processor 3. 
move a job from processor 3 to processor 2. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 4. 
move a job from processor 3 to processor 0. 
move a job from processor 1 to processor 3. 
move a job from processor 1 to processor 4. 
move a job from processor 3 to processor 1. 
move a job from processor 1 to processor 4. 
move a job from processor 3 to processor 2. 
p4 found the path. 
processor 4 informs that the path has been found. 
p4: total 2919 steps searched. 
A path is found in : BEGIN-->DOWN-->RIGHT-->DOWN-->LEFT-->UP-->RIGHT-
->DOWN-->LEFT-->UP-->UP-->RIGHT-->DOWN-->LEFT-->DOWN-->RIGHT-->RIGHT-
->END 
Total execution time is 5.006029 seconds. 
p0: total 1569 steps searched. 
p3: total 2989 steps searched. 
p2: total 2853 steps searched. 
p1: total 1528 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 5 r2.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 3. 
move a job from processor 0 to processor 3. 
move a job from processor 0 to processor 4. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 3. 
move a job from processor 0 to processor 3. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 3. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 3. 
move a job from processor 0 to processor 3. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 3. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 2. 
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p3 found the path. 
p3: total 2684 steps searched. 
p2: total 2451 steps searched. 
p4: total 2714 steps searched. 
processor 3 informs that the path has been found. 
A path is found in : BEGIN-->DOWN-->RIGHT-->DOWN-->LEFT-->UP-->RIGHT-
->DOWN-->LEFT-->UP-->UP-->RIGHT-->DOWN-->LEFT-->DOWN-->RIGHT-->RIGHT-
->END 
Total execution time is 4.294380 seconds. 
p0: total 1402 steps searched. 
p1: total 1325 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 5 r2.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 3. 
move a job from processor 0 to processor 3. 
move a job from processor 0 to processor 4. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 3. 
move a job from processor 0 to processor 3. 
move a job from processor 1 to processor 0. 
move a job from processor 1 to processor 3. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 2. 
move a job from processor 1 to processor 0. 
p3 found the path. 
p3: total 2581 steps searched. 
p2: total 2363 steps searched. 
p1: total 1291 steps searched. 
p4: total 2576 steps searched. 
processor 3 informs that the path has been found. 
A path is found in : BEGIN-->DOWN-->RIGHT-->DOWN-->LEFT-->UP-->RIGHT-
->DOWN-->LEFT-->UP-->UP-->RIGHT-->DOWN-->LEFT-->DOWN-->RIGHT-->RIGHT-
->END 
Total execution time is 4.302903 seconds. 
p0: total 1275 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ 
 
-- Using 6 Processors 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 6 r2.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 4. 
move a job from processor 2 to processor 3. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 4. 
move a job from processor 4 to processor 0. 
move a job from processor 2 to processor 4. 
move a job from processor 4 to processor 0. 
move a job from processor 2 to processor 3. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 2. 
move a job from processor 2 to processor 3. 
move a job from processor 0 to processor 3. 
move a job from processor 0 to processor 2. 
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move a job from processor 4 to processor 0. 
move a job from processor 0 to processor 2. 
move a job from processor 2 to processor 4. 
move a job from processor 1 to processor 4. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 3. 
move a job from processor 4 to processor 0. 
move a job from processor 0 to processor 3. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 5. 
p3 found the path. 
p3: total 1925 steps searched. 
p1: total 998 steps searched. 
p4: total 1924 steps searched. 
p5: total 1921 steps searched. 
p2: total 1895 steps searched. 
processor 3 informs that the path has been found. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->LEFT--
>DOWN-->RIGHT-->UP-->LEFT-->DOWN-->DOWN-->RIGHT-->RIGHT-->END 
Total execution time is 3.137578 seconds. 
p0: total 988 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 6 r2.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 4. 
move a job from processor 2 to processor 3. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 4. 
move a job from processor 4 to processor 0. 
move a job from processor 0 to processor 4. 
move a job from processor 3 to processor 0. 
move a job from processor 2 to processor 4. 
move a job from processor 2 to processor 3. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 2. 
move a job from processor 3 to processor 0. 
move a job from processor 2 to processor 3. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 3. 
move a job from processor 0 to processor 3. 
move a job from processor 2 to processor 0. 
move a job from processor 0 to processor 2. 
move a job from processor 4 to processor 2. 
move a job from processor 2 to processor 0. 
move a job from processor 1 to processor 3. 
move a job from processor 0 to processor 5. 
move a job from processor 4 to processor 2. 
move a job from processor 2 to processor 4. 
move a job from processor 2 to processor 4. 
move a job from processor 4 to processor 2. 
move a job from processor 2 to processor 4. 
move a job from processor 0 to processor 2. 
move a job from processor 3 to processor 4. 
move a job from processor 0 to processor 5. 
move a job from processor 2 to processor 0. 
move a job from processor 0 to processor 5. 
move a job from processor 3 to processor 0. 
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move a job from processor 3 to processor 2. 
move a job from processor 1 to processor 3. 
move a job from processor 3 to processor 2. 
move a job from processor 0 to processor 5. 
move a job from processor 3 to processor 0. 
move a job from processor 0 to processor 5. 
move a job from processor 3 to processor 0. 
move a job from processor 1 to processor 3. 
move a job from processor 3 to processor 2. 
move a job from processor 0 to processor 5. 
move a job from processor 3 to processor 0. 
move a job from processor 3 to processor 5. 
move a job from processor 3 to processor 4. 
move a job from processor 1 to processor 3. 
move a job from processor 0 to processor 1. 
move a job from processor 3 to processor 0. 
move a job from processor 3 to processor 5. 
move a job from processor 1 to processor 3. 
move a job from processor 1 to processor 5. 
p3: total 2583 steps searched. 
p2 found the path. 
p2: total 2669 steps searched. 
p1: total 1276 steps searched. 
p5: total 2567 steps searched. 
p4: total 2647 steps searched. 
processor 2 informs that the path has been found. 
A path is found in : BEGIN-->DOWN-->RIGHT-->DOWN-->LEFT-->UP-->RIGHT-
->DOWN-->LEFT-->UP-->UP-->RIGHT-->DOWN-->LEFT-->DOWN-->RIGHT-->RIGHT-
->END 
Total execution time is 4.492040 seconds. 
p0: total 1408 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 6 r2.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 4. 
move a job from processor 2 to processor 3. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 4. 
move a job from processor 4 to processor 0. 
move a job from processor 0 to processor 4. 
move a job from processor 2 to processor 4. 
move a job from processor 4 to processor 0. 
move a job from processor 2 to processor 3. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 2. 
move a job from processor 4 to processor 0. 
move a job from processor 0 to processor 2. 
move a job from processor 1 to processor 3. 
move a job from processor 2 to processor 4. 
move a job from processor 3 to processor 4. 
move a job from processor 0 to processor 2. 
move a job from processor 4 to processor 0. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 5. 
p2 found the path. 
p2: total 1688 steps searched. 
  221
p3: total 1662 steps searched. 
p5: total 1729 steps searched. 
p4: total 1693 steps searched. 
processor 2 informs that the path has been found. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->LEFT--
>DOWN-->RIGHT-->UP-->LEFT-->DOWN-->DOWN-->RIGHT-->RIGHT-->END 
Total execution time is 2.797241 seconds. 
p0: total 897 steps searched. 
p1: total 874 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ 
 
-- Using 7 Processors 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 7 r2.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 3. 
move a job from processor 0 to processor 3. 
move a job from processor 0 to processor 3. 
move a job from processor 0 to processor 6. 
move a job from processor 3 to processor 6. 
move a job from processor 3 to processor 6. 
move a job from processor 5 to processor 6. 
move a job from processor 1 to processor 0. 
move a job from processor 1 to processor 3. 
move a job from processor 1 to processor 5. 
move a job from processor 5 to processor 6. 
move a job from processor 0 to processor 4. 
p6 found the path. 
p6: total 1086 steps searched. 
p2: total 899 steps searched. 
p1: total 470 steps searched. 
p3: total 821 steps searched. 
p4: total 900 steps searched. 
p5: total 884 steps searched. 
processor 6 informs that the path has been found. 
A path is found in : BEGIN-->DOWN-->RIGHT-->DOWN-->LEFT-->UP-->RIGHT-
->DOWN-->LEFT-->UP-->UP-->RIGHT-->DOWN-->LEFT-->DOWN-->RIGHT-->RIGHT-
->END 
Total execution time is 1.535384 seconds. 
p0: total 454 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 7 r2.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 3. 
move a job from processor 0 to processor 3. 
move a job from processor 0 to processor 3. 
move a job from processor 0 to processor 6. 
move a job from processor 3 to processor 6. 
move a job from processor 3 to processor 6. 
move a job from processor 1 to processor 3. 
move a job from processor 3 to processor 6. 
move a job from processor 1 to processor 5. 
move a job from processor 5 to processor 4. 
  222
move a job from processor 1 to processor 3. 
move a job from processor 1 to processor 5. 
move a job from processor 5 to processor 4. 
move a job from processor 3 to processor 6. 
move a job from processor 4 to processor 5. 
move a job from processor 2 to processor 1. 
move a job from processor 1 to processor 3. 
p3: total 1496 steps searched. 
p6 found the path. 
p6: total 1882 steps searched. 
p1: total 779 steps searched. 
p5: total 1566 steps searched. 
p4: total 1587 steps searched. 
p2: total 1492 steps searched. 
processor 6 informs that the path has been found. 
A path is found in : BEGIN-->DOWN-->RIGHT-->DOWN-->LEFT-->UP-->RIGHT-
->DOWN-->LEFT-->UP-->UP-->RIGHT-->DOWN-->LEFT-->DOWN-->RIGHT-->RIGHT-
->END 
Total execution time is 2.506866 seconds. 
p0: total 234 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 7 r2.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 3. 
move a job from processor 0 to processor 3. 
move a job from processor 0 to processor 3. 
move a job from processor 0 to processor 6. 
move a job from processor 3 to processor 6. 
move a job from processor 3 to processor 6. 
move a job from processor 5 to processor 6. 
move a job from processor 2 to processor 6. 
move a job from processor 1 to processor 0. 
move a job from processor 1 to processor 3. 
move a job from processor 1 to processor 5. 
move a job from processor 0 to processor 4. 
move a job from processor 2 to processor 6. 
move a job from processor 0 to processor 2. 
p2: total 1401 steps searched. 
p5 found the path. 
p5: total 1419 steps searched. 
p1: total 717 steps searched. 
p3: total 1320 steps searched. 
p6: total 1671 steps searched. 
p4: total 1407 steps searched. 
processor 5 informs that the path has been found. 
A path is found in : BEGIN-->DOWN-->RIGHT-->DOWN-->LEFT-->UP-->RIGHT-
->DOWN-->LEFT-->UP-->UP-->RIGHT-->DOWN-->LEFT-->DOWN-->RIGHT-->RIGHT-
->END 
Total execution time is 2.396439 seconds. 
p0: total 713 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ 
 
-- Using 8 Processors 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np  8 r2.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
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move a job from processor 0 to processor 4. 
move a job from processor 2 to processor 3. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 7. 
move a job from processor 0 to processor 7. 
move a job from processor 0 to processor 7. 
move a job from processor 0 to processor 7. 
move a job from processor 6 to processor 7. 
move a job from processor 5 to processor 0. 
move a job from processor 6 to processor 7. 
move a job from processor 0 to processor 6. 
move a job from processor 5 to processor 0. 
move a job from processor 0 to processor 6. 
move a job from processor 6 to processor 7. 
move a job from processor 0 to processor 6. 
move a job from processor 4 to processor 6. 
move a job from processor 5 to processor 0. 
move a job from processor 6 to processor 7. 
move a job from processor 0 to processor 5. 
move a job from processor 2 to processor 5. 
move a job from processor 2 to processor 0. 
move a job from processor 0 to processor 4. 
move a job from processor 6 to processor 7. 
move a job from processor 4 to processor 6. 
move a job from processor 6 to processor 7. 
move a job from processor 6 to processor 7. 
move a job from processor 6 to processor 7. 
move a job from processor 4 to processor 6. 
move a job from processor 4 to processor 7. 
move a job from processor 0 to processor 4. 
move a job from processor 2 to processor 0. 
move a job from processor 0 to processor 2. 
move a job from processor 2 to processor 0. 
move a job from processor 6 to processor 2. 
move a job from processor 1 to processor 0. 
move a job from processor 4 to processor 7. 
move a job from processor 0 to processor 4. 
move a job from processor 4 to processor 6. 
move a job from processor 4 to processor 7. 
move a job from processor 6 to processor 2. 
move a job from processor 4 to processor 6. 
move a job from processor 0 to processor 4. 
p3: total 988 steps searched. 
processor 2 informs that the path has been found. 
p2 found the path. 
p6: total 1231 steps searched. 
p5: total 1016 steps searched. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->LEFT--
>DOWN-->RIGHT-->UP-->LEFT-->DOWN-->DOWN-->RIGHT-->RIGHT-->END 
p2: total 1017 steps searched. 
Total execution time is 1.606530 seconds. 
p1: total 992 steps searched. 
p4: total 1029 steps searched. 
p7: total 1630 steps searched. 
p0: total 1026 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np  8 r2.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
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move a job from processor 0 to processor 4. 
move a job from processor 2 to processor 3. 
move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 7. 
move a job from processor 0 to processor 5. 
move a job from processor 2 to processor 0. 
move a job from processor 2 to processor 5. 
move a job from processor 0 to processor 7. 
move a job from processor 0 to processor 6. 
move a job from processor 2 to processor 0. 
move a job from processor 2 to processor 0. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 2. 
move a job from processor 1 to processor 0. 
move a job from processor 6 to processor 2. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 7. 
move a job from processor 0 to processor 6. 
move a job from processor 6 to processor 2. 
move a job from processor 0 to processor 7. 
move a job from processor 0 to processor 6. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 7. 
move a job from processor 2 to processor 5. 
move a job from processor 6 to processor 2. 
move a job from processor 2 to processor 3. 
move a job from processor 2 to processor 5. 
move a job from processor 4 to processor 5. 
move a job from processor 6 to processor 2. 
move a job from processor 0 to processor 7. 
move a job from processor 2 to processor 3. 
move a job from processor 2 to processor 3. 
move a job from processor 0 to processor 6. 
move a job from processor 6 to processor 2. 
move a job from processor 0 to processor 6. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 6. 
move a job from processor 5 to processor 3. 
move a job from processor 6 to processor 2. 
move a job from processor 0 to processor 7. 
move a job from processor 4 to processor 5. 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 4. 
p3 found the path. 
p7: total 2507 steps searched. 
p3: total 1539 steps searched. 
p1: total 1494 steps searched. 
p4: total 1548 steps searched. 
p5: total 1567 steps searched. 
p6: total 1886 steps searched. 
p2: total 1575 steps searched. 
processor 3 informs that the path has been found. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->LEFT--
>DOWN-->RIGHT-->UP-->LEFT-->DOWN-->DOWN-->RIGHT-->RIGHT-->END 
Total execution time is 2.466259 seconds. 
p0: total 1580 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np  8 r2.out 
move a job from processor 0 to processor 1. 
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move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 4. 
move a job from processor 2 to processor 3. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 7. 
move a job from processor 0 to processor 7. 
move a job from processor 0 to processor 7. 
move a job from processor 0 to processor 7. 
move a job from processor 6 to processor 7. 
move a job from processor 5 to processor 0. 
move a job from processor 6 to processor 7. 
move a job from processor 0 to processor 6. 
move a job from processor 5 to processor 0. 
move a job from processor 0 to processor 6. 
move a job from processor 6 to processor 7. 
move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 6. 
move a job from processor 5 to processor 0. 
move a job from processor 4 to processor 6. 
move a job from processor 4 to processor 7. 
move a job from processor 0 to processor 5. 
move a job from processor 2 to processor 0. 
move a job from processor 2 to processor 5. 
move a job from processor 4 to processor 7. 
move a job from processor 1 to processor 7. 
move a job from processor 0 to processor 4. 
move a job from processor 4 to processor 6. 
move a job from processor 0 to processor 2. 
move a job from processor 2 to processor 0. 
move a job from processor 0 to processor 4. 
move a job from processor 1 to processor 7. 
move a job from processor 2 to processor 0. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 2. 
move a job from processor 6 to processor 2. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 4. 
move a job from processor 2 to processor 3. 
move a job from processor 4 to processor 6. 
move a job from processor 6 to processor 2. 
move a job from processor 2 to processor 5. 
move a job from processor 4 to processor 6. 
move a job from processor 2 to processor 3. 
move a job from processor 6 to processor 2. 
move a job from processor 2 to processor 5. 
move a job from processor 2 to processor 5. 
move a job from processor 6 to processor 2. 
move a job from processor 4 to processor 6. 
move a job from processor 2 to processor 3. 
move a job from processor 2 to processor 5. 
move a job from processor 5 to processor 3. 
move a job from processor 6 to processor 2. 
move a job from processor 4 to processor 3. 
p1: total 1249 steps searched. 
move a job from processor 2 to processor 5. 
p6 found the path. 
p3: total 1274 steps searched. 
p7: total 2065 steps searched. 
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p4: total 1323 steps searched. 
p6: total 1571 steps searched. 
processor 6 informs that the path has been found. 
p2: total 1308 steps searched. 
A path is found in : BEGIN-->DOWN-->RIGHT-->DOWN-->LEFT-->UP-->RIGHT-
->DOWN-->LEFT-->UP-->UP-->RIGHT-->DOWN-->LEFT-->DOWN-->RIGHT-->RIGHT-
->END 
Total execution time is 2.060157 seconds. 
p5: total 1298 steps searched. 
p0: total 1323 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ 
 
-- Using 9 Processors 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 9 r2.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 4. 
move a job from processor 1 to processor 3. 
move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 7. 
move a job from processor 0 to processor 8. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 8. 
move a job from processor 0 to processor 8. 
move a job from processor 5 to processor 0. 
move a job from processor 0 to processor 8. 
move a job from processor 0 to processor 8. 
move a job from processor 0 to processor 8. 
move a job from processor 5 to processor 0. 
move a job from processor 2 to processor 8. 
move a job from processor 5 to processor 0. 
move a job from processor 0 to processor 5. 
move a job from processor 7 to processor 5. 
move a job from processor 6 to processor 0. 
move a job from processor 0 to processor 6. 
move a job from processor 7 to processor 5. 
move a job from processor 0 to processor 7. 
move a job from processor 7 to processor 5. 
move a job from processor 2 to processor 5. 
move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 7. 
move a job from processor 0 to processor 7. 
move a job from processor 5 to processor 7. 
move a job from processor 6 to processor 0. 
move a job from processor 0 to processor 6. 
move a job from processor 6 to processor 0. 
move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 6. 
move a job from processor 7 to processor 6. 
move a job from processor 2 to processor 0. 
move a job from processor 2 to processor 8. 
move a job from processor 0 to processor 2. 
move a job from processor 2 to processor 8. 
move a job from processor 1 to processor 3. 
move a job from processor 5 to processor 7. 
move a job from processor 2 to processor 8. 
move a job from processor 2 to processor 5. 
move a job from processor 0 to processor 2. 
move a job from processor 2 to processor 8. 
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move a job from processor 0 to processor 2. 
move a job from processor 2 to processor 8. 
move a job from processor 2 to processor 8. 
move a job from processor 2 to processor 8. 
move a job from processor 1 to processor 8. 
move a job from processor 0 to processor 2. 
move a job from processor 2 to processor 0. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 5. 
move a job from processor 6 to processor 0. 
move a job from processor 0 to processor 5. 
move a job from processor 1 to processor 2. 
move a job from processor 1 to processor 4. 
move a job from processor 7 to processor 6. 
move a job from processor 5 to processor 7. 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 5. 
move a job from processor 5 to processor 7. 
move a job from processor 6 to processor 0. 
move a job from processor 6 to processor 7. 
move a job from processor 0 to processor 5. 
move a job from processor 3 to processor 6. 
move a job from processor 4 to processor 7. 
move a job from processor 1 to processor 4. 
move a job from processor 0 to processor 1. 
p8 found the path. 
p8: total 3398 steps searched. 
p7: total 1460 steps searched. 
p5: total 953 steps searched. 
p4: total 850 steps searched. 
p1: total 479 steps searched. 
p3: total 940 steps searched. 
p6: total 1104 steps searched. 
p2: total 827 steps searched. 
move a job from processor 0 to processor 5. 
processor 8 informs that the path has been found. 
A path is found in : BEGIN-->DOWN-->RIGHT-->DOWN-->LEFT-->UP-->RIGHT-
->DOWN-->LEFT-->UP-->UP-->RIGHT-->DOWN-->LEFT-->DOWN-->RIGHT-->RIGHT-
->END 
Total execution time is 1.598801 seconds. 
p0: total 494 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 9 r2.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 4. 
move a job from processor 1 to processor 3. 
move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 7. 
move a job from processor 0 to processor 8. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 8. 
move a job from processor 0 to processor 8. 
move a job from processor 0 to processor 8. 
move a job from processor 0 to processor 8. 
move a job from processor 2 to processor 8. 
move a job from processor 5 to processor 0. 
move a job from processor 0 to processor 5. 
move a job from processor 5 to processor 0. 
move a job from processor 0 to processor 5. 
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move a job from processor 5 to processor 0. 
move a job from processor 7 to processor 5. 
move a job from processor 6 to processor 0. 
move a job from processor 0 to processor 7. 
move a job from processor 6 to processor 0. 
move a job from processor 0 to processor 6. 
move a job from processor 7 to processor 5. 
move a job from processor 0 to processor 7. 
move a job from processor 6 to processor 0. 
move a job from processor 0 to processor 7. 
move a job from processor 2 to processor 5. 
move a job from processor 2 to processor 8. 
move a job from processor 0 to processor 6. 
move a job from processor 5 to processor 7. 
move a job from processor 2 to processor 0. 
move a job from processor 3 to processor 6. 
move a job from processor 1 to processor 3. 
move a job from processor 0 to processor 2. 
move a job from processor 2 to processor 8. 
move a job from processor 2 to processor 8. 
move a job from processor 1 to processor 8. 
move a job from processor 0 to processor 2. 
move a job from processor 2 to processor 0. 
move a job from processor 5 to processor 0. 
move a job from processor 1 to processor 2. 
move a job from processor 2 to processor 5. 
move a job from processor 0 to processor 4. 
p8 found the path. 
p8: total 3050 steps searched. 
p1: total 415 steps searched. 
processor 8 informs that the path has been found. 
p6: total 928 steps searched. 
p3: total 811 steps searched. 
A path is found in : BEGIN-->DOWN-->RIGHT-->DOWN-->LEFT-->UP-->RIGHT-
->DOWN-->LEFT-->UP-->UP-->RIGHT-->DOWN-->LEFT-->DOWN-->RIGHT-->RIGHT-
->END 
p4: total 831 steps searched. 
p7: total 1218 steps searched. 
p5: total 833 steps searched. 
p2: total 824 steps searched. 
Total execution time is 1.319956 seconds. 
p0: total 401 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 9 r2.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 4. 
move a job from processor 1 to processor 3. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 7. 
move a job from processor 0 to processor 8. 
move a job from processor 0 to processor 8. 
move a job from processor 0 to processor 8. 
move a job from processor 0 to processor 8. 
move a job from processor 0 to processor 8. 
move a job from processor 2 to processor 8. 
move a job from processor 5 to processor 0. 
move a job from processor 0 to processor 7. 
move a job from processor 0 to processor 5. 
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move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 7. 
move a job from processor 5 to processor 7. 
move a job from processor 5 to processor 0. 
move a job from processor 5 to processor 7. 
move a job from processor 6 to processor 7. 
move a job from processor 2 to processor 5. 
move a job from processor 2 to processor 0. 
move a job from processor 0 to processor 6. 
move a job from processor 2 to processor 8. 
move a job from processor 6 to processor 7. 
move a job from processor 0 to processor 2. 
move a job from processor 1 to processor 3. 
move a job from processor 1 to processor 8. 
move a job from processor 0 to processor 2. 
move a job from processor 6 to processor 7. 
move a job from processor 2 to processor 0. 
move a job from processor 3 to processor 7. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 6. 
move a job from processor 7 to processor 6. 
move a job from processor 5 to processor 0. 
move a job from processor 5 to processor 2. 
p8 found the path. 
p7: total 1086 steps searched. 
p8: total 2495 steps searched. 
p4: total 696 steps searched. 
p5: total 764 steps searched. 
p3: total 777 steps searched. 
p6: total 902 steps searched. 
p2: total 677 steps searched. 
processor 8 informs that the path has been found. 
A path is found in : BEGIN-->DOWN-->RIGHT-->DOWN-->LEFT-->UP-->RIGHT-
->DOWN-->LEFT-->UP-->UP-->RIGHT-->DOWN-->LEFT-->DOWN-->RIGHT-->RIGHT-
->END 
Total execution time is 1.257410 seconds. 
p0: total 391 steps searched. 
move a job from processor 1 to processor 4. 
p1: total 398 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ 
 
-- Using 10 Processors 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 10 r2.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 7. 
move a job from processor 4 to processor 3. 
move a job from processor 0 to processor 8. 
move a job from processor 0 to processor 9. 
move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 8. 
move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 8. 
move a job from processor 7 to processor 8. 
move a job from processor 2 to processor 6. 
move a job from processor 6 to processor 9. 
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move a job from processor 7 to processor 8. 
move a job from processor 7 to processor 8. 
move a job from processor 5 to processor 7. 
move a job from processor 6 to processor 8. 
move a job from processor 8 to processor 4. 
move a job from processor 7 to processor 5. 
move a job from processor 6 to processor 8. 
move a job from processor 5 to processor 7. 
move a job from processor 8 to processor 4. 
move a job from processor 6 to processor 8. 
move a job from processor 8 to processor 4. 
move a job from processor 1 to processor 8. 
move a job from processor 7 to processor 5. 
move a job from processor 5 to processor 7. 
move a job from processor 3 to processor 7. 
move a job from processor 8 to processor 5. 
move a job from processor 8 to processor 4. 
move a job from processor 2 to processor 6. 
move a job from processor 6 to processor 9. 
move a job from processor 4 to processor 3. 
move a job from processor 2 to processor 4. 
move a job from processor 3 to processor 7. 
move a job from processor 1 to processor 8. 
move a job from processor 3 to processor 7. 
move a job from processor 3 to processor 7. 
move a job from processor 5 to processor 7. 
move a job from processor 4 to processor 3. 
move a job from processor 7 to processor 2. 
move a job from processor 6 to processor 9. 
move a job from processor 2 to processor 4. 
move a job from processor 5 to processor 7. 
move a job from processor 1 to processor 8. 
move a job from processor 2 to processor 6. 
move a job from processor 7 to processor 2. 
move a job from processor 5 to processor 9. 
move a job from processor 2 to processor 4. 
p3: total 947 steps searched. 
p2: total 913 steps searched. 
p4: total 962 steps searched. 
p7: total 1442 steps searched. 
p8: total 3101 steps searched. 
p5: total 950 steps searched. 
p6 found the path. 
p6: total 1100 steps searched. 
p1: total 452 steps searched. 
processor 6 informs that the path has been found. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->LEFT--
>DOWN-->RIGHT-->UP-->LEFT-->DOWN-->DOWN-->RIGHT-->RIGHT-->END 
Total execution time is 1.550446 seconds. 
p0: total 67 steps searched. 
p9: total 1624 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 10 r2.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 7. 
move a job from processor 0 to processor 8. 
move a job from processor 7 to processor 5. 
move a job from processor 0 to processor 9. 
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move a job from processor 0 to processor 3. 
move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 6. 
move a job from processor 4 to processor 0. 
move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 8. 
move a job from processor 0 to processor 9. 
move a job from processor 0 to processor 7. 
move a job from processor 4 to processor 0. 
move a job from processor 6 to processor 5. 
move a job from processor 0 to processor 3. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 6. 
move a job from processor 5 to processor 7. 
move a job from processor 7 to processor 8. 
move a job from processor 4 to processor 0. 
move a job from processor 0 to processor 6. 
move a job from processor 7 to processor 8. 
move a job from processor 0 to processor 4. 
move a job from processor 2 to processor 6. 
move a job from processor 3 to processor 7. 
move a job from processor 2 to processor 4. 
move a job from processor 7 to processor 5. 
move a job from processor 3 to processor 7. 
move a job from processor 7 to processor 5. 
move a job from processor 6 to processor 3. 
move a job from processor 5 to processor 7. 
move a job from processor 1 to processor 8. 
move a job from processor 7 to processor 5. 
move a job from processor 3 to processor 7. 
move a job from processor 2 to processor 5. 
move a job from processor 6 to processor 9. 
move a job from processor 1 to processor 8. 
move a job from processor 6 to processor 9. 
move a job from processor 3 to processor 7. 
move a job from processor 6 to processor 9. 
move a job from processor 2 to processor 6. 
move a job from processor 6 to processor 9. 
move a job from processor 5 to processor 6. 
move a job from processor 6 to processor 9. 
move a job from processor 7 to processor 2. 
move a job from processor 3 to processor 7. 
move a job from processor 6 to processor 3. 
move a job from processor 3 to processor 7. 
move a job from processor 8 to processor 2. 
move a job from processor 5 to processor 6. 
move a job from processor 6 to processor 3. 
move a job from processor 3 to processor 7. 
move a job from processor 2 to processor 7. 
move a job from processor 4 to processor 3. 
move a job from processor 5 to processor 6. 
move a job from processor 2 to processor 5. 
move a job from processor 1 to processor 8. 
move a job from processor 5 to processor 6. 
move a job from processor 5 to processor 6. 
move a job from processor 2 to processor 5. 
move a job from processor 5 to processor 6. 
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move a job from processor 8 to processor 2. 
move a job from processor 5 to processor 6. 
move a job from processor 2 to processor 5. 
move a job from processor 7 to processor 6. 
move a job from processor 6 to processor 9. 
move a job from processor 6 to processor 9. 
move a job from processor 2 to processor 7. 
move a job from processor 7 to processor 6. 
move a job from processor 6 to processor 9. 
move a job from processor 1 to processor 8. 
move a job from processor 5 to processor 9. 
move a job from processor 7 to processor 6. 
move a job from processor 2 to processor 5. 
move a job from processor 2 to processor 7. 
move a job from processor 8 to processor 6. 
move a job from processor 5 to processor 2. 
move a job from processor 1 to processor 8. 
move a job from processor 2 to processor 7. 
move a job from processor 1 to processor 8. 
move a job from processor 2 to processor 4. 
p7 found the path. 
p7: total 1513 steps searched. 
p8: total 3365 steps searched. 
p2: total 981 steps searched. 
p3: total 948 steps searched. 
p4: total 933 steps searched. 
p6: total 1177 steps searched. 
p5: total 997 steps searched. 
p1: total 507 steps searched. 
p9: total 1360 steps searched. 
processor 7 informs that the path has been found. 
A path is found in : BEGIN-->DOWN-->RIGHT-->DOWN-->LEFT-->UP-->RIGHT-
->DOWN-->LEFT-->UP-->UP-->RIGHT-->DOWN-->LEFT-->DOWN-->RIGHT-->RIGHT-
->END 
Total execution time is 1.658862 seconds. 
p0: total 151 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 10 r2.out 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 3. 
move a job from processor 0 to processor 5. 
move a job from processor 2 to processor 4. 
move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 7. 
move a job from processor 0 to processor 8. 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 9. 
move a job from processor 0 to processor 9. 
move a job from processor 0 to processor 8. 
move a job from processor 7 to processor 8. 
move a job from processor 4 to processor 0. 
move a job from processor 0 to processor 9. 
move a job from processor 7 to processor 8. 
move a job from processor 0 to processor 7. 
move a job from processor 0 to processor 8. 
p9 found the path. 
p7: total 436 steps searched. 
p8: total 938 steps searched. 
p2: total 330 steps searched. 
p9: total 561 steps searched. 
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p3: total 330 steps searched. 
p4: total 326 steps searched. 
p5: total 328 steps searched. 
p1: total 165 steps searched. 
p6: total 391 steps searched. 
move a job from processor 0 to processor 8. 
processor 9 informs that the path has been found. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->LEFT--
>DOWN-->RIGHT-->UP-->LEFT-->DOWN-->DOWN-->RIGHT-->RIGHT-->END 
Total execution time is 0.543875 seconds. 
p0: total 185 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ 
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C5: Results of ARP Parallel Program for Configuration A 
-- Using 1 Processor 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 1 r3.out 
p0 found the path. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->RIGHT--
>DOWN-->DOWN-->END 
Total execution time is 0.365501 seconds. 
p0: total 254 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 1 r3.out 
p0 found the path. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->RIGHT--
>DOWN-->DOWN-->END 
Total execution time is 0.365277 seconds. 
p0: total 254 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 1 r3.out 
p0 found the path. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->RIGHT--
>DOWN-->DOWN-->END 
Total execution time is 0.366659 seconds. 
p0: total 254 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ 
 
-- Using 3 Processors 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 3 r3.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 1 to processor 0. 
p0 found the path. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->RIGHT--
>DOWN-->DOWN-->END 
p1: total 91 steps searched. 
Total execution time is 0.133859 seconds. 
p2: total 91 steps searched. 
p0: total 89 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 3 r3.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 1 to processor 0. 
p0 found the path. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->RIGHT--
>DOWN-->DOWN-->END 
p1: total 91 steps searched. 
Total execution time is 0.133794 seconds. 
p0: total 89 steps searched. 
p2: total 91 steps searched. 
^[[A[mpi@Cluster10LEOP4 mpi]$ mpirun -np 3 r3.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 1 to processor 0. 
p0 found the path. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->RIGHT--
>DOWN-->DOWN-->END 
Total execution time is 0.133812 seconds. 
p0: total 89 steps searched. 
p1: total 92 steps searched. 
p2: total 91 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 3 r3.out 
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move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 1 to processor 0. 
p0 found the path. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->RIGHT--
>DOWN-->DOWN-->END 
p1: total 91 steps searched. 
Total execution time is 0.133843 seconds. 
p0: total 89 steps searched. 
p2: total 91 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ 
 
-- Using 4 Processors 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 4 r3.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 3. 
move a job from processor 0 to processor 3. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 3. 
move a job from processor 1 to processor 0. 
p3 found the path. 
p3: total 48 steps searched. 
processor 3 informs that the path has been found. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->RIGHT--
>DOWN-->DOWN-->END 
Total execution time is 0.081542 seconds. 
p0: total 52 steps searched. 
p2: total 54 steps searched. 
p1: total 55 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 4 r3.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 3. 
move a job from processor 0 to processor 3. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 3. 
move a job from processor 1 to processor 0. 
p3 found the path. 
p3: total 48 steps searched. 
processor 3 informs that the path has been found. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->RIGHT--
>DOWN-->DOWN-->END 
Total execution time is 0.080115 seconds. 
p2: total 53 steps searched. 
p0: total 51 steps searched. 
p1: total 54 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 4 r3.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 3. 
move a job from processor 0 to processor 3. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 3. 
move a job from processor 1 to processor 0. 
p3 found the path. 
p3: total 48 steps searched. 
p1: total 54 steps searched. 
processor 3 informs that the path has been found. 
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A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->RIGHT--
>DOWN-->DOWN-->END 
p2: total 46 steps searched. 
Total execution time is 0.081812 seconds. 
p0: total 52 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ 
 
-- Using 5 Processors 
[[mpi@Cluster10LEOP4 mpi]$ mpirun -np 5 r3.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 3. 
move a job from processor 0 to processor 3. 
move a job from processor 1 to processor 0. 
move a job from processor 1 to processor 3. 
move a job from processor 1 to processor 4. 
move a job from processor 0 to processor 1. 
move a job from processor 1 to processor 0. 
p0 found the path. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->RIGHT--
>DOWN-->DOWN-->END 
p1: total 44 steps searched. 
Total execution time is 0.068691 seconds. 
p2: total 45 steps searched. 
p3: total 38 steps searched. 
p0: total 41 steps searched. 
p4: total 40 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 5 r3.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 3. 
move a job from processor 0 to processor 3. 
move a job from processor 1 to processor 0. 
move a job from processor 1 to processor 3. 
move a job from processor 1 to processor 4. 
move a job from processor 0 to processor 1. 
move a job from processor 1 to processor 0. 
p0 found the path. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->RIGHT--
>DOWN-->DOWN-->END 
p1: total 44 steps searched. 
p2: total 45 steps searched. 
Total execution time is 0.068869 seconds. 
p3: total 38 steps searched. 
p4: total 40 steps searched. 
p0: total 41 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 5 r3.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 3. 
move a job from processor 0 to processor 3. 
move a job from processor 1 to processor 0. 
move a job from processor 1 to processor 3. 
move a job from processor 1 to processor 4. 
move a job from processor 0 to processor 1. 
move a job from processor 1 to processor 0. 
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p0 found the path. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->RIGHT--
>DOWN-->DOWN-->END 
Total execution time is 0.068621 seconds. 
p1: total 44 steps searched. 
p2: total 45 steps searched. 
p3: total 38 steps searched. 
p4: total 40 steps searched. 
p0: total 41 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ 
 
-- Using 6 Processors 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 6 r3.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 4. 
move a job from processor 2 to processor 3. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 5. 
move a job from processor 3 to processor 0. 
move a job from processor 2 to processor 4. 
move a job from processor 1 to processor 5. 
move a job from processor 3 to processor 0. 
move a job from processor 2 to processor 3. 
move a job from processor 3 to processor 0. 
move a job from processor 4 to processor 2. 
move a job from processor 2 to processor 0. 
move a job from processor 1 to processor 4. 
move a job from processor 1 to processor 3. 
move a job from processor 3 to processor 0. 
move a job from processor 3 to processor 1. 
move a job from processor 3 to processor 0. 
move a job from processor 4 to processor 0. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 1. 
move a job from processor 1 to processor 4. 
processor 5 informs that the path has been found. 
p3: total 36 steps searched. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->RIGHT--
>DOWN-->DOWN-->END 
p5 found the path. 
Total execution time is 0.100126 seconds. 
p5: total 54 steps searched. 
p0: total 47 steps searched. 
p1: total 56 steps searched. 
p4: total 51 steps searched. 
p2: total 41 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 6 r3.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 4. 
move a job from processor 2 to processor 3. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 5. 
move a job from processor 3 to processor 0. 
move a job from processor 2 to processor 4. 
move a job from processor 1 to processor 5. 
move a job from processor 3 to processor 0. 
move a job from processor 2 to processor 3. 
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move a job from processor 3 to processor 0. 
move a job from processor 4 to processor 2. 
move a job from processor 2 to processor 0. 
move a job from processor 2 to processor 4. 
move a job from processor 0 to processor 2. 
move a job from processor 1 to processor 4. 
move a job from processor 4 to processor 0. 
move a job from processor 1 to processor 3. 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 1. 
processor 5 informs that the path has been found. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->RIGHT--
>DOWN-->DOWN-->END 
p3: total 44 steps searched. 
Total execution time is 0.100141 seconds. 
p5 found the path. 
p5: total 54 steps searched. 
p0: total 43 steps searched. 
p4: total 51 steps searched. 
p2: total 39 steps searched. 
p1: total 58 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 6 r3.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 2 to processor 3. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 5. 
move a job from processor 3 to processor 0. 
move a job from processor 2 to processor 4. 
move a job from processor 1 to processor 5. 
move a job from processor 3 to processor 0. 
move a job from processor 2 to processor 3. 
move a job from processor 3 to processor 0. 
move a job from processor 4 to processor 2. 
move a job from processor 2 to processor 4. 
move a job from processor 2 to processor 4. 
move a job from processor 1 to processor 3. 
move a job from processor 3 to processor 4. 
p5 found the path. 
processor 5 informs that the path has been found. 
p2: total 43 steps searched. 
p5: total 54 steps searched. 
p3: total 43 steps searched. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->RIGHT--
>DOWN-->DOWN-->END 
p1: total 65 steps searched. 
Total execution time is 0.099062 seconds. 
p4: total 52 steps searched. 
p0: total 27 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ 
 
-- Using 7 Processors 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 7 r3.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 6. 
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move a job from processor 0 to processor 3. 
move a job from processor 1 to processor 3. 
move a job from processor 3 to processor 6. 
move a job from processor 1 to processor 5. 
move a job from processor 5 to processor 4. 
move a job from processor 1 to processor 0. 
move a job from processor 1 to processor 3. 
move a job from processor 0 to processor 1. 
p3: total 25 steps searched. 
p6 found the path. 
p6: total 32 steps searched. 
p5: total 26 steps searched. 
p4: total 30 steps searched. 
move a job from processor 2 to processor 5. 
processor 6 informs that the path has been found. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->RIGHT--
>DOWN-->DOWN-->END 
Total execution time is 0.056618 seconds. 
p1: total 34 steps searched. 
p2: total 36 steps searched. 
p0: total 20 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 7 r3.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 3. 
move a job from processor 1 to processor 3. 
move a job from processor 3 to processor 6. 
move a job from processor 1 to processor 5. 
move a job from processor 5 to processor 4. 
move a job from processor 1 to processor 0. 
move a job from processor 1 to processor 3. 
move a job from processor 0 to processor 1. 
p3: total 25 steps searched. 
p6 found the path. 
p5: total 26 steps searched. 
move a job from processor 2 to processor 5. 
p6: total 32 steps searched. 
p4: total 30 steps searched. 
processor 6 informs that the path has been found. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->RIGHT--
>DOWN-->DOWN-->END 
p1: total 34 steps searched. 
Total execution time is 0.056494 seconds. 
p0: total 22 steps searched. 
p2: total 36 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 7 r3.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 3. 
move a job from processor 1 to processor 3. 
move a job from processor 3 to processor 6. 
move a job from processor 1 to processor 5. 
move a job from processor 5 to processor 4. 
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move a job from processor 1 to processor 0. 
move a job from processor 1 to processor 3. 
move a job from processor 0 to processor 1. 
p3: total 25 steps searched. 
p6 found the path. 
move a job from processor 2 to processor 5. 
p6: total 32 steps searched. 
processor 6 informs that the path has been found. 
p5: total 26 steps searched. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->RIGHT--
>DOWN-->DOWN-->END 
Total execution time is 0.056424 seconds. 
p1: total 34 steps searched. 
p2: total 36 steps searched. 
p4: total 31 steps searched. 
p0: total 22 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ 
 
-- Using 8 Processors 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 8 r3.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 4. 
move a job from processor 2 to processor 3. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 6. 
move a job from processor 6 to processor 7. 
move a job from processor 5 to processor 0. 
move a job from processor 4 to processor 6. 
move a job from processor 2 to processor 5. 
move a job from processor 1 to processor 7. 
move a job from processor 0 to processor 7. 
move a job from processor 3 to processor 4. 
move a job from processor 5 to processor 6. 
move a job from processor 5 to processor 3. 
move a job from processor 2 to processor 5. 
move a job from processor 6 to processor 2. 
move a job from processor 4 to processor 2. 
move a job from processor 5 to processor 6. 
move a job from processor 1 to processor 0. 
move a job from processor 1 to processor 3. 
move a job from processor 0 to processor 2. 
move a job from processor 2 to processor 5. 
move a job from processor 1 to processor 4. 
move a job from processor 2 to processor 6. 
p7 found the path. 
p7: total 46 steps searched. 
p1: total 42 steps searched. 
processor 7 informs that the path has been found. 
p4: total 30 steps searched. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->RIGHT--
>DOWN-->DOWN-->END 
p3: total 33 steps searched. 
Total execution time is 0.067203 seconds. 
p6: total 27 steps searched. 
p5: total 27 steps searched. 
p2: total 33 steps searched. 
p0: total 17 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 8 r3.out 
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move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 4. 
move a job from processor 2 to processor 3. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 6. 
move a job from processor 4 to processor 7. 
move a job from processor 5 to processor 0. 
move a job from processor 1 to processor 7. 
move a job from processor 4 to processor 6. 
move a job from processor 2 to processor 5. 
move a job from processor 0 to processor 7. 
move a job from processor 3 to processor 4. 
move a job from processor 5 to processor 6. 
move a job from processor 5 to processor 3. 
move a job from processor 2 to processor 5. 
move a job from processor 6 to processor 2. 
move a job from processor 5 to processor 6. 
move a job from processor 6 to processor 2. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 2. 
move a job from processor 1 to processor 4. 
p3: total 27 steps searched. 
p7 found the path. 
p7: total 48 steps searched. 
p6: total 25 steps searched. 
p5: total 22 steps searched. 
processor 7 informs that the path has been found. 
move a job from processor 1 to processor 6. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->RIGHT--
>DOWN-->DOWN-->END 
p2: total 30 steps searched. 
move a job from processor 1 to processor 5. 
p4: total 30 steps searched. 
Total execution time is 0.064815 seconds. 
p1: total 42 steps searched. 
p0: total 17 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 8 r3.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 4. 
move a job from processor 2 to processor 3. 
move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 7. 
move a job from processor 4 to processor 7. 
move a job from processor 2 to processor 5. 
move a job from processor 4 to processor 6. 
move a job from processor 1 to processor 7. 
move a job from processor 0 to processor 5. 
move a job from processor 3 to processor 4. 
move a job from processor 5 to processor 6. 
move a job from processor 5 to processor 3. 
move a job from processor 2 to processor 5. 
move a job from processor 6 to processor 2. 
move a job from processor 1 to processor 0. 
move a job from processor 5 to processor 6. 
move a job from processor 0 to processor 2. 
move a job from processor 1 to processor 6. 
p3: total 27 steps searched. 
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p7 found the path. 
p7: total 53 steps searched. 
p5: total 20 steps searched. 
p4: total 28 steps searched. 
processor 7 informs that the path has been found. 
p1: total 42 steps searched. 
p6: total 30 steps searched. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->RIGHT--
>DOWN-->DOWN-->END 
p2: total 32 steps searched. 
Total execution time is 0.067602 seconds. 
p0: total 23 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ 
 
-- Using 9 Processors 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 9 r3.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 4. 
move a job from processor 1 to processor 3. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 7. 
move a job from processor 0 to processor 8. 
move a job from processor 2 to processor 8. 
move a job from processor 5 to processor 7. 
move a job from processor 2 to processor 7. 
move a job from processor 3 to processor 6. 
move a job from processor 2 to processor 8. 
move a job from processor 1 to processor 4. 
move a job from processor 1 to processor 3. 
move a job from processor 3 to processor 8. 
move a job from processor 6 to processor 0. 
move a job from processor 1 to processor 2. 
move a job from processor 3 to processor 8. 
move a job from processor 3 to processor 8. 
p3: total 28 steps searched. 
p2: total 27 steps searched. 
p5: total 8 steps searched. 
p6: total 28 steps searched. 
p7: total 34 steps searched. 
p0 found the path. 
p8: total 67 steps searched. 
p1: total 32 steps searched. 
move a job from processor 4 to processor 8. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->RIGHT--
>DOWN-->DOWN-->END 
Total execution time is 0.055131 seconds. 
p4: total 31 steps searched. 
p0: total 13 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 9 r3.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 4. 
move a job from processor 1 to processor 3. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 7. 
move a job from processor 2 to processor 8. 
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move a job from processor 5 to processor 7. 
move a job from processor 4 to processor 7. 
move a job from processor 3 to processor 6. 
move a job from processor 1 to processor 4. 
move a job from processor 0 to processor 8. 
move a job from processor 2 to processor 7. 
move a job from processor 1 to processor 8. 
move a job from processor 1 to processor 3. 
move a job from processor 6 to processor 1. 
move a job from processor 2 to processor 0. 
move a job from processor 1 to processor 8. 
move a job from processor 7 to processor 6. 
p3: total 28 steps searched. 
processor 1 informs that the path has been found. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->RIGHT--
>DOWN-->DOWN-->END 
p2: total 31 steps searched. 
Total execution time is 0.054763 seconds. 
p4: total 29 steps searched. 
p6: total 29 steps searched. 
p5: total 8 steps searched. 
p7: total 34 steps searched. 
p8: total 71 steps searched. 
p1 found the path. 
p1: total 29 steps searched. 
p0: total 12 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 9 r3.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 4. 
move a job from processor 1 to processor 3. 
move a job from processor 0 to processor 7. 
move a job from processor 0 to processor 8. 
move a job from processor 2 to processor 8. 
move a job from processor 3 to processor 6. 
move a job from processor 6 to processor 0. 
move a job from processor 6 to processor 7. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 6. 
move a job from processor 2 to processor 8. 
p5: total 4 steps searched. 
p0 found the path. 
p7: total 18 steps searched. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->RIGHT--
>DOWN-->DOWN-->END 
p3: total 16 steps searched. 
Total execution time is 0.032216 seconds. 
p6: total 11 steps searched. 
p4: total 16 steps searched. 
p0: total 13 steps searched. 
p8: total 54 steps searched. 
p1: total 25 steps searched. 
p2: total 24 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ 
 
-- Using 10 Processors 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 10 r3.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
  244
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 7. 
move a job from processor 7 to processor 5. 
move a job from processor 6 to processor 3. 
move a job from processor 1 to processor 8. 
move a job from processor 2 to processor 7. 
move a job from processor 4 to processor 3. 
move a job from processor 7 to processor 5. 
move a job from processor 2 to processor 6. 
move a job from processor 0 to processor 8. 
move a job from processor 0 to processor 9. 
move a job from processor 8 to processor 4. 
move a job from processor 1 to processor 3. 
move a job from processor 1 to processor 8. 
processor 4 informs that the path has been found. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->RIGHT--
>DOWN-->DOWN-->END 
p1: total 25 steps searched. 
p2: total 24 steps searched. 
move a job from processor 8 to processor 0. 
p7: total 24 steps searched. 
p6: total 18 steps searched. 
p5: total 10 steps searched. 
p3: total 10 steps searched. 
p4 found the path. 
p8: total 48 steps searched. 
p4: total 17 steps searched. 
Total execution time is 0.041060 seconds. 
p0: total 9 steps searched. 
p9: total 1 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 10 r3.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 7. 
move a job from processor 7 to processor 8. 
move a job from processor 4 to processor 3. 
move a job from processor 1 to processor 8. 
move a job from processor 2 to processor 6. 
move a job from processor 8 to processor 5. 
move a job from processor 0 to processor 8. 
move a job from processor 0 to processor 9. 
move a job from processor 1 to processor 3. 
move a job from processor 1 to processor 8. 
move a job from processor 2 to processor 4. 
move a job from processor 5 to processor 0. 
p3: total 11 steps searched. 
p7: total 8 steps searched. 
p4: total 19 steps searched. 
p8: total 51 steps searched. 
p6: total 16 steps searched. 
p0 found the path. 
p5: total 20 steps searched. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->RIGHT--
>DOWN-->DOWN-->END 
Total execution time is 0.042423 seconds. 
p1: total 30 steps searched. 
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p2: total 34 steps searched. 
p0: total 13 steps searched. 
p9: total 1 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 10 r3.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 7. 
move a job from processor 0 to processor 8. 
move a job from processor 1 to processor 8. 
move a job from processor 4 to processor 3. 
move a job from processor 2 to processor 6. 
move a job from processor 3 to processor 7. 
move a job from processor 2 to processor 5. 
move a job from processor 0 to processor 9. 
move a job from processor 0 to processor 3. 
move a job from processor 5 to processor 7. 
move a job from processor 8 to processor 4. 
move a job from processor 1 to processor 3. 
move a job from processor 6 to processor 0. 
move a job from processor 1 to processor 8. 
processor 4 informs that the path has been found. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->RIGHT--
>DOWN-->DOWN-->END 
Total execution time is 0.042247 seconds. 
p3: total 9 steps searched. 
p5: total 8 steps searched. 
p8: total 54 steps searched. 
p6: total 12 steps searched. 
p7: total 23 steps searched. 
p1: total 26 steps searched. 
p4 found the path. 
p2: total 25 steps searched. 
p4: total 17 steps searched. 
p0: total 13 steps searched. 
p9: total 1 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ 
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C6: Results of ARP Parallel Program for Configuration B 
-- Using 3 Processors 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 3 r4.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 1. 
move a job from processor 1 to processor 0. 
p0 found the path. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->LEFT--
>DOWN-->RIGHT-->UP-->LEFT-->DOWN-->DOWN-->RIGHT-->RIGHT-->END 
p2: total 1786 steps searched. 
Total execution time is 3.030940 seconds. 
p0: total 1918 steps searched. 
p1: total 1863 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 3 r4.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 1. 
move a job from processor 1 to processor 0. 
p0 found the path. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->LEFT--
>DOWN-->RIGHT-->UP-->LEFT-->DOWN-->DOWN-->RIGHT-->RIGHT-->END 
Total execution time is 3.030290 seconds. 
p1: total 1862 steps searched. 
p2: total 1786 steps searched. 
p0: total 1918 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 3 r4.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 1. 
move a job from processor 1 to processor 0. 
p0 found the path. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->LEFT--
>DOWN-->RIGHT-->UP-->LEFT-->DOWN-->DOWN-->RIGHT-->RIGHT-->END 
p1: total 1857 steps searched. 
Total execution time is 3.032365 seconds. 
p0: total 1918 steps searched. 
p2: total 1788 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ 
 
-- Using 4 Processors 
no results obtained. 
 
-- Using 6 Processors 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 6 r4.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 4. 
move a job from processor 2 to processor 3. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 5. 
move a job from processor 4 to processor 0. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 4. 
  247
move a job from processor 3 to processor 0. 
move a job from processor 2 to processor 4. 
move a job from processor 3 to processor 0. 
move a job from processor 2 to processor 3. 
move a job from processor 3 to processor 0. 
move a job from processor 0 to processor 5. 
move a job from processor 3 to processor 0. 
move a job from processor 3 to processor 5. 
move a job from processor 2 to processor 3. 
move a job from processor 3 to processor 0. 
move a job from processor 3 to processor 5. 
move a job from processor 4 to processor 2. 
move a job from processor 3 to processor 5. 
move a job from processor 2 to processor 3. 
move a job from processor 3 to processor 5. 
move a job from processor 3 to processor 0. 
move a job from processor 2 to processor 4. 
move a job from processor 0 to processor 2. 
move a job from processor 3 to processor 4. 
move a job from processor 2 to processor 3. 
move a job from processor 0 to processor 3. 
move a job from processor 1 to processor 3. 
move a job from processor 3 to processor 0. 
move a job from processor 3 to processor 4. 
move a job from processor 3 to processor 5. 
move a job from processor 3 to processor 2. 
move a job from processor 0 to processor 1. 
move a job from processor 1 to processor 3. 
move a job from processor 0 to processor 1. 
move a job from processor 3 to processor 5. 
move a job from processor 3 to processor 2. 
move a job from processor 3 to processor 4. 
move a job from processor 1 to processor 3. 
processor 2 informs that the path has been found. 
p3: total 1768 steps searched. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->LEFT--
>DOWN-->RIGHT-->UP-->LEFT-->DOWN-->DOWN-->RIGHT-->RIGHT-->END 
p2 found the path. 
Total execution time is 2.816228 seconds. 
p1: total 1725 steps searched. 
p2: total 1737 steps searched. 
p0: total 1795 steps searched. 
p4: total 1775 steps searched. 
p5: total 1803 steps searched. 
 
-- Using 7 Processors 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np  7 r4.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 3. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 3. 
move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 4. 
move a job from processor 1 to processor 0. 
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move a job from processor 5 to processor 4. 
move a job from processor 0 to processor 6. 
move a job from processor 5 to processor 4. 
move a job from processor 0 to processor 5. 
move a job from processor 5 to processor 4. 
move a job from processor 0 to processor 5. 
move a job from processor 5 to processor 4. 
move a job from processor 0 to processor 5. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 5. 
move a job from processor 5 to processor 4. 
move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 3. 
move a job from processor 0 to processor 6. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 1. 
move a job from processor 5 to processor 0. 
move a job from processor 2 to processor 1. 
move a job from processor 5 to processor 4. 
move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 5. 
p3: total 1457 steps searched. 
p2: total 1395 steps searched. 
p1: total 1400 steps searched. 
p4 found the path. 
p4: total 1474 steps searched. 
processor 4 informs that the path has been found. 
p5: total 1484 steps searched. 
A path is found in : BEGIN-->DOWN-->RIGHT-->DOWN-->LEFT-->UP-->RIGHT-
->DOWN-->LEFT-->UP-->UP-->RIGHT-->DOWN-->LEFT-->DOWN-->RIGHT-->RIGHT-
->END 
Total execution time is 2.317823 seconds. 
p6: total 1779 steps searched. 
p0: total 1487 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np  7 r4.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 3. 
move a job from processor 1 to processor 0. 
move a job from processor 1 to processor 3. 
move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 4. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 4. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 6. 
p5 found the path. 
p2: total 1194 steps searched. 
p3: total 1223 steps searched. 
p5: total 1250 steps searched. 
processor 5 informs that the path has been found. 
p4: total 1245 steps searched. 
p1: total 1193 steps searched. 
p6: total 1467 steps searched. 
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A path is found in : BEGIN-->DOWN-->RIGHT-->DOWN-->LEFT-->UP-->RIGHT-
->DOWN-->LEFT-->UP-->UP-->RIGHT-->DOWN-->LEFT-->DOWN-->RIGHT-->RIGHT-
->END 
Total execution time is 1.956785 seconds. 
p0: total 1254 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np  7 r4.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 3. 
move a job from processor 1 to processor 0. 
move a job from processor 1 to processor 3. 
move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 4. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 4. 
move a job from processor 1 to processor 0. 
processor 5 informs that the path has been found. 
A path is found in : BEGIN-->DOWN-->RIGHT-->DOWN-->LEFT-->UP-->RIGHT-
->DOWN-->LEFT-->UP-->UP-->RIGHT-->DOWN-->LEFT-->DOWN-->RIGHT-->RIGHT-
->END 
Total execution time is 1.954678 seconds. 
p5 found the path. 
p0: total 1251 steps searched. 
p5: total 1250 steps searched. 
p6: total 1466 steps searched. 
p4: total 1241 steps searched. 
p3: total 1222 steps searched. 
p1: total 1188 steps searched. 
p2: total 1194 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ 
 
-- Using 8 Processors 
mpi@Cluster10LEOP4 mpi]$ mpirun -np  8 r4.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 4. 
move a job from processor 2 to processor 3. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 7. 
move a job from processor 0 to processor 7. 
move a job from processor 0 to processor 7. 
move a job from processor 0 to processor 7. 
move a job from processor 6 to processor 7. 
move a job from processor 2 to processor 0. 
move a job from processor 6 to processor 7. 
move a job from processor 0 to processor 6. 
move a job from processor 6 to processor 7. 
move a job from processor 0 to processor 5. 
move a or 2 to processor 0. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 4. 
move a job from processor 6 to processor 7. 
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move a job from processor 0 to processor 6. 
move a job from processor 2 to processor 0. 
move a job from processor 6 to processor 7. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 6. 
move a job from processor 4 to processor 7. 
move a job from processor 0 to processor 5. 
move a job from processor 4 to processor 7. 
move a job from processor 0 to processor 6. 
move a job from processor 2 to processor 0. 
move a job from processor 0 to processor 6. 
move a job from processor 4 to processor 7. 
move a job from processor 4 to processor 7. 
move a job from processor 0 to processor 4. 
move a job from processor 1 to processor 7. 
move a job from processor 0 to processor 5. 
move a job from processor 2 to processor 0. 
move a job from processor 0 to processor 2. 
move a job from processor 4 to processor 5. 
move a job from processor 0 to processor 2. 
move a job from processor 4 to processor 5. 
move a job from processor 0 to processor 4. 
move a job from processor 1 to processor 0. 
move a job from processor 6 to processor 5. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 6. 
move a job from processor 6 to processor 5. 
move a job from processor 0 to processor 6. 
move a job from processor 2 to processor 3. 
move a job from processor 0 to processor 2. 
move a job from processor 6 to processor 5. 
move a job from processor 1 to processor 0. 
move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 2. 
move a job from processor 1 to processor 7. 
move a job from processor 6 to processor 5. 
move a job from processor 1 to processor 7. 
move a job from processor 0 to processor 1. 
move a job from processor 2 to processor 3. 
move a job from processor 1 to processor 7. 
move a job from processor 0 to processor 2. 
move a job from processor 1 to processor 0. 
move a job from processor 1 to processor 7. 
move a job from processor 1 to processor 7. 
move a job from processor 0 to processor 1. 
move a job from processor 2 to processor 7. 
move a job from processor 3 to processor 1. 
move a job from processor 1 to processor 0. 
move a job from processor 3 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 2 to processor 3. 
move a job from processor 6 to processor 4. 
move a job from processor 2 to processor 0. 
move a job from processor 3 to processor 1. 
move a job from processor 6 to processor 0. 
move a job from processor 4 to processor 2. 
move a job from processor 5 to processor 3. 
move a job from processor 5 to processor 1. 
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move a job from processor 2 to processor 5. 
move a job from processor 2 to processor 7. 
move a job from processor 0 to processor 6. 
p1: total 1433 steps searched. 
p3: total 1463 steps searched. 
p2: total 1484 steps searched. 
p7: total 2365 steps searched. 
p5: total 1496 steps searched. 
p0 found the path. 
A path is found in : BEGIN-->DOWN-->RIGHT-->DOWN-->LEFT-->UP-->RIGHT-
->DOWN-->LEFT-->UP-->UP-->RIGHT-->DOWN-->LEFT-->DOWN-->RIGHT-->RIGHT-
->END 
Total execution time is 2.344276 seconds. 
p4: total 1484 steps searched. 
p6: total 1774 steps searched. 
p0: total 1470 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np  8 r4.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 4. 
move a job from processor 2 to processor 3. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 7. 
move a job from processor 0 to processor 7. 
move a job from processor 0 to processor 7. 
move a job from processor 0 to processor 7. 
move a job from processor 6 to processor 7. 
move a job from processor 5 to processor 0. 
move a job from processor 6 to processor 7. 
move a job from processor 0 to processor 6. 
move a job from processor 5 to processor 0. 
move a job from processor 0 to processor 6. 
move a job from processor 6 to processor 7. 
move a job from processor 0 to processor 6. 
move a job from processor 4 to processor 6. 
move a job from processor 5 to processor 0. 
move a job from processor 6 to processor 7. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 5. 
move a job from processor 2 to processor 0. 
move a job from processor 2 to processor 5. 
move a job from processor 0 to processor 4. 
move a job from processor 6 to processor 7. 
move a job from processor 4 to processor 6. 
move a job from processor 6 to processor 7. 
move a job from processor 0 to processor 2. 
move a job from processor 6 to processor 7. 
move a job from processor 2 to processor 0. 
move a job from processor 0 to processor 4. 
move a job from processor 4 to processor 6. 
move a job from processor 4 to processor 6. 
move a job from processor 0 to processor 4. 
move a job from processor 2 to processor 0. 
move a job from processor 4 to processor 6. 
move a job from processor 0 to processor 4. 
move a job from processor 4 to processor 6. 
move a job from processor 0 to processor 4. 
move a job from processor 6 to processor 7. 
  252
move a job from processor 4 to processor 6. 
move a job from processor 0 to processor 4. 
move a job from processor 2 to processor 0. 
move a job from processor 4 to processor 7. 
move a job from processor 5 to processor 6. 
move a job from processor 0 to processor 4. 
move a job from processor 4 to processor 7. 
move a job from processor 4 to processor 7. 
move a job from processor 4 to processor 7. 
move a job from processor 0 to processor 4. 
move a job from processor 1 to processor 7. 
move a job from processor 2 to processor 0. 
move a job from processor 3 to processor 4. 
move a job from processor 0 to processor 2. 
move a job from processor 1 to processor 0. 
move a job from processor 6 to processor 2. 
move a job from processor 5 to processor 6. 
move a job from processor 4 to processor 2. 
move a job from processor 2 to processor 5. 
move a job from processor 5 to processor 6. 
move a job from processor 2 to processor 5. 
move a job from processor 5 to processor 6. 
move a job from processor 3 to processor 4. 
move a job from processor 2 to processor 3. 
move a job from processor 6 to processor 2. 
move a job from processor 6 to processor 4. 
move a job from processor 2 to processor 3. 
move a job from processor 0 to processor 2. 
move a job from processor 1 to processor 4. 
move a job from processor 5 to processor 3. 
move a job from processor 1 to processor 6. 
move a job from processor 2 to processor 5. 
move a job from processor 5 to processor 3. 
move a job from processor 0 to processor 1. 
move a job from processor 2 to processor 5. 
move a job from processor 1 to processor 7. 
move a job from processor 5 to processor 3. 
move a job from processor 1 to processor 6. 
move a job from processor 0 to processor 1. 
move a job from processor 1 to processor 6. 
move a job from processor 1 to processor 0. 
move a job from processor 2 to processor 5. 
move a job from processor 1 to processor 7. 
move a job from processor 2 to processor 0. 
move a job from processor 0 to processor 1. 
move a job from processor 1 to processor 7. 
move a job from processor 3 to processor 0. 
move a job from processor 6 to processor 7. 
move a job from processor 5 to processor 2. 
move a job from processor 3 to processor 1. 
move a job from processor 4 to processor 5. 
move a job from processor 3 to processor 2. 
move a job from processor 5 to processor 3. 
move a job from processor 5 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 1 to processor 6. 
move a job from processor 6 to processor 7. 
move a job from processor 3 to processor 0. 
move a job from processor 4 to processor 2. 
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move a job from processor 6 to processor 7. 
move a job from processor 2 to processor 7. 
move a job from processor 1 to processor 6. 
move a job from processor 5 to processor 1. 
move a job from processor 1 to processor 6. 
move a job from processor 5 to processor 3. 
move a job from processor 4 to processor 2. 
move a job from processor 1 to processor 4. 
move a job from processor 4 to processor 2. 
move a job from processor 1 to processor 4. 
move a job from processor 2 to processor 5. 
move a job from processor 2 to processor 1. 
move a job from processor 4 to processor 2. 
move a job from processor 2 to processor 5. 
move a job from processor 3 to processor 7. 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 1 to processor 5. 
move a job from processor 3 to processor 0. 
move a job from processor 2 to processor 4. 
move a job from processor 5 to processor 3. 
move a job from processor 1 to processor 4. 
move a job from processor 6 to processor 2. 
move a job from processor 1 to processor 5. 
processor 6 informs that the path has been found. 
A path is found in : BEGIN-->DOWN-->RIGHT-->DOWN-->LEFT-->UP-->RIGHT-
->DOWN-->LEFT-->UP-->UP-->RIGHT-->DOWN-->LEFT-->DOWN-->RIGHT-->RIGHT-
->END 
Total execution time is 2.543408 seconds. 
p6 found the path. 
p0: total 1609 steps searched. 
p6: total 1933 steps searched. 
p7: total 2581 steps searched. 
p4: total 1603 steps searched. 
p3: total 1588 steps searched. 
p1: total 1566 steps searched. 
p2: total 1595 steps searched. 
p5: total 1603 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np  8 r4.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 4. 
move a job from processor 2 to processor 3. 
move a job from processor 0 to processor 7. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 6. 
move a job from processor 5 to processor 0. 
move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 7. 
move a job from processor 5 to processor 0. 
move a job from processor 0 to processor 7. 
move a job from processor 0 to processor 6. 
move a job from processor 5 to processor 0. 
move a job from processor 4 to processor 6. 
move a job from processor 0 to processor 7. 
move a job from processor 0 to processor 5. 
move a job from processor 6 to processor 7. 
move a job from processor 2 to processor 5. 
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move a job from processor 2 to processor 0. 
move a job from processor 0 to processor 4. 
move a job from processor 6 to processor 7. 
move a job from processor 4 to processor 6. 
move a job from processor 4 to processor 7. 
move a job from processor 4 to processor 7. 
move a job from processor 2 to processor 0. 
move a job from processor 6 to processor 2. 
move a job from processor 4 to processor 7. 
move a job from processor 1 to processor 0. 
move a job from processor 3 to processor 4. 
move a job from processor 4 to processor 6. 
move a job from processor 4 to processor 7. 
move a job from processor 4 to processor 7. 
move a job from processor 6 to processor 2. 
move a job from processor 4 to processor 7. 
move a job from processor 4 to processor 7. 
move a job from processor 3 to processor 4. 
move a job from processor 1 to processor 7. 
move a job from processor 6 to processor 2. 
move a job from processor 6 to processor 2. 
move a job from processor 4 to processor 6. 
move a job from processor 6 to processor 2. 
move a job from processor 6 to processor 2. 
move a job from processor 3 to processor 4. 
move a job from processor 0 to processor 6. 
move a job from processor 2 to processor 3. 
move a job from processor 6 to processor 2. 
move a job from processor 2 to processor 3. 
move a job from processor 3 to processor 4. 
move a job from processor 3 to processor 4. 
move a job from processor 2 to processor 3. 
move a job from processor 6 to processor 2. 
processor 4 informs that the path has been found. 
p2: total 1131 steps searched. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->LEFT--
>DOWN-->RIGHT-->UP-->LEFT-->DOWN-->DOWN-->RIGHT-->RIGHT-->END 
Total execution time is 1.788404 seconds. 
p1: total 1098 steps searched. 
p0: total 1140 steps searched. 
p4 found the path. 
p3: total 1120 steps searched. 
p4: total 1145 steps searched. 
p7: total 1799 steps searched. 
p5: total 1119 steps searched. 
p6: total 1374 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ 
 
-- Using 9 Processors 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np  9 r4.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 4. 
move a job from processor 1 to processor 3. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 7. 
move a job from processor 0 to processor 8. 
move a job from processor 0 to processor 8. 
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move a job from processor 0 to processor 8. 
move a job from processor 0 to processor 8. 
move a job from processor 2 to processor 8. 
move a job from processor 5 to processor 0. 
move a job from processor 0 to processor 7. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 7. 
move a job from processor 2 to processor 5. 
move a job from processor 6 to processor 0. 
move a job from processor 6 to processor 7. 
move a job from processor 6 to processor 7. 
move a job from processor 0 to processor 6. 
move a job from processor 6 to processor 7. 
move a job from processor 6 to processor 7. 
move a job from processor 4 to processor 7. 
move a job from processor 0 to processor 6. 
move a job from processor 2 to processor 8. 
move a job from processor 6 to processor 0. 
move a job from processor 0 to processor 6. 
move a job from processor 2 to processor 0. 
move a job from processor 7 to processor 6. 
move a job from processor 0 to processor 2. 
move a job from processor 2 to processor 7. 
move a job from processor 0 to processor 4. 
move a job from processor 2 to processor 0. 
move a job from processor 3 to processor 7. 
move a job from processor 0 to processor 4. 
move a job from processor 7 to processor 6. 
move a job from processor 1 to processor 4. 
move a job from processor 5 to processor 0. 
move a job from processor 0 to processor 2. 
move a job from processor 1 to processor 3. 
move a job from processor 2 to processor 8. 
move a job from processor 2 to processor 8. 
move a job from processor 2 to processor 8. 
move a job from processor 2 to processor 8. 
move a job from processor 1 to processor 8. 
move a job from processor 0 to processor 2. 
move a job from processor 5 to processor 0. 
move a job from processor 2 to processor 5. 
move a job from processor 0 to processor 2. 
move a job from processor 2 to processor 5. 
move a job from processor 1 to processor 8. 
move a job from processor 6 to processor 0. 
move a job from processor 0 to processor 2. 
move a job from processor 2 to processor 5. 
move a job from processor 3 to processor 8. 
p3: total 910 steps searched. 
p1: total 886 steps searched. 
p4: total 909 steps searched. 
p6 found the path. 
processor 6 informs that the path has been found. 
p7: total 1433 steps searched. 
p6: total 1076 steps searched. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->LEFT--
>DOWN-->RIGHT-->UP-->LEFT-->DOWN-->DOWN-->RIGHT-->RIGHT-->END 
p8: total 3350 steps searched. 
p2: total 913 steps searched. 
Total execution time is 1.429307 seconds. 
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p5: total 910 steps searched. 
p0: total 910 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np  9 r4.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 4. 
move a job from processor 1 to processor 3. 
move a job from processor 0 to processor 7. 
move a job from processor 0 to processor 8. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 6. 
move a job from processor 5 to processor 0. 
move a job from processor 0 to processor 8. 
move a job from processor 0 to processor 8. 
move a job from processor 0 to processor 8. 
move a job from processor 2 to processor 8. 
move a job from processor 5 to processor 0. 
move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 5. 
move a job from processor 7 to processor 5. 
move a job from processor 5 to processor 0. 
move a job from processor 0 to processor 6. 
move a job from processor 7 to processor 5. 
move a job from processor 0 to processor 6. 
move a job from processor 5 to processor 0. 
move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 7. 
move a job from processor 5 to processor 7. 
move a job from processor 0 to processor 6. 
move a job from processor 3 to processor 6. 
move a job from processor 2 to processor 0. 
move a job from processor 2 to processor 5. 
move a job from processor 6 to processor 7. 
move a job from processor 2 to processor 8. 
move a job from processor 2 to processor 8. 
move a job from processor 2 to processor 8. 
move a job from processor 0 to processor 2. 
move a job from processor 2 to processor 8. 
move a job from processor 1 to processor 3. 
p7 found the path. 
p7: total 940 steps searched. 
p8: total 2164 steps searched. 
p5: total 586 steps searched. 
p1: total 592 steps searched. 
p3: total 593 steps searched. 
p2: total 594 steps searched. 
processor 7 informs that the path has been found. 
p6: total 708 steps searched. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->LEFT--
>DOWN-->RIGHT-->UP-->LEFT-->DOWN-->DOWN-->RIGHT-->RIGHT-->END 
p4: total 590 steps searched. 
Total execution time is 0.936123 seconds. 
p0: total 592 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np  9 r4.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 4. 
move a job from processor 1 to processor 3. 
move a job from processor 0 to processor 5. 
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move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 7. 
move a job from processor 0 to processor 8. 
move a job from processor 0 to processor 8. 
move a job from processor 0 to processor 8. 
move a job from processor 0 to processor 8. 
move a job from processor 0 to processor 8. 
move a job from processor 5 to processor 0. 
move a job from processor 2 to processor 8. 
move a job from processor 0 to processor 7. 
move a job from processor 0 to processor 5. 
move a job from processor 5 to processor 7. 
move a job from processor 0 to processor 5. 
move a job from processor 6 to processor 7. 
move a job from processor 6 to processor 0. 
move a job from processor 7 to processor 5. 
move a job from processor 6 to processor 7. 
move a job from processor 0 to processor 6. 
move a job from processor 6 to processor 0. 
move a job from processor 4 to processor 7. 
move a job from processor 7 to processor 6. 
move a job from processor 6 to processor 0. 
move a job from processor 2 to processor 8. 
move a job from processor 6 to processor 0. 
move a job from processor 7 to processor 5. 
move a job from processor 3 to processor 6. 
move a job from processor 2 to processor 7. 
move a job from processor 6 to processor 0. 
move a job from processor 7 to processor 5. 
move a job from processor 0 to processor 4. 
move a job from processor 1 to processor 3. 
move a job from processor 2 to processor 7. 
move a job from processor 2 to processor 7. 
move a job from processor 0 to processor 2. 
move a job from processor 2 to processor 7. 
move a job from processor 6 to processor 0. 
processor 4 informs that the path has been found. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->LEFT--
>DOWN-->RIGHT-->UP-->LEFT-->DOWN-->DOWN-->RIGHT-->RIGHT-->END 
Total execution time is 1.049326 seconds. 
p0: total 670 steps searched. 
p1: total 662 steps searched. 
p2: total 663 steps searched. 
p3: total 664 steps searched. 
p7: total 1062 steps searched. 
p6: total 799 steps searched. 
p5: total 652 steps searched. 
p4 found the path. 
p8: total 2378 steps searched. 
p4: total 669 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ 
 
-- Using 10 Processors 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 10 r4.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 7. 
move a job from processor 0 to processor 8. 
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move a job from processor 7 to processor 5. 
move a job from processor 0 to processor 9. 
move a job from processor 0 to processor 3. 
move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 6. 
move a job from processor 4 to processor 0. 
move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 8. 
move a job from processor 0 to processor 7. 
move a job from processor 6 to processor 9. 
move a job from processor 0 to processor 6. 
move a job from processor 4 to processor 0. 
move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 3. 
move a job from processor 0 to processor 4. 
move a job from processor 7 to processor 8. 
move a job from processor 4 to processor 0. 
move a job from processor 8 to processor 0. 
move a job from processor 2 to processor 4. 
move a job from processor 0 to processor 7. 
move a job from processor 0 to processor 3. 
move a job from processor 5 to processor 0. 
move a job from processor 6 to processor 3. 
move a job from processor 6 to processor 8. 
move a job from processor 1 to processor 8. 
move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 6. 
move a job from processor 8 to processor 7. 
move a job from processor 5 to processor 0. 
move a job from processor 2 to processor 6. 
move a job from processor 7 to processor 5. 
move a job from processor 6 to processor 0. 
move a job from processor 6 to processor 3. 
move a job from processor 6 to processor 9. 
move a job from processor 6 to processor 9. 
move a job from processor 1 to processor 8. 
move a job from processor 2 to processor 6. 
move a job from processor 6 to processor 9. 
move a job from processor 6 to processor 9. 
move a job from processor 2 to processor 6. 
move a job from processor 5 to processor 9. 
move a job from processor 2 to processor 6. 
move a job from processor 5 to processor 6. 
move a job from processor 0 to processor 2. 
move a job from processor 1 to processor 8. 
move a job from processor 7 to processor 5. 
p2: total 710 steps searched. 
p1: total 707 steps searched. 
p7: total 1107 steps searched. 
processor 6 informs that the path has been found. 
p4: total 713 steps searched. 
p3: total 714 steps searched. 
p5: total 714 steps searched. 
p8: total 2564 steps searched. 
p6 found the path. 
p6: total 843 steps searched. 
A path is found in : BEGIN-->DOWN-->DOWN-->RIGHT-->UP-->UP-->LEFT--
>DOWN-->RIGHT-->UP-->LEFT-->DOWN-->DOWN-->RIGHT-->RIGHT-->END 
Total execution time is 1.127311 seconds. 
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p0: total 709 steps searched. 
p9: total 1260 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 10 r4.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 5. 
move a job from processor 0 to processor 7. 
move a job from processor 4 to processor 3. 
move a job from processor 0 to processor 8. 
move a job from processor 0 to processor 9. 
move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 6. 
move a job from processor 4 to processor 0. 
move a job from processor 0 to processor 8. 
move a job from processor 0 to processor 8. 
move a job from processor 4 to processor 0. 
move a job from processor 0 to processor 8. 
move a job from processor 0 to processor 8. 
move a job from processor 0 to processor 8. 
move a job from processor 0 to processor 6. 
move a job from processor 4 to processor 0. 
move a job from processor 7 to processor 8. 
move a job from processor 2 to processor 6. 
move a job from processor 0 to processor 4. 
move a job from processor 8 to processor 4. 
move a job from processor 8 to processor 0. 
move a job from processor 0 to processor 7. 
move a job from processor 7 to processor 8. 
move a job from processor 7 to processor 8. 
move a job from processor 0 to processor 8. 
move a job from processor 8 to processor 7. 
move a job from processor 0 to processor 8. 
move a job from processor 5 to processor 7. 
move a job from processor 5 to processor 0. 
move a job from processor 0 to processor 9. 
move a job from processor 7 to processor 5. 
move a job from processor 5 to processor 0. 
move a job from processor 6 to processor 8. 
move a job from processor 7 to processor 5. 
move a job from processor 8 to processor 4. 
move a job from processor 5 to processor 7. 
move a job from processor 5 to processor 7. 
move a job from processor 3 to processor 7. 
move a job from processor 8 to processor 5. 
move a job from processor 5 to processor 0. 
move a job from processor 6 to processor 8. 
move a job from processor 0 to processor 9. 
move a job from processor 0 to processor 9. 
move a job from processor 0 to processor 9. 
move a job from processor 5 to processor 0. 
move a job from processor 8 to processor 5. 
move a job from processor 5 to processor 0. 
move a job from processor 0 to processor 9. 
move a job from processor 3 to processor 7. 
move a job from processor 6 to processor 0. 
move a job from processor 6 to processor 5. 
move a job from processor 6 to processor 8. 
move a job from processor 4 to processor 3. 
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move a job from processor 3 to processor 7. 
move a job from processor 6 to processor 8. 
move a job from processor 6 to processor 8. 
move a job from processor 6 to processor 8. 
move a job from processor 2 to processor 6. 
move a job from processor 1 to processor 8. 
move a job from processor 5 to processor 7. 
move a job from processor 4 to processor 3. 
move a job from processor 8 to processor 4. 
move a job from processor 1 to processor 3. 
move a job from processor 5 to processor 7. 
move a job from processor 6 to processor 5. 
move a job from processor 0 to processor 7. 
move a job from processor 6 to processor 0. 
move a job from processor 1 to processor 8. 
move a job from processor 0 to processor 9. 
move a job from processor 0 to processor 7. 
move a job from processor 0 to processor 9. 
move a job from processor 2 to processor 6. 
move a job from processor 6 to processor 0. 
move a job from processor 0 to processor 9. 
move a job from processor 0 to processor 7. 
p8 found the path. 
p8: total 2847 steps searched. 
p7: total 1437 steps searched. 
p6: total 710 steps searched. 
p1: total 876 steps searched. 
p3: total 895 steps searched. 
p5: total 875 steps searched. 
p2: total 880 steps searched. 
processor 8 informs that the path has been found. 
p4: total 905 steps searched. 
A path is found in : BEGIN-->DOWN-->RIGHT-->DOWN-->LEFT-->UP-->RIGHT-
->DOWN-->LEFT-->UP-->UP-->RIGHT-->DOWN-->LEFT-->DOWN-->RIGHT-->RIGHT-
->END 
Total execution time is 1.420868 seconds. 
p0: total 888 steps searched. 
p9: total 853 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ mpirun -np 10 r4.out 
move a job from processor 0 to processor 1. 
move a job from processor 0 to processor 2. 
move a job from processor 0 to processor 4. 
move a job from processor 0 to processor 7. 
move a job from processor 0 to processor 8. 
move a job from processor 7 to processor 5. 
move a job from processor 0 to processor 9. 
move a job from processor 0 to processor 3. 
move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 6. 
move a job from processor 4 to processor 0. 
move a job from processor 0 to processor 6. 
move a job from processor 0 to processor 8. 
move a job from processor 0 to processor 7. 
move a job from processor 0 to processor 9. 
move a job from processor 0 to processor 9. 
move a job from processor 4 to processor 0. 
move a job from processor 0 to processor 8. 
move a job from processor 0 to processor 3. 
move a job from processor 0 to processor 4. 
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move a job from processor 4 to processor 0. 
move a job from processor 0 to processor 4. 
move a job from processor 8 to processor 4. 
move a job from processor 6 to processor 9. 
move a job from processor 7 to processor 8. 
move a job from processor 6 to processor 3. 
move a job from processor 6 to processor 8. 
move a job from processor 1 to processor 8. 
move a job from processor 5 to processor 7. 
move a job from processor 2 to processor 6. 
move a job from processor 8 to processor 4. 
move a job from processor 5 to processor 7. 
move a job from processor 8 to processor 5. 
move a job from processor 3 to processor 7. 
move a job from processor 3 to processor 7. 
move a job from processor 5 to processor 7. 
move a job from processor 6 to processor 3. 
move a job from processor 6 to processor 9. 
move a job from processor 1 to processor 8. 
move a job from processor 8 to processor 5. 
move a job from processor 3 to processor 7. 
move a job from processor 6 to processor 9. 
move a job from processor 1 to processor 8. 
move a job from processor 6 to processor 9. 
move a job from processor 2 to processor 6. 
move a job from processor 6 to processor 9. 
move a job from processor 3 to processor 7. 
move a job from processor 6 to processor 3. 
p8 found the path. 
p8: total 2861 steps searched. 
processor 8 informs that the path has been found. 
p1: total 756 steps searched. 
A path is found in : BEGIN-->DOWN-->RIGHT-->DOWN-->LEFT-->UP-->RIGHT-
->DOWN-->LEFT-->UP-->UP-->RIGHT-->DOWN-->LEFT-->DOWN-->RIGHT-->RIGHT-
->END 
p2: total 755 steps searched. 
p7: total 1227 steps searched. 
Total execution time is 1.207893 seconds. 
p5: total 767 steps searched. 
p3: total 769 steps searched. 
p0: total 234 steps searched. 
p6: total 914 steps searched. 
p4: total 764 steps searched. 
p9: total 1451 steps searched. 
[mpi@Cluster10LEOP4 mpi]$ 
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APPENDIX D: MPI Functions 
 
MPI_ABORT 
MPI_ADDRESS 
MPI_ALLREDUCE 
MPI_ALLTOALL 
MPI_ATTR_GET 
MPI_ATTR_PUT 
MPI_BSEND 
MPI_BSEND_INIT 
MPI_CANCEL 
MPI_CARTDIM_GET 
MPI_CART_GET 
MPI_CART_MAP 
MPI_CART_SUB 
MPI_COMM_COMPARE 
MPI_COMM_FREE 
MPI_COMM_GROUP 
MPI_COMM_REMOTE_SIZE 
MPI_COMM_SIZE 
MPI_DIMS_CREATE 
MPI_ERRHANDLER_CREATE 
MPI_ERRHANDLER_SET 
MPI_ERROR_CLASS 
MPI_GATHER 
MPI_GATHERV 
MPI_GET_PROCESSOR_NAME 
MPI_GRAPHDIMS_GET 
MPI_GRAPH_MAP 
MPI_GRAPH_NEIGHBORS 
MPI_GROUP_DIFFERENCE 
MPI_GROUP_EXCL 
MPI_GROUP_INTERSECTION 
MPI_GROUP_RANGE_EXCL 
MPI_GROUP_SIZE 
MPI_GROUP_TRANSLATE_RANKS 
MPI_INIT 
MPI_INITIALIZED 
MPI_IPROBE 
MPI_IRECV 
MPI_ISSEND 
MPI_KEYVAL_CREATE 
MPI_OP_FREE 
MPI_PACK 
MPI_PROBE 
MPI_RECV 
MPI_REDUCE_SCATTER 
MPI_REQUEST_FREE 
MPI_SCAN 
MPI_SCATTER 
MPI_SENDRECV 
MPI_SENDRECV_REPLACE 
MPI_SSEND_INIT 
MPI_START 
MPI_TESTALL 
MPI_TESTANY 
MPI_TOPO_TEST 
MPI_TYPE_COMMIT 
MPI_TYPE_FREE 
MPI_ALLGATHER 
MPI_ALLGATHERV 
MPI_ALLTOALLV 
MPI_ATTR_DELETE 
MPI_BARRIER 
MPI_BCAST 
MPI_BUFFER_ATTACH 
MPI_BUFFER_DETACH 
MPI_CART_COORDS 
MPI_CART_CREATE 
MPI_CART_RANK 
MPI_CART_SHIFT 
MPI_COMM_CREATE 
MPI_COMM_DUP 
MPI_COMM_RANK 
MPI_COMM_REMOTE_GROUP 
MPI_COMM_SPLIT 
MPI_COMM_TEST_INTER 
MPI_ERRHANDLER_FREE 
MPI_ERRHANDLER_GET 
MPI_ERROR_STRING 
MPI_FINALIZE 
MPI_GET_COUNT 
MPI_GET_ELEMENTS 
MPI_GRAPH_CREATE 
MPI_GRAPH_GET 
MPI_GRAPH_NEIGHBORS_COUNT 
MPI_GROUP_COMPARE 
MPI_GROUP_FREE 
MPI_GROUP_INCL 
MPI_GROUP_RANGE_INCL 
MPI_GROUP_RANK 
MPI_GROUP_UNION 
MPI_IBSEND 
MPI_INTERCOMM_CREATE 
MPI_INTERCOMM_MERGE 
MPI_IRSEND 
MPI_ISEND 
MPI_KEYVAL_FREE 
MPI_OP_CREATE 
MPI_PACK_SIZE 
MPI_PCONTROL 
MPI_RECV_INIT 
MPI_REDUCE 
MPI_RSEND 
MPI_RSEND_INIT 
MPI_SCATTERV 
MPI_SEND 
MPI_SEND_INIT 
MPI_SSEND 
MPI_STARTALL 
MPI_TEST 
MPI_TESTSOME 
MPI_TEST_CANCELLED 
MPI_TYPE_CONTIGUOUS 
MPI_TYPE_EXTENT 
MPI_TYPE_HVECTOR 
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MPI_TYPE_HINDEXED 
MPI_TYPE_LB 
MPI_TYPE_SIZE 
MPI_TYPE_VECTOR 
MPI_UNPACK 
MPI_WAITANY 
MPI_WAITSOME 
MPI_TYPE_INDEXED 
MPI_TYPE_STRUCT 
MPI_TYPE_UB 
MPI_WAIT 
MPI_WAITALL 
MPI_WTICK 
MPI_WTIME 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
