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Abstract
Given a n-dimensional lamination endowed with a Riemannian metric, we in-
troduce the notion of a multiplicative cocycle of rank d, where n and d are arbitrary
positive integers. The holonomy cocycle of a foliation and its exterior powers as well
as its tensor powers provide examples of multiplicative cocycles. Next, we define the
Lyapunov exponents of such a cocycle with respect to a harmonic probability mea-
sure directed by the lamination. We also prove an Oseledec multiplicative ergodic
theorem in this context. This theorem implies the existence of an Oseledec decom-
position almost everywhere which is holonomy invariant. Moreover, in the case of
differentiable cocycles we establish effective integral estimates for the Lyapunov ex-
ponents. These results find applications in the geometric and dynamical theory of
laminations. They are also applicable to (not necessarily closed) laminations with
singularities. Interesting holonomy properties of a generic leaf of a foliation are
obtained. The main ingredients of our method are the theory of Brownian motion,
the analysis of the heat diffusions on Riemannian manifolds, the ergodic theory in
discrete dynamics and a geometric study of laminations.
2010 Mathematics Subject Classification. Primary 37A30, 57R30; Secondary 58J35, 58J65,
60J65.
Key words and phrases. lamination, foliation, harmonic measure, Wiener measure, Brownian
motion, Lyapunov exponents, multiplicative ergodic theorem, Oseledec decomposition, holonomy
invariant.
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CHAPTER 1
Introduction
We first recall the definition of a multiplicative cocycle in the context of discrete
dynamics. Let T be a measurable transformation of a probability measure space
(X,B, µ). Assume that µ is T -invariant (or equivalently, T preserves µ), that is,
µ(T−1B) = µ(B) for all B ∈ B (or equivalently, T∗µ = µ).
Definition 1.1. Let G be either N or Z. In case G = Z we assume further
that T is bi-measurable invertible1. A measurable function A : X ×G→ GL(d,R)
is called a multiplicative cocycle over T or simply a cocycle if for every x ∈ X,
A(x, 0) = id and the following multiplicative law holds
A(x, k + l) = A(T l(x), k)A(x, l), k, l ∈ G.
Throughout the Memoir, we use the notation log+ := max(0, log). Moreover,
the angle between two subspaces V,W of Rd (resp. Cd) is, by definition,
∡
(
V,W
)
:= min {arccos〈v, w〉 : v ∈ V, w ∈W, ‖v‖ = ‖w‖ = 1} .
Here 〈·, ·〉 (resp. ‖ · ‖) denotes the standard Euclidean inner product (resp. Eu-
clidean norm) of Rd or of Cd. Now we are able to state the classical Oseledec
Multiplicative Ergodic Theorem [30] (see also [25, 32]).
Theorem 1.2. Let T be as above and let A : X ×G→ GL(d,R) be a cocycle
such that the real-valued functions x 7→ log+ ‖A±1(x, 1)‖ are µ-integrable. Then
there exists Y ∈ B with TY ⊂ Y and µ(Y ) = 1 such that the following properties
hold:
(i) There is a measurable function m : Y → N with m ◦ T = m.
(ii) For each x ∈ Y there are real numbers
χm(x)(x) < χm(x)−1(x) < · · · < χ2(x) < χ1(x)
with χi(Tx) = χi(x) when 1 ≤ i ≤ m(x), and the function x 7→ χi(x) is measurable
on {x ∈ Y : m(x) ≥ i}. These numbers are called the Lyapunov exponents associ-
ated to the cocycle A at the point x.
(iii) For each x ∈ Y there is a decreasing sequence of linear subspaces
{0} ≡ Vm(x)+1(x) ⊂ Vm(x)(x) ⊂ · · · ⊂ V2(x) ⊂ V1(x) = R
d,
of Rd such that A(x, 1)Vi(x) = Vi(Tx) and that x 7→ Vi(x) is a measurable map from
{x ∈ Y : m(x) ≥ i} into the corresponding Grassmannian of Rd. This sequence of
subspaces is called the Lyapunov filtration associated to the cocycle A at the point
1 An invertible map T is said to be bi-measurable if both T and T−1 are measurable.
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x.
(iv) For each x ∈ Y and v ∈ Vi(x) \ Vi+1(x),
lim
n→∞
1
n
log
‖A(x, n)v‖
‖v‖
= χi(x).
(v) Suppose now that G = Z and that T is bi-measurable invertible. Then, for every
x ∈ Y, there exists m(x) linear subspaces H1(x), . . . , Hm(x)(x) of R
d such that
Vj(x) = ⊕
m(x)
i=j Hi(x),
with A(x, 1)Hi(x) = Hi(Tx), and x 7→ Hi(x) is a measurable map from {x ∈ Y :
m(x) ≥ i} into the corresponding Grassmannian of Rd. Moreover,
lim
n→±∞
1
|n|
log
‖A(x, n)v‖
‖v‖
= ±χi(x),
uniformly on v ∈ Hi(x) \ {0}, and the following limit holds
lim
n→∞
1
n
log sin
∣∣∡(HS(T nx), HN\S(T nx))∣∣ = 0,
where, for any subset S of N := {1, . . . ,m(x)}, we define HS(x) := ⊕i∈SHi(x).
The definition of cocycles and Theorem 1.2 can also be formulated using the
action of GL(d,C) on Cd instead of the action of GL(d,R) on Rd. The above fun-
damental theorem together with Pesin’s work in [31] constitute the nonuniform
hyperbolicity theory of maps. This theory is now one of the major parts of the gen-
eral dynamical theory and one of the main tools in studying highly sophisticated
behavior associated with “deterministic chaos”. Nonuniform hyperbolicity condi-
tions can be expressed in terms of the Lyapunov exponents. Namely, a dynamical
system is nonuniformly hyperbolic if it admits an invariant measure such that the
Lyapunov exponents associated to a certain representative cocycle of the system
are nonzero almost everywhere.
The ergodic theory of laminations is not so developed as that of maps or flows,
because of at least two reasons. The first one is that laminations which have
invariant measures are rather scarce. In fact, invariant measures for maps should
be replaced by harmonic measures for laminations. On the other hand, there is
the additional problem with “time”. In the dynamics of laminations, the concept
of linearly or time-ordered trajectories is replaced with the vague notion of multi-
dimensional futures for points, as defined by the leaves through the points. The
geometry of the leaves thus plays a fundamental role in the study of lamination
dynamics, which is a fundamentally new aspect of the subject, in contrast to the
study of diffeomorphisms, or Z-actions. This is the second reason. The reader
is invited to consult the surveys by Fornæss-Sibony [17], by Ghys [21], and by
Hurder [19] for a recent account on this subject. We mention here the approach
using Brownian motion which has been first introduced by Garnett [20] in order to
explore the dynamics of compact smooth laminations endowed with a transversally
continuous Riemannian metric. This method has been further pursued by many
authors (see, for example, Candel [3], Kaimanovich [23] etc).
The purpose of this Memoir is to establish an Oseledec multiplicative ergodic
theorem for laminations. This will be a starting attempt in order to develop a
nonuniform hyperbolicity theory for laminations. The natural framework of our
study is a given lamination endowed with a Riemannian metric which directs a
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harmonic probability measure. Our purpose consists of two tasks. The first one
is to formulate a good notion of (multiplicative) cocycles. Secondly, we define the
Lyapunov exponents for such cocycles and prove an Oseledec multiplicative ergodic
theorem in this context. The main examples of laminations we have in mind come
from two sources. The first one consists of all compact smooth laminations. It is
easy to endow each such a lamination with a transversally continuous Riemannian
metric. The second source comprises (possibly singular) foliations by Riemann
surfaces in the complex projective space Pk or in algebraic manifolds. Such a
foliation often admits a canonical Riemannian metric, namely, the Poincare´ metric.
However, this metric is transvesally measurable, it is continuous only in some good
cases (see Dinh-Nguyen-Sibony [12], Fornæss-Sibony [17] etc). Our main examples
of cocycles are the holonomy cocycles (or their tensor powers) of such foliations.
A recent result in our direction is obtained by Candel in [3] who defines the
Lyapunov exponent of additive cocycles . To state his result in the context of
multiplicative cocycles, we need to introduce some terminology and definition. A
precise formulation will be recalled in Chapter 2 below. Let (X,L ) be a lamination
endowed with a Riemannian metric tensor g on leaves. Let Ω := Ω(X,L ) be
the space consisting of all continuous paths ω : [0,∞) → X with image fully
contained in a single leaf. Consider the semi-group (T t)t∈R+ of shift-transformations
T t : Ω→ Ω defined for all t, s ∈ R+ by
(1.1) T t(ω)(s) := ω(s+ t), ω ∈ Ω.
For x ∈ X, let Ωx be the subspace consisting of all paths in Ω starting from x. We
endow Ωx with a canonical probability measure: the Wiener measure Wx. Let α be
a closed one-form on the leaves of (X,L ). Define a map A : Ω× R+ → C∗ by
A(ω, t) := e
∫
ω[0,t]
α
.
Clearly, the following multiplicative property holds A(ω, s+ t) = A(T tω, s)A(ω, t)
for all s, t ∈ R+. A is called the multiplicative cocycle associated to α.
A can be defined in the following manner. Let L be a leaf of (X,L ). Since α
is closed on L, it is exact when lifted to the universal cover π : L˜ → L of L, that
is, there is a complex-valued function f on L˜ such that df = π∗α. Then, if ω is a
path in L,
A(ω, t) := ef(ω˜(t))−f(ω˜(0)),
where ω˜ is any lift of ω to L˜. The value of A(ω, t) is independent of the lift ω˜ and
f. It depends only on α and the homotopy class of the curve ω|[0,t]. Let ∆ be the
Laplace operator associated to the metric tensor g of (X,L ). Consider the operator
δ which sends every closed one-form α to the function
δα(x) := (∆˜f)(x˜),
where x is a point in the leaf L, x˜ is a lift of x to L˜, i.e, x˜ ∈ π−1(x), f is related to
α as above, and ∆˜ is the lift to L˜ of the Laplace operator ∆ on L.
The following result of Candel gives the asymptotic value of multiplicative
cocycles of rank 1 (see [3, Section 8]).
Theorem 1.3. Let (X,L ) be a compact C 2-smooth lamination endowed with
a transversally continuous Riemannian metric g. Let µ be a harmonic probability
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measure directed by (X,L ). Let α be a closed one-form such that both α and δα
are bounded. Then for µ-almost every x ∈ X, the asymtotic value
χ(x) := lim
t→∞
1
t
log ‖A(ω, t)‖
exists for Wx-almost every ω ∈ Ωx. The real numbers χ(x) is called the Lyapunov
exponent associated to the cocycle A at x. Moreover,∫
X
χ(x)dµ(x) = Re
∫
X
δα(x)dµ(x),
where Re denotes the real part of a complex number. If, moreover, µ is ergodic,
then χ(x) is constant for µ-almost every x ∈ X.
An immediate application of Candel’s theorem is the case where (X,L ) is
a foliation of transversal (real or complex) dimension 1 and A is its holonomy
cocycle (see [2, 21]). Deroin [11] also obtains some similar results in the last case.
Since A takes its values in C∗ which is naturally identified with GL(1,C), Candel’s
result may be considered as Oseledec’s theorem for compact C 2-smooth laminations
endowed with a transversally continuous Riemannian metric in the case d = 1. Our
purpose may be rephrased as generalizing Candel’s theorem to the context of more
general laminations in arbitrary cocycle dimension d. More concretely, we need to
• introduce a large class of laminations for which neither the compactness of X
nor the transversal smoothness of the associated metric is required, the new class
should include not only compact smooth laminations, but also (possibly singular)
foliations by Riemann surfaces in algebraic manifolds;
• introduce a notion of (multiplicative) cocycles of arbitrary ranks which is
natural and which captures the essential features of Candel’s definition of cocycles
of rank 1 as well as the definition of cocycles for maps;
• construct an Oseledec decomposition and Lyapunov exponents at almost
every point in the spirit of Theorem 1.2 and Theorem 1.3.
To overcome the major difficulty with time-ordered trajectories we follow partly
the approach by Garnett and Candel using the Wiener measure Wx on Ωx. More
precisely, our idea is that the asymptotic behavior of a cocycle A at a point x and
a vector v ∈ Rd is determined by the asymptotic behavior of A(ω, ·)v where ω
is a typical path in Ωx that is, it is an element of a certain subset of Ωx of full
Wx-measure. However, in order to make this idea work in the context of arbitrary
rank d, we have to develop new techniques based on the so-called leafwise Lyapunov
exponents and the Lyapunov forward and backward filtrations. These techniques
are partly inspired by Ruelle’s work in [32]. Another crucial ingredient is the
construction of weakly harmonic measures which maximize (resp. minimize) some
Lyapunov exponents functionals. The next important tool is a procedure of splitting
invariant subbundles. In fact, we are inspired by the methods of Ledrappier [27],
Walters [35] in discrete dynamics. We improve the random ergodic theorems of
Kakutani and adapt it to the context of laminations in order to study totally
invariant sets. This is a key tool to explore the holonomy of the cocycles. We also
establish new measure, harmonic measure and ergodic theories on the sample-path
space Ω. Since the description of our method is rather involved, we postpone it
until the two next chapters.
Let us review shortly the main results of this work. A full development and
explanation will be given in Chapter 2 and Chapter 3 below. A cocycle of rank
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d on a lamination (X,L ) is a map A defined on Ω × G (Ω := Ω(X,L ) and G ∈
{N,R+}) with matrix-valued GL(d,K) (K ∈ {R,C}) satisfying identity, homotopy,
multiplicative and measurable laws. Now we are in the position to state the Main
Theorem in an incomplete and informal formulation:
Theorem 1.4. Let (X,L , g) be a lamination satisfying some reasonable stand-
ing hypotheses. Let A : Ω×G→ GL(d,K) be a cocycle. Let µ be a harmonic prob-
ability measure. Assume that A satisfies some integrability condition with respect
to µ. Then there exists a leafwise saturated Borel set Y ⊂ X with µ(Y ) = 1 such
that the following properties hold:
(i) There is a measurable function m : Y → N which is leafwise constant.
(ii) For each x ∈ Y there exists a decomposition of Kd as a direct sum of K-linear
subspaces
Kd = ⊕
m(x)
i=1 Hi(x),
such that A(ω, t)Hi(x) = Hi(ω(t)) for all ω ∈ Ωx and t ∈ G. Moreover, the map
x 7→ Hi(x) is a measurable map from {x ∈ Y : m(x) ≥ i} into the Grassmannian
of Kd. Moreover, there are real numbers
χm(x)(x) < χm(x)−1(x) < · · · < χ2(x) < χ1(x)
such that the function x 7→ χi(x) is measurable and leafwise constant on {x ∈ Y :
m(x) ≥ i}, and
lim
t→∞,t∈G
1
t
log
‖A(ω, t)v‖
‖v‖
= χi(x),
uniformly on v ∈ Hi(x)\{0}, for Wx-almost every ω ∈ Ωx. The numbers χm(x)(x) <
χm(x)−1(x) < · · · < χ2(x) < χ1(x) are called the Lyapunov exponents associated to
the cocycle A at the point x.
(iii) For S ⊂ N := {1, . . . ,m(x)} let HS(x) := ⊕i∈SHi(x). Then
lim
t→∞, t∈G
1
t
log sin
∣∣∡(HS(ω(t)), HN\S(ω(t)))∣∣ = 0
for Wx-almost every ω ∈ Ωx.
(iv) If, moreover, µ is ergodic, then the functions Y ∋ x 7→ m(x) as well as Y ∋
x 7→ dimHi(x) and Y ∋ x 7→ χi(x) are all constant. In this case χm < χm−1 <
· · · < χ2 < χ1 are called the Lyapunov exponents associated to the cocycle A.
It is worthy noting that the decomposition Kd = ⊕
m(x)
i=1 Hi(x) in (ii) depends
only on x, in particular, it does not depend on paths ω ∈ Ωx. We will see later that
Theorem 1.4 (i)–(iii) is the abridged version of Theorem 3.7, whereas Theorem 1.4
(iv) is the abridged version of Corollary 3.9 below. Moreover, Theorem 1.4 seems
to be the right counterpart of Theorem 1.2 in the context of laminations. Further
remarks as well as applications of the Main Theorem will be given after Theorem
3.7 below.
We will also see later that Theorem 3.12 below generalizes Theorem 1.3 to the
context of cocycles of arbitrary ranks. Since the framework of the former theorem
requires a good deal of preparations, we prefer to state it in the full form and
to discuss its applications in Chapter 3. Moreover, Theorem 9.22 below gives a
characterization of Lyapunov spectrum in the spirit of Ledrappier’s work in [27].
All our results demonstrate that there is a strong analogue between the dynamical
theory of maps and that of laminations.
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The Memoir is organized as follows. In Chapter 2 we develop the background
for our study. In particular, we introduce a new σ-algebra A on Ω which is one of
the main objects of our study. Chapter 3 is started with the notion of multiplicative
cocycles. Next, we state the main results and their corollaries. This chapter is ended
with a discussion on the perspectives of this work and an outline of our method.
The measure theory as well as the harmonic measure theory and the ergodic theory
for the measure space (Ω,A ) will be developed in Chapter 4 and Appendices.
Our techniques as well as the proofs of the main theorems and their corollaries
are presented in Chapters 5–9.
CHAPTER 2
Background
In this chapter, we develop the background for our study. We first introduce
the Riemannian laminations which are the main objects of our study. Some basic
properties of these objects and related notions such as positive harmonic measures
and covering laminations are also presented. Next, we recall the heat equations
on leaves and review the theory of Brownian motion in the context of Riemannian
laminations. This preparation allows us to develop a new measure theory for some
sample-path spaces. A comprehensive and modern exposition on the theory of
laminations could be found in the two volumes by Candel-Conlon [4, 5] or in
Walczak’s book [34].
2.1. (Riemannian) laminations and Laplacians
Let X be a separable locally compact space. Consider an atlas L of X with
charts
Φi : Ui → Bi × Ti,
where Ti is a locally compact metric space, Bi is a domain in R
n and Ui is an open
subset of X.
Definition 2.1. We say that (X,L ) is a lamination (of dimension n), or
equivalently, a continuous lamination (of dimension n) if all Φi are homeomorphism
and all the changes of coordinates Φi ◦ Φ
−1
j are of the form
(x, t) 7→ (x′, t′), x′ = Ψ(x, t), t′ = Λ(t)
where Ψ,Λ are continuous functions. Moreover, we say that (X,L ) is C k-smooth
for some k ∈ N∪{∞} if Ψ is C k-smooth with respect to x and its partial derivatives
of any order ≤ k with respect to x are jointly continuous with respect to (x, t).
In Chapter 7 and Chapter 9 below, the following weak form of laminations is
needed.
Definition 2.2. We say that (X,L ) is a measurable lamination of dimension
n if all Φi : Ui → Bi×Ti are bijective and Borel bi-measurable and if all the changes
of coordinates Φi ◦ Φ
−1
j are of the form
(x, t) 7→ (x′, t′), x′ = Ψ(x, t), t′ = Λ(t)
where Ψ,Λ are Borel measurable functions and Φi ◦ Φ
−1
j is homeomorphic on the
variable x when t is fixed. Moreover, we say that (X,L ) is C k-smooth for some
k ∈ N ∪ {∞} if Ψ is C k-smooth with respect to x.
The open set Ui is called a flow box and the manifold Φ
−1
i {t = c} in Ui with
c ∈ Ti is a plaque. The property of the above coordinate changes insures that
the plaques in different flow boxes are compatible in the intersection of the boxes.
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A leaf L is a minimal connected subset of X such that if L intersects a plaque,
it contains the plaque. So, a leaf L is a connected real manifold of dimension n
immersed in X which is a union of plaques. For a point x ∈ X let Lx denote the
leaf passing through x. We will only consider oriented laminations, i.e. the case
where the Φi preserve the canonical orientation on R
n. So, the leaves of X inherit
the orientation given by the one of Rn. A transversal in a flow box is a closed set
of the box which intersects every plaque in one point. In particular, Φ−1i ({x}×Ti)
is a transversal in Ui for any x ∈ Bi. In order to simplify the notation, we often
identify Ti with Φ
−1
i ({x} × Ti) for some x ∈ Bi or even identify Ui with Bi × Ti
via the map Φi.
When a lamination (X,L ) satisfies that X is a Riemannian manifold and that
the leaves of L are manifolds immersed in X , we say that (X,L ) is a foliation.
Moreover, (X,L ) is called a transversally C k-smooth foliation if there is an atlas
L of X with charts
Φi : Ui → Bi × Ti,
with Ti an open set of some R
d (or Cd) such that each above map Ψ is a diffeomor-
phism of class C k. For a transversally C 1-smooth foliation (X,L ), a transversal
section is a submanifold S of X such that for every flow box U and for every plaque
P of U, either S∩U does not intersect P, or S∩U is transverse to P at their unique
intersection.
We introduce the class of C k-smooth (real or complex-valued) functions de-
fined on a C k-smooth lamination (X,L ). Let Z be a separable, locally compact
metrizable space, and let U be an open subset of the product Rn × Z. A function
f : U → R is said to be C k-smooth at a point (x0, z0) if there is a neighborhood of
this point of the form D × Z0 such that the function z 7→ f(·, z) ∈ C
k(D) is con-
tinuous on Z, where C k(D) has the topology of uniform convergence on compact
subsets of all derivatives of order ≤ k. The function f is said to be C k-smooth in U
if it is C k-smooth at every point of U. Generalizing this definition, given an open
subset U of X, a function f : U → R (or C) is said to be C k-smooth if for any C k
atlas with charts
Φi : Ui → Bi × Ti,
the functions fi := f ◦ Φ
−1
i : Φi(Ui ∩ U) → R (or C) are C
k-smooth in the
previous sense. Denote by C k(U) the space of C k-smooth (real or complex-valued)
functions defined on U. Moreover, C k0 (U) denotes those elements of C
k(U) which
are compactly supported in U.
Definition 2.3. Let (X,L ) be a measurable lamination. A tensor g on
leaves of L is said to be a Riemannian metric on (X,L ) if, using the charts
Φi : Ui → Bi × Ti, g can be expressed as a collection of tensors (ωi) with the
following properties:
• (Metric condition) ωi is defined on Bi × Ti and has the following expression
ωi :=
n∑
p,q=1
gipq(x, t)dxp ⊗ dxq, x = (x1, . . . , xn) ∈ Bi, t ∈ Ti
where the matrix of functions (gipq) is symmetric and positive definite, and the
functions (gijk) are C
2-smooth with respect to x;
• (Compatibility condition) (Φi ◦ Φ
−1
j )∗ωj = ωi. We often write ωi := (Φi)∗g.
Moreover, g is said to be transversally measurable if
2.2. COVERING LAMINATIONS 9
• (Measurable condition) the functions (gijk) are Borel measurable with respect
to (x, t).
When (X,L ) is a lamination, we say that a metric g on (X,L ) is transversally
continuous if
• (Continuity condition) the functions (gijk) are continuous with respect to
(x, t).
Roughly speaking, transversal measurability (resp. transversal continuity) means
that the metric depends in a measurable (resp. continuous) way on transversals.
Since X is paracompact, we can use a partition of unity in order to construct a
Riemannian metric tensor g on any C 2-smooth lamination (X,L ) such that g is
transversally continuous.
Now we come to one of the main concepts of this chapter.
Definition 2.4. We say that a triplet (X,L , g) consisting of a C 2-smooth
measurable lamination (X,L ) and a tensor g on leaves of L is a Riemannian
measurable lamination, if g is a Riemannian metric on (X,L ) which is transversally
measurable. If, moreover, (X,L ) is a lamination, then we say that (X,L , g) is a
Riemannian lamination, or equivalently, a Riemannian continuous lamination.
Let (X,L , g) be a Riemannian measurable lamination. Then g induces a metric
tensor g|L on each leaf L of (X,L ), and thus a corresponding leafwise Laplacian
∆L. If u is a function on X that is of class C
2 along each leaf, then ∆u is, by
definition, the aggregate of the leafwise Laplacians ∆Lu. We say that ∆ is the
Laplacian, or equivalently, the Laplace operator.
2.2. Covering laminations
The covering lamination (X˜, L˜ ) of a lamination (X,L ) is, in some sense, its
universal cover. We give here its construction. For every leaf L of (X,L ) and
every point x ∈ L, let π1(L, x) denotes as usual the first fundamental group of
all continuous closed paths γ : [0, 1] → L based at x, i.e., γ(0) = γ(1) = x. Let
[γ] ∈ π1(L, x) be the class of a closed path γ based at x. Then the pair (x, [γ])
represents a point in (X˜, L˜ ). Thus the set of points of X˜ is well-defined. The leaf
L˜ passing through a given point (x, [γ]) ∈ X˜, is by definition, the set
L˜ := {(y, [δ]) : y ∈ Lx, [δ] ∈ π1(L, y)} ,
which is the universal cover of the leaf Lx.We put the following topological structure
on X˜ by describing a basis of open sets. Such a basis consists of all sets N (U, α), U
being an open subset of X and α being a homotopy on U. Here a homotopy α on U
is a continuous function α : U × [0, 1]→ X such that αx := α(x, ·) is a closed path
in Lx based at x for all x ∈ U (that is, αx[0, 1] ⊂ Lx and α(x, 0) = α(x, 1) = x,
∀x ∈ U), and
N (U, α) := {(x, [αx]) : x ∈ U} .
The projection π : X˜ → X is defined by π(x, [γ]) := x. It is clear that π is locally
homeomorphic. Let Φi : Ui → Bi × Ti be a chart of the atlas L of the lamination
(X,L ). By shrinking Ui if necessary, we may assume without loss of generality
that there is a homotopy αi on Ui. Consider the following chart on X˜ :
Φi,α : N (Ui, α)→ Bi × Ti
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given by Φi,α(x˜) = Φi(π(x˜)), x˜ ∈ N (Ui, α). Using these charts, an atlas L˜ of
X˜ is well-defined. Since π : (X˜, L˜ ) → (X,L ) maps leaves to leaves, (X˜, L˜ )
inherits the differentiable structure on leaves and the lamination structure from
(X,L ). If (X,L , g) is a Riemannian lamination, then we equip (X˜, L˜ ) with the
metric tensor π∗g so that (X˜, L˜ , π∗g) is also a Riemannian lamination. We call
π : (X˜, L˜ )→ (X,L ) the covering lamination projection of (X,L ).
Now we discuss the general case of measurable laminations.
Definition 2.5. Let (X,L ) be a measurable lamination. We say that a
mesurable lamination (X˜, L˜ ) is a covering (measurable) lamination of (X,L ) if
there is a surjective Borel measurable projection π : X˜ → X which maps leaves to
leaves and which is locally homeomorphic on each leaf and whose each fiber π−1(x),
x ∈ X, is at most countable. We also call π : (X˜, L˜ ) → (X,L ) the associated
covering lamination projection.
In contrast to the class of (continuous) laminations, a covering measurable
lamination of a measurable lamination does not exist in general, and if it exists it
may not be unique.
2.3. Heat kernels, (weakly) harmonic measures and Standing
Hypotheses
For every point x in an arbitrary leaf L of a Riemannian measurable lamination
(X,L , g), consider the heat equation on L
∂p(x, y, t)
∂t
= ∆yp(x, y, t), lim
t→0
p(x, y, t) = δx(y), y ∈ L, t ∈ R+.
Here
• ∆y = ∆|L denotes the leafwise Laplace operator (or equivalently, the leafwise
Laplacian) on L induced by the metric tensor g|L;
• δx denotes the Dirac mass at x, and the limit is taken in the sense of distri-
bution, that is,
lim
t→0+
∫
L
p(x, y, t)φ(y)dVolL(y) = φ(x)
for every smooth function φ compactly supported in L, where VolL denotes the
(Lebesgue) volume form on L induced by the metric tensor g|L.
The smallest positive solution of the above equation, denoted by p(x, y, t), is
called the heat kernel. Such a solution exists when L is complete and of bounded
geometry (see, for example, [8, 5]).
Definition 2.6. We say that a Riemannian measurable lamination (X,L , g)
satisfies Hypothesis (H1) if the leaves of L are all complete and of uniformly
bounded geometry with respect to g. The assumption of uniformly bounded ge-
ometry means that there are real numbers r > 0, and a, b such that for every point
x ∈ X, the injectivity radius of the leaf Lx at x is ≥ r and all sectional curvatures
belong to the interval [a, b].
Assuming this hypothesis then the heat kernel p(x, y, t) exists on all leaves. The
heat kernel gives rise to a one-parameter family {Dt : t ≥ 0} of diffusion operators
defined on bounded functions on X :
(2.1) Dtf(x) :=
∫
Lx
p(x, y, t)f(y)dVolLx(y), x ∈ X.
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We record here the semi-group property of this family:
(2.2) D0 = id and Dt+s = Dt ◦Ds for t, s ≥ 0.
We note the following relation between the diffusion in a complete Riemannian
manifold L and in its universal cover L˜. In this Memoir, we often identify the
fundamental group π1(L) with the group of deck-transformations of the universal
covering projection π : L˜ → L. It is well-known that π1(L) is at most countable.
Recall that L˜ is endowed with the metric π∗(g|L). The Laplace operator ∆ on the
Riemannian manifold (L, g|L) lifts to ∆˜ on the Riemannian manifold (L˜, π
∗(g|L)),
which commutes with π. To the operator ∆˜ is associated the heat kernel p˜(x˜, y˜, t),
which is related to p(x, y, t) on L by
(2.3) p(x, y, t) =
∑
γ∈π1(L)
p˜(x˜, γy˜, t)
where x˜, y˜ are lifts of x and y respectively. Moreover, we infer from (2.3) that the
heat kernel is invariant under deck-transformations, that is,
(2.4) p˜(γx˜, γy˜, t) = p˜(x˜, y˜, t)
for all γ ∈ π1(L) and x˜, y˜ ∈ L˜ and t ≥ 0. As an immediate consequence of identity
(2.3), we obtain the following relation between Dt and the heat diffusions D˜t on L˜.
Proposition 2.7. For every bounded measurable function f defined on L and
every t ∈ R+,
D˜t(f ◦ π) = (Dtf) ◦ π on L˜.
The following definitions will be used throughout the article.
Definition 2.8. Let (X,L , g) be a Riemannian measurable lamination. Let
∆ be its Laplacian, that is, the aggregate of the leafwise Laplacians {∆x}x∈X .
We say that (X,L , g) satisfies Hypothesis (H2) if (X,L , g) is a Riemannian
lamination and if ∆u is bounded for every u ∈ C 20 (X).
We say that (X,L , g) satisfies the Standing Hypotheses if this triplet satisfies
both Hypotheses (H1) and (H2).
When (X,L , g) satisfies Hypothesis (H1), a positive finite Borel measure µ on
X is called very weakly harmonic (resp. weakly harmonic) if the following property
(i) is satisfied for t = 1 (resp. for all t ∈ R+):
(i)
∫
X
Dtfdµ =
∫
X
fdµ for all bounded measurable functions f defined on X.
When (X,L , g) satisfies the Standing Hypotheses, a measure µ is called har-
monic if it is weakly harmonic and if it satisfies the following additional property:
(ii)
∫
X ∆fdµ = 0 for all functions f ∈ C
2
0 (X).
Remark 2.9. Hypothesis (H2) guarantees that the function ∆f is bounded,
hence µ-integrable for every f ∈ C 20 (X). Consequently, the integral in property (ii)
makes sense.
In the literature the term diffusion-invariant is often used instead of weakly
harmonic.
Originally, Garnett’s definition of harmonic measures (see [20]) consists only of
property (ii). However, she only deals with the following context: (X,L ) is a com-
pact C 2-smooth lamination endowed with a transversally continuous Riemannian
metric g. In this context it is known (see, for instance, [5, 3]) that (i) being valid
for all t ∈ R+ is equivalent to (ii), that is, weakly harmonic measures, harmonic
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measures in our sense and harmonic measures in the sense of Garnett are all equiv-
alent. On the other hand, the same equivalence holds when (X,L ) is the regular
part of a compact foliation by Riemann surfaces with linearizable singularities (see
[12]).
It is worthy noting here that, for every (X,L , g) satisfying Hypothesis (H1),
we have that
(2.5) ‖Dtf‖L∞(X) ≤ ‖f‖L∞(X)
for every bounded function f and every t ∈ R+, because
∫
Lx
p(x, y, t)dVolLx(y) = 1
(see Chavel [8]). This, combined with (i) and an interpolation argument, implies
that for every (X,L , g) satisfying the Standing Hypotheses and every weakly har-
monic measure µ, we get that
(2.6) ‖Dtf‖Lq(X,µ) ≤ ‖f‖Lq(X,µ)
for every 1 ≤ q ≤ ∞, t ∈ R+ and every function f ∈ Lq(X,µ). In other words, the
norm of the operator Dt on L
q(X,µ) is ≤ 1.
We have the following decomposition (see Proposition 4.7.9 in [34]).
Proposition 2.10. Let µ be a harmonic measure on X. Let U ≃ B × T be a
flow box as above which is relatively compact in X. Then, there is a positive Radon
measure ν on T and for ν-almost every t ∈ T there is a positive harmonic function
ht on B such that if K is compact in B, the integral
∫
T
‖ht‖L1(K)dν(t) is finite and∫
fdµ =
∫
T
( ∫
B
ht(y)f(y, t)dVolt(y)
)
dν(t)
for every continuous compactly supported function f on U. Here Volt(y) denotes
the volume form on B induced by the metric tensor g|B×{t}.
Proof. The local decomposition is provided by the disintegration of the mea-
sure with respect to the fibration π : U ≃ B×T→ T which is constant on the leaves.
This allows to find a measure ν := π∗(µ|U) on T and a measurable assignment of a
probability measure λt on B to ν-almost all t ∈ T such that∫
fdµ =
∫
T
( ∫
y∈B
f(y, t)dλt(y)
)
dν(t)
for every continuous compactly supported function f on U. This is a point where
the local compactness of X is used. Next, we consider the convex closed set of all
harmonic probability measures supported in U. Let θ be an extremal element of the
last set. Writing θ = (1 − χ)θ + χθ for some continuous function t 7→ χ(t) which
is defined and compactly supported on T such that 0 ≤ χ ≤ 1, it follows that θ is
supported on a single fiber t, that is, θ = λ⊗δt, where λ is a probability measure on
B×{t} and δt is the Dirac mass at t. Since θ is harmonic we deduce from Definition
2.8 (ii) and from the regularity results for weak solutions to elliptic differential
equations that λ = htVolt, where ht is a harmonic function on the plaque B × {t}
and Volt is the Riemannian volume form on this plaque. Using this representation,
the Choquet decomposition theorem [9] allows us to conclude the proof. 
Throughout the Memoir unless otherwise specified we assume that
(X,L , g) satisfies the Standing Hypotheses (H1) and (H2).
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2.4. Brownian motion and Wiener measures without holonomy
In this section we follow the expositions given in [5] and [3]. Recall first the
following terminology. An algebra A on a set Σ is a family of subsets of Σ such
that Σ ∈ A and that X \ A ∈ A and A ∩ B ∈ A for all A, B ∈ A . If, moreover,
A is stable under countable intersections, i.e.,
⋂∞
n=1 An ∈ A for any sequence
(An)
∞
n=1 ⊂ A , then A is said to be a σ-algebra. The (σ-) algebra generated by a
family S of subsets of Σ is, by definition, the smallest (σ-)algebra containing S .
If Σ is a topological space, then the Borel (σ-)algebra is the (σ-)algebra generated
by all open sets of Σ. The Borel σ-algebra of Σ is denoted by B(Σ). The elements
of B(Σ) are called Borel sets.
Let (X,L , g) be a Riemannian measurable lamination satisfying Hypothe-
sis (H1). Let Ω := Ω(X,L ) be the space consisting of all continuous paths
ω : [0,∞)→ X with image fully contained in a single leaf. This space is called the
sample-path space associated to (X,L ). Observe that Ω can be thought of as the
set of all possible paths that a Brownian particle, located at ω(0) at time t = 0,
might follow as time progresses. The heat kernel will be used to construct a family
{Wx}x∈X of probability measures on Ω.
The construction of the measures on Ω needs to be done first in the space of
all maps from the half-line R+ = [0,∞) into X, which is denoted by X [0,∞). The
natural topology of this space is the product topology, but its associated Borel
σ-algebra is too large for most purposes. Instead, we will use the σ-algebra C
generated by cylinder sets (with non-negative times). Recall that a cylinder set is
a set of the form
C = C({ti, Bi} : 1 ≤ i ≤ m) :=
{
ω ∈ X [0,∞) : ω(ti) ∈ Bi, 1 ≤ i ≤ m
}
,
where m is a positive integer and the Bi are Borel subsets of X, and 0 ≤ t1 < t2 <
· · · < tm is a set of increasing times. In other words, C consists of all elements of
X [0,∞) which can be found within Bi at time ti.
The structure of the measure space (X [0,∞),C) is best understood by viewing
it as an inverse limit. To do so, let the collection of finite subsets of [0,∞) be
partially ordered by inclusion. Associated to each finite subset F of [0,∞) is the
measure space (XF ,XF ), where XF is the Borel σ-algebra of the product topology
on XF . Each inclusion of finite sets E ⊂ F canonically defines a projection πEF :
XF → XE which drops the finitely many coordinates in F \E. These projections are
continuous, hence measurable, and consistent, for if E ⊂ F ⊂ G, then πEF ◦πFG =
πEG. The family {(X
F ,XF ), πEF | E ⊂ F ⊂ [0,∞) finite} is an inverse system of
spaces, and its inverse limit is X [0,∞) with canonical projections πF : X
[0,∞) →
XF . The σ-algebra C generated by the cylinder sets is the smallest one making all
the projections πF measurable.
For each x ∈ X, a probability measure Wx on the measure space (X
[0,∞),C)
will now be defined. If F = {0 ≤ t1 < · · · < tm} is a finite subset of [0,∞) and
CF := B1 × · · · ×Bm is a cylinder set of (X
F ,XF ), define
(2.7) WFx (C
F ) :=
(
Dt1(χB1Dt2−t1(χB2 · · ·χBm−1Dtm−tm−1(χBm) · · · ))
)
(x),
where χBi is the characteristic function of Bi and Dt is the diffusion operator given
by (2.1). It is an obvious consequence of the semi-group property of Dt (see (2.2)
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that if E ⊂ F are finite subsets of [0,∞) and CE is a cylinder subset of XE, then
WEx (C
E) =WFx (π
−1
EF (C
E)).
Let S be the (non σ-) algebra generated by the cylinder sets in X [0,∞). The above
identity implies that WFx given in (2.7) extends to a countably additive, increasing,
non-negative-valued function a measure Wx on S (see Kolmogorov’s theorem [15,
Theorem 12.1.2]), hence to an outer measure on the family of all subsets of X [0,∞).
The σ-algebra of sets that are measurable with respect to this outer measure con-
tains the cylinder sets, hence contains the σ-algebra C. The Carathe´odory-Hahn
extension theorem [36] then guarantees that the restriction of this outer measure
to C is the unique measure agreeing with Wx on the cylinder sets. This measure
Wx gives the set of paths ω ∈ X
[0,∞) with ω(0) = x total probability.
Theorem 2.11. The subset Ω of X [0,∞) has outer measure 1 with respect to
Wx.
Proof. Although this result is stated in Theorem C.2.13 in [5], we still give
here a more complete argument for the reader’s convenience. The case where X is
a single leaf has been proved in Appendix C4 in [5]. Note that here is the place
where we make use of the Hypothesis (H1). The general case of a lamination (X,L )
follows almost along the same lines. More precisely, Lemma C.4.2 in [5] still holds
in the context of a lamination (X,L ) noting that given a countable subset F of
[0,∞), then
Wx
({
ω ∈ X [0,∞) : ω(t) 6∈ Lx for some t ∈ F
})
= 0.

Let A˜ := A˜ (Ω) = A˜ (X,L ) be the σ-algebra on Ω consisting of all sets A of
the form A = C ∩ Ω, with C ∈ C. Then we define the Wiener measure at a point
x ∈ X by the formula:
(2.8) Wx(A) =Wx(C ∩Ω) :=Wx(C).
Wx is well-defined on A˜ . Indeed, the Wx-measure of any measurable subset of
X [0,∞) \ Ω is equal to 0 by Theorem 2.11. If C,C′ ∈ C and C ∩ Ω = C′ ∩ Ω,
then the symmetric difference (C \ C′) ∪ (C′ \ C) is contained in X [0,∞) \ Ω, so
Wx(C) = Wx(C
′). Hence, Wx produces a probability measure on (Ω, A˜ ). We say
that A ∈ A˜ is a cylinder set (in Ω) if A = C ∩Ω for some cylinder set C ∈ C. The
measure space (Ω, A˜ ) has been thoroughly investigated in the works of Candel and
Conlon in [5, 3]. We record here a useful property of cylinder sets (in Ω).
Proposition 2.12. 1) If A and B are two cylinder sets, then A∩B is a cylinder
set and Ω \A is a finite union of mutually disjoint cylinder sets. In particular, the
family of all finite unions of cylinder sets forms an algebra on Ω.
2) If A is a countable union of cylinder sets, then it is also a countable union of
mutually disjoint cylinder sets.
Proof. Part 1) follows easily from the definition of cylinder sets.
To prove Part 2) let A = ∪∞n=1An with An a cylinder set. Write A = ∪
∞
n=1Bn,
where B1 := A1 and Bn := An \ Bn−1 for n > 1. Then Bn ∩ Bm = ∅ for n 6= m.
On the other hand, using Part 1) we can show by induction on n that each Bn is
a finite union of mutually disjoint cylinder sets. This proves Part 2). 
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2.5. Wiener measures with holonomy
Let (X,L , g) be a Riemannian measurable lamination satisfying Hypothesis
(H1) and let Ω := Ω(X,L ). Assume in addition that there is a covering measurable
lamination (X˜, L˜ ) of (X,L ). This assumption is automatically satisfied when, for
example, (X,L ) is a lamination. The measure space (Ω, A˜ ) defined in the previous
section does not detect the holonomy of the leaves. Here is a simple example.
Example 2.13. Given two points x0, x1 in a common leaf L, the cylinder set
C = C
(
{0, {x0}}, {1, {x1}}
)
= {ω ∈ Ω : ω(0) = x0, ω(1) = x1}
does not distinguish the homotopy type of the path ω|[0,1] in L.
Now we introduce a new σ-algebra A on Ω which contains A˜ and which has
the advantage of taking into account the holonomy of the leaves. This new object
will play a vital role in this Memoir. Let π : (X˜, L˜ ) → (X,L ) be the covering
lamination projection. It is a leafwise map. Fix an arbitrary x˜ ∈ X˜ and x := π(x˜) ∈
X. Let Ωx = Ωx(X,L ) be the space of all continuous leafwise paths starting at x
in (X,L ), that is,
Ωx := {ω ∈ Ω : ω(0) = x} .
Analogously, let Ω˜x˜ = Ωx˜(X˜, L˜ ) be the space of all continuous leafwise paths
starting at x˜ in (X˜, L˜ ). Every path ω ∈ Ωx lifts uniquely to a path ω˜ ∈ Ω˜x˜ in
the sense that π ◦ ω˜ = ω, that is, π(ω˜(t)) = ω(t) for all t ≥ 0. In what follows
this bijective lifting is denoted by π−1x˜ : Ωx → Ω˜x˜. So π ◦ (π
−1
x˜ (ω)) = ω, ω ∈ Ωx.
By Section 2.4, we construct a σ-algebra A˜ (Ω˜) on Ω˜ := Ω(X˜, L˜ ) which is the
σ-algebra generated by all cylinder sets in Ω˜.
Definition 2.14. Let A = A (Ω) be the σ-algebra generated by all sets of
following family {
π ◦ A˜ : cylinder set A˜ in Ω˜
}
,
where π ◦ A˜ := {π ◦ ω˜ : ω˜ ∈ A˜}.
For a point x ∈ X, we apply the previous definition to the lamination consisting
of a single leaf L := Lx with its covering projection π : L˜→ L. By setting Ω := Ω(L)
and Ω˜ := Ω(L˜) 1 in this context, we can define the σ-algebra A (L) := A (Ω(L)).
Let Ax be the restriction of A (L) on the set Ωx. So Ax is a σ-algebra on Ωx.
Observe that A˜ ⊂ A and that the equality holds if all leaves of (X,L ) have
trivial holonomy. Moreover, we also have that Ax ⊂ A . Note that A (Ω˜) = A˜ (Ω˜).
Now we construct a family {Wx}x∈X of probability Wiener measures on (Ω,A ).
For a point x ∈ X, we want to define formally the so-called Wiener measure (with
holonomy) at x as follows:
(2.9) Wx(A) :=Wx˜(π
−1
x˜ A), A ∈ A ,
where x˜ is a lift of x under the projection π : L˜→ L = Lx, and
π−1x˜ (A) :=
{
π−1x˜ ω : ω ∈ A ∩Ωx
}
,
1 When a lamination (X,L ) consists of a single leaf L, i.e. (X,L ) = (L, L), we often write
Ω(L) instead of Ω(L, L).
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and Wx˜ is the probability measure on (Ω(L˜), A˜ (L˜)) given by (2.8).
Given a σ-finite positive Borel measure µ on X, we want to construct formally
a σ-finite positive measure µ¯ on (Ω,A ) as follows:
(2.10) µ¯(A) :=
∫
X
(∫
ω∈A∩Ωx
dWx
)
dµ(x) =
∫
X
Wx(A)dµ(x), A ∈ A .
The measure µ¯ (if well-defined) is called theWiener measure with initial distribution
µ.
When (X,L , g) is a Riemannian lamination endowed with its covering lam-
ination projection π : (X˜, L˜ , π∗g) → (X,L , g), the next two results show that
formulas (2.9) and (2.10) are, in fact, well-defined.
Theorem 2.15. Let (X,L , g) be a Riemannian lamination.
(i) Then for every x ∈ X and x˜ ∈ π−1(x) and A ∈ A , π−1x˜ A ∈ A˜ (Ω˜) and the value
of Wx(A) defined in (2.9) is independent of the choice of x˜ ∈ π
−1(x). Moreover,
Wx is a probability measure on (Ω,A ).
(ii) π−1A ∈ A˜ (Ω˜) for every A ∈ A , where
π−1(A) :=
{
ω˜ ∈ Ω˜ : π ◦ ω˜ ∈ A
}
.
Since the proof of this theorem is somehow technical, we postpone it to Ap-
pendix A.3 and A.7 below for the sake of clarity.
Theorem 2.16. If (X,L , g) is a Riemannian lamination.
(i) Then for each element A ∈ A , the function X ∋ x 7→ Wx(A) ∈ [0, 1] is Borel
measurable.
(ii) If µ is a σ-finite positive Borel measure (resp. a Borel probability measure) on
X, then µ¯ given in (2.10) is σ-finite positive measure (resp. a probability measure)
on (Ω,A ).
The above result will be proved in Appendix A.7.
At first reading the reader may skip the remainder of this chapter and jump
ahead to the next one. In Chapter 7 and Chapter 9 below, we need to work with
measurable laminations which possess nice properties as the Riemannian (continu-
ous) laminations. This gives rise to the following
Definition 2.17. We say that a Riemannian measurable lamination (X,L , g)
is a (Riemannian) continuous-like lamination if there is a covering measurable
lamination (X˜, L˜ ) of (X,L ) together with its covering lamination projection π :
(X˜, L˜ , π∗g)→ (X,L , g) such that the following properties hold:
(i-a) There is a global section of π, that is, there is a Borel measurable map
s : X → X˜ such that π(s(x)) = x, x ∈ X.
(i-b) There is a family of maps si : Ei → X˜, with Ei ⊂ X, indexed by a (at most)
countable set I, satisfying the following three properties:
• each si is a local section of π, that is, π(si(x)) = x for all x ∈ Ei and i ∈ I;
• for each i ∈ I, both Ei and si(Ei) are Borel sets, and the surjective map
si : Ei → si(Ei) is Borel bi-measurable;
• the family (si)i∈I generates all fibers of π, that is,
π−1(x) := {si(x) : x ∈ Ei and i ∈ I} , x ∈ X.
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(ii) For every x ∈ X and x˜ ∈ π−1(x) and A ∈ A , π−1x˜ A ∈ A˜ (Ω˜) and the value of
Wx(A) defined in (2.9) is independent of the choice of x˜ ∈ π
−1(x). Moreover, Wx
is a probability measure on (Ω,A ).
(iii) For every A ∈ A , π−1A ∈ A˜ (Ω˜).
(iv) For each element A ∈ A , the function X ∋ x 7→ Wx(A) ∈ [0, 1] is Borel
measurable. For each element A ∈ A (Ω˜), the function X˜ ∋ x˜ 7→ Wx˜(A˜) ∈ [0, 1] is
Borel measurable.
(v) If µ is a σ-finite positive Borel measure (resp. a Borel probability measure) on
X, then µ¯ given in (2.10) is σ-finite positive measure (resp. a probability measure)
on (Ω,A ).
The following result justifies the terminology Riemannian continuous-like.
Proposition 2.18. A Riemannian (continuous) lamination (X,L , g) endowed
with its covering lamination projection π : (X˜, L˜ , π∗g)→ (X,L , g) is Riemannian
continuous-like.
Proof. By Theorem 2.15, Definition 2.17 (ii)-(iii) are fulfilled. By Theorem
2.16, Definition 2.17 (iv)-(v) are fulfilled. So it remains to check Definition 2.17
(i-a) and (i-b).
To prove Definition 2.17 (i-a), consider a family of (at most) countable pairs
(Ui, αi)i∈I such that (Ui)i∈I is a cover of X by open subsets and that αi is a
homotopy on Ui for each i ∈ I (see Section 2.2). It is easy to define a partition
(Fi)i∈I of X by Borel subsets such that Fi ⊂ Ui for each i ∈ I. Now it suffices to
define s : X → X˜ as follows:
s(x) := (x, [αi,x]), x ∈ Fi, i ∈ I.
This map satisfies Definition 2.17 (i-a).
To check Definition 2.17 (i-b), recall from Section 2.2 that there is a countable
basis of open sets on (X˜, L˜ ) which consists of a family (N (Ui, αi))i∈N, where Ui is
an open subset of X and αi is a homotopy on Ui. Now for each i ∈ N, let Ei := Ui
and let si : Ei → X˜ be given by
si(x) := (x, [αi,x]), x ∈ Ei, i ∈ I.
The family (si)i∈N satisfies Definition 2.17 (i-b). 
Remark 2.19. The converse of Proposition 2.18 is, in general, not true. Indeed,
in Theorem A.32 below, we investigate a class of Riemannian continuous-like lam-
inations which are, in most cases, only Riemannian measurable (see also Remark
7.18).
Recall from (1.1) the shift-transformations T t : Ω → Ω, t ∈ R+, and let
T := T 1 be the shift-transformation of unit-time. The following result relates the
weak harmonicity of probability measures defined on (X,L ) to the invariance of
the corresponding measures on Ω := Ω(X,L ).
Theorem 2.20. 1) Let (X,L , g) be a Riemannian continuous-like lamination.
If µ is a very weakly harmonic (resp. weakly harmonic) measure on (X,L ), then
µ¯ is T -invariant (resp. T t-invariant for all t ∈ R+) on (Ω,A ).
2) Let (X,L , g) be a Riemannian (continuous) lamination. If µ is a very weakly
harmonic (resp. weakly harmonic) measure on (X,L ), then µ¯ is T -invariant (resp.
T t-invariant for all t ∈ R+) on (Ω,A ).
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Clearly, Part 2) of Theorem 2.20 follows from a combination of Part 1) and
Proposition 2.18. The proof of Part 1) of Theorem 2.20 will be provided in Appendix
B.3.
CHAPTER 3
Statement of the main results
First, we introduce a notion of multiplicative cocycles for Riemannian lamina-
tions. Next, we state our main results as well as their applications. Finally we
outline their proofs. In this chapter K denotes either R or C.
3.1. Multiplicative cocycles
Observe that the orbit Lx of a point x ∈ X by a transformation T : X → X is
the set {T nx : n ∈ N}, and hence can be ordered by the unique map ω : N→ Lx
given by ω(n) = T nx, n ∈ N. The case of laminations is quite different: the
orbit Lx of a point x ∈ X by a lamination (X,L ) is, as expected, the whole leaf
passing through x. However, this leaf is a manifold and hence it cannot be time-
ordered by N. Therefore, it is natural to replace the unique map ω in the context
of a transformation T by the space Ωx. Hence, a plausible (multiplicative) cocycle
on (X,L ) should be a multiplicative map A : Ω × R+ → GL(d,K) such that
A(ω, 0) = id for all ω ∈ Ω. Obviously, this temporary definition is still not good
enough. Indeed, since the space Ω is too large, there are plenty of pairs (ω, t)
consisting of an ω ∈ Ω and a t ∈ R+ such that ω(0) = ω(t)(= x), should we request
that
A(ω, t) = A(ω, 0) ?
At this stage the topology of the leaf Lx comes into play as suggested to us by
Candel’s definition of cocycles for GL(1,K). So it is quite natural to assume the
last identity when ω|[0,t] is null-homotopic in Lx, and hence the matrix A(ω, t)
should depend only on the class of homotopy of paths ω|[0,t] with two fixed ends-
points ω(0) and ω(t). So a reasonable definition of (multiplicative) cocycles should
reflect the topology of the leaves of (X,L ). The notion of homotopy for paths in
Ω can be made precise as follows.
Definition 3.1. Let ω1 : [0, t1] → X and ω2 : [0, t2] → X be two contin-
uous paths with image fully contained in a single leaf L of (X,L ). We say that
ω1 is homotopic to ω2 if there exists a continuous map ω : I → L with I :=
{(t, s) ∈ R+ × [0, 1] : 0 ≤ t ≤ (1− s)t1 + st2} such that ω(0, s) = ω1(0) = ω2(0)
and ω((1 − s)t1 + st2, s) = ω1(t1) = ω2(t2) for all s ∈ [0, 1], and ω(·, 0) = ω1 and
ω(·, 1) = ω2. In other words, the path ω1 may be deformed continuously on L to
ω2, the two ends of ω1 being kept fixed during the deformation.
The last point of our discussion is that the parameter semi-group N in the
context of transformations in discrete dynamics may be replaced by either Nt0
(t0 > 0) or R
+ in the context of laminations.
Taking all the above considerations, we are able to formulate a good notion of
multiplicative cocycles for laminations.
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Definition 3.2. Let G be either Nt0 (for some t0 > 0) or R
+, and d ≥ 1 an
integer, and K ∈ {R,C}. A (multiplicative) cocycle of rank d on Ω is a map
A : Ω×G→ GL(d,K)
such that
(1) (identity law) A(ω, 0) = id for all ω ∈ Ω;
(2) (homotopy law) if ω1, ω2 ∈ Ω and t1, t2 ∈ G such that ω1(0) = ω2(0) and
ω1(t1) = ω2(t2) and ω1|[0,t1] is homotopic to ω2|[0,t2], then
A(ω1, t1) = A(ω2, t2);
(3) (multiplicative law) A(ω, s+ t) = A(T t(ω), s)A(ω, t) for all s, t ∈ G and ω ∈ Ω;
(4) (measurable law) A(·, t) : Ω ∋ ω 7→ A(ω, t) is measurable for every t ∈ G.
Observe that if A : Ω × G → GL(d,K) is a cocycle, then the map A∗−1 :
Ω×G→ GL(d,K), defined by A∗−1(ω, t) :=
(
A(ω, t)
)∗−1
, is also a cocycle, where
A∗ (resp. A−1) denotes as usual the transpose (resp. the inverse) of a square matrix
A.
As a fundamental example, we define the holonomy cocycle of a C 1 transversally
smooth foliation (X,L ) of codimension d in a Riemannian manifold (X, g). Let
T (L ) be the tangent bundle to the leaves of the foliation, i.e., each fiber Tx(L ) is
the tangent space Tx(Lx) for each point x ∈ X. The normal bundle N(L ) is, by
definition, the quotient of T (X) by T (L ), that is, the fiber Nx(L ) is the quotient
Tx(X)/Tx(L ) for each x ∈ X. Observe that the metric g on TX induces a metric
(still denoted by g) on N(L ). For every transversal section S at a point x ∈ X, the
tangent space Tx(S) is canonically identified with Nx(L ) through the composition
Tx(S) →֒ Tx(X)→ Tx(X)/Tx(L ).
For every x ∈ X and ω ∈ Ωx and t ∈ R
+, let hω,t be the holonomy map along
the path ω|[0,t] from a fixed transversal section S0 at ω(0) to a fixed transversal
section St at ω(t) (see Appendix A.4 below). Using the above identification, the
derivative Dhω,t : Tω(0)(S0) → Tω(t)(St) induces a map (still denoted by) Dhω,t :
Nω(0)(L )→ Nω(t)(L ). The last map depends only on the path ω|[0,t], in particular,
it does not depend on the choice of transversal sections S0 and St.
An identifier τ of (X,L ) is a smooth map which associates, to each point
x ∈ X, a linear isometry τ(x) : Nx(L )→ R
d, that is, a linear morphism such that
‖τ(x)v‖ = ‖v‖, v ∈ Nx(F ), x ∈ X.
Here we have used the Euclidean norm on the left-hand side and the g-norm on
the right hand side. We identify every fiber Nx(L ) with R
d via τ. The holonomy
cocycle A of (X,L ) with respect to the identifier τ is defined by
(3.1) A(ω, t) := τ(ω(t)) ◦ (Dhω,t)(ω(0)) ◦ τ
−1(ω(0)), ω ∈ Ω, t ∈ R+.
It is clear that the holonomy cocycle is unique up to a conjugacy class.
Proposition 3.3. The holonomy cocycle A is a multiplicative cocycle.
Proof. Since hω,0 = id, we have that A(ω, 0) = id. To prove that the homo-
topy law is fulfilled, let ω1, ω2 ∈ Ω and t1, t2 ∈ R
+ such that ω1(0) = ω2(0) = x and
ω1(t1) = ω2(t2) and ω1|[0,t1] is homotopic to ω2|[0,t2]. By Proposition 2.3.2 in [4],
hω1,t1 = hω2,t2 on an open neighborhood of x in a fixed transversal section through
x. Hence, (Dhω1,t1)(x) = (Dhω2,t2)(x), which proves the homotopy law.
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For s, t ∈ R+ and ω ∈ Ω, we have, by the chain rule,
(Dhω,s+t)(ω(0)) = (DhT t(ω),s)(ω(t)) ◦ (Dhω,t)(ω(0)).
Combining this and the definition of A, the multiplicative law follows.
The measurable law is an immediate consequence of Proposition 4.4 below. 
One can perform basic operations on the category of cocycles such as the ten-
sor product, the direct sum and the wedge-product. In this Memoir we are only
concerned with the last operation. Let A1 and A2 be two cocycles defined on Ω×G
with values in GL(d1,R) and GL(d2,R) respectively. Then their wedge-product is
the map A1 ∧ A2 : Ω×G→ GL(R
d1 ∧ Rd2) given by the formula
(A1∧A2)(ω, t)(v1∧v2) := A(ω, t)v1∧A2(ω, t)v2, ω ∈ Ω, t ∈ G, v1 ∈ R
d1 , v2 ∈ R
d2 .
The operation is defined analogously when A1 and A2 are with values in GL(d1,C)
and GL(d2,C) respectively. We leave to the reader to prove the following result:
Proposition 3.4. A1 ∧ A2 is a (multiplicative) cocycle.
3.2. First Main Theorem and applications
The following notions are needed.
Definition 3.5. Let (S,S , ν) be a σ-finite positive measure space. A subset
Z ⊂ S is said to be of null ν-measure (resp. of full ν-measure) if ν(Z) = 0 (resp.
ν(S \ Z) = 0).
Definition 3.6. Let (X,L , g) be a Riemannian measurable lamination.
A subset Z ⊂ X is said to be leafwise saturated if a ∈ Z implies that the whole
leaf La is contained in Z.
A function f defined on a leafwise saturated set Y ⊂ X is called leafwise
constant if it is constant on each restriction of f to La for each a ∈ Y.
A positive finite Borel measure µ on X is said to be ergodic if every leafwise
saturated measurable subset of X either has full µ-measure or null µ-measure.
Now we are in the position to state our first (or abstract) Oseledec Multiplica-
tive Ergodic Theorem for Riemannian laminations.
Theorem 3.7. Let (X,L , g) be a lamination satisfying the Standing Hypothe-
ses. Let µ be a harmonic probability measure. Let G be either Nt0 or R
+, where
t0 > 0 is a given number. Let A : Ω× G → GL(d,R) be a cocycle on Ω. Assume
that A satisfies the integrability condition, that is,
• if G = Nt0 then
∫
Ω
log+ ‖A±1(ω, t0)‖dµ¯(ω) <∞;
• if G = R+, then
∫
Ω
supt∈[0,t0] log
+ ‖A±1(ω, t)‖dµ¯(ω) <∞.
Then there exists a leafwise saturated Borel set Y ⊂ X of full µ-measure such
that the following properties hold:
(i) There is a measurable function m : Y → N which is leafwise constant.
(ii) For each x ∈ Y there exists a decomposition of Rd as a direct sum of R-linear
subspaces
Rd = ⊕
m(x)
i=1 Hi(x),
such that A(ω, t)Hi(x) = Hi(ω(t)) for all ω ∈ Ωx and t ∈ G. Moreover, the map
x 7→ Hi(x) is a measurable map from {x ∈ Y : m(x) ≥ i} into the Grassmannian
of Rd. Moreover, there are real numbers
χm(x)(x) < χm(x)−1(x) < · · · < χ2(x) < χ1(x)
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such that the function x 7→ χi(x) is measurable and leafwise constant on {x ∈ Y :
m(x) ≥ i}, and
(3.2) lim
t→∞,t∈G
1
t
log
‖A(ω, t)v‖
‖v‖
= χi(x),
uniformly on v ∈ Hi(x)\{0}, for Wx-almost every ω ∈ Ωx. The numbers χm(x)(x) <
χm(x)−1(x) < · · · < χ2(x) < χ1(x) are called the Lyapunov exponents associated to
the cocycle A at the point x.
(iii) For S ⊂ N := {1, . . . ,m(x)} let HS(x) := ⊕i∈SHi(x). Then
(3.3) lim
t→∞, t∈G
1
t
log sin
∣∣∡(HS(ω(t)), HN\S(ω(t)))∣∣ = 0
for Wx-almost every ω ∈ Ωx.
Remark 3.8. Some remarks are in order.
• The decomposition of Rd as a direct sum of subspaces Rd = ⊕
m(x)
i=1 Hi(x),
given in (ii) is called the Oseledec decomposition at a point x ∈ Y. If we apply
Theorem 1.2 to the shift-transformation T := T 1 acting on the probability measure
space (Ω(X,L ),A , µ¯), we only obtain a much weaker conclusion that for µ¯-almost
every path ω, there is an Oseledec decomposition at the point x = ω(0). But this
decomposition depends on each path ω ∈ Ωx. A remarkable point of Theorem 3.7 is
that the following stronger statement still holds: for each point x in a leafwise
saturated set Y ⊂ X of full µ-measure, we have a common Oseledec decomposition
at the point x for Wx-almost every path ω ∈ Ωx. We can even show that for each
x ∈ Y, there is a set Fx ⊂ Ωx of full Wx-measure such that identity (3.2) and
identity (3.3) above hold for all ω ∈ Fx.
• For x ∈ Y and 1 ≤ i ≤ m(x), set
Vi(x) :=
m(x)⊕
j=i
Hj(x).
The decreasing sequence of subspaces of Rd :
{0} ≡ Vm+1(x) ⊂ Vm(x) ⊂ · · · ⊂ V1(x) = R
d
is called the Lyapunov filtration associated toA at a given point x ∈ Y. Theorem 3.7,
combined with the previous • and Theorem 7.3, gives the following reinforcement
of (3.2) which can also be regarded a characterization of the Lyapunov exponents:
(3.4) lim
t→∞,t∈G
1
t
log
‖A(ω, t)v‖
‖v‖
= χi(x), x ∈ Y, v ∈ Vi(x) \ Vi+1(x), ω ∈ Fx.
• The identity A(ω, 1)Hi(ω(0)) = Hi(ω(1)) for every continuous leafwise path
ω contained in Y is known as the holonomy invariant property of the Oseledec
decomposition at each point of Y.
• Theorem 3.7 can be formulated using the action of GL(d,C) on Cd instead of
the action of GL(d,R) on Rd. Consequently, we obtain an Oseledec decomposition
of Cd as a direct sum of complex subspaces Cd = ⊕
m(x)
i=1 Hi(x) at every point x ∈ Y.
• A question naturally arises whether we may weaken a little bit the assump-
tions on the Riemannian lamination (X,L , g) and on the measure µ so that Theo-
rem 3.7 still remains valid. We will discuss this issue just after its proof (see Remark
9.23).
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We deduce from Theorem 3.7 the following important consequence.
Corollary 3.9. We keep the hypotheses of Theorem 3.7 and suppose in ad-
dition that µ is ergodic. Then there are a leafwise saturated Borel set Y of full µ-
measure, an integer m ≥ 1, and m real numbers χi and m integers di for 1 ≤ i ≤ m
such that the conclusion of Theorem 3.7 holds for Y and that m(x) = m and
χi(x) = χi and dimHi(x) = di for every x ∈ Y and 1 ≤ i ≤ m. Moreover,
χ1 = lim
t→∞,t∈G
1
t
log ‖A(ω, t)‖ and χm = − lim
t→∞,t∈G
1
t
log ‖A∗−1(ω, t)‖
for µ¯-almost every ω ∈ Ω.
Now we apply Theorem 3.7 in order to investigate the k-fold exterior product
A∧k (1 ≤ k ≤ d) of a given cocycle A. Recall that A∧k is a map defined Ω×G with
values in GL((Rd)∧k) (resp. GL((Cd)∧k)), given by the formula
A∧k := A∧ · · · ∧ A (k times).
We keep the hypotheses and notation of Corollary 3.9. Consider d functions χ :
Ω× (Rd)k → R for 1 ≤ k ≤ d, given by
(3.5) χ(ω; v1, . . . , vk) := lim sup
t→∞, t∈G
1
t
‖A(ω, t)v1 ∧ · · · ∧ A(ω, t)vk‖
for ω ∈ Ω and v1, . . . , vk ∈ R
d.
Corollary 3.10. There exist a leafwise saturated Borel set Y ⊂ X of full
µ-measure and d functions χ : Y × (Rd)k → R for 1 ≤ k ≤ d such that all the
conclusions of Corollary 3.9 hold for Y and that the following properties also hold:
(i) For each x ∈ Y there exists a set Fx ⊂ Ωx of full Wx-measure such that for any
vectors v1, . . . , vk ∈ R
d and any path ω ∈ Fx, the right hand side in formula (3.5)
is, in fact, a true limit. Moreover,
χ(x; v1, . . . , vk) = χ(ω; v1, . . . , vk), ω ∈ Fx.
The number χ(x; v1, . . . , vk)is called the k-dimensional Lyapunov exponent of the
vectors v1, . . . , vk at x.
(ii) χ(x; v) = χi for v ∈
(
⊕mj=i Hj(x)
)
\ (⊕mj=i+1Hj(x)
)
.
(iii) if v1, . . . , vk ∈
⋃m
i=1Hi(x) and v1 ∧ · · · ∧ vk 6= 0, then
χ(x; v1, . . . , vk) =
k∑
i=1
χi(x; vi).
(iv) For each x ∈ Y we have the following Oseledec decomposition for the cocycle
A∧k at x :
Rd = ⊕1≤i1,...,ik≤mHi1(x) ∧ · · · ∧Hik(x).
In particular, the Lyapunov exponents of A∧k form the set{
χ′i1 + · · ·+ χ
′
ik : 1 ≤ i1 < · · · < ik ≤ d
}
,
where χ′d ≤ · · · ≤ χ
′
1 are exactly the Lyapunov exponents χm < · · · < χ1, each χi
being counted with multiplicity di. In particular, we have that
lim
t→∞, t∈G
1
t
log ‖A(ω, t)∧k‖ =
k∑
i=1
χ′i, 1 ≤ k ≤ d.
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Another important consequence of Theorem 3.7 is a characterization of Lya-
punov spectrum in the spirit of Ledrappier’s work in [27]. We will establish this
result in Theorem 9.22 in Chapter 9 below after developing necessary materials.
3.3. Second Main Theorem and applications
In order to state the Second Main Theorem we need to introduce some new no-
tions. Let (X,L ) be a Riemannian lamination satisfying the Standing Hypotheses
and set Ω := Ω(X,L ) and let G be either Ns (for some s > 0) or R+.
Definition 3.11. Let A : Ω×G→ GL(d,R) be a map that satisfies the iden-
tity, homotopy and multiplicative laws in Definition 3.2. Fix an arbitrary element
t0 ∈ G \ {0}. In any flow box Φi : Ui → Bi ×Ti with Bi simply connected, consider
the map αi : Bi × Bi × Ti → GL(d,R) defined by
αi(x, y, t) := A(ω, t0),
where ω is any leaf path such that ω(0) = Φ−1i (x, t), ω(1) = Φ
−1
i (y, t) and ω[0, t0]
is contained in the simply connected plaque Φ−1i (·, t). We say that αi is the local
expression of A on the flow box Φi. By the homotopy law in Definition 3.2, the local
expression of A on the flow box Φi does not depend on the choice of t0 ∈ G \ {0}.
Suppose now that (X,L ) is smooth lamination of class C k (k ∈ N). Then a
map A as above is said to be C l-differentiable cocycle (or equivalently, C l-smooth
cocycle) for some l ∈ N with l ≤ k if, for any flow box Φi of a C
k-smooth atlas for
(X,L ), the local expression of A is C l-differentiable. Clearly, this definition does
not depend on the choice of a smooth atlas for (X,L ).
Given a C 2-differentiable cocycle A, we define two functions δ¯(A), δ(A) : X →
R as well as four quantities χ¯max(A), χmax(A), χ¯min(A), χmin(A) as follows. Fix a
point x ∈ X, an element u ∈ Rd \ {0} and a simply connected plaque K of (X,L )
passing through x. Consider the function fu,x : K → R defined by
(3.6) fu,x(y) := log
‖A(ω, 1)u‖
‖u‖
, y ∈ K, u ∈ Rd \ {0},
where ω ∈ Ω is any path such that ω(0) = x, ω(1) = y and that ω[0, 1] is contained
in K. Then define
(3.7) δ¯(A)(x) := sup
u∈Rd: ‖u‖=1
(∆fu,x)(x) and δ(A)(x) := inf
u∈Rd: ‖u‖=1
(∆fu,x)(x),
where ∆ is, as usual, the Laplacian on the leaf Lx induced by the metric tensor g
on (X,L ). We also define
χ¯max = χ¯max(A) :=
∫
X
δ¯(A)(x)dµ(x),
χ
max
= χ
max
(A) :=
∫
X
δ(A)(x)dµ(x);
χ
min
= χ
min
(A) := −χ¯max(A
∗−1),
χ¯min = χ¯min(A) := −χmax(A
∗−1).
(3.8)
Note that our functions δ¯, δ are the multi-dimensional generalizations of the oper-
ator δ introduced by Candel [3] which has been recalled in Chapter 1.
There is another equivalent characterization of ergodicity for the class of all har-
monic probability measures on a compact C 2-smooth lamination (X,L ) endowed
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with a transversally continuous Riemannian metric. This class forms a compact
convex cone in the space of all Radon measures on X. Proposition 2.6.18 in [5] says
that the ergodic measures are exactly the extremal members of this cone.
We are in the position to state our second main result.
Theorem 3.12. Let (X,L ) be a compact C 2-smooth lamination endowed with
a transversally continuous Riemannian metric g. Let µ be a harmonic probability
measure which is ergodic. Let A : Ω×R+ → GL(d,R) be a C 1-differentiable cocycle.
Then there exists a leafwise saturated Borel set Y ⊂ X of full µ-measure and a
number m ∈ N and m integers d1, . . . , dm ∈ N such that the following properties
hold:
(i) For each x ∈ Y there exists a decomposition of Rd as a direct sum of R-linear
subspaces
Rd = ⊕mi=1Hi(x),
such that dimHi(x) = di and A(ω, t)Hi(x) = Hi(ω(t)) for all ω ∈ Ωx and t ∈ G.
Moreover, x 7→ Hi(x) is a measurable map from Y into the Grassmannian of R
d.
Moreover, there are real numbers
χm < χm−1 < · · · < χ2 < χ1
such that
lim
t→∞,t∈R+
1
t
log
‖A(ω, t)v‖
‖v‖
= χi,
uniformly on v ∈ Hi(x) \ {0}, for Wx-almost every ω ∈ Ωx, where ‖ · ‖ denotes any
norm in Rd. The numbers χm < χm−1 < · · · < χ2 < χ1 are called the Lyapunov
exponents of the cocycle A.
(ii) For S ⊂ N := {1, . . . ,m} let HS(x) := ⊕i∈SHi(x). Then
lim
t→∞, t∈R+
1
t
log sin
∣∣∡(HS(ω(t)), HN\S(ω(t)))∣∣ = 0
for Wx-almost every ω ∈ Ωx.
(iii) If, moreover, the cocycle A is C 2-differentiable, then following inequalities hold
χ
max
≤ χ1 ≤ χ¯max and χmin ≤ χm ≤ χ¯min.
We leave it to the interested reader to reformulate Theorem 3.12 in the case
when A takes values in GL(d,C).
Theorem 3.12 generalizes Theorem 1.3 to the higher dimensions. On the
other hand, assertion (iii) of Theorem 3.12, combined with Corollary 3.10, implies
effective integral estimates for Lyapunov exponents of a C 2-differentiable cocycle.
Corollary 3.13. Let (X,L ) be a compact C 2-smooth lamination endowed
with a transversally continuous Riemannian metric g. Let µ be a harmonic proba-
bility measure which is ergodic. Let A : Ω×R+ → GL(d,R) be a C 2-differentiable
cocycle. Let χ′d ≤ · · · ≤ χ
′
1 be the Lyapunov exponents χm < · · · < χ1 given by
Theorem 3.12, each χi being counted with multiplicity di. Then
χ
max
(A∧k) ≤
k∑
i=1
χ′i ≤ χ¯max(A
∧k), 1 ≤ k ≤ d.
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When k = d, A∧d is a cocycle of dimension 1, and hence Corollary 3.13 gives
that
d∑
i=1
χ′i = χmax(A
∧k) = χ¯max(A
∧k).
So we obtain an effective integral formula for the sum of all Lyapunov exponents
counted with multiplicity.
Now we apply Theorem 3.12 to the holonomy cocycle of a compact C 2 transver-
sally smooth foliation (X,L ) of codimension d in a Riemannian manifold (X, g).
Let N(L ) be the normal bundle of this foliation. We say that a leaf L is holo-
nomy invariant if there exists a measurable decomposition of x ∋ L 7→ N(L )x into
the direct sum of d lines H1(x) ⊕ · · · ⊕ Hd(x) such that these lines are invariant
with respect to the differential of the holonomy map along every closed continuous
path. More concretely, the last invariance means that for every x ∈ L and for
every path γ ∈ Ω with γ(0) = γ(1) = x, it holds that Dhγ,1Hi(x) = Hi(x) for all
i = 1, . . . , d, where Dhγ,1 is defined in Section 3.1. Clearly, if L has trivial holonomy
(i.e. hγ,1 = id for every x ∈ L and every path γ as above), then it is holonomy
invariant. However, the converse statement is, in general, not true.
We get the following consequence of Theorem 3.12.
Corollary 3.14. Let µ be an ergodic harmonic probability measure directed
by a compact C 2 transversally smooth foliation (X,L ) of codimension d in a Rie-
mannian manifold (X, g). Suppose that the holonomy cocycle of (X,L ) admits d
distinct Lyapunov exponents with respect to µ. Then, for µ-almost every x ∈ X, the
leaf Lx is holonomy invariant.
It is relevant to mention here a well-known theorem due to G. Hector, D.-B.-A.
Epstein, K. Millet and D. Tischler (see Theorem 2.3.12 in [4]) which states that a
generic leaf of a lamination has trivial holonomy. Recall that a subset of leaves of
(X,L ) is said to be generic if its union contains a countable intersection of open
dense leafwise saturated sets of X. This theorem may be viewed as a topological
counterpart of Corollary 3.14.
We conclude this section with a discussion on the perspectives of this Memoir.
In the companion paper [29] we investigate the multiplicative cocycles of lamina-
tions by hyperbolic Riemann surfaces. In particular, we establish Theorem 3.7 and
3.12, and find geometric interpretations of Lyapunov exponents. We also compare
our characteristic exponents with other definitions in the literature. In some forth-
coming works we plan to investigate the holonomy cocycle of (possibly singular)
foliations by hyperbolic Riemann surfaces. In this context, the holonomy of leaves
is closely related to the uniformizations of leaves and their Poincare´ metric. This
subject has received a lot of attention in the recent years (see, for example, the
works by Candel [2], Candel-Go´mez Mont [6], Dinh-Nguyen-Sibony [12, 13, 14],
Fornæss-Sibony [16, 17, 18], Neto [28] etc). We also hope that the results of
this Memoir may find applications in the dynamics of moduli spaces and in the
geometric dynamics of laminations and foliations.
3.4. Plan of the proof
We use the method of Brownian motion which was initiated by Garnett [20] and
developed further by Candel [3]. More precisely, we want to prove a Multiplicative
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Ergodic Theorem for the shift-transformations T t (t > 0) defined on the sample-
path space Ω(X,L ) such that the Oseledec decomposition exists at almost every
point x ∈ X, that is, such a decomposition is common for Wx-almost every path
ω ∈ Ωx. Chapter 4 is devoted to some aspects of the measure theory and the ergodic
theory on sample-path spaces. The results of this chapter will be used throughout
the article. Most of these results are stated in this chapter, but their proofs are
given in Appendices below. Chapter 5 focuses the study of Lyapunov exponents
on a single leaf. In that chapter we establish a Lyapunov filtration, that is, a weak
form of an Oseledec decomposition, at almost every point in a single leaf. The main
ingredients are an appropriate definition of leafwise Lyapunov exponents using the
Brownian motion and the Markov property of stochastic processes.
Following Ruelle’s proof of Oseledec’s theorem (see [32]) we need to construct
a forward filtration and a backward filtration at almost every point so that these
filtrations are compatible with the considered cocycle. Chapter 6 introduces the
notion of an invariant bundle. The usefulness of this notion is illustrated by a
splitting theorem which reduces the study of Lyapunov exponents of a cocycle to
that of splitting bundles which are easier to handle. Using the results of the previous
chapters and appealing to an argument of Walters in [35] we prove the existence of
Lyapunov forward filtrations in Chapter 7. The existence of Lyapunov backward
filtrations is much harder to obtain; it will be established in Chapter 8 thanks to
an involved calculus on heat diffusions. It will be shown in Chapter 9 that the
intersection of these two filtrations forms the Oseledec decomposition. To do this
we develop a new technique of constructing very weakly harmonic measures on
cylinder laminations and a new technique of splitting invariant subbundles. This
approach is inspired by the somehow similar device of Ledrappier [27] and Walters
[35] in the context of discrete dynamics. The proofs of the main results as well as
their corollaries are also presented in this chapter.

CHAPTER 4
Preparatory results
The first part of this chapter deals with measurability questions that arise in the
study of a Riemannian lamination (X,L , g) satisfying the Standing Hypotheses. In
particular, we give a sufficient and simple criterion for multiplicative cocycles. The
remainder of the chapter discusses the Markov property of the Brownian motion.
Before going further we fix several standard notion and terminology on Measure
Theory which will be used throughout this Memoir (see, for example, the book by
Dudley [15] and the lecture notes by Castaing and Valadier [7] for more details).
A positive measure space (S,S , ν) is said to be finite (resp. σ-finite) if ν(S) <∞
(resp. if there exists a sequence (Sn)
∞
n=1 ⊂ S such that ν(Sn) < ∞ and S =⋃∞
n=1 Sn).
Let (S,S , ν) be a σ-finite positive measure space. A subset N ⊂ S is said
to be ν-negligible if there exists A ∈ S such that N ⊂ A and ν(A) = 0. So the
notion of ν-negligible sets is more general than the notion of sets of null ν-measure
presented in Definition 3.5. The ν-completion of S is the σ-algebra generated by
S and the ν-negligible sets, it is denoted by Sν . The elements of Sν are said
ν-measurable. The measure ν admits a unique extension (still denoted by ν) to Sν ,
and the measure space (S,Sν , ν) is said to be the completion of (S,S , ν). The
measure space (S,S , ν) is said to be complete if Sν = S . When S is a topological
space, B(S) denotes as usual the σ-algebra of Borel sets of S.
Let (T,T ) and (S,S ) be two measurable spaces. A function f : T → S
is said to be measurable if f−1(A) ∈ T is for every A ∈ S . f is said to be
bi-measurable if f is invertible with its inverse f−1 and if both f and f−1 are
measurable. In particular, when T and S are topological spaces and T := B(T )
and S := B(S), a measurable (resp. bi-measurable) function is also called Borel
measurable (resp. Borel bi-measurable). Suppose in addition that (T,T , µ) is a
positive σ-finite measure space. Then a function f : T → S is said to be µ-
measurable if f−1(A) is µ-measurable for every A ∈ S .
4.1. Measurability issue
Let π : (X˜, L˜ )→ (X,L ) be the covering lamination projection. A set A ⊂ X
is said to be a cylinder image if A = π ◦ A˜ for some cylinder set A˜ ⊂ Ω˜ := Ω(X˜, L˜ ),
Recall from Definition 2.14 that the σ-algebra A (resp. A˜ ) on Ω := Ω(X,L ) is
generated by all cylinder images (resp. by all cylinder sets) and that for a point
x ∈ X, let Ax be the restriction of A on Ωx. Let µ be a positive σ-finite Borel
measure on X, and µ¯ the Wiener measure on (Ω,A ) with initial distribution µ
given by formula (2.10).
Now we state the first main result of this chapter.
29
30 4. PREPARATORY RESULTS
Proposition 4.1. (i) For every x ∈ X and for every A ∈ Ax, there exists
a decreasing sequence (An), each An being a countable union of mutually disjoint
cylinder images such that A ⊂ An and that Wx(An \A)→ 0 as n→∞.
(ii) Suppose in addition that X = X˜. So cylinder images coincide with cylinder
sets, and hence A˜ = A . Then for every A ∈ A , there exists a decreasing sequence
(An), each An being a countable union of mutually disjoint cylinder sets such that
A ⊂ An and that µ¯(An \A)→ 0 as n→∞.
Proposition 4.1 will play an important role in the sequel. Since the proof of
this proposition is somehow involved and technical, we postpone it to Appendix A.3
and Appendix A.7 below for the sake of clarity. Note, however, that Proposition
4.1, together with Theorem 2.15 and Theorem 2.16, give fundamental properties of
the measures Wx and µ¯.
Proposition 4.2. Let S be a topological space. For any measurable set F of
the measurable space (Ω× S,A ⊗B(S)), let Φ(F ) be the function
X × S ∋ (x, s) 7→Wx({ω ∈ Ωx : (ω, s) ∈ F}) ∈ [0, 1].
Then Φ(F ) is measurable.
Proof. We argue as in the proof of Proposition A.14 by replacing the integral
with the family of Wiener measures.
Let A be the family of all sets A = ∪i∈IΩi×Si, where Ωi ∈ A and Si ∈ B(S),
and the index set I is finite. Note that A is an algebra on Ω × S which generates
the σ-algebra A ⊗B(S). Moreover, each such set A can be expressed as a disjoint
finite union A = ⊔i∈IΩi ×Si. Using the above expression for such a set A, we infer
that
Φ(A)(x, s) =
∑
i∈I
Wx(Ωi)1Si(s), (x, s) ∈ X × S.
On the other hand, by Theorem 2.16 (i), X ∋ x 7→ Wx(Ωi) is Borel measurable.
Consequently, Φ(A) is measurable for all A ∈ A.
Let A be the family of all sets A ⊂ Ω× S such that Φ(A) is measurable. The
previous paragraph shows that A ⊂ A.
Next, suppose that (An)
∞
n=1 ⊂ A and that either An ց A or An ր A. By
Lebesgue dominated convergence, we get that either Φ(An) ց Φ(F ) or Φ(An) ր
Φ(A). So Φ(A) is also measurable. Hence, A ∈ A. Consequently, by Proposition
A.13, A ⊗B(S) ⊂ A. In particular, Φ(A) is well-defined and measurable for each
A ∈ A ⊗B(S). This completes the proof. 
For every x ∈ X let L := Lx be the leaf passing through x, or more generally
let (L, g) be a complete Riemannian manifold of bounded geometry. Recall from
Chapter 2 that Ω(L) (resp. Ωx) is the space of continuous paths ω : [0,∞) → L
(resp. the subspace of Ω(L) consisting of all paths originated at x). Recall also
that Ω(L) (resp. Ωx) is endowed with the σ-algebra A (L) = A (Ω(L)) (resp.
Ax = A (Ωx)). Let Wx be the probability Wiener measure on Ωx. For any function
f : Ω(L)→ R∪{±}, let ess. supf denote the essential supremum of f with respect
to the Wiener measure Wx, that is,
(4.1) ess. supω∈Ωxf(ω) := infE∈A (Ωx), Wx(E)=1
sup
ω∈E
f(ω).
Similarly, we define the essential infimum of f with respect to Wx, and we denote
it by ess. inff.
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Now let S be a topological space and consider the measurable space (Ω×S,A ⊗
B(S)). For any measurable function f : Ω× S → [−∞,∞], define two functions f
and f : X × S → [−∞,∞], by
f(x, s) := ess. supω∈Ωxf(ω, s) and f(x, s) := ess. infω∈Ωxf(ω), (x, s) ∈ X×S.
We are in the position to state the second main result of this chapter.
Proposition 4.3. Let f be a measurable function on Ω×S. Then f and f are
measurable on X × S.
Proof. Since (−f) = −f, we only need to prove that f is measurable. The
measurability of f will follow if we can show that {(x, s) ∈ X × S : f ≤ r} is a
measurable set in X × S for all r ∈ R. Observe that{
(x, s) ∈ X × S : f ≤ r} = {(x, s) ∈ X × S : Wx
(
{ω ∈ Ωx : (ω, s) ∈ Ar}
)
= 1
}
,
where Ar := {(ω, s) ∈ Ω × S : f(ω, s) ≤ r} ∈ A ⊗ B(S). On the other hand,
applying Proposition 4.2 yields that the function X × S ∋ (x, s) 7→ Wx
(
{ω ∈ Ωx :
(ω, s) ∈ Ar}
)
is measurable. Hence, {(x, s) ∈ X × S : f ≤ r} is measurable as
desired. 
The following result shows that the measurable law of a cocycle is equivalent to
the measurability of its local expressions on each flow boxes. The latter condition
is very easy to check in practice.
Proposition 4.4. Let G be either Nt0 (for some t0 > 0) or R
+. Let A :
Ω(X,L ) × G → GL(d,R) be a map which satisfies the identity, homotopy and
multiplicative laws in Definition 3.2. Then A is a multiplicative cocycle if and only
if the local expression of A on every flow box is measurable (see Definition 3.11
above).
We postpone the proof of Proposition 4.4 to Appendix A.7 below.
4.2. Markov property of Brownian motion
We establish some facts on Brownian motion using the Wiener measures with
holonomy. Let (L, g) be a complete Riemannian manifold of bounded geometry.
Let F be a measurable bounded function defined on Ω(L) and let x ∈ L be a point.
The expectation of F at x is the quantity
Ex[F ] :=
∫
Ωx
F (ω)dWx(ω).
Let F be a σ-subalgebra of A (L) = A (Ω(L)). The conditional expectation of the
function F with respect to F at x is a function Ex[F |F ] defined on Ω(L) and
measurable with respect to F such that∫
A
Ex[F |F ](ω)dWx(ω) =
∫
A
F (ω)dWx(ω)
for all A ∈ F . Note that Ex[F |F ] is unique in the “Wx-almost everywhere” sense.
Therefore, we may restrict ourselves to all A ∈ F ∩Ax.
For r ≥ 0 let πr : Ω(L) → L be the projection given by πr(ω) := ω(r),
ω ∈ Ω(L). For s ≥ 0 let Fs be the smallest σ-algebra making all the projections
πr : Ω(L)→ L with 0 ≤ r ≤ s measurable. For t ≥ 0 let Ft+ := ∩s>tFs and recall
from (1.1) the shift-transformation T t : Ω(L)→ Ω(L).
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The Markov property says the following
Theorem 4.5. Let F be a measurable bounded function defined on Ω(L). Then
for every x ∈ L and t > 0 the following equality Ex[F ◦ T
t|Ft+ ] = E•[F ] ◦ πt holds
Wx-almost everywhere, i.e.,
Ex[F ◦ T
t|Ft+ ](ω) = Eω(t)[F ]
holds for Wx-almost ω ∈ Ω(L).
Proof. Let π : L˜→ L be the universal cover of L. Fix arbitrary points x ∈ L,
and x˜ ∈ π−1(x), and a number t > 0. Consider the function F˜ : Ω(X˜, L˜) → R
given by
F˜ (ω˜) := F (π ◦ ω˜), ω˜ ∈ Ω(X˜, L˜).
For every element A ∈ Ft+ ∩Ax, let A˜ := π
−1
x˜ (A). The Markov property for Brow-
nian motion without holonomy (see, for instance, Theorem C.3.4 in [5]), applied to
L˜ with the reference point x˜, yields that∫
A˜
(F˜ ◦ T t)dWx˜(ω˜) =
∫
A˜
Eω˜(t)[F˜ ]dWx˜(ω˜)
Moreover, using the bijective lifting π−1x˜ : Ωx → Ω˜x˜, and applying Lemma B.12
(iii) below, we see easily that
Eω˜(t)[F˜ ] = Eω(t)[F ], ω˜ := π
−1
x˜ (ω), ω ∈ Ωx.
Another application of this lemma to F ◦ T t yields that∫
A˜
(F˜ ◦ T t)dWx˜(ω˜) =
∫
A
(F ◦ T t)dWx(ω).
Combining the last three identities, we infer that, for every element A ∈ Ft+ ∩Ax,∫
A
(F ◦ T t)dWx(ω) =
∫
A
Eω(t)[F ]dWx(ω),
which completes the proof. 
It is worthy noting that the continuity of the sample paths in Ω(L) plays the
crucial role in the proof of Theorem 4.5. As an important consequence of Markov
property, the following result relates the ergodicity of (resp. very weakly) harmonic
probability measures defined on a (resp. continuous-like) continuous lamination
(X,L ) to that of the corresponding extended measures on Ω := Ω(X,L ). The
shift-transformations T t, for t ∈ R+, are defined in (1.1), and we write for short T
the shift-transformation of unit-time instead of T 1.
Theorem 4.6. 1) If µ is a very weakly harmonic probability measure on a Rie-
mannian continuous-like lamination (X,L , g), then µ¯ is ergodic for T acting on
(Ω,A ) if and only if µ is ergodic.
2) Let µ be a probability measure which is weakly harmonic on a Riemannian (con-
tinuous) lamination (X,L , g). Then µ is ergodic if and only if µ¯ is ergodic for some
(equivalently, for all) shift-transformation T t with t ∈ R+ \ {0}.
We postpone the proof of Theorem 4.6 to Appendix B.4 below. Note however
that the analogue version of this theorem in the case of the σ-algebra A˜ := A˜ (Ω)
has been outlined in Theorem 3 in [20].
CHAPTER 5
Leafwise Lyapunov exponents
We first introduce an alternative definition of Lyapunov exponents in the dis-
crete version of the First Main Theorem, and then study this notion on a fixed
leaf of a lamination. This approach permits us to apply the Brownian motion
theory more efficiently. Consequently, we obtain important invariant properties of
Lyapunov exponents.
In this chapter, (X,L , g) is a (n0-dimensional) Riemannian lamination satisfy-
ing Hypothesis (H1) and A : Ω(X,L )×G→ GL(d,R) is a cocycle with G := Nt0
for some t0 > 0. Suppose without loss of generality that t0 = 1, that is, G = N.
Consider the function χ : X × Rd → R ∪ {±∞} defined by
(5.1) χ(x, v) := ess. supω∈Ωxχ(ω, v), (x, v) ∈ X × R
d,
where, for each fixed (x, v) ∈ X × Rd, the operator ess. supω∈Ωx has been defined
in (4.1) and
(5.2) χ(ω, v) := lim sup
n→∞
1
n
log ‖A(ω, n)v‖, ω ∈ Ωx.
The following elementary lemma will be useful.
Lemma 5.1. Let (L, g) be a complete Riemannian manifold of bounded geometry
and f : Ω(L) → R ∪ {±} a measurable function. Then, for every x ∈ L, there
exists a set E ∈ A (Ωx) of full Wx-measure such that
ess. supω∈Ωxf(ω) = sup
ω∈E
f(ω).
In particular, for every set Z ⊂ Ωx of null Wx-measure,
sup
ω∈E
f(ω) = sup
ω∈E\Z
f(ω)
Proof. For every n ∈ N \ {0} let En ∈ A (Ωx) of full Wx-measure such that
sup
ω∈En
f(ω) ≤ ess. supω∈Ωxf(ω) +
1
n
.
Setting E := ∩n≥1En, we see thatWx(E) = 1 and supω∈E f(ω) ≤ ess. supω∈Ωxf(ω).
On the other hand, the inverse inequality also holds by the definition of ess. sup.
Hence, the first equality of the lemma follows. The second equality follows by
combining the first one with the equality Wx(E \ Z) = 1. 
The fundamental properties of χ are given below.
Proposition 5.2. (i) χ is a measurable function.
(ii) χ(x, 0) = −∞ and χ(x, v) = χ(x, λv) for x ∈ X, v ∈ Rd, λ ∈ R \ {0}. So we
can define a function, still denoted by χ, defined on X × P(Rd) by
χ(x, [v]) := χ(x, v), x ∈ X, v ∈ Rd \ {0},
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where [·] : Rd \ {0} → P(Rd) which maps v 7→ [v] is the canonical projection.
(iii) χ(x, v1 + v2) ≤ max{χ(x, v1), χ(x, v2)}, x ∈ X, v1, v2 ∈ R
d.
(iv) For all x ∈ X and t ∈ R ∪ {±} the set
V (x, t) := {v ∈ Rd : χ(x, v) ≤ t}
is a linear subspace of Rd. Moreover, s ≤ t implies V (x, s) ⊂ V (x, t).
(v) For every x ∈ X, χ(x, ·) : Rd → R ∪ {−∞} takes only finite m(x) different
values
χm(x)(x) < χm(x)−1(x) < · · · < χ2(x) < χ1(x).
(vi) If, for x ∈ X, we define Vi(x) to be V (x, χi(x)) for 1 ≤ i ≤ m(x), then
{0} ≡ Vm(x)+1(x) ⊂ Vm(x)(x) ⊂ · · · ⊂ V2(x) ⊂ V1(x) ≡ R
d
and
v ∈ Vi(x) \ Vi+1(x)⇔ sup
ω∈Ex
lim sup
n→∞
1
n
log ‖A(ω, n)v‖ = χi(x)
for some set Ex ∈ A (Ωx) of full Wx-measure, Ex depends only on x (but it does
not depend on v ∈ Rd).
Proof. Since we know by the measurable law in Definition 3.2 that A(·, n) is
measurable on Ω(X,L ) for every n ∈ N, the function Ω(X,L ) × Rd ∋ (ω, v) 7→
χ(ω, v) is also measurable. Consequently, assertion (i) follows from Proposition 4.3.
The proof of (ii) is clear since A(ω, n) ∈ GL(d,R).
Now we turn to assertion (iii). By Lemma 5.1, pick sets E0, E1, E2 ∈ A (Ωx)
of full Wx-measure such that
χ(x, vi) = sup
ω∈Ei
lim sup
n→∞
1
n
log ‖A(ω, n)vi‖,
where we put v0 := v1 + v2. Now setting E := E0 ∩ E1 ∩ E2, E is an element of
A (Ωx) of full Wx-measure.
The following elementary result is needed.
Lemma 5.3. If an, bn ≥ 0 for n ≥ 1 then
lim sup
n→∞
1
n
log (an + bn) = max
{
lim sup
n→∞
1
n
log an, lim sup
n→∞
1
n
log bn
}
,
and
lim inf
n→∞
1
n
log (an + bn) ≥ max
{
lim inf
n→∞
1
n
log an, lim inf
n→∞
1
n
log bn
}
.
Using the equality of the above lemma it follows that
lim sup
n→∞
1
n
log ‖A(ω, n)(v1 + v2)‖
≤ max
{
lim sup
n→∞
1
n
log ‖A(ω, n)v1‖, lim sup
n→∞
1
n
log ‖A(ω, n)v2‖
}
.
Taking the supremum of both sides of the last inequality over all ω ∈ E and using
Lemma 5.1, we obtain χ(x, v1 + v2) ≤ max{χ(x, v1), χ(x, v2)}, which proves (iii).
Each V (x, t) is a linear subspace of Rd by (ii) and (iii). The inclusion V (x, s) ⊂
V (x, t) for s ≤ t is also clear. Hence, (iv) follows.
Fix x ∈ X. Since s < t implies V (x, s) ⊂ V (x, t) and hence dimV (x, s) ≤
dimV (x, t), we can enumerate all the values of t : χm(x)(x) < χm(x)−1(x) < · · · <
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χ2(x) < χ1(x), where t 7→ dimV (x, t) changes. Therefore, χ(x, ·) can only take the
values χm(x)(x), χm(x)−1(x), . . . , χ2(x), χ1(x). This proves (v).
To prove (vi) it suffices to find a set Ex ∈ A (Ωx) with the required properties.
To do this fix a point x ∈ X and a basis {v1, . . . , vd} of R
d such that {v1, . . . , vkj}
is a basis of Vm(x)−j+1(x) for j = 1, . . . ,m(x), where kj := dimVm(x)−j+1(x). By
Lemma 5.1, pick a set Ej ∈ A (Ωx) of full Wx-measure such that
χ(x, vi) = sup
ω∈Ei
lim sup
n→∞
1
n
log ‖A(ω, n)vi‖,
Now set Ex :=
⋂d
j=1 Ej . The desired conclusion follows from the above equalities
for χ(x, vi) and from (ii), (iii) and Lemma 5.1. 
Now let L be a fixed leaf of a lamination (X,L ) and Vol the Lebesgue measure
induced by its Riemannian metric. Let T := T 1 : Ω(L)→ Ω(L) be given in (1.1).
Fix a point x ∈ L.
Proposition 5.4. (i) For any measurable set A ⊂ Ω(L),
Wx(A) ≤
∫
y∈L
p(x, y, 1)Wy(T (A))Vol(y).
If, moreover, T−1(T (A)) = A, then the above inequality becomes an equality.
(ii) Given a set A ⊂ Ωx of full Wx-measure, then for Vol-almost every y ∈ L, T (A)
is of full Wy-measure.
Proof. Consider two bounded measurable functions F,G : Ω(L)→ R defined
by
F (ω) :=
{
1, ω ∈ A;
0, ω 6∈ A.
and
G(ω) :=
{
1, ω ∈ T (A);
0, ω 6∈ T (A).
It is clear that F ≤ G ◦ T. Moreover, if T−1(T (A)) = A then F = G ◦ T. Conse-
quently, we have that
Wx(A) = Ex[F ] = Ex[Ex[F |F1+ ]] ≤ Ex[Ex[G ◦ T |F1+ ]],
where the second equality holds by the projection rules of the expectation operation
(see Theorem C.1.6 in [5]), the inequality follows from the estimate F ≤ G ◦ T. By
the Markov property (see Theorem 4.5), we get that
Ex[G ◦ T |F1+ ] = E•[G] ◦ π1.
Inserting this into the previous inequalities we obtain that
Wx(A) ≤ Ex[Ex[G ◦ T |F1+ ]] = Ex[E•[G] ◦ π1].
This, combined with
Ey[G] =
∫
ω∈T (A)
dWy(ω) =Wy(T (A)), y ∈ L,
implies that
Wx(A) ≤ Ex[E•[G] ◦ π1] =
∫
y∈L
p(x, y, 1)Wy(T (A))Vol(y),
36 5. LEAFWISE LYAPUNOV EXPONENTS
which proves the first assertion.
The second assertion follows by combining the first one, and the identity∫
y∈L
p(x, y, 1)Vol(y) = 1 (see [8]), and the inequality 0 ≤Wy(T (A)) ≤ 1. 
Here is the main result of this chapter.
Proposition 5.5. Let (X,L ) be a Riemannian lamination satisfying Hypoth-
esis (H1). Let L be a leaf of (X,L ) and A a cocycle on (X,L ). For every x ∈ X,
let m(x), χj(x), Vj(x) be given by Proposition 5.2. Then there exist a number
m ∈ N and m integers 1 ≤ dm < dm−1 < · · · < d1 = d and m real numbers
χm < χm−1 < · · · < χ1 and a subset Y ⊂ L with the following properties:
(i) Vol(L \ Y ) = 0;
(ii) for every x ∈ Y and every 1 ≤ j ≤ m, we have m(x) = m and χj(x) = χj and
dimVj(x) = dj ;
(iii) for every x, y ∈ Y, and every ω ∈ Ωx such that ω(1) = y, we have A(ω, 1)Vi(x) =
Vi(y) with 1 ≤ i ≤ m.
Remark 5.6. The real numbers χm < χm−1 < · · · < χ1 are called the leafwise
Lyapunov exponents associated to the cocycle A on the leaf L. The decreasing
sequence of subspaces of Rd :
{0} ≡ Vm+1(x) ⊂ Vm(x) ⊂ · · · ⊂ V1(x) = R
d, x ∈ L,
is called the leafwise Lyapunov filtration associated to A at a given point x ∈ L.
Prior to the proof it is worthy noting that that property (iii) is a primitive
version of the holonomy invariance of the Oseledec decomposition.
Proof. First we prove that there is a constant χ1 such that χ1(x) = χ1 for
Vol-almost every x ∈ L. Let {e1, . . . , ed} be the canonical basis of R
d. Since we
know that χ : L×Rd → R is measurable, it follows that χ1(x) = supu∈Rd χ(x, u) =
sup1≤j≤d χ(x, ej) is also measurable. Let
χ1 := ess. supx∈Lχ1(x) := inf
E⊂L: Vol(L\E)=0
sup
x∈E
χ1(x).
Fix a point x ∈ L. By Lemma 5.1, there exists a set A ∈ A (Ωx) of full Wx-measure
such that
χ1(x) = max
1≤j≤d
sup
ω∈A
χ(ω, ej).
On the one hand, it follows from the definition that
(5.3) χ(Tω,A(ω, 1)v) = χ(ω, v), (ω, v) ∈ Ω(X,L )× Rd.
Note that {A(ω, 1)ej : 1 ≤ j ≤ d} forms a basis of R
d. Therefore, we infer from
Proposition 5.2 (ii) and (iii) that for y = ω(1),
χ1(y) = max
1≤j≤d
χ(y,A(ω, 1)ej).
On the other hand, by Proposition 5.4, for Vol-almost every y ∈ L, T (A) is of full
Wy-measure. Consequently, for such y we have that Wy(Ay) = 1, where Ay :=
{ω ∈ A : ω(1) = y}. Hence, for such y we get that
χ1(y) ≤ max
1≤j≤d
sup
ω∈Ay
χ(Tω,A(ω, 1)ej) = max
1≤j≤d
sup
ω∈Ay
χ(ω, ej) ≤ χ1(x),
where the first inequality follows from Proposition 5.2 (ii) and (iii), and the equality
holds by (5.3). Hence χ1(x) ≥ χ1(y) for Vol-almost every y ∈ L. So χ1(x) ≥ χ1. On
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the other hand, by definition, χ1(x) ≤ χ1 for Vol-almost every x ∈ L. Therefore,
there exists a Borel set Y1 ⊂ L such that Vol(L \ Y1) = 0 and that χ1(x) = χ1 for
every x ∈ Y1.
Consider
Λ2 :=
{
(x, v) ∈ Y1 × R
d : χ(x, v) < χ1
}
⊂ Leb(Y1)×B(R
d),
where B(Rd) denotes, as usual, the Borel σ-algebra, and Leb(Y1) denotes the
completion of the Borel σ-algebra of Y1 equipped with the Lebesgue measure,
Y1 being endowed with the induced topology from L. Let Π1 : Y1 × R
d → Y1
be the natural projection, then by Theorem A.4 below, Π1(Λ2) ∈ Leb(L). Also
Π1(Λ2) = {x ∈ Y1 : m(x) > 1}. If Vol(Π1(Λ2)) = 0, then the proof of the proposi-
tion is complete with m = 1 and Y = Y1 and V1 = R
d.
Suppose now that Vol(Π1(Λ2)) > 0. For y ∈ L, let V2(y) be the proper vector
subspace Λ2 ∩ Π
−1
1 (y) of R
d with the convention that V2(y) := {0} if y 6∈ Π1(Λ2).
Fix a point x in the set Π1(Λ2). So dimV2(x) > 0. There are two cases to consider.
Case 1: L is simply connected.
Fix a basis u1(x), . . . , uk(x) of V2(x). For every y ∈ L, let V
′(y) := A(ω, 1)V2(x)
and uj(y) := A(ω, 1)uj(x), where 1 ≤ j ≤ k and ω is any element of Ωx such that
ω(1) = y. The simple connectivity of L and the homotopy law for A ensure that
this definition is independent of the choice of ω. Note that
χ2(x) = sup{χ(x, v) : (x, v) ∈ Λ2} = max
1≤j≤k
χ(x, uj(x)).
By Lemma 5.1 there is a set A ∈ A (Ωx) of full Wx-measure such that
χ2(x) = max
1≤j≤k
sup
ω∈A
χ(ω, uj(x)).
By Proposition 5.4, for Vol-almost every y ∈ L, T (A) is of full Wy-measure. Con-
sequently, using this and (5.3) we infer that, for all such y,
sup
v∈V ′(y)
χ(y, v) ≤ max
j
sup
ω∈T (A)
χ(ω, uj(y)) = max
j
sup
ω∈A
χ(ω, uj(x)) = χ2(x) < χ1.
Hence, the above inequality implies that V ′(y) ⊂ V2(y) for Vol-almost every y ∈ L.
Since A is with values in GL(d,R), we have clearly that dimV ′(y) = dimV2(x) >
0. Thus, dimV2(y) ≥ dim V
′(y) = dim V2(x) > 0 for all such y. So all such y
belong to Π1(Λ2). Summarizing what has been done so far, we have shown that
Vol(L \Π1(Λ2)) = 0 and that for each x ∈ Π1(Λ2), 0 < dimV2(x) ≤ dimV2(y) < d
for Vol-almost every y ∈ Π1(Λ2). So there is an integer d2 < d and a set Yx ⊂ L such
that Vol(L \ Yx) = 0 and that for every y ∈ Yx, dimV2(y) = d2 and V2(y) = V
′(y).
This, combined with the previous estimate supv∈V ′(y) χ(y, v) ≤ χ2(x), implies that
χ2(y) ≤ χ2(x) for y ∈ Yx. Using that Vol-almost every x is contained in Π1(Λ2),
we may find a Borel set Y2 ⊂ Y1 and χ2 ∈ R∪{±∞} such that Vol(L \Y2) = 0 and
χ2(x) = χ2 for every x ∈ Y2.
Case 2: L is not necessarily simply connected.
The holonomy problem arises. More concretely, given two points x and y ∈ L
and two paths ω1, ω2 ∈ Ω(L) such that ω1(0) = ω2(0) = x and ω1(t1) = ω2(t2) = y,
then A(ω1, t1)V2(x) is not necessarily equal to A(ω2, t2)V2(x).
Let π : L˜→ L be the universal cover. Fix x ∈ L and let x˜ ∈ L˜ be a lifting of x.
Recall from Lemma B.12 (ii) below that π−1x˜ : Ωx → Ω˜x˜ is a canonical identification
of the two paths spaces which identifies the respective Wiener measures Wx and
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Wx˜ on them. More precisely, for E˜ ∈ A (Ωx˜), we have that E := π(E˜) ∈ A (Ωx)
and Wx˜(E˜) =Wx(E).
We construct a cocycle A˜ on L˜ as follows:
(5.4) A˜(ω˜, t) := A(π(ω˜), t), t ∈ R+, ω˜ ∈ Ω(L˜).
For x˜ ∈ L˜ we define Vi(x˜) relative to the cocycle A˜ thanks to Proposition 5.2. Using
the above canonical identification and the definition of A˜, we see that
sup
ω˜∈E˜
χ(ω˜, v) = sup
ω∈E
χ(ω, v)
for every E˜ ∈ A (Ωx˜) and v ∈ R
d. By taking the infimum of the above equality over
all E˜ of full Wx˜-measure, we get that χ(x˜, v) = χ(x, v). Hence,
(5.5) V2(x˜) = V2(x) = V2(π(x˜)).
Since the cocycle A˜ is defined on the simply connected manifold L˜, we may apply
Case 1. Consequently, there is a set Y˜2 ⊂ L˜ such that Vol(L˜ \ Y˜2) = 0 and that the
assertions (i)–(iii) hold form = 2. Now let x and y be two points in Y2 := π(Y˜2) and
let ω1, ω2 ∈ Ω(L) be two paths such that ω1(0) = ω2(0) = x and ω1(t1) = ω2(t2) =
y. Since x ∈ Y2, we fix a lift x˜ ∈ Y˜2 of x. Let ω˜1 := π
−1
x˜ (ω1), ω˜2 := π
−1
x˜ (ω2), and
y˜1 := ω˜1(t1), y˜2 := ω˜1(t2). We consider two subcases.
Subcase 2a: Both y˜1 and y˜2 belong to Y˜2.
By assertion (iii) and (5.4) and (5.5), we get that
A(ω1, t1)V2(x) = A˜(ω˜1, t1)V2(x˜) = V2(y˜1) andA(ω2, t2)V2(x) = A˜(ω˜2, t2)V2(x˜) = V2(y˜2).
Since π(y˜1) = π(y˜2) = y, we obtain, by (5.5) again, that V2(y˜1) = V2(y˜2) = V2(y).
Hence, A(ω1, t1)V2(x) = A(ω2, t2)V2(x). So there is no holonomy problem in this
subcase.
Subcase 2b: Either y˜1 or y˜2 is outside Y˜2.
Assume without loss of generality that t1 = t2 = 1. Since Vol(L˜ \ Y˜2) = 0, it
follows that Vol(L\Y2) = 0. Consequently, by re-parameterizing ω1|[0,1] and ω2|[0,1]
and by replacing ω1|[0,1] (resp. ω2|[0,1]) by a path of the same homotopy class if
necessary (see the homotopy law in Definition 3.2), we may choose z ∈ Y close to
y such that
• ω1(1/2) = ω2(1/2) = z and z˜1 := ω˜1(1/2) ∈ Y˜2, z˜2 := ω˜2(1/2) ∈ Y˜2;
• ω1|[1/2,1] is homotopic with ω2|[1/2,1] in Lx.
By the first • we may apply Subcase 2a to z˜1 and z˜2 in place of y˜1 and y˜2.
Hence, using (5.5) we obtain that
A(ω1, 1/2)V2(x) = A(ω2, 1/2)V2(x) = V2(z˜1) = V2(z˜2) = V2(z).
On the other hand, the second • implies that
A(T 1/2ω1, 1/2)V2(z) = A(T
1/2ω2, 1/2)V2(z).
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Combining the equalities in the last two lines and appealing to the multiplicative
law of A, we get that
A(ω1, 1)V2(x) = A(T
1/2ω1, 1/2)A(ω1, 1/2)V2(x)
= A(T 1/2ω1, 1/2)V2(z)
= A(T 1/2ω2, 1/2)V2(z)
= A(T 1/2ω2, 1/2)A(ω2, 1/2)V2(x)
= A(ω2, 1)V2(x).
This completes Subcase 2b. Hence, the proposition is proved for m ≤ 2.
Consider
Λ3 :=
{
(x, v) ∈ Y1 × R
d : χ(x, v) < χ2
}
⊂ Leb(Y1)× Leb(R
d).
Let V3(y) be the proper vector subspace Λ3 ∩Π
−1
1 (y) of R
d for y ∈ Π1(Λ3), and let
V3(y) := {0} otherwise. We argue as above and use that dimV3(y) < dim V2(y) <
dimV1(y) when Vol(Π1(Λ3)) > 0. Consequently, the proposition is proved for m ≤
3.We continue this process. It will be finished after a finitem steps. This completes
the proof. 

CHAPTER 6
Splitting subbundles
In this chapter we are given a Riemannian lamination (X,L , g) satisfying the
Standing Hypotheses and a very weakly harmonic probability measure µ directed
by (X,L ). We also fix a number d ∈ N and let G := N.
Definition 6.1. A measurable bundle of rank k is a Borel measurable map V :
Y ∋ x 7→ Vx of Y into the Grassmannian Grk(R
d) of vector subspaces of dimension
k for some k ≤ d, where Y ⊂ X is a subset of full µ-measure. A measurable bundle
U of rank l : Y ∋ x 7→ Ux is said to be a measurable subbundle of V if Ux ⊂ Vx,
x ∈ X. The trivial bundle on Y is defined by Y ∋ x 7→ Rd, and is denoted by
Y × Rd.
For a subset Y ⊂ X of full µ-measure, let
Ω(Y ) := {ω ∈ Ω(X,L ) : πnω ∈ Y, ∀n ∈ N} ,
where πn : Ω(X,L ) → X is, as usual, the projection given by πnω := ω(n),
ω ∈ Ω(X,L ). Given a cocycle A : Ω(X,L )×N→ GL(d,R) and a subset Y ⊂ X
of full µ-measure, a measurable subbundle Y ∋ x 7→ Vx of Y × R
n is said to be
A-invariant if
A(ω, n)Vω(0) = Vω(n), ω ∈ Ω(Y ).
Using formula (2.7) we see easily that for a subset Y ⊂ X of full µ-measure,
Ω(Y ) is a subset of Ω(X,L ) of full µ¯-measure.
We may rephrase Proposition 5.5 as follows.
Corollary 6.2. Suppose that µ is ergodic. Let A be a cocycle on (X,L ). Then
there exist a Borel set Y ⊂ X of full µ-measure and a number m ∈ N and m integers
1 ≤ dm < dm−1 < · · · < d1 = d and m real numbers χm < χm−1 < · · · < χ1 with
the following properties:
(i) m(x) = m for every x ∈ Y ;
(ii) the map Y ∋7→ Vi(x) is an A-invariant subbundle of rank di of Y × R
d for
1 ≤ i ≤ m;
(iii) for every x ∈ Y and 1 ≤ i ≤ m, χi(x) = χi.
Proof. By Proposition 5.5, for each leaf L of (X,L ) we can find a subset
YL ⊂ L and an integer mL such that Vol(L \ YL) = 0 and that all properties
(i)–(iii) hold for mL maps L ∋ x 7→ Vi(x) with 1 ≤ i ≤ mL. Let Y := ∪YL, the
union being taken over all leaves of (X,L ). So Y is of full µ-measure. Consider
the leafwise constant function m¯ : X → N given by m¯ := mL on any leaf L. So
m¯(x) = m(x) for µ-almost every x ∈ X. By the ergodicity of µ, m¯ is equal to a
constant m µ-almost everywhere. By removing from Y a subset of null µ-measure
if necessary while still keeping Y leafwise saturated, we may assume thatm(x) = m
for all x ∈ Y. By Part 5) of Proposition B.4, we may also assume that Y is a Borel
set. This proves assertion (i).
41
42 6. SPLITTING SUBBUNDLES
Using the same argument for m maps Y ∋ x 7→ Vi(x) with 1 ≤ i ≤ m, the
corollary follows. 
The purpose of this chapter is to split anA-invariant bundle into a direct sum of
A-invariant components. This splitting will enable us to apply the ergodic Birkhoff
theorem in the next chapters. Throughout the Memoir, for a real-valued function
h, h+ denotes max(0, h).
Lemma 6.3. Let h : Ω(X,L ) → [0,∞) be a measurable function such that
(h− h ◦ T )+ ∈ L1(µ¯). Then 1nh(T
nω)→ 0 for µ¯-almost every ω ∈ Ω(X,L ).
Proof. Observe that h(T nω) = h(ω)−
∑n−1
i=0 (h− h ◦ T )(T
iω). Since (h− h ◦
T )+ ∈ L1(µ¯), the classical Birkhoff ergodic theorem gives that limn→∞
1
nh(T
nω) ex-
ists for µ¯-almost every ω ∈ Ω(X,L ), but could take the value∞.We need to prove
that this limit is equal to 0 almost everywhere. To do this let Ak := {ω ∈ Ω(X,L ) :
|h(ω)| ≤ k} for k ∈ N. Then ∪∞k=1Ak = Ω(X,L ). If µ¯(Ak) > 0 then by the recur-
rence theorem, for µ¯-almost every ω ∈ Ak, there exist n1(ω) < n2(ω) < · · · with
T ni(ω)(ω) ∈ Ak, i ≥ 1. Hence, |h(T
ni(ω)(ω))| ≤ k and so lim infn→∞
1
n |h(T
nω)| = 0.
This holds for µ¯-almost every ω ∈ ∪∞k=1Ak. 
In what follows Y denotes the set of full µ-measure given by Corollary 6.2. For
x ∈ Y let Ωx(Y ) denotes the space of all paths in Ω(Y ) originated at x, that is,
Ωx(Y ) := Ω(Y ) ∩ Ωx. For a matrix A ∈ GL(d,R) and a vector subspace U ⊂ R
d,
let ‖A|U‖ be the Euclidean norm of the linear homomorphism A|U : U → R
d.
Lemma 6.4. Let A be a cocycle such that
∫
Ω(X,L )
log+ ‖A(ω, 1)‖dµ¯(ω) < ∞.
Suppose that µ is ergodic and that Y ∋ x 7→ U(x) is a measurable A-invariant
subbundle of Y × Rd.
(i) Then limn→∞
1
n log ‖A(ω, n)|U(π0ω)‖ exists and is constant for µ¯-almost every
ω ∈ Ω(Y ), but the limit could be −∞;
(ii) Suppose that the value of the above limit is less than or equal to α ∈ R. For
ǫ > 0 define
aǫ(ω) := sup
n∈N
(
‖A(ω, n)|U(π0ω)‖ · e
−n(α+ǫ)
)
.
Then limn→∞
1
n log aǫ(T
nω) = 0 for µ¯-almost every ω ∈ Ω(Y ).
Proof. For n ∈ N let fn : Ω(Y )→ R defined by
fn(ω) := log ‖A(ω, n)|U(π0ω)‖, ω ∈ Ω(Y ).
By the hypothesis,
∫
Ω(Y ) f
+
1 (ω)dµ¯(ω) <∞. Since A is a cocycle and the subbundle
x 7→ U(x) is A-invariant, we see that
fn+m(ω) ≤ fn(ω) + fm(T
nω), ω ∈ Ω(Y ).
Applying the subadditive ergodic theorem [26] to the sequence (fn), assertion (i)
follows
We turn to assertion (ii). By the choice of α we have that 0 ≤ aǫ(ω) <∞. Also
aǫ(ω)
aǫ(Tω)
≤ max
(
‖A(ω, 1)|U(π0ω)‖ · e
−(α+ǫ), 1
)
so that
log aǫ(ω)− log aǫ(Tω) ≤ max
(
log+ ‖A(ω, 1)|U(π0ω)‖ − (α+ ǫ), 0
)
.
6. SPLITTING SUBBUNDLES 43
Recall from the hypothesis that
∫
Ω(X,L )
log+ ‖A(ω, 1)‖dµ¯(ω) < ∞. Hence, ω 7→(
log aǫ(ω)− log aǫ(Tω)
)+
is µ¯-integrable and we can apply Lemma 6.3. 
For two vector subspaces A, B of Rd, let Hom(A,B) denote the vector space
of all linear homomorphisms from A to B. Now we are in the position to state the
main result of this chapter.
Theorem 6.5. Let µ be an ergodic harmonic probability measure, and A :
Ω(X,L ) × N → GL(d,R) a cocycle, and Y ⊂ X a set of full µ-measure. Assume
that
∫
Ω(X,L ) log
+ ‖A(ω, 1)‖dµ¯(ω) < ∞. Assume also that Y ∋ x 7→ U(x) and
Y ∋ x 7→ V (x) are two measurable A-invariant subbundles of Y × Rd with V (x) ⊂
U(x), x ∈ Y. Define a new measurable subbundle Y ∋ x 7→ W (x) of Y × Rd by
splitting U(x) = V (x) ⊕W (x) so that W (x) is orthogonal to V (x) with respect to
the Euclidean inner product of Rd. Let α, β be two real numbers with α < β such
that
• χ(x, v) ≤ α for every x ∈ Y, v ∈ V (x) \ {0};
• χ(ω,w) ≥ β for every x ∈ Y, every w ∈ W (x) \ {0} and for every ω ∈ Gx,w.
Here Gx,w is a subset of Ωx(Y ) depending on x and w with Wx(Gx,w) > 0, and the
functions χ(x, v) and χ(ω,w) have been defined in (5.1)-(5.2).
Let A(ω, 1)|U(π0ω) : U(π0ω)→ U(π1ω) induce the linear maps C(ω) : W (π0ω)→
W (π1ω) and B(ω) : W (π0ω)→ V (π1(ω)) by
A(ω, 1)w = B(ω)w ⊕ C(ω)w, ω ∈ Ωx(Y ), w ∈ W (x).
(i) Then the map C defined on Ω(Y )× N by the formula
C(ω, n) := C(T nω) ∈ Hom(W (π0ω),W (πnω)), ω ∈ Ω(Y ), n ∈ N,
satisfies C(ω,m+k) = C(T kω,m)C(ω, k), m, k ∈ N. Moreover, C(ω, n) is invertible.
There exists a subset Y ′ of Y of full µ-measure with the following properties:
(ii) for each x ∈ Y ′ and for each w ∈ W (x) \ {0}, there exists a set Fx,w ⊂ Gx,w
such that: Wx(Fx,w) = Wx(Gx,w) and that for each v ∈ V (x) and each ω ∈ Fx,w,
we have
χ(ω, v ⊕ w) = χ(ω,w) = lim sup
n→∞
1
n
log ‖C(ω, n)w‖;
(iii) if for some x ∈ Y ′ and some w ∈W (x)\{0} and some v ∈ V (x) and some ω ∈
Fx,w the limit limn→∞
1
n log ‖C(ω, n)w‖ exists, then limn→∞
1
n log ‖A(ω, n)(v⊕w)‖
exists and is equal to the previous limit.
Proof. We use v to denote a general element of some V (x) and w a general
element of someW (x). Using the multiplicative property of the cocycleA, we obtain
the following formula, for ω ∈ Ωx(Y ),
(6.1) A(ω, n)(v ⊕ w) =
(
A(ω, n)v +D(ω, n)w
)
⊕ C(ω, n)w,
where D(ω, n) : W (π0ω)→ V (πnω) is given by
D(ω, n) :=
n−1∑
i=0
A(T i+1ω, n− i− 1) ◦ B(T iω) ◦ C(ω, i).
To prove assertion (i) pick an arbitrary w ∈ W (x). Using (6.1) and the as-
sumption that both maps x 7→ U(x), x 7→ V (x) are A-invariant subbundles of
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Y × Rd, we see that C(ω, n)w is the image of A(ω, n)(w) by the projection of
Uπnω = Vπnω ⊕Wπnω onto the second summand. Hence,
A(ω,m+ k)(Vπ0ω ⊕ w) = Vπm+kω ⊕ C(ω,m+ k)w.
Moreover, using the A-invariant assumption again we have that
A(ω,m+ k)(Vπ0ω ⊕ w) = A(T
kω,m)A(ω, k)(Vπ0ω ⊕ w)
= A(T kω,m)(Vπkω ⊕ C(ω, k)w)
= Vπm+kω ⊕ C(T
kω,m)C(ω, k)w.
This, combined with the previous equality, implies assertion (i).
Now we prove assertions (ii) and (iii). Lemma 5.3, applied to identity (6.1),
yields that
lim sup
n→∞
1
n
log ‖A(ω, n)(v ⊕ w)‖
= max
(
lim sup
n→∞
1
n
log ‖A(ω, n)v +D(ω, n)w‖, lim sup
n→∞
1
n
log ‖C(ω, n)w‖
)
.
(6.2)
Letting v = 0 and w 6= 0 in (6.2), we deduce that
lim sup
n→∞
1
n
log ‖A(ω, n)w‖
= max
(
lim sup
n→∞
1
n
log ‖D(ω, n)w‖, lim sup
n→∞
1
n
log ‖C(ω, n)w‖
)
.
(6.3)
For ǫ > 0 let aǫ(ω) := supn∈N
(
‖A(ω, n)|V (π0ω)‖ ·e
−n(α+ǫ)
)
. By the first assumption
•, we may apply Lemma 6.4 to aǫ(ω), and Lemma 6.3 to h(ω) := ‖A(ω, 1)‖, ω ∈
Ω(X,L ). Let (ǫm)
∞
m=1 be a sequence decreasing strictly to 0. By Lemma 6.4 and
Lemma 6.3, we may find, for each m ≥ 1, a subset Ωm of Ω(Y ) of full µ¯-measure
such that
(6.4)
1
n
aǫm(T
nω)→ 0 and
1
n
log ‖A(T nω, 1)‖ → 0 for all ω ∈ Ωm.
For every x ∈ Y set F ′x := Ωx ∩ ∩
∞
m=1Ωm ⊂ Ωx(Y ). Since ∩
∞
m=1Ωm is of full µ¯-
measure, there exists a subset Y ′ ⊂ Y of full µ-measure such that for every x ∈ Y ′,
F ′x is of full Wx-measure. By the first assumption • combined with Proposition
5.2 (ii)-(iii), for every x ∈ Y ′, there exists a set Fx ⊂ F
′
x of full Wx-measure such
that, for every ω ∈ Fx,
(6.5) χ(ω, v) ≤ α < β, v ∈ V (x).
By the second assumption •, for every x ∈ Y ′ and for every w ∈ W (x) \ {0}, there
exists a set Fx,w := Gx,w ∩Fx ⊂ Ωx(Y ) such that, for every ω ∈ Fx,w,
(6.6) α < β ≤ χ(ω,w).
Since Wx(Fx) = 1, we see that Wx(Fx,w) =Wx(Gx,w) > 0. We will prove that for
every x ∈ Y ′ and for every w ∈W (x) \ {0}, and for every ω ∈ Fx,w,
(6.7) lim sup
n→∞
1
n
log ‖C(ω, n)w‖ = lim sup
n→∞
1
n
log ‖A(ω, n)w‖.
Let τ be the left side limit. By (6.3), τ is smaller than the right hand side. By
(6.6), α is strictly smaller than the right hand side. So max(τ, α) is smaller than
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the right hand side of (6.7). Hence, by (6.3) again, lim supn→∞
1
n log ‖D(ω, n)w‖ ≥
max(τ, α). We will prove that
(6.8) lim sup
n→∞
1
n
log ‖D(ω, n)w‖ ≤ max(τ, α).
Taking (6.8) for granted, the above reasoning shows that the inequality (6.8) is, in
fact, an equality. Hence, it will follow from (6.3) that lim supn→∞
1
n log ‖A(ω, n)w‖ =
max(τ, α). Recall again from (6.6) that lim supn→∞
1
n log ‖A(ω, n)w‖ > α. Hence,
(6.9) τ > α
and (6.7) follows. So the proof of (6.7) is reduced to the proof of (6.8).
In order to show (6.8), fix an arbitrary m ≥ 1. Then there exists N depending
on ω,w and m such that n ≥ N implies that ‖C(ω, n)w‖ < en(τ+ǫm). If we write
L(ω, n) : V (π0ω)→ V (πnω) instead of A(ω, n)|V (π0ω), then
‖D(ω, n)w‖ ≤
n−1∑
i=0
‖L(T i+1ω, n− i− 1)‖ · ‖B(T iω)‖ · ‖C(ω, i)w‖
≤ n max
0≤i≤n−1
‖L(T i+1ω, n− i − 1)‖ · ‖B(T iω)‖ · ‖C(ω, i)w‖
= n‖L(T in+1ω, n− in − 1)‖ · ‖B(T
inω)‖ · ‖C(ω, in)w‖
for some 0 ≤ in ≤ n − 1, which depends also on ω and w. Note that (in) is an
increasing sequence.
Case 1: (in) is unbounded.
So in ≥ N for n large enough. Consequently, we have that
1
n
log+ ‖B(T inω)‖ ≤
in
n
1
in
log+ ‖A(T inω, 1)‖ ≤
1
in
log+ ‖A(T inω, 1)‖ → 0
by the membership ω ∈ Fx and by the second estimate of (6.4). Moreover, for
every m ≥ 1, the first estimate of (6.4) gives that
1
n
log aǫm(T
in+1ω) =
in + 1
n
1
in + 1
log aǫm(T
in+1ω)→ 0.
These inequalities, combined with the above estimate for ‖D(ω, n)w‖, imply that,
for every m ≥ 1,
1
n
log ‖D(ω, n)w‖ ≤
1
n
logn+
1
n
log aǫm(T
in+1ω) +
n− 1− in
n
(α+ ǫm)
+
1
n
log+ ‖B(T inω, n)‖+
in
n
(τ + ǫm).
So lim supn→∞
1
n log ‖D(ω, n)w‖ ≤ max(τ, α)+ǫm. By letting m→∞, we get (6.8)
as desired.
Case 2: (in) is bounded, say in ≤M for all n.
We see easily that
1
n
log ‖D(ω, n)w‖ ≤
1
n
logn+ max
0≤i≤M
1
n
log ‖L(T i+1ω, n− i− 1)‖
+ max
0≤i≤M
1
n
log ‖B(T iω)‖+ max
0≤i≤M
1
n
log ‖C(ω, i)‖.
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Since on the right hand side, the limsup of the second term is smaller than α by
(6.5), whereas other terms tend to 0 as n→∞, it follows that 1n log ‖D(ω, n)w‖ ≤ α,
proving (6.8). Hence, the proof of (6.7) is complete.
Lemma 5.3, applied to the first term in the right hand side of (6.2), yields that
lim sup
n→∞
1
n
log ‖A(ω, n)v +D(ω, n)w‖ ≤ max
(
lim sup
n→∞
1
n
log ‖A(ω, n)v‖,
lim sup
n→∞
1
n
log ‖D(ω, n)w‖
)
.
Observe in the last line that the first term in the right hand side is smaller than α
by (6.5), whereas the second term ≤ max(τ, α) by (6.8). This, combined with (6.9),
implies that the left hand side of the last line is ≤ τ. This, coupled with (6.2) and
(6.7), gives that for every x ∈ Y ′ and every w ∈W (x) \ {0} and every ω ∈ Fx,w,
lim sup
n→∞
1
n
log ‖A(ω, n)(v ⊕ w)‖ = lim sup
n→∞
1
n
log ‖C(ω, n)w‖
= τ = lim sup
n→∞
1
n
log ‖A(ω, n)w‖, ∀v ∈ V (x).
(6.10)
This proves assertion (ii).
Now suppose that limn→∞
1
n log ‖C(ω, n)w‖ exists for some x ∈ Y
′, some w ∈
W (x)\{0} and some ω ∈ Fx,w. By the inequality in Lemma 5.3 and (6.1), we have,
for every v ∈ V (x), that
lim inf
n→∞
1
n
log ‖A(ω, n)(v ⊕ w)‖
≥ max
(
lim inf
n→∞
1
n
log ‖A(ω, n)v +D(ω, n)w‖, lim inf
n→∞
1
n
log ‖C(ω, n)w‖
)
≥ lim inf
n→∞
1
n
log ‖C(ω, n)w‖.
This, combined with (6.10), implies assertion (iii). 
CHAPTER 7
Lyapunov forward filtrations
The first part of this chapter makes the reader familiar with some new termi-
nology and auxiliary results which are constantly present in this work. The second
part is devoted to two Oseledec type theorems. The first one is a direct consequence
of Oseledec Multiplicative Ergodic Theorem 1.2. The second theorem is the main
result of this chapter. Its proof occupies the last parts of the chapter where new
techniques such as totally invariant sample-path sets and stratifications are intro-
duced. We will see in this proof that the holonomy of the leaves comes into action.
Before proceeding further we need the following terminology.
Definition 7.1. Let T be a measurable transformation defined on a measur-
able space Ω. A measurable set F ⊂ Ω is said to be T -invariant (resp. T -totally
invariant) if T−1F = F (resp. TF = T−1F = F ).
When T is surjective, a set F is T -invariant if and only if it is T -totally invariant.
7.1. Oseledec type theorems
Consider a lamination (X,L ) satisfying the Standing Hypotheses endowed
with a harmonic probability measure µ which is ergodic. Consider also a (mul-
tiplicative) cocycle A : Ω × N → GL(d,R), where Ω := Ω(X,L ). Assume that∫
Ω log
+ ‖A±1(ω, 1)‖dµ¯(ω) < ∞. Let T := T 1 be the shift-transformation of unit-
time on Ω given in (1.1). By Theorem 4.6, µ¯ is ergodic with respect to T acting on
the measure space (Ω,A , µ¯). Consequently, we deduce from Theorem 1.2 (i)-(iv)
the following result.
Theorem 7.2. There exists a subset Φ of Ω of full µ¯-measure and a number
l ∈ N and l integers 1 ≤ rl < rl−1 < · · · < r1 = d and l real numbers λl < λl−1 <
· · · < λ1 such that the following properties hold:
(i) For each ω ∈ Φ there are linear subspaces
{0} ≡ Vl+1(ω) ⊂ Vl(ω) ⊂ · · · ⊂ V2(ω) ⊂ V1(ω) = R
d,
of Rd such that A(ω, 1)Vi(ω) = Vi(Tω) and that dimVi(ω) = ri for all ω ∈ Φ.
Moreover, ω 7→ Vi(ω) is a measurable map from Φ into the Grassmannian of R
d.
(ii) For each ω ∈ Φ and v ∈ Vi(ω) \ Vi+1(ω),
lim
n→∞
1
n
log
‖A(ω, n)v‖
‖v‖
= λi,
for every ω ∈ Φ.
(iii) λ1 = limn→∞
1
n log ‖A(ω, n)‖ for every ω ∈ Φ.
On the other hand, by Corollary 6.2, there is a Borel set Y ⊂ X of full µ-
measure and there are integers m ≥ 1, 1 ≤ dm < · · · < d1 = d and real numbers
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χm < · · · < χ1 such that m(x) = m, dimVi(x) = di and χi(x) = χi for every x ∈ Y.
Moreover, Y ∋ x 7→ dimVi(x) is an A-invariant subbundle of Y × R
d.
The purpose of this chapter is to unify the above two results. More concretely,
we want to comparem with l, {χ1, . . . , χm} with {λ1, . . . , λl} and {V1(x), . . . , Vm(x)}
with {V1(ω), . . . , Vl(ω)} for x ∈ Y and ω ∈ Ωx ∩ Φ respectively. Here is the main
result of this chapter.
Theorem 7.3. Under the above hypotheses and notation we have that m ≤ l
and {χ1, . . . , χm} ⊂ {λ1, . . . , λl} and χ1 = λ1. Moreover, there exists a Borel set
Y0 ⊂ Y of full µ-measure such that for every x ∈ Y0 and for every u ∈ Vi(x) \
Vi+1(x),
lim
n→∞
1
n
log ‖A(ω, n)u‖ = χi
for Wx-almost every ω ∈ Ωx. In particular,
χ(ω, u) = χ(x, u) = χi
for Wx-almost every ω ∈ Ωx. Here the functions χ(ω, u) and χ(x, u) are defined in
(5.1)-(5.2).
Remark 7.4. This result may be considered as the first half of Theorem 3.7.
The decreasing sequence of subspaces of Rd :
{0} ≡ Vm+1(x) ⊂ Vm(x) ⊂ · · · ⊂ V1(x) = R
d
is called the Lyapunov forward filtration associated to A at a given point x ∈ Y0.
The remarkable point of Theorem 7.3 is that this filtration depends only on the
point x, and not on paths ω ∈ Ωx.
Proof of Theorem 7.3.
The proof is divided into several steps.
Step 1: Construction of a Borel set Y0 ⊂ Y of full µ-measure. Proof that
{χ1, . . . , χm} ⊂ {λ1, . . . , λl} and χ1 = λ1.
By Corollary 6.2 and Theorem 7.2, there is a Borel set Y0 ⊂ Y of full µ-measure
such that for every x ∈ Y0, the set Φ ∩Ωx is of full Wx-measure. By the definition
and by Lemma 5.1, we obtain, for x ∈ Y0 and u ∈ R
d \ {0}, a set E ⊂ Ωx ∩ Φ of
full Wx-measure such that
χ(x, u) = ess. supω∈Ωxχ(ω, u) = sup
ω∈E
χ(ω, u) ∈ {λ1, . . . , λl}.
This implies that {χ1, . . . , χm} ⊂ {λ1, . . . , λl}. In particular, we get that m ≤ l
and χ1 ≤ λ1. Therefore, in order to prove that χ1 = λ1, it suffices to show that
χ1 ≥ λ1. By Proposition 5.2, for every x ∈ Y0 there exists a set Ex ∈ A (Ωx) of full
Wx-measure such that
v ∈ Vi(x) \ Vi+1(x)⇔ sup
ω∈Ex
lim sup
n→∞
1
n
log ‖A(ω, n)v‖ = χi.
Therefore, by the definition we get that for every v ∈ Rd \ {0}, for every x ∈ Y0
and every ω ∈ Ex, lim supn→∞
1
n log ‖A(ω, n)v‖ ≤ max{χm, . . . , χ1} = χ1. Hence,
λ1 ≤ χ1, as desired.
Step 2: By shrinking Y0 a little, for every x ∈ Y0 and every u ∈ Vm(x) \ {0}, the
equalities
(7.1) lim
n→∞
1
n
log ‖A(ω, n)u‖ = χ(ω, u) = χ(x, u) = χm
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hold for Wx-almost every ω ∈ Ωx.
The proof of Step 2 will be given in Section 7.3 below.
Step 3: End of the proof.
If m = 1 then Step 2 completes the proof of the theorem. Therefore, assume
that m ≥ 2. For every x ∈ Y0, consider the orthogonal decomposition Vm−1(x) =
Vm(x) ⊕W (x) with respect to the Euclidean inner product in R
d. We will apply
Theorem 6.5 to the cocycle A in the following setting:
V (x) := Vm(x) and U(x) := Vm−1(x), x ∈ Y0.
In order to ensure the two • conditions in Theorem 6.5, we choose α := χm and
β > α so that
β < min{λ ∈ {λ1, . . . , λl} : λ > α}.
This choice is possible using Step 1 and the assumptionm ≥ 2. Recall from Theorem
7.2 that χ(ω,w) ∈ {λ1, . . . , λl} for ω ∈ Φ and w ∈ R
d \ {0}. This, coupled with
Corollary 6.2, guarantees that for every x ∈ Y0 and every w ∈ Vm−1(x) \ Vm(x),
there is a set Gx,w ⊂ Ωx(Y0) ∩ Φ such that
Wx(Gx,w) > 0 and χ(ω,w) = χm−1, ω ∈ Gx,w.
So the hypotheses of Theorem 6.5 are fulfilled. Consequently, we deduce from
assertion (ii) of the latter theorem that
(7.2) ess. supω∈Ωx(Y ) lim sup
n→∞
1
n
log ‖C(ω, n)w‖ = χm−1
for µ-almost every x ∈ X and for all w ∈ W (x) \ {0}.
By Theorem A.8 there is a bimeasurable bijection between the A-invariant
subbundle Y ∋ x 7→ W (x) of rank dm−1 − dm and Y × R
dm−1−dm covering the
identity and which is a linear isometry on each fiber. Using this bijection, it follows
from Theorem 6.5 (i) that C is multiplicative cocycle induced by A. Since Y ∋
x 7→ W (x) is a measurable A-invariant subbundle and ‖C(ω, 1)‖ ≤ ‖A(ω, 1)‖ and
‖C(ω, 1)−1‖ ≤ ‖A(ω, 1)−1‖, we infer from the µ¯-integrability of ω 7→ A(ω, 1) that
ω 7→ C(ω, 1) is also µ¯-integrable. Consequently, this, together with (7.2) allows us
to apply to the cocycle C the same arguments used in Step 2. Hence, we can show
that, for µ-almost every x ∈ X and for every w ∈W (x) \ {0},
lim
n→∞
1
n
log ‖C(ω, n)w‖
‖w‖
= χm−1
for Wx-almost every ω ∈ Ωx. Then, by Theorem 6.5 (iii) we get that, for µ-almost
every x ∈ X and for every v ∈ Vm−1(x) \ Vm(x),
lim
n→∞
1
n
log ‖A(ω, n)v‖
‖v‖
= χm−1
for Wx-almost every ω ∈ Ωx(Y0). So, for µ-almost every x ∈ X and for every
v ∈ Vm−1(x) \ Vm(x),
χ(ω, v) = χ(x, v) = χm−1
for Wx-almost every ω ∈ Ωx(Y0).
The next case where v ∈ Vm−2(x) \ Vm−1(x) can be proved in the same way.
Repeating the above process a finite number of times, the proof of the theorem is
thereby completed modulo Step 2. 
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7.2. Fibered laminations and totally invariant sets
In this section we first introduce new objects: the fibered laminations. Next,
we study totally invariant measurable sample-path sets of these new objects. This,
together with the study of stratifications given in the next section, will be the main
ingredients in the proof of the remaining Step 2 of Theorem 7.3. Now let (X,L , g)
be a Riemannian continuous-like lamination. Let π : (X˜, L˜ ) → (X,L ) be the
corresponding covering lamination projection.
Definition 7.5. A weakly fibered lamination Σ over (X,L , g) is the data of a
Hausdorff topological space Σ and a measurable projection ι : Σ→ X˜ such that for
every y ∈ Σ, there exists a set Σy ⊂ Σ satisfying the following properties (i)–(iii):
(i) y ∈ Σy, and if y1 ∈ Σy2 then Σy1 = Σy2 ;
(ii) The restriction ι|Σy : Σy → L˜ι(y) is homeomorphic, where L˜x˜ is as usual the
leaf of the lamination (X˜, L˜ ) passing through x˜;
(iii) There is a family of maps s˜i : E˜i → Σ, with E˜i ⊂ X˜, indexed by a (at most)
countable set I, satisfying the following three properties:
• each s˜i is a local section of ι, that is, ι(s˜i(x˜)) = x˜ for all x˜ ∈ E˜i and i ∈ I;
1
• for each i ∈ I, both E˜i and s˜i(E˜i) are Borel sets, and the surjective map
s˜i : E˜i → s˜i(E˜i) is Borel bi-measurable;
• the family (s˜i)i∈I generates all fibers of ι, that is,
ι−1(x˜) :=
{
s˜i(x˜) : x˜ ∈ E˜i and i ∈ I
}
, x˜ ∈ X˜.
Each set Σy (y ∈ Σ) is called a leaf of Σ. Since (X˜, L˜ , π
∗g) is a Riemannian
measurable lamination, we equip each leaf Σy with the differentiable structure by
pulling back via ι|Σy the differentiable structure on Lι(y). Similarly, we endow each
leaf Σy with the metric tensor (ι|Σy )
∗(π∗g|Lι(y)).
Remark 7.6. Definition 7.5 (iii) is very similar to Definition 2.17 (i-b).
By Definition 7.5 (iii), the cardinal of every fiber ι−1(x˜) (x˜ ∈ X˜) is at most
countable; it may eventually be empty at some fibers (that is, ι(Σ) may be a proper
subset of X˜); and it may vary from fibers to fibers.
Although a weakly fibered lamination has the structure of leaves, it does not
admit, in general, an atlas with charts as well as their related notions such as flow
boxes etc. So a weakly fibered lamination is usually not a measurable lamination
and vice versa.
A trivial example of a weakly fibered lamination is Σ := X˜ and ι := id. Indeed,
conditions (i) and (ii) in Definition 7.5 are clearly fulfilled in this context, whereas
Definition 2.17 (i-b) implies condition (iii) in Definition 7.5. In this example, Σ is
also a measurable lamination with the atlas L˜ .
Let ι : Σ → X˜ be a weakly fibered lamination over (X,L , g). Observe that
every leaf Σy is simply connected as it is diffeomorphic to the leaf Lι(y) which
is simply connected since (X˜, L˜ ) is a covering measurable lamination of (X,L ).
Moreover, since the leaf Σy is endowed with the metric tensor (ι|Σy )
∗(π∗g|Lι(y)) for
which Σy is a complete Riemannian manifold of bounded geometry, we can define
1It is worthy pointing out that the set E˜i is not necessarily open.
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the heat diffusion associated to the leaves of Σ. Consequently, we can carry out the
constructions given in Section 2.4.
More concretely, we first construct the sample-path space Ω(Σ) ⊂ Σ[0,∞) con-
sisting of all continuous paths ω : [0,∞)→ Σ with image fully contained in a single
leaf. Next, we define the notion of cylinder set in a similar way as in Section 2.4.
Next, we construct the algebra S (resp. the σ-algebra C) on Σ[0,∞) generated by
all cylinder sets.
We can define, for each y ∈ Σ, a Wiener probability measure Wy on (Σ
[0,∞),C)
following formula (2.7). Similarly as in Theorem 2.11, we can show that the subset
Ω(Σ) ⊂ Σ[0,∞) has outer measure 1 with respect toWy for each y ∈ Σ. Let A (Σ) =
A (Ω(Σ)) be the σ-algebra on Ω(Σ) consisting of all sets A of the form A = C∩Ω(Σ),
with C ∈ C. Then we define the Wiener measure at a point y ∈ Σ by the formula:
(7.3) Wy(A) =Wy(C ∩ Ω(Σ)) :=Wy(C).
Wy is well-defined on A (Σ) since Ω(Σ) has full outer Wy-measure.
Finally, we say that A ∈ A (Σ) is a cylinder set (in Ω(Σ)) if A = C ∩ Ω(Σ) for
some cylinder set C ∈ C. Similarly as in Proposition 2.12, we can show the following
fact.
Proposition 7.7. 1) If A and B are two cylinder sets, then A∩B is a cylinder
set and Ω(Σ) \A is a finite union of mutually disjoint cylinder sets. In particular,
the family of all finite unions of cylinder sets forms an algebra S(Ω) on Ω(Σ).
2) If A is a countable union of cylinder sets, then it is also a countable union of
mutually disjoint cylinder sets.
Definition 7.8. A weakly fibered lamination Σ over (X,L , g) is said to be a
fibered lamination if it satisfies the following additional property:
(iv) for every set A ∈ A (Σ), the function
Σ ∋ y 7→Wy(A) ∈ [0, 1]
is Borel measurable.
A σ-finite positive Borel measure µ on X is said to respect a fibered lamination
Σ over (X,L , g) if it satisfies the following property:
(v) for every set A ∈ A (Σ), the image τ ◦ A ⊂ Ω(X,L ) is µ¯-measurable, where µ¯
is given in (2.10) and, for a set A ⊂ Ω(Σ), τ ◦A := {τ ◦ ω : ω ∈ A}.
Remark 7.9. We continue the discussion with the trivial weakly fibered lami-
nation Σ := X˜ and ι := id given in Remark 7.6. Since (X,L , g) is a Riemannian
continuous-like lamination with its corresponding covering lamination projection
π : (X˜, L˜ ) → (X,L ), it follows from Definition 2.17 (ii)-(v) that condition (iv)
and condition (v) in Definition 7.8 are fulfilled. Hence, this is a fibered lamination
which all σ-finite positive Borel measures µ respect.
In what follows, let ι : Σ → X˜ be a fibered lamination over (X,L , g). Let µ
be a σ-finite positive Borel measure which respects this fibered lamination. Let
τ := π ◦ ι : Σ→ X.
So τ maps leaves to leaves and the cardinal of every fiber τ−1(x) (x ∈ X) is at most
countable because of Definition 7.5 (iii) and of the fact that the cardinal of every
fiber π−1(x) (x ∈ X) is at most countable (see Definition 2.5).
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Proposition 7.10. There exists a σ-finite positive measure ν on (Σ,B(Σ))
which is formally defined by ν := τ∗µ.
Proof. By composing the local sections given by Definition 7.5 (iii) with those
given by Definition 2.17 (i-b), we may find a family of maps si : Ei → Σ, with
Ei ⊂ X, indexed by a (at most) countable set I, satisfying the following three
properties:
• each si is a local section of τ, that is, τ(si(x)) = x for all x ∈ Ei and i ∈ I;
• for each i ∈ I, both Ei and si(Ei) are Borel sets, and the surjective map
si : Ei → si(Ei) is Borel bi-measurable;
• the family (si)i∈I generates all fibers of τ, that is,
ι−1(x) := {si(x) : x ∈ Ei and i ∈ I} , x ∈ X.
We may assume without loss of generality that I = N. Using these properties, we
define a countable partition (Bi)
∞
i=0 of Σ by Borel sets as follows. Set B0 := s0(E0),
and for i ≥ 1 set Bi := si(Ei)\
⋃i−1
j=0 sj(Ej). Since the restriction of τ on Bi ⊂ si(Ei)
is one-to-one and onto its image τ(Bi) ⊂ X, we define ν := τ
∗µ as follows:
(7.4) ν(A) =
∞∑
i=0
ν(A ∩Bi) :=
∞∑
i=0
µ(τ(A ∩Bi)), A ∈ B(Σ).
This is clearly a well-defined σ-finite positive measure on (Σ,B(Σ)). 
Using formula (2.10), define the σ-finite measure ν¯ := τ∗µ¯ on (Ω(Σ),A (Σ)) as
follows:
(7.5) ν¯(B) :=
∫
Σ
(∫
ω∈B∩Ωy
dWy
)
dν(y) =
∫
Σ
Wy(B)dν(y), B ∈ A (Σ).
In fact, Definition 7.8 (iv) ensures that the integral on the right hand side is well-
defined. The following result is a generalization of Proposition 4.1 (ii). Its proof
will be provided in Appendix A.7.
Proposition 7.11. For every A ∈ A (Σ), there exists a decreasing sequence
sequences (An)
∞
n=1, each An being a countable union of mutually disjoint cylinder
sets in Ω(Σ) such that A ⊂ An and that ν¯(An \A)→ 0 as n→∞.
For a bounded measurable function f : Σ→ R+, consider themaximal function
on fibers M [f ] : X → R+ given by
(7.6) M [f ](x) := sup
y∈τ−1(x)
f(y), x ∈ X,
with the convention that M [f ](x) := 0 if τ−1(x) = ∅. For a bounded measurable
function F : Ω(Σ)→ R+ on (Ω(Σ),A (Σ)), consider the ∗-norm:
(7.7) ‖F‖∗ :=
∫
X
M [f ]dµ,
where the function f : Σ→ R+ is defined by
(7.8) f(y) :=
∫
Ωy
F (ω)dWy(ω), y ∈ Σ.
7.2. FIBERED LAMINATIONS AND TOTALLY INVARIANT SETS 53
For a set A ∈ A (Σ), let 1A denote the characteristic function of A.
2
The following result illustrates the necessity of Definition 2.17 (i-b) and Defi-
nition 7.5 (iii).
Proposition 7.12. 1) For every bounded measurable function f : Σ → R+,
the maximal function on fibers M [f ] : X → R+ given in (7.6) is measurable.
2) For every bounded measurable function F : Ω(Σ) → R+ on (Ω(Σ),A (Σ)), the
function f given in (7.8) is bounded and measurable. In particular, the ∗-norm
‖F‖∗ is well-defined.
Proof. By Definition 2.17 (i-b) and Definition 7.5 (iii), there is a (at most)
countable family of local sections of τ which generates all fibers of τ, that is, there
is a (at most) countable family (si)i∈I of Borel measurable maps si : Ei → Σ, such
that each Ei is a Borel subset of X, and that τ(si(x)) = x for all x ∈ Ei, and that
τ−1(x) := {si(x) : x ∈ Ei and i ∈ I} , x ∈ X.
For each i ∈ I, consider the measurable function fi : X → R
+ given by
fi(x) :=
{
f(si(x)), x ∈ Ei;
0, x 6∈ Ei.
Since M [f ] = supi∈I fi, it follows that M [f ] is also measurable. This proves Part
1).
By Part 1), the proof of Part 2) is reduced to showing that the function f given
by (7.8) is measurable. Using Proposition A.9, we only need to consider the case
where F := 1A for some A ∈ A (Σ). Using Definition 7.8 (iv), we proceed as in the
proof of Proposition 4.2. Consequently, the measurability of f follows. 
Remark 7.13. Clearly, ‖F‖∗ = 0 if and only if for µ-almost every x ∈ X, and
for every y ∈ τ−1(x), it holds that F (ω) = 0 for Wy-almost every ω.
Lemma 7.14. For every A ∈ A (Σ), it holds that µ¯(τ ◦A) ≤ ν¯(A).
Proof. Let A′ := τ ◦A. Since, by our assumption, the measure µ respects the
fibered lamination ι : Σ → X˜ over (X,L , g), it follows from Definition 7.8 (v)
that A′ belongs to the µ¯-completion of A . Note that for every x ∈ X and every
ω′ ∈ A′ ∩Ωx, there exists y ∈ τ
−1(x) and ω ∈ A such that ω′ = τ ◦ω. Hence, using
Lemma B.12 (ii) we infer that, for every x ∈ X,
Wx(A
′) ≤
∑
y∈τ−1(x)
Wy(A), x ∈ X.
Integrating both sides of the above inequality and using (7.5) and using Proposition
7.10, in particular, the explicit formula ν = τ∗µ given in (7.4), the lemma follows.

Lemma 7.15. For a measurable functions F,G : Ω(Σ)→ R+ on (Ω(Σ),A (Σ)),
it holds that
‖F +G‖∗ ≤ ‖F‖∗ + ‖G‖∗ and ‖F‖∗ ≤
∫
Ω(Σ)
Fdν¯.
2 In this Memoir, we use the symbol 1A (resp. χB) to denote the characteristic function
of a subset A of a sample-path space (resp. of a subset B of a measurable or weakly fibered
lamination).
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Proof. Consider the functions f, g : Σ→ R+ defined by
f(y) :=
∫
Ωy
F (ω)dWy(ω) and g(y) :=
∫
Ωy
G(ω)dWy(ω), y ∈ Σ.
The first assertion is an immediate consequence of the estimate
sup
y∈τ−1(x)
(f(y) + g(y)) ≤ sup
y∈τ−1(x)
f(y) + sup
y∈τ−1(x)
g(y), x ∈ X.
The second one follows from combining (7.5) with
sup
y∈τ−1(x)
f(y) ≤
∑
y∈τ−1(x)
f(y), x ∈ X.

For t ≥ 0 let T t be the shift-transformation of time t on Ω(Σ). We write T
instead of the shift-transformation of unit-time T 1. Recall from Definition 7.1 that
a set A ⊂ A (Σ) is said to be (T -)totally invariant if A = T−1A = TA.
Now we are in the position to state the main result of this section.
Theorem 7.16. Let ι : Σ → X˜ be a fibered lamination over (X,L , g). Let µ
be a very weakly harmonic probability measure on (X,L ) which respects the above
fibered lamination. Assume in addition that µ is ergodic on (X,L ).
1) For any sets A,B ∈ A (Σ), we have∥∥∥∥∥lim infn→∞ 1n
n−1∑
k=0
(F ◦ T k)G
∥∥∥∥∥
∗
≤ ‖F‖∗‖G‖∗,
where F := 1A and G := 1B.
2) If A ∈ A (Σ) is T -totally invariant, where T is the shift-transformation on Ω(Σ),
then ‖1A‖∗ is equal to either 0 or 1.
We are inspired by Kakutani’s method in the proof of [24, Theorem 3].
Proof. Assuming first Part 1), we will prove Part 2). Indeed, applying Part
1) to functions F = G = 1A yields that∥∥∥∥∥lim infn→∞ 1n
n−1∑
k=0
(1A ◦ T
k)1A
∥∥∥∥∥
∗
≤
∥∥1A∥∥2∗.
Since A = T−1(A), the left-hand side is equal to ‖1A‖∗. Hence, we obtain that
‖1A‖∗ ≤ ‖1A‖
2
∗. This, coupled with the obvious inequality ‖1A‖∗ ≤ 1 (since µ is a
probability measure) yields that ‖1A‖∗ is equal to either 0 or 1, as desired.
Recall from Proposition 7.7 that S(Ω) is the (non σ-) algebra generated by all
cylinder sets in Ω(Σ). To prove Part 1) we first assume that A,B ∈ S(Ω). By Part
1) of Proposition 7.7, each element of S(Ω) may be represented as the finite union
of mutually disjoint cylinder sets. Therefore, we may write
A :=
⋃
p∈P
Ap :=
⋃
p∈P
C({ti, A
p
i } : m) and B :=
⋃
q∈Q
Bq :=
⋃
q∈Q
C({sj , B
q
j } : l),
where the cylinder sets on the right hand sides are mutually disjoint and the index
set P and Q are finite. Consequently, for k ≥ k0 := sl, we have that
(F ◦ T k) ·G =
∑
p∈P, q∈Q
1Cp,q ,
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whereCp,q is the cylinder set C({s1, B1}, . . . , {sl, Bl}, {t1+k,A1}, . . . , {tm+k,Am} :
l+m). By (2.7), we get, for every y ∈ Σ, that
Wy(C
p,q) =
(
Ds1(χBq1Ds2−s1(χB
q
2
· · ·χBq
l−1
Dsl−sl−1(χBql Dt1+k−sl(χA
p
1
Dt2−t1(χAp2 · · ·χA
p
m−1
Dtm−tm−1(χApm) · · · )
)
(y).
Consider the function H : Σ→ [0, 1] given by
H(y) :=
∑
p∈P
Dt1
(
χAp1Dt2−t1(χA
p
2
· · ·χApm−1Dtm−tm−1(χA
p
m
) · · · )
)
(y) =Wy(
⋃
p∈P
Ap).
Consider also the linear integral operator D : L∞(Σ)→ L∞(Σ) given by
D(f) :=
∑
q∈Q
Ds1
(
χBq1Ds2−s1(χB
q
2
· · ·χBq
l−1
Dsl−sl−1(χBql f) · · · )
)
, f ∈ L∞(Σ).
Summarizing what has been done so far, we have shown that for every k ≥ k0 and
every y ∈ Σ,∫
Ωy
F (T kω)G(ω)dWy = D(Dk−slH)(y), where H(y) =Wy(A).
Observe that H ≤ K ◦ τ, where K : X → R+ is given by
(7.9) K :=M [W•(A)],
the function W•(A) : X˜ → [0, 1] being given by X˜ ∋ x˜ 7→ Wx˜(A). This, combined
with the previous equality, implies that for all n > k0,
(7.10)
∫
Ωy
1
n
n−1∑
k=k0
(F ◦ T k) ·GdWy ≤ D
(( 1
n
n−1∑
k=k0
Dk−slK
)
◦ π
)
(y), y ∈ Σ.
Since we get from (7.9) that 0 ≤ K ≤ 1, it follows that supn≥1
1
n
∑n−1
k=0 DkK ≤ 1.
On the other hand, by Akcoglu’s ergodic theorem (see Theorem B.16), the sequence
1
n
∑n−1
k=0 DkK converges µ-almost everywhere as n → ∞ to
∫
X
Kdµ =
∥∥1A∥∥∗.
Putting these altogether and using the explicit formula of D , we deduce from
Lebesgue’s dominated convergence that, for µ-almost every x ∈ X and for every
y ∈ τ−1(x) ⊂ Σ,
lim
n→∞
D
(( 1
n
n−1∑
k=k0
Dk−slK
)
◦ π
)
(y) = lim
n→∞
D
(
(
1
n
n−1∑
k=0
Dk−slK) ◦ π
)
(y)
= D(
∥∥1A∥∥∗ · 1)(y),
(7.11)
where 1 is the function identically equal to 1 on Σ. The right hand side is equal to∥∥1A∥∥∗D(1)(y) = ∥∥1A∥∥∗Wy(B).
This, coupled with (7.10), implies that, for µ-almost every x ∈ X and for every
y ∈ τ−1(x),
(7.12) lim sup
n→∞
∫
Ωy
1
n
n−1∑
k=0
(F ◦ T k) ·GdWy ≤
∥∥1A∥∥∗Wy(B).
By Fatou’s lemma, the left hand side is greater that
∫
Ωy
lim infn→∞
1
n
∑n−1
k=0 (F ◦
T k) ·GdWy . Consequently, Part 1) follows.
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It remains to treat the general case where A,B ∈ A (Σ). Recall that all leaves
of Σ are simply connected. Therefore, by Proposition 7.11, for every A,B ∈ A (Σ)
there exist two sequences (An)
∞
n=1 and (Bn)
∞
n=1 such that each An (as well as each
Bn) is a countable union of elements in S(Ω) and that A ⊂ An, B ⊂ Bn, and
ν¯(An \ A) → 0, ν¯(Bn \ B) → 0 as n → ∞. Fix an arbitrary 0 < ǫ < 1. The above
discussion shows that there exists n ≥ 1 large enough and A′, B′ ∈ S(Ω) such that
A′ ⊂ An, B
′ ⊂ Bn and that
(7.13) ν¯(An \A) <
ǫ
4
, ν¯(An \A
′) <
ǫ
4
, ν¯(Bn \B) <
ǫ
4
, ν¯(Bn \B
′) <
ǫ
4
.
Hence,
ν¯(A \A′) ≤ ν¯(An \A
′) <
ǫ
4
and ν¯(B \B′) ≤ ν¯(Bn \B
′) <
ǫ
4
.
Using this and applying Proposition 4.1 (ii) to both sets A \ A′ and B \ B′, we
obtain two sets A′′′ and B′′′, each of them being a countable union of cylinder sets,
such that
A \A′ ⊂ A′′′, ν¯(A′′′) < ǫ/2 and B \B′ ⊂ B′′′, ν¯(B′′′) < ǫ/2.
Let A′′ := τ ◦ (A′′′) and B′′ := τ ◦ (B′′′). Consequently, we deduce from Lemma
7.14 that
(7.14) µ¯(A′′) ≤ ν¯(A′′′) <
ǫ
2
and µ¯(B′′) ≤ ν¯(B′′′) <
ǫ
2
.
On the one hand, it follows from (7.13) that
ν¯(A′ \A) ≤ ν¯(An \A) <
ǫ
4
and ν¯(B′ \B) ≤ ν¯(Bn \B) <
ǫ
4
.
This, combined with Lemma 7.15, implies that
(7.15) ‖1A′‖∗ ≤ ‖1A‖∗ + ‖1A′\A‖∗ ≤ ‖1A‖∗ + ǫ/4 and ‖1B′‖∗ ≤ ‖1B‖∗ + ǫ/4.
On the other hand, since 1A − 1A′ ≤ 1A′′′ ≤ 1τ−1(A′′) and 1B − 1B′ ≤ 1B′′′ ≤
1τ−1(B′′), we deduce that, for every x ∈ X and y ∈ τ
−1(x) and n ≥ 1,
∫
Ωy
1
n
n−1∑
k=0
(F ◦ T k) ·GdWy ≤
∫
Ωy
1
n
n−1∑
k=0
(1A′ ◦ T
k) · 1B′dWy
+
∫
Ωy
( 1
n
n−1∑
k=0
(1τ−1A′′ ◦ T
k)
)
1BdWy +
∫
Ωy
( 1
n
n−1∑
k=0
(F ◦ T k)
)
1B\B′dWy.
Since A′, B′ ∈ C, it follows from the previous case (see (7.12)) that the lim supn→∞
of first term on the right hand side is ≤ ‖1A′‖∗Wy(B
′). Since F ≤ 1, the third term
is bounded from above by∫
Ωy
1B\B′dWy =Wy(B \B
′) ≤Wy(B
′′′) ≤Wx(B
′′).
The second term is dominated by∫
Ωy
1
n
n−1∑
k=0
(1τ−1A′′ ◦ T
k)dWy =
∫
Ωx
1
n
n−1∑
k=0
(1A′′ ◦ T
k)dWx,
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where we recall that x = τ(y) and the equality holds by Lemma B.12 (i). Conse-
quently,∫
Ωy
lim inf
n→∞
1
n
n−1∑
k=0
(F ◦ T k) ·GdWy ≤ lim sup
n→∞
∫
Ωy
1
n
n−1∑
k=0
(F ◦ T k) ·GdWy
≤ ‖1A′‖∗Wy(B
′) +Wx(B
′′) + lim sup
n→∞
∫
Ωx
1
n
n−1∑
k=0
(1A′′ ◦ T
k)dWx.
By Fatou’s lemma,
lim sup
n→∞
∫
Ωx
1
n
n−1∑
k=0
(1A′′ ◦ T
k)dWx ≤
∫
Ωx
lim sup
n→∞
1
n
n−1∑
k=0
(1A′′ ◦ T
k)dWx
On the other hand, by Theorem 2.20, the probability measure µ¯ is T -invariant on
Ω(X,L ). Applying the Birkhoff ergodic theorem yields that
lim
n→∞
1
n
n−1∑
k=0
(1A′′ ◦ T
k)(ω) = R(ω)
for µ-almost every x ∈ X and Wx-almost every ω ∈ Ωx, and that∫
X
( ∫
Ωx
R(ω)dWx(ω)
)
dµ(x) =
∫
Ω
1A′′dµ¯ = µ¯(A
′′).
Summarizing what has been done so far, we have shown that∥∥∥∥∥lim infn→∞ 1n
n−1∑
k=0
(F ◦ T k)G
∥∥∥∥∥
∗
≤ ‖1A′‖∗‖1B′‖∗ +
∫
X
Wx(B
′′)dµ(x)
+
∫
X
( ∫
Ωx
R(ω)dWx(ω)
)
dµ(x)
= ‖1A′‖∗‖1B′‖∗ +
∫
X
Wx(B
′′)dµ(x) + µ¯(A′′).
Using (7.14), the last line is dominated by ‖1A′‖∗‖1B′‖∗ + ǫ, which is, in turn,
bounded by ‖1A‖∗‖1B‖∗ + 4ǫ in virtue of (7.15). Since 0 < ǫ < 1 is arbitrarily
chosen, Part 1) in the general case where A,B ∈ A (Σ) follows. 
7.3. Cylinder laminations and end of the proof
Let (X,L , g) be a Riemannian lamination satisfying the Standing Hypotheses
and set Ω := Ω(X,L ) as usual. The purpose of this section is to complete Step 2
in the proof of Theorem 7.3. Throughout the Memoir, given a K-finite dimensional
vector space V with K ∈ {R,C} and a positive integer k, Grk(V ) denotes the
Grassmannian of all K-linear subspaces of V of given dimension k. When k = 1,
Gr1(V ) coincides with the projectivisation PV of V.
Definition 7.17. For every 1 ≤ k ≤ d, the cylinder lamination of rank k of
a cocycle A : Ω(X,L ) × G → GL(d,R), denoted by (Xk,A,Lk,A), is defined as
follows. The ambient topological space of the cylinder lamination is X ×Grk(R
d)
which is independent of A. Its leaves are defined as follows. For a point (x, U) ∈
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X ×Grk(R
d) and for every simply connected plaque K of (X,L ) passing through
x, we define the plaque K of (X ×Grk(R
d),Lk,A) passing through (x, U) by
K = K(K,x, U) := {(y,A(ω, 1)U) : y ∈ K, ω ∈ Ωx, ω(1) = y, ω[0, 1] ⊂ K} ,
where we also denote by A(ω, 1) its induced action on Grk(R
d), that is,
A(ω, 1)U := {A(ω, 1)u : u ∈ U} .
Remark 7.18. Since the local expression of A on flow boxes is, in general,
only measurable, the cylinder lamination (X × Grk(R
d),Lk,A) is a measurable
lamination in the sense of Definition 2.2. Moreover, it is a continuous lamination
in the sense of Definition 2.1 if and only if the local expression of A on flow boxes
is continuous, that is, A is C 0-smooth.
Let Ωk,A := Ω(Xk,A,Lk,A). Clearly, when k = d we have that (X,L ) ≡
(Xd,A,Ld,A).
Note that the projection on the first factor pr1 : X × Grk(R
d) → X maps K
onto K homeomorphically. We endow the plaque K with the metric (pr1|K)
∗(g|K).
By this way, the leaves of (X ×Grk(R
d),Lk,A) are equipped with the metric pr
∗
1g,
and hence (X×Grk(R
d),Lk,A, pr
∗
1g) is a Riemannian measurable lamination. The
Laplacian and the one parameter family {Dt : t ≥ 0} of the diffusion operators are
defined using the leafwise metric pr∗1g.
In what follows, let A : Ω× N→ GL(d,R) be a (multiplicative) cocycle. Now
we discuss the notion of saturations. The (leafwise) saturation of a set Z ⊂ Y in a
measurable lamination (Y,L ) (resp. in a weakly fibered lamination ι : Y → X˜) is
the leafwise saturated set
Satur(Z) := ∪y∈ZLy.
For a set Σ ⊂ X ×Grk(R
d), the saturation of Σ with respect to the cocycle A is
the saturation of Σ in the lamination (Xk,A,Lk,A).
We have the following natural identification.
Lemma 7.19. The transformation Ωk,A → Ω × Grk(R
d) which maps η to
(ω,U(0)), where η(t) = (ω(t), U(t)), t ∈ [0,∞), is bijective.
Proof. The identification, follows from the fact that η is uniquely determined
in terms of ω and U(0). Indeed, we have that
η(t) = (ω(t), U(t)) =
(
ω(t),A(ω, t)(U(0))
)
.

Let T be as usual the shift-transformation of unit-time on Ωk,A. Following
Definition 7.1, a set F̂ ⊂ Ωk,A is said to be T -totally invariant if T F̂ = T
−1F̂ = F.
Using Lemma 7.19, we may define T and T−1 on Ω×Grk(R
d) as follows:
T (ω, u) := (Tω,A(ω, 1)u), (ω, u) ∈ Ω×Grk(R
d);
T F̂ := {T (ω, u) : (ω, u) ∈ F̂} and T−1F̂ := {(ω, u) : T (ω, u) ∈ F̂}.
Here F̂ is a subset of Ω × Grk(R
d). Given a set F̂ ⊂ Ω × Grk(R
d), let F be the
projection of F̂ onto the first factor, that is,
F := {ω ∈ Ω : ∃u ∈ P(Rd) : (ω, u) ∈ F̂}.
We see easily that if F̂ is T -totally invariant, so is F.
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By Theorem A.8 below there is a bimeasurable bijection between theA-invariant
sub-bundle Y ∋ x 7→ Vm(x) of rank dm and Y × R
dm covering the identity and
which is linear on fibers. Therefore, we may assume without loss of generality that
Vm(x) = R
dm everywhere in Step 2 of the proof of Theorem 7.3. By Corollary 6.2
(iii), we have, for every x ∈ Y and for every v ∈ Vm(x), that
(7.16) ess. supω∈Ωx(Y ) lim sup
n→∞
1
n
log ‖A(ω, n)v‖ = χm.
Consider the following measurable set F̂ ⊂ Ω× P(Rdm) :
(7.17) F̂ :=
{
(ω, u) ∈ Ω× P(Rdm) : χ(ω, u) < χm
}
.
In what follows, we identify Gr1(R
dm) with P(Rdm), and we also identify a vector
u ∈ Rdm \ {0} with its image [u] ∈ P(Rdm) under the canonical projection [·] :
Rdm \ {0} → P(Rdm). Pick an arbitrary (ω, u) ∈ F̂ . So χ(ω, u) < χm. Let η ∈ Ω be
an arbitrary path such that Tη = ω and choose v ∈ P(Rdm) such that u = A(η, 1)v.
We infer from (5.3) that χ(η, v) = χ(ω, u) < χm. Hence, (η, v) ∈ F̂ . So we have
just shown that T−1F̂ ⊂ F̂ . Similarly, we also obtain that T F̂ ⊂ F̂ .
In summary, we get that T−1F̂ ⊂ F̂ and T F̂ ⊂ F̂ . So F̂ = T−1F̂ = T F̂ , that
is, F̂ is T -totally invariant. So the image F := π1(F̂ ) of F̂ onto the first factor Ω
is T -totally invariant.
For each integer 1 ≤ k ≤ dm let
(7.18) Nk :=
{
x ∈ X : ∃U ∈ Grk(R
dm) such that Wx(Fx,U ) > 0
}
,
where, for each point x ∈ X and each vector subspace of dimension k in Rdm
U ∈ Grk(R
dm),
(7.19) Fx,U :=
{
ω ∈ Ωx : ∀u ∈ U \ {0} : (ω, u) ∈ F̂
}
,
where F̂ is given by (7.17). Note that
Ndm ⊂ Ndm−1 ⊂ · · · ⊂ N1 ⊂ X.
In what follows, let µ be a harmonic probability measure on X.
Lemma 7.20. Let k be an integer with 1 ≤ k ≤ dm.
1) Then the map Mk : X ×Grk(R
dm)→ [0, 1] given by
Mk(x, U) :=Wx({ω ∈ Ω : ∀u ∈ U : (ω, u) ∈ F̂}),
is Borel measurable, and the map Nk : X → [0, 1] given by
Nk(x) := sup
U∈Uk(x)
Wx(Fx,U ), x ∈ X,
is µ-measurable.
2) Nk is µ-measurable and VolLx(Lx ∩Nk) > 0 for every x ∈ Nk.
3) Satur(Nk) is µ-measurable and there is a leafwise saturated Borel set E such
that Satur(Nk) ⊂ E and that µ(E \ Satur(Nk)) = 0.
4) If µ(Nk) = 0 if and only if µ(Satur(Nk)) = 0.
Proof. By Theorem A.2, we may find k Borel measurable functions b1, . . . , bk :
Grk(R
dm)→ Gr1(R
dm) such that for eachU ∈ Grk(R
dm), the k lines b1(U), . . . , bk(U)
span U. For every 1 ≤ i ≤ k consider the following subset of Ω×Grk(R
dm) :
Fi :=
{
(ω,U) ∈ Ω×Grk(R
dm) : χ(ω, bi(U)) < χm
}
.
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Since χ and bi are measurable functions, each Fi is a measurable subset of Ω ×
Grk(R
dm). Let
(7.20) F0 := ∩
k
i=1Fi.
So F0 is also measurable. Observe that
Mk(x, U) =Wx({ω ∈ Ω : (ω,U) ∈ F0}), (x, U) ∈ X ×Grk(R
dm).
On the other hand, the function X ×Grk(R
dm) ∋ (x, U) 7→Wx({ω ∈ Ω : (ω,U) ∈
F0}) is Borel measurable by Proposition 4.2. Consequently,Mk is Borel measurable.
To prove that Nk is µ-measurable observe that
Wx(Fx,U ) =Wx({ω ∈ Ω : (ω,U) ∈ F0}).
We deduce that
Nk(x) = sup
U∈Grk(Rdm )
Wx({ω ∈ Ω : (ω,U) ∈ F0}).
Recall that the function X × Grk(R
dm) ∋ (x, U) 7→ Wx({ω ∈ Ω : (ω,U) ∈ F0})
is measurable. Consequently, applying Lemma A.7 to the last equality yields that
Nk is µ-measurable. This completes Part 1).
Since Nk = {x ∈ X : Nk(x) > 0}, the µ-measurability of Nk follows from Part
1). To prove the other assertion of Part 2), fix x0 ∈ Nk and U0 ∈ Grk(R
dm) such
that Fx0,U0 > 0. In other words,
(7.21) Wx0
(
F0 ∩ Ω((Lk,A)(x0,U0))
)
> 0,
where F0 is given in (7.20) and (Lk,A)(x0,U0) denotes the leaf of (Xk,A,Lk,A) passing
through the point (x0, U0) and Ω((Lk,A)(x0,U0)) denotes the space of all continuous
paths ω defined on [0,∞) with image fully contained in this leaf.
Since F̂ given in (7.17) is T -totally invariant, it is easy to see that so is F0.
Consequently, applying Proposition 5.4 (i) to inequality (7.21) yields that for L :=
Lx0,
VolL
({
x ∈ L : Wx
(
F0 ∩ Ω((Lk,A)(x0,U0))
)
> 0
})
> 0,
proving the last assertion of Part 2).
The proof of Part 3) and Part 4) will be provided in Appendix B.1.1. 
Lemma 7.21. If χm 6= λl, then µ(Ndm) = 0.
Proof. By Theorem 7.2 and by Step 1, there is 1 ≤ s ≤ l such that χm = λs.
Our assumption χm 6= λl implies that s < l. Consequently, for µ-almost every
x ∈ X, for Wx-almost every ω ∈ Ωx we have that χ(ω, u) = λs = χm for all
u ∈ Vs(ω) ⊂ R
dm . As Vs(ω) 6= {0}, we infer from (7.18) and (7.19) that µ(Ndm) =
0. 
For each integer 1 ≤ k ≤ dm and each point x ∈ X, let
(7.22) Uk(x) :=
{
U ∈ Grk(R
dm) : Wx(Fx,U ) > 0
}
.
Now we arrive at the following stratifications.
Lemma 7.22. Let x ∈ X \Nk+1. Then for every U, V ∈ Uk(x) with U 6= V, it
holds that Wx(Fx,U ∩Fx,V ) = 0. In particular, 0 <
∑
U∈Uk(x)
Wx(Fx,U ) ≤ 1 and
hence the cardinal of Uk(x) is at most countable.
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Proof. Suppose that there exist U, V ∈ Uk(x) such that U 6= V, and that
Wx(Fx,U ∩Fx,V ) > 0. Let W be the vector space spanned by both U and V. Since
U 6= V, W is of dimension ≥ k+1. Let w be an arbitrary element in W. So we may
find u ∈ U and v ∈ V such that w = u+ v. Arguing as in the proof of Proposition
5.2 (iii), we get that
χ(ω, u+ v) ≤ max{χ(ω, u), χ(ω, v)}, ω ∈ Ωx.
Consequently, for every ω ∈ Fx,U ∩Fx,V , we infer that
χ(ω,w) = χ(ω, u+ v) ≤ max{χ(ω, u), χ(ω, v)} < χm.
Hence, Fx,U ∩Fx,V ⊂ Fx,W . This, combined with the assumption thatWx(Fx,U ∩
Fx,V ) > 0, implies that Wx(Fx,W ) > 0, that is, x ∈ Nk+1, which contradicts the
hypothesis. Hence, the first assertion of the lemma follows.
The second assertion follows from the first one since Wx is a probability mea-
sure. To prove that the cardinal of Uk(x) is at most countable, consider, for each
N ≥ 1, the following subset of Uk(x) :
U
N
k (x) := {U ∈ Uk(x) : Wx(Fx,U ) > 1/N} .
By the first assertion, the cardinal ofU Nk (x) is at mostN. Since Uk(x) =
⋃∞
N=1 U
N
k (x),
the last assertion of the lemma follows. 
End of the proof of Step 2 of Theorem 7.3. Recall from Theorem 7.2 that
χ(ω, u) ∈ {λ1, . . . , λl} for Wx-almost every ω and for µ-almost every x ∈ X. More-
over, λl < · · · < λ1. Consequently, if χm = λl, then by Theorem 7.2, for µ-
almost every x ∈ X, we have that χ(ω, v) = λl = χm for all v ∈ Vm(x) and that
Vl(ω) = Vm(x) for Wx-almost every ω. Hence, Step 2 is finished. Therefore, in
the sequel we assume that χm 6= λl. Consequently, by Lemma 7.21 we get that
µ(Ndm) = 0.
In the remaining part of the proof we let k descend from dm − 1 to 1. So we
begin with k = dm− 1 and recall that µ(Ndm) = 0. The remaining proof is divided
into two sub-steps.
Sub-step 1: If µ(Nk+1) = 0 and k ≥ 1, then µ(Nk) = 0.
Suppose in order to reach a contradiction that µ(Nk) > 0. Let π : (X˜, L˜ )→
(X,L ) be the covering lamination projection of (X,L ), and set Ω˜ := Ω(X˜, L˜ ).
Let
(7.23) Σk :=
{
(x˜, U) ∈ π−1(Nk \ Satur(Nk+1))×Grk(R
dm) : U ∈ Uk(π(x˜))
}
,
where Uk(π(x˜)) is defined by (7.22).
We construct a cocycle A˜ on (X˜, L˜ ) as follows:
(7.24) A˜(ω˜, t) := A(π ◦ ω˜, t), t ∈ R+, ω˜ ∈ Ω˜.
Consider the cylinder lamination of rank k (X˜k,A˜, L˜k,A˜) of the cocycle A˜. Note that
Σk ⊂ X˜k,A˜ = X˜ × Grk(R
dm). Let Σk be the saturation of Σk in this measurable
lamination.
Before going further, we make the following modification on Σk. By Part 2) of
Lemma 7.20, we may shrink Nk a little bit so that µ(Nk) does not change and that
Nk is a Borel set. By Part 3) of the same lemma, we may add to Satur(Nk+1) a
set of null µ-measure such that Satur(Nk+1) is a Borel set. So we may assume that
Nk \ Satur(Nk+1) is a Borel set. Moreover, by Part 4) of Proposition B.4, we may
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shrink the last set a little bit so that its µ-measure does not change and that its
saturation is a Borel set. Putting this discussion together with (7.23), (7.22) and
the measurability of Mk stated in Part 1) of Lemma 7.20, we may assume without
loss of generality that
(7.25) Σk and Σk are Borel subsets of X˜ ×Grk(R
dm).
The projection of Σk ⊂ X˜ ×Grk(R
dm) onto the first factor is denoted by pr1(Σk).
Since µ(Nk+1) = 0 and µ(Nk) > 0, if follows from Part 4) of Lemma 7.20 that
µ(Nk \ Satur(Nk+1)) > 0. On the other hand, π(pr1(Σk)) ⊂ X is equal to the
saturation of Nk\Satur(Nk+1) in the lamination (X,L ). Putting all these together
and noting that µ is ergodic, we infer that the leafwise saturated set π(pr1(Σk)) ⊂ X
is of full µ-measure.
For any point (x˜, U) ∈ Σk, let (Σk)(x˜,U) be the saturation of (x˜, U) in (X˜k,A˜, L˜k,A˜),
and we call it the leaf of Σk passing through (x˜, U). Since this leaf is also a leaf in
the cylinder lamination (X˜k,A˜, L˜k,A˜), it is endowed with the natural metric pr
∗
1g˜,
where g˜ := π∗g. Let Ω(Σk) be the space of all continuous paths ω : [0,∞) → Σk
with image fully contained in a single leaf. Using the canonical identification given
by Lemma 7.19 we identify Ω(Σk) with a subspace of Ω˜×Grk(R
d).
Let
(7.26) Âk :=
{
(ω,U) ∈ Ω×Grk(R
dm) : (ω,U) ⊂ F̂
}
.
where F̂ is given by (7.17). We can easily show that Âk is T -totally invariant.
Moreover, it is also measurable since so is F̂ . Let
(7.27)
̂˜
Ak :=
{
(ω˜, U) ∈ Ω˜×Grk(R
dm) : (π ◦ ω˜, U) ∈ Âk and (ω˜(0), U) ∈ Σk
}
.
Proposition 7.23. Suppose as in Sub-step 1 that µ(Nk+1) = 0 and µ(Nk) > 0.
1) Then
̂˜
Ak is a T -totally invariant measurable subset of Ω(Σk).
2) ι : Σk → X˜ is a weakly fibered lamination over (X,L , g), where ι is the canonical
projection onto the first factor.
Proof. Recall that Âk and
̂˜
Ak are defined in (7.26) and (7.27) and that Âk is
T -totally invariant measurable.
To prove Part 1) observe that
̂˜
Ak = Ω(Σk) ∩ Ak, where
Ak :=
{
(ω˜, U) ∈ Ω˜×Grk(R
dm) : (π ◦ ω˜, U) ∈ Âk
}
.
Since Âk is T -totally invariant measurable, so are Ak and
̂˜
Ak.
Now we turn to Part 2). Recall from the construction of Σk, that it is the
saturation of Σk in the cylinder lamination (X˜k,A˜, L˜k,A˜). Consequently, we only
need to check Definition 7.5 (iii). For the moment, we only give the proof of the
following weaker statement:
(7.28) The cardinal of every fiber ι−1(x˜) (x˜ ∈ X˜) is at most countable.
The verification of the whole Definition 7.5 (iii) will be provided in Appendix B.1.2.
To prove the above statement, fix an arbitrary point x˜0 ∈ X˜ and let ι
−1(x˜0) =
{(x˜0, Ui) : i ∈ I}. We need to show that the index set I is at most countable.
Suppose without loss of generality that x˜0 6∈ π
−1(Satur(Nk+1)) since otherwise
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ι−1(x˜0) = ∅ by the construction of Σk and Σk. For each i ∈ I there exists (x˜i, Vi) ∈
Σk such that (x˜i, Vi) on the same leaf as (x˜0, Ui) in Σk. The membership (x˜i, Vi) ∈
Σk implies, by the definition of Σk, that
Wπ(x˜i)(Fπ(x˜i),Vi) > 0, i ∈ I.
In other words,
(7.29) Wπ(x˜i)
(̂˜
Ak ∩ Ω((Σk)(x˜0,Ui))
)
> 0, i ∈ I,
where (Σk)(x˜,U) denotes the leaf of Σk passing through the point (x˜, U), and
Ω((Σk)(x˜,U)) denotes the space of all continuous paths ω defined on [0,∞) with
image fully contained in this leaf. By Part 1) the set
̂˜
Ak ∩ Ω
(
(Σk)(x˜0,Ui)
)
is T -
totally invariant. Consequently, applying Proposition 5.4 (i) yields that for each
i ∈ I,
Vol
({
x˜ ∈ L˜ : Wx˜
(̂˜
Ak ∩ Ω((Σk)(x˜0,Ui))
)
> 0
})
> 0.
Here L˜ is the leaf L˜x˜0 passing through x˜0 in (X˜, L˜ ) and Vol is the Lebesgue measure
induced by the metric g˜ := π∗g on the leaf L˜.
Next, we cover L˜ by a countable family of open sets (On)
∞
n=1 such that 0 <
Vol(On) < 1 for each n. The previous estimates show that for each i ∈ I, there is
an integer n ≥ 1 such that
(7.30) 0 <
∫
On
Wx˜
(̂˜
Ak ∩ Ω((Σk)(x˜0,Ui))
)
dVol(x˜) ≤ Vol(On) < 1.
Note that L˜ ∩ π−1(Nk+1) = ∅ because x˜0 6∈ π
−1(Satur(Nk+1)). Consequently, we
deduce from Lemma 7.22 that, for each n ≥ 1 and for each x˜ ∈ On,
(7.31)
∑
i∈I
Wx˜
(̂˜
Ak ∩Ω((Σk)(x˜0,Ui))
)
≤ 1.
Here we make the convention that for a collection (ai)i∈I ⊂ R
+,∑
i∈I
ai := sup
J⊂I, J finite
∑
j∈J
aj .
Integrating the above inequality over On, we get that
(7.32)
∑
i∈I
∫
On
Wx˜
(̂˜
Ak ∩ Ω((Σk)(x˜0,Ui))
)
dVol(x˜) ≤ Vol(On) < 1.
So for each n ≥ 1, there is at most a countable number of i ∈ I such that
0 <
∫
On
Wx˜
(̂˜
Ak ∩ Ω((Σk)(x˜0,Ui))
)
dVol(x˜).
Using this and varying n ∈ N, and combining them with (7.30), the countability of
I follows. 
In what follows, let ι : Σk → X˜ be the above weakly fibered lamination over
(X,L , g). Let τ := π ◦ ι : Σk → X. So τ maps leaves to leaves and the cardinal of
every fiber τ−1(x) (x ∈ X) is at most countable. Let µ be a harmonic probability
measure on (X,L ). Consider the σ-finite measures ν := τ∗µ on (Σk,B(Σk)) and
ν¯ := τ∗µ¯ on (Ω(Σk),A (Σk)) as in (7.5).
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The following stronger version of Proposition 7.23 will be proved in Appendix
B.1 below.
Proposition 7.24. Suppose as in Sub-step 1 that µ(Nk+1) = 0 and µ(Nk) > 0.
1) Then ι : Σk → X˜ is a fibered lamination over (X,L , g);
2) µ respects this fibered lamination.
Taking for granted Proposition 7.24, we resume the proof Step 2 of Theorem 7.3.
By Proposition 7.24 and Part 1) of Proposition 7.23, we may apply Theorem 7.16
to
̂˜
Ak. This yields that ‖1 ̂˜
Ak
‖∗ is either 0 or 1. Recall that for every x ∈ Nk, there
is U ∈ Grk(R
dm) such that (ω,U) ⊂ F̂ for all ω ∈ Fx,U and that Wx(Fx,U ) > 0.
On the other hand, since µ(Nk+1) = 0 it follows from Part 4) of Lemma 7.20 that
µ(Satur(Nk+1)) = 0. This, combined with the assumption that µ(Nk) > 0, and
formula (7.7) , implies that ‖1 ̂˜
Ak
‖∗ > 0. Hence, ‖1 ̂˜
Ak
‖∗ = 1. Consequently, we
deduce from formula (7.7) again that for µ-almost every x ∈ X,
sup
y∈τ−1(x)
Wy(
̂˜
Ak) = 1.
Using that τ = π ◦ ι, where ι : Σk → X˜ is the canonical projection onto the first
factor, we rewrite the above identity as follows
(7.33) sup
x˜∈π−1(x), U∈Grk(Rd)
Wx˜,U (
̂˜
Ak) = 1.
Note from (7.27) that (ω˜′, U) ∈
̂˜
Ak if and only if (ω˜
′′, U) ∈
̂˜
Ak for every ω ∈ Ω
and U ∈ Grk(R
d) and ω˜′, ω˜′′ ∈ π−1(ω). Therefore, for every x ∈ X and every
x′, x′′ ∈ π−1(x), and every U ∈ Grk(R
d),
Wx′
({
ω˜ ∈ Ω˜x˜′ : (ω˜, U) ∈
̂˜
Ak
})
=Wx′′
({
ω˜ ∈ Ω˜x˜′′ : (ω˜, U) ∈
̂˜
Ak
})
because both members are equal to Wx(Fx,U ) by Lemma B.12. This, combined
with (7.33), implies that
sup
U∈Uk(x)
Wx(Fx,U ) = sup
U∈Grk(Rd)
Wx(Fx,U ) = 1.
Consequently, there exists a sequence (UN ) ⊂ Uk(x) such that limN→∞Wx(Fx,UN ) =
1. On the other hand, we infer from µ(Satur(Nk+1)) = 0 and from Lemma 7.22
that Wx(Fx,UN ∩ Fx,UN′ ) = 0 when UN 6= UN ′ for µ-almost every x ∈ X.
Consequently, there exists an element U ∈ Uk(x) such that Wx(Fx,U ) = 1. So
for µ-almost every x ∈ X, there exists a k-dimensional subspace Ux such that
χ(ω, u) < χm for all u ∈ U(x) and for Wx-almost every ω. Recall from Theorem
7.2 that χ(ω, u) ∈ {λ1, . . . , λl} for for Wx-almost every ω. Consequently, we deduce
from the definition of χ(x, u), that χ(x, u) < χm for µ-almost every x ∈ Y0 and for
every u ∈ U(x). But this contradicts the fact that χ(x, u) = χm for µ-almost every
x ∈ X and for every u ∈ P(Rdm). So µ(Nk) = 0. This completes Sub-step 1.
Sub-step 2: End of the proof.
We repeat Sub-step 1 by descending k from dm−1 to 1. Finally, we obtain that
µ(N1) = 0. So for µ-almost every x ∈ X and for all u ∈ P(R
dm), χ(ω, u) = χm for
Wx-almost every ω. This completes Sub-step 2. The proof of Step 2 of Theorem
7.3 is thereby ended. 
CHAPTER 8
Lyapunov backward filtrations
This chapter is devoted to the construction of the Lyapunov backward filtra-
tions associated to a cocycle A defined on a lamination (X,L ). The word “back-
ward” means that we go to the past, i.e., the time n tends to −∞. We will see
that some important properties of the forward filtrations also hold for the back-
ward filtrations. However, the corresponding proof in the backward context is much
harder since there are many difficulty and difference in comparison with the forward
situation.
8.1. Extended sample-path spaces
The aim of this section is to introduce the notion of extended sample-path space
associated to a lamination, and to develop a measure theory on this space. This
new theory may be considered as a natural extension to the backward context of
the measure theory on sample-path spaces which has been described in Section 2.4,
2.5 and 4.1. This section contains 4 subsections.
8.1.1. General context. In this subsection, (X,L , g) is a Riemannian continuous-
like lamination satisfying Hypothesis (H1), and µ is a very weakly harmonic prob-
ability measure on (X,L , g) which is also ergodic. Recall first that the shift-
transformation T of unit-time is an endomorphism of the probability space (Ω,A , µ¯),
where we denote, as usual, Ω := Ω(X,L ), A = A (Ω) and µ¯ is the Wiener measure
with initial distribution µ given by (2.10). Consider the natural extension (Ω̂, Â , µˆ)
of this space which is constructed as follows (see [10]). In the sequel, the σ-algebra
Â (resp. the measure µˆ) is called the natural extension of the σ-algebra A (resp.
the measure µ¯).
Each element of Ω̂ is a continuous path ωˆ : R→ X with image fully contained
in a single leaf of (X,L ).We say that Ω̂ is the extended sample-path space associated
to (X,L ). Consider the group (T t)t∈R of shift-transformations T
t : Ω̂→ Ω̂ defined
for all t, s ∈ R by
T t(ωˆ)(s) := ωˆ(s+ t), ωˆ ∈ Ω̂.
Observe that all T t are invertible and (T t)−1 = T−t, t ∈ R. Consider also the
canonical restriction πˆ : Ω̂→ Ω which, to each path ωˆ, associates its restriction on
[0,∞), that is,
(8.1) πˆ(ωˆ) := ωˆ|[0,∞), ωˆ ∈ Ω̂.
For every i ∈ N, consider the σ-algebra Â−i consisting of all sets of the form
(8.2) A = Ai,C :=
{
ωˆ ∈ Ω̂ : πˆ(T iωˆ) ∈ C
}
,
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where C ∈ A . In other words,
(8.3) Â−i = (πˆ ◦ T
i)−1A .
So (Â−i)
∞
i=1 is an increasing sequence of σ-algebras on X. Let Â = Â (Ω) denote
the σ-algebra generated by the union
⋃∞
i=1 Â−i. On each Â−i there is a natural
probability measure µˆ defined by
(8.4) µˆ
(
Ai,C) := µ¯(C),
for every C ∈ A , where Ai,C is defined above. This relation gives a compatible fam-
ily of finite-dimensional probability distribution which, according to Kolmogorov’s
theorem (see [15, Theorem 12.1.2]), may be extended to a probability measure µˆ
on the σ-algebra Â . We say that µˆ is the extended Wiener measure with initial
distribution µ. We record here a useful characterization of µˆ-negligible sets.
Lemma 8.1. Let A be a subset of Ω̂. Then µˆ(A) = 0 if and only if for every
ǫ > 0 there exists an increasing sequence (Ai)
∞
i=1 ⊂ Â such that Ai ∈ Â−i and that
A ⊂ ∪∞i=1Ai and that µˆ(Ai) < ǫ.
Proof. Consider the (non σ-) algebra S :=
⋃∞
i=1 Â−i. It is clear that µˆ is
finitely additive on S . By Theorem 12.1.2 in [15], µˆ is countably additive on S .
So we are in the position to apply Part 1) of Proposition A.11. Consequently,
µˆ(A) = 0 if and only if
inf
{
∞∑
i=1
µˆ(Bi) : Bi ∈ S , A ⊂
∞⋃
i=1
Bi
}
= 0.
Letting Ai := B1 ∪ · · · ∪ Bi and by reorganizing the elements Ai if necessary, we
obtain the desired conclusion. 
Since µ is very weakly harmonic, it follows from Theorem 2.20 that µ¯ is T -
invariant. Consequently, we deduce from (8.4) that µˆ is also T -invariant. Finally,
since the probability measure µ is also ergodic on (X,L ) by our assumption, it
follows from Theorem 4.6 that µ¯ is ergodic for T acting on (Ω,A ). Consequently,
we deduce from [10, p. 241] that µˆ is also ergodic for T acting on (Ω̂, Aˆ ).
8.1.2. Wiener backward measures: motivations and candidates. While
studying leafwise Lyapunov exponents using forward orbits, we not only made a
repeated use of the family of Wiener measures {Wx}x∈X , but also exploited fully
the following relations between this family and a very weakly harmonic probability
measure µ.
Property (i). If A ⊂ Ω is a subset of full µ¯-measure, then for µ-almost every
x ∈ X, the set Ax := A ∩ Ωx is of full Wx-measure.
Property (ii). If A ∈ A (Ω) then the function X ∋ x 7→ Wx(A) ∈ [0, 1] is Borel
measurable.
Property (i) is an immediate consequence of formula (2.10). It has been widely
used in Chapter 6 and 7. Property (ii) has been proved in Theorem 2.16. It has
been used in Chapter 4 (more concretely, in Proposition 4.2 and Proposition 4.3)
and in Chapter 5 (more specifically, in Proposition 5.2 (i)).
This discussion shows that if we want to study leafwise Lyapunov exponents
using backward orbits, we need to find an analogue family of measures in the setting
of extended paths Ω̂ which possesses the similar properties as (i)-(ii) above.
8.1. EXTENDED SAMPLE-PATH SPACES 67
The purpose of this subsection is to provide two candidates (Ŵx)x∈X and
(Ŵ ∗x )x∈X . After studying their properties we will see that each one has some ad-
vantages and some disadvantage as well. Unifying these two candidates, we will
obtain, in Subsection 8.1.2, a family of Wiener backward type measures satisfying
both properties (i)-(ii) listed above.
Let (L, g) be a complete Riemannian manifold of bounded geometry. Let Ω̂(L)
be the space of continuous paths ω : R→ L. For every i ∈ N, the σ-algebra Â−i(L)
consists of all sets of the form
A = Ai,C :=
{
ωˆ ∈ Ω̂(L) : πˆ(T iωˆ) ∈ C
}
,
where C ∈ A (L) (see Definition 2.14 for the σ-algebra A (L)). In other words,
Â−i(L) = (πˆ◦T
i)−1(A (L)). So (Â−i(L))
∞
i=1 is an increasing sequence of σ-algebras
on Ω̂(L). Let Â (L) denote the σ-algebra on Ω̂(L) generated by the union
⋃∞
i=1 Â−i(L).
In the remainder of this subsection, let (X,L , g) be a Riemannian measur-
able lamination satisfying Hypothesis (H1), and assume in addition that there is a
covering measurable lamination (X˜, L˜ ) of (X,L ).
Definition 8.2. A sequence (An)
∞
n=1 ⊂ Â (L) is said to be a nested covering
of a set A ⊂ Ω̂(L) if An ∈ Â−n(L) and An ⊂ An+1 for every n, and A ⊂
⋃∞
n=1An.
A sequence (An)
∞
n=1 ⊂ Â is said to be a nested covering of a set A ⊂ Ω̂ if
An ∈ Â−n and An ⊂ An+1 for every n, and A ⊂
⋃∞
n=1An.
Let L be a leaf. For a point x ∈ L and a set A ∈ Â−i(L) (resp. a set A ∈ Â−i),
let Wx(T
iA) denotes the (Wiener) Wx-measure of the set (πˆ ◦ T
i)A ∈ A (L) (resp.
∈ A ). Recall from formula (2.1) that {Dt : t ∈ R
+} is the semi-group of diffusion
operators on L. In what follows, let Vol be the Lebesgue measure induced by the
metric g on L.
Lemma 8.3. Let α := (An)
∞
n=1 be a nested covering of a set A ⊂ Ω̂(L) (resp.
a set A ⊂ Ω̂).
1) Then the sequence of functions Θn : X → [0, 1] given by
Θn(x) :=
(
Dn(W•(T
nAn))
)
(x), x ∈ X,
satisfies 0 ≤ Θn ≤ Θn+1 ≤ 1. Here, for B ∈ Â−n, W•(T
nB) is the function
X ∋ x 7→Wx(T
nB) ∈ [0, 1]. So the function
Θ(α)(x) := lim
n→∞
Θn(x), x ∈ X,
is well-defined.
2) In particular, for every set A ∈ Â−m, the sequence of functions X ∋ x 7→(
Dn(W•(T
nAn))
)
(x) ∈ [0, 1] is increasing in n ≥ m.
3) If An ⊂ Ω̂(L) for all n, then each Θm is equal to 0 outside the leaf L.
Proof. Part 3) of the lemma is clear since Ω(L) is of full Wx-measure for all
x ∈ L.
To prove Part 1) at a given point x ∈ X, we may assume without loss of
generality that A,An ⊂ Ω̂(L) for all n, where L := Lx. By Proposition 5.4 applied
to the set T nAn ∈ A (L), we get
Wz(T
nAn) ≤
∫
L
p(z, y, 1)Wy(T
n+1An)dVol(y) = (D1W•(T
n+1An))(z), z ∈ L.
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Since An ⊂ An+1 and T
n+1An, T
n+1An+1 ∈ A (L), it follows that
(D1W•(T
n+1An))(z) ≤ (D1W•(T
n+1An+1))(z), z ∈ L.
This, combined with the previous estimate, implies that
Wz(T
nAn) ≤ D1W•(T
n+1An+1))(z), z ∈ L.
Acting Dn on both sides of the last estimate and evaluating them at x, we get
Θn(x) ≤ Θn+1(x). The estimate 0 ≤ Θn(x) ≤ 1 is evident.
Part 2) of the lemma follows from Part 1) applied to the following nested
covering α := (An)
∞
n=1 : An := A if n ≥ m and An := ∅ if n < m. 
Now we are in the position to introduce the following family of functions defined
on the family of all subsets of Ω̂ which models on the Wiener measures on Ω.
Definition 8.4. For every x ∈ X, consider the following Wiener backward
function Ŵx whose domain of definition is the family of all subsets of Ω̂ and which
has values in [0, 1]. For A ⊂ Ω̂,
(8.5) Ŵx(A) := inf
{(
D1Θ(α)
)
(x)
}
,
the infimum being taken over all nested coverings α of A.
Remark 8.5. Clearly, 0 ≤ Ŵx(A) ≤ 1.Moreover, Ŵx(A) = 0 if A∩Ω̂(Lx) = ∅.
The value of Ŵx(A) does not change if the infimum in formula (8.5) is taken
over all nested coverings α of A ∩ Ω̂(Lx).
Fundamental properties of the family of functions {Ŵx}x∈X are studied in the
next propositions.
Proposition 8.6. For every x ∈ X, Ŵx is an outer measure on Ω̂.
Proof. For every x ∈ X we need to prove the following:
(i) Ŵx(∅) = 0;
(ii) (monotonicity) if A ⊂ B ⊂ Ω̂ then Ŵx(A) ≤ Ŵx(B);
(iii) (countable subadditivity) if (An)
∞
n=1 ⊂ Ω̂ then Ŵx(∪
∞
n=1An) ≤
∑∞
n=1 Ŵx(An).
Assertion (i) is trivial since we may choose the trivial nested covering α :=
(An = ∅)
∞
n=1.
To prove the monotonicity, let ǫ > 0 be arbitrary and choose a nested covering
β of B such that (D1Θ(β)
)
(x) < Ŵx(B)+ǫ. Since A ⊂ B, β is also a nested covering
of A, and hence by Definition 8.4, Ŵx(A) ≤ (D1Θ(β)
)
(x). This, combined with the
previous estimate, shows that Ŵx(A) < Ŵx(B) + ǫ. Letting ǫ → 0, assertion (ii)
follows.
To prove the countable subadditivity, write L := Lx and pick an arbitrary
number ǫ > 0. Fix a sequence (ǫn)
∞
n=1 of positive numbers such that
∑∞
n=1 ǫn < ǫ.
By Definition 8.4, for every n ≥ 1, there exists a nested covering αn := (A
i
n)
∞
i=1 of
An such that
(8.6) (D1Θ(αn))(x) ≤ Ŵx(An) + ǫn.
Consider the nested covering α := (Bi)
∞
i=1 of A given by
Bi :=
∞⋃
n=1
Ain.
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To complete the proof of assertion (iii) it suffices to check that (D1Θ(α))(x) <∑∞
n=1 Ŵx(An) + ǫ. To this end, we write
(D1Θ(α))(x) =
∫
L
p(x, y, 1)Θ(α)(y)dVol(y)
= lim
i→∞
∫
L
p(x, y, 1)Di(W•(T
iBi))(y)dVol(y)
≤ lim
i→∞
∫
L
p(x, y, 1)
∞∑
n=1
Di(W•(T
iAin))(y)dVol(y).
The last line may be written as
∞∑
n=1
lim
i→∞
∫
L
p(x, y, 1)Di(W•(T
iAin))(y)dVol(y)
=
∞∑
n=1
∫
L
p(x, y, 1)Θ(αn)(y)dVol(y)
=
∞∑
n=1
(D1Θ(αn))(x) <
∞∑
n=1
(
Ŵx(An) + ǫn
)
<
∞∑
n=1
Ŵx(An) + ǫ,
where the inequality in the third line follows from (8.6). This completes the proof.

Proposition 8.6 allows us to define the concept of measurability as follows:
Definition 8.7. For every x ∈ X, a subset E of Ω̂ is called Ŵx-measurable if
for every set A ⊂ Ω̂
Ŵx(A) = Ŵx(A ∩ E) + Ŵx(A \ E).
Proposition 8.8. For every x ∈ X, all elements of Â are Ŵx-measurable.
Proof. Since we know by the Carathe´odory-Hahn extension theorem [36] that
the family of all Ŵx-measurable sets forms a σ-algebra, it suffices to check that every
set E ∈ Â−m for any m ∈ N is Ŵx-measurable. In fact, we only need to show that
for every set A ⊂ Ω̂ and for every ǫ > 0,
(8.7) Ŵx(A ∩ E) + Ŵx(A \ E) < Ŵx(A) + ǫ.
since this will imply that Ŵx(A ∩ E) + Ŵx(A \ E) ≤ Ŵx(A), and hence, by the
countable subadditivity of Ŵx established in Proposition 8.6, we will obtain that
Ŵx(A∩E)+ Ŵx(A \E) = Ŵx(A). By Definition 8.4, there exists a nested covering
α := (An)
∞
n=1 of A ∩ Ω̂(Lx) such that
(8.8) (D1Θ(α))(x) ≤ Ŵx(A) + ǫ.
Consider the nested covering β := (Bn)
∞
n=1 of A ∩ E ∩ Ω̂(Lx) given by
Bn :=
{
An ∩ E, n ≥ m,
∅, n < m;
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and the nested covering γ := (Cn)
∞
n=1 of (A \ E) ∩ Ω̂(Lx) given by
Cn :=
{
An \ E, n ≥ m,
∅, n < m.
Since Bn ∩ Cn = ∅ and Bn ∪ Cn = An for n ≥ m, it follows that
Dn(W•(T
nBn)) +Dn(W•(T
nCn)) = Dn(W•(T
nAn)) on Lx for n ≥ m.
So Θ(β) + Θ(γ) = Θ(α), and hence (D1Θ(β))(x) + (D1Θ(γ))(x) = (D1Θ(α))(x).
This, coupled with (8.8), implies (8.7) as desired. 
The construction of the family of Wiener-type measures (Ŵx)x∈X in Definition
8.4 and Proposition 8.8 has the disadvantage that it does not give an explicit integral
formula as the one given in (2.7). Consequently, one cannot prove the backward
version of Property (ii) stated at the beginning of the subsection. To remedy this
inconvenience, we develop another family of Wiener-type measures (Ŵ ∗x )x∈X which
possesses this desired property. We will finally prove in the last subsection that
the two families are, in fact, equal when (X,L , g) is a Riemannian continuous-like
lamination (see Proposition 8.14).
For every m ∈ N and and every x ∈ X, consider the function Ŵ ∗,mx : Â−m →
[0, 1] given by
(8.9) Ŵ ∗,mx (A) := limn→∞
(
Dn+1W•(T
nA)
)
(x), A ∈ Â−m.
Here, for n ≥ m, W•(T
nA) is the function X ∋ z 7→Wz(T
nA) ∈ [0, 1].
Proposition 8.9. Ŵ ∗,mx is a probability measure on (T
−mΩ,A−m) and is sup-
ported on T−mΩ(Lx). Moreover, Ŵ
∗,m
x (A) = Ŵ
∗,m′
x (A) for A ∈ A−m and m ≤ m
′.
Prior to the proof, the following elementary lemma is needed.
Lemma 8.10. Let f, (fn)
∞
n=1, (gi)
∞
i=1 and (gni)
∞
n,i=1 be non-negative-valued
functions on a space S. Assume that fn ր f as n → ∞ and gni ր gi as i → ∞
and fn =
∑∞
i=1 gni for every n ≥ 1. Then f =
∑∞
i=1 gi.
Proof. On the one hand, since fn =
∑∞
i=1 gni ≤
∑∞
i=1 gi and fn ր f, we get
that f ≤
∑∞
i=1 gi.
On the other hand, for each N ≥ 1,
N∑
i=1
gi = lim
n→∞
N∑
i=1
gni ≤ lim
n→∞
fn = f.
Letting N →∞, we obtain
∑∞
i=1 gi ≤ f. 
Now we arrive at the proof of Proposition 8.9.
Proof. The only nontrivial verification is to show that Ŵ ∗,mx is countably
additive. Let A = ∪∞i=1Ai, where Ai ∈ A−m and Ai∩Aj = ∅ for i 6= j. To this end
we consider, for all n ≥ m and i ≥ 1, the following functions
fn := Dn(W•(T
nA)), f := lim
n→∞
fn,
gni := Dn(W•(T
nAi)), gi := lim
n→∞
gni.
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By Lemma 8.3 and using the countable additivity of the Wiener measures, the
assumption of Lemma 8.10 is fulfilled. The conclusion of this lemma says that
lim
n→∞
Dn(W•(T
nA)) =
∞∑
i=1
lim
n→∞
Dn(W•(T
nAi)).
This, coupled with (8.9), implies that Ŵ ∗,mx (A) =
∑∞
i=1 Ŵ
∗,m
x (Ai), as desired. 
By formula (8.9) and Proposition 8.9, we obtain, for every x ∈ X, a function
Ŵ ∗x : ∪
∞
m=0Â−m → [0, 1] given by
(8.10) Ŵ ∗x (A) := Ŵ
∗,m
x (A), A ∈ Â−m.
At this stage we still do not know if Ŵ ∗x is countably additive on the algebra
∪∞m=0Â−m. By Proposition A.11, this information is very important for us in order
to extend W ∗x to a probability measure on the space (Ω̂, Â ).
8.1.3. Wiener backward measures without holonomy. To extend W ∗x
to a probability measure on the space (Ω̂, Â ), we adapt the strategy, which has
been developed previously in Section 2.4 and Section 2.5 in the forward context,
to the present extended context. In this subsection, let (X,L , g) be a Riemannian
measurable lamination satisfying Hypothesis (H1), and assume in addition that
there is a covering measurable lamination (X˜, L˜ ) of (X,L ). Recall from Section
2.4 that the σ-algebra C onX [0,∞) is generated by all cylinder sets with non-negative
times. So in this subsection, we will extend C to the σ-algebra Ĉ on XR which is
generated by all cylinder sets with real times. More precisely, a cylinder set (with
real times) is a set of the form
C = C({ti, Bi} : 1 ≤ i ≤ m) :=
{
ω ∈ XR : ω(ti) ∈ Bi, 1 ≤ i ≤ m
}
,
where m is a positive integer and the Bi are Borel subsets of X, and t1 < t2 <
· · · < tm is a set of increasing real times. In other words, C consists of all elements
of XR which can be found within Bi at time ti. But unlike Section 2.4, the time ti
is now allowed to be negative.
Following the model in (1.1), consider the group (T t)t∈R of shift-transformations
T t : XR → XR defined for all t, s ∈ R by
(8.11) T t(ω)(s) := ω(s+ t), ω ∈ XR.
For each n ∈ N, we proceed as in the previous paragraph replacing R by the interval
[−n,∞). Consequently, we obtain the σ-algebra Ĉ−n onX
R which is generated by all
cylinder sets C = C({ti, Bi}) with min ti ≥ −n. Clearly, Ĉ0 = C and Ĉ−n = T
−nC,
where, for a family F of elements of XR and for t ∈ R, we note T tF := {T tA :
A ∈ F}.
The structure of the measure space (XR, Ĉ) is best understood by viewing it as
an inverse limit. To do so, let the collection of finite subsets of R be partially ordered
by inclusion. Associated to each finite subset F of R is the measure space (XF ,XF ),
where XF is the Borel σ-algebra of the product topology on XF . Each inclusion of
finite sets E ⊂ F canonically defines a projection πEF : XF → XE which drops
the finitely many coordinates in F \ E. These projections are continuous, hence
measurable, and consistent, for if E ⊂ F ⊂ G, then πEF ◦ πFG = πEG. The family
{(XF ,XF ), πEF | E ⊂ F ⊂ R finite} is an inverse system of spaces, and its inverse
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limit is XR with canonical projections πF : X
R → XF . The σ-algebra Ĉ generated
by the cylinder sets is the smallest one making all the projections πF measurable.
For each x ∈ X, a probability measure Ŵ ∗x on the measure space (X
R, Ĉ)
will now be defined. If F = {t1 < · · · < tm} is a finite subset of R and C
F :=
B1 × · · · ×Bm is a cylinder set of (X
F ,XF ), define
(8.12) Ŵ ∗,Fx (C
F ) := Ŵ ∗x (C
F ∩ Ω̂),
where on the right hand side we have used formula (8.10) since CF ∩ Ω̂ belongs to
Âmin{[t1],0}. Here [t1] denotes the integer part of t1.
By Proposition 8.9, if E ⊂ F are finite subsets of R and CE is a cylinder subset
of XE , then
Ŵ ∗,Ex (C
E) = Ŵ ∗,Fx (π
−1
EF (C
E)).
Let Ŝ be the (non σ-) algebra generated by the cylinder sets in XR. The above iden-
tity implies that Ŵ ∗,Fx given in (8.12) extends to a countably additive, increasing,
non-negative-valued function Ŵ ∗x on Ŝ (see Kolmogorov’s theorem [15, Theorem
12.1.2]), hence to an outer measure on the family of all subsets of XR. The σ-algebra
of sets that are measurable with respect to this outer measure contains the cylinder
sets, hence contains the σ-algebra Ĉ. The Carathe´odory-Hahn extension theorem
[36] then guarantees that the restriction of this outer measure to Ĉ is the unique
measure agreeing with Ŵ ∗x on the cylinder sets. This measure Ŵ
∗
x gives the set of
paths ω ∈ XR total probability.
The following result gives the counterpart of Theorem 2.11 in the backward
context. Its proof will be the main theme of Appendix A.9.
Theorem 8.11. The subset Ω̂ of XR has outer measure 1 with respect to Ŵ ∗x .
Let
̂˜
A :=
̂˜
A (Ω) =
̂˜
A (X,L ) be the σ-algebra on Ω̂ consisting of all sets A of
the form A = C ∩ Ω̂, with C ∈ Ĉ. Then we define the so-called Wiener backward
measure (without holonomy):
(8.13) Ŵ ∗x (A) = Ŵ
∗
x (C ∩ Ω) := Ŵ
∗
x (C).
An important consequence of Theorem 8.11 is that Ŵ ∗x is well-defined on
̂˜
A .
Indeed, the Ŵ ∗x -measure of any measurable subset of X
R \
̂˜
Ω is equal to 0 by
Theorem 8.11. If C,C′ ∈ Ĉ and C ∩ Ω̂ = C′ ∩ Ω̂, then the symmetric difference
(C \C′)∪(C′ \C) is contained in XR\Ω̂, so Ŵ ∗x (C) = Ŵ
∗
x (C
′). Hence, Ŵ ∗x produces
a probability measure on (Ω̂,
̂˜
A ). We say that A ∈
̂˜
A is a cylinder set (in Ω̂) if
A = C ∩ Ω̂ for some cylinder set C ∈ Ĉ.
8.1.4. Wiener backward measures with holonomy. In this subsection,
let (X,L , g) be a Riemannian continuous-like lamination and let
π : (X˜, L˜ , π∗g)→ (X,L , g)
be its covering lamination projection. By Subsection 8.1.3, we construct a σ-algebrâ˜
A (Ω˜) on
̂˜
Ω := Ω̂(X˜, L˜ ) which is the σ-algebra generated by all cylinder sets with
real times in
̂˜
Ω. Comparing the construction of Â carried out in Subsection 8.1.1
with the above construction, we obtain the following result.
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Proposition 8.12. The σ-algebra Â = Â (Ω) is generated by all sets of fol-
lowing family {
π ◦ A˜ : cylinder set A˜ in
̂˜
Ω
}
,
where π ◦ A˜ := {π ◦ ω˜ : ω˜ ∈ A˜}.
Proof. Combining Definition 2.14 and (8.2)-(8.3) together, we infer that for
each i ∈ N, Â−i is the σ-algebra generated by all sets of following family{
π ◦ A˜ : cylinder set A˜ with times ≥ −i in
̂˜
Ω
}
.
Since the σ-algebra Â is generated by the union
⋃∞
i=1 Â−i, the proposition follows.

For a point x ∈ X, we apply the previous proposition to the lamination consist-
ing of a single leaf L := Lx with its covering projection π : L˜→ L. Consequently,
we infer that the σ-algebra Â (L) := Â (Ω(L)) is generated by all sets of following
family {
π ◦ A˜ : cylinder set A˜ in Ω̂(L˜)
}
.
Recall from Subsection 8.1.4 the σ-algebra
̂˜
A :=
̂˜
A (Ω) =
̂˜
A (X,L ) on Ω̂. Ob-
serve that
̂˜
A ⊂ Â and that the equality holds if all leaves of (X,L ) have trivial
holonomy. Note that Â (Ω˜) =
̂˜
A (Ω˜), where Ω˜ := Ω(X˜, L˜ ).
Now we construct a family {Ŵ ∗x}x∈X of Wiener backward type probability
measures on (Ω̂, Â ). Let x be a point in X and C an element of Â . Then we define
the so-called Wiener backward measure (with holonomy):
(8.14) Ŵ ∗x (C) := Ŵ
∗
x˜ (π
−1C),
where x˜ is a lift of x under the projection π : L˜→ L = Lx, and
π−1(C) :=
{
ω˜ ∈ Ω̂(L˜) : π ◦ ω˜ ∈ C
}
,
and Ŵ ∗x˜ is the probability measure on (Ω̂(L˜), Â (L˜)) given by (8.13).
Proposition 8.13. The value of Ŵ ∗x (C) defined in (8.14) is independent of
the choice of x˜. Moreover, Ŵ ∗x is a probability measure on (Ω̂, Â ).
Proof. We only give the proof of the independence of formula (8.14). To do
this, fix a point x ∈ X. Next, let Ĉ be the family of all elements C ∈ Â such
that the value of Ŵ ∗x (C) defined in (8.14) is independent of the choice of x˜. Putting
together Definition 2.17 (ii), formula (8.14) as well as formulas (8.9)-(8.10), we infer
that Â0 ⊂ Ĉ .
Next, using (8.2)-(8.3) and combining again formula (8.14) as well as formulas
(8.9)-(8.10), we infer from the previous paragraph that Â−i ⊂ Ĉ for all i ∈ N. So
the (non σ-)algebra
⋃∞
i=1 Â−i is contained in Ĉ .
Next, observe that if (Cn)
∞
n=1 ⊂ Ĉ such that Cn ր C (resp. Cn ց C) as
n ր ∞, then C ∈ Ĉ because Ŵ ∗x˜ (π
−1Cn) ր Ŵ
∗
x˜ (π
−1C) (resp. Ŵ ∗x˜ (π
−1Cn) ց
Ŵ ∗x˜ (π
−1C)) for all x˜ ∈ π−1(x). On the other hand, recall that the σ-algebra Â
74 8. LYAPUNOV BACKWARD FILTRATIONS
is generated by
⋃∞
i=1 Â−i. Consequently, applying Proposition A.13 yields that
Â ⊂ Ĉ . Hence, Â = Ĉ . This completes the proof. 
Proposition 8.14. Let x ∈ X.
1) Then Ŵx(A) = Ŵ
∗
x (A) for all A ∈ Â .
2) For every A ∈ Â−m, we have that
Ŵx(A) = lim
n→∞
(
Dn+1W•(T
nA)
)
(x),
where, for n ≥ m, W•(T
nA)) is the function X ∋ z 7→Wz(T
nA) ∈ [0, 1].
Proof. We only need to prove Part 1) since Part 2) follows from combining
Part 1) with formula (8.9), and Proposition 8.9 and the above construction of the
probability measure Ŵ ∗x on (Ω̂, Â ).
To prove Part 1), pick an arbitrary ǫ > 0. Let (An)
∞
n=1 ⊂ S be an increasing
sequence such that A ⊂ ∪∞n=1An and that limn→∞W
∗
x (An) < Ŵ
∗
x (A) + ǫ. Arguing
as in the proof of Part 1) of Proposition 2.12, we see that each An is a finite union
of cylinder sets. By repeating each An finitely many times if necessary, we may
suppose without loss of generality that An ∈ Â−n. So α := (An)
∞
n=1 is a nested
covering of A. By Part 2) of Lemma 8.3, we have that
Dn(W•(T
nAn)) ≤ lim
i→∞
Di(W•(T
iAn)).
So by formulas (8.9)-(8.10), we obtain that(
D1
(
Dn(W•(T
nAn))
))
(x) ≤W ∗x (An).
Letting n→∞, we get that
(D1Θ(α))(x) ≤ lim
n→∞
W ∗x (An) < Ŵ
∗
x (A) + ǫ.
By Definition 8.4, we infer that Ŵx(A) < Ŵ
∗
x (A) + ǫ. Since ǫ > 0 is arbitrary, we
have shown that Ŵx(A) ≤ Ŵ
∗
x (A).
To prove the converse inequality, pick an arbitrary ǫ > 0. Let α := (An)
∞
n=1 be
a nested covering of A such that (D1Θ(α))(x) < Ŵx(A) + ǫ. Since (An)
∞
n=1 covers
A, we have that
Ŵ ∗x (A) ≤ lim
n→∞
Ŵ ∗x (An).
Since An ∈ Â−n, it follows from formulas (8.9)-(8.10) that
Ŵ ∗x (An) =
(
D1 lim
i→∞
(
Di(W•(T
iAn))
))
(x).
Since the sequence (An)
∞
n=1 is increasing, we see that for each n, the right hand
side is smaller than(
D1 lim
i→∞
(
Di(W•(T
iAi))
))
(x) = (D1Θ(α))(x).
So we have shown that
Ŵ ∗x (A) ≤ limn→∞
Ŵ ∗x (An) ≤ (D1Θ(α))(x) < Ŵx(A) + ǫ.
Since ǫ > 0 is arbitrary, we infer that Ŵ ∗x (A) ≤ Ŵx(A). This completes the proof.

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Remark 8.15. As an immediate consequence of Part 2) of Proposition 8.14,
we see that Ŵx 6=Wx on A in general when we identify, via formula (8.3), A with
Â0.
Proposition 8.16. 1) If A ∈ Â , then the function X ∋ x 7→ Ŵx(A) ∈ [0, 1] is
Borel measurable.
2) Let S be a topological space. For any measurable set F of the measurable space
(Ω̂× S, Â ⊗B(S)), let Φ(F ) be the function
X × S ∋ (x, s) 7→ Ŵx({ω ∈ Ω̂ : (ω, s) ∈ F}) ∈ [0, 1].
Then Φ(F ) is measurable.
Proof. Let A ∈ Â−m for some m ∈ N. Using the construction of Â−m given
in (8.1) and (8.2), Definition 2.17 (iv) tells us that each map X ∋ x 7→Wx(T
nA) is
Borel measurable for every n ≥ m. So, the function on the right hand side of (8.9)
is also Borel measurable. This, combined with (8.10) and Proposition 8.14, implies
that the function X ∋ x 7→ Ŵx(A) is Borel measurable.
Next, using the previous paragraph and using the transfinite induction given in
Proposition A.13, we argue as in Step 2 and Step 3 of the proof of Theorem 2.16.
This completes the proof of Part 1).
Finally, we argue as in the proof of Proposition 4.2 using Part 1) instead of
Theorem 2.16, Part 2) follows. 
The following simple terminology will be useful later on.
Definition 8.17. Let A ∈ Â (L).
• A is said to be of null measure in L if Ŵx(A) = 0 for some reference point x ∈ L.
• A is said to be of positive measure in L if it is not of null measure in L.
• A is said to be of full measure in L if Ω̂(L) \A is of null measure in L.
• We say that a property H holds for almost every ω ∈ Ω̂(L) if there is a set
A ⊂ Ω̂(L) of full measure in L such that H holds for every ω ∈ A.
Remark 8.18. It follows immediately from the above definition that the in-
tersection of a set of full measure and a set of positive measure in the same leaf is
always nonempty.
Apparently, the notion of sets of null, positive or full measures given in Defi-
nition 8.17 depends on the choice of a reference point x ∈ L. However, Part 2) of
the next proposition shows that the above definition is, in fact, independent of the
choice of such a reference point.
Proposition 8.19. 1) Let µ be a very weakly harmonic probability measure on
(X,L , g). If A ∈ Â is a set of null µˆ-measure, then for µ-almost every x ∈ X,
A ∩ Â (Lx) is of null measure in Lx. Equivalently, if A ∈ Â is a set of full µˆ-
measure, then for µ-almost every x ∈ X, A ∩ Â (Lx) is of full measure in Lx.
2) Let A ∈ Â (L) where L is a leaf. If Ŵx(A) = 0 for some point x ∈ L, then
Ŵy(A) = 0 for all y ∈ L. Similarly, if Ŵx(A) = 1 for some point x ∈ L, then
Ŵy(A) = 1 for all y ∈ L. If Ŵx(A) > 0 for some point x ∈ L, then Ŵy(A) > 0 for
all y ∈ L.
3) For a sequence (An)
∞
n=1 ⊂ Â (L) of null measure in a leaf L, its union
⋃∞
n=1An
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is also of null measure in L. Similarly, for a sequence (An)
∞
n=1 ⊂ Â (L) of full
measure in a leaf L, its intersection
⋂∞
n=1An is also of full measure in L.
Proof. First we prove assertion 1). Fix a sequence (ǫn) ց 0 as n ր ∞.
By Lemma 8.1 and Definition 8.2, there exists, for every n, a nested covering
αn := (A
n
i )
∞
i=1 of A such that µˆ(
⋃∞
i=1A
n
i ) < ǫn. Since µ is very weakly harmonic,
it follows from Definition 2.8 that it is Di-invariant for all i ∈ N. So we get that∫
X
Di(W•(T
iAni ))(x)dµ(x) =
∫
X
W (T iAni )(x)dµ(x) = µ¯(T
iAni ) = µˆ(T
iAni )
= µˆ(Ani ) ≤ µˆ(
∞⋃
i=1
Ani ) < ǫn,
because µˆ is T -invariant and µ is Di-invariant. Since we know from Part 1) of
Lemma 8.3 that Di(W•(T
iAni )) converge pointwise to Θ(αn) as i → ∞, it follows
from the Lebesgue dominated convergence that
∫
X Θ(αn)(x)dµ(x) ≤ ǫn. So the
bounded sequence (Θ(αn))
∞
n=1 converges in L
1(X,µ) to 0. By extracting a subse-
quence if necessary, we may assume without loss of generality that the sequence
(Θ(αn))
∞
n=1 converges pointwise to 0 µ-almost everywhere. Hence, for µ-almost
every x ∈ X,
lim
n→∞
Θ(αn)(y) = 0 for VolLx-almost every y ∈ Lx.
For such a point x ∈ X, consider the sequence of nested coverings (αx,n)
∞
n=1 of
A ∩ Ω̂(Lx) defined by
αx,n := (A
x,n
i )
∞
i=1, where A
x,n
i := A
n
i ∩ Ω̂(Lx).
Clearly, the last limit implies that
lim
n→∞
Θ(αx,n)(y) = 0 for VolLx-almost every y ∈ Lx.
So Ŵx(A ∩ Ω̂(Lx)) = 0, which, in turn, gives that Ŵx(A) = 0. By Definition 8.17,
A is of null measure in Lx. This finishes assertion 1).
Now we turn to the first part of assertion 2). By Definition 8.4, there exists a
sequence of nested coverings (αn)
∞
n=1 of A such that
lim
n→∞
∫
L
p(x, z, 1)Θ(αn)(z)dVol(z) = 0.
Recall that
∫
L
p(x, z, 1)dVol(z) is a probability measure on L. Consequently, by
passing to a subsequence if necessary, we infer from the last limit that Θ(αn)
converges pointwise to 0 Vol(L)-almost everywhere in L. Combining this and the
estimates 0 ≤ Θ(αn) ≤ 1, and applying the Lebesgue dominated convergence, we
get that
lim
n→∞
∫
L
p(y, z, 1)Θ(αn)(z)dVol(z) = 0, y ∈ L.
So, (D1Θ(αn))(y)→ 0 as n→∞. Hence, Ŵy(A) = 0 for all y ∈ L. The first part of
assertion 2) follows. The second part and the third one can be proved in the same
way.
To prove the first part of assertion 3), it suffices to notice that by the first part
of assertion 2), for every point x ∈ L, Ŵx(An) = 0, n ≥ 1. Hence, by the countable
subadditivity of Ŵx established in Proposition 8.6, Ŵx(∪
∞
n=1An) = 0. Hence, by
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Definition 8.17, ∪∞n=1An is of null measure in L. The second part of assertion 3)
can be proved similarly. 
The following result will be very useful later on.
Lemma 8.20. Let (L, g) be a complete Riemannian manifold of bounded geom-
etry and π : L˜→ L its universal cover.
1) Let F˜ ⊂ Ω̂(L˜) be a set of positive measure in L˜. Then π ◦ F˜ ⊂ Ω̂(L) is a set of
positive measure in L, where π ◦ F˜ := {π ◦ ωˆ : ωˆ ∈ F˜}.
2) A set F ⊂ Ω̂(L) is of full measure in L if and only if the set π−1F ⊂ Ω̂(L˜) is
of full measure in L˜, where π−1F := {ωˆ ∈ Ω̂(L˜) : π ◦ ωˆ ∈ F}.
Proof. To prove Part 1) suppose in order to reach a contradiction that F :=
π ◦ F˜ ⊂ Ω̂(L) is a set of null measure in L. By Definition 8.17, there exist a set
F ⊂ L and a sequence of nested coverings (αn)
∞
n=1 of F such that Vol(L \ F ) = 0
and limn→∞Θ(αn)(x) = 0 for every x ∈ F.
Write αn = (A
i
n)
∞
i=1. Consider the sequence of nested coverings (α˜n)
∞
n=1 of
π−1(F ) defined by
α˜n := (A˜
i
n)
∞
i=1, A˜
i
n := π
−1(Ain).
Clearly, F˜ ⊂ π−1F . To complete the proof of Part 1) it suffices to show that
limn→∞Θ(α˜n)(x˜) = 0 for every x˜ ∈ F˜ := π
−1(F ). This will follow immediately
from the equality
(8.15) Θ(α˜n)(x˜) = Θ(αn)(x), x ∈ L, x˜ ∈ π
−1(x),
and the above mentioned property of (αn)
∞
n=1.
To prove (8.15) we start with the following immediate consequence of Lemma
B.12 (i) below
Wx(B) =Wx˜(π
−1B), x ∈ L, x˜ ∈ π−1(x), B ∈ A (L).
Using this and the equality π−1(T iAin) = T
i(π−1Ain), we get that
Wy(T
iAin) =Wy˜(T
iA˜in), y ∈ L, y˜ ∈ π
−1(y).
This, combined with (2.3), implies that
Di(W•(T
iAin))(x) = Di(W•(T
iA˜in))(x˜), x ∈ L, x˜ ∈ π
−1(x).
Hence, (8.15) follows.
Next, we turn to the “only if” part of assertion 2). Observe that we only need
to show that the set Ω̂(L˜) \ π−1(F ) is of null measure in L˜. Suppose the contrary
in order to get a contradiction. Then by Part 1), the set Ω̂(L) \ F is of positive
measure in L, which is impossible since F is of full measure in L.
Finally, we establish the “if” part of assertion 2). Since Ω̂(L˜) \ π−1(F ) is of
null measure in L˜, we deduce from Definition 8.17 that there exist a set F˜ ⊂ L˜ and
a sequence of nested coverings (α˜n)
∞
n=1 of Ω̂(L˜) \ π
−1F such that Vol(L˜ \ F˜ ) = 0
and limn→∞Θ(α˜n)(x˜) = 0 for every x˜ ∈ F˜ . Write α˜n := (A˜
i
n)
∞
i=1. For a deck-
transformation γ ∈ π1(L) and a set A˜ ⊂ Ω̂(L˜), let γ ◦ A˜ := {γ ◦ ωˆ : ωˆ ∈ A˜}.
Replacing each A˜in with its subset
⋂
γ∈π1(L)
γ ◦ A˜in and noting that π1(L) is at
most countable, we may assume without loss of generality that γ ◦ A˜in = A˜
i
n for
all γ ∈ π1(L). So there exists a set A
i
n ∈ Â−n(L) such that A˜
i
n = π
−1(Ain).
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Consider the following sequence of nested coverings αn = (A
i
n)
∞
i=1 of Ω̂(L) \ F .
Let F˜ ′ := ∩γ∈π1(L)γ(F˜ ), and F = π(F˜
′) ⊂ L. So we obtain that π−1(F ) ⊂ F˜ and
Vol(L \ F ) = 0. Using (8.15) and the equality
lim
n→∞
Θ(α˜n)(x˜) = 0, x˜ ∈ F˜ ,
we see that limn→∞Θ(αn)(x) = 0 for every x ∈ F. This completes the proof. 
8.2. Leafwise Lyapunov backward exponents and Oseledec backward
type theorem
Let (X,L , g) be a Riemannian lamination satisfying the Standing Hypotheses.
By Proposition 2.18, (X,L , g) endowed with its covering lamination projection
π : (X˜, L˜ , π∗g) → (X,L , g) is Riemannian continuous-like. So the result of
Section 8.1 is valid in the present context. Let A : Ω(X,L )× R+ → GL(d,R) be
a cocycle. We extends it to a map (still denoted by) A : Ω̂(X,L )×R→ GL(d,R)
by the following formula
(8.16) A(ω, t) :=
{
A(πˆω, t), t ≥ 0;
A(πˆ(T tω), |t|)−1, t < 0,
where πˆ is given by (8.1). It can be checked that the multiplicative law
A(ω, s+ t) = A(T tω, s)A(ω, t)
still holds for all s, t ∈ R and ω ∈ Ω̂(X,L ). By the same way we extend a cocycle
A : Ω(X,L )× N→ GL(d,R) to a cocycle (still denoted by) A : Ω̂(X,L )× Z→
GL(d,R).
Let (L, g) be a complete Riemannian manifold of bounded geometry. For any
function f : Ω̂(L) → R ∪ {±}, let ess. supf denote the essential supremum of f
(with respect to the Wiener backward measure) given by the following formula:
(8.17) ess. supf = ess. supLf := inf
E
sup
ω∈E
f(ω),
the infimum being taken over all elements E ∈ Â (L) that are of full measure in L
(see Definition 8.17).
The following result is the counterpart of Lemma 5.1 in the backward setting.
Lemma 8.21. Let (L, g) be a complete Riemannian manifold of bounded ge-
ometry and f : Ω̂(L) → R ∪ {±} a measurable function. Then there exists a set
E ∈ Â (L) of full measure in L such that
ess. supf = sup
ω∈E
f(ω).
In particular, for every subset Z ⊂ Ω̂(L) of null measure in L,
sup
ω∈E
f(ω) = sup
ω∈E\Z
f(ω).
Proof. We proceed as in the proof of Lemma 5.1 using (8.17) and assertion
3) of Proposition 8.19. 
8.2. LYAPUNOV BACKWARD EXPONENTS AND OSELEDEC BACKWARD THEOREM 79
Now let S be a topological space and consider the measurable space (Ω̂×S, Â ⊗
B(S)), where B(S) denotes, as usual, the Borel σ-algebra of S. For any measurable
function f : Ω̂× S → [−∞,∞], define the function ess. supf : X × S → [−∞,∞]
by
ess. supf(x, s) := ess. supLxfx,s, (x, s) ∈ X × S.
where the function fx,s : Ω̂(Lx)→ [−∞,∞] is given by
fx,s(ω) := f(ω, s), ω ∈ Ω̂(Lx).
The following result may be regarded as the counterpart of Proposition 4.3 in the
setting of extended paths.
Proposition 8.22. Let f be a measurable function on Ω̂× S. Let µ be a very
weakly harmonic probability measure on (X,L ). Then ess. supf is measurable on
the measurable space (X × S,B(X)⊗B(S)).
Proof. We argue as in the proof of Proposition 4.3 using Part 2) of Proposition
8.16 instead of Proposition 4.2. 
Now we will introduce the notion of Lyapunov backward exponents of the
cocycle A with respect to a leaf L. For (x, v) ∈ L × Rd, and ω ∈ Ω̂(L) with
ω(0) = x introduce the quantity
(8.18) χ−x,v(ω) := lim sup
n→∞
1
n
log ‖A(ω,−n)v‖.
In what follows we want to extend this definition to the case where ω(0) is not
equal to x. Having at hands this extension, we will be able to define a function
χ− : L× Rd → R ∪ {±∞}, which plays the analogue role in the backward setting
as the function χ : L×Rd → R∪{±∞} given by (5.1) does in the forward setting.
Consider two cases.
Case 1: L is simply connected.
We introduce the following equivalent relation.
Definition 8.23. For two pairs (x, v), (y, u) ∈ L×Rd, we write (x, v)
A
∼ (y, u)
if there is a path ω ∈ Ω(L) with ω(0) = x, ω(1) = y and A(ω, 1)v = u.
Consider the function χ−x,v : Ω̂(L)→ R ∪ {±∞} defined by
(8.19) χ−x,v(ω) := lim sup
n→∞
1
n
log ‖A(ω,−n)ux,v,ω‖, ω ∈ Ω̂(L),
where ux,v,ω ∈ R
d is uniquely determined by the condition that (ω(0), ux,v,ω)
A
∼
(x, v). The uniqueness is an immediate consequence of the simple connectivity of L
and the homotopy law for A. Clearly, if ω(0) = x then formula (8.19) becomes the
usual formula (8.18).
Using (8.17) and the functions χ−x,v given in (8.19), consider the function χ
− :
L× Rd → R ∪ {±∞} given by
(8.20) χ−(x, v) := ess. supχ−x,v, (x, v) ∈ L× R
d.
Case 2: L is arbitrary.
Let π : L˜ → L be the universal cover. We construct a cocycle A˜ on L˜ as
follows:
(8.21) A˜(ω˜, t) := A(π(ω˜), t), t ∈ R, ω˜ ∈ Ω̂(L˜).
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Since L˜ is simply connected, we may apply Case 1. More exactly, we can define
χ− : L˜× Rd → R ∪ {±∞} by formula (8.20):
(8.22) χ−(x˜, v) := ess. supχ−x˜,v, (x˜, v) ∈ L˜× R
d.
Here ess. sup is defined by (8.17) and the function χ−x˜,v : Ω̂(L˜) → R ∪ {±∞} is
given by
(8.23) χ−x˜,v(ω˜) := lim sup
n→∞
1
n
log ‖A˜(ω˜,−n)ux˜,v,ω˜‖, ω˜ ∈ Ω̂(L˜),
where ux˜,v,ω˜ ∈ R
d is uniquely determined by the condition that (ω˜(0), ux˜,v,ω˜)
A˜
∼
(x˜, v), namely, ux˜,v,ω˜ = A˜(η˜, 1)v for some (and hence every) path η˜ ∈ Ω(L˜) with
η˜(0) = x˜ and η˜(1) = ω˜(0).
Continuing the prototype of Definition 8.23, we have the following
Definition 8.24. For x ∈ L and u, v ∈ P(Rd), we write u
x,A
∼ v if there is
a path ω ∈ Ω(L) with ω(0) = ω(1) = x and A(ω, 1)u = v. This is an equivalent
relation.
For x ∈ L and u ∈ P(Rd), let classx,A(u) denote the (at most countable) set of
all v ∈ P(Rd) such that u
x,A
∼ v.
Definition 8.25. • A set F˜ ⊂ Ω̂(L˜) is said to be invariant under deck-
transformations if γ ◦ F˜ = F˜ for all γ ∈ π1(L). Clearly, this property is equivalent
to the condition F˜ = π−1(F ) for some set F ⊂ Ω̂(L).
• A set F˜ ⊂ Ω̂(X˜, L˜ ) is said to be invariant under deck-transformations if F˜∩Ω̂(L˜)
is invariant under deck-transformations for each leaf L of (X,L ). Clearly, this
property is equivalent to the condition F˜ = π−1(F ) for some F ⊂ Ω̂, where
π : (X˜, L˜ )→ (X,L ) is the covering lamination projection.
• The above two definitions can be adapted in a natural way to the case where
F˜ ⊂ Ω(L˜) and to the case where F˜ ⊂ Ω(X˜, L˜ ).
Lemma 8.26. (i) Let γ ∈ π1(L) be a deck-transformation and let x˜1, x˜2 ∈ L˜
and v1, v2 ∈ R
d be such that γ(x˜1) = x˜2 and that A˜(γ˜, 1)v1 = v2, where γ˜ ∈ Ω(L˜)
is a path such that γ˜(0) = x˜1 and γ˜(1) = x˜2. Then, for every ω˜ ∈ Ω̂(L˜),
χ−x˜1,v1(ω˜) = χ
−
x˜2,v2
(ω˜) and χ−x˜1,v1(ω˜) = χ
−
x˜2,v1
(γ ◦ ω˜).
(ii) Suppose now that a˜, b˜ ∈ π−1(x) for some x ∈ L and u, v ∈ P(Rd) such that
u
x,A
∼ v. Then χ−(a˜, u) = χ−(b˜, v).
(iii) For x ∈ X and u ∈ Rd \ {0}, there exists a set F = Fx,u ⊂ Ω̂(L˜) which is of
full measure in L˜x and which is invariant under deck-transformations such that for
every a˜, b˜ ∈ π−1(x), and every v ∈ classx,A(u), it holds that
χ−(a˜, u) := sup
F
χ−
b˜,v
(ω˜).
Proof. Note that for all ω˜ ∈ Ω̂(L˜), we have that
(ω˜(0), ux˜1,v1,ω˜)
A˜
∼ (x˜1, v1) and (ω˜(0), ux˜2,v2,ω˜)
A˜
∼ (x˜2, v2).
This, combined with (x˜1, v1)
A˜
∼ (x˜2, v2), implies that ux˜1,v1,ω˜ = ux˜2,v2,ω˜. Hence, by
(8.23) we have that χ−x˜1,v1(ω˜) = χ
−
x˜2,v2
(ω˜), as asserted. Next, suppose without loss
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of generality that ω˜(0) = x˜1. So χ
−
x˜1,v1
(ω˜) = lim supn→∞
1
n log ‖A˜(ω˜,−n)v1‖, which
is also equal to lim supn→∞
1
n log ‖A˜(γ ◦ ω˜,−n)v1‖, by the definition of the cocycle
A˜ in (8.21) and by the identity π ◦ γ = π on L˜. Hence, χ−x˜1,v1(ω˜) = χ
−
x˜2,v1
(γ ◦ ω˜) as
γ ◦ ω˜(0) = γ(x˜1) = x˜2. This proves the last identity of assertion (i).
We turn to the proof of assertion (ii). Since u
x,A
∼ v, there exists c˜ ∈ π−1(x)
such that v := A˜(γ˜, 1)u, where γ˜ ∈ Ω(L˜) is a path such that γ˜(0) = a˜ and γ˜(1) = c˜.
We deduce from the first identity of assertion (i) and the definition of χ−(x, v) in
Case 1 (see formula (8.19)) that χ−(a˜, u) = χ−(c˜, v).
Let w := A˜(β˜, 1)u, where β˜ ∈ Ω(L˜) is a path such that β˜(0) = a˜ and β˜(1) = b˜.
Let α˜ be a path such that α˜|[0,1] is the concatenation γ˜
−1|[0,1] ◦ β˜|[0,1]. Thus, α˜|[0,1]
connects c˜ to b˜. By Lemma 8.21, let E˜ ⊂ Ω̂(L˜) be a set of full measure in L˜ such
that
χ−(c˜, v) = sup
ω˜∈E˜
χ−c˜,v(ω˜).
Let α be the deck-transformation sending c˜ to b˜. Since E˜ is of full measure in L˜,
we can check using Definition 8.17 that α ◦ E˜ is also of full measure in L˜. This,
combined with the second identity of assertion (i), implies that χ−(c˜, v) ≥ χ−(b˜, v).
Arguing as above for α−1, we get that χ−(c˜, v) = χ−(b˜, v). This, combined with
the identity χ−(a˜, u) = χ−(c˜, v), completes assertion (ii).
Now we prove assertion (iii). Observe by assertion (ii) that we may assume
without loss of generality that a˜ = b˜. By Lemma 8.21, for each v ∈ classx,A(u),
there is a set Fv ⊂ Ω̂(L˜) of full measure in L˜x with the following property:
χ−(a˜, u) := sup
Fv
χ−a˜,v(ω˜).
Consider the set
F :=
⋂
v∈classx,A(u)
( ⋂
γ∈π1(L)
γ ◦Fv
)
.
Observe that each set γ◦Fv is of full measure in L˜x and that the above intersection
is at most countable. Clearly, by Part 3) of Proposition 8.19 F is of full measure in
L˜x and is invariant under deck-transformations. Using Lemma 8.21 again and the
above property of Fv, we see that F satisfies the conclusion of assertion (iii). 
In view of Lemma 8.26 (ii) we are able to define the function χ− : L × Rd →
R ∪ {±∞} as follows. By convention χ−(x, 0) := −∞. For u ∈ Rd \ {0}, set
(8.24) χ−(x, u) := χ−(x˜, v), (x, v) ∈ L× Rd,
where χ−(x˜, v) is calculated using (8.22)-(8.23), and x˜ is an arbitrary element in
π−1(x) and v is an arbitrary element in classx,A(u).
We record here the properties of χ−. Some of them are analogous to those of
χ stated in Proposition 5.2.
Proposition 8.27. (i) χ− is a measurable function on the measurable space
(X × Rd,B(X)⊗B(Rd)).
(ii) χ−(x, u) = χ−(y, v) if there exists a path ω ∈ Ω(L) such that ω(0) = x, ω(1) = y
and A(ω, 1)u = v.
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(iii) χ−(x, 0) = −∞ and χ−(x, v) = χ−(x, λv) for x ∈ X, v ∈ Rd, λ ∈ R \ {0}. So
we can define a function, still denoted by χ−, defined on X × P(Rd) by
χ−(x, [v]) := χ−(x, v), x ∈ X, v ∈ Rd \ {0}.
(iv) χ−(x, v1 + v2) ≤ max{χ
−(x, v1), χ
−(x, v2)}, x ∈ X, v1, v2 ∈ R
d.
(v) For all x ∈ X and t ∈ R ∪ {±} the set
V −(x, t) := {v ∈ Rd : χ−(x, v) ≤ t}
is a linear subspace of Rd. Moreover, s ≤ t implies V (x, s) ⊂ V (x, t).
(vi) For every x ∈ X, χ−(x, ·) : Rd → R∪ {−∞} takes only finite m−(x) different
values
χ−m−(x)(x) > χ
−
m−(x)−1(x) > · · · > χ
−
2 (x) > χ
−
1 (x).
(vii) If, for x ∈ X, we define V −i (x) to be V
−(x, χ−i (x)) for 1 ≤ i ≤ m
−(x), then
{0} ≡ V −0 (x) ⊂ V
−
1 (x) ⊂ · · · ⊂ V
−
m−(x)−1(x) ⊂ V
−
m−(x)(x) ≡ R
d
and
v ∈ V −i (x) \ V
−
i−1(x)⇔ sup
ω˜∈Ex
lim sup
n→∞
1
n
log ‖A˜(ω,−n)ux˜,v˜,ω˜‖ = χ
−
i (x)
for some (and hence every) x˜ ∈ π−1(x) and some (and hence every) v˜ ∈ classx,A(v).
Here Ex ∈ Â (L˜x) is a set of full measure in L˜x which is also invariant under deck-
transformations, Ex depends only on the point x (but it does not depend on v ∈ R
d).
Proof. Arguing as in the proof of Proposition 5.2 (i) and using Proposition
8.22 instead of Proposition 4.3, the measurability of χ− follows. Assertion (ii) is
an immediate consequence of Lemma 8.26.
Applying Part 3) of Proposition 8.19 and Lemma 8.21, we proceed as in the
proof of assertions (ii)–(v) of Proposition 5.2. Consequently, assertions (iii)–(vi)
follow. Arguing as in the proof of assertion (vi) of Proposition 5.2 and applying
Lemma 8.26 (iii), assertion (vii) follows. 
As a consequence we obtain an analogue of Proposition 5.5 in the backward
setting.
Proposition 8.28. Let L be a leaf of (X,L ) and A a cocycle on (X,L ). Then
there exist a number m− ∈ N and m− integers 1 ≤ d−1 < · · · < d
−
m−−1 < d
−
m− = d
and m− real numbers χ−1 < · · ·χ
−
m−−1 < χ
−
m− with the following properties:
(i) for every x ∈ L and every 1 ≤ j ≤ m−, we have m−(x) = m− and χ−j (x) = χ
−
j
and dimV −j (x) = d
−
j ;
(ii) for every x, y ∈ L, and every ω ∈ Ωx such that ω(1) = y, we have A(ω, 1)V
−
i (x) =
V −i (y) with 1 ≤ i ≤ m
−.
Proof. It follows from the definition of χ− and assertion (ii) of Proposition
8.27. 
Remark 8.29. The reader should notice the difference between the conclusion
of Proposition 5.5 and that of Proposition 8.28. Indeed, in the former the desired
properties only hold VolL-almost everywhere, whereas in the latter these properties
hold everywhere in L. This difference is a consequence of the rather special definition
of the function χ−. Note that this peculiar definition allows us to avoid the use
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of Proposition 5.4 since the following facts holds (please check it using the very
definition!): If A ∈ Â (L) is of full measure in the leaf L, then so is T−1A.
Given a leaf L we often write m−(L) instead of m− given by Proposition 8.28
in order to emphasize the dependence of m− on the leaf L. The same rule also
applies as well to other quantities obtained by this proposition.
The real numbers χ−1 < · · ·χ
−
m−−1 < χ
−
m− are called the leafwise Lyapunov
backward exponents associated to the cocycle A on the leaf L. The increasing se-
quence of subspaces of Rd :
{0} ≡ V −0 (x) ⊂ V
−
1 (x) ⊂ · · · ⊂ V
−
m−(x)−1(x) ⊂ V
−
m−(x)(x) ≡ R
d, x ∈ L,
is called the leafwise Lyapunov backward filtration associated to A at a given point
x ∈ L.
For the rest of the chapter, we consider a lamination (X,L , g) satisfying the
Standing Hypotheses endowed with a harmonic probability measure µ which is er-
godic. Set Ω := Ω(X,L ) and Ω̂ := Ω̂(X,L ). So µˆ is invariant and ergodic with re-
spect to T acting on the probability space (Ω̂, Â , µˆ).We also consider a (multiplica-
tive) cocycle A : Ω×N→ GL(d,R), and assume that
∫
Ω log
+ ‖A±1(ω, 1)‖dµ¯(ω) <
∞. We extend it naturally to a cocycle (still denoted by) A : Ω̂(X,L ) × Z →
GL(d,R) using formula (8.16). Applying Theorem 1.2 (i)-(v), we obtain the follow-
ing complement to Theorem 7.2.
Theorem 8.30. We keep the notation introduced by Theorem 7.2. There exists
a subset Ψ of Ω̂ of full µˆ-measure such that the following properties hold:
(i) For each ω ∈ Ψ there are l linear subspaces H1(ω), . . . , Hl(ω) of R
d such that
Vj(ω) = ⊕
l
i=jHi(ω),
with A(ω, 1)Hi(ω) = Hi(Tω), and ω 7→ Hi(ω) is a measurable map from Ψ into the
Grassmannian of Rd.
(ii) For each ω ∈ Ψ and v ∈ Hi(ω) \ {0},
lim
n→±∞
1
|n|
log
‖A(ω, n)v‖
‖v‖
= ±λi,
and the following limit holds
lim
n→∞
1
n
log sin
∣∣∡(HS(T nω), HN\S(T nω))∣∣ = 0,
where, for any subset S of N := {1, . . . , l}, we define HS(ω) := ⊕i∈SHi(ω).
(iii) λl = − limn→∞
1
n log ‖A(ω,−n)‖ for every ω ∈ Ψ.
We proceed as we did in deducing Corollary 6.2 from Proposition 5.5. Conse-
quently, we infer from Proposition 8.28 the following
Corollary 8.31. There exist a leafwise saturated Borel set Y ⊂ X of full
µ-measure and a number m− ∈ N and m− integers 1 ≤ d−1 < d
−
2 < · · · < d
−
m− = d
and m− real numbers χ−1 < χ
−
2 < · · · < χ
−
m− with the following properties:
(i) m−(Lx) = m
− for every x ∈ Y ;
(ii) the map Y ∋7→ V −i (x) is an A-invariant subbundle of rank d
−
i of Y × R
d for
1 ≤ i ≤ m−;
(iii) for every x ∈ Y and 1 ≤ i ≤ m, χ−i (Lx) = χ
−
i .
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Now we are in the position to state the analogue version of Theorem 7.3 in the
backward setting.
Theorem 8.32. Under the above hypotheses and notation we have that m− ≤ l
and {χ−1 , . . . , χ
−
m−} ⊂ {−λ1, . . . ,−λl} and χ
−
m− = −λl. Moreover, there exists a
leafwise saturated Borel set Y0 ⊂ Y of full µ-measure such that for every x ∈ Y0
and for every v ∈ V −i (x) \ V
−
i−1(x) with 1 ≤ i ≤ m
−, and for every x˜ ∈ π−1(x),
there is a set F = Fx˜,v ⊂ Ω̂(L˜x) of positive measure in L˜x such that χ
−
x˜,v(ω˜) = χ
−
i
for every ω˜ ∈ F .
Remark 8.33. The increasing sequence of subspaces of Rd :
{0} ≡ V −0 (x) ⊂ V
−
1 (x) ⊂ · · · ⊂ V
−
m−(x) = R
d
is called the Lyapunov backward filtration associated to A at a given point x ∈ Y0.
The remarkable point of Theorem 8.32 is that this filtration depends only on the
point x, and not on paths ω ∈ Ω̂(L˜x).
Proof. By Corollary 8.31 and Theorem 8.30 and Part 1) of Proposition 8.19,
there is a leafwise saturated Borel set Y0 ⊂ Y of full µ-measure such that for every
x ∈ Y0, the set Ψ∩ Ω̂(Lx) is of full measure in Lx. By Lemma 8.26 (iii), we obtain,
for each x ∈ Y0 and v ∈ R
d \ {0}, a set E˜ ⊂ Ω̂(L˜x) which is of full measure in L˜x
and which is also invariant under deck-transformations such that for an arbitrary
x˜ ∈ π−1(x),
(8.25) χ−(x, v) = ess. supχ−x˜,v(ω˜) = sup
ω˜∈E˜
χ−x˜,v(ω˜).
Let E := π ◦ E˜ ⊂ Ω̂(L). So π−1(E) = E˜. By Lemma 8.20, E is of full measure in
the leaf Lx. Recall from above that Ψ ∩ Ω̂(Lx) is of full measure in Lx. So by Part
1) of Proposition 8.19 and by Part 2) of Lemma 8.20 again, the set E ∩Ψ is of full
measure in the leaf Lx, and the set π
−1(E ∩ Ψ) is of full measure in the leaf L˜x,
Hence, by Theorem 8.30 (ii), we have, for ω˜ ∈ π−1(E ∩Ψ), that
(8.26) χ−x˜,v(ω˜) = limn→∞
1
n
log
‖A(ω, n)u‖
‖u‖
∈ {−λ1, . . . ,−λl}.
Here ω := π ◦ ω˜ and u := ux˜,v,ω˜. This, combined with (8.25) and Corollary 8.31,
implies that {χ−1 , . . . , χ
−
m−} ⊂ {−λ1, . . . ,−λl}. In particular, we get that m
− ≤ l
and χ−m− ≤ −λl. Therefore, in order to prove that χ
−
m− = −λl, it suffices to
show that χ−m− ≥ −λl. By Proposition 8.27 (vii), for every x ∈ Y0 there exists
set E˜x ∈ Â (L˜x) which is full measure in L˜x and which is also invariant under
deck-transformations such that
v ∈ V −i (x) \ V
−
i−1(x)⇔ sup
ω˜∈E˜x
lim sup
n→∞
1
n
log ‖A˜(ω˜,−n)ux˜,v,ω˜‖ = χ
−
i .
Let Ex := π ◦ E˜x. By Lemma 8.20, Ex is of full measure in Lx. Therefore, by the
definition, we get, for every v ∈ Rd \ {0}, for every x ∈ Y0 and every ω ∈ Ex, that
lim sup
n→∞
1
n
log ‖A(ω,−n)ux˜,v,ω˜‖ = lim sup
n→∞
1
n
log ‖A˜(ω˜,−n)ux˜,v,ω˜‖
≤ max{χ−1 , . . . , χ
−
m−} = χ
−
m− ,
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where ω˜ is any path in Ω̂(L˜) such that π ◦ ω˜ = ω. This, coupled with (8.26), gives
that χ−m− ≥ −λl, as desired.
Finally, the existence of a set F = Fx˜,v ⊂ Ω̂(L˜x) with the desired property
stated in the theorem is an immediate consequence of combining (8.25) and (8.26)
and the equality χ−m− = −λl and Corollary 8.31. 
Finally, we conclude the chapter with the following backward version of Theo-
rem 6.5.
Theorem 8.34. Let Y ⊂ X be a set of full µ-measure. Assume that Y ∋ x 7→
U(x) and Y ∋ x 7→ V (x) are two measurable A-invariant subbundles of Y × Rd
with V (x) ⊂ U(x), x ∈ Y. Define a new measurable subbundle Y ∋ x 7→ W (x) of
Y × Rd by splitting U(x) = V (x) ⊕W (x) so that W (x) is orthogonal to V (x) with
respect to the Euclidean inner product of Rd. Using (8.21), we define the cocycle A˜
on Ω˜× Z in terms of A. Let α, β be two real numbers with α < β such that
• χ−(x, v) ≤ α for every x ∈ Y, v ∈ V (x) \ {0};
• χ−x˜,w(ω˜) ≥ β for every x ∈ Y, every x˜ ∈ π
−1(x), every w ∈ W (x), and for
every ω˜ ∈ Ĝx˜,w. Here Ĝx˜,w ⊂ Ω̂(L˜x) (depending on x˜ and w) is of positive measure
in L˜x, the function χ
−(x, v) (resp. χ−x˜,u(ω˜)) is defined in (8.24) (resp. in (8.19)).
Let A(ω,−1)|U(π0ω) : U(π0ω) → U(π−1ω) induce the linear maps C(ω) :
W (π0ω)→W (π−1ω) and B(ω) : W (π0ω)→ V (π−1(ω)) by
A(ω,−1)w = B(ω)w ⊕ C(ω)w, ω ∈ Ω̂, w ∈ W (x).
(i) Then the map C defined on Ω̂× (−N) by the formula
C(ω,−n) := C(T−nω) ∈ Hom(W (π0ω),W (π−nω), ω ∈ Ω̂, n ∈ N,
satisfies C(ω,−(m + k)) = C(T−kω,m)C(ω,−k), m, k ∈ N. Moreover, C(ω,−n) is
invertible.
Using (8.21), we define the cocycle C˜ on Ω˜×Z in terms of C. Then there exists
a subset Y ′ of Y of full µ-measure with the following properties:
(ii) For each x ∈ Y ′ and for each x˜ ∈ π−1(x) and for each w ∈ W (x) \ {0}, there
exists a set F̂x˜,w ⊂ Ĝx˜,w such that F̂x˜,w is of positive measure in L˜x and that for
each v ∈ V (x) and each ω˜ ∈ F̂x˜,w, we have
χ−x˜,v⊕w(ω˜) = χ
−
x˜,w(ω˜) = lim sup
n→∞
1
n
log ‖C˜(ω˜,−n)ux˜,w,ω˜‖;
(iii) if for some x ∈ Y ′ and some w ∈ W (x) \ {0} and some v ∈ V (x) and some
ω˜ ∈ F̂x,w the limit limn→∞
1
n log ‖C˜(ω˜,−n)ux˜,w,ω˜‖ exists, then
lim
n→∞
1
n
log ‖A˜(ω˜,−n)ux˜,v⊕w,ω˜‖
exists and is equal to the previous limit.
Proof. Using the multiplicative property of the cocycle A, we obtain the
following formula, which is the backward version of (6.1) in Theorem 6.5 above: for
ω ∈ Ω̂ and n ∈ N,
(8.27) A(ω,−n)(v ⊕ w) =
(
A(ω,−n)v +D(ω,−n)w
)
⊕ C(ω,−n)w,
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where D(ω,−n) : W (π0ω)→ V (π−nω) is given by
D(ω,−n) :=
n−1∑
i=0
A(T−(i+1)ω,−(n− i− 1)) ◦ B(T−iω) ◦ C(ω,−i).
Next, observe that Lemma 6.4 and Lemma 6.3 remain valid if we replace Ω(X,L ),
T and µ¯ with Ω̂(X,L ), T−1 and µˆ respectively. For ǫ > 0 let
aǫ(ω) := sup
n∈N
(
‖A(ω,−n)|V (π0ω)‖ · e
−n(α+ǫ)
)
.
By the first assumption •, we may apply Lemma 6.4 to aǫ(ω), and Lemma 6.3 to
h(ω) := ‖A(ω,−1)‖, ω ∈ Ω̂(X,L ). Let (ǫm)
∞
m=1 be a sequence decreasing strictly
to 0. By Lemma 6.4 and Lemma 6.3, we may find, for each m ≥ 1, a subset Ω̂m of
Ω̂(Y ) of full µˆ-measure such that 1naǫm(T
−nω) → 0 and 1n log ‖A(T
−nω, 1)‖ → 0
for all ω ∈ Ω̂m. For every x ∈ Y set F̂
′
x := Ω̂(Lx) ∩ ∩
∞
m=1Ω̂m ⊂ Ω̂(Lx). Since
∩∞m=1Ω̂m is of full µˆ-measure, it follows from Part 1) of Proposition 8.19 that there
exists a subset Y ′ ⊂ Y of full µ-measure such that for every x ∈ Y ′, F̂ ′x is of full
measure in Lx. By the first assumption • combined with Proposition 8.27 (iii)-(iv),
for every x ∈ Y ′, there exists a set F̂x ⊂ F̂
′
x of full measure in Lx such that, for
every x˜ ∈ π−1(x) and for every ω˜ ∈ π−1F̂x,
(8.28) χ−x˜,v(ω˜) ≤ α < β, v ∈ V (x).
By the second assumption •, for every x ∈ Y ′ and for every x˜ ∈ π−1(x) and for
every w ∈W (x) \ {0}, there exists a set F̂x˜,w := Ĝx˜,w ∩π
−1F̂x ⊂ Ω̂(L˜x) such that,
for every ω ∈ F̂x˜,w,
(8.29) α < β ≤ χ−x,w(ω˜).
Since F̂x is of full measure in Lx, we infer from Part 2) of Lemma 8.20 that π
−1F̂x
is of full measure in L˜x. Since F̂x˜,w is the intersection of a set of positive measure
and a set of full measure in L˜x, we deduce from Remark 8.18 that F̂x˜,w is of positive
measure in L˜x.
Using (8.27)-(8.28)-(8.29) and making the necessary changes (for example, n is
replaced with −n), we argue as in the proof of Theorem 6.5 from (6.7) to the end
of that proof. 
CHAPTER 9
Proof of the main results
In this chapter we prove the First Main Theorem (Theorem 3.7) and the Second
Main Theorem (Theorem 3.12) as well as their corollaries. In addition, we also give
a Ledrappier type characterization of Lyapunov spectrum (Theorem 9.22 below).
The chapter is organized as follows. In Section 9.1 we introduce some terminology,
notation and auxiliary results which will be of constant use later on. Section 9.2
introduces two important techniques. The first one is designed in order to construct
weakly harmonic measures which maximize (resp. minimize) certain Lyapunov
exponent functionals. Using the first technique we develop the second one which
aims at splitting invariant subbundles (see Theorem 9.14 and Theorem 9.20 below).
Having at hand all needed tools and combining them with the results established
in Chapter 7 and Chapter 8 above, Section 9.3 and Section 9.4 are devoted to the
proof of the main results of this work.
In what follows, for a linear (real or complex) vector space V, we denote by PV
its projectivisation.
9.1. Canonical cocycles and specializations
Consider a lamination (X,L , g) satisfying the Standing Hypotheses endowed
with a harmonic probability measure µ which is ergodic. Set Ω := Ω(X,L ) and
Ω̂ := Ω̂(X,L ). So µˆ is invariant and ergodic with respect to T acting on the
probability space (Ω̂, Â , µˆ). Consider a (multiplicative) cocycle A : Ω × N →
GL(d,R) (resp. A : Ω × R+ → GL(d,R)). Using formula (8.16), we extend it to
the cocycle (still denoted by) A : Ω̂×Z→ GL(d,R) (resp. A : Ω̂×R→ GL(d,R)).
In this section we consider the cylinder lamination of rank 1 (XA,LA) :=
(X1,A,L1,A). We identify Gr1(R
d) with P(Rd) and write P := P(Rd). So XA ≡
X × P and we will write (X × P,LA) instead of (XA,LA). Let Ω := Ω(X,L ),
Ω̂ := Ω̂(X,L ), ΩA := Ω(XA,LA) and Ω̂A := Ω̂(XA,LA). Let π : (X˜, L˜ ) →
(X,L ) be the covering lamination projection. Let Ω˜ := Ω(X˜, L˜ ). We have the
following natural identifications.
Lemma 9.1. 1) The transformation ΩA → Ω × P which maps η to (ω, u(0)),
where η(t) = (ω(t), u(t)), t ∈ [0,∞), is bijective.
2) The transformation Ω̂A = Ω̂× P → Ω̂ which maps ηˆ to (ωˆ, u(0)), where ηˆ(t) =
(ωˆ(t), u(t)), t ∈ [0,∞), is bijective.
Proof. The first part is Lemma 7.19 in the special case when k = 1.
Part 2) can be proved in exactly the same way as Part 1). 
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Using Lemma 9.1 we construct the canonical cocycle associated to A which is
a cocycle of rank 1 on (X1,A, ,L1,A) as follows. For (ω, u) ∈ Ω̂×P and t ∈ R
+, let
(9.1) CA((ω, u), t) := ‖A(ω, t)u‖, u ∈ P,
where the right hand side is given by
(9.2) ‖A(ω, t)u‖ :=
‖A(ω, t)u˜‖
‖u˜‖
, u˜ ∈ Rd \ {0}, u = [u˜],
with [·] : Rd \ {0} → P the canonical projection. Since A is a cocycle, the above
definition implies that log CA is an additive cocycle, that is,
log CA((ω, u), n+m) = log CA(T
n(ω, u),m)+log CA((ω, u), n), (ω, u) ∈ Ω̂A, n ∈ Z.
Given a point x ∈ X, let π : L˜→ L = Lx be the universal cover of the leaf Lx
and let x˜ ∈ L˜ be such that π(x˜) = x. As in (8.21) we construct a cocycle A˜ on the
leaf L˜ as follows:
(9.3) A˜(ω˜, t) := A(π(ω˜), t), t ∈ R, ω˜ ∈ Ω(L˜).
Given an element u ∈ P(Rd), the specialization of A at (L˜, x˜;u) is the function
f = fu,x˜ : L˜→ R defined by
(9.4) fu,x˜(y˜) := log ‖A˜(ω˜, 1)u‖, y˜ ∈ L˜,
where ω˜ ∈ Ω˜x˜ is any path such that ω˜(1) = y˜. This definition is well-defined because
of the homotopy law for A and of the simple connectivity of L˜. Using (9.3) and the
identity law for A, we get that
(9.5) fu,x˜(x˜) = 0.
Let z˜ ∈ L˜. Let v ∈ P such that (x˜, u)
A˜
∼ (z˜, v), i.e., v = A˜(ω˜, 1)u, where ω˜ ∈ Ω˜x˜ is
any path such that ω˜(1) = z˜. Let η˜ ∈ Ω˜z˜ be such that η˜(1) = y˜. We concatenate
ω˜|[0,1] and η˜ in order to obtain a path
ξ˜(t) :=
{
ω˜(2t), 0 ≤ t ≤ 1/2;
η˜(2t− 1), t ≥ 1/2.
Note that ξ˜ ∈ Ω˜x˜ and ξ˜(1) = y˜. Therefore, using the multiplicative law and homo-
topy law for A, we see that
fv,z˜(y˜) = log ‖A˜(η˜, 1)v‖ = log ‖A˜(ξ˜, 1)u‖ − log ‖A˜(ω˜, 1)u‖
= fu,x˜(y˜)− fu,x˜(z˜).
(9.6)
This, combined with (9.5), implies that
(9.7) fu,x˜(z˜) = −fv,z˜(x˜).
Using the homotopy law for A˜ and using the simple connectivity of L˜, we see that
fu,x˜(πt(ω˜)) = log ‖A˜(ω˜, t)u‖, ω˜ ∈ Ωx˜(L˜), t ∈ R
+.
On the other hand, recall from Proposition C.3.8 in [5] the following identity
(9.8) Ex˜[f ◦ πt(ω)] = Dtf(x˜).
Consequently, we obtain the following conversion rule:
(9.9) Ex[log ‖A(·, t)u‖] = Ex˜[log ‖A˜(·, t)u‖] = (Dtfu,x˜)(x˜) = (Dtfv,z˜)(x˜)−fv,z˜(x˜),
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where the first equality holds by (9.3) and an application of Proposition 2.7, the
second equality holds by (9.8), and the last one follows from a combination of (9.6)
and (9.7).
Now we compare the specializations (9.4) with the function fu,x constructed in
(3.6), where x ∈ X and u ∈ Rd \ {0}. Recall that we fix an arbitrary point x ∈ X
and an arbitrary point x˜ ∈ π−1(x) ⊂ L˜, where π : L˜ → L = Lx is the universal
cover of the leaf Lx. Let y be an arbitrary point in a simply connected, connected
open neighborhoodK of x in L. OnK a branch of π−1 such that π−1(x) = x˜ is well-
defined. Setting y˜ := π−1(y) for y ∈ K, we see that the function fu,x constructed
in (3.6) satisfies
(9.10) fu,x(y) = f[u],x˜(y˜), y ∈ K,
where [·] : Rd \ {0} → P(Rd) denotes, as usual, the canonical projection.
9.2. A-weakly harmonic measures and splitting invariant bundles
We recall from Walters [35] some results about dual spaces. Let (X,B(X), µ)
be a probability Borel space. Let E be a separable Banach space with dual space
E∗. Let L1µ(E) be the space of all µ-measurable functions f : X → E (x 7→ fx) such
that ‖f‖ :=
∫
X ‖fx‖dµ(x) < ∞. This is a Banach space with the norm f 7→ ‖f‖,
where two functions f and g are identified if f = g for µ-almost everywhere. Let
L∞µ (E
∗, E) be the space of all maps f : X → E∗ (x 7→ fx) for which the function
X ∋ x 7→ fx(v) is bounded and measurable for each v ∈ E, where two such
functions f, g are identified if X ∋ x 7→ fx(v) and X ∋ x 7→ gx(v) are equal
µ-almost everywhere for every v ∈ E. This is a Banach space with the norm
‖f‖∞ := ess. supx∈X‖fx‖ = inf
Y ∈B(X): µ(Y )=1
sup
x∈Y
‖fx‖,
which is finite by the principle of uniform boundedness. Consider the map Λ :
L∞µ (E
∗, E)→ (L1µ(E))
∗, given by
(Λγ)(f) :=
∫
X
γx(fx)dµ(x),
where γ : X → E∗ which maps x 7→ γx is in L
∞
µ (E
∗, E), and f : X → E which
maps x 7→ fx is in L
1
µ(E). By [1] Λ is an isomorphism of Banach spaces. In what
follows, for a locally compact metric space Σ, we denote by M (Σ) the space of all
positive Radon measures on Σ with mass ≤ 1.
We will be interested in the case where E := C (P,R) for a compact metric
space P. So M (P ) is the closed unit ball of E∗. The set Lµ(M (P )) of all measurable
maps α : X → M (P ) is contained in the unit ball of L∞µ (E
∗, E), and is closed
with respect to the weak-star topology L∞µ (E
∗, E). Hence, Lµ(M (P )) is compact
with respect to this topology. The set Lµ(M (P )) can be identified with a subset
of the following space
Mµ(X × P ) := {λ ∈ M (X × P ) : λ projects to m on X} .
via the map Lµ(M (P )) ∋ ν 7→ λ ∈ M (X × P ), where for X ∋ x 7→ fx in
L1µ(C (P,R)), we have
(9.11)
∫
X×P
fx(u)dλ(x, u) =
∫
X
(∫
P
fx(u)dνx(u)
)
dµ(x).
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In the remaining part of the section, let (X,L , g) be a Riemannian lamination
satisfying the Standing Hypotheses, and let P := P(Rd) and G ∈ {N,R+}. Consider
a harmonic probability measure µ on (X,L ) which is also ergodic. For each cocycle
A : Ω(X,L )×G→ GL(d,R), we consider its cylinder lamination of dimension 1,
denoted by (XA,LA), which is given by
(XA,LA) := (X ×Gr1(R
d),L1,A),
where the measurable lamination on the right hand side is given by Definition
7.17. Recall that ΩA is the sample-path space Ω1,A = Ω(XA,LA). Using the
identification Gr1(R
d) = P(Rd) = P, we may write XA = X × P.
Remark 9.2. Since the cylinder lamination (XA,LA) is a measurable lamina-
tion, we can speak of very weakly harmonic measures in the sense of Definition 2.8
on (XA,LA).
Definition 9.3. Let A be a cocycle and µ a measure as above. A positive
finite Borel measure ν on X × P is said to be A-weakly harmonic with respect to µ
if it satisfies the following two conditions (i)-(ii):
(i) it belongs to Lµ(M (P ));
(ii) it is very weakly harmonic, i.e,
∫
XA
D1fdν =
∫
XA
fdν for all bounded measur-
able functions f defined on X × P.
Denote by Harµ(XA) the convex closed cone of all A-weakly harmonic positive
finite Borel measures on X×P with respect to µ. Clearly, the mass of every element
in Harµ(XA) is ≤ 1. When the cocycle A and the probability measure µ are clear
from the context, we often write “A-weakly harmonic” (resp. Harµ(X×P )) instead
of “A-weakly harmonic with respect to µ” (resp. Harµ(XA)).
An element ν ∈ Harµ(X×P ) is said to be extremal if it is an extremal point of
this convex closed cone, that is, if ν = tν1+(1−t)ν2 for some 0 < t < 1 and ν1, ν2 ∈
Harµ(X×P ), then ν1 and ν2 are constants times ν. Clearly, if Harµ(X×P ) 6= {0},
then the set of extremal points of Harµ(X×P ) which are also probability measures
is always nonempty.
In what follows, for any positive measure λ on P, let ‖λ‖ denotes its mass.
Remark 9.4. Since XA = X×P is a locally compact metric space, we can ap-
proximate a bounded ν-integrable function defined on XA by continuous compactly
supported ones in the norm L1(XA, ν). Therefore, condition (ii) in Definition 9.3
is equivalent to the following (apparently weaker) condition (ii)’:∫
XA
D1fdν =
∫
XA
fdν, ∀f ∈ C0(XA).
Proposition 9.5. Let ν ∈ Harµ(X × P ) be an extremal element. Then ν
is ergodic. In particular, if Harµ(X × P ) 6= {0}, then there exists an element of
Harµ(X × P ) which is an ergodic probability measure.
Proof. Suppose in order to reach a contradiction that ν is not ergodic and
ν(X × P ) = 1. Then there is a leafwise saturated Borel set Y ⊂ X × P with
0 < ν(Y ) < 1. Consider two probability measures
ν1 :=
1
ν(Y )
ν|Y and ν2 :=
1
1− ν(Y )
ν|(X×P )\Y .
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Clearly, ν = ν(Y )ν1+(1−ν(Y ))ν2. Moreover, using Definition 9.3 and the assump-
tion that Y is leafwise saturated Borel set, we can show easily that both ν1 and ν2
are very weakly harmonic and that they belong to Mµ(X × P ).
We will prove that both ν1 and ν2 belong to Lµ(M (P )). Taking for granted
this assertion, it follows that ν1 and ν2 belong to Harµ(X × P ). Hence, ν is not
extremal, which is the desired contradiction.
To prove the above remaining assertion, it suffices to show that ‖(ν1)x‖ = const
and ‖(ν2)x‖ = const for µ-almost every x ∈ X since these equalities will imply that
‖(ν1)x‖ = 1 and ‖(ν2)x‖ = 1 for µ-almost every x ∈ X. Observe that
‖(D1ν1)x‖ =
∫
Lx
p(x, y, 1)‖νy‖dVolLx(y) = (D1‖(ν1)•‖)(x), x ∈ X,
where ‖(ν1)•‖ is the function which maps y ∈ X to ‖(ν1)y‖. Since ν1 is very
weakly harmonic, it follows that D1ν1 = ν1. This, combined with the previous
equality, implies that D1‖(ν1)•‖ = ‖(ν1)•‖. Applying Theorem B.16 (i) to the last
equality yields that ‖(ν1)•‖ = const µ-almost everywhere. The same argument also
gives that ‖(ν2)•‖ = const µ-almost everywhere. Hence, the desired assertion is
proved. 
Lemma 9.6. For every t ≥ 0, the operators Dt : Lµ(M (P ))→ Lµ(M (P )) and
Dt : L
1
µ(C (P,R))→ L
1
µ(C (P,R)) are contractions, that is, their norms are ≤ 1.
Proof. Let E := C (P,R). Let ν ∈ Lµ(M (P )) and x ∈ X and t ≥ 0. Then,
for µ-almost every x ∈ X, we have that
‖(Dtν)x‖ =
∫
Lx
p(x, y, t)‖νy‖dVolLx(y) ≤
∫
Lx
p(x, y, t)‖ν‖∞dVolLx(y) = ‖ν‖∞
Hence, ‖Dtν‖∞ ≤ ‖ν‖∞.
Now we turn to the second assertion. For ψ ∈ L1µ(E) and x ∈ X, we have that
‖(Dtψ)(x)‖E ≤
∫
Lx
p(x, y, t)‖ψ(y)‖EdVolLx(y).
Integrating both sides with respect to µ over X, we get that
‖Dtψ‖L1µ(E) ≤
∫
X
Dt(‖ψ(•)‖E)(x)dµ(x) =
∫
X
‖ψ(x)‖Edµ(x) = ‖ψ‖L1µ(E) <∞,
where ‖ψ(•)‖E is the function X ∋ x 7→ ‖ψ(x)‖E , and where the first equality
holds since µ is harmonic. Hence, to complete the second assertion, it suffices to
show that given each t ≥ 0 and ψ ∈ L1µ(E), we have (Dtψ)(x) ∈ E for µ-almost
every x ∈ X. To do this observe from the last argument that for µ-almost every
x ∈ X, we have that (Dt(‖ψ(•)‖E))(x) <∞. Moreover, for µ-almost every x ∈ X,
ψ(y, ·) ∈ E for VolLx-almost every y ∈ Lx. Fix any point x possessing the last two
properties and write L := Lx. We are reduced to the following problem:
Let ψ : L× P → R be a measurable function such that
• ψ(y, ·) is continuous on P for VolL-almost every y ∈ L;
•
∫
L p(x, y, t)maxP |ψ(y, ·)| <∞.
Then the function P ∋ u 7→
∫
L
p(x, y, t)ψ(y, u) is continuous.
Since the conclusion of the problem follows easily from the Lebesgue dominated
convergence theorem, the proof is complete.
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From now on we assume the integrability condition∫
Ω(X,L )
log± ‖A(ω, 1)‖dµ¯(ω) <∞.
Consider the functions ϕ and ϕn : X × P → R given by
ϕ(x, u) :=
∫
Ωx
log ‖A(ω, 1)u‖dWx(ω),
ϕn :=
1
n
n−1∑
i=0
Diϕ.
(9.12)
In fact, the functions ϕn are the Lyapunov exponent functionals that we mention
at the beginning of the chapter. We will maximize/minimize them in the proof of
Theorem 9.14 and Proposition 9.15 below.
We obtain the following ergodic property of the canonical cocycle CA of a
cocycle A.
Theorem 9.7. Let ν be an element of Harµ(X × P ) and let α0 :=
∫
X×P
ϕdν.
Then there exists a leafwise constant measurable function α : XA = X × P → R
with the following properties:
(i) limn→∞
1
n log CA((ω, u), n) = α(x) for ν-almost every (x, u) ∈ X × P and for
Wx-almost every ω ∈ Ωx, or equivalently, limn→∞
1
n log CA((ω, u), n) = α(ω(0)) for
ν¯-almost every (ω, u) ∈ ΩA;
(ii) limn→∞
1
n log CA((ωˆ, u),−n) = −α(ωˆ(0)) for νˆ-almost every (ωˆ, u) ∈ Ω̂A;
(iii)
lim
n→∞
∫
Ω̂A
1
n
log CA((ωˆ, u), n)dνˆ(ωˆ, u) = lim
n→∞
∫
ΩA
1
n
log CA((ω, u), n)dν¯(ω, u) = α0
and limn→∞
∫
Ω̂A
1
n log CA((ωˆ, u),−n)dνˆ(ωˆ, u) = −α0.
(iv) If, moreover, ν is ergodic, then α = α0 ν-almost everywhere.
Proof. First we consider the case when ν is ergodic. Consider the function
f : ΩA → R given by f(ω, u) := log CA((ω, u), 1), (ω, u) ∈ ΩA (resp. the function
f : Ω̂A :→ R given by the function f(ωˆ, u) := log CA((ωˆ, u), 1), (ωˆ, u) ∈ Ω̂A).
Observe that for n ∈ N and ω ∈ ΩA (resp. for n ∈ Z and ωˆ ∈ Ω̂A),
log CA(ω, n) =
n−1∑
i=0
f(T i(ω))
(
resp. log CA(ωˆ, n) =
n−1∑
i=0
f(T i(ωˆ))
)
.
On the other hand, by (9.1)-(9.2) and the integrability condition, we infer that∫
Ω
log± ‖CA(ω, 1)‖dµ¯(ω) <∞.
Consequently, by Corollary B.17 we get a real number α such that
lim
n→∞
1
n
log CA((ω, u), n) = α and lim
n→∞
1
n
log CA((ωˆ, u), n) = α
for ν¯-almost every (ω, u) ∈ ΩA and for νˆ-almost every (ωˆ, u) ∈ Ω̂A. Moreover, by
Birkhoff ergodic theorem,
lim
n→∞
∫
ΩA
1
n
log CA((ω, u), n)dν¯(ω, u) = lim
n→∞
∫
Ω̂A
1
n
log CA((ω̂, u), n)dνˆ(ωˆ, u) = α.
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Consider the function g : Ω̂A :→ R given by the function g(ωˆ, u) := log CA((ωˆ, u),−1),
(ωˆ, u) ∈ Ω̂A. Observe that
log CA(·,−n) =
n−1∑
i=0
g(T−i(·)), n ∈ N.
Consequently, by Corollary B.17, we get a real number β such that
lim
n→∞
1
n
log CA((ωˆ, u),−n) = −β
for νˆ-almost every (ωˆ, u) ∈ Ω̂A and that
lim
n→∞
∫
Ω̂A
1
n
log CA((ωˆ, u),−n)dνˆ(ωˆ, u) = −β.
On the other hand, since νˆ is T -invariant, we also get that
−β = lim
n→∞
∫
Ω̂A
1
n
log CA(T
n(ωˆ, u),−n)dνˆ(ωˆ, u)
= − lim
n→∞
∫
Ω̂A
1
n
log CA((ωˆ, u), n)dνˆ(ωˆ, u)
= −α,
where the second equality follows from the identity CA(T
n(ω, u),−n)CA((ω, u), n) =
CA((ω, u), 0) = 1. This implies that α = β.
Now we consider the general case where ν is not necessarily ergodic. It suffices
to apply Choquet decomposition theorem in order to decompose ν into extremal
measures. By Proposition 9.5, these measures are ergodic. Therefore, applying the
previous case to each component measure of this decomposition and combining the
obtained results, the theorem follows. 
Lemma 9.8. ϕ ∈ L1µ(C (P,R)), where ϕ is given by (9.12).
Proof. Recall from (9.12) that
ϕ(x, u) =
∫
Ωx
log ‖A(ω, 1)u‖dWx(ω), (x, u) ∈ X × P.
By the integrability condition, for µ-almost every x ∈ X,
∫
Ωx
|log ‖A(ω, 1)‖|dWx(ω) <
∞. Putting this together with the continuity of each map P ∈ u 7→ log ‖A(ω, 1)u‖,
we may apply the Lebesgue dominated convergence theorem. Consequently, ϕ(x, ·)
is continuous on P for such a point x, and
‖ϕ‖L1µ(C (P,R)) ≤
∫
x∈X
( ∫
Ωx
log ‖A(ω, 1)‖dWx(ω)
)
dµ(x) <∞,
where the last inequality holds by the integrability condition. This completes the
proof. 
Lemma 9.9. For every n ≥ 1,
ϕn(x, u) =
1
n
∫
Ωx
log ‖A(ω, n)u‖dWx(ω), (x, u) ∈ X × P,
where ϕn is given by (9.12).
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Proof. Fix an arbitrary point x0 ∈ X and an arbitrary element u ∈ P. Let
π : L˜ → L = Lx0 be the universal cover, and fix a point x˜0 ∈ L˜ such that
π(x˜0) = x0. Let f = fu,x˜0 be the specialization of A at (L˜, x˜0;u) given by (9.4).
For every n ≥ 1 let
ψn(x˜) =
1
n
∫
Ω˜x˜
log ‖A˜(ω˜, n)ux˜‖dWx˜(ω˜), x˜ ∈ L˜,
where ux˜ ∈ P is determined by (x˜, ux˜)
A˜
∼ (x˜0, u). We only need to show that
ψn(x˜0) =
1
n
∑n−1
i=0 (Diψ1)(x˜0). To do this recall from (9.9) that
ψn(x˜) = Ex˜
[
log ‖A˜(·, n)ux˜‖
]
= Dnf(x˜)− f(x˜).
We deduce from the above identity that
ψn(x˜0) = (Dnf)(x˜0)− f(x˜0) =
1
n
n−1∑
i=0
Di(Df − f)(x0) =
1
n
n−1∑
i=0
(Diψ1)(x˜0),
as desired. 
By Theorem A.32, (X × P,LA, pr
∗
1g) is a Riemannian continuous-like lamina-
tion, and its covering lamination projection is
Π : (X˜ × P, L˜A,Π
∗(pr∗1g))→ (X × P,LA, pr
∗
1g).
In the next lemma, we follow the notation given in Appendix B.3 and let (Dt)t∈R+
be the semi-group of heat diffusions on (X × P,LA, pr
∗
1g).
Lemma 9.10. Let (νn)
∞
n=1 ⊂ Lµ(M (P )).
1) Then there is a subsequence (νnj )
∞
j=1 such that
1
nj
∑nj−1
i=0 Diνnj converges weakly
to a measure ν ∈ Harµ(X ×P ). In particular, there is always a probability measure
which belongs to Harµ(X × P ).
2) Suppose in addition that for each n, for µ-almost every x ∈ X, (νn)x is a Dirac
mass at some point un(x) ∈ P. Then the above sequence (nj)
∞
j=1 satisfies
lim
j→∞
∫
X
ϕnj (x, unj (x))dµ(x) =
∫
X×P
ϕdν,
where ϕn and ϕ are given by (9.12).
Proof. Let νn := 1n
∑n−1
i=0 Diνn, n ≥ 1. By Lemma 9.6, ν
n ∈ Lµ(M (P )).
The sequence (νn)∞n=1 has a convergent sequence in the weak star topology (see
the discussion at the beginning of this section). Therefore, there is nj ր ∞ and
ν ∈ Lµ(M (P )) such that∫
ψdνnj →
∫
ψdν, ∀ψ ∈ L1µ(C (P,R)).
To prove that ν is A-weakly harmonic, by Definition 9.3 we only need to show
that
∫
Dψdν =
∫
ψdν. Since ψ ∈ L1µ(C (P,R)) it follows from Lemma 9.6 that
D1ψ ∈ L
1
µ(C (P,R)). Therefore, applying the last limit to both ψ and Dψ, we need
to show that ∫
ψdDνnj −
∫
ψdνnj → 0, ∀ψ ∈ L1µ(C (P,R)).
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Observe that∫
ψdDνnj −
∫
ψdνnj =
1
nj
nj∑
i=1
∫
ψd(Diνnj )−
1
nj
nj−1∑
i=0
∫
ψd(Diνnj )
=
1
nj
∫
ψd(Dnjνnj )−
1
nj
∫
ψdνnj
=
1
nj
∫
(Dnjψ − ψ)dνnj .
By Lemma 9.6, the last line tends to 0 as nj ր∞. Hence, ν is A-weakly harmonic,
proving Part 1).
Since we know by Lemma 9.8 that ϕ ∈ L1µ(C (P,R)) it follows from Part 1) that∫
ϕdνnj →
∫
ϕdν. Using the explicit formula for νnj and νnj as well as formula
(9.12) for ϕnj , the leaf-hand side is equal to
∫
ϕd
( 1
nj
nj−1∑
i=0
Diνnj
)
=
∫
1
nj
nj−1∑
i=0
Diϕdνnj =
∫
ϕnjdν
nj .
This completes the proof. 
Lemma 9.11. Let ν ∈ Harµ(X × P ). Let Q be Borel subset of X × P such that
ν(Q) > 0. Let α and β be two real numbers such that for every (x, u) ∈ Q, we have
(i) χ(ω, u) = α for Wx-almost every ω ∈ Ωx;
(ii) χ−x˜,u(ω˜) = −β for every x˜ ∈ π
−1(x) and for every ω˜ ∈ F̂x˜,u, where F̂x˜,u ⊂
Ω̂(L˜x) (depending on x˜ and u) is of positive measure in L˜x.
Here the function χ(ω, u) (resp. χ−x˜,u(ω˜)) has been defined in (5.2) (resp. in (8.23)).
Then α = β.
Proof. First, by Proposition 9.5 we may assume without loss of generality that
ν is ergodic. Let γ :=
∫
X×P ϕdν. By Theorem 9.7, we have that limn→∞
1
n log CA((ω, u), n) =
γ for ν-almost every (x, u) andWx-almost every ω. This, combined with assumption
(i), implies that γ = α. So it remains to show that γ = β.
By Theorem 9.7 again, limn→∞
1
n log CA((ωˆ, u),−n) = −γ for νˆ-almost every
(ωˆ, u) ∈ Ω̂A. This, coupled with Part 1) of Proposition 8.19 applied to the cylinder
lamination (X × P,LA), implies that for ν-almost every (x, u) ∈ X × P, the set
Fx,u :=
{
(ωˆ, v) ∈ Ω̂(Lx)× P : (x, u) and (ωˆ(0), v) are on the same leaf of (XA,LA)
and lim
n→∞
1
n
log CA((ωˆ, v),−n) = −γ
}
is of full measure in Lx. So by Part 2) of Lemma 8.20, F˜x,u := π
−1Fx,u ⊂ Ω̂(L˜x)
is of full measure in L˜x. Note that for an arbitrary ωˆ ∈ Ω̂(Lx),
lim
n→∞
1
n
log CA((ωˆ, v),−n) = χ
−
y˜,v(ω˜),
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where y˜ is an arbitrary point in π−1(y) with y := ωˆ(0) and ω˜ := π−1y˜ ωˆ. Conse-
quently, for ν-almost every (x, u) ∈ X × P, the set{
ω˜ ∈ Ω̂(L˜x) : ∃x˜ ∈ π
−1(x), ∃v ∈ P : (x˜, u) and (ω˜(0), v)
are on the same leaf of (X˜A˜, L˜A˜) and χ
−
ω˜(0),v(ω˜) = −γ
}
is of full measure in L˜x. On the other hand, by assumption (ii), for each (x, u) ∈ Q
and for each x˜ ∈ π−1(x), the set{
ω˜ ∈ Ω̂(L˜x) : χ
−
x˜,u(ω˜) = −β
}
=
{
ω˜ ∈ Ω̂(L˜x) : ∃v ∈ P : (x˜, u) and (ω˜(0), v)
are on the same leaf of (X˜A˜, L˜A˜) and χ
−
ω˜(0),v(ω˜) = −β
}
is of positive measure in L˜x. Recall from Remark 8.18 that the intersection of a set
of full measure and a set of positive measure in the leaf L˜x is nonempty. Applying
this to the last two subsets of Ω̂(L˜x) and using the assumption that ν(Q) > 0 yields
that for every path ω˜ in their intersection,
−γ = χ−ω˜(0),v(ω˜) = −β.
Hence, γ = β, which implies that α = β = γ. 
Corollary 9.12. Let Y ⊂ X be a Borel set of full µ-measure. Let α and β be
two real numbers such that for every x ∈ Y and u ∈ P, we have
(i) χ(ω, u) = α for Wx-almost every ω ∈ Ωx;
(ii) χ−x˜,u(ω˜) = −β for every x˜ ∈ π
−1(x) and for every ω˜ ∈ F̂x˜,u, where F̂x˜,u ⊂
Ω̂(L˜x) (depending on x˜ and u) is of positive measure in L˜x.
Then α = β.
Proof. By Part 1) of Lemma 9.10, let ν be a probability measure on X × P
which belongs to Harµ(X × P ). Set Q := Y × P. Since Y ⊂ X is a Borel set of
full µ-measure, it follows that ν(Q) = 1. Consequently, applying Lemma 9.11 yields
that α = β. 
Remark 9.13. The following remark will be very useful. For µ-almost every
x ∈ X, and for every v ∈ Rd \ {0} and for every x˜ ∈ π−1(x), there is a set
F = Fx˜,v ⊂ Ω̂(L˜x) of positive measure in L˜x such that χ
−
x˜,v(ω˜) = χ
−(x, v) for
every ω˜ ∈ F . This is an immediate consequence of Theorem 8.32.
Now we arrive at the first result on splitting invariant bundles.
Theorem 9.14. Let Y ⊂ X be a Borel set of full µ-measure. Assume also that
Y ∋ x 7→ V (x) is a measurable A-invariant subbundles of Y ×Rd with dimV (x) =
d′ < d for all x ∈ Y. Let α, β, γ be three real numbers with α < β such that
1) χ−(x, u) = γ for every x ∈ Y, every u ∈ Rd \ {0};
2) χ(ω, v) = α for every x ∈ Y, every v ∈ V (x) \ {0} and for Wx-almost every
ω ∈ Ωx;
3) χ(ω, u) = β for every x ∈ Y, every u ∈ Rd \ V (x), and for Wx-almost every
ω ∈ Ωx.
9.2. A-WEAKLY HARMONIC MEASURES AND SPLITTING INVARIANT BUNDLES 97
Here the function χ(ω, u) (resp. χ−(x, u)) has been defined in (5.2) (resp. in
(8.24)). Then β = −γ and V (x) = {0} for µ-almost every x ∈ Y.
Proof. We are in the position to apply Theorem 6.5. Define a new measurable
subbundle Y ∋ x 7→W (x) of Y ×Rd by splitting Rd = V (x)⊕W (x) so that W (x)
is orthogonal to V (x) with respect to the Euclidean inner product of Rd. By (6.1),
the linear map A(ω, n) induces two other linear maps C(ω, n) : W (π0ω)→W (πnω)
and D(ω, n) : W (π0ω)→ V (πnω) satisfying
(9.13) A(ω, n)(v ⊕ w) =
(
A(ω, n)v +D(ω, n)w
)
⊕ C(ω, n)w
for x ∈ Y, v ∈ V (x), w ∈ W (x), ω ∈ Ωx(Y ). By Theorem 6.5 (i), C defined on
Ω(Y )× N satisfies the multiplicative law
C(ω,m+ k) = C(T kω,m)C(ω, k), m, k ∈ N.
Moreover, C(ω, n) is invertible. Using assumption 2) and 3) and the inequality
α < β, we may apply Theorem 6.5 (ii). Consequently, there exists a subset Y ′ of Y
of full µ-measure with the following properties: for every x ∈ Y ′ and w ∈ PW (x),
we have
(9.14) lim sup
n→∞
1
n
log ‖C(ω, n)w‖ = β,
for every ω ∈ Fx,w, where Fx,w ⊂ Ωx(Y ) is a set of full Wx-measure.
By Theorem A.8, by shrinking Y a little bit, there is a bimeasurable bijection
between the bundle Y ∋ x 7→W (x) and Y ×Rd−d
′
covering the identity and which
is a linear isometry on each fiber. Using this and applying Lemma 9.10 and then
applying Proposition 9.5, we may find an ergodic C-weakly harmonic probability
measure λ living on the leafwise saturated set (with respect to C) {(x,PW (x)) :
x ∈ X}. Using λ and (9.14) and applying Theorem 9.7 yields that
lim
n→∞
1
n
∫
X
( ∫
Ωx
( ∫
u∈PW (x)
log ‖C(ω, n)u‖dλx(u)
)
dWx(ω)
)
dµ(x)
= lim
n→∞
∫
1
n
log ‖C(ω, n)u‖dλ(ω, u) = β.
(9.15)
On the other hand, let
Mn(x) := sup
u∈P
ϕn(x, u),
where ϕn is the Lyapunov exponent functional given in (9.12), and P stands, as
usual, for P(Rd). Set
∆n := {(x, u) ∈ X × P : ϕn(x, u) =Mn(x) ∈ B(X)×B(P )} .
We have pr : ∆n → X, where pr : X × P → X is the natural projection. Since
for each x ∈ X, {u ∈ P : (x, u) ∈ ∆n} is closed, we can choose by Theorem A.3 a
measurable map un : X → P such that (x, un(x)) ∈ ∆n for µ-almost every x ∈ X.
We may apply Lemma 9.10 to the sequence (un)
∞
n=1. Next, we apply Proposition
9.5. Consequently, we obtain an ergodic A-weakly harmonic measure ν on X × P
and a real number
β′ :=
∫
X×P
ϕdν
such that
lim
n→∞
1
n
∫
Ω×P
log ‖C(ω, n)u‖dν¯(ω, u) = β′
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and that limn→∞
1
n log ‖C(ω, n)u)‖ = β
′ for ν¯-almost every (w, u) ∈ Ω × P. Note
that by 2) and 3) and the assumption α < β and applying Theorem 9.7 to ν, we
have
(9.16) β′ ≤ β.
Recall from (9.13) that ‖A(ω, n)w‖ ≥ ‖C(ω, n)w‖ for all w ∈W (x). Hence, log ‖A(ω,i)u‖‖u‖ ≥
log ‖C(ω,i)u‖‖u‖ for u ∈ W (x). Consequently, we deduce from Lemma 9.9 that
(9.17)
∫
X
ϕn(x, un(x))dµ(x) =
1
n
∫
X
(∫
Ωx
log ‖A(ω, n)un(x)‖dWx(ω)
)
dµ(x).
By the choice of un and the fact that each λx is a probability measure on P(W (x))
for µ-almost every x ∈ X, the right hand side is greater than
1
n
∫
X
(∫
v∈P(W (x))
( ∫
Ωx
log ‖A(ω, n)v‖dWx(ω)
)
dλx(v)
)
dµ(x)
≥
1
n
∫
X
(∫
v∈P(W (x))
( ∫
Ωx
log ‖C(ω, n)v‖dWx(ω)
)
dλx(v)
)
dµ(x)
=
1
n
∫
X
(∫
Ωx
( ∫
v∈P(W (x))
log ‖C(ω, n)v‖dλx(v)
)
dWx(ω)
)
dµ(x),
By (9.15) the limit when n→∞ of the last expression is equal to β. This, combined
with (9.17) and Part 2) of Lemma 9.10, implies that β′ =
∫
X×P φdν ≥ β. Putting
this together with (9.16) we get that β′ = β. So we have shown that
(9.18) lim
n→∞
1
n
log ‖A(ω, n)u‖ = β
for ν¯-almost every (w, u) ∈ Ω × P. Let Q := {(x, u) : x ∈ X, u ∈ P(Rd \ V (x))}.
This is a leafwise saturated Borel set. Since ν is ergodic, ν(Q) is either 0 or 1.
Case ν(Q) = 0 : then ν((X × P ) \ Q) = 1. Hence, for µ-almost every x, there
exists u ∈ V (x), such that limn→∞
1
n log ‖A(ω, n)u‖ = β for Wx-almost every ω.
This, combined with assumption 2) and the assumption that α < β, implies that
V (x) = {0} for µ-almost every x ∈ X. Consequently, we deduce from Lemma 9.11
and 1) and 3) and Remark 9.13 that β = −γ, as desired.
Case ν(Q) = 1 : By (9.18), for ν-almost every (x, u) ∈ Q, we have that
lim
n→∞
1
n
log ‖A(ω, n)u‖ = β
forWx-almost every ω.We are in the position to apply Lemma 9.11. Consequently,
we get that β = −γ.
It remains to show that V (x) = {0} for µ-almost every x ∈ X. Suppose the
contrary. So dimV (x) = d′ ≥ 1 for µ-almost every x ∈ X. Restricting A(ω, ·) on
V (x) for every w ∈ Ωx, and applying Lemma 9.11, we get that α = −γ. Hence,
α = β(= −γ), which contradicts the hypothesis that α < β. 
Proposition 9.15. Let Y ⊂ X be a Borel set of full µ-measure and Y ∋ x 7→
V (x) a measurable A-invariant subbundle of Y × Rd such that dimV (x) = d′ < d
for all x ∈ Y. Let α, β, γ be three real numbers with α < β such that
1) χ(ω, u) = γ for every x ∈ Y, every u ∈ Rd \{0}, and for Wx-almost every ω ∈ Ω;
2) χ−(x, v) = α for every x ∈ Y, every v ∈ V (x) \ {0};
3) χ−(x, u) = β for every x ∈ Y, every u ∈ Rd \ V (x).
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Here the function χ(x, u) (resp. χ−(x, u)) has been defined in (5.1) (resp. in
(8.24)). Then β = −γ and V (x) = {0} for µ-almost every x ∈ Y.
Observe that if V (x) = {0} for µ-almost every x ∈ Y, then we deduce from
Corollary 9.12 and 1) and 3) that β = −γ, as desired. Therefore, we only consider
the case where d′ ≥ 1 in the sequel.
Prior to the proof of Proposition 9.15 we need to introduce some preparation.
Define a subbundle Y ∋ x 7→ W (x) of Y × Rd and the multiplicative C(ω, n) :
W (π0ω) → W (πnω) by (9.13). Next, using formula (8.16) we extend A and C to
Ω̂(Y )×Z such that its extension still satisfies the multiplicative law. By assumption
3) and Remark 9.13, for every x ∈ Y, every x˜ ∈ π−1(x), every w ∈ W (x), there
is a set Ĝx˜,w ⊂ Ω̂(L˜x) of positive measure in L˜x such that χ
−
x˜,w(ω˜) = β for every
ω˜ ∈ Ĝx˜,w. This, combined with assumption 2) and the inequality α < β, allows
us to apply Theorem 8.34 (ii). Consequently, there exists a subset Y ′ of Y of full
µ-measure with the following properties: for every x ∈ Y ′ and every x˜ ∈ π−1(x)
and every w ∈W (x) \ {0}, we have
(9.19) lim sup
n→∞
1
n
log ‖C(ω˜,−n)w‖ = β,
for every ω˜ ∈ Fx˜,w, where Fx˜,w ⊂ Ω̂(L˜x) is of positive measure in L˜x.
On the other hand, by Theorem A.8, by shrinking Y a little bit, there is a
bimeasurable bijection between the bundle Y ∋ x 7→ W (x) and Y × Rd−d
′
, which
covers the identity and which is a linear isometry on each fiber. Using this and
applying Lemma 9.10, we may find an ergodic probability measure λ which is
also C-weakly harmonic living on the leafwise saturated set (with respect to C)
{(x,PW (x)) : x ∈ X}.
For each n ≥ 1 consider the function mn : X → R given by
(9.20)
mn(x) := min
u∈PV (x)
ϕn(x, u) =
1
n
min
v∈V (x)\{0}
∫
Ωx
log
‖A(ω, n)v‖
‖v‖
dWx(ω), x ∈ X,
where ϕn is the Lyapunov exponent functional given in (9.12), and the last equality
follows from Lemma 9.9.
Lemma 9.16. We keep the hypotheses of Proposition 9.15 and the above nota-
tion. Then there is a subsequence (nj)
∞
j=1 such that
lim
j→∞
1
nj
∫
X
mnj (x)dµ(x) = γ.
Proof. Set
∆n := {(x, u) ∈ X × PV (x) : ϕn(x, u) = mn(x)} ∈ B(X)×B(P ).
We have pr : ∆n → X, where pr : X × P → X is the natural projection. Since
for each x ∈ X, {u ∈ PV (x) : (x, u) ∈ ∆n} is closed, we can choose by Theorem
A.3 a measurable map un : X → P such that (x, un(x)) ∈ ∆n for µ-almost every
x ∈ X. We may apply Part 1) of Lemma 9.10 to the sequence (un)
∞
n=1. Next, we
apply Proposition 9.5. Consequently, we obtain an ergodic probability measure
τ ∈ Harµ(X × P ) and a sequence (nj)ր∞ as j ր∞ such that
lim
j→∞
∫
X
ϕnj (x, unj (x))dµ(x) =
∫
X×P
ϕdτ.
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This, coupled with the choice of unj and the definition of ∆n and formula (9.20),
implies that
lim
j→∞
1
nj
∫
X
mnj (x)dµ(x) =
∫
X×P
ϕdτ.
On the other hand, by Theorem A.8, by shrinking Y a little bit, there is a bimeasur-
able bijection between the bundle Y ∋ x 7→ V (x) and Y ×Rd
′
covering the identity
and which is a linear isometry on each fiber. Using this as well as assumption 1),
we may apply Theorem 9.7. Consequently, we get that∫
X×P
ϕdτ = γ.
This, combined with the previous equality, completes the proof. 
For (x, u) ∈ X × P such that u 6∈ PV (x), let prxu := [prxu˜] ∈ PW (x), where
u˜ ∈ Rd \ {0} such that [u˜] = u and prxu˜ is the component of u˜ in W (x) from the
direct sum decomposition u˜ ∈ V (x) ⊕W (x). For each n ≥ 1 consider the function
ψn : X × P → R given by
(9.21)
ψn(x, u) :=
{
min
{
1/n ·
∫
Ωx
log ‖C(ω, n)prxu‖dWx(ω),mn(x)
}
, u 6∈ PV (x),
mn(x), u ∈ PV (x),
where the function mn is given in (9.20). The functions ψn are, in general, only
upper semi-continuous with respect to the variable u ∈ P. For each n ≥ 1 we
also consider the following continuous regularizations (ψn,N )
∞
N=1 of ψn, which are
defined by
(9.22)
ψn,N(x, u) :=
{
min
{
1/n ·
∫
Ωx
log ‖C(ω, n)prxu‖dWx(ω),mn(x)− 1/N
}
, u 6∈ PV (x),
mn(x)− 1/N, u ∈ PV (x).
The properties of the functions ψn and ψn,n are collected in the following result.
Lemma 9.17. For each n ≥ 1 ψn,N ր ψn as N ր ∞. Moreover, ψn,N ∈
L1µ(C (P,R)).
Proof. The limit ψn,N ր ψn as N ր ∞ follows from the definition of ψn,N
and ψn given in (9.21)–(9.22). Next, we show that ψn,N(x, ·) ∈ C (P,R) for each
x ∈ X. Indeed, by (9.20), we see that ψn,N(x, u) = mn(x) − 1/N when u varies
in a small neighborhood of PV (x) in P. On the other hand, for each x ∈ X fixed,
the functions ψn,N(x, ·) are continuous outside PV (x). Consequently, ψn,N (x, ·) ∈
C (P,R) for each x ∈ X. Using this and arguing as in the proof of Lemma 9.8 we
can show that ψn,N ∈ L
1
µ(C (P,R)). 
Lemma 9.18. We keep the hypotheses of Proposition 9.15 and the above nota-
tion. Then for every n,N ≥ 1, we have that
ψn,N ≥
1
n
n∑
i=0
Diψ1,N .
Proof. Fix arbitrary N,n0 ≥ 1 and an arbitrary point x0 ∈ X and an arbi-
trary element u ∈ P and set L := Lx0 . Let π : L˜→ L be a universal cover, and fix
a point x˜0 ∈ L˜ such that π(x˜0) = x0. There are two cases to consider.
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Case ψn0,N(x0, u) = 1/n0 ·
∫
Ωx0
log ‖C(ω, n0)prxu‖dWx0(ω).
In this case u 6∈ PV (x0). For every n ≥ 1 and x˜ ∈ L˜, let
θn(x˜) :=
1
n
∫
Ω˜x˜
log ‖C(π ◦ ω˜, n)prx˜(ux˜)‖dWx˜(ω),
where ux˜ ∈ P is determined by (x˜, ux˜)
A˜
∼ (x˜0, u) (see Definition 8.23).
Since we have already identified the bundle Y ∋ x 7→ W (x) as Y × Rd−d
′
and
under this identification C is a cocycle, applying Lemma 9.9 to C yields that
(9.23) θn0(x˜0) =
1
n0
n0−1∑
i=0
(D˜iθ1)(x˜0),
where D˜i are the diffusion operators on L˜. On the other hand, by our assumption
θn0(x˜0) = ψn0,N(x0, u), and by formula (9.21)
θ1(x˜) ≥ ψ1,N (x, ux˜)
for every x˜ ∈ L˜ and x = π(x˜). This, combined with (9.23), gives the lemma in this
first case.
Case ψn0,N(x0, u) = mn0(x0)− 1/N.
In this case let v ∈ PV (x0) be such that ϕn0(x0, v) = mn0(x0). For every n ≥ 1
and x˜ ∈ L˜, let
θn(x˜) :=
1
n
∫
Ω˜x˜
log ‖A(π ◦ ω˜, n)(vx˜)‖dWx˜(ω),
where vx˜ ∈ P is determined by (x˜, vx˜)
A˜
∼ (x˜0, v) (see Definition 8.23).
Since in Lemma 9.16 we have already identified the bundle Y ∋ x 7→ V (x) as
Y × Rd
′
and under this identification A is a cocycle, applying Lemma 9.9 to A
yields that
(9.24) θn(x˜0) =
1
n0
n0−1∑
i=0
(D˜iθ1)(x˜0),
where D˜i are the diffusion operators on L˜. On the other hand, by our assumption
θn0(x˜0) = ψn0,N(x0, u) + 1/N, and by formula (9.21)
θ1(x˜) ≥ ψ1,N (x, vx˜) + 1/N
for every x˜ ∈ L˜ and x = π(x˜). This, combined with (9.24), gives the lemma in this
last case. 
End of the proof of Proposition 9.15. Applying Theorem 9.7 and using (9.19),
we deduce that
lim
n→∞
1
n
∫
X
(∫
Ωx
( ∫
u∈PW (x)
log ‖C((ω, u), n)‖dλx(u)
)
dWx(ω)
)
dµ(x)
= lim
n→∞
∫
1
n
log ‖C(ω, n)u‖dλ(ω, u) = − lim
n→∞
∫
1
n
log ‖C(ω,−n)u‖dλˆ(ω, u) = −β.
(9.25)
Now let
mˆn(x) := inf
u∈PW (x)
ψn(x, u).
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Set
∆̂n := {(x, u) ∈ X × P : ψn(x, u) = mˆn(x)} ∈ B(X)×B(P ).
We have pr : ∆̂n → X, where pr : X × P → X is the natural projection. Since
for each x ∈ X, {u ∈ P : (x, u) ∈ ∆n} is closed, we can choose by Theorem A.3
a measurable map uˆn : X → P such that (x, uˆn(x)) ∈ ∆̂n for µ-almost every
x ∈ X. We may apply Part 1) of Lemma 9.10 to the sequence (uˆn)
∞
n=1. Next, we
apply Proposition 9.5. Consequently, we obtain an ergodic probability measure
ν ∈ Harµ(X × P ) and a sequence (nj)ր∞ as j ր∞ such that
(9.26) lim
j→∞
∫
X
( 1
nj
nj−1∑
i=0
Diψ
)
(x, uˆnj (x))dµ(x) =
∫
X×P
ψdν
for every ψ ∈ L1µ(C (P,R)). The following result is needed.
Lemma 9.19. limn→∞
∫
X
mˆn(x)dµ(x) ≤ −β.
Proof. Observe from (9.21) that for v ∈ PW (x),
ψn(x, v) ≤
∫
Ωx
log ‖C(ω, n)v‖dWx(ω).
Using this we get that∫
X
mˆn(x)dµ(x) =
∫
X
ψn(x, uˆn(x))dµ(x)
≤
1
n
∫
X
(∫
v∈PW (x)
( ∫
Ωx
log ‖C(ω, n)v‖dWx(ω)
)
dλx(v)
)
dµ(x),
where the inequality follows from the construction of uˆn and the fact that each λx
is a probability measure on PW (x) for µ-almost every x ∈ X. By (9.25), the limit
of the last integral as n→∞ is equal to −β. Hence, the lemma follows. 
Resuming the proof of Proposition 9.15, we deduce from Lemma 9.18 that for
an arbitrary N ≥ 1,∫
X
ψn,N(x, uˆn(x))dµ(x) ≥
∫
X
1
n
n∑
i=0
Diψ1,N (x, uˆn(x))dµ(x).
By (9.26) and Lemma 9.17, the right hand side tends to
∫
X×P ψ1,Ndν as n → ∞.
On the other hand, by Lemma 9.17, ψn,N ≤ ψn and ψ1,N ր ψ1 as N →∞. Putting
these estimates together and letting N →∞, yields that
lim
n→∞
∫
X
ψn(x, uˆn(x))dµ(x) ≥
∫
X×P
ψ1dν.
In other words,
(9.27) lim
n→∞
∫
X
mˆn(x)dµ(x) ≥
∫
X×P
ψ1dν.
On the other hand, using assumption 1) and 2) and applying Theorem A.8 and
by shrinking Y a little bit, we may apply Lemma 9.11 to the A-invariant bundle
Y ∋ x 7→ V (x). Therefore, we get that
(9.28) γ = −α.
Let Q := {(x, u) ∈ X × P : u 6∈ PV (x)}. Note that Q is leafwise saturated. There
are two cases to consider.
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Case ν(Q) > 0.
By Lemma 9.11 and assumption 1) and 3), we get that β = −γ. This, combined
with (9.28), implies that α = β which contradicts the assumption that α < β.
Hence, this case cannot happen.
Case ν(Q) = 0.
Lemma 9.19, combined with (9.27), implies that
∫
X×P
ψ1dν ≤ −β. Since ν is
supported on (X × P ) \Q = {(x, u) : u ∈ V (x)}, it follows from the last estimate
and the formula of ψ1 in (9.21) that
(9.29)∫
x∈X
m1(x)dµ(x) =
∫
x∈X
(
min
v∈V (x)\{0}
∫
Ωx
log
‖A(ω, 1)v‖
‖v‖
dWx(ω)
)
dµ(x) ≤ −β.
Next, we scale the cocycle A, that is, for each n ≥ 1 we consider the cocycle An
given by
An(ω, t) := A(ω, nt), ω ∈ Ω, t ∈ R
+.
Arguing as in the proof of (9.29) but for An instead of A, we get that∫
x∈X
mn(x)dµ(x) =
∫
x∈X
( 1
n
min
v∈V (x)\{0}
∫
Ωx
log
‖A(ω, n)v‖
‖v‖
dWx(ω)
)
dµ(x) ≤ −β.
By Lemma 9.16, there is a subsequence (nj)
∞
j=1 through which the limit of the
left hand side is equal to γ. So γ ≤ −β. This, combined with (9.28), implies that
−α ≤ −β. But this contradicts the assumption α < β. Hence, the second case
cannot happen. 
Now we arrive at the second main result of this section. The next theorem,
together with Theorem 9.14, constitute the indispensable toolkit in order to obtain
splitting invariant subbundles in the next sections.
Theorem 9.20. Let Y ⊂ X be a Borel set of full µ-measure and 1 ≤ k ≤ d an
integer. Assume that Y ∋ x 7→ V −i(x) for 1 ≤ i ≤ k and Y ∋ x 7→ U(x) = V 0(x)
are (k + 1) measurable A-invariant subbundles of Y × Rd such that
{0} = V −k(x) ⊂ · · · ⊂ V −1(x) ( U(x), x ∈ Y.
Let α1, . . . , αk and γ be (k + 1) real numbers with α1 > · · · > αk such that
1) χ(ω, u) = γ for every x ∈ Y, every u ∈ U(x) \ {0}, and for Wx-almost every
ω ∈ Ω;
2) χ−(x, v) = αi for every 1 ≤ i ≤ k, every x ∈ Y, every v ∈ V
−(i−1)(x) \ V −i(x).
Then α1 = −γ and V
−k(x) = · · · = V −1(x) = {0} for all x ∈ Y.
Proof. Suppose without loss of generality that the sequence (V −i(x))ki=0 is
strictly decreasing in i. Observe that for each 1 ≤ i ≤ k, the leafwise constant
function Y ∋ x 7→ dim V −i(x) is, in fact, constant µ-almost everywhere because of
the ergodicity of µ. There are two cases to consider.
Case : k = 1. By Theorem A.8, there is a bimeasurable bijection between the
bundle Y ∋ x 7→ U(x) and Y × Rd
′
with dimU(x) = d′ covering the identity and
which is a linear isometry on each fiber. Using this bijection, we are able to apply
Corollary 9.12. Consequently, α1 = −γ, as asserted.
Case : k > 1. So {0} ( V −(k−1)(x) ( V −(k−2) ⊂ U(x) for each x ∈ Y. By Theorem
A.8, there is a bimeasurable bijection Λ from the bundle Y ∋ x 7→ V −(k−2)(x) onto
Y ×Rd
′′
with dimV −(k−2)(x) = d′′ covering the identity and which is a linear isom-
etry on each fiber. Using this bijection, we are in the position to apply Proposition
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9.15 to the following situation: d is replaced with d′, V (x) := Λ(x, V −(k−1)(x)).
Consequently, we obtain that V (x) = 0, hence V −(k−1)(x) = 0 for all x ∈ Y, which
is a contradiction. So this case cannot happen. 
9.3. First Main Theorem and Ledrappier type characterization of
Lyapunov spectrum
Assume without loss of generality that µ is ergodic. We are in the position
to apply the results obtained in Chapter 7 and Chapter 8 and Section 9.2. The
proof of Theorem 3.7 is divided into two cases which correspond to the following
two subsections.
9.3.1. Case I: G = Nt0 for some t0 > 0. Without loss of generality we may
assume that t0 = 1, that is, G = N. In what follows we will make full use of the
results as well as the notation given in:
• Theorem 7.2 and Theorem 7.3 in the forward setting;
• Theorem 8.30 and Theorem 8.32 in the backward setting;
• Theorem 9.14 and Theorem 9.20 for splitting invariant sub-bundles.
For example, Φ ⊂ Ω(X,L ) is the set of full µ¯-measure introduced by Theorem
7.2. This case is divided into 4 steps.
Step 1: Proof that χm = λl. Moreover, we have that Vm(x) = Vl(ω) for µ-almost
every x ∈ X and for Wx-almost every path ω ∈ Φ.
By Theorem 8.32, λl = −χ
−
m− . So it is sufficient to show that χm = −χ
−
m− .
Recall from Theorem 7.3 that for µ-almost every x ∈ X,
(9.30)
Vm(x) :=
{
v ∈ Rd : lim
n→∞
1
n
log ‖A(ω, n)v‖ = χm Wx-almost every ω ∈ Ω(Lx)
}
.
Moreover, by Theorem 7.3, χm ∈ {λ1, . . . , λl}. On the other hand, recall also from
Theorem 8.32 that for µ-almost every x ∈ X, and for every x˜ ∈ π−1(x), and for
every v ∈ Rd \ V −m−−1(x), there exists a set Fx˜,v ⊂ Ω̂(L˜x) of positive measure in
L˜x such that
(9.31) lim sup
n→∞
1
n
log ‖A˜(ω˜,−n)ux˜,v,ω˜‖ = χ
−
m−
for every ω˜ ∈ Fx˜,v.
Therefore, we deduce from Theorem 7.2 and Theorem 8.30 and Part 1) of
Proposition 8.19 that there exists 1 ≤ s ≤ l such that Vm(ω(0)) = Vs(ω) =⊕l
j=sHj(ω) for µ-almost every x ∈ X and for almost every ω ∈ Ω̂(Lx) (see Defi-
nition 8.17 for the notion of almost everywhere in Ω̂(Lx)). Similarly, by Theorem
8.32, χ−m−−1 ∈ {−λ1, . . . ,−λl} and χ
−
m− = −λl. Consequently, we deduce from
Theorem 8.30 and Part 1) of Proposition 8.19 that there exists 1 ≤ t < l such
that V −m−−1(ω(0)) :=
⊕t
j=1Hj(ω) for µ-almost every x ∈ X and for almost every
ω ∈ Ω̂(Lx). This, combined with the previous decomposition of Vm(ω(0)), implies
that for µ-almost every x ∈ X, and for almost every ω ∈ Ω̂(Lx),
{0} 6= Hl(ω) ⊂ Vm(ω(0)) \ V
−
m−−1(ω(0)).
Note by Corollary 6.2 and Corollary 8.31 that Y ∋ x 7→ Vm(x) and Y ∋ x 7→
V −m−−i(x) with 0 ≤ i ≤ m
− are measurable A-invariant bundles.
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Next, we are in the position to apply Theorem 9.20 to the following context:
the measurable A-invariant bundle Y ∋ x 7→ U(x) is given by U(x) := Vm(x),
and its m− A-invariant subbundles Y ∋ x 7→ V −i(x) are given by V −i(x) :=
Vm(x)∩V
−
m−−i(x). Restricting A(ω, ·) on Vm(x) for ω ∈ Ωx, and applying Theorem
9.20 yields that χm = −χ
−
m− , as desired. So χm = λl. Therefore, we deduce from
Theorem 7.2 and (9.30) that Vm(x) = Vl(ω) for µ-almost every x ∈ X and for
Wx-almost every path ω.
Step 2: Proof that m = l. Moreover, for every 1 ≤ i ≤ m, we have that χi = λi
and that for µ-almost every x ∈ X, it holds that Vi(x) = Vi(ω) for Wx-almost every
path ω ∈ Φ.
We will use a duality argument. Applying Theorem 7.2 to the cocycle A∗−1, we
obtain l∗ Lyapunov exponents λ∗l∗ < · · · < λ
∗
1 and the Lyapunov forward filtration
{0} ≡ V ∗l∗+1(ω) ⊂ V
∗
l∗(ω) ⊂ · · · ⊂ V
∗
2 (ω) ⊂ V
∗
1 (ω) = R
d,
for µ¯-almost every ω ∈ Ω(X,L ). Applying Step 1 to the cocycle A∗−1, we obtain,
for µ-almost every x ∈ X, a space V ∗(x) ⊂ Rd, such that V ∗l∗(ω) = V
∗(x) for
Wx-almost every ω.
By [32] we know that l∗ = l and {λ∗l∗ , . . . , λ
∗
1} = {−λ1, . . . ,−λl}. and V
∗
i (ω)
is the orthogonal complement of Vl+2−i(ω) in R
d for µ¯-almost every ω ∈ Ω(X,L ).
In particular, V ∗l (ω) is the orthogonal complement of V2(ω) in R
d for µ¯-almost
every ω ∈ Ω(X,L ). Recall from the previous paragraph that V ∗l (ω) = V
∗(x) for
Wx-almost every ω. So V
∗(x) is the orthogonal complement of V2(ω) in R
d for
Wx-almost every ω. Let V
′
2 (x) be the orthogonal complement of V
∗(x) in Rd. We
deduce that V2(ω) = V
′
2(x) for µ-almost every x ∈ X and for Wx-almost every
ω. This, combined with the definition of V2(x), implies that V
′
2 (x) = V2(x) for
µ-almost every x ∈ X. So there exists a Borel set Y ⊂ X of full µ-measure such
that Y ∋ x 7→ V2(x) is an A-invariant measurable bundle of rank r2. By Part 3) of
Theorem A.8, there is a bimeasurable bijection between the A-invariant subbundle
Y ∋ x 7→ V2(x) and Y × R
r2 covering the identity and which is a linear isometry
on each fiber. Using this bijection, the restriction of A on V2(x), x ∈ Y, becomes a
cocycle A′ on Rr2 . Note that the Lyapunov exponents of A′ are λl < · · · < λ2.
We repeat the previous argument to A′ and using the above bijection. Conse-
quently, we may find a Borel set Y ⊂ X of full µ-measure such that V3(ω) = V3(x)
for every x ∈ Y and for Wx-almost every ω.
By still repeating this argument (l − 3)-times, we may find a Borel set Y ⊂ X
of full µ-measure 1 ≤ i ≤ l, such that Vi(ω) = Vi(x) for every 1 ≤ i ≤ l and every
x ∈ Y and for Wx-almost every ω. In particular, m = l.
Step 3: Proof that m = m− = l. Moreover, for every 1 ≤ i ≤ m we have that
χi = λi = −χ
−
i and that for µ-almost every x ∈ X, there exists a space Hi(x) ⊂ R
d
such that Hi(ω) = Hi(x) for Wx-almost every path ω ∈ Φ.
Recall from Step 2 that m = l and χi = λi for 1 ≤ i ≤ m. First we will
prove that χ−m−−1 = −λm−1. Combining Step 2 and Theorem 8.30 and Part 1) of
Proposition 8.19, we get that
(9.32) Vm−1(ω(0)) = Hm(ω)⊕Hm−1(ω)
for µ-almost every x ∈ X and for almost every ω ∈ Ω̂(Lx).
Recall from Theorem 8.32 that χ−m− = −λm and χ
−
m−−1, χ
−
m−−2 ∈ {−λ1, . . . ,−λm−1}.
Consequently, we deduce from Theorem 8.30 and Part 1) of Proposition 8.19 that
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there exists 1 ≤ t ≤ m− 1 such that
(9.33) V −m−−1(ω(0)) =
t⊕
j=1
Hj(ω)
for µ-almost every x ∈ X and for almost every ω ∈ Ω̂(Lx). In particular, we get
χ−m−−1 = −λt.
In order to prove that χ−m−−1 = −λm−1. it suffices to show that the possibility
t < m − 1 cannot happen since t ≥ m − 1 implies that t = m − 1 and hence
χ−m−−1 = −λt = −λl−1.
Suppose in order to reach a contradiction that t < m − 1. Using the decom-
positions (9.32)-(9.33) and noting that V −m−(x) = R
d, we have that, for µ-almost
every x ∈ X,
{0} 6= Hm−1(x) ⊂
(
Vm−1(x) ∩ V
−
m−(x)
)
and Vm−1(x) ∩ V
−
m−−1(x) = {0}.
Consider the A-invariant bundle x 7→ U(x) is given by U(x) := Vm−1(x)∩ V
−
m−(x),
and its A-invariant subbundle x 7→ Vm(x). Let d
′ := dimU(x). By Part 3) of
Theorem A.8, there is a bimeasurable bijection Λ between the A-invariant bundle
Y ∋ x 7→ U(x) and Y ×Rd
′
covering the identity and which is a linear isometry on
each fiber. Therefore, we are in the position to apply Theorem 9.14 to the following
context: V (x) := Λ(x, Vm(x)). Restricting A(ω, ·) on Vm−1(x)∩V
−
m− (x) for ω ∈ Ωx
and using Λ, we obtain a cocycle A′ of rank d′ given by
A′(ω, t)u := Λ
(
ω(t),A(ω, t)Λ−1(ω(0), u)
)
, u ∈ Rd
′
, ω ∈ Ω(X,L ), t ∈ R+.
Applying Theorem 9.14 to the cocycle A′ yields that V (x) = 0, hence Vm(x) = 0
for al x ∈ Y, which is impossible. Thus we have shown that χ−m−−1 = −λm−1.
Consequently, we deduce from Theorem 8.30 and Part 1) of Proposition 8.19 that
V −m−−1(ω(0)) :=
⊕m−1
j=1 Hj(ω) for µ-almost every x ∈ X and for almost every
ω ∈ Ω̂(Lx).
So there exists a Borel set Y ⊂ X of full µ-measure such that Y ∋ x 7→
V −m−−1(x) is an A-invariant measurable bundle of rank d − dm. By Part 3) of
Theorem A.8, there is a bimeasurable bijection between the A-invariant subbundle
Y ∋ x 7→ V (x) and Y×Rd−dm covering the identity and which is a linear isometry on
each fiber. Using this bijection, the restriction of A on V −m−−1(x), x ∈ Y, becomes a
cocycle A′ on Rd−d2 . Note that the Lyapunov exponents of A′ are λl−1 < · · · < λ1.
We repeat the previous argument to A′ and using the above bijection. More
specifically, consider U(x) := Vm−2(x) ∩ V
−
m−−1(x) and V (x) := Vm−1(x) for each
x ∈ Y. Consequently, we may find a Borel set Y ⊂ X of full µ-measure such that
V −m−−2(ω(0)) :=
⊕m−2
j=1 Hj(ω) for every x ∈ Y and for Wx-almost every ω ∈ Φ.
By still repeating this argument (m− 3)-times, we may find a Borel set Y ⊂ X
of full µ-measure 1 ≤ i ≤ l, such that V −i (ω(0)) :=
⊕i
j=1Hj(ω) for every 1 ≤ i ≤ m
and every x ∈ Y and for Wx-almost every ω ∈ Φ. In particular, m
− = m.
Setting Hi(x) := Vi(x) ∩ V
−
i (x), we deduce that Hi(ω) = Hi(x) and for Wx-
almost every path ω ∈ Φ.
Step 4: End of the proof.
First, observe that by Step 3, Hi(x) ⊂ Vi(x)\Vi+1(x) for µ-almost every x ∈ X.
Recall also from Step 3 that for such a point x, Vi(ω) = Vi(x) for Wx-almost every
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ω ∈ Φ. Consequently, by Theorem 7.3 lim
n→∞
1
n log
‖A(ω,n)v‖
‖v‖ = χi, for Wx-almost
every ω ∈ Φ and for every v ∈ Hi(x).
Next, we will prove the following weaker version of assertion (iii):
There exists a set Y ⊂ X of full µ-measure such that for every subset S ⊂ N :=
{1, . . . ,m},
lim
n→∞
1
n
log sin
∣∣∡(HS(ω(n)), HN\S(ω(n)))∣∣ = 0
for every x ∈ Y and Wx-almost every path ω ∈ Φ.
Although the argument is standard, we still reproduce it here for the sake of
completeness. To this end consider the function
φ(ω) := log sin
∣∣∡(HS(ω(0)), HN\S(ω(0)))∣∣, ω ∈ Ω.
Observe that ∣∣φ(Tω)− φ(ω)∣∣ ≤ logmax{‖A(ω, 1)‖, ‖A−1(ω, 1)‖}.
So φ◦T −φ is µ¯-integrable. Hence, our desired conclusion follows from Lemma 6.3.
Summarizing what has been done in Step 4, we have shown that there exists
a (not necessarily saturated) Borel set Y ⊂ X of full µ-measure such that all
assertions (i)–(iii) of Theorem 3.7 hold. Moreover, for each x ∈ Y, there exists a set
Fx ⊂ Ωx of full Wx-measure such that identity (3.2) and identity (3.3) hold for all
ω ∈ Fx. It remains to show that by shrinking the set Y a little we can find such a
set Y which is also leafwise saturated.
The following result is needed.
Lemma 9.21. Let Ξ ⊂ Ω be a T -totally invariant subset of full µ¯-measure. Then
there exists a leafwise saturated Borel subset Y ⊂ X of full µ-measure such that for
every y ∈ Y, Ξ is of full Wy-measure.
Proof. We say that a set Z ⊂ X is almost leafwise saturated if a ∈ Z implies
that the whole leaf La except a null Lebesgue measure set is contained in Z, where
the Lebesgue measure on La is induced by the Riemannian metric g on La. Since
Ξ ⊂ Ω is T -totally invariant, T (Ω \Ξ) = Ω \Ξ. On the other hand, we deduce from
µ¯(Ξ) = 1 that µ¯(Ω \ Ξ) = 0. Hence, µ¯(T (Ω \ Ξ)) = 0. So there exists an almost
leafwise saturated subset Z ⊂ X of full µ-measure such that for every x ∈ Z,
Wx(T (Ω \ Ξ)) = 0. Let Y be the leafwise saturation of Z. Clearly, µ(Y ) = 1. By
shrinking Y a little if necessary we may assume that Y is a Borel set. Let y be an
arbitrary point in Y. Since for Vol-almost every x ∈ Ly we have x ∈ Z it follows
that Wx(T (Ω \Ξ)) = 0 for such a point x. Consequently, by Proposition 5.4 (i), we
get that
Wy(Ω \ Ξ) ≤
∫
x∈Ly
p(x, y, 1)Wx(T (Ω \ Ξ))dVol(x) = 0.
Hence, Ξ is of full Wy-measure for all y ∈ Y. 
Now we resume the proof of the First Main Theorem. By shrinking the set
Y ⊂ X a little we may assume without loss of generality that Y is almost leafwise
saturated of full µ-measure. Let Y ′ be the leafwise saturation of Y. Using the
action of A on Rd, we can extend m functions Y ∋ x 7→ Hi(x) to m functions
Y ′ ∋ x 7→ Hi(x) as follows: given any point x
′ ∈ Y ′, we find a point x ∈ Lx′ ∩ Y
and set Hi(x
′) = A(ω, 1)Hi(x) for any path ω ∈ Ωx with ω(1) = x
′. This extension
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is well-defined (i.e. no monodromy problem occurs) because Y ∋ x 7→ Hi(x) is
A-invariant. Consider the set
Ξ :=
{
ω ∈ Ω(X,L ) : lim
n→∞
1
n
log
‖A(ω, n)u‖
‖u‖
= χi, ∀u ∈ Hi(x) \ {0}, ∀ 1 ≤ i ≤ m,
& lim
n→∞
1
n
log sin
∣∣∡(HS(ω(n)), HN\S(ω(n)))∣∣ = 0, ∀S ⊂ N := {1, . . . ,m}} .
By Step 3 as well as the assertion established in the preceding paragraphs, Ξ is
of full µ¯-measure. On the other hand, using that x 7→ Hi(x) is A-invariant, it is
straightforward to see that Ξ is T -totally invariant. Therefore, applying Lemma
9.21 yields a leafwise saturated Borel set Y ′′ ⊂ Y ′ of full µ-measure such that Ξ is
of full Wy-measure for every y ∈ Y
′′. This completes the proof of Theorem 3.7 in
the case G = N. In the sequel we write Y instead of Y ′′ for simplicity.
9.3.2. Case II: G = R+. We only need to establish assertion (ii) and (iii)
of Theorem 3.7. Without loss of generality we may assume that t0 = 1. By the
hypothesis the function F : Ω(X,L )→ R+ given by
F (ω) := sup
t∈[0,1]
∣∣ log ‖A±1(ω, t)‖∣∣, ω ∈ Ω(X,L ),
is µ¯-integrable. Therefore, by Birkhoff ergodic theorem, 1nF ◦ T
n converge to 0
µ¯-almost everywhere when the integer n tend to ∞. On the other hand, for n ≤
t < n+ 1 and for u ∈ Rd \ {0}, we have that∣∣∣ log ‖A(ω, t)u‖
‖u‖
− log
‖A(ω, n)u‖
‖u‖
∣∣∣ ≤ logmax{‖A(T nω, t−n)‖, ‖A−1(T nω, t−n)‖}.
The right hand side is bounded by (F ◦T n)(ω). This, coupled with the convergence
of 1n log
‖A(ω,n)u‖
‖u‖ to χi when u ∈ Hi(x) \ {0} and the integers n tend to ∞ for Wx-
almost every ω ∈ Ωx, and with the convergence of
1
nF ◦ T
n(ω) to 0 for µ¯-almost
everywhere ω, implies that
lim
t→∞, t∈R+
1
t
log
‖A(ω, t)u‖
‖u‖
= χi, u ∈ Hi(x) \ {0},
for µ¯-almost everywhere ω. Consequently, it is sufficient to apply Lemma 9.21 in
order to conclude assertion (ii).
We turn to the proof of assertion (iii). Fix a subset S ⊂ N := {1, . . . ,m} and
consider the function
φ(ω) := log sin
∣∣∡(HS(ω(0)), HN\S(ω(0)))∣∣, ω ∈ Ω.
Observe that, for n ≤ t < n+ 1,∣∣φ(T tω)− φ(T nω)∣∣ ≤ logmax{‖A(T nω, t− n)‖, ‖A−1(T nω, t− n)‖}.
The right hand side is bounded by (F ◦ T n)(ω). This, coupled with the limit
lim
n→∞
1
n
log sin
∣∣∡(HS(ω(t)), HN\S(ω(t)))∣∣ = 0
and with the convergence of 1nF ◦ T
n(ω) to 0 for µ¯-almost everywhere ω, implies
that
lim
t→∞, t∈R+
1
t
log sin
∣∣∡(HS(ω(t)), HN\S(ω(t)))∣∣ = 0
9.3. FIRST MAIN THEOREM AND LEDRAPPIER TYPE CHARACTERIZATION 109
for µ¯-almost everywhere ω. Using this and applying Lemma 9.21 again, assertion
(iii) follows. 
9.3.3. Proofs of the corollaries and Ledrappier type characterization.
Now we arrive at the
Proof of Corollary 3.9.
Let Y be the set given by Theorem 3.7. Part (i) and (ii) of this theorem implies
that the functions m and χi are leafwise constant. Using the assumption that µ
is ergodic and removing from Y a null µ-measure set if necessary, the conclusion
(except the two identities) of the corollary follows.
If G = N, the two identities of the corollary hold by Ruelle’s work [32]. If
G = R+, we argue as in Case II of the proof of Theorem 3.7. 
Proof of Corollary 3.10.
Using the remark following Theorem 3.7, the case k = 1 of the corollary is
exactly Corollary 3.9. Now we consider the case k > 1. If in the corollary we replace
χ(x; v1, . . . , vk) by χ(ω; v1, . . . , vk), ω ∈ Ωx, then assertions (ii), (iii) and (iv) of the
corollary follow from Ruelle’s work [32]. So it suffices to prove assertion (i). To this
end we apply assertion (ii) of Theorem 3.7 to the cocycle A∧k. Consequently, we
may find a leafwise saturated Borel set Y ⊂ X of full µ-measure such that for every
x ∈ Y, there exists a set F ⊂ Ωx of fullWx-measure such that if v1, . . . , vk ∈ R
d are
fixed, then χ(ω; v1, . . . , vk) is constant for all ω ∈ Fx.We denote by χ(x; v1, . . . , vk)
this common value. Assertion (i) follows. 
We arrive at the spectrum description in terms ofA-weakly harmonic measures.
We are inspired by Ledrappier [27, Proposition 5.1, pp. 328-329] who studies the
case of measurable maps.
Theorem 9.22. We keep the hypotheses, notation and conclusions of Corollary
3.9. So Y is a leafwise saturated Borel set of full µ-measure given by this corollary.
1) For each ergodic probability measure ν which is also an element of Harµ(X ×
P(Rd)), there is a unique integer 1 ≤ i ≤ m such that
(i)
∫
X×P(Rd)
ϕdν = χi;
(ii) ν is supported by the total space of the A-invariant subbundle Y ∋ x 7→
P(Hi(x)), i.e,
ν {(x, u) : x ∈ X & u ∈ P(Hi(x))} = 1.
2) Conversely, for each 1 ≤ i ≤ m, there exists such a measure ν.
In particular, the spectrum (i.e. the set of all Lyapunov exponents) of A is the
set of values of
∫
X×P(Rd)
ϕdν as ν runs over all probability measures which are also
ergodic elements in Harµ(X × P(R
d)).
Proof. Recall from Step 3 and Step 4 in Case I in the proof of Theorem 3.7
that
(9.34) Hi(ω) = Hi(x)
for every x ∈ Y and forWx-almost every ω ∈ Ω. Next, applying Corollary B.17 to ν
yields that ν¯ is T -ergodic on Ω1,A and νˆ is T -ergodic on Ω̂1,A, where ν¯ is the Wiener
measure with initial distribution ν given by (2.10), and νˆ is the natural extension
of ν¯ on Ω̂1,A. Recall from Lemma 9.1 that Ω1,A ≡ Ω×P(R
d) and Ω̂1,A ≡ Ω̂×P(R
d).
Using all these and applying [27, Proposition 5.1, pp. 328-329] to the ergodic map
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T acting on (Ω1,A, ν¯) (resp. (Ω̂1,A, νˆ)) yields a unique integer i with 1 ≤ i ≤ m
such that
∫
Ω×P(Rd) ϕdν¯ = χi and that
ν¯ {(ω, u) : ω ∈ Ω & u ∈ P(Hi(ω(0)))} = 1.
Combining the former equality with (2.10), assertion (i) follows. The latter equality,
coupled with identity (9.34) and (2.10), implies assertion (ii), thus proving Part 1).
Now we turn to Part 2). By Theorem A.8, there is a bimeasurable bijection
between the bundle Y ∋ x 7→ Hi(x) and Y × R
di covering the identity and which
is linear on fibers. Using this and applying Part 1) of Lemma 9.10 and applying
Proposition 9.5, we may find an ergodic A-weakly harmonic probability measure
ν living on the leafwise saturated subset {(x,PHi(x)) : x ∈ Y } of the lamination
(X1,A,L1,A), that is,
ν
(
{(x,PHi(x)) : x ∈ Y }
)
= 1.
Arguing as in the proof of Part 1), Part 2) follows. 
Remark 9.23. We close the section with the following discussion on the opti-
mality of the hypotheses in Theorem 3.7. This issue has been mentioned in Remarks
3.8 and B.11.
In fact, we only use Hypothesis (H2) and Definition 2.8 (ii) in order to obtain
Proposition 2.10. On the other hand, as already observed in Remark B.11, the leaf-
wise Laplacian is not really needed in the proof of Theorem 3.7, and only a weaker
version of this proposition (see assumption (iii) below) suffices for the validity of
the whole Appendix B.1.
Therefore, we conclude that Theorem 3.7 still remains valid if we make the
following weaker assumptions (i)–(iii) on the Riemannian lamination (X,L , g) and
on the measure µ.
(i) (X,L , g) satisfies Hypothesis (H1).
(ii) µ is weakly harmonic.
(iii) Let U ≃ B × T be a flow box which is relatively compact in X . Then,
there is a positive Radon measure ν on T and for ν-almost every t ∈ T
there is a measurable positive function ht on B such that if K is compact
in B, the integral
∫
T
‖ht‖L1(K)dν(t) is finite and∫
fdµ =
∫
T
( ∫
B
ht(y)f(y, t)dVolt(y)
)
dν(t)
for every continuous compactly supported function f on U. Here Volt(y)
denotes the volume form on B induced by the metric tensor g|B×{t}.
In particular, in assumption (iii) above we do not need that ht is harmonic on B
with respect to the metric tensor g|B×{t}.
9.4. Second Main Theorem and its corollaries
Let (X,L , g) be a Riemannian lamination satisfying the Standing Hypotheses.
In this section we will combine Theorem 3.7 and Candel’s results [3] in order to es-
tablish Theorem 3.12. Let dist be the distance function induced by the Riemannian
metric g on every leaf. Following Candel [3] we introduce the following terminology
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Definition 9.24. A cocycle A : Ω(X,L ) × R+ → GL(d,R) is said to be
moderate if there exist constants C,R > 0 such that
log ‖A±1(ω, t)‖ ≤ Cdist(ω(t), ω(0)) +R, ω ∈ Ω, t ∈ R+.
Here is a simple sufficient condition for a moderate cocycle.
Lemma 9.25. If A is C 1-differentiable cocycle on a compact C 1-smooth lami-
nation, then A is moderate.
Proof. Choose a finite covering of X by flow boxes Φi : Ui → Bi × Ti with
Bi simply connected. In any flow box Φi, let αi : Bi × Bi × Ti → GL(d,R) be the
local expression of A (see Definition 3.11 with the choice t0 := 1). So
αi(x, y, s) = A(ω, 1), (x, y, s) ∈ Bi × Bi × Ti,
where ω is any leaf path such that ω(0) = Φ−1i (x, s), ω(1) = Φ
−1
i (y, s) and ω[0, 1]
is contained in the simply connected plaque Φ−1i (·, s). We deduce from this for-
mula and the identity law in Definition 3.2 that αi(x, x, s) = id. Consequently,
‖αi(x, y, s) − id‖ ≤ C‖x − y‖ for a finite constant C independent of the flow box
Φi. This implies the desired conclusion. 
We will prove the following
Proposition 9.26. Let A be a moderate cocycle. Then the function F :
Ω(X,L )→ R+ defined by
F (ω) := sup
t∈[0,1]
log+ ‖A±1(ω, t)‖, ω ∈ Ω(X,L ),
is µ¯-integrable.
Proof. Since A is moderate, we get that
log+ ‖A±1(ω, t)‖ ≤ Cdist(ω(0), ω(t)) +R, ω ∈ Ω(X,L ), t ∈ R+.
Therefore,∫
Ω(X,L )
sup
t∈[0,1]
log+ ‖A±1(ω, t)‖dµ¯(ω) ≤ R+ C
∫
Ω(X,L )
sup
t∈[0,1]
dist(ω(0), ω(t))dµ¯(ω).
By formula (2.10) we may rewrite the integral on the right hand side as∫
X
(∫
Ωx
sup
t∈[0,1]
dist(ω(0), ω(t))dWx(ω)
)
dµ(x).
We will prove that the inner integral is bounded from above by a constant inde-
pendent of x. This will imply that the function
Ω(X,L ) ∋ ω 7→ R + C sup
t∈[0,1]
dist(ω(0), ω(t))
is µ¯-integrable, and hence so is the function F. To this end we focus on a single L
passing through a given fixed point x. Observe that∫
Ωx
sup
t∈[0,1]
dist(ω(0), ω(1))dWx(ω) =
∫ ∞
0
Wx{ω ∈ Ωx : sup
t∈[0,1]
dist(ω(0), ω(t)) > s}ds.
The following estimate is needed.
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Lemma 9.27. There is a finite constant c > 0 such that for all s ≥ 1,
Wx
{
ω ∈ Ω(X,L ) : sup
t∈[0,1]
dist(ω(0), ω(t)) > s
}
< ce−s
2
.
Proof. It follows by combining Lemma 8.16 and Corollary 8.8 in [3]. 
Resuming the proof of Proposition 9.26, Lemma 9.27, applied to the right hand
side of the last equality, shows that the integral∫
Ωx
sup
t∈[0,1]
dist(ω(0), ω(t))dWx(ω)
is bounded from above by a constant independent of x ∈ X. This completes the
proof. 
Now we are in the position to prove Theorem 3.12. The proof is divided into
two steps.
Step I: Proof of assertions (i) and (ii).
Since A is C 1-differentiable, it follows from Lemma 9.25 that A is moderate.
By Proposition 9.26, we get the integrability condition:∫
Ω(X,L )
sup
t∈[0,1]
log+ ‖A±1(ω, t)‖dµ¯(ω) <∞.
Consequently, we are able to apply Theorem 3.7. Hence, assertions (i) and (ii) of
Theorem 3.12 follow.
Step II: Proof of assertions (iii).
First we will prove that χ
max
(A) ≤ χ1 ≤ χ¯max(A). In fact, we only show that
χ1 ≤ χ¯max(A) since the inequality χ1 ≥ χmax(A) can be proved in the same way.
The proof is divided into several sub-steps.
Sub-step II.1: Proof that for every x ∈ Y and u ∈ P(Rd) and t > 0,
(9.35)
∫
Ωx
log ‖A(ω, t)u‖dWx(ω) ≤
∫ t
0
(
Dsδ¯(A)
)
(x)ds.
To prove (9.35) we fix an arbitrary point x ∈ X and an arbitrary u ∈ P(Rd). Let
π : L˜ → L be the universal cover of the leaf L := Lx and fix x˜ ∈ L˜ that projects
to x. Recall that the bijective lifting π−1x˜ : Ωx → Ω˜x˜ identifies the two path-spaces
canonically. Following (9.3)-(9.4) consider the specialization f : L˜ → R of A at
(L˜, x˜;u) defined by
(9.36) f(y˜) := log ‖A(ω, 1)u‖, y˜ ∈ L˜,
where ω ∈ Ωx is any path such that (π
−1
x˜ ω)(1) = y˜.
Fix an arbitrary point y ∈ L and an arbitrary point y˜ ∈ π−1(y). Let v :=
A(ω, 1)u ∈ P(Rd), where ω ∈ Ωx is any path such that (π
−1
x˜ ω)(1) = y˜. Let z
be an arbitrary point in a simply connected, connected open neighborhood of y.
On this neighborhood a branch of π−1 such that π−1(y) = y˜ is well-defined. Set
z˜ := π−1(z). By (9.6), we have that
fv,y˜(z˜) = f(z˜)− f(y˜),
where f is defined by (9.36). This, combined with formula (3.7) and (9.10), implies
that
δ¯(A)(y) ≥ ∆zfv,y(y) = (∆˜z˜)fv,y˜(y˜) = (∆˜f)(y˜).
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In summary, we have proved the following crucial estimate:
(9.37) δ¯(A)(y) ≥ (∆˜f)(y˜), y ∈ L, y˜ ∈ π−1(y).
Consider the cocycle A˜ on L˜ defined by
A˜(ω˜, t) := A(π(ω˜), t), t ∈ R+, ω˜ ∈ Ω(L˜).
Using the homotopy law for A˜ and using the simple connectivity of L˜, we see that
f(πt(ω˜)) = log ‖A˜(ω˜, t)u‖, ω˜ ∈ Ωx˜(L˜), t ∈ R
+.
Consequently, we infer from (9.9) with (z˜, v) = (x˜, u) that
(9.38) Ex[log ‖A(·, t)u‖] = Ex˜[log ‖A˜(·, t)u‖] = (Dtf)(x˜) = (Dtf)(x˜)− f(x˜),
where the last equality holds because of f(x˜) = 0 by (9.5).
Recall from Definition 8.3 in [3] that a function h defined on a complete Rie-
mannian manifold M with distance function dist is said to be moderate (with con-
stants C,R > 0) if
log |h(y)− h(z)| ≤ Cdist(y, z) +R, y, z ∈M.
In particular, every bounded function is moderate. We need the following result.
Lemma 9.28. If f, |df |, and ∆f are moderate functions on L˜, then
(Dtf)(x˜)− f(x˜) =
∫ t
0
Ds∆f(x˜)ds.
Proof. It follows from the proof of Proposition 8.11 and Theorem 8.13 in [3].
Note that here is the place where we make use of the hypotheses that (X,L ) is
a compact C 2-differentiable lamination and the leafwise metric g is transversally
continuous as the proof of Proposition 8.11 in [3] requires these assumptions. 
Lemma 9.29. Assume that the cocycle A is C 2-differentiable. Then there are
constants C,R > 0 with the following property. For every x ∈ X and every u ∈
P(Rd), let f be the function defined by (9.4), then f, |df |, and ∆f are moderate
functions on L˜x with constants C,R.
Proof. We only prove that ∆f is moderate since the other assertions can be
proved similarly. In fact, we will prove that ∆f is bounded. For every y ∈ Lx and
for every path ω ∈ Ωx with ω(1) = y, let v := A(ω, 1)u ∈ P(R
d). So the function
fv,y constructed in (3.6) (with (v, y) in place of (u, x)) is well-defined on any simply
connected neighborhood of y in Lx. We will show that there is a constant C > 0
independent of x, y and u, v such that
(9.39) |∆fv,y(z)| ≤ C
for every z in any simply connected plaque passing through y. By (9.10) and by
the compactness of the lamination (X,L ), (9.39) will imply that ∆f is bounded,
and hence moderate.
To prove (9.39) let Φ : U → B × T be a flow box containing y. Let α :
B × B × T → GL(d,R) be the local expression of A on a (see Definition 3.11). So
there is s ∈ T such that
α(y, z, s) = A(η, 1), (y, z, s) ∈ B× B× T,
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where η is any leaf path such that η(0) = Φ−1i (y, s), η(1) = Φ
−1
i (z, s) and η[0, 1] is
contained in the simply connected plaque Φ−1(·, s). Since A is C 2-differentiable, we
deduce from the last equality that α(y, ·, s) ∈ C 2. This, combined with the equality
fv,y(z) = log ‖A(η, 1)v‖ = log ‖α(y, z, s)v‖,
implies (9.39). 
Coming back the proof of assertion (iii), recall from the hypotheses that A is
C 2-differentiable. Therefore, the function f in Lemma 9.29 satisfies the hypotheses
of Lemma 9.28. Consequently, for every u ∈ P(Rd),∫
Ωx
log ‖A(ω, t)u‖dWx(ω) =
∫ t
0
Ds∆f(x˜)ds ≤
∫ t
0
(
Dsδ¯(A)
)
(x)ds, x ∈ X, t > 0,
where the equality holds by combining Lemma 9.28 and (9.38), and the inequality
holds by an application of inequality (9.37). This proves (9.35).
Sub-step II.2: End of the proof of the inequality χ1 ≤ χ¯max(A).
By Theorem 9.22 there exists an ergodic probability measure ν which is an
element of Harµ(X × P ) such that
∫
X×P ϕdν = χ1, where ϕ is defined in (9.12).
Consequently, using this together with Theorem 9.7 and formula (9.1) for the canon-
ical cocycle CA, we infer that∫
Ω×P(Rd)
log ‖A(ω, 1)u‖dν¯(ω, u) = χ1.
Using formula (9.11) we rewrite the left hand side as∫
X
( ∫
u∈P(Rd)
( ∫
Ωx
log ‖A(ω, 1)u‖dWx(ω)
)
dνx(u)
)
dµ(x).
Next, applying inequality (9.35) to the inner integral and recalling that each νx is
a probability measure on P(Rd), we deduce from the last two equalities that
χ1 ≤
∫
X
(∫ 1
0
(
Dsδ¯(A)
)
(x)ds
)
dµ(x).
On the other hand, since µ is harmonic, we get that∫
X
(
Dsδ¯(A)
)
(x)dµ(x) =
∫
X
δ¯(A)(x)dµ(x), s > 0.
Combining this and the last inequality and formula (3.8) together, it follows that
χ1 ≤ χ¯max(A).
Now we turn to the proof of χ
min
≤ χm ≤ χ¯min. Recall from [32] that the
Lyapunov exponents of the cocycle A∗−1 are −χ1 < · · · < −χm. Hence, what has
been done before shows that χ
max
(A∗−1) ≤ −χm ≤ χ¯max(A
∗−1). This, coupled
with (3.8), completes the proof. 
Proof of Corollary 3.13.
By Corollary 3.9 and Corollary 3.10, the maximal Lyapunov exponent χ1(A
∧k)
of the cocycle A∧k is equal to the sum
∑k
i=1 χ
′
i. On the other hand, by Theorem
3.12, χ
max
(A∧k) ≤ χ1(A
∧k) ≤ χ¯max(A
∧k). This, combined with the last equality,
completes the proof. 
Proof of Corollary 3.14.
We apply Theorem 3.12 to the holonomy cocycle of the foliation (X,L ). Since
we know by hypothesis that this cocycle admits d distinct Lyapunov exponents with
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respect to µ, it follows that the integer m given by Theorem 3.12 coincides with d.
Hence, in the Oseledec decomposition in assertion (i) of this theorem, we have that
dimHi(x) = 1, 1 ≤ i ≤ d for every x in a leafwise saturated Borel set Y ⊂ X of
full µ-measure. Clearly, for such a point x the leaf Lx is holonomy invariant. 

APPENDIX A
Measure theory for sample-path spaces
Let (X,L , g) be a Riemannian measurable lamination. We first develop the
measure theory on the sample-path space Ω(X,L ) endowed with the σ-algebra A
(introduced in Section 2.5) and the extended sample-path space Ω̂(X,L ) endowed
with the σ-algebra Â (introduced in Section 8.1). Next, we prove Theorem 2.15,
Theorem 2.16, Proposition 4.1, Proposition 7.24 and Theorem 8.11. Finally, we
show that cylinder laminations are all continuous-like. These results have been
stated and used in the previous chapters. The present chapter is divided into
several sections. Note that the study of the σ-algebra A˜ (defined in Section 2.4) in
the context of Riemannian continuous laminations is thoroughly investigated in the
works [4, 5, 3]. The main difference between the measure theory with A˜ and that
with A is that the holonomy phenomenon plays a vital role in the latter context
but not in the former one. In what follows, ⊔ denotes the disjoint union.
A.1. Multifunctions and measurable selections
We start the first part of this chapter with a review on the theory of measurable
multifunctions as presented in the lecture notes by Castaing and Valadier in [7].
Consider a measurable space (T,T ) and a separable locally complete metric space
S. A multifunction Γ from T to S associates to each t ∈ T a nonempty subset
Γ(t) ⊂ S. The graph of such a multifunction Γ is G(Γ) := {(t, s) ∈ T×S : s ∈ Γ(t)}.
We say that a multifunction Γ is measurable (with respect to the σ-algebra T ) if
its graph G(Γ) belongs to the product of two σ-algebras T ⊗ B(S). Here B(S)
denotes, as usual, the Borel σ-algebra of S.
An important problem in the theory of multifunctions is to prove the existence
of a measurable selection of Γ : a selection is a map f : T → S such that f(t) ∈
Γ(t) for all t ∈ T. In this Memoir, we are only concerned with a weaker notion
of measurable selections. Roughly speaking, let µ be a finite positive (but not
necessarily complete) measure defined on (T,T ). Then we allow the selection not
to be defined on a negligible set with respect to µ. More precisely, we have the
following
Definition A.1. We say that a map f : T ′ → S is a measurable selection
µ-almost everywhere of Γ if the following three conditions are fulfilled:
• T ′ ∈ T and µ(T \ T ′) = 0;
• f : T ′ → S is measurable, that is, the measurability is understood when T ′
is endowed with the σ-algebra T ′, which is the trace of T on T ′;
• f(t) ∈ Γ(t) for all t ∈ T ′.
The following two results from Chapter III, Section 0, 1 and 2 in [7] plays an
important role in this work.
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Theorem A.2. (see [7, Theorem III.6]) Let (T,T ) be a measurable space and
S a separable complete metric space, and Γ be a multifunction map T to non empty
closed subsets of S. If for each open set U in S, Γ−(U) := {t ∈ T : Γ(t) ∩ U 6= ∅}
belongs to T , then Γ admits a measurable selection.
Theorem A.3. Let (T,T , µ) be a finite positive (but not necessarily complete)
measure space, and S a separable complete metric space, and Γ a multifunction
map T to non empty closed subsets of S which is measurable with respect to the µ-
completion Tµ of T . Then Γ admits a measurable selection µ-almost everywhere.
We also have the following measurable projection theorem.
Theorem A.4. (see [7, p. 75]) Let (X,S , µ) be a complete finite positive
measure space and let Y be a complete separable metric space endowed with the
Borel σ-algebra B(Y ). Consider the natural projection of X × Y onto X. Then for
every Z ∈ S ⊗B(Y ), the projection of Z onto X is in S .
The following refined version of Theorem A.4 is sometimes useful.
Theorem A.5. Let (X,S , µ) be a complete finite positive measure space, and
let Y (resp. Z) be a complete separable metric space endowed with the Borel σ-
algebra B(Y ) (resp. B(Y )). Consider the natural projection of X × Y × Z onto
X × Y. Then for every W ∈ S ⊗ B(Y ) ⊗ B(Z), there is a set S ⊂ X of full
µ-measure such that W ′ ∩ (S × Y ) is in S ⊗B(Y ), where W ′ is the projection of
W onto X × Y
Proof. Consider the function ν : S ⊗B(Y )→ [0,∞) defined by
ν(A) := µ(π(A)), A ∈ S ⊗B(Y ),
where π(A) is the projection of A ⊂ X × Y onto X. Note that by Theorem A.4,
π(A) ∈ S . So the above formula is well-defined. Moreover, it can be checked that
(X × Y,S ⊗B(Y ), ν) is a finite positive measure space.
Also by Theorem A.4, we know that W ′ is in (S ⊗ B(Y ))ν ⊗ B(Z), where
(S ⊗ B(Y ))ν is the ν-completion of the σ-algebra S ⊗ B(Y ). Consequently, we
may find a ν-negligible set M ⊂ X × Y such that W ′ \M is in S ⊗B(Y ). Using
the above explicit formula for ν, there is a set N ∈ S of null µ-measure such that
M ⊂ N × Y. Set S := X \N ∈ S . Clearly, S is of full µ-measure. Moreover,
W ′ ∩ (S × Y ) = (W ′ \M) ∩ (S × Y ) ∈ S ⊗B(Y ),
as desired. 
When Γ is a one-to-finite map, the following measurable selection theorem is
very useful.
Theorem A.6. Let (T,T , µ) be a finite positive (but not necessarily complete)
measure space, and S a separable complete metric space, and N ∈ N \ {0}. Let Γ
be a multifunction from T to nonempty finite subsets of cardinal ≤ N of S which
is measurable with respect to the µ-completion Tµ of T . Then Γ admits n ≤ N
measurable maps si : Ti → S with 1 ≤ i ≤ n satisfying the following properties:
• Ti ∈ T for 1 ≤ i ≤ n;
• there is a set T0 ∈ T of full µ-measure such that Γ(t) = {si(t) : t ∈
Ti and 1 ≤ i ≤ n} for all t ∈ T0;
• if t ∈ Ti ∩ Tj and i 6= j, then si(t) 6= sj(t).
A.2. σ-ALGEBRAS 119
Proof. Suppose the theorem true for N − 1. Applying Theorem A.3 yields a
measurable selection s1 : T1 → S µ-almost everywhere. Consider the one-to-finite
map Γ′ whose graph is G(Γ′) := G(Γ) \ G(s1). Let T
′′
2 be the projection of G(Γ
′)
onto the T -component. By Theorem A.4, there is T ′2 ∈ T such that T
′
2 ⊂ T
′′
2 and
that µ(T ′′2 \ T
′
2) = 0. Consider the multifunction Γ2 defined on T
′
2 whose graph is
G(Γ2) := (T
′
2×S)∩G(Γ
′). Applying the hypothesis of induction to the multifunction
Γ2 yields (n− 1) measurable maps si : Ti → S for i = 2, . . . , n with the described
properties. So s1, . . . , sn are the desired maps, and the theorem is proved for N. 
The following result is useful.
Lemma A.7. Let (T,T , µ) be a finite positive (but not necessarily complete)
measure space, and S a complete separable metric space. Let φ : T × S → R be a
measurable function. Then there is a set T ′ ∈ T such that µ(T \ T ′) = 0 and that
the function T ′ ∋ t 7→M(t) := sups∈S φ(t, s) is measurable.
Proof. We only need to check that {t ∈ T : M(t) > α} is µ-measurable for
all α ∈ R. Note that the last set is equal to the image under the projection onto T
of the set {(t, s) ∈ T × S : φ(t, s) > α}. This image is µ-measurable by Theorem
A.4. 
We also need the following result.
Theorem A.8. Let (X,S , µ) be a finite positive (but not necessarily complete)
measure space, and let x 7→ Vx of X into Grk(R
d) be a map, where 0 ≤ k ≤ d are
given integers. Then the following are equivalent:
1) There is a set X1 ∈ S such that µ(X \X1) = 0 and that X1 ∋ x 7→ Vx
is a measurable map, where Grk(R
d) is endowed with the Borel σ-algebra
B(Grk(R
d)).
2) There is a set X2 ∈ S such that µ(X \X2) = 0 and that there are measur-
able maps v1, . . . , vk : X2 → R
d such that for all x ∈ X2, {v1(x), . . . , vk(x)}
is an orthonormal basis for Vx.
3) There is a set X3 ∈ S such that µ(X \X3) = 0 and that there is a bi-
measurable bijection Λ from {(x, v) : x ∈ X3, v ∈ Vx} onto X3×R
k which
is a linear isometry on each fiber and covers the identity map of X, that
is, for each x ∈ X3, Λ(x, ·) is a linear isometry from Vx onto {x} × R
k.
Proof. The implications 2)⇒3) and 3)⇒1) are easy. So we only need to
establish the implication 1)⇒2).
For k = 1, this implication is trivial.
Suppose the implication true for k−1 with some k ≥ 2.We need to prove it for
k. Applying Theorem A.3, we may choose a set X ′2 ∈ S with µ(X \X
′
2) = 0 and
measurable map vk : X
′
2 → R
d such that for all x ∈ X ′2, vk(x) ∈ Vx. For each x ∈ X,
letWx be the orthogonal component to Vx in R
d with respect to the Euclidean inner
product of Rd. By the hypothesis of induction, we may find a set X2 ⊂ X
′
2 with
X2 ∈ S and µ(X
′
2 \X2) = 0 and measurable maps v1, . . . , vk−1 : X2 → R
d such
that for all x ∈ X2, {v1(x), . . . , vk−1(x)} is an orthonormal basis for Wx. This
completes the proof of the implication for k. 
A.2. σ-algebras: approximations and measurability
In this section we recall some results of the measure theory and prove some new
ones. The main reference is Dudley’s book [15]. A simple function on a measurable
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space (S,S ) is any finite sum
f :=
∑
ai1Ai , where ai ∈ R, Ai ∈ S .
The following result is elementary.
Proposition A.9. Let f be a measurable bounded function on (S,S ). Then
there exists two sequences of simple functions (gn)
∞
n=1 and (hn)
∞
n=1 such that gn ց f
and hn ր f as n→∞.
Definition A.10. Let (S,S , ν) be a positive measure space and B a family
of elements of S . We say that a subset A ⊂ S is approximable by B if there exists
a sequence (An)
∞
n=1 of subsets of S such that
• each An is a countable union of elements of B and that A ⊂ An and ν(An\A)→ 0
as n→∞.
• the sequence (An)
∞
n=1 is decreasing, i.e., An+1 ⊂ An for all n.
We say that a family D of elements of S is approximable by B if each element
of D is approximable by B.
Proposition A.11. 1) For any set Z and algebra B of subsets of Z, any
countably additive functions ν from B into [0,∞] extends to a measure (still denoted
by ν) on the σ-algebra S generated by B. More explicitly, ν is defined as follows:
ν(A) := inf
{
∞∑
i=1
ν(Bi) : Bi ∈ B, A ⊂
∞⋃
i=1
Bi
}
, A ∈ S .
2) If, moreover, ν is σ-finite, then S is approximable by B.
Proof. Part 1) follows from Theorem 3.1.4 in [15].
Part 2) in the case when ν is finite follows immediately from the formula in
Part 1).
When ν is σ-finite, we fix a sequence (Zm)
∞
m=1 ⊂ S such that Z = ∪
∞
m=1Zn
and ν(Zm) < ∞ for each m. Next, we apply the previous case to each set Zm
in order to obtain a decreasing sequence (Amn)
∞
n=1 of subsets of Zm such that
each Anm is a countable union of elements of B and that A ∩ Zm ⊂ Amn and
ν(Amn \ (A ∩ Zm)) < 2
−(n+m). Now letting An :=
⋃∞
m=1Amn for each n ≥ 1, we
see easily that the sequence (An)
∞
n=1 satisfies the desired conclusion. 
The following criterion is very useful.
Proposition A.12. Let (S,S , ν) be a σ-finite positive measure space and D0
and B two families of elements of S . Assume in addition that the intersection of
two sets of B may be represented as a countable union of sets in B and that D0 is
approximable by B. Starting from D0, we define inductively the sequence of families
(DN )∞N=1 and a new family D of elements of S as follows:
D
2k+1 :=
{
A ∈ S : A = ∪∞n=1An, An ∈ D
2k
}
, k ∈ N;
D
2k :=
{
A ∈ S : A = ∩∞n=1An, An ∈ D
2k−1 and An+1 ⊂ An
}
, k ∈ N;
D :=
∞⋃
k=1
D
k.
Then the σ-algebra generated by all elements of D is also approximable by B.
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Proof. We prove by induction on N that DN is approximable by B. By
the assumption, DN is approximable by B for N = 0. Suppose that DN−1 is
approximable by B for some N ≥ 1. Let A ∈ DN . We need to show that A is
approximable by B. There are two cases.
Case N = 2k + 1 :
Since A can be represented as A = ∪∞n=1An with An ∈ D
N−1, we obtain,
by the hypothesis of induction, for each n, a decreasing sequence (Amn)
∞
n=1 such
that An ⊂ Anm and that each Anm is a countable union of elements of B and
that ν(Amn \ An) < 2
−(n+m). Now letting Bm :=
⋃∞
n=1 Amn, we see easily that
(Bm)
∞
m=1 is decreasing, A ⊂ Bm and ν(Bm \A) < 2
−m as desired.
Case N = 2k :
Since A can be represented as A = ∩∞n=1An with An ∈ D
N−1 and An+1 ⊂ An,
we obtain, by the hypothesis of induction, for each n, a sequence (Bn)
∞
n=1 such that
each Bn is a countable union of elements of B and that An ⊂ Bn and ν(Bn \An) <
2−n. Replacing each Bn with Bn ∩Bn−1 ∩ · · · ∩B1 and using the assumption that
the intersection of two sets of B may be represented as a countable union of sets
in B, we may assume in addition that Bn+1 ⊂ Bn. Since ν(An \A)→ 0, it follows
that ν(Bn \A)→ 0. This completes the proof in the last case. 
Proposition A.13. Let B be an algebra of subsets of a given set Z. Let A be
a family of subsets of Z such that
• B ⊂ A ;
• if (An)
∞
n=1 ⊂ A such that An ⊂ An+1 for all n, then ∪
∞
n=1An ∈ A ;
• if (An)
∞
n=1 ⊂ A such that An+1 ⊂ An for all n, then ∩
∞
n=1An ∈ A .
Then A contains the σ-algebra generated by B.
Proof. For a collection T of subsets of Z, let
• Tσ be all countable unions of elements of T,
• Tδ be all countable intersections of elements of T,
• Tδσ := (Tδ)σ.
Now define by transfinite induction a sequence Bm, where m is an ordinal
number, in the following manner:
• For the base case of the definition, let B0 := B.
• If i is not a limit ordinal, then i has an immediately preceding ordinal i− 1. Let
Bi := [Bi−1]δσ.
• If i is a limit ordinal, set Bi =
⋃
j<i B
j .
Then we can show that B := Bω1 is the σ-algebra generated by B, where ω1 is
the first uncountable ordinal number. We can prove by transfinite induction on the
ordinal number i that each element A of Bi can be written as A = ∪∞n=1An with
An ր A as n ր ∞ and each An is of the form An = ∩
∞
m=1Anm with Anm ց An
as m ր ∞, and Anm ∈ B
i−1. Summarizing what has been done so far, we have
shown that if Bi−1 ⊂ A then Bi ⊂ A for all i < ω1. Hence B ⊂ A , and the proof
is thereby completed. 
Proposition A.14. Let (S,S , µ) be a positive finite measure space and (T,T )
a measurable space. Let f : S × T → R be a measurable bounded function, where
S × T is endowed with the σ-algebra S ⊗ T . Consider the function F = Φ(f) :
T → R defined by
F (t) :=
∫
S
f(s, t)dµ(s), t ∈ T.
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Then F is measurable.
Proof. Since f is measurable and bounded, Proposition A.9 yields a sequence
of simple functions (fn)
∞
n=1 such that fn ց f. By Lebesgue dominated convergence,
we get that Φ(fn)ց Φ(f) = F. Consequently, if all Φ(fn) are measurable, so is F.
Therefore, we may assume without loss of generality that f is a simple function,
that is,
f :=
∑
ai1Ai , where ai ∈ R, Ai ∈ S ⊗T .
This implies that
F = Φ(f) =
∑
aiΦ(1Ai).
Hence, we are reduced to the case where f := 1A with A ∈ S ⊗T .
To prove the last assertion let A be the family of all sets A = ∪i∈ISi × Ti,
where Si ∈ S and Ti ∈ T , and the index set I is finite. Note that A is an algebra
on S × T which generates the σ-algebra S ⊗T . Moreover, each such set A can be
expressed as a disjoint finite union A = ⊔i∈ISi×Ti. Using the above expression for
such a set A and the equality f = 1A, we infer that
F (t) = Φ(f) =
∑
i∈I
µ(Si)1Ti(t), t ∈ T.
Hence, F is measurable for all A ∈ A.
Let A be the family of all sets A ⊂ S × T such that S ∋ s 7→ 1A(s, t) is
measurable for all t ∈ T and that Φ(1A) is measurable. The previous paragraph
shows that A ⊂ A.
Next, suppose that (An)
∞
n=1 ⊂ A and that either An ց A or An ր A. Let
f := 1A and F := Φ(f). By Lebesgue dominated convergence, we get that either
Φ(fn)ց F or Φ(fn) ր F. So F is also measurable. Hence, A ∈ A. Consequently,
by Proposition A.13, S ⊗T ⊂ A. In particular, F is well-defined and measurable
for f := 1A with A ∈ S ⊗T . This completes the proof. 
A.3. σ-algebra A on a leaf
The main purpose of this section is to provide the necessary material in order
to prove Theorem 2.15 (i) and Proposition 4.1 (i). More precisely, this section is
devoted to the measure theory on sample-path spaces associated to a single leaf.
For this purpose we need to introduce some notation and terminology as well as
some preparatory results.
Fix a point x ∈ X and let L := Lx and π : L˜ → L the universal covering
projection. Recall from Section 4.1 that a set A ⊂ Ω(L) is said to be a cylinder
image if A = π ◦ A˜ for some cylinder set A˜ ⊂ Ω(L˜). Let D1(L) denote following
family of subsets of Ω(L) :
D
1(L) := {A ∈ Ω(L) : A = ∪∞n=1An, An is a cylinder image } .
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Starting from D1(L), we define inductively the sequence of families (DN (L))∞N=1
and a new family D(L) of subsets of Ω(L) as follows:
D
2k(L) :=
{
A ∈ Ω(L) : A = ∩∞n=1An, An ∈ D
2k−1(L) and An+1 ⊂ An
}
, k ∈ N;
D
2k+1(L) :=
{
A ∈ Ω(L) : A = ∪∞n=1An, An ∈ D
2k(L)
}
, k ∈ N;
D(L) :=
∞⋃
k=1
D
k(L).
(A.1)
Note that (DN (L))∞N=1 is increasing, that is, D
N (L) ⊂ DN+1(L). The following
result will be the main ingredient in the proof of assertion (i) of both Theorem 2.15
and Proposition 4.1.
Proposition A.15. D(L) is an algebra.
Prior to the proof of Proposition A.15 we need to introduce some notion. A
connected open set U ⊂ L is said to be trivializing if we write π−1(U) as the disjoint
union of its connected components U˜i then every restriction π|U˜i : U˜i → Ui is
homeomorphic. Clearly, every simply connected domain U ⊂ L is trivializing. A
Borel set A˜ ⊂ L˜ is said to be good if there is an open neighborhood U˜ of A˜ in L˜
such that π maps U˜ homeomorphically onto a trivializing open set in L. A cylinder
set C˜ := C({ti, B˜i}) in Ω(L˜) is said to be good if all (Borel) sets B˜i are good. A
set C ⊂ Ω(L) is said to be a good cylinder image if there is a good cylinder set C˜
such that C = π ◦ C˜. Let us point out the following remarkable lifting property of
good cylinder sets.
Lemma A.16. If C˜ := C({ti, B˜i}) is a good cylinder set in Ω(L˜), then
π−1(π ◦ C˜) =
⊔
γ∈π1(L)
C({ti, γ(B˜i)}).
Proof. If U is a trivializing set, then we have that
(A.2) π−1(U) =
⊔
γ∈π1(L)
γ(U)
and that each restriction π|γ(U) : γ(U)→ U is homeomorphic. Using this property
the lemma follows. 
The properties of various notion of goodness are collected in the following
Lemma A.17. (i) If A and B are good cylinder images, then A∩B is a countable
union of good cylinder images.
(ii) If A and B are good cylinder images, then A\B is a countable union of mutually
disjoint good cylinder images.
(iii) Every cylinder image is a countable union of good cylinder images.
(iv) The intersection of two cylinder images is a countable union of cylinder images.
(v) If A is a good cylinder image, then Ω(L) \ A is a countable union of cylinder
images.
Taking for granted the lemma, we arrive at the
End of the proof of Proposition A.15. Consider the family D0(L) of all good
cylinder images and recall from (A.1) the sequence of families (DL(L))∞N=1. First
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note that Dk(L) ⊂ Dk+1(L) for all k ∈ N. Using this increasing property, we deduce
that to prove the proposition it is sufficient to show that:
Claim. If A,B ∈ DN (L) for some N ∈ N, then A ∪ B ∈ DN (L) and Ω(L) \ A ∈
DN+1(L).
For N = 0, Claim follows from Lemma A.17 (v). Suppose Claim true for N −1
we need to show it true for N. To do this fix two sets A, B ∈ DN (L). Consider two
cases.
Case 1: N is even:
Let (An)
∞
n=1 and (Bn)
∞
n=1 be two decreasing sequences of elements in D
N−1(L)
such that A = ∩∞n=1An and B = ∩
∞
n=1Bn. Note from (A.1) that each An (resp. Bn)
is a countable union of elements in DN−2(L). Clearly, (An∪Bn)
∞
n=1 is a decreasing
sequences of elements in DN−1(L) such that A ∪ B = ∩∞n=1(An ∪ Bn). Hence,
A ∪B ∈ DN (L) ⊂ DN+1(L).
To prove that Ω(L) \A ∈ DN+1(L) we write Ω(L) \A =
⋃∞
n=1
(
Ω(L) \An
)
. By
the hypothesis of induction, each Ω(L)\An is an element in D
N (L).We deduce from
the last equality and from (A.1) and from the fact that N is even that Ω(L) \A ∈
DN+1(L), as desired.
Case 2: N is odd:
It follows from (A.1) and the oddness of N that a finite union of elements
in DN is also an element in DN . To complete the proof we need to show that
Ω(L) \A ∈ DN+1(L) for each A = ∪∞n=1An with An ∈ D
N−1. Write
Ω(L) \A =
∞⋂
n=1
(
Ω(L) \
n⋃
i=1
Ai
)
By the hypothesis of induction, each Ω(L) \
⋃n
i=1 Ai is an element in D
N (L). Since
Ω(L) \
⋃n
i=1 Ai is decreasing on n, it follows that Ω(L) \A ∈ D
N+1(L), as desired.

It remains to us to establish Lemma A.17.
Proof of assertion (i) of Lemma A.17. Let A := π ◦ A˜, B = π ◦ B˜, where
A˜ := C({ti, A˜i} : p) and B˜ := C({sj , B˜j} : q), and A˜i, B˜j are good subsets of L˜,
and 0 ≤ t1 < t2 < · · · < tp and 0 ≤ s1 < s2 < · · · < sq are sets of increasing times.
The proof is divided into two cases.
Case 1: The two sets of times are equal, i.e., p = q and ti = si for 1 ≤ i ≤ p.
If there is some i such that π(A˜i) ∩ π(B˜i) = ∅, then A ∩ B = ∅ because
ω ∈ A ∩ B implies ω(ti) ∈ π(A˜i) ∩ π(B˜i). If this case happens, there is nothing
to prove. Therefore, we may assume that Di := π(A˜i) ∩ π(B˜i) 6= ∅ for every
1 ≤ i ≤ p. Moreover, using that A˜i and B˜i are good and replacing A˜i (resp. B˜i) by
A˜i ∩ π
−1(Di) (resp. B˜i ∩ π
−1(Di)), we may assume without loss of generality that
π(A˜i) = π(B˜i) = Di for 1 ≤ i ≤ p. Using the goodness assumption of A˜i (resp. B˜i)
we may find, for each 1 ≤ i ≤ m, open sets U˜i, V˜i ⊂ L˜ and a trivializing open set
Wi ⊂ L such that A˜i ⊂ U˜i, B˜i ⊂ V˜i, and π(U˜i) = π(V˜i) = Wi. Fix a point c ∈ D1
and let a˜ (resp. b˜) be the unique point in π−1(c) lying on A˜1 (resp. B˜1). Let
γ ∈ π1(L) be the unique deck-transformation sending b˜ to a˜. By shrinking U˜1 and
V˜1 if necessary, we may assume without loss of generality that γ(V˜1) = U˜1. Setting
C˜i := γ(B˜i), 1 ≤ i ≤ p and C˜ := C({ti, C˜i} : p),
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we obtain, using Lemma A.16, that π ◦ C˜ = π ◦ B˜ = B. Now pick an arbitrary path
ω ∈ π◦A˜∩π◦C˜. Let y := π(ω(t1)) ∈ D1 and y˜a = π
−1(y)∩A˜1 and y˜b = π
−1(y)∩B˜1.
Clearly, by Lemma A.16 again, π−1y˜a ω ∈ A˜ and π
−1
y˜b
ω ∈ B˜. This implies that
π−1y˜a ω = γ(π
−1
y˜b
ω) ∈ A˜ ∩ C˜.
Thus we have shown that π ◦ A˜ ∩ π ◦ C˜ ⊂ π ◦ (A˜ ∩ C˜). Since the inverse inclusion
is trivial, we obtain that π ◦ A˜ ∩ π ◦ C˜ = π ◦ (A˜ ∩ C˜). Hence,
A ∩B = π ◦ A˜ ∩ π ◦ C˜ = π ◦ (A˜ ∩ C˜),
which finishes the proof because A˜ ∩ C˜ is a good cylinder set.
Case 2: The general case.
Suppose that assertion (i) is proved when the cardinal of the symmetric dif-
ference of {t1, t2, . . . , tp} and {s1, s2, · · · , sq} is ≤ r. We will prove by induction
that assertion (i) also holds when the cardinal of the above symmetric difference
≤ r + 1. To do this consider the case where this cardinal is equal to r + 1. Pick ti
which does not belong to {s1, . . . , sq}. Let Ui be a trivializing open neighborhood
of π(A˜i). Write π
−1(Ui) as the union of its connected components Uij , where j ∈ J
and the index set J is at most countable. Let A˜ij := π
−1
ij (π(A˜i)) ⊂ Uij , where
π−1ij is the inverse of the homeomorphism π|Uij : Uij → Ui. For j ∈ J consider the
following good cylinder set B˜′j := C({s1, B˜1}, . . . , {sq, B˜q}, {ti, A˜ij} : q + 1). Since
the cardinal of the symmetric difference of {t1, t2, . . . , tp} and {s1, s2, · · · , sq, ti} is
≤ r, it follows from the hypothesis of induction that π ◦ A˜ ∩ π ◦ B˜′j is a countable
union of good cylinder images. This, combined with the equality
A ∩B = π ◦ A˜ ∩ π ◦ B˜ =
⋃
j∈J
π ◦ A˜ ∩ π ◦ B˜′j ,
implies Case 2, where the last equality follows from (A.2).
Proof of assertion (ii) of Lemma A.17. Using the notation introduced in the
proof of assertion (i), we also consider two cases.
Case 1: The two sets of times are equal, i.e., p = q and ti = si for 1 ≤ i ≤ p.
If A ∩B = ∅ then one get that A \B = A. So assertion (ii) is trivially true. If
A ∩B 6= ∅ we proceed as in Case 1 of the proof of assertion (i). Consequently, we
can show that
A \B = π ◦ A˜ \ π ◦ C˜ = π ◦ (A˜ \ C˜).
Since we may write π ◦ (A˜ \ C˜) as the union of p mutually disjoint good cylinder
images
p⊔
i=1
π ◦ C
(
{t1, A˜1}, . . . , {ti−1, A˜i−1}, {ti, A˜i \ C˜i}, {ti+1, A˜i+1}, . . . , {tp, A˜p} : p
)
,
the desired conclusion follows.
Case 2: The general case.
Suppose that assertion (ii) is proved when the cardinal of the symmetric dif-
ference of {t1, t2, . . . , tp} and {s1, s2, · · · , sq} is ≤ r. We will prove by induction
that assertion (ii) also holds when the cardinal of the above symmetric difference
≤ r+1. As the arguments are quite similar to those given in Case 2 of the proof of
assertion (i), a detailed proof is left to the interested reader.
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Proof of assertion (iii) of Lemma A.17. Let A = π◦A˜, where A˜ := C({ti, A˜i} :
m) is a cylinder set in Ω(L˜). Since for every x˜ ∈ L˜ there is an open neighborhood
U˜ of x˜ such that π(U˜) is trivializing, we may write each A˜i as a countable union of
good sets A˜ij . Consequently, using that
A˜ =
⋃
j1,...,jm∈N
C({ti, A˜iji} : m),
the assertion follows.
Proof of assertion (iv) of Lemma A.17. It follows from combining assertion
(i) and assertion (iii).
Proof of assertion (v) of Lemma A.17. Let A = π ◦ A˜, where A˜ := C({ti, A˜i} :
m) is a good cylinder set in Ω(L˜). If A = ∅ then we write Ω(L) as the image of the
cylinder C({0, L˜}), and hence the desired conclusion follows from assertion (iii).
Therefore, we may suppose without loss of generality that all A˜i are nonempty.
Let Ui be a trivializing open neighborhood of π(A˜i) for 1 ≤ i ≤ m. Write π
−1(Ui)
as the union of its connected components Uij , where j ∈ J and the index set J
is at most countable. Let A˜ij := π
−1
ij (π(A˜i)) ⊂ Uij , where π
−1
ij is the inverse of
the homeomorphism π|Uij : Uij → Ui. We assume without loss of generality that
A˜i = A˜i0 for 1 ≤ i ≤ m. Observe that π ◦ C({ti, π
−1(π(A˜i))} : m) is the disjoint
union of (at most countable) cylinder images
π ◦ C
(
{t1, A˜10}, {t2, A˜2j2}, . . . , {tm, A˜mjm} : m
)
, (j2, . . . , jm) ∈ J
m−1.
On the other hand, assertion (iii) and the following trivial equality
Ω(L) \ π ◦ C({ti, π
−1(π(A˜i))} : m) =
m⋃
i=1
π ◦ C({ti, B˜i} : 1),
where B˜i := L˜\π
−1(π(A˜i)), implies that the set on the left hand side is a countable
union of good cylinder images. This, combined with the previous disjoint union,
implies that
Ω(L) \A =
m⋃
i=1
π ◦ C({ti, B˜i} : 1)
⊔
⊔
(j2,...,jm)∈Jm−1\(0,...,0)
π ◦ C
(
{t1, A˜10}, {t2, A˜2j2}, . . . , {tm, A˜mjm} : m
)
,
proving assertion (iv). 
Now we arrive at the
End of the proof of Theorem 2.15 (i). Fix a point x ∈ X and let L := Lx, and
Dx := {A ∈ D(L) : A ⊂ Ωx}, where D(L) is given in (A.1). Since we know from
Lemma A.17 that D(L) is an algebra, so is Dx. For every x˜ ∈ π
−1(x), we define a
probability measure W x˜x on (Ωx,Ax) as follows:
W x˜x (A) :=Wx˜(π
−1
x˜ A), A ∈ Ax,
whereWx˜ is the probability measure on (Ω(L˜), A˜ (L˜)) given by (2.8). Next, we will
prove that Wx(A) given by formula (2.9) is well-defined for every A ∈ Dx. This is
equivalent to showing the following
Claim. W x˜1x (A) =W
x˜2
x (A) for all A ∈ Dx and all points x˜1, x˜2 ∈ π
−1(x), in other
words, all W x˜x with x˜ ∈ π
−1(x) coincide on Dx(L).
A.3. σ-ALGEBRA A ON A LEAF 127
To do this our idea is to prove this coincidence on good cylinder images, then
on D1(L), D2(L), . . . , and finally on D(L).
First, consider the case where A = π ◦ A˜ and A˜ is a good cylinder set, that is,
A˜ := C({ti, A˜i} : m), where t1 = 0 and A˜1 = {x˜1}. In this case we may find, for
every 1 ≤ i ≤ m, an open set U˜i ⊂ L˜ and a trivializing open set Ui ⊂ L such that
A˜i ⊂ U˜i and that π|U˜i is homeomorphic onto its image π(U˜i) = Ui. Let γ ∈ π1(L)
be the unique deck-transformation sending x˜1 to x˜2. Since A˜ = π
−1
x˜1
A, it follows
that π−1x˜2 A = C({ti, γ(A˜i)}). So it suffices to check that
Wx˜1
(
C({ti, A˜i})
)
=Wγ(x˜1)
(
C({ti, γ(A˜i)})
)
.
But this equality is an immediate consequence of the invariance under the deck-
transformations of the heat kernel (see (2.4)). So all W x˜x with x˜ ∈ π
−1(x) coincide
on good cylinder images.
Next, we show that all W x˜x with x˜ ∈ π
−1(x) coincide on the union of two good
cylinder images. Indeed, let A = B ∪C, where B and C are good cylinder images.
Writing A = (B \ C) ⊔ C and applying Lemma A.17 (ii) to B \ C, we may find a
countable family of disjoint good cylinder images (Bi)
∞
i=1 such that B\C =
⋃∞
i=1 Bi.
Now using the σ-additivity of a measure, we infer that
W x˜x (A) =W
x˜
x (C) +
∞∑
i=1
W x˜x (Bi).
So W x˜x (A) does not depend on x˜ ∈ π
−1(x) as desired.
In the next stage we will show that allW x˜x coincide on each finite union of good
cylinder images. Let A = ∪ni=1Ai, each Ai being a good cylinder image. Writing
A =
((
∪n−1i=1 Ai
)
\An
)
⊔ An,
and using Lemma A.17 (ii), we show by induction on n that A can be expressed as
a countable union of disjoint good cylinder images. Now using the σ-additivity of
a measure, we infer that W x˜x (A) does not depend on x˜ ∈ π
−1(x), as desired.
Each element A ∈ D1(L) may be written as the union of an increasing sequence
(An)
∞
n=1 of subsets of Ω(L), each set An being a finite union of good cylinder
images. Using the σ-additivity of a measure again, we deduce that W x˜x (A) =
limn→∞W
x˜
x (An). So all W
x˜
x with x˜ ∈ π
−1(x) coincide on all elements of D1(L).
Next, since each element of A ∈ D2(L) may be expressed as the intersection of a
decreasing sequence (An)
∞
n=1 ⊂ D
1(L), it follows that W x˜x (A) = limn→∞W
x˜
x (An).
So all W x˜x with x˜ ∈ π
−1(x) coincide on D2(L). Repeating the above argument and
using Proposition A.15, we can show that all W x˜x with x˜ ∈ π
−1(x) coincide on the
algebra D(L) = ∪∞k=1D
k(L), proving our claim.
We denote by Wx the restriction of W
x˜
x on D(L) which is independent of
x˜ ∈ π−1(x). So Wx is a countably additive function from D(L) to [0, 1]. Since the
σ-algebra Ax is generated by the algebra D(L) ∩ Ax, we deduce from Part 1) of
Proposition A.11 that Wx extends to a probability measures (still denoted by) Wx
on (Ωx,Ax). This completes the proof. 
End of the proof of Proposition 4.1 (i). By the construction (A.1) and Lemma
A.17 (iv) and Proposition A.15, we are in the position to apply Proposition 2.15
(i) and Proposition A.12. Hence, assertion (i) follows. 
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A.4. Holonomy maps
We will define the notion of the holonomy map along a path and the notion
of flow tubes. A similar (but slightly different) formulation of the holonomy map
could be found in the textbook [4, Chapter 2]. We need the following terminology
and notation. A multivalued map f : Y → Z is given by its graph Γ(f) ⊂ Y × Z.
For each y ∈ Y we denote by f(y) the set {z ∈ Z : (y, z) ∈ Γ(f)}. The domain of
definition Dom (f) of f is the set {y ∈ Y : f(y) 6= ∅} ⊂ Y and the range Range (f)
of f is the subset f(Y ) := ∪y∈Dom (f)f(y) ⊂ Z. If, moreover, f is univalued and one-
to-one, then Dom (f−1) = Range (f) and Range (f−1) = Dom (f). For another
multivalued map g : Z → W, we define Dom (g ◦ f) as the set of all points y ∈ Y
such that the composition (g ◦ f)(y) is nonempty, i.e, the set of all y ∈ Dom (f)
such that f(y) ∩ Dom (g) 6= ∅. The germ of a local homeomorphism f at a point
x ∈ Dom (f) is the equivalent class of all local homeomorphisms defined on a
neighborhood of x and agreeing with f on a neighborhood of x.
Let (X,L ) be a lamination and set Ω := Ω(X,L ). Consider an atlas L of X
with (at most) countable and locally finite charts
Φα : Uα → Bα × Tα,
where Tα is a locally compact metric space, Bα is a domain in R
k and Φα is a
homeomorphism defined on an open subset Uα of X . A set S ⊂ X is said to be a
continuous transversal if there is a flow box U with chart Φ : U → B × T, and a
connected open subset V of T, and a continuous map V ∋ t 7→ s(t) ∈ B such that
S = {Φ−1(s(t), t) : t ∈ V }.
Note that S is a continuous image of an open subset of T and that S intersects every
plaque Φ−1(·, t) with t ∈ V of U in exactly one point and that S does not intersect
other plaques of U. Hence, if we fix a point x ∈ S, then for every sufficiently small
open neighborhood U of x, S∩U is still a continuous transversal at x. Consequently,
if x is also contained in another flow box U′, then by shrinking S if necessary (that
is, by replacing S with S∩U as above), S is also a continuous transversal at x ∈ U′.
So the germ of a continuous transversal at a point is independent of flow boxes.
Let ω ∈ Ω and set t0 := 0. Let t1 > 0 such that ω[t0, t1] is contained in a single
flow box U. Let S0 (resp. S1) be a continuous transversal at x0 := ω(t0) (resp.
at x1 := ω(t1)). We may choose an open neighborhood V of t0 in T such that by
shrinking S0 and S1 if necessary,
S0 = {Φ
−1(s0(t), t) : t ∈ V } and S1 = {Φ
−1(s1(t), t) : t ∈ V }.
We define the holonomy map hω,t1 : S0 → S1 as follows:
hω,t1(x) := Φ
−1(s1(t), t), x ∈ S0,
where t = tx ∈ V is uniquely determined by Φ(x) = (s0(t), t). In summary, we
have shown that Dom (hω,t1) (resp. Range (hω,t1)) is an open neighborhood of x0
in S0 (resp. of x1 in S1). In other words, the germ at x0 of hω,t1 is a well-defined
homeomorphism.
Now we define the holonomy map hω,t : S → S
′ in the general case. Here S
(resp. S′) is a continuous transversal at x0 := ω(0) (resp. at xt := ω(t)). Fix a
finite subdivision 0 = t0 < t1 < . . . < tk = t of [0, t] such that ω[ti, ti+1] is contained
in a flow box Ui. Choose a continuous transversal Si at ti such that S0 = S and
Sk = S
′. The construction given in the previous paragraph shows that hT tiω,ti+1−ti
A.5. METRIZABILITY AND SEPARABILITY 129
is a well-defined homeomorphism from an open neighborhood of xi in Si onto an
open neighborhood of xi+1 in Si+1. The holonomy map along ω at time t is, by
definition, the composition
hω,t := hT tk−1ω,tk−tk−1 ◦ · · · ◦ hT tiω,ti+1−ti ◦ · · · ◦ hω,t1 .
This a a well-defined homeomorphism from an open neighborhood of ω(0) in S onto
an open neighborhood of ω(t) in S′. The germ of hω,t at x0 depends only on the
homotopy type of ω[0, t].
Now we introduce the notion of flow tubes which generalizes the notion of flow
boxes. Flow tubes are more flexible than flow boxes. Roughly speaking, a flow tube
can be as thin and as long as we like, whereas flow boxes are rigid. In some sense,
a flow tube is a chain of small flow boxes. However, contrary to the flow boxes, a
plaque of a given flow tube may meet several plaques of another adjacent flow tube.
Definition A.18. An open set U ⊂ X is said to be a flow tube of (X,L ) if
there is a continuous transversal T such that for each x ∈ T, there is a relatively
compact connected open subset Ux of the leaf Lx with the following properties:
• x ∈ Ux and Ux ∩ Ux′ = ∅ for x, x
′ ∈ T with x 6= x′;
•
⋃
x∈TUx = U.
T is said to be a transversal of the flow tube U. For each x ∈ T, the set Ux is
said to be the plaque at x of U.
The sample-path space of a flow tube U up to time N ≥ 0 is, by definition,
the subspace of Ω := Ω(X,L ) consisting of all ω ∈ Ω such that ω[0, N ] is fully
contained in a single plaque Ux for some x ∈ T. This space is denoted by Ω(N,U).
Let π : (X˜, L˜ )→ (X,L ) be the covering lamination projection. An open set
U˜ ⊂ X˜ is said to be a good flow tube in (X˜, L˜ ) if its image U := π(U˜) ⊂ X is also
a flow tube in (X,L ) and if the restriction of the projection π|
U˜
: U˜ → U is a
homeomorphism which maps each plaque of U˜ onto a plaque of U. For a transversal
T˜ of U˜, the set T := π(T˜) is a transversal of U.
A pair of conjugate flow tubes (U˜′, U˜′′) is the data of two good flow tubes U˜′,
U˜′′in (X˜, L˜ ) such that they have a common image, i.e., π(U˜′) = π(U˜′′).
Remark A.19. Unlike flow boxes, flow tubes do not possess, in general, the
product structure of a transversal times a plaque. However, flow tubes still have a
somehow weaker structure of a semi-product: {(x, y) : x ∈ T, y ∈ Ux}, where each
plaque Ux may vary when x ∈ T.
A.5. Metrizability and separability of sample-path spaces
Let (X,L ) be a lamination. Let π : (X˜, L˜ ) → (X,L ) be the covering
lamination projection. Let Ω := Ω(X,L ) and Ω˜ := Ω(X˜, L˜ ). The main purpose
of this section is to prove the following remarkable result of the flow tubes.
Theorem A.20. 1) There exists a countable family of pairs of conjugate flow
tubes ({U˜′i, U˜
′′
i })i∈N such that for every N > 0,{
(ω˜′, ω˜′′) ∈ Ω˜× Ω˜ : π ◦ ω˜′(t) = π ◦ ω˜′′(t), ∀t ∈ [0, N ]
}
⊂
⋃
i∈N
Ω(N, U˜′i)× Ω(N, U˜
′′
i ).
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2) For each i ∈ N let Ui := π(U˜
′
i). Then for every N > 0
Ω =
⋃
i∈N
Ω(N,Ui).
Proof. Since Part 2) is an immediate consequence of Part 1), we only need
to prove the latter part. We fix an atlas L of X with at most countable charts
Φα : Uα → Bα × Tα. Suppose without loss of generality that Bα = B = [0, 1]
k for
all α, where k is the real dimension of the leaves. Fix a transversal (still denoted
by) Tα := Φ
−1
α ({0}×Tα) for each flow box Uα. Since each Tα is a separable metric
space, we may find a countable basis Tα of nonempty open subsets of Tα. Let
T := ∪αTα. So T is also countable.
Before proceeding further, look at the cube B = [0, 1]k. For eachm ∈ N consider
the subdivision of B into 2mk smaller cubes[
d1
2m
,
d1 + 1
2m
]
× · · · ×
[
dk
2m
,
dk + 1
2m
]
,
where the integers d1, . . . , dk range over 0, . . . , 2
m − 1. Each such a cube is said to
be a cube of order m.
For each m ∈ N let Fm be the following family of open subsets of X
Um :=
{
Φ−1α (B × S) : B a cube of order m and S ∈ Tα
}
.
Each element of Um is said to be a small flow box of order m. Let F := ∪m∈NFm.
Clearly, F is countable. The proof is divided into several steps.
Step 1: Construction of the holonomy map for each small flow box.
Consider the small flow box U := Φ−1α (B × S) ⊂ X of order m, where B is a
cube of order m and S ∈ Tα is an open set. Let V (resp. W ) be two open subsets
of U. Since U is a flow tube with plaques Us := Φ
−1
α (B × {s}) for s ∈ S, consider
the following multivalued map hU ;V,W : U → U whose the graph is
Γ(hU ;V,W ) := {(x, y) ∈ V ×W : x and y are on the same plaque of U } .
Consider, for each N > 0, the sample-path space associated to (U ;V,W ) :
ΩV,W (N,U) := {ω ∈ Ω(N,U) : ω(0) ∈ V and ω(N) ∈ W} .
Step 2: Construction of the holonomy map for a chain of small flow boxes.
A chain U of small flow boxes is a collection of small flow boxes (Ui)
p
i=0 such
that Ui ∩ Ui+1 6= ∅ for 0 ≤ i ≤ p − 1. For each 0 ≤ i ≤ p− 1, let Vi := Ui ∩ Ui−1
and Wi := Ui ∩ Ui+1, where U−1 := U0 and Up+1 := Up. So Vi+1 = Wi for
0 ≤ i ≤ p− 1. The holonomy map of the chain U is, by definition, the multivalued
map hU : U0 → Up given by
hU := hVp,Wp ◦ · · · ◦ hV0,W0 ,
where each multivalued function in the right hand side is given by Step 1. Note
that Dom (hU ) and Range (hU ) are (possibly empty) open subsets of X. For each
N > 0 the sample-path space associated to the chain U is given by
Ω(N,U) := {ω ∈ Ω : ∃(ti)
p
i=0 ⊂ [0, N ] such that 0 = t0 < · · · < tp = N
and that T tiω ∈ ΩVi,Wi(ti+1 − ti, Ui) for 0 ≤ i ≤ p− 1
}
.
If we fix a transversal S0 at a point x0 ∈ Dom (hU ) and a transversal Sp at a point
xp ∈ hU(x0) ⊂ Range (hU ), then hU induces a well-defined univalued map (still
denoted by hU) from a sufficiently small open neighborhood of x0 in S0 onto an
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open neighborhood of xp in Sp. The latter map is even homeomorphic. Moreover,
the germ of hU at x0 coincides with the germ of hω,N at x0, where N > 0 and
ω ∈ Ω(N,U) is a path such that ω(0) = x0 and ω(N) = xp.
Step 3: Construction of a flow tube associated to a good chain.
Let N > 0 be a fixed time. Let U be a chain of small flow boxes such that
T := Dom (hU ) 6= ∅. For each x ∈ T the open subset of Lx given by
Ux := {ω(t) : ω ∈ Ω(N,U), ω(0) = x, t ∈ [0, N ]}
is said to be the plaque at x associated to U . Observe that x ∈ Ux and U := ∪x∈TUx
is an open subset of X. We say that the chain U is good if U is a flow tube (see
Definition A.18) with the transversal T and the plaque Ux for each x ∈ T as above.
In this case U = UU is said to be the flow tube associated to the good chain U .
Clearly, a chain U is good if and only if T 6= ∅ and Ux ∩ Ux′ = ∅ for all x, x
′ ∈ T
with x 6= x′. For each m ∈ N let Sm be the set of all good chains each small flow
box of which is of order ≥ m. So Sm is countable and (Sm)
∞
m=0 is decreasing. Let
S := S0. The following result is needed.
Lemma A.21. For each N > 0 and ω ∈ Ω, and for each open neighborhood V
of ω[0, N ], there exist a a good chain U ∈ S such that all small flow boxes of U are
contained in V and that ω ∈ Ω(N,UU ), where UU is the flow tube associated with
U .
Proof. Using the compactness of ω[0, N ] and shrinking V if necessary, we may
suppose without loss of generality that V is a sufficiently small tubular neighborhood
of ω[0, N ] which is also a flow tube. So ω ∈ Ω(N,V). By decreasing the size of small
flow boxes if necessary (that is, by increasing m), we may cover ω[0, N ] by a good
chain U ∈ Sm such that its small flow boxes are all contained in V and that
ω ∈ Ω(N,UU ), as asserted. 
Remark A.22. An immediate consequence of Lemma A.21 is that
Ω =
⋃
U∈S
Ω(N,U) and Ω =
⋃
U∈S
Ω(N,UU ).
Step 4: End of the proof.
For every flow tube V, let H (V) be the set of all homotopies α : V× [0, 1]→ X
(see Section 2.2). We see easily that H (V) is at most countable. Now let (ω˜′, ω˜′′) ∈
Ω˜× Ω˜ such that π◦ ω˜′(t) = π◦ ω˜′′(t) for all t ∈ [0, N ]. Let ω := π◦ ω˜′ ∈ Ω. Using the
compactness of ω[0, N ] we may choose a flow tube V which is a sufficiently small
tubular neighborhood of ω[0, N ] such that there are homotopies α′ and α′′ ∈ H (V)
such that
ω˜′(t) = (ω(t), [α′ω(t)]) and ω˜
′′(t) = (ω(t), [α′′ω(t)]), t ∈ [0, N ].
By Lemma A.21, we may cover ω[0, N ] by a good chain U ∈ S such that its
small flow boxes are all contained in V and that ω ∈ Ω(N,UU ). By restricting
α′, α′′ ∈ H (V) to UU , we may consider them as elements of H (UU ). Since S is
countable we may write UU := Uj for j ∈ N. Moreover, for each j ∈ N, let Ij be
the set indexing all pairs (α′i, α
′′
i ) as above. Clearly, Ij is at most countable. For
i ∈ Ij let
U˜′i := {(x, [α
′
ix]) : x ∈ Uj} and U˜
′′
i := {(x, [α
′′
ix]) : x ∈ Uj}.
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So (U˜′i, U˜
′′
i ) is a pair of conjugate flow tubes. By lifting ω[0, N ] to ω˜
′[0, N ] and
ω˜′′[0, N ] and using that ω ∈ Ω(N,UU ), we get that
(ω˜′, ω˜′′) ∈ Ω(N, U˜′i)× Ω(N, U˜
′′
i ).
By taking the above membership over all j ∈ N and all i ∈ Ij , the theorem follows.

Although the following result is not used in this work, it is of independent
interest.
Theorem A.23. Let (X,L , g) be a Riemannian lamination.
1) There is a metric dist on Ω := Ω(X,L ) such that the metric space (Ω, dist) is
separable and that its Borel σ-algebra coincides with A := A (Ω).
2) There is a metric dist on Ω̂ := Ω̂(X,L ) such that the metric space (Ω̂, dist) is
separable and that its Borel σ-algebra coincides with Â := Â (Ω).
We only give the proof of the separability in both assertions 1) and 2). We
leave to the interested reader to verify the coincidence between σ-algebras stated
in these assertions.
Proof. First we prove assertion 1). Since the the induced topology on each
flow box is metrizable and X is paracompact, the topological space X is metrizable.
Replacing ρ by ρ1+ρ if necessary, we may assume without loss of generality that there
exists a metric ρ on X which induces the topology of X and which satisfies ρ ≤ 1.
Consider the following metrics on Ω :
dist(ω, ω′) :=
∞∑
n=1
1
2n
sup
t∈[0,n]
ρ(ω(t), ω′(t)), ω, ω′ ∈ Ω;
distN (ω, ω
′) := sup
0≤t≤N
ρ(ω(t), ω′(t)), N ∈ N \ {0} and ω, ω′ ∈ Ω.
For every ω ∈ Ω and r > 0 and N ∈ N \ {0}, consider the balls
B(ω, r) := {ω′ ∈ Ω : dist(ω, ω′) < r} and BN (ω, r) := {ω
′ ∈ Ω : distN (ω, ω
′) < r}.
Using ρ ≤ 1 it is not hard to check that
BN (ω, r) ⊂ B(ω, r + 1/2
N) and B(ω, r) ⊂ BN (ω, 2
Nr).
Therefore, we see that in order to show that the metric space (Ω, dist) is separable,
it suffices to prove that for every N ∈ N \ {0}, the space ΩN equipped with the
metric distN is separable, where ΩN consists of all leafwise continuous paths ω :
[0, N ]→ (X,L ). We may assume without loss of generality that N = 1.
First we consider the case where the lamination (X,L ) is reduced to a single
leaf L. The separability of the metric space C ([0, 1], L) of all continuous map ω :
[0, 1]→ L is well-known.
Now we consider the general case. Fix a countable dense sequence (xn)
∞
n=1 ⊂ X.
For each n ≥ 1 we fix a countable number of ballsB(ωnm, rnm) such that ωnm ⊂ Lxn
and that this family of balls, when restricted to the leaf Lxn , constitutes a basis of
open subsets of C ([0, 1], Lxn). We leave it to the interested reader to check that the
countable family {B(ωnm, snm) : n,m ≥ 1 and snm ∈ Q, snm > 0} forms a basis
of open subsets of Ω. Hence, the metric space (Ω, dist) is separable.
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To prove assertion 2) consider the following metric on Ω̂ :
dist(ω, ω′) :=
∞∑
n=1
1
2n
sup
t∈[−n,n]
ρ(ω(t), ω′(t)), ω, ω′ ∈ Ω̂.
The rest of the proof is analogous to that of assertion 1). 
A.6. The leafwise diagonal is Borel measurable
The main result of this section is the following
Proposition A.24. Let (X,L ) be a lamination. Then the leafwise diagonal
defined by
G :=
{
(x, y) ∈ X2 : x and y are on the same leaf
}
is Borel measurable.
Proof. We will use the terminology and notation introduced in Section A.5.
Fix an atlas L of X with at most countable charts Uα. Fix a transversal Tα for
each flow box Uα. Let T :=
⋃
α Tα. We also fix a countable basis Tα of nonempty
open subsets of Tα. Let T := ∪αTα. So T is countable. Let S be the (countable)
set of all good chains.
Observe that two given points t1 and t2 ∈ T are on the same leaf if and
only if there exists a chain U of flow boxes and an open set S ∈ S such that
S ⊂ Dom (hU ) and that t1 ∈ S and t2 = hU (t1). Let ({Un, Sn})n∈I be the sequence
of all possible pairs consisting of a good chain Un and an element Sn ∈ S such that
Sn ⊂ Dom (hUn). Note that I is at most countable. Consider the following subset
of T2 :
G =
⋃
n∈I
{(t, hUn(t) : t ∈ Sn}.
Each set {(t, hUn(t) : t ∈ Sn} is a Borel subset of X
2 because hUn is a continuous
map. Hence, G is also a Borel set. We need the following result whose the proof is
left to the interested reader.
Lemma A.25. Let S be a Borel subset of a transversal Tα of (X,L ). Then
Satur(S) is also a Borel set.
Let (X2,L 2) be the product of the lamination (X,L ) with itself. More pre-
cisely, (X2,L 2) is also a lamination whose the leaf L(x,x′) passing through a point
(x, x′) is Lx × Lx′ . Observe that G = Satur(G), where Satur is taken in (X
2,L 2).
Recall that G is a Borel subset of T2. Applying the above lemma to G yields that
G is a Borel set. 
A.7. σ-algebra A on a lamination
The main purpose of this section is to complete the proof of Theorem 2.15 (ii),
Theorem 2.16 and Proposition 4.1 (ii). Let (X,L , g) be a Riemannian lamination
satisfying the Standing Hypotheses and π : (X˜, L˜ ) → (X,L ) the covering lami-
nation projection. Set Ω := Ω(X,L ) and Ω˜ := Ω(X˜, L˜ ). Consider the σ-algebras
A := A (Ω) and A˜ := A˜ (Ω) on Ω, and the σ-algebra A (Ω˜) on Ω˜ introduced in
Section 2.4 and Section 2.5. Recall from Section 4.1 that a set A ⊂ Ω is said to be a
cylinder image if A = π ◦ A˜ for some cylinder set A˜ ⊂ Ω˜. Note that A (Ω˜) = A˜ (Ω˜).
Recall the following terminology. For A ⊂ Ω, let π−1A := {ω˜ ∈ Ω˜ : π◦ω˜ ∈ A} ⊂ Ω˜.
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For a family F of subsets of Ω, let π−1F be the family {π−1A : A ∈ F}. For
A˜ ⊂ Ω˜, let π ◦ A˜ := {π ◦ ω˜ : ω˜ ∈ A˜} ⊂ Ω. For a family F˜ of subsets of Ω˜, let π ◦ F˜
be the family {π ◦ A˜ : A˜ ∈ F˜}. The following result is the main technical tool in
this section.
Proposition A.26. A˜ ⊂ A and π−1(A ) ⊂ A (Ω˜) and π ◦A (Ω˜) = A .
Taking for granted Proposition A.26, we arrive at the
End of the proof of Theorem 2.15 (ii). It follows from the second inclusion in
Proposition A.26. 
For the proof of Theorem 2.16 (i) we need the following result.
Proposition A.27. The function Φ : X ×X × R+ → R+ defined by
Φ(x, y, t) :=
{
p(x, y, t), x and y are on the same leaf;
0, otherwise;
is Borel measurable.
Proof. Using identity (2.3) and the fact that π : X˜ → X is locally homeomor-
phic, we may asssume without loss of generality that X = X˜, that is, all leaves of
(X,L ) are simply connected. Fix a transversal T and straighten all leaves passing
through T. Using Proposition A.24, it suffices to show that the heat kernel of the
leaf Lτ (τ ∈ T) given by pτ (x, y, t) := p(x, y, t) with x, y ∈ Lτ and t ∈ R
+, depends
Borel measurably on τ ∈ T. Let n be the dimension of the leaves. By identifying
with Rn the tangent spaces TτLτ of the leaf Lτ at the point τ ∈ T, we obtain by
Hopf-Rinow theorem a family of (surjective and locally diffeomorphic) exponential
maps expτ : R
n → Lτ , which depends measurably on the parameter τ. For N ∈ N
let BN be the open ball centered at 0 with radius N and let BN,τ := expτ (BN ) for
τ ∈ T. Since BN,τ is a bounded regular domains in Lτ , there exists a heat kernel
pN,τ for BN,τ . Moreover, by the construction of the heat kernel described in Ap-
pendix B.6 in [5], the family pN,τ(expτ (u), expτ (v), s) depends Borel measurably
on (τ ;u, v, t) ∈ T×BN ×BN ×R
+. Here we make a full use of the assumptions that
the geometry of Lτ are uniformly bounded and that the leafwise complete metric
g, when restricted to each flow box, depends Borel measurably on plaques. On the
other hand, since BN,τ ր Lτ as N ր∞, it is well-known (see [8] or Appendix B.6
in [5]) that
pτ (expτ (u), expτ (v), t) = lim sup
N→∞, N∈N
pN,τ (expτ (u), expτ (v), t),
(τ ;u, v, t) ∈ T× Rn × Rn × R+,
where pτ is the heat kernel of the leaf Lτ . This formula implies the desired mea-
surability of the function Φ. 
End of the proof of Theorem 2.16 (i). By Proposition A.26, π−1B ∈ A (Ω˜).
On the other hand, by Lemma B.12 (i), Wx(B) =Wx˜(π
−1B) for every x˜ ∈ π−1(x).
Moreover, π is a covering projection which is locally homeomorphic. Consequently,
we are reduced to showing that for every B˜ ∈ A (Ω˜), X˜ ∋ x˜ 7→ Wx˜(B˜) ∈ [0, 1] is
Borel measurable. So we may asssume without loss of generality that X = X˜, that
is, all leaves of (X,L ) are simply connected. The proof is divided into three steps.
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Step 1: For a cylinder set B := C({ti, Ai}), the function X ∋ x 7→ Wx(B) is
measurable.
Let T be a transversal and A1, . . . , Am Borel subsets of Satur(T). Let f : X →
R be a Borel measurable function. We rewrite (2.1) as follows:
Dtf(x) :=
∫
Lx
Φ(x, y, t)f(y)dVolLx(y), x ∈ X,
where Φ is the measurable function given in Proposition A.27 above. Next, fix a
point x0 ∈ T and consider the measure µ := VolLx0 on Lx0. Using the straightening
of leaves passing through T we can write, for each x ∈ T,
Φ(x, y, t)dVolLx(y) = Φ(x, y, t)Ψ(x, y, t)dVolLx0 (y)
for some positive measurable function Ψ. Consequently, applying Proposition A.14
yields that the function R+ ×X ∋ (t, x) 7→ (Dtf)(x) is Borel measurable for each
Borel measurable function f : X → R. This, combined with formula (2.7), implies
that X ∋ x 7→Wx(B) is Borel measurable, as desired.
Step 2: Let D be the family of all finite unions of cylinder sets. Then for every
B ∈ D , the function X ∋ x 7→Wx(B) is Borel measurable.
By Proposition 2.12, we may write B as a finite union of mutually disjoint
cylinder sets B =
⊔k
i=1 Bi. Since Wx(B) =
∑k
i=1Wx(Bi) and each function X ∋
x 7→Wx(Bi) is Borel measurable, the desired conclusion follows.
Step 3: End of the proof.
Let C be the family of all B ∈ A such that the function X ∋ x 7→ Wx(B) is
Borel measurable. By Step 2, we get that D ⊂ C . Next, observe that if (An)
∞
n=1 ⊂
C such that An ր A (resp. An ց A) as nր ∞, then A ∈ C because Wx(An)ր
Wx(A) (resp. Wx(An)ցWx(A)). Consequently, applying Proposition A.13 yields
that A ⊂ C . Hence, A = C . This completes the proof. 
End of the proof of Theorem 2.16 (ii). For each B ∈ A , by Theorem 2.16
(i), the bounded function x 7→ Wx(B) is Borel measurable. Consequently, µ¯(B)
given in (2.10) is well-defined. To conclude assertion (ii) we need to show that µ¯ is
countably additive function from A to R+. Let A = ∪∞n=1An, where An ∈ A with
An ∩Am = ∅ for n 6= m. By Proposition A.26, π
−1A ∈ A (Ω˜). On the other hand,
by Lemma B.12 for every x ∈ X and for every x˜ ∈ π−1(x).
Wx(A) =Wx˜(π
−1A) =
∞∑
n=1
Wx˜(π
−1An) =
∞∑
n=1
Wx(An).
So integrating both sides on (X,µ), and using formula (2.10) we get µ¯(A) =∑∞
n=1 µ¯(An) as desired. 
End of the proof of Proposition 4.1 (ii). It remains to show that A is ap-
proximable by cylinder images when X = X˜. In this case A = A˜ := A˜ (Ω), in
particular, cylinder images coincide with cylinder sets. Let D be the family of all
sets A ⊂ Ω which are finite unions of cylinder sets. By Proposition 2.12, D is the
algebra on Ω generated by cylinder sets. So D ⊂ A . By Theorem 2.16 (ii), µ¯ is
countably additive on D . Consequently, applying Proposition A.11 yields that A
is approximable by cylinder sets. 
End of the proof of Proposition 7.11. We proceed as in the proof of Proposition
4.1 (ii). Let D be the family of all sets A ⊂ Ω(Σ) which are finite unions of cylinder
sets. Next, we make use of Proposition 7.7 instead of Proposition 2.12 in the present
context. Moreover, in order to show that ν¯ is countably additive on D , it suffices to
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use formula (7.5) and Definition 7.8 (iv). Finally, applying Proposition A.11 yields
that A (Σ) is approximable by cylinder sets. 
Before proceeding to the proof of Proposition A.26, we make some comments on
our method in this section. The approach adopted in Section A.3 which is heavily
based on Lemma A.16 and which results in Proposition A.15 does not work in the
present context of general laminations. Indeed, the holonomy phenomenon in the
case of a lamination is much more complicated than that in the case of a single leaf.
More concretely, instead of trivializing open sets in the context of a single leaf as in
Proposition A.15, we have to work with flow boxes in the context of laminations.
However, there exists, in general, no flow box whose every plaque is simultaneously
trivializing.
Our new approach consists in replacing cylinder images with directed cylinder
images. Roughly speaking, directed cylinder images take into account the holonomy
whereas the non-directed ones do not so.
In proving Proposition A.26 our new approach consists of two steps. First, we
use the separability and holonomy result developed in Section A.4 and A.5 above.
Second, we replace cylinder images with their preimages in Ω˜ and express these
preimages in terms of the so-called directed cylinder sets.
Definition A.28. Let U˜ be a good flow tube and N > 0 a given time.
A directed cylinder set A˜ with respect to (N, U˜) is the intersection of a cylinder
set C
(
{ti, A˜i} : m) in Ω˜ and the sample-path space Ω(N, U˜) satisfying the time
requirement N ≥ tm = max ti.
A set A ⊂ Ω is said to be a directed cylinder image (with respect to (N, U˜)) if
A = π ◦ A˜ for some directed cylinder set A˜ ⊂ Ω˜ (with respect to (N, U˜)).
We fix a countable family of pairs of conjugate flow tubes ({U˜′i, U˜
′′
i )i∈N satisfying
the conclusion of Theorem A.20. More concretely, let Ui be the common image of
U˜′i and U˜
′′
i , and let π
′
i := π|U˜′i
: U˜′i → Ui and π
′′
i := π|U˜′′i
: U˜′′i → Ui be two
homeomorphisms which maps plaques onto plaques. Then for every N > 0,{
(ω˜′, ω˜′′) ∈ Ω˜× Ω˜ : (π ◦ ω˜′)(t) = (π ◦ ω˜′′)(t), ∀t ∈ [0, N ]
}
⊂
⋃
i∈N
Ω(N, U˜′i)× Ω(N, U˜
′′
i ).
(A.3)
Now we establish some properties of directed cylinder images.
Lemma A.29. Let U˜, V˜ be two good flow tubes and N > 0 a given time.
1) Then Ω(N, U˜) is a countable union of increasing sets, each being a countable
intersection of decreasing cylinder sets.
2) Ω(N, π(U˜)) is a countable union of increasing sets, each being a countable inter-
section of decreasing cylinder images.
3) Every directed cylinder set (resp. image) is a countable union of increasing sets,
each being a countable intersection of decreasing cylinder sets (resp. images).
4) Every cylinder image may be represented as a countable union of directed cylin-
der images (with respect to flow tubes U˜′i).
5) A coincides with the σ-algebra on Ω generated by directed cylinder images (with
respect to flow tubes U˜′i).
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Proof. Fix an increasing sequence (F˜j)
∞
j=0 of compact subsets of U˜ such that,
for every ω ∈ Ω(N, U˜), there exists x˜ ∈ T˜ and j ∈ N such that ω[0, N ] ⊂ U˜x˜ ∩ F˜j ,
where T˜ is a transversal of U˜. Note that F˜j ր U˜ as j ր∞.
Proof of Part 1). Using the continuity of each path in a sample-path space and
using the density of the rational numbers in [0, N ], we obtain that
(A.4) Ω(N, U˜) =
⋃
j∈N
( ⋂
i∈N
C({s, F˜j} : s ∈ Si)
)
,
where {Si : i ∈ N} is the family of all finite sets S of rational numbers in [0, N ].
Replacing Si with S0∪· · ·∪Si, the last intersection does not change. Therefore, we
may assume without loss of generality that S0 ⊂ S1 ⊂ S2 · · · , and hence Ω(N, U˜)
is equal to a countable union of increasing sets, each being a countable intersection
of decreasing cylinder sets. This proves Part 1).
Proof of Part 2). In what follows set U := π(U˜). The proof of Part 2) will be
complete if one can show that
(A.5) Ω(N,U) =
⋃
j∈N
( ⋂
i∈N
π ◦C({s, F˜j} : s ∈ Si)
)
,
Let ω ∈ Ω(N,U). Since π|
U˜
: U˜ → U is a homeomorphism which maps plaques
onto plaques, we see that (π|
U˜
)−1(ω) ∈ Ω(N, U˜), and hence (π|
U˜
)−1(ω) ∈ C({s, U˜} :
s ∈ Si) for every i ∈ N. This, combined with the property of (F˜j)
∞
j=0, implies that
ω ∈
⋃
j∈N
⋂
i∈N π ◦ C({s, F˜j} : s ∈ Si).
Conversely, we pick an arbitrary path ω ∈
⋂
i∈N π ◦C({s, F˜j} : s ∈ Si) for some
j ∈ N, and show that ω ∈ Ω(N,U). The choice of ω implies that ω(t) ∈ U for all
t ∈ Q ∩ [0, N ]. Since ω is a leafwise continuous map and U is a flow tube and the
intersection of π(F˜j) with each plaque of U is compact, we infer that ω[0, N ] is
contained in a plaque of U. Hence, ω ∈ Ω(N,U), as desired.
Proof of Part 3). Let A˜ = C({ti, A˜i} : p) be a cylinder set in Ω˜, and let A := π◦A˜
its images. Fix a time N ≥ tp. Arguing as in the proof of (A.4), we see that
A˜ ∩ Ω(N, U˜) =
⋃
j∈N
(
A˜ ∩
⋂
i∈N
C({s, F˜j} : s ∈ Si)
)
.
So every directed cylinder set is a countable union of increasing sets, each being a
countable intersection of decreasing cylinder sets. Next, arguing as in the proof of
(A.5), we see that
π ◦ (A˜ ∩ Ω(N, U˜)) = A ∩ Ω(N,U) =
⋃
j∈N
( ⋂
i∈N
π ◦ (A˜ ∩ C({s, F˜j} : s ∈ Si))
)
.
So every directed cylinder image is a countable union of increasing sets, each being
a countable intersection of decreasing cylinder images.
Proof of Part 4). We first deduce from (A.3) that
Ω˜ =
⋃
i∈N
Ω(N, U˜′i).
This implies that
A˜ =
⋃
i∈N
C({ti, A˜i} : p) ∩ Ω(N, U˜
′
i).
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Acting π on both sides, Part 4) follows.
Proof of Part 5). Recall that A is the σ-algebra generated by all cylinder images.
This, coupled with Part 4) implies that A is contained in the σ-algebra on Ω
generated by directed cylinder images (with respect to the flow tubes U˜′i). By Part
3) the inverse inclusion is also true. Hence, Part 5) follows. 
Remark A.30. Observe that the proof of Lemma A.29 is not valid any more if
we replace the set of times R+ by a discrete semi-group Nt0 for some t0 > 0. This
observation shows that in order to deal with the holonomy phenomenon, we have
to work with cylinders whose times vary in the whole R+.
The following result is very useful.
Lemma A.31. For each cylinder image A, its preimage π−1(A) may be repre-
sented as
⋃
i∈N Ai, where Ai is a directed cylinder set with respect to U˜
′
i.
Proof. Let A = π ◦ A˜, where A˜ = C({tj , A˜j} : p), and fix a time N ≥ tp =
max tj . For each 1 ≤ j ≤ p and each i ∈ N consider the Borel subset B˜
i
j of U
′
i given
by
B˜ij := (π
′
i)
−1(π′′i (A˜j ∩ U
′′
i )).
Since π′i := π|U˜′
i
: U˜′i → Ui and π
′′
i := π|U˜′′
i
: U˜′′i → Ui are two homeomorphisms
which maps plaques onto plaques one can show that
π ◦
(
C({tj , B˜
i
j} : p) ∩Ω(N,U
′
i)
)
= π ◦
(
C({tj , A˜j} : p) ∩ Ω(N,U
′′
i )
)
.
Since the right hand side is contained in A, it follows that⋃
i∈N
C({tj , B˜
i
j} : p) ∩ Ω(N,U
′
i) ⊂ π
−1(A).
Consequently, the proof will be complete if one can show that the above inclusion
is, in fact, an equality. To do this pick an arbitrary path ω˜′ ∈ π−1(A). So there
exists ω˜′′ ∈ A˜ such that (π ◦ ω˜′)(t) = (π ◦ ω˜′′)(t) for all t ∈ [0, N ]. So by (A.3), there
exists i ∈ N such that (ω˜′, ω˜′′) ∈ Ω(N, U˜′i) × Ω(N, U˜
′′
i ). Hence, ω˜
′′ ∈ C({tj , A˜j} :
p) ∩ Ω(N,U′′i ) and ω˜
′ ∈ C({tj , B˜
i
j} : p) ∩ Ω(N,U
′
i), as desired.

Now we arrive at the
End of the proof of Proposition A.26.
Proof of A˜ ⊂ A : Let A := C({Ai, ti} : p) be a cylinder set in Ω. For each
1 ≤ i ≤ p let A˜i := π
−1(Ai). Consider the cylinder set A˜ := C({A˜i, ti} : p) in Ω˜.
We can check that A = π ◦ A˜. So every cylinder set is also a cylinder image. Hence,
A˜ ⊂ A , as desired.
Proof of π−1(A ) ⊂ A (Ω˜) : Recall that A is the σ-algebra generated by all
cylinder images. Consequently, the family {π−1(A) : A ∈ A } is the σ-algebra
on Ω˜ generated by all sets of the form π−1(A) with A a cylinder image. On the
other hand, combining Lemma A.31 and Part 3) of Lemma A.29 it follows that
π−1(A) ∈ A (Ω˜) for each cylinder image A. Hence, π−1(A ) ⊂ A (Ω˜), as asserted.
Proof of A = π ◦ A (Ω˜) : Since we have shown in the previous paragraph that
π−1(A ) ⊂ A (Ω˜), it follows that A ⊂ π ◦A (Ω˜). Therefore, it remains to show the
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inverse inclusion π ◦A (Ω˜) ⊂ A . To this end consider the family
C˜ :=
{
A˜ ∈ A (Ω˜) : π−1(π ◦ A˜) = A˜ and π ◦ A˜ ∈ A
}
.
It is worthy noting that by the third • in Definition 8.25, for a set A˜ ∈ A (Ω˜),
the equality π−1(π ◦ A˜) = A˜ holds if and only if A˜ is invariant under deck-
transformations.
Let A˜ be a cylinder set in Ω˜. Then π ◦ A˜ ∈ A , and hence π−1(π ◦ A˜) ∈ A (Ω˜)
by using the inclusion π−1(A ) ⊂ A (Ω˜) that we have already proved. Moreover,
since π ◦ (π−1(π ◦ A˜)) = π−1(π ◦ A˜), we infer that π−1(π ◦ A˜) ∈ C˜ . Let D˜ be the
algebra of all finite unions of cylinder sets in Ω˜.We deduce easily from the previous
discussion that π−1(π ◦ A˜) ∈ C˜ for each A˜ ∈ D˜ .
Next, if (A˜n)
∞
n=1 ⊂ C˜ such that A˜n ⊂ A˜n+1 for all n, then π ◦ (∪
∞
n=1A˜n) =
∪∞n=1π ◦ A˜n ∈ A and π
−1
(
π ◦ (∪∞n=1A˜n)
)
= ∪∞n=1A˜n. Hence, ∪
∞
n=1A˜n ∈ C˜ .
Analogously, if (A˜n)
∞
n=1 ⊂ C˜ such that A˜n+1 ⊂ A˜n for all n, then π◦(∩
∞
n=1A˜n) =
∩∞n=1π ◦ A˜n ∈ A since each A˜n is invariant under deck-transformations. Conse-
quently, we can show that ∩∞n=1A˜n ∈ C˜ . Therefore, applying Proposition A.13
yields that π ◦ E˜ ⊂ A , where E˜ is the σ-algebra generated by all the sets of the
form π−1(π ◦ A˜), with A˜ a cylinder set. Using the transfinite induction and the
identity π ◦ (π−1(π ◦ A˜)) = π ◦ A˜, it is not difficult to show that π ◦ E˜ = π ◦A (Ω˜).
Hence, π ◦A (Ω˜) ⊂ A , as desired. 
End of the proof of Proposition 4.4. The proof is divided into three steps. In
the first two steps we show that the measurability of local expressions implies the
measurable law. The last step is devoted to the proof of the inverse implication.
By Definition 3.11 assume without loss of generality that t0 = 1.
To start with the first implication it is sufficient to show that the map A(·, t) :
Ω × Rd → Rd given by (ω, u) 7→ A(ω, t)u is measurable for every fixed t ∈ G.
Without loss of generality we may assume that t = 1. Working with the covering
lamination (X˜, L˜ ) and transferring the results back to (X,L ) via the projection
π, we may also assume that X = X˜, that is, all leaves are simply connected. This
implies that A = A˜ . Moreover, we will make full use of the consequence of the
homotopy law in Definition 3.2 that A(ω, t) depends only on ω(0) and ω(t) for each
t > 0. Let O ⊂ Rd be a Borel set.
Step 1: Given a flow box Φ : U→ B× T, the set
SU,O :=
{
(ω, u) ∈ Ω× Rd : ω(0) and ω(1) live in a common plaque of U and
A(ω, 1)u ∈ O}
is measurable. To do this let α be the local expression of A on this flow box.
By hypothesis, α is measurable. Consequently, {(x, y, t, u) ∈ B × B × T × Rd :
α(x, y, t)u ∈ O} is a measurable set. Hence, the set
P := {(Φ−1(x, t),Φ−1(y, t), u) : (x, y, t, u) ∈ B× B× T× Rd : α(x, y, t)u ∈ O}
is also measurable in X ×X × Rd.
By the construction of the σ-algebra A , we see that, for any set Q belonging
to the product of Borel σ-algebras B(X)×B(X)×B(Rd), the generalized cylinder
C(0, 1;Q) :=
{
(ω, u) ∈ Ω× Rd : (ω(0), ω(1), u) ∈ Q
}
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belongs to the product of σ-algebras A ×B(Rd). Thus, C(0, 1;Q) is measurable.
This, combined with the equality SU,O = C(0, 1;P ) implies that SU,O is also mea-
surable as desired.
Step 2: Measurability of local expressions implies measurable law.
Next, we consider a given flow tube U and define SU,O as in the case of a flow
box. Observe that each flow tube may be covered by a finite number of flow boxes
and that A(ω, 1) depends only on ω(0) and ω(1), Consequently, the argument used
in Step 1 still works in the context of flow tubes using the local expression of A
on different finite flow boxes that covers U and making the obviously necessary
changes. So we can also prove that SU,O is measurable for each flow tube U.
On the other hand, by Part 2) of Theorem A.20, there exists a countable family
of flow tubes (Ui)i∈N such that Ω =
⋃
i∈N Ω(1,Ui). Therefore,{
(ω, u) ∈ Ω× Rd : A(ω, 1)u ∈ O
}
=
⋃
i∈N
SUi,O
is also measurable. Since this is true for each Borel set O, Step 2 is complete.
Step 3: Measurable law implies measurability of local expressions. Let O ⊂ Rd be
a Borel set and U a flow box. Since A(ω, 1) depends only on ω(0) and ω(1), we
only need to show that the set{
(x, y, u) ∈ U2 × Rd : x and y live in a common plaque of U and
there is ω ∈ Ω with ω(0) = x and ω(1) = y and A(ω, 1)u ∈ O}
is measurable. This is reduced, in turn, to showing that the set SU,O is measurable.
Write the last set as
SU,O = Ω(1,U) ∩
{
(ω, u) ∈ Ω× Rd : A(ω, 1)u ∈ O
}
.
The first set on the right hand side is measurable by Part 2) of Lemma A.29,
whereas the second one is measurable by the measurable law applied to the cocycle
A. This completes the proof. 
A.8. The cylinder laminations are Riemannian continuous-like
Let (X,L , g) be a Riemannian lamination satisfying the Standing Hypotheses
and set Ω := Ω(X,L ) as usual. Let A : Ω× N → GL(d,R) be a (multiplicative)
cocycle. Let k be an integer with 1 ≤ k ≤ d.
Following Definition 7.17 and Remark 7.18, let (Xk,A,Lk,A) be the cylinder
lamination of rank k of the cocycle A. Note that Xk,A = X × Grk(R
d) which is
independent of A. Let Ωk,A := Ω(Xk,A,Lk,A). Clearly, when k = d we have that
(X,L ) ≡ (Xd,A,Ld,A). The leaves of (Xk,A,Lk,A) are equipped with the metric
pr∗1g, where pr1 : X ×Grk(R
d)→ X is the canonical projection on the first factor.
Hence, (Xk,A,Lk,A, pr
∗
1g) is a Riemannian measurable lamination.
Let (X˜, L˜ ) be the covering lamination of (X,L ) together with the correspond-
ing covering lamination projection
π : (X˜, L˜ , π∗g)→ (X,L , g).
Set Ω˜ := Ω(X˜, L˜ ) as usual. Following (7.24) we construct a cocycle A˜ on (X˜, L˜ )
given by the formula:
A˜(ω˜, t) := A(π ◦ ω˜, t), t ∈ R+, ω˜ ∈ Ω˜.
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Consider the cylinder lamination of rank k (X˜k,A˜, L˜k,A˜) of the cocycle A˜. The leaves
of (Xk,A,Lk,A) are equipped with the metric p˜r
∗
1(π
∗g), where p˜r1 : X˜×Grk(R
d)→
X˜ is the canonical projection on the first factor. Hence, (X˜k,A˜, L˜k,A˜, p˜r
∗
1(π
∗g)) is
a Riemannian measurable lamination. Consider the canonical projection
Π : X˜k,A˜ = X˜ ×Grk(R
d)→ X ×Grk(R
d) = Xk,A,
given by
Π(x˜, U) := (π(x˜), U), (x˜, U) ∈ X˜k,A˜.
It is immediate to see that this is a covering measurable lamination in the sense of
Section 2.2. Moreover, we have the diagram:
(A.6) Π :
(
X˜k,A˜, L˜k,A˜, p˜r
∗
1(π
∗g)
)
→
(
Xk,A,Lk,A, pr
∗
1g
)
,
that is, Π∗(pr∗1g) = p˜r
∗
1(π
∗g). The purpose of this section is to the following result.
Theorem A.32. Under the above hypotheses and notation, (Xk,A,Lk,A, pr
∗
1g)
is a Riemannian continuous-like lamination, and its covering measurable lamination
is (X˜k,A˜, L˜k,A˜), and its covering lamination projection is given by (A.6).
Proof. The materials developed in Appendix A.4, A.5, A.6 and A.7 for Rie-
mannian (continuous) laminations are still valid in the present context of cylin-
der laminations making the following relevant modifications. The notions on the
left-hand side of the following dictionary correspond to the cylinder lamination(
Xk,A,Lk,A, pr
∗
1g
)
:
flow box = flow box of (X,L ) × Grk(R
d),
small flow box = small flow box of (X,L ) × Grk(R
d),
transversal of a flow box = transversal of a flow box of (X,L ) × Grk(R
d),
transversal of a small flow box = transversal of a small flow box of (X,L ) × Grk(R
d),
flow tube = flow tube of (X,L ) × Grk(R
d),
transversal of a flow tube = transversal of a flow tube of (X,L ) × Grk(R
d).
Analogously, we define the notion of a chain (resp. a good chain) of small flow
boxes and the notion of the flow tube associated to such a good chain.
Similarly as in Step 4 in the proof of Theorem A.20, we define the set of all
homotopies of a flow tube V × Grk(R
d) of the cylinder lamination as follows. By
the above rule of modifications, V is a flow tube of the Riemannian lamination
(X,L , g). Define H (V × Grk(R
d)) to be simply the set H (V) of all homotopies
α : V× [0, 1]→ X (see Section 2.2). Clearly, H (V×Grk(R
d)) is at most countable.
We leave it to the interested reader to fill in the details of the proof. 
A.9. The extended sample-path space is of full outer measure
Recall that (X,L , g) is a Riemannian measurable lamination satisfying Hy-
pothesis (H1). The main purpose of this section is to prove Theorem 8.11, that is,
Ω̂ := Ω̂(X,L ) is of full outer measure. In fact, we will adapt the proof of the cor-
responding result for the sample-path space Ω := Ω(X,L ) (see Theorem C.2.13 in
[5]). Prior to the proof, we need to introduce some more notation and terminology.
Recall from Subsection 8.1.3 that Ŝ (resp. Ĉ ) is the algebra (resp. the σ-algebra)
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generated by all cylinder sets with real time, and that for each n ∈ N, Ĉ−n is the
σ-algebra generated by all cylinder sets with time ≥ −n.
Let T := T 1 be the shift-transformation of unit-time defined in (8.11).
Lemma A.33. If A ∈ Ĉ, then there is a countable subset Q ⊂ R with the
property that, whenever ω ∈ XR agrees with some η ∈ A on the set Q, then ω ∈ A.
Remark A.34. The lemma is a generalization of Corollary C.2.3 in [5] to the
context of extended sample-path spaces.
Proof. Let D be the family of all elements A ∈ Ĉ having the property de-
scribed in the lemma. So we need to show that D = Ĉ.
It can be easily checked that an element which can be represented as a finite
union of cylinder sets belongs to D . On the other hand, we can show, by a similar
argument as in the proof of Proposition 2.12, that the algebra Ŝ consists of all
finite unions of cylinder sets. Hence, Ŝ ⊂ Ĉ.
Next, we can check that
• if (An)
∞
n=1 ⊂ D such that An ⊂ An+1 for all n, then ∪
∞
n=1An ∈ D ;
• if (An)
∞
n=1 ⊂ D such that An+1 ⊂ An for all n, then ∩
∞
n=1An ∈ D .
Consequently, applying Proposition A.13 the lemma follows. 
Define the function distance dist : X × X → [0,∞] as follows. If two points
x, y ∈ X are in a common leaf, then set dist(x, y) to be the distance between these
points with respect to the metric on this leaf induced by g. Otherwise, we set simply
dist(x, y) :=∞.
Lemma A.35. Let F be a countable subset of an interval [a, b] and let B be the
set
B :=
⋃
s,t∈F : |s−t|<δ
{ω ∈ X [0,∞) : dist(ω(s), ω(t)) ≥ ǫ}.
Then for every x ∈ X,
Wx(B) ≤ 2(b− a)
H(ǫ, 2δ)
δ
.
Here H : (0,∞)× (0,∞)→ [0,∞) is a function that satisfies the growth condition
lim
t→0
H(ǫ, t)/t = 0.
Proof. See Corollary C.4.1, Lemma C.4.2 and Lemma C.4.3 in [5]. 
Remark A.36. An interesting point of Lemma A.35 is that the upper bound
for Wx(B) does not depend on the set Q ⊂ [a, b] provided that it is at most
countable. Moreover, the estimate depends only on ǫ, δ and b−a. The function H is
determined in terms of the geometry of the leaves of the lamination. Consequently,
since {s+ n : s ∈ F} ⊂ [a+ n, b+ n], we infer from Lemma A.35 that
Wx(T
nB) ≤ 2(b− a)
H(ǫ, 2δ)
δ
, n ∈ N.
End of the proof of Theorem 8.11. Suppose in order to reach a contradiction
that there exists a set A ∈ Ĉ that is disjoint from Ω̂ and with Ŵ ∗x0(A) > 0 for some
point x0 ∈ X. By Lemma A.33, there is a countable subset Q ⊂ R such that, if
ω ∈ XR and there exists ω′ ∈ A for which ω(t) = ω′(t) for all t ∈ Q, then ω ∈ A.
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Let Qp := Q ∩ [−p, p], p ∈ N \ {0}. For each p, q, r ∈ N \ {0}, let
B(p, q, r) :=
⋃
s,t∈Qp: |t−s|<1/r
{ω ∈ XR : dist(ω(s), ω(t)) ≥ 1/q}.
Consider the sets
Bm :=
m⋃
p=1
∞⋃
q=1
∞⋂
r=1
B(p, q, r) and B :=
∞⋃
m=1
Bm.
Observe that B(p, q, r) ∈ Ĉ−p and that B(p, q, r) decreases as r→∞. So Bm ∈ Ĉ−m
and B ∈ Ĉ. Moreover, by Lemma A.35 and Remark A.36, we infer that, given any
ǫ > 0 and any p, q ∈ N \ {0}, there is r(ǫ, p, q) such that
Wx(T
nB(p, q, r)) < ǫ/2p+q, n ≥ p, r ≥ r(ǫ, p, q), x ∈ X.
This implies that, for every n ≥ m,
Wx(T
nBm) ≤
m∑
p=1
∞∑
q=1
Wx
(
T nB(p, q, r(ǫ, p, q))
)
<
m∑
p=1
∞∑
q=1
ǫ/2p+q < ǫ.
Since ǫ > 0 is arbitrary, we have shown that Wx(T
nBm) = 0 for all n ≥ m and
x ∈ X. Hence, by formulas (8.9)-(8.10),
Ŵ ∗x0(Bm) = limn→∞
D1
(
Dn(W•(T
nBm))
)
(x0) = 0,
which implies, in turn, that
Ŵ ∗x0(B) = limm→∞
Ŵ ∗x0(Bm) = 0.
Let C := XR \ B. Then Ω̂ ⊂ C because elements of C have the property of being
uniformly continuous when restricted to each Qp. On the other hand, the intersec-
tion A∩C is not empty because Ŵ ∗x0(C) = 1− Ŵ
∗
x0(B) = 1 and by our assumption
Ŵ ∗x0(A) > 0. If ω ∈ A ∩ C, then ω is uniformly continuous when restricted to each
interval Qn, so there is ω
′ ∈ Ω̂ which agrees with ω on Q. By the property of Q, this
implies that ω′ also belongs to A, contradicting the assumption that A ∩ Ω̂ = ∅.
This completes the proof. 

APPENDIX B
Harmonic measure theory and ergodic theory for
sample-path spaces
B.1. Fibered laminations
The purpose of this section is to complete the proofs of Lemma 7.20, Proposition
7.23 and Proposition 7.24 which have been stated and partially proved in Section
7.3 above. This section is divided into two parts. The first one discuss the relation
between the saturations of sets and harmonic probability measures. Here we realize
the important difference of harmonic measures in comparison with weakly harmonic
ones. Moreover, the geometric and topological aspects of a (continuous) lamination
come into play in our study. The second part is devoted to the proofs of the above
mentioned results.
B.1.1. Harmonic measures and geometry of continuous laminations.
To start with the first part, let (X,L , g) be a Riemannian lamination satisfying the
Standing Hypotheses. Let U be a flow tube with transversal T. For a set Y ⊂ U,
• the projection of Y onto T, denoted by TY , is given by
TY := {t ∈ T : Ut ∩ Y 6= ∅},
where Ut is the plaque passing through t ∈ T;
• the plaque-saturation of Y in U, denoted by SaturU(Y ), is given by
SaturU(Y ) :=
⋃
t∈T: Ut∩Y 6=∅
Ut;
• Y is said to be plaque-saturated if Y = SaturU(Y ).
Fix a (at most) countable cover of X by flow tubes Ui with transversal Ti
indexed by the (at most countable) set I. For each i ∈ I set Ii := {j ∈ I :
Uj ∩ Ui 6= ∅}. For a single set Y ⊂ X, or more generally for an array of sets
(Yi)i∈I with Yi ⊂ Ui for each i ∈ I, we define an increasing sequence (Yip)
∞
p=0 of
plaque-saturated sets in Ui as follows:
• If we are in the case of a single set Y then we set Yi := Y ∩Ui for each i ∈ I.
• For each i ∈ I, set
(B.1) Yip :=
{
SaturUi
(
Ui ∩ ∪j∈IiYj,p−1
)
, p ≥ 1;
SaturUi(Yi), p = 0.
The following result allows us to compute the saturation of such a set Y (resp. the
saturation of the union Y :=
⋃
i∈I Yi) using the above approximating sequence.
Proposition B.1. 1) Under the above hypotheses and notation, then for each
i ∈ I, Yip ր Satur(Y ) ∩ Ui as pր∞.
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2) If, moreover, (Ti)Yi is a Borel set for each i ∈ I, then Satur(Y ) is also a Borel
set.
Proof. We leave the proof Part 1) to the interested reader since it is not
difficult.
Now we turn to Part 2). By the hypothesis, Yi0 is a Borel set for each i ∈ I.
This, combined with (B.1), implies that each Yip is a Borel set. This, coupled with
Part 1) implies that Satur(Y ) ∩ Ui is a Borel set, as asserted. 
In what follows, µ is a harmonic measure on (X,L , g). The following elemen-
tary result is needed (see Exercise 2.4.16 in [5]).
Lemma B.2. Let Φ : U → B × T and Φ′ : U′ → B′ × T′ be two (small)
flow boxes with transversal T and T′ respectively. Let λ (resp. λ′) be the measure
defined on T (resp. on T′) which is given by the local decomposition of a harmonic
measure µ on U (resp. U′) thanks to Proposition 2.10. Assume that the change of
coordinates Φ ◦ Φ′ is of the form
(x, t) 7→ (x′, t′), x′ = Ψ(x, t), t′ = Λ(t)
Then the measure Λ∗λ′ is absolutely continuous with respect to λ on Dom (Λ).
Let T be a transversal of a flow tube U of (X,L ). Fix a partition of unity
subordinate to a finite covering of U by small flow boxes. We applying Lemma B.2
while traveling different small flow boxes. Consequently, we obtain the following
version of Proposition 2.10 in the context of flow tubes.
Proposition B.3. Under the above hypotheses and notation, there exists a
finite positive Borel measure λ on T such that for λ-almost every t ∈ T there is a
harmonic function ht > 0 defined on the plaque Ut with the following two properties:
• for every compact set K ⊂ U,∫
T
(∫
Ut
1K(y)ht(y)dVolt(y)
)
dλ(t) <∞;
• for every Borel set Y ⊂ U,
µ(Y ) =
∫
Y
dµ =
∫
T
( ∫
Ut
1Y (y)ht(y)dVolt(y)
)
dλ(t),
where Volt(y) denotes the volume form induced by the metric tensor g on
the plaque Ut.
In the sequel let λi be the measure on the transversal Ti when we apply Propo-
sition B.3 to µ|Ui . The relation between µ and the measure λ associated to µ on a
transversal in a flow tube is described in the following result.
Proposition B.4. Let Y ⊂ X be a set.
1) Assume that Y is a Borel set and that Y is contained in a flow tube U with
transversal T. Then TY is λ-measurable, where λ is the measure on T given by
Proposition B.3.
2) If λi((Ti)Y ∩Ui) = 0 for every i ∈ I then µ(Y ) = 0. Conversely, if Y is a Borel set
such that µ(Y ) = 0 and that Vola(La ∩ Y ) > 0 for every a ∈ Y, then λ(TY ∩U) = 0
for every flow tube U with transversal T. Here Vola denotes the volume form on La
induced by the metric tensor g|La and λ is given by Proposition B.3.
3) If Y is a Borel set such that µ(Y ) = 0 and that VolLa(La ∩ Y ) > 0 for every
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a ∈ Y, then µ(Satur(Y )) = 0.
4) If Y is a Borel set, Then there exist a leafwise saturated Borel set Z and a
leafwise saturated set E with µ(E) = 0 such that Satur(Y ) = Z ∪E and that TZ is
a Borel set for any transversal T of each flow box U.
5) If Y is a leafwise saturated set of full µ-measure, then there exists a leafwise
saturated Borel subset Z ⊂ Y such that µ(Y \Z) = 0 and that TZ is a Borel set for
any transversal T of each flow box U.
Proof. To prove Part 1) we assume first that U is a flow box. So we can write
U ≃ B × T, where B is a domain in Rn. Applying Theorem A.4 to Y yields that
TY is λ-measurable. When U is a general flow tube, we use a finite covering of U
by small flow boxes by applying Lemma B.2. Part 1) follows.
The first assertion of Part 2) holds by applying Proposition B.3 to each flow
tube Ui. Note that Y need not to be a Borel set.
To prove the second assertion of Part 2), suppose in order to get a contradiction
that λi((Ti)Y ∩Ui) 6= 0 for some i. Since we know by Part 1) that (Ti)Y ∩Ui is λi-
measurable, it follows that λi((Ti)Y ∩Ui) > 0. Next, we apply Proposition B.1 to the
saturation of (Ti)Y ∩Ui . Putting this together with the assumption that Vola(La ∩
Y ) > 0 for every a ∈ Y, and applying Lemma B.2 and using a partition of unity, we
may find a flow tube U with transversal T and a Borel set Z ⊂ U ∩ Y and a Borel
set S ⊂ T ∩ Satur((Ti)Y ∩Ui) such that
• λ(S) > 0, where λ is the measure on T given by Proposition B.3;
• Volt(Ut ∩ Z) > 0 for each t ∈ S.
Inserting these into the equality in Proposition B.3, we get that µ(Z) > 0.
Hence, µ(Y ) > 0, which is a contradiction. The second assertion of Part 2) is thus
complete.
Now we turn to Part 3). Since Satur(Y ) = ∪i∈ISatur((Ti)Y ∩Ui)), we only
need to show that µ(Satur((Ti)Y ∩Ui)) = 0 for each i ∈ I. Fix such an i0 ∈ I. By
the second assertion of Part 2), we get that λi0((Ti0 )Y ∩Ui0 ) = 0. Consequently,
applying Proposition B.3 to Ui0 , we can show that µ(Z) = 0, as desired.
Next, we prove Part 4). Since Satur(Y ) = ∪i∈ISatur(Y ∩ Ui), we may assume
without loss of generality that Y is contained in a flow tube U with transversal
T. By Part 1), TY is λ-measurable. So we can write TY = S ⊔ E, where S ⊂ T
is a Borel set and F ⊂ T with λ(F ) = 0. Here λ is the measure on T given by
Proposition B.3. Let Z := Satur(S) and E := Satur(F ). Since S is a Borel set we
know by Proposition B.1 that so is Z. Moreover, by the first assertion of Part 2),
µ(E) = 0. This finishes Part 4).
To prove Part 5), consider a flow tube U with transversal T. Since Y is of full µ-
measure, there is a Borel subset Y ′ ⊂ Y such that µ(Y \Y ′) = 0. By Part 1), TY ′∩U
is λ-measurable, where λ is the measure on T given by Proposition B.3. Let T′ be
a Borel set such that T′ ⊂ TY ′∩U and that λ(TY ′∩U \ T
′) = 0. Let Z := Satur(T′).
So
µ((Y \ Z) ∩ U) = µ((Y ′ \ Z) ∩ U) = 0,
where the last equality follows from Part 2).
For each flow box Ui in a fixed (at most) countable cover of X by flow boxes
indexed by I, we constructs such a leafwise saturated set Zi. Now it suffices to
choose Z := ∪i∈IZi. 
148 B. HARMONIC MEASURE THEORY AND ERGODIC THEORY
B.1.2. Fibered laminations. In the second part of the section, let (X,L , g)
be a Riemannian continuous-like lamination together with the corresponding cover-
ing lamination projection π : (X˜, L˜ )→ (X,L ). Let Σ be a Hausdorff topological
space Σ, and ι : Σ→ X˜ a measurable projection such that for every y ∈ Σ, there
exists a set Σy ⊂ Σ satisfying Definition 7.5 (i)–(ii). Set τ := π ◦ ι : Σ→ X.
Next, we generalize Definition A.18 to the present context.
Definition B.5. A set UΣ ⊂ Σ is said to be a flow tube if there is a good
flow tube U˜ in (X˜, L˜ ) such that UΣ = ι
−1(U˜). In this case UΣ is often said to be
associated to the good flow tube U˜.
So the image U := π(U˜) is also a flow tube in (X,L ), and the restriction of
the projection π|
U˜
: U˜→ U is a homeomorphism which map plaques onto plaques.
Let T be a transversal of the flow tube U. For each x ∈ T, let x˜ := (π|
U˜
)−1(x) ∈
U˜. For such a point x˜ and for each y ∈ ι−1(x˜) ⊂ UΣ, the set UΣ,y := Σy∩ι
−1(U˜x˜) is
said to be the plaque passing through y of UΣ, where U˜x is the plaque of U˜ passing
through x˜ given by Definition A.18.
A set VΣ ⊂ UΣ is said to be plaque-saturated if for every y ∈ VΣ, the plaque
passing through y of UΣ is also contained in VΣ.
The sample-path space of a flow tube UΣ up to time N ≥ 0 is, by definition,
the subspace of Ω(Σ) consisting of all ω ∈ Ω(Σ) such that ω[0, N ] is fully contained
in a single plaque UΣ,y for some y ∈ τ
−1(x) and x ∈ T. This space is denoted by
Ω(N,UΣ).
Next, we generalize the notion of directed cylinder sets and directed cylinder
images in Definition A.28 to the present context.
Definition B.6. Let UΣ be a flow tube of a Σ associated to a good flow tube
U˜ (see Definition B.5) and N > 0 a given time.
A directed cylinder set A with respect to (N,UΣ) is the intersection of a cylinder
set C
(
{tj , Aj} : m) in Ω(Σ) and the sample-path space Ω(N,UΣ) satisfying the time
requirement N ≥ tm = max tj .
A set B ⊂ Ω := Ω(X,L ) is said to be a directed cylinder image (with respect
to (N,UΣ)) if B = τ ◦ A for some directed cylinder set A ⊂ Ω(Σ) (with respect to
(N,UΣ)).
Prior to the proofs of Part 3) and Part 4) of Lemma 7.20 and the proof of Part
2) of Proposition 7.23 and the proof of Proposition 7.24, we develop some common
facts. For the sake of simplicity, in what follow we write d (resp. Σ) instead of dm
(resp. Σk) which has appeared in the proof of Step 2 of Theorem 7.3 in Section
7.3. Let Σ := Satur(Σ) in (X˜k,A˜, L˜k,A˜). So Σ plays the role of Σk in Section 7.3.
Recall that X˜k,A˜ = X˜ ×Grk(R
d). Recall also the canonical projections
ι : X˜ ×Grk(R
d)→ X˜ and π : X˜ → X.
Combining Part 1) of Lemma 7.20 and the formula for Σ given in (7.23), we get
that Σ = ∪∞l=1Σl, where (Σl)
∞
l=1 is the increasing sequence of subsets of X˜×Grk(R
d)
given by:
(B.2) Σl := {(x˜, U) ∈ (X˜ \ π−1(Nk+1))×Grk(R
d) : Mk(π(x˜), U) > 1/l}.
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By Part 1) of Lemma 7.20, Σl is a Borel set. On the other hand, by Lemma 7.22,
we get that
(B.3) #{U : (x˜, U) ∈ Σl} < l, x˜ ∈ X˜ \ π−1(Nk+1).
Set
Σ
′l := (π ◦ ι)(Σl) for each l ∈ N \ {0} and Σ′ := (π ◦ ι)(Σ).
Let (Ui)i∈N be an atlas of X consisting a countable family of flow boxes. For each
i ∈ N, let Ti be a transversal of Ui, let πUi be the projection from Ui onto Ti,
and let λi be the positive finite Borel measure on Ti given by applying Proposition
B.3 to the restriction of µ on Ui. Recall from formula (B.1) that for a set Y ⊂
X, or more generally, for an array of sets (Yi)i∈N with Yi ⊂ Ui, we define an
increasing sequence (Yip)
∞
p=0 of plaque-saturated sets in Ui. Therefore, we may apply
Proposition B.1 to each Σ
′l the construction of a sequence of plaque-saturated sets
(Σ
′l
ip)
∞
i,p=0. Consequently, we have that
(B.4) Satur(Σ
′l)ր Satur(Σ′) = (π ◦ ι)(Σ) and Σ
′l
ip ր Ui ∩ Satur(Σ
′l)
as l (resp. p) tends to ∞. Moreover,
(B.5) Nk =
∞⋃
l=1
Σ
′l.
Now we arrive at the
End of the proof of Part 3) of Lemma 7.20. Applying Theorem A.4 to each
Borel set Σl ⊂ X˜ ×Grk(R
d), we infer that the set Σ
′l
i := πUi(Σ
′l ∩ Ui) ⊂ Ti is λi-
measurable. So we may choose a Borel subset Eli ⊂ Ti such that Σ
′l
i ⊂ E
l
i and that
λi(E
l
i \ Σ
′l
i ) = 0 for all i ∈ N. Next, we apply Proposition B.1 to the array (E
l
i)
∞
i=0
(resp. (Σ
′l
i )
∞
i=0) and using (B.4). Consequently, we obtain a leafwise saturated
Borel set El (resp. the set Satur(
⋃∞
i=0 Σ
′l
i )). Note that the latter set is equal to
Satur(Σ
′l). So Satur(Σ
′l) ⊂ El. By the first assertion in Part 2) of Proposition B.4,
we get that µ(El \ Satur(Σ
′l)) = 0.
Finally, we choose the Borel set E :=
⋃∞
l=1 E
l. The previous paragraph shows
that E is a leafwise saturated Borel set which contains
⋃∞
l=1 Satur(Σ
′l) and that
µ
(
E \
∞⋃
l=1
Satur(Σ
′l)
)
= 0.
This, combined with (B.5), gives the desired property of E. 
End of the proof of Part 4) of Lemma 7.20. We only need to prove the
nontrivial implication µ(Nk) = 0⇒ µ(Satur(Nk)) = 0. We argue as in the proof of
Part 3) of the lemma. The main change is that we choose a Borel subset Eli ⊂ Ti
such that Eli ⊂ Σ
′l
i and that λi(Σ
′l
i \ E
l
i) = 0 for all i ∈ N. Let F
l
i be the Borel
subset of Ui defined by
F li := (Σ
′l ∩ Ui) ∩ SaturUi(E
l
i).
So F li ⊂ Σ
′l and Satur(F li ) = Satur(E
l
i). Let F :=
⋃∞
l=1
⋃∞
i=0 F
l
i . So the Borel set
F is contained in Nk by (B.5) and Satur(F ) =
⋃∞
l=1 Satur(E
l) = E. In summary,
we have obtained a Borel set F and a leafwise saturated Borel set E such that
F ⊂ Nk and that E = Satur(F ) ⊂ Satur(Nk) and that µ(Satur(Nk) \ E) = 0
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and that VolLa(La ∩ E) > 0 for every a ∈ F. By Part 3) of Proposition B.4,
µ(Satur(F )) = 0. Hence, µ(E) = 0 and µ(Satur(Nk)) = 0. 
End of the proof of Part 2) of Proposition 7.23. Let (U˜i)i∈N be an atlas of
X˜ which consists of a countable family of flow boxes. For each i ∈ N, let T˜i be a
transversal of U˜i.We may assume that the image Ui := π(U˜i) is also a flow box and
the restriction of the projection π|
U˜i
: U˜i → Ui is a homeomorphism which maps
each plaque of U˜i onto a plaque of Ui. Let πU˜i be the projection from U˜i onto T˜i,
and let λ˜i be the positive finite Borel measure on T˜i given by applying Proposition
B.3 to the restriction of π∗µ on U˜i.
For each i ∈ N, consider U˜i ×Grk(R
d) as a flow box of the cylinder lamination
(X˜k,A, L˜k,A) and T˜i × Grk(R
d) as its transversal (see Definition 7.17). For each
l ∈ N \ {0}, let Σli be the image of Σ
l ∩ U˜i×Grk(R
d) under the projection from the
flow box U˜i ×Grk(R
d) onto its transversal T˜i ×Grk(R
d). Moreover, let
(B.6) G˜li := ι(Σ
l
i) ⊂ T˜i.
Since Σl is a Borel set, applying Theorem A.5 yields a Borel set F˜ li ⊂ T˜i such that
F˜ li ⊂ G˜
l
i and that
(B.7) λ˜j(G˜
l
i \ F˜
l
i ) = 0 and Σ
l
i ∩
(
F˜ li ×Grk(R
d)
)
∈ B(T˜i)λ˜i ⊗B(Grk(R
d)).
Here B(T˜i)λ˜i denotes, as usual, the λ˜i-completion of B(T˜i). The following lemma
is needed.
Lemma B.7. There is a Borel measurable function c : T˜i → (0,∞) such that
for all x˜, y˜ ∈ U˜i,t˜ and z˜ ∈ L˜t˜, we have that
p(x˜, z˜, 1) ≤ c(t˜) · p(y˜, z˜, 1).
Here U˜i,t˜ is the plaque of the flow box U˜i passing through t˜ ∈ T˜i, and L˜t˜ is the leaf
of (X˜, L˜ ) passing through t˜, and p(·, ·, ·) is, as usual, the heat kernel on L˜t˜.
Proof. First, fix a point t˜ ∈ T˜i. Applying Harnack’s inequality for non-
negative solutions of the heat equation (see, for example, Grigor’yan’s survey [22])
to the function p(·, z˜, t) on a bounded smooth domain Dt˜ in L˜t˜ such that U˜i,t˜ ⋐ Dt˜,
the desired estimate follows for some constant c(t˜) > 0. In fact, we may identify Dt˜
with a smooth bounded domain in Rn0 , where n0 is the dimension of the lamina-
tion (X,L ). The optimal quantity c(t˜) depends on the geometry of the manifold
(Dt˜, π
∗g|Dt˜). Since (X,L , g) satisfies Hypothesis (H1), we deduce that π
∗g|Dt˜ de-
pends Borel measurably on t˜ ∈ T˜i, and hence c(t˜) depends Borel measurably on
t˜ ∈ T˜i. 
For each j ∈ N \ {0}, consider the following Borel subset of F˜ li :
F˜ lij :=
{
t˜ ∈ F˜ li : c(t˜) ≤ j
}
,
where c : T˜i → (0,∞) is the Borel measurable function given by Lemma B.7.
Clearly,
(B.8) F˜ lij ր F˜
l
i as j →∞.
The following lemma will be proved later on.
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Lemma B.8. For every t˜ ∈ F˜ lij , the set(
{t˜} ×Grk(R
d)
)
∩Σli
is nonempty and of cardinal ≤ jl.
Consider the set is (
F˜ lij ×Grk(R
d)
)
∩Σli.
By Lemma B.8, this is clearly the graph of a multifunction from F˜ lij to nonempty
finite subsets of cardinal ≤ jl of Grk(R
d). Moreover, recall from (B.7) that
(
F˜ li ×
Grk(R
d)
)
∩Σli is in B(T˜i)λ˜i ⊗B(Grk(R
d)). Consequently, the above multifunction
is measurable with respect to B(T˜i)λ˜i . Applying Theorem A.6, we may find a Borel
set E˜lij ⊂ T˜i and κ(l, i, j) (≤ jl) Borel measurable selections s
l
ijp : E˜
l
ijp → Grk(R
d)
with 1 ≤ p ≤ κ(l, i, j) satisfying the following properties:
(i) E˜lijp is a Borel set in T˜i;
(ii) E˜lij ⊂ F˜
l
ij and λ˜i(F˜
l
ij \ E˜
l
ij) = 0, where E˜
l
ij :=
⋃κ(l,i,j)
p=1 E˜
l
ijp;
(iii)’ ι−1(x˜) ∩ Σli = {(x˜, s
l
ijp(x˜)) : 1 ≤ p ≤ κ(l, i, j)} for all x˜ ∈ E˜
l
ij , with the
convention that (x˜, slijp(x˜)) = ∅ if x˜ 6∈ E˜
l
ijp.
Consider the Borel measurable one-to-one map s˜lijp : E˜
l
ijp → X˜ ×Grk(R
d) associ-
ated to each selections slijp :
s˜lijp(x˜) := (x˜, s
l
ijp(x˜)), x˜ ∈ E˜
l
ijp.
So item (iii)’ may be rewritten as
(iii) ι−1(x˜) ∩ Σli = {s˜
l
ijp(x˜) : 1 ≤ p ≤ κ(l, i, j)} for all x˜ ∈ E˜
l
ij , with the
convention that s˜lijp(x˜) = ∅ if x˜ 6∈ E˜
l
ijp. In particular, s˜
l
ijp is a local
section of ι.
Using Lusin’s theorem [15] and by removing from each E˜lijp a λ˜i-negligible set,
we may write E˜lijp as a countable union of increasing compact subsets of T˜i such
that the restriction of s˜lijp on each such compact set is continuous. Hence, we have
shown the validity of items (i)–(iii) above as well as the following additional item:
(iv) both E˜lijp and s˜
l
ijp(E˜
l
ijp) are Borel sets, and the surjective map s˜
l
ijp :
E˜lijp → s˜
l
ijp(E˜
l
ijp) is Borel bi-measurable.
Consider the following subset of Σ = Satur(Σ) :
Σ
∗
:=
∞⋃
l=1
∞⋃
i=0
∞⋃
j=1
Satur
(
ι−1(E˜lij) ∩ Σ
l
i
)
.
In fact, putting (B.6), (B.7), (B.8) and the items (i)–(iii) above together, and
applying the first assertion of Part 2) of Proposition B.4, we infer that Σ
∗
⊂ Σ is
a leafwise saturated Borel set in X˜ ×Grk(R
d) and that µ((π ◦ ι)(Σ \ Σ
∗
)) = 0. In
summary, by removing from Σ a leafwise-saturated set such that its image under
π ◦ ι is of null µ-measure, we may assume without loss of generality that
(B.9) Σ = Σ
∗
=
∞⋃
l=1
∞⋃
i=0
∞⋃
j=1
Satur
(
ι−1(E˜lij) ∩ Σ
l
i
)
.
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Write Ω˜ := Ω(X˜, L˜ ) as usual. Recall from Remark A.22 that there is a countable
family S˜ := (U˜q)q∈N of good chains on (X˜, L˜ ) such that
(B.10) Ω˜ =
∞⋃
q=0
Ω(1,UU˜q ).
where UU˜q is the flow tube associated to the good chain U˜q. For each q ∈ N, let TU˜q
be a transversal of the flow tube UU˜q . We may write TU˜q as the union
⋃∞
r=0 Viqr of
its open subsets such that
(v) if z˜ and w˜ are in U˜i ∩ SaturU
U˜q
(Viqr) and if they are not in a common
plaque of the flow box U˜i, then they are also not in a common plaque of
the flow tube UU˜q .
Indeed, for each point t ∈ TU˜q , we may find a small open neighborhood Viqr of t
satisfying item (v). This, coupled with a compactness argument and the fact that
TU˜q is a separable locally compact metric space, finishes the claim.
Now we are in the position to construct a countable family of local sections of
ι which generates all fibers of ι. For every l, j ∈ N \ {0} and every i, q ∈ N and
1 ≤ p ≤ κ(l, i, j), and every r ∈ N, write N := (l, i, j, p, q, r) ∈ N6 : if
E˜N := SaturU
U˜q
(
SaturU
U˜q
(Viqr) ∩ E˜
l
ijp 6= ∅
)
,
then we construct
(B.11) s˜N = s˜
l
ijpqr : E˜N → X˜ ×Grk(R
d)
such that s˜N = s˜
l
ijp on E˜
l
ijp ∩ E˜N and that if x˜ and x˜
′ are in a common plaque of
the flow tube UU˜q , then s˜
l
ijp(x˜) and s˜
l
ijp(x˜
′) are also in the same leaf of the cylinder
lamination (X˜k,A˜, L˜k,A˜). Roughly speaking, we propagate s˜
l
ijp from E˜
l
ijp ∩ E˜N to
E˜N by moving s˜
l
ijp on leaves of the cylinder lamination (X˜k,A˜, L˜k,A˜).
To show that s˜N is well-defined, consider three points x˜, x˜
′, y˜ lying in a common
plaque of the flow tube UU˜q such that x˜, x˜
′ ∈ E˜lijp ∩ E˜N and that y˜ ∈ E˜N and
that s˜lijp(x˜) and (y˜,W ) (resp. s˜
l
ijp(x˜
′) and (y˜,W ′)) are in the same leaf of the
cylinder lamination (X˜k,A˜, L˜k,A˜), where W,W
′ ∈ Grk(R
d). We need to show that
W =W ′. By item (v), x˜ = x˜′. So both (y˜,W ) and (y˜,W ′) are in a common leaf of
the cylinder lamination (X˜k,A, L˜k,A). By (7.24), there is a path ω˜ ∈ Ω˜ such that
ω˜(0) = ω˜(1) = y˜ and that A(π ◦ ω˜, 1)W = W ′. Since ω˜(0) = ω˜(1), it follows that
π ◦ ω˜[0, 1] is null-homotopic. Therefore, the homotopy law in Definition 3.2 implies
that A(π ◦ ω˜, 1) = id. Hence, W =W ′, proving that s˜N is well-defined.
Now we are in the position to verify that the countable family s˜N : E˜N →
X˜ ×Grk(R
d) satisfies Definition 7.5 (iii). First observe that s˜N is a local section,
that is, ι(s˜N (x˜)) = x˜, x˜ ∈ E˜N . Indeed, this assertion follows by combining (B.11)
and item (iii) above.
Next, recall from item (iv) above that both E˜lijp and s˜
l
ijp(E˜
l
ijp) are Borel sets
and the surjective map s˜lijp : E˜
l
ijp → s˜
l
ijp(E˜
l
ijp) is Borel bi-measurable. Conse-
quently, it follows from the construction in (B.11) that E˜N and s˜N (E˜N ) are Borel
sets and the surjective map s˜N : E˜N → s˜N (E˜N ) is also bi-measurable.
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To prove that the local sections s˜N generate all fibers of ι, let x˜0 ∈ X˜ and pick
an arbitrary y˜0 ∈ ι
−1(x˜0) ∩ Σ
′
. By (B.9), there are i ∈ N and j, l ∈ N \ {0} such
that
(B.12) y˜0 ∈ Satur
(
ι−1(E˜lij) ∩ Σ
l
i
)
.
By item (iii) above and (B.10) and (B.11), there exists 1 ≤ p ≤ κ(l, i, j) and q ∈ N
and r ∈ N such that for N := (l, i, j, p, q, r), x˜0 ∈ EN and y˜0 = s˜N (x˜0). Hence, we
have shown that
ι−1(x˜) =
{
s˜N (x˜) : x˜ ∈ E˜N and N ∈ N
6
}
, x˜ ∈ X˜.
This completes the proof modulo Lemma B.8. 
End of the proof of Lemma B.8. Putting (B.6), (B.7) and (B.8) together, we
infer that for every t˜ ∈ F˜ lij , the set
(
{t˜} ×Grk(R
d)
)
∩ Σli is nonempty.
It remains to show that the cardinal of such a set is≤ jl. To this end, we will
improve quantitatively the proof of statement (7.28) replacing the usual Lebesgue
measure on leaves by a more ingenious measure related to the heat kernels. In what
follows, Σ play the role of Σk in the partial proof of Proposition 7.23, and Σ
l is
given in (B.2). Moreover, we will keep the other notation introduced in the course
of the partial proof of Proposition 7.23. Fix an arbitrary point x˜0 ∈ F˜
l
ij , and write(
{x˜0} ×Grk(R
d)
)
∩ Σli = {(x˜0, Ui) : i ∈ I}.
We need to show that the cardinal of the index set I is at most jl. Suppose without
loss of generality that x˜0 6∈ π
−1(Satur(Nk+1)) since otherwise ι
−1(x˜0) = ∅ by the
construction of Σ and Σ. For each i ∈ I, there exists (x˜i, Vi) ∈ Σ
l ∩ U˜i × Grk(R
d)
such that (x˜i, Vi) on the same leaf as (x˜0, Ui) in Σ. The membership (x˜i, Vi) ∈ Σ
l
implies, by the definition of Σl, that instead of (7.29) we have that
(B.13) Wπ(x˜i)
(̂˜
Ak ∩ Ω((Σ)(x˜0,Ui))
)
> 1/l, i ∈ I,
where (Σ)(x˜,U) denotes the leaf of Σ passing through the point (x˜, U), and Ω((Σ)(x˜,U))
denotes the space of all continuous paths ω defined on [0,∞) with image fully con-
tained in this leaf. By Part 1) of Proposition 7.23, the set
̂˜
Ak ∩ Ω
(
(Σ)(x˜0,Ui)
)
is
T -totally invariant. Consequently, applying Proposition 5.4 (i) yields that for each
i ∈ I, instead of (7.30) we have the following estimate∫
L˜x˜0
p(x˜, x˜i, 1)Wx˜
(̂˜
Ak ∩Ω((Σ)(x˜0,Ui))
)
dVolL˜x˜0
(x˜) > 1/l.
Applying Lemma B.7 and using that x˜0 ∈ F˜
l
ij , the last inequality gives that
(B.14)
∫
L˜x˜0
p(x˜, x˜0, 1)Wx˜
(̂˜
Ak ∩Ω((Σ)(x˜0,Ui))
)
dVolL˜x˜0
(x˜) > 1/jl.
Note that L˜x˜0 ∩π
−1(Nk+1) = ∅ because x˜0 6∈ π
−1(Satur(Nk+1)). Consequently, as
in (7.31), we deduce from Lemma 7.22 that, for each n ≥ 1 and for each x˜ ∈ L˜x˜0 ,∑
i∈I
Wx˜
(̂˜
Ak ∩ Ω((Σ)(x˜0,Ui))
)
≤ 1.
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Integrating the above inequality over L˜x˜0 with respect to the probability measure
p(x˜, x˜0, 1)dVolL˜x˜0
(x˜), we get, instead of (7.32), that∑
i∈I
∫
L˜x˜0
p(x˜, x˜0, 1)Wx˜
(̂˜
Ak ∩ Ω((Σ)(x˜0,Ui))
)
dVolL˜x˜0
(x˜) ≤ 1.
This, combined with (B.14), implies that the cardinal of I is at most jl, as desired.

End of the proof of Part 1) of Proposition 7.24. We only need to check
Definition 7.8 (iv). By Theorem A.32 and by Definition 2.17 (iv), we know that,
for each Borel subset A ⊂ X˜ ×Grk(R
d), the map
X˜ ×Grk(R
d) ∋ y 7→Wy(A) ∈ [0, 1]
is Borel measurable. On the other hand, recall from (7.25) that Σk is a Borel subset
of X˜ ×Grk(R
d). Consequently, for each Borel subset A ⊂ Σk, the map
Σk ∋ y 7→Wy(A) ∈ [0, 1]
is also Borel measurable, as desired. 
End of the proof of Proof of Part 2) of Proposition 7.24. Consider a Borel
probability measure µ on X. Let ι : Σ→ X˜ be a fibered lamination over (X,L , g),
and set τ := π ◦ ι : Σ→ X. Following formula (7.5), consider the σ-finite measure
ν¯ := τ∗µ¯ on (Ω(Σ),A (Σ)).
The following lemma is needed.
Lemma B.9. If, for every cylinder set A ⊂ Ω(Σ), the image τ ◦ A ⊂ Ω(X,L )
is µ¯-measurable, then Definition 7.5 (v) is satisfied, i.e., µ respects Σ.
Proof. First consider the case where A is a countable union of cylinder sets
Ai in Ω(Σ). Since τ ◦A = ∪
∞
i=1τ ◦Ai, and each image τ ◦Ai is µ¯-measurable, so is
τ ◦A.
Now we turn to the general case where A ∈ A (Σ). Note that the leaves of Σ are
all simply connected. Consequently, applying Proposition 7.11 yields a decreasing
sequence (An), each An being a countable union of mutually disjoint cylinder sets
such that A ⊂ An and that ν¯(An \ A) → 0 as n → ∞. By the previous case,
(τ ◦An)
∞
n=1 is a decreasing sequence of µ¯-measurable sets containing τ ◦A.Moreover,
we have that by
µ¯(τ ◦An \ τ ◦A) ≤ µ¯(τ ◦ (An \A)) ≤ ν¯(An \A)→ 0 as n→∞,
where the second inequality holds by Lemma 7.14. Thus, τ ◦A is µ¯-measurable. 
By Lemma B.9, we need to show that for every cylinder set A ⊂ Ω(Σ), the
cylinder image τ ◦ A ⊂ Ω := Ω(X,L ) is µ¯-measurable. Fix such a cylinder set
A := C
(
{ts, As ∩ Σ} : m), where each As is a Borel set of X˜k,A˜ = X˜ × Grk(R
d).
For the sake of simplicity, assume without loss of generality that tm ≤ 1.
For N := (l, i, j, p, q, r) ∈ N6, we set FN := s˜N (E˜N ) ⊂ Σ, where the local
section s˜N as well as its domain of definition E˜N are given by (B.11). Here we
make the convention that FN := ∅ if E˜N = ∅. Observe that if E˜N 6= ∅, then E˜N is
a plaque-saturated Borel subset of the flow tube UU˜q , and FN is a nonempty plaque-
saturated Borel subset of the flow tube UU˜q ×Grk(R
d) in the cylinder lamination
(X˜k,A, L˜k,A). Let UΣ,q be the flow tube of the fibered lamination Σ associated
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to the good flow tube UU˜q . Let UUq := π(UU˜q ) be the flow tube in the lamination
(X,L ) (see Definition B.5). So FN , when it is nonempty, is also a plaque-saturated
Borel subset of the flow tube UΣ,q.
We deduce easily from (B.10) that
Ω(Σ) =
∞⋃
q=0
Ω(1,UΣ,q).
On the other hand, summarizing what has been done from (B.10) to the end of the
proof of Part 2) of Proposition 7.23, we have shown that for every ω˜ ∈ Ω(Σ), there
is N ∈ N6 such that ω[0, 1] is contained in a plaque of FN . Consequently, we get
that
A = A ∩ Ω(Σ) =
⋃
N=(l,i,j,p,q,r)∈N6
Ω(1,UΣ,q) ∩ C({ts, As ∩ FN} : m).
Recall that τ = π ◦ ι. So in order to prove that τ ◦A is µ¯-measurable, it suffices to
check that each set π(AN ) is also µ¯-measurable, where
AN := ι ◦
(
Ω(1,UΣ,q) ∩C({ts, As ∩ FN} : m)
)
.
To this end, suppose without loss of generality that E˜N (and hence FN ) is nonempty.
Since ι(UΣ,q) ⊂ UU˜q , it follows that AN ⊂ A
′
N , where
A′N := Ω(1,UU˜q ) ∩ C({ts, Bs,N} : m), with Bs,N := ι(As ∩ FN ).
Pick an arbitrary path ω˜ ∈ A′N . So ω˜ ∈ Ω(1,UU˜q). Since Bs,N ⊂ E˜N and E˜N is a
plaque-saturated Borel subset of the flow tube UU˜q , there is a unique path η ∈ Ω(Σ)
such that η(t) = s˜N (ω˜(t)) for t ∈ [0, 1] and that ω˜ = ι ◦ η (see Lemma 7.19). Since
s˜N is a local section of ι, we infer that
η ∈ Ω(1,UΣ,q) ∩ C({ts, As ∩ FN} : m).
So we have shown that AN = A
′
N . Hence, it remains to show that π ◦ A
′
N is
µ¯-measurable.
Using that the projection π|U
U˜q
: UU˜q → UUq is a homeomorphism which maps
each plaque of UU˜q onto a plaque of UUq , we can show that π ◦A
′
N = A
′′
N , where
A′′N := Ω(1,UUq) ∩ C({ts, Cs,N} : m), with Cs,N := π(Bs,N ).
So it remains to show that A′′N is µ¯-measurable. A problem arises as Cs,N =
π(Bs,N ) = π ◦ ι(As ∩ FN ) need not to be a Borel set of X although As ∩ FN is a
Borel subset of X˜ ×Grk(R
d). In the remainder of the proof, we deal with cylinder
sets C({ts, Bs} : m), where each Bs need not to be a Borel set. However, applying
Theorem A.4 and using that π is locally homeomorphic, we may find a Borel set
Ds,N ⊂ X such that Ds,N ⊂ Cs,N and that µ(Cs,N \ Ds,N ) = 0. Consider the
following set
A′′′N := Ω(1,UUq) ∩ C({ts, Ds,N} : m) ⊂ A
′′
N .
By Part 3) of Lemma A.29, each A′′′N belongs to A (Ω). On the other hand, we see
easily that
A′′N \A
′′′
N ⊂
m⋃
s=1
C({ts, Cs,N \Ds,N} : 1).
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The following lemma is needed.
Lemma B.10. For every set E ⊂ X with µ(E) = 0 and t ∈ R+, it holds that
µ¯(C({t, E} : 1) = 0.
Proof. Let E′ be a Borel subset of X such that E ⊂ E′ and µ(E′) = 0. As
C({t, E} : 1) ⊂ C({t, E′} : 1), it suffices to show that µ¯(C({t, E′} : 1) = 0. Since µ
is weakly harmonic, it follows from Theorem 2.20 that
µ¯(C({t, E′}) = µ¯(C({0, E′}).
On the other hand, by formula (2.10), µ¯(C({0, E′}) = µ(E′) = 0. This completes
the proof.1 
Applying Lemma B.10 yields that µ¯(C({ts, Cs,N \Ds,N} : 1)) = 0 for 1 ≤ s ≤
m. So
µ¯(A′′N \A
′′′
N ) ≤
m∑
s=1
µ¯(C({ts, Cs,N \Ds,N} : 1)) = 0.
This, combined with the fact that A′′′N ∈ A (Ω), implies that A
′′
N is µ¯-measurable.

Remark B.11. We close this section with the following discussion on the op-
timality of the hypotheses in Proposition B.3. This issue is related to Remarks 3.8
and 9.23.
Observe that only the following weaker version of Proposition B.3 (and hence
Proposition 2.10) suffices for the validity of the whole section.
Let U ≃ B × T be a flow box which is relatively compact in X. Then, there
is a positive Radon measure ν on T and for ν-almost every t ∈ T there is a
measurable positive function ht on B such that if K is compact in B, the integral∫
T
‖ht‖L1(K)dν(t) is finite and∫
fdµ =
∫
T
( ∫
B
ht(y)f(y, t)dVolt(y)
)
dν(t)
for every continuous compactly supported function f on U. Here Volt(y) denotes
the volume form on B induced by the metric tensor g|B×{t}.
In particular, we do not need that ht is harmonic on B with respect to the
metric tensor g|B×{t}. Therefore, the leafwise Laplacian is not really needed in this
section.
Finally, we conclude that the whole section still remains valid if we make the
following weaker assumptions (i)–(iii) on the Riemannian lamination (X,L , g) and
on the measure µ.
(i) (X,L , g) satisfies Hypothesis (H1).
(ii) µ is weakly harmonic.
(iii) µ satisfies the above weaker version of Proposition B.3.
1It is relevant to note that here is the place where the assumption of weak harmonicity of µ
is fully used (see also Remark A.30).
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B.2. Relation between a lamination and its covering lamination
Let (X,L , g) be a Riemannian continuous-like lamination with its covering
lamination projection π : (X˜, L˜ , π∗g) → (X,L , g). Following Definition 2.14, let
Ω := Ω(X,L ), Ω˜ := Ω(X˜, L˜ ) be two sample-path spaces, and let A = A (Ω),
A (Ω˜) be two σ-algebras on them respectively. Note that A (Ω˜) = A˜ (Ω˜). For every
ω ∈ Ω let π−1(ω) be the set {
ω˜ ∈ Ω˜ : π ◦ ω˜ = ω
}
.
We say that a function f˜ : X˜ → R (resp. F˜ : Ω˜ → R) is constant on fibers
if f˜(x˜1) = f˜(x˜2) for all x ∈ X and all x˜1, x˜2 ∈ π
−1(x) (resp. if F˜ (ω˜1) = F˜ (ω˜2) for
all ω ∈ Ω and all ω˜1, ω˜2 ∈ π
−1(ω)). Observe that a function f˜ : X˜ → R (resp.
F˜ : Ω˜ → R) can be written as f˜ = f ◦ π for some function f : X → R (resp. can
be written as F˜ = F ◦ π for some function F : Ω → R) if and only if f˜ (resp. F˜ )
is constant on fibers.
The following result is needed in the sequel.
Lemma B.12. (i) Let A ∈ A , let x be a point in X, and let x˜1, x˜2 be two
points of π−1(x). Then
Wx˜1(π
−1A) =Wx˜2(π
−1A) =Wx(A).
(ii) Let x˜ ∈ X˜, A˜ ∈ Ax˜ and x := π(x˜). Then Wx˜(A˜) =Wx(π ◦ A˜).
(iii) For a bounded measurable function F : Ω(X,L )→ R, let F˜ : Ω(X˜, L˜ )→ R
be the function defined by F˜ = F ◦ π. To each x ∈ X we associate an arbitrary (but
fixed) element x˜ ∈ π−1(x). Then for every positive finite Borel measure µ on X,∫
Ω
F (ω)dµ¯(ω) =
∫
X
( ∫
Ω˜
F˜ (ω˜)dWx˜(ω˜)
)
dµ(x).
Proof. Since A ∈ A , we get A ∩ Ω(Lx) ∈ A (Lx). Consequently, combining
Definition 2.17 (ii)-(iii) and formula (2.9) yields that
Wx˜1(π
−1A) =Wx˜1(π
−1(A ∩ Ω(Lx))) =Wx(A ∩ Ω(Lx)) =Wx(A).
This proves assertion (i).
To prove assertion (ii) observe that
Wx(π ◦ A˜) =Wx˜(π
−1(π ◦ A˜)) =Wx˜(π
−1
x˜ (π ◦ A˜)),
where the first equality holds by assertion (i). Since A˜ ∈ Ax˜, we have that π
−1
x˜ (π ◦
A˜) = A˜. Hence, Wx(π ◦ A˜) =Wx˜(A˜), as asserted.
To prove assertion (iii), we first consider the case where F := 1A for some
A ∈ A . In this case, the assertion holds by combining assertion (i) above and
formula (2.10). The general case deduces from the above case using Proposition
A.9. 
B.3. Invariance of Wiener measures with harmonic initial distribution
This section is devoted to the proof of Theorem 2.20. Let (X,L , g) be a
Riemannian continuous-like lamination with its covering lamination projection π :
(X˜, L˜ , π∗g) → (X,L , g). By Section 2.5, we construct a σ-algebra A on Ω :=
Ω(X,L ) and a σ-algebra A˜ = A˜ (Ω˜) = A (Ω˜) on Ω˜ := Ω(X˜, L˜ ).
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Definition B.13. Let ν be a positive finite Borel measure on X and t ∈ R+,
then Dtν is the positive finite Borel measure on X (unique in the sense of ν-almost
everywhere) satisfies the following condition∫
X
Dtf(x)dν(x) =
∫
X
f(x)d(Dtν)(x)
for every bounded measurable function f : X → R.
Remark B.14. It is clear from the definition and the identity∫
Lx
p(x, y, t)dVolLx(y) = 1, x ∈ X, t ∈ R
+,
(see Chavel [8]) that the masses of ν and Dtν are the same. In particular, when ν
is a probability measure, so is Dtν.
The following result is needed.
Lemma B.15. Let µ be a positive finite Borel measure on X. Then, for every
t ∈ R+ and for every bounded measurable function F : (Ω,A )→ (R,B(R)),∫
ω∈Ω
F (T tω)dµ¯(ω) =
∫
x∈X
(∫
Ω
F (ω)dWx(ω)
)
d(Dtµ)(x).
Taking Lemma B.15 for granted, we arrive at the
End of the proof of Theorem 2.20. As already observed after the statement of
Theorem 2.20, we only need to prove Part 1). By Lemma B.15, Part 1) will follow
if one can show that D1µ = µ (resp. Dtµ = µ for all t ∈ R
+). But this identity is
an immediate consequence of the assumption that µ is very weakly harmonic (resp.
weakly harmonic). 
Proof of Lemma B.15. Fix a time t ≥ 0. We will show that for each element
A ∈ A ,
(B.15)
∫
ω∈Ω
1A(T
tω)dµ¯(ω) ≤
∫
x∈X
(∫
Ω
1A(ω)dWx(ω)
)
d(Dtµ)(x),
where 1A is, as usual, the characteristic function of A. We only need to prove
the lemma for every function F which is the characteristic function of an element
A ∈ A . Taking (B.15) for granted, and applying (B.15) to both A and Ω \ A for
each A ∈ A , and summing up both sides of the obtained two inequalities, and
noting that 1A(ω) + 1Ω\A(ω) = 1 for all ω ∈ Ω, we deduce that (B.15) is, in fact,
an equality. Using this and approximating each bounded measurable function F :
Ω→ R by simple functions, i.e., by functions which are a finite linear combination
of characteristic functions (see Proposition A.9), the lemma follows.
So it remains to establish (B.15). Set A′ := π−1(A). By Theorem 2.15, A′ ∈ A˜ .
By Part 1) of Proposition 2.12, let S(Ω˜) be the algebra on Ω˜ consisting of all
sets which are a finite union of cylinder sets in Ω˜. Consider the σ-finite measure
ν := π∗(Dtµ) on X˜. Let ν¯ be the Wiener measure with initial distribution ν defined
on A˜ by formula (2.10). So ν¯ is countably additive on S(Ω˜). Fix an arbitrary ǫ > 0.
Consequently, applying Proposition A.11 to the measure space (Ω˜,A (Ω˜), ν¯) and the
algebra S(Ω˜) generating the σ-algebra A˜ yields a set A˜ which is a countable union
of cylinder sets in Ω˜ such that
(B.16) A′ ⊂ A˜ and ν¯(A˜ \A′) < ǫ.
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By Part 2) of Proposition 2.12, we may write
A˜ =
⋃
p∈N
A˜p :=
⋃
p∈N
C({tpi , A˜
p
i } : mp),
where the cylinder sets A˜p = C({tpi , A˜
p
i } : mp) are mutually disjoint. Consequently,
we obtain a disjoint countable decomposition
B˜ := (T t)−1A˜ =
⋃
p∈N
B˜p :=
⋃
p∈N
C({tpi + t, A˜
p
i } : mp).
By (2.7), we get, for every x˜ ∈ X˜, that
Wx˜(B˜
p) =
(
D˜tp1+t(χA˜p1
D˜tp2−t
p
1
(χA˜p2
· · ·χA˜p
mp−1
D˜tpmp−t
p
mp−1
(χA˜pm) · · · ))
)
(x˜).
Consider the function H˜ : X˜ → [0, 1] given by
H˜ :=
∑
p∈N
D˜tp1
(
χA˜p1
D˜tp2−t
p
1
(χA˜p2
· · ·χA˜p
mp−1
D˜tpmp−t
p
mp−1
(χA˜pm) · · · )
)
.
Observe that, for every x˜ ∈ X˜,∫
Ω˜x˜
1A˜(T
tω˜)dWx˜(ω˜) =Wx˜(B˜) =
∑
p∈N
Wx˜(B˜
p) = (D˜tH˜)(x˜).
This, combined with A′ ⊂ A˜, implies that, for every x˜ ∈ X˜,∫
Ω˜x˜
1A′(T
tω˜)dWx˜(ω˜) ≤
∫
Ω˜x˜
1A˜(T
tω˜)dWx˜(ω˜) = (D˜tH˜)(x˜).
Applying Lemma B.12 (i) to the left hand side and using that π−1(A) = A′, we
get, for every x ∈ X and every x˜ ∈ π−1(x), that∫
Ωx
1A(T
tω)dWx(ω) ≤ (D˜tH˜)(x˜).
By Definition 2.17 (i), we may find a Borel measurable map s : X → X˜ such that
s(x) ∈ π−1(x), x ∈ X. Therefore, integrating both sides of the last line with respect
to µ and applying Lemma B.12 (ii), we infer that∫
ω∈Ω
1A(T
tω)dµ¯(ω) =
∫
x∈X
(∫
Ωx
1A(T
tω)dWx(ω)
)
dµ(x) ≤
∫
X
(D˜tH˜)(s(x))dµ(x).
Since ǫ > 0 is arbitrarily fixed, we conclude that the proof of (B.15) will be complete
if one can show that
(B.17)
∫
X
(D˜tH˜)(s(x))dµ(x) ≤ ǫ+
∫
x∈X
(∫
Ω
1A(ω)dWx(ω)
)
d(Dtµ)(x).
To this end observe that, for every x˜ ∈ X˜,
H˜(x˜) =Wx˜(A˜) =Wx˜(A
′) +Wx˜(A˜ \A
′)
Acting D˜t on the last equality, we obtain that, for every x ∈ X,
D˜tH˜(s(x)) = (D˜tW•(A
′))(s(x)) + (D˜tW•(A˜ \A
′))(s(x)).
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By Lemma B.12 (i), Wx˜(A
′) =Wx(A) for every x˜ ∈ π
−1(x). So W•(A
′) is constant
on fibers and W•(A
′) =W•(A) ◦ π. Hence, by an application of Proposition 2.7 we
get that D˜tW•(A
′) = (DtW•(A)) ◦ π. Putting all these together, we get that∫
X
(D˜tH˜)(s(x))dµ(x) =
∫
X
(DtW•(A))(x)dµ(x) +
∫
X
(D˜tW•(A˜ \A
′))(s(x))dµ(x).
Note that by Definition B.13,∫
X
(DtW•(A))(x)dµ(x) =
∫
X
W•(A)d(Dtµ) =
∫
x∈X
( ∫
Ω
1A(ω)dWx(ω)
)
d(Dtµ)(x).
Consequently, (B.17) is reduced to showing that
(B.18)
∫
X
(D˜tW•(A˜ \A
′))(s(x))dµ(x) < ǫ.
To do this we use ν = Dtµ and apply Lemma B.12 (ii) in order to obtain
ν¯(A˜ \A′) =
∫
X
( ∑
x˜∈π−1(x)
Wx˜(A˜ \A
′)
)
d(Dtµ)(x)
=
∫
X
(DtK)(x)dµ(x),
where K : X → R+ given by
K(x) :=
∑
x˜∈π−1(x)
Wx˜(A˜ \A
′), x ∈ X.
Therefore, this, coupled with (B.16), gives that∫
X
(DtK)(x)dµ(x) ≤ ν¯(A˜ \A
′) < ǫ.
Using formula (2.3) we get that for every x ∈ X and x˜ ∈ π−1(x),
(DtK)(x) =
∫
y∈Lx
( ∑
y˜∈π−1(y)
p˜(x˜, y˜, t)
)( ∑
y˜′∈π−1(y)
Wy˜′(A˜ \A
′)
)
dVolLx(y).
The right hand side in the last line is greater than∫
y∈Lx
( ∑
y˜∈π−1(y)
p˜(x˜, y˜, t)
)
Wy˜(A˜ \A
′)dVolLx(y) = (D˜tW•(A˜ \A
′))(x˜).
Choosing x˜ := s(x) and integrating the last inequality over X, we get that∫
X
(D˜tW•(A˜ \A
′))(s(x))dµ(x) ≤
∫
X
(DtK)(x)dµ(x) ≤ ν¯(A˜ \A
′) < ǫ.
This proves (B.18), and thereby completes the lemma. 
B.4. Ergodicity of Wiener measures with ergodic harmonic initial
distribution
The first part of this section is devoted to the proof of the following theorem
which has already been used in the proof of Theorem 7.16. This result may be
regarded as Akcoglu’s ergodic theorem (see Theorem 2.6 in [26, p. 190]) in the
context of measurable laminations.
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Theorem B.16. Let (X,L , g) be a Riemannian measurable lamination satis-
fying Hypothesis (H1). Let µ be a probability Borel measure on X which is ergodic
on (X,L ). Assume in addition that µ is very weakly harmonic, i.e,∫
X
D1fdµ =
∫
X
fdµ, f ∈ L1(X,µ).
(i) If D1f = f µ-almost everywhere for some f ∈ L
1(X,µ), then f = const µ-
almost everywhere.
(ii) For every f ∈ L1(X,µ), 1n
∑n−1
i=0 Dkf converges to
∫
X fdµ µ-almost everywhere.
Proof. To prove assertion (i), suppose in order to reach a contradiction that
there is a non-constant function f ∈ L1(X,µ) such that D1f = f µ-almost every-
where. Let f+ = max(f, 0). Using that D1f = f µ-almost everywhere, it is easy
to see that f+ ≤ D1f
+ µ-almost everywhere. This, combined with the assumption
that µ is very weakly harmonic, implies that∫
X
f+dµ ≤
∫
X
D1f
+dµ =
∫
X
f+dµ.
Hence, f+ = D1f
+ µ-almost everywhere.
Using −f instead of f, the above argument also shows that f− = D1f
− µ-
almost everywhere, where f− = max(−f, 0). More generally, by similar arguments
we can prove that fαβ = D1fαβ µ-almost everywhere, where, for any real numbers
α, β with α < β,
fαβ(x) :=

1, f(x) ≥ β;
f(x)−α
β−α , α < f(x) < β;
0, f(x) ≤ α.
Since f is not equal to a constant µ-almost everywhere, there exists β ∈ R such
that the set A := {x ∈ X : f(x) ≥ β} satisfies 0 < µ(A) < 1. Setting αn := β −
1
n ,
n ∈ N∗, we get that fαnβ → χA as n→∞. Since all functions fαnβ are bounded we
deduce from the equality fαnβ = D1fαnβ and the last limit that χA = D1χA. Hence,
there is a leafwise saturated Borel set A0 ⊂ X such that µ
(
(A\A0)∪ (A0 \A)
)
= 0.
So µ(A0) = µ(A) and 0 < µ(A0) < 1. This contradicts the assumption that µ is
ergodic. Hence, assertion (i) follows.
To prove assertion (ii), recall from (2.5) that ‖D1f‖L∞(X) ≤ ‖f‖L∞(X) for
every bounded measurable function f. This, combined with the D1-invariance of
µ and an interpolation argument, implies that D1 is a positive contraction in all
Lp(X,µ) (1 < p < ∞). Therefore, by Akcoglu’s ergodic theorem (see Theorem
2.6 in [26, p. 190]), 1n
∑n−1
i=0 Dkf converges to a function f
∗ ∈ L1(X,µ) µ-almost
everywhere. This implies that D1f
∗ = f∗ µ-almost everywhere and
∫
f∗dµ =∫
fdµ. By assertion (i), f∗ is equal to a constant µ-almost everywhere. So this
constant is
∫
fdµ. This completes the proof. 
The remainder of the section is devoted to the
End of the proof of Theorem 4.6. By Proposition 2.18, Part 2) is clearly a
consequence of Part 1). The proof of Part 1) is divided into two steps.
Step 1: Ergodicity T on (Ω,A , µ¯) implies the ergodicity of µ.
Let A be a leafwise saturated Borel subset of X. Let Ω(A) be the set consisting
of all ω ∈ Ω(X,L ) which are contained in A. Clearly, Ω(A) is T -invariant. By the
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ergodicity of T acting on (Ω,A , µ¯), µ¯(Ω(A)) is either 1 or 0. Hence, we deduce from
formula (2.10) that µ(A) is either 1 or 0.
Step 2: Ergodicity of µ implies the ergodicity of T on (Ω,A , µ¯).
Let π : (X˜, L˜ , π∗g) → (X,L , g) be the corresponding covering lamination
projection associated to the Riemannian continuous-like lamination (X,L , g), and
set, as usual, Ω˜ := Ω(X˜, L˜ ).We need to prove that µ¯(A) is equal to either 0 or 1 for
every T -totally invariant set A ∈ A . Fix such a set A and let A˜ := π−1(A) ∈ A (Ω˜).
By Remark 7.6 and 7.9, consider the trivial fibered lamination Σ over (X,L , g),
that is, Σ := X˜ and ι : Σ → X˜ is the identity. We know by Remark 7.9 that µ
respects this fibered lamination. Clearly, A (Ω˜) = A (Σ), and hence A˜ ∈ A (Σ) is
also T -totally invariant. By Theorem 7.16, ‖1A˜‖∗ is equal to either 0 or 1. On the
other hand, 1A˜ = 1A ◦ π because A˜ := π
−1(A). Consequently,
‖1A˜‖∗ =
∫
x∈X
Wx(A)dµ(x) = µ¯(A).
Hence, µ¯(A) is equal to either 0 or 1 as desired. 
Here is a version of Theorem 4.6 for cylinder laminations. This result has been
repeatedly used in Chapter 9.
Corollary B.17. Let A be a cocycle on a Riemannian lamination (X,L , g)
and µ a harmonic probability measure on X which is ergodic. Let ν be an element
in Harµ(XA) which is also ergodic. Let ν¯ be the Wiener measure with initial dis-
tribution ν given by (2.10) (this is possible by Definition 2.17 and Theorem A.32).
Let νˆ be the natural extension of ν¯ on Ω̂A.
1) Then ν¯ is T -ergodic on ΩA and νˆ is T -ergodic on Ω̂A
2) Let f : ΩA → R be a µ¯-integrable function. Then there is a constant α such that
for ν-almost every (x, u) ∈ XA, and for Wx-almost every ω,
1
n
∑n−1
i=0 f(T
i(ω, u))→
α. Moreover,
∫
ΩA
fdν¯ = α.
3) Let νˆ be the natural extension of ν¯ on Ω̂A. Let f : Ω̂A → R be a µˆ-integrable
function. Then there is a constant α such that for νˆ-almost every (ωˆ, u) ∈ Ω̂A,
1
n
∑n−1
i=0 f(T
−i(ωˆ, u))→ α. Moreover,
∫
Ω̂A
fdνˆ = α.
Proof. Part 2) and 3) follows from combining Part 1) and the Birkhoff ergodic
theorem . So it suffices to prove Part 1). By [10, p. 241], if ν¯ is T -ergodic on ΩA,
then νˆ is T -ergodic on Ω̂A. So it remains to show that ν¯ is T -ergodic on ΩA.
Arguing as in Step 2 of the proof of Theorem 4.6 and replacing the lamination
(X,L , g) (resp. the measure µ) with (XA,LA, pr
∗
1g) (resp. with ν ∈ Harµ(XA)),
the desired conclusion follows. The point here is that the lamination (XA,LA, pr
∗
1g)
is Riemannian continuous-like by Theorem A.32. Therefore, we still apply Remark
7.6 and 7.9 and Theorem 7.16. 
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Go´mez-Mont, 26
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Ghys, 2
Grigor’yan, 150
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Harnack
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fundamental group of a ∼, 11
group of deck-transformations of a ∼, 11
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universal cover of a ∼, 9
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∼ Laplacian, 9, 110
∼ Lyapunov backward exponent, 83
∼ Lyapunov backward filtration, 83
∼ Lyapunov exponent, 4, 36
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∼ Lyapunov filtration, 36
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∼ map, 15
∼ metric, 58
∼ saturated, 21
∼ saturated set, 5
Lebesgue
∼ dominated convergence theorem, 30,
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∼ measure, see also ∼ volume form
∼ volume form, 10
Ledrappier, 4, 5, 24, 27
∼ type characterization, 87, 109
Lusin
∼’s theorem, 151
Lyapunov
∼ backward filtration, 84
∼ exponent, 1–5, 22, 25
∼ exponent functional, 4, 87, 92, 97, 99
∼ filtration, 1, 22
∼ forward filtration, 48
∼ spectrum, 5, 24
k-dimensional ∼ exponent, 23
leafwise ∼ exponent, 4
map
Borel bi-measurable ∼, 29
Borel measurable ∼, 16, 59
holonomy ∼, 20
Markov
∼ property, 27, 29, 31, 32, 35
measurable
∼ function (or map), 29
∼ function w.r.t a measure, 29
∼ function w.r.t. a measure, 89
∼ w.r.t. a measure, 29
bi-∼ map, 1, 7, 16, 50, 52
Borel ∼ function (or map), 29, 59, 60
Borel bi-∼ function (or map), 29
measure
σ-finite ∼, 29
Borel ∼, 21
complete ∼ space, 29
completion of a ∼ space, 29
ergodic ∼, 21
extended Wiener ∼ with a given initial
distribution, 66
finite ∼, 29
harmonic ∼, see also harmonic measure
measurable set w.r.t. a ∼, 29
outer ∼, 14, 51, 68, 72, 141
positive ∼, 29
probability ∼, 13, 21
Radon ∼, 89
very weakly harmonic ∼, see also
harmonic measure
weakly harmonic ∼, see also harmonic
measure
Wiener ∼ (with holonomy), 15
Wiener ∼ (without holonomy), 14
Wiener ∼ for weakly fibered lamination,
51
Wiener ∼ with a given initial
distribution, 16
Wiener backward ∼ (with holonomy), 73
Wiener backward ∼ (without holonomy),
72
metric
Riemannian ∼, 8
transversally continuous ∼, 9
transversally measurable ∼, 8
Millet, 26
multifunction, 117
measurable ∼ w.r.t. a σ-algebra, 117
Neto, 26
Nguyen, 3, 26
Oseledec
∼ decomposition, 4, 22, 23, 27, 36, 115
∼ multiplicative ergodic theorem, 1–5,
27, 47
Pesin, 2
plaque
∼ of a flow box, 7
∼ of a flow tube, 129
∼-saturated (in a flow tube), 145
∼-saturation (in a flow tube), 145
Radon
∼ measure, 89
Rinow
Hopf-Rinow theorem, 134
Ruelle, 4, 27, 109
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global ∼, 16
local ∼, 16, 50, 52
transversal ∼, 8
selection
measurable ∼, 117
measurable ∼ µ-almost everywhere, 117
set
∼ of full ν-measure, 21
∼ of full measure in a leaf, 75
∼ of null ν-measure, 21
∼ of null measure in a leaf, 75
∼ of positive measure in a leaf, 75
Borel ∼, 13
cylinder ∼, 51
cylinder ∼ with non-negative times, 13
cylinder ∼ with real times, 71
negligible ∼, 29, 66
totally invariant ∼, 47
shift-transformation, 3, 17, 27, 31, 32, 54,
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Sibony, 2, 3, 26
space
Banach ∼, 89
complete metric ∼, 118
dual ∼, 89
locally compact ∼, 7
measurable ∼, 118
measure ∼, 29
metric ∼, 7
sample-path ∼, 13
∼ of a flow tube up to a given time,
129, 148
separable ∼, 7
topological ∼, 31, 79
specialization, 88
spectrum, see also Lyapunov ∼
subbundle, see also bundle
theorem
Akcoglu’s ergodic ∼, 55, 160, 161
Birkhoff ergodic ∼, 42, 57, 92, 108, 162
Candel’s ∼, 3–5, 25
Carathe´odory-Hahn extension ∼, 14, 69,
72
Choquet decomposition ∼, 12, 93
First Main ∼, 21, 33, 87, 104, 107
Hopf-Rinow ∼, 134
Kolmogorov’s ∼, 14, 66, 72
Lebesgue dominated convergence ∼, 30,
55, 76, 91, 93, 122
Lusin’s ∼, 151
Oseledec multiplicative ergodic ∼, 1
random ergodic ∼ of Kakutani, 4, 54
Second Main ∼, 24, 87, 110
Tischler, 26
transversal
∼ of a flow box, 8
∼ of a flow tube, 129
∼ section, 8
continuous ∼, 128
Valadier, 29, 117
Walczak, 7
Walters, 4, 27, 89
Wiener
∼ backward function, 68
∼ backward measure (with holonomy),
73
∼ backward measure (without
holonomy), 72
∼ measure (with holonomy), 15
∼ measure (without holonomy), 14
∼ measure with a given initial
distribution, 16
extended ∼ measure with a given initial
distribution, 66
Glossary of Notation
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Ω(N,UΣ) sample-path space of a flow tube UΣ up to a time N > 0,
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page 13
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Â σ-algebra on Ω̂ generated by the algebra
⋃∞
i=1 Â−i, page 66
M (Σ) space of all positive Radon measures with mass ≤ 1 on a
locally compact metric space Σ, page 89
L1µ(C (P,R)) := L
1
µ(E), where E := C (P,R), page 89
Lµ(M (P )) set of all measurable maps α : X → M (P ), where P is
a compact metric space, page 89
Harµ(XA) convex closed cone of all A-weakly harmonic positive fi-
nite Borel measures on X × P w.r.t. a harmonic proba-
bility measure µ on a Riemannian lamination (X,L , g).
When the cocycleA is clear from the context, this space is
often denoted by Harµ(X ×P ) with P := P(R
d), page 90
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Wx Wiener measure without holonomy, it is defined on the
measurable spaces (X [0,∞),C) and (Ω, A˜ ), page 14
Wx Wiener measure with holonomy, it is defined on the mea-
surable space (Ω,A ), page 15
Ŵx Wiener backward function, its domain of definition is the
family of all subsets of Ω̂, page 68
Ŵ ∗x Wiener backward measure without holonomy, it is defined
on the measurable spaces (XR, Ĉ) and (Ω̂,
̂˜
A ), page 72
Ŵ ∗x Wiener backward measure with holonomy, it is defined
on the measurable space (Ω̂, Â ), it coincides with Ŵx by
Proposition 8.14, page 73
µ¯ Wiener measure with initial distribution µ, it is defined
on the measurable space (Ω,A ), page 16
µˆ extended Wiener measure with initial distribution µ, or
equivalently, natural extension of µ¯, it is defined on the
measurable space (Ω̂, Â ), page 66
A
∼ equivalent relation w.r.t. a cocycle A, page 79
x,A
∼ equivalent relation at a point x w.r.t. a cocycleA, page 80
