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We perform a unique direct numerical simulation of Euler turbulence using delta-correlated veloc-
ity field as an initial condition, and report a full range of k2 and k energy spectra for 3D and 2D flows
respectively, zero energy flux, and Maxwell-Boltzmann distribution for the velocity field. These are
direct verification of the predictions of the absolute equilibrium theory of turbulence. For a coher-
ent vortex as an initial condition, Euler turbulence transitions from a mixture of nonequilibrium-
equilibrium state to a equilibrium state through a process called thermalization. In this letter, we
present a model for thermalization in Euler turbulence.
PACS numbers: 47.55.P-, 47.27.N-, 47.27.nb
Physical processes are either in equilibrium or out of
equilibrium [1, 2]. Thermodynamics provides many ex-
amples of equilibrium processes, e.g., thermal gas, Bose
gas, magnetic systems under heat bath. In a gas or liq-
uid under equilibrium, apart from fluctuations, there is
no net flow of energy or matter from one region to an-
other. This property is called detailed balance. Besides,
the average energy and entropy of an equilibrium system
remain invariant in time.
On the other hand, nonequilibrium systems are time-
dependent with detailed balance broken [1, 2]. Earth’s
atmosphere, turbulent convection, hydrodynamic turbu-
lence, and earthquakes are some of the examples of such
systems. It turns out that Kolmogorov’s theory of tur-
bulence [3–6] for viscous incompressible hydrodynamics
provides valuable insights into the nature of nonequilib-
rium systems. In this theory, a viscous fluid is forced
at large scales. The energy injected at the large scale
is transferred to intermediate scale (called inertial range)
and then to small scales, where the injected energy is dis-
sipated. Under a steady state, the inertial-range energy
spectrum is E(k) = KKo
2/3k−5/3, where KKo is Kol-
mogorov’s constant,  is the energy flux in the inertial
range, and k is the wavenumber.
In this letter, we focus on turbulence in incompressible
Euler equation, which is the hydrodynamic equation with
zero external force and zero viscosity:
∂tu + (u · ∇)u = −∇p; ∇ · u = 0, (1)
where u and p are the velocity and pressure fields re-
spectively. As we describe below, turbulence in Euler
equation, referred to as Euler Turbulence, is very dif-
ferent from Kolmogorov’s model of turbulence, which
applies to viscous flows. Kraichnan [7] and Lee [8] ar-
gued that Euler turbulence has similarities with equi-
librium thermodynamics, and constructed absolute equi-
librium theory of Euler turbulence. By mapping the
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equations for the Fourier modes of Euler turbulence to
those of a Hamiltonian system, and by invoking Liou-
ville’s theorem, Kraichnan and Lee derived equilibrium
solution of the three-dimensional (3D) Euler equation
with a finite number of Fourier modes, also called trun-
cated Euler equations. For this solution, the kinetic en-
ergy flux vanishes, and the kinetic energy spectrum is
E(k) ∼ γk2/(γ2 − β2k2), where γ and β are constants
associated with kinetic energy (u2/2) and kinetic helic-
ity (u · ω) respectively. Here ω = ∇× u is the vorticity
field. Note that the above equilibrium spectrum is very
different from Kolmogorov’s k−5/3 energy spectrum. In
particular, for nonhelical 3D Euler turbulence (β = 0),
E(k) ∼ k2, and for two-dimensional (2D) version, the
energy spectrum is proportional to k [9].
There are numerous efforts to verify the aforemen-
tioned predictions of Kraichnan [7] and Lee [8]. Ci-
chowlas et al. [10] simulated 3D Euler turbulence us-
ing a large-scale Taylor-Green vortex as an initial con-
dition. For developed turbulence, they observed that
E(k) is a combination of Kolmogorov’s k−5/3 spectrum
in the inertial range and k2 at large wavenumbers. The
Taylor-Green vortex induces energy cascade in the in-
ertial range to yield the k−5/3 spectrum. However,
the large-wavenumber modes exhibit k2, indicating ther-
mal equilibrium for these modes. Cichowlas et al. [10]
claimed that all the Fourier modes would reach equilib-
rium asymptotically (as time t→∞).
Krstulovic et al. [11] simulated truncated Euler equa-
tion with a large-scale helical flow as an initial condi-
tion, and obtained Kraichnan’s helical absolute equilib-
rium state at small scales. Similar behaviour has been
observed for truncated Burgers equation [12, 13]. Be-
sides, Dallas et al. [14] and Alexakis and Brachet [15, 16]
studied Kolmogorov flow where the forcing is employed
at intermediate scales. They observed that the flow at
scales larger than the forcing scale reaches a thermal equi-
librium and exhibits k2 energy spectrum.
In the past numerical simulations, the spectrum pre-
dicted by Kraichnan [7] and Lee [8] is not visible for the
whole range of wavenumbers because of the large-scale
flow structure employed as an initial condition. Using
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2a special initial condition, we have been able to achieve
the equilibrium configuration for the whole wavenumber
range of Euler turbulence. In our simulation, the velocity
field is as random as in thermodynamic gas. We report
these results in the present letter.
In a thermodynamic system under equilibrium, the
velocity field is delta-correlated (or uncorrelated), that
is, 〈ui(r)uj(r′)〉 = (
〈
u2
〉
/3)δijδ(r− r′). An applica-
tion of Wiener-Khinchin theorem on the above correla-
tion function yields equal energy for each Fourier mode,
or E(k) =
〈
u2
〉
/(2N3), where N3 is the total number
of Fourier modes. The above delta-correlated field is
also called white noise due to its flat spectrum. The
above modal energy spectrum yields the shell spectrum
as E(k) ∼ k2/γ, where γ is a constant. This relation
gets modified in the presence of helicity. Using helical
modes, Kraichnan [7] derived the energy spectrum to be
E(k) ∼ γk2/(γ2 − β2k2).
The connection mentioned above between the delta-
correlated velocity field (white noise) and k2 spectrum
provides a hint that we should choose white noise as the
initial condition for the equilibrium solution of Euler tur-
bulence. We perform pseudo-spectral simulations [17, 18]
of 3D and 2D Euler flows on 643 and 10242 grids respec-
tively, with white noise as an initial condition, and pro-
duce the equilibrium energy spectra mentioned above.
Note that the external force and viscosity are zero for
these flows. We show below that the above resolutions
are sufficient for a demonstration of the equilibrium en-
ergy spectrum for Euler turbulence. Following Cichowlas
et al. [10], we time advance our Euler flow-solver using
leap-frog method, which is time-reversible, as well as en-
ergy conserving [19].
As mentioned earlier, we choose white noise as initial
condition, contrary to the large-scale flow structures em-
ployed by earlier researchers [10, 11]. We implement the
above random initial condition using Craya-Herring ba-
sis [20, 21] whose unit vectors for a wavenumber k are
eˆ1(k) = (kˆ × nˆ)/|kˆ × nˆ| and eˆ2(k) = kˆ × eˆ1(k), where
nˆ is chosen as any direction, and kˆ is unit vector along
k. In this basis, the 3D incompressible velocity field is
u(k) = u1(k)eˆ1(k)+u2(k)eˆ2(k), while 2D incompressible
velocity field is u(k) = u1(k)eˆ1(k).
For simulating 3D nonhelical flows (zero kinetic he-
licity), we start with u1(k) = 0 and u2(k) =√
2E/N3 exp(iφ2(k)), where E = 0.159 is the total ki-
netic energy, N3 is the total number of modes, and the
phase φ2(k) is chosen to be a random number from uni-
form distribution in a band of [0, 2pi]. We performed the
simulation up to 8 nondimensional time units using leap-
frog method and dt = 10−4. For the 2D simulation, we
take u1(k) =
√
2E/N2 exp(iφ1(k)) with E = 0.0583, and
random phase for φ1(k). We carry out the 2D simulation
up to 1 time unit with dt = 2.5× 10−5.
During the evolution of the 3D flow, the total kinetic
energy E = 0.15893 ± 2 × 10−9 and the kinetic helicity
is 4.03× 10−5. For 2D flow, E = (5.832± 0.002)× 10−2.
Thus, the kinetic energy and helicity are conserved for
these flows. More importantly, the flow remains random,
as in white noise at all times. Note, however, that the
amplitudes and phases of all the modes vary randomly
with time. In Fig. 1(a,b), we exhibit the density plots
of the perpendicular vorticity components of horizontal
and vertical mid planes. The plots clearly demonstrate
the random nature of flow.
To substantiate the randomness of the flow further, we
compute the probability distribution function (P (u)) of
the magnitude of the real-space velocity field (u) of a
snapshot, and test whether it obeys Maxwell-Boltzmann
distribution, which is
√
2/pi a−3u2 exp(−u2/2a2) for 3D,
and a−2u exp(−u2/2a2) for 2D, with a as the scale pa-
rameter. The numerical P (u)’s exhibited in Fig. 2 match
quite accurately with the respective theoretical formu-
las, with a = 0.32 for 3D and a = 0.24 for 2D. Hence,
we claim that the velocity field of Euler turbulence is as
random as the velocity distribution of gas molecules in
thermodynamic equilibrium.
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(a)   at ωz z = π
(b)   at ωy y = π
FIG. 1. For 3D equilibrium flow: Density plots of the per-
pendicular component of vorticity on (a) horizontal midplane
(z = pi), and (b) vertical midplane (y = pi).
We proceed further and compute the energy spectra
and fluxes for the two runs. As shown in Fig. 3, the en-
ergy fluxes are zero (apart from fluctuations). Besides,
the normalized energy spectra, E(k)/(k2C ′) for 3D and
E(k)/(kC2D) for 2D, are flat. Hence we claim that E(k)
for 3D and 2D vary as k2 and k respectively for the
whole range of wavenumbers. These results are consis-
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FIG. 2. For nonhelical Euler turbulence: Probability distri-
bution functions (P (u)) of the velocity magnitude for 2D (red
squares) and 3D (blue circles) real-space flows. The numerical
PDFs match closely with Maxwell-Boltzmann distribution for
3D (black curve) and for 2D (purple curve) thermodynamic
systems.
tent with the delta-correlated (white noise) nature of the
real-space velocity field, thus validating the predictions of
absolute equilibrium theory [7, 8]. Using field-theoretic
arguments, Verma [22, 23] has shown that the equiparti-
tioned Fourier modes yield zero kinetic energy flux.
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FIG. 3. For 3D equilibrium flow: Normalized energy spec-
trum [E(k)/(k2C′), blue curve] and flux (green curve) for
the nonhelical simulation; the normalized energy spectrum
[E(k)/(Ck2/γ2), red curve] and flux (purple curve) for the
helical run. The black curve represents (1−β2k2/γ2)−1. The
inset contains the normalized energy spectrum [E(k)/(kC2D),
red curve] and flux (purple curve) for the 2D simulation. Here,
C′ = 2.3× 10−5, C = 2.1× 10−4, C2D = 7.8 × 10−7.
We perform another numerical simulation to test the
effects of kinetic helicity H. For the initial condition of
this run, we choose |u1(k)| = |u2(k)| =
√
E/N3, and a
random φ2(k) from a uniform distribution in [0, 2pi]. The
other phase is φ1(k) = φ2(k)−sin−1 σc(k), where σc(k) =
<[u∗(k) · ω(k)]/(k|u(k)|2). To inject significant kinetic
helicity, we choose σc(k) = 0.9 for all k’s. We employ
the same time stepping scheme and dt as in nonhelical
case. The total energy and total kinetic helicity for the
run are 0.3179± 0.0001 and 11.817± 0.002 respectively;
thus, they remain conserved throughout the run.
For the helical run, the real-space velocity field is as
random as in Fig. 1. The energy spectrum, however, de-
viates at large k, as predicted by Kraichnan [7]. For
quantitative match, in Fig. 3, we plot E(k)/[Ck2/γ2]
vs. k. Our numerical data fits quite well with the func-
tion (1 − β2k2/γ2)−1, where the best fit parameters are
γ = 3.14± 0.02 and β = 0.100± 0.002. Since the proba-
bility distribution function P (E,H) ∼ exp(−γE − βH),
from correspondence with statistical physics, we expect
that γ = 1/E ≈ 3.14 and β = 1/H ≈ 0.085. Thus,
the parameters for the best-fit curve are quite close to
the above estimates. Hence, we believe that the velocity
field of the helical run too is under equilibrium, as pre-
dicted by the absolute equilibrium theory [7]. As far as
we know, this is the first quantitative numerical valida-
tion of the predictions of the absolute equilibrium theory
for the whole range of wavenumbers.
In our simulations, the random initial condition plays
a crucial role in yielding the equilibrium configuration.
The earlier 3D runs by Cichowlas et al. [10] using Taylor-
Green vortex as an initial condition yields a compos-
ite spectrum: k−5/3 at small wavenumbers and k2 at
large wavenumbers. The simulation by Krstulovic et al.
[11] using large-scale ABC flow as the initial condition
too yields a mixed spectrum. In the flows of Cichowlas
et al. [10] and Krstulovic et al. [11], the large-scale vor-
tex induces an energy cascade in the inertial range, thus
breaking the detailed balance of energy transfers. Hence,
the Fourier modes corresponding to the large and iner-
tial scales are out of equilibrium. However, the large-
wavenumber modes of such flows are in equilibrium. A
comparison of these numerical simulations with our sim-
ulations shows that the initial condition plays a critical
role in taking a system to equilibrium or nonequilibrium
configuration.
Cichowlas et al. [10] reported that their numerical re-
sults are related to thermalization, which is an important
topic of research in nonequilibrium statistical mechanics,
both classical and quantum. They presented a model of
thermalization by making certain assumptions on viscous
dissipation. In the following discussion, we formulate a
simpler model for thermalization in 3D Euler turbulence.
Let us denote the wavenumber shells in 3D Euler tur-
bulence as k0, k1, ..., kN−1, kN , and assume that our ini-
tial condition is a large-scale vortex (with wavenumber
k0, as in [10]). Nonlinear interactions transfer energy
from k0 to k1, from k1 to k2, ..., kN−1 to kN . The cascade
however stops at k = kN where the energy piles up. After
sufficiently large accumulation of energy at kN , the en-
4ergy starts to grow at wavenumbers shell kN−1, and then
at kN−2, and so on. This is how the large wavenum-
ber shells acquire k2 spectrum, as reported by Cichowlas
et al. [10].
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FIG. 4. A schematic diagram exhibiting the evolution of en-
ergy spectrum E(k) of 3D Euler turbulence during a thermal-
ization process. The thin red curve represents E(k) during the
early phase, while the thick red curve at an intermediate state.
At the transition wavenumber ktr, E(k) changes from k
−5/3
to k2. The two regimes, nonequilibrium and equilibrium, are
represented by yellow and blue colors respectively.
Following Kolmogorov’s theory of turbulence, the en-
ergy cascade rate to the large-wavenumber modes can be
estimated as u = U
3/L ∼ U3k0, where L,U are the
large-scale length and velocity respectively [3–6]. This
energy flux accumulates at large wavenumbers and builds
up A(t)k2 spectrum from the transition wavenumber ktr,
to kmax (see Fig. 4). Therefore, in time t,
ut ∼
∫ kmax
ktr
A(t)k2dk, (2)
or
U3k0t ∼ A(t)[k3max − (ktr(t))3]. (3)
Over time, A(t) increases, and ktr(t) decreases. Us-
ing Eq. (3) we can deduce the total time taken for
thermalization (T ) as follows. During the final stage,
ktr → k0  kmax and A(T ) ∼ E/N3. Hence,
T ∼ E
N3U3k0
k3max ∼
L
U
(4)
because kmax ≈ N/2. Thus, a 3D Euler flow with large-
scale vortex as an initial condition is expected to ther-
malize in order of one eddy turnover time. This result is
consistent with the estimation of Cichowlas et al. [10].
Does Euler turbulence have any relevance to realistic
flows that have viscosity? The picture of thermalization
presented above provides insights to this question. A
fluid is composed of molecules whose total energy is con-
served. However, we can separate the system into two
parts: coherent flow, represented by the yellow region
in Fig. 4, and random or thermal flow, represented by
the blue region. During thermalization, the coherent en-
ergy in the inertial range is converted to the thermal en-
ergy [24]. In the final stage, when all the coherent energy
has been converted to thermal energy, the flow reaches
an equilibrium. In the language of statistical mechanics,
the yellow and blue regions of Fig. 4 could represent sys-
tem and heat bath respectively. Thus, the nonequilibrium
and equilibrium states of Euler turbulence yield valuable
insights into the process of thermalization.
The above arguments can be extended to quantum sys-
tems, at least to superfluids and Bose-Einstein gas. Many
experiments and numerical simulations of such systems
yield Kolmogorov-like k−5/3 spectrum ([25, 26] and ref-
erences therein) that requires dissipation at small scales.
Small-scale dissipation in such systems are attributed to
interactions of condensate with thermal clouds, or to de-
cay of vortical motion into phonon excitations (Barenghi
et al. [27] and references therein). This feature may ap-
pear odd because quantum systems are energy conserv-
ing. But, the multiscale energy transfer in Euler tur-
bulence provides an interesting framework to introduce
quantum dissipation and thermalization [28, 29]. This
framework could be an alternative to other approaches
that are typically based on modeling the interactions
between the system and the heat bath (e.g., refer to
Caldeira-Leggett model [30])) [28, 29].
In summary, we simulate Euler turbulence with delta-
correlated velocity as an initial condition and obtain equi-
librium solution of Euler turbulence, similar to thermo-
dynamic equilibrium. Our final state is very different
from those of earlier simulations of Euler turbulence that
employ large-scale Taylor-Green vortex as initial condi-
tions. Thus, the initial condition matters significantly for
Euler turbulence simulations. In addition, in this letter,
we present a model for thermalization in Euler turbu-
lence, and argue that the energy transfer framework of
Euler turbulence and hydrodynamic turbulence could be
very useful for understanding thermalization and dissipa-
tion in Hamiltonian systems, both quantum and classical.
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