Hysteresis, Avalanches, and Disorder Induced Critical Scaling: A
  Renormalization Group Approach by Dahmen, Karin & Sethna, James P.
ar
X
iv
:c
on
d-
m
at
/9
50
71
18
v1
  2
6 
Ju
l 1
99
5
PREPRINT
Hysteresis, Avalanches, and Disorder Induced Critical Scaling:
A Renormalization Group Approach
Karin Dahmen and James P. Sethna
Laboratory of Atomic and Solid State Physics,
Cornell University, Ithaca, NY, 14853-2501
Abstract
Hysteresis loops are often seen in experiments at first order phase transforma-
tions, when the system goes out of equilibrium. They may have a macroscopic
jump (roughly as in the supercooling of liquids) or they may be smoothly
varying (as seen in most magnets). We have studied the nonequilibrium zero-
temperature random-field Ising-model as a model for hysteretic behavior at
first order phase transformations. As disorder is added, one finds a transition
where the jump in the magnetization (corresponding to an infinite avalanche)
decreases to zero. At this transition we find a diverging length scale, power
law distributions of noise (avalanches) and universal behavior. We expand the
critical exponents about mean-field theory in 6− ǫ dimensions. Using a map-
ping to the pure Ising model, we Borel sum the 6−ǫ expansion to O(ǫ5) for the
correlation length exponent. We have developed a new method for directly
calculating avalanche distribution exponents, which we perform to O(ǫ). Nu-
merical exponents in three, four, and five dimensions are in good agreement
with the analytical predictions. Some suggestions for further analyses and
1
experiments are also discussed.
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I. INTRODUCTION
The modern field of disordered systems has its roots in dirt. An important effect of
disorder is the slow relaxation to equilibrium seen in many experimental systems [1]. This
paper is an attempt to unearth universal, nonequilibrium collective behavior buried in the
muddy details of real materials and inherently due to their tendency to remain far from
equilibrium on experimental time scales. In particular, we focus on two distinctly nonequi-
librium effects: (a) the avalanche response to an external driving force and (b) the internal
history dependence of the system (hysteresis).
Systems far from equilibrium often show interesting memory effects not present in equi-
librium systems. Far from equilibrium, the system will usually occupy some metastable
state that has been selected according to the history of the system. Jumps over large free
energy barriers to reach a more favorable state are unlikely. The system will move through
the most easily accessible local minima in the free energy landscape as an external driving
field is ramped, because it cannot sample other, probably lower lying minima, from which its
current state is separated by large (free energy) barriers. The complexity of the free energy
landscape is usually greatly enhanced by the presence of disorder. It is well known [1–5],
that disorder can lead to diverging barriers to relaxation and consequent nonequilibrium
behavior and glassiness.
(a) Avalanches: In some systems, collective behavior in the form of avalanches is found
when the system is pushed by the driving field into a region of descending slope in the free
energy surface. In experiments avalanches are often associated with crackling noises as in
acoustic emission and Barkhausen noise [6–9]. There are other nonequilibrium systems where
no such collective behavior is seen. Bending a copper bar for example causes a sluggish,
creeping response due to the entanglement of dislocation lines. In contrast, wood snaps and
crackles under stress due to “avalanches” of fiber breakings [10].
Although avalanches are collective events of processes happening on microscales, in many
systems they can become monstrously large so that we - in spite of being large, slow creatures
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- can actually perceive them directly without technical devices. This reminds one of the
behavior observed near continuous phase transitions, where critical fluctuations do attain
human length and time scales if a tunable parameter is close enough to its critical value.
Correspondingly one might expect to find universal features when the sizes and times of the
avalanches get large compared to microscopic scales.
In fact, interesting questions concerning the distribution of avalanche sizes arise. Many
experiments show power law distributions over several decades. For example, experi-
ments measuring Barkhausen-pulses in an amorphous alloy, iron and alumel revealed several
decades of power law scaling for the distribution of pulse areas, pulse durations and pulse-
energies [11]. Similarly, Field, Witt, and Nori recorded superconductor vortex avalanches
in Nb47%T i53% in the Bean-state as the system was driven to the threshold of instability by
the slow ramping of the external magnetic field. The avalanche sizes ranged from 50 to 107
vortices. The corresponding distribution of avalanche sizes revealed about three decades of
power law scaling. Numerous other systems show similar power law scaling behavior [11–15].
Why should there be avalanches of many sizes? Power laws suggest a scaling relationship
between different length scales with universal exponents.
There has been much recent progress studying avalanches near (continuous) depinning
transitions. In these systems a single, preexisting interface or “rubber sheet” is pushed
through a disordered medium by an external driving force. When the randomness is in
some sense weak, the interface distorts elastically without breaking over a wide range of
length scales [16]. The distortions occur in the form of avalanches on increasing size as
the external driving force is raised to a critical threshold field at which the interface starts
to slide (“depins”). Examples studied include charge density waves [17–22], weakly pinned
Abrikosov flux lattices [23], single vortex-lines [24–26], preferentially wetting fluids invading
porous media [27,28], a single advancing domain wall in weakly disordered magnets [28–30]
and fluids advancing across dirty surfaces [31]. Their analytical description turns out to
be rather involved, demanding functional renormalization groups (see appendix G). If the
disorder is in some sense strong, the elastic interface can tear. It then responds much more
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inhomogeneously and like a plastic or fluid, to the external driving force. This is the case for
strongly pinned vortex lines in the mixed state of superconducting films [32,25], the invasion
of nonwetting fluids into porous media [33,28] and nonlinear fluid flow across dirty surfaces
[34], and others.
Many hysteretic systems exhibit a wide distribution of avalanche sizes without an under-
lying depinning transition. They usually have many interacting advancing interfaces and in
some cases also new interfaces created spontaneously in the bulk. We propose that the large
range of observed avalanche sizes in these systems might be a manifestation of a nearby crit-
ical point with both disorder and external magnetic field as tunable parameters. In the class
of models, which we have been studying near the critical point, we find not only universal
scaling behavior in the avalanche size distribution, but also in the shape of the associated
hysteresis loops.
(b) Hysteresis (response lags the force): Hysteresis is often observed at first order
transitions, when the system goes out of equilibrium. It probably has been best studied in
magnetic systems. The origin of magnetic hysteresis lies in the spontaneous magnetization
of the microscopic Weiss-domains [35]. In the demagnetized state, the Weiss domains are
irregularly oriented in different directions. The orientation of the magnetization of each
domain is a function of the energy of the magnetic field and the elastic energy in the crystal
(magnetostriction) and it is chosen such that the free energy is at a (local) minimum. Since
there are many minima available, the specific choice depends on the history of the system.
Thermal vibrations of the lattice are usually not sufficient to rotate the magnetization of
a Weiss-domain into another preferred direction, since in most cases these directions are
separated from each other by large energy barriers. As a weak magnetic field is applied, first
those Weiss-domains which are most closely aligned with the field will grow at the expense of
the others. At higher fields, up to saturation, entire domains will rotate in the direction of the
field. The ultimate cause for hysteresis are the irreversible domain wall motion and domain
rotation, which happen suddenly, as “avalanches” without further field increase, when the
corresponding threshold fields are exceeded. The resulting jumps in the magnetization are
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called Barkhausen jumps. Under a magnifying glass the magnetization curve looks like
a staircase: the slope of the flat parts is due to the reversible part of the susceptibility,
the step height is given by the irreversible avalanche-like changes of the magnetization.
If the magnetization curve has the shape of a rectangle, the change of the magnetization
happens in enormous, system sweeping avalanches, the so called large Barkhausen effect.
Experimentally the Barkhausen jumps can be observed by magnetic induction or through
the associated acoustic emission.
Analogous effects are found in ferroelectric materials, where avalanches of flipping fer-
roelectric domains can be observed in response to a changing external electric field [36,37].
Hysteresis curves with step-like noise are also found in elastic transformations, for exam-
ple in athermal shape-memory alloys ramping temperature or stress. The noise is due to
avalanches of regions transforming from martensite to austenite or vice versa [13]. Similar
behavior has been observed for vortices moving in avalanches in type II superconductors as
the external magnetic field is increased [12], for liquid helium leaving Nuclepore in avalanches
as the chemical potential is reduced [15], and for some earthquake models [38–40,14]. In
section II we discuss recent experiments performed in some of these systems.
We have modeled the long wavelength, low frequency behavior of these systems using
the nonequilibrium zero temperature random field Ising model (RFIM). Some of our results
have been published previously [41,42]. In contrast to some other hysteresis models, like
the Preisach model [43] and the Stoner-Wohlfarth model [7], where interactions between
the individual hysteretic units (grains) are not included and collective behavior is not an
issue, in the RFIM the intergrain coupling is the essential ingredient and cause for hysteresis
and avalanche effects. Tuning the amount of disorder in the system we find a second order
critical point with an associated diverging length scale, measuring the spatial extent of the
avalanches of spin flips.
(c) Avalanches in the RFIM: A power law distribution with avalanches of all sizes is
seen only at the critical value of the disorder. However, our numerical simulations indicate
that the critical region is remarkably large: almost three decades of power law scaling in
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the avalanche size distribution remain when measured 40% away from the critical point. At
2% away, we extrapolate seven decades of scaling. One reason for this large critical range is
trivial: avalanche sizes are expressed in terms of volumes rather than lengths, so one decade
of length scales translates to at least three decades of size (or more if the avalanches are not
compact, i.e. if the Hausdorff dimension is less than three). Some experiments that revealed
three decades of power law scaling have been interpreted as being spontaneously self-similar
(“self-organized critical”) [12,11,44].1 Our model suggests that many of the samples might
just have disorders within 40% of the critical value. Tuning the amount of disorder in these
systems might reveal a plain old critical point rather than self organized criticality.
(d) Hysteresis in the RFIM: At the critical disorder we also find a transition in the
shape of the associated hysteresis loops: Systems with low disorder relative to the coupling
strength, have rectangle-shaped hysteresis loops and a big (Barkhausen) discontinuity, while
systems with large disorder relative to the coupling show smooth hysteresis loops without
macroscopic jumps. At the critical disorder Rc separating these two regimes, the size of the
jump seen in the low disorder hysteresis loops shrinks to a point at a critical magnetic field
Hc(Rc), where the magnetization curve M(H) has infinite slope. The power law with which
it approaches this point is universal.
(e) Results: We have extracted the universal exponents near this transition point from
a history dependent renormalization group (RG) description for the nonequilibrium zero
1The name “self-organized critical” is in fact an oxymoron: ”Critical” means that you have to
be just at the right place, ”self-organized” indicates that the system does not need to be tuned
anywhere special. While it is true that many “self organized critical” systems are regular critical
points where the boundary conditions stabilize the system at the transition, the same is true of ice
in a glass of water. The tools for studying the critical point are the RG methods in development
over many years. We discuss here our doubts that the experiments are self-organized even in this
limited sense.
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temperature random field Ising model. The calculation turns out to be much simpler than
for related depinning transitions [19,20,29–31,26] (see also appendix G). Above 6 dimensions
the exponents are described by mean field theory. We expand the critical exponents around
mean-field theory in 6− ǫ dimensions and discover a mapping to the perturbation expansion
for the critical exponents in the pure equilibrium Ising model in two lower dimensions. The
mapping does not, however, apply to the exponents governing the avalanche size distribution,
which to our knowledge, have not yet been calculated directly in the depinning transitions.
The simplicity of the RG calculation allowed us to develop a new method to calculate these
avalanche exponents directly in the ǫ-expansion, involving replicas of the system in a very
physical way. We have used it to calculate the avalanche exponents to first order in ǫ. We
report under separate cover [45] extensive numerical simulations used to extract exponents in
3, 4, and 5 dimensions (see section X). We find good agreement between the two approaches.
This paper is organized as follows: In section II we discuss several experiments in mag-
netic systems, shape memory alloys, porous media and superconductors that have close
connections to the model studied here. The model is introduced in section III and a sum-
mary of our results is given in section IV. In section V we pause for a moment and reflect
upon our real motives. In section VI the RG description is set up using the Martin-Siggia-
Rose formalism, and a description of the perturbative expansion and the results for the
exponents to O(ǫ) is given in section VII. section VIII contains a discussion of the mapping
of the expansion to the expansion for the thermal RFIM. We extract corrections to O(ǫ5)
for most of the exponents and show a comparison between the Borel resummation of the
ǫ-expansion and numerical results. In section IX a new method to calculate avalanche ex-
ponents directly in an ǫ-expansion is described and performed to O(ǫ). Finally, in section X
we compare the results to our numerical simulation [45].
Some of the details of the mean-field calculation are given in appendix A. The expected
tilting of the scaling axes in finite dimensions is discussed in appendix B. Details on the
implementation of the history in the RG calculation are given in appendix C. Appendix D
contains a description of the Borel summation of the results for η and 1/ν to O(ǫ5) (which
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is relevant also for the pure Ising model). The behavior near the infinite avalanche line in
systems with less than critical randomness is discussed in appendix E. Appendix F renders
details on the calculation of the avalanche exponents by the use of replicas. Related problems
are finally discussed in appendix G.
II. EXPERIMENTS
In this section we will discuss several experiments that reveal scaling behavior which
might be related to the critical point studied in this paper. The critical exponents found
in real experiments do not necessarily have to be the same as in our model, since long-
range interactions, different conserved quantities and other changes are likely to alter the
universality class in some cases. We do propose however that the qualitative features, in
particular the existence of an underlying plain old critical point with disorder and driving
field as tunable parameters are likely to be the same as in our model (see also appendix G).
A more detailled discussion of these and other Barkhausen experiments [91–96,99,97], and
related experiments in non-magnetic avalanching systems (in shape memory alloys [13,46],
superconductors [12,49], liquid helium in Nuclepore [15], and others), and a quantitative
comparison with our theory will be given in a forthcoming publication [98,128,126].
A. Magnetic hysteresis loops for different annealing temperatures
A beautiful, qualitative illustration of the crossover from smooth hysteresis loops at large
disorder to hysteresis loops with macroscopic jumps at low disorder is shown in figure 1.
The hysteresis loops were measured by Berger [47,48] for a 60 nm thick Gd film which had
been grown onto a tungsten single crystal with a (110) surface orientation. The substrate
as well as the film are highly purified (contaminants are less than 1/20 of a monolayer). Gd
films prepared in this way exhibit a hcp structure with the (0001) direction perpendicular to
the surface. The substrate temperature during deposition was T = 350K, which results in
smooth films with large atomically flat terraces, but also produces films with locally varying
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strain and therefore with locally varying anisotropy. Subsequent annealing at higher tem-
peratures improves the crystallographic order, which is accompanied by a strain relaxation.
Thus, by varying the annealing temperature the authors are able to change the variation
of the anisotropy defect density, which is somewhat analogous to the disorder parameter
R in our model. Higher annealing temperatures correspond to lower values of R. If there
is a second order critical point of the kind described in the introduction underlying the
crossover from hysteresis loops with a jump to smooth hysteresis loops, it should be possible
to extract a scaling form for the magnetization curves similar to the one given in eq. (9).
(The annealing temperature minus some critical value would play the role of the tunable
reduced disorder parameter r.) Under appropriate rescaling of the axes near the critical
point the magnetization curves should all collapse one onto another. The necessary amount
of rescaling as a function of distance from the critical point determines the (presumably
universal) exponents [45]. Further measurements near the crossover to extract potential
scaling behavior are currently being performed by Berger [47].
B. Barkhausen noise for different annealing temperatures
Scaling behavior has also been recorded in the Barkhausen pulse duration and pulse
area distribution in a related experiment [6]. The pulse area gives the total change in the
magnetization due to the corresponding Barkhausen pulse. It is analogous to the avalanche
size given by the number of spins participating in an avalanche in our model. It was found
that the distribution of pulse areas integrated over the hysteresis loop of an 81% Ni-Fe
wire (50 cm long, 1mm diameter) was well described by a power law up to a certain cutoff
size (see figure 2). The cutoff appeared to be smaller at higher annealing temperatures.
It would be interesting to see whether the cutoff takes a system-size dependent maximum
value at a critical annealing temperature T annc and decreases again at higher and lower
annealing temperatures. This would be expected if varying the annealing temperature would
correspond to tuning the system through a critical region with a diverging length scale at
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T annc . Near T
ann
c the Barkhausen pulse area distributions should then be described by a
scaling form that would allow a scaling collapse of all distributions onto one single curve for
appropriate stretching of the axes. Again, potentially universal critical exponents could be
extracted from such a collapse. They would be predicted by our avalanche critical exponents
if our model is in the same universality class.
C. Barkhausen pulse size distributions at fixed disorder
There are other experiments which revealed power law decays for Barkhausen pulse size
distributions in various samples, as we have mentioned earlier [11,44]. To our knowledge the
amount of disorder (or another parameter) was not varied in these experiments. The power
law scaling over several decades found in these systems has in some cases been interpreted
as a manifestation of self-organized criticality [11]. According to our simulations however,
three decades of scaling occur when the disorder is as far as 40% away from the critical
value. Tuning the amount of disorder in the system (for example by annealing the sample
as in the previous two experiments, or by introducing random strain fields) might lead to a
larger (or smaller) cutoff in the power law pulse size distribution. It seems rather plausible
that the observed scaling behavior would be due to a plain old critical point rather than
self-organized criticality.
D. Remarks
The first experiment that showed the crossover in the shape of the magnetic hysteresis
loops was performed in an effectively two dimensional system, while the experiments on
Barkhausen noise used effectively three dimensional systems. Interestingly, two might be
the lower critical dimension of the transition which we are studying in this paper.2 These
2In one dimension there will still be a crossover from hysteresis loops with a macroscopic jump
to smooth hysteresis loops for a bounded distribution of random fields [51], however the potential
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conjectures are currently being tested with our numerical simulations [45].
Real experiments may involve long-range fields which may in principle alter the uni-
versality class. Different kinds of disorder, such as correlated disorder rather than point
disorder and random anisotropies or random bonds rather than random fields, may also be
present. Furthermore, the symmetries can be changed if there are more than two available
(“spin”) states at each site in the lattice. In appendix G we discuss related models, and
which of these changes are expected to change the universality class relative to our model.
What is the moral of this story? Power laws with cutoffs are anything but sufficient
evidence for self-organized criticality. In the systems discussed here, they are more likely
due to a nearby plain old critical point with disorder as a tunable parameter and a large
critical region, than spontaneous self-organization towards a self-similar state. For related
future experiments and analysis one would recommend the search for tunable parameters
other than system size that allow to change the cutoff in the power law distributions. For the
analysis of our simulation results, scaling collapses and other techniques from equilibrium
critical phenomena turned out to be very useful for extracting critical exponents [45].
III. THE MODEL
As we have explained in the introduction, the goal is to describe the long-wavelength
behavior of hysteretic systems with noise due to microscopic avalanches triggered by the
external driving field. We will focus in particular on the scaling regime, where collective
behavior is observed on many length scales. Conventional hysteresis models like the Preisach
model [43], which do not take into account interaction between the smallest hysteretic units
(grains), would not be suitable for this purpose. The Preisach model could only be used
to fit a certain measured distribution of avalanche sizes — the power law scaling would be
scaling behavior found near the transition will not be universal, but rather depend on the exact
shape of the tails of the distribution of random fields.
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the input determining free parameters of the model rather than the output with universal
predictive power.
The key ingredient is interaction.3 As is well known from equilibrium phenomena, behav-
ior on long length scales can often be well described by simple microscopic models that only
need describe a few basic properties correctly, such as symmetries, interaction range and
effective dimensions. This notion has been successfully applied in particular to equilibrium
magnetic systems: the scaling behavior found in some pure anisotropic ferromagnets near
the Curie-temperature is mimicked reliably by the regular Ising model [53,54]. At each site
i in a simple cubic lattice there is a variable si, in this context called a spin, which can take
two different values, si = +1 or si = −1 [55]. (This corresponds to a real magnet where a
crystal anisotropy prefers the magnetic moments (spins) to point along a certain easy axis.)
Each spin interacts with its nearest neighbors on the lattice through an exchange interac-
tion, Jij = J/z, which favors parallel alignment. z is the coordination number of the lattice
and J is a positive constant. (For the behavior on long length scales the exact range of the
microscopic interaction is irrelevant, so long as it is finite.) One can write the Hamiltonian
as
H = −∑
ij
Jijsisj −H
∑
i
si , (1)
where it is understood that the sum runs over nearest neighbor pairs of spins on sites i and
j. H is a homogeneous external magnetic field. In two and higher dimensions this model
3For systems exhibiting return-point-memory (also called “subloop-closure” or “wiping-out” prop-
erty) [41,52,43] there is in fact a well established method to verify whether interactions play an
important role, and whether the Preisach model is applicable at all. It involves testing for subloop-
congruency. For further details we refer the reader to the literature [52,43,15]. This test has
been conducted for the experiment on liquid He in Nuclepore [15] revealing the importance of
interactions between the pores, and the failure of the conventional Preisach model to describe the
hysteresis curve.
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exhibits an equilibrium ferromagnetic state at temperatures T < Tc, where Tc is the Curie
temperature. Figure 3 shows the corresponding equilibrium magnetization curve at zero
temperature: All spins are pointing up at positive external magnetic fields, and all spins are
pointing down at negative external magnetic fields. At H = 0 the curve is discontinuous.
What would the magnetization curve look like for the same model, but far from equi-
librium, as is the case for most real magnets? The answer is shown in figure 4. We have
imposed a certain local dynamics, assuming that each spin si will flip only when the total
effective field at its site, given by
heffi = −
∑
j
Jijsj −H , (2)
changes sign. We find that the resulting magnetization curve becomes history dependent.
The system will typically be in some metastable state rather than the ground state. The
upper branch of the hysteresis curve in figure 4 corresponds to the case where we have
monotonically and adiabatically lowered the external magnetic field, starting fromH = +∞,
where all spins were pointing up. At the coercive field H lc = −2dJij ≡ −J all spins flip in
a single system spanning event or “avalanche”. Similarly, for increasing external magnetic
field, they all flip at Huc = 2dJij ≡ +J . It becomes clear that the underlying cause for
hysteresis in this model is the interaction between the spins.
So far, however, an essential feature of real materials is missing: there is no account for
dirt. Usually there will be inhomogeneities and disorder in the form of defects, grain bound-
aries, impurities, leading to random crystal anisotropies, and varying interaction strengths
in the system. Consequently not all spins will flip at the same value of the external magnetic
field. Instead, they will flip in avalanches of various sizes that can be broken up or stopped
by strongly “pinned” spins or clusters of previously flipped spins.
If the disorder in the system is small, the picture will not deviate dramatically from the
pure case. One would expect only a few small precursors to the macroscopic avalanche of
figure 4. If however, the disorder is large compared to the coupling strength in the system,
one might expect no system sweeping avalanche at all, but only small clusters of spins
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flipping over a broad range of the external magnetic field.
A simple way to implement a certain kind of uncorrelated, quenched disorder is by
introducing uncorrelated random fields into the model. (Other kinds of disorder are discussed
in appendix G.) The energy function is replaced by
H = −∑
ij
Jijsisj −
∑
i
(H + fi)si . (3)
The local dynamics remains unchanged, except for a modification in the expression for the
total effective field at site i, which now also has to take into account the random field fi:
heffi = −
∑
j
Jijsj −H − fi . (4)
We assume a Gaussian distribution ρ(fi) of standard deviation R for the fields fi, which is
centered at fi = 0:
ρ(fi) =
1√
2πR
exp (− f
2
i
2R2
) . (5)
As we will show, the critical exponents do not depend on the exact shape of the distribution
of random fields. To pick a Gaussian is a standard choice, which (due to the central limit
theorem [56]) is also more likely to be found in some real experiments than, for example,
rectangular distributions [57].
In magnets the random fields might model frozen-in magnetic clusters with net magnetic
moments that remain fixed even if the surrounding spins change their orientation. In con-
trast to random anisotropies they break time reversal invariance by coupling to the order
parameter (rather than its square). In shape memory alloys, ramping temperature, the ran-
dom fields can be thought of as concentration fluctuations that prefer martensite over the
austenite phase [58]. In the martensitic phase, ramping stress, they model strain fields that
prefer one martensitic variant over another [58].
In appendix G we discuss related systems with different kinds of disorder, symmetries,
interactions and dynamics, and the possible effects of such changes on the associated long-
wavelength behavior and critical properties at transitions analogous to the one studied here.
15
IV. RESULTS
It is relatively easy to solve the nonequilibrium model of eq. (3) in the mean-field ap-
proximation where every spin interacts equally strongly with every other spin in the system.
The coupling is of size Jij = J/N , where N is the total number of spins
4 (i.e. all spins act
as nearest neighbors). The Hamiltonian then takes the form
H = −∑
i
(JM +H + fi)si , (6)
Just as in the Curie-Weiss mean field theory for the Ising model, the interaction of a spin
with its neighbors is replaced by its interaction with the magnetization of the system.
It turns out that the mean-field theory already reflects most of the essential features of
the long-length scale behavior of the system in finite dimensions: Sweeping the external field
through zero, the model exhibits hysteresis. As disorder is added, one finds a continuous
transition where the jump in the magnetization (corresponding to an infinite avalanche)
decreases to zero. At this transition power law distributions of noise (avalanches) and
universal behavior are observed.
As we will show later in an RG description of the model, the critical exponents describing
the scaling behavior near the critical point are correctly given by mean-field theory for
systems in 6 and higher spatial dimensions. The RG allows us to calculate their values
in (6 − ǫ) dimensions in a power series expansion in ǫ > 0 around their mean-field values
at ǫ = 0. In the following we briefly present the results from mean-field theory, from the
ǫ-expansion and from numerical simulations in 3 dimensions. More details will be given in
later sections.
4We warn the reader that in all plots of numerical simulation results in finite dimensions J will
denote the strength of the nearest neighbor coupling Jij in the simulated crystal, while in the
analytic calculation and in mean-field theory it denotes
∑
j Jij , i.e. the two definitions differ by
the coordination number of the lattice.
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A. Results on the magnetization curve
Figure 5 shows the hysteresis curve in mean field theory at various values of the disorder
R < Rc =
√
(2/π)J , R = Rc, and R > Rc. For R < Rc, where the coupling is important
relative to the amount of disorder in the system, the hysteresis curve displays a jump due
to an infinite avalanche of spin flips, which spans the system. Close to Rc the size of the
jump scales as ∆M ∼ rβ, with r = (Rc − R)/R, and β = 1/2 in mean field theory. Using a
mapping to the pure Ising model, we find in 6− ǫ dimensions [59]
β = 1/2− ǫ/6 + 0.00617685ǫ2 − 0.035198ǫ3 + 0.0795387ǫ4
−0.246111ǫ5 +O(ǫ6) . (7)
At R = Rc the magnetization curve scales as M − M(Hc(Rc)) ∼ h(1/δ), where h =
H−Hc(Rc) andHc(Rc) is the (nonuniversal) magnetic field value at which the magnetization
curve has infinite slope. In this mean field theory Hc(Rc) = 0, and M(Hc(Rc)) = 0, and
βδ = 3/2. In 6− ǫ dimensions [59]
βδ = 3/2 + 0.0833454ǫ2 − 0.0841566ǫ3 + 0.223194ǫ4 − 0.69259ǫ5 +O(ǫ6) . (8)
Numerical simulations in 3 dimensions yield β = 0.036± 0.036 and βδ = 1.81± 0.36 [45].
For R > Rc the disorder can be considered more important than the coupling. Conse-
quently there are no system spanning avalanches (for infinite system size) and the magneti-
zation curve is smooth.
Note that the hard spin mean-field theory does not show any hysteresis for R ≥ Rc.
This is only an artifact of its particularly simple structure and not a universal feature. For
example, the analogous soft spin model, which is introduced for the RG description in section
VI, has the same exponents in mean-field theory, but shows hysteresis at all disorders R,
even for R > Rc as seen in figure 6.
Close to Rc and Hc(Rc) the magnetization curve is described by a scaling form:
M −M(Hc(Rc)) ≡ m(r, h) ∼ rβM±(h/rβδ) (9)
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where M± is a universal scaling function (± refers to the sign of r). It is computed in
mean-field theory in appendix A. Corrections5 to the mean-field equation of state in 6 − ǫ
dimensions are calculated to O(ǫ) in section VIIB 4. Results to O(ǫ2) are quoted in section
VIII.
B. Results on the mean-field phase diagram
Figure 7 shows the phase diagram for the lower branch of the hysteresis curve as obtained
from the simple hard spin mean-field theory, defined through eq. (6). The bold line with
the critical endpoint (Rc, Hc(Rc)) indicates the function H
u
c (R) for the onset of the infinite
avalanche for the history of an increasing external magnetic field. The dashed line describes
H lc(R) for a decreasing external magnetic field. The three dotted vertical lines marked (a),
(b), and (c) describe the paths in parameter space which lead to the corresponding hysteresis
loops shown in figure 5. Figure 8 shows the corresponding phase diagram for the soft-spin
model. As before, the three dotted vertical lines marked (a), (b) and (c) indicate the paths
through parameter space associated with the three hysteresis loops shown in figure 6. Note
that in the soft-spin model as well as in simulations in finite dimensions the two infinite
avalanche lines Huc (R) and H
l
c(R) do not touch at Rc — this is another way of saying that
in these cases there is hysteresis at R = Rc, and, because of continuity also at R > Rc.
C. Results on scaling near the onset Hc(R) of the infinite avalanche line (R < Rc)
The mean-field magnetization curve scales near the onset of the infinite avalanche as
5The scaling form in finite dimensions may depend not on r and h, but on rotated variables r′
and h′, which are linear combinations of r and h. This applies to all scaling relations derived in
the infinite range model. The amount by which the scaling axes r′ = 0 and h′ = 0 are turned
relative to r = 0 and h = 0 is a nonuniversal quantity and has no effect on the critical exponents
(see appendix B).
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(M −Mc(Hc(R))) ∼ (H −Hc(R))ζ (10)
with ζ = 1/2. (In the following Hc(R) always stands for H
u
c (R) for the history of an
increasing external magnetic field, and for H lc(R) for a decreasing external magnetic field.)
Curiously we do not observe this scaling behavior in numerical simulations with short
range interactions in 2, 3, 4 and 5 dimensions. Indeed, the RG description suggests that
the onset of the infinite avalanche would be an abrupt (“first order” type) transition for all
dimensions d < 8 (see appendix E), and a continuous transition for d > 8. We [45] have
performed initial numerical simulations in 7 and 9 dimensions for system sizes 77 and 59
at less than critical disorders. The simulation results do in fact seem to confirm the RG
prediction [45]. In the following we will mostly focus on the critical endpoint at (Rc, Hc(Rc)),
where the mean-field scaling behavior is expected to persist in finite dimensions with slightly
changed critical exponents.
D. Results on avalanches
Figure 9 shows the magnetization curves from simulations of two 3 dimensional systems
with only 53 spins. The curves are not smooth. They display steps of various sizes. Each step
in the magnetization curve corresponds to an avalanche of spin flips during which the external
magnetic field is kept constant. Figure 10 shows histograms D(S, r) of all avalanche sizes
S observed in mean-field systems at various disorders r when sweeping through the entire
hysteresis loop. For small r the distribution roughly follows a power law D(S, r) ∼ S−(τ+σβδ)
up to a certain cutoff size Smax ∼ |r|−1/σ which scales to infinity as r is taken to zero.
In appendix A we derive a scaling form for the avalanche size distribution for systems
near the critical point: Let D(S, r, h) denote the probability to find an avalanche of size S
in a system with disorder r at magnetic field h upon an infinitesimal increase of the external
magnetic field. For large S one finds
D(S, r, h) ∼ 1/SτD±(Sr1/σ, h/rβδ) . (11)
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The scaling form for D(S, r) of the histograms in figure 10 is obtained by integrating
D(S, r, h) over the external magnetic field.
In mean field theory we find σ = 1/2 and τ = 3/2. In 6 − ǫ dimensions we obtain from
the RG calculation σ = 1/2− ǫ/12 +O(ǫ2) and τ = 3/2 +O(ǫ2). Numerical simulations in
3 dimensions [45] render σ = 0.238± 0.017 and τ = 1.60± 0.08 [45].
E. Results on correlations near (Rc,Hc(Rc))
With the mean field approximation we have lost all information about length scales in the
system. The RG description, which involves a coarse graining transformation to longer and
longer length scales, provides a natural means to extract scaling forms for various correlation
functions and the correlation length of the system.
1. Avalanche correlations
The avalanche correlation function G(x, r, h) measures the probability for the configura-
tion of random fields in the system to be such that a flipping spin will trigger another at
relative distance x through an avalanche of spin flips. Close to the critical point and for
large x the function G(x, r, h) scales as
G(x, r, h) ∼ 1/xd−2+ηG±(x/ξ(r, h)) , (12)
where η is called “anomalous dimension” and G± is a universal scaling function. The correla-
tion length ξ(r, h) is the important (macroscopic) length scale of the system. At the critical
point, where it diverges, the correlation function G(x, 0, 0) decays algebraically — there will
be avalanches on all length scales. Close to the critical point the correlation length scales as
ξ(r, h) ∼ r−νY±(h/rβδ) , (13)
where Y± is the corresponding scaling function. From the ǫ-expansion one obtains [59]
1/ν = 2− ǫ/3− 0.1173ǫ2 + 0.1245ǫ3 − 0.307ǫ4 + 0.951ǫ5 +O(ǫ6) , (14)
20
and
η = 0.0185185ǫ2 + 0.01869ǫ3 − 0.00832876ǫ4 + 0.02566ǫ5 +O(ǫ6) . (15)
The numerical values in 3 dimensions are 1/ν = 0.704± 0.085 and η = 0.79± 0.29.
2. Spin-spin (“cluster”) correlations
There is another correlation function which measures correlations in the fluctuations of
the spin orientation at different sites. It is related to the probability that two spins si and
sj at two different sites i and j, that are distanced by x, have the same value [53]. It is
defined as
C(x, r, h) = 〈(si − 〈si〉f)(sj − 〈sj〉f)〉f , (16)
where 〈〉f indicates the average over the random fields. From the RG description we find
that for large x it has the scaling form
C(x, r, h) ∼ x−(d−4+η¯)C±(x/ξ(r, h)) , (17)
where ξ(r, h) scales as given in eq. (13) and C± is a universal scaling function. At the critical
point C(x, 0, 0) decays algebraically — there will be clusters of equally oriented spins on all
length scales. The ǫ-expansion renders [59]
η¯ = 0.0185185ǫ2 + 0.01869ǫ3 − 0.00832876ǫ4 + 0.02566ǫ5 +O(ǫ6) . (18)
which is in fact the same perturbation expansion as for η to all orders in ǫ. (The two
exponents do not have to be equal beyond perturbation theory, see also [126,129]).
F. Results on avalanche durations
Avalanches take a certain amount of time to spread, because the spins are flipping
sequentially. The further the avalanche spreads, the longer it takes till its completion. The
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RG treatment suggests that there is a scaling relation between the duration T of an avalanche
and its linear extent l
T (l) ∼ lz (19)
with z = 2 + 2η to O(ǫ3) [60], i.e.
z = 2 + 0.037037ǫ2 + 0.03738ǫ3 +O(ǫ4) . (20)
Our numerical result in 3 dimensions is z = 1.7± 0.3.6
The fractal dimension for the biggest avalanches Smax ∼ r−1/σ ∼ ξ1/(σν) is
dfractal = 1/(σν) , (21)
so that the time for the biggest finite avalanches scales as T (Smax ) ∼ Sσνzmax .
G. Results on the area of the hysteresis loop
In some analogy to the free energy density in equilibrium systems, one can extract the
scaling of the area of the hysteresis loop for this system near the critical endpoint. (This is
the energy dissipated in the loop per unit volume.) From the fact that the singular part of
the magnetization curve scales as m(h, r) ∼ rβM±(h/rβδ) (see eq. (9)) we conjecture that
the singular part of the area would scale as Asing ∼
∫
m(h, r)dh ∼ r2−α with 2−α = β+βδ.
(The scaling form for the total area Atot will also have an analytical piece: Atot = c0+c1r
n+
6While we expect the 6 − ǫ results for the static exponents β, δ, ν, η, η¯, τ , σ, etc. to agree
with our hard-spin simulation results close to 6 dimensions, this is not necessarily so for the
dynamical exponent z. There are precedences for the dynamics being sensitive to the exact shape
of the potential, sometimes only in mean-field theory [17,19,20] (charge density waves in a smooth-
potential versus a linear cusp potential), and sometimes even in the ǫ-expansion [20,127] (charge
density waves in a sawtooth potential).
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c2r
(n+1) + ... + Asing; for any data analysis one needs to keep all terms with n ≤ 2 − α.) In
mean field theory α = 0. Numerical and analytical results can be derived from the results
for β and βδ quoted earlier.
H. Results on the number of system-spanning avalanches at the critical disorder
R = Rc
In percolation in any dimensions less than 6, there is at most one infinite cluster present
at any value of the concentration parameter p, in particular also at its critical value pc
[61]. In contrast, in our system at the critical point R = Rc the number N∞ of “infinite
avalanches” found during one sweep through the hysteresis loop, diverges with system size
as N∞ ∼ Lθ in all dimensions d > 2.
The ǫ-expansion for our system yields
θν = 1/2− ǫ/6 +O(ǫ2) (22)
Numerical simulations [45] show clearly that θ > 0 in 4 and 5 dimensions. In three di-
mensions one finds θν = 0.021 ± 0.021 and θ = 0.015 ± 0.015. (For more details on θ see
[126,129].)
I. List of exponent relations
In the following sections we list various exponent relations, for which we give detailled
arguments in references [126,129].
1. Exponent equalities
The exponents introduced above are related by the following exponent equalities:
β − βδ = (τ − 2)/σ if τ < 2 , (23)
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(2− η)ν = βδ − β , (24)
β = ν
2
(d− 4 + η¯) , (25)
and
δ = (d− 2η + η¯)/(d− 4 + η¯) . (26)
(The latter three equations are not independent and are also valid in the equilibrium random
field Ising model [62,125,101]).7
2. Incorrect exponent equalities
a. Breakdown of hyperscaling In our system there are two different violations of hyper-
scaling.
1. In references [126,129], we show that the connectivity hyperscaling relation 1/σ =
dν − β from percolation is violated in our system. There is a new exponent θ defined by
1/σ = (d− θ)ν − β with θν = 1/2− ǫ/6+O(ǫ2) and θν = 0.021± 0.021 in three dimensions
[45]. θ is related to the number of system spanning avalanches observed during a sweep
through the hysteresis loop.
2. As we will discuss in section VIII there is a mapping of the perturbation theory for
our problem to that of the equilibrium random field Ising model to all orders in ǫ. From that
mapping we deduce the breakdown of an infamous (“energy”)-hyperscaling relation, which
has caused much controversy in the case of the equilibrium random-field Ising model [62]
β + βδ = (d− θ˜)ν , (27)
7Also, using these relations one finds that the inequality ν/βδ ≥ 2/d (which applies in our model
[129,126,104]) goes over into the Schwartz-Soffer inequality η¯ ≤ 2η that has been derived for the
corresponding equilibrium model [63].
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with a new exponent θ˜. In [126,129] we discuss the relation of the exponent θ˜ to the energy
output of the avalanches. The ǫ-expansion yields θ˜ = 2 to all orders in ǫ. Non-perturbative
corrections are expected to lead to deviations of θ˜ from 2 as the dimension is lowered. The
same is true as is the case in the equilibrium RFIM [126,129]. The numerical result in three
dimensions is θ˜ = 1.5± 0.5 [45]. (In the three-dimensional Ising model it is θ˜eq = 1.5± 0.4
[62,100].)
b. Breakdown of perturbative exponent equalities There is another strictly perturbative
exponent equality, which is also obtained from the perturbative mapping to the random-field
Ising-model [126,129],
η¯ = η . (28)
It, too, is expected to be violated by non-perturbative corrections below 6 dimensions.
3. Exponent inequalities
In references [126,129] we give arguments for the following two exponent-inequalities8:
ν/βδ ≥ 2/d , (29)
which is formally equivalent to the “Schwartz-Soffer” inequality, η¯ ≤ 2η, first derived for the
equilibrium random field Ising model [63], and
ν ≥ 2/d , (30)
which is a weaker bound than eq. (29) so long as βδ ≥ 1, as appears to be the case both
theoretically and numerically at least for d ≥ 3.
8From the normalization of the avalanche size distribution D(s, r, h) (see eq. (11)) follows that
τ > 1.
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J. Results on the upper critical dimension of the critical endpoint (Rc,Hc(Rc))
The consistency of the mean-field theory exponents for d ≥ 6 can be shown by a Harris
criterion type of argument [53], which also leads to eq. (29) [128,126]. Approaching the
critical point along the r′ = 0 line, one finds a well defined transition point only if the
fluctuations δh′ in the critical field Hc due to fluctuations in the random fields are always
small compared to to the distance h′ from the critical point, i.e. δh′/h′ << 1 as h′ → 0.
With δh′ ∼ ξ−d/2 and ξ ∼ (r′)−νf±(h′/(r′)βδ) ∼ (h′)−ν/(βδ) at r′ = 0, one obtains δh′/h′ ∼
ξ−d/2/ξ−βδ/ν << 1, or ν/βδ ≥ 2/d. For ν = 1/2 and βδ = 3/2 this is only fulfilled if d ≥ 6,
i.e. d = 6 is the upper critical dimension.
V. WHY AN ǫ-EXPANSION?
Perturbation theory has proven an invaluable tool for practical calculations in many
branches of physics. The asymptotic expansion in powers of the electronic charge in elec-
trodynamics is an example where perturbation theory not only gives extremely accurate
results but also provides a qualitative insight in the underlying physical processes such as
absorption and emission of photons. Critical phenomena in general are among the cases
where perturbation theory cannot be applied (at least not below a certain “upper critical
dimension” dc). The fluctuations in the order parameter near the critical point become too
large to extract useful information from a perturbation expansion in some physical coupling
constant.
The RG has been developed specifically for such cases. It is a means to extend the
derivation of critical scaling forms from mean-field theory to finite dimensions, and to obtain
information about the effective behavior of the system on long length scales. The Wilson-
Fisher momentum shell renormalization group is an iterative coarse graining transformation.
In each step the shortest wavelength degrees of freedom are integrated out, leading to an
effective action for the modes on longer length scales. If a theory is renormalizable, the
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coarse grained action will be in the same form as the original action, but with rescaled
parameters.
Under coarse graining many of these parameters will flow to a certain fixed point, which is
independent of their original microscopic value. The properties of the system on long length
scales only depend on the fixed point. This is the key to universality: different microscopic
systems flow to the same fixed point and are therefore described by the same effective action
on long length scales. They will consequently show the same critical behavior.
Second order critical points are fixed points of the coarse graining transformation. They
are characterized by a diverging correlation length and consequent scale invariance. There
are fluctuations (such as clusters, avalanches, etc.) on all length scales. In the same sense
power laws are scale free functions.9 It is therefore not surprising that systems near their
critical point are described by power laws. One of the triumphs of the RG is to show from
first principles that near the critical point the interesting long-wavelength properties are
given by homogeneous functions10 with respect to a change of length scale in the system.
This observation leads to Widom scaling forms for the various macroscopic quantities, some
of which we already obtained from simple expansions in mean field theory.
The RG thus provides a formal justification of the scaling ansatz used in the data anal-
ysis and an explanation for the universality of the critical exponents. It is the ultimate
9When a function f(x) ∼ x|α| is measured over three pairs of octaves, say over the intervals [1, 4],
[10, 40], and [100, 400], the ratio of the largest to the smallest value is always 4|α|, so the three
graphs of f(x) can be superimposed by simple change of scale. In this sense, power laws are scale
invariant [64].
10A function f(x1, · · ·, xn) is homogeneous of degree D in the variables x1, · · ·, xn, if on multiplying
each xi by an arbitrary factor b the value of f is multiplied by b
D, i.e. f(bx1, · · ·, bxn) = bDf(x1, · ·
·, xn) [64].Here we use the definition f(bλ1x1, · · ·, bλnxn) = byf(x1, · · ·, xn) for λ1, · · ·, λn real
constants.
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justification for the attempt to extract useful predictions about real complex materials from
extremely simple caricatures of the microscopic physics.
In particular it has been used to derive an expansion for the critical exponents around
their mean-field values in powers of the dimensional parameter ǫ = dc − d, where d is the
dimension of the system. Note that the ǫ-expansion is an asymptotic expansion in terms of
a quite unphysical parameter. Nevertheless it has proven very successful for mathematical
extrapolations. In this paper we shall apply its basic ideas to our problem and refer the
reader for further details to excellent reviews in the existing literature [65,66,53,64,67–70].
The calculation turns out to be interesting in its own right. In contrast to RG treat-
ments of equilibrium critical phenomena, a calculation for our hysteresis problem has to
take into account the entire history of the system. It reveals formal similarities to related
single interface depinning transitions [19,20,29–31,26]. Although our problem deals with the
seemingly more complex case of many advancing interfaces or domain walls, the calculation
turns out to be rather simple, much simpler in fact than in the single interface depinning
problem. More details are given in appendix G. The techniques employed here are likely to
be applicable to other nonequilibrium systems as well.
VI. ANALYTICAL DESCRIPTION
In equilibrium systems one defines a partition function as the sum over the thermal
weights or probabilities of all possible states. From this partition function all ensemble
averaged correlation functions can be obtained. It is also usually the quantity used to
calculate the critical exponents in an RG treatment. Our system is at zero temperature
and far from equilibrium. For a given configuration of random fields, the system will follow
a deterministic path through the space of spin microstates as the external magnetic field
is raised adiabatically. Systems with different configurations of random fields will follow
different paths. If we assign a δ-function weight to the correct path for each configuration
and then average over the distribution of random fields, we obtain a probability distribution
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for the possible paths of the system, which is the analogue of the probability distributions
for the possible states in equilibrium systems. The analogue of ensemble averaging for
equilibrium systems, is random field averaging in our system. The sum over all possible paths
weighted by their corresponding probability will play the role of a partition function for our
nonequilibrium system when we set up a Wilson-Fisher momentum shell renormalization
group transformation to calculate the critical exponents.
How can one formally describe the path that a system takes for a specific configuration
of random fields as the external magnetic field is increased from −∞ to +∞? A convenient
way is to introduce a time t into the otherwise adiabatic problem via H(t) = H0 + Ωt.
H0 is the magnetic field at time t = 0. Ω > 0 is the sweeping rate for a monotonically
increasing external magnetic field. The idea is to write down an equation of motion for
each spin such that the resulting set of coupled differential equations has a unique solution
which corresponds to the correct path the system takes for a given history. By taking Ω to
zero in the end one obtains the adiabatic or “static” limit, in which we are interested. For
convenience we introduce soft spins that can take values ranging from −∞ to +∞. Later
on this will allow us to replace traces over all possible spin configurations by path integrals
over the range of definition of the spins. We assume that each spin is moving in a double
well potential V (si) with minima at the “discrete” spin values si = ±1:
V (si) =


k/2 (si + 1)
2 for s < 0
k/2 (si − 1)2 for s > 0
(31)
To guarantee that the system takes a finite magnetization at any magnetic field, one needs
k > 0 and k/J > 1. The Hamiltonian of the soft spin model is then given by:
H = −∑
ij
Jijsisj −
∑
i
(fisi +Hsi − V (si)) . (32)
All terms in the Hamiltonian are as before, except for the additional V (si) term. A spin flip
in this model corresponds to a spin moving from the lower to the upper potential well. 11
11We believe the calculation could just as well have been performed for discrete spins, maybe
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We impose purely relaxational dynamics, given by
(1/Γ0)∂tsi(t) = −δH/δsi(t) . (33)
Γ0 is a “friction constant”.
This model shows qualitatively similar behavior to real magnets: As the external mag-
netic field is ramped, we observe spin flips, which correspond to irreversible domain wall
motions. The linear relaxation between the spin flips corresponds to the reversible domain
wall motion, which we have described in the introduction.
The soft spin mean-field theory, where every spin interacts equally with every other spin
yields the same static critical exponents as we have obtained earlier for the hard spin model.
We have also checked that replacing the linear cusp potential by the more common, smooth
s4 double well potential does not change the static mean field exponents.12
A. Formalism
We use the formalism introduced by Martin Siggia and Rose [73] to treat dynamical
critical phenomena, which is similar to the Bausch–Janssen–Wagner method [74]. One
defines the generating functional Z for the dynamical problem as an integral over a product
of δ–functions (one for each spin), each of which imposes the equation of motion at all times
on its particular spin [19]:
by using the ideas of Lubensky et al. [71]. At the time it seemed easier to use the established
formalism for continuous spins. However, in mean-field theory the formulas look very similar to
the hard-spin model. The new parameter k from the double well potential never seems to come
into play for any of the universal properties of the system.
12The form of the potential does change the (dynamical) mean-field exponents in the CDW de-
pinning transition at zero temperature [19]. In finite dimensions it changes some properties that
are associated with the thermal rounding of the CDW transition [72].
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1 ≡ Z =
∫
[ds]J [s]∏
i
δ(∂tsi/Γ0 + δH/δsi) . (34)
[ds] symbolizes the path integral over all spins in the lattice at all times, and J [s] is the
necessary Jacobian, which fixes the measure of the integrations over the si such that the
integral over each delta–function yields 1 [19]. One can show that J [s] merely cancels the
equal time response functions [75,19].13
In order to write Z in an exponential form in analogy to the partition function in equi-
librium problems, we express the δ-functions in their Fourier-representation, introducing an
unphysical auxiliary field sˆj(t):
δ(∂t/Γ0si(t) + δH/δsi(t)) ∼ 1/2π
∫
dsˆ exp(i
∑
j
sˆj(t)(∂tsj(t)/Γ0 + δH/δsj(t)) . (35)
Absorbing any constants into J [s], this yields for the (not yet random–field averaged) gen-
erating functional (in continuous time):
1 ≡ Z =
∫ ∫
[ds][dsˆ]J [s] exp(i∑
j
∫
dtsˆj(t)(∂tsj(t)/Γ0 + δH/δsj(t))) , (36)
or
1 = Z =
∫ ∫
[ds][dsˆ]J [s] exp(W ) , (37)
with the action
13To that end, one chooses the following regularization (when discretizing in time): Let t = nǫ with
ǫ a small number taken to zero later when n is taken to infinity, such that their product remains
fixed. Then ∂tsi(t) becomes (si(nǫ) − si((n − 1)ǫ))/ǫ and we integrate over dsi(nǫ). Because of
the analyticity we are free to take the rest of the argument of the δ–function at the lower value
si((n− 1)ǫ), or the average value (si(nǫ) + si((n− 1)ǫ))/2, or the upper value si(nǫ). If we choose
the first possibility, one finds that the Jacobian will be only a constant, since each argument only
depends on si(nǫ), and is independent of any other sj(nǫ) with i 6= j. This corresponds to allowing
a force at time (n−1)ǫ to have an effect only after some time ǫ, i.e. equal times response functions
are manifestly zero.
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W = i
∑
j
∫
dtsˆj(t)(∂tsj(t)/Γ0 + δH/δsj(t)) (38)
= i
∑
j
∫
dtsˆj(t)(∂tsj(t)/Γ0 −
∑
l
Jjlsl −H − fj + δV/δsj) .
We can express correlation and response functions of sj(t) as path integrals in terms of
W , because solely the unique deterministic path of the system for the given configuration
of random fields makes a nonzero contribution to the path integral over [ds] in eq. (36). For
example the value of spin sj at time t
′ is given by
sj(t
′) = Z−1
∫ ∫
[ds′][dsˆ′]J [s′]s′j(t′) exp(W ) . (39)
Similarly, correlation functions are given by
sj(t
′)sk(t′′) = Z−1
∫ ∫
[ds′][dsˆ′]J [s′]s′j(t′)s′k(t′′) exp(W ) . (40)
To calculate the response of sj at time t
′ to a perturbative field Jǫk(t′, t′′) switched on at site
k at time t′′, we add the perturbation to the magnetic field at site k, such that the action
becomes
Wǫ = i
∑
j 6=k
∫
dtsˆj(t)(∂tsj(t)/Γ0 −
∑
l
Jjlsl −H − fj + δV/δsj) (41)
+i
∫
dtsˆk(t)(∂tsk(t)/Γ0 −
∑
l
Jklsl −H − fk + δV/δsk − Jǫk(t, t′′)) .
Taking the derivative with respect to Jǫk and the limit ǫk → 0 afterwards14 one obtains
δsj(t
′)/δǫk(t′′) = (−i)Z−1
∫ ∫
[ds][dsˆ]J [s]sj(t′)sˆk(t′′) exp(W ) , (42)
so sˆ acts as a “response field”. Henceforth we shall suppress J [s], keeping in mind that its
only effect is to cancel equal time response functions (see previous footnote).
Since Z = 1 independent of the random fields, we could have left out the Z−1 factors
in eqs. (39), (40), and (42). This greatly facilitates averaging over the random fields: The
14An exact definition of the functional derivative which is consistent with the history of a mono-
tonically increasing magnetic field is given in appendix C.
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average response and correlation functions are generated by averaging Z directly over the
random fields. Unlike in equilibrium problems with quenched randomness it is not necessary
to calculate the (more complicated) average of lnZ. One obtains for the random field
averaged correlation functions
〈sj(t′)sk(t′′)〉f =
∫ ∫
[ds][dsˆ]sj(t
′)sk(t
′′)〈exp(W )〉f , (43)
and similarly
δsj(t
′)/δǫk(t′′) = 〈sj(t′)sˆk(t′′)〉f =
∫ ∫
[ds][dsˆ]sj(t
′)sˆk(t′′)〈exp(W )〉f . (44)
It is not obvious how to calculate 〈exp(W )〉f directly, since W involves terms like Jijsisˆj
which couple different sites. Following Sompolinsky and Zippelius [76], and Narayan and
Fisher [19], we can circumvent this problem by performing a change of variables from the
spins sj to local fields Jη˜i =
∑
j Jijsj. (We introduce the coefficient J on the left hand side to
keep the dimensions right.) At the saddle point of the associated action the new variables η˜j
(for all j) are given by the mean-field magnetization and the different sites become decoupled.
A saddle point expansion becomes possible, because the coefficients in the expansion can be
calculated in mean-field theory — they are also the same for all sites j.
Here is how it works: we insert into Z the expression
1 = 1/2π
∫ ∫
[dˆ˜η][dη˜]J [η˜] exp(i∑
j
∫
dtˆ˜ηj(t)(sj(t)−
∑
i
J−1ij Jη˜i(t))) (45)
where J [η˜] stands for the suitable Jacobian, which is simply a constant and will be sup-
pressed henceforth. Integrating out the auxiliary fields ˆ˜ηj, one recovers that the expres-
sion in eq. (45) is the integral over a product of δ-functions which impose the definitions
Jη˜i(t) =
∑
j Jijsj(t) at all times for all i.
After some reshuffling of terms and introducing some redefinitions that are motivated by
the attempt to separate the nonlocal from the local terms, one obtains
Z =
∫ ∫
[dˆ˜η][dη˜]
∏
j
Z¯j[η˜j , ˆ˜ηj ] exp[−
∫
dtˆ˜ηj(t)(
∑
l
J−1jl Jη˜l(t))] (46)
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where Z¯j[η˜j , ˆ˜ηj ] is a local functional
Z¯j [η˜j, ˆ˜ηj] =
∫ ∫
[dsj ][dsˆj]〈exp{J−1
∫
dt[J ˆ˜ηj(t)sj(t)+ (47)
isˆj(t)(∂tsj(t)/Γ0 − Jη˜j(t)−H − fj + δV/δsj)]}〉f
(we have absorbed a factor i in the definition of ˆ˜ηj). In short this can also be written as
Z ≡
∫
[dη˜][dˆ˜η] exp(S˜eff ) (48)
with the effective action S˜eff , now expressed in terms of the “local field” variables η˜ and ˆ˜η
S˜eff = −
∫
dt
∑
j
ˆ˜ηj(t)
∑
l
J−1jl Jη˜l(t) +
∑
j
ln(Z¯j[η˜j , ˆ˜ηj ]) . (49)
Physically we can interpret the functional
Φ[η] ≡
∫
[dˆ˜η] exp(S˜eff ) (50)
as the random field averaged probability distribution for the possible paths the system can
take through the spin configuration space as the external magnetic field is slowly increased.
Each path is specified by a set of N effective field functions Jηi(t) (i runs over the lattice
with N →∞ spins). Z is the integral of this (normalized) probability distribution over all
possible paths of the system and is therefore equal to 1.
The stationary point [η˜0j , ˆ˜η
0
j ] of the effective action is given by
[δS˜eff /δη˜j]η˜0
j
,ˆ˜η
0
j
= 0 , (51)
and
[δS˜eff /δˆ˜ηj ]η˜0
j
,ˆ˜η
0
j
= 0 . (52)
With eqs. (47) and (49) we find the saddle–point equations:
(−i)〈sˆi〉l,ˆ˜η0,η˜0 −
∑
j
JJ−1ij ˆ˜η
0
j = 0 , (53)
and
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〈si〉l,ˆ˜η0,η˜0 −
∑
j
JJ−1ij η˜
0
j = 0 . (54)
The notation 〈〉
l,ˆ˜η
0
,η˜0
here denotes a local average, obtained from the local partition function
Z¯i, after having fixed ˆ˜ηi and η˜i to their stationary–point solutions ˆ˜η
0
i and η˜
0
i .
For example (from eqs. (47), (49), (52), and (54))
〈si(t)〉l,ˆ˜η0,η˜0 = [
δ
δˆ˜ηi
∑
j
ln(Z¯j [η˜j, ˆ˜ηj])]ˆ˜η0,η˜0 =
1
Z¯i
∫ ∫
[ds][dsˆ]si(t)
〈exp{J−1
∫
dt[
∑
j
J ˆ˜η
0
j(t)sj(t)
+isˆj(t)(∂tsj(t)/Γ0 − Jη˜0j (t)−H − fj + δV/δsj)]}〉f . (55)
Eq. (53) and eq. (54) have the self-consistent solution
ˆ˜η
0
i (t) = 0 , (56)
and
η˜0i (t) = M(t) = 〈si(t)〉l,ˆ˜η0,η˜0 , (57)
where M(t) is the random field average of the solution of the mean field equation of motion
∂tsj(t)/Γ0 = Jη˜
0
j (t) +H + fj − δV/δsj . (58)
(This can be seen by setting ˆ˜η
0
= 0 in eq. (55). Integrating out the sˆ fields we see that
Z¯j is the random field average over a product of δ-functions which impose eq. (58) by their
argument. Eq. (57) is the self-consistency condition for this mean-field equation of motion.)
We can now expand the effective action S˜eff in the variables ηˆj ≡ (ˆ˜ηj − ˆ˜η
0
j) and ηj ≡
(η˜j − η˜0j ), which corresponds to an expansion around mean–field–theory:
Z =
∫ ∫
[dη][dηˆ] exp(Seff ) (59)
with an effective action (expressed in the new variables η and ηˆ):
Seff = −
∑
j,l
∫
dtJ−1jl Jηˆj(t)ηl(t) +
∑
j
∞∑
m,n=0
1
m!n!
∫
dt1 · · · dtm+n
umn(t1, ..., tm+n)ηˆj(t1) · · · ηˆj(tm)ηj(tm+1) · · · ηj(tm+n) (60)
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Here, as seen by inspection from eq. (49) and eq. (47)
um,n =
∂
∂ηj(tm+1)
· · · ∂
∂ηj(tm+n)
[
δm[ln Z¯j − ηˆj(t)η0j (t)]
δηˆj(t1) · · · δηˆj(tm)
]
ηˆ=0,η=0
(61)
=
∂
∂ǫ(tm+1)
· · · ∂
∂ǫ(tm+n)
〈(s(t1)− η0(t1)) · · · (s(tm)− η0(tm))〉l,ηˆ0,η0 ,
i.e., the coefficients umn are equal to the local (l), connected responses and correlations in
mean field theory.
Again, local (l) means [19] that we do not vary the local field η0j in the mean–field equation
1
Γ0
∂tsj(t) = Jη
0
j (t) +H + fj −
δV
δsj(t)
+ Jǫ(t) (62)
when we perturb with the infinitesimal force Jǫ(t).
B. Source terms
Correlations of s and sˆ can be related to correlations of η and ηˆ [19]. If we introduce the
source terms
∫
dt(sj(t)lˆj(t)− isˆj(t)lj(t)) (63)
into the action, we can write the correlations of s and sˆ as functional derivatives with respect
to lˆ and l at l = lˆ = 0. A shift in the variables η and ηˆ by l and lˆ respectively leads to a
source term of the kind
JJ−1ij (ηˆi(t)− lˆi(t))(ηj(t)− lj(t)) (64)
so that derivatives with respect to l and lˆ give correlation functions of ηˆ and η. For low
momentum behavior the factor JJ−1ij can be replaced by one since
∑
i J
−1
ij = J
−1.
C. Implementing the history
Up to here the effective action Seff manifestly involves the entire magnetic field range
−∞ < H < +∞. As we discuss in appendix C it turns out, however, that in the adiabatic
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limit a separation of time scales emerges. The relaxation rate kΓ0 in response to a pertur-
bation is fast compared to the driving rate Ω/k of the external magnetic field. The static
critical exponents can then be extracted self-consistently from a RG calculation performed
at a single, fixed value H of the external magnetic field. The analysis is much simpler
than one might have expected. Instead of dealing with the entire effective action which
involves all field values H , it suffices in the adiabatic limit to calculate all coefficients umn in
eq. (60) at one single fixed magnetic field H , and then to coarse grain the resulting action
Seff (H) ≡ SH . There are no corrections from earlier values of the external magnetic field.
Physically this corresponds to the statement that increasing the magnetic field within
an infinite ranged model (mean field theory) and then tuning the elastic coupling to a short
ranged form (RG) would be equivalent to the physical relevant critical behavior, which
actually corresponds to first tuning the elastic coupling to a short ranged form and then
increasing the force within a short ranged model [20]. In their related calculation for CDWs
below the depinning threshold [20], Narayan and Middleton give an argument that this
approach is self-consistent for their problem. In the appendix C we first show that their
argument applies to our system as well, and then discuss the consistency of the magnetic
field decoupling within the RG treatment of the entire history for separated time scales.
Where did the history dependence go? Note that the values of the coefficients umn at
field H are still history dependent (in the way the mean-field solution is). Also, causality
must be observed by the coarse graining transformation, so that even in the adiabatic limit
the intrinsic history dependence of the problem does not get lost.
D. Calculating some of the umn coefficients at field H
In appendix C we show that umn basically assume their static values in the adiabatic
limit. In this section we will briefly outline their derivation and quote the relevant results.
We have to be consistent with the history of an increasing external magnetic field, when
expanding around the “mean–field–path” η0(t). This implies that for calculating responses
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from eq. (61) we must only allow a perturbing force Jǫ(t) that increases with time in eq. (62).
For example, for u1,1 we add a force Jǫ(t) ≡ JǫΘ(t − t′) in eq. (62), where Θ(t− t′) is the
step function, and solve for 〈s(t)|H+Jǫ(t)〉f . The local response function is then given by
the derivative of limǫ→0[(〈(s(t)|H+Jǫ(t)〉f − 〈s(t)|H〉f)/ǫ] with respect to (−t′). The higher
response functions are calculated correspondingly. (The most important ones are calculated
in appendix C.) One obtains in the low frequency approximation for the first few terms of
the effective action of eq. (60) at field H
SH = −
∑
j,l
∫
dtJ−1jl Jηˆj(t)ηl(t)−
∑
j
∫
dt ηˆj(t)[−a∂t/Γ0 − ustat11 ] ηj(t)
+
∑
j
∫
dt 1
6
uηˆj(t)(ηj(t))
3
+
∑
j
∫
dt1
∫
dt2
1
2
u2,0ηˆj(t1)ηˆj(t2) , (65)
with
a = (J/k + 4ρ(−Jη0 −H + k))/k , (66)
ustat11 = 2Jρ(−Jη0 −H + k) + J/k , (67)
w = −2J2ρ′(−Jη0 −H + k) , (68)
u = 2J3ρ′′(−Jη0 −H + k) , (69)
and
u2,0 = R
2/k2 + 4(
∫ −H−η0+k
−∞
ρ(h)dh)− 4(
∫ −H−η0+k
−∞
ρ(h)dh)2
−4(
∫ −H−η0+k
−∞
(h/k)ρ(h)dh) . (70)
Eq. (70) implies that u2,0 ≥ 0 for any normalized distribution ρ(f).
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VII. PERTURBATIVE EXPANSION
A. The Gaussian theory for d > dc: response and correlation functions
One can show [53,66] that for systems with dimension d above the upper critical dimen-
sion dc, the nonquadratic terms in the action become less and less important on longer and
longer length (and time) scales. Near the critical point, where the behavior is dominated
by fluctuations on long length scales, the system is then well described by the quadratic
parts of the action, and the calculation of correlation and response functions amounts to
the relatively simple task of solving Gaussian integrals. It should come as no surprise that
the mean-field exponents are recovered, since the quadratic parts of the action represent the
lowest order terms in the saddle-point expansion around mean-field theory.
In our problem the action SH of eq. (65) has the quadratic part
Q(η, ηˆ) = −∑
j,l
∫
dtJ−1jl Jηˆj(t)ηl(t)−
∑
j
∫
dt ηˆj(t)[−a∂t/Γ0 − ustat11 ] ηj(t)
+(1/2)
∑
j
∫
dt1
∫
dt2 ηˆj(t1)ηˆj(t2)u2,0 . (71)
In the long–wavelength limit we can write J−1(q) = 1/J + J2q2 [64].
Rescaling ηˆ, ω and q we can replace the constants J2J and a by 1. The low frequency
part of the ηˆη-term in Q(η, ηˆ) is then given by
−
∫
ddq
∫
dtηˆ(−q, t)(−∂t/Γ0 + q2 − χ−1/J)η(q, t) (72)
where
χ−1 = J(ustat11 − 1) = 2J2ρ(−JM −H + k)− J(k − J)/k (73)
is the negative static response to a monotonically increasing external magnetic field, calcu-
lated in mean–field–theory.15
15Note that χ−1 = J(k − J)/kt, where t is a parameter used in the mean-field scaling functions
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In frequency space, it can be written as
−
∫
ddq
∫
dt(−iω/Γ0 + q2 − χ−1/J)ηˆ(−q,−ω)η(q, ω) . (74)
The ηˆηˆ term in Q(η, ηˆ), given by
∫
ddq
∫
dt1
∫
dt21/2u2,0ηˆ(−q, t1)ηˆ(q, t2) (75)
can also be expressed in frequency space
∫
ddq
∫
dω(1/2)u2,0δ(ω)ηˆ(−q,−ω)ηˆ(q, ω) . (76)
The expressions from eq. (74) and eq. (76) can be written together as
Q(η, ηˆ) = −
∫
dw
∫
ddq (77)
(ηˆ(−q,−ω), η(−q,−ω))
(
−1/2u2,0δ(ω)
(−iω/Γ0+q2−χ−1/J)
(iω/Γ0+q2−χ−1/J)
0
) (
ηˆ(q,ω)
η(q,ω)
)
This can be used to determine the response and correlation functions at field H at low
frequencies to lowest order in the expansion around mean field theory [77]. Inverting the
matrix one obtains [19]
Gηˆη(q, ω) = 〈ηˆ(−q,−ω)η(q, ω)〉 ≈ 1/(−iω/Γ0 + q2 − χ−1/J) (78)
and
Gηˆηˆ(q, ω) = 〈η(−q,−ω)η(q, ω)〉 ≈ u2,0δ(ω)/| − iω/Γ0 + q2 − χ−1/J |2 . (79)
The δ(ω) in eq. (79) is a consequence of the underlying separation of time scales. It will
lead to an essentially static character of the RG analysis of the problem. This might have
been expected, since the critical phenomena we set out to describe are essentially static
in appendix A. It is defined for the soft spin model in eq. (A29). In particular, this implies that
near the critical point χ−1 scales with the original parameters r and h in the same way as t, see
eq. (A 4) in the same appendix.
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in nature. At the critical point χ−1 = 0 we have Gηˆη(q, ω = 0) ∼ q2−η with η = 0 and
Gηη(q, ω = 0) ∼ q4−η¯ with η¯ = 0 at lowest order in perturbation theory. One can Fourier
transform the correlation functions back to time
Gηˆη(q, t, t
′) ≡ 〈ηˆ(q, t)η(−q, t′)〉 (80)
=


Γ0 exp{−Γ0(q2 − χ−1/J)(t′ − t)} for t′ > t
0 for t′ ≤ t
and
Gηη(q, t, t
′) =
∫
dt1
∫
dt2Gηˆη(q,−(t′ − t) + t1 + t2)u2,0Gηˆη(q, t2)
= u2,0/(q
2 − χ−1/J)2 . (81)
B. The RG analysis
In dimension d < dc the nonquadratic parts of the action are no longer negligible near
the critical point. One obtains corrections to the mean-field behavior.
The Wilson-Fisher coarse graining procedure is an iterative transformation to calculate
the effective action for the long wavelength and low frequency degrees of freedom of the
system. In each coarse graining step [78,65,19,66] one integrates out high momentum modes
of all frequencies ηˆ(q, ω) and η(q, ω), with q in a momentum shell [Λ/b,Λ], b > 1, and
afterwards rescales according to q = b−1q′, ω = b−1ω′, ηˆ(q, ω) = bcˆp ηˆ′(q, ω), and η(q, ω) =
bcpη′(q, ω). As usual, the field rescalings cˆp and cp are chosen such that the quadratic parts
of the action at the critical point (χ−1 = 0) remain unchanged, so that the rescaling of the
response and the cluster correlation function under coarse graining immediately gives their
respective power law dependence on momentum (i.e. this is an appropriate choice of the
scaling units.) Without loop corrections this implies that z = 2, ηˆ(x, t) = b−d/2−z ηˆ′(x, t) and
η(x, t) = b−d/2+2η′(x, t).
Performing one coarse graining step for the expansion for SH or eq. (65) yields a coarse
grained action which can be written in the original form, with “renormalized” vertices u′m,n.
41
Without loop corrections, the vertices of the coarse-grained action are simply rescalings
of the original vertices, which can be easily read off using the rescalings of q, ω, η, and
ηˆ. Taking into account that each δ/δǫ(t) involves a derivative with respect to time, and
therefore another factor b−z under rescaling, we arrive at
u′m,n = b
[−(m+n)+2]d/2+2num,n . (82)
This shows that above 8 dimensions all vertices that are coefficients of terms of higher
than quadratic order in the fields, shrink to zero under coarse–graining and are therefore
“irrelevant” for the critical behavior on long length scales and at low frequencies.
The “mass” term χ−1 in the action actually grows under rescaling in any dimension:
(χ−1)′ = b2(χ−1) (83)
(without loop corrections). At χ−1 = 0 and if all irrelevant coefficients are set to zero,
the action does not change under coarse graining. This case is obviously a fixed point of
the coarse graining transformation, where the systems looks the same on all length scales.
There is no finite (correlation) length determining the long wavelength behavior, which is
just what one would expect at a critical point.
The critical exponents can be extracted from a linearization of the transformation around
the associated fixed point. In the RG sense “relevant” eigenvectors of the linearized transfor-
mation (i.e. coefficients like χ−1 that grow under coarse graining) render the corresponding
scaling fields or tunable parameters.
Below eight dimensions the vertex u1,2 ≡ w = 2Jρ′(−Jη0−H + k) is the first coefficient
of a nonquadratic term to become relevant. An action with the original parameters χ−1 = 0
and w 6= 0 corresponds to a system with less than critical randomness R < Rc at the
onset field of the infinite avalanche. In appendix E we show how to extract the mean-
field exponents for the infinite avalanche line from the scaling above eight dimensions and
that the RG treatment suggests a first order transition for the same systems in less than 8
dimensions.
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In systems where the bare value of w is zero at the critical fixed point with χ−1 = 0,
all nonquadratic terms are irrelevant above six dimensions. As can be seen from appendix
A, this case constitutes the interesting “critical endpoint” at R = Rc and H = Hc(Rc),
which we have discussed in the introduction. The corresponding “upper critical dimension”
is dc = 6. For any dimension higher than 6, the mean–field exponents should describe
the behavior on long length scales correctly [53]. For d < 6, the vertex u1,3 = u becomes
relevant, while all higher vertices remain irrelevant. We are left with the effective action
which includes all vertices relevant for an expansion around 6 dimensions:
S˜ = −
∫
ddq
∫
dt ηˆ(−q, t)[−∂t/Γ0 + q2 − χ−1/J ] η(q, t) (84)
+(1/6)
∑
j
∫
dt ηˆj(t)(ηj(t))
3u+ (1/2)
∑
j
∫
dt1
∫
dt2 ηˆj(t1)ηˆj(t2)u2,0
Below 6 dimensions, where u does not scale to zero, we will perform the coarse graining
transformation in perturbation theory in u. At the fixed point, in 6 − ǫ dimensions, u will
be of O(ǫ). The perturbation series for the paramenters in the action and thus also for
the critical exponents, becomes a perturbation series in powers of ǫ. From the form of the
action one can derive Feynman rules (see appendix C), which enable us to write down the
perturbative corrections in a systematic scheme. Examples of their derivation for the φ4
model are given elsewhere [66,53,64].
1. Loop corrections
In the remaining parts of this section we perform a coarse graining transformation to
first order in ǫ.16 From the integration over the short wavelength degrees of freedom (of all
16In principle this is not necessary, since we can read off the corrections to O(ǫ5) from the mapping
to the ǫ-expansion of the pure Ising model in two lower dimensions, which we discuss in the next
section. However we will need the techniques introduced here later for the calculation of the
avalanche exponents.
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frequencies) one obtains loop corrections to various vertices. Figure 11 (a) and (b) shows the
corrections to χ−1 and u which are important for an O(ǫ) calculation. The dots correspond
to the vertices with the indicated names. An outgoing arrow corresponds to an ηˆ operator,
an incoming arrow corresponds to an η operator.
We consider the ηˆη term in the action as propagator and all other terms as vertices. An
internal line in a diagram corresponds to the contraction
〈ηˆ(q, t)η(−q, t′)〉 =


Γ0 exp{−Γ0(q2 − χ−1/J)(t′ − t)} for t′ > t
0 for t′ ≤ t
(85)
with q in the infinitesimal momentum shell Λ/b < q < Λ (b > 1) over which is integrated.
This expression can be approximated by δ(t − t′) in the low frequency approximation [19].
Note, however, that causality must be obeyed, i.e. t′ > t. Figure 11 (c) shows an example
of a diagram that violates causality and is therefore forbidden. External (loose) ends in
a diagram correspond to operators that are not integrated out, i.e. modes of momentum
q < Λ/b outside of the momentum shell. Each internal line carrying momentum contributes
a factor
1/(q2 − χ−1/J) . (86)
The entire loop in diagram 11 (a) contributes the integral
I1 =
∫ Λ
Λ/b
ddq/(2π)d1/(q2 − χ−1/J)2 (87)
(integration over time is already performed). Similarly the loop diagram in figure 11 (b)
yields the integral
I2 =
∫ Λ
Λ/b
ddq/(2π)d1/(q2 − χ−1/J)3 . (88)
After each integration step we also have to rescale momenta, frequencies and fields. Thus
the recursion relations for χ−1/J and u become
(χ−1/J)′ = b2
(
χ−1/J +
u2,0
2!
u
3!
6I1
)
(89)
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and
u′ = bǫ
(
u
3!
+
u2,0
2!
[
u
3!
]2
36I2
)
. (90)
(There are no loop corrections to u2,0 at this order, so u
′
2,0 = u2,0.) The integrals I1 and I2
have to be computed in 6− ǫ dimensions. To that end one uses the relation [53]
I =
∫
ddq
(2π)d
f(q2) = S
d
(2π)d
∫
dqqd−1f(q2) , (91)
where Sd is the surface area of a unit sphere in d dimensions:
Sd = 2π
d/2/Γ(d/2) . (92)
In performing this analytic continuation in dimension we make the very strong assumption
that the physical properties vary smoothly with dimension. It has been justified by its great
success in many problems (although it gives an asymptotic expansion in ǫ which is not well
behaved, see appendix D). Disregarding potential complications we then expand [53]
I1,2 = I1,2(0) + ǫI
′
1,2(0) +O(ǫ
2) . (93)
Since both I1 and I2 are multiplied by u in the recursion relations, which will be of O(ǫ) at
the fixed point, we only need I1,2(0) for an O(ǫ) calculation. With Kd = Sd/(2π)
d we obtain
[53]
I1 =
∫ Λ
Λ/b
ddq/(2π)d1/(q2 − χ−1/J)2
=
∫ Λ
Λ/b
ddq/(2π)d(1/q4)(1 + 2(χ−1/J)/q2 +O((χ−1/J)2))
= K6Λ
2(1− 1/b2)/2 + 2K6(χ−1/J) ln b+O((χ−1/J)2, ǫ) . (94)
Similarly
I2 = K6 ln b+O((χ
−1/J)2, ǫ) . (95)
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2. Recursion relations to O(ǫ)
With v ≡ u2,0u and bǫ = eǫ ln b = 1 + ǫ ln b+O(ǫ2) the recursion relations then become
(χ−1/J)′ = b2
(
χ−1/J + v/(4π)3Λ2(1− 1/b2)/4 + v/(4π)3(χ−1/J) ln b
)
(96)
and
v′ = v + v[ǫ+ 3v/(4π)3v] ln b . (97)
There are two fixed points of these relations. The Gaussian fixed point (χ−1/J)∗ = 0, v∗ = 0,
and a new, nontrivial fixed point at
(χ−1/J)∗ = −ǫΛ2/12 (98)
and
v∗ = −(4π)3ǫ/3 , (99)
which is sometimes called the Wilson-Fisher (WF) fixed point. We linearize the recursion
relations around these fixed points to calculate the critical exponents. At the Gaussian fixed
point the corresponding matrix is
 ∂
(
χ−1
J
)′
/∂ (χ−1/J) ∂ (χ−1/J)′ /∂v
∂v′/∂ (χ−1/J) ∂v′/∂v

 =

 b
2 Λ2
4
(b2 − 1)/(4π)3
0 bǫ

 (100)
At the Wilson-Fisher fixed point it is
 b
(2−ǫ/3) 3Λ2
2
(b2 − 1)/(4π)3
0 b−ǫ

 (101)
The eigenvalues of the transformation linearized around the Gaussian fixed point are
given by eχ−1 = b
yt with yt = 2 and e2 = b
ǫ with eigendirections eχ−1 = (1, 0) and
e2 = (Λ
2/(4(4π)3), 1) in the (χ−1/J, v) plane.
The eigendirections of the transformation linearized around the Wilson-Fisher fixed point
are eχ−1 = (1, 0) and e2 = (−ǫΛ2/12,−(4π)3ǫ/3). The corresponding eigenvalues, called
Λ(χ−1) and Λ2 are given by
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Λ(χ−1) = b
yt (102)
with yt = 2− ǫ/3 and
Λ2 = b
−ǫ . (103)
3. Flows and exponents
a. For ǫ < 0, i.e. d > 6: the Gaussian fixed point is unstable along the eχ−1 direction,
but stable along the e2 direction. Thus v (or equivalently u) is an irrelevant variable.
The correlation length scales as ξ (χ−1/J) = bξ ((χ−1/J)′) since under coarse graining the
coordinates scale as x′ = bx. From the appendices A and C we know that w = 0 implies
that h = 0 and χ−1 ∼ r.17 One obtains (along h = 0)
ξ(r) ∼ bξ(bytr) . (104)
Choosing b = r−1/yt it follows that
ξ = r−1/ytξ(1) . (105)
Since ξ ∼ r−ν along h = 0, one obtains
ν = 1/yt . (106)
Therefore ν = 1/2 for d > 6.
b. For ǫ > 0, i.e. d < 6: the Gaussian fixed point becomes unstable along both eχ−1
and e2. Along the e2 direction the flow is towards the attractive WF fixed point, which
will govern the critical behavior of all systems that do not initially sit at the Gaussian fixed
point u = Jρ′′(−JM −H) = 0. For those systems one then obtains (see eq. (102))
17See appendix A, eq. (A13) in particular, keeping in mind that the parameter t given there is
proportional to χ−1, apart from some irrelevant adjustments for the soft-spin model.
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ν = 1/yt = 1/2 + ǫ/12 (107)
The corresponding flows in the (χ−1/J, v) plane are shown in figure 12.
As in the RG treatment of the standard Ising model, the anomalous dimension η is equal
to zero to first order in ǫ, since the field rescalings acquire no loop corrections to first order
in ǫ [53]. (The coefficient of the q2-term in the propagator and the u2,0-term only receive
O(ǫ2) and higher order loop corrections.) Since the iω term also receives no corrections to
O(ǫ), we have z = 2 +O(ǫ2).
4. Equation of state
We can also calculate O(ǫ) corrections to the equation of state [79], and consequently for
the entire scaling function of the magnetization in eq. (9). Following Wallace [79] we replace
the field η˜(x) in the Hamiltonian by a new field L(x) with zero expectation value
η˜(x) = L(x) +M (108)
with
〈L〉 = 0 . (109)
In other words, in contrast to the preceding analysis, here we expand the action around
the true, not mean-field, magnetization M at the considered order. At tree level [L(x) =
η(x)]tree−level and [M = η0]tree−level and [u1,0(M) = 0]tree−level . At higher order however, unlike
in an expansion around mean-field theory, u1,0(M) is no longer zero. Its role is to cancel
off all tadpole graphs [79,19], so that 〈L〉 = 0 at any given order. The lowest order tadpole
correction is shown in figure 13. Here we follow Wallace’s calculation in [79]. Instead of
performing an iterative integration over successive momentum shells, as we have done before,
all momentum modes are taken into account in one step in which the integration extends
from 0 up to the cutoff Λ [68]. The analytic expression to be added to u1,0, corresponding
to the lowest order correction of figure 13, is then given by
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(1/2)u2,0w
∫ Λ
0
1/(q2 − χ−1)2ddq . (110)
As we have explained, the true magnetization M is chosen such that
u1,0(M) + (1/2)u2,0w
∫ Λ
0
1/(q2 − χ−1)2ddq + · · · = 0 (111)
where · · · stands for all higher order corrections. Eq. (111) then constitutes the equation
of state at the given order. In an expansion around η0 = M (where M is now the true
magnetization), u1,0(M) is given by eq. (61), eq. (62) and section VIC to be
u1,0(M) = (k +H)/k − (k − J)M/k − 2
∫ −JM−H+k
−∞
ρ(h)dh . (112)
Close to the critical point the integral can be expanded around−JM−H+k = −Jm−h = 0,
where m = M −Mc is the deviation of the magnetization M from the mean-field critical
value Mc = +1, and h = H − Hc(Rc), with the mean-field value Hc(Rc) = k − J , and
r = (Rc − R)/R with Rc = 2kJ/(
√
2π(k − J)). One obtains
u1,0 =
h
k
+
χ−1
J
rm+
2J3
3!
ρ′′(0)m3 + · · · , (113)
where ρ′′(h) denotes the second derivative of the distribution of random fields with respect to
its argument and · · · stands for higher order corrections. To calculate the equation of state at
one loop order we insert into eq. (111) the expressions χ−1 = −2Jr/(√2πR)+ 1/2um2+ · · ·
(see eq. (73)), w = um+ · · · (see eq. (68)) and u = 2J3ρ′′(0) + · · · (see eq. (69)), where · · ·
denotes higher orders in m and h. One then finds that the calculation is analogous to the
one done for the Ising model in two lower dimensions. For details on solving the integral
etc. we refer the reader to the article on the equation of state for the Ising model in 4 − ǫ
dimensions by D.J. Wallace in reference [79], especially equation (3.35). (In fact, with the
following formal identifications, the resulting equations of state in the two systems can be
mapped onto each other: h/k = −hw, 2Jr/(
√
2πR) = −tw, 2J3ρ′′(0) = −(u0)w, m = −mw.
We have denoted the quantities in Wallace’s article by an index “w”.)
We find for the equation of state to one loop order:
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u1,0 ≡ 0 = h
k
+ 2J/(
√
2πR)rm+
2J3
3!
ρ′′(0)m3 +
1
6
ǫm(2J/(
√
2πR)r
+J3ρ′′(0)m2) ln(−2J/(
√
2πR)r − J3ρ′′(0)m2) . (114)
Here ǫ = 6− d and r and m are the reduced randomness and magnetization respectively.
5. The exponents β and δ
This equation allows us to extract the critical exponents β and δ by taking the cor-
responding limits: The exponent δ can be obtained by setting r = 0. That leaves one
with
0 ≡ u1,0 = h/k + 1/3J3ρ′′(0)m3+ǫ . (115)
Since by definition of δ one has |h| ∼ |m|δ, we find
δ = 3 + ǫ . (116)
Similarly one sets h = 0 to get β and finds from |r| ∼ |m|1/β (for R < Rc) that
β =
1
2
− ǫ
6
. (117)
6. The entire scaling function
From eqs. (114), (116) and (117) one can construct the entire scaling function f˜(r/m1/β)
to O(ǫ) in
|h/k| = |m|δf˜(r/|m|1/β) (118)
directly, as shown in reference [79]. With the redefinitions
m2new = −(1/3)J3ρ′′(0)m2 (119)
and
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x = −(2Jr)/(
√
2πR|mnew|1/β) (120)
(for r > 0), one obtains
f(x) = x+ 1 + ǫ
6
((x+ 3) ln(x+ 3)− 3(x+ 1) ln(3) + 2x ln(2)) +O(ǫ2)) , (121)
in
|h/k| = |mnew|δf(x) . (122)
In the next section we discuss a formal mapping of our ǫ expansion to the ǫ expansion of
the pure Ising model in two lower dimensions, which allows us to copy the O(ǫ2) correction
to the equation of state from previous calculations for the pure Ising model [80].
VIII. MAPPING TO THE THERMAL RANDOM FIELD ISING MODEL
A. Perturbative mapping and dimensional reduction
We notice that the results found for ν, β and δ in 6−ǫ dimensions (eqs. (107), (117), and
(116)) are the same as those for the regular equilibrium Ising model in 4− ǫ dimensions. In
fact, this equivalence actually extends to all orders in ǫ: We will show that the ǫ-expansion
for our model is the same as the ǫ-expansion for the equilibrium random field Ising model
to all orders in ǫ [130]. Once this equivalence is established, we can use that the (6 − ǫ)-
expansion of the equilibrium random field Ising has been mapped to all orders in ǫ to the
corresponding expansion of the regular Ising model in two lower dimensions [81,82].
The easiest way to recognize that the ǫ-expansion for our model and for the equilibrium
RFIM should really be the same is by comparing the corresponding effective actions. In a
dynamical description of the equilibrium RFIM at zero external magnetic field the following
effective Langevin equation of motion for the spin-field φ(r, t) was used [60]
∂tφ(x, t) = −Γ0(−∇2φ(x, t) + r0φ(x, t) + 1/6g0φ3(x, t)− hR(x)) . (123)
51
hR(x) represents spatially uncorrelated quenched random fields distributed according to a
Gaussian of width ∆0 and mean zero. hT (r, t) is the thermal noise field, which is taken to
be gaussian with vanishing mean value and the variance
〈hT (r, t)hT (r′, t′)〉 = 2kT/Γ0δ(r − r′)δ(t− t′) . (124)
The corresponding Martin Siggia Rose generating functional is
Z thermalH0 =
∫
[dφˆ]
∫
[dφ] exp{−
∫
ddq
∫
dt(φˆ(−q, t)(−∂t/Γ0 + q2 + r0)φ(q, t))
+
∫
ddx
∫
dt(φˆ(x, t)(−1/6g0)φ(x, t)3)
+
∫
ddx
∫
dt(φˆ(x, t)(hR(x) + hT (r, t))} . (125)
Since again Z thermalH0 = 1, we can average the partition function directly over the random
fields hR and the thermal noise hT :
Z¯ thermalH0 = 〈Z thermalH0 〉hR. (126)
The average over the random fields at each x and over the thermal noise fields at each x
and t yields, (after completing the square):
Z¯ thermalH0 =
∫
[dφˆ]
∫
[dφ]exp
{
−
∫
ddq
∫
dt φˆ(−q, t)(−∂t/Γ0 + q2 + r0)φ(q, t)
+
∫
ddx
∫
dt φˆ(x, t)(−1
6
g0)φ
3(x, t)
+
∫
ddx
∫
dt1
∫
dt2φˆ(x, t1)φˆ(x, t2)∆
2/2
+
∫
ddx
∫
dtφˆ2(x, t)(2kT )/Γ0
}
. (127)
With the identifications r0 = −χ−1(H0), u = −1/6g0, u2,0 = ∆2 and T = 0, we see
that the argument of the exponential function is the same action as the effective action for
our zero temperature, nonequilibrium model in eq. (65). Setting T to zero in the action for
the equilibrium RFIM does not change the expansion for the static behavior, since it turns
out that corrections involving temperature are negligible compared to those involving the
random magnetic field [82,60,83] — the temperature dependence is irrelevant in the thermal
RFIM and the time dependence is irrelevant in our zero–temperature dynamical RFIM,
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leaving us with the same starting point for the calculation! This equivalence implies that
in 6 − ǫ dimensions we should obtain the same critical exponents to all orders in ǫ for our
model, as were calculated for the thermal random field Ising model, which in turn are the
same as those of the pure equilibrium Ising model in 4− ǫ dimensions [81,82].
This observation is rather convenient, since it provides us with results from the regular
Ising model to O(ǫ5) for free. In 6− ǫ dimensions we read off [59]
1/ν = 2− ǫ/3− 0.1173ǫ2 + 0.1245ǫ3 − 0.307ǫ4 + 0.951ǫ5 +O(ǫ6) (128)
η = 0.0185185ǫ2 + 0.01869ǫ3 − 0.00832876ǫ4 + 0.02566ǫ5 +O(ǫ6) (129)
β = 1/2− ǫ/6 + 0.00617685ǫ2 − 0.035198ǫ3 + 0.0795387ǫ4
−0.246111ǫ5 +O(ǫ6) (130)
βδ = 3/2 + 0.0833454ǫ2 − 0.0841566ǫ3 + 0.223194ǫ4 − 0.69259ǫ5
+O(ǫ6) . (131)
β and δ have been calculated from η and ν using the perturbative relations: β = (ν/2)(d−
4 + η¯) and δ = (d− 2η + η¯)/(d− 4 + η¯) [84], with η = η¯ to all orders in ǫ [60].
By the same mapping we obtain the universal scaling function for the magnetization to
O(ǫ2) [80,79]. We set
h = mδf
(
x = r/m1/β
)
(132)
in which the normalizations of x and the universal scaling function f are chosen such that
f(0) = 1 , f(−1) = 0 . (133)
The expansion to second order in ǫ is then
f(x) = 1 + x+ ǫf1(x) + ǫ
2f2(x) (134)
with
f1(x) =
1
6
[(x+ 3) ln(x+ 3)− 3(x+ 1) ln(3) + 2x ln(2)] (135)
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and
f2(x) =
[
1
18
]2 {[6 ln 2− 9 ln 3][3(x+ 3) ln(x+ 3) + 6x ln 2− 9(x+ 1) ln 3]
+9
2
(x+ 1)[ln2(x+ 3)− ln2 3]
+36[ln2(x+ 3)− (x+ 1) ln2 3 + x ln2 2]
−54 ln 2[ln(x+ 3) + x ln 2− (x+ 1) ln 3]
+25[(x+ 3) ln(x+ 3) + 2x ln 2− 3(x+ 1) ln 3]} . (136)
The scaling function f(x) has actually been calculated up to order ǫ3 [67]. As it stands the
expression (134) meets the Griffith analyticity requirements [85] only within the framework
of the ǫ-expansion, but not explicitly. These subtleties can be avoided by writing it in a
parametric form [80], which can then be compared directly with our numerical results for
the universal scaling function of dM/dH in 5, 4, 3, and 2 dimensions. We will present the
results in a forthcoming paper [45].
The dynamic exponent z cannot be extracted from the mapping to the regular Ising
model. It was calculated separately to O(ǫ3) for the equilibrium RFIM [60] and found to be
given to this order by1819
z = 2 + 2η = 2 + 0.037037ǫ2 + 0.03738ǫ3 +O(ǫ4) . (137)
18Eq. (137) is only a perturbative result for z which does not reveal the presence of diverging barrier
heights that lead to the observed slow relaxation towards equilibrium [2,62,3–5]. Nonperturbative
corrections are expected to be important in the equilibrium random field Ising model.
19While we expect the 6− ǫ results for the static exponents β, δ, ν, η, η¯, τ , σ, etc. to agree with
our hard-spin simulation results close to 6 dimensions, this is not necessarily so for the dynamical
exponent z. There are precedences for the dynamics being sensitive to the exact shape of the
potential, at least in mean-field theory. Such differences have been found for example in the case
of charge density waves [17,19,20,127], if studied for smooth potentials, for cusp-potentials, or for
sawtooth potentials.
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Because of the perturbative mapping of our model to the equilibrium RFIM, eq. (137) also
gives the result for z in our nonequilibrium hysteretic system.
We have performed a Borel resummation (see also appendix D) of the corrections to
O(ǫ5) for η, ν, and the derived [84] exponent βδ. The exponent β is then given through
β = βδ− (2− η)ν (eq. (24)). Figure 14 shows a comparison with our numerical results in 3,
4, and 5 dimensions.
The agreement is rather good near 6 dimensions. However the apparent dimensional
reduction through the perturbative mapping to the Ising exponents in 2 lower dimensions
gradually loses its validity at lower and lower dimensions. It is after all only due to the
equivalence of two asymptotic series, both of which have radius of convergence zero. Table I
shows a comparison between the numerical exponents for our model and for the equilibrium
RFIM in three dimensions.
B. Nonperturbative corrections
The mapping of the ǫ-expansion for the thermal random field Ising model to the expan-
sion for the Ising model in two lower dimensions has caused much controversy when first
discovered. The problem was that it had to break down at the lower critical dimension,
where the transition disappears. There is no transition in the pure Ising model in d = 1,
but the equilibrium RFIM is known rigorously to have a transition in d = 3 [102,103]. The
same is true for our model: numerical simulations indicate [45,98] that the lower critical
dimension is lower than three — probably equal to two.
In the case of the equilibrium random field Ising model it was finally agreed [62,82] that
this breakdown might be due to nonperturbative corrections. The point is that proving a
relation to all orders in ǫ does not make it true. In the equilibrium RFIM there are at least
two sources of nonperturbative corrections:
a. The “embarrassing” correction: It was found that there was a calculational error
in the (6 − ǫ)-expansion for the RFIM. The perturbation series was tracing over many
55
unphysical metastable states of the system, instead of just taking into account the ground
state, which the system occupies in equilibrium. There were indications that this error leads
to nonperturbative corrections, which would destroy the dimensional reduction outside of
perturbation theory [82].
In our calculation we have avoided the embarrassing source of nonperturbative corrections
found in the equilibrium random field Ising problem. Given the initial conditions and a
history H(t), the set of coupled equations of motion for all spins will have only one solution.
In the Martin Siggia Rose formalism, the physical state is selected as the only solution that
obeys causality, there are no unphysical metastable states coming in. Therefore we believe
our results should also apply to systems below the critical randomness, at least before the
onset of the infinite avalanche.
b. Instanton corrections: Even without the embarrassing correction, there is no reason
why a perturbative mapping of the expansions about the upper critical dimensions should
lead to a mapping of the lower critical dimensions also. The ǫ-expansion is only an asymp-
totic expansion — it has radius of convergence zero. As we discuss in appendix D, there is
no known reason to assume that the ǫ-expansion uniquely determines an underlying func-
tion. It leaves room for functions subdominant to the asymptotic power series: If the series
∑∞
0 fkz
k is asymptotic to some function f(z) in the complex plane as z → 0, then it is also
asymptotic to any function which differs from f(z) by a function g(z) that tends to zero
more rapidly than all powers of z as z → 0 [90]. An example of such a subdominant function
would be g(z) = exp(−1/z). While some asymptotic expansions can be proven to uniquely
define the underlying function, this has not been shown for the ǫ-expansion (appendix D)
– not for our problem, nor for the equilibrium pure Ising model, nor for the equilibrium
thermal random field Ising model.
At this point, the ǫ-expansion for our model is on no worse formal footing than that for
the ordinary Ising model. We believe, the asymptotic expansion is valid for both models,
despite the fact that their critical exponents are different: the exponents for the Ising model
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in ǫ = 4 − d and the exponents for our model in ǫ = 6 − d are different analytic functions
with the same asymptotic expansion. The ǫ-expansion can not be used to decide whether
the lower critical dimension is at ǫ = 3 or at ǫ = 4.
We conclude that because of instanton corrections the dimensional reduction breaks down
for the equilibrium RFIM as well as for our nonequilibrium, deterministic zero temperature
RFIM. In addition there is another “embarrassing” source of non-perturbative corrections in
the equilibrium RFIM, which we do not have in our problem. There is no reason to expect
our exponents to be the same as those of the equilibrium RFIM [86], though the perturbation
series can be mapped. There might actually be three different underlying functions for the
same ǫ-expansion for any exponent: one for the pure Ising model, one for the equilibrium
random field Ising model, and one for our model, so that the exponents in all three models
would still be different although their ǫ-expansions are the same.
IX. ǫ-EXPANSION FOR THE AVALANCHE EXPONENTS
The exponents whose ǫ-expansion we have calculated so far using the mapping to the
equilibrium RFIM are ν, η, η¯, β, βδ, θ˜ and z. Unfortunately, we cannot extract the avalanche
exponents τ , 1/σ, and θ from this mapping. The two exponent relations involving these
exponents
τ − 2 = σβ(1− δ) (138)
and
1/σ = (d− θ)ν − β (139)
are not enough to determine all three exponents from the information already obtained.
In the following we will compute τ and σ directly in an ǫ-expansion. The method
employed makes use of the scaling of the higher moments of the avalanche size distribution.
They are being calculated using n replicas of the system for the n’th moment.
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A. The second moment of the avalanche size distribution
When calculating η and ν we have already used all information from the scaling behavior
of the first moment 〈S〉 of the avalanche size distribution: In [129,126] we show that 〈S〉
scales as the spatial integral over the avalanche-response-correlation function, which in turn
scales as the “upward susceptibility” dM/dh calculated consistently with the history of the
system.
In the Martin-Siggia-Rose formalism it is given by20
〈S〉 ∼
∫
dt0
∫
ddx〈sˆ(t0, x0)s(t, x)〉f =
∫
dt0
∫
ddx〈δs(t, x)/δǫ(t0, x0)〉f . (141)
The second moment 〈S2〉 of the avalanche size distribution is the random field average
of the squared avalanche response. Note that it is not simply the square the expression in
eq. (141) for the first moment — the product rule for taking derivatives gets in the way: A
quantity such as
〈sˆ(t0, x0)s(t1, x1)sˆ(t2, x0)s(t3, x3)〉f ≡ A +B (142)
not only contains the term which we need, namely
A = 〈δs(t1, x1)
δǫ(t0, x0)
δs(t3, x3)
δǫ(t2, x0)
〉f (143)
but also the terms
20As we explain in section VIA and in [129,126] the expression
∫
dt0〈sˆ(t0, x0)s(t, x)〉f (140)
gives the random-field-averaged static response of the system at time t and position x to a positive
θ-function pulse applied at position x0 an infinitely long time before t (so that all transients have
died away). The integral over all space will then give the total static random-field averaged response
of the system to a θ-function pulse applied at site x0. This should scale in the same way as the
first moment of the avalanche size distribution, i.e. as the average avalanche size.
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B = 〈 δ
2s(t1, x1)
δǫ(t0, x0)δǫ(t2, x0)
s(t3, x3)〉f + 〈s(t1, x1) δ
2s(t3, x3)
δǫ(t0, x0)δǫ(t2, x0)
〉f , (144)
which are not related to 〈S2〉.
How can we separate A from B?
One possibility is to introduce a second replica of the system with the identical configuration
of random fields, the same initial conditions, and the same history of the external magnetic
field. One can then calculate the response in each of the two replicas separately, multiply
the results and afterwards take the average over the random fields. Denoting the quantities
in the first replica with superscript α and those in the second replica with superscript β one
obtains
A2 ≡ 〈sˆα(t0, x0)sα(t1, x1)sˆβ(t2, x0)sβ(t3, x3)〉f
= 〈δs
α(t1, x1)
δǫα(t0, x0)
δsβ(t3, x3)
δǫβ(t2, x0)
〉f , (145)
since
δsα
δǫβ
= 0 , (146)
and
δsβ
δǫα
= 0 . (147)
Similarly for the n’th moment 〈Sn〉 of the avalanche size distribution one would use n
replicas of the system. In appendix F we make this argument more precise and derive the
scaling relation between 〈S2〉 and A2
〈S2〉f ∼
∫
dt1
∫
dtαdtβd
dxαd
dxβ〈sˆα(tα, x0)sα(t0, xα)sˆβ(tβ, x0)sβ(t1, xβ)〉f . (148)
In the following we generalize the RG treatment from previous sections to the case of two
replicas, and extract the scaling behavior of 〈S2〉 from eq. (148) near the critical point. We
will compare the result to the scaling relation
〈S2〉 =
∫
S2D(S, r, h)dS ∼
∫
S2/SτD±(Sr1/σ, h/rβδ)dS
∼ r(τ−3)/σS(2)± (h/rβδ) , (149)
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where S(2)± is the corresponding scaling function, and obtain the missing information to
compute the exponents τ and σ.
B. Formalism for two replicas
The generalization of the MSR generating functional to two replicas is rather straight-
forward. The equation of motion for each spin is the same in both replicas.
∂ts
α
i /Γ0 − δH(sα)/δsαi = 0 (150)
and
∂ts
β
i /Γ0 − δH(sβ)/δsβi = 0 (151)
where the Hamiltonian H is given by eq. (32).
The new generating functional is a double path integral over two δ-functions which
impose the equations of motion for both replicas. Again we can write the δ-functions in
their “Fourier” representation by introducing two auxiliary fields sˆα and sˆβ.
One obtains simply the square of the generating functional from eq. (34), expressed in
terms of two replicas:
Zαβ =
∫ ∫
[dsα][dsˆα]
∫ ∫
[dsβ][dsˆβ]J [sα]J [sβ ]
exp(i
∑
j
∫
dtsˆαj (t)(∂ts
α
j (t)/Γ0 − δH(sα)/δsαj (t)))
exp (i
∑
j
∫
dtsˆβj (t)(∂ts
β
j (t)/Γ0 − δH(sβ)/δsβj (t))) . (152)
We note that the two replicas do not interact before the average over the random fields
is taken. Since Z = 1 we can again average Z directly over the random fields.
We rewrite the action using the same kinds of transformations to the local fields η˜α, ˆ˜η
α
,
η˜β and ˆ˜η
β
which we introduced previously (see eq. (46)) i.e.
Zαβ =
∫
[dη˜α][dˆ˜η
α
][dη˜β][dˆ˜η
β
]
∏
j
Z¯j [η˜
α
j , ˆ˜η
α
j , η˜
β
j , ˆ˜η
β
j ] (153)
exp

−
∫
dt
∑
j
ˆ˜η
α
j (t)
(∑
ℓ
J−1jℓ Jη˜
α
ℓ (t)
)
−
∫
dt
∑
j
ˆ˜η
β
j (t)
(∑
ℓ
J−1jℓ Jη˜
β
ℓ (t)
)
 ,
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where Z¯j[η˜
α
j , ˆ˜η
α
j , η˜
β
j , ˆ˜η
β
j ] is a local functional
Z¯j[η˜
α
j , ˆ˜η
α
j , η˜
β
j , ˆ˜η
β
j ] =
∫
[dsα][dsˆα][dsβ][dsˆβ]〈exp S˜αβeff j〉f , (154)
and
S˜αβeff j =
1
J
∫
dt
{
J ˆ˜η
α
j (t)s
α
j (t) + isˆ
α
j (t)
(
∂ts
α
j (t)− Jη˜αj −H − fj +
δV α
δsαj
)}
+
1
J
∫
dt
{
J ˆ˜η
β
j (t)s
β
j (t)
+ isˆβj (t)

∂tsβj (t)− Jη˜βj −H − fj + δV
β
δsβj



 . (155)
Here V α and V β are given by the linear cusp potential V defined in eq. (31), to be understood
as a function of sα and sβ respectively.
Again, we expand the action around its stationary point. It is specified by four coupled
equations, which turn out to be solved self consistently by the replica symmetric mean field
solution, which we found earlier when studying just one replica:
ˆ˜η
α
0 = 0 , (156)
ˆ˜η
β
0 = 0 , (157)
η˜α0 = 〈sα〉f , (158)
η˜β0 = 〈sβ〉f . (159)
Analogously to before [42] we will now expand around the mean–field solution η˜α0 , η˜
β
0
(Jη˜α0 and Jη˜
β
0 denote the local field configurations about which the log of the integrand in
equation (153) is stationary). Introducing shifted fields ηα ≡ η˜α− η˜α0 so that 〈ηα〉f = 0, and
ηˆα ≡ ˆ˜ηα (and correspondingly for ηβ, and ηˆβ), leaves one with the generating functional
Z¯ =
∫
[dηα][dηˆα][dηβ][dηˆβ] exp(Sαβ) (160)
with an effective action
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Sαβ = −∑
j,l
∫
dtJ−1jl Jηˆ
α
j (t)η
α
l (t)−
∑
j,l
∫
dtJ−1jl Jηˆ
β
j (t)η
β
l (t)
+
∑
j
∞∑
m,n,p,q=0
1
m!n!p!q!
∫
dt1 · · · dtm+n+p+quαβmnpq(t1, ..., tm+n+p+q)
ηˆαj (t1) · · · ηˆαj (tm)ηαj (tm+1) · · · ηαj (tm+n)
ηˆβj (tm+n+1) · · · ηˆβj (tm+n+p)ηβj (tm+n+p+1) · · · ηβj (tm+n+p+q) . (161)
Here, the uαβmnpq are the derivatives of ln Z¯
αβ
j with respect to the fields ηˆ
α
j , η
α
j , ηˆ
β
j and η
β
j and
thus are equal to the local, connected responses and correlations in mean-field theory:
uαβmnpq =
∂
∂ǫα(tm+1)
· · · ∂
∂ǫα(tm+n)
∂
∂ǫβ(tm+n+p+1)
· · · ∂
∂ǫβ(tm+n+p+q)
〈sα(t1) · · · sα(tm)sβ(tm+n+1) · · · sβ(tm+n+p)〉f,l,c . (162)
As before, local [19] (l) means that we do not vary the local field (ηα0 )j in the mean–field
equation
∂ts
α
j (t) = J(η
α
0 )j(t) +H + fj −
δV α
δsαj (t)
+ Jǫα(t) (163)
when we perturb the replica α with the infinitesimal force Jǫα(t) (and correspondingly for
replica β). The index c to the average in eq. (162) is a reminder that these are connected
correlation and response functions. In the same way as we discussed in section VID the force
Jǫα(t) is only allowed to increase with time consistently with the history we have chosen.
From eq. (162) one sees that u0npq = 0 if n 6= 0, umn0q = 0 if q 6= 0, and u0n0q = 0, just as
we had u0n = 0 in our earlier calculation for just one replica.
C. Coarse graining transformation
The coarse graining transformation is defined in the same way as in the single replica
case. In the appendix F we give the Feynman rules for loop corrections, and derive the
canonical dimensions of the various operators in the action.
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D. The scaling of the second moment of the avalanche size distribution
In appendix F we derive the scaling expression (eq. (148)) for the second moment of the
avalanche size distribution
〈S2〉 ∼
∫
dt1
∫
dtαdtβd
dxαd
dxβ〈sˆα(tα, x0)sα(t0, xα)sˆβ(tβ , x0)sβ(t1, xβ)〉f . (164)
In order to find the scaling dimension of 〈S2〉 we need to know how
〈sˆα(tα, x0)sα(t0, xα)sˆβ(tβ, x0)sβ(t1, xβ)〉f (165)
scales under coarse graining. The topology of the diagrams permits no O(ǫ) loop corrections
to the corresponding vertex function. Since the anomalous dimensions of the external legs
(i.e. Greens functions) in the two replicas are also zero at O(ǫ) it is sufficient to use the
plain field rescalings to extract the scaling behavior of 〈sˆαsˆβsαsβ〉 under coarse graining. As
shown in appendix F one obtains
〈sˆαsˆβsαsβ〉 ∼ Λ(2(d+z)−4) (166)
where Λ is the cutoff in the momentum shell integrals.
Inserting this result into eq. (164) along with the canonical dimensions of the various
times [t] ∼ Λ−z and coordinates [x] ∼ Λ−1, one obtains
〈S2〉 ∼ Λ−(4+z) (167)
(Formally including the anomalous dimensions η = η¯ = 0 + O(ǫ2), one obtains (to first
order in ǫ) 〈S2〉 ∼ Λ−(z+(2−η)2). Similarly, one finds for the higher moments 〈Sn〉 ∼
Λ−((n−1)z+(2−η)n).)
On the other hand, from eq. (149) we know that 〈S2〉 ∼ r(τ−3)/σS(2)± (h/rβδ). If we use
that r has scaling units Λ1/ν , and that τ − 2 = σβ(1 − δ) (see section IV I, and [129,126]),
we find by comparison with eq. (167) that 1/σ = zν + (2 − η)ν to first order in ǫ. One
gets the same relation from comparing the dimensions for the n’th moment, which scales as
〈Sn〉 ∼ r(τ−(n+1))/σS(n)± (h/rβδ).
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E. Results
We’ve seen that
1/σ = zν + (2− η)ν = 2 + ǫ/3 +O(ǫ2). (168)
If one inserts the result for 1/σ = zν + (2 − η)ν = 2 + ǫ/3 + O(ǫ2) into the relation
τ − 2 = σβ(1− δ), one obtains
τ = 3/2 +O(ǫ2) . (169)
From the violated hyperscaling relation 1/σ = (d− θ)ν − β one finds
θν = 1/2− ǫ/6 +O(ǫ2) . (170)
This concludes the perturbative approach to the problem.
X. COMPARISON WITH NUMERICAL SIMULATIONS IN 2, 3, 4, AND 5
DIMENSIONS
Figure 15 shows a comparison between the theoretical predictions for various exponents
and their values as obtained from numerical simulations in 2, 3, 4, and 5 dimensions. These
prepublication results are courtesy of Olga Perkovic´. A complete list of the numerical ex-
ponents that were measured in the simulations, and a detailled description of the algorithm
that allowed to simulate systems with up to 10003 spins is given in a forthcoming publica-
tion [45]. A quantitative comparison of the results to experiments can be found in [126,128].
Some first results and conjectures about the behavior in in two dimensions, which is likely
the lower critical dimension of our critical point, are presented elsewhere [98]. As is seen
in the figure, the agreement between the numerics and the results from the ǫ expansion is
surprisingly good, even down to ǫ = 3.
The numerical values in 3 dimensions for β, βδ, ν and η seem to have overlapping
error bars with the corresponding exponents of the equilibrium RFIM. Maritan et al [86]
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conjectured that the exponents might be equal in a comment to our first publication [41] on
this system. Why this should be is by no means obvious. The physical states probed by the
two systems are very different. While the equilibrium RFIM will be in the lowest free energy
state, our system will be in a history dependent metastable state. Nevertheless, as we have
seen, the perturbation expansions for the critical exponents can be mapped onto another
to all orders in ǫ. In appendix G 3 we discuss possible connections between the two models
that might become clear if temperature fluctuations are introduced in our zero-temperature
avalanche model.
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APPENDIX A: HARD-SPIN AND SOFT-SPIN MEAN-FIELD THEORY
1. Hard-Spin Mean-Field Theory
In this appendix we derive the scaling forms near the critical point for the magnetization
and the avalanche size distribution in the hard-spin mean-field theory. At the end we briefly
discuss changes of nonuniversal quantities for the soft-spin mean-field theory.
We start from the hard-spin mean-field Hamiltonian:
H = −∑
i
(JM +H + fi)si (A1)
where the interaction with the nearest neighbors from the short range model eq. (3) has been
replaced by an interaction with the average spin value or magnetizationM = (
∑
si)/N . This
would be the correct Hamiltonian if every spin would interact equally strongly with every
other spin in the lattice i.e. for infinite range interactions.
2. Mean-field magnetization curve
Initially, at H = −∞, all spins are pointing down. The field is slowly increased to some
finite value H . Each spin si flips, when it gains energy by doing so, i.e. when its local
effective field heffi = JM +H + fi changes sign. At any given field H all spins with h
eff
i <
0⇔ fi < −JM−H will still be pointing down, and all spins with heffi > 0⇔ fi > −JM−H
will be pointing up. Self-consistency requires that M =
∫
ρ(f)sidf . Therefore
M = (−1)
∫ −JM−H
−∞
ρ(f)df +
∫ ∞
−JM−H
ρ(f)df = 1− 2
∫ −JM−H
−∞
ρ(f)df (A2)
is the self-consistency equation from which we can extract the mean-field magnetization as
a function of H . As in the main text ρ(f) = exp(−f 2/2R2)/(√2πR) is the distribution of
random fields.
For R ≥
√
2/πJ ≡ Rc the solution M(H) of eq. (A2) is analytic at all values of H .
For R = Rc there is a critical magnetic field Hc(Rc) = 0 where the magnetization curve
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M(H) has diverging slope. For R < Rc the solution M(H) is unique only for H outside a
certain interval [H lc(R), H
u
c (R)]. For H in the range between the two “coercive fields” H
l
c(R)
and Huc (R), the equation has three solutions, two that are stable and one that is unstable.
Unlike equilibrium systems, which will always occupy the solution with the lowest overall
free energy, our nonequilibrium (zero temperature) system is forced by the local dynamics
to stay in the current local energy minimum until it is destabilized by the external magnetic
field. For increasing external magnetic field this implies that the system will always occupy
the metastable state with the lowest possible magnetization. Conversely, for decreasing
external magnetic field, the system will occupy the metastable state with highest possible
magnetization. One obtains a hysteresis loop forM(H) with a jump, or “infinite avalanche”
at the upper and lower coercive fields Huc (R) and H
l
c(R) respectively (see figure 5).
From eq. (A2) follows that dM/dH = 2ρ(x)/(−t(x)) with x = −JM −H and
t(x) = 2Jρ(−JM −H)− 1 . (A3)
dM/dH diverges if t(xc) = 0, which defines xc. For R > Rc the slope dM/dH is always
finite, and t < 0 at all H ∈ [−∞,+∞]. For R ≤ Rc however the condition t(xc) = 0 is
fulfilled at the critical field Hc(R). To obtain potential scaling behavior near this point, we
expand t(x) around xc = −JM(Hc(R))−Hc(R)
t = 2Jρ(x)− 1 = 2J(ρ(xc)− 1) + ρ′(xc)(x− xc) + 1/2ρ′′(xc)(x− xc)2 + · · · , (A4)
where
2Jρ(xc)− 1 = 0 . (A5)
Then
χ ≡ dM/dH = (−ρ(xc))/(J(ρ′(xc)(x− xc) + 1/2ρ′′(xc)(x− xc)2 + · · ·)) . (A6)
For a general analytic distribution of random fields ρ(x) with one maximum with nonvanish-
ing second derivative (ρ′′(xc) < 0) this suggests two different scaling behaviors corresponding
to the cases ρ′(xc) = 0 and ρ′(xc) 6= 0.
67
Let us consider the case ρ′(xc) = 0 first. For a Gaussian distribution of width R ≡ Rc with
zero mean this implies that xc = −JM(Hc)−Hc = 0 and consequently ρ(xc) = 1/(
√
2πRc)
and ρ′′(xc) = 1/(2πR3c). With eq. (A5) one obtains Rc =
√
2/πJ . This is in fact the largest
possible value of R for which M(H) has a point of diverging slope.
Integrating eq. (A6) leads to a cubic equation for M and the leading order scaling be-
havior
M(r, h) ∼ |r|βM±(h/|r|βδ) , (A7)
for small h = H −H(Rc) and r = (Rc −R)/R. In mean-field theory δ = 3 andM± is given
by the smallest real root g±(y) of the cubic equation
g3 ∓ 12
π
g − 12
√
2
π3/2Rc
y = 0 , (A8)
where here and throughout ± refers to the sign of r.
The other case (ρ(xc) = 1/(2J) and ρ
′(xc) 6= 0) is found for distributions with R < Rc.
Integrating eq. (A6) with xc = −JM(Hc(R)) − Hc(R) yields a quadratic equation for the
magnetization and the scaling behavior
M −M(Hc(R)) ∼ (H −Hc(R))ζ (A9)
with ζ = 1/2 for H close to Hc(R). From eq. (A2) and eq. (A5) one finds Hc(Rc) = 0,
Hc(R) ∼ rβδ for small r > 0, with βδ = 3/2 and Hc(R = 0) = J . The corresponding phase
diagram was shown in figure 7.
Note that the scaling results for R close to Rc as given in eq. (A7) remind one of the
scaling results of the Curie-Weiss mean-field theory for the equilibrium Ising model near the
Curie-temperature (T = Tc). For T < Tc however, the equilibrium model has a discontinuity
in the magnetization at H = 0, while for R < Rc our model displays a jump in the mag-
netization at a (history dependent) nonzero magnetic field Hc(R), where the corresponding
metastable solution becomes unstable. Our infinite avalanche line Hc(R) is in fact similar
to the spinodal line in spinodal decomposition [53].
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Note also that this mean-field theory does not show any hysteresis for R ≥ Rc (see figure
5). This is only an artifact of its particularly simple structure and not a universal feature.
For example, the continuous spin model, which we use for the RG description in section VI
has the same exponents in mean-field theory, but shows hysteresis for all disorders R, even
for R > Rc. In that case there are two critical fields H
u
c (Rc) and H
l
c(Rc) — one for each
branch of the hysteresis curve (see figure 6, and figure 8).
3. Mean-field avalanche-size distribution
As we have already discussed in the main text, one finds avalanches of spin flips as the
external field is raised adiabatically. Due to the ferromagnetic interaction a flipping spin
may cause some of its nearest neighbors to flip also, which may in turn trigger some of their
neighbors, and so on. In mean-field theory, where all spins act as nearest neighbors with
coupling J/N , a spin flip from −1 to +1 changes the effective field of all other spins by 2J/N .
For large N, the average number of secondary spins that will be triggered to flip in response
to this change in the effective local field is then given by ntrig ≡ (2J/N)Nρ(−JM −H) =
2Jρ(−JM−H). If ntrig < 1, any avalanche will eventually peter out, and even in an infinite
system all avalanches will only be of finite size. If ntrig = 1, the avalanche will be able to
sweep the whole system, since each flipping spin triggers on average one other spin. This
happens when the magnetic field H takes a value at the infinite avalanche line H = Hc(R),
with R ≤ Rc, since ntrig = 1 is equivalent to t = 0 (see eq. (A3)).
Considering all possible configurations of random fields, there is a probability distribution
for the number S of spins that flip in an avalanche. It can be estimated for avalanches in
large systems, i.e. for S << N : For an avalanche of size S to happen, given that the primary
spin has random field fi, it is necessary that there are exactly S − 1 secondary spins with
their random fields in the interval [fi, fi+2(J/N)S]. Assuming that the probability density
of random fields is approximately constant over this interval, the probability P (S) for a
corresponding configuration of random fields is given by the Poisson distribution, with the
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average value λ = 2JSρ(−JM −H) = S(t + 1), where t ≡ 2Jρ(−JM −H)− 1:
P (S) =
λ(S−1)
(S − 1)! exp(−λ) . (A10)
This includes cases in which the random fields of the s spins are arranged in the interval
[fi, fi + 2S(J/N)] in such a way that they do not flip in one big avalanche, but rather in
two separate avalanches triggered at slightly different external magnetic fields. Imposing
periodic boundary conditions on the interval [fi, fi + 2S(J/N)] one can see that for any
arrangement of the random fields in the interval there is exactly one spin which can trigger
the rest in one big avalanche. In 1/S of the cases, the random field of this particular spin
to trigger the avalanche will be the one with the lowest random field, as desired. Therefore
we need to multiply P (S) by 1/S to obtain the probability D(S, t) for an avalanche of size
S starting with a spin flip at random field fi = −JM −H
D(S, t) = S(S−2)/(S − 1)!(t+ 1)(S−1)e−S(t+1) . (A11)
With Stirling’s formula we find for large S the scaling form
D(S, t) ∼ 1√
2πS3/2
exp(−St2/2) . (A12)
To obtain the scaling behavior near the two different critical points, we will insert into the
expression in eq. (A12) the expansion of t(x) around xc from eq. (A4).
4. Avalanches near the critical endpoint
Near the critical point (Rc, Hc(Rc)), where xc = 0 and ρ
′(xc) = 0 we obtain t = 2J(ρ(0)−
1) + Jρ′′(0)(−JM −H)2, which (by equation eq. (A7)) leads to the scaling form
t ∼ r[1∓ 1/4πg±(h/|r|βδ)2] . (A13)
g± was defined in eq. (A8), and ± again refers to the sign of r = (Rc −R)/R. Inserting the
result into eq. (A12) one obtains
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D(S, r, h) ∼ S−τD±(S/|r|−1/σ, h/|r|βδ) , (A14)
with the mean–field results τ = 3/2, σ = 1/2, βδ = 3/2, and the mean-field scaling function
D±(x, y) = 1√
2π
e−x[1∓
pi
4
g±(y)2]
2
/2 . (A15)
5. Mean-field avalanche size distribution near the ∞-avalanche line (“spinodal line”)
For R < Rc one has ρ
′(xc) 6= 0, so that the expansion for t becomes
t = 2J(ρ(xc)− 1) + 2Jρ′(xc)(x− xc) + · · · = 2Jρ′(xc)(x− xc) (A16)
= 2Jρ′(xc)(−J(M −M(Hc(R)))− (H −Hc(R)))
Following the steps that led to eq. (A9) we arrive at
t = −2
√
Jρ′(xc)(H −Hc(R)) + higher orders in (H −Hc(R)) (A17)
so that for H close to the onset to infinite avalanche (with H ≤ Huc (R) for increasing field
H and H > H lc(R) for decreasing field)
D(S, (H −Hc(R))) ∼ 1√
2πS3/2
exp {−2[ρ′(−JM −H)J ]S|H −Hc(R)|} . (A18)
or, written more generally,
D(S,H −Hc(R)) ∼ 1/Sτ F¯(S|H −Hc(R)|1/κ) (A19)
with κ = 1 and τ = 3/2 in mean-field theory, and F¯ the corresponding mean-field scaling
function.
6. Modifications for the soft-spin mean-field theory
In section VI we have for calculational convenience switched from the hard-spin model,
where each spin si could only take the values ±1, to a soft-spin model, where si can take
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any value between −∞ and +∞. In realistic systems these soft-spins can be considered as
coarse grained versions of the elementary spins. The corresponding Hamiltonian with the
newly introduced double-well potential
V (si) =


k/2 (si + 1)
2 for s < 0
k/2 (si − 1)2 for s > 0
(A20)
to mimic the two spin states of the hard-spin model, was given in eq. (32). In the mean-
field approximation, where the coupling term −Jijsisj is replaced by −∑i JMsi with M =∑
j sj/N , we obtain
H = −∑
i
{(JM +H + fi)si − V (si)} . (A21)
For adiabatically increasing external magnetic field the local dynamics introduced earlier
implies that each spin will be negative so long as the lower well Hamiltonian
H− ≡ k/2 (si + 1)2 − (H + JM + fi)si (A22)
does have a local minimum with δH/δs = 0 for negative si. This implies that si < 0 if
δ
δsi
[k/2 (si + 1)
2 − (H + fi + JM)si]s=0 ≥ 0 , (A23)
else si will be stable only at the bottom of the positive potential well, where
δ
δsi
H+ = δ
δsi
[k/2 (si − 1)2 − (H + JM + fi)si] = 0 . (A24)
We conclude that for the given history

si ≤ 0 for fi ≤ −JM −H + k
si > 0 for fi > −JM −H + k .
(A25)
From the self-consistency condition
〈si〉 ≡
∫
ρ(fi)sidfi =M (A26)
we derive the mean-field self-consistency equation for the soft-spin magnetization Mu (for
increasing external magnetic field):
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Mu(H) = (k +H)/(k − J)− 2k/(k − J)
∫ −JM−H+k
−∞
ρ(f)df . (A27)
Correspondingly one finds for the branch of decreasing external magnetic field:
Ml(H) = (k +H)/(k − J)− 2k/(k − J)
∫ −JM−H−k
−∞
ρ(f)df . (A28)
Figure 6 shows the corresponding hysteresis loops in the three disorder regimes R < Rc =√
2/πJ(k/(k − J)), where the hysteresis loop has a jump, R = Rc, where the jump has
shrunk to a single point of infinite slope dM/dH , and R > Rc, where the hysteresis loop is
smooth. In contrast to the hard spin model, this model displays hysteresis even for R ≥ Rc.
The critical magnetic fields Huc (R) and H
l
c(R) at which the slope of the static magne-
tization curve diverges are found by differentiating eqs. (A27) and (A28) with respect to
H and by solving for dMstat/dH . One finds (for increasing external magnetic field) that
dMstat/dH ∼ 1/τ with
τ = (2k/(k − J))Jρ(−JMstat −H + k)− 1 . (A29)
τ is defined analogously to the paramter t in eq. (A3). (It is worth mentioning that t =
χ−1k/(J(k − J)), where χ−1 is the constant term in the propagator of the RG treatment,
which was introduced in eq. (73) in the main text.) The critical field Hc(R) is given by
the solution to the condition τ = 0. To find the scaling behavior near the critical point
one can expand eq. (A27) around Huc (R), and correspondingly eq. (A28) around H
l
c(R).
For increasing external magnetic field the critical point R = Rc, H = H
u
c (Rc) and M =
Mc ≡Mu(Huc (Rc)) is characterized by the equation τ = 0 and ρ′(−JMc −Hc + k) = 0, i.e.
−JMc−Hc+ k = 0. It follows that Rc = 1√2π 2kJk−J . Inserting these results into eq. (A27) one
obtains Muc = 1 and H
u
c (Rc) = k− J . Similarly for a decreasing external magnetic field one
finds H lc(Rc) = −(k − J) and M lc = Ml(H lc(Rc)) = −1 The corresponding modified phase
diagram is depicted in figure 8, with Huc (R = 0) = +k and H
l
c(R = 0) = −k.
In the same way as discussed in appendix A for the (static) hard-spin model, expanding
eqs. (A27) and (A28) around Mc, Hc and Rc yields cubic equations for the magnetization
and one obtains the scaling behavior near the critical point
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m ∼ h1/3 (A30)
for m ≡ M −Mc and h ≡ H −Hc(Rc). Consequently the slope of the magnetization as a
function of h diverges at the critical point
dm/dh ∼ h−2/3 . (A31)
It turns out that in fact none of the universal scaling features we discussed for the hard
spin model is changed. The mean-field critical exponents β, δ, τ and σ, and the scaling forms
near the critical point are the same as in the hard-spin model. (A “spin-flip” in the hard
spin model corresponds to a spin moving from the lower to the upper potential well in the
soft-spin model.) Apart from modifying some nonuniversal constants, the new parameter
k > J in the definition of the soft-spin potential does not appear to change the calculation
in any important way.
a. Soft-Spin Mean-Field Theory at Finite Sweeping Frequency Ω
In section VIA, eq. (62), we have derived the following equation of motion for each spin
in the dynamical soft-spin mean-field theory, as the external magnetic field H(t) = H0+Ωt
is slowly increased
1
Γ0
∂tsj(t) = Jη
0
j (t) +H + fj −
δV
δsj(t)
+ Jǫ(t) . (A32)
With the definition of the potential V from eq. (31) this becomes
1/(Γ0k)∂tsj(t) = −sj(t) + Jη0j (t)/k +H(t)/k + fj/k + sgn(sj) + Jǫ(t)/k . (A33)
From eq. (54) we know that η0(t) = 〈s〉 ≡ M(t) is the time dependent mean-field magneti-
zation of the system. It can be calculated by taking the random-field average of eq. (A33)
and solving the resulting equation of motion for η0(t). One can show [126] that for driving
rate Ω/k small compared to the relaxation rate kΓ0 of the system, for all values of H0 the
solution η0(t) can be expanded in terms of (Ω/Γ0) in the form
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η0(t) ≡M(t) =Mstat(H0) + (Ω/Γ0)p1f1(H0)t+ (Ω/Γ0)p2f2(H0)t2 + · · · (A34)
with 0 < p1 < p2 < · · ·. The pi depend on whether R < Rc or R = Rc. Mstat(H0) is
the solution of the static mean-field theory equation (A27) for the given history. If the
series converges for Ω → 0, it follows that η0(t) approaches the constant magnetization
Mstat(H0) in the adiabatic limit. This is certainly expected for H0 away from the critical
field Hc(R), where the static magnetization is non-singular: as Ω tends to zero the time
dependent magnetizationM(t) simply lags less and less behind the static valueMstat(H(t)).
The magnetization M(t) can be expanded as M(t) = Mstat(H0) + [dM/dH ]H0Ωt + · · · and
converges towards Mstat(H0) as Ω → 0, as long as all derivatives [dnMstat/dHn]H0 are well
defined and finite. This argument however does not obviously hold at the critical fields
H0 = Hc(R) with R ≤ Rc, where dMstat/dH and all higher derivatives diverge. Using
boundary layer theory one can show [126] that even at these singular points M(t) converges
toward its static limit M(Hc(R)) as Ω → 0, though with power laws smaller than one in
Ω, as indicated in eq. (A34). Since we use Mstat(H0) as the foundation for our ǫ-expansion,
this is reassuring.
APPENDIX B: TILTING OF THE SCALING AXES
In the appendix on mean-field theory we derived scaling forms for the magnetization
and the avalanche size distribution, which depended on the (mean-field) scaling fields r =
(R−Rc)/R and h = H −Hc. In finite dimensions however, the corresponding scaling forms
may depend not on r and h, but on rotated variables
r′ = r + ah (B1)
and
h′ = h+ br . (B2)
The amount by which the scaling axes r′ = 0 and h′ = 0 are tilted relative to the (r, 0) and
(0, h) direction in the (r, h) plane is a nonuniversal quantity and has no effect on the critical
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exponents. Nevertheless it can be important in the data analysis. (The numerical results in
3, 4, and 5 dimensions do indeed seem to indicate a slight tilting [45].)
1. Extracting β and βδ from the magnetization curves
With m(r′, h′) =M(r′, h′)−Mc, where Mc = M(0, 0) is the magnetization at the critical
point, we obtain the scaling form
m ∼ (r′)βM±(h′/(r′)βδ) . (B3)
In simulations and experiments however the magnetization is given as a function of r and h
rather than r′ and h′. We rewrite eq. (B3) in terms of r and h by inserting the definitions
of r′ and h′ from eq. (B1) and eq. (B2) and use the fact that βδ > 1 in the cases we are
considering. One obtains for the leading order scaling behavior
M − (Mc + cr) ∼ rβM˜±((h + br)/rβδ) (B4)
(where c is a constant and M˜± is the appropriate function). Equivalently this can be written
as
dM/dH ∼ rβ−βδM˜±((h+ br)/rβδ) . (B5)
To extract the critical exponents β and βδ one can then use collapses of dM/dH in the
same way as if the mean-field scaling forms were valid in finite dimensions, except for the
presence of a new tilting parameter b, that has to be varied to its correct value simultaneously
with β and βδ to find the best collapse of the data curves. (A more detailed description of
the procedure is given in reference [45]).
2. Extracting the correlation length exponents ν and ν/(βδ)
Similarly to eq. (B3) the scaling for the correlation length in finite dimensions takes the
form
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ξ ∼ (r′)−νY±(h′/(r′)βδ) , (B6)
Thus ξ ∼ (h′)−ν/(βδ) along r′ = 0 and ξ ∼ (r′)−ν along h′ = 0. Figure 16 shows contour
lines in the (r′, h′) plane for the correlation length. Since ν/(βδ) < ν, ξ changes faster in
the (0, h′) direction than in the (r′, 0) direction. This implies that the correlation length
diverges with the dominant exponent ν/(βδ) when the critical point is approached along any
direction other than h′ = 0. This can be used to extract ν/(βδ) from collapses of numerical
or experimental curves for the correlation funcion G(x, h, r) measured as a function of h at
fixed R = Rc:
G(x, h, r = 0) ∼ 1/x(d−2+η)G˜±(xh−ν/(βδ), 0) (B7)
with the appropriate scaling function G˜±. (Even in 3 dimensions ν/(βδ) < ν is still correct
and the tilting is small.)
On the other hand it seems rather difficult to find the weaker scaling direction (r′, 0)
accurately enough to be able to extract ν by approaching the critical point along this line.
If, instead, we integrate the correlation function or the avalanche size distribution over
h′, we obtain a scaling form that depends only on r′. From collapses of the integrated
functions, the exponent ν can then be extracted, even without knowledge of the exact size
of the tilting angle. Practically, in the analysis of our simulation data we actually integrate
over the magnetic field H rather than h′. On long length scales this is equivalent to an
integration over h′: The integration path r = const ≡ c is written in the (h′, r′) plane
through r′ = a1c + b1h and h′ = a2c + b2h. Under coarse graining the h′ component grows
faster than the r′ component, so that after several coarse graining steps the integration
path is deformed into a straight line parallel to h′. This procedure yields the dominant
contribution to an integrated scaling function Gint(x, r) ≡
∫
dhG(x, r, h) in the region near
the critical point. It allows us to treat r as a scaling field and to extract the weaker exponent
ν: we have ξ ∼ r−ν after integration over the hysteresis loop. For the integrated avalanche
correlation function, for example, this means Gint(x, r) ∼ 1/xd+β/νGint± (xr−ν), with the
appropriate scaling function Gint± .
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The rotation of the scaling axes (see also [45]) is not apparent from the ǫ-expansion. For
the renormalization group calculation we have linearized the coarse graining transformation
around the fixed point. The rotation of the scaling axes is due to to nonlinear corrections
introduced during the flow to the fixed point.
From the mapping of the perturbation series for the critical exponents in our model
to the perturbation series for the critical exponents in the equilibrium random field Ising
model, one might expect that for R ≥ Rc the H → (−H) symmetry of the fixed point in the
thermal random field Ising model is mapped to an (h′)→ (−h′) symmetry in our problem.
(Nonperturbative corrections might destroy this of course.) Note that this symmetry only
emerges on long length scales, near the critical point, where the mapping to the thermal
random field Ising model holds.
APPENDIX C: SOME DETAILS OF THE RG CALCULATION
1. Calculating some umn coefficients
In section VIA in eq. (61) we have given an expression for the coefficients umn in the
expansion around mean-field theory:
um,n =
∂
∂ǫ(tm+1)
· · · ∂
∂ǫ(tm+n)
〈(s(t1)− η0(t1)) · · · (s(tm)− η0(tm))〉l,ηˆ0,η0 , (C1)
where sj(t) is the solution of the local mean-field equation
1/(Γ0k)∂tsj(t) = −sj(t) + Jη0j (t)/k +H(t)/k + fj/k + sgn(sj) + Jǫ(t)/k . (C2)
We need to insert the solution for η0(t) from appendix A6 into eq. (C2) to calculate the
higher response and correlation functions umn as given in eq. (C1).
a. The coefficient u1,0
The vertex u1,0 is defined as
78
u1,0(t) = 〈sj(t)〉l − η0(t) . (C3)
From the stationary phase equation eq. (54) we have η0(t) = 〈si(t)〉l. Therefore (by con-
struction)
u1,0(t) = 0 . (C4)
b. The coefficient u1,1(t1, t2)
As is shown in appendix A6, η0(t) can be expanded in terms of Ω (at least for R ≥ Rc
and for R < Rc before the jump up to Hc(R)):
η0(t) =M(H0) + Ω
pt + · · · , (C5)
where M(H0) is the static magnetization, p > 0, and · · · implies higher orders in Ω. In-
serting this expansion into eq. (C2) and eq. (C1) allows us to calculate the coefficients umn
perturbatively in Ω. Only the lowest order remains as Ω→ 0. The vertex function u11(t1, t2)
is then given by
limΩ→0[∂t(limǫ→0〈s(t2)|H(t2)+Jǫθ(t2−t1) − s(t2)|H(t2)〉f/ǫ)] . (C6)
To evaluate s(t2)|H(t2)+Jǫθ(t2−t1) from the equation of motion eq. (C2) we have to consider
three cases:
1. Neither sj(t)|H(t) nor s(t)|H(t)+Jǫθ(t−t1) flip at any time t with t1 < t < t2. To lowest
order in Ω the solution of eq. (C2) is then given by simple relaxation:
sno flipj (t)|H(t)+Jǫθ(t−t1) − sj(t)|H(t) = (Jǫ/k)(1− exp [−kΓ0(t− t1)])θ(t− t1) . (C7)
2. The unperturbed sj(t)|H(t) flips at some time tJ with t1 ≤ tJ < t2. The fraction
of spins for which this is the case is proportional to Ω. Thus, for Ω → 0 these spins will
yield no contribution to u11 for finite t2 − t1.( This is true even if one chooses to keep
79
H(t2)−H(t1) ≡ ∆H0 6= 0 fixed as Ω→ 0. One finds that the resulting contribution to u11
involves terms of the form exp[−kΓ0∆H/Ω] which clearly vanish as Ω→ 0.)
3. The unperturbed spin sj(t)|H(t) does not flip at any time between t1 and t2, but the
perturbed spin s(t)|H(t)+Jǫθ(t−t1) does flip at time tJ with t1 ≤ tJ < t2. For fixed, finite
t2− t1 we can again expand the contribution ∆s to u11 in terms of Ω. In the adiabatic limit
at fixed, finite t2 − t1 only the lowest order term survives, which is independent of Ω. It
is calculated at constant η0(t2) = η
0(t1) and H(t2) = H(t1) ≡ H , as done in the following
paragraph:
The time tJ with t1 ≤ tJ < t2 at which a spin moves from the lower to the upper well is
given by
s(tJ)|H+Jǫθ(tJ−t1) = 0 . (C8)
Before the perturbation is switched on, the static solution for the spin in the lower potential
well is
si(t1) = Jη
0/k +H/k + fi/k − 1 . (C9)
As soon as the perturbation is switched on, the spin starts relaxing into its new equilibrium
position according to eq. (C7). Its value will remain negative until time tJ , when it will flip
to a positive value in the upper potential well. Thus (using eq. (C9) and eq. (C7))
0 = si(tJ ) = (1− exp(−k(tJ − t1)))Jǫ/k + (Jη0/k +H/k + fi/k − 1) , (C10)
or
tJ = t1 − 1/kΓ0 ln(1 + (Jη0/k +H/k + fi/k − 1)k/Jǫ) . (C11)
The shift in sJ(t) at time t2 > tJ will therefore not only consist of a contribution due
to simple relaxation as given by eq. (C7) but also a contribution due to the spin flip. It is
proportional to the distance of the equilibrium point of the upper well to the equilibrium
point of the lower well, which is at all times two in our model. Solving eq. (C2) with
sgn(si(t < tJ)) = −1 and sgn(si(t > tJ)) = +1, we find in this case
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sflipi (t2)|H+Jǫ(t2) − si(t2)|H = Jǫ/k(1− exp(−kΓ0(t2 − t1)))Θ(t2 − t1)
+2(1− exp(−kΓ0(t2 − tJ)))Θ(t2 − tJ )Θ(tJ − t1) . (C12)
The first of the two terms on the right hand side of the equation also appears in eq. (C7).
We can therefore separate the contribution solely due to the spin flip from the relaxational
part:
From eq. (C7) and eq. (C12) one obtains
∆s ≡ sflipi (t2)− snoflipi (t2) = 2(1− exp(−kΓ0(t2 − tJ ))) . (C13)
The disorder averaged shift in the local magnetization is then
〈s(t2)|H+Jǫ(t) − s(t2)|H〉f ∼ (snoflipi (t2)|H+ǫ(t) − si(t2)|H) (C14)
+
∫ t2
t1
dtJdN(tJ)/dtJ2(1− exp(−kΓ0(t2 − tJ)))Θ(t2 − tJ) .
dN(tJ) is the number of spins that are going to flip in the time interval [tJ , tJ + dtJ ] with
t1 < tJ < t2. From eq. (C10) we find a relation between the random field fi and tJ :
fi = −Jη0 −H + k − Jǫ(1 − exp(−kΓ0(tJ − t1))) . (C15)
Therefore
dN(tJ ) = (C16)
dtJ |dfi/dtJ |ρ(fi = −Jη0 −H + k − Jǫ(1− exp(−kΓ0(tJ − t1))))
= dtJ(JǫkΓ0exp(−kΓ0(tJ − t1))
ρ(fi = −Jη0 −H + k − Jǫ(1− exp(−kΓ0(tJ − t1))))
= dtJ(JǫkΓ0 exp−kΓ0(tJ − t1)ρ(fi = −Jη0 −H + k)) +O(ǫ2).
Eq. (C7), eq. (C12), and eq. (C14) then yield for the average shift (for t2 > t1) divided
by ǫ, in the limit of small ǫ
limǫ→0[〈si(t2)|H+Jǫ(t2) − si(t2)|H〉]/ǫ (C17)
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= [J/k + 2Jρ(fi = −Jη0 −H + k) +
exp(−kΓ0(t2 − t1))(−J/k − 2J(1 + kΓ0(t2 − t1))
ρ(fi = −Jη0 −H + k))]Θ(t2 − t1) ,
which correctly goes to zero for t2 → t1. (The terms proportional to ρ are due to spin flips
and the others stem from simple relaxation.) For (t2 − t1) → ∞ it approaches the static
value J/k + 2Jρ(fi = Jη
0 − H + k), which is the static response to a small perturbation.
The u1,1(t1, t2) vertex is given by the negative time derivative of eq. (C17) with respect to
t1, i.e.
u1,1(t1, t2) = (J/k + 2Jρ(fi = −Jη0 −H + k))δ(t2 − t1) (C18)
+δ(t2 − t1)[exp(−kΓ0(t2 − t1))(−J/k − 2J(1 + kΓ0(t2 − t1))
ρ(fi = −Jη0 −H + k))]
+Θ(t2 − t1)∂t1 [exp(−kΓ0(t2 − t1))(−J/k − 2J(1 + kΓ0(t2 − t1))
ρ(fi = −Jη0 −H + k))] .
In the corresponding term in the action this is multiplied by η(t2) and ηˆ(t1) and integrated
over dt1 and dt2. The terms multiplied by δ(t2− t1) in eq. (C18) cancel exactly, so that there
is only left the term multiplied by θ(t2 − t1). We perform an integration by parts in t1 and
obtain two terms: The boundary term which has a purely static integrand and leaves only
one time integral, and a time dependent part with two time integrals.
The static term contributing to the action is then
−
∫ +∞
−∞
dt1ηˆ(t1)η(t1)(−J/k − 2Jρ(fi = −Jη0 −H + k)) . (C19)
The dynamical part can be written as
∫ +∞
−∞
dt2
∫ +∞
−∞
dt1Θ(t2 − t1)ηˆ(t2)(∂t1η(t1)) exp(−kΓ0(t2 − t1))
(−J/k − 2J(1 + kΓ0(t2 − t1)))ρ(−Jη0 −H + k) . (C20)
In the low frequency approximation this becomes
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∫ ∞
−∞
dt1ηˆ(t1)∂t1η(t1)[−J/k − 4Jρ(−Jη0 −H + k)]/(Γ0k)
= −
∫ ∞
−∞
dt1ηˆ(t1)∂t1η(t1)a/Γ0 , (C21)
with
a = [J/k + 4Jρ(−Jη0 −H + k)]/k , (C22)
as can be seen using that
e−kΓ0(t2−t1)Θ(t2 − t1) = 12π
∫
dωeiω(t2−t1)/(kΓ0 + iω) , (C23)
and
kΓ0(t2 − t1)e−kΓ0(t2−t1)Θ(t2 − t1) = 12π
∫
dωeiω(t2−t1)
kΓ0
(kΓ0 + iω)2
. (C24)
Eq. (C21) contributes to the “iω” term in the propagator expressed in frequency space.
We have performed the above calculation for the case H(t1) = H(t2). If instead one
keeps H(t2)−H(t1) = ∆H 6= 0 fixed as Ω→ 0 (i.e. t2 − t1 →∞), one obtains
limǫ→0〈si(t2)|H+ǫ(t2) − si(t2)|H〉f/ǫ = J/k + 2Jρ(−Jη0(t2)−H + k) (C25)
up to dynamical corrections of the form (exp(−∆HΓ0/Ω)), which are negligible as Ω → 0.
Consequently, the derivative with respect to (−t1) yields zero in this limit. Therefore there
is no contribution to the action from these cases and the result converges to the expressions
in eq. (C19) and eq. (C20) as Ω→ 0.
c. The coefficients u1,2, u1,3 and u2,0
The coefficients u1,2 and u1,3 at field H are calculated similarly. One obtains for the
terms in the action corresponding to u1,2 in the adiabatic limit:
∫
ddx
∫ +∞
−∞
dtηˆ(x, t)
(
w[η(x, t)]2 +
∫ t
−∞
dt2a(t, t2, t2)η(x, t2)∂t2η(x, t2)
+
∫ t
−∞
dt2
∫ t2
−∞
dt1a(t, t1, t2)∂t2η(x, t2)∂t1η(x, t1)
)
. (C26)
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Here, w = −2J2ρ′(fi = −Jη0 − H + k), and a(t, t1, t2) is a transient function due to the
relaxational dynamics of the system. It consists of terms proportional to exp{−Γ0(t − t1)}
or exp{−Γ0(t− t2)}. The transient terms proportional to a(t, t1, t2) turn out to be irrelevant
for the critical behavior observed on long length scales.
The static and the transient terms in the action contributed by u1,3, are calculated
similarly. Again, only the static part turns out to be relevant for the calculation of the
exponents below the upper critical dimension. It is given by
∫
ddx
∫ +∞
−∞
dtuηˆ(x, t)[η(x, t)]3 , (C27)
with u = 2J3ρ′′(fi = −Jη0 −H + k).
Finally, the vertex u2,0(t1, t2) = 〈si(t1)si(t2)〉 is calculated similarly. It is a local corre-
lation function instead of a local response function. Therefore the times t1 and t2 can be
infinitely far apart, i.e. even for H(t1) 6= H(t2) the vertex u2,0 is still nonzero. One obtains:
u2,0(t1, t2) = R
2/k2 +
(∫ −H(t2)−η0(t2)+k
−∞
ρ(h)dh
)
(
4− 4
∫ −H(t1)−η0(t1)+k
−H(t2)−η0(t2)+k
ρ(h)dh
)
−4
(∫ −H(t2)−η0(t2)+k
−∞
ρ(h)dh
)2
− 4
(∫ −H(t2)−η0(t2)+k
−∞
(h/k)ρ(h)dh
)
−2
(∫ −H(t1)−η0(t1)+k
−H(t2)−η0(t2)+k
(h/k)ρ(h)dh
)
, (C28)
which is positive (or zero) for any normalized distribution ρ(f).
2. Feynman Rules
In the following discussion we denote with umn the static part of umn(t1...tm+n), i.e. the
part which, (for n 6= 0, after taking the time derivative and integrating by parts) is not
multiplied by any time derivative of the fields. This is usually the only part of the vertex
which is not irrelevant under coarse graining (except for the propagator term, which also
has a contribution proportional to iω). We formulate the Feynman rules in general terms,
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although for our discussion only u1,1 = χ
−1/J + 1, u1,2 = w, u1,3 = u and u2,0 come into
play.
We introduce the following notation for the Feynman diagrams, which we will use in
the perturbation expansion : A vertex u1,n is a dot with m outgoing arrows (one for each
ηˆ operator) and n incoming arrows (one for each η operator.) Figure 17 (a) shows the
graph for u as an example. The propagator can only connect ηˆ(t) and η(t′) operators. It is
important to remember that causality must be obeyed, i.e. t′ > t. Figure 17 (b) shows an
example of a diagram which violates causality.
The vertex u2,0 is denoted as shown in figure 17 (c). The black ellipse connects the two
parts of the vertex that are taken at different times.
The symmetry factors for each diagram are obtained in the usual way [105,77] by drawing
all topologically distinct graphs and counting their multiplicities. One must not forget to
include the factors 1/(m!n!) that appear in the expansion (see eq. (60)).
In each diagram, momentum conservation requires that vertices should be connected by
loops rather than a single, dead end propagator line. Figure 17 (d) shows an example of a
diagram that is zero [78].
Each internal loop contributes an integral over the internal momentum–shell [53] (see
also below)
∫ Λ
Λ/b
ddq/(q2 − χ−1/J) , (C29)
where Λ is the cutoff and b > 1.
Integration over time is already performed in eq. (C29). (In the low frequency approx-
imation the propagator can be approximately taken to be δ(t − t′), when we integrate out
modes in the infinitesimal momentum shell Λ/b < q < Λ [19].)
3. Implementation of the history
As we have mentioned in section VIC it turns out that on long length scales different
magnetic fields decouple and the static critical exponents can be extracted from a renor-
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malization group analysis performed at a single, fixed value of the external magnetic field
H0 due to a separation of time scales. In the following paragraph we will show that this
statement is self-consistent using an argument by Narayan and Middleton in the context of
the CDW depinning transition [20].
An expansion around mean-field theory in the way performed here corresponds to first
increasing the magnetic field H within an infinite ranged model and then tuning the elastic
coupling to a short ranged form, while the actual physical behavior corresponds to first
tuning the elastic coupling to a short ranged form and then increasing the force within the
short ranged model. The concern is that in the presence of many metastable states the
critical behavior of the two approaches might not be the same. For example, spins might
tend to flip backwards upon reduction of the interaction range in the expansion around
mean-field theory. Although there will of course always be some spins for which this is the
case, no such effects are expected on long length scales since the susceptibility is actually
more divergent near the critical point for d < 6 than in mean-field theory:
(dm/dh)h=0 ∼ r−γ (C30)
and
(dm/dh)r=0 ∼ h1/δ−1 (C31)
with
γ(in d < 6) > γ(in mean field theory) (C32)
and
(1− 1/δ)(in d < 6) > (1− 1/δ)(in mean field theory) (C33)
as we learn from numerics and analytics. This suggests that on long length scales spins
tend to flip forward rather than backward upon reduction of the coupling range. One would
therefore expect the expansion around mean-field theory performed here to correctly describe
the critical behavior.
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Reassured by this self-consistency argument we now briefly discuss for separated time
scales that the decoupling of the different magnetic fields is consistent also within the RG
description. As discussed in appendix C1 the response functions u1,n(t1, · · ·, tn+1) with fixed
H(t1) 6= H(tj) with j 6= 1 tend to zero in the adiabatic limit. However, the original action S
of eq. (60) also contains terms of the form u2,0(H1, H2) which do couple different fields even
as Ω→ 0. These “multi-field” vertices however do not contribute to the renormalization of
the vertices evaluated at a single value of the external magnetic field, because the propagator
does not couple different field values. It turns out that the multi-field vertices are also irrel-
evant on long length scales: setting up the RG in section VIIB we have treated u2,0(H0, H0)
as a marginal variable. In fact, we have been choosing the rescaling γφˆ of the fields ηˆ in
ηˆ(x, t) = b−d/2−z−γφˆ/2ηˆ′(x, t) such that u2,0(H0, H0) remains marginal to all orders in pertur-
bation theory. Similarly, the rescaling γφ of the fields η in η(x, t) = b
−d/2+2−γφ/2η′(x, t) is
chosen such that the coefficient of the q2 term remains marginal to all orders also. (These
choices are made so that the rescaling of the response and the cluster correlation function un-
der coarse graining immediately gives their respective power law dependence on momentum
(see section VIIA)). To decide what this implies for u2,0(H1, H2) at two different magnetic
fields H1 6= H2, we need consider two loop order corrections for u2,0(H1, H2). In figure 18
we have indicated the magnetic fields corresponding to the times at which the vertices are
evaluated, taking into account that the propagators do not couple different fields. One finds
the following recursion relation:
1
2
u′2,0(H1, H2) =
1
2
u2,0(H1, H2) (C34)
+1
2
u2,0(H1, H2)(u2,0(H1, H2)
2 − u2,0(H1)u2,0(H2))
1
54
K26 (4π)
6ǫ2/(u2,0(H1)u2,0(H2)) ln b ,
with u2,0(H1) ≡ u2,0(H1, H1). The term that is subtracted stems from the second order
correction to the rescaling of the fields ηˆ (from terms as depicted in figure 18 but with
H1 = H2).
From eq. (C28) it follows that u2,0(H1, H2) ≥ 0. Furthermore, using the same equa-
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tion one finds after some algebra that (for the special history considered here and for any
distribution ρ of random fields, using the Cauchy-Schwartz inequality)
u2,0(H1, H2)
2 − u2,0(H1)u2,0(H2) ≤ 0 . (C35)
In fact, for H1 6= H2 ( which excludes also H1 and H2 being both equal to ±∞, with the
same sign), and R 6= 0 the expression in eq. (C35) is actually negative. This implies that
for R 6= 0 the part in the quadratic action, which was coupling different magnetic fields, will
be irrelevant at dimensions d < 6 under coarse graining. Its fixed point value is zero. In
contrast, u2,0(H) stays constant under coarse graining.
What does this mean for the coarse grained action? If we leave out all the terms in the
action that are zero or irrelevant at d = 6 − ǫ, the different magnetic fields are completely
decoupled, and the critical exponents (for R ≥ Rc at least) can be extracted from coarse
graining the following action at fixed magnetic field H0:
S˜H0 = −
∫
ddq
∫
dtηˆ(−q, t)(−1/Γ0∂t + q2 − χ−1(H0)/J)η(q, t) (C36)
+1/6
∫
ddx
∫
dtηˆ(x, t)(η(x, t)3u(H0)
+1/2
∫
ddx
∫
dt1
∫
dt2u2,0(H0, H0)ηˆ(x, t1)ηˆ(x, t2) .
(The index and argument H0 serve as a reminder that all coefficients in this action are
evaluated at the same magnetic field H0. The time integrals extend from −∞ to ∞. The
constant coefficients of the ∂t-term and the q
2-term have been rescaled to 1 (see section
VIIA).
APPENDIX D: BOREL RESUMMATION
It is known [64,67] that the ǫ-expansion yields only asymptotic series for the critical
exponents as functions of dimension. It is important to note that asymptotic series in
general do not define a unique underlying function. In the following we will give a definition
of an asymptotic series, discuss several examples and give the special conditions under
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which there does exist a unique underlying function. So far it has not been possible to
show that the ǫ-expansion would meet these conditions; we therefore cannot assume that it
uniquely determines the critical exponents as functions of dimension. Applying the methods
of reference [106] to our problem we Borel resum the perturbation series for our critical
exponents to O(ǫ5). A comparison of the result to the numerical values of the exponents in
3, 4, and 5 dimensions is given in the main text.
1. Definition of an asymptotic series
Let the variable z range over a sector S in the complex plane with the origin as a limit
point (which may or may not belong to S):
Arg(z) ≤ α/2 , |z| ≤ |z0| . (D1)
A power series
∑∞
k=0 fkz
k is said to be asymptotic to the numerical function f(z) defined on
S as z → 0
f(z) ∼
∞∑
k=0
fkz
k (D2)
if the approximation afforded by the first few terms of the series is better the closer z is to
its limiting value, which is zero in this case [107]. Formally:
|f(z)−
N∑
k=0
fkz
k| << |z|N (D3)
as z → 0 for every N (i.e. for any given ǫ > 0 there exists a neighborhood Uǫ of the origin
so that
|f(z)−
N∑
k=0
fkz
k| ≤ ǫ|z|N (D4)
for all z common to Uǫ and S).
This is equivalent to the statement that the remainder of the sum after summing the
first N terms is of the order of the first neglected term and goes to zero rapidly as z → 0:
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(
f(z)−
N∑
k=0
fkz
k
)
∼ fMzM (D5)
for every N , where fM is the first nonzero coefficient after fN . As shown in [107] this implies
that there exists a constant C(N +1) (i.e. a number independent of z) and a neighborhood
U of the origin such that
|
(
f(z)−
N∑
k=0
fkz
k
)
| ≤ |C(N + 1)z(N+1)| (D6)
for all z common to U and S.
Often the terms in the series at first decrease rapidly (the faster, the closer z approaches
zero) but higher order terms start increasing again. If the series is truncated at the minimum
term, one obtains usually the best possible truncated estimate for f(z) with a finite error
E(z). If the coefficients C(k) are of the form
C(k) ∼ C(k!)βA(−k) (D7)
with A > 0, β > 0, and C > 0 real constants, the error E(z) can be estimated explicitly [67]
to
E(z) = minNC(k)|z|k ∼ exp[−β(A/|z|)(1/β)] . (D8)
which decreases rapidly as |z| → 0. It determines a limit to the accuracy beyond which it
is impossible to penetrate by straightforward summation of a finite number of terms of the
series.
a. Non-uniqueness of f(z)
One sees that an asymptotic series does not in general define a unique analytic function
f(z) over S. Any other function g(z) which is analytic in S and smaller than E(z) in the
whole sector can be added to f(z) such that in S the series
∑∞
k=0 fkz
k is asymptotic also
to g(z) + f(z). If however the sector is big enough, i.e. if α ≥ πβ then according to a
classical theorem (Phragmen-Lindelo¨f) there exists no nonvanishing function over S that is
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analytic in S and bounded by E(z) in the whole sector. In that case the underlying function
is uniquely determined by the series [67].
b. Examples
Let S∆ be the sector 0 < |z| <∞, φ ≡ |Arg(z)| < π/2−∆ with ∆ > 0.
1. The function exp(−1/z) is asymptotic to ∑∞n=0 0 · zn = 0 over S∆:
| exp(−1/z)− 0| = exp(− cos(φ)/|z|) < exp(− cos(π/2−∆)/|z|) << |z|N (D9)
for any N as |z| → 0.
2. Similarly one can show that over S∆ the series
∞∑
k=0
(−1)(k−1)zk (D10)
is asymptotic to the functions 1/(1 + z(−1)), (1 + exp(−1/z))/(1 + z(−1)) and 1/(1 +
exp(−
√
(1/z)) + z(−1)) as z → 0 [107]. (A similar nonuniqueness is expected for the under-
lying functions of the ǫ-expansion.)
3. The Stirling series is one of the oldest and most venerable of asymptotic series. It
expresses the asymptotic behavior of the factorial function n! for large values of n
Γ(n) = (n− 1)! ∼
(
2π
n
) 1
2
(
n
e
)n
(1 +
A1
n
+
A2
n2
+ · · ·) (D11)
with A1 = 1/12, A2 = 1/288, etc. It becomes the full asymptotic expansion of the Gamma
function Γ(z) for complex argument z:
|Γ(z)−
(
2π
n
) 1
2
(
z
e
)z
(1 +
N∑
j=1
Ajz
−j)| << |
(
z
e
)z
z−
1
2
−N (D12)
for z →∞ and |Arg(z)| < π [90].
2. Borel resummation
The Borel summation is a technique for expressing an asymptotic series
∑∞
k=0 fkz
k as the
limit of a convergent integral. For an introduction to this technique see reference [90,107].
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The idea is to modify the coefficients of the series such that for sufficiently small z it converges
to a function B(z), which can be calculated. In the simplest case
B(z) ≡
∞∑
k=0
fk/k!z
k (D13)
would be appropriate. Suppose that also
f(x) ≡
∫ ∞
0
exp(−t)B(xt)dt (D14)
exists. Then, by expanding the integral
∫∞
0 exp(−t/x)B(t)dt/x for small x and integrating
term by term, one finds [90] that f(x) =
∑∞
k=0 fkx
k as x→ 0+.
a. Example
The series
∑
fkz
k =
∑∞
n=0 n!(−x)n diverges, but B(x) ≡
∑∞
n=0(−x)n converges for |x| ≤ 1
to 1/(1 + x). Thus the Borel sum of
∑∞
n=0 n!(−x)n is f(x) =
∫∞
0 exp(−t)/(1 + xt)dt. For
z in the complex plane, f(z) is asymptotic to
∑
(−z)nn! over the sector S: 0 < |z| < ∞,
|Arg(z)| ≤ π − ǫ, ǫ > 0. Since |fn| ∼ n! we have β = 1 from eq. (D7), and since α > π
for small enough ǫ, the uniqueness theorem of section D 1 a implies that f(z) is the unique
underlying analytic function of the series over S.
3. Borel resumming the ǫ-expansion
It is known [67], that the ǫ-expansion series is an asymptotic series. It has a zero radius
of convergence. Lipatov, Bre´zin, LeGouillou, and Zinn-Justin have shown [108], that the
coefficients of higher orders of the ǫ expansion f(ǫ) =
∑
k(−ǫ)kfk (with ǫ = 4− d) have the
asymptotic form fk ∼k→∞ k!akkbc. (The factorial growth of the coefficients reflects the zero
radius of convergence.) Here, f stands for η or 1/ν (or ω or g0, see [106]), and a = 1/3,
b = 7/2 for η, and a = 1/3, b = 9/2 for 1/ν.
Using the newest results for the coefficients to O(ǫ5) as given in Kleinert et al. [59] and
the asymptotic form given above, we resum the coefficients to O(ǫ5), using the method
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discussed in reference [106,109] and reference [110]. The method is based on a modified
Borel transformation:
f(ǫ) =
∫ ∞
0
dx/(ǫa) exp(−x/(ǫa))(x/(ǫa))(b+3/2)B(x) . (D15)
One obtains B(x) =
∑
k(−x)kBk, with Bk = fk/(akΓ(k + b+ 5/2)) ∼k→∞ c/k3/2.
B(x) is given by its Taylor series only for |x| < 1. It can be continued analytically beyond
the unity convergence circle in the complex plane, using the conformal mapping [111] x→ w
with w(x) = [(1 + x)1/2 − 1]/[(1 + x)1/2 + 1], or x = 4w/(1− w)2. The integration interval
[0,∞) then goes over into the interval [0, 1] and the cut (−∞,−1] goes over in the boundary
of the unit disk. The expansion of B(x(w)) in terms of w converges to B(x) in the entire
region of integration w ∈ [0, 1). The coefficient of wN is determined on the basis of the
coefficients fk for k ≤ N of the initial ǫ expansion. Neglecting the terms of O(wm), with
m > N , one obtains an approximation fN(ǫ) which takes into account the O(ǫ
N) corrections
to f .
Since we are working with truncated rather than infinite series there is an arbitrariness
in the reexpansion of B(x) in terms of w [110,106]. Rather than expanding B(x(w)) di-
rectly, Vladimirov et al. actually expand ((1 − w)2)λB(x(w))/4 ≡ Bλ(w) in terms of w,
so that (since x = 4w/(1 − w)2) the result for B(x(w)) is given by B(x) → xλBλ(w) =
(x/w)λ
∑N
k B
(k)
λ w
k. λ is a parameter that must be chosen correctly, such that fN (ǫ) is
matched to the asymptotic form f(ǫ) as ǫ → ∞, given by: f(ǫ) ∼ǫ→∞ (ǫ)λ. Since the
asymptotic form of the exponents relative to ǫ is unknown, it is argued in [109] and [110]
that λ should be fixed from the condition of fastest convergence of fN , i.e. it should mini-
mize ∆N = |1 − fN(1)/fN−1(1)|. We have written a computer program that performs this
procedure for the exponents 1/ν and η using the following results for the ǫ-expansion to
O(ǫ5) from reference [59]:
1/ν = 2− ǫ/3− 0.1173ǫ2 + 0.1245ǫ3 − 0.307ǫ4 + 0.951ǫ5 +O(ǫ6) , (D16)
η = 0.0185185ǫ2 + 0.01869ǫ3 − 0.00832876ǫ4 + 0.02566ǫ5 +O(ǫ6) . (D17)
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Through the perturbative mapping of our problem to the pure Ising model in two lower
dimensions to all orders in ǫ these are also the results for the exponents in our system in 6−ǫ
dimensions. Figure 14 shows the comparison between the Borel resummed exponents 1/ν, η,
and βδ = ν
2
(d− 2η+ η¯), and the corresponding numerical results at integer dimensions. We
have used that in perturbation theory η¯ = η, as follows from the mapping to the equilibrium
random field Ising model [60,62].
The standard Borel resummation has been modified in various ways specifically to resum
the 4− ǫ expansion for the exponents of the pure Ising model. Le Gouillou and Zinn-Justin
[110] have developed a resummation prescription that takes into account that the critical
exponents have a singularity at the lower critical dimension d = 1 (i.e. ǫ = 3). In a
more recent calculation [110], they treated the dimension of the singularity as a variational
parameter to improve the apparent convergence of the expansion. They also imposed the
exactly known values of the exponents in two dimensions. Their results agree (partly by
design) very well with the numerical exponents of the pure equilibrium Ising model in two
and three dimensions. Below two dimensions the apparent errors of their results are rapidly
increasing.21
In our problem the lower critical dimension is probably 2 rather than 3, i.e. ǫ = 4 rather
than ǫ = 3. In our Borel-resummation of the 6−ǫ expansion results for our critical exponents
we have made no assumptions about a singularity for the critical exponents, nor did we
impose any other information. Instead, we have applied the conventional Borel-resummation
as adapted by Vladimirov et al., which shows good agreement with our numerical data (see
figure 14). Our resummation of corrections for ν up to order O(ǫ5) has a pole around 2.3
dimensions. (In reality ν is expected to diverge at the lower critical dimension.) The pole
did slowly increase with the order to which the resummation was performed. It is not clear
21We should note that their work was based on a form for the fifth order term which later turned
out to be incorrect [59].
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however whether this tendency persists at higher orders.
Figure 19 shows a comparison of our Borel resummation for ν with the results of Le
Guillou and Zinn-Justin from 1987 [110]. It is believed that the ”straightforward” Borel-
resummation according to Vladimirov et al. [106,109] and the resummation according to
LeGuillou and Zinn-Justin [110] which treats the dimension of the singularity in the expo-
nents as a variational parameter, should both at high enough orders converge to the pure
Ising exponents, although this has not been proven. Unfortunately, the curve from LeGuillou
and Zinn-Justin [110] shown in figure 19 has been obtained using an epsilon expansion for
the critical exponents, which later turned out to be incorrect in the 5th order term [59]. Our
own Borel-resummation however, which is also shown in figure 19, is based on the newest,
presumably correct result for the fifth order term [59]. We are currently trying to duplicate
the variable-pole analysis of LeGuillou and Zinn-Justin with the correct fifth order term.
As we have already mentioned, there is no known reason to assume that the ǫ-expansion
is Borel-summable, i.e. that the values of the exponents would be uniquely determined
as functions of dimension by the Borel summation of their asymptotic ǫ-expansion. At
this stage we do not know the size of the section of analyticity for the various Borel sums
[110]. Hence we expect the ǫ-expansion to give the correct value of the exponents only
asymptotically as ǫ → 0, even after Borel resummation. There is no reason to expect that
its extrapolation to ǫ = 3 can be used to determine the lower critical dimension, i.e. the
dimension where ν has a pole, and where the transition disappears or loses its universality
(see also section VIIIB in the text).
APPENDIX E: INFINITE AVALANCHE LINE
In most of this paper we have focussed on the critical endpoint (Rc, Hc(Rc)), in particular
as it is approached from R ≥ Rc. In this appendix we discuss the onset of the infinite
avalanche for R < Rc. Our ǫ-expansion can be applied to the entire line Hc(R), R < Rc at
which the infinite avalanche occurs (with some reservations which we will discuss later). In
95
mean-field theory the approach to this line is continuous with a power law divergence of the
susceptibility χ ∼ dM/dH and precursor avalanches on all scales (see appendix A). From
SH = −
∑
j,l
∫
dtJ−1jl Jηˆj(t)ηl(t)−
∑
j
∫
dt ηˆj(t)[−∂t/Γ0 − ustat11 ] ηj(t) (E1)
+
∑
j
(1/6)
∫
dt ηˆj(t)(ηj(t))
3u+ (1/2)
∑
j
∫
dt1
∫
dt2 ηˆj(t1)ηˆj(t2)u2,0 ,
quoted from in eq. (65), and from the rescaling of the vertices given in eq. (82)
u′m,n = b
[−(m+n)+2]d/2+2num,n . (E2)
one sees that on long length scales the effective action is purely quadratic above 8 dimensions.
This suggests that there is a continuous transition (as H approaches Hc(R)) with mean-
field critical exponents and a diverging correlation length ξ(χ−1) with the scaling behavior
ξ(χ−1) = bξ(b2χ−1), i.e. ξ ∼ (χ−1)−1/2. Since χ−1 ∼
√
|H −Hc(R)| (see appendix A) it
follows that ξ ∼ |H −Hc(R)|−νh with νh = 1/4 for d > 8.22
For d = 8 − ǫ˜ (ǫ˜ > 0) the vertex w in the action SH becomes relevant. In contrast to
the critical endpoint where χ−1 = 0 and w = 0, the infinite avalanche line is characterized
by the “bare values ” χ−1 = 0 and w = −2J2ρ′(−JM(Hc(R))−Hc(R) + k) 6= 0. Figure 20
shows the lowest order the correction to vertex w. With the Feynman-rules of appendix C2
and section VIIB 1 the recursion relation to the same order becomes
w′/2 = b(−d/2+4)
{
w/2 + (u2,0/2)(w/2)
38/(4π)4
∫ Λ
Λ/b
dq 1/(q2 − χ−1/J)4
}
. (E3)
Performing the integral over the momentum shell Λ/b < q < Λ and writing b(−d/2+4) =
b(ǫ˜/2) = 1 + ǫ˜/2 log b we find
22If the Harris-criterion is not violated through the presence of large rare nonperturbative fluctu-
ations in an infinite system, such as a preexisting interface (for a discussion see appendix G), i.e.
if νh ≥ 2/d is a valid exponent-inequality, then the mean-field critical exponents with νh = 1/4 are
only correct for d ≥ 8, which is consistent with our result from perturbation theory.
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w′/2 = w/2 + (w/2)
(
ǫ˜/2 + u2,0(w/2)
24/(4π)4 log b
)
. (E4)
Since u2,0 > 0, this equation has only two fixed points w
∗ with w′ = w for ǫ˜ > 0: either
w∗ = 0 or w∗ =∞. Any system with bare value w 6= 0 will have effectively larger w on longer
length scales. The system flows to the strong coupling limit. We interpret this as indication
that in perturbation theory the transition is of first-order type below 8 dimensions. Indeed,
our numerical simulation suggests an abrupt onset of the infinite avalanche in 2, 3, 4, 5 and
7 dimensions, but smooth in 9 dimensions [45].
As we discuss in appendix G there are some questions as to whether in an infinite system
the onset of the infinite avalanche would be abrupt in any finite dimension due to large rare
preexisting clusters of flipped spins which provide a preexisting interface that might be able
to advance before the perturbatively calculated critical field Hc(R) is reached. These large
rare fluctuations might be nonperturbative contributions which are not taken into account
by our ǫ-expansion. The progression of a preexisting interface has been studied previously
in the framework of depinning transitions [30,29,28]. Our preliminary numerical simulation
results in 9 dimensions do however seem to show a continuous transition at the onset of the
infinite avalanche as predicted by the RG calculation [45].
APPENDIX F: DETAILS FOR THE ǫ-EXPANSION OF THE AVALANCHE
EXPONENTS
1. The second moment of the avalanche size distribution
In this section we show that the second moment 〈S2〉f of the avalanche size distribution
D(S, r, h) scales in the adiabatic limit as
〈S2〉f ∼
∫
dt1
∫
dtαdtβd
dxαd
dxβ〈sˆα(tα, x0)sα(t0, xα)sˆβ(tβ, x0)sβ(t1, xβ)〉f . (F1)
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where α and β specify the corresponding replica that have identical configurations of random
fields and are exposed to the same external magnetic field H(t) = H0 + Ωt, with Ω→ 0.23
We start by computing the (not yet random field averaged) expression
∫
dtαd
dxαdtβd
dxβ{sˆα(tα, x0)sα(t0, xα)sˆβ(tβ, x0)sβ(t1, xβ)} (F2)
=
∫
dtαd
dxα{sˆα(tα, x0)sα(t0, xα)}
∫
dtβd
dxβ{sˆβ(tβ, x0)sβ(t1, xβ)}
where { } stands for the path integral over the product with the δ-function weight in Z that
singles out the correct path through the space of possible states for the given configuration
of random fields and the given history. In eq. (F2) the two replicas are uncoupled since we
have not yet averaged over the random fields. As we have seen in appendix C
(∆S/∆H)α ≡
∫
dtαd
dxα{sˆα(tα, x0)sα(t0, xα)} = (F3)∫
dtαd
dxα
∂
∂tα
lim∆H→0(
sα(t0, xα)|Hax0(t0)=H(t0)+∆HΘ(t0−tα) − s(t0, xα)|Hax0(t0)=H(t0)
)
/∆H
is the response of replica α to a perturbing pulse of amplitude ∆H applied at field H(tα) at
site x0 integrated over the entire system.
If no spin flips in response to the perturbation, the total response will be
(∆S/∆H) = ∆Sharmonic/∆H = C2 (F4)
where C2 is a constant that depends only on the parameters k, J , and the coordination
number z of the lattice.
If, on the other hand the perturbation triggers an avalanche of spin flips from the lower
to the upper potential well, ∆S = Sflip ≡ Sα will be of the order of the number of spins
participating in the avalanche (see also appendix C1).24
23A heuristic justification of this was given in section IX together with an explanation of why
replicas are necessary.
24Sα is not exactly equal to the number of spins flipping in the avalanche. It contains also the
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The expression in eq. (F2) is the product of the total response to the same perturbation
at site x0 measured in replica α at time t0 and in replica β at time t1. At finite sweeping rate
Ω/k the corresponding values ((∆S)α/∆H) and ((∆S)β/∆H) do not have to be the same,
since the responses are measured at potentially different values of the external magnetic field
(H0 ≡ H(t0) and H1 ≡ H(t1) respectively). (We only consider the adiabatic case, in which
the sweeping rate Ω/k is small compared to the relaxation rate Γ0k, so that the magnetic
field can be assumed to be constant during the course of an avalanche.25)
Without loss of generality let us assume that H(t1) ≥ H(t0). First we discuss the case
that there is an avalanche Sα triggered by the perturbation of amplitude ∆H in replica α at
field H0. We further assume that t1 is much bigger than t0, such that H1 ≥ H0+∆H . In this
case the response to the pulse in replica β will be substantially different from the response
Sα in replica α. The spins that are pushed over the brink by the perturbation at field H0
in replica α, will in replica β be triggered by the increased external magnetic field before it
reaches the bigger value H1 at which the response is measured. For Ω/Γ0, ∆H , and H1−H0
small enough, the response in replica β at field H1 will then be just the harmonic response
harmonic response that each spin flip causes through the coupling to the neighboring spins. This
harmonic response couples back to the original spin and propagates to the next-nearest neighbors
with an amplitude damped by the factor Jij/k and so on. Occasionally it may cause an avalanche
to continue which would otherwise (in the hard spin model) have come to a halt. However since
this is a short-ranged effect, we do not expect it to be of any relevance to the scaling behavior on
long length scales. In mean-field theory the harmonic response only amounts to a constant factor
relating Sα to the number of spins participating in the avalanche.
25We take the adiabatic limit Ω→ 0 at finite correlation length ξ, before approaching the critical
point of diverging avalanche size and time to avoid triggering a new avalanche before the previous
one has come to a halt. This is consistent with our computer simulations at finite system sizes
where avalanches occur only sequentially.
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C2 or a different avalanche. If it is the harmonic response, the expression in eq. (F2) takes
the form
(∆S/∆H)α(∆S/∆H)β = (Sα/∆H)C2 . (F5)
Similarly one might imagine scenarios in which there is an avalanche Sβ triggered only in
replica β, it i.e.
(∆S/∆H)α(∆S/∆H)β = (Sβ/∆H)C2 , (F6)
or where there is no avalanche happening at either field value
(∆S/∆H)α(∆S/∆H)β = (C2)
2 . (F7)
It is also possible that two different avalanches are triggered in the two replicas:
(∆S/∆H)α(∆S/∆H)β = (Sα/∆H)(Sβ/∆H) (F8)
with Sα 6= Sβ.
We are interested however in contributions due to the same avalanche response in both
replicas
(∆S/∆H)α(∆S/∆H)β = (Sα/∆H)(Sβ/∆H) (F9)
with Sα = Sβ. As we have seen, a necessary condition is thatH0−∆H ≤ H1 ≤ H0+∆H . We
denote with Pflip = c0∆H+o((∆H)
2) (with c0 a constant in the critical regime) the fraction
of all possible configurations of random fields in which a local perturbation of amplitude ∆H
at field H , applied at site x0, causes at least one spin to flip. For Ω and ∆H small enough
the fraction of all possible configurations of random fields in which the local perturbation
will lead to the same initial spin flip triggering the same avalanche S in replica α and replica
β, is to leading order in ∆H proportional to the size of the overlap P bothflip of the two intervals
[H0, H0 +∆H ] and [H1, H1 +∆H ], multiplied by Pflip , with
P bothflip = (1−Θ(|H1 −H0| −∆H))(∆H − |H1 −H0|)/∆H (F10)
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(see figure 21). We can now compute the random-field average of the expression in eq. (F2),
denoted by 〈 〉f to leading order in ∆H
〈 ∆S
∆Hα
∆S
∆Hβ
〉f = C¯1 〈S
2〉f
∆H2
P bothflip Pflip + C¯2
〈S〉f
∆H
(
1− P bothflip
)
Pflip
+(C2)
2 + 〈SαSβ〉/(∆H)2P 2flip(1− P bothflip ) , (F11)
where 〈S2〉f is the mean square avalanche size, and 〈S〉f is the mean avalanche size, and C¯1
and C¯2 are constants in the critical regime. The last term accounts for cases in which two
different avalanches Sα 6= Sβ are triggered in the two replicas.
The last three terms in eq. (F11) approach a constant as ∆H → 0, since Pflip ∼ ∆H . We
will now analyze the first term, which is proportional to 〈S2〉 in more detail. The function
multiplying 〈S2〉f is sharply peaked around H0 = H1 (see figure 21). Since Pflip ∼ ∆H it is
proportional to P bothflip /∆H . From eq. (F10) we have
∫ H0+∆H
H0−∆H
dH1P
both
flip /∆H = 1 (F12)
independent of ∆H . The same integral applied to the other terms in eq. (F11) yields
contributions of order O(∆H) which are negligible compared to the first term as ∆H is
chosen small. With H1 = H0 + Ωt we can express the integral in terms of time
∫ ∆H/Ω
−∆H/Ω
Ωdt1P
both
flip /∆H = 1 . (F13)
We then obtain
lim∆H→0limΩ→0
∫ ∆H/Ω
−∆H/Ω
Ωdt1〈 ∆S
∆Hα
∆S
∆Hβ
〉f = C¯1〈S2〉f . (F14)
With eq. (F3) this leads to the scaling relation
〈S2〉f ∼
∫
dt1
∫
dtαdtβd
dxαd
dxβ〈sˆα(tα, x0)sα(t0, xα)sˆβ(tβ, x0)sβ(t1, xβ)〉f . (F15)
which was to be shown. In this notation we have suppressed the factor Ω and the various
limits for clarity. The integrals over time extend from −∞ to +∞ with an infinitesimal
associated change in magnetic field.
101
2. Feynman rules for two replicas
We study the behavior of Sαβ of eq. (161) under coarse graining analogously to the
calculation done before for just one replica, with the difference that instead of two, there
are now four fields to be considered (two for each replica).26 In the following section we
briefly describe the associated Feynman rules. This section may be skipped by the reader
uninterested in the details, since it turns out that there are no loop corrections to O(ǫ) to
〈S2〉.
In the Feynman graphs for the loop corrections, the fields of the α replica are symbolized
by arrows on full lines, whereas those for the β replica are symbolized by arrows on dashed
lines. A vertex umnpq has then m outgoing arrows on full lines, n incoming arrows on full
lines, p outgoing arrows on dashed lines and q incoming arrows on dashed lines. In this
notation, the fact that u0npq = 0 if n 6= 0, umn0q = 0 if q 6= 0 and u0n0q = 0, which we
discussed in section IXB, means that any vertex with incoming arrows of a certain replica
must have at least one outgoing arrow of the same type of replica, i.e. there are no “sinks”,
with only incoming lines of a certain replica. Furthermore, since the spins from different
replica do not interact directly, and since u0,1,1,0 = u1,0,0,1 = 0, there are only two kinds of
propagators, one for each replica. In other words, in any diagram, an outgoing line can be
connected only to an incoming line of the same replica.
Using the above rules and causality, one finds that corrections to vertices with lines of
only one replica, can only receive corrections from vertices of the same replica. There are
no contributions from diagrams that also involve the other replicas. That means that our
results for the magnetization and other quantities that can be calculated using only one
replica, are unaffected by the introduction of a second replica.
“Pure” (or one-replica) vertices which depend on more than one time usually have several
26In section IXB we already derived the appropriate partition function. In this appendix we use
the notation introduced there.
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different contributions. For example the vertex u2,2(t1, t2, t3, t4) has two main contributions
that are obtained by partial integration of the corresponding term in the action as discussed
in appendix C. One contribution is derived from u2,2(t1, t2, t3, t4) and has t1 = t
+
3 and t2 = t
+
4 .
The other contribution is derived from u2,2(t1, t2, t3, t4) and has t1 = t
+
3 and t1 = t
+
4 . If we
have two replicas, there are different “mixed” vertices each of which corresponds to one such
the individual contribution to a pure vertex. Each of them has the same bare value as such
a pure counterpart, since both are obtained in the same way from mean-field theory. With
“corresponding” we mean that the times associated with the different legs of the mixed
vertex, are assigned in the same way to the legs of the corresponding part of a pure vertex.
The part of a pure vertex formally corresponding to u1,1,1,1, for example, is given by that
contribution to u2,2(t1, t2, t3, t4), which has t1 = t
+
3 and t2 = t
+
4 . Conversely the part of a pure
vertex corresponding to u1,2,1,0 is given by that contribution to u2,2(t1, t2, t3, t4), which has
t1 = t
+
3 and t1 = t
+
4 . Notice, that in any mixed vertex all legs carrying a certain time label
(one outgoing and any number of incoming arrows), must belong to the same replica. In
contrast to the different contributions to one pure vertex, the corresponding mixed vertices
do not add up to a single mixed vertex, since they are multiplied by field from different
replicas ηα 6= ηβ.
The loop corrections to mixed vertices formally look the same as those the corresponding
parts of the pure vertices. For each loop correction to a mixed vertex there is a matching
correction to the corresponding part of the pure vertex and vice versa. The combinatoric
factors are also the same. This implies in particular that choosing the same spin rescaling
for both replica as we did before in the case of only one replica, renders marginal not only
uα2,0 and u
β
2,0, but also u1,0,1,0.
3. Scaling of the second moment of the avalanche size distribution
We need to find the scaling behavior of the “Greens function”
〈sˆα(tα, x0)sα(t0, xα)sˆβ(tβ , x0)sβ(t1, xβ)〉f (F16)
103
from its behavior under coarse graining. The topology of the diagrams permits no O(ǫ) loop
corrections to the corresponding vertex function.
One finds the canonical dimensions of the fields [105] (where “dimension of” is denoted
by “[ ]” and Λ is the upper cutoff in momentum): [η(p, ω)] = Λ−d/2−2−z, [ηˆ(p, ω)] ∼ Λ−d/2.
For calculating Greens functions one introduces source terms in the action. From the
(functional) derivative with respect to the source fields, one obtains the corresponding aver-
age correlation functions. In the end the source fields are taken to zero again, since usually
they have no physical significance. In our case the following three source terms are needed:
∫
ddq
∫
dωL(q, ω)η(q, ω),
∫
ddq
∫
dωLˆ(q, ω)ηˆ(q, ω), and the term needed for the calculation of
the (spacially) composite operator in 〈S2〉f , given by
∫
ddq
∫
dω1
∫
dω2L2(q, ω1, ω2)
∫
ddqηˆ(q, ω1)ηˆ(p− q, ω2) . (F17)
L, Lˆ and L2 are the respective source fields: the corresponding canonical dimensions are
[L(q, ω)] ∼ Λ−d/2+2, and [δ/δL(q, ω)] ∼ Λ(d/2−2)Λ(−d−z) ∼ Λ−d/2−2−z . Similarly [Lˆ(q, ω)] ∼
Λ−d/2−z, and [δ/δLˆ(q, ω)] ∼ Λ−d/2. And also [L2(p,Ω)] ∼ Λ(d−2z), and [δ/δL2(p,Ω)] ∼ Λ0.
From eq. (164) and the fact that Greens functions in the fields η and ηˆ scale in the same way
as those in terms of s and sˆ (see section VIB), we then find (without loop corrections) that
〈S2〉f ∼ Λ−(4+z). Below the upper critical dimension, the canonical dimensions of the fields
η(q, ω) and ηˆ(q, ω) are corrected by Λ(η/2) and Λ(η−η¯/2) respectively. With η = η¯ from the
mapping to the pure Ising model [60], one obtains (to O(ǫ)) 〈S2〉f ∼ Λ−(z+(2−η)2). Similarly,
one finds for the higher moments 〈Sn〉f ∼ Λ−((n−1)z+(2−η)n) to O(ǫ). In section IXD this
result is compared to the scaling behavior of 〈S2〉 as obtained from the scaling form of the
avalanche size distribution
〈S2〉 ∼ r(τ−3)/σS(2)± (h/rβδ) (F18)
(with the appropriate scaling function S±) to extract the results for 1/sigma and τ . There
we obtain
1/σ = 2 + ǫ/3 +O(ǫ2). (F19)
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and
τ = 3/2 +O(ǫ2) . (F20)
APPENDIX G: RELATED PROBLEMS
1. Comparison with depinning transitions
a. Relation to fluid invasion in porous media
Much progress has been made in the study of fluid invasion of porous media [112,27,28].
A preexisting fluid in the porous medium, for example oil in rock, is displaced by an invading
fluid (water), which is driven by an applied pressure P . The interface between the two fluids
is pinned at pressures lower than a threshold value Pc and advances continuously at higher
pressures. The interface depinning transition is accompanied by a diverging correlation
length, critical fluctuations and universal exponents. There are three different universality
classes for the associated critical exponents, corresponding to low, intermediate and high
disorder in the system. At low disorder the marginally stable interface at Pc is faceted, at
intermediate disorder it is self-affine and at high disorder it is self-similar.
Already before we did our work on hysteresis, Robbins, Cieplak, Ji and Koiller have
pointed out the analogy of fluid invasion to the physics of domain wall motion in Ising
ferromagnets [28,30,29]. There, the interface separates regions of up and down spins. As
the magnetic field is ramped, one domain grows at the expense of the other — the interface
is pushed forward. Quenched disorder may be due to random fields or random bonds. The
authors study the zero temperature nonequilibrium RFIM with a rectangular distribution
of random fields of width ∆ and a preexisting flat interface separating up spins from down
spins. They increase the external magnetic field adiabatically and study avalanches of spin
flips that are triggered by flipping spins at the interface. As in our system a spin in such
an avalanche flips up if its local effective field becomes positive. The main difference is that
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in their system no spins are allowed to flip ahead of the interface. Each spin flip can be
interpreted as an advancement of the pre-existing system-spanning interface. The value of
the magnetic field at which any part of the interface reaches the other side of the system is
the critical field which corresponds to the threshold pressure Pc in fluid invasion in porous
media. As in fluid invasion, Ji and Robbins find in 3 dimensions a faceted regime at low
disorder ∆, a self-affine regime at intermediate ∆ and a percolation regime at large ∆. At
a critical width ∆c2 = 3.41J , which separates the self-affine regime from the self-similar
regime, a diverging length scale in a bulk quantity (“fingerwidth”) is observed. The critical
exponents associated with the interface depinning transition in the self affine regime have
also been calculated in an ǫ-expansion [30,29]. They are the same for random-field and
random-bond disorder [29].
We expect that in our system it would be possible to observe the same critical behavior
at the onset of the infinite avalanche in large enough systems with less than critical disorder
(R < Rc). If the system is big enough, there will certainly be somewhere a rare large cluster
of flipped spins, even at relatively low magnetic fields. As the field is slowly raised, the
surface of such a cluster is expected to act as a preexisting interface analogously to Ji and
Robbins system. The small clusters that are flipped ahead of the interface probably have
no influence on the long length scale behavior and the critical exponents associated with
interface progression such as roughening exponents. The onset field for the infinite avalanche
in an infinite system corresponds to the threshold field at which a preexisting interface gets
depinned in Ji and Robbins system.
Numerical and analytical studies [19,20,29,30,28,21,22,31,23] leave no doubt that the
interface depinning transition has an associated diverging height-height correlation length
and critical fluctuations. There are scaling forms for quantities related to the shape of the
interface and its progression, which suggest that the interface gets depinned in a second
order transition. Nevertheless in our system (in three dimensions) we have called the onset
of the infinite avalanche in systems with less than critical disorder an abrupt or “first order”
transition. What’s come over us ? Our numerical simulations in three dimensions clearly
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show a kink in the magnetization curve at the threshold field Hc(R), rather than power law
behavior as expected in continuous transitions. This is not a contradiction. One has to be
careful about which quantities are measured: The critical fluctuations at the interface yield
no contribution to bulk quantities (e.g. the magnetization), which are measured per unit
volume. In references [126,128] we propose an experimental setup that would allow one to
observe bulk and interface fluctuations simultaneously. In the conventional setup for mea-
suring magnetic hysteresis loops discussed in this paper however, the second order depinning
transition with a diverging height-height correlation function at the interface discussed by
Robbins et al. is buried invisibly inside the line of abrupt (“first order”) transitions seen
in our magnetization curves in sufficiently low dimensions. Note that this connection can
only be established for large enough systems, where rare large fluctuations provide a preex-
isting interface of flipped spins. In smaller systems, disorder induced nucleation effects will
determine the size of the onset field for the infinite avalanche in our hysteresis model.
At the critical disorder ∆c2, separating the self-affine regime from the self-similar regime,
Ji and Robbins find a diverging bulk length scale, the “fingerwidth” of regions of flipped
spins. The critical exponents associated with this transition are different from the exponents
seen at our critical endpoint (Rc, Hc(Rc)). This is not too surprising: unlike the case for
R < Rc, near Rc a large advancing interface in our problem runs into pre-existing flipped
regions of all sizes — presumably changing the universality class. Also we have several
infinite fronts at Rc. Ji and Robbins report that for a bounded nonanalytic distribution of
random fields the corresponding exponents are nonuniversal in the depinning problem, but
depend on the analytic form of the edges of the distribution of random fields. However,
for an analytic distribution they presumably take universal values [113]. In our problem we
use an analytic distribution and ν is universal, as is shown by the RG calculation. It has
been shown [57] however that the exponents are different for a rectangular distribution of
random fields in our system also. Perhaps it would not be universal in our problem either
for rectangular distributions of random fields [57] (or other distributions with singularities
at their tails). In section G2 this issue will be discussed in more detail.
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Above a critical amount of disorder, using single interface dynamics, Ji and Robbins see a
self-similar regime, where the interface grows to a percolating cluster at a certain “threshold
field” Hsinglec (R). In our dynamics in an infinite system such a percolating cluster might
occur already at a lower value of the external magnetic field, because it is probably easier
to connect preexisting clusters of flipped spins to form a percolating cluster than it is to
push a domain wall through the system all the way till it reaches the the opposite side.
One would expect the same argument to apply for R ≤ Rc, i.e. Hc(R) ≤ Hsinglec (R). In
references [126,129] we discuss four potential experimental setups for measuring Barkhausen
noise (or avalanche size distributions in general), explaining for each case whether the single
interface model of Ji and Robbins or our model with many interfaces and domain nucleation
is expected to apply.
2. Other models
a. Adiabatic models for hysteresis
There are several numerical studies of related hysteresis models, which we discuss in
more detail in reference [126,128]. Here we only list a few closely related models.
Maslov and Olami [57] have simulated the same model as we have studied, but for a
rectangular distribution of random fields [57] rather than a Gaussian. The authors find
different critical exponents than ours in 3 dimensions and in mean-field theory. They report
that their numerical results speak in favor of the upper critical dimensions being dc = 6.
They claim that the model does not belong to any known universality class.27
27Presumably in each dimension there will be a critical power law for the tails of a bounded
distribution, so that distributions with a power law larger than this critical value will lead to
different critical exponents. In this sense the tails of a rectangular distribution can be thought of
as an infinite power law, and conceivably might lead to a different universality class than ours in
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Koiller, Ji and Robbins [28] point out that for a rectangular distribution at R < Rc there
is a close connection to diffusion percolation and bootstrap percolation in 2 and also in 3
dimensions [113], which are modified percolation models in which the occupation of a site
depends on its environment [114].
Coram, Jacobs, and Heinig [115] have studied the zero temperature nonequilibrium ran-
dom bond Ising models, both spin glasses (SG) and random ferromagnets (RFM) with
nearest neighbor interactions in one, two and three dimensions. They report power law
sensitivity to single-spin-flip perturbations in 2 and 3 dimensional random ferromagnets, if,
starting from the spin state with all spins pointing down (ground state at H = 0) the field
has been raised to a positive critical value. The associated critical exponents are τ = 1.37
in 2 dimensions, and τ = 2.8 in three dimensions. It is likely that the value of the exponent
τ would be different for a Gaussian distribution of random bonds (see footnote 27 on page
108).
Vives et al. [50] have studied that case for a negative mean of the Gaussian bond dis-
tribution. They trigger avalanches by a slowly increasing homogeneous external magnetic
field (as in our model). For the avalanche size distribution integrated over one branch of the
hysteresis curve they find τ + σβδ = 2.0± 0.2 in three dimensions and τ + σβδ = 1.45± 0.1
in two dimensions, which are rather close to the values of the nonequilibrium RFIM (see
section G2 c). One would expect the value the exponent τ to be smaller than τ + σβδ, i.e.
their result seems to deviate from the number obtained by Coram et al. for a rectangular
distribution of ferromagnetic bonds with strengths between 0 and 1. That is not surprising
if we consider the differences in the two approaches. It might be interesting to compare the
shape of the hysteresis loops of the two models at various values of the relevant tunable
parameters. A similar comparison of our hysteresis loops to those of Maslov and Olami’s
RFIM with a rectangular distribution of random fields [57] revealed marked differences of
all dimensions.
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the two models. For example, in our model at less than critical randomness, there were
precursors to the infinite avalanche, while in Maslov and Olami’s model there were none.
Bertotti and Pasquale [118] have studied hysteresis phenomena in the Sherrington-
Kirkpatrick spin glass model [117] with N Ising spins si = ±1 on a lattice with random
infinite range interactions that are distributed according to a Gaussian with mean zero.
They used a slightly generalized dynamics that allows for temperature like fluctuations at
a finite sweeping frequency Ω with H = Ωt. They report power law scaling of the power
spectrum due to avalanches of spin flips near the central part of the saturation hysteresis
loop, where the rate of change of the magnetization dM/dt is approximately constant. The
authors note that this scaling behavior as well as the associated shape F (ω)/Ω very much
resembles the behavior observed in Barkhausen effect experiments in soft magnetic materials
[119].
For sweeping rate Ω → 0 we can think of their model without random fields as an
infinite range mean-field theory for the nonequilibrium random bond Ising model, simulated
by Vives et al. [50]. Vives et al. found that in two and three dimensions the nonequilibrium
RFIM does reveal a critical point of the kind we found in the nonequilibrium RFIM. It would
be interesting to look for the same kind of critical point in Bertotti et al.’s nonequilibrium
SK-model (with and without random fields), for example by setting the mean J0 of the
distribution of random bonds to a nonzero value and tuning the widths of distributions of
random fields and random bonds.
Rudyak [37] has suggested a theory for dielectric hysteresis in ferroelectrics which leads
to the same picture as our hard-spin mean-field theory for R < Rc.
b. Dynamical and other hysteresis models
There are several studies of scaling behavior of the area of the hysteresis loop as a
function of driving frequency Ω and amplitude H0 of the of the external magnetic field
H(t) = H0 sinΩt, and other dynamical effects [120,118,121]. Most of these model contin-
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uum and lattice spin systems do incorporate temperature effects, but no quenched disorder.
Rao, Krishnamurthy and Pandit give a nice review and discussion of previous (empirical)
hysteresis models such as the Preisach model and mean-field types of theories like the Stoner-
Wohlfarth theory and others [121].
c. Conjectures about other models in the same universality class
Recently Vives, Goicoechea, Ort´in, and Planes found [50] that the numerical exponents
ν, β, τ , and z in the nonequilibrium zero temperature RFIM and the RBIM (random bond
Ising model) have very similar values in two and three dimensions. In two dimensions, the
exponents for the RFBEG (random field Blume-Emery-Griffiths model [122]) seem to be
similar also. In this interesting paper the authors suggest that these models might actually
be in the same universality class. Admiring their work, we however have some concerns as
to whether their critical exponents will remain unchanged for larger system sizes: they used
systems of linear size up to L = 100; we used much larger systems, up to 70002 and 8003 for
the RFIM, and found that finite size effects are actually quite prominent and lead to shifted
results for the exponents. Although the equilibrium versions of these models are not in the
same universality class, it is known [30,29], however, that the nonequilibrium single interface
depinning transitions of the RFIM and the RBIM do have the same critical exponents.
In the following section we will discuss some symmetry arguments, that would indeed
speak in favor of Vives et al.’s conjecture and would suggest that the universality class
of our model extends even beyond just the RBIM. A large universality class would also
explain the surprisingly good agreement with experiments discussed in section X. Generally
one may ask how robust the universality class of our model is against the introduction of
other kinds of disorder, other symmetries for the order parameter, long range interactions,
different dimensions, and altered dynamics. The variation with dimension has already been
discussed at the appropriate places in this paper (see for example section X).
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Other forms of disorder and symmetries
If a new kind of disorder in an otherwise unaltered system changes neither the symmetries,
nor the interaction range, nor the dynamics, nor the relevant dimensions, we may be hopeful
that it does not lead to a different universality class.
Random fields and random bonds: Uncorrelated fluctuations in the nearest neighbor
coupling strengths (random bonds) in the presence of random field disorder do not break
any new symmetries. Our random field Ising model fulfills two Harris criteria ν/βδ ≥ 2/d
and ν ≥ 2/d. Adding random bond disorder cannot destroy the fixed point in the Harris
criterion sense through added statistical fluctuations, because the random field disorder has
already broken the relevant (translational) symmetry. It then seems plausible that systems
with random bonds and random fields are in the same universality class as systems with
random fields only. The ultimate justification for this conjecture may be drawn from the
renormalization group picture. If the change in the generating functional due to the added
new disorder turns out to be irrelevant under coarse graining, it will not affect the critical
behavior on long length scales. Some preliminary studies seem to indicate that this would
be case for random bonds in the presence of random fields. Further elaborations on this
issue will be presented elsewhere [128].
Random bonds only: Similarly one might expect systems with random bonds only to
be in the same universality class also. Because the critical magnetization Mc ≡M(Hc(Rc))
is nonzero, the time reversal invariance will be broken at the critical point, just as it is
broken in the case of random fields. The symmetries of the random field model and the
random bond model would then be the same. In a soft spin model the dynamics could also
be defined in the same way, using relaxational dynamics. One would then expect to see the
same critical behavior on long length scales. In fact, in the random bond model one may
consider the spins that flip outside the critical region to act as random fields for the spins
that participate in the large avalanches near the critical point. We have already suggested
that random bonds in the presence of random fields do not change the critical behavior. It
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then seems plausible that the random bond problem would be in the same universality class
also, as numerical simulations seem to confirm [50]. As a warning to the enthusiastic reader
we should mention that the simplest mean field theory for this problem has some sicknesses
that make it difficult to verify this conjecture in the RG framework. We believe, however,
that these subtleties occur only in the infinite range mean-field theory, and that they are
unimportant for the behavior in finite dimensions. Some simulations of the infinite range
model with random bonds are reported in [118,116].
Random anisotropies: Realistic models of Barkhausen noise in polycrystalline mag-
nets usually involve random anisotropies rather than random fields. In the same way it
appears plausible that a nonequilibrium O(n) model with random anisotropies [7,35,123]
may be in the same universality class as the nonequilibrium RFIM. The external magnetic
driving field breaks the rotational symmetry and time reversal invariance, just as in the case
of random bonds. Again, spins that do not flip in the critical region may act as random fields
for the spins participating in avalanches near the critical point, so that the essential features
are the same as in our model, and one may expect to see the same critical exponents.28
The O(n) model with random anisotropies is very similar to a continuous scalar spin model
with random couplings to the external magnetic field (random “g-factors”). The mean-field
theory for the random g-factor model turns out to have the same critical exponents as our
random-field Ising model. There are no new terms generated in the RG description of this
model either, it is therefore expected to be in the same universality class as our model. By
symmetry we would neither expect any change in the exponents if there was randomness
added through a distribution in the soft-spin potential well curvatures k (see our definition
28It may be that in some strong coupling limit the system will lose the ability to avalanche and
all spins will smoothly rotate from down to up as the external magnetic field is increased. Our
discussion above refers to the case where the coupling is weaker and avalanches do occur, as of
course they do experimentally.
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of the soft-spin potential V (si) in eq. (31)), nor if random bonds are added to the system,
as may be the case in real experimental systems.
The RG formalism developed in this paper can be used as a convenient tool to verify
these conjectures. One can write down the most general generating functional and verify
for each of these models whether on long length scales the same kinds of terms become
important or irrelevant as in our model.
Long range interactions:
The question about the effect of long range interactions is of equal importance. Depend-
ing on the sample shape, dipole-dipole interactions can lead to long-range, antiferromagnetic
interaction forces which are the reason for the breakup of the magnetization into Weiss-
domains in conventional magnets [35,7]. In the case of martensites there are long range
antiferroelastic strain fields present [58,8]. In references [126,129] we give an example of a
critical exponent in a system with long range forces (from avalanche duration measurements
in martensites [13]) that appears to be quite different from the corresponding exponent in
our model. On the other hand, measurements of Barkhausen-noise distributions in magnets
in the presence of long range demagnetizing fields seem to yield a critical exponent quite
close to the corresponding exponent in our model [97].
In a recent preprint [97] Urbach, Madison and Markert study a model for a single moving
domain wall without overhangs in the presence of infinite range antiferromagnetic interac-
tions and quenched (random field) disorder. In an infinite system their model self-organizes29
without necessary parameter tuning to the same critical state seen in the absence of the in-
finite range interactions right at the interface depinning threshold [28]. An analysis [124] of
our ferromagnetic RFIM in the presence of infinite range antiferromagnetic interactions leads
to an unchanged critical behavior except for a tilt of the entire magnetization curve in the
29This self-organization to the critical point is similar to the trivial self-organization expected in
an experiment in the presence of a gradient field, which we proposed in references [126,129]
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(M,H) plane: here too it does not change the critical properties. It would be interesting to
see how these results would change for more physical long-range interactions. Dipole-dipole
interactions decaying with distance as 1/x3, for example, might be appropriate.
3. Thermal fluctuations
(a) The equilibrium random field Ising model:
The equilibrium properties of the random field Ising model, in particular the phase
transition from paramagnetic to ferromagnetic (long range ordered) behavior, have been the
subject of much controversy since the 1970s [62]. The reason is intriguing: experimental and
theoretical studies of the approach to equilibrium show that near the critical temperature
there seems to appear a “glassy” regime where relaxation to equilibrium becomes very slow.
Activated by thermal fluctuations the system tumbles over free energy barriers to lower and
lower valleys in the free energy landscape, until it has reached the lowest possible state, the
equilibrium or ground state. The higher those barriers are compared to the typical energy
of thermal fluctuations, the longer the relaxation process takes. At low temperatures, due
to the effect of disorder, some of these barriers are so large (diverging in an infinite system),
that the system gets stuck in some metastable state and never reaches true equilibrium on
measurement time scales. On long length scales (and experimental time scales) thermal
fluctuations become irrelevant and collective behavior emerges. When driven by an external
field, the system moves through a local valley in the free energy landscape, and collective
behavior in the form of avalanches is found when the system reaches a descending slope
in the free energy surface. The present state of the system depends on its history — a
phenomenon commonly observed as hysteresis.
(b) The nonequilibrium random field Ising model:
We have studied this hysteresis in the zero temperature random field Ising model, far
from equilibrium and in the absence of any thermal fluctuations. We found a critical point,
at which the shape of the hysteresis loops (magnetization versus magnetic field) changes
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continuously from displaying a jump in the magnetization to a smooth curve. Interestingly,
the nonequilibrium critical exponents associated with the universal behavior near this point
in d = 3 dimensions seem to match those obtained from 3 dimensional simulations of the
equilibrium phase transition point approximately within the error bars (see table I). This is
surprising, since the physical starting points of the two systems are very different. Further-
more, our perturbation expansion in ǫ = 6− d for nonequilibrium critical exponents can be
mapped onto the expansion for the equilibrium problem to all orders in ǫ. Our expansion
stems from a dynamical systems description of a deterministic process, which takes into
account the history of the system and is designed to single out the correct metastable state,
while the calculation for the equilibrium problem involves temperature fluctuations and no
history dependence at all.
(c) The crossover:
It would be interesting to see if there is actually a deeper connection between the nonequi-
librium and equilibrium critical points, and whether the calculation for the nonequilibrium
model could be used to resolve long-standing difficulties with the perturbation expansion for
the equilibrium model. The idea is to introduce temperature fluctuations in the nonequilib-
rium calculation, and at the same time a finite sweeping frequency for the external driving
force. The lower the sweeping frequency Ω at fixed temperature, the more equilibrated
the system and the longer the length scale above which nonequilibrium behavior emerges.
Tuning Ω would allow one to explore the whole crossover region between the two extreme
cases that are found in the literature (far from and close to equilibrium). Contrary to pre-
vious treatments of relaxation, the history dependence that is so essential in experimental
realizations, emerges naturally from this approach. At fixed temperature, but for progres-
sively lower sweeping frequencies, one expects to see smaller and smaller hysteresis loops,
asymptotically attaining a universal shape at low enough frequencies. The tails of these
hysteresis loops will match the equilibrium magnetization curve. In the limit of zero fre-
quency, the hysteresis loop shrinks to a point, and equilibrium is expected at all values of the
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external magnetic field. On the other hand, taking temperature to zero first, should yield
nonequilibrium behavior as seen in our recent work. The prospect of relating equilibrium
and nonequilibrium critical behavior as two limits at opposite edges of the experimentally
relevant crossover regime is an exciting challenge.
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FIGURES
FIG. 1. Experiment: Magnetic hysteresis loops of a 60 nm thick Gd film for various
annealing temperatures (as indicated next to each loop) and constant annealing time (3 minutes
each). All measurements are performed at 200 ± 5K. The sweeping frequency of the external
magnetic field is 0.5 Hz (from A. Berger, unpublished).
FIG. 2. Experiment: Distribution of pulse areas (p), integrated over the hysteresis
loop for 81% Ni-Fe wires after various heat treatments. The originally hard drawn wires
have been subjected to a one-hour heat treatment in high vacuum at temperatures of 240◦C or
460◦C and cooled down in the furnace. (From U. Lieneweg and W. Grosse-Nobis, Int. J. Magn 3,
11 (1972).)
FIG. 3. Equilibrium magnetization curve M(H) for the pure Ising model at zero temper-
ature.
FIG. 4. Nonequilibrium magnetization curve M(H) in the pure Ising model at zero tem-
perature for the dynamics defined in the text.
FIG. 5. Mean-field magnetization curves for the nonequilibrium zero temperature random
field Ising model at various values of the disorder R = 0.6J < Rc (a), R = Rc =
√
(2/π)J = 0.798J
(b), and R = J > Rc (c).
FIG. 6. Mean-field magnetization curves for the soft-spin version of the zero tem-
perature random field Ising model at various values of the disorder R = 1.3J < Rc (a),
R = Rc = 2kJ/((k − J)
√
2π) = 1.6J (see appendix A 6) (b), and R = 2J > Rc (c).
FIG. 7. Mean-field phase diagram for the nonequilibrium zero temperature random field
Ising model. The critical point studied in this paper is at R = Rc, H = Hc(Rc), with Hc(Rc) = 0
in the hard-spin mean field theory. There are two relevant directions r = (Rc − R)/R and
h = H − Hc(Rc) near this critical point. The bold line indicates the threshold field Huc (R) for
the onset of the infinite avalanche upon monotonically increasing the external magnetic field. The
dashed line describes H lc(R) for a decreasing external magnetic field. The three dotted vertical lines
marked (a), (b), and (c) describe the paths in parameter space which lead to the corresponding
hysteresis loops shown in figure 5.
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FIG. 8. Mean-field phase diagram for the soft-spin version of the nonequilibrium zero
temperature random field Ising model. The diagram is plotted analogously to figure 7. Magnetic
field sweeps along the lines (a), (b) and (c) lead to the corresponding soft-spin hysteresis curves
shown in figure 6. Note that here, in contrast to the hard-spin model the value of the critical
field, Hc(Rc) does depend on the history of the system: for monotonically increasing external
magnetic field Hc(Rc) = H
u
c (Rc) = k−J , and for monotonically decreasing external magnetic field
Hc(Rc) = H
l
c(Rc) = −(k − J) (see appendix A6). This implies that in contrast to the hard-spin
mean-field theory of figure 7, the soft-spin mean-field theory displays hysteresis for all finite disorder
values, i.e. even at R ≥ Rc.
FIG. 9. Simulated hysteresis curves for two small realizations of the nonequilibrium
RFIM in three dimensions. Each sample consists of only 53 spins, with periodic boundary
conditions. The two systems have different configurations of random fields that are taken from the
same distribution ρ(f) with standard deviation R = 5J > Rc. (In 3 dimensions Rc = (2.16±0.03)J
[45].) Note that here, as in all plots of numerical simulation results in finite dimensions J denotes
the strength of the nearest neighbor coupling Jij , which differs from its definition in the analytical
calculation by the coordination coordination number z – see footnote 4 on page 16.
FIG. 10. Mean-field avalanche size distribution integrated over the hysteresis loop for
systems with 1000000 spins at various disorder values R > Rc = 0.798J : (a) R = 1.46J (averaged
over 10 different configurations of random fields), (b) R = 1.069J (averaged over 5 different config-
urations of random fields), and (c) R = 0.912J (averaged over 10 different configurations of random
fields). Each curve is a histogram of all avalanche sizes found as the magnetic field is raised from
−∞ to +∞, normalized by the number of spins in the system. For small |r| = |Rc−R|/R the distri-
bution roughly follows a power law D(S, r) ∼ S−(τ+σβδ) up to a certain cutoff size Smax ∼ |r|−1/σ
which scales to infinity as r is taken to zero. The straight line above the three data curves in the
figure represents an extrapolation to the critical point R = Rc in an infinite system, where one
expects to see a pure power law distribution on all length scales D(S, r) ∼ S−(τ+σβδ) with the
mean field values of the corresponding exponents τ + σβδ = 2.25.
FIG. 11. Feynman diagrams. The relevant corrections to first order in ǫ = 6 − d for the
constant part χ−1/J in the propagator (a), and for the vertex u (b). Figure (c) shows an example
of a diagram forbidden by causality.
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FIG. 12. Phase diagram and flows (schematic). (a) The vertical axis is the external
field H, responsible for pulling the system from down to up. The horizontal axis is the width of
the random–field distribution R. The bold line is Hc(R), the location of the infinite avalanche
(assuming an initial condition with all spins down and a slowly increasing external field). The
critical point we study is the end point of the infinite avalanche line (Rc,Hc(Rc)).
Using the analogy with the Ising model (see text) we also show the RG flows around the
critical point. Here we ignore the RG motion of the critical point itself: equivalently, the figure
can represent a section through the critical fixed point tangent to the two unstable eigenvectors
(labeled h and r). Two systems on the same RG trajectory (dashed thin lines) have the same
long–wavelength properties (correlation functions ...) except for an overall change in length scale,
leading to the scaling collapse of equation (9). The r eigendirection to the left extends along the
infinite avalanche line; to the right, we speculate that it lies along the percolation threshold for up
spins.
(b) O(ǫ) RG flows below 6 dimensions in the (χ−1, u) plane (see text). Linearization around
the Wilson-Fisher (WF) fixed point yields the exponents given to O(ǫ) in the table. In the vicinity
of the repulsive u = 0 = χ−1 (MFT) fixed points one obtains the old mean-field exponents.
FIG. 13. Feynman diagram. The correction to O(ǫ˜) to the vertex w in an expansion about
8 dimensions, see eq. (110) in the text.
FIG. 14. Borel resummed critical exponents and simulation results. Shown are the
numerical values of the exponents 1/ν, η, and βδ = ν(d − η)/2 (triangles, diamonds, and circles
respectively) in 3, 4, and 5 dimensions and in mean field theory (dimension 6 and higher). The
error bars denote systematic errors in finding the exponents from collapses of curves at different
values of disorder R. Statistical errors are smaller. The dashed lines are the Borel sums to fifth
order in ǫ for the same exponents (see text).
FIG. 15. Comparison to numerical results. Numerical values (filled symbols) of the expo-
nents τ + σβδ, τ , 1/ν, σνz, and σν (circles, diamond, triangles up, squares, and triangle left) in 2,
3,4, and 5 dimensions. The empty symbols are values for these exponents in mean field (dimension
6). Note that the value of τ in 2d was not measured. The empty diamond represents the expected
value [98,129]. The numerical results are courtesy of Olga Perkovic´ [45,98] from simulations of
sizes up to 70002, 10003, 804, and 505 spins, where for 3203 for example, more than 700 different
random field configurations were measured. The long-dashed lines are the ǫ expansions to first
order for the exponents τ + σβδ, τ , σνz, and σν. They are: τ + σβδ = 94 − ǫ8 , τ = 32 +O(ǫ2), and
σνz = 12+O(ǫ
2), and σν = 14+O(ǫ
2) where ǫ = 6−d and d is the dimension. The short-dashed line
is the Borel sum for 1/ν to fifth order in ǫ. The other exponents can be obtained from exponent
equalities (see section IV I in the text). The error bars denote systematic errors in finding the
exponents from collapses of curves at different values of disorder R. Statistical errors are smaller.
FIG. 16. Contour lines for the correlation length in the (r′, h′) plane (schematic). The
tilted coordinate axes indicate the physical directions (r, h). Since ν/(βδ) < ν, the correlation
length ξ changes faster in the (0, h′) direction than in the (r′, 0) direction.
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FIG. 17. Feynman diagrams. The perturbative expansion about mean–field theory is pre-
sented here by Feynman diagrams. (a) Graph for the vertex u. Incoming arrows denote η fields,
outgoing arrows denote ηˆ fields. (b) Example of a diagram which violates causality and is therefore
forbidden. (c) Graph for the vertex u2,0. (d) Example of a diagram that is zero due to momentum
conservation [78].
FIG. 18. Feynman diagram for the lowest order correction to u2,0(H1,H2). The magnetic
fields corresponding to the times at which the vertices are evaluated are indicated. The propagators
do not couple different fields.
FIG. 19. Different Borel-resummations for ν. Borel resummation of the perturbation
series for ν to O(ǫ5) in 6− ǫ dimensions using (a) the method of Vladimirov, Kazakov, and Tarasov
[106], which does not impose a pole for ν or any other independent information, and (b) the results
of Le Guillou and Zinn-Justin [110], which are obtained by explicitly assuming a singularity for
ν at a (variationally determined) critical value of ǫ and by imposing the exactly known value in
two dimensions. Curve (b) is based on an old result for the epsilon-expansion which later turned
out to out to have the wrong 5th order term [59]. Our own Borel-resummation (curve (a)) on
the other hand has been obtained using the newest, presumably correct result for the fifth order
term [59]. Partly by design, curve (b) agrees very well with the value of ν in the equilibrium pure
Ising model in d − 2 dimensions. Le Guillou and Zinn-Justin quote an error due to truncation of
the series, which is increasingly larger than 10% below 2.5 dimensions. Curve (a) agrees better
with the numerical results in our zero-temperature avalanche model, indicated for the respective
dimensions by the black diamonds with error bars [45]. It is believed that the two resummation
methods should converge to the same results if taken to high enough order, though this has never
been proven. Also shown are values for ν for the equilibrium random field Ising model in three
dimensions (circles) from different sources [87,88].
FIG. 20. Feynman diagram. The correction to O(ǫ˜) to the vertex w in an expansion about
8 dimensions, see eq. (E3) in the text.
FIG. 21. The function P bothflip defined in equation (F10), plotted as a function of H1. In the
figure, dH denotes the amplitude which is called ∆H in the text.
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TABLES
TABLE I. Numerical results for the critical exponents in three dimensions for our hys-
teresis model [45,98] and for the equilibrium zero temperature random field Ising model [62,87,88].
The breakdown of hyperscaling exponent θ˜ is calculated for the the hysteresis model from the
relation β + βδ = (d − θ˜)ν (see section a and references [126,129]). The values of the critical
exponents of the two models remain within each other’s errorbars (except for ν and perhaps η,
although Dayan, Schwartz, and Young [89] found that ν ≃ 1.4 in the three dimensional equilibrium
random-field Ising model from real space renormalization group calculations); the equality of the
exponents was conjectured by Maritan et al [86]. The numerical agreement may not be so surpris-
ing, if one remembers that the 6 − ǫ expansion is the same for all exponents of the two models.
Nevertheless there is always room for nonperturbative corrections, so that the exponents might
still be different in 3 dimensions (see section VIIIB, and figure 19). Physically, the agreement is
rather unexpected, since the nature of the two models is very different. While the hysteresis model
is far from equilibrium, occupying a history dependent, metastable state, the equilibrium RFIM is
always in the lowest free energy state. One may speculate, however, about a presumably universal
crossover from our hysteresis model to the equilibrium random field Ising model as temperature
fluctuations and a finite field-sweeping frequency Ω are introduced (see appendix G3).
Hysteresis loop [45] Equilibrium RFIM [87,88]
exponents in 3 dimensions in 3 dimensions
(courtesy Olga Perkovic´)
ν 1.42± 0.17 0.97, 1.30, 1.02 ± 0.06
β 0.0± 0.43 -0.1, 0.05, 0.06± 0.07
βδ 1.81± 0.36 1.6, 1.9 ± 0.4, 1.83 ± 0.18
η 0.79± 0.29 0.25, 0.5± 0.5, 0.14± 0.067
θ˜ 1.5± 0.5 1.45, 1.5± 0.45, 1.851 ± 0.067
Rc (Gaussian) 2.16± 0.03 2.3 ± 0.2 [88]
Hc(Rc) 1.435± 0.004 0 (by symmetry)
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