Abstract-Wireless body area networks (WBANs) are composed of sensors that either monitor and transmit vital signals or act as relays that forward the received data to a body node coordinator (BNC). In this paper, we introduce an energy efficient vital signal telemonitoring scheme, which exploits compressed sensing (CS) for low-complexity signal compression/reconstruction and distributed cooperation for reliable data transmission to the BNC. More specifically, we introduce a cooperative compressed sensing (CCS) approach, which increases the energy efficiency of WBANs by exploiting the benefits of random linear network coding (RLNC). We study the energy efficiency of RLNC and compare it with the store-and-forward (FW) protocol. Our mathematical analysis shows that the gain introduced by RLNC increases as the link failure rate increases, especially in practical scenarios with a limited number of relays. Furthermore, we propose a reconstruction algorithm that further enhances the benefits of RLNC by exploiting key characteristics of vital signals. With the aid of electrocardiographic (ECG) and electroencephalographic (EEG) data available in medical databases, extensive simulation results are illustrated, which validate our theoretical findings and show that the proposed recovery algorithm increases the energy efficiency of the body sensor nodes by 40% compared to conventional CS-based reconstruction methods.
Although the primary function of these sensors is to continuously monitor human physiological signals and activities [1] , they can also be employed as relays [2] that forward the data of other sensors to a Body Node Coordinator (BNC), which is also attached to the human body [2] . Wireless technologies are used to this end, providing higher flexibility, portability and offering significant advantages compared to traditional wired solutions. However, the adoption of wireless technologies raises important issues that are mainly related to the WBAN energy efficiency and reliability [1] .
It has been shown that the RF power amplifier of a WBAN transmitter consumes approximately 73% of the total power [3] . Moreover, the transmission of radio signals in a WBAN takes place near the human body, which is a very lossy medium. Consequently, the link quality is likely to be deteriorated due to the high path loss [2] , which causes severe attenuation of the wireless signals, especially during different body actions (e.g., sitting, walking, running) [4] . In addition, pervasive use of WBAN increases the need for coexistence between multiple WBANs, e.g., closely-located patients in a medical ward [4, Fig. 10] , causing interference that is also a threat for the reliable operation of those networks [5] . These challenges introduce two major requirements: i) the need for lower energy consumption at the RF part of the body nodes, and ii) the need for enhanced robustness against link failures. To address them, novel signal processing algorithms and communication protocols for an energy efficient compression, transmission and reconstruction of the medical information, are needed.
The compression/reconstruction efficiency of signal processing algorithms running on sensor, relay body nodes and the BNC can be optimized by employing encoding/decoding schemes with high Compression Ratio (CR) capabilities and reduced computational requirements. However, the vast majority of biosignal (e.g., ECG and EEG) compression schemes available in the literature [6] [7] [8] charge the transmitter with most of the processing, thus not effectively coping with these requirements. To overcome this limitation, Compressed Sensing (CS) has recently been proposed as a viable low complexity signal processing solution for signal compression/reconstruction, which provides a systematic approach for reconstructing sparse signals from a small number of random linear observations. The robustness to link failures can be improved by using cooperative transmission, which allows some body nodes to act as relays [2] , [9] . In practical scenarios, however, the number of potential relays may be limited and the energy expenditure associated to receiving data may not be negligible [2] . These remarks, motivate us to analyze the potential benefits and limitations of using cooperative relaying in WBANs, as well as to design cooperative transmission protocols that rely on a limited number of relays, while improving network energy efficiency and robustness to link failures.
A. Related Work
Several works in the literature [10] [11] [12] have exploited CS for compressing large amounts of data (e.g., temperature, light, humidity readings) originating from large-scale sensor networks and for reconstructing the original data from a small number of observations made available to a central coordination unit. Due to its appealing properties, CS has been recently applied to WBAN-oriented telemonitoring applications. In [3] , [13] , the authors show that the compression of ECG and EMG signals can be efficiently implemented at the biosensors by applying random linear coding to the recorded measurements, while state-of-the-art CS algorithms (e.g., LASSO) can be used at the receiver for the efficient reconstruction of the received signals. In [14] , a scheme that improves the capabilities of conventional CS algorithms by exploiting key characteristics (i.e., the block sparse structure) of the transmitted signals is introduced. More specifically, the authors propose a Block Sparse Bayesian Learning (BSBL) framework for compressing/ reconstructing non-sparse raw fetal ECG recordings, which improves the energy efficiency of state-of-the-art CS schemes.
Despite the insights onto the design of efficient CS-based signal encoding/decoding algorithms for telemonitoring applications, the aforementioned works assume only direct communication between the sensor nodes and the BNC, completely ignoring the fact that body nodes are often able to communicate and cooperate with each other. In such scenarios, the use of Random Linear Network Coding (RLNC) [15] could potentially increase the energy efficiency of telemonitoring schemes in WBANs, facilitating at the same time the application of conventional CS-based recovery algorithms, which require random linear coded data. In this context, some papers have recently applied intra-session RLNC [16] and inter-session RLNC [17] , [18] concepts for encoding packets originating either from the same or from different wireless flows, respectively. Nonetheless, although these works combine RLNC-based cooperation and CS, they do not quantify the gains of RLNC compared to the conventional Store-and-Forward (FW) protocol. More specifically, the number of relays in the network and the quality of the wireless links have an important impact on network performance and energy efficiency, which still remains unexplored. In addition, another important limitation of stateof-the-art papers is that the data transmitted in the network is usually assumed to change smoothly in time (e.g., light and temperature). However, this assumption does not hold, in general, for vital signals (e.g., ECG, EEG and EMG), whose peculiar characteristics require the development of novel CSbased recovery schemes for increasing the energy efficiency and reducing the computational complexity.
B. Contribution
In this paper, motivated by the aforementioned open issues, we introduce an intra-session RLNC-aided Cooperative Compressed Sensing (CCS) scheme for energy efficient vital signal telemonitoring and we evaluate the energy efficiency gains that can be achieved by coupling CS and RLNC in WBAN applications. In addition, we propose a novel CS-based reconstruction algorithm, which enhances the benefits of the proposed CCS scheme by taking into account specific characteristics (e.g., high temporal correlation, block sparsity) of biosignals (e.g., ECG, EEG, EMG). The contribution of this paper can be summarized as follows:
• We propose a novel biosignal telemonitoring architecture for WBANs, which exploits relaying capabilities of body sensor nodes. Both FW-based and RLNC-based cooperative communication protocols are analyzed and compared.
• We provide closed form expressions that quantify the energy efficiency gain of RLNC-based cooperation compared to FW-based cooperation in single-and multirelay scenarios. Two main conclusions emerge from this analysis: 1) In error-prone channels, the performance of RLNCbased schemes is better than FW-based schemes.
In particular, the energy efficiency gain of RLNC increases as the packet error probability increases. 2) Increasing the number of relays in the network increases the robustness to link failures but reduces the energy efficiency gains introduced by RLNC. Thus, to improve the energy efficiency of RLNCaided WBANs and to increase the robustness to link failures, a limited number of relays need to be employed.
• We present a novel low complexity reconstruction algorithm, namely Decorrelated Iterative Reweighed Group LASSO (DIG LASSO), which exploits inherent block sparsity properties of typical biosignals either in the time domain or in an appropriate transform domain. Extensive simulation experiments with real medical data demonstrate that DIG LASSO offers a higher network energy efficiency and an enhanced robustness to link failures compared to state-of-the-art CS-based reconstruction algorithms (e.g., LASSO, BSBL) [3] , [13] , [14] . The remainder of this paper is organized as follows. In Section II, we review concepts and terminology related to CS theory. In Section III, we present the system model. In Section IV, we introduce RLNC-based and FW-based cooperative relaying and we provide analytical expressions for the energy efficiency performance of each protocol. In Section V, we present the DIG LASSO reconstruction algorithm. In Section VI, the performance of the proposed scheme and protocols is evaluated and compared to state-of-the-art solutions, by taking into account real medical data. Finally, Section VII concludes this paper.
C. Notation
Lower-and upper-case boldface letters are used to denote column vectors and matrices, respectively; calligraphic letters are used to denote sets; (·)
T denotes transposition; mod(M, K) denotes the remainder of the Euclidean division of M by K; M/K denotes the nearest integer of M/K towards minus infinity; E[·] denotes the expectation operator;
(1/p) for p ≥ 1 stands for the p -norm in R n ; x 0 equals to the number of non-zero entries of x.
II. PRELIMINARIES ON COMPRESSED SENSING
CS provides a systematic approach for reconstructing a sparse signal x ∈ R N by using only a small number of linearly combined measurements [19] , [20] . A signal x is said to be K s -sparse if only K s entries of N are non-zero. The encoded measurements, y ∈ R M , are generated using a random matrix A ∈ R M ×N with independent and identically distributed (i.i.d.) elements. In mathematical terms, y = Ax + z, where z is the noise vector.
A. Reconstruction by Exploiting Sample Sparsity
In the noise-free case (i.e., z = 0 N ), the vector x may be ideally recovered from the vector y by solving the minimization problem min x { x 0 : y = Ax}. To make the signal reconstruction robust to the presence of noise, the constraint of the problem may be relaxed as min
where is a predefined error tolerance. This approach, however, cannot be used for practical applications, since it is computationally intractable. CS provides a solution to this issue, by replacing the 0 quasi-norm with the convex 1 -norm and by solving a new optimization problem that can be formulated as min x { x 1 : y − Ax 
where λ is a penalty parameter that can be tuned, to tradeoff the ordinary least square error y − Ax 2 2 and the degree of sparsity, i.e., the number of nonzero entries, in x.
Algorithmically, the convex optimization problem in (1), known as LASSO problem, can be tackled by any generic Second-Order Cone Program (SOCP) solver. To achieve a good estimation of x (i.e., to accurately estimate the K largest x i ), the random matrix A needs to satisfy the Restricted Isometry Property (RIP) [21] .
Definition 1: A matrix A satisfies the K s -RIP with restricted isometry constant δ K if, for all M × K submatrices A K of A and for every vector y, the following inequalities hold:
Random matrices whose entries are i.i.d. Gaussian, Rademacher (+1 or −1 with probability 0.5), or, more generally, subGaussian Random Variables (RVs) satisfy this property with high probability, provided that M = O(K s log(N/K s )) [22] .
Definition 2: A RV X is said to be c-subGaussian if there exists a c > 0 such that:
A c-subGaussian RV X is denoted by X ∼ Sub(c 2 ).
B. Reconstruction by Exploiting Block Sparsity
A block sparse signal is a signal that consists of clusters of non-zero coefficients. A K b -block sparse signal consists of K b zero blocks and, as a result, has sparsity K s = K b d, where d denotes the block length. In mathematical terms, a vector x can be formulated as a concatenation of R blocks of length d:
where x[i] denotes the ith block and N = Rd.
Similar to (4), the measurement matrix A can be represented as a concatenation of sub-matrices
. By using 1 -relaxation for reconstructing x, we ignore the fact that the signal is block-sparse, i.e., that the non-zero entries occur in consecutive positions. To exploit block sparsity, it is possible to reconstruct the vector x by solving the optimization problem as follows:
which is known as group LASSO problem [23] . The authors of [24] have shown that the number of measurements required for robust recovery using (5) is of the order of
that is required by conventional CS recovery methods, e.g., by using (1).
C. Reconstruction by Exploiting Sparsity in a Transform Domain
In many applications, a signal x may be sparse in a transform domain (e.g., the wavelet domain) instead of the time domain. In this case, x can be expressed as x = Ψs, where Ψ ∈ R N ×N is an orthonormal basis matrix of an appropriate transform domain, and s is a sparse representation vector. Accordingly, instead of solving (1) or (5), the block sparsity characteristic of s can be exploited by solving the problems:
and the original signal in the native domain can be reconstructed by computingx = Ψŝ. Fig. 1 illustrates the telemonitoring system model under study. In particular, we consider a WBAN formed by a biosensor (source node) that records a real time vital signal (e.g., ECG or EEG) and transmits it to the BNC with the aid of a cluster of n body nodes that act as relays, denoted by r i , i = 1, . . . , n. We assume that all sensors are attached to the same body. The packet error probability of the links from the source to the relays and from the relays to the BNC are denoted by p e1 and p e2 , respectively.
III. WIRELESS TELEMONITORING SYSTEM MODEL

A. Operations Executed at the Source
The recorded measurements are divided in segments of N samples. Each segment is represented as a vector
T , where x i ∈ R. These measurements of bioelectric events are affected by different sources of noise, including patients (in the form of biopotentials), electrode leads, bioamplifiers and signal transducers, etc. [25] . In this work, we assume that the recorded signal can be formulated as u = x + z s , where
T are noisy signal samples and
T corresponds to the noise due to the bioamplifier, which is modeled as a zero mean Gaussian RV.
We assume that i) the bit depth of the noisy signal samples u i is equal to the analog to digital converter resolution during the recording of the data, denoted by l m , and ii) each noisy signal sample u i is included in a packet. Then, as mentioned in Section I, intra-session RLNC [26] , [27] can serve as an encoding mechanism at the application layer [17] , which produces random linear combinations of the observed data, that can be exploited by CS algorithms for an efficient reconstruction of the original information. Each segment of the original signal is encoded by employing a random matrix
T and z = A s z s . To reduce the computational complexity of the encoding process, the coefficients A si,j are chosen as Rademacher RVs, i.e., A si,j = ±1/ √ N with probability 0.5 [17] . 
B. Frame Structure and Communication Protocol
As far as the communication protocol is concerned (Fig. 2) , we consider a time-slotted system, where the transmission of each packet y i , ∀i ∈ [1, M] , is performed in a communication round (CR) that is divided into two phases. In Phase I (P I ), the source node transmits the M generated packets in M distinct time slots. For each packet sent by the source to the relays, two events can occur: 1) if the received packet meets the Quality of Service (QoS) requirement set by the application layer (i.e., a target packet error probability), then it is considered as a correct packet that can be further processed by higher layers, and 2) if the packet does not satisfy the QoS requirement, it is dropped. Let p e 1 be the packet error probability of the S → r i wireless links. The i-th relay receive N 1i ≤ M packets, whose expected number is equal to E[N 1i ] = (1 − p e 1 )M . In Phase II (P II ), each relay node is assigned M time slots to forward the N 1i received packets to the BNC. FW-based and RLNC-based relaying protocols are considered. In the FW case, the packets are transmitted in a round-robin fashion, i.e., mod(M, N 1i ) packets are transmitted M/N 1i + 1 times, whereas the remaining
The motivation of this choice is that the packets are linear combinations of the original information and that they equally contribute to the signal reconstruction. In the RLNC case, on the other hand, an intra-session encoding is applied, i.e., each relay i transmits M random linear combinations of the N 1i received packets. The number of packets received at the body node coordinator (D) from relay i is denoted by N i2 ≤ M . Let p e 2 be the packet error probability on the r i → D links. The, the expected number of packets received at D from relay i is equal to
To evaluate and compare FW and RLNC protocols, we use the energy efficiency (EE) metric defined as follows:
where E P I , E P II correspond to the average energy consumption during P I and P II , respectively, N is the number of original packets at the source and l m denotes the bit depth of each measurement. The average energy consumption E P I , E P II can be formulated as follows 1 :
where P T and P R are the transmit and the receive power, respectively, and T s is the time required for the transmission of one packet of length l p , including payload and headers. Moreover, M * denotes the number of packets that guarantees an acceptable reconstruction of the original data at the BNC. This number depends on the relaying protocol (FW/RLNC), the number of available relays in the network (n) and the CS-based reconstruction algorithm. In the following sections, the impact of these three parameters is explicitly investigated.
IV. RELAYING PROTOCOLS
In this section, we study the energy efficiency gains of FWbased and RLNC-based relaying protocols. In both cases, in the first phase (P I ) the source transmits M random linear combinations and the received measurements at the relay r i can be formulated as:
where I e 1i is an N 1i × M matrix that is used to model the packet losses in the S → r i link during P I . This matrix can be directly derived from the identity matrix I M after selecting the N 1i rows that correspond to the packets that are correctly received at D.
FW-Based Cooperation:
In the FW case, the relay r i forwards M packets by cyclic repeating the N 1i received packets. In mathematical terms, this can be formulated as follows: 1 The energy consumption overhead that is introduced by the transmission of the encoding coefficients to the BNC, has been neglected since we assume that the same encoding coefficients remain fixed for a number of L CRs, where L > N. Experimental results have shown, that this strategy do not affect the performance of the decoding algorithm in the BNC.
where P r i is an M × N 1i matrix that performs cyclic repetitions of the N 1i received packets at relay r i and z F W i = P r i I e 1i z. The received measurements at D from r i can be formulated as follows:
where A F W i = P D I e i2 P r i I e 1i A s and z F W i = P D I e i2 P r i I e 1i z. Accordingly, I e i2 is an N i2 × M matrix derived from the identity matrix I M after selecting the N i2 rows that correspond to the packets correctly received at D. The matrix P D is used to select the non-identical rows and entries of I e i2 P r i I e 1i A s and I e i2 P r i I e 1i z, respectively.
RLNC-Based Cooperation: In this case, the relay r i applies RLNC to the received packets. In mathematical terms, this can be formulated as follows:
where A r i is an M × N 1i matrix with Rademacher i.i.d. coefficients. Thus, the received packets at D can be written as:
with
In the next two sections, we compare the two relaying protocols in single and multi-relay networks.
A. Single-Relay Case
Assume that r 1 is the unique relay in the network. The vector of the received packets at D, both for FW-based (eq. (12)) and RLNC-based (eq. (14)) relaying can be formulated as y = Ax + z. Consequently, the original signal x can be reconstructed at D by using any of the algorithms presented in eqs. (1) and (5) . As a result, the energy efficiency potential of both cooperative schemes is directly linked to the number of encoded packets M * that should be transmitted from the source to ensure an accurate reconstruction at D. More specifically, the energy efficiency gain of RLNC-based cooperation compared to FW-based cooperation is quantified by the following proposition.
Proposition 1: In single-relay networks (i.e., n = 1), independently of the CS-based reconstruction algorithm, the energy efficiency gain of RLNC-based cooperation against FW-based cooperation can be formulated as follows:
where a = mod (1, (1 − p e 1 ) ), b = 1/(1 − p e 1 ) and p e 1 , p e 2 are the packet error probabilities on the S → r 1 and r 1 → D links, respectively.
Proof: See the Appendix. By direct inspection of (15) , it follows that
This implies that RLNC-based cooperation does not introduce any gain compared to the FW-based cooperation under the ideal operating scenario of perfect channels with no link failures. On the other hand, as the error probabilities p e 1 and p e 2 increase, the gain provided by RLNC-based cooperation increases. In addition, it can be verified that this gain is maximized in the symmetric case, i.e., if p e 1 = p e 2 . These performance trends are substantiated in Section VI with the aid of numerical simulations based on real ECG and EEG data.
B. Multi-Relay Case
In the multi-relay case, we assume that n cooperative relays are available in the network and operate according to the communication protocol described in Section III. As far as the FW-based protocol is concerned, the received packets
T can be formulated as follows:
where
and the noise vector is given by
In the case of RLNC-based cooperation, the received packets
T can be formulated as:
The energy efficiency potential of FW-based and RLNCbased cooperation, in the multi-relay case, is summarized in the following proposition.
Proposition 2: In multi-relay networks (i.e., n > 1), independently of the CS-based reconstruction algorithm, the energy efficiency gain of RLNC-based cooperation compared to FWbased cooperation can be formulated as follows:
) and p e 1 , p e 2 are the packet error probability on the S → r i and r i → D for i = 1, . . . , n links, respectively.
Proof: See the Appendix. Since p e i < 1 by definition, it follows that p n e i tends to zero as n tends to infinity. By direct inspection of eq. (18), this implies that EE RLN C = EE F W if n tends to infinity. As a result, in application scenarios where the number of available relays is very large, RLCN-based cooperation does not provide any gains compared to FW-based cooperation. However, in typical and realistic scenarios where n is relatively small (e.g., n ≤ 3), the numerical examples shown in Section VI, confirm the superiority of RLNC compared to FW.
V. EFFICIENT CS-BASED SIGNAL RECONSTRUCTION
Let y = Ax + z be the vector of received packets at the destination. Given the vector y and the encoding coefficients A, the algorithms presented in Sections II-A constitute the most common options for reconstructing x at the BNC (D).
In this section, we introduce DIG LASSO, which is a more efficient CS-based reconstruction algorithm that exploits block sparsity properties of a decorrelated version of the original signal, either in the time or in a transform domain, as discussed in Sections II-B and II-C. In Section VI, we show that the DIG LASSO allows the reconstruction of biosignals by using fewer measurements compared to the conventional LASSO, thus potentially enhancing the energy efficiency and the lifetime of the sensor nodes.
A. Temporal Correlation-Aware Block Sparse Recovery
In [28] and [29] , it is shown that the exploitation of a blocksparse structure enables signal recovery from a reduced number of random linearly encoded measurements. Furthermore, in [14] it is proved that biosignals are often block-sparse in different domains. Motivated by these papers, we assume that the signal of interest can be divided in clusters of length d, as shown in eq. (2). However, none of the considered biosignals and their representation in a transform domain are strictly block sparse (i.e., consist of blocks of zeros). For evaluating the block compressibility of these signals, we use the so-called k blockterm approximation error [24] , which is a metric that quantifies the accuracy of their associated block-sparse representation. More specifically, let x, where I = [i 1 , . . . , i R ] denotes the signal that consists of the blocks of x that are ordered according to their l 2 norm, e.g.,
Let x k , 1 ≤ k ≤ R denote the k-term approximation of x, which is obtained by setting to zero the blocks from i k+1 to i R , i.e.,
Then the mean k block-term approximation is defined as follows:
Several sparse representation methods, such as the discrete cosine/wavelet transfrom (DCT, DWT) or the Principal Component Analysis (PCA) transform [30] , have been used in the past for enhancing the sparseness of biosignals [7] , [31] . Their sparse representation efficiency is based on the fact that they tend to decorrelate (e.g., DCT, DWT) or they completely decorrelate (e.g., PCA) the components of a given signal and redistribute the energy contained in the signal so that most of the energy is contained in a small number of components. Motivated by this property, we propose a transformation that performs decorrelation of the biosignal data within a block. In particular, we assume that: i) a positive definite matrix R d ∈ R d×d captures the correlation structure of the i-th block of recorded measurements x[i] and ii) the correlation between elements of different signal blocks is almost zero, since these signals can be approximated by using block sparse representations that consist of zero and non-zero blocks. To model the correlation among the samples of the same block, we assume that the signal samples within a block can be modeled as an auto regressive-1 process (AR-1) [6] , [32] . 2 Accordingly, the correlation matrix, R d , of each block can be written as 
To evaluate the effectiveness of the proposed transformation, in Fig. 3 we illustrate an example that is obtained by using ECG data taken from the the MIT-BIH Normal Sinus Rhythm Database [33] . The figures shows the k-block term approximation error of the original signal x and of its decorrelated version s, from which the effectiveness of the proposed approach is apparent. The impact of the parameter ρ of the AR-1 model on the recovery performance of the proposed scheme is evaluated in Section VI.
Motivated by these observations, we propose to take advantage of the block sparsity of the decorrelated version of x. By choosing Ψ = R 1/2 , we may reformulate (7) as:
The original signal x is reconstructed by inverting (21).
B. Enhancing Recovery Efficiency by Iterative Reweighting
In the LASSO algorithm, the function N i=1 I( s i 2 = 0) (i.e., the l 0 -norm), 3 that equals to the number of non zero samples in vector s, is replaced by its closest convex approximation, 3 I(·) is the non smooth indicator function.
i.e., the l 1 -norm. Similarly, in the group LASSO approach [28] , (e.g., (22) ), the function
, that equals to the number of non zero blocks in vector s, is approximated by the convex function
However, by replacing it with a non-convex function may lead to a tighter approximation, which could further enhance the recovery efficiency of the group LASSO algorithm. The authors in [34] suggest, for example, to replace the indicator function I(|s i | = 0) with the function log(|s i | + ), where > 0 is a constant that avoids the singularity at −∞. Building upon this idea, the optimization in (22) can be replaced by the following:
which is a non-convex problem whose minimization is nontrivial. The concavity of the logarithm implies that a linearization of log( s[i] 2 + ) around any s (0) [i] 2 > 0 can be used as a majorization function, i.e.,
Thus, given any s (l) [i] 2 , the cost in (23) can be majorized by the following function:
Following the majorization-minimization approach presented in [35] , and letting s (l) be the estimates at the l-th iteration, eq. (23) can be driven to a stationary point by updating s (l+1) as the minimizer of:
where s (l+1) denotes the estimate of s that was evaluated in the l + 1 iteration. According to the study that was carried out in [36] , the strategy of using a relatively large in the first iteration and then repeating the process of decreasing after each iteration l (gradual reduction strategy-GRS) can be very effective in avoiding suboptimal local minima troubles.
The optimization per iteration of eq. (26) is a weighted version of eq. (7), where Ψ = R −1/2 and, thus, it can be efficiently solved by using standard software packages. The iterations can be initialized with the solution of eq. (7), which corresponds to setting all weights equal to one. The proposed iterative DIG LASSO algorithm is terminated as soon as the relative error s (l) − s
2 becomes smaller than some predefined small value (e.g., 10 −6 ). In Section VI, it will be shown that for the specific considered application, even one additional iteration (e.g., K = 2) can significantly improve the solution of (7). The original signal after K iterations can be reconstructed asx = R 1/2 s (K) . The steps of the proposed Table I , while the benefits of the proposed algorithm in terms of convergence (i.e., required packets for achieving an accurate reconstruction at the receiver) are evaluated in Section VI.
C. DIG LASSO in a Transform Domain
Following the same line of thought as that of Section II-C, the DIG LASSO can be also applied in a transform domain, where the transformed signal has similar sparsity characteristics as the original signal in Section II-C. Let us assume that there is a dictionary matrix Ψ of dimensions N × N , so that x can be expressed as x = Ψs. From the received measurements at the BNC, it is possible to reconstruct s by first exploiting its temporal correlations and by then reconstructing x. In mathematical terms, the problem can be iteratively formulated as follows:
The original signal x can be reconstructed after l = K iterations asx = ΨR 1/2 s (K) .
VI. PERFORMANCE EVALUATION
In this section, we employ real biosignal data to study the performance of the DIG LASSO reconstruction algorithm and the RLNC-based cooperative protocol. Two case studies are analyzed: i) ECG signals, which are block-sparse in the time domain and ii) EEG signals, which are block-sparse in a transform domain. The proposed solutions are compared against state-of-the-art LASSO reconstruction algorithms and FWbased cooperative protocols in terms of reconstruction accuracy and complexity, as well as energy efficiency and robustness to link failures.
A. Simulation Setup
We assume that each ECG/EEG signal is divided in segments of N = 128 samples/packets that correspond to a signal observation of 2 s duration. Each segment is encoded at the biosensor side by generating M RLNC-encoded packets, which are transmitted to a set of relays. Each relay is capable of applying FW-based or RLNC-based relaying. Transmit and receive powers are equal to 3.8 mW and 4.6 mW, respectively. We also assume a packet length of 14 bytes with 2 bytes used for the payload, a data rate equal to 256 kbps [4] and l m = 16 bits/measurement. The duration of a packet transmission is assumed to be 0.44 ms [37] . With regard to the reconstruction of the signal at the BNC, LASSO and DIG LASSO algorithms, applied in the time domain (ECG case) and in the Discrete Cosine Transform (DCT) domain (EEG case), are studied. As a result, four different telemonitoring schemes are compared: (i) DIG LASSO-RLNC, (ii) LASSO-RLNC, (iii) DIG LASSO-FW and (iv) LASSO-FW. In each experiment, all schemes are evaluated by using the same sensing matrices (A, A r ), either for performing RLNC of the ECG/EEG encoding at the biosensor or for performing RLNC of the packets received at the relay.
B. ECG Case Study 1) ECG Dataset and Performance Metrics:
The empirical data for the evaluation of the proposed signal processing algorithm and communication protocol have been retrieved from the MIT-BIH Normal Sinus Rhythm Database [33] , which includes 18 long-term ECG recordings of subjects referred to the Arrhythmia Laboratory at Boston's Beth Israel Hospital (now the Beth Israel Deaconess Medical Center). The dataset is referred to 5 men, aged between 26 and 45, and to 13 women, aged between 20 and 50. The recordings are digitized at 128 samples per second per channel.
To evaluate the diagnostic quality of the reconstructed ECG recordings at the BNC, we employ the Percentage Root-meansquare Difference (PRD) [38] metric, which is defined as: P RD = x − (x) 2 / x 2 × 100, where x andx denote the original and the reconstructed signal, respectively. Similar to [38] , we assume that a reconstructed signal is acceptable at the BNC only if P RD < 9% [38] .
2) Validation of Propositions 1 and 2:
To validate Proposition 1 and 2, we have conducted simulation experiments for single and multi-relay scenarios, aiming at evaluating the energy efficiency gains of RLNC compared to FW relaying. The reconstruction of the ECG segments at the BNC is performed by executing the LASSO and the DIG LASSO algorithms. The scaling rules for the parameter λ in (1) and (23) are chosen by solving (1) and (23) for a grid of λ values and selecting those that minimize the number of transmit packets for ensuring an accurate reconstruction (e.g., P r{P RD < 9%} > 0.98) at the BNC. As for the DIG LASSO algorithm, a block length d = 16 is adopted. Iterations of the DIG LASSO scheme are initialized to the solution of (22), while the maximum number of iterations is equal to K = 3. The success rate (P r{P RD < 9%}) has been evaluated by using 1h of 18 different ECG segments [33] . In Fig. 4(a) , we present the theoretical gains in the single relay case for different values of the packet error probabilities p e 1 and p e 2 by applying (15) . Fig. 4(b) and (c) present the ratio EE RLN C /EE F W , after executing the LASSO and the DIG LASSO schemes, respectively. In Fig. 4(d) , we plot theoretical and simulation results for single and multi-relay scenarios, by assuming equal error probabilities for the S → r i and r i → D links.
The figures confirm the accuracy of the proposed mathematical frameworks. Moreover, they demonstrate that the energy efficiency gain of RLNC increases as the packet error probabilities p e 1 and p e 2 increase, and this gain is maximized when p e 1 = p e 2 . On the other hand, as the number of relays increases, the gain decreases. Similar conclusions can be drawn by inspecting Table II, where the network energy efficiency   4 based on (8) , (9) is reported for different values of p e = p e 1 = p e 2 and for single eq. (n = 1) and multi-relay (n = 3) scenarios. In the multi-relay case, the results show that the use of relays: a) is beneficial for the source, since it reduces the number of packets to be transmitted in the network for ensuring an accurate signal reconstruction at the BNC and b) reduces the network energy efficiency. Based on these results and on the fact that the number of potential cooperative body nodes in real WBANs is limited, it is possible to conclude that RLNC constitutes a promising cooperative relaying protocol for application in WBANs.
3) Performance Evaluation: Having validated the propositions, in this section we focus on the effect of the different parameters and the performance evaluation of the proposed schemes. To that end, we assume a symmetric topology with p e 1 = p e 2 = p e . In Fig. 5(a) , we examine the impact of i) the correlation coefficient ρ, which captures the correlation between adjacent samples of a block, and ii) the number of iterations (K) executed during the iterative re-weighting approach on the recovery performance of the DIG LASSO algorithm. More specifically, Fig. 5(a) provides the success rate of the DIG LASSO-RLNC scheme versus the number of transmitted packets (M ) for different values of ρ and K, assuming one 4 The energy efficiency values were calculated assuming that the bit depth of the encoded measurements is equal to lm = 16 bits/measurement. However, an empirical study showed that the DIG LASSO approach is also suitable for lower rate quantization set ups (e.g., 8 bits/measurement), increasing the EE values by a factor of 2. In cases where the bit depth is less than 4 bits/measurement, the quantization function that discretizes the encoded samples should be carefully designed, to offer robustness to quantization errors. relay and ideal channel conditions (i.e., p e = 0). By inspecting this figure, we conclude that any values between 0.7 ≤ ρ ≤ 0.9 can lead to significant gains compared to the case that exploits the block sparsity in the time domain (ρ = 0). Regarding the impact of iterations, we can observe that even one additional iteration of DIG LASSO (K = 2) can significantly improve the recovery performance of (23) over (23) and as a result the success rate as well.
By configuring the parameters of DIG LASSO based on the aforementioned study, we have conducted comparisons with the traditional LASSO scheme that was adopted in [3] and with a very recent state-of-the-art CS-based algorithm, which has been applied to ECG signal telemonitoring, i.e., the BSBL algorithm [14] . To that end, in Fig. 5(b) , we provide the success rate as a function of the number of the transmitted packets (M ), assuming one relay and ideal channel conditions (i.e., p e = 0). By inspecting this figure, it can be observed that DIG LASSO achieves an accurate reconstruction with 73 packets, significantly outperforming the LASSO and the BSBL algorithms, which require 140 and 108 packets, respectively. Again, it is shown that, in the ideal case without link failures, the RLNC-based cooperation provides no gain compared to FW-based cooperation, thus validating Proposition 1.
In Fig. 6(a) , the success rate as a function of the number of packets M transmitted by the biosensor is plotted. The required number of packets M * that ensures an accurate reconstruction in each case study (i)-(iv) are those that result in a success rate larger than 0.98. In particular, it is shown that the DIG LASSO RLNC (i) leads to an accurate reconstruction by transmitting only M * the total packets required to be transmitted in the network compared to the FW-based cooperation. These findings are also in agreement with Proposition 1. In addition, it can be observed that the DIG LASSO algorithm can achieve accurate reconstruction with 40% less data than the LASSO approach. In Fig. 6(b) , the success rate as a function of the number of packets M transmitted by the biosensor for p e = 0.45 is shown. Again, we observe that the gain offered by RLNC compared to FW is slightly higher compared to the previous case, as it is also stated in Proposition 1. In Fig. 6(d) , the reconstructed ECG signal segments that correspond to a 2 s ECG recording are illustrated, assuming M = 120 and p e = 0.4. By inspecting the reconstructed signal, it can be noted that the DIG LASSO RLNC is the only algorithm that provides an acceptable ECG signal reconstruction. As a result, we conclude that the gain of the RLNC policy as compared to the conventional FW scheme increases significantly with p e , since the RLNC policy ensures the reception of more coded samples at the destination.
In Fig. 6(c) , we study the performance of the four schemes in a multi-relay network (i.e., n = 3), assuming p e = 0.35. In this case, we may notice that the DIG LASSO RLNC requires the transmission of a significantly lower number of packets (i.e., ∼86 packets) from S for an accurate reconstruction compared to the single-relay case (Fig. 6(a) ), where approximately 126 packets are needed. Regarding the comparison of the two relaying policies, we can see that, as the number of relays increases in the network, the two schemes tend to achieve similar performance, since the packet loss probability in the multi-relay case is lower than the respective probability in the single-relay scenario. This result is in agreement with Proposition 2, while similar conclusions are also drawn in the LASSO case. By inspecting the reconstructed signal, it can be noted that only the DIG LASSO RLNC provides an accurate and acceptable ECG signal reconstruction. Note that in all the aforementioned results, the DIG LASSO RLNC reduces the number of packet transmissions by 40% compared to the LASSO RLNC.
C. EEG Case Study 1) EEG Dataset and Performance Metrics:
The empirical data for the evaluation of the proposed signal processing algorithms and communication protocol are retrieved from [39] . This database consists of surface EEG recordings from healthy volunteers and intra-cranial EEG recordings from epilepsy patients. The performance metric used to measure the recovery quality is the Normalized Mean Square Error (NMSE), which is defined as 1/1000
, wherex i is the estimate of the original signal x at the i-th Monte Carlo iteration.
2) Performance Results: In Fig. 7(a)-(c) , the NMSE, averaged over 100 different EEG time series of 4096 samples, is plotted against the number of transmitted packets (M ), for different packet error probabilities and number of relays. A block length of d = 16 is considered and the parameter that determines the amount of correlation between adjacent samples is assumed to be equal to 0.5. These values are chosen to ensure the small difference between the norms of non-zero blocks. The figures show that RLNC-based cooperation is more robust to link failures than FW-based cooperation. In addition, the exploitation of temporal correlation and block sparsity in the DCT domain significantly reduces the number of packets required for signal reconstruction. The energy efficiency gains can be evaluated following a similar approach as for the ECG case study, but are not reported here due to space limitations. Finally, Fig. 7(d) shows the reconstructed EEG signal segment that corresponds to an EEG recording of 1.5 s duration. The number of transmitted packets is M = 120 and a packet error p e = 0.3 is considered. The results confirm that the DCT DIG LASSO RLNC provides the most accurate reconstruction.
VII. CONCLUDING REMARKS
Real-time vital signal telemonitoring in WBANs is expected to become pervasive in the following years. However, several research challenges need to be addressed for its widespread use and deployment, which include: a) minimizing the amount of data to be transmitted and b) increasing the robustness to link failures. In this paper, we have introduced a novel CCS framework that offers significant gains in terms of energy efficiency and robustness to link failures, by exploiting the benefits of RLNC-based cooperation and CS-based signal processing algorithms that take into account the inherent block sparse structure of several biosignals. We provided closed form expressions for evaluating the RLNC energy efficiency gains as compared to the FW approach, in both single-and multirelay cases that confirmed the significant gains offered by RLNC, especially in practical scenarios with a limited number of relays. The proposed solutions have been tested by using real ECG and EEG data available in open-access medical databases and the numerical examples have validated the expected gains, in terms of enhanced signal reconstruction, robustness to link failures and reduced energy consumption. Similar algorithms and protocols can be applied to other telemedicine applications, such as EMG [3] .
APPENDIX
A. Lemma 1
Let X 1 and X 2 be two mutually independent Rademacher RVs, i.e., X 1 = ±1/ √ N and X 2 = ±1/ √ M with probability equal to 0.5. Then, the product X 1 X 2 is a subGaussian RV, i.e., X 1 X 2 ∼ Sub(1/(NM)).
Proof: By definition of Rademacher RVs, we have:
From Definition 2 in Section II, we have:
where (a) follows from the fact that 2 n n! ≥ (2n)!, which can be proved by using the Cauchy-Schwarz inequality. This concludes the proof. 
B. Lemma 2
Then, the proof follows from Definition 2.
C. Proof of Proposition 1
Initially, we need to identify the conditions under which both matrices A F W 1 and A RLN C 1 satisfy the RIP of the same order and with the same probability. According to Theorem 3.6 in [40] , a matrix Φ, of rank M < N, satisfies the RIP of order K s with high probability (w.h. 2) their distribution yield a matrix that is norm preserving, i.e., E[ Φx 2 ] = x 2 3) The rank of Φ, satisfies the following
where k 1 is an arbitrary value. Recall, that the matrices I e 11 and I e 12 in (10), (12) , (14) can be obtained from the identity matrix I M after selecting the rows that correspond to the correctly received packets. Thus, the multiplication of matrices I e 11 and I e 12 with A s and P r 1 I e 11 A s in the FW case and with A s and A r 1 I e 11 A s in the RLNC case, respectively, results in the elimination of a random subset of their rows. Each row is deleted with equal probably. Let p e 1 , p e 2 be the packet error probabilities of the links S → r 1 and r 1 → BN C. Then the number of rows deleted in each link would be on average equal to p e 1 M and p e 2 M respectively.
In the FW case, the matrix P r 1 that is applied at the relay repeats in a round robin fashion the rows of the matrix I e 11 A s , which consists of Rademacher elements. This means that a = mod(M, (1 − p e 1 
