A star of a network is defined as the branches meeting at a given junction. Thus the star at junction 3 consists of the branches a, c, and k. Let the branches of the network be regarded as independent generators of a Wang algebra. A star element of the algebra consists of the sum of the associated branches. Thus the star element at junction 3 is a+c+k. The element S1 is defined as the \Vang product of all star elements except those at junctions 1 and junctions 0. The element S is defined as the Wang product of all star elements except one. (It makes no difference which one is omitted.) Then the joint resistance R between junctions 0 and 1 is symbolized by S1 (2a) R= S .
S
Here Si and S are to be simplified by carrving out the indicated operations and making use of the Wang rules (1). After that the Wang algebra is dropped; the resulting polynomials are considered to be ordinary polynomials, and the symbols a, b, c, * * *, etc., are taken to be the conductances of the corresponding branches. (In the trivial case when there are only two junctions, S1 is to be given the value 1.) Formula (2a) can be illustrated by the application to the network of This toroidal network is a special example of an interlinked electric and magnetic network [15] . Thus the two constraints could be achieved by mak-
ing the circular axis a core of infinite magnetic permeability. Likewise the straight axis would be a core of infinite magnetic permeability.
Before taking up the proof of Theorem 1 it is necessary to relate Wang algebra to the well-known Grassmann algebra. In fact, Wang algebra is simply the Grassmann algebra over the finite field mod 2. It will be shown that any discriminant, just or not, can be evaluated by a trick like that of Wang but using Grassmann algebra instead of Wang algebra.
3. Grassmann algebra. Let U be an n-dimensional vector space with scalar multipliers from a field F. Let the vectors el, e2, , en be a basis for U. Thus any vector u may be written u=alel + a2e2 + * + ane.
The ai are in F and are termed coordinates. This same basis will be used throughout in what follows. By the introduction of an outer product U will now be expanded into an algebra. Let G be (2n-1)-dimensional vector space with scalar multipliers from the field F. Let Ei, i=1, 2, * * *, 2n-1 be the basis for G. To convert G to an algebra the Ei are given a multiplication table. Thus Et for i = 1, 2, n * n serve as "generators" by the rules: Here the diEF and are termed coefficients of the outer product. Naturally the coefficients do not depend on the order in which the product is carried out. Two outer products, 7rw and 7r2, are said to be equivalent if 7rl = cr2 where c is a nonzero scalar. The first two lemnmas to follow are standard theorems of Grassmann algebra; proof is supplied for the benefit of nonspecialists in geometry and also to introduce concepts and notations needed later. We now redefine the Wang algebra to be a Grassmann algebra over the finite field mod 2. Now eej = -eje =ejej, so the algebra becomes commutative. If x is any element of the algebra x +x = 2x =0. Let x = Exi where the xi are monomials. Note that for a monomial in any Grassmann algebra x2= 0, so x -E xi + 2 E E 0.xj = Ox Thus.x satisfies the rules (1), x+x=0 and xx=0.
The lemmas just proved hold, of course, for XVang algebra. There would have been simplification in the proofs if it had been assumed from the outset that F was the mod 2 field. However, this paper is also concerned with the Grassmann algebra when F is the real field. Consider a tree of the network and add one other branch; the resulting network has exactly one mesh. Thus each branch not in the tree defines a different mesh. This method is employed by Ingram and Cramlet [12] and by Synge [13 ] . This gives mesh vectors pi', p2', * * , p,! which are a basis for V'. In fact, they are a diagonal basis and hence they are certainly independent mod 2. Thus the just vectors of V' constitute a vector space under addition mod 2, and this space has the same dimension as V'. The proof that the current space is just is completed by again using Theorem 1.
Next a proof will be given for formula (2a) which gives the resistance between the two junction points 1 and 0. Let gi, g2, * , gn be the conductances of the branches of the network. Then since the voltage space is just, the discriminant S(g1, g2, * * , gn) is given by the Wang product of stars. To proceed it is at first supposed that there is a branch whose terminals are at 0 and 1. Let this be the branch gi. Then according to equation ( The discriminant is defined as the determinant of KGKt. For the star discriminant S it is seen that K is an incidence matrix between junctions and branches. For the mesh discriminant the matrix K is an incidence matrix between meshes and branches. Now consider a matrix K with arbitrary integral matrix elements. It was shown in a previous paper [15] that such K matrices arise naturally in the analysis of transformer networks. Moreover, K has a simple topological interpretation as the linkage matrix between two networks, one electric and the other magnetic. The matrix element Kij gives the number of times the ith mesh of the electric network links the jth mesh of the magnetic network. Here i and j run over a mesh basis in the networks. In particular any just discriminant can be realized in this way.
The writer is indebted to Raoul Bott for extensive discussions concerning the ideas in this paper; several of the probleins treated here were formulated in this way. Acknowledgment is also due to H. WV. Becker for use of his notes oni Wang algebra.
