Abstract. We obtain an estimate for the Hölder continuity exponent for weak solutions to the following elliptic equation in divergence form:
Introduction and main results
Let Ω be a bounded open subset of R 2 and let u ∈ H 1 loc (Ω) be a weak solution to the elliptic, divergence form equation with measurable coefficients, (1) div(A(x)∇u) = 0 in Ω, where A(x), x ∈ Ω, is a 2 × 2 symmetric matrix satisfying the uniform ellipticity condition
for every x ∈ Ω, for all ξ ∈ R 2 and for some constants 0 < λ ≤ Λ. By classical results of De Giorgi [1] , Moser [5] , and Nash [6] , it is well-known that u is locally Hölder continuous in Ω. Namely, there exists a constant α ∈ (0, 1) such that for every K Ω there exists C(K) > 0 such that (3) |u(x) − u(y)| |x − y| α ≤ C(K) ∀x, y ∈ K, x = y.
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The sharp estimate of α in terms of the ellipticity constant L = Λ/λ was obtained by Piccinini and Spagnolo [7] , who showed that
Under additional assumptions on A, this estimate may be improved. For example, if A is isotropic, namely if A(x) = a(x)I for some measurable function a satisfying 1 ≤ a ≤ L, it was shown by Piccinini and Spagnolo [7] that
On the other hand, we showed in [8] that if A has unit determinant, namely if det A(x) = 1 for all x ∈ Ω, then
where S ρ (x) is the circle of radius ρ centered at x and n is the outward unit normal. See Iwaniec and Sbordone [3] for the relevance of the unit determinant case in the context of quasiconformal mappings. Our aim in this note is to obtain an estimate for α, in the case of general symmetric coefficient matrices A satisfying the ellipticity condition (2), which "unifies" the estimates (5)- (6) . We shall obtain a formula which, despite its complicated form, is indeed attained on a family of coefficient matrices A τ , τ ∈ [0, 1], such that A 0 is isotropic and A 1 has unit determinant. In fact, our main effort in this paper is to construct A τ . More precisely, for every symmetric matrix valued function A satisfying (2), let
property (3) holds for every solution u ∈ H 1 loc (Ω) to (1) .
We prove the following results.
Theorem 1 (Estimate).
Suppose A is symmetric and satisfies (2) . Then, α(A) ≥ β(A), where
As already mentioned, Theorem 1 is sharp, in the following sense.
Theorem 2 (Sharpness).
For every τ ∈ [0, 1] and for every x = 0, let A τ = JK τ J * , where
for some M > 1 and J is the rotation matrix defined by
There exists m 0 > 1 such that the equality
holds for all M ∈ (1, m It is readily seen that estimate (7) coincides with (5) when A is isotropic, and with (6) when det A ≡ 1. It is also clear that, for the special family of matrices A τ constructed in Theorem 2, (7) is strictly better than (4). However, for general matrix valued functions A satisfying (2), estimate (7) may not improve (4) .
An estimate which is always better than (4) is provided by the following theorem.
Theorem 3.
In the assumptions of Theorem 1, we have α(A) ≥ β * (A), where
and where B x,ρ is the set of positive measurable functions defined on S ρ (x) which are bounded above and below away from zero.
We note that by choosing
where λ, Λ are the constants in (2) . Therefore,
and (9) indeed improves (4).
Notation. Throughout this paper, for all x ∈ R 2 and for all ρ > 0, B ρ (x) denotes the ball of radius ρ centered at x and S ρ (x) = ∂B ρ (x). We denote d x = dist(x, ∂Ω). For every curve γ we denote by |γ| the length of γ. For every measurable function f we denote by inf f and sup f the essential lower bound and the essential upper bound of f , respectively.
Proofs of Theorem 1 and Theorem 3
The proof of Theorem 1 relies on an argument of Piccinini and Spagnolo [7] , together with an estimate for the best constant in the weighted Wirtinger inequality (10) below, namely estimate (12) below, obtained in [9] . The proof of Theorem 3 is obtained in a similar way, by using a refined version of (12) 
We note that Lemma 1 reduces to the sharp Wirtinger inequality of Piccinini and Spagnolo [7] when a = b. Estimate (12) has been recently extended in [2] to the case a, b
In order to proceed, for every fixed x ∈ Ω and for every ρ ∈ (0, d x ), we denote by y = x + ρe it the polar coordinate transformation centered at x. We denote
Then,
where J is the rotation matrix defined in (8).
Lemma 2. For every matrix A satisfying (2) and for every
denote the best constant in (10)-(11) with
Then, α(A) ≥ β 0 (A), where
Proof. We show that for every u ∈ H 1 loc (Ω) solution to (1) there holds (14) sup
for every x ∈ Ω. Once estimate (14) is established, the statement follows by the well-known regularity results of Morrey [4] . In order to derive (14), we exploit some ideas in [7] . For every x ∈ Ω and for every 0 < ρ < d x , we set
∇u, A∇u .
We denote by P = (p ij ) the matrix defined by
Note that p 11 (x + ρe it ) = e it , A(x + ρe it )e it and det P = det A. By the divergence theorem and (1), for a.e. ρ we have
where n is the outward normal to S ρ (x), e 1 = (1, 0) and µ is any constant. In view of Hölder's inequality, we may write
By inequality (10) with a(t) = p 11 (x + ρe it ), b(t) = (det A/p 11 )(x + ρe it ) and
we derive that
Therefore,
At this point, we observe that any 2 × 2 symmetric matrix B = (b ij ) such that b 11 = 0 satisfies the following identity:
for any ξ ∈ R 2 , where e 2 = (0, 1). Recalling that u θ /ρ = (∇u) 22 , in view of the elementary inequality √ ab ≤ (a + b)/2 and of identity (15) with B = P (x + ρe iθ ) and ξ = ∇u, we obtain:
Recalling the definition of g x , we derive from the above inequality that
for almost every 0 < ρ < d x . In particular, for every x ∈ Ω and ρ ∈ (0, d x ) we have
The above implies that the function ρ −2β 0 (A) g x (ρ) is non-decreasing, and therefore bounded, in (0, d x ).
Proof of Theorem 1. In view of Lemma 1 with
we have
Now the asserted estimate follows by Lemma 2.
In order to prove Theorem 3, we need the following refinement of Lemma 1.
Lemma 3. In the assumptions of Lemma 1, we have
Proof. Fix ϕ ∈ B and ψ ∈ B, and let w ∈ H 1 loc (R) be a 2π-periodic function such that 
This implies (16), using (9) and the fact that ϕ, ψ are arbitrary.
Proof of Theorem 3. The proof follows by the same arguments used to prove Theorem 1, replacing (10) by (16).
Proof of Theorem 2
We define 
for all M ∈ (1, m 
where
Then, u τ is a weak solution to the elliptic equation (1) with A = A τ , and its Hölder exponent is µ/c. In particular, α(A τ ) = β(A τ ).
In order to prove Proposition 1, we begin by proving some lemmas.
Lemma 4.
For every x = 0 let θ = arg x and let
for some positive and bounded, 2π-periodic functions k 1 , k 2 . Then, in polar coordinates, equation (1) takes the form:
, then u satisfies (18) if and only if R(ρ) = ρ γ for some constant γ > 0 and Θ is a 2π-periodic weak solution to the equation
Proof. By definition, u satisfies
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In polar coordinates centered at 0, recalling that ∇u Since ϕ, ψ are arbitrary, we conclude that
for some constant τ ∈ R. It follows that
By regularity, R is smooth in (0, +∞) and satisfies (ρR ) = τ Rρ −1 in (0, +∞). Recalling that u ∈ H 1 loc (R 2 ), we derive R(ρ) = ρ γ with γ > 0, and τ = γ 2 > 0. Furthermore, (19) is also established.
Lemma 5.
Suppose A satisfies the assumptions of Lemma 4. Then, for all x ∈ R 2 , ρ > 0 and t ∈ R such that x + ρe it = 0, we have
Proof. Using the fact that J * (θ)e it = e i(t−θ) for all t, θ ∈ R, we have
Now (20) follows easily.
We shall need the following property from Euclidean geometry. As we have not found a proof in the literature, we include one here.
Lemma 6. Let C be a (two-sided) cone with vertex at the origin and let x ∈ R
2 be such that |x| < 1. Then
Proof.
We denote by A, B, C, D the intersection points of C with S 1 (x) taken in, say, counterclockwise order. We have to show that ∠AxB+∠CxD = ∠AOB+∠COD = 2∠AOB. We set α = ∠AxB, β = ∠CxD, ε = ∠xAC = ∠xCA, δ = ∠xBD = ∠xDB, η = ∠ABx = ∠BAx, θ = ∠CDx = ∠DCx, ϕ = ∠AOB = ∠COD. Then, summing the angles of the triangles AxB, CxD, AOB, COD, respectively, we obtain
Summation of these equations yields α + β = 2π − 2(η + θ) and 2(η + θ) = 2π − 2ϕ, from which we derive the desired equality α + β = 2ϕ.
For every x ∈ R 2 and for every ρ > 0 we define
where A τ is the matrix defined in Theorem 2. We note that
We prove the following. Proof. Throughout this proof, we let
In view of Lemma 5, it follows that
and in view of (22), we may assume ρ = 1. Figure 1 . Geometrical interpretation of (23) Case (i): |x| < 1. We estimate: Indeed, in Figure 1 
