Zero-temperature dephasing of conduction electrons in polycrystalline impure metals by Wu GY
RAPID COMMUNICATIONS
PHYSICAL REVIEW B 66, 041102~R! ~2002!Zero-temperature dephasing of conduction electrons in polycrystalline impure metals
G. Y. Wu*
Department of Physics, National Tsing-hua University, Hsinchu 300, Taiwan
~Received 30 March 2000; published 2 July 2002!
We propose an intrinsic mechanism for zero-temperature dephasing of conduction electrons in metals. We
consider a polycrystalline impure metal and calculate coherent intergrain charge transfer at zero temperature. It
is shown that, in the process of transfer, the wave-function amplitude of a conduction electron decays, due to
the interference between two alternative ways of charge transfer, each being the exchange process of the other.
This decay of amplitude is used to derive an effective dephasing time tf for the conduction electron. We obtain
1/tf;(Ec/« f)(l2/d2)/t , with Ec being the charging energy of a grain, l is the mean free path, d is the grain
size, and t is the elastic scattering time. Using typical values, we estimate tf;o(10211 s), in agreement with
recent experiments. Our result indicates that zero-temperature dephasing can arise from an intrinsic mecha-
nism, e.g., intragrain electron-electron interaction, as demonstrated in this calculation.
DOI: 10.1103/PhysRevB.66.041102 PACS number~s!: 72.70.1m, 73.23.2b, 73.20.Fz, 73.61.AtRecently, there has been a surge of theoretical1–5 and
experimental6–9 works on the saturation of dephasing time at
low temperatures, for electrons in impure metals. In the
weak-localization field, prior to the discovery of saturation
phenomenon, it is well known that the dephasing could be
caused by electron-electron or electron-boson ~phonon or
photon! scattering at finite temperatures, or scattering off
magnetic impurities at low temperatures.10 The experiment
of Mohanty et al.,6 however, indicates that, even in the ab-
sence of magnetic impurities, significant dephasing is pos-
sible at low temperatures. This is also confirmed by later
experiments7,9 and some earlier data.8 The dephasing time is
observed to saturate as the temperature decreases. The satu-
rated value tf ranges generally from 10212 to 1029 s and,
moreover, it appears to decrease with increasing disorder,
that is, tf}D ~diffusion constant!, in the case of one-
dimensional ~1D! and two-dimensional ~2D! systems.6,8 The
dephasing saturation has been a puzzle to theorists, and sev-
eral entirely different explanations have been proposed. For
example, external microwave noise was discussed as a
source of dephasing mechanism.1 Intrinsic mechanisms were
also examined such as that due to zero-point fluctuation of
bosonic fields.2,3 Recently, two different mechanisms both
based on scattering off nonmagnetic two-level systems were
further put forward by Zawadowski, von Delft, and Ralph4
and Imry, Fukuyama, and Schwab,5 respectively.
In this paper, we propose a simple intrinsic dephasing
mechanism for an impure metal with polycrystalline struc-
ture. Such a system consists of crystallites ~or grains! and is
not atypical in experiments of weak localization. We show
that dephasing can arise from intragrain electron-electron in-
teraction. Roughly speaking, because of the interaction, a
charging energy Ec is required for charge transfer. This cre-
ates a Coulomb gap of the order Ec in the charge excitation
spectrum, and modifies the Fermi-liquid behavior in such a
way that it displays zero-temperature dephasing. Details are
presented in below.
We start with considering phase-coherent charge transfer
at zero temperature among three tandemly placed grains, A,
B, and C, as shown in Fig. 1. The initial state is an extra
electron sitting on grain A, which therefore carries a negative
charge. For this charge to go to grain C in a phase-coherent0163-1829/2002/66~4!/041102~3!/$20.00 66 0411manner, the middle grain B must remain unexcited after the
charge transfer, otherwise, part of the phase information is
carried away by electron-hole pair excitation in B. There are
two alternative ways for achieving a coherent transfer. One
utilizes the particle channel, that is, the electron first goes to
an unoccupied state in grain B, and then from this interme-
diate state to the final state. This process has the following
quantum amplitude ~or effective matrix element!
Vac
~1 !5(
b
Vab
12 f ~«b!
~« f1Ec!2~«b1Ec!
Vbc , ~1!
where a, b, and c are states in grains A, B, and C, respec-
tively. Vi j is the Hamiltonian matrix element between states i
and j; Ec is the charging energy of a grain; f («b) is the
Fermi-Dirac distribution function. We have specifically taken
«a to be at « f ~Fermi level! and, for simplicity, assumed a
constant charging energy for all grains. The charging energy
mainly comes from on-site, i.e., intragrain, Coulomb repul-
sion between electrons. We also take «a5«c , because phase
coherence holds only for an elastic process where energy is
conserved.
On the other hand, as shown in the figure, there is also a
hole channel available. An electron in an occupied state of
grain B can first move to C, leaving a hole behind in B, and
FIG. 1. Particle and hole channels for charge transfer among
three grains. In particle channel, an electron moves from A to B at
step 1, and then from B to C at step 2. In hole channel, an electron
moves from B to C at step 1, leaving behind a hole in B, and then an
electron moves from A to B at step 2 and fills the hole.©2002 The American Physical Society02-1
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the exchange process of the particle channel, and has the
following amplitude:
Vac
~2 !5(
b
Vab
f ~«b!
~« f12Ec!2«b
Vbc , ~2!
where, in the energy denominator, the intermediate state en-
ergy includes charging energy for creating a hole on grain B
and simultaneously an electron on grain C. We have ne-
glected the correction to charging energy which is due to the
polarization induced by electron-hole attraction.
The overall charge transfer is determined by the sum of
the two foregoing quantum amplitudes, which is Vac
~total!
5Vac
(1)1Vac
(2)
. However, interference between the two ampli-
tudes is not totally constructive, as explained in the follow-
ing. We note that, since the particle and hole processes
charge grains in different sequences, different energies are
involved, as one can see by comparing energy denominators
in Eqs. ~1! and ~2!. As a result, the corresponding amplitudes
are not completely in phase. To investigate the effect of
phase difference, we separate the total matrix element Vac
~total!
into Vac
~SP!1dVac
(e-e)
, where
Vac
~SP!5(
b
Vab
1
~« f2«b!
Vbc ~3!
and
dVac
~e-e!5(
b
VabVbc f ~«b!H 1~« f2«b12Ec!2 1~« f2«b!J .
~4!
dVac
(e-e) represents the part due to the difference in energy
denominators and the effect of phase difference is all con-
tained in dVac
(e-e)
.
We now discuss the implications of Vac
(SP) and dVac
(e-e)
. If
the charging energy Ec is negligible, then dVac
(e-e)50, and we
have Vac
(total)5Vac
(SP)
. Expanding it in coordinate space, we
have
Vab
~SP!5 (
r ,r8PB
^auVur&GR
~B !~r ,r8;« f !^r8uVuc& ~5!
with the Green’s function describing the propagation in grain
B of a particle. We note that, in this case, there is no depen-
dence on the occupation f («b). It is as if Vac(SP) represents the
motion of a single, independent particle, which propagates
freely and occasionally scatters elastically off impurities or
grain boundary. It is this motion that gives rise to phase-
coherent mesoscopic phenomena. In this respect, there is a
close analog in the problem of one-impurity Kondo effect.11
There, one calculates the impurity scattering matrix element
to the second order, and finds that non-spin-flip scattering is
independent of the intermediate-state occupation as well as
phase coherent.
On the other hand, when the on-site repulsion is non-
negligible, we have a finite correction dVac
(e-e)
, and this in-
troduces occupational dependence into the motion of a par-04110ticle as expressed by Eq. ~4!. To study its effect, we regroup
Vac
(SP) and dVac
(e-e) in the following form:
Vac
~total!5(
b
VabVbc
~« f2«b!
H 12 2Ec f ~«b!~« f2«b12Ec!J . ~6!
Denoting as Zb the factor contained in $ % and comparing Eq.
~6! to ~3!, we note that 0<Zb<1 in Eq. ~6!, as opposed to
Zb51 in Eq. ~3!. The reduction of Zb in Eq. ~6! is due to
dVac
(e-e) and reflects the phase difference between particle and
hole channels.
Next, we show that the reduction of Zb has a significant
implication for the coherent motion of electrons. We expand
Vac
(total) in coordinate space, and write it in terms of a Green’s
function
Vab
~ total!5 (
r ,r8PB
^auVur&ZGR8 ~r ,r8;« f !^r8uVuc&. ~7!
This expression has a form similar to Vac
(SP) in Eq. ~5!, but
with the appearance of a multiplicative factor Z, which, in
terms of field theory, describes wave-function renormaliza-
tion. The value of Z can be evaluated as follows. We impose
the normalization condition, *drGR8 (r ,r8,t501)5*drd(r
2r8)51, required for the propagation of one whole single
particle which starts at r8. The condition leads to the result
that Z5^Zb&, which is average of Zb over states. We assume
« f@Ec, typical of polycrystalline metals, and average Zb
over a half-filled conduction band with bandwidth of o(« f).
This gives Z;@12o(Ec/« f)# . We note that, since 0,Z
,1, it implies that the wave-function amplitude is reduced
by the renormalization.
If the coherent charge transfer takes place via N interme-
diate grains, a derivation similar to that yielding Eq. ~7! will
lead to a corresponding matrix element }ZN. Equivalently,
this is saying that the wave function amplitude decays expo-
nentially with the number of grains the charge traverses. To
express it, one can introduce a phenomenological dephasing
time tf , as if the amplitude decay is caused by some kind of
inelastic scattering, even though it is an elastic process that is
being considered here. We can estimate the decay rate 1/tf
as follows. We first note that the reduction of amplitude by Z
occurs over a time scale t0;d2/D , for which a particle dif-
fuses across a grain. Here, d5grain size and D5diffusion
constant ;v f
2t . Then, using the relation Z;exp(2t0 /tf), we
obtain the dephasing rate
1/tf;S Ec« f D S l
2
d2D 1t , ~8!
where l is the mean free path, and t is the elastic scattering
time.
We now discuss the implication of Eq. ~8! in connection
to experiments. First, we note that, because of the depen-
dence on grain size in Eq. ~8!, our result is sensitive to met-
allurgical properties. This feature is consistent with the early
observation of Lin and Giordano in their dephasing-time
measurement.8 Second, we consider the disorder dependence
of tf for 1D and 2D systems. In these cases, the charging2-2
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same substrate, if we take Ec to be roughly constant and l
;o(d), then Eq. ~8! would predict approximately tf}« ft
}D , a trend already observed in experiments.6,8 Third, for
three-dimensional ~3D! systems, we can make a numerical
estimate for Ec and, hence, tf as follows. We regard a
charged grain and its surrounding neighbors as two concen-
tric metal spheres, with radii d and s1d , respectively, where
s is the intergrain distance ;o(A). The electric field due to
the charge is confined in the space between the two spherical
surfaces, and the theory of electromagnetism gives the charg-
ing energy Ec;e2s/d2. Using the Ec, we obtain 1/tf
;(s2/d2)(l2/d2)/t . We note that, for systems with roughly
the same grain size, the foregoing result would predict that
1/tf}D , in agreement with the recent experimental data on
3D polycrystalline disordered metals.9 Setting, in 1/tf , typi-
cal values l;o(d);o@30A ~Ref. 12!# and t;o(10214 s),
we estimate tf;o(10211 s), which falls in the range of ex-
perimental values.6–9
In conclusion, we have proposed an intrinsic zero-
temperature dephasing mechanism. We have considered a
polycrystalline impure metal and calculated intergrain charge
transfer. It is shown that the wave-function amplitude of a
conduction electron decays, due to the interference between
two alternative ways of charge transfer, each being the ex-
change process of the other. This decay of amplitude is used
to derive an equivalent dephasing time tf . In a typical case
we estimate tf;10211 s, in agreement with experiments.
Our result indicates that tf can arise from an intrinsic
mechanism, e.g., intragrain electron-electron interaction. The
interaction creates a Coulomb gap of the order Ec in the
charge excitation spectrum, modifies the Fermi-liquid behav-041102ior in such a way that it displays zero-temperature dephasing
for intergrain charge transfer. This mechanism discussed here
is specific to polycrystalline metals, and not applicable to
other systems such as quantum dots, wires, or epitaxial 2D
electron gases where saturation of dephasing has been ob-
served.
Our model bears similarity to the Kondo problem or the
two-level system model of Zawadowski, von Delft, and
Ralph4 for dephasing. In their case, the second-order impu-
rity scattering matrix element involving ‘‘spin flip’’ contains
an occupational dependence. In our model, the intergrain
charge transfer, governed by Eq. ~6!, contains a similar oc-
cupational dependence, which is crucial to the derivation of
dephasing as demonstrated in our work.
Finally, we note the reason why early calculations10 of e-e
interaction in disordered systems did not yield a zero-
temperature dephasing such as that derived in our work. We
think it is due to the assumption of random distribution of
scattering centers, which is usually adopted in taking the
impurity-configuration average of transport quantities. In
contrast, polycrystalline systems considered here have struc-
tures that correspond to only a small set of points in the
configuration space. Therefore, if special care is taken when
weighing configurations, perhaps the dephasing phenomenon
discussed here for polycrystalline metals can also be ob-
tained within the framework of early calculations.
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