Let S be a minimal surface of general type with irregularity q(S) = 1. Well-known inequalities between characteristic numbers imply that
Introduction
One of the primary problems in the study of algebraic surfaces is to classify the smooth minimal surfaces of general type with given characteristic numbers. We refer to [1] for a survey on this problem. The first result of this paper is the following. Theorem 1. For every n ≥ 1, there exists a smooth minimal complex projective surface S n of general type with irregularity q(S n ) = 1, geometric genus p g (S n ) = n, and topological Euler number c 2 (S n ) = 3n.
We also study the moduli space M n of such surfaces. A surface satisfying the conditions of Theorem 1 is necessarily a ball quotient, so M n is finite and, by Theorem 1, nonempty. Recall that the minimal smooth complex projective surfaces of general type satisfying c 2 1 = 3c 2 are all of the form B 2 /Γ with B 2 the unit ball in C 2 and Γ a torsion-free cocompact lattice in PU(2, 1). Finiteness of M n then follows from Mostow-Siu rigidity [16] . We also give lower and upper bounds for #M n as a function of n.
Theorem 2. For n ≥ 1, let M n be the moduli space of surfaces satisfying the conditions of Theorem 1. Then M n is a finite nonempty set of points. Moreover, there are universal constants C 1 , C 2 > 0 such that C 1 n < #M n < e
C2n
(1) for all n. In particular, #M n → ∞ as n → ∞.
We also make a comment on the analogous problem for q = 0 and c 2 = 3p g +3 at the end of the paper. The upper bound follows from a theorem of Gelander [10, Thm. 1.11] . We note that algebraic results of Catanese imply the upper bound 6
(9n+5/9) 15 [5, Thm. A] . See [13, 14] for a lower bound for the number of general type surfaces with given c 2 1 ; for our surfaces c 2 1 = 9n. Our method of proof for the lower bound is explicit. One can take S 1 to be the CartwrightSteger surface [4] and our surfaces S n areétale abelian covers of S 1 of degree n. To prove that our surfaces satisfy the conditions of Theorem 1, we must show that q(S n ) = 1. This follows from the following result. Let Γ be the fundamental group of the Cartwright-Steger surface and identify the group ring of its abelianization
To prove Theorem 3, we will show that for our chosen generating set for Γ ab the Alexander stratification in the sense of Hironaka [11] (see §2.2) is:
Here Γ denotes the character group of Γ and 1 the trivial character. Then r − s represents the C * ⊂ Γ uniquely determined by sending the two generators for Γ ab to the same element of C * . That there are no cohomology jumps in finité etale abelian covers follows directly from the fact that the only finite character in any V i (Γ) is 1.
However, to show that the number of choices of S n grows linearly with n, we must count the number of nonisomorphic abelian covers of S 1 with given degree n. In particular, one must take care of the fact that inequivalent covers of S 1 may give isomorphic surfaces. Indeed, two nonconjugate finite index subgroups of Γ may well be conjugate in Isom(B 2 ) and therefore determine biholomorphic ball quotients. Mostow-Siu rigidity [16] implies that two closed ball quotient manifolds are biholomorphic (in fact, homeomorphic) if and only if their fundamental groups are conjugate in Isom(B 2 ), so proving Theorem 2 is a counting problem for conjugacy classes of lattices in the Lie group Isom(B 2 ). Restating our results in this language, we have the following. The claim about volume is immediate from Hirzebruch proportionality [12] and Chern-Gauss-Bonnet. In fact, for all n ≥ 1, one can find Γ n ∈ M n such that {Γ kn } k∈Z is a nested family of lattices with Γ kn ∈ M kn (i.e., Γ (k+1)n ⊂ Γ kn for all k). We close with one final immediate consequence of our work; see [9] for some interest in problems of this kind. As a final remark in this direction, we learned after completing this paper that very recent work of Vidussi proves Theorem 3 for certain cyclic coverings [18] . More precisely, he proves that cyclic covers of the Cartwright-Steger surface of degree d = λe + 1 have irregularity one, where λ ∈ Z and e is the least common multiple of the orders of the elements in the Green-Lazarsfeld set W 1 . He then uses ramified double covers of these cyclic coverings to produce smooth minimal surfaces of general type with Chern slopes dense in the interval [8, 9] . In particular, [18] gives another very interesting application of the surfaces studied in this paper. that I consider the jumping loci for the Cartwright-Steger surface, as well as for some comments on the previous literature. I also thank the referee for helpful suggestions.
Preliminaries 2.1 The basic inequality
Let S be a smooth minimal complex projective surface of general type with irregularity q = 1 and geometric genus p g . One immediately obtains that the holomorphic Euler characteristic is
Let c
S be the self-intersection of the canonical divisor and c 2 be the topological Euler characteristic. We also have Noether's formula
along with the Hodge decomposition
We then have the following pair of inequalities:
Lemma 6. Suppose that S is a smooth minimal complex projective surface of general type with irregularity q = 1. Then the geometric genus p g and topological Euler characteristic c 2 satisfy
Moreover, S achieves equality for the lower bound if and only if S is a ball quotient.
Proof. We will show that the first inequality is equivalent to the BogomolovMiyaoka-Yau inequality c 2 1 ≤ 3c 2 . Combining this with (2) and (3) we have
and the lower bound is immediate. Since c 2 1 = 3c 2 if and only if S is a ball quotient, the last assertion of the lemma also follows. On the other hand, Debarre proved that q > 0 implies that c 2 1 ≥ 2p g [7] . Therefore (2) and (3) 
which proves the upper bound.
Remark. As mentioned in the introduction, the classification of surfaces achieving equality in the upper bound of (5) was very recently completed. See [6] .
Alexander stratifications and cohomology jumps
See [11] for an excellent treatment of the material in this section. Let Γ = g i | R j be a finitely presented group with abelianization Γ ab and α : Γ → Γ ab be the abelianization. One then defines the Fox derivative D i = ∂/∂g i , which maps Γ to its group ring Z[Γ ab ] by the rules:
If Γ has n generators and m relations, we then obtain the Alexander matrix, which is the n × m matrix
One has the following algorithm to compute the Alexander matrix. 
is a relation, then the following algorithm computes the Fox derivative ∂R j /∂g i :
1. Remove all generators in R j to the right of the last appearance of g i .
For
i k = i, replace g ℓ k i k with α(g i k ) ℓ k . 3. Replace any appearance of g ℓ i with (D i (g ℓ i ) + α(g i ) ℓ ). 4. Replace D i (g ℓ i ) with: (a) ℓ−1 j=0 α(g i ) j (ℓ ≥ 1) (b) ℓ j=−1 α(g i ) j (ℓ ≤ −1)
Simplify the polynomial.
Proof. To prove that 1. is valid, we want to show that if we divide the product decomposition of R j into γ 1 γ 2 , where
. However, induction on (6) and (7) gives D i (γ 2 ) = 0. Then we have
Similarly, we have
, which is precisely what 2. does. The argument that 3. is valid is exactly the same.
Finally, 4. is an easy induction on (7) and 5. is just bookkeeping.
Let Γ be the character group of Γ, and 1 will denote the trivial character. Considering Z[Γ ab ] as a ring of Laurent polynomials, any ρ ∈ Γ defines an 'evaluation map' Z[Γ ab ] → C in a canonical way [11, §2.1] . In particular, we can consider the n × m matrix
determined by evaluating the Alexander matrix A(Γ) at ρ and then define
for 0 ≤ i < n. We call {V i (Γ)} the Alexander stratification of Γ. Now, let G be a finite abelian group such that there exists a surjective homomorphism α : Γ → G. We then obtain a natural embedding of character groups α : G → Γ.
Considering f ∈ Z[Γ ab ] as a Laurent polynomial in variables x 1 , . . . , x r (so Γ ab ∼ = Z r modulo torsion), notice that the value of f on the character α of G is given by evaluating the Laurent polynomial at roots of unity associated with the cyclic subgroups of G generated by the images of the fixed generators of Γ ab . For a finitely generated group Λ, let b 1 (Λ) denote the first betti number of Λ, i.e., the rank of Λ ab ⊗ Z Q. We then have the following. 
In particular, if each V i (Γ) contains no finite characters other than possibly the trivial character, then b 1 (Γ α ) = b 1 (Γ).
Proofs of Theorems 1-3
We rely heavily on the notation from §2.2. We now jump directly into proving Theorem 3.
Proof of Theorem 3. The fundamental group Γ of the Cartwright-Steger surface
has generators x, y, z and relations: Tables 1 -3. One can then check directly with a computer algebra program that all 3 × 3 minors of A(Γ) have determinant zero if and only if r = s. Furthermore, A(Γ) always has rank 2 when r = s except for precisely the case when r = s = 1. Thus the Alexander stratification for Γ is:
Proposition 8 immediately implies the conclusion of the theorem. Indeed,
for i = 1, 2, so the sum on the right hand side of (9) is zero, hence b 1 (Γ α ) = b 1 (Γ) = 2 for all α. 
∂R1/∂z
This directly implies Theorem 1.
Proof of Theorem 1. Let S 1 be the Cartwright-Steger surface and Γ its fundamental group. Then Γ ab ∼ = Z 2 . Let α : Γ → G be a homomorphism onto a finite abelian group of order n and S n the associatedétale cover of S 1 . Theorem 3 implies that b 1 (S n ) = b 1 (S 1 ) = 2. Thus S n has irregularity q = 1. Then χ(O S1 ) = 1 and χ is multiplicative in covers, so we have
Then c 2 = 3χ for any smooth closed ball quotient, which completes the proof.
To prove Theorem 2, we must first count the number a n (Z 2 ) of subgroups of index n in Z 2 . In the notation of the proof of Theorem 1, this determines the number of distinct α : Γ → G with G a finite abelian group of order n. This is well-known to equal σ(n), where
is the divisor sum function. See [15, p. 308] . Applying the obvious lower bound σ(n) ≥ n + 1, we see that the fundamental group Γ of the Cartwright-Steger surface has at least n + 1 normal subgroups of index n with abelian quotient.
To count these surfaces up to homeomorphism, by Mostow-Siu Rigidity [16] we must count these subgroups of Γ up to conjugacy in Isom(B 2 ), as opposed to conjugacy in Γ itself. We now do this to prove Theorem 2.
Proof of Theorem 2. Let Γ be the fundamental group of the Cartwright-Steger surface and A(Γ) be the set of equivalence classes of homomorphisms of Γ onto finite abelian groups, where two homomorphisms are equivalent if they have the same kernel. Given α ∈ A(Γ), let Γ α be the kernel of α. We must show that there is a universal constant d such that Γ α is conjugate in Isom(B 2 ) to at most d other Γ β for β ∈ A(Γ). Then we can take c = 1/d in the statement of the theorem.
Recall that Γ is arithmetic. In fact, Γ is a congruence subgroup; see the remark on p. 90 of [17] . Specifically, Γ is contained in the arithmetic lattice Γ = PSU(2, 1; Z[ζ 12 ]) in PU(2, 1), where ζ 12 is a primitive 12 th root of unity. The principal congruence subgroups of Γ are the finite groups G(I) given by taking the image of Γ in the finite group PSL 3 (Z[ζ 12 ]/I) for I an ideal of Z[ζ 12 ]. The kernel of this homomorphism will be denoted by Γ(I). We note that the groups G(I) are perfect groups [15, §6.1] . (Notice that the groups there are absolutely almost simple and simply connected, whereas ours are adjoint, but this means that our groups are quotients of perfect groups, hence are also perfect.)
The strong approximation theorem [15, Thm. 16.4.2] implies that Γ maps onto G(I) for all but finitely many ideals I. Fix one such I. We claim that none of the subgroups Γ α can contain Γ(I). Indeed, this would imply that Γ α would map onto a proper normal subgroup of the perfect group G(I) with abelian quotient, which is absurd. For any of the remaining ideals J for which Γ does not map onto G(J ), we see that some Γ α map contain Γ(J ), but Γ α then must have bounded index in Γ, hence it follows that only finitely many of the Γ α can be congruence subgroups.
Every arithmetic lattice is contained in finitely many maximal arithmetic lattices, and maximal arithmetic lattices are congruence subgroups [2, Prop. 1.4(iv)]. Since congruence subgroups are closed under intersection, any arithmetic lattice has a well-defined congruence closure C(Λ), the intersection of all the congruence subgroups that contain Λ. Since Γ is a congruence subgroup, we see that C(Γ α ) ⊂ Γ for every α ∈ A(Γ). In particular, C(Γ α ) = Γ β for some β ∈ A(Γ). We showed above that only finitely many Γ β can be a congruence subgroup, hence
We now consider the set
Note that Γ ⊆ N since Γ normalizes each C(Γ α ). To prove the theorem, it suffices to prove that the set N /Γ is finite. To see that this does suffice to prove the theorem, suppose that N /Γ has representatives g 1 , . . . , g d . If gΓ α g −1 = Γ β for some α, β ∈ A(Γ), then g ∈ N by the above. Then g = g i γ for some representative g i and some γ ∈ Γ, so
and thus Γ α is conjugate to at most d groups Γ β for β ∈ A(Γ). The theorem follows immediately. Since we already proved that C(A(Γ)) is finite, to prove that N /Γ is finite it suffices to show that
is finite modulo Γ for any fixed α, β ∈ A(Γ). Indeed, if g conjugates Γ α to Γ β , then it also conjugates C(Γ α ) to C(Γ β ). However, every C(Γ α ) is of the form Γ δ for some δ ∈ A(Γ), so it in fact suffices to show that
is finite modulo Γ for any fixed α, β ∈ A(Γ).
If g, h ∈ N α,β , then g −1 h normalizes Γ α in Isom(X). It is well-known that the normalizer N (Γ α ) of Γ α is a lattice in Isom(X). Moreover, since Γ α is normal in Γ, we see that Γ is a finite-index subgroup of N (Γ α ). Let n 1 , . . . , n r be representatives for N (Γ α )/Γ. Then there is some n i and a γ ∈ Γ such that g −1 h = n i γ. In particular, h is equal to gn i modulo the right-action of Γ, and it follows after fixing g and letting h vary over N α,β that N α,β /Γ is finite. This completes the proof of the theorem.
Remark. The reader may be a bit surprised that the proof of Theorem 2 is so involved. However, there is some good reason for the complexity of the argument. One can use the fact that the commensurator Comm(Γ) is analytically dense in a finite index subgroup of Isom(X) (since Γ is arithmetic), to find large and interesting collections of subgroups of Γ that are conjugate in Isom(X) but not in Γ. This leads to the well-studied notion of hidden symmetries, and the arithmetic manifolds are precisely those with infinitely many hidden symmetries. See [8] for more on this. That we can exert so much control on the number of hidden symmetries among our coverings is a consequence of the fact that all our coverings are abelian.
Remark. More delicate counting results for arithmetic lattices allow one to also study the case q = 0. We expect the following to be true. For n ≥ 0, let Z n be the moduli space of minimal smooth projective surfaces of general type with q = 0, p g = n, and c 2 = 3p g + 3. Then Z n is a finite set of points and there is an infinite sequence {n j } such that Z nj is nonempty. Moreover, there is a universal constant c > 0 such that for any k ∈ Z there exists an infinite number of n for which k ≤ #Z n < e cn for all n ∈ Z.
Remark. We close with a final remark on our presentation for the fundamental group of the Cartwright-Steger surface. While the complete details of its construction are unpublished, one can confirm its existence independently of [4] . As is well-known, this surface is a finite index subgroup of a Deligne-Mostow lattice (e.g., see [17, p. 90] ), and one can use a presentation for the Deligne-Mostow lattice and Magma [3] to find an independent presentation for the fundamental group of the Cartwright-Steger surface. Magma also immediately checks that this presentation is equivalent to the one given by [4] .
