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Abstract
We prove a number of identities relating the sofic entropy of a certain class of non-expansive algebraic
dynamical systems, the sofic entropy of the Wired Spanning Forest and the tree entropy of Cayley graphs
of residually finite groups. We also show that homoclinic points and periodic points in harmonic models are
dense under general conditions.
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1. Introduction
This paper is concerned with two related dynamical systems. The quickest way to explain the
connections is to start with finite graphs. So consider a finite connected simple graph G = (V ,E).
The graph Laplacian G is an operator on 2(V ,R) given by Gx(v) = ∑w: {v,w}∈E(x(v) −
x(w)). Let det∗(G) be the product of the non-zero eigenvalues of G. By the Matrix-Tree
Theorem (see, e.g., [22, Lemma 13.2.4]), |V |−1 det∗(G), is the number of spanning trees in G.
Recall that a subgraph H of G is spanning if it contains every vertex. It is a forest if it has no
cycles. A connected forest is a tree. The number of spanning trees in G is denoted τ(G).
There is another interpretation for this determinant. Consider the space (R/Z)V of all func-
tions x : V →R/Z. The operator G acts on this space as well by the same formula. An element
x ∈ (R/Z)V is harmonic mod 1 if Gx = ZV . The set of harmonic mod 1 elements is an ad-
ditive group XG < (R/Z)V containing the constants. The number of connected components of
this group is denoted |XG|. Let ZV0 be the set of integer-valued functions x : V → Z with zero
sum:
∑
v∈V x(v) = 0. Because G maps ZV0 injectively into itself, det∗(G) = |V ||XG|. To our
knowledge, this was first observed in [46]. We provide more details in Section 3.
Our main results generalize the equalities det∗(G)|V |−1 = τ(G) = |XG| to Cayley graphs
of finitely generated residually finite groups.
1.1. Harmonic models and other algebraic systems
We begin with a discussion of the appropriate analogue of the group of harmonic mod 1 points
and, to provide further context, the more general setting of group actions by automorphisms of
a compact group. This classical subject has long been studied when the acting group is Z or Zd
[44] though not as much is known in the general case.
Let Γ be a countable group and f be an element in the integral group ring ZΓ . The action of
Γ on the discrete abelian group ZΓ/ZΓf induces an action by automorphisms on the Pontryagin
dual Xf := ̂ZΓ/ZΓf , the compact abelian group of all homomorphisms from ZΓ/ZΓf to T,
the unit circle in C. Call the latter action αf . The topological entropy and measure-theoretic
entropy (with respect to the Haar probability measure) coincide when Γ is amenable [4,15].
Denote this number by h(Xf ,Γ ).
Example 1.1. If S ⊂ Γ \ {e} is a finite symmetric generating set, where e denotes the identity
element of Γ , and f is defined by fs = −1 if s ∈ S, fe = |S| and fs = 0 for s /∈ S ∪ {e} then
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harmonic mod 1 points of the associated Cayley graph.
Yuzvinskii proved [51,52] that if Γ = Z then the entropy of αf is calculable as follows. When
f = 0, h(Xf ,Z) = +∞. When f = 0, write f as a Laurent polynomial f = u−k ∑nj=0 cjuj by
identifying 1 ∈ Z= Γ with the indeterminate u and requiring that cnc0 = 0, n 0. If λ1, . . . , λn
are the roots of
∑n
j=0 cjuj , then
h(Xf ,Z) = log |cn| +
n∑
j=1
log+ |λj |
where log+ t = log max(1, t). More generally, Yuzvinskii developed formulas for the entropy for
any endomorphism of a compact metrizable group [52].
When Γ = Zd , we identify ZΓ with the Laurent polynomial ring Z[u±11 , . . . , u±1d ]. Given a
nonzero Laurent polynomial f ∈ ZΓ , the Mahler measure of f is defined by
M(f ) = exp
(∫
Td
log
∣∣f (s)∣∣ds)
where the integral is with respect to the Haar probability measure on the torus Td . In [35] it is
shown that h(Xf ,Γ ) = logM(f ). This is a key part of a more general procedure for computing
the entropy of any action of Zd by automorphisms of a compact metrizable group.
As we will see, the appropriate generalization of Mahler measure for non-abelian groups Γ
is the Fuglede–Kadison determinant, which was introduced in [20]. This is a numerical invariant
detA f defined for elements f of a von Neumann algebra A with respect to a normal tracial state
trA. It has found widespread application in the study of L2-invariants [37]. We will apply it to
the special case when A is the group von Neumann algebra NΓ with respect to its natural trace
trNΓ . Note that ZΓ is a sub-ring of NΓ . These concepts are reviewed in Section 2.
As explained in [37, Example 3.13], if Γ = Zd and f ∈ ZΓ is nonzero, then the Mahler
measure of f equals the logarithm of its Fuglede–Kadison determinant. So it was natural to
wonder whether the equation h(Xf ,Γ ) = log detNΓ f holds whenever Γ is amenable and f is
invertible in NΓ . Some special cases were proven in [15] and [16] before the general case was
solved in the affirmative in [31].
Recall that Γ is residually finite if the intersection of all finite-index subgroups of Γ is the
trivial subgroup. In this case, there exists a sequence of finite-index normal subgroups Γn  Γ
such that
⋂∞
n=1
⋃
in Γi = {e}. Our main results concern residually finite groups; we do not, in
general, require that Γ is amenable.
A group Γ is sofic if it admits a sequence of partial actions on finite sets which, asymptotically,
are free actions. This large class of groups, introduced implicitly in [23] and developed further in
[49,17,18], contains all residually finite groups and all amenable groups. It is not known whether
all countable groups are sofic.
We will use dynamical entropy to provide an analogue for counting the number of connected
components of Xf and spanning trees of the Cayley graph of Γ . Entropy was introduced in
[29,30] for actions of Z. The definition and major results were later extended to all countable
amenable groups [27,40,41]. Until recently it appeared to many observers that entropy theory
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invariant for actions of free groups. Soon afterwards, [7] introduced entropy for probability mea-
sure-preserving sofic group actions. One disadvantage of the approach taken in [7] (and in [6]) is
that it only applies to actions with a finite-entropy generating partition. This requirement was re-
moved in [25]. That paper also introduced topological sofic entropy for actions of sofic groups on
compact metrizable spaces and proved a variational principle relating the two concepts analogous
to the classical variational principle.
If Γ is non-amenable then the definition of entropy of a Γ -action depends on a choice of
sofic approximation. We will not need the full details here because we are only concerned with
the special case in which Γ is a residually finite group. A sequence Σ = {Γn}∞n=1 of finite-
index normal subgroups of Γ satisfying
⋂∞
n=1
⋃
in Γi = {e} determines, in a canonical manner,
a sofic approximation to Γ . Thus, we let hΣ,λ(Xf ,Γ ) and hΣ(Xf ,Γ ) denote the measure-
theoretic sofic entropy and the topological sofic entropy of αf with respect to Σ respectively.
Here λ denotes the Haar probability measure on Xf . The precise definition of sofic entropy is
given in Section 6 below.
In [8], it was proven that if f ∈ ZΓ is invertible in 1(Γ ) then hΣ,λ(Xf ,Γ ) = log detNΓ f
as expected. Also, if f is invertible in the universal group C∗-algebra of Γ then by [25],
hΣ(Xf ,Γ ) = log detNΓ f .
Definition 1.2. We say that f ∈RΓ is well-balanced if
(1) ∑s∈Γ fs = 0,
(2) fs  0 for every s ∈ Γ \ {e},
(3) f = f ∗ (where f ∗, the adjoint of f is given by f ∗s = fs−1 for all s ∈ Γ ),
(4) the support of f generates Γ .
If f ∈ ZΓ is well-balanced then the dynamical system ΓXf is called a harmonic model
because Xf is naturally identified with the set of all x ∈ (R/Z)Γ such that xf = 0, i.e., x satisfies
the harmonicity equation mod 1: ∑
s∈Γ
xtsfs = 0 mod Z
for all t ∈ Γ .
If Γ = Zd (d  2), then much is known about the harmonic model: the entropy was computed
in [35] in terms of Mahler measure, it follows from [28, Theorem 7.2] that the periodic points
are dense, [45] provides an explicit description of the homoclinic group in some cases, and [34]
contains a number of results on the homoclinic group, periodic points, the specification property
and more in some cases. See also [45] for results relating the harmonic model to the abelian
sandpile model.
Our first main result is:
Theorem 1.3. Let Γ be a countably infinite group and Σ = {Γn}∞n=1 a sequence of finite-index
normal subgroups of Γ satisfying ⋂∞n=1 ⋃in Γi = {e}. Let f ∈ ZΓ be well-balanced. Then
hΣ,λ(Xf ,Γ ) = hΣ(Xf ,Γ ) = log detNΓ f = lim
n→∞[Γ : Γn]
−1 log
∣∣FixΓn(Xf )∣∣
where |FixΓn(Xf )| is the number of connected components of the set of fixed points of Γn in Xf .
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in the universal group C∗-algebra of Γ . Moreover, it is invertible in NΓ if and only if Γ is
non-amenable. Thus Theorem 1.3 does not have much overlap with previous results.
In order to prove this theorem, we obtain several more results of independent interest.
We show that if Γ is not virtually isomorphic to Z or Z2 then the homoclinic subgroup
of Xf is dense in Xf . This implies ΓXf is mixing of all orders (with respect to the
Haar probability measure). Also, FixΓn(Xf ) converges to Xf in the Hausdorff topology as
n → ∞. As far we know, these results were unknown except in the case Γ = Zd . In-
deed, in the case Γ = Zd , it follows from [28, Theorem 7.2] that the periodic points are
dense and it is known that the action is mixing of all orders if d  2 (see Remark 4.2 for
details).
1.2. Uniform spanning forests
In this paper, all graphs are allowed to have multiple edges and loops. A subgraph of a graph
is spanning if it contains every vertex. It is a forest if every connected component is simple
connected (i.e., has no cycles). A connected forest is a tree. If G is a finite connected graph
then the Uniform Spanning Tree (UST) on G is the random subgraph whose law is uniformly
distributed on the collection of spanning trees. Motivated in part to develop an analogue of the
UST for infinite graphs, R. Pemantle implicitly introduced in [43] the Wired Spanning Forest
(WSF) on Zd . This model has been generalized to arbitrary locally finite graphs and studied
intensively (see e.g., [3]).
In order to define the WSF, let G = (V ,E) be a locally finite connected graph and {Gn}∞n=1
an increasing sequence of finite subgraphs Gn = (Vn,En) ⊂ G whose union is all of G. For
each n, define the wired graph Gwn = (V wn ,Ewn ) as follows. The vertex set V wn = Vn ∪ {∗}.
The edge set Ewn of Gwn contains all edges in Gn. Also for every edge e in G with one end-
point v in Gn and the other endpoint w not in Gn, let e∗ = {v,∗}. Then Gwn contains all edges
of the form e∗. These are all of the edges of Gwn . Let νwn be the uniform probability measure
on the set of spanning trees of Gwn . We consider it as a probability measure on the set 2E
w
n
of all subsets of Ewn . Because En ⊂ E, we can think of 2En (which we identify with the set
of all subsets of En) as a subset of 2E (which we identify with the set of all subsets of E).
The projection of νwn to 2En ⊂ 2E converges (as n → ∞) to a Borel probability measure νWSF
on 2E (in the weak* topology on the space of Borel probability measures of 2E). This mea-
sure does not depend on the choice of {Gn}∞n=1. This was implicitly proven by Pemantle [43]
(answering a question of R. Lyons). By definition, νWSF is the law of the Wired Spanning For-
est on G. There is a related model, called the Free Spanning Forest (FSF) (obtained by using
Gn itself in place of Gwn above) which is frequently discussed in comparison with the WSF.
However, we will not make any use of it here. For more background, the reader is referred
to [3].
Definition 1.4. Let Γ be a countably infinite group and let f ∈ ZΓ be well-balanced (Defini-
tion 1.2). We define the Cayley graph C(Γ,f ) to be the graph with vertex set Γ such that for
each v ∈ Γ and s = e there are |fs | edges between v and vs. Let E(Γ,f ) denote the set of edges
of C(Γ,f ). Similarly, for Γn 	 Γ satisfying that the quotient map Γ → Γ/Γn separates the ele-
ments in the support of f , we let Cfn = C(Γ/Γn,f ) be the graph with vertex set Γ/Γn such that
for each gΓn ∈ Γ/Γn and s ∈ Γ there are |fs | edges between gΓn and gsΓn. We let Efn be the
set of edges of Cfn .
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Γ acts on E(Γ,f ) which induces an action on 2E(Γ,f ) which preserves νWSF.
In [38], R. Lyons introduced the tree entropy of a transitive weighted graph (and more gen-
erally, of a probability measure on weighted rooted graphs). In our case, the definition runs as
follows. Let μ be the probability measure on Γ defined by μ(s) = |fs |/fe for s ∈ Γ \ {e}. Then
the tree entropy of C(Γ,f ) is
h
(
C(Γ,f )
) := logfe −∑
k1
k−1μk(e)
where μk denotes the k-fold convolution power of μ. In probabilistic terms, μk(e) is the proba-
bility that a random walk with i.i.d. increments with law μ started from e will return to e at time k.
In [38], R. Lyons proved that if Γ is amenable then the measure-entropy of Γ(2E(Γ,f ), νWSF)
equals h(C(Γ,f )). We extend this result to all finitely-generated residually finite groups (where
entropy is taken with respect to a sequence Σ of finite-index normal subgroups converging to the
trivial subgroup).
In [39, Theorem 3.1], it is shown that h(C(Γ,f )) = log detNΓ f . We give another proof in
Section 3. Thus by Theorem 1.3, the entropy of the WSF equals the entropy of the associated
harmonic model.
In the case Γ = Zd , the entropy of the harmonic model was computed in [35]. Then the
topological entropy of the action of Zd on the space of essential spanning forests was computed
in [13] and shown to coincide with the entropy of the harmonic model. This coincidence was
mysterious until [46] explained how to derive this result without computing the entropy.
We also study a topological model related to the WSF (though not the same model as in [13]).
Intuitively, it is the space of all oriented spanning forests y in the Cayley graph C(Γ,f ) such
that for every vertex v there is exactly one edge of y directed out from v. To define it precisely,
we need to introduce some notation.
Notation 1.5. Let S be the set of all s ∈ Γ \ {e} with fs = 0. Let S∗ ⊂ E(Γ,f ) denote the set
of edges adjacent to the identity element. Let p : S∗ → S be the map which takes an edge with
endpoints {e, g} to g. Also, let s−1∗ = s−1s∗ ∈ S∗ where p(s∗) = s. Note that p(s−1∗ ) = p(s∗)−1
and (s−1∗ )−1 = s∗.
An element y ∈ SΓ∗ defines, for each g ∈ Γ a directed edge in C(Γ,f ) away from g (namely,
the edge gs where yg = s). Let Ff ⊂ SΓ∗ be the set of all elements y ∈ SΓ∗ such that
(1) edges are oriented consistently: if yg = s∗ and p(s∗) = s then ygs = s−1∗ ;
(2) there are no cycles: there do not exist g1, g2, . . . , gn ∈ Γ and s1, . . . , sn ∈ S such that gisi =
gi+1, g1 = gn and p(ygi ) = si for 1 i  n− 1.
The space Ff ⊂ SΓ∗ is closed (where SΓ∗ is given the product topology) and is therefore a compact
metrizable space. Let hΣ(Ff ,Γ ) denote the topological sofic entropy of the action ΓFf . Our
second main result is:
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normal subgroups of Γ , ⋂∞n=1 ⋃in Γi = {e} and f ∈ ZΓ is well-balanced then
hΣ,νWSF
(
2E(Γ,f ),Γ
)= hΣ(Ff ,Γ ) = h(C(Γ,f ))= log detNΓ f = lim
n→∞[Γ : Γn]
−1 log τ
(
C
f
n
)
where τ(Cfn ) is the number of spanning trees of the Cayley graph C(Γ/Γn,f ).
2. Notation and preliminaries
Throughout the paper, Γ denotes a countable group with identity element e. We denote f ∈
p(Γ ) := p(Γ,R) by f = (fs)s∈Γ . Given g ∈ 1(Γ ) and h ∈ ∞(Γ ) we define the convolution
gh ∈ ∞(Γ ) by
(gh)w :=
∑
s∈Γ
gshs−1w =
∑
s∈Γ
gws−1hs, for all w ∈ Γ.
More generally, whenever g and h are functions of Γ we define gh as above whenever this
formula is well-defined. Let ZΓ ⊂ ∞(Γ ) be the subring of all elements f with fs ∈ Z for all
s ∈ Γ and fs = 0 for all but finitely many s ∈ Γ . Similarly RΓ ⊂ ∞(Γ ) is the subring of all
elements f with fs ∈ R for all s ∈ Γ and fs = 0 for all but finitely many s ∈ Γ . The element
1 ∈ ZΓ is defined by 1e = 1 and 1s = 0 for all s ∈ Γ \ {e}.
Given sets A and B , AB denotes the set of all functions from B to A. We frequently identify
the unit circle T with R/Z. If g ∈ ZΓ and h ∈ TΓ then define the convolutions gh and hg ∈ TΓ
as above.
The adjoint of an element g ∈CΓ is defined by g∗(s) := g(s−1).
A probability measure μ on Γ can be thought of as an element of 1(Γ ). Thus we write
μs = μ({s}) for any s ∈ Γ , and μn denotes the n-th convolution power of μ.
The group Γ acts isometrically on the Hilbert space 2(Γ,C) from the left by (sf )t = fs−1t
for all f ∈ 2(Γ,C) and s, t ∈ Γ . Denote by B(2(Γ,C)) the algebra of bounded linear oper-
ators from 2(Γ,C) to itself. The group von Neumann algebra NΓ is the algebra of elements
in B(2(Γ,C)) commuting with the left action of Γ (see [11, Section 2.5] for details), and is
complete under the operator norm ‖ · ‖.
For each g ∈ RΓ , we denote by Rg the operator 2(Γ,C) → 2(Γ,C) defined by Rg(x) =
xg for x ∈ 2(Γ,C). It is easy to see that Rg ∈ NΓ . Then we have the injective R-algebra
homomorphism RΓ →N(Γ ) sending g to Rg∗ . In this way we shall think of RΓ as a subalgebra
of NΓ .
For each s ∈ Γ , we also think of s as the element in 2(Γ,C) which is 1 at s and 0 at t ∈
Γ \ {s}. The canonical trace trNΓ on NΓ is the linear functional NΓ →C defined by
trNΓ (T ) = 〈T e, e〉.
An element T ∈ NΓ is called positive if 〈T x, x〉  0 for all x ∈ 2(Γ,C). Let T ∈ NΓ be
positive. The spectral measure of T is the unique Borel probability measure μ on the interval
[0,‖T ‖] satisfying
1776 L. Bowen, H. Li / Journal of Functional Analysis 263 (2012) 1769–1808‖T ‖∫
0
p(t) dμ(t) = trNΓ
(
p(T )
) (1)
for every complex-coefficient polynomial p. If kerT = {0}, then the Fuglede–Kadison determi-
nant detNΓ (T ) of T [20] is defined as
detNΓ (T ) = exp
( ‖T ‖∫
0+
log t dμ(t)
)
. (2)
If furthermore f is invertible in NΓ , then
detNΓ (T ) = exp(trNΓ logT ). (3)
For a locally compact abelian group X, we denote by X̂ its Pontryagin dual, i.e. the locally
compact abelian group of continuous group homomorphisms X → R/Z. For f ∈ ZΓ , we set
Xf = ̂ZΓ/ZΓf . Note that one can identify ẐΓ with (R/Z)Γ naturally, with the pairing between
x ∈ (R/Z)Γ and g ∈ ZΓ given by
〈x,g〉 = (xg∗)
e
.
It follows that we may identify Xf with {x ∈ (R/Z)Γ : xf ∗ = 0} naturally, with the pairing
between x ∈ Xf and g +ZΓf ∈ ZΓ/ZΓf for g ∈ ZΓ given by
〈x,g +ZΓf 〉 = (xg∗)
e
. (4)
3. Approximation by finite models
The purpose of this section is to prove:
Theorem 3.1. Let Γ be a finitely generated and residually finite infinite group. Let Σ = {Γn}∞n=1
be a sequence of finite-index normal subgroups of Γ such that ⋂n∈N⋃in Γi = {e}. Let f ∈ ZΓ
be well-balanced (Definition 1.2). Then
log detNΓ f = h
(
C(Γ,f )
)= lim
n→∞[Γ : Γn]
−1 log τ
(
C
f
n
)= lim
n→∞[Γ : Γn]
−1 log
∣∣FixΓn(Xf )∣∣
where τ(Cfn ) is the number of spanning trees of the Cayley graph Cfn (Definition 1.4), FixΓn(Xf )
is the fixed point set of Γn in Xf , and |FixΓn(Xf )| is the number of connected components of
FixΓn(Xf ).
The following result is a special case of [39, Theorem 3.1]. For the convenience of the reader,
we give a proof here.
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−(f − fe)/fe. We have
log detNΓ f = logfe −
∞∑
k=1
1
k
(
μk
)
e
.
Proof. Note that f is positive in NΓ . Let ε > 0. Then the norm of fe
fe+εμ in NΓ is bounded
above by ‖ fe
fe+εμ‖1, which in turn is strictly smaller than 1. Thus ε + f = (fe + ε)(1 −
fe
fe+εμ)
is positive and invertible in NΓ . Therefore in NΓ we have
log(ε + f ) = log(fe + ε)−
∞∑
k=1
1
k
·
(
fe
fe + εμ
)k
,
and the right-hand side converges in norm. Thus
log detNΓ (ε + f ) (3)= trNΓ log(ε + f )
= log(fe + ε)−
∞∑
k=1
(fe)
k
(fe + ε)kk
(
μk
)
e
.
We have limε→0+ detNΓ (f + ε) = detNΓ f [20, Lemma 5]. Note that (μk)e  0 for all k ∈ N.
Thus
log detNΓ f = lim
ε→0+ log detNΓ (f + ε)
= logfe −
∞∑
k=1
1
k
(
μk
)
e
. 
Recall that all graphs in this paper are allowed to have multiple edges and loops.
Lemma 3.3. Let G = (V ,E) be a finite connected graph and let G : RV → RV be the graph
Laplacian: Gx(v) = ∑{v,w}∈E(x(v) − x(w)). Let det∗(G) be the product of the nonzero
eigenvalues of G. Then |V |−1 det∗ G = τ(G), the number of spanning trees in G. Moreover, if
v0 ∈ V is any vertex, V0 := V \ {v0}, P0 :RV →RV0 is the projection map and 0G :RV0 →RV0
is defined by 0G = P0G, then
det
(
0G
)= |V |−1 det∗(G) = τ(G).
Proof. This is the Matrix-Tree Theorem (see e.g., [22, Lemmas 13.2.3, 13.2.4]). 
Lemma 3.4. Let M be an m×m matrix with integral entries and inverse M−1 with real entries.
Let φ : Rm → Rm be the corresponding linear transformation. Then the absolute value of the
determinant of M equals the number of integral points in φ([0,1)m).
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Lemma 3.5. Let G = (V ,E) be a finite connected graph. Let G : RV → RV be the graph
Laplacian. We also consider G as a map from (R/Z)V to itself. Let XG < (R/Z)V be the sub-
group consisting of all x ∈ (R/Z)V with Gx = ZV . Let |XG| denote the number of connected
components of XG. Then
|XG| = |V |−1 det∗(G)
where det∗(G) is the product of the non-zero eigenvalues of G.
Proof. This lemma is an easy generalization of results in [46]. For completeness, we provide the
details. As in Lemma 3.3, fix a vertex v0 ∈ V , let V0 := V \ {v0}, think of RV0 as a subspace
of RV in the obvious way, let P0 : RV → RV0 be the projection map and 0G : RV0 → RV0 be
defined by 0G = P0G.
By Lemma 3.3, det0G = |V |−1 det∗ G is non-zero. Under the standard basis of RV0 the
linear map 0G is represented as a matrix with integral entries. Therefore, the previous lemma
implies det0G equals the number of integral points in 
0
G([0,1)V0).
If x ∈ RV has ‖x‖∞ < (2|E|)−1 and Gx ∈ ZV , then Gx = 0 and hence x is constant.
Therefore, each connected component of XG is a coset of the constants. Thus |XG| is the cardi-
nality of XG/Z where Z < (R/Z)V denotes the constant functions.
Given x ∈ XG, let x˜ ∈ [0,1)V be the unique element with x˜ + ZV = x. There is a unique
element x0 ∈ x + Z such that x˜0(v0) = 0. If we let X0G be the set of all such x˜0, then X0G is a
finite set with |X0G| = |XG|.
We claim that X0G is precisely the set of points y ∈ [0,1)V0 with 0G(y) ∈ ZV0 . To see this,
let x˜0 ∈ X0G. Then 0Gx˜0 = P0Gx˜0 ∈ ZV0 . To see the converse, let S :RV →R denote the sum
function: S(y) =∑v∈V y(v). Note that S(G(y)) = 0 for any y ∈RV . Therefore, if y ∈ [0,1)V0
is any point with 0G(y) ∈ ZV0 then because S(Gy) = 0 = Gy(v0)+ S(0Gy), it must be that
Gy(v0) is an integer and thus Gy ∈ ZV . Thus y + ZV ∈ XG. Because y(v0) = 0, we must
have y ∈ X0G as claimed.
So |XG| equals |X0G| which equals the number of points y ∈ [0,1)V0 with 0G(y) ∈ ZV0 . We
showed above that the latter equals det0G = |V |−1 det∗ G. 
We are ready to prove Theorem 3.1.
Proof of Theorem 3.1. Define the Cayley graphs C(Γ,f ) and Cfn = C(Γ/Γn,f ) as in Def-
inition 1.4. Then the group of harmonic mod 1 points on Cfn is canonically isomorphic with
FixΓn(Xf ) [25, Lemma 7.4]. So Lemmas 3.3 and 3.5 imply |FixΓn(Xf )| = τ(Cfn ). By [38,
Theorem 3.2], limn→∞[Γ : Γn]−1 log τ(Cfn ) = h(C(Γ,f )). By Proposition 3.2, h(C(Γ,f )) =
log detNΓ f . This implies the result. 
4. Homoclinic group
For an action of a countable group Γ on a compact metrizable group X by continuous auto-
morphisms, a point x ∈ X is called homoclinic if sx converges to the identity element of X as
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of X.
The main result of this section is the following
Theorem 4.1. Let Γ be a countably infinite group such that Γ is not virtually Z or Z2 (i.e., does
not have any finite-index normal subgroup isomorphic to Z or Z2). Let f ∈ ZΓ be well-balanced.
Then
(1) The homoclinic group (Xf ) is dense in X.
(2) αf is mixing of all orders (with respect to the Haar probability measure of Xf ). In particular,
αf is ergodic.
Remark 4.2. When Γ = Z2 and f ∈ ZΓ is well-balanced, αf is mixing of all orders. We are
grateful to Doug Lind for explaining this to us. Indeed, let Γ = Zd for d ∈N and g ∈ ZΓ . If αg
has completely positive entropy (with respect to the Haar probability measure on Xg), then αg
is mixing of all orders [24], [44, Theorem 20.14]. By [44, Theorems 20.8, 18.1, and 19.5], αg
has completely positive entropy exactly when g has no factor in ZΓ = Z[u±1 , . . . , u±d ] which is
a generalized cyclotomic polynomial, i.e. g has no factor of the form um11 . . . u
md
d h(u
n1
1 . . . u
nd
d )
for m1, . . . ,md,n1, . . . , nd ∈ Z, not all n1, . . . , nd being 0, and h being a cyclotomic polynomial
in a single variable. When d  2, if g has a factor of such form, then g(z1, . . . , zd) = 0 for
some z1, . . . , zd in the unit circle of the complex plane which are not all 1. On the other hand,
when f ∈ ZΓ is well-balanced, if f (z1, . . . , zd) = 0 for some z1, . . . , zd in the unit circle of the
complex plane, then z1 = · · · = zd = 1.
Remark 4.3. Lind and Schmidt [33] showed that for any countably infinite amenable group Γ
which is not virtually Z, if f ∈ ZΓ is not a right zero-divisor in ZΓ , then αf is ergodic. In
particular, if Γ is virtually Z2 and f ∈ ZΓ is well-balanced, then αf is ergodic.
Remark 4.4. When Γ = Z and f ∈ ZΓ is well-balanced, αf is not ergodic. This follows from
[44, Theorem 6.5(1)], and can also be seen as follows. We may identify ZΓ with the Laurent
polynomial ring Z[u±]. Since the sum of the coefficients of f is 0, one has f = (1 − u)g for
some g ∈ Z[u±]. It follows that g + Z[u±]f ∈ Z[u±]/Z[u±]f = X̂f is fixed by the action of
Z = Γ (i.e., it is fixed under multiplication by u). As Z[u±] is an integral domain and 1 − u is
not invertible in Z[u±], the element g is not in Z[u±]f . Thinking of g+Z[u±]f as a continuous
C-valued function on Xf , we find that g + Z[u±]f has L2-norm 1 and is orthogonal to the
constant functions with respect to the Haar probability measure. Thus αf is not ergodic.
We recall first the definition of mixing of all orders.
Lemma 4.5. Let Γ be a countable group acting on a standard probability space (X,B, λ) by
measure-preserving transformations. Let n ∈ N with n  2. Let s1, . . . , sn ∈ Γ . The following
conditions are equivalent:
(1) for any A1, . . . ,An ∈ B, one has λ(⋂nj=1 s−1j Aj ) → ∏nj=1 λ(Aj ) as s−1j sk → ∞ for all
1 j < k  n;
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functions on X, one has λ(∏nj=1 sj (fj )) → ∏nj=1 λ(fj ) as s−1j sk → ∞ for all 1  j <
k  n.
If furthermore X is a compact metrizable space, B is the σ -algebra of Borel subsets of X, then
the above conditions are also equivalent to
(3) for any f1, . . . , fn in the space CC(X) of C-valued continuous functions on X, one has
λ(
∏n
j=1 sj (fj )) →
∏n
j=1 λ(fj ) as s
−1
j sk → ∞ for all 1 j < k  n.
If furthermore X is a compact metrizable abelian group, B is the σ -algebra of Borel subsets of
X, λ is the Haar probability measure of X, and Γ acts on X by continuous automorphisms, then
the above conditions are also equivalent to
(4) for any f1, . . . , fn ∈ X̂ which are not all 0, there is some finite subset F of Γ such that∑n
j=1 sjfj = 0 for all s1, . . . , sn ∈ Γ with s−1j sk /∈ F for all 1 j < k  n;
(5) for any f1, . . . , fn ∈ X̂ with f1 = 0, there is some finite subset F of Γ such that f1 +∑n
j=2 sjfj = 0 for all s2, . . . , sn ∈ Γ with sj /∈ F for all 2 j  n.
Proof. (1) ⇔ (2) follows from the observation that (1) is exactly (2) when fj is the characteristic
function of Aj and the fact that the linear span of characteristic functions of elements in B is
dense in L∞
C
(X,B, λ) under the essential supremum norm ‖ · ‖∞.
(2) ⇔ (3) follows from the fact that for any f ∈ L∞
C
(X,B, λ) and ε > 0 there exists g ∈
CC(X) with ‖g‖∞  ‖f ‖∞ and ‖f − g‖2 < ε.
We identify R/Z with the unit circle {z ∈ C: |z| = 1} naturally. Then every g ∈ X̂ can be
thought of as an element in CC(X). Note that the identity element 0 in X̂ is the element 1 in
CC(X). Then (3) ⇔ (4) follows from the observation that for any g ∈ X̂, λ(g) = 1 or 0 depending
on whether g = 0 in X̂ or not, and the fact that the linear span of elements in X̂ is dense in CC(X)
under the supremum norm.
(4) ⇔ (5) is obvious. 
When the condition (1) in Lemma 4.5 is satisfied, we say that the action is (left) mixing of
order n. We say that the action is (left) mixing of all orders if it is mixing of order n for all n ∈N
with n 2.
Proposition 4.6. Let a countable group Γ act on a compact metrizable abelian group X by
continuous automorphisms. Suppose that the homoclinic group (X) is dense in X. Then the
action is mixing of all orders with respect to the Haar probability measure of X.
Proof. We verify the condition (5) in Lemma 4.5 by contradiction. Let n ∈ N with n  2, and
f1, . . . , fn ∈ X̂ with f1 = 0. Suppose that there is a sequence {(sm,2, . . . , sm,n)}m∈N of (n − 1)-
tuples in Γ such that f1 +∑nj=2 sm,j fj = 0 for all m ∈ N and sm,j → ∞ as m → ∞ for every
2 j  n.
Let x ∈ (X). Then f1(x) + ∑nj=2 fj (s−1m,j x) = (f1 + ∑nj=2 sm,j fj )(x) = 0 in R/Z for all
m ∈ N. Since s−1 x converges to the identity element of X as m → ∞ for every 2 j  n, wem,j
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Since (X) is dense in X, we get f1 = 0, a contradiction. 
Example 4.7. For a countable group Γ , when g ∈ ZΓ is invertible in the group von Neumann
algebra NΓ , (Xg) is dense in Xg [14, Lemma 5.4], and hence by Proposition 4.6 the action αg
is mixing of all orders with respect to the Haar probability measure of Xg .
Let Γ be a finitely generated infinite group. Let μ be a finitely supported symmetric proba-
bility measure on Γ such that the support of μ generates Γ . We shall think of μ as an element
in RΓ . We endow Γ with the word length associated to the support of μ.
By the Cauchy–Schwarz inequality for any s ∈ Γ and n ∈N one has(
μ2n
)
s
= (μn · (μn)∗)
s

(
μn · (μn)∗)
e
= (μ2n)
e
.
Also note that for any s ∈ Γ and n ∈N one has(
μ2n+1
)
s
= (μ2n ·μ)
s

∥∥μ2n∥∥∞.
It follows that
∑∞
k=0(μk)e < +∞ if and only if
∑∞
k=0 ‖μk‖∞ < +∞.
Now assume that Γ is not virtually Z or Z2. By a result of Varopoulos [48], [21, Theorem 2.1],
[50, Theorem 3.24] one has ∑∞k=0(μk)e < +∞, and hence ∑∞k=0 ‖μk‖∞ < +∞. Thus we have
the element
∑∞
k=0 μk in ∞(Γ ). Let ε > 0. Take m ∈N such that
∑∞
k=m+1 ‖μk‖∞ < ε. For each
s ∈ Γ with word length at least m+ 1, one has∣∣∣∣∣
( ∞∑
k=0
μk
)
s
∣∣∣∣∣=
∣∣∣∣∣
( ∞∑
k=m+1
μk
)
s
∣∣∣∣∣
∞∑
k=m+1
∥∥μk∥∥∞ < ε.
Therefore
∑∞
k=0 μk lies in the space C0(Γ ) of R-valued functions on Γ vanishing at ∞. Since
the support of μ is symmetric and generates Γ , one has (
∑∞
k=0 μk)s > 0 for every s ∈ Γ .
Now let f ∈ RΓ be well-balanced. Set μ = −(f − fe)/fe. Then μ is a finitely supported
symmetric probability measure on Γ and the support of μ generates Γ . Set ω = f−1e
∑∞
k=0 μk ∈
C0(Γ ). We have f = fe(1 −μ), and hence
fω = (1 −μ)
∞∑
k=0
μk = 1
and
ωf =
( ∞∑
k=0
μk
)
(1 −μ) = 1.
Note that the space C0(Γ ) is not closed under convolution. The above identities show that ω
is a formal inverse of f in C0(Γ ). Now we show that f has no other formal inverse in C0(Γ ).
Lemma 4.8. Let g ∈ C0(Γ ) be such that gf ∈ 1(Γ ). Then
(gf )ω = g.
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(gf )ω = lim
m→∞(gf )
(
f−1e
m∑
k=0
μk
)
= lim
m→∞g
(
ff−1e
m∑
k=0
μk
)
= lim
m→∞g
(
(1 −μ)
m∑
k=0
μk
)
= lim
m→∞g
(
1 −μm+1)= g − lim
m→∞gμ
m+1.
Let ε > 0. Take a finite set F ⊂ Γ such that ‖g|Γ \F ‖∞ < ε. Write g as u+ v for u,v ∈ ∞(Γ )
such that u has support contained in F and v has support contained in Γ \ F . For each m ∈ N
we have
∥∥gμm+1∥∥∞  ∥∥uμm+1∥∥∞ + ∥∥vμm+1∥∥∞  ‖u‖1∥∥μm+1∥∥∞ + ‖v‖∞∥∥μm+1∥∥1
 ‖g‖∞ · |F | ·
∥∥μm+1∥∥∞ + ε.
Letting m → ∞, we get lim supm→∞ ‖gμm+1‖∞  ε. Since ε is an arbitrary positive number,
we get lim supm→∞ ‖gμm+1‖∞ = 0 and hence limm→∞ gμm+1 = 0. It follows that (gf )ω = g
as desired. 
Corollary 4.9. Let g ∈ C0(Γ ) be such that gf = 1. Then g = ω.
Proof. By Lemma 4.8 we have
g = (gf )ω = ω. 
Denote by Q the natural quotient map ∞(Γ ) → (R/Z)Γ . We assume furthermore that
f ∈ ZΓ .
Lemma 4.10. We have
(Xf ) = Q(ZΓ ω).
Proof. Let h ∈ ZΓ . Then
(hω)f = h(ωf ) = h ∈ ZΓ,
and hence Q(hω) ∈ Xf . Since hω ∈ C0(Γ ), one has Q(hω) ∈ (Xf ). Thus Q(ZΓ ω) ⊂ (Xf ).
Now let x ∈ (Xf ). Take x˜ ∈ C0(Γ ) such that Q(x˜) = x. Then x˜f ∈ C0(Γ ) ∩ ∞(Γ,Z) =
ZΓ . Set h = x˜f ∈ ZΓ . By Lemma 4.8 we have x˜ = hω. Therefore x = Q(x˜) = Q(hω), and
hence (Xf ) ⊂ Q(ZΓ ω) as desired. 
Corollary 4.11. As a left ZΓ -module, (Xf ) is isomorphic to ZΓ/ZΓf .
Proof. By Lemma 4.10 we have the surjective left ZΓ -module map Φ : ZΓ → (Xf ) sending
h to Q(hω). Then it suffices to show kerΦ = ZΓf .
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Q(hω) = Q((gf )ω)= Q(g(fω))= Q(g) = 0.
Thus ZΓ ⊂ kerΦ .
Let h ∈ kerΦ . Then hω ∈ C0(Γ )∩ ∞(Γ,Z) = ZΓ . Set g = hω ∈ ZΓ . Then
gf = (hω)f = h(ωf ) = h.
Thus kerΦ ⊂ ZΓf . 
We are ready to prove Theorem 4.1.
Proof of Theorem 4.1. The assertion (2) follows from the assertion (1) and Proposition 4.6.
To prove the assertion (1), by Pontryagin duality it suffices to show any ϕ ∈ X̂f vanishing on
(Xf ) is 0. Thus let ϕ ∈ X̂f = ZΓ/ZΓf vanishing on (Xf ). Say, ϕ = g + ZΓf for some
g ∈ ZΓ . For each h ∈ ZΓ , in R/Z one has
0 = 〈Q(hω),ϕ〉 (4)= ((hω)g∗)
e
+Z= (h(ωg∗))
e
+Z,
and hence (h(ωg∗))e ∈ Z. Taking h = s for all s ∈ Γ , we conclude that ωg∗ ∈ C0(Γ ) ∩
∞(Γ,Z) = ZΓ . Set v = ωg∗ ∈ ZΓ . Then
f v = f (ωg∗)= (f ω)g∗ = g∗,
and hence
g = v∗f ∗ = v∗f ∈ ZΓf.
Therefore ϕ = g +ZΓf = 0 as desired. 
5. Periodic points
Throughout this section we let Γ be a finitely generated residually finite infinite group, and
let Σ = {Γn}∞n=1 be a sequence of finite-index normal subgroups of Γ such that⋂
n∈N
⋃
in
Γi = {e}.
For a compact metric space (X,ρ), recall that the Hausdorff distance between two nonempty
closed subsets Y and Z of X is defined as
distH(Y,Z) := max
(
max
y∈Y minz∈Z ρ(y, z),maxz∈Z miny∈Y ρ(z, y)
)
.
For f ∈ ZΓ we denote by FixΓn(Xf ) the group of fixed points of Γn in Xf . The main result
of this section is
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FixΓn(Xf ) → Xf under the Hausdorff distance when n → ∞.
Denote by πn the natural ring homomorphism RΓ → R(Γ/Γn). Let Xπn(f ) be
̂Z(Γ/Γn)/Z(Γ/Γn)πn(f ), which is the additive group of all maps x : Γ/Γn → R/Z satisfy-
ing xπn(f ) = 0, i.e., ∑s∈Γ xtsΓnfs−1 = Z for every t ∈ Γ .
Lemma 5.2. Let f ∈ ZΓ and ϕ = g + ZΓf ∈ ZΓ/ZΓf for some g ∈ ZΓ . Let n ∈ N. Then ϕ
vanishes on FixΓn(Xf ) if and only if πn(g) ∈ Z(Γ/Γn)πn(f ).
Proof. By [25, Lemma 7.4] we have a compact group isomorphism Φn : Xπn(f ) → FixΓn(Xf )
defined by (Φn(x))s = xsΓn for all x ∈ Xπn(f ) and s ∈ Γ .
For each x ∈ Xπn(f ), in R/Z we have〈
Φn(x),ϕ
〉 (4)= (Φn(x)g∗)e = ∑
s∈Γ
(
Φn(x)
)
s
gs =
∑
s∈Γ
xsΓngs =
∑
sΓn∈Γ/Γn
xsΓnπn(g)sΓn
= 〈x,πn(g)+Z(Γ/Γn)πn(f )〉.
Thus ϕ vanishes on FixΓn(Xf ) iff the element πn(g) + Z(Γ/Γn)πn(f ) in Z(Γ/Γn)/
Z(Γ/Γn)πn(f ) vanishes on Xπn(f ), iff πn(g) ∈ Z(Γ/Γn)πn(f ). 
For the next lemma, recall that if S ⊂ Γ \{e} is a symmetric finite generating set then C(Γ,S),
the Cayley graph of Γ with respect to S, has vertex set Γ and edge set {{g,gs}}g∈Γ,s∈S . Simi-
larly, C(Γ/Γn,πn(S)) has vertex set Γ/Γn and edge set {{gΓn,gsΓn}: g ∈ Γ, s ∈ S}. A subset
A ⊂ Γ is identified with the induced subgraph of C(Γ,S) which has vertex set A and contains
every edge of C(Γ,S) with endpoints in A. Similarly, a subset A ⊂ Γ/Γn induces a subgraph of
C(Γ/Γn,πn(S)). Thus we say that a subset A ⊂ Γ (or A ⊂ Γ/Γn) is connected if its induced
subgraph is connected.
Lemma 5.3. Let S ⊂ Γ \ {e} be a finite symmetric generating set of Γ . Let A ⊂ Γ be finite. Then
there exists a finite set B ⊂ Γ containing A such that when n ∈N is large enough, in the Cayley
graph C(Γ/Γn,πn(S)) the set (Γ/Γn) \ πn(B) is connected.
Proof. We claim that there exists a connected finite set B ⊃ A ∪ {e} such that every connected
component of C(Γ,S) \ B is infinite. To see this, let A′ ⊂ Γ be a finite connected set such that
A′ ⊃ A ∪ {e}. For any connected component C of C(Γ,S) \ A′, taking a path in C(Γ,S) from
some point in C to some point in A′, we note that the last point of this path in C must lie in A′S,
whence C∩A′S = ∅. It follows that C(Γ,S) \A′ has only finitely many connected components.
Denote by B the union of A′ and all the finite connected components of C(Γ,S) \A′. Then B is
finite, contains A∪{e}, and is connected. Furthermore, the connected components of C(Γ,S)\B
are exactly the infinite connected components of C(Γ,S) \A′, whence are all infinite.
For each t ∈ BS \ B , since the connected component of C(Γ,S) \ B containing t is infinite,
we can take a path γt in C(Γ,S) \B from t to some element in Γ \ (B({e} ∪S)2B−1). Let n ∈N
be sufficiently large so that πn is injective on B ∪ (B({e} ∪ S)2B−1)∪⋃t∈BS\B γt .
An argument similar to that in the first paragraph of the proof shows that every connected
component C of C(Γ/Γn,πn(S)) \ πn(B) has nonempty intersection with πn(BS), and hence
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g ∈ γt \ (B({e} ∪ S)2B−1). Since πn is injective on γt ∪ (B({e} ∪ S)2B−1), we have πn(g) /∈
πn(B({e} ∪ S)2B−1), equivalently, gπn(B ∪BS)∩ πn(B ∪BS) = ∅.
List all the connected components of C(Γ/Γn,πn(S)) \ πn(B) as C0,C1, . . . ,Ck . We may
assume that |C0| = min0jk |Cj |. Take g0 ∈ Γ with πn(g0) ∈ C0 and g0πn(B ∪ BS) ∩
πn(B ∪ BS) = ∅. Since B is connected, B ∪ BS is connected. Thus g0πn(B ∪ BS) is con-
nected and disjoint from πn(B). Therefore g0πn(B ∪ BS) is contained in one of the con-
nected components of C(Γ/Γn,πn(S)) \ πn(B). As πn(g0) ∈ (g0πn(B ∪ BS)) ∩ C0, we get
g0πn(B ∪BS) ⊂ C0.
Since Γ acts on C(Γ/Γn,πn(S)) by left translation, the connected components of
C(Γ/Γn,πn(S)) \ g0πn(B) are g0C0, g0C1, . . . , g0Ck .
Suppose that g0C0 ∩ πn(B) = ∅. Then g0C0 must be contained in one of the connected com-
ponents of C(Γ/Γn,πn(S)) \ πn(B). Since C0 ∩ πn(BS) = ∅, one has g0C0 ∩ g0πn(BS) = ∅.
Because g0πn(BS) ⊂ C0, we have g0C0 ∩ C0 = ∅. Therefore g0C0 ⊂ C0. Because |g0C0| = |C0|,
this implies g0C0 = C0. But this contradicts the fact that g0πn(B) ⊂ C0 but g0πn(B)∩ g0C0 = ∅.
So g0C0 ∩ πn(B) = ∅.
Since πn(B ∪ BS) is connected and disjoint from g0πn(B), it is contained in one of the
connected components of C(Γ/Γn,πn(S)) \ g0πn(B). Because g0C0 ∩ πn(B) = ∅, we get
πn(B ∪BS) ⊂ g0C0.
Suppose that k > 0. Since Ck is disjoint from C0 and g0πn(B) ⊂ C0, Ck is disjoint from
g0πn(B). Thus Ck is contained in one of the connected components of C(Γ/Γn,πn(S)) \
g0πn(B). Because Ck has nonempty intersection with πn(BS), and πn(B ∪ BS) ⊂ g0C0, we
get Ck ∪ πn(B) ⊂ g0C0. Therefore |C0| = |g0C0| > |Ck| which contradicts the fact that |C0| =
min0jk |Cj |. Thus k = 0; i.e., C(Γ/Γn,πn(S)) \ πn(B) is connected. 
Lemma 5.4. Let f ∈ RΓ be well-balanced and g ∈ RΓ . Then there exists C > 0 such that if
πn(g) = hπn(f ) for some n ∈N and h ∈R(Γ/Γn), then
max{hsΓn : sΓn ∈ Γ/Γn} − min{hsΓn : sΓn ∈ Γ/Γn} C.
Proof. Set μ = −(f − fe)/fe . Then μ is a symmetric finitely supported probability measure
on Γ . Denote by S and K the supports of μ and g respectively. Set a = mins∈S μs .
Suppose that πn(g) = hπn(f ) for some n ∈ N and h ∈ R(Γ/Γn). Denote by W the set of
sΓn ∈ Γ/Γn satisfying hsΓn = min{htΓn : tΓn ∈ Γ/Γn}. If sΓn ∈ W \KΓn, then from
0 = (πn(g))sΓn = (hπn(f ))sΓn = fe
(
hsΓn −
∑
t∈S
hst−1Γnμt
)
we conclude that stΓn ∈ W for all t ∈ S. Since S generates Γ , it follows that there exists some
smin ∈ K satisfying hsminΓn = min{htΓn : tΓn ∈ Γ/Γn}. Similarly, there exists some smax ∈ K
satisfying hsmaxΓn = max{htΓn : tΓn ∈ Γ/Γn}.
Now we show by induction on the word length |t | of t ∈ Γ with respect to S that one has
hsmintΓn  hsminΓn + |t | · ‖g‖1fea|t | for all t ∈ Γ . This is clear when |t | = 0, i.e. t = e. Suppose that
this holds for all t ∈ Γ with |t | k. Let t ∈ Γ with |t | = k + 1. Then t = t1s1 for some t1 ∈ Γ
with |t1| = k and some s1 ∈ S. Note that
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(
πn(g)
)
smint1Γn
= (hπn(f ))smint1Γn
= fe
(
hsmint1Γn − hsmint1s1Γnμs−11 −
∑
s∈S\{s1}
hsmint1sΓnμs−1
)
,
and hence
hsmintΓn = hsmint1s1Γn

(‖g‖1
fe
+ hsmint1Γn −
∑
s∈S\{s1}
hsmint1sΓnμs−1
)
/μ
s−11

(‖g‖1
fe
+ hsminΓn + k ·
‖g‖1
feak
−
∑
s∈S\{s1}
hsminΓnμs−1
)
/μ
s−11
=
(‖g‖1
fe
+ hsminΓnμs−11 + k ·
‖g‖1
feak
)
/μ
s−11
 hsminΓn + |t | ·
‖g‖1
fea|t |
.
This finishes the induction.
Set m = maxs∈K−1K |s|. Taking t = s−1minsmax in above we get
hsmaxΓn − hsminΓn 
∣∣s−1minsmax∣∣ · ‖g‖1
fea
|s−1minsmax|
 m‖g‖1
feam
.
Now we may set C = m‖g‖1
feam
. 
Lemma 5.5. Let f ∈ ZΓ be well-balanced and g ∈ ZΓ . Then πn(g) ∈ Z(Γ/Γn)πn(f ) for all
n ∈N if and only if g ∈ ZΓf .
Proof. The “if” part is obvious. Suppose that πn(g) ∈ Z(Γ/Γn)πn(f ) for all n ∈ N. For each
n ∈ N, take hn ∈ Z(Γ/Γn) such that πn(g) = hnπn(f ). By Lemma 5.4 there exists some C ∈ N
such that
max
sΓn∈Γ/Γn
(hn)sΓn − min
sΓn∈Γ/Γn
(hn)sΓn  C
for all n ∈N.
Let S be the set of all s ∈ Γ \ {e} with fs = 0. Denote by A1 the support of g. By Lemma 5.3
we can find finite subsets A2, . . . ,AC+1 of Γ and N ∈N such that for any nN and 1 j  C,
one has Aj({e}∪S) ⊂ Aj+1 and in the Cayley graph C(Γ/Γn,πn(S)) the set (Γ/Γn)\πn(Aj+1)
is connected.
Let n  N . Set aj = max{(hn)sΓn : sΓn ∈ (Γ/Γn) \ πn(Aj )} and bj = min{(hn)sΓn : sΓn ∈
(Γ/Γn) \ πn(Aj )} for all 1 j  C + 1. We shall show by induction that
aj − bj  C + 1 − j
L. Bowen, H. Li / Journal of Functional Analysis 263 (2012) 1769–1808 1787for all 1  j  C + 1. This is trivial when j = 1. Suppose that aj − bj  C + 1 − j for some
1  j  C. If aj+1 < aj , then aj+1 − bj+1 < aj − bj  C + 1 − j and hence aj+1 − bj+1 
C + 1 − (j + 1). Thus we may assume that aj+1 = aj . Denote by W the set of elements in
(Γ/Γn) \πn(Aj+1) at which hn takes the value aj+1. Let tΓn ∈ W . Since πn(g) takes value 0 at
tΓn, we have
fe
(
πn(h)
)
tΓn
=
∑
s∈S
(−fs)
(
πn(h)
)
tsΓn
.
Note that tsΓn ∈ (Γ/Γn) \ πn(Aj ) for all s ∈ S. Thus (πn(h))tsΓn  aj = aj+1 = (πn(h))tΓn for
all s ∈ S, and hence (πn(h))tΓn = (πn(h))tsΓn for all s ∈ S. Therefore, if for some s ∈ S one has
tsΓn ∈ (Γ/Γn) \ πn(Aj+1), then tsΓn ∈ W . Take t1Γn, t2Γn ∈ Γ/Γn. By our choice of Aj+1 we
have a path in (Γ/Γn) \ πn(Aj+1) connecting t1Γn and t2Γn. Therefore t1Γn ∈ W ⇔ t2Γn ∈ W ,
whence aj+1 − bj+1 = 0 C + 1 − (j + 1).
Now we have that hn is a constant function on (Γ/Γn) \ πn(AC+1). Replacing hn by the
difference of hn and a suitable constant function, we may assume that hn is 0 on (Γ/Γn) \
πn(AC+1). Then ‖hn‖∞  C.
Passing to a subsequence of {Γn}n∈N if necessary, we may assume that hn(sΓn) converges to
some integer hs as n → ∞ for every s ∈ Γ . Then hs = 0 for all s ∈ Γ \ AC+1. Thus h ∈ ZΓ .
Note that
(hf )s = lim
n→∞
(
hnπn(f )
)
sΓn
= lim
n→∞
(
πn(g)
)
sΓn
= gs
for each s ∈ Γ and hence g = hf ∈ ZΓf . This proves the “only if” part. 
We are ready to prove Theorem 5.1.
Proof of Theorem 5.1. Since Xf is compact, the set of nonempty closed subsets of Xf is a
compact space under the Hausdorff distance [12, Theorem 7.3.8]. Thus, passing to a subsequence
of {Γn}n∈N if necessary, we may assume that FixΓn(Xf ) converges to some nonempty closed
subset Y of Xf under the Hausdorff distance as n → ∞. A point x ∈ Xf is in Y exactly when
x = limn→∞ xn for some xn ∈ FixΓn(Xf ) for each n ∈ N. It follows easily that Y is a closed
subgroup of Xf . Thus, by Pontryagin duality it suffices to show that the only ϕ ∈ X̂f = ZΓ/ZΓf
vanishing on Y is 0. Let ϕ be an element of X̂f = ZΓ/ZΓf vanishing on Y . Say, ϕ = g +ZΓf
for some g ∈ ZΓ .
Let U be a small neighborhood of 0 in R/Z such that the only subgroup of R/Z con-
tained in U is {0}. Since FixΓn(Xf ) converges to Y under the Hausdorff distance, we have
〈FixΓn(Xf ),ϕ〉 ⊂ U for all sufficiently large n. Note that 〈FixΓn(Xf ),ϕ〉 is a subgroup of R/Z.
By our choice of U , we see that ϕ vanishes on FixΓn(Xf ) for all sufficiently large n. Without
loss of generality, we may assume that ϕ vanishes on FixΓn(Xf ) for all n ∈N. From Lemmas 5.2
and 5.5 we get g ∈ ZΓf and hence ϕ = 0 as desired. 
6. Sofic entropy
The purpose of this section is to review sofic entropy theory. To be precise, we use Definitions
2.2 and 3.3 of [26] to define entropy. So let Γ act by homeomorphisms on a compact metrizable
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sequence of finite-index normal subgroups of Γ such that
⋂
n∈N
⋃
in Γi = {e}.
Let ρ be a continuous pseudo-metric on X. For n ∈N, define, on the space Map(Γ/Γn,X) of
all maps from Γ/Γn to X the pseudo-metrics
ρ2(φ,ψ) :=
(
[Γ : Γn]−1
∑
sΓn∈Γ/Γn
ρ
(
φ(sΓn),ψ(sΓn)
)2)1/2
,
ρ∞(φ,ψ) := sup
sΓn∈Γ/Γn
ρ
(
φ(sΓn),ψ(sΓn)
)
.
Definition 6.1. Let W ⊂ Γ be finite and nonempty and δ > 0. Define Map(W, δ,Γn) to be the
set of all maps φ : Γ/Γn → X such that ρ2(φ ◦ s, s ◦ φ) δ for all s ∈ W .
Given a finite set L in the space C(X) of continuous R-valued functions on X, let
Mapλ(W,L, δ,Γn) ⊂ Map(W, δ,Γn) be the subset of maps φ : Γ/Γn → X such that |φ∗Un(p)−
λ(p)| δ for all p ∈ L, where Un denotes the uniform probability measure on Γ/Γn.
Definition 6.2. Let (Z,ρZ) be a pseudo-metric space. A set Y ⊂ Z is (ρZ, )-separated if
ρZ(y1, y2) >  for every y1 = y2 ∈ Y . If ρZ is understood, then we simply say that Y is -
separated. Let N(Z,ρZ) denote the largest cardinality of a (ρZ, )-separated subset of Z.
Define
hΣ,2(ρ) := sup
>0
inf
W⊂Γ infδ>0 lim supn→∞
[Γ : Γn]−1 logN
(
Map(W, δ,Γn), ρ2
)
,
hΣ,λ,2(ρ) := sup
>0
inf
W⊂Γ infL⊂C(X) infδ>0 lim supn→∞
[Γ : Γn]−1 logN
(
Mapλ(W,L, δ,Γn), ρ2
)
.
Similarly, define hΣ,∞(ρ) and hΣ,λ,∞(ρ) by replacing ρ2 with ρ∞ in the formulae above.
The pseudo-metric ρ is said to be dynamically generating if for any x, y ∈ X with x = y,
ρ(sx, sy) > 0 for some s ∈ Γ . The measure-theoretic sofic entropy hΣ,λ(X,Γ ) and the topolog-
ical sofic entropy hΣ(X,Γ ) with respect to Σ were defined in [7,25].
Theorem 6.3. (See [26, Propositions 2.4 and 3.4].) If ρ is any dynamically generating continuous
pseudo-metric on X then
hΣ,λ(X,Γ ) = hΣ,λ,2(ρ) = hΣ,λ,∞(ρ),
hΣ(X,Γ ) = hΣ,2(ρ) = hΣ,∞(ρ).
7. Entropy of the harmonic model
In this section we prove Theorem 1.3. Throughout this section we let Γ be a countably
infinite group, Σ = {Γn}∞n=1 be a sequence of finite-index normal subgroups of Γ satisfying⋂∞ ⋃
Γi = {e}, and f ∈ ZΓ be well-balanced.n=1 in
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Note that FixΓn(Xf ) ⊂ Xf is a closed Γ -invariant subgroup. Let λn be its Haar probability
measure.
Lemma 7.1. The measure λn converges in the weak* topology to the Haar probability measure
λ on Xf as n → ∞.
Proof. For x ∈ Xf , let Ax : Xf → Xf be the addition map Ax(y) = x + y. Each Ax in-
duces a map (Ax)∗ on the space M(Xf ) of all Borel probability measures on Xf . The map
Xf ×M(Xf ) → M(Xf ) defined by (x,μ) → (Ax)∗μ is continuous (with respect to the weak*
topology on M(Xf )).
Choose an increasing sequence {ni} of natural numbers so that limi→∞ λni = λ∞ ∈ M(Xf )
exists (this is possible by the Banach–Alaoglu Theorem). By the above if xi ∈ FixΓni (Xf ) and
limi→∞ xi = x then
lim
i→∞(Axi )∗λni = (Ax)∗λ∞.
Since λni is the Haar probability measure on FixΓni (Xf ), (Axi )∗λni = λni , so the above implies
(Ax)∗λ∞ = λ∞. Because FixΓni (Xf ) converges in the Hausdorff topology to Xf by Theo-
rem 5.1, we have that (Ax)∗λ∞ = λ∞ for every x ∈ Xf which, by uniqueness of the Haar
probability measure, implies that λ∞ = λ as required. 
Definition 7.2. For t ∈ R/Z let t ′ ∈ [−1/2,1/2) be such that t ′ + Z = t and define |t | := |t ′|.
Similarly, for x ∈ (R/Z)Γ , let x′ ∈ RΓ be the unique element satisfying x′s ∈ [−1/2,1/2) and
x′s +Z= xs for all s ∈ Γ . Define ‖x‖∞ = ‖x′‖∞. Let ρ be the continuous pseudo-metric on Xf
defined by ρ(x, y) = |(x − y)′e|. It is easy to check that ρ is dynamically generating.
For x ∈ FixΓn(Xf ), let φx : Γ/Γn → Xf be the map defined by φx(sΓn) = sx for all s ∈ Γ .
Let W ⊂ Γ,L ⊂ C(Xf ) be non-empty finite sets and δ > 0. Note that φx ∈ Map(W, δ,Γn)
for all x ∈ FixΓn(Xf ). Let BAD(W,L, δ,Γn) be the set of all x ∈ FixΓn(Xf ) such that φx /∈
Mapλ(W,L, δ,Γn). Because φx ◦ s = s ◦ φx for every s ∈ Γ , φx /∈ Mapλ(W,L, δ,Γn) if and
only if there exists p ∈ L such that∣∣(φx)∗Un(p)− λ(p)∣∣> δ.
Lemma 7.3. Assume that Γ is not virtually Z or Z2. Then
lim
n→∞λn
(
BAD(W,L, δ,Γn)
)= 0.
Proof. The proof is similar to the proof of [8, Theorem 3.1]. Let n ∈N. For each σ ∈ {−1,0,1}L,
let BADσ (W,L, δ,Γn) be the set of all x ∈ BAD(W,L, δ,Γn) such that for every p ∈ L, if
σ(p) = 0 then
σ(p)
[
(φx)∗Un(p)− λ(p)
]= σ(p)[−λ(p)+ [Γ : Γn]−1 ∑ p(sx)]> δ
sΓn∈Γ/Γn
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BADσ (W,L, δ,Γn) is Γ -invariant. Moreover, {BADσ (W,L, δ,Γn): σ ∈ {−1,0,1}L} is a parti-
tion of BAD(W,L, δ,Γn).
Let tn,σ = λn(BADσ (W,L, δ,Γn)) and tn,G = 1 − λn(BAD(W,L, δ,Γn)). So tn,G +∑
σ tn,σ = 1. For each σ ∈ {−1,0,1}L, define a Borel probability measure λn,σ on Xf by
λn,σ (E) = λn
(
E ∩ BADσ (W,L, δ,Γn)
)
t−1n,σ , for all Borel E ⊂ Xf
if tn,σ = 0. Otherwise, define λn,σ arbitrarily. Let λn,G be the Borel probability measure on
FixΓn(Xf ) defined by
λn,G(E) = λn
(
E \ BAD(W,L, δ,Γn)
)
t−1n,G, ∀ Borel E ⊂ Xf
if tn,G = 0. Otherwise, define λn,G arbitrarily. Observe that
λn = tn,Gλn,G +
∑
σ
tn,σ λn,σ .
Because the space of Borel probability measures on Xf is weak* sequentially compact (by the
Banach–Alaoglu Theorem), there is a subsequence {ni}∞i=1 such that
• λni,G converges in the weak* topology as i → ∞ to a Borel probability measure λ∞,G on
Xf ,
• each λni,σ converges in the weak* topology as i → ∞ to a Borel probability measure λ∞,σ
on Xf ,
• the limits limi→∞ tni ,G = t∞,G and limi→∞ tni ,σ = t∞,σ exist for all σ .
By the previous lemma, λn converges to λ as n → ∞. Therefore,
λ = t∞,Gλ∞,G +
∑
σ
t∞,σ λ∞,σ .
Because weak* convergence preserves invariance, λ∞,G and each of λ∞,σ are Γ -invariant Borel
probability measures on Xf . Because λ is ergodic by Theorem 4.1, this implies that for each
σ ∈ {−1,0,1}L with t∞,σ = 0, λ∞,σ = λ. However, for any p ∈ L with σ(p) = 0,
σ(p)
(
λ∞,σ (p)− λ(p)
)= lim
i→∞σ(p)
(
λni,σ (p)− λ(p)
)
 δ.
This contradiction implies t∞,σ = 0 for all σ ∈ {−1,0,1}L (if σ is constantly 0, then
BADσ (W,L, δ,Γn) is empty so t∞,σ = 0). Thus limn→∞ tn,σ = 0 for all σ which, since
λn
(
BAD(W,L, δ,Γn)
)=∑
σ
λn
(
BADσ (W,L, δ,Γn)
)=∑
σ
tn,σ ,
implies the lemma. 
Lemma 7.4. Let x ∈ ∞(Γ ) and suppose xf = 0. Suppose also that for some finite-index sub-
group Γ ′ <Γ , sx = x for all s ∈ Γ ′. Then x is constant.
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mins∈Γ xs . Because xf = 0 and f is well-balanced this implies that xs0t = xs0 for every t in the
support of f . By induction, xs0t = xs0 for every t in the semi-group generated by the support
of f . By hypothesis, this semi-group is all of Γ . 
Lemma 7.5. There is a number C > 0 such that if x ∈ FixΓn(Xf ) for some n ∈ N satisfies
‖x‖∞ <C then x is constant.
Proof. Let x′ be as in Definition 7.2. Because f has finite support, there is some number
C > 0 such that if ‖x′‖∞ = ‖x‖∞ < C then ‖x′f ‖∞ < 1. Since x ∈ Xf , x′f ∈ ∞(Γ,Z). So
‖x′f ‖∞ < 1 implies x′f = 0. Because x′ is fixed by a finite-index subgroup the previous lemma
implies x′ is constant and hence x is constant. 
Lemma 7.6. Assume that Γ is not virtually Z or Z2. Then
hΣ,λ(Xf ,Γ ) lim sup
n→∞
[Γ : Γn]−1 log
∣∣FixΓn(Xf )∣∣.
Proof. Let W ⊂ Γ,L ⊂ C(Xf ) be non-empty finite sets and δ > 0. Let us identify R/Z with the
constant functions (on Γ ) in Xf . It follows easily from Lemma 7.5 that the connected component
of FixΓn(Xf ) containing the identity element is exactly R/Z.
Choose a maximal set Yn ⊂ FixΓn(Xf ) such that Yn ∩ BAD(W,L, δ,Γn) = ∅ and for each
x ∈ Yn and t ∈R/Z with t = 0, x + t /∈ Yn. By Lemma 7.3, limn→∞ |Yn|−1|FixΓn(Xf )| = 1. Let
C > 0 be the constant in Lemma 7.5. By Lemma 7.5 if x = y ∈ Yn then ‖x − y‖∞  C which
implies ρ∞(φx,φy) C.
Therefore, if 0 <  < C then {φy : y ∈ Yn} is -separated with respect to ρ∞ which implies
N
(
Mapλ(W,L, δ,Γn), ρ∞
)
 |Yn|.
Because limn→∞ |Yn|−1|FixΓn(Xf )| = 1, this implies
lim sup
n→∞
[Γ : Γn]−1 log
∣∣FixΓn(Xf )∣∣ hΣ,λ(Xf ,Γ ). 
Lemma 7.7. Assume that Γ is amenable. Then
hΣ,λ(Xf ,Γ ) lim sup
n→∞
[Γ : Γn]−1 log
∣∣FixΓn(Xf )∣∣.
Proof. The argument in the proof of Lemma 7.6 shows that
hΣ(Xf ,Γ ) lim sup
n→∞
[Γ : Γn]−1 log
∣∣FixΓn(Xf )∣∣.
Note that hΣ,λ(Xf ,Γ ) coincides with the classical measure-theoretic entropy hλ(Xf ,Γ ) [9,
Theorem 1.2], [26, Theorem 6.7], and hΣ(Xf ,Γ ) coincides with the classical topological en-
tropy h(Xf ,Γ ) [26, Theorem 5.3]. Since Γ acts on Xf by continuous group automorphism and
λ is the Haar probability measure of Xf , one has hλ(Xf ,Γ ) = h(Xf ,Γ ) [4,15]. Therefore
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 lim sup
n→∞
[Γ : Γn]−1 log
∣∣FixΓn(Xf )∣∣. 
Lemma 7.8. We have
hΣ,λ(Xf ,Γ ) lim sup
n→∞
[Γ : Γn]−1 log
∣∣FixΓn(Xf )∣∣.
Proof. If Γ has a finite-index normal subgroup isomorphic to Z or Z2, then Γ is amenable [2,
Theorem G.2.1 and Proposition G.2.2]. Thus the assertion follows from Lemmas 7.6 and 7.7. 
7.2. The upper bound
Let Un be the uniform probability measure on Γ/Γn. For x, y ∈ RΓ/Γn , let 〈x, y〉U be the
inner product with respect to Un and ‖x‖p,U := ([Γ : Γn]−1 ∑sΓn∈Γ/Γn |xsΓn |p)1/p for p  1.
For x ∈ (R/Z)Γ/Γn , let x′ be as in Definition 7.2. Let |x| = |x′| and ‖x‖p,U = ‖x′‖p,U for
p  1. We will use 〈· , ·〉 and ‖ · ‖p to denote the inner product and p-norm with respect to the
counting measure.
Lemma 7.9. For any x ∈ (R/Z)Γ/Γn ,
‖x‖22,U  ‖x‖1,U  ‖x‖2,U  1/2.
Proof. This first inequality is immediate from ‖x‖∞  1/2. Note
‖x‖21 =
∑
sΓn∈Γ/Γn
∑
tΓn∈Γ/Γn
|xsΓn ||xtΓn | =
∑
sΓn∈Γ/Γn
∑
tΓn∈Γ/Γn
|xsΓn ||xtsΓn |
=
∑
tΓn∈Γ/Γn
〈|x|, |x ◦ tΓn|〉.
By the Cauchy–Schwarz inequality, for any t ∈ Γ ,〈|x|, |x ◦ tΓn|〉 ‖x‖2‖x ◦ tΓn‖2 = ‖x‖22.
Hence
‖x‖21  [Γ : Γn]‖x‖22.
Since ‖x‖1,U = [Γ : Γn]−1‖x‖1 and ‖x‖22,U = [Γ : Γn]−1‖x‖22, this implies the second inequal-
ity. The last one follows from ‖x‖2,U  ‖x‖∞  1/2. 
Recall from Section 2 that for a countable group Γ ′ and g ∈RΓ ′, if g is positive in NΓ ′, then
we have the spectral measure of g on [0,‖Rg‖] ⊂ [0,‖g‖1] determined by (1). For each n ∈ N
we denote by πn the natural algebra homomorphism RΓ →R(Γ/Γn).
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in N(Γ/Γn) for all n ∈ N. For each n ∈ N and η > 0 denote by Bn,η the set of x ∈ R(Γ/Γn)
satisfying ‖xπn(g)‖2,U  η and ‖Pn(x)‖2,U  1, where Pn denotes the orthogonal projection
from 2(Γ/Γn,C) onto kerπn(g). For each n ∈ N denote by μn the spectral measure of πn(g)
on [0,‖g‖1]. Let ζ > 1, 1 > ε > 0, and 1/2 > κ > 0. Then there exists η > 0 such that when
n ∈N is large enough, one has
Nε
(
Bn,η,‖ · ‖2,U
)
< ζ [Γ :Γn] exp
(
−[Γ : Γn]
κ∫
0+
log t dμn(t)
)
where Nε(·, ·) is as in Definition 6.2.
Proof. Since πn(g) is positive in N(Γ/Γn), one has (πn(g))∗ = πn(g).
Let Yn be a maximal (‖ · ‖2,U , ε/6)-separated subset of the closed unit ball of kerπn(g) under
‖ · ‖2,U . Then the open ε/12-balls centered at y under ‖ · ‖2,U for all y ∈ Yn are pairwise disjoint,
and their union is contained in the open 2-ball of kerπn(g) under ‖·‖2,U . Comparing the volumes
we obtain |Yn| (24/ε)dimR kerπn(g).
For each n ∈ N denote by Vn,κ the linear span of the eigenvectors of πn(g) in 2(Γ/Γn,C)
with eigenvalue no bigger than κ . Note that Vn,0 = kerπn(g). Since ker(g∗g) = ker(g) = 0,
by a result of Lück [36, Theorem 2.3] (it was assumed in [36] that Γn ⊃ Γn+1 for all
n ∈ N; but the argument there holds in general), one has limn→∞[Γ : Γn]−1 dimC kerπn(g) =
limn→∞[Γ : Γn]−1 dimC kerπn(g∗g) = 0. It follows that |Yn|  ζ [Γ :Γn] when n is large
enough.
Denote by Pn,κ the orthogonal projection of 2(Γ/Γn,C) onto Vn,κ . Set η = min(ε/24,
κε/12). Note that for each x ∈R(Γ/Γn) one has∥∥xπn(g)∥∥22,U = ∥∥(Pn,κ(x))πn(g)∥∥22,U + ∥∥(x − Pn,κ(x))πn(g)∥∥22,U  κ2∥∥x − Pn,κ(x)∥∥22,U .
Thus ‖x − Pn,κ(x)‖2,U  η/κ  ε/12 for every x ∈ Bn,η . Then every two points in
(Id − Pn,κ)(Bn,η) have ‖ · ‖2,U -distance at most ε/6. Let Xn be a one-point subset of
(Id − Pn,κ)(Bn,η). Then Xn is a maximal (ε/6)-separated subset of (Id − Pn,κ)(Bn,η) under
‖ · ‖2,U .
Denote by En,κ the ordered set of all eigenvalues of πn(g) in (0, κ] listed with multiplicity. Let
Zn be a maximal (ε/6)-separated subset of (Pn,κ − Pn,0)(Bn,η) under ‖ · ‖2,U . For each z ∈ Zn
denote by Bz the open ball centered at z with radius ε/12 under ‖·‖2,U . Note that ‖xπn(g)‖2,U 
κ‖x‖2,U for all x ∈ Vn,κ  Vn,0. Thus every element in (⋃z∈Zn Bz)πn(g) has ‖ · ‖2,U -norm at
most η + κε/12. The volume of (⋃z∈Zn Bz)πn(g) is det(πn(g)|Vn,κVn,0) = ∏t∈En,κ t times the
volume of
⋃
z∈Zn Bz. It follows that
|Zn|
∏
t∈En,κ
t 
(
η + κε/12
ε/12
)dimR(Vn,κVn,0)
=
(
12η + κε
ε
)dimR(Vn,κVn,0)
 1.
Note that for every t ∈ [0,‖g‖1], the measure μn({t}) is exactly [Γ : Γn]−1 times the multi-
plicity of t as an eigenvalue of πn(g). When n ∈N is sufficiently large, we have
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(
Bn,η,‖ · ‖2,U
)
 |Xn| · |Yn| · |Zn| ζ [Γ :Γn]
∏
t∈En,κ
t−1
= ζ [Γ :Γn] exp
(
−[Γ : Γn]
κ∫
0+
log t dμn(t)
)
as desired. 
Lemma 7.11. Let g ∈ RΓ be such that g is positive in NΓ , and πn(g) is positive in N(Γ/Γn)
for all n ∈N. Denote by μ the spectral measure of g on [0,‖g‖1]. For each n ∈N denote by μn
the spectral measure of πn(g) on [0,‖g‖1]. Let min(1,‖g‖1) > κ > 0. Then
lim sup
n→∞
‖g‖1∫
κ+
log t dμn(t)
‖g‖1∫
κ+
log t dμ(t).
Proof. It suffices to show
lim sup
n→∞
‖g‖1∫
κ+
log t dμn(t) η
(
1 + ‖g‖1
)+ ‖g‖1∫
κ+
log t dμ(t)
for every η > 0. Let η > 0.
For each sufficiently large k ∈ N define a real-valued continuous function qk on [0,‖g‖1] to
be 0 on [0, κ], log t at t ∈ [κ+1/k,‖g‖1], and linear on [κ, κ+1/k]. By the Lebesgue dominated
convergence theorem one has
∫ ‖g‖1
κ+ qk(t) dμ(t) →
∫ ‖g‖1
κ+ log t dμ(t) as k → ∞. Fix k ∈ N with∫ ‖g‖1
κ+ qk(t) dμ(t) 
∫ ‖g‖1
κ+ log t dμ(t) + η, and take a real-coefficients polynomial p such that
qk + η p  qk on [0,‖g‖1]. Then p(t) qk(t) log t for all t ∈ (0,‖g‖1], and
trNΓ
(
p(g)
) (1)= ‖g‖1∫
0
p(t) dμ(t) η‖g‖1 +
‖g‖1∫
0
qk(t) dμ(t)
= η‖g‖1 +
‖g‖1∫
κ+
qk(t) dμ(t)
 η
(
1 + ‖g‖1
)+ ‖g‖1∫
κ+
log t dμ(t).
When n ∈ N is large enough, one has trN(Γ /Γn)(p(πn(g))) = trNΓ (p(g)) [36, Lemma 2.6],
whence
trNΓ
(
p(g)
)= trN(Γ /Γn)(p(πn(g))) (1)=
‖g‖1∫
p(t) dμn(t)
‖g‖1∫
p(t) dμn(t)
‖g‖1∫
log t dμn(t).
0 κ+ κ+
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lim sup
n→∞
‖g‖1∫
κ+
log t dμn(t) trNΓ
(
p(g)
)
 η
(
1 + ‖g‖1
)+ ‖g‖1∫
κ+
log t dμ(t)
as desired. 
Lemma 7.12. We have
hΣ(Xf ,Γ ) log detNΓ f.
Proof. Let ρ be the pseudo-metric on Xf defined as in Definition 7.2. Let ζ > 1 and 1/2 >
κ > 0. Let 1 > ε > 0. Denote by W the support of f . An argument similar to that in the
proof of Lemma 7.4 shows that the kernel of f on 2(Γ,C) is {0}. Note that f  0 in NΓ
and πn(f ) 0 in N(Γ/Γn) for all n ∈N. Take η > 0 in Lemma 7.10 for g = f . Take δ > 0 such
that 2‖f ‖1/22 |W |1/4δ1/2 < η.
For φ ∈ Map(W, δ,Γn) define yφ ∈ (R/Z)Γ/Γn by yφ(sΓn) = φ(s−1Γn)e . Note that∥∥yφπn(f )∥∥22,U
= [Γ : Γn]−1
∑
sΓn∈Γ/Γn
∣∣∣∣∑
t∈W
yφ(stΓn)f
(
t−1
)∣∣∣∣2
= [Γ : Γn]−1
∑
sΓn∈Γ/Γn
∣∣∣∣∑
t∈W
φ
(
t−1s−1Γn
)
e
f
(
t−1
)∣∣∣∣2
= [Γ : Γn]−1
∑
sΓn∈Γ/Γn
∣∣∣∣∑
t∈W
(
φ
(
t−1s−1Γn
)
e
− [t−1φ(s−1Γn)]e + [t−1φ(s−1Γn)]e)f (t−1)∣∣∣∣2
= [Γ : Γn]−1
∑
sΓn∈Γ/Γn
∣∣∣∣∑
t∈W
(
φ
(
t−1s−1Γn
)
e
− [t−1φ(s−1Γn)]e)f (t−1)∣∣∣∣2
 [Γ : Γn]−1
∑
sΓn∈Γ/Γn
(∑
t∈W
∣∣φ(t−1s−1Γn)e − [t−1φ(s−1Γn)]e∣∣2)‖f ‖22
= ‖f ‖22
∑
t∈W
ρ2
(
φ ◦ t−1, t−1 ◦ φ)2
 ‖f ‖22|W |δ2,
where the fourth equality follows from∑
t∈W
[
t−1φ
(
s−1Γn
)]
e
f
(
t−1
)= ∑
t∈W
[
φ
(
s−1Γn
)]
t
f
(
t−1
)= [φ(s−1Γn)f ]e = 0
for all s ∈ Γ .
1796 L. Bowen, H. Li / Journal of Functional Analysis 263 (2012) 1769–1808For each φ ∈ Map(W, δ,Γn) take y˜φ ∈ [−1/2,1/2)Γ/Γn such that y˜φ + ZΓ/Γn = yφ . Then
there exists zφ ∈ ZΓ/Γn such that y˜φπn(f )− zφ ∈ [−1/2,1/2)Γ/Γn which implies∥∥y˜φπn(f )− zφ∥∥2,U = ∥∥yφπn(f )∥∥2,U  ‖f ‖2|W |1/2δ.
Let Sn :RΓ/Γn →R be the sum function: Sn(y) =∑sΓn∈Γ/Γn ysΓn . Note that∣∣Sn(y˜φπn(f )− zφ)∣∣ ∥∥yφπn(f )∥∥1  (1/2)[Γ : Γn].
Note that Sn(yπn(f )) = 0 for every y ∈RΓ/Γn . In particular, Sn(y˜φπn(f )− zφ) = −Sn(zφ) ∈ Z.
So there exists z′φ ∈ {−1,0,1}Γ/Γn such that Sn(y˜φπn(f ) − zφ − z′φ) = 0 and ‖z′φ‖1 ‖yφπn(f )‖1. So by Lemma 7.9∥∥y˜φπn(f )− zφ − z′φ∥∥2,U  ∥∥y˜φπn(f )− zφ∥∥2,U + ∥∥z′φ∥∥2,U

∥∥y˜φπn(f )− zφ∥∥2,U + ∥∥z′φ∥∥1/21,U

∥∥yφπn(f )∥∥2,U + ∥∥yφπn(f )∥∥1/22,U

(
1 + 2−1/2)∥∥yφπn(f )∥∥1/22,U
 2‖f ‖1/22 |W |1/4δ1/2 < η.
Note that kerπn(f ) is the constants in 2(Γ/Γn,C). Denote by 20(Γ/Γn,C) the orthog-
onal complement of the constants in 2(Γ/Γn,C), and set 20(Γ/Γn,R) = 2(Γ/Γn,R) ∩
20(Γ/Γn,C). Note that y ∈ RΓ/Γn is in 20(Γ/Γn,R) exactly when Sn(y) = 0. The oper-
ator πn(f ) is invertible as an operator from 20(Γ/Γn,C) to itself. Since πn(f ) preserves
2(Γ/Γn,R), it is also invertible from 20(Γ/Γn,R) to itself. Therefore there exists x˜φ ∈
20(Γ/Γn,R) such that x˜φπn(f ) = zφ + z′φ . Let Pn and Bn,η be as in Lemma 7.10 for g = f .
Then ∥∥(y˜φ − x˜φ)πn(f )∥∥2,U = ∥∥y˜φπn(f )− zφ − z′φ∥∥2,U < η.
Note that ‖Pn(y˜φ − x˜φ)‖2,U = ‖Pn(y˜φ)‖2,U  ‖y˜φ‖2,U  1/2. Therefore y˜φ − x˜φ ∈ Bn,η .
Let Φn be a (ρ2,2ε)-separated subset of Map(W, δ,Γn) with |Φn| = N2ε(Map(W, δ,Γn), ρ2).
Let φ ∈ Φn. Denote by Bφ the set of all ψ ∈ Φn satisfying ‖(y˜φ − x˜φ)− (y˜ψ − x˜ψ )‖2,U < ε.
Denote Z(Γ/Γn) ∩ 20(Γ/Γn,R) by Z0(Γ/Γn). We claim that the map Bφ → Z0(Γ/Γn)/
Z0(Γ/Γn)πn(f ) sending ψ to zψ + z′ψ +Z0(Γ/Γn)πn(f ) is injective. Let ψ,ϕ ∈ Bφ . Then∥∥(y˜ψ − x˜ψ )− (y˜ϕ − x˜ϕ)∥∥2,U < 2ε.
Suppose that zψ + z′ψ + Z0(Γ/Γn)πn(f ) = zϕ + z′ϕ + Z0(Γ/Γn)πn(f ). Then x˜ψπn(f ) =
x˜ϕπn(f )+wπn(f ) for some w ∈ Z0(Γ/Γn). Since the right multiplication by πn(f ) is injective
on 20(Γ/Γn,R), we get x˜ψ = x˜ϕ +w, which implies that
ρ2(ψ,ϕ) = ‖yψ − yϕ‖2,U 
∥∥(y˜ψ − x˜ψ )− (y˜ϕ − x˜ϕ)∥∥2,U < 2ε,
and thus ψ = ϕ. This proves our claim.
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Z0(Γ/Γn). So any basis of Z0(Γ/Γn) as a free abelian group is also a basis for 20(Γ/Γn,R) as
an R-vector space. Thus by Lemma 3.4 one has∣∣Z0(Γ/Γn)/Z0(Γ/Γn)πn(f )∣∣= ∣∣det(πn(f )∣∣20(Γ /Γn,R))∣∣.
Therefore
|Bφ |
∣∣det(πn(f )∣∣20(Γ /Γn,R))∣∣.
Now we have
|Φn|Nε
(
Bn,η,‖ · ‖2,U
)
max
φ∈Φn
|Bφ |Nε
(
Bn,η,‖ · ‖2,U
)∣∣det(πn(f )∣∣20(Γ /Γn,R))∣∣.
Let μ and μn be as in Lemma 7.11 for g = f . When n ∈N is large enough, by Lemma 7.10 we
have
Nε
(
Bn,η,‖ · ‖2,U
)
< ζ [Γ :Γn] exp
(
−[Γ : Γn]
κ∫
0+
log t dμn(t)
)
,
whence
N2ε
(
Map(W, δ,Γn), ρ2
)= |Φn|
 ζ [Γ :Γn] exp
(
−[Γ : Γn]
κ∫
0+
log t dμn(t)
)∣∣det(πn(f )∣∣20(Γ /Γn,R))∣∣
= ζ [Γ :Γn] exp
(
[Γ : Γn]
‖f ‖1∫
κ+
log t dμn(t)
)
.
It follows that
lim sup
n→∞
1
[Γ : Γn] logN2ε
(
Map(W, δ,Γn), ρ
)
 log ζ + lim sup
n→∞
‖f ‖1∫
κ+
log t dμn(t)
 log ζ +
‖f ‖1∫
κ+
log t dμ(t),
where the second inequality comes from Lemma 7.11. Therefore
hΣ(Xf ,Γ ) log ζ +
‖f ‖1∫
log t dμ(t).
κ+
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hΣ(Xf ,Γ )
‖f ‖1∫
0+
log t dμ(t) (2)= log detNΓ f. 
We are ready to prove Theorem 1.3.
Proof of Theorem 1.3. From Lemmas 7.8 and 7.12 and Theorem 3.1 we obtain
hΣ(Xf ,Γ ) log detNΓ f = lim
n→∞[Γ : Γn]
−1 log
∣∣FixΓn(Xf )∣∣ hΣ,λ(Xf ,Γ ).
It follows immediately from Theorem 6.3 that hΣ(Xf ,Γ ) hΣ,λ(Xf ,Γ ). 
8. Entropy of the Wired Spanning Forest
The purpose of this section is to prove Theorem 1.6. To begin, let us set notation. Recall that
Σ = {Γn}∞n=1 a sequence of finite-index normal subgroups of Γ satisfying
⋂∞
n=1
⋃
in Γi = {e}.
All graphs in this paper are allowed to have multiple edges and loops. Let f ∈ ZΓ be well-
balanced. The Cayley graph C(Γ,f ) has vertex set Γ . For each v ∈ Γ and s = e, there are |fs |
edges from v to vs. Similarly, we let Cfn = C(Γ/Γn,f ) be the graph with vertex set Γ/Γn such
that for each gΓn ∈ Γ/Γn and s ∈ Γ there are |fs | edges from gΓn to gsΓn. For the sake of
convenience we let E = E(Γ,f ) denote the edge set of C(Γ,f ) and En = Efn denote the edge
set of Cfn . Recall the definition of S and S∗ from Notation 1.5.
Let πn : Γ → Γ/Γn denote the quotient map. We also denote by πn the induced map from
RΓ to RΓ/Γn as well as the map from E(Γ,f ) (the edge set of C(Γ,f )) to Efn (the edge set
of Cfn ).
8.1. The lower bound
If H⊂ Cfn is a subgraph then its lift H˜⊂ C(Γ,f ) is the subgraph which contains an edge gs
(for g ∈ Γ , s ∈ S∗) if and only if H contains πn(gs). Let 2E be the set of all spanning subgraphs
of C(Γ,f ) and let 2En be the set of all spanning subgraphs of Cfn . Let νn be the probability
measure on 2En which is uniformly distributed on the collection of spanning trees of Cfn . Let ν˜n
be its lift to 2E . To be precise, ν˜n is uniformly distributed on the set of lifts T˜ of spanning trees
T ∈ 2En .
Lemma 8.1. ν˜n converges in the weak* topology to νWSF as n tends to infinity.
Remark 8.2. This lemma is a special case of [1, Proposition 7.1]. It is also contained in [5,
Theorem 4.3]. However, there is an error in the proof of [5, Theorem 4.3] (namely, the fact that
subspaces Si increase to l2−(Γ ) does not logically imply that PSi () converges to  in the strong
operator topology). For the reader’s convenience we provide another proof based on a negative
correlations result of Feder and Mihail.
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creasing if x ⊂ y and x ∈A implies y ∈A. We say that A ignores an edge e if x \ {e} = y \ {e}
and x ∈A implies y ∈A.
Lemma 8.3. If A is increasing, A ignores some edge e, e is not a loop and T denotes the uniform
spanning tree on G then
P(T ∈A) P(T ∈A | e ∈ T ) = P(T ∈A, e ∈ T )
P(e ∈ T )
where P(·) denotes probability. Equivalently, P(T ∈ A)  P(T ∈ A | e /∈ T ) whenever this is
well-defined (i.e., whenever P(e /∈ T ) > 0, or equivalently, whenever G \ {e} is connected).
Proof. This result is due to Feder and Mihail [19]. The first statement is reproduced in [3, The-
orem 4.4]. To see that the second inequality is equivalent to the first observe that
P(T ∈A | e /∈ T ) = P(T ∈A, e /∈ T )
P(e /∈ T ) =
P(T ∈A)− P(T ∈A, e ∈ T )
1 − P(e ∈ T ) .
By multiplying denominators, we see that P(T ∈A) P(T ∈A | e /∈ T ) if and only if
P(T ∈A)− P(T ∈A, e ∈ T ) P(T ∈A)− P(T ∈A)P(e ∈ T )
which simplifies to P(T ∈A) P(T ∈A,e∈T )P(e∈T ) . 
Proof of Lemma 8.1. For n  0, let B(n) denote the ball of radius n centered at the identity
element in C(Γ,f ). For each n, choose a non-negative integer in so that the following hold.
(1) limn→∞ in = ∞.
(2) The quotient map πn restricted to B(in) is injective but not surjective. Moreover, if v,w are
vertices in B(in) then the number of edges in Cfn from vΓn to wΓn equals the number of
edges in B(in) from v to w.
Because
⋂∞
n=1
⋃
in Γi = {e}, it is possible to find such a sequence.
Let Cwn denote the graph C
f
n with all the vertices outside of B(in)Γn contracted together. To
be precise, Cwn has vertex set B(in)Γn ∪ {∗}. Every edge in Cfn with endpoints in B(in)Γn is
also in Cwn . For every edge in C
f
n with one endpoint v in B(in)Γn and the other endpoint not in
B(in)Γn, there is an edge in Cwn from v to ∗.
Similarly, let Dwn denote the graph C(Γ,S) with all the vertices outside of B(in) contracted
together. By the choice of in, Dwn is isomorphic to Cwn . Let ν
C,w
n be the law of the uniform
spanning tree on Cwn , ν
D,w
n be the law of the uniform spanning tree on Dwn and νn be the law of
the uniform spanning tree on Cfn .
Let A⊂ 2E be an increasing set which depends on only a finite number of edges (i.e., there
is a finite subset F ⊂ E such that if x, y ∈ 2E and x ∩ F = y ∩ F then x ∈ A ⇔ y ∈ A). If n
is sufficiently large, then F ⊂ B(in). So we define An ⊂ 2En by: x ∈ An ⇔ ∃y ∈ A such that
πn(y ∩ F) = x ∩ πn(F ). By abuse of notation, we also consider An to be a subset of the set of
edges of Cwn .
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f
n by adding some edges and contracting some edges, re-
peated applications of the previous lemma imply νC,wn (An) νn(An). By definition, νC,wn (An) =
ν
D,w
n (A) and νn(An) = ν˜n(A). Thus,
νD,wn (A) ν˜n(A).
Let E(in) denote the set of edges in the ball B(in). We consider 2E(in), the set of all subsets of
E(in), to be included in 2E , the set of all subsets of E, in the obvious way. By definition of the
Wired Spanning Forest, the projection of νD,wn to 2E(in) ⊂ 2E converges to νWSF in the weak*
topology. So if ν˜∞ is a weak* limit point of {ν˜n}∞n=1 then we have
νWSF(A) ν˜∞(A)
for every increasing A⊂ 2E which depends on only a finite number of edges. This means that,
for any finite subset F ⊂ E, the projection of νWSF to 2F , denoted νWSF|2F , is stochastically
dominated by ν˜∞|2F . By Strassen’s theorem [47], there exists a probability measure JF on{
(x, y) ∈ 2F × 2F : x ⊂ y}
with marginals νWSF|2F and ν˜∞|2F respectively. By taking a weak* limit point of {JF }F⊂E as
F increases to E, we obtain the existence of a Borel probability measure J on{
(x, y) ∈ 2E × 2E : x ⊂ y}
with marginals νWSF and ν˜∞ respectively.
Observe that the average degree of a vertex in the WSF is 2. To put it more formally, for every
g ∈ Γ , let degg : 2E → Z be the map such that degg(x) equals the number of edges in x adjacent
to g. By [3, Theorem 6.4], ∫ degg(x) dνWSF(x) = 2. Also ∫ degg(x) dν˜∞(x) = 2. This can be
seen as follows. Because ν˜n is Γ -invariant, it follows that
∫
degg(x) dν˜n(x) is just the average de-
gree of a vertex in a uniformly random spanning tree of Cfn . However, each such tree has [Γ : Γn]
vertices and [Γ : Γn] − 1 edges and therefore, the average degree is 2([Γ : Γn] − 1)[Γ : Γn]−1
which converges to 2 as n → ∞.
Because
∫
degg(x) dνWSF(x) =
∫
degg(x) dν˜∞(x) for every g ∈ Γ , it follows that J is sup-
ported on {(x, x): x ∈ 2E}. Thus ν˜∞ = νWSF as claimed. 
For x ∈ 2E , let x1 denote the restriction of x to the set of all edges containing the identity
element. Let ρ be the continuous pseudo-metric on 2E defined by ρ(x, y) = 1 if x1 = y1 and
ρ(x, y) = 0 otherwise. This pseudo-metric is dynamically generating.
For x ∈ 2En , let φx : Γ/Γn → 2E be the map φx(gΓn) = g˜x. Let W ⊂ Γ,L ⊂ C(2E) be
non-empty finite sets and δ > 0. Let BAD(W,L, δ,Γn) be the set of all x ∈ 2En such that φx /∈
MapνWSF(W,L, δ,Γn).
Lemma 8.4.
lim
n→∞νn
(
BAD(W,L, δ,Γn)
)= 0.
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that Γ(2E, νWSF) is ergodic by [3, Corollary 8.2]. 
Lemma 8.5. hΣ,νWSF(2E,Γ ) lim supn→∞[Γ : Γn]−1 log τ(Cfn ).
Proof. Let W ⊂ Γ,L ⊂ C(2E) be non-empty finite sets and δ > 0. Denote by Yn the
set of spanning trees in Cfn not contained in BAD(W,L, δ,Γn). By the previous lemma,
limn→∞ |Yn|−1τ(Gn) = 1. By definition of ρ∞, if x = y ∈ Yn then ρ∞(φx,φy) = 1. Therefore,
if 0 <  < 1 then {φy : y ∈ Yn} is -separated with respect to ρ∞ which implies
N
(
MapνWSF(W,L, δ,Γn), ρ∞
)
 |Yn|.
Because limn→∞ |Yn|−1τ(Cfn ) = 1, this implies
lim sup
n→∞
[Γ : Γn]−1 log τ
(
C
f
n
)
 hΣ,νWSF
(
2E,Γ
)
. 
8.2. A topological model
Recall the definition of F = Ff from the introduction. It is a closed Γ -invariant subset of
SΓ∗ . We refer the reader to [10, Chapter I.8] for background about the end space of a topological
space.
Lemma 8.6. If Γ is not virtually Z then hΣ,νWSF(2E,Γ ) hΣ(F,Γ ).
Proof. Because Γ is not virtually cyclic, [3, Theorem 10.1] implies that for νWSF-a.e. x ∈ 2E ,
every component of x is a 1-ended tree. Therefore, given such an x, for every g ∈ Γ there is a
unique edge s∗ ∈ S∗ such that gs∗ ∈ x and if C(x,g) is the connected component of x containing
g then C(x,g) \ {gs∗} has two components: a finite one containing g and an infinite one contain-
ing gs ∈ Γ (where s = p(s∗) ∈ S). Informally, gs ∈ Γ is closer to the point at infinity of C(x,g)
than g is. Let Φ(x) ∈ SΓ∗ be defined by Φ(x)g = s∗. Also let νF = (Φ∗)νWSF. Because νWSF-
a.e. x ∈ 2E is such that every component of x is a 1-ended tree, it follows that νF is supported
on F. The random oriented subgraph with law νF is called the Oriented Wired Spanning Forest
(OWSF) in [3].
Note that Φ induces a measure-conjugacy from the action Γ(2E, νWSF) to the action
Γ(F, νF). Thus hΣ,νWSF(2E,Γ ) = hΣ,νF (F,Γ ). Theorem 6.3 now implies the lemma. 
Lemma 8.7. If Γ is virtually Z then hΣ,νWSF(2E,Γ ) hΣ(F,Γ ).
Proof. Let Ends(Γ ) denote the space of ends of C(Γ,f ). Because Γ is 2-ended, |Ends(Γ )| = 2.
Let x ∈ 2E be connected and denote by Ends(x) the space of ends of x. Endow each edge in
C(Γ,f ) with length 1. Note that for any g ∈ Γ and r > 0 there exists r ′ > 0 such that if g′ ∈ Γ
has geodesic distance at least r ′ from g in x, then g′ has geodesic distance at least r from g in
C(Γ,f ). Thus the argument in the proof of [10, Proposition I.8.29] shows that the inclusion map
of x into C(Γ,f ) induces a map φx : Ends(x) → Ends(Γ ). We claim that this is a surjection.
Let K ⊂ Γ be a finite set such that C(Γ,f ) \ K has two infinite components C0,C1 corre-
sponding to the two ends η0, η1 of C(Γ,f ).
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does, and an edge e in E lies in x|Ci exactly when e is in both x and Ci . Because x is connected,
each component of x|Ci contains an element of KS. Since KS is finite, this implies that at least
one of the components of x|Ci must be infinite. Then any proper ray in this infinite component
of x|Ci gives rise to an end ωi of x, and also gives rise to an end of C(Γ,f ), which must be ηi .
It follows that φx(ωi) = ηi . Because i is arbitrary, φx is surjective as claimed.
By the claim, if x ∈ 2E is connected and 2-ended, we may identify Ends(x) with Ends(Γ ) via
the map φx .
Given (x, η) ∈ 2E ×Ends(Γ ) with the property that x is a 2-ended tree, we define Φ(x,η) ∈ F
as follows. For each g ∈ Γ , let s∗ ∈ S∗ be the unique edge so that x \ {gs∗} has two components:
one containing g (which is either finite or infinite with an end not equal to η), the other containing
gp(s∗) and having an end equal to η. Informally, gp(s∗) ∈ Γ is “closer” to η than g is. Let
Φ(x,η) ∈ SΓ∗ be defined by Φ(x,η)g = s∗. Clearly Φ(x,η) ∈ F.
Let ζ be the uniform probability measure on Ends(Γ ). By [3, Theorems 10.1 and 10.4], the
WSF on C(Γ,f ) is a.s. a 2-ended tree. So νF = (Φ∗)(νWSF × ζ ) is well-defined.
The action of Γ on C(Γ,f ) naturally extends to Ends(Γ ). Note that Φ induces a measure-
conjugacy from the action Γ(2E × Ends(Γ ), νWSF × ζ ) to the action Γ(F, νF). By Theo-
rem 6.3,
hΣ,νWSF×ζ
(
2E × Ends(Γ ),Γ )= hΣ,νF (F,Γ ) hΣ(F,Γ ).
Because Γ is virtually Z, it is amenable [2, Theorem G.2.1 and Proposition G.2.2]. Thus by
[9, Theorem 1.2], [26, Theorem 6.7], hΣ,νWSF×ζ (2E ×Ends(Γ ),Γ ) is the classical entropy of the
action, denoted by hνWSF×ζ (2E ×Ends(Γ ),Γ ). It is well known that classical entropy is additive
under direct products. Thus,
hνWSF×ζ
(
2E × Ends(Γ ),Γ )= hνWSF(2E,Γ )+ hζ (Ends(Γ ),Γ )= hνWSF(2E,Γ ).
The last equality holds because Ends(Γ ) is a finite set. By [9, Theorem 1.2], [26, Theorem 6.7]
again, hνWSF(2E,Γ ) = hΣ,νWSF(2E,Γ ). Thus
hΣ,νWSF
(
2E,Γ
)= hΣ,νWSF×ζ (2E × Ends(Γ ),Γ ) hΣ(F,Γ ). 
8.3. The upper bound
Given s∗ ∈ S∗, let s∗ denote the oriented edge from e to p(s∗). For x, y ∈ F, let ρF(x, y) = 1
if xe = ye. Let ρF(x, y) = 0 otherwise. This is a dynamically generating continuous pseudo-
metric on F.
For φ : Γ/Γn → F, let E(φ) be the set of all edges of Cfn of the form πn(gs∗) where
φ(g−1Γn)e = s∗. Let BAD(φ) ⊂ E(φ) be those edges πn(gs∗) where φ(g−1Γn)e = s∗ and
φ((gs)−1Γn)e = s−1∗ (where s = p(s∗)). Let G(φ) = E(φ) \ BAD(φ). Also let G(φ) be the set of
all oriented edges of the form πn(gs∗) where φ(g−1Γn)e = s∗ and φ((gs)−1Γn)e = s−1∗ (where
s = p(s∗), so the corresponding unoriented edge is in G(φ)). By abuse of notation, we will some-
times think of G(φ) and BAD(φ) as subgraphs of Cfn but not in the usual way. To be precise,
we consider G(φ) to be the smallest subgraph containing all the edges in G(φ) (and similarly, for
BAD(φ)). Thus G(φ) and BAD(φ) have no isolated vertices and, in general, are not spanning.
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⋂∞
n=1
⋃
in Γi = {e}, we may assume, without loss of generality, that for any s1 =
s2 ∈ S ∪ {e}, s1Γn = s2Γn. An oriented cycle in Cfn is a sequence g0Γn,g1Γn, . . . , gmΓn ∈ Γ/Γn
such that g0Γn = gmΓn and there exist si ∈ S such that πn(gisi) = gi+1Γn. We consider two
oriented cycles to be the same if they are equal up to a cyclic reordering of the vertices. Thus
if g0Γn,g1Γn, . . . , gmΓn is an oriented cycle then giΓn, gi+1Γn, . . . , gm+iΓn (indices mod m)
denotes the same oriented cycle. The cycle is simple if there does not exist i, j with 0 i < j < n
such that giΓn = gjΓn. By definition, πn(g0s0s1 · · · sm−1) = g0Γn. The cycle is homotopically
trivial if s0s1 · · · sm−1 is the identity element.
Lemma 8.8. Let W ⊂ Γ be a symmetric finite set containing S and φ ∈ Map(W, δ,Γn) (where
Map(W, δ,Γn) is defined with respect to the pseudo-metric ρF above). Then
(1) |BAD(φ)| δ2|S∗|2[Γ : Γn] and the number of vertices in BAD(φ) is at most δ2|S|[Γ : Γn];
(2) each component of G(φ) contains at most one cycle (i.e., each component is either a tree or
is homotopic to a circle);
(3) if a component c of G(φ) is a tree, then there is a single vertex of c incident with an edge in
BAD(φ);
(4) for every integer m> 0 there is an integer Nm such that if W ⊃ Sm ∪S and nNm then the
number of components of G(φ) is at most (δ2|W | +m−1)[Γ : Γn];
(5) if n Nm and W ⊃ Sm ∪ S then there is a spanning tree Tφ of Cfn such that |TφG(φ)|
(3δ2|W ||S∗| + 2m−1)[Γ : Γn].
Proof. Let BAD(W,φ) be the set of all vertices gΓn ∈ Γ/Γn such that ρF(w ◦ φ(g−1Γn),
φ(wg−1Γn)) = 1 for some w ∈ W . Because φ ∈ Map(W, δ,Γn), |BAD(W,φ)| δ2|W |[Γ : Γn].
We claim that the vertex set of BAD(φ) is contained in BAD(W,φ). So let πn(gs∗) ∈ BAD(φ)
for some g ∈ Γ , s∗ ∈ S∗. Let s = p(s∗). By definition, φ(g−1Γn)e = s∗ and φ((gs)−1Γn)e = s−1∗ .
Because φ(g−1Γn) ∈ F, φ(g−1Γn)e = s∗ implies(
s−1φ
(
g−1Γn
))
e
= φ(g−1Γn)s = s−1∗ = φ(s−1g−1Γn)e.
Thus ρF(s−1φ(g−1Γn),φ(s−1g−1Γn)) = 1 which implies πn(g) ∈ BAD(W,φ). By writing
πn(gs∗) as πn(gss−1∗ ) the same argument yields that gs ∈ BAD(W,φ). So both endpoints of
πn(gs∗) are in BAD(W,φ). Because πn(gs∗) ∈ BAD(φ) is arbitrary, this implies the vertex set
of BAD(φ) is contained in BAD(W,φ).
By choosing W = S ⊂ Γ (by abuse of notation), we see that the number of vertices in BAD(φ)
is at most δ2|S|[Γ : Γn]. Since each vertex is incident to |S∗| edges, |BAD(φ)| δ2|S∗|2[Γ : Γn].
Observe for every vertex gΓn contained in G(φ) either
(1) gΓn is contained in both G(φ) and BAD(φ) and there are no oriented edges of G(φ) with tail
gΓn, or
(2) there is exactly one oriented edge πn(gs∗) ∈ G(φ) with tail gΓn.
For every vertex g0Γn of G(φ), let H(g0Γn) be the set of all vertices “ahead” of g0Γn. To be
precise, this consists of all vertices gkΓn such that there exist oriented edges e0, e1, . . . , ek−1 ∈G(φ) with ei = (giΓn, gi+1Γn). Then two vertices gΓn,g′Γn are in the same component of G(φ)
if and only if H(gΓn) ∩ H(g′Γn) = ∅ (one direction is obvious, the other can be shown by
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Therefore, if c is the collection of vertices in a connected component of G(φ) then
⋂
gΓn∈c
H(gΓn)
is either a single vertex (contained in BAD(φ)) or a simple cycle. This implies items (2) and (3)
in the statement of the lemma (since any cycle must be contained in ⋂gΓn∈c H(gΓn)).
Because
⋂
n∈N
⋃
in Γi = {e}, there is an Nm such that nNm implies every homotopically
nontrivial cycle in Cfn has length > m. Let us assume now that W ⊃ Sm ∪ S and n  Nm. We
need to estimate the number of homotopically trivial oriented simple cycles of length  m in
G(φ).
So suppose that g0Γn,g1Γn, . . . , gkΓn = g0Γn ∈ Γ/Γn is an oriented simple cycle in G(φ) and
k m. By definition, (giΓn, gi+1Γn) ∈ G(φ) for all i (indices mod k). Thus if s∗,i = φ(g−1i Γn)e ,
p(s∗,i ) = si and this cycle is homotopically trivial then s0s1s2 · · · sk−1 is the identity element.
By definition, F does not contain any simple cycles. Therefore, there is some i  k − 1 such
(
(s0 · · · si)−1φ
(
g−10 Γn
))
e
= φ(g−10 Γn)s0s1···si = φ((g0s0s1 · · · si)−1Γn)e.
Because W ⊃ Sm, g0Γn ∈ BAD(W,φ). Since |BAD(W,φ)|  δ2|W |[Γ : Γn], this implies that
the number of homotopically trivial simple cycles in G(φ) of length at most m is at most
δ2|W |[Γ : Γn].
Since each component of G(φ) either contains a vertex of BAD(W,φ) or contains a simple
cycle of length >m, it follows that the number of components is at most (δ2|W |+m−1)[Γ : Γn].
Let L ⊂ G(φ) be a set of edges such that each edge e ∈ L is contained in a simple cycle
of G(φ) and no two distinct edges e1, e2 ∈ L are contained in the same simple cycle. So |L| 
(δ2|W | +m−1)[Γ : Γn] and G(φ) \L is a forest with at most (δ2|W | +m−1)[Γ : Γn] connected
components.
Note G(φ) \ L contains every vertex in G(φ) which contains at least (1 − δ2|S|)[Γ : Γn]
vertices (because the number of vertices in BAD(φ) is at most δ2|S|[Γ : Γn]).
An exercise shows that if Fn ⊂ En is any forest contained in Cfn with at most c(Fn) com-
ponents and at least v(Fn) vertices then there is a spanning tree Tn ⊂ En such that Fn ⊂ Tn
and |Tn \ Fn|  c(Fn) + [Γ : Γn] − v(Fn). In particular, this implies the last statement of the
lemma. 
Lemma 8.9.
hΣ(F,Γ ) lim sup
n
[Γ : Γn]−1 log τ
(
C
f
n
)
.
Proof. Let 1/2 >  > 0. Let m be a positive integer, W ⊂ Γ be a finite set with W ⊃ Sm ∪ S
and δ > 0. Let n Nm (where Nm is as in the previous lemma). We assume m is large enough
and δ is small enough so that  > 6δ2|W ||S∗|2 +4m−1. By Stirling’s Formula, there is a constant
C > 1 such that for every k with 0 k  [Γ : Γn],
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k
)
 C exp
(
H()[Γ : Γn]
)
,
([Γ : Γn]|S∗|/2
k
)
 C exp
(
H()[Γ : Γn]|S∗|/2
)
,
where H() := − log()− (1 − ) log(1 − ).
If φ,ψ ∈ Map(W, δ,Γn) are such that G(φ) = G(ψ) and BAD(φ) = BAD(ψ), then
ρF(φ(gΓn),ψ(gΓn)) = 0 for all g ∈ Γ . On the other hand, |BAD(φ)|  δ2|S∗|2[Γ : Γn] 
[Γ : Γn]. Therefore,
N0
(
Map(W, δ,Γn), ρF2
)

(
[Γ : Γn] + 1
)
C exp
(
H()[Γ : Γn]|S∗|/2
)∣∣{G(φ): φ ∈ Map(W, δ,Γn)}∣∣.
Now suppose that φ,ψ ∈ Map(W, δ,Γn) are such that G(φ) = G(ψ) and Vert(BAD(φ)) =
Vert(BAD(ψ)), where Vert(BAD(φ)) and Vert(BAD(ψ)) denote the vertex sets of BAD(φ) and
BAD(ψ) respectively. Note that if e ∈ G(φ) is not contained in a simple cycle then the orientation
of e in G(φ) is the same as the orientation of e in G(ψ). This is because either e is contained in a
component which contains a simple cycle (in which case, e must be oriented towards the simple
cycle), or e is contained in a component which contains a vertex of BAD(φ) (in which case e
must be oriented towards that vertex).
On the other hand, for every simple cycle in G(φ), there are two possible orientations it can
have in G(ψ). By the previous lemma, there are at most (δ2|W | + m−1)[Γ : Γn]  [Γ : Γn]
simple cycles. Therefore,∣∣{G(φ): φ ∈ Map(W, δ,Γn)}∣∣
 2[Γ :Γn]
∣∣{(G(φ),Vert(BAD(φ))): φ ∈ Map(W, δ,Γn)}∣∣.
Because |Vert(BAD(φ))| δ2|S|[Γ : Γn] [Γ : Γn], it follows that,∣∣{(G(φ),Vert(BAD(φ))): φ ∈ Map(W, δ,Γn)}∣∣

(
[Γ : Γn] + 1
)
C exp
(
H()[Γ : Γn]
)∣∣{G(φ): φ ∈ Map(W, δ,Γn)}∣∣.
Now suppose that φ,ψ ∈ Map(W, δ,Γn) are such that Tφ = Tψ (where Tφ,Tψ is a choice of
spanning tree as in the previous lemma). Then |G(φ)G(ψ)| (6δ2|W ||S∗| + 4m−1)[Γ : Γn]
[Γ : Γn]. Therefore,∣∣{G(φ): φ ∈ Map(W, δ,Γn)}∣∣

(
[Γ : Γn] + 1
)
C exp
(
H()[Γ : Γn]|S∗|/2
)∣∣{Tφ : φ ∈ Map(W, δ,Γn)}∣∣.
We now have
N0
(
Map(W, δ,Γn), ρF2
)

(
[Γ : Γn] + 1
)3
C3 exp
((
 log 2 + 2H()|S∗|
)[Γ : Γn])τ(Cfn ).
Because 1/2 >  > 0 is arbitrary and H() ↘ 0 as  ↘ 0, this implies the lemma. 
We are ready to prove Theorem 1.6.
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lim sup
n→∞
[Γ : Γn]−1 log τ
(
C
f
n
)
 hΣ,νWSF
(
2E,Γ
)
 hΣ(F,Γ ) lim sup
n→∞
[Γ : Γn]−1 log τ
(
C
f
n
)
.
By Theorem 3.2 of [38], limn→∞[Γ : Γn]−1 log τ(Cfn ) = h(C(Γ,f )). By Proposition 3.2,
h(C(Γ,f )) = log detNΓ f so this proves the theorem. 
Question 8.10. There is another natural topological model for uniform spanning forests. Namely,
let F∗ ⊂ 2E be the set of all subgraphs which are essential spanning forests. The word “essential”
here means that every connected component of any x ∈ F∗ is infinite. What is the topological
sofic entropy of ΓF∗? Because νWSF can naturally be realized as an invariant measure on
F∗, the variational principle implies the topological sofic entropy of F∗ is at least the measure-
theoretic sofic entropy of Γ(2E, νWSF).
Acknowledgments
L.B. would like to thank Russ Lyons for asking the question, “what is the entropy of the har-
monic model on the free group?” which started this project. L.B. would also like to thank Andreas
Thom for suggesting the use of Property (T) to prove an upper bound on the sofic entropy of the
harmonic model. This idea turned out to be a very useful entry way into the problem. Useful
conversations occurred while L.B. visited the Banff International Research Station, the Math-
ematisches Forschungsinstitut Oberwolfach, and the Institut Henri Poincaré. L.B. was partially
supported by NSF grants DMS-0968762 and DMS-0954606.
H.L. was partially supported by NSF Grants DMS-0701414 and DMS-1001625. This work
was carried out while H.L. visited the Institut Henri Poincaré and the math departments of Fudan
University and University of Science and Technology of China in the summer of 2011. He thanks
Wen Huang, Song Shao, Yi-Jun Yao, and Xiangdong Ye for warm hospitality. H.L. is also grateful
to Klaus Schmidt for sending him the manuscript [33].
We thank the referee for helpful comments.
Appendix A. Non-invertibility
Theorem A.1. Let Γ be a countable group and f ∈RΓ be well-balanced. Then f is not invert-
ible in the universal group C∗-algebra C∗(Γ ) (see [11, Section 2.5]), or in 1(Γ ). Moreover, f
is invertible in the group von Neumann algebra NΓ if and only if Γ is non-amenable.
Proof. We note first that f is not invertible in C∗(Γ ). Indeed, the trivial representation of Γ
gives rise to a unital C∗-algebra homomorphism ϕ : C∗(Γ ) → C sending every s ∈ Γ to 1.
Since ϕ(f ) = 0 is not invertible in C, f is not invertible in C∗(Γ ).
Next we note that f is not invertible in 1(Γ ). This follows from the natural unital algebra
embedding 1(Γ ) ↪→ C∗(Γ ) which is the identity map on RΓ and the non-invertibility of f in
C∗(Γ ).
Finally we note that f is invertible in NΓ if and only if Γ is non-amenable. Suppose that
Γ is amenable. Let {Fn}n∈N be a right Følner sequence of Γ . Then |Fn|−1/2χFn is a unit vec-
tor in 2(Γ,C) for each n ∈ N, where χFn denotes the characteristic function of Fn in Γ , and
L. Bowen, H. Li / Journal of Functional Analysis 263 (2012) 1769–1808 1807limn→∞ ‖|Fn|−1/2χFn · f ‖2 = 0. Thus f is not invertible in NΓ . Now suppose that Γ is non-
amenable. Set μ = −(f − fe)/fe ∈RΓ and denote by ‖μ‖ the operator norm of μ on 2(Γ,C),
which is also the norm of μ in NΓ . Then μ is a symmetric probability measure on Γ and the
support of μ generates Γ . Since Γ is non-amenable, Kesten’s theorem [42, Theorem 4.20.ii]
implies that ‖μ‖ < 1. Therefore f = fe(1 −μ) is invertible in the Banach algebra NΓ . 
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