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Abstract Rocks are heterogeneous multiscale porous media: two rock samples with identical bulk
properties can vary widely in microstructure. The advent of digital rock technology and modern 3‐D
printing provides new opportunities to replicate rocks. However, the inherent trade‐off between imaging
resolution and sample size limits the scales over which microstructure and macrostructure can be identified
and related to each other. Here, we develop a multiscale digital rock construction strategy by combining
X‐ray computed microtomography and focused‐ion beam (FIB)‐scanning electron microscope (SEM)
images, and we apply the technique to a tight sandstone. The computed tomography (CT) scanning images
characterize macroscale pore structures, while the FIB‐SEM images capture microscale pore textures. The
FIB‐SEM images are then coupled to CT images via a template‐matching algorithm and superposition.
Bulk properties, including porosity and pore and throat size distribution, can be recovered with this
approach. Permeability prediction with a pore network model for the largest connected pore network are
3 orders and 1 order of magnitude greater than the bulk rock measured value using the CT‐only and the
SEM‐CT coupled images, respectively.
1. Introduction
Digital rock models offer many opportunities to study flow and transport processes in geomaterials such as
rocks and soils, either through numerical simulation (e.g., digitalrocksportal.org) or through 3‐D printing of
models for experimentation (e.g., as reviewed in Hwa et al., 2017; Ishutov et al., 2018; Jiang et al., 2016). Most
natural geomaterials, however, contain multiscale pore structures, with dimensions ranging from the
nanometer to the sample scale. As a consequence, the full range of spatial scales can be challenging to image
or characterize and hence to be captured in digital rock models.
There is a fundamental challenge from the trade‐off between resolution and dimension, which limits the
ability to simultaneously capture macroscale features of rocks, characterize heterogeneity, and resolve fine
pore‐throat structures. Efforts to overcome this challenge include using different and complementary meth-
ods to image (e.g., Ma et al., 2017; Sok et al., 2010), characterize (e.g., Wu et al., 2017), or simulate flow and
transport (e.g., Wang et al., 2017) over a range of scales.
Here we explore a technique for multiscale digital rock reconstruction to assess its promise. We construct
digital rocks from images taken at two different spatial resolutions that preserve spatial correlations between
themacroscale and the microscale. The macropores are imaged with computed tomography (CT). Themicro
pores of the same sample are imaged using a focused‐ion beam (FIB)‐scanning electron microscope (SEM).
We then introduce a template‐matching algorithm (also called patch‐based algorithm) and local resolution
improvement to create multiscale digital rock. Figure 1 summarizes the steps in the analysis. We show that
bulk rock properties such as porosity, pore size, and throat size distributions can be captured with the
approach. Computed permeabilities using a pore network model extracted from the hybrid images are
improved but still deviate from experimental measurements of the sample tight sandstone.
2. Samples and Experimental Procedures
As a test case, we characterize a sandstone sample from the fourth member of Quantou Formation, southern
Songliao Basin, Jilin oilfield, China. These sandstones are tight rocks that contain primary and secondary





• High‐resolution images are used to
define templates of microscopic rock
textures
• Templates are used to locally refine
the details of macroscopic structures
in lower‐resolution images
• Multiscale reconstruction recovers
the bulk density and pore and throat
size distribution of natural tight
sandstone samples
Supporting Information:





Lin, W., Li, X., Yang, Z., Manga, M.,
Fu, X., Xiong, S., et al. (2019).
Multiscale digital porous rock
reconstruction using template
matching. Water Resources
Research, 55, 6911–6922. https://doi.
org/10.1029/2019WR025219
Received 24 MAR 2019
Accepted 21 JUL 2019
Accepted article online 30 JUL 2019
Published online 19 AUG 2019
LIN ET AL. 6911
This article was corrected on 14 DEC 2019.  
See the end of the full text for details.  
Corrected 14 DEC 2019
Communication Engineering, China University of Petroleum (East China), Qingdao, China
3
College of Computer and
Figure 1. Flowchart for multiscale digital porous rock reconstruction using template matching. CT = computed
tomography; FIB = focused‐ion beam; SEM = scanning electron microscope.
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pores. The primary pores have straight edges, clean pore interiors, and large pore radii. The secondary pores
mainly include intragranular and marginal pores of feldspar and detritus, a small number of dissolved pores
in carbonate cements, and intercrystalline pores in clay minerals. Figure 2 shows the geometry of the void
space in this tight sandstone sample. The sample contains macropores, micropores and throats, and the void
size distribution range is large. In Figure 2, the structures marked by two arrows are fine throats extending
along the plane, the structures marked by three arrows are throats extending normal to the imaged surface
or are micropores, and the region highlighted by the dashed circle is the corner of a macropore. These high-
lighted features are usually identified as being solid in coarse‐resolution imaging.
We measure the pore and throat parameters in the natural rock using rate‐controlled mercury intrusion
(Padhy et al., 2007; Wang et al., 2018; Yuan & Swanson, 1989; Zhao et al., 2015, 2019). We use an ASPE
730 rate‐controlled mercury intrusion instrument manufactured by US Coretest, a mercury‐injection pres-
sure of 0–1,000 psi (about 7 MPa) and a mercury‐penetration speed of 0.00005 ml/min. We use values of
the contact angle of 140° and interfacial tension of 0.485 N/m to determine pore parameters. The connected
porosity is measured using a conventional gas measurement with nitrogen.
We calculate the pore and throat parameters of the digital rocks with the maximum ball algorithm
(Al‐Kharusi & Blunt, 2007; Dong & Blunt, 2009; Silin et al., 2004). The porosity of digital rocks is computed
by counting pixels in the binary images, and the connected pore volume excludes isolated pores.
Because the sample contains a range of pore sizes —large pores connected by small throats—we integrate
imaging at two different scales. Macropores are imaged with CT scanning using an UltraXRM‐L200 CT scan-
ner. We image a cylinder approximately 1.0 cm in diameter and 1.1 cm in length, with porosity 10.58%, and
gas permeability 2.24 × 10‐16 m2. The resolution of CT imaging is 10 μm/pixel, chosen to capture the vast
majority of pores. Using contrast enhancement, median filtering, and binarization segmentation, 1,054 CT
grayscale images are reconstructed (Figure S1 in the supporting information). To characterize smaller pores,
the same sample is resampled into three smaller cylinders approximately 0.2 cm in diameter and 0.2 cm in
length and imaged using a FIB‐SEM. The images are acquired at the coincident point of SEM and FIB beams,
Figure 2. Pore‐throat characteristics of the tight sandstone sample.
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with a resolution of 0.5 μm/pixel (Figure S2), chosen to identify most of the throats and details of pores less
than 10 μm.
Figure 3a shows a series of example binary images containing micropores. The same image processing
procedure used for the CT images is used to create 82 binary SEM images. An additional 200 subimages of
microstructures are extracted from the 82 binary SEM images (examples are shown in Figure 3b), specifically
focusing on regions where large pores are associated with smaller pores and cracks. The large structures can
be captured by both CT and SEM, allowing us to match macropores at both scales.
3. Multiscale Reconstruction Method
Due to the low resolution of CT images, much of the microstructure is not captured. To overcome the trade‐
offs between resolution (needed to capture large pore structures) and size (large enough to be representa-
tive), we use a template‐matching algorithm and superposition to improve the accuracy of CT images with
the higher‐resolution FIB‐SEM images.
3.1. Template‐Matching Algorithm
Templates are defined as local structures selected from high‐resolution SEM images (Figure 3b). Typically,
templates are regions containing smaller structures only seen in the high‐resolution images. Each template
Figure 3. Examples of the scanning electron microscope (SEM) images and subimages (white is solid, and black is pore space), and an example of corresponding
relationship between template and SEM image is indicated by a red cross symbol. (a) Subset of the 82 binary SEM images containing micropores, and the
size of each presented image stitched together from four SEM images is 2,048 × 1,536 pixels. (b) Subset of the 200 subimages with microstructures extracted from
82 binary SEM images that make up the template library.
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is chosen to be representative of a type of structure seen or expected in the porous material. Together they
form a template library. Template matching is a method to find a specific area in a coarse‐scale image
that bears statistical resemblance with the template that is being matched. The template is moved through
every possible position in the image to identify whether the template resembles the target. When the
correlation coefficient R reaches the preset threshold R0, it is considered to be a match and is recorded.
The matching process is illustrated in Figure 4 and can be summarized in the following steps.
Step 1: Pixel refinement: The resolution of the template and coarse image need to be identical. The coarse
images are thus mapped on to a finer resolution so that the high‐resolution and coarse‐resolution
images have the same pixel size. According to the resolution ratio Ψ of the coarse‐resolution image
(i.e., matching image) to the high‐resolution image (i.e., template), the pixels in the coarse‐
resolution image are divided intoΨ ×Ψ pixels, where black shows void pixels and white shows solid
pixels (Figure 4a).
Step 2: Template matching: For a template T with width w pixels and height h pixels, we consider a match-
ing image Iwith widthW pixels and heightH pixels, where,W>w andH> h. The number of search
steps is (W− w+ 1) × (H− h+ 1), and the search range is 1 ≤ j≤W− w, 1 ≤ i≤H− h; Sij is a target
region of the image I in a search step (Figure 4b). Based on correlation analysis (Aitchison &
Greenacre, 2002; Chen et al., 2018; Reimann et al., 2017), the similarity D between the two images
can be obtained by
D i; jð Þ ¼ ∑wm¼1∑hn¼1 Sij m;nð Þ−T m;nð Þ
 2
: (1)
After normalizing (1), the correlation coefficient R is









n¼1 Sij m;nð Þ
 2q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi∑wm¼1∑hn¼1 T m; nð Þ½ 2
q : (2)
Step 3: Rotationmatching: To account for rotations of templates, in each search step, the template is rotated
clockwise N− 1 times around its center by an angle θ to realize N possible matching angles (N × θ=
Figure 4. Schematic diagram of template matching principle. (a) Pixel refinement. (b) Template matching process. (c) Rotationmatching. (d) Interrelated matches.
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360°), and only the match with the largest correlation coefficient R′ (R′ ≥ R0; R0 is the preset
threshold) is recorded (Figure 4c). If the template is identical to the target, the correlation
coefficient R (i, j) = 1.
Step 4: Interrelated matches: Interrelated matches are the occurrence of multiple matches on the same tar-
get in matching steps. For the interrelated matches, only the match with the largest correlation coef-
ficient is archived. For instance, even if Match 1 (R1 ≥ R0), Match 2 (R2 ≥ R0), and Match 3 (R3 ≥ R0)
occur at the same time, only Match 2 is retained because R2 > R1 and R2 > R3 (Figure 4d).
3.2. Superposition Principle
The pores of both images are superimposed, and the superimposed pores IS
IS ¼ IA∪IB; (3)
where IA and IB represent the pore space of the high‐resolution and the coarse‐resolution images, respec-
tively. Given that the void and solid pixels of the binary image are characterized by 0 and 1, respectively,
the superposition operation is
Figure 5. Sketch map of local resolution improvement; black is pore (the gray value is 0), and white is solid (the gray value is 1). (a) A matched pixel (x′, y′, z′, n) in
the matching image z′. (b) The original coordinate of matched pixel (x′, y′, z′, n) in the image z′ before pixel refinement. (c) The coordinate of the voxel
associated with the matched pixel (x′, y′, z′, n) in the computed tomography‐only digital rock. (d) The coordinate of the voxel associated with the matched pixel
(x′, y′, z′, n) in the coupled computed tomography‐scanning electron microscope digital rock.
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0A þ 0B ¼ 0S; 0A þ 1B ¼ 0S; 1A þ 0B ¼ 0S; 1A þ 1B ¼ 1S: (4)
We note that by imposing “1A + 0B = 0S,” the algorithm creates a positive bias for the void pixels, where we
assume that the pixels identified as void at low resolution are always void pixels at high resolution. This
operation makes the superposition calculation of pores nonattenuating, and the original pore phase
is preserved.
3.3. Data Storage
If we define Ψ to be the ratio of the resolution of the coarse‐ and high‐resolution image, the storage of the
segmented images will beΨ2 times that of the original coarse image. This significant increase in memory sto-
rage is undesirable in practice. Here we circumvent this limitation with a strategy to locally improve resolu-
tion (Figure 5). In the template‐matching process, we only record the coordinates and gray values (0 or 1) of
the matched pixels. As shown in Figure 5a, we use (x′, y′, z′, n) to represent a matched pixel in the matching
image; here, x′ is the abscissa, y′ is the ordinate, z′ is the number of matching image, n is the gray value after
superposition calculation. The original coordinate of matched pixel (x′, y′, z′, n) in the image z′ before pixel
refinement is (f(x′/Ψ), f(y′/Ψ)), where the function f returns the smallest integer greater than or equal to its
input (Figure 5b). We can thus find the voxel (f(x′/Ψ), f(y′/Ψ), z′) associated with the matched pixel (x′, y′,
z′, n) in the 3‐D model that is constructed with the raw CT images (Figure 5c). We then divide the voxel
(f(x′/Ψ), f(y′/Ψ), z′) into Ψ × Ψ subvoxels; the new coordinate of the subvoxel corresponding to the matched
pixel is (g(x′/Ψ) + h(x′/Ψ)/Ψ, g(y′/Ψ) + h(y′/Ψ)/Ψ, z′), where the function g returns the maximum integer less
than or equal to its input and the function h returns the remainder of the division (Figure 5d). At this stage, we
assign the gray value of the matched pixel n to the subvoxel (g(x′/Ψ) + h(x′/Ψ)/Ψ, g(y′/Ψ) + h(y′/Ψ)/Ψ, z′). In
this way, we can build a multiresolution 3‐D digital rock, while avoiding the massive increase of data.
4. Results and Validation
Using the template‐matching algorithm and superposition principle, we searched for 50, 100, 150, and 200
subimage templates in 1,054 CT images, where we choose R0 = 0.95, θ = 5°, N = 72, Ψ = 20. We identify
576, 1,560, 2,331, and 2,834 matches, respectively. The calculated connected porosity of the four sets of
coupled CT‐SEM images and raw CT images are shown in Figure 6. We find that the connected porosity
Figure 6. The relationship between the connected porosity of coupled computed tomography‐scanning electron
microscope image groups and the number of templates; the red dashed line denotes the connected porosity of the raw
computed tomography images, and the blue dashed line denotes the measured porosity of the real rock.
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of the coupled CT‐SEM image group increases with increasing number of templates and is higher than that
of the raw CT image (7.37%). When the number of templates reaches 200, the connected porosity of the
coupled CT‐SEM images is similar to the measured porosity of the real rock (10.58%). In this case, the
maximum number of matches for a single template is 37, the minimum number is 1, and the mode is 12
(Figure 7a). For a single CT image, the maximum number of matches is 8, the minimum number is 0, and
the mode is 2 (Figure 7b). The existence of template matches implies that the microstructures imaged at
high resolution are indeed embedded in the CT images. The occurrence of multiple matches of the same
template implies that the rock develops similar microstructures throughout its volume during
depositional and diagenetic processes.
Figure 7. (a) Number distribution histogram of templates corresponding to the number of different matches for a
single template. (b) Number distribution sector diagram showing the number of template matches in each computed
tomography image.
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To validate the method, we first compare features of the pore space in the real rock with the digital versions.
We use 1,054 raw CT images coupled with 200 templates to construct 3‐D digital rocks. From Figure 8, we
can see that the number of micropores in the new digital rock increases. From Table 1, we can see that
the number of pores in the digital rock is similar to that in the real rock. This is because the pore size is often
large andmost of the pores can also be identified in coarse‐resolution images. However, the coarse resolution
also leads to the omission of a large number of throats, and as a result the number of throats of the CT‐only
digital rock is much lower than that of the new digital rock. As a consequence, the average coordination
number of the CT‐only digital rock is lower than that of the new digital rock, and the pore connectivity is
underestimated. The porosity of the new digital rock is 21.14% higher than that of the CT‐only digital rock
due to the embedded microstructures. In fact, the porosity of the new digital rock is slightly higher than the
connected porosity of the real rock owing to the existence of isolated pores and throats. Because of the
absence of micropores and throats, the connected porosity of the CT‐only digital rock is distinctly smaller
than that of real rock and new digital rock. We compare the pore and throat radius distribution of digital
rocks with that of the real rock. Figure 9a shows that the pore radius of the real rock ranges from 50 μm
to 220 μm, with a dominant radius of 107 μm; the pore radius of the new digital rock has a broader range
from 30 to 234 μm with dominant radius of 102 μm; the pore radius of the CT‐only digital rock has a more
narrow distribution, from 80 to 200 μm and dominant radius of 120 μm. There is no significant difference
between the pore radius distribution of digital rocks and that of real rock, but the pore radius distribution
of new digital rock is closer to that of real rock. From Figure 9b, we can see that there is a distinct difference
in the distribution of throat radius between the CT‐only digital rock, the real rock, and the new digital rock.
Since the coarse resolution of CT images is 10 μm, the throat radius of the CT‐only digital rock is distributed
from 10 to 40 μm, the dominant radius of throats is 20 μm. However, the throat radius of the real rock ranges
from 0.4 to 2.2 μm, and the dominant radius of throats is 0.9 μm; the throat radius of the new digital rock
ranges from 0.5 to 10 μm, and the dominant radius of throats is 1.0 μm.We find that the distribution of throat
Figure 8. (a) Computed tomography (CT)‐only digital rock constructed with raw CT images; black is pore space, and gray
is solid. (b) New digital rock constructed by the CT images coupled with 200 templates; black is pore space, gray is solid,
and yellow is the new pore space.
Table 1
Petrophysical Parameters of the Real Rock and the Digital Rocks
Parameters Real rock CT‐only digital rock Error % New digital rock Error %
Porosity — 8.94% — 10.83% —
Connected porosity 10.58% 7.37% 30.34 10.31% 2.55
Pore number 1,320 1,229 6.89 1,336 1.21
Throat number — 1,635 — 2,145 —
Average coordination number — 2.88 — 3.25 —
Permeability ( m2) 2.24 × 10−16 1.09 × 10−13 — 3.12 × 10−15 —
Note. CT = computed tomography. Porosity = (pore volume/rock volume)*100%; connected porosity = (connected pore volume/rock volume)*100%. The coor-
dination number describes the number of throats connected to the single pore; the larger the coordination number, the better the pore connectivity.
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radius of the new digital rock is consistent with that of the real rock. The
macroscale imaging is thus able to capture the pores but not the throats
whose dimensions are in general smaller than the CT image resolution;
however, the template matching allows us to recover the smaller‐scale
throats.
Ideally, we could also estimate permeability as a second validation.
Unfortunately, neither the original CT‐only nor the new digital rocks con-
tain a connected network of pores spanning the sample, and thus, the
computed permeability would be zero. Permeability can, however, be
computed for subvolumes. In order to use a gridded model to compute
permeability, given a mean pore throat size of about 1 micron, we would
need a spatial resolution of at least 0.2 microns to resolve flow (e.g.,
Bakhshian et al., 2018). While lattice Boltzmann methods scale well in
parallel, to simulate our imaged volume requires a domain 50,000 ×
50,000 × 50,000, which greatly exceeds our group's present computing
capabilities. We thus assess permeability on subvolumes with a pore net-
work model (PNM; Blunt, 2001; Siena et al., 2014; Xiong et al., 2016).
Compared to lattice Boltzmann methods, PNMs require much less com-
puting time and memory due to the inherent simplifications of void space.
We further choose a representative elementary volume as the smallest
subset of the pore space that shows similar volume‐averaged properties
(here the porosity) as larger subsets (García‐Salaberri et al., 2018). We
cut 3‐D subvolumes with linear dimensions ranging from 0.5 to 7 mm
from the center of the digital rock and compute the porosity of these sub-
volumes. As shown in Figure S3, when the dimension reaches 4 mm, the
porosities of the subvolumes extracted from the CT‐only digital rock and
the new digital rock tend to be stable. Therefore, the representative ele-
mentary volumes of the digital rocks are determined to be 4 × 4 × 4 mm
(Figure S4). Since porous flow occurs in the connected pores, we extract
the largest connected pore network for each digital rock (Figure S5) and
generate the PNMs (Figure S6) for permeability prediction. As shown in
Figure S6, the connected pore network of the new digital rock is larger
in spatial extent than that of the CT‐only digital rock, and more isolated
pores are connected by small pore‐throats. The absolute permeabilities
parallel to the core of the two PNMs are listed in Table 1. The simulated
results show that the permeability of the new digital rock is 2 orders of
magnitude lower than that of the CT‐only digital rock due to the addition of small pore‐throats to the
new digital rock. Both computed permeabilities exceed the experimental permeability, owing to the absence
of smaller pore‐throats, less than 0.5 microns, that allow connected networks to extend over much larger
scales. Accurately capturing pore throat size in these tight rocks is critical to computing permeability. The
permeability of the new digital rock is within an order of magnitude of experimental measured permeability,
whereas the CT‐only digital rock permeability was 3 orders of magnitude too large.
The template‐matching approach restores some corner structures of macropores, micropores, and fine
throats, as identified in Figure 2, void spaces that cannot be identified at coarse resolution (10 μmper pixels).
Overall, the new digital rock shows good agreement with the natural rock with respect to geometric statistics
of the pore structure.
5. Summary and Future Directions
We put forward the concept of template matching for the construction of multiscale digital rocks in order to
address the trade‐off between imaging resolution and sample size. By expanding the resolution of 2‐D
images, we can create a higher‐resolution 3‐D model. The microstructures in the natural rock are selected
as templates for those assumed to be embedded in the coarse‐resolution images. This approach is
Figure 9. Pore and throat radius distribution of digital rocks and the real
rock. (a) Comparison of pore radius distribution between digital rocks
and the real rock. (b) Comparison of throat radius distribution between
digital rocks and the real rock. CT = computed tomography.
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empirical in that it is based on correlations seen at different scales and implicitly assumes that the micro-
structures have a physical origin so that they are repeated. However, the approach does not need to make
assumptions about self‐similarity or statistical properties of the pore space. Provided the number of tem-
plates is large enough and sample from a large enough region of the rock, the approach should also account
for heterogeneity of the rock.
There are three future directions. First, we only implemented two‐level matching, but the approach should
be generalized to multiple scales, for example, to connect centimeter‐millimeter‐micron‐nanometer scales.
Second, template matching with 3‐D templates, while computationally much more expensive to implement
(correlations must be computed in three directions and two angular rotations), should be more accurate at
recognizing microstructure but might also require fewer templates. Third, it may be possible to use
differential imaging of CT scans (by saturating pores with a high‐contrast fluid) to validate at least some
aspects of the imaging improvement by providing some additional constraints on subresolution structures
(e.g., Lin et al., 2016).
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Erratum
The affiliations of several authors have been corrected since this article was originally published.
The affiliation of ''A. Gong, G. Chen, H. Li, L. Pei, & S. Li'' is the College of Computer and Communication
Enginering, China University of Petroleum (East China), Qingdao, P. R. China.
W. Lin, X. Li, Z. Yang, S. Xiong, X. Zhao, & X. Wang affiliate to the Research Institute of Petroleum
Exploration & Development, PetroChina Company Limited, Beijing, P. R. China, but not the College of
Computer and Communication Engineering, China University of Petroleum (East China), Qingdao, P.
R. China.
The corrected version may be considered the version of record.
