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In this paper we present a proof to show that there exists no system of linear or nonlinear optics
which can simultaneously close multiple local orbit bumps and dispersion through a single beam
transport region. The second combiner ring in the CLIC drive beam recombination system, CR2,
is used as an example of where such conditions are necessary. We determine the properties of a
lattice which is capable of closing the local orbit bumps and dispersion and show that all resulting
solutions are either unphysical or trivial.
I. INTRODUCTION
Typical local orbit bumps in beam transport systems
vary on the timescale of 0.1-100 s and therefore use con-
ventional dipole magnets to vary the amplitude of the or-
bit bump. Faster orbit bumps can be achieved with the
use of kicker magnets which may operate on timescales of
10 ns up to 100 ms. Such systems can be designed to cor-
rect the dispersion function either side of the local orbit
bump with relative ease. For some applications, such as
the injection into the second combiner ring CR2 for the
CLIC drive beam recombination system, multiple local
orbit bumps are required on sub-nanosecond timescales;
thus RF deflectors are required rather than conventional
dipole magnets or kicker magnets.
The CLIC drive beam requires 2×24 pulses, each con-
sisting of 2904 bunches with a bunch spacing of 82 ps. To
achieve this, the CLIC drive beam linac produces 24×24
sub-pulses with a bunch spacing of 2 ns. A recombina-
tion system is used to interleave bunches over 3 stages
to produce the required pulse trains (Figure 1). Further
details of this system can be found in [1].
The second combiner ring stores bunch trains for up
to 3.5 turns; on each turn an additional bunch train is
injected such that the bunches are interleaved with the
stored bunches. The principle of the injection scheme is
depicted in Figure 2; as is shown, there are two stored tra-
jectories and the injection trajectory passing at the same
time through the injection region. In order to avoid beam
losses at the injection septum magnet a bump amplitude
of ∼3 cm is required and to interleave bunches with a
bunch spacing of 82 ps (12 GHz) a 3 GHz RF deflector
is required with the bunches 90◦ apart in RF phase.
A conventional orbit bump can be achieved with the
use of 4 dipole magnets to create a dispersion-free 4-bump
(Figure 3). However, for the CR2 injection system a
4-bump is not possible because the bump amplitude is
comparable with the wavelength of the deflector RF (λ =
10 cm); this causes transverse variations in the deflecting
FIG. 1. A schematic diagram of the CLIC drive beam recom-
bination system [1].
field. To show this, we can consider the RF deflector as
two parallel conducting plates separated by a distance 2r
where the beam passes through the deflector a distance
x1 and x2 from plates 1 and 2 respectively (Figure 4).
The phase difference of the RF on the two plates is 180◦,
thus there is a time-varying electric field across the gap.
We can assume that the deflector plates emit a time-
varying electric field of the form E0e
−i(ωt+kx). Hence the
electric field experienced by the electron bunch is
Ebeam =
V0
x1
e−i(ωt+kx1) − V0
x2
e−i(ωt−kx2). (1)
If x1 = x2 = r, the beam passes through the centre of
the deflector and the electric field is
Ebeam =
2V0
r
sin (kr) e−iωt. (2)
If x1 6= x2, the electric field experienced by the elec-
tron bunch has an apparent shift in phase and amplitude.
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2FIG. 2. A schematic diagram to show how the combiner ring
injection region interleaves bunches over 4 turns [1]. On each
turn the stored bunches take different trajectories.
FIG. 3. A schematic diagram of a 4-bump.
Therefore an RF 4-bump can only be closed for one tra-
jectory; this is not suitable for the CR2 injection region
as there are two stored trajectories which need to form
closed orbit bumps.
The orbit bumps in the injection region could be closed
with two RF deflectors and a lattice of multipoles (such
as quadrupoles) as depicted in Figure 5. If the beam
were to travel on-axis through the quadrupole, this lattice
would be an achromat and would be dispersion-free; how-
ever the dipole term due to traveling off-axis through the
quadrupole gives a contribution to the disperion, which
prevents the dispersion closing through the lattice. As
will be shown, there exists no system of linear or nonlin-
ear optics between the RF deflectors which can simulta-
neously correct both the dispersion and the orbit bump.
FIG. 4. A schematic diagram of an RF deflector.
FIG. 5. A schematic diagram of a local orbit bump (green)
and dispersion (purple) with two RF deflectors and a single
focusing quadrupole. The solid and dashed green lines show
equal and opposite amplitude orbit bumps through the region.
(a)
(b)
FIG. 6. Diagrams illustrating the orbit deviation (green) and
dispersion (purple) to show that the reflection of an asym-
metric solution is also a solution (a) and that the two can be
joined to form a symmetrised solution (b).
II. REQUIREMENTS FOR A LINEAR
SOLUTION
To prove that there is no linear solution for an off-axis
local orbit bump which can simultaneously close both
the orbit bump and the dispersion, we will first assume
that there is a solution, determine the properties of such
a lattice and then show that the required properties are
either unphysical or trivial.
If a linear solution exists, then it must be possible to
construct a symmetric lattice which is a solution. To ver-
ify this, let us consider a hypothetical asymmetric lattice
which is a solution; the reflection of this lattice must also
be a solution (Figure 6(a)). If we connect the original
lattice to its reflection, remove the two RF deflectors in
the centre and correct the central drift length, then this
new lattice will also be a solution and will be symmetric
(Figure 6(b)). We define this as the symmetrised solution
[2].
To verify that an asymmetric lattice can be symme-
terised, we will consider the orbit deviation and disper-
sion introduced by a magnetic dipolar kick; these can be
expressed respectively as shown in Eq. 3 where ρ is the
radius of curvature and θ is the deflection angle.
3(
x
x′
)
=
(
ρ (1− cos θ)
tan θ
)
(
Dx
D′x
)
=
(
ρ (1− cos θ)
sin θ
) (3)
From Eq. 3, we can express the dispersion in terms of
the orbit deviation
(
Dx
D′x
)
=
(
x
x′ cos θ
)
. (4)
It should be noted that this relationship holds true
for all electromagnetic dipolar kicks. In order to close
the orbit and dispersion through a dipole, the incident
trajectory and dispersion must be
(
x0
x′0
)
=
(
x
−x′
)
(
Dx,0
D′x,0
)
=
(
Dx
−D′x
)
=
(
x
−x′ cos θ
). (5)
If we imagine removing the dipole and replacing it with
a drift length, we can calculate the required drift length
to obtain x = 0 and Dx = 0 respectively
Lx=0 = −x0x′0 =
x
x′
LDx=0 = −Dx,0D′x,0 =
x
x′ cos θ =
Lx=0
cos θ
. (6)
Therefore the orbit deviation and dispersion equal zero
at different locations. However if we consider the mid-
point of the symmeterised lattice to be where Dx = 0
and calculate the orbit deviation and dispersion a dis-
tance LDx=0 downstream of the midpoint, we obtain
(
x1
x′1
)
=
(
x0 − 2x0cos θ
x′0
)
=
(
−x0 − 2x0(1−cos θ)cos θ
x′0
)
(
Dx,1
D′x,1
)
=
(−Dx,0
D′x,0
) . (7)
As will be shown later, the dispersion function fulfills
the condition for an anti-symmetric solution. If we apply
a transverse offset of − 2x0(1−cos θ)cos θ to the multipoles in
the second half of the symmeterised lattice with respect
to the first half of the cell (Figure 7), then the orbit
deviation also becomes an anti-symmetric solution.
Having shown that a symmetric lattice must exist if
any solution exists, we are able to greatly simplify the
problem. As the lattice is symmetric about the midpoint
and closes the orbit bump and dispersion, this implies
that the orbit bump and dispersion function must also
be symmetric or anti-symmetric (Figure 8); we will define
FIG. 7. A schematic diagram of the orbit deviation (green)
and dispersion (purple) through a symmeterised lattice de-
picting the transverse offset in quadrupoles required to sym-
meterise an asymmetric lattice.
FIG. 8. A schematic diagram of the orbit deviation
(green) and dispersion (purple) depicting the symmetric (solid
lines) and anti-symmetric (dashed lines) solutions through a
quadrupole doublet.
these as the even and odd parity solutions respectively. It
should be noted that the orbit and dispersion must have
the same parity because the dispersion through a multi-
pole is dependent on its trajectory; with the exception of
dipoles. However dipoles break the transverse symmetry
of a lattice; thus it is not possible to close more than one
orbit bump.
For a symmetric lattice, we define the ‘central region’
as the central multipole if there are an odd number of
multipoles in the lattice and the central doublet if there
are an even number of multipoles (Figure 9).
(a)
(b)
FIG. 9. Diagrams to show the central region for a symmetric
lattice with an odd number of multipoles (a) and an even
number of multipoles (b).
4As previously stated, if a symmetric lattice closes both
the local orbit bump and dispersion, the orbit and dis-
persion must also be symmetric with odd or even parity.
Thus the bump trajectory and dispersion must also be
symmetric across the central region. Therefore we need
only investigate the central region of a hypothetical lat-
tice to make general conclusions about the criteria for a
solution for all possible lattice designs. If we can verify
that no solution exists for the singlet and doublet cases
then by induction, we can conclude that there is no so-
lution for any symmetric sequence of 2n+ 1 quadrupoles
and 2n quadrupoles respectively; hence no symmetric se-
quence of quadrupoles can be a solution. If no symmetric
solution exists then from our earlier statement, no linear
solution exists.
The singlet can be considered as a special case of a
doublet, where the drift length between the quadrupoles
is zero. Thus we need only consider the doublet case to
determine if a solution exists for either case.
III. BEAM DYNAMICS
We recall that the transfer matrices for focussing and
defocussing quadrupoles are
Mqf =
 cos (√kf lq) sin(√kf lq)√kf
−√kf sin (√kf lq) cos (√kf lq)

Mqd =
(
cosh
(√
kdlq
) sinh(√kdlq)√
kd√
kd sinh
(√
kdlq
)
cosh
(√
kdlq
))
(8)
and for a drift space that the matrix is
Mdr =
(
1 Ldr
0 1
)
. (9)
The trajectory downstream of the central region can
be defined in terms of the trajectory upstream
(
x1
x′1
)
= M
(
x0
x′0
)
, (10)
where M is the transfer matrix for the central region.
It should be noted that for any linear transfer matrix
M describing a system where energy and momentum are
conserved, det (M) = 1.
As the beam is traveling off-axis through the
quadrupoles in the central region, we need to consider
the quadrupole contributions to the dispersion function.
The dispersion, Dq, and its derivative, D
′
q, can be defined
as
Dq = M1,2
∫ lq
0
M˜1,1
ρ (s)
ds−M1,1
∫ lq
0
M˜1,2
ρ (s)
ds
D′q = M2,2
∫ lq
0
M˜1,1
ρ (s)
ds−M2,1
∫ lq
0
M˜1,2
ρ (s)
ds
, (11)
where M˜i,j = Mi,j (s) and ρ (s) is the radius of curvature
at a longitudinal position s in the quadrupole, given as
ρ (s) =
dL
dθ
=
(
1 + x′2
) 3
2
x′′
. (12)
By substituting the results of Eq. 10 and Hill’s Equa-
tion, x′′ + kx = 0, into Eq. 12, the radius of curvature
can be obtained as
ρ (s) =
(
1 +
(
M˜2,1x0 + M˜2,2x
′
0
)2) 32
x0
dM˜2,1
ds + x
′
0
dM˜2,2
ds
. (13)
For the focusing and defocusing quadrupoles the radius
of curvature is given respectively as
ρf (s) = −
(
1 +
(
M˜2,1x0 + M˜2,2x
′
0
)2) 32
kf
(
M˜1,1x0 + M˜1,2x′0
)
ρd (s) =
(
1 +
(
M˜2,1x0 + M˜2,2x
′
0
)2) 32
kd
(
M˜1,1x0 + M˜1,2x′0
)
. (14)
IV. CENTRAL REGION
In total there are only 8 possible scenarios for the cen-
tral region which could produce a solution:
• Focussing singlet, symmetric bump
• Focussing singlet, anti-symmetric bump
• Defocussing singlet, symmetric bump
• Defocussing singlet, anti-symmetric bump
• Focussing doublet, symmetric bump
• Focussing doublet, anti-symmetric bump
• Defocussing doublet, symmetric bump
• Defocussing doublet, anti-symmetric bump
As previously stated, the singlet can be treated as a
special case of a doublet, thus allowing us to study all
scenarios at once.
5A. Quadrupole doublet
Rather than using specific matrix elements for a fo-
cussing or defocussing quadrupole from Eq. 8, we will
write the equations in a more general form.
For the symmetric solution, we require
(
x1
x′1
)
=
(
x0
−x′0
)
(
Dx,1
D′x,1
)
=
(
Dx,0
−D′x,0
), (15)
where point ‘0’ refers to the start of the singlet or doublet
in the central region and point ‘1’ refers to the end. For
the anti-symmetric solution we require
(
x1
x′1
)
=
(−x0
x′0
)
(
Dx,1
D′x,1
)
=
(−Dx,0
D′x,0
). (16)
Therefore, to generalise the constraints for both pari-
ties, we require
(
x1
x′1
)
=
(±x0
∓x′0
)
(
Dx,1
D′x,1
)
=
(±Dx,0
∓D′x,0
), (17)
where the top sign in ± or ∓ represents the sign for
the symmetric case and the bottom sign for the anti-
symmetric case. If we consider the general transfer ma-
trix for a quadrupole to be
M =
(
M1,1 M1,2
M2,1 M2,2
)
(18)
and the transfer matrix of a doublet to be
N =
(
M1,1 M1,2
M2,1 M2,2
)(
1 Ldr
0 1
)(
M1,1 M1,2
M2,1 M2,2
)
=(
M21,1+LdrM1,1M2,1+M1,2M2,1 LdrM
2
1,1+2M1,1M1,2
LdrM
2
2,1+2M1,1M2,1 M
2
1,1+LdrM1,1M2,1+M1,2M2,1
) .
(19)
Given the dispersive contributions, Dq and D
′
q, for a
quadrupole from Eq. 11, we can define the contributions
for a doublet, Dq,doub and D
′
q,doub, as
Dq,doub = M1,1Dq + (LdrM1,1 +M1,2)D
′
q
D′q,doub = M2,1Dq + (LdrM2,1 +M2,2)D
′
q
. (20)
This can be simplified using the results from Eq. 19 to
produce
Dq,doub = N1,2
∫ M˜1,1
ρ(s) ds−N1,1
∫ M˜1,2
ρ(s) ds
D′q,doub = N2,2
∫ M˜1,1
ρ(s) ds−N2,1
∫ M˜1,2
ρ(s) ds
. (21)
For the orbit bump, we require
N1,1x0 +N1,2x
′
0 = ±x0
N2,1x0 +N2,2x
′
0 = ∓x′0
(22)
and the solution to these simultaneous equations is
x0
x′0
=
N1,2
±1−N1,1 =
∓1−N2,2
N2,1
. (23)
For the dispersion function we require
N1,1Dx,0 +N1,2D
′
x,0 +Dq,doub = ±Dx,0
N2,1Dx,0 +N2,2D
′
x,0 +D
′
q,doub = ∓D′x,0
, (24)
where Dq,doub and D
′
q,doub are the dispersive contribu-
tions from the quadrupole doublet as given in Eq. 21.
Eq. 24 can be written out more explicitly as
±Dx,0 = N1,1Dx,0 +N1,2D′x,0 +N1,2
∫ M˜1,1
ρ(s) ds
−N1,1
∫ M˜1,2
ρ(s) ds
∓D′x,0 = N2,1Dx,0 +N2,2D′x,0 +N2,2
∫ M˜1,1
ρ(s) ds
−N2,1
∫ M˜1,2
ρ(s) ds
(25)
and these equations can be rearranged and the results
from Eq. 23 substituted to give the following equations
Dx,0 =
x0
x′0
D′x,0 +
x0
x′0
∫ M˜1,1
ρ(s) ds− N1,1±1−N1,1
∫ M˜1,2
ρ(s) ds
Dx,0 =
x0
x′0
D′x,0 +
(
x0
x′0
± 1N2,1
) ∫ M˜1,1
ρ(s) ds+
∫ M˜1,2
ρ(s) ds
.
(26)
By solving these simultaneous equations we obtain
(∓1 +N1,1)
∫
M˜1,1
ρ (s)
ds−N2,1
∫
M˜1,2
ρ (s)
ds = 0. (27)
By expressing the matrix elements of N in terms of
M and using the fact that det (M) = 1, Eq. 27 can be
simplified for the symmetric and anti-symmetric cases
respectively
6M2,1 (LdrM1,1 + 2M1,2)
∫ M˜1,1
ρ(s) ds
−M2,1 (LdrM2,1 + 2M1,1)
∫ M˜1,2
ρ(s) ds = 0
(2M1,1 + LdrM2,1)×(
M1,1
∫ M˜1,1
ρ(s) ds−M2,1
∫ M˜1,2
ρ(s) ds
)
= 0
. (28)
For the symmetric case in Eq. 28, we can express it as
M2,1
(
2Dq + LdrD
′
q
)
= 0, (29)
where Dq and D
′
q are the dispersive contributions for
one of the quadrupoles in the doublet, or half of a
quadrupole for the singlet. Therefore, either M2,1 = 0
or 2Dq + LdrD
′
q = 0; the latter implies that D
′
q ∝ Dq.
We can consider Dq and D
′
q in Eq. 11 as vectors in
a coordinate system where
∫ lq
0
M˜1,1
ρ(s) ds and
∫ lq
0
M˜1,2
ρ(s) ds
are the coordinate bases. If D′q ∝ Dq, then the corre-
sponding vectors in our abstract coordinate system must
be parallel; therefore
M1,2
M1,1
=
M2,2
M2,1
. This implies that
det (M) = 0, but this is a contradiction because we know
that det (M) = 1. Therefore 2Dq + LdrD
′
q = 0 is not
possible except for the trivial case and M2,1 = 0 is the
only solution for the symmetric case.
For the focusing quadrupoles, M2,1 = 0 has solutions at√
kf lq = mpi. For the defocusing quadrupoles, M2,1 = 0
only has the solution
√
kdlq = 0, which is trivial and can
be neglected.
For the anti-symmetric case, Eq. 28 can be simplified
with the use of Eq. 11 and the fact that M1,1 = M2,2
(2M1,1 + LdrM2,1)D
′
q = 0. (30)
Therefore either D′q = 0 or 2M1,1 + LdrM2,1 = 0.
For the defocusing singlet, there are no real solutions
to 2M1,1 +LdrM2,1 = 0 and for the doublet there are no
solutions for lq, Ldr > 0. For the other solution, D
′
q = 0,
the only solution is the trivial case when
√
kdlq = 0.
For the focusing singlet, solutions for 2M1,1 +
LdrM2,1 = 0 occur at
√
kf lq = (2m+ 1)pi/2 and D
′
q = 0
when
√
kf lq = mpi; these solution sets can be combined
to give
√
kf lq = mpi/2. For the doublet both D
′
q = 0
and 2M1,1 +LdrM2,1 = 0 have non-trivial solutions only
if tan
(√
kf lq
)
=
√
kfLdr/2.
V. RESULTS
From the results above, we can conclude that there
are no non-trivial solutions for any of the defocusing
quadrupole cases. Thus we can investigate the possible
solutions for the focusing quadrupoles. There are three
distinct possible solutions for the focusing quadrupole
cases, which are
• √kf lq = mpi for the symmetric focusing cases
• √kf lq = mpi/2 for the anti-symmetric focusing sin-
glet
• tan (√kf lq) = √kfLdr/2 for the anti-symmetric
focusing doublet
A.
√
kf lq = mpi for the symmetric focusing cases
If
√
kf lq = mpi, then the transfer matrix N in Eq. 19
can be expressed as
N =
(
1 Ldr
0 1
)
, (31)
thus the requirements to produce a symmetric dispersion
function become
Dx,0 + LdrD
′
x,0 +Dq,doub = Dx,0
D′x,0 +D
′
q,doub = −D′x,0 . (32)
Therefore we obtain
Dq,doub
Ldr
=
D′q,doub
2 , which implies
that det (N) = 0 which is contradictory as we know that
det (N) = 1. Hence there are no non-trivial solutions for
the focusing cases for
√
kf lq = mpi.
B.
√
kf lq = mpi/2 for the anti-symmetric focusing
singlet
For the focussing singlet, we obtain the transfer matrix
N =
 cos (2√kf lq) sin(2√kf lq)√kf
−√kf sin (2√kf lq) cos (2√kf lq)
 . (33)
If
√
kf lq = (2m+ 1)pi/2, then Eq. 33 becomes −I,
where I is the identity matrix. By considering the result-
ing orbit and dispersion functions, we obtain
−x0 = −x0
−x′0 = x′0
−Dx,0 +Dq = −Dx,0
−D′x,0 +D′q = D′x,0
, (34)
which gives the result Dq = x
′
0 = 0. Similarly, if
√
kf lq =
mpi, we obtain the result D′q = x0 = 0.
If Dq = 0 then from Eq. 11, it can be shown that
M1,2
∫ lq
0
M˜1,1
ρ (s)
ds = M1,1
∫ lq
0
M˜1,2
ρ (s)
ds. (35)
7As
√
kf lq = (2m+ 1)pi/2, M1,1 = 0 and M1,2 = −1,
which implies that
∫ lq
0
M˜1,1
ρ(s) ds = 0. However, if we substi-
tute the results from Eq. 14 then we obtain the integral
∫ lq
0
M˜1,1
ρ(s) ds = −kfx0
∫ (2m+1)pi2√kf
0
cos2(
√
kfs)
(1+kfx20 sin2(
√
kfs))
3
2
ds
= (2m+ 1)
K(−kfx20)−E(−kfx20)√
kfx0
,
(36)
where K and E are complete elliptic integrals of the first
and second kind respectively. Eq. 36 only equates to
zero when x0 = 0; therefore
√
kf lq = (2m+ 1)pi/2 leads
to the trivial solution that x0 = x
′
0 = 0.
For the case where
√
kf lq = mpi, except for the trivial
case where
√
kf lq = 0, the quadrupole can be divided
into three smaller quadrupoles such that
N =
(
cos(2mpi)
sin(2mpi)√
kf
−
√
kf sin(2mpi) cos(2mpi)
)
=
(
0 1√
kf
−
√
kf 0
)
×(
cos((2m−1)pi) sin((2m−1)pi)√
kf
−
√
kf sin((2m−1)pi) cos((2m−1)pi)
)(
0 1√
kf
−
√
kf 0
) .
(37)
We have proven that the only anti-symmetric solution
for the central quadrupole is the trivial case where x =
x′ = 0. Hence if we determine an initial trajectory which
can produce this result after passing through the first
quadrupole, we find
(
0 1√
kf
−√kf 0
)(
x0
x′0
)
=
(
x′0√
kf
−√kfx0
)
=
(
0
0
)
. (38)
Therefore the only solution for the anti-symmetric fo-
cusing singlet is the trivial case where x0 = x
′
0 = 0.
C. tan
(√
kf lq
)
=
√
kfLdr/2 for the anti-symmetric
focusing doublet
From Eq. 19, using the fact that det (N) = 1, the
transfer matrix for a doublet can be expressed as
N =(
(2M1,1+LdrM2,1)M1,1−1 (2M1,1+LdrM2,1)M1,2+Ldr
(2M1,1+LdrM2,1)M2,1 (2M1,1+LdrM2,1)M1,1−1
)
.
(39)
From Eq. 30, this can be simplified to
N =
(−1 Ldr
0 −1
)
, (40)
hence we obtain the requirements for the anti-symmetric
dispersion function
−Dx,0 + LdrD′x,0 +Dq,doub = −Dx,0
−D′x,0 +D′q,doub = D′x,0 , (41)
which implies that −Dq,doubLdr = D′x,0 =
D′q,doub
2 and there-
fore Dq,doub ∝ D′q,doub. But we have previously shown
that this implies that det (N) = 0, which is contradic-
tory because we know that det (N) = 1; therefore there
are no non-trivial solutions for the anti-symmetric focus-
ing doublet.
VI. NONLINEAR EXTENSION
Having proven that no linear solution exists which can
simultaneously close multiple orbit bumps and dispersion
functions, we can consider the case where higher order
multipoles are used to create a nonlinear optical system.
For a particle bunch traveling on-axis through a multi-
pole, a particle displaced by x from the centroid of the
bunch will experience a magnetic field given as
By =
pc
e
knx
n, (42)
where k0 represents the dipole term, k1 the quadrupole
term and so forth. kn can be defined as
kn =
e
pc
∂nBy
∂xn
. (43)
If we now consider that the bunch centroid is off-axis
by a distance δx in the x-axis, then the magnetic field
experienced by a particle displaced a distance x from the
bunch centroid will be
By =
p
c
kn (x+ δx)
n
=
p
c
kn
n∑
k=0
(
n
k
)
xn−kδxk, (44)
where
(
n
k
)
= n!k!(n−k)! .
As we are only considering the linear transfer matrix,
we only need to consider the dipole and quadrupole terms
from Eq. 44, which we shall define as K˜
K˜ = nknδx
n−1 +
knδx
n
x
. (45)
To determine the equation of motion for a particle trav-
eling through a multipole, we can exploit Hill’s Equation
x′′ +K (s)x = 0. (46)
Substituting Eq. 45 into Eq. 46 gives the following
equation of motion
8x′′ +
(
nknδx
n−1 (x, x′, s) +
knδx
n (x, x′, s)
x
)
x = 0.
(47)
The position of the bunch centroid, δx, varies with the
longitudinal position, s, but also with the phase space
coordinates, (x, x′); therefore Hill’s Equation becomes a
nonlinear differential equation with no analytical solu-
tion. To overcome this, we will consider the multipole as
a series of slices; such that K˜ varies a negligible amount
in each slice. It should be noted though that we do not
use the thin lens approximation, but rather, we assume
that δK˜ ≈ 0 through the slice.
If we consider K˜ for a quadrupole in Eq. 45, we obtain
K˜1x = k1x+ k1δx. (48)
However, for a higher order multipole, we can rear-
range Eq. 45 as
K˜nx =
(
nknδx
n−1)x+ (nknδxn−1) δxn
= k˜1x+ k˜1
δx
n
, (49)
where k˜1 is the effective quadrupole term for the trajec-
tory through the multipole. Therefore traveling off-axis
through a multipole of order n with a transverse dis-
placement δx is equivalent to traveling off-axis through a
quadrupole with a transverse displacement δxn . As previ-
ously shown for the linear case, the trivial solution where
x = x′ = 0 is the only possible solution. For the nonlin-
ear case, the result from Eq. 49 implies that as the order
of the multipole increases, one can design an optical sys-
tem which asymptotically converges to a closed solution
for the orbit bump and dispersion; although no perfect
solution exists for any system of linear or nonlinear op-
tics.
From Eq. 45, the fractional error on K˜ in terms of
beam jitter, σx can be calculated as
σK˜
K˜
= ∂K˜∂δx
σx
K˜
= nσδxδx
(
1− xnx+δx
)
≈ nσδxδx
. (50)
Therefore the tolerance on fractional beam jitter scales
as 1/n for a multipole of order n. Hence for higher or-
der multipoles, the jitter tolerances become increasingly
stringent. This increasingly tight tolerance on the beam
jitter would likely limit the maximum order of a mul-
tipole which can be used for such a system before the
residual dispersion introduced by the beam jitter exceeds
the residual dispersion of an off-axis orbit bump.
VII. SUMMARY
In this paper we have shown that there is no possible
linear solution to simultaneously close orbit and disper-
sion functions. We showed that if a solution exists then
it must be possible to create a symmetric lattice which
is also a solution. For a symmetric lattice, both the
orbit and dispersion must be either symmetric or anti-
symmetric about the midpoint of the lattice. This allows
us to investigate just the central region of the lattice to
determine whether a solution is possible. By considering
a quadrupole singlet at the centre of the injection region,
we are able to draw conclusions about any lattice con-
sisting of an odd number of quadrupoles. Similarly by
considering a doublet at the centre, we are able to draw
conclusions about any lattice consisting of an even num-
ber of quadrupoles. By considering a quadrupole singlet
as the special case of a quadrupole doublet with a drift
length Ldr = 0, we are able to investigate all cases and
show that no non-trivial linear solutions exist.
After proving that no linear solution exists, we were
able to extend the proof to nonlinear optical systems.
By considering the multipole terms experienced by an
off-axis beam and linearising Hill’s Equation, we were
able to determine the effective linear equation of motion
of an off-axis particle. By relating this to the proof for
linear optics, we were able to show that no non-trivial
nonlinear optics exist; thus completing the proof that no
solution exists to simultaneously correct multiple local
orbit bumps and dispersion functions with linear or non-
linear optics.
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