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Abstract The redundancy allocation problem is one of the main branches of reliability optimization
problems. Traditionally, the redundancy allocation model has focused mainly on maximizing system
reliability at a predetermined time. Hence, in this study, we develop a more realistic model, such that
the mean time to failure of a system is maximized. To overcome the structural complexity of the
model, the Monte Carlo simulation method is applied. Two metaheuristics, Simulated Annealing (SA) and
Genetic Algorithm (GA), are proposed to solve the problem. In addition, the design of experiments and
response surface methodology are employed for tuning the GA and SA parameters. The metaheuristics
are compared, based on their computation time and accuracy, in 30 test problems. Finally, the results are
analyzed and discussed, and some conclusions are drawn.
© 2013 Sharif University of Technology. Production and hosting by Elsevier B.V.
Open access under CC BY-NC-ND license.1. Introduction
The Redundancy Allocation Problem (RAP) is a widely in-
vestigated topic in the field of reliability optimization. The RAP
involves finding a suitable allocation for the components of a
systempossibly under cost, weight, or other system constraints.
To obtain such an allocation, many researchers have considered
different configurations, such as series, parallel, k-out-of-n, and
series–parallel structures. The series–parallel system structure
(Figure 1) is commonly used in many system designs. A system
with a series–parallel structure is composed of a fixed num-
ber of parallel subsystems connected in series. In each subsys-
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reliability.
Since the introduction of a mathematical model for redun-
dancy allocation by Fyffe et al. [1], the RAP has attracted in-
creasing attention. Fyffe et al. [1] considered the RAP with
weight and cost constraints and solved it by using dynamic
programming. Chern [2] showed that even a simple RAP in
series systems with linear constraints is Non-deterministic
Polynomial-time hard (NP-hard). This has prompted re-
searchers to developmetaheuristicmethods to achieve approx-
imately acceptable solutions. Ida et al. [3] and Yokota et al. [4]
designed a Genetic Algorithm (GA) for the RAP in a series sys-
tem. Coit and Smith [5] proposed aGA to analyze series–parallel
systems and to determine the optimal design configuration
when there are multiple component choices available for each
of several k-out-of-n subsystems. Coit and Smith [6] consid-
ered discrete component choices for each subsystem of a se-
ries–parallel system and proposed a genetic algorithm to solve
the problem. Kulturel-Konak et al. [7] proposed a tabu search al-
gorithm to solve the RAP with component mixing. Kim et al. [8]
applied a simulated annealing algorithm for redundancy opti-
mizationwithmultiple component choices. Liang and Smith [9]
proposed an ant colony optimization algorithm for solving the
RAP. Nahas et al. [10] coupled ant colony and the degraded
evier B.V. Open access under CC BY-NC-ND license.
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ceiling algorithm for the redundancy allocation problem of se-
ries–parallel systems. Liang and Chen [11] presented a variable
neighborhood search algorithm for redundancy allocation of se-
ries–parallel systems. Nahas and Dao [12] applied the harmony
search algorithm to the RAP, and Yeh and Hsieh [13] solved the
problem using an artificial bee colony algorithm. In summary,
many researchers have considered different variations of the
RAP (refer to [14,15] for a survey of this problem).
In research into RAP so far, the objective has been to maxi-
mize system reliability at a predetermined time. However, it is
difficult for the decision maker to determine a specific time for
maximizing system reliability when the decision maker’s goal
is to increase the lifetime of the system. Hence, in this study,
we develop a more realistic model in which the mean time to
failure (MTTF) of the system is maximized. To overcome the
structural complexity of the objective function, theMonte Carlo
simulation method is applied. We compared two metaheuris-
tics, GA and Simulated Annealing (SA), to solve the problem and
evaluate the efficiency of these algorithms through some test
problems.
The rest of the paper is organized as follows. Section 2 de-
scribes the problem, defines the assumptions, and formulates
the problem. In Section 3, we propose themetaheuristics which
are applied to solve the problem. Section 4 describes the tuning
of parameters of the algorithms and investigates their perfor-
mance. Finally, Section 5 concludes the paper.
2. Problem description
This article is about the RAP without component mixing
in series–parallel systems. The redundancy strategy is cold-
standby in which the redundant components do not fail before
they operate. When the current component fails, one of the
redundant units is switched on to continue systemoperation. At
any time the switch is required, there is a constant probability
that the switching will be successful. It is also assumed that
in each subsystem, there is only one type of component to be
selected and only the level of redundancy must be determined.
The goal is to maximize the mean time to failure of the system
considering cost and weight constraints.
2.1. Notation
s: number of subsystems;
xi: number of components assigned to subsystem i (i =
1, 2, . . . , s);
ui: maximum xi allowed (i.e. upper bound for xi);
Ri(t): reliability of component i at time t;
ci: per unit cost of component i;wi: per unit weight of component i;
W : maximum weight of the system;
ρ: failure-detection/switching success probability;
C: maximum cost of the system;
Rsys(t): system reliability at time t;
MTTF : mean time to failure of the system.
2.2. Assumptions
– The state of each component at any point of time is one of
the ‘‘good’’ or ‘‘failed’’ states.
– The state of each component is independent of the other
components.
– In the case of a component failure, the component is not
repaired.
– Mixed component is not allowed.
2.3. Mathematical model
Maximize MTTF =
 ∞
0
Rsys(t)dt, (1)
subject to the following constraints:
s
i=1
cixi ≤ C, (2)
s
i=1
wixi ≤ W , (3)
1 ≤ xi ≤ ui. (4)
The objective function (1) maximizes the mean time to
failure of the system. Constraints (2) and (3) represent the
available cost and weight constraints, respectively. Constraint
(4) denotes the domain of the decision variables.
Chern [2] showed that the RAP is NP-hard, and thus, this
model is NP-hard as a generalization of the RAP. Therefore, the
use of two metaheuristics to solve the RAP is justified.
3. Metaheuristics
In this section, well-known metaheuristics that have been
successfully applied to combinatorial problems by researchers,
such as the GA and SA, are developed to solve the RAP.
3.1. Genetic algorithm
The GA is one of the most effective and commonly known
metaheuristics that have been designed to solve combinatorial
problems. Each solution in GA is known as a chromosome,
which is shown by a structure named solution representation.
The quality of each chromosome is evaluated by a fitness
function. In GA, a group of initial chromosomes is generated as
the initial population. In order to create the next generation,
chromosomes are selected using a selection mechanism, to
which genetic operators, named crossover and mutation, are
applied. This procedure continues until a stopping criterion
is met. The elements of the proposed genetic algorithm are
described below.
3.1.1. Solution representation
Each individual chromosome, I = (x1, x2, . . . , xs), is a vector
of s genes, where s denotes the number of subsystems and
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Table 1: Proposed simulation algorithm.
For k = 1 to n.simulation
Generate a random number with the components distribution
function for all components (aij) j = 1, . . . , s; i = 1, . . . , xj
For j = 1 to s
bj=a1j
For i = 2 to xi
Generate random number r ∈ (0, 1)
If r < ρ
bj=bj + aij
else
exit from for i
End for i
End for j
TTF k = min

bj

End for k
MTTF =
n.simulation
k=1 TTFk
n.simulation
xi denotes the number of components assigned to subsystem
i (i = 1, 2, . . . , s). An example of the solution representation is
illustrated in Figure 2.
3.1.2. Fitness function
In order to evaluate each chromosome, we calculate the
value of the fitness function by subtracting a penalty term
from the objective function (1). To overcome the structural
complexity of the objective function, we use Monte Carlo
simulation. TheMonte Carlo method is a class of computational
algorithm that relies on repeated random sampling to compute
the result. The basic structure of the proposed simulation
algorithm is presented in Table 1,where the following notations
are used:
n.simulation: number of simulations
aij: generated random number with its distribution for
component i in subsystem j;
s: number of subsystems;
xj: number of components in subsystem j;
bj: time to failure of subsystem j in a single simulation;
ρ: failure-detection/switching success probability;
TTF k: time to failure of the system in the kth simulation;
MTTF : mean time to failure of the system.
The number of simulations in this approach is not fixed. The
simulations are performed in groups of 100, and the mean time
to failure is calculated for each group. Group simulations are
performed repeatedly until themeans time to failure converges.
3.1.3. Penalty function
The use of crossover and mutation operators may result in
an infeasible solution. This problem can be solved in different
ways. Coit and Smith [16] showed that the use of a penalty
function in the GA for the RAP significantly enhances the quality
of the solutions. The penalty function used in this study is
obtained by the following equation [16]:
fip = fi −

1wi
NFTw
k
+

1ci
NFT c
k
(fall − ffeas). (5)
In the above equation, fip is the penalized objective function
value of solution i, fi is the unpenalized objective function valueFigure 3: Uniform crossover.
of solution i, fall denotes the unpenalized value of the best
solution yet to be found, and ffeas denotes the value of the best
feasible solution yet to be found. The exponent, k, is a pre-set
severity parameter. 1wi and 1ci are the magnitudes of any
constraint violations that occur for the ith solution vector, and
NFT c and NFTw are the near-feasible thresholds (NFT s) of the
cost and weight constraints, respectively. The dynamic NFT is
defined as follows:
NFT = NFT 0
1+ λg , (6)
where NFT 0 is an upper bound for NFT, g is the generation
number, and λ is a constant that ensures that the entire region
between NFT 0 and zero (strict feasibility) is searched.
3.1.4. Crossover
One offspring is produced by a single uniform crossover
operator. The uniform crossover operator first generates a
random crossover mask and then exchanges related genes
between parents, according to that mask. A crossover mask is
a binary string with a size the same as that of a chromosome.
While scanning the mask string from left to right, if the current
bit is found to be 1, then the genes at the corresponding position
of the first parent are selected; otherwise, the genes at the
corresponding position of the second parent are selected. Thus,
one offspring is produced. Similarly, the second offspring is
produced by repeating the process again, but with 0 and 1 in
the mask string being exchanged. This method is illustrated in
Figure 3.
If p is the population size, then p offspring are produced
by crossover and are combined with the parents. Then, the
p numbers of best solutions among them are selected, which
survive to the next generation. The best solution within the
population is never chosen for mutation, to ensure that this
solution is never altered and to improve the rate of convergence
of the mean lives.
3.1.5. Mutation
After the chromosome with mutation probability pm is
selected, the following procedure is adopted for all geneswithin
the selected chromosome. A random number, r , between 0 and
1, with a continuous uniform distribution, is generated for each
gene. If r is less than 0.1, then the content of the gene will
increase by one, and if r is between 0.1 and 0.2, then the content
of the gene will decrease by one; otherwise, the content of the
gene remains unaffected. If the redundancy level of subsystem i
is 1, the subsystem is only permitted to increase, and if the level
is equal to ui, it is only permitted to decrease.
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We use a ranking-based selection method proposed by
Mayerle [17], as given by the following formula:
select(Y ) =

yi ∈ Y |j = N
−

−1+1+ 4rnd(N2 + N)
2

, (7)
where Y is a list (Y = (y1, y2, . . . , yN)) with N individuals
sorted in decreasing order according to their fitness values and
rnd is a uniformly distributed randomnumber between 0 and 1.
Eq. (7) returns the position of the individual to be selected from
list Y . The formula favors the selection of individuals that are
placed in initial positions in the list, that is, the best individuals
are selected.
3.1.7. Stopping criteria
The algorithm terminateswhen the best chromosome of any
given generation remains constant for 50 generations.
3.2. Simulated annealing
The SA algorithm is based on that of Metropolis et al. [18],
which was originally proposed as a means of finding the
equilibrium configuration of a collection of atoms at a given
temperature. Pincus [19] first noted the correlation between
this algorithm andmathematical minimization, but Kirkpatrick
et al. [20] were the first to propose that it could form the
basis of an optimization technique for combinatorial and other
problems. The SA algorithm starts out with a random starting
solution. A new solution is generated in the neighborhood of
the current solution. If it is better than the current solution,
it replaces the current solution. If the new solution is not an
improvement upon the current solution, it replaces the current
solution with a probability of (P = e−∆/KT ), where ∆ is the
variation in the objective function and T is a control parameter,
namely, temperature. The temperature is reduced after each
execution of SA todecrease theprobability of accepting thenon-
improving solutions. This process is repeated until a stopping
criterion is met.
The basic structure of the SA algorithm is presented in
Table 2, where the following notations are used:
IS: initial solution;
CS: current solution;
BS: best solution;
NS: neighboring solution;
f (X): objective function at solution X;
i: repetition counter;
T : temperature;
T0: initial temperature;
K : Boltzmann constant;
L: number of repetitions allowed at each temperature level;
P: probability of acceptance NS when it is not better than CS.
The common elements of the proposed SA algorithm are
described below.
3.2.1. Solution representation
The solution representations in the SA algorithm and the GA
are the same.Table 2: Simulated annealing algorithm.
Initialize the SA control parameter (T0, L)
Select an initial solution, IS
set T = T0; set CS = IS; set BS = IS; calculate f (IS)
while the stop criterion is not reached do:
Set i = 1;
while i < L do:
generate solution NS in the neighborhood of CS; calculate
∆ = f (CS)− f (NS);
if∆ ≤ 0
CS = NS
else
generate a random number r ∈ (0, 1)
if r ≤ (p = e ∆KT );
CS = NS;
if f (CS) > f (BS)
BS = CS;
i = i+ 1;
end
reduce the temperature T ;
end
3.2.2. Neighbour generation
To generate a neighbouring solution in the SA algorithm,
first, two random numbers are generated from the discrete
uniform distribution function, where the lower limit is 1 and
the upper limit equals the number of subsystems. For the
corresponding cells of these random numbers, the following
procedure is adopted.
A random number, r , between 0 and 1 is generated. If r
is less than 0.5, then the content of the gene will increase by
one; otherwise, the content will decrease by one. In the case
when the solution is infeasible, the solution is omitted and the
procedure is repeated.
3.2.3. Cooling scheme
After the internal loop is repeated L times, the temperature
decreases according to the following formula:
Ti = β Ti−1. (8)
β is a constant number between 0 and 1 that should be tuned.
Ti−1 is the current temperature and Ti is the new temperature.
4. Genetic algorithm and simulated annealing: fine-tuning,
testing, and comparisons
In this section, the performances of the proposed algorithms
have been compared. However, the values of the computational
results obtained using the GA and SA are usually sensitive to
the GA and SA parameters. Hence, this research first optimizes
the parameter values using statistical methods. Then, the
computational performance of the GA and SA on a set of test
problems is assessed. Because the RAP, with the objective
of maximizing the mean time to failure of the system, is a
newly defined problem, no standard test problems could be
obtained to assess the performance of the proposed GA and SA
procedures. Therefore, random selective test problems had to
be employed.
4.1. Tuning the genetic algorithm parameters
It is important to consider the method of setting the
parameter values of a GA before implementing it. Modifying
the GA parameters considerably affect the performance of
the algorithm [21]. Conventionally, GA parameters are set on
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Parameter Range Low Middle High
Population size n–3n n 2n 3n
α 1–5 1 3 5
λ 0.0001–0.1 0.0001 0.05 0.1
Mutation probability 0.05–0.5 0.05 0.275 0.5
Table 4: Optimum values of the GA parameters.
Parameter Optimum value
Population size 1.6n
α 3
λ 0.06
Mutation probability 0.25
Table 5: Search ranges and levels of the SA parameters.
Parameter Range Low Middle High
T0 2–18 2 10 18
L 20–140 20 80 140
α 0.95–0.99 0.95 0.975 0.99
K 0.0025–0.5 0.0025 0.25 0.5
Table 6: Optimum values of the SA parameters.
Parameter Optimum value
T0 18
L 20
α 0.968
K 0.0025
the basis of a trial-and-error procedure. In this section, the
parameters of the proposed GA, population size, α, λ and
mutation probability, are first tuned because these parameters
are considered as input variables. Table 3 lists the search ranges
and levels of the input variables.
Because four parameters exist, we employ a fractional
factorial designwith 24-1 factorial points, 2×4 axial points, and
four center points requiring 20 experiments. Because we want
to find the GA parameter values, such that both the solution
accuracy and the corresponding solution time of the algorithm
are simultaneously optimized, we need to solve a bi-objective
decision-making problem with conflicting objectives. In this
research, the weighted additive model developed by Tiwari
et al. [22] is employed to solve the bi-objective decision-making
problem.
Finally, the optimum values of the GA parameters are ob-
tained (Table 4).
4.2. Tuning the simulated annealing parameters
In this section, the parameters of the proposed SA, T0, L, α
and K , are tuned. Table 5 lists the search ranges and the levels
of the input variables.
Because four factors exist, we employ a fractional factorial
design with 24-1 factorial points, 2 × 4 axial points, and four
center points, requiring 20 experiments. The approach used
for tuning the GA parameters is adopted for tuning the SA
parameters. Table 6 shows the optimum values of the SA
parameters.4.3. Experiments and comparisons
In this section, the results obtained by evaluating the
proposed fine-tuned GA and SA on some test problems are
reported. The heuristic algorithms are coded and compiled
in C++, and the computational experiments are performed
on a PC with a Pentium 1860 processor and 1 GB RAM. The
experiments are performed on the 30 test problems that we
generated.
The parameters of the test problems are generated ran-
domly. One feature of the objective function obtained using the
Monte Carlo simulation is that subsystem components can have
any failure distribution function, such as normal, exponential or
uniform distributions.
As mentioned above, to generate the test problems, each
problem for each of the algorithms was run five times.
We list the results of the experiments on and comparison
between the two heuristic algorithms, GA and SA, in Table 7.
For each case, the following notations are used:
n: number of problems;
Sub: number of system components;
#: number of instances when the algorithm found a solution
that was better than that found by the other algorithm;
Best: best solution among those obtained from five runs of
the problems for each algorithm;
RD: relative deviation from the best-known solution;
CPU: average computational time of the algorithm in
seconds;
ARD: average relative deviation from the best-known
solution;
MRD: maximal relative deviation from the best-known
solution.
Table 7 lists the results obtained in terms of a comparison
between the metaheuristics.
It should be noted that the GA performs better than SA.
The GA is more efficient than SA, both in terms of the number
of best solutions found, and the average and maximal relative
deviations; however, the average computational time of SA is
better than that of the GA.
5. Conclusions
To develop a more realistic redundancy allocation model,
we developed a model such that the mean time to failure of
a system was maximized. To solve the RAP, we applied two
metaheuristic algorithms, GA and SA. To improve the efficiency
of the proposed GA and SA, their parameters were fine-tuned
using response surface methodology. These metaheuristics
were compared on the basis of computational experiments
performed on a set of 30 problem instances. The results of
the computational experiments showed that the GA performed
better than the SA algorithm, measured by solution accuracy
indexes. However, the average computational time of SA was
better than that of the GA. Some extensions of this research
might be of interest, while, in this paper, we only considered
a series–parallel system; some other configurations, such as
k-out-of-n, may be considered. The other extension of this
research would be to develop a bi-objective model to optimize
mean time to failure and cost of the system.
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n Sub GA SA
# Best RD (%) CPU (s) # Best RD (%) CPU (s)
1 5 0 62.83 0.13 0.00 5 72.42 0.00 0.00
2 7 2 117.55 0.00 2.32 3 116.51 0.00 1.23
3 9 2 48.99 0.00 1.21 3 48.91 0.00 1.32
4 11 5 96.09 0.00 4.00 0 89.15 0.07 3.21
5 13 5 127.03 0.00 10.23 0 81.45 0.55 11.21
6 15 5 108.67 0.00 11.45 0 92.21 0.17 10.09
7 17 3 49.58 0.00 5.56 2 48.46 0.02 4.56
8 19 1 38.64 0.02 6.01 4 39.45 0.00 3.21
9 21 1 51.37 0.09 6.08 4 51.76 0.00 4.56
10 23 3 75.5 0.00 14.43 2 72.55 0.04 13.04
11 25 3 47.77 0.00 10.21 2 47.56 0.00 5.21
12 27 3 50.56 0.00 13.21 2 48.54 0.04 5.98
13 29 5 79.62 0.00 40.21 0 60.25 0.32 16.87
14 31 4 38.57 0.00 16.21 1 37.82 0.01 8.12
15 33 4 41.49 0.00 26.21 1 40.95 0.01 10.12
16 35 3 38.07 0.02 23.54 2 39.17 0.00 9.21
17 37 5 41.57 0.00 31.54 0 39.25 0.05 10.65
18 39 5 91.81 0.00 100.1 0 67.56 0.35 30.54
19 41 5 41.61 0.00 32.34 0 39.81 0.04 10.76
20 43 4 41.7 0.00 44.21 1 39.41 0.05 16.21
21 45 5 56.88 0.00 68.21 0 49.19 0.15 32.1
22 47 5 57.24 0.00 72.12 0 52.89 0.08 37.21
23 49 5 35.32 0.00 43.21 0 31.82 0.10 15.32
24 51 5 70.82 0.00 121.12 0 51.49 0.37 33.12
25 53 5 34.79 0.00 59.12 0 31.59 0.10 21.23
26 55 5 55.99 0.00 104.34 0 48.15 0.16 33.65
27 57 5 34.66 0.00 63.9 0 26.57 0.30 20.00
28 59 5 52.29 0.00 128.21 0 42.84 0.22 30.12
29 61 5 30.28 0.00 70.12 0 24.3 0.24 17.31
30 63 5 48.08 0.00 110.21 0 33.48 0.43 26.43
ARD 0.008 0.129
MRD 0.13 0.55References
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