Several important decision problems on conjunctive queries (CQs) are NP-complete in general but become tractable, and actually highly parallelizable, if restricted to acyclic or nearly acyclic queries. Examples are the evaluation of Boolean CQs and query containment. These problems were shown tractable for conjunctive queries of bounded treewidth [9], and of bounded degree of cyclicity [24, 231. The so fpr most general concept of nearly acyclic queries was the notion of queries of bounded query-width introduced by Chekuri and Rajaraman [9]. While CQs of bounded query-width are tractable, it remained unclear whether such queries are erficiently recognizable.
One of the simplest but also one of the most important classes of database queries is the class of conjunctive queries (CQs). In this paper we adopt the logical representation of a relational database [36, I] , where data tuples are identified with logical ground atoms, and conjunctive queries are Most prominent among the polynomial cases is the class of acyclic queries or tree queries [39, 4, 17, 40, 10, 13, 14, 29) . A query Q is acyclic if its associated hypergraph H(Q) is acyclic, otherwise Q is cyclic. The vertices of H(Q) are the variables occurring in Q. Denote by atoms(Q) the set of atoms in the body of Q, and by vu(A) the variables occurring in any atom A E atoms(Q).
The hyperedges of H(Q) consist of all sets var(A), such that A E atoms(Q). We refer to the standard notion of cyclicity/acyclicity in hypergraphs used in database theory [28, 36, l] A join tree Jr(Q) for a conjunctive query Q is a tree whose vertices are the atoms in the body of Q such that whenever the same variable X occurs in two atoms AI and AZ, then A1 and AZ are connected in J!"(Q), and X occurs in each atom on the unique path linking AI and Az. In other words, the set of nodes in which X occurs induces a (connected) subtree of Jr(Q). We will refer to this condition as the Connectedness Condition of join trees.
Acyclic queries can be characterized in terms of join trees: A query Q is racy&c iff it has a join tree [4, 31. Note that query Q L of Example 1.1 is cyclic, while query Q2 is acyclic. Qz has a join tree whose root is {pczrent(P, S)} having two children: {enrolEed(S, C', R)} and {teaches(P, C, A)}.
Acyclic conjunctive queries have highly desirable computational properties:
1. The problem BCQ of evaluating a Boolean conjunctive query can be efficiently solved if the input query is acyclic. Yannakakis provided a (sequential) polynomial time al oril;hm solving BCQ on acyclic conjunctive queries ' [39] . Th e authors of the present paper have recently shown that BCQ is highly parallelizable on acyclic queries, as it is complete for the low complexity class LOGCFL [lS] .
2. Acyclicity is efficiently recognizable, and a join tree of an acyclic query is efficiently computable. A lineartime algorithm for computing a join tree is shown in [35] ; an LsL method has been provided in [18] .
3. The result, of a (non-Boolean) acyclic conjunctive query Q can be computed in time polynomial in the combinecl size of the input instance and of the output relation [39] .
Intuitively, the efficient behaviour of Boolean acyclic conjunctive queries is due to the fact that they can be evaluated by processing the join tree bottom-up by performing upward semijoins, thus keepin.g small the size of the intermediate relations (that could become exponential if regular join were performed).
This method is the Boolean version of Yannakakis evaluation algorithm for genera1 acyclic conjunctive queries [39] .
Acyclicity is a key-property responsible for the polynomial solvability of problems that are in general NP-hard such as BCQ [8] and other equivalent problems such as Conjunctive Query Containment [30, 91, Clause Subsumption, and Constraint; Satisfaction [27, 181. (For a survey and detailed treatment see the full version of [Ml.)
Queries of Bounded Width
The important speed-up obtainable in the evaluation of acyclic queries stimulated several research efforts towards the identification of wider classes of queries having the same desirable properties as acyclic queries. These studies identified a number of' relevant classes of cyclic queries which are close to acyclic queries, because they can be decomposed via low width decompositions to acyclic queries. The main classes of polynomially solvable bounded-width queries considered in database theory and in artificial intelligence are: l The queries ofbounded treewidth [O] (see also [27, IS] ). These are queries, whose variable-atom incidence graph has treewidth bounded by a constant. ' The 'Note that, since both the database DB and the query Q are part of an input-instance of BCQ, what we are considering is the combined complerrty of the query [38] .
'As pointed out in [27] , the notion of treewidth of a query can be equivalently based on the Gaifman graph of a query, i.e., the graph linking two variables by an edge if they occur together in a queryatom.
treewidth of a graph is a well-known measure of its tree-likeness introduced by Robertson and Seymour in their work on graph minors [31] . This notion plays a central role in algorithmic graph theory as well as in many subdisciplines of Computer Science. We omit a formal definition. It is well-known that checking that a graph has treewidth 5 k for a fixed constant k, and in the positive case, computing a k-width tree decomposition is feasible in linear time [6] .
Queries of bounded degree of cyclicity [24, 231. This is an interesting class of queries which also encompasses the class of acyclic queries. For space reasons, we omit a formal definition. Computing the degree of cyclicity of a query is feasible in polynomial time [24, 231.
Queries of bounded query-width.
[9]. This notion of bounded query-width is based on the concept of query decomposition [9] . Roughly, a query decomposition of a query Q consists of a tree each vertex of which is labelled by a set of atoms and/or variables. Each variable and atom induces a connected subtree. (connectedness condition). Each atom occurs in at least, one label. The width of a query decomposition is the maximum of the cardinalities of its vertices. The query vlidth qw(Q) of Q is the minimum width over all its query decompositions.
A formal definition is given in Section 2; an example is given below (Example 1.2). This class is the widest of the three classes: Each query having treewidth k or degree of cyclicity k has also query width 5 k, but for some queries the converse does not hold [9, 181. There are even classes of queries with bounded query width but unbound&. treewidth.
Note, however, that no polynomial algo-, rithm for checking whether a query has width 5 k was known.
All these concepts are true generalizations of the basic concept of acyclicity. For example, a query is acyclic iff ii. has query width 1.
Intuitively, a vertex of a k-width query decomposition stands for the natural join of (the relations of) its elements the size of this join is O(nk), where n is the size of the input database. Once these joins have been done, the query decomposition can be treated exactly like a join tree of an acyclic query, and permit,s to evaluate the query in time polynomial in nk [9]. Figure 1 shows a 2-width query decomposition for the cyclic query Q1 of Example 1.1.
Consider the following query Q3:
Q3 is a cyclic query, and its query width equals 2. A 2-width decomposition of Q3 is shown in Figure 2 . The problem BCQ (evaluation of Boolean conjunctive queries) and the bounded query-width versions of all mentioned equivalent problems, e.g. query-containment Qr C Qz, where the query width of Qz is bounded, can be efficiently solved if a k-width query decomposition of the query is given as (additional) input. Chekuri and Rajamaran provided a polynomial time algorithm for this problem [9] ; Gottlob et al. [18] later pinpointed the precise complexity of the problem by proving it LOGCFL-complete.
A negative Result
Unfortunately, unlike for acyclicity or for bounded treewidth, or for bounded degree of cyclicity, no efficient method for checking bounded query-width is known, and a k-width query decomposition, which is required for the efficient evaluation of a bounded-width query, is not known to be polynomial time computable.
Chekuri and Rajaraman [9] state this as an open problem. This problem is the first question we address in the present paper.
The fact that treewidth k can be checked in linear time suggests that an analogous algorithm may work for query width, too. Chekuri and Rajaraman [9] write: "'it would be useful to have an efficient algorithm that produces query decompositions of small width, analogous to the algorithm of Bodlaender
[6] for decompositions of small treewidth." Kolaitis and Vardi [27] who also address this issue write: "there is an important advantage of the concept of bounded treewidth over the concept of bounded querywidth.
Specifically, as seen above, the classes of structures of bounded treewidth are polynomially recognizable, wheareas it is not known whether the same holds true for the classes of queries of bounded querywidth".
Our first main result is bad news:
Determining whether the query width of a conjunctive query is at most 4 is NP-complete.
The NP-completeness proof is rather involved. We give some intuition in Section 2 and defer the technical proof to Section 8. As shown in Section 2, NP hardness is intuitively due to the fact that the definition of query decomposition implicitly requires that certain sets of variables occurring in subtrees of the decomposition be precisely covered by query atoms. This requirement of precise covering is reminiscent of various covering problems known to be NP-complete. In fact, in our NP-completeness proof (Section 8), we succeeded to reduce the problem of EXACT COVERING BY 3SETS to the query width problem. To circumvent the high complexity of query-decompositions, we introduce a new concept of decomposition, which we call hypertree decomposition.
The definition of hypertree decomposition (see Section 3) corresponds to a more liberal notion of "covering", which is computationally tractable. Based on this more liberal notion of decomposition, we define the corresponding notion of hypertree width in analogy to the concept of query width.
We denote the query width of a query by qw(Q) and its hypertree width by hw(Q).
We shall prove the following results: L 1 Similar results hold for the equivalent problem of conjunctive query containment Qi E Qz, where hru(Qz) 5 k, and for all other of the aforementioned equivalent problems.
Let us comment on these results. By statements 1 and 2, the concept of hypertree width is a proper generalization of the notion of query width. By statement 3, constant hypertree-width is efficiently checkable, and by statement 4, queries of constant hypertree-width can be efficiently evaluated. In summary, this is truly good news. It means that the notion of constant hypertree width not only shares the desirable properties of constant query-width, it also does not share the high complexity of the latter, and, in addition, is a more general concept.
It thus turns out that the high complexity of determining constant query width is not, as one would usually expect, the price for the generality of the concept. Rather, it is due to some peculiarity in its definition related to the exact covering paradigm. In the definition of hypertree width we succeeded to eliminate these problems without paying any additional charge, i.e., hypertree width comes as a freebie! Statement 6 asserts that the main algorithmic tasks related to constant hypertree-width are in the very low complexity class LOGCFL.
This class consists of all decision problems that are logspace reducible to a context-free language. An obvious example of a problem complete for the class LOGCFL is Greibach's hardest context-free language [22] . There is a number of very interesting natural problems known to be e.g. [34, 33, IS] ). The relationship between LOGCFL and other well-known complexity classes is summarized in the following chain of inclusions:
Here L denotes logspace, AC and NC' are logspaceuniform classes based on the corresponding types of Boolean circuits, SL denotes symmetric logspace, NL denotes nondeterministic logspace, P is polynomial time, and NP is nondeterministic polynomial time. For the definitions of all these classes, and for references concerning their mutual relationships, see [26] .
Since LOGCFL C AC1 2 NC2, the problems in LOGCFL are all highly parall&zable.
In fact, they are solvable in logarithmic time by a CRCW PRAM with a polynomial number of processors, or in log'-time by an EREW PRAM with a polynomial number of processors.
To show that determining constant hypertree-width is LOGCFL-complete, we use an important characterization of LOGCFL by Alternating Turing Machines (ATMs). As in [32], we define a computation tree of an ATM M on a input string w as a tree whose nodes are labeled with configurations of M on i'u, such that the descendants of any non-leaf labeled by a u.niversal (existential) configuration include all (resp. one) of the successors of that configuration. A computation tree is accepting if the root is labeled with the initial configuration, and all the leaves are accepting configurations Thus, an accepting tree yields a certificate that the input is accepted. A complexity measure considered by Ruzzo [32] for the alternating Turing machine is the tree-size, i.e. the minimal size of an accepting computation tree. For a formal definition of CSPs, see, e.g., [25] . As pointed out by various authors [5, 23, 11, 27, 181 , there is a tight relationship between CSPs and database problems such as the evaluation of conjunctive queries. Actually, the problems can be considered to be equivalent (cf. [18] ). It follows that the CSP research area can profit from new developments on conjunctive queries and vice-versa. In particular, several CSP decomposition methods have been developed in AI and it is interesting to compare these methods to the new method of hypertree decompositions introduced here.
In [21] we have done such a comparison. It turned out that the method of bounded hypertree decomposition is strictly more general than the CSP decomposition methods so far developed in AI. In particular, we have compared the hypertree decomposition method to the most relevant structural CSP decomposition methods, including those based on hinges [23, 241 biconnected components [15] , cycle cutsets [ll], tree clustering [12] , and treevlidth [2] . The new method of bounded hypertree decomposition is applicable to a class of constraints (queries) whenever any of these mehods is applicable.
On the other hand, for each method M of the above list, there exist classes of (non binary) const,raints having bounded hypertree width, to which method M is. not applicable.
1.7
Structure of the Paper The rest of this paper is structured as follows, In section 2, we discuss query decompositions and provide some intuition on why finding (even small) query decompositions is NP hard. The new concepts of hypertree-decomposition and hypertree width are formally defined in Section 3, where also some examples are given. We also note in Section 3 that the concept of hypertree width generalizes the one of query width.
Section 4 deals with the efficient evaluation of queries of bounded hypertree width. Section 5 introduces a very useful normal form for hypertree decompositions. In Section 6, we present the alternating algorithm k-decomp that checks whether a query has hypertree width < k. This algorithm is shown to run on a logspace ATM having polynomially sized accepting computation trees, thus the problem is actually in LOGCFL. A short sketch of a deterministic polynomial algorithm (in form of a datalog program) for checking whether a query has hypertree width 5 k is given in Section 7. The NP-completeness proof for deciding bounded query-width is given in Section 8.
Query Width
The following definition of query decomposition is a slight modification of the original definition given by Chekuri and Rajaraman [9] . Our definition is a bit more liberal because, for any conjunctive query Q, we do not take care of the atom head(Q), as well as of the constants possibly occurring in Q. However, in this paper, we will only deal with Boolean conjunctive queries without constants, for which the two notions coincide. Definition 2.1 A query decomposition of a conjunctive query Q is a pair (T, X), where 1' = (N, E) is a tree, and X is a labeling function which associates to each vertex p E N a set X(p) & (atoms(Q) U vnr(Q)), such that the following conditions are satisfied:
1. for each atom A of Q, there exists p E N such that A E X(P); 2. for each atom A of Q, the set {p E iV ] A E X(p)} induces a (connected) subtree of T;
3. for each variable Y E var(Q), the set
The width of the query decomposition (T, X) is maz,~lvIX{p)I.
The query width qw(Q) of Q is the minimum width over all its query decompositions. .4 query decomposition for Q is pure if, for each vertex p E N, X(p) C atoms(Q).
Note that Condition 3 above is the analogue of the connectedness condition of join trees and thus we will refer to its as the Connectedness Condition, as well.
The next proposition, which is proved elsewhere [:18 ], shows that we can focus our attention on pure query decompositions. Proposition 2.2 ([lS]) Let Q be a conjunctive query and (T, X) a c-width query decomposition of Q. Then, 1. there exists a pure c-width query decomposition (T, X') of&;
2. (T, X') is logspace computable from (T, X).
The following is an example of a pure query decomposition of a conjunctive query. Example 2.3 Consider the following conjunctive query Q4:
The query width of Q4 is 3. A query decomposition of Q4 of width 3 is depicted in figure 3. Note that this is not the only one, as Q4 admits several other possible query decompositions of width 3.
Figure 3: A 3-width query decomposition of query Q4
As pointed-out in the introduction, for each fixed k, answering Boolean queries of query-width k, for which a kwidth query-decomposition is known, is in LOGCFL and thus extremely easy and highly parallelizable.
Unfortunately, determining whether a query is of query width bounded by some constant k is hard. Theorem 2.4 Deciding whether the query width of a conjunctive query is at most 4 is NP-complete.
The proof of this theorem is rather involved 'and is deferred to Section 8. In the the rest of the present section, we make some observations on query-decompositions and give some intuitions about the source of NP-hardness of finding a small query decomposition.
These intuitions provide insight into the nature of query decompositions and give a hint on how the high complexity could be redressed by suitably modifying the notion of query decomposition.
The following definitions will be used in the next sections, too.
Let V C var(Q) be a set of variables, and X, Y E war(Q) a pair of variables occurring in Q, then X is [V/l-adjacent to Y if there exists an atom A E atoms (Q) such that {X, Y} C (var(A) -V). A [VI-path rr from X to Y consists of a sequence X = Xa, , Xh = Y of variables and a sequence of atoms Ao,.
, Ah-1 (h > 0) such that: X; is [VI-adjacent to X;+i and {Xi,X,+i} E var(Ai), for each i E [O...h-11. We denote by wur(r) (resp. atoms(r)) the set of variables (atoms) occurring in the sequence X0,. . . , Xh (Ao, . . , Ah-l). ) var(A) n C # 0}. Note that for any set V of variables and for every atom A E atoms (Q) such that var(A) g V, there exists exactly one [VI-component C of Q such that A E atoms(C).
For any vertexp of a query-decomposition (T = (N, E), X) of some query Q, we denote by war(p) the set Uaexcp) var(A) of all variables occurring in the atoms associated with p, by TP = (Np, EP) the subtree of T rooted at p, and by var(TP) the set of all variables covered by TP, formally, var(Tp) = UqENp vadq).
The following observation follows easily from Definition 2.1. A query-decomposition of width k thus consists of a tree where the atoms of each subtree TP rooted at any vertex p precisely cover the variables of p plus some [var(p)]components. The atoms of TP may not contain any additional variable which neither occurs in vur(p) nor in any of the chosen [vur(p)]-components.
It is this requirement of precise covering which, intuitively, makes it so hard to compute a suitable query decomposition. In fact, in our proof of Theorem 2.4, we reduce the well-known problem EXACT COVERING BY 3-SETS [16] to the problem of finding a query decomposition of width < 4 for some query Q.
Hypertree
Decompositions and Hypertree-Width
The definition of hypertree decomposition eliminates the source of NP-completeness present in query decompositions by recurring to a more liberal notion of LLcovering". Intuitively, when choosing a vertex p of the decomposition tree, it is no longer required that the set of all variables in the atoms of TP precisely coincide with.the variables of vur(p) plus those of some [vur(p)]-components.
Instead, it is sufficient that the former set of variables be a superset of the latter. (Which, by the way, corresponds to a more standard notion of covering.)
In order to achieve this, we de-couple the set of variables associated with a node in the decomposition tree from the set of query atoms associated with the same node. The set of variables associated with a node p is denoted by X(p) while the set of atoms associated with p is denoted as before by X(p). In our definition below we will not require that x(p) = vur(X(p)) but only that X(p) C var(X(p)). Let Q be a conjunctive query. A hypertree for Q is a triple (T, X, X), where T = (N, E) is a rooted tree, and X and X are labeling functions which associate to each vertex p E N two sets x(p) C var(Q) and X(p) c atoms(Q).
is a subtree of T, we define x(T') = UVEN, x(v).
We denote the set of vertices N of T by vertices(T), and the root of T by roc~t(T).
Moreover, for any p E N, TP denotes (as before) the subtree of T rooted at p. Definition 3.1 A hypertree decomposition of a conjunctive query Q is a hypertree (T, X, X) for Q which satisfies all the following conditions:
1. for each atom A E atoms(Q), there existsp E vertices (T) such that var ( The hypertree width hw(Q) of Q is the minimum width over all its hypertree decompositions.
In analogy to join trees and query decompositions, we will refer to Condition 2 above as the Connectedness Condition.
Note that, by Condition 1, x(T) = var(Q). Hence Condition 4 entails that, for SO = root(T), var(x(so)) = X(SO). Intuitively, the X labeling selects the set of variables to be fixed in order to split the cycles and achieve acyclicity; X(p) "covers" the variables of x(p) by a set of atoms. Thus, the relations associated to the atoms of X(p) restrict the range of the variables of X(p). For the evaluation of query Q, each vertex p of the decomposition is replaced by a new atom whose associated database relation is the projection on X(p) of the join of the relations in X(p). This way, we obtain a join-tree J7 of an acyclic query Q' over database DB' of size O(n"), where n is the input size and k is the width of the hypertree decomposition. All the efficient techniques available for acyclic queries can be then employed for the evaluat,ion of Q'.
It is worthwhile noting that the part (T,X) of a hypertree decomposition may violate the classical connectednesscondition usually imposed on the variables of the join trees, as it is allowed that a variable X appears in both X(p) and X(q) while it does not appear in X(s), for some vertex s on the path from p to q in T. However, this violation is not a problem, as the variables in wer(X(p)) -X(p) are meaningless and can be pr,ojected out before starting the query evaluation process, because the role of X(p) is just that of providing a binding fc#r the variables of x(p). Example 3.2 The hypertree width of the cyclic query Qi of Example 1.1 is 2; a (complete) 2-width hypertree decomposition of Qi is shown in Figure 4 .
Consider the query Q4 of Example 2.3. Since Q4 is a cyclic query, JLW(Q~) > 1 holds. Figure 5 shows a (complete) hypertree decomposition of Q4 having width 2, hence hw(Qq) = 2.
It is easy to see that the acyclic queries are precisely the queries of hypertree width one.
The next theorem concerns the relationship between hypertree and query decompositions of conjunctive queries. Proof.
(Sketch.) (Point a.) Let Q be a conjunctive query and (T, X) a query decomposition of Q. W.l.o.g., assume Q is pure (i.e., labels contain only atoms, see Section 2). Then, (T, X, X) is a hypertree decomposition of Q, where, for any vertex v of T, X(V) consists of the set of variables var(X(v)) occurring in the atoms X(V). (Point b.) The cyclic query Q4 of Example 3.2 has no query decompositions of width 2. Figure 3 shows a query decomposition of width 3 for Q4. Thus, qw(Q4) = 3 holds. However, hw(Q4) = 2, as witnessed by the hypertree decomposition shown in Figure 5 . i 4 EfFicient Query Evaluation Lemma 4.1 Let Q be a Boolean conjunttive query over a database DB, and HD = (T, x, X) a hypertree decomposition of Q of width k. Then, there exists Q', DB', Xl' such that:
1. Q' is an acyclic (Boolean) conjunctive query anszuering 'yes' on database DB' iff the answer of Q on DB is 'yes '.
II(Q',DB'>WII =~(ll(Q,DB,HD)llk).
3. Ll is a join-tree of the query Q'
Proof.
(Sketch.) W.1.o.g. assume that HD = (T, x, X) is a complete decomposition of Q. (If HD is not complete, an equivalent complete hypertree decomposition can be computed in Logspace from HD.) We build (Q', DB', JT) a~ follows, JT has exactly the same tree shape of T. For each vertex p, there is precisely one vertex p' in Jl', and one relation P' in DB'. p' is an atom having x(p) as arguments, and its corresponding relation P' in DB' is the projection on x(p) of the join of the DB relations corresponding to the atoms in X(p) (the join attributes are those corresponding to common variables). Q' is the conjunction of all vertices (atoms) of IT. Q' on DB' is clearly equivalent to Q on DB. Moreover, IlDB'll = O(IIDBllk), IlJTll = O(lPll) and llQ'll = O(llHW; thus, II{&', DB', Jir)II = O(ll(Q, DB, HD)llk).
The transformation is clearly feasible in Logspace. u
By the above results and by results on acyclic queries published elsewhere [18], we immediately get: Theorem 4.2 Given a database DB, a Boolean conjunctive query Q, and a k-width hypertree decomposition of Q for a fixed constant k > 0, deciding whether Q evaluates to true on DB is LOGCFL-complete. Theorem 4.3 Given a database DB, a (non-Boolean) conjunctive query Q, and a k-width hypertree decomposition of Q for a fixed constant k > 0, the answer of Q on DB can be computed in time polynomial in the combined size of the input instance and of the output relation.
A Normal Form Theorem
For any vertex v of T, we will often use v as a synonym of x(v). In particular, [ 
and so on. In the full paper, we prove the following normal form theorem Theorem 5.2 For each k-width hypertree decomposition of a conjunctive query Q there exists a k-width hypertree decomposition of Q in normal form. Figure 6 shows the algorithm k-decomp, deciding whether a given conjunctive query Q has a k-bounded hypertreewidth decomposition.
In that figure, we give a high level description of an alternating algorithm, to be run on an alternating Turing machine (ATM). The details of how the ALTERNATING ALGORITHM k-decomp Input:
A non-empty Query Q.
Result:
"Accept", if Q has k-bounded hypertree width; "Reject", otherwise. algorithm can be effectively implemented on a logspace ATM will be given later (see Lemma 6.4). Let A be an alternating algorithm and 1 be an input for A. An accepting computation tree of an alternating computation of A on I consists of a minimal subtree of the full computation tree witnessing that A accepts the input I. In particular, any accepting computation tree r contains the initial configuration of the computation (i.e., the root of the full computation tree); moreover, for each nonterminal existential configuration C, r contains exactly one successor configuration of C, and for each nonterminal universal configuration C', 7 contains all successor configurations of C'. The state of any leaf configuration of r is accepting. A accepts I if and only if there exists an accepting computation tree for A on I.
To each computation tree r of k-decomp on input query Q, we associate a hypertree b(r) = (T, x, X), called the witness tree of T, defined as follows: For any existential configuration of r corresponding to the "guess" of some set S C There is an edge between vertices r and s of T, where s # se, if S is guessed at Step 1 during the computation of kdecomposable(C, R), for some [var(R)]-component C (S and R are the (guessed) sets atoms of 7 corresponding to s and r in T, respectively).
We will denote C by camp(s), and T by father(s).
Moreover, for the root SO of T, we define co,mp(so) = var(Q).
The vertices of T are labeled as follows. X(s) = S (i.e., X(s) is the guessed set S of atoms corresponding to s), for any vertex s of T. If SO = root(T), let x(sc) = var(X(so)); for any other vertex s, let x(s) = var(x(s)) fl (x(r) U C), where T = father (s) and C = camp(s). Lemma G.1 For any given query Q such that hw(Q) < k, k-decomp accepts Q. Moreover, for any c 5 k, each cwidth hypertree-decomposition of Q in normal form is equal to some witness tree for Q. Lemma 6.2 If k-decomp accepts an input query Q, then hw(Q) 5 k. Moreover, each witness tree for & is a c-width hypertree-decomposition of Q in normal form, where c < k.
(Rough sketch.) Assume that k-decomp accepts an input query Q with an accepting computation tree 7 and let b(r) = (T, x, X) be the corresponding witness tree. We first state a number of relevant facts whose proofs can be found in the full report [20] . Let s be any vertex of T. ] Y E x(u)} induces a connected subtree of T. Assume that Property 2 does not hold. Then, there exists a variable Y E uar(Q) and two vertices vi and 7~2 of T such that Y E (~("1) n x(uz)) but the unique path from ui to 'UZ in T contains a vertex w such that Y @ x(w). W.l.o.g, assume that ui is adjacent to w and that vg is a descendant of w in T, i.e., 212 E vertices(T,).
There are two possibilities to consider: (i) vi is a child of w and 7~2 belongs to the subtree Tp of another child p of w. However, this would mean that, by Step 4 of k-decomp and by Fact 2, the variables in sets VI = (x(vi)x(w)) and Vz = (~(7~2) -x(w)) belong to distinct [w]-components.
But this is not possible, because Y E (VI 'n i/z). (ii) 21; is a child of ui and & belongs to the subtree T,,, of T roz;ed at w. Then. X(w) was chosen as set S in Step 1 of k-decomposable(C;X(&)), where C is a [vi]-component.
Note that Y E x(ui) entails Y @ C, by definition of [vi]-component.
Since 2)~ belongs to the subtree T,, by Fact 2 it holds that ~(7~2) C (C U X(W)). This is a contradiction, because Y E I, but Y belongs neither to x(w), nor to C. Follows bv Fact 2 aorilied to vertices of T,. bv the fact that p satisfies" Property'3: and by definition orf'thk x labeling of a witness tree. Thus, 6(r) is a hypertree decomposition of Q. Let c be the width of S(r). Smce Step 1 of k-decomp only chooses set of atoms having cardinality bounded by k, c < k holds. Moreover, it is easy to see that 6(r) is in normal form. fl By combining Lemma 6.1 and Lemma 6.2 we get: (Rough Sketch.) In this sketch we mainly limi:; ourselves to describing the logarithmic data-structures used by M. Instead of manipulating atoms directly, indices of atoms will be used in order to meet the logarithmic space bound. Thus the i-th atom occurring in the given represen.. tation of the input query Q will be represented by integer i. Sets of at most k atoms, k-sets for short, are represented b) k-tuples of integers; since k is fixed, representing such sets requires logarithmic space only. Variables are represented as integers,too.
If R is a k-set, then a [vur(R)]-component C is represented by a pair (rep(R), first(C), where rep(R) is the representation of the k-set. R, and first(C)
is the smallest, integer representing a variable of the component C. For example, the [@]-component uur(Q) is represented by the pair (rep(@), 1). It is thus clear that [vur(R)]-components can be represented in logarithmic: space, too. Note that enumerating the elements of a luur(R)]-component is feasible in symmetric logspace, thus this task does not represent a par.. titular problem. It can be easily implemented on a logspace ATM. The rest is also seen to be feasible on a logspace ATM. II From the lemmas above and Proposition 1.3, we obtain the following theorem. Theorem 6.5 Deciding whether a conjunctive query Q ha:;
k-bounded hypertree-width is in LOGCFL.
By Lemma 6.1 and Lemma 6.2, we have a one-to-one correspondence between the NF k-width hypertree decompositions and accepting computation trees of k-decomp. By results in [19] , we get that hypertree decompositions are ef-. ficiently computable. Theorem 6.6 Computing a k-bounded hypertree decomposition (if any) of a conjunctive query Q is in LLoGCFL, i.e., in functional LOGCFL.
Since LOGCFL is closed under LLoGCFL reductions [19]: the two following statements follow from the theorem above and Theorem 4.2 and Theorem 4.3, respectively. Corollary 6.7 Deciding whether a k-bounded hypertree-width query Q evaluates to true on a database DB is LOGCFLcomplete. In this section we show a straightforward polynomial-time implementation of the LOGCFL algorithm above. In particular, we reduce (in polynomial time) the problem of deciding whether there exists a k-bounded hypertree-width decomposition of a given conjunctive query Q to the problem of solving a Datalog program.
First, we associate an identifier (e.g., some constant number) to each k-vertex (non empty subset of Q consisting of k atoms at most) R for Q, and to each [RI-component C for any k-vertex R of Q. Moreover, we have a new identifier root which intuitively will be the root of any possible hypertree decomposition, and a new identifier uar& which encodes the set of all the variables of the query and hence is seen as a component including any subset of WIT(Q).
Then, we compute the following relations: Note that P is locally stratified on the base relations to which it is applied, and it is clearly evaluable in polynomial time. Proof. Assume this doesn't hold. Let u be any vertex from T such that I'rlvar(v) # 0. Let R = II-X(v). The atoms of R must occur somewhere in the tree T. By the connectedness condition, all atoms of R must occur in the labels of some neighbours of v. Moreover, by our assumption, the atoms of R are not contained in the label of a single neighbour of 'u. Thus, there exist two neighbours ur, 02 of u and two different atoms P, Pj E R such that P, E X(vr) -X(v2) and PJ E X(VZ) -X(W). Assume, w.l.o.g., that i < j. Then Vij E var(vi), V,j E var(vz), but V,j @' var(v). This, however, violates the connectedness condition.
Contradiction. I Definition 8.2 Let S be a set of n elements. A S-partition {S,, Sb, S,} of S consists of three nonempty subsets S,, Sb, S, C S such that S, U Sb U S, = S, and S, rl S, = 0 for x # y from {a, b, c}. The sets S,, Sb, S, are referred to as classes.
A A 3PS is strict if for all S',S",S"' E classes(C) either {S', S", S"'} = u for some 0 E C or S' U 9' U S"' C S. In other words: the only way to obtain S as a union of three classes is via the specified S-partitions of C; any other union of three classes results in a proper subset of S.
A 3PS C is referred to as an (m, k)-3PS if ]C] 2 m and VC E classes(C) : ICI 2 k.
The following Lemma is of purely combinatorial nature and we omit its proof here. The proof can be found in the full report available on the web [20] Lemma 8.3 For each m > 0 and k > 0 a strict (m, k)-3PS can be computed in polynotmnial time.
Theorem
2.4 Deciding whether the query width of a conjunctive query is at most 4 is NP-complete. Proof.
(Sketch.) 1. Membership. It is easy to see that if there exists a query decomposition of width bounded by 4, then there also exists one of polynomial size (in fact, by a simple restructuring technique we can always remove identically labeled vertices from a decomposition tree, and thus for any conjunctive query Q only O(latoms(Q) U var(Q)14) need to be considered). Therefore, a query decomposition of width < k can be found by a nondeterministic guess followed by a polynomial correctness check. The problem is thus in NP. 5'. Hardness. We transform the well-known NP-complete problem EXACT COVER BY 3-SETS (XC3C) [16] to the problem of deciding whether, for a conjunctive query Q, qw(Q) 5 4 holds. An instance of EXACT COVER BY 3-SETS consists of a pair 1 = (R, A) where R is a set of r = 3s elements, and A is a collection of m 3-element subsets of R. The question is whether we can select s subsets out of A such that they form a partition of R.
Consider an instance I = (R, A) of XC3S. Let A = {Dill 5 i 5 m} and let Di = {X:,X:,X:} for 1 5 i 5 m (note that for i # j, some XA and Yp" may coincide).
Generate a strict (m+ 1,2) 3PS C = (00, ~1,. , urn) on some base set S = base(C). By Lemma 8.3, this can be done in polynomial time. Let cri = {Si, Si, Sf} for 0 < i 5 m.
Identify each element of 5 with a separate variable and establish a fixed precedence order 4 among the elements (variables) of S. If S' is a subset of S, and S' = (21,.
, z,}, where 21 < 22 4 21, then we will abbreviate the list of variables 21,.
, 21 by S' in query atoms. For example, instead of writing p(e, 21,.
, Zi, b), we write p(a, S', 5). In order to transform the given instance I = (R,a) of xC?,S to a conjunctive 7 uery Q, let us first define the following sets of va.riables P and IIf , which are all taken to be disjoint from the variables in S.
For 0 Let & be the query whose atom-set is BLOCKSULINKSU 3
We claim that Q has query width 4 iff I = (R,A) is a positive instance of EX.ACT COVER BY BSETS.
Let us first prove the Zf part. Assume that there exist s 3-sets D' , . , D" E A which exactly cover R, i.e., which form a partition of R. We describe a query-decomposition cc A) of Q.
The root vau of 2' is labeled by the set of atoms BLOCK/l'. The root has as unique child a vertex vbe labeled by the set of atoms BLOCKB'.
The decomposition tree is continued as follows. For each 1 < e 5 a, do the following. . For each remaining atom A of s2(oe)! we create a new vertex, label it with {A}, and attach it as a leaf to v,e. (Note that these remaining atoms, if any, stem from other elements of A, given that a variable may occur in several 3-sets.)
. Then, create a vertex v,e of T, label it by the set o:f atoms BLOCKAe, and attach it as a child of vet. The vertex Vat, in turn, has as only child a vertex vbe la beled by BLOCKB!.
It is not hard to check that (T, X) is indeed a valid query decomposition.
Let us now prove the only-2f part. Assume (T,X) is a, width 4 query decomposition of the above defined query Q. By Proposition 2.2, we also assume, w.l.o.g., that (T, X) is a, pure query decomposition.
Since Q is connected, also T is connected.
We observe a number of relevant facts and make some assumptions.
FACT 1: By Lemma 8.1 for each 0 5 e 5 s, there must exist adjacent vertices vat and vbe such that X(vae) U X(w) = BLOCKAe u BLOCKBe.
FACT 2: It holds that S 5 var(v,e) and S C vo.r(.ube).
In fact, if this were not the case, then both vertices would miss variables from S, but since all variables of S occur together in other pairs of adjacent vertices, this would violate the connectedness condition and is thus impossible.
FACT 3: From the latter, and from the fact that the sets SL, Sz, Si, and S," form a partition of S, it follows that each of the vertices v,e and vb[ contains a q atom, a p, atom, a pb atom, and a pc atom. Without loss of generality, we can thus make the following assumption.
ASSUMPTION:
For 0 5 f? _< s we have 2~ E var(v,e) and fi E VW(Vbf).
FACT 4: For 1 < & 5 s, there exists a vertex v,e that lies on the unique path from vbe-i to v,e such that {Ye-i,Ze} 5 vor(v,e). This can be seen as follows. For any variable 19, a 6-path is a path x in T such that the variable 29 occurs in the label X(v) of any vertex v of X. The atom link(Ye-1, Zt) must belong to the set X(v,!e) of some vertex & of T. Clearly, by the cornnectedness condition, & is connected via an Yl-ipath Kb to vbe-1 and by an Ze-path R, to v,e. Let n denote the unique path from vbe-1 to v,(. Then X, rr,, and rb intersect at exactly one vertex. This is the desired vertex v,e.
FACT 5: For 1 < e 5 s, S E var(v,e). Trivial, because v,~ lies on a path from vbe-i to v,e and S 2 vur(vbe-1) and S C var(vac). The fact follows by the connectedness condition FACT 6: For 1 5 C 5 s Zinlc(Ye-1, Ze) belongs to X(vce) and there exists an i with 1 5 i <_ m such that fl[D,] C X(vce); in summary, X(vce) = {link(Ye-1, Ze)} uR[D;]. Let us prove this. By FACT 5 we know that all variables in S must be covered by v,e. However, it also holds that {Ye-i,Ze} C var(v,e) (see FACT 4). TO cover the latter variables, there are two alternative choices:
1. both atoms q($-', Sh, Yc-1) and q(II:, SL, 2,) belong to A(vcr); or 2. the atom link 2, ) belongs to X(wcc).
Choice 1 is impossible: there exist no two other atoms A, B E atoms(&) such that var(A) U mm-(B) U 5': = S. We are thus left with Choice 2. Since the atom linL(Ye-1, Ze) does not contain any variable from S, there must be three other atoms in X(v,l) that together cover S. An inspection of the available atoms shows that the only possibility of covering S by three atoms is via some atom set R[Di] for 1 5 i 5 m. The fact, is proved.
FACT 7: For 1 < i < j 5 s it holds that 2r,i lies on the unique path& T from u,i to v,j.
Consider the edge {vail wgi}. If we cut this edge from the tree T, then we obtain two disconnected trees T, (containing v,i) and Tb (containing vbi). Since vci is connected via a Z-path to 'uai, but Zi does not occur in var(vbi), it holds that Vci is contained in T,. On the other hand, by "iterative" application of Fact 4 and of the connectedness condition it follows that there is a path r from ~lbi 'co vcj such that for each vertex 2, of 7r it holds that VW(U) n Bigvars # 0, where Biguars = {Yh 1 i 5 h < j} U {Zh 1 i < h < j}. Since 2rar(W,i) II Bigvars = 0, rr does not traverse vai. It follows that v,i belongs to TI,. Therefore, the unique path linking vci to vcj goes through the edge {vail vbi}, and thus contains the vertex u,i.
FACT 8: For 0 5 i < j L s it holds that vur(v,;) fl var(v,j) = S. By Fact 7, voi lies on the unique path from 'U,i to v,j. Therefore by the connectedness condition it holds that mr(v,~)fwur (v,j) E var(v,i). Moreover, by Fact 6, no variable from ,uar(zr,i) -S is contained in both uar(vci) and var(v,j).
Thus uar(u,i) fl var(v,j) C S. On the other hand, by Fact 5, S E vur (v,i) and S C var(v,j), hence, S C uaT(Zl,i) II uar(wcJ). In summary, we obtain var(v,i)nvar(u,j) = S.
For each 1 5 f! 5 s, denote by De the set Di such that !Z[Di] C x(vce) (see Fact 6). By FACT 8 it follows that the sets De (1 5 e < s) are mutually disjoint. But then the union of these sets is of cardinality 3s = r, and hence the union must coincide with R. Thus s subsets out of A cover R and (R, A) is a positive instance of EXACT COVER BY 3-SETS. I
