Range searching is among the most fundamental problems in computational geometry. Given an n-element point set in R d , the problem is to preprocess the points so that the total weight (or generally semigroup sum) of the points lying within a given query range η can be determined quickly. In the ε-approximate version we assume that η is bounded and we are to determine the semigroup sum of all the points contained within η and may additionally include any of the points lying within distance ε · diam(η) of η's boundary.
INTRODUCTION
Answering range queries is a problem of fundamental importance in spatial information retrieval and computational geometry. The objective is to store a set of n points P in R d (where each point is generally associated with a weight) so that it is possible to count (or generally to compute some function of the weights of) the points lying inside a given query range. Range searching is among the most heavily studied problems in computational geometry [1, 17] , and nearly matching asymptotic upper and lower bounds are known for many formulations. For example, Matoušek [16] has shown that halfspace range counting queries can be answered in O(n/m 1/d ) time from a data structure of space O(m), and nearly matching lower bounds for halfspace range searching were given by Brönnimann, Chazelle, and Pach [10] and later enhanced by Arya et al. [5] .
Because of the high complexity of answering queries it is natural to consider approximations. Given ε > 0 and a bounded range η of diameter diam(η), we wish to count all the points that lie within η along with any subset of the points that lie within a distance of ε · diam(η) of η's boundary. In [6] we showed that for fixed d, such queries can be answered in O(log n+1/ε d−1 ) time with O(n) space for convex ranges. The dependency on ε is significant, since as the dimension increases the 1/ε d−1 term dominates. Chazelle, Liu, and Magen [12] considered approximate halfspace and Euclidean ball range searching in the high-dimensional context. Ignoring polylogarithmic factors, they showed that it is possible to answer queries in O(d/ε
2 ) time with O(dn
space. In fixed dimensions, in contrast, a natural goal is to achieve O(log n) query time and O(n) space, while minimizing the ε-dependencies. Throughout, we treat both n and ε as asymptotic quantities, and assume that n ε −1 . As mentioned above, in range searching we are computing some function of the weights of the points lying within a range. Such a function is commonly assumed to arise from a commutative faithful semigroup over the domain of weights. A semigroup is idempotent if x + x = x for all semigroup elements x. In contrast, if for all nonzero semigroup elements x and all natural numbers k ≥ 2 the k-fold sum x + · · ·+ x is not equal to x, the semigroup is integral [13] . For example, (R, min) and ({0, 1}, ∨) are both idempotent, whereas (N, +) is integral. Idempotence is relevant because of the way that most range searching algorithms work. At preprocessing time the algorithm implicitly computes the semigroup sum of a number of suitably chosen subsets of P , which we call generator subsets. To answer a query η, the algorithm determines an (ideally small) set of generator subsets whose union is equal to P ∩ η, and then returns their total sum. If the semigroup is idempotent, these subsets may overlap, but for integral semigroups they must be disjoint.
Because of the constraint of disjointness, one would expect that range searching over integral semigroups should be harder than for idempotent semigroups. It is surprising, therefore, that for exact range searching the complexity difference vanishes as dimension increases. However, in [5] we showed that the complexity of approximate range searching for Euclidean balls is much lower for idempotent semigroups than for integral semigroups. Assuming roughly linear space and ignoring polylogarithmic factors, our results there imply nearly matching asymptotic upper and lower bounds of (1/ε) d−O (1) for range searching over integral semigroups and (1/ε) d/2−O (1) for idempotent semigroups. Thus, the exponent in the ε dependency is reduced by roughly half when the semigroup is idempotent.
This raises the question of whether other aspects of the range searching problem formulation also have similarly dramatic impacts on the computational complexity of ε-approximate range searching. The upper bounds of [5] made critical use of two properties of Euclidean balls: smoothness and rotational symmetry. In this paper we consider two alternative formulations that arise from relaxing these properties. The first involves ranges with sharp corners and the second involves arbitrary smooth convex ranges. In both instances, the aforementioned upper bounds of O(log n+1/ε d−1 ) query time with O(n) space apply [6] . We consider whether idempotence helps reduce query times for these two classes.
For the case of ranges with sharp corners, we consider the simple case of d-dimensional unit hypercube ranges under rigid motions, or rotated unit hypercubes. We show that the worst-case complexity of approximate range searching for these ranges is not significantly better, even in the idempotent case. Assuming linear space, we show here that the worst-case query time in the semigroup arithmetic model is Ω(1/ε
For integral semigroups, we show that the lower bound can be tightened to Ω(1/ε d−2 ). Our analysis of the integral case requires the assumption of convex generators, which states that the convex hull of each generator subset contains no other points of P (see Section 3.4). We conjecture that our bounds hold without this assumption.
In contrast, we show that the improvements offered by idempotence do apply to convex ranges that are sufficiently smooth. For κ ≥ 1, say that a range η is κ-smooth if at any point x on the boundary of η, it is possible to place a Euclidean ball inside η that touches x and has radius at least diam(η)/(2κ). Note that a Euclidean ball is 1-smooth, and a convex polytope is not κ-smooth for any finite κ. We show that for any fixed κ and any idempotent semigroup, ε-approximate range queries for κ-smooth ranges can be answered from a data structure of space
2 ). Further, we show that this query time is optimal by presenting a lower bound of Ω(log n + (1/ε)
2 ) on the complexity of range searching over the space of all κ-smooth convex ranges. This is proved in the algebraic decision-tree model, and so it holds irrespective of the amount of space used.
We consider space-time tradeoffs in some of our results. Following the approach introduced in [5] , rather than expressing our space and time tradeoffs in the conventional manner of query time as a function of space and data size, we adopt a notation that more clearly illustrates the incremental benefits of increased space. Recall that n denotes the size of the point set, and let m denote the space of the data structure. Let ρ = m/n denote the expansion ratio of the data structure size over data size. Clearly ρ ≥ 1. We express query times as a fraction whose numerator gives the running time assuming the smallest amount of space supported by the data structure (which is typically O(n)), and the denominator gives the tradeoff rate, that is, the rate with which query time decreases as a function of a multiplicative increase in space. For example, for exact halfspace range queries, the conventionally expressed query time of n/m 1/d would instead be expressed as n
Here is a summary of our results (and see Table 1 ).
• We present a lower bound for answering ε-approximate range queries for d-dimensional rotated unit hypercubes over arbitrary semigroups (and hence over idempotent semigroups). We show that for any 0
, the query time in the semigroup arithmetic model is at least Ω
2fd . See Theorem 1(i) for details.
• We extend the above results to the case of integral semigroups. We show that the query time is at least Ω
This result is based on the assumption of convex generators (see Section 3.4 for definitions). • We present a lower bound for answering ε-approximate range queries over κ-smooth convex ranges and over any faithful semigroup. We show that, irrespective of space, the query time in the algebraic decision-tree model, is at least Ω log n + (1/ε)
. See Theorem 2 for details.
• We show that an existing data structure for Euclidean balls can be generalized to answer ε-approximate range queries for κ-smooth convex ranges over any idempotent semigroup. We show that, for a fixed κ, queries can be answered from a data structure of space O(n/ε)
. The result is based on the unit-cost test assumption. See Theorem 3 for details. Table 1 summarizes our results on lower and upper bounds for approximate range searching for κ-smooth and rotated unit hypercube ranges in dimension d, assuming n points. To simplify and clarify the important issue of the dependence of ε terms and dimension, we have explicitly omitted factors involving log n and ε-factors that are independent of d. For the sake of comparison, we also provide known bounds for Euclidean balls and general convex ranges from [4] , [5] and [6] . All these results assume either O(n) or O(n/ε) space, except the lower bound for κ-smooth ranges in the idempotent case, which holds independent of space.
The table shows that in the case of roughly linear space, approximate range searching can be performed most efficiently for Euclidean balls and smooth convex ranges over idempotent semigroups. It is not hard to see intuitively why this is to be expected. Approximate range searching in the semigroup arithmetic model is similar to a shape approximation problem, where the objective is to approximately cover a shape with a small number of precomputed canonical shapes (corresponding to the generator subsets). It is possible to approximately cover smooth ranges and Euclidean balls with O(1/ε (d−1)/2 ) overlapping large Euclidean balls. This is not possible, however, when the range has sharp corners or when the semigroup is integral.
Converting this intuition into lower bound proofs involves considerable work. Our lower bound proofs for rotated unit hypercubes are based on the general framework developed by Chazelle [11] for exact simplex range searching and Brönn-imann, Chazelle, and Pach [10] for exact halfspace range searching. Both papers are based on a number of geometric tools, such as the isoperimetric inequality, the slicing lemma, and Macbeath regions, that were tailored to these particular problems. In our case, these tools need to be adapted and generalized to our new setting. We believe that these generalizations, especially the generalizations of Macbeath regions may be of independent interest. Our lower bound for κ-smooth ranges is based on an entirely different decision tree approach.
PRELIMINARIES
Before presenting our results we make some preliminary remarks. Throughout we assume that the dimension d is a fixed constant, and treat n and ε as asymptotic quantities. Unless otherwise stated, we will use the term "constant" to refer to any fixed quantity, which may depend on d but not on n or ε.
Let (S, +) be a commutative semigroup. We will assume that each element in S can be stored in unit space, and that for any two elements x, y ∈ S, their semigroup sum x+y can be computed in constant time. Let P be a set of n points in R d and let w : P → S be a function that assigns a semigroup value in S to each point in P . For any subset G of P , we define its weight w(G) = p∈G w(p), where the summation is taken over the semigroup. Let Q denote the set of query ranges being considered. Recall that in the exact range searching problem, we are required to preprocess Q so that for any query range η ∈ Q, we can efficiently compute w(P ∩ η). In the approximate range searching problem, instead of computing w(P ∩ η), it suffices to compute w(X), where X is any subset of P satisfying P ∩ η ⊆ X ⊆ P ∩ η + . Here η + denotes the expanded range, which consists of all points that lie within distance ε · diam(η) of η.
Our lower bound proofs for rotated unit hypercubes are in the semigroup arithmetic model [10, 11, 15, 18] . Due to space limitations, we omit its technical definition. Lower bound proofs in this model assume that the semigroup is faithful, meaning that any two identically equal linear forms have the same set of variables. For example, (N, +), (R, min), and ({0, 1}, ∨) are faithful, but ({0, 1}, + mod 2) is not. Let G be any set of m generators. For any range η ∈ Q, define Aη ⊆ G to be the smallest set such that G∈Aη G = P ∩ η. Define T (P, Q, m) to be minimum, over all sets G consisting of m generators, of maxη∈Q |Aη|. Then in the semigroup arithmetic model, the following holds: Given m units of storage, for any commutative faithful semigroup, the worstcase query time for range searching is at least equal to T (P, Q, m) [11] . The only modification necessary for approximate range searching is to define Aη ⊆ G to be the smallest set such that the union of the corresponding generators, G∈Aη G, contains all the points of P lying within η but none of the points lying outside of η + . Let us define some terms that will be used throughout the presentation. Let U d denote the unit hypercube in R d , and
given a body C in R d , let μ(C) denote its Lebesgue measure. Let K be a compact (closed and bounded) convex body in
The width of K in the direction u is the perpendicular distance between the two supporting hyperplanes for K that are orthogonal to u.
Any hyperplane J defines two halfspaces, the inner halfspace, denoted J ≤ , containing the origin and its complement, the outer halfspace, denoted J ≥ . Given a halfspace H, let ∂H denote its bounding hyperplane. We say that two halfspaces are parallel if one is a translate of the other, that is, their bounding hyperplanes are parallel and they both lie on the same sides of their respective bounding hyperplanes.
Consider a compact, convex body K and a halfspace H that has a nonempty intersection with K. Let u be a vector orthogonal to ∂H. The intersection C = K ∩ H is called the cap of K generated by H. The width of a cap, denoted wid (C ), is defined to be the width of C along its defining direction u. Given such a cap C of width w and given a real λ ≥ 0 we define the λ-expansion of C, denoted C λ , to be the cap of K of width min(λ · w, wid (K , u)) generated by an appropriate translation of H. Observe that if λ · w exceeds the width of K in the direction u, then the expansion is simply equal to K itself.
The query ranges used in our proof will consist of translates and rotations of a hypercube of side length 1/2, which we will call quads. Our proof focuses on the portion of each quad that lies near one of its (d − r)-dimensional faces, for a suitably chosen r. To make this more precise, given an integer r, where 1 ≤ r ≤ d, define an r-corner to be a sequence of r hyperplanes that are all mutually orthogonal and none of which passes through the origin. Given a d-corner L = J1, J2, . . . , J d , define the corresponding quad, denoted 2L, to be the unique hypercube of side length 1/2 that has a vertex at the intersection of the hyperplanes of L and which lies in the intersection of the corresponding inner halfspaces, i Ji ≤ . Note that such a hypercube is not generally axisaligned. Given a quad 2L, let 2 + L denote the ε-expanded range consisting of all the points of 2L and all the points that lie within distance ε · diam(2L) of its boundary.
LOWER BOUND FOR ROTATED UNIT HYPERCUBES
In this section we prove the following theorem establishing a lower bound on the complexity of approximate range searching for unit hypercubes over any faithful semigroup. 
. Then for all sufficiently small ε and sufficiently large n, we have the following.
(i) For arbitrary (and hence idempotent) semigroups the worst-case query time in the semigroup arithmetic model is at least
(ii) If the semigroup is integral, the query time is at least
. This is based on the assumption of convex generators, which is defined in Section 3.4.
Before giving the proof, it may be helpful to consider some special cases. When f = 0 and the semigroup is idempotent this implies that with O(n) space the query time is at least 
). Thus, rotated unit hypercubes are significantly harder than Euclidean balls. This stands in stark contrast to exact range searching, where the two problems have very similar complexities as dimension increases.
As mentioned in the introduction, although the proof is structurally similar to earlier lower bound proofs in the semigroup arithmetic models, new geometric tools need to be developed. We present these tools in the next two sections.
Generalized Isoperimetric Inequality
An important tool in our analysis is an appropriate generalization of Chazelle's isoperimetric inequality to the context of r-corners. In this section we present this result.
Let O denote the origin of the coordinate frame in R d . For any hyperplane H not passing through O, let q = (x1, . . . , x d ) denote the point on H such that the segment Oq is perpendicular to H. As in [11] , define the measure of any set X of hyperplanes as follows:
The choice of this measure is based on the fact that it is invariant under rigid motions [11] . We shall say that a hyperplane is random over a set X of hyperplanes in R d of bounded measure if it is selected with density dH. The notion of a random hyperplane generalizes in a natural way to random k-dimensional flats in any specified (k + 1)-dimensional flat.
Recall that an r-corner is a sequence of r mutually orthogonal hyperplanes. Observe that an r-corner can be specified recursively by giving a sequence of flats f1, f2, . . . , fr , where for 1 ≤ i ≤ r, the flat fi is a (d − i)-dimensional flat that lies on fi−1, and f0 is the full d-dimensional space R d . The associated r-corner Lr = J1, J2, . . . , Jr is then defined by setting J1 = f1, J2 is the unique hyperplane that is orthogonal to J1 and passes through f2, J3 is the unique hyperplane that is orthogonal to both J1 and J2 and passes through f3, and so on. We next define the notion of a random r-corner. Since our analysis will only involve r-corners that lie within some fixed distance of the origin, we may assume henceforth that our hyperplane measures are defined over some set of hyperplanes of bounded measure. For 1 ≤ i ≤ r, let fi be a random (d − i)-dimensional flat that lies on fi−1. We say that the r-corner associated with this sequence of flats f1, f2, . . . , fr is random, and we let dLr denote the corresponding density. Throughout we will use dL to denote the density dL d .
Before presenting our generalization of the isoperimetric inequality, let us review Chazelle's original isoperimetric inequality. Let α > 0 be a real parameter. Given a set X and any hyperplane J, let S α X (J) denote the slab consisting of points of the set X whose distance from J is at most α.
Let s be an integer 1 ≤ s ≤ r. Given any r-corner Lr = J1, . . . , Jr , we can associate with it an s-corner slab S
, by intersecting the α-distance slabs associated with the first s of its defining hyperplanes. We omit s from this notation when it equals r. We now establish our generalization of the isoperimetric inequality from hyperplane slabs to r-corner slabs. The proof has been omitted due to space limitations, but is proved by induction on r, by repeatedly projecting K onto flats of successively lower dimension.
Lemma 2. Given any compact convex body
This leads to the following lemma, which will be useful in our analysis. 
Proof : By contrasting the definitions dL vs. dLr is not hard to show that the left-hand side is O S α (Lr )⊇K dLr . The claim now follows from Lemma 2. 
Generalized Macbeath Regions
The concept of a Macbeath region was instrumental in the proof of the slicing lemma of Brönnimann, Chazelle, and Pach [10] , which in turn was a critical ingredient in their lower bound proof. Given a compact convex body K, a point x ∈ K, and a real number λ > 0, the set [7] [8] [9] .
Our ranges are not halfspaces, but rather involve the intersection of a number of halfspaces. In this section we provide a proof of the following lemma, which is a generalization of the slicing lemma of [10] to the intersection of halfspaces. Informally this lemma states that given a compact, convex body K and a volume parameter ρ, there exists a relatively small number of (overlapping) convex bodies contained within K satisfying the following property. Given any collection of halfspaces whose region of intersection with K has volume exceeding ρ, at least one of these convex bodies will fully contain this region of intersection, and it will not be significantly larger in the sense that it will be contained within a suitable expansion of each of the caps defined by these halfspaces. Throughout this section we define the real parameter β0 = 1/(2d) 2d . Recall that given a cap C and positive real λ, the notation C λ denotes the expansion of C by a width factor of λ. To prove the above lemma we will make use of the following result, which provides a technical modification of the slicing lemma of [10] . The proof has been omitted, due to space limitations, but it follows from extensive but relatively straightforward modifications of the methods appearing in [7] , [9] , [10] , and [14] . Here c1, c2, and c3 are suitable constants > 1, depending only on dimension.
Our proof is based on Lemma 5 and the following concept. Consider a compact, convex body K and let v = μ(K). Given a positive real ρ ≤ v, a ρ-decomposition of K is a set of convex bodies, each contained within K, defined as follows.
Case I: If ρ ≤ v and ρ ≥ β0v, then it is {K}.
Case II: If ρ < β0v, then it is the union of {K} together with the union of the sets of convex bodies described in Lemma 5 for
where s is the smallest integer such that ρ ≥ β 0 2 s v. Note that the elements of the decomposition will generally overlap one another. Also, since β0v/2 s−1 > ρ, by scaling K to unit volume and applying Lemma 5 it follows that the volume of each of these elements is at least ρ.
Next, we introduce the concept of an r-level decomposition of K, which involves recursively applying the decomposition to its own elements. As above, given K and ρ, and a positive integer r, we define an r-level ρ-decomposition of K as follows. We assume that ρ ≤ μ(K). If r = 1, then it is just a ρ-decomposition of K. Otherwise, for r > 1, for each convex body K in the ρ-decomposition of K recursively compute an (r − 1)-level ρ-decomposition of K . The union of these decompositions over all K is the final r-level decomposition.
We claim that the r-level ρ-decomposition satisfies the conditions of Lemma 4. The proof of this claim is based on an induction on r and has been omitted due to space limitations.
Lower Bound for Rotated Hypercubes:
The Idempotent Case
The remainder of this section is devoted to proving Theorem 1. We start with part (i) for the idempotent case. Our proof is structurally similar to the proof we presented earlier for approximate spherical range searching [5] , which in turn is an adaptation of the proof of [10] for exact halfspace range searching. However, our proof applies the new geometric tools introduced in the prior two sections.
We begin with some of the basic concepts and properties that will be used throughout the proof. Recall that U d denotes the unit hypercube in R d . Following [10] , we say that a point set P ⊆ U d is scattered if the following two properties hold for some constant a > 1. Let K be any convex body contained within U d , and let k = |P ∩ K|.
The definition extends naturally to points contained within any unit hypercube (through an appropriate translation and rotation). Scattered point sets behave like uniformly distributed points in the sense that they allow us to relate the volume of a convex body to the number of scattered points it contains. This suggests the following lemma, which is similar to Lemma 2.1 in [10] .
Lemma 6. A random set of n points sampled uniformly and independently from a unit hypercube U d is scattered with probability 1 − o(1).
Let r denote an integer parameter, 1 ≤ r ≤ d, whose value will be set later. Let ε denote the approximation error. We assume throughout that ε is a sufficiently small real number between 0 and 1. Let Q denote the set of all quads, which recall are hypercubes of side length 1/2. Recall that n is the number of points in the data set. (We assume that n is sufficiently large.) Let m ≥ n denote the number of generators, and let t = t(n, m) denote the worst-case query time in the arithmetic model over all the ranges in Q.
Following the approach given in [5] , we restrict attention to a subset of data points P such that (i) P is a scattered set of n points contained within U d , where n = (t/ε r ) log(t/ε r ).
(ii) Let G be the set of generators that contain only points from P . Then |G | ≤ m where m = mn /n. (iii) Let L denote the set of all d-corners L such that the corresponding ε-expanded quad, 2 + L , lies entirely within U d , and let Q denote the corresponding set of (unexpanded) quads, 2L. For any L ∈ L, let AL ⊆ G denote the smallest set of generators that provide a valid answer for the query 2L, that is,
The remainder of the proof consists of placing a lower bound on the number of generators needed to cover some quad of Q as a function of n , m , r, and ε. This will provide the desired lower bound. To complete the proof, this bound will then be cast in terms of our original parameters n and m, and the value of r will be selected to produce the best lower bound.
For
where a is the constant in the scattered set properties. Recall the integer parameter r introduced earlier (whose value will be fixed later). For 1 ≤ i ≤ r, let Ji(α) be the hyperplane that results by translating Ji by distance α towards the origin. Let Si denote the slab bounded by the parallel hyperplanes Ji and Ji(α). The region of interest for L, denoted RL, is defined to be intersection of these slabs with 2L, that is,
Si.
Later in the proof, we will also make use of the following outer region, which will be convenient to define now. Recall that Ji (α) ≥ is the halfspace bounded by Ji(α) that does not contain the origin. Let
As observed in [10] , the complexity of (exact) halfspace range searching stems from the difficulty of covering points inside the range that lie close to its boundary. This factor is also responsible for the complexity of approximate range searching. In order to make this precise, we introduce a quantity, which corresponds roughly to the number of points lying within the region of interest for an average query. Consider the quantity
where dL = dL d is the differential element defined earlier for d-corners. We will compute lower and upper bounds on Φ, which together will provide the desired lower bound on the worst-case query time t. The intuition behind our proof is that if a generator covers a large number of points in RL, then it cannot be useful in this manner for many queries.
For all sufficiently small ε, using properties of scattered sets, one can easily verify that for any L ∈ L, we have |P ∩ RL| ≥ 8t log(t/ε r ). Clearly the measure of L is at least some constant, and so we have the lower bound Φ = Ω t log t ε r .
Next, we compute an upper bound on Φ. Towards this end, it is helpful to concentrate on those generators that are most efficient in covering the region of interest RL. We say that a generator G ∈ G is absolutely fat with respect to a d-corner L ∈ L if |G ∩ RL| > 4 log(t/ε r ) and G ⊆ 2 + L . Arguing as in [5] , we can show that
We will refer to the quantity Δ G |G ∩ RL| dL as the usefulness of generator G, denoted u(G). Our main task now is to compute an upper bound on the usefulness of any generator G ∈ G , which will lead to a lower bound on t.
Using the scattered set properties and the
In order to bound the integral in (b), observe that since
Recall that the corner L is defined by the sequence of hyperplanes J1, J2, . . . , J d . Now, by setting β equal to the right hand side of the above equation and scaling by the volume of conv (G) we may apply Lemma 4, where the halfspaces are the defining halfspaces of R ≥ L . For some constant λ, we obtain a collection of 
By the isoperimetric inequality given in Lemma 3, we obtain to within constant factors
r /(at). Therefore, up to constant factors we have
From our bound on the number of convex bodies Kj and by the definition of β = 4ε r /(at) we have up to constant factors
Substituting this into the bound for u(G) and recalling that |G | ≤ m , we have our desired upper bound on Φ.
Now, by combining this with our lower bound on Φ given in Eq.
(1) we obtain the following
We now put all the pieces together to obtain the final bound. We may assume that t is bounded from above by a polynomial in 1/ε, since otherwise this lower bound holds trivially. It follows that log t = O(log (1/ε) ). Recall that m = mn /n and n = (t/ε r ) log(t/ε r ). Substituting these values of m and n into Eq. (2) and then simplifying yields the following lower bound on the query time (up to constant factors)
, which holds for all integer values 1 ≤ r ≤ d.
To put the lower bound into a somewhat nicer form, let us express the space as
is a real parameter. We obtain
.
A straightforward analysis shows that we can choose r to ensure that t ≥ (1/ε)
, which completes the proof of Theorem 1(i).
Lower Bound for Rotated Hypercubes:
The Integral Case
Next we prove part (ii) of Theorem 1. As in [5] , our proof will need an additional assumption. We say that G satisfies the convex generator assumption if for all G ∈ G, we have G = P ∩ conv (G). (We conjecture that our bounds hold even without this assumption.)
We recall that in the integral case, the generators used to answer a query are required to be disjoint. Intuitively, it seems that this requirement should reduce the usefulness of large generators. This idea was first formalized in [5] , where it was used in the context of exact halfspace range searching and approximate spherical range searching. The proof proceeds along the same lines as in the idempotent case. The key idea is a different notion of generator usefulness that is more appropriate for the integral case. Toward this end, define a generator G to be relatively fat
As in the idempotent case, it is possible to limit consideration to generators that are fat, but now both in the absolute and relative senses. Combining this with the generalized Macbeath region machinery results in the desired bound. Details have been omitted due to space limitations.
SMOOTH CONVEX RANGES
In this section we present lower and upper bounds on the complexity of range searching for κ-smooth convex ranges over idempotent semigroups.
Lower Bound
We begin by presenting the lower bound for κ-smooth ranges. If κ is greater than some fixed constant, then for all sufficiently small ε and sufficiently large n the lower bound is Ω(log n + (1/ε) (d−1)/2 ). This lower bound holds in the algebraic decision tree model. Thus, it holds irrespective of space, and no space-time tradeoffs are possible. We present the bound in the following theorem, which includes the dependency on κ.
Theorem 2. Let d > 1 be a fixed dimension, and consider any real κ > 1. Consider a range space consisting of all κ-smooth convex bodies and a weight function over any idempotent semigroup. Then for all sufficiently small ε and sufficiently large n, the worst-case query time for ε-approximate range searching among n points in the algebraic decision tree model is at least
Proof : The proof is based on a standard algebraic decisiontree argument. We show that any decision tree must distinguish between some number L of distinct possible outcomes, and hence the worst-case query time is Ω(log L). Two ranges are ε-distinct if one contains a point that lies outside the other's ε expansion. By the faithfulness of the semigroup, distinct ranges must be handled differently by the decision tree. First observe that the Ω(log n) term is easy to prove. Consider n Euclidean ball ranges, each centered at a point, but so small that its ε expansion contains no other point. This bound holds irrespective of the point distribution.
To prove the other part of the bound, we generate a large collection of ε-distinct ranges. Given δ > 0, we say that a set of points is δ-sparse if the distance between any pair of distinct points is at least δ. Let δ = 6εκ/(κ − 1). Let us assume that ε is small enough that δ < 1. Consider any δ-sparse point set P on a unit sphere in R d centered at the origin O. It is well known that such a set exists having at least n δ points, where
Assume that n ≥ n δ . The point set is constructed by taking n δ points from P , and placing the remaining n − n δ points arbitrarily (since they will play no role in the rest of the argument). One approach to construct the ranges would be to consider the convex hulls of each of the 2 n δ − 1 nonempty subsets of P . Although this would work, the resulting ranges would not be smooth. Our approach is to "round off" the sharp edges of these ranges. For each p ∈ P , let b(p) be a ball of radius 1/κ that lies within the unit sphere and is tangent to the sphere at p. For each subset P ⊆ P , let η(P ) be the convex hull of the union of b(p) for p ∈ P , that is,
Let the range space Q consist of the 2 n δ − 1 ranges η(P ) corresponding to all the nonempty subsets P of P . Note that the diameter of each range in Q is at most 2, because they all lie within the unit sphere.
We assert that every pair of distinct ranges of Q is ε-distinct. Consider two ranges arising from distinct subsets P and P . There is some point y that is in one set and not the other. Assume without loss of generality that y ∈ P but y / ∈ P . Clearly y ∈ η(P ), and so it suffices to show that y lies outside the ε expansion of η(P ). To prove this fact, consider the line segment Oy, and the hyperplane H that is orthogonal to Oy and at distance 2ε from y. We assert that all the balls b(x) for x ∈ P lie on the opposite side of H from y. It will follow that the convex hull of these balls also lies below H, implying that the minimum distance of y to η(P ) is at least 2ε. Since diam(η(P )) ≤ 2 it follows that y lies outside the ε expansion of η(P ), as desired.
To prove this assertion, consider any x in P . The orthogonal projection of b(x) onto line Oy is a line segment. We will show that this segment's closest endpoint to y is at least at distance 2ε, from which it follows that b(x) lies entirely below H. Consider the intersection of b(x) with the plane containing x, y, and O. For the sake of illustration, imagine that the ray − → Oy is directed upwards, let z be the highest point of b(x), and let x and z be the orthogonal projections of x and z onto the line Oy. (See Fig. 2 .) Let θ = ∠xOy. By basic trigonometry, the distance O x is cos θ, and be- 
To bound this distance, we use the fact that if θ < 1 then
By the definition of θ we obtain
as desired. Therefore, the decision tree must have at least 2 n δ − 1 leaves, corresponding to these ε-distinct ranges. Its depth is at least log 2 (2 n δ − 1) = Ω(n δ ), and this establishes the desired lower bound on the query time. 
Upper Bound
Our upper bound results apply to the range space of all κ-smooth convex bodies for any fixed κ ≥ 1. (The hidden constants increase with κ.) We make the unit-cost test assumption, which states that given any ball or hypercube and range η, in constant time we can determine whether the ball or hypercube is contained within η + , is disjoint of η + , or neither. Here is our main result. 
The data structure is similar in spirit to that described in [5] for Euclidean balls. This structure is based on the concept of an approximate Voronoi diagram, or AVD, as described in [2] and [3] . This is a quadtree-like structure in which space is subdivided recursively until the leaf cells satisfy certain separation properties with respect to the surrounding points. Each node of the tree (internal and leaf) is responsible for handling query ranges that overlap the corresponding cell and whose diameter is proportional to the size of the cell. Each node is associated with a sparse set of generators, which are subsets of points lying within a judiciously chosen discrete set of Euclidean balls.
The critical fact that enables us to answer queries efficiently is that any κ-smooth range can be ε-approximated using O(1/ε (d−1)/2 ) balls of radius Ω(diam(η)/κ), that are suitably placed just touching the boundary of η + . The generator subsets are chosen so that it is possible to compute an appropriate subset that approximate each of these O(1/ε (d−1)/2 ) balls. We sketch the general approach here. Details will appear in the full version of the paper.
Without loss of generality, we may assume that the set of points P has been scaled and translated to lie within a ball of radius /2 placed at the center of the unit hypercube U d . We can easily dispense the case of a query η that is not contained within U d as follows. If η contains the center of U d , we output w(P ) (i.e., the semigroup sum of all the points in P ), otherwise we output the special null symbol, which represents the empty set. The correctness of this method being obvious, in the remainder we assume that η ⊆ U d , and show how to construct a data structure to handle such a query. We will use the following terminology. A quadtree box is defined recursively as U d or any d-cube that can be obtained by splitting a quadtree box into 2 d identical subcubes by d axis-orthogonal hyperplanes passing through its center. We define a cell to be either a quadtree box or the set-theoretic difference of two quadtree boxes, an outer box and an inner box. The size of a cell is defined to be the side length of its outer box. Throughout, for a cell u, we will use su to denote its size and bu to denote the ball of radius sud/2 whose center coincides with the center of u's outer box. (Note that u ⊆ bu.) Finally, for any ball b and any positive real γ, we use γb to denote the ball with the same center as b and whose radius is γ times the radius of b.
In Lemma 7, we abstract the main features of the data structure. This structure can be viewed as a collection of three types of cells (that may overlap), as described below. Type-2 and type-3 cells satisfy certain separation properties with respect to the points of P lying outside the cell, while type-1 cells do not generally satisfy any separation property. Letting u denote the cell under consideration, u has the following properties depending on its type. Fig. 3 .) The point subsets of size O(1/ (d−1)/2 ) that do not satisfy the separation properties are called pollutants. These points are handled by simple brute force during the query processing. The following lemma can now be proved easily using Lemma 3.1 (setting γ = 16 and f = (d−1)/2 ) and ideas from Section 3 in [4] . Details are omitted due to space limitations. During preprocessing, for each cell in the data structure of Lemma 7, we compute the weight of certain clusters and store them with the cell. Before describing this, we say a bit about how the resulting data structure is used to answer queries. Recall that the query range η being considered satisfies η ⊆ U d . Let diam(η) denote its diameter. As a convenience, we shall assume that the query algorithm is given a point qη ∈ η that is at distance at least diam(η)/(2κ) from the boundary of η (by smoothness such a point exists) as well as the diameter of the range, diam(η). (Both these assumptions are easy to eliminate.) Since η ⊆ U d , it follows that diam(η) ≤ √ d. To answer the query we first apply the above data structure to find the cell u corresponding to the query pair (qη, diam(η)). Recall that qη ∈ u and η satisfies one of the three properties (i)-(iii). We will consider one representative case, that is, the case of ranges satisfying property (i), which are handled by type-1 cells. The cluster sums for this case are described in the following lemma. The lemma implies that by precomputing the weight of points inside each of the balls in B, we can answer such a query η by summing up the weights associated with the balls in Bη. Thus such queries can be answered in time O((1/ ) (d−1)/2 log(1/ )) using a structure of O(1/ (d+1)/2 ) space. Recall from Lemma 7 that it takes O(log n) time to find the cell u. Thus, the total query time is O(log n + (1/ ) (d−1)/2 log(1/ )). It can be shown that the space and query time bounds proved above for type-1 cells also hold for type-2 and type-3 cells. Since the space used per cell is O(1/ (d+1)/2 ), and the total number of cells is O(n (d−1)/2 ), the total space used by the data structure is O(n/ ). We omit the remaining details from this version.
