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The integrated silicon photonics, or nanophotonics, platform was originally de-
veloped for optical interconnects for high bandwidth data transfer. The need
to dramatically scale this platform for communications applications has led to
active research in switching and multiplexing signals using different degrees-of-
freedom of light such as path, wavelength, and the transverse spatial mode. In
recent years, extending the platform to use new materials has allowed for a new
range of applications such as quantum optics, biosensing, and spectroscopy that
span the visible to mid-infrared wavelength range. Fully utilizing this platform
allows an unparalleled level of control over a large set of optical channels in
waveguides with reconfiguration capability, low power consumption, and more
stability which can be applied to this broad range of applications. This allows
large table-top optical setups for quantum optics and microscopy to be minia-
turized to the compact footprint of a nanophotonics chip.
Here in this dissertation, we extend this multiplexing nanophotonic plat-
form into the visible wavelength regime in order to address two areas that re-
quire high density optical channels: quantum optics and neural interfaces for
optogenetics. We develop a platform based on low-loss silicon nitride waveg-
uides that can be thermally tuned using integrated microheaters to introduce
reconfigurability in the visible wavelength range. We show how nanophotonic
optical channels can be used for both quantum interference as well as neuron
activation within the brain.
To scale up the integrated quantum optics platform, we developed nanopho-
tonics building blocks that utilize the transverse spatial modes within a single
multimode waveguide for key quantum interference experiments that form the
basis of more complex transformations within a smaller footprint. We used the
transverse spatial degree-of-freedom because it can be controlled by simple ge-
ometric design, relieves the burden on the light source, and does not require
non-standard materials, long delay lines, and high speed electronics, which is
the case for time and frequency encoding. The high confinement of the silicon
nitride allows for well separated modes that can be accessed by using geom-
etry controlled selective phase matching. We demonstrated quantum interfer-
ence using the higher order modes within a single multimode waveguide. We
demonstrated both passive and active tuning of the interference between differ-
ent modes while maintaining high visibility interference in the quantum regime.
To address the reconfiguration and resolution limitations of current optoge-
netic neural studies, we developed an implantable neural probe with an em-
bedded reconfigurable nanophotonic switching network for creating high res-
olution spatiotemporal optical patterns. We use the same silicon nitride plat-
form redesigned for the blue wavelength range. Using full phase control within
a path interferometer network, we demonstrated a fully reconfigurable 1x8
switch that can control an array of microbeams to excite single neurons on a 20
microsecond timescale, much faster than neuron response times. We developed
packaging techniques for the implantable nanophotonic chip for in vivo studies.
We show for the first time precisely defined and repeatable neural spike pat-
terns in vivo with unprecedented spatiotemporal resolution. Finally, we discuss
how this platform can be extended for large-scale neural studies.
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CHAPTER 1
INTRODUCTION
1.1 Nanophotonics for High Density Optical Channels
The integrated silicon photonics, or nanophotonics, platform was originally de-
veloped for optical interconnects for high bandwidth data transfer. The need to
dramatically scale this platform for communications applications has led to ac-
tive research in switching and multiplexing a large number of signals using dif-
ferent degrees-of-freedom of light such as path, wavelength, and the transverse
spatial mode[1, 2, 3, 4, 5]. In recent years, extending the platform to use new
materials has allowed for a new range of applications such as quantum optics,
biosensing, and spectroscopy that span the visible to mid-infrared wavelength
range[6, 7, 8, 9]. Fully utilizing this platform allows an unparalleled level of
control over a large set of optical channels in waveguides with reconfiguration
capability, low power consumption, and more stability which can be applied to
this broad range of applications. This allows large table-top optical setups for
quantum optics and microscopy to be miniaturized to the compact footprint of
a nanophotonics chip.
1.2 Scaling up Photonic Quantum Systems
Photonic quantum information processing has the potential to revolutionize
how we transfer information and solve large intractable problems using the
quantum nature of light[10, 11]. In the free-space optical domain, experimental
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demonstrations and theories have proven that quantum information process-
ing can provide computational speed ups and enhanced security in communi-
cations channels. Chip-scale quantum optics allows us to take a table-top free-
space optical setup with a large network of interferometers and miniaturize it to
millimeter-scale, making its practical and commercial implementation possible.
To encode information using photons, the community has typically used the
path degree-of-freedom, which is implemented using single mode waveguides
that are physically separated. Transformations on these sets of path-modes is
done using standard optical interferometers[12, 6, 13, 14, 15]. Practical quantum
computing will require building blocks that can manipulate other degrees-of-
freedom that can drastically scale the number of modes such as time, frequency
and transverse spatial modes within a single waveguide. Encoding within these
high-dimensional degrees-of-freedom can reduce the footprint of the overall
system, reduce losses due to waveguide crossings, and relieve resource require-
ments for the quantum photon sources and detectors.
1.3 Compact High Resolution Reconfigurable Optical Neural
Interface
Like quantum computational systems, optical neural interfaces also demand an
active reconfiguration of a large number of optical channels. To study the many
connections (∼ 1015) and functions of neurons in the brain on a single cell level
requires a high resolution neural interface that is simultaneously non-invasive.
The field of optogenetics transformed the way we study the brain by allow-
ing genetic modification of neurons to be responsive to light[16]. This has al-
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lowed some level of control and specificity that was not possible with electrical
stimulation methods. However, current optical techniques for high resolution
excitation (i.e. free-space microscopy) rely on techniques that are bulky and
can only penetrate 1-2 mm into the brain due to the high scattering of visible
wavelength light. To overcome this, typically optical fibers have been used to
penetrate deeper into the brain. This approach floods the brain with light and
excites many neurons, limiting the resolution and complexity of optical stimu-
lation patterns. There is a significant need for a high resolution reconfigurable
neural interface with a compact form factor that can be implanted within the
brain.
1.4 Organization
Here in this dissertation, we show how to extend the multiplexing nanopho-
tonic platform into the visible wavelength regime in order to address two areas
that require high density optical channels: quantum optics and neural inter-
faces for optogenetics. We develop a platform based on low-loss silicon nitride
waveguides that can be thermally tuned using integrated microheaters to intro-
duce reconfigurability in the visible wavelength range. In Chapter 2, we dis-
cuss the integrated nanophotonics platform based on thermally-tuned silicon
nitride, which includes basic background information and theory for integrated
interferometers. In the following chapters, we show how nanophotonic opti-
cal channels can be used for both quantum interference and neuron activation
within the brain. In Chapter 3, we discuss background information on quantum
optics. In Chapter 4, we discuss our experimental work on mode-division mul-
tiplexing for quantum optics. In Chapter 5, we discuss background information
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on neural interfaces for optogenetics studies including current technologies for
light delivery into the brain. In Chapter 6, we will discuss our implantable
nanophotonics platform for high spatiotemporal resolution optogenetics excita-
tion in vivo. We will include the discussion and future work for each application
within their respective chapters.
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CHAPTER 2
INTEGRATED NANOPHOTONICS
2.1 Waveguides
The integrated nanophotonics platform is a system of orthogonal optical modes
defined by confined light in waveguides. A waveguide can be formed by creat-
ing a channel with a material that has a refractive index, ncore, and surrounding
it with a cladding material with refractive index, ncladding (see Fig. 2.1). For light
to be guided in this situation, ncore, must have a higher index than ncladding. The
nanophotonics platform uses waveguides that have dimensions that are smaller
or on the order of the wavelength of light, λ, so we must think in terms of wave
optics and optical modes, rather than ray or geometric optics.
ncore
ncladdingx
y
z
Figure 2.1: Optical modes of a waveguide. Left: Cross-section of a
channel waveguide. Right: Numerical simulations of the
transverse-electric (TE) and transverse-magnetic (TM) optical
modes.
One can think of the channel waveguide as a potential well in two dimen-
sions for the light. The light remains confined within the waveguide which
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allows it to be guided by the waveguide as long as no abrupt changes such as
a sharp bend occur. This potential well is defined by the boundary conditions
given by the refractive index profile and Maxwell’s equations. An optical mode
is a solution to Maxwell’s equations that satisfies its boundary conditions at all
interfaces between different materials. This results in an eigenvalue equation in
which the eigenvalues are the effective indices, ne f f , and the eigenvectors are the
transverse spatial mode profiles. The propagation constants, β, can be derived
from the effective indices as β = k0ne f f where k0 = 2piλ . If there are no pertur-
bations to the waveguide, the light remains in this optical mode as it travels in
space along the propagation direction with a phase velocity, vp = cne f f , where c is
the speed of light.
High index contrast between the core and cladding materials allow one to
make compact and easily tailorable optical waveguide modes, but they are sus-
ceptible to high loss due to scattering at the interfaces between materials. The
index contrast in a fiber is approximately 0.002. However, high index contrast
waveguides have index contrasts of approximately 0.2 for silicon nitride and
0.4 for silicon waveguides with silicon dioxide cladding, which are two orders
of magnitude higher. This allows one to highly confine light, so that the cross-
sections are less than a wavelength and bends are on the order of 10-100 microns
depending on wavelength. With higher index contrast, small changes to the ge-
ometry create larger changes to the effective index of the optical mode which
can be used to tailor dispersion. We will use this feature in our mode-division
multiplexing platform to manipulate the transverse spatial modes.
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2.1.1 Transverse Spatial Waveguide Modes
The transverse spatial waveguide modes are orthogonal modes defined by
their transverse spatial electromagnetic field distribution in the dimensions
(x,y) perpendicular to their propagation axis (z) for a single wavelength (di-
rections noted in Fig. 2.1). The optical mode solutions for a rectangular waveg-
uide can be characterized as quasi-transverse-electric (TE) and quasi-transverse-
magnetic (TM) because the polarization, or direction of their electric field, E, is
not purely in one direction. A TE mode is defined as one with a dominant Ex
and negligible Ey component, and a TM mode is defined as one with a domi-
nant Ey and negligible Ex component. Figure 2.2 shows an example of this. For
the rest of this dissertation, we will ignore this smaller component. However, it
is important to keep in mind that this component can be used to couple modes
of different polarizations by using these non-zero components. Depending on
Ex ExEy Ey
TE0 TM0
Figure 2.2: Electric field of quasi-TE and quasi-TM modes. Numerical
simulations of dominant and non-dominant electric fields of
the TE0 and TM0 modes.
the strength of the index contrast and size of the waveguide which essentially
dictates the size of the potential well, there can exist multiple solutions to the
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eigenvalue problem. This results in higher order transverse spatial modes with
different propagation vectors. These TEm and TMm modes can be characterized
into even modes which are symmetric around the x-axis and odd modes which
are anti-symmetric around the x-axis, where m defines their order by the num-
ber of nodes in the x dimension. For simplicity, we will only discuss modes with
nodes in the x dimension. However, with larger waveguide heights, there exist
modes with nodes in both x and y dimensions.
High-index contrast waveguides allow us to control the propagation con-
stant (and effective index) and dispersion of the optical mode by small changes
to the geometry of the waveguide. In Fig. 2.3, we show how the propagation
constants of the different modes changes with both width and height of the
waveguide.
height = 100 nm height = 200 nm
width [nm] width [nm]
n
ef
f
n
ef
f
Figure 2.3: Tailoring the effective index of high-index contrast waveg-
uides. The effective index of a silicon nitride waveguide near
800 nm wavelength as a function of width and height (Left: 100
nm and Right: 200 nm) of the waveguide. Note the maximum
effective index for the fundamental modes.
The effective indices decrease with mode order because the higher order
modes are less confined and experience more contribution from the cladding
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refractive index. As the width of the waveguide increases, all the effective in-
dices tend to saturate at a certain point because the solutions are approximating
that of a slab waveguide which is infinite in the x dimension. As the height is
increased, the effective indices of the different modes are spread out more be-
tween a higher max effective index value, also the TE and TM modes become
closer to one another. At one point, when the height is larger than the width,
the TM modes will have the higher indices than the TE modes. Here one can
see when the waveguide height and width are the same, the TE and TM modes
have the same effective index. The modes are still orthogonal to one another, as
one can see because there is no avoided crossing which is a signature of coupled
modes [17]. However, if there is any asymmetry in the refractive index profile
of the waveguide such as non-vertical sidewalls, this could lead to coupling
between TE and TM modes.
2.2 Mode Coupling
To perform tasks like switching or routing light in different directions, one must
create structures that allow the modes to interact with one another and break
their original orthogonality. This interaction is called coupling between modes.
Here we will discuss coupling between two spatial optical modes. This includes
but is not limited to coupling between modes in different adjacent waveguides,
coupling between higher order modes within the same waveguide, or even cou-
pling to radiation modes outside of the waveguide. This coupling arises from
the non-zero overlap of two modes within the perturbed region.
Coupled-mode theory for weakly coupled modes has been derived in many
9
textbooks. Here we adapt the derivation from Haus[18]. Coupled-mode theory
relates the complex amplitudes of modes a1 and a2 through a set of differential
equations, where β1 and β2 are the uncoupled mode propagation constants and
κ12 and κ21 are the coupling coefficients between the two modes.
da1
dz
= − jβ1a1 + κ12a2 (2.1)
da2
dz
= − jβ2a2 + κ21a1 (2.2)
The solution to these equations assuming that the waves a1(0) and a2(0) are
launched at z=0 is the following:
a1(z) = [a1(0)(cos β0z + j
β2 − β1
β0
sin β0z) +
κ12
β0
a2(0) sin β0z]e− j[
β1+β2
2 ]z (2.3)
a2(z) = [
κ21
β0
a1(0) sin β0z + a2(0)(cos β0z + j
β1 − β2
β0
sin β0z)]e− j[
β1+β2
2 ]z (2.4)
where
β0 =
√
(
β1 − β2
2
)2 + |κ12|2 (2.5)
and the original modes a1 and a2 are now mapped onto the supermodes of the
coupled mode structure defined by β±:
β± =
β1 + β2
2
± β0 (2.6)
The supermodes are symmetric and anti-symmetric superpositions of the two
uncoupled modes. The separation of the propagation constants is defined by
the amount of coupling between the two original modes. We will not discuss
the effects of avoided crossings on waveguide dispersion here because the work
in this dissertation is for a single wavelength, but see Haus for a more detailed
discussion[18].
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If, initially, a1(0) = 1 and a2(0) = 0, the power coupled from a1 to a2 is:
|a2(z)|2 = |a1(0)|2
∣∣∣∣∣κ21β0
∣∣∣∣∣2 sin2 β0z (2.7)
For perfect phase matching where β1 = β2, this becomes:
|a2(z)|2 = |a1(0)|2 sin2 |κ21|z (2.8)
Significant power transfer can only occur if the two modes have the same prop-
agation constants. The power oscillates between the two modes at a frequency
defined by the coupling coefficient (see Fig. 2.4). Here we define the splitting
Figure 2.4: Power transfer between perfectly phase matched optical
modes. Assuming initially there is only power in mode 1, the
power transfers between the two modes sinusoidally as func-
tion of the coupling coefficient, κ, and coupling length, Lc.
ratio, η, as the ratio of power that remains in the same mode:
η = 1 − |a2(z)|
2
|a1(0)|2 =
∣∣∣∣∣κ21β0
∣∣∣∣∣2 cos2 β0z (2.9)
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For perfect phase matching where β1 = β2, this becomes:
η = cos2 |κ21|z (2.10)
2.2.1 Coupling Mechanisms
Any perturbation to the modes will break the orthogonality and allow them to
interact and couple. The coupling coefficient, κ, which defines the interaction
between the two modes comes from overlap of the two modes in the perturbed
region. There are many ways to do this, but we will discuss two ways to couple
modes in this dissertation that are often used in integrated photonics devices.
a b
Figure 2.5: Coupling due to mode overlap between mode 1 (solid line)
and mode 2 (dotted line). a) Evanescent tails of two modes
have a non-zero overlap within the region of perturbation in-
dicated by the black lines. b) The two modes have a non-zero
overlap in the region of perturbation indicated by black lines.
Evanescent Coupling
Evanescent coupling is typically used for coupling modes between two waveg-
uides. The waveguides are placed close enough to one another, so that the
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evanescent tail of the mode of one waveguide overlaps with the mode of the
adjacent waveguide (see Fig. 2.5a). This leads to the coupling coefficient |κ21| or
|κ12| which is defined per unit length as seen in the previous section. Typically,
The length of the coupling region, or the length of interaction, determines the
overall power coupled, as seen in Eq. 2.10. These modes are typically phase-
matched through modifying the width of the waveguide.
Periodic Perturbation
Periodic perturbation is used for coupling modes with different propagation
vectors. This can be done for modes within a single waveguide, to radiation
modes, between modes of different polarizations, and between adjacent waveg-
uides. The perturbation allows a non-zero overlap of the two modes at the in-
terface of the original waveguide section and the perturbed waveguide section,
which leads to coupling (see Fig. 2.5b). The perturbation is achieved typically
by a change in waveguide dimension. However, this can be implemented using
any refractive index change that the mode will experience.
To do this efficiently, or to achieve significant power transfer using this
method, one must match the propagation constants by introducing this cou-
pling with a frequency defined by the propagation constant mismatch. The cou-
pled mode equations can be rewritten to include this space variation along the
propagation axis. If we assume a perfect sinusoidal frequency variation, then
Eq. 2.1 and Eq. 2.2 become:
da1
dz
= − j(β1 − pi
Λ
)a1 + κ12a2 (2.11)
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da2
dz
= − j(β2 + pi
Λ
)a2 + κ21a1 (2.12)
Which leads to a new phase mismatch, ∆β that depends on the spatial frequency
of the perturbation, Λ:
∆β = β1 − β2 − 2pi
Λ
(2.13)
Therefore, to phase match these two modes, one must use the following spatial
frequency:
Λ =
2pi
∆β
(2.14)
The coupling occurs at each perturbation, so we can convert |κ21| (coupling
per length) to κ (coupling per period) to get from Eq. 2.10 the splitting ratio:
η = cos2 κN (2.15)
where N is the number of periods.
In effect the spatial modulation gives the modes an effective propagation
constant that is shifted from its unmodulated version. The wave is given spa-
tial sidebands, much like with temporal modulation. The sinusoid has a single
spatial frequency which allows for coupling to one other mode. For multiple
spatial frequencies, this allows for coupling to multiple different modes. This is
the new type of coupling mechanism we introduce for higher order modes in
this dissertation.
2.3 Beamsplitters
A beamsplitter, in the most general sense, takes two optical modes and splits
the power between them. In free-space optics this is commonly a glass cube
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with a partially reflecting interface along the diagonal. In integrated photonics,
we can create a beamsplitter with arbitrary splitting ratios, η, using the cou-
pling principles from the previous section (see Eq. 2.10). In general a two-mode
beamsplitter relates the input mode amplitudes, ai1 and ai2, by the following
equation:
ao1ao2
 =

√
η
√
1 − η√
1 − η −√η

ai1ai2
 (2.16)
In free-space, the two modes are two different paths as shown in Fig. 2.6,
where there is a certain probability that the power will stay within the same
mode, it is transmitted, or converted to the other mode, it is reflected. The
special case of a 50:50 beamsplitter occurs when this splitting ration η = 0.5. This
is commonly used in most interference structures that require even splitting.
ai1 ao1
ai2 ao2
Figure 2.6: Inputs and Outputs of a Beamsplitter. Light that is input
into ai1 is partially reflected and exits through ao1 and partially
transmitted and exits through ao2. The same occurs for light
that is input through all the other ports according to Eq. 2.16.
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2.3.1 Directional Couplers
In integrated photonics, the most common beamsplitter is a directional coupler.
As discussed in the previous section, two waveguides can couple with one an-
other by interaction through their evanescent tails of the mode. In Fig. 2.7a-b,
there is an example of power transfer between two waveguides. The splitting
ratio depends on the interaction length and follows Eq. 2.10. For full power, the
length of this coupling region is L f ull = pi2κ . For a 50:50 beamsplitter, the length of
this coupling region is Lhal f = pi4κ . The coupling gap, or the gap between the two
waveguides, determines the coupling coefficient, κ.
Although directional couplers are commonly used, they are still sensitive in
terms of wavelength, polarization, and fabrication. For example, Fig. 2.7c-d
shows how the splitting ratio deviates the designed value of 0.5 as the structure
grows in dimension and the wavelength changes. Here the growth factor is a
multiplication factor for all the dimensions to mimic the shrinking and swelling
that can occur during fabrication. The 50:50 power transfer point for a direc-
tional coupler sits on a steep slope, so if one deviates from this point in either
direction, the splitting ratio becomes more unbalanced.
2.3.2 Multimode Interferometer
A beamsplitter can also be constructed from a multimode interferometer (MMI).
The MMI consists of waveguides that enter a larger multimode section (see Fig.
2.8a). In this case the abrupt perturbation causes the input waveguide modes to
be mapped onto the modes of a wider section called the MMI. Due to the nearly
quadratic nature of the propagation constants of the higher order modes, there
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Lc1 1
2 2
a b
c d
Figure 2.7: Performance of a Directional Coupler. a) Schematic of a direc-
tional coupler with coupling length, Lc. b) Shows optical power
transfer between two modes when light is input into mode 1.
c) Shows the effect of a growth factor on the splitting ratio. d)
Shows the effect of wavelength on the splitting ratio designed
for 473 nm.
is a self-imaging phenomena that results from the mode beating. If the device
is cut along the length at specific locations, one can create a 50:50 beamsplitter.
See Fig. 2.8a-b for an example of this mode beating phenomena.
Although it is more difficult to design a variable splitting ratio, it has the
advantage of being more tolerant to wavelength, polarization, and fabrication.
Typically, the width of the waveguide is fixed, and the width and length of
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Figure 2.8: Performance of a Multimode Interferometer (MMI) Coupler.
a) Schematic of a MMI with width, Wmmi, and length, Lmmi. b)
Numerical simulation of the mode beating within a 50:50 MMI
coupler when light enters through mode 1. c) Shows the effect
of a growth factor on the splitting ratio. d) Shows the effect of
wavelength on the splitting ratio designed for 473 nm.
the MMI is varied in simulation to find an optimal splitting ratio. Deviation
from the optimal point for a 50:50 beamsplitter using an MMI only makes the
beamsplitter more lossy, but it keeps the splitting ratio even. This is ideal in
many cases for good extinction within an interferometer.
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2.3.3 Gratings
Gratings use the principle of periodic perturbation to couple the forward and
backward propagating modes and to couple waveguide modes to radiation
modes. For example, gratings can be used to couple a guided mode with β1
to a radiation mode exiting the waveguide at a certain angle with β2:
β1 =
2pine f f
λ
(2.17)
β2 =
2pincladding sin(θ)
λ
(2.18)
The period of the grating is used to determine for which angle the two modes
are phase matched.
∆β = β1 − β2 − 2pi
Λ
(2.19)
sin(θ) =
Λne f f − λ
ncladdingΛ
(2.20)
Gratings can also be used to couple higher order modes to one another
within the same waveguide, which we show in this dissertation.
2.4 Path-based Interferometers
Tuning the phase and, therefore, the interference between two paths form the
basis of switching and routing light in integrated photonics. Interferometers
have been primarily formed using optical modes defined by their path. With
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Figure 2.9: Gratings using periodic perturbation for mode coupling. a)
Schematic of coupling a guided mode to a radiation mode us-
ing periodic perturbation. b) Schematic of coupling two guided
modes of different orders using periodic perturbation.
combinations of beamsplitters and phase shifters, one can achieve arbitrary
transformations of many path modes.
2.4.1 Mach-Zehnder Interferometers
ai1
ai2
ao1
ao2
Δφ
Figure 2.10: Schematic of a Mach-Zehnder Interferometer.
The Mach-Zehnder interferometer (MZI) is one of the most commonly used
interferometers for switching. MZI’s are typically broadband, so they are used
for routing many wavelength channels at once or for applications without tun-
able or narrow linewidth lasers. This consists of a 50:50 beamsplitter, a phase
shifter to introduce a phase difference between two arms, and another 50:50
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beamsplitter (see Fig. 2.10). The phase difference, ∆φ, can be achieved through
a change in refractive index, ∆n, or path length difference, ∆L, as follows:
∆φ =
2pi
λ
∆nL =
2pi
λ
n∆L (2.21)
This allows one to fully switch the power from one arm to the other. For a non-
ideal beamsplitter (η , 0.5) with negligible loss, one can use a transfer matrix
calculation to determine the power transfer as a function of phase difference,
∆φ: ao1ao2
 =

√
η
√
1 − η√
1 − η −√η

e
− j∆φ 0
0 1


√
η
√
1 − η√
1 − η −√η

ai1ai2
 (2.22)
Here if power is put in ai1, then the power in the bar-port, ao1, and the cross-port,
ao2, can be tuned by the applied phase difference, ∆φ (see Fig. 2.11):
a201 = 2
√
η(1 − η) sin2(∆φ
2
) (2.23)
a202 = 1 − 2
√
η(1 − η) sin2(∆φ
2
) (2.24)
a b
Figure 2.11: Power transfer in MZI a) Ideal MZI in which η = 0.5 b) Non-
ideal MZI in which η = 0.2
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If the power is input through ai2, the two outputs are reversed. A pi phase
shift is necessary to switch all the light from one port to the other. Here, one can
see the extinction ratio is related to the splitting ratio, η.
Extinction = 10 log
a201
a202
(2.25)
We can also define a visibility, Vmzi:
Vmzi = 2
√
η(1 − η) (2.26)
Figure 2.12: MZI Extinction Ratio (dB scale) as a function of splitting
ratio, η. The maximum value extinction ratio here is limited
by the sampling in the plot.
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2.4.2 Large Interferometer Networks for Multiplexing Signals
By cascading these 2x2 beamsplitters and phase shifters, we can create larger
networks of interferometers to perform tasks such as routing and switching.
This can be thought of as multiplexing signals using the path degree of free-
dom. Multiplexing (De-multiplexing) is a way of combining (separating) many
signals together in a shared medium. Large 32x32 switches for reconfigurable
path switching has been demonstrated involving 1024 MZI’s, and they fit into
a compact footprint of 11 mm by 25 mm[3, 19]. Careful design strategies are
taken to ensure path-independent insertion loss and that the power consump-
tion remains low regardless of the switching route. The typical extinction ratios
which determine the amount of crosstalk between the channels are on the order
of 20 dB which are good for optical communications applications.
2.5 Other Degrees-of-Freedom for Multiplexing
2.5.1 Wavelength or Frequency
Optical modes of different wavelengths within the same waveguide can be used
as independent parallel optical channels. Wavelength-division multiplexing
(WDM) has been used in optical communication for many years. Specifically,
optical interconnects using WDM provide a high bandwidth and low power
consumption solution . The nanophotonic platform uses wavelength-sensitive
structures such as microring resonators, arrayed waveguide gratings and MZI
interleaver structures to multiplex and demultiplex approximately 10 wave-
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length channels with 20 dB crosstalk [1].
2.5.2 Transverse Spatial Mode
Similarly, the transverse spatial modes within a multimode waveguide can be
used as independent parallel optical channels as well. Recently, mode-division
multiplexing on the nanophotonics platform has become an active area of re-
search in order to further scale the optical interconnects without the need for
additional laser sources[20, 21, 22]. The laser is typically the most power-
consuming component and the dominant packaging cost in silicon photonic
tranceiver systems. Typically, the transverse spatial modes have been consid-
ered a nuisance in photonic device design because unwanted conversion to
these higher order modes typically leads to unwanted crosstalk and loss that de-
grades the performance of the typical path interferometer. However, with care-
ful design, nanophotonic structures on a high index contrast waveguide plat-
form can be used to convert between modes in a controlled way[23, 24, 25, 26].
We use these principles to design a mode-division multiplexing platform for
quantum interference in this dissertation.
2.5.3 Time
Time-division multiplexing schemes which utilizes fixed delays between differ-
ent channels to multiplex signals have been proposed[27, 28]. Typically, these
delays require long lengths of waveguides that translate into a time delay. These
delay lines can introduce significant loss. Alternatively, short pulses with low
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timing jitter could be used as well. However, this requires complex configura-
tions of high speed electronics.
2.5.4 Polarization
Due to the nature of the quasi-TE and quasi-TM modes on the waveguide plat-
form, this degree-of-freedom cannot be treated in the same way polarization
is treated in free-space optics. In a rectangular waveguide, all the TE and TM
modes have different propagation vectors and effective indices depending on
the refractive index profile as we discussed previously. One can think of the TE
and TM modes as additional transverse spatial modes with a different polar-
ization. To convert between different polarizations one must create a non-zero
overlap between the two polarizations which typically requires an asymmetric
perturbation[29]. One can also work with square waveguides in which these
indices are the same, but one must control the coupling between the two polar-
izations very carefully. This tends to only be used in low-index contrast waveg-
uides where this conversion remains small.
2.6 Visible-Wavelength Platform
2.6.1 Low-loss Silicon Nitride
Traditionally integrated nanophotonics has used silicon waveguides because
it was developed originally to be fabricated alongside electronics using con-
ventional complementary metal-oxide-semiconductor (CMOS) fabrication tech-
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nologies. However, the bandgap of silicon is around 1 eV, so it begins to absorb
at wavelengths below 1100 nm. Many materials begin to absorb in the visible
wavelengths. In this dissertation, we use a silicon nitride waveguide platform
which has a transparency window from 400 nm - 7 µm.
However, the overall loss is a combination of both material absorption and
propagation loss which is a result of the lithography and etching process. Low
loss high confinement silicon nitride structures have been demonstrated for ap-
plications such as biological particle and ion trapping, nonlinear optics, quan-
tum optics, and spectroscopy in a wide wavelength range from the visible to
mid-infrared. Losses as low as 0.0043 dB/cm in the near-infrared wavelength
range and 0.6 dB/cm at 600 nm have been reported for low-pressure-chemical-
vapor deposited silicon nitride [30, 31]. We will show how it can be used for
quantum optics at 808 nm and optogenetic neural excitation at 473 nm. For
quantum optics, low optical losses are necessary due to the inefficiency of sin-
gle photon sources and the inability to amplify signals. For optogenetics neural
excitation the loss limitations are not as stringent. However, the shorter wave-
length range, 473 nm, has much stronger scattering losses from sidewall rough-
ness along the waveguides due to Rayleigh scattering, which is proportional to
1
λ4
. Etched sidewalls have a surface roughness of around 5 nm, which can be im-
proved to about 1 nm with multipass electron beam lithography techniques[30].
2.6.2 Thermo-Optic Phase Tuning
The thermo-optic effect can be used to tune the phase of light on the silicon ni-
tride platform. Although smaller than in silicon, the thermo-optic coefficient of
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Figure 2.13: Thermo-optic phase shifter. Numerical simulation of tem-
perature gradient from the microheater overlaid with the op-
tical mode of a waveguide.
silicon nitride, dndT ∼ 4 × 10−5K−1 can create large phase shifts in compact struc-
tures without inducing loss. The typical switching times, τ, are in the microsec-
ond timescales. For applications that can tolerate moderate frequencies (50-100
kHz) and operation powers (10 mW), thermo-optic tuning is ideal.
Typically, an integrated microheater is a resistive element that sits above
the cladding of the waveguide and uses joule heating to induce a temperature
change within the waveguide (see Fig. 2.13). There is a minimum distance re-
quired to ensure the optical mode does not interact with the metal which will
lead to absorption. Typically the temperature change, ∆Tpi, needed is about 10-
30 K for a pi phase shift which is necessary to switch the light between two ports
of a MZI (see Eq. 2.27). The temperature of the heater is proportional to the
power dissipated by the resistor.
∆Tpi =
λ
2L dndT
(2.27)
We can denote the power to give this pi phase shift as Ppi which is proportional
to the thermal conductance of the waveguide, G [32]. However, the switching
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speed, τ, is inversely proportional to the G by a factor H, heat capacity of the
waveguide structure [32].
Ppi = ∆TpiG (2.28)
τ =
H
G
(2.29)
FOM = Ppiτ = ∆TpiH (2.30)
This leads us to a Figure of Merit (FOM) for a thermo-optic heater that is
related to the temperature change required and the heat capacity, H [32]. This
heat capacity is effectively proportional to the entire heated structure’s volume.
This includes the distance of the heater to the waveguide and the waveguide’s
volume. The length is canceled out by the denominator of ∆Tpi.
There is a trade-off between the power, Ppi, and the switching time, τ. Basi-
cally, for efficient heating of the waveguide, the heat should not be able to escape
quickly. However, that is exactly necessary for fast operation. For low power
and fast switching speeds, the FOM should be small. For the same material
platform and wavelength, the way to achieve this is a smaller heat capacitance,
H. This can be achieved by bringing the microheater closer to the waveguide
and minimizing the cross-section of the waveguide. There are also new devel-
opments in light-recycling that can allow for multiple passes through the phase
shifting area without increasing the heating volume.
For practical implementation of these microheaters, the major concern is the
amount of power that can be delivered before breakdown of the microheater.
It is suspected that the breakdown occurs due to poor deposition quality of the
heaters which leads to electromigration at high currents. The length, height, and
width of the microheater is determined by the resistance required for moderate
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current and voltage operation, limited by the breakdown phenomena and the
power supply.
In this work, we used both electron-beam evaporated nickel and sputtered
platinum integrated microheaters. The breakdown powers were approximately
600 mW for the nickel and 1.5-2 W for the platinum. It is suspected that the
sputtered platinum was better quality due to the lower achievable deposition
pressures and chamber cleanliness in our particular facility.
2.7 Fabrication
The typical process flow for the thermally tuned silicon nitride platform is
shown in Fig. 2.14. We start with a silicon wafer that has been thermally ox-
idized to have a layer from 2-5 µm thick of buried silicon dioxide which will
serve as the bottom cladding for the waveguide. Next, we deposit low-pressure
chemical vapor (lpcvd) silicon nitride which will serve as the waveguide layer.
We choose lpcvd silicon nitride because it is the closest to stoichiometric silicon
nitride with few impurities which has been demonstrated to show the lowest
losses from the visible to the mid-infrared wavelengths. Then, we pattern the
photonic structures using ma-N 2400 series resist and electron beam lithogra-
phy. Finally, we etch the waveguides using CHF3 : O2 gases in a ratio of 52:2.
We anneal the silicon nitride waveguides in a 1200 ◦C nitrogen ambient furnace
which removes residual impurities. Next, we deposit a thin layer of high tem-
perature lpcvd silicon dioxide to ensure the best quality silicon dioxide cladding
is near the surface of the waveguide. Finally, we deposit a thicker layer approx-
imately 2 µm of plasma enhanced chemical vapor deposited silicon dioxide to
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complete the top cladding layer of the waveguide.
The integrated microheaters are patterned using a lift-off process which uses
LOR and SPR resists and contact photolithography. The metal layer is a double
layer process in which first NiCr, Ni, Cr, or Pt are used to form the microheater
above the waveguide, and next, routing wires and contacts are formed using a
low-resistivity metal such as Al. A single layer metal process can also be used
with a metal with moderate resistivity like Pt. The microheaters are formed with
a highly resistive narrow width section, and the routing wires can be formed
using lower resistance wider sections of the same metal.
Finally, if inverse tapers are being used, for efficient coupling we use an
etched facet process in which instead of dicing through the waveguides, the
cladding is etched about 3 µm away from the end of the waveguides.
Si3N4 SiO2 Si Metal
1) Deposit low pressure chemical vapor 
silicon nitride on oxidized silicon wafer. 
2) Pattern and etch silicon nitride 
waveguides. 
3) Deposit low pressure chemical vapor 
silicon dioxide or plasma enhanced 
chemical vapor silicon dioxide.
4) Deposit and pattern metal heaters 
using lift-off.
Figure 2.14: Basic fabrication process flow for thermally tuned silicon ni-
tride nanophotonic platform.
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CHAPTER 3
QUANTUM OPTICS
3.1 Introduction
Quantum systems use unique quantum mechanical properties such as superpo-
sition and entanglement to dramatically enhance a wide-range of quantum in-
formation processing applications such as quantum computing and simulation,
quantum communication, and quantum metrology [33, 34, 35]. These systems
require proper preparation and manipulation of quantum states. There are a
number of physical implementations being pursued such as photon, trapped
ion, superconducting, spin, neutral atoms, and topological systems. In the re-
cent years, superconducting circuits and trapped ions have made significant
progress. For example, IBM demonstrated a 16-qubit computer based on super-
conducting conducting circuits which can perform algorithms for public use.
Although these superconducting circuits have been the easiest to implement be-
cause they rely on well-developed electronics fabrication, the states have short
coherence times and require low temperatures around 20 mK[36].
Developing scalable photonic quantum systems is an active area of research.
Information using single photons can be encoded in many different degrees of
freedom of the optical field. Additionally, communication systems already rely
on optics for long-haul information transport through fiber optics and more re-
cently, optical interconnects in data centers. The main advantage of these single
photon systems is that they are relatively free of noise leading to long coherence
times, compared with other systems[33]. This means that they are less affected
by their environment which can cause errors in computation or communica-
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tion. However, this comes at price in that it is difficult for one photon to act
on another photon and requires a strongly non-linear medium. Despite these
limitations, many quantum applications are being pursued actively and drive
the need for scalable photonic quantum systems.
3.1.1 Integrated Photonic Quantum Systems
The integrated nanophotonics platform for quantum optics dramatically im-
proves the efficiency, cost, scalability, flexibility and performance of photonic
quantum systems[37]. It takes table-top optics that are large, bulky, and un-
stable and miniaturizes them to a chip which is on the millimeter-scale, more
stable, and power efficient. There are three main components to a photonic
quantum system: single photon sources, transformations using interferometers,
and single photon detectors.
Currently deterministic single photon emitters are the current bottleneck in
scaling up photonic quantum systems. A single photon emitter emits exactly
one photon into a specific optical mode on-demand. The goal is to be able to
generate many of these single photons that are indistinguishable which will
be necessary for quantum interference. This can be done using a variety of
methods such as atomic transitions from cold atoms, fluorescent atomic defects,
and quantum dots[38]. However, the most common method that is used is by
heralding one of two photons that are produced during a nonlinear process such
as spontaneous parametric downconversion and spontaneous four-wave mix-
ing. However, since this scheme is inefficient due to its probabilistic nature.
Therefore, there is active research in improving the photon purity, efficiency,
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and indistinguishability of single photon sources based on deterministic emit-
ters.
To perform transformations on a large set of single photons, current pho-
tonic quantum systems rely on path-encoded interferometers as were discussed
in Chapter 2. However, multiplexing schemes in different degrees-of-freedom
are currently being used to encode more information per photon because it
is a scarce resource. Previously, quantum multiplexing on an integrated plat-
form had been limited to time-bin and polarization-bin encoding because all
the building blocks based on active switching was available[39, 40]. Frequency
encoding has been actively pursued for many year because this would allow us
to take advantage of wavelength-division multiplexing from the classical com-
munications domain[41, 42, 43, 44]. However, it requires large nonlinear effects.
Despite these challenges many groups have made significant progress, making
frequency encoding a viable option. In this dissertation, we utilize the trans-
verse spatial mode to increase the dimensionality of photonic quantum systems.
We show that simple geometric design of the waveguide will allow conversion
and interference between different modes.
The final component of the photonic quantum system is a single photon de-
tector with a high detection efficiency, low dead time, and low timing jitter.
These single photon detectors are primarily based on avalanche photodiodes
and superconducting nanowires[45, 46]. The avalanche photodiodes are based
on silicon technology and are limited to visible wavelengths. The superconduct-
ing nanowires can operate from the visible to the mid-infrared wavelengths.
However, they need to be cooled to 1.5-4K, which is a disadvantage.
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Quantum Computing and Simulation
Quantum computation and simulation demands the most scalability in terms
of resources of quantum systems. In 2001, a scheme for linear optical quantum
computing requiring only single photon sources, basic linear optical compo-
nents, and detectors was proposed[10]. There are also cluster state quantum
computing schemes that utilize large entangled states of qubits[42, 47]. In gen-
eral, quantum computation requires preparation of stable qubits (logical quan-
tum bits), manipulation of these bits with error correction, and measurements.
All of this needs to be done on a massive scale for universal quantum comput-
ing.
The major issue with quantum system technologies is they need to over-
come decoherence, or coupling to their environment, which results in errors.
There has been a lot of work towards error-correcting methods based on redun-
dant coding[48]. For each logical qubit there is multiple error-correcting qubits
necessary to store extra information. One can make measurements on the er-
ror correcting qubits without measuring the logical qubit which would affect
its state. This leads to fault-tolerant computing. However, this significantly in-
creases the number of qubits necessary. There is also a limit to adding extra
qubits for fault tolerance because it may introduce additional errors to a point
that this is prohibitive.
Peter Shor’s algorithm for factoring prime numbers is an example in which
a quantum computer is expected to surpass a classical computer in terms of
computational power [33, 48]. There have been estimates that for every qubit,
or logical quantum bit, 3600 additional physical qubits are required for error-
correcting[49]. To factor a 2000 bit prime number, the size that is typically used
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in RSA encryption, would require 4000 logical qubits which results in 20 million
physical qubits. To date the largest number that has been factorized using a
photonic quantum system has been the number 21, so there is a significant need
in scaling up quantum systems[50].
Alternatively, one could scale up to build systems of hundreds of qubits
without error correction, which would still be useful for quantum simulation.
Quantum simulation needs 50-100 qubits to simulate phenomena in the fields
of chemistry, material science, and any other quantum system[48, 51]. Only re-
cently, in May 2017, boson sampling was demonstrated for 5 photons[52].
Quantum Communication
Quantum key distribution systems theoretically provides perfect security for
transmission of encryption keys and are already available commercially[34].
However, a current limit for quantum communication is the loss along the fiber
during long-haul transmission. Due to the quantum no-cloning theorem, a sig-
nal cannot simply be amplified limiting transmission to only hundreds of kilo-
meters. A quantum repeater must be used to regenerate a quantum state with-
out introducing any measurement that might destroy it[35, 53, 54].
Quantum Metrology
Quantum metrology uses enhanced sensitivity of quantum states to im-
prove precision measurements in biological systems, lithography, and atomic
clocks[48]. This includes operations as large as the Laser Interferometer
Gravitational-Wave Observatory (LIGO) which uses the detection of squeezed
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light to detect gravitational waves[35].
3.2 Photonic Quantum States
A single photon can be thought of as a single excitation of the fundamental
mode of the quantized electromagnetic field. This photon state can be defined
by any degree of freedom (path, transverse spatial field, frequency, and time)
that was discussed in Chapter 2. These are the states that can be manipulated
and transmitted for quantum computation and communication.
The Hamiltonian of this quantized electromagnetic field system has a form
that is similar to the simple harmonic oscillator, and therefore the number state
representation can be used [55]. In the number state representation, using Dirac
notation, |n〉 j represents a single frequency quantized field containing n photons,
and j identifies its mode in a particular degree of freedom. For example, |2〉TE0
means the state that contains two photons in the fundamental TE mode of a
waveguide. The creation, a†, operators can be used to convert between number
states using the following[55]:
|n〉 = 1
(n!)
1
2
(a†)n|0〉 (3.1)
3.2.1 The Quantum Bit
An example of a useful quantum state is the quantum bit, or qubit. In classical
computing, information is stored in 1’s and 0’s. However, the superposition
principle of quantum mechanics allows one to store information in qubits which
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Figure 3.1: Visual representation of a) qubit and b) qudit.
allow the state to be both 1 and 0 simultaneously (see Fig. 3.1). The state, |ψ〉, of
a qubit can be represented as follows:
|ψ〉qubit = α0|0〉 + α1|1〉 (3.2)
where α0 and α1 represent the probability amplitude coefficients of each pure
state. The normalization condition requires that all the probabilities add to 1:
|α0|2 + |α1|2 = 1 (3.3)
In a multilevel system with d levels, one can create a qudit with probability
amplitude coefficients α0, α1, α2, and α3:
|ψ〉qudit = α0|0〉 + α1|1〉 + α2|2〉 + α3|3〉 (3.4)
These states can be created in many different ways using the photonics system.
For example, the simplest case is a waveguide fundamental TE0 mode with
either 0 or 1 photon.
|ψ〉qubit = α0|0〉TE0 + α1|1〉TE0 (3.5)
Similarly, a photon in superposition among the higher order modes (TE0, TE1,
TE2, and TE3) of a multimode waveguide could be represented in the following
way.
|ψ〉qudit = α0|1〉TE0 + α1|1〉TE1 + α2|1〉TE2 + α3|1〉TE3 (3.6)
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3.2.2 Unitary Transformations using a Beamsplitter
a1 a3
a2 a4
=
a1
a2
a3
a4
UBS
Figure 3.2: Unitary transformation using a beamsplitter.
Quantum computation and communication protocols rely on unitary trans-
formations of quantum states. A unitary transformation ensures that the trans-
formation conserves the total probability, where U and U† represent the unitary
matrix and its adjoint and U†U = UU† = I. The beamsplitter is a commonly used
2x2 unitary transformation in optics. Any arbitrary NxN unitary transformation
can be performed with a combination of 2x2 beamsplitters and phase shifters
[56]. In the quantum formalism using Dirac notation, the classical electromag-
netic field amplitudes from Eq. 2.16 can be replaced by creation operators, so a
unitary operation can be represented by UBS :
a
†
1
a†2
 = UBS
a
†
3
a†4
 =

√
η
√
1 − η√
1 − η −√η

a
†
3
a†4
 (3.7)
We can now use the creation operator a†j to represent a photon created in
mode j. We will represent the input modes before the beamsplitter by a1, a2, the
output modes after the beamsplitter a3, a4. However, these modes can represent
any type of mode such as transverse spatial modes, which we will show in the
next chapter.
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3.2.3 Hong-Ou-Mandel Interference
The most basic example of quantum interference is that of two single photons.
Hong-Ou-Mandel interference is the quantum interference of two indistinguish-
able photons on a beamsplitter[57]. Here we use the configuration from Fig. 3.2.
When a single photon is incident on either port, the state can be written as:
|1〉1|1〉2 = a†1a†2|0〉|0〉 (3.8)
From Eq. 3.8 and the transformation from Eq. 3.7, substituting for a1 and a2:
a†1a
†
2|0〉|0〉 = (
√
ηa†3 +
√
1 − ηa†4)(
√
1 − ηa†3 −
√
ηa†4)|0〉|0〉 (3.9)
= (
√
η(1 − η)a†23 + ηa†3a†4 − (1 − η)a†4a†3 −
√
η(1 − η)a†24 )|0〉|0〉 (3.10)
We know that the creation operators a3, a4 commute if the input states are indis-
tinguishable, which leads to the HOM output state:
a†1a
†
2|0〉|0〉 = (
√
η(1 − η)a†23 + (2η − 1)a†3a†4 −
√
η(1 − η)a†24 )|0〉|0〉 (3.11)
|ψ〉HOM =
√
2η(1 − η)|2〉3|0〉4 + (2η − 1)|1〉3|1〉4 −
√
2η(1 − η)|0〉3|2〉4 (3.12)
In the last two lines we use the relation:
a†2|0〉 = a†|1〉 = √2|2〉
The term with a3, a4 corresponds to the probability amplitude of coincidences,
so the probability of coincidence can be written as:
Pq(|1〉3|1〉4) = (2η − 1)2 (3.13)
This means that when η = 0.5, the probability of coincidence goes to 0. This
is assuming that the two photons are distinguishable in every other degree of
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freedom (spectral, polarization, etc.). Here we are calculating the output state
of the HOM interferometer at 0 path length delay between the two arms.
In the classical case, we get coincidences if both photons are reflected and
both photons are transmitted. Essentially, in the case that the two photons are
distinguishable, they’re creation operators do not commute. One can see from
Eq. 3.11, the probabilities of the two cases add:
Pcl(|1〉3|1〉4) = η2 + (1 − η)2 (3.14)
As we change the path delay between the two arms and measure coincidences,
there is a dip in coincidences at zero path delay compared with large path de-
lays (classical case). The visibility of this dip, known as the Hong-Ou-Mandel
(HOM) interference is the following:
VHOM =
Pcl(|1〉3|1〉4) − Pq(|1〉3|1〉4)
Pcl(|1〉3|1〉4) (3.15)
This shows that when the two path lengths (and all other degrees of freedom
of the two photons) are the same and the beamsplitter is 50:50, the visibility
should be 1. As we delay the two arms relative to each other, we approach the
classical visibility of 0.
For two classical or distinguishable photon pairs, there should be no dip.
However, there is a special case limit of the visibility being less than 0.5 for
classical beams[58].
Input and output losses for each channel should not affect the visibility be-
cause this loss would affect both the classical and quantum probabilities sim-
ilarly. Basically, the total number of coincidences will be decreased when you
lose one of the pair. If there is an asymmetric loss within the beamsplitter itself,
there is a possibility of visibility degradation.
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3.2.4 Hong-Ou-Mandel Peak
Now, if we send one output of the Hong-Ou-Mandel interferometer through an-
other beamsplitter, we should expect an increase in coincidences after the sec-
ond beamsplitter. After, the first beamsplitter in the HOM interferometer, there
are no coincidences at these arms because the two photons are going together
to either one of the inputs together.
a1
a2
a3
a4
UBS
a5
a6
UBS
Figure 3.3: HOM peak configuration.
From Eq. 3.12, the output state for having the two photons go to either of the
two arms is the following:
|ψ〉HOM =
√
2η(1 − η)|2〉3|0〉4 −
√
2η(1 − η)|0〉3|2〉4 (3.16)
From this, we can calculate the probabilities of getting two photons in either
arm for the HOM, or quantum case, as:
Pq(|2〉3|0〉4) = Pq(|0〉3|2〉4) = 2η(1 − η) (3.17)
Now if we compare this to the classical case, when have two photons at the
same output which means we have a reflection and transmission:
Pcl(|2〉3|0〉4) = Pcl(|0〉3|2〉4) = η(1 − η) (3.18)
We should expect an increase in the probability of two photons in the individual
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output arms by a factor of 2 in the quantum case as opposed to the classical case:
VHOMpeak =
Pq
Pcl
= 2 (3.19)
This is known as the HOM peak.
3.2.5 NOON State Interference
Two-photon interference on the MZI
Another interesting example of quantum interference is the NOON state inter-
ferometer in which the period in two-photon quantum interference is half that
of classical (or 1-photon) interference. This quantum enhanced phase sensitivity
is the ultimate precision in estimating phase differences[59].
a1
a2
a3
a4
UBS
a5
a6
UBS
Δφ
Figure 3.4: NOON State Configuration.
We will represent the input modes before the BS1 by a1, a2, the modes in the
two arms of the MZI by a3, a4, and the modes after BS2 by a5, a6. The incident
state is equivalent to one photon in each input port of BS1:
|1〉1|1〉2 = a†1a†2|0〉|0〉 (3.20)
Now, we know from the beamsplitter matrix from before that (assuming
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50:50): a
†
1
a†2
 = 1√2
1 11 −1

a
†
3
a†4
 (3.21)
Hence, from Eq. 3.20, substituting for a1 and a2 in terms of the modes inside
the MZI arms a3, a4, we get for the state inside the MZI arms:
a†1a
†
2|0〉|0〉 =
a†3 + a
†
4√
2
a†3 − a†4√
2
|0〉|0〉 (3.22)
=
1
2
(a†23 + a
†
3a
†
4 − a†4a†3 − a†24 )|0〉|0〉 (3.23)
We know that the creation operators a3, a4 commute, so the two terms in the
middle cancel out, leading to the expected state for HOM interference:
1
2
(a†23 + a
†
3a
†
4 − a†4a†3 − a†24 )|0〉|0〉 =
1
2
(a†23 − a†24 )|0〉|0〉 (3.24)
=
1√
2
(|2〉3|0〉4 − |0〉3|2〉4) (3.25)
In the last line we have used the relation,
a†2|0〉 = a†|1〉 = √2|2〉
Now, if we introduce a phase difference φ for the lower arm a4 → a4e−iφ with
respect to the upper arm a3, we can write the state incident on BS2 as:
1
2
(a†23 − e2iφa†24 )|0〉|0〉 (3.26)
Using the transformation for BS2:a
†
3
a†4
 = 1√2
1 11 −1

a
†
5
a†6
 (3.27)
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Eq.3.26 becomes,
=
1
4
[
(a†5 + a
†
6)
2 − e2iφ(a†5 − a†6)2
]
|0〉|0〉 (3.28)
=
1
4
[
(1 − e2iφ)(a†25 + a†26 ) + 2(1 + e2iφ)a†5a†6)
]
|0〉|0〉 (3.29)
=
1
2
√
2
[
(1 − e2iφ)(|2〉5|0〉6 + |0〉5|2〉6)
]
+
1
2
(1 + e2iφ)|1〉5|1〉6 (3.30)
Thus, the probability of coincidence is
∣∣∣1
2 (1 + e
2iφ)
∣∣∣2 = cos2 φ = (1 + cos 2φ)/2.
This has a period of pi instead of the regular MZI which has a period of 2pi.
One photon interference in an MZI
Now we will go through the same line of thought except the input state has a 0
for mode 2:
|1〉1|0〉2 = a†1|0〉|0〉 (3.31)
Hence, from the first beamsplitter using Eq. 3.21 and Eq. 3.31, substituting
for a1 in terms of the modes inside the MZI arms a3, a4, we get for the state inside
the MZI arms:
a†1|0〉|0〉 =
a†3 + a
†
4√
2
|0〉|0〉 (3.32)
=
1√
2
(|1〉3|0〉4 + |0〉3|1〉4) (3.33)
In the last line we have used the relation:
a†|0〉 = |1〉
Now, if we introduce a phase difference φ for the lower arm a4 → a4e−iφ with
respect to the upper arm a3, we can write the state incident on BS2 as:
1√
2
(a†3 + e
iφa†4)|0〉|0〉 (3.34)
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Finally, using the second beamsplitter Eq. 3.27 and Eq. 3.34 becomes,
=
1
2
[
(a†5 + a
†
6) + e
iφ(a†5 − a†6)
]
|0〉|0〉 (3.35)
=
1
2
(1 + eiφ)(|1〉5|0〉6 + 12(1 − e
iφ)|0〉5|1〉6 (3.36)
Thus, the probability of detecting a single photon in the upper arm is∣∣∣1
2 (1 + e
iφ)
∣∣∣2 = cos2(φ/2) = (1 + cos φ)/2. This has a period of 2pi
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CHAPTER 4
MODE-MULTIPLEXING PLATFORM FOR QUANTUM OPTICS
4.1 Introduction
Integrated quantum optics has drastically reduced the size of table-top optical
experiments to the chip-scale, allowing for demonstrations of large-scale quan-
tum information processing and quantum simulation[12, 60, 13, 15, 61, 14, 62].
However, despite these advances, practical implementations of quantum pho-
tonic circuits remain limited because they consist of large networks of waveg-
uide interferometers that path encode information but do not easily scale. In-
creasing the dimensionality of current quantum systems using higher degrees of
freedom such as transverse spatial field distribution, polarization, time and fre-
quency to encode more information per carrier will enable scalability by simpli-
fying quantum computational architectures[63], increasing security and noise
tolerance in quantum communication channels[64, 65], and simulating richer
quantum phenomena[66]. These degrees of freedom have previously been ex-
plored in free-space and fiber quantum systems to encode qudits and imple-
ment higher-dimensional entanglement[67, 68, 69, 70, 71].
Currently, integrated quantum photonic circuits are primarily limited to
path encoding information, but the use of a higher-dimensional Hilbert space
within each path will increase the information capacity and security of quan-
tum systems1. Higher dimensionality allows one to encode more informa-
tion per photon, relieving resource requirements on photon generation and
1Parts of this chapter have been published and adapted from work licensed under CC BY
4.0[72].
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detection[64, 65]. Consequently, this leads to more efficient logic gates and
noise resilient communications, making quantum systems more scalable and
practical.[34, 63] In integrated schemes, a few demonstrations have been de-
veloped for polarization [73] and time[74]. In free-space optics, orbital an-
gular momentum and Hermite-Gaussian modes have both been used to en-
code information within a higher-dimensional space as qudits (d-level logic
units)[67, 68, 69, 70, 71]. The higher order waveguide modes in a multi-mode in-
terferometer have been used to passively mix single-mode inputs for quantum
interference and transfer polarization and path-encoded states[75, 76]. How-
ever, the spatial modes have never been controlled individually to encode quan-
tum information to date[77, 78]. The transverse spatial degree of freedom is an
untapped resource that can be manipulated using simple photonic structures
and does not require exotic material properties.
In the classical regime, the orthogonal spatial modes of an integrated waveg-
uide have been shown to dramatically scale data transmission rates[20, 21,
79, 22, 80]. A waveguide can support many co-propagating modes, which
can be used as parallel channels within a single waveguide. Progress in the
field has overcome the challenge of achieving controlled coupling while avoid-
ing unwanted coupling between different modes, for example in bends and
tapers[81, 17]. Mode conversion based on waveguide structuring has signifi-
cant potential in the quantum regime [24, 82, 25].
Here, we demonstrate a scalable platform for photonic quantum informa-
tion processing using waveguide quantum circuit building blocks based on
the transverse spatial mode degree of freedom: spatial mode multiplexers and
spatial mode beamsplitters. A multi-mode waveguide is inherently a densely
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packed system of spatial and polarization modes that can be coupled by per-
turbations to the waveguide. We design a multi-mode waveguide consisting of
three spatial modes (per polarization) and a nanoscale grating beamsplitter to
show tunable quantum interference between pairs of photons in different trans-
verse spatial modes. We also cascade these structures and demonstrate NOON
state interferometry within a multi-mode waveguide. We show that interference
between different transverse spatial waveguide modes and active tuning can be
achieved with high visibility using this platform. These devices have potential
to perform transformations on more modes and be integrated with existing ar-
chitectures, providing a scalable path to higher-dimensional Hilbert spaces and
entanglement.
4.2 Hong-Ou-Mandel interference using transverse spatial
waveguide modes
In order to show the potential utility of the integrated transverse spatial de-
gree of freedom for scalable quantum information processing, we demonstrate
Hong-Ou-Mandel (HOM) interference between two different quasi-transverse
electric (TE) waveguide modes (TE0 and TE2). HOM interference is a useful
proof of principle because it is the basis of many other quantum operations
such as higher-dimensional entanglement, teleportation, quantum logic gates,
and boson-sampling[12, 60, 13, 15, 83, 70, 71]. In the original HOM experiment,
a path beamsplitter is used to combine two originally orthogonal paths of two
single photons, making them indistinguishable. The probability amplitudes of
the two cases that contribute to detection of the two photons in coincidence de-
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Quantum Interference using Spatial Modes
Figure 4.1: Quantum Interference using a Spatial Mode Beamsplitter. a)
Simulation of transverse spatial modes in a multi-mode waveg-
uide. b) Schematic shows interference between two indistin-
guishable photons incident on the two input ports (or modes)
of a beamsplitter, where the two input ports are the two spatial
modes of a waveguide (TE0 and TE2). The four cases of prob-
ability amplitudes in which TE0 and TE2 are reflected (R) or
transmitted (T) are added or subtracted based on the unitary
transformation of a beamsplitter. The arrows indicate whether
the photons remain in the same mode or convert to the other
mode. The destructive interference of the two cases that result
in coincidences (RR and TT) leads to the characteristic HOM in-
terference. c) Schematic showing chip implementation of spa-
tial mode multiplexing (asymmetric directional coupler) and
spatial mode beamsplitter (nanoscale grating). The colors in-
dicate the mode order within the multi-mode region of the de-
vice (red is TE0, green is TE2). The color also shows the path
that transfers single-mode inputs and outputs to the different
spatial modes within the multi-mode waveguide. Wavelength
(808 nm) and polarization (TE) are identical within each path.
The inset shows a microscope image of the device. Scale bar is
160 µm.
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structively interfere owing to the bosonic nature of photons, if the two paths are
indistinguishable.[57] As an example, we consider a silicon nitride multi-mode
waveguide with a sub-micron cross-section containing six modes: three spatial
modes per polarization (see Fig. 4.1a). In our experiment, we replace the path
beamsplitter with a spatial mode beamsplitter and replace the two paths with
two spatial modes within a multi-mode waveguide (see Fig. 4.1b). The spatial
mode beamsplitter couples two different spatial modes, resulting in a super-
position of the two spatial modes. Mode coupling leads to interference within
the waveguide between the cases in which both photons remain in their orig-
inal modes or both couple to opposite modes (cases RR and TT in Fig. 4.1b).
Visibility of the interference in coincidences is a measure of the equal splitting
in the beamsplitter and indistinguishability of the two paths in every degree of
freedom including transverse spatial mode.
The key building blocks required to demonstrate HOM interference are a
spatial mode multiplexer for generating the different spatial modes and a spa-
tial mode beamsplitter for interfering the spatial modes, which both rely on
selective mode coupling by phase-matching in our design. The spatial mode
multiplexer allows us to generate orthogonal spatial modes within the multi-
mode waveguide without cross-talk between the modes, which would reduce
the interference visibility. We couple pairs of photons from a spontaneous para-
metric downconversion (SPDC) source into single-mode silicon nitride waveg-
uides that couple into a multi-mode waveguide (see Methods and Fig. 4.1c).
Finally, the photons are sent to the spatial mode beamsplitter where they are
equally split between the two modes, coupled into single-mode output waveg-
uides, and the fundamental mode fields are detected as coincidences. We use a
silicon nitride platform because the high core-cladding (Si3N4/SiO2) index con-
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trast allows one to strongly vary the propagation constants of different spatial
modes by varying the waveguide dimensions, which is essential for selective
mode coupling. The silicon nitride platform is attractive for integrated quantum
information processing because its transparency window spans the visible to
mid-infrared wavelength range and has been used to demonstrate non-classical
light sources[84, 85].
4.3 Selective mode coupling by phase-matching
To demonstrate the spatial mode multiplexer, we use an asymmetric directional
coupler to selectively couple the fundamental mode in a single-mode waveg-
uide to a specific higher-order mode in an adjacent multi-mode waveguide. The
asymmetric directional coupler uses two different waveguide widths to phase-
match light propagating in different modes within adjacent waveguides, allow-
ing for efficient coupling.[20, 21, 79, 22] In Fig. 4.2a, the horizontal red line
indicates where the effective indices of different higher-order modes in waveg-
uides of different widths match. For example, to excite the TE2 mode in the
multi-mode waveguide using the TE0 mode in a single-mode waveguide with
420 nm width, we choose the multi-mode waveguide width of 1.6 µm.
To demonstrate the spatial mode beamsplitter, we use a nanoscale grating
structure to selectively couple different higher-order spatial modes within a
multi-mode waveguide. The period of the grating structure provides a momen-
tum change that accounts for the phase mismatch between the two different
spatial modes[86]. In Fig. 4.2a, the vertical red line indicates the phase mis-
match (∆neff) between modes within a single waveguide, Λ = λ/∆neff where Λ is
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Figure 4.2: Design of Spatial Mode Beamsplitter. a) Si3N4 dispersion
for a multi-mode waveguide with 190 nm height. Horizontal
red line shows phase-matching for waveguides with different
widths for spatial mode multiplexing. Vertical red line shows
phase-matching between modes in a single waveguide for the
spatial mode beamsplitter. b) Symmetric grating structure for
coupling the TE0 and TE2 modes. The period is defined by the
difference in effective index between the modes in a particular
waveguide. The period (Λ) is 6.675 µm, and grating depth, d,
is 24 nm. The width, w, is 1600 nm and height is 190 nm. In-
set: SEM of fabricated grating structure. Scale bar is 200 nm.
c) Simulation of mode conversion in a 50:50 splitter for η = 0.5,
where N = 20 periods and all other dimensions are the same as
in b.
the period of the grating, λ is the wavelength, and neff is the effective index of
the mode. For example, to couple TE0 and TE2, ∆neff = 0.12 and Λ = 6.675 µm.
We define the splitting ratio, η, as the probability of coupling to the same mode,
and 1-η as the probability of coupling to the opposite mode. This splitting ra-
tio can be tuned from 0 to 100% if the two modes are perfectly phase-matched.
This splitting ratio (η) depends on the coupling coefficient (κ) determined by the
overlap of the two modes within the perturbed region (grating depth, d) and
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the length of the coupling interaction (or the number of periods, N) as follows:
η = cos2(κN) (see Fig. 4.2b and Eq. 2.15). We use Finite Element Method (FEM)
and EigenMode Expansion to determine the phase-matching and splitting ra-
tios. Figure 4.2c shows a simulation of a 50:50 coupler between TE0 and TE2.
Beamsplitters with tunable splitting ratio are crucial building blocks for pho-
tonic quantum simulation circuits[51, 13, 15] and for reconfigurable quantum
circuits for quantum metrology and processing[60].
We use silicon nitride waveguides to implement the spatial mode multi-
plexer and spatial mode beamsplitter. The device has inverse tapers (∼170 nm)
to mode match to 2 µm spot size of tapered fibers. The single-mode waveguides
are 190 nm tall and 420 nm wide. The single-mode waveguide is tapered adi-
abatically (100 µm long taper) to the multi-mode waveguide, which is 190 nm
tall and 1600 nm wide. We use COMSOL and FIMMWAVE software packages
to simulate the mode profiles and coupling. The asymmetric directional cou-
pler has a coupling length of 18 µm between the single-mode and multi-mode
waveguide. The perturbation needed to couple the modes in the multi-mode
waveguide is quite small, about 24 nm, in order to remain within the weak cou-
pling regime, but large enough to yield reasonable device lengths. For gratings
with 24 nm depth, the coupling coefficient is (κ = 0.041) per period. The simu-
lation shows approximately 50:50 coupling for N=20, corresponding to a device
length of about 133 µm for our specific geometry. We estimate the loss in the
device excluding coupling losses to be 0.2 dB. To characterize the on-chip beam-
splitters and fiber beamsplitters, the classical splitting ratios (η) were measured
using an 808 nm diode laser source.
To fabricate the device, we deposit 190 nm of low-pressure chemical vapor
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silicon nitride on a silicon wafer with 4 µm of thermal oxide. Then, we pattern
with electron beam lithography and etch the waveguides. We finally clad the
devices with 300 nm of high temperature oxide and 2 µm of plasma enhanced
chemical vapor deposited silicon dioxide. For the cascaded device with the in-
tegrated phase shifter, we fabricate the heater (50 nm Ni) and contact pads (200
nm Al) using a metal lift-off process.
4.4 HOM Experimental Setup
The Hong-Ou-Mandel interference experiment consists of three main parts:
a spontaneous parametric downconversion (SPDC) source, the interferometer
chip, and coincidence detection (see Fig. 4.3).
404 nm
BiBO
= HWP
= QWP
= 808 nm Filter (3 nm)
delay
Fibre
Multi-mode
Fibre Array
ChipLensed
Fibres
Coincidence
Logic= PBS
Figure 4.3: Spontaneous Parametric Down Conversion (SPDC) source
and coincidence counting setup. The photon pair source is
coupled to the chip using lensed fibres and coupled to the co-
incidence counting setup using a fibre array. The polarization
is filtered using a series of a half-wave plate (HWP), quarter-
wave plate (QWP), and polarizing beamsplitter (PBS).
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4.4.1 Spontaneous Parametric Downconversion Source
We use a Type I non-collinear spontaneous parametric downconversion source
which generates a pair of photons with half the energy of a photon from a pump
source using a second-order nonlinear process[87]. Due to momentum conser-
vation, the pairs of photons are emitted at an angle along a cone. Here we use
a 404 nm diode laser to pump a BiBO (Bismuth Borate, Newlight Photonics)
crystal that produces a 3◦ cone with photon pairs at 808 nm. We use one lens
to focus the laser onto the crystal. We collect the pair of photons parallel to the
table using a fiber coupler assembly that consists of two stages sitting on top of
one another. The top stage aligns an aspheric lens to the collecting 780 HP fiber
which is used to match the generated photon beam to the mode diameter of the
fiber, 5 µm. This sits on top of a larger stage that moves the entire assembly to
correct its position along the generated SPDC cone.
To produce a pair of indistinguishable photons, our collection optics must
filter at the correct position along the cone and correct for any changes in polar-
ization as the pairs travel within the fibers. The two arms have full polarization
control using a set of quarter-half-quarter waveplates and a polarization beam-
splitter for further filtering. Finally, we use a set of narrow linewidth (3 nm)
filters centered at 808 nm to help filter the same wavelength photons from the
cone. Optimizing the angle on these filters is essential because it determines the
wavelength that is transmitted.
The alignment of the setup is done by back-propagating red lasers through
the fiber coupler assemblies at the 3◦ angle and intersecting them at the center
of the BiBO crystal. We use one of these arms as a delay with a 6 mm range. The
delay must be large enough to account for any mismatch in path lengths before
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the beamsplitter and also be large enough to cover the entire coincidence dip.
The SPDC source HOM visibility was characterized using a single-mode fibre
beamsplitter, and we measured a visibility of 92 ± 1.9% and coherence width
of 194 ± 10 µm. We attribute this reduced visibility primarily to spectral differ-
ences between the two arms. With 60 mW of input laser power, we produced
a source pair rate of ∼ 9000 counts per second through the fiber beamsplitter
which introduced some loss.
4.4.2 Coupling to the Interferometer Chip
The two photons are coupled into the two inputs of the interferometer chip
using lensed fiber. It is essential to have good coupling from the source because
amplifiers cannot be used in these types of experiments. Here we use 780HP
lensed fibers (Oz Optics) with a 2 µm spot size which are mode-matched to the
inverse tapers. For optimal coupling, we use two input stages adjacent to one
another to have three degrees of freedom of alignment to the input of the chip.
Finally, we use a butt-coupled multimode fiber array to collect the photons from
the chip to send to the coincidence logic.
4.4.3 Coincidence Detection
After the interferometer, the two photons are sent to the coincidence logic de-
tection system. This consists of two single photon counting modules (SPCM-
AQRH, Excelitas). Each SPCM consists of an avalanche photodiode that triggers
a TTL pulse when a photon is incident. These pulses are sent to the coincidence
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logic (Roithner TTM8000). When a pulse is registered on either channel, if an-
other pulse is registered on the other channel within a certain time window, a
coincidence is registered. In our case, the coincidence time window, τc, is 2 ns.
Since our signal depends on these coincidences, care must be taken to minimize
accidental coincidences that occur randomly between two signals. The acciden-
tal coincidence count rate, cacc can be calculated from the single count rates, n1
and n2 on either arms: cacc = 2n1n2τc.
To optimize the visibility of the HOM interference, we optimize the coinci-
dence rate with respect to this accidental count rate. This is achieved by control-
ling the polarization, wavelength filter angle, and fiber coupler position, so that
the two photons being coupled from the source are indistinguishable in every
degree of freedom. It is important that once counts are detected, to check that
the power dependence of the coincidences are linear because for every high en-
ergy photon a single pair should be generated. Multiphoton pair generation can
lead to a degradation of the visibility. The experiment is conducted in the dark
and the detectors are covered to reduce the dark counts on the detectors.
4.5 Hong-Ou-Mandel interference visibility measurements
We observe a high HOM visibility of 90 ± 0.8% between photons sent through
the TE0 and TE2 mode channels. In Fig. 4.4a, coincidences with accidentals
subtracted are plotted against relative path length difference between the two
input arms, and the best Gaussian fit is indicated by the red curve. The visi-
bility is calculated using the following expression VHOM = 1 − CminCmax where Cmin is
the minimum coincidence rate and Cmax is the maximum coincidence rate (see
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Eq. 3.15). The device with splitting ratio near 1/2 (where N = 20), yields the
highest visibility of 90 ± 0.8% with a coherence length of 168 ± 10 µm, which we
estimate from the width of the coincidence dip. This device is primarily limited
by the source visibility, which we measure to be 92% due to spectral mismatch
of the two arms. With an ideal source, this device could have a high visibility of
99% with a measured splitting ratio of ηexp = 0.55. In Fig. 4.4b, we show mea-
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Figure 4.4: Hong-Ou-Mandel Interference between TE0 and TE2. a) We
show the coincidence rate (accidentals subtracted) of the two
output arms as we delay one input arm. The red line is a
Gaussian fit to the experimental data. The HOM visibility is
90 ± 0.8%. The error bars indicate the standard error of mea-
surement and are not visible because they are smaller than the
data points. b) Comparison between experimental and simula-
tion of the splitting ratio as the number of periods (N) is varied.
Error bars on experimental data are smaller than data points. c)
Corresponding HOM visibility as the number of periods (N) is
varied.
sured splitting ratios near 1/3, 1/2, and 2/3 for devices with different numbers
of coupling periods, which agree well with simulations. These ratios have been
of particular importance in path-encoded implementations of controlled-NOT
gates in quantum photonic circuits[12]. Note that the device with the longest
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coupling interaction does not produce as much splitting as predicted by sim-
ulations, which is most likely due to residual phase mismatch. As expected,
we show that the experimental HOM visibilities depend on the splitting ratios
measured and agree well with their theoretical visibilities from the measured
splitting ratios (see Fig. 4.4c). To show that this method easily extends to other
modes of different parities, we also demonstrate a visibility of 78±0.3% between
TE0 and TE1. We use an asymmetric grating for a structure that is limited to 78%
by its splitting ratio, ηexp = 0.64 (see Fig. 4.5).
Figure 4.5: Hong-Ou-Mandel Interference between TE0 and TE1. a)
Schematic of asymmetric grating to couple even to odd modes.
The period (Λ) is 8 µm, number of periods (N) is 8, and grating
depth, d, is 24 nm. The width, w, is 1010 nm and height is 190
nm. This corresponds to a splitting ratio η = 0.64. b) We show
the coincidence rate (accidentals subtracted) of the two output
arms as we delay one input arm. The red line is a Gaussian fit
to the experimental data. The HOM visibility is 78 ± 0.3%. The
error bars indicate standard error of measurement.
To further confirm the observed Hong-Ou-Mandel effect, we measure pho-
ton coalescence enhancement at the individual output arms of the HOM
interferometer[70, 71]. We expect a doubling of the probability of case TR (TE0
Transmitted, TE2 Reflected) and RT (TE0 Reflected, TE2 Transmitted) in the
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Figure 4.6: Hong-Ou-Mandel Peak Interference. Top: Schematic shows
HOM peak experiment arrangement. Red indicates on-chip
spatial mode beamsplitter, and blue indicates fiber beamsplit-
ter. Pairs of photons are simultaneously coupled into the fun-
damental mode (input port 1) and higher-order mode (input
port 2) of the on-chip spatial mode beamsplitter. To determine
the fundamental mode HOM peak, the photons from the fun-
damental mode (output port 1) are sent to a fiber beamsplit-
ter, and coincidences are measured using detectors and coinci-
dence logic. The same is done for the higher-order HOM peak
using output port 2. a) Coincidence rate of the fundamental
mode output arm after the fiber beamsplitter. There is a peak
in coincidences due to HOM bunching. b) Coincidence rate of
the higher-order mode output arm after the fiber beamsplitter.
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HOM experiment in comparison to the experiment with distinguishable pho-
tons (see Fig. 4.1b). We use a fiber beamsplitter at the individual output arms of
the spatial mode beamsplitter (η = 0.55) and measure coincidences. Figure 4.6
show a peak in coincidences for both the fundamental and higher-order mode
output port with a visibility of 2 ± 0.02 that matches well with theory. The vis-
ibility is calculated using the following expression VHOMpeak = CmaxCmin where Cmin is
the minimum coincidence rate and Cmax is the maximum coincidence rate (see
Eq. 3.19). The width of the multi-mode HOM peak is 166±10 µm, and the width
of the single-mode output is 147±10 µm. This effect has been used as a basis for
quantum cloning experiments[70].
heater
beamsplitter beamsplitter
a
b
Figure 4.7: NOON State Device Configuration. a) MZI is formed using
two beamsplitters and a phase shifter. b)This microscope im-
age of the NOON state device shows how the Mach-Zehnder
interferometer is formed. First, the two inputs are sent to the
mode multiplexer which sends one input to the fundamental
mode (TE0) and the second input to the higher-order mode
(TE2). Next, the two modes are mixed at the spatial mode
beamsplitter (or nanoscale grating). The two modes are then
sent to the phase shifter (Ni heater). Finally, the two modes
are mixed at a second spatial mode beamsplitter and sent to
single-mode outputs through the mode demultiplexer. Scale
bar is 100 µm.
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4.6 NOON interference visibility measurements
Finally, to show these structures can be cascaded and actively tuned, we fabri-
cate a Mach-Zehnder structure to create a NOON state interferometer based
on our spatial mode beamsplitter[59]. The HOM interferometer and phase
shifter produces the NOON state described by: 1√
2
(|2〉1|0〉2 + e2iφ|0〉1|2〉2) where
φ is the phase between the two modes of the interferometer and the subscripts
1 and 2 refer to the different modes. NOON states are more generally written
as 1√
2
(|n〉1|0〉2 + einφ|0〉1|n〉2) and provide increased phase sensitivity, φ, by 1n for
quantum metrology over the standard quantum limit of 1√n [59]. In our experi-
ment, the Mach-Zehnder structure consists of two gratings separated by a phase
shifter, a length of waveguide and heater. Within the phase shifter, the waveg-
uide is tapered out to 10 µm width which gives a larger differential in phase
shift between the fundamental and higher order modes as the heater is tuned
(see Fig. 4.7).
In Fig. 4.8, we show measurements of the classical interference by inputting
a single arm of the SPDC source into the device and measuring the single counts
of both output arms, which show the classical Mach-Zehnder fringe as expected.
This specific device (ηexp = 0.66) has a classical visibility of 82 ± 8% with a pe-
riod of about 1.3 ± 0.082 W, which corresponds to the power of the heater. The
relatively high powers required to achieve a differential phase shift between the
higher-order modes requires further optimization. Simulations and extended
discussion on this point are included in the discussion section. We then mea-
sure the two-photon interference, or NOON state interference, by measuring
coincidences when both arms of the SPDC source are input into the device with
no path delay. We observe a visibility of 86± 1% with a period of 0.64± 0.005 W,
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about half of the classical interference (see Eq. 3.30). The visibility is calculated
using the following expression VNOON = Cmax−CminCmax+Cmin where Cmin is the minimum co-
incidence rate and Cmax is the maximum coincidence rate. In addition to the in-
creased phase sensitivity, this demonstrates the active tunability of this device,
which could be useful in state preparation for quantum simulators [51, 13, 15].
4.7 Discussion
4.7.1 Visibility Degradation due to Loss and Cross-talk
The primary sources of visibility degradation, aside from the non-ideal sponta-
neous parametric downconversion source, are the asymmetric loss of the spatial
mode beamsplitter and the cross-talk of the mode multiplexer.
The cross-talk originates from the residual coupling away from the optimal
phase matching point. In our case, we measure a cross-talk of less than -29 dB
from the mode multiplexing. This leads to a non-ideal splitting ratio which de-
grades the visibility by approximately 0.002%. We also show that these devices
can be cascaded and maintain high visibility through tapering structures con-
sisting of a larger number of modes. For the quantum NOON state, we measure
a visibility of 86 ± 1%. The splitting ratio (η) for this device is 0.66 which results
in an ideal visibility of 2
√
η(1 − η) which is about 94.7%. If we take into account
our source visibility of 92%, the estimated visibility is 87% which is within the
error of our measurement. There is no significant degradation of the quantum
visibility due to additional spatial modes in the NOON state interferometer, and
this degradation comes solely from the deviation of the splitting ratio from 0.5.
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Figure 4.8: NOON Interference. Schematic shows NOON interference ex-
periment arrangement. Red indicates the on-chip spatial mode
beamsplitter. Pairs of photons are simultaneously coupled into
the fundamental mode (input port 1) and higher-order mode
(input port 2) of the on-chip spatial mode beamsplitter. The
two photons are sent to the spatial mode phase shifter based
on an integrated microheater which applies a phase shift (φ)
between the fundamental and higher-order modes. Finally, co-
incidences are measured using detectors and coincidence logic.
a) Classical Mach-Zehnder interference is shown as a function
of heater power which applies the phase shift. b) NOON in-
terference is shown as a function of heater power. The period
of the quantum interference is half that of the classical interfer-
ence. The error bars indicate standard error of measurement
for all plots.
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The loss that contributes to the degradation of the visibility comes from an
asymmetry in the loss between the supermodes (or coupled modes) within
the beamsplitter. Here, we follow the derivation from Atwater for a lossy
beamsplitter[88]. The theoretical maximum visibility is:
V = 1 − 2 cos2 ∆θ (4.1)
where ∆θ comes from the phase difference between the reflected and transmit-
ted modes. As derived in Atwater, the phase difference is:
∆θ = 2 tan−1(e
pi∆ni
2∆nr ) (4.2)
where ∆ni is the difference of the imaginary effective index of the supermodes,
and ∆nr is the difference of the real effective index of the supermodes. We es-
timate ∆nr = 1.6 × 10−3 which we calculate from our coupling coefficient. As a
worst case scenario, we attribute all of the 0.2 dB loss to the difference in the
imaginary effective index to get ∆ni = 2.19 × 10−5. We estimate this degrades
the visibility by less than 0.1%. This is an overestimate of the difference in loss
between the supermodes because the supermodes should have similar interac-
tions with the sidewalls of the waveguide. The sidewall roughness from etching
is the primary source of scattering loss. This can be further improved by using
a waveguide width that is larger which minimizes the sidewall interaction fur-
ther.
4.7.2 Improving the Noon State Structure
The power required for this phase shift could be reduced by bringing the heater
closer to the waveguide. In Fig. 4.9, we show COMSOL numerical simulations
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that calculate the temperature distribution and uses the thermo-optic coefficient
to recalculate the effective index of the optical mode, which we use to calculate
the relative phase shift of different modes. For example, according to Fig. 4.10a
if the distance is changed to 1.2 µm away, which still does not affect the optical
mode, the heater power for a pi phase shift is reduced by more than half.
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Figure 4.9: Thermo-Optic Phase Shifter Cross-Section. a) Schematic
shows the cross-section of the thermo-optic phase shifter which
consists of a heater placed above the waveguide with a heater
distance of h. The thermo-optic effect changes the refractive
index of materials as a function of temperature, which leads
to an accumulation of additional phase. In this experiment, the
phase shifter consists of a waveguide region that is increased to
10 µm with a heater above the waveguide with SiO2 cladding,
where h is 2.3 µm. The heater is made of Ni, and the contact
pads are made of Al. b) FEM simulation of heat distribution
from the heater where h is 1.2 µm. Simulation is shown for a
heater distance of 1.2 µm which doubles the heater efficiency.
Scale bar is 2 µm. c) FEM heat distribution from the heater with
a heater distance of 1.2 µm and air trenches to provide stronger
gradient in temperature across the waveguide. The air trenches
are indicated here by the rectangles adjacent to the heater. This
strong thermal gradient across the waveguide leads to a greater
relative phase shift between the fundamental and higher-order
modes of the waveguide. Scale bar is 2 µm.
If we compare the relative phase shift between the TE0 and TE2 modes in a
multi-mode waveguide and the relative phase shift between two single-mode
waveguides used in path-encoding using the same path length and heater dis-
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tance, the power required for a pi phase shift in the multi-mode waveguide is
about 7 times larger (see Fig. 4.10b). This occurs because the modes are spatially
co-located, and the thermo-optic refractive index change affects both modes to
some degree. However, one should note that this is the first proof-of-principle
demonstration using a simple design technique. The efficiency of the differen-
tial phase shift induced by the heaters can be improved using the techniques
we discuss here. In this work, we address this issue by using a localized micro-
heater. As shown in Fig. 4.10c, we used a heater width of 2 µm which shows
the most efficient phase shifter. The heater power is reduced by 80% by using a
heater that is 2 µm rather than 10 µm because the heat is localized and heats the
TE0 mode more than TE2.
To reduce this power even further, trenches can be used to provide a stronger
thermal gradient across the waveguide and apply a greater phase shift between
the different modes. In Fig. 4.10d, we show that the trenches reduce the power
by 25% for an overall power reduction of about 90% from the results of this
experiment.
Our analysis here has been limited to thermo-optic phase tuning. However,
other electro-optic effects could be more localized. Further research in this area
should include intermediate structures that utilize the inherently different cou-
pling coefficients to apply larger differential phase shifts between the spatial
modes.
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Figure 4.10: Numerical Simulations of Thermo-Optic Phase Shifting. a)
Shows the calculated relative phase shift between TE0 and
TE2 for two different heater distances as a function of heater
power. The heater power for a pi phase shift is reduced by
more than half by decreasing the heater distance from 2.3 µm
to 1.2 µm. b) Shows the calculated relative phase difference
between two single-mode paths and two spatial modes within
a multi-mode waveguide as a function of heater power. The
heater power required for a pi phase shift is about 7 times
larger for the multi-mode phase shifter than a single-mode
phase shifter because the heat within the multi-mode waveg-
uide interacts with all the spatial modes to some extent. c)
Shows the relative phase shift between TE0 and TE2 for dif-
ferent heater widths as a function of heater power. In this
experiment, we address the phase shifter efficiency issue by
using a localized heater with a width of 2 µm. The plot shows
this is the optimal heater width for a 10 µm wide waveguide.
The heater power required for a pi phase shift is reduced by
80% when the width is decreased from 10 µm to µm. d) Shows
the relative phase shift between TE0 and TE2 for a structure
with and without trenches as a function of heater power. Air
trenches surrounding the heater provide a strong thermal gra-
dient across the waveguide which increases the relative phase
between the spatial modes. The power required for a pi phase
shift is reduced by 25% by adding the air trenches.
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4.7.3 Scalability of Platform
In this work, we show a step perturbation that has a frequency response that
includes additional higher order frequencies. Because we have limited our
multi-mode waveguides to the three lowest-ordered modes, these higher fre-
quency components do not pose problems. When dealing with a larger num-
ber of modes that require couplings given by multiple spatial frequency com-
ponents, a sinusoidal perturbation would ensure less cross talk between the
modes. These devices for two-mode couplings could be cascaded to create arbi-
trary transformations between modes. This initial demonstration between two
modes can be extended to make arbitrary n-dimensional unitary matrix trans-
formations on a set of modes, which is essential for quantum information pro-
cessing and simulation[89].
Arbitrary NxN mode transformations can be made using cascaded 2x2
beamsplitters and phase shifters[56]. In the mode multiplexing platform pro-
posed, gratings can be used as 2x2 beamsplitters and short lengths of waveg-
uide can be used as passive phase shifters. The gratings can be designed us-
ing selective phase matching. No extra components are necessary because the
waveguide modes are co-propagating and do not need additional routing.
Here, we show a design and numerical simulation for a three mode splitter
based on 2x2 splitters using a single multi-mode waveguide with the same di-
mensions as the device in the main text (height = 200 nm, width = 1.6 µm) that
contains three modes (TE0, TE1, and TE2). The design consists of three grating
sections that couple two modes with different ratios depending on the grating
depth, d, and period, Λ (see Fig. 4.11a). Here we use two asymmetric gratings
to couple even to odd modes (TE0-TE1 and TE1-TE2) and a symmetric grating
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to couple two even modes (TE0-TE2); the final transfer matrix is theoretically as
follows where b = e(± j2pi/3):
U =
1√
3

1 1 1
1 b b∗
1 b∗ b
 (4.3)
The network of 2x2 beamsplitters offers the most flexibility and control of the
NxN transformation. Using this approach, we can compare the estimated foot-
print of the path-encoded platform and the mode-encoded platform for a larger
number of modes. Assuming silicon nitride waveguides with oxide cladding,
the footprint of a path-encoded beamsplitter based on a 2x2 multi-mode inter-
ferometer (MMI) structure with S-bends is approximately 1000 µm2. We esti-
mate the area of the mode-encoded beamsplitter using FEM simulations for the
width scaling and an estimate of the coupling coefficient. For five modes, the
path-encoded structure is about 15 times larger than the mode-encoded struc-
ture for the same number of operations. We estimate the ratio of the footprint
of a path-encoded system to a mode-encoded system with increasing number
of modes (see Fig. 4.12). This ratio saturates because we have only included
horizontal higher-order modes which increases the width of the waveguide.
However, a compact MMI splitter for 4x4 can be made[90]. In this case, the
footprint is about 4 times larger than the mode-encoded version in our work
(using 2x2 transformations), and this ratio slowly increases with the number of
modes. This occurs because as the width of the MMI is increased to incorporate
more modes, the length to form the constructive images increases as well. To our
knowledge for N > 4, it becomes difficult to experimentally realize an MMI with
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Figure 4.11: Three Mode Splitter Example. a) Design of a three mode
splitter using cascaded two mode couplings. The parameters
are given for asymmetric or symmetric gratings as defined in
the main text (see Fig. 2 and Fig. 4 from main text). b) Numer-
ical simulation of the normalized mode powers when TE0 is
input into device from part a. Below is the total normalized
intensity distribution along the structure. c)Numerical simu-
lation of the normalized mode powers when TE1 is input into
device from part a. Below is the total normalized intensity
distribution along the structure. d)Numerical simulation of
the normalized mode powers when TE2 is input into device
from part a. Below is the total normalized intensity distribu-
tion along the structure.
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Figure 4.12: Footprint comparison of path to spatial mode encoding us-
ing 2x2 transformations. We compare the ratio of system foot-
prints for the same number of 2x2 operations as a function of
the number of modes. We assume silicon nitride waveguides
with 200 nm height and a path-encoded beamsplitter with 55
µm × 18 µm.
a balanced output and low insertion loss due to phase errors in the multi-mode
section and the approximation necessary for the re-imaging principle. Ideally,
these MMI structures are simple structures, but they are primarily limited to
symmetric splitting transformations. It has been suggested in literature to use
gratings similar to those proposed in our work within the multi-mode section of
the MMI to control the modes and produce variable splitting ratios[91]. Hence,
the techniques we suggest here can be leveraged to improve path-encoded MMI
designs as well.
There are many routes to scaling our mode-multiplexing platform even fur-
ther by simply changing the geometry of these structures. Currently, in the
mode-multiplexing community, the number of modes is increased by slightly
increasing the width of the waveguide. However, by increasing the height of the
waveguide, we can increase the number of modes while keeping the footprint
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constant. For example, if the 200 nm height of the silicon nitride waveguide in
this paper is increased to 600 nm, twice as many modes are included, which can
approximately halve the footprint.
The true potential of this platform can be realized by taking advantage of
the fact that since these modes are co-propagating within the same waveg-
uide, any mode can be accessed at any point without extra bends or waveg-
uide crossings that induce loss. Multiplexed gratings can be used to simulta-
neously perform multiple couplings between different modes within the multi-
mode waveguides. This can dramatically reduce the mode-encoded footprint
to that of a single stage. These footprints can be as small as 40 µm2, making
them about 100 times smaller for the same number of modes of a path-encoded
system[24, 25, 80]. The challenge will be to make compact devices such as these
that are still highly tunable.
4.8 Conclusion
Assuming 5 nm fabrication tolerance on dimensions, we can realistically ex-
pect to multiplex at least 15 modes within a silicon nitride waveguide[92]. This
number of quantum modes corresponds to a Hilbert space with a dimension-
ality of 152 = 225 for a two-waveguide system. Higher-index materials will
increase the number of modes that can be multiplexed. These designs could
also be made more compact by using multiplexed gratings in which the per-
turbation has multiple spatial frequency components and strengths to design
arbitrary transformations of the modes[24, 82, 25, 80]. This same analysis can be
extended to the quasi-transverse magnetic TM polarized spatial modes, and adi-
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abatic tapers and asymmetric gratings can be used to convert between TE and
TM polarized modes[29, 76]. Combining spatial mode encoding with polariza-
tion and path encoding can further increase the Hilbert space of the integrated
waveguide platform.
We show that these structures are tunable and can be cascaded while pre-
serving high visibility quantum interference, which will be key to building
larger networks. Multi-mode waveguides can be used with other degrees of
freedom to encode information within a high-dimensional Hilbert space using
only linear passive devices within a small footprint. These miniaturized sys-
tems with high information density could eventually be interfaced with spatial
mode multiplexing in fiber and free-space systems for quantum information
processing and could be specifically useful in quantum repeaters, memories,
and simulators.
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CHAPTER 5
NEURAL INTERFACE FOR OPTOGENETICS
5.1 Introduction
The brain is the most complex organ in our body, controlling our behavior,
learning, thoughts, movements, and senses. The field of neuroscience aims
to understand brain function, taking approaches that range from studying the
biochemistry of synapses to large-scale fMRI studies of blood flow to different
regions of the brain and finally to studying behavior. Understanding the under-
lying biology of the brain, as well as the ways this biology can be perturbed, is
essential for understanding neurological disorders and developing new treat-
ment strategies.
In recent years, new technologies have advanced both understanding and
treatment of such diseases. For example, there has been significant interest in
the application of treatments like deep brain stimulation, in which electrodes
send high frequency electrical impulses to regions of the brain to modify neu-
ral activity, to neurodegenerative diseases like Alzheimer’s, Parkinson’s, and
Huntington’s disease, which are characterized by the loss of neuron function
and subsequent loss of memory, the ability to think, or movement control. In-
deed, deep brain stimulation was FDA-approved in 2007 as an effective treat-
ment for Parkinson’s disease with less side effects than medication. Strategies
like deep brain stimulation may be similarly effective in treating other diverse
neurological conditions, such as depression and obsessive-compulsive disorder.
In addition to addressing neurological diseases, the field of brain-machine
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interfaces have made significant progress in creating neuroprosthesis for indi-
viduals who have been paralyzed or physically disabled. A brain machine in-
terface uses inputs and outputs of neural activity within the brain connected to
hardware and software external to the brain to provide prosthetic limb function
that has been lost by purely analyzing neural activity [93]. The goal is to find
discriminatory features in the neural signals to represent users’ intentions, such
as a movement of the arm.
The brain consists of a complex network of neurons that has been relatively
unexplored on a systems level. To make the matter even more complicated, the
network is constantly evolving as one learns and experiences, which is termed
neural plasticity. There have been many fundamental studies that have been
done using single neuron patch clamp methods to learn about the basic unit cell
of the brain, the neuron [94]. However, to study the brain as a system, we need
tools that can match the scale and hierarchy of the brain [95]. To study the brain
circuit on a systems level, the signal timing and spatial connections between in-
dividual neurons and ensembles of neurons must be understood. Developing
these types of tools ranging from large scale extracellular neural recordings to
applying wide-field microscopy techniques for visualizing neural activity has
been an active area of research for many years. All of these techniques are
working toward a mutual goal of developing a neural interface in which we
can deliver inputs and outputs to study the brain to allow us to correlate brain
function with behavior.
These neural interfaces should work at a spatiotemporal timescale that
matches that of the brain. The human brain consists of approximately 100 bil-
lion, or 1011, neurons connected by even more synapses[96, 97]. The neuron
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size and density changes across different animals and hierarchy. For example,
for a mouse, a commonly used animal model in neuroscience, each neuron is
approximately 15-20 microns and spaced about 30 microns apart. Their visual
cortex has layers defined by different cell types and density of connections. The
fundamental neuron signal, the action potential, which is a change in electrical
membrane potential of a neuron typically has frequency components between
0.6-6 kHz. The firing frequency of a single neuron is often between 25-50 Hz.
However, there are other higher frequency timescale such as gamma oscillations
which occur between 50-200 Hz[98, 99].
5.2 Optogenetics as a Tool for Neuroscience
Figure 5.1: Light-activated ion channels for optogenetics. Reprinted with
permission from [100] Copyright 2011 Elsevier Inc.
Optogenetics provides the ability of light to control neural activity and be-
havior to understand brain function on a millisecond timescale. Specifically,
light can be used to control the precise activation and inhibition of geneti-
cally modified neurons. This has allowed for direct, fast and cell-specific tar-
geting of neural populations that was not possible with electrical stimulation
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methods[16, 101]. Several recent studies have shown the potential of opto-
genetics for basic research as well as therapeutic applications. For example,
optogenetic control of neurons was used in the ventral tegmental area to dif-
ferentiate specific reward-related functions of dopaminergic and GABAergic
neurons[102]. For therapeutics, optogenetic stimulation of the mouse medial
frontal cortex was shown to reduce depressive-like behaviors[103]. Finally, it
was shown that optogenetically-controllable motor neurons can be generated
in vitro from stem cell precursors and implanted into mice, where they can con-
trol muscle function[104].
Light-activated ion channels are introduced to the neurons through genetic
modification[100]. The most commonly used channel is Channelrhodopsin-2
(ChR2) which is a light-activated cation channel of the most commonly used for
activation of a neuron. Halorhodopsin a light-activated chloride pump that is
activated by yellow light that is typically used for inhibition of a neuron. There
are many more variants which have been extensively used and studied (see Fig.
5.1). Their excitation spectrums lie within the visible wavelength range from
400-600 nm. The most common, ChR2, peaks in the blue wavelength range
around 473 nm (see Fig. 5.2).
5.3 Light Scattering and Absorption in the Brain
The two main challenges in delivering light to different regions of the brain is
a combination of absorption and scattering by different components within the
tissue. Both mechanisms attenuate light and limit the depth at which one can
image and deliver light. The absorption is primarily dominated by water which
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Figure 5.2: Excitation spectrum for common opsins [105].
is lowest at 418 nm and increases for both longer and shorter wavelengths (see
Fig. 5.3). This in addition to the availability of fluorophore and opsins is why
the visible wavelength range from 400 nm - 600 nm is ideal for imaging and
optogenetic excitation.
However, the primary source of attenuation within the brain is due to
Mie scattering from cell bodies and fibers and this dominates at these shorter
wavelengths[106]. This limits free-space microscopy methods to studies using
the surface of the brain, cultured cells, brain slices, or small transparent organ-
isms such as C. elegans[107, 108]. If both the absorption and scattering are taken
into account, one can see that at 473 nm, where the ChR2 response peaks, the
penetration depth is about 100 µm.
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a b
Figure 5.3: Light Scattering in the Brain. a) Shows degradation of a focal
spot from an objective due to light scattering (reprinted from
[109] which is work licensed under CC BY 4.0). b) Light at-
tenuation as a function of wavelength due to absorption (blue
dotted line) and scattering (red dotted line) and combination
(solid green line). Reprinted with permission from [107] Copy-
right 2013 Macmillan Publishers Limited, part of Springer Na-
ture.
5.4 Typical Optogenetics Experiment
To overcome this issue, the typical optogenetics experiment uses a single fiber
for light delivery for input neural stimulation and metallic wires for output neu-
ral recordings to combine deep-brain excitation with electrophysiology meth-
ods, which will be discussed later in the chapter[110]. Typically, 200 µm multi-
mode fiber is used which provides a cone of light depending on its numerical
aperture (NA), typically ∼0.6 NA which has a divergence around 52◦. This is
used to flood a specific region of the brain. Only the neurons that have been
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genetically modified can be stimulated by light. This can be designed to tar-
get specific cell types. However, considering the density of neurons within the
brain, this technique targets many neurons simultaneously. This synchronous
activity across a large population is not physiological. Again, the holy grail to
studying the interconnections of the brain, there is a great need for complex
light stimulation that has high temporal resolution with single cell excitation
capabilities.
a b
Figure 5.4: Typical Optogenetics Experiment with Fiber a) Light delivery
using fiber into the brain (reprinted with permission from [111]
Copyright 2010 Macmillan Publishers Limited, part of Springer
Nature). b) Fiber attachment for a freely moving mouse during
an optogenetics behavior experiment[112].
5.5 Light-delivery Methods for Patterned Optical Excitation
There have been many techniques making progress towards addressing this is-
sue to create a high spatiotemporal resolution light source that can generate
complex illumination patterns deeper within the brain.
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Free-space Microscope
Optical techniques using free-space microscopes such as multiphoton excitation
can extend penetration depths up to 0.7 mm for two-photon and 1.3 mm for
three-photon excitation into the surface of the brain[107]. For example, for two-
photon excitation, a widely used optical imaging technique, a high power pulse
of longer wavelength light (700 - 1000 nm) is needed for two-photon absorption
to occur within the opsin or fluorophore near 350 nm - 500 nm. Typically, a
red-shifted opsin such as C1V1 near 550 nm is used because the calcium indica-
tors for imaging and recording neural activity also have absorption spectrums
around 460 nm. High energy pulses are necessary because multiphoton absorp-
tion is based on a nonlinear optical process which is more efficient at higher in-
tensities. The probability of excitation goes as the optical power squared. This
allows for a more localized and deeper excitation centered around the focal spot
because out of focus light excitation is eliminated. However, even with three-
photon imaging, the technique is limited to 1.3 mm. A major issue for using
two-photon techniques for optogenetic excitation is the fact that the highly fo-
cused spot is smaller than the neuron cell body and cannot activate an action
potential. Therefore, a scanning technique must be used which limits the speed
of stimulation to 11 ms per action potential [113, 114].
To increase the lateral resolution of the focal spot using multiphoton excita-
tion without sacrificing the axial resolution which eliminates the need for scan-
ning, a powerful technique called temporal focusing is used to decrease the time
necessary for activation to millisecond level[115, 116]. Typically, it is still diffi-
cult to have a large field of view while maintaining the high temporal resolution.
Spatial light modulators (SLM) have demonstrated the most promise in
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terms of reconfigurability for creating patterned light or tunable focusing ca-
pabilities. However, they are typically composed of liquid crystals which limit
their frame rates to 60 Hz. Recently, SLM’s based on liquid-crystal-on-silicon
have faster frame rates of up to 300 Hz and have been used for imaging but
have not yet been used for excitation[117]. Acousto-optic 3D deflector systems
which could potentially operate in the 10 kHz range have also been used for
imaging[118, 119]. Other free-space optics components such as galvanometers
are limited to speeds of 10 Hz and piezoelectric resonant systems are limited to
speeds of 100 Hz or lower due to the inertia of large objectives and mirrors.
Although these techniques provide control over large volumes of neurons,
at this point they are not implantable and therefore do not allow experiments
deep within the brain or in freely behaving animals.
Fiber
Another approach is to use a fiber that can selectively activate different depths
of the brain. A tapered and nanostructured fiber probe has been used to ex-
cite the dorsal versus ventral striatum of a freely moving mouse by selectively
exciting different spatial modes within the fiber[120, 121]. Different modes are
excited by scanning a mirror using a galvanometer to input the light at differ-
ent angles. Depending on the angle of light and the mode that is excited the
light exits at different depths. The number of emitters is limited to the number
of modes in the fiber and if there is sufficient power when excited at an angle
(∼10 modes). Also, the resolution is limited by how selectively a mode can be
excited. Typically, in fibers this is difficult to achieve since the fiber core has low
index contrast. In this case the resolution was limited to about 100-500 µm. The
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speed is limited by the method of excitation of these modes, which is a around
10 Hz for a galvanometer and becomes difficult to multiplex many points.
Micro-LEDs
To further increase the scalability and resolution of these emitters, micro-LEDs
embedded on implantable probes have been used as a multichannel light
source that can deliver patterned optical stimulation with resolution down to
50 um in a freely moving mouse [122, 123, 124, 125]. They have a large beam
divergence[126]. Although these micro-LEDs can be made micron-scale, their
optical output is highly diverging (∼70◦) making it difficult to excite with single
cell resolution. Their electrical nature creates two problems for scalability: (1)
their necessary proximity to the exposed neural recording sites creates an elec-
trical artifact that interferes with recordings and (2) they generate heat within
the brain at higher optical powers and switching speeds that can disrupt nat-
ural neural processes. At frequencies of 30 Hz, the temperature change is 0.5◦
[124]. This increases above biologically safe values at higher frequencies. These
micro-LEDs have been made on flexible substrates and wireless which enable
unique experiments on freely moving mice [127].
Waveguides
Another method for light delivery is using waveguides that have been litho-
graphically defined to provide a way to deliver light with high resolution with-
out introducing a heat source inside of the brain. This allows the light to be
delivered to specific locations without heat-generating electronics directly near
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the neural recording sites. In the past, the waveguides have been large and
made of materials like Su8 and SiON, which are difficult to scale and create ac-
tive photonic devices that are reconfigurable due to the lack of control of the
higher order modes [128, 129, 130, 131]. Recently there have been demonstra-
tions of high confinement waveguides made in SiN which have the potential to
be scaled. These have been passive waveguides. All of these techniques require
external reconfigurable light sources. This could be done by coupling lasers or
LED’s to individual waveguides, or using the same methods for scanning beams
used for free-space microscopy methods. Recently, a photonic probe has been
developed to generate patterns using a wavelength selective arrayed waveg-
uide grating (AWG) structure, which allows light of different wavelengths to be
sent to different grating outputs [132]. This probe relies on the active switch-
ing of wavelengths using an external tunable wavelength filter. If a high-speed
acousto-optic tunable filter had been used as suggested, the power requirements
of the filter limits the device to about 10 outputs. We will introduce integrated
reconfiguration capabilities to this platform in this dissertation in the following
chapter.
5.5.1 Tools for Recording of Neural Response
Optogenetics has been used to study the brain at many space and time scales as
discussed before. In addition to high spatiotemporal light delivery, we need to
be able to record the neural response with this same resolution. Since the focus
of this dissertation is a novel platform for optical excitation, we will only briefly
cover neural recording tools. However, they have been extensively reviewed
elsewhere.
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The action potential, or the single neuron response, is a rapid change in volt-
age across the neuron cell membrane. The membrane potential is maintained
by a balance of ions inside and outside of the cell and the change is mediated by
the nonlinear response of voltage gated ion channels [133]. This membrane po-
tential can change from -70 mV (resting) to 40 mV within a millisecond. These
action potentials are triggered by inputs from other neurons that bring the mem-
brane potential up above a certain threshold.
Electrophysiology Methods
Primarily electrophysiology methods have been used to study neural activity
because it provides a direct measurement of the electrical signals produced by
a neuron when an action potential is fired[134, 135, 94, 136]. Electrical meth-
ods have provided the highest signal to noise ratio and temporal resolution to
resolve individual neural spikes. To study the brain circuit on a systems level,
the signal timing and spatial connections between individual neurons must be
understood.
Extracellular neural recordings in which an electric potential change is mea-
sured outside of the neuron has been the most extensively used recording
method in systems level neuroscience because it allows one to study individual
neurons for weeks during behavioral studies. This allows one to correlate re-
peated behaviors with recorded neural patterns to begin to understand the un-
derlying circuit. Since, the extracellular recording is not a direct measurement
of the membrane potential, but rather the potential outside, this means the po-
tential changes detected are an order of magnitude smaller, approximately 100
µV. Typically, a microelectrode, or metallic wire, is placed near the neurons to
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detect this signal relative to a ground signal that is farther away (i.e. on top of
the brain).
The impedance of this microelectrode, around 1 MΩ, determines the noise
and distance at which a neuron signal can be picked up[136]. Because the sig-
nal is so small, it is important to have low noise recordings. Typically, a low
impedance microelectrode, with a larger exposed tip, has lower noise. How-
ever, this allows recordings from a larger area, or more neurons. In this case,
one has to use a method called spike sorting to distinguish responses from indi-
vidual neurons. Spike sorting is a method in which different components of the
spike waveform are used to identify individual neurons.
The primary issue with electrophysiology methods for neural recording is
that it is difficult to differentiate different cell types and exact locations from
which the signals have been received. However, extracellular single unit record-
ings from large-scale arrays of fabricated electrodes have been the dominant tool
for systems level neuroscience[135].
Optical Imaging Methods
All-optical methods in which two-photon techniques have been used for op-
togenetic stimulation and neural recordings based on Ca indicator and Volt-
age dye imaging [137, 138, 139, 140, 141, 142]. Typically, Ca imaging uses a
fluorescent indicator such as GCaMP6 or GCaMP3 to image intracellular cal-
cium ions that flow during an action potential during neural activity, they
are typically excited around 460 nm[114]. The major limitation of Ca indi-
cator imaging is that the neural activity is detected indirectly by the flow of
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ions whose kinetics are slower, 50-1000 ms, than the actual action potential
spikes which occur at a millisecond timescale. This makes it difficult to use
calcium imaging to accurately resolve individual spike waveforms and repre-
sent spike timing in a network[141]. However, a new class of voltage indicators
are being explored which promise timescales comparable to electrophysiologi-
cal measurements[141].
In addition to the physiological limitation of the speed, there have been
many efforts to increase the speed and field of view of the imaging appara-
tus. An excellent example of this was recording neural activity from two planes
simultaneously using a spatial light modulator (SLM) and galvanometers[117].
The field of view is quite large (300 µm by 300 µm), and can capture images
over an axial range of 500 µm. This can be used to switch between different
holograms at up to 300 Hz. 3D acousto-optic imaging systems have been devel-
oped with sub-millisecond resolution as we previously discussed[118, 119].
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CHAPTER 6
RECONFIGURABLE VISIBLE NANOPHOTONICS PLATFORM FOR IN
VIVO HIGH RESOLUTION OPTOGENETICS
6.1 Introduction
The ability to deliver and shape visible light within biological systems with
high spatial and temporal resolution will enable novel optical techniques for
fundamental scientific research and its application to medicine [143]. The large
size of reconfigurable table-top optical devices prevents many of the promis-
ing applications of optics to be implemented in vivo for biological studies or
for medical diagnostics. In neuroscience, it prevents the use of optogenet-
ics to understand the spatial and temporal role of neural activity deep within
the brain[115, 114, 113, 121, 122]. Nanophotonics enables miniaturized optical
devices to control the phase and amplitude of light and, therefore, the shape
and direction of multiple optical beams in a highly scalable way to potentially
address these issues [5, 144, 145, 4, 7, 146, 147, 148, 149]. However most re-
configurable nanophotonics devices have only been demonstrated in the near-
infrared spectral range, where the tolerances in fabrication due to the longer
wavelengths are high. Here we show the first reconfigurable nanophotonic plat-
form in the visible wavelength range to control multiple micron-scale beams
and demonstrate its use in the brain to generate unprecedented neural spike
patterns in vivo with high spatial and temporal precision1. We use integrated
microheaters to electrically tune the phase of light within a nanoscale interfer-
ometer network to create optical beams that are reconfigurable within 20 mi-
1Parts of this chapter are currently being prepared as a manuscript for publication and have
been presented[150].
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croseconds. We use these complex spatiotemporal beam patterns to drive indi-
vidual neurons reliably with frequencies up to 200 Hz. This shows how we can
use light to generate a repeatable neural pattern that could be used to correlate
neural activity with different brain functions and behaviors. This demonstra-
tion of the full phase and amplitude control of visible light using nanophoton-
ics is the first step towards a compact platform for steering and shaping opti-
cal beams for biological applications. This platform is highly scalable because
of the ability to multiplex optical signals using multiple degrees-of-freedom of
light which has been extensively used in the telecommunications industry. The
ability to combine our reconfigurable nanophotonics platform with integrated
electronics could lead to large-scale studies in neuroscience and other biomedi-
cal fields.
Implantable probes based on nanophotonic technology have the potential
to generate scalable high-resolution spatiotemporal optical patterns for neural
excitation; however, recent works have been limited to passive devices that de-
pend on slow and inefficient table-top optics for reconfiguration. Nanopho-
tonics uses high index contrast materials and the coherent nature of light to
create subwavelength structures such as waveguides to confine, guide, and
manipulate light in compact structures. Because these structures are created
using nanofabrication techniques utilized by the CMOS industry, nanopho-
tonic structures can be created on a massively parallel scale with flexible lay-
out and integrated with electronics [5, 3, 4, 7]. Neural probes based on ar-
rays of passive waveguide and grating structures using silicon nitride and SU-
8 have been developed for minimally invasive multi-point neural excitation
[151, 152, 153, 154, 132]. These nanophotonic probes use grating emitters to
emit a coherent and collimated beam of light with divergence angles of <1◦ en-
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abling single cell resolution excitation. However, these passive probes cannot
generate complex spatial and temporal patterns with high enough resolution
because they require external table-top optical components such as galvanome-
ters, piezoelectric actuators, tunable filters, tunable micro-mirrors for reconfig-
uration, which are typically slow (10-100 ms).
6.2 Active Visible Nanophotonic Platform
We demonstrate an active nanophotonics platform in the visible wavelength
range for creating high-resolution spatiotemporal patterns, which uses the in-
creased sensitivity of confined light to small refractive index changes to create
fast electrically tunable waveguide structures. A minimal change in the refrac-
tive index (<1%) is required for full and fast reconfiguration of a micron-size
device. This refractive index change leads to a phase change in light that can be
exploited by interferometers, gratings, metasurfaces, phased array structures to
switch, steer, and shape optical beams. Driven by the telecommunications in-
dustry, near-infrared modulators, switches and reconfigurable filters based on
active nanophotonics have been demonstrated with speeds beyond a GHz and
networks with up to 1024 components with minimal footprint [3, 147, 155, 19].
In the visible range from 400 to 600 nm relevant to optogenetic excitation,
there have been no demonstrations of active photonic devices due to their sensi-
tivity to fabrication tolerances. Interferometric-based devices require good con-
trol of polarization and spatial modes for good extinction. In the visible wave-
length range these typical fabrication tolerances become closer to the wave-
length, which makes them more sensitive to errors[92].
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Figure 6.1: Nanophotonic switch for optogenetic neuromodulation. a)
Schematic of the nanophotonic neural probe. The light enters
the structure through a single waveguide at the top. Next, it
is routed through the nanophotonic switching network based
on 1x2 switches to the 8 grating emitters located at the tip of
the probe where the light is emitted out of plane for depth-
specific optogenentic control in vivo. The routing network re-
mains outside the brain. Inset: Shows a single 1x2 microswitch
that routes light between two ports. When the switch is off
(P = 0, left), if light enters through input port 2, the light exits
through output port 1. As the power on the switch is increased
(P ¿ 0, right), the light can be continuously tuned between out-
put port 1 and output port 2 from 0 to 100%, until the light is
completely in port 2. If the light enters through input port 1,
light exits through output port 2 by default and can be contin-
uously tuned to exit through output port 1.
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We use fabrication tolerant design of silicon nitride nanophotonic structures
which are transparent in the visible wavelengths. We use high confinement
waveguides with a width of 350 nm and height of 200 nm. Low loss high con-
finement silicon nitride structures have enabled applications such as biological
particle and ion trapping, nonlinear optics, quantum optics, and spectroscopy
in a wide wavelength range from the visible to mid-infrared. Losses as low as
0.0043 dB/cm in the near-infrared wavelength range and 0.6 dB/cm at 600 nm
have been reported [30, 31].
In order to introduce reconfigurability to this platform, we use the thermo-
optic effect to reconfigure interferometric switches at speeds suitable for study-
ing neural processes. We place a microheater above the waveguide to induce a
localized change in temperature within the waveguide. We exploit this change
in index, dndT ∼ 4 × 10−5K−1, to control the phase of light which allows for switch-
ing when embedded in an interferometer. The relatively high-index contrast
of silicon nitride allows us to make compact structures, which allow for effi-
cient and fast microheaters with milliwatt and microsecond operation [32]. The
thermo-optic effect is fast enough for most biological processes including neu-
ron activation [16]. Specifically, the visible wavelength regime allows one to
create smaller devices and bring the microheater closer to the waveguide with-
out inducing loss which improve the microheaters efficiency and speed.
The platform consists of an implantable silicon probe with an embedded
nanophotonic micro-switch network located outside of the brain that deter-
mines the spatial distribution of 473 nm light beamed out of the probe for neu-
ral excitation. Figure 6.1 shows the schematic of the implantable probe based
on the silicon nitride waveguide structures. Light is input through a fiber at the
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top of the device into a single waveguide which is sent to the switching net-
work based on cascaded 1x2 micro-switches. Depending on the power applied
to this analog switch, the light can be output from the two output ports from
0-100% (See inset of Fig. 6.1). The output of the routing network is sent to grat-
ing emitters located at the bottom of the probe that send the light outward to
excite the neurons. By cascading multiple 1x2 switches, we create an 8-channel
probe by creating a 1x8 switching network with waveguides that lead to 8 grat-
ing emitters. In order to ensure that negligible temperature change occurs in
the brain tissue, the switching network is located on the same chip but outside
of the brain tissue during insertion. This defers from previous demonstrations
of micro-LED-based probes, in that routing waveguides allow for the electrical
control to be well separated from the emitters themselves. This avoids electrical
and thermal issues that could disrupt brain activity or neural recordings.
6.2.1 Device Design
Each 1x2 switch is composed of a balanced silicon nitride Mach-Zehnder inter-
ferometer which has a platinum microheater that provides the refractive index
change in one arm to induce a phase change from 0 to pi. The 200 nm height
and 350 nm width of the silicon nitride waveguides ensures that the structure
is primarily single mode. We place the microheater as close above the waveg-
uide before the mode is perturbed to improve the efficiency of the microheater,
which is 660 nm (see Fig. 6.2a). The temperature falls off at approximately 30
µm away, so we keep the other arm of the Mach-Zehnder interferometer at least
this distance away (see Fig. 6.2b). In this particular device, we use a distance of
160 µm and a length of 300 µm. The length of this arm is determined by current
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and voltage rating of the power supply that will be used as described in Chapter
2.
To create high extinction 1x2 switches, we design fabrication tolerant beam-
splitters using multimode interferometers (MMI’s). As seen in Chapter 2, the
extinction of an interferometer is determined by how close the beamsplitter’s
splitting ratio is to 50:50 (see Eq. 2.25). The deviation from the peak operation
point of a multimode interferometer still keeps the splitting ratio balanced while
its overall loss increases. However, deviation from the peak operational point
of a directional coupler makes the splitting ratio unbalanced in both directions
which creates an unbalanced splitting ratio, but has lower loss. Therefore, we
choose an MMI because it remains balanced, and high extinction, over a large
wavelength range. The MMI width is 1.2 µm and length is 12.6 µm (see Fig.6.2c
for numerical simulation of this structure).
The gratings are designed to be apertures to emit a beam of collimated light
around 20 µm diameter. They are designed to emit light ∼ 1◦, using Eq. 2.20, so
we use a period of 260 nm. We use adiabatic tapers to increase the waveguide
to the size of the grating.
A few design measures were taken to mediate the coupling and propagation
losses. Because we use butt coupling at the input, a horn taper is used that starts
with a waveguide width of 3 µm (fiber core size) and tapers down to the single
mode width. Inverse tapers in which the mode is expanded using a narrow
waveguide are difficult to construct at these wavelengths due to limitations in
fabrication. We broaden the width of the waveguides to 700 nm for the long
waveguides that travel down the shank for 5 mm to reduce the scattering losses
from the side walls and stitching effects from field boundaries during electron
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Figure 6.2: Thermo-Optic Switch Device Design.The thermo-optic
switch is based on a Mach-Zehnder Interferometer (MZI)
created using SiN waveguides and a Pt microheater. The
phase difference ∆φ is proportional to the change in index and
Lmzi. For the splitter we use a multimode interferometer (MMI),
with a length Lmmi of 12.6 µm and wmmi of 1.2 µm. An MMI uses
higher order modes and the self-imaging principle to create
fabrication tolerant, compact, and fairly polarization insensi-
tive structures for splitting light. The inset shows a numerical
simulation (Eigenmode Expansion Method, FIMMWAVE
software) of the normalized intensity of the light when light is
input through port 2. The structure behaves identically, if light
is input through the port 1 instead.
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beam lithography.
6.3 Device Fabrication and Packaging for In Vivo Experiment
To show bidirectional neural interfacing in vivo, we performed simultaneous
light stimulation and extracellular recording by packaging the device with tung-
sten recording electrodes aligned near the grating emitters. Here we show an
overview of the packaging of the device (see Fig. 6.3). The first four steps are the
same as described in Chapter 2. In addition, we thin the chips using backside
Bosch etching with a protective polymer called Protek-25.
6.3.1 Electrical Packaging
A printed circuit board (PCB) is designed to route the electrical control from the
switches to a pin connector which can be accessed via ribbon cable. First, we
attach the chip to the printed circuit board using uv-curable adhesive (NOA-
61). The chip must be mounted carefully to ensure the tip extends past the PCB
(about 4 mm), so it can be inserted. Similarly, the leveling of the chip must
be flat to prevent difficulties in fiber packaging. Next the chip is wire bonded
to the PCB traces using aluminum wire, which works well with platinum con-
tacts. The wire bonds are covered in uv-curable adhesive, similar to the glob-top
method used in standard electrical circuit packaging. This is critical to ensure
the wire bonds are protected from water and saline which can cause corrosion
to the metal wires and damage the wire bonds. Special precaution is taken to
prevent the adhesive from covering the waveguide input facet using a cover-
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Figure 6.3: In Vivo Device Fabrication and Packaging.
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slip glass and anti-adhesive (Rain-X) aligned with a micro-manipulator stage.
Finally, a standard pinhead connector is soldered to the PCB to complete the
electrical packaging.
6.3.2 Fiber Packaging
Robust fiber packaging is critical for in vivo experiments that will use the
nanophotonics platform. The alignment of the fiber, especially in the blue wave-
length range, is very sensitive because one must use horn tapers instead of
inverse tapers at these small wavelengths due to fabrication tolerances. This
alignment must stay in tact as the probe is inserted into the animal and must
withstand any large head movements.
We have developed a method that allows for edge coupling with any fiber
(lensed or cleaved). First the fiber is attached to a larger piece of glass or silicon
with the fiber tip extending about 1-2 mm. This fiber assembly is next aligned
using a micro-positioning stage. A small amount of adhesive is placed toward
the edge under the fiber assembly and cured in multiple steps, allowing for re-
alignment between each step. Previous attempts at attaching fibers in which the
fiber is glued directly to the chip has been unreliable because as the glue cures in
uv, it contracts leading to misalignment that is permanent. By creating a larger
rigid substrate, the fiber assembly, to glue to another large rigid substrate, the
PCB, the force of the contraction of the glue is not enough to severely misalign
the fiber. Care must be taken to ensure the gap between the fiber assembly and
the PCB are not too small because the forces due to capillary action in a small
gap (<100 µm) can be very large.
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In our case, because we are packaging neural recording electrodes as well on
top of the chip, special precaution was taken to minimize any bumps above the
fiber that would prevent the recording electrodes from sitting close to the grat-
ing outputs. We used fiber assembly in which the fiber is embedded within the
glue, so that the top of the glue is flush with the top of the fiber. Therefore, the
fiber assembly had to sit with the substrate facing towards the PCB to minimize
the bump on the top, so this gap was approximately 300 µm.
Of course grating couplers can be used to couple the fiber which can have a
much higher alignment tolerance. However, special precaution must be taken
to get the angle of emission correct from the grating. Also, these couplers are
not as broadband as edge couplers.
6.3.3 Neural Recording Electrode Packaging
For the neural recordings we use tungsten electrodes that we manually align
near each grating output. We keep the recording electrode within 20-30 microns
of the grating. We avoid placing the tip of the electrode directly on top of the
grating output because this can cause the light-induced artifact that can obscure
the neural signals (see Fig. 6.4). It is an open question the proper configura-
tion of these electrodes to the micron-scale beams for optimal neural excitation
and recording. For the devices with an array of electrodes, we pre-align the
electrodes by embedding the array in uv-curable adhesive that is set in a mold
covered with anti-adhesive. This molding procedure allows one to cleanly re-
move the embedded array of recording electrodes, which can be made to be
∼100 µm thick about the size of the recording electrodes. This can be placed
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on top of the fiber assembly and aligned very closely with the gratings on the
chip. Finally, another opaque black epoxy is used at the top of the chip to fix the
recording electrodes to the chip. This prevents any misalignment of the record-
ing electrodes during insertion. We choose an opaque black epoxy to prevent
the stray light from the input fiber from traveling into the brain, which can be
another source for the light-induced artifact.
Figure 6.4: Recording electrode to light beam configuration.
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6.4 Optical Device Performance
6.4.1 1x2 Switch Optical Transmission
To create high resolution spatial patterns, we designed switches with high
ON/OFF contrast ratios of 17 dB allowing for a large number of closely spaced
emitters that do not leak light to their neighbors. Figure 6.5a shows a micro-
scope image and scanning electron microscope (SEM) image of the fabricated
and packaged device. In Fig. 6.5c, we show the switching power, or the power
required to switch the light completely from port 1 to port 2 is approximately
30 mW. The extinction ratio, or ON/OFF contrast ratio, between the two out-
puts of the device is about 50:1 or 17 dB. The efficiency of this device can be
improved using light-recycling methods and improving thermal delivery to the
waveguide.
6.4.2 1x2 Switch Speed Characterization
Due to the micron-scale size of the device, this platform enables reconfiguration
on a time scale of 20 microseconds which is faster than the neural activity time
scale. The plot in Fig. 6.5d shows the transient time scale of the optical light
in port 1 as a heater is turned OFF and the light switches from output port 2 to
output port 1. The speed of the device is limited by this slower heater cooling
time response of 20 microseconds. This switching speed is much faster than
necessary for most optogenetics experiments[98].
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Figure 6.5: Performance of fabricated nanophotonic switch. a) Micro-
scope image of the fabricated chip (scale bar is 500 µm). In-
set shows scanning electron microscope image of the grating
emitter (scale bar is 10 µm). b) Left, the schematic shows the
fiber and electrical packaging of the neural probe. Right, mi-
croscope image of the packaged device with electrodes aligned
near the emitters (∼20 µm) and 473 nm optical output (scale
bar is 500 µm). c) Plot shows normalized optical output power
measured through output port 1 and output port 2 of the MZI
switch, when light is input through input port 2. For a single
switch, the measured switch power for full conversion from
output port 1 to output port 2 is 30 mW and the ON:OFF con-
trast ratio is 50:1 (or 17 dB extinction). d) Plot shows the re-
sponse time of output port 1 switching on when the heater is
turned off. The switching time (τ) is 20 µs, which we calculate
by fitting an exponential to the measured optical output.
103
6.4.3 1x8 Switch Spatial Distribution of Light
Light in
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Figure 6.6: Fluorescent imaging of spatial light distribution.Left:
Schematic of imaging of spatial distribution of light output
from the nanophotonic probe in fluorescent dye from the side.
Right: Side view of the grating emitters with 473 nm blue light
transmitting through Alexa-Fluor 488 dye (scale bar is 125
µm).
To demonstrate the arbitrary reconfiguration of a high-resolution spatial out-
put patterns, we image the light distribution of an 8-channel probe with differ-
ent switch configurations. First, we image the probe from the side as it excites
fluorescent dye (Alexa Fluor 488) to show the grating emitters produce a beam
with low divergence (See Fig. 6.6). Based on near-field imaging of our grating
emitter, we measure the divergence angle to be 2.2◦ transverse to the waveg-
uide propagation and 3.75◦ along the waveguide propagation. From this we
estimate a conical volume that is enlarged by light scattering of light. Assuming
a density of approximately 1 neuron every 30µm × 30µm × 30µm, we estimate
this volume excites approximately 3 neurons. By applying different amounts of
power to different switches in the switching network, we can create different
optical patterns of highly collimated beams. We show microscope images of the
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8 spots being illuminated independently with low cross-talk and details on the
switch configurations necessary to achieve different states (see Fig. 6.7).
With 50 mW input power, we estimate an optical power density of approx-
imately of 15 mW/mm incident upon a neuron 100 µm away, including scat-
tering. This power is much larger than the optical threshold for neural excita-
tion cited in literature which ranges from 0.4 mW/mm2 to 10 mW/mm2 [122].
The primary loss in the device comes from coupling losses due to the mode-
mismatch from the fiber to the waveguide, which can be improved using an
adiabatic coupler at the input [156]. The propagation losses can be minimized
using multi-pass electron beam lithography which smooths sidewall roughness
and reduces scattering losses [30].
6.5 In Vivo Demonstration of Neural Switching
6.5.1 Characterization of Single 1x2 Switch In Vivo
For the in vivo experiment, we choose a mouse line that allows for direct and
fast targeting of neurons. We used Gad2-IRES-Cre knock-in mice (Jackson Labs,
#010802) and injected the Cre-dependent AAV-EF1a-DIO-CHETA-eYFP vector
into 3 sites targeting the visual cortex and hippocampus (Anterior-Posterior: 3.2
mm, Medial-Lateral: 2.4 mm, Dorsal-Ventral: 0.4 mm, 0.8 mm, 1.5 mm; 0.2 µl
per site). ChETA is a ChR2 variant that allows neurons to be driven by light
at high frequencies (>40 Hz). The virus delivery results in ChETA expression
specifically in cortical and hippocampal Gad2 interneurons. Interneurons are a
class of neurons that relay information between other sensory or motor neurons.
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Figure 6.7: Creating patterns of light using switching network. a) Micro-
scope images of each of the 8 emitters being turned on individ-
ually. b) Examples of detailed switch configurations. The light
enters through the top and exits through arrows indicated be-
low. Switches indicated by a blue box are off, and switches in
solid red are on. P indicates full power and P/2 indicates half
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We chose this mice line because Gad2 interneurons locally inhibit other pyrami-
dal neurons, minimizing the indirect activation of cells that are not expressing
ChETA. The integrated device was implanted into the same viral injection sites
in a head-fixed anesthetized mouse.
Figure 6.8 shows a diagram of the experiment including the neural record-
ing system (Neuralynx). Noise is a critical issue during electrophysiology ex-
periments because the extracellular neural signals are in the tens of µV regime.
The headstage provides unity gain amplification. This improves the common
mode rejection ratio (CMRR) performance for the entire recording system. This
better CMRR allows for better artifact and other common mode noise signal re-
jection. During the neural recording we filter from 0.6-6 kHz which captures all
of the frequency components of the neural spike signal. The neural data was
processed by our neuroscience collaborator, Qian Li from Adam Kepecs’ group
at Cold Spring Harbor using the same spike sorting procedures outlined in a
previous journal article [157].
Using a single switch, we show the ability to modulate the states of two
distinct neurons located 875 um apart with driving frequencies up to 200 Hz
and a neuron firing rate of 100 Hz, unprecedented in implantable probes to
date. As shown in Fig. 6.9a, by applying different amounts of power to switch 1
(S1) in the switching network, we can direct a highly collimated beam towards
either the top or the bottom emitter, each targeting layer 2/3 of the visual cortex
and hippocampus CA1 respectively (beam 1-2). We only show the electrodes
(Ch 1-2, grey lines) on the diagram that recorded neurons.
We recorded 2 single neurons using spike sorting procedures one near Ch1
and one near Ch2 that follow the states of the light beams dictated by switch 1
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Figure 6.8: Experimental setup for in vivo experiment.
(S1). By aligning spike events to the onset of 1-ms light beam in spike raster and
peri-stimulus time histogram (Fig. 6.9b), each directly activated neuron showed
robust spike firing activities with short first-spike latency and small jitter. By
applying light stimulation with different frequencies (Fig. 6.9c), we found that
both neurons were capable of being driven with high fidelity when the light
beam was switched up to 200 Hz (actual firing rate of the individual neurons
were 100 Hz). These driving frequencies have not been shown in previous im-
plantable probes.
Occasionally, we isolated additional non-Gad2 pyramidal neurons from the
same recording electrode that shows an inhibition rather than activation. This
is another confirmation that our Gad2 interneurons are being activated because
they cause an inhibition effect. This also shows that the recording electrode
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Figure 6.9: In-vivo characterization of single switch (S1). a) Top: switch
diagram shows how S1 state (OFF or ON) determines the beam
direction (beam 1 or 2). Bottom: schematic of beam and elec-
trode arrangement for single switch in vivo experiment. The
depth of each recording site is indicated on the left. Elec-
trode channel 1 and 2 (Ch 1-2 in grey lines) are positioned next
to beam 1 and 2 (red squares separated by 875 m in depth).
From each recording site, a single neuron (Neuron 1-2) is iden-
tified by evaluating the waveform similarity (R) of averaged
spontaneous (colored bold line, superimposed with individual
spikes in colored fine lines) and light evoked spikes (black bold
line). Individual spontaneous spikes waveforms are shown in
colored fine lines).b) Spike raster and peri-stimulus time his-
tograms (PSTH) of Neuron 1 and 2 during switch OFF (left) or
ON (right) state. All spike events (black dots) are aligned to
light onset (blue line). Bin size: 100 µs . c) Representative spike
activities of Neuron 1 and 2, both follow the ON/OFF state of
S1 with strong fidelity at both 40 Hz and 200 Hz. The colored
line indicates light-activated spike, and the grey line indicates
the spontaneous spike.
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although it can pick up multiple neurons is only showing single neuron light-
induced activity.
6.5.2 Generating Spatiotemporal Neural Spike Patterns In Vivo
Finally, we demonstrate the capability of the device to use patterned light beams
to drive multiple independent neurons to generate complex spatiotemporal
neural spike patterns in vivo that are precisely defined and repeatable. Figure
6.10a shows the track of the neural probe that was coated with a fluorescent dye
inserted into the brain from a representative insertion. We use a combination of
switches to drive 3 different beams at different depths within the mouse (beam
1, beam 2 and beam 3). As shown in Fig 6.10b, three different tungsten elec-
trodes (Ch 1-3, grey lines) were positioned next to 3 emitters located at 250 µm
(beam 1 in CA1), 500 µm (beam 2 in Layer 6 in V1), and 1000 µm (beam 3 in
Layer 2/3 in V1) from the probe tip. This allowed for selective and independent
multi-point excitation and recording of spatially separated neurons along the
device. In this particular device, we had an issue with crosstalk between near-
est neighbor emitters. For simplicity, we have drawn the beams and electrodes
that we independently controlled to generate the neural patterns.
We successfully isolated 3 simultaneously recorded neurons from 3 electrode
contacts respectively, each corresponding to illumination emitter at different
depths (Ch 1-3). In Fig. 6.10c, we show a representative neural spike pattern
generated by our device. The neural spike pattern shows strong correlations
with the states of the optical beam. Here we demonstrate a burst pattern at 40
Hz and 200 Hz and random pattern at 40 Hz. These frequencies indicate the
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Figure 6.10: Nanophotonic generation of high spatiotemporal neural
spike patterns in vivo. a) Coronal section from a repre-
sentative insertion where red indicates the probe track. b)
Schematic of beam and electrode arrangement for in-vivo
demonstration of fast, independent optical control of three
ChR2-expressing Gad2 interneurons activity. The depth of
each recording site is indicated on the left. For simplicity, we
show the 3 recording channels (Ch 1-3 in 3 grey lines) posi-
tioned next to beam 1-3 (3 red squares), spanning 750 µm in
depth. From each recording site, a single ChR2-expression
Gad2 interneuron (Neuron 1-3) is recorded. c) Representa-
tive spike trains of 3 individual Gad2 interneurons driven by
series of light pulses delivered in 3 patterns: 1) 5-burst regu-
lar sequence at 40 Hz, 2) random sequence with highest fre-
quency at 40 Hz, and 3) 5-burst sequence at 200 Hz. The red
dotted line box shows a zoom out of the 200 Hz 5-burst se-
quence. Black dot indicated the timestamp when light evoked
spike supposes to occur.
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frequency between changing states and light stimulation frequency.
To show that the pattern generation is reliable, we repeat these sequences
10 times and calculate how reliably the neurons can follow these patterns. We
quantified the optically evoked responses crossing different stimulation pat-
terns by generating peri-stimulus raster and histogram and measuring the spike
firing fidelity (spike reliability in Fig. 6.11a). Here we show the burst pattern
and a random repeated pattern over 10 trials (sweeps). The random repeated
pattern shows every combination of the three beams can be reproduced reliably
by the three neurons.
The trial-to-trial first spike latency and jitter were stable across repeated de-
liveries of light pulses with different frequencies, demonstrating the device al-
lowing for patterned population neural manipulation with cellular precision
and high fidelity. This was measured across five recordings from 4 animals and
12 neurons exhibiting directly light evoked spikes (see Figure 6.11b-c).
6.6 Discussion
This demonstration of reliably generating complex neural spike patterns can be
used in neural behavior studies by allowing one to replay previously recorded
neural patterns to understand behavior and brain function. To date, most be-
havior experiments have been limited to single fiber excitation combined with
electrophysiology recordings. This would enable more complex experiments
that use the localized stimulation of neurons.
In our demonstration, only a specific set of neurons are able to be activated
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Figure 6.11: Reliability of in vivo neural spike generation. a) shows rep-
resentative 10 sweeps of these patterns 3 neurons (following
the configuration and color code from the previous figures)
in response to the repeated regular (left) and random (right)
light stimulation. The peri-stimulus time histogram demon-
strates the high reliability of light response. Bin size: 100 µs.
b) Summary of trial-to-trial spike latency referring to light on-
set throughout multiple stimulation frequencies (n=13 sorted
neurons from 4 mice). c) Jitter of spike time across repeated
light-evoked spike trains throughout multiple stimulation fre-
quencies (n=13 sorted neurons from 4 mice).
by light defined by their genetics. We estimate given the density of these GAD2
neurons, we are activating between 1-2 neurons within 100 µm. For purely sin-
gle cell activation, the gratings can be designed with a modulated duty cycle to
shape the emission of the beam to a focal spot that overlaps with only a single
neuron [158, 159]. However, with such high precision one must have a dense
array or movable spots for practical use in experiments.
This demonstration of using thermo-optic tuning of the phase on a visible
nanophotonic platform is the first step towards a compact platform for steering
and shaping optical beams for biological applications. All previous demonstra-
tions of large-scale phased arrays in the near-infrared regime have used thermo-
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optic phase tuners because other methods induce too much loss or become pro-
hibitively large [32, 160]. With full control of the phase and amplitude of the
light beams one can create arbitrary patterns for excitation and correct for scat-
tering effects using adaptive optics methods.
This platform is highly scalable due to its multiplexing potential. The ability
to multiplex optical signals using multiple degrees-of-freedom of light is being
used extensively for optical communications applications as discussed in the
previous chapters. Each optical channel could potentially be used to redirect
light to different spatial locations. For example, wavelength-division multiplex-
ing has been the workhorse of optical transceivers allowing large (100 Gbps)
data transfer rates using wavelength channels[1]. More recently, the transverse
spatial mode has been used for mode-division multiplexing to further increase
the number of channels on the optical communication platform as discussed in
the previous chapters of this dissertation[20].
The ability to combine our reconfigurable nanophotonics platform with in-
tegrated electronics could lead to a multi-functional platform in which one can
both excite optically and record electrical neural signals with high spatiotem-
poral resolution deep within the brain. This could enable behavior studies in
neuroscience that have not been possible to date using existing technologies.
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