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Chapitre 1
Modélisation géométrique par contraintes
1.1. Introduction
1.1.1. Les modeleurs déclaratifs
Les modeleurs géométriques classiques permettent de décrire des formes géomé-
triques très variées, mais ils ne prennent pas en compte les intentions de l’utilisa-
teur, et n’utilisent pas son langage, ses gestes, ou son expérience du métier. Cela lui
impose notamment d’acquérir un nouveau savoir-faire propre au logiciel, et ralentit
la définition des maquettes numériques. Les modeleurs déclaratifs (ou la modélisa-
tion par formes caractéristiques (features) en CFAO) entendent combler ce manque :
idéalement, l’utilisateur spécifie avec le langage et les gestes qui lui sont familiers
les contraintes qui définissent l’objet géométrique ou la scène ; selon l’application,
ces contraintes sont des contraintes géométriques, esthétiques (une « ligne de carac-
tère » avec un « beau galbé »), mécaniques, médicales, économiques, etc. ; le mode-
leur traduit ces contraintes en une représentation interne, par exemple un système de
contraintes géométriques (phase d’acquisition) ; le modeleur produit ensuite une ou
plusieurs solutions qui satisfont au mieux les contraintes spécifiées (phase de géné-
ration) ; l’utilisateur prend connaissance de ces solutions et corrige sa spécification
(phase d’exploration) ; un modèle satisfaisant est ainsi obtenu en quelques itérations.
Il faut distinguer deux catégories d’applications des modeleurs déclaratifs : les
domaines artistiques ou ludiques (e.g., animation, synthèse d’image, aménagement
urbain) où le côté esthétique des scènes modélisées prime sur leur précision ; et les
domaines techniques (e.g., ingénierie, robotique, avionique) où les scènes doivent être
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définies avec une grande précision. Certaines applications comportent à la fois des
aspects esthétiques et d’autres techniques (e.g., conception automobile, architecture)
mais on peut en général les séparer (e.g., le designer s’intéresse à l’esthétique de la
alors que l’ingénieur étudie son aérodynamisme et sa résistance).
La communauté de Modélisation Déclarative étudie principalement la première
catégorie d’applications. Les contraintes y sont généralement imprécises et de haut
niveau (e.g., livre « sur » bureau, chaise « devant » table) : l’utilisateur n’a pas besoin
de définir précisément la position de chaque composant de la scène mais juste d’en
indiquer les grandes lignes. Afin de pallier l’imprécision de la spécification fournie,
les modeleurs déclaratifs de cette communauté intègrent des modèles cognitifs per-
mettant de contextualiser, et ainsi préciser, ces spécifications (e.g., une chaise sera en
général tournée vers le bureau le plus proche et posée à une distance différente selon
qu’elle est occupée ou non). Ces techniques s’intègrent à la phase d’acquisition, per-
mettant de produire en interne un modèle à base de contraintes plus précis. A l’opposé,
la communauté de Modélisation par Contraintes s’intéresse plus aux domaines tech-
niques où l’utilisateur, un ingénieur ou technicien, sait définir des contraintes précises
(e.g., figure cotée, forces mécaniques) en vue d’obtenir un modèle rigoureux.
On peut estimer qu’après la phase d’acquisition, ces approches convergent vers
une même phase de génération qui prend en entrée une description de la scène par des
contraintes, et produit les coordonnées de ses composants. Une différence est à noter
cependant : en général les modèles imprécis admettent une infinité de solutions alors
que les modèles précis en admettent seulement un nombre limité.
1.1.2. Génération de modèles
Dans ce chapitre, nous allons nous intéresser exclusivement à la phase de géné-
ration, et étudier la façon dont une spécification sous forme de contraintes est traitée
pour en extraire les coordonnées des objets modélisés.
L’outil permettant la génération des modèles à partir d’une spécification à base de
contraintes s’appelle un solveur : il résout les contraintes afin de produire les modèles
solutions. Aujourd’hui, tous les solveurs analysent d’abord le système de contraintes,
pour y détecter de possibles erreurs, et pour planifier la résolution quand le système
est correct. La planification (aussi appelée décomposition) consiste à déterminer un
ordre pour la résolution des composants du modèle : le système est décomposé en
sous-systèmes qui doivent être résolus dans un certain ordre, puis les solutions des
sous-systèmes sont assemblées pour produire une solution du modèle entier. Selon le
contexte, l’utilisateur souhaite une seule solution, celle qui est intuitivement la plus
proche de l’esquisse, ou bien toutes les solutions.
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1.1.2.1. Analyse de modèles
Les méthodes d’analyse des systèmes de contraintes géométriques peuvent être
regroupées en trois classes : les méthodes géométriques, les méthodes combinatoires
et les méthodes numériques probabilistes.
Les méthodes géométriques (§ 1.3.1) automatisent le raisonnement géométrique ;
elles produisent un plan de construction qui enchaîne les constructions géométriques
simples : calculer la droite passant par deux points connus, le cercle passant par trois
points connus, les points d’intersection entre 2 droites connues, entre 2 cercles connus,
etc. Parfois, des techniques de raisonnement automatique sont utilisées pour ajouter
des éléments participant à une construction. Ces méthodes décomposent et résolvent
en même temps, d’une certaine manière, les problèmes de construction ; ainsi, dans
le domaine de l’enseignement assisté par ordinateur, un plan de construction est-il
la forme de solution attendue par l’utilisateur. Elles s’appliquent typiquement en 2D
pour des problèmes solubles à la règle et au compas, mais ont aussi connu quelques
extensions en 3D.
Les méthodes combinatoires (§ 1.3.2) s’appuient sur une abstraction des systèmes
de contraintes par des graphes. Elles y détectent les sous-graphes qui représentent des
sous-systèmes pouvant être résolus séparément. L’abstraction des systèmes entraîne
une perte d’information qui peut fausser les résultats de ces méthodes. Par exemple,
un graphe à 3 sommets liés par 3 arêtes représente aussi bien un triplet de points liés
par 3 contraintes de distance qu’un triplet de droites liées par 3 contraintes d’angle ;
dans le premier cas, ce graphe représente bien un système soluble alors que dans le
second ce n’est pas le cas : si la somme des 3 angles ne vaut pas pi, le système n’a pas
de solution ; autrement il en a une infinité. Ce dernier cas est dit singulier en ce sens
que les valeurs des 3 angles sont interdépendantes ; le cas opposé est dit générique.
La plupart des méthodes combinatoires font l’hypothèse de la généricité du système
qui interdit tout cas singulier en particulier ceux où des distances ou des angles ont
des valeurs nulles.
Les méthodes numériques probabilistes (§ 1.3.3) travaillent sur le système des
équations qui représentent les contraintes de la spécification (e.g., la contrainte de
distance égale à 5 entre les points A et B du plan peut s’exprimer par l’équation
(xA−xB)2+(yA−yB)2−25 = 0). Elles exploitent les propriétés algébriques de ces
systèmes (redondance, calcul de base) afin d’en déduire les sous-systèmes solubles sé-
parément. Afin d’éviter le coût du calcul symbolique de ces propriétés, elles réalisent
tous les calculs numériquement sur un témoin, c’est-à-dire une solution approximative
du système (e.g., une esquisse fournie par l’utilisateur, ou bien un modèle respectant
un sous-ensemble des contraintes).
1.1.2.2. Résolution de modèles
Après analyse, le système de contraintes a été corrigé et planifié, i.e., sa réso-
lution se ramène à la résolution d’un ensemble de sous-systèmes. Pour cette étape,
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chaque composant du modèle doit être représenté par ses coordonnées1, des variables
à valeurs réelles, et les contraintes s’expriment par des équations et inégalités sur ces
variables. Le système de contraintes devient alors un système d’équations et d’inega-
lités F (U,X) = 0, I(U,X) ≥ 0 où X sont les variables, U sont les paramètres et
F (resp. I) sont les équations (resp. inégalités). les paramètres du système sont les
longueurs, angles, et autres grandeurs pas nécessairement géométriques (e.g., coûts,
forces) qui définissent les contraintes. La plupart des solveurs demandent que les pa-
ramètres soient fixés avant de pouvoir résoudre un système. Notons que la singula-
rité/généricité d’un système de contraintes tient à la dépendance/indépendance de ses
paramètres (cf. exemple au paragraphe précédent). Seules les contraintes métriques,
qui spécifient les distances ou les angles, utilisent des paramètres ; les relations d’in-
cidence, de parallélisme, de perpendicularité n’en utilisent pas.
Il existe de nombreuses façons de mettre un système de contraintes en équations,
selon le choix des coordonnées et de l’expression de chaque contrainte. Nous ne dé-
taillerons pas ici ces différents choix et leurs implications. Il est cependant important
de savoir que ce choix peut influer de façon conséquente sur les performances de la
résolution du modèle.
La résolution des sous-systèmes, et l’assemblage des sous-figures solutions, uti-
lisent soit des formules explicites (e.g., calcul du point d’intersection de 2 droites
connues, calcul de la longueur du troisième côté d’un triangle connaissant les lon-
gueurs de 2 autres côtés et 1 angle), soit des méthodes d’analyse numérique (§ 1.4). En
théorie, ces systèmes d’équations peuvent aussi être triangularisés par des méthodes
de calcul formel comme celles des résultants, bases de Gröbner, triangularisation de
Wu-Ritt. Une résolution, numérique ou formelle peut ensuite être utilisée sur chaque
équation à une inconnue. De fait, ces méthodes sont utilisées dans les prouveurs géo-
métriques du monde universitaire, mais ne sont pas employées dans les solveurs in-
dustriels, à cause de leur complexité élevée, en temps et en mémoire.
1.1.3. Exemples
1.1.3.1. Une épure cotée
Les contraintes géométriques sont très utilisées pour la cotation des pièces méca-
niques ou des mécanismes, en 2D, 2D et demi, 3D. Dans les applications industrielles,
une maquette numérique peut contenir plusieurs centaines ou milliers de cotes. La fi-
gure 1.1–gauche montre une esquisse cotée 2D, représentative malgré sa simplicité.
Cette figure peut être transcrite en un système de contraintes tel que :
1. On parle ici de coordonnées dans un sens généralisé, le rayon d’un cercle étant lui aussi
considéré comme une coordonnée par exemple.
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c1 : inc(A, δ1) c5 : inc(C, δ2) c9 : dis(B,D,u)
c2 : inc(A, δ2) c6 : inc(C, δ3) c10 : dis(C,D, 6)
c3 : inc(B, δ1) c7 : ang(δ1, δ2, 30) c11 : dis(D, δ3,h)
c4 : inc(B, δ3) c8 : ang(δ1, δ3,a)
où inc, ang et dis désignent respectivement des contraintes d’incidence, d’angle et
de distance. Les contraintes de distance et d’angle sont des contraintes métriques et
prennent donc un paramètre numérique définissant une longueur ou la valeur d’un
angle. Dans cette figure, les distances u et h et l’angle a sont des paramètres dont les
valeurs ne sont pas précisées.
Figure 1.1. Une esquisse cotée ; les noms des composants (droites et points) ont été ajoutés
afin de clarifier la description mais n’apparaissent en principe pas sur un dessin technique
L’analyse de ce système nous indique qu’il est bien-contraint, i.e., qu’il peut être
résolu et produira un nombre fini de solutions. Cette analyse pourrait aussi nous indi-
quer que ce système peut être résolu en plusieurs fois selon le découpage présenté à la
figure 1.1–droite comme nous le verrons plus loin.
Ce système peut être résolu selon des étapes de construction simples de type règle
et compas : on se donne une droite arbitraire pour δ3 ; B est un point quelconque
de δ3 ; D est un des points d’intersection du cercle centré en B de rayon u avec une
droite parallèle à δ3 et distante de δ3 de h ; C est un des points d’intersection de la
droite δ3 et du cercle centré en D de rayon 6 ; δ1 est une des 2 droites passant par
B, et qui fait un angle de 30°avec δ3 ; δ2 est l’une des deux droites passant par C et
formant un angle de a°avec δ1 ; finalement, A est le point d’intersection de δ2 et δ1.
Ces étapes peuvent être découvertes par analyse, et correspondent chacune à une
formule de calcul simple permettant de déterminer les coordonnées d’un élément.
Ces calculs ne sont en général effectués qu’après instanciation des paramètres u, h
et a.Dans le cas u = 4, h = 0 et a = 45°on obtient : δ3 est la droite y = 0 ;
B = (0, 0) ; D = (±4, 0) ; C = (xD ± 6, 0) ; δ1 est la droite y = ± 1√3x ; δ2 est la
droite y = ±x ∓ xC ; A = (± 1√3 ∓ xC ,± 1√3xA). On constate que les coordonnées
de certains éléments ne sont pas uniques, i.e., il existe plusieurs figures solutions. Tou-
tefois le nombre de solutions reste fini : 16 ici. Se pose alors la question de la solution
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attendue par l’utilisateur, ce qui justifie la troisième phase de modeleurs déclaratifs :
la phase d’exploration qui permet à l’utilisateur de choisir une solution en parcourant
l’ensemble de celles-ci ou bien en ajoutant des contraintes qui filtrent cet ensemble.
Il existe bien sûr des problèmes plus complexes pour lesquels les plans de construc-
tion ne peuvent être aussi explicites. Les méthodes géométriques et combinatoires
restent toutefois capables de les planifier automatiquement, chaque étape déterminant
alors plusieurs éléments simultanément au lieu d’un seul.
1.1.3.2. Les problèmes de molécule
Figure 1.2. Quelques problèmes de molécules en 3D : le tétraèdre (trivial),
l’octaèdre ou plateforme de Stewart, l’icosaèdre.
Dans le problème dit de la molécule, on considère un graphe non-orienté dont les
sommets représentent des points d’un espace de dimension k (typiquement k = 2 ou
k = 3) et les arêtes des contraintes de distance (Fig. 1.2). Le problème est de trou-
ver les coordonnées x1, . . . , xk des sommets du graphe satisfaisant les contraintes de
distance. Ce problème doit son nom à ses applications en chimie et biologie molécu-
laire où il s’agit de reconstituer les configurations d’une molécule à partir de quelques
distances entre atomes. Il apparaît aussi en robotique, avec la plateforme de Stewart
où deux triangles sont connectés par 6 vérins dont la longueur est connue. Certaines
méthodes supposent que les paramètres de distances ont des valeurs génériques, ce qui
interdit les plongements dégénérés.
1.1.3.3. Les problèmes de polyèdre
Les graphes de la figure 1.3 illustrent d’autres systèmes plus complexes de con-
traintes géométriques en 3D ; outre les contraintes de distance sur les arêtes, les som-
mets des facettes doivent être coplanaires (y compris les facettes extérieures). Les
graphes de cette figure fournissent des systèmes bien contraints modulo les déplace-
ments, c’est à dire des systèmes n’ayant qu’un nombre fini de solutions, à la position et
à l’orientation près en 3D. Ceci s’étend au graphe de tous les polyèdres eulériens (dont
les nombres S,A, F des sommets, des arêtes, des faces vérifient : S −A+ F = 2).
1.2. Définitions
Un système de contraintes géométriques est composé d’objets géométriques (les
composants du modèle, e.g., points, droites, sphères) et de contraintes géométriques
Modélisation géométrique par contraintes 7
Figure 1.3. Quelques problèmes polyèdriques en 3D : l’hexaèdre, le
dodécaèdre ; ils sont bien contraints.
(restreignant les positions possibles pour les objets, e.g., distances, angles, aligne-
ments). Les contraintes géométriques sont généralement indépendantes du repère :
elles ne décrivent que les dimensions et positions relatives des objets, mais pas leur
position et leur orientation dans un repère. Ainsi, le modèle correspondant au système
est généralement défini à isométrie près (ou modulo les isométries). Les isométries
sont les transformations géométriques qui laissent invariants les angles et les distances.
Elles comprennent les déplacements (rotations et translations) et les symétries axiales
(relatives aux droites en 2D, aux plans en 3D).
Étant donné un système S , on note F(S) l’ensemble de ses figures solutions. La
constriction est une propriété des systèmes qui a trait à leur ensemble de figures solu-
tions : un système S est bien-contraint si et seulement si F(S) est fini, sur-contraint
si et seulement si F(S) est vide, et sous-contraint si et seulement si F(S) est in-
fini. Lorsque l’on considère la constriction modulo les isométries, on parle de rigidité
(ou isostaticité) : S est bien-rigide si et seulement si F(S) quotienté par le groupe
des isométries se ramène à un ensemble fini de représentants ; remarquons que F(S)
est alors infini et donc sous-contraint. Un système bien-rigide devient bien contraint
lorsqu’on en fixe certains objets ; on dit alors qu’on fixe un repère local. D’autres
groupes d’invariance peuvent être envisagés, ainsi, les similitudes sont intéressantes
lorsque l’échelle n’est pas fixée ; les similitudes sont des composées d’homothéties et
d’isométries et elles laissent invariants les angles et les proportions
Afin d’illustrer ces notions, envisageons plusieurs manières de spécifier un triangle
dans le plan.
– tout d’abord, on peut simplement donner les coordonnées des trois sommets et
obtenir trivialement un système bien contraint avec une seule solution ;
– ensuite, on peut définir le triangle en spécifiant la longueur de ses cotés, c’est-
à-dire par 3 contraintes de distance, on obtient alors un système bien-rigide avec une
infinité de solutions qui se déduisent toutes de 2 solutions particulières par des dépla-
cements —à condition que l’inégalité triangulaire soit respectée ;
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– enfin, le triangle pourrait être défini par 3 contraintes d’angle ; il serait alors sur-
rigide si la somme des 3 angles spécifiés ne valait pas 180°, ou sous-rigide car les
longueurs de ses côtés pourraient varier tout en respectant les relations d’angles. En
revanche, ce système serait bien-contraint modulo les similitudes.
La plupart des solveurs de contraintes géométriques ne savent traiter que les sys-
tèmes bien-contraints, c’est pourquoi il est important de pouvoir évaluer la constriction
d’un système avant de commencer sa résolution.
1.3. Analyse et décomposition
La phase d’analyse des systèmes de contraintes géométriques a pour but d’évaluer
la constriction du système, d’identifier les sous-systèmes sur-contraints pouvant po-
ser problème, voire de réparer automatiquement les problèmes de définition lorsque
cela est possible. Cette phase débouche en général sur une décomposition du système
lorsque celui-ci est bien défini ; on confond donc souvent méthode de décomposition
et méthode d’analyse car l’analyse est généralement effectuée au cours de la décom-
position. La décomposition a pour but de ramener la résolution d’un système à celle
d’un ensemble de systèmes plus simples : c’est l’application du principe diviser pour
régner. Par décomposition, on espère améliorer les performances de la résolution. En
effet, les solveurs ont en général une complexité qui n’est pas linéaire dans la taille du
système.
Considérons l’exemple présenté à la figure 1.1. La partie droite de cette figure pré-
sente une décomposition de ce système en 2 parties : les sous-systèmes S1 et S2. Sans
nous attarder pour le moment sur la façon d’obtenir cette décomposition, constatons
que la résolution des 2 sous-systèmes produit 2 ensembles de sous-figures F(S1) et
F(S2) qui peuvent être combinés en faisant coïncider les points C et C ′ et les droites
δ1 et δ′1 par déplacement ; ces combinaisons produisent l’ensemble F(SG) des solu-
tions de S . Il est ici garanti que 2 sous-figures pourront toujours être assemblées en
une figure solution par l’ajout dans le sous-système S2 d’une contrainte de distance
entre C ′ et δ′1 définie comme ayant la même valeur que la distance entre C et δ1
dans le sous-système S1. C’est le processus de décomposition qui a automatiquement
ajouté cette contrainte, parfois appelée bord ou frontière, qui vise à représenter S1
dans S2. On remarque donc que les sous-systèmes produits par décomposition, s’ils
peuvent être résolus séparément, ne sont pas pour autant indépendants les uns des
autres ; ici, S2 ne peut être résolu qu’après S1 puisqu’il utilise la valeur dist(C, δ1)
qui devra être lue dans les sous-figures de F(S1). Par ailleurs, l’ajout d’une contrainte
dans S2 fait de lui un système de contraintes géométriques qui n’est pas à propre-
ment parler un sous-système de SG. Tout ceci nous conduit à une définition générale
des décompositions de systèmes de contraintes géométriques : la décomposition d’un
système produit un ensemble de systèmes qui peuvent être résolus séparément mais
en respectant un ordre (partiel) pour cette résolution, et dont les solutions peuvent être
Modélisation géométrique par contraintes 9
assemblées en solutions du système initial par un opérateur d’assemblage (e.g., mise
en coïncidence d’éléments par déplacement).
Cette définition, qui généralise les notions de cluster tree et DR-plan de la litté-
rature, s’applique uniquement aux systèmes bien-contraints (ou bien-rigides), chaque
composant étant un système lui-même bien-contraint. Il est crucial que chaque com-
posant soit bien-contraint, autrement leurs ensembles de sous-figures solutions se-
raient infinis (ou vides) et leur assemblage ne pourrait être calculé. Lorsqu’un sys-
tème est mal contraint, la décomposition n’a plus de sens : certaines méthodes re-
tournent des composants mal-contraints, d’autres produisent un ensemble de compo-
sants bien-contraints mais qui ne couvre pas l’ensemble du système. Cependant, de
nombreuses méthodes de décomposition intègrent des mécanismes de détection des
cas mal contraints, permettant alors un rattrapage automatique ou un retour à l’utilisa-
teur.
1.3.1. Les méthodes géométriques
Les méthodes géométriques ont été principalement définies et étudiées entre 1980
et 1995, mais des méthodes récentes les ont remis à contribution. Afin d’illustrer
leur principe de fonctionnement, nous allons présenter celle proposée par Sunde en
1986. Cette méthode permet de traiter les systèmes en 2D composés de points liés
par des contraintes de distance et d’angle. Elle consiste à agréger petit à petit des
sous-systèmes résolus en faisant concorder certains de leurs éléments communs. Ini-
tialement, chaque segment (paire de points contraints par une distance, notés CD) et
chaque paire de segments contrainte en angle (quadruplet de points liés par un angle,
notés CA) est considéré comme un sous-système résolu. L’agrégation est effectuée
selon des règles précises ; par exemple, deux CA partageant un segment peuvent être
agrégés, trois CD partageant deux à deux un point peuvent être agrégés. Chaque agré-
gation correspond à la résolution d’un petit système simple permettant d’assembler les
sous-figures solutions des sous-systèmes agrégés. La méthode termine lorsqu’aucune
règle ne peut plus être appliquée ; si le système entier a alors été agrégé en un unique
CD, la décomposition est réussie. Cette méthode a été étendue en 1992 par Verroust
et al. qui ont proposé quelques règles d’agrégation supplémentaires. Ils ont également
montré que malgré cette extension, la méthode restait incomplète, c’est-à-dire qu’il
existe des systèmes de points liés par des distances et angles qui sont bien-contraints
mais ne peuvent être entièrement agrégés par cette méthode.
La figure 1.4 présente la décomposition du système introduit à la figure 1.1 par
une méthode géométrique ; pour simplifier la représentation de cette décomposition,
nous utilisons ici une représentation du système par un graphe telle que définie dans
le paragraphe suivant. Notons que ce système ne peut pas être traité par la méthode
décrite ci-avant car il n’est pas composé uniquement de points liés par des distances
et des angles ; il peut toutefois être traité par une méthode généralisée, due à Fudos et
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Figure 1.4. Décomposition du système présenté à la figure 1.1 par une
méthode géométrique
al. en 1995, qui utilise les mêmes principes que celle de Sunde. Initialement, chaque
contrainte induit un sous-système résolu. Afin d’agréger ces sous-systèmes, on utilise
la règle qui permet d’agréger 3 sous-systèmes partageant 2 à 2 un élément. Pour com-
mencer, les sous-systèmes 1, 2 et 7 sont ainsi agrégés en un nouveau sous-système
résolu I ; puis, les sous-systèmes 3, 4 et 8 sont agrégés en un sous-système II ; etc.
Le processus se termine lorsque tous les sous-systèmes ont été agrégés en un unique
système résolu V : la décomposition est donc réussie.
1.3.2. Décompositions fondées sur des graphes
Les méthodes d’analyse et de décomposition basées sur les graphes ont été propo-
sées et étudiées à partir des années 1990. Contrairement aux méthodes géométriques,
ces méthodes ne s’appuient pas sur des règles ou des patrons, mais utilisent des pro-
priétés de graphe afin d’identifier les sous-systèmes solubles. Dans les paragraphes
suivants, nous présenterons deux approches de ce type.
1.3.2.1. Décomposition récursive descendante
Le système SG a été découpé selon une paire d’entités géométriques (C, δ1) du-
pliquée dans les sous-systèmes S1 et S2. On peut considérer que cette décomposi-
tion a été obtenue en cherchant dans SG un point d’assemblage, c’est à dire un sous-
ensemble d’objets constituant une coupe du système SG. Ce processus peut être réitéré
dans chacun des sous-systèmes résultant d’une coupe, conduisant à la fin à un en-
semble de composants indivisibles. Ce mécanisme de décomposition est dit récursif
descendant en ce sens qu’il part du système initial et le découpe récursivement. L’élé-
ment clé de ces méthodes est l’identification des points d’assemblage : leur définition
doit garantir la possibilité de réassembler les sous-figures une fois les composants ré-
solus. Usuellement, les points d’assemblage correspondent aux paires d’articulation
dans un graphe représentant le système. La figure 1.5–gauche présente le graphe cor-
respondant à SG.
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Figure 1.5. Graphes représentant la structure du système de la figure 1.1
Dans ce graphe, les sommets sont les entités géométriques et les arêtes représentent
les contraintes. Afin d’éviter l’utilisation d’hyper-arêtes, on utilise parfois une variante
bipartie de ce graphe où objets et contraintes sont des sommets, les arêtes représentant
l’apparition d’un objet dans une contrainte (cf. figure 1.5–droite).
Une paire d’articulation dans un graphe est un couple de sommets dont le retrait
coupe le graphe en plusieurs sous-graphes. L’identification d’un tel couple de sommets
peut être réalisée en temps polynomial par un algorithme de calcul de connexité. Le
couple (C, δ1) correspond bien à une paire d’articulation dans le graphe représentant
SG. Cette paire est dupliquée dans l’ensemble des sous-systèmes produits en décou-
pant SG : une occurrence apparaît dans S1 et une autre dans S2. Dans S1, la position
relative de C et δ1 est bien définie. Du point de vue du graphe, cela s’explique par le
fait que le sous-graphe de S1 est bien biconnexe2. En revanche, le sous-graphe restant
n’est pas biconnexe, ce qui signifie que la position relative de (C ′, δ′1) n’est pas bien
définie ; autrement dit, ce sous-système est sous-contraint. Afin de maintenir la co-
hérence entre les deux sous-systèmes, une contrainte dist(C ′, δ′1) = dist(C, δ1) est
introduite dans S2. De façon générale, une contrainte similaire devra être introduite
dans tous les sous-graphes résultant d’une coupe qui ne sont pas biconnexes. Cette
contrainte, dénommée lien virtuel, établit un lien entre S1 et S2 et impose que S1 soit
résolu avant S2.
La figure 1.6 illustre l’application complète de cette méthode sur le système de la
figure 1.1. Les paires d’articulation identifiées successivement apparaissent en gras, et
les liens virtuels en tirets.
La décomposition se termine lorsque tous les sous-systèmes produits sont indivi-
sibles, c’est-à-dire qu’ils correspondent tous à des sous-graphes suffisamment connec-
tés (triconnexes dans le cas de SG). L’ordre entre les sous-systèmes est induit par les
liens virtuels. L’assemblage des sous-figures solutions se fait par mise en coïncidence
des objets correspondants aux paires d’articulation au moyen de déplacements.
2. Un graphe est biconnexe s’il existe toujours 2 chemins sans arête commune entre toute paire
de sommets.
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Figure 1.6. Décomposition descendante du système de la figure 1.1
La faiblesse de ces méthodes provient de ce que leur caractérisation des points
d’assemblage est incorrecte et incomplète : elles peuvent couper le système en des
sommets ne permettant pas l’assemblage (e.g., points confondus, droites parallèles) et
ne peuvent parfois plus découper un système alors que cela serait encore possible.
1.3.2.2. Décomposition récursive ascendante
A l’inverse de la décomposition récursive descendante, on pourrait considérer que
la décomposition de SG a été obtenue en identifiant d’abord le composant S1 qui
constitue un sous-système bien-contraint de S . Une fois ce composant identifié, il
a été retiré du système et remplacé par la contrainte de distance entre C ′ et δ′1 qui
constitue son représentant dans le système restant. Le processus a alors été réitéré
et a identifié le sous-système S2 comme un nouveau composant. Ce mécanisme est
dit ascendant car il identifie d’abord les composants avant de les assembler jusqu’à
couvrir l’ensemble du système. L’étape clé des méthodes de ce type consiste à recher-
cher un petit composant bien-contraint. Cette recherche peut s’effectuer en utilisant
des modèles de sous-systèmes bien-contraints répertoriés (méthodes à base de règles,
ou de modèles), ou bien à l’aide d’une propriété structurelle (méthodes structurelles)
dérivée d’une caractérisation de la rigidité due à Laman en 1970 : un système de n
points liés par m distances en 2D est rigide si et seulement si m = 2n − 3 et pour
tout sous-système de n′ points induisant m′ distances, m′ ≤ 2n′ − 3.
Ce théorème ne s’applique qu’en 2D et uniquement pour les systèmes de points
liés par des distances indépendantes (ou génériques), ce qui assure que chaque figure
solution est une fonction continue des valeurs de distance et interdit, par exemple,
les points alignés ou confondus. Toutes les généralisations de ce théorème à d’autres
classes de problèmes en 2D ou 3D proposées à ce jour se sont avérées incorrectes. Mal-
gré tout, une caractérisation approximative appelée rigidité structurelle est souvent
utilisée. Elle repose sur un compte des degrés de liberté (DDL). Les DDL des objets
représentent le nombre de mouvements indépendants qu’ils admettent ; les contraintes
retirent des DDL aux objets sur lesquels elles portent. Le nombre de DDL d’un sys-
tème est la somme des DDL de ses objets privée de la somme des DDL retirés par ses
contraintes. Il mesure le nombre de mouvements indépendants du système.
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L’intuition de la rigidité structurelle est qu’un système n’est rigide que s’il admet
comme mouvement tous, et uniquement, les déplacements. En 2D et 3D, il y a res-
pectivement 3 et 6 déplacements indépendants. Un système est donc structurellement
rigide s’il admet 3 DDL en 2D (resp. 6 DDL en 3D) et que ses sous-systèmes en
admettent au moins autant. Cette caractérisation est incorrecte car elle omet deux pos-
sibilités : la présence de contraintes redondantes (qui retirent conjointement moins de
DDL que leur somme) et de contraintes singulières (qui retirent plus de DDL que leur
somme), cf § 1.3.3. De nombreuses heuristiques ont été proposées pour traiter ces cas
particuliers, sans toutefois parvenir à faire de la rigidité structurelle une caractérisation
exacte de la rigidité.
Une fois un sous-système rigide identifié, les méthodes ascendantes le remplacent
dans le système à décomposer par un représentant, qui est le plus souvent un sous-
ensemble de ses objets liés par des contraintes rigidifiantes ; on parle de frontière.
Figure 1.7. Décomposition ascendante du système de la figure 1.1
La figure 1.7 illustre la décomposition récursive ascendante de SG en utilisant le
graphe introduit à la figure 1.5. A chaque étape, le sous-graphe correspondant au com-
posant rigide identifié apparaît en gras. Initialement, c’est le sous-graphe induit par
{C,D} qui est identifié ; effectivement, un point en 2D offre 2 DDL et une contrainte
de distance en retire 1 : on obtient bien un sous-système ayant 2+ 2− 1 = 3 DLL en
2D. La décomposition présentée ici utilise alors une étape d’extension visant à agré-
ger un maximum d’objets, un à un, relativement au composant rigide identifié (sinon,
la frontière serait égale à ce composant !). Un objet peut être agrégé si et seulement
si son ajout au composant préserve la rigidité structurelle. Chaque extension produite
ainsi correspond également à un composant bien-contraint. La droite δ3 est agrégée
au composant {C,D} : elle sera positionnée en utilisant son incidence au point C et
sa distance au point D. Il est alors possible d’agréger le point B, puis la droite δ1.
L’extension est terminée et le sous-graphe induit par {B,C,D, δ1, δ3} est retiré du
graphe ; pour la suite de la décomposition, il sera représenté par sa frontière, c’est à
dire les objets C ′ et δ′1 liés par une distance. Cette dernière a pour but de maintenir
dans le système restant la position de ces objets qui sera déterminée dans le premier
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sous-système. La décomposition se poursuit alors de la même façon dans le système
restant.
Les méthodes ascendantes identifient donc à chaque étape un composant de la
décomposition. L’ordre entre les composants provient des représentants de ceux-ci :
un composant ne peut être résolu qu’après tous les composants dont il contient les
représentants. Dans notre exemple, S2 utilise la frontière représentant S1 ; S1 doit
donc être résolu avant S2 afin que cette frontière soit déterminée. La combinaison des
sous-figures se fera là encore en faisant correspondre par déplacement celles-ci avec
leurs représentants dans d’autres sous-systèmes.
Leur inconvénient principal provient de leur caractérisation approximative de la
rigidité : incomplète en cas d’utilisation de modèles de systèmes rigides, incorrectes
en cas d’utilisation de propriétés structurelles. Toutefois, elles peuvent s’avérer com-
plètes et correctes pour certaines classes de problèmes, comme les assemblages mé-
caniques par exemple. Par ailleurs, une caractérisation numérique probabiliste de la
rigidité proposée récemment (§ 1.3.3) semble prometteuse même si elle n’a pas en-
core été appliquée dans ce type de méthodes.
1.3.2.3. Autres méthodes de décomposition
D’autres méthodes de décomposition travaillent au niveau du système d’équations
représentant le système géométrique. Ces méthodes découpent le système sans dupli-
quer d’objets géométriques et ne pourraient donc pas produire la décomposition du
système SG présentée à la figure 1.1–droite.
Certaines identifient simultanément tous les composants en utilisant un algorithme
de type couplage maximum sur le graphe représentant le système. Elles associent les
composants de la décomposition aux composantes fortement connexes de ce graphe
qui est doté d’une orientation induite par le couplage maximum. Ces méthodes ne sont
pas récursives : elles produisent tous les composants simultanément. Ceci les rend sou-
vent plus faibles que les méthodes récursives. Toutefois, le fait qu’elles travaillent au
niveau des équations et des variables peut leur permettre de résoudre des demi-objets
par des demi-contraintes, ce que ne pourraient pas faire des décompositions travaillant
au niveau géométrique. Enfin, le fait qu’elles identifient les composants à l’aide d’une
propriété de graphe les expose aux mêmes lacunes que les méthodes utilisant une ca-
ractérisation structurelle de la rigidité : elles peuvent s’avérer incorrectes en présence
de redondances ou de singularités.
D’autres identifient itérativement des composants libres ; on dit qu’elles procèdent
par propagation des degrés de liberté. Intuitivement, un composant est libre si les va-
riables qu’il calcule n’interviennent dans aucune autre contrainte du système. La ré-
solution d’un tel composant n’aura pas d’incidence sur le reste du système. Il peut
être retiré pour la suite de la décomposition, entraînant la libération d’autres com-
posants. L’identification des composants libres se fait soit au moyen de modèles de
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systèmes bien-contraints, soit au moyen d’une propriété structurelle. A l’instar des
méthodes récursives ascendantes, la faiblesse de ces méthodes tient principalement à
leur caractérisation incomplète (modèles) ou incorrecte (propriété structurelle) de la
constriction.
1.3.3. La méthode probabiliste du témoin
A part les méthodes algébriques, les méthodes mentionnées plus haut ne peuvent
pas tester correctement l’indépendance des contraintes : tout théorème de géomé-
trie, notamment d’incidence, peut être mis à contribution pour créer des systèmes
de contraintes redondants ou contradictoires en y faisant figurer les hypothèses et la
conclusion (ou sa négation) du théorème. Par exemple, un système de contraintes où
l’on spécifie que les points p1, p2, p3 sont alignés, ainsi que les points q1, q2, q3,
et où l’on impose une valeur d’angle non nulle entre les points r12, r23, r13 avec
rij = piqj ∩ pjqi, contredit le théorème de Pappus qui stipule que ces points sont
alignés. Notons que l’absence de paramètre dans les contraintes d’incidence interdit
d’invoquer l’hypothèse de généricité et les techniques perturbatoires associées. Les
méthodes ad hoc à base de règles ou combinatoires ne sont pas complètes et ne dé-
tectent que les cas courants. Des méthodes algébriques, comme la méthode de Wu,
permettent de détecter toute dépendance algébrique, mais elles sont très coûteuses.
Cependant, si un témoin est disponible, il est possible de détecter ces dépendances
de manière quasi certaine. Soit F (U,X) = 0 le système des équations découlant
du système de contraintes S ; F est l’ensemble des équations qui représentent les
contraintes, U est le vecteur des paramètres (distances, angles, ...) et X est le vecteur
des inconnues réelles qui modélisent les coordonnées des objets géométriques de S .
Un témoin est un couple de valeurs (V,XV ) tel que F (V,XV ) = 0. En d’autres
termes, un témoin est une solution d’une variante du système à résoudre. L’intérêt
du témoin est que, sous réserve d’indépendance des valeurs de U , il a les mêmes
propriétés (constriction, redondance, ...) que la cible (la solution que l’on cherche).
Ainsi, l’étude du témoin peut être substituée à celle du système de contraintes. Or
le témoin étant une instance numérique du système, son étude est plus simple et ne
nécessite pas l’utilisation de méthodes de calcul symbolique.
Obtenir un témoin pour un système donné est généralement facile. Dans les ap-
plications où l’utilisateur fournit une esquisse sur laquelle il spécifie ses contraintes,
les coordonnées et mesures dans cette esquisse constituent généralement un témoin.
Dans d’autres applications (problème de la molécule, du polyèdre, ...), il peut suffire
de générer aléatoirement (ou presque) des coordonnées pour les objets et d’en déduire
les mesures des angles et distances adaptées.
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1.3.3.1. Etude du témoin
Afin de déterminer la constriction d’un témoin, une étude des déformations, ou
mouvements, qu’il admet est réalisée. Intuitivement, un système S est bien-contraint
modulo un groupe de transformations G si et seulement si les seules déformations
compatibles avec S sont les mouvements définis par G. Pour un système S bien
contraint, G = {Id} et donc S ne doit admettre aucun mouvement ; S est rigide si
les seules déformations admises sont les déplacements. La présence de flexions, défor-
mations ne correspondant pas aux déplacements, indique que les solutions du système
peuvent être déformées continûment en d’autres solutions non-congrues par déplace-
ment et indique une sous-rigidité ; inversement l’absence de déplacements admissibles
indique une sur-rigidité. L’étude consiste donc à établir une base des mouvements ad-
mis par le témoin puis à vérifier que cette base contient bien tous les mouvements
définis dans G et aucun autre. Cette étude est similaire à celle proposée en Topologie
Structurale pour les systèmes de points-distances. La différence est qu’ici les calculs
peuvent être réalisés numériquement grâce au témoin. Dans la suite, nous illustrerons
cette étude pour la rigidité, i.e., la constriction modulo les isométries directes.
Étant donné un témoin (V,XV ), il s’agit de calculer le vecteur X˙ des mouvements
infinitésimaux du témoin, tel que le témoin perturbé XV + ²X˙ satisfasse toujours les
contraintes spécifiées : F (V,XV + ²X˙) = 0. Un développement de Taylor de cette
expression nous indique que F (V,XV +²X˙) = F (V,XV )+²F ′(V,XV )X˙t+O(²2).
Ainsi F ′(V,XV )X˙t doit s’annuler 3 : une base des mouvements infinitésimaux est
donc donnée par le noyau de F ′ évaluée au témoin, qui peut-être obtenu par algèbre
linéaire (e.g., triangularisation de Gauss ou décomposition LU).
Il est possible de donner une base a priori des déplacements infinitésimaux. En
2D par exemple, elle contient tx une translation sur l’axe des x, ty une translation sur
l’axe des y et rxy une rotation autour de l’origine. Il faut alors définir l’effet de ces
déplacements sur les coordonnées de tous les objets du système, par exemple :
x˙i y˙i a˙l b˙l c˙l u˙k v˙k
ty 1 0 0 0 −al 0 0
tx 0 1 0 0 −bl 0 0
rxy −yi xi −bl al 0 −vk uk
où (xi, yi) représente un point, (al, bl, cl) représente la droite d’équation : alx+ bly+
cl = 0, et (uk, vk) est un vecteur. Les autres inconnues géométriques (rayons, dis-
tances, coordonnées barycentriques, produits scalaires, aires), et non géométriques
3. Notons que F étant un système d’équations à plusieurs inconnues, F ′ est donc la matrice des
dérivées partielles de ces équations selon toutes les inconnues, i.e., la jacobienne du système.
Son déterminant s’appelle le jacobien de F .
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(coûts, forces) sont invariantes par déplacement, donc la valeur correspondante dans
tous les vecteurs de la base des déplacements infinitésimaux est nulle. En 3D, on dé-
finit de même une base des déplacements infinitésimaux constituée de 3 translations
(en x, y, z) et de 3 rotations (dans les plans Oxy, Oxz, Oyz).
Disposant d’une base des mouvements du témoin (noyau de la jacobienne) et d’une
base des mouvements définis par le groupe de transformationsG (ici, les déplacements
infinitésimaux), il est possible de comparer les 2 bases et de déterminer si le système
est bien-contraint modulo G.
Exemple : étude d’un système 2D
Soit un système en 2D constitué de 4 points O, A, B et C devant vérifier les rela-
tions suivantes : la distance OA est égale à u (un paramètre indéterminé), le point O
est le milieu de AB, la distance OC est égale à la distance OA, AC et BC sont ortho-
gonaux ; cette dernière contrainte résulte des précédentes, et C peut donc se trouver
n’importe où sur le cercle de diamètre AB. Le système d’équations correspondant à
ce système pourrait être :
e1 : (xA − xO)2 + (yA − yO)2 − u2 = 0
e2 : 2xO − xA − xB = 0
e3 : 2yO − yA − yB = 0
e4 : (xC − xO)2 + (yC − yO)2 − (xA − xO)2 − (yA − yO)2 = 0
e5 : (xC − xA)(xC − xB) + (yC − yA)(yC − yB) = 0
Un témoin T possible est : O = (0, 0), A = (−10, 0), B = (10, 0), C = (6, 8),
u = 10, qui conduit à une jacobienne évaluée en ce témoin :
xO yO xA yA xB yB xC yC
e′1(T )/2 10 0 −10 0 0 0 0 0
e′2(T ) 2 0 −1 0 −1 0 0 0
e′3(T ) 0 2 0 −1 0 −1 0 0
e′4(T )/2 −16 −8 10 0 0 0 6 8
e′5(T ) 0 0 4 −8 −16 −8 12 16
Ce qui donne une base possible pour les mouvements infinitésimaux (noyau de la
jacobienne) :
˙xO ˙yO x˙A ˙yA ˙xB ˙yB x˙C ˙yC
v1 1 0 1 0 1 0 1 0
v2 0 1 0 1 0 1 0 1
v3 0 0 0 −10 0 10 −8 6
v4 0 0 0 0 0 0 −8 6
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Une base des déplacements infinitésimaux pour ce système est :
˙xO ˙yO x˙A ˙yA ˙xB ˙yB x˙C ˙yC
tx 1 0 1 0 1 0 1 0
ty 0 1 0 1 0 1 0 1
rxy 0 0 0 −10 0 10 −8 6
On peut constater que v1 = tx, v2 = ty et v3 = rxy mais v4 ne peut être exprimé
comme une combinaison linéaire de tx, ty et rxy. La base des mouvements contient
donc bien tous les déplacements, mais contient en sus une flexion. Le témoin est donc
sous-rigide. Ce résultat s’étend au système. La même méthode détermine que le sous-
système OAB est pour sa part bien-rigide.
1.3.3.2. Autres utilisations du témoin
La méthode du témoin remplace les calculs symboliques normalement nécessaires
pour l’étude d’un système par des calculs numériques effectués sur une configuration
particulière (le témoin) qui a les mêmes propriétés algébriques que le système. Cette
méthode peut ainsi être appliquée à d’autres études réalisables par calcul symbolique,
comme la recherche de dépendances, la décomposition de systèmes, ou encore la va-
lidation de la caractérisation structurelle de la rigidité dans les méthodes à base de
graphes.
À titre d’illustration, voici comment la méthode du témoin peut être utilisée pour
décomposer un système modulo les déplacements. On appelle ancre est un sous-
ensemble Y de variables permettant de fixer un repère : il en faut 3 en 2D, 6 variables
en 3D. Par exemple, en 2D, si le système fixe directement ou indirectement la distance
entre les points A et B, alors {xA, yA, xB} est une ancre. Toute ancre Y est conte-
nue dans un sous-système rigide qui est maximal pour l’inclusion : pour le trouver, il
suffit d’adjoindre à Y toutes les variables x 6∈ Y telles que Y ∪ {x} reste rigide. Une
méthode de décomposition récursive descendante, illustrée fig. 1.8, s’ensuit : dans un
système entièrement rigide, retirer une contrainte puis calculer les sous-parties rigides
maximales en utilisant des ancres ; dans chaque sous-partie rigide, réitérer le proces-
sus. Les sous-parties rigides peuvent être réassemblées par la mise en coïncidence des
objets qu’elles partagent et l’utilisation de la contrainte retirée.
1.3.4. Références bibliographiques
Les méthodes de décomposition ont fait l’objet d’un article de fond auquel ce
chapitre emprunte plusieurs exemples et explications [JER 06]. L’article regroupe une
bibliographie plus importante.
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Figure 1.8. Un système de contraintes rigide 2D. Retirer une contrainte crée un système flexible
avec deux parties rigides maximales. Dans les 3 figures, la partie rigide maximale contenant A
et B est en traits pleins.
La première méthode descendante, dédiée aux systèmes de points et droites en
2D, est due à Owen [OWE 91]. Ce type de méthodes a été étudié par la suite par
Fudos [FUD 97] puis Joan-Arinyo [JOA 04], qui ont défini leurs limites et leurs liens
avec les approches ascendantes. Une extension en 3D, toujours basée sur l’analyse de
connexité, est due à Gao [GAO 03]. Michelucci a proposé une méthode descendante
où l’analyse de connexité est remplacée par un test numérique probabiliste [FOU 05,
MIC 06b] qui ouvre de nouvelles perspectives.
Les premières approches récursives ascendantes sont basées sur des modèles, ont
été implantées sous forme de règles dans des moteurs d’inférence logique [BUT 79,
SUN 86, ALD 88, VER 92, SCH 94, DUF 98]. Les premières approches structurelles,
quant à elles, reposaient initialement sur des règles structurelles très simples [HOF 95,
BOU 95] avant que ne soit introduit un algorithme de flot [HOF 98] permettant de
calculer la rigidité structurelle. Depuis, cette caractérisation a été utilisée dans plu-
sieurs algorithmes de décomposition ascendante [HOF 01, JER 02, SIT 03]. D’autres
groupes d’invariance sont parfois considérés [SCH 03, SCH 06b, SCH 06a].
Les méthodes à base de couplage maximum sont issues de deux communautés
distinctes : celle de topologie structurale [HEN 92, LAM 98] et celle de propagation
locale [LAT 96, TRO 97, BLI 98]. Quant aux méthodes à base de propagation de de-
grés de liberté, elles proviennent du travail original de Sutherland [SUT 63], et ont
depuis été appliquées avec succès dans différents domaines de l’informatique gra-
phique [HSU 97, TRO 98, SOS 02, TRO 06].
La méthode du témoin repose sur des principes introduits dans la communauté de
Topologie Structurale [GRA 93, GRA 02]. L’approche numérique probabiliste fut re-
prise puis étendue à l’utilisation d’un témoin par Michelucci et al. [LAM 98, FOU 05,
MIC 06b].
1.4. Résolution
Une fois le système corrigé et planifié, il faut le résoudre afin de déterminer les
valeurs des coordonnées des objets. La résolution d’un système planifié consiste à
résoudre chaque composant de la décomposition et à combiner les solutions partielles
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obtenues en solutions globales à l’aide d’un opérateur d’assemblage. Il est à noter que
chaque composant peut admettre plusieurs solutions dont chacune doit être assemblée
avec toutes les solutions des autres composants : un aspect combinatoire apparaît qui
peut être traité par un mécanisme de retour-arrière entre les composants.
Nous allons à présent décrire les différentes méthodes qui peuvent être utilisées
pour la résolution des composants. Nous ne traiterons pas des méthodes symboliques
qui fournissent seulement une forme triangularisée du système qui doit ensuite être
résolue numériquement pour obtenir les valeurs des coordonnées, et dont le coût ex-
ponentiel (en espace et en temps) confine leur utilisation à certaines applications pré-
cises. Les méthodes de résolution numériques ne traitent en général que les systèmes
bien-contraints ; afin de leur permettre de traiter les systèmes bien-contraints modulo
un groupe de transformations, il faut fixer quelques variables du système. Par exemple,
en 2D pour un système rigide, il faut fixer 3 variables qui constituent une ancre ;
en 3D, 6 variables formant une ancre. Par ailleurs, elles ne peuvent opérer qu’une
fois tous les paramètres des contraintes déterminés, i.e., le système F (U,X) devient
F (X) car tous les paramètres U sont remplacés par leurs valeurs.
1.4.1. Résolution à base de modèles
Il est possible de coder des méthodes spécifiques de résolution correspondant à
des modèles de systèmes précis, comme le calcul de l’intersection de 2 droites ou de 2
cercles. Ces méthodes sont applicables dès lors que le système à résoudre correspond
au modèle qu’elles implémentent. Elles sont particulièrement utilisées avec les mé-
thodes d’analyse géométrique qui décomposent un système au moyen de modèles de
sous-systèmes bien-contraints. Une méthode de résolution est alors associée à chaque
modèle de sous-système.
L’avantage de ces méthodes est qu’elles offrent des performances excellentes tout
en garantissant la complétude et la correction du processus, et permettent de vérifier
qui plus est les singularités numériques qui pourraient intervenir lors de la résolution.
Leur limite est similaire aux méthodes géométriques d’analyse : le répertoire de mo-
dèles connus limite les possibilités d’application aux seuls systèmes décomposables
selon ces modèles.
1.4.2. Méthodes numériques itératives
L’itération de Newton-Raphson et l’homotopie (ou continuation) sont représenta-
tives des méthodes itératives de résolution numérique.
1.4.2.1. Méthode de Newton Raphson
La méthode de Newton-Raphson sert à résoudre les systèmes d’équations, linéaires
ou non linéaires, algébriques ou transcendantes, à partir d’une approximation d’une
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solution. Cette approximation est identique à un témoin (cf. § 1.3.3) et peut donc
être obtenue facilement dans le cadre de la CAO. Si X0 est une approximation d’une
racine de F (X) = 0, alors X1 = X0 + ∆X est meilleure si F (X1) ≈ F (X0) +
F ′(X0).∆X = 0. F (X0) et F ′(X0) peuvent être évalués, et les inconnues ∆X sont
alors solutions d’un système linéaire. Si le jacobien de F est non nul, la jacobienne est
inversible et X1 = X0 − (F ′(X0))−1F (X0). À partir de X0, la méthode de Newton-
Raphson itère donc : Xn+1 ← Xn − (F ′(Xn))−1F (Xn) jusqu’à convergence. La
méthode de la sécante est une variante qui ne remet pas à jour la jacobienne à chaque
itération. Il n’est pas indispensable de calculer l’inverse de la jacobienne ; il suffit de
résoudre le système linéaire permettant de déterminer ∆X par algèbre linéaire (e.g.,
la méthode de Gauss ou une décomposition LU).
Quand le point initial est proche, en un certain sens, d’une racine, la conver-
gence de la méthode de Newton-Raphson est quadratique : chaque itération « double
le nombre de décimales correctes ». Les bassins d’attraction de cette méthode sont
des fractales (Fig. 1.11). Toutefois, la méthode peut aussi diverger (cf. fig. 1.9) ; elle
fournit donc au mieux une solution par composant du système, ce qui conduit à une
résolution incomplète.
Figure 1.9. Echec de la méthode de Newton. Voir Fig. 1.10.
Figure 1.10. Succès de l’homotopie. Toutes les tangences ont été spécifiées.
1.4.2.2. Homotopie
La méthode par homotopie, appelée aussi par continuation, est une variante de la
méthode de Newton-Raphson, au comportement plus intuitif. Ses bassins d’attraction
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Figure 1.11. A gauche : bassins (fractales) d’attraction de la méthode de Newton-Raphson ;
au milieu, bassins (semi-algébriques) de l’homotopie ; à droite, un échantillon des courbes
d’homotopie ; le système est : z3 − 1 = 0, z ∈ C.
sont lisses ; dans le cas où le système est algébrique, ses bassins d’attraction sont
des ensembles semi-algébriques. Si F (X) = 0 est le système à résoudre, et X0 une
approximation initiale, l’homotopie H est définie par : H(X, t) = tF (X) + (1 −
t)(F (X) − F (X0)) = 0. L’homotopie est donc une interpolation linéaire entre deux
systèmes, d’une part le système H(X, 0) = F (X) − F (X0) = 0 pour t = 0, qui
s’annule en X = X0, d’autre part le système H(X, 1) = F (X) = 0 pour t = 1, qui
est le système à résoudre. Le système d’équations H(X, t) = 0 décrit une courbe ; la
méthode de résolution par homotopie suit cette courbe, soit par une méthode de prédic-
tion et correction, soit par une méthode de simplexe marcheur (i.e., par approximation
linéaire par morceau), depuis t = 0 et X = X0 jusqu’à t = 1 où X aura la valeur
d’une solution du système F . Il se peut que la courbe suivie n’atteigne pas t = 1,
mais « redescende » (en considérant la coordonnée t comme une altitude) ; plusieurs
topologies possibles pour les courbes d’homotopie sont montrées à la figure 1.12.
t=1
t=0
A
B
Figure 1.12. A gauche, quelques topologies possibles pour les courbes homotopiques. A droite,
une courbe d’homotopie réelle, en trait gras ; A et B sont deux coudes (turning points). En
trait fin les branches complexes. Équations : F (X) = 3X3−X + 1
2
, G(X) = 3X3−X − 1
2
,
H(t,X) = 3X3 −X + 1
2
− t, At = 1318 , AX = − 13 , Bt = 518 , BX = 13 .
Quand le système à résoudre F (X) = 0 est algébrique, il est possible de trou-
ver toutes les racines par homotopie ; l’idée est de construire un système initial I
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facile à résoudre et ayant autant de solutions que le système F . Par exemple, chaque
équation de degré total d dans F est représentée dans I par le produit de d équations
linéaires : résoudre I revient à résoudre plusieurs systèmes linéaires. Chaque solu-
tion de I donne un point initial sur une courbe du système homotopique H(X, t) =
tF (X)+(1−t)I(X) ; chaque courbe est suivie dans l’espace complexe jusqu’à t = 1
(en pratique jusqu’à t = 1− 10−5 pour éviter les difficultés dues aux solutions singu-
lières ou aux courbes partant à l’infini). Le suivi de chaque courbe a une complexité
polynomiale, mais une quantité exponentielle de courbes doit être suivie, même quand
le nombre de racines intéressantes (réelles, et non à l’infini) est très inférieur. Dans
le cas algébrique, la méthode homotopique est donc complète, et correcte – modulo
l’imprécision de l’arithmétique flottante : la continuation peut sauter d’une courbe à
une autre.
1.4.3. Méthodes numériques par intervalles
Les méthodes numériques par intervalles sont de plus en plus utilisées en informa-
tique graphique, par exemple pour trianguler des surfaces algébriques implicites. Leur
principe consiste à remplacer les calculs sur des nombres réels (approchés par des flot-
tants en machine) par des calculs sur des intervalles à bornes flottantes. Les solutions
des systèmes sont alors des intervalles dont la largeur peut être rendue aussi précise
que souhaitée. Ces méthodes combinent l’avantage d’offrir des calculs numériques
corrects, et de permettre la recherche de toutes les solutions d’un système.
1.4.3.1. Arithmétique d’intervalles
Ces méthodes reposent sur l’arithmétique d’intervalles qui définit les opérations
arithmétiques sur les intervalles à partir des opérations sur les flottants. Par exemple :
[a, b] +i [a′, b′] = [ ba+ a′c, db+ b′e ]
[a, b]×i [a′, b′] = [ bmin(a× a′, a× b′, b× a′, b× b′)c,
dmax(a× a′, a× b′, b× a′, b× b′)e ]
où bxc désigne le nombre flottant immédiatement inférieur au nombre réel x, et dxe
le nombre flottant immédiatement supérieur : les opérations flottantes doivent être ar-
rondies vers +∞ ou −∞ pour être correctes. Cette arithmétique sur les intervalles
ne constitue pas un corps, au sens mathématique ; par exemple un intervalle n’a ni
opposé ([0, 1] − [0, 1] = [−1, 1]) ni inverse. L’amplitude d’une somme (ou d’une
différence) de deux intervalles est en effet la somme des amplitudes des deux inter-
valles arguments, et même un peu plus en tenant compte des erreurs d’arrondi. Cette
arithmétique se généralise aux fonctions classiques (
√
x, ex, log x, cosx, sinx...) en
décomposant les intervalles des arguments en domaines où la fonction est monotone.
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L’utilisation de cette arithmétique permet de définir l’extension intervalle d’une
fonction, qui consiste à considérer que les variables de la fonction prennent leurs va-
leurs dans des intervalles et à évaluer la fonction au moyen de l’arithmétique d’inter-
valle. L’arithmétique d’intervalles donne malheureusement des encadrements très pes-
simistes. Par exemple, si x ∈ [0, 1], l’extension intervalle de la fonction réelle x(1−x)
s’évalue à [0, 1] alors que la réponse exacte est [0, 14 ]. Ceci est dû au fait qu’en substi-
tuant chaque variable dans une fonction par un intervalle, le lien entre les occurrences
d’une même variable est perdu. Il convient donc d’effectuer certains calculs de façon
symbolique pour que x− x = 0, ou d’utiliser la forme centrée (aussi dite de Taylor),
qui donne des encadrements plus fins : F (X0 ±W ) ∈ F (X0) ±W F ′(X0 ±W ),
où X0 est le centre du vecteur d’intervalles, et W le vecteur des demi largeurs des
intervalles.
1.4.3.2. Méthode de Newton-Raphson par intervalles
L’analyse par intervalles est ainsi utilisée pour étendre la méthode de Newton-
Raphson, plus précisément dans sa variante de la sécante. Elle suit jusqu’à conver-
gence le schéma itératif Xn+1 ← Xn ∩ S(Xn), où S(Xn) = Xn − J−1F (Xn) ;
les racines de F dans Xn se trouvent toutes dans Xn+1. Ici Xn et Xn+1 sont des
boîtes, i.e., des vecteurs d’intervalles représentant les plages de valeurs possibles (do-
maines) pour les variables ; F (Xn) est aussi un vecteur d’intervalles correspondant
aux évaluations par intervalles des équations F ; J est la jacobienne en un point de
Xn, typiquement le centre de Xn. L’expression S(Xn) est évaluée avec la forme cen-
trée de S, appelée opérateur de Krawczyk, ou de Krawczyk-Moore, selon les auteurs ;
cette évaluation a ensuite été optimisée par Segupta et Hansel. Si S(Xn) ( Xn,
alors S est contractante dans Xn, et Xn contient donc une seule racine, régulière.
Si Xn ∩ S(Xn) est vide, alors Xn ne contient pas de racine. Si Xn+1 n’est pas si-
gnificativement plus petit que Xn, alors l’un des intervalles de Xn est coupé en deux
(opération de bissection) et le processus est réitéré sur les 2 sous-vecteurs d’intervalles
résultants. L’analyse par intervalles garantit correction et complétude.
De façon générale, toutes les méthodes par intervalles rendent deux listes de boîtes :
l’une contenant les boîtes encadrant chacunes une solution régulière, et l’autre les
boîtes où la méthode ne peut conclure. Dans cette dernière liste, les boîtes résiduelles
contiennent des solutions singulières, « presque singulières », voire pas de solution du
tout. La convergence de ces méthodes est ralentie autour des solutions singulières (où
le jacobien s’annule) ou presque singulières.
1.4.3.3. Réduction d’intervalles
La communauté de programmation par contraintes réalise le compromis entre ana-
lyse par intervalles et intelligence artificielle en proposant des mécanismes de réfuta-
tion appelés filtrages qui permettent d’éliminer de grandes portions des intervalles
de définition des variables qui ne contiennent, de façon garantie, aucune solution. Ces
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méthodes considèrent les équations comme des règles de réécriture sur des intervalles.
L’équation f(x1, ...xn) = 0 donne n règles :
Xi ← Xi ∩ fi(X1, ..., Xi−1, Xi+1, ..., Xn), i = 1, . . . n
Xk est l’intervalle des valeurs possibles pour l’inconnue xk ; la fonction fi rend un
intervalle englobant les valeurs de xi solutions de l’équation :
f(X1, . . . , Xi−1, xi, Xi+1, . . . , Xn) = 0
où toutes les inconnues sauf xi ont été remplacées par leurs intervalles, si bien que
xi est la seule inconnue. Ces règles peuvent être vues comme des projections des
équations sur les variables. Il est parfois difficile ou impossible d’isoler une variable
xi dans une expression ; des méthodes de résolution univariée par intervalles (par
exemple Newton) sont alors utilisées.
L’algorithme de filtrage utilise une file de propagation qui contient initialement
toutes les projections de toutes les équations sur toutes les variables. A chaque tour,
une projection est utilisée pour filtrer le domaine d’une variable ; si le domaine est ef-
fectivement réduit (en pratique, dans une proportion suffisante), toutes les projections
qui utilisent le domaine de la variable réduite doivent être réintroduites dans la file de
propagation. Le processus est réitéré jusqu’à ce que la file soit vide. Il s’agit donc d’un
algorithme de point fixe. Selon la façon de calculer les projections, on peut atteindre
différents points fixes (tous sont garantis).
Ces algorithmes de filtrage sont généralement exploités en conjonction avec l’opé-
ration de bissection : lorsque le point fixe du filtrage est atteint, le domaine d’une
variable est coupé en 2 et le processus est réitéré sur chaque sous-domaine. On ap-
pelle cette catégorie de méthodes Branch&Prune. Les plus avancées de ces méthodes
combinent analyse par intervalles et filtrage afin d’accélérer la convergence de la ré-
solution.
1.4.4. Références bibliographiques
L’arithmétique d’intervalles a été introduite par Moore dans le courant des an-
nées 1960 [MOO 66]. Depuis, Neumaier [NEU 90], Kearfott [KEA 96a, KEA 96b],
les partenaires du projet COCONUT [BLI 01] et bien d’autres ont écrit plusieurs livres
sur l’analyse par intervalles. Stolfi et al [AND 94], et Figueiredo et al [FIG 95] ont
proposé l’arithmétique d’intervalles affine pour limiter la croissance de l’amplitude
des intervalles. Luc Jaulin [JAU 00], s’appuyant sur les travaux de la communauté de
programmation par contraintes [DAV 87, LHO 93, BEN 94], a utilisé l’analyse par
intervalles en robotique. Stolte et al [STO 01] l’ont utilisé pour discrétiser des sur-
faces algébriques implicites ou des arbres CSG. Michelucci [MIC 06a] l’a utilisé pour
couvrir des attracteurs étranges (Julia, Hénon). Martin et al [MAR 02] ont comparé
diverses arithmétiques d’intervalles pour afficher des courbes algébriques implicites.
26 Partie II : Modélisation géométrique
1.5. Conclusion
Cette présentation rapide de la modélisation géométrique par contraintes ne pré-
tend évidemment pas à l’exhaustivité. Elle laisse entrevoir la richesse d’un domaine
qui, sous des dehors techniques, touche, entre autres, au calcul numérique, à l’in-
telligence artificielle, au calcul formel, aux interfaces homme-machine, à la logique
formelle, au raisonnement géométrique et à la théorie des graphes.
Par soucis de concision, nous avons circonscrit notre tour d’horizon aux méthodes
classiques de résolution de contraintes, c’est-à-dire de la synthèse d’objets ou de
scènes décrits de manière non ambiguë par des contraintes géométriques. Nous n’avons
pas développé certaines questions connexes, pourtant très intéressantes, comme, entre
autres, celles touchant à la phase d’acquisition des contraintes , à la phase d’explora-
tion de l’espace des solutions (objets, en particulier, de la modélisation déclarative),
à la gestion de systèmes articulés, au transfert et à la standardisation des systèmes de
contraintes, etc.
Par ailleurs, cette focalisation sur les méthodes classiques ne doit pas laisser croire
qu’elles suffisent pour résoudre tous les problèmes de modélisation géométrique par
contraintes. Diverses équipes travaillent à de nouvelles approches ou à des extensions
ou perfectionnements des méthodes présentées ici. Parmi tous les sujets ouverts et
actuellement à l’étude, ceux ayant trait aux contraintes en dimension trois sont parti-
culièrement prometteurs. En voici quelques uns :
– la caractérisation combinatoire, i.e., en utilisant uniquement des propriétés de
graphe, de la rigidité des systèmes de distances entre points est un sujet de recherche
très actif dans la communauté de la théorie des graphes ;
– en 3D, on a besoin de méthodes de résolution rapides mais aussi robustes, car
des phénomènes subtils de dépendances ou d’instabilité numérique apparaissent. Des
travaux récents tentent d’utiliser les bases de Bernstein plutôt que la base canonique
des polynômes pour accélérer les solveurs.
– nous avons vu que l’hypothèse de généricité était omniprésente dans ce chapitre,
mais elle est souvent mise en défaut. Certaines équipes cherchent donc à introduire de
la sémantique pour pallier ce manque de robustesse vis-à-vis de la non-généricité.
– enfin, des équipes expriment les contraintes géométriques indépendamment de
tout repère, pour les résoudre directement modulo le groupe des déplacements, ou
un autre groupe. Cette méthode donne des systèmes d’équations plus petits. D’autres
« algèbres géométriques » sont aussi étudiées pour formuler les contraintes.
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