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Resumen
En este artı´culo se presenta el uso de un diferenciador robusto de Levant aplicado a robots manipuladores cuyo objetivo es reali-
zar el seguimiento de una trayectoria deseada. El modelo dina´mico de los robots es desconocido. La velocidad obtenida empleando
el diferenciador robusto se aplica en la estructura de control con la finalidad de cumplir con la tarea de seguimiento. Se realiza un
estudio comparativo entre el diferenciador robusto de Levant y las te´cnicas ma´s usadas para calcular la velocidad. Son presentados
resultados experimentales.
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Abstract
In this article, we present the Levant’s Robust Differentiator applied to robot manipulators whose objective is to follow a desired
trajectory. The robots’ dynamic model is unknown. The velocity obtained using the Robust Differentiator is applied in the control
structure in order to fulfill the tracking task. A comparative study is made between the Levant’s Robust Differentiator and the
most-used techniques to calculate the velocity. Experimental results are presented.
Keywords: 
1. Introduccio´n
El disen˜o de algoritmos de control basados en el modelo depen-
de directamente de la exactitud con la que se describe el siste-
ma. De igual forma, realizar simulaciones sin el conocimiento
exacto de la dina´mica de la planta lleva a errores tanto de disen˜o
como de implementacio´n, (Swevers et al., 1997). Adema´s, ya
que los para´metros proporcionados por el fabricante son insu-
ficientes, inexactos y en algunos casos inexistentes, (Radkhah
et al., 2007), y como la medicio´n directa de los para´metros fı´si-
cos en la mayorı´a de los casos no es posible debido a la com-
plejidad de los mecanismos, la identificacio´n parame´trica ex-
perimental es una forma eficiente de obtener una aproximacio´n
del modelo, (Swevers et al., 1997). La validez de la estimacio´n
de los para´metros depende de la calidad de la sen˜al de entrada–
salida y de la seleccio´n de la trayectoria de referencia, la cual
debe excitar apropiadamente la dina´mica del robot (Calafiore
et al., 2001). Por otro lado, para interactuar con su ambiente
y cumplir con la tarea deseada, los robots necesitan una gran
cantidad de sensores, lo cual puede ser un problema debido al
incremento en los costos (Martı´nez–Rosas et al., 2006). Por lo
que a falta de un sensor de velocidad econo´mico y de fa´cil mon-
taje, es tı´pico calcular la velocidad en base a la derivada de la
posicio´n usando diferenciacio´n nume´rica, (Loria, 2016).
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usando un diferenciador robusto
La principal ventaja de usar diferenciacio´n nume´rica es que no
dependen del modelo matema´tico, lo que los hace fa´ciles de
programar, siendo un recurso u´til para obtener informacio´n de
variables que no son accesibles ni medibles. Sin embargo, la ve-
locidad calculada por este me´todo es imprecisa para velocida-
des bajas y altas, esto debido a la alta resolucio´n de los encoders
y la elevada frecuencia de muestreo (Levant, 1993, 2003).
Por otro lado, en sistemas lineales, la aproximacio´n de la fun-
cio´n de transferencia de un diferenciador en una banda de fre-
cuencia ha sido extensamente utilizada (Rabiner y Steiglitz,
1970; Kumar y Dutta, 2001). Los observadores de alta ganan-
cia tambie´n han sido muy usados como diferenciadores, y apli-
cados al control por retroalimentacio´n de salida, dando algu-
nos resultados de separacio´n en esquemas de control no lineal
(Atassi y Khalil, 2000; Khalil, 1996).
Los diferenciadores de alta ganancia proporcionan una derivada
exacta cuando sus ganancias tienden a infinito, (Atassi y Kha-
lil, 2000). Desafortunadamente, al mismo tiempo, su sensibili-
dad a pequen˜os ruidos de alta frecuencia tambie´n crece infinita-
mente. Con cualquier valor de ganancia finita, este diferencia-
dor tambie´n tiene un ancho de banda finito. Otro inconveniente
de los diferenciadores de alta ganancia es su efecto de pico:
el valor ma´ximo de salida durante el transitorio crece infinita-
mente cuando las ganancias tienden a infinito, (Levant, 2003).
No obstante, el diferenciador robusto de Levant no presenta es-
te feno´meno ya que el sobre–paso durante el transitorio puede
ser atenuado mediante una apropiada seleccio´n de ganancias
(Cruz–Zavala et al., 2001).
Otra opcio´n es estimar la velocidad por medio de un filtro esta-
ble paso altas de primer orden con grado relativo cero, cuya sa-
lida tiende al valor de la derivada de la entrada (Moreno y Kelly,
2002). Este me´todo de diferenciacio´n aproximada, comu´nmen-
te conocido como derivada sucia (dirty–derivative), reemplaza
el operador derivada ρ por bs/ (s + a), donde a y b son cons-
tantes positivas (Stotsky y Kolmanovsky, 2001). Se ha compro-
bado que con la derivada sucia se obtiene un mejor desempen˜o
que con el enfoque tradicional de diferenciacio´n nume´rica, por
lo que es comu´nmente utilizada en aplicaciones que requieren
regulacio´n de velocidad (Kelly et al., 1994; Loria, 2016).
Otra alternativa usada para estimar la velocidad es el uso de
observadores los cuales usan el modelo matema´tico disponible.
Hay observadores adaptables que se basan en el conocimiento
del sistema y las mediciones existentes (Parsa y Aghili, 2001).
Obviamente, el desempen˜o del observador depende del modelo
utilizado para estimular su dina´mica, pero au´n ası´, no se re-
quiere un modelo preciso para generar una mejor estimacio´n de
ciertos estados no medibles. Una opcio´n es el observador lineal
de Luenberger, que permite observar los estados no medibles
de una planta lineal, siempre que se cumpla la condicio´n de ob-
servabilidad (Hacksel et al., 1994).
Una alternativa ma´s precisa al observador lineal de Luenber-
ger es el observador de alta ganancia, que se puede usar para
estimar los estado de una planta ya sea lineal o no lineal. Es-
te observador incorpora la dina´mica no lineal de la planta pa-
ra producir la estimacio´n de los estados no medibles (Alcocer
et al., 2003).
El uso de estructuras de control–observador es otra alternati-
va para estimar la velocidad; sin embargo, esta te´cnica requiere
del conocimiento del modelo (Martı´nez–Rosas et al., 2006). La
mayorı´a de los artı´culos que usan este me´todo asumen que la
dina´mica del manipulador esta´ disponible, y por lo tanto, to-
dos los te´rminos no lineales pueden ser compensados (Khatib,
1987). En Martı´nez–Rosas et al. (2006) se disen˜a un observador
de velocidad lineal, evitando el uso de sensores de velocidad en
esquemas de movimiento libre. Ma´s tarde en Martı´nez–Rosas y
Arteaga–Pe´rez (2008) este enfoque se mejora al incluir un ob-
servador de fuerza. No obstante, en la mayorı´a de los casos no
se cuenta con informacio´n del modelo dina´mico. La desventaja
los diferenciadores (observadores) conocidos es que su tiempo
de convergencia tiende a infinito cuando la norma de la condi-
ciones iniciales crece sin cota. Esto significa, que para sistemas
hı´bridos no hay certeza de que el estimador brinde el valor exac-
to de los estados antes de que ocurra la siguiente conmutacio´n,
si no se conoce una cota de las condiciones iniciales a priori.
Para el control por retroalimentacio´n de salida basado en un
observador de estados, significa que no se puede asegurar que
el observador converja antes de que las trayectorias de la plan-
ta se escapen a infinito, si una cota de las condiciones iniciales
no es dada a priori (Cruz–Zavala et al., 2001). Esto motiva la
importancia de tener diferenciadores (observadores) que con-
verjan en tiempo finito, con tiempo de convergencia acotado
por una constante. La convergencia en tiempo finito es una pro-
piedad crucial para la estimacio´n de estados en sistemas hı´bri-
dos, o para propiedades de separacio´n de sistemas no lineales
(Cruz–Zavala et al., 2001). El diferenciador de Levant cumple
con esta caracterı´stica, adema´s de que es exacto frente pertur-
baciones o ruido y no necesita procesamiento excesivo para su
implementacio´n, (Levant, 2003).
Debido a que el intere´s principal de este trabajo esta´ en las
te´cnicas aplicables para la estimacio´n en lı´nea y el uso poste-
rior de la informacio´n estimada en la estructura de control, este
artı´culo se concentra u´nicamente en estimadores causales. Las
te´cnicas disponibles para resolver este problema pueden clasifi-
carse en dos categorı´as: la primera incluye las te´cnicas basadas
en la interpolacio´n de muestras pasadas por funciones polino-
miales, (Diop et al., 1994). En este caso la aproximacio´n resul-
tante puede diferenciarse para obtener su derivada y la variable
desconocida. La segunda categorı´a se basa en el disen˜o de es-
tructuras de control que se pueden usar para realizar la estima-
cio´n de la variable desconocida. Dichos controladores pueden
interpretarse como observadores y, de hecho, esta interpretacio´n
es la ma´s comu´n en la literatura, (Swevers et al., 1997). Las
te´cnicas de disen˜o, estrechamente relacionadas con las te´cnicas
en lı´nea (o diferenciacio´n nume´rica) se pueden basar en obser-
vadores de alta ganancia, observadores de modo deslizante, ob-
servadores de Luenberger y filtros derivados sucios, (Dabroom
y Khalil, 1997; Levant, 1998; Stotsky et. al., 1997).
Este trabajo esta´ organizado de la siguiente manera: en la se-
gunda seccio´n se presenta un estudio comparativo entre te´cni-
cas usadas para obtener la velocidad del sistema. En la tercera
seccio´n se muestran los resultados experimentales. Las conclu-
siones se presentan en la cuarta seccio´n.
2. Algoritmos
Una breve descripcio´n de los algoritmos basados en el disen˜o
de estructuras de control interpretados como observadores y sus
propiedades de convergencia se realiza en la siguiente seccio´n.
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2.1. Observador de Nicosia
El primer observador que se estudia es el propuesto en (Nicosia
et al., 1990), el cual es de alta ganancia asinto´tico con una es-
tructura lineal desacoplada. El observador es disen˜ado bajo la
condicio´n no restrictiva de que existe una ley de control retro-
alimentada tal que el vector de posicio´n articular sigue la tra-
yectoria de referencia, por lo que el sistema de lazo cerrado es
uniformemente asinto´ticamente estable. Se define el vector de
estados x =
[
xT1 x
T
2
]
donde x1 = q y x2 = q˙ son las coordena-
das generalizadas y la velocidad, respectivamente. Se considera
que solo la posicio´n articular esta´ disponible, (Nicosia et al.,
1990). El observador se describe en el siguiente modelo
˙ˆx1 = xˆ2 +
1
ε
Hp (y − xˆ1) (1)
˙ˆx2 =
1
ε2
Hv (y − xˆ1) (2)
donde xˆ =
[
xˆT1 xˆ
T
2
]
con xˆ1, xˆ2 son los valores estimados de
x1 y x2. Hp y Hv son las ganancias del observador. ε es una
constante positiva lo suficientemente pequen˜a. Debe tenerse en
cuenta que para valores lo suficientemente pequen˜os de ε el
sistema de lazo cerrado es asinto´ticamente estable. Adema´s, la
regio´n de convergencia estimada puede ser maximizada al rea-
lizar la seleccio´n adecuada de ε, (Nicosia et al., 1990). El ob-
servador de Nicosia se ilustra en la Figura 1.IEEE ACCESS, VOL. XX, NO. X, XXX 2018 3
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Figura 1: Observador de Nicosia
2.2. Observador de Berghuis–Nijmeijer
Conside´rese el siguiente observador lineal
˙ˆe = ω + Ld (e − eˆ) (3)
ω˙ = Lp (e − eˆ) (4)
donde e = q − qd ∈ Rn, q ∈ Rn representa las coordena-
das generalizadas, qd ∈ Rn representa la trayectoria deseada,
eˆ = qˆ−qd ∈ Rn, donde (·ˆ) es la estimacio´n de (·), z = e− eˆ ∈ Rn,
q˜ = q − qˆ ∈ Rn, donde (·˜) es el error de (·), Lp = LTp > 0
y Ld = LTd > 0 son la ganancia proporcional y derivada del
observador, respectivamente, (Berghuis y Nijmeijer, 1994). El
diagrama a bloques se presenta en la Figura 2.
El observador descrito en (3) y (4) genera un estado de error
estimado
[
˙ˆeT eˆT
]T
del error de seguimiento e. El control lineal
usara´ este estado en el lazo de retroalimentacio´n, (Berghuis y
Nijmeijer, 1994).
Suposicio´n 1. (Berghuis y Nijmeijer, 1994) Lp y Ld satisfa-
cen
Lp = λld (5)
Ld = (λ + ld) I (6)
donde λ > 0 y ld > 0 son escalares. 4
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proposed hybrid position/force control as well as some proper-
ties of time–variant holonomic constraints in cooperative tasks
are presented in Section III; Section IV shows experimental
results, and finally some conclusions are given in Section V.
II. COOPERATIVE SYSTEM MODEL
Considering a two robot manipulators cooperative system with
ni (i = 1, 2) degrees of freedom and a rigid object, as shown
in Figure 2. In order to fulfill the paper’s goal, it is considered
robots can only push the object, but not pull it (unilateral
restriction [16]).
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II-A. Kinematic Model
To obtain the kinematic model of the cooperative system, the
reference frame Σ0 is fixed at the base of one of the two
robots. In addition, the frames Σc and Σi are setting at the
object center of mass, and the i–th end–effector, respectively,
as shown in Figure 2, [2]. The vector xc =
[
0pTc
0φTc
]T ∈ Rn
denotes the object center of mass in work space coordinates,
where 0pTc ∈ Rn−v is the position vector, and 0φTc ∈ Rv is a
minimal representation of the object orientation (for example,
Euler’s angle), [2]. Similarly, xi =
[
0pTi
0φTi
]T ∈ Rni
denotes the workspace coordinates of the i–th robot end–
effector. It should be noted that all vectors are referred to
the Σ0 frame, [2].
If the object does not slip, its position can be calculated as:
0pc =
0pi +
0Ri
irci (1)
where 0Ri ∈ R3×3 is a rotation matrix, and iri ∈ R3 is
the constant position vector from the i–th end–effector to the
reference system Σc, [2], [17].
On the other hand, the robot end–effector orientation is chosen
to match the object orientation; that is,
0Ri =
0Rc. (2)
Clearly, it is observed from (1) and (2) that the degrees of
freedom of the object must be equal to the degrees of freedom
of each manipulator (ni = n), [2].
From (1), the object linear velocity is given by
0p˙c =
0p˙i +
0 R˙i
iri
= 0p˙i + S
(
0ωi
)
0Ri
iri
= 0p˙i − S
(
0Ri
iri
)
0ωi (3)
where 0p˙i and 0ωi are the linear and angular velocity of
the i–th robot end–effector, respectively; the cross product
S
(
0ωi
)
0Ri
iri =
0ωi ×
(
0Ri
irc
)
represents the relative
velocity, and S (·) ∈ R3×3 is a skew–symmetric matrix, [2].
Finally, the velocity relationship between the i–th end–effector
and the object is given by [2]
x˙c =
[
0p˙c
0ω˙c
]
= Jcix˙i (4)
where x˙i =
[
0p˙Ti
0ω˙Ti
]T
and
Jci =
[
I −S (0Ri iri)
O I
]
=
[
I ST
(
0ri
)
O I
]
. (5)
II-B. Dynamics of the Robot Manipulators
The dynamic model of the robot manipulators in contact with
the environment is given by
Hi (qi) q¨i+Ci (qi, q˙i) q˙i+Diq˙i+gi = τi+J
T
mi (qi)hi (6)
where qi ∈ Rni is the vector of joint generalized coordinates,
Hi (qi) ∈ Rni×ni is a symmetric positive definite inertia ma-
trix, Ci (qi, q˙i) q˙i ∈ Rni represents the vector of Coriolis and
centrifugal forces, gi ∈ Rni is the gravitational force vector,
Di ∈ Rni×ni is a positive semi–definite matrix that contains
viscous friction coefficients, τi ∈ Rni is the generalized torque
vector, Jmi (qi) ∈ Rni×ni is the manipulator Jacobian and
hi ∈ Rni are the forces and moments exerted by the end–
effector at the contact point, [2], [8], [18]–[20].
Since the object is rigid, its surface can be modeled as an
algebraic equation, that is,
ϕi (xi) = 0 (7)
where ϕi : Rni → R is a continuous differentiable function,
[21]. The derivative of (7) with respect to time yields
ϕ˙i (xi) = Jϕxi (xi) x˙i = 0 (8)
where Jϕxi (xi) = ∇xiϕi (xi) ∈ Rni×mi . The vector x˙i is in
the null space of the matrix Jϕxi (xi), which means that the
end–effector velocity is tangent to the object surface, [22].
Figura 2: Observador de Berghuis–Nijmeijer
2.3. Derivada sucia
Sea el sistema
z˙ = x + y (7)
donde x es la variable desconocida, y y z son las variables me-
dibles, (Stotsky et. al., 1997).
Como el objetivo es estimar x usando mediciones de y y z; se
prosigue a despejar x de (7), ası´ se tiene
x = z˙ − y = ρz − y (8)
donde ρ es el operador derivada (en te´rminos de Laplace). En
e´sta te´cnica ρ se reemplaza por
bs
s + a
(9)
donde a y b son constantes positivas, (Stotsky et. al., 1997; Lo-
ria, 2016). No´tese que (9) describe la funcio´n de transferencia
de un filtro en su forma normalizada.
El cambio del operator derivada ρ permite estimar x evaluando
la llamada derivada sucia (dirty derivative) de z, es decir
xˆ =
bs
s + a
z − y. (10)
Obse´rvese que existe un acoplamiento directo entre xˆ y y en
(10), donde y = x˜. Al evaluar el error de estimacio´n de (10) se
observa que el lı´mite superior del error de estimacio´n depende
del lı´mite superior en la segunda derivada de z, es decir de z¨,
|x (t) − xˆ (t) | ≥
√
(x (0) − xˆ (0))2e−γt + τ2b22, (11)
es decir, |z¨ (t) | ≤ b2 donde b2 > 0, γ > 0 y τ > 0.
El diagrama a bloques de (10) se describe en la Figura 3.
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II-A. Kinematic Model
To obtain the kinematic model of the cooperative system, the
reference frame Σ0 is fixed at the base of one of the two
robots. In addition, the frames Σc and Σi are setting at the
object center of mass, and the i–th end–effector, respectively,
as shown in Figure 3, [2]. The vector xc =
[
0pTc
0φTc
]T ∈ Rn
denotes the object center of mass in work space coordinates,
where 0pTc ∈ Rn−v is the position vector, and 0φTc ∈ Rv is a
minimal representation of the object orientation (for example,
Euler’s angle), [2]. Similarly, xi =
[
0pTi
0φTi
]T ∈ Rni
denotes the workspace coordinates of the i–th robot end–
effect r. It should b noted that all vectors ar referr t
the Σ0 frame, [2].
If the object do s not slip, its positi n can b calculated as:
0pc =
0pi +
0Ri
irci (1)
where 0Ri ∈ R3×3 is a rotation matrix, and iri ∈ R3 is
the constant position vector from the i–th end–effector to the
reference system Σc, [2], [17].
On the other hand, the robot end–effector orientation is chosen
to match the object orientation; that is,
0Ri =
0Rc. (2)
Clearly, it is observed from (1) and (2) that the degrees of
freedom of the object must be equal to the degrees of freedom
of each manipulator (ni = n), [2].
From (1), the object linear velocity is given by
0p˙c =
0p˙i +
0 R˙i
iri
= 0p˙i + S
(
0ωi
)
0Ri
iri
= 0p˙i − S
(
0Ri
iri
)
0ωi (3)
where 0p˙i and 0ωi are the linear and angular velocity of
the i–th robot end–effector, respectively; the cross product
S
(
0ωi
)
0Ri
iri =
0ωi ×
(
0Ri
irc
)
represents the relative
velocity, and S (·) ∈ R3×3 is a skew–symmetric matrix, [2].
Finally, the velocity relationship between the i–th end–effector
and the object is given by [2]
x˙c =
[
0p˙c
0ω˙c
]
= Jcix˙i (4)
where x˙i =
[
0p˙Ti
0ω˙Ti
]T
and
Jci =
[
I −S (0Ri iri)
O I
]
=
[
I ST
(
0ri
)
O I
]
. (5)
II-B. Dynamics of the Robot Manipulators
The dynamic model of the robot manipulators in contact with
the environment is given by
Hi (qi) q¨i+Ci (qi, q˙i) q˙i+Diq˙i+gi = τi+J
T
mi (qi)hi (6)
where qi ∈ Rni is the vector of joint generalized coordinates,
Hi (qi) ∈ Rni×ni is a symmetric positive definite inertia ma-
trix, Ci (qi, q˙i) q˙i ∈ Rni represents the vector of Coriolis and
centrifugal forces, gi ∈ Rni is the gravitational force vector,
Di ∈ Rni×ni is a positive semi–definite matrix that contains
viscous friction coefficients, τi ∈ Rni is the generalized torque
vector, Jmi (qi) ∈ Rni×ni is the manipulator Jacobian and
hi ∈ Rni are the forces and moments exerted by the end–
effector at the contact point, [2], [8], [18]–[20].
Figura 3: Estimacio´n de xˆ a trave´s de la derivada sucia
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2.4. Diferenciador de Levant
Sea qL : [0,∞] una sen˜al localmente acotada cuya derivada q˙L
es una sen˜al Lipschitz. El diferenciador se define como
q˙L = ω − λ1
√|qL − q|sign (qL − q) (12)
ω˙ = −λ2sign (qL − q) (13)
garantiza´ndose que z = qL − q tienda a cero para λ1, λ2 > 0,
(Levant, 1998). La sen˜al q˙L es la salida del diferenciador de
Levant. El esquema ba´sico del diferenciador se muestra en la
Figura 4.
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II. MODELO DINA´MICO
La ecuacio´n de movimiento de un robot manipulador de n
grados de libertad en movimiento libre se define como
H (q) q¨ +C (q, q˙) q˙ +Dq˙ + g (q) = τ (1)
donde H (q) ∈ Rn×n denota la matriz de masas e inercias,
C (q, q˙) q˙ ∈ Rn representa el vecto de Coriolis y fuerza
centrifuga, D ∈ Rn×n es una matrix formada por la friccio´n
viscosa, g (q) ∈ Rn es el par gravitacional, τ ∈ Rn es el
vector de pares aplicados por los servo–actuadores [12]–[14].
Por simplicidad se asume que los robots manipuladores esta´n
formados por articulaciones rotacionales, por lo que se esta-
blecen las siguientes propiedades.
Propiedad 1. H (q) satisface λh‖x‖2 ≤ xTH (q)x ≤
λH‖x‖2 ∀q, x ∈ Rn donde λh , mı´n∀q∈Rn λmin (H (q)),
λH , max∀q∈Rn λmax (H (q)), y 0 < λh ≤ λH <∞ [12], [15].
N
Propiedad 2. Con la definicio´n apropiada de C (q, q˙), la
matrix
[
H˙ (q)− 2C (q, q˙)
]
es antisime´trica [12], [15].
N
Propiedad 3. El vector C (q,x)y satisface C (q,x)y =
C (q,y)x ∀x, y ∈ Rn [12], [15].
N
III. DIFERENCIADOR Y CONTROL–OBSERVADOR
A continuacio´n se presenta el diferenciador de Levant y la
estructura control–observador, las cuales se comparara´n en la
obtencio´n de la velocidad del sistema.
III-A. Diferenciador de Levant
Sea qL : [0,∞] una sen˜al localmente acotada cuya derivada q˙L
es una sen˜al Lipschitz. Entonces, el diferenciador de Levant
se define de la siguiente forma
q˙L = ω − λ1|qL − q| 12 sgn (qL − q) (2)
ω˙ = −λ2sgn (qL − q) (3)
garantiza´ndose que z = qL − q = 0 para λ1, λ2 > 0. En este
caso, la sen˜al q˙L es l salida del diferenciador de Lev nt. El
esq ema ba´sico del diferenciador se muestra en la Figura 2.
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Teorema 1. En ausencia de ruido para cualquier λ2 > L y
para todo λ1 suficientemente grande, q˙L convergen en tiempo
finito a q˙, mientras qL converge a q [16]. Las condiciones de
convergencia son
λ2 >L (4)
λ21 ≥4L
λ2 + L
λ2 − L (5)
donde L > 0 es una constante global Lipschitz.
N
III-B. Control–observador de Nijmeijer
Para resolver el problema de control de seguimiento usando
solamente la retroalimentacio´n de posicio´n se define en [17]
el siguiente esquema de control–observador
Control τ = −Kd ˙ˆe−Kpeˆ (6)
Observador ˙ˆe = ν +Ld (e− eˆ) (7)
ν˙ = Lp (e− eˆ) (8)
donde qd ∈ Rn representa la trayectoria deseada a ser seguida
por el robot manipulador, e = q − qd ∈ Rn es el error de
seguimiento, eˆ = qˆ−qd ∈ Rn es el error de seguimiento de la
variable observada, q˜ = q−qˆ ∈ Rn es el error de observacio´n,
e−eˆ ∈ Rn, Kp =KTp > 0 y Kd =KTd > 0 son la ganancia
proporcional y derivativa del controlador, respectivamente;
Lp = L
T
p > 0 y Ld = LTd > 0 son la ganancia proporcional
y derivativa del observador, respectivamente [17].
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Consideracio´n 1. Las ganancias Kp,Kd,Lp y Ld deben
satisfacer, respectivamente,
Kp = λKd (9)
Kd = (kd + γ) I (10)
Lp = λld (11)
Ld = (ld + λ) I (12)
donde λ > 0, kd > 0, γ > 0 y ld > 0 son escalares [17].
NFigura 4: Diferenciador de Levant
Teorema 1. (Levant, 1998) En ausencia de ruido para cual-
quier λ2 > L y para todo λ1 suficientemente grande, q˙L conver-
gen en tiempo finito a q˙, mientras qL converge a q. Las condi-
ciones de convergencia son
λ2 >L (14)
λ21 ≥4L
λ2 + L
λ2 − L (15)
donde L > 0 es una constante global Lipschitz. 4
3. Descripcio´n del sistema experimental
Los experimentos se realizaron con un brazo robot de dos gra-
dos de libertad (2 GDL) (Figura 5). Cada articulacio´n tiene un
motor de transmisio´n directa (direct–drive) y cada eslabo´n es
de aluminio 6061, el cual es un material rı´gido a temperaturas y
presiones normales por lo que su elasticidad es despreciable.
Los servomotores operan en modo de torque (torque mode),
lo que permite que el motor actu´e como una fuente de torque
aceptando sen˜ales de voltaje analo´gico como sen˜ales de refe-
rencia. Las caracterı´sticas de los servomotores de la marca Par-
ker Compumotor Inc. se muestran en la Tabla 1.
Tabla 1: Para´metros de los servomotores
Eslabo´n Modelo Torque p/rev
Hombro DR1100E 100 Nm 819,200.00
Codo DR1004C 4 Nm 655,360.00
La informacio´n de la posicio´n se obtiene de los encoders incre-
mentales localizados en los motores. Los sensores de posicio´n
cuentan con una tarjeta driver manufacturada por la empresa
Precision MicroDynamic Inc. El algoritmo de control se ejecu-
ta en una computadora Pentium II a 333 MHz. Los algoritmos
de control se programan en lenguaje C con un perı´odo de mues-
treo de 25 milisegundos (25 ms).
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II. DIFERENCIADOR DE LEVANT
Sea qL : [0,∞] una sen˜al localmente acotada cuya derivada
q˙L es una sen˜al Lipschitz. Se define el diferenciador de Levant
de la siguiente forma
q˙L = ω − λ1
√
|qL − q|sgn (qL − q) (1)
ω˙ = −λ2sgn (qL − q) (2)
ga antiza´ndose que z = qL − q = 0 para λ1, λ2 > 0. En este
caso, la sen˜al q˙L es la salida del diferenciador de Levant. El
esquema ba´sico del diferenciador se muestra en la Figura 1.
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Figura 1. Diferenciador de Levant
Teorema 1. En ausencia de ruido para cualquier λ2 > L y
para todo λ1 suficientemente grande, q˙L convergen en tiempo
finito a q˙, mientras qL converge a q [13]. Las condiciones de
convergencia son
λ2 >L (3)
λ21 ≥4L
λ2 + L
λ2 − L (4)
donde L > 0 es una constante global Lipschitz.
N
II-A. Control PD
La ley de control esta´ definida por
τ =Kpc q˜ −Kdc ˙˜q (5)
donde Kdc ,Kpc ∈ Rn×n son matrices sime´tricas definidas
positivas. La comprobacio´n de estabilidad se encuentra en
[14].
Consideracio´n 1. Las ganancias Kpc y Kdc se sintonizan en
funcio´n a la siguiente relacio´n:
Kdc = 2
√
Kpc (6)
N
III. DESCRIPCIO´N DEL SISTEMA EXPERIMENTAL
Los experimentos se realizaron e un robot antropomo´rfico de
3 g. d. l tipo brazo (Figura 2). Cada articulacio´n se forma por
un motor de transmisio´n directa (direct–drive), mientras que
cada eslabo´n es de aluminio 6061, el cual es un material rı´gido
a temperaturas y presiones normales por lo que su elasticidad
es despreciable. Los servomotores operan en modo de torque
(torque mode), lo que permite que el motor actu´e como una
fuente de torque aceptando sen˜ales de voltaje analo´gico como
sen˜ales de referencia. La informacio´n de la posicio´n se obtiene
de los encoders incrementales localizados en los motores.
Figu a 2. Robo Experimental ROTRADI
Los sensores de posicio´n cuentan con una tarjeta driver
manufacturada por la empresa Precision MicroDynamic Inc.
Las caracterı´sticas de los servomotores de la marca Parker
Compumotor Inc. se muestran en la Tabla I. El algoritmo de
control se ejecuta en una computadora Pentium II a 333 MHz.
Eslabo´n Modelo Torque p/rev
Base DR1160B 60 Nm 819,200.00
Hombro DR1100E 100 Nm 819,200.00
Codo DR1004C 4 Nm 655,360.00
Tabla I
PARA´METROS DE LOS SERVOMOTORES
III-A. Trayectoria deseada
Se define la siguiente trayectoria de movimiento articular:
qd1 = a1 + b1
[
1− e−2.0t3
]
+ c1
[
1− e−2.0t3
]
sen (ω1t) (7)
qd2 = a2 + b2
[
1− e−1.8t3
]
+ c2
[
1− e−1.8t3
]
sen (ω2t) (8)
donde
Variable Valor Unidad Variable Valor Unidad
a1 pi/45 radian a2 pi/180 radian
b1 pi/4 radian b2 pi/3 radian
c1 pi/18 radian c2 25pi/36 radian
ω1 15.0 radian ω2 3.5 radian
Tabla II
PARA´METROS DE LA TRAYECTORIA DESEADA.
Figura 5: Robot Experimental ROTRADI
El diagrama del robot de 2 g ados de l bertad (2 GDL) se mues-
tra en la Figura 6
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proposed hybrid position/force control as well as some proper-
ties of time–variant holonomic constraints in cooperative tasks
are presented in Section III; Section IV shows experimental
results, and finally some conclusions are given in Section V.
II. COOPERATIVE SYSTEM MODEL
Considering a two robot manipulators cooperative system with
ni (i = 1, 2) degrees of freedom and a rigid object, as shown
in Figure 1. In order to fulfill the paper’s goal, it is considered
robots can only push the object, but not pull it (unilateral
restriction [16]).
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II-A. Kinematic Model
To obtain the kinematic model of the cooperative system, the
reference frame Σ0 is fixed at the base of one of the two
robots. In addition, the frames Σc and Σi are setting at the
object center of mass, and the i–th end–effector, respectively,
as shown in Figure 1, [2]. The vector xc =
[
0pTc
0φTc
]T ∈ Rn
denotes the object center of mass in work space coordinates,
where 0pTc ∈ Rn−v is the position vector, and 0φTc ∈ Rv is a
minimal representation of the object orientation (for example,
Euler’s angle), [2]. Similarly, xi =
[
0pTi
0φTi
]T ∈ Rni
denotes the workspace coordinates of the i–th robot end–
effector. It should be noted that all vectors are referred to
the Σ0 frame, [2].
If the object does not slip, its position can be calculated as:
0pc =
0pi +
0Ri
irci (1)
where 0Ri ∈ R3×3 is a rotation matrix, and iri ∈ R3 is
the constant position vector from the i–th end–effector to the
reference system Σc, [2], [17].
On the other hand, the robot end–effector orientation is chosen
to match the object orientation; that is,
0Ri =
0Rc. (2)
Clearly, it is observed from (1) and (2) that the degrees of
freedom of the object must be equal to the degrees of freedom
of each manipulator (ni = n), [2].
From (1), the object linear velocity is given by
0p˙c =
0p˙i +
0 R˙i
iri
= 0p˙i + S
(
0ωi
)
0Ri
iri
= 0p˙i − S
(
0Ri
iri
)
0ωi (3)
where 0p˙i and 0ωi are the linear and angular velocity of
the i–th robot end–effector, respectively; the cross product
S
(
0ωi
)
0Ri
iri =
0ωi ×
(
0Ri
irc
)
represents the relative
velocity, and S (·) ∈ R3×3 is a skew–symmetric matrix, [2].
Finally, the velocity relationship between the i–th end–effector
and the object is given by [2]
x˙c =
[
0p˙c
0ω˙c
]
= Jcix˙i (4)
where x˙i =
[
0p˙Ti
0ω˙Ti
]T
and
Jci =
[
I −S (0Ri iri)
O I
]
=
[
I ST
(
0ri
)
O I
]
. (5)
II-B. Dynamics of the Robot Manipulators
The dynamic model of the robot manipulators in contact with
the environment is given by
Hi (qi) q¨i+Ci (qi, q˙i) q˙i+Diq˙i+gi = τi+J
T
mi (qi)hi (6)
where qi ∈ Rni is the vector of joint generalized coordinates,
Hi (qi) ∈ Rni×ni is a symmetric positive definite inertia ma-
trix, Ci (qi, q˙i) q˙i ∈ Rni represents the vector of Coriolis and
centrifugal forces, gi ∈ Rni is the gravitational force vector,
Di ∈ Rni×ni is a positive semi–definite matrix that contains
viscous friction coefficients, τi ∈ Rni is the generalized torque
vector, Jmi (qi) ∈ Rni×ni is the manipulator Jacobian and
hi ∈ Rni are the forces and moments exerted by the end–
effector at the contact point, [2], [8], [18]–[20].
Figura 6: Robot de 2 grados de libertad (2 GDL)
El mod lo dina´mico se obtiene a partir d las ecuaciones de mo-
vimiento de Euler–Lagrange y se expresa de la siguiente forma:[
h11 h12
h21 h22
]
q¨ +
[
c11 c12
c21 c22
]
q˙ +
[
g1
g2
]
= τ (16)
donde
h11 = m1l2c1 + m2
[
l21 + l
2
c2 + 2l
2
1lc2 cos (q2)
]
+ I1 + I2 (17)
h12 = m2
[
l2c2 + l1lc2 cos (q2)
]
+ I2 (18)
h21 = m2
[
l2c2 + l1lc2 cos (q2)
]
+ I2 (19)
h22 = m2lc2
2 + I2 (20)
c11 = −m2l1lc2 sin (q2) q˙2 (21)
c12 = −m2l1lc2 sin (q2)
[
q˙1 + q˙2
]
(22)
c21 = m2l1lc2 sin (q2) q˙1 (23)
c22 = 0 (24)
g1 =
[
m1lc1 + m2l1
]
g sin (q1) + m2lc2 g sin (q1 + q2) (25)
g2 = m2lc2 g sin (q1 + q2) (26)
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Figura 7: Trayectorias deseadas: (——–) xd definida en (29) y (——–) yd definida en (30)
donde li representa la longitud del i–e´simo eslabo´n (i = 1, 2);
lci es la longitud al centro de masa del i–e´simo eslabo´n; mi de-
fine la masa del i–e´simo eslabones; Ii es la inercia del i–e´simo
eslabo´n respecto al centro de masa, y g es la aceleracio´n de la
gravedad, (Kelly y Santiba´n˜ez, 2003).
3.1. Modelo cinema´tico inverso
Desde el punto de vista pra´ctico, el modelo cinema´tico inverso
es de gran importancia ya que permite obtener las posiciones ar-
ticulares q en te´rminos de la posicio´n y orientacio´n del extremo
final del u´ltimo eslabo´n con respecto al sistema de referencia de
la base, (Kelly y Santiba´n˜ez, 2003). Para el caso del robot de 2
(GDL), el modelo cinema´tico inverso se define como:
qd1 = tan
−1
(
yd
xd
)
− tan−1
(
l2sen
(
qd2
)
l1 + l2 cos
(
qd2
) ) (27)
qd2 = cos
−1
 x2d + y2d − l21 − l222l1l2
 (28)
A partir de estas ecuaciones se pueden obtener las relaciones de
velocidad y aceleracio´n, (Kelly y Santiba´n˜ez, 2003).
3.2. Trayectoria deseada
El objetivo del experimento es que el efector final del robot de
2 (GDL) siga una trayectoria deseada, la cual se define como
xd = h + r cos (ω1t) cos (ω2t) [m] (29)
yd = k + r cos (ω1t) sen (ω2t) [m] (30)
donde h = 0.0 [m] y k = 0.0 [m] indican el centro de la trayec-
toria, es decir (h, k), r = 0.05 [m] es el radio, ω1 = 0.6283 [m/s]
y ω2 = 0.3142 [m/s] son las velocidades angulares. Las trayec-
torias se definen en funcio´n a las frecuencias f1 = 0.1000 [Hz]
y f2 = 0.0500 [Hz], respectivamente; y a su perı´odo T1 = 10 [s]
y T2 = 20 [s], respectivamente. La Figura 7 muestra el perfil de
la trayectoria deseada para ambas articulaciones.
La trayectoria realizada por el brazo robot de 2 (GDL) en el es-
pacio cartesiano se ilustra en la Figura 8, la cual es una gra´fica
xd contra yd.
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Figura 8: Trayectoria deseada (xd vs. yd)
A partir de (29) y (30) es posible obtener analı´ticamente las
velocidades deseadas, las cuales se definen como:
x˙d = −ω1r sin (ω1t) cos (ω2t) − ω2r cos (ω1t) sin (ω2t) (31)
y˙d = −ω1r sin (ω1t) sin (ω2t) + ω2r cos (ω1t) cos (ω2t) (32)
La velocidad deseada se muestra en la Figura 9.
3.3. Procedimiento
El desempen˜o de los observadores se compara al usar las velo-
cidades estimadas en una ley de control la cual es disen˜ada en
tiempo continuo y cuyo objetivo es seguir la trayectoria desea-
da definida en (29) y (30). Los esquemas de control–observador
son implementados en tiempo discreto con un tiempo de mues-
treo de T = 25 milisegundos. Los mismos valores de Kp y Kv
son usados en todos los casos. Las pruebas son realizadas impo-
niendo variaciones en ambas articulaciones a trave´s del modelo
cinema´tico inverso segu´n la trayectoria deseada. El desempen˜o
del control usando las velocidades estimadas se compara con la
velocidad obtenida a trave´s de la diferenciacio´n nume´rica. Las
ganancias usadas se presentan en la Tabla 2.
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Figura 9: Velocidad deseada calculada analı´ticamente: (——–) x˙d definida en (31) y (——–) y˙d definida en (32)
Tabla 2: Para´metros usados en los experimentos.
Bloque Variable Valor
Observador Nicosia
ε 0.000300
Hp 10.00000
Hv 500.0000
Observador Nijmeijer Lp 11.32600Ld 26.17920
Derivada sucia a 500.0000
b 500.0000
Diferenciador de Levant
L 2.314300
λ1 10.00000
λ2 60.00000
Control PD Kp 1618.000Kv 80.44870
La Figura 10 describe el sistema experimental. Las entradas al
bloque Observador generan la velocidad estimada que alimen-
ta al bloque Control, generando el par necesario para seguir la
trayectoria deseada.IEEE ACCESS, VOL. XX, NO. X, XXX 2018 3PSfrag replacements
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Figura 10: Diagrama a bloques del sistema experimental
3.4. Control PD con compensacio´n de gravedad
El control PD con compensacio´n de gravedad esta´ dada por
τ = Kp q˜ + Kv ˙˜q + g (q) (33)
donde Kp, Kv ∈ Rn×n son matrices sime´tricas definidas posi-
tivas. Esta ley de control hace uso explı´cito del conocimiento
parcial del modelo del manipulador especı´ficamente g (q). Para
implementar el esquema de control se define g (q) como
g (q) =
[
3.845sen (q1) + 1.82sen (q1 + q2)
1.82sen (q1 + q2)
]
(34)
donde q =
[
q1 q2
]T ∈ Rn representa la posicio´n real de las ar-
ticulaciones del robot de 2 (GDL). q1 y q2 son la posicio´n de la
primera y segunda articulacio´n, respectivamente. Cabe sen˜alar
que los datos te´cnicos para definir el vector g (q) se encuen-
tran disponibles para el robot experimental utilizado. Adema´s,
la demostracio´n de estabilidad de esta estructura de control pue-
de consultarse en (Kelly y Santiba´n˜ez, 2003).
3.5. Resultados experimentales
Para facilitar la interpretacio´n de los resultados experimenta-
les estos son presentados en coordenadas cartesianas. Sin em-
bargo, el sistema completo (Control, Robot, Observador) re-
quiere de la informacio´n en coordenadas articulares. La Figura
12 presenta las gra´ficas (xd vs yd). La respuesta del observador
de Nicosia se muestra en la Figura 13, el seguimiento de la tra-
yectoria deseada (Figura 13(a)), el error de seguimiento (Figura
13(b)), la estimacio´n de la velocidad (Figura 13(c)), el error de
estimacio´n (Figura 13(d)), indican que el observador de Nico-
sia converge a la trayectoria deseada en un tiempo finito. De
igual forma en las Figuras 14, 15 y 16 se define la respuesta del
observador de Berghuis–Nijmeijer, la Derivada Sucia y el dife-
renciador de Levant, respectivamente. La sen˜al de control que
alimenta al bloque Robot, se ilustra en el inciso e) de las Figu-
ras 13, 14, 15 y 16. Se observa que la sen˜al de control es ruidosa,
esto debido a la estimacio´n de la velocidad. No´tese que el u´nico
observador que realiza saturacio´n al cumplir con la trayectoria
deseada es el de Berghuis–Nijmeijer, el cual excede el par de
100 Newtons. Las protecciones de los drivers permiten conti-
nuar con el seguimiento de la trayectoria. Las sen˜ales de control
ma´s ruidosas son las generadas por el observador de Nicosia y
el observador de Berghuis–Nijmeijer. En la implementacio´n es-
to genera un poco de vibracio´n en el brazo robot, mientras que
la Derivada Sucia y el Diferenciador de Levant tienen el mismo
tipo de sen˜al de control. Se observa que todas las estructuras
control–observador estiman satisfactoriamente la velocidad del
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sistema lo que permite cumplir con el seguimiento de la tra-
yectoria. Para determinar cual de las estructura estima mejor la
velocidad se usa el ı´ndice de desempen˜o.
3.6. I´ndice de desempen˜o
El ı´ndice de desempen˜o se usa para medir la norma L2 del
error de la variable de intere´s. Un valor pequen˜o de dicha nor-
ma representa un error pequen˜o y por lo tanto, indica un mejor
desempen˜o, (Khalil, 1996). En general, este ı´ndice se define co-
mo
L2 =
√
1
t − t0
∫ t
t0
‖%‖2dt (35)
donde % es la variable de error que se desea analiza, t y t0 es
el intervalo de tiempo del experimento. Para este caso % repre-
senta
[
x˜, y˜
]
. La gra´fica del ı´ndice de desempen˜o se encuentra en
la Figura 11. En esta figura se observa que el Diferenciador de
Levant tiene el mejor desempen˜o mientras que el observador de
Berghuis–Nijmeijer es el que tiene el peor desempen˜o.
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Figura 11: I´ndice de desempen˜o
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Figura 12: Seguimiento de la trayectoria deseada (xd vs yd).
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(a) Seguimiento de posicio´n: posicio´n real x (− − −), posicio´n deseada xd ( ), posicio´n real y (− − −), y posicio´n deseada yd ( )
IEEE ACCESS, VOL. XX, NO. X, XXX 2018 3
PSfrag replacements
[m]
[s]
Figura 2. Nicosia Posicion
PSfrag replacements
[m]
[m]
[s]
[s]
Figura 3. Nicosia Error Posicion
x
(b) Error de seguimiento de posicio´n: error de posicio´n x˜ = x − xd ( ) y error de posicio´n y˜ = y − yd ( )
IEEE ACCESS, VOL. XX, NO. X, XXX 2018 4
PSfrag replacements
[m/s]
[s]
Figura 4. Nicosia Velocidad
PSfrag replacements
[m/s]
[m/s]
[s]
[s]
Figura 5. Nicosia Error Velocidad
PSfrag replacements
[m]
[s]
Figura 6. Nicosia Sen˜al Control
[m/s]
(c) Estimacio´n de Velocidad (observador): velocidad estimada ˙ˆx ( ) y velocidad estimada ˙ˆy ( )
IEEE ACCESS, VOL. XX, NO. X, XXX 2018 4
PSfrag replacements
[m/s]
[s]
Figura 4. Nicosia Velocidad
PSfrag replacements
[m/s]
[m/s]
[s]
[s]
Figura 5. Nicosia Error Velocidad
PSfrag replacements
[m]
[s]
Figura 6. Nicosia Sen˜al Control
x
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IEEE ACCESS, VOL. XX, NO. X, XXX 2018 4
PSfrag replacements
[m/s]
[s]
Figura 4. Nicosia Velocidad
PSfrag replacements
[m/s]
[m/s]
[s]
[s]
PSfrag replacements
[N]
[s]
Figura 6. Nicosia Sen˜al Control
x
[N] [N]
[s][s]
(e) Par aplicado en el hombro ( ) y par aplicado en el codo ( )
Figura 13: Gra´ficas del observador de Nicosia.
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(c) Estimacio´n de Velocidad (observador): velocidad estimada ˙ˆx ( ) y velocidad estimada ˙ˆy ( )
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(e) Par aplicado en el hombro ( ) y par aplicado en el codo ( )
Figura 14: Gra´ficas del observador de Berghuis–Nijmeijer.
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Figura 15: Gra´ficas de la Derivada Sucia.
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(e) Par aplicado en el hombro ( ) y par aplicado en el codo ( )
Figura 16: Gra´ficas del Diferenciador de Levant.
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4. Conclusion
En este trabajo se presenta un estudio comparativo de observa-
dores y diferenciadores que se usan para obtener la velocidad, la
cual sera´ alimentada a una estructura de control, cuya finalidad
es seguir una trayectoria deseada.
Para determinar el mejor desempen˜o se usa la evaluacio´n de la
norma L2 del error, cuyo resultado permite determinar cuan-
titativamente el desempen˜o de la variable de intere´s. En este
trabajo se demostro´ experimentalmente que el diferenciador de
Levant tiene el mejor desempen˜o en comparacio´n con las otras
estructuras usadas para estimar la velocidad.
Los experimentos se realizaron con el conocimiento parcial del
modelo, ya que el u´nico te´rmino conocido es el par gravitacio-
nal. La incertidumbre del modelo se compensa con la obtencio´n
de la velocidad y el uso de la posicio´n obtenida por el control–
observador.
En conclusio´n, la prueba realizada ha demostrado que los ob-
servadores de alta ganancia (observador de Nicosia y el obser-
vador de Berghuis–Nijmeijer) producen resultados aceptables,
pero los diferenciadores (Derivada sucia y Diferenciador de Le-
vant) generan los mejores resultados desde el punto de vista del
error de seguimiento. Y de los diferenciadores el mejor desem-
pen˜o lo obtuvo el Diferenciador de Levant.
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