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Abstract. In statistical analysis, ignoring the clustered structure of data
can lead to invalid results and statistical tests to be falsely rejected too often.
Through R simulations, we investigated the effect of neglecting data clustering
and explored statistical approaches that take data clustering into account. Our
results and findings are consistent with the literature.
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Introduction

Data is considered clustered when it is classified into a number of different groups. Each cluster contains multiple observations which gives the data a
nested or hierarchical structure. The key feature are the observations within a
cluster are more alike than observations from different clusters. This produces
a correlation between observations within the same cluster known as the intracluster correlation. Therefore, observations within a cluster are correlated and
observations from separate clusters are independent[2].

1.1

Research Problem

Our research problem states that in statistical analysis, ignoring the clustered structure of data can lead to invalid results and statistical tests to be
falsely rejected too often.

1.2

Applications

This structure of data can be seen in real world applications such as patients
going to the same physician, people living in the same neighborhood, ratings
provided by the same judge, students taught by the same instructor, and many
more.
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For instance, you might enlist three teachers to teach their classes math
one way and three other teachers to teach their classes math the second way.
Suppose you then ran an ordinary t-test comparing final exam scores of all
students having the first technique with those having the second technique,
ignoring which particular class they were in. It turns out that you would get
invalid results and would reject way too often because students within each class
are related due to having the same teacher and other common factors. When
clustering is high, this situation is especially bad because this indicates that the
students’ scores within each class are strongly correlated.
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2.1

Methodology
Cluster Creation

Cluster sizes were simulated using a multinomial distribution. First, we
formed 20 clusters using 200 data points. Once the sizes were generated from
the multinomial distribution, they are fixed. This also means our 20 cluster sizes
are fixed throughout the study. We also made sure that each cluster contains at
least 4 data points so that all the subsequent hypothesis tests can be run with
a sufficient number of observations. Following [2], we will also investigate two
different case scenarios when designing the clustering structure. In an attempt
to compare the means of two population groups (e.g., control versus treatment),
clustering could appear in two common ways.

2.2
2.2.1

The Two Cases of Clustered Data
Case 1

Case 1 is where only one of the groups that is being compared is represented
in each cluster. For example, we can try to compare students’ outcomes from
two teaching methods. The experiment would be conducted with all students
from one class being taught one way while all students from another class will
be taught a different way and what class the student is in is random. Each class
represents a cluster and each class will contain either students receiving the first
teaching method or the second.
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Based on the above visualization, we see each cluster is represented by a
different color and there is no overlap in color between Groups 1 and 2.
2.2.2

Case 2

Case 2 is where each cluster contains observations from both groups. Again,
we can try to compare students’ outcomes from two teaching methods. The
experiment would be conducted with students from various schools. Within
3

each school some students are randomized to one teaching method and some to
the other. Each school represents a cluster and each school will contain students
receiving both teaching methods.

From the above visualization, each cluster is represented by a different color,
but we see the same color appear in both Group 1 and Group 2. Our design lets
the two groups to take approximately the same size within the same cluster.
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2.3

Experiment Design

Our research and methodology was modeled according to Galbraith et al.
(2010) [2].
2.3.1

Data Distributions

Our data can be generated from the following formulas:
yik = µ + βzik + bk + ϵik

(1)

yik = exp(µ + bk + ϵik ) + βzik

(2)

(1) can be used to generate the data from the normal distribution and (2) from
the skewed distribution.
The ith data point in the kth cluster is denoted by yik , zik indicates the
group (0 for group 1 and 1 for group 2), bk is a cluster-specific effect that is
i.i.d. and normal with a variance denoted as σb2 , ϵik is i.i.d. and normal with a
2
variance denoted as σw
, and β is the group effect where 0 indicates no difference
between groups. Usually, bk is known as the between cluster variation whereas
ϵik is the within cluster variation.
2.3.2

Intracluster Correlation (ICC)

To measure the clustering effect in the data, the intracluster correlation
coefficient was introduced. The ICC is the ratio of the between cluster variation
and the total variation as seen here:
σb2
2
σb2 +σw

We can observe the relationship that the higher the ICC is, the more clustered the data is.

2.4

Clustered Data Generation

We utilized the same parameters as in [2] but added more arbitrary values
of β and various ICC values to have 12 models as described below:
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From models 1 to 6 and also from 7 to 12, we implemented β values in an
ascending order. Our normal models have β values of 0, 0.2, 0.5, 1, 2, and 3.
On the other hand, our skewed models have β values of 0, 0.3, 1, 1.5, 2.5, and 3.
Our clustered data generation consists of a mix of 1,000 simulations for the ICC
values at 0.2, 0.4, 0.6, 0.8, and 0.9 and 10,000 simulations for the ICC value at
0.7.
2.4.1

Parallel Computing

Due to the large number of models and iterations, we were challenged by
both the hardware and time limitations. After some research and experiment
into parallel computing, we used the mclapply() function from the parallel R
package to accommodate with the mass amount of data simulations[3]. Using
parallel computing helped reduce our time from 28 hours to 6 hours to generate
each simulation. Our hardware specifications included a 2.3 GHz Quad-Core
Intel Core i7 processor and 32 GB of memory.
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2.5

One- and Two-Sided Statistical Tests

From [2], we have seen that there were severe consequences stemming from
neglecting data clustering. [2] also demonstrated a few approaches to make
things correct by utilizing the paired t-test, wilcoxon signed-rank test, linear
mixed model (LMM), generalized estimating equation (GEE), and Datta and
Satton 2005 [1].
Similar to [2], we replicated the ordinary t-test and the wilcoxon rank-sum
test under both Case 1 and Case 2. But in addition to what was done in their
study, we experimented with both one- and two-sided statistical tests.
As for the approaches that take data clustering into account, we investigated
both the paired t-test and the wilcoxon signed-rank test as well.
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3.1

Results and Analyses
ICC = 0.7 Case 1 Rejection Rates

The tables above are our results for the Case 1 10,000 simulations for the
ICC = 0.7. These are the proportions of datasets for which the null hypothesis
is rejected for one and two-sided t- and wilcoxon-tests which we refer to as the
rejection rates.
Models 1 and 7 represent the Type I errors for the normal and skewed
distributions, respectively. As we can see from the tables, the Type I errors are
way too high and greater than the threshold of 0.05. The two-sided tests also
have a larger Type I error than the one-sided tests.
Models 2 - 6 and 8 - 12 represent the power the test. We can observe that
as the β values increases, the power also increases. In addition, there is no clear
pattern between the two- and one-sided tests.
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3.2

ICC = 0.7 Case 2 Rejection Rates

The tables above are our results for the Case 2 10,000 simulations for the
ICC = 0.7. Again, the numbers in the cells are the proportions of datasets out
of the 10,000 simulations for which the null hypothesis is rejected for one- and
two-sided t- and wilcoxon-tests.
Case 2 exhibited similar findings as Case 1 but there are some differences.
For Type 1 errors, we see that the Case 2 Type 1 errors are way too low.
Therefore, Case 2 is more conservative than Case 1 in which we reject the null
hypothesis less often. For the power of the test, Case 1 tends to give a larger
power than Case 2 for moderate β values. However, when β is sufficiently large,
Case 2 will have a larger power.

3.3

The Effect of ICC Values

To investigate the impact of the ICC values on the test results, we used our
data simulated with ICC values from 0.2 to 0.9, each with 1,000 iterations. Our
results are demonstrated in the graph below:
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This line graph depicts the probability of the Type I error as the ICC increases. We can observe that as the strength of the intracluster correlation
increases, the effects of ignoring the data clustering become more pronounced.
Under Case 1, represented by the black lines, the ICC for both two-sided and
one-sided tests show that the larger ICC tend to have larger Type I errors and
the two-sided Type I errors are always larger than the one-sided. Under Case
2, seen in the red lines, the probability of the Type I error generally decreases
with the increase in the ICC for both one-sided and two-sided tests, but the
difference between one-sided and two-sided tests is much smaller, compared to
Case 1.

3.4

ICC = 0.7 Case 1 Paired Rejection Rates

As pointed out by [2], one possible solution to dealing with clustered data
is to simply use the dependent tests. The idea is to compare the cluster means
rather than individuals. Hence, the independent t- or wilcoxon-tests could be
replaced by paired t- or wilcoxon-tests.
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3.5

ICC = 0.7 Case 2 Paired Rejection Rates

Here are our results for the one and two-sided paired t- and wilcoxon-tests
for Case 1 and Case 2. The values in the tables are the proportions of datasets
out of the 10,000 simulations where the null hypothesis gets rejected, with the
ICC = 0.7.
We can see that the rejection rates from models 1 and 7 are closer to the
true probability of the Type I error. For the other models, the power of the
tests are reduced compared to the independent test’s power. In general, the null
hypothesis in models with smaller β’s are rejected less than that in models with
larger β’s. After implementing the paired tests, we can bring probabilities of
the Type I error to be close to 0.05 and reduce the power of the test overall. In
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addition, the skewed models follow the same pattern as in the normal models.
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Conclusion

In conclusion, neglecting data clustering will result in significant amounts
of rejection rates which was reflected in the inflated probabilities of committing
Type I errors and the power of the test. We were able to demonstrate this
effect using R simulations where we utilized different models with various β and
ICC values as well as visualizing some clustering of data. We conducted oneand two-sided t- and wilcoxon-tests and our results expressed the high rejection
rates. We corrected this danger by conducting the one and two-sided paired tand wilcoxon-tests and our results improved with the reduction of the power of
the test and the Type I error rates were brought closer to 5% .
We did encounter significant challenges in generating the simulated clustered data that took into account the different cases and different ICC values.
Especially because parallel computing was new to us, we spent a considerable
amount of time to get it work properly.
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Future Work

Some future work on this research would be to perform the other statistical tests that consider clustering from [2]. While the paired t- and wilcoxontests took clustering into consideration, aggregating individual observations into
means can result in information being lost which might lead to the conclusion
that the paired tests are not the best solutions. However, one popular method,
the linear mixed model, would actually use the original observations without
losing information. There are more advanced models mentioned in [2] which are
worth further investigation.
On the other hand, it would also be interesting to investigate the effect of
ignoring the clustered structure of data with a different number of observations
as well as different β and ICC values.
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