ABSTRACT Hash-based learning has attracted considerable attention due to its fast retrieval speed and low computational cost for the large-scale database. Compared with unsupervised hashing, supervised hashing achieves higher retrieval accuracy generally by leveraging supervised information. Most existing supervised hashing methods, such as supervised discrete hashing (SDH) and fast SDH (FSDH), are concerned more with the centralized setting. SDH regresses the hash code to its corresponding label, rather FSDH regressing each label to its corresponding hash code. However, in many realistic applications, large amounts of data are usually distributed across different sites. Thus, supervised distributed hashing (SupDisH), which is based on the distributed framework and supervised learning, has been proposed and liberates the limitations of centralized hashing. In this paper, based on FSDH, we propose the distributed fast supervised discrete hashing (DFSDH), which both inherits the excellent retrieval performance of SupDisH and gets significant enhancement in efficiency. Specifically, FSDH is introduced into a distributed framework, in which the centralized hash learning model is shared by all agents. Meanwhile, consistency constraints are introduced to ensure that multiple agents deal with distributed hash learning in parallel. For each agent, an alternate iterative procedure is employed to obtain high-quality binary codes and hashing function. The extensive experiments demonstrate that DFSDH is competitive to most centralized supervised hashing methods and existing distributed hashing methods.
I. INTRODUCTION
As one of methods been proposed for approximate nearest neighbor search, hashing has been widely studied and used for various large-scale applications, including object recognition, computer vision, image retrieval, and related areas [1] - [4] , for several decades. Hashing methods construct a series of hash functions that map the original similar highdimensional data into compact binary codes. Through hashing, nearest neighbor search can be accomplished with a constant time complexity, which enables large efficiency to gain in both storage and computation speed. Existing hashing methods are mainly classified into two categories: dataindependent and data-dependent.
Data-independent hashing methods do not use training data to learn binary codes and hash functions. Locality sensitive
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hashing (LSH) [5] is a representative data-independent hashing method, which generates hash code based on random projection. However, LSH has a high probability to map samples with high similarity into the same hash codes. Over recent years, most works are concerned more about datadependent hashing methods, which make full use of the training data to learn compact hash codes and hash functions. Thus, data-dependent hashing is also called hash function learning (HFL) . Existing data-dependent hashing methods are further classified into three categories: unsupervised hashing, semi-supervised hashing, and supervised hashing.
Unsupervised hashing methods, including iterative quantization (ITQ) [6] , anchor graph hashing (AGH) [7] , spectral hashing (SP) [8] , [9] , etc., use the feature information of samples to learn without label information. Semi-supervised hashing methods have been exploited to learn hash functions with both unlabeled and labeled information [10] - [14] . In addition, supervised hashing is employed to design hash VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ function by label information. Representative supervised hashing methods include SDH [15] , FSDH [16] , kernel-based supervised hashing (KSH) [17] , supervised deep hashing [18] , [19] , etc. Though all the hashing methods mentioned above have been widely applied, they are merely suitable for learning binary codes and hash functions by a single machine, i.e., centralized hashing. In real-world applications, with the emergence of gigantic data, it is far from our demand that processing a large amount of data on a single machine. The data are usually distributed across different locations, such as images over networks, distributed databases, etc. To deal with the data in those environments, a few works about distributed hashing have been proposed [20] - [22] . Leng et al. put forward hashing for distributed data (DisH) [20] , which is an unsupervised distributed hashing model and decomposes a centralized hashing model into multiple subproblems with consensus constraints to obtain hash codes and dictionary matrix. Wang et al. proposed another unsupervised distributed hashing method named distributed graph hashing (DGH) [21] , which is based on AGH [7] . Zhai et al. proposed supervised distributed hashing (SupDisH) [22] by extending the supervised discrete hashing (SDH) [15] method into distributed framework. In addition, due to the instability of algorithms and high time complexity, these methods have a little inferiority either in retrieval precision or in training time. This inspires the study of the following work.
In this paper, to fully utilize the superiority of FSDH [16] to SDH [15] , distributed fast supervised discrete hashing (DFSDH), based on FSDH, is proposed. The proposed method regresses label information to hash code on a single agent and adds nonlinear embedding on local objective functions to ensure that the binary codes belonging to the same class are different. Then, local objective function is resolved into three associated sub-problems and update in an iterative manner with three steps. From a global perspective, the consistency of global variables is considered in a distributed framework to ensure that local variables of each agent update in parallel. Thus consistency constraints are further introduced to the global objective function. It is shown that our method has enhanced both retrieval precision and training efficiency.
For the sake of underlining the contributions of our work, the advantages of the DFSDH can be summarized as follows:
1. In order to embody the higher classification properties of binary discrete compact codes in a distributed framework, i.e., the hamming distance of hash codes within different classes is as large as possible. We regress label information to binary code in distributed hashing learning. To some extent, our method can significantly improve the performance in retrieval accuracy.
2. Our method adopts a closed-form solution at the step of learning binary code rather than a bit-by-bit solution. Meanwhile, at the step of updating local projection matrix, the method of regressing label information to learn binary code has decreased the computation complexity. Based on theoretical analyses and experimental result verification, both the solutions can greatly reduce the training time.
The rest paper is organized as follows: In section II, the notations, hash function and distributed network model are introduced briefly. Section III proposes a distributed fast supervised discrete hashing model and gives the formula deduction. Besides, the complexity analyses are reported in Section IV. In Section V, the performances of DFSDH and other methods are evaluated on two benchmark datasets. Finally, Section VI makes the concluding remarks.
II. PRELIMINARIES A. NOTATIONS
The main notations of this paper are defined as follows: the lowercase letters x, y are vectors and the boldface uppercase letters like X are denoted as matrices. X T , X -1 , tr (X) and X F denote the transpose, inverse, trace and Frobenius norm of X, respectively. Identity matrix with a size of r × r is denoted by I r .
B. HASH FUNCTION
Since hashing learning is converting high-dimensional data into compact binary hash codes, the primary issue to consider is learning k bits hash function h (·). Then, a nonlinear embedding learning method is employed to get hash codes of the training data and compute query by hash function, which is defined as follows:
where K (x) is a q-dimension row vector defined by RBF (Gaussian) function. {a i } q j=1 are q anchor points, which are randomly selected from the training instances, and σ is kernel width. P ∈ R q×k is the projection matrix, which projects K (x) to low-dimension space. Considering that the aim is to learn binary codes, we add sign(·), which outputs 1 for positive numbers and -1 otherwise. The hash function adopted is widely used and has a good performance [17] .
C. DISTRIBUTED NETWORK MODEL
In this paper, hashing is proposed to learn in a distributed learning network, in which training data are distributed across P agents. Specifically, the topology of the network (e.g., Fig. 1 ) in our work is represented by an undirected graph G = (V , E), where V = {1, 2, · · · , P} and E ⊂ {{l, s} |l, s ∈ V , l = s } denote the set of all agents and the set of edges, respectively. While {l, s} ∈ E indicates that agent l and agent s connect in an undirected graph, which means they can communicate with each other directly, i.e., l and s are neighbor agents. Meanwhile, N (l) is used to denote the set of neighbor agents of l. In real-world, the distributed network model can be applied to many occasions and each agent represents a single machine. For instance, each computer can be represented as an agent in computer network; multimedia datasets are distributed in multiple sites connected by communication network and each agent represents a site; a sensor node can be represented as an agent in a wireless sensor network, etc.
III. FORMULATION OF DISTRIBUTED FAST SUPERVISED DISCRETE HASHING
In this section, we introduce distributed fast supervised discrete hashing model in detail (e.g., Fig. 2 ). Suppose n training samples are distributed across P agents over a randomly generated network. Let
denote local data feature matrix and local ground truth label matrix on agent l ∈ V respectively, where n l denotes the number of training data in l-th agent and y i zl = 1 if x i l belongs to the class z, and 0 otherwise. Then the whole feature dataset X is the sum of local data feature matrices and the ground truth label dataset Y is the sum of local ground truth label matrices, i.e.,
n l ×k belonging to which can be easily derived by
A. GLOBAL OBJECTIVE FUNCTION
When data is distributed across a series of agents in randomly generated distributed network, inspired by FSDH [16] , DFSDH considers regressing local label information to local hash code matrix. Thus, global object functions can be written as: where W ∈ R c×k is employed to project class label matrix to assigned hash codes in the process of optimization. λ corresponding to W in the second term is the penalty parameter.
Nevertheless, different from FSDH, the objective hash function designed is just for distributed environment with P agents and the local hash code matrix B l can be updated in parallel. Therefore, for the sake of that the hash functions and projection matrices of all agents are consistent, respectively, projection matrices W and P are global variables and shared by agents. However, it is unrealistic to share and update global variables in parallel. Inspired by DisH [20] , a series of local auxiliary variables {W l } p l=1 and {P l } p l=1 are introduced to substitute W and P. Furthermore, to ensure the consistency, the constraints W l = W s and P l = P s are appended, for l, s ∈ {1, 2, · · · , P}. Particularly, distributed network modal can't guarantee that any two agents communicate directly in pairs, which allows them to share information indirectly. For instance, agent V4 and agent V6 in Fig. 1 can easily satisfy W 4 = W 6 and P 4 = P 6 due to the facts that W 4 = W 8 = W 5 = W 6 and P 4 = P 8 = P 5 = P 6 . A new distributed global objective function is rewritten as follows:
Obviously, owing to the existence of discrete constraint, the equation (3) is a NP-hard problem. Inspired by AGH [7] , a relaxation approach, which simplifies hash function into B l = K (X l ) P l in the term of constraint condition, is adopted to solve discrete binary variable B l . Then the constraint term is incorporated into the optimal learning process, which is solved by Largrangian regularization method [23] . The distributed discrete optimization problem of (3) becomes:
where µ is penalty parameter and the last term of (4) is also called discrete loss error that measures the deviation between continuous real-value embedding and binary codes. The equation (4) is the final target of our method, by which not only ideal hash function can be obtained, but also binary hash code can be directly learned in the process of objective optimization. It is also worth noticing that the training process is to learn over multiple nodes and when the number of nodes is one, the DFSDH is equivalent to FSDH [16] , which is centralized hashing learning.
B. DISTRIBUTED LEARNING AND OPTIMIZATION
It is unrealistic to compute and update the objective variables of joint optimization problem (4) at the same time. Thus an alternating procedure is employed to update three variables iteratively, i.e., converting the whole problem into three subproblems and updating one variable while the other two variables are keeping fixed. B-Subproblem: If W l and P l are fixed, local objective of equation (4) can be rewritten as:
Decompose the equation (5) and rewrite it:
After a simple decomposition with equation (6) and
The equation above is equivalent to:
Thus, the local hash code matrix B l can be easily obtained as follows:
W-Subproblem: If B l and P l are fixed, local objective of equation (4) can be rewritten as:
Obviously that the equation (9) is a constraint optimization problem, then a widely used alternating direction method of multipliers (ADMM) [24] is employed to solve it. ADMM integrates dual ascent decomposability and excellent convergence properties of Augmented Lagrangians. Then the augment Lagrangian multiplier of (9) can be generalized as:
where T l,s is Lagrangian multiplier, which is corresponding to the constraint W l = W s ; α is the penalty parameter corresponding to regularization term. ADMM solve the equation(10) by the following two steps, which iteratively update in the closed-form:
However, the difficulty is that the Lagrangian multipliers are so much that we should solve it at the expense of consuming large computational complexity. Thus, inspired by the symmetry of adjacency matrix, i.e., s ∈ N (l) also means l ∈ N (s), the third term of (10) can be simplified as follows:
where we define l = s∈N (l) l,s − s,l , which integrates two Lagrangian multipliers into one Lagrangian multiplier and reduces the computational complexity. According to the second term of (11), the relationship between l and W l can be further deduced as follows:
Finally, the ultimate results of (11) can be obtained as follows:
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In the same way as (10) , global objective function can be rewritten as follows:
where T l,s is Lagrangian multiplier, which is corresponding to the constraint P l = P s ; β is the penalty parameter corresponding to regularization term. It is easy to solve the optimization based on the similar solution of W-subproblem. Then the following two steps are iteratively updated in the closed-form solution:
The whole flow of the proposed method distributed fast supervised discrete hashing is described in Algorithm 1. It is noteworthy that although our approach is demonstrated in a certain order in the process of derivation, the three subproblems are updated in parallel in real application scenarios, i.e., local B l of B-subproblem, W l and l of W-subproblem, P l and l of P-subproblem are updated in parallel on each agent.
IV. COMPLEXITY ANALYSIS
In this section, we give the complexity analyses of the proposed DFSDH in communication and computation. Firstly, we recall related data of work mentioned above: the size of the whole training examples is n. The number of agents is P and the size of training examples on l-th agent is n l . The dimension of training examples is d and the number of label categories is c. The number of anchor points, which are selected from training examples randomly, is q and the code length of binary hash code is k.
A. COMMUNICATION COMPLEXITY
In a distributed framework based on consensus constraints, agents will share variables with their neighbors in the process of iteration, like the W-subproblem and P-subproblem of our algorithm. Take the l-th agent for example, sharing variables W l and P l needs communication complexity with O(N l ck) and O(N l qk), respectively. Then general communication complexity of single agent is O (N l ck + N l qk) .
Algorithm 1 Distributed Fast Supervised Discrete Hashing
Input: Distributed training data: χ = {χ l } P l=1 , where
Code length: k; Regularization parameter: λ, µ, α, β; Maximum iteration: N ; Feature matrix of training data K (X l ); Binary codes:
Loop until convergence or reach maximum iteration: B-subproblem:
learning {W l } P i=1 and updating { l } P i=1 according (14) . P-subproblem:
End loop
B. COMPUTATION COMPLEXITY
The computation complexity of our method are mainly reflected in four parts: initialization of feature matrix, binary hash code generation (B-subproblem), classifier projection matrix learning (W-subproblem) and hash function projection matrix learning (P-subproblem). For l-th agent, the complexity of initializing K (X l ) is O(N l dq). At each iteration, generating binary hash code needs computation complexity with O(N l ck + N l qk). For a matrix A ∈ R m×m , according to the method of Coppersmith et al. [25] , the time complexity of computing A −1 is T (m) = O(d 2.376 ). Hence, the computation complexity of updating W l and
+ qN l k), respectively. Due to the facts that the whole training data are distributed on several agents and subproblems compute on each agent in parallel, the proposed method performs more efficient than centralized setting based on same training samples. In terms of computational time complexity, with the number of data on single agent increasing, the time complexity will increase linearly.
V. EXPERIMENTS
The proposed approach is compared with the relevant existing distributed hashing methods including SupDisH [22] , DisH [20] , where SupDisH is supervised distributed hashing and DisH is unsupervised distributed hashing. Some representative centralized ones including AGH [7] , KSH [17] , VOLUME 7, 2019 SDH [15] , FSDH [16] are also compared. Experiments are executed on two image datasets CIFAR-10 [26] and NUS-WIDE [27] to evaluate the performance of DFSDH in terms of training time, average precision and mean average precision (MAP). Due to the fact that both the two datasets are relatively small, 1000 anchor points are selected randomly from the training samples. For fair comparison, in SupDisH and DFSDH, we empirically set λ, µ, α, β and maximum iteration number T to 1, 1e-5, 1e-3, 1e-3 and 10, respectively. The distributed network model is constructed with 10 agents and each agent can only communicate with its neighbors directly. All our experiments are conducted on the workstation with 2.53 GHz Intel Xeon CPU and 16GB RAM.
A. EXPERIMENT RESULTS ON CIFAR-10
In this experiment, the widely used image dataset CIFAR-10 is adopted to verify that DFSDH is more competitive to most existing centralized hashing and distributed hashing methods. The CIFAR-10 dataset consists of 60K GIST descriptor extracted from 32×32 color images and each image has 512 feature dimensions, which is a single-label dataset and includes 10 classes (6K images per class). For all the methods compared, 59K samples are selected randomly for training, which include 10 classes (5,900 samples per class), and the remaining samples for testing. Particularly, for DisH, SupDisH and the proposed method, 59K training samples are distributed across 10 agents (5,900 samples per agent). Then, we evaluate the performance based on hamming ranking of hashing codes and report the average precision (presion of Hamming radius 2), MAP and training time with different code lengths (16 bits, 32 bits, 64 bits, 96 bits, 128 bits).
The average precision scores of the compared methods with different code lengths are shown in Fig. 3 . While the code length k = 16 and k = 32, DFSDH achieves higher average precision than SupDisH and performance of which is more stable generally. Compared with the aforementioned centralized methods, our method has a significant advantage in average precision. Besides, due to the utilization of supervised information, DFSDH is superior to DisH with a large margin.
Moreover, Fig. 4 shows the MAP of the compared methods. It can be observed that DFSDH, SDH, and FSDH have similar performance. Compared with SupDisH, AGH, KSH, and SDH, DFSDH is much better in MAP.
To clearly show the parameter sensitivity with regard to λ, µ, α and β, respectively, the MAP results on dataset CIFAR-10 with different λ, µ, α, β are shown in Fig. 5 . Table 1 summarizes the training time for learning all training data into compact codes with SDH, FSDH, SupDisH and the proposed method. DFSDH has a merely slight increase in training time, compared with FSDH. However, we found that DFSDH has higher efficiency than SupDisH and performs greater advantage as the code length gets longer.
B. EXPERIMENT RESULTS ON MINST
Next, we measure the performance of the proposed method and other algorithms on another dataset MINST. The method adopted for comparison is same as Experiment A. MINST consists of 70K gray images with handwritten digits from '0' to '9' and each image has 784 dimensions. As for the experiment on MINST, the whole dataset are randomly splited into a training set and a testing set. For all the methods compared, 69K samples are selected randomly for training, which include 10 classes (6,900 samples per class), and the remaining samples for testing. Particularly, for DisH, SupDisH and the proposed method, 69K training samples are distributed across 10 agents (6,900 samples per agent). We evaluate the performance based on hamming ranking of hashing codes and report the average precision (presion of Hamming radius 2), MAP and training time with different code lengths (16 bits, 32 bits, 64 bits, 96 bits, 128 bits).
From Fig. 6 , it can be observed that most methods show an upward trend in average precision as the code length increases. SupDisH and DFSDH show similar performance in average precision. More importantly, the proposed DFSDH still performs well compared with other centralized hashing and unsupervised distributed hashing DisH.
The MAP results of all methods conducted on MINST dataset are shown in Fig. 7 . Overall, we can find that our method keeps considerable MAP with various code lengths and performance of which is no inferior to other methods. Table 2 reports the training time consumption. Compared with other supervised hashing methods, the DFSDH still performs high time efficiency based on a different dataset, which is identical with the results reflected on Table 1 .
C. DISCUSSION
Combining the results of the two experiments above, DFSDH shows similar performance to SupDisH in average precision and MAP. While in terms of training time, DFSDH is obviously better than SupDisH, and the advantage of which will be more remarkable with the increasing of code lengths. Compared with FSDH, although the training time is slightly increasing, DFSDH both liberates the limitation that FSDH can merely be suitable for single agent learning and has better retrieval accuracy than FSDH. Besides, DFSDH has great advantages in terms of retrieval accuracy and training speed, compared with other centralized and distributed hash learning methods. 
VI. CONCLUSION
In this paper, we have proposed a distributed supervised hashing learning method called ''Distributed fast supervised discrete hashing'' (DFSDH) for distributed sites. DFSDH employs a joint objective learning in a distributed manner and integrates hash function learning, hash code generation, and linear classifier learning in the process of objective optimization. Then the global objective optimization is split into three subproblems. For the solution to hash code problem, label information is regressed to compact code on a single agent and the proposed method both significantly decreases computational complexity and makes the learned compact code to be with better classification attributes. For two projection matrices subproblems, auxiliary variables and consistency constraints are introduced and extended to separable equivalent problems. Besides, an alternate iterative procedure is employed to optimize three subproblems in parallel. Experimental results indicate that DFSDH algorithm is competitive to most centralized supervised hashing methods and existing distributed hashing methods. 
