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Resumen: Este artulo presenta un sistema de Extraion de Respuestas que
opera mediante la transformaion de doumentos y preguntas en una representaion
semantia denominada Forma Logia Mnima (FLM). Un tratamiento espeial de la
terminologa permite adeuar el sistema a dominios tenios.
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Abstrat: This paper presents an Answer Extration system whih works by trans-
forming douments and queries into a semanti representation alled Minimal Logi-
al Form (MLF). A speial treatment of terminology makes it partiularly suited to
tehnial domains.
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1. Introduion
Tradiionalmente, se ha asumido que los
Sistemas de Reuperaion de Informaion
(SRI) tienen que enontrar doumentos de
apoyo sobre un tema en onreto, sin ou-
parse de loalizar la informaion de interes
ontenida en tales doumentos.

Esto ha dado
lugar a que algunos autores hayan observa-
do que la Reuperaion de Informaion (RI)
tradiional debera llamarse \Reuperaion
de Doumentos" (Rinaldi et al., 2002b).
En la ultima deada muhos investi-
gadores han entrado su interes en el desar-
rollo de sistemas que no solo loalien do-
umentos relevantes, sino que sean apaes
de se~nalar la unidad informativa exata en
la que el usuario este interesado. La se-
rie de onferenias elebradas bajo el ttulo
de \Message Understanding Conferenes" ha
supuesto un gran avane en este ampo. El
onepto de Extraion de Informaion (EI)
ha ido evoluionando y redeniendose progre-
sivamente hasta el punto que hoy ya se le on-
sidera un area de investigaion en si misma.
Tales sistemas aostumbran a extraer tipos
de informaion espeos y predenidos por
los propios readores de la apliaion. Un
problema fundamental al que se tienen que
enfrentar estas apliaiones mas omplejas es
que el sistema, al estar ajustado a las plan-
tillas predenidas, no puede adaptarse fail-
mente a nuevas plantillas omo se esperara si
se ambia de dominio o se pretende responder
a las neesidades de otro tipo de usuarios.
La Extraion de Respuestas (\Answer
Extration")
1
(Abney, Collins, y Singhal,
2000) es una tenologa mas reiente que
tiene omo objetivo resolver algunas de
las uestiones previamente itadas. Normal-
mente, los sistemas de Extraion de Re-
spuestas (ER), los uales permiten que el
usuario formule preguntas arbitrarias, tratan
de reuperar un peque~no fragmento tex-
tual que proporione una respuesta a par-
tir de un orpus determinado. En los ultimos
a~nos la seion de ER de las ompetiiones
TREC (Voorhees, 2000) se ha enargado es-
peialmente de fomentar la investigaion en
esta direion.
En este artulo presentamos un sistema
de Extraion de Respuestas (ExtrAns) (se-
ion 2) y su apliaion pratia en dos do-
minios diferentes. Una vez proporionados los
detalles de los omponentes de proesamien-
to sintatio (seion 3) y semantio (se-
ion 4), mostramos omo se realiza la extra-
ion de respuestas (seion 5) y estableemos
una omparaion on un sistema tpio de RI
(seion 6). Como olofon, se presentan los
prinipales resultados junto on un breve re-
sumen de trabajo relaionado on estos temas
(seion 7).
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Figura 1: Arquitetura simpliada del sistema ExtrAns: proesamiento de los doumentos
2. La Arquitetura de ExtrAns
ExtrAns es un sistema omplejo que se
ompone de varios modulos distintos, es-
ritos en diferentes lenguajes de progra-
maion. Cabe menionar que el proesamien-
to tiene lugar en dos fases: se proesa una
determinada oleion de doumentos fuera
de lnea (vease la gura 1), si bien la pregun-
ta misma es proesada en lnea (gura 2). Se
lleva a abo el mismo analisis lingustio en
ambas fases, transformando todo en una rep-
resentaion semantia llamada Forma Logia
Mnima (FLM). Los resultados de este anali-
sis se almaenan en una Base de Conoimen-
to (Rinaldi et al., 2003).
Esta arquitetura se ha testado on dos
dominios tenios diferentes. En un prinipio,
las respuestas a preguntas arbitrarias de un
usuario se extraan de los arhivos de dou-
mentaion de Unix (onoidos en ingles o-
mo man pages). El sistema abara una serie
de mas de 500 paginas sin editar, as omo
preguntas-respuestas del tipo \Whih om-
mand opies les?". Mas reientemente, el
sistema ha sido remodelado para los Air-
raft Maintenane Manuals (AMM) del Air-
bus A320. La naturaleza altamente tenia de
este dominio, un formato basado en SGML y
un volumen de texto muy superior (120MB)
al de la doumentaion de Unix fueron fa-
tores determinantes a la hora de demostrar
la esalabilidad y la no dependenia de area
de apliaion de nuestro sistema.
Si se le ompara on los sistemas presenta-
dos en TREC, los dominios aqu vienen rep-
resentados por oleiones de doumentos de
tama~nos peque~no y mediano. No abe duda
que la oportunidad de poder proesar toda
la oleion de doumentos en la fase fuera
de lnea, frente a solo una seleion de tex-
tos, supone una gran ventaja. Pero, por otro
lado, a medida que las oleiones aumenten
de tama~no este proedimiento pasara a ser
omputaionalmente demasiado ostoso, por
lo que sera neesario a~nadir una indizaion
de parrafos.
Las preguntas del usuario son proesadas
en lnea, onvertidas en FLMs y omprobadas
on la base de onoimiento de doumentos.
Ademas, la existenia de indiadores al tex-
to original unidos a las formas logias ex-
tradas ontribuyen a que el sistema identi-
que y subraye esas palabras en la oraion
que ondue a la respuesta deseada (Molla et
al., 2000). Puede verse un ejemplo del output
de ExtrAns en la gura 3.
Si no se halla una omprobaion direta
para la pregunta del usuario, el sistema es a-
paz de relajar los riterios de omprobaion
paso a paso. En primer lugar se a~nadiran
hiponimos a los terminos de la pregunta de
modo que esta sea mas general, sin que por
ello deje de ser orreta desde un punto de
vista logio. En aso de que esta medida falle,
el sistema probara on un emparejamien-
to aproximado, basado en la extraion de
la oraion on mayor ndie de oiniden-
ia parial de prediados, on la pregunta.
Se puntuan entones las oraiones empare-
jadas (parialmente) y se proporionan las
que hayan alanzado mejores resultados. Si
este metodo no ondujera a suientes re-
spuestas, el sistema probara todava on un
emparejamiento mediante palabras lave en
el que se dejan atras los riterios sintatios
y solo se utiliza la informaion aera de at-
egoras gramatiales (\Part of Speeh"). Este
ultimo paso se asemeja a una metodologa
tradiional de reuperaion de pasajes tex-
tuales basada en el etiquetaje de informaion


















Figura 2: Arquitetura simpliada del sistema ExtrAns: proesamiento de las preguntas
3. Proesamiento sintatio
El analisis sintatio utiliza un ana-
lizador robusto llamado Link Grammar
(LG) (Sleator y Temperley, 1993) basa-
do en dependenias, que tiene apaidad
para manejar gran variedad de estruturas
sintatias. Aquellas ambiguedades sintati-
as irresolubles propias de la lengua ingle-
sa, omo las de omplemento de sintagma
preposiional o ontruiones de gerundio
e innitivo, se tratan on un proedimien-
to basado en orpus (Brill y Resnik, 1994).
En uanto a los pronombres intraoraionales
(\Sentene-internal pronouns"), se reurre a
un algoritmo de resoluion de anafora (Lap-
pin y Leass, 1994).
La LG se basa en enlaes que desriben
la estrutura sintatia de una oraion. Di-
hos enlaes onetan parejas de palabras de
tal manera que los requisitos de ada palabra
sean satisfehos, los enlaes no se ruen y las
palabras onformen un grafo onetado.
A pesar de algunas extensiones a niv-
el lexio-semantio, el proesamiento de a-
sos freuentes de unidades multi-palabra de
terminologa espea supuso un problema
para la LG. Pero on la a~nadidura de un nue-
vo modulo, apaz de identiar estos termi-
nos previamente detetados, los optimiza o-
mo unidades sintatias propias, medida esta
que aaba reduiendo la omplejidad del
analisis en un 50%. Por otro lado, se ha am-
pliado el output de la LG inluyendo la di-
reion de los enlaes ya que esta informa-
ion es vital para las uestiones de resoluion
de anafora y el analisis semantio. Como la
LG muestra todos los analisis posibles, hay
que estableer un proedimiento para elimi-
nar la ambiguedad entre ellos (Molla y Hess,
2000), que permita identiar orretamente
las relaiones de dependenia.
Estas relaiones de dependenia se em-
plean para generar la representaion semanti-
a de la oraion. La LG posee un omponente
robusto que analiza estruturas omplejas o
agramatiales, de manera que ExtrAns pue-
da aun produir FLMs, ampliadas on pred-
iados espeiales que maran las palabras no
proesadas omo \palabras lave".
El proesamiento de oraiones on nomi-
nalizaiones se apoya en la utilizaion de un
peque~no lexio de nominalizaiones ompila-
do manualmente, el ual nos ha permitido
tratar los asos mas importantes, ej. \to edit
a text"/\editor of a text"/"text editor".
El sistema tambien inluye relaiones de
hiponomia y sinonimia siguiendo el mod-
elo de WordNet. Las relaiones de sinon-
imia son identiadas mediante la herramien-
ta terminologia Fastr (Jaquemin, 2001).
Todas las palabras se asoian on su ate-
gora gramatial, su raz morfologia y sus
sinonimos. Cuando los terminos onforman
unidades multi-palabra, estas se representan
on una regla que aporta informaion sobre
ada palabra en forma de araterstia-valor.
De este modo, las metareglas presentan la
relaion de dos palabras, limitando su estru-
tura omo frase en funion de la informaion
morfologia y semantia que posee ada pal-
abra. Todos los detalles se hallan en (Rinaldi
et al., 2003).
Reientemente hemos onseguido que a-
da metaregla identique la sinonimia estrita
que resulta de las variaiones morfosintati-
as (ej. \argo ompartment door"/\doors
of the argo ompartment"), de los termi-
nos on nuleo sinonimo (ej. \eletrial a-
ble"/\eletrial line"), as omo aquellos
on modiadores sinonimos (ej. \fasten-
er strip"/\attahment strip") y ambos (ej.
\funtional test"/\operational hek"). Para
una desripion de la freuenia y gran va-
riedad de tipos de variaion que se dan en
el dominio del AMM, vease (Rinaldi et al.,
2002a). Por otra parte, determinamos los a-
sos de hiponimia lexia mediante un simple
algoritmo de emparejamiento. Para mas in-
formaion, vease (Dowdall et al., 2002).
Cabe destaar que on el desubrimiento
Figura 3: Ejemplo del output de ExtrAns, ventana de interrogaion
automatio de estas relaiones de sinonimia
e hiponimia entre 6.032 terminos del AMM
ha produido 2770 \synsets" on 1176 en-
laes de hiponimia. Posteriormente se ha lle-
vado a efeto una inspeion manual de 500
\synsets", uyo resultado presenta que solo
el 1,2% de estos tena un termino inapropi-
ado. Por otro lado, una examinaion similar
de 500 enlaes hiponmios ha onludo la
validez de todos ellos.
4. Analisis semantio
Las Formas Logias Mnimas (FLMs) de
los doumentos y preguntas alanzan su ex-
presion semantia en ExtrAns. La generaion
de las FLMs es lo suientemente robusta o-
mo para tratar oraiones muy omplejas (in-
luso agramatiales) (Molla et al., 2000) y fa-
ilita la omparaion semantia de preguntas
frente a doumentos.
Un importante aspeto de las FLMs se
deriva de las expresiones llanas produidas
a traves de la reiaion, tal y omo se pro-
pone por ejemplo en (Hobbs, 1985) o (Copes-
take, Flikinger, y Sag, 1997). De esta forma
se pueden representar los modiadores de
eventos, las negaiones, los verbos de primer
orden, los ondiionales y los prediados de
orden superior .
Las FLMs usan las dependenias sintati-
as prinipales entre palabras para expre-
sar las relaiones verbo-argumento, as omo
las relaiones de modiador y adjunto. Por
ejemplo, la FLM de la oraion inglesa \A





Un able oax oneta la antena externa a la






ExtrAns identia tres terminos multi-
palabra, representados en (1) omo
los omplementos: v3, oax able; v4,
external antenna; v5, ANT onnetion.
La entidad o1 representa el evento onnet
que inorpora dos argumentos, oax able
y external antenna. Este evento reiado,
o1 , es utilizado de nuevo en la proposi-
ion nal para desribir que el evento v5
(ANT onnetion) tiene lugar.
En esto onsiste la utilidad del proe-
dimiento de reiaion: ofreer los argumen-
tos adiionales o2, o3, o4 y o1 omo \en-
ganhe" para que estos sean unidos a las en-
tidades que denotan. La reiaion puede uti-
lizarse para inrementar monotoniamente la
FLM que haya sido infraespeiada (1), sin
inrustar argumentos (preservando una es-
trutura llana), o reesribir destrutivamente
la FLM original.
Por ejemplo, la expresion inglesa \A oax
able seurely onnets the external antenna
to the ANT onnetion."
3
no ambia para na-
da la FLM original, pero s que por a~nadidu-
ra asevera on prop(seurely,p8,1), que el
evento 1 es \seure".
onexion ANT
3
Un able oax oneta de un modo seguro la an-
tena externa a la onexion ANT
Figura 4: Ejemplo del output de ExtrAns, ventana del doumento
5. Extraion de la Respuesta
ExtrAns enuentra las respuestas a las
preguntas formando las FLMs de las pregun-
tas y entones hae orrer el meanismo de
resoluion on refutaion de Prolog, a n de
hallar esas FLMs que mejor validen la pre-
gunta. La forma logia de la pregunta \How







Las variables introduidas en una FLM de
pregunta se onvierten en variables de Pro-
log. As se puede orrer la FLM resultante
omo una pregunta Prolog, que tendra exito
si ha habido una aseveraion en el texto que
diga que la antena externa esta onetada a o
por algo (el objeto anonimo de la pregunta).
Cada FLM esta onetada a la oraion de la
ual deriva, lo que permite poder mostrarla
despues al usuario omo una respuesta (ver
gura 3).
Mediante el uso de la resoluion en Prolog
se enontraran las respuestas que de un mo-
do logio ontesten la pregunta. No obstante
dado que las FLMs no son mas que formal-
ismos logios simpliados onvertidos en es-
truturas llanas, ExtrAns enontrara las ora-
iones que, desde un punto de vista logio,
puede que no sean respuestas exatas pero
que sean aun relevantes para la pregunta del
usuario.
6. Evaluaion
A n de llevar a abo un ejeriio de eva-
luaion para nuestro sistema, deidimos em-
plear un SRI omo herramienta de otejaion,
4
>Como esta onetada la antena externa?
aun sabiendo que las medidas estandar de
preision y reall no son las ideales para un
sistema de extraion de respuestas. Cierta-
mente, la reall tiene menor importania que
la preision, puesto que el objetivo de tal sis-
tema es dar (al menos) una respuesta orre-
ta, mas que proporionar todas las respuestas
aparentemente posibles a partir de una ole-
ion textual dada.
En la seion QA de TREC, una medida
de preision utilizada habitualmente es la de-
nominada \Mean Reiproal Rank" (MRR).
El rank es la posiion en la que se enuen-
tra la primera respuesta orreta en la lista
del output del sistema. Con un onjunto de-
terminado de respuestas se omputa el MRR
omo la media de las puntuaiones reproas
otorgadas a todas las respuestas.
La evaluaion que onretamente presen-
tamos aqu va dirigida a la apliaion desa-
rrollada para el dominio del AMM. Creamos
100 preguntas tras la uidadosa seleion de
pasajes interesantes del manual y formulamos
preguntas, uya respuesta se poda hallar en
dihos pasajes. Las preguntas fueron intro-
duiendose tanto a ExtrAns omo al sistema
de RI (SMART) que elegimos para el experi-
mento. Mientras que en general ExtrAns ge-
nera un peque~no numero de respuestas, las
uales pueden ser failmente omprobadas
manualmente, SMART reupera una larga
lista de doumentos a los que les atribuye
una posiion (ranking). La inspeion ma-
nual de todos los doumentos reuperados
por SMART habra sido imposible, por lo que
se jo un lmite arbitrario de 10 doumentos.
Es deir, que si no se hallaba una respuesta
valida en los primeros 10 doumentos, lasi-
abamos la operaion omo \respuesta no
enontrada".
El diagrama (5) muestra omo se enuen-
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Figura 5: Respuestas a diferentes niveles
(ranks)
puntuaion (de 1 a 5, las respuestas de 6 a 10
se las onsidera juntas). Como puede apre-
iarse, ExtrAns enuentra menos respuestas
que SMART (inluso desartando todas las
respuestas onndie> 10). Por tanto, el gra-
do de reall sera obviamente muy superior en
SMART. Sin embargo, en la mayora de los
asos uando ExtrAns enuentra la respues-
ta, le otorga la primera posiion.
Para la evaluaion que aabamos de re-
latar, nuestro sistema obtendra un MRR de
0.63, el ual es un resultado bastante bueno si
lo omparamos on los resultados obtenidos
en TREC. Sin embargo, habra que resaltar el
heho que una omparaion puede onduir a
onlusiones erroneas. En este sentido, nues-
tra evaluaion es bastante mas limitada que
las que se aostumbran a realizar en TREC.
Por otro lado, nuestro sistema no podra en
estos momentos manejar unos volumenes de
texto omparables a los que se ven en TREC.
En terminos generales, esta evaluaion nos
lleva a la onlusion que ExtrAns puede ofre-
er una mayor preision que ualquier sis-
tema de RI, a expensas de una reall inferior.
Sin embargo, sabemos que solo esta no nos in-
teresara puesto que en el esenario que nos
oupa lo importante es loalizar rapidamente
la respuesta preisa.
7. Disusion
Las tenias de RI pueden ser utilizadas
para implementar sistemas si son apliadas a
nivel de pasaje textual o de oraion. Aque-
llas poriones de texto que tengan el maxi-
mo ndie de oinidenia de terminos apare-
idos en la pregunta onduiran, on ier-
ta probabilidad, a la respuesta. Los tpios
pasos de preproesamiento (eliminaion de
\stop words", peso de palabras lave, et.)
se pueden utilizar para renar este metodo
basio. Sin embargo, los sistemas que no em-
plean tenias de proesamiento lingustio
y que se limitan al proedimiento del \bag
of words" heredado de la RI nuna podran
estableer una distinion entre los diferentes
fragmentos textuales que ontienen las mis-
mas palabras en diferentes onguraiones
sintatias y, por tanto, portadoras de difer-
entes signiados.
Los metodos estandar usados en la RI para
ategorizar aiertos en funion de su relevan-
ia tampoo son buenos substitutos para es-
tas tenias. La relevania entendida en la RI
se determina asi siempre en funion a los
pesos asignados a los terminos individuales,
los uales se omputan a partir de las fre-
uenias de los terminos en los doumentos (o
pasajes) y en toda la oleion de doumentos
(la variable expresada en ingles omo tf/idf ).
Como esta medida no toma en onsideraion
las relaiones sintatias (y en onseuenia,
semantias), no puede distinguir entre aier-
tos que son logiamente orretos y otros que
no lo sean.
Resulta interesante observar omo algunos
de los que obtuvieron mejores resultados en
TREC se han ido apartando progresivamente
de los proedimientos tradiionales de RI e
inorporando tenias de proesamiento del
lenguaje natural (PLN) que utilizan la infor-
maion semantia. Por ejemplo el sistema on
una mejor atuaion en TREC 9 (Harabag-
iu et al., 2001) y TREC 11 (Moldovan et al.,
2002) realiza un analisis ompleto de un on-
junto de textos seleionados para ada pre-
gunta y de la misma pregunta, reando tras
varios pasos intermedios una representaion
logia inspirada en la anotaion de Hobbs.
8. Conlusion
Las ompetiiones TREC han puesto de
maniesto que no se puede presindir de las
tenias de PLN si se pretende se~nalar las
respuestas relevantes on preision.
El signiado de las preguntas y los
doumentos debe tomarse en onsideraion
mediante un analisis sintatio y semantio.
Nuestro sistema de ER, ExtrAns, muestra
que tales apliaiones son una realidad viable
on la tenologa atual.
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