The Discretization, as a data preprocessing technique, has played an important role in many areas such as artificial intelligence, data mining and machine learning. In this paper, we propose the use of evolutionary algorithms to select a subset of cut points that defines the best possible discretization scheme of a data set. First, we identify the boundary points for each input attribute and then we establish the individual representation as the joining of all of them, forming bit-strings based chromosomes. In addition, we consider an inconsistency based fitness function for measuring the quality of the chromosomes during the evolutionary cycle. The CHC model is adopted as evolutionary approach, showing that it can bring higher accuracy to the discretization process. The proposal has been compared with other state-of-the-art and recent discretizers on 20 real data sets and the experiments show that our proposed algorithm generates competitive discretization schemes in terms of accuracy, for both C4.5 and Naive Bayes classifiers, but using a lower number of cut points.
INTRODUCTION
In the successful application of most of machine learning tools, the quality of the databases is very influential. Therefore, data preparation is a crucial research topic for this (Pyle, 1999) . Discretization, as one of the basic data reduction techniques, has received increasing research attention in recent years (Yang et al., 2010) and has become one of the most broadly used preprocessing technique that is applied in machine learning. The discretization process converts continuous attributes into discrete ones by yielding intervals in which the attribute value can reside instead of singleton values, and by associating a discrete, numerical value with each interval (Liu et al., 2002) .
Existing discretization techniques can be classified into two main categories, top-down (splitting) and bottom-up (merging). Top-down methods (Kurgan and Cios, 2004) start from the initial interval and recursively split it into smaller intervals, while bottom-up mechanisms begin with the set of single value intervals and iteratively merge adjacent intervals (Kerber, 1992) . A good taxonomy can be found in (Liu et al., 2002) , where discretizers are also categorized in Static/Dynamic, Univariate/Multivariate, Supervised/Unsupervised, Global/Local and Direct/Incremental. Among others, classical and well known discretizers are ChiMerge (Kerber, 1992) , Zeta (Ho and Scott, 1997) and Chi2 (Liu and Setiono, 1997) . Some recent proposed techniques are CAIM (Kurgan and Cios, 2004) , MODL (Boullé, 2006) and PKID (Yang and Webb, 2009) .
Evolutionary Algorithms (EAs) have been used for data preparation with promising results (Freitas, 2002) . In discretization, few approaches can be found in the literature. The most important development in this area was done in (Flores et al., 2007) , where an estimation of distribution algorithm is used for optimizing a Naive Bayes wrapper based discretizer.
In this contribution, we attempt to use EAs for optimal cut points selection in discretization. Our objective is to maximize the accuracy of the subsequent classification process and also to minimize the number of cut points required. For this, we perform an evolutionary selection of boundary points (Elomaa and Rousu, 1999) by using binary chromosome representation and an inconsistency based fitness function.
We compare our approach with other discretizers considering two classifiers, C4.5 and Naive Bayes, which are considered two of the most influential data mining algorithms (Wu and Kumar, 2009 ). The empirical study consists of 20 real data sets, 15 discretizers for comparison and analysis based on non-parametric statistical testing (Sheskin, 2007) .
The rest of the contribution is organized as follows: Section 2 gives a brief summary of basic concepts regarding discretization. In Section 3, the evolutionary selection of cut points is explained. In Section 4, we provide the experimentation framework, the results obtained and an analysis over them. Finally, Section 5 concludes the paper.
DISCRETIZATION
Let T R be a training set with N instances which consists of pairs (x i , y i ), i = 1, . . . , N, where x i defines an input vector of attributes and y i defines the corresponding class label. Each of the N instances has M input attributes, M n are numerical and M c are categorical or nominal.
A refers to any of the M n continuous attributes in the data set. A discretization algorithm partitions the continuous attribute A into k A discrete and disjoint intervals:
where d 0 is the minimal value, d k A is the maximal value and d i < d i+i , for i = 0, 1, . . . , k A − 1. Such a discrete result D A is called a discretization scheme on attribute A and P A = {d 1 , d 2 , . . . , d k A −1 } is the set of cut points of attribute A. Hence, the joint discretization for all attributes defines the complete set of cut points P:
If the discretizer is univariate, it chooses to search an optimal P A for each attribute independently, whereas a multivariate discretizer attempts to find the best complete P. Few discretizers are proposed as multivariate due to the high complexity of the resulted search space. The search space is defined by the set of all the candidate cut points for each attribute, which is basically all the different numerical values registered in T R, considering each attribute separately.
In order to alleviate the complexity reducing the initial search space, the boundary point concept is defined. The set of boundary point is a subset of candidate points. Let a sequence S of examples be sorted by the value of a numerical attribute A. The set of boundary points is defined as follows:
• The maximum value in S is a boundary point.
• A value T ∈ Dom(A) is a boundary point if and only if there exists a pair of examples u, v ∈ S, having different classes, such that val A (u) = T < val A (v); and there does not exist another example
Thus, the set of boundary points for attribute A is denoted as BP A , and BP denotes for the complete set of them. It is proved that optimal splits always fall on boundary points for most of the evaluation measures used (Elomaa and Rousu, 1999) . Hence, substantial reductions in time consumption can be obtained, since only the boundary points need to be considered as candidate cut points.
EVOLUTIONARY SELECTION OF CUT POINTS
The selection of cut points in discretization can be considered as a search problem in which EAs can be applied. Our approach will be denoted by Evolutionary Cut Points Selection for Discretization (ECPSD). We take into account two important issues: the specification of the representation of the solutions and the definition of the fitness function.
• Representation: The search space associated is constituted by all the possible subsets of BP. This is accomplished by using a binary representation. A chromosome consists of |BP| genes (one for each boundary cut point in BP) with two possible states: 0 and 1. If the gene is 1, its associated cut point is included in P, which is represented by the chromosome. If it is 0, this does not occur.
• Fitness Function: Let P be a subset of cut points selected from BP and be coded by a chromosome.
We define a fitness function as the aggregation of two sub-objectives, namely the inconsistency of the data and the minimization of the number of cut points.
where |P| is the number of cut points currently selected in the chromosome, |BP| is the total number of boundary points and α is the weight factor which is specified as input parameter. The inconsistency is a supervision-based measure used to compute the number of unavoidable errors produced in the data set. An unavoidable error is one associated to two examples with the same values for input attributes and different class labels. In general, data sets with continuous attributes are consistent, but when a discretization scheme is applied over the data, an inconsistent data set may be obtained. The desired inconsistency level that a discretizer should obtain is 0.0. In our case, the inconsistency measure is computed as the summation of inconsistency instances present in the training set divided by the total number of instances. The objective of the EA is to minimize the fitness function defined; therefore, to obtain consistent discretization schemes with the minimum possible number of cut points, thus enhancing its simplicity.
As the evolutionary computation method, we have used the CHC model (Eshelman, 1990) . CHC is a classical evolutionary model that introduces different features to obtain a trade-off between exploration and exploitation; such as incest prevention, reinitialization of the search process when it becomes blocked and the competition among parents and offspring into the replacement process. During each generation the CHC develops the following steps:
• It uses a parent population of the same size as the original to generate an intermediate population, which are randomly paired and used to generate the potential offspring.
• Then, a survival competition is held where the best chromosomes from the parent and offspring populations are selected to form the next generation, keeping the fixed size of the population.
CHC also implements an heterogeneous recombination using HUX, a special recombination operator. HUX exchanges half of the bits that differ between parents, where the bit position to be exchanged is randomly determined. CHC also employs a method of incest prevention. Before applying HUX to the two parents, the Hamming distance between them is measured. Only those parents who differ from each other by some number of bits (mating threshold) are mated. The initial threshold is set at L/4, where L is the length of the chromosomes. If no offspring are inserted into the new population then the threshold is reduced by one.
No mutation is applied during the recombination phase. Instead, when the population converges or the search stops making progress (i.e., the difference threshold has dropped to zero and no new offspring are being generated which are better than any 
EXPERIMENTAL FRAMEWORK AND RESULTS
This section describes the methodology followed in the experimental study which compares the proposed technique with other discretization algorithms. We will explain the configuration of the experiment: used data sets and parameters of the discretizers. The discretizers involved in the comparison are: Ameva (González-Abril et al., 2009), CACC (Tsai et al., (Zighed et al., 1998) , Hellinger (Lee, 2007) , Khiops (Boullé, 2004) , ModChi2 (Tay and Shen, 2002) , MODL (Boullé, 2006) , PKID (Yang and Webb, 2009 ) and Zeta (Ho and Scott, 1997) . The classifiers used are C4.5 (Quinlan, 1993) and Naive Bayes (Cios et al., 2007) . Implementations of these algorithms can be found under the KEEL data mining tool (Alcalá-Fdez et al., 2009 ).
Experimental Framework
Performance of the algorithms is analyzed by using 20 data sets taken from the UCI Machine Learning Database Repository (Frank and Asuncion, 2010) . The main characteristics of these data sets are summarized in Table 1 . For each data set, it shows the number of examples (#Ex.), the total number of attributes (#Atts.), which some of the could be numerical (#Num.), or nominal (#Nom.) and the number classes (#Cl). The data sets considered are partitioned using the ten fold cross-validation (10-fcv) procedure. The parameters of the discretizers and classifiers are presented in Table 2 . Tables 3 and 4 show the accuracy in test data obtained by C4.5 and Naive Bayes, respectively, when using different discretization approaches. The best case in each data set is highlighted in bold. Table 5 shows the average cut points selected by each discretizer.
Results and Analysis
Observing the mentioned tables, we can make the following analysis:
• In terms of accuracy, ECPSD is the second best option when using C4.5 as classifier. When considering Naive Bayes, ECPSD can be situated in half of the set of methods in terms of accuracy.
• The number of cut points yielded by ECPSD is the lowest in average.
• A remarkable case in point is observed in the contraceptive data set. ECPSD only requires 4 cut points to offer the best accuracy with C4.5 and Naive Bayes. In some data sets, i.e. appendicitis and flare, the proposal provides a very good tradeoff of accuracy and number of cut points.
We have included a second type of analysis accomplishing a statistical comparison of methods over multiple data sets. The non-parametric Wilcoxon Signed-Ranks Test (Sheskin, 2007) is used for conducting pairwise comparison between our proposal and the rest of the techniques. Table 6 collects the results offered by the Wilcoxon test. This table is divided into three parts, each one associated with columns: In the first and second parts, the measure of accuracy classification in test is used for C4.5 and Naive Bayes, respectively. In the third part, we accomplish the Wilcoxon test by using as performance measure the number of cut points produced by the discretizers. In each part, our proposed method is compared against N a rows where N a is the number of discretizers compared in this study. In each one of the cells it can appear three symbols: +, = or -. They represent that the proposal outperforms (+), is similar (=) or is worse (-) in performance than the discretizer which appears in the column (Table 6 ). The value in brackets is the p-value obtained in the comparison and the level of significance considered is α = 0.10.
• Statistically, no method can be considered better than our proposal ECPSD in accuracy. It also outperforms four discretizers: E-Width and PKID for C4.5, DIBD for Naive Bayes and Ext-Chi2 for both classifiers.
• The Wilcoxon test confirms that ECPSD is better than all the other discretizers, except DIBD and Ext-Chi2 when considering the number of cut points.
• The preferred option considering the trade-off accuracy/simplicity can be established as the ECPSD. It needs to make a lower number cut points than the discretizers which are similar in accuracy, and outperforms in accuracy the discretizers with similar performance in simplicity.
CONCLUDING REMARKS
The purpose of this contribution is to present a proposal named Evolutionary Cut Points Selection Algorithm for discretization. The results shows that our proposal allows us to yield good discretization schemes which have been tested over C4.5 and Naive Bayes. We have checked that the proposal obtains very competitive results, because it often requires a lower number cut points than the yielded by the compared discretizers and outperforms in accuracy those with similar simplicity capabilities.
As future work, we will improve the computationally demand required by our approach in order to tackle larger data sets.
