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ABSTRACT 
Necessary and sufficient conditions are given for the triple reverse order law 
(ABC)’ = C + B ‘At to hold. Some special cases are considered. 
1. INTRODUCTION 
In a classic paper [3], Greville gave necessary and sufficient conditions for 
the two term reverse order law (AB)’ = B ‘A’ to hold for two complex 
matrices A and B. These conditions were later elegantly expressed by 
Arghiriade [l] in the single condition that A*ABB* is EP. That is, 
R( A*ABB*) = R(BB*A*A). This condition was later shown [4, p. 2311 to 
hold in a more general setting. In numerous papers since [l], special cases of 
the triple reverse order (ABC)’ = C ‘B’A’, were stated. For example [4], [5], 
[7] consider this law. 
In this note we wish to derive general necessary and sufficient conditions 
for the triple reverse order law to hold. We shall then examine some of the 
special cases that have been used in the literature. 
Throughout this note all our matrices will be complex. We shall use R( .), 
RS( e), and p( .) to denote the range, row space, and rank of (-). A matrix M 
is EP if R(M) = R( M*). If AXA = A, we call X an inner inverse of A and 
denote it by A-. If in addition XAX = X, we say that X is a reflexive inverse 
of A and denote it by A+. The Moore-Penrose inverse At if A is the unique 
solution to the equations AXA = A, XAX = X, (AX)* = AX, and (XA)* = 
XA. We shall assume familiarity with the basic theory of these inverses as 
given in [2]. As always, we write [A, B] = AB - BA. 
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2. THE TRIPLE REVERSE ORDER LAW 
Suppose A, B, and C are complex matrices for which ABC can be 
defined. Our aim is to give necessary and sufficient conditions for the triple 
reverse order law to hold. First of all let us define 
M = ABC, X = C’B’A’, 
E=A+A, F=CC’, 
P = EBF, Q = FB’E. (2.1) 
In terms of these we may state: 
THEOREM 1. The following are equivalent: 
(i) (ABC)‘= C’B’A’. 
(ii) Q = Pf and A*APQ, and QPCC* are Hennitian. 
(iii) Q = Pf and A*APQ and QPCC* are EP. 
(iv) Q = P-, R(A*AP) = R(Q*), R(CC*P*)= R(Q). 
(v) (PQ)2 = PQ, R(A*AP) = R(Q*), R(CC*P*) = R(Q). 
Proof. (i) - (ii): The condition MXM = M is easily seen to be equivalent 
to PQP = P, while XMX = X holds precisely when QPQ = Q. Next, if MX is 
Hermitian, so is A*MXA = A*APQ. The converse follows, since 
A*‘(A*APQ)A’ = MX. Lastly, if XM is Hermitian, so is C(XM)C* = QPCC*. 
Again the converse relation follows from the condition C ‘( QPCC*)C*’ = XM. 
(ii) - (iii): This is clear, since a Hermitian matrix is EP. 
(iii) * (iv): If A*APQ is EP and Q = P’, then Q*P*Q* = Q*, and 
R(A*AP) = R(A*APQ) = R(Q*P*A*A) = R(Q*P*A+A) = R(Q*P*) = R(Q*). 
Similarly, if QPCC* is EP, then R(CC*P*) = R(CC*P*Q*) = R(QPCC*) = 
R(QPCC ‘) = R(QP) = R(Q). It is clear that PQP = P. 
(iv) - (v): Obvious. 
(v) 3 (ii): We note that R(CC*P) = R(Q) * R(P) = R(PC) = 
R(PCC*P*) = R(PQ). Hence, since (PQ)2 = PQ, we have PQ(PQ)-P = 
PQ(PQ)P = P, or P = PQP. This incidentally shows that (QP)2 = QP also. 
Now C*tCt(CC*P*)=CCtP*= P*, and thus p(P)=p(CC*P*)=p(Q). And 
because PQP = P, we may conclude that QPQ = Q also. Next, R(CC*P*) = 
R(Q) - QPCC*P* = CC*P* - (QP)CC*(QP)* = CC*(QP)*, showing that 
QPCC* is Hermitian. Likewise R( A*AP) = R(Q*) * Q*P*A*AP = A*AP - 
(PQ)*A*A( PQ) = A*A( PQ), and again, because the term on the left is 
Hermitian, so is A*APQ, as desired. W 
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REMARKS. 
(1) The conditions of Theorem l(v) suffer from one shortcoming in that 
they contain the term Bt inside the matrix Q. It does not seem possible in 
general, to give necessary and sufficient conditions which do not involve at 
least one Moore-Penrose inverse. This is the price we have to pay in going 
from two to three terms. 
(2) Theorem 1 does not yield information in all cases. For example, if 
A = E, and C = F, then, as we shall see shortly, condition (iv) does not yield 
any new information. 
3. SOME SPECIAL CASES 
Let us now see how some of the special cases come out of the conditions 
of Theorem 1. In particular let us start with the two term reverse order law 
and see why it does not require the calculation of any Moore-Penrose inverses. 
Casel. B=I 
Then P = EF, Q = FE, and PQP = P * (EF)’ = EF. Hence (EF - 
FE)*( EF - FE) = 0, and hence by the one term star cancellation law, EF = 
FE. This in turn means that P = Q = Q* = Q2, and thus 
[A+A,CC+] =O. (3.1) 
In addition Theorem l(iv) yields 
R( CC’P”) = R(Q) = R( Q*) = R( A*AP), 
in which R(CC*P*) = R(CC*A’ACC’) = R(CC*A’A) = R(CC*A*) and 
R( A*AP) = R( A*AA’ACC ‘) = R( A*AC), yielding Arghiriade’s EP condi- 
tion: 
R(A*AC) = R(CC*A*). (3.2) 
It is of interest to note that (3.1) actually follows from (3.2). This is not the 
case with three matrices. Indeed, R(CC*A*) c R(A*) * A’ACC*A* = 
CC*A* * A’ACC*A’A = CC*A+A, and hence CC*A’A is Hermitian, ensuring 
that [AtA, CC*] = 0. This means that [A’A, (CC*)‘] = 0, and- hence 
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[ A’A, CC ‘I= 0. It may further be seen [4, p. 2311 that 
R(A*AC)=R(A*)nR(C). (3.3) 
Case 2. A and C Invertible 
In this case E = I, F = I, P = B, and Q = B ‘. Theorem l(iv) now reduces 
to 
R(A*AB) = R(B), R(CC*B*) = R(B*). (3.4) 
Equivalently we may use (ii) to write this as 
[A*A, m+] = 0, [cc*, B+B] = 0. (3.5) 
Case 3. C Invertible 
We now only have F = I, P = EB = A’AB, and Q = B ‘E = B ‘A’A. Then 
Q = P- becomes B ‘A’ = ( AB)- , which is equivalent to [6, p. 2451 
[A+A, BB+] = o. (3.6) 
On the other hand, in Theorem l(ii), A*APQ = A*ABB’A’A is Hermitian, so 
it collapses to 
[A*A, BB+] = o. (3.7) 
This implies (3.6). 
Similarly the second Hermitian condition becomes B( CC*P*) = R(Q), 
which reduces to 
R(CC*B*A*) = R(B+A*). (3.8) 
This is the only condition involving C. 
Case4. C=Z 
From Case 3 we now get [A*A, BB ‘I= 0 and B(B*A*) = R(B ‘A*). This 
becomes 
R( BB*A*) c R( BB’A’A) = R( A’ABB’) c R( A’), 
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and hence A’ABB*A* = BB*A*, which reduces to the usual condition 
[ A’A, BB*] = 0. 
Case 5. R(B)c R(A*), R(B*)c R(C) 
In this case EB = B, BF = B, and thus P = B and Q = B’. From Theo- 
rem l(v) we now have R(A*AP) = R(Q) * R(A*AB) = R(B) while 
R(CC*P*) = R(Q*) - R(CC*B*) = R(B*). But since B* = B*A’A, we have 
BB* = BB*A’A, and so B(B) = R( BB*A*), and hence (AB)’ = B’A’. Like- 
wise R(CC*B*) = R( B*) reduces to (BC)’ = C +B ‘. 
Case6. A=E,C=F 
We now have P = EBF, and Q = FB ‘E. The conditions in Theorem l(iv) 
now become (i) Q = P-, (ii) R(P) = R(Q*), and (iii) R(P*) = R(Q), which 
are well known to be equivalent to Q = P ‘. 
Case 7. B a Partial Zsometry 
If B* = B +, then Q = P* and hence the condition (PQ)’ = PQ forces P to 
be a partial isometry. In addition R(A*AP) = R(Q*) reduces to R(ABC) = 
R( A* ‘BC), while R( CC*P*) = R(Q) becomes RS( ABC) = RS( ABC* + ). 
Case 8. B a Partial Zsometry, C Znvertible 
From (3.7) we have [A*A, BB*] = 0, while (3.8) reduces to R(CC*B*A*) 
= R( B*A*). 
Case 9. C Unitary 
If C* = C-i, then (3.8) collapses to R( B*A*) = R( B ‘A’). Now (3.7) yields 
R( A*AB) = R( A*ABB’) = R( BB ‘A*A) = R( BB ‘A*) = R( BB*A*), which, as 
expected, says that A*ABB* is EP. 
Case 10. B a Projection, C Invertible 
This time (3.7) becomes A*AB = BA*A, while (3.8) gives R(CC*BA*) = 
R( BA*), the latter can be reduced to the statement: A*ABCC* is EP. 
4. CONCLUSIONS 
We close with several remarks and open problems: 
(1) The results of Theorem 1 can be extended to a regular ring R, with 
involution (.)*, and units 1 for which ab = 1 * ba = 1 and a*a = 0 * a = 0. 
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(2) It would be of interest to obtain conditions that do not require the 
computation of Moore-Penrose inverses to check the validity of the triple 
reverse order law. 
(3) Can something more be said about (EBF)’ = FB ‘E, besides the 
conditions mentioned in Case 6? 
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