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Abstract
Understanding the dynamics of complex systems is a central task in
many different areas ranging form biology via epidemics to economics
and engineering. Unexpected behaviour of dynamic systems or even sys-
tems failure is sometimes difficult to comprehend. Such unexpected dy-
namics can be caused by systematic model errors, unknown inputs from
the environment and systems faults. Localising the root cause of these
errors or faults and reconstructing their dynamics is only possible if the
measured outputs of the system are sufficiently informative. Here, we
present a mathematical theory for the measurements required to localise
the position of error sources in large dynamic networks. We assume, that
faults or errors occur at a limited number of positions in the network.
This sparsity assumption facilitates the accurate reconstruction of the dy-
namic time courses of the errors by solving a convex optimal control prob-
lem. For cases, where the sensor measurements are not sufficiently in-
formative to pinpoint the error position exactly, we provide methods to
restrict the error location to a smaller subset of network nodes. We also
suggest strategies to efficiently select additional measurements for nar-
rowing down the error location.
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Errors in complex dynamic systems can be difficult to find. The presence of
an error or a fault is detected by the system’s unexpected behaviour. Localising
the root cause of the error can, however, be much harder or even impossible.
Modern technical devices like cars or planes have dedicated sensors for fault
diagnosis or fault isolation. These designs are based on fault detection theory
[20, 3], an important research field in control theory. During the design process,
engineers specify a set of components whose failure or malfunction must be
detected and isolated. To achieve the detectability and isolationability of these
prespecified faults, they place sensors with output patterns uniquely indicat-
ing a specific type of error. However, there is a trade-off: Increasing the number
of errors which can be uniquely isolated requires a larger number of sensors.
Indeed, one can show from invertibility theory, that the number of error sig-
nals which can uniquely be distinguished is never smaller than the number of
sensors required [39, 37, 15, 43, 21].
Finding the root cause of errors or faults is also a crucial task in the analysis
of naturally evolved systems such as ecological food webs, biochemical reac-
tion networks or infectious disease models. For example, a protein biomarker
like the prostate-specific antigen (PSA) can indicate a disease, here prostate
cancer. But, there can be other causes for increased levels of PSA including
older age and hyperplasia [31]. A reliable diagnosis requires additional tests, or,
stated in engineering terms, the isolation of the fault requires more sensors.
An important difference between engineered and natural or evolved sys-
tems is the degree of uncertainty about the interactions between the system’s
state variables. The couplings between the states of a biochemical reaction net-
work or an ecological food web are usually only partially known. These un-
certainties make the development of a useful mathematical model difficult;
missing, spurious or misspecified interactions generate structural model er-
rors. Moreover, real world dynamic systems are open, i.e. they receive unknown
inputs from their environment. Together, these uncertainties often result in in-
correct model predictions. Detection of genuine faults is even harder, if model
errors, unknown inputs and faults are interfering. Also, the engineering ap-
proach of specifying certain faults in advance is difficult to realise in the case of
an incomplete or erroneous model.
In this paper, we provide a mathematical theory for the localisation and re-
construction of sparse faults and model errors in complex dynamic networks
described by ordinary differential equations (ODEs). Sparsity means here, that
there is a maximum number of state variables (state nodes) k affected by an
error. Typically, k is much smaller than the total number of state nodes N .
In contrast to fault isolation approaches [20, 3], we do not require the a pri-
ori specification of certain types of faults, but we allow for the possibility that
each state node in the network can potentially be targeted by errors (or faults).
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The sparse error assumption is often realistic in both the model error and the
fault detection context. Faults often affect only a small number of nodes in the
network, because the simultaneous failure of several components in a system
is unlikely to occur spontaneously. For example, a hardware error or a network
failure usually occurs at one or two points in the system, unless the system has
been deliberately attacked simultaneously at several different positions. Sim-
ilarly, gene mutations often affect a restricted number of proteins in a larger
signal transduction or gene regulatory network. In the context of model er-
ror localisation and reconstruction, the sparsity assumption implies that the
model is incorrect only at a limited number of positions or, alternatively, that
small inaccuracies are ignored and that we focus only on the few (less than k)
state variables with grossly misspecified governing equations. Throughout this
paper, we will exploit the fact that faults, model errors and interactions with the
environment can all mathematically be represented as unknown inputs to the
system [27, 28, 12, 13, 21]. Thus, we use model error, fault and unknown input
as synonyms.
An example for sparse error localisation is provided in Fig. 1. The nodes of
the network in Fig. 1(a) represent the N = 30 state variables x = (x1, . . . , x30)T of
the dynamic system and the edges their interactions. The squares indicate the
subset of P = 10 states which are directly measured with output time courses
y(t ) = (y1(t ), . . . , y10(t )) plotted in Fig. 1(b). In our simulation, we randomly
chose state node x6 to be affected by an unknown input
w∗(t )= (0, . . . ,0, w∗6 (t ),0, . . . ,0)T ,
as highlighted by the wiggly arrow in Fig. 1(a). In reality, the location of this
error would be unknown and only the deviations of the output measurements
y(t ) from the expected behaviour would indicate the presence of an error some-
where in the network. Our first result in this paper is a criterion for the lo-
calisability of an unknown input in nonlinear systems from output measure-
ments. Based on this, we can decide that a single unknown input (k = 1) can
be localised and reconstructed from the output data y(t ). The estimate wˆ (t )
in Fig. 1(c) provides a satisfying reconstruction of the true input wˆ (t ). This il-
lustrates our second result: An optimisation criterion for the reconstruction of
k-sparse model errors and conditions guaranteeing the accuracy of the recon-
struction for linear systems.
In many real world systems, there are practical restrictions on the number
or the location of measurements. This restricted set of sensor nodes might ren-
der the system non-localisable for a given sparsity k, i.e. the state nodes (at
most k) affected by the error or fault cannot exactly be determined from the
available output. For example, it is often difficult to measure the dynamic time
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Figure 1: Reconstruction of a sparse unknown input. (a) The influence graph of
a linear dynamic system with N = 30 states. The nodes correspond to the state
variables and the edges indicate their interactions. The simulated error signal
w∗(t ) = (0, . . . ,0, w∗6 (t ),0, . . . ,0)T targets the state variable x6. The squares in-
dicate the P = 10 sensor nodes providing the output y = (y1, . . . , y10)T (b) The
measured output data y data(t ) = (ydata1 (t ), . . . , ydata10 (t ))T (solid lines) can be fit-
ted (dashed lines) by the output yˆ(t ) corresponding to the solution wˆ (t ) (see
(c)) of the convex optimal control problem in (24). (c) This estimate wˆ (t ) si-
multaneously reconstructs the true unknown input w∗(t ). One can see, that
among the thirty inputs the node i = 6 (w6) was localised as the root cause of
the error.
course of a large number of proteins and other molecules in a biochemical re-
action network and the root cause for observed errors (e.g. diseases) might be
impossible to find. Then, it might still be useful to at least narrow down the
location of the errors to subsets of states. As a further result, we present here a
coherence measure which quantifies, how difficult it is to distinguish different
states as root causes of a k-sparse error. This coherence measure can be used to
cluster states into indistinguishable subsets and to subsequently identify those
subsets targeted by model errors.
Once the subsets of the states targeted by errors are known, additional out-
put data are needed to further narrow down the exact error location. We pro-
vide an efficient sensor node placement strategy for reducing the uncertainty
about the error location. In combination with coherence based output clus-
tering, this sensor selection strategy can be iterated to restrict the exact error
location to smaller and smaller subsets until the exact position is isolated.
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Background
Open dynamic systems with errors and faults
We consider input-output systems of the form
x˙(t )= f (x(t ))+w (t )
x(0)= x0
y(t )= c(x(t ))
(1)
where x(t ) ⊆ RN denotes the state of the system at time t ∈ [0,T ] and x0 ∈ RN
is the initial state. The vector field f encodes the model of the system and is
assumed to be Lipshitz. The function c : RN → RP describes the measurement
process and maps the system state x to the directly observable output y .
Model errors or faults are represented as unknown input functions
w : [0,T ]→RN .
This ansatz incorporates all types of errors, including missing and wrongly spec-
ified interactions, parameter errors [27, 22, 38, 12, 13, 41] as well as faults [20, 3]
and unobserved inputs from the environment [21].
The system in (1) can be seen as an input-output map Φ : W → Y , w 7→ y .
The input space W = W1⊕ . . .⊕WN is assumed to be the direct sum of suitable
(see below) function spaces Wi , i = 1, . . . , N . For zero errors w ≡ 0 (i.e. w (t ) =
0∀t ∈ [0,T ]) we call the system (1) a closed dynamic system. Please note that
we do not exclude the possibility of known inputs for control, but we suppress
them from our notation.
An error or fault can be detected from the residual
r (t ) := y data(t )− y (0)(t ) (2)
between the measured output data y data(t ) and the output y (0)(t ) = Φ(0)(t ) of
the closed system. To infer the model error w (t ) we have to solve the equation
Φ(w )= y data (3)
for w . In general, there can be several solutions to the problem (3), unless we
either measure the full state of the system or we restrict the set of unknown
inputs w . In fault detection applications [20, 3], the restriction is given by
prior assumptions about the states which are targeted by errors. We will use
a sparsity assumption instead. For both cases, we need some notation: Let
N = {1,2, . . . , N } be the index set of the N state variables and S ⊆N be a subset
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with complement Sc =N \S. By w S(t ) we indicate the vector function obtained
from w (t ) by setting the entries (w S)i with i ∈ Sc to the zero function. If S is of
minimal cardinality and w S =w we call S the support of w . The corresponding
restriction on the input space is defined via
WS :=
{
w ∈W ∣∣supp w ⊆ S } . (4)
Thus, S characterises the states xi with i ∈ S which can potentially be affected
by a non-zero unknown input wi . We will also refer to S as the set of input
or source nodes. The restricted input-output map ΦS : WS → Y is again given
by (1), but all input components w i with i 6∈ S are restricted to be zero func-
tions.
Now, we can formally define invertibility [39, 37]:
DEFINITION 1: The system (1) with input set S and input-output mapΦ is called
invertible, if for two different solutions w (1), w (2) ∈WS of (3) and for any data set
y data : [0,T ]→RP we have
w (1)(t )−w (2)(t )= 0 (5)
almost everywhere in [0,T ].
In other words, invertibility guarantees that (3) with an input set S has only
one solution w∗ (up to differences of measure zero), which corresponds to the
true model error. In the following, we mark this true model error with an aster-
isk, while w without asterisk denotes an indeterminate input function.
Structural Invertibility and Independence of Input Nodes
There are several algebraic or geometric conditions for invertibility [39, 37, 15,
14, 1], which are, however, difficult to test for large systems and require exact
knowledge of the systems equations (1), including all the parameters. Struc-
tural invertibility of a system is prerequisite for its invertibility and can be de-
cided from a graphical criterion [43], see also Theorem 3 below. Before, we
define the influence graph (see e.g. [23])
DEFINITION 2: The influence graph g = (N ,E ) of the system (1) is a digraph,
where the set of nodesN = {1,2, . . . , N } represents the N state variables
x = (x1, . . . , xN ) and the set of directed edges E = {i1 → l1, i2 → l2, . . .} represents
the interactions between those states in the following way: There is a directed
edge i → l for each pair of state nodes i , l ∈N if and only if ∂ fl
∂xi
(x) 6= 0 for some x
in the state spaceX .
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In addition to the set of input nodes S ⊆ N we define the output nodes
Z ⊆ N of the system in (1). The latter are determined by the measurement
function c . Without restriction of generality we assume in the following that a
subset Z ⊆ {1,2, . . . , N } of P state nodes are sensor nodes, i.e. they can directly
be measured, which corresponds to ci (x)= xi for i ∈ Z . All states xl with l 6∈ Z
are not directly monitored.
A necessary criterion for structural invertibility is given by the following
graphical condition [43]:
THEOREM 3: Let g = (N ,E ) be an influence graph and S, Z ⊆N be known
input and output node sets with cardinality M = cardS and P = card Z , respec-
tively. If there is a family of directed pathsΠ= {pi1, . . . ,piM } with the properties
1. each path pii starts in S and terminates in Z ,
2. any two paths pii and pi j with i 6= j are node-disjoint,
then the system is structurally invertible. If such a family of paths exists, we say
S is linked in g into Z .
In the Appendix we discuss why we have the strong indication that this the-
orem provides also a sufficient criterion for structural invertibility up to some
pathological cases.
A simple consequence of this theorem is that for an invertible system, the
number P of sensor nodes cannot be smaller than the number of input nodes
M . This is the reason, why for fault detection the set of potentially identifiable
error sources S is selected in advance [3]. Without a priori restriction on the set
of potential error sources, we would need to measure all states. Please note, that
there are efficient algorithms to check, whether a system with a given influence
graph g and given input and sensor node set S and Z is invertible (see [21] for
a concrete algorithm and references therein).
Independence of Input Nodes
If the path condition for invertibility in Theorem 3 is fulfilled for a given triplet
(S, g , Z ) we can decide, whether the unknown inputs targeting S can be iden-
tified in the given graph g using the set of sensor nodes Z . Without a priori
knowledge about the model errors, however, the input set S is unknown as well.
Therefore, we will consider the case that the input set S is unknown in the re-
sults section. To this end, we define an independence structure on the union of
all possible input sets:
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DEFINITION 4: The triple Γ := (L , g , Z ) consisting of an influence graph g =
(N ,E ), and input ground set L ⊆ N , and an output set Z is called a gam-
moid. A subset S ⊆ L is understood as an input set. An input set S is called
independent in Γ, if S is linked in g into Z .
The notion of (linear) independence of vectors is well known from vector
space theory. For finite dimensional vector spaces, there is the rank-nullity
theorem relating the dimension of the vector space to the dimension of the
null space of a linear map. The difference between the dimension of the vector
space and the null space is called the rank of the map. The main advantage of
the gammoid interpretation lies in the following rank-nullity concept:
DEFINITION 5: Let Γ= (L , g , Z ) be a gammoid.
1. The rank of a set S ⊆L is the size of the largest independent subset S˜ ⊆ S.
2. The nullity is defined by the rank-nullity theorem
rankS+nullS = cardS . (6)
Note, that the equivalence of a consistent independence structure and a
rank function (see definition 5 1.) as well as the existence of a rank-nullity the-
orem (see definition 5 2.) goes back to the early works on matroid theory [44]. It
has already been shown [33], that the graph theoretical idea of linked sets (see
definition 4) fulfils the axioms of matroid theory and therefore inherits its prop-
erties. The term gammoid for such a structure of linked sets was probably first
used in [35] and since then investigated under this name, with slightly varying
definitions. We find the formulation above to be suitable for our purposes (see
also the SI Appendix for more information about gammoids).
Results
Here, we consider the localisation problem, where the input set S is unknown.
However, we make a sparsity assumption by assuming that S is a small subset
of the ground setL ⊆N . Depending on the prior information, the ground set
can be the set of all state variablesN or a subset.
The sparsity assumption together with the definition of independence of
input nodes in Definitions 4 and 5 can be exploited to generalise the idea of
sparse sensing [10, 6, 9, 46] to the solution of the dynamic problem (3). Sparse
sensing for matrices is a well established field in signal and image processing
(see e.g. [46, 16]). There are, however, some nontrivial differences: First, the
input-output map Φ is not necessarily linear. Second, even if Φ is linear, it is
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a compact operator between infinite dimensional vector spaces and therefore
the inverseΦ−1 is not continuous. This makes the inference of unknown inputs
w an ill-posed problem, even if (3) has a unique solution [17].
Sparse Error Localization and Spark
Definition 4 enables as to transfer the concept of the spark [10] to dynamic sys-
tems:
DEFINITION 6: Let Γ= (L , g , Z ) be a gammoid. The spark of Γ is defined as the
largest integer, such that for each input set S ⊆L
cardS < sparkΓ⇒ nullS = 0. (7)
Let’s assume we have a given dynamic system with influence graph g =
(N ,E ) and with an output set Z ⊂ N . In addition, we haven chosen an in-
put ground set L . Together, we have the gammoid Γ = (L , g , Z ). The spark
gives the smallest number of inputs that are dependent. As for the compressed
sensing problem for matrices [10], we can use the spark to check, under which
condition a sparse solution is unique:
THEOREM 7: For an input w we denote ‖w‖0 the number of non-zero com-
ponents. Assume w solves (3). If
‖w‖0 < sparkΓ
2
, (8)
then w is the unique sparsest solution.
This theorem provides a necessary condition for the localisability of a k-
sparse error in a nonlinear dynamic system. For instance, if we expect an error
or input to target a single state node like in Fig. 1(a), we have ‖w∗‖0 = 1 and
we need sparkΓ ≥ 3 to pinpoint the exact position of the error in the network.
If an edge in the network is the error source, then two nodes are affected and
‖w∗‖0 = 2. Such an error could be a misspecified reaction rate in a biochemical
reaction or a cable break in an electrical network. To localize such an error we
need sparkΓ≥ 5.
For smaller networks like the one in Fig. 1(a), it is possible to exactly com-
pute the spark (Definition 6) of a gammoid (Definition 4) using an combinato-
rial algorithm iterating over all possible input node sets. However, the comput-
ing time grows rapidly with the size of the network. Below we present bounds
for the spark, which can efficiently be computed.
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Convex Optimization for Sparse Input Reconstruction
As in compressed sensing for matrices, finding the solution of (3) with a mini-
mum number of non-zero components ‖w‖0 is an NP-hard combinatorial prob-
lem. Here, we formulate a convex optimal control problem as a relaxed version
of this combinatorial problem. We define a Restricted-Isometry-Property (RIP)
[6] for the input-output operator Φ defined by (1) and provide conditions for
the exact sparse recovery of errors in linear dynamic systems by solutions of
the relaxed problem. As a first step it is necessary to introduce a suitable norm
promoting the sparsity of the vector of input functions w (t ).
Say,L is an input ground set of size L. The space of input functions
W :=⊕
i∈L
Wi (9)
is composed of all function spaces Wi corresponding to input component wi .
By definition of the input ground set, wi ≡ 0 for i 6∈L . Thus Wi = {0} for i 6∈L .
Assume, that each function space Wi = Lp ([0,T ]) is a Lebesque space equipped
with the p-norm
‖wi‖p =
(∫ T
0
|wi (t )|p d t
)1/p
. (10)
We indicate the vector
w :=
‖w1‖p...
‖wL‖p
 ∈RL (11)
collecting all the component wise function norms by an underline. Taking the
q-norm in RL
‖w‖q =
(
w q1 + . . .+w
q
L
)1/q
(12)
of w yields the p-q-norm on W
‖w‖q := ‖w‖q . (13)
The parameter p appears implicitly in the underline. Since our results are valid
for all p ∈ [1,∞), we will suppress it from the notation.
Similarly, for the P outputs of the system, the output space
Y =Y1⊕ . . .⊕YP . (14)
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can be equipped with a p-q-norm
‖y‖q := ‖y‖q . (15)
An important subset of the input space W is the space Σk of k-sparse inputs
w ∈Σk ⇒‖w‖0 ≤ k . (16)
In analogy to a well known property [6] from compressed sensing we define
for our dynamic problem:
DEFINITION 8: The Restricted-Isometry-Property (RIP) of order 2k is fulfilled,
if there is a constant δ2k ∈ (0,1) such that for any two vector functions u, v ∈ Σk
the inequalities
(1−δ2k )‖u−v‖22 ≤ ‖Φ(u)−Φ(v )‖22 (17)
and
‖Φ(u)+Φ(v )‖22 ≤ (1+δ2k )‖u+v‖22 (18)
hold.
The reconstruction of sparse unknown inputs can be formulated as the op-
timization problem
minimize ‖w‖0 subject to ‖Φ(w )− y data‖2 ≤ ² (19)
where ² > 0 incorporates uniform bounded measurement noise. A solution wˆ
of this problem will reproduce the data y data according to the dynamic equa-
tions (1) of the system with a minimal set of nonzero components, i.e., with
a minimal set S of input nodes. As before, finding this minimal input set is a
NP-complete problem. Therefore, let us consider the relaxed problem
minimize ‖w‖1 subject to ‖Φ(w )− y data‖2 ≤ ² . (20)
The following result implies, that for a linear system of ODEs with f (x) = Ax
and c(x) = C x with matrices A ∈ RN×N and C ∈ RP×N in (1) the optimization
problem (20) has a unique solution.
THEOREM 9: IfΦ is linear, then (20) is a convex optimization problem.
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For a given input vector w ∈W we define the best k-sparse approximation
in q-norm as [16]
σk (w )q := minu∈Σk ‖w −u‖q (21)
i.e. we search for the function u that has minimal distance to the desired func-
tion w under the condition that u has at most k non-vanishing components. If
w is k-sparse itself, then we can choose u = w and thus the distance between
the approximation and the desired function vanishes, σk (w )q = 0.
THEOREM 10: Assume Φ is linear and the RIP of order 2k holds. Let w∗ be
the solution of (19). The optimal solution wˆ of (20) obeys
‖wˆ −w∗‖2 ≤C0σk (w
∗)1p
k
+C2² (22)
with non-negative constants C1 and C2 1.
Motivated by the latter theorem we define a cost functional
J [w ] := 1
2
‖Φ(w )− y data‖22+β‖w‖1 (23)
with given data y data and regularization constant β. The solution of the opti-
mization problem in Lagrangian form
minimize J [w ] subject to (1) , (24)
provides an estimate for the input wˆ , see Fig. 1 for an example.
Coherence of potential input nodes in linear systems
So far we have given theorems for the localisability and for the reconstruction
of sparse errors in terms of the spark and RIP. However, computing the spark
or checking whether the RIP condition holds are again problems whose com-
putation time grows rapidly with increasing systems size. Now, we present a
coherence measure between a pair of state nodes i , j in linear systems indicat-
ing how difficult it is to decide whether a detected error is localised at i or at j .
The coherence provides a lower bound for the spark and can be approximated
by an efficient shortest path algorithm. Computing the coherence for each pair
1Formulas for the constants C1 and C2 can be found in the supplemental material.
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of state nodes in the network yields the coherence matrix, which can be used to
isolate a subset of states where the root cause of the error must be located.
If the system (1) is linear, i.e. f (x) = Ax and c(x) = C x , we can use the
Laplace-transform
T (s)w˜ (s)= y˜(s), s ∈C (25)
to represent the input-output map ΦL by the L×P-transfer matrix T (s). The
tilde denotes Laplace-transform. Again, we assume that wi ≡ 0 for all i 6= L
and w˜ (s) is the vector of Laplace transforms of the components of w which are
in the ground setL . Recall that L ≤N is the number of states in the ground set
L and P the number of measured outputs. As before,L =N is still a possible
special case.
We introduce the input gramian
G(s) := T ∗(s)T (s) (26)
where the asterisk denotes the hermitian conjugate. Note, that the input gramian
is a L×L matrix. Assume that we have chosen an arbitrary but fixed numbering
of the states in the ground set, i.e. L = {l1, . . . , lL} is ordered.
DEFINITION 11: Let G be the input gramian of a linear dynamic system. We call
µi j (s) :=
|Gi j (s)|√
Gi i (s)G j j (s)
, s ∈C (27)
the coherence function of state nodes li and l j . We call
µ(s) :=max
i 6= j
µi j (s) (28)
the mutual coherence at s ∈C.
Coherence measures to obtain lower bounds for the spark have been used
for signal decomposition [11] and compressed sensing for matrices [10]. In the
next theorem, we use the mutual coherence for linear dynamic systems in a
similar way to provide bounds for the spark.
THEOREM 12: Let Γ= (L , g , Z ) be a gammoid with mututal coherence µ(s)
at some point s ∈C. then
sparkΓ≥ 1
µ(s)
+1 ∀s ∈C. (29)
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Since (29) is valid for all values of s ∈C, it is tempting to compute infs∈Cµ(s)
to tighten the bound as much as possible. Please note, however, that µ(s) is not
a holomorphic function and thus the usual trick of using a contour in the com-
plex plane and applying the maximum/minimum modulus principle can not
be applied (see e.g. [40]). Instead, we will introduce the shortest path coher-
ence, which can efficiently be computed and which can be used in Theorem 12
to obtain lower bounds for the spark.
Shortest Path Coherence
There is a one-to-one correspondence between linear dynamic systems and
weighted2 gammoids. The weight of the edge j → i is defined by the Jacobian
matrix
F ( j → i ) := ∂ fi (x)
∂x j
(30)
and is constant for a linear system. We extend this definition to sets of paths
in the following way: Denote by pi = (i0 → i1 → . . . → i`) a directed path in the
influence graph g . The length of pi is len(pi)= ` and the weight of pi is given by
the product of all edge weights along that path:
F (pi)= ∏`
k=1
F (ik−1 → ik ) . (31)
Let Π= {pi1, . . . ,piM } be a set of paths. The weight of Π is given by the sum of all
individual path weights:
F (Π)=
M∑
k=1
F (pik ) . (32)
The input gramian G(s) (26) is the composition of the transfer function T
and its hermitian conjugate T ∗. The transfer function T can be interpreted as
a gammoid Γ = (L , g , Z ), where the input nodes from L correspond to the
columns of T and the output nodes from Z correspond to the rows of T .
There is also a transposed gammoid 3.
Γ′ = (Z ′, g ′,L ′) . (33)
corresponding to the hermitian conjugate T ∗, see Fig. 2. Here, the transposed
graph g ′ is obtained by flipping the edges of the original graph g . The input
2Weights are understood as real constant numbers.
3The transposed gammoid should not be confused with the notion of a dual gammoid in
matroid theory [44].
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Figure 2: Gammoid representation of the input gramian. (a) An exemplary
gammoid Γ. The nodes in red represent the input ground setL and the nodes
in blue (squares) the output set Z . (b) The transposed gammoid Γ′. Com-
pared to (a), the arrows are flipped. The red nodes (squares) represent the input
ground set Z ′ and the nodes in blue the output setL ′. (c) The combined gam-
moid (Γ◦Γ′). The outputs Z of Γ are identified with the inputs Z ′ of Γ′. Again,
red nodes represent the inputsL and the blue nodes represent the outputsL ′
of the gammoid (Γ◦Γ′).
ground set Z ′ of the transposed gammoid Γ′ corresponds to the output set Z of
Γ. Similarly, the output setL ′ of Γ′ is given by the input ground setL of Γ.
As we have gammoid representationsΓ andΓ′ for T and T ∗, also the gramian
has such a gammoid representation which we denote as (Γ◦Γ′). To obtain (Γ◦Γ′)
we identify the outputs Z of Γwith the inputs Z ′ of Γ′, see Fig. 2(c).
DEFINITION 13: Let Γ be a weighted gammoid with ground setL = {l1, . . . , lL}.
For two nodes li , l j ∈L let ψi j denote the shortest path from li to l ′j in (Γ ◦Γ′).
We call
µshorti j :=
|F (ψi j )|√
F (ψi i )F (ψ j j )
(34)
the shortest path coherence between li and l j .
THEOREM 14: We find that
µshorti j ≥ lim|s|→∞
|Gi j (s)|√
Gi i (s)G j j (s)
. (35)
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Input Cluster(a) (b)
Figure 3: Restricting the error location to a subset of state nodes. (a) The graph
of a linear dynamic system with 30 nodes and 5 output nodes y1, . . . , y5. These
outputs are not sufficient to pinpoint the state x6 as the single root cause of
the unknown input w∗(t )= (0, . . . ,0, w∗6 (t ),0, . . . ,0)T . The 5 different colours of
the state nodes indicate their membership in one of the different input clusters
C1, . . . ,C5. State nodes within the same input cluster can not be distinguished
from each other as possible error sources. (b) The sum over signal norms of
each state in an input cluster (see (37)) can be used as an indicator that at least
one node in this particular cluster is targeted by an error. The barplot indicates
that C1 is the cluster most likely to be targeted by a 1-sparse error.
We see that
inf
s∈C
max
i 6= j
µi j (s)≤max
i 6= j
µshorti j (36)
and therefore the shortest path mutual coherence can also be used in theorem
12 to get a (more pessimistic) bound for the spark. The advantage of the short-
est shortest path mutual coherence is that it can readily be computed even for
large (N > 100) networks.
Examples and Node Clustering
In this section we illustrate by example, how our theoretical results from the
previous section can be used to localise and reconstruct unknown inputs. These
inputs can be genuine inputs from the environment or model errors or faults in
a dynamic system [13, 21].
16
Example 1: Reconstruction of the root cause of a sparse error
We are now coming back to the scenario in Fig.1. Assume, we have detected
some unexpected output behaviour in a given dynamic system. Now, we want
to reconstruct the root cause for the detected error. We simulated this sce-
nario for a linear system with N = 30 state nodesN = {1, . . . ,30} and randomly
sampled the interaction graph g , see again Fig.1(a). The outputs are given as
time course measurements yd at a1 (t ), . . . , y
d at a
10 (t ) of P = 10 randomly selected
sensor nodes Z , see Fig.1(b). In our simulation, we have added the unknown
input w∗(t ) with the only nonzero component w∗6 (t ) (Fig.1(c)). However, we
assume that we have no information about the localisation of this unknown
input. Thus, the ground set isL =N .
For a network of this size, it is still possible to exactly compute the spark
(Definition 6) of the gammoid (L , g , Z ) (Definition 4). This straightforward al-
gorithm iterates over two different loops: In the inner loop we iterate over all
possible input sets S of size r and check, whether S is linked in g into Z (see
Theorem 3). In the outer loop we repeat this for all possible r = 1,2, . . . , N . The
algorithm terminates, if we find an input set which is not linked into Z . If r is
largest subset size for which all S are linked in g into Z , the spark is given by
r +1.
For the network in Fig.1(a) we find that sparkΓ= 3. From (8) we conclude,
that an unknown input targeting a single node in the network can uniquely be
localised. Thus, under the assumption that the output residual was caused by
an error targeting a single state node, we can uniquely reconstruct this input
from the output. The reconstruction is obtained as the solution of the regular-
ized optimization problem in (24),see Fig.1(c). For the fit we allowed each node
xi to receive an input wˆi . We used a regularization constant ofβ= 0.01 in (24)).
Please note, that a necessary condition for the reconstruction to work is an
assumption about the sparsity of the unknown input. If we would assume that
more than one state node is targeted by an error, we would need a larger spark
to exactly localise and reconstruct the error. This would either require a smaller
ground setL or a different set of sensor nodes Z , or both.
Example 2: Restricting the error location to a subset of state nodes
In Fig. 3 we have plotted the graph corresponding to the same system as in
Fig. 1, but now with a different set of only 5 output nodes Z . As before, we
performed a twin experiment by adding an error signal w∗6 (t ) to the state node
i = 6 only. However, this smaller sensor node set Z is not sufficient to localise
even a single error at an unknown position. The corresponding gammoid Γ =
(L , g , Z ) with ground set L =N has sparkΓ = 2 and therefore the condition
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(8) is not fulfilled. Solving the optimisation problem (20) with L as a ground
set is also not guaranteed to reconstruct the localisation of the unknown input,
since the RIP condition (Theorem 10) cannot practically be tested.
Nevertheless, we can still restrict the position of the error using a node clus-
tering strategy: We use the shortest path coherence matrix (µshorti j ) as a similar-
ity index between each pair (i , j ) ∈N ×N of state nodes and employ a standard
hierarchical clustering algorithm to group the state nodes inL into disjoint in-
put clusters C1, . . . ,C5 such thatL =C1∪˙C2∪˙ . . .∪˙C5. The nodes belonging to
one and the same cluster have such a high coherence that it is not possible to
determine which of them is the root course of the error. But, as can be seen in
Fig. 2(b), we can rank the input clusters to at least isolate the cluster contain-
ing the node targeted by the error. To this end, we solve the optimal control
problem (24) and sum the estimated hidden inputs within each cluster
‖wCk‖1 =
∑
i∈Ck
‖wi‖p . (37)
The strongest total input signal is observed for cluster C1. If we assume that
the root cause of the observed error is localised at a single state node (sparsity
k = 1), we select this cluster C1. This corresponds to the ground truth in this
twin experiment. However, if we suspect more than one node to be targeted by
errors (say k ≥ 2) but the strongest cluster contains less than k nodes, we have
to consider more clusters in the order of their ranking until k nodes are covered.
Example 3: Sensor node selection and a strategy for constricting
the error location
The clustering of the input ground set described in the previous Example 2 is
always dependent on the given output set Z . This implies that the the size and
location of the input clusters in the last example depends on the output set Z .
To further narrow down the position of the single unknown input in Fig. 2, addi-
tional or more carefully chosen measurements are necessary. A set Z of sensor
nodes is most effective, if the sensors provide output signals with distinct in-
formation. We will describe now by example, how the degree of coherence be-
tween the output measurements can be quantified. This will provide a strategy
for selecting incoherent, i.e. non-redundant, sensor nodes.
In the same way we use (Γ◦Γ′) to compute a measure for the indistinguisha-
bility of input nodes, we can compute the shortest path coherence matrix of
(Γ′ ◦Γ) to quantify the indistinguishability of output nodes. This output coher-
ence measure depends on the chosen input set. Since we have already identi-
fiedC1 as the target cluster for the error (see Fig. 3), we now restrict the input set
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Figure 4: Narrowing down the location of the error using informative sensor
nodes. (a) The system, the unknown inputs and the output node set are the
same as in Fig. 3. But, the colours in this graph indicate now clusters of co-
herent outputs. Measuring more than one state node within the same output
cluster does not provide additional information about the location of the error
as compared to a single measurement in each cluster. For example, output sen-
sors y2 and y4 are in the same output cluster and thus provide only redundant
information. Therefore, we move the sensor y2 to an output cluster which is not
yet covered by a sensor. (b) Input clustering after moving y2. The state nodes
within each of the 6 input clusters can still not be distinguished as the cause of
the error. (c) Cluster C ′2 in (b) (a subcluster of the original C1 in Fig. 3) has the
largest total signal norm ((37)). In this example, C ′2 consists only of the single
state node with i = 6. (d) The reconstructed output wˆ6(t ) is a good estimate of
the true error signal.
19
toC1 and compute the output coherence with respect to this restricted ground
set C1. Fig. 4(a) shows the resulting clusters of indistinguishable output nodes.
Sensor nodes in the same output cluster provide similar, and thus redundant
information. Hence, it makes sense to place the sensors in distinct output clus-
ters.
We can see in Fig. 4(a) that the sensors y2 and y4 lie in the same output clus-
ter. To collect complementary information about the location of the unknown
input, we replace one of these two sensors, say y2, by a sensor in a different
cluster. In Fig. 4(b), the output y2 was moved to a different position and thus
covers a different output cluster. We can now repeat the input clustering from
Example 2 for the gammoid withC1 as input ground set and our improved out-
put set. The resulting input clustering can be seen in Fig. 4(b). The grey nodes
represent the state variables which are not in the input ground set and there-
fore not considered in the clustering. WithC1 as input ground set we can again
solve the optimisation problem (24) and add the input norms (see (37)) in each
of the new subclusters of C1. From Fig. 4(c) we identify the new cluster C ′2 (a
subcluster of the original C1) as the target cluster for unknown inputs. In this
example,C ′2 consists only of the single state node with i = 6. Indeed, this is cor-
rect input node in our twin experiment. Solving the optimization problem one
last time with only the single node target clusterC ′2 = {6} as ground set provides
again an accurate reconstruction wˆ6(t ) of the error signal, see Fig. 4(d).
This example illustrates, how the input ground set can be more and more
reduced by iteratively repeating the strategy consisting of input node cluster-
ing, target cluster selection using convex optimisation, output clustering and
non-redundant sensor node placement.
Please note, that this strategy depends on the assumption of sparsity. Here,
we assumed a single input, i.e. a sparsity of k = 1. However, it is straightfor-
ward to generalise to k ≥ 2 sparse errors, as long as these potential target clus-
ters cover at least k potential input nodes. Also note, that in the case of real
data with stochastic input noise, there might be several clusters with almost
the same total input signal. Then, it might be reasonable to also consider clus-
ters with approximately the same total input. Analysing the effect of stochastic
measurement noise is left as a question for further research.
Discussion
Finding the root cause of errors or faults is important in many contexts. We
have presented a mathematical theory for the localisation of sparse errors, which
overcomes the need to a priori assume certain types of errors. This restriction
is replaced by the sparsity assumption, which is plausible in many real world
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settings, where the failure of a small number of components is observed from
the sensors, but the localisation of the fault is unknown. Similarly, for the prob-
lem of modelling dynamic systems, it is important to know where the model
is wrong and which states in the model need a modified description. This in-
cludes also open systems, which are influenced by unknown inputs from their
environment. We have used the gammoid concept to define the notion of in-
dependence for inputs to dynamic systems. This allowed us to generalise con-
cepts from sparse sensing to localise and infer such sparse unknown inputs.
Theorem 7 is general and applies to nonlinear systems. The other results
are only proved for linear systems. An important open research question is to
check, whether the optimisation problem in (20) is also suitable for nonlinear
systems. In addition, the RIP-condition in Definition 8 is already hard to test for
linear systems, a situation we already know from classical compressed sensing
for matrices [46]. However, there is an additional complication in the prob-
lem of estimating the inverse of the input-output map Φ corresponding to the
dynamic system (1) : The mapΦ is compact and maps from an infinite dimen-
sional input space to the infinite dimensional output space. Inverse systems
theory [17] tells us, that the inversion of such operators is discontinous. Thus,
more research on the numerics of this L1 regularized optimal control problem
is needed [42]. In addition, stochastic dynamic systems with unknown inputs
will provide an interesting direction for further research.
Our results are complementary to recent work on Data-Driven Dynamic
Systems, where the the goal is to discover the dynamics solely from measure-
ment data [4, 45, 32, 8]. For data sets of limited size, these purely data driven
methods might profit from the prior knowledge encoded by an possibly imper-
fect but informative model. Our work provides a straightforward approach to
combine models and data driven methods. For a given model, the estimated
error signals can be analysed with a data driven method to discover their in-
herent dynamics. We believe that the combination of data driven systems with
the prior information from interpretable mechanistic models will provide ma-
jor advances in our understanding of dynamic networks.
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A Spaces and Norms
Our gammoid approach enables us to generalise concepts from compressed
sensing [10, 5] of matrices to and dynamic systems. Let us start with the matrix
case of classical compressed sensing:
For a given matrix A ∈RP×N , M >> P , and given y ∈RP , solve
Ax = y (38)
for x . We will refer to this as the static problem. In contrast to that we consider
the problem: For a given input-output mapΦ :U →Y whereU =U1⊕. . .⊕UN
andY =Y1⊕ . . .⊕YP ,Ui ,Y j function spaces, and given y ∈Y , solve
Φ(u)= y (39)
for u. This will be called the dynamic problem. In fact, until we make use of
the gammoid structure of a dynamic input-output system, Ui and Y j can be
arbitrary Banach spaces andΦ any operator. Despite this more general validity,
we will throughout callU the input space and Y the output space. The sparse
sensing problem, either static as considered or dynamic, is understood as find-
ing the sparsest solution of the static or dynamic problem, i.e., a solution uˆ for
which most of the components uˆi are identically zero. Assume a component,
say uˆ1, has nonzero norm. Then u˜ = (0, uˆ2, . . . , uˆL) can be considered a com-
pression of uˆ, since u˜ is sparser than uˆ. If we now find, that the compressed
vector yields
‖Φ(u˜)− y‖ < ² (40)
for some given ², that is, if it reproduces the desired output with sufficient accu-
racy, we call it a solution of the compressed sensing problem. The static sparse
and compressed sensing problem have been developed into various directions,
see for example [46] and [16] which both are good compilations of the field and
from where we borrow some notations. A crucial step towards a dynamic com-
pressed sensing will be to define appropriate norms on the spacesU andY .
Input Space
Henceforth we will assume the input component ui ∈Ui to lie in Lp ([0,T ]) for
a fixed p and be piecewise C∞[0,T ].
Underline Notation
We first introduce the underline notation
ui := ‖ui‖Lp (41)
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and for the whole vector u ∈U we write
u :=
u1...
uL
 , (42)
so the underline operator maps u to a vector u ∈ RN . In the more general set-
ting, Ui is only assumed to be a Banach space with some norm ‖ · ‖Ui and the
underline maps according to this norm. The underline notation will help clar-
ify our understanding of sparsity and will be useful for the formulation of theo-
rems and proofs. As the underline is basically a norm, it inherits the properties
of a norm. The following lemma merely represent calculation rules for under-
lined vectors.
LEMMA 15: 1. For ui ∈Ui we find ui = 0 ⇔ ui (t )= 0 a.e. in [0,T ] .
2. For ui , vi ∈Ui we find ui + vi ≤ ui + vi .
3. For ui ∈Ui and a ∈R we find aui = |a|ui .
Proof. 1. From the definition of the Lp spaces we get
‖ui‖Lp = 0 ⇔ ui = 0 a.e. (43)
2. Again from the definition we find
ui + vi = ‖ui + vi‖Lp ≤ ‖ui‖Lp +‖vi‖Lp = ui + vi . (44)
3. Since the Lp -norm is homogeneous we have
aui = ‖aui‖Lp = |a|‖ui‖Lp = |a|ui . (45)
Proper Norm for Inputs
Utilizing the underline notation, we are ready to define the q-norm onU as
‖u‖q := ‖u‖q (46)
where on the right hand side the standard q-norm on RL is understood.
PROPOSITION 16: The q-norm onU is a proper norm.
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Proof. The Lp norm and the q-norm onRN both are proper norms that fulfil the
three properties positive definiteness, the triangle property, and homogeneity.
Since the q-norm onU is a combination of these two norms, it becomes clear,
that it again fulfils these properties.
1. Positive definiteness. We find
‖u‖q = ‖u‖q ≥ 0 (47)
where the inequality comes from the fact, that we have a proper norm on
RL . Equality holds if and only if u = 0. Due to lemma 15 this is the case if
and only if u = 0.
2. Triangle inequality. Let u, v ∈U .
‖u+v‖q = ‖u+v‖q =
(
N∑
i=1
(ui + vi )q
)1/q
(48)
From lemma 15 one can see, that
(ui + vi )q ≤ (ui + vi )q (49)
so we get
‖u+v‖q ≤
(
N∑
i=1
(ui + vi )q
)1/q
= ‖u+v‖q (50)
and since the latter is a proper q-norm on RL
‖u+v‖q ≤ ‖u‖q +‖v‖q = ‖u‖q +‖v‖q . (51)
3. Finally we proof homogeneity. Let u ∈U and a ∈R.
‖au‖q = ‖au‖q =
(
L∑
i=1
(aui )
q
)1/q
=
(
L∑
i=1
(|a|ui )q
)1/q
= |a|
(
L∑
i=1
(ui )
q
)1/q
= |a|‖u‖q
(52)
For q = 0 one derives a situation comparable to the “0-norm” on RL . First,
‖u‖0 := ‖u‖0 (53)
counts the non-zero components of u. Due to lemma 15, a component of u is
zero if and only if the corresponding component of u is zero, so ‖u‖0 is indeed
a “0-norm” onU .
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Support of an Input
Similar to [46], for an index setΛ⊆ {1, . . . , N } we write uΛ for the vector
(uΛ)i =
{
ui if i ∈Λ
0 if i 6∈Λ (54)
and with Λc we denote the complement in {1, . . . , N }. As in [16] we call Λ the
support of u, if Λ is of minimal cardinality and uΛ = u. Let the index set Λ be
given, then
UΛ := {u ∈U |suppu ⊆Λ} (55)
is understood as a restriction of the input space.
If the operator Φ is linear, then it can be written as a matrix with compo-
nentsΦ j i :Ui →Y j . The restriction of the domain
Φ :UΛ→Y (56)
is then equivalent to deleting the columns of Φ with index not included in Λ=
(λ1, . . . ,λM ). We can also interpret it as a new operator ΦΛ with unrestricted
domain,
ΦΛ :Uλ1 ⊕ . . .UλM →Y . (57)
If U = RL and Y = RP , then ΦΛ is simply a RP×M matrix. This case coincides
with the static problem and was first considered in [9]. We will make use of the
following notation from [46].
The “0-norm” can also be expressed via the support,
cardsuppu = ‖u‖0 . (58)
The set of k-sparse inputs is understood as
Σk := {u ∈U |‖u‖0 ≤ k} . (59)
One will see, that Σk is the union of allUΛ with cardΛ≤ k.
The three following facts can be proven directly: LetΛ0 andΛ1 be two index
sets with cardΛ0 = cardΛ1 = k and let u ∈U . We find
uΛ0 ,uΛ1 ∈Σk (60)
and
uΛ0 +uΛ1 ∈Σ2k . (61)
IfΛ0 andΛ1 are disjoint we also get
uΛ0 +uΛ1 =uΛ0∪Λ1 . (62)
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LEMMA 17: Let u, v ∈U with disjoint support, then
u±v =u+v (63)
and for the q-norm
‖u−v‖q = ‖u±v‖q = ‖u+v‖q (64)
Proof. If i is in the support of u, then vi = 0 and equation (63) reduces to
ui = ui (65)
which is true. If i is in the support of v , then ui = 0. Equation (63) together with
lemma 15 then becomes
±vi = |±1|vi = vi (66)
which also holds true. If i is in neither support, the equation becomes trivial.
For equation (66) note, that
‖u±v‖q = ‖u±v‖q = ‖u+v‖q (67)
where the first equality is clear by definition and the second equality was just
proven.
It remains to show, that for any two vectors x , y ∈ RN with disjoint support
one gets
‖x − y‖q = ‖x + y‖q . (68)
However due to the disjoint support |xi + yi |q = |xi |q +|yi |q = |xi − yi |q since at
least one of the two terms is zero. One finds
‖x − y‖qq =
N∑
i=1
|xi − y1|q =
N∑
i=1
|xi + y1|q = ‖x + y‖qq . (69)
The following proposition for the case, where u, v are RN vectors, stems
from [2] and has already been used for the static problem in [9]. We proof its
validity for u, v being input vectors of a dynamic system.
PROPOSITION 18: Let u, v ∈U with disjoint support, then
‖u+v‖qq = ‖u‖qq +‖v‖qq . (70)
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Proof. With lemma 17 we find
‖u+v‖qq = ‖u+v‖qq = ‖u+v‖qq =
N∑
i=1
(ui + vi )q . (71)
Again due to the disjoint support we can write
(ui + vi )q = (ui )q + (vi )q (72)
to get
‖u+v‖qq =
N∑
i=1
(ui )
q +
N∑
i=1
(vi )
q = ‖u‖qq +‖v‖qq . (73)
We close the investigation of the input space with three lemmas on norm-
inequalities. For u being a RN vector, these lemmas are proven in [46]. For our
purposes, it is necessary to prove the validity for the q-norms on composite
Banach spaces.
LEMMA 19: For u ∈Σk we find
1p
k
‖u‖1 ≤ ‖u‖2 ≤
p
k‖u‖∞ . (74)
Proof. Let 〈·, ·〉 denote the standard scalar product on RN . We can write
‖u‖1 = ‖u‖1 = 〈u, sgnu〉 ≤ ‖u‖2‖sgnu‖2 , (75)
where the latter inequality comes from Cauchy-Schwartz and the signum func-
tion is understood component-wise. By assumption u is k-sparse, hence ‖sgnu‖22
is a sum of at most k ones. We obtain
‖u‖1 ≤
p
k‖u‖2 =
p
k‖u‖2 . (76)
One will see, that
ui ≤ ‖u‖∞ = ‖u‖∞ , (77)
where both sides of the inequality are non-negative. LetΛ= suppu, then
‖u‖22 = ‖u‖22 =
∑
i∈Λ
(ui )
2 ≤ ‖u‖2∞
∑
i∈Λ
1= k‖u‖2∞ . (78)
Taking the square-root leads to the desired inequality.
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LEMMA 20: For u, v ∈U with disjoint support we find
‖u‖2+‖v‖2 ≤
p
2‖u+v‖2 . (79)
Proof. Consider the R2 vector
x :=
(‖u‖2
‖v‖2
)
. (80)
Lemma 19 holds also for constant vectors and by construction x is k = 2 sparse,
thus
‖x‖1 ≤
p
2‖x‖2 . (81)
We can now replace
‖x‖1 = ‖u‖2+‖v‖2 . (82)
For the right hand side we find
‖x‖22 = ‖u‖22+‖v‖22 = ‖u+v‖22 (83)
where the second equality comes from proposition 18. Combining the latter
the equations leads to the desired inequality.
LEMMA 21: Let u ∈U anΛ0 and index set of cardinality k. For better readability
we write x :=uΛc0 . Note, that x is aRN vector with non-negative components. Let
L = (l1, . . . , lN ) a list of indices with li 6= l j for i 6= j such that for the components
of x we find
xl1 ≥ xl2 ≥ . . .≥ xlN . (84)
Define index setsΛ1 := {l1, . . . , lk },Λ2 := {lk+1, . . . , l2k } and so forth until the whole
list L is covered. If k is not a divisor of N the last index set would have less than k
elements. This can be fixed by appending u by zero elements.
We find
∑
j≥2
‖uΛ j ‖2 ≤
‖uΛc0‖1p
k
(85)
Proof. First note, that by construction allΛi for i = 0,1, . . . are pair-wise disjoint
and that
Λc0 =Λ1∪˙Λ2∪˙ . . . (86)
28
For any m ∈Λ j−1 we get by construction
um ≥ ‖uΛ j ‖∞ . (87)
We now take the sum over all m ∈Λ j−1
‖uΛ j−1‖1 ≥ k‖uΛ j ‖∞ . (88)
From lemma 19 we have for each j
‖uΛ j ‖2 ≤
p
k‖uΛ j ‖∞ (89)
and in combination with the latter inequality
‖uΛ j ‖2 ≤
1p
k
‖uΛ j−1‖1 . (90)
We take the sum over j ≥ 2∑
j≥2
‖uΛ j ‖2 ≤
∑
j≥2
1p
k
‖uΛ j−1‖1 . (91)
In the right hand side we first perform an index shift and then use proposition
18 to see that∑
j≥2
‖uΛ j−1‖1 =
∑
j≥1
‖uΛ j ‖1 = ‖uΛ1∪Λ2∪...‖1 = ‖uΛc0‖1 . (92)
Output Space
Underline Notation
In analogy to the input space U , the underline notation can be used for the
output spaceY =Y1opl us . . .⊕YP ,
yi := ‖yi‖p ′ . (93)
Here, we assume that each yi ∈Yi is in Lp ′[0,T ] an piecewise C∞[0,T ]. Princi-
pally, p ′ does not have to match the parameter p from the input spaces. It will
be suppressed from out notation as the result are valid for any fixed value of p ′.
Again it would also be sufficient thatYi is a Banach space. The q-norm onY is
defined
‖y‖q := ‖y‖q . (94)
Clearly, all rules we have derived for underlined input vectors hold true for un-
derlined output vectors.
The following lemma yields a last inequality for underlined vectors.
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LEMMA 22: Let y , z ∈Y , then
‖y − z‖22 ≤ ‖y + z‖22 . (95)
Proof. The inequality can be written as
P∑
i=1
(
yi − zi
)2 ≤ P∑
i=1
(
yi + zi
)2
. (96)
To prove the validity of the latter inequality it suffices to show that
|yi − zi | ≤ |yi + zi | (97)
for each i in order to complete the proof. First, consider the case yi ≥ zi . From
lemma 15 we get
yi = (yi + zi )− zi ≤ yi + zi + zi (98)
and subtracting zi on both sides yields
yi − zi ≤ yi + zi . (99)
Both sides are positive so (97) holds. Second, consider the case zi ≥ yi and
perform the same steps with zi and yi swapped to get
zi − yi ≤ zi + yi . (100)
For the right hand side it is clear that
zi + yi = yi + zi (101)
and for the left hand side
zi − yi = |yi − zi | (102)
thus equation (97) holds also in this case.
B A Note on the Gammoid of a Dynamic Input-Output
System
Input Sets
The name invertibility can be traced back to the historical development of the
subject. Mathematically, a system is invertible if the input-output map
Φ :U →Y (103)
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is one-to-one.
We have already introduced the restricted problem
Φ :US →Y (104)
where we only allow input vectors u whose support lies in S ⊆ {1, . . . , N }.
For the graphical interpretation, we understand S as the input set.
For a given input set S, one will now see that the operator Φ might be one-
to-one for the restricted problem (104) while for the unrestricted problem (103)
it is not.
Influence Graph and Structural Invertibility
The definition of the influence graph g = (N ,E ) of a dynamic system is given
in the main text. By construction, an input set S ⊆N can be interpreted as a
set of nodes in the influence graph. Such a node is also called an input node.
The observables of an input-output system are given by a map c : x 7→ y ,
y(t )= c(x(t )) . (105)
If, for instance, c1(x)= xk , then y1 = xk and we can interpret the node k ∈N as
output node. Indeed, it is without loss of generality in both, the linear and the
non-linear case, that each output component corresponds to one state com-
ponent. Hence, we get an out set Z = {z1, . . . , zP } ⊆ N that characterizes the
observables of a system from the graph theoretical point of view.
Sufficiency of Structural Invertibility
The structural invertibility of a dynamic input-output system is now completely
determined by the triplet (S, g , Z ), as the system is structurally invertible if and
only if S is linked in g into Z . It has been shown [43], that structural invertibility
of the influence graph is necessary for the invertibility of a system.
To the best of our knowledge, the sufficiency of structural invertibility for
the invertibility of a system is an open question. However, we have found the
intermediate result:
Say we have an dynamic system with input-output map Φ :US →Y where
the outputs are characterized by the output set
Z = (z1, . . . , zP ) . (106)
Assume this system is invertible. Necessarily, the triplet (S, g , Z ) is structurally
invertible, where g = (N ,E ) is the influence graph of the system. Now assume,
there is a distinct set
Z˜ = (z˜1, . . . , z˜P ) (107)
31
with either z˜i = zi or (zi → z˜i ) ∈ E . Note, that the output signals from Z carry
enough information to infer the unknown inputs of the system. As each z˜i is
either equal or directly influenced by zi , it is plausible, that this information
is directly passed from Z to Z˜ . Unless, we encounter a pathological situation
where information is lost in this step.
To give an example for such a pathological situation is given for instance in
the toy system
x˙1(t )= x2(t )
x˙2(t )=−x1(t )
x˙3(t )= x1(t )x2(t )
x˙4(t )=
x22(t )−x21(t )
x3(t )
.
(108)
We find the differential equation
d
dt
f +x3g = 0 (109)
is solved by the right hand sides f = x1x2 and g = x22−x21/x3. Say the functions
x1 and x2 yield independent information. The information content from x3 and
x4 is not independent any more, but coupled through the differential equation
above.
Gammoid Structure
Consider the triplet (S, g , Z ) with graph g = (N ,E ) and input and output sets
S, Z ⊆N . The size of S and Z be cardS =M and card Z = P . For a path
pi= (n0 → . . .→ nk ) (110)
with ni ∈N and (ni → ni+1) ∈ E we call ini(pi)= n0 the initial node and ter(pi)=
nk the terminal node. For a setΠ of paths iniΠ and terΠ yield the sets of initial
and terminal nodes.
DEFINITION 23: We say S is linked in g to Z , if there is a familyΠ= (pi1, . . . ,piM )
of pairwise node-disjoint paths with ini(Π)= S and ter (Π)= Z .
The set S is linked in g into Z , if ini (Π)= S and ter (Π)⊆ Z .
The gammoid of a dynamic system assembles all triples (S, g , Z ) into one
structure.
First, consider the union of all allowed input nodes L . This set is called
the input ground set and the input sets are understood as the subsets S ⊆L .
Without any prior knowledge,L =N is often appropriate.
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Second, let M be the output ground set, i.e., the set of all allowed output
nodes. The output set Z ⊆M is understood. Usually, the observables of a dy-
namic system are given by
y(t )= c(x(t )) (111)
so the function c already determines the output set Z . In the main text we
therefore focus on the case Z =M .
However, if we search for an optimal output set it makes sense to first define
the output nodesM that are principally allowed, and then, e.g., minimize Z ⊆
M under the restriction that the structural invertibility condition is fulfilled.
DEFINITION 24: We call Γ := (L , g ,M ) a gammoid.
Gammoids emerge from the graph theoretical problem of node-disjoint path
and have been studied earlier without connection to dynamic systems. In [33]
a connection was made between gammoids and independence structures. The
probably first usage of the word gammoid stems from [35]. The topic has mainly
been developed in [36, 34, 19, 26] and also the connection to matroid theory de-
veloped in [44] has been discovered.
DEFINITION 25: We say S ⊆L is independent in Γ = (L , g ,M ) if S is linked
intoM .
The rank-nullity relation for the gammoid Γ = (L , g ,M ) follows from the
general investigation of matroids in [44] and states, that for any S ∈L
rankS+nullS = cardS , (112)
where rankS is the size of the largest independent subset T ⊆ S. In the main
text, the spark of Γwas defined as the largest integer such that
cardS < sparkΓ⇒ nullS = 0. (113)
The following theorem is known for the spark of a matrix [10]. Utilizing gam-
moid theory, we are able to proof its validity for non-linear dynamic systems.
THEOREM 26: Consider a dynamic input-output system with input-output
mapΦ :U →Y and gammoid Γ.
Let y ∈Y be given. If an input u ∈U solves
Φ(u)= y (114)
and
‖u‖0 < sparkΓ
2
, (115)
then for any other solution v ∈U we find ‖v‖0 > ‖u‖0.
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Proof. We first reformulate the theorem as follows: There is at most one solu-
tion with “0-norm” smaller than sparkΓ2 .
So assume there are two distinct solutions u 6= v that both have “0-norm”
smaller than sparkΓ2 . If we denote S := suppu and T := supp v the assumption
says
card(S)< sparkΓ
2
(116)
and
card(T )< sparkΓ
2
. (117)
The union Q := S∪T has cardQ < sparkΓ thus by definition of the spark
Φ :UQ →Y (118)
is invertible. So if there is a w ∈UQ that solves
Φ(w )= y , (119)
this w is unique with respect to UQ . By construction US ⊆ UQ , thus u is a
solution that lies in UQ . So we know that w exists and is necessarily equal to
u. But also UT ⊆ UQ so w must also equal v . We found u = w = v which
contradicts the assumption.
C Convex Optimization
We provide the proof of theorem 9 from the main text.
Proof. We first show, that the constraint set
A := {u ∈U |‖Φ(u)− y‖2 ≤ ²} (120)
with y ∈Y and ²> 0 is convex. Letα,β> 0 such thatα+β= 1. We have to show
that
u, v ∈A ⇒ (αu+βv ) ∈A . (121)
Given thatΦ is linear we can estimate
‖Φ(αu+βu)− y‖2 = ‖αΦ(u)−αy +βΦ(v )−βy‖2 (122)
and with the triangle inequality
‖Φ(αu+βu)− y‖2 ≤α‖Φ(u)− y‖2+β‖Φ(v )− y‖2 ≤α²+β²= ² . (123)
Since ‖ ·‖q is a proper norm onU we again apply the triangle inequality
‖αu+βv‖1 ≤α‖u‖1+β‖v‖1 (124)
to see that the function we want to minimize is convex.
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D Restricted Isometry Property
The Restricted Isometry Property first appeared in [6] and was also considered
under the name ²-isometry in [9]. In the following we will consider linear dy-
namic system.
DEFINITION 27: The Restricted Isometry Property of order 2k (RIP2k) is fulfilled
if there is a constant δ2k such that for u, v ∈Σk the inequalities
(1−δ2k )‖u−v‖22 ≤ ‖Φ(u)−Φ(v )‖22 (125)
and
‖Φ(u)+Φ(v )‖22 ≤ (1+δ2k )‖u+v‖22 (126)
hold.
The following lemma was proven for matrices in [46] and can now be gen-
eralised to linear dynamic systems.
LEMMA 28: Assume RIP2k and let u, v with disjoint support. Then
〈Φ(u),Φ(v )〉 ≤ δ2k‖u‖2‖v‖2 . (127)
Proof. First we divide (127) by ‖u‖2‖v‖2 to get a normalized version of (127)
〈Φ(u),Φ(v )〉
‖u‖2‖v‖2
=
〈
Φ
(
u
‖u‖2
)
,Φ
(
v
‖v‖2
)〉
≤ δ2k (128)
where we used the homogeneity of · and the linearity of Φ. Note, that under-
lined vectors are simply vectors in RP , hence the scalar product is the standard
scalar product. For simplicity of notation we henceforth assume
‖u‖2 = ‖v‖2 = 1. We apply the parallelogram identity to the left hand side of
(127) to get
〈Φ(u),Φ(v )〉 = 1
4
(‖Φ(u)+Φ(v )‖22−‖Φ(u)−Φ(v )‖22) (129)
and since RIP2k holds we get
〈Φ(u),Φ(v )〉 = 1
4
(
(1+δ2k )‖u+v‖22− (1−δ2k )‖u−v‖22
)
. (130)
We apply lemma 17 to see that due to the disjoint support we get
‖u+v‖22 = ‖u−v‖22 = ‖u+v‖22 (131)
and proposition 18 yields
〈Φ(u),Φ(v )〉 ≤ 2δ2k
(‖u‖22+‖v‖22)= δ2k . (132)
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To see that our framework is in agreement with the results for the static
problem consider the following: Let A ∈RP×N and y ∈RP be given and w ∈RN .
Solve
Aw = y (133)
for w . This problem can be seen as a dynamic system with trivial time-development
and input-output map A. Consequently an input set S = {s1, s2, . . .} is indepen-
dent in the gammoid if and only if the columns {as1 , as2 , . . .} of A are linearly
independent. In this special case we can drop the underline notation and we
can rewrite the RIP2k condition as follows. Let κ := 2k. For each u, v ∈Σk
(1−δ2k )‖u−v‖22 ≤ ‖Au− Av‖22 (134)
is equivalent to saying that for each w :=u−v in Σ2k =Σκ we have
(1−δκ)‖w‖22 ≤ ‖Aw‖22 . (135)
The same argumentation holds for the second inequality, so that we can say,
the system has the RIP of order κ if and only if for all w ∈Σκ
(1−δκ)‖w‖22 ≤ ‖Aw‖22 ≤ (1+δκ)‖w‖22 . (136)
The latter is exactly the RIP condition that one usually formulates for static
compressed sensing. We can therefore say, that our framework contains the
classical static problem as special case.
We now turn our interest to one important proposition about systems that
fulfil the RIP2k. This one corresponds to Lemma 1.3 from [46]. We follow the
idea of the proof given there, however, some additional steps are necessary in
order to get a result valid for dynamic systems.
PROPOSITION 29: Assume the RIP2k holds and let u ∈U and k ∈N. Let Λ0 be
an index set of size cardΛ0 ≤ k. Let Λ1 correspond to the k largest entries of uΛc0
(see lemma 21),Λ2 to the second largest and so forth. We setΛ :=Λ0∪Λ1 and
α :=
p
2δ2k
1−δ2k
, β := 1
1−δ2k
. (137)
Then
‖uΛ‖2 ≤α
‖uΛc0‖1p
k
+β
〈
Φ(uΛ),Φ(u)
〉
‖uΛ‖2
. (138)
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Proof. For two complementary sets Λ and Λc we have Λ∩Λc = ; so that we
can use equation (62). Furthermore,Λ∪Λc = {1, . . . , N } shows that u =uΛ+uΛc .
Thus due to linearity ofΦwe get
Φ(uΛ)=Φ(u)−Φ(uΛc ) . (139)
By constructionΛc =Λ2∪˙Λ3∪˙ . . . so we can substitute the latter term by a sum
Φ(uΛ)=Φ(u)−
∑
j≥2
Φ(uΛ j ) . (140)
By construction we also know that uΛ0 ,uΛ1 ∈Σk , so from the RIP2k we get
(1−δ2k )‖uΛ0 −uΛ1‖22 ≤ ‖Φ(uΛ0 )−Φ(uΛ1 )‖22 (141)
On the left hand side we notice thatΛ0 andΛ1 are disjoint so we use lemma 17
to see that
‖uΛ0 −uΛ1‖22 = ‖uΛ0 +uΛ1‖22 = ‖uΛ‖22 . (142)
On the right hand side we use lemma 22 and the linearity ofΦ to get
‖Φ(uΛ0 )−Φ(uΛ1 )‖22 ≤ ‖Φ(uΛ0 )+Φ(uΛ1 )‖22 = ‖Φ(uΛ)‖22 . (143)
We can estimate ‖Φ(uΛ)‖22 by
‖Φ(uΛ)‖22 ≤
〈
Φ(uΛ),Φ(u)
〉
+
〈
Φ(uΛ),
∑
j≥2
Φ(uΛ j )
〉
. (144)
To see that, we first wrote the norm as a scalar product
‖Φ(uΛ)‖22 =
〈
Φ(uΛ),Φ(u)−
∑
j≥2
Φ(uΛ j )
〉
(145)
where the second vector comes from equation (140). The triangle inequality
from lemma 15 yields
Φi (u)−
∑
j≥2
Φi (uΛ j )≤Φi (u)+
∑
j≥2
Φi (uΛ j ) (146)
as well as∑
j≥2
Φi (uΛ j )≤
∑
j≥2
Φi (uΛ j ) (147)
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for each component i = 1, . . . ,P . We proceed with the second scalar product in
equation (144)〈
Φ(uΛ),
∑
j≥2
Φ(uΛ j )
〉
=
〈
Φ(uΛ0 ),
∑
j≥2
Φ(uΛ j )
〉
+
〈
Φ(uΛ1 ),
∑
j≥2
Φ(uΛ j )
〉
(148)
where we again used the linearity and triangle inequality in each component,
Φi (uΛ)=Φi (uΛ0 )+Φi (uΛ1 )≤Φi (uΛ0 )+Φi (uΛ1 ) . (149)
For m = 0,1 we first write the sum outside of the scalar product and apply
lemma 28〈
Φ(uΛm ),
∑
j≥2
Φ(uΛ j )
〉
=∑
j≥2
〈
Φ(uΛm ),Φ(uΛ j )
〉
≤∑
j≥2
δ2k‖uΛm‖2‖uΛ j ‖2 (150)
and then lemma 21 to get〈
Φ(uΛm ),
∑
j≥2
Φ(uΛ j )
〉
≤ δ2k‖uΛm‖2
‖uΛc0‖1p
k
. (151)
We add the two inequalities for m = 0 and m = 1 to get〈
Φ(uΛ),
∑
j≥2
Φ(uΛ j )
〉
≤ δ2k (‖uΛ0‖2+‖uΛ1‖2)
‖uΛc0‖1p
k
. (152)
From lemma 20 we know that
‖uΛ0‖2+‖uΛ1‖2 ≤
p
2‖uΛ0 +uΛ1‖2 =
p
2‖uΛ‖2 . (153)
We combine all these results to get
(1−δ2k )‖uΛ‖22 ≤ 〈Φ(uΛ),Φ(u)〉+δ2k
p
2‖uΛ‖2
‖uΛc0‖1p
k
. (154)
For δ2k < 1 and with α and β as defined above we can divide the inequality by
(1−δ)‖uΛ‖2 to get the desired inequality
‖uΛ‖2 ≤α
‖uΛc0‖1p
k
+β
〈Φ(uΛ),Φ(u)〉
‖uΛ‖2
. (155)
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We want to make use of the latter proposition in the following way: Say
v ∈U is a fixed vector, e.g., the true model error that we want to reconstruct,
and u is our estimate for the model error, e.g., obtained by some optimization
procedure. To measure how good the optimization procedure performs, we
compute the difference w := u− v and utilize the proposition to get an upper
bound for ‖w‖2
Now assume the RIP2k holds with a constant δ2k <
p
2−1. For the proposi-
tion we can choose an arbitrary index set Λ0 of size k. We choose Λ0 such that
it corresponds to the k components of v with highest magnitude. As said in the
proposition,Λ1 will now correspond to the k largest components in wΛc0 ,Λ2 to
the second largest an so forth and we setΛ=Λ0∪Λ1.
Recap, that σk (v )q is the distance between v and the the best k-sparse ap-
proximation [16]
σk (v )q := min
v˜∈Σk
‖v˜ −v‖q (156)
and note that
σk (v )1 = ‖vΛ0 −v‖1 . (157)
To see the latter equation, let v˜ ∈ Σk such that ‖v˜ − v‖1 is minimal. Since v˜ is
k-sparse, there is a Λ˜ such that v˜ = v˜ Λ˜. Written as a sum
‖v˜ −v‖1 =
∑
i∈Λ˜
v˜i − vi +
∑
i∈Λ˜c
vi . (158)
The non-zero components must be chosen v˜ i = v i since this makes the first
sum vanish. In order to minimize the second sum the index set Λ˜c must corre-
spond to the smallest vi , in other words, Λ˜ corresponds to the largest vi , thus
v˜ = vΛ0 .
In the remainder of this section we follow the argumentation line of [46]
where the static problem in RN was considered. Therein, many results are uti-
lized that were first presented in [7]. We show, how a line of reasoning can be
made for the general case of composite Banach spaces, i.e., valid for dynamic
systems.
LEMMA 30: Consider the setting explained above and assume ‖u‖1 ≤ ‖v‖1. Then
‖w‖2 ≤ 2‖wΛ‖2+2σk (v )1p
k
. (159)
Proof. We begin with splitting w and applying the triangle inequality
‖w‖2 = ‖wΛ+wΛc‖2 ≤ ‖wΛ‖2+‖wΛc‖2 . (160)
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SinceΛc =Λ2∪˙Λ3∪˙ . . . we can apply the triangle inequality and lemma 21
‖wΛc‖2 =
∥∥∥∥∥∑
j≥2
wΛ j
∥∥∥∥∥
2
≤∑
j≥2
‖wΛ j ‖2 ≤
‖wΛc0‖1p
k
. (161)
By construction u = v +w so it is clear that
‖v +w‖1 ≤ ‖v‖1 . (162)
For the complementary sets Λ0 and Λc0 we can apply proposition 18 with q = 1
to get
‖v +w‖1 = ‖vΛ0 +wΛ0‖1+‖wΛc0 +vΛc0‖1 . (163)
In the proof of lemma 22 we know for each component that
||vi |− |wi || ≤ |vi +wi | . (164)
So we estimate the norm
‖vΛ0 +wΛ0‖1 =
∑
i∈Λ0
|vi +wi | ≥
∑
i∈Λ0
||vi |− |wi ||
≥
∣∣∣∣∣ ∑
i∈Λ0
(|vi |− |wi |)
∣∣∣∣∣= |(‖vΛ0‖1−‖wΛ0‖1)| ≥ ‖vΛ0‖1−‖wΛ0‖1
(165)
and the same holds forΛc0. With this result equation (163) becomes
‖vΛ0‖1−‖wΛ0‖1+‖wΛc0‖1−‖vΛc0‖1 ≤ ‖v‖1 (166)
which yields a lower bound for ‖wΛc0‖1
‖wΛc0‖1 ≤ ‖v‖1−‖vΛ0‖1+‖wΛ0‖1+‖vΛc0‖1 . (167)
A calculation as in equation (165) and equation (157) show that
‖v‖1−‖vΛ0‖1 ≤ ‖v −vΛ0‖1 =σk (v )1 (168)
and sinceΛc0 is complementary toΛ0, v = vΛ0 +vΛc0 , thus
‖vΛc0‖1 = ‖v −vΛ0‖1 =σk (v )1 . (169)
Combining the latter three results we get
‖wΛc0‖1 ≤ ‖wΛ0‖1+2σk (v )1 . (170)
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Inserting the latter result into equation (161) yields
‖wΛc‖2 ≤
‖wΛ0‖1+2σk (v )1p
k
. (171)
From lemma 19 we get
‖wΛc‖2 ≤ ‖wΛ0‖2+2
σk (v )1p
k
. (172)
We now use the triangle inequality
‖w‖2 ≤ ‖wΛ‖2+‖wΛc‖2 (173)
and the fact, thatΛ0 ⊆Λ, thus
‖wΛ0‖2 ≤ ‖wΛ‖2 (174)
to get the desired inequality
‖w‖ ≤ 2‖wΛ‖2+2σk (v )1p
k
. (175)
The following theorem follows from a combination of proposition 29 and
lemma 30. It is the key result for the optimization problem we present for linear
dynamic input-output systems.
THEOREM 31: Let u, v ∈U with ‖u‖1 ≤ ‖v‖1 and assume for Φ we have the
RIP2k with δ2k <
p
2−1. LetΛ0 correspond to the k largest components of v. We
set w := u − v and let Λ1 correspond to the k largest components of wΛc0 , Λ2 to
the second largest and so forth. LetΛ :=Λ0∪Λ1. There are two constants C0 and
C1 such that
‖w‖2 ≤C0σk (v )1p
k
+C1
〈Φ(wΛ),Φ(w )〉
‖wΛ‖2
. (176)
Proof. We start with proposition 29 applied to w
‖wΛ‖2 ≤α
‖wΛc0‖1p
k
+β
〈Φ(wΛ),Φ(w )〉
‖wΛ‖2
. (177)
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In lemma 30 equation 172 we found an estimate of ‖wΛc0‖1, inserted into the
latter inequality
‖wΛ‖2 ≤α
‖wΛ0‖1p
k
+2ασk (v )1p
k
+β
〈Φ(wΛ),Φ(w )〉
‖wΛ‖2
. (178)
The first term can be treated with lemma 19 and then we use the fact that Λ0 ⊆
Λ, thus ‖wΛ0‖2 ≤ ‖wΛ‖2, to get
‖wΛ‖2 ≤α‖wΛ‖2+2ασk (v )1p
k
+β
〈Φ(wΛ),Φ(w )〉
‖wΛ‖2
. (179)
Due to the assumption δ2k <
p
2−1 we also get α <p2−1 < 1 hence (1−α) is
positive so we rewrite the latter equation as
‖wΛ‖2 ≤ 2α
1−α
σk (v )1p
k
+ β
1−α
〈Φ(wΛ),Φ(w )〉
‖wΛ‖2
. (180)
To close the proof we use lemma 30 to get
1
2
(
‖w‖−2σk (v )1p
k
)
≤ 2α
1−α
σk (v )1p
k
+ β
1−α
〈Φ(wΛ),Φ(w )〉
‖wΛ‖2
(181)
and with
C0 :=
(
4α
1−α +2
)
(182)
and
C1 := 2β
1−α (183)
we finally obtain
‖w‖2 ≤C0σk (v )1p
k
+C1
〈Φ(wΛ),Φ(w )〉
‖wΛ‖2
. (184)
We can now apply theorem 31 to the solutions of the ‖·‖0 and ‖·‖1 optimiza-
tion problems. Assume y data ∈ Y is given data which is produced by a sparse
“true” input w∗ ∈U , i.e.,
Φ(w∗)= y data . (185)
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We want to infer w∗ from y data. Sparsity of the “true” input w∗ means, that for
all u in
A := {u ∈U |‖Φ(u)− y‖2 = 0} (186)
we find
‖w∗‖0 ≤ ‖u‖0 . (187)
Now let wˆ be a solution of the convex ‖·‖1 optimization problem, that is, for all
u ∈A we find
‖wˆ‖1 ≤ ‖u‖1 . (188)
We can now apply theorem 31 to w = wˆ −w∗. Note, that
Φ(wˆ )=Φ(w∗) ⇒ Φ(w )= 0. (189)
We find
‖wˆ −w∗‖2 ≤C0σk (w
∗)1p
k
. (190)
Note that by definition σk (w∗)1 is the best k-sparse approximation to w∗ in
1-norm. Thus we have shown, that the convex ‖ · ‖1 optimization yields an ap-
proximation of the unknown “true” input.
Theorem 31 might be adjusted for various scenarios where we can make
further assumptions about the model error w∗ or about stochastic or measure-
ment errors. We want to derive a last inequality for the case of bounded noise.
Let ξ represent the noise, andΦnoiseless the solution operator we have discussed
so far. We now consider a new solution operator
Φ(u)(t ) :=Φnoiseless(u)(t )+ξ(t ) (191)
that incorporates the noise ξ. Since ξ(t ) ∈ RP we can interpret ξ ∈ Y and use
the norm onY . We assume that ξ is a bounded noise with ²> 0,
‖ξ‖2 ≤ ² . (192)
We adjust the solution set
A := {u ∈U |‖Φ(u)− y‖2 ≤ ²} (193)
and define w∗, wˆ ∈A as before with minimal ‖·‖0 and ‖·‖1 norm, respectively.
From the theorem we get
‖w‖2 ≤C0σk (w
∗)1p
k
+C1
〈Φ(wΛ),Φ(w )〉
‖wΛ‖2
. (194)
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We want to estimate the scalar product by the Cauchy-Schwartz inequality
〈Φ(wΛ),Φ(w )〉 ≤ ‖Φ(wΛ)‖2‖Φ(w )‖2 . (195)
By constructionΛ=Λ0∪Λ1 has at most 2k elements. thus, it is possible to write
w =u+v where u, v ∈Σk have disjoint support. With lemma 15 we get
‖Φ(wΛ)‖2 = ‖Φ(u)+Φ(v )‖2 ≤ ‖Φ(u)+Φ(v )‖2 . (196)
We can now use the RIP2k to get
‖Φ(wΛ)‖2 ≤
√
1+δ2k‖u+v‖2 (197)
and with lemma 17
‖Φ(wΛ)‖2 ≤
√
1+δ2k‖u+v‖2 =
√
1+δ2k‖wΛ‖2 . (198)
On the other hand we can write w = wˆ −w∗ and get
‖Φ(w )‖ = ∥∥(Φ(wˆ )− y)− (Φ(w∗)− y)∥∥2 ≤ ∥∥Φ(wˆ )− y∥∥2+∥∥Φ(w∗)− y∥∥2 ≤ 2² .
(199)
With this, equation (195) becomes
〈Φ(wΛ),Φ(w )〉 ≤ 2²
√
1+δ2k‖wΛ‖2 (200)
and inserting this into equation (194) leads to
‖w‖2 ≤C0σk (w
∗)1p
k
+C12²
√
1+δ2k . (201)
We can now adjust the constant C2 :=
√
1+δ2kC1 to get the result
‖wˆ −w∗‖2 ≤C0σk (w
∗)1p
k
+C2² (202)
which is the equation from theorem 4 of the main text.
E A Note on Weighted Gammoids
The edge weights of an influence graph are defined by
F (i → j ) := ∂ f j (x)
∂xi
. (203)
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Since we only consider linear systems in this section, the edge weights are real
valued constants. It is easy to see, that there is a one-to-one correspondence
between linear input-output systems and weighted gammoids. However, we
want to emphasize, that the construction of the weighted gammoid is not re-
stricted to linear systems, as soon as we allow for state dependent weights, see
for instance [43]. The investigation of non-linear gammoids might yield an ap-
proach to a non-linear extension of our framework and shall be considered in
future research.
From [43] we deduced, that the gammoid of a system contains the infor-
mation about the structurally invertible input-output configurations. But we
also now, that structural properties are not sensitive to numerical ill-posedness.
This is the reason why we have examined the possibility of a convex optimiza-
tion as well as the RIP2k property. Those, however, are hard to verify. Fortu-
nately we can again make use of the gammoid interpretation.
E.1 Transfer Function
The following lemma is known in the literature (see e.g. [30]), but usually given
for adjacency matrices with entries that are either zero or one. We formulate it
in a way that is consistent with our notation and such that the edge weights can
be arbitrary.
LEMMA 32: Let A ∈ RN×N a matrix and g = (N ,E ) the weighted graph with
nodesN = {1, . . . , N } and edges (i → j ) ∈ E whenever A j i 6= 0. For each edge we
define its weight as F (i → j ) := A j i . The edge weights imply a weight for sets of
paths. Let Pk (a,b) denote the set of paths from node a to node b of length k.
Then
Akba = F (Pk (a,b)) (204)
Proof. Let l0, l1, . . . , lk ∈ N be a list of nodes. If the path pi := (l0 → . . . → lk )
exists, then pi ∈Pk (l0, lk ) and we can use the homomorphic property of F to get
F (pi)= F (l0 → l1) . . .F (lk−1 → lk )= Alk lk−1 . . . Al1l0 . (205)
On the other hand, ifpidoes not exist, that means at least one of the terms Ali li−1
equals zero and
Alk lk−1 . . . Al1l0 = 0. (206)
When we compute the powers of A we find
Akba =
N∑
l1,...,lk−1=1
Ablk−1 . . . Al1a (207)
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which sums up all node lists l1, . . . , lk−1 ∈N with l0 = a and lk = b fixed. It is
clear, that the terms in the sum do not vanish if and only if the path (a → l1 →
. . .→ lk−1 → b) exists. Thus we can replace the sum by
Akba =
N∑
pi∈Pk (a,b)
Ablk−1 . . . Al1a (208)
and we have already seen, that for an existing path we can replace the right
hand side by
Akba =
∑
pi∈Pk (a,b)
F (pi)= F (Pk (a,b)) (209)
where the second equality comes simply from the definition of the weight func-
tion for sets of paths.
In Laplace space, a linear dynamic input-output system takes the form
y˜(σ)= T (σ)w˜ (σ) (210)
where σ ∈ C is a complex variable, w˜ : T and y˜ are the Laplace transforms of
the input w and output y , respectively, see for instance [24]. One will realize,
that the transfer function T is the Laplace representation of the operatorΦ.
We have earlier discussed, that for linear systems, an input set S can either
be understood as a restriction to the input spaceU , or, equivalently, as a sub-
matrix of the solution operatorΦ (in state space) and clearly also T (in Laplace
space). The differential equation of a linear system
x˙(t )= Ax(t )+w (t ) (211)
can be written after Laplace transformation as
x˜(σ)= (σ− A)−1w˜ (σ) . (212)
We can interpret
T full(σ)= (σ− A)−1 (213)
as the full transfer function. For a given input set S and output set Z we can
then simply take the columns indicated by S an rows indicated by Z to get the
transfer function for this specific configuration.
PROPOSITION 33: Let T full be the full transfer function of a linear system and
i , j ∈N nodes in the weighted influence graph. LetP (i , j ) denote the paths from
i to j . Then
T fullj i (σ)=
1
σ
∑
pi∈P (i , j )
F (pi)
σlenpi
. (214)
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Proof. We use the Neumann-series to write
T fullj i (σ)=
[
(σ− A)−1] j i = 1σ
[(
1− A
σ
)−1]
j i
= 1
σ
∞∑
k=0
[
Ak
]
j i
σk
. (215)
where the brackets just indicate that we first take the matrix power and then
take the j i -th element. With lemma 32 we get
T fullj i (σ)=
1
σ
∞∑
k=0
∑
pi∈Pk (i , j )
F (pi)
σk
. (216)
We now see that in σ−k we always find that k is the length of the path, k = lenpi.
Furthermore we can combine the two sums to one sum over all paths
T fullj i (σ)=
1
σ
∑
pi∈P (i , j )
F (pi)
σk
. (217)
E.2 Transposed Gammoids
For a linear dynamic system
x˙(t )= Ax(t )+B w (t )
x(0)= x0
y(t )=C x(t )
(218)
the system
x˙(t )= AT x(t )+C T y(t )
x(0)= x0
w (t )=B T x(t )
(219)
is called dual in the literature, referring to the duality principle of optimization
theory, see for instance [25]. To avoid confusion, we will use the term trans-
posed system instead, which then leads to a transposed gammoid. This nomen-
clature helps avoiding confusion with the term dual gammoid, which is already
occupied by the duality principle of matroid theory [44] and which, to the best
of our knowledge, is not related to dual dynamic systems.
From a gammoid Γ one can easily switch to the transposed gammoid Γ′
without detour over the transposed dynamic system. Let g and g ′ denote the
influence graphs of the original and the transposed system, respectively. Both
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systems have differential equations for the variables x = (x1, . . . , xN )T , so both
influence graphs have N nodes. To avoid confusion, say
N = {1, . . . , N } (220)
and the nodes of the transposed graph are indicated by a prime symbol
N ′ = {1′, . . . , N ′} . (221)
We also have a one-to-one correspondence between the edges E and E ′ which
can be written as
(i → j )′ = ( j ′→ i ′) (222)
which is the gammoid analogue to A j i = (AT )i j . This shows, that to switch
from g to g ′, one basically has to flip the edges. Finally, one will realise, that
inputs and outputs swap their roles. So if S = (s1, . . . , sM ) is an input set in g ,
then S′ = (s′1, . . . , s′M ) is an output set of g ′. In the same way, an output set Z in
g becomes an input set Z ′ in g ′. We find that
(L , g ,M )′ = (M ′, g ′,L ′) (223)
directly maps the gammoid Γ to the transposed gammoid Γ′. We have just de-
rived the construction of the transposed gammoid for linear system. Clearly,
we can use the derived formula to define the transposed gammoid also for the
general case.
DEFINITION 34: Let Γ= (L , g ,M ) be a gammoid, we call
Γ′ := (M ′, g ′,L ′) (224)
the transposed gammoid.
If the gammoid is a weighted gammoid, one simply keeps the weight of each
single edge,
F (i → j )= F ((i → j )′) . (225)
Now any path
pi= (n0 → . . .→ nk ) (226)
in Γ corresponds to a path
pi′ = (n′k to . . .n′0) (227)
in Γ′ and
F (pi)= F (pi′) . (228)
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E.3 Concatenation of Gammoids
Consider two gammoids Γ1 = (L1, g1,M1) and Γ2 = (L2, g2,M2). If we now
think of a signal that flows through a gammoid from the inputs to the outputs
we can define the concatenation
Γ := Γ1 ◦Γ2 . (229)
A signal enters somewhere in the input ground set L1 and flows through Γ1
to the output ground set M1. From there, the signal is passed over to L2 and
flows through Γ2 to the final output ground setM2. To get a well defined con-
catenation, one must assume, that the signal transfer between the gammoids,
i.e., from M1 to L2 is well defined. To ensure this, we assume, that M1 =
{m1, . . . ,mP } and L2 = {l1, . . . , lP } have the same size and are present in a fixed
ordering such that the signal is passed from mi to li . In other words, we identify
mi = li for i = 1, . . . ,P . (230)
The result Γ= (L , g ,M ) is indeed again a gammoid with input ground setL =
L1 and output ground setM =M2. The graph g of this gammoid is simply the
union of g1 and g2, i.e., g = (N1∪N2,E1∪E2).
PROPOSITION 35: Let Γ1 = (L1, g1,M1) and Γ2 = (L2, g2,M2) be two gammoids,
Γ= (L , g ,M ) the result of the concatenation Γ1 ◦Γ2. For any S ⊆L and K ⊆M
we find: S is linked in g to K if and only if there is a Z ⊆M1 =L2 such that S is
linked in g1 to Z and Z is linked in g2 to K .
Proof. First assume, that S ⊆L is linked in g to K ⊆M that is, there is a family
of node-disjoint pathsΠ= {pi1, . . . ,piM } from S toM , where M = cardS = cardK .
By construction, for any edge i → j with i ∈N1 and j ∈N2 we necessarily find
that either i ∈M1 or j ∈M1. Since S ⊆L1 ⊆N1 and K ⊆M2 ⊆N2 it is clear,
that each path pii has at least one node zi ∈M1 and these nodes are pairwise
distinct. We find that Z := {z1, . . . , zM } acts as a separator. We can decompose
each path pii = pi1i ◦pi2i at zi such that pi1i starts in S and terminates at zi and
pi2i starts at zi and terminates in K . We find that Π
1 = {pi11, . . . ,pi1M } is a family of
node-disjoint paths such that S is linked in g1 to Z . Analogously throughΠ2 we
see that Z is linked in g2 to K .
Now assume S is linked in g1 to Z and Z is linked in g2 to K . Let Z =
(z1, . . . , zM ) where again M is the cardinality of S and K . That means we find
a setΠ1 = {pi11, . . . ,pi1M } of node-disjoint paths such that pi1i starts in S and termi-
nates at zi and we find a family of node-disjoint paths Π2 = {pi21, . . . ,pi2M } such
that pi2i starts at zi and terminates in K . We can now concatenate the paths
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pii := pi1i ◦pi2i . Since pi1i only contains nodes fromN1 and pi2i fromN2, it is clear,
that the paths from Π := {pi1, . . . ,piM } are again node-disjoint. Hence S is linked
in g to K .
A special case is the concatenation of a gammoid with its own transpose,
Γ◦Γ′. Due to the symmetry between paths in Γ and Γ′ explained before, we find
that an input set S is independent in Γ◦Γ′ if and only if it is independent in Γ.
E.4 Gramian Matrix
DEFINITION 36: Let T : C→ C P×M be the transfer function of a linear system.
The input gramian of the system is defined as
G(σ) := T ∗(σ)T (σ) s ∈C (231)
where the asterisk denotes hermitian conjugate.
Let S = {s1, . . . , sM } be the input set and Z = {z1, . . . , zP } be the output set
that belongs to the transfer function T . Making use of proposition 33 we can
compute the input gramian via
G j i (σ)=
P∑
k=1
1
|σ|2
∑
ρ∈P (si ,zk )
F (ρ)
σlenρ
∑
pi∈P (s j ,zk )
F (pi)
σ¯lenpi
. (232)
We already know that if there is a path pi in Γ that goes from s j to zk , then there
is a path pi′ in Γ′ that goes from z ′k to s
′
j . So if
ρ = (n0 → . . .→ nl−1 → nl ) (233)
is a path in Γ from n0 = si to nl = zk , and if pi′
pi′ = (p ′0 → . . .→ p ′r ) (234)
is a path in Γ′ from p ′0 = z ′k to p ′r = s′j , then with respect to the identification
zk = z ′k we can interpret
ρ ◦pi′ = (n0 → . . .→ nl−1 → p ′0 → . . .→ p ′r ) (235)
as a path in Γ◦Γ′ with
F (ρ ◦pi′)= F (ρ)F (pi′)= F (ρ)F (pi) . (236)
We can introduce a multi-index notation
σψ :=σlenρσ¯lenpi (237)
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because we know, that any path ψ in Γ◦Γ′ has always a unique decomposition
in such a ρ and pi′. We end up with the formula
G j i (σ)= 1|s|2
∑
ψ∈P (si ,s′j )
F (ψ)
σψ
(238)
Before we turn our interest to the meaning of the gramian for dynamic com-
pressed sensing, we want to provide tools in the form of the following lemma
and proposition.
LEMMA 37: LetΓ= (L , g ,M ) be a gammoid and let a,b ∈L be two input nodes.
In Γ◦Γ′ let ηaa′ denote the shortest path from a to a′, ηbb′ the shortest path from
b to b′ and ηab′ shall denote the shortest path from a to b′. Then
len (ηaa′)+ len (ηbb′)
2
≤ len (ηab′) . (239)
Proof. By construction we know that there is a z ∈M and a decomposition
ηab′ =α◦β′ such that α goes from a to a z and β goes from b to z. We now find
that α◦α′ goes from a to a′. By assumption of the lemma, α◦α′ is not shorter
than ηaa′ , thus
len(ηaa′)≤ len(α◦α′)= 2len(α) . (240)
Analogously we find
len(ηbb′)≤ 2len(β) . (241)
We can now add these two inequalities together to get
len(ηaa′)+ len(ηbb′)≤ 2(len(α)+ len(β)) . (242)
On the right hand side we identify the length of ηab′ to get
len(ηaa′)+ len(ηbb′)≤ 2len(ηab′) . (243)
PROPOSITION 38: Let T be the transfer function of a dynamic system with in-
put set S = {s1, . . . , sM } and gammoid Γ, and let G = T ∗T be the input gramian.
Consider the quantity
µi j (σ) :=
|Gi j (σ)|√
Gi i (σ)G j j (σ)
. (244)
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Let ηi j ′ be the shortest path in Γ◦Γ from si to s′j . If lemma 37 holds with equality,
then
lim
|σ|→∞
µi j (σ)=
|F (ηi j ′)|√
F (ηi i ′)F (η j j ′)
. (245)
If the lemma holds with strict inequality, then
lim
|σ|→∞
µi j (σ)= 0. (246)
Note, that there can be several shortest paths, so ηi i ′ can be a set of paths.
Proof. Say S = {s1, . . . , sM } is the input set that leads to the transfer function T
and the input gramian G . Using equation (238) we can write
µi j (σ)=
∣∣∣∑ψ∈P (si ,s′j ) F (ψ)σ−ψ∣∣∣√∑
pi∈P (si ,s′i ) F (pi)σ
−pi∑
θ∈P (s j ,s′j ) F (θ)σ
−θ
. (247)
The terms under the square-root are non-negative. To see that, let pi=α◦β′ be
a path from si to s′i . Then we know, that also β◦α′, α◦α′ and β◦β′ exist and all
go from si to s′i . Thus, in Gi i we always find the four terms
R := F (α◦β
′)
σlenασ¯lenβ
+ F (β◦α
′)
σlenβσ¯lenα
+ F (α◦α
′)
σlenασ¯lenα
+ F (β◦β
′)
σlenβσ¯lenβ
(248)
together. So it is sufficient to show, that R is non-negative. With A := F (α)/σlenα
and B := F (β)/σlenβ we can rewrite R as
R = AB¯ +B A¯+ A A¯+BB¯ . (249)
With A = x+ iy and B = u+ iv we find
R = (x+u)2(y + v)2 ≥ 0. (250)
The same holds for G j j .
We now proceed with (247). As we want to take the limit |σ|→∞, the small-
est powers of σ will be dominant. The smallest powers of σ correspond to the
shortest paths. We neglect higher orders and the asymptotic behaviour
µi j (σ)'
∣∣F (ηi j ′)σ−ηi j ′ ∣∣√
F (ηi i ′)F (η j j ′)σ
−(ηi i ′+η j j ′ )
(251)
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where we use the sign “'” to denote the asymptotic behaviour for |σ| → ∞.
Since the path ηi i ′ is always symmetric in the sense (ηi i ′)
′ = ηi i ′ we findσ−ηi i ′ =
|σ|len(ηi i ′ ). The same holds for η j j ′ . With this we get
µi j (s)'
|F (ηi j ′)|√
F (ηi i ′)F (η j j ′)
|σ|
1
2
(
len(ηi i ′ )+len(η j j ′ )
)
−len(ηi j ′ ) . (252)
From lemma 37 we know, that the exponent of |s| is always non-negative, thus
the limit always exists. If the lemma holds with equality, then the exponent
equals zero and we get
µi j (σ)'
|F (ηi j ′)|√
F (ηi i ′)F (η j j ′)
. (253)
If inequality holds, then the exponent of |σ| is negative and we find
lim
|σ|→∞
µi j (σ)= 0. (254)
F Spark - Mutual Coherence Inequality
As a final result we will show that the spark-mutual coherence inequality that
has already been presented for the static problem in [10] stays valid for the gam-
moid of a linear dynamic system. In the proof for the static problem, one uti-
lizes the Gershgorin circle theorem.
For the dynamic problem we can do a similar approach locally, meaning we
get an inequality at each point σ ∈ C in the complex plain. We will first show,
that the it makes sense to consider the generic rank instead of the standard rank
of the transfer function T . This will help us to finally deduce a global inequality.
F.1 Eigenvalues of the Gramian
Let T : C → CP×M be the transfer function of a linear dynamic system. One
knows, that T has singularities at the eigenvalues of A (see section 6. E.1), but
these will cause no issue for the following calculations. Assume for an σ0 ∈ C
we find the rank
rankT (σ)= r <M . (255)
If we regard T (σ)= (t 1(σ), . . . , t M (σ)) as a set of column vectors, then {t 1(σ0), . . . , t M (σ0)}
is a linearly dependent set of vectors. This can have two reasons. Either, {t 1, . . . , t M }
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as function are linearly dependent, say of rank r . Then it is clear, that the rank
of T (σ) will never exceed r . Or, {t 1, . . . , t M } is a set of linearly independent func-
tions, and the linear dependence at σ0 is just an unfortunate coincidence. In
this case, for any σ in a vicinity of σ0, we will find that the rank of T (σ) is M
almost everywhere. For this reason, one defines the structural [25] or generic
rank [29] of T as
RankT :=max
σ∈C
rankT (σ) . (256)
From linear algebra it is clear, that for a fixed σ ∈C, the equation
T (σ)w˜ (σ)= y˜(σ) (257)
can be solved for w˜(σ) if the rank of T (σ) equals M . From the argumentation
above it becomes clear, that a generic rank of M already renders the whole sys-
tem invertible.
Now, we formulate the well known Gershgorin theorem [18] in a form suit-
able for our purpose.
LEMMA 39: Consider a complex matrix G :C→∈CM×M . We call G strict diagonal
dominant in σ if for all i = 1, . . . , M we find
|G(σ)i i | >
∑
j 6=i
|G(σ)i j | . (258)
If G is strict diagonal dominant in σ, then zero is not an eigenvalue of G(σ).
Proof. For a fixed σ set A := G(σ). Assume λ ∈ C is an eigenvalue of A with
eigenvector v ∈ CM . Let vi be a component of v of maximal magnitude, i.e.
|vi | ≥ |v j | for all j = 1, . . . , M . Without loss of generality we assume vi = 1. We
write the eigenvalue equation in components
M∑
j=1
Ai j v j =λvi . (259)
We extract j = i from the sum to get∑
j 6=i
Ai j v j =λ− Ai i . (260)
Taking the absolute value and applying the triangle inequality yields
|λ− Ai i | ≤
∑
j 6=i
|Ai j ||v j | . (261)
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By constriction |v j | ≤ |vi | = 1 thus we get the final result
|λ− Ai i | ≤
∑
j 6=i
|Ai j | . (262)
With ri =∑ j 6=i |Ai j we can give a boundary of the spectrum spec(A) via a union
of circles in the complex plane,
spec(A)⊆
M⋃
i=1
{λ ∈C | |λ− Ai i | ≤ ri .} (263)
Note that a strict diagonal dominant matrix necessarily has diagonal ele-
ments |Ai i | > 0- Furthermore Ai i > ri for each i = 1, . . . , M and thus
0 6∈ {λ ∈C | |λ− Ai i | ≤ ri } . (264)
Consequently 0 6∈ spec(A).
Note, that the diagonal element of an input gramian Gi i is given by
Gi j (σ)=
P∑
j=1
T ∗i j (σ)T j i (σ)=
P∑
j=1
|T j i (σ)|2 (265)
and thus it is the zero function if and only if each T j i for j = 1, . . . ,P is the zero
function. Again consider the dynamic system
T (σ)w˜ (σ)= y˜(σ) . (266)
If the i -th column of T (σ) is zero for all σ ∈ C, then w˜i has no influence on the
output at all. It is therefore trivially impossible to gain any information about
w˜i . We want to exclude this trivial case from our investigation and henceforth
assume, that the diagonal elements of G are non-zero. By construction it is
clear, that each diagonal element Gi i (σ) is indeed a positive real number.
F.2 Strict Diagonal Dominance
Consider a linear dynamic input-output system with input set S = {s1, . . . , sM }
and input gramian G : C → CM×M and recall the definition of the coherence
between input nodes si and s j
µi j (σ) :=
|Gi j (σ)|√
Gi i (σ)G j j (σ)
. (267)
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The mutual coherence at σ is defined as
µ(σ) :=max
i 6= j
µi j (σ) . (268)
For the special case, that the transfer function T is constant and real, this coin-
cides with the definition of the mutual coherence from [10]. Also from there we
take the following theorem and show that it stays valid for the dynamic prob-
lem.
PROPOSITION 40: Consider a linear dynamic input-output system with input set
S = {s1, . . . , sM }, input gramian G. Let σ ∈ C and and µ(σ) the mutual coherence
in σ. If the inequality
Gi i (s)>µ(s) (269)
holds for i = 1, . . . , M, then G is strictly diagonally dominant at s.
Proof. First, rescale the system by
G(σ) G(σ)
trG(σ)
(270)
which gives the property
M∑
i=1
Gi i (σ)= 1. (271)
Note, that Gi i (σ)> 0 is already clear and from the equation above Gi i < 1. The
case M = 1 is trivial. By definition for all i , j = 1, . . . , M with i 6= j
|Gi j (σ)| ≤µ(σ)
√
Gi i (σ)G j j (σ) . (272)
By assumption of the proposition µ(σ)≤Gi i (σ) for all i = 1, . . . , M , and since all
quantities are non-negative
µ<
√
Gi i (σ)G j j (σ) (273)
for all i 6= j . Combine the latter two inequalities and sum over all j = 1, . . . ,
i −1, i +1, . . . , M to get∑
j 6=i
|Gi j (σ)<Gi i (σ)
∑
j 6=i
G j j (σ) (274)
for all i , . . . , M . Due to equation (271), the sum on the right hand side is smaller
than one, thus for all i = 1, . . . , M we find∑
j 6=i
|Gi j (σ)| <Gi i (σ) (275)
which is exactly the definition of strict diagonal dominance at σ.
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F.3 A note on the Coherence
In contrast to the static problem, where the coherence is a constant, we have
here a function in the complex plane. Say, we have a small input set S = {s1, s2}.
It is possible, that s1 and s2 are coherent in one regime of C but will be incoher-
ent in another. Proposition 40 and lemma 39 show, that a small coherence in
a single σ ∈C is sufficient to get a high generic rank, and by this invertibility of
the system. To have a measure whether two nodes si and s j are distinguishable
somewhere in C it makes sense to define the global coherence
µi j := inf
σ∈C
µi j (σ) . (276)
It is easy to see that the inequality
max
i 6= j
inf
σ∈C
µi j (σ)≤ inf
σ∈C
max
i 6= j
µi j (σ) (277)
holds, formulated in terms of the global coherence µi j and mutual coherence
µ(σ)
max
i 6= j
µi j ≤ inf
σ∈C
µ(σ) . (278)
Proposition 40 holds for the mututal coherence µ(σ) at any σ ∈C. The least re-
strictive bound for strict diagonal dominance is obviously achieved for a small
mutual coherence µ(σ), so we would like to compute the minimum or infimum
of µ(σ), the global mutual coherence
µ := inf
σ∈C
µ(σ) . (279)
The inequality above indicates, that small global coherences µi j do not neces-
sarily lead to a small global mutual coherence µ. More precisely
max
i 6= j
µi j ≤µ . (280)
As an example, consider three input nodes s1, s2 and s3 and three subsets
of the complex plane U ,V ,W ⊆ C. It might happen that µ12(σ)|U is small, let
us assume it vanishes, and so do µ23(σ)|V and µ13(σ)|W . Thus, all global co-
herences are vanishingly small. However, if U , V and W do not intersect, the
global coherences are attained at different regions in the complex plane which
means, in U we can distinguish s1 from s2 but we cannot distinguish s2 from s3,
and the same for V and W .
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F.3.1 Shortest Path Coherence
We want to estimate the global mutual coherence by the mutual shortest path
coherence
µshort := lim
|σ|→∞
µ(σ) . (281)
which is clearly an upper bound for the global mutual coherence. In contrast
to the non-commuting infimum and maximum operations, the proposition be-
low shows, that the limit and the maximum operations commute. We find
lim
|σ|→∞
max
i 6= j
µi j (σ)=max
i 6= j
lim
|σ|→∞
µi j (σ)=max
i 6= j
µshorti j . (282)
The quantity on the right hand side, µshorti j is the shortest path coherence be-
tween si and s j , which already appeared in proposition 38.
PROPOSITION 41: Let µi j (σ) be the coherence of si and s j . Then
lim
|σ|→∞
max
i 6= j
µi j (σ)=max
i 6= j
lim
|σ|→∞
µi j (σ) . (283)
Proof. First note, that µi j (σ) is continuous, 0 ≤ µi j (σ) ≤ 1 and that any sin-
gularity of µi j (σ) is removable. Furthermore we have already seen that each
µi j (σ) convergent with limit µshorti j as |σ| →∞. Due to these convenient prop-
erties, the following setting is sufficient.
Let fa : R≥0 → R a family of continuous and bounded functions with a ∈ I
where I is a finite index set. We want to show that
lim
x→∞maxa∈I
fa(x)=max
a∈I
lim
x→∞ fa(x) . (284)
To see that, let Ma := limx→∞ fa(x) and let a∗ ∈ I such that Ma∗ = maxa∈I Ma .
By definition of Ma , for any ²> 0 there is an xa such that for all x > xa we have
| fa(x)−Ma | < ² . (285)
Set x0 :=maxa∈I xa such that we can use the same epsilon and x0 for all indices
a. Let us divide I = I0∪˙I1 such that I0 contains all indices with Ma < Ma∗ and
I1 contains this indices with Ma =Ma∗
Let us first consider all I0 and let us choose ² such that
²< 1
2
|Ma∗ −Ma | (286)
for all a ∈ I0. We can rewrite this as
Ma +²<Ma∗ −² . (287)
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For this choice of ² there is an x0 such that | fa(x)−Ma | < ² for x > x0, i.e.,
fa(x) ∈ (Ma −², Ma +²) (288)
an analogously
fa∗(x) ∈ (Ma∗ −², Ma∗ +²) . (289)
Due to our choice of epsilon these two intervals are disjoint and one can see
that fa(x)< fa∗(x) for all x > x0. Thus for x large enough we can always neglect
I0,
max
a∈I
fa(x)=max
a∈I1
fa(x) . (290)
Let us now focus on I1. Consider
ra(x) := | fa(x)−Ma∗ | (291)
for a ∈ I1 and let a′ ∈ I1 such that fa′(x)=maxa∈I1 fa(x). It is now clear that
ra′(x)≤max
a∈I1
ra(x) (292)
for all x. Insertion of the definitions yields∣∣ fa′(x)−Ma∗∣∣≤max
a∈I1
| fa(x)−Ma∗ | (293)
and for x > x0 we deduce∣∣ fa′(x)−Ma∗∣∣< ² . (294)
Since we can do that for arbitrary small ²> 0 we find the convergence
lim
x→∞ fa′(x)=Ma∗ . (295)
We can now insert the definitions
fa′(x)=max
a∈I1
fa(x)=max
a∈I
fa(x) (296)
and
Ma∗ =max
a∈I
Ma =max
a∈I
lim
x→∞ fa(x) (297)
to get the desired result
lim
x→∞maxa∈I
fa(x)=max
a∈I
lim
x→∞ fa(x) . (298)
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F.3.2 Feed-Forward Graphs
As one special case we want to consider systems with a feed-forward struc-
ture. Such a structure for instance appears in artificial neural networks. From
the matroid theory side, such systems correspond to cascade gammoids which
were investigated in [26].
A gammoid Γ= (L , g ,M ) is called a cascade if it has the following structure.
The graph g = (N ,E ) consists of a dijsoint union of L+1 node sets
N =N0∪˙ . . .∪˙NL (299)
called layers. With (i , l ) we mean node i from layerNl . Each edge in E has the
form
(i , l )→ ( j , l +1) . (300)
The input and output ground sets are set to beL =N0 andM =NL .
In a cascade, all paths from the input layer to the output layer have the same
length. For (i ,0) ∈L and ( j ,L) ∈M we find the transfer function to be
T j i (σ)= 1
σL
∑
pi∈P ((i ,0),( j ,L))
F (pi) (301)
One can see that
A j i :=
∑
pi∈P ((i ,0),( j ,L))
F (pi) (302)
defines the entries of a real constant matrix A. The transfer function achieves
the simple form
T (σ)= 1
σL
A (303)
and the coherence µi j (σ) turns out to be a constant
µi j (σ)=
〈ai , a j 〉
‖ai‖‖a j‖
. (304)
The latter equation looks exactly like the coherence one defines for the static
compressed sensing problem [10]. It follows, that for the class of cascade gam-
moids the different notions of coherence all coincide, and consequently the
shortest path coherence indeed yields a method to compute the mutual coher-
ence exactly.
60
F.4 Estimation of the Spark
Also this calculation is in analogy to the static problem from [10]. Let G be the
gramian of a linear dynamic input-output system with input set S = {s1, . . . , sM }
and let µ(σ) be its mutual coherence at σ ∈C. By the definition
|Gi j (σ)| ≤µ(σ)
√
Gi i (σ)G j j (σ) . (305)
Now let Gkk (σ) be the maximum of all Gi i (σ) for i = 1, ldot s, M . We replace the
square root and sum over all j = 1, . . . , i −1, i +1, . . . , M to get∑
j 6=i
|Gi j (σ)| ≤ (M −1)µ(σ)Gkk (σ) , (306)
where we used that the right hand side is independent of j . The gramian is
strict diagonal dominant if for all i = 1, . . . , M we have
(M −1)µ(σ)Gkk (σ)<Gi i (σ) . (307)
The latter inequality is therefore sufficient for strict diagonal dominance at σ
and consequently to invertibility of the dynamic system. We therefore proceed
with this inequality by using Gi i (σ)/Gkk (σ)< 1 to get
M < 1
µ(σ)
+1. (308)
Note, that the gammoid G depends on the choice of the input set S ⊆L . How-
ever, the sufficient condition for strict diagonal dominance only takes M =
cardS into account. It becomes clear, that for all S˜ ⊆ L with card S˜ ≤ M we
get strict diagonal dominance. Since strict diagonal dominance leads to invert-
ibility, it also tells us that S˜ is independent Γ. By definition of the spark, sparkΓ
is the largest integer such that S˜ is independent in Γwhenever card S˜ ≤ sparkΓ.
Since any M that fulfils (308) leads to independence, it becomes clear, that the
spark is not smaller than the right hand side of this inequality. Therefore
sparkΓ≥ 1
µ(σ)
+1. (309)
The tightest bound for the spark is attained for the global mutual coherence µ.
In practice, however, we have to use the limit |σ| →∞ and rely on the shortest
path coherence.
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