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The clique number and the smallest
Q-eigenvalue of graphs
Leonardo de Lima∗, Vladimir Nikiforov†, and Carla Oliveira‡
Abstract
Let qmin(G) stand for the smallest eigenvalue of the signless Laplacian of a graph G of
order n. This paper gives some results on the following extremal problem:
How large can qmin (G) be if G is a graph of order n, with no complete subgraph of
order r + 1?
It is shown that this problem is related to the well-known topic of making graphs bi-
partite. Using known classical results, several bounds on qmin are obtained, thus extending
previous work of Brandt for regular graphs.
In addition, using graph blowups, a general asymptotic result about the maximum
qmin is established. As a supporting tool, the spectra of the Laplacian and the signless
Laplacian of blowups of graphs are calculated.
Keywords: blow-up graphs; Laplacian; signless Laplacian; complete subgraphs; ex-
tremal problem, clique number.
AMS classification: 05C50
1 Introduction
In this paper we study how large can the smallest signless Laplacian eigenvalue of graphs with
bounded clique number be.
Arguably the most attractive problems in spectral graph theory are the extremal ones, with
general form like:
If G is a graph of order n, with some property P, how large can its k’th eigenvalue be?
From this general template, by choosing the property P, the type of graph matrix, and the
value k, we can obtain an amazing variety of concrete spectral problems, ranging from trivial
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to extremely challenging ones. The study of such extremal questions is crucial to graph theory,
for they provide a sure way to connect the structure of a graph to its eigenvalues.
In this vein, we shall introduce a new extremal problem about the smallest signless Laplacian
eigenvalue of graphs with no complete subgraphs of given order.
First, recall a few definitions: Given a graph G, write A for the adjacency matrix of G
and let D be the diagonal matrix of the degrees of G. The Laplacian L (G) and the signless
Laplacian Q (G) of G are defined as L (G) = D − A and Q (G) = D + A. We write λ1, . . . , λn
and q1, . . . , qn for the eigenvalues of A and Q (G) in descending order, and µ1, . . . , µn for the
eigenvalues of L (G) in ascending order. Occasionally we write qmin and λmin for qn and λn. For
more details on the Q matrix, we refer the reader to [5].
Here is our new problem:
Problem A Let n > r ≥ 2. How large can qn (G) be if G is graph of order n with no
complete subgraph of order r + 1?
Note that Problem A is in the spirit of the classical extremal graph theory, where the analog
of Problem A is answered by the Tura´n theorem. To state this theorem, let e (G) denote the
number of edges of G, write Kr for the complete graph of order r, and write Tr(n) for the
complete r-partite graph of order n, with parts of size ⌊n/r⌋ or ⌈n/r⌉ .
Theorem T (Tura´n, [15]) If n > r ≥ 2 and G is a Kr+1-free graph of order n, then
e (G) < e (Tr (n)) , unless G = Tr (n) .
Problem A may seem a like of Theorem T, but this similarity is superficial, for it turns out
that Problem A is a much deeper question, entangled with a notoriously difficult open problem
in extremal graph theory. To substantiate this claim, let us state a theorem, which at first
glance seems out of line.
Theorem 1 If G is a graph of order n, then one has to remove at least qnn/4 edges to make
G bipartite.
We shall prove Theorem 1 in Section 2.1, but note that Brandt [4] has already proved
the same assertion for regular graphs, by a different method and with a different terminology.
However, the general Theorem 1 turns out to be much more useful. The reason is that the topic
of making graphs bipartite has been studied for longtime, with several usable results, which in
view of Theorem 1 directly apply to Problem A.
This line of research was started with the following conjecture of Erdo˝s [6]:
Conjecture 2 Every triangle-free graph of order n can be made bipartite by removing at most
n2/25 edges.
Defying 46 years of attacks, Conjecture 2 is still widely open. Nonetheless, a few nontrivial
results are known (see, e.g., [4], [7], [8], and [14]), which we shall use below for partial answers
to Problem A.
Conjecture 2 can be extended for Kr-free graphs; for example, in [7] it was conjectured that
a K4-free graph can be made bipartite by deleting at most n
2/9 edges. This conjecture was
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fully proved by Sudakov in [14] – one of the few definite results in this area. In Section 1.3 we
shall use Sudakov’s result to get a corollary about qmin of K4-free graphs.
However, the progress with Problem A along this line can go only so far, and it is unlikely
that it can be reduced to a question about making a graph bipartite. Indeed, Problem A seems
to have its own level of difficulty and its solution may take a while.
To get started, one can simplify Problem A by restating it for regular graphs:
Problem B Let n > r ≥ 2. How large can qn (G) be if G is a regular Kr+1-free graph of
order n?
This step is well justified, for first, the known upper bounds can be considerably reduced
for regular graphs, and second, it is likely that the extremal graphs in Problem A are regular
or close to regular. Hence, Problem B may provide useful intuition for Problem A.
Moreover, Brandt [4] has already obtained several results for qmin of regularKr+1-free graphs,
albeit stated in different terms. We shall recall some of these results in due course below.
1.1 The function fr (n) and its asymptotics
To study Problem A in a systematic way let us define the function
fr (n) := max {qn (G) : G is a graph of order n and G contains no Kr+1} .
With fr (n) in hand, we can give a more formal statement of Problem A:
Problem 3 For any r ≥ 2 and n > r, find or estimate fr (n) .
Note that the introduction of fr (n) does not advance the solution of Problem A in any
concrete way, yet it allows to clearly see and track the two main lines of attack: on the one
hand, obtaining upper bounds on fr (n) by proofs, and on the other hand, obtaining lower
bounds on fr (n) by constructions. The ultimate goal is to close the gap between the upper
and lower bounds, which, unfortunately, might take some time.
Before presenting concrete bounds we shall come up with general asymptotics of fr (n) . For
every r ≥ 2, let us define the real number cr as
cr := sup {qmin (G) /v (G) : G is a graph with no Kr+1} .
Because qn (G) ≤ v (G)− 2, we see that cr is well defined. Clearly, the definition of cr implies
a simple universal bound for any Kr+1-free graph G of order n :
qn (G) ≤ crn.
What’s more, this bound is asymptotically best possible, as given by the next theorem:
Theorem 4 For every r ≥ 2, the limit
lim
n→∞
1
n
fr (n)
exists and is equal to cr.
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The proof of Theorem 4 is given in Section 2.2. Here we want to emphasize that this theorem
makes the study of fr (n) rather straightforward, as the asymptotic behavior of fr (n) would be
determined if we knew the constants cr. Unfortunately, at this stage we do not know any of
the constants cr for r ≥ 2.
Another point to make here is that the proof of Theorem 4 uses blowup of graphs. Since
the spectra of the signless Laplacian and the Laplacian of graph blowups have not been studied
in the literature, in Section 1.4 we shall give a few relevant results.
1.2 Maximal qmin of triangle-free graphs
In [7], Erdo˝s, Faudree, Pach, and Spencer have established that every triangle-free graph of
order n can be made bipartite by removing at most n2/18 + n/2 edges. Using Theorems 1 and
4, we immediately get the inequality c3 < 2/9, implying the following general bound, which is
the best one known to the authors:
Corollary 5 If G is a triangle-free graph of order n, then qn (G) < 2n/9.
As for lower bounds, Brandt [4] observed that a good lower bound on the ratio qn (G) /n can
be obtained from the Higman-Sims graphH100, introduced by Mesner in 1959 and independently
by Higman and Sims in [9]. Let us recall that H100 is a strongly regular graph with parameters
(100, 22, 0, 6) . Its smallest adjacency eigenvalue is −8, and since for any d-regular graph H we
have
qmin (H) = d+ λmin (H) ,
for H100 we see that
qmin (H100) = 22− 8 = 14.
Clearly, by blowing up H100, we obtain a bound for f3 (n) for every n :
Proposition 6 If n ≥ 1, then
f3 (n) ≥ 14 ⌊n/100⌋ . (1)
Bound (1) is the best lower bound that we are aware of. The fact that this bound is based
on such complicated graph as the Higman-Sims graph leaves us clueless as to what c3 might be.
As Brandt [4] pointed out, if Conjecture 2 is true, then we would have f3 (n) ≤ 0.16n, which is
quite close to 0.14n. On the other hand, if true, Conjecture 2 is best possible, while there is no
ground to believe that the inequality f3 (n) ≤ 0.16n is tight.
For completeness, let us mention that for regular triangle-free graphs Brandt [4] has shown
that
qn (G) ≤
(
3− 2
√
2
)
n < 0.1716n,
which also is not too far from 0.14n.
4
1.3 Maximal qmin of Kr+1-free graphs
Using the Tura´n graphs Tr (n), one can easily see the following lower bound:
Proposition 7 If r ≥ 3, then fr (n) ≥ (r − 2) ⌊n/r⌋ .
The bound is also valid for r = 2, but is meaningless, so triangle-free graphs need a separate
approach.
For r ≥ 3, we can give only the following approximation, which certainly is not tight.
Theorem 8 If r ≥ 3 and G is a Kr+1-free graph of order n, then
qn (G) <
(
1− 3
3r − 1
)
n.
Theorem 8 is proved in Section 2.1.
For completeness, let us put the known general bounds on cr on one line.
Corollary 9 If r ≥ 3, then
1− 2
r
< cr ≤ 1− 3
3r − 1 .
As noted before, Sudakov [14] proved that every K4-free graph of order n can be made
bipartite by deleting at most n2/9 edges. Combining this fact with Theorem 1, we get the
following upper bound:
Theorem 10 If G is a K4-free graph of order n, then
qn (G) ≤ 4n/9. (2)
This is the best known upper bound on qmin (G) of K4-free graphs. Note again, that Su-
dakov’s result is best possible, but there is no evidence that inequality (2) is tight.
The authors of this note have investigated quite a few small graphs in search of maximal
qmin as a function of the clique number of the graph. Eventually we believe that the following
conjecture might hold:
Conjecture 11 Let r ≥ 3 and let n be sufficiently large. If G is a Kr+1-free graph of order n,
then
qn (G) < qn (Tr (n)) ,
unless G = Tr (n) .
Clearly, if true, Conjecture 11 is best possible. It is not hard to see that
(r − 2) ⌊n/r⌋ < qn (Tr (n)) ≤
(
1− 2
r
)
n.
Therefore, we have the following weaker form of Conjecture 11:
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Conjecture 12 If r ≥ 3, then cr = 1− 2/r.
Some credibility to this conjecture is given by the following result of Brandt [4] about regular
graphs:
Theorem 13 If r ≥ 3 and G is a Kr+1-free regular graph of order n, then
qn (G) ≤
(
5− 4
r
(√
r2 − r + 1
))
n. (3)
Indeed, it is not hard to see that
1− 2/r < 5− 4
r
(√
r2 − r + 1
)
< 1− 2/r +O (r−2) ,
so if r tends to infinity, bound 3 approaches the best possible one.
1.4 Laplacians and signless Laplacians of graph blowups
Given a graph G and an integer t ≥ 1, write G(t) for the graph obtained by replacing each
vertex u of G by a set Vu of t independent vertices and every edge {u, v} of G by a complete
bipartite graph with parts Vu and Vv. Usually G
(t) is called a blowup of G. Blowups of graphs
are a very important tool in the extremal and structural theories of graphs and hypergraphs,
see, e.g., the classical work of Sidorenko [13].
Although introduced by a combinatorial definition, graph blowups have a clear algebraic
meaning as well: if A is the adjacency matrix of G, then the adjacency matrix A
(
G(t)
)
of G(t)
is given by
A
(
G(t)
)
= A⊗ Jt,
where ⊗ is the Kronecker product and Jt is the all-ones square matrix of order t. This obser-
vation yields the following facts (see, e.g., [11]).
Proposition 14 The eigenvalues of G(t) are tλ1 (G) , . . . , tλn (G) , together with n (t− 1) ad-
ditional 0’s.
We write G for the complement of a graph G.
Proposition 15 The eigenvalues of G(t) are tλ1(G) + t− 1, . . . , tλn(G) + t− 1, together with
n (t− 1) additional −1’s.
The algebraic meaning of graph blowups make them equally important in spectral graph
theory, see, e.g., [11] and [12].
However, the Laplacian and the signless Laplacian of graph blowups are not so immediately
related to the Kronecker product and have not been considered in the literature as yet. This is
unfortunate as there are many spectral problems about the Laplacian and the signless Laplacian
that might benefit from the blowup construction if theorems similar to Propositions 14 and 15
are available.
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The goal of this section is to state such basic results about the spectra of L(G(t)), Q(G(t)),
and Q(G(t)), which, however, turn out to be more difficult than for the adjacency matrix.
Let us also add that the spectrum of L(G(t)) is obtained immediately from our results, as
µn−i(G) = n− µi (G) , for i = 1, . . . , n− 1, (see, e.g., [1]).
Here are our three theorems:
Theorem 16 Let t ≥ 2. If G is a graph of order n, with degrees d1, . . . , dn and Laplacian
eigenvalues µ1, . . . , µn, then the Laplacian eigenvalues of G
(t) are
tµ1, . . . , tµn, td1, . . . , tdn,
where each of the eigenvalues td1, . . . , tdn has multiplicity t− 1.
The proof of Theorem 16 is given in Section 2.2.
Theorem 17 Let t ≥ 2. If G is a graph of order n, with degrees d1, . . . , dn, and signless
Laplacian eigenvalues q1, . . . , qn, then the signless Laplacian eigenvalues of G
(t) are
tq1, . . . , tqn, td1, . . . , tdn,
where each of the eigenvalues td1, . . . , tdn has multiplicity t− 1.
The proof of Theorem 16 works with minor changes for Theorem 17, so we shall omit it.
Here is our final theorem, about the signless Laplacian of the complement of a blowup. Its
proof is also in Section 2.2.
Theorem 18 Let t ≥ 2 and let G be a graph of order n, with degrees d1, . . . , dn. If the eigenval-
ues of the signless Laplacian of G are q1, . . . , qn, then the eigenvalues of the signless Laplacian
of G(t) are
tq1 + 2(t− 1), . . . , tqn + 2(t− 1), tn− td1 − 2, . . . , tn− tdn − 2,
where each of the eigenvalues tn− td1 − 2, . . . , tn− tdn − 2 has multiplicity t− 1.
2 Proofs
For general terminology and notation on graphs we refer the reader to [3].
As usual we write In and Jn for the identity and the all-ones matrices of order n.
2.1 Proofs of Theorems 1 and 8
Proof of Theorem 1 Let G = G (V,E) be a graph of order n with vertex set V and edge set
E. Let H be a bipartite subgraph of G of maximal number of edges. Write A and B for the
vertex classes of H and let C = V \ (A ∪ B) . We shall show that C is either empty or consists
of isolated vertices of G. Let us write Γ (u) for the set of neighbors of a vertex u of G.
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Let u ∈ C. If Γ (u)∩A 6= ∅, add u to B and all edges joining u to A to E (H). The resulting
graph is bipartite and has more edges than H, contradicting the choice of H. Hence, for any
u ∈ C, Γ (u) ∩ A = ∅, and by symmetry Γ (u) ∩ B = ∅. Now, if C induces at least one edge
{u, v} in G, then adding u to A, v to B, and {u, v} to E (H) , we obtain again a bipartite
subgraph of G with more edges than H, contradicting the choice of H. Hence, either C = ∅ or
C consists of isolated vertices.
Now, take a vector x := (x1, . . . , xn) such that
xu :=
{
1/
√
n if u ∈ A;
−1/√n if u ∈ V \A.
Note that if {u, v} ∈ E (H) , then xu + xv = 0, while if {u, v} ∈ E (G) \E (H) , then xu + xv =
±2/√n. Hence, ∑
{u,v}∈E(G)
(xu + xv)
2 =
4
n
(E (G)−E (H)) .
By Rayleigh’s principle,
qn (G) = min {〈Qx,x〉 : ‖x‖ = 1} = min


∑
{u,v}∈E(G)
(xu + xv)
2 : x21 + · · ·+ x2n = 1

 .
Hence,
qn (G)n/4 ≤ E (G)−E (H) ,
proving Theorem 1. 
Proof of Theorem 8 Let r ≥ 3 and let the graph G satisfy the premises of the theorem.
Write δ for the minimum degree of G and m for the number of its edges. In [10] it was proved
that if G is r-partite, then
qmin (G) ≤
(
r − 2
r − 1
)
2m
n
,
which, in view of m ≤ (1− 1/r)n2/2, gives immediately
qmin (G) ≤
(
1− 2
r
)
n <
(
1− 3
3r − 1
)
n.
So we shall suppose that the chromatic number of G is at least r + 1. On the other hand, a
celebrated theorem of Andra´sfai, Erdo˝s and So´s [2] shows that if r ≥ 2 and G is a Kr+1-free
graph of order n and
δ >
(
1− 3
3r − 1
)
n,
then G is r-partite. Since in our case G is not r-partite, we conclude that
δ ≤
(
1− 3
3r − 1
)
n. (4)
Now, recall that in [10] it was proved that qmin (G) < δ. Combining this inequality with (4),
completes the proof of Theorem 8. 
8
2.2 Proof of Theorems 16, 18, and 4
Proof of Theorem 16 Let G be a graph satisfying the hypothesis of the theorem, and let
A = [ai,j ] be its adjacency matrix, D be the diagonal matrix of its degrees and L be its
Laplacian, i.e. L = D − A. With appropriate labeling, the Laplacian matrix of G(t) can be
written as a t× t block matrix
B =


L+ (t− 1)D −A . . . −A
−A L+ (t− 1)D . . . −A
...
...
. . .
...
−A −A . . . L+ (t− 1)D

 .
Now, let x1, . . . ,xn be pairwise orthogonal eigenvectors to µ1, . . . , µn. For convenience we rep-
resent x1, . . . ,xn as column vectors. For each i ∈ [n] , define a column vector yi of length tn
as
yi :=


xi
...
xi

 ,
and note that
Byi =


Lxi + (t− 1)Dxi − (t− 1)Axi
...
Lxi + (t− 1)Dxi − (t− 1)Axi

 =


tLxi
...
tLxi

 =


tµixi
...
tµixi

 = tµiyi.
Hence tµi is an eigenvalue of L(G
(t)) with eigenvector yi. Clearly y1, . . . ,yn are pairwise or-
thogonal, as x1, . . . ,xn are pairwise orthogonal.
To find the remaining nt − n eigenvalues of L(G(t)), fix some s ∈ [n] and write ej for the
column vector of length tn having 1 at position j and zeros elsewhere. For k = 1, . . . , t − 1,
define a column vector zsk = es − ekn+s. Note that Bes and Bekn+s are just the s’th and
the (kn+ s)’th columns of B, which coincide everywhere, but at the s’th and the (kn+ s)’th
entries. Thus, we see that
Bzsk = Bes − Bekn+s = tds (es − ekn+s) .
Therefore, zs1, . . . , z
s
t−1 are eigenvectors to the eigenvalue tds. We shall show that z
s
1, . . . , z
s
t−1
are linearly independent. Suppose that
∑t−1
j=1 cjz
s
j = 0. Hence(
t−1∑
k=1
ck
)
es =
t−1∑
k=2
ckekn+s,
which is only possible if ci = 0 for i = 1, . . . , t − 1. Hence tds is an eigenvalue of multiplicity
at least t − 1. Furthermore, it is easily seen that the eigenspaces Span{zp1, . . . , zpt−1} and
Span
{
zq1, . . . , z
q
t−1
}
corresponding to tdp and to tdq are orthogonal. Finally, for any i ∈ [n],
s ∈ [n] and k ∈ [t− 1] the vectors yi and zsk are orthogonal, for the s’th and the (kn+ s)’th
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entries of yi are the same. Hence, the eigenspaces corresponding to tµ1, . . . , tµn, td1, . . . , tdn
are orthogonal and each of the eigenvalues td1, . . . , tdn has multiplicity t − 1. Theorem 16 is
proved. 
Proof of Theorem 18 Let G be a graph satisfying the hypothesis of the theorem, and let A
be the adjacency matrix of G, let D be the diagonal matrix of the degrees of G, and let Q be
its signless Laplacian, i.e., Q = D + A. With appropriate labeling, the signless Laplacian of
G(t) can be written as a t× t block matrix
B =


Q+ (t− 1)(D + In) A + In . . . A+ In
A+ In Q+ (t− 1)(D + In) . . . A+ In
...
...
. . .
...
A+ In A + In . . . Q+ (t− 1)(D + In)

 .
Now, let x1, . . . ,xn be pairwise orthogonal eigenvectors to q1, . . . , qn. For convenience we rep-
resent x1, . . . ,xn as column vectors. For each i ∈ [n] , define a column vector yi of length tn
as
yi :=


xi
...
xi

 ,
and note that
Byi =


Qxi + (t− 1)(In +D)xi + (t− 1)(A+ In)xi
...
Qxi + (t− 1)(In +D)xi + (t− 1)(A+ In)xi


=


qixi + 2(t− 1)xi + (t− 1)(D + A)xi
...
qixi + 2(t− 1)xi + (t− 1)(D + A)xi


=


(tqi + 2(t− 1))xi
...
(tqi + 2(t− 1))xi


= (tqi + 2(t− 1))yi.
Hence tqi +2(t− 1) is an eigenvalue of G(t) with eigenvector yi. Clearly y1, . . . ,yn are pairwise
orthogonal, as x1, . . . ,xn are pairwise orthogonal.
To find the remaining nt− n eigenvalues of Q(G(t)), let us note that B can be written as
B =


Jn − A+ (tn− 2)In − tD . . . Jn − A
...
. . .
...
Jn − A . . . Jn − A+ (tn− 2)In − tD

 .
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Now, fix some s ∈ [n] and write ej for the column vector of length tn having 1 at position j
and zeros elsewhere. For k = 1, . . . , t − 1, define a column vector zsk = es − ekn+s. Note that
Bes and Bekn+s are just the s’th and the (kn+ s)’th columns of B, which coincide everywhere,
but at the s’th and the (kn+ s)’th entries. Thus, we see that
Bzsk = Bes − Bekn+s = (tn− 2− tds) (es − ekn+s) .
Therefore, zs1, . . . , z
s
t−1 are eigenvectors to the eigenvalue tn − 2 − tds. We shall show that
zs1, . . . , z
s
t−1 are linearly independent. Suppose that
∑t−1
j=1 cjz
s
j = 0. Hence(
t−1∑
k=1
ck
)
es =
t−1∑
k=2
ckekn+s,
which is only possible if ci = 0 for i = 1, . . . , t − 1. Hence tn − 2 − tds is an eigenvalue of
multiplicity at least t−1. Furthermore, it is easily seen that the eigenspaces Span{zp1, . . . , zpt−1}
and Span
{
zq1, . . . , z
q
t−1
}
corresponding to tn−2−tdp and to tn−2−tdq are orthogonal. Finally,
for any i ∈ [n], s ∈ [n] and k ∈ [t− 1] , the vectors yi and zsk are orthogonal, for the s’th and
the (kn + s)’th entries of yi are the same. Hence, the eigenspaces corresponding to
tq1 + 2(t− 1), . . . , tqn + 2(t− 1), tn− 2− td1, . . . , tn− 2− tdn
are orthogonal and each of the eigenvalues tn− 2− td1, . . . , tn− 2− tdn has multiplicity t− 1.
Theorem 18 is proved. 
Proof of Theorem 4 Note that if G is a graph and t ≥ 2, then
qmin
(
G(t)
)
= tqmin (G) . (5)
Indeed write n for the order of G and let q1, . . . , qn and d1, . . . , dn be the signless Laplacian
eigenvalues and the degrees of G.
The eigenvalues of Q
(
G(t)
)
are tq1, . . . , tqn, td1, . . . , tdn. Since qn ≤ δ (G) , we see that
qn = min {q1, . . . , qn, d1, . . . , dn} ,
and so
tqn = min {tq1, . . . , tqn, td1, . . . , tdn} = qmin
(
G(t)
)
.
Note that the definition of cr implies that for every n,
1
n
fr (n) ≤ cr.
So to prove the assertion we need to show that for all sufficiently large n, one has
1
k
fr (k) ≥ cr − ε.
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Choose a graph G, say of order n, such that
1
n
qn (G) ≥ cr − ε/2.
We shall show that if k > 2ncr/ε, then
1
k
fr (k) ≥ cr − ε.
Indeed, this is obvious if k is a multiple of n, for if k = nt, then
1
tn
fr (tn) ≥ 1
tn
qn
(
G(t)
)
=
1
n
qn (G) ≥ cr − ε/2.
Now, let nt < k < n (t+ 1) , and let H be the union of G(t) and (k − nt) isolated vertices.
Clearly
qmin (H) = qmin
(
G(t)
)
,
and so,
1
k
qmin (H) >
1
n (t + 1)
qmin
(
G(t)
)
=
t
n (t+ 1)
qn (G) ≥ t
t + 1
(cr − ε/2) .
Obviously, if k > 2ncr/ε, then t+ 1 > 2cr/ε and some simple algebra shows that
t
t+ 1
(cr − ε/2) ≥ cr − ε.
Hence, if k > 2crn/ε, then
1
k
fr (k) ≥ cr − ε,
completing the proof of Theorem 4. 
3 Concluding remarks
(A) One may wonder if problems similar to Problem A arise if qn (G) is replaced by µ2 (G) ,
also known as the algebraic connectivity of G, e.g.:
Let n > r ≥ 2. How large can µ2 (G) be if G is graph of order n with no complete subgraph
of order r + 1?
However, this question is almost trivial, as for the graph Tr (n) we have
µ2 (Tr (n)) = δ (Tr (n)) = n− ⌈n/r⌉ ,
and so the answer is n− ⌈n/r⌉ , by the Tura´n theorem.
(B) Improving Theorem 1 is an independent challenge, as the constant 1/4 certainly can be
increased. So we raise the following problem:
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Problem 19 What is the supremum of the set of all numbers C such that there exists a graph
G that cannot be made bipartite by deleting fewer than Cqmin (G) v (G) edges?
(C) Finally, if Conjecture 11 is true, then it would open a very interesting field of investiga-
tion along the lines of the classical extremal graph theory. One peculiarity of qmin (G) is that
it depends more on the distribution of the edges of a graph than on their number, so it may
become a useful tool in extremal graph theory.
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