We study an incompletely parabolic system in three space dimensions with stochastic boundary and initial data. We show how the variance of the solution can be manipulated by the boundary conditions, while keeping the mean value of the solution unaffected. Estimates of the variance of the solution is presented both analytically and numerically. We exemplify the technique by applying it to an incompletely parabolic model problem, as well as the one-dimensional compressible Navier-Stokes equations.
Introduction
The study of stochastic partial differential equations, with uncertainty in the boundary and initial data, is an important task in climatology [1] , turbulent combustion [2] , flow in porous media [3, 4] , electromagnetics [5, 6] and seismology [7, 8] to name a few examples.
There are essentially two types of techniques that are used to quantify the uncertainty in the solution. Intrusive methods [9, 10, 11, 12, 13, 14] are based on polynomial chaos expansions, where the solution is expressed as a spectral expansion of the random variables. The method is cheap in terms of function evaluations for smooth problems, but requires a code, dealing specifically with the uncertainty. Non-intrusive methods are sample-based, i.e. the problem is solved several times for given values of the stochastic variables [15, 16, 17, 18] . Quadrature techniques, often combined with sparse grid techniques [19, 20] , are used to determine the statistical moments of the solution. The same code that deals with the deterministic case can be used.
The focus of this paper will be on how the choice of boundary conditions contributes to the size and distribution of the uncertainty in the solution. In [21] , these effects were analyzed for hyperbolic problems and applied to the Euler and Maxwell's equations. In this paper we extend the analysis to include incompletely parabolic problems, such as the compressible NavierStokes equations. The analysis is valid both for intrusive and non-intrusive techniques.
In the first part of the paper, we analyze how the boundary conditions affect the stochastic properties of the solution by studying the energy rate of the solution. It is shown that the energy rate is equivalent to an evolution equation for the variance [21] . We proceed and study the possibility of reducing the uncertainty in the solution by choice of boundary conditions.
In the second part of the paper we make sure that the mathematical and numerical treatments of our initial boundary value problem is correct. Well-posed boundary conditions [22, 23, 24, 25, 26] , are derived. To discretize in space we use a finite difference scheme with Summation-by-Parts (SBP) operators [27, 28, 29] and impose boundary conditions weakly by the Simultaneous-Approximation-Term (SAT) technique [30, 31, 32, 33] . We show that a convergent scheme is obtained. Quadrature rules based on the probability distributions are used to non-intrusively compute the statistical moments of the solution [34, 35, 36, 37] .
In the third part of the paper, we exemplify the theoretical developments by numerical calculations. Numerical experiments are provided for a model problem and as a more realistic application, the compressible Navier-Stokes equations.
The rest of the paper will proceed as follows. In Section 2, the stochastic properties of the problem are analyzed, and estimates of the variance of the solution are derived. A model problem is studied in Section 4 where the implications of the technique are analyzed and discussed. In Section 5, the technique is applied to the one-dimensional Navier-Stokes equations. Finally, conclusions are drawn in Section 6.
The stochastic formulation
Consider the following system of equations, u t + Au x + Bu y + Cu z = F x (u) + G y (u) + H z (u), x ∈ Ω, t ≥ 0, Lu = g( x, t, ξ), x ∈ ∂Ω, t ≥ 0, u = f ( x, ξ),
x ∈ Ω, t = 0, 
The solution is represented by the vector u = u( x, t, ξ) = [u 1 , . . . , u M ], where, x = (x, y, z), and ξ = (ξ 1 , ξ 2 , . . . , ξ L ) is the vector of variables describing the stochastic variation of the problem. The M × M matrices A, B, C, D ij are constant and symmetric. The matrices D ij 's are singular, leading to an incompletely parabolic problem. L is the boundary operator defined on the boundary ∂Ω. f ( x, ξ) and g( x, t, ξ) are the stochastic initial and boundary data to the problem. With a proper choice of the matrices involved, the problem (1) represents the linearized and symmetrized compressible NavierStokes equations [38] .
In the following form of (1), we highlight the stochastic nature of the data,
The expected value is denoted by E[·] = E[ x, t] and the deviation from the mean is indicated by δ. By taking the expected value of (3) and defining v = E[u] we obtain,
where we have used that F x , G y and H z are linear in u.
Remark 1. Equation (4) is equivalent to the equation determining the first term in a Polynomial Chaos expansion of u, see [39] .
Next, the difference between (3) and (4) together with the notation e = u − v gives, e t + Ae x + Be y + Ce z = F x (e) + G y (e) + H z (e), Le = δg( x, t, ξ), e = δf ( x, ξ).
Variance formulation
The boundary conditions related to (5) will be provided on the form
where
together withẽ = X T e,ẽ
T . The matrices X + and X − are the eigenvectors corresponding to the positive and negative eigenvalues Λ + and Λ − of (A, B, C) · n, respectively. We denote
The eigenvectors Z ± correspond to the positive and negative eigenvalues of the matrix −D T Λ −1D . For a detailed derivation and further definitions, the reader is referred to Appendix A.
Next, we multiply (5) by e and integrate in space. This procedure together with the use of (6) leads to the following equation,
where,
is the dissipation. To simplify (8), we substitute some of the terms involving δg using (6), and average the result with (8) to obtain
Furthermore, we make the crucial observation that
By taking the expected value of (9) we obtain, To get a clear view of how the matrix R influences the variance, we also take into account that the data depends on R, that is
By using (12) in (9) we obtain the final result,
Remark 2. Note that (13) is a complete description of how the variance develops in time, and how it depends on the boundary condition through R.
The mean value
Our ambition is to manipulate the variance in the problem without changing the mean. To that end, consider the two well-posed problems
where P (·) denotes a general linear differential operator and L 1 , L 2 are two different linear boundary operators. Moreover, F is a deterministic forcing function, w = w( x, t) is a solution to the Cauchy problem [40] corresponding to the deterministic problems (14) and (15) . Furthermore, δg u = δg u ( x, t, ξ) and δg v = δg v ( x, t, ξ) are added randomness. The fact that w is a solution to the Cauchy problem implies that it satisfies the relation w t + P (w) = F , in the whole space.
We need Proposition 1. The expected value of the solutions to the two problems (14) and (15) are identical if δg u and δg v have zero mean.
Proof. We start by taking the expected value of (14) and (15), which yields
By taking the difference between (16) and (17) we find
whereē =ū −v represents the difference between the mean values. Next, we rearrange the boundary conditions (substituteū withē +v) and obtain,ē
The resultē = 0 follows from well-posedness if w =v on the boundary, which is true since w solves (17) .
Remark 3. Proposition 1 implies that we can focus on minimizing the variance. The expected value is unchanged for different well-posed boundary conditions provided that the data is given by an exact deterministic solution to the Cauchy problem with zero mean uncertainty added on. This situation is common in practice, where the boundary and initial data are given by wellknown geometrical and physical considerations together with uncertainties in the form of small stochastic perturbations.
Evaluation of variance
We will consider the evaluation of the variance in (13) for three different scenarios; zero, decaying and large variance on the boundary.
Zero variance on the boundary
By assuming no uncertainty in the boundary data (δg = δg
In this case, the uncertainties in the problem are provided by the initial data.
From (20) we clearly see that the optimal (in terms of variance reduction) choice of R is zero and that all non-zero elements in R will lead to an increase in the L 1 -norm of the variance of the solution.
Decaying variance on the boundary
We now assume time-decaying variances in the boundary data. By considering only the terms depending on the matrix R in (13), we get,
(21) As can be seen in (21) the optimal choice of R depends on the various correlations between the data g + , g − , and the variables E + and E − . However, in the long run, the problem is well-approximated by the zero variance on the boundary case. The optimal choice also in this case is R = 0.
Large variance on the boundary
For large non-decaying uncertainty on the boundary, we cannot draw any general conclusions of the best choice of R since the correlation terms in (21) will dominate. We will investigate this case numerically in Section 4.
A stable and provably convergent approximation
As a quality control for the upcoming numerical calculations, we derive well-posed boundary conditions and a provably convergent numerical approximation. The details are for ease of reading placed in Appendix A and Appendix B. The main theoretical results are given here for completeness.
Well-posedness
Regarding well-posedness we have proved the following propositions Proposition 2. The problem (1) with the homogeneous boundary conditions
is well-posed. In (22) and (23), we denote W
T , similarly to (7) . The boundary conditions (22) relates to the boundary operator L in (1) in the following way
Proof. See Appendix A Proposition 3. The problem (1) with non-homogeneous boundary conditions
and the condition
is strongly well-posed.
Proof. see Appendix A
The numerical scheme
The semi-discrete finite difference scheme we have used is based on the SBP-SAT formulation [41, 42, 43, 44] . To shorten the rather lengthy analysis, we refer to [45] for technical details.
The semi-discrete version of (1) on SBP-SAT form can be written as,
For simplicity, we have only included the boundary condition at x = 1. The treatment of the remaining boundaries is completely analogous.
The discrete solution is arranged as
x,y,z Q x,y,z is the discrete approximation of the first derivative in space in the x, y and z direction, respectively. Moreover, I x , I y , I z and I M are the identity matrices of size N x + 1, N y + 1, N z + 1 and M . The matrices E 0x and E Nx are zero except for the element (1, 1) and (N x +1, N x +1) respectively, which is equal to 1. Similarly, the vector elements in e Nx are zero with the exception of the last element which is 1. P x,y,z is a positive definite diagonal matrix and Q x,y,z is an almost skew-symmetric matrix satisfying
We have also introduced the numerical fluxes
where the notationĨ = (I x ⊗ I y ⊗ I z ) and (30) have been used. The boundary data g is the original boundary data vector of the problem (1) injected on all the gridpoints at the plane x = 1.
The discrete boundary operatorsL + andL − are decomposed as 
where R is the matrix corresponding to the continuous boundary conditions (22) . The penalty matrixΣ will be chosen such that stability is achieved.
Stability
Regarding stability we rely on the following propositions Proposition 4. Let the condition (23) hold. If the boundary operators (31) are combined with the penalty matrix
then, the numerical approximation (28) is stable.
Proof. See Appendix B.
Proposition 5. The numerical approximation (28) with boundary operators (31) and penalty coefficients (33) is strongly stable if condition (27) holds.
A detailed analysis of a model problem
Consider the simplest possible version of the general problem (1), where
where α = ± 1 is a real number, Λ and X are matrices containing eigenvalues and eigenvectors of A, respectively. For simplicity, we consider one stochastic variable, ξ = ξ. For (34), the continuous boundary conditions defined in (6) are
In (35) , R 0 and R 1 are vectors of the size 2 × 1 and 1 × 2, respectively.
Accuracy of the model problem
We start with a quality control. The order of accuracy p is given by
where e h is the error, u h is the numerically computed solution using grid spacing h and data from the manufactured analytical solution u a . The analytical solution used producing Table 1 is given by,
The computed convergence rate p for different SBP-operators and number of grid points in space are shown in Table 1 . The rates coincide with the design order of accuracy. 
Zero variance on the boundary
In this section we investigate the case with perfect knowledge of the boundary data, i.e. when the variance in the boundary data is zero. The initial and boundary data we prescribe are
All values of R 0 and R 1 in this section are such that the problem is well-posed and stable. In Figure 1 and 2, the L 1 -norm of the variance of the solution is illustrated for different choices of boundary conditions and for different distribution of the stochastic variable. As can be seen, the characteristic case with R 0 = R 1 = 0 is clearly the best choice in terms of variance decay, which is in line with the theoretical predictions made in the previous section. We summarize the results in Table 2 , where the L 1 -norm of the variance is integrated over the whole time domain. Finally, in Table 3 the mean integrated in time and space for uniformly and normally distributed randomness, and different boundary conditions is shown. The same mean is obtained for all cases. We conclude by looking at Table 3 that the type of boundary condition used has no impact on the computed mean of the solution, as stated in Theorem 1. The results from Table 3 is typical for all cases and hence the corresponding results will not be shown for the remaining cases. Table 3 : The mean integrated in space and time (T = 5) for a normally and uniformly distributed ξ for characteristic and non-characteristic boundary conditions, when having perfect boundary knowledge.
Decaying variance on the boundary
For decaying randomness in the boundary data, we choose the following boundary and initial data
where the added uncertainty in the data has zero mean.
In Figure 3 and 4 the L 1 -norm of the variance of the solution is depicted for different distributions of the stochastic variable, and for different choices of boundary conditions. Figures 3 and 4 clearly show that the characteristic boundary conditions are superior in terms of variance reduction. Finally, we compute the total variance (the L 1 -norm of the variance is integrated over the whole time domain) and illustrate this in Table 4 . The computed mean of the solution (not shown) is unaffected by the choice of boundary condition. 
Large non-decaying variance on the boundary
Finally, for large non-decaying variance on the boundary we choose
In (40), uncertainty with zero mean is added to the boundary and initial data.
In the figures below we show the L 1 -norm of the variance of the solution for different choices of boundary conditions and different random distributions. Figures 5, 6, 7 and 8 show that the characteristic boundary condition is generally a good choice. We also notice the very large variances for the cases R 0 , R 1 = 1, 1, R 0 , R 1 = 0.75, 1 and R 0 , R 1 = 0.5, 1 in practice makes the computations useless.
To quantify the results in figures 5 and 6, we compute the total variance for all cases and present them in Table 5 . The results obtained from computing the mean show, in line with theory, that the choice of boundary condition does not affect the mean value of the solution. In Figure 9 , the variance of the solution is shown for different values of the parameter using characteristic boundary conditions. Clearly, increasing , i.e. increasing dissipation, leads to a decrease in the variance. 
An application in fluid mechanics
As a more realistic application we consider the linearized and symmetrized Navier-Stokes equations in one dimension (see [24, 25] )
We also use A = XΛX T ,B = X T BX, wherẽ
The variables and parameters are ρ, u, p, T , c, γ, µ, λ, Pr, and represent the normalized density, velocity, pressure, temperature, speed of sound, the ratio of specific heat, the dynamic and second viscosity, the Prandtl number and the inverse Reynolds number. The overbar denotes the constant state around which the equations are linearized. In our calculations we use the following numerical values,
The parameters (43) 
Note that specifying u and p − (θ/ρ)u x are both well-posed boundary conditions at a subsonic outflow boundary, see [26] . The inflow boundary conditions Inflow 1 and Inflow 2 are defined in Appendix C. The choices of R 0 and R 1 in (44) are made such that conditions
is satisfied. The randomness imposed in the boundary data is given by ρ = u = p = 1 + 3 cos(2πt)ξ For completeness we give the characteristic variable
The boundary conditions used in the comparison are two well-known outflow boundary conditions (specifying u and specifying p − ( θ ρ )) (with characteristic boundary conditions as inflow) and two artificially constructed inflow boundary conditions (see Appendix C for more details) (with characteristic boundary conditions as outflow). Figures 10 and 11 show the L 1 -norm of the variance for the different cases stated in (44) . Tables 6 and 7 illustrate the integrated mean and integrated L 1 -norm of the variance of the solution for the five different boundary conditions. In this case the differences between the various boundary conditions are significantly smaller than for the model problem. From Table 7 , we note that the generalized characteristic (R = 0 for all boundaries) gives the second lowest total variance. Here, only the boundary condition inflow 2 gives a smaller total variance. From the figures 10 and 11 we observe that the inflow (with characteristics on the outflow) boundary conditions (inflow 1 and inflow 2 ) provide a significant smaller variance than the outflow (with characteristics on the inflow) boundary conditions (specifying u and specifying p − ( Table 7 : The integral of the L 1 -norm of the variance for different values of R 0 and R 1 for T = 5, and different distributions.
Summary and conclusions
We have studied how the boundary conditions affect the uncertainty of the solution when the initial and boundary data are uncertain. The study has been performed on a general incompletely parabolic system of equations.
A new formulation, an evolution equation, relating the variance of the solution with the boundary condition imposed was derived. It was proven that the expected value of the solution is independent of the choice of boundary condition in the linear case given that the boundary and initial data is extracted from the deterministic solution to the Cauchy problem.
To investigate the relevance of the evolution equation, a model problem of an incompletely parabolic system of equations was studied. Numerical results for three different cases, perfect boundary data, boundary data with decaying variance and boundary data with large non-decaying data were analyzed. Moreover, it was shown that increasing the dissipation leads to a decreasing variance in the solution. This result is natural since the dissipation gives a strictly negative contribution to the variance, which can be seen clearly in the evolution equation for the variance.
The technique was also applied to the one-dimensional Navier-Stokes equations, where the case with large non-decaying variance on the solution was investigated for five different types of boundary conditions. The results were in line with those found in the model problem showing that the generalized characteristic boundary condition was a good choice, with one notable exception.
With given perfect boundary data, we conclude that the optimal choice of boundary operator is the generalized characteristic boundary conditions. For decaying variance in the boundary data, the optimal choice is determined by the different correlations between the inflow and outflow boundary data. For large non-decaying variance in the boundary data no general conclusions can be drawn, however our numerical results suggests that a good choice is the generalized characteristic boundary conditions, even for this case.
Appendix A. The continuous problem
In this section we derive a family of well-posed boundary conditions. Appendix A.1. The energy method
Following [45] , we multiply (1) by u T and integrate over the domain. By rearranging and defining u 2 = Ω u T u dΩ, we obtain
T is the outward pointing unit normal to ∂Ω. The matricesĀ, D 1 , D 2 and D 3 are of size M × M .
Due to the symmetry,Ā can be diagonalized as
where Λ containing the eigenvalues ofĀ is divided into a positive and negative diagonal block denoted Λ + and Λ − , with corresponding eigenvectors X + , and X − stacked as columns. For simplicity and ease of presentation we assume that no eigenvalue is zero (the case in which the matrixĀ is singular does not cause problems and is ignored for ease of the presentation).
Following [45] , Our aim is now to bound the right hand side of (A.1) in terms of data by imposing a minimal number of boundary conditions. That will lead to strong well-posedness, which will be used later in order to bound the variance. See [23, 46] for a complete description of the various definitions of well-posedness.
Appendix A.2. The homogeneous case
We begin by studying the case with zero boundary data, and follow the path of analysis described in [21] for the purely hyperbolic case. Consider
(A.5) where
The new variables V (a vector of size 4M × 1) and the block diagonal matrix M (a matrix of size 4M × 4M ) was obtained by letting
The matricesD and K are of size M × 3M and 3M × 3M respectively. I 3 is the identity matrix of size 3. Diagonalizing the matrix M in (A.5) gives us 
In (A.8), we have used the splitting
The variables and eigenvalues in (A.8) (W 0 is ignored since it gives zero contribution) can be formulated as 
In (A.11),D + andD − are blocks of the matrixD and have the same number of rows as the number of positive and negative eigenvalues ofĀ, respectively. The number of columns inD + andD − is 3M . Equation (A.8) can now be written as
The second matrix in (A.12) is negative definite, and hence we need to bound it by imposing boundary conditions. Next, we choose the general form of boundary conditions,
where R is a matrix of appropriate size. The number of boundary conditions required is the same as the number of diagonal elements of Λ − M (the number of negative eigenvalues ofĀ plus the number of negative eigenvalues of K), which is the same as the number of rows in R.
Inserting (A.13) in (A.12) gives
From (A.14), we conclude that
is required in order to bound the right-hand side of (A.12). This is in line with the results obtained in [21] .
We can now obtain the boundary operator L from (A.13) as,
where .17) and
Remark 4. The procedure demonstrated in this section provides the correct number of boundary conditions for the Navier-Stokes equations in 3D. The correct number is given by the number of rows in L.
We are now ready to prove Proposition 2
Proof. Time-integration of (A.1) with the boundary conditions (A.13) yields,
where BT , given by (A.14), is negative semi-definite if (A.15) holds. The estimate (A.19) together with the fact that we use the correct number of boundary conditions implies both uniqueness and existence.
Appendix A.3. The non-homogeneous case Next, we extend the analysis to the case with non-zero boundary data. By supplying the boundary condition (A.13) with data we have 20) where W + , W − are given in (A.10). By using (A.20) in (A.12), we obtain,
We can now add and subtract g T Gg, where G is a negative definite matrix of appropriate size, to obtain,
where the second term in (A.22) is bounded by data. For (A.22) to be bounded, the matrixM must be positive semi-definite. The matrixM is symmetric and hence diagonalizable. By rotatingM, we obtain
and I is the identity matrix. Note thatM is positive semi-definite ifM is. To obtain (A.23), a stronger condition than (A.15) is required, we need
Also, we note that by choosing the matrix G such that the Schur complement ofM is positive semi-definite, i.e
we get an energy estimate.
Remark 5. Note that we can always make the choice (A.25) if (A.24) holds. The matrix G is completely arbitrary except for the requirement (A.25).
We can now prove Proposition 3
Proof. Time-integration of (A.1) subject to (A.20) leads to the following estimate,
where BT c is given by
The term BT c in (A.27) is negative semi-definite when R and G are chosen such that (A.24) and (A.25) are satisfied, respectively. By providing these choices, a bound on (A.26) in terms of data is obtained. By imposing the correct number of boundary conditions, uniqueness and existence are guaranteed.
Appendix B. Stability
To prove stability of the numerical scheme (28), we use the discrete energy method [47, 48] , and the SBP properties described above.
Appendix B.1. The homogeneous case
We multiply (28) by v T (P x ⊗ P y ⊗ P z ⊗ I M ) from the left and add the transpose. By defining the discrete norm v 2 Pxyz = v T P xyz v, where P xyz = (P x ⊗P y ⊗P z ⊗I M ), using the symmetry property of A and the SBP property of Q x,y,z , we obtain, 2) The Kronecker product ⊗ is even permutation similar, see [45] for details. Hence, in (B.2), the terms involving the transformation matrix Ψ within the brackets are identical. Note that DI is positive semi-definite similarly to its continuous counterpart DI in (A.2).
Next, in a similar way as in the continuous setting (A.7), we introducẽ
where (B.3) is the discrete version of (A.17). By denoting P yz = I Nx ⊗P y ⊗P z , and using the definitions ofW + andW − (B. 
TΣT (E Nx ⊗ P y ⊗ P z ⊗ I M )v .
(B.4)
Further, we mimic the analysis in [45] , and letΣ = (L − ) TΣ− andΣ − = (Ĩ ⊗ Σ − ). By using these relations in (B.4) we obtain, The matrixS is proven positive semi-definite in [45] given that (A.15) holds, and we conclude that the left hand side is bounded.
We are now able to prove Proposition 4
Proof. By integrating (B.5) in time using the penalty parameters defined in (33) we obtain the following estimate, where,
In (B.9), BT is negative semi-definite by the fact thatS is positive semidefinite, due to (A.15).
Remark 6. Note the similarities between the discrete energy estimate (B.9) and the continuous one (A.19).
wherẽ Inflow 2:
In (44), the following notations are used 
