Abstract. Let f be a function on the real line. The Fourier transform inversion theorem is proved under the assumption that f is absolutely continuous such that f and f 1 are Lebesgue integrable. A function g is defined by f 1 ptq´iwf ptq " gptq. This differential equation has a well known integral solution using the Heaviside step function. An elementary calculation with residues is used to write the Heaviside step function as a simple contour integral. The rest of the proof requires elementary manipulation of integrals. Hence, the Fourier transform inversion theorem is proved with very little machinery. With only minor changes the method is also used to prove the inversion theorem for functions of several variables and to prove Riemann's localization theorem.
Introduction
If you can solve the differential equation f 1 ptq´iwf ptq " gptq and compute a simple contour integral then you can prove the Fourier transform inversion theorem.
In this paper we prove an elementary inversion formula for the Fourier transform. Our proof depends on a contour integral representation of the Heaviside step function and requires solving a linear first order ordinary differential equation, for which a solution integral is well known. We have stated our results for Lebesgue integrals but it is easy enough to rephrase them for absolutely convergent improper Riemann integrals.
If f : R Ñ R then its Fourier transform isf psq " ş 8 8 e´i sx f pxq dx where s P R. A sufficient condition for existence off on R is that ş 8 8 |f pxq| dx exists, i.e., f P L 1 pRq. In this case,f is uniformly continuous on R and lim |s|Ñ8f psq " 0 (Riemann-Lebesgue lemma). The inversion formula is f pxq " 1 2π However, this equation must be taken with a grain of salt since in general the integral diverges! If f P L 1 pRq thenf is continuous so we will have local integrability of e isxf psq over compact intervals in s but unless further conditions are imposed on f then we need not havef P L 1 pRq. In Theorem 2.2 we prove an inversion theorem under the hypothesis that f is absolutely continuous with f and f 1 in L 1 pRq and then the integral in (1.1) converges as a principal value integral in the sense lim RÑ8 ş Ŕ R e isxf psq ds. Our proof readily extends to functions of several variables, for which we need a discussion of Carathéodory's notion of absolute continuity. We obtain the inversion theorem in R 2 in Theorem 3.1, from which it is clear how inversion in R n would be proved. The method also makes it easy to prove Riemann's localization result (Corollary 2.5).
The literature on Fourier analysis is vast and there are many methods of obtaining formulas similar to (1.1) under various hypotheses. One such hypothesis is that if f andf are in L 1 pRq then (1.1) holds [6, Theorem 8.26] . A sufficient condition forf P L 1 pRq is that f, f 1 , f 2 P L 1 pRq with f 1 absolutely continuous. The result follows integration by parts using Lemma 2.3 below-see also [7] . Some other methods are: extending Fourier series results [2] , [3] ; convolution with a summability kernel (approximate identity) in the L p norm for 1 ď p ď 2 [2] , [6] (When p " 2 this is called convergence in the mean sense.); spectral resolution of the differential operator d 2 {dx 2`s2 using the Titchmarsh-Weyl-Kodaira theorem and integral representation of the Green function [5, pp. 1380-1382] , [15, 7.3] , [16] , [18, p. 256] , [19, p. 194] . Various other methods are covered in [2] and [17] .
Many of the methods in the above literature require substantial machinery. The proofs we give do not depend on any other results from Fourier analysis but only on elementary manipulations of integrals on the real line and in the complex plane, and solution of a simple ordinary differential equation. We will see that there are two essential ingredients. One is the fundamental theorem of calculus in the form ş b a F 1 pxq dx " F pbq´F paq for an absolutely continuous function F and d{dx ş x 8 f ptq dt " f pxq almost everywhere for an L 1 function f . Notice that absolute continuity is a local condition and tells us that |F 1 | is integrable on compact intervals but says nothing about integrability of F 1 over R. Our inversion theorem (Theorem 2.2) includes an hypothesis that gives integrability of the derivative. The other ingredient in our proof is the Fourier transform of the function t Þ Ñ 1{pt´wq for a complex parameter w with nonzero imaginary part. A contour integral calculation shows this gives the product of a complex exponential with the Heaviside step function. Hence, once the Fourier integral representation is known in this one case, it follows for all absolutely continuous functions.
If the Dirac distribution can be written as a Fourier transform this gives a distributional (generalized function) version of the inversion theorem. In some sense our method is an integral version of this since the Heaviside step function is the integral of the Dirac distribution. However, our inversion formula holds pointwise everywhere rather than in a distributional sense.
Fourier transform inversion
The key to our proof of the inversion theorem is the following integral representation of the Heaviside step function. The Heaviside step function is
Lemma 2.1. Let p be a real number and let w be a complex number with positive imaginary part. Then
dz " e ipw Hppq.
Carrying out the same calculation with w " 0 shows that
If p " 0, the integral converges conditionally as an improper Riemann integral (and as a Henstock-Kurzweil integral and as a Cauchy-Lebesgue integral). If p " 0 or w is real, the integral exists in the principal value sense. Sometimes this is known as Perron's lemma. For a proof see Section 4. Although it is an old result we include a proof because we will need estimates from it to justify some limit operations in the proof of Theorem 2.2. The lemma was used by Perron for finding partial sums of Dirichlet series; for example, [1, §11.12] . Now we are ready for the inversion theorem.
Theorem 2.2. Let f be an absolutely continuous function on R such that f and
In the proof of the theorem f is written as the solution of a simple differential equation. Note, however, that the inversion formula can hold at points where f is not differentiable, provided f is absolutely continuous. At points of differentiability the method of P.R. Chernoff can also be applied to give a proof [9] .
Proof. Write w " ξ`iη with ξ P R and η ą 0. Define g " f 1´i
wf . This determines g almost everywhere. Then
The condition η ą 0 ensures this integral exists for each x P R. The fundamental theorem of calculus for Lebesgue integrals shows that f satisfies the differential equation for almost all x. To show the differential equation has a unique absolutely continuous solution, suppose there were solutions u 1 and u 2 .
re´i wx upxqs. Notice that e iwx " e´η x rcospξxq`i sinpξxqs, which does not vanish for any x. Since u is absolutely continuous we then have upxq " ce iwx for some constant c. But u P L 1 pRq so c " 0.
We can now use the integral representation of the Heaviside step function in Lemma 2.1 to write
Hpx´tqe iwpx´tq gptq dt " 1 2πi
We would like to bring the limit as R Ñ 8 outside the integral. Since f, f 1 P L 1 pRq we have g P L 1 pRq and it suffices to show the integral over z is bounded as a function of t, uniformly as R Ñ 8. The proof of Lemma 2.1 shows this. In that proof (below), the required integral is the difference of the residue and the integral I R . When the imaginary part of w is positive, the residue, e ipx´tqw , has modulus at most 1. The estimate in equation (4.2) shows I R is bounded as R Ñ 8. Then, by dominated convergence,
The estimate |e ipx´tqz {pz´wq| ď 1{η shows we can use the Fubini-Tonelli theorem to interchange the z and t integrals. Then integrate by parts. We have
provided lim |x|Ñ8 f pxq " 0. But this is shown in Lemma 2.3 below.
Lemma 2.3. Suppose f, f 1 P L 1 pRq and f is absolutely continuous. Then lim |x|Ñ8 f pxq " 0.
Proof. It suffices to prove the lemma for x Ñ 8. Let x ą 0. Integration by parts establishes that
And,
Since f is continuous, this shows that f is bounded on R.
Similarly, let x ą 1. Then
If f P L 1 pRq thenf need not be in L 1 pRq. For example, let f pxq " 1 if |x| ď 1 and f pxq " 0, otherwise. Thenf psq " 2 sinpsq{s for s " 0 andf p0q " 2. Althoughf is continuous and has limit 0 at infinity it is not in L 1 pRq. However, it has a conditionally convergent integral. It is not known if the conditions of Theorem 2.2 implyf P L 1 pRq. It is known from an example due to du Bois-Reymond (1876) that there is a continuous function whose Fourier series diverges at a point. The same applies to Fourier transforms. In the following example, based on [8, §4.12], we construct a continuous function in L 1 pRq for which the inversion formula of Theorem 2.2 fails to hold.
Example 2.4. By the Fubini-Tonelli theorem we can write the inversion formula as
The sequences a k " 1{k 2 and N k " 2 k 3 are such that ř a k ă 8 and a k logpN k q Ñ 8 as k Ñ 8. Define n k " N 1 N 2¨¨¨Nk for k P N and n 0 " 1. Then f is continuous and vanishes outside the interval r0, πs so f P L 1 pRq. Note that f is not absolutely continuous. For,
This shows f is not of bounded variation and so not absolutely continuous. With this function f the hypotheses of Theorem 2.2 are not fulfilled. Note that f p0q " 0. We will show the inversion theorem fails at the origin. Since n k Ñ 8, it suffices to let J k " ş π 0 f ptqpsinpn k tq{tq dt and show J k does not have limit 0 as k Ñ 8. We have
In this series the term with m " k is
Integration
Since a k Ñ 0 and a k logpN k q Ñ 8 this term of the series tends to infinity. Now show the sum over all other terms remains finite as k Ñ 8. For m " k the summands of (2.4) arěˇˇˇˇa
We see this because
Riemann's localization theorem was originally given for Fourier series but applies equally well to Fourier transforms. It says that the inversion formula for f pxq in Theorem 2.2 only depends on the behavior of f in a neighborhood of x. We get this as a corollary, following the method of proof in Theorem 2.2.
Corollary 2.5 (Localization). Let f be an absolutely continuous function on the interval rx
Notice that it is immaterial if f is defined outside the interval rx 1 , x 2 s.
wf we have
The proof is similar to the corresponding result in Theorem 2.2. Using Lemma 2.1 we have f pxq " 1 2πi
The Heaviside function Hpx´tq lets us replace the upper limit of integration in t with x 2 . As before, we can bring the R limit outside the integrals and interchange the order of integration. Then integration by parts yields
To see localization in practice consider the following example.
Example 2.6. First take f ptq " 1. Then ds " π is computed in Lemma 2.1. Now consider f ptq " t n for n P N. Then
And, integrating by parts n times,
Bs nˆe´i
Bs n´kˆe´i
As R Ñ 8, the term in (2.7) vanishes and, as in the case n " 0 above, the term in (2.8) tends to 2πx n .
Multivariable
The method used in Section 2 to obtain the Fourier integral representation applies with little change to functions of several variables. We will show this for functions of two variables from which it will be clear how to proceed with n variables.
For functions of two or more variables there is more than one type of absolute continuity. The most appropriate for the problem at hand is the Carathéodory definition, which we discuss below.
Theorem 3.1. Let f P C 2 pR 2 q such that the functions f , f x , f y and f xy are all in L 1 pR 2 q. Then for each px, yq P R 2 ,
psu`tvq f pu, vq dv du dt ds.
We have given elementary conditions under which the inversion theorem holds. Following the proof of the theorem we consider how these can be weakened.
Proof. Define function g : R 2 Ñ R by gpx, yq " f xy px, yq´iwrf x px, yq`f y px, yqsẃ 2 f px, yq where w " ξ`iη with ξ, η P R, η ą 0. Subscripts denote partial derivatives with respect to the indicated variable. Then Partial differentiation and the Fubini-Tonelli theorem show that f satisfies the partial differential equation. To show all solutions of this partial differential equation are given by this formula, suppose there were two solutions and F was their difference. Then
The solutions of the partial differential equation φ xy " 0 are φpx, yq " ApxqB pyq for differentiable functions A and B of one variable. But then F px, yq " e ipξ`iηqpx`yq pApxq`Bpyqq. By the Fubini-Tonelli theorem the function x Þ Ñ F px, yq is in L 1 pRq for almost all y P R. So the function x Þ Ñ e´η x |Apxq`Bpyq| is in L 1 pRq for almost all y P R. And the function y Þ Ñ e´η y |Apxq`Bpyq| is in L 1 pRq for almost all x P R. This shows A and B are constants with A`B " 0. The rest of the proof follows as in the proof of Theorem 2.2. We need the following limits: lim |y|Ñ8 f px, yq " 0 for each x, lim |x|Ñ8 f px, yq " 0 for each y, lim |y|Ñ8 f x px, yq " 0 for each x (or, if the s and t integrals are interchanged, lim |x|Ñ8 f y px, yq " 0 for each y). These follow from the hypotheses of the theorem and Lemma 2.3.
The hypothesis f P C 2 pR 2 q in the theorem can be weakened in several ways. To prove f satisfies the partial differential equation we only need f xy " f yx almost everywhere. There is an extensive literature on equality of mixed partial derivatives. See [10] and references. See [12] for conditions for equality and seemingly reasonable conditions under which the mixed partial derivatives can fail to be equal on a set of positive measure. Some of these conditions are quite complicated. A simple one due to Currier [4] is existence of f x and f y everywhere and existence of f xx , f xy , f yx , f yy almost everywhere.
In (3.1), the two iterated integrals are equal by the Fubini-Tonelli theorem, provided f , f x , f y and f xy are all in L 1 pR 2 q. The usual version is proved, for example, in [6] . An extension is given by Moricz in [11] .
Following (3.3) we integrate by parts. This requires that for almost all x P R the function y Þ Ñ f x px, yq be absolutely continuous on R and lim |y|Ñ8 f x px, yq " 0. Notice that the assumptions f x P L 1 pR 2 q and f xy P L 1 pR 2 q and the FubiniTonelli theorem tell us that the functions y Þ Ñ f x px, yq and y Þ Ñ f xy are in L 1 pRq for almost all x P R. Lemma 2.3 then says lim |y|Ñ8 f x px, yq " 0. Or, if the s and t integrals in (3.3) are interchanged we can repeat the above with x and y interchanged. Then we also require the function x Þ Ñ f px, yq be absolutely continuous on R for almost all y P R and lim |x|Ñ8 f px, yq " 0. As above, this limit follows from Lemma 2.3 and the assumptions f, f x P L 1 pR 2 q. And a similar condition with x and y interchanged.
Corollary 3.2. The conclusion of Theorem 3.1 holds if f : R 2 Ñ R such that f x and f y exist on R 2 and f xx , f xy , f yx , f yy exist almost everywhere such that f , f x , f y and f xy are all in L 1 pR 2 q; the function x Þ Ñ f px, yq is absolutely continuous on R for each y P R, the function y Þ Ñ f px, yq is absolutely continuous on R for each x P R, the function y Þ Ñ f x px, yq is absolutely continuous on R for almost every x P R (or, the function x Þ Ñ f y px, yq is absolutely continuous on R for almost every y P R).
For L 1 functions of one variable, absolute continuity gives necessary and sufficient conditions under which derivatives can be integrated and under which indefinite integrals can be differentiated. There does not appear to be a single such condition for integration in R 2 . There are notions of absolute continuity for functions of two variables due to Carathéodory, Tonelli, and other authors. Each extends some properties of absolute continuity on the real line to the plane, while other properties are lost. See [13, p. 169 ] for Tonelli's definition and [14] for references to other authors.
Carathéodory's definition seems the most relevant here. 
Here, |P j | is the area of rectangle P j and F ppx 1 , y 1 qˆpx 2 , y 2" F px 1 , y 1 q´F px 2 , y 1 qF px 1 , y 2 q`F px 2 , y 2 q. (b) The function x Þ Ñ F px, y 0 q is absolutely continuous on the real line for some fixed y 0 P R; the function y Þ Ñ F px 0 , yq is absolutely continuous on the real line for some fixed x 0 P R.
This is a slight modification of Carathéodory's definition. See [14] where there is also a reference to Carathéodory's original work. This type of absolute continuity implies equality of the mixed partial derivatives and the one-variable absolute continuity conditions in Corollary 3.2. It also implies existence of a function φ P L 1 pR 2 q so that f px, yq "
φps, tq dt ds`χpxq`ψpyq for some absolutely continuous functions χ, ψ on the real line, as we saw in the proof of Theorem 3.1. Hence, the hypotheses can be replaced with Carathéodory absolute continuity.
Corollary 3.4. The conclusion of Theorem 3.1 holds if f : R 2 Ñ R such that f , f x , f y and f xy are all in L 1 pR 2 q and f is absolutely continuous in the sense of Carathéodory.
Perron's Lemma
In this section we prove Lemma 2.1.
Proof. Write z " x`iy and w " ξ`iη with η ą 0. Let R be a real number larger than 2|w|.
Suppose p ą 0. Let Γ R be the upper half-circle z " Re iθ for 0 ď θ ď π. Let Γ be the closed contour consisting of Γ R oriented counterclockwise and the x-axis from x "´R to x " R. The integrand is analytic in Γ except for a simple pole at z " w, with residue e ipw . By Cauchy's theorem, When p ă 0 we use the lower half-circle given by z " Re iθ for´π ď θ ď 0. The analysis is similar except that now the integrand is analytic and we get zero for the required integral. When p " 0 and the imaginary part of w is positive it is also possible to use a rectangular contour with one edge on the x-axis. This shows that the two integrals ş 8 0 re ipz {pz´wqs dz and ş 0 8 re ipz {pz´wqs dz exist independently. However, the estimate on I R used in the proof of Theorem 2.2 required the symmetric form.
