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Abst rac t .  When viewing present-day technical applications that rely 
on the use of database systems, one notices that new techniques must be 
integrated in database management systems to be able to support hese 
applications efficiently. This paper discusses one of these techniques in 
the context of supporting a Geographic Information System. It is known 
that the use of filters on geometric objects has a significant impact on the 
processing of 2-way spatial join queries. For this purpose, filters require 
approximations of objects. Queries can be optimized by filtering data not 
with just one but with several filters. Existing join methods are based on 
a combination of filters and a spatial index. The index is used to reduce 
the cost of the filter step and to minimize the cost of retrieving eometric 
objects from disk. 
In this paper we examine n-way spatial joins. Complex n-way spatial 
join queries require solving several 2-way joins of intermediate r sults. In 
this case, not only the profit gained from using both filters and spatial 
indices but also the additional cost due to using these techniques are ex- 
amined. For 2-way joins of base relations these costs are considered part 
of physical database design. We focus on the criteria for mutually com- 
paring filters and not on those for spatial indices. Important aspects of a 
multi-step filter-based n-way spatial join method are described together 
with performance experiments. The winning join method uses several 
filters with approximations that are constructed by rotating two parallel 
lines around the object. 
1 In t roduct ion  
In the past, a lot of research as been done on query optimization techniques 
for (relational) databases. A survey is given in [10]. Optimization efforts mainly 
concentrated on queries stemming from administrative applications. Recently, 
databases are increasingly used not only for administrative, but also for techni- 
cal applications. Technical applications, e.g. CAD/CAM, cartographic applica- 
tions, and applications using multimedia, place a heavy burden upon a database 
management system. This is caused by aspects uch as huge amounts of data, 
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complex data structures, and expensive operations. Because of the different char- 
acteristics of technical applications, query optimization techniques need to be 
reconsidered. 
We consider a Geographic Information System (GIS) as a typical technical 
application. The important operations to be supported iffer from those in tra- 
ditional database systems and some are very expensive (for instance, overlay, 
and intersection). A GIS typically maintains thematic data (e.g., street names, 
soil type, area size) and geometric data (e.g., geometry of buildings, of land 
parcels, of mountains). Thematic data can easily be supported by a database. 
The advantages ofdatabases, amongst others persistency, efficient retrieval, and 
recovery, should also be exploited for geometric data. 
To reduce the heavy burden that complex operations in GISs place on the 
database management system, filters are used [15]. A filter acts as a preprocessor 
for a complex operation. The main idea of filters is to reduce the size of the 
operands. Thus, a filter is used before a complex operation to reduce the size of 
its operands (just like semi-joins are used to reduce join-operands in relational 
queries [5]). With smaller operands, the cost of an operation will be smaller; 
however, the cost of using a filter has to be taken into account. In addition to 
using one filter, several filters of different ype may be combined into a filter 
sequence. Each filter in such a sequence will reduce the operand in size. 
Optimization techniques developed to access huge amounts of geometric data 
concentrate on spatial indices [8, 9, 18]. Emphasis is on efficient retrieval of sets 
of geometrical objects. Using a hierarchically organized structure a spatial index 
tries to retrieve from disk a requested set of disk pages, containing the set of 
objects, with minimal cost for disk I/O. In [14]-an overview and classification is
given of spatial indices. 
One of the most expensive operations a GIS has to support is the spatial 
join. Existing methods, for efficiently solving 2-way spatial joins, are based on 
both filters and spatial indices. In a GIS, spatial queries will usually be com- 
posed of many spatial joins. Solving such n-way joins requires solving several 
2-way joins for intermediate r sults. Although, in general, both filters and spa- 
tial indices will be available for base relations, we cannot expect them to be 
present on every intermediate r sult. Different criteria, for choosing a good or 
the best combination of both filter and spatial index techniques, are important 
in this case. So, it is worthwhile studying these criteria again in the context of 
a n-way join method. We propose a generic model, using both techniques, for 
optimization of operations on intermediate r sults. The main focus is, however, 
on the multi-filter technique. 
This paper is organized as follows. In Section 2, we give a characterization f 
the problem. The importance of n-way joins is shown. Basic concepts of optimiz- 
ing spatial queries when using one or multiple filters are introduced in Section 
3. Section 4 presents ome typical filters, and Section 5 discusses important cri- 
teria for comparing them. Next, Section 6 deals with the experiments done to 
evaluate the multi-filter technique; several results are explained. In Section 7, 
we describe which spatial index to choose with the proposed filter technique. 
Finally, we draw conclusions and elaborate on future research in Section 8. 
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2 Prob lem Def in i t ion  
Geographic Information Systems handle large amounts of thematic and geomet- 
ric data that describe spatial objects like roads, buildings, and lakes. Whereas 
thematic data only occupies relatively small amounts of disk storage, geometric 
data is often large in size and spans several disk pages. This has a negative ffect 
on the response times for those spatial queries that rely on the transfer of many 
spatial objects from disk to main memory. 
Operations on simple data types (e.g., <, >, +, .) are not very expensive. 
These operations are hardly ever a bottleneck in standard query processing. 
Operations on geometric data, such as overlay and intersection, are not seldom 
extremely complex and can therefore become a bottleneck in spatial query pro- 
cessing. Queries that rely on such expensive operations hould be optimized to 
have as few of them as possible actually calculated. When these expensive oper- 
ations are avoided or replaced by simpler ones, a faster response to queries will 
be the result. 
Although a GIS has to support queries on thematic data efficiently as well, 
in this article our interest is mainly on spatial queries. Without being complete 
and without defining each, a list of spatial queries contains at least : point query, 
region query, vacant place query, path query, nearest neighbor query, enclosure 
query, buffer zone query, and spatial joins. In [11] a definition for each of these 
queries can be found. 
An n-way spatial join combines patial objects from n spatial relations ac- 
cording to their geometric attributes; matching attributes have to fulfill a spatial 
predicate. An example of a spatial query composed of several spatial joins is the 
following: 
Retrieve all rural areas below sea level 
having soil type equal to sand 
within 3 miles of polluted lakes 
Assuming the base relations Land_Use(geometry, use), Soil(geometry, type), 
Pollution(geometry, pollution-code), and Elevation(geometry, height), several spa- 
tial joins have to be calculated to construct he answer to this query. A spatial 
join of, e.g., relations Land_Use and Elevation~ gives the intermediate r sult to 
the subquery: rura l  areas below sea level .  
We focus here on spatial joins, especially on the n-way spatial join. Spatial 
queries are often based on n-way spatial joins~ and the spatial join is one of the 
most expensive database operations a GIS has to support. 
Based on the availability of spatial indices for operands, three types of 2- 
way spatial joins can be distinguished in a n-way spatial join tree. Figure 1 
illustrates these three types assuming that a spatial index exists for each base 
relation. Especially for bushy join trees, it is often the case that intermediate 
results must be joined. It are those non-indexed intermediate r sults, to be used 
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as operands of successive spatial joins, that can effectively be reduced in size by 
the use of filters. Adding a spatial index reduces CPU-time of filter processing 
and I/O time of retrieving eometric objects. 
R S P Q R S 
2 opvrands in&xexl 
no opc~ indexed 
Fig. 1. Illustration of the three 2-way join types within a left-linear and a bushy join 
tree. 
In [2] one a well-known filter and a spatial index, both based on (minimum) 
bounding boxes, are used to identify pairs of geometric objects that overlap. 
Algorithms are presented for tuning both CPU- and I/O-time for 2-way spatial 
joins. CPU-time of the expensive join operation itself is not considered. In [3] 
research of [2] is extended; several single filter types are examined. Criteria for 
mutually comparing filters are described and a filter sequence of size two is 
advised. The first filter is based on minimum bounding boxes, the second filter 
is based on the n-corner. Again, a spatial index is used in combination with 
the first filter. In [4], in addition to the results of [3] a third filter and a special 
algorithm to reduce CPU-time of the identification process are advised. This 
third filter is based on the maximum enclosed box. Still, only 2-way spatial joins 
on base relations are considered. Recently, some progress is made for n-way 
spatial joins. In [13] performance improvements of a n-way spatial join technique 
are described. For an intermediate r sult, in a linear join tree, a spatial index 
is created which adapts to the existing spatial index of the other operand. This 
technique significantly reduces I/O-time of n-way joins. In their article the main 
focus is on the spatial index technique. 
Both filters and indices are very important for solving n-way spatial joins. 
Most research concentrates on the 2-way case. Since, criteria for mutually com- 
paring filters in the more general n-way case differ from the ones which are 
important in the 2-way case, we reexamine those criteria. We do this first for 
a 2-way join of two non-indexed intermediate r sults. We make a proposal for 
the filter technique to use based on experimental results. The spatial index to 
choose follows immediately from the choice of the filter technique. The proposed 
method can easily be generalized to an n-way spatial join method. 
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3 Using Filters in Optimization 
Without indices, a spatial join of two relations can be solved by calculating 
the spatial comparison operation for each pair of spatial objects in a nested-loop 
strategy. For two spatial relations R and S with cardinality n and m, respectively, 
the spatial comparison operation (9 is evaluated n * m times. To speed up the 
evaluation process, a simple test can be performed before ewluating the actual 
comparison operation. This test indicates if, for a given pair of spatial objects, 
the comparison operation can be avoided altogether. 
An example of such a simple test, in case of e.g. an intersection operation, 
is whether the minimum bounding boxes of the spatial objects have any overlap 
at all. The bounding box of a spatial object is an example of a simplification of 
the spatial object, also called approximation [3, 4]. If the bounding boxes of two 
spatial objects have no overlap, then there is no need to calculate the overlap of 
the spatial objects themselves. 
So, when using a filter, instead of evaluating (9, a simple test operation fe is 
performed for each pair of object approximations. Operations on approximations 
are much cheaper than on the spatial objects themselves. Following a nested- 
loop strategy, this test is performed n * m times, resulting in a set of k candidate 
pairs (with k <_ (n .  rn)). After the test has been performed, (9 now has to be 
evaluated only k times. 
/ \ /  \ 
R S T U 
I I I I 
E m 
I I / \ / \ 
/ 
R S 
Fig. 2. Query tree and two optimized versions. 
We can extend this approach to using a sequence of filters. The query opti- 
mizer, based on cost estimations, can decide to use multiple filters in a sequence; 
each one reducing the set of candidate pairs further. This is shown in Figure 2. 
The benefit of using such a sequence of filters can be estimated as follows. As- 
sume a sequence of filters F1,.. . ,  Fp, with a resulting set of kp candidate pairs. 
The cost of the remaining spatiM comparison operation is kpCe (with Ce in- 
dicating the cost of the actual spatial operation on two objects), plus the cost 
of reading the kp-pairs from disk and writing the output back to disk. Without 
specifying storage costs, the cost of applying the filters is given by C~ 1 +...+CAp, 
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where each Ck~ is a function of the cost of the test operation and the number of 
candidate pairs resulting from Fi-1. 
Not only may the use of filters result in a smaller number of CPU-intensive 
spatial comparison operations, it may also result in considerable savings on the 
number of disk accesses, because approximations will occupy considerably ess 
disk space than the spatial objects. 
Of course, the query optimizer also has to take into account he availability 
of spatial indices on approximations. The use of such a spatial index will NOT 
further educe the set of candidates. It will reduce the total number of calls of 
test operations re. A filter based on minimum bounding boxes can be combined 
with a spatial index, for example an R-tree [8], which is also based on bounding 
boxes. The spatial index will considerably reduce the n* m calls of test operation 
fo needed for the first filter step when a nested loop approach was used. The 
number of candidate pairs resulting from the first filter step will, however, still 
be k. The spatial index will also reduce the I/O cost for retrieving objects from 
disk. A spatial index on approximations can thus be used to speed up filter 
processing. The right side of Figure 2 also shows an alternative query plan in 
which the optimizer has chosen to make use of the approximations in the two 
available spatial indices. Notice the overlap between the pictogram for the indices 
and for the filter. This has been done to stress the orthogonality of filters and 
bounding indices. 
Computing an n-way join involves computing a number of 2-way joins each 
using a certain filter sequence; results of joins are used as input for other joins. 
Such intermediate r sults are, in fact, new sets of spatial objects, for which no 
approximation is available. The approximations u ed by the sequence of filters 
in the following 2-way join should now be constructed without much cost. For 
solving n-way joins, we can no longer assume that all required approximations 
are available (as we do for base relations). Therefore, the cost of constructing 
approximations should also be taken into account. Although, the same line of 
argument can be used for spatial indices we focus here on filter techniques. 
4 Approx imat ions  used  by  F i l te rs  
Several approximations have been described to be used in spatial query pro- 
cessing, see [3]. Among these approximations are: the minimum bounding box 
(MBB), which is the well-known axes-parallel rectangle fitted along the bound- 
ary of the object approximated. The rotated minimum bounding box (RMBB) 
this is the non axes-parallel minimum bounding box with minimal area. The 
orientations of the RMBBs of two different objects are not necessarily the same. 
The minimum bounding circle (MBC) [20], the minimum bounding ellipse (MBE) 
[21], the convex hull (CH) [1] [17], and the n-corner. An n-corner is defined as 
the optimal n-sided polygon circumscribing a convex polygon [6]. 
In addition to these approximations we use a variant of the MBB, derived 
from ideas in [9], that is very well suited for solving n-way joins. This is the g- 
degrees rotated z-range (gRxR). A gRxR is a pair of two z-values [xmin, Xma=]. 
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Fig. 3. View of the single filters 0RxR, 45RxR, 90RzR, and their combination. 
These two x-values are the minimum and maximum of the g-degrees rotated 
x-coordinates of an object. The x-range describes the infinite area bounded by 
the two lines x = xrnin and x - Xmax. For EACH g-degrees rotated x-range the 
origin has been chosen as the center of rotation and rotation is counter clockwise. 
Constructing the gRxR only requires calculating the minimum and maximum 
values of the new x-coordinates. The g-degrees rotated y - range  (gRyR) can be 
defined the same way; moreover, it is the same range as a (g + 90)RxR. The left 
side of Figure 3 shows a spatial object with both its 01~xR, 45P~R, and 90RxR. 
Since, a rotated x-range determines an infinitely sized area perpendicular to the 
x-axis, drawing its boundary is not practical. Therefore, the rotated x-range is 
drawn as a line-segment in two dimensions. 
Single filters are based on one of the above mentioned approximations. Filter 
sequences are based on combinations of several such approximations. On the 
right side of Figure 3 the combination of the single filters 0RxR, a 45RxR, and 
90RxR is presented. Although, the three rotated ranges are in fact perpendicular 
to the x-axis, the figure shows how these three together approximate the object. 
A filter sequence based on these three rotated ranges first tests intersection of a 
pair of 0RxRs, then of two 45RxBs, and finally of two 90BxRs. As we can see in 
Figure 3 the area occupied by this combination is smaller than the area of 0RxR 
alone (which in fact is infinite) and even smaller than the area of a combination 
of only a 0RxR and a 45RxB, or the combination of 0RixR and a 90tL~R. Note 
that the area approximated or its border is never constructed explicitly. Only 
pairs of ranges with the same rotation may be compared. Mutually testing of, 
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for instance, a 0RxR with a 45RxR is not allowed, because x-values of different 
rotation are incomparable. 
The order of the single filters in a filter sequence is very important. If succes- 
sive filters of a sequence are chosen well--the intersection of the used approxi- 
mations hould fit the object increasingly narrow--it is thus capable of reducing 
the set of candidate pairs further. 
In the remainder of this paper, sequences of filters are identified by the ap- 
proximations they are based on. Thus, MBB-MBC stands for a filter sequence 
that first filters with minimum bounding boxes and then with minimum bound- 
ing circles. The standard MBB is viewed as the filter sequence 0RxR-0RyR. The 
notation gBOX is an abbreviation of the filter sequence gRxR-(g + 90)RxR, or 
the identical sequence gRxR-gRyR. The notation 10-70-130RxR is short for the 
filter sequence 10RxR-70RxR-130RxR. 
5 Criteria for Comparing Filters 
To determine what a good filter sequence is, we need some criteria for comparing 
them. The following five criteria are important: approximation quality, storage 
requirement, cost of the simple test operation, cost of constructing approxima- 
tions, and orientation insensitivity. The first two criteria have been described in 
[3] as well, however, they only considered single filters and not sequences. 
Approx imat ion  qual i ty  : Using better fitting approximations within filters 
results in less candidate pairs for the spatial comparison operation, therefore, 
a measure for the quality of an approximation should be based on the area 
of an approximation compared to the object. A general definition of single 
approximation quality taking into account over- and underestimation f the 
original objects can be found in [3]. For combined use of approximations in 
a filter sequence F of size p we propose the following measure of combined 
approximation quality :
Definit ion 1 AQcombined( F, O) = 
p 
area( N Appr(O,Fi)) 
i=l 
area(O) x 100% 
Where N denotes geometric intersection, area() is the area function, and 
Appr(O, Fi) is the approximation of object O needed by the i-th filter of 
filter sequence F. This definition only takes into account overestimating ap- 
proximations. 
Storage requ i rements  : This criterion concerns the amount of storage occu- 
pied by the approximations of a filter sequence. Compared to the spatial 
objects, their approximations should be described with as few parameters 
as possible and thus occupy minimal disk space. The storage requirement of 
convex hulls is very high, since a long list of points is stored for each hull. 
The other approximations all have small constant storage requirements. 
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Cost of test operations : The cost of the test operations fe is important, 
since, as stated before, it must be simple compared to its associated spatial 
comparison operation 8. The test operation for the range filter gRxR is the 
cheapest. At most two floating point comparisons are used for this test. For 
MBB the test operation is a box intersection test which is at most twice as 
costly as the test for a gRxR filter. For MBC, the test operation involves 
calculating a distance in addition to a simple comparison. Intersection tests 
for the other filters like convex hulls and n-corners are even more expensive. 
Construct ion cost of approximations : For n-way joins, this criterion is par- 
ticularly important: Constructing approximations like n-corners, convex hulls, 
minimum bounding circles, and minimum bounding ellipses--for which al- 
gorithms exists with good worst-case complexities--is considered too expen- 
sive. This is due to high constants associated with these complexity functions. 
We expect o gain more from a combination of several approximations that 
can be constructed almost for free, than from one tight fitting approximation 
that is constructed with huge costs. 
Orientation insensitivity : A method for solving spatial queries is orienta- 
tion insensitive if the expected spatial query time is independent of the 
orientation of the data [16]. Thus, for the filter based 2-way join method an 
equal rotation of all geometric objects involved should have no impact on its 
performance. However, the approximation quality of an approximation can 
vary if the object approximated is rotated. This occurs for example with the 
MBB. When such an approximation is used in a filter sequence, rotation of 
the data could influence the size of the set containing candidate pairs for the 
spatial operation~ and thus effect the query response time. A method using 
at least one of these approximations in a filter sequence could be orienta- 
tion sensitive. Some approximations (e.g., the MBC) are unique regardless 
of the orientation of the object. When used in a filter sequence they do not 
influence the orientation (in)sensitivity of the join method. 
6 Exper iments  
We implemented a prototype of the query optimizer/evaluator in C++, using 
the Library of Efficient Data Types and Algorithms (LEDA) [12]. It allows us 
to check the effectiveness offilter techniques, and the usefulness of using several 
filters instead of just one. A 2-way intersection join was implemented with a 
simple nested-loop join algorithm adapted to the use of successive filters. The 
filters we have implemented are: MBB, gRxR, MBC, and CH. Despite the high 
construction cost involved both MBC and CH have been taken into account o 
test our premises. Other single filters mentioned before, have not been imple- 
mented ue to their prohibitively expensive construction costs (little is gained, 
if we have to construct approximations u ing costly algorithms, for new spatial 
objects part of intermediate r sults). 
In the remainder of this section, we will elaborate on the results of several 
experiments. After giving a description of the test data, we give figures for the 
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approximation quality and storage requirement of some filters. Next, we show 
that a sequence of filters can successfully be used to reduce the number of ex- 
pensive spatial operations. This reduction is directly reflected in the amount 
of CPU-time needed for the intersection operations. We show that the cost for 
constructing several good fitting approximations i  too high. In contrast, the 
construction of the gRxR is rather cheap. A filter sequence formed by several 
gRxR% each with a certain angle of rotation, is shown to be the clear winner 
with respect o all criteria described before. How to choose the angles of rotation 
follows from the orientation sensitivity tests. 
6.1 Description of test data 
The data sets used in our tests concern real world data. These data sets describe 
regions in Europe on different levels of detail. A characterization f the real world 
data sets is given in Table 1. N denotes the number of polygons in the data sets, 
P~vg the average number of points per polygon. The polygon described with the 
fewest (most) points is given by Pmin (Pmax). 
II li. op ol.uroP  J.u op. J, op,3f.urop.41r 
N 337 352 408 515 810 
P,~i,~ 4 4 4 4 4 
P~g 78 84 95 94 84 
P,~= 7725 3230 1932 1932 869 
Table 1. Characterization f the real world data sets. 
In addition to these five sets others can be derived from them by means of 
two set operators for translation and rotation. See Figure 4 for a part of the 
test data. With europe0_th0_r20 a map is denoted erived from real world data 
9 set europe0, which is first translated in both x- and y-direction over 50 points 
followed by a counter clockwise rotation round a standard origin over 20 degrees. 
The data set europe2_x3 contains three times the objects from the set europe2. 
Each additional set is translated in a certain direction. Thus, set europe2_x4 
contains 4 x 408 = 1632 different objects. 
6.2 Approximation Quality 
The approximation quality of several filters has been calculated for each of the 
five real world data sets (see Table 2). The convex hull is the best fitting ap- 
proximation for an object. Results for filters like MBB-45BOX-CH have not been 
shown because their approximation quality is determined by the final filter in 
the filter sequence (here CH). Since, no procedure was implemented that de- 
termines the intersection of a rotated range and a circle~ we did not determine 
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Fig. 4. Several samples of real world test data sets. (From left to right: europel, 
europe2, europe4_rT0). 
the approximation quality of, for example, the filter 30RxR-MBC. Note that 
approximation quality is a measure which is almost independent of the data it 
is derived from. 
Table 2 also shows that a better approximation quality is obtained by just 
adding extra gRxRs to a filter sequence. In fact~ when more and more gR2cRs 
are added, such a filter will eventually have the same approximation quality as a 
convex hull filter. A proof is straightforward and based on the definition of both 
a convex hull and a gRxR as an area bounded by a set of half-spaces. However, 
the benefit gained from adding an extra gRxR filter will become smaller and 
smaller. 
HFilter [leuropeOl europe I leurope21 europe3[ europe41} 
MBC 336 332 320 299 276 
MBB 227 226 222 214 207 
45-135RxR (=45BOX) 232 230 227 220 212 
10-70-130RxR 180 179 177 174 170 
MBB-45BOX 165 164 163 160 157 
20-92-164-236-308RxR 155 155 154 152 149 
5-45-85-125-165- 
205-245-285-325RxR 143 143 142 141 139 
CH 129 129 129 129 129 
Table 2. Approximation quality of several filters shown for various real world data 
sets. The numbers are percentages: the object approximated is 100%. 
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6.3 Storage Requ i rements  
The storage requirement for a single approximation is as follows. Assume 4 
bytes of storage are needed per parameter of an approximation (coordinates, 
angles of rotation, and radii of circles). Since, a MBB is usually described by the 
coordinates of its lower-left and upper-right corner, it requires 16 bytes storage. 
For the gRxR, in addition to the 8 bytes per x-range, the angle of rotation g 
should be stored as well. This parameter, however, only has to be stored once 
for a whole set of x-ranges each having the same angle of rotation. An MBC 
requires 12 bytes of storage~ 8 bytes for its center, and 4 bytes for its radius. 
For a convex hull the storage required is much higher, since a long list of points 
must be stored. 
Using extra filters in a sequence increases the storage requirements for ap- 
proximations, however, compared to the storage required for the objects them- 
selves, it is still very little. 
6.4 Reduct ion  in Costly Spatial Operations 
We performed various intersection tests of real world data combined with other 
real world data sets. Typical results of these tests are shown in Tables 3 and 4 
for intersection of europe4_t l0 and several versions of map europe2. 
Filter lleu=oPe=leu=op.=_~2 
none II 3304801 660960 
10RxR 11983 22010 
MBC 1895 2639 
30RxR-MBC 1736 2365 
0-90RxR(=MBB) 1578 2157 
MBB-MBC 1502 2059 
10-70-130RxR 1417 1918 
MBB-45BOX 1360 1829 
20-92-164-236-308RxR 1305 1757 
5-45-85-125-165- 
205-245-285-325RxR 1233 1663 
MBB-CH 1189 1595 
1071 I 1417 minimum H 
europe2_x3 europe2_x4 
991440 1321920 
30408 39562 
3581 4155 
3265 3743 
2952 3430 
2803 3252 
2592 3024 
2468 2884 
2368 2766 
2256 2635 
2145 2500 
1904 2228 
Table 3. Result of using (multiple) filters on number of remaining candidate pairs. 
Intersection of map ouropo4_tl0 with several versions of map europe2. The numbers 
are calls to the actual intersection function on a pair of spatial objects. 
Table 3 gives the number  of calls to the actual intersection operation on a 
pair of spatial objects. Both  Table 3 and Figure 5 give an impression of the 
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reduction of candidate pairs. They show that each filter has its own precision; 
note, e.g., that the minimum bounding box (MBB) filter reduces the number of 
candidate pairs more than a single 10RxR filter, which was to be expected. 
Results also show that a sequence of filters may indeed reduce the number of 
candidate pairs more than a single filter. For instance, in case of the intersection 
of data sets europe4_t l0 and europe2_x4, the filter MBB-45BOX reduces the 
number of calls to the spatial operation from 1321920 to 2884, whereas the MBB- 
filter by itself reduces it to 3430 (see the last column of Table 3). Using more 
filters is no guarantee for an extra reduction in the number of calls to the actual 
spatial operation; it very much depends on the approximation the filter is based 
on. E.g., there is hardly any reduction at all when an extra MBC filter is used 
after the filters MBB, and 45BOX. 
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.g 3000 
2500 
2000 
1500 
1000 
30RxR-MBC -*- -  
MBB . . . . . . . .  
10-70.-130RxR ~ 
MBB..45BOX ~ ~ ....... 
20-92-164-236-308 RxR f ............. 
MBB-CH ~ J ............ .. 
minimum ...... ~ ..,,- ...... 
i L i i 
europe2 europe2_x2 europe2_x3 europe2_x4 
Fig. 5. Reduction of candidate pairs for the intersection of europe4_tl0 and the four 
versions of map europe2. 
We also counted all calls of the actual intersection operation which delivered 
at least one result (calls that were not a false hit). See the last row of Table 3. 
Of course, this number is exactly equal to the minimal number of candidate 
pairs which must always pass each filter in a sequence. Using convex hulls as 
approximations in filters gives almost optimal reduction~ at least for the data 
sets we used. Using a sequence of nine gRxR-based filters comes close to using 
convex hulls. 
Table 4 gives the CPU-time as needed by the actual intersection operation. 
Each figure is given as a percentage of the intersection time needed when only 
the MBB filter is used. The numbers for the MBB filter are therefore set at 100~0. 
Table 4 shows the positive effect of our filter technique on the CPU-time of the 
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intersection operation. We see that we can gain about 30% when a convex hull 
(CH) filter is used in the filter sequence (see the last row but one in Table 4). The 
x-range based filter sequence in the 20-92-164-236-308RxR version is able to gain 
about 20% in CPU-time. The last row of Table 4 shows the minimum CPU-time 
required to calculate the intersection of the pairs given in the corresponding last 
row of Table 3. 
Filter 
MBC 
30RxR-MBC 
0-90RxR (=MBB) 
MBB-MBC 
10-70-130RxR 
MBB-45BOX 
20-92-164-236-308RxR 
5-45-85-125-165- 
205-245-285-305RxR 
MBB-CH 
minimum [[ 
Jleurope21europe2-x2 
123 127 
110 109 
100 io0 
95 95 
89 87 
86 81 
81 78 
76 
73 
64 I 
europe2_x31europe2_x4 
125 124 
107 108 
i00 i00 
94 94 
85 86 
80 81 
77 78 
73 71 73 
70 69 68 
59 59 58 
Table 4. Result of using filter sequences on CPU-time of intersection operation. In- 
tersection of map europe4_tl0 with the four versions of map europe2. The numbers 
are percentages: the intersection time needed while only using an MBB filter is set at 
100%. 
6.5 Const ruct ion  cost  o f  Approx imat ions  
One may wonder: why not use precisely one filter, based on a convex hull (CH) 
approximation, which has after all the best approximation quality. This question 
is answered by showing the cost for constructing approximations. For n-way joins 
it is necessary to build approximations on the intermediate r sult~ therefore, the 
cost for constructing approximations should be low. 
Computing an MBB takes time O(n), where n is the number of coordinates 
of the spatial object approximated. All coordinates of the spatial object must 
be traversed to find the minimum and maximum value of both its x- and y- 
coordinates. Only low-cost comparisons are needed for such an algorithm. The 
time complexity of an algorithm for constructing a gRxR approximation is also 
O(n). Here n is again the number of coordinates of the spatial object approxi- 
mated. First, for each coordinate pair (X, Y) of the spatial object, a g-degrees 
rotated x-coordinate X '  is calculated as follows: X'  = X * cos(g) + Y 9 sin(g). 
Hereafter, the minimum and maximum value of the n values for X '  are deter- 
mined. Both cos(g) and sin(g) can be viewed as constants which have to be 
calculated only once. 
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The algorithm used for constructing the convex hull of a spatial object takes 
expected time O(nlog n). Again n is the number of coordinates of the spatial 
object. The time complexity of this algorithm is not better than the time taken 
by both algorithms described above. Moreover, the constant associated with the 
complexity O(n log n) for computing the convex hull, is much larger. A descrip- 
tion of the convex hull algorithm is out of the scope of this paper. Both [1] and 
[17] give detailed information on algorithms which construct convex hulls. 
Table 5 presents the time needed for constructing several approximations. 
For the union of the five real world data sets, several approximations were con- 
structed. From the measurements shown it is obvious that building approxima- 
tions based on a convex hull is far too expensive. 
Approximation IIMBB]30RxR I CH ]MBC]] 
]lConstruction time]] 0.27 ] 0.29 ]930.4]958.8]] 
Table 5. Construction time in seconds of several approximations for all objects in the 
union of the five maps. 
The cost for constructing approximations of 9 or 10 different gRxR filters 
is still very much lower than the cost for constructing an approximation based 
on first constructing a convex hull. In [3] it was proposed to use a MBB-5C 
filter. This proposal is turned down, since the algorithm for constructing the 
n-corner is also based on the convex hull. Due to their high construction costs, 
the convex hull, the minimum bounding circle, the minimum bounding ellipse, 
and the n-corner should not be constructed for intermediate r sults. Especially, 
for intermediate r sults, it is preferred to use a filter sequence of several gRxRs, 
which approximates a convex hull and can be constructed much cheaper. 
6.6 Orientation Insensitivity 
To examine the sensitivity of the multi-filter based join method to rotation of the 
data a 2-way spatial join of the maps europe4_t50 and europe2 was calculated 
using various filter sequences. Each filter sequence contained one to five gRxR 
filters. No other single filters were used, since, they do not affect he orientation 
(in)sensitivity of this join method. Instead of rotating the data we added a 
constant angle of rotation k to the parameters g in the filter sequences. This has 
the same effect as rotating the data. The result, see Table 6 for a summary, was 
examined again with the number of remaining candidate pairs. This criterion 
will guide us in choosing the best angles of rotation g for the rotated x-ranges 
part of a filter sequence. 
In Table 6, results show that for a filter sequence of size two, such as the 
kBOX, different values of k result in different sizes of the remaining candidate 
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set. For example, the 0BOX reduces the candidate set to 1105 pairs, while the 
50BOX is only capable of reducing it to 1220 pairs. A join method based on 
the kBOX alone is thus orientation sensitive. There is still too much variation 
among the reduction capabilities of the various kBOX filters. 
+ i o i ,o i oo j:o. 
k)RxR (=kBOX) 1105 1154 1204 1205 1206 1220 1183 1148 
k 0 18 36 54 
(0 + k)-(72 + k)-(144 + k)- 
(206 + k)-(288 + k)RxR 906 907 906 906 
Table 6. Result of adding a constant k to th e degrees of rotation in a g l~R based filter 
sequence on the number of remaining candidates. Intersection of map europe_2 with 
ouropo4_th0. The numbers are calls to the intersection function on a pair of objects. 
We then increased the number of gRxRs in the filter sequence. As can be 
seen in Table 6, for a filter sequence of size five, the variation almost disappeared. 
Therefore, at least five orientations are required to make the join method orien- 
tation insensitive. 
A very good gRxR based filter sequence is now constructed as follows. Deter- 
mine the number of different single gRxRs to be used (at least five). How many 
exactly, depends on how well the convex hull needs to be approximated, and on 
the available storage. Spred these in a regular way over the possible range of 
orientations (0-360 degrees). Choose as the first filter the one which is expected 
to be the most selective. 
7 Combinat ion  o f  F i l te r  and  Spat ia l  Index  Techn iques  
In our experiments a nested-loop approach was used for the matching process 
needed by the first filter. An  initial set of candidate pairs is found. This nested- 
loop approach had the disadvantage that all approximations of the two join 
operands must  be compared with each other. This number  of comparisons can 
significantly be reduced by using a spatial index build for the same approxima- 
tion. 
The  most well-known spatial index based on bounding approximations is the 
R-tree [8]. "An R-tree is a hierarchical data structure. A non-leaf node of the 
R-tree contains entries of the form (MBB, cp), where cp points to a child node, 
and MBB is the min imum bounding rectangle of all objects contained in the child 
node. A leaf node contains entries of the form (MBB,oid) where old refers to a 
spatial object in the database, and MBB is the min imum bounding box of that 
object. In our view, the R-tree is build to improve on the MBB filter step. 
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As we have seen, the MBB filter is a filter sequence of two g degrees ro- 
tated ranges; 0tLxR-0RyR. Thus, actually, the non-leaf nodes of the R-tree 
contain entries of the form (0RxR,0RyR,cp), and the leaf nodes contain en- 
tries of the form (0RxR,0RyR,oid). It therefore improves on not one but on 
two filter steps. Extending this to gRxR-based filter sequences of arbitrary 
size we get the following definition. A non-leaf node has entries of the form 
(glRXl~.,g2RxR . . . .  ,gpRxR,cp), and a leaf node contains entries of the form 
(glRxR,g2Rxlt . . . .  ,gpRxR,oid). In fact, this tree is called the P-tree and has 
been described in [9]. Building and maintaining these P-trees requires almost 
the same effort as needed for R-trees. 
The P-tree as defined above, is an index that improves on p filter steps. To 
support a gRxR-based filter sequence of size p + q, the approximations of the q 
additional filters can be stored with the p approximations in the leaf-nodes. The 
two parameters p and q are very important. They determine the size of the tree 
and the space it will occupy on the disk. Without having done any experiments 
with the P-tree yet, we propose to set p and q equal to 3 or 4. 
8 Conc lus ions  
In this paper, we have shown that using a filter sequence can greatly reduce the 
number of calls to expensive spatial operations. This is especially important for 
n-way spatial joins, which frequently occur in Geographical Information Systems. 
Each filter in a sequence reduces the set of candidates for which the expensive 
spatial operation must be computed. In the context of solving n-way spatial 
joins, we have described several criteria for comparing filter sequences. 
Test operations of a filter should be very simple in comparison to the spatial 
operation they replace. To test, for example, the intersection of two approxima- 
tions should be much cheaper than to calculate the spatial intersection of the 
objects approximated. 
Filters with an inexpensive associated test operation should precede filters 
with an expensive associated test operation. For example, testing intersection of 
two minimum bounding boxes (MBB) is cheaper than testing two convex hulls 
(CH). The cost of test operations for the filter sequence MBB-CH is thus much 
lower than those for CH-MBB. 
For a filter sequence, we have shown that the intersection of approximations 
of successive filters, should fit the objects increasingly narrow, to avoid that 
the filters at the end of the sequence have no effect at all. The filter sequence 
MBB-CH is thus preferred to the sequence CH-MBB. 
Approximations, as needed by the test operation of a filter, should be avail- 
able, or it should be cheap to calculate them on the spot. This is very important 
when spatial joins of intermediate r sults must be calculated. Calculating con- 
vex hulls, or even bounding circles and n-corners, during the query evaluation 
process is prohibitively expensive. It is much better to use several inexpensive 
approximations on intermediate r sults, instead of one precisely fitting but costly 
to compute approximation. 
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We have described such an approximation called the g-degrees rotated x- 
range (gRxR). Constructing RxRs as well as testing intersection of two gRxRs 
is very cheap. A combination of several gRxRs, each having another angle of 
rotation, is shown to be an approximation for the convex hull of a spatial object. 
This means that when using several gRxR-based filter steps, a reduction of the 
candidate set can be obtained, which is almost as good as the reduction of a 
convex hull based filter. Using at least five gRxR-based filters, also makes the 
spatial join method orientation insensitive. A method for solving n-way spatial 
joins should be based on these gRxR-based multi-step filter ideas. 
We have described how several gRxR based filter steps can be improved by 
the P-tree; a spatial index which is as simple as, however, not as well-known as 
the R-tree. 
In addition to the filter techniques described we will, in the near future, 
examine spatial index techniques. We are currently extending our prototype 
implementation with the P-tree and will start experimenting with n-way joins. 
Because disk accesses for objects play a major role in technical applications (due 
to their large size), we are currently refining our cost model, to better take into 
account disk-I/O. 
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