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In this paper, we propose a musical-noise-free blind speech extraction method using a
microphone array for application to nonstationary noise. In our previous study, it was
found that optimized iterative spectral subtraction (SS) results in speech enhancement
with almost no musical noise generation, but this method is valid only for stationary
noise. The proposed method consists of iterative blind dynamic noise estimation by, e.g.,
independent component analysis (ICA) or multichannel Wiener filtering, and musical-
noise-free speech extraction by modified iterative SS, where multiple iterative SS is
applied to each channel while maintaining the multichannel property reused for the
dynamic noise estimators. Also, in relation to the proposed method, we discuss the
justification of applying ICA to signals nonlinearly distorted by SS. From objective and
subjective evaluations simulating a real-world hands-free speech communication system,
we reveal that the proposed method outperforms the conventional methods.
& 2014 The Authors. Published by Elsevier B.V. This is an open access article under the CC
BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/3.0/).1. Introduction
In the past few decades, many applications of speech
communication systems have been investigated, but it is
well known that these systems always suffer from the
deterioration of speech quality under adverse noise con-
ditions. Spectral subtraction (SS) is a commonly used noise
reduction method that has high noise reduction perfor-
mance with low computational complexity [1–5]. How-
ever, in this method, artificial distortion, referred to as
musical noise, arises owing to nonlinear signal processing,
leading to a serious deterioration of sound quality. To
achieve high-quality noise reduction with low musical
noise, an iterative SS method has been proposed [6–8].
Also, some of the authors have reported the very interest-
ing phenomenon that this method with appropriate
parameters gives equilibrium behavior in the growth ofer B.V. This is an open acces
.higher-order statistics with increasing number of itera-
tions [9]. This means that almost no musical noise is
generated even with high noise reduction, which is one
of the most desirable properties of single-channel non-
linear noise reduction methods. Following this finding, the
authors have derived the optimal parameters satisfying the
no-musical-noise-generation condition by analysis based on
higher-order statistics. We have defined this method as
musical-noise-free speech enhancement, where no musical
noise is generated even for a high signal-to-noise ratio (SNR)
in iterative SS [10].
In conventional iterative SS, however, it is assumed that
the input noise signal is stationary, meaning that we can
estimate the expectation of noise power spectral density
from a time-frequency period of a signal that contains only
noise. In contrast, under real-world acoustical environ-
ments, such as a nonstationary noise field, although it iss article under the CC BY-NC-ND license
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Fig. 1. Block diagram of iterative SS.
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difficult. Therefore, in this paper, firstly, we propose a
new iterative signal extraction method using a micro-
phone array that can be applied to nonstationary noise.
Our proposed method consists of iterative blind dynamic
noise estimation by independent component analysis
(ICA) [11,12] and musical-noise-free speech extraction by
modified iterative SS.
Secondly, in relation to the proposed method, we discuss
the justification of applying ICA to signals nonlinearly dis-
torted by SS. We theoretically clarify that the degradation in
ICA-based noise estimation obeys an amplitude variation in
room transfer functions between the target user and micro-
phones. Next, to reduce speech distortion, we introduce a
channel selection strategy into ICA, where we automatically
choose less varied inputs to maintain the high accuracy of
noise estimation. Furthermore, we introduce a time-variant
noise power spectral density (PSD) estimator [13] instead of
ICA to improve the noise estimation accuracy. From objective
and subjective evaluations, we reveal that the proposed
method outperforms the conventional methods.
The rest of the paper is organized as follows. In Section 2,
we describe related works on SS and the musical noise
metric. In Section 3, the newmusical-noise-free blind speech
extraction method is proposed. In Section 4, an improvement
scheme for poor noise estimation is presented. In Section 5,
objective and subjective evaluations are described. Following
a discussion on the results of the experiments, we present
our conclusions in Section 6.
2. Related works
2.1. Conventional non-iterative spectral subtraction [2]
We apply a short-time discrete Fourier transform (DFT)
to the observed signal, which is a mixture of target speech
and noise, to obtain the time-frequency signal. We for-
mulate conventional non-iterative SS [2] in the time-
frequency domain as follows:
Yðf ; τÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
jXðf ; τÞj2βE½jNj2
q
expðj argðXðf ; τÞÞÞ
ðif jXðf ; τÞj24β E½jNj2Þ;
ηXðf ; τÞ ðotherwiseÞ;
8><
>: ð1Þ
where Yðf ; τÞ is the enhanced target speech signal, Xðf ; τÞ is
the observed signal, f denotes the frequency subband, τ is
the frame index, β is the oversubtraction parameter, and
η is the flooring parameter. Here, E½jNj2 is the expectation
of the random variable jNj2 corresponding to the noise
power spectra. In practice, we can approximate E½jNj2 by
averaging the observed noise power spectra jNðf ; τÞj2 in the
first K-sample frames, where we assume the absence of
speech in this period and noise stationarity. However, this
often requires high-accuracy voice activity detection.
2.2. Iterative spectral subtraction [6–8]
In an attempt to achieve high-quality noise reduction
with low musical noise, an improved method based on
iterative SS was proposed in the previous studies [6–8].
This method is performed through signal processing, inwhich the following weak SS processes are recursively
applied to the noise signal (see Fig. 1). (I) The average
power spectrum of the input noise is estimated, (II) The
estimated noise prototype is then subtracted from the
input with the parameters specifically set for weak sub-
traction, e.g., a large flooring parameter η and a small
subtraction parameter β and (III) we then return to step (I)
and substitute the resultant output (partially noise reduced
signal) for the input signal.
2.3. Modeling of input signal
In this paper, we assume that the input signal X in the
power spectral domain is modeled using the gamma
distribution as
P xð Þ ¼ x
α1
ΓðαÞθα exp x=θ
 
; ð2Þ
where xZ0;α40, and θ40. Here, α is the shape para-
meter, θ is the scale parameter, and ΓðαÞ is the gamma
function, defined as ΓðαÞ ¼ R10 tα1 expðtÞ dt.
2.4. Mathematical metric of musical noise generation
via higher-order statistics for non-iterative spectral
subtraction [14]
In this study, we apply the kurtosis ratio to a noise-only
time-frequency period of the subject signal for the assess-
ment of musical noise [14]. This measure is defined as
kurtosis ratio¼ kurtproc=kurtorg; ð3Þ
where kurtproc is the kurtosis of the processed signal and
kurtorg is the kurtosis of the observed signal. Kurtosis is
defined as
kurt¼ μ4=μ22; ð4Þ
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μm ¼
Z 1
0
xmPðxÞ dx; ð5Þ
and P(x) is the probability density function (p.d.f.) of a
power-spectral-domain signal x. A kurtosis ratio of unity
corresponds to no musical noise. This measure increases as
the amount of generated musical noise increases.
The mth-order moment after SS, μm, is given by [9]
μm ¼ θmnMðαn; β; η;mÞ; ð6Þ
where θn is the noise scale parameter, αn is the noise shape
parameter, and
Mðαn; β; η;mÞ ¼ Sðαn; β; ηÞþη2mF ðαn; β; ηÞ; ð7Þ
S αn; β;mð Þ ¼ ∑
m
l ¼ 0
ðβαnÞl
Γðmþ1ÞΓðαnþm l; βαnÞ
ΓðαnÞΓðlþ1ÞΓðm lþ1Þ
; ð8Þ
F αn; β;mð Þ ¼ γðαnþm; βαnÞ
ΓðαnÞ
: ð9Þ
Γðb; aÞ and γðb; aÞ are the upper and lower incomplete
gamma functions defined as Γðb; aÞ ¼ R1b ta1 expðtÞ dt
and γðb; aÞ ¼ R b0 ta1 expðtÞ dt, respectively. From (4), (6),
and (7), the kurtosis after SS can be expressed as
kurt¼ Mðαn; β; η;4ÞM2ðαn; β; η;2Þ
: ð10Þ
Using (3) and (10), we also express the kurtosis ratio as
Kurtosis ratio¼ Mðαn; β; η;4Þ=M
2ðαn; β; η;2Þ
Mðαn;0;0;4Þ=M2ðαn;0;0;2Þ
: ð11Þ 0
 2
 4
 6
 8
 10
 12
0 2 4 6 8 10 12
K
ur
to
si
s 
ra
tio
Noise reduction rate [dB]
non-iterative
iterative ( η = 0.9)
Harmful
Natural
Fig. 2. Relation between NRR and kurtosis ratio obtained from theore-
tical analysis for case of Gaussian noise.
D
F
T
θU
FD-
ICA
User’s
speech
Noise θU
Fig. 3. Block diagram of conAlso, as a measure of the noise reduction performance, the
noise reduction rate (NRR), the output SNR minus the
input SNR in dB, can be given in terms of a 1st-order
moment as [9]
NRR¼ 10 log10
αn
Mðαn; β; η;1Þ : ð12Þ
2.5. Musical-noise-free speech enhancement [10]
In [10], we proposed musical-noise-free noise reduction,
where no musical noise is generated even for a high SNR in
iterative SS. In the study, some of the authors discovered an
interesting phenomenon that the kurtosis ratio sometimes
does not change even after SS via mathematical analysis based
on (11) [9]. This indicates that the kurtosis ratio can be
maintained at unity even after iteratively applying SS to
improve the NRR, and thus no musical noise is generated.
Following this finding, the authors derived the optimal para-
meters satisfying the musical-noise-free condition by find-
ing a fixed-point status in the kurtosis ratio, i.e., by solving
Mðαn;0;0;4Þ=M2ðαn;0;0;2Þ ¼Mðαn; β; η;4Þ=M2ðαn; β; η;2Þ
[10]. Given the noise shape parameter αn, we can choose
combinations of the oversubtraction parameter β and the
flooring parameter η that simultaneously satisfy the musical-
noise-free condition using the following equation:
η4 ¼ fF ðαn; β;4Þðαnþ1ÞαnF 2ðαn; β;2Þðαnþ3Þðαnþ2Þg1
½Sðαn; β;2ÞF ðαn; β;2Þðαnþ3Þðαnþ2Þ
7 ½fSðαn; β;2ÞF ðαn; β;2Þðαnþ3Þðαnþ2Þg2
fF ðαn; β;4Þðαnþ1ÞαnF 2ðαn; β;2Þðαnþ3Þðαnþ2Þg
fSðαn; β;4Þðαnþ1ÞαnS2ðαn; β;2Þðαnþ3Þðαnþ2Þg1=2:
ð13Þ
Fig. 2 shows an example of the kurtosis ratio in optimized
iterative SS, where Gaussian noise is assumed.We can confirm
the flat trace of the kurtosis, indicating no musical noise
generation.
3. Proposed method: extension to microphone array
signal processing
3.1. Conventional blind spatial subtraction array
In the previous section, we assumed that the input
noise signal is stationary, meaning that we can estimate
the expectation of a noise signal from a time-frequencyΣ
Phase
compensation
Spectral
subtraction
+
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back0 θU Σ
-θU
ventional BSSA [15].
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absence. However, in actual environments, such as a
nonstationary noise field, it is necessary to dynamically
estimate the noise PSD.
To solve this problem, we previously proposed blind
spatial subtraction array (BSSA) [15], which involves accurate
noise estimation by ICA followed by a speech extraction
procedure based on SS (see Fig. 3). BSSA improves the noise
reduction performance, particularly in the presence of both
diffuse and nonstationary noises; thus, almost all the environ-
mental noise can be dealt with. However, BSSA always suffers
from musical noise owing to SS. In addition, the output signal
of BSSA degenerates to a monaural (not multichannel) signal,
meaning that ICA cannot be reapplied; thus, we cannot
iteratively estimate the noise power spectra. Therefore, it is
impossible to directly apply iterative SS to the conventional
BSSA.
3.2. Iterative blind spatial subtraction array
In this section, we propose a new multi-iterative blind
signal extraction method integrating iterative blind noise
estimation by ICA and iterative noise reduction by SS. As
mentioned previously, the conventional BSSA cannot itera-
tively and accurately estimate noise by ICA because the
conventional BSSA performs a delay and sum (DS) operation
before SS. To solve this problem, we propose a new BSSA
structure that performs multiple independent SS in each
channel before DS; we call this structure channelwise SS
[16–18]. Using this structure, we can equalize the number of
channels of the observed signal to that of the signals after
channelwise SS. Therefore, we can iteratively apply noise
estimation by ICA and speech extraction by SS (see Fig. 4).
Also, the advantage of the proposed structure is that ICA has
the possibility of adaptively estimating the distorted wave-
front of a speech signal to some extent even after SS, because
ICA is a blind signal identification method that does not
require knowledge of the target signal direction. Details of
this issue will be discussed in Section 3.3. Hereafter, we refer
to this proposed BSSA as iterative BSSA.
We conduct iterative BSSA in the following manner,
where the superscript [i] represents the value in the ith
iteration of SS (initially i¼0).(I) The observed signal vector of the K-channel array in
the time-frequency domain, X ½0ðf ; τÞ, is given by
X ½0ðf ; τÞ ¼Hðf ÞSðf ; τÞþNðf ; τÞ; ð14ÞFig. 4. Block diagram of proposedwhere Hðf Þ ¼ ½H1ðf Þ;H2ðf Þ…;HK ðf ÞT is a column
vector of the transfer functions from the target
signal position to each microphone, Sðf ; τÞ is the
target speech signal, and Nðf ; τÞ is a column vector
of the additive noise.(II) Next, we perform signal separation using ICA as [11]
O½iðf ; τÞ ¼W ½iICAðf ÞX ½iðf ; τÞ; ð15Þ
W ½i½pþ1ICA ðf Þ ¼ μ½I〈φðO½iðf ; τÞÞðO½iðf ; τÞÞH〉τ
W ½i½pICA ðf ÞþW ½i½pICA ðf Þ; ð16Þ
where W ½i½pICA ðf Þ is a demixing matrix, μ is the step-
size parameter, ½p is used to express the value of
the pth step in the ICA iterations, I is the identity
matrix, 〈  〉τ denotes a time-averaging operator, and
φðÞ is an appropriate nonlinear vector function.
Then, we construct a noise-only vector,
O½inoiseðf ; τÞ ¼ ½O
½i
1 ðf ; τÞ;…;O½iU1;0;
O½iUþ1ðf ; τÞ;…;O½iK ðf ; τÞT; ð17Þ
where U is the signal number for speech, and we
apply the projection back operation to remove the
ambiguity of the amplitude and construct the
estimated noise signal, Z½iðf ; τÞ, as
Z½iðf ; τÞ ¼W ½iICAðf Þ1O½inoiseðf ; τÞ: ð18Þ(III) Next, we perform SS independently in each input
channel and derive the multiple target-speech-
enhanced signals. This procedure can be given by
X ½iþ1k ðf ; τÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
jX½ik ðf ; τÞj2βjZ
½i
k ðf ; τÞj2
q
expðjargðX½ik ðf ; τÞÞÞ
ðif jX½ik ðf ; τÞj24βjZ
½i
k ðf ; τÞj2Þ;
ηX ½ik ðf ; τÞ ðotherwiseÞ;
8>><
>>:
ð19Þ
where X½iþ1k ðf ; τÞ is the target-speech-enhanced
signal obtained by SS at a specific channel k. Then
we return to step (II) with X ½iþ1ðf ; τÞ. When we
obtain sufficient noise reduction performance, we
proceed to step (IV).(IV) Finally, we obtain the resultant target-speech-
enhanced signal by applying DS to X ½nðf ; τÞ, where
n is the number of iterations after which sufficient
noise reduction performance is obtained. This pro-
cedure can be expressed by
Yðf ; τÞ ¼WTDSðf ÞX ½nðf ; τÞ; ð20Þiterative BSSA.
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W ðDSÞk fð Þ ¼
1
K
exp 2πj f =M f sdk sin θU=c ; ð22Þ
θU ¼ sin 1
arg
½W ½nICAðf Þ1kU
½W ½nICAðf Þ1k0U
 !
2πf sc1ðdkdk0 Þ
; ð23Þ
where Yðf ; τÞ is the final output signal of iterative
BSSA, wDS is the filter coefficient vector of DS, M is
the DFT size, f s is the sampling frequency, dk is the
microphone position, c is the sound velocity, and θU
is the estimated direction of arrival of the target
speech. Moreover, ½Alj represents the entry in the
lth row and jth column of A.3.3. Accuracy of wavefront estimated by independent
component analysis after spectral subtraction
In this subsection, we discuss the accuracy of the
estimated noise signal in each iteration of iterative BSSA.
In actual environments, not only point-source noise but
also non-point-source (e.g., diffuse) noise often exists. It is
known that ICA is proficient in noise estimation rather
than speech estimation under such a noise condition [15].
This is because the target speech can be regarded as a
point-source signal (thus, the wavefront is static in each
subband) and ICA acts as an effective blocking filter of the
speech wavefront even in a time-invariant manner, result-
ing in good noise estimation. However, in iterative BSSA,
we should address the inherent question of whether the
distorted speech wavefront after nonlinear noise reduction
such as SS can be blocked by ICA or not; thus, we
determine whether the speech component after channel-
wise SS can become a point source again.
Hereafter, we quantify the degree of point-source-
likeness for SS-applied speech signals. For convenience of
discussion, a simple two-channel array model is assumed.
First, we define the speech component in each channel
after channelwise SS as
S^1ðf ; τÞ ¼H1ðf ÞSðf ; τÞþΔS1ðf ; τÞ; ð24Þ
S^2ðf ; τÞ ¼H2ðf ÞSðf ; τÞþΔS2ðf ; τÞ; ð25Þ
where Sðf ; τÞ is the original point-source speech signal,
S^kðf ; τÞ is the speech component after channelwise SS at
the kth channel, and ΔSkðf ; τÞ is the speech component
distorted by channelwise SS. Also, we assume that Sðf ; τÞ,
ΔS1ðf ; τÞ, and ΔS2ðf ; τÞ are uncorrelated with each other.
Obviously, S^1ðf ; τÞ and S^2ðf ; τÞ can be regarded as being
generated by a point source if ΔS1ðf ; τÞ and ΔS2ðf ; τÞ are
zero, i.e., a valid static blocking filter can be obtained by
ICA as
½W ICAðf Þ11S^1ðf ; τÞþ½W ICAðf Þ12S^2ðf ; τÞ
¼ ð½W ICAðf Þ11H1ðf Þþ½W ICAðf Þ12H2ðf ÞÞSðf ; τÞ ¼ 0;
ð26Þ
where we assume U¼1 and, e.g., ½W ICAðf Þ11 ¼H2ðf Þ and
½W ICAðf Þ12 ¼ H1ðf Þ. However, if ΔS1ðf ; τÞ and ΔS2ðf ; τÞbecome nonzero as a result of SS, ICA does not have a
valid speech-blocking filter with a static (time-invariant)
form.
Second, the cosine distance between speech power spectra
jS^1ðf ; τÞj2 and jS^2ðf ; τÞj2 is introduced in each frequency
subband to indicate the degree of point-source-likeness as
COS fð Þ ¼ ∑τjS^1ðf ; τÞj
2jS^2ðf ; τÞj2ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
∑τjS^1ðf ; τÞj4
q ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
∑τjS^2ðf ; τÞj4
q : ð27Þ
From (27), the cosine distance reaches its maximum value of
unity if and only if ΔS1ðf ; τÞ ¼ΔS2ðf ; τÞ ¼ 0, regardless of the
values of H1ðf Þ and H2ðf Þ, meaning that the SS-applied speech
signals S^1ðf ; τÞ and S^2ðf ; τÞ can be assumed to be produced by
the point source. The value of COS ðf Þ decreases with increas-
ing magnitudes of ΔS1ðf ; τÞ and ΔS2ðf ; τÞ as well as with
increasing difference between H1ðf Þ and H2ðf Þ; this indicates
the non-point-source state.
Third, we evaluate the degree of point-source-likeness
in each iteration of iterative BSSA by using COS ðf Þ. We
statistically estimate the distorted speech component of
the enhanced signal in each iteration. Here, we assume
that the original speech power spectrum jSðf ; τÞj2 obeys a
gamma distribution with a shape parameter of 0.1 (this is a
typical value for speech) as
jS f ; τð Þj2  x
0:9
Γð0:1Þθ0:1s
exp x=θs
 
; ð28Þ
where θs is the speech scale parameter. Regarding the
amount of noise to be subtracted, the 1st-order moment of
the noise power spectra is equal to θnαn when the number
of iterations, i, equals zero. Also, the value of αn does not
change in each iteration when we use the specific para-
meters β and η that satisfy the musical-noise-free condi-
tion because the kurtosis ratio does not change in each
iteration. If we perform SS only once, the rate of noise
decrease is given by
Mðαn; β; η;1Þ=αn; ð29Þ
and thus, the amount of residual noise after the ith
iteration is given by
μ½i1 ¼ θnαnfMðαn; β; η;1Þ=αngi
¼ θnMiðαn; β; η;1Þα1 in : ð30Þ
Next, we assume that the speech and noise are disjoint,
i.e., there are no overlaps in the time-frequency domain,
and that speech distortion is caused by subtracting the
average noise from the pure speech component. Thus, the
speech component jS^ ½iþ1k ðf ; τÞj2 at the kth channel after the
ith iteration is represented by subtracting the amount of
residual noise (30) as
jS^ ½iþ1k ðf ; τÞj2 ¼
jS^ ½ik ðf ; τÞj2βθnMiðαn; β; η;1Þα1 in
ðif jS^ ½ik ðf ; τÞj24βθnMiðαn; β; η;1Þα1 in Þ;
η2jS^ ½ik ðf ; τÞj2ðotherwiseÞ:
8>><
>>:
ð31Þ
Here, we define the input SNR as the average of both
channel SNRs,
ISNR fð Þ ¼ 1
2
0:1jH1ðf Þj2θs
αnθn
þ 0:1jH2ðf Þj
2θs
αnθn
 
R. Miyazaki et al. / Signal Processing 102 (2014) 226–239 231¼ 0:1θs
2αnθn
jH1 fð Þj2þjH2 fð Þj2
 
: ð32Þ
If we normalize the speech scale parameter θs to unity,
from (32), the noise scale parameter θn is given by
θn ¼ 0:1ðjH1ðf Þj
2þjH2ðf Þj2Þ
2αnISNRðf Þ
; ð33Þ
and using (33), we can reformulate (31) as
jS^ ½iþ1k f ; τð Þj2 ¼
jS^ ½ik f ; τð Þj2β
0:1ðjH1ðf Þj2þjH2ðf Þj2Þ
2ISNRðf Þ M
i αn; β; η;1ð Þα in
if jS^ ½ik f ; τð Þj24β
0:1ðjH1ðf Þj2þjH2ðf Þj2Þ
2ISNRðf Þ M
i αn; β; η;1ð Þα in
 
;
η2jS^ ½ik ðf ; τÞj2ðotherwiseÞ:
8>>>><
>>>>:
ð34Þ
Furthermore, we define the transfer function ratio (TFR) as
TFRðf Þ ¼ jH1ðf Þ=H2ðf Þj2; ð35Þ
and if we normalize jH1ðf Þj2 to unity in each frequency
subband, jH1ðf Þj2þjH2ðf Þj2 becomes 1þ1=TFRðf Þ. Finally,
we express (34) in terms of the input SNR ISNRðf Þ and the
transfer function ratio TFRðf Þ as
jS^½iþ1k f ; τð Þj2 ¼
jS^ ½ik f ; τð Þj2β
0:1ð1þ1=TFRðf ÞÞ
2ISNRðf Þ M
i αn; β; η;1ð Þα in
if jS^ ½ik f ; τð Þj24β
0:1ð1þ1=TFRðf ÞÞ
2ISNRðf Þ M
i αn; β; η;1ð Þα in
 
;
η2jS^½ik ðf ; τÞj2 ðotherwiseÞ:
8>>><
>>>:
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Fig. 5. Relation between number of iterations of iterative BSSA andAs can be seen, the speech component is subjected to
greater subtraction and distortion as ISNRðf Þ and/or TFRðf Þ
decrease.
Fig. 5 shows that the relation between the TFR and the
corresponding value of COS ðf Þ calculated by (27) and (36).
In Fig. 5, we plot the average of COS ðf Þ over whole
frequency subbands. The noise shape parameter αn is set
to 0.2 with the assumption of super-Gaussian noise (this
corresponds to the real noises used in Section 5), the input
SNR is set to 10 dB, 5 dB, or 0 dB, and the noise scale
parameter θn is uniquely determined by (33) and the
previous parameter settings. The TFR is set from 0.4 to
1.0 (jh1ðf Þj is fixed to 1.0). Note that the TFR is highly
correlated to the room reverberation and the interelement
spacing of the microphone array; we determined the range
of the TFR by simulating a typical moderately reverberant
room and the array with 2.15 cm interelement spacing
used in Section 5 (see the example of the TFR in Fig. 6). For
the internal parameters used in iterative BSSA in this
simulation, β and η are 8.5 and 0.9, respectively, which
satisfy the musical-noise-free condition. In addition, the
smallest value on the horizontal axis is 3 dB in Fig. 5
because DS is still performed even when i¼0.
From Fig. 5(a) and (b), which correspond to relatively
high input SNRs, we can confirm that the degree of point-
source-likeness, i.e., COS ðf Þ, is almost maintained when
the TFR is close to 1 even if the speech components are
distorted by iterative BSSA. Also, it is worth mentioning
that the degree of point-source-likeness is still above 0.9
evenwhen the TFR is decreased to 0.4 and i is increased to 6.
This means that almost 90% of the speech components can 0.85
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Fig. 6. Typical examples of TFRðf Þ (jH1ðf Þ=H2ðf Þj2) in each frequency
subband.
R. Miyazaki et al. / Signal Processing 102 (2014) 226–239232be regarded as a point source and thus can be blocked by
ICA. In contrast, from Fig. 5(c), which shows the case of a low
input SNR, when the TFR is dropped to 0.4 and i is more than
3, the degree of point-source-likeness is lower than 0.6. Thus,
less than 60% of the speech components can be regarded as a
point source, and this leads to poor noise estimation.
4. Improvement scheme for poor noise estimation
4.1. Channel selection in independent component analysis
In this subsection, we propose a channel selection
strategy in ICA for achieving high accuracy of noise
estimation. As mentioned previously, speech distortion is
subjected to ISNRðf Þ and TFRðf Þ, and the accuracy of noise
estimation is degraded along with speech distortion. Fig. 6
shows typical examples of the TFR. From Fig. 6, we can
confirm that the TFRs in different combinations of micro-
phones are not the same in each frequency subband; at a
specific frequency, one microphone pair has higher TFRðf Þ
than another pair, and vice versa at another frequency.
Thus, we are able to select an appropriate combination of
microphones to obtain a higher TFR.
Therefore, we introduce the channel selection method
into ICA in each frequency subband, where we automati-
cally choose less varied inputs to maintain high accuracy of
noise estimation. Hereafter, we describe the detail of the
channel selection method. First, we calculate the average
power of the observed signal Xkðf ; τÞ at the kth channel as
Eτ½jXkðf ; τÞj2 ¼ Eτ½jSðf ; τÞj2jHkðf Þj2þEτ½jNkðf ; τÞj2: ð37Þ
Here, Eτ½jSðf ; τÞj2 is a constant, and if we assume a diffuse
noise field, Eτ½jNkðf ; τÞj2 is also a constant. Thus, we can
estimate the relative order of jHkðf Þj2 by comparing (37)
for every k.
Next, we sort Eτ½jXkðf ; τÞj2 in descending order and
select the channels corresponding to a high amplitude of
jHkðf Þj2 satisfying the following condition:
max
k
Eτ½jXkðf ; τÞj2  ξrEτ½jXkðf ; τÞj2; ð38Þ
where ξðo1Þ is the threshold for the selection.
Finally, we perform noise estimation based on ICA
using the selected channels in each frequency subband,
and we apply the projection back operation to remove theambiguity of the amplitude and construct the estimated
noise signal.
4.2. Time-variant noise power spectral density estimator
In the previous section, we revealed that the speech
components cannot be regarded as a point source, and
this leads to poor noise estimation in iterative BSSA. To
solve this problem, we introduce a time-variant noise
PSD estimator [13] instead of ICA to improve the noise
estimation accuracy. This method has been developed
for future high-end binaural hearing aids and performs a
prediction of the left noisy signal from the right noisy
signal via the Wiener filter, followed by an auto-PSD of
the difference between the left noisy signal and the
prediction. By applying the noise PSD estimated from
this estimator to (19), we can perform speech extraction.
The procedure of this noise PSD estimator is described in
Appendix.5. Experiments in real world
5.1. Experimental conditions
We conducted objective and subjective evaluation
experiments to confirm the validity of the proposed
methods under the diffuse and nonstationary noise con-
dition. The size of the experimental room was 4:2 3:5
3:0 m3 and the reverberation time was approximately
200 ms. We used a two-, three-, or four-element micro-
phone array with an interelement spacing of 2.15 cm, and
the direction of the target speech was set to be normal to
the array. All the signals used in this experiment were
sampled at 16 kHz with 16-bit accuracy. The DFT size was
1024, and the frame shift length was 256. We used 5 male
and 5 female speakers (one utterance per speaker) as
sources of the original target speech signal. The input SNR
was 5, 0, 5, and 10 dB.5.2. Objective evaluation
We conducted an objective experimental evaluation
under the same NRR condition. First, Figs. 7–10 show the
kurtosis ratio and cepstral distortion obtained from the
experiments with real traffic noise and railway station noise,
where we evaluate 10-dB NRR (i.e., output SNRs¼5, 10, 15,
and 20 dB) signals processed by five conventional methods,
namely, the minimum mean-square error (MMSE) short-
time spectral amplitude (STSA) estimator [19], the Log MMSE
estimator incorporating speech-presence uncertainty [20],
single-channel musical-noise-free iterative spectral subtrac-
tion, the multichannel speech enhancement method inte-
grating the minimum variance beamformer and the Log
MMSE estimator for postfiltering, and BSSA, in addition to
our proposed methods of iterative BSSA (using ICA or a time-
variant noise estimator with/without channel selection).
Here, we did not apply the channel selection method to
the two-microphone case because ICA or time-variant noise
estimation requires at least two-channel signals. Also, we
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Fig. 7. Kurtosis ratio obtained from experiment for traffic noise under 10-dB NRR condition. (a) 4-microphone case, (b) 3-microphone case and (c) 2-
microphone case.
R. Miyazaki et al. / Signal Processing 102 (2014) 226–239 233applied a minimum statistics noise PSD estimator [5] to the
MMSE STSA estimator and musical-noise-free iterative
spectral subtraction, and we use the decision-directed
approach for a priori SNR estimation in the MMSE STSA
estimator and the log MMSE estimator. From Figs. 7 and 9,we can confirm that the iterative BSSA methods outperform
the MMSE STSA estimator, the Log MMSE estimator, and the
conventional BSSA in terms of kurtosis ratio. In particular,
the kurtosis ratios of the proposed methods are mostly
close to 1.0. This means that the proposed iterative methods
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Fig. 8. Cepstral distortion obtained from experiment for traffic noise under 10-dB NRR condition. (a) 4-microphone case, (b) 3-microphone case and (c) 2-
microphone case.
R. Miyazaki et al. / Signal Processing 102 (2014) 226–239234did not generate any musical noise. However, the iterative
BSSA methods lead to greater speech distortion compared
with the conventional BSSA (see Figs. 8 and 10). Therefore,
a trade-off exists between the amount of musical noise
generation and speech distortion in the conventional BSSA
and iterative BSSA methods. This result implies thedisadvantage of iterative BSSA, i.e., large speech distortion,
which has been theoretically predicted in Section 3.3. How-
ever, since the speech distortion of the proposed iterative
BSSAwith channel selection is lower than that of the original
iterative BSSA, we can confirm the validity of the channel
selection method.
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Fig. 9. Kurtosis ratio obtained from experiment for railway station noise under 10-dB NRR condition. (a) 4-microphone case, (b) 3-microphone case and (c)
2-microphone case.
R. Miyazaki et al. / Signal Processing 102 (2014) 226–239 235Next, Fig. 11 shows the cepstral distortion separated
by gender for each type of noise. Note that the cepstral
distortion in Fig. 11 is the average for all input SNRs.From Fig. 11, we cannot confirm a variation in the
cepstral distortion of the proposed method despite the
gender differences.
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R. Miyazaki et al. / Signal Processing 102 (2014) 226–2392365.3. Subjective evaluation
Since we found the above-mentioned trade-off, we
next conducted a subjective evaluation for setting the
performance competition. In the evaluation, we presented
a pair of 10-dB NRR signals processed by the conventional
BSSA and four of our proposed iterative BSSAs (using ICA
or a time-variant noise estimator with/without channel
selection) in random order to 10 examinees, who selectedwhich signal they preferred from the viewpoint of total
sound quality, e.g., less musical noise, less speech distor-
tion, and so forth.
The result of this experiment is shown in Fig. 12 for (a)
traffic noise and (b) railway station noise. It is found that
the output signals of some iterative BSSAs are preferred
to that of the conventional BSSA, indicating the higher
sound quality of the proposed method in terms of human
perception. This result is plausible because humans are
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Fig. 11. Cepstral distortion separated by gender under 10-dB NRR condition. (a) Traffic noise case and (b) railway station noise case.
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R. Miyazaki et al. / Signal Processing 102 (2014) 226–239 237often more sensitive to musical noise than to speech
distortion as indicated in the past studies, e.g., [21].
To visually understand the above-mentioned result,
Fig. 13 shows part of the spectrograms of (a) a clean signal,
(b) an observed signal, (c) a signal extracted by BSSA, and
(d) a signal extracted by iterative BSSA, where the input SNR
is set to 5 dB with real traffic noise and the NRR is 10 dB.
From Fig. 13, it is confirmed that iterative BSSA reduces the
number of isolated components in time-frequency domain
sequences, which is a factor contributing to musical noise,
compared with BSSA. Also, there are no major differences in
the speech components of the clean signal, the signalprocessed by BSSA, and the signal processed by iterative
BSSA; thus, we can conclude that the intelligibility of
iterative BSSA is no less than that of BSSA.
6. Conclusion
In this paper, we addressed a musical-noise-free blind
speech extraction method using a microphone array that
can be applied to nonstationary noise. Firstly, we proposed
iterative BSSA using a new BSSA structure, which gener-
ates almost no musical noise even with increasing noise
reduction performance.
Fig. 13. Spectrogram for (a) clean signal, (b) observed signal, (c) signal
extracted by BSSA, and (d) signal extracted by iterative BSSA.
R. Miyazaki et al. / Signal Processing 102 (2014) 226–239238Secondly, in relation to the proposed method, we dis-
cussed the justification of applying ICA to signals nonlinearly
distorted by SS. We theoretically clarified that the degradation
in ICA-based noise estimation obeys an amplitude variation in
room transfer functions between the target user and micro-
phones. Therefore, we proposed the introduction of a channel
selection strategy in ICA and a time-variant noise PSD
estimator to improve the noise estimation accuracy.
Finally, from the objective evaluation experiments, we
confirmed a trade-off between the amount of musical
noise generation and speech distortion in the conventional
and iterative BSSA. However, in a subjective preference
test, iterative BSSA obtained a higher preference score than
the conventional BSSA. Thus, iterative BSSA is advanta-
geous to the conventional BSSA in terms of sound quality.Acknowledgments
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Appendix A
This appendix provides a brief review of the time-
variant nonlinear noise estimator. For more detailed infor-
mation, Ref. [13] is available.
Let X1ðf ; τÞ and X2ðf ; τÞ be noisy signals received at the
microphones in the time-frequency domain, defined as
X1ðf ; τÞ ¼H1ðf ÞSðf ; τÞþN1ðf ; τÞ; ð39Þ
X2ðf ; τÞ ¼H2ðf ÞSðf ; τÞþN2ðf ; τÞ; ð40Þ
where H1ðf Þ and H2ðf Þ are the transfer functions from the
target signal position to each microphone. Next, the auto-
power PSDs in each microphone, Γ11ðf Þ and Γ22ðf Þ, can be
expressed as follows:
Γ11ðf ; τÞ ¼ jH1ðf Þj2ΓSSðf ; τÞþΓNNðf ; τÞ; ð41Þ
Γ22ðf ; τÞ ¼ jH2ðf Þj2ΓSSðf ; τÞþΓNNðf ; τÞ; ð42Þ
where ΓSSðf ; τÞ is the PSD of the target speech signal
and ΓNNðf ; τÞ is the PSD of the noise signal. In this paper,
we assume that the left and right noise PSDs are approxi-
mately the same, i.e., ΓN1N1 ðf ; τÞCΓN2N2 ðf ; τÞCΓNNðf ; τÞ.
Next, we consider the Wiener solution between the left
and right transfer functions, which is defined as
HW f ; τð Þ ¼
Γ12ðf ; τÞ
Γ22ðf ; τÞ
; ð43Þ
where Γ12ðf Þ is the cross-PSD between the left and right
noisy signals. The cross-PSD expression then becomes
Γ12ðf ; τÞ ¼ ΓSSðf ; τÞH1ðf ÞHn2ðf Þ: ð44Þ
Therefore, substituting (44) into (43) yields
HW f ; τð Þ ¼
ΓSSðf ; τÞH1ðf ÞHn2ðf Þ
Γ22ðf ; τÞ
: ð45Þ
Furthermore, using (41) and (42), the squared magnitude
response of the Wiener solution in (45) can also be
expressed as
jHW f ; τð Þj2 ¼
ðΓ11ðf ; τÞΓNNðf ; τÞÞðΓ22ðf ; τÞΓNNðf ; τÞÞ
Γ222ðf ; τÞ
: ð46Þ
Eq. (46) is rearranged into the following quadratic equa-
tion:
Γ2NNðf ; τÞΓNNðf ; τÞðΓ11ðf ; τÞþΓ22ðf ; τÞÞ
þΓEEðf ; τÞΓ22ðf ; τÞ ¼ 0; ð47Þ
where
ΓEEðf ; τÞ ¼ Γ11ðf ; τÞΓ22ðf ; τÞjHWðf Þj2: ð48Þ
R. Miyazaki et al. / Signal Processing 102 (2014) 226–239 239Consequently, the noise PSD ΓNNðf Þ can be estimated by
solving the quadratic equation in (47) as follows:
ΓNN f ; τð Þ ¼ 12 Γ11ðf ; τÞþΓ22ðf ; τÞð ÞΓavg f ; τð Þ; ð49Þ
Γavg f ; τð Þ ¼ 12 fðΓ11ðf ; τÞþΓ22ðf ; τÞÞ24ΓEEðf ; τÞΓ22ðf ; τÞg
0:5
: ð50Þ
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