Cloud computing paradigms have been introduced to provide increased scalability, cost effectiveness, and reliability for end-user services. These service models allows users to outsource infrastructure build-outs and instead purchase variable amounts of computational and storage capacity in a flexible "pay-as-you-go" manner. Now various types of cloud service models have been proposed to date, including infrastructure as a service (IaaS), platform as a service (PaaS), software as a service (SaaS), etc [1] . As these offerings gain traction, there is a growing need to distribute operation over multiple data-center sites interconnected by substrate networks [1] . Hence the concept of network virtualization is very applicable here as it allows operators to support multiple virtual networks (VN) for clients over common physical networking/computing/storage substrates [2]. Now the key issue in VN design is to "map" VN requests over physical infrastructures. Namely, each VN node requires certain computing and storage resources to run its users' applications. Similarly, each VN edge requires certain bandwidth capacity levels to support communication between the VN nodes. Hence the VN mapping problem requires operators to carefully manage their underlying node and link resources and map VN nodes to physical substrate data-center nodes/sites and VN links to underlying connections. From an operational perspective, the common objectives here can include revenue maximization or cost reduction.
there is a pressing need to develop more capable solutions. It is here that the topic of survivable VN mapping design is of key interest. However, only a handful of studies have addressed this area today. For example, [9] - [13] look at VN mapping design for single link failures, whereas [14] - [15] look at singe node failures. However, these solutions are clearly ineffective against larger regional stressors yielding multiple faults. Hence [16] and [17] present further strategies for survivable VN mapping design under regional failures. However, these approaches compute backup VN mappings for all potential failure scenarios and yield very high resource usages. As a result further innovations are required in this space.
To address these concerns, this paper proposes a novel failure region-disjoint VN mapping scheme. The work follows a similar approach to shared risk link group (SRLG) protection schemes for regular point-to-point connections [18] . Namely, working and protection VN mappings are computed for each request to ensure that they are failure region disjoint, i.e., guarantee recovery from a single regional event. To achieve this at the VN level, a failure region group based mapping (FRGBM) mapping scheme is proposed, which divides failure regions into two fixed groups and only allows the working mapping to use resources in one of these groups. However, as this solution only provisions two VN mappings, it can yield lower blocking (higher revenue) than other strategies. This paper is organized as follows. First, Section II surveys the existing work in VN mapping and survivability design. Next, Section III presents the overall network model and its objectives. Section IV then details the FRGBM scheme along with simulation results in Section V. Finally, conclusions future work directions are presented in Section VI.
II. BACKGROUND
VN mapping has been studied using both optimization and heuristic techniques [3] [4] [5] [6] [7] . Namely, most optimization studies have used mixed integer linear programming (MILP) to minimize resource usage or maximize revenue [5] , [14] , [17] . However as these models pose high intractability, VN mapping heuristics have also been proposed. These latter schemes can be classified into two types, separate node/link mapping (two-stage) and joint node/link mapping (singlestage). The former types first map all VN nodes to substrate nodes and then map VN links. Conversely, the latter types map a VN node and all its VN links before mapping the next VN node [6] , [7] , yielding better efficiency and lower blocking.
Now from a survivability perspective, point-to-point connection protection is a well-studied topic, and recent efforts have also looked at multi-failure recovery [19] , [20] . Building on this, survivable VN mapping has also been studied, i.e., for single link failures [9] - [13] and single node failures [14] - [15] . For example, [10] , [11] , [13] handle substrate link failures by computing link disjoint path pairs for each VN link. Meanwhile, [12] computes detour routes for each substrate link. Also, [14] and [15] look at single node failures and propose 1-redundant and k-redundant solutions. The former schemes use one backup node to protect all VN nodes (which can give node congestion), whereas the latter schemes provide k backup nodes to help balance the recovery.
Others have also looked at VN recovery under multiple substrate node/link failures from large regional stressors [16] , [17] . Here multiple backup mappings are computed for each failure region and then sharing is used to condense usages (assuming mutually-exclusive failures). A MILP formulation is also proposed, and two relaxation solutions are presented using Lagrangian and decomposition rounding. Next, a heuristic solution is tabled, termed as separate optimization with unconstrained mapping (SOUM), based upon singlestage mapping to compute working/protection VN mappings. Another incremental optimization with constrained mapping (IOCM) heuristic is also outlined to incrementally provision backup resources for each failure region. In general, however, these schemes will yield high resource consumption if there are many dispersed failure regions. As a result, the effort herein motivates a more scalable region-disjoint strategy.
III. NETWORK MODEL
The overall network model/notation for the cloud VN service mapping problem is now presented.
A. Substrate Network
A base network substrate is given by an undirected graph 
C. Regional Failures
In general, it is safe to assume a finite number of mutuallyexclusive failure regions in time, i.e., no concurrent stressors. These regions are given by the set U, where a failure region u U spans one or more substrate nodes/links, denoted by
Note that a node failure will cause all adjacent substrate links to fail. Along these lines, Figure 1 shows 5 failure regions in a 27-node network.
D. Survivable VN Mappings
Survivable VN design requires added protection mappings to handle working VN node/link failures. Hence first consider the case of regular working VN mapping. Here VN nodes must be assigned to different substrate nodes and VN links routed over connection paths in the substrate network. Hence let the VN node-to-substrate node mapping be denoted by the pair <v v ,v s >, i.e., VN node v v mapped to substrate node v s . Next, consider protection mapping design. Here, if a VN node is mapped (in working mapping) to a substrate node in a given failure region, then a protection substrate node for this node must be found outside the failure region. Since a regional event can yield multiple substrate node/link failures, more than one VN node can fail here. Hence a sufficient set of backup substrate nodes must be provisioned, and these will also require extra VN links to connect to neighboring VN nodes. However, since neighboring VN nodes may also fall in the same failure region, backup VN links may end up connecting backup VN nodes instead of a backup VN node and its neighboring VN node. This will lead to increased resource inefficiency. As the above approach has many complexities, [16] details another solution to compute multiple VN protection mappings, each to avoid a given failure region. Since this yields high usages, sharing is done between these mappings to lower costs. For example, Figure 2 shows VN request G v 1 with a working mapping {<a,A>,<b,B>,<c,C>} and protection mapping {<a',C>,<b',D>,<c',F>}. Since substrate link (C, D) is used by both mappings, it can be shared by both VNs. Substrate node resources can also be shared at substrate node C which resides in both mappings. However, computing separate mappings for each failure region is bound to increase resource usage. Hence the solution in Section IV presents a more efficient alternative.
E. Objectives
VN mapping operations must achieve good resource efficiency in the substrate network, i.e., to maximize revenues [2] , [7] . Along these lines, the revenue from provisioning a VN request is formulated akin to [7] as: (1) where is the fraction of revenue from node resources, is the revenue for a unit of bandwidth, and is the revenue for a unit of node resource. Hence the cost of accepting a VN is: (2) where is the fraction of node resource cost, is the bandwidth allocated on substrate link e s , and is the amount of node resources allocated in substrate node v s (and and are detailed in Section III.A). Note that this formulation is different from the non-survivable VN mapping scheme in [7] , i.e., as the bandwidth/node resource cost for a substrate link/node in Eq. (2) is not directly related to a VN link/node. Specifically, survivable VN mappings also require protection link bandwidth/node resources and resource sharing is also implemented here. Hence substrate resource allocations are only done after computing a survivable mapping.
Next, the long-term operator revenue is defined as [7] :
where is the i-th VN request, is set of accepted requests, and T is the run time. Long-term average cost is also defined as: (4) However, in order to better model network operator profit the net revenue is also defined here:
IV. FAILURE REGION DISJOINT MAPPING DESIGN
A novel VN mapping survivability scheme is now proposed. The solution computes two separate failure region-disjoint VN mappings for each incoming request, denoted by Z 1 (working) and Z 2 (protection), respectively. As this approach essentially runs two non-survivable VN mapping computations, it can use of any existing VN mapping schemes (Section II). Hence the non-survivable virtual infrastructure mapping (NSVIM) algorithm from [16] , [17] is chosen. This is done as the authors also subsequently leverage the NSVIM algorithm to develop their own survivable mapping solutions. Consider the details. 
A. Non-Survivable VN Mapping
The NSVIM algorithm [16] is an iterative single-stage solution which maps each VN node and its attached VN links (substrate connections) in each step. This scheme is listed in Figure 3 and tries to minimize cost. Consider the details.
The scheme defines two sets for grouping mapped and unmapped VN nodes, MVN and UMVN, respectively. Two other sets are also defined for the allocated and unallocated substrate nodes, i.e. , ASN and UASN (v v ) is the maximum bandwidth requirement between v v and the set of all VN nodes that are adjacent to v v in G v . These adjacent nodes are also denoted by the set adj(v v ). After is built, a substrate node with minimum cost is selected as: adj(v v ). Overall, this introduces a "lookahead" capability and prevents premature mapping to low cost substrate nodes or links. This feature is beneficial as NSVIM is a greedy scheme.
B. Failure Region Group Based Mapping (FRGBM)
A survivable failure region group based mapping (FRGBM) is now developed using NSVIM. This scheme partitions failure regions in U into two groups, and , to increase connectivity and node degree between the working/ protection mappings. This solution is shown in Figure 4 and now detailed.
Overall, there are |U| 2 possible ways to separate |U| failure regions into two groups, denoted by W. For each partition w W, all failure regions can be divided into two groups, and . Also, all failure regions belonging to can be pruned and the connected subgraph S w 1 with maximal connectivity in the residual graph determined via a bread-first search for each node. Here the connectivity number of S w 1 is denoted as m w 1 and the average node degree number n w 1 is also computed for S w 1 . One can also compute to obtain the S w 2 , m w 2 and n w 2 values. Now since FRGBM computes two failure region-disjoint mappings, both and should have high connectivity and node degree. Hence, let m w and n w be the smaller values among m w 1 , m w 2 and n w 1 , n w 2 respectively. Using this, the partitions w W are sorted according to connectivity m w in descending order. To avoid selecting a S w 1 or S w 2 with a linear or banding shape, however, node degree is also considered. Hence a subset W' of W is selected as the top one third w in W according to the previous sorting result. Then all w W' are sorted in descending order again according to n w and the best partition w in W' is selected as the final grouping. Note that the and groups are only computed once at start up, i.e., static.
Next, the FRGBM scheme is shown in Figure 5 and starts by pruning all failure regions in . A variation of the NSVIM scheme (Section IV.A) is then used to map the working VN in the substrate, termed connectivity-aware NSVIM (C-NSVIM). The regions are then restored and those from pruned to compute the protection mapping (via C-NSVIM). Now the key difference between NSVIM and C-NSVIM is an added constraint for computing the node list, . Here the maximum connectivity of a candidate node is also checked in addition to node resource and adjacent link bandwidth constraints. This prevents VN nodes from being mapped to areas isolated by pruned failure regions. For example, if the failure regions u 0 and u 1 in Figure 1 belong to the same group ( or ) and are pruned during computation, then substrate nodes v s 15 and v s 23 will be not feasible for mapping VN requests with three or more nodes, i.e., since v s 15 and v s 23 will become isolated after pruning. Hence if the maximum connectivity, , of a substrate node is less than the number of VN nodes in the request, this node is not considered as a candidate. Note that the substrate node connectivity after pruning or is fixed since these sets are computed at startup. Also, substrate node and link bandwidth resources can be shared between the working/ protection VN mappings since stressors are mutually-exclusive. Hence a new data structure is introduced to record substrate node resources and bandwidth allocations for each mapping (i.e., Z i in Step 6, Figure 5 ). Sharing is then done by selecting the maximum resource usage in the respective substrate node/link in the two mappings (Step 9, Figure 5 ). 
V. PERFORMANCE EVALUATION
The survivable VN mapping schemes are tested using the OPNET Modeler TM tool for a 27-node network with 5 failure regions, Figure 1 . All substrate nodes have 100 units of capacity and all substrate links have 10,000 units of bandwidth. VN requests are varied between 4-7 nodes and average VN node degrees are 2.6. Also, the average requested VN node capacity is uniformly distributed from 1-10 units and the average requested VN link capacity is uniformly distributed from 50-1,000 units. Requests have exponential holding and inter-arrival times, with means and , respectively. Here, a value of =600 time units is used and is varied per load. Meanwhile, load is measured using a modified Erlang metric that takes into account the number of links in the VN, i.e., product of average number of VN links and / . The SOUM and IOCM schemes [16] are also tested and all runs are done with 100,000 requests. Finally, stressor events are randomly triggered after about 1,000 requests and the results averaged.
A. Blocking Rates
Initial tests measure VN request blocking rates, Figure 6a , and show that the FRGBM scheme gives the lowest blocking, e.g., 65% lower than SOUM at low-medium loads. This is due to the fact that the FRGBM approach is more judicious than other schemes which try to provision for every failure region.
B. Long Term Revenue
Long term revenues are also plotted in Figure 6b and again show superior performance with the FRGBM scheme. For example this approach gives almost 18% more revenue than SOUM at high loads. Note also that revenue discrepancies also decrease with load since request blocking rates are lower.
C. Long Term Cost
Long term costs are plotted in Figure 7a . Here, the FRGBM scheme gives notably lower costs, even though it accepts more cloud VN overlay requests (which in turn can lead to additional resource consumption).
D. Net Revenue
Net revenues from Eq. (5) are then plotted in Figure 7b and clearly show the best results with the FRGBM scheme. For example, this scheme gives over 5 times more revenue than SOUM at high loads. These results validate the gains of using failure region-disjoint mapping strategies. As noted earlier, net revenues also decrease with traffic load, i.e., akin to Figure 6b .
E. Failed VN Number and Total VN Node Migration
The final tests plot the number of failed cloud VN overlays in Figure 8a and show that the FRGBM scheme is the most robust (i.e., as it groups failure regions and prevents working mappings from spanning too many regions). The FRGBM scheme also gives lower post-failure VN node migrations than the SOUM scheme, as shown in Figure 8b . However, the IOCM scheme gives the absolute lowest number of post-fault migrations as it is an incremental algorithm.
VI. CONCLUSIONS & FUTURE WORK
This paper studies virtual network survivability for largescale regional multi-failure events. A novel failure regiondisjoint solution is proposed using a heuristic approach to compute efficient working/protection mappings. Simulations show that failure region-disjoint schemes give lower blocking and higher revenues as well as lower long-term costs (versus existing survivable VN schemes). The proposed heuristics also yield lower migration overheads during failure recovery. Future efforts are looking at more dynamic grouping schemes.
