In book II of Newton's Principia Mathematica of 1687 several applicative problems are introduced and solved. There, we can find the formulation of the first calculus of variations problem that leads to the first free boundary problem of history. The general calculus of variations problem is concerned with the optimal shape design for the motion of projectiles subject to air resistance. Here, for Newton's optimal nose cone free boundary problem, we define a non-iterative initial value method which is referred in literature as transformation method. To define this method we apply invariance properties of Newton's free boundary problem under a scaling group of point transformations. Finally, we compare our non-iterative numerical results with those available in literature and obtained via an iterative shooting 1 method. We emphasize that our non-iterative method is faster than shooting or collocation methods and does not need any preliminary computation to test the target function as the iterative method or even provide any initial iterate. Moreover, applying Buckingham Pi-Theorem we get the functional relation between the unknown free boundary and the nose cone radius and height.
Introduction
In book II of Newton's Principia Mathematica of 1687 several applicative problems are introduced and solved. There, we can find the first calculus of variations problem, predating the brachistochrone problem of the 1690s, that leads to the first free boundary problem of history. The general calculus of variations problem is concerned with the optimal shape design for the motion of projectiles subject to air resistance, see Edwards [11] . Figure 1 shows a projectile shaped like a bullet with a nose cone having radius r and height h; here x and y are Cartesian coordinates. This nose cone is a surface of revolution determined by the plane curve y = y(x). The term "nose cone" refers to the generic shape and not necessarily an actual "cone". On the basis of reasonable assumptions on the air resistance, Newton established that the air resistance force F acting to the projectile moving at a velocity v is given by
where ρ is the density of the air, and the fundamental parameter k, indicated as the drag coefficient, is given by the formula
This model is based on the assumption of gas flows as independent movement of non-interacting mass particles, which hit the projectile shape and change their momentum. The absence of particle interactions is in contradiction to laminar and turbulent flow models, which are preferred for dense fluids. Thus, Newton model is only useful for three occasions: motion in low pressure gas, generating of good tasks for the calculus of variation and providing the first example of a free boundary problem.
Usually, given a specific configuration of the bullet researchers compute the reduced drag coefficient k * = k/πr 2 instead of k, and in table 1 we report the results concerning several nose cone shapes investigated by Newton. It is interesting to realize that a rounded hemisphere and a pointed cone provide the same value k * = 1/2. The paraboloid, with y(1) = 1, yields a smaller value. For the conical frustum the function y(x) is a straight segment forming an angle θ with the x-axis. The optimally angled flat-tipped conical frustum offers least air resistance when tan 2θ = 2. Newton's optimal nose cone is defined by the solution of a free boundary problem, to be discussed and solved numerically in the next sec- Newton's optimal nose cone 0.3748 tions. Newton's flat-tipped frustum offers less air resistance than all of the simple shapes. There are two competing effects: the flat tip has large air resistance but it allows the nose cone to have steeper sides, which reduces the air resistance.
For over 300 years, Newton's solution stood as the minimizer but it is only the radially-symmetric flat-tipped minimizer. A radially-symmetric nose cone with indented tip results in a smaller value of k * , that is k * = 0.29519, that Newton's optimal value, see Gallant [20] .
Landau [23] was the first to point out that free boundary problems are always non-linear. Therefore, this kind of problems are often solved numerically.
Moreover, normally free boundary problems are transformed into boundary value problems (BVPs), see Ascher et al. [2] or [1, p. 471] . In this context, sometimes, it is possible to solve a given free boundary problem non-iteratively, see the survey by [14] , whereas BVPs are usually solved iteratively.
Here, for Newton's free boundary problem optimal nose cone, we define a non-iterative initial value method which is referred in literature as non-iterative transformation method (ITM). Indeed, non-ITMs can be defined within Lie's group invariance theory. As far as group invariance theory is concerned, we refer to Bluman and Cole [5] , Bluman and Kumei [6] , Barenblatt [3] , or Dresner [10] .
The first application of a non-ITM to a free boundary problem was given by Fazio and Evans [16] . In the past, the main drawback of non-ITMs was that they were considered not widely applicable: see the critical considerations by Fox et al. [19] In relation to the transformation of free boundary problems to initial value problems (IVPs), it is also possible to define an iterative extension of the TM which is always applicable [12, 13, 15] .
Newton's free boundary problem
In [11] Edwards exploits modern computer algebra tools to explore the origin and meaning of Newton's nose cone problem. In figure 2 we show the physical setup for Newton's optimal flat-tip projectile shape. Newton's intuition was that the optimal nose cone of least resistance would have a flat circular tip joined to the cylindrical body by a curvilinear band. In this particular case, the value of the reduced drag coefficient can be computed by
But, what should be the radius a of the flat tip and what should be the shape y = y(x) of the arc generating this optimal band by revolution around the y-axis?
Nowadays, we would regard this as a calculus of variations problem, complicated by a variable midpoint condition, and proceed to set up the appropriate Euler-
where we have used Newton's dot notation for the first derivative and
Therefore, we get the free BVP
where the boundary condition on the derivative at x = a means that the tangent to the arc y(x) at a has the same direction of y = x, the other two boundary conditions comes from the geometrical configuration of the projectile, and a, the length of the frustum, is the unknown free boundary. The second order ordinary differential problem (6) is Newton's optimal free boundary problem.
Scaling invariance and a non-ITM
Let us define a non-ITM for the numerical solution of Newton's free boundary problem. The governing differential equation and the two free boundary values in (6) are invariant under the scaling group of point transformation
where λ is the group parameter. Moreover, the end-point condition in (6), the condition at x = r, is not invariant with respect to (7) . Using the invariance properties, we can define the following non-iterative algorithm for the numerical solution of
Newton's optimal free boundary problem (6) 1. Input a * > 0, r > 0 and h > 0.
Solve the auxiliary IVP
where r * is defined implicitly by the condition
4. Rescale the numerical solution to get y(x) and dy dx (x) according to (7) , that is
in particular we find that
and rescale the free boundary
In order to apply the condition (9) we can use an event locator. A simple event locator is defined below. We integrate the auxiliary IVP (8) until we get at a mesh point x * k where x * k < r y * k /h, then, we repeat the last step with the smaller step size given by
In defining the last step size in equation (14), we apply a first order (linear) Taylor formula at x * k where we have replaced the first derivative with a backward finite difference approximation. Let us remark here, that the more recent versions of MATLAB allow to define a problem related event locator since they have a build in event locator algorithm.
Numerical results
Let us consider first a specific problem and fix the values r = h = 1 used by Newton and by Edwards [11] . For the numerical solution of the auxiliary IVP (8) we used a uniform grid, with ∆x * = 0.001 and a * = 0.5, and applied a second order Heun method (RK2) [21] , the classical fourth order Runge-Kutta method (RK4) [26, 22] [11] . He applied a shooting method using NDSolve, the numerical IVP solver of the Mathematica PSE, and the root-finder implemented in the MATLAB ODE suite written by Samphine and Reichelt [29] , with the accuracy and adaptivity parameters defined by default. As far as the shooting method is concerned, we implemented both the bisection and the secant root-finder, along with the simple termination criterion
to find a zero of the implicit function
where a has been indicated as a parameter for the IVP solver. The condition (15) was meet by the bisection method after 22 iterations and by the secant method af- The numerical results, reported in table 2, show that we are able to get an accurate numerical approximation of the solution of (6) noniteratively. We remark that our non-ITM is at least seven times faster the the shooting method used by Edwards [11] . Moreover, the selected starting values bracket the zero of the implicit function (16), one of them, namely a 0 = 0.5 is an obvious choice, but why not take also a 1 = 0.25 or a 1 = 0.75? As it is easily seen, when using a shooting method, a few trial computations should be considered in order to get suitable values of the starting values and usually are worthwhile. On the other hand, by using the non-ITM we can forget about choosing any starting iterate. Let us notice that, for the application of the non-ITM, we were not able to consider the value a * = 0 because the governing differential equation of the auxiliary IVP (8) has a singularity at x * = 0. In any way, the proposed method is independent on the choice of a * , and, in fact, comparable numerical results have been obtained by setting a * = 1.
In figure 3 we plot the numerical solution of the initial value problem (8), obtained by RK6 with ∆x * = 0.02, as well as the rescaled solution for the free boundary problem (6) . From figure 3 it is hardly possible to notice how the last step, ∆x * u ≈ 0.0023, is smaller with respect to the previous ones. As far as different values of r and h are concerned, it is evident that a = a(r, h) and applying Buckingham Pi-Theorem [7, 8] we get the functional form
In fact, we have here three length quantities but only one independent fundamental dimensional unit so that we can introduce two a-dimensional quantities: a/h and r/h. Moreover, we notice that (17) has to be invariant with respect to the considered scaling invariance. In fact, under the scaling group ( as follows
and, therefore,
This means that: if the value of f is known for a fixed value of the ratio r/h, then it is a simple matter to compute the corresponding value of a by multiplying h by this value of f . Without lost of generality, we can take a length special unit defined by setting h = 1. In this way we get the simpler relation a = f (r). Figure 4 shows the behaviour of this function along with the parabola 0.3r 2 plotted for comparison. The coefficient 0.3 is approximately the value that allows the last computed point, corresponding to r = 2, to belong to the parabola. It is surprising to recognize that also the first point, for r = 0.2 seems to belong approximately to the same parabola. The results plotted in figure 4 are in agreement with our intuition because as r goes to zero we would expect that also a goes to zero.
On account of the scaling invariance (7), and by using the two invariants
we can reduce Newton's differential equation to a first order one, namely
It turns out that equation (21) can be solved in closed form
where C is an arbitrary constant. If we substitute the invariants expressions (20) into (22), then we get a further first order differential equation, in the x and y(x)
variables, whose solution is the general solution of the original second order differential equation. Unfortunately, to solve this last first order differential equation seems to be a formidable task. However, as we have seen in the previous section, the scaling invariance of a mathematical model can be used also to provide a simple way to get a numerical solution.
In the above context, in this paper we have defined a non-ITM for the numerical solution of Newton's free boundary problem (6) . The obtained numerical result clearly indicate that this is an accurate and efficient way to deal with a problem of this kind. Naturally, the proposed non-ITM can be applied also to other free boundary problems as discussed in [16, 14] . In particular, the class of free boundary problems 
where δ is a non-zero parameter. It is a simple matter to verify that Newton's free boundary problem (6) belongs to (23) . Of course, different classes of free boundary problems can be characterized by imposing the invariance with respect to other groups of point transformations, e.g. the spiral [18] or the translation group [17] .
