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Let R be a commutative ring with 1, let R〈X1, . . . , Xn〉/I be the polynomial algebra in the n ≥ 4
noncommuting variables X1, . . . , Xn over R modulo the set of commutator relations I = {(X1 +· · ·+
Xn) ∗ Xi = Xi ∗ (X1+· · ·+ Xn) | 1 ≤ i ≤ n}. Furthermore, let G be an arbitrary group of permutations
operating on the indeterminates X1, . . . , Xn , and let R〈X1, . . . , Xn〉G/I be the R-algebra of G-invariant
polynomials in R〈X1, . . . , Xn〉/I . The firs part of this paper is about an algorithm, which computes a
representation for any f ∈ R〈X1, . . . , Xn〉G/I as a polynomial in multilinear G-invariant polynomials,
i.e., the maximal variable degree of the generators of R〈X1, . . . , Xn〉G/I is at most 1. The algorithm
works for any ring R and for any permutation group G. In addition, we present a bound for the number
of necessary generators for the representation of all G-invariant polynomials in R〈X1, . . . , Xn〉G/I with
a total degree of at most d. The second part contains a firs but promising analysis of G-invariant
polynomials of solvable polynomial rings. C© 2002 Elsevier Science (USA)
Key Words: noncommutative invariant theory; polynomial invariant; permutation group; generator;
degree bound; rewriting technique; solvable polynomial ring.
0. INTRODUCTION
In [7], an algorithm for computing bases for polynomial invariants of permutation groups G was
introduced. This rewriting technique represents any G-invariant polynomial f ∈ R[X1, . . . , Xn]G as a
finit linear combination of special G-invariant orbits with symmetric polynomials as coefficients The
algorithm works independent of the ring R and the total degree of the special G-invariant orbits is at
most n(n − 1)/2 [27].
Subsequent papers have studied the algorithmic properties of the reduction approach and fast rewriting
techniques [11], and the representation itself [10]. The reduction technique was also integrated in a
Gro¨bner-bases-like completion scheme [8]. Recently, the invariant package ofMAS [9, 19]was released,
and a comprehensive analysis and comparison with SAGBI bases [17, 29] for R[X1, . . . , Xn]G was
done w.r.t. the lexicographical order [12]. However, many questions in the periphery of this rewriting
technique are still open, e.g., what other similar applications, might be or the existence and possible
construction of invariant rings of conjugates of permutation groups with finit SAGBI bases w.r.t. some
admissible order [13, 18].
The goal of this paper is to investigate polynomial invariants of permutation groups in a non-
commutative situation. Almkvist’s survey paper [1] compares commutative [3, 32, 33] and non-
commutative [6, 36] (classical [35, 37]) invariant theory for finit as well as for infinit matrix groups,
respectively. Some of the problems and which are solved (at least for certain coefficien field K ) are,
e.g., the computation of Hilbert series and the problem when the invariant ring is finitel generated and
when it is a free polynomial algebra. Several noncommutative analogies of symmetric functions [22]
were introduced and studied in [4].
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In contrary to the commutative case, R〈X1, . . . , Xn〉G is f nitely generated only for the trivial per-
mutation group G = {id}. This paper shows in a case study that it is possible to construct an inf nite set
B of generators for R〈X1, . . . , Xn〉G/I such that all polynomials in B have a maximal variable degree of
at most 1, whenever n ≥ 4 and
I = {(X1 + · · · + Xn) ∗ Xi = Xi ∗ (X1 + · · · + Xn) | 1 ≤ i ≤ n}. (1)
In this situation we are able to compute a multilinear basis for any R〈X1, . . . , Xn〉G/I independent
of the ring R and the permutation group G. Such a multilinear basis result exists in the commu-
tative situation only for polynomial invariants of the symmetric group (cf. [2]) and some variants
thereof. This result is false without additional commutator relations, because it can be easily verif ed
that, e.g., f = X1 ∗ X23 ∗ X5+ X2 ∗ X23 ∗ X4 ∈ R〈X1, . . . , X5〉{〈(12)(45)〉} has no such multilinear represen-
tation.
R〈X1, . . . , Xn〉/I with n ≥ 4 is, of course, not the only possible noncommutative polynomial ring.
In the second part, we present a f rst analysis of G-invariant polynomials of solvable polynomial rings;
these ringswere introduced and studied in [5, 16, 20]. The effects of the group actions on the commutator
relations are demonstrated on various examples.
The plan of this note is as follows: We brief y summarize our notation at the end of this section.
Section 1 def nes and investigates very simple noncommutative G-invariant polynomials which play a
key role for our rewriting technique described in Section 2. In addition, Section 2 contains some imple-
mentation issues and complexity result for our algorithm, and Section 3 presents a bound for the nec-
essary number of generators for the representation of all G-invariant polynomials in R〈X1, . . . , Xn〉G/I
with a total degree of at most d . Section 4 deals with solvable polynomial invariant rings, which
seem to have much better properties than R〈X1, . . . , Xn〉G/I , and f nally, Section 5 contains our
conclusion.
Notation. N and Q denote the natural and rational numbers, respectively. Let R be a commu-
tative ring with 1, let K be a f eld, and let G be a subgroup of permutations operating on the in-
determinates X1, . . . , Xn . R[X1, . . . , Xn] is the polynomial algebra in n commuting variables, and
R〈X1, . . . , Xn〉/I is the polynomial algebra in n ≥ 4 noncommuting variables together with the com-
mutator relations given by Eq. (1). “·” (“∗”) denotes the commutative (noncommutative) multiplication
in R[X1, . . . , Xn] (R〈X1, . . . , Xn〉/I ). G acts on both R[X1, . . . , Xn] and R〈X1, . . . , Xn〉/I in a nat-
ural way. We def ne the R-algebra of G-invariant polynomials R[X1, . . . , Xn]G (R〈X1, . . . , Xn〉G/I :=
(R〈X1, . . . , Xn〉/I )G) as the polynomials f ∈ R[X1, . . . , Xn] ( f ∈ R〈X1, . . . , Xn〉/I ) that are left-
invariant by G; i.e.,
f (X1, . . . , Xn)= f (π (X1), . . . , π(Xn))
for all π ∈ G. Sn denotes the symmetric group (|Sn| = n!) and An the alternating group (|An| = n!/2).
Throughout this paper we f x the lexicographical order <lex on the set of terms T of R[X1, . . . , Xn]
and R〈X1, . . . , Xn〉/I , respectively. t1 >lex t2 is def ned as usual for R[X1, . . . , Xn] (cf. [2]) and as
follows for R〈X1, . . . , Xn〉/I :
DEFINITION 0.1. Let X1 >lex · · · >lex Xn , and let t1 = Xei1i1 ∗ X
ei2
i2 ∗ · · · and t2 = X
d j1
j1 ∗ X
d j2
j2 ∗ · · ·
be terms in R〈X1, . . . , Xn〉/I . Then t1 >lex t2 if there exists a k such that either Xil = X jl
and eil = dil for 1≤ l < k and Xik > X jk , or Xil = X jl and eil = dil for 1≤ l < k, Xik = X jk , and
eik > d jk .
Note that <lex is not well founded on T in R〈X1, . . . , Xn〉/I , but suitable for our noncommu-
tative methods, which always use only a f nite subset of T during the computation. H T ( f ) and
HC( f ) denote the highest term and the coeff cient of the highest term of a polynomial f w.r.t. <lex,
respectively.
It is not diff cult to verify that R[X1, . . . , Xn]= R〈X1, . . . , Xn〉/I for n ≤ 3. The following lemma
makes sure that we have a different situation for n ≥ 4.
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LEMMA 0.1. R〈X1, . . . , Xn〉/I is a noncommutative polynomial ring for n ≥ 4.
Proof. The set I contains n independent equations involving n(n −1) products of variables Xi ∗ X j
with 1 ≤ i, j ≤ n, and i = j . Because n < n(n − 1)/2 for n ≥ 4, it follows that there is no possibility
to derive n(n − 1)/2 equations Xi ∗ X j = X j ∗ Xi with 1 ≤ i < j ≤ n. Hence, R〈X1, . . . , Xn〉/I must
be noncommutative. 
Therefore, we assume n ≥ 4 in Sections 1, 2, and 3.
1. PERMUTATION INVARIANT ORBIT POLYNOMIALS
DEFINITION 1.1. The noncommutative G-invariant orbit of t is—totally similar to the commutative
case [7]—def ned as orbitG(t)=
∑
s∈{π (t)|π∈G} s. Note that the coeff cient of any term in orbitG(t) is
equal to 1.
LEMMA 1.1. Let t1, t2 ∈ T . Then either orbitG(t1)= orbitG(t2) or T (orbitG(t1))∩ T (orbitG(t2))= ∅.
Any f ∈ R〈X1, . . . , Xn〉G/I is a finite R-linear combination of G-invariant orbits, and especially,
any Sn-invariant orbit is a sum of not more than n!/|G| G-invariant orbits. In addition, we have
R〈X1, . . . , Xn〉G1/I ⊆ R〈X1, . . . , Xn〉G2/I , if G2 ⊆ G1.
Proof. This is a consequence of Def nition 1.1. 
DEFINITION 1.2. Let t = Xe j1j1 ∗ · · · ∗ X
e jl
jl with l ∈ N. Then t is called multilinear if {e j1 , . . . , e jl } ⊆
{0, 1}. The total and maximal variable degree of t is ∑li=1 e ji and max{e j1 , . . . , e jl }, resp-
ectively.
Themaximal variable degree of amultilinear term is at most 1. Of course, any variable in amultilinear
term may have multiple linear occurrences. Any G-invariant orbit generated by a multilinear term
consists entirely of multilinear terms.
LEMMA 1.2. Let γnd (δnd ) be the number of multilinear terms in R〈X1, . . . , Xn〉/I with a to-
tal degree (of at most) d. Then we have γn0 = 1, γnd = n(n − 1)d−1 for d ≥ 1, and furthermore,
δnd = n ((n − 1)d − 1)/(n − 2) + 1.
Proof. The case d = 0 is obvious. Let d ≥ 1, and let t = Xi1 ∗ · · · ∗ Xid with Xi j ∈ {X1, . . . , Xn}
for 1 ≤ j ≤ d . We have Xi1 ∈ {X1, . . . , Xn} and Xi j ∈ {X1, . . . , Xn} \ {Xi j−1} for 2 ≤ j ≤ d; i.e.,
γnd = n(n − 1)d−1. Furthermore, we have δnd =
∑d
k=0 γnk , which immediately implies the second part
of the statement. 
γnd (δnd ) can be used to deduce a lower and an upper bound for the number of multilinear G-invariant
orbits with a total degree (of at most) d.
LEMMA 1.3. The total number of multilinear G-invariant orbits in R〈X1, . . . , Xn〉G/I with a total
degree (of at most) d is at least γnd/|G| (δnd/|G|) and at most γnd (δnd ).
Note that both the lower and the upper bound are optimal from the point of view of worst case
complexity for G = {id}.
Proof. The lower bound follows from the fact that any (multilinear) G-invariant orbit is the sum of
at most |G| different terms and the upper bound for G = {id}. 
LEMMA 1.4. The number of G-invariant orbits in R〈X1, . . . , Xn〉G/I with a total degree (of at most)
d is at least nd/|G| ((nd+1 − 1)/(n − 1)(1/|G|)) and at most nd ((nd+1 − 1)/(n − 1)).
Note that both the lower and the upper bound are optimal from the point of view of worst case
complexity for G = {id}.
Proof. Let t = Xi1 ∗ · · · ∗ Xid with Xi j ∈ {X1, . . . , Xn} for 1 ≤ j ≤ d . Then the number of terms
in R〈X1, . . . , Xn〉/I with a total degree (of at most) d is nd ((nd+1 − 1)/(n − 1)). The rest of the proof
is analogous to the proof of Lemma 1.3. 
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Lemmas 1.2, 1.3, and 1.4 show that the number of multilinear G-invariant orbits depends on the
total degree d , and moreover, the number of G-invariant orbits with a total degree of at most d is of
about the same complexity as the number of multilinear G-invariant orbits. These are, of course, very
discouraging facts for our upcoming investigations, which have no counterpart in commutative invariant
theory.
2. THE REWRITING TECHNIQUE
This section presents the construction of a representation for any element of R〈X1, . . . , Xn〉G/I , which
consists entirely of multilinear G-invariant orbits.
DEFINITION 2.1. Let t =Xe j1j1 ∗ · · · ∗X
e ji−1
ji−1 ∗X
e ji
ji ∗X
e ji+1
ji+1 ∗ · · · ∈T with e ji > 1 and {e j1 ,· · · ,e ji−1} ⊆{0, 1}. Then the left-of-cut-term (right-of-cut-term) of t is def ned as left (t)= Xe j1j1 ∗ · · · ∗ X
e ji−1
ji−1 ∗ X ji
(right (t)= Xe ji −2ji ∗ X
e ji+1
ji+1 ∗ · · ·). Note that left (t) is multilinear and the total degree of t is greater than
the total degree of left(t) ∗ right(t).
LEMMA 2.1. Let t be a nonmultilinear term such that t = H T (orbitG(t)), and let σ = X1 +· · ·+ Xn.
Then the reduction step
orbitG(t)= orbitG(left(t) ∗ σ ∗ right(t)) + ω (2)
with ω ∈ R〈X1, . . . , Xn〉G/I has the following properties:
1. σ is multilinear.
2. t >lex H T (orbitG(left(t) ∗ right(t)))
3. t >lex H T (orbitG(s)) for all s ∈ T (ω).
Note that (because of Eq. (1)) orbitG(left(t) ∗ σ ∗ right(t)) is equal to orbitG(left(t) ∗ right(t)) ∗ σ .
Proof. Property 1 is obvious and Property 2 is a consequence of Def nition 2.1. Property 3 is correct,
because the reduction step basically replaces a variable at the position of the “cut”; i.e., all terms in ω
are smaller than t w.r.t. <lex (cf. Def nition 1.2). 
Equation (2) has a similar appearance as the reduction step used in the commutative situation (cf. [7,
Lemma 3.7]) but its properties are different.
THEOREM 2.1. The invariant ring R〈X1, . . . , Xn〉G/I is generated by multilinear G-invariant orbits;
i.e., the maximal variable degree of the generators is at most 1.
Proof. By Lemma 1.1 any f ∈ R〈X1, . . . , Xn〉G/I is a f nite R-linear combination of G-invariant
orbits. It suff ces therefore to show that every orbitG(t) has such a representation.
Let t be a term such that t = H T (orbitG(t)). We are done if t is already multilinear. If t is non-
multilinear, we apply our reduction step (Eq. (2))
orbitG(t)= orbitG(left(t) ∗ σ ∗ right(t)) + ω
and obtain t >lex s for all s ∈ T (ω). In addition, we know that ω is a f nite R-linear combination of
G-invariant orbits i.e., ω = ∑rj=1 a j ∗ orbitG(t j ) with a j ∈ R and t j ∈ T for 1≤ j ≤ r ≤ |G|. According
to Lemma 2.1 a similar property w.r.t. <lex holds for orbitG(left(t) ∗ right(t)).
Next we apply our reduction step recursively to orbitG(left(t) ∗ right(t)) and to the f nitely many
G-invariant orbits in ω, if possible. This leads to a f nite branching tree
orbitG(t)
↙ ↘ ↘ ↘
orbitG(left(t) ∗ right(t)) orbitG(t1) . . . orbitG(tr )
↓ ↓ ↓ ↓
. . . . . . . . . . . .
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which is f nite by Ko¨nig’s lemma (cf. [2, Theorem 4.55]) if there exists no inf nite path. The sequence
of noncommutative G-invariant orbits along every path is f nite because of Lemma 2.1, the fact that the
total degree of terms along every path never increases and the fact that there are only a f nite number of
terms w.r.t. a given total degree. The last term of every path is a multilinear term. Hence, the complete
reduction tree is f nite; every G-invariant orbit has a representation as a polynomial in multilinear
G-invariant orbits and thus any f . 
DEFINITION 2.2. Letα, β ∈ N, let p1 ∈ R〈X1, . . . , Xα〉, let p2 ∈ R〈X1, . . . , Xβ〉 (R〈X1, . . . , X0〉 :=
R), and letψi (1 ≤ i ≤ l1),ψ j (1 ≤ j ≤ l2)∈ R〈X1, . . . , Xn〉/I . Thenwe def ne the following operators:
1. ADD : R〈X1, . . . , Xα〉 × R〈X1, . . . , Xβ〉 → R〈X1, . . . , Xα+β〉,
ADD(p1, p2)= p1(X1, . . . , Xα) + p2(Xα+1, . . . , Xα+β).
2. MLT : R〈X1, . . . , Xα〉 × R〈X1, . . . , Xβ〉. → R〈X1, . . . , Xα+β〉,
MLT (p1, p2)= p1(X1, . . . , Xα) ∗ p2(Xα+1, . . . , Xα+β).
3. ◦ : LIST × LIST → LIST,
(ψ1, . . . , ψl1 ) ◦ (ψˆ1, . . . , ψˆ l2 )= (ψ1, . . . , ψl1 , ψˆ1, . . . , ψˆ l2 ).
COROLLARY 2.1. Any f ∈ R〈X1, . . . , Xn〉G/I has a computable representation as a polynomial in
multilinear G-invariant orbits.
Proof. We present such an algorithm (which is straightforward derived from the proof of
Theorem 2.1):
ALGORITHM 1.
1 INPUT f ∈ R〈X1, . . . , Xn〉G/I ; lex. order;
2 fˆ := f ; p := 0;  := (); σ := X1 + · · · + Xn;
3 WHILE fˆ = 0 DO
4 t := H T ( fˆ ); a := HC( fˆ );
5 fˆ := fˆ − a ∗ orbitG(t);
6 IF t is multilinear THEN
7  :=  ◦ (orbitG(t));
8 p := ADD(p, a ∗ X );
9 ELSE
10 ω := orbitG(t) − orbitG(left(t) ∗ σ ∗ right(t));
11


Recursive call for orbitG(left(t) ∗ right(t)):
lr = (ψ1, . . . , ψα)
plr ∈ R〈X1, . . . , Xα〉
orbitG(left(t) ∗ right(t))= plr (ψ1, . . . ψα)

;
12


Recursive call for ω:
ω = (ψ1, . . . , ψβ)
pω ∈ R〈X1, . . . , Xβ〉
ω = pω(ψ1, . . . ψβ)

;
13  :=  ◦ lr ◦ (σ ) ◦ ω;
14 p := ADD(p, a ∗ADD(MLT (plr , X ), pω));
15 ENDIF;
16 ENDWHILE;
17 OUTPUT  = (ψ1, . . . , ψl) with ψ1, . . . , ψl multilinear G-invariant orbits, and p ∈
R〈X1, . . . , Xl〉 such that f = p(ψ1, . . . , ψl);
The loop invariant is f = fˆ + p(ψ1, . . . , ψl). Every pass through thewhile-loop removesa ∗ orbitG(t)
from fˆ and computes recursively a representation for it. The termination and correctness of the recursive
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FIG. 1. The head term tree for the total degree d = 5 and n = 5 variables.
calls are ensured by Theorem 2.1. fˆ = 0 will be reached after f nitely many cycles, and eventually, f
has a representation as a polynomial in multilinear G-invariant orbits. 
Algorithm 1 has due to its recursive structure a very high complexity. There is a great likelihood that
totally similar reduction steps have to be done more than once. But this is not necessary at all: We can
actually implement a straightforward version of Algorithm 1 such that no G-invariant orbit has to be
reducedmore than once.Wecan achieve this by rewriting the given f = ∑li=1 ai ∗ orbitG(ti ) from the be-
ginning in terms of its (still nonmultilinear) representation f = p(ψ1, . . . , ψl)= a1 ∗ ψ1 + · · · + al ∗ ψl
with  = (ψ1, . . . , ψl)= (orbitG(t1), . . . , orbitG(tl)). The next reduction step is then performed on the
unique nonmultilinear G-invariant orbit in which has the greatest total degree and—in case of a tie—
is in addition maximal w.r.t. <lex (cf. Lemma 2.1). The result of this computation is directly integrated
in the representation p and the list of generators . Of course, several update operations may have
to be performed on  and p during this process. Eventually, we obtain a  = (ψ1, . . . ψl) containing
only multilinear G-invariant orbits and an f = p(X1, . . . , Xl) containing the representation. A similar
ordering and arrangement of reduction steps was also used in the commutative case [7].
COROLLARY 2.2. Any f ∈ R〈X1, . . . , Xn〉G/I has a computable representation as a polynomial in
multilinear G-invariant orbits. Moreover, the complexity of the algorithm in terms of the number of
reduction steps is O((nd+1 − 1)/(n − 1)), where d denotes the total degree of f .
Proof. This is a consequence of the previous remarks and Lemma 1.4. 
Note that f = orbitG(t) with total degree d is a best case input for Algorithm 1, if t is already
multilinear; f is a worst case input if t = Xdi for some 1 ≤ i ≤ n.
3. A BOUND FOR THE NUMBER OF GENERATORS
This section presents an accurate analysis concerning the number of necessary generators for the
representation of all G-invariant polynomials in R〈X1, . . . , Xn〉G/I with a total degree of at most d as a
polynomial in multilinear G-invariant orbits.
Table 1 contains the number A(n, d) of multilinear Sn-invariant orbits with a total degree d in
R〈X1, . . . , Xn〉Sn/I for 4 ≤ n ≤ 9 and 2 ≤ d ≤ 11.
The entries of the table can be interpreted, e.g., as the sum of all different paths in a tree representing
all possible head terms.
Figure 1 presents such a head term tree for d = n = 5.1
There are a total of A(5, 5)= 15 different sequences of vertices, and any of them belongs to a different
head term of a multilinear S5-invariant orbit in R[X1, . . . , Xn]S5 with a total degree 5.
1 The label i of a vertex corresponds to the index of the variable Xi . The edges rooted in a vertex are labeled ascending by the
f rst letters of the alphabet A, B, . . . .
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TABLE 1
Number of Multilinear Sn-Invariant Orbits with a Total Degree d
Number of variables
Total
degree d n = 4 n = 5 n = 6 n = 7 n = 8 n = 9
2 1 1 1 1 1 1
3 2 2 2 2 2 2
4 5 5 5 5 5 5
5 14 15 15 15 15 15
6 41 51 52 52 52 52
7 122 187 202 203 203 203
8 365 715 855 876 877 877
9 1094 2795 3845 4111 4139 4140
10 3281 11051 18002 20648 21110 21146
11 9842 43947 86472 109299 115179 115929
A closer look at Fig. 1 shows that even any larger number of variables has the same head term tree
for the total degree d = 5. This is a general fact: The construction of the head terms of the Sn-invariant
orbits implies that the limit B(d) := limn→∞ A(n, d) always exists, and moreover, we actually have
B(d)= A(n, d) for all n ≥ d . The f rst numbers of B(d) are 1, 1, 2, 5, 15, . . . , which can be read in
Fig. 1 as the number of vertices in the different levels.
THEOREM 3.1. Let d ≥ 1. Then B(d) is the (d − 1)th Bell number [21, 30].
Proof. It is easy to verify that the d − 1 labels of the edges in the head term tree for the total
degree d build a rhyme scheme for a stanza of d − 1 verses (cf. Fig. 1). The total number of possible
rhyme schemes is the (d − 1)th Bell number [28]. 
LEMMA 3.1. The total number of multilinear G-invariant orbits in R〈X1, . . . , Xn〉G/I with a total
degree d is at least B(d) and at most B(d)n!/|G|.
Note that both the lower and the upper bound are optimal from the point of view of worst case
complexity for G = Sn and d ≥ n.
Proof. This is a consequence of the def nition of B(d). 
FIG. 2. Comparison of different bounds for n = 5 variables.
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LEMMA 3.2. Let f ∈ R〈X1, . . . , Xn〉G/I with a total degree of at most d, and let C(d)=
∑d
k=1 B(k)
(the sum over the first d Bell numbers, cf. [28, 31]). Then Algorithm 1 needs at most C(d)n!/|G| + 1
multilinear G-invariant orbits for the representation of f .
Note that this is also a bound for the length of the representation, which is always a linear combination
of multilinear G-invariant orbits with polynomials in σ = X1 + · · · + Xn as coefficients.
Proof. The sum over the f rst d Bell numbers is a bound for the number of nonconstant multilinear
Sn-invariant orbits in R〈X1, . . . , Xn〉Sn/I with a total degree of at most d. Furthermore, any multilinear
Sn-invariant orbit is a sum of at most n!/|G| G-invariant orbits. 
Figure 2 compares the bound of Lemma 1.3 with the best case (G = Sn) and the worst case (G = {id})
situation for the bound of Lemma 3.2 for n = 5 variables and 2 ≤ d ≤ 8.
Usually the bound of Lemma 1.3 is better than the bound of Lemma 3.2, whenever |G| is very small.
4. SOLVABLE POLYNOMIAL INVARIANT RINGS
Solvable polynomial rings are an important example for noncommutative polynomial rings with
“good” (algorithmic) properties. They are def ned as follows [16, 20]:2
DEFINITION 4.1. A solvable polynomial ring K {X1, . . . , Xn; Q, Q′, <lex} (=: S) is a polynomial
ring over a skew f eld K in the indeterminates X1, . . . , Xn , n ≥ 0 together with a new noncommutative
product “∗,” which is def ned by means of commutator relations
Q = {X j ∗ Xi = ci j Xi X j + pi j | 0 = ci j ∈ K , Xi X j >lex pi j ∈ S, 1 ≤ i < j ≤ n}
between the variables and commutator relations
Q′ = {Xi ∗ a = cai aXi + pai | a ∈ K , 0 = cai ∈ K , pai ∈ K , 1 ≤ i ≤ n}
between the variables and the coeff cients, such that the ring (S, 0, 1, +, −, ∗) is associative. Note that
the term order (in our case <lex) has to be ∗-compatible; i.e., Xi X j >lex pi j for 1 ≤ i < j ≤ n.
If we assume that the variables commute with the coeff cients, then we indicate this by dropping
Q′ from the notation. And if the commutator relation X j ∗ Xi = · · · is omitted in Q for some j > i ,
we assume that X j ∗ Xi = Xi X j . Of course, any commutative polynomial ring is also a solvable
polynomial ring, and commutative invariant theory is therefore an instance of invariant theory for
solvable polynomial rings.
The action of G is well def ned on K {X1, . . . , Xn; Q, Q′, <lex}, if π1(π2( f ))= (π1π2)( f ) for all
f ∈ K {X1, . . . , Xn; Q, Q′, <lex} and all π1, π2 ∈ G. Unfortunately, this is not always the case as the
following Weyl algebra example shows (cf. [20, Def nition 3.4.4]).
LEMMA 4.1. The action of S2 is not well defined on Q{X1, X2; Q, <lex} with Q = {X2 ∗ X1 =
X1X2 + 1}.
Proof. Let π = id ∈ S2. Then π2 = id , π (π (X1 ∗ X2))= π2(X1 ∗ X2)= X1X2, and π (π (X1 ∗
X2))= π (X2 ∗ X1)= π (X1X2 + 1)= X2 ∗ X1 + 1= X1X2 + 2, which implies 2= 0. 
Nevertheless, an additional assumption on the relation between the permutation group G and the
commutator relations helps us to cope with this problem.
THEOREM 4.1. Let S = K {X1, . . . , Xn; Q, Q′, <lex} be a solvable polynomial ring and let the action
of G be well defined on S. Then π (q) ∈ Q for all π ∈ G and all q ∈ Q, and π (q ′) ∈ Q′ for all π ∈ G
and all q ′ ∈ Q′.
2 We consider here only the lexicographical order <lex. Solvable polynomial rings can be def ned analogously w.r.t. any other
admissible order (cf. [20, Section 3.2]).
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Proof. Let q ≡ X j ∗ Xi = ci j Xi X j + pi j ∈ Q, let q ′ ≡ Xi ∗ a = cai aXi + pai ∈ Q′, and let π, π1,
π2 ∈ G. Then π (q), π (q ′)∈ K {X1, . . . , Xn; Q, Q′, <lex}, π1(π2(q))= (π1π2)(q), and π1(π2(q ′))=
(π1π2)(q ′).Now, assume that there exists aπ ∈ G such thatπ (Xi )= X j and X j ∗ a = cai aX j +pai /∈ Q′.
Then X j ∗ a = caj aX j + paj ∈ Q′ implies (cai − caj )aX j + (pai − paj )= 0, and so cai = caj and
pai = paj (contradiction). Next, assume that there exists a π ∈ G such that π (Xi )= Xk1 , π (X j )= Xk2 ,
Xk1 >lex Xk2 , and
Xk2 ∗ Xk1 = ci j Xk1 Xk2 + π (pi j ) /∈ Q. (3)
Then Xk2 ∗ Xk1 = ck1k2 Xk1 Xk2 + pk1k2 ∈ Q and Xk1 Xk2 does not occur in π (pi j ) implies (ci j −
ck1k2 )Xk1 Xk2 + (π (pi j ) − pk1k2 )= 0, and so ci j = ck1k2 and π (pi j )= pk1k2 (contradiction). For the case
Xk1 <lex Xk2 , we have to use
Xk1 ∗ Xk2 =
1
ci j
Xk2 Xk1 −
1
ci j
π (pi j ) /∈ Q
instead of Eq. (3) and can argue analogously. Hence, π (q) ∈ Q and π (q ′) ∈ Q′ for all π ∈ G, q ∈ Q,
and q ′ ∈ Q′. 
For the proof of the inverse statement of Theorem 4.1 we proceed as follows:
DEFINITION 4.2. Let S = K {X1, . . . , Xn; Q, Q′, <lex} be a solvable polynomial ring and let E be an
extension ring of S. A place (a1, . . . , an) ∈ En is an n-tuple satisfying the conditions a j ai − ci j ai a j −
pi j (a1, . . . , an)= 0 for 1 ≤ i ≤ j ≤ n, and ai b − cbi bai − pbi (a1, . . . , an)= 0 for 1 ≤ i ≤ n, 0 = b ∈
K . ci j and pi j , 1 ≤ i ≤ j ≤ n are from the commutator relations Q and cbi and the pbi , 1 ≤ i ≤ n,
0 = b ∈ K are from the commutator relations Q′ (cf. [20, Def nition 8.1.1]).
THEOREM 4.2. Let S = K {X1, . . . , Xn; Q, Q′, <lex} be a solvable polynomial ring. Let φπ : S → S
be the mapping defined by φπ ( f )= f (π (X1), . . . , π(Xn)). Then φπ is a homomorphism iff (π (X1), . . . ,
π (Xn)) is a place.
Proof. This is a consequence of [20, Lemma 8.1.2]. 
PROPOSITION 4.1. Let S = K {X1, . . . , Xn; Q, Q′, <lex} be a solvable polynomial ring. The action of
G is well defined on S if (π (X1), . . . , π(Xn)) is a place for all π ∈ G.
Proof. This follows from the homomorphism property of Theorem 4.2 and the fact that the action
of G on the set of variables {X1, . . . , Xn} is well def ned. 
LEMMA 4.2. Let S = K {X1, . . . , Xn; Q, Q′, <lex} be a solvable polynomial ring. The following con-
ditions are equivalent:
1. (π (X1), . . . , π(Xn)) is a place for all π ∈ G.
2. π (q) ∈ Q and π (q ′) ∈ Q′ for all π ∈ G, q ∈ Q, q ′ ∈ Q′.
Proof. “1. ⇒ 2.” Let q ∈ Q. Since by assumption (π (X1), . . . , π(Xn)) is a place, q(π (X1),
. . . , π (Xn)) holds in S. This implies that q(π (X1), . . . , π(Xn))∈ Q; i.e., π (q)∈ Q. An analogous rea-
soning shows that π (q ′)∈ Q′.
“2. ⇒ 1.” By assumption q(π (X1), . . . , π(Xn)) ∈ Q and q ′(π (X1), . . . , π(Xn)) ∈ Q′ hold in S
for all q ∈ Q, q ′ ∈ Q′, respectively. Hence, (π (X1), . . . , π(Xn)) is a place for all π ∈ G. 
COROLLARY 4.1. Let S = K {X1, . . . , Xn; Q, Q′, <lex} be a solvable polynomial ring and let π (q) ∈
Q for all π ∈ G, q ∈ Q, and π (q ′) ∈ Q′ for all π ∈ G, q ′ ∈ Q′. Then the action of G is well defined on S.
Proof. Lemma 4.2 implies that (π (X1), . . . , π(Xn)) is a place for all π ∈ G, and so the action of
G is well def ned on S by Proposition 4.1. 
A consequence of Theorem 4.1 and Corollary 4.1 is that it does not matter in which order commutator
relations and permutations are applied to an arbitrary polynomial, if the action of G is well def ned on
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K {X1, . . . , Xn; Q, Q′, <lex}. The solvable polynomial invariant ring K {X1, . . . , Xn; Q, Q′, <lex}G is
def ned as usual as the set of G-invariant polynomials in K {X1, . . . , Xn; Q, Q′, <lex}.
EXAMPLE 4.1. Let K {X1, X2; Q, <lex} with Q = {X2 ∗ X1 = −X1X2}, which is a difference ring
(cf.[19, Def nition 3.4.5]). Then K {X1, X2; Q, <lex}S2 is a nontrivial solvable polynomial invariant
ring.
G restricts the possible commutator relations in Q and Q′ in a certain way. The following two lemmas
evaluate this fact for G = Sn and G = A3, respectively.
LEMMA 4.3. Let S = K {X1, . . . , Xn; Q, Q′, <lex} be a solvable polynomial ring, and let the action
of Sn be well defined on S. Then the commutator relations must have the following form:
Q = {X j ∗ Xi = −Xi X j + p | p ∈ K , 1 ≤ i ≤ j ≤ n}
Q′ = {Xi ∗ a = caaXi + pa | a ∈ K , 0 = ca ∈ K , pa ∈ K , 1 ≤ i ≤ n}.
Q = {X j ∗ Xi = Xi X j | 1 ≤ i ≤ j ≤ n} is also possible.
Proof. Let q ≡ X j ∗ Xi = ci j Xi X j + pi j ∈ Q and letπ ∈ Sn . Thenπ (q) ≡ Xk2 Xk1 = ck1k2 Xk1 Xk2 +
pk1k2 implies ci j = ck1k2 and π (pi j )= pk1k2 . It follows that ci j is constant, say c ∈ K , for all 1 ≤ i ≤ j ≤
n. Furthermore, Xi X j >lex pi j implies Xk1 Xk2 = π (Xi X j ) >lex π (pi j )= pk1k2 ; i.e., pi j is also constant,
say p ∈ K , for all 1 ≤ i ≤ j ≤ n.
Actually, we can say a little more about c: We have X j ∗ Xi = cXi X j + p and by transposing Xi
and X j , we obtain Xi X j = cX j ∗ Xi + p; i.e., X j ∗ Xi = c2X j ∗ Xi + (c + 1)p and so c2 = 1 and
(c + 1)p = 0. Hence, c = −1 if p = 0 and c = ±1 if p = 0 (which includes the trivial commutator
relations).
Now, let q ′ ≡ Xi ∗ a = cai aXi + pai ∈ Q′. Then π (q ′) ≡ Xk ∗ a = cakaXk + pak implies cai = cak ;
i.e., cai and pai are constant, say ca, pa ∈ K , for all 1 ≤ i ≤ n. 
Note that exterior (Grassmann-)algebras are interesting examples of factor algebras of solvable poly-
nomial rings on which an action of Sn is well def ned (cf. [16, 20, Proposition 3.4.29]).
LEMMA 4.4. Let S = K {X1, X2, X3; Q, Q′, <lex} be a solvable polynomial ring, and let the action
of A3 be well defined on S. Then the commutator relations must have the following form:
Q = {X j ∗ Xi = cXi X j + p | c, p ∈ K , 1 ≤ i ≤ j ≤ 3}
Q′ = {Xi ∗ a = caaXi + pa | a ∈ K , 0 = ca ∈ K , pa ∈ K , 1 ≤ i ≤ 3}.
Proof. The argument is similar to the proof of Lemma 4.3, except that we cannot make use of
transpositions; i.e., we can only prove c ∈ K . 
Note that the commutator relations belonging to S3 (cf. Lemma 4.3) are a subset of the commutator
relations belonging to A3. This ref ects the following general fact: Let K {X1, . . . , Xn; QGi , Q
′
Gi , <lex}
be a solvable polynomial ring where the action of Gi is well def ned for i ∈ {1, 2}. Then QG1 ⊆ QG2
and Q′G1 ⊆ Q′G2 whenever G2 ⊆ G1.
In contrary to R〈X1, . . . , Xn〉G , at least some nontrivial solvable polynomial invariant rings are
f nitely generated.
LEMMA 4.5. The solvable polynomial invariant ring K {X1, X2; Q, <lex}S2 studied in Example 4.1
is finitely generated by the S2-invariant polynomials s1 = X1 + X2, s2 = X21 X2 + X1X22, and s3 =
X21 X
2
2 .
Proof. First we verify that s1, s2, s3 are S2-invariant polynomials. This is the case, because
π (si )= si for all π ∈ S2 and all i ∈ {1, 2, 3}. Next, we remember that any polynomial invariant
of K {X1, X2; Q, <lex}S2 can be rewritten by Algorithm 1 as a polynomial in multilinear S2-invariant
orbits; the normal form of these polynomials w.r.t. the commutator relations and their representations
w.r.t. s1, s2, s3 are presented next: Let t = X1X2 ∗ X1 · · · be a multilinear term in the variables X1, X2
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with total degree d . Then we have
orbitS2 (t) =


X1 + X2 = s1, if d = 1,
0, if d = 2 + 4i,
−X 
d
2 
1 X
" d2 #
2 − X
" d2 #
1 X
 d2 
2 = − s3s
d−3
2
2 , if d = 3 + 8i,
−X
d
2
1 X
d
2
2 = − s
d
2
3 , if d = 4 + 8i,
−X 
d
2 
1 X
" d2 #
2 − X
" d2 #
1 X
 d2 
2 = − s1s
d−1
2
2 , if d = 5 + 8i,
X 
d
2 
1 X
" d2 #
2 + X
" d2 #
1 X
 d2 
2 = s3s
d−3
2
2 , if d = 7 + 8i,
X
d
2
1 X
d
2
2 = s
d
2
3 , if d = 8 + 8i,
X 
d
2 
1 X
" d2 #
2 + X
" d2 #
1 X
 d2 
2 = s1s
d−1
2
2 , if d = 9 + 8i,
with i ∈ N. All cases are covered; i.e., we are done. 
We know from [19, Theorem 3.5.12] (Hilbert Basis Satz) that the solvable polynomial ring S =
K {X1, . . . , Xn; Q, Q′, <lex} is Noetherian. Therefore we conjecture—according to [14, 15, 25]—the
following:
Conjecture 1. Let S = K {X1, . . . , Xn; Q, Q′, <lex} be a solvable polynomial ring, let the action of
G be well def ned on S, and let |G| be invertible in K . Then SG is f nitely generated as an algebra.
Several other challenging problems remain open at the end of this f rst but promising look at solvable
polynomial invariant rings:
1. Characterize the permutation groups G (f nite matrix groups ) such that the action of G ()
is well def ned on a given solvable polynomial ring K {X1, . . . , Xn; Q, Q′, <lex}.
2. Characterize the commutator relations Q and Q′ such that the action of a permutation group
G (f nite matrix group ) is well def ned on K {X1, . . . , Xn; Q, Q′, <lex}.
3. Prove a degree bound for the total degree of the generators of K {X1, . . . , Xn; Q, Q′, <lex}G ,
if Conjecture 1 is true.
5. CONCLUSION
We have presented an algorithm to rewrite any f ∈ R〈X1, . . . , Xn〉G/I as a polynomial in multilinear
G-invariant orbits, whenever n ≥ 4 and
I = {(X1 + · · · + Xn) ∗ Xi = Xi ∗ (X1 + · · · + Xn) | 1 ≤ i ≤ n}.
This is—at least in some sense—a generalization of the classical algorithm of Gauß (cf. [38, Sect. 33]),
which represents any symmetric functions as a polynomial in the elementary symmetric polynomials,
to the noncommutative case. In our case the representation exists not only for the symmetric group Sn
but for any permutation group G.
This paper and Tambour’s thesis [35] contain explicit symbolic methods for noncommutative (clas-
sical) invariant theory. The study of noncommutative Gro¨bner bases techniques [16, 20, 23, 24, 26] in
noncommutative (classical) invariant theory and especially for solvable polynomial invariant rings
is probably an important milestone toward a noncommutative version of Algorithms in Invariant
Theory [34].
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