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Introduccio´n General
Procesos de Ramificacio´n
La Teor´ıa sobre Modelos Probabil´ısticos de Ramificacio´n se inicia en la segunda parte
del siglo XIX con el objetivo de dar cumplida respuesta, desde un punto de vista
cient´ıfico, al problema de la extincio´n de determinadas l´ıneas familiares de la aris-
tocracia y burgues´ıa europea, siendo sus precursores I.J. Bienayme´, F. Galton y H.
Watson. Su estudio ocupa en la actualidad un lugar destacado dentro de la Teor´ıa
de la Probabilidad y de la Estad´ıstica Matema´tica, siendo numerosas las monograf´ıas
publicadas sobre su teor´ıa y aplicaciones. Citaremos entre ellas, las de Asmussen
& Hering (1983), Athreya & Jagers (1997), Athreya & Ney (1972), Guttorp (1991),
Harris (1963, 1989), Heyde (1995), Jagers (1975), Mode (1971), Sankaranarayanan
(1989) o la de Sevast’yanov (1971).
I.J. Bienayme´ introdujo en 1845 un primer modelo de ramificacio´n que an˜os ma´s
tarde, en 1874, ser´ıa formalizado por Galton y Watson. Este modelo de ramificacio´n,
comu´nmente denominado Proceso de Galton-Watson, ha sido ampliamente estudiado
y utilizado para describir el comportamiento de sistemas cuyas componentes (ce´lulas,
part´ıculas, individuos en general) se reproducen, se transforman y mueren, en cam-
pos tan diversos como Biolog´ıa, Epidemiolog´ıa, Gene´tica, Medicina, F´ısica Nuclear,
Demograf´ıa, Matema´ticas Financieras, etc (ve´anse por ejemplo Bartoszynsky (1966),
Becker (1975, 1976), Bruss & Slavtchova-Bojkova (1999), Pe´rez-Abreu (1987),...).
Como consecuencia natural de la necesidad de describir de manera ma´s precisa si-
tuaciones pra´cticas complejas, para las que el modelo ba´sico de Galton-Watson no
proporciona una aceptable explicacio´n, en la segunda mitad del siglo XX se han de-
sarrollado nuevos modelos de ramificacio´n, tanto en tiempo discreto como en tiempo
continuo, denominados Procesos de Ramificacio´n Modificados. Centra´ndonos en los
ix
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de tiempo discreto, citaremos entre ellos los Procesos de Ramificacio´n Controlados, los
Procesos de Ramificacio´n Multitipo, los Procesos de Ramificacio´n con Inmigracio´n,
los Procesos de Ramificacio´n Dependientes del Taman˜o de la Poblacio´n, los Procesos
de Ramificacio´n Bisexuales, los Procesos de Ramificacio´n en Ambiente Variable o´ los
Procesos de Ramificacio´n en Ambiente Aleatorio.
Procesos de Ramificacio´n Multitipo
Los Procesos de Ramificacio´n Multitipo introducen la novedad respecto al Proceso
de Galton-Watson de considerar poblaciones con distintos tipos o´ grupos de indivi-
duos. Cada uno de estos individuos puede generar descendientes de todos los tipos
que coexisten en la poblacio´n. De esta forma el total de descendientes de un deter-
minado grupo en una generacio´n esta´ en funcio´n del nu´mero total de individuos en
la generacio´n anterior, no so´lo de los pertenecientes a dicho grupo. Esta interaccio´n
entre los diferentes grupos a los que puede pertenecer un individuo de la poblacio´n
permite utilizar los Procesos Multitipo para modelizar situaciones donde no tienen
cabida procesos unidimensionales.
El Proceso Multitipo ba´sico, cuyos primeros resultados esta´n recogidos en los tra-
bajos de Kolmogorov & Sevast’yanov (1947) y Everett & Ulam (1948) entre otros,
es la extensio´n natural del Proceso de Galton-Watson. Su estudio fue ampliamente
desarrollado entre 1950 y 1970. Los principales resultados de este periodo fueron re-
copilados en las monograf´ıas de Mode (1971) y Sevast’yanov (1971). Posteriormente
ha sido considerado en numerosos trabajos, entre los que podemos destacar Asmussen
(1977), Asmussen & Keiding (1978) o´ Nanthi (1982).
A partir del modelo ba´sico antes referido y en consonancia con lo sucedido en el caso
unidimensional, han surgido diferentes Procesos de Ramificacio´n Multitipo Modifica-
dos orientados a garantizar una mejor adaptacio´n de estos modelos a determinadas
situaciones reales. Entre ellos podemos citar el Proceso de Ramificacio´n Multitipo
Controlado, el Proceso de Ramificacio´n Multitipo con Inmigracio´n, el Proceso de
Ramificacio´n Multitipo Dependiente del Taman˜o de la Poblacio´n, el Proceso de Ra-
mificacio´n Multitipo Bisexual, el Proceso de Ramificacio´n Multitipo en Ambiente
Variable o´ el Proceso de Ramificacio´n Multitipo en Ambiente Aleatorio. El estudio
de estos modelos presenta cierta complejidad matema´tica y algunos de ellos no han
sido suficientemente considerados hasta el momento en la literatura cient´ıfica. Cabe
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destacar los trabajos de Klebaner (1989a, 1989b, 1991) para el Proceso de Rami-
ficacio´n Multitipo Dependiente del Taman˜o de la Poblacio´n. Otros modelos como
el Proceso de Ramificacio´n Multitipo Controlado (introducido por Sevast’yanov &
Zubkov (1974)) no han recibido tanta atencio´n. Lo mismo ocurre con modelos multi-
tipo bisexuales que so´lo se han considerado para la resolucio´n de problemas concretos
en situaciones muy particulares. No obstante, algunos de los modelos antes citados
presentan ciertos rasgos comunes, como el hecho de ser modelos Markovianos ho-
moge´neos y el presentar una dependencia del taman˜o de cada generacio´n, bien a la
hora de determinar el nu´mero de individuos con capacidad reproductiva (Proceso de
Ramificacio´n Multitipo Controlado o´ Proceso de Ramificacio´n Multitipo Bisexual,
por ejemplo), bien a la hora de determinar las pautas reproductivas de estos (Proceso
de Ramificacio´n Multitipo Dependiente del Taman˜o de la Poblacio´n). Todo ello per-
mite plantearnos la posibilidad de llevar a cabo su estudio dentro de un marco ma´s
general. Este marco puede ser adema´s suficientemente amplio como para permitir
introducir nuevos Procesos de Ramificacio´n Multitipo Modificados potencialmente de
gran utilidad pra´ctica.
Objetivos propuestos
Los objetivos de investigacio´n que nos hemos planteado en la tesis y, en consecuencia,
las aportaciones realizadas, se situ´an en el a´mbito de los Procesos de Ramificacio´n
Multitipo en tiempo discreto. Ma´s concretamente, centraremos nuestro estudio en
una clase de Procesos de Ramificacio´n Multitipo Homoge´neos que recoge como ca-
sos particulares tanto al Proceso de Ramificacio´n Multitipo ba´sico como a algunas
de sus modificaciones. Nos hemos propuesto desarrollar una serie de te´cnicas para
realizar un ana´lisis unificado de dicha clase de Procesos de Ramificacio´n Multitipo.
A continuacio´n enumeramos nuestros objetivos de manera ma´s precisa:
1o) Introducir un nuevo modelo que denominaremos Proceso de Ramificacio´n Mul-
titipo Generalizado Dependiente del Taman˜o de la Poblacio´n que permita des-
cribir de forma unificada algunos Procesos de Ramificacio´n Multitipo.
2o) Estudiar las propiedades markovianas ba´sicas de dicho modelo tales como las
relaciones que se pueden establecer entre sus estados, la clasificacio´n de los
mismos, as´ı como obtener sus principales momentos condicionados.
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3o) Determinar condiciones bajo las cuales el proceso se extinga con probabilidad
uno y condiciones que garanticen su no extincio´n con probabilidad positiva.
4o) Investigar el comportamiento asinto´tico del proceso as´ı como de algunos fun-
cionales lineales asociados al mismo. Particularmente nos interesara´ la conver-
gencia de las correspondientes sucesiones hacia l´ımites no nulos y finitos.
5o) Introducir nuevos modelos de Ramificacio´n Multitipo Modificados, de poten-
cial importancia pra´ctica, que sean casos concretos del Proceso de Ramificacio´n
Multitipo Generalizado Dependiente del Taman˜o de la Poblacio´n, particulari-
zando para estos nuevos modelos los resultados generales obtenidos referentes
a la extincio´n y al comportamiento asinto´tico.
Organizacio´n de la tesis
La tesis la hemos estructurado en seis Cap´ıtulos, unas conclusiones finales y algunas
cuestiones para futura investigacio´n y unos Ape´ndices.
En el Cap´ıtulo 1, de cara´cter introductorio, proporcionamos una visio´n general sobre
el Proceso de Ramificacio´n Multitipo as´ı como de las modificaciones Dependiente
del Taman˜o de la Poblacio´n y Controlado, y sobre los principales problemas que en
relacio´n a ellos se han investigado hasta el presente momento.
En el Cap´ıtulo 2 introducimos el Proceso de Ramificacio´n Multitipo Generalizado De-
pendiente del Taman˜o de la Poblacio´n. Tras proceder a su definicio´n e interpretacio´n
intuitiva, comprobamos que es una cadena de Markov multitipo homoge´nea, estable-
cemos resultados relativos a la comunicacio´n entre sus estados y a la clasificacio´n de
los mismos y obtenemos los principales momentos condicionados del proceso.
En los Cap´ıtulos 3, 4 y 5 consideramos los objetivos de investigacio´n 3o) y 4o),
en primer lugar bajo el contexto au´n ma´s general de una Cadena de Markov Ho-
moge´nea, para posteriormente particularizar los resultados obtenidos al Proceso de
Ramificacio´n Multitipo Generalizado Dependiente del Taman˜o de la Poblacio´n. Ma´s
concretamente, en el Cap´ıtulo 3 determinamos condiciones bajo las cuales la ca-
dena se extingue con probabilidad uno y condiciones que garantizan su no extincio´n
con probabilidad positiva. Adema´s proponemos una clasificacio´n de la misma donde
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distinguimos entre los casos subcr´ıtico, cr´ıtico y supercr´ıtico, atendiendo fundamen-
talmente a las diferencias de comportamiento en cuanto a la extincio´n. Basa´ndonos
en esta clasificacio´n, hemos dedicado los Cap´ıtulos 4 y 5 a los casos supercr´ıtico y
cr´ıtico respectivamente. En dichos Cap´ıtulos analizamos el comportamiento l´ımite
de la cadena convenientemente normalizada y de funcionales lineales asociados a la
misma, proporcionando resultados relativos a la convergencia casi segura, en Lα para
1 ≤ α ≤ 2, en probabilidad y en distribucio´n hacia l´ımites no degenerados en cero y
finitos.
En el Cap´ıtulo 6, aplicamos los resultados obtenidos en los cap´ıtulos precedentes a
casos particulares de Procesos de Ramificacio´n Multitipo Modificados. Ma´s concre-
tamente consideramos nuevos modelos que extienden al Proceso de Ramificacio´n
Multitipo Dependiente del Taman˜o de la Poblacio´n y al Proceso de Ramificacio´n
Multitipo Controlado, que no han sido estudiados hasta el momento, y que hemos
denominado Procesos de Ramificacio´n Multitipo Controlados con Control Aleatorio
y Reproduccio´n Dependiente del Taman˜o de la Poblacio´n. En dicha aplicacio´n se
pone de manifiesto la potencia de las te´cnicas desarrolladas a lo largo de la memoria.
Como complemento a estos seis Cap´ıtulos incluimos tambie´n un apartado en el que,
a modo de resumen, proporcionamos unas conclusiones finales y algunas cuestiones
abiertas para futura investigacio´n. Adema´s, adjuntamos cinco Ape´ndices en los que
ofrecemos los resultados que han sido utilizados como herramientas auxiliares y de
apoyo en las demostraciones y los programas de ordenador que hemos preparado para
la realizacio´n de las simulaciones presentadas. Finalizamos con el listado completo
de las referencias citadas en esta memoria.
Cap´ıtulo 1
Procesos de Ramificacio´n Multitipo
1.1 Introduccio´n
En este Cap´ıtulo, de cara´cter introductorio, fijaremos como punto de partida para
nuestras investigaciones el Proceso de Ramificacio´n Multitipo. Con ello pretendemos
familiarizarnos con la terminolog´ıa caracter´ıstica de este modelo, as´ı como repasar los
principales resultados que hasta el momento han aparecido sobre e´l en la literatura
cient´ıfica, de forma que el lector pueda valorar en su justa medida las aportaciones
realizadas en los cap´ıtulos posteriores.
Asimismo presentamos algunas de las modificaciones del Proceso de Ramificacio´n
Multitipo a que hicimos alusio´n en la Introduccio´n General, concretamente el Proceso
de Ramificacio´n Multitipo Dependiente del Taman˜o de la Poblacio´n y el Proceso de
Ramificacio´n Multitipo Controlado, indicando las principales l´ıneas investigadas sobre
ellos.
Hemos estructurado el Cap´ıtulo en tres Secciones. En la Seccio´n 1.2 expondremos
los principales resultados relativos al Proceso de Ramificacio´n Multitipo. En primer
lugar, interpretaremos intuitivamente el modelo y definiremos la matriz de medias
asociada. A continuacio´n, abordaremos la clasificacio´n de sus estados, el problema
de la extincio´n, el comportamiento asinto´tico y la inferencia estad´ıstica para este
proceso. Finalmente, en la Seccio´n 1.3 consideraremos los Procesos de Ramificacio´n
Multitipo Modificados: Dependiente del Taman˜o de la Poblacio´n y Controlado.
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1.2 Proceso de Ramificacio´n Multitipo
El Proceso de Ramificacio´n Multitipo es una generalizacio´n directa del modelo ba´sico
de Galton-Watson, en el cual, si bien se mantiene la independencia y la igualdad en
la probabilidad a la hora de generar nuevos individuos, se introduce la posibilidad
de que haya diferentes tipos de individuos que coexistan en la poblacio´n. Obvia-
mente las diferencias entre los distintos tipos quedara´n puestas de manifiesto en las
pautas de reproduccio´n de los mismos. En general se considerara´ que cada tipo de
individuo puede generar individuos de todos y cada uno de los tipos existentes. Ello
implicara´ que dichos procesos no sean simplemente sumas independientes de Procesos
de Galton-Watson, uno por cada tipo, sino que tengan una estructura mucho ma´s
compleja.
A continuacio´n y, despue´s de dar una definicio´n formal del Proceso de Ramificacio´n
Multitipo, exponemos, a modo de resumen, los principales temas investigados hasta
el momento para este modelo. Todos los resultados se dara´n sin demostracio´n (las
cuales se pueden consultar en las referencias indicadas) para evitar perder la intencio´n
sintetizadora de esta Seccio´n.
Definicio´n 1.2.1 Sea {X i,n,j : i = 1, . . . ,m;n = 0, 1, . . . ; j = 1, 2, . . .} una sucesio´n
de vectores aleatorios m-dimensionales, independientes, entero valorados, no negati-
vos, definidos sobre el mismo espacio de probabilidad (Ω,A, P ) y tal que para cada
tipo i ∈ {1, . . . ,m} sean ide´nticamente distribuidos.
Se define de forma recursiva el proceso m-dimensional {Z(n)}n≥0, como sigue:
Z(0) = z ∈ Nm0 ; Z(n+ 1) =
m∑
i=1
Zi(n)∑
j=1
Xi,n,j , n ≥ 0 (1.1)
Al modelo de probabilidad as´ı definido se le denomina Proceso de Ramificacio´n Mul-
titipo (PM).
En la definicio´n anterior estamos suponiendo que
∑0
1 es el vector nulo. Mantendremos
este convenio a lo largo de toda la memoria.
Interpretacio´n intuitiva
m denota el nu´mero de tipos diferentes que existen en la poblacio´n. Considera´ndose
dicho nu´mero finito, los tipos de individuos sera´n indicados por valores enteros entre
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1 y m. El j-e´simo individuo del tipo i de la generacio´n n engendra de manera
independiente a los dema´s, nuevos individuos de los distintos tipos coexistentes en la
poblacio´n segu´n el mecanismo aleatorio X i,n,j , con ide´ntica distribucio´n para cada
tipo. Por tanto el vector aleatorio Z(n) representa el nu´mero total de individuos
de cada tipo en la n-e´sima generacio´n, inicia´ndose el proceso con Z(0) = z ∈ Nm0
progenitores.
Observacio´n 1.2.1 Si m = 1, entonces el modelo se reduce al Proceso de Galton-
Watson. Asimismo, un modelo ma´s general se puede obtener considerando el conjunto
de tipos de cardinal infinito numerable (ve´ase Moy (1967)).
El modelo definido anteriormente es una cadena de Markov con probabilidades de
transicio´n estacionarias u homoge´nea para la que se verifica la siguiente propiedad
ba´sica (ve´ase Mode (1971)):
Propiedad aditiva: Un PM {Z(n)}n≥0 es un proceso aditivo, es decir, si Z(0) =
z ∈ Nm0 el proceso es igual en distribucio´n a la suma para todo tipo i ∈ {1, . . . ,m}
de zi copias independientes de PM iniciados con un individuo del tipo i.
Matriz de medias
Para cada i ∈ {1, . . . ,m} definiremos por mij a la media de la j-e´sima coordenada de
los vectores aleatorios ide´nticamente distribuidos {X i,n,k, n = 0, 1, . . . , k = 1, 2, . . .},
es decir, mij := E[X
i,0,1
j ], y se interpreta como el nu´mero medio de individuos del
tipo j que produce un individuo del tipo i.
A la matriz M := (mij)1≤i,j≤m la denominaremos matriz de medias del proceso.
La importancia de dicha matriz reside en que a partir de ella podemos obtener una
clasificacio´n de los PM . Tambie´n nos permite determinar los vectores de medias del
proceso, es decir E[Z(n)], n ≥ 1. En realidad es fa´cil probar que para todo n ≥ 0
E[Z(n+ 1)|Z(n)] = Z(n)M c.s.
y por tanto, para todo z ∈ Nm0 se obtiene la igualdad
E[Z(n)|Z(0) = z] = zMn
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donde Mn denota la n-e´sima potencia de la matriz de medias M . Adema´s, si Mn :=
(m
(n)
ij )1≤i,j≤m, entonces m
(n)
ij se interpreta como el nu´mero medio de individuos del
tipo j en la n-e´sima generacio´n, en un proceso iniciado con un individuo del tipo i.
Una caracter´ıstica especial del PM es que bajo el modelo de ramificacio´n existe
una estructura markoviana entre los diferentes tipos de individuos. La matriz M
es fundamental para establecer una clasificacio´n tanto en el comportamiento de los
distintos tipos como en la evolucio´n de la poblacio´n.
Diremos que el tipo i conduce al j si existe n ≥ 0 tal que m(n)ij > 0 (considera´ndose
M0 la matriz identidad de orden m). Diremos que el tipo i comunica con el j si i
conduce a j y j conduce a i. Ser comunicante es una relacio´n de equivalencia sobre
el conjunto de tipos {1, . . . ,m} (ve´ase Mode (1971)).
Definicio´n 1.2.2 Un PM se dice irreducible si el conjunto de tipos esta´ formado
por una u´nica clase de equivalencia para la relacio´n “ser comunicante”. En caso
contrario, se dice que es reducible.
Definicio´n 1.2.3 Un PM irreducible se dice que es positivamente regular si existe
una generacio´n n ≥ 0 tal que para toda pareja i, j ∈ {1, . . . ,m} se verifica que
m
(n)
ij > 0. En caso contrario, es decir si n depende de la pareja i, j elegida, se dice
que el proceso es perio´dico.
Observacio´n 1.2.2 Si {Z(n)}n≥0 es un PM irreducible, entonces la matriz de me-
dias M tambie´n lo es. Adema´s, si M es positivamente regular, el proceso es positi-
vamente regular y en caso contrario es perio´dico (ve´ase Ape´ndice B).
Tradicionalmente, el estudio del PM se ha divido en tres casos: positivamente regular,
perio´dico y reducible. La metodolog´ıa habitualmente seguida comienza por el estudio
del caso positivamente regular para posteriormente extender los resultados a los casos
perio´dico y reducible.
A continuacio´n exponemos los principales resultados obtenidos en relacio´n a un PM .
Hemos estructurado la exposicio´n en los siguientes cuatro apartados: la clasificacio´n
de los estados, el problema de la extincio´n, el comportamiento asinto´tico y la infe-
rencia estad´ıstica.
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De ahora en adelante, denotaremos por 0 al vector nulo y por 1 al vector con todas
sus coordenadas iguales a 1. Adema´s, para todo z ∈ Rm y µ ∈ Rm+ denotaremos por
zµ :=
∑m
i=1 ziµi.
Clasificacio´n de los estados
A partir de la definicio´n del PM y dado que
∑0
1 = 0, se deduce que el estado nulo 0
es absorbente.
Para evitar trivialidades en el comportamiento del PM se propone la siguiente defi-
nicio´n:
Definicio´n 1.2.4 Se dice que un PM {Z(n)}n≥0 es singular si para todo i∈{1, . . . ,m}
se verifica que P [X i,0,11 = 1] = 1.
En relacio´n a la transitoriedad de los estados no nulos del proceso se verifica el
siguiente resultado, cuya demostracio´n se puede encontrar en Harris (1989) para el
caso positivamente regular y en Mode (1971) para el caso perio´dico.
Proposicio´n 1.2.1 Si un PM {Z(n)}n≥0 es irreducible y no singular, entonces to-
dos los estados no nulos son transitorios.
Para un PM reducible no es cierto, en general, el resultado anterior. Kesten & Stigum
(1967) proponen condiciones para que todo estado no nulo de un PM reducible sea
transitorio.
Aplicando resultados cla´sicos de cadenas de Markov y dado que el estado 0 es absor-
bente, se obtiene que si todo estado no nulo es transitorio, entonces
P [Z(n)→ 0] + P [‖Z(n)‖ → ∞] = 1
donde ‖·‖ denota a una norma arbitraria en Rm. Puesto que en Rm todas las normas
son equivalentes, la igualdad anterior no dependera´ de la norma elegida.
Observacio´n 1.2.3 Si {Z(n)}n≥0 es un PM positivamente regular y P [‖Z(n)‖ →
∞] > 0, entonces hay una probabilidad positiva de que el nu´mero de individuos de
cada tipo crezca de modo ilimitado, es decir,
P [Zi(n)→∞, i = 1, . . . ,m] > 0
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Problema de la extincio´n
Un suceso de gran intere´s en el estudio de los Procesos de Ramificacio´n es el de la
extincio´n del proceso. En este caso dicho suceso se define como {Z(n) → 0} y la
probabilidad de extincio´n, que dependera´ del vector de inicio del proceso z ∈ Nm0 ,
como
qz := P [Z(n)→ 0|Z(0) = z]
El comportamiento de dicha probabilidad, vendra´ dado en funcio´n de la matriz M .
Si e´sta es irreducible, se denota por ρ al autovalor de Perron-Frobenius asociado a M
(ve´ase Teorema B.1). La magnitud de dicho autovalor permite determinar, para un
proceso irreducible, si e´ste se extingue casi seguramente o si existe una probabilidad
positiva de supervivencia. Se verifica el siguiente resultado recogido en Mode (1971):
Proposicio´n 1.2.2 Sea {Z(n)}n≥0 un PM irreducible no singular. Entonces qz = 1
para todo vector no nulo z ∈ Nm0 si y so´lo si ρ ≤ 1.
Para un PM reducible Sevast’yanov (1948) obtiene un resultado similar al anterior,
imponiendo ciertas condiciones sobre el conjunto de tipos y sobre el autovalor real
positivo de mo´dulo ma´ximo ρ de la matriz M .
Como consecuencia del estudio anterior y de manera ana´loga a la clasificacio´n habitual
en Procesos de Ramificacio´n:
(i) Diremos que un PM es subcr´ıtico si ρ < 1.
(ii) Diremos que un PM es cr´ıtico si ρ = 1.
(iii) Diremos que un PM es supercr´ıtico si ρ > 1.
Comportamiento asinto´tico
El comportamiento asinto´tico del PM va a depender de la clasificacio´n establecida
anteriormente para dicho proceso y que nos permite distinguir los casos subcr´ıtico,
cr´ıtico y supercr´ıtico. Adema´s se observan diferencias importantes en dicho compor-
tamiento si el proceso es positivamente regular, perio´dico o irreducible, es decir, la
estructura markoviana subyacente a los tipos tambie´n influye en la evolucio´n del PM .
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En primer lugar abordaremos el caso supercr´ıtico, esto es ρ > 1. En esta situacio´n
Kesten & Stigum (1966b) aportan el siguiente resultado para un proceso positiva-
mente regular:
Teorema 1.2.3 Sea {Z(n)}n≥0 un PM positivamente regular, no singular, con ma-
triz de medias M y autovalor de Perron-Frobenius ρ > 1. Si µ ∈ Rm+ es un autovector
derecho asociado a ρ, entonces la sucesio´n {ρ−nZ(n)µ}n≥0 converge casi seguramente
a una variable aleatoria W . Adema´s
P [W > 0] > 0 si y so´lo si max
1≤i,j≤m
E
[
Xi,0,1j log
+Xi,0,1j
]
<∞
Por otro lado, la sucesio´n {ρ−nZ(n)}n≥0 converge casi seguramente al vector aleatorio
Wν, siendo ν ∈ Rm+ el autovector izquierdo de M asociado a ρ tal que νµ = 1.
Asimismo, Kesten & Stigum (1966a), Athreya & Ney (1972) y Asmussen (1977) consi-
deran el comportamiento asinto´tico de funcionales lineales de un PM positivamente
regular convenientemente normalizados. Estudios ana´logos han sido realizados por
Kesten & Stigum (1966a) y Gonza´lez et al. (2003b) para un PM perio´dico y por
Kesten & Stigum (1967) para un PM reducible.
En los casos subcr´ıtico y cr´ıtico, esto es ρ ≤ 1, si un PM es irreducible, entonces
P [Z(n) → 0] = 1 (ve´ase Proposicio´n 1.2.2). El intere´s en estos casos se centra en el
estudio de la distribucio´n condicional del proceso {Z(n)}n≥0 dado que {‖Z(n)‖ > 0}.
En este sentido, Jirima (1957) y Mullikin (1963) investigan dicho problema para pro-
cesos del tipo positivamente regular. Posteriormente, Joffe & Spitzer (1967) comple-
tan dicho estudio debilitando las hipo´tesis y obteniendo los siguientes resultados:
Teorema 1.2.4 Sea {Z(n)}n≥0 un PM positivamente regular, no singular, con ma-
triz de medias M y autovalor de Perron-Frobenius ρ = 1 y momentos de segundo
orden verificando ciertas condiciones de regularidad. Entonces, existe una constante
K, 0 < K <∞, tal que el l´ımite
lim
n→∞
E
[
Z(n)
n
|‖Z(n)‖ > 0
]
= Kν
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no depende del vector inicial Z(0) = z, donde ν ∈ Rm+ es el autovector izquierdo de M
asociado a ρ tal que νµ = 1 y ν1 = 1, siendo µ el autovector derecho de M asociado
a ρ. Adema´s para todo x ∈ Rm0 se verifica que1
lim
n→∞
P
[
K
Z(n)
n
≤ x|‖Z(n)‖ > 0
]
= FνZ(x)
siendo FνZ(x) la funcio´n de distribucio´n del vector aleatorio νZ, donde Z es una
variable aleatoria con ley de probabilidad exponencial de para´metro 1.
Teorema 1.2.5 Sea {Z(n)}n≥0 un PM positivamente regular, no singular, con ma-
triz de medias M y autovalor de Perron-Frobenius ρ < 1. Entonces para todo vector
no nulo z˜ ∈ Nm0 existe el l´ımite
P˜z˜ := lim
n→∞
P [Z(n) = z˜|‖Z(n)‖ > 0]
siendo {P˜z˜}z˜∈Nm0 una distribucio´n de probabilidad en Nm0 que no depende del vector
inicial Z(0) = z. Adema´s, el vector de medias de la distribucio´n de probabilidad
{P˜z˜}z˜∈Nm0 es finito si y so´lo si
max
1≤i,j≤m
E
[
Xi,0,1j log
+Xi,0,1j
]
<∞
en cuyo caso, dicho vector es proporcional a ν, siendo ν ∈ Rm+ un autovector izquierdo
de M asociado a ρ.
Inferencia estad´ıstica
La inferencia sobre los principales para´metros del PM tiene un gran intere´s desde un
punto de vista pra´ctico. Entre los para´metros que nos aportan ma´s informacio´n del
modelo podemos citar la matriz de medias M y su autovalor de Perron-Frobenius ρ,
las distribuciones de probabilidad asociadas a los diferentes tipos, as´ı como las ma-
trices de covarianzas asociadas a dichas distribuciones. Diversos autores han abordado
los estudios inferenciales sobre los para´metros antes mencionados desde un punto de
vista cla´sico y una perspectiva no parame´trica. Entre ellos podemos citar los traba-
jos de Asmussen (1982, 1986), Asmussen & Keiding (1978), Becker (1976) o´ Nanthi
(1982). Ma´s recientemente el problema de la estimacio´n ha sido planteado en un
contexto Bayesiano por Gonza´lez et al. (2001a, 2003c) tanto desde una o´ptica pa-
rame´trica como no parame´trica.
1Dados x, y ∈ Rm, diremos que x ≤ y si xi ≤ yi para todo i ∈ {1, . . . ,m}.
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1.3 Procesos de Ramificacio´n Multitipo Modifica-
dos
Como sen˜alamos en la Introduccio´n General, con el fin de desarrollar modelos de
probabilidad que describan situaciones pra´cticas ma´s complejas, se han introducido
los denominados Procesos de Ramificacio´n Multitipo Modificados. A continuacio´n
presentamos de modo formal dos de estos modelos, que hemos querido destacar por
su intere´s en los siguientes cap´ıtulos de esta memoria: el Proceso de Ramificacio´n
Multitipo Dependiente del Taman˜o de la Poblacio´n y el Proceso de Ramificacio´n
Multitipo Controlado.
1.3.1 Proceso de Ramificacio´n Multitipo Dependiente del Ta-
man˜o de la Poblacio´n
Klebaner (1989a, 1989b,1991) introduce un Proceso Multitipo con reproduccio´n de-
pendiente del taman˜o de la poblacio´n e investiga para el caso positivamente regular
el problema de la extincio´n, as´ı como el comportamiento asinto´tico del mismo. La
definicio´n matema´tica de dicho modelo es la siguiente:
Definicio´n 1.3.1 Sea {X i,n,j(z) : i = 1, ...,m; n = 0, 1, ...; j = 1, 2, ...; z ∈ Nm0 }
una sucesio´n de vectores aleatorios m-dimensionales, independientes, entero valora-
dos, no negativos, definidos sobre el mismo espacio de probabilidad (Ω,A, P ) y tales
que para cada i ∈ {1, ...,m} y z ∈ Nm0 sean ide´nticamente distribuidos.
La sucesio´n de vectores aleatorios m-dimensionales {Z(n)}n≥0 definida recursiva-
mente como
Z(0) = z ∈ Nm0 ; Z(n+ 1) =
m∑
i=1
Zi(n)∑
j=1
Xi,n,j(Z(n)), n ≥ 0
se denomina Proceso de Ramificacio´n Multitipo Dependiente del Taman˜o de la Po-
blacio´n (PMD).
A partir de la definicio´n anterior se deduce que un PMD es una cadena de Markov
homoge´nea para la cual el estado nulo es absorbente.
Para cada i, j ∈ {1, . . . ,m} y z ∈ Nm0 se define
mij(z) := E[X
i,0,1
j (z)]
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y se supone que existe el siguiente l´ımite:
mij := lim
‖z‖→∞
mij(z)
Se denota por M := (mij)1≤i,j≤m a la matriz cuyos elementos son los l´ımites ante-
riores. Supongamos que M es una matriz positivamente regular y sea ρ su autovalor
de Perron-Frobenius con un autovector derecho asociado µ ∈ Rm+ (ve´ase Teorema
B.1). La magnitud del autovalor de ρ, as´ı como el comportamiento de la sucesio´n de
funcionales lineales {Z(n)µ}n≥0 determinara´ la evolucio´n del PMD {Z(n)}n≥0.
Si se supone que todo estado no nulo es transitorio, entonces
P [Z(n)→ 0] + P [‖Z(n)‖ → ∞] = 1
Klebaner (1989b, 1991) investiga el problema de la extincio´n de estos procesos, distin-
guiendo los casos subcr´ıtico (ρ < 1), cr´ıtico (ρ = 1) y supercr´ıtico (ρ > 1). La novedad
frente al PM es que bajo ciertas hipo´tesis un PMD cr´ıtico tiene una probabilidad
positiva de crecimiento ilimitado en el nu´mero total de individuos del proceso.
En cuanto al comportamiento asinto´tico, Klebaner (1989a) analiza la situacio´n su-
percr´ıtica obteniendo condiciones que garantizan un crecimiento geome´trico del pro-
ceso. El caso cr´ıtico es considerado en Klebaner (1991) obtenie´ndose para esta si-
tuacio´n una evolucio´n del tipo lineal.
1.3.2 Proceso de Ramificacio´n Multitipo Controlado
Sevast’yanov & Zubkov (1974) consideran la posibilidad de realizar en cada generacio´n
un control en el nu´mero de individuos de cada tipo que van a participar en la fase de
reproduccio´n del proceso de ramificacio´n, proponiendo la siguiente definicio´n:
Definicio´n 1.3.2 Sea {X i,n,j : i = 1, ...,m; n = 0, 1, ...; j = 1, 2, ...} una sucesio´n de
vectores aleatorios m-dimensionales, independientes, entero valorados, no negativos,
definidos sobre el mismo espacio de probabilidad (Ω,A, P ) y tales que para cada i ∈
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{1, ...,m} sean ide´nticamente distribuidos. Sea φ una funcio´n de Rm en Rm entero
valorada para argumentos enteros.
La sucesio´n de vectores aleatorios m-dimensionales {Z(n)}n≥0 definida recursiva-
mente como
Z(0) = z ∈ Nm0 ; Z(n+ 1) =
m∑
i=1
φi(Z(n))∑
j=1
Xi,n,j , n ≥ 0
se denomina Proceso de Ramificacio´n Multitipo Controlado (PMC).
Si bien Sevast’yanov & Zubkov (1974) dan la definicio´n del proceso, no desarrollan
ninguna propiedad relativa al PMC. Adema´s, hasta la fecha, no conocemos estudios
posteriores relacionados con el mismo.
Observacio´n 1.3.1 El control sobre la poblacio´n en el PMC es realizado de manera
determin´ıstica a trave´s de la funcio´n φ. Ana´logamente al modelo propuesto por
Yanev (1975) para el caso unidimensional, en el Cap´ıtulo 2 propondremos realizar el
control en la poblacio´n mediante un mecanismo aleatorio, dando lugar a un PMC con
control aleatorio. Las propiedades de este u´ltimo modelo, que obviamente generaliza
al PMC, sera´n desarrolladas en el Cap´ıtulo 6.
Observacio´n 1.3.2 Otros PM Modificados que han sido considerados en la litera-
tura son: el PM con inmigracio´n (ve´ase Kaplan (1973)), el PM en ambiente variable
(ve´ase por ejemplo Biggins et al. (1999) o´ Jones (1997)), el PM en ambiente aleatorio
(ve´ase por ejemplo Athreya & Karlin (1971), Key (1987) o´ Tanny (1981)), el PM
bisexual (ve´ase por ejemplo Hull (1998), Karlin & Kaplan (1973) o´ Mode (1972)).
Cap´ıtulo 2
Proceso de Ramificacio´n Multitipo
Generalizado Dependiente del
Taman˜o de la Poblacio´n:
Propiedades ba´sicas
2.1 Introduccio´n
En el Cap´ıtulo 1 se han expuesto distintas modificaciones del Proceso de Ramificacio´n
Multitipo cuya caracter´ıstica comu´n es que la reproduccio´n depende del taman˜o de
la poblacio´n, ya sea en la descendencia o´ en el nu´mero de progenitores potenciales.
En Procesos de Ramificacio´n en general y en el caso multitipo en particular, resulta
clave para su estudio conocer el comportamiento reproductivo del proceso. Adema´s,
para los modelos expuestos en el Cap´ıtulo 1, parece que no es imprescindible conocer
la descendencia de cada individuo, sino ma´s bien determinar la progenie conjunta
del grupo de individuos de cada tipo, habida cuenta que depende del taman˜o de la
poblacio´n en el momento en que tiene lugar la reproduccio´n.
En base a estas ideas y con el fin de unificar el estudio de algunos Procesos de Rami-
ficacio´n Multitipo Modificados, hemos definido un modelo multitipo que generaliza
al PM y que presentamos en este Cap´ıtulo. Este nuevo modelo recoge como casos
particulares a los Procesos de Ramificacio´n Multitipo Modificados estudiados en el
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Cap´ıtulo 1: el PMD y el PMC. Adema´s, existen otros modelos no estudiados en
la literatura sobre Procesos de Ramificacio´n que tienen un potencial intere´s pra´ctico,
como por ejemplo el Proceso de Ramificacio´n Multitipo Bisexual o´ el Proceso de Ra-
mificacio´n Multitipo Controlado con Control Aleatorio y Reproduccio´n Dependiente
del Taman˜o de la Poblacio´n, y que tambie´n se obtienen como casos particulares del
propuesto.
El Cap´ıtulo ha sido estructurado en cuatro Secciones, siendo esta primera de cara´cter
introductorio. En la Seccio´n 2.2, definiremos el Proceso de Ramificacio´n Multitipo
Generalizado Dependiente del Taman˜o de la Poblacio´n (PMG). Adema´s se intro-
ducira´n algunos Procesos de Ramificacio´n Multitipo Modificados Dependientes del
Taman˜o de la Poblacio´n como casos particulares del PMG. El establecimiento de
la propiedad markoviana del PMG, as´ı como la clasificacio´n de sus estados y el es-
tudio de sus principales propiedades sera´n tratados en la Seccio´n 2.3. Finalmente,
dedicaremos la Seccio´n 2.4 al estudio de sus principales momentos, as´ı como al com-
portamiento asinto´tico de los mismos.
2.2 Definicio´n y Ejemplos
En la definicio´n que exponemos a continuacio´n se retoman las ideas avanzadas en la
introduccio´n de este Cap´ıtulo desde un punto de vista matema´tico. Tras la definicio´n,
daremos una interpretacio´n intuitiva de los elementos de un PMG.
Definicio´n 2.2.1 Sea {Y i,n(z) : i = 1, . . . ,m;n = 0, 1, . . . ; z ∈ Nm0 } una sucesio´n de
vectores aleatorios m-dimensionales, entero valorados, no negativos y definidos sobre
el mismo espacio de probabilidad (Ω,A, P ), donde:
(i) Si n, n˜ ∈ N0 son tales que n 6= n˜, entonces los vectores aleatorios m2-dimensio-
nales (Y 1,n(z), . . ., Y m,n(z)) e (Y 1,n˜(z˜), . . . , Y m,n˜(z˜)) son independientes, cuales-
quiera que sean z, z˜ ∈ Nm0 .
(ii) Cualquiera que sea z ∈ Nm0 , los vectores aleatorios {(Y 1,n(z), . . . , Y m,n(z))}n≥0
son independientes e ide´nticamente distribuidos.
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La sucesio´n de vectores aleatorios m-dimensionales {Z(n)}n≥0, definida de forma
recursiva como sigue:
Z(0) = z ∈ Nm0 ; Z(n+ 1) =
m∑
i=1
Y i,n(Z(n)), n ≥ 0 (2.1)
sera´ denominada Proceso de Ramificacio´n Multitipo Generalizado Dependiente del
Taman˜o de la Poblacio´n (PMG).
Observacio´n 2.2.1 Un PM , {Z(n)}n≥0, definido por la relacio´n (1.1) es un caso
particular de PMG pues se puede expresar segu´n la ecuacio´n (2.1) sin ma´s que
considerar los vectores Y i,n(Z(n)) =
∑Zi(n)
j=1 X
i,n,j para cada i ∈ {1, ...,m} y n ≥
0, siendo {Xi,n,j : i = 1, ...,m;n = 0, 1, ...; j = 1, 2, ...} una sucesio´n de vectores
aleatorios m-dimensionales, entero valorados, independientes, no negativos y, para
cada tipo i ∈ {1, ...,m}, ide´nticamente distribuidos.
Interpretacio´n intuitiva
El vector aleatorio Z(n) representa el nu´mero total de individuos de cada tipo en la
n-e´sima generacio´n, inicia´ndose el proceso con Z(0) = z ∈ Nm0 progenitores. Cada
grupo de individuos del mismo tipo puede generar nuevos individuos de los distintos
tipos. Ma´s concretamente, el vector Y i,n(z) representa el nu´mero de individuos de
cada tipo originados por el grupo de individuos del tipo i en la generacio´n n, cuando
en la poblacio´n coexisten z individuos. Obse´rvese que, aunque no existan individuos
de algu´n tipo, el sistema a priori puede generar nuevos individuos.
Observacio´n 2.2.2 La condicio´n (ii) de la definicio´n anterior no exige que los vec-
tores {Y i,n(z) : i = 1, . . . ,m} sean independientes para cada n ≥ 0 y z ∈ Nm0 . Intui-
tivamente, esto se traduce en que puede haber cierta relacio´n entre la reproduccio´n
de los grupos de individuos de los distintos tipos. Esta dependencia supone una
importante novedad frente a los modelos cla´sicos de ramificacio´n que esta´ en conso-
nancia con los comportamientos reproductivos que se dan en la naturaleza, donde
la independencia so´lo puede ser considerada como una mera simplificacio´n teo´rica.
En ocasiones, con el fin de abreviar la notacio´n, denotaremos por Y n(z) al vector
m2-dimensional (Y 1,n(z), . . . , Y m,n(z)).
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Observacio´n 2.2.3 Frente a los modelos considerados en el Cap´ıtulo 1, el PMG
tiene como particularidad que necesita un nivel menos de observacio´n, esto es, so´lo
requiere el conocimiento del vector que representa el nu´mero total de descendientes
generados por el grupo de individuos de cada tipo y no el vector de descendencia de
cada individuo. Esto implica a priori la pe´rdida de la ramificacio´n en el proceso. A
pesar de ello, hemos denominado al modelo introducido de ramificacio´n, pues algunos
PM Modificados son obtenidos como casos particulares de este.
A partir de las condiciones (i) e (ii) impuestas al PMG hemos obtenido la siguiente
propiedad, fundamental para el estudio posterior del proceso:
Proposicio´n 2.2.1 Un PMG es una cadena de Markov con probabilidades de tran-
sicio´n estacionarias.
Demostracio´n
Sean z(0), z(1), . . . , z(n+1) ∈ Nm0 tales que
P
[
Z(0) = z(0), . . . , Z(n) = z(n)
]
> 0
Teniendo en cuenta la ecuacio´n (2.1), se verifica que
P
[
Z(n+ 1) = z(n+1)|Z(0) = z(0), . . . , Z(n) = z(n)
]
=
P
[
m∑
i=1
Y i,n(z(n)) = z(n+1), . . . ,
m∑
i=1
Y i,0(z(0)) = z(1)
]
P
[
Z(0) = z(0), . . . , Z(n) = z(n)
]
=
P
[
m∑
i=1
Y i,n(z(n)) = z(n+1)
]
P
[
m∑
i=1
Y i,0(z(0)) = z(1), . . . ,
m∑
i=1
Y i,n−1(z(n−1)) = z(n)
]
P
[
Z(0) = z(0), . . . , Z(n) = z(n)
]
= P
[
m∑
i=1
Y i,n(z(n)) = z(n+1)
]
= P
[
Z(n+ 1) = z(n+1)|Z(n) = z(n)
]
y por tanto, el PMG es una cadena de Markov. Adema´s, a partir de la condicio´n
(ii) de la definicio´n del modelo, los vectores Y n(z(n)) e Y 0(z(n)) tienen la misma
distribucio´n, obtenie´ndose as´ı la homogeneidad de la cadena de Markov {Z(n)}n≥0.
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Hemos probado que un PMG es una cadena de Markov con probabilidades de tran-
sicio´n estacionarias que generaliza al PM . Adema´s, como hemos sen˜alado en la
introduccio´n, el PMD y el PMC pueden ser considerados como casos particulares
del PMG. A continuacio´n, y con el fin de poner de manifiesto que el PMG recoge
estas y otras modificaciones del PM , presentamos dos nuevos Procesos de Ramifi-
cacio´n Multitipo Modificados Dependientes del Taman˜o de la Poblacio´n que se pueden
considerar como casos particulares del PMG. Ma´s concretamente, introducimos el
PM Controlado con Control Aleatorio y Reproduccio´n Dependiente del Taman˜o de la
Poblacio´n y el PM Bisexual con aditividad en los tipos de unidades de apareamiento.
2.2.1 Proceso de Ramificacio´n Multitipo Controlado con Con-
trol Aleatorio y Reproduccio´n Dependiente del Taman˜o
de la Poblacio´n
Como hemos sen˜alado en el Cap´ıtulo 1, el control en el nu´mero de progenitores
potenciales en la poblacio´n ha sido considerado para el PM por Sevast’yanov &
Zubkov (1974). Adema´s, para el caso unidimensional, Yanev (1975) introduce la
novedad de controlar dicho nu´mero mediante un mecanismo aleatorio. Por otro lado,
modelos de ramificacio´n con reproduccio´n dependiente del taman˜o de la poblacio´n
han sido ampliamente estudiados en la literatura (ve´anse por ejemplo Klebaner (1984,
1989a)). Para la situacio´n univariante, Cohn & Klebaner (1986) proponen una posible
dependencia entre los progenitores, lo cual supone una novedad frente a los modelos
de ramificacio´n tradicionalmente considerados. Asimismo, Ku¨ster (1985) analiza un
modelo unidimensional con control y reproduccio´n dependiente del taman˜o de la
poblacio´n.
A continuacio´n, proponemos un Proceso de Ramificacio´n Multitipo Modificado, el
cual combina el control en la poblacio´n mediante un mecanismo aleatorio, repro-
duccio´n dependiente del taman˜o de la poblacio´n y posible dependencia en la repro-
duccio´n de los individuos de la misma generacio´n.
Definicio´n 2.2.2 Sean {X i,n,j(z) : i = 1, . . . ,m;n = 0, 1, . . . ; j = 1, 2, . . . ; z ∈ Nm0 }
y {φn(z) : n = 0, 1, . . . ; z ∈ Nm0 } dos sucesiones independientes de vectores aleatorios
m-dimensionales, entero valorados, no negativos y definidos sobre el mismo espacio
de probabilidad (Ω,A, P ), donde
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(i) Para cada z ∈ Nm0 , los vectores aleatorios {φn(z)}n≥0 son independientes e
ide´nticamente distribuidos.
(ii) Si n, n˜ ∈ N0 son tales que n 6= n˜, entonces los vectores aleatorios φn(z) y φn˜(z˜)
son independientes, cualesquiera que sean z, z˜ ∈ Nm0 .
(iii) Fijado z ∈ Nm0 , los procesos estoca´sticos {{X i,n,j(z) : i = 1, . . . ,m}j≥1}n≥0
son independientes e ide´nticamente distribuidos.
(iv) Si n, n˜ ∈ N0 son tales que n 6= n˜, entonces cualesquiera que sean z, z˜ ∈ Nm0 las
sucesiones {X i,n,j(z) : i = 1, . . . ,m; j = 1, 2, . . .} y {X i,n˜,j(z˜) : i = 1, . . . ,m;
j = 1, 2, . . .} son independientes.
La sucesio´n de vectores aleatorios m-dimensionales {Z(n)}n≥0, definida de forma
recursiva como sigue:
Z(0) = z ∈ Nm0 ; Z(n+ 1) =
m∑
i=1
φni (Z(n))∑
j=1
Xi,n,j(Z(n)), n ≥ 0
sera´ denominada Proceso de Ramificacio´n Multitipo Controlado con Control Aleatorio
y Reproduccio´n Dependiente del Taman˜o de la Poblacio´n (PMCD).
Se verifica que un PMCD es un PMG, sin ma´s que tomar en la ecuacio´n (2.1)
Y i,n(Z(n)) =
φni (Z(n))∑
j=1
Xi,n,j(Z(n))
para cada i ∈ {1, . . . ,m} y n ≥ 0. En efecto, la independencia entre el control y la
reproduccio´n, as´ı como las condiciones (i) e (iii) impuestas al PMCD nos permiten
deducir que cualquiera que sea z ∈ Nm0 , los vectores {(Y 1,n(z), . . . , Y m,n(z))}n≥0 son
independientes e ide´nticamente distribuidos. Por otro lado, en virtud de las condi-
ciones (ii) e (iv) de la definicio´n del PMCD, si n, n˜ ∈ N0 son tales que n 6= n˜,
entonces los vectores (Y 1,n(z), . . . , Y m,n(z)) e (Y 1,n˜(z˜), . . . , Y m,n˜(z˜)) son indepen-
dientes, cualesquiera que sean z, z˜ ∈ Nm0 .
Observemos adema´s que el PMC y el PMD expuestos en el Cap´ıtulo 1, se pueden
obtener como casos particulares del PMCD. En el Cap´ıtulo 6 retomaremos este
proceso con el fin de particularizar en e´l el estudio general realizado para el PMG.
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2.2.2 Proceso de Ramificacio´n Multitipo Bisexual
Daley (1968) introduce una modificacio´n del Proceso de Galton-Watson simple en
la que modeliza el mecanismo de reproduccio´n sexual. Considera en la poblacio´n la
coexistencia de hembras y machos quienes a trave´s de cierta funcio´n forman las de-
nominadas unidades de apareamiento, que son las encargadas de originar, de acuerdo
con cierto mecanismo aleatorio, nuevos individuos de ambos sexos. Este modelo de
probabilidad ha sido ampliamente investigado por diversos autores (ve´anse por ejem-
plo, Daley et al. (1986), Gonza´lez & Molina (1996, 1997), Gonza´lez et al. (2001b),
Hull (1982, 1984)). Otros modelos similares para el caso univariante han sido consi-
derados por Asmussen & Hering (1983) o´ Falahati (1999). Por el contrario, el estudio
de Procesos Multitipo Bisexuales so´lo ha sido tratado en la literatura cient´ıfica en
situaciones pra´cticas muy particulares, ve´anse Hull (1998), Karlin & Kaplan (1973)
y Mode (1972), no habie´ndose desarrollado hasta la fecha una teor´ıa general para
este tipo de procesos. En este apartado introducimos un modelo bisexual multitipo
que generaliza al considerado por Daley y que sera´, en algunas situaciones, un caso
particular del PMG.
En dicho modelo contemplamos la existencia en la poblacio´n de individuos de m
clases distintas. En cada una de estas clases tenemos individuos hembras (F ) y
machos (M), dando lugar por tanto a 2m tipos de individuos. Consideramos que
esta´ permitida la formacio´n de unidades de apareamiento entre machos y hembras
de diferentes tipos, obtenie´ndose as´ı un total de m2 tipos de unidades de aparea-
miento. Si Zij denota a las unidades de apareamiento formadas por hembras del
tipo i y machos del tipo j, expresamos el vector de unidades de apareamiento como
(Z11, ..., Z1m, ..., Zm1, ..., Zmm).
Definicio´n 2.2.3 Sea {fmi,j,n,k : i, j = 1, ...,m;n = 0, 1, ...; k = 1, 2, ...} una su-
cesio´n de vectores aleatorios 2m-dimensionales, independientes, entero valorados, no
negativos, definidos en el mismo espacio de probabilidad (Ω,A, P ) y tales que para
cada i, j ∈ {1, ...,m} sean ide´nticamente distribuidos. Sea L una funcio´n de R2m
en Rm2 que toma valores enteros sobre argumentos enteros, denominada funcio´n de
apareamiento.
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Dado un vector m2-dimensional, entero valorado, no negativo, Z(0), llamaremos Pro-
ceso de Ramificacio´n Multitipo Bisexual (PMB) a la sucesio´n de vectores aleatorios
m2-dimensionales {Z(n)}n≥0, definida de forma recursiva como
Z(n+ 1) = L
 m∑
i=1
m∑
j=1
Zij(n)∑
k=1
fmi,j,n,k
 , n ≥ 0
Intuitivamente el vector Z(n) determina las unidades de apareamiento de cada tipo
en la generacio´n n-e´sima. El sumatorio en k representa el nu´mero total de hembras
y machos de cada tipo, generado por las Zij(n) unidades de apareamiento existentes
en la n-e´sima generacio´n formadas por la unio´n de una hembra del tipo i y un macho
del tipo j. Observemos que el apareamiento se realiza una vez agrupado el total
de la descendencia proporcionada por todas las unidades de apareamiento. Un caso
particular, factible en algunas situaciones pra´cticas de intere´s, se produce cuando
el apareamiento se realiza entre los individuos procedentes de cada tipo de unidad
de apareamiento. En dicho caso, se considera una funcio´n de apareamiento para la
progenie procedente de las unidades de apareamiento de cada tipo.
Definicio´n 2.2.4 Sea {fmi,j,n,k : i, j = 1, ...,m;n = 0, 1, ...; k = 1, 2, ...} una su-
cesio´n de vectores aleatorios 2m-dimensionales, independientes, enteros valorados, no
negativos, definidos sobre el mismo espacio de probabilidad (Ω,A, P ) y tales que para
cada i, j ∈ {1, ...,m} sean ide´nticamente distribuidos. Para cada i, j ∈ {1, ...,m}, sea
Lij una funcio´n de R2m en Rm2 que toma valores enteros sobre argumentos enteros.
A la sucesio´n de vectores aleatorios m2-dimensionales {Z(n)}n≥0, definida de manera
recursiva como
Z(0) = z ∈ Nm20 ; Z(n+ 1) =
m∑
i=1
m∑
j=1
Lij
Zij(n)∑
k=1
fmi,j,n,k
 , n ≥ 0
la denominaremos PMB con aditividad en los tipos de unidades de apareamiento.
El PMB {Z(n)}n≥0 con aditividad en los tipos de unidades de apareamiento es un
caso particular del PMG, sin ma´s que tomar en la ecuacio´n (2.1)
Y ij,n(Z(n)) = Lij
Zij(n)∑
k=1
fmi,j,n,k

para cada par de tipos i, j ∈ {1, ...,m} y n ≥ 0.
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2.3 Clasificacio´n de los estados
Una vez probado que un PMG es una cadena de Markov con probabilidades de tran-
sicio´n estacionarias, procedamos a estudiar las propiedades ba´sicas de las transiciones
entre sus estados y a establecer la clasificacio´n de los mismos, pues esto determinara´
el comportamiento del proceso. Dada la estructura del modelo, dicho estudio se hara´
en base a condiciones impuestas a los vectores Y n(z). Previamente, con el fin de
evitar trivialidades, damos la siguiente definicio´n:
Definicio´n 2.3.1 Se dice que un PMG, {Z(n)}n≥0, es singular si para cada vector
z ∈ Nm0
P [Z(1)1 = z1|Z(0) = z] = 1
Observacio´n 2.3.1 Es evidente que si un PMG es singular, no podamos hablar de
un proceso de ramificacio´n propiamente dicho, sino ma´s bien de una cadena de Markov
que, casi seguramente, presenta el mismo nu´mero de individuos en cada generacio´n.
A partir de ahora restringiremos nuestro estudio a un PMG no singular, que es donde
realmente tiene un verdadero intere´s. Para ello utilizaremos la terminolog´ıa cla´sica
de Chung (1967) para cadenas de Markov. Sea
Sz(0) :=
{
z ∈ Nm0 : P
[
Z(n) = z|Z(0) = z(0)
]
> 0 para algu´n n ∈ N0
}
es decir, el espacio de estados de la cadena {Z(n)}n≥0 iniciada con Z(0) = z(0) ∈
Nm0 . Tambie´n es habitual referirse a dicho conjunto como el de los posibles estados
alcanzables de la cadena. Con objeto de evitar complejidad en la notacio´n, y siempre
que ello no induzca a confusio´n, denotaremos Sz(0) simplemente por S.
Sean z, z˜ ∈ S y l ∈ N0 tales que P [Z(l) = z] > 0. Para cada n ≥ 1, denotamos
por p
(n)
zz˜ := P [Z(l + n) = z˜|Z(l) = z]. Diremos que z conduce a z˜ y escribiremos
z Ã z˜, si existe n positivo tal que p
(n)
zz˜ > 0 y diremos que z y z˜ son comunicantes y
lo denotaremos como z! z˜, si z Ã z˜ y z˜ Ã z.
Como se sen˜alo´ anteriormente en la interpretacio´n intuitiva del modelo, si el taman˜o
de la poblacio´n es nulo en alguna generacio´n, a priori el proceso puede generar nuevos
individuos en las futuras generaciones. La siguiente proposicio´n proporciona una
condicio´n necesaria y suficiente para que esto no pueda ocurrir, es decir, para que el
estado nulo de la cadena sea absorbente:
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Proposicio´n 2.3.1 Sea {Z(n)}n≥0 un PMG. El estado 0 es absorbente si y so´lo si
(Y 1,0(0), . . . , Y m,0(0)) = 0 casi seguramente.
Demostracio´n
Si P
[
(Y 1,0(0), . . . , Y m,0(0)) 6=0] > 0, entonces a partir de la ecuacio´n (2.1) se obtiene
que P [Z(n+ 1) 6= 0|Z(n) = 0] > 0 y por tanto el estado 0 es no absorbente.
Dada la relevancia que para el estudio de la evolucio´n del proceso tendra´ el hecho de
que el estado nulo sea absorbente, a partir de ahora nos referiremos a ello como
Hipo´tesis 0 (H0) El estado 0 es absorbente.
En el siguiente resultado proporcionamos una condicio´n suficiente para que el proceso
alcance con probabilidad positiva estados con normas arbitrariamente grandes.
Proposicio´n 2.3.2 Sea {Z(n)}n≥0 un PMG. Si para cada vector no nulo ẑ ∈ S
existe un vector z˜ẑ ∈ Nm20 tal que z˜ẑ1 > ẑ1 y se verifica que
P
[
(Y 1,0(ẑ), . . . , Y m,0(ẑ)) = z˜ẑ
]
> 0 (2.2)
entonces para cada z ∈ S no nulo y N ∈ N, existe z(N) ∈ S tal que z Ã z(N) y
z(N)1 > N .
Demostracio´n
Fijado z ∈ S no nulo y N ∈ N, probaremos en primer lugar que existe un vector
z˜ ∈ S tal que z˜1 > z1 y z Ã z˜. Aplicando la condicio´n (2.2) al vector z, obtenemos
un vector z˜z = (z
1
1 , . . . , z
1
m, . . . , z
m
1 , . . . , z
m
m) ∈ Nm
2
0 tal que z˜z1 > z1 y verificando
que
P
[
(Y 1,0(z), . . . , Y m,0(z)) = z˜z
]
> 0
Definimos el vector m-dimensional z˜ :=
(∑m
i=1 z
i
1, . . . ,
∑m
i=1 z
i
m
)
. Por su propia defi-
nicio´n z˜1 = z˜z1 > z1. Adema´s z Ã z˜, pues
P [Z(1) = z˜|Z(0) = z] ≥ P [Y 0(z) = z˜z] > 0
Finalmente, como la diferencia entre z˜1 y z1 es de al menos una unidad, realizando
un proceso iterativo se garantiza que en un nu´mero finito de pasos se alcanzan estados
z(N) con normas superiores a N y tales que z Ã z(N).
De ahora en adelante, a la condicio´n dada en la proposicio´n anterior la denominaremos
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Hipo´tesis 1 (H1) Para cada vector no nulo ẑ ∈ S existe un vector
z˜ẑ ∈ Nm20 tal que z˜ẑ1 > ẑ1 y se verifica que
P
[
(Y 1,0(ẑ), . . . , Y m,0(ẑ)) = z˜ẑ
]
> 0
Para cada z ∈ S, denotaremos por Cz al conjunto de los estados que son alcanzables
desde z, es decir,
Cz := {z˜ ∈ S : p(n)zz˜ > 0 para algu´n n ≥ 1}
Ser´ıa deseable que para cada z, z˜ ∈ S no nulos se verificara la igualdad Cz = Cz˜ que,
bajo ciertas restricciones, implica que todos los estados no nulos del proceso sean
comunicantes, salvo quiza´s el estado de partida. Sin embargo la igualdad anterior
no es cierta en general pues existen dos carencias. La primera de ellas es que no
necesariamente Cz contiene estados con todas las normas uno posibles. La otra
carencia consiste en que no se puede garantizar que todos los estados que tienen igual
norma sean comunicantes. As´ı pues, tendremos que imponer condiciones que palien
dichas deficiencias con el fin de garantizar la citada igualdad.
Denotaremos NS := {r ∈ N0 : r = z1 para algu´n z ∈ S} = {rk : k ∈ N0} tal que
rk < rk+1 para todo k ≥ 0. Nos referiremos a NS como el conjunto de normas uno
visitadas por la cadena. Tomemos z ∈ S. Para que desde z se puedan alcanzar estados
con cualesquiera de las normas factibles, damos la siguiente condicio´n suficiente:
Proposicio´n 2.3.3 Sea {Z(n)}n≥0 un PMG satisfaciendo la hipo´tesis H1. Dado
k > 0, si para cada vector ẑ ∈ S tal que ẑ1 = rk, existe un vector z˜ẑ ∈ Nm20
verifica´ndose que
z˜ẑ1 = rk−1 y P
[
(Y 1,0(ẑ), . . . , Y m,0(ẑ)) = z˜ẑ
]
> 0 (2.3)
entonces, para cada z ∈ S no nulo y r ∈ NS existe un estado z˜ ∈ Cz tal que z˜1 = r.
Demostracio´n
Sean z ∈ S no nulo y r ∈ NS . Si z1 ≤ r, en virtud de la Proposicio´n 2.3.2, existe un
vector ẑ ∈ S, tal que ẑ1 > r y z Ã ẑ. Adema´s, a partir de la condicio´n (2.3), en no
ma´s de ẑ1− r pasos se alcanza desde ẑ un vector z˜ ∈ S tal que z˜1 = r, obtenie´ndose
el resultado, pues z Ã ẑ Ã z˜. Finalmente, si z1 > r sera´ suficiente aplicar al propio
z el razonamiento anterior.
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A partir de ahora nos referiremos a la condicio´n de la proposicio´n anterior como
Hipo´tesis 2 (H2) Dado k > 0, para cada vector ẑ ∈ S tal que ẑ1 = rk,
existe un vector z˜ẑ ∈ Nm20 verifica´ndose que
z˜ẑ1 = rk−1 y P
[
(Y 1,0(ẑ), . . . , Y m,0(ẑ)) = z˜ẑ
]
> 0
Las condiciones suficientes que garanticen la comunicacio´n entre todos los estados
de igual norma pueden ser bastantes restrictivas. Por ello, en ocasiones, es ma´s
conveniente imponer dicha hipo´tesis directamente al modelo. En cualquier caso, a
continuacio´n proponemos una condicio´n que garantiza dicha propiedad:
Proposicio´n 2.3.4 Sea {Z(n)}n≥0 un PMG y r ∈ NS tal que r 6= 0. Denotemos
Ar := {z ∈ S : z1 = r} y sea τ un ciclo1 sobre los elementos de Ar de orden #Ar.
Si para cada vector z ∈ Ar y para cada tipo i ∈ {1, . . . ,m}, existe un vector z˜(i)z ∈ Nm0
tal que
P
[
Y i,0(z) = z˜(i)z , i = 1, . . . ,m
]
> 0 y
m∑
i=1
z˜(i)z = τ(z) (2.4)
entonces se verifica que Cz = Cẑ para cada z, ẑ ∈ Ar.
Demostracio´n
Sean r ∈ NS tal que r 6= 0 y z, ẑ ∈ Ar. Es suficiente probar que z! ẑ. Para ello
demostraremos en primer lugar que z Ã ẑ. Fijado z, en virtud de la condicio´n (2.4),
existe un vector z˜ :=
∑m
i=1 z˜
(i)
z , tal que z˜1 = z1, τ(z) = z˜ y z Ã z˜. Dado que τ es un
ciclo de orden #Ar entre los elementos de Ar, mediante un proceso iterativo, en no
ma´s de #Ar pasos se alcanza con probabilidad positiva el estado ẑ. Intercambiando
los estados z y ẑ, obtenemos de manera ana´loga que ẑ Ã z y por tanto z! ẑ.
De ahora en adelante a la condicio´n dada en la proposicio´n anterior la denominaremos
1Sea A un conjunto con n elementos distintos, {a1, . . . , an}. Entendemos por ciclo de orden n
sobre A a una permutacio´n τ de los elementos de A = {ai1 , . . . , ain} tal que τ(aij ) = aij+1 para
todo j ∈ {1, . . . , n− 1} y τ(ain) = ai1 .
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Hipo´tesis 3 (H3) Para cada r ∈ NS no nulo existe un ciclo τ sobre los
elementos de Ar = {z ∈ S : z1 = r} de orden #Ar, tal que para cada
vector z ∈ Ar y cada tipo i ∈ {1, . . . ,m}, existe un vector z˜(i)z ∈ Nm0
verifica´ndose que
P
[
Y i,0(z) = z˜(i)z , i = 1, . . . ,m
]
> 0 y
m∑
i=1
z˜(i)z = τ(z)
Llegado a este punto estamos en disposicio´n de proponer condiciones suficientes para
la comunicacio´n de todos los estados no nulos de S, salvo quiza´s el estado inicial del
proceso.
Proposicio´n 2.3.5 Sea {Z(n)}n≥0 un PMG satisfaciendo las hipo´tesis H1, H2 y
H3. Entonces para todo par de vectores no nulos z, z˜ ∈ S se verifica que Cz = Cz˜.
Demostracio´n
Dado que la demostracio´n sigue la l´ınea de las anteriores, a continuacio´n se esbozan
los principales pasos de la misma. Sean z, z˜ ∈ S vectores no nulos. Sera´ suficiente
probar que si ẑ ∈ Cz, entonces ẑ ∈ Cz˜. La condicio´n H1 nos garantiza que desde z˜
se pueden alcanzar con probabilidad positiva, estados con normas uno mayores que
ẑ1. Por otro lado, las hipo´tesis H2 y H3 permiten que el estado ẑ sea alcanzable
con probabilidad positiva, decreciendo en norma y en un nu´mero finito de pasos,
completa´ndose as´ı la prueba.
Observacio´n 2.3.2 Si un PMG verifica la hipo´tesis H0 y adema´s para cada z, z˜ ∈ S
no nulos Cz = Cz˜, entonces todos sus estados alcanzables no nulos, salvo quiza´s el
estado con el que se inicia el proceso, es decir el vector z(0), son comunicantes. En
efecto, si z es alcanzable desde z˜ 6= z, puesto que Cz = Cz˜, se verifica que z ∈ Cz.
Adema´s, si el estado inicial es alcanzable desde otro estado, entonces Cz=S para todo
z ∈ S no nulo, es decir, todos los estados no nulos de la cadena son comunicantes.
Para el estudio del comportamiento del PMG sera´ de intere´s determinar condiciones
que garanticen que todo estado no nulo del proceso sea transitorio.
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Proposicio´n 2.3.6 Si {Z(n)}n≥0 es un PMG satisfaciendo la hipo´tesis H0 y tal
que para todo vector no nulo z ∈ S se verifica que
P
[
(Y 1,0(z), . . . , Y m,0(z)) = 0
]
> 0,
entonces todo estado no nulo del proceso es transitorio.
Demostracio´n
Sea z ∈ S un vector no nulo. Como {Z(n)}n≥0 es una cadena de Markov con
probabilidades de transicio´n estacionarias es suficiente probar que
P [Z(n+ k) = z, para algu´n k > 0|Z(n) = z] < 1
lo cual es cierto, pues el estado 0 es absorbente y en consecuencia
P [Z(n+ k) 6= z, para todo k|Z(n) = z] ≥ P [Z(n+ 1) = 0|Z(n) = z]
= P
[
(Y 1,0(z), . . . , Y m,0(z)) = 0
]
> 0
Observacio´n 2.3.3 Las hipo´tesis H2 y H0 garantizan que todo estado no nulo z ∈ S
es transitorio, pues desde el estado z es posible alcanzar el estado nulo con probabi-
lidad positiva en un nu´mero finito de pasos y decreciendo en norma.
A continuacio´n estudiamos el caso especial, no considerado hasta ahora, donde el
estado 0 no es absorbente, es decir, segu´n se probo´ en la Proposicio´n 2.3.1 se verifica
que P
[
(Y 1,0(0), . . . , Y m,0(0)) 6= 0] > 0.
Proposicio´n 2.3.7 Sea {Z(n)}n≥0 un PMG tal que 0 no es absorbente.
(i) Si se verifica H1, entonces para cada N ∈ N existe un vector z ∈ S tal que
0Ã z y z1 > N .
(ii) Si adema´s se verifican H2 y H3, entonces Cz = C0 para todo z ∈ S.
Omitimos la prueba de este resultado por ser similar a las realizadas anteriormente,
pues el estado 0 se comporta en este caso como cualquier estado no nulo z ∈ S.
Observacio´n 2.3.4 Si {Z(n)}n≥0 es un PMG donde 0 no es absorbente, Cz =
C0 para todo z ∈ S y C0 = S, entonces S es una clase esencial. Si adema´s
P
[
(Y 1,0(0), . . . , Y m,0(0)) = 0
]
> 0, entonces la cadena es aperio´dica.
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Observacio´n 2.3.5 Podr´ıamos haber utilizado cualquier norma sobre Rm para po-
der expresar las condiciones de los resultados anteriores, por ser todas ellas equiva-
lentes. Sin embargo, hemos elegido la norma uno con el fin de simplificar la notacio´n
e interpretacio´n de las hipo´tesis.
A continuacio´n desarrollamos, a modo de ejemplo, la clasificacio´n de los estados de
un PMG, considera´ndose distintas situaciones posibles. Adema´s, observamos que
algunas condiciones suficientes obtenidas anteriormente no son necesarias.
Ejemplo 2.3.1 Sea {Z(n)}n≥0 un PMG con m = 2, donde para cada vector z ∈ N20
los grupos se reproducen de manera independiente como sigue:
p1z,0 := P
[
Y 1,n(z) = 0
]
> 0; p2z,0 := P
[
Y 2,n(z) = 0
]
> 0
p1z,2∗ := P
[
Y 1,n(z) = (0, 2z1)
]
> 0; p2z,2∗ := P
[
Y 2,n(z) = (2z2, 0)
]
> 0
Para simplificar la notacio´n, consideramos que el vector inicial es de la forma Z(0) =
(0, z
(0)
2 ), siendo z
(0)
2 ∈ N. En este caso, si para cada vector z ∈ N20 e i ∈ {1, 2} se
verifica que piz,0 + p
i
z,2∗ = 1, obtenemos que el conjunto de estados alcanzables por la
cadena es el siguiente:
S = {(0, 0), (0, 2k1z(0)2 ), (2k2z(0)2 , 0); k1 = 2n; k2 = 2n+ 1; n ∈ N0}
pues o´ bien Z(n) = 0 o´ bien Z(n) = (0, 2nz
(0)
2 ) si n es par o´ Z(n) = (2
nz
(0)
2 , 0) si n
es impar.
Consideramos a continuacio´n la clasificacio´n de los estados de la cadena para distintas
situaciones factibles:
(i) El estado nulo es absorbente. Como pi0,0 = 1 para cada i ∈ {1, 2}, a partir
de la Proposicio´n 2.3.1 y de la independencia de los grupos, concluimos que el
estado 0 es absorbente.
(ii) Todo estado no nulo es transitorio. Puesto que cada grupo se reproduce
de manera independiente, piz,0 > 0 para cada z ∈ N20 e i ∈ {1, 2} y el estado
nulo es absorbente, la Proposicio´n 2.3.6 garantiza que todos los estados no nulos
de la cadena son transitorios. Adema´s, la hipo´tesis H1 se verifica trivialmente,
puesto que piz,2∗ > 0 para cada i ∈ {1, 2} y z ∈ S.
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Para esta situacio´n los estados no nulos del proceso no son comunicantes y no
se verifican ni H2 ni H3. A continuacio´n an˜adimos una nueva hipo´tesis a las
distribuciones de Y i,n(z) para garantizar un comportamiento diferente.
(iii) Todos los estados no nulos de la cadena son comunicantes. Para cada
vector z ∈ N20, definimos piz,2∗ := 0 para i ∈ {1, 2}, salvo a los vectores tales
que zi = 2ki para todo i ∈ {1, 2}, siendo ki ∈ N0, para los cuales se considera
piz,2∗ := P
[
Y i,n(z) = (z1/2, z2/2)
]
> 0 si ki > 0
Si para cada vector z ∈ N20, se verifica que piz,0 + piz,2∗ + piz,2∗ = 1 para todo
i ∈ {1, 2}, entonces se ampl´ıa el conjunto de estados alcanzables de la cadena,
obtenie´ndose que
S =
{
(0, 0), (2k z˜
(0)
2 , 0), (0, 2
k z˜
(0)
2 ), k ∈ N0
}
siendo z˜
(0)
2 un nu´mero impar tal que z
(0)
2 = 2
lz˜
(0)
2 , donde l ∈ N0.
Como piz,2∗ > 0 y p
i
z,0 > 0 para cada z ∈ S e i ∈ {1, 2} tal que zi 6= 0, es fa´cil
comprobar que se verifica la hipo´tesis H2, a diferencia de la hipo´tesis H3 que no
es cierta. No obstante todos los estados no nulos de la cadena con igual norma
se comunican, pues para cada k ∈ N0, se verifica que
(0, 2kz˜
(0)
2 )Ã (2
k+1z˜
(0)
2 , 0)Ã (2
kz˜
(0)
2 , 0)Ã (0, 2
k+1z˜
(0)
2 )Ã (0, 2
kz˜
(0)
2 )
y por tanto, aplicando un razonamiento ana´logo a la Proposicio´n 2.3.5, obtene-
mos que todos los estados no nulos de la cadena son comunicantes, incluido el
estado inicial.
El siguiente gra´fico ilustra las posibles transiciones entre los primeros estados
alcanzados por el proceso cuando Z(0) = (0, 2).
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iv) El estado nulo no es absorbente y la cadena es aperio´dica. La condicio´n
P
[
Y 1,n(0) = (0, z
(0)
2 )
]
= p1
0,z(0)
> 0 con p10,0 + p
1
0,z(0)
= 1 garantiza, por ejem-
plo, que el estado nulo no es absorbente. Adema´s, si para cada vector no nulo,
z ∈ N20, se verifica que piz,0 + piz,2∗ + piz,2∗ = 1, para todo i ∈ {1, 2}, entonces
C0 = S y adema´s, como p
i
0,0 > 0 para cada i ∈ {1, 2}, la cadena es aperio´dica.
De la transitoriedad de los estados no nulos de un PMG deducimos la dualidad
extincio´n-explosio´n t´ıpica en Procesos de Ramificacio´n Homoge´neos.
Proposicio´n 2.3.8 Si {Z(n)}n≥0 es un PMG satisfaciendo la hipo´tesis H0 y donde
todo estado no nulo es transitorio, entonces
P [Z(n)→ 0] + P [‖Z(n)‖ → ∞] = 1
siendo ‖ · ‖ una norma arbitraria en Rm.
Demostracio´n
Denotemos Q := {Z(n)→ 0}. En Qc, Z(n) 6= 0 para todo n, puesto que si Z(n) = 0
para algu´n n, dado que el estado nulo es absorbente, entonces Z(n + k) = 0 para
todo k ≥ 0. Sea ω ∈ Qc y supongamos que {‖Z(n)(w)‖}n≥0 no converge a infinito.
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Entonces podemos encontrar una contante B <∞ no nula tal que para todo n0 existe
n ≥ n0 para el cual ‖Z(n)(ω)‖ ≤ B, es decir,
ω ∈
∞⋂
n0=1
∞⋃
n=n0
{0 < ‖Z(n)‖ ≤ B} = lim sup
n→∞
{0 < ‖Z(n)‖ ≤ B}
As´ı pues
{ω ∈ Qc : ‖Z(n)(ω)‖ no converge a ∞} ⊆
⋃
B∈N
lim sup
n→∞
{0 < ‖Z(n)‖ ≤ B}
Puesto que lim supn→∞{0 < ‖Z(n)‖ ≤ B} =
⋃
z:0<‖z‖≤B lim supn→∞{Z(n) = z} y
P [lim supn→∞{Z(n) = z}] = 0, pues todo estado no nulo es transitorio (ve´ase Chung
(1967), pa´g. 19 y 24), obtenemos que
P
[
lim sup
n→∞
{0 < ‖Z(n)‖ ≤ B}
]
= 0
Consecuentemente en Qc, {‖Z(n)(w)‖}n≥0 converge a infinito casi seguramente.
Observacio´n 2.3.6 Si todo estado no nulo de un PMG es transitorio y el estado
0 es absorbente, entonces hay dos posibles comportamientos l´ımite para el proceso:
o´ bien tienden a cero todas sus coordenadas (es decir, se extingue) o´ bien tiene un
crecimiento global ilimitado (es decir, el nu´mero total de individuos explota hacia
infinito).
Observacio´n 2.3.7 En el desarrollo de la demostracio´n de la proposicio´n anterior
so´lo se ha utilizado el hecho que {Z(n)}n≥0 es una cadena de Markov homoge´nea tal
que todo estado no nulo es transitorio y el estado 0 es absorbente, independientemente
de las caracter´ısticas particulares del PMG.
En ocasiones, con el fin de abreviar la notacio´n, nos referiremos al conjunto de la no
extincio´n como D∞, es decir D∞ := {‖Z(n)‖ → ∞}.
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2.4 Principales momentos
Una caracter´ıstica comu´n en el estudio de los Procesos de Ramificacio´n es la deter-
minacio´n de sus principales momentos condicionados, ma´s concretamente, en el caso
del PMG el vector de medias y la matriz de covarianzas, los cuales jugara´n un papel
fundamental en el comportamiento del modelo.
Sean X e Y vectores aleatorios m-dimensionales. De ahora en adelante, denotaremos
por E[X] al vector de medias de X, por V ar[X] := (Cov[Xi, Xj ])1≤i,j≤m a la matriz
de covarianzas del vector X y por Cov[X,Y ] := (Cov[Xi, Yj ])1≤i,j≤m a la matriz de
covarianzas entre los vectores X e Y .
A partir de la definicio´n del proceso, se deduce trivialmente el siguiente resultado:
Proposicio´n 2.4.1 Si {Z(n)}n≥0 es un PMG, entonces para cada n ≥ 0 y z ∈ Nm0
se verifica que
E[Z(n+ 1)|Z(n) = z] =
m∑
i=1
E
[
Y i,0(z)
]
(2.5)
V ar[Z(n+ 1)|Z(n) = z] =
m∑
i=1
V ar
[
Y i,0(z)
]
+ 2
m∑
i=1
m∑
j=i+1
Cov
[
Y i,0(z), Y j,0(z)
]
Dada la utilidad de los momentos condicionados sera´ de intere´s para el posterior
estudio del PMG obtener expresiones similares a las dadas para un PM en el Cap´ıtulo
1. Para tal fin, proponemos la siguiente condicio´n:
Hipo´tesis 4 (H4) Para cada i ∈ {1, . . . ,m} y z ∈ Nm0 tales que zi = 0, se
verifica que Y i,0(z) = 0 casi seguramente.
Observacio´n 2.4.1 Intuitivamente, la hipo´tesis H4 obedece a la suposicio´n lo´gica
de que si en una determinada generacio´n no existen individuos de un cierto tipo,
entonces dicho grupo no genera descendencia. Obse´rvese por ejemplo que el PMD
verifica esta restriccio´n, pues se considera que
∑0
1 = 0. Sin embargo, para que el
PMC verifique H4 hay que imponer ciertas condiciones a la funcio´n control, como
veremos en el Cap´ıtulo 6.
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Observacio´n 2.4.2 La hipo´tesis H4 implica la hipo´tesis H0. En efecto,
{ω ∈ Ω : Y 0(0)(ω) = 0} =
m⋂
i=1
{ω ∈ Ω : Y i,0(0)(ω) = 0}
y para cada i ∈ {1, . . . ,m}, se verifica que P [Y i,0(0) 6= 0] = 0.
Si se satisface H4, para la determinacio´n del momento condicional de orden uno jugara´
un papel de vital importancia la matriz de tasas medias M(z), definida para cada
z ∈ Nm0 como
M(z) := (mij(z))1≤i,j≤m; mij(z) :=
{
E[Y i,0j (z)]
zi
si zi > 0
0 si zi = 0
(2.6)
interpreta´ndose mij(z), como el nu´mero medio de individuos del tipo j proporciona-
dos por cada uno de los individuos del grupo i cuando en la generacio´n coexisten z
individuos.
Asimismo, se definen las matrices de covarianzas medias para cada tipo i ∈ {1, . . . ,m}
y z ∈ Nm0 , como
Γi(z) :=
{
V ar[Y i,0(z)]
zi
si zi > 0
0 si zi = 0
(2.7)
A partir de las definiciones anteriores, obtenemos las siguientes expresiones de los
momentos condicionados:
Proposicio´n 2.4.2 Si {Z(n)}n≥0 es un PMG satisfaciendo la hipo´tesis H4, en-
tonces se verifica que
E[Z(n+ 1)|Z(n)] = Z(n)M(Z(n)) c.s., n ≥ 0
Adema´s, si para cada z ∈ Nm0 los vectores Y 1,0(z), . . . , Y m,0(z) son independientes,
se deduce que
V ar[Z(n+ 1)|Z(n)] =
m∑
i=1
Z(n)Γi(Z(n)) c.s., n ≥ 0
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Demostracio´n
Teniendo en cuenta la expresio´n (2.6) la primera de las igualdades se verifica con
independencia de que algunas coordenadas del vector z puedan ser nulas. En efecto,
E[Z(n+ 1)|Z(n) = z] =
m∑
i=1
E
[
Y i,0(z)
]
=
(
m∑
i=1
zimi1(z), . . . ,
m∑
i=1
zimim(z)
)
Asimismo, dada la independencia de los vectores Y 1,0(z), . . . , Y m,0(z) y la ecuacio´n
(2.7) se obtiene la expresio´n de la matriz de covarianzas condicionadas.
Para concluir con el estudio de los momentos del PMG, proporcionamos a conti-
nuacio´n, ciertas cotas para el vector de medias del proceso. Dichas cotas tienen
sentido si se verifica H4. Definimos para ello las siguientes matrices:
M := (mij)1≤i,j≤m, mij := inf{mij(z) : z ∈ Nm0 , zi 6= 0} (2.8)
y
M := (mij)1≤i,j≤m, mij := sup{mij(z) : z ∈ Nm0 } (2.9)
Observacio´n 2.4.3 En la ecuacio´n (2.8) hemos restringido el conjunto de vectores a
la hora de calcular el ı´nfimo, pues en caso contrario, la matriz M ser´ıa ide´nticamente
nula. Adema´s, para cada j ∈ {1, . . . ,m} y z ∈ Nm0 se verifican las siguientes desi-
gualdades
m∑
i=1
zimij ≤ E[Zj(n+ 1)|Z(n) = z] ≤
m∑
i=1
zimij
independientemente de que algunas coordenadas del vector z puedan ser nulas.
Proposicio´n 2.4.3 Si {Z(n)}n≥0 es un PMG satisfaciendo la hipo´tesis H4, en-
tonces se verifica que2
Z(n)M ≤ E[Z(n+ 1)|Z(n)] ≤ Z(n)M c.s., n ≥ 0
Como consecuencia, se obtiene que
Z(0)Mn ≤ E[Z(n)|Z(0)] ≤ Z(0)Mn, n ≥ 0 (2.10)
2Dados x, y ∈ Rm, diremos que x ≤ y si xi ≤ yi para todo i ∈ {1, . . . ,m}.
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Observacio´n 2.4.4 Si las matrices M y M son positivamente regulares, a partir de
las desigualdades (2.10), as´ı como del Teorema de Perron-Frobenius para matrices
no negativas (ve´ase Teorema B.1), obtenemos las siguientes cotas para el vector de
medias del proceso:
z(0)ρnµν +O(αn) ≤ E
[
Z(n)|Z(0) = z(0)
]
≤ z(0)ρnµ ν +O(αn), n ≥ 0
siendo ρ y ρ los autovalores de Perron-Frobenius de las matrices M y M , respectiva-
mente, con autovectores derechos e izquierdos asociados µ, ν para ρ y µ, ν para ρ,
respectivamente, tales que ν µ = 1, νµ = 1, ν1 = 1 y ν1 = 1. Adema´s, 0 < α < ρ y
0 < α < ρ.
Observacio´n 2.4.5 Las desigualdades (2.10) sugieren que el comportamiento asinto´-
tico un PMG dependera´ en cierta medida de las matrices M , M u otras similares.
Este hecho quedara´ confirmado en los cap´ıtulos posteriores.
Cap´ıtulo 3
Proceso de Ramificacio´n Multitipo
Generalizado Dependiente del
Taman˜o de la Poblacio´n:
Problema de la extincio´n
3.1 Introduccio´n
El problema de la extincio´n ha sido ampliamente tratado en Procesos de Ramificacio´n.
Su estudio ha estado ligado a una clasificacio´n de estos procesos en subcr´ıticos y
supercr´ıticos, dependiendo de si el proceso se extingue o sobrevive con probabilidad
positiva. Un caso intermedio, el cr´ıtico, muestra una mayor complejidad y ha recibido
bastante atencio´n en la literatura cient´ıfica especializada.
Tanto el estudio de la extincio´n, como la clasificacio´n antes mencionada se realiza en
funcio´n de unas tasas que controlan el crecimiento de los distintos procesos. As´ı por
ejemplo, para un PM tenemos el autovalor de Perron-Frobenius asociado a la matriz
de medias (ve´ase Proposicio´n 1.2.2).
En este Cap´ıtulo nos centraremos en encontrar ciertas tasas que controlen la extincio´n
o supervivencia de un PMG. En la Seccio´n 3.2 plantearemos formalmente el pro-
blema y estableceremos las hipo´tesis de trabajo. En la Seccio´n 3.3 determinaremos
condiciones suficientes para que un PMG se extinga casi seguramente, en tanto que
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en la Seccio´n 3.4 investigaremos la supervivencia del proceso con probabilidad posi-
tiva, as´ı como el crecimiento ilimitado del nu´mero total de individuos. Finalmente, en
la Seccio´n 3.5, propondremos una clasificacio´n del PMG ana´loga a la de otros Pro-
cesos de Ramificacio´n. A lo largo del Cap´ıtulo proporcionaremos algunos ejemplos
que ilustrara´n en cierta medida los resultados teo´ricos.
3.2 Planteamiento del problema
Sea {Z(n)}n≥0 un PMG. Diremos que el proceso se extingue si en alguna generacio´n
no existen individuos de ninguno de los tipos. Para que tenga sentido plantear el
problema, a partir de ahora impondremos la condicio´n de que el estado nulo sea
absorbente, es decir, que se cumpla la hipo´tesis H0. Adema´s supondremos que todo
estado no nulo es transitorio, lo cual queda asegurado si se verifican las hipo´tesis de
la Proposicio´n 2.3.6. Bajo estas condiciones, se obtuvo en la Proposicio´n 2.3.8, la
siguiente igualdad:
P [Z(n)→ 0] + P [‖Z(n)‖ → ∞] = 1 (3.1)
Para determinar condiciones que garanticen la extincio´n del proceso con probabilidad
1 y condiciones bajo las cuales exista una probabilidad positiva de supervivencia del
mismo, hemos planteado el problema en un contexto ma´s amplio: el de una Cadena
de Markov Multitipo Homoge´nea (CMMH) con conjunto de estados S ⊆ Nm0 , donde
el estado 0 es absorbente y todo estado no nulo es transitorio. Como se sen˜alo´ en la
Observacio´n 2.3.7, el comportamiento de una CMMH bajo estas condiciones tambie´n
se ajusta a la ecuacio´n (3.1), es decir, o´ bien se extingue o´ bien el nu´mero total de
individuos tiene un crecimiento ilimitado.
A continuacio´n pasamos a definir los conceptos en torno a los cuales girara´ nuestro
estudio
Definicio´n 3.2.1 Denominamos extincio´n de la cadena al suceso
Q := {Z(n)→ 0}
A la probabilidad de este suceso condicionada a que Z(0) = z ∈ Nm0 la llamaremos
probabilidad de extincio´n de la cadena y la denotaremos qz := P [Q|Z(0) = z].
Problema de la extincio´n 37
Puesto que Z(n) es un vector aleatorio entero valorado no negativo, es inmediato que
Q =
∞⋃
n=1
∞⋂
k=n
{Z(k) = 0} = lim inf
n→∞
{Z(n) = 0}
Adema´s, dado que el vector nulo 0 es un estado absorbente, deducimos que
Q =
∞⋃
n=1
{Z(n) = 0}
y por tanto
qz = lim
n→∞
P [Z(n) = 0|Z(0) = z]
Es interesante observar el hecho de que la posible extincio´n de la cadena dependa del
vector inicial z.
3.3 Condiciones suficientes para la extincio´n casi
segura
El objetivo que nos hemos planteado en esta Seccio´n es estudiar condiciones suficientes
para la extincio´n casi segura de una CMMH y, una vez investigada esta situacio´n
ma´s general, deducir condiciones suficientes para la extincio´n casi segura de un PMG.
Por tanto vamos a suponer en primer lugar que {Z(n)}n≥0 es una CMMH con
espacio de estados S ⊆ Nm0 , donde el estado nulo es absorbente y todo estado no nulo
es transitorio.
Observemos que si µ ∈ Rm+ , entonces qz = P [Z(n)µ→ 0|Z(0) = z] para todo z ∈ Nm0 .
De igual modo, la ecuacio´n (3.1) es equivalente a
P [Z(n)µ→ 0] + P [Z(n)µ→∞] = 1
Todo ello nos lleva a centrarnos en el estudio de procesos del tipo {Z(n)µ}n≥0 con
µ ∈ Rm+ .
Teorema 3.3.1 Sea {Z(n)}n≥0 una CMMH. Si existe un vector µ ∈ Rm+ , tal que
sup
z∈Nm0 : z 6=0
E[Z(n+ 1)µ|Z(n) = z]
zµ
≤ 1 (3.2)
entonces qz(0) = 1 para todo z
(0) ∈ Nm0 .
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Demostracio´n
Si µ ∈ Rm+ es tal que se verifica la ecuacio´n (3.2), entonces obtenemos que
E[Z(n+ 1)µ|Z(n)] ≤ Z(n)µ c.s., n ≥ 0
Por tanto, {E[Z(n)µ|Z(0) = z(0)]}n≥0 es una sucesio´n no negativa, no creciente y, en
consecuencia, acotada por z(0)µ. Aplicando el Lema de Fatou, obtenemos que
E
[
lim inf
n→∞
Z(n)µ|Z(0) = z(0)
]
≤ lim inf
n→∞
E[Z(n)µ|Z(0) = z(0)] ≤ z(0)µ <∞
y entonces P [Z(n)µ → ∞|Z(0) = z(0)] = 0, concluye´ndose que qz(0) = 1 para todo
z(0) ∈ Nm0 .
Observacio´n 3.3.1 En la expresio´n (3.2) la cantidad (zµ)−1E[Z(n+1)µ|Z(n) = z]
puede interpretarse intuitivamente, como una tasa de crecimiento medio del proceso
{Z(n)µ}n≥0 en una generacio´n cuando en la generacio´n anterior se disponen de los
individuos indicados por el vector z. As´ı, el teorema precedente nos dice que si todas
las tasas de crecimiento medio son menores o iguales que 1, la CMMH se extinguira´
con probabilidad 1.
La condicio´n (3.2) puede ser debilitada en el sentido que expresa el siguiente resultado:
Teorema 3.3.2 Sea {Z(n)}n≥0 una CMMH. Si existe una constante A > 0 y un
vector µ ∈ Rm+ tales que
sup
z∈Nm0 :zµ≥A
E[Z(n+ 1)µ|Z(n) = z]
zµ
≤ 1 (3.3)
entonces qz(0) = 1 para todo z
(0) ∈ Nm0 .
Demostracio´n
Sean A > 0 y µ ∈ Rm+ tales que se verifique la condicio´n (3.3). Al igual que en el
teorema anterior sera´ suficiente probar que
P [Z(n)µ→∞|Z(0) = z(0)] = 0
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para cada vector z(0) ∈ Nm0 . Dada la desigualdad
P [Z(n)µ→∞|Z(0) = z(0)] ≤
∞∑
l=0
P
⋂
n≥l
{Z(n)µ ≥ A} |Z(0) = z(0)

=
∞∑
l=0
P
[
min
n≥l
Z(n)µ ≥ A|Z(0) = z(0)
]
=
∞∑
l=0
∑
z˜:z˜µ≥A
p
(l)
z(0)z˜
P
[
min
n>l
Z(n)µ ≥ A|Z(l) = z˜
]
siendo p
(l)
z(0)z˜
= P [Z(l) = z˜|Z(0) = z(0)] y, como {Z(n)}n≥0 es una CMMH, bastara´
probar que para cada z ∈ Nm0 tal que zµ ≥ A se verifica
P
[
min
n>0
Z(n)µ ≥ A|Z(0) = z
]
= 0
Para ello, definimos la cadena auxiliar, {Z∗(n)}n≥0, como Z∗(0) := Z(0) y para n ≥ 0
Z∗(n+ 1) :=
{
0 si Z∗(n)µ < A
Z(n+ 1) si Z∗(n)µ ≥ A
A partir de su definicio´n, obtenemos que {Z∗(n)}n≥0 es una CMMH y para cada
par de vectores z, z∗ tales que zµ, z∗µ ≥ A, se verifica para todo n ≥ 0 que
P [Z(n+ 1) = z∗|Z(n) = z] = P [Z∗(n+ 1) = z∗|Z∗(n) = z]
y por tanto
P
[
min
n>0
Z(n)µ ≥ A|Z(0) = z
]
= P
[
min
n>0
Z∗(n)µ ≥ A|Z∗(0) = z
]
= 1− P [Z∗(n)µ→ 0|Z∗(0) = z] (3.4)
Adema´s, de (3.3) se obtiene que
sup
z∈Nm0 :z 6=0
E[Z∗(n+ 1)µ|Z∗(n) = z]
zµ
≤ 1
deducie´ndose del Teorema 3.3.1 que P [Z∗(n)µ → 0|Z∗(0) = z] = 1. Teniendo en
cuenta la ecuacio´n (3.4) el resultado es probado.
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Observacio´n 3.3.2 Dado que en Rm todas las normas son equivalentes y µ ∈ Rm+ ,
la condicio´n (3.3) se puede expresar como
sup
z∈Nm0 :‖z‖≥A˜
E[Z(n+ 1)µ|Z(n) = z]
zµ
≤ 1
siendo A˜ > 0 y denotando ‖·‖ cualquier norma en Rm. De ahora en adelante, si no se
dice lo contrario, las condiciones se expresara´n en te´rminos de una norma arbitraria,
‖ · ‖.
Si µ ∈ Rm+ satisface la condicio´n (3.3), entonces se verifica
lim sup
‖z‖→∞
E[Z(n+ 1)µ|Z(n) = z]
zµ
≤ 1 (3.5)
No obstante, cuando este l´ımite superior sea igual a 1, (3.3) no tiene por que´ ser
cierto en general. De este modo, el estudio del caso
lim sup
‖z‖→∞
E[Z(n+ 1)µ|Z(n) = z]
zµ
= 1 (3.6)
tiene gran intere´s y en e´l nos centraremos a continuacio´n. Para ello, utilizaremos
una metodolog´ıa similar a la desarrollada por Kersting (1986) en un contexto general
y aplicada por Klebaner (1989b, 1991) para tratar el problema de la extincio´n en
PMD.
En esta situacio´n jugara´ un papel importante la descomposicio´n de {Z(n)µ}n≥0 como
la siguiente ecuacio´n estoca´stica en diferencias:
Z(n+ 1)µ = Z(n)µ+ g(Z(n)) + ξn+1, n ≥ 0 (3.7)
donde g(z) := E[Z(n+1)µ|Z(n) = z]− zµ y ξn+1 := Z(n+1)µ−E[Z(n+1)µ|Z(n)].
Se verifica que
E[ξn+1|Fn] = 0 c.s., E[ξ2n+1|Fn] = µV ar[Z(n+ 1)|Z(n)]µ =: σ2(Z(n)) c.s.
siendo Fn = σ(Z(0), . . . , Z(n)).
El siguiente lema general sobre el comportamiento l´ımite de una sucesio´n de variables
aleatorias no negativas sera´ de gran utilidad en nuestra investigacio´n:
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Lema 3.3.3 Sea {Xn}n≥0 una sucesio´n de variables aleatorias no negativas sobre
(Ω,A, P ), adaptadas al filtrado1 {Fn}n≥0. Si existe una constante A > 0 tal que
E[Xn+1|Fn] ≤ Xn c.s. sobre {Xn ≥ A} (3.8)
entonces P [Xn →∞] = 0.
Demostracio´n
Sea A > 0 una constante para la que se verifica (3.8). Dado que
{Xn →∞} =
∞⋃
N=1
{
inf
n≥N
Xn ≥ A
}
∩ {Xn →∞}
sera´ suficiente probar que para cualquier N > 0
P
[{
inf
n≥N
Xn ≥ A
}
∩ {Xn →∞}
]
= 0
Fijado N > 0, definimos el tiempo de parada, T (A), como
T (A) :=
{
∞ si infn≥N Xn ≥ A
min{n ≥ N : Xn < A} si infn≥N Xn < A
y la sucesio´n de variables aleatorias, {Yn}n≥0, siendo Yn para n ≥ 0 de la forma
Yn :=
{
XN+n si N + n ≤ T (A)
XT (A) si N + n > T (A)
En primer lugar, probemos que {Yn}n≥0 es una supermartingala no negativa respecto
a {FN+n}n≥0. En efecto, Yn es FN+n-medible para cualquier n ≥ 0. Adema´s, si
n ≥ 0 y XN , . . . , XN+n ≥ A, entonces T (A) ≥ N + n + 1 y aplicando la ecuacio´n
(3.8), obtenemos que
E[Yn+1|FN+n] = E[XN+n+1|FN+n] ≤ XN+n = Yn c.s. sobre {XN , . . . , XN+n ≥ A}
Por otro lado, si n ≥ 1 y para algu´n k ∈ {1, . . . , n} se verifica que XN , . . . , XN+k−1 ≥
A y XN+k < A, entonces T (A) = N + k < N + n+ 1 y tiene que
E[Yn+1|FN+n]=E[XN+k|FN+n]=Yn c.s. sobre {XN , . . . , XN+k−1 ≥ A,XN+k<A}
1Una sucesio´n de sub-σ-a´lgebras {Fn}n≥0 de A es un filtrado si Fn ⊆ Fn+1 para todo n ≥ 0.
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Por u´ltimo, si XN < A entonces T (A) = N < N+n+1 para todo n ≥ 0, obtenie´ndose
que
E[Yn+1|FN+n] = E[XN |FN+n] = Yn c.s. sobre {XN < A}
En definitiva, puesto que Bn := {XN ≥ A, . . . ,XN+n ≥ A} ∈ FN+n, se deduce que
E[Yn+1|FN+n] = E[Yn+1IBn |FN+n] + E[Yn+1IBcn |FN+n]
= E[Yn+1|FN+n]IBn + E[Yn+1|FN+n]IBcn
≤ XN+nIBn + YnIBcn = Yn c.s.
Aplicando el Teorema de Convergencia de Martingalas (ve´ase Teorema D.1), obte-
nemos la convergencia casi segura de la sucesio´n {Yn}n≥0 a un l´ımite no negativo y
finito, Y∞, donde
Y∞ =
{
lim
n→∞
Xn si infn≥N Xn ≥ A
XT (A) si infn≥N Xn < A
deducie´ndose que P
[{
inf
n≥N
X(n) ≥ A
}
∩ {X(n)→∞}
]
= 0, lo cual concluye la de-
mostracio´n.
Observacio´n 3.3.3 El resultado anterior es igualmente cierto si existe una funcio´n
no decreciente y no acotada f de R0 en R0 y tal que E[f(Xn+1)|Fn] ≤ f(Xn) casi
seguramente si Xn ≥ A.
Observacio´n 3.3.4 Una demostracio´n alternativa del Teorema 3.3.2 se puede ob-
tener aplicando el Lema 3.3.3 a la sucesio´n de variables no negativas {Z(n)µ}n≥0 y
teniendo en cuenta la igualdad {Z(n)µ→∞} = {‖Z(n)‖ → ∞} as´ı como la ecuacio´n
(3.1).
La aplicacio´n del lema anterior nos permite obtener el siguiente resultado:
Teorema 3.3.4 Sea {Z(n)}n≥0 una CMMH y µ ∈ Rm+ un vector para el cual se
satisface
lim
‖z‖→∞
E[Z(n+ 1)µ|Z(n) = z]
zµ
= 1 (3.9)
Problema de la extincio´n 43
Supongamos adema´s que
lim sup
‖z‖→∞
2(zµ)g(z)
σ2(z)
< 1 (3.10)
y que para algu´n δ, 0 < δ ≤ 1, se verifica
E
[|ξn+1|2+δ|Z(n) = z] = o ((zµ)1+δg(z)) (3.11)
o´ bien
E
[|ξn+1|2+δ|Z(n) = z] = o ((zµ)δσ2(z)) (3.12)
Entonces qz(0) = 1 para todo z
(0) ∈ Nm0 .
Demostracio´n
Como en resultados anteriores bastara´ probar que P [Z(n)µ → ∞] = 0. Sean δ, x y
h tales que 0 < δ ≤ 1, x 6= 0 y x+ h > 0. A partir del Lema A.1, obtenemos que
log(x+ h) = log(x) + log
(
1 +
h
x
)
≤ log(x) + h
x
− (h/x)
2
2
+
|h/x|2+δ
2
Adema´s, teniendo en cuenta que µ ∈ Rm+ y la descomposicio´n (3.7), podemos aplicar
la desigualdad anterior con x = Z(n)µ+ 1 y h = g(Z(n)) + ξn+1, verifica´ndose para
cada z ∈ Nm0 no nulo y n ≥ 0 que
E[log(Z(n+ 1)µ+ 1)|Z(n) = z] ≤ log(zµ+ 1) + E
[
g(z) + ξn+1
zµ+ 1
|Z(n) = z
]
−1
2
E
[(
g(z) + ξn+1
zµ+ 1
)2
|Z(n) = z
]
+
1
2
E
[∣∣∣∣g(z) + ξn+1zµ+ 1
∣∣∣∣2+δ |Z(n) = z
]
Asimismo, en virtud de las propiedades de la variable ξn y la desigualdad
2 Cr, existe
una constante C > 0 tal que
E[log(Z(n+ 1)µ+ 1)|Z(n) = z] ≤ log(zµ+ 1) + g(z)
zµ
− 1
2
g(z)2
(zµ)2
− 1
2
σ2(z)
(zµ)2
+C
|g(z)|2+δ
(zµ)2+δ
+ C
E
[|ξn+1|2+δ|Z(n) = z]
(zµ)2+δ
2Sean X e Y variables aleatorias y r > 0. Se verifica que E[|X + Y |r] ≤ Cr(E[|X|r ] + E[|Y |r]),
siendo Cr =
{
1 si 0 < r ≤ 1
2r−1 si r ≥ 1
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Como la condicio´n (3.9) es equivalente a que g(z) = o(‖z‖), tomando δ satisfaciendo
la ecuacio´n (3.11) o´ (3.12), se verifica que
E[log(Z(n+ 1)µ+ 1)|Z(n) = z] ≤ log(zµ+ 1) + g(z)
zµ
(1 + o(1))− σ
2(z)
2(zµ)2
(1 + o(1))
para ‖z‖ suficientemente grande. Adema´s, de la ecuacio´n (3.10), deducimos que
g(z)
zµ
(1 + o(1))− σ
2(z)
2(zµ)2
(1 + o(1)) ≤ 0
luego
E[log(Z(n+ 1)µ+ 1)|Z(n) = z] ≤ log(zµ+ 1)
si ‖z‖ es suficientemente grande. Teniendo en cuenta la desigualdad anterior y apli-
cando el Lema 3.3.3 obtenemos el resultado.
Observacio´n 3.3.5 El teorema anterior recoge situaciones no contempladas en el
Teorema 3.3.2, pues permite que g(z) > 0. Sin embargo, en estas nuevas situaciones
hemos tenido que imponer ma´s restricciones, en concreto sobre los momentos abso-
lutos condicionados de orden superior a dos del proceso {Z(n)µ}n≥0.
Observacio´n 3.3.6 Mediante un procedimiento similar al desarrollado previamente,
a partir de la siguiente desigualdad obtenida por Kersting (1986):
log(x+ h) ≤ log x+ h
x
− 1
2
(ε+ 1)−1
h2
x2
I[h/ε,∞)(x)
para ε > 0, x > 0 y x + h > 0, se puede obtener el siguiente grupo de condiciones
suficientes para la extincio´n casi segura del proceso:
g(z) = o(‖z‖), lim sup
‖z‖→∞
2(zµ)g(z)
σ2(z)
< 1, E
[|ξn+1|2+δ|Z(n) = z] = O (σ(z)2+δ)
para algu´n 0 < δ ≤ 1. Observemos que la condicio´n impuesta al momento absoluto
condicionado de orden 2 + δ es, en general, ma´s fuerte que (3.11) y (3.12).
Para finalizar esta Seccio´n, vamos a proponer condiciones suficientes para la extincio´n
casi segura del PMG, {Z(n)}n≥0, satisfaciendo las hipo´tesis H0 y tal que todo estado
no nulo sea transitorio. Observemos en primer lugar que los resultados anteriormente
Problema de la extincio´n 45
expuestos siguen siendo va´lidos para esta situacio´n, pues el PMG es una CMMH.
Adema´s, con el fin de obtener condiciones ma´s sencillas de interpretar, supondremos
H4 cierta, lo cual, en virtud de la Proposicio´n 2.4.2, nos garantiza que para cada
vector z ∈ Nm0 y µ ∈ Rm+
E[Z(n+ 1)µ|Z(n) = z] = zM(z)µ (3.13)
donde denotamos por
M(z) = (mij(z))1≤i,j≤m; mij(z) =
{
E[Y i,0j (z)]
zi
si zi > 0
0 si zi = 0
Obtenemos el siguiente resultado como caso particular del Teorema 3.3.2:
Corolario 3.3.5 Sea {Z(n)}n≥0 un PMG satisfaciendo la hipo´tesis H4. Si existe
una constante A > 0 y un vector µ ∈ Rm+ , tales que
sup
z∈Nm0 :‖z‖≥A
zM(z)µ
zµ
≤ 1
entonces qz(0) = 1 para todo z
(0) ∈ Nm0 .
En el siguiente ejemplo presentamos un PMG que verifica las condiciones del Teorema
3.3.2 y no las del Corolario anterior, dado que no se satisface la hipo´tesis H4:
Ejemplo 3.3.1 Sea {Z(n)}n≥0 un PMG con m = 2, satisfaciendo la hipo´tesis H0
y tal que todo estado no nulo sea transitorio. Adema´s supongamos que para cada
z ∈ N20 el vector de medias de Y 0(z) es
E
[
Y 1,0(z)
]
= (az2, az1) y E
[
Y 2,0(z)
]
= (az1, az2)
siendo a > 0. Es evidente que no se verifica la hipo´tesis H4. Por otro lado, eligiendo
µ = 1 en la ecuacio´n (3.3), se tiene para todo z ∈ N20 no nulo que
E[Z(n+ 1)µ|Z(n) = z]
zµ
= 2a
y por tanto, el proceso definido verifica las condiciones del Teorema 3.3.2, sin ma´s
que considerar a ≤ 0.5.
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Sin embargo, la hipo´tesis H4 nos permite obtener condiciones particulares para ga-
rantizar que el PMG se extingue con probabilidad 1. Para ello definimos la matriz
M = (mij)1≤i,j≤m, como la siguiente generalizacio´n de la matriz introducida en (2.9):
mij := lim sup
‖z‖→∞
mij(z), i, j ∈ {1, . . . ,m} (3.14)
Si la matriz M es irreducible, el Teorema de Perron-Frobenius (ve´ase Teorema B.1)
nos garantiza que existe un autovalor real positivo de mo´dulo ma´ximo, ρ, denominado
autovalor de Perron-Frobenius y un autovector derecho asociado a dicho autovalor,
µ, con coordenadas positivas. En funcio´n de estos elementos obtenemos la siguiente
condicio´n suficiente para la extincio´n de un PMG:
Corolario 3.3.6 Sea {Z(n)}n≥0 un PMG satisfaciendo la hipo´tesis H4. Si M es
una matriz irreducible con autovalor de Perron-Frobenius ρ verificando alguna de las
siguientes condiciones:
(i) ρ < 1
(ii) ρ = 1 y existe A > 0 tal que mij(z) ≤ mij para todo i, j ∈ {1, . . . ,m} y ‖z‖ ≥ A
entonces qz(0) = 1 para todo z
(0) ∈ Nm0 .
Demostracio´n
Si ρ < 1, sea ε > 0 tal que ρ+ ε(µ1)λ−1 ≤ 1, siendo λ := min{µi : i = 1, . . . ,m}. Por
otro lado, a partir de la ecuacio´n (3.14), existe A > 0, tal que si ‖z‖ ≥ A entonces
mij(z) ≤ mij + ε para cada i, j ∈ {1, . . . ,m}. De todo ello se deduce que para
‖z‖ ≥ A
zM(z)µ
zµ
≤ z(M + ε)µ
zµ
≤ ρ+ εµ1
λ
≤ 1
Aplicando el Corolario 3.3.5 se concluye la demostracio´n.
Si ρ = 1 verifica la condicio´n (ii), basta considerar el razonamiento anterior para
ε = 0.
Observacio´n 3.3.7 El corolario anterior tiene gran similitud con el cla´sico resultado
establecido al efecto para el PM (ve´ase Proposicio´n 1.2.2).
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El siguiente ejemplo pone de manifiesto que las condiciones del Corolario 3.3.6 son
ma´s restrictivas que las impuestas en el Corolario 3.3.5:
Ejemplo 3.3.2 Sea {Z(n)}n≥0 un PMG con m = 2, satisfaciendo la hipo´tesis H4
y tal que todo estado no nulo sea transitorio. Adema´s, supongamos que para cada
z ∈ N20, la matriz de tasas medias M(z) = (mij(z))1≤i,j≤2 se expresa como
mij(z) =

0 si zi = 0
ai + (−1)j+iaij si zi > 0 y z1 par
ai + (−1)j+i+1aij+1 si zi > 0 y z1 impar
, i, j ∈ {1, 2}
donde j+1 = 1 si j = 2, 0 ≤ a11 ≤ a12 ≤ a1 y 0 ≤ a22 ≤ a21 ≤ a2. En esta situacio´n,
se verifica que
mij = lim sup
‖z‖→∞
mij(z) = ai + aii, i, j ∈ {1, 2}
Adema´s, si a1 = a2 = a y tomando µ = 1, deducimos para todo vector z ∈ N20 que
zM(z)1 = 2az1 + 2az2 + (a11 − a12)z1 + (a22 − a21)z2 ≤ 2a(z1 + z2) = 2az1
Por otro lado, la matriz M tiene como autovalor de Perron-Frobenius ρ = 2a+ a11 +
a22. Obviamente se pueden elegir valores de a, a11 y a22 tales que 2a ≤ 1 y ρ > 1,
verifica´ndose por tanto las condiciones del Corolario 3.3.5 pero no las del Corolario
3.3.6. Por ejemplo, si a = 0.4, a11 = a22 = 0.2 y a12 = a21 = 0.3, obtenemos que
zM(z)1 ≤ 0.8(z1) para todo vector z ∈ N20 y ρ = 1.2 > 1.
3.4 Condiciones suficientes para la supervivencia
con probabilidad positiva
En esta Seccio´n investigamos condiciones suficientes para que exista una probabilidad
positiva de supervivencia del proceso. Siguiendo un esquema similar al de la Seccio´n
3.3, en primer lugar consideramos el estudio de una CMMH, para a continuacio´n
deducir condiciones espec´ıficas de un PMG. Asimismo, la hipo´tesis H4 nos va a
permitir establecer condiciones ma´s sencillas de interpretar, ana´logas a las obtenidas
en el apartado anterior.
Al igual que en la Seccio´n 3.3, las condiciones propuestas dependera´n de un proceso
del tipo {Z(n)µ}n≥0, para algu´n µ ∈ Rm+ , pues aplicando la ecuacio´n (3.1) para cada
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z ∈ Nm0 , se verifica que
qz < 1 si y so´lo si existe un vector µ ∈ Rm+ tal que P [Z(n)µ→∞|Z(0) = z] > 0
(3.15)
En lo que sigue, {Z(n)}n≥0 es una CMMH con espacio de estados S ⊆ Nm0 donde
el estado nulo es absorbente y todo estado no nulo es transitorio. Adema´s vamos a
utilizar la notacio´n ξn+1 = Z(n+1)µ−E[Z(n+1)µ|Z(n)], introducida en la Seccio´n
anterior.
Teorema 3.4.1 Sea {Z(n)}n≥0 una CMMH. Supongamos que existe un vector µ ∈
Rm+ tal que
lim inf
‖z‖→∞
E[Z(n+ 1)µ|Z(n) = z]
zµ
> 1 (3.16)
y adema´s E
[|ξn+1|1+δ|Z(n) = z] = O(‖z‖δ) para algu´n δ ≥ 0. Entonces existe una
constante N ≥ 0 tal que qz(0) < 1 si ‖z(0)‖ > N .
Demostracio´n
A partir de la ecuacio´n (3.16), existen r > 1 y N0 > 0 tales que si ‖z‖ > N0, entonces
E[Z(n+ 1)µ|Z(n) = z]
zµ
≥ r (3.17)
Teniendo en cuenta (3.15), sera´ suficiente probar que para ‖z‖ suficientemente grande,
P [Z(n)µ→∞|Z(0) = z] > 0. Para ello bastara´ asegurar la existencia de constantes
N, ε > 0, tales que 0 < ε < r − 1 y
P
[
∞⋂
n=0
{Z(n+ 1)µ > (r − ε)Z(n)µ}|Z(0) = z
]
> 0 si ‖z‖ > N
Tomemos 0 < ε < r − 1. Aplicando la ecuacio´n (3.17), si ‖z‖ > N0
E[Z(n+ 1)µ|Z(n) = z]
zµ
− ε ≥ r − ε (3.18)
Para mayor simplicidad, introducimos la siguiente notacio´n:
An := {Z(n+ 1)µ > (r − ε)Z(n)µ}, n ≥ 0
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Teniendo en cuenta (3.18) y la desigualdad de Markov, para cada z ∈ Nm0 tal que
‖z‖ > N0 y para cada δ ≥ 0 se verifica que
P [Acn|Z(n) = z] = P
[
Z(n+ 1)µ
Z(n)µ
≤ r − ε|Z(n) = z
]
≤ P
[
Z(n+ 1)µ
Z(n)µ
≤ E[Z(n+ 1)µ|Z(n)]
Z(n)µ
− ε|Z(n) = z
]
≤ P
[∣∣∣∣Z(n+ 1)µ− E[Z(n+ 1)µ|Z(n)]Z(n)µ
∣∣∣∣ ≥ ε|Z(n) = z]
≤ E
[|ξn+1|1+δ|Z(n) = z]
ε1+δ(zµ)1+δ
Sea δ ≥ 0 satisfaciendo la hipo´tesis E [|ξn+1|1+δ|Z(n) = z] = O(‖z‖δ). Existen
constantes C ′, N1 > 0 tales que si ‖z‖ > N1, entonces E
[|ξn+1|1+δ|Z(n) = z] ≤
C ′(zµ)δ. Por tanto, si ‖z‖ > max{N0, N1}, obtenemos que
P [Acn|Z(n) = z] ≤
C
zµ
, siendo C =
C ′
ε1+δ
(3.19)
Por otra parte, para ‖z‖ > max{N0, N1} y k ≥ 1
P
[
k⋂
n=0
An|Z(0) = z
]
= P [A0|Z(0) = z]
k∏
n=1
P
[
An|
n−1⋂
l=0
Al ∩ {Z(0) = z}
]
Para cada z˜ ∈ Nm0 , definimos Bz˜ :=
⋂n−1
l=0 Al ∩ {Z(0) = z} ∩ {Z(n) = z˜}. Es
obvio que {Bz˜}z˜∈Nm0 constituye una particio´n de
⋂n−1
l=0 Al ∩ {Z(0) = z} y adema´s
Z(n)µ > zµ(r − ε)n sobre ⋂n−1l=0 Al ∩ {Z(0) = z}. Con todo ello, tenemos que
P
[
An|
n−1⋂
l=0
Al ∩ {Z(0) = z}
]
= P [An| ∪z˜ Bz˜] ≥ inf
z˜µ>zµ(r−ε)n
P [An|Bz˜]
≥ inf
z˜µ>zµ(r−ε)n
P [An|Z(n) = z˜] (3.20)
Puesto que z˜µ > zµ(r − ε)n, r − ε > 1 y dado que todas las normas de Rm son
equivalentes, existe una constante N2 > 0 tal que si ‖z‖ > N2, entonces ‖z˜‖ >
max{N0, N1}. Si ‖z‖ > N := max{N0, N1, N2}, a partir de las ecuaciones (3.19) y
(3.20), obtenemos que
P
[
An|
n−1⋂
l=0
Al ∩ {Z(0) = z}
]
≥ 1− C
(zµ)(r − ε)n
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y por tanto, si elegimos N ≥ C, deducimos para ‖z‖ > N que
P
[
∞⋂
n=0
An|Z(0) = z
]
= lim
k→∞
P
[
k⋂
n=0
An|Z(0) = z
]
≥
∞∏
n=0
(
1− C
zµ(r − ε)n
)
El producto anterior es positivo, ya que
∑∞
n=0(r − ε)−n < ∞, concluyendo as´ı la
demostracio´n.
Observacio´n 3.4.1 Para δ = 1, E
[|ξn+1|1+δ|Z(n) = z] es la varianza condicionada
de la variable Z(n)µ, obtenie´ndose por tanto la condicio´n σ2(z) = O(‖z‖).
A partir de los Teoremas 3.3.2 y 3.4.1, deducimos de manera inmediata la siguiente
condicio´n necesaria y suficiente para la extincio´n casi segura de la CMMH:
Teorema 3.4.2 Sea {Z(n)}n≥0 una CMMH. Supongamos que para algu´n vector µ ∈
Rm+ se verifica que
(i) Existe el l´ımite
rµ := lim
‖z‖→∞
E[Z(n+ 1)µ|Z(n) = z]
zµ
y E[Z(n+ 1)µ|Z(n) = z] ≤ rµ(zµ) para ‖z‖ suficientemente grande.
(ii) E
[|ξn+1|1+δ|Z(n) = z] = O(‖z‖δ) para algu´n δ ≥ 0.
Entonces qz(0) = 1 para todo z
(0) ∈ Nm0 si y so´lo si rµ ≤ 1.
A continuacio´n investigamos condiciones suficientes para la supervivencia de la cadena
con probabilidad positiva cuando para algu´n vector µ ∈ Rm+
lim inf
‖z‖→∞
E[Z(n+ 1)µ|Z(n) = z]
zµ
= 1 (3.21)
Para ello, seguiremos un procedimiento ana´logo al desarrollado en la Seccio´n 3.3,
apoya´ndonos en la descomposicio´n del proceso {Z(n)µ}n≥0 como la siguiente ecuacio´n
estoca´stica en diferencias
Z(n+ 1)µ = Z(n)µ+ g(Z(n)) + ξn+1, n ≥ 0
El siguiente lema nos sera´ de gran utilidad:
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Lema 3.4.3 Sea f una funcio´n de R0 en R0, no creciente y {Xn}n≥0 una sucesio´n
de variables aleatorias no negativas sobre (Ω,A, P ), adaptadas al filtrado {Fn}n≥0.
Supongamos que para cada constante C > 0, existe n > 0 tal que P [Xn > C] > 0.
Asumimos tambie´n que P [Xn → 0] + P [Xn →∞] = 1 y existe una constante A > 0
verifica´ndose que
E[f(Xn+1)|Fn] ≤ f(Xn) c.s. sobre {Xn ≥ A} (3.22)
Entonces P [Xn →∞] > 0.
Demostracio´n
Definamos la sucesio´n de variables aleatorias {Yn}n≥0 de la forma
Yn := f(Xn) ∧ f(A) =
{
f(Xn) si Xn ≥ A
f(A) si Xn < A
, n ≥ 0
La sucesio´n {Yn}n≥0 es una supermartingala no negativa, pues Yn es Fn-medible y
adema´s, aplicando la desigualdad de Jensen, para todo n ≥ 0 se verifica que
E[Yn+1|Fn] = E[f(Xn+1) ∧ f(A)|Fn] ≤ E[f(Xn+1)|Fn] ∧ f(A) c.s.
Si Xn ≥ A, por hipo´tesis E[f(Xn+1)|Fn] ≤ f(Xn), con lo cual
E[Yn+1|Fn] ≤ E[f(Xn+1)|Fn] ∧ f(A) ≤ f(Xn) ∧ f(A) = Yn c.s.
Por otro lado, si Xn < A entonces Yn = f(A) por definicio´n y en consecuencia
E[Yn+1|Fn] ≤ E[f(Xn+1)|Fn] ∧ f(A) ≤ f(A) = Yn c.s.
Aplicando el Teorema de Convergencia de Martingalas (ve´ase Teorema D.1), obte-
nemos la convergencia casi segura de la sucesio´n {Yn}n≥0 a un l´ımite no negativo y
finito Y∞.
Si P [Xn → ∞] = 0, entonces Xn converge a 0 casi seguramente y por tanto para
casi todo ω existe n0(ω) tal que Xn(ω) < A si n ≥ n0(ω), luego Yn(ω) = f(A),
para todo n ≥ n0(ω), implicando que Y∞ = f(A) casi seguramente. Como adema´s
la convergencia es en L1, por ser {Yn}n≥0 una supermartingala no negativa acotada,
obtenemos que limn→∞E[Yn] = f(A). Puesto que {E[Yn]}n≥0 es no creciente, en-
tonces E[Yn] ≥ f(A) para todo n ≥ 0. Por otro lado, Yn ≤ f(A) para todo n ≥ 0,
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deducie´ndose que Yn = f(A) casi seguramente para todo n ≥ 0 y por tanto Xn ≤ A
casi seguramente para todo n ≥ 0, en contradiccio´n con el hecho de que para toda
constante C > 0, existe n > 0 tal que P [Xn > C] > 0.
El estudio de condiciones suficientes para el crecimiento ilimitado con probabilidad
positiva de la CMMH {Z(n)}n≥0 satisfaciendo la ecuacio´n (3.21), lo limitaremos al
caso
lim
‖z‖→∞
E[Z(n+ 1)µ|Z(n) = z]
zµ
= 1
Dicha condicio´n es equivalente a g(z) = o(‖z‖). Para esta situacio´n, hemos obtenido
el siguiente resultado:
Teorema 3.4.4 Sea {Z(n)}n≥0 una CMMH con vector inicial Z(0) = z(0) tal que
para cada C > 0 existe n ≥ 1 de modo que P [Z(n)1 > C|Z(0) = z(0)] > 0. Suponga-
mos que existe un vector µ ∈ Rm+ para el cual se verifica
lim
‖z‖→∞
E[Z(n+ 1)µ|Z(n) = z]
zµ
= 1
y
lim inf
‖z‖→∞
2(zµ)g(z)
σ2(z)
> 1 (3.23)
Supongamos adema´s que para algu´n δ, 0 < δ ≤ 1, y α > 0, al menos una de las
siguientes igualdades es cierta:
E
[|ξn+1|2+δ|Z(n) = z] = o (g(z)(zµ)1+δ/(log(zµ))1+α) (3.24)
E
[|ξn+1|2+δ|Z(n) = z] = o ((zµ)δσ2(z)/(log(zµ))1+α) (3.25)
Entonces qz(0) < 1.
Demostracio´n
Bastara´ probar que P [Z(n)µ → ∞|Z(0) = z(0)] > 0. Sean δ, α, x y h tales que
0 < δ ≤ 1, α > 0, x ≥ 3 y x+ h > 3. Si denotamos por f(x) := (log x)−α, en virtud
del Lema A.2 tenemos la siguiente desigualdad
f(x+ h) ≤ f(x) + f ′(x)h+ 1
2
f ′′(x)h2 + C1
|h|2+δ
x2+δ(log x)α+1
+ I(−∞,−2h](x) (3.26)
para alguna constante C1 > 0. Adema´s, teniendo en cuenta que µ ∈ Rm+ , a partir
de la descomposicio´n del proceso {Z(n)µ}n≥0 mediante la ecuacio´n estoca´stica en
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diferencias (3.7), podemos aplicar la desigualdad (3.26) con x = Z(n)µ + 3 y h =
g(Z(n)) + ξn+1, verifica´ndose para cada z ∈ Nm0 no nulo que
E[f(Z(n+ 1)µ+3)|Z(n) = z] ≤ f(zµ+3) + E [f ′(zµ+3)(g(z) + ξn+1)|Z(n) = z]
+
1
2
E
[
f ′′(zµ+ 3)(g(z) + ξn+1)
2|Z(n) = z]
+C1E
[
|g(z) + ξn+1|2+δ
(zµ)2+δ(log(zµ))α+1
|Z(n) = z
]
+P [2(g(z) + ξn+1) ≤ −zµ− 3|Z(n) = z]
Dado que g(z) = o(‖z‖), aplicando la desigualdad de Markov, obtenemos que
P [2(g(z) + ξn+1) ≤ −zµ− 3|Z(n) = z] ≤ P
[ |ξn+1|
zµ
≥ C˜2|Z(n) = z
]
≤ C2
E
[|ξn+1|2+δ|Z(n) = z]
(zµ)2+δ
si ‖z‖ es suficientemente grande y para ciertas constantes C˜2 y C2 > 0 independientes
de z. Asimismo, teniendo en cuenta las propiedades de la variable ξn y la desigualdad
Cr, existe una constante C˜3 > 0 tal que
E[f(Z(n+ 1)µ+ 3)|Z(n) = z] ≤ f(zµ+ 3) + f ′(zµ+ 3)g(z)
+
1
2
f ′′(zµ+ 3)(g2(z) + σ2(z))
+C˜3
|g(z)|2+δ + E [|ξn+1|2+δ|Z(n) = z]
(zµ)2+δ(log(zµ))α+1
+C2
E
[|ξn+1|2+δ|Z(n) = z]
(zµ)2+δ
si ‖z‖ es suficientemente grande. En esta situacio´n, fijado δ satisfaciendo la ecuacio´n
(3.24) o´ la (3.25) y dado que g(z) = o(‖z‖), f ′(x) = −αx−1(log x)−α−1 y f ′′(x) =
αx−2(log x)−α−1(1 + o(1)), se verifica que
E[f(Z(n+ 1)µ+ 3)|Z(n) = z] ≤ f(zµ+ 3)− α g(z)
zµ(log(zµ))α+1
(1 + o(1))
+
α
2
σ2(z)
(zµ)2(log(zµ))α+1
(1 + o(1)) (3.27)
Adema´s, a partir de la ecuacio´n (3.23), obtenemos que
− g(z)
zµ(log zµ)α+1
(1 + o(1)) +
1
2
σ2(z)
(zµ)2(log(zµ))α+1
(1 + o(1)) ≤ 0
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y por tanto
E[f(Z(n+ 1)µ+ 3)|Z(n) = z] ≤ f(zµ+ 3)
si ‖z‖ es suficientemente grande. Teniendo en cuenta la desigualdad anterior, en
virtud del Lema 3.4.3 obtenemos que P [Z(n)µ → ∞|Z(0) = z(0)] > 0, deducie´ndose
as´ı el resultado.
Observacio´n 3.4.2 La condicio´n (3.23) implica que E[Z(n+1)µ|Z(n) = z] > zµ si
‖z‖ es suficientemente grande.
Observacio´n 3.4.3 Dado que g(z) = o(‖z‖), condiciones suficientes para que se
verifiquen las restricciones (3.24) o´ (3.25), son:
E
[|ξn+1|2+δ|Z(n) = z] = O (g(z)2(zµ)δ/(log(zµ))1+α)
o´
E
[|ξn+1|2+δ|Z(n) = z] = O (g(z)(zµ)δ−1σ2(z)/(log(zµ))1+α)
respectivamente.
Observacio´n 3.4.4 Ana´logamente a lo propuesto en la Observacio´n 3.3.6, podemos
obtener condiciones para la supervivencia de la cadena del tipo E
[|ξn+1|2+δ|Z(n)= z]
= O(σ(z)2+δ), para algu´n 0 < δ ≤ 1.
El procedimiento de demostracio´n utilizado en el Teorema 3.4.4 tambie´n nos permite
obtener un conjunto de condiciones suficientes para la no extincio´n de la cadena con
probabilidad positiva en la situacio´n
lim
‖z‖→∞
E[Z(n+ 1)µ|Z(n) = z]
zµ
> 1
Teorema 3.4.5 Sea {Z(n)}n≥0 una CMMH con vector inicial Z(0) = z(0) tal que
para cada C > 0 existe n ≥ 1 de modo que P [Z(n)1 > C|Z(0) = z(0)] > 0. Asumamos
que existe un vector µ ∈ Rm+ para el cual se verifica
lim
‖z‖→∞
E[Z(n+ 1)µ|Z(n) = z]
zµ
> 1 (3.28)
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Supongamos adema´s que σ2(z) = O(‖z‖2) y para algu´n δ, 0 < δ ≤ 1, y α > 0, al
menos una de las siguientes igualdades es cierta:
E
[|ξn+1|2+δ|Z(n) = z] = O (g(z)(zµ)1+δ/(log(zµ))1+α) (3.29)
E
[|ξn+1|2+δ|Z(n) = z] = O ((zµ)δσ2(z)/(log(zµ))1+α) (3.30)
Entonces qz(0) < 1.
Demostracio´n
De nuevo bastara´ probar que P [Z(n)µ → ∞|Z(0) = z(0)] > 0. En virtud de la
condicio´n (3.28), obtenemos que g(z) = O(‖z‖) y g(z) > 0 si ‖z‖ es suficientemente
grande. Adema´s, dado que σ2(z) = O(‖z‖2) y que se verifica o´ bien (3.29) o´ bien
(3.30), a partir de la ecuacio´n (3.27), siendo de nuevo f(x) = (log x)−α, podemos
deducir que para ‖z‖ suficientemente grande
E[f(Z(n+ 1)µ+ 3)|Z(n) = z] ≤ f(zµ+ 3)− |o(1)| ≤ f(zµ+ 3)
A partir de esta desigualdad se concluye de igual modo que en el teorema anterior.
Observacio´n 3.4.5 Los Teoremas 3.4.1 y 3.4.5 proporcionan dos grupos distintos de
condiciones suficientes para garantizar la no extincio´n de la cadena con probabilidad
positiva bajo la condicio´n (3.28).
Finalmente, de forma similar a lo realizado en la Seccio´n 3.3, vamos a particularizar las
condiciones suficientes para la supervivencia de una CMMH obtenidas anteriormente
a un PMG satisfaciendo la hipo´tesis H4 y tal que todo estado no nulo sea transitorio.
En este caso obtenemos el siguiente resultado como consecuencia del Teorema 3.4.1:
Corolario 3.4.6 Sea {Z(n)}n≥0 un PMG satisfaciendo la hipo´tesis H4. Si existe un
vector µ ∈ Rm+ tal que
lim inf
‖z‖→∞
zM(z)µ
zµ
> 1 (3.31)
y E
[|ξn+1|1+δ|Z(n) = z] = O(‖z‖δ) para algu´n δ ≥ 0, entonces qz(0) < 1 si ‖z(0)‖ es
suficientemente grande.
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Demostracio´n
Basta tener en cuenta que E[Z(n+ 1)µ|Z(n) = z] = zM(z)µ.
Observacio´n 3.4.6 Si el PMG no satisface H4, entonces aplicamos directamente los
resultados anteriormente expuestos para una CMMH. Un PMG en esta situacio´n
puede encontrarse en el Ejemplo 3.3.1, tomando a > 0.5.
Si se verifican las condiciones del Teorema 3.4.1, hemos probado que qz < 1 para ‖z‖
suficientemente grande. En el siguiente resultado, proponemos una condicio´n para
el crecimiento ilimitado del PMG con probabilidad positiva, independientemente del
vector inicial:
Teorema 3.4.7 Sea {Z(n)}n≥0 un PMG satisfaciendo la hipo´tesis H1. Si existe una
constante N > 0 tal que qz < 1 si ‖z‖ ≥ N , entonces qz < 1 para todo z ∈ Nm0 no
nulo.
Demostracio´n
Sea N > 0 tal que qz˜ < 1 si ‖z˜‖ ≥ N . Dado z ∈ Nm0 no nulo tal que ‖z‖ < N ,
en virtud de la hipo´tesis H1 y la Proposicio´n 2.3.2, existe un vector z˜ ∈ Nm0 tal que
z Ã z˜ y ‖z˜‖ ≥ N . Como qz˜ < 1 por hipo´tesis, obtenemos que qz < 1.
Si se verifica la hipo´tesis H4 podemos escribir la ecuacio´n (3.31) en unos te´rminos
que permitan su mejor interpretacio´n intuitiva. Para ello, definimos la matriz M =
(mij)1≤i,j≤m, generalizacio´n de la matriz introducida en (2.8), mediante la expresio´n:
mij := lim inf
‖z‖→∞:zi 6=0
mij(z), i, j ∈ {1, . . . ,m} (3.32)
Obse´rvese que eliminamos la situacio´n zi = 0, pues en caso contrario mij ser´ıa nulo.
Si la matriz M es irreducible, denotamos por ρ al autovalor de Perron-Frobenius y
por µ a un autovector derecho asociado a dicho autovalor, con coordenadas positivas
(ve´ase Teorema B.1). En esta situacio´n, se obtiene el siguiente resultado como caso
particular del Teorema 3.4.1:
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Corolario 3.4.8 Sea {Z(n)}n≥0 un PMG satisfaciendo la hipo´tesis H4. Si M es
una matriz irreducible con autovalor de Perron-Frobenius ρ > 1 y existe δ ≥ 0 tal
que E
[|Z(n+ 1)µ− zM(z)µ|1+δ|Z(n) = z] = O(‖z‖δ), entonces qz(0) < 1 si ‖z(0)‖
es suficientemente grande.
Demostracio´n
Dado que ρ > 1, existe ε > 0 tal que ρ − ε(µ1)λ−1 > 1, siendo λ := min{µ
i
: i =
1, . . . ,m}. A partir de la ecuacio´n (3.32), existe A > 0 tal que mij(z) ≥ mij − ε si
zi 6= 0, para cada i, j ∈ {1, . . . ,m} y ‖z‖ ≥ A. En estas condiciones es evidente que
para ‖z‖ ≥ A
zM(z)µ
zµ
≥ z(M − ε)µ
zµ
≥ ρ− εµ1
λ
> 1
Puesto que por hipo´tesis existe δ ≥ 0 tal que E [|ξn+1|1+δ|Z(n) = z] = O(‖z‖δ),
podemos aplicar el Corolario 3.4.6 con µ = µ, para concluir la prueba.
Observacio´n 3.4.7 Las condiciones del Corolario 3.4.6 son ma´s de´biles que las del
Corolario 3.4.8, pues puede suceder que la matriz M tenga autovalor de Perron-
Frobenius ρ ≤ 1 y sin embargo exista un vector µ ∈ Rm+ tal que
lim inf
‖z‖→∞
zM(z)µ
zµ
> 1
Para poner de manifiesto este hecho, basta considerar en el Ejemplo 3.3.2, a11 ≥ a12
y a22 ≥ a21. En esta situacio´n, obtenemos que
mij = lim inf
‖z‖→∞: zi 6=0
mij(z) = ai − aii+1, i, j ∈ {1, 2}
donde i + 1 = 1 si i = 2. Fijando µ = 1 y a1 = a2 = a, para todo vector z ∈ N20, se
verifica que
zM(z)1 = 2az1 + 2az2 + (a11 − a12)z1 + (a22 − a21)z2 ≥ 2a(z1 + z2)
Por otro lado, la matriz M tiene como autovalor ρ = 2a − a12 − a21. Obviamente
podemos elegir valores de a, a12 y a21 tales que 2a > 1 y ρ ≤ 1, verifica´ndose por
tanto las condiciones del Corolario 3.4.6 y no las del Corolario 3.4.8. Por ejemplo, si
a = 0.6, a11 = a22 = 0.3 y a12 = a21 = 0.2, obtenemos que zM(z)1 ≥ 1.2(z1) para
z ∈ N20 y ρ = 0.8 < 1.
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Observacio´n 3.4.8 A partir de los Corolarios 3.3.6 y 3.4.8, obtenemos casos parti-
culares de la Proposicio´n 1.2.2, relativa al problema de la extincio´n para un PM con
matriz de medias irreducible, pues en esta situacio´n mij(z) = E[X
i,0,1
j ] para todo
vector no nulo z ∈ Nm0 tal que zi 6= 0 e i, j ∈ {1, . . . ,m} y por tanto ρ = ρ. Adema´s,
la condicio´n del Teorema 3.4.1 relativa a los momentos absolutos centrales condicio-
nados, puede ser eliminada en este caso particular, sin ma´s que aplicar un me´todo de
truncamiento, esta´ndar en Procesos de Ramificacio´n.
En virtud de la Proposicio´n 1.2.2, un PM irreducible se extingue casi seguramente
si y so´lo si ρ ≤ 1. En contraposicio´n con este comportamiento, el siguiente ejemplo
pone de manifiesto que para un PMG satisfaciendo la hipo´tesis H4 y tal que ρ > 1
no se puede garantizar, en general, que crezca de forma ilimitada.
Ejemplo 3.4.1 Sea {Z(n)}n≥0 un PMG satisfaciendo la hipo´tesis H0 y tal que los
vectores aleatorios Y i,n(z) son independientes para cada vector no nulo z ∈ Nm0 ,
i ∈ {1, . . . ,m} y n ≥ 0, verifica´ndose que
P [Y i,n(z) = 0] = ε
1/(m‖z‖)
i (3.33)
P
[
Y i,n(z) = zi
[(
1− ε1/(m‖z‖)i
)−1]
N i
]
= 1− ε1/(m‖z‖)i (3.34)
donde por [x] denotamos al mayor entero menor o igual que x, por N i denotamos a
un vector de enteros no negativos fijos (N i1, . . . , N
i
m), ‖z‖ = z1 y 0 < εi < 1 para
cada i ∈ {1, . . . ,m}. A partir de las ecuaciones (3.33) y (3.34), obtenemos que el
PMG satisface la hipo´tesis H4 y todo estado no nulo es transitorio. Adema´s
E
[
Y i,0j (z)
]
= zi
[(
1− ε1/(m‖z‖)i
)−1]
N ij
(
1− ε1/(m‖z‖)i
)
Dado que lim‖z‖→∞[(1− ε1/(m‖z‖)i )−1](1− ε1/(m‖z‖)i ) = 1, se verifica que
mij = mij = lim
‖z‖→∞:zi 6=0
mij(z) = N
i
j , i, j ∈ {1, . . . ,m}
Probemos por induccio´n que si ε := min{εi, i = 1, · · · ,m}, entonces
P
[
‖Z(n)‖ > 0|Z(0) = z(0)
]
≤ (1− ε)n, n ≥ 1 (3.35)
pues esto garantiza que qz(0) = 1 para todo z
(0) ∈ Nm0 . En primer lugar, observemos
que para l ≥ 0 y z 6= 0 se verifica
P [‖Z(l + 1)‖ > 0|Z(l) = z] = 1− P [Y i,l(z) = 0, i = 1, . . . ,m] ≤ 1− ε1/‖z‖
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Teniendo en cuenta lo anterior, si n = 1, obtenemos que
P [‖Z(1)‖ > 0|Z(0) = z(0)] ≤ 1− ε1/‖z(0)‖ ≤ (1− ε)
pues ‖z(0)‖ ≥ 1 y ε < 1. Finalmente, supongamos cierto (3.35) para n− 1 y compro-
bemos que tambie´n lo es para n. En efecto, aplicando la hipo´tesis de induccio´n
P [‖Z(n)‖ > 0|Z(0) = z(0)] =
=
∑
z 6=0
P [‖Z(n)‖ > 0|Z(n− 1) = z]P
[
Z(n− 1) = z|Z(0) = z(0)
]
≤
∑
z 6=0
(
1− ε1/‖z‖
)
P
[
Z(n− 1) = z|Z(0) = z(0)
]
≤ (1− ε)(1− ε)n−1 = (1− ε)n
Esto quiere decir, en virtud del Corolario 3.4.8, que para cualesquiera vectores N i
con i ∈ {1, . . . ,m}, tales que M = (N ij)1≤i,j≤m sea irreducible con autovalor de
Perron-Frobenius ρ > 1 y un autovector derecho asociado µ ∈ Rm+ , la condicio´n
E
[|Z(n+ 1)µ− zM(z)µ|1+δ|Z(n) = z] = O(‖z‖δ) no se verifica para ningu´n δ ≥ 0.
Como caso particular, comprobemos que dicha condicio´n no es satisfecha para δ = 1,
es decir, que σ2(z) = µV ar[Z(n + 1)|Z(n)]µ 6= O(‖z‖). En efecto, si z ∈ Nm0 es un
vector no nulo e i, j, k ∈ {1, . . . ,m}, entonces se verifica que
Cov
[
Y i,nj (z), Y
i,n
k (z)
]
= E
[
Y i,nj (z)Y
i,n
k (z)
]
− E
[
Y i,nj (z)
]
E
[
Y i,nk (z)
]
= z2iN
i
jN
i
k
[(
1− ε1/(m‖z‖)i
)−1]2 (
1− ε1/(m‖z‖)i
)
ε
1/(m‖z‖)
i
y por tanto
σ2(z) =
m∑
i=1
z2i ρ
2µ2
i
[(
1− ε1/(m‖z‖)i
)−1]2 (
1− ε1/(m‖z‖)i
)
ε
1/(m‖z‖)
i
Teniendo en cuenta que 0 < εi < 1, lim‖z‖→∞[(1− ε1/(m‖z‖)i )−1](1− ε1/(m‖z‖)i ) = 1 y
lim‖z‖→∞ ε
1/(m‖z‖)
i = 1 para cada i ∈ {1, . . . ,m}, concluimos que
lim sup
‖z‖→∞
σ2(z)
‖z‖ =∞
y por tanto no se verifica la condicio´n de la varianza.
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Finalmente, ilustramos mediante una simulacio´n el comportamiento del proceso pre-
sentado en el ejemplo. Para ello, hemos considerado un PMG, {Z(n)}n≥0, con
m = 2, Z(0) = (1, 1), ε = ε1 = ε2 = 10
−300 y N1 = (1, 1) = N2, obtenie´ndose que
ρ = 2 > 1. En el siguiente gra´fico se muestra la evolucio´n del proceso, {‖Z(n)‖}n≥0,
en una simulacio´n realizada hasta la generacio´n 20.
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Observamos el ra´pido crecimiento del nu´mero total de individuos hasta la generacio´n
15 y la extincio´n del proceso en la siguiente generacio´n.
El ejemplo anterior, eligiendo adecuadamente los vectores (N 1, . . . , Nm), tambie´n
nos sirve para presentar un PMG que se extingue casi seguramente y para el cual
ρ = ρ = 1. En esta u´ltima situacio´n, a diferencia de lo que ocurre con el PM , en
general no tenemos garantizado la extincio´n casi segura. En el siguiente ejemplo,
estudiamos otro PMG con ρ = ρ = 1, para el cual obtenemos, en virtud del Teorema
3.4.4, que qz < 1 para todo vector no nulo z ∈ Nm0 .
Ejemplo 3.4.2 Sea {Z(n)}n≥0 un PMG conm = 2 tal que para cada vector no nulo
z ∈ Nm0 e i, j ∈ {1, 2}, Y i,nj (z) son variables aleatorias con distribucio´n de Poisson de
para´metro zi
(
0.5(z1)+2
z1+2
)
, independientes para cada i, j. Para un proceso as´ı definido
es fa´cil obtener que
mij = mij = lim
‖z‖→∞:zi 6=0
mij(z) = lim
‖z‖→∞:zi 6=0
0.5(z1) + 2
z1+ 2
= 0.5, i, j ∈ {1, 2}
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y por tanto, la matriz l´ımite de tasas medias es M =M = (0.5)i,j=1,2 con autovalor
de Perron-Frobenius ρ = ρ = 1 y un autovector asociado µ = µ = 1. Si denotamos
por a(z) := 0.5(z1)+2z1+2 , entonces
g(z) = zM(z)1− z1 = (z1)(2a(z)− 1), σ2(z) = 2a(z)(z1)
Comprobemos que se verifican las condiciones del Teorema 3.4.4. En efecto, teniendo
en cuenta las expresiones anteriores,
lim
‖z‖→∞
g(z)
(z1)
= lim
‖z‖→∞
(2a(z)− 1) = 0
luego g(z) = o(‖z‖). Por otro lado
lim
‖z‖→∞
2(z1)g(z)
σ2(z)
= lim
‖z‖→∞
2(z1)(2a(z)− 1)
2a(z)
= 4 > 1
siendo por tanto cierto (3.23). Adema´s, dado que para cada n ≥ 0
ξn+1 = Z(n+ 1)1− E[Z(n+ 1)1|Z(n)] =
2∑
i=1
2∑
j=1
(
Y i,nj (Z(n))− E
[
Y i,nj (Z(n))
])
y, en virtud de las propiedades de la distribucio´n de Poisson, para cada j ∈ {1, 2}
E
[∣∣∣Y 1,0j (z) + Y 2,0j (z)− E[Y 1,0j (z) + Y 2,0j (z)]∣∣∣3] = O
((
z1
(
0.5(z1) + 2
z1+ 2
))3/2)
eligiendo δ = α = 1, se verifica que
lim
‖z‖→∞
E
[|ξn+1|3|Z(n) = z] (log(z1))2
g(z)(z1)2
= 0
Por tanto, en virtud del Teorema 3.4.4, hay una probabilidad positiva de que el pro-
ceso crezca de manera ilimitada si el nu´mero inicial de individuos es suficientemente
grande. Pero adema´s, teniendo en cuenta la independencia de las variables y que
a(z) > 0.5 para todo vector z ∈ Nm0 , tambie´n se verifica la hipo´tesis H1, lo que
nos permite aplicar el Teorema 3.4.7, obtenie´ndose que qz(0) < 1 cualquiera que sea
z(0) ∈ Nm0 no nulo. En el siguiente gra´fico presentamos la evolucio´n del nu´mero total
de individuos para una simulacio´n del proceso iniciada con Z(0) = (1, 1) y observada
hasta la generacio´n 1000.
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Observamos que el crecimiento parece tener tendencia lineal. Este hecho se pondra´
de manifiesto en el estudio realizado en el Cap´ıtulo 5.
En el Cap´ıtulo 1, sen˜alamos que para un PM con matriz de medias positivamente
regular y que no se extingue casi seguramente, existe una probabilidad positiva de
que el nu´mero de individuos de cada uno de los tipos crezca de manera ilimitada. El
siguiente ejemplo pone de manifiesto que, en general, esta propiedad no es satisfecha
por un PMG.
Ejemplo 3.4.3 Sea {Z(n)}n≥0 un PMG conm = 2 tal que para cada vector z ∈ Nm0
e i ∈ {1, 2}
Y i,0(z) :=
{
(0, Xi(z)) con probabilidad 1/2
(Xi(z), 0) con probabilidad 1/2
son vectores aleatorios independientes, donde X i(z) es una variable con distribucio´n
de Poisson de para´metro azi, con a > 1. Se satisfacen las hipo´tesis H1 y H4 y se
verifica que todo estado no nulo es transitorio. Adema´s, se tiene que
mij = lim inf
‖z‖→∞:zi 6=0
mij(z) =
a
2
, i, j ∈ {1, 2}
ρ = a > 1 y µ=1. Por otro lado, en virtud del Teorema 3.4.7 y el Corolario 3.4.8, se
obtiene que qz(0) < 1 para todo vector z
(0) no nulo, pues se verifica que
E
[|ξn+1|2|Z(n) = z] = E
∣∣∣∣∣
2∑
i=1
(Xi(z)− azi)
∣∣∣∣∣
2
 = O(‖z‖)
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Considera´ndose Z(0) un vector no nulo con alguna coordenada nula, de la definicio´n
del proceso obtenemos que o´ bien Z(n) = 0 o´ alguna coordenada de Z(n) es nula,
para n > 0. Como caso particular hemos considerado Z(0) = (3, 0) y hemos simulado
10 generaciones de este proceso obtenie´ndose la siguiente realizacio´n:
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Intu´ımos que el proceso no se extingue y observamos la alternancia en la aparicio´n
de los diferentes tipos en cada generacio´n.
Observacio´n 3.4.9 No todos los PMG diferentes del PM presentan el comporta-
miento sen˜alado en el ejemplo anterior, pues en la realizacio´n del proceso expuesto
en el Ejemplo 3.4.2 se observa que el nu´mero de individuos de cada tipo parece crecer
de manera ilimitada, tal y como se ilustra en los siguientes gra´ficos:
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3.5 Clasificacio´n del Proceso de Ramificacio´n Mul-
titipo Generalizado Dependiente del Taman˜o
de la Poblacio´n
En este Cap´ıtulo, primero desde la o´ptica general de las CMMH y posteriormente
desde la particular de los PMG, hemos estudiado una serie de criterios que nos
permiten determinar si estos procesos se extinguen casi seguramente o´ si existe una
probabilidad positiva de que exploten hacia infinito.
Un elemento comu´n en todos estos criterios es que esta´n en funcio´n de tasas del tipo
E[Z(n+ 1)µ|Z(n) = z]
zµ
para algu´n µ ∈ Rm+ o´ ma´s concretamente los valores a los que estas tasas se aproximan
cuando ‖z‖ tiende a infinito. Las magnitudes de estos valores no so´lo juegan un papel
fundamental en el problema de la extincio´n, sino que como veremos, condicionara´n
tambie´n el estudio del comportamiento asinto´tico de estos procesos.
Por ello y en analog´ıa con el PM , establecemos la siguiente clasificacio´n para una
CMMH, {Z(n)}n≥0, con espacio de estados S ⊆ Nm0 , donde el estado 0 es absorbente
y todo estado no nulo es transitorio:
(i) Diremos que la CMMH es subcr´ıtica si existe un vector µ ∈ Rm+ tal que
lim sup
‖z‖→∞
E[Z(n+ 1)µ|Z(n) = z]
zµ
< 1
(ii) Diremos que la CMMH es cr´ıtica si existe un vector µ ∈ Rm+ tal que
lim inf
‖z‖→∞
E[Z(n+ 1)µ|Z(n) = z]
zµ
≤ 1 ≤ lim sup
‖z‖→∞
E[Z(n+ 1)µ|Z(n) = z]
zµ
(iii) Diremos que la CMMH es supercr´ıtica si existe un vector µ ∈ Rm+ tal que
lim inf
‖z‖→∞
E[Z(n+ 1)µ|Z(n) = z]
zµ
> 1
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Observacio´n 3.5.1
(i) A diferencia de la clasificacio´n establecida para el PM , las categor´ıas propuestas
para una CMMH pueden ser no excluyentes.
(ii) Teniendo en cuenta el Teorema 3.3.2, aseguramos que toda CMMH subcr´ıtica
se extingue con probabilidad 1.
(iii) Como ya hemos puesto de manifiesto en los Ejemplos 3.4.1 y 3.4.2, el comporta-
miento de la CMMH cr´ıtica es variado, pudiendo extinguirse con probabilidad
1 o´ tener una probabilidad positiva de supervivencia. Los Teoremas 3.3.4 y
3.4.4, respectivamente, proporcionan condiciones suficientes para cada una de
estas posibles situaciones.
(iv) En el Ejemplo 3.4.1 se puso de manifiesto que no toda CMMH supercr´ıtica
tiene una probabilidad positiva de no extincio´n. En cambio, los Teoremas 3.4.1
y 3.4.5, proporcionan condiciones suficientes para el crecimiento ilimitado de la
cadena con probabilidad positiva.
Como ya hemos indicado, las categor´ıas anteriormente definidas pueden no ser ex-
cluyentes. Sin embargo, para un PMG conm = 2 satisfaciendo la hipo´tesis H4 dichas
categor´ıas son exhaustivas y excluyentes. Ello se deduce del siguiente resultado:
Proposicio´n 3.5.1 Sean µ(1), µ(2) ∈ R2+ y {A(z)}z∈N20 una sucesio´n de matrices
cuadradas de orden 2 no negativas. Entonces, se verifica que
lim inf
‖z‖→∞
zA(z)µ(2)
zµ(2)
≤ lim sup
‖z‖→∞
zA(z)µ(1)
zµ(1)
(3.36)
Demostracio´n
Sean µ(1), µ(2) ∈ Rm+ . La condicio´n (3.36) es trivialmente cierta si los vectores µ(1)
y µ(2) son linealmente dependientes. Consideremos por tanto, la situacio´n en la que
los vectores sean linealmente independientes. En tal caso, hagamos la prueba por
reduccio´n al absurdo, es decir, supongamos que no se verifica la condicio´n (3.36),
esto es
lim sup
‖z‖→∞
zA(z)µ(1)
zµ(1)
< lim inf
‖z‖→∞
zA(z)µ(2)
zµ(2)
(3.37)
66 Cap´ıtulo 3
y lleguemos a contradiccio´n. En efecto, si µ ∈ R2+, entonces para todo vector no nulo
z = (z1, z2) se verifica que
zA(z)µ
zµ
=
(a11(z)µ1 + a12(z)µ2)z1 + (a21(z)µ1 + a22(z)µ2)z2
z1µ1 + z2µ2
(3.38)
siendo A(z) = (aij(z))1≤i,j≤2.
Dado que los vectores µ(1) y µ(2) son linealmente independientes, se satisface que
a1 :=
µ
(1)
2
µ
(1)
1
6= µ
(2)
2
µ
(2)
1
=: a2
Adema´s, a partir de la condicio´n (3.37) y la expresio´n (3.38) se obtiene para z = (n, 0)
con n suficientemente grande que
a11(z)µ
(1)
1 + a12(z)µ
(1)
2
µ
(1)
1
<
a11(z)µ
(2)
1 + a12(z)µ
(2)
2
µ
(2)
1
o equivalentemente
a12(z)a1 < a12(z)a2
Si a12(z) = 0, se obtiene que 0 < 0 lo cual es imposible. Entonces a12(z) 6= 0 y
deducimos que a1 < a2. Por otro lado, ana´logamente a lo anterior, para z˜ = (0, n)
con n suficientemente grande se verifica que
a21(z˜)µ
(1)
1 + a22(z˜)µ
(1)
2
µ
(1)
2
<
a21(z˜)µ
(2)
1 + a22(z˜)µ
(2)
2
µ
(2)
2
o equivalentemente
a21(z˜)
1
a1
< a21(z˜)
1
a2
De nuevo es imposible que a21(z˜) = 0, pues se tendr´ıa que 0 < 0. Por tanto, deduci-
mos que a2 < a1, lo cual es contradictorio con el hecho de que a1 < a2.
Si {Z(n)}n≥0 es un PMG con m = 2 satisfaciendo la hipo´tesis H4, entonces en virtud
de la proposicio´n anterior se verifica que
sup
µ∈Rm+
lim inf
‖z‖→∞
zM(z)µ
zµ
≤ inf
µ∈Rm+
lim sup
‖z‖→∞
zM(z)µ
zµ
y por tanto las categor´ıas dadas en la clasificacio´n de estos procesos son excluyentes.
Cap´ıtulo 4
Proceso de Ramificacio´n Multitipo
Generalizado Dependiente del
Taman˜o de la Poblacio´n:
Comportamiento l´ımite,
caso supercr´ıtico
4.1 Introduccio´n
Tanto en este como en el siguiente Cap´ıtulo abordaremos el estudio del comporta-
miento asinto´tico de un PMG convenientemente normalizado bajo el supuesto de que
no se ha producido la extincio´n del proceso. Igualmente a lo realizado en el Cap´ıtulo
anterior, plantearemos el problema en el contexto ma´s general de una CMMH con
espacio de estados S ⊆ Nm0 , siendo el 0 un estado absorbente y todo estado no nulo
transitorio.
Bajo estas condiciones, conocemos que la cadena crece de forma ilimitada sobre el
conjunto de la no extincio´n. Nuestro objetivo sera´ determinar la naturaleza de ese cre-
cimiento que dependera´ de la clasificacio´n establecida en la Seccio´n 3.5. En te´rminos
generales y con las debidas precauciones podemos decir:
(a) En CMMH supercr´ıticas encontraremos un crecimiento de tipo geome´trico.
(b) En CMMH cr´ıticas determinaremos un crecimiento de tipo lineal.
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Como ya indicamos en el Cap´ıtulo anterior, las CMMH subcr´ıticas se extinguen casi
seguramente por lo que quedan al margen de nuestro estudio.
La investigacio´n de las CMMH supercr´ıticas es objetivo de este Cap´ıtulo mientras
que el ana´lisis de las CMMH cr´ıticas sera´ considerado en el Cap´ıtulo 5. El esquema
que seguiremos en ambos cap´ıtulos sera´ ana´logo al del estudio de la extincio´n; se
tratara´ en primer lugar el comportamiento de procesos de la forma {Z(n)µ}n≥0 para
determinados vectores µ ∈ Rm+ , para extrapolar posteriormente los resultados al
proceso {Z(n)}n≥0.
Ma´s concretamente, para una CMMH supercr´ıtica investigaremos en la Seccio´n
4.2 condiciones necesarias y condiciones suficientes para garantizar un crecimiento
geome´trico de los procesos del tipo {Z(n)µ}n≥0, considera´ndose los modos de conver-
gencia casi segura y en Lα para 1 ≤ α ≤ 2. Probaremos que existe una u´nica sucesio´n
de constantes normalizadoras que nos garantiza dicho comportamiento asinto´tico. Fi-
nalmente, en la Seccio´n 4.3 obtendremos condiciones necesarias y condiciones sufi-
cientes para la convergencia casi segura y en Lα, 1 ≤ α ≤ 2, a un vector finito y no
nulo de la cadena {Z(n)}n≥0 convenientemente normalizada. En ambos casos y al
final de cada seccio´n, los resultados obtenidos se particularizara´n a un PMG.
4.2 Comportamiento asinto´tico de {Z(n)µ}n≥0
En esta Seccio´n investigamos el comportamiento asinto´tico de determinados procesos
del tipo {Z(n)µ}n≥0 donde µ ∈ Rm+ , convenientemente normalizados, considera´ndose
los modos de convergencia casi segura y en Lα para 1 ≤ α ≤ 2. En primer lugar
determinamos la sucesio´n de constantes normalizadoras que posiblemente describe
la evolucio´n geome´trica del proceso. Con este fin, proporcionamos el siguiente lema
general sobre el comportamiento l´ımite de una sucesio´n de variables aleatorias no
negativas:
Lema 4.2.1 Sea {Xn}n≥0 una sucesio´n de variables aleatorias no negativas sobre
(Ω,A, P ) y adaptadas al filtrado1 {Fn}n≥0. Si existen constantes A > 0 y r > 1 tales
que
E[Xn+1|Fn] ≤ rXn c.s. sobre {Xn ≥ A} (4.1)
1Una sucesio´n de sub-σ-a´lgebras {Fn}n≥0 de A es un filtrado si Fn ⊆ Fn+1 para todo n ≥ 0.
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entonces {r−nXn}n≥0 converge casi seguramente sobre {Xn → ∞} a un l´ımite no
negativo y finito.
Demostracio´n
Sea Wn := r
−nXn, n ≥ 0. A partir de (4.1) es fa´cil obtener que
E[Wn+1|Fn] ≤Wn c.s. sobre {Xn ≥ A} (4.2)
Dado que
{Xn →∞} =
∞⋃
N=1
{
inf
n≥N
Xn ≥ A
}
∩ {Xn →∞}
sera´ suficiente probar que para cualquier N > 0, {WN+n}n≥0 converge casi segura-
mente a un l´ımite aleatorio no negativo y finito sobre el conjunto {infn≥N Xn ≥ A}∩
{Xn →∞}.
Para ello, fijado N > 0 y siguiendo un razonamiento similar al realizado en el Lema
3.3.3, definimos el tiempo de parada T (A) como
T (A) :=
{
∞ si infn≥N Xn ≥ A
inf{n ≥ N : Xn < A} si infn≥N Xn < A
y la sucesio´n de variables aleatorias {Yn}n≥0 de la forma
Yn :=
{
WN+n si N + n ≤ T (A)
WT (A) si N + n > T (A)
, n ≥ 0
Probemos que {Yn}n≥0 es una supermartingala no negativa respecto a {FN+n}n≥0.
En efecto, la variable aleatoria Yn es FN+n-medible para cualquier n ≥ 0. Adema´s,
si n ≥ 0 y XN , . . . , XN+n ≥ A, entonces T (A) ≥ N + n + 1 y aplicando la ecuacio´n
(4.2) obtenemos que
E[Yn+1|FN+n]=E[WN+n+1|FN+n] ≤WN+n = Yn c.s. sobre {XN , . . . , XN+n ≥ A}
Por otro lado, si n ≥ 1 y para algu´n k ∈ {1, . . . , n}, XN , . . . , XN+k−1 ≥ A, XN+k <
A, entonces T (A) = N + k < N + n+ 1 y se verifica que
E[Yn+1|FN+n]=E[WN+k|FN+n]= Yn c.s. sobre {XN , . . . , XN+k−1≥A, Xn+k<A}
Y si XN < A, entonces T (A) = N < N + n+ 1 para todo n ≥ 0, obtenie´ndose que
E[Yn+1|FN+n] = E[WN |FN+n] = Yn c.s. sobre {XN < A}
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Con todo ello hemos probado que {Yn}n≥0 es una supermartingala no negativa y
por tanto, en virtud del Teorema de Convergencia de Martingalas (ve´ase Teorema
D.1), converge casi seguramente a una variable no negativa y finita. Dado que sobre
{infn≥N Xn ≥ A}, Yn = WN+n para todo n ≥ 0, obtenemos que {Wn}n≥0 tambie´n
converge casi seguramente a un l´ımite no negativo y finito.
Observacio´n 4.2.1 En la demostracio´n anterior so´lo ha sido necesario utilizar que
r > 0, sin embargo, en virtud del Lema 3.3.3, si 0 < r ≤ 1, entonces P [Xn →∞] = 0
y nuestro resultado carecer´ıa de sentido.
Observacio´n 4.2.2 Si en lugar de la condicio´n (4.1), se verifica que para cierto r > 0
E[Xn+1|Fn] ≥ rXn c.s. sobre {Xn ≥ A}
y que {r−nE[Xn]}n≥0 es acotada, tambie´n obtenemos que {r−nXn}n≥0 converge
casi seguramente sobre {Xn → ∞} a un l´ımite no negativo y finito. Para ello,
siguiendo un procedimiento similar al utilizado en el lema anterior, basta probar que
la correspondiente sucesio´n {Yn}n≥0 es una submartingala.
Supongamos que {Z(n)}n≥0 es una CMMH con espacio de estados S ⊆ Nm0 donde
el estado 0 es absorbente y todo estado no nulo es transitorio. En esta situacio´n, ya
sabemos que es cierta la siguiente relacio´n:
P [Z(n)→ 0] + P [‖Z(n)‖ → ∞] = 1
Como aplicacio´n directa de los Lemas 3.3.3 y 4.2.1 obtenemos los siguientes resultados:
Corolario 4.2.2 Sea {Z(n)}n≥0 una CMMH y µ ∈ Rm+ tal que
0<rµ := lim inf
‖z‖→∞
E[Z(n+ 1)µ|Z(n) = z]
zµ
≤ lim sup
‖z‖→∞
E[Z(n+ 1)µ|Z(n) = z]
zµ
=: rµ<∞
Sea r tal que se verifica una de las siguientes condiciones:
(i) rµ < r <∞
(ii) 0 < r < rµ y {E[r−nZ(n)µ]}n≥0 es acotada.
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Entonces la sucesio´n {r−nZ(n)µ}n≥0 converge casi seguramente a una variable alea-
toria no negativa y finita.
Corolario 4.2.3 Sea {Z(n)}n≥0 una CMMH y µ ∈ Rm+ tal que
0 < rµ = lim
‖z‖→∞
E[Z(n+ 1)µ|Z(n) = z]
zµ
<∞
Si existe una constante A > 0 verificado alguna de las siguientes condiciones:
(i) E[Z(n+ 1)µ|Z(n) = z] ≤ rµzµ para todo ‖z‖ ≥ A
(ii) E[Z(n + 1)µ|Z(n) = z] ≥ rµzµ para todo ‖z‖ ≥ A y {E[r−nµ Z(n)µ]}n≥0 es
acotada
entonces la sucesio´n {r−nµ Z(n)µ}n≥0 converge casi seguramente hacia una variable
aleatoria W no negativa y finita.
Observacio´n 4.2.3 Si se satisfacen las condiciones del Corolario 4.2.3 y la sucesio´n
{r−nµ Z(n)µ}n≥0 converge en L1, entonces tambie´n converge casi seguramente y ade-
ma´s ambos l´ımites coinciden casi seguramente.
El Corolario 4.2.3 tiene un intere´s relevante cuando podemos garantizar la no ex-
tincio´n de la CMMH, pues sobre el conjunto {Z(n)→ 0} es obvio que W = 0. Por
ello, con el fin de estudiar las propiedades de la variable l´ımite W , se considerara´n
condiciones que aseguren una probabilidad positiva de que la cadena no se extinga,
es decir, P [D∞] > 0 donde D∞ = {‖Z(n)‖ → ∞}, lo cual so´lo es posible en los casos
cr´ıtico y supercr´ıtico.
En este Cap´ıtulo consideramos el caso supercr´ıtico, es decir, a partir de ahora vamos
a suponer que existe un vector µ ∈ Rm+ para el cual
1 < rµ = lim
‖z‖→∞
E[Z(n+ 1)µ|Z(n) = z]
zµ
<∞ (4.3)
y se verifican condiciones que garanticen la no extincio´n de la CMMH con probabi-
lidad positiva (ve´anse Teorema 3.4.1 y Teorema 3.4.5).
El siguiente resultado nos permitira´ deducir que {rnµ}n≥0 es la u´nica sucesio´n de cons-
tantes normalizadoras que describe una evolucio´n geome´trica del proceso {Z(n)µ}n≥0.
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De nuevo vamos a utilizar la notacio´n introducida en el Cap´ıtulo anterior, ξn+1 =
Z(n+ 1)µ− E[Z(n+ 1)µ|Z(n)], n ≥ 0.
Proposicio´n 4.2.4 Sea {Z(n)}n≥0 una CMMH y µ ∈ Rm+ tal que rµ > 1. Si
E[|ξn+1|1+δ|Z(n) = z] = O(‖z‖δ) para algu´n δ ≥ 0, entonces
lim
n→∞
Z(n+ 1)µ
Z(n)µ
= rµ c.s. sobre D∞
y por tanto
∑∞
n=0(Z(n)µ)
−1 <∞ casi seguramente sobre dicho conjunto.
Demostracio´n
Con el fin de garantizar la no extincio´n de la cadena con probabilidad positiva, su-
pondremos que e´sta comienza con un nu´mero suficiente de individuos (ve´ase Teorema
3.4.1). Asimismo, por simplicidad y sin pe´rdida de generalidad, se considerara´ que
P [D∞] = P [Z(n)µ→∞] = 1.
Como rµ > 1, tomemos 0 < ε < rµ − 1. Si para cada n ≥ 0 denotamos por
Bn := {|Z(n+ 1)µ− rµZ(n)µ| < εZ(n)µ}
sera´ suficiente probar que
P
[
∞⋃
l=0
∞⋂
n=l
Bn
]
= 1
Para ello, dado N > 0 definimos el siguiente tiempo de parada T (N):
T (N) :=
{
min{n : Z(n)µ ≥ N} si existe n tal que Z(n)µ ≥ N
∞ si Z(n)µ < N para todo n
Puesto que P [D∞] = 1, entonces P [T (N) <∞] = 1. Adema´s se verifica que
P
[
∞⋃
l=0
∞⋂
n=l
Bn
]
≥
∞∑
k=0
P
[
∞⋂
n=k
Bn|T (N) = k
]
P [T (N) = k] (4.4)
Por otro lado, como {Z(n)}n≥0 es una CMMH, para cualquier k ≥ 0 se deduce que
P
[
∞⋂
n=k
Bn|T (N) = k
]
= P
[
∞⋂
n=k
Bn|Z(t)µ < N, t = 0, 1, . . . , k − 1, Z(k)µ ≥ N
]
= P
[
∞⋂
n=k
Bn|Z(k)µ ≥ N
]
≥ inf
z:zµ≥N
P
[
∞⋂
n=k
Bn|Z(k) = z
]
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Adema´s, por ser la cadena homoge´nea y puesto que
∑∞
k=0 P [T (N) = k] = 1, se
obtiene a partir de (4.4) que
P
[
∞⋃
l=0
∞⋂
n=l
Bn
]
≥ inf
z:zµ≥N
P
[
∞⋂
n=0
Bn|Z(0) = z
]
Por tanto, para completar la demostracio´n sera´ suficiente probar que
lim
‖z‖→∞
P
[
∞⋃
n=0
Bcn|Z(0) = z
]
= 0
Para ello, utilizamos argumentos similares a los del Teorema 3.4.1 para el problema
de la extincio´n. Escribimos
⋃∞
n=0B
c
n como la unio´n disjunta de los conjuntos Cn,
definidos del siguiente modo:
C0 := B
c
0, Cn := B
c
n ∩Bn−1 ∩ . . . ∩B0, n ≥ 1
obtenie´ndose la expresio´n
P
[
∞⋃
n=0
Bcn|Z(0) = z
]
=
∞∑
n=0
P [Cn|Z(0) = z]
Veamos co´mo se comporta P [Cn|Z(0) = z], al menos cuando ‖z‖ es suficientemente
grande. Dado que B0 ∩ . . . ∩ Bn−1 ∈ Fn donde Fn = σ(Z(0), . . . , Z(n)) para n ≥ 0,
se sigue que
P [Cn|Z(0) = z] = E[IBcn∩Bn−1∩...∩B0 |Z(0) = z]
= E[IB0∩...∩Bn−1E[IBcn |Fn]|Z(0) = z] (4.5)
Como (zµ)−1E[Z(n + 1)µ|Z(n) = z] converge a rµ cuando ‖z‖ → ∞, existira´ una
constante k0 tal que si ‖z˜‖ ≥ k0, se verifica que |(z˜µ)−1E[Z(n+1)µ|Z(n) = z˜]−rµ| <
ε/2. Por otro lado, como E[|ξn+1|1+δ|Z(n) = z] = O(‖z‖δ), existen constantes
k1, A > 0 tales que E[|ξn+1|1+δ|Z(n) = z˜] ≤ A(z˜µ)δ si ‖z˜‖ ≥ k1. Por tanto, a partir
de la desigualdad de Markov, si ‖z˜‖ ≥ max{k0, k1}, deducimos que
P [Bcn|Z(n) = z˜] = P [|Z(n+ 1)µ− rµZ(n)µ| ≥ εZ(n)µ|Z(n) = z˜]
≤ P [|ξn+1| ≥ (Z(n)µ)ε/2|Z(n) = z˜]
≤ 21+δε−(1+δ)A(z˜µ)−1 = C(z˜µ)−1
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siendo C := 21+δε−(1+δ)A. Adema´s, como
B0 ∩ . . . ∩Bn−1 ⊆ {Z(n)µ ≥ (rµ − ε)nZ(0)µ}
rµ − ε > 1 y existe k2 > 0 tal que si z˜µ > k2 entonces ‖z˜‖ ≥ max{k0, k1}, obtenemos
a partir de la ecuacio´n (4.5) que si zµ > k2 entonces
P [Cn|Z(0) = z] ≤ C(zµ)−1(rµ − ε)−n
y por tanto, puesto que rµ − ε > 1
P
[
∞⋃
n=0
Bcn|Z(0) = z
]
≤ C(zµ)−1
∞∑
n=0
(rµ − ε)−n
converge a 0 cuando ‖z‖ → ∞, tal y como quer´ıamos demostrar.
Observacio´n 4.2.4 Como consecuencia del resultado anterior, deducimos que el po-
sible crecimiento geome´trico de la sucesio´n {Z(n)µ}n≥0 so´lo puede ser determinado
por {rnµ}n≥0. En efecto, si a > rµ y {r−nµ Z(n)µ}n≥0 converge casi seguramente a
un l´ımite finito, la sucesio´n {a−nZ(n)µ}n≥0 converge casi seguramente a cero. Por
otro lado, bajo las condiciones de la Proposicio´n 4.2.4, supongamos que existe una
variable aleatoria, Z, tal que P [0 < Z <∞] > 0 y
lim
n→∞
Z(n)µ
an
= Z c.s.
Teniendo en cuenta que {0 < Z < ∞} ⊆ D∞ obtenemos una contradiccio´n con la
Proposicio´n 4.2.4, pues se verificar´ıa que
lim
n→∞
Z(n+ 1)µ
Z(n)µ
= a c.s.
sobre el conjunto {0 < Z <∞}.
Denotemos W (n) := r−nµ Z(n)µ, n ≥ 0. A continuacio´n, determinaremos condiciones
necesarias y condiciones suficientes para que la sucesio´n {W (n)}n≥0 converja a una
variable finita y no degenerada en cero. Para ello estudiaremos en primer lugar la
convergencia casi segura de dicha sucesio´n, para posteriormente abordar la conver-
gencia en Lα, 1 ≤ α ≤ 2.
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4.2.1 Convergencia casi segura
En el estudio de condiciones que nos garanticen la convergencia casi segura de la
sucesio´n {W (n)}n≥0 a un l´ımite finito y no degenerado en cero, jugara´ un papel
determinante la funcio´n h(z) definida sobre Nm0 como
h(z) :=
E[Z(n+ 1)µ|Z(n) = z]− rµzµ
zµ
si z 6= 0 y h(0) := 1 (4.6)
A partir de la ecuacio´n (4.3) deducimos que la funcio´n h(z) converge a 0 cuando
‖z‖ → ∞.
A continuacio´n proporcionamos una condicio´n necesaria para la convergencia casi
segura de la sucesio´n {W (n)}n≥0 hacia un l´ımite no degenerado:
Teorema 4.2.5 Sea {Z(n)}n≥0 una CMMH y µ ∈ Rm+ tal que rµ > 1. Suponga-
mos que para todo vector no nulo z ∈ Nm0 , h(z) ≤ 0. Si W := limn→∞W (n) casi
seguramente, entonces se verifica que
∞∑
n=0
|h(Z(n))| <∞ c.s. sobre {W > 0}
Demostracio´n
Supongamos que P [W > 0] > 0, pues en otro caso el resultado carecer´ıa de contenido.
Por la propia definicio´n de la funcio´n h(z) se verifica que
E[W (n+ 1)|Z(n)] = rµZ(n)µ
rn+1µ
+
Z(n)µh(Z(n))
rn+1µ
=W (n) + r−1µ W (n)h(Z(n)) c.s.
A partir de la igualdad anterior, deducimos que
0 ≤ E[W (n+ 1)] = Z(0)µ+ r−1µ
n∑
k=0
E[W (k)h(Z(k))], n ≥ 0 (4.7)
Como por hipo´tesis h(z) ≤ 0 para todo z ∈ Nm0 no nulo, entonces
0 ≤
n∑
k=0
E[W (k)|h(Z(k))|] ≤ rµZ(0)µ, n ≥ 0
Por tanto
∞∑
n=0
W (n)|h(Z(n))| <∞ c.s.
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En consecuencia, para casi todo ω ∈ {W > 0} ⊆ {‖Z(n)‖ → ∞}, tenemos que
∞∑
n=0
W (n)(ω)|h(Z(n)(ω))| <∞
y puesto que limn→∞W (n)(ω) = W (ω) > 0, dado K(ω), 0 < K(ω) < W (ω), existe
n0(ω), tal que para n > n0(ω), W (n)(ω) ≥ K(ω) > 0 y por tanto
K(ω)
∞∑
n=n0
|h(Z(n)(ω))| ≤
∞∑
n=n0
W (n)(ω)|h(Z(n)(ω))| <∞
con lo que concluimos la demostracio´n.
Observacio´n 4.2.5
(i) Si h(z)≤ 0 para todo vector z no nulo, la convergencia casi segura de {W (n)}n≥0
se deduce directamente del Corolario 4.2.3. Adema´s, como consecuencia del
resultado anterior, la condicio´n
P
[
∞∑
n=0
|h(Z(n))| <∞
]
> 0 (4.8)
es necesaria para que W sea no degenerada en el cero.
(ii) Si h(z) ≥ 0 para todo z ∈ Nm0 y admitimos que la sucesio´n {E[W (n)]}n≥0 esta´
acotada, aplicando el Corolario 4.2.3 deducimos que la sucesio´n {W (n)}n≥0
converge casi seguramente a una variable no negativa y finita, W . En esta
situacio´n, siguiendo una demostracio´n ana´loga a la del teorema anterior, se
obtiene que (4.8) es una condicio´n necesaria para que W sea no degenerada en
cero.
Estudiemos a continuacio´n una condicio´n suficiente para garantizar la convergen-
cia casi segura de la sucesio´n {W (n)}n≥0. Este resultado ampl´ıa el rango de casos
considerados en el Corolario 4.2.3. Establezcamos previamente la convergencia de
{E[W (n)]}n≥0 a un l´ımite positivo y finito.
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Teorema 4.2.6 Sea {Z(n)}n≥0 una CMMH y µ ∈ Rm+ tal que rµ > 1. Supongamos
que existe una sucesio´n {h(n)}n≥1 no creciente tal que
∑∞
n=1 n
−1h(n) < ∞ y para
todo vector z no nulo, |h(z)| ≤ h(z1). Entonces, para todo z(0) ∈ Nm0 tal que qz(0) < 1,
se verifica que
0 < lim
n→∞
E[W (n)|Z(0) = z(0)] <∞
Demostracio´n
Si z ∈ Nm0 es tal que qz < 1, entonces se deduce que E[W (n)|Z(0) = z] > 0 para
todo n ≥ 0. Probemos en primer lugar que la sucesio´n {E[W (n)|Z(0) = z]}n≥0 tiene
l´ımite. A partir de la ecuacio´n (4.6) obtenemos que
Z(n)µh(Z(n)) = E[Z(n+ 1)µ|Z(n)]− rµZ(n)µ
El Lema A.5, aplicado a la sucesio´n {h(n)}n≥1, nos garantiza la existencia de una
funcio´n positiva, h1(x), no creciente, tal que h(n) ≤ h1(n) para todo n ≥ 1, xh1(x)
es co´ncava, no decreciente y
∑∞
n=1 n
−1h1(n) < ∞. Con todo ello y utilizando la
desigualdad de Jensen, se verifica que
|E[W (n+ 1)]− E[W (n)]| = r−1µ |E[W (n)h(Z(n))]| ≤ r−1µ E[W (n)h1(Z(n)1)]
≤ C1E[W (n)]h1(E[Z(n)1])
≤ C1E[W (n)]h1(rnµC2E[W (n)])
para ciertas constantes C1, C2 > 0. Como {E[W (n)|Z(0) = z]}n≥0 y h1(x) se en-
cuentran en las hipo´tesis del Lema A.3, se verifica que el siguiente l´ımite existe para
todo vector z
az := lim
n→∞
E[W (n)|Z(0) = z] <∞
De hecho, si z es tal que qz = 1 entonces az = 0. Adema´s existe un valor c0 tal que
si zµ > c0, entonces az es positivo, es decir,
az = lim
n→∞
E[W (n)|Z(0) = z] > 0 si zµ > c0 y qz < 1
Probemos que az > 0 para cualquier vector z tal que qz < 1. Si x ≥ 0 se verifica que
P [W (n) ≤ x|Z(0) = z] = P [Z(n)µ ≤ rnµx|Z(0) = z]
=
∑
z˜
P
[
Z(n)µ ≤ rnµx|Z(1) = z˜
]
P [Z(1) = z˜|Z(0) = z]
=
∑
z˜
P [W (n− 1) ≤ rµx|Z(0) = z˜] pzz˜
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Teniendo en cuenta lo anterior y aplicando el Teorema de la Convergencia Mono´tona,
se deduce que
E[W (n)|Z(0) = z] =
∫ ∞
0
(1− P [W (n) ≤ x|Z(0) = z])dx
=
∫ ∞
0
∑
z˜
(1− P [W (n− 1) ≤ rµx|Z(0) = z˜])pzz˜dx
=
1
rµ
∑
z˜
pzz˜E[W (n− 1)|Z(0) = z˜]
Realizando un proceso iterativo tenemos para k ≤ n
E[W (n)|Z(0) = z] = 1
rkµ
∑
z˜
p
(k)
zz˜ E[W (n− k)|Z(0) = z˜]
donde p
(k)
zz˜ = P [Z(k) = z˜|Z(0) = z]. Tomando l´ımite cuando n→∞, se obtiene que
cualesquiera que sean z ∈ Nm0 no nulo y k > 0,
az =
1
rkµ
∑
z˜
p
(k)
zz˜ az˜ (4.9)
Sea z tal que qz < 1 y zµ ≤ c0. Como todo estado no nulo es transitorio, existe k > 0
y z˜ con z˜µ > c0 tal que p
(k)
zz˜ > 0. Por ser z˜µ > c0 y az˜ > 0, se concluye la prueba sin
ma´s que tener en cuenta la expresio´n (4.9).
Observacio´n 4.2.6 La condicio´n dada en el teorema anterior jugara´ un papel fun-
damental en el estudio de la convergencia en Lα, 1 ≤ α ≤ 2, como veremos en la
siguiente subseccio´n.
Proposicio´n 4.2.7 Sea {Z(n)}n≥0 una CMMH y µ ∈ Rm+ tal que rµ > 1. Supon-
gamos que existe una sucesio´n {h(n)}n≥1 no creciente tal que
∑∞
n=1 n
−1h(n) <∞ y
|h(z)| ≤ h(z1) para todo vector z no nulo. Entonces existe una variable aleatoria W
finita y no negativa tal que {W (n)}n≥0 converge casi seguramente a W .
Demostracio´n
Si P [Z(n)→ 0] = 1 entonces {W (n)}n≥0 converge a 0 casi seguramente. Supongamos
que P [Z(n)→ 0] < 1. Definamos las sucesiones {T (n)}n≥0 e {Y (n)}n≥0 del siguiente
modo
T (n) := r−1µ
n−1∑
k=0
W (k)h(Z(k)) (T (0) := 0), Y (n) :=W (n)− T (n), n ≥ 0
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Dada la relacio´n anterior sera´ suficiente probar que ambas sucesiones convergen casi
seguramente. La sucesio´n {Y (n)}n≥0 es una martingala respecto a la sucesio´n de
σ-a´lgebras {Fn}n≥0, donde Fn = σ(Z(0), . . . , Z(n)), pues
E[Y (n+ 1)|Fn] = E[W (n+ 1)|Fn]− T (n+ 1)
= W (n) + r−1µ W (n)h(Z(n))− T (n+ 1) = Y (n) c.s.
Probemos que la sucesio´n {T (n)}n≥0 converge casi seguramente a un l´ımite finito.
En virtud de las propiedades de la sucesio´n {h(n)}n≥0, el Lema A.5 garantiza la
existencia de una funcio´n positiva h1(x) no creciente, tal que h(n) ≤ h1(n) para todo
n ≥ 1, xh1(x) es co´ncava y
∑∞
n=1 n
−1h1(n) <∞. Aplicando la desigualdad de Jensen
obtenemos que
E[|W (n)h(Z(n))|] ≤ C1E[W (n)]h1(E[Z(n)1]) ≤ C1E[W (n)]h1(rnµC2E[W (n)])
para algunas constantes C1, C2 > 0. Teniendo en cuenta el Teorema 4.2.6, se verifica
que
0 < lim
n→∞
E[W (n)] <∞
y aplicando el Corolario A.9 obtenemos
E
[
∞∑
n=0
W (n)|h(Z(n))|
]
≤
∞∑
n=0
C1E[W (n)]h1(r
n
µC2E[W (n)]) <∞
Luego
∞∑
n=0
W (n)h(Z(n)) converge casi seguramente
Adema´s, dado que Y (n) =W (n)− T (n) y limn→∞E[W (n)] <∞, se tiene que
sup
n≥0
E[|Y (n)|] <∞
con lo cual, aplicando el Teorema de Convergencia para Martingalas (ve´ase Teorema
D.1), obtenemos que {Y (n)}n≥0 converge casi seguramente a un l´ımite finito y por
tanto tambie´n lo hara´ la sucesio´n {W (n)}n≥0.
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Observacio´n 4.2.7 Bajo las condiciones del Teorema 4.2.6 podemos concluir que
la sucesio´n {E[W (n)]}n≥0 esta´ acotada y por tanto, si la funcio´n h(z) tiene signo
constante, se obtiene la convergencia casi segura de la sucesio´n {W (n)}n≥0 a partir
del Corolario 4.2.3. Sin embargo, las condiciones
∑∞
n=1 n
−1h(n) < ∞ y rµ > 1
tambie´n nos han permitido probar la convergencia de {W (n)}n≥0 cuando h(z) no
tiene signo constante, situacio´n no considerada hasta el momento.
Observacio´n 4.2.8 Si {h(n)}n≥1 es una sucesio´n con elementos no negativos tal que
h(n) = O(log−β n) para cierta constante β > 1, entonces dicha sucesio´n verifica las
condiciones de crecimiento y sumabilidad expuestas en el resultado anterior.
Observacio´n 4.2.9 Las condiciones de los resultados anteriores vienen dadas en
funcio´n de la norma uno. Como en Rm todas las normas son equivalentes, dichas
condiciones se pueden expresar en te´rminos de una norma arbitraria ‖·‖ del siguiente
modo: |h(z)| ≤ h(‖z‖), h(r1) ≥ h(r2) si r1 < r2 ∈ R‖·‖ y
∑∞
n=1(rn+1−rn)r−1n h(rn) <
∞, donde R‖·‖ = {r ∈ R+ : r = ‖z‖, z 6= 0, z ∈ Nm0 } = {rn}n≥1 tal que rn <
rn+1 para todo n ≥ 1. Para ello bastara´ definir una funcio´n escalonada h˜(x) :=
h(r1)I(−∞,r1)(x) +
∑∞
n=1 h(rn)I[rn,rn+1)(x). No obstante seguiremos manteniendo el
criterio de dar las condiciones en funcio´n de la norma uno, aunque obviamente pueden
ser reescritas en te´rminos de cualquier norma.
A continuacio´n particularizamos los resultados obtenidos sobre la convergencia casi
segura de una CMMH a un PMG, {Z(n)}n≥0, que verifique la hipo´tesis H4 tal que
para cada i, j ∈ {1, . . . ,m} exista el l´ımite
mij := lim
‖z‖→∞:zi 6=0
mij(z)
Supondremos adema´s queM := (mij)1≤i,j≤m es una matriz irreducible con autovalor
de Perron-Frobenius ρ > 1 y un autovector derecho asociado µ ∈ Rm+ (ve´ase Teorema
B.1). Para el proceso {Z(n)µ}n≥0 es fa´cil probar que rµ = ρ. Adema´s, si se define
para cada z ∈ Nm0 la matriz D(z) := (dij(z))1≤i,j≤m, siendo
dij(z) :=
{
mij(z)−mij si zi > 0
0 si zi = 0
(4.10)
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obtenemos, a partir de la Proposicio´n 2.4.2, la siguiente expresio´n de h(z):
h(z) =
E[Z(n+ 1)µ|Z(n) = z]− ρzµ
zµ
=
zD(z)µ
zµ
(4.11)
y por tanto, el siguiente enunciando de la Proposicio´n 4.2.7:
Corolario 4.2.8 Sea {Z(n)}n≥0 un PMG satisfaciendo la hipo´tesis H4 y µ ∈ Rm+
un autovector derecho de la matriz irreducible M asociado al autovalor de Perron-
Frobenius ρ > 1. Si existe una sucesio´n {d(n)}n≥1 no creciente tal que
‖D(z)‖ ≤ d(z1),
∞∑
n=1
n−1d(n) <∞
donde ‖·‖ denota cualquier norma matricial, entonces para todo z(0) tal que qz(0) < 1,
se verifica
0 < lim
n→∞
E[W (n)|Z(0) = z(0)] <∞
y adema´s la sucesio´n {W (n)}n≥0 converge casi seguramente a una variable W finita
y no negativa.
Demostracio´n
A partir de la ecuacio´n (4.11), la desigualdad de Cauchy-Schwarz y la equivalencia
de las normas, se verifica que
|h(z)| =
∣∣∣∣zD(z)µzµ
∣∣∣∣ ≤ C‖D(z)‖ ≤ Cd(z1)
para alguna constante C > 0. Aplicando el Teorema 4.2.6 y la Proposicio´n 4.2.7,
considera´ndose h(n) = Cd(n), deducimos el resultado.
4.2.2 Convergencia en Lα, 1 ≤ α ≤ 2
En esta subseccio´n, estudiamos condiciones necesarias y condiciones suficientes para
que {W (n)}n≥0 converja en Lα, 1 ≤ α ≤ 2, a un l´ımite no degenerado y finito.
Establecemos en primer lugar la siguiente condicio´n necesaria:
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Teorema 4.2.9 Sea {Z(n)}n≥0 una CMMH y µ ∈ Rm+ tal que rµ > 1. Supongamos
que h(z) tiene signo constante y existe una sucesio´n {h(n)}n≥1 no creciente tal que
|h(z)| = h(z1) para todo vector z no nulo. Entonces una condicio´n necesaria para la
convergencia de la sucesio´n {W (n)}n≥0 en Lα, 1 ≤ α ≤ 2, a un l´ımite finito y no
degenerado en cero es que
∞∑
n=1
n−1h(n) <∞
Demostracio´n
Si {W (n)}n≥0 converge en Lα con 1 ≤ α ≤ 2, tambie´n lo hara´ en L1. Como h(z)
tiene signo constante, en virtud de la Observacio´n 4.2.3 obtenemos la convergencia casi
segura a la misma variable que llamaremosW . Por el Teorema 4.2.5 y la Observacio´n
4.2.5 se verifica que
∞∑
n=0
|h(Z(n))| <∞ c.s. sobre {W > 0} (4.12)
Adema´s, como P [W < ∞] = 1, obtenemos que la variable W := supn≥0W (n) es
finita casi seguramente. Por otro lado, si h(x) es una extensio´n a R0 positiva y
no creciente de la sucesio´n {h(n)}n≥1 (por ejemplo, la funcio´n escalonada h(x) :=
h(1)I[0,1)(x) + h([x])I[1,∞)(x), donde [x] denota al mayor entero menor o igual que
x), se verifica que
∞∑
n=0
h(rnµCW ) ≤
∞∑
n=0
h(rnµCW (n)) ≤
∞∑
n=0
|h(Z(n))| <∞ c.s. sobre {W > 0}
para alguna constante C > 0. ComoW > 0 sobre el conjunto {W > 0}, P [W > 0] > 0
y rµ > 1, concluimos la demostracio´n sin ma´s que aplicar el Lema A.8.
Observacio´n 4.2.10 Puesto que para que se verifique (4.12) es necesario que h(z)
tenga signo constante (z 6= 0), el teorema anterior no recoge la situacio´n en la que
h(z) tenga signo alternado.
A continuacio´n proponemos una condicio´n suficiente para la convergencia en Lα,
1 ≤ α ≤ 2, de la sucesio´n {W (n)}n≥0 a un l´ımite W finito y no degenerado en cero.
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Previamente, definimos para cada µ̂ ∈ Cm, z ∈ Nm0 y α, 1 ≤ α ≤ 2, la funcio´n Gµ̂,α(z)
del siguiente modo:
Gµ̂,α(z) := (E [|Z(n+ 1)µ̂− E[Z(n+ 1)µ̂|Z(n) = z]|α |Z(n) = z])1/α
A partir de ahora y siempre que no induzca a confusio´n, fijado µ ∈ Rm+ vamos a
denotar por Gα(z) a Gµ,α(z) para cualquier 1 ≤ α ≤ 2.
Teorema 4.2.10 Sea {Z(n)}n≥0 una CMMH, µ ∈ Rm+ tal que rµ > 1 y 1 ≤ α ≤ 2.
Supongamos que existen sucesiones {h(n)}n≥1 y {gα(n)}n≥1 tales que
(i) Para cada vector no nulo z, |h(z)| ≤ h(z1) y Gα(z) ≤ gα(z1).
(ii) Las sucesiones {h(n)}n≥1 y {gα(n)/n}n≥1 son no crecientes.
Entonces
∞∑
n=1
n−1h(n) <∞,
∞∑
n=1
n−2gα(n) <∞
es una condicio´n suficiente para que {W (n)}n≥0 converja casi seguramente y en Lα
a un l´ımite W finito y no degenerado en cero.
Demostracio´n
Supongamos que el proceso comienza con un nu´mero de individuos suficientemente
grande que garantiza la no extincio´n con probabilidad positiva (ve´anse Teoremas 3.4.1
y 3.4.5). Teniendo en cuenta las propiedades de la sucesio´n {h(n)}n≥1, el Teorema
4.2.6 y la Proposicio´n 4.2.7 bastara´ demostrar que la sucesio´n {W (n)}n≥0 converge
en Lα a un l´ımiteW . Para ello, probaremos que la sucesio´n {W (n)}n≥0 es de Cauchy
en Lα. Si denotamos por ‖ · ‖α a la norma en Lα, obtenemos la siguiente desigualdad
‖Z(n+ 1)µ− rµZ(n)µ‖α ≤ ‖Z(n+ 1)µ− E[Z(n+ 1)µ|Z(n)]‖α
+‖E[Z(n+ 1)µ|Z(n)]− rµZ(n)µ‖α (4.13)
Utilizando de nuevo las propiedades de la sucesio´n {h(n)}n≥1 y aplicando el Lema A.5,
podemos garantizar que existe una funcio´n ĥ(x) no creciente, tal que h(n) ≤ ĥ(n),
xĥ(x) es co´ncava y
∫∞
1
x−1ĥ(x)dx < ∞. Adema´s, de la Observacio´n A.2 deducimos
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que la funcio´n xĥα(x1/α) es co´ncava. Aplicando la desigualdad de Jensen, se verifica
para alguna constante C1 > 0
E[|E[Z(n+ 1)µ|Z(n)]− rµZ(n)µ|α] = E[(Z(n)µ)α|h(Z(n))|α]
≤ E[(Z(n)µ)αĥα(Z(n)1)]
≤ C1E[(Z(n)1)α]ĥα(‖Z(n)1‖α) (4.14)
Por otro lado, teniendo en cuenta las propiedades de la sucesio´n {gα(n)}n≥1 y en
virtud del Lema A.7, garantizamos la existencia de una funcio´n ĝα(x) co´ncava, tal
que gα(n) ≤ ĝα(n), x−1ĝα(x) es no creciente,
∫∞
1
x−2ĝα(x)dx < ∞ y ĝαα(x1/α) es
co´ncava. Aplicando de nuevo la desigualdad de Jensen obtenemos que
E[|Z(n+1)µ−E[Z(n+1)µ|Z(n)]|α] = E[Gαα(Z(n))] ≤ E[ĝαα(Z(n)1)] ≤ ĝαα(‖Z(n)1‖α)
(4.15)
As´ı pues, a partir de las desigualdades (4.13), (4.14) y (4.15), se verifica que
‖W (n+ 1)−W (n)‖α ≤ ‖Z(n)1‖α
rn+1µ
(
ĝα(‖Z(n)1‖α)
‖Z(n)1‖α + C
1/α
1 ĥ(‖Z(n)1‖α)
)
≤ C2‖W (n)‖αf(‖Z(n)1‖α) (4.16)
para cierta constante C2 > 0 y siendo f(x) := x
−1ĝα(x) + C
1/α
1 ĥ(x). De las
propiedades de la funciones ĥ(x) y ĝα(x) deducimos que f(x) es no creciente y∫∞
1
x−1f(x)dx <∞, obtenie´ndose de (4.16) que
|‖W (n+ 1)‖α − ‖W (n)‖α| ≤ ‖W (n+ 1)−W (n)‖α ≤ C2‖W (n)‖αf(C3rnµ‖W (n)‖α)
(4.17)
para cierta constante C3 > 0. Teniendo en cuenta que
∫∞
1
x−1f(x)dx <∞, el Lema
A.3 y la desigualdad (4.17), obtenemos que supn≥0 ‖W (n)‖α < ∞. Adema´s, como
0 < limn→∞E[W (n)] < ∞ (ve´ase Teorema 4.2.6), entonces existe una constante
δ > 0 tal que ‖Z(n)µ‖α ≥ ‖Z(n)µ‖1 ≥ δrnµ para todo n ≥ 0. Por tanto, deducimos
que
‖W (n+ 1)−W (n)‖α ≤ C4f(C3δrnµ)
para cierta constante C4 > 0. Puesto que
∫∞
1
x−1f(x)dx < ∞, el Lema A.8 nos
conduce a que
∑∞
n=1 f(C3δr
n
µ) < ∞, luego la sucesio´n {W (n)}n≥0 es de Cauchy en
Lα, concluyendo as´ı la demostracio´n.
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Observacio´n 4.2.11 Podemos obtener otro conjunto de condiciones suficientes a
partir de la funcio´n G˜α(z) := (E [|Z(n+ 1)µ− rµZ(n)µ|α |Z(n) = z])1/α que son
equivalentes a las obtenidas anteriormente.
Observacio´n 4.2.12 Si {h(n)}n≥1 y {gα(n)}n≥1 son sucesiones no negativas tales
que h(n) = O(log−β1 n) y gα(n) = O(n log
−β2 n) para ciertas constantes β1, β2 > 1,
entonces dichas sucesiones verifican las condiciones de crecimiento y sumabilidad
expuestas en el teorema anterior.
Observacio´n 4.2.13 En los resultados anteriores partimos del supuesto de que la
cadena no se extingue casi seguramente. Sin embargo, en ausencia de dicha supo-
sicio´n es posible establecer un conjunto de condiciones suficientes que garanticen la
convergencia casi segura de la sucesio´n {W (n)}n≥0 a una variable aleatoria finita y
no nula y por tanto, deducir la no extincio´n del proceso con probabilidad positiva.
En efecto:
Sea {Z(n)}n≥0 una CMMH donde todo estado no nulo es comunicante. Supongamos
adema´s que existe un vector µ ∈ Rm+ tal que
0 < r̂µ := inf
z 6=0
(zµ)−1E[Z(n+ 1)µ|Z(n) = z]
rµ > 1 y |h(z)| ≤ h(z1), donde la sucesio´n {h(n)}n≥1 es no creciente y tal que∑∞
n=1 n
−1h(n) <∞.
Como E[Z(n)µ] > 0 para todo n ≥ 0, pues
E[Z(n+ 1)µ] =
∑
z 6=0
E[Z(n+ 1)µ|Z(n) = z]P [Z(n) = z]
≥ r̂µE[Z(n)µ] ≥ . . . ≥ r̂n+1µ E[Z(0)µ]
y dado que todos los estados no nulos son comunicante, siguiendo los pasos de la
demostracio´n del Teorema 4.2.6, obtenemos que
0 < lim
n→∞
E[W (n)|Z(0) = z(0)] <∞
En esta situacio´n, si existe una sucesio´n {g1(n)}n≥1 tal que G1(z) ≤ g1(z1) para
todo vector z no nulo y {g1(n)/n}n≥1 es no creciente, entonces en virtud del Teorema
4.2.10, obtenemos que las condiciones
∞∑
n=1
n−1h(n) <∞,
∞∑
n=1
n−2g1(n) <∞
86 Cap´ıtulo 4
son suficientes para que la sucesio´n {W (n)}n≥0 converja casi seguramente a una
variable aleatoria W finita y no degenerada en cero y por tanto qz(0) < 1 para todo
vector no nulo z(0) ∈ Nm0 .
Consideremos ahora un PMG satisfaciendo la hipo´tesis H4. En este caso para Gα(z),
1 ≤ α ≤ 2, obtenemos la siguiente expresio´n:
Gα(z) = ‖
m∑
i=1
(Y i,n(z)− zimi·(z))µ‖α
donde mi·(z) := (mi1(z), . . . ,mim(z)).
Adema´s, si Rα(z) := (R
α
ij(z))1≤i,j≤m con R
α
ij(z) := ‖Y i,nj (z)− zimij(z)‖α para i, j ∈
{1, . . . ,m}, se verifica que
Gα(z) ≤ 1Rα(z)µ ≤ C‖Rα(z)‖
para alguna constante C > 0, donde ‖ · ‖ denota cualquier norma matricial.
Particularizando el Teorema 4.2.10 para un PMG podemos obtener los siguientes
corolarios:
Corolario 4.2.11 Sea {Z(n)}n≥0 un PMG satisfaciendo la hipo´tesis H4. Adema´s,
sea µ ∈ Rm+ un autovector derecho de la matriz irreducible M asociado al autovalor
de Perron-Frobenius ρ > 1. Si para algu´n α, 1 ≤ α ≤ 2, existen sucesiones {d(n)}n≥1
y {rα(n)/n}n≥1 no crecientes tales que
‖D(z)‖ ≤ d(z1),
∞∑
n=1
n−1d(n) <∞
‖Rα(z)‖ ≤ rα(z1),
∞∑
n=1
n−2rα(n) <∞
entonces la sucesio´n {W (n)}n≥0 converge casi seguramente y en Lα a una variable
W finita y no degenerada en cero.
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Corolario 4.2.12 Sea {Z(n)}n≥0 un PMG con vectores de tipos independientes sa-
tisfaciendo la hipo´tesis H4. Adema´s, sea µ ∈ Rm+ un autovector derecho de la matriz
irreducible M asociado al autovalor de Perron-Frobenius ρ > 1. Si existen sucesiones
{d(n)}n≥1 y {σ˜2(n)/n}n≥1 no crecientes tales que
‖D(z)‖ ≤ d(z1),
∞∑
n=1
n−1d(n) <∞
‖Γi(z)‖ ≤ σ˜2(z1), i ∈ {1, . . . ,m},
∞∑
n=1
n−3/2σ˜(n) <∞
siendo ziΓi(z) = V ar[Y
i,0(z)], entonces la sucesio´n {W (n)}n≥0 converge casi segu-
ramente y en L2 a una variable W finita y no degenerada en cero.
Demostracio´n
Basta tener en cuenta que si los vectores de cada tipo son independientes, en virtud
de la Proposicio´n 2.4.2, se verifica que
G22(z) = σ
2(z) =
m∑
i=1
ziµΓi(z)µ ≤ C(z1)σ˜2(z1)
para alguna constante C > 0. Particularizando el Teorema 4.2.10 para α = 2 y con
g2(n) =
√
nσ˜(n) deducimos el resultado.
4.2.3 Convergencia en L2
En el apartado anterior, considerando α = 2, hemos obtenido condiciones necesarias
y condiciones suficientes para la convergencia en L2 de la sucesio´n {W (n)}n≥0 a una
variable finita y no degenerada en cero. Sin embargo, para este caso concreto es
posible mejorar las condiciones anteriormente citadas, siguiendo para ello otro proce-
dimiento de demostracio´n. Para conseguir este objetivo, sera´ de gran importancia la
siguiente descomposicio´n de los momentos de segundo orden del proceso {W (n)}n≥0:
Proposicio´n 4.2.13 Sea {Z(n)}n≥0 una CMMH y µ ∈ Rm+ . Entonces, para n ≥ 0,
se verifica que
E
[
W 2(n+ 1)
]
=(Z(0)µ)2+
1
r2µ
n∑
k=0
E
[
W 2(k)
(
σ2(Z(k))
(Z(k)µ)2
+ 2rµh(Z(k)) + h
2(Z(k))
)]
siendo σ2(z) = V ar[Z(n+ 1)µ|Z(n) = z].
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Demostracio´n
Teniendo en cuenta que
E[Z(n+ 1)µ|Z(n)] = Z(n)µ(rµ + h(Z(n))) c.s.
y
E
[
(Z(n+ 1)µ)2|Z(n)] = σ2(Z(n)) + E[Z(n+ 1)µ|Z(n)]2 c.s.
se sigue, para n ≥ 0, que
E
[
(Z(n+ 1)µ)2|Z(n)] = σ2(Z(n)) + (r2µ + 2rµh(Z(n)) + h2(Z(n)))(Z(n)µ)2
= (Z(n)µ)2
(
r2µ +
σ2(Z(n))
(Z(n)µ)2
+ 2rµh(Z(n))+ h
2(Z(n))
)
c.s.
Por tanto obtenemos que
E
[
W 2(n+ 1)|Z(n)]=W 2(n) + 1
r2µ
W 2(n)
(
σ2(Z(n))
(Z(n)µ)2
+ 2rµh(Z(n)) + h
2(Z(n))
)
c.s.
entendie´ndose que si Z(n) = 0, entonces E[W 2(n + 1)|Z(n) = 0] = 0. Adema´s,
tomando esperanzas en ambos miembros de la igualdad, se verifica que
E
[
W 2(n+ 1)
]
= E
[
W 2(n)
]
+
1
r2µ
E
[
W 2(n)
(
σ2(Z(n))
(Z(n)µ)2
+ 2rµh(Z(n)) + h
2(Z(n))
)]
(4.18)
Finalmente, a trave´s de un proceso iterativo obtenemos la relacio´n buscada.
A continuacio´n proponemos condiciones necesarias para la convergencia en L2 de la
sucesio´n {W (n)}n≥0 a un l´ımite finito y no degenerado en cero.
Proposicio´n 4.2.14 Sea {Z(n)}n≥0 una CMMH y µ ∈ Rm+ tal que rµ > 1. Una
condicio´n necesaria para que {W (n)}n≥0 converja en L2 a un l´ımite finito es que
inf
z 6=0
{(zµ)−2σ2(z) + 2rµh(z) + h2(z)} ≤ 0
Demostracio´n
Supongamos que existe una constante δ > 0 tal que para todo vector no nulo z ∈ Nm0
(zµ)−2σ2(z) + 2rµh(z) + h
2(z) ≥ δ > 0
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A partir de la descomposicio´n (4.18), para todo n ≥ 0 se verifica que
E[W 2(n+ 1)] = E[W 2(n)] +
1
r2µ
E
[
W 2(n)
(
σ2(Z(n))
(Z(n)µ)2
+ 2rµh(Z(n)) + h
2(Z(n))
)]
≥ E[W 2(n)](1 + r−2µ δ)
Reiterando el proceso obtenemos
E[W 2(n+ 1)] ≥ (Z(0)µ)2(1 + r−2µ δ)n+1
lo cual nos conduce a una contradiccio´n con el hecho de que {W (n)}n≥0 converge en
L2 a un l´ımite finito, pues 1 + r−2µ δ > 1.
Teorema 4.2.15 Sea {Z(n)}n≥0 una CMMH y µ ∈ Rm+ tal que rµ > 1. Si se
verifica que
(i) h(z) tiene signo constante y existe una sucesio´n {h(n)}n≥1 no creciente tal que
|h(z)| = h(z1) para todo vector z no nulo.
(ii) Existe una sucesio´n {σ2(n)}n≥1 tal que {σ2(n)/n2}n≥1 es no creciente y σ2(z)
= σ2(z1) para todo vector z no nulo.
(iii) (zµ)−2σ2(z) + 2rµh(z) + h
2(z) tiene signo constante.
Entonces una condicio´n necesaria para la convergencia en L2 a un l´ımite finito y no
degenerado en cero de la sucesio´n {W (n)}n≥0 es que
∞∑
n=1
n−3σ2(n) <∞
Demostracio´n
Supo´ngase que la sucesio´n {W (n)}n≥0 converge en L2 a un l´ımite W finito y no
degenerado en cero, es decir P [W > 0] > 0. Dado que la convergencia en L2 implica
la convergencia en L1 y, en este caso, la convergencia casi segura (ve´ase Observacio´n
4.2.3), en virtud del Teorema 4.2.5 se verifica
∞∑
n=0
|h(Z(n))| <∞ c.s. sobre {W > 0}
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Por otro lado, teniendo en cuenta que (zµ)−2σ2(z) + 2rµh(z) + h
2(z) tiene signo
constante, la sucesio´n {E[W 2(n)]}n≥0 esta´ acotada (pues {W (n)}n≥0 converge en L2
a un l´ımite finito) y la descomposicio´n dada en la Proposicio´n 4.2.13, obtenemos que
∞∑
n=0
E
[
W 2(n)
∣∣∣∣σ2(Z(n))(Z(n)µ)2 + 2rµh(Z(n)) + h2(Z(n))
∣∣∣∣] <∞
As´ı, aplicando el Teorema de la Convergencia Mono´tona,
∞∑
n=0
W 2(n)
∣∣∣∣σ2(Z(n))(Z(n)µ)2 + 2rµh(Z(n)) + h2(Z(n))
∣∣∣∣ <∞ c.s.
Como {W (n)}n≥0 converge casi seguramente a W , deducimos que {W 2(n)}n≥0 con-
vergera´ casi seguramente a W 2. Entonces, para casi todo ω ∈ {W > 0}, existe una
constante K = K(ω) > 0, tal que W 2(n)(ω) ≥ K para todo n ≥ 0, deducie´ndose
de este modo la convergencia absoluta y por tanto la convergencia casi segura sobre
{W > 0} de la serie
∞∑
n=0
[
σ2(Z(n))
(Z(n)µ)2
+ 2rµh(Z(n)) + h
2(Z(n))
]
Puesto que
∑∞
n=0 |h(Z(n))| <∞ y por tanto
∑∞
n=0 h
2(Z(n)) <∞ casi seguramente
sobre {W > 0}, obtenemos
∞∑
n=0
σ2(Z(n))
(Z(n)µ)2
<∞ c.s. sobre {W > 0} (4.19)
Sea W := supn≥0W (n). W < ∞ casi seguramente pues W es finita para casi todo
punto. Si definimos
σ2(x) := x2
(
σ2(1)I[0,1)(x) + [x]
−2σ2([x])I[1,∞)(x)
)
a partir de las propiedades de la sucesio´n {σ2(n)}n≥1 se verifica que x−2σ2(x) es una
funcio´n no creciente. Adema´s existen constantes C1, C2 > 0 tales que sobre {W > 0}
C2
∞∑
n=0
σ2(C1r
n
µW )
C21r
2n
µ W
2 ≤ C2
∞∑
n=0
σ2(C1r
n
µW (n))
C21r
2n
µ W
2(n)
≤
∞∑
n=0
σ2(Z(n)1)
(Z(n)µ)2
=
∞∑
n=0
σ2(Z(n))
(Z(n)µ)2
<∞ c.s.
En consecuencia, hemos probamos que
∞∑
n=0
σ2(C1r
n
µW )
C21r
2n
µ W
2 <∞ c.s. sobre {W > 0}
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obtenie´ndose el resultado sin ma´s que aplicar el Lema A.8.
A partir de los momentos condicionados de orden uno y dos del proceso {W (n)}n≥0
establecemos el siguiente conjunto de condiciones suficientes para la convergencia en
L2 de dicho proceso a un l´ımite finito y no degenerado en cero:
Teorema 4.2.16 Sea {Z(n)}n≥0 una CMMH y µ ∈ Rm+ tal que rµ > 1. Suponga-
mos que existen sucesiones {h(n)}n≥1 y {σ2(n)}n≥1 tales que
(i) Para cada vector z no nulo, |h(z)| ≤ h(z1) y σ2(z) ≤ σ2(z1).
(ii) Las sucesiones {h(n)}n≥1 y {σ2(n)/n2}n≥1 son no crecientes.
Entonces
∞∑
n=1
n−1h(n) <∞,
∞∑
n=1
n−3σ2(n) <∞
es una condicio´n suficiente para que {W (n)}n≥0 converja casi seguramente y en L2
a un l´ımite W finito y no degenerado en cero.
Demostracio´n
Supongamos que el proceso comienza con un nu´mero de individuos suficientemente
grande para garantizar con probabilidad positiva la no extincio´n del mismo (ve´anse
Teoremas 3.4.1 y 3.4.5). En primer lugar, probemos que {E[W 2(n)]}n≥0 es una
sucesio´n acotada. Se verifica que
E[(Z(n+ 1)µ)2|Z(n)] = (E[Z(n+ 1)µ|Z(n)])2 + σ2(Z(n))
= r2µ(Z(n)µ)
2 + (E[Z(n+ 1)µ|Z(n)])2 − r2µ(Z(n)µ)2 + σ2(Z(n)) c.s.
y por tanto
E[(Z(n+ 1)µ)2|Z(n)]− r2µ(Z(n)µ)2
= (E[Z(n+ 1)µ|Z(n)])2 − r2µ(Z(n)µ)2 + σ2(Z(n))
= (E[Z(n+ 1)µ|Z(n)]− rµZ(n)µ) (E[Z(n+ 1)µ|Z(n)] + rµZ(n)µ) + σ2(Z(n))
= (Z(n)µ)2h(Z(n))
E[Z(n+ 1)µ|Z(n)] + rµZ(n)µ
Z(n)µ
+ σ2(Z(n))
≤ C1(Z(n)µ)2h(Z(n)) + σ2(Z(n)) c.s. (4.20)
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para alguna constante C1 > 0. Denotemos por C2 := C1C
2, siendo C > 0 tal que
zµ ≤ Cz1 para todo z ∈ Nm0 y por h1(x) := xC2h(
√
x)+σ2(
√
x), donde h(x) y σ2(x)
son funciones escalonadas definidas como en el Lema A.5 a partir de las sucesiones
{h(n)}n≥1 y {σ2(n)/n2}n≥1, respectivamente. Teniendo en cuenta las propiedades
de dichas sucesiones se verifica que h(x) y x−2σ2(x) son no crecientes y tales que∫∞
1
x−1h(x)dx <∞ y ∫∞
1
x−3σ2(x)dx <∞, respectivamente. Por tanto, deducimos
que x−1h1(x) es no creciente y
∫∞
1
x−2h1(x)dx <∞. En efecto,∫ ∞
1
h1(x)
x2
dx = C2
∫ ∞
1
h(
√
x)
x
dx+
∫ ∞
1
σ2(
√
x)
x2
dx
= 2C2
∫ ∞
1
h(y)
y
dy + 2
∫ ∞
1
σ2(y)
y3
dy <∞
Aplicando el Lema A.4 a h1(x) podemos garantizar que existe una funcio´n ĥ1(x) no
decreciente tal que ĥ1(x) ≥ h1(x), x−1ĥ1(x) es no creciente,
∫∞
1
x−2ĥ1(x)dx < ∞ y
ĥ1(x) es co´ncava. As´ı pues, se verifica
C1(Z(n)µ)
2|h(Z(n))|+ σ2(Z(n)) ≤ C2(Z(n)1)2h(Z(n)1) + σ2(Z(n)1)
= h1((Z(n)1)
2)≤ ĥ1((Z(n)1)2) c.s. (4.21)
Haciendo uso de la desigualdad de Jensen obtenemos
1
r
2(n+1)
µ
E[ĥ1((Z(n)1)
2)] ≤ 1
r
2(n+1)
µ
ĥ1(E[(Z(n)1)
2])
≤ E[W 2(n)] ĥ1(E[C3(Z(n)µ)
2])
E[(Z(n)µ)2]
(4.22)
para cierta constante C3 > 0. A partir de las desigualdades (4.20), (4.21) y (4.22)
probamos que
|E[W 2(n+ 1)]− E[W 2(n)]| ≤ E[W 2(n)] ĥ1(E[C3(Z(n)µ)
2])
E[(Z(n)µ)2]
Como hay una probabilidad positiva de que el proceso no se extinga, E[W 2(n)] > 0
para todo n ≥ 0. Aplicando el Lema A.3 obtenemos que la sucesio´n {E[W 2(n)]}n≥0
tiene l´ımite finito y por tanto es acotada.
A continuacio´n demostremos que la sucesio´n {W (n)}n≥0 converge en L2. Para ello
vamos a considerar las sucesiones {T (n)}n≥0 e {Y (n)}n≥0 definidas en la Proposicio´n
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4.2.7 de la forma
T (n) = r−1µ
n−1∑
k=0
W (k)h(Z(k)), (T (0) = 0); Y (n) =W (n)− T (n), n ≥ 0
Ya probamos en dicha Proposicio´n que la sucesio´n {Y (n)}n≥0 es una martingala
con respecto a {Fn}n≥0, siendo Fn = σ(Z(0), . . . , Z(n)). Utilizando la Teor´ıa de
Martingalas acotadas en L2 (ve´ase Teorema D.2), bastara´ demostrar que la sucesio´n
{T (n)}n≥0 converge en L2 y que la sucesio´n {Y (n)}n≥0 esta´ acotada en L2. Si
denotamos por ‖ · ‖2, a la norma en L2, se verifica que
‖
∞∑
n=0
W (n)h(Z(n))‖2 ≤
∞∑
n=0
‖W (n)h(Z(n))‖2 =
∞∑
n=0
E[|W (n)h(Z(n))|2]1/2 (4.23)
Por otro lado, aplicando el Lema A.7 a la sucesio´n {nh(n)}n≥1 garantizamos la exis-
tencia de una funcio´n ĥ2(x) no decreciente tal que nh(n) ≤ ĥ2(n) para todo n,
x−1ĥ2(x) es no creciente,
∫∞
1
x−2ĥ2(x)dx < ∞ y las funciones ĥ2(x) y ĥ22(x1/2) son
co´ncavas. Dado que limn→∞E
[
W 2(n)
]
< ∞ y utilizando la desigualdad de Jensen
obtenemos que
E[(Z(n)µ)2h2(Z(n))] ≤ C4E[(Z(n)1)2h2(Z(n)1)] ≤ C4E[ĥ22(Z(n)1)]
≤ C4ĥ22(‖Z(n)1‖2]) ≤ C4ĥ22(C5rnµ) (4.24)
para ciertas constantes C4, C5 > 0.
A partir de las desigualdades (4.23) y (4.24) se deduce que
‖
∞∑
n=0
W (n)h(Z(n))‖2 ≤
∞∑
n=0
E[|W (n)h(Z(n))|2]1/2 ≤
∞∑
n=0
C
−1/2
4 r
−n
µ ĥ2(C5r
n
µ) <∞
sin ma´s que tener en cuenta que
∫∞
1
x−2ĥ2(x)dx <∞ y aplicar el Lema A.8. As´ı pues,
la sucesio´n {T (n)}n≥0 converge en L2. Adema´s, como la sucesio´n {E[W 2(n)]}n≥0
es acotada, a partir de la descomposicio´n Y (n) = W (n) − T (n) deducimos que la
sucesio´n {Y (n)}n≥0 esta´ acotada en L2, lo cual implica que la sucesio´n {W (n)}n≥0
converge en L2 a un l´ımite finitoW . Adema´s, dado que la convergencia en L2 implica
convergencia en L1, dicho l´ımite sera´ no degenerado en cero en virtud del Teorema
4.2.6.
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Observacio´n 4.2.14 Como indica´bamos al inicio de esta subseccio´n, el conjunto de
condiciones suficientes dada en el teorema anterior debilita a la propuesta en el Teo-
rema 4.2.10 para α = 2. En efecto, supongamos que existe una sucesio´n {g2(n)}n≥1
tal que G2(z) ≤ g2(z1) para todo vector z no nulo, {n−1g2(n)}n≥1 es no creciente
y
∑∞
n=1 n
−2g2(n) < ∞. Dado que G22(z) = σ2(z), tomando σ2(n) = g22(n) para
n ≥ 1 en el Teorema 4.2.16, se verifica que σ2(z) ≤ σ2(z1) para todo vector no nulo,
la sucesio´n {n−2σ2(n)}n≥1 es no creciente y
∑∞
n=1 n
−3σ2(n) < ∞. Esto u´ltimo se
deduce de la igualdad
∞∑
n=1
σ2(n)
n3
=
∞∑
n=1
g2(n)
n
g2(n)
n2
y del hecho de que la sucesio´n {n−1g2(n)}n≥1 es no creciente y por tanto acotada y∑∞
n=1 n
−2g2(n) <∞.
Observacio´n 4.2.15 Si {h(n)}n≥1 y {σ2(n)}n≥1 son sucesiones no negativas tales
que h(n) = O(log−β1 n) y σ2(n) = O(n2 log−β2 n) para ciertas constantes β1, β2 > 1,
entonces dichas sucesiones verifican las condiciones de crecimiento y sumabilidad
expuestas en el resultado anterior.
Particularizando el teorema anterior para un PMG obtenemos la siguiente condicio´n
suficiente para la convergencia en L2 de la sucesio´n {W (n)}n≥0:
Corolario 4.2.17 Sea {Z(n)}n≥0 un PMG con vectores de tipos independientes y
satisfaciendo la hipo´tesis H4. Adema´s, sea µ ∈ Rm+ un autovector derecho de la matriz
irreducible M asociado al autovalor de Perron-Frobenius ρ > 1. Si existen sucesiones
{d(n)}n≥1 y {σ˜2(n)/n}n≥1 no crecientes tales que
‖D(z)‖ ≤ d(z1),
∞∑
n=1
n−1d(n) <∞
‖Γi(z)‖ ≤ σ˜2(z1), i ∈ {1, . . . ,m},
∞∑
n=1
n−2σ˜2(n) <∞
entonces la sucesio´n {W (n)}n≥0 converge casi seguramente y en L2 a una variable
aleatoria W finita y no degenerada en cero.
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Demostracio´n
Si los vectores de cada tipo son independientes, en virtud de la Proposicio´n 2.4.2, se
verifica que
σ2(z) =
m∑
i=1
ziµΓi(z)µ ≤ C(z1)σ˜2(z1)
para cierta constante C > 0. Considerando σ2(n) = nσ˜2(n) en el Teorema 4.2.16
deducimos el resultado.
4.3 Comportamiento asinto´tico de {Z(n)}n≥0
En esta Seccio´n investigamos condiciones necesarias y condiciones suficientes para
que el proceso {Z(n)}n≥0 presente una evolucio´n geome´trica y, debidamente norma-
lizado, se aproxime a un vector aleatorio finito y no nulo, considera´ndose los modos
de convergencia casi segura y en Lα para 1 ≤ α ≤ 2. En primer lugar, observemos
que dicho crecimiento geome´trico, en caso de existir, esta´ determinado por una u´nica
constante mayor que uno. Adema´s, para cualquier vector µ ∈ Rm+ , dicha constante
debe describir tambie´n el crecimiento geome´trico del proceso {Z(n)µ}n≥0 a una va-
riable aleatoria finita y no degenerada en cero. Ahora bien, segu´n lo estudiado en la
seccio´n anterior, si existe un vector µ ∈ Rm+ tal que
1 < rµ = lim
‖z‖→∞
E[Z(n+ 1)µ|Z(n) = z]
zµ
<∞ (4.25)
la evolucio´n del proceso {Z(n)µ}n≥0 esta´ controlada por la sucesio´n {rnµ}n≥0. Por
ello, a partir de ahora supondremos que existe un vector µ ∈ Rm+ verificando la
ecuacio´n (4.25) y estudiaremos el comportamiento asinto´tico del proceso {W˜ (n)}n≥0
siendo W˜ (n) := r−nµ Z(n), n ≥ 0.
En esta situacio´n, la convergencia de la sucesio´n {W (n)}n≥0 a una variable aleatoria
finita y no degenerada en cero juega un papel fundamental para el estudio de la
sucesio´n {W˜ (n)}n≥0. Si e´sta converge casi seguramente o´ en Lα, 1 ≤ α ≤ 2, a un
vector aleatorio W˜ , entonces la sucesio´n {W (n)}n≥0 convergera´ a la variable W˜µ.
Por tanto las condiciones necesarias para la convergencia a un l´ımite no degenerado
en cero de la sucesio´n {W (n)}n≥0 expuestas en la seccio´n anterior siguen siendo
necesarias para la convergencia a un vector no nulo de la sucesio´n {W˜ (n)}n≥0. Por
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otro lado, las condiciones suficientes para la convergencia a una variable aleatoria no
degenerada en cero de la sucesio´n {W (n)}n≥0 son tambie´n suficientes para que W˜
sea no nulo.
A continuacio´n proporcionamos condiciones necesarias y condiciones suficientes para
la convergencia casi segura y en Lα para 1 ≤ α ≤ 2 de la sucesio´n {W˜ (n)}n≥0 a un
vector aleatorio finito y no nulo.
4.3.1 Condiciones necesarias para la convergencia casi segura
y en Lα, 1 ≤ α ≤ 2
Como ya hemos indicado anteriormente, si {W˜ (n)}n≥0 converge casi seguramente o´
en Lα, 1 ≤ α ≤ 2, a un vector aleatorio W˜ finito y no nulo, entonces la sucesio´n
{W (n)}n≥0 converge a la variable aleatoria W˜µ que sera´ finita y no degenerada en
cero y por tanto las condiciones necesarias estudiadas en la Seccio´n 4.2 lo siguen
siendo para la convergencia de la sucesio´n {W˜ (n)}n≥0.
A continuacio´n proponemos otras condiciones necesarias para que P [W˜1 > 0] > 0,
es decir, para que exista un ı´ndice i ∈ {1, . . . ,m} tal que P [W˜i > 0] > 0.
Teorema 4.3.1 Sea {Z(n)}n≥0 una CMMH y µ ∈ Rm+ tal que rµ > 1. Supongamos
que la sucesio´n {W˜ (n)}n≥0 converge en L1 a W˜ con P [W˜1 > 0] > 0. Si para cada
ı´ndice i ∈ {1, . . . ,m} existe una sucesio´n {hi(z)}z∈Nm0 de modo que
(zµ)h(z) =
m∑
i=1
zihi(z), z ∈ Nm0 (4.26)
y hi(z) tiene signo constante ı´ndice para todo i ∈ {1, . . . ,m}, entonces se verifica
para cada i ∈ {1, . . . ,m} que
∞∑
n=1
|hi(Z(n))| <∞ c.s. sobre {W˜i > 0}
Adema´s, si existe un ı´ndice i ∈ {1, . . . ,m} satisfaciendo que P [W˜i > 0] > 0 y una
sucesio´n {hi(n)}n≥1 no creciente tal que |hi(z)| = hi(z1) para todo vector z no nulo,
entonces
∞∑
n=1
n−1hi(n) <∞
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Demostracio´n
En primer lugar, observemos que como hi(z) tiene signo constante para todo ı´ndice
i ∈ {1, . . . ,m} y µ ∈ Rm+ , entonces a partir de la ecuacio´n (4.26) deducimos que h(z)
tambie´n tiene signo constante. En dicho caso, dado que {W˜ (n)}n≥0 converge en L1
al vector W˜ , entonces {W (n)}n≥0 converge en L1 a W = W˜µ y teniendo en cuenta
la Observacio´n 4.2.3 dicha convergencia es tambie´n casi segura. Asimismo, a partir
del Teorema 4.2.5, garantizamos que
∞∑
n=0
W (n)|h(Z(n))| <∞ c.s. (4.27)
Como {W˜i > 0} ⊆ {W > 0} para cada ı´ndice i ∈ {1, . . . ,m}, a partir de las ecuaciones
(4.26) y (4.27) se verifica que
∞∑
n=0
Zi(n)
rnµ
|hi(Z(n))| <∞ c.s.
Si admitimos que P [W˜i > 0] > 0 y ω ∈ {W˜i > 0}, entonces existen una constante
K = K(ω) > 0 y n0 = n0(ω) ∈ N tales que para n > n0, r−nµ Zi(n)(ω) > K,
obtenie´ndose por tanto que
∞∑
n=1
|hi(Z(n))| <∞ c.s. sobre {W˜i > 0}
Adema´s, si la sucesio´n {hi(n)}n≥1 es no creciente tal que |hi(z)| = hi(z1) para todo
vector z no nulo, deducimos el resultado sin ma´s que aplicar un razonamiento similar
al desarrollado en el Teorema 4.2.9.
Observacio´n 4.3.1 Las condiciones anteriores siguen siendo necesarias para la con-
vergencia casi segura de la sucesio´n {W˜ (n)}n≥0 a un vector aleatorio finito y no
nulo.
Teorema 4.3.2 Sea {Z(n)}n≥0 una CMMH y µ ∈ Rm+ tal que rµ > 1. Supon-
gamos que la sucesio´n {W˜ (n)}n≥0 converge en L2 a W˜ con P [W˜1 > 0] > 0. Si
(zµ)−2σ2(z)+2rµh(z)+h
2(z) y h(z) tienen signo constante y para cada i ∈ {1, . . . ,m}
existe una sucesio´n de matrices con coeficientes no negativos, {Vi(z)}z∈Nm0 , tales que
V ar[Z(n+ 1)|Z(n)] =
m∑
i=1
Zi(n)Vi(Z(n)) c.s. (4.28)
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entonces, para cada ı´ndice i ∈ {1 . . . ,m}, se verifica que
∞∑
n=1
r−nµ µVi(Z(n))µ <∞ c.s. sobre {W˜i > 0}
Adema´s, si existe un ı´ndice i ∈ {1, . . . ,m} para el cual P [W˜i > 0] > 0 y una sucesio´n
{σ2i (n)}n≥1 tal que µVi(z)µ = σ2i (z1) para todo vector z no nulo y {σ2i (n)/n}n≥1 es
no creciente, entonces
∞∑
n=1
n−2σ2i (n) <∞
Demostracio´n
En primer lugar observemos que como {W˜ (n)}n≥0 converge a un l´ımite no nulo, W˜ ,
entonces {W (n)}n≥0 converge en L2 a W = W˜µ casi seguramente, donde P [W >
0] > 0. Adema´s, a partir de la Observacio´n 4.2.3, dicha convergencia es tambie´n casi
segura. En este caso, dado que (zµ)−2σ2(z) + 2rµh(z) + h
2(z) y h(z) tienen signo
constante, en virtud del Teorema 4.2.15, deducimos la ecuacio´n (4.19), es decir
∞∑
n=1
σ2(Z(n))
(Z(n)µ)2
<∞ c.s. sobre {W > 0}
Como {W˜i > 0} ⊆ {W > 0}, de la ecuacio´n (4.28), deducimos que para cada i ∈
{1, . . . ,m}
∞∑
n=1
Zi(n)
rnµ
µVi(Z(n))µ
rnµ
<∞ c.s. sobre {W˜i > 0}
Adema´s, si admitimos que P [W˜i > 0] > 0 y ω ∈ {W˜i > 0}, entonces existe una
constante K = K(ω) > 0 y n0 = n0(w) ∈ N tales que para n > n0, r−nµ Zi(n)(ω) > K
y por tanto
∞∑
n=1
r−nµ µVi(Z(n))µ <∞ c.s. sobre {W˜i > 0}
Finalmente, si la sucesio´n {σ2i (n)/n}n≥1 es no creciente tal que µVi(z)µ = σ2i (z1) para
todo vector z no nulo, obtenemos el resultado realizando un razonamiento ana´logo al
desarrollado en el Teorema 4.2.15.
Consideremos a continuacio´n el estudio de un PMG para el cual la hipo´tesis H4 es
cierta:
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Corolario 4.3.3 Sea {Z(n)}n≥0 un PMG satisfaciendo la hipo´tesis H4. Adema´s,
sea µ ∈ Rm+ un autovector derecho de la matriz irreducible M asociado al autovalor
de Perron-Frobenius ρ > 1. Si los coeficientes de la matriz D(z) = (dij(z))1≤i,j≤m
(ve´ase (4.10)) tienen signo constante y la sucesio´n {W˜ (n)}n≥0 converge en L1 a un
vector no nulo W˜ , entonces se verifica que
(i) Para cada par de ı´ndices i, j ∈ {1, . . . ,m}, ∑∞n=0 |dij(Z(n))| < ∞ c.s. sobre
{W˜i > 0}.
(ii)
∑∞
n=1 ‖D(Z(n))‖ <∞ c.s. sobre {W˜i > 0, i = 1 . . . ,m}.
Adema´s si P [W˜i > 0, i = 1 . . . ,m] > 0 y existe una sucesio´n {d(n)}n≥1 no creciente
tal que ‖D(z)‖ = d(z1) para todo vector z no nulo, entonces
∞∑
n=1
n−1d(n) <∞
Demostracio´n
El apartado (i) es consecuencia directa del Teorema 4.3.1 sin ma´s que tener en cuenta
que para todo z ∈ Nm0 se verifica
(zµ)h(z) = zD(z)µ =
m∑
i=1
m∑
j=1
zidij(z)µj =
m∑
i=1
zi
 m∑
j=1
dij(z)µj
 = m∑
i=1
zihi(z)
donde denotamos por hi(z) :=
∑m
j=1 dij(z)µj para i ∈ {1, . . . ,m}. A partir de (i) y
puesto que los coeficientes de la matriz D(z) tienen signo constante, obtenemos (ii)
de modo inmediato.
Corolario 4.3.4 Sea {Z(n)}n≥0 un PMG con vectores de tipos independientes sa-
tisfaciendo la hipo´tesis H4. Adema´s, sea µ ∈ Rm+ un autovector derecho de la ma-
triz irreducible M asociado al autovalor de Perron-Frobenius ρ > 1. Si σ2(z) +
2(zµ)zD(z)µ+(zD(z)µ)2 y zD(z)µ tienen signo constante y la sucesio´n {W˜ (n)}n≥0
converge en L2 a un vector no nulo W˜ , entonces se verifica para cada i ∈ {1 . . . ,m},
que
∞∑
n=1
ρ−nµΓi(Z(n))µ <∞ c.s. sobre {W˜i > 0}
100 Cap´ıtulo 4
Adema´s, si existe un ı´ndice i ∈ {1, . . . ,m} para el cual P [W˜i > 0] > 0 y una sucesio´n
{σ2i (n)}n≥1 tal que µΓi(z)µ = σ2i (z1) para todo vector z no nulo y {σ2i (n)/n}n≥1 es
no creciente, entonces
∞∑
n=1
n−2σ2i (n) <∞
Demostracio´n
Dado que los vectores de tipos son independientes, en virtud de la Proposicio´n 2.4.2,
se deduce que
V ar[Z(n+ 1)|Z(n) = z] =
m∑
i=1
ziΓi(z)
El resultado es consecuencia directa del Teorema 4.3.2.
4.3.2 Condiciones suficientes para la convergencia casi segura
y en Lα, 1 ≤ α ≤ 2
Con el fin de proponer condiciones suficientes para la convergencia de la sucesio´n
{W˜ (n)}n≥0 a un vector aleatorio finito y no nulo, supondremos que el vector de
medias de la CMMH {Z(n)}n≥0 verifica
E[Z(n+ 1)|Z(n) = z] = zM˜ + h˜(z), z ∈ Nm0 (4.29)
siendo M˜ una matriz cuadrada de orden m, con coeficientes no negativos y h˜(z) una
funcio´n de Rm en Rm tal que h˜j(z) = o(‖z‖) para todo j ∈ {1, . . . ,m}.
Observacio´n 4.3.2 Si {Z(n)}n≥0 es un PMG satisfaciendo H4 y existe la matriz
l´ımite M , entonces se verifica la ecuacio´n (4.29), siendo M˜ = M y h˜(z) = zD(z),
pues
E[Z(n+ 1)|Z(n) = z] = zM(z) = zM + zD(z)
para todo vector z ∈ Nm0 . Adema´s, como dij(z) = o(1) para todo i, j ∈ {1, . . . ,m},
entonces h˜j(z) =
∑m
i=1 zidij(z) = o(‖z‖) para cada j ∈ {1, . . . ,m}. Obviamente
existen PMG verificando la ecuacio´n (4.29) y no satisfaciendo las hipo´tesis anteriores,
H4 o´ la existencia de M , por lo cual vamos a estudiar el problema en el contexto ma´s
general de las CMMH antes expuesto.
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Supondremos tambie´n que la matriz M˜ es positivamente regular y que µ˜(1), . . . , µ˜(m)
es una base de autovectores derechos y autovectores generalizados derechos de M˜ ,
tal que µ˜(1) = µ˜ ∈ Rm+ es un autovector derecho asociado al autovalor de Perron-
Frobenius ρ˜, con autovector izquierdo ν˜ ∈ Rm+ satisfaciendo que ν˜µ˜ = 1 (ve´ase Teo-
rema B.1).
En esta situacio´n
lim
‖z‖→∞
E[Z(n+ 1)µ˜|Z(n) = z]
zµ˜
= ρ˜
es decir se verifica la ecuacio´n (4.25) para µ = µ˜ y rµ = ρ˜.
A continuacio´n, proponemos condiciones suficientes para la convergencia casi segura
y en Lα, 1 ≤ α ≤ 2, de la sucesio´n {W˜ (n)}n≥0 a un vector aleatorio finito y no
nulo. Estas condiciones dependera´n de las hipo´tesis exigidas para la convergencia de
la sucesio´n {W (n)}n≥0 a un l´ımite no degenerado en cero.
Para ello, denotamos por G
(i)
α (z) a Gµ˜(i),α(z) con i ∈ {1, . . . ,m}, 1 ≤ α ≤ 2 y z ∈ Nm0 ,
donde para cada vector µ̂ ∈ Cm recordemos que
Gµ̂,α(z) = (E [|Z(n+ 1)µ̂− E[Z(n+ 1)µ̂|Z(n) = z]|α |Z(n) = z])1/α
Teorema 4.3.5 Sea {Z(n)}n≥0 una CMMH satisfaciendo la ecuacio´n (4.29), don-
de M˜ es una matriz positivamente regular. Sea µ˜(1), . . . , µ˜(m) una base de autovectores
derechos y autovectores generalizados derechos de M˜ y ρ˜ > 1 su autovalor de Perron-
Frobenius. Dado α, 1 ≤ α ≤ 2, supongamos que para cada i ∈ {1, . . . ,m} existen
sucesiones {h(i)(n)}n≥1 y {g(i)α (n)}n≥1 tales que
(i) Para cada vector no nulo z e ı´ndice i ∈ {1, . . . ,m}
|h˜(z)µ˜(i)| ≤ (z1)h(i)(z1) y G(i)α (z) ≤ g(i)α (z1)
(ii) Para cada ı´ndice i ∈ {1, . . . ,m}, las sucesiones {h(i)(n)}n≥1 y {g(i)α (n)/n}n≥1
son no crecientes.
(iii)
∑∞
n=1 n
−1h
(i)
(n) <∞ y ∑∞n=1 n−2g(i)α (n) <∞ para todo i ∈ {1, . . . ,m}.
Entonces la sucesio´n {ρ˜−nZ(n)}n≥0 converge casi seguramente y en Lα a un vector
W˜ finito y no nulo.
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Demostracio´n
Observemos en primer lugar que si probamos que {ρ˜−nZ(n)}n≥0 converge en Lα a un
l´ımite, W˜ , dicho l´ımite sera´ no degenerado en 0 si lo es el del proceso {ρ˜−nZ(n)µ}n≥0
para algu´n µ ∈ Rm+ .
Consideremos el proceso {Z(n)µ}n≥0 con µ = µ˜(1). Para este proceso rµ = ρ˜ y la
funcio´n h(z) definida en (4.6) es igual a (zµ˜(1))−1h˜(z)µ˜(1) que, teniendo en cuenta la
equivalencia de las normas en Rm, esta´ acotada por Ch(1)(z1) para cierta constante
C > 0. Aplicando la Proposicio´n 4.2.7 y el Teorema 4.2.10 al referido proceso con
h(n) = Ch
(1)
(n) y gα(n) = g
(1)
α (n) obtenemos que
lim
n→∞
ρ˜−nZ(n)µ˜(1) =W c.s. y en Lα
siendo W una variable aleatoria finita y, en virtud del Teorema 4.2.6, no degenerada
en cero.
Para completar la prueba sera´ suficiente probar que para cada i ∈ {2, . . . ,m}
lim
n→∞
ρ˜−n|Z(n)µ˜(i)| = 0 c.s. y en Lα (4.30)
En efecto, si la igualdad anterior es cierta, entonces para cada a ∈ Rm
lim
n→∞
ρ˜−nZ(n)a = lim
n→∞
m∑
i=1
aiρ˜
−nZ(n)µ˜(i) = a1W c.s. y en L
α
siendo a1, . . . , am las coordenadas de a en la base µ˜
(1), . . . , µ˜(m). Adema´s, en virtud
del Lema B.2, a1 = ν˜a siendo ν˜ ∈ Rm+ el autovector izquierdo de M˜ asociado a ρ˜ tal
que ν˜µ˜(1) = 1. Por tanto, para cada j ∈ {1, . . . ,m}, {ρ˜−nZj(n)}n≥0 converge casi
seguramente y en Lα a ν˜jW , obtenie´ndose as´ı la convergencia casi segura y en L
α de
{ρ˜−nZ(n)}n≥0 a ν˜W .
Para completar la demostracio´n probemos (4.30). Observemos que sera´ suficiente
obtener que para cada i ∈ {2, . . . ,m}
∞∑
n=0
‖ρ˜−nZ(n)µ˜(i)‖α <∞
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donde ‖ · ‖α denota a la norma en Lα. En efecto, si la serie anterior es sumable es in-
mediato que {ρ˜−nZ(n)µ˜(i)}n≥0 converge a 0 en Lα. Adema´s aplicando la desigualdad
de Markov se verifica para todo ε > 0 que
∞∑
n=0
P [|ρ˜−nZ(n)µ˜(i)| > ε] <∞
deducie´ndose la convergencia completa a cero de la sucesio´n {ρ˜−nZ(n)µ˜(i)}n≥0 y por
tanto
lim
n→∞
ρ˜−nZ(n)µ˜(i) = 0 c.s.
Como M˜ es positivamente regular el autovalor ρ˜ tiene multiplicidad uno y |r| < ρ˜
para cualquier autovalor r. Supongamos que r es un autovalor de multiplicidad s ≥ 1
con autovectores derechos generalizados µ˜(i1), . . . , µ˜(is), es decir,
M˜µ˜(i1) = rµ˜(i1), M˜ µ˜(it) = rµ˜(it) + µ˜(it−1) para t ∈ {2, . . . , s}
Probemos por induccio´n en t que para cada t ∈ {1, . . . , s}
∞∑
n=0
‖ρ˜−nZ(n)µ˜(it)‖α <∞
Para t = 1 se verifica que
‖Z(n+ 1)µ˜(i1)‖α ≤ ‖Z(n+ 1)µ˜(i1) − E[Z(n+ 1)µ˜(i1)|Z(n)]‖α
+‖E[Z(n+ 1)µ˜(i1)|Z(n)]‖α (4.31)
≤ |r|‖Z(n)µ˜(i1)‖α+‖(Z(n)1)h(i1)(Z(n)1)‖α + ‖g(i1)α (Z(n)1)‖α
Aplicando el Lema A.5 existe una funcio´n ĥ(i1)(x) no creciente tal que h
(i1)
(n) ≤
ĥ(i1)(n), xĥ(i1)(x) y x(ĥ(i1)(x1/α))α son co´ncavas y
∫∞
1
x−1ĥ(i1)(x)dx <∞. De estas
propiedades, siguiendo un proceso similar al desarrollado en la desigualdad (4.14),
deducimos que
‖(Z(n)1)h(i1)(Z(n)1)‖α ≤ ‖Z(n)1‖αĥ(i1)(‖Z(n)1‖α)
Ana´logamente, aplicando el Lema A.7, existe una funcio´n ĝ
(i1)
α (x) tal que g
(i1)
α (n) ≤
ĝ
(i1)
α (n), x−1ĝ
(i1)
α (x) es no creciente,
∫∞
1
x−2ĝ
(i1)
α (x)dx < ∞ y tanto ĝ(i1)α (x) como
(ĝ
(i1)
α (x1/α))α son co´ncavas. Tambie´n en este caso se deduce que
‖g(i1)α (Z(n)1)‖α ≤ ĝ(i1)α (‖Z(n)1‖α)
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Definiendo como en el Teorema 4.2.10
f (i1)(x) := x−1ĝ(i1)α (x) + ĥ
(i1)(x)
es inmediato comprobar que f (i1)(x) es no creciente y
∫∞
1
x−1f (i1)(x)dx<∞. Adema´s,
a partir de (4.31) se verifica que
‖ρ˜−n−1Z(n+1)µ˜(i1)‖α ≤ ρ˜−1|r|‖ρ˜−nZ(n)µ˜(i1)‖α+ ρ˜−1f (i1)(‖Z(n)1‖α)‖ρ˜−nZ(n)1‖α
La sucesio´n {‖ρ˜−nZ(n)1‖α}n≥0 es acotada por ser {ρ˜−nZ(n)µ˜(1)}n≥0 convergente en
Lα y las normas en Rm equivalentes. Por otro lado, teniendo en cuenta el Teorema
4.2.6 existe δ > 0 tal que ‖Z(n)1‖α ≥ ‖Z(n)1‖1 ≥ δρ˜n, de donde se obtiene, aplicando
el Lema A.8, que
∑∞
n=1 f
(i1)(‖Z(n)1‖α) < ∞. Estamos en condiciones de aplicar el
Lema A.10 para deducir que
∞∑
n=1
‖ρ˜−nZ(n)µ˜(i1)‖α <∞
Para concluir tengamos en cuenta que para t ∈ {2, . . . , s}
‖Z(n+ 1)µ˜(it)‖α ≤ ‖Z(n+ 1)µ˜(it) − E[Z(n+ 1)µ˜(it)|Z(n)]‖α
+‖E[Z(n+ 1)µ˜(it)|Z(n)]‖α
≤ |r|‖Z(n)µ˜(it)‖α + ‖Z(n)µ˜(it−1)‖α
+‖(Z(n)1)h(it)(Z(n)1)‖α + ‖g(it)α (Z(n)1)‖α
Aplicando la hipo´tesis de induccio´n,
∑∞
n=1 ‖ρ˜−nZ(n)µ˜(it−1)‖α < ∞, y un razona-
miento ana´logo al llevado a cabo en el caso t = 1, la serie
∞∑
n=0
ρ˜−n
[
‖(Z(n)1)h(it)(Z(n)1)‖α + ‖g(it)α (Z(n)1)‖α
]
tambie´n es convergente. Volviendo a aplicar el Lema A.10, deducimos que
∞∑
n=1
‖ρ˜−nZ(n)µ˜(it)‖α <∞
lo que concluye la demostracio´n.
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Observacio´n 4.3.3 Bajo las condiciones del teorema anterior una CMMH se com-
porta como un PM supercr´ıtico positivamente regular (ve´ase Teorema 1.2.3), pues
W˜ = ν˜W casi seguramente. Adema´s, dado que ν˜ ∈ Rm+ y P [W > 0] > 0 deducimos
que
P [Zi(n)→∞ : i = 1, . . . ,m] > 0
Estudiemos a continuacio´n el caso de un PMG {Z(n)}n≥0 verificando la hipo´tesis H4
y tal que la matriz l´ımiteM sea positivamente regular. En primer lugar nos apoyamos
en las matrices Rα(z) = (R
α
ij(z))1≤i,j≤m siendo R
α
ij(z) = ‖Y i,nj (z) − zimij(z)‖α,
i, j ∈ {1, . . . ,m}, 1 ≤ α ≤ 2 y z ∈ Nm0 , para probar el siguiente resultado:
Corolario 4.3.6 Sea {Z(n)}n≥0 un PMG satisfaciendo la hipo´tesis H4. Adema´s,
sea ρ > 1 el autovalor de Perron-Frobenius de la matriz positivamente regular M .
Dado α, 1 ≤ α ≤ 2, supongamos que existen sucesiones {d(n)}n≥1 y {rα(n)/n}n≥1
no crecientes tales que
‖D(z)‖ ≤ d(z1),
∞∑
n=1
n−1d(n) <∞
‖Rα(z)‖ ≤ rα(z1),
∞∑
n=1
n−2rα(n) <∞
Entonces, la sucesio´n {W˜ (n)}n≥0 converge casi seguramente y en Lα a un vector
aleatorio W˜ finito y no nulo.
Demostracio´n
A partir de la Observacio´n 4.3.2 y el Teorema 4.3.5 obtenemos el resultado, pues se
verifica para todo i ∈ {1, . . . ,m} y z ∈ Nm0 que
|h˜(z)µ˜(i)| = |zD(z)µ˜(i)| ≤ C(z1)‖D(z)‖
G(i)α (z) ≤
m∑
i=1
m∑
j=1
|µ˜(i)j |(E[|Y i,0j − zimij(z)|α])1/α ≤ C‖Rα(z)‖
para cierta constante C > 0.
En el siguiente resultado la condicio´n suficiente para la convergencia en L2 de un
PMG se expresa en funcio´n de V ar[Z(n+ 1)|Z(n) = z], z ∈ Nm0 :
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Corolario 4.3.7 Sea {Z(n)}n≥0 un PMG con vectores de tipos independientes y
satisfaciendo la hipo´tesis H4. Adema´s, sea ρ > 1 el autovalor de Perron-Frobenius de
la matriz positivamente regular M . Si existen sucesiones {d(n)}n≥1 y {σ˜2(n)/n}n≥1
no crecientes tales que
‖D(z)‖ ≤ d(z1),
∞∑
n=1
n−1d(n) <∞
‖Γi(z)‖ ≤ σ˜2(z1), i ∈ {1, . . . ,m},
∞∑
n=1
n−3/2σ˜(n) <∞
entonces la sucesio´n {W˜ (n)}n≥0 converge casi seguramente y en L2 a un vector alea-
torio W˜ finito y no nulo.
Demostracio´n
A partir de la Observacio´n 4.3.2 y el Teorema 4.3.5 obtenemos el resultado, pues se
verifica para todo i ∈ {1, . . . ,m} y z ∈ Nm0 que
|h˜(z)µ˜(i)| = |zD(z)µ˜(i)| ≤ C(z1)‖D(z)‖
(G
(i)
2 (z))
2 = (µ˜(i))∗V ar[Z(n+ 1)|Z(n)]µ˜(i) =
m∑
j=1
zj(µ˜
(i))∗Γj(z)µ˜
(i) ≤ C(z1)σ˜2(z1)
para cierta constante C > 0, siendo (µ˜(i))∗ el conjugado del vector µ˜(i).
Finalmente, el siguiente resultado proporciona una condicio´n para garantizar que
existe una probabilidad positiva de que cada coordenada del vector l´ımite W˜ sea no
degenerada en cero cuando dicho vector sea no nulo:
Proposicio´n 4.3.8 Sea {Z(n)}n≥0 un PMG satisfaciendo la hipo´tesis H4. Adema´s,
sea ρ > 1 el autovalor de Perron-Frobenius de la matriz positivamente regular M .
Si los coeficientes de la matriz D(z) = (dij(z))1≤i,j≤m tienen signo constante y la
sucesio´n {W˜ (n)}n≥0 converge en L1 a un vector no nulo W˜ , entonces para cada
ı´ndice i ∈ {1, . . . ,m} se verifica que P [W˜i > 0] > 0.
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Demostracio´n
Sea µ ∈ Rm+ un autovector derecho de la matrizM asociado a ρ y ν ∈ Rm+ el autovector
izquierdo asociado a ρ tal que νµ = 1 (ve´ase Teorema B.1).
Dado que (zµ)h(z) = zD(z)µ (ve´ase ecuacio´n (4.11)), en virtud de la ecuacio´n (4.7)
se verifica la igualdad
E[W (n)] = Z(0)µ+
n−1∑
k=0
ρ−(k+1)E[Z(k)D(Z(k))µ], n ≥ 0
Como los coeficientes dij(z) tienen signo constante y {W (n)}n≥0 converge en L1 a
un l´ımite finito, pues tambie´n converge en L1 la sucesio´n {W˜ (n)}n≥0, deducimos que
∞∑
n=0
ρ−nE[Z(n)|D(Z(n))|µ] <∞
siendo |D(z)| = (|dij(z)|)1≤i,j≤m. Asimismo, aplicando la desigualdad de Cauchy-
Schwarz, para cualquier vector y ∈ Cm se verifica que
∞∑
n=0
ρ−nE[|Z(n)D(Z(n))y|] <∞
Sea µ(1), . . . , µ(m) una base de autovectores derechos y autovectores generalizados
derechos de M tal que µ(1) = µ. Probemos que
∞∑
n=0
ρ−n|E[Z(n)µ(i)]| <∞, i ∈ {2, . . . ,m} (4.32)
Para ello seguiremos un procedimiento ana´logo al del Teorema 4.3.5. Denotemos por
r a un autovalor de M distinto de ρ, de multiplicidad s. Puesto que ρ es el autovalor
de Perron-Frobenius, |r| < ρ. Sean {µ(i1), . . . , µ(is)} los autovectores generalizados
derechos asociados a r, es decir Mµ(i1) = rµ(i1) y Mµ(it) = rµ(it) + µ(it−1) para
t ∈ {2, . . . , s}. Probemos (4.32) para i = it con t ∈ {1, . . . , s} por induccio´n en t.
Si t = 1 entonces, dado que M(z) =M +D(z), se verifica que
E[Z(n+ 1)µ(i1)] = E[E[Z(n+ 1)µ(i1)|Z(n)]] = E[Z(n)M(Z(n))µ(i1)]
= rE[Z(n)µ(i1)] + E[Z(n)D(Z(n))µ(i1)]
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y por tanto
|ρ−(n+1)E[Z(n+ 1)µ(i1)]| ≤ |r|ρ−1|ρ−nE[Z(n)µ(i1)]|+ ρ−(n+1)E[|Z(n)D(Z(n))µ(i1)|]
Como |r| < ρ y ∑∞n=0 ρ−nE[|Z(n)D(Z(n))µ(i1)|] < ∞, en virtud del Lema A.10
deducimos que
∞∑
n=0
ρ−n|E[Z(n)µ(i1)]| <∞
Tomemos ahora t ∈ {2, . . . , s}. Se verifica
E[Z(n+ 1)µ(it)] = rE[Z(n)µ(it)] + E[Z(n)µ(it−1)] + E[Z(n)D(Z(n))µ(it)]
Por hipo´tesis de induccio´n
∞∑
n=0
ρ−n|E[Z(n)µ(it−1)]| <∞
y dado que
∑∞
n=0 ρ
−nE[|Z(n)D(Z(n))µ(it)|] <∞, aplicando de nuevo el Lema A.10
probamos (4.32) y como consecuencia
lim
n→∞
∣∣∣E [W˜ (n)µ(i)]∣∣∣ = 0, i ∈ {2, . . . ,m}
Como {W˜ (n)}n≥0 converge en L1 a W˜ entonces E[W˜µ(i)] = 0, para i ∈ {2, . . . ,m}.
Para concluir, probemos que E[W˜i] = νiE[W ] para todo i ∈ {1, . . . ,m} siendo
W = W˜µ(1) el l´ımite de la sucesio´n {W (n)}n≥0. Dado que {µ(1), . . . , µ(m)} for-
man una base, para cualquier vector a ∈ Rm, a = ∑mi=1 aiµ(i), siendo ai ∈ C para
i ∈ {2, . . . ,m} y a1 = νa (ve´ase Lema B.2). Como se verifica que
E[W˜ ]a =
m∑
i=1
aiE[W˜µ
(i)] = a1E[W ]
obtenemos el resultado sin ma´s que elegir adecuadamente los vectores a.
Cap´ıtulo 5
Proceso de Ramificacio´n Multitipo
Generalizado Dependiente del
Taman˜o de la Poblacio´n:
Comportamiento l´ımite,
caso cr´ıtico
5.1 Introduccio´n
En el Cap´ıtulo 4 hemos obtenido condiciones necesarias y condiciones suficientes
para garantizar un crecimiento geome´trico del PMG supercr´ıtico, bajo el supuesto
de que no se ha producido la extincio´n. Continuando con dicho problema, vamos a
considerar en este Cap´ıtulo el estudio del comportamiento asinto´tico del proceso en
el caso cr´ıtico.
Como en los cap´ıtulos precedentes, en primer lugar plantearemos el problema en el
contexto ma´s general de una CMMH, {Z(n)}n≥0, con espacio de estados S ⊆ Nm0 ,
siendo 0 un estado absorbente y todo estado no nulo transitorio. Adema´s, inicial-
mente investigaremos el comportamiento asinto´tico de procesos del tipo {Z(n)µ}n≥0,
con µ ∈ Rm+ , para posteriormente abordar el problema al nivel del proceso vectorial
{Z(n)}n≥0. Adema´s, en ambos casos, los resultados obtenidos se particularizara´n a
un PMG.
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Ma´s concretamente, en la Seccio´n 5.2 estudiaremos la evolucio´n l´ımite de los procesos
{Z(n)µ}n≥0 convenientemente normalizados. Como consecuencia, en la Seccio´n 5.3
deduciremos el comportamiento asinto´tico de la CMMH {Z(n)}n≥0.
5.2 Comportamiento asinto´tico de {Z(n)µ}n≥0
En esta Seccio´n consideraremos procesos del tipo {Z(n)µ}n≥0 con µ ∈ Rm+ tales que
verifiquen
lim
‖z‖→∞
E[Z(n+ 1)µ|Z(n) = z]
zµ
= 1 (5.1)
e investigaremos su comportamiento asinto´tico cuando existe una probabilidad posi-
tiva de que dicho proceso no se extinga, es decir, P [D∞] > 0, donde recordemos que
D∞ = {‖Z(n)‖ → ∞} = {Z(n)µ→∞}.
En nuestro estudio sera´ de gran importancia encontrar sucesiones de constantes nor-
malizadoras adecuadas. Para ello y ana´logamente a lo realizado en el Cap´ıtulo 3,
descompondremos el proceso {Z(n)µ}n≥0 segu´n la siguiente ecuacio´n estoca´stica en
diferencias:
Z(n+ 1)µ = Z(n)µ+ g(Z(n)) + ξn+1, n ≥ 0 (5.2)
siendo g(z) = E[Z(n+1)µ|Z(n) = z]− zµ y ξn+1 = Z(n+1)µ−E[Z(n+1)µ|Z(n)].
Se verifica que
E[ξn+1|Fn] = 0 c.s., E[ξ2n+1|Fn] = µV ar[Z(n+ 1)|Z(n)]µ = σ2(Z(n)) c.s.
donde Fn = σ(Z(0), . . . , Z(n)), n ≥ 0.
Observemos que la ecuacio´n (5.1) puede ser expresada en te´rminos de g(z) como
g(z) = o(‖z‖). Adema´s, a partir de la ecuacio´n (5.2), deducimos la siguiente descom-
posicio´n:
Z(n+ 1)µ = Z(n)µ+ g(Z(n))(1 + ηn+1), n ≥ 0 (5.3)
donde ηn+1 := ξn+1/g(Z(n)), al menos sobre {g(Z(n)) 6= 0}. Para todo z tal que
g(z) 6= 0 se verifica que
E[ηn+1|Z(n) = z] = 0, E[η2n+1|Z(n) = z] =
σ2(z)
g2(z)
=: ϕ2(z)
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Supondremos que existen funciones reales positivas g(x) y σ2(x) tales que g(z) =
g(zµ) y σ2(z) = σ2(zµ) para todo vector no nulo z ∈ Nm0 . Por razones te´cnicas consi-
deraremos que g(x) es dos veces diferenciable con continuidad y σ2(x) es diferenciable
con continuidad.
El siguiente resultado sintetiza el comportamiento asinto´tico del proceso {Z(n)µ}n≥0
en esta situacio´n:
Teorema 5.2.1 Sea {Z(n)}n≥0 una CMMH tal que P [D∞] > 0 y µ ∈ Rm+ verifi-
cando la ecuacio´n (5.1). Supongamos que para todo x > 0
(i) g(x) = cxα + o(xα) para algu´n α < 1 y c > 0.
(ii) σ2(x) = vxβ + o(xβ) para algu´n β ≤ 1 + α y v > 0.
(iii) E[|ξn+1|2+δ|Z(n) = z] = O(σ2+δ(z)) para algu´n 0 < δ ≤ 1.
Se verifican los siguientes enunciados:
(a) Si β = 1 + α y v < 2c, entonces para todo x ∈ R
lim
n→∞
P
[
(Z(n)µ)1−α
n
≤ x|D∞
]
= Γa,b(x)
siendo Γa,b(x) la funcio´n de distribucio´n asociada a una ley de probabilidad
gamma de para´metros a := 2c−vαv(1−α) , b :=
v(1−α)2
2 .
(b) Supongamos que 0 < α < 1, β < α+ 1 y {an}n≥0 es una sucesio´n de nu´meros
reales definida recursivamente como a0 = 1, an+1 = an + g(an), n ≥ 0.
(b.1) Si β < 3α−1 entonces a−1n Z(n)µ converge casi seguramente a 1 sobre D∞
y g(an)
−1(Z(n)µ− an) converge casi seguramente sobre D∞.
(b.2) Si β ≥ 3α − 1 entonces, condicionado a D∞, a−1n Z(n)µ converge a 1 en
probabilidad y para todo x ∈ R
lim
n→∞
P
[
∆−1/2n
Z(n)µ− an
g(an)
≤ x|D∞
]
= Φ(x)
siendo Φ(x) la funcio´n de distribucio´n asociada a una ley de probabilidad
normal esta´ndar y
∆n :=
{
v
c3(1−α) log n si β = 3α− 1
v
β−3α+1c
β−2
1−α ((1− α)n) β−3α+11−α si β > 3α− 1
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Demostracio´n
Dado que el proceso {Z(n)µ}n≥0 se descompone como una ecuacio´n estoca´stica en
diferencias (5.2) o´ (5.3), vamos a realizar la demostracio´n siguiendo las metodolog´ıas
que Keller et al. (1987) y Kersting (1992) desarrollan para dichos modelos estoca´sticos
(ve´ase Ape´ndice C).
Definamos la funcio´n G(x) como
G(x) :=
∫ x
1
dy
g(y)
Teniendo en cuenta la condicio´n (i) y utilizando la regla de L’Hoˆpital, obtenemos que
G(x) ∼ (c(1− α))−1x1−α
De la ecuacio´n (5.2) y las hipo´tesis del Teorema se deduce que
Z(n+ 1)µ = Z(n)µ+ g(Z(n)µ) + ξn+1, n ≥ 0
E[ξ2n+1|Fn] = σ2(Z(n)µ) c.s., E[|ξn+1|2+δ|Fn] = O(σ2+δ(Z(n)µ)) c.s.
para algu´n 0 < δ ≤ 1.
Probemos en primer lugar el apartado (a). Se verifica que
lim
x→∞
g′(x)G(x) = lim
x→∞
( cα
x1−α
)( x1−α
c(1− α)
)
=
1
1− α − 1 =: λ− 1
y puesto que β = 1 + α, entonces
lim
x→∞
σ2(x)
g2(x)G(x)
=
v(1− α)
c
=: β˜
siendo β˜λ = vc−1 < 2. Estamos por tanto en las condiciones del Teorema C.1,
deducie´ndose que, para todo x ∈ R,
lim
n→∞
P
[
G(Z(n)µ)
n
≤ x|D∞
]
= Γ 2
β˜
−λ+1, β˜2
(x) (5.4)
Por otro lado, como G(x) ∼ (c(1− α))−1x1−α, entonces
lim
n→∞
1
c(1−α) (Z(n)µ)
1−α
G(Z(n)µ)
= 1 c.s. sobre D∞ (5.5)
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As´ı, utilizando el Teorema de Slutsky (ve´ase Teorema A.13), las ecuaciones (5.4) y
(5.5) concluimos que para todo x ∈ R
lim
n→∞
P
[
(Z(n)µ)1−α
n
≤ x|D∞
]
= Γa,b(x)
siendo a = 2c−vαv−vα y b =
v(1−α)2
2 .
Para probar (b) debemos tener en cuenta que en virtud de la ecuacio´n (5.3) y de las
hipo´tesis del Teorema se verifica que
Z(n+ 1)µ = Z(n)µ+ g(Z(n)µ)(1 + ηn+1), n ≥ 0 (5.6)
Si denotamos por ϕ2(x) := σ2(x)g−2(x) para todo x > 0 y g(x) 6= 0, entonces
E[η2n+1|Z(n) = z] =
σ2(zµ)
g2(zµ)
= ϕ2(zµ), E[|ηn+1|2+δ|Z(n) = z] = O(ϕ2+δ(zµ))
para algu´n 0 < δ ≤ 1 y todo vector z no nulo. Adema´s, es inmediato comprobar que
ϕ2(x) ∼ vc−2xβ−2α.
Definamos la funcio´n ψ(x) como
ψ(x) :=
∫ x
1
ϕ2(y)
g(y)
dy
En virtud de las condiciones (i) e (ii) obtenemos que si β < 3α−1, entonces ψ(∞) <
∞. En otro caso
ψ(x) ∼
{
v
c3
1
β−3α+1x
β−3α+1 si β > 3α− 1
v
c3 log x si β = 3α− 1
(5.7)
y por tanto ψ(∞) =∞ si β ≥ 3α− 1.
Comprobemos que se satisfacen las condiciones del Teorema C.2. A partir de la
ecuacio´n (5.6) deducimos las condiciones (A1), (A2) y (A3) de dicho teorema. Asi-
mismo, se verifican las condiciones (A4)− (A7). En efecto:
(A4) Puesto que el proceso es cr´ıtico, entonces g(x) = o(x). Adema´s g(x) es co´ncava
en un entorno de ∞1 y g′(x) es convexa en un entorno de ∞, pues 0 < α < 1.
1Diremos que una funcio´n g(x) verifica cierta propiedad P en un entorno de ∞ si existe una
constante C > 0 tal que dicha propiedad se satisface para todo x ≥ C.
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(A5) Si denotamos por G−1 a la funcio´n inversa de G, se verifica que G−1(x) ∼
(c(1− α)x)1/(1−α) y por tanto (ϕ2 ◦G−1)(x) ∼ vc2 (c(1− α)x)
β−2α
1−α . Adema´s es
co´ncava en un entorno de ∞ pues β < 1 + α. De todo ello, obtenemos que
lim
t→∞
∫ t
1
x−2(ϕ2 ◦G−1)(x)dx = lim
t→∞
v
c2
(c(1− α)) β−2α1−α
∫ t
1
x
β−2
1−α dx <∞
(A6) Si ψ(∞) = ∞ entonces β ≥ 3α − 1. Adema´s |g′′(x)g(x)ϕ−2(x)| ∼ Ax4α−β−2
para alguna constante A > 0 y por tanto decreciente en un entorno de ∞ pues
4α − β − 2 < 0. Por otro lado si ψ(∞) < ∞, entonces |g′′(x)g(x)| ∼ A˜x2(α−1)
para algu´n A˜ > 0 y por tanto decreciente en un entorno de ∞ dado que α < 1.
(A7) Teniendo en cuenta que g′(x) ∼ cαxα−1 y la ecuacio´n (5.7), se verifica que
g′(x)ψ1/2(x) = o(1).
Si ψ̂(x) := ψ ◦ G−1(x), entonces, para β < 3α − 1, se tiene que ψ̂(∞) < ∞. As´ı
aplicando el Teorema C.2 obtenemos (b.1).
Por otro lado, si β ≥ 3α− 1 se verifica que
ψ̂(x) = ψ ◦G−1(x) ∼
{
v
β−3α+1c
β−2
1−α ((1− α)x) β−3α+11−α si β > 3α− 1
v
c3(1−α) log x si β = 3α− 1
(5.8)
y por tanto ψ̂(∞) = ∞. Entonces, de nuevo utilizando el Teorema C.2, se prueba
que para todo x ∈ R
lim
n→∞
P
[
ψ̂(n)−1/2
Z(n)µ− an
g(an)
≤ x|D∞
]
= Φ(x)
Esto, junto con la ecuacio´n (5.8) y el Teorema de Slutsky (ve´ase Teorema A.13) nos
permiten obtener (b.2).
Observacio´n 5.2.1 Sea {Z(n)}n≥0 una CMMH verificando las hipo´tesis (i)− (iii)
del teorema anterior. Si Z(0) = z(0) es un vector no nulo tal que para cada C > 0
existe n ≥ 1 verifica´ndose que P [Z(n)1 > C|Z(0) = z(0)] > 0, entonces P [D∞] > 0.
En efecto, a partir del Teorema 3.4.4 y la Observacio´n 3.4.4 se verifica que qz(0) < 1,
puesto que
lim inf
‖z‖→∞
2(zµ)g(z)
σ2(z)
= lim inf
‖z‖→∞
2c(zµ)1+α−β(1 + o(1))
v + o(1)
=
{
2c
v si β = 1 + α
∞ si β < 1 + α
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Observacio´n 5.2.2 Si existen constantes α y β tales que β ≥ 1 + α y se satisfacen
las condiciones
g(z) = c(zµ)α + o((zµ)α) y σ2(z) = v(zµ)β + o((zµ)β)
siendo c, v > 0, entonces
lim sup
‖z‖→∞
2g(z)(zµ)
σ2(z)
=
{
0 si β > 1 + α
2c
v si β = 1 + α
Si se verifica la hipo´tesis (iii) del Teorema 5.2.1, entonces aplicando el Teorema 3.3.4
y la Observacio´n 3.3.6, obtenemos que qz(0) = 1 para todo z
(0) ∈ Nm0 si β > 1 + α o´
si β = 1 + α y 2c < v.
En el siguiente gra´fico se muestran, a modo de resumen, los posibles comportamientos
asinto´ticos del proceso {Z(n)µ}n≥0 en funcio´n de los valores de α y β.
Casi Seguramente
β < 3α − 1
Normal
β ≥ 3α − 1
Extinción
β > α + 1
β = α + 1
Gamma
)
α
β
0
1
2
1
Observacio´n 5.2.3 Si nos encontramos en las hipo´tesis del apartado (a) del Teorema
5.2.1, esto es β = 1 + α y 2c > v, la condicio´n (iii) de dicho teorema puede ser
sustituida por
E[|ξn+1|k|Z(n) = z] = o((zµ)k+α−1) para todo k ≥ 3
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Esta condicio´n es ana´loga a la propuesta por Klebaner (1989c) para ecuaciones es-
toca´sticas en diferencias. Debemos notar que dicha condicio´n, frente a la expuesta
en el Teorema 5.2.1, exige que existan momentos absolutos condicionados de todos
los o´rdenes para ξn+1.
Observacio´n 5.2.4 Si g(x) = cxα+o(xα) siendo α < 1 y c > 0, entonces la sucesio´n
de nu´meros reales {an}n≥0 definida recursivamente como
a0 = 1, an+1 = an + g(an) n ≥ 0 (5.9)
es equivalente a ((1− α)cn)1/(1−α).
En efecto, supongamos que {an}n≥0 es una sucesio´n de nu´meros reales definida por
la relacio´n recursiva (5.9). Dado que α < 1 y c > 0, entonces an tiende a ∞ y por
tanto podemos suponer que an 6= 0 para todo n ≥ 0. Adema´s, aplicando el Lema
A.11, se verifica la relacio´n
a1−αn+1 = a
1−α
n
(
1 +
an+1 − an
an
)1−α
= a1−αn + (1− α)a−αn g(an) +O
(
g(an)
2
a1+αn
)
= a1−αn + (1− α)c+ o(1)
Resolviendo la ecuacio´n en diferencias anterior obtenemos que
a1−αn = (1− α)cn+ o(n)
y por tanto, la equivalencia propuesta.
Observacio´n 5.2.5 El comportamiento asinto´tico del proceso {Z(n)µ}n≥0 descrito
en el Teorema 5.2.1, no depende del vector inicial no nulo Z(0) = z ∈ Nm0 .
Observacio´n 5.2.6 Si {Z(n)}n≥0 es una CMMH y µ ∈ Rm+ satisface las hipo´tesis
del Teorema 5.2.1, entonces tambie´n las verificara´ cualquier otro vector µ ∈ Rm+
proporcional a µ, es decir, µ = cµ con c > 0. En efecto,
E[Z(n+1)µ|Z(n) = z]−zµ = c(E[Z(n+1)µ|Z(n) = z]−zµ) = cc1−α(zµ)α+o((zµ)α)
y
V ar[Z(n+ 1)µ|Z(n) = z] = c2V ar[Z(n+ 1)µ|Z(n) = z] = vc2−β(zµ)β + o((zµ)β)
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Por tanto, se verifican los enunciados (a), (b.1) y (b.2) para el proceso {Z(n)µ}n≥0,
es decir:
(a) Si β = 1 + α y v < 2c, entonces para todo x ∈ R
lim
n→∞
P
[
(Z(n)µ)1−α
n
≤ x|D∞
]
= Γa,c1−αb(x)
(b.1) Si 0 < α < 1 y β < 3α − 1 entonces Z(n)µ/can converge casi seguramente a 1
sobre D∞.
(b.2) Si 0 < α < 1 y β ≥ 3α − 1 entonces, condicionado a D∞, Z(n)µ/can converge
a 1 en probabilidad y para todo x ∈ R
lim
n→∞
P
[
∆−1/2n
Z(n)µ− can
c1−αg(can)
≤ x|D∞
]
= Φ(x)
Dado que el estado 0 es absorbente y todo estado no nulo es transitorio, se verifica
que
P [Z(n)→ 0] + P [D∞] = 1
y por tanto podemos deducir el siguiente resultado:
Corolario 5.2.2 Sea {Z(n)}n≥0 una CMMH tal que Z(0) = z(0) y qz(0) < 1. Sea
µ ∈ Rm+ verificando la ecuacio´n (5.1). Supongamos que para todo x > 0
(i) g(x) = cxα + o(xα) para algu´n α < 1 y c > 0.
(ii) σ2(x) = vxβ + o(xβ) para algu´n β ≤ 1 + α y v > 0.
(iii) E[|ξn+1|2+δ|Z(n) = z] = O(σ2+δ(z)) para algu´n 0 < δ ≤ 1.
Se verifica que:
(a) Si β = 1 + α y v < 2c, entonces para todo x ∈ R:
(a.1)
lim
n→∞
P
[
(Z(n)µ)1−α
n
≤ x
]
= qz(0)I[0,∞)(x) + (1− qz(0))Γa,b(x)
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(a.2)
lim
n→∞
P
[
(Z(n)µ)1−α
n
≤ x|‖Z(n)‖ > 0
]
= Γa,b(x)
siendo Γa,b(x) la funcio´n de distribucio´n asociada a una ley de probabilidad
gamma de para´metros a := 2c−vαv(1−α) , b :=
v(1−α)2
2 .
(b) Si 0 < α < 1, 3α− 1 ≤ β < α+1 y {an}n≥0 es una sucesio´n de nu´meros reales
definida recursivamente como a0 = 1, an+1 = an + g(an), n ≥ 0, entonces para
todo x ∈ R:
(b.1)
lim
n→∞
P
[
∆−1n
(Z(n)µ− an)2
g2(an)
≤ x
]
= (1− qz(0))Γ0.5,2(x)
(b.2)
lim
n→∞
P
[
∆−1/2n
Z(n)µ− an
g(an)
≤ x|‖Z(n)‖ > 0
]
= Φ(x)
siendo Γ0.5,2(x) la funcio´n de distribucio´n asociada a una ley de probabilidad
Chi-cuadrado con 1 grado de libertad, Φ(x) la funcio´n de distribucio´n asociada
a una ley de probabilidad normal esta´ndar y
∆n :=
{
v
c3(1−α) log n si β = 3α− 1
v
β−3α+1c
β−2
1−α ((1− α)n) β−3α+11−α si β > 3α− 1
Demostracio´n
(a) Consideremos por simplicidad Y (n) := n−1(Z(n)µ)1−α y tomemos x > 0. Se
verifica que
P [Y (n) ≤ x] = P [Y (n) ≤ x|D∞]P [D∞] + P [Y (n) ≤ x|Z(r)→ 0]P [Z(r)→ 0]
As´ı, utilizando que limn→∞ P [Y (n) ≤ x|Z(r) → 0] = 1, Z(0) = z(0) y el Teorema
5.2.1 deducimos que
lim
n→∞
P [Y (n) ≤ x] = qz(0) + (1− qz(0))Γa,b(x)
y, en consecuencia, probamos (a.1).
Por otro lado, se verifica que para todo x ∈ R
P [Y (n) ≤ x, ‖Z(n)‖ > 0] = P [Y (n) ≤ x, ‖Z(n)‖ > 0, Z(r)→ 0]
+ P [Y (n) ≤ x, ‖Z(n)‖ > 0, D∞]
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Ahora bien
P [Y (n) ≤ x, ‖Z(n)‖ > 0, D∞] = P [Y (n) ≤ x, D∞]
P [Y (n) ≤ x, ‖Z(n)‖ > 0, Z(r)→ 0] ≤ P [‖Z(n)‖ > 0, Z(r)→ 0]
Puesto que P [D∞] = limn→∞ P [‖Z(n)‖ > 0] y limn→∞ P [‖Z(n)‖ > 0, Z(r)→ 0] =
0, se tiene, en virtud del Teorema 5.2.1, que
lim
n→0
P [Y (n) ≤ x|‖Z(n)‖ > 0] = lim
n→0
P [Y (n) ≤ x|D∞]P [D∞]
P [‖Z(n)‖ > 0] = Γa,b(x)
y por tanto (a.2).
(b) Se prueba del mismo modo que (a), utilizando el apartado (b.2) del Teorema
5.2.1 y tomando ahora Y (n) igual a ∆
−1/2
n
Z(n)µ−an
g(an)
o´ a
(
∆
−1/2
n
Z(n)µ−an
g(an)
)2
, segu´n
corresponda.
Observacio´n 5.2.7 Si 0 < α < 1 y 3α− 1 ≤ β < α+ 1, a partir del apartado (b.2)
del teorema anterior deducimos que
lim
n→∞
P
[
∆−1n
(Z(n)µ− an)2
g2(an)
≤ x|‖Z(n)‖ > 0
]
= Γ0.5,2(x)
siendo Γ0.5,2(x) la funcio´n de distribucio´n asociada a una ley de probabilidad Chi-
cuadrado con 1 grado de libertad.
Observacio´n 5.2.8 Para un PMG, {Z(n)}n≥0, satisfaciendo las hipo´tesis H1 y H4
y tal que la matriz l´ımite M es irreducible, con autovalor de Perron-Frobenius ρ = 1
y autovector derecho asociado µ ∈ Rm+ , podemos particularizar las condiciones del
Teorema 5.2.1, para todo x > 0 y todo vector z no nulo del siguiente modo:
(i) g(x) = cxα + o(xα) y g(zµ) = zD(z)µ para algu´n α < 1 y c > 0.
(ii) σ2(x) = vxβ+o(xβ) y σ2(zµ) = V ar[Z(n+1)µ|Z(n) = z] para algu´n β ≤ 1+α
y v > 0.
(iii) E[|ξn+1|2+δ|Z(n) = z] = O((σ(zµ))2+δ) para algu´n 0 < δ ≤ 1.
El siguiente ejemplo ilustra el comportamiento l´ımite de un PMG cr´ıtico en la si-
tuacio´n descrita en el apartado (a) del Teorema 5.2.1.
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Ejemplo 5.2.1 Sea {Z(n)}n≥0 un PMG conm = 2 tal que para cada vector no nulo
z ∈ Nm0 e i, j ∈ {1, 2}, Y i,0j (z) son variables aleatorias con distribuciones de Poisson
de para´metro zi
(
0.5(z1)+2
z1+2
)
e independientes para cada i, j. Ya hemos probado (ve´ase
Ejemplo 3.4.2) que se trata de un proceso cr´ıtico con µ = 1 y qz < 1 para todo vector
no nulo z ∈ Nm0 . Adema´s, si denotamos por a(z) := 0.5(z1)+2z1+2 , se verifica que
g(z) = (z1)(2a(z)− 1) = 2− 4
z1+ 2
y σ2(z) = 2a(z)(z1) = (z1) +
2(z1)
(z1) + 2
y por tanto, eligiendo α = 0, β = 1, c = 2 y v = 1, se satisfacen las condiciones (i) e
(ii) del Corolario 5.2.2. Por otro lado, dado que para todo n ≥ 0
ξn+1 = Z(n+ 1)1− E[Z(n+ 1)1|Z(n)] =
2∑
i=1
2∑
j=1
(
Y i,nj (Z(n))− E
[
Y i,nj (Z(n))
])
y para cada j ∈ {1, 2}
E
[∣∣∣Y 1,0j (z) + Y 2,0j (z)− E[Y 1,0j (z) + Y 2,0j (z)]∣∣∣3] = O
((
z1
(
0.5(z1) + 2
z1+ 2
))3/2)
se satisface la condicio´n (iii) del Corolario 5.2.2, para δ = 1.
As´ı pues, como v < 2c y aplicando el apartado (a.2) del Corolario 5.2.2, deducimos
que
lim
n→∞
P
[
Z1(n) + Z2(n)
n
≤ x|Z1(n) + Z2(n) > 0
]
= Γ4,0.5(x)
Con objeto de ilustrar dicho comportamiento consideramos el modelo descrito ante-
riormente para Z(0) = (1, 1). Hemos simulado 20.000 realizaciones de dicho proceso
hasta la generacio´n 1.000. A continuacio´n representamos la distribucio´n emp´ırica de
n−1(Z1(n) + Z2(n)) para las generaciones n = 5, 10, 100, 1000 considera´ndose so´lo
los procesos no extinguidos en la u´ltima generacio´n simulada. Asimismo hemos re-
presentado la funcio´n de densidad de la distribucio´n Γ(4,0.5) (l´ınea continua) y una
estimacio´n de la densidad obtenida por el me´todo del nu´cleo gaussiano para distri-
buciones positivas (l´ınea discontinua).
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5.3 Comportamiento asinto´tico de {Z(n)}n≥0
En esta Seccio´n vamos a estudiar el comportamiento asinto´tico de la CMMH cr´ıtica,
{Z(n)}n≥0. Lo haremos en base a los resultados obtenidos en la Seccio´n anterior
para el proceso {Z(n)µ}n≥0, donde µ ∈ Rm+ es tal que se verifica la ecuacio´n (5.1).
Ana´logamente a lo realizado en la subseccio´n 4.3.2, vamos a imponer la siguiente
condicio´n al vector de medias de la cadena:
E[Z(n+ 1)|Z(n) = z] = zM˜ + h˜(z), z ∈ Nm0 (5.10)
siendo M˜ una matriz cuadrada de orden m con coeficientes no negativos y h˜(z) una
funcio´n de Rm en Rm, tal que h˜j(z) = o(‖z‖) para todo j ∈ {1, . . . ,m}. Adema´s,
vamos a suponer que la matriz M˜ es positivamente regular, que µ˜(1), . . . , µ˜(m) es una
base de autovectores derechos y autovectores generalizados derechos de M˜ siendo
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µ˜(1) = µ˜ un autovector derecho asociado al autovalor de Perron-Frobenius ρ˜, con
autovector izquierdo ν˜ ∈ Rm+ satisfaciendo que ν˜µ˜ = 1.
Asimismo, las condiciones impuestas estara´n en funcio´n de las cantidades G
(i)
α˜ (z) para
cada z ∈ Nm0 , i ∈ {1, . . . ,m} y algu´n 1 ≤ α˜ ≤ 2, donde
G
(i)
α˜ (z)= Gµ˜(i),α˜(z)=
(
E
[∣∣∣Z(n+ 1)µ˜(i) − E[Z(n+ 1)µ˜(i)|Z(n) = z]∣∣∣α˜|Z(n) = z])1/α˜
Al igual que en la Seccio´n anterior, vamos a suponer que existen funciones reales po-
sitivas, g(x) dos veces diferenciable con continuidad y σ2(x) diferenciable con conti-
nuidad, tales que h˜(z)µ˜ = g(zµ˜) y V ar[Z(n + 1)µ˜|Z(n) = z] = σ2(zµ˜) para todo
vector no nulo z ∈ Nm0 .
Para esta situacio´n, el siguiente resultado sintetiza el comportamiento asinto´tico del
proceso {Z(n)}n≥0:
Teorema 5.3.1 Sea {Z(n)}n≥0 una CMMH tal que P [D∞] > 0 y para la cual
se verifica la ecuacio´n (5.10), donde M˜ es una matriz positivamente regular. Sea
µ˜(1), . . . , µ˜(m) una base de autovectores derechos y autovectores generalizados derechos
de M˜ y ρ˜ = 1 su autovalor de Perron-Frobenius con autovectores derecho e izquierdo,
µ˜(1) = µ˜ y ν˜ respectivamente, tales que ν˜µ˜ = 1. Supongamos que para todo x > 0:
(i) g(x) = cxα + o(xα) para algu´n α < 1 y c > 0.
(ii) σ2(x) = vxβ + o(xβ) para algu´n β ≤ 1 + α y v > 0.
(iii) E[|ξn+1|2+δ|Z(n) = z] = O(σ2+δ(zµ)) para algu´n 0 < δ ≤ 1.
Supongamos adema´s que existen constantes δ1, δ2 < 1 y 1 ≤ α˜ ≤ 2 tales que
(iv) |h˜(z)µ˜(i)| = O((zµ˜)δ1) para todo i ∈ {2, . . . ,m}.
(v) G
(i)
α˜ (z) = O((zµ˜)
δ2) para todo i ∈ {2, . . . ,m}.
Se verifica que:
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(a) Si β = 1 + α y v < 2c, entonces para todo vector x = (x1, . . . , xm)
2∈ Rm
lim
n→∞
P
[
Z(n)
n1/(1−α)
≤ x|D∞
]
= Fν˜Z(x)
con Fν˜Z(x) la funcio´n de distribucio´n asociada al vector aleatorio ν˜Z, siendo
Z una variable aleatoria tal que Z1−α sigue una ley de probabilidad gamma de
para´metros 2c−vαv(1−α) y
v(1−α)2
2 .
(b) Si 0 < α < 1 y β < α + 1, entonces, condicionado a D∞, n−1/(1−α)Z(n)
converge en probabilidad a (c(1− α))1/(1−α)ν˜.
Adema´s, si β ≥ 3α−1 y max{δ1, δ2} < (β−α+1)/2, entonces para todo vector
x ∈ Rm se verifica que
lim
n→∞
P
[
Z(n)− ν˜an
Λn
≤ x|D∞
]
= Fν˜U (x)
con Fν˜U (x) la funcio´n de distribucio´n asociada al vector aleatorio ν˜U , siendo U
una variable aleatoria con distribucio´n normal esta´ndar, {an}n≥0 una sucesio´n
de nu´meros reales definida recursivamente como a0 = 1, an+1 = an + g(an),
n ≥ 0 y
Λn :=
{
v1/2(c(1− α))(3α−1)/(2(1−α))nα/(1−α)(log n)1/2 si β = 3α− 1
(v(β − 3α+ 1)−1cβ/(1−α)((1− α)n)(β−α+1)/(1−α))1/2 si β > 3α− 1
Demostracio´n
Observemos en primer lugar que, en virtud de (5.10), se verifica el Teorema 5.2.1
para el proceso {Z(n)µ˜}n≥0, pues ρ˜ = 1 y g(z) = h˜(z)µ˜.
Por otro lado, como la matriz M˜ es positivamente regular, se verifica que el autovalor
ρ˜ tiene multiplicidad uno y que cualquier autovalor r de M˜ , satisface que |r| < ρ˜ = 1.
Supongamos que r es un autovalor de multiplicidad s ≥ 1 y con autovectores derechos
generalizados µ˜(i1), . . . , µ˜(is), es decir,
M˜µ˜(i1) = rµ˜(i1), M˜ µ˜(ij) = rµ˜(ij) + µ˜(ij−1) para j ∈ {2, . . . , s}
2Dados x, y ∈ Rm, diremos que x ≤ y si xi ≤ yi para todo i ∈ {1, . . . ,m}.
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Probemos, utilizando el me´todo de induccio´n, que si se satisfacen las condiciones (iv)
y (v) para algu´n 1 ≤ α˜ ≤ 2, entonces para cada j ∈ {1, . . . , s} se verifica que
lim
n→∞
Z(n)µ˜(ij)
n1/(1−α)
= 0 en Lα˜ (5.11)
Para j = 1, se verifica casi seguramente aplicando la ecuacio´n (5.10), que
Z(n+ 1)µ˜(i1) = E[Z(n+ 1)µ˜(i1)|Z(n)] + Z(n+ 1)µ˜(i1) − E[Z(n+ 1)µ˜(i1)|Z(n)]
= rZ(n)µ˜(i1) + h˜(Z(n))µ˜(i1) + Z(n+ 1)µ˜(i1) −E[Z(n+ 1)µ˜(i1)|Z(n)]
y por tanto
‖Z(n+ 1)µ˜(i1)‖α˜ ≤ |r|‖Z(n)µ˜(i1)‖α˜ + ‖h˜(Z(n))µ˜(i1)‖α˜ + ‖G(i1)α˜ (Z(n))‖α˜ (5.12)
A partir de las condiciones (iv) y (v) y el Lema A.12, obtenemos para ciertas
constantes δ1, δ2 < 1 que
‖h˜(Z(n))µ˜(i1)‖α˜ = O
((
E
[
(Z(n)µ˜)
α˜δ1
])1/α˜)
y
‖G(i1)α˜ (Z(n))‖α˜ = O
((
E
[
(Z(n)µ˜)
α˜δ2
])1/α˜)
Adema´s, teniendo en cuenta que, condicionado a D∞, n−1/(1−α)Z(n)µ˜ converge en
distribucio´n a una variable no negativa (ve´ase Teorema 5.2.1), concluimos que
‖h˜(Z(n))µ˜(i1)‖α˜ = O
(
nδ1/(1−α)
)
y
‖G(i1)α˜ (Z(n))‖α˜ = O
(
nδ2/(1−α)
)
Entonces, a partir de la ecuacio´n (5.12), obtenemos para todo n ≥ 0 que
‖Z(n+ 1)µ˜(i1)‖α˜ ≤ |r|‖Z(n)µ˜(i1)‖α˜ +O
(
nmax{δ1,δ2}/(1−α)
)
Aplicando un proceso iterativo, para todo n ≥ 0 se verifica que
‖Z(n)µ˜(i1)‖α˜ ≤
n∑
k=1
|r|n−kO
(
kmax{δ1,δ2}/(1−α)
)
+ |r|n+1‖Z(0)µ˜(i1)‖α˜ (5.13)
y por tanto, dado que |r| < 1 y max{δ1, δ2} < 1, se deduce que
lim
n→∞
‖Z(n)µ˜(i1)‖α˜
n1/(1−α)
= 0
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obtenie´ndose as´ı (5.11) para j = 1. Por otro lado, si j ∈ {2, . . . , s} y de modo similar
a (5.12) se verifica que
‖Z(n+ 1)µ˜(ij)‖α˜ ≤ |r|‖Z(n)µ˜(ij)‖α˜ + ‖Z(n)µ˜(ij−1)‖α˜
+‖h˜(Z(n))µ˜(ij)‖α˜ + ‖G(ij)α˜ (Z(n))‖α˜
Aplicando la hipo´tesis de induccio´n y un razonamiento ana´logo al caso j = 1, proba-
mos (5.11).
Para finalizar la demostracio´n consideremos un vector cualquiera η ∈ Rm y denotemos
por η1, . . . , ηm ∈ C a sus coordenadas en la base µ˜(1), . . . , µ˜(m), de modo que, en virtud
del Lema B.2, η1 = ν˜η. Con esta notacio´n
Z(n)η
n1/(1−α)
=
m∑
i=1
ηi
Z(n)µ˜(i)
n1/(1−α)
(5.14)
Si α < 1 y β = 1 + α, a partir del Teorema 5.2.1 deducimos que para todo x ∈ R
lim
n→∞
P
[
(Z(n)µ˜)1−α
n
≤ x|D∞
]
= Γa,b(x)
siendo Γa,b(x) la funcio´n de distribucio´n asociada a una ley de probabilidad gamma
de para´metros a = 2c−vαv(1−α) y b =
v(1−α)2
2 . Por tanto, teniendo en cuenta (5.11), (5.14)
y el Teorema de Slutsky (ve´ase Teorema A.13), obtenemos que para todo x ∈ R
lim
n→∞
P
[
Z(n)η
n1/(1−α)
≤ x|D∞
]
= FZ (x/ν˜η)
siendo Z una variable aleatoria con funcio´n de distribucio´n FZ(x) y tal que Z
1−α
sigue el modelo gamma anterior. Teniendo en cuenta la estrategia de Crame`r-Wold
se concluye la prueba del apartado (a).
Por otro lado, si 0 < α < 1 y β < 1 + α deducimos a partir del Teorema 5.2.1 que
sobre D∞
lim
n→∞
Z(n)µ˜
an
= 1 en probabilidad
Dado que an ∼ (c(1 − α)n)1/(1−α) y las ecuaciones (5.11) y (5.14), se obtiene que
para cualquier vector η ∈ Rm, condicionado a D∞
lim
n→∞
Z(n)η
n1/(1−α)
= (c(1− α))1/(1−α)ν˜η en probabilidad
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y por tanto se prueba la primera parte del apartado (b) eligiendo adecuadamente los
vectores η.
Adema´s, si β ≥ 3α− 1 deducimos a partir del Teorema 5.2.1 que para todo x ∈ R
lim
n→∞
P
[
∆−1/2n
Z(n)µ˜− an
g(an)
≤ x|D∞
]
= Φ(x) (5.15)
donde, recordemos,
∆n =
{
v
c3(1−α) log n si β = 3α− 1
v
β−3α+1c
β−2
1−α ((1− α)n) β−3α+11−α si β > 3α− 1
Por otro lado, puesto que 2max{δ1, δ2} < β − α + 1 obtenemos para cada i ∈
{2, . . . ,m} que
lim
n→∞
Z(n)µ˜(i)
nβ−α+1/(2(1−α))
= 0 en Lα˜ (5.16)
sin ma´s que seguir un razonamiento ana´logo al utilizado para probar (5.11).
En virtud de la ecuacio´n (5.14) se verifica para cualquier η ∈ Rm
(Z(n)− anν˜)η
Λn
= ν˜η
(
Z(n)µ˜− an
Λn
)
+
m∑
i=2
ηi
Z(n)µ˜(i)
Λn
(5.17)
Dado que an ∼ ((1 − α)cn)1/(1−α) y g(x) ∼ cxα, a partir de las ecuaciones (5.15),
(5.16) y (5.17) deducimos la segunda parte del apartado (b), sin ma´s que aplicar la
estrategia de Crame`r-Wold y el Teorema de Slutsky (ve´ase Teorema A.13).
Observacio´n 5.3.1 Teniendo en cuenta la Observacio´n 5.2.6 deducimos que el com-
portamiento de una CMMH satisfaciendo las hipo´tesis del teorema anterior no de-
pende del autovector derecho µ˜ elegido, pues si µ es otro autovector derecho de la
matriz M asociado a ρ se verifica que µ = cµ˜ para alguna constante c > 0 y ν = c−1ν˜
es el autovector izquierdo asociado a ρ tal que νµ = 1.
Desde un punto de vista pra´ctico es ma´s u´til el siguiente resultado, cuya prueba
omitimos por ser similar a la del Corolario 5.2.2:
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Corolario 5.3.2 Sea {Z(n)}n≥0 una CMMH tal que Z(0) = z(0) y qz(0) < 1 y para
la cual se verifica la ecuacio´n (5.10), donde M˜ es una matriz positivamente regular.
Sea µ˜(1), . . . , µ˜(m) una base de autovectores derechos y autovectores generalizados de-
rechos de M˜ y ρ˜ = 1 su autovalor de Perron-Frobenius con autovectores derecho e
izquierdo, µ˜(1) = µ˜ y ν˜ respectivamente, tales que ν˜µ˜ = 1. Supongamos que para todo
x > 0:
(i) g(x) = cxα + o(xα) para algu´n α < 1 y c > 0.
(ii) σ2(x) = vxβ + o(xβ) para algu´n β ≤ 1 + α y v > 0.
(iii) E[|ξn+1|2+δ|Z(n) = z] = O(σ2+δ(zµ)) para algu´n 0 < δ ≤ 1.
Supongamos adema´s que existen constantes δ1, δ2 < 1 y 1 ≤ α˜ ≤ 2 tales que
(iv) |h˜(z)µ˜(i)| = O((zµ˜)δ1) para todo i ∈ {2, . . . ,m}.
(v) G
(i)
α˜ (z) = O((zµ˜)
δ2) para todo i ∈ {2, . . . ,m}.
Si β = 1 + α y v < 2c, entonces para todo vector x ∈ Rm se verifica que:
(a)
lim
n→∞
P
[
Z(n)
n1/(1−α)
≤ x
]
= qz(0)IRm0 (x) + (1− qz(0))Fν˜Z(x)
(b)
lim
n→∞
P
[
Z(n)
n1/(1−α)
≤ x|‖Z(n)‖ > 0
]
= Fν˜Z(x)
con Fν˜Z(x) la funcio´n de distribucio´n asociada al vector aleatorio ν˜Z, siendo Z una
variable aleatoria tal que Z1−α sigue una ley de probabilidad gamma de para´metros
2c−vα
v(1−α) y
v(1−α)2
2 .
Observacio´n 5.3.2 Si Z es una variable aleatoria con funcio´n de distribucio´n FZ(x)
y ν˜ ∈ Rm+ , entonces la funcio´n de distribucio´n del vector aleatorio ν˜Z viene dada por
Fν˜Z(x) = FZ (min1≤i≤m{xi/ν˜i}) para x ∈ Rm.
Con el siguiente ejemplo, continuacio´n del Ejemplo 5.2.1, ilustramos el resultado
obtenido en el apartado (a) del Teorema 5.3.1 para un PMG cr´ıtico:
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Ejemplo 5.3.1 Para la situacio´n descrita en el Ejemplo 5.2.1, y utilizando las conclu-
siones del Ejemplo 3.4.2, se verifica que
m˜ij = lim
‖z‖→∞:zi 6=0
0.5(z1) + 2
z1+ 2
= 0.5, i, j ∈ {1, 2}
y por tanto, la matriz l´ımite M˜ = (0.5)1≤i,j≤2 tiene autovalor de Perron-Frobenius
ρ˜ = 1, autovector derecho asociado µ˜ = 1 y autovector izquierdo ν˜ = (0.5, 0.5).
Adema´s, el otro autovalor asociado a M˜ es 0 con autovector derecho µ˜(2) = (1,−1).
Es fa´cil probar que
h˜(z)µ˜(2) = 0 y V ar[Z(n+ 1)µ˜(2)|Z(n) = z] = V ar[Z(n+ 1)µ˜|Z(n) = z]
Por tanto se verifican las hipo´tesis (iv) y (v) del Corolario 5.3.2 con δ1 = 0, δ2 = 0.5
y α˜ = 2. As´ı pues, deducimos para todo x ∈ R2 que
lim
n→∞
P
[
Z(n)
n
≤ x|‖Z(n)‖ > 0
]
= Γ4,0.5 (2min{x1, x2}) = Γ4,0.25 (min{x1, x2})
Observemos que para el conocimiento de la distribucio´n l´ımite conjunta so´lo es ne-
cesario determinar alguna de sus coordenadas. Para ilustrar dicho comportamiento,
retomamos las realizaciones simuladas en el Ejemplo 5.2.1.
En primer lugar, representamos la distribucio´n emp´ırica de Z1(n)/n (gra´ficos de la
izquierda) y Z2(n)/n (gra´ficos de la derecha) para n = 100 y n = 1000, considera´ndose
so´lo los procesos no extinguidos, as´ı como la funcio´n de densidad de la variable l´ımite
Γ(4,0.25) (l´ınea continua) y una estimacio´n de la densidad, calculada por el me´todo
de nu´cleo gaussiano para distribuciones positivas (l´ınea discontinua).
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Finalmente ilustramos el comportamiento conjunto del vector Z(n)/n. En los gra´ficos
de la izquierda hemos representado el espacio muestral, observa´ndose una fuerte de-
pendencia lineal puesta de manifiesto en los gra´ficos de la derecha, donde se representa
Z1(n)/Z2(n).
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Por u´ltimo representamos la estimacio´n nu´cleo de la funcio´n de densidad conjunta,
observa´ndose el comportamiento l´ımite del proceso descrito anteriormente.
Para n = 100
Z[1]
Z[2]
Función de densidad
Para n = 1000
Z[1]
Z[2]
Función de densidad
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Para finalizar esta Seccio´n, vamos a particularizar los resultados obtenidos para una
CMMH a un PMG. Para ello utilizaremos las matrices Rα(z) = (R
α
ij(z))1≤i,j≤m,
1 ≤ α ≤ 2, siendo Rαij(z) = ‖Y i,nj (z)− zimij(z)‖α para i, j ∈ {1, . . . ,m} y z ∈ Nm0 .
Corolario 5.3.3 Sea {Z(n)}n≥0 un PMG satisfaciendo las hipo´tesis H1 y H4. Ade-
ma´s, sea µ ∈ Rm+ el autovector derecho de la matriz positivamente regular M asociado
al autovalor de Perron-Frobenius ρ = 1. Supongamos que para todo vector z no nulo
y x > 0
(i) g(x) = cxα + o(xα) y g(zµ) = zD(z)µ para algu´n α < 1 y c > 0.
(ii) σ2(x) = vxβ+o(xβ) y σ2(zµ) = V ar[Z(n+1)µ|Z(n) = z] para algu´n β ≤ 1+α
y v > 0.
(iii) E[|ξn+1|2+δ|Z(n) = z] = O((σ(zµ))2+δ) para algu´n 0 < δ ≤ 1.
Adema´s, si
(iv) ‖D(z)‖ = O((zµ)δ1−1) para alguna constante δ1 < 1.
(v) ‖Rα˜(z)‖ = O((zµ)δ2) para alguna constante δ2 < 1 y 1 ≤ α˜ ≤ 2.
entonces se verifican los enunciados (a) y (b) del Teorema 5.3.1 y del Corolario 5.3.2.
Demostracio´n
Para todo i ∈ {1, . . . ,m} y z ∈ Nm0 se verifica que
|h˜(z)µ˜(i)| = |zD(z)µ˜(i)| ≤ C(zµ)‖D(z)‖
G
(i)
α˜ (z) ≤
m∑
i=1
m∑
j=1
|µ˜(i)j |(E[|Y i,0j − zimij(z)|α˜])1/α˜ ≤ C‖Rα˜(z)‖
para alguna constante C > 0 y 1 ≤ α˜ ≤ 2. Entonces, a partir del Teorema 5.3.1 y el
Corolario 5.3.2, obtenemos el resultado.
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Observacio´n 5.3.3 Si {Z(n)}n≥0 es un PMG con vectores de tipos independientes,
satisfaciendo las hipo´tesis del corolario anterior para α˜ = 2, entonces la condicio´n (v)
anterior se puede sustituir por ‖Γi(z)‖ = O((zµ)2δ2−1), para alguna constante δ2 < 1
y todo i ∈ {1, . . . ,m}. Esto es debido a que en esta situacio´n si (µ˜(i))∗ denota al
conjugado del vector µ˜(i) se verifica que
(G
(i)
2 (z))
2 = (µ˜(i))∗V ar[Z(n+ 1)|Z(n) = z]µ˜(i)
=
m∑
j=1
zj(µ˜
(i))∗Γj(z)µ˜
(i) ≤ C(zµ) max
1≤j≤m
{‖Γj(z)‖}
para alguna constante C > 0 y por tanto es cierta la condicio´n (v) del Teorema 5.3.1.
Cap´ıtulo 6
Proceso de Ramificacio´n Multitipo
Controlado con Control Aleatorio y
Reproduccio´n Dependiente del
Taman˜o de la Poblacio´n
6.1 Introduccio´n
En este Cap´ıtulo y a modo de ejemplo, aplicaremos los resultados obtenidos para
el PMG a casos particulares de PM Modificados. Para ello retomaremos el Pro-
ceso de Ramificacio´n Multitipo Controlado con Control Aleatorio y Reproduccio´n
Dependiente del Taman˜o de la Poblacio´n introducido en el Cap´ıtulo 2. En primer lu-
gar, recordaremos su definicio´n formal (Definicio´n 2.2.2) y analizaremos su estructura
peculiar.
Definicio´n: Sean {X i,n,j(z) : i = 1, . . . ,m;n = 0, 1, . . . ; j = 1, 2, . . . ; z ∈ Nm0 } y
{φn(z) : n= 0, 1, . . . ; z ∈ Nm0 } dos sucesiones independientes de vectores aleatorios
m-dimensionales, entero valorados, no negativos y definidos sobre el mismo espacio
de probabilidad (Ω,A, P ), donde
(i) Para cada z ∈ Nm0 , los vectores aleatorios {φn(z)}n≥0 son independientes e
ide´nticamente distribuidos.
133
134 Cap´ıtulo 6
(ii) Si n, n˜ ∈ N0 son tales que n 6= n˜, entonces los vectores aleatorios φn(z) y φn˜(z˜)
son independientes, cualesquiera que sean z, z˜ ∈ Nm0 .
(iii) Fijado z ∈ Nm0 , los procesos estoca´sticos {{X i,n,j(z) : i = 1, . . . ,m}j≥1}n≥0
son independientes e ide´nticamente distribuidos.
(iv) Si n, n˜ ∈ N0 son tales que n 6= n˜, entonces cualesquiera que sean z, z˜ ∈ Nm0 las
sucesiones {X i,n,j(z) : i = 1, . . . ,m; j = 1, 2, . . .} y {X i,n˜,j(z˜) : i = 1, . . . ,m;
j = 1, 2, . . .} son independientes.
La sucesio´n de vectores aleatorios m-dimensionales {Z(n)}n≥0, definida de forma
recursiva como sigue:
Z(0) = z ∈ Nm0 ; Z(n+ 1) =
m∑
i=1
φni (Z(n))∑
j=1
Xi,n,j(Z(n)), n ≥ 0
se denomina Proceso de Ramificacio´n Multitipo Controlado con Control Aleatorio y
Reproduccio´n Dependiente del Taman˜o de la Poblacio´n (PMCD).
Interpretacio´n intuitiva
El vector aleatorio m-dimensional Z(n) representa el nu´mero total de individuos de
cada tipo en la n-e´sima generacio´n, inicia´ndose el proceso con Z(0) = z progenitores.
Si suponemos que en la generacio´n n coexisten z∗ individuos, es decir Z(n) = z∗,
con el fin de conocer Z(n + 1) controlamos el nu´mero de individuos que pueden re-
producirse en dicha generacio´n a trave´s del vector aleatorio φn(z∗), cuya distribucio´n
es la misma para cada n. Si φn(z∗) = z˜, entonces para cada i ∈ {1, . . . ,m}, z˜i
representa el nu´mero de individuos del tipo i que intervienen en el proceso y por
tanto, z˜1 es el total de individuos involucrados en la fase reproductiva en la gene-
racio´n n. Finalmente, determinamos la descendencia mediante el mecanismo aleatorio
(X1,n,1(z∗), . . . , Xm,n,z˜m(z∗)), cuya distribucio´n es la misma para cada n. X i,n,j(z∗)
denota el vector cuyas coordenadas indican el nu´mero de individuos de cada tipo
originados por el j-e´simo individuo del tipo i cuando en la poblacio´n coexisten z∗ in-
dividuos. Observemos que la descendencia es determinada de manera conjunta y por
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tanto es posible que los distintos individuos no den origen a su progenie de manera
independiente.
De la definicio´n deducimos que las caracter´ısticas fundamentales que determinan al
PMCD son: el control sobre la poblacio´n, la dependencia del taman˜o de la poblacio´n
en la reproduccio´n y la descendencia dependiente, es decir, la interaccio´n entre indi-
viduos de una misma generacio´n a la hora de reproducirse. Teniendo en cuenta estos
elementos, podemos distinguir las siguientes situaciones:
(a) En funcio´n de la naturaleza de la sucesio´n {φn(z) : n = 0, 1, . . . ; z ∈ Nm0 },
obtenemos los siguientes casos particulares:
(a.1) Si para todo z ∈ Nm0 y n ≥ 0 se verifica que φn(z) = z, entonces no se
ejerce ningu´n control sobre los individuos de la poblacio´n.
(a.2) Por otro lado, si φn(z) = φ(z) para todo z ∈ Nm0 y n ≥ 0, siendo φ una
funcio´n de Rm en Rm, entero valorada para argumentos enteros, entonces
un control determin´ıstico es realizado en la poblacio´n, es decir siempre que
coexistan en la poblacio´n z individuos, el nu´mero de individuos de cada
tipo que intervienen en la reproduccio´n esta´ determinado por el vector
φ(z).
(a.3) Finalmente, si φn(z) es un vector aleatorio, no recogido en la situaciones
anteriores, entonces se realiza un control aleatorio en la poblacio´n, esto es,
conocido el taman˜o de la poblacio´n, z, el nu´mero de individuos de cada
tipo participantes en el proceso de reproduccio´n esta´ gobernado por el
mecanismo aleatorio φ0(z).
(b) En funcio´n de la sucesio´n {X i,n,j(z) : i = 1, . . . ,m;n = 0, 1, . . . ; j = 1, 2, . . . ; z ∈
Nm0 } que determina la reproduccio´n de los individuos en la poblacio´n, podemos
distinguir los siguientes casos:
(b.1) Si para cada i ∈ {1, . . . ,m} y j ≥ 1 los vectores aleatorios X i,0,j(z) son
ide´nticamente distribuidos para todo z ∈ Nm0 , entonces el proceso de re-
produccio´n no depende del taman˜o de la poblacio´n.
(b.2) En caso contrario, el taman˜o de la poblacio´n influira´ en la reproduccio´n
de los individuos.
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(c) La posible dependencia en la reproduccio´n de los individuos de todos los tipos
en la misma generacio´n, nos permite diferenciar los casos siguientes:
(c.1) Si para cada z ∈ Nm0 y n ≥ 0, los vectores aleatorios X i,n,k(z) y Xj,n,l(z)
son independientes para todo i, j ∈ {1, . . . ,m} y k, l ≥ 1, entonces hay
independencia en la reproduccio´n de los individuos, hipo´tesis e´sta usual
en los modelos cla´sicos de ramificacio´n. Observemos que es posible una
dependencia entre la progenie del mismo individuo, tal y como sucede en
el PM .
(c.2) En caso contrario, se permite una relacio´n entre los individuos de la misma
generacio´n a la hora de reproducirse, lo que hemos llamado descendencia
dependiente.
Como ya sen˜alamos en el Cap´ıtulo 2, algunos Procesos de Ramificacio´n Multitipo se
pueden obtener como casos particulares del PMCD. Ma´s concretamente, un PM es
un PMCD verificando (a.1), (b.1) y (c.1), un PMD verifica (a.1), (b.2) y (c.1) y un
PMC verifica (a.2), (b.1) y (c.1).
Adema´s, el PMCD introducido nos permite obtener nuevos modelos de ramificacio´n
multitipo no considerados hasta la fecha en la literatura y que extienden al PMC y
al PMD.
Definicio´n 6.1.1 Un PMCD satisfaciendo (a.3), (b.1) y (c.1) sera´ denominado
PMC con control aleatorio.
Definicio´n 6.1.2 Un PMCD satisfaciendo (a.1), (b.2) y (c.2) sera´ denominado
PMD con descendencia dependiente.
Observacio´n 6.1.1 El PMC con control aleatorio es la versio´n multitipo del mo-
delo propuesto por Yanev (1975) para el caso univariante. Por otro lado, el PMD
con descendencia dependiente tiene como caso particular al modelo unidimensional
considerado por Cohn & Klebaner (1986). Observemos adema´s que el PMCD gene-
raliza al modelo introducido por Ku¨ster (1985) para el caso univariante con control
fijo, reproduccio´n dependiente del taman˜o de la poblacio´n e independencia en la re-
produccio´n.
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En el Cap´ıtulo 2, obtuvimos a partir de la independencia entre el control y la repro-
duccio´n, as´ı como de las condiciones (i)-(iv), que el PMCD es un PMG, sin ma´s
que tomar para cada n ≥ 0, z ∈ Nm0 e i ∈ {1, . . . ,m}
Y i,n(z) =
φni (z)∑
j=1
Xi,n,j(z)
Por ello estudiaremos el PMCD a partir del ana´lisis realizado al PMG en los
cap´ıtulos precedentes y particularizando au´n ma´s obtendremos resultados expl´ıcitos
para el PMC con control aleatorio y para el PMD con descendencia dependiente.
Para cumplimentar estos objetivos, el Cap´ıtulo se ha estructurado en cuatro Sec-
ciones. En la Seccio´n 6.2 analizaremos las propiedades ba´sicas del PMCD y calcu-
laremos sus principales momentos condicionados. El problema de la extincio´n para
estos procesos sera´ tratado en la Seccio´n 6.3. Finalmente, en la Seccio´n 6.4 estudia-
remos el comportamiento asinto´tico del PMCD convenientemente normalizado bajo
el supuesto de la no extincio´n del mismo.
6.2 Propiedades ba´sicas y principales momentos
En esta Seccio´n investigamos las propiedades ba´sicas del PMCD y obtenemos las ex-
presiones de los principales momentos condicionados del proceso, a partir del estudio
realizado en el Cap´ıtulo 2 para el PMG.
Obviamente un PMCD es una cadena de Markov multitipo homoge´nea, para cuyos
estados podemos realizar el siguiente estudio a partir de las Proposiciones 2.3.1 y
2.3.6:
Proposicio´n 6.2.1 Sea {Z(n)}n≥0 un PMCD. El estado 0 es absorbente si y so´lo
si para cada i ∈ {1, . . . ,m}
P
[{φ0i (0) = 0} ∪ {φ0i (0) > 0, Xi,0,j(0) = 0, j = 1, . . . , φ0i (0)}] = 1
Demostracio´n
Dado que para cada i ∈ {1, . . . ,m}
Y i,0(0) =
φ0i (0)∑
j=1
Xi,0,j(0)
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y consideramos que
∑0
1 = 0, entonces Y
i,0(0) = 0 si y so´lo si φ0i (0) = 0 o´ X
i,0,j(0) =
0 para todo ı´ndice j involucrado en el proceso de reproduccio´n.
Observemos que para un PMD con descendencia dependiente el estado nulo es ab-
sorbente, pues φ0(0) = 0. Por otro lado, para el PMC con control aleatorio el estado
0 no tiene por que´ ser absorbente.
Corolario 6.2.2 Sea {Z(n)}n≥0 un PMC con control aleatorio. El estado 0 es
absorbente si y so´lo si P [φ0(0) = 0] = 1.
Proposicio´n 6.2.3 Sea {Z(n)}n≥0 un PMCD tal que el estado 0 es absorbente. Si
para cada vector z ∈ Nm0 no nulo se verifica que
P
[
m⋂
i=1
({φ0i (z) = 0} ∪ {φ0i (z) > 0, Xi,0,j(z) = 0, j = 1, . . . , φ0i (z)})
]
> 0
entonces todo estado no nulo es transitorio.
Demostracio´n
Si para todo vector no nulo z se verifica que P [(Y 1,0(z), . . . , Y m,0(z)) = 0] > 0,
entonces a partir de la Proposicio´n 2.3.6 deducimos que todo estado no nulo es tran-
sitorio. En este caso, dado que para cada i ∈ {1, . . . ,m} y z ∈ Nm0
Y i,0(z) =
φ0i (z)∑
j=1
Xi,0,j(z)
obtenemos el resultado, pues Y i,0(z) = 0 si y so´lo si φ0i (z) = 0 o´ X
i,0,j(z) = 0
para todo ı´ndice j correspondiente a un individuo que participa en el proceso de
reproduccio´n.
Corolario 6.2.4 Sea {Z(n)}n≥0 un PMD con descendencia dependiente. Si para
cada vector z ∈ Nm0 no nulo se verifica que
P
[ ⋂
i:zi>0
{Xi,0,j(z) = 0, j = 1, . . . , zi}
]
> 0
entonces todo estado no nulo es transitorio.
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Si {Z(n)}n≥0 es un PMCD tal que el estado nulo es absorbente y todo estado no
nulo es transitorio, entonces, a partir de la Proposicio´n 2.3.8 deducimos la dualidad
extincio´n-explosio´n habitual en Procesos de Ramificacio´n Homoge´neos, es decir
P [Z(n)→ 0] + P [‖Z(n)‖ → ∞] = 1
Pasemos ahora a estudiar los momentos condicionados de un PMCD. Con el fin
de proponer expresiones particulares para estos, supondremos a partir de ahora que
cualesquiera que sean z ∈ Nm0 e i, j ∈ {1, . . . ,m}:
(i) Los vectores aleatorios X i,0,k(z), k ≥ 0 son ide´nticamente distribuidos.
(ii) La matriz Cov(X i,0,k(z), Xi,0,l(z)) es la misma para todo k, l ≥ 1 (k 6= l) y la
matriz V ar[Xi,0,k(z)] es la misma para todo k ≥ 1.
(iii) Si i 6= j, entonces la matriz Cov(X i,0,k(z), Xj,0,l(z)) es la misma para todo
k, l ≥ 1.
Las condiciones (i) e (ii) nos garantizan cierta regularidad en la reproduccio´n entre
los individuos del mismo tipo, mientras que la condicio´n (iii) entre los individuos de
tipos diferentes.
Proposicio´n 6.2.5 Sea {Z(n)}n≥0 un PMCD, entonces para cada n ≥ 0 y z ∈ Nm0
E[Z(n+ 1)|Z(n) = z] =
m∑
i=1
E[φ0i (z)]E[X
i,0,1(z)]
y
V ar[Z(n+ 1)|Z(n) = z] =
m∑
i=1
V ar[φ0i (z)]E[X
i,0,1(z)]E[Xi,0,1(z)]
+
m∑
i=1
E[φ0i (z)]V ar[X
i,0,1(z)]
+
m∑
i=1
E[φ0i (z)(φ
0
i (z)− 1)]Cov[Xi,0,1(z), Xi,0,2(z)]
+2
m∑
i=1
m∑
j=i+1
E[φ0i (z)φ
0
j (z)]Cov[X
i,0,1(z), Xj,0,1(z)]
+2
m∑
i=1
m∑
j=i+1
Cov[φ0i (z), φ
0
j (z)]E[X
i,0,1(z)]E[Xj,0,1(z)]
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Demostracio´n
Para cada n ≥ 0 y z ∈ Nm0 se verifica que
E[Z(n+ 1)|Z(n) = z] = E
 m∑
i=1
φni (z)∑
j=1
Xi,n,j(z)

=
m∑
i=1
E
E
φni (z)∑
j=1
Xi,n,j(z)|φn(z)

=
m∑
i=1
∑
z˜∈Nm0
E
φni (z)∑
j=1
Xi,n,j(z)|φn(z) = z˜
P [φn(z) = z˜]
=
m∑
i=1
∑
z˜∈Nm0
z˜iE
[
Xi,0,1(z)
]
P [φ0(z) = z˜]
=
m∑
i=1
E[φ0i (z)]E
[
Xi,0,1(z)
]
y por tanto, la expresio´n del vector de medias condicionado. En cuanto a la matriz
de covarianzas obtenemos la siguiente expresio´n:
V ar[Z(n+ 1)|Z(n) = z] = V ar
 m∑
i=1
φni (z)∑
j=1
Xi,n,j(z)

=
m∑
i=1
V ar
φni (z)∑
j=1
Xi,n,j(z)
+ 2 m∑
i=1
m∑
j=i+1
Cov
φni (z)∑
k=1
Xi,n,k(z),
φnj (z)∑
l=1
Xj,n,l(z)

Dado que para cada i ∈ {1, . . . ,m}
V ar
φni (z)∑
k=1
Xi,n,k(z)

= V ar
E
φni (z)∑
k=1
Xi,n,k(z)|φn(z)
+ E
V ar
φni (z)∑
k=1
Xi,n,k(z)|φn(z)

= V ar[φ0i (z)]E[X
i,0,1(z)]E[Xi,0,1(z)]
+E[φ0i (z)]V ar[X
i,0,1(z)] + E[φ0i (z)(φ
0
i (z)− 1)]Cov[Xi,0,1(z), Xi,0,2(z)]
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y para cada i, j ∈ {1, . . . ,m}, i 6= j
Cov
φni (z)∑
k=1
Xi,n,k(z),
φnj (z)∑
l=1
Xj,n,l(z)

= E
Cov
φni (z)∑
k=1
Xi,n,k(z),
φnj (z)∑
l=1
Xj,n,l(z)|φn(z)

+Cov
E
φni (z)∑
k=1
Xi,n,k(z)|φn(z)
 , E
φnj (z)∑
l=1
Xj,n,l(z)|φn(z)

= E[φ0i (z)φ
0
j (z)]Cov[X
i,0,1(z), Xj,0,1(z)]
+Cov[φ0i (z), φ
0
j (z)]E[X
i,0,1(z)]E[Xj,0,1(z)]
concluimos la demostracio´n.
Corolario 6.2.6 Sea {Z(n)}n≥0 un PMC con control aleatorio, entonces para cada
n ≥ 0 y z ∈ Nm0
E[Z(n+ 1)|Z(n) = z] =
m∑
i=1
E[φ0i (z)]E[X
i,0,1(1)]
y
V ar[Z(n+ 1)|Z(n) = z] =
m∑
i=1
V ar[φ0i (z)]E[X
i,0,1(1)]E[Xi,0,1(1)]
+
m∑
i=1
E[φ0i (z)]V ar[X
i,0,1(1)]
+2
m∑
i=1
m∑
j=i+1
Cov[φ0i (z), φ
0
j (z)]E[X
i,0,1(1)]E[Xj,0,1(1)]
Corolario 6.2.7 Sea {Z(n)}n≥0 un PMD con descendencia dependiente, entonces
para cada n ≥ 0 y z ∈ Nm0
E[Z(n+ 1)|Z(n) = z] =
m∑
i=1
ziE[X
i,0,1(z)]
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y
V ar[Z(n+ 1)|Z(n) = z] =
m∑
i=1
ziV ar[X
i,0,1(z)]
+
m∑
i=1
zi(zi − 1)Cov[Xi,0,1(z), Xi,0,2(z)]
+2
m∑
i=1
m∑
j=i+1
zizjCov[X
i,0,1(z), Xj,0,1(z)]
Finalmente estudiemos la sucesio´n de matrices {M(z)}z∈Nm0 y su l´ımite. Siguiendo
los pasos de la demostracio´n de la proposicio´n anterior, deducimos para todo z ∈ Nm0
e i ∈ {1, . . . ,m} que E
[∑φni (z)
j=1 X
i,n,j(z)
]
= E[φ0i (z)]E[X
i,0,1(z)]. Si se verifica la
hipo´tesis H4 para el PMCD, es decir, para cada z ∈ Nm0 e i ∈ {1, . . . ,m} tal que
zi = 0 se tiene que
P
[{φ0i (z) = 0} ∪ {φ0i (z) > 0, Xi,0,j(z) = 0, j = 1, . . . , φ0i (z)}] = 1
entonces obtenemos para cada vector z ∈ Nm0 que los coeficientes de la matrizM(z) =
(mij(z))1≤i,j≤m, admiten la siguiente expresio´n:
mij(z) =
{
E[φ0i (z)]E[X
i,0,1
j (z)]
zi
si zi > 0
0 si zi = 0
A partir de ahora supondremos que para cada i, j ∈ {1, . . . ,m} existe el l´ımite
mij = lim
‖z‖→∞:zi 6=0
E[φ0i (z)]E[X
i,0,1
j (z)]
zi
y queM = (mij)1≤i,j≤m es una matriz irreducible con autovalor de Perron-Frobenius
ρ y un autovector derecho asociado µ ∈ Rm+ (ve´ase Teorema B.1).
En esta situacio´n, para un PMC con control aleatorio obtenemos que
mij = E[X
i,0,1
j (1)] lim
‖z‖→∞:zi 6=0
E[φ0i (z)]
zi
Por otro lado, para un PMD con descendencia dependiente se verifica que
mij = lim
‖z‖→∞:zi 6=0
E[Xi,0,1j (z)]
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6.3 Problema de la extincio´n
En esta Seccio´n tratamos el problema de la extincio´n para un PMCD tal que el
estado 0 es absorbente y todo estado no nulo es transitorio. La magnitud de ρ, as´ı
como el comportamiento asinto´tico de los momentos absolutos condicionados de la
variable ξn+1 = Z(n+1)µ−E[Z(n+1)µ|Z(n)] son de gran importancia en el estudio
de dicho problema.
Dado γ > 0 y z ∈ Nm0 , se verifica
E[|ξn+1|γ |Z(n) = z] = E
∣∣∣∣∣∣
m∑
i=1
φni (z)∑
j=1
Xi,n,j(z)µ− E[φni (z)]E[Xi,n,j(z)µ]
∣∣∣∣∣∣
γ
Teniendo en cuenta que
φni (z)∑
j=1
Xi,n,j(z)µ− E[φni (z)]E[Xi,n,j(z)µ] =
φni (z)∑
j=1
(Xi,n,j(z)µ− E[Xi,n,1(z)µ])
+(φni (z)− E[φni (z)])E[Xi,n,1(z)µ]
a partir de la desigualdad1 Cr deducimos que
E[|ξn+1|γ |Z(n) = z] ≤ A1
m∑
i=1
E
∣∣∣∣∣∣
φni (z)∑
j=1
(Xi,n,j(z)µ−E[Xi,n,1(z)µ])
∣∣∣∣∣∣
γ
+A2
m∑
i=1
E[|φni (z)− E[φni (z)]|γ ](E[Xi,n,1(z)µ])γ (6.1)
para ciertas constantes A1, A2 > 0.
Acotando convenientemente los te´rminos de la desigualdad anterior estaremos en
condiciones de aplicar a un PMCD los resultados que obtuvimos en el Cap´ıtulo 3
para el estudio de la probabilidad de extincio´n de un PMG. Particularizando au´n
ma´s podemos desarrollar dicho estudio para el PMC con control aleatorio y para el
PMD con descendencia dependiente, obtenie´ndose los resultados que enunciamos a
continuacio´n. Previamente recordemos la notacio´n introducida en el Cap´ıtulo 3
g(z) = E[Z(n+ 1)µ|Z(n) = z]− zµ, σ2(z) = V ar[Z(n+ 1)µ|Z(n) = z]
1Sean X e Y variables aleatorias y r > 0. Se verifica que E[|X + Y |r] ≤ Cr(E[|X|r ] + E[|Y |r]),
siendo Cr =
{
1 si 0 < r ≤ 1
2r−1 si r ≥ 1
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Proposicio´n 6.3.1 Sea {Z(n)}n≥0 un PMC con control aleatorio tal que P [φ0i (z) =
0] = 1 si zi = 0. Entonces qz(0) = 1 para todo z
(0) ∈ Nm0 si se verifica alguna de las
siguientes condiciones:
(i) ρ < 1.
(ii) ρ = 1 y para cada i ∈ {1, . . . ,m} se verifica que E[X i,0,1j (1)]E[φ0i (z)] ≤ mijzi
si ‖z‖ es suficientemente grande.
(iii) ρ = 1, lim sup‖z‖→∞
2(zµ)g(z)
σ2(z) < 1 y para algu´n 0 < δ ≤ 1 y para cada i ∈
{1, . . . ,m} se verifica que o´ bien
E[|φ0i (z)− E[φ0i (z)]|2+δ] = o((zµ)1+δg(z)) y E[φ0i (z)1+δ/2] = o((zµ)1+δg(z))
o´ bien
E[|φ0i (z)− E[φ0i (z)]|2+δ] = o((zµ)δσ2(z)) y E[φ0i (z)1+δ/2] = o((zµ)δσ2(z))
Por otro lado, qz(0) < 1 para todo vector no nulo z
(0) ∈ Nm0 si se verifica la hipo´tesis
H1 y alguna de las siguientes condiciones:
(iv) ρ = 1, lim inf‖z‖→∞
2(zµ)g(z)
σ2(z) > 1 y para algu´n 0 < δ ≤ 1, α > 0 y para cada
i ∈ {1, . . . ,m} se verifica que o´ bien
E[|φ0i (z)− E[φ0i (z)]|2+δ] = o((zµ)1+δg(z)/(log(zµ))1+α)
y
E[φ0i (z)
1+δ/2] = o((zµ)1+δg(z)/(log(zµ))1+α)
o´ bien
E[|φ0i (z)− E[φ0i (z)]|2+δ] = o((zµ)δσ2(z)/(log(zµ))1+α)
y
E[φ0i (z)
1+δ/2] = o((zµ)δσ2(z)/(log(zµ))1+α)
(v) ρ > 1 y para algu´n δ ≥ 0 y para cada i ∈ {1, . . . ,m} se verifica que
E[|φ0i (z)− E[φ0i (z)]|1+δ] = O(‖z‖δ)
y, o´ bien
E[φ0i (z)] = O(‖z‖δ) si 0 ≤ δ < 1
o´ bien
E[φ0i (z)
(1+δ)/2] = O(‖z‖δ) si δ ≥ 1
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Demostracio´n
El resultado es consecuencia directa del estudio realizado en el Cap´ıtulo 3, sin ma´s
que tener en cuenta que para cada i ∈ {1, . . . ,m} los vectores aleatorios X i,0,1(z) son
ide´nticamente distribuidos para todo z ∈ Nm0 , la ecuacio´n (6.1) y las desigualdades
de von Bahr-Esseen2 y de Marcinkiewicz-Zygmund3. En efecto, para cada z ∈ Nm0 y
γ ≥ 1
E
∣∣∣∣∣∣
φni (z)∑
j=1
(Xi,n,j(z)µ− E[Xi,n,j(z)µ])
∣∣∣∣∣∣
γ
= E
E
∣∣∣∣∣∣
φni (z)∑
j=1
(Xi,n,j(z)µ−E[Xi,n,j(z)µ])
∣∣∣∣∣∣
γ
|φn(z)

=
∑
z˜∈Nm0
E
∣∣∣∣∣∣
φni (z)∑
j=1
(Xi,n,j(z)µ− E[Xi,n,j(z)µ])
∣∣∣∣∣∣
γ
|φn(z) = z˜
P [φn(z) = z˜]
=
∑
z˜∈Nm0
E
∣∣∣∣∣∣
z˜i∑
j=1
(Xi,n,j(z)µ− E[Xi,n,j(z)µ])
∣∣∣∣∣∣
γP [φn(z) = z˜]
Ahora bien, en virtud de las desigualdades anteriores
E
∣∣∣∣∣∣
z˜i∑
j=1
(Xi,n,j(z)µ− E[Xi,n,j(z)µ])
∣∣∣∣∣∣
γ
≤

2z˜iE[|Xi,0,1(z)µ− E[Xi,0,1(z)µ]|γ ] si 1 ≤ γ < 2
Cz˜
γ/2
i E[|Xi,0,1(z)µ− E[Xi,0,1(z)µ]|γ ] si γ ≥ 2
2Sean X1, . . . , Xn variables aleatorias independientes. Entonces para todo 1 ≤ p ≤ 2, se verifica
que
E
[∣∣∣∣∣
n∑
i=1
Xi
∣∣∣∣∣
p]
≤ 2
n∑
i=1
E[|Xi|
p])
(ve´ase von Bahr & Esseen (1965))
3Sean X1, . . . , Xn variables aleatorias independientes e ide´nticamente distribuidas tales que
E[Xi] = 0. Para todo p ≥ 2 se verifica que
E
[∣∣∣∣∣
n∑
i=1
Xi
∣∣∣∣∣
p]
= O(np/2E[|X1|
p])
(ve´ase Chow & Teicher (1997), pa´g. 387)
146 Cap´ıtulo 6
para alguna constante C > 0 independiente de z y por tanto, si 1 ≤ γ < 2
E
∣∣∣∣∣∣
φni (z)∑
j=1
(Xi,n,j(z)µ−E[Xi,n,j(z)µ])
∣∣∣∣∣∣
γ ≤ 2E[φni (z)]E[|Xi,0,1(z)µ−E[Xi,0,1(z)µ]|γ ]
(6.2)
mientras que si γ ≥ 2
E
∣∣∣∣∣∣
φni (z)∑
j=1
(Xi,n,j(z)µ− E[Xi,n,j(z)µ])
∣∣∣∣∣∣
γ≤ CE[φni (z)γ/2]E[|Xi,0,1(z)µ−E[Xi,0,1(z)µ]|γ ]
(6.3)
Para deducir el resultado basta tomar γ = 2 + δ o´ γ = 1 + δ, segu´n corresponda.
Observacio´n 6.3.1 Sea {Z(n)}n≥0 un PMCD verificando (c.1). Imponiendo condi-
ciones a
E[|φni (z)− E[φni (z)]|γ ](E[Xi,n,j(z)µ])γ
y a
E[φni (z)]E
[|Xi,n,j(z)µ− E[Xi,n,j(z)µ]|γ] si 1 ≤ γ < 2
E[φni (z)
γ/2]E
[|Xi,n,j(z)µ− E[Xi,n,j(z)µ]|γ] si γ ≥ 2
con γ = 2+ δ y γ = 1+ δ (δ ≥ 0) es posible obtener un resultado similar al anterior,
sin ma´s que tener en cuenta las desigualdades (6.1), (6.2) y (6.3).
Proposicio´n 6.3.2 Sea {Z(n)}n≥0 un PMD con descendencia dependiente. En-
tonces qz(0) = 1 para todo z
(0) ∈ Nm0 si se verifica alguna de las siguientes condi-
ciones:
(i) ρ < 1.
(ii) ρ = 1 y para cada i, j ∈ {1, . . . ,m} se verifica que E[X i,0,1j (z)] ≤ mij si ‖z‖ es
suficientemente grande.
(iii) ρ = 1, lim sup‖z‖→∞
2(zµ)g(z)
σ2(z) < 1 y para algu´n 0 < δ ≤ 1 y para cada i ∈
{1, . . . ,m} se verifica que
E[|Xi,0,1(z)µ− E[Xi,0,1(z)µ]|2+δ] =

o((zµ)−1g(z))
o´
o((zµ)−2σ2(z))
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Por otro lado, qz(0) < 1 para todo vector no nulo z
(0) ∈ Nm0 si se verifica la hipo´tesis
H1 y alguna de las siguientes condiciones:
(iv) ρ = 1, lim inf‖z‖→∞
2(zµ)g(z)
σ2(z) > 1 y para algu´n 0 < δ ≤ 1, α > 0 y para cada
i ∈ {1, . . . ,m} se verifica que
E[|Xi,0,1(z)µ− E[Xi,0,1(z)µ]|2+δ] =

o((zµ)−1g(z)/(log(zµ))1+α)
o´
o((zµ)−2σ2(z)/(log(zµ))1+α)
(v) ρ > 1 y para algu´n δ ≥ 0 y para cada i ∈ {1, . . . ,m} se verifica que
E[|Xi,0,1(z)µ− E[Xi,0,1(z)µ]|1+δ] = O(‖z‖δ−1)
Demostracio´n
El resultado es consecuencia directa del estudio realizado en el Cap´ıtulo 3, sin ma´s
que tener en cuenta que en la ecuacio´n (6.1) el segundo sumando es nulo y la siguiente
desigualdad obtenida a partir de una acotacio´n de los momentos absolutos de una
suma de variables aleatorias4:
E
∣∣∣∣∣∣
zi∑
j=1
(Xi,n,j(z)µ− E[Xi,n,j(z)µ])
∣∣∣∣∣∣
γ ≤ zγ−1i zi∑
j=1
E[|Xi,0,j(z)µ− E[Xi,0,j(z)µ]|γ ]
= zγi E[|Xi,0,1(z)µ− E[Xi,0,1(z)µ]|γ ]
para cada i ∈ {1, . . . ,m}, z ∈ Nm0 y γ ∈ {1 + δ, 2 + δ} (δ ≥ 0). Dado que todas las
normas en Rm son equivalentes, concluimos la demostracio´n.
Observacio´n 6.3.2 Los resultados del corolario anterior extienden a los obtenidos
por Klebaner (1989b, 1991) para el estudio del problema de la extincio´n de un PMD.
4Si X1, . . . , Xn son variables aleatorias y p ≥ 1, entonces
E
[∣∣∣∣∣
n∑
i=1
Xi
∣∣∣∣∣
p]
≤ np−1
n∑
i=1
E[|Xi|
p]
(ve´ase von Bahr & Esseen (1965))
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6.4 Comportamiento asinto´tico
En esta Seccio´n estudiamos el comportamiento asinto´tico de un PMCD {Z(n)}n≥0
convenientemente normalizado bajo la suposicio´n de que no se ha producido su ex-
tincio´n. Por ello, consideramos que ρ ≥ 1.
Atendiendo al ana´lisis realizado en los Cap´ıtulos 4 y 5, el comportamiento asinto´tico
de las matrices D(z) = (dij(z))1≤i,j≤m con dij(z) = mij(z) − mijI{z˜: z˜i 6=0}(z) y
Rα(z) = (R
α
ij(z))1≤i,j≤m con R
α
ij(z) = ‖Y i,1j (z) − zimij(z)‖α, es fundamental para
determinar la evolucio´n l´ımite de un PMCD. Para poder establecer dicho compor-
tamiento, definimos las siguientes funciones para cada i, j ∈ {1, . . . ,m} y z ∈ Nm0 :
hrij(z) :=
{
E[Xi,0,1j (z)]−mij si zi 6= 0
0 si zi = 0
y
hci (z) :=

E[φ0i (z)]
zi
− mij
E[Xi,0,1j (z)]
si zi 6= 0 y E[Xi,0,1j (z)] 6= 0
0 en otro caso
Por otro lado, para cada i, j ∈ {1, . . . ,m}, 1 ≤ α ≤ 2 y z ∈ Nm0 se verifica que
Rαij(z) =
∥∥∥∥∥∥
φni (z)∑
k=1
Xi,n,kj (z)− E[φni (z)]E[Xi,0,1j (z)]
∥∥∥∥∥∥
α
(6.4)
≤
∥∥∥∥∥∥
φni (z)∑
k=1
(Xi,n,kj (z)− E[Xi,0,1j (z)])
∥∥∥∥∥∥
α
+ E[Xi,0,1j (z)] ‖φni (z)− E[φni (z)]‖α
Acotando convenientemente tanto los te´rminos de la expresio´n anterior como la norma
de la matriz D(z) estaremos en condiciones de aplicar a un PMCD los resultados
que obtuvimos en los Cap´ıtulos 4 y 5 para el estudio asinto´tico de un PMG. Par-
ticularizando au´n ma´s, podemos desarrollar dicho estudio para el PMC con control
aleatorio y para un PMD con descendencia dependiente. Previamente observemos
que para un PMC con control aleatorio dij(z) = E[X
i,0,1
j (1)]h
c
i (z) y para un PMD
con descendencia dependiente dij(z) = h
r
ij(z). En primer lugar consideramos el caso
supercr´ıtico, es decir, ρ > 1.
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Proposicio´n 6.4.1 Sea {Z(n)}n≥0 un PMC con control aleatorio tal que P [φ0i (z) =
0] = 1 si zi = 0 y cuya matriz l´ımite M es positivamente regular con autova-
lor de Perron-Frobenius ρ > 1. Supongamos que existen sucesiones {hc(n)}n≥1,
{r(n)/n}n≥1 y {r˜(n)/n}n≥1 no crecientes, tales que
max
1≤i≤m
|hci (z)| ≤ h
c
(z1),
∞∑
n=1
h
c
(n)
n
<∞
y para algu´n α, 1 ≤ α ≤ 2,
max
1≤i≤m
∥∥φ0i (z)− E[φ0i (z)]∥∥α ≤ r(z1), ∞∑
n=1
r(n)
n2
<∞
max
1≤i≤m
(E[φ0i (z)])
1/α ≤ r˜(z1),
∞∑
n=1
r˜(n)
n2
<∞
Entonces la sucesio´n {ρ−nZ(n)}n≥0 converge casi seguramente y en Lα a un vector
aleatorio finito y no nulo.
Demostracio´n
El resultado es consecuencia directa del Corolario 4.3.6, sin ma´s que tener en cuenta
que dij(z) = E[X
i,0,1
j (1)]h
c
i (z), la ecuacio´n (6.4) y que a partir de la desigualdad de
von Bahr-Esseen se verifica que∥∥∥∥∥∥
φni (z)∑
k=1
(Xi,n,kj (z)− E[Xi,n,kj (z)])
∥∥∥∥∥∥
α
=
E
E
∣∣∣∣∣∣
φni (z)∑
k=1
(Xi,n,kj (z)− E[Xi,n,kj (z)])
∣∣∣∣∣∣
α
|φn(z)
1/α
≤ 21/α(E[φ0i (z)])1/α‖Xi,0,1j (z)− E[Xi,0,1j (z)]‖α
Observacio´n 6.4.1 Sea {Z(n)}n≥0 un PMCD verificando (c.1). Imponiendo condi-
ciones a
(E[φ0i (z)])
1/α ‖Xi,0,1j (z)− E[Xi,0,1j (z)]‖α
y
E[Xi,0,1j (z)]
∥∥φ0i (z)− E[φ0i (z)]∥∥α
y teniendo en cuenta la desigualdad (6.4), es posible obtener un resultado similar al
anterior.
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Para deducir el correspondiente resultado para un PMD con descendencia depen-
diente, denotemos por H(z) a (hrij(z))1≤i,j≤m y por Rα(z) a (R
α
ij(z))1≤i,j≤m donde
R
α
ij(z) := ‖Xi,0,1j (z)− E[Xi,0,1j (z)]‖α.
Proposicio´n 6.4.2 Sea {Z(n)}n≥0 un PMD con descendencia dependiente tal que
la matriz l´ımite M es positivamente regular con autovalor de Perron-Frobenius ρ > 1.
Supongamos que existen sucesiones {hr(n)}n≥1 y {r(n)}n≥1 no crecientes, tales que
‖H(z)‖ ≤ hr(z1),
∞∑
n=1
h
r
(n)
n
<∞
‖Rα(z)‖ ≤ r(z1),
∞∑
n=1
r(n)
n
<∞
para algu´n α, 1 ≤ α ≤ 2. Entonces la sucesio´n {ρ−nZ(n)}n≥0 converge casi segura-
mente y en Lα a un vector aleatorio finito y no nulo.
Demostracio´n
A partir del Corolario 4.3.6 deducimos el resultado, pues el segundo sumando de la
ecuacio´n (6.4) es nulo para un PMD con descendencia dependiente y se verifica que
Rαij(z) =
(
E
[∣∣∣∣∣
zi∑
k=1
(Xi,n,kj (z)−E[Xi,n,kj (z)])
∣∣∣∣∣
α])1/α
≤
(
zα−1i
zi∑
k=1
E[|Xi,n,kj (z)− E[Xi,n,kj (z)]|α]
)1/α
= zi ‖Xi,0,1j (z)− E[Xi,0,1j (z)]‖α ≤ (z1) ‖Xi,0,1j (z)− E[Xi,0,1j (z)]‖α
Observacio´n 6.4.2 El resultado anterior extiende a los obtenidos por Klebaner
(1989a) para el estudio del comportamiento asinto´tico de un PMD supercr´ıtico.
Finalmente consideramos el caso cr´ıtico, ρ = 1, para un PMC con control aleatorio
y un PMD con descendencia dependiente.
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Proposicio´n 6.4.3 Sea {Z(n)}n≥0 un PMC con control aleatorio satisfaciendo H1,
tal que P [φ0i (z) = 0] = 1 si zi = 0 y la matriz l´ımite M es positivamente regular con
autovalor de Perron-Frobenius ρ = 1. Supongamos que existen funciones reales po-
sitivas, g(x) dos veces diferenciable con continuidad y σ2(x) diferenciable con conti-
nuidad, tales que para todo vector z no nulo y x > 0
(i) g(x) = cxα + o(xα) y g(zµ) = zD(z)µ para algu´n α < 1 y c > 0.
(ii) σ2(x) = vxβ+o(xβ) y σ2(zµ) = V ar[Z(n+1)µ|Z(n) = z] para algu´n β ≤ 1+α
y v > 0.
(iii) E[|φni (z) − E[φni (z)]|2+δ] = O((σ(zµ))2+δ) y E[φni (z)1+δ/2] = O((σ(zµ))2+δ)
para algu´n 0 < δ ≤ 1 y para cada i ∈ {1, . . . ,m}.
Adema´s, si
(iv) max1≤i≤m |hci (z)| = O((zµ)δ1−1) para alguna constante δ1 < 1
(v) Para alguna constante δ2< 1 y para algu´n α˜, 1 ≤ α˜≤ 2, max1≤i≤m(E[φni (z)])1/α˜
= O((zµ)δ2) y max1≤i≤m ‖φni (z)− E[φni (z)]‖α˜ = O((zµ)δ2)
entonces se verifican los enunciados del Corolario 5.3.3.
Proposicio´n 6.4.4 Sea {Z(n)}n≥0 un PMD con descendencia dependiente satis-
faciendo H1, tal que la matriz l´ımite M es positivamente regular con autovalor de
Perron-Frobenius ρ = 1. Supongamos que existen funciones reales positivas, g(x) dos
veces diferenciable con continuidad y σ2(x) diferenciable con continuidad, tales que
para todo vector z no nulo y x > 0
(i) g(x) = cxα + o(xα) y g(zµ) = zH(z)µ para algu´n α < 1 y c > 0.
(ii) σ2(x) = vxβ+o(xβ) y σ2(zµ) = V ar[Z(n+1)µ|Z(n) = z] para algu´n β ≤ 1+α
y v > 0.
(iii) E[|Xi,0,1(z)µ − E[Xi,0,1(z)µ]|2+δ] = O((σ(zµ))2+δ(zµ)−(2+δ)) para algu´n 0 <
δ ≤ 1 y para cada i ∈ {1, . . . ,m}.
Adema´s, si
(iv) ‖H(z)‖ = O((zµ)δ1−1) para alguna constante δ1 < 1
(v) ‖Rα˜(z)‖ = O((zµ)δ2−1) para alguna constante δ2 < 1 y 1 ≤ α˜ ≤ 2
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entonces se verifican los enunciados del Corolario 5.3.3.
Omitimos las pruebas de los resultados por ser ana´logas a las desarrolladas anterior-
mente, sin ma´s que aplicar el Corolario 5.3.3.
Observacio´n 6.4.3 El resultado anterior extiende a los obtenidos por Klebaner
(1991) para el estudio del comportamiento asinto´tico de un PMD cr´ıtico.
Conclusiones finales y algunas
cuestiones para futura
investigacio´n
Tras la exposicio´n de los seis Cap´ıtulos precedentes, hemos estimado conveniente
establecer unas conclusiones finales en las que se resuman las principales aportaciones
realizadas en esta tesis doctoral.
Conclusiones finales
1a) Se ha introducido un nuevo modelo multitipo al que hemos denominado Pro-
ceso de Ramificacio´n Multitipo Generalizado Dependiente del Taman˜o de la Po-
blacio´n (PMG), que contiene como casos particulares adema´s de al PM ba´sico
a diferentes PM Modificados estudiados con mayor o menor profundidad en la
literatura sobre Procesos de Ramificacio´n, como por ejemplo el PMD, al igual
que a otros que no hab´ıan sido introducidos hasta el momento y de potencial
importancia pra´ctica.
2a) Tras comprobar que el PMG es una cadena de Markov homoge´nea se han
establecido resultados relativos a la comunicacio´n entre sus estados, a la clasifi-
cacio´n de los mismos y al estudio de su comportamiento l´ımite, distinguie´ndose
los casos en los que el estado nulo, 0, sea absorbente o no.
3a) Se han determinado los principales momentos condicionados asociados a un
PMG y, bajo ciertas condiciones de regularidad, se han obtenido expresiones
particulares de los mismos.
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4a) Bajo las hipo´tesis de que el estado nulo es absorbente y todo estado no nulo
transitorio se ha estudiado el problema de la extincio´n de este tipo de procesos.
Concretamente se ha planteado el problema en un contexto ma´s general, el
de las Cadenas de Markov Multitipo Homoge´neas. As´ı, se han determinado
condiciones necesarias y/o suficientes bajo las cuales una CMMH se extingue
con probabilidad uno y condiciones suficientes que garantizan la no extincio´n de
la cadena con probabilidad positiva. En todo momento se han particularizado
los resultados obtenidos para un PMG.
5a) En funcio´n del estudio realizado sobre la extincio´n de la cadena, se ha pro-
puesto una clasificacio´n de las CMMH y por tanto de los PMG, en subcr´ıtica,
cr´ıtica y supercr´ıtica, en analog´ıa con la clasificacio´n tradicional establecida
para el Proceso de Ramificacio´n Multitipo, aunque detallando claramente las
diferencias con e´sta.
6a) Se han establecido resultados relativos al comportamiento l´ımite de una CMMH
cuando se tiene asegurada una probabilidad positiva de crecimiento ilimitado
de la misma, distinguie´ndose las situaciones supercr´ıtica y cr´ıtica. As´ı, para
el primer caso, se han obtenido condiciones necesarias y/o suficientes para la
convergencia casi segura y en Lα, para 1 ≤ α ≤ 2, de la cadena conveniente-
mente normalizada hacia un vector aleatorio finito y no nulo. De este modo, se
han determinado condiciones bajo las cuales el proceso presenta un crecimiento
geome´trico. Para el caso cr´ıtico se han establecido condiciones para la conver-
gencia casi segura, en probabilidad y en distribucio´n de la cadena convenien-
temente normalizada hacia un vector aleatorio finito y no nulo, obtenie´ndose
una evolucio´n del tipo lineal. Al igual que en el problema de la extincio´n los
resultados se han particularizado para un PMG.
7a) Con el fin de poner de manifiesto la potencia de las te´cnicas desarrolladas para
el PMG, hemos aplicado los resultados obtenidos a ciertos Procesos de Ra-
mificacio´n Multitipo Modificados, casos particulares del PMG. Mas concreta-
mente, hemos considerado unos modelos que extienden al PMC y PMD y que
se encuadran dentro de un nuevo modelo de ramificacio´n al que hemos deno-
minado Proceso de Ramificacio´n Multitipo Controlado con Control Aleatorio y
Reproduccio´n Dependiente del Taman˜o de la Poblacio´n.
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De los resultados obtenidos en la investigacio´n realizada de los Procesos de Ramifi-
cacio´n Multitipo se ha derivado, hasta el presente momento, la siguiente produccio´n
cient´ıfica:
Publicaciones
• Gonza´lez, M., Mart´ınez, R. and Mota, M. “Parametric Bayesian estimation for
Multitype Galton-Watson Branching Process” Preprint no 79, Departamento
de Matema´ticas, Universidad de Extremadura, 2003.
• Gonza´lez, M., Mart´ınez, R. and Mota, M. “A note on the asymptotic behaviour
of a periodic Multitype Galton-Watson Branching Process” Preprint no 80,
Departamento de Matema´ticas, Universidad de Extremadura, 2003.
• Gonza´lez, M., Mart´ınez, R. and Mota, M. “Multitype Population Size De-
pendent Branching Process with Dependent Offspring” Preprint no 81, De-
partamento de Matema´ticas, Universidad de Extremadura, 2003.
Comunicaciones presentadas en reuniones cient´ıficas
• Gonza´lez, M., Mart´ınez, R. and Molina, M. “Almost sure convergence for some
functionals of periodic Multitype Galton-Watson Branching Processes”. 27th
Conference on Stochastic Processes and their Applications. Cambridge, Reino
Unido, Julio 2001.
• Gonza´lez, M., Mart´ınez, R. and Molina, M. “Estimacio´n Bayesiana no pa-
rame´trica en Procesos de Ramificacio´n de Galton-Watson Multitipo”. VIII
Congreso Latinoamericano de Probabilidad y Estad´ıstica Matema´tica. La Ha-
bana, Cuba, Noviembre 2001.
• Gonza´lez, M., Mart´ınez, R. and Mota, M. “Parametric Bayesian estimation
for Multitype Galton-Watson Branching Processes”. 24th European Meeting
of Statisticians and 14th Prage Conference on Information Theory, Statistical
Decision Functions and Random Processes. Praga, Repu´blica Checa, Agosto
2002.
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• Gonza´lez, M., Mart´ınez, R. and Mota, M. “Multitype Population Size De-
pendent Branching Processes with Dependent Offspring: Extinction Problem”.
XXIII International Seminar on Stability Problems for Stochastic Model and
Seminar on Statitical Data Analysis. Pamplona, Espan˜a, Mayo 2003.
• Gonza´lez, M., Mart´ınez, R. and Mota, M. “Multitype Population Size De-
pendent Branching Processes with Dependent Offspring: The Limiting Beha-
viour”. 54th ISI Session. Berl´ın, Alemania, Agosto 2003.
• Gonza´lez, M., Hull, D., Mart´ınez, R. and Mota, M. “A Bisexual Bidimensio-
nal Branching Process in a genetic context”. 2nd International Conference on
Mathematical Ecology. Alcala´ de Henares, Espan˜a, Septiembre 2003.
Algunas cuestiones para futura investigacio´n
En todo trabajo de investigacio´n y, en particular en el realizado en esta tesis doctoral,
siempre quedan una serie de problemas abiertos para futura investigacio´n. En este
sentido, finalizaremos esta memoria comentando brevemente, algunas de las cues-
tiones surgidas como consecuencia de la investigacio´n realizada y cuyo estudio consi-
deraremos a corto y medio plazo.
1a) Cuestiones derivadas del estudio realizado sobre el problema
de la extincio´n
Como hemos sen˜alado en el Cap´ıtulo 3, y a diferencia de lo que ocurre para el PM ,
una CMMH supercr´ıtica puede extinguirse casi seguramente (ve´ase Ejemplo 3.4.1).
Adema´s, para una cadena cr´ıtica su comportamiento es variado, pudie´ndose extinguir
con probabilidad uno o existir una probabilidad positiva de no extincio´n. Por ello,
con el fin de completar el estudio realizado, ser´ıa una cuestio´n de intere´s determinar
otras condiciones suficientes para la extincio´n casi segura de la cadena as´ı como para
garantizar su supervivencia. En este sentido, el estudio de las funciones generatrices
de probabilidad de transicio´n puede ser de gran importancia. Asimismo, en los casos
cr´ıtico y supercr´ıtico, sera´ importante desde un punto de vista pra´ctico tratar de
determinar exactamente el valor de la probabilidad de extincio´n.
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2a) Cuestiones derivadas del estudio realizado sobre el compor-
tamiento l´ımite del proceso
A continuacio´n exponemos algunas cuestiones para futura investigacio´n relacionadas
con el comportamiento asinto´tico de una CMMH, {Z(n)}n≥0, atendiendo al valor
de P [Z(n)→ 0] y a que el estado nulo 0 sea absorbente o no.
(i) El estado 0 es absorbente y P [Z(n)→ 0] < 1.
Suponiendo que 0 es un estado absorbente y que P [‖Z(n)‖ → ∞] > 0, hemos es-
tudiado el comportamiento asinto´tico de la CMMH {Z(n)}n≥0 convenientemente
normalizada, distinguiendo los casos supercr´ıtico y cr´ıtico. En ambas situaciones,
dicho estudio ha dependido de la existencia de un vector µ ∈ Rm+ tal que
rµ = lim
‖z‖→∞
E[Z(n+ 1)µ|Z(n) = z]
zµ
≥ 1
Adema´s, hemos considerado que
E[Z(n+ 1)|Z(n) = z] = zM + o(‖z‖)
siendo M una matriz positivamente regular. Una cuestio´n de intere´s sera´ analizar
este problema cuando la matrizM sea perio´dica o reducible y determinar condiciones
bajo las cuales dicho estudio no dependa de la existencia del vector µ.
Por otra parte, para el caso supercr´ıtico, hemos obtenido condiciones para la conver-
gencia en Lα, 1 ≤ α ≤ 2, de la sucesio´n {W˜ (n)}n≥0, siendo W˜ (n) = r−nµ Z(n), a un
vector aleatorio W˜ finito y no nulo, que esta´ relacionado con la variable l´ımite W de
la sucesio´n {W (n)}n≥0 con W (n) = r−nµ Z(n)µ. Para dichos l´ımites se verifica que
{‖W˜‖ > 0} = {W > 0} ⊆ {‖Z(n)‖ → ∞}
Una cuestio´n de intere´s sera´ determinar condiciones que garanticen la igualdad casi
segura de estos conjuntos.
Adema´s, si consideramos la sucesio´n {W (n)}n≥0 definida de la forma W (n) :=
υ−1n Z(n)µ donde
υ0 := 1, υn+1 := τZ(n)υn, n ≥ 0
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siendo τZ(n) := (Z(n)µ)
−1E[Z(n + 1)µ|Z(n)] si Z(n) 6= 0 y τ0 cualquier constante
positiva, es fa´cil probar que {W (n)}n≥0 es una martingala con respecto a {Fn}n≥0,
siendo, como es habitual, Fn = σ(Z(0), . . . , Z(n)), n ≥ 0. En efecto:
E[W (n+ 1)|Fn] = 1
τZ(n)υn
E[Z(n+ 1)µ|Z(n)] c.s.
Si Z(n) = 0, entonces E[W (n + 1)|Fn] = 0 = W (n). En otro caso, es decir si
Z(n) 6= 0, entonces
E[W (n+ 1)|Fn] = E[Z(n+ 1)µ|Z(n)]
(Z(n)µ)−1E[Z(n+ 1)µ|Z(n)]υn =W (n)
En consecuencia se deduce que {W (n)}n≥0 converge casi seguramente a una variable
W finita y no negativa. Una cuestio´n interesante, es estudiar condiciones que ga-
ranticen que W sea no degenerada en cero (para ello probablemente sera´ necesario
estudiar la convergencia en Lα, 1 ≤ α ≤ 2) as´ı como la relacio´n existente entre las
variables aleatorias l´ımite W y W e investigar si se verifican las siguientes igualdades
{W > 0} = {W > 0} = {‖Z(n)‖ → ∞} c.s.
(ii) El estado 0 es absorbente y P [Z(n)→ 0] = 1.
Ana´logamente al estudio realizado para el PM por Joffe & Spitzer (1967), se puede
investigar el comportamiento asinto´tico de la cadena {Z(n)}n≥0, convenientemente
normalizada, dado que ‖Z(n)‖ > 0, distinguie´ndose los casos subcr´ıtico, cr´ıtico e
incluso, la situacio´n supercr´ıtica.
(iii) El estado 0 no es absorbente.
Si el estado 0 no es absorbente, es interesante determinar el comportamiento asinto´-
tico de la CMMH. A continuacio´n, investigamos dicho comportamiento para el
caso subcr´ıtico, quedando pendientes los casos cr´ıtico y supercr´ıtico. En este sentido
hemos obtenido unos primeros resultados que exponemos a contiuacio´n:
Proposicio´n 1 Sea {Z(n)}n≥0 una CMMH y µ ∈ Rm+ tal que
lim sup
‖z‖→∞
E[Z(n+ 1)µ|Z(n) = z]
zµ
< 1
entonces se verifica que
lim sup
n→∞
E[Z(n)µ] <∞
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Demostracio´n
Si µ ∈ Rm+ satisface las hipo´tesis de la proposicio´n, entonces existen constantes posi-
tivas r y N tales que r < 1 y
E[Z(n+ 1)µ|Z(n) = z] ≤ r(zµ) si ‖z‖ > N
Si denotamos por C := maxz:‖z‖≤N E[Z(n+ 1)µ|Z(n) = z], deducimos que
E[Z(n+ 1)µ|Z(n) = z] ≤ r(zµ) + C para todo z ∈ Nm0
y por tanto
E[Z(n+ 1)µ] = E[E[Z(n+ 1)µ|Z(n)]] ≤ rE[Z(n)µ] + C, n ≥ 0
Realizando un proceso iterativo y considerando Z(0) = z(0) ∈ Nm0 , obtenemos que
E[Z(n+ 1)µ] ≤ A
n+1∑
k=0
rk, n ≥ 0
siendo A := max{z(0)µ,C}. Dado que r < 1 concluimos la demostracio´n.
Teorema 2 Sea {Z(n)}n≥0 una CMMH irreducible y aperio´dica, siendo el estado
0 no absorbente y µ ∈ Rm+ tal que
lim sup
‖z‖→∞
E[Z(n+ 1)µ|Z(n) = z]
zµ
< 1
entonces {Z(n)}n≥0 es recurrente positiva. Adema´s, dicha sucesio´n converge en dis-
tribucio´n a un vector aleatorio Z no negativo, finito y no degenerado.
Demostracio´n
Dado que {Z(n)}n≥0 es una CMMH irreducible y aperio´dica, sera´ suficiente probar
que la cadena es recurrente positiva, pues en dicho caso {Z(n)}n≥0 convergera´ en
distribucio´n a un vector no negativo, finito y no degenerado, siendo su distribucio´n
de probabilidad la distribucio´n estacionaria de la cadena (ve´ase Grimmett & Stirzaker
(1992)).
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En virtud de la Proposicio´n 1 se verifica que
lim sup
n→∞
E[Z(n)µ] <∞
Por otro lado, si {Z(n)}n≥0 no es recurrente positiva, entonces limn→∞ p(n)zz˜ = 0 para
todo z, z˜ ∈ Nm0 , donde p(n)zz˜ = P [Z(n) = z˜|Z(0) = z]. Supongamos que Z(0) = z(0) ∈
Nm0 . Entonces se verifica para todo N > 0 que
lim sup
n→∞
E[Z(n)µ] ≥ lim sup
n→∞
∑
z:zµ≥N
(zµ)p
(n)
z(0)z
≥ N lim sup
n→∞
∑
z:zµ≥N
p
(n)
z(0)z
= N
1− ∑
z:zµ<N
lim sup
n→∞
p
(n)
z(0)z
 = N
obtenie´ndose una contradiccio´n y por tanto el resultado.
Observacio´n 1 Para un PMG cuyo estado 0 no sea absorbente, la Proposicio´n 2.3.7
y la Observacio´n 2.3.4, proporcionan condiciones suficientes para que la cadena sea
irreducible y aperio´dica.
Ejemplo 1 Sea {Z(n)}n≥0 un PMG tal que la reproduccio´n de individuos de dife-
rentes tipos se desarrolla de manera independiente, es decir para cada z ∈ Nm0 , los
vectores {Y i,0(z) : i = 1, . . . ,m} son independientes. Adema´s, si en la poblacio´n co-
existen z individuos, consideramos para cada tipo i ∈ {1, . . . ,m} el siguiente esquema
de reproduccio´n: el nu´mero total de descendientes del grupo de individuos del tipo i
es zi con probabilidad q, 0 < q < 1, se incrementa en una unidad con probabilidad
p, 0 < p < 1, se reduce en una unidad con probabilidad s, 0 < s < 1 o´ finalmente,
no se genera descendencia con probabilidad t, 0 < t < 1, siendo q + p + s + t = 1 e
independientes de i. Matema´ticamente, se puede expresar como
Y i,0(z)1 =

zi + 1 con probabilidad p
zi con probabilidad q
max{0, zi − 1} con probabilidad s
0 con probabilidad t
Finalmente, el nu´mero de individuos de cada tipo i ∈ {1, . . . ,m} es determinado
mediante un reparto multinomial con probabilidades {pij : j = 1, . . . ,m} tal que
pij > 0 para todo j ∈ {1, . . . ,m} y
∑m
j=1 pij = 1.
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En esta situacio´n, para todo i, j ∈ {1, . . . ,m} y z ∈ Nm0 , si denotamos por Ai := {z˜ :
z˜i > 0}, obtenemos que
E[Y i,0j (z)] = p(zi + 1)pij + qzipij + s(zi − 1)IAi(z)pij
y por tanto
E[Y i,0(z)1] = p(zi + 1) + qzi + s(zi − 1)IAi(z)
Eligiendo µ = 1 y dado que t > 0, se verifica que
lim
‖z‖→∞
E[Z(n+ 1)µ|Z(n) = z]
zµ
= lim
‖z‖→∞
p(z1+m) +q(z1) + s
[
m∑
i=1
(zi − 1)IAi(z)
]
z1
= p+ q + s < 1
y por tanto el PMG, {Z(n)}n≥0, es subcr´ıtico. Adema´s, el espacio de estado es Nm0 ,
0 es un estado no absorbente pues p > 0 y se satisfacen las hipo´tesis H1, H2 y H3
pues s, p, q, pij > 0 para todo i, j ∈ {1, . . . ,m}. As´ı, en virtud de la Proposicio´n 2.3.7
y la Observacio´n 2.3.4, la cadena es irreducible y aperio´dica. Aplicando el teorema
anterior, concluimos que {Z(n)}n≥0 converge en distribucio´n a un vector aleatorio no
degenerado.
3a) Cuestiones relativas a las hipo´tesis del modelo
En este trabajo de investigacio´n hemos considerado Procesos Multitipo en tiempo
discreto y con un nu´mero finito de tipos. En este sentido sera´ de intere´s estudiar Pro-
cesos de Ramificacio´n Multitipo Modificados con una cantidad numerable de tipos,
como por ejemplo lo considera Moy (1967) para el PM . Por otro lado, es interesante
desde un punto de vista pra´ctico, considerar tambie´n el estudio de Procesos de Ra-
mificacio´n Multitipo Modificados en tiempo continuo, intentando desarrollar en este
caso una teor´ıa global bajo el esquema seguido para el caso discreto, tomando como
referencia el trabajo de Klebaner (1994).
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4a) Desarrollo de las potenciales aplicaciones de los Procesos
Multitipos Modificados
Como se comento´ en la Introduccio´n General, los Procesos de Ramificacio´n, aparte de
su intere´s teo´rico tienen tambie´n una importante dimensio´n aplicada. En concreto, el
PM ha sido un modelo ampliamente utilizado en mu´ltiples situaciones pra´cticas, tales
como en la descripcio´n de choques de part´ıculas en F´ısica (ve´ase Scott & Uhlenbeck
(1942)), el crecimiento de una poblacio´n humana en Demograf´ıa (ve´anse Bartlett
(1946) y Leslie (1948)), la consideracio´n de distintos ha´bitat de una especie biolo´gica
(ve´ase Pollak (1964)), el estudio en Gene´tica de distintos alelos que posibilitan la
formacio´n de genotipos (ve´ase Karlin (1966)) o´ en el control de epidemias (ve´ase
Becker (1976)). Una revisio´n reciente de aplicaciones de los Procesos de Ramificacio´n
en general dentro del a´mbito biolo´gico puede verse en Pakes (2003). En este sentido,
los modelos propuestos en el Cap´ıtulo 6 (casos particulares del PMG) tienen una
potencial aplicacio´n pra´ctica por desarrollar.
Por otro lado, en situaciones con poblaciones animales, un modelo que contemple el
mecanismo sexual de reproduccio´n es apropiado para la descripcio´n de la evolucio´n
de las mismas. As´ı, el PM bisexual ha sido aplicado en situaciones pra´cticas muy
particulares (ve´ase Hull (1998), Karlin & Kaplan (1973) o´ Mode (1972)). Con el
fin de estudiar nuevos modelos multitipo bisexuales, he realizado una estancia en el
Department of Mathematics and Computer Science de la Universidad de Valparaiso
(Indiana, Estados Unidos) con el Prof. David M. Hull. Como fruto del trabajo reali-
zado, hemos planteado un Proceso de Ramificacio´n Multitipo Bisexual en un contexto
gene´tico, el cual describe la evolucio´n de un gen asociado al sexo. Un primer tra-
bajo al respecto, titulado “A bidimensional bisexual branching process in a genetic
context”, ha sido presentado en la 2nd International Conference on Mathematical
Ecology celebrado en Alcala´ de Henares en Septiembre de 2003. En este trabajo se
ha considerado la posibilidad de que el gen este´ asociado so´lo al cromosoma Y , es de-
cir, a los machos de la poblacio´n, quedando abierto el estudio de otras combinaciones
factibles. Siguiendo esta l´ınea de investigacio´n consideramos muy interesante desar-
rollar teo´ricamente, de manera general, el PM bisexual introducido en el Cap´ıtulo
2.
Ape´ndice A
Resultados auxiliares
Lema A.1 Para todo x > −1 y 0 ≤ δ ≤ 1 se verifica que
log(1 + x) ≤ x− x
2
2
+
|x|2+δ
2
Demostracio´n
En efecto, para x ≥ 1 la desigualdad es cierta pues log(x+1) ≤ x y x2 ≤ |x|2+δ. Por
otro lado, si x < 1, desarrollando log(x+ 1) en serie de potencias se obtiene que
log(1 + x) = x− x
2
2
+
∞∑
n=3
(−1)n+1 x
n
n
y por tanto sera´ suficiente probar que
∞∑
n=3
(−1)n+1 x
n
n
≤ |x|
2+δ
2
lo cual es inmediato para −1 < x ≤ 0. Por otro lado, para 0 < x < 1, se verifica que
∞∑
n=3
(−1)n+1 x
n
n
≤
(
∞∑
n=3
(−1)n+1 1
n
)
x2+δ =
(
log 2− 1
2
)
x2+δ ≤ x
2+δ
2
concluyendo as´ı la demostracio´n.
Lema A.2 (Kersting (1986)) Sean 0 < δ ≤ 1, α > 0, x ≥ 3 y h > 3 − x. Si
denotamos por f(x) := (log x)−α, se verifica para alguna constante C > 0 que
f(x+ h) ≤ f(x) + f ′(x)h+ 1
2
f ′′(x)h2 + C
|h|2+δ
x2+δ(log x)α+1
+ I(−∞,−2h](x)
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Demostracio´n
Dado que f(x+h) ≤ 1, la desigualdad es cierta si h ≤ −x/2, pues todos los te´rminos
de la suma son positivos e I(−∞,−2h](x) = 1. Por otro lado, si h > −x/2, para cada
C > 0 definimos la funcio´n
k(h) := f(x) + f ′(x)h+
1
2
f ′′(x)h2 + C
|h|2+δ
(log x)α+1x2+δ
− f(x+ h)
Bastara´ probar que k(h) ≥ 0 para todo h > −x/2. Se verifica que k(0) = k′(0) =
k′′(0) = 0 y para todo h 6= 0
k′′′(h) = Cδ(1 + δ)(2 + δ)
I[0,∞)(h)− I(−∞,0)(h)
x3(log x)α+1
|h|δ−1
xδ−1
− f ′′′(x+ h)
Dado que k(0) = 0, sera´ suficiente demostrar que k(h) es una funcio´n convexa. En
efecto, para h > 0 como f ′′′(x) ≤ 0, obtenemos que k′′′(h) ≥ 0. Adema´s como
0 < δ ≤ 1, si elegimos C > 0 suficientemente grande, se verifica que k′′′(h) ≤ 0 si
h < 0 y por tanto k′′(h) ≥ 0, pues k′′(0) = 0, concluye´ndose as´ı la demostracio´n.
Lema A.3 (Klebaner (1984)) Sea f(x) una funcio´n positiva, no creciente sobre R+
tal que xf(x) es no decreciente y
∞∑
n=1
n−1f(n) <∞
Sea {an} una sucesio´n de nu´meros positivos tal que para todo n ≥ 0 y para algu´n
b > 1 se satisface la siguiente relacio´n:
|an+1 − an| ≤ anf(anbn)
Entonces se verifica:
(i) limn→∞ an = a <∞
(ii) Existe un valor z0, que depende so´lo de la funcio´n f(x) y de b, tal que si a0 > z0,
entonces a > 0.
Lema A.4 Sea f(x) una funcio´n positiva para x ≥ 1 tal que x−1f(x) es no creciente
y adema´s
∫∞
1
x−2f(x)dx < ∞. Entonces existe una funcio´n no decreciente fˆ(x),
verificando que fˆ(x) ≥ f(x), x−1fˆ(x) es no creciente, ∫∞
1
x−2fˆ(x)dx <∞ y fˆ(x) es
co´ncava en R+.
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Observacio´n A.1 En la demostracio´n de este Lema, que aparece en Klebaner
(1985), se define expl´ıcitamente la funcio´n fˆ(x), mediante la expresio´n
fˆ(x) := I[0,1)(x)f(1)x+ I[1,∞)(x)
(
f(1) +
∫ x
1
t−1f(t)dt
)
(A.1)
Lema A.5 (Klebaner (1985)) Sea {an}n≥0 una sucesio´n de constantes reales tal que
{|an|}n≥0 es no creciente y
∑∞
n=1 n
−1|an| < ∞. Entonces existe una funcio´n a(x)
positiva, no creciente tal que |an| ≤ a(n) para todo n, xa(x) es no decreciente, co´ncava
y
∑∞
n=1 n
−1a(n) <∞.
Demostracio´n
Sea
b(x) := I[0,1)(x)|a1|+ I[1,∞)(x)|a[x]| (A.2)
donde por [x] denotamos al mayor entero menor o igual que x. Se comprueba
fa´cilmente que b(x) es una funcio´n positiva y no creciente. Adema´s,∫ ∞
1
x−1b(x)dx =
∫ ∞
1
(
x−1
∞∑
n=1
|an|I[n,n+1)(x)
)
dx
=
∞∑
n=1
∫ n+1
n
x−1|an|dx ≤
∞∑
n=1
n−1|an| <∞
De este modo la funcio´n xb(x) satisface las condiciones del Lema A.4 y por tanto
existe una funcio´n c(x) no decreciente, tal que c(x) ≥ xb(x), x−1c(x) es no creciente,∫∞
1
x−2c(x)dx <∞ y c(x) es co´ncava en R+. Luego si definimos a(x) := x−1c(x), se
verifica que |an| ≤ a(n) para todo n, xa(x) es co´ncava y
∑∞
n=1 n
−1a(n) <∞.
Lema A.6 Sea {an}n≥1 una sucesio´n de nu´meros reales positivos no creciente. Si
definimos
f(x) := a1I[0,1)(x) + a[x]I[1,∞)(x)
entonces la funcio´n
h(x) :=
(
f(1) +
∫ x1/α
1
f(t)dt
)α
es co´ncava en x > 1, cualquiera que sea 1 ≤ α ≤ 2.
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Demostracio´n
Sea α, 1 ≤ α ≤ 2. Se verifica que
h(x) =
{
xaα1 si 1 < x < 2
α(
a1 +
∑n−1
k=1 ak + an(x
1/α − n)
)α
si nα ≤ x < (n+ 1)α, n ≥ 2
Obviamente h(x) es co´ncava para 1 < x < 2α. Para nα ≤ x < (n + 1)α, n ≥ 2, se
tiene que
h′′(x)=
(α− 1)anx(1−2α)/α
α
(
a1 +
∑n−1
k=1 ak + an(x
1/α − n)
)1−α
(
anx
1/α
a1 +
∑n−1
k=1 ak + an(x
1/α − n) − 1
)
es no positivo, pues {an}n≥1 es una sucesio´n de nu´meros reales positivos no creciente
y por tanto
nan ≤ a1 +
n−1∑
k=1
ak
Para concluir probemos que h′−(n
α) ≥ h′+(nα), n ≥ 2, donde h′−(x0) y h′+(x0)
indican, respectivamente, las derivadas de h(x) por la izquierda y por la derecha
evaluadas en x0. En efecto
h′−(n
α) = an−1
(
a1 +
n−1∑
k=1
ak
)α−1
n1−α ≥ an
(
a1 +
n−1∑
k=1
ak
)α−1
n1−α = h′+(n
α)
Observacio´n A.2 En virtud del Lema A.6, concluimos que la funcio´n a(x) obtenida
en el Lema A.5 verifica para todo 1 ≤ α ≤ 2 que xaα(x1/α) es co´ncava en x > 1, pues
a partir de las igualdades (A.1) y (A.2), obtenemos que
xaα(x1/α) =
(
b(1) +
∫ x1/α
1
b(t)dt
)α
Lema A.7 Sea {an}n≥1 una sucesio´n de constantes reales tal que {|an|/n}n≥1 es
no creciente y
∑∞
n=1 n
−2|an| < ∞. Entonces existe una funcio´n a(x) positiva, no
decreciente tal que |an| ≤ a(n) para todo n, x−1a(x) es no creciente,
∑∞
n=1 n
−2a(n) <
∞ y para todo 1 ≤ α ≤ 2 las funciones a(x) y aα(x1/α) son co´ncavas en x > 1.
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Demostracio´n
Aplicando el Lema A.4 a la funcio´n
b(x) := x
(
I[0,1)(x)|a1|+ I[1,∞)(x)[x]−1|a[x]|
)
garantizamos la existencia de una funcio´n a(x) no decreciente, co´ncava en R+, tal
que b(x) ≤ a(x), x−1a(x) es no creciente y ∫∞
1
x−2a(x)dx < ∞. Adema´s, en virtud
de la igualdad (A.1), obtenemos que
a(x) = xb(1)I[0,1)(x) +
(
b(1) +
∫ x
1
t−1b(t)dt
)
I[1,∞)(x)
y por tanto si x > 1 se verifica, cualquiera que sea α, 1 ≤ α ≤ 2, que
aα(x1/α) =
(
b(1) +
∫ x1/α
1
t−1b(t)dt
)α
Basta aplicar el Lema A.6 a la sucesio´n {|an|/n}n≥0, para obtener que aα(x1/α) es
co´ncava para x > 1.
Lema A.8 Sea f(x) una funcio´n de R en R0 no creciente. Entonces para cualquier
δ > 1 y c > 0, se verifica que
∞∑
n=1
f(cδn) <∞ si y so´lo si
∞∑
n=1
n−1f(n) <∞
Demostracio´n
Teniendo en cuenta el criterio de la integral para la convergencia de series
∞∑
n=1
f(cδn) <∞ si y so´lo si
∫ ∞
1
f(cδx)dx <∞
realizando el cambio t = cδx, tenemos que∫ ∞
1
f(cδx)dx <∞ si y so´lo si
∫ ∞
cδ
f(t)
t
dt <∞
y aplicando de nuevo el criterio de la integral se concluye el resultado.
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Corolario A.9 Sea f(x) una funcio´n de R en R0 no creciente, tal que
∑∞
n=1 n
−1f(n)
<∞. Si {an}n≥0 es una sucesio´n de constantes positivas con l´ımite a > 0, entonces∑∞
n=1 anf(anδ
n) <∞ para cualquier δ > 1.
Demostracio´n
Sea ε > 0, tal que a − ε > 0. Por ser {an}n≥0 una sucesio´n convergente existe un
n0 ∈ N tal que si n ≥ n0 entonces |an − a| ≤ ε. En consecuencia, tenemos que
∞∑
n=n0
anf(anδ
n) ≤
∞∑
n=n0
(a+ ε)f((a− ε)δn)
Esta u´ltima serie es convergente, sin ma´s que aplicar el Lema A.8.
Lema A.10 (Klebaner (1989a)) Sean {an}n≥0 y {bn}n≥0 sucesiones de nu´meros
reales no negativos tales que
an+1 < can + bn, n ≥ 0
donde 0 < c < 1. Si
∑∞
n=0 bn <∞, entonces
∑∞
n=0 an <∞.
Lema A.11 (Klebaner (1989c)) Para cualquier 0 ≤ k < 2, x ≥ −1, se verifica que
(1 + x)k = 1 + kx+O(x2)
Lema A.12 (Klebaner (1989c)) Sean f(z) y g(z) funciones de Rm0 en R0 tales
que f(z) es acotado sobre conjuntos acotados, g(z) converge a ∞ si ‖z‖ → ∞ y
lim sup‖z‖→∞ f(z)/g(z) = C < ∞. Sea {Zn}n≥0 una sucesio´n de vectores aleato-
rios m-dimensionales, no negativos tales que Zn1 converge en probabilidad a ∞ y
E[g(Zn)] <∞ para todo n ≥ 0. Entonces
lim sup
n→∞
E[f(Zn)]
E[g(Zn)]
≤ C
Teorema A.13 (Teorema de Slutsky) Si {Xn}n≥1 e {Yn}n≥1 son sucesiones de va-
riables aleatorias definidas sobre el mismo espacio de probabilidad y tales que Xn−Yn
converge en probabilidad a 0 e Yn converge en distribucio´n a la variable aleatoria Z,
entonces Xn converge en distribucio´n a Z.
Como consecuencias de este resultado se tiene que:
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(i) Si {Xn}n≥0, {Yn}n≥0 y {Zn}n≥0 son sucesiones de variables aleatorias defini-
das sobre el mismo espacio de probabilidad y tales que Xn converge en distri-
bucio´n a X, Yn, Zn convergen en probabilidad a constantes finitas a, b respec-
tivamente, entonces XnYn + Zn converge en distribucio´n a la variable aX + b.
(ii) Sean a, b, an, bn, n≥ 1, constantes finitas tales que limn→∞ an= a, limn→∞ bn=
b y sea {Xn}n≥1 una sucesio´n de variables aleatorias tal que Xn converge en
distribucio´n a X. Entonces anXn + bn converge en distribucio´n a la variable
aX + b.
Las demostraciones pueden verse en Chow & Teicher (1997), pa´g. 272.
Ape´ndice B
Matrices cuadradas no
negativas
En este Ape´ndice enumeramos algunas propiedades algebraicas de las matrices cua-
dradas. En primer lugar damos las siguientes definiciones:
Definicio´n B.1 Se dice que la matriz cuadrada M = (mij)1≤i,j≤m de orden m es
no negativa si mij ≥ 0 para todo ı´ndice i, j ∈ {1, . . . ,m}.
Definicio´n B.2 Se dice que la matriz cuadrada M de orden m, no negativa, es
irreducible si para cada par de ı´ndice i, j ∈ {1, . . . ,m} existe n = n(i, j) ∈ N tal que
mnij > 0, siendo m
(n)
ij el coeficiente (i, j) de la matriz M
n. En caso contrario se dice
que M es reducible.
Adema´s, una matriz irreducible se dice positivamente regular si n no depende de los
ı´ndices i, j ∈ {1, . . . ,m}.
Se verifican los siguientes resultados:
Teorema B.1 (Teorema de Perron-Frobenius) Toda matriz M irreducible tiene un
autovalor ρ real positivo de mo´dulo ma´ximo (autovalor de Perron-Frobenius), es decir
tal que cualquier otro autovalor λ de M satisface que |λ| ≤ ρ. Adema´s, existen
autovectores izquierdo, ν, y derecho, µ, asociados al autovalor ρ cuyas coordenadas
son todas no nulas.
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Si M es positivamente regular, entonces ρ tiene multiplicidad uno y |λ| < ρ para
cualquier otro autovalor λ de M . Adema´s es posible elegir autovectores izquierdo y
derecho ν y µ asociados al autovalor de Perron-Frobenius tales que ν1 = 1, νµ = 1 y
de modo que para todo n ≥ 1 se verifica que
Mn = ρnµν +O(αn)
para algu´n 0 < α < ρ.
La demostracio´n puede verse en Seneta (1981), junto a una completa exposicio´n sobre
este tema.
Lema B.2 Sea M una matriz positivamente regular y µ(1), . . . , µ(m) una base de
autovectores derechos y autovectores generalizados derechos asociados a M , tal que
µ(1) = µ ∈ Rm+ es un autovector derecho asociado al autovalor de Perron-Frobenius
ρ. Si ν ∈ Rm+ es el autovector izquierdo de M asociado a ρ tal que νµ = 1, entonces
νµ(i) = 0 para todo i ∈ {2, . . . ,m}.
Demostracio´n
Dado que ν es un autovector izquierdo asociado a ρ, se verifica que
νM = ρν
Como la matriz M es positivamente regular, el autovalor ρ tiene multiplicidad uno y
cualquier otro autovalor r deM , satisface que |r| < ρ. Supongamos que r es un auto-
valor de multiplicidad s ≥ 1 y con autovectores derechos generalizados µ(i1), . . . , µ(is),
es decir
Mµ(i1) = rµ(i1), Mµ(it) = rµ(it) + µ(it−1) para t ∈ {2, . . . , s}
Probemos el enunciado por induccio´n en t ∈ {1, . . . , s}. Para t = 1 se verifica que
ρνµ(i1) = νMµ(i1) = rνµ(i1)
y por tanto νµ(i1) = 0 pues |r| < ρ. Si t ∈ {2, . . . , s}, aplicando la hipo´tesis de
induccio´n, obtenemos que
ρνµ(it) = νMµ(it) = rνµ(it) + νµ(it−1) = rνµ(it)
y el resultado queda probado.
Ape´ndice C
Ecuaciones Estoca´sticas en
Diferencias
En este Ape´ndice exponemos los resultados relativos al comportamiento asinto´tico de
sucesiones de variables aleatorias que verifican determinadas ecuaciones estoca´sticas
en diferencias. Dichos resultados han sido obtenidos por Keller et al. (1987) y
Kersting (1992).
Teorema C.1 (Kersting (1992)) Sea {Xn}n≥0 una sucesio´n de variables aleatorias
reales definidas sobre (Ω,A, P ). Sea {Fn}n≥0 un filtrado, es decir, una sucesio´n
creciente de sub-σ-a´lgebras de A. Supongamos que:
(A1) Xn ≥ 0 y Xn es Fn-medible para todo n ≥ 0.
(A2) Existen funciones g(x) de R en R y σ2(x) de R0 en R0 y una sucesio´n de
variables aleatorias {ξn}n≥0 tales que para todo n ≥ 0
(a) Xn+1 = Xn + g(Xn) + ξn+1 c.s.
(b) E[ξn+1|Fn] = 0 c.s.
(c) E[ξ2n+1|Fn] = σ2(Xn) c.s.
(A3) Existen constantes C > 0 y δ > 2 tales que E[|ξn+1|δ|Fn] ≤ Cσδ(Xn) casi
seguramente, para todo n ≥ 0.
Sea G(x) :=
∫ x
1
dy
g(y) , x > 1. Si se satisface que
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(A4) g(x) > 0 y es diferenciable para todo x > 0, g(x) = 0 si x < 0 y adema´s existe
una constante λ tal que
lim
x→∞
g′(x)G(x) = λ− 1
(A5) Existe una constante β˜ > 0, tal que β˜λ < 2 y
lim
x→∞
σ2(x)
g2(x)G(x)
= β˜
Entonces, se verifica que para todo x ∈ R
lim
n→∞
P
[
G(Xn)
n
≤ x|Xn →∞
]
= Γ 2
β˜
−λ+1, β˜2
(x)
siendo Γa,b(x) la funcio´n de distribucio´n asociada a una ley de probabilidad gamma
de para´metros a, b.
Teorema C.2 (Keller et al. (1987)) Sea {Xn}n≥0 una sucesio´n de variables aleato-
rias reales definidas sobre (Ω,A, P ). Sea {Fn}n≥0 un filtrado, es decir, una sucesio´n
creciente de sub-σ-a´lgebras de A. Supongamos que:
(A1) Xn ≥ 0 y Xn es Fn-medible para todo n ≥ 0.
(A2) Existen funciones g(x) de R en R y ϕ2(x) de R en R0 y una sucesio´n de variables
aleatorias {ηn}n≥0 tales que para todo n ≥ 0
(a) Xn+1 = Xn + g(Xn)(1 + ηn+1) c.s.
(b) E[ηn+1|Fn] = 0 c.s.
(c) E[η2n+1|Fn] = ϕ2(Xn) c.s.
(A3) Existen constantes C > 0 y δ > 2 tales que E[|ηn+1|δ|Fn] ≤ Cϕδ(Xn) casi
seguramente, para todo n ≥ 0.
Sea G(x) :=
∫ x
1
dy
g(y) , G
−1(x) la funcio´n inversa de G(x), ψ(x) :=
∫ x
1
ϕ2(y)
g(y) dy y
ψ̂(x) :=
∫ x
1
(ϕ2 ◦ G−1)(y)dy, para x > 1. Supongamos adema´s que se satisfacen las
siguientes hipo´tesis:
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(A4) g(x) > 0 y es dos veces diferenciable con continuidad para todo x > 0, g(x) = 0
para todo x < 0 y, adema´s, g(x) y g′(x) son co´ncavas o´ convexas en un entorno
del ∞1 y g(x) = o(x).
(A5) ϕ2(x) > 0 y es diferenciable con continuidad para todo x > 0, ϕ2(x) = 0 para
todo x < 0 y, adema´s, (ϕ2 ◦ G−1)(x) es co´ncava o´ convexa en un entorno del
∞ y ∫∞
1
y−2(ϕ2 ◦G−1)(y)dy <∞.
(A6) |g′′(x)g(x)/ϕ2(x)| es decreciente en un entorno del ∞ cuando ψ(∞) = ∞ y
|g′′(x)g(x)| es decreciente en un entorno del ∞ cuando ψ(∞) <∞.
(A7) g′(x)ψ1/2(x) = o(1).
Denotando por {an}n≥0 la sucesio´n de nu´meros reales definida recursivamente como
a0 = 1 y an+1 = an + g(an) para todo n ≥ 0, se verifica que
(i) Si ψ̂(∞) <∞, entonces a−1n Xn converge a 1 casi seguramente sobre {Xn →∞}
y (Xn − an)/g(an) converge casi seguramente sobre {Xn →∞}.
(ii) Si ψ̂(∞) = ∞, entonces, condicionado a {Xn → ∞}, a−1n Xn converge a 1 en
probabilidad y para todo x ∈ R
lim
n→∞
P
[
ψ̂−1/2(n)
Xn − an
g(an)
≤ x|Xn →∞
]
= Φ(x)
siendo Φ(x) la funcio´n de distribucio´n asociada a una ley de probabilidad normal
esta´ndar.
1Diremos que una funcio´n g(x) verifica cierta propiedad P en un entorno del ∞ si existe una
constante C > 0 tal que dicha propiedad se satisface para todo x ≥ C.
Ape´ndice D
Martingalas
Sea (Ω,A, P ) un espacio de probabilidad y {Fn}n≥0 un filtrado, es decir, una sucesio´n
creciente de sub-σ-a´lgebras de A.
Definicio´n D.1 Sea {Xn}n≥0 una sucesio´n de variables aleatorias sobre el espa-
cio de probabilidad (Ω,A, P ). Diremos que {Xn}n≥0 es una martingala respecto de
{Fn}n≥0 si se verifica:
(i) Xn es Fn-medible para todo n
(ii) E[|Xn|] <∞ para todo n
(iii) E[Xn|Fn−1] = Xn−1 c.s. (n ≥ 1)
Una supermartingala se define de forma ana´loga, excepto que (iii) se sustituye por
E[Xn|Fn−1] ≤ Xn−1 c.s. (n ≥ 1)
y una submartingala se define sustituyendo (iii) por
E[Xn|Fn−1] ≥ Xn−1 c.s. (n ≥ 1)
Teoremas de convergencia para martingalas
Teorema D.1 Si {Xn}n≥0 es una supermartingala acotada en L1, es decir,
sup
n≥0
E[|Xn|] <∞
entonces existe una variable aleatoria finita, X, tal que {Xn}n≥0 converge a X casi
seguramente.
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Teorema D.2 Sea {Xn}n≥0 una martingala en L2 . Entonces {Xn}n≥0 es L2–
acotada, es decir supn≥0E[X
2
n] <∞, si y so´lo si
∑∞
n=1 V ar[Xn −Xn−1] <∞, y en
cuyo caso {Xn}n≥0 converge casi seguramente y en L2 a una variable aleatoria finita
X.
De manera ma´s general:
Teorema D.3 Si {Xn}n≥0 es una martingala respecto de {Fn}n≥0 que satisface
∞∑
n=1
V ar[Xn −Xn−1|Fn−1] <∞,
entonces converge casi seguramente a una variable aleatoria finita.
Estos resultados, as´ı como sus demostraciones, pueden verse en Williams (1991).
Ape´ndice E
Programas de simulacio´n
En este Ape´ndice presentamos los programas utilizados para la simulacio´n de los
PMG expuestos en la memoria y que han sido realizados a trave´s del software es-
tad´ıstico y lenguaje de programacio´nR (ve´anse para mayor informacio´n, por ejemplo,
Gentleman & Ihaka (1996), Venables & Ripley (2000) o´ la web www.r-project.org).
Con el fin de simular un PMG hemos programado dos funciones, prob.tipo() y
pmg(). La funcio´n prob.tipo() genera un vector segu´n el mecanismo aleatorio
Y i,0(z), donde i denota el tipo y z el taman˜o de la poblacio´n. A partir de la funcio´n
anterior, se generan n.gen generaciones de un PMG con la funcio´n pmg() cuando el
proceso se inicia con z0 individuos.
A continuacio´n, detallamos la programacio´n de las funciones prob.tipo() y pmg()
para cada uno de los ejemplos simulados:
• Ejemplo 3.4.1: Si para cada tipo i ∈ {1, . . . ,m} denotamos por Ni al vector
(N i1, . . . , N
i
m) y por epsiloni a εi, entonces definimos la funcio´n prob.tipo()
como:
prob.tipo<-function(z,i,Ni,epsiloni){
m<-length(z)
a<-rbinom(1,1,1-epsiloni^(1/(m*sum(z))))
a*z[i]*floor((1-epsiloni^(1/(m*sum(z))))^(-1))*Ni
}
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Adema´s, si N denota a la matriz (N ij)1≤i,j≤m y epsilon al vector (ε1, . . . , εm),
a la funcio´n pmg() la programamos del siguiente modo:
pmg<-function(z0,n.gen,N,epsilon){
res<-cbind(z0)
m<-length(z0)
for(n in 1:n.gen){
z<-0
for(i in 1:m){
z<-z+prob.tipo(res[,n],i,N[i,],epsilon[i])
}
res<-cbind(res,z)
}
res
}
• Ejemplo 3.4.2: En este caso, hemos realizado los siguientes programas para
las funciones prob.tipo() y pmg():
prob.tipo<-function(z,i){
rpois(2,z[i]*((0.5*sum(z)+2)/(sum(z)+2)))
}
pmg<-function(z0,n.gen){
res<-cbind(z0)
for(n in 1:n.gen){
z<-0
for(i in 1:2){
z<-z+prob.tipo(res[,n],i)
}
res<-cbind(res,z)
}
res
}
Adema´s, en los Ejemplos 5.2.1 y 5.3.1 simulamos n.sim PMG con la funcio´n
pmg.rep() a partir de la funcio´n pmg() anterior como sigue:
pmg.rep<-function(z0,n.gen,n.sim){
res<-array(0,c(2,n.gen,n.sim))
for(j in 1:n.sim){
res[,,j]<-pmg(z0,n.gen)[,-1]
}
res
}
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• Ejemplo 3.4.3: Si a denota a una constante mayor que uno, programamos
las funciones prob.tipo() y pmg() del siguiente modo:
prob.tipo<-function(z,i,a){
t<-rpois(1,a*z[i])
b<-rbinom(1,1,0.5)
c(b*t,(1-b)*t)
}
pmg<-function(z0,n.gen,a){
res<-cbind(z0)
for(n in 1:n.gen){
z<-0
for(i in 1:2){
z<-z+prob.tipo(res[i,n],a)
}
res<-cbind(res,z)
}
res
}
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