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Abstract
Crimes in minors are a series of guardian actions or negligence by parents who endanger or pose a
dangerous threat to the child. The purpose of this study is to implement Data Mining, Association rule, and
the FP-Growth Algorithm in cases of crime of minors so that they can extract knowledge and important and
interesting information from the database. The data source used is raw data that has not been processed and
is a crime data on minors which is summarized in the form of a report from the West Sumatra Regional
Police. The results of this study are in the form of software by analyzing data collected using the FP-Growth
Algorithm and using the concept of FP-Tree development in searching for Frequent Itemset, for testing the
results carried out with applications that have been designed namely the Php programming language. The
results of testing are obtained from associations of crime cases that often occur in minors. So it can be seen
that data mining using the Fp-Growth Algorithm can be used to analyze cases of crime in minors as a
consideration for the police in order to know the ins and outs of crime in children so that it can assist the
investigation process.
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Abstrak
Kejahatan pada anak dibawah umur merupakan serangkaian tindakan wali atau kelalaian oleh orang tua
yang membahayakan atau memberikan ancaman yang berbahaya kepada anak. Tujuan penelitian ini untuk
mengimplementasikan Data Mining, Association rule, dan Algoritma FP-Growth pada kasus kejahatan
anak dibawah umur sehingga bisa mengekstrak ilmu pengetahuan serta informasi penting dan menarik dari
database. Sumber data yang digunakan merupakan data mentah yang belum diolah dan merupakan data
kejahatan pada anak di bawah umur yang dirangkup berupa laporan dari Polda Sumbar. Hasil penelitian ini
adalah berupa suatu perangkat lunak dengan menganalisa data yang dikumpulkan menggunakan Algoritma
FP-Growth dan menggunakan konsep pembangunan FP-Tree dalam mencari Frequent Itemset, untuk
pengujian hasil dilakukan dengan aplikasi yang telah dirancang yaitu bahasa pemograman Php. Hasil dari
pengujian didapatkan dari assosiasi kasus kejahatan yang sering terjadi pada anak dibawah umur. Sehingga
dapat diketahui bahwa data mining menggunakan Algoritma Fp-Growth bisa digunakan untuk menganalisa
kasus kejahatan pada anak dibawah umur sebagai bahan pertimbangan untuk pihak kepolisian agar dapat
mengetahui seluk beluk kejahatan pada anak sehingga dapat membantu proses penyidikan.
Kata kunci: Data Mining, Association Rule, Algoritma Fp-Growth, Frequent Itemset, Fp-Tree
1. Pendahuluan
Knowledge Discovery in Database (KDD) adalah proses menentukan informasi yang berguna serta
pola-pola yang ada dalam data. Informasi yang dimaksud yaitu terkandung dalam basis data yang
berukuran besar yang sebelumnya tidak diketahui dan bermanfaat [1]. Data mining adalah
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penambangan atau penemuan informasi baru dengan mencari pola atau aturan tertentu dari
sejumlah data yang sangat besar [2]. Istilah data mining dan KDD sering digunakan secara
bersamaan untuk menjelaskan proses pencarian knowledge yang tersembunyi di dalam database.
Sebenarnya kedua istilah tersebut memiliki konsep yang berbeda akan tetapi berkaitan satu sama
lainnya.
Association Rules merupakan suatu proses pada data mining untuk menentukan semua aturan
asosiatif yang memenuhi syarat minimum untuk support (minsup) dan confidence (mincof) pada
sebuah database [3]. Adapun teknik yang digunakan dalam data mining adalah metode algoritma
FP-Growth. Algoritma FP-Growth merupakan salah satu alternatif algoritma yang dapat
digunakan untuk menentukan himpunan data yang paling sering muncul (frequent itemset) dalam
sekumpulan data [4]. Algoritma FP-Growth merupakan salah satu teknik dari data mining yang
mana digunakan untuk mengidentifikasi dan mengekstraksi informasi yang bermanfaat dan
pengetahuan yang terkait dari berbagai database besar. Algoritma FP-Growth merupakan salah satu
alternatif yang dapat dimanfaatkan untuk menentukan himpunan data yang paling sering muncul
dalam sekumpulan data, karena pada algoritma FP-Growth dibutuhkan pemanggilan database
hanya dua kali [5]. FP-Growth menggunakan konsep pembangunan tree dalam pencarian itemset.
Hal tersebutlah yang menyebabkan algoritma FP-Growth lebih cepat dari Apriori. Karakteristik
algoritma FP-Growth adalah struktur data yang digunakan adalah tree yang disebut dengan
FP-Tree. Derngan menggunakan FP-Tree algoritma FP-Growth dapat langsung mengekstrak
frequent itemset dari FP-Tree [6].
Perkembangan zaman berdampak oleh perkembangan masyarakat, perilaku, maupun pergeseran
budaya. Terjadinya peningkatan kepadatan penduduk, bertambahnya pengangguran dan
kemiskinan yang mengakibatkan tingginya angka kriminalitas terutama kejahatan terhadap anak di
bawah umur. Kejahatan terhadap anak dari tahun ketahun semakin meningkat dan menjadi
perhatian di kalangan masyarakat.
Menurut hasil penelitian pada Badan Keluarga Berencana dan Pemberdayaan Perempuan kota
Padang pada tahun 2018, terdapat banyaknya kasus kejahatan yang dialami oleh lingkup rumah
tangga terutama pada anak dibawah umur. Oleh karena itu, diperlukan informasi faktor-faktor apa
saja yang paling sering menyebabkan tindak kekerasan pada anak dibawah umur. Untuk
mendapatkan informasi tersebut bisa menggunakan teknologi informasi yang ada pada saat ini
seperti menggunakan teknik algotima FP-Growth yang telah dibahas diatas.
Dalam penelitian ini akan dilakukan pengujian, apakah metode Algoritma FP-Growth dapat
digunakan untuk menganalisis pada kejahatan berupa kekerasan pada anak dibawah umur. Hasil
dari penelitian ini diharapkan dapat memberikan informasi untuk membantu pihak kepolisian dan
masyarakat dalam mengantisipasi kejahatan kekerasan pada anak dibawah umur yang sering
muncul.
2. Landasan Teori
Knowledge Discovery in Database (KDD)
Knowledge discovery in database (KDD) ditujukan untuk ekstraksi data yang potensial, implicit
dan belum diketahui dari sebuah kumpulan informasi sehingga akan melibatkan hasil dari tahap
data mining setelah itu akan mengganti hasil yang akurat menjadi informasi yang mudah dipelajari
[6]. Adapun proses-proses KDD bisa dilihat pada gambar 1.1 [4]
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Gambar 1.1 Tahap-tahap KDD
Data Mining
Data mining merupakan sebuah pengembangan atau menghasilkan informasi yang baru dengan
cara menentukan pola atau aturan tertentu dari kumpulan data yang sangat banyak. Data mining
disebut juga sebagai rangkaian proses untuk mencari nilai tambah dari suatu data, sehingga
menemukan pengetahuan yang selama ini tidak diketahui [2].
Data Mining bukan sebuah aspek bidang yang sama sekali baru. Salah satunya kesulitan untuk
mendefinisikan Data Mining adalah kenyataan bahwa Data Mining mewarisi banyak metode dan
langkah-langkah dari bidang-bidang ilmu pengetahuan yang sudah mapan terlebih dahulu. Berawal
dari beberapa ilmu, data mining bertujuan untuk memperbaiki teknik tradisional sehingga bisa
menangani jumlah data yang sangat besar, dimensi data yang tinggi, data yang heterogen dan
berbeda sifat [6].
Association Rule
Menurut [7] Association rule (aturan asosiatif) yaitu salah satu metode utama dalam sebuah data
mining dan merupakan bentuk yang paling umum dipakai dalam menemukan pattern atau
pola-pola dari sebuah kumpulan data. Association rule berusaha menemukan aturan-aturan tertentu
yang mengasosiasikan sebuah data dengan data yang lainnya. Cara untuk menemukan association
rule dari suatu kumpulan data, pertama-tama harus dicari lebih dulu yang disebut "frequent
itemset" (kumpulan item yang sering muncul bersamaan). Antara 0 – 100% Support dari suatu
association rule adalah proporsi dari transaksi dalam database yang mengandung A dan B, yaitu:
Support = P (A ∩ B) =
jumlah transaksi yang mengandung A dan B .....(1)
Jumlah total transaksi
Confidence dari association rule adalah ukuran ketepatan suatu rule, yaitu persentase transaksi
dalam database yang mengandung A dan mengandung B.
Confidence =
jumlah transaksi yang mengan A dan B .....(2)
Jumlah total transaksi
Algoritma Fp-Growth
FP-Growth merupakan suatu teknik pada data mining untuk menemukan frequent itemset tanpa
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menggunakan candidate generation. FP-Growth menggunakan pendekatan yang berbeda dari
paradigma yang digunakan pada algoritma Apriori [8].
3. Metodologi
Kerangka Kerja Penelitian
Kerangka kerja adalah rencana penulisan yang memuat garis-garis besar, dari sebuah
karangan yang akan digarap, dan merupakan rangkaian ide-ide yang dirangkai secara
sistematis, logis, jelas, terstruktur dan teratur. Pada bab ini akan diuraikan kerangka kerja
penelitian, kerangka kerja ini merupakan tahap-tahap yang akan dilakukan dalam
penyelesaian masalah yang akan dibahas. Adapun kerangka kerja penelitian ini dapat
dilihat pada gambar 3.1.
Gambar 3.1 Kerangka Kerja Penelitian
4. Hasil dan Pembahasan
Pada tahap ini data yang telah dikumpulkan akan dianalisis. Analisis menggunakan Association
Rule yang dimaksud dilakukan melalui mekanisme penghitungan support dan confidence dari
suatu hubungan item. Sebuah rule asosiasi dikatakan interesting jika nilai support adalah lebih
besar dari minimum support dan juga nilai confidence adalah lebih besar dari minimum confidence.
Dengan menggunakan teknik FP-Growth yang menghasilkan Frequent Itemset tanpa melakukan
candidates generation. Dengan tujuan untuk mendapatkan pengetahuan yang baru (knowledge)
berupa informasi tentang tindakan kejahatan pada anak di bawah umur yang sering terjadi
belakangan ini. Maka selanjutnya dilakukan beberapa tahapan Algoritma FP-Growth untuk
mengolah data. Supaya memudahkan dalam menganalisa dan merancang sistem maka dibuat bagan
alir analisa dan perancangan seperti pada gambar 4.1.
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Gambar 4.1. Bagan Alir Analisa dan Perancangan
Data Kejahatan Anak Dibawah Umur
Pada penelitian ini sumber data yang digunakan adalah data yang masih mentah dan belum
diolah, yaitu data kejahatan berupa kekerasan pada anak dibawah umur, dimana mencakup laporan
kriminalitas tentang kasus kejahatan pada anak dibawah umur di Polda Provinsi Sumatera Barat.
Data dicatat dan telah diambil dengan memiliki atribut yaitu pelaku, korban, kasus dan tempat
kejadian perkara (TKP). Data yang diambil untuk meneliti yaitu data kejahatan berupa kekerasan
pada anak dibawah umur yang dirangkap dari bulan Januari 2018 sampai bulan Desember 2018.
Data diambil dan akan diolah sebanyak 56 kasus yang memiliki atribut sebagian data, dan siap
diproses.
Menganalisa Sistem
Mengalisa sistem pada penelitian ini dengan menggunakan metode Algoritma Fp-Growth
maka proses yang dilakukan yaitu menentukan frequent itemset. Untuk menemukan sebuah pola
transaksi yang sering muncul adalah dengan perluasan menggunakan pohon prefik atau Fp-Tree
sehingga untuk mencari frequent itemset dengan menggunakan struktur data yang ada.
1. Dataset
Data yang telah didapatkan tidak bisa langsung diolah, data yang dikumpulkan akan
ditransformasikan dan diberikan kode terlebih dahulu agar dengan mudah untuk melakukan proses
pengolahan data mining. Adapun atribut yang digunakan adalah Tersangka, Korban, Kasus, dan
TKP (Tempat Kejadian perkara).
2. Menentukan Minimum Support
Setelah tahap pemindaian dilakukan pertama akan didapatkan item yang memiliki frekuensi
diatas support count ξ=12 adalah Korban Pelajar (A1), Kasus Cabul (K5), Tersangka
Pengangguran (T4), Tersangka Pelajar (T1), dan Kasus Penganiayaan (K3). Dimana 5 item inilah
yang akan mempunyai pengaruh dan juga digunakan untuk melakukan pencarian Fp-tree, sehingga
item yang lain akan dibuang karena tidak berpengaruh.
3. Menentukan Header Frequent Itemset
Untuk Menentukan Header Frequent Itemset Data kasus kejahatan anak dibawah umur
dilihat dari nilai Minimum Support dan dibandingkan dengan dataset.
4. Menentukan Fp-Tree
Langkah ini merupakan pembentukan Fp-Tree dengan melihat tabel 8. adalah sebagai berikut :
1. Gambar yang memberikan ilustrasi pembentukan FP-Tree setelah pembacaan tindakan 1.
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Gambar 4.3 Hasil Pembentukan Fp-TreeSetelahPembacaan Tindakan 1
Gambar 4.3 merupakan pembentukan Fp-Tree setelah melakukan pembacaan pada tindakan
1 yang berisi Null-A1=1 (Korban Pelajar), K5=1 (Kasus Cabul).
2. Gambar yang memberikan ilustrasi pembentukan FP-Tree setelah pembacaan tindakan 2.
Gambar 4.4 Hasil Pembentukan Fp-TreeSetelah Pembacaan Tindakan 2
Gambar 4.4 merupakan pembentukan Fp-Tree setelah melakukan pembacaan pada tindakan
2 yang berisi Null-A1=2 (Korban Pelajar), K5 = 2 (Kasus Cabul).
3. Gambar yang memberikan ilustrasi pembentukan FP-Tree setelah pembacaan tindakan 3.
Gambar 4.5 Hasil Pembentukan Fp-TreeSetelahPembacaan Tindakan 3
Gambar 4.5 merupakan pembentukan Fp-Tree setelah melakukan pembacaan pada tindakan 3
yang berisi Null-T1=1 (Tersangka Pelajar), T4=1 (Tersangka Pengangguran), A1=3 (Korban
Pelajar), K5=2 (Kasus Cabul), dan K3=1 (Kasus Penganiayaan).
4. Berikut gambar yang memberikan ilustrasi pembentukan FP-Tree setelah pembacaan
tindakan 4.
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Gambar 4.6 Hasil Pembentukan Fp-TreeSetelah Pembacaan Tindakan 4
Gambar 4.6 merupakan pembentukan Fp-Tree setelah melakukan pembacaan pada tindakan
4 yang berisi Null-T1=1 (Tersangka Pelajar), T4=1 (Tersangka Pengangguran), A1=4 (Korban
Pelajar), K5=3 (Kasus Cabul), dan K3=1 (Kasus Penganiayaan).
5. Berikut Gambar yang memberikan ilustrasi pembentukan FP-Tree setelah pembacaan
tindakan 56.
Gambar 4.7 Hasil Pembentukan Fp-TreeSetelah Pembacaan Tindakan 56
Gambar 4.7 merupakan pembentukan Fp-Tree setelah melakukan pembacaan pada
tindakan 56 yang berisi Null-T1=16 (Tersangka Pelajar), T4=17 (Tersangka Pengangguran),
A1=49 (Korban Pelajar), K5=23 (Kasus Cabul), dan K3=15 (Kasus Penganiayaan).
5. Menentukan Frequent Itemset
Untuk menentukan frequent itemset dari tabel 8. maka yang ditentukan terlebih dahulu
adalah lintasan yang berakhir dengan support count yang paling kecil yaitu k3 serta diikuti oleh
T1, T4, K5, dan A1. Tahap pembuatan masing-masing node dapat dilihat pada gambar berikut :
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Gambar 4.8 Lintasan YangMengandung Simpul K3
Gambar 4.8 merupakan penjelasan lintasan yang memiliki akhiran K3, dimana K3 tersebut
memiliki jumlah terkecil dengan frequent kemunculan 15 kali.
Gambar 4.9 Lintasan YangMengandung Simpul T1
Gambar 4.9 merupakan penjelasan dari lintasan yang berakhiran T1 yang mempunyai
frequent kemunculan sebanyak 16 kali.
Gambar 4.10 Lintasan YangMengandung Simpul T4
Gambar 4.10 merupakan penjelasan dari lintasan yang berakhiran T4 yang mempunyai
frequent kemunculan sebanyak 17 kali
.
Gambar 4.11 Lintasan YangMengandung Simpul K5
Gambar 4.11. merupakan penjelasan dari lintasan yang berakhiran K5 yang mempunyai
frequent kemunculan sebanyak 23 kali.
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If antecedent then consequent Support Confidence
Gambar 4.12 Lintasan YangMengandung Simpul A1
Gambar 4.12. merupakan penjelasan dari lintasan berakhiran A1 yang mempunyai frequent
kemunculan yang paling banyak dari seluruh lintasan yaitu sebanyak 49 kali.
6. Membuat Conditional Pattern dari Bentuk Fp-Tree
Setelah mendapatkan frequent itemset untuk akhiran suffix maka hasil dapat dirangkum pada tabel
4.1.
Table 4.1 Tabel Suffix
7. Menghitung Support dan Confidence
Setelah membuat Conditional Pattern dari bentuk Fp-Tree selanjutnya menghitung support
dan confidence dari hasil pembentukan Fp-Tree.
Item pada kasus Korban Pelajar (A1), Kasus Cabul (K5), Tersangka Pengangguran (T4),
Tersangka Pelajar (T1), dan Kasus Penganiayaan (K3) ada 5 dari 56 kasus sehingga nilai Support
adalah 5/56* 100% = 9%
Item pada kasus Korban Pelajar (A1), Kasus Cabul (K5), Tersangka Pengangguran (T4),
Tersangka Pelajar (T1), dan Kasus Penganiayaan (K3) ada 5 dan jumlah kasus pada Antecedent
yang berarti nilai Support adalah 9 sehingga nilai Confidence adalah 5/9 * 100% = 56%.
8. Hasil Rule
Setelah menghitung nilai support dan confidence maka didapatkan hasil rule pada tabel 4.2
Table4.2 Hasil Rule
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If Penganiayaan (K3) Then Korban Pelajar (A1) 14/56=25% 14/15=93%
If Cabul (K5) Then Korban Pelajar (A1) 17/56=30% 17/23=74%
If Tersangka Pelajar(T1) Then Korban Pelajar (A1) 14/56=25%
14/16=88%
If Tersangka Pengangguran(T4) Then Korban Pelajar (A1)
16/56=29% 16/17=94%
If Tersangka Pelajar (T1) Penganiayaan (K3) Then Korban
Pelajar (A1)
5/56=9% 5/5=100%




Berdasarkan analisa dengan menggunakan Algoritma Fp-Growth maka dapat disimpulkan sebagai
berikut :
1. Penerapan data mining menggunakan rule association dan Algoritma Fp-Growth pada kasus
kejahatan anak dibawah umur memiliki tahapan-tahapan sehingga membentuk proses Fp-Tree
untuk menentukan nilai minimum support dan confidence sehingga menghasilkan knowledge
berupa Rule dari kasus kejahatan pada anak dibawah umur.
2. Dengan implementasi menggunakan Algoritma Fp-Growth sehingga hasil dari Frequent itemset
dan Fp-Tree sudah bisa untuk mengetahui tingkat kejahatan dari korban, tersangka, dan kasus yang
sering terjadi pada anak dibawah umur
3. Hasil diuji dengan aplikasi data mining weka sudah dapat membantu pihak kepolisian dalam
mengantisipasi kejahatan yang terjadi pada anak dibawah umur. Setelah dilakukan analisa dan
implementasi maka didapatlah rule terbaik yang memiliki nilai support 11% dan confidence 100%
maka rulenya yaitu If Penganiayaan Cabul (K5) Tersangka Pengangguran (T4) Then Korban
Pelajar (A1).
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