Metric properties of the set of orthogonal projections and their
  applications to operator perturbation theory by Makarov, Konstantin A. & Seelmann, Albrecht
ar
X
iv
:1
00
7.
15
75
v1
  [
ma
th.
SP
]  
9 J
ul 
20
10
METRIC PROPERTIES OF THE SET OF ORTHOGONAL PROJECTIONS AND
THEIR APPLICATIONS TO OPERATOR PERTURBATION THEORY
KONSTANTIN A. MAKAROV AND ALBRECHT SEELMANN
ABSTRACT. We prove that the set of orthogonal projections on a Hilbert space equipped with
the length metric is pi
2
-geodesic. As an application, we consider the problem of variation of spec-
tral subspaces for bounded linear self-adjoint operators and obtain a new estimate on the norm
of the difference of two spectral projections associated with isolated parts of the spectrum of
the perturbed and unpertubed operators, respectively. In particular, recent results by Kostrykin,
Makarov and Motovilov from [Trans. Amer. Math. Soc., V. 359, No. 1, 77 – 89] and [Proc.
Amer. Math. Soc., 131, 3469 – 3476] are sharpened.
1. INTRODUCTION
The main purpose of this paper is to study metric properties of the (noncommutative) space
P of orthogonal projections acting in a separable Hilbert space H with the emphasis on appli-
cations to the spectral perturbation theory. On the metric space (P, d), where d is the metric
introduced by the norm in the space L(H) of bounded operators on H,
d(P,Q) = ‖P −Q‖, P,Q ∈ P,
we introduce the length metric ρ, so that the space (P, ρ) becomes a length space, with the
distance ρ between two points defined as the infimum of the lengths of the paths that join them.
One of our principle results regarding the global geometry of the space of projections P is
that the length space (P, ρ) is π2 -geodesic. That means that any two projections P,Q ∈ P with
ρ(P,Q) < π2 can be connected by a geodesic path of length l = ρ(P,Q). Recall that a path
γ : [a, b]→ P is called a geodesic if
ρ(γ(t), γ(s)) = |t− s|, t, s ∈ [a, b].
In particular, we prove that the collection of the open unit balls in (P, d) coincides with the one
of the open balls of radius π2 in the length space (P, ρ), that is,
‖P −Q‖ < 1 iff ρ(P,Q) < π
2
for P,Q ∈ P.
The pairs (P,Q) of orthogonal projections with ‖P − Q‖ < 1 are of special interest. For
instance, such P and Q are unitarily equivalent. Moreover, RanQ is a graph subspace of a
bounded operator X : RanP → RanP⊥ and hence the relative geometry of the subspaces
RanP and RanQ can efficiently be studied by using standard tools of the geometric perturba-
tion theory. The key role in our study of the relative geometry of the graph subspaces RanP
and RanQ with ρ(P,Q) < π2 is played by the operator angle Θ, a self-adjoint operator that can
be introduced via the operator X by the functional calculus
Θ = arctan(X∗X)1/2.
Using the concept of the operator angle we show that the length metric ρ is locally characterized
by the norm of Θ:
ρ(P,Q) = ‖Θ‖ if ρ(P,Q) < π
2
.
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Using the characterization of the length metric as the infimum of the arc lengths and the well
known relation ‖Θ‖ = arcsin ‖P −Q‖, we prove the following sharp inequality
arcsin ‖P −Q‖ ≤
∫ b
a
‖γ˙(t)‖dt
relating the norm of the difference of orthogonal projections and the arc length of a smooth path
γ : [a, b]→ P joining them.
As the first application of our geometric study of the space P to the spectral perturbation
theory, we consider a smooth self-adjoint path of bounded operators Bt each having two disjoint
spectral components. Given that the two families {ωt}t∈I and {Ωt}t∈I of spectral components
depend upper semicontinuously on the parameter, we prove the following inequality
arcsin(‖Pt − P0‖) ≤ π
2
∫ t
0
B˙τ
dist(ωτ ,Ωτ )
dτ , t ∈ I ,
where Pt denotes the spectral projection for Bt associated with the spectral component {ωt}t∈I .
As an immediate consequence, we obtain new estimates in the subspace perturbation problem
recently considered in [5] and [7].
The paper is organized as follows.
In Section 2 we start with recalling basic facts on orthogonal projections and prove an impor-
tant technical result (see, Corollary 2.2, The Four Projections Lemma).
In Section 3 we deal with smooth paths of projections. As a key result we relate the norm
of the difference of the two endpoints of a smooth path and the corresponding arc length (see,
Lemma 3.4, the Arcsine Law for smooth paths).
In Section 4 we provide a characterization of the local geodesic structure of the length space
(P, ρ) and prove that the metric space (P, ρ) is π/2-geodesic. In particular, we generalize the
Arcsine Law from Section 3 to the case of continuous paths.
In Section 5 we apply the results from the preceding sections to the problem of variation of
spectral subspaces including some discussions about the optimality of the obtained estimates.
In Section 6 we obtain new estimates in the subspace perturbation problem sharpening recent
results from [5] and [7].
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2. PRELIMINARIES
We start with recalling some important facts on the representation for the range of an orthog-
onal projection as a graph subspace associated with the range of another orthogonal projection.
For the proofs the reader is referred to the work [6].
Let P and Q be orthogonal projections in the Hilbert space H, where we will tacitly under-
stand H to be separable throughout this paper. It is well known that the inequality ‖P −Q‖ < 1
holds true if and only if RanQ is a graph of a bounded operator X ∈ L(RanP,RanP⊥),
P⊥ := IH − P , that is,
RanQ = G(X) := G(RanP,X) := {x0 ⊕Xx0 | x0 ∈ RanP} .
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In this case the projection Q has the following representation as a block operator matrix with
respect to the orthogonal decomposition H = RanP ⊕ RanP⊥:
(2.1) Q =
(
(IH0 +X∗X)−1 (IH0 +X∗X)−1X∗
X(IH0 +X∗X)−1 X(IH0 +X∗X)−1X∗
)
,
where H0 := RanP (cf. Remark 3.6 in [6]).
The knowledge of the angular operator X and/or the operator angle Θ (see, e.g., [6] for a
discussion of this concept) between the subspaces RanP and RanQ given by
Θ = arctan
√
X∗X,
provides complete information on relative geometry of the subspaces RanP and RanQ. In
particular,
(2.2) ‖X‖ = ‖P −Q‖√
1− ‖P −Q‖2 = tan ‖Θ‖
and
(2.3) ‖P −Q‖ = ‖X‖√
1 + ‖X‖2 = sin ‖Θ‖
(see, e.g., Corollary 3.4 in [6]).
Moreover, in this case, the orthogonal projections P and Q are unitarily equivalent. In par-
ticular,
P = U∗QU,
where U is given by the following unitary block operator matrix
(2.4) U =
(
(IH0 +X∗X)−1/2 −X∗(IH1 +XX∗)−1/2
X(IH0 +X∗X)−1/2 (IH1 +XX∗)−1/2
)
, H1 := RanP⊥ .
Our next result is a purely algebraic observation the proof of which requires nothing but
straightforward multiplication of several operator matrices and hence will be omitted.
Lemma 2.1 (Four projections lemma). Assume that P , Q1, and Q2 are orthogonal projections
such that
‖P −Qj‖ < 1, j = 1, 2,
and therefore
RanQj = G(Xj), j = 1, 2,
for some angular operators Xj ∈ L(RanP,RanP⊥). Let U1 be the corresponding unitary
operator from (2.4) such that P = U∗1Q1U1, that is
U1 =
(
(IH0 +X∗1X1)
−1/2 −X∗1 (IH1 +X1X∗1 )−1/2
X1(IH0 +X∗1X1)
−1/2 (IH1 +X1X∗1 )
−1/2
)
with H0 = RanP and H1 = RanP⊥. Then the orthogonal projection Q given by
Q = U∗1Q2U1,
admits the factorization
Q = A−1/2BCB∗A−1/2,
where A ∈ L(H), B ∈ L(RanP,RanP⊥) and C ∈ L(RanP ) are 2 × 2, 2 × 1 and 1 × 1
block operator matrices (with respect to the orthogonal decomposition H = RanP ⊕RanP⊥)
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respectively, given by
A =
(
IH0 +X∗1X1 0
0 IH1 +X1X∗1
)
,(2.5)
B =
(
IH0 +X∗1X2
X2 −X1
)
,(2.6)
C = (IH0 +X
∗
2X2)
−1.(2.7)
The last statement of this preliminary section allows one to compare the angular operators
X1 and X2 associated with the graph subspaces RanQ1 and RanQ2 referred to in Lemma 2.1.
As a result, one obtains the following “angle addition” formula.
Corollary 2.2. Suppose in addition to the assumptions of Lemma 2.1 that the range of the
orthogonal projection Q is a graph subspace with respect to the decomposition H = RanP ⊕
RanP⊥ =: H0 ⊕H1, and therefore
RanQ = G(Z) for some Z ∈ L(RanP,RanP⊥).
Moreover, assume that the operator IH0 +X∗2X1 ∈ L(RanP ) is of full range, that is,
Ran(IH0 +X
∗
2X1) = RanP.
Then
(2.8) X2 −X1 = (IH1 +X1X∗1 )1/2Z(IH0 +X∗1X1)−1/2(IH0 +X∗1X2).
Proof. From the definition of the angular operator Z , i.e. RanQ = G(Z), it follows that
(2.9) P⊥Q = ZPQ.
Recall that by Lemma 2.1,
Q = A−1/2BCB∗A−1/2,
where the operators A, B, and C are given by (2.5)-(2.7). In particular,
CB∗A−1/2|RanP = (IH0 +X∗2X2)−1(IH0 +X∗2X1)(IH0 +X∗1X1)−1/2 .
By hypothesis, the operator (IH0 +X∗2X1) is of full range, so is CB∗A−1/2|RanP . Therefore,
(2.9) implies the equality
P⊥A−1/2B = ZPA−1/2B.
Taking into account representations (2.5) and (2.6), one computes
(2.10) P⊥A−1/2B = (IH1 +X1X∗1 )−1/2(X2 −X1)
and
(2.11) PA−1/2B = (IH0 +X∗1X1)−1/2(IH0 +X∗1X2).
Combining (2.9), (2.10), and (2.11), one concludes that
(2.12) (IH1 +X1X∗1 )−1/2(X2 −X1) = Z(IH0 +X∗1X1)−1/2(IH0 +X∗1X2)
and the claim follows by multiplying both sides of (2.12) by the operator (IH1 + X1X∗1 )1/2
from the left. 
Remark 2.3. Representation (2.8) relating the angular operators X1, X2 and Z is a non-
commutative variant of the “angle addition” formula
(2.13) tanΘ2 − tanΘ1 = tan(Θ2 −Θ1) · (1 + tanΘ1 tanΘ2) .
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To “justify” this observation, consider an example of a space of dimension 2 and rank 1 or-
thogonal projections Q1 and Q2 whose ranges are lines of inclinations Θ1 and Θ2, respectively.
Then the operator Q2 in the new coordinate system
x′ = cosΘ1x+ sinΘ1y
y′ = − sinΘ1x+ cosΘ1y
turns out to be a rank 1 projection Q whose range is a line of the slope tan(Θ2−Θ1). Since the
angular operators X1, X2, and Z play the role of the slope of the line, in the case in question
the angle addition formula (2.13) is equivalent to the relation (2.8).
3. SMOOTH PATHS OF PROJECTIONS
Throughout this section we consider the set of orthogonal projections P in a Hilbert space H,
P = {P ∈ L(H) | P = P ∗ = P 2} ,
as a metric space with respect to the metric d induced by the operator norm on L(H).
Recall, that a piecewise C1-smooth path is a mapping γ : [a, b] → P such that there is a
partition a = t0 < · · · < tn = b and γ|[tj ,tj+1] is C1-smooth for all j ∈ {0, . . . , n − 1}. In
particular, such paths are continuous.
Hypothesis 3.1. Assume that γ : [a, b] → P is a piecewise C1-smooth path of orthogonal pro-
jections. Suppose, in addition, that γ(t) for all t ∈ [a, b] is a graph subspace associated with a
bounded operator with respect to the orthogonal decomposition H = Ran γ(a) ⊕ Ran γ(a)⊥,
that is
Ran γ(t) = G(Xt) for some angular operator Xt ∈ L(Ran γ(a),Ran γ(a)⊥), t ∈ [a, b].
Our first result in this section shows, that smoothness of the path of projections implies
smoothness of the corresponding angular operators in the graph subspace representation. The
exact statement is as follows.
Lemma 3.2. Assume Hypothesis 3.1. If I ⊂ [a, b] is an interval, such that γ|I is C1-smooth,
then I ∋ t 7→ Xt is also C1-smooth. In particular, the path [a, b] ∋ t 7→ Xt is piecewise
C1-smooth.
Proof. Let H0 = Ran γ(a) and H1 = Ran γ(a)⊥, where γ(a)⊥ = IH − γ(a). Introduce
piecewise C1-smooth families of bounded operators given by
Tt := γ(a)
⊥γ(t)γ(a) and St := γ(a)γ(t)γ(a), t ∈ [a, b].
Denote by Rt the following operator matrix with respect to the decomposition H = H0 ⊕H1,
(3.1) Rt :=
(
IH0 +X∗tXt 0
0 0
)
, t ∈ [a, b].
Using (2.1), one obtains that for each t ∈ [a, b]
(3.2) γ(t) =
(
(IH0 +X∗tXt)−1 (IH0 +X∗tXt)−1X∗t
Xt(IH0 +X∗tXt)−1 Xt(IH0 +X∗tXt)−1X∗t
)
,
and a simple computation shows that the operators Tt and St can be represented as the following
operator matrices with respect to the decomposition H = H0 ⊕H1:
Tt = γ(a)
⊥γ(t)γ(a) =
(
0 0
Xt
(
IH0 +X∗tXt
)−1
0
)
,
St = γ(a)γ(t)γ(a) =
((
IH0 +X∗tXt
)−1
0
0 0
)
, t ∈ [a, b]
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Now it is easy to see that the “resolvent identity”
(3.3) Rs −Rt = Rt (St − Ss)Rs , s, t ∈ [a, b].
holds.
The norm estimate
‖Rt‖ ≤ 1 + ‖Xt‖2
combined with the identity (see (2.2))
‖Xt‖ = ‖γ(t)− γ(a)‖√
1− ‖γ(t)− γ(a)‖2
yields the inequality
(3.4) ‖Rt‖ ≤ 1
1− ‖γ(t)− γ(a)‖2 , t ∈ [a, b].
Since by hypothesis Ran γ(t) is a graph of a bounded operator, one gets that ‖γ(t)−γ(a)‖ < 1
for all t ∈ [a, b]. Due to the continuity of the path [a, b] ∋ t 7→ γ(t), from (3.4) one concludes
that for any t0 ∈ [a, b] there exists a neighborhood Ut0 of the point t0 such that the function
Ut0 ∋ t 7→ ‖Rt‖ is uniformly bounded. Taking this observation into account and recalling that
the family St is piecewise differentiable, from the representation (3.3) it follows that the family
Rt is also piecewise differentiable with
(3.5) R˙t = −RtS˙tRt , t ∈ I ,
where I ⊂ [a, b] is any interval such that γ|I is C1-smooth. Since I ∋ t 7→ S˙t is a continuous
path, from (3.5) it follows that I ∋ t 7→ Rt is a C1-smooth path. It remains to observe that(
0 0
Xt 0
)
−
(
0 0
Xs 0
)
= TtRt − TsRs , s, t ∈ I,
to conclude that I ∋ t 7→ Xt is a C1-smooth path with(
0 0
X˙t 0
)
= T˙tRt + TtR˙t , t ∈ I.

Our next result forms in fact the core of our considerations for it relates the evolution of the
path of angular operators and the evolution of the corresponding path of orthogonal projections.
It justifies the following principle: The speed of rotation of the subspaces Ran γ(t) along a path
[a, b] ∋ t→ γ(t) does not exceed the speed on the path.
Lemma 3.3. Assume Hypothesis 3.1. Let I ⊂ [a, b] be an interval, such that γ|I is C1-smooth.
Then the estimate
(3.6) ‖X˙t‖ ≤
(
1 + ‖Xt‖2
) ‖γ˙(t)‖
holds for all t ∈ I .
Proof. Since, by hypothesis, ‖γ(t) − γ(a)‖ < 1, t ∈ I , the projections γ(t) and γ(a) are
unitarily equivalent. In particular,
(3.7) γ(a) = U∗t γ(t)Ut, t ∈ I.
where the family of unitary operators Ut, t ∈ I , is given by (2.4) accordingly.
Fix an s ∈ I and introduce the family of orthogonal projections
(3.8) Qt = U∗t γ(s)Ut, t ∈ I.
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Due to the continuity of the path I ∋ t 7→ γ(t), there exists a neighborhood V ⊂ I of the point
s, such that
(3.9) ‖γ(t)− γ(s)‖ < 1, t ∈ V.
Since by (3.7) and (3.8)
(3.10) ‖Qt − γ(a)‖ = ‖U∗t γ(s)Ut − U∗t γ(t)Ut‖ = ‖γ(s)− γ(t)‖ ,
from (3.9) it follows that
‖Qt − γ(a)‖ < 1 , t ∈ V .
Therefore, RanQt is a graph subspace with respect to the decomposition H = Ran γ(a) ⊕
Ran γ(a)⊥, that is
RanQt = G(Yt) for some Yt ∈ L(Ran γ(a),Ran γ(a)⊥) .
Next, one observes that the operator IH0 +X∗sXs has a bounded inverse and therefore IH0 +
X∗tXs has a bounded inverse as well for all t from in a possibly smaller neighborhood V˜ ⊂ V
of the point s. In particular, the operator IH0 +X∗tXs is of full range for all t ∈ V˜ and one can
apply Corollary 2.2 to get the representation
Xt −Xs = (IH0 +XsX∗s )1/2Yt(IH0 +X∗sXs)−1/2(IH0 +X∗sXt) , t ∈ V˜ ,
and hence
(3.11) ‖Xt −Xs‖ ≤ ‖(I +XsX∗s )1/2‖ · ‖Yt‖ · ‖(I +X∗sXs)−1/2(I +X∗sXt)‖ , t ∈ V˜ .
Since by (2.2)
‖Yt‖ = ‖Qt − γ(a)‖√
1− ‖Qt − γ(a)‖2
from (3.10) one obtains that
lim
t→s
‖Yt‖
t− s = limt→s
‖γ(t)− γ(s)‖
t− s = ‖γ˙(s)‖,
for I ∋ t 7→ γ(t) is a C1-smooth path. Since by Lemma 3.2 I ∋ t 7→ Xt is also a C1-smooth
path, from inequality (3.11) one gets the estimate
‖X˙s‖ ≤ ‖(I +XsX∗s )1/2‖ · ‖γ˙(s)‖ · ‖(I +X∗sXs)1/2‖
= (1 + ‖Xs‖2)‖ · ‖γ˙(s)‖.
Since the reference point s ∈ I has been chosen arbitrarily, one proves the inequality (3.6). 
Using the information about the evolution of the angular operators provided by Lemma 3.3,
we are now able to estimate the variation of the corresponding orthogonal projections.
Lemma 3.4 (The Arcsine Law). Let γ : [a, b]→ P be a piecewise C1-smooth path. Then
(3.12) arcsin(‖γ(b)− γ(a)‖) ≤ lR(γ) ,
where
lR(γ) =
∫ b
a
‖γ˙(t)‖ dt
is the Riemannian length of the path γ.
Proof. Since ‖γ(b)− γ(a)‖ ≤ 1, we may assume lR(γ) < π2 .
Let a = t0 < · · · < tn = b be a partition such that γ|[tj ,tj+1] is C1-smooth. Set
(3.13) T := sup{t ∈ [a, b] ∣∣ ‖γ(t′)− γ(a)‖ < 1 for all t′ ∈ [a, t)} .
Clearly, T > a, for γ is continuous. Since
‖γ(t) − γ(a)‖ < 1 for all t ∈ [a, T ) ,
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the range of γ(t) is a graph subspace with respect to the decomposition H = Ran γ(a) ⊕
Ran γ(a)⊥ and therefore
Ran γ(t) = G(Xt) for some Xt ∈ L(Ran γ(a),Ran γ(a)⊥) , t ∈ [a, T ) .
Due to Lemma 3.3, we have
‖X˙t‖ ≤ (1 + ‖Xt‖2)‖γ˙(t)‖
for all t ∈ (tj , tj+1), j = 0, . . . , n − 1, as long as t < T . For arbitrary t ∈ [a, T ) there is a
unique k ∈ {0, . . . , n− 1} such that t ∈ [tk, tk+1). We obtain
(3.14)
‖Xt‖ = ‖Xt −Xa‖ ≤ ‖Xt −Xtk‖+
k−1∑
j=0
‖Xtj+1 −Xtj‖
≤
∫ t
tk
‖X˙τ‖ dτ +
k−1∑
j=0
∫ tj+1
tj
‖X˙τ‖ dτ
≤
∫ t
tk
(1 + ‖Xτ‖2)‖γ˙(τ)‖ dτ +
k−1∑
j=0
∫ tj+1
tj
(1 + ‖Xτ‖2)‖γ˙(τ)‖ dτ
=
∫ t
a
(1 + ‖Xτ‖2)‖γ˙(τ)‖ dτ
for t ∈ [a, T ). Denoting the right hand side of (3.14) by F (t), i.e.
(3.15) F (t) =
∫ t
0
(1 + ‖Xτ‖2)‖γ˙(τ)‖ dτ ,
one concludes that
(3.16) ‖Xt‖ ≤ F (t) , t ∈ [a, T ) ,
and hence
(3.17) F ′(t) = (1 + ‖Xt‖2)‖γ˙(t)‖ ≤ (1 + F 2(t))‖γ˙(t)‖
for t ∈ [a, T ) except for the finitely many points tj . Since by assumption lR(γ) < π2 , one can
solve the differential inequality (3.17) on every sub-interval of [a, T ) where F is C1-smooth.
For t ∈ [tk, tk+1], t < T , one obtains
arctanF (t) = arctanF (t)− arctanF (a)
= arctanF (t)− arctanF (tk) +
k−1∑
j=0
(
arctanF (tj+1)− arctanF (tj)
)
≤
∫ t
tk
‖γ˙(τ)‖ dτ +
k−1∑
j=0
∫ tj+1
tj
‖γ˙(τ)‖ dτ =
∫ t
a
‖γ˙(τ)‖ dτ .
Together with (3.16) this yields the bound
(3.18) arctan ‖Xt‖ ≤
∫ t
a
‖γ˙(τ)‖ dτ ≤ lR(γ) < π
2
, t ∈ [a, T ) .
Since
arcsin
(‖γ(t)− γ(a)‖) = arctan (‖Xt‖) , t ∈ [a, T ) ,
from (3.18) one gets the estimate
arcsin
(‖γ(t)− γ(a)‖) ≤ ∫ t
a
‖γ˙(τ)‖ dτ , t ∈ [a, T ) ,
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and hence, by continuity,
arcsin
(‖γ(t) − γ(a)‖) ≤ ∫ t
0
‖γ˙(τ)‖ dτ ≤ lR(γ) < π
2
, t ∈ [a, T ] .
In particular it is T = b by definition of T in (3.13), which proves (3.12). 
The next lemma shows that the inequality of Lemma 3.4 is sharp. In particular, it states that
given orthogonal projections P and Q with ‖P −Q‖ < 1, one can construct a C1-smooth path
of minimal length, a geodesic, among all (C1-smooth) paths connecting P and Q. It will turn
out later, that this same path is of minimal lenght even among all continuous paths connecting
P and Q.
Lemma 3.5. Let P,Q ∈ P with ‖P−Q‖ < 1. Then there exists aC1-smooth path γ : [0, l]→ P
connecting P and Q such that
‖γ˙(t)‖ = 1 , t ∈ [0, l] ,
where
l = arcsin(‖P −Q‖) < π
2
.
Proof. Since ‖P − Q‖ < 1, the range of Q is a graph subspace with respect to RanP , i.e.
RanQ = G(RanP,X) for some X ∈ L(RanP,RanP⊥). Without loss of generality one can
assume that the pair (P,Q) is generic, that is,
RanP ∩ RanQ = RanP⊥ ∩ RanQ⊥ = {0}
and hence one can write (see [7, Theorem 2.2])
P =
(
IRanP 0
0 0
)
, Q =W∗
(
cos2Θ sinΘ cosΘ
sinΘ cosΘ sin2Θ
)
W
with respect to the decompostion H = RanP ⊕ RanP⊥, where Θ = arctan√X∗X is the
corresponding operator angle and W is a unitary operator. In particular,
l := ‖Θ‖ = arcsin(‖P −Q‖) < π
2
.
Introduce the C1-smooth path γ : [0, l] → P connecting P to Q by the following family of
block operator matrices with respect to the decomposition H = RanP ⊕ RanP⊥:
γ(t) =W∗
(
cos2(Θ tl ) sin(Θ
t
l ) cos(Θ
t
l )
sin(Θ tl ) cos(Θ
t
l ) sin
2(Θ tl )
)
W , t ∈ [0, l] .
It remains to observe that
γ˙(t) =
1
l
W∗
(−Θsin(2Θ tl ) Θ cos(2Θ tl )
Θ cos(2Θ tl ) Θ sin(2Θ
t
l )
)
W
=
1
l
W∗
(
Θ1/2 0
0 Θ1/2
)
J
(
Θ1/2 0
0 Θ1/2
)
W , t ∈ [0, l] ,
where J is a self-adjoint involution, J2 = I , given by
J =
(− sin(2Θ tl ) cos(2Θ tl )
cos(2Θ tl ) sin(2Θ
t
l )
)
, t ∈ [0, l] .
Therefore,
‖γ˙(t)‖ = ‖Θ‖
l
= 1 , t ∈ [0, l] ,
which completes the proof. 
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4. THE SPACE P AS A LOCAL GEODESIC METRIC SPACE
The main goal of this section is to study metric properties of the space P considered as a
length space.
Recall necessary definitions. Given a continuous path γ : [a, b]→ P, its length l(γ) is defined
by
l(γ) = sup

n−1∑
j=0
‖γ(tj+1)− γ(tj)‖
∣∣∣∣∣∣ n ∈ N, a = t0 < · · · < tn = b
 .
Recall that a path is called rectifiable if its length is finite.
On P introduce a length or inner (pseudo-)metric ρ given by the formula
ρ(P,Q) = infimum of length of rectifiable paths γ from P to Q .
If there are no such paths then set ρ(P,Q) =∞.
It is well known that the pseudometric ρ is actually a metric and therefore (P, ρ) is a well
defined metric space (cf., [2, Proposition 3.2], the length space.
There is another way of introducing the inner metric via a “Riemannian” arc length of piece-
wise differentiable paths γ : [a, b]→ P from P to Q by
ρR(P,Q) = infimum of
∫ b
a
‖γ˙(t)‖ dt ,
and ρR(P,Q) =∞ if there are no such paths.
The following lemma shows that the metric spaces (P, ρ) and (P, ρR) coincide.
Lemma 4.1. Let γ : [a, b]→ P be a continuous path. Then there is a sequence (γn) of piecewise
C1-smooth paths γn : [a, b]→ P, each having the same endpoints as γ, such that γn converges
uniformly to γ and its length l(γn) converges to l(γ). In particular, the inner metric ρ and the
Riemannian pseudometric ρR on P coincide.
Proof. Since γ : [a, b] → P is uniformly continuous, we can choose for each n ∈ N some
N(n) ∈ N and a partition a = t(n)0 < · · · < t(n)N(n) = b such that
(4.1) ‖γ(t) − γ(s)‖ < 1
n
for all t, s ∈ [t(n)j , t(n)j+1], j ∈ {0, . . . , N(n) − 1}. By Lemma 3.5 we can choose C1-smooth
paths in P connecting γ(t(n)j ) and γ(t(n)j+1) with length arcsin
(‖γ(t(n)j+1) − γ(t(n)j )‖) for j ∈
{0, . . . , N(n)}. Let γn : [a, b] → P denote the concatenation of these paths for every n ∈ N.
Obviously, each γn is piecewise C1-smooth and has the same endpoints as γ. Since γn(t(n)j ) =
γ(t
(n)
j ) we have in addition for every t ∈ [t(n)j , t(n)j+1] the estimate
‖γn(t)− γ(t)‖ ≤ ‖γn(t)− γn(t(n)j )‖+ ‖γ(t(n)j )− γ(t)‖
≤ l
(
γn|[t(n)j ,t(n)j+1]
)
+ ‖γ(t(n)j )− γ(t)‖
< arcsin
( 1
n
)
+
1
n
,
and therefore
‖γn(t)− γ(t)‖ < arcsin
( 1
n
)
+
1
n
for all t ∈ [a, b], i.e. γn converges uniformly to γ.
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In order to show that l(γn) converges to l(γ), let ε > 0 be arbitrary and take k ∈ N such that
l(γ)
k < ε. Since
arcsin(x)
x goes to 1 as x approaches zero, there is some δ > 0 such that
(4.2) arcsin(x) ≤
(
1 +
1
k
)
x
for all 0 ≤ x < δ. Due to the lower semicontinuity of the length of paths (cf., [2, Proposition
1.20]) we can take N ∈ N such that
(4.3) l(γ) ≤ l(γn) + ε
whenever n ≥ N . We may assume that 1N < δ. Taking (4.1) into account, from (4.2) and the
additivity of the length of paths one obtains
l(γn) =
N(n)−1∑
j=0
arcsin
(‖γ(t(n)j+1)− γ(t(n)j )‖) ≤ (1 + 1k
)N(n)−1∑
j=0
‖γ(t(n)j+1)− γ(t(n)j )‖
≤
(
1 +
1
k
)
· l(γ)
and therefore
l(γn)− l(γ) ≤ l(γ)
k
< ε .
for all n ≥ N . Together with (4.3) we arrive at
|l(γn)− l(γ)| ≤ ε
whenever n ≥ N , i.e. l(γn) converges to l(γ), which completes the proof. 
As a consequence, we may restrict our further considerations to piecewise C1-smooth paths
only. The continuous case follows from that by approximation with piecewise smooth paths.
In particular, we can relax the smoothness hypothesis of Lemma 3.4 and obtain the following
result, the Arcsine Law for continuous paths.
Corollary 4.2. Let γ : [a, b]→ P be a continuous path. Then
(4.4) arcsin(‖γ(b)− γ(a)‖) ≤ l(γ) .
Recall that given a metric space (X, d), a geodesic path joining x to y is a map γ from a
closed interval [0, l] to X such that γ(0) = x, γ(l) = y and ρ(γ(t), γ(s)) = |s − t| for all
s, t ∈ [0, l]. We also recall that a metric space (X, d) is said to be r-geodesic if for every pair of
points x, y ∈ X with d(x, y) < r there is a geodesic path joining x to y.
The main result of this geometric section characterizes the local geodesic behavior of the
length space (P, ρ). In particular, we obtain a concrete local representation of the length metric
ρ in terms of the norm of the angle operator.
Theorem 4.3. The metric space (P, ρ) is π2 -geodesic. Moreover, it is ρ(P,Q) < π2 if and only
if d(P,Q) = ‖P −Q‖ < 1. In that case
ρ(P,Q) = arcsin(‖P −Q‖) .
In particular, RanQ is a graph subspace with respect to the orthogonal decomposition H =
RanP ⊕ RanP⊥ and
ρ(P,Q) = ‖Θ‖ ,
where Θ is the operator angle between RanQ and RanP .
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Proof. Suppose that P and Q are orthogonal projections such that ρ(P,Q) < π2 . In particular,
since ρ(P,Q) is finite, this means that there is a continuous path γ connecting P and Q. For
any such path we have by Corollary 4.2 that
(4.5) arcsin(‖P −Q‖) ≤ l(γ) .
Going to the infimum over connecting paths, we obtain
(4.6) arcsin(‖P −Q‖) ≤ ρ(P,Q) ,
and hence
‖P −Q‖ ≤ sin(ρ(P,Q)) < 1 ,
due to ρ(P,Q) < π2 .
Conversely, if ‖P −Q‖ < 1, by Lemma 3.5 there is a C1-smooth geodesic path γ connecting
P and Q of length l(γ) = arcsin(‖P −Q‖) and therefore
(4.7) ρ(P,Q) ≤ l(γ) = arcsin(‖P −Q‖) < π
2
.
Thus, (P, ρ) is π2 -geodesic, and combining (4.6) and (4.7) proves the remaining statement of
the theorem. 
5. APPLICATIONS
Paths of orthogonal projections naturally arise when considering families of self-adjoint op-
erators depending smoothly on a parameter. Under the additional hypothesis that the self-adjoint
family has a spectrum consisting of two separated parts, the main problem is to obtain integral
estimates in terms of the relative strength of the perturbation along the path versus the distance
between the components. The upper semicontinuity of the spectrum under a perturbation allows
one to obtain efficient estimates on the rotation angle of the spectral subspaces, especially in the
case where the a posteriori knowledge of the evolution of the separated parts of the spectra is
known.
First, we recall the concept of an upper semicontinuous family of sets depending on a param-
eter.
Definition 5.1. We say that a family of sets {ωt}t∈I , with I an interval, is upper semicontinuous
at the point t ∈ I if for any ε > 0 there exists a δ > 0 such that
(5.1) ρ(ωs, ωt) = sup
λ∈ωs
dist(λ, ωt) < ε whenever |s− t| < δ, s, t ∈ I.
The family {ωt}t∈I , is called upper semicontinuous on I if it is upper semicontinuous at any
point t ∈ I .
Without any loss of generality, we will assume any interval I to contain 0 throughout this
section.
It is well known (see, e.g., [4, Theorem V.4.10]), that given a C1-smooth path I ∋ t 7→ Bt
of self-adjoint bounded operators, the family of their spectra {spec(Bt)}t∈I is upper semicon-
tinuous on I . Under the additional assumption that the spectrum of each Bt is separated into
two disjoint components, one can expect the two corresponding families of spectral components
to be upper semicontinuous as well, provided that they are chosen appropriately. Under these
hypotheses, one can study the variation of the corresponding spectral subspaces under a vari-
ation of the parameter t ∈ I . A natural way of doing that, is to estimate the deviation of the
corresponding spectral projections in the length space (P, ρ).
As the main application of Theorem 3.1 we obtain the following result.
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Theorem 5.2. Assume that I ∋ t 7→ Bt is a C1-smooth path of self-adjoint bounded operators.
Suppose that the spectrum of each Bt consists of two disjoint spectral components that upper
semicontinuously depend on the parameter t. That is, assume that there exist nonempty closed
subsets ωt,Ωt ⊂ R such that for all t ∈ I
(i) spec(Bt) = ωt ∪ Ωt,
(ii) dist(ωt,Ωt) > 0,
(iii) the families {ωt}t∈I and {Ωt}t∈I are upper semicontinuous on I .
Let
(5.2) Pt := EBt(ωt), t ∈ I,
denote the spectral projection of the self-adjoint operator Bt associated with the set ωt.
Then
(5.3) ρ(Pt, P0) = arcsin(‖Pt − P0‖) ≤ π
2
∫ t
0
‖B˙τ‖
dist(ωτ ,Ωτ )
dτ, t ∈ I.
Proof. We make use of the concept of double operator integrals. Those readers, who prefer to
see a “standard” proof are referred to Appendix C.
Recall that by the Daletskii-Krein differentiation formula one obtains the representation
(5.4) d
dt
f(Bt) =
∫ ∫
f(λ)− f(µ)
λ− µ dEBt(λ)B˙tdEBt(µ),
where dEBt stands for the spectral measure of the self-adjoint operator Bt and f is a C∞-
function on an open interval (a, b) containing the spectrum of the bounded operator Bt. Under
the spectra separation hypothesis one can find an f ∈ C∞0 ([a, b]) such that
f(λ) =
{
1, λ ∈ ωt,
0, λ ∈ Ωt.
For those f ’s one easily concludes that
f(Bt) = EBt(ωt) = Pt, t ∈ I,
and therefore, from (5.4), one obtains the representation
P˙t =
∫ ∫
f(λ)− f(µ)
λ− µ dEBt(λ)B˙tdEBt(µ), t ∈ I.
Hence,
PtP˙P
⊥
t =
∫ ∫
f(λ)− f(µ)
λ− µ (PtdEBt(λ))Bt(dEBt(µ)P
⊥
t )
=
∫ ∫
1
λ− µ(PtdEBt(λ))PtB˙tP
⊥
t (dEBt(µ)P
⊥
t ), t ∈ I.(5.5)
Since the spectral measures PtdEBt and dEBt(µ)P⊥t are supported by the sets ωt and Ωt, re-
spectively, and the sets ωt and Ωt are separated with
dist(ωt,Ωt) > 0,
the right hand side of (5.5) can be represented as follows
(5.6)
∫ ∫
1
λ− µ(PtdEBt(λ))PtB˙tP
⊥
t (dEBt(µ)P
⊥
t ) =
∫
R
eisBtPtB˙tP
⊥
t e
−isBtg(s)ds,
where g denotes any function in L1(R), continuous except at zero, such that∫
R
e−isλg(s)ds =
1
λ
whenever |λ| ≥ 1
dist(ωt,Ωt)
.
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In particular, one gets the estimate
‖P˙t‖ = ‖PtP˙tP⊥t ‖ ≤ c
‖P˙tBtP⊥t ‖
dist(ωt,Ωt)
≤ c ‖B˙t‖
dist(ωt,Ωt)
, t ∈ I,
where
c = inf
{
‖g‖L1(R) : g ∈ L1(R), ĝ(λ) =
1
λ
, |λ| ≥ 1
}
,
In fact, see [9],
c =
π
2
,
and hence one gets the estimate
(5.7) ‖P˙t‖ ≤ π
2
‖B˙t‖
dist(ωt,Ωt)
, t ∈ I.
Applying Lemma 3.4 completes the proof. 
Remark 5.3. We refer to the work of R. McEachin [8] where in fact it is shown that the norm
of the transformer given by the double operator integral (5.6) is π2dist(ωt,Ωt) and therefore one
cannot expect to get an estimate better than (5.7) in general.
However, if, in addition to the hypotheses of Theorem 5.2, the spectral components ωt and Ωt
are subordinated, i.e. supωt > inf Ωt, or vice versa, or if they are annular separated, that is,
the convex hull of ωt lies in the complement to the set Ωt for all t ∈ I , or vice versa, the estimate
(5.3) can be strengthened as follows
(5.8) arcsin(‖Pt − P0‖) ≤
∫ t
0
‖B˙τ‖
dist(ωτ ,Ωτ )
dτ , t ∈ I.
Note, that this estimate is sharp in general (at least in the case of subordinated spectra), as we
already know from our previous considerations in sections 3 and 4. Indeed, for a C1-smooth
path I ∋ t 7→ Pt of orthogonal projections take Bt = Pt, ωt = {1} and Ωt = {0}, t ∈ I . Then
it is spec(Bt) = ωt ∪ Ωt and dist(ωt,Ωt) = 1 for all t ∈ I and therefore, in this case, (5.8)
coincides with (3.12), which is sharp in general.
The following proposition based on a detailed analysis of one of the realizations of the
Heisenberg commutation relations shows that the estimate (5.3) in Theorem 5.2, being under-
stood in a somewhat more general context where the consideration of unbounded operators is
not excluded, is sharp.
Proposition 5.4. Let D be the differentiation operator with periodic boundary conditions in
L2(−1, 1) given by the differential expression
(5.9) D = d
dx
on Dom(D) =
{
f ∈W 2,1(−1, 1) |f(−1) = f(1)} .
Introduce the isospectral path [0, π2 ] ∋ t 7→ Bt of unbounded self-adjoint operators
(5.10) Bt = Ut(iD)U∗t on Dom(Bt) = UtDom(D),
where Ut is the family of unitary operators given by
(5.11) (Utf)(x) = ei2txf(x), t ∈
[
0,
π
2
]
.
Set
(5.12) ωt = 2πZ, Ωt = 2πZ \ πZ,
and denote by Pt the spectral projection of Bt onto the subspace of “even harmonics”, that is,
(5.13) Pt = EBt(ωt), t ∈
[
0,
π
2
]
.
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Then
(5.14) arcsin(‖Pt − P0‖) = π
2
∫ t
0
‖B˙τ‖
dist(ωτ ,Ωτ )
dτ, t ∈
[
0,
π
2
]
,
where B˙t denotes the closure of the strong derivative B˙t = ddtBt of the path initially defined on
Dom(B˙t) = C
∞
0 (−1, 1).
Proof. First, one observes that
(5.15) B˙tf = d
dt
Btf = 2Ut[xˆ,D]U
∗
t f = −2f for all f ∈ C∞0 (−1, 1),
where we used the commutation relation
[xˆ,D] = I on C∞0 (−1, 1) ⊂ Dom(xˆD) ∩Dom(Dxˆ)
relating the differentiation operator D and the (bounded) multiplication operator xˆ by the inde-
pendent variable on L2(−1, 1). Thus, the strong derivative B˙t is well defined on Dom(B˙t) =
C∞0 (−1, 1) and hence
B˙t = −2IL2(−1,1).
On the other hand, the spectrum of iD consists of simple eigenvalues located at the points of
the lattice 2πZ, so does the spectrum of the isospectral path Bt given by (5.10). In particular,
dist(ωt,Ωt) = π, t ∈
[
0,
π
2
]
,
and hence
π
2
∫ t
0
‖B˙τ‖
dist(ωτ ,Ωτ )
dτ =
π
2
∫ t
0
2
π
dτ = t, t ∈
[
0,
π
2
]
.
To complete the proof of (5.14) it suffices to show that
arcsin(‖Pt − P0‖) = t, t ∈
[
0,
π
2
]
.
We will prove a slightly more general result that states that the path of the orthogonal projec-
tions
[
0, π2
] ∋ t→ Pt is a geodesic. That is,
arcsin(‖Pt − P0‖) =
∫ t
0
‖P˙τ‖ dτ = t, t ∈
[
0,
π
2
]
.
Introduce the notation P = P0. From the definition (5.12) of the sets ωt it follows that P is
the orthogonal projection onto the closure of spank∈Z{ei2kx}, the space generated by the “even
harmonics”. From (5.10) and (5.13) it follows that
(5.16) Pt = UtPU∗t , t ∈
[
0,
π
2
]
,
where the family of unitary operators Ut is given by (5.11).
First, we prove the inequality
(5.17) ‖Pt − P‖ ≥ sin t, t ∈
[
0,
π
2
]
,
We proceed as follows.
One observes that
‖(UtPU∗t − P )‖ = ‖(UtPU∗t − P )Ut‖
≥ ‖(UtPU∗t − P )UtP⊥‖ = ‖PUtP⊥‖, t ∈
[
0,
π
2
]
.
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The operator PUtP⊥ can easily be shown to be unitarily equivalent (up to a scalar factor) to
the regularized discrete Hilbert transform Hp in ℓ2(Z) with p = 2t+π2π ,
(5.18) PUtP⊥ ∼ −sin 2t
2π
Hp, t ∈
(
0,
π
2
)
,
where the symbol ∼ denotes a unitary equivalence.
Recall that by the definition the regularized Hilbert transform Hp is given by the following
convolution operator
(Hpaˆ)m =
∑
n∈Z
an
m− n+ p, aˆ = {an}n∈Z ∈ ℓ
2(Z), p ∈ (0, 1).
Indeed, to prove (5.18), take a g ∈ RanP⊥ with the Fourier series
g(x) =
∑
k
gke
i(2k+1)πx.
Then the Fourier series of the function PUtP⊥g is given by
(PUtP
⊥g)(x) =
∑
m
∑
k
gk
1
2
(∫ 1
−1
ei((2(k−m)+1)π+2t)τ dτ
)
e2imπx(5.19)
= −
∑
k,m
gk
sin 2t
(2(k −m) + 1)π + 2te
2imπx
= −sin 2t
2π
∑
m
(Hpgˆ)ke
2imπx, gˆ = {gk}k∈Z ∈ ℓ2.
Representation (5.19) proves the claim (5.18). In particular,
(5.20) ‖PUtP⊥‖ = sin 2t
2π
‖Hp‖ℓ2(Z), t ∈
(
0,
π
2
)
.
Next, the symbol hp of the convolution operator Hp can be computed explicitly and it is given
by
hp(x) =
π
sinπp
eiπp(1−x) =
∑
m
eimπx
m+ p
, x ∈ (0, 2).
Hence, the norm of Hp in the space ℓ2(Z) coincides with the ℓ∞-norm of the symbol hp and
therefore
(5.21) ‖Hp‖ℓ2(Z) = sup
x∈[−1,1]
∣∣∣∣∣πeiπp(1−x)sinπp
∣∣∣∣∣ = πsinπp = πcos t , t ∈ (0, π2) .
Combining (5.20) with (5.21) yields the lower bound (5.17), that is,
(5.22) ‖Pt − P‖ ≥ ‖PUtP⊥‖ = sin 2t
2π
π
cos t
= sin t, t ∈
(
0,
π
2
)
.
Our next immediate goal is to prove the opposite inequality
(5.23) ‖Pt − P‖ ≤ sin t, t ∈
[
0,
π
2
]
.
Using the result of Lemma 3.4, it is sufficient to prove that
(5.24) ‖P˙t‖ = 1, t ∈
(
0,
π
2
)
.
In order to prove (5.24), one observes that
‖P˙t‖ = ‖Ut[2xˆ, P ]U∗t ‖ = 2‖[xˆ, P ]‖, t ≥ 0,
with xˆ the multiplication operator by the independent variable,
(xˆf)(x) = xf(x), f ∈ L2(−1, 1).
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So, ‖P˙t‖ does not depend on the parameter t. Therefore, it remains to show that
‖P˙0‖ = 1.
Indeed,
i−1[2xˆ, P ] = iP2xˆP⊥ − iP⊥2xˆP = iP2xˆP⊥ + (iP2xˆP⊥)∗
and hence the commutator i−1[2xˆ, P ] can be represented as the following off-diagonal self-
adjoint operator matrix with respect to the decomposition L2(−1, 1) = RanP ⊕RanP⊥
i−1[2xˆ, P ] =
(
0 V
V ∗ 0
)
.
Here the bounded operator V ∈ L(RanP⊥,RanP ), is given by
V = i2Pxˆ|RanP⊥.
However, it follows from (5.22) that
‖V ‖ =
∥∥∥∥limt↓0 P (Ut − I)P⊥it
∥∥∥∥ = ∥∥∥∥limt↓0 PUtP⊥it
∥∥∥∥ = limt↓0 sin tt = 1.
Hence,
‖[2xˆ, P ]‖ =
∥∥∥∥( 0 VV ∗ 0
)∥∥∥∥ = 1.
Combining (5.17), (5.23) and (5.24) proves that the path [0, π2 ] ∋ t → Pt is geodesic, and
hence (5.14) holds.

6. NEW ESTIMATES IN THE SUBSPACE PERTURBATION PROBLEM
The main goal of this section is to apply Theorem 5.2 to the solution of the subspace pertur-
bation problem recently discussed in [5] and [7].
Recall that if A and V are self-adjoint bounded operators and A has a spectral component
ω separated from the rest of the spectrum Ω, then the spectrum of A + V still consists of two
separated parts, provided that ‖V ‖ is small enough. Due to the upper semicontinuity of the
spectrum (cf., e.g., [4, Theorem V.4.10]) this is the case if the (in general sharp) condition
‖V ‖ < d/2 with d = dist(ω,Ω) is satisfied. Moreover, if the perturbation V is off-diagonal
with respect to the decomposition H = RanEA(ω) ⊕ RanEA(Ω), in [5] it is shown, that the
optimal gap nonclosing condition is ‖V ‖ <
√
3
2 d and this conditions is sharp as well.
It is now a natural question, under what (possibly stronger) condition on the norm of V the
difference of the spectral projections forA and A+V associated with the corresponding spectral
components is a contraction with the norm less than 1.
Our first application of Theorem 5.2 treats the case of arbitrary bounded self-adjoint pertur-
bations V .
Theorem 6.1. Assume that A and V are bounded self-adjoint operators. Suppose that the
spectrum of A has a part ω separated from the remainder of the spectrum Ω in the sense that
(6.1) spec(A) = ω ∪ Ω and dist(ω,Ω) = d > 0 .
If
‖V ‖ < sinh(1)
e
d ,
then
(6.2) ‖EA(ω)− EA+V
(Od/2(ω)) ‖ ≤ sin(π4 log dd− 2‖V ‖
)
< 1,
where Od/2(ω) denotes the open d/2-neighborhood of ω.
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Proof. Introduce the path
I = [0, 1] ∋ t 7→ Bt = A+ tV
and set
(6.3) ωt := spec(Bt) ∩ Od/2(ω) and Ωt := spec(Bt) ∩Od/2(Ω) , t ∈ I .
Since
‖V ‖ < sinh(1)
e
d <
d
2
,
by [4, Theorem V.4.10] the families {ωt}t∈I and {Ωt}t∈I are separated with the distance func-
tion d(t) satisfying the estimate
d(t) := dist(ωt,Ωt) ≥ d− 2t‖V ‖ > 0 , t ∈ I .
Moreover, these families are also upper semicontinuous on I (cf., [4, Theorem IV.3.16] ). Since
the path I ∋ t 7→ Bt is obviously a C1-smooth path (in fact, it is real analytic), from Theorem
5.2 it follows that
(6.4) arcsin(‖EA(ω)− EBt(ωt)‖) ≤ π2
∫ t
0
‖V ‖
d− 2τ‖V ‖dτ , t ∈ [0, 1) .
Observing that
(6.5)
∫ 1
0
‖V ‖
d− 2τ‖V ‖dτ =
1
2
log
(
d
d− 2‖V ‖
)
and
1
2
log
(
d
d− 2‖V ‖
)
<
1
2
log
(
1
1− 2 sinh(1)e
)
= 1 ,
from (6.4) (by going to the limit when t approaches 1) one gets the estimate
‖EA(ω)− EB1(ω1)‖ = sin
(
π
4
log
d
d− 2‖V ‖
)
.
To complete the proof it remains to observe that B1 = A+ V and that
EA+V
(Od/2(ω)) = EB1(ω1)
as it follows from (6.3). 
Our second application of Theorem 5.2 concerns the case of off-diagonal perturbations where
the corresponding spectral shift is rather specific. In that case, the additional knowledge about
the behavior of the spectral parts from [5] gives rise to a stronger estimate compared to that in
Theorem 6.1.
Theorem 6.2. Assume the hypothesis of Theorem 6.1. Suppose, in addition, that V is off-
diagonal with respect to the orthogonal decomposition H = RanEA(ω) ⊕ RanEA(Ω), that
is,
EA(ω)V EA(ω) = EA(Ω)V EA(Ω) = 0 .
Suppose further that
(6.6) ‖V ‖ < sd ,
where s is the unique root of the equation
(6.7)
∫ s
0
dτ
2−√1 + 4τ2 = 1 .
Then
(6.8) ‖EA(ω)− EA+V
(Od/2(ω)) ‖ ≤ sin(π2
∫ ‖V ‖/d
0
dτ
2−√1 + 4τ2
)
< 1.
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Proof. As in the proof of Theorem 6.1, introduce the path I = [0, 1] ∋ t 7→ Bt = A + tV and
the sets
(6.9) ωt := spec(Bt) ∩ Od/2(ω) and Ωt := spec(Bt) ∩Od/2(Ω) , t ∈ I .
Since the improper integral ∫ √3
2
0
dτ
2−√1 + 4τ2 =∞
diverges, the root s of (6.7) is well-defined and less than
√
3
2 and hence
(6.10) ‖V ‖ <
√
3
2
d ,
as it follows from (6.6).
By [5, Theorem 1.3], under the condition (6.10) it is
spec(B1) ∩ Od/2(ω) = spec(B1) ∩ UδV (ω)
and also
spec(B1) ∩ Od/2(Ω) = spec(B1) ∩ UδV (Ω) ,
where
δV = ‖V ‖ tan
(
1
2
arctan
2‖V ‖
d
)
,
and UδV (∆) denotes the closed δV -neighborhood of the Borel set ∆ ⊂ R. Therefore
(6.11) ωt = spec(Bt) ∩ UδtV (ω) and Ωt = spec(Bt) ∩ UδtV (Ω) , t ∈ I .
In particular, the families {ωt}t∈I and {Ωt}t∈I are separated with the distance function d(t)
satisfying the estimate
d(t) : = dist(ωt,Ωt) ≥ d− 2t‖V ‖ tan
(
1
2
arctan
2t‖V ‖
d
)
=
2−
√
1 + 4
(
t‖V ‖
d
)2 d > 0 , t ∈ I .
Using a similar argument as in the proof of Theorem 6.1 and applying Theorem 5.2, one gets
the estimate
arcsin
(‖EA(ω)− EB1(ω1)‖) ≤ π2 ‖V ‖d
∫ 1
0
dτ
2−
√
1 + 4
(‖V ‖τ
d
)2
=
π
2
∫ ‖V ‖
d
0
dτ
2−√1 + 4τ2 .
By (6.6) and (6.7) it is ∫ ‖V ‖
d
0
dτ
2−√1 + 4τ2 <
∫ s
0
dτ
2−√1 + 4τ2 = 1 ,
and one arrives at the estimate
‖EA(ω)− EA+V
(Od/2(ω)) ‖ = ‖EA(ω)− EB1(ω1)‖ ≤ sin(π2
∫ ‖V ‖
d
0
dτ
2−√1 + 4τ2
)
,
which proves (6.8). 
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Remark 6.3. In the situation of Theorem 6.1, the previously known estimate obtained in [7]
under the assumption
‖V ‖ < 2
2 + π
d
has the form
(6.12) ‖EA(ω)− EA+V
(Od/2(ω)) ‖ ≤ π2 ‖V ‖d− ‖V ‖
and one can show (see Appendix A) that the estimate (6.2) is stronger than (6.12), i.e.
(6.13) sin
(
π
4
log
d
d− 2‖V ‖
)
<
π
2
‖V ‖
d− ‖V ‖ whenever 0 < ‖V ‖ <
d
2
.
In the off-diagonal case of Theorem 6.2, the previously known estimate obtained in [5] under
the assumption
(6.14) ‖V ‖ < 3π −
√
π2 + 32
π2 − 4 d
has the form
(6.15) ‖EA(ω)− EA+V
(Od/2(ω)) ‖ ≤ π2 ‖V ‖d− ‖V ‖ tan ( 12 arctan 2‖V ‖d ) .
Recall that the critical constant cπ = 3π−
√
π2+32
π2−4 in (6.14) was chosen to be the only positive
root of the equation
π
2
x
1− x tan (12 arctan 2x) = 1
and therefore in the critical case ‖V ‖ = cπd the right hand side of (6.15) turns out to be 1
which means that the bound (6.15) is not informative for the range of perturbations ‖V ‖ such
that ‖V ‖ ≥ cπd.
Note, that the identity
1
2−√1 + 4τ2 =
1
1− 2τ tan(12 arctan 2τ)
holds for all 0 ≤ τ <
√
3
2 . Combined with the inequality
(6.16) sin
(
π
2
∫ t
0
dτ
1− 2τ tan (12 arctan 2τ)
)
<
π
2
t
1− t tan (12 arctan 2t) ,
0 ≤ t <
√
3
2
,
which is proven in Appendix B, this means that the right hand side of (6.8) is less than the right
hand side of (6.15) and therefore the bound (6.8) is stronger than the previously known estimate
(6.15). In particular, since the critical constant cπ was defined so that the right hand side of
(6.15) equals 1 for ‖V ‖ = cπd, it follows immediately from (6.16) that cπ < s. Numerical
calculations suggest that the exact value of s satisfies the two-sided estimate
0.67598931 < s < 0.67598932 .
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APPENDIX A. PROOF OF INEQUALITY (6.13)
We write ‖V ‖ = αd and substitute x = α1−α , 0 < x < 1. With 11−2α = 1+x1−x inequality(6.13) becomes
(A.1) sin
(
π
4
log
1 + x
1− x
)
<
π
2
x , 0 < x < 1 .
Since the left-hand side of (A.1) is not greater than 1, we may assume x ≤ 2π . In that case, (A.1)
can be rewritten as
(A.2) π
4
log
1 + x
1− x < arcsin
(π
2
x
)
, 0 < x ≤ 2
π
.
It suffices to show that the corresponding inequality holds for the derivatives of both sides.
Differentiating the left-hand side gives
d
dx
π
4
log
1 + x
1− x =
π
2
· 1
(1− x2)
and differentiating the right-hand side gives
d
dx
arcsin
(π
2
x
)
=
π√
4− π2x2 .
Therefore, we have to show that
(A.3) π
2
· 1
(1− x2) <
π√
4− π2x2
holds for all 0 < x ≤ 2π . Taking the square, we can rewrite (A.3) as
4− π2x2 < 4(1− x2)2
which is equivalent to
0 < (π2 − 2)x2 + x4 , 0 < x ≤ 2
π
.
Since π2 > 2, this is obviously true, so (A.3) holds for all 0 < x ≤ 2π , which proves (6.13).
APPENDIX B. PROOF OF INEQUALITY (6.16)
First, we remark that
1− 2x tan
(
1
2
arctan 2x
)
= 2−
√
1 + 4x2
and that
1− x tan
(
1
2
arctan 2x
)
=
3
2
−
√
1 + 4x2
2
for 0 ≤ x <
√
3
2 , and thus the inequality (6.16) can be rewritten as
(B.1) sin
(
π
2
∫ t
0
dτ
2−√1 + 4τ2
)
<
π
2
2t
3−√1 + 4t2 .
It is sufficient to prove the corresponding inequality for the derivatives that, after elementary
computations, can be written as
(B.2) cos
(
π
2
∫ t
0
dτ
2−√1 + 4τ2
)
< 2
[
2−√1 + 4t2
3−√1 + 4t2 +
4t2(2−√1 + 4t2)
(3−√1 + 4t2)2√1 + 4t2
]
.
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After the change of variables x =
√
1 + 4t2, so that t2 = x2−14 , the desired estimate may be
rewritten as
cos
(
π
2
∫ √x2−1
2
0
dτ
2−√1 + 4τ2
)
< F (x) , 1 < x < 2 ,
where the function F is given by
F (x) =
2(3x − 1)(2 − x)
(3− x)2x .
Denote by x the first root of the equation
cos
π
2
∫ √x2−1
2
0
dτ
2−√1 + 4τ2
 = F (x)
that is greater than 1.
An elementary analysis shows that the equation 1 = F (x) has three roots
x1 = −
√
17 + 1
2
, x2 = 1 and x3 =
√
17− 1
2
,
and that
1 < F (x) on (1, x3) .
Therefore,
x > x3 =
√
17− 1
2
and thus, we have proven the inequality
(B.3) sin
(
π
2
∫ t
0
dτ
2−√1 + 4τ2
)
<
π
2
2t
3−√1 + 4t2 on the interval (0, t) ,
where t is given by
t =
√
x23 − 1
2
=
√
(
√
17− 1)2 − 4
4
≈ 0.599... .
Next, we show that the right hand side of (B.3) at the point t = t is greater than 1. Indeed,
π
2
2t
3−√1 + 4t2 =
π
2
2
√
(
√
17−1)2−4
4
3−
√
17−1
2
> π
√
(
√
16−1)2−4
4
3−
√
17−1
2
= π
√
5
14− 2√17(B.4)
> π
√
5
5
=
π√
5
> 1,
where we used the obvious inequality 2
√
17 < 9.
From that it follows, that the right hand side of (6.16) is greater than 1 for t ≥ t and one
concludes that
(B.5) sin
(
π
2
∫ t
0
dτ
2−√1 + 4τ2
)
<
π
2
2t
3−√1 + 4t2 for all t ∈
(
0,
√
3
2
)
.
We remark that at t =
√
3
2 the right hand side of (B.5) blows up.
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APPENDIX C. ALTERNATIVE PROOF OF THEOREM 5.2
In this appendix we present an alternative proof of Theorem 5.2.
We make the following preparations.
Lemma C.1. Under the assumptions of Theorem 5.2 we define d : I × I → R+0 by
d(t, s) := dist(ωt,Ωs) .
Then for every t ∈ I one has
lim
s→t d(t, s) = lims→td(s, t) = d(t, t) .
Furthermore, the function given by t 7→ d(t, t), t ∈ I , is continuous.
Proof. Let t ∈ I and let 0 < ε < 14d(t, t) be arbitrary. Since the families {ωs}s∈I and {Ωs}s∈I
are upper semicontinuous, we can choose δ > 0 such that
ωs ⊂ Oε(ωt) , Ωs ⊂ Oε(Ωt) , s ∈ I , |s− t| < δ ,
as well as
ωt ⊂ Oε(ωs) , Ωt ⊂ Oε(Ωs) , s ∈ I , |s− t| < δ ,
where Oε(∆) denotes the open ε-neighborhood of ∆ ⊂ R. From that one obtains
d(t, t)− 2ε ≤ d(s, s) ≤ d(t, t) + 2ε
and
d(t, t)− ε ≤ d(t, s) ≤ d(t, s) + ε
for all s ∈ I such that |s−t| < δ. The same is true for d(s, t) instead of d(t, s), which completes
the proof. 
Proposition C.2 ([8]). Let A and B be bounded self-adjoint operators and ω and Ω two Borel
sets on the real line. Then
dist(ω,Ω)‖EA(ω)EB(Ω)‖ ≤ π
2
‖A−B‖.
Moreover, if the convex hull of the set ω does not intersect the set Ω, or vice versa, then
dist(ω,Ω)‖EA(ω)EB(Ω)‖ ≤ ‖A−B‖.
Now we are able to prove Theorem 5.2.
Proof of Theorem 5.2. By Proposition C.2,
(C.1) dist(ωt,Ωs)‖PtP⊥s ‖ ≤
π
2
‖Bt −Bs‖, s, t ∈ I,
and
(C.2) dist(ωs,Ωt)‖P⊥t Ps‖ ≤
π
2
‖Bt −Bs‖, s, t ∈ I.
Since
‖Ps − Pt‖ = max
{
‖PtP⊥s ‖, ‖P⊥t P⊥s ‖
}
,
from (C.1) and (C.2) it follows that
min {dist(ωt,Ωs),dist(ωs,Ωt)} ‖Ps − Pt‖ ≤ π
2
‖Bs −Bt‖, s, t ∈ I.
Dividing both sides of this inequality by |s− t| and letting s approach t, one obtains the bound
dist(ωt,Ωt)‖P˙t‖ ≤ π
2
‖B˙t‖, t ∈ I ,
where we have used Lemma C.1 and the smoothness of the path I ∋ t 7→ Pt (cf. Appendix D).
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Since dist(ωt,Ωt) > 0 for all t ∈ I by hypothesis, one obtains that
‖P˙t‖ ≤ π
2
‖B˙t‖
dist(ωt,Ωt)
, t ∈ I,
and then applying Lemma 3.4 completes the proof. 
APPENDIX D. PROOF OF THE SMOOTHNESS OF THE SPECTRAL PROJECTIONS
The proof of the smoothness of the path of projections Pt required for the alternative proof of
Theorem 5.2 in Appendix C is essentially the same as the one presented in [4, Theorem II.5.4]
for the continuous case.
Lemma D.1. Under the assumptions of Theorem 5.2, I ∋ t 7→ Pt is a C1-smooth path.
Proof. Let t ∈ I and ε = 14dist(ωt,Ωt) > 0. Due to the fact, that the families {ωs}s∈I and{Ωs}s∈I are upper semicontinuous, there is a δ > 0 such that
(D.1) ωs ⊂ Oε/2(ωt) and Ωs ⊂ Oε/2(Ωt) for all s ∈ I , |s− t| < δ ,
where Oε(∆) denotes the open ε-neighborhood of ∆ ⊂ R.
In particular, Oε(ωt) \ Oε/2(ωt) lies in the resolvent set of Bs for all s ∈ I , |s − t| < δ.
Therefore, there exists a finite number of rectifiable, simple closed positive orientated curves
belonging to C \ spec(Bs) for all s ∈ I , |s − t| < δ, such that ωs is contained in the union of
their interiors and Ωs lies in the union of their exteriors. Let Γ denote the union of these curves.
As in [4, (III.6.19)], Ps has the representation
Ps =
1
2πi
∫
Γ
Rs(ζ) dζ , Rs(ζ) :=
(
ζIH −Bs
)−1
, s ∈ I , |s − t| < δ .
Since Bs −Bt = (ζIH −Bt)− (ζIH −Bs), it is
Rs(ζ)−Rt(ζ) = Rt(ζ)
(
Bs −Bt
)
Rs(ζ) , s ∈ I , |s− t| < δ .
Furthermore, for all ζ ∈ Γ ⊂ C \ spec(Bs) the equation
(D.2) ‖Rs(ζ)‖ = 1
dist(ζ, spec(Bs))
holds (cf. [4, (V.3.16)]). Due to (D.1), this implies that ‖Rs(ζ)‖ is uniformly bounded for ζ ∈ Γ
and s ∈ I , |s − t| < δ, from which one concludes, that Rs(ζ)−Rt(ζ)s−t converges uniformly to
Rt(ζ)B˙tRt(ζ) for ζ ∈ Γ as s goes to t. This shows that
P˙t = lim
s→t
Ps − Pt
s− t =
1
2πi
∫
Γ
Rt(ζ)B˙tRt(ζ) dζ
exists. By a similar argument, one concludes that I ∋ t 7→ P˙t is continuous and, therefore,
I ∋ t 7→ Pt is C1-smooth. 
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