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Resumen  
 
Constantemente el avance tecnológico se vuelve muy importante para la seguridad en 
general. La biometría informática, es una rama de la biometría, que nos permite mediante la 
integración de dispositivos tecnológicos desarrollar sistemas de seguridad para determinadas 
aplicaciones como restringir el acceso a zonas privadas o simplemente la verificación de una 
persona. Con el reconocimiento palmar, se puede realizar la identificación y reconocimiento 
de personas, mediante características de la geometría de la mano, permitiendo verificarla e 
identificarla. Pero la biometría informática no solo se aplica para controlar el acceso a zonas 
restringidas, sino que también aporta un gran apoyo en el campo de la verificación de una 
persona para fines específicos y otros campos con múltiples aplicaciones. En el siguiente 
trabajo de investigación, se diseñó un sistema biométrico de reconocimiento palmar 
seleccionando como técnica de extracción de características, la geometría de la mano. El 
sistema contiene la implementación de un prototipo e integración de dispositivos 
tecnológicos. Se desarrolló un programa con una interfaz de modo interactiva (maquina-
usuario), permitiendo la manipulación y visualización en una pantalla táctil. Se realizaron las 
pruebas de validez siguiendo una metodología y se obtuvo una eficiencia del sistema basada 
en términos probabilísticos como la sensibilidad y especificidad de un sistema, con resultados 
en porcentajes del 85% y 84% respectivamente. 
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Introducción  
 
En los últimos años, la biometría se ha convertido en uno de los temas más relevantes en los 
avances tecnológicos, ya que por medio de la biometría se obtienen características que hacen 
diferenciar un individuo de otro. El reconocimiento palmar sin ninguna duda es una de las 
ramas biométricas que ha venido siendo muy utilizada en la identificación de individuos, 
debido a su confiabilidad y validez en sus técnicas. En la actualidad se han implementado 
diferentes sistemas de reconocimiento palmar como por ejemplo el control de acceso a zonas 
privadas, la identificación de personas para pagos con tarjetas, verificación de individuos 
para múltiples aplicaciones entre otros.      
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Capítulo 1 
 
1.1 Introducción al reconocimiento palmar 
 
 
Este reconocimiento es una de las técnicas que desarrolla mayor cantidad de características 
de una personas esto ha permitido que el reconocimiento por huella dactilar sea uno de los 
más utilizados. La huella palmar y dactilar son simboliza por medio de surcos de fricción los 
cuales son extraídos de un escáner, con esta información de surcos se pueden resaltar 
características en los individuos, como, numero de punto, crestas, defectos, entre otros; las 
huellas dactilares y palmares son únicas para cada persona por lo que tiene un buen impacto 
ante el reconocimiento.  Aparte de la impresión de surcos el reconocimiento palmar se puede 
realizar por medio de geometría palmar (Imagen proveniente de cámara). La información que 
puede extraer a través de estas imágenes pueden ser líneas características propias de cada 
individuo, pero se requiere una imagen con condiciones bastantes controladas para que sea 
efectivo; otras de las características pueden ser el área, el perímetro, y distancias que se 
encuentran en la palma como son largo y ancho de dedeos. Como se mencionó anteriormente 
las huellas palmares y dactilares son únicas y permanentes, por esta razón han sido utilizadas 
por más de un siglo como una forma confiable de identificación. De todos modos, el 
reconocimiento palmar ha sido más lento en su automatización debido a algunas limitaciones 
en las capacidades de computación y tecnologías de escaneo en vivo [1]. 
 
1.1.1 Adquisición de la imagen 
 
El proceso de adquisición de la imagen desde el objeto hasta su ingreso en el procesador, se 
logra a través de un dispositivo que debe ser sensible a los cambios de la luz, el cual es una 
cámara compuesta por elementos fotosensibles que transforman los fotones de la luz en una 
corriente eléctrica. En la adquisición de la imagen se tienen parámetros como: 
 
 Resolución: En la actualidad existen dispositivos de captura de imágenes que poseen 
una resolución muy buena, con cámaras digitales de poco más de 50 Mp. Sin 
embargo, es necesario tener conocimiento de que resolución es la adecuada para 
trabajar en el proceso que se va a realizar, por lo que define la partición de 
información en una cantidad de pixeles es decir, cuando se maneja cámaras de baja 
resolución la información de un pixel puede almacenar un área mayor que un cámara 
con mayor resolución, esto puede afectar el procesamiento ya que con una imagen de 
buena resolución se puede mejor nitidez. 
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 Iluminación: Es una variable que se mencionó anteriormente, afecta directamente la 
adquisición de la imagen, por lo que la presencia en exceso de luminosidad hace que 
la imagen adquirida se torne borrosa o con transparencia en el caso de la ausencia de 
esta no permite distinguir el objeto capturado. 
 
 Sombras: La sombra es aquella zona de la imagen donde la luz presente no pudo 
llegar o que solo pudo llegar parcialmente. La sombra suele aparecer cuando los rayos 
de luz de una fuente luminosa inciden sobre un objeto y este proyecta su forma en el 
sentido contrario del que proviene la luz. 
 
1.1.2 Acondicionamiento y normalización 
 
El acondicionamiento y la normalización de una imagen es dependiente del tipo de proceso 
que se lleve a cabo, algunos acondicionamientos se pueden relacionar con los recortes hechos 
en la imagen antes de iniciar el procesamiento. Como se realiza una normalización antes de 
la captura de la imagen (Iluminación controlada), la normalización en el desarrollo es 
bastante reducida; por ello se realizan los siguientes procesos:  
 
 Conversión de una imagen a escala de grises: Una imagen en escala de grises es un 
arreglo matricial de dos dimensiones que aporta información de la intensidad de la 
luz presente para cada punto de la imagen [2]. Técnicas de conversión: 
 
 
 Técnica de promedio (Average): La forma más simple de lograrlo es 
mediante la suma de las componentes RGB de cada capa pixel a pixel y 
dividirles por la cantidad (3) [3]. Representación de la técnica mediante la 
ecuación 1.1.  
 
 
 
𝐺𝑟𝑒𝑦(𝑖, 𝑗) =  
(𝑅(𝑖,𝑗)+𝐺(𝑖,𝑗)+𝐵(𝑖,𝑗))
3
                      (1.1)         
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 Técnica de Luminosidad (Luminosity): Este método es una versión más 
sofisticada del método del promedio. Los valores de cada color presentan un 
valor teniendo en cuenta la percepción humana. El ojo humano es más 
sensible al verde que a los otros colores, por lo que el porcentaje de este es 
mayor. Estos valores fueron establecidos a través de la recomendación Rec. 
601 NTSC por la International Telecommunication Unión – 
Radiocommunications; sector que le ha hecho un estándar mundial para la 
televisión a color con compatibilidad a blanco y negro [3]. Representación de 
la técnica mediante la ecuación 1.2. 
 
 
 
𝐺𝑟𝑒𝑦(𝑖, 𝑗) = 0.299 ∗ 𝑅(𝑖, 𝑗) + 0.587 ∗ 𝐺(𝑖, 𝑗) + 0.114 ∗ 𝐵(𝑖, 𝑗)         (1.2) 
 
 
 
 Binarizado de imagen: La binarización es una variante de la umbralización y 
consiste en dejar a cero todos los pixels menores de un umbral y a uno aquellos que 
son iguales o mayores, quedando constituida la imagen final por un conjunto de unos 
y ceros. Se puede interpretar mediante la ecuacion 1.3.  
 
 
𝑏(𝑟, 𝑐) {
𝑡0 𝑠𝑖 𝐼(𝑟, 𝑐) < 𝑇
𝑡1 𝑠𝑖 𝐼(𝑟, 𝑐) ≥ 𝑇
                                  (1.3) 
 
 
Cuando el valor t0=0 y el valor t1=1 se dice que la imagen se ha binarizado. El 
algoritmo es muy sencillo de implementar: 
 
 
 
𝐼𝑀𝐵(𝑖, 𝑗) = (𝐼𝑀𝐴(𝑖, 𝑗) ≥ 𝑢𝑚𝑏𝑟𝑎𝑙)                         (1.4) 
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1.1.3 Extracción de características 
 
Al tener las imágenes acondicionadas y normalizadas se procede a la extracción de 
características, esto se debe definir a partir de la técnica que se desea trabajar para el 
reconocimiento palmar. Entre las técnicas anteriormente mencionadas podemos encontrar 
patrón de crestas, minucias y puntos delta en el caso de imágenes por escáner y geometría de 
la mano en el caso de imágenes en el caso de captura por cámara. 
 
1.1.4 Algoritmo de reconocimiento 
 
Consiste en comparar las características extraídas con las incluidas en una base de datos. 
Aquí se pueden distinguir dos sistemas: 
 
 Sistema de verificación o autenticación de identidad: en este caso el vector de 
características se compara (distancia mínima o probabilidad a posteriori) con uno en 
concreto para determinar si es la persona que se dice ser o no. Se habrá establecido 
un umbral por debajo del cual el resultado es positivo, o negativo en caso contrario 
[1]. 
 
 Sistema de reconocimiento o identificación: en este caso se busca identificar a la 
persona, por lo que se realiza una comparación contra cada muestra recogida en la 
base de datos, obteniendo las diferentes distancias o probabilidades, la identificación 
se realza para la distancia minina o para la mayor probabilidad respectivamente. Se 
establece un umbral para definir si la identificación se encuentra en algunas de las 
muestras obtenidas. Si fuera así, la persona estaría identificada [1]. 
 
Existen varias técnicas de clasificación entre las más comunes se encuentran: Clasificador 
Vecino más Cercano o K Nearest Neighbors (KNN), Clasificador Maquinas de Soporte 
Vectoriales o Support Vector Machine (SVM), Clasificador Red Neuronal Artificial o 
Artificial Neural Network (ANN), clasificador Naives Bayes, entre otros. 
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1.1.5 Base de datos 
 
Para evaluar los algoritmos de reconocimiento palmar se necesita una base de datos de 
prueba. Para esto se realiza una base de datos propia con diecinueve personas y cada una de 
ellas con 10 imágenes de su palma. 
 
 
 
                                   
 
 
  
   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
Adquisición de 
la imagen
n. 
Binarización y 
Normalización. 
Extracción de 
características. 
Reconocimiento. 
Base de datos. 
Figura 1.1.1: Diagrama reconocimiento palmar [Los autores] 
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Capítulo 2 
 
2.1 Técnicas de reconocimiento palmar, métodos de 
captura y métodos de clasificación 
  
Algunas de las técnicas de reconocimiento palmar, métodos de captura y métodos de 
clasificación comúnmente usados en diferentes aplicaciones y trabajos de investigación, se 
mostrarán a continuación.   
 
2.1.1 Huella palmar (Imágenes de escáner) 
 
Es una técnica de reconocimiento que se realiza a partir de huellas dactilares, esta técnica se 
usa para imágenes escaneadas, pero no se debe descartar la opción de la captura la palma con 
una cámara de buena resolución, pero para esto se debe tener un ambiente controlado en el 
momento de la adquisición de dicha imagen. 
 
 
 
 
Figura 2.1.1: a) Imagen escaneada [4] y b) Imagen de cámara digital [5] 
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En el transcurso de los tiempos la imagen escaneada es la que más impacto ha tenido en el 
momento del reconocimiento palmar, ya que se hace más sencillo el procesamiento de la 
imagen y la adquisición de las características. Cómo se puede notar en las imágenes (a) y (b) 
de la Figura 2.1.1, existen minucias de diferentes tipos, las cuales hay que identificar. 
 
 
 
Figura 2.1.2: Características de la palma de la mano [Los autores] 
 
En la imagen anterior se observa los tipos de características que se pueden extraer a partir de 
una huella dactilar. Cada una de estas características son únicas para cada persona ya que se 
observa es la distribución que posean en un área determinada. 
 
2.1.2 Geometría de la mano (Imágenes de cámara) 
 
Esta técnica de reconocimiento se usa fotos comunes de la palma de la mano donde se debe 
hacer un acondicionamiento previo para la adquisición de la imagen para tener mayor 
facilidad de procesamiento. Como se observa en la figura 2.1.3.  
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Figura 2.1.3: Acondicionamiento de la captura [Los autores] 
 
Se aplica un procesamiento básico de binarizado para la extracción de características. 
 
 
 
Figura 2.1.4: Imagen binarizada [Los autores] 
 
Después de obtener una imagen binarizado se extraen características notables como el largo 
de dedos el ancho de los mismos el área de la palma el perímetro del borde de la mano cómo 
se mostrará a continuación. 
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Figura 2.1.5: a) Borde de la mano y b) Distancias entre dedos (largo y ancho) [Los autores] 
 
Para el uso de esta técnica se debe hacer una limpieza de objetos no deseado que se puedan 
encontrar dentro de la imagen, para que el objeto principal de la imagen sea la palma, para 
poder tomar valores de área y perímetro más exactos. 
 
2.1.3 Clasificadores de características 
 
2.1.3.1 Clasificador por vecinos más cercanos (knn, k-nearest neighbours) 
 
Se define clasificadores KNN, a todos aquellos que se basan en los vecinos más cercanos [6]. 
 
 
 
Figura 2.1.6: Ejemplo clasificador KNN [Los autores] 
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Como se puede visualizar en la imagen anterior, el principio en el que se basa el clasificador 
KNN es identificar los vecinos más cercanos, a partir de un dato previamente tomado con 
una base de datos predeterminada. Se puede identificar que la muestra tomada, presente tres 
vecinos cercanos, los cuales dos de ellos son iguales y el otro diferente, por lo que el 
algoritmo realiza los cálculos de una distancia euclidiana para cerciorarse, de cuál de ellos se 
encuentra más cerca, para clasificar la muestra en el tipo de clase que se encuentra. 
 
{𝑧𝑑 , 1 ≤ 𝑐 ≤ 𝐶, 1 ≤ 𝑙 ≤ 𝑛𝑐}                                  (2.1) 
 
Donde C es el número de clases y 𝑛𝑐  el número de prototipos por clase. 
 
{𝑑1(𝑧, 𝑧𝑐1𝑙1), … . , 𝑑𝑘(𝑧, 𝑧𝑐𝑘𝑙𝑘)} = min1≤𝑐≤𝐶,1≤𝑙≤𝑛𝑐
𝑑(𝑧, 𝑧𝑑) = min
1≤𝑐≤𝐶,1≤𝑙≤𝑛𝑐
‖𝑧 − 𝑧𝑑‖         (2.2) 
 
?̂? = 𝑚𝑜𝑑𝑎(𝐶), 𝐶 = {𝑐1, … … , 𝑐𝑘}                               (2.3) 
 
 
Donde ‖ . ‖ representa la distancia Euclidiana. Usando el clasificador KNN el número de 
cálculos de distancia es [7]: 
 
𝑁𝑛𝑚 = ∑ 𝑛𝑐
𝐶
𝑐=1                                            (2.4) 
KNN es un algoritmo indolente, ya que en el entrenamiento, guarda poca información por lo 
que, no construye modelos de diferencia, por ejemplo, arboles de decisión. Tampoco es 
paramétrico, ya que no hace predicciones sobre la distribución de los datos, a diferencia de 
por ejemplo, un modelo lineal. 
KNN es local, ya que acepta que la clase de los datos es dependiente del número de vecinos 
más cercanos. Las limitaciones e inconvenientes del KNN es que son demasiado sensibles a 
datos que tienen poca relevancia y la condena de dimensionalidad, esto es consecuencia de 
ser un modelo local y no global [6]. 
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2.1.3.2 Clasificador Bayesiano (Naives Bayes) 
 
Este clasificador se puede ver como el proceso de encontrar la hipótesis más probable entre 
en número de ejemplos entrenados previamente D y con un conocimiento a priori sobre las 
probabilidades de cada hipótesis. 
 
 
𝑃(ℎ|𝐷) =  
𝑃(𝐷|ℎ)∗𝑃(ℎ)
𝑃(𝐷)
                                            (2.5) 
 
Donde: 
𝑃(ℎ) Es la probabilidad a priori de la hipótesis h. 
𝑃(𝐷)  Es la probabilidad de observar el conjunto de entrenamiento D. 
𝑃(𝐷|ℎ)  Es la probabilidad de observar el conjunto de entrenamiento D en un 
universo donde se verifica la hipótesis h. 
𝑃(ℎ|𝐷) Es la probabilidad a posteriori de h, cuando se ha observado el 
conjunto de entrenamiento D. 
 
 
Para la selección de hipótesis se observa cual es el máximo a posteriori (MAP), se denomina 
así a la hipótesis más probable aplicando el clasificador bayesiano. 
 
ℎ𝑀𝐴𝑃  ≡ 𝑎𝑟𝑔𝑚𝑎𝑥𝑃(ℎ|𝐷)                                           (2.6) 
ℎ𝜖𝐻 
=  𝑎𝑟𝑔𝑚𝑎𝑥
𝑃(𝐷|ℎ) ∗ 𝑃(ℎ)
𝑃(𝐷)
 
ℎ𝜖𝐻 
=  𝑎𝑟𝑔𝑚𝑎𝑥𝑃(𝐷|ℎ) ∗ 𝑃(ℎ) 
ℎ𝜖𝐻 
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En algunos casos el producto por 𝑃(ℎ) no tiene sentido ya que las hipótesis son equi-
probables: 
 
=  𝑎𝑟𝑔𝑚𝑎𝑥𝑃(𝐷|ℎ) 
ℎ𝜖𝐻 
 
A este resultado se le conoce como máxima verosimilitud (máximum likekihood) [8]. 
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Capítulo 3 
 
 
3.1 Diseño e implementación del prototipo 
 
En este capítulo se presenta el diseño del prototipo y su construcción. Teniendo en cuenta 
que existen muchos software de diseño, para el desarrollo de este proyecto se utiliza 
SolidWorks ® 2013.   
 
 
3.1.1 Dimensiones de la mano  
 
La antropometría se encarga de estudiar las dimensiones físicas de las personas, de acuerdo 
con los parámetros de las comunidades poblacionales. Teniendo en cuenta un estudio 
realizado por la Universidad de Guadalajara en México [9], se establece que el promedio de 
las dimensiones antropométricas de la mano de las personas de la población laboral en 
Colombia son las siguientes: 
 
 
Población  Característica mano 
(dedos juntos) 
Dimensión 
promedio(cm) 
Población laboral sexo femenino 20 a 59 
años 
Anchura mano 7,4 
Largura mano 16.65 
Población laboral sexo masculino 20 a 59  
años 
Anchura mano 8.35 
Largura mano 18.3 
 
Tabla 3.1.1: Tabla de las dimensiones promedio de la mano de la población laboral en Colombia 
[Los autores] 
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3.1.2 Características del prototipo  
 
Teniendo como base las dimensiones promedio de la mano de la población laboral de 20 a 
59 años en Colombia, se diseña un prototipo en SolidWorks ® 2013, el cual comprende dos 
compartimientos formando uno solo en su implementación. Un compartimiento para la 
captura de la mano izquierda y el otro para la incrustación de una pantalla táctil. En el diseño 
se tienen en cuenta factores como la iluminación, posicionamiento de la mano, y distancia 
entre la cámara y la mano, para controlar y obtener la adquisición de una imagen deseada. El 
diseño cuenta con las dimensiones donde encaja una pantalla de interfaz gráfica táctil  para 
la manipulación y visualización del programa desarrollado para el reconocimiento.   
 
    
3.1.3 Diseño del prototipo  
 
En el diseño del prototipo, considerando que la captura de la mano para este proyecto es 
mediante una cámara, se tiene en el diseño medidas que facilitan y proporcionan precisión 
en el momento de la captura, aportando mejoras en la adquisición de la imagen para el 
procesamiento y desarrollo del reconocimiento. El diseño es elaborado con la herramienta de 
diseño que ofrece el software SolidWorks ® 2013, como apoyo para garantizar una base del 
prototipo muy preciso para su implementación.     
El prototipo se diseña de forma ergonómico, para la comodidad y fácil utilización al momento 
de la captura de la foto de la mano. 
El diseño contiene dos compartimientos y algunas piezas las cuales se unen para formar el 
prototipo final.  
 
 
3.1.3.1 Compartimiento de captura 
 
El compartimiento de captura está compuesto por diferentes piezas prácticas que facilitan la 
captura de la foto de la mano izquierda, tiene medidas de 27x27cm y 34cm de alto. La caja 
es diseñada de forma ergonómica para mejorar la comodidad al momento de ingresar la mano 
para la captura. Se tiene un sistema para asentar la mano al momento de ingresarla, 
proporcionando comodidad y facilidad del dispositivo. En la parte superior del 
compartimiento encaja un sistema de iluminación en forma de panel fijado con tornillos, el 
cual ayuda a obtener una imagen deseada al momento de la captura de la mano. 
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Figura 3.1.1: Diseño del  compartimiento de captura en SolidWorks ® 2013 [Los autores]  
 
 
3.1.3.2 Mecanismo para posicionar la mano al momento de la captura 
 
El sistema diseñado es simple, básicamente es una lámina transparente de tamaño 26x26cm 
con un grosor de 0.2cm. Cabe resaltar que se establece este tamaño teniendo en cuanta el 
promedio de las dimensiones antropométricas de la mano de las personas de la población 
laboral en Colombia, mostrada en la Tabla 3.1.1. Para el soporte de la lámina se diseñan unos 
rieles fijos sobre las paredes del compartimiento de captura por donde se desliza la lámina 
hasta el extremo del compartimiento.     
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Figura 3.1.2: lámina para asentar la mano, sobre los rieles en el prototipo [Los autores] 
 
 
3.1.3.3 Compartimiento de la pantalla  
 
El compartimiento de pantalla es de tamaño 20x27cm y 33.80 cm de alto. La caja es diseñada 
con una abertura centrada en la parte superior de una inclinación donde encaja una pantalla 
de interfaz predeterminada, la cual es incrustada y fijada con tornillos sobre dos soportes fijos 
en la inclinación del compartimiento. El diseño de esta forma permite obtener una adecuada 
vista de la pantalla y comodidad a la hora de su manipulación.     
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Figura 3.1.3: Diseño del  compartimiento de la pantalla en SolidWorks ® 2013 [Los autores] 
 
 
3.1.3.4 Mecanismo soporte de la cámara  
 
Para posicionar y fijar la cámara se diseña un soporte mecánico de dos barras, una barra fija 
sobre la base del compartimiento de la pantalla y la otra acoplada sobre la anterior. La cámara 
es fijada en el extremo de la barra acoplada. Este diseño permite que la cámara se pueda 
desplazar verticalmente con un rango de 20 cm y tener 360 grados de ángulo de giro 
horizontalmente.  
Las dimensiones de la barra que va fija al compartimiento de la pantalla son de 11.80cm de 
longitud y su diámetro es de 1.50cm. Por otra parte, las dimensiones de la barra acoplada son 
de 16.55cm de longitud y 1.7cm de diámetro. 
La barra fija sobre el compartimiento de la pantalla, se encuentra ajustada con tornillería.            
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Figura 3.1.4: Diseño mecanismo para la cámara [Los autores] 
 
 
Como se observa en las Figuras 3.1.1 y 3.1.3 el mecanismo para la cámara se comunica con 
los dos compartimientos que están unidos. Ya que la barra acoplada puede girar 360 grados, 
este giro total se ve afectado por la ranura diseñada entre los dos compartimentos para el paso 
de la barra acoplada, debido a esto el mecanismo solo puede tener un rango de ángulo de giro 
de 10 grados.  
 
 
3.1.4 Implementación del diseño 
 
En la implementación del prototipo no se realizaron cambios con respecto al diseño 
desarrollado en este proyecto. Las dimensiones establecidas en todas las piezas mecanizadas 
sufren algunas tolerancias frente al diseño, pero no son significativas.  
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Figura 3.1.5: Diseño del prototipo en SolidWorks ® 2013 e implementación del prototipo 
terminado [Los autores] 
 
 
 
3.1.4.1 Materiales  
 
Para la elaboración del prototipo se tienen varios materiales, teniendo en cuenta la estructura, 
el peso, la facilidad de transporte, el acabado superficial, la comodidad y resistencia para su 
uso. Teniendo en cuenta estas características se propuso desarrollar la implementación con 
estos materiales: 
  
 Acrílico: Es un material muy resistente a impactos, muy buen aislante eléctrico, de 
peso liviano y es un material de acabado superficial reluciente. En este proyecto se 
utilizó este material para elaborar el compartimiento de captura y el compartimento 
de la pantalla, ya que es un material apropiado para su elaboración debido a sus 
características antes mencionadas. 
 
 Aluminio: Es un material no ferromagnético y liviano apropiado para la elaboración 
de algunas de las piezas diseñadas en este proyecto. Es un material para varios usos 
y aplicaciones, se puede usar en forma pura o aleaciones. Para este proyecto se utilizó 
en la elaboración del mecanismo soporte de la cámara, ya que teniendo en cuenta sus 
propiedades y siendo un material muy utilizado para tubos a un costo moderado, 
resulta ser el apropiado.  
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 Vidrio: Es un material transparente o translúcido, duro, frágil y es un tipo de material 
cerámico amorfo. Este se utilizó para elaborar la lámina para asentar la mano al 
momento de la captura, ya que es un material con las condiciones adecuadas y lo más 
importante por ser un material transparente, ideal para asentar la mano y tener una 
captura de ésta, sin tener afectaciones significativas a la hora de procesar la imagen.    
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Capítulo 4 
 
 
4.1 Selección de dispositivos tecnológicos y desarrollo de 
hardware para la adquisición de datos y 
procesamiento. 
 
En este proyecto, la selección de dispositivos parte del interés de trabajar en la adquisición 
de datos y procesamiento con sistemas embebidos, es decir con computadoras de placa 
reducida, ya que son sistemas de alto rendimiento, bajo costo y compatibles con sistemas 
operativos libres. Algo importante para destacar de estos dispositivos es que tienen grandes 
niveles de integración, reducción de componentes y conectores, debido a esto las 
computadoras de placa reducida suelen ser más pequeñas, livianas, más confiables y con un 
mejor manejo de la potencia eléctrica en comparación con las computadoras convencionales.  
Teniendo en cuenta las características del tipo de computadora a utilizar, también se 
seleccionaron los periféricos y demás dispositivos que se emplearon en conjunto, para el 
desarrollo del proyecto. 
 
 
4.1.1 Raspberry Pi 2 Modelo B 
 
La Raspberry pi es una computadora de placa reducida desarrollada recientemente en el 
Reino Unido para su uso en muchas aplicaciones, en especial para el uso académico. Es un 
dispositivo versátil que cuenta con grandes beneficios a un bajo costo [10]. Para el desarrollo 
del proyecto se eligió las Raspberry Pi 2 Modelo B, ya que cuenta con las características 
apropiadas.        
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Figura 4.1.1: Raspberry Pi 2 Modelo B [11] 
 
La Raspberry Pi 2 Modelo B tiene un tamaño de 8.56x5.65cm y pesa aproximadamente 45g. 
Es la segunda generación creada de las Raspberry Pi y cuenta con las siguientes 
especificaciones técnicas: 
 
 Chip integrado - BROADCOM BCM 2836 
 CPU - ARM11 ARMv7 ARM Cortex-A7 4 núcleos 900 MHz 
 GPU - BROADCOM VIDEOCORE IV 250 MHz. OPENGL ES 2.0 
 Memoria RAM - 1 Gb LPDDR2 SDRAM 450 MHz. 
 Puertos USB - 4 
 GPIO - 40 Pines 
 Video – HDMI 1.4 1920x1200 
 Almacenamiento – MicroSD 
 Ethernet  - 10/100 MBPS RJ45 
 CSI - Interfaz de cámara  
 DSI - Interfaz de pantalla  
 Audio Jack 3.5mm y video compuesto en conjunto  
 Alimentación 5v DC 
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Debido a que este dispositivo tiene un procesador ARMv7, se puede ejecutar toda la gama 
de distribuciones en sistemas operativos ARM GNU / Linux, incluyendo Ubuntu Core, así 
como Microsoft Windows 10 en modo de desarrollador [10]. 
Es importante mencionar que las computadoras de placa reducida “Raspberry Pi” no poseen 
un disco duro de almacenamiento interno, por este motivo es necesario adaptar una MicroSD 
de 4Gb o más y (clase 4 hasta clase 10) para el almacenamiento interno y también para 
instalar el sistema operativo. La memoria se inserta en una ranura diseñada especialmente 
para el artefacto. Para este proyecto se utilizó una MicroSD de 32gb clase 10. 
El Dispositivo posee 40 pines visualizados a continuación en el siguiente esquema: 
 
 
 
Figura 4.1.2: Esquema de pines Raspberry Pi 2 Modelo B [11] 
 
Como podemos observar en el esquema de la figura 4.1.1.2, la tarjeta cuenta con 40 pines de 
entradas y salidas de propósito general, 4 pines con salida de PWM, pines de alimentación y 
tierra y también cuenta con otras configuraciones predeterminadas en algunos de sus pines 
como comunicación serie asíncrono UART TX y RX, además de SPI (Comunicación serie 
síncrono) y comunicación I2C (Inter-Integrated Circuit).  
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Todos los pines GPIO se pueden gestionar directamente atreves de código, ya sea para una 
tarea en específico o general, teniendo en cuanta la configuración del pin apropiada. 
 
 
4.1.2 Pantalla táctil 7” Raspberry Pi  
 
La pantalla es un accesorio que complementa la versatilidad de todas las gamas de las tarjetas 
Rasberry Pi. En este proyecto se opta por integrar la pantalla oficial de la Raspberry Pi para 
la interfaz hombre máquina. Ya que es un dispositivo táctil, proporciona además de 
comodidad, la supresión de periféricos externos como el mouse y el teclado. 
 
 
 
Figura 4.1.3: Pantalla táctil 7" Raspberry Pi [Los autores] 
 
La pantalla táctil oficial de la Raspberry pi, es compatible con las tarjetas Raspberry Pi 3, 
Raspberry Pi 2 Model B, Raspberry Pi Model B+ y Raspberry PI Model A+. También podría 
funcionar con los Model A y Model B, pero no está oficialmente soportada. Requiere la 
última versión de Raspbian OS para funcionar [12].  
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Las especificaciones técnicas son las siguientes: 
 
 Tamaño 7 pulgadas 
 Dimensiones 194mm x 110mm x 20mm 
 Pantalla visible 155mm x 86mm 
 Resolución: 800 x 480 píxeles 
 Táctil capacitivo de 10 puntos 
 
Con la pantalla se convierte la Rasberry Pi en una tableta táctil o un dispositivo que muestra 
información, sin la necesidad de conectar a otro tipo de pantalla para la visualización. Con 
este dispositivo se tienen beneficios como el acceso a un teclado en pantalla virtual y así 
evitar conexiones externas.  
 
 
4.1.2.1 Adaptación de la pantalla a la Raspberry Pi 2 Modelo B 
 
La pantalla contiene una tarjeta o driver que va conectada a la Raspberry pi 2 por el puerto 
DSI mediante un cable cinta de 15 pines predeterminado. El driver de la pantalla tiene unos 
tornillos en los que encajan perfectamente la Raspberry Pi 2 para la unión de las dos tarjetas. 
 
 
 
Figura 4.1.4: Adaptación de la pantalla con la Raspberry Pi2 [12] 
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Cabe destacar que la alimentación se hizo de forma independiente para los dos dispositivos, 
tanto como para la Rasberry Pi 2 como para el driver de la pantalla. 
 
4.1.3 Sistema operativo Raspbian Jessie basado en Debian 
 
Un sistema operativo es el encargado de crear el vínculo entre los recursos materiales, el 
usuario y las aplicaciones [13]. Para el desarrollo de este proyecto se eligió el sistema 
operativo Raspbian Jessi basado en Debian, ya que es libre, oficial y optimizado en la gama 
de sistemas operativos Raspberry Pi.  
Raspbian ofrece más de 35.000 paquetes y es un software pre-compilado enlazado en un 
formato que hace más fácil la instalación en la Raspberry [14]. Por otra parte, este sistema 
operativo ofrece un escritorio interactivo fácil de utilizar. 
 
 
4.1.3.1 Instalación del sistema operativo en la Raspberry Pi 2 Modelo B 
 
La página de la Raspberry: www.raspberry.org/downloads, ofrece a los desarrolladores la 
descarga de manera fácil y gratuita de los sistemas operativos que se encuentran de forma 
libre. Para este trabajo se descargó el Raspbian Jessie antes mencionado.   
Una vez descargado el archivo comprimido, se procede a escribir la imagen en la MicroSD 
de la Raspberry Pi Modelo B. Como se había mencionado anteriormente en este trabajo se 
utilizó una MicroSD de 32Gb clase 10. 
Los pasos realizados en este proyecto para la escritura de la imagen del sistema operativo 
son los siguientes: 
 
 
1. En una computadora convencional compatible para lectura y escritura de MicroSD, 
se inserta la memoria y se formatea con algún tipo de programa que pueda realizar 
esta tarea. En este caso se utilizó el programa “SDFormatter V4.0”. 
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Figura 4.1.5: Ventana de la aplicación para el formateo de la MicroSD [Los autores] 
     
 
Se selecciona en “Drive” la unidad en la que está la tarjeta SD y se presiona el botón 
“Format” para iniciar el proceso de formateo. 
 
 
2. Teniendo la MicroSD formateada, se procede a escribir la imagen mediante el 
programa “Win32DiskImager”. Se realizó mediante esta aplicación, ya que es 
sencilla y rápida. Sin embargo, se puede utilizar cualquier otro tipo de programa 
apropiado para la escritura de la imagen del sistema operativo.  
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             Figura 4.1.6: Ventana de la aplicación  para la escritura de la imagen del sistema 
operativo Raspbian Jessie [Los autores] 
 
Se selecciona el archivo .img en “Image File” y la unidad donde se encuentra la  
MicroSD en “Device”. Luego se pulsa el botón “Write” para comenzar con la 
escritura del sistema en la SD. 
 
 
3. Una vez finalizada la escritura en el programa, se introduce la MicroSD en la 
Raspberry Pi 2.  
 
 
Figura 4.1.7: Inicio del sistema operativo en la Raspberry Pi 2 [Los autores] 
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Al encender la Raspberry Pi 2, se inicia e instala de forma automática los paquetes 
que contiene el sistema operativo Raspbian Jessie, como podemos observar en la 
Figura 4.1.3.1.3 
 
 
4. Cuando el sistema finaliza la instalación y configuración predeterminada de los 
paquetes, se crea una ventana de escritorio interactivo, que contiene iconos y una 
barra desplegable del menú las aplicaciones y utilidades que el sistema operativo 
ofrece. 
 
 
Figura 4.1.8: Escritorio del sistema operativo Raspbian Jessie [Los autores] 
         
 
Culminados estos 4 pasos, La Raspberry Pi 2, se encuentra lista para disfrutar de su potencial 
y beneficios que ofrece.  
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4.1.4 Módulo cámara Raspberry Pi 
 
 
 
 
Figura 4.1.9: Raspberry Pi cámara modulo [Los autores] 
 
La Raspberry Pi cámara módulo es un periférico oficial de la Raspberry Pi, se utiliza para 
tomar video de alta definición, así como imágenes fijas fotografías. Es una cámara que cuenta 
con dimensiones pequeñas y se conecta directamente a al puerto CSI de la Raspberry Pi, 
mediante un cable cinta de características específicas. Es fácil de utilizar para los 
principiantes y ofrece mucho a personas de conocimiento avanzado en fotografía, 
convirtiéndose en un dispositivo muy útil a un precio moderado. 
 
La cámara cuenta con las siguientes características [15]: 
 
 Compatible con todos los modelos de la Raspberry Pi 1 , 2 y 3 
 Módulo Omnivisión 5647 – 5 Megapíxeles  
 Resolución en imagen fija de 2592 x 1944 
 Vídeo compatible con 1080p a 30 fps , 720p a 60 fps y 640x480p 60/90 en grabación 
 El tamaño es de 2cm x 2.5cm x 0.9cm y pesa aproximadamente 3g 
 
Para el funcionamiento de la cámara en la Raspberry Pi 2, se debe habilitar el módulo de la 
cámara. Este procedimiento se puede hacer desde la consola de la Raspberry con el comando 
“sudo raspi-config”. Este comando abre una ventana con ítems de configuración de software 
de la Raspberry. 
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Figura 4.1.10: Menú de configuración de software la Rasberry Pi 2 [Los autores] 
 
Una vez se tiene iniciada la ventana del menú de configuración, se procede a habilitar la 
cámara como se muestra en la siguiente figura. Es recomendado que en el momento de la 
habilitación se reinicie la Raspberry Pi 2 para que no haya ningún problema en la nueva 
configuración. 
 
 
Figura 4.1.11: Habilitación de módulo de la cámara en la Raspberry Pi 2 [Los autores] 
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Terminado este proceso, ya se tiene habilitada la cámara en la Raspberry Pi 2 y lista para 
hacer uso de sus características, ya sea programada mediante código en alguno de los 
lenguajes de programación que ofrecen los sistemas operativos de la Raspberry o también se 
puede ejecutar y configurar mediante comandos prestablecidos desde la consola.   
 
 
4.1.5 Panel de luz led  
 
Este dispositivo es uno de los más importantes que se eligieron para la adquisición de la 
imagen. Es una lámpara en forma de panel que proporciona iluminación en el momento de 
la adquisición. Lo que lo hace interesante en este proyecto es que la luz del panel genera un 
fondo totalmente blanco uniforme, creando la sombra casi perfecta de la mano introducida 
en el prototipo, ayudando mucho y facilitando la binarización de la mano y con ello su 
contorno. 
 
 
 
Figura 4.1.12: Panel luz led [Los autores] 
 
El panel tiene un tamaño de 31.5x3x35cm y una potencia de 24w. 
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Figura 4.1.13: Especificaciones técnicas del panel de luz led [Los autores] 
 
 
Ya que es un sistema de luz led y por ende no trabaja con voltaje de corriente alterna, este 
sistema contiene un driver regulador de voltaje adaptado, para proporcionar al panel el voltaje 
de corriente directa adecuado para su funcionamiento.  
 
 
 
 
Figura 4.1.14: Driver regulador de voltaje del panel de luz led [Los autores] 
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4.1.6 Relé SRD-05VDC-SL-C 
 
 
 
 
Figura 4.1.15: Relé SRD-05VDC-SL-C [Los autores] 
 
Se usó este dispositivo en el proyecto para la conmutación y des conmutación del panel de 
luz led mencionado anteriormente, ya que se implementó en el desarrollo del programa la 
automatización de la luz, permitiendo que el panel solo se encienda en un lapso de tiempo 
determinado y luego se apague. El panel se enciende en el momento que se enciende la 
cámara para la captura de la imagen de la mano y se apaga cuando la cámara también lo hace. 
 
El relé cuanta con las siguientes especificaciones [16]:  
 
 Capacidad de conmutación 10 Amperios   
 Diseño en material plástico para alta temperatura y mejor rendimiento 
  Relé de circuito magnético sencillo 
 Voltaje de activación 5VDC 
 Rangos de voltaje para la conmutación: 10ª-250VAC 10ª-125VAC y 10ª-30VDC 
10ª-25VDC 
 Pines de salida: PinNO (Normalmente abierto), PinNC (Normalmente cerrado) y 
COM (común) 
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4.1.6.1 Conexión del Relé con la Raspberry Pi 2 y el panel de luz led 
 
La conexión entre estos tres dispositivos se hizo de la siguiente forma: El relé es alimentado 
por el pin No.4 de la Raspberry Pi 2 y a tierra con el pin No.6 (Véase en la Figura 4.1.1.2). 
Para el control del relé se configuró el pin No.11 (GPIO17). 
Para la conmutación del panel se utilizó el pinNO (Normalmente abierto) y el COM (Común) 
del relé. Teniendo en cuenta que el panel va acoplado a un driver (Véase en la Figura 4.1.5.3), 
el cable de entrada a éste, uno de sus hilos va conectado a alimentación 110VAC y el otro al 
COM (común) del Relé. El otro hilo de la alimentación se conecta en el pinNO (Normalmente 
abierto) del relé. 
 
 
 
Figura 4.1.16: Conexión de la Raspberry Pi 2 con el relé y el panel [Los autores] 
 
 
Como podemos observar el funcionamiento del sistema es un conmutador simple. En el 
momento que el relé obtenga una señal “1”, el pinNO hace contacto con el COM de la salida 
del relé y energiza el driver para que el panel se encienda.   
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4.1.7 Dispositivo de alimentación con múltiples salidas USB 
 
Se utilizó un dispositivo de alimentación con múltiples salidas USB, para energizar la 
pantalla y la placa de la Raspberry Pi 2 independientemente. El dispositivo proporciona 
5VDC y hasta 8 Amperios en su salida y cuenta con 5 puertos da salida de conexión USB. 
 
 
 
 
Figura 4.1.17: Dispositivo de alimentación 5VDC, con 5 puertos de salida [Los autores] 
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4.1.8 Implementación del sistema embebido 
 
 
 Figura 4.1.18: Implementación sistema embebido completo [Los autores] 
 
El esquema de conexión del sistema embebido completo es el siguiente: 
 
 
Figura 4.1.19: Esquema conexión sistema completo [Los autores] 
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4.1.9 Librería OpenCV  
 
OpenCv (Open Source Computer Vision Library) es una librería para procesamiento digital 
de imágenes y es libre tanto para uso académico y comercial. Esta librería cuenta con 
interfaces de C++, C, Python y Java y es compatible con Windows, Linux, Mac OS, iOS y 
Android. Tiene más de 47 mil usuarios y un número estimado de descargas superiores a los 
9 millones [17]. 
OpenCV es diseñado para desarrollos mediante visión por computador y tiene un fuerte 
enfoque en aplicaciones en tiempo real, siendo eficiente y práctico.        
 
4.1.9.1 Instalación de la librería OpenCV en Raspbian Jessie 
 
Teniendo en cuenta que el desarrollo del software se realizó en Python 2.7, pre-instalado con 
los paquetes del sistema operativo Raspbian Jessie, se consideró instalar la versión del 
OpenCV 2.4 mediante los siguientes pasos:  
 
1. El sistema operativo instalado, ofrece en el menú de programas y utilidades, una 
aplicación para agregar o eliminar librerías de la Raspberry Pi 2, llamada “Add / 
Remove Software”, que se encuentra en “Preferences” del menú de la Raspberry. 
 
 
              Figura 4.1.20: Icono de la aplicación “Add / Remove Software”, en el menú del escritorio 
de la Raspberry Pi 2 [Los autores]           
56 | P á g i n a  
 
2. Se presiona sobre la aplicación y una vez ejecutada, ésta se abre y muestra una 
ventana con unas categorías, y en la parte superior donde se tiene el buscador, se 
escriben palabras claves como “Opencv 2.4 python”. 
 
 
 
                       Figura 4.1.21: Ventana de la aplicación “Add / Remove Software” [Los autores] 
             
        
Como podemos ver en la figura anterior, una vez haya terminado el buscador, la 
aplicación muestra una lista de la librería y todas las dependencias de OpenCV que 
los paquetes del sistema operativo ofrece. Se debe tener cuidado, ya que la aplicación 
muestra las dependencias de la librería que están y no están instaladas, por 
consiguiente los paquetes que están con un una marca de verificación, es porque ya 
se encuentran agregadas, de lo contrario no han sido instaladas.  
 
Una vez tenido en cuenta lo anterior, se seleccionan todos los paquetes de la librería 
OpenCV 2.4 y sus dependencias que no se hayan agregado, se presiona el botón 
“Apply” y comenzará la instalación. Después que haya finalizado se presiona “OK” 
y se reinicia la Raspberry Pi. 
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3. Por último se inicia la consola del Python 2.7 y se verifica que se haya instalado 
correctamente y su versión, con los comandos “import cv2” y “cv2.__version__”. 
 
 
 
            Figura 4.1.22: Verificación de la instalación y versión de la  librería OpenCV en Python 2.7 
[Los autores] 
        
        
4.1.10 Librería PyQt4  
 
Es un conjunto de herramientas para crear aplicaciones con interfaz gráfica. Es una 
combinación entre el lenguaje de programación Python y la librería QT. Esta librería fue 
desarrollada por la compañía Riverbank Computing Limited. 
PyQt4 cuenta con 440 clases y 6000 funciones. Es una librería multiplataforma y es 
compatible con los sistemas operativos más importantes, incluyendo Unix, Windows, y Mac 
OS [18]. 
Ya que la librería QT es para interfaz gráfica, ésta ofrece una aplicación llamada “QT 
Designer” con las herramientas para el diseño y la construcción de interfaces graficas de 
usuario (GUI) [19]. Con esta aplicación se pueden crear y personalizar las ventanas de 
diálogos y Widgets de forma interactiva, sin la necesidad de programación en código.  
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4.1.10.1 Instalación de la librería PyQT4 en Raspbian Jessie 
 
La instalación de la librería PyQT se hace siguiendo los pasos de la misma forma que la 
librería OpenCV, a diferencia del paso 2, ya que en el buscador se escriben las palabras claves 
“PyQT” y como se había mencionado, se selecciona la librería y dependencias y se instalan. 
Se verifica su correcta instalación y su versión, se importa la librería con los comandos “from 
PyQt4.QtCore import QT_VERSION_STR” y se visualiza la versión con “print “”, 
QT_VERSION_STR”. 
 
 
        Figura 4.1.23: Verificación de la instalación y versión de la  librería PyQt4 en Python 2.7 
[Los autores] 
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4.1.11 Librería Rpi.GPIO 0.6.2 para Python 
 
La librería Rpi.GPIO permite la configuración y control de los puertos GPIO de la Raspberry 
Pi mediante código en Python. 
 
4.1.11.1 Instalación de la librería Rpi.GPIO 0.6.2 
 
Para la instalación de la librería se realizan los siguientes pasos [20]:  
 
1. Se accede al terminal de consola de la Raspberry Pi 2 y se descarga la librería con el 
siguiente comando: 
 
wget ‘http://downloads.sourceforge.net/59ython59/raspberry-gpio-
python/Rpi.GPIO-0.6.2.tar.gz’ 
 
 
2. Una vez descargada, se descomprime el archivo tarball: 
 
tar zxf Rpi.GPIO-0.6.2.tar.gz 
 
3. Se ingresa en la carpeta en donde se descomprimió el archivo: 
 
 
cd Rpi.GPIO-0.6.2/ 
 
 
4. Ahora se instala la librería. Por si no se tiene el paquete 59ython-dev, se ingresa el 
siguiente comando: 
 
sudo apt-get install 59ython-dev 
  
5. Cuando finalice el paquete anterior, se procede a instalar la librería: 
 
 
sudo 59ython setup.py install 
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Una vez finalizado todos los pasos anteriores verificamos su correcta instalación y versión 
en Python. 
 
 
   Figura 4.1.24: Verificación de la instalación y versión de la librería Rpi.GPIO en Python 2.7 
[Los autores] 
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Capítulo 5 
 
5.1 Técnica e implementación 
 
Para el desarrollo del software se selecciona la técnica de geometría palmar ya que el enfoque 
de este, es procesamiento de la palma a partir de una fotografía. Se descartó el método donde 
se hace uso de una imagen escaneada de la palma, ya que estos escáneres son algo costosos 
y tienen mayor dificultad de manejo que una simple cámara fotográfica. 
 
En este desarrollo como se hace uso de un prototipo para interacción con el software, se 
realiza una interfaz gráfica, la cual permitirá la interacción hombre máquina para este 
dispositivo. Esta interfaz se crea a partir de una librería de Python 2 conocida como PyQt4. 
 
 
 
 
Figura 5.1.1: Logotipo PyQt4 con Python [21] 
 
 
Esta librería ayuda a crear un entorno más didáctico para generar pantallas ya sean widgets, 
ventanas de dialogo o en su defecto ventanas principales. Esto se realiza con el fin de crear 
una serie de pantallas, por las cuales se pueda navegar 
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Figura 5.1.2: Ventana principal y de dialogo respectivamente [Los autores] 
 
Para la interfaz de este proyecto se realizan una pantalla principal y cuatro ventanas de 
dialogo, una de estas ventanas se usa para asignar una contraseña de ingreso para la ventana 
de dialogo que tiene como finalidad el ingreso de personal y la ventana de dialogo para la 
eliminación de personal. La última ventana de dialogo es usada para realizar el 
reconocimiento de una persona. 
 
 
Figura 5.1.3: Ventana principal de la interfaz [Los autores] 
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Figura 5.1.4: Ventana de reconocimiento de la interfaz [Los autores] 
 
 
 
 
Figura 5.1.5: Ventana de contraseña de la interfaz [Los autores] 
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Figura 5.1.6: Ventana de ingreso de usuario de la interfaz [Los autores] 
 
 
Figura 5.1.7: Ventana de eliminación de usuario de la interfaz [Los autores] 
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Al igual que la interfaz gráfica nace la necesidad de crear una base de datos, para entrenar el 
dispositivo de reconocimiento. Se utiliza la librería de Sqlite, la cual crea una tabla donde 
almacena los datos, en este caso las características extraídas durante un procesamiento previo 
de las imágenes. Esta librería es estándar en la instalación del Python. 
 
 
 
Figura 5.1.8: Logotipo librería SQlite de Python [22] 
 
Se debe de tener en cuenta que antes de empezar a trabajar en una base de datos SQlite, se 
crea una tabla en blanco, desde un archivo independiente del programa principal. 
Para iniciar la creación de la tabla se importa al programa la librería de SQlite3, luego se 
realiza una conexión a una tabla donde se especifica la dirección donde se encuentra. 
 
𝑐𝑜𝑛 = 𝑠𝑞𝑙𝑖𝑡𝑒3. 𝑐𝑜𝑛𝑛𝑒𝑐𝑡(′𝑠𝑞𝑙𝑖𝑡𝑒3/𝑡𝑎𝑏𝑙𝑎. 𝑠𝑞𝑙𝑖𝑡𝑒3′) 
 
Después de tener la conexión establecida se realiza ubicación del cursor dentro de tabla. 
 
𝑐𝑢𝑟𝑠𝑜𝑟 =  𝑐𝑜𝑛. 𝑐𝑢𝑟𝑠𝑜𝑟() 
 
Como ya se puede desplazar dentro de la tabla asignamos una ejecución al interior de ella, el 
cual contiene el nombre de la tabla y las variables a almacenar. 
 
        𝑐𝑢𝑟𝑠𝑜𝑟. 𝑒𝑥𝑒𝑐𝑢𝑡𝑒(′′′ 𝐶𝑅𝐸𝐴𝑇𝐸 𝑇𝐴𝐵𝐿𝐸  𝑁𝐴𝑀𝐸 
                          (𝑉𝐴𝑅𝐼𝐴𝐵𝐿𝐸       𝑇𝐼𝑃𝑂 𝑃𝑅𝐼𝑀𝐴𝑅𝑌 𝐾𝐸𝑌        𝑁𝑂𝑇 𝑁𝑈𝐿𝐿, 
                           𝑉𝐴𝑅𝐼𝐴𝐵𝐿𝐸           𝑇𝐼𝑃𝑂                                   𝑁𝑂𝑇 𝑁𝑈𝐿𝐿, 
                           𝑉𝐴𝑅𝐼𝐴𝐵𝐿𝐸           𝑇𝐼𝑃𝑂                                  𝑁𝑂𝑇 𝑁𝑈𝐿𝐿)′′′) 
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Donde: 
 NAME, es el nombre de la tabla. 
 PRIMARY KEY, se asigna para indicar que esa variable toma la primera posición 
en la tabla. 
 VARIABLE, son los nombres de las variables que se desean almacenar. 
 TIPO, es el tipo de variable que se almacena allí, puede ser INT (Valores enteros), 
TEXT (Textos), BLOB (Extensiones), REAL (Valores reales), etc. 
 NULL o NOT NULL, se usa para especificar si el campo de la tabla puede 
guardarse sin información alguna en el caso de NULL, y caso contrario se asigna 
NOT NULL. 
 
Una vez se haya creado la tabla cerramos la conexión con el archivo, para especificar una 
desconexión de esta. 
 
𝑐𝑜𝑛. 𝑐𝑙𝑜𝑠𝑒() 
 
Una vez se tengas los archivos del PyQt Designer, se procede a convertir cada archivo a 
formato Python; esto se hace con el fin de tener un archivo, el cual se llamara desde el 
programa principal. Se accede al modo consola para convertir los archivos. 
 
𝑝𝑦𝑢𝑖𝑐4 − 𝑥 𝑛𝑜𝑚𝑏𝑟𝑒. 𝑢𝑖 − 𝑜 𝑛𝑜𝑚𝑏𝑟𝑒. 𝑝𝑦 
 
Donde: 
 nombre.ui, es el archivo de PyQt Designer. 
 nombre.py, es el nombre y la extensión que tomara el nuevo archivo. 
 
Teniendo estos archivos se procede a iniciar el código principal, donde se hará todo el 
reconocimiento. Para realizar todo este proceso se crea un archivo nuevo, se exportaran todas 
las librerías necesarias para el desarrollo. Las librerías básicas que se deben manejar, para 
realizar este desarrollo son “PyQt” (interfaz gráfica) y “Sqlite” (base de datos) mencionadas 
anteriormente, junto con estas se importan “OpenCV” (procesamiento de imágenes), 
Picamera (manejo de la cámara de Raspberry), “time” (tiempos), “os” (ejecutar comandos de 
consola), “math”,  “numpy” (operaciones matemáticas), y sys (configuraciones internas del 
programa). Aparte de las librerías se deben importar cada una de las clases o programas que 
contienen la creación de cada una de las pantallas. 
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Después de tener todas las librerías y clases exportadas se procede a trabajar dentro de la 
clase de la pantalla principal, esta clase contiene tres botones con los que se puede navegar 
dentro el programa hacia las otras clases. 
Se inicia la clase de la pantalla principal, para iniciar las clases se debe de definir el tipo de 
pantalla que se va a abrir y asignar el nombre de la clase. 
 
class Clase(QtGui. QTipo): 
 
Donde: 
 class, se usa para definir una clase. 
 Clase, es el nombre que se le asigna a la clase que se crea.  
 QTipo, es el tipo de ventana que se usa (Mencionadas anteriormente) 
 
Se usa lo anterior para crear la clase de cada una de las pantallas, donde se  configuran los 
botones para crear funciones dependientes de un “CLICK” en el objeto. 
 
𝑄𝑡𝐶𝑜𝑟𝑒. 𝑄𝑂𝑏𝑗𝑒𝑐𝑡. 𝑐𝑜𝑛𝑛𝑒𝑐𝑡(𝑂𝑏𝑗𝑒𝑡𝑜 , 𝑄𝑡𝐶𝑜𝑟𝑒. 𝑆𝐼𝐺𝑁𝐴𝐿("𝑐𝑙𝑖𝑐𝑘𝑒𝑑()"), 𝐹𝑢𝑛𝑐𝑖𝑜𝑛) 
 
Donde: 
 Objeto, es el nombre del objeto que se creó previamente en la ventana del PyQt. 
 Funcion, es el nombre de la función que se ejecuta al tener una acción en el botón. 
 
Como se tienen tres botones, se realiza esta configuración para cada uno de ellos, dentro de 
estas funciones se agregan los procesos que se realizan con la acción que se determina en la 
configuración. Para este caso en particular los procesos que se agregan dentro de cada función 
es la apertura de una nueva clase o ventana. 
 
𝑑𝑒𝑓 𝐹𝑢𝑛𝑐𝑖ó𝑛(𝑠𝑒𝑙𝑓):              
             𝑠𝑒𝑙𝑓. 𝑤 =  𝐶𝑙𝑎𝑠𝑒() 
      𝑠𝑒𝑙𝑓. 𝑤. 𝑠ℎ𝑜𝑤() 
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Donde: 
 def, define el inicio de la función 
 Función, nombre la función, configurado anteriormente. 
 Clase, nombre de la clase que da apertura a otra ventana. 
 
Como se mencionó anteriormente se debe de crear una clase para cada pantalla, agregando 
las clases de las ventanas de dialogo usadas para la pantalla intermedia. Se procede a crear la 
clase de la primera pantalla intermedia, que se direccionara o dará apertura a la pantalla de 
ingreso. Dentro de esta clase con un condicional “if” se hará una comparación con un valor 
previamente asignado, es decir se asigna un valor a la contraseña; dentro de la afirmación se 
anexa la apertura de la panta, de lo contrario se regresa a la pantalla principal. 
Se crea la clase de reconocimiento donde se llevara a cabo todo el proceso de la extracción 
de características y uso del clasificador, para esta pantalla se presentan tres botones los cuales 
se deben de configurar como se mostró anteriormente. 
El primer botón se usa para la captura de la imagen y así mismo la extracción de las 
características, se procede a dar inicio a la función accionada por el botón previamente 
seleccionado. Dentro de esta función se realiza la captura por medio de la cámara que se 
encuentre en nuestro dispositivo Raspberry Pi 2, para este caso se usa la cámara propia del 
dispositivo. 
Se inicia la librería de la cámara y se realiza la configuración inicial de la captura, aquí se 
debe tener en cuenta la resolución y el brillo, estas configuración son dependientes del 
entorno de captura. 
 
𝑤𝑖𝑡ℎ 𝑝𝑖𝑐𝑎𝑚𝑒𝑟𝑎. 𝑃𝑖𝐶𝑎𝑚𝑒𝑟𝑎() 𝑎𝑠 𝑝𝑖𝑐𝑎𝑚: 
             𝑝𝑖𝑐𝑎𝑚. 𝑟𝑒𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛 = (800,800) 
            𝑝𝑖𝑐𝑎𝑚. 𝑠𝑡𝑎𝑟𝑡_𝑝𝑟𝑒𝑣𝑖𝑒𝑤()              
𝑝𝑖𝑐𝑎𝑚. 𝑏𝑟𝑖𝑔ℎ𝑡𝑛𝑒𝑠𝑠 =  40 
 
Después de haber configurado la cámara, se realiza una captura la cual se debe almacenar en 
la carpeta donde se encuentre el archivo del código principal, eso se hace con el fin de leer 
la imagen nuevamente en nuestro código para realizar la extracción de características. 
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𝑝𝑖𝑐𝑎𝑚. 𝑐𝑎𝑝𝑡𝑢𝑟𝑒(′𝑝𝑟𝑢𝑒𝑏𝑎𝑖. 𝑝𝑛𝑔′) 
 
 
 
Figura 5.1.9: Imagen capturada por la Picamara en el programa [Los autores] 
 
 
Una vez se realiza la captura, se procede a cerrar la librería de la cámara. 
 
𝑝𝑖𝑐𝑎𝑚. 𝑐𝑙𝑜𝑠𝑒() 
 
Como ya se tiene la imagen que se debe procesar, se inicia la extracción de características, 
pero antes de esto se realiza un acondicionamiento previo para la extracción de 
características. Dentro de este acondicionamiento se realiza una serie de recortes con el fin 
estandarizar la extracción de características como el área, el perímetro y el equi-diametro; 
estas variables son dependientes de los cambios que tenga el objeto en la imagen. 
Se inicia la extracción de características como se mencionó anteriormente con un recorte 
estándar para eliminar objetos indeseados en los bordes de la imagen 
 
 
𝑖𝑟𝑒𝑐 =  𝑖[18: 786,18: 788] 
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Figura 5.1.10: Imagen con recorte fijo [Los autores] 
 
Este recorte se realiza tomando los pixeles que se desean trabajar, como en la configuración 
de la cámara se realiza una captura de la imagen con una resolución de 800x800, se realiza 
el recorte despreciando los primeros 17 pixeles y los últimos 24 pixeles. 
 
Después de tener la imagen recortada se realiza la binarización para ello se hace un suavizado 
a la imagen para resaltar el objeto.  
 
 𝑐𝑣2. 𝐺𝑎𝑢𝑠𝑠𝑖𝑎𝑛𝐵𝑙𝑢𝑟(𝑖𝑟𝑒𝑐, 𝑘𝑒𝑟𝑛𝑒𝑙, 𝑑𝑒𝑠𝑣𝑖𝑎𝑐𝑖ó𝑛) 
 
Donde: 
 irec, es la imagen recortada. 
 kernel, especifica el ancho y alto del kernel. 
 desviación, es la desviación de los valores del kernel. 
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Figura 5.1.11: Imagen suavizada [Los autores] 
 
 
Una vez se tenga la imagen suavizada se procede a binarizar. 
 
 𝑐𝑣2. 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 (𝑖𝑚𝑠𝑢𝑎𝑣𝑒, 𝑑𝑠𝑡, 𝑢𝑚𝑏𝑟𝑎𝑙, 𝑡𝑦𝑝𝑒) 
 
Donde: 
 insuave, es la imagen en escala de grises y suavizada. 
 dst, es la imagen destino de un solo canal binarizada. 
 umbral, es el valor de umbral para la clasificación de los pixeles. 
 type, es el tipo de conversión en este caso  
 
 
𝑐𝑣2. 𝑇𝐻𝑅𝐸𝑆𝐻_𝐵𝐼𝑁𝐴𝑅𝑌_𝐼𝑁𝑉 + 𝑐𝑣2. 𝑇𝐻𝑅𝐸𝑆𝐻_𝑂𝑇𝑆𝑈 
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Figura 5.1.12: Imagen binarizada [Los autores] 
 
Después de tener la imagen binarizada se procede a realizar el filtrado que ayudaran a reducir 
los objetos indeseados que se encuentre cerca del borde, en este caso se usan dos filtros 
inversos que son en morfología el “opening” y “closening”. 
 
 
𝑐𝑣2. 𝑚𝑜𝑟𝑝ℎ𝑜𝑙𝑜𝑔𝑦𝐸𝑥(𝑖𝑚𝑏, 𝑡𝑦𝑝𝑒, 𝑘𝑒𝑟𝑛𝑒𝑙) 
 
 
Donde: 
 imb, es la imagen binarizada 
 type, es el tipo de filtro morfológico  
 
𝑐𝑣2. 𝑀𝑂𝑅𝑃_𝑂𝑃𝐸𝑁 𝑦 𝑐𝑣2. 𝑀𝑂𝑅𝑃_𝐶𝐿𝑂𝑆𝐸  
 
 kernel, especifica el ancho y alto del kernel. 
 
 
Se procede a encontrar un contorno dentro de la imagen, esto se realiza para marcar el borde 
de la palma. 
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𝑐𝑣2. 𝑓𝑖𝑛𝑑𝐶𝑜𝑛𝑡𝑜𝑢𝑟𝑠(𝑖𝑚𝑓𝑖𝑙, 𝑠𝑒𝑎𝑟𝑐ℎ_𝑡𝑦𝑝𝑒, 𝑐𝑜𝑛𝑡𝑜𝑢𝑟𝑠_𝑡𝑦𝑝𝑒) 
 
Donde: 
 imfil, es la imagen de entrada (binarizada). 
 search_type, es el tipo de búsqueda para este caso se usa 
 
𝑐𝑣2. 𝑅𝐸𝑇𝑅_𝑇𝑅𝐸𝐸 
 
 contours_type, es el tipo de contorno para este caso se usa 
 
𝑐𝑣2. 𝐶𝐻𝐴𝐼𝑁_𝐴𝑃𝑃𝑅𝑂𝑋_𝑁𝑂𝑁𝐸 
 
 
Como este proceso se realiza con el fin de hacer el primer recorte se hallan los puntos y 
defectos convexos para este contorno. 
Realizamos una aproximación poligonal con una precisión específica 
 
𝑐𝑣2. 𝑎𝑝𝑝𝑟𝑜𝑥𝑃𝑜𝑙𝑦𝐷𝑃(𝑐𝑛𝑡, 𝑙𝑜𝑛𝑔_𝑎𝑟𝑐, 𝑐𝑒𝑟𝑟𝑎𝑑𝑜) 
 
Donde: 
 cnt, es el contorno de entrada. 
 long_arc, es la distancia máxima entre la curva de origen y su aproximación. 
 
0.0000000000001 ∗ 𝑐𝑣2. 𝑎𝑟𝑐𝐿𝑒𝑛𝑔𝑡ℎ(𝑐𝑛𝑡, 𝑇𝑟𝑢𝑒) 
 
 cerrado, indica si el primer y último índice se encuentran conectados. 
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Figura 5.1.13: Imagen con los puntos de la aproximación poligonal [Los autores] 
 
 
Se encuentran los puntos convexos dentro de la aproximación del contorno. 
 
 𝑐𝑣2. 𝑐𝑜𝑛𝑣𝑒𝑥𝐻𝑢𝑙𝑙(𝑎𝑝𝑟𝑜𝑥, 𝑟𝑒𝑡𝑢𝑟𝑛𝑃𝑜𝑖𝑛𝑡𝑠 =  𝐹𝑎𝑙𝑠𝑒) 
 
Al igual que se hallan los puntos convexos, se encuentra los defectos de convexidad del 
contorno 
 
 𝑐𝑣2. 𝑐𝑜𝑛𝑣𝑒𝑥𝑖𝑡𝑦𝐷𝑒𝑓𝑒𝑐𝑡𝑠(𝑎𝑝𝑟𝑜𝑥, 𝑝𝑢𝑛𝑡𝑜𝑠) 
 
Donde: 
 aprox, es el contorno aproximado.  
 puntos, es la envoltura convexa calculada con el convexHull. 
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Figura 5.1.14: Imagen con los defectos convexos en la mano [Los autores] 
 
 
Teniendo estos defectos tomamos el punto con mayor magnitud en el eje Y, para realizar un 
recorte automatizado. Esto se hace con el fin de despreciar la parte de la muñeca, también se 
hace un recorte a partir el bounding box (rectángulo aproximado de la palma); para centrar 
el objeto al que se desea extraer las características. 
 
 
 
Figura 5.1.15: a) Imagen con recorte fijo inicial y b) Imagen recortada a partir del rectángulo 
aproximado [Los autores] 
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Como ya se preparó la imagen para la extracción de características, se realiza el proceso del 
contorno para la nueva imagen. 
 
 
 
Figura 5.1.16: Contorno de la nueva imagen recortada [Los autores] 
 
Al igual que el proceso anterior, se encuentran los puntos convexos y defectos convexos para 
el nuevo contorno. 
 
 
 
Figura 5.1.17: a) Imagen nueva con todos los puntos encontrados y b) imagen nueva con los 
defectos convexos [Los autores] 
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Para la extracción de algunas características se usa el centroide como referencia de medida, 
se procede a realizar su cálculo. 
 
𝑐𝑣2. 𝑚𝑜𝑚𝑒𝑛𝑡𝑠(𝑐𝑜𝑛𝑡) 
 
Donde; 
 Cont, es el contorno de entrada 
 
 
 
Teniendo los momentos de la masa hasta el tercer orden del polígono, se calcula el centro de 
la masa de la siguiente manera. 
 
 
?̅? =  
𝑚10
𝑚00
  , ?̅? =  
𝑚01
𝑚00
                                          (5.1) 
 
 
 
 
Figura 5.1.18: Centroide de la mano [Los autores] 
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Para la extracción de las distancias que hay entre el centroide y la entrada de los dedos, se 
toman los cuatro puntos más cercanos a él. Esto se hace con el fin hacer la extracción de la 
mayoría de las características como se ha mencionado se toman las distancias entre estos 
cuatro puntos al igual que el largo de los dedos pulgar y corazón. 
 
 
 
 
Figura 5.1.19: Distancia desde los defectos aproximados seleccionados hacia el centroide         
[Los autores] 
 
 
Teniendo estas cuatro distancias se procede a medir la distancia de los dedos pulgar y 
corazón, para determinar estas distancias se toma de los puntos convexos el valor con menor 
magnitud en el eje Y, y así se podrá determinar el punto el dedo corazón. Para el pulgar se 
realiza el mismo proceso pero tomando los defectos convexos y el punto con menor magnitud 
en el eje X. 
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Figura 5.1.20: Largo del dedo pulgar y corazón [Los autores] 
 
 
 
En este punto ya se tienen seis características de la mano, se procede a calcular las distancias 
entre los puntos ubicados en las entradas de los dedos. 
 
 
 
 
Figura 5.1.21: Distancia entre los puntos de los defectos aproximados seleccionados [Los autores] 
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Se realiza el cálculo del área, el perímetro y el equi-diametro de la palma, estas características 
son totalmente dependientes del contorno, a diferencia del equi-diametro  que depende del 
área, aunque desde un punto de vista como el área es dependiente del contorno el equi-
diametro también lo es.  Para ello se realizó el acondicionamiento arduo de la imagen, para 
obtener valores más exactos de cada uno de ellos. 
 
 
 
Área. 
𝑐𝑣2. 𝑐𝑜𝑛𝑡𝑜𝑢𝑟𝐴𝑟𝑒𝑎(𝑐𝑜𝑛𝑡) 
 
Perímetro. 
𝑐𝑣2. 𝑎𝑟𝑐𝐿𝑒𝑛𝑔𝑡ℎ(𝑐𝑜𝑛𝑡, 𝑇𝑟𝑢𝑒) 
 
Equi-diametro 
𝑚𝑎𝑡ℎ. 𝑠𝑞𝑟𝑡(4.0 ∗ 𝑠𝑒𝑙𝑓. 𝑎𝑟𝑒𝑎𝑎/𝑚𝑎𝑡ℎ. 𝑝𝑖) 
 
 
 
Teniendo todas las características se crea un vector el cual contiene cada una de las 
características extraídas, esto se hace con el fin de almacenar estas variables dentro de la base 
de datos 
Para realizar los registros del personal, se hace un posicionamiento automatizado 
enumerando a partir de uno la cantidad de registros que se realicen. Los datos que se 
almacenan son: 
 
 Numero de id, enumeración de registros. 
 Nombre, nombre de la persona ingresada. 
 Cedula, documento de identidad de la persona ingresada. 
 Foto, fotografía tipo cedula de la persona ingresada. 
 Vector característico, es el vector que almacena las características de la palma de 
la persona registrada. 
 
Para el posicionamiento automatizado debe existir como mínimo un registro en la base de 
datos, ya que su automatización es dependiente del último número de id que se encuentre 
dentro la base de datos. Para esto se realiza un código individual donde se repiten los pasos 
dela adquisición de la imagen, la extracción de características y por último el ingreso del 
resto de los ítems de la base de datos, como no se puede acceder desde un código a una 
extensión, se determina dentro del programa la extensión de la foto para que nuestros valores 
cumplan con la cantidad de variables que se almacenan dentro de la base  de datos. 
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Una vez se tenga el primer registro en la base de datos se puede realizar por medio de las 
pantallas los registros siguientes, como se mencionó anteriormente la ubicación de cada 
registro es dependiente del último número de id existente en la base de datos. Se realiza la 
lectura del id que se encuentren dentro la base de datos y se observa el último número de id 
registrado. 
 
𝑐𝑢𝑟𝑠𝑜𝑟. 𝑒𝑥𝑒𝑐𝑢𝑡𝑒("𝑆𝐸𝐿𝐸𝐶𝑇 𝐼𝐷 𝐹𝑅𝑂𝑀 𝑁𝑂𝑀𝐵𝑅𝐸") 
 
 
Donde: 
 
 cursor, es el direccionamiento dentro de la tabla configurado anteriormente. 
 NOMBRE, es el nombre de la tabla. 
 ID, es el nombre de la variable que se desea observar. 
  
Esto se realiza con el fin de asignar el nuevo número de id correspondiente al registro que se 
realice. 
Se realiza la clase para el borrado de registro, dentro de esta clase existen tres botones los 
cuales son asignados de la siguiente manera. El primer botón carga los datos de la persona a 
la cual se desea eliminar, dentro de esta función se revisan los valores de entrada de los 
cuadros de texto ya sea el nombre del usuario o la cedula del mismo. 
 
 
𝑠𝑡𝑟(𝑠𝑒𝑙𝑓. 𝑢𝑏𝑖𝑐𝑎𝑐𝑖𝑜𝑛. 𝑛𝑜𝑚. 𝑡𝑦𝑝𝑒()) 
  
 
Donde: 
 
 ubicación, es la dirección de la pantalla donde se encuentra el objeto. 
 nom, es el nombre asignado al cuadro de texto. 
 type, es el tipo de argumento de entrada mencionados anteriormente. 
 
 
Una vez se adquiere alguno de los dos datos se procede a cargar todos las variables que se 
tengan para esta persona. 
 
 
𝑐𝑢𝑟𝑠𝑜𝑟. 𝑒𝑥𝑒𝑐𝑢𝑡𝑒("𝑆𝐸𝐿𝐸𝐶𝑇 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒 𝐹𝑅𝑂𝑀 𝐸𝑀𝑃𝐿𝐸𝐴𝐷𝑂 𝑊𝐻𝐸𝑅𝐸 𝑑𝑎𝑡𝑜 =
′%𝑠′" %𝑒𝑛𝑡𝑟𝑎𝑑𝑎) 
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Donde: 
 
 Variables, son las variables que se desean cargar a partir de un dato. 
 Dato, es el nombre de la variable que se desea buscar. 
 Entrada, es el valor adquirido de los cuadros de texto. 
 
 
El siguiente botón se asigna para borrar el registro que es dependiente de la variable de 
entrada. 
 
𝑐𝑢𝑟𝑠𝑜𝑟. 𝑒𝑥𝑒𝑐𝑢𝑡𝑒("𝐷𝐸𝐿𝐸𝑇𝐸 𝐹𝑅𝑂𝑀 𝑛𝑜𝑚𝑏𝑟𝑒 𝑊𝐻𝐸𝑅𝐸 𝑑𝑎𝑡𝑜 = ′%𝑠′" %𝑒𝑛𝑡𝑟𝑎𝑑𝑎) 
  
  
Donde: 
 
 nombre, es el nombre asignado a la base de datos. 
 dato, es el nombre de la variable que se desea buscar. 
 entrada, es el valor adquirido de los cuadros de texto. 
 
El tercer botón se asigna para salir de la panta hacia la pantalla principal. 
 
Una vez se borra el registro, se procede a ordenar los números de id para que la secuencia de 
estos sea de uno a uno sin saltos entre números, se realiza la lectura de los id en la base de 
datos y se comparan uno a uno con una secuencia consecutivo, para la comparación se realiza 
una resta entre los valores del id de la tabla con los valores determinados en la secuencia si 
resultado es cero la secuencia realizara el salto al siguiente número de los contrario restara 
uno hasta que sean iguales. 
Se crea una clase para el reconocimiento donde existirán dos botones los cuales se usaran de 
la siguiente manera, para el primer botón se realiza la adquisición de una nueva imagen y la 
extracción de las características, al igual que en clase de ingreso se crea un vector 
característico el cual se almacena en una variable global para el uso de esta en otras funciones. 
El segundo botón se asigna para el reconocimiento que se hace  por medio de un clasificador 
bayesiano [23], dentro de esta función se realiza la lectura de la base de datos para almacenar 
un vectores cada una de las características. Esto se hace con el fin de realizar los cálculos 
pertinentes para el clasificador. 
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Se realiza el cálculo de la media y la varianza para cada una de las características que se 
encuentren en la base de datos. 
 
?̅? =  
∑ 𝑥𝑖
𝑘
𝑖=1
𝑛
                                         (5.2)                                 
Media aritmética [24] 
 
 
𝑠𝑥
2 =  
∑ (𝑥𝑖−?̅?)
2𝑛
𝑖=1
𝑛
                                     (5.3)  
  Varianza [25] 
 
 
Después de obtener estos valores se calcula la probabilidad a priori para cada una de ellas, 
comparadas a partir de cada uno de los valores que se encuentran en el vector característico 
que se extrae en la clase del reconocimiento, este cálculo se rige por la siguiente ecuación. 
 
 
𝑃 =  
𝑃(𝑐𝑎𝑟𝑎𝑐𝑡𝑒𝑟1|𝑝𝑒𝑟𝑠𝑜𝑛𝑎)∗𝑃(𝑐𝑎𝑟𝑎𝑐𝑡𝑒𝑟2|𝑝𝑒𝑟𝑠𝑜𝑛𝑎)
𝑒𝑣𝑖𝑑𝑒𝑛𝑐𝑖𝑎
              (5.4) 
  
 
Donde:  
 
 caracter1, es una de las características extraídas. 
 persona, es una persona de la base de datos. 
 caracter2, es una característica extraída, diferente a caracter1. 
 evidencia, es la suma de cada una de las probabilidades, para las personas de la 
base de datos. 
 
 
             𝑒𝑣𝑖𝑑𝑒𝑛𝑐𝑖𝑎 = 𝑃(𝑐𝑎𝑟𝑎𝑐𝑡𝑒𝑟1|𝑝𝑒𝑟𝑠𝑜𝑛𝑎1) ∗ 𝑃(𝑐𝑎𝑟𝑎𝑐𝑡𝑒𝑟2|𝑝𝑒𝑟𝑠𝑜𝑛𝑎1) … +
             𝑃(𝑐𝑎𝑟𝑎𝑐𝑡𝑒𝑟1|𝑝𝑒𝑟𝑠𝑜𝑛𝑎2) ∗ 𝑃(𝑐𝑎𝑟𝑎𝑐𝑡𝑒𝑟2|𝑝𝑒𝑟𝑠𝑜𝑛𝑎2) …                                      (5.5) 
 
  
Como se puede notar en la ecuación anterior la probabilidad para cada persona es el      
producto de todas la probabilidad de cada una de sus características, esto depende del número 
de personas que se encuentren en la base de datos. 
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Para calcular las probabilidades de cada una de las características, se resuelve la siguiente 
ecuación. 
 
𝑃(𝑐𝑎𝑟𝑎𝑐𝑡𝑒𝑟𝑖𝑠𝑡𝑖𝑐𝑎|𝑝𝑒𝑟𝑜𝑠𝑛𝑎) =  
1
√2∗𝜋∗𝑣𝑎𝑟𝑖𝑎𝑛𝑧𝑎
∗ exp (
−(𝑒𝑛𝑡𝑟𝑎𝑑𝑎−𝑚𝑒𝑑𝑖𝑎)2
2∗𝑣𝑎𝑟𝑖𝑎𝑛𝑧𝑎
)          (5.6) 
  
 
Donde: 
 
 característica, es la característica a la cual se calcula la probabilidad. 
 persona, es una persona de la base de datos. 
 entrada, es la característica extraída en la clase de reconocimiento. 
 media, es la media de la característica de una persona calculada anteriormente. 
 varianza, es la varianza de la característica de una persona calculada anteriormente. 
 
 
Una vez se tenga las probabilidades para cada una de las personas que se encuentren en la 
base de datos se define con el valor máximo de probabilidad cual es la persona identificada 
dentro de la base de datos. Cuando no haya existencia de una persona se estandariza una 
histéresis la cual filtrara las personas con un mayor probabilidad, es decir cuando exista una 
probabilidad por debajo de este valor la persona no es identificada dentro de la base de datos. 
Para el manejo de los cuadros de texto en cada una de las pantallas se asigna un botón que 
abre un teclado virtual. Dentro de esta función asignamos un comando que es directamente 
de consola, para ello se hace uso de la librería “os”. 
 
 
𝑜𝑠. 𝑝𝑜𝑝𝑒𝑛(′𝑚𝑎𝑡𝑐ℎ𝑏𝑜𝑥 − 𝑘𝑒𝑦𝑏𝑜𝑎𝑟𝑑 &′) 
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5.2 Pruebas de validez 
 
5.2.1 Metodología 
 
Para la ejecución de este proyecto se sigue una metodología, el cual se especifican todos los 
pasos para el desarrollo del proyecto, con el fin de que sea reproducible.  
 
5.2.1.1 Captura de la imagen 
 
Durante el proceso de la captura para cada una de las imágenes se tomaron en cuenta los 
siguientes parámetros:  
 
 Se realiza el diseño y construcción de un prototipo para garantizar las mismas 
condiciones de iluminación y posicionamiento de la mano. 
 
 Se hace uso de la cámara propia de la Raspberry Pi, que cuenta una resolución de 5 
Megapíxeles. Véase en el capítulo (4). 
 
 Para garantizar la igualdad de condiciones lumínicas, se anexa un panel de led de 27,5 
por 26 cm (Temperatura en espacios cerrados de 75 grados centígrados y una 
temperatura del color de 6500K), se posiciona sobre la cámara para generar sombra 
en la palma y así facilitar su procesamiento. 
 
 Las imágenes capturadas cuentan con una resolución 800x800 pixeles, en RGB y se 
almacenan en formato PNG. 
 
Al momento de iniciar la base de datos, se recopila la información de cada uno de los 
voluntarios para completar los datos necesarios en el ingreso del individuo: 
 
 Se realizan una agrupación de 19 personas para crear la base de datos 
 
 Se prepara el prototipo para la toma de las imágenes. 
 
 Se capturan diez imágenes por voluntario, alterando o modificando el 
posicionamiento adecuado para el reconocimiento. 
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5.2.1.2 Pre-procesamiento 
 
Antes de realizar la segmentación nace la necesidad de eliminar objetos indeseados, los 
cuales pueden afectar significativamente el procesamiento: 
 
 La imagen de entrada tiene en sus extremos objetos de gran tamaño, para esto se 
realiza un recorte en la imagen para garantizar la existencia de solo un objeto en la 
imagen. 
 
 Se realiza una función de esparcimiento de punto Gaussiana con una ventana de 5x5 
y una desviación de 0, para el suavizado. 
 
 A esta imagen suavizada se realizó un binarizado por el método que utiliza opencv el 
cual está basado en el método de Otsu, dependiente del umbral de la imagen. 
 
 Se realizaron dos tipos de filtros, un opening y un closing para quitar los ruidos que 
se encuentren cerca del borde del objeto que se tenga dentro de la imagen. 
 
 Por último se aplicó un detector de bordes Canny, ya que es el que usa la función 
findContours de opencv. 
 
 
5.2.1.3 Segmentación 
 
Para la extracción de la palma de la mano: 
 
 Se realizó un recorte en la parte inferior de la mano para despreciar la parte de la 
muñeca que se encuentra en la imagen. 
 
 Por medio del boudingbox se termina de realizar el recorte para centrar la imagen 
solo en la palma.  
 
5.2.1.4 Normalización 
 
Es de suma importancia realizar los recortes. No se hace una estandarización del tamaño de 
las imágenes, ya que altera la forma de la mano a la hora de la extracción de características. 
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5.2.1.5 Reconocimiento  
 
El reconocimiento se divide en dos etapas: 
 
1. Entrenamiento 
 
 
 Para la etapa de entrenamiento se realizó la extracción de características y se 
almacena en una base de datos, esto se realizó para diecinueve individuos 
voluntarios. 
 
 Los entrenamiento se realizaron inicialmente con cinco imágenes por persona, 
esto se realizó para catorce personas y las cinco personas restantes se usaron 
para individuos fuera de la base de datos. 
 
 Se repite nuevamente lo anterior para tres y una imagen de entrenamiento 
 
 
 
2. Identificación 
 
 
 La clasificación para las bases de datos de cinco y tres individuos, se realiza 
por medio del clasificador Bayesiano. Como este clasificador funciona con 
probabilidades no se puede realizar la clasificación para el entrenamiento de 
un individuo, por lo anterior se optó esta clasificación por medio de KNN con 
distancia mínima. 
 
 Cuando el clasificador detecta una persona en la pantalla de reconocimiento, 
muestra los datos de dicha persona si se encuentra dentro de la base de datos, 
de lo contrario aparece una imagen como no registrado. 
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5.2.2 Resultados obtenidos  
 
 
 
 
 
 
Figura 5.2.1: Gráfica de la sensibilidad y especificidad en el sistema para los tres números de 
imágenes entrenadas  [Los autores] 
 
 
 
En la figura 5.2.1 se observa que el equilibrio más aparente en las pruebas realizadas, se 
presenta para el entrenamiento con cinco imágenes; ya que tienen un mayor porcentaje de 
aciertos en las pruebas de personas registradas y no registradas. En el entrenamiento con tres 
imágenes se presenta una desigualdad entre ambas situaciones, además de esto se puede notar 
una baja de rendimiento en el reconocimiento. Para el entrenamiento con una imagen se 
aumenta significativamente el valor de aciertos para los individuos que se encuentran por 
fuera de la base de datos, esto se debe a que el umbral del clasificador KNN es dependiente 
del número de características que sean más similares a los valores de entrada, para el caso de 
estas pruebas se usó una cantidad de seis características.  
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Para la definición clara de verdaderos positivos y negativos tomados para este proyecto, se 
realizó de la siguiente forma:  
 
 Verdadero positivo: Es el individuo que se encuentra registrado en la base de datos 
y es identificado. 
 Verdadero negativo: Es el individuo que no se encuentra registrado en la base de 
datos y no es identificado. 
 Falsos positivos: Es el idividuo que no se encuentra registrado en la base de datos y 
es identificado como alguien registrado. 
 Falsos negativos: Es el individo que se encuentra registrado en la base de datos y 
no es identificado. 
 
 
 
 
 
 
Figura 5.2.2: Gráfica de verdaderos totales (registrados y no registrados) [Los autores] 
 
 
En la figura 5.2.2 se puede percibir que al aumentar el número de imágenes de entrenamiento, 
aumenta el número de valores positivos al momento del reconocimiento, esto se debe a que 
las imágenes de entrenamiento tienen diferentes posiciones de captura, al momento del 
reconocimiento la imagen de entrada recorre las 70 muestras entrenadas y así podrá notar la 
probabilidad asertiva con mayor facilidad. Aunque al momento de visualizar los verdaderos 
negativos se puede notar que los valores entre las cinco imágenes entrenadas y una imagen 
entrenada son similares esto se debe al tipo de clasificador y el manejo de su umbral. 
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Figura 5.2.3: Gráfica de negativos totales [Los autores] 
 
Al momento de observar el total de desaciertos, teniendo en cuenta los individuos registrados 
con setenta imágenes de prueba almacenadas y veinticinco imágenes de prueba de individuos 
no registrados; se puede resaltar que la inexactitud del sistema aumenta, cuando se reduce el 
número de imágenes de entrenamiento. Como se nota en la figura 5.2.3 los fallos del sistema 
para individuos no registrados presenta una similitud entre los entrenamientos de una y cinco 
imágenes, como se mencionó anteriormente esto se debe al tipo de clasificador con el que se 
realizan cada una de las pruebas.  
 
 
 Registrado en la base de datos No registrado en la base de datos  
Positivos 60 21  
Negativos 10 4 Total 
Total 70 25 95 
 
Tabla 5.2.1: Tabla de contingencia con el umbral de 0.9999 para el resultado de cinco imágenes de 
entrenamiento [Los autores] 
 
Como se puede observar en la Tabla 5.2.1, que para los verdaderos positivos (VP) se obtuvo 
un valor de 60/70, para los falsos negativos (FN) de 10/70, para los falsos positivos (FP) de 
4/25 y para los verdaderos negativos (VN) de 21/25.  
91 | P á g i n a  
 
A partir de estos valores se halla la especificidad, y la sensibilidad con las siguientes 
ecuaciones [26]: 
 
𝑠𝑒𝑛𝑠𝑖𝑏𝑖𝑙𝑖𝑑𝑎𝑑 =  
𝑉𝑒𝑟𝑑𝑎𝑑𝑒𝑟𝑜𝑠 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑜𝑠
𝑇𝑜𝑡𝑎𝑙 𝑖𝑛𝑑𝑖𝑣𝑖𝑑𝑢𝑜𝑠 𝑟𝑒𝑔𝑖𝑠𝑡𝑟𝑎𝑑𝑜𝑠
  
 
𝑠𝑒𝑛𝑠𝑖𝑏𝑖𝑙𝑖𝑑𝑎𝑑 =  
𝑉𝑃
𝑉𝑃+𝐹𝑁
                                      (5.7) 
 
Donde: 
 VP, es la cantidad de verdaderos positivos 
 FN, es la cantidad de falsos negativos 
 
 
 
𝑒𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑑𝑎𝑑 =  
𝑉𝑒𝑟𝑑𝑎𝑑𝑒𝑟𝑜𝑠 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑜𝑠
𝑇𝑜𝑡𝑎𝑙 𝑖𝑛𝑑𝑖𝑣𝑖𝑑𝑢𝑜𝑠 𝑛𝑜 𝑟𝑒𝑔𝑖𝑠𝑡𝑟𝑎𝑑𝑜𝑠
  
 
𝑒𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑑𝑎𝑑 =  
𝑉𝑁
𝑉𝑁+𝐹𝑃
                                        (5.8) 
 
 
Donde: 
 VN, es la cantidad de verdaderos negativos. 
 FP,  es la cantidad de falsos positivos 
 
Se obtiene para 5 imágenes entrenadas la sensibilidad un valor de 0,85 y la especificidad un 
valor de 0,84. 
 
 
 
 
92 | P á g i n a  
 
Capítulo 6 
 
6.1 Presupuesto del proyecto 
 
El presupuesto del proyecto se divide en dos partes, la primera es el costo de la 
implementación del prototipo y el sistema embebido completo, y la segunda parte son todos 
los costos adicionales relacionados a la investigación y desarrollo del proyecto. 
 
6.1.1 Implementación del prototipo y sistema embebido 
 
 
Implementación prototipo 
Componente Precio 
Compartimiento de captura en acrílico  $  110,000 
Compartimiento de la pantalla en acrílico $  100,000 
Mecanismo soporte de la cámara en aluminio  $    30,000 
Vidrio para asentar la mano  $      4,000 
Vidrio Adicional de ajuste $      4,000 
Protector corcho para la base del prototipo $      2,900 
Tornillería de ajuste $      2,500 
Total $  253,400 
 
Tabla 6.1.1: Costo de la implementación del prototipo [Los autores] 
   
Tabla 6.1.2: Costo de los componentes del sistema embebido completo [Los autores] 
Sistema embebido 
Cantidad Componente Precio 
1 Computadora de placa reducida – Raspberry Pi 2 Modelo B $  150,000 
1 MicroSD 32Gb - Marca Verbatim  $    52,900 
1 Pantalla táctil 7” Raspberry Pi  $  290,000 
1 Módulo cámara Raspberry Pi  $    70,000 
1 Cable cinta cámara Raspberry Pi – 100cm $    23,000 
1 Panel luz led – 24w $    70,000 
1 Relé SRD-05VDC-SL-C - Marca Songle $    11,000 
1 Dispositivo de alimentación 5 puertos, 5VDC – Marca Wefone   $    59,900 
 Costos adicionales: Cables y conectores  $      5,000 
Total $  731,800 
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6.1.2 Costos adicionales 
 
 
No. Actividad Descripción  Rubro Tiempo de ejecución  C. Unitario Total 
1.1 Investigación del estado del 
arte 
Gastos de administración 15 días  $         3,500 $         52,500 
Acceso a información especializada 7 días  $                0  $                     0 
1.2 Asesoría universitaria Transporte 30 retornos $            800 $         24,000 
Costo personal técnico especializado 10 días $       64,000 $       640,000 
1.3 Investigación de la estructura 
del documento 
Gastos de administración 15 días  $         3,500 $         52,500 
Acceso a información especializada 7 días  $                0  $                  0 
1.4 Asesoría universitaria Transporte 20 retornos $            800 $         16,000 
Acceso a información especializada 10 días $                0 $                  0 
Gastos de administración 15 días  $         3,500 $         52,500 
2.1 Diseño del prototipo Acceso a información especializada 7 días  $                0 $                 0 
Gastos de administración  15 días  $         3,500 $         52,500 
Costo personal técnico no especializado 15 días  $       36,000 $       540,000 
2.2 Verificación del prototipo Costo personal técnico no especializado 8 días  $       36,000 $       288,000 
Costo personal técnico especializado 3 días $       64,000 $       192,000 
2.3 Implementación del prototipo Costo personal técnico no especializado 20 días  $       36,000 $       720,000 
Transporte 20 retornos $            800  $         16,000 
2.4 Modificaciones necesarias al 
prototipo 
Costo personal técnico no especializado 8 días $       36,000 $       288,000 
Costo personal técnico especializado 5 días $       64,000 $       320,000 
3.1 Revisión de implementos para 
la adquisición  
Costo personal técnico no especializado 3 días  $       36,000 $       108,000 
Costo personal técnico especializado 1 día $       64,000 $         64,000 
3.2 Estudio de implementos de 
captura 
Acceso a información especializada 7 días  $                0 $                  0 
Gastos de administración  15 días  $         3,500 $         52,500 
3.3 Selección de dispositivos Costo personal técnico no especializado 5 días $       36,000 $       320,000 
Costo personal técnico especializado 2 días $       64,000 $       120,000 
3.4 Integración de los 
dispositivos seleccionados 
Costo personal técnico no especializado 20 días $       36,000 $       720,000 
Transporte 20 retornos $            800 $         16,000 
4.1 Proponer técnica de 
reconocimiento palmar 
Costo personal técnico no especializado 3 días $       36,000 $       108,000 
Costo personal técnico especializado 1 día $       64,000 $         64,000 
4.2 Implementación de la técnica Costo personal técnico no especializado 60 días  $       36,000  $   2,160,000 
4.3 Pruebas de validez  Costo personal técnico no especializado 15 días $       36,000 $       540,000 
Costo personal técnico especializado 5 días  $       64,000 $       320,000 
5.1 Redacción del artículo  Costo personal técnico no especializado 10 días $       36,000 $       360,000 
  Costo personal técnico especializado 3 días  $       64,000 $       192,000 
Total $   8,398,500 
 
Tabla 6.1.1: Costos adicionales [Los autores] 
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Capítulo 7 
 
 
7.1 Conclusiones  
 
 
 Se desarrolló un sistema de reconocimiento palmar, con la construcción de un 
prototipo y la implementación de un programa interactivo determinado por la 
estructura de un algoritmo capaz de extraer las características geométricas de la mano 
izquierda de una persona, sin depender de una guía o posición estándar de esta, 
obteniendo resultados de reconocimiento eficientes.   
 
 Se logró la construcción de un prototipo con un margen de diferencia dimensional 
poco significativo con referencia al diseño. Esto permite que el sistema obtenga las 
características deseadas planteadas en el diseño. Por otra parte, se obtiene una 
adquisición adecuada y con esto un mejor reconocimiento. 
 
 Para la extracción de características, inicialmente se tiene un recorte automatizado, el 
cual es determinado por un punto establecido por un defecto convexo que se crea 
entre la palma y la muñeca, donde se recorta la imagen en base a ese punto. Debido 
a esto, se obtiene la imagen de la palma y dedos, eliminando la muñeca de la imagen 
independientemente de la posición en la que se ingrese la mano.   
 
 En el reconocimiento, con el clasificador Bayesiano se controló el umbral estimado 
en términos de porcentaje, el cual se ajustó a 0.9999, con éste umbral se establecieron 
dos estados principales a la hora del reconocimiento: aceptado, si el valor está por 
encima del umbral hasta 1 y rechazado si está por debajo del umbral hasta 0. Por otra 
parte, se obtuvieron mejores resultados con el entrenamiento de 5 imágenes, dado que 
no se tiene una guía estándar para el posicionamiento de la mano en la adquisición, 
con más imágenes entrenadas de un individuo, mayor la posibilidad de que el 
algoritmo acierte, ya que el Bayesiano es un clasificador probabilístico. 
 
 Cuando se hace uso del clasificador KNN, el valor de umbral tiene saltos muy grandes 
ya que este se realiza por número de vecinos, mientras que el clasificador Bayesiano 
con el valor del umbral se puede tener un control de salto mejor definido. 
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 Ya que la sensibilidad y especificidad son indicadores que permiten comparar 
directamente la eficacia de las pruebas de validez. La sensibilidad indica la 
probabilidad de que el sistema pueda detectar a una persona que se encuentra en la 
base de datos y la especificidad indica la probabilidad de que el sistema detecte como 
no registrado a una persona que no se encuentra en la base de datos. teniendo en 
cuenta esto y en base a la metodología de las pruebas que se realizaron, se obtuvo la 
eficiencia del sistema en términos de porcentaje, con una sensibilidad del 85% y una 
especificidad del 84%.      
 
 
 
7.2 Recomendaciones 
 
 
 Una vez se hayan creado las pantallas para la interfaz gráfica y estas se encuentren en 
formato.py. Si es necesario realizar alguna modificación a una de estas pantallas, se 
recomienda hacerlo dentro del archivo.ui, ya que al momento de llamar las funciones 
pueden haber confusiones con el nombre de los objetos que se encuentran dentro de 
estas pantallas. 
 
 Para el diseño del prototipo se debe tener en cuenta el tamaño más grande de una 
mano, ya que si se estandariza a un tamaño promedio los individuos que posean 
palmas o manos con mayor tamaño, al momento de la captura puede generar 
problemas. 
 
 Para crear la base de datos se recomienda capturar las manos sin ninguna clase de 
objetos (anillos, manillas, uñas largar, etc…) ya que  pueden entorpecer el proceso 
del reconocimiento.  
 
 Se recomienda anexar al diseño del prototipo un sistema de guías, la cual pueda 
controlar el posicionamiento de la mano; tanto en el giro, como en la abertura de los 
dedos y así lograr resultados de reconocimiento altamente competentes, minimizando 
al máximo su margen de error. 
 
 Para el almacenamiento de las imágenes que se desean procesar, se recomienda 
guardarlas en extensiones que no compriman la información para esto se debe guardar 
en extensiones como .PNG y .TIFF. 
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 Al utilizar las funciones que ofrece Python 2.7 con sus librerías, es pertinente tener 
un conocimiento previo de todos los parámetros de estructura al momento de 
implementar una función, para así obtener apropiadamente de la función lo que se 
necesita.   
 
 Al momento de usar el centroide de la mano como característica extraída, estos 
valores en el reconocimiento entorpecían el algoritmo, ya que son valores muy 
similares entre las manos de diferentes personas no se recomienda utilizarlo como 
característica.   
 
 Se recomienda realizar un análisis más completo para determinar cuáles son las 
mejores características que se deben implementar para formar el vector descriptor de 
la geometría de la mano, para lograr una mejor eficiencia del sistema. 
 
 Ya que el proyecto está enfocado a un sistema de seguridad, es conveniente 
incorporar en los elementos del hardware, un sensor que detecte que no haya la 
presencia de papel u otro tipo de material que contenga imágenes que puedan engañar 
el sistema.      
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