Abstract-This
INTRODUCTION
Matrix-vector multiplication plays a central role in numerical linear algebra, since one has to compute matrix-vector product in several stages of almost all numerical algorithms. The band matrix-vector multiplication problem finds significant application in the solution of elliptic partial differential equations by iterative finite difference or finite element methods [l] . Regular structures, such as systolic arrays (SA) are well suited for matrix-vector operations and are also amenable for VLSI implementation.
A group of researchers, headed by Kung, has introduced the systolic concept for parallel architectures (2-41 in the period of 1978 to 1982. The most interesting concept that inspired a lot of researchers for better design solutions was the bidirectional linear array for matrix-vector multiplication, linear solver, convolution, AR and MA filters, etc. [1, 5, 6] .
One of the most challenging problems in systolic processing is the development of a methodology for mapping an algorithm into a systolic architecture.
Many such methodologies have been proposed in the last decade. Most of these are based on the concept of dependence vectors to order in time and space the index points representing the algorithm. The ordered index points are represented by nodes in a dependence graph with global dependencies and then this graph is transformed into directed graph with local dependencies which can be projected along defined directions to obtain the target architecture [7-91. The common characteristic of the methods based on the above approach is that the same dependence graph is used for each allowable direction of the projection. As a consequence, the obtained systolic arrays are not always optimal.
There have been several works on how to synthesize optimal systolic array architectures, with each work concentrating on certain optimization criterion. Fortes [12] proposed a heuristic approach for optimizing the hardware cost. The array size, which is defined as the number of processors in the array, obviously determines the basic hardware cost. Therefore, a systolic array which has the minimum number of processors gives the optimal solution with respect to this cost function [13] . This paper provides a procedure for synthesizing systolic arrays for band matrix-vector multiplication which gives processor-time optimal SAs for each allowable direction of the projection. This is accomplished by forming a periodical and unconfined computation space which is then used for deriving a separate dependence graph for each allowable direction of the projection with minimal number of nodes. This enables that each projection ray passes through the maximal number of nodes of the graph providing that the obtained 1D SA has optimal number of processing elements (PEs). The procedure is an improved version of the data dependence method based on linear transformations, proposed in [8, 14] . For example, for the case of multiplication of matrix A nxn of bandwidth wa = S + Q -1 by vector B,, i with first p nonzero elements and direction of the projection p(l,O, l), a bidirectional 1D systolic array proposed by Kung [15] and Leiserson [5] can be obtained by the standard procedure [8, 14] . The array proposed in [5, 15] consists of w, PEs with active execution time of 2n + wa -2 time units. Let us note that the number of PEs in [5, 15] is not optimal in all cases. Thus, when w, > n, the number of PEs is 2n -1, and active execution time is 3n -2. In both cases the computation time is too long since only half of the PEs are active in every time instance. This was the reason why this array was considered as unattractive for applications such as convolution, matrix-vector and band matrix-vector multiplication, etc. [16] . By the procedure proposed in this paper, we obtain a bidirectional 1D systolic array with optimal number of PEs, i.e., s1 = min{S + (y: -1, fi} and minimal active execution time, i.e., Texe = M + TI -1, where TI = min{n, 6 + /3 -1). For example, when w, = S + o -1 2 n, p = n the obtained array has n PEs and active execution time of 2n -1 time units, compared with 2n -1 PEs and active execution time of 3n -2 time units in the original Kung's array.
Let us note that band matrix-vector multiplication represents the general solution for matrixvector multiplication problem. Thus for 5 = (II = n we obtain a full matrix, for S = n, Q: = 1 we obtain a triangular matrix, etc. In the text that follows we will give a brief description of the standard procedure based on the dependence graph approach for synthesizing the systolic arrays. Let Z3 denote a set of integer points in a three-dimensional Cartesian space. Each point q E Z3 is uniquely defined by its position vector. With q(i, j, Ic) we will denote either an integer point or its position vector. The algorithm for band matrix-vector multiplication is formed according to the recurrence (2) represented in 2 3. A space P c Z3 for realization of this algorithm consists of the following subspaces:
-space of inner computations, Pint, and -space of output results P,,,(c).
Initialization space and space of output results are placed on the border of the space of inner computations.
The ordering of the computations is described by a dependence graph r = {fi,t; Qb, Q,, Qc}, where Qb, Qa and Qc are global dependence vectors for input data items of vector B, matrix A, and vector C, respectively. Afterwards, the dependence graph r is replaced by the equivalent graph l?* = {Pint; ez, ez, ez], where eg, ez and e: are constant local dependence vectors for B, A and C, respectively. Often, these vectors are equal to the basis vectors of the space axes.
Each node of the graph T* can be seen as a processing element performing add-multiply operation, while edges represent communication channels between them, i.e., the obtained graph can be considered as a two-dimensional or three-dimensional systolic array for matrix-vector multiplication.
Using one of the allowable directions of the projection &I, /.~a, ps), this graph is mapped into 1D systolic array. For each direction of the projection, ~1, the corresponding transformation matrix, L(p), which maps a space point into the projection plane, is determined. In order to obtain the correct positions of input elements in the projection plane, the initialization space, Pi,, has to be rearranged before mapping.
Let us note that systolic arrays obtained by using the above procedure have regular data flow, but the method is unable to optimize the array size, except for the orthogonal directions of the projection. In our opinion the main reasons for this are:
-The space of inner computations, l&, is defined at the beginning of the procedure and consists of a finite set of computational points. -The same dependence graph, I'*, is used for each allowable direction of the projection.
In our opinion, the above characteristics represent the main reasons why optimal systolic arrays cannot be obtained for all allowable directions of the projection. For the sake of illustration consider the following example. Imagine a cube placed in the first octant of a three-dimensional Cartesian space, with edges parallel with coordinate axes. The nodes of this cube can be considered as nodes of the dependence graph I'*. Now, project the cube along the direction vector perpendicular to one of the coordinate planes. The projected image is a rectangle. The reason for this is that each projection ray passes through exactly two nodes of the cube. All other directions of the projection which are not perpendicular to coordinate planes will give a polygon with more than four nodes. Now, if we define a separate dependence graph r*, i.e., a skewed cube, for each allowable direction of the projection, such that each projection ray passes through exactly two nodes of the graph, we will always obtain a rectangle as an image.
THE PROCEDURE
In this section we are going to propose a modification of the procedure for synthesizing of linear systolic arrays for band matrix-vector multiplication.
The modification will enable us to obtain processor-time optimal systolic arrays for each allowable direction of the projection. 
Defining of the Starting Computational Space
In order to obtain linear systolic arrays with optimal number of PEs, we do not start from the recurrence (2). Namely, in our opinion the recurrence (2) represents the main reason why optimal systolic arrays have not been obtained. To overcome this problem, we will start from the expression C!k) = cy + && z 7 c?) = 0 2
which computes the partial products from (2) 
The advantage of rewriting (3) as in (4) is that the computation can now be viewed as being spread over three-dimensional space, with each variable a, b and c being defined at each integer point in Z3.
For the input data items we assume the following periodicity:
where Tl = min(n, 6 + p -1).
According to (4)-(6) we can construct an algorithm Is which computes only partial products that are obtained during matrix-vector multiplication.
Because of the assumed periodicity (6), the same partial product will appear periodically in algorithm D. Since the algorithm b is trivial we are not going to burden the paper with it.
Denote by p = Pi, u pint the computational space of algorithm 0. From (5) it is clear that for space of initial computation pin(c), the line j = 1 in plane k = 0 is taken. Similarly, spaces of input data items fil,(a) and Pin(b) are plane j = 0 (i, k > 0) and line j = 1 in plane i = 0, respectively. In this way we have determined the initialization space Pi, = Pi,(o) U Pi,(b) U Fin(C) for the algorithm 0. According to (4), the space of inner computations, pint, is the plane j = 1, i.e., the set of integer points {q(i,l, k) 1 i, k > 0). Note that the space & is unconfined and placed in the first octant of the three-dimensional Cartesian space.
The ) give orthogonal projections, the obtained 1D systolic arrays are optimal, and therefore they are not in the focus of our interest. In the text that follows we will give the procedure for synthesizing optimal 1D systolic array which is obtained by the direction ~(1, 0,l) and corresponding transformation matrix Let us note that the same procedure can be applied for the directions ~(1, 0,O) and ~(0, 0,l). In Section 3.4, we will give the corresponding formulas for the arrays obtained by these directions. The Real Algorithm and Finite Dependence Graph
In this step we are going to determine the real space of inner computations, pint, according to p. The space pint has as many points as there are different partial products in (4). As we have already mentioned, the space, &t is determined for each allowable direction of the projection, separately.
The procedure for determining of the k ],,t is as follows. Through space point (6,1, k) we set a straight line whose direction is ,u(l, 0, l), i.e., 
where S 5 i < 6 + Tl -1 and 1 5 k 5 R. The equations (7) 
Note that in this way the corresponding finite initialization space, Fiiz,,, is determined, also. According to (5)- ( 7) we can define the equations for band matrix-vector multiplication, equivalent with (2) , 6 + TI -1, where u and w are functions defined by (7). According to (9), the real algorithm D for band matrix-vector multiplication can be constructed, and the corresponding dependence graph is I' = {pint, E}. The initial values are placed on the border of the pint. In order to obtain the correct positions of input elements in the projection plane, the space iZ,n has to be rearranged before mapping [9,17]. Therefore we have to determine the timing function t(i) = u + v + w + cp, where p is a constant that has to be determined. The constant cp is determined from the condition t(qmi") = 0, where qmin = @(6,1,1) E Pint is the point where the first computation should be performed. The qmin is determined from (7) when u = u(6) = 6, v = 1, w = w(S, 1) = 1.
Denote with
The new positions of input data items are obtained from G;(u, TW) = &r(u, vu, w) -(t(b) + 1) e$ Y E {a,hc}.
According to (11) the rearranged initialization space pii, is determined. The computational space for algorithm B is now P" = Pint U PG.
Compression of the Graph f
Let 61 and 42 be two neighboring points on the line defined by (7). Without deteriorating the generality, we can take 41 = q( 6,P, k) and & = q Since At > 1, the nodes that are placed on the same line have to be reordered so that the distance one is achieved. Let us note that for directions p(l,O, 0) and p(O,O, 1) the At is already one, so there is no need for reordering. We call this reordering a compression. By the compression the space &t is mapped into space Pint. Since spaces & and Pint have the same number of points, the compression function is a bijection. The compression is performed such that some points q(i, 1, k) are moved along the line towards the point t(S, 1, k), for i = 6 + 1,. . . ,S + Tr -1, as illustrated in Figure 1 .
There are two things that we should take care of during this compression:
(a) Two computational points must not be overlapped.
(b) The timing of any point cannot be less then timing of the point Q1(S, 1, k).
To avoid the above traps, let us perform the following analysis. Let q^(') = q(il, 1, k + il -6) and G(2) = q(iz, 1, k + i2 -6) be two arbitrary points on the line defined by (7). Since the index variable i is periodical with period Ti, and all computational points on the line are different, for a displacement of the point we take a multiple of Ti. Suppose that the point i(2) is moved along the line for the displacement 2'1 and that it coincides now with q -cl). In that case the following is valid:
This can happen if Ti = 2(is -ii), i.e., if TI is even. To avoid the trap (a) for the displacement of a point, rT1 is taken when TI is odd, and r(Ti -1) when Tl is even, where r is integer from set {O,l}.
In order to avoid the trap (b) for a multiplicant r we take a maximal integer from the set (0, 1) which satisfies the inequality t (@I) < t (4 -rT, i.e., -2(i -6) + rT < 0, i=f!T===+r=o,
where Tl, TI # 2m, me N T= Tl -1, Tl = 2m, m E N.
The compression function which maps Pint into Pi,, is defined as
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Since rearrangement of points in @jnt is performed along the direction ~(1, 0,l) it will not affect the image of Pint in the projection plane. In other words, images of Pint and & that are obtained by mapping the corresponding spaces along direction p( 1, 0,l) are the same. Let us note that the same compression must be performed in the space &, along the corresponding vectors of data flow. The compression of pi*, into space Pi, is performed according to the following equations: q-,(u, II, w) = @;(?A, v, WI) + rTet (15) for y E {a, b, c}. According to (14) and (15) the computational space P = Pi, U Pint for the algorithm based on equation (8) is determined. A graph associated with this algorithm is I = {Pint, E}. Each node of this graph can be viewed as a processing element performing the operation c + ab. In other words, we have obtained a 2D systolic array for band matrix-vector multiplication.
By mapping this array along the direction p(l,O, 1) the corresponding 1D systolic array is obtained in the projection plane. The position of each processing element in 1D systolic array is described by its Cartesian coordinates which are determined according to (16) fork=1,2 ,..., &i=S,6+1,..., 6 + Tl -1 and U, TJ, w being defined by (7). According to (15), the positions of input data items in the projection plane are determined by fork = 1,2 ,..., p, i = 6 ,... ,S + Tl -1, where eq = L(p)e: are directions of data flow in the projection plane.
Let us note that the described procedure can be also applied for the directions ~(1, 0,O) and p(O,O, 1). In these cases, instead of parameter equations (7), we will use u = i, v = 1, w = k.
Survey of the Obtained Systolic Arrays
In the text that follows we will give the concrete formulas for the systolic arrays for band matrixvector multiplication which are obtained by the described procedure for directions ,u(l,O, 0), h(O,O, 1) and ~(1, 0, 1). The corresponding systolic arrays will be denoted as Sl, S2 and S3. 
Discussion
The direction /.~(1,0,0) gives linear systolic array with p PEs where elements of vector B are static. Similarly, the direction ~(0, 0,l) gives SA with TI = min{n, S+P-1) PEs where elements of resultant vector C are static. The direction ~(1, 0,l) gives SA with R = min(6 + CY -1, /3} PEs and all elements a, b and c are propagated through the array. The latter feature is important from the fault-tolerance aspect because it is desired that all data variables be propagated from one PE to the other. In other words, all the data variables should be accessible and should not be stored in the PEs [13] . The active execution time of the algorithm for band matrix-vector multiplication implemented on this array is T,,,=sl+TI-1,
