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Resumen
Clustering (agrupamiento) es usualmente considerado el problema ma´s importante del apren-
dizaje automa´tico no supervisado. Al igual que los problemas no supervisados, el problema del
clustering consiste en descubrir patrones de agrupamiento. En particular, se busca agrupar un
conjunto de datos no etiquetados en conjuntos llamados clusters (o grupos). Dada la naturaleza
del problema, este aparece en multitud de a´reas de investigacio´n como: compresio´n de datos,
ana´lisis de ima´genes, bioinforma´tica, y miner´ıa de datos.
A la fecha, se han disen˜ado multitud de algoritmos y modelos de clustering. Tambie´n, se
ha generalizado el tipo de datos con los que se puede aplicar esta te´cnica. Uno de los modelos
de clustering ma´s ampliamente utilizados esta´ relacionado con el conjunto de problemas center-
based. Este conjunto de problemas es uno de los ma´s recientemente estudiados debido a su
eficiencia con grandes cantidades de datos. En general, un problema de este tipo busca particionar
el conjunto inicial de elementos tomando como base algunos elementos centrales.
Con el objetivo de mejorar las te´cnicas actuales en esta rama; la presente investigacio´n
desarrolla y propone un nuevo algoritmo de clustering, denominado el algoritmo SSO-C. La
metodolog´ıa seguida para desarrollar el algoritmo consistio´ en la optimizacio´n de una funcio´n
multiobjetivo que relaciona dos problemas formalmente definidos con el propo´sito de garanti-
zar la robustez de la solucio´n encontrada. Como bu´squeda local para valores iniciales, se tomo´
soluciones con un cierto factor de aproximacio´n para un problema de optimizacio´n combinato-
ria relacionado, el problema k -center. En la investigacio´n tambie´n se desarrolla y propone un
segundo algoritmo de clustering, denominado el algoritmo Emax. Este segundo algoritmo es
derivado del caso ma´s robusto de la funcio´n multiobjetivo. La convergencia del algoritmo Emax
es demostrada.
Para efectos de comparacio´n, se tomaron los algoritmos k -means y SSO. El primero es uno de
los algoritmo ma´s utilizados para hacer clustering, y el segundo es una adaptacio´n del algoritmo
de optimizacio´n Social Spider Optimization para clustering; ambos pertenecientes al modelo
center-based. Se compararon los algoritmos mencionados junto con los propuestos (SSO-C y
Emax) tomando un conjunto de 6 conjuntos de datos sinte´ticamente generados y 7 del mundo
real tomados de la literatura. Los experimentos muestran con significacio´n estad´ıstica que los
algoritmos SSO-C y Emax dan los mejores resultados entre los algoritmos comparados.
Se espera que los algoritmos propuestos generen contribuciones significativas para estado-
del-arte.
Palabras clave: Center-based Clustering, Social Spider Optimization, Optimizacio´n Multi-
objetivo, Algoritmos de Aproximacio´n, SSO-C, Emax.
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Abstract
Clustering is usually considered as the most important unsupervised machine learning pro-
blem. As most unsupervised problems, clustering focuses on searching for patterns and groups.
In particular, the objective is to group a set of unlabeled data into sets called clusters. Given the
nature of this problem, it appears in a wide range of research areas such as: data compression,
image analysis, bioinformatics, and data mining.
To the date, a wide range of algorithms and models of clustering have been developed.
Also, the type of data that can be clustered have been generalized. One of the more widely
used clustering models is related to the center-based set of problems. This set of problems is
particularly efficient with a large amounts of data. This type of problems aims to partition an
initial set of elements taking central elements as base.
With the objective of improving the current techniques on this field, in this work a new
clustering algorithm is developed and proposed, namely the SSO-C algorithm. The followed
methodology to develop the algorithm consisted on optimizing a multiobjective function that
relates two well defined problems searching for robust solutions. As a local search for few initial
values, some solutions having a certain approximation factor of a related combinatorial optimi-
zation problem called k -center were taken. In the present work, a second clustering algorithm is
also developed and proposed, namely the Emax algorithm. This second algorithm is derived from
the most robust case of the multiobjective function. The convergence of the Emax algorithm is
proved.
For comparison purposes, two other algorithms were taken: k -means and SSO. The first one
is one of the most used algorithms for performing clustering, and the second one is an adapted
version of an optimization algorithm called Social Spider Optimization for clustering; both of
them belong to the center-based model. The mentioned algorithms together with the proposed
(SSO-C and Emax) were compared using a set of 6 synthetic and 7 real-world datasets. The
experiments show with statistical significance that the SSO-C and Emax algorithms achieve the
best results among the compared algorithms.
The proposed algorithms are expected to provide significant contributions to the state-of-
the-art.
Keywords: Center-based Clustering, Social Spider Optimization, Multiobjective Optimiza-
tion, Approximation Algorithms, SSO-C, Emax.
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Cap´ıtulo 1
Aspectos generales
1.1. Problema de investigacio´n
La presente investigacio´n se centra en un problema dentro del aprendizaje automa´tico no
supervisado llamado clustering. Como cualquier otro problema de aprendizaje no supervisado,
este involucra la bu´squeda de patrones y estructuras en datos no etiquetados. En su idea ma´s
ba´sica, el objetivo del clustering es agrupar objetos similares en conjuntos llamados clusters.
En esencia, clustering no es un problema estrictamente bien definido, ma´s bien, una tarea
muy general a ser resuelta. Por este motivo, muchos problemas y algoritmos bien definidos han
sido propuestos para resolverla. Existe una gran variedad de conceptos y definiciones diferentes
entre s´ı de que´ es un cluster y co´mo puede ser formado. Tambie´n, no existe una convencio´n
general acerca de los tipos de datos que pueden ser clusterizados. Toda esa diversidad dio pie
a multitud de modelos de clustering (Aggarwal & Reddy, 2013). Uno de los modelos mayor
conocidos de clustering es el llamado center-based model.
Center-based clustering es el problema de particionar un conjunto de datos en clusters que
sean representados, cada uno por un elemento llamado “centro” del cluster (Aggarwal & Reddy,
2013).
Uno de los algoritmos de clustering ma´s conocidos y sencillos de comprender es el algo-
ritmo k -means. Este algoritmo, pertenece a los modelos center-based. A pesar de la simpleza
y potencia del algoritmo k -means, este suele presentar problemas de robustez con outliers, es
decir, el algoritmo pierde precisio´n cuando el conjunto de datos con el que se trabaja presenta
ruido considerable (Hautama¨ki, Cherednichenko, Ka¨rkka¨inen, Kinnunen & Fra¨nti, 2005). Este
problema se presenta mayormente cuando existe solapamiento entre clusters y cuando existen
puntos alejados de los centros de concentracio´n. Todos estos escenarios causan que el algoritmo
en ocasiones no sea lo suficientemente resistente o robusto.
1.1.1. Descripcio´n del problema
Se aproxima el problema del clustering para este trabajo de la siguiente forma: el problema,
en un espacio me´trico (Rd, L2), donde L2 denota el espacio Euclidiano, consiste en particionar
un conjunto de n puntos en k subconjuntos o clusters teniendo como base alguna me´trica de
similitud o disimilitud. El conjunto de e´stos n puntos {x1, x2, . . . , xn} estara´ representado por
la letra S y los k subconjuntos o clusters estara´n representados por C1, C2, . . . , Ck. El problema
consiste en determinar los subconjuntos mencionados de modo que se cumplan las siguientes
condiciones:
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Ci = ∅ (1.1)
Ci ∩ Cj = ∅ para i = j (1.2)
y
k⋃
i=1
Ci = S. (1.3)
Adema´s de estas condiciones, los subconjuntos hallados tambie´n deben cumplir que; sea el
clustering C11 , C
1
2 , . . . , C
1
k un resultado producido por el algoritmo k -means, el algoritmo pro-
puesto debe obtener el clustering C1, C2, . . . , Ck de manera que:
AMI[C1, C2, . . . , Ck] > AMI[C
1
1 , C
1
2 , . . . , C
1
k ]. (1.4)
Donde AMI representa la funcio´n Adjusted Mutual Information explicada en el marco teo´rico.
1.1.2. Identificacio´n del problema
¿Existe un algoritmo de optimizacio´n multiobjetivo que solucione el problema center-based
clustering sobre conjuntos con outliers?
1.2. Antecedentes
A continuacio´n, se mencionan algunos antecedentes de la bibliograf´ıa revisada y que son
relevantes para la investigacio´n:
1.2.1. Algoritmo de optimizacio´n basado en el comportamiento social de las
aran˜as para clustering
En este trabajo (Vera-Olivera, Soncco-A´lvarez & Enciso-Rodas, 2016) se utilizo´ el algoritmo
Social Spider Optimization (Cuevas, Dı´az Corte´s & Oliva Navarro, 2016) para hacer clustering
agrupando los datos minimizando la suma de las distancias Euclidianas de cada punto al cen-
tro del cluster. Se hizo una implementacio´n del algoritmo SSO y se adapto´ para solucionar el
problema del clustering. Tambie´n se implemento´ un algoritmo gene´tico para el mismo proble-
ma. Luego, se hizo comparaciones de los dos algoritmos mencionados y el algoritmo k -means,
ya que este u´ltimo es uno de los algoritmos ma´s simples y potentes para hacer clustering. Las
pruebas experimentales mostraron que el algoritmo SSO adaptado para clustering, al igual que
el algoritmo gene´tico, obtuvieron resultados competitivos con el algoritmo k -means.
1.2.2. Algoritmo de aproximacio´n-2 para el problema k-center
En esta investigacio´n (Gonzalez, 1985) se presenta un algoritmo de aproximacio´n-2 con com-
plejidad O(nk) para el problema k -center. Siendo n el nu´mero de puntos y k el nu´mero de
clusters a formar. El problema k -center esta´ bastante relacionado con el problema del clustering
en general, con la particularidad de ser un problema de optimizacio´n combinatoria. El algoritmo
presentado garantiza una solucio´n con funcio´n objetivo de alo ma´s dos veces la solucio´n o´ptima
del problema k -center.
A pesar de la formulacio´n cerrada del problema k -center, este trabajo lo introduce con un
enfoque basado en grafos, en particular, introduce el problema de hallar un clique de taman˜o
k + 1 dentro de un grafo ponderado completo. El algoritmo asume la desigualdad triangular
2
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entre los puntos. Tambie´n muestra que el factor de aproximacio´n-2 es el mejor posible si P =
NP. Es decir, lograr cualquier factor de aproximacio´n-(1 + ε) con 0 ≤ ε ≤ 1 es un problema
NP-Hard.
La funcio´n objetivo tomada de la investigacio´n minimiza la ma´xima distancia entre dos
puntos que pertenezcan al mismo cluster (existen otras formulaciones equivalentes). En otras
investigaciones, se adapta la solucio´n presentada por este trabajo a una funcio´n objetivo ma´s
conveniente desde un punto de vista anal´ıtico para propo´sitos de ana´lisis, facilitando la obtencio´n
de algoritmos ma´s generales.
1.2.3. Algoritmos exactos y de aproximacio´n para el problema k-center
El principal aporte de esta investigacio´n (Agarwal & Procopiuc, 2002) es un algoritmo exacto
para resolver el problema k -center de forma exacta en Rd con complejidad nO(k
l−1/d) bajo
cualquier me´trica-Lp. Este algoritmo puede ser generalizado para me´tricas ma´s generales. El
algoritmo es descrito en una me´trica L∞ por simplicidad. La mayor parte de esta investigacio´n
se basa en la siguiente observacio´n: si un conjunto S puede ser cubierto por un conjunto C de
k cuadrados unitarios, entonces las u´nicas posibilidades son que S se encuentra en una franja
horizontal de longitud
√
k+2 o existe una l´ınea horizontal l que interseca a lo ma´s
√
k cuadrados
de C. Basa´ndose en esto, se desarrollo´ un algoritmo de programacio´n dina´mica para encontrar la
solucio´n o´ptima. Este algoritmo tambie´n provee una complejidad nO(k
l−1/d) para el problema k -
center discreto en Rd. Este algoritmo asume las me´tricas L∞ y L2. El algoritmo puede extenderse
a otras me´tricas y al problema k -center discreto. Basa´ndose en esto, la investigacio´n tambie´n
proporciona un algoritmo de aproximacio´n-(1 + ε) para el problema k -center, con complejidad
O (n log k) + (k/ε)O(k
l−1/d). Tambie´n se presenta un algoritmo con complejidad nO(k
l−1/d) para
resolver el problema k -center-L-capacitado, suponiendo que L = Ω
(
n/kl−1/d
)
o L = O (1).
1.2.4. Algoritmo de Swarm Intelligence para optimizacio´n global
En este trabajo (Cuevas et al., 2016) se presenta un novedoso algoritmo de optimizacio´n
global llamado Social Spider Optimization (SSO), el que esta´ basado en Swarm Intelligence, que
es un a´rea de investigacio´n que modela un comportamiento cooperativo en colonias de insectos
y otros animales. Existen muchos de estos algoritmos propuestos para resolver un gran rango de
problemas.
El algoritmo SSO, es un algoritmo para resolver problemas que involucran optimizacio´n,
como lo sera´ el problema formulado durante la investigacio´n. El algoritmo esta´ basado en el
comportamiento cooperativo de las aran˜as sociales. En el algoritmo propuesto, los individuos
simulan un conjunto de aran˜as que interactu´an entre si basados en principios biolo´gicos de la
colonia. En este algoritmo se consideran dos tipos de agentes: aran˜as macho y aran˜as hembra.
Dependiendo del ge´nero, cada individuo actu´a por un conjunto de operadores evolutivos que
imitan los comportamientos t´ıpicamente encontrados en la colonia.
Este algoritmo fue probado con un conjunto de funciones objetivo frente a dos algoritmos
muy utilizados en la literatura: Particle Swarm Optimization (PSO) (Kennedy & Eberhart,
1995) y Artificial Bee Colony (ABC) (Karaboga & Basturk, 2007). Los resultados muestran un
mejor desarrollo del algoritmo SSO al encontrar o´ptimos globales en las funciones benchmark.
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1.3. Objetivos
1.3.1. Objetivo General
Proponer un algoritmo de optimizacio´n multiobjetivo que solucione el problema center-based
clustering sobre conjuntos con outliers.
1.3.2. Objetivos Espec´ıficos
Los objetivos espec´ıficos incluyen:
• Formular el problema matema´tico center-based clustering como un problema de optimiza-
cio´n multiobjetivo tomando en cuenta las caracter´ısticas de una solucio´n robusta.
• Solucionar el problema multiobjetivo utilizando el criterio de optimalidad de Pareto para
hallar un algoritmo de optimizacio´n global efectuando una bu´squeda local con algoritmos
de aproximacio´n.
• Disen˜ar un segundo algoritmo para el caso ma´s robusto de la funcio´n multiobjetivo plan-
teada.
• Generar conjuntos de datos que presenten la caracter´ıstica de mu´ltiples outliers para efec-
tuar las pruebas experimentales, implementar los algoritmos disen˜ados y probar estad´ısti-
camente su superioridad.
1.4. Alcances y limitaciones
Debido al intere´s que se tiene en desarrollar un algoritmo de clustering que funcione efectiva-
mente con grandes cantidades de datos, es necesario limitar la investigacio´n a una clase espec´ıfica
de algoritmos.
• Tanto los algoritmos propuestos, como los algoritmos de comparacio´n, sera´n todos algo-
ritmos de center-based clustering.
• Dado que el algoritmo k -means es el ma´s utilizado para resolver el problema del cluste-
ring, y es tambie´n un algoritmo basado en centros; se tomara´ a este como esta´ndar de
comparacio´n. Se utilizara´ tambie´n el algoritmo SSO (Vera-Olivera et al., 2016) al ser este
u´ltimo un algoritmo de center-based clustering y haber mostrado resultados competitivos
con el algoritmo k -means en la investigacio´n mencionada.
• Para obtener un factor de aproximacio´n en la optimizacio´n de la funcio´n objetivo se uti-
lizara´ un algoritmo de aproximacio´n para el problema k -center, debido a que este es NP-
hard. El algoritmo de aproximacio´n que sera´ utilizado tiene la ventaja de garantizar una
solucio´n o´ptima bajo Resistencia a la Perturbacio´n (M.-F. Balcan, Haghtalab & White,
2016).
• Dado que existe una multitud de te´cnicas para acelerar el tiempo de ejecucio´n de un
algoritmo, la investigacio´n se enfocara´ u´nicamente en desarrollar un algoritmo que logre
una precisio´n superior.
• No se analizara´ la clase de complejidad a la que pertenece el algoritmo del caso extremo
de la funcio´n objetivo. La hipo´tesis subsecuente a la investigacio´n es que el problema
propuesto es NP-Hard.
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1.5. Metodolog´ıa
El tipo de investigacio´n realizado en el presente trabajo segu´n su objetivo, corresponde con
una investigacio´n teo´rica. A continuacio´n, se presenta la metodolog´ıa utilizada para la investi-
gacio´n. Se tomo´ como referencia a (Brown & Porter, 1995).
1. Disen˜o de los algoritmos. En esta fase se hace realiza el disen˜o de los algoritmos
que solucionara´n el problema. Al finalizar esta etapa se debe contar con los algoritmos
formulados y sus funcionamientos deben estar demostrados. El proceso realizado para el
disen˜o de los algoritmos es mencionado a continuacio´n:
• Disen˜o de la funcio´n objetivo. En esta etapa se define matema´ticamente el pro-
blema a resolver, esto permitira´ tener un estricto marco de referencia bajo el cual
desarrollar los algoritmos. El problema estara´ modelado por una funcio´n a ser opti-
mizada, la funcio´n F .
• Bu´squeda local en F . En esta etapa se define el me´todo de obtencio´n de soluciones
aproximadas para la funcio´n asumiendo un criterio razonable llamado Perturbation
Resilience.
• Optimizacio´n multiobjetivo. En esta etapa se cubren los u´ltimos detalles nece-
sarios para el disen˜o del primer algoritmo propuesto. Esto implica la utilizacio´n del
criterio de Pareto para garantizar la obtencio´n de la “mejor” solucio´n. Al final de esta
etapa, el algoritmo es presentado.
• Caso ma´s robusto de F . En esta etapa se resuelve anal´ıticamente un caso especial
de la funcio´n objetivo con el fin de disen˜ar un algoritmo ma´s apropiado para su
caso ma´s robusto. Se disen˜a teo´ricamente un algoritmo exacto (que no es especificado
dado que demuestra no ser pra´ctico); y luego se disen˜a un algoritmo heur´ıstico para el
problema. Se demuestra tambie´n que el algoritmo heur´ıstico alcanza la convergencia.
2. Generacio´n de datasets sinte´ticos. Para hacer la prueba de los algoritmos, es necesario
contar con datasets con propiedades espec´ıficas. Particularmente, estos deben contar con
valores at´ıpicos generados especialmente de modo que un algoritmo no resistente a estos
tenga una baja precisio´n de clasificacio´n.
3. Implementacio´n de los algoritmos. En esta etapa se utilizara´ el lenguaje de progra-
macio´n C para la implementacio´n de los algoritmos. Esto permitira´ pasar a la siguiente
fase.
4. Evaluacio´n y ana´lisis de los resultados. En esta fase se utilizara´ la implementacio´n de
los algoritmos obtenida en el paso anterior y se efectuara´ una comparacio´n con la funcio´n
Adjusted Mutual Information (AMI). Posteriormente se analizara´ estad´ısticamente los
resultados obtenidos para obtener las conclusiones.
1.6. Justificacio´n
Justificacio´n cient´ıfica. Dentro de los algoritmos de clustering ma´s utilizados en data science,
el enfoque de center-based clustering es bastante eficiente en tiempo de ejecucio´n y almacena-
miento al ser aplicado a grandes cantidades de datos (Gan, Ma & Wu, 2007). Esto se debe, en
parte, a que para identificar un cluster u´nicamente se requiere de un elemento representativo
(centro del cluster). As´ı, si se tienen k de estos elementos, se asigna cada elemento del conjunto
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de datos original al elemento ma´s pro´ximo a e´l (de los k centros representativos). Esto particio-
na el conjunto inicial en k conjuntos disjuntos o clusters. Por lo tanto, un clustering sobre un
conjunto S queda totalmente definido por k elementos {c1, c2, · · · , ck}, con cj ∈ Rd.
El enfoque center-based consume muchos recursos de memoria (en tiempo de ejecucio´n).
Adema´s, estos algoritmos no suelen reconocer formas sofisticadas ni patrones curvos dentro del
conjunto de datos. A pesar de estos inconvenientes, existe una clara compensacio´n en recursos
temporales y de almacenamiento. Es por esto que el algoritmo de clustering ma´s utilizado (k -
means) es un algoritmo que utiliza el enfoque de center-based. La presente investigacio´n se
enfocara´ en disen˜ar un algoritmo de center-based clustering que obtenga una precisio´n superior
a la del algoritmo k -means tomando como punto de referencia los conjuntos con outliers.
Justificacio´n tecnolo´gica. Clustering es tal vez, dentro de la Inteligencia Artificial actual, el
intento ma´s auto´nomo por imitar el comportamiento inteligente. El caso ma´s frecuente dentro
del ana´lisis exploratorio se presenta cuando nadie sabe si los datos que esta´n siendo analizados
pueden ser condensados en un nu´mero pequen˜o de patrones representativos que pueden ser usa-
dos para resumir los datos en una representacio´n ma´s compacta. En este entorno, los algoritmos
de clustering son capaces de “descubrir” los patrones ocultos de los datos tomando criterios de
similitud/disimilitud sin la necesidad de informacio´n a priori de entrenamiento (muchas veces
incluso, sin la necesidad del nu´mero de clusters a descubrir).
Es claro que el desempen˜o de un algoritmo de clustering es fundamental para la obtencio´n
de informacio´n a partir de datos. Con mucha frecuencia, los datos analizados en aplicaciones
pra´cticas presentan “ruido” (o outliers) que pueden alterar el funcionamiento del algoritmo. Mu-
chos de los algoritmos ma´s utilizados de clustering (entre ellos el algoritmo k -means), presentan
la tendencia de ser afectados frecuentemente por este tipo de elementos.
El disen˜o de algoritmos ma´s robustos frente a datos con multitud de outliers sin duda es
algo que mejorar´ıa de sobremanera la calidad de informacio´n obtenida en aplicaciones pra´cticas.
Este hecho tendr´ıa una relevancia significativa en campos como la miner´ıa de datos, ana´lisis
exploratorio, segmentacio´n de ima´genes, aplicaciones me´dicas, y aplicaciones financieras al poder
los algoritmos ser ma´s efectivos frente a datos variados.
1.7. Contribuciones
Las contribuciones de este trabajo sera´n para la comunidad de Teor´ıa de la Computacio´n y
Aprendizaje Automa´tico. Estas son:
• Un algoritmo de optimizacio´n multiobjetivo para el problema del clustering con para´metros
de robusteza variables.
• Un algoritmo basado en centros para el problema del clustering ma´s apropiado para el caso
ma´s extremo de valores at´ıpicos permitido por la funcio´n objetivo disen˜ada (ma´s robusto).
• Un conjunto de datasets sinte´ticos que permitan evaluar la robustez de algoritmos de
center-based clustering.
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Cap´ıtulo 2
Marco teo´rico
La presente investigacio´n utiliza conceptos matema´ticos de nivel universitario que incluyen:
Teor´ıa de Nu´meros elemental (Weil, 1974), Matema´ticas Discretas (Rosen, 2002), Ana´lisis Ma-
tema´tico (Stewart, 2012), Investigacio´n Operativa (Hillier & Lieberman, 2001) y Estad´ıstica
ba´sica (DeGroot & Schervish, 2012). Tambie´n se utilizan conceptos de Algor´ıtmica (Cormen,
Leiserson, Rivest & Stein, 2009) y Teor´ıa de la Computacio´n (Sipser, 2006).
Adema´s de esto, algunos de los conceptos espec´ıficos requeridos se describen a continuacio´n:
2.1. Espacios Lp
Los espacios Lp son espacios funcionales definidos como una generalizacio´n natural de la
norma-p para espacios vectoriales de dimensio´n finita. Son tambie´n llamados espacios de Lebes-
gue por Henri Lebesgue (Dunford & Schwartz, 1971).
La longitud de un vector x = (x1, x2, . . . , xn) en el espacio vectorial real n–dimensional R
n
es usualmente dada por la norma Euclidiana:
‖x‖2 =
(
x21 + x
2
2 + · · ·+ x2n
)1/2
La distancia Euclidiana entre dos puntos x y y es la longitud ‖x− y‖2 de la l´ınea recta entre
los dos puntos. En muchas situaciones, la distancia Euclidiana es insuficiente para capturar la
distancia real en un espacio dado. Una analog´ıa a esto es sugerida por un conductor de taxi en
un conjunto de calles con forma de cuadr´ıcula. Este medir´ıa las distancias no en te´rminos de la
longitud de la l´ınea recta entre los dos puntos, ma´s bien en te´rminos de las distancias rectilineares
(las componentes de la recta), lo que tiene en cuenta que las calles son perpendiculares o paralelas
unas con otras. Las clase de norma-p generaliza ambos ejemplos de la siguiente manera:
Definicio´n 2.1.1. Para un nu´mero real p ≥ 1, la norma-p o norma-Lp de x esta´ definida por:
‖x‖p = (|x1|p + |x2|p + · · ·+ |xn|p)1/p (2.1)
Las barras de valor absoluto son innecesarias cuando p es un nu´mero racional y, en su forma
reducida, tiene un numerador par. De lo anterior, la norma Euclidiana se encuentra en esta clase
y es la norma-2, y la norma-1 corresponde con la distancia rectilineal (Manhattan distance) La
Figura 2.1 muestra co´mo var´ıa la forma de una circunferencia dependiendo de la norma que se
utiliza para la distancia.
La norma L∞ o norma ma´xima (o norma uniforme) es el l´ımite de las normas Lp cuando
p → ∞. Este l´ımite es equivalente a la siguiente definicio´n:
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Figura 2.1: Circunferencia definida en los espacios Lp con p = 1, 2, 3, 6 y ∞.
p = 1
p = 2
p = 3
p = 6
p = ∞
Fuente: Elaboracio´n propia.
‖x‖∞ = l´ım
p→∞ ‖x‖p = ma´x{|x1|, |x2|, . . . , |xn|} (2.2)
Para todos los p ≥ 1, las normas-Lp y L∞ satisfacen las propiedades de una “funcio´n de
longitud” (o norma), que son:
• Solo el vector cero tiene longitud cero,
• La longitud de un vector es positiva y homoge´nea con respecto a la multiplicacio´n por un
escalar (homogeneidad positiva), y
• La longitud de la suma de dos vectores no es mayor a la suma de longitudes de los vectores
(desigualdad triangular).
La distancia rectilineal entre dos puntos nunca es menor que la distancia del segmento entre
ellos. Formalmente, esto significa que la norma Euclidiana de cualquier vector esta´ acotada por
su norma-1:
‖x‖2 ≤ ‖x‖1
Esta propiedad se generaliza a las normas-p en que la norma-p ‖x‖p de cualquier vector x
no crece con p:
‖x‖p+a ≤ ‖x‖p para cualquier vector x y nu´meros reales p ≥ 1 y a ≥ 0
En la direccio´n opuesta, se tiene una relacio´n entre la norma-1 y la norma-2:
‖x‖1 ≤
√
n‖x‖2
Esta desigualdad depende de la dimensio´n n del espacio vectorial subyacente y es consecuen-
cia directa de la desigualdad de Cauchy-Schwarz.
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2.2. Problema de Optimizacio´n multiobjetivo
La presente investigacio´n se modelara´ como un problema de optimizacio´n multiobjetivo. A
continuacio´n, se define los conceptos fundamentales u´tiles para el caso.
En su versio´n ma´s simple, un problema de optimizacio´n multiobjetivo requiere encontrar un
vector variable x en el dominio X que optimice el vector objetivo f(x) (Du & Swamy, 2016).
Definicio´n 2.2.1 (Problema de optimizacio´n multiobjetivo). Un problema de optimizacio´n
multiobjetivo consiste en optimizar un sistema con k objetivos en conflicto.
mı´n f(x) = (f1(x), f2(x), . . . , fk(x))
T , x ∈ X (2.3)
sujeto a:
gi(x) ≤ 0, i = 1, 2, . . . ,m, (2.4)
hi(x) = 0, i = 1, 2, . . . , p, (2.5)
donde x = (x1, x2, . . . , xn)
T ∈ Rn, las funciones objetivo fi : Rn → R, i = 1, . . . , k, y gi, hj : Rn →
R, i = 1, . . . ,m, j = 1, . . . , p son las funciones de condicio´n del problema.
Los objetivos en conflicto son el caso en el que mejorar la solucio´n de algu´n objetivo tiende
a simulta´neamente empeorar la solucio´n de otro. La solucio´n a un problema de optimizacio´n
multiobjetivo no es una u´nica solucio´n o´ptima, si no un conjunto de soluciones representando
las mejores propuestas de entre los objetivos.
Para optimizar un sistema con funciones objetivo en conflicto, se suele tomar la suma pon-
derada de estas funciones como funcio´n global del sistema
F (x) =
k∑
i=1
wifi(x), (2.6)
donde fi(x) =
fi(x)
|ma´x(fi(x))| son objetivos normalizados, y
k∑
i=1
wi = 1.
El criterio de Pareto es un me´todo muy popular para la optimizacio´n multiobjetivo. Esta´
basado en el principio de la no dominancia. El o´ptimo de Pareto da un conjunto de soluciones
para el cual no hay forma de mejorar una solucio´n sin empeorar otra. En los problemas de
optimizacio´n multiobjetivo, el concepto de no dominancia provee un significado bajo el cual
mu´ltiples soluciones pueden ser comparadas y subsecuentemente ordenadas. A continuacio´n, se
define estos conceptos formalmente.
Definicio´n 2.2.2 (Dominancia de Pareto). Se dice que un vector variable x1 ∈ Rn domina a
otro vector x2 ∈ Rn, denotado por x1  x2, si y solo si x1 es mejor o igual que x2 en todos sus
atributos, y estrictamente mejor en al menos un atributo, es decir, ∀i : fi(x1) ≥ fi(x2) y existe
un j tal que fj(x1) > fj(x2).
Para dos soluciones x1, x2, si x1 es mejor en todos los objetivos que x2, se dice que x1 domina
fuertemente a x2. Si x1 no es peor que x2 en todos los objetivos y mejor en al menos un objetivo,
se dice que x1 domina a x2. Un conjunto no–dominado de soluciones es un conjunto de soluciones
que no son de´bilmente dominadas por otra solucio´n en el conjunto.
Definicio´n 2.2.3 (No dominancia). Un vector variable x1 ∈ X ⊂ Rn es no–dominado con
respecto a X , si no existe otro vector x2 ∈ X tal que x2 ≺ x1.
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Definicio´n 2.2.4 (Optimalidad de Pareto). Un vector variable x∗ ∈ F ⊂ Rn (F es la regio´n
factible) es Pareto–o´ptimo si es no–dominado con respecto a F .
Definicio´n 2.2.5 (Frontera o´ptima de Pareto). La frontera o´ptima de pareto P∗ es defini-
da por el espacio en Rn formado por todas las soluciones Pareto–o´ptimas P∗ = {x ∈ F |
x es Pareto–o´ptimo}.
La frontera o´ptima de Pareto es un conjunto de soluciones o´ptimas no–dominadas, pudiendo
ser infinito.
Definicio´n 2.2.6 (Frontera de Pareto). La frontera de Pareto PF∗ es definida por
PF∗ = {f(x) ∈ Rk | x ∈ P∗} (2.7)
La frontera de Pareto es el conjunto imagen de la frontera o´ptima de Pareto mapeada en el
espacio objetivo.
El obtener la frontera de Pareto de un problema de optimizacio´n multiobjetivo es el objetivo
principal de la optimizacio´n multiobjetivo. Una buena solucio´n debe contener un nu´mero limita-
do de puntos, que deben estar lo ma´s cerca posible a la frontera exacta de Pareto, como tambie´n
deben estar uniformemente esparcidos de tal forma que no se dejen regiones sin explorar.
La Figura 2.2 ilustra las soluciones o´ptimas de Pareto para un problema en dos dimensiones
con dos objetivos. El borde superior de los puntos desde A hasta B del dominio X , denotado
P∗, contiene todas las soluciones Pareto–o´ptimas. La frontera de los puntos desde fA a fB a
trave´s del borde inferior del dominio Y, denotado PF∗, contiene toda la frontera de Pareto en
el espacio objetivo. Para dos puntos a y b, sus mapeos fa dominan a fb, denotado fa ≺ fb. Por
lo tanto, el vector de decisio´n xa es una solucio´n no–dominada. Las fronteras de Pareto pueden
ser convexas, co´ncavas o discont´ınuas.
Figura 2.2: Ilustracio´n de soluciones o´ptimas de Pareto para un problema en dos dimensiones
con dos objetivos. X ⊂ Rn es el dominio de x, y Y ⊂ Rm es el dominio de f(x).
(VSDFLRGHSDUiPHWURV (VSDFLRGHREMHWLYRV
Fuente: Elaboracio´n propia.
Definicio´n 2.2.7 (ε–dominancia). Se dice que un vector variable x1 ∈ Rn ε–domina a otro
vector x2 ∈ Rn, denotado x1 ε x2, si y solo si x1 es mejor o igual a εx2 en todos los atributos,
y estrictamente mejor en al menos un atributo, es decir, ∀i : fi(x1) ≥ fi(εx2) y existe un j tal
que fj(x1) > fj(εx2) (Zitzler, Thiele, Laumanns, Fonseca & da Fonseca, 2003).
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Si ε = 1, la ε–dominancia es la misma que Pareto dominancia; de otra forma, el a´rea domi-
nada por xi es alargada o encogida. Entonces, ε–dominancia relaja el a´rea de la dominancia de
Pareto por un factor de ε.
2.3. Algoritmo Social Spider Optimization
El comportamiento inteligente colectivo de insectos o grupos de animales en la naturaleza
como bandadas de aves, colonias de hormigas, cardu´menes de peces, etc. han atra´ıdo la atencio´n
de los investigadores para resolver problemas complejos de la vida real. Esta rama de la inteli-
gencia artificial que lidia con el comportamiento colectivo de colonias a trave´s de interacciones
complejas de los individuos es frecuentemente llamada swarm intelligence.
Muchos algoritmos han sido desarrollados como una combinacio´n de reglas determin´ısticas
y aleatoriedad, imitando el comportamiento de insectos o grupos de animales en la naturaleza.
Tales me´todos incluyen el comportamiento social de aves y peces en el algoritmo Particle Swarm
Optimization (PSO), el comportamiento de enjambres de abejas en el algoritmo Artificial Bee
Colony (ABC), el comportamiento de las bacterias en Bacterial Foraging Optimization Algorithm
(BFOA), entre otros. Un algoritmo reciente de swarm intelligence basado en el comportamiento
de las aran˜as para tareas de optimizacio´n es el algoritmo Social Spider Optimization (SSO) (Cue-
vas et al., 2016). Este algoritmo demuestra tener un rendimiento a la altura de algoritmos en el
estado del arte de swarm intelligence para optimizacio´n global.
El algoritmo considera dos tipos diferentes de agentes (aran˜as sociales): machos y hembras.
Dependiendo del ge´nero, cada individuo se comporta mediante un conjunto de operadores que
imitan diferentes comportamientos cooperativos t´ıpicos en una colonia. Una caracter´ıstica in-
teresante es el alto porcentaje de aran˜as hembra en la colonia (alrededor del 70%). Todas las
aran˜as de la colonia mantienen interacciones con las dema´s, estas interacciones pueden darse in-
directamente por medio de la telaran˜a o directamente como en el apareamiento. La informacio´n
transmitida por la telaran˜a es codificada a trave´s de vibraciones. La intensidad de una vibracio´n
depende del peso y la distancia de la aran˜a que la produjo. Los comportamientos sociales de
las aran˜as se clasifican en interacciones sociales y apareamiento. Las aran˜as hembra presentan
un instinto de atraccio´n o repulsio´n sobre otras aran˜as, independientemente de su ge´nero. Para
estas aran˜as, tal instinto se desarrolla comu´nmente acorde a las vibraciones emitidas a trave´s de
la telaran˜a. La decisio´n de atraccio´n o repulsio´n se determina de acuerdo a un proceso aleatorio
interno de la aran˜a. El comportamiento de las aran˜as macho esta´ orientado a la reproduccio´n.
Estas aran˜as se clasifican en dos grupos: dominantes y no dominantes. Las aran˜as macho do-
minantes tienen un peso ma´s grande en comparacio´n con las aran˜as macho no dominantes. En
un escenario t´ıpico, las aran˜as dominantes son atra´ıdas a las aran˜as hembra ma´s cercanas. En
contraste, las aran˜as no dominantes tienen a concentrarse en el centro de la poblacio´n de ma-
chos como una estrategia para obtener los recursos desperdiciados por las aran˜as dominantes. El
apareamiento se da entre aran˜as macho dominantes y las hembras, cuando una aran˜a dominante
encuentra una o ma´s aran˜as hembra dentro de un radio espec´ıfico, esta se aparea con todas las
aran˜as dentro del rango para producir cr´ıas.
El algoritmo que simula este comportamiento de aran˜as sociales es el siguiente:
1. Considerando N como el nu´mero total de miembros n dimensionales, el nu´mero de aran˜as
macho Nm y hembras Nf en toda la poblacio´n S:
Nf = (0.9− U [0, 1) · 0.25) ·N y Nm = N −Nf
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2. Inicializar aleatoriamente los miembros hembra (F = {f1, f2, . . . , fNf }) y macho (M =
{m1,m2, . . . ,mNm}) donde (S = {s1 = f1, s2 = f2, . . . , sNf = fNf , sNf+1 = m1, sNf+2 =
m2, . . . , sN = mNm}) y calcular el radio de apareamiento:
r =
∑n
j=1
(
pma´xj − pmı´nj
)
2 · n
f0ij = p
mı´n
j + U [0, 1) ·
(
pma´xj − pmı´nj
)
m0kj = p
mı´n
j + U [0, 1) ·
(
pma´xj − pmı´nj
)
3. Calcular el peso de cada aran˜a de S (asumiendo un problema de maximizacio´n con funcio´n
objetivo J).
wi =
J(si)− peors
mejors − peors
donde mejors = ma´x
k∈{1,2,...,N}
J(sk) y peors = mı´n
k∈{1,2,...,N}
J(sk)
4. Mover las aran˜as hembra de acuerdo al operador cooperativo de la hembra. Calcular V ibci,
la vibracio´n captada por el individuo i transmitida por el individuo c, el cual es el miembro
ma´s cercano con mayor peso que i:
V ibci = wc · e−d2i,c
Calcular V ibbi, la vibracio´n captada por el individuo i transmitida por el individuo b, el
cual es el miembro con mayor peso en toda la colonia.
V ibbi = wb · e−d
2
i,b
fk+1i = f
k
i + α · V ibci ·
(
sc − fki
)
+ β · V ibbi ·
(
sb − fki
)
+ δ con probabilidad PF
fk+1i = f
k
i − α · V ibci ·
(
sc − fki
)
− β · V ibbi ·
(
sb − fki
)
+ δ con probabilidad 1− PF
5. Mover las aran˜as macho de acuerdo al operador cooperativo del macho. Calcular V ibfi,
la vibracio´n captada por el individuo i transmitida por el individuo c, el cual es la aran˜a
hembra ma´s cercana a i.
V ibfi = wf · e−d
2
i,f
Encontrar la aran˜a macho media (wNf+m) de M .
mk+1i = m
k
i + α · V ibfi ·
(
sf −mki
)
+ δ ·
(
U [0, 1)− 1
2
)
si es dominante
mk+1i = m
k
i + α ·
(∑Nm
h=1m
k
h · wNf+h∑Nm
h=1wNf+h
−mki
)
si no es dominante
6. Para las aran˜as dominantes, efectuar el apareamiento. Encontrar a las hembras ma´s cer-
canas y formar una cr´ıa con cada una, si el peso de la criatura resultante es mejor que el
peso del menos pesado de la colonia, reemplazarlo.
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7. Si el criterio de finalizacio´n es alcanzado, el proceso es finalizado; de otro modo, volver al
paso 3.
Los detalles te´cnicos del algoritmo pueden ser encontrados en (Cuevas et al., 2016). En
esta investigacio´n, se asume que el algoritmo Social Spider Optimization es invocado con los
siguientes para´metros, asumiendo un problema de minimizacio´n:
• J , una funcio´n objetivo real de variable vectorial.
• s, el conjunto inicial de aran˜as, si alguna de estas es el vector cero, se le asignara´ un valor
aleatorio de la forma descrita anteriormente.
• ns, el nu´mero total de aran˜as de la colonia (N).
• nit, el nu´mero de iteraciones a efectuar por el algoritmo. Este es el criterio de finalizacio´n.
El valor devuelto por el algoritmo es u´nico: x, la posicio´n de la aran˜a con mejor peso en la
colonia. Este vector representa el para´metro solucio´n del problema.
2.4. P, NP, NP-Hard y NP-Completo
Muchos algoritmos de bu´squeda y ordenamiento en arreglos son algoritmos de complejidad
temporal polinomial. Esto es, con un taman˜o de entrada n, su peor tiempo de ejecucio´n es O(nk)
para alguna constante k. Una pregunta natural concerniente a la complejidad temporal de los
algoritmos es si todos los problemas pueden ser resueltos en tiempo polinomial. La respuesta es
no. Por ejemplo, existen problemas como el Halting Problem formulado por Alan Turing, el cual
no puede ser resuelto por ninguna computadora, sin importar el tiempo que se le de para su
ejecucio´n. Existen tambie´n problemas que pueden ser resueltos, pero no en tiempo O(nk) para
alguna constante k. Generalmente, se denomina a los problemas que pueden ser resueltos por
un algoritmo de complejidad temporal polinomial como tratables, o problemas fa´ciles, y a los
problemas que requieren un tiempo superpolinomial como intratables, o dif´ıciles. Los algoritmos
existentes para solucionar estos u´ltimos problemas tienen una cota inferior en el tiempo de
ejecucio´n, la cual es Ω(kn), donde k > 1 es una constante y n es el taman˜o de la entrada.
La clase P (complejidad temporal polinomial) consiste en aquellos problemas que pueden ser
resueltos en tiempo polinomial. Ma´s espec´ıficamente, son problemas que pueden ser resueltos en
tiempo O(nk) para alguna constante k, donde n es el taman˜o de la entrada al problema. Esta
clase esta´ definida como el conjunto de problemas de decisio´n que pueden ser resueltos por una
ma´quina de Turing determin´ıstica utilizando un algoritmo de complejidad temporal polinomial
para el peor caso.
La clase NP (complejidad temporal polinomial no determin´ıstica) consiste en aquellos pro-
blemas que son “verificables” en tiempo polinomial. Esta´ definida como el conjunto de problemas
de decisio´n que pueden ser verificados por una ma´quina de Turing no determin´ıstica utilizando
un algoritmo no determin´ıstico de complejidad temporal polinomial para el peor caso. A pesar
de que los algoritmos no determin´ısticos no pueden ser ejecutados directamente en computado-
ras convencionales, este concepto es importante y de ayuda para el ana´lisis de la complejidad
computacional de los problemas. Todos los problemas en P tambie´n pertenecen a NP, esto es,
P ⊆ NP .
Informalmente, la clase NP-Hard es el conjunto de los problemas que son al menos tan dif´ıciles
como el problema ma´s dif´ıcil de NP. Estos problemas no necesariamente deben pertenecer a NP.
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El conjunto de problemas NP-Completo es un subconjunto de NP (Cook, 1971). Se dice que
un problema de decisio´n A es NP-Completo, si A esta´ en NP y A tambie´n esta´ en NP-Hard. Los
problemas NP-Completos son los problemas ma´s dif´ıciles de NP. Todos ellos tienen la misma
complejidad. Estos son dif´ıciles ya que no se conocen algoritmos de tiempo polinomial que los
resuelvan. La relacio´n entre todas estas clases esta´ ilustrada en la Figura 2.3, suponiendo que P
= NP.
Figura 2.3: Relacio´n ma´s probable entre las clases P, NP, NP-completo y NP-hard.
13&RPSOHWR
3
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Fuente: Elaboracio´n propia.
Los problemas de optimizacio´n bajo ciertas condiciones, son todos NP-Completos o NP-
Hard. Al momento, ningu´n algoritmo con complejidad temporal polinomial puede garantizar
que una solucio´n o´ptima sera´ encontrada. El tratamiento formal de las clases de complejidad
mencionadas requiere un entorno en los Lenguajes Formales (Cormen et al., 2009).
2.5. K -means
K -means es una te´cnica de center based clustering que busca particionar un conjunto de n
elementos en k conjuntos en los cuales cada punto pertenece al cluster con el promedio ma´s
cercano. Esto resulta en un particionamiento del espacio de datos en un Diagrama de Voronoi.
El problema es computacionalmente dif´ıcil, de cualquier forma, existen algoritmos heur´ısticos
que son comu´nmente utilizados y que convergen ra´pidamente a un o´ptimo local. El algoritmo esta´
relacionado al clasificador K-Nearest-Neighbors, una te´cnica popular del aprendizaje automa´tico
para la clasificacio´n que es comu´nmente confundida con el algoritmo k -means.
El algoritmo ma´s comu´n utiliza una te´cnica de refinamiento de la solucio´n. Dada su popula-
ridad, es comu´nmente llamado el algoritmo k-means; tambie´n es conocido como el algoritmo de
Lloyd, particularmente en la comunidad de ciencias de la computacio´n.
Dado un conjunto inicial de k promedios m
(1)
1 ,m
(1)
2 , . . . ,m
(1)
k , el algoritmo procede por al-
ternar los siguientes pasos:
• Paso de asignacio´n: Asignar cada observacio´n al cluster cuyo promedio tiene la menor
distancia Euclidiana al cuadrado, esto es intuitivamente el promedio ma´s cercano (Ma-
tema´ticamente, esto significa particionar las observaciones de acuerdo con el Diagrama de
Voronoi generado por los promedios).
S
(t)
i = {xp : ‖xp −m(t)i ‖2 ≤ ‖xp −m(t)j ‖2∀j, 1 ≤ j ≤ k},
donde cada xp es asignado exactamente a un S
(t), incluso si este pudiera ser asignado a
dos o ma´s de ellos.
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• Paso de actualizacio´n: Calcular los nuevos promedios como los centroides de las obser-
vaciones en los nuevos clusters.
m
(t+1)
i =
1
|S(t)i |
∑
xj∈S(t)i
xj
El algoritmo es normalmente presentado como una asignacio´n de los objetos al cluster ma´s
cercano (en distancia). Al utilizar una funcio´n diferente al cuadrado de la distancia Euclidiana,
el algoritmo puede no converger. Se han presentado multitud de modificaciones al algoritmo
k -means como el algoritmo k -means esfe´rico y k -medoides, estos utilizando otras medidas de
distancia.
2.6. Mutual Information
Una me´trica bastante utilizada para la evaluacio´n de un clustering es la llamada Mutual
Information (Vinh, Epps & Bailey, 2009).
Dado un conjunto S con N elementos S = {s1, s2, . . . , sN}, conside´rese dos particiones de S,
U = {U1, U2, . . . , UR} con R clusters, y V = {V1, V2, . . . , VC} con C clusters. Supo´ngase que un
objeto es escogido aleatoriamente de S, la probabilidad de que ese objeto este´ en el cluster Ui
(y similarmente para cada elemento de V ) es:
P (i) =
|Ui|
N
.
La entrop´ıa asociada a la particio´n U (y similarmente a V ) es:
H(U) = −
R∑
i=1
P (i) logP (i)
.
Luego, la me´trica Mutual Information (MI) entre las dos particiones:
MI(U, V ) =
R∑
i=1
C∑
j=1
P (i, j) log
P (i, j)
P (i)P ′(j)
, (2.8)
donde P (i, j) denota la probabilidad de que un punto pertenezca a ambos clusters Ui en U
y al cluster Vj en V . El valor base de Mutual Information entre dos clusterings, no esta´ basado
en un valor constante, y tiende a ser ma´s grande cuando las dos particiones tienen un nu´mero
mayor de clusters (con un nu´mero fijo de elementos en N). Esto significa que el valor de Mutual
Information y Normalized Mutual Information no esta´ ajustado para coincidencias por casua-
lidad y crecera´ con el nu´mero de etiquetas (clusters) sin importar el valor real de “informacio´n
mutua” entre las asignaciones. La me´trica Adjusted Mutual Information esta´ definida como:
AMI(U, V ) =
MI(U, V )− E[MI(U, V )]
ma´x(H(U), H(V ))− E[MI(U, V )] , (2.9)
donde E[MI(U, V )] es el valor esperado de MI(U, V ). AMI toma el valor de 1 cuando las dos
particiones son ide´nticas y 0 cuando el valor de Mutual Information entre las dos particiones es
igual al valor esperado solamente por coincidencia. Tambie´n es posible que esta me´trica tome
un valor negativo bajo ciertas circunstancias.
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Cap´ıtulo 3
Desarrollo del proyecto
3.1. Funcio´n objetivo
Para solucionar el problema del center-based clustering, es necesario disen˜ar la funcio´n obje-
tivo del problema. El disen˜o de esta funcio´n comprende dos problemas dentro de center-based
clustering que buscan encontrar soluciones que se ajusten a ciertos criterios bien definidos. A
continuacio´n, se define el primero de estos problemas.
Problema 1 (El problema k -means). Sea S un conjunto de n puntos {x1, x2, . . . , xn} en un es-
pacio me´trico (Rd, L2), y sea k > 1 un nu´mero entero. Encontrar un conjunto C = {c1, c2, . . . , ck}
de k elementos y una matriz A = [aij ] de taman˜o n× k de tal forma que se minimice:
J1(C,A) =
n∑
i=1
k∑
j=1
aij‖xi − cj‖22 (3.1)
sujeto a:
cj ∈ Rd para todo j (3.2)
aij ∈ {0, 1} para todos i, j (3.3)
k∑
j=1
aij = 1 para todo i. (3.4)
La primera entrada del Problema k -means es un conjunto S de n puntos. Este es el conjunto
de puntos sobre el que se pretende hacer clustering. Cada uno de los puntos de S debe pertenecer
a Rd, es decir, debe ser un vector con d componentes. Un ejemplo de un conjunto S en R2 es
{(−2,−1), (1, 2.5), (2, 1), (−1, 2), (1, 0)}. En este caso, se tienen puntos en dos dimensiones, de la
misma forma, se puede formar conjuntos con puntos en cualquier dimensio´n d1. El segundo valor
que recibe el problema es un nu´mero entero k. Este nu´mero representa la cantidad de clusters
que se pretende formar. Para fines pra´cticos, se considera que k debe ser mayor a 1 y menor a
la cantidad de puntos en S ya que formar un u´nico cluster con todos los puntos, o n clusters
asignando a cada cluster un u´nico punto es trivial y no aporta conocimiento significativo.
Para evaluar la concentracio´n de los clusters se define una funcio´n J1 que mide la calidad del
clustering considerando los para´metros C y A que representan co´mo esta´ efectuado el clustering
sobre el conjunto S.
1Todos los puntos de S deben tener la misma dimensio´n
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El primer para´metro de la funcio´n J1 es un conjunto C con la misma cantidad de puntos
como nu´mero de clusters que se quiere formar. La condicio´n (3.2) indica que todos los puntos
de C deben pertenecer a Rd, es decir, deben tener dimensio´n d. Cada punto del conjunto C
representara´ a un cluster como su “centro”. Por lo tanto, los elementos del conjunto C son
llamados centros.
El segundo para´metro de la funcio´n J1 es una matriz A de taman˜o n× k. La condicio´n (3.3)
indica que los elementos de esta matriz deben ser unos o ceros. El propo´sito de esta matriz
es asignar puntos de S a puntos de C. Se dice que el punto xi esta´ asignado al centro cj si y
solo si aij = 1. La condicio´n (3.4) indica que cada punto del conjunto S debe ser asignado a
exactamente un punto del conjunto C. Es decir, cada punto de S debe pertenecer a un u´nico
cluster.
Con el conjunto C y la matriz A, se toma las distancias Euclidianas de cada punto al elemento
de C al cual fue asignado. El valor devuelto por la funcio´n J1 es la suma de los cuadrados de
tales distancias. El objetivo de este problema es encontrar el conjunto C y la matriz A que hagan
que el valor devuelto por J1 sea el mı´nimo posible. El Teorema 3.1.1 indica que el problema es
computacionalmente dif´ıcil.
Teorema 3.1.1 (Mahajan, Nimbhorkar y Varadarajan, 2012). El problema k-means es NP-
Hard.
Una observacio´n clave para el disen˜o de la funcio´n objetivo es que la funcio´n J1 toma una
suma sobre el cuadrado de distancias Euclidianas entre dos puntos. Esto hace que las distancias
ma´s grandes afecten ma´s en proporcio´n al resultado que las distancias pequen˜as. La “penali-
zacio´n” que recibe un punto crece con el cuadrado de su distancia a un punto fijo. Este hecho
es ilustrado en la Figura 3.1 donde se tiene tres puntos colineales con el punto A como punto
fijo. A pesar de que el punto C esta´ al doble de distancia de A que el punto B, este recibe una
penalizacio´n mucho mayor que el punto B.
Figura 3.1: La penalizacio´n crece con el cuadrado de la distancia.
A = (0, 0) B = (3, 0) C = (6, 0)
Fuente: Elaboracio´n propia.
Este comportamiento cobra mayor importancia cuando el conjunto S contiene multitud de
outliers, pues generalmente un outlier se encuentra anormalmente alejado de los puntos “t´ıpicos”.
Si a este punto se le asigna un elemento cj de C que se encuentra entre muchos puntos t´ıpicos,
este causara´ que su penalizacio´n sea grande, haciendo que la posicio´n de cj cambie para reducir
la penalizacio´n. Este ejemplo se ilustra en la Figura 3.2 en la que se puede ver que un punto
alejado genera el reajuste de un punto de C para la funcio´n J1 decrezca.
Una mejora a este comportamiento para incrementar la robustez frente a los outliers es hacer
que la penalizacio´n para estos puntos crezca proporcionalmente a la distancia Euclidiana a su
punto asignado. De esta forma se define el segundo problema necesario para el disen˜o de la
funcio´n objetivo.
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Figura 3.2: Un outlier genera la necesidad de reajuste de un centro.
centro
outlier
Fuente: Leo´n Malpartida et al. (2019).
Problema 2 (El problema Emax). Sea S un conjunto de n puntos {x1, x2, . . . , xn} en un espacio
me´trico (Rd, L2), y sea k > 1 un nu´mero entero. Encontrar un conjunto C = {c1, c2, . . . , ck} de
k elementos y una matriz A = [aij ] de taman˜o n× k de tal forma que se minimice:
J2(C,A) =
n∑
i=1
k∑
j=1
aij‖xi − cj‖2 (3.5)
sujeto a:
cj ∈ Rd para todo j (3.6)
aij ∈ {0, 1} para todos i, j (3.7)
k∑
j=1
aij = 1 para todo i. (3.8)
Como se puede observar, la funcio´n J2 del Problema Emax toma una suma sobre las distan-
cias Euclidianas de cada punto de S a un punto de C. Las condiciones (3.6), (3.7) y (3.8) son
ide´nticas a las del Problema 1.
Para el disen˜o de la funcio´n objetivo se tomara´n las funciones (3.1) y (3.5) con el fin de
minimizar ambas funciones de costo simulta´neamente. Para optimizar un sistema con funciones
en conflicto, se suele tomar la suma ponderada de las funciones como representacio´n (Du &
Swamy, 2016, p. 17). De esta forma, la funcio´n objetivo que se tomara´ para la optimizacio´n
multiobjetivo es una combinacio´n lineal de J1 y J2, es decir:
αJ1 + βJ2,
donde α+ β = 1 y las condiciones (3.6), (3.7) y (3.8) se mantienen para C y A. El objetivo,
nuevamente, es encontrar el conjunto de centros C y la matriz A que minimizan el objetivo.
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3.2. Bu´squeda local en F
Se efectuara´ la minimizacio´n de la funcio´n F utilizando un algoritmo de Optimizacio´n Glo-
bal de Swarm Intelligence llamado Social Spider Optimization. Este algoritmo simula aran˜as
artificiales que se mueven a trave´s del espacio de bu´squeda. Es deseable que la posicio´n inicial
de las aran˜as cubra una gran parte del espacio de bu´squeda aleatoriamente con una distribucio´n
uniforme. Dependiendo de la funcio´n objetivo, algunas aran˜as tienen mayor probabilidad que
otras de llegar a o´ptimos locales. Es posible que el inicializar el valor de pocas aran˜as cerca
de o´ptimos locales de la funcio´n F , ayude a mejorar la convergencia del algoritmo. Para hacer
esto, se asumira´ que el conjunto S posee una propiedad natural en su estructura para resolver
un problema u´til en clustering. Esta propiedad es llamada Perturbation Resilience. Para definir
esta propiedad, es necesario definir primero el problema k -center.
3.2.1. Problema k-center
Similar a los Problemas k -means y Emax, el objetivo del problema k -center es localizar k
centros de tal forma que se minimice una funcio´n de costo. Esto es definido a continuacio´n.
Problema 3 (El problema k -center). Sea S un conjunto de n puntos {x1, x2, . . . , xn} en un espa-
cio me´trico (Rd, L2), y sea k > 1 un nu´mero entero. Encontrar un conjunto C = {c1, c2, . . . , ck} ⊆
S de k elementos de S de tal forma que se minimice:
J3(C) = ma´x
x∈S
(
mı´n
c∈C
‖x− c‖2
)
. (3.9)
La funcio´n objetivo del problema k -center depende u´nicamente del conjunto de centros. El
objetivo es seleccionar de forma o´ptima k elementos de S2 de tal forma que se minimice la
ma´xima distancia de un punto de S a su centro ma´s cercano, se denota r∗ a este valor (ver la
Figura 3.3).
Figura 3.3: El problema k -center: minimizar el ma´ximo radio.
Fuente: Elaboracio´n propia.
Una observacio´n para problema k -center es que cada conjunto de centros C induce una
particio´n de Voronoi C1, C2, . . . , Ck en S. Se denota OPT (S) a la particio´n de Voronoi inducida
por el conjunto C ⊆ S que minimiza J3, es decir, el clustering o´ptimo.
Se han disen˜ado algoritmos exactos y de aproximacio´n para el problema k -center (Agarwal
& Procopiuc, 2002). Tambie´n se han encontrado algoritmos de aproximacio´n o´ptimos en factor
2La restriccio´n de seleccionar centros que pertenezcan a S convierte al problema k -center en un problema de
optimizacio´n combinatoria.
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de aproximacio´n y complejidad temporal. El siguiente teorema indica que no existe un algoritmo
con factor de aproximacio´n menor a 2 con complejidad temporal polinomial a menos que P =
NP.
Teorema 3.2.1 (Gonzalez, 1985). Aproximar el problema k-center con un factor de aproxima-
cio´n–(2− ε) para algu´n ε > 0 es NP-Completo.
Un resultado directo del teorema anterior es el siguiente corolario.
Corolario 3.2.1.1. El problema k-center es NP-Hard.
3.2.2. Perturbation Resilience
Perturbation Resilience (Bilu & Linial, 2012) es una nocio´n de estabilidad que se asume para
el conjunto S. Esta propiedad implica que, si las distancias entre los puntos cambian por una
pequen˜a perturbacio´n, el clustering o´ptimo para el problema k -center se mantiene. Formalmente,
ρ es llamada una funcio´n de distancia α–perturbation del espacio L2, si para todo p, q ∈ S,
‖p− q‖2 ≤ ρ(p, q) ≤ α‖p− q‖2. (3.10)
La propiedad de Perturbation Resilience es definida formalmente a continuacio´n (M.-F. Bal-
can et al., 2016).
Definicio´n 3.2.1. El par ordenado (S, L2) satisface la propiedad α–perturbation resilience para
el problema k -center, si para cada α–perturbation ρ de L2, el clustering o´ptimo del problema
k -center bajo ρ es u´nico e igual a OPT (S).
Es importante aclarar que a pesar de que los centros o´ptimos puedan cambiar, la particio´n
de Vornoi inducida por estos debe ser la misma. En (M. F. Balcan & Liang, 2012) se da un
algoritmo exacto para el problema k -center bajo
(
1 +
√
2
)
–perturbation resilience. Sin embargo,
es posible encontrar soluciones o´ptimas para factores menores de perturbation resilience. El
siguiente teorema es clave para encontrar dichos algoritmos.
Teorema 3.2.2 (M.-F. Balcan et al., 2016). Dado el par ordenado (S, L2) que satisface la
propiedad α–perturbation resilience para el problema k-center y dado un conjunto C de k centros
siendo una solucio´n con factor de aproximacio´n α para el problema k-center, esto es, para todo
p ∈ S; existe un c ∈ C tal que ‖c− p‖2 ≤ αr∗. Entonces la particio´n de Voronoi inducida por C
es el clustering o´ptimo.
El Teorema 3.2.2 implica que cualquier algoritmo de aproximacio´n–α para el problema k -
center encuentra la solucio´n o´ptima para instancias de clustering que satisfacen la propiedad
de α–perturbation resilience. Por este motivo es posible utilizar un algoritmo de aproximacio´n–
2 para el problema k -center y obtener una solucio´n o´ptima para conjuntos S cuyo clustering
o´ptimo no cambie bajo pequen˜as perturbaciones.
3.2.3. Algoritmo de aproximacio´n–2
Existe un algoritmo simple con factor de aproximacio´n 2 para el problema k -center (Gonzalez,
1985). Por conveniencia, se re-define la forma en que se mide la solucio´n del problema. Se
considera que un clustering es una particio´n de S en k conjuntos (C1, C2, . . . , Ck), donde cada
conjunto Ci es llamado un cluster.
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La funcio´n objetivo J3 : C1, C2, . . . , Ck → R≥0 es definida como la ma´xima distancia (Eu-
clidiana) entre dos puntos dentro del mismo cluster. Sea OPT (S) el menor valor de la funcio´n
J3 para todos los posibles clusterings de S. El Algoritmo 1 genera un clustering con factor de
aproximacio´n 2 para el problema k -center.
Algoritmo 1: Greedy k -center (Gonzalez, 1985)
Input: S ∈ (Rd, L2), k
1 c1 ← u, donde u es un elemento aleatorio de S.
2 Colocar todos los puntos de S en C1.
3 for i = 2 to k do
4 ci ← u, donde u es el punto ma´s lejano del conjunto actual de centros.
5 for v ∈ Cj con j < i do
6 if ‖v − ci‖2 ≤ ‖v − cj‖2 then
7 Mover v de Cj a Ci.
Output: (C1, C2, . . . , Ck)
El algoritmo puede implementarse con una complejidad espacial de O(n) si en cada momento
se mantiene para cada punto de S, la distancia al centro ma´s cercano. El algoritmo tiene e´xito
en encontrar una solucio´n con factor de aproximacio´n–2 en tanto el conjunto S satisfaga la
desigualdad triangular. Para demostrar el factor de aproximacio´n del Algoritmo 1, los siguientes
lemas sera´n de utilidad.
Lema 3.2.3. Si existe un conjunto K ⊆ S de k + 1 puntos tal que para cada u, v ∈ K con
u = v, ‖u− v‖2 ≥ h. Entonces OPT (S) ≥ h.
Demostracio´n. Sea C1, C2, . . . , Ck un clustering de S tal que J3(C1, . . . , Ck) = OPT (S). Como
el conjunto K contiene k + 1 elementos que sera´n asignados a k clusters, algu´n cluster Ci debe
contener al menos dos elementos u, v ∈ K (por el principio del palomar). Entonces ‖u − v‖2 ≥
h =⇒ J3(C1, . . . , Ck) ≥ h =⇒ OPT (S) ≥ h.
Lema 3.2.4. Sea C1, C2, . . . , Ck un clustering de S generado por el Algoritmo 1. Sea u ∈ Cj un
elemento cuya distancia a cj es maximal, lla´mese a esa distancia h. Entonces J3(C1, . . . , Ck) ≤
2h.
Demostracio´n. Con el objetivo de encontrar una contradiccio´n, supo´ngase que existen dos ele-
mentos u, v ∈ Ci tal que ‖u− v‖2 > 2h. Por la desigualdad triangular, se tiene que
‖u− ci‖2 + ‖ci − v‖2 ≥ ‖u− v‖2
> 2h. (3.11)
Se asume sin pe´rdida de generalidad que ‖u− ci‖2 ≤ ‖v − cj‖2. Entonces
‖u− cj‖2 = ‖v − cj‖2 − ε, para algu´n ε ≥ 0.
Reemplazando ‖u− cj‖2 en (3.11) se tiene,
(‖v − cj‖2 − ε) + ‖ci − v‖2 > 2h.
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Despejando ‖v−cj‖2 se llega a que ‖v−cj‖2 > h+ε/2, lo cual es claramente una contradiccio´n
ya que se sabe que la ma´xima distancia entre dos puntos del mismo cluster es h. Por lo tanto
J3(C1, . . . , Ck) ≤ 2h.
Finalmente, es posible utilizar los Lemas 3.2.3 y 3.2.4 para demostrar el factor de aproxima-
cio´n que alcanza el Algoritmo 1.
Teorema 3.2.5. El Algoritmo 1 es un algoritmo de aproximacio´n–2 si la funcio´n objetivo
satisface la desigualdad triangular.
Demostracio´n. Sea C1, . . . , Ck un clustering de S computado por el Algoritmo 1. Sea u ∈ Cj
un elemento cuya distancia a cj es maximal, lla´mese a esa distancia h. La l´ınea 6 del algoritmo
garantiza que la distancia de u a su centro asignado en todo momento solamente puede mante-
nerse o disminuir. Entonces ‖u − ci‖2 ≥ h para todo 1 ≤ i ≤ k. Dado que u nunca se convirtio´
en el centro de un cluster, cada vez que se definio´ un nuevo cluster, la distancia de su centro a
cualquier otro centro definido anteriormente fue al menos h. Esto es, ‖cp − cq‖2 ≥ h para p = q.
Entonces, existe un conjunto {u, c1, c2, . . . , ck} ∈ S de k + 1 elementos en el que todos los
pares de elementos tienen distancia de al menos h. Luego, por el Lema 3.2.3:
OPT (S) ≥ h.
Tambie´n, por el Lema 3.2.4 e introduciendo el resultado anterior:
J3(C1, . . . , Ck) ≤ 2h
≤ 2 · OPT (S).
El tiempo de ejecucio´n del peor caso del Algoritmo 1 esta´ dado por:
T (n, k, d) = Θ(n) +
k∑
i=2
⎛
⎝Θ(n) + n∑
j=1
k∑
l=1
d∑
m=1
Θ(1)
⎞
⎠+Θ(k) (3.12)
= Θ(n) + Θ(n · k · d) + Θ(k) (3.13)
= Θ(n · k · d), (3.14)
donde d es la dimensio´n del espacio en el que se opera.
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3.3. Optimizacio´n multiobjetivo
3.3.1. Problema multiobjetivo
Una vez establecida la nocio´n de la funcio´n objetivo, se define formalmente el problema
multiobjetivo a continuacio´n.
Problema 4. Sea S un conjunto de n puntos {x1, x2, . . . , xn} en un espacio me´trico (Rd, L2),
y sea k > 1 un nu´mero entero. Encontrar un conjunto C = {c1, c2, . . . , ck} de k elementos y una
matriz A = [aij ] de taman˜o n× k de tal forma que; dados un α ≥ 0 y un β ≥ 0 con α+ β = 1,
se minimice:
F(C,A) = α
⎛
⎝ n∑
i=1
k∑
j=1
aij‖xi − cj‖22
⎞
⎠+ β
⎛
⎝ n∑
i=1
k∑
j=1
aij‖xi − cj‖2
⎞
⎠ (3.15)
sujeto a:
cj ∈ Rd para todo j (3.16)
aij ∈ {0, 1} para todos i, j (3.17)
k∑
j=1
aij = 1 para todo i. (3.18)
Como se puede ver, las condiciones de los Problemas k -means y Emax se mantienen en (3.16),
(3.17) y (3.18).
Se pretende minimizar la funcio´n F definida en (3.15) con respecto al conjunto C y la matriz
A. No´tese que por la condicio´n (3.17), la matriz A debe contener valores discretos y por la
condicio´n (3.18) cada fila debe contener exactamente un uno. Este problema no es apropiado
para un algoritmo de optimizacio´n global ya que el espacio de bu´squeda no es continuo y por
lo tanto, no es diferenciable en todo su dominio. Muchos algoritmos de optimizacio´n global
requieren calcular el gradiente de la funcio´n objetivo en cada iteracio´n y otros requieren obtener
el valor de la funcio´n en puntos que podr´ıan no estar definidos para la funcio´n F . Es posible
redefinir la funcio´n objetivo de tal forma que sea continua en todo su dominio. El siguiente
teorema sera´ de utilidad para corregir esto y sera´ bastante utilizado durante toda la investigacio´n:
Teorema 3.3.1. Dado el Problema 4, sea Cˆ = {cj} fijado. Entonces la funcio´n F(Cˆ, A) es
minimizada si y solo si a cada punto de S se le asigna el punto de Cˆ ma´s cercano. Esto es,
u´nicamente cuando la matriz A tiene las siguientes entradas:
aij =
⎧⎨
⎩1 si j = argmink ‖xi − ck‖20 en caso contrario para todos i, j. (3.19)
Demostracio´n. ( =⇒ ) Si F(Cˆ, A) es mı´nima, entonces para cada punto xi, la siguiente expresio´n
es mı´nima (de lo contrario, existir´ıa una asignacio´n diferente que reducir´ıa el costo de la funcio´n):
α
⎛
⎝ k∑
j=1
aij‖xi − cj‖22
⎞
⎠+ β
⎛
⎝ k∑
j=1
aij‖xi − cj‖2
⎞
⎠ .
Por las condiciones (3.17) y (3.18), la expresio´n anterior puede escribirse como:
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α‖xi − cj‖22 + β‖xi − cj‖2.
Como α‖xi−cj‖22 es una funcio´n mono´tona creciente, minimizarla es equivalente a minimizar
α‖xi − cj‖2. Entonces, el objetivo es minimizar:
α‖xi − cj‖2 + β‖xi − cj‖2 = (α+ β)‖xi − cj‖2
= ‖xi − cj‖2.
( ⇐= ) Si se minimiza ‖xi − cj‖2, tambie´n se minimiza α‖xi − cj‖22 + β‖xi − cj‖2. Por las
condiciones (3.17) y (3.18), esta expresio´n puede ser escrita como:
α
⎛
⎝ k∑
j=1
aij‖xi − cj‖22
⎞
⎠+ β
⎛
⎝ k∑
j=1
aij‖xi − cj‖2
⎞
⎠ ,
minimizando F(Cˆ, A) para cada punto xi.
El Teorema 3.3.1 puede interpretarse de la siguiente forma: si se tiene un conjunto fijo de
centros C, entonces es posible encontrar la matriz A de forma o´ptima asignando a cada punto
xi de S el punto cj de C al que este´ ma´s cerca en distancia Euclidiana.
De esta forma, la funcio´n F queda libre de A y se redefine como:
F1(C) = α
⎛
⎝ n∑
i=1
k∑
j=1
aij‖xi − cj‖22
⎞
⎠+ β
⎛
⎝ n∑
i=1
k∑
j=1
aij‖xi − cj‖2
⎞
⎠ (3.20)
sujeto a:
cj ∈ Rd para todo j ∈ {1, 2, . . . , k}, (3.21)
donde cada entrada de la matriz A = [aij ] esta´ dada por:
aij =
⎧⎨
⎩1 si j = argmink ‖xi − ck‖20 en caso contrario para todos i, j.
3.3.2. Optimizacio´n global
Antes de utilizar el criterio de Pareto en este problema de optimizacio´n multiobjetivo, ve´ase
el comportamiento la funcio´n F cuando se analiza el valor de J1 y J2 en la Figura 3.4. Como se
puede ver, existe una correlacio´n entre las funciones J1 y J2. Esto sugiere que la frontera o´ptima
de Pareto esta´ bastante “cerca” del mı´nimo de la funcio´n F . Esto es as´ı debido a que uno de los
puntos que minimiza la funcio´n domina a la mayor´ıa de los dema´s puntos. En la pra´ctica, esto es
bastante aceptable y se puede suponer que este punto (perteneciente a los que minimizan F) es
Pareto–o´ptimo y que, por lo tanto, pertenece a la frontera o´ptima de Pareto P∗. Es de esperarse
que exista una relacio´n entre los Problemas k -means y Emax, ya que el Problema k -means busca
minimizar la varianza y el Problema Emax busca minimizar la desviacio´n esta´ndar. Estas dos
cantidades esta´n estrechamente relacionadas.
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Figura 3.4: Comportamiento de F de acuerdo a los valores de J1 y J2.
(a) Comportamiento a distancia. (b) Comportamiento cerca del mı´nimo.
Fuente: Leo´n Malpartida et al., 2019.
Por este motivo, para solucionar el problema multiobjetivo hace falta u´nicamente minimizar
la funcio´n F (optimizar la funcio´n).
Para la optimizacio´n de esta funcio´n se utilizara´ el algoritmo Social Spider Optimization
(SSO) (Cuevas et al., 2016) tomando las siguientes consideraciones:
• F1 : Rkd → R≥0 es la funcio´n objetivo definida en (3.20) y es esta la funcio´n de la cual
se buscara´ la convergencia. Cada aran˜a pertenecera´ a Rkd, es decir, sera´ un punto en
dimensio´n kd. Esto es, la estructura de una aran˜a sera´:
(c11, c12, . . . , c1d︸ ︷︷ ︸
c1
, c21, c22, . . . , c2d︸ ︷︷ ︸
c2
, . . . , ck1, ck2, . . . , ckd︸ ︷︷ ︸
ck
) ∈ Rkd.
• Al ser este un problema de minimizacio´n, los valores mejor s y peor s son definidos de la
siguiente manera:
mejor s =
N
mı´n
i=1
F1(si), (3.22)
peor s =
N
ma´x
i=1
F1(si). (3.23)
Siendo N la cantidad de aran˜as de la colonia.
• En cada momento del ca´lculo de F1, el valor de aij estara´ dado por (3.19).
• Si c es un para´metro de F1 en Rkd, el valor mı´nimo de la componente i de c, pmı´ni sera´
el valor mı´nimo de la componente ((i − 1) mo´d k) + 1 entre todos los puntos xk de S.
Similarmente, el valor ma´ximo de la componente i de c, pmaxi sera´ el valor ma´ximo de la
componente ((i− 1) mo´d k) + 1 entre todos los puntos xk de S.
Durante la ejecucio´n del algoritmo, las aran˜as artificiales generan vibraciones que son cap-
tadas por toda la colonia. La vibracio´n generada por la aran˜a sj y captada por la aran˜a si se
modela mediante la siguiente ecuacio´n:
Vibi,j = wj · e−d2ij ,
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donde wj es el peso de la aran˜a sj y dij = ‖si− sj‖2 es la distancia Euclidiana entre la aran˜a
si y la aran˜a sj .
Como se puede ver en la Figura 3.5, la vibracio´n que recibe cada aran˜a decrece con el
cuadrado de la distancia Euclidiana a la aran˜a que la genero´. Para la funcio´n F1, las distancias
Euclidianas entre dos soluciones pueden crecer significativamente dependiendo de las distancias
entre los puntos de S. Esto puede ocasionar que no exista comunicacio´n entre las aran˜as ya que
las vibraciones captadas ser´ıan efectivamente cero.
Figura 3.5: Comportamiento de la vibracio´n en funcio´n a la distancia.
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Fuente: Leo´n Malpartida et al., 2019.
Para solucionar este problema se considera que el valor de la ma´xima distancia que se usara´
para el ca´lculo de las vibraciones sera´ 1.5. Esta consideracio´n se justifica debido a que aproxi-
madamente el 80% del a´rea de la funcio´n entre 0 y ∞ se encuentra entre 0 y 1.5. Para esto,
cada distancia dij se sustituye con d
′
ij mediante la siguiente ecuacio´n:
d′ij = 1.5 ·
dij
dmax
, (3.24)
donde dmax es la ma´xima distancia entre la aran˜a si y las dema´s aran˜as de la colonia. Con
esto, se tiene ya todo lo necesario para definir el algoritmo de optimizacio´n para el problema; el
algoritmo SSO-C es definido a continuacio´n:
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Algoritmo 2: SSO-C (Leo´n Malpartida et al., 2019)
Input: S ∈ (Rd, L2), k, α, ns, nit
1 s ← (−→0 ,−→0 , . . . ,−→0︸ ︷︷ ︸
ns
)
2 for i = 1 to k do
3 (C1, . . . , Ck) ← Greedy k -center(S, k)
4 c =
⎧⎨
⎩ 1|Ci|
∑
u∈Ci
u | 1 ≤ i ≤ k
⎫⎬
⎭
5 si ← −→c
6 β ← 1− α
7 F1(C) = α
⎛
⎝ n∑
i=1
k∑
j=1
aij‖xi − cj‖22
⎞
⎠+ β
⎛
⎝ n∑
i=1
k∑
j=1
aij‖xi − cj‖2
⎞
⎠
8 x ← SSO(F1(C), s, ns, nit)
9 Obtener el conjunto C = {c1, c2, . . . , ck} de x
10 forall i, j tal que aij = 1 do
11 Colocar xi en Cj
Output: (C1, C2, . . . , Ck)
Los para´metros del Algoritmo 2 son:
• S, el conjunto de puntos sobre el cual se hara´ clustering.
• k, el nu´mero de clusters en los que se separara´ S.
• α, el para´metro de ponderacio´n para la optimizacio´n multiobjetivo.
• ns, el nu´mero total de aran˜as de la colonia que se utilizara´.
• nit, el nu´mero de iteraciones que se efectuara´n.
La salida del algoritmo es una particio´n de S, representando los k clusters. El algoritmo tiene
un tiempo de ejecucio´n en el peor caso de:
T (n, k, d, ns, nit) =
k∑
i=1
Θ(n · k · d) +
nit∑
j=1
(
O(λ · n · k · d) +O(n2s · d)
)
+Θ(n · d+ k)
= Θ(n · k2 · d) +
nit∑
j=1
(
O (λ · n · k · d) +O (n2s · d))+Θ(n · d+ k)
= Θ
(
n · k2 · d)+O (nit (λ · n · k · d+ n2s · d))
= O
(
n · k2 · d+ nit · λ · n · k · d+ nit · n2s · d
)
= O
(
nkd
(
k2 + nitλ
)
+ nitn
2
sd)
)
. (3.25)
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3.4. Caso ma´s robusto de F
Como recordatorio, la funcio´n objetivo F definida en (3.15) es
F(C,A) = α
⎛
⎝ n∑
i=1
k∑
j=1
aij‖xi − cj‖22
⎞
⎠+ β
⎛
⎝ n∑
i=1
k∑
j=1
aij‖xi − cj‖2
⎞
⎠ .
Supongamos que se quiere minimizar la funcio´n F tomando α = 1. Para este caso, el valor
de β ser´ıa 0, por lo que es posible escribir la funcio´n de la siguiente manera:
F(C,A) =
n∑
i=1
k∑
j=1
aij‖xi − cj‖22.
Como se puede observar, Esta es la funcio´n objetivo del problema k -means definida en (3.1).
Esto significa que minimizar la funcio´n F para este caso, resulta en solucionar el problema k -
means. Aunque es posible utilizar el algoritmo SSO-C para minimizar F , existe una solucio´n ma´s
apropiada. Esta solucio´n es una heur´ıstica que consiste en resolver iterativamente los siguientes
subproblemas (Huang, 1998):
Subproblema P1 : Fijar A = Aˆ y resolver el problema reducido F(Aˆ, C).
Subproblema P2 : Fijar C = Cˆ y resolver el problema reducido F(A, Cˆ).
El Teorema 3.3.1 introducido anteriormente es u´til para resolver el subproblema P2 (este
funciona para todo α y β), por lo que el paso 2 consiste en asignar cada punto de S a su centro
ma´s cercano.
El siguiente teorema sera´ de utilidad para resolver el subproblema P1.
Teorema 3.4.1. Dado el Problema k-means, sea Aˆ = {aij} fijado. Entonces la funcio´n F(Aˆ, C)
es minimizada si y solo si se definen los elementos de C como la media de los puntos de S a los
cuales se asigno´. Esto es, u´nicamente si
cj =
∑n
i=1 aijxi∑n
i=1 aij
para todo j. (3.26)
Demostracio´n. ( =⇒ ) Re escribiendo la funcio´n objetivo:
F(Aˆ, C) =
n∑
i=1
k∑
j=1
aij(xi − cj)T (xi − cj).
Si F es mı´nimo cuando Aˆ esta´ fijado, entonces ∇cjF = 0. Se obtendra´ el gradiente de F con
respecto a cj :
∇cjF =
n∑
i=1
k∑
j′=1
aij′∇cj (xi − cj′)T (xi − cj′).
Se puede obviar la sumatoria sobre j′ ya que todos los te´rminos sera´n iguales a 0 excepto
cuando j′ = j.
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∇cjF =
n∑
i=1
aij∇cj (xi − cj)T (xi − cj)
=
n∑
i=1
aij∇cj (xTi xi − 2cTj xi + cTj cj)
=
n∑
i=1
aij(∇cjxTi xi −∇cj2cTj xi +∇cjcTj cj)
=
n∑
i=1
aij(−2xi + 2cj).
Luego, resolviendo ∇cjF = 0 para cj :
2cj
n∑
i=1
aij = 2
n∑
i=1
aijxi,
cj =
∑n
i=1 aijxi∑n
i=1 aij
.
( ⇐= ) Si cj =
∑n
i=1 aijxi∑n
i=1 aij
para todo j, se comprobara´ que cj es el u´nico punto cr´ıtico
mı´nimo de F . Para esto se tomara´ la segunda derivada de F con respecto a cj en su h-e´sima
componente.
∂
∂cjh
∇cjF = 2
(
n∑
i=0
aij
)
eh,
donde e1 = (1, 0, . . . , 0), e2 = (0, 1, . . . , 0), etc. representan las bases esta´ndar o bases natura-
les. Esto es debido a que se esta´ diferenciando un vector y el resultado sera´ 0 para los elementos
en posicio´n diferente a h, y 1 para los elementos en posicio´n igual a h. Por lo tanto, la matriz
de segundas derivadas (matriz hessiana) es:
∇2cjF = 2
(
n∑
i=0
aij
)
I,
donde I es la matriz identidad. Mientras la expresio´n anterior sea no nula3, se concluye que
∇2cjF > 0, y por lo tanto cj es mı´nimo.
Tomando esta consideracio´n, la heur´ıstica para minimizar la funcio´n objetivo cuando α = 1
(el problema k -means) consiste en efectuar iterativamente los dos siguientes pasos (asumiendo
una inicializacio´n de C aleatoria):
• Asignar cada punto de S al punto ma´s cercano de C segu´n el Teorema 3.3.1.
• Definir cada punto de C como la media de los puntos de S a los cuales fue asignado segu´n
el Teorema 3.4.1.
3Esto es as´ı porque la suma sobre i de aij da el nu´mero de puntos de S asignados a cj . Para fines pra´cticos,
debe asumirse que no existe un punto de C al cual no existe un punto de S asignado.
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Como se puede observar, esta heur´ıstica corresponde con el algoritmo k -means.
De la misma forma, es posible disen˜ar una heur´ıstica para minimizar el caso ma´s robusto de
la funcio´n objetivo de una forma ma´s apropiada4. Para tal efecto, consideraremos que α = 0,
haciendo que β = 1 y F sea:
F(C,A) =
n∑
i=1
k∑
j=1
aij‖xi − cj‖2.
La funcio´n objetivo ahora se convierte en la del problema Emax, por lo tanto, minimizarla
implica resolver el problema Emax. Similarmente al caso anterior, la heur´ıstica consistira´ en
solucionar iterativamente los siguientes subproblemas:
Subproblema P1 : Fijar A = Aˆ y resolver el problema reducido F(Aˆ, C).
Subproblema P2 : Fijar C = Cˆ y resolver el problema reducido F(A, Cˆ).
Como en el caso anterior, el Teorema 3.3.1 sirve para cualquier valor de α y β, por lo tanto
este es u´til para resolver el subproblema P2. Sin embargo, resolver el subproblema P1 no es tan
simple como en el caso anterior (a pesar de la similitud de la funcio´n objetivo). Para solucionar
P1, se introducira´ uno de los problemas no triviales ma´s antiguos de la geometr´ıa computacional.
Teorema 3.4.2. Dado el Problema Emax, sea Aˆ = {aij} fijado. Entonces la funcio´n F(Aˆ, C)
es minimizada si y solo si se definen los elementos de C como un punto geometric median de
los puntos de S a los cuales se asigno´. Esto es, u´nicamente si
cj ∈ argmin
c∈Rd
n∑
i=1
aij‖xi − c‖2 para todo j. (3.27)
Demostracio´n. ( =⇒ ) La ubicacio´n de un centro no afecta a los puntos que no esta´n asignados
a e´l, por lo que cada centro es independiente de cualquier otro. Si J2(C, Aˆ) es mı´nimo, entonces
para cada centro cj la siguiente expresio´n es tambie´n mı´nima:
n∑
i=1
aij‖xi − cj‖2. (3.28)
Por lo tanto, cj debe ser un punto que minimiza (3.28).
( ⇐= ) Si cj es un centro que minimiza (3.28), entonces la funcio´n objetivo es tambie´n
mı´nima al tratarse de la suma de mı´nimos independientes. Entonces J2(C, Aˆ) es mı´nimo para
cada cj .
Como se puede ver, resolver el subproblema P1 requiere de encontrar un punto que minimice
la suma de las distancias Euclidianas de e´l a un conjunto de puntos fijos. Este punto es conocido
como el geometric median. Se llamara´ problema geometric median al problema de encontrar el
punto del mismo nombre.
A pesar de la naturaleza antigua de este problema, existen pocas garant´ıas teo´ricas para
resolverlo. El problema geometric median fue primeramente formulado para el caso de tres
puntos a inicios del siglo XVII por Pierre de Fermat (Krarup & Vajda, 1997). A pesar de la
construccio´n de una solucio´n elegante por medio de regla y compa´s para el caso de 3 puntos por
4Anteriormente se utilizo´ una forma modificada del algoritmo SSO-C para este caso de la funcio´n objetivo (Vera-
Olivera et al., 2016), dando pie al algoritmo SSO modificado para clustering.
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Evangelista Torricelli, no existe una construccio´n similar para un nu´mero ma´s grande de puntos.
De hecho, se demostro´ que incluso para 5 puntos, no existe solucio´n por radicales en el campo
de los racionales (Bajaj, 1988). Se estudio´ el problema de aproximacio´n (1 + ε) para valores
grandes de n. Muchos de autores han propuesto algoritmos de complejidad temporal polinomial
en n, d y 1/ε. En (Cohen, Lee, Miller, Pachocki & Sidford, 2016) se hace un recuento de estos
algoritmos. Tambie´n se proponen dos algoritmos con complejidad temporal casi lineal para el
problema geometric median. Sin embargo, el algoritmo ma´s utilizado para resolver el problema
es el algoritmo de Weiszfeld propuesto en 1937 (Weiszfeld, 1937). Un aspecto desfavorable de
este algoritmo es que, bajo ciertas circunstancias, el algoritmo podr´ıa no converger; sin embargo,
en un caso pra´ctico funciona bastante bien. En general, todas las propuestas y variaciones del
algoritmo de Weiszfeld no proveen una cota asinto´tica sobre la complejidad temporal.
El algoritmo de Weiszfeld define un conjunto de pesos que son inversamente proporcionales
a las distancias desde la estimacio´n actual a los puntos, y crea una nueva estimacio´n que resulta
del promedio ponderado de los puntos de acuerdo a tales pesos. Esto es,
ck+1 =
(
n∑
i=1
xi
‖xi − ck‖2
)/( n∑
i=1
1
‖xi − ck‖2
)
. (3.29)
Este algoritmo converge casi para todas las posiciones iniciales, pero falla en converger cuando
una de las estimaciones cae en uno de los puntos dados. Este caso es fa´cilmente modificable de
tal manera que la convergencia para todos los puntos esta´ asegurada.
3.4.1. Algoritmo exacto
Dejando de lado temporalmente la heur´ıstica mencionada, el Teorema 3.4.2 brinda suficiente
informacio´n para desarrollar un algoritmo exacto para el Problema Emax. Para disen˜ar un
algoritmo exacto ba´sico, es posible utilizar el hecho de que, dada una particio´n del conjunto S
en k subconjuntos no vac´ıos, es posible encontrar el centro de cada particio´n (asumiendo que
esta forma un cluster) gracias al Teorema 3.4.2. Primeramente, se determinara´ cotas sobre el
nu´mero de posibles clusterings que podr´ıan formarse con el fin de verificar que este no es infinito.
Se asume un conjunto S de n puntos {x1, x2, . . . , xn} en un espacio me´trico (Rd, L2) y un
entero k > 1.
Sea Ai el conjunto de k clusterings posibles a formar con el conjunto S dado que el cluster
i esta´ vac´ıo. Es fa´cil ver que:
|A1| = |A2| = · · · = |Ak| = (k − 1)n. (3.30)
Dado que existen k de estos conjuntos, la suma sobre las cardinalidades es:
∑
1≤i≤k
|Ai| =
(
k
1
)
(k − 1)n. (3.31)
En este a´mbito, Ai ∩ Aj es el conjunto de k clusterings posibles a formar con el conjunto S
dado que el cluster i y el cluster j esta´n vac´ıos. Al igual que en el caso anterior, la cardinalidad
de estos conjuntos para i = j es:
|A1 ∩A2| = |A1 ∩A3| = · · · = |Ak−1 ∩Ak| = (k − 2)n. (3.32)
Tambie´n, la suma sobre estas cardinalidades es:
31
3.4. CASO MA´S ROBUSTO DE F
∑
1≤i<j≤k
|Ai ∩Aj | =
(
k
2
)
(k − 2)n. (3.33)
En general, Ai∩Aj∩· · ·∩Az es el conjunto de k clusterings posibles a formar con el conjunto
S dado que los m clusters i, j, . . . , z esta´n vac´ıos. La suma sobre estas cardinalidades es:
∑
1≤i<j<···<z≤k
|Ai ∩Aj ∩ · · · ∩Az| =
(
k
m
)
(k −m)n. (3.34)
Se denotara´ k! · c(n, k) al nu´mero de posibles k clusterings no vac´ıos de n elementos redun-
dando en permutaciones de clusterings. Es claro que este nu´mero es igual al nu´mero total de
clusterings (vac´ıos o no) menos el nu´mero de clusterings que contienen algu´n (uno o ma´s) cluster
vac´ıo:
k! · c(n, k) = nk − |A1 ∪A2 ∪ · · · ∪Ak|. (3.35)
Es posible calcular el segundo miembro de la ecuacio´n usando el principio de inclusio´n-
exclusio´n:
|A1 ∪A2 ∪ · · · ∪Ak| =
∑
1≤i≤k
|Ai| −
∑
1≤i<j≤k
|Ai ∩Aj |+ · · ·
+ (−1)k+1
∑
1≤i<j<···<z≤k
|Ai ∩Aj ∩ · · · ∩Az|
=
(
k
1
)
(k − 1)n −
(
k
2
)
(k − 2)n + · · ·+ (−1)k+1
(
k
k
)
(k − k)n. (3.36)
De esta forma, k! · c(n, k) queda como:
k! · c(n, k) = nk −
(
k
1
)
(k − 1)n +
(
k
2
)
(k − 2)n − · · ·+ (−1)k
(
k
k
)
(k − k)n
=
(
k
0
)
kn −
(
k
1
)
(k − 1)n +
(
k
2
)
(k − 2)n − · · ·+ (−1)k
(
k
k
)
(k − k)n
=
k∑
i=0
(−1)i
(
k
i
)
(k − i)n. (3.37)
Luego, el nu´mero de posibles k clusterings no vac´ıos de S es:
c(n, k) =
1
k!
k∑
i=0
(−1)i
(
k
i
)
(k − i)n. (3.38)
Este resultado corresponde con los nu´meros de Stirling de segunda especie. En (Rennie &
Dobson, 1969) se demostro´ que, si n > 2 y 1 ≤ k ≤ n− 1, entonces:
1
2
(
k2 + k + 2
)
kn−k−1 − 1 ≤ c(n, k) ≤ 1
2
(
n
k
)
kn−k. (3.39)
Esto no solo es importante por las cotas halladas en el nu´mero de clusterings; tambie´n es
u´til para, conociendo la definicio´n, poder hallar un algoritmo de programacio´n dina´mica que
encuentre todos los posibles clusterings.
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Es posible ver que c(n, k) puede definirse recursivamente de la siguiente forma:
c(n, k) =
⎧⎪⎨
⎪⎩
1 si k = 0 y n = 0
0 si k = 0 y n > 0
k · c(n− 1, k) + c(n− 1, k − 1) si k > 0 y n > 0,
(3.40)
lo que con un poco de ana´lisis puede dar pie al algoritmo exacto. Este algoritmo deber´ıa
calcular los O(kn) posibles clusterings y para cada uno, encontrar los centros de los clusters
segu´n el Teorema 3.4.2. Con esta informacio´n es posible calcular el valor de F(C,A) para cada
posible clustering, guardando en cada etapa el clustering para el cual F tenga el valor mı´nimo
visto.
Es claro que, dadas las as´ıntotas mostradas en (3.39), el algoritmo descrito tendr´ıa una
complejidad temporal en el peor caso de Ω(kn−k). Un algoritmo con dicha complejidad no es
pra´ctico en absoluto incluso para conjuntos pequen˜os. Intentar hacer clustering en 5 grupos
sobre un conjunto S con 30 elementos utilizando este algoritmo en una computadora promedio
supondr´ıa un tiempo de ejecucio´n de aproximadamente 100 an˜os. Es por este motivo que, es
necesario encontrar otra solucio´n para resolver el problema, sacrificando la solucio´n o´ptima en
pocos casos.
3.4.2. Heur´ıstica
La heur´ıstica para el algoritmo aproximado, como se indico´ anteriormente, consistira´ en
resolver los subproblemas P1 y P2 iterativamente hasta alcanzar la convergencia. En P1 se desea
calcular el punto geometric median punto para todos los puntos de S que comparten el mismo
centro. De la misma forma, en el problema P2 es posible calcular las asignaciones teniendo los
centros fijados. Por lo tanto, la heur´ıstica para el problema Emax consiste en iterativamente
efectuar los siguientes pasos hasta la convergencia:
• Asignar cada punto de S al punto ma´s cercano de C segu´n el Teorema 3.3.1.
• Definir cada punto de C como el punto geometric median de los puntos de S a los cuales
fue asignado re-calcula´ndolo iterativamente segu´n (3.29).
El procedimiento final para el caso ma´s robusto de la funcio´n objetivo es presentado en el
Algoritmo 3:
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Algoritmo 3: Emax (Leo´n Malpartida et al., 2019)
Input: S ∈ (Rd, L2), k
1 for i = 1 to k do
2 ci ← xi · U(0, 1)
3 while no se alcanzo´ la convergencia do
4 Asignar cada punto xi ∈ S a cj si j = argmin
k
‖xi − ck‖2
5 for j = 1 to k do
6 Sea A = {a1, a2, . . . , am} los puntos de S asignados a cj
7 while no se alcanzo´ la convergencia do
8 cj ←
(
m∑
i=1
ai
‖ai − cj‖2
)/( m∑
i=1
1
‖ai − cj‖2
)
9 forall i, j tal que aij = 1 do
10 Colocar xi en Cj
Output: (C1, C2, . . . , Ck)
En el algoritmo Emax, U(0, 1] representa un valor aleatorio mayor a cero y menor a uno.
Cada iteracio´n del algoritmo consiste en un paso de asignacio´n y un paso de definicio´n
del geometric median. Un criterio para fijar la parada del algoritmo es asignar un nu´mero
ma´ximo de iteraciones a realizar, y si el algoritmo llega a este punto, se devuelve el mejor
resultado encontrado. Sin embargo, como se especifica en el algoritmo, el criterio de parada es
la convergencia del mismo. Por lo tanto, es necesario demostrar que el algoritmo alcanza la
convergencia en cada caso. Para demostrar este hecho, los siguientes lemas sera´n de utilidad.
Lema 3.4.3. Dado el algoritmo Emax; cada vez que P1 es resuelto, F(C,A) decrece o se man-
tiene.
Demostracio´n. Sea C∗ = {c∗j} el conjunto de centros luego de haber resuelto P1 en alguna
iteracio´n del algoritmo, y sea C = {cj} el conjunto de centros de la iteracio´n previa. Luego, el
cambio en F para la iteracio´n actual es:
F(C∗, Aˆ)−F(C, Aˆ) =
n∑
i=1
k∑
j=1
aij‖xi − c∗j‖2 −
n∑
i=1
k∑
j=1
aij‖xi − cj‖2
=
k∑
j=1
(
n∑
i=1
aij‖xi − c∗j‖2 −
n∑
i=1
aij‖xi − cj‖2
)
≤ 0. (3.41)
La inecuacio´n es va´lida ya que por el Teorema 3.4.2, c∗j esta´ definido como:
c∗j ∈ argmin
c∈Rd
n∑
i=1
aij‖xi − c‖2.
Lema 3.4.4. Dado el algoritmo Emax; cada vez que P2 es resuelto, F(C,A) decrece o se man-
tiene.
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Demostracio´n. Sea A∗ = {a∗ij} la matriz de asignaciones luego de haber resuelto P2 en alguna
iteracio´n del algoritmo, y sea A = {aij} la matriz de asignaciones en la iteracio´n previa. Luego,
el cambio en F para la iteracio´n actual es:
F(Cˆ, A∗)−F(Cˆ, A) =
n∑
i=1
k∑
j=1
a∗ij‖xi − cj‖2 −
n∑
i=1
k∑
j=1
aij‖xi − cj‖2
=
n∑
i=1
k∑
j=1
‖xi − cj‖2
(
a∗ij − aij
)
≤ 0. (3.42)
La inecuacio´n es va´lida ya que por el Teorema 3.3.1, a∗ij esta´ definido como
a∗ij =
⎧⎨
⎩1 si j = argmink ‖xi − ck‖20 en caso contrario para todos i, j.
Con estos dos lemas, es posible demostrar fa´cilmente la convergencia del algoritmo Emax.
Teorema 3.4.5. El algoritmo Emax converge.
Demostracio´n. El algoritmo Emax resuelve iterativamente P1 y P2. Por los Lemas 3.4.3 y 3.4.4,
la funcio´n F decrece mono´tonamente en cada iteracio´n. Dado que existen O(kn) formas de
particionar el conjunto S en k clusters; cada forma puede ser llamada un clustering. En cada
iteracio´n del algoritmo, se produce un nuevo clustering basado u´nicamente en el clustering
anterior. En cada iteracio´n, existen posibles dos casos:
1. Si el nuevo clustering es igual al anterior, entonces la funcio´n F se mantiene y el siguiente
clustering sera´ nuevamente el mismo.
2. Si el nuevo clustering es diferente al anterior, entonces el nuevo tiene un costo menor, i.e.,
la funcio´n F decrece.
Dado que el algoritmo itera sobre una funcio´n cuyo dominio es un conjunto finito, la iteracio´n
debe eventualmente entrar en un ciclo. El ciclo no puede tener una longitud mayor a 1, ya que por
el caso 2, se encontrar´ıa un clustering con menor costo que el mismo, siendo este caso imposible.
Por este motivo el ciclo debe tener longitud de exactamente 1 y por lo tanto, el algoritmo Emax
converge en un nu´mero finito de iteraciones.
El tiempo de ejecucio´n en el peor caso del algoritmo Emax es:
T (n, k, d) = Θ (k · d) +
γ∑
i=1
⎛
⎝Θ(n) + k∑
j=1
Θ(λ · n · d)
⎞
⎠+Θ(n)
=
γ∑
i=1
(Θ(n) + Θ (λ · n · k · d)) + Θ(n+ k · d)
= Θ (γ · λ · n · k · d) + Θ(n+ k · d)
= Θ (γ · λ · n · k · d) , (3.43)
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donde γ es el nu´mero de iteraciones necesarias para la convergencia del algoritmo, λ es el
nu´mero de iteraciones necesarias para hallar el geometric median, n es el nu´mero de elementos,
k es el nu´mero de clusters a formar, y d es la dimensio´n del espacio en el que se opera.
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3.5. Conjuntos de prueba
Para observar los resultados de los algoritmos propuestos, se realizaron algunas pruebas
experimentales. Es necesario utilizar conjuntos de datos que presenten mu´ltiples outliers, y
tambie´n algunos conjuntos esta´ndares de la bibliograf´ıa.
3.5.1. Conjuntos de datos sinte´ticos
Se generaron seis conjuntos sinte´ticos para propo´sitos del experimento. La generacio´n de estos
conjuntos y sus caracter´ısticas son detallados a continuacio´n. La Figura 3.6 muestra gra´ficamente
cada uno de estos datasets. En la Tabla 3.1 se brinda informacio´n clave sobre ellos.
Figura 3.6: Datasets sinte´ticos utilizados en las pruebas experimentales.
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Fuente: Leo´n Malpartida et al., 2019.
• Dataset sinte´tico 1: El primer dataset es relativamente simple para un algoritmo de
clustering ba´sico. Contiene tres clusters claramente separados y con dimensiones similares
• Dataset sinte´tico 2: Este dataset contiene dos clusters apegados. La caracter´ıstica de
este, es que el segundo cluster posee dos outliers alejados considerablemente de su centro
de masa.
• Dataset sinte´tico 3: Este dataset contiene nueve clusters. A diferencia de los datasets
anteriores, en este se genero´ cada cluster de acuerdo a una distribucio´n de probabilidad
Gaussiana Multivariable.
La distribucio´n Gaussiana Multivariable o Normal Multivariable es la distribucio´n conjunta
ma´s utilizada para variables continuas. La funcio´n de densidad de probabilidad de la
distribucio´n para una dimensio´n D esta´ definida por la siguiente expresio´n:
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N (x|μ,Σ) = 1
(2π)D/2|Σ|1/2 exp
(
−1
2
(x− μ)TΣ−1(x− μ)
)
, (3.44)
donde μ = E[x] ∈ RD es el vector media, y Σ = cov[x] es la matrix de covarianza D ×D.
La constante de normalizacio´n (2π)D/2|Σ|1/2 se asegura que la funcio´n de densidad integre
a 1.
• Dataset sinte´tico 4: Este dataset contiene tres clusters. Como en el caso anterior, en
este los clusters tambie´n fueron generados de acuerdo a una distribucio´n de probabilidad.
La distribucio´n utilizada fue la Distribucio´n Gamma.
La distribucio´n gamma es una distribucio´n continua para variables aleatorias x > 0. Esta
esta´ definda en te´rminos de dos para´metros, llamados “shape” a > 0 y “rate” b > 0:
Ga(T |shape = a, rate = b) = b
a
Γ(a)
T a−1e−Tb (3.45)
donde Γ(a) es la funcio´n gamma:
Γ(x) =
∫ ∞
0
ux−1e−udu (3.46)
Esta distribucio´n tiene algunas propiedades, entre ellas:
media =
a
b
,moda =
a− 1
b
, varianza =
a
b2
, desviacio´n esta´ndar =
√
a
b2
(3.47)
Cada componente de cada punto del dataset fue generada utilizando la distribucio´n gamma
independientemente y con los mismos valores de a y b.
• Dataset sinte´ticos 5 y 6: Estos datasets, al igual que el dataset 3, fueron generados
usando una distribucio´n Gaussiana Multivariable. El objetivo de estos datasets es evaluar
el comportamiento del algoritmo frente a grandes cantidades de datos. El dataset 5 con-
tiene 1000 puntos y el dataset 6, 1200. Cada dataset fue generado con para´metros μ y Σ
independientes entre s´ı.
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Tabla 3.1: Informacio´n de los datasets sinte´ticos.
D
a
ta
1 Espacio Puntos por cluster
R
2
Cluster 1 50 puntos
Cluster 2 50 puntos
Cluster 3 50 puntos
D
a
ta
2 Espacio Puntos por cluster
R
2 Cluster 1 40 puntos
Cluster 2 40 puntos
D
a
ta
3
Espacio Puntos por cluster μ Σ
R
2
Cluster 1 100 puntos (−2, 2)
[
1.69 0
0 1.69
]
Cluster 2 100 puntos (0, 2)
Cluster 3 100 puntos (2, 2)
Cluster 4 100 puntos (−2, 0)
Cluster 5 100 puntos (0, 0)
Cluster 6 100 puntos (2, 0)
Cluster 7 100 puntos (−2,−2)
Cluster 8 100 puntos (0,−2)
Cluster 9 100 puntos (2,−2)
D
a
ta
4 Espacio Puntos por cluster a b
R
2
Cluster 1 100 puntos 2 1/2
Cluster 2 100 puntos 2 1
Cluster 3 100 puntos 2 2/3
D
a
ta
5
Espacio Puntos por cluster μ Σ
R
2
Cluster 1 200 puntos (1, 1) [
0.1 0
0 0.1
]Cluster 2 200 puntos (2, 2)
Cluster 3 200 puntos (3, 3)
Cluster 4 200 puntos (1, 3)
Cluster 5 200 puntos (3, 1)
D
a
ta
6 Espacio Puntos por cluster μ Σ
R
2
Cluster 1 400 puntos (2, 2) [
1.44 0
0 1.44
]
Cluster 2 400 puntos (6, 6)
Cluster 3 400 puntos (6, 2)
Fuente: Leo´n Malpartida et al., 2019.
3.5.2. Conjuntos de datos reales
Se tomo´ siete datasets comu´nmente utilizados para pruebas experimentales y con propo´sitos
de ensen˜anza. Los datasets fueron tomados de UCI Machine Learning Repository (Dua & Karra
Taniskidou, 2017). Estos datasets tienen la tarea asociada de clasificacio´n y la informacio´n
presentada no contiene valores faltantes. Algunas caracter´ısticas de estos datasets se encuentran
en la Tabla 3.2.
Tabla 3.2: Informacio´n acerca de los datasets reales.
Dataset Iris Vowel Oil Balance Cancer Wine Glass
Dimensio´n 4 3 5 4 30 13 8
Clusters 3 6 3 3 2 3 6
Puntos 150 871 56 625 569 178 214
Fuente: Leo´n Malpartida et al., 2019.
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3.6. Experimentacio´n
Para propo´sitos de la experimentacio´n se utilizo´ los algoritmos SSO adaptado para clustering
por (Vera-Olivera et al., 2016), k -means (algoritmo de Lloyd), Emax, y el algoritmo SSO-C. La
salida de los cuatro algoritmos fue modificada de la siguiente manera: sea n el nu´mero de puntos
del dataset de entrada, la salida de cada algoritmo es una secuencia de n elementos a1, a2, . . . , an,
siendo ai un nu´mero entero entre 0 y k−1 representando el nu´mero del cluster al que el punto fue
asignado como prediccio´n del algoritmo. Esta secuencia de n elementos, junto con la secuencia
b1, b2, . . . , bn de clusters verdaderos a los que los puntos pertenecen son luego analizados con la
funcio´n Adjusted Mutual Information (AMI), la cual devuelve un valor real entre −1 y 15.
Se implemento´ los algoritmos SSO, k -means, Emax, y SSO-C en el lenguaje de programacio´n
C (gcc versio´n 8.1.0 compilado por MinGW-W64) en un procesador Intel Core i7-6700. Se utilizo´
una memoria RAM de 16GB y Windows 10 version 1809 como sistema operativo. Los datsets
fueron utilizados como archivos (.woz) en entrada esta´ndar. El co´digo fuente de los algoritmos
propuestos, Emax y SSO-C esta´n disponibles respectivamente en (Leo´n, 2019a, 2019b).
Teniendo seis conjuntos de datos sinte´ticos y siete reales, la primera tarea realizada fue
ejecutar los algoritmos: SSO, k -means (algoritmo de Lloyd), Emax, y SSO-C sobre todos los
conjuntos de datos. Se realizo´ 50 ejecuciones de cada algoritmo sobre cada conjunto de datos.
Informacio´n sobre el ma´ximo, la mediana y la media de los resultados es indicada en la Tabla 3.3,
cada fila resalta al mejor resultado de entre los cuatro algoritmos.
Tabla 3.3: Resultados de los experimentos realizados en los cuatro algoritmos.
Datasets sinte´ticos Datasets reales
Dataset SSO k-means Emax SSO-C Dataset SSO k-means Emax SSO-C
Dataset S. 1
Ma´ximo 1.000 1.000 1.000 1.000
Iris
Ma´ximo 0.793 0.748 0.787 0.829
Mediana 1.000 1.000 1.000 1.000 Mediana 0.713 0.748 0.757 0.762
Media 1.000 1.000 1.000 1.000 Media 0.716 0.743 0.763 0.765
Dataset S. 2
Ma´ximo 1.000 0.854 1.000 1.000
Vowel Indian
Ma´ximo 0.517 0.477 0.509 0.517
Mediana 1.000 0.802 1.000 1.000 Mediana 0.451 0.459 0.490 0.453
Media 0.964 0.813 0.664 1.000 Media 0.445 0.463 0.493 0.452
Dataset S. 3
Ma´ximo 0.353 0.341 0.352 0.366
Crude Oil
Ma´ximo 0.250 0.236 0.272 0.250
Mediana 0.336 0.340 0.342 0.342 Mediana 0.204 0.182 0.272 0.182
Media 0.336 0.338 0.343 0.343 Media 0.201 0.190 0.249 0.189
Dataset S. 4
Ma´ximo 0.806 0.770 0.813 0.814
Balance Scale
Ma´ximo 0.274 0.160 0.134 0.253
Mediana 0.761 0.770 0.813 0.790 Mediana 0.214 0.115 0.117 0.109
Media 0.719 0.770 0.813 0.784 Media 0.223 0.106 0.114 0.113
Dataset S. 5
Ma´ximo 0.888 0.885 0.882 0.898
Breast Cancer
Ma´ximo 0.453 0.422 0.458 0.440
Mediana 0.863 0.881 0.882 0.884 Mediana 0.351 0.422 0.458 0.374
Media 0.852 0.882 0.882 0.882 Media 0.322 0.422 0.458 0.369
Dataset S. 6
Ma´ximo 0.770 0.756 0.758 0.779
Wine
Ma´ximo 0.432 0.423 0.427 0.432
Mediana 0.752 0.754 0.755 0.755 Mediana 0.413 0.423 0.419 0.423
Media 0.748 0.754 0.755 0.757 Media 0.419 0.408 0.414 0.417
Glass
Ma´ximo 0.301 0.316 0.319 0.389
Mediana 0.177 0.274 0.319 0.318
Media 0.165 0.290 0.319 0.320
Fuente: Leo´n Malpartida et al., 2019.
Los ana´lisis estad´ısticos fueron realizados (de acuerdo a (Demsˇar, 2006), ver tambie´n (Garc´ıa
& Herrera, 2008) y (Derrac, Garc´ıa, Molina & Herrera, 2011)) sobre los resultados de los algo-
ritmos (muestras de 50 elementos) de la siguiente forma:
1. Primero, el Test de Friedman fue realizado para obtener una conclusio´n sobre la hipo´tesis
5Cuanto ma´s alto sea el valor devuelto por esta funcio´n, mejor es el clustering encontrado. Un valor de 1
indica un clustering perfecto, y un valor de 0 indica un cluster aleatorio. Es posible obtener valores negativos bajo
circunstancias espec´ıficas.
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nula (sobre los algoritmos usados):
H0: Todos los algoritmo tienen el mismo desempen˜o.
Rechazar esta hipo´tesis implicar´ıa que al menos un algoritmo es superior a los dema´s.
2. Segundo, cuando la hipo´tesis nula sea rechazada de acuerdo al Test de Friedman, entonces
el test de Holm es realizado para obtener una conclusio´n sobre la nueva hipo´tesis nula
(sobre los algoritmos usados):
H0: Un algoritmo de control tiene el mismo desempen˜o con respecto a cualquier otro
algoritmo.
Rechazar esta hipo´tesis implicar´ıa que el algoritmo de control es superior a los dema´s.
En ambas pruebas, se tomo´ un nivel de significacio´n de α = 0.05 por defecto6. Dados los
resultados en el Dataset Sinte´tico 1 (todos los valores perfectos), este dataset no se utilizo´ para
el ana´lisis estad´ıstico.
La hipo´tesis nula del Test de Friedman fue rechazada en todos los datasets, sugiriendo que
existe al menos un algoritmo superior a los dema´s. La Tabla 3.4 presenta los resultados del Test
de Holm, donde se indica el algoritmo de control y los algoritmos en los que la hipo´tesis nula
fue rechazada (resaltados en negrita).
Tabla 3.4: Resultados del Test de Holm.
Dataset Control i Algoritmo Rank p-value α/i Dataset Control i Algoritmo Rank p-value α/i
Dataset S. 2
SSO-C 3 k-means 3.63 1.29E-14 0.017
Vowel
Emax 3 SSO 3.18 1.48E-15 0.017
(Rank: 2 Emax 2.49 9.95E-04 0.025 (Rank: 2 SSO-C 2.96 1.03E-12 0.025
1.64) 1 SSO 2.24 2.00E-02 0.050 1.12) 1 k-means 2.74 3.51E-10 0.050
Dataset S. 3
SSO-C 3 SSO 3.08 4.04E-05 0.017
Oil
Emax 3 k-means 3.17 4.30E-17 0.017
(Rank: 2 k-means 2.76 4.00E-03 0.025 (Rank: 2 SSO-C 3.17 4.30E-17 0.025
2.02) 1 Emax 2.14 6.40E-01 0.050 1.00) 1 SSO 2.66 1.28E-10 0.050
Dataset S. 4
Emax 3 SSO 3.23 1.59E-16 0.017
Balance
SSO 3 k-means 3.34 2.58E-19 0.017
(Rank: 2 k-means 3.22 2.20E-16 0.025 (Rank: 2 SSO-C 3.02 9.49E-15 0.025
1.10) 1 SSO-C 2.45 1.71E-07 0.050 1.02) 1 Emax 2.62 5.76E-10 0.050
Dataset S. 5
Emax 3 SSO 3.56 4.58E-11 0.017
Cancer
Emax 3 SSO 3.32 2.58E-19 0.017
(Rank: 2 k-means 2.54 8.00E-03 0.025 (Rank: 2 SSO-C 3.23 5.78E-18 0.025
1.86) 1 SSO-C 2.04 4.80E-01 0.050 1.00) 1 k-means 2.45 1.96E-08 0.050
Dataset S. 6
Emax 3 k-means 2.87 3.16E-04 0.017
Wine
SSO 3 k-means 3.09 6.54E-04 0.017
(Rank: 2 SSO 2.86 3.66E-04 0.025 (Rank: 2 Emax 2.47 3.10E-01 0.025
1.94) 1 SSO-C 2.33 1.30E-01 0.050 2.21) 1 SSO-C 2.23 9.30E-01 0.050
Iris
SSO-C 3 SSO 3.51 2.76E-15 0.017
Glass
Emax 3 SSO 3.92 3.39E-21 0.017
(Rank: 2 k-means 3.22 1.22E-11 0.025 (Rank: 2 k-means 2.66 4.87E-06 0.025
1.47) 1 Emax 1.80 2.00E-01 0.050 1.48) 1 SSO-C 1.94 7.00E-02 0.050
Fuente: Leo´n Malpartida et al., 2019.
6Este valor no es la ponderacio´n α del algoritmo SSO-C. El valor 0.05 es esta´ndar en la comunidad cient´ıfica
para considerar una hipo´tesis aceptada.
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Cap´ıtulo 4
Discusio´n de resultados
Como se indico´ previamente, para cada dataset, se ejecuto´ 50 veces cada algoritmo, esto
junta 200 resultados por dataset. Las ejecuciones fueron resumidas en los valores ma´ximos (la
mejor precisio´n de las ejecuciones), la mediana (o valor promedio) y la media. La informacio´n
se presenta en la Tabla 3.3. Sobre esta, lo siguiente puede ser observado:
Debido a que el dataset sinte´tico 1 tiene los clusters bien separados y definidos (ver la
Figura 3.6), todos los algoritmos obtienen una precisio´n de 1 para este. Esto es, todos encuentran
el clustering perfecto. En el dataset sinte´tico 2, el algoritmo k -means obtiene una precisio´n
promedio de 0.813, mientras que los dema´s algoritmos obtienen como valor ma´ximo y mediana
un clustering perfecto, el algoritmo SSO-C obtiene un valor perfecto en todas las ejecuciones. En
el dataset sinte´tico 3, nuevamente el algoritmo k -means obtiene las precisiones ma´s bajas, seguido
a este esta´ el algoritmo SSO y luego Emax, siendo este u´ltimo el de mejor ejecucio´n media. El
algoritmo SSO-C obtiene nuevamente los mejores valores ma´ximos y mediana. La situacio´n es
similar con los datasets sinte´ticos 4 y 5. Los valores ma´s bajos var´ıan entre el algoritmo k -means
y SSO. Mientras que los mejores ma´ximos los tiene el algoritmo SSO-C y los mejores valores
medianas y medias, el algoritmo Emax. En el dataset sinte´tico 6 el algoritmo SSO-C tiene los
mejores valores ma´ximos, medianas y medias. Luego, en mediana y media, el algoritmo Emax
va por debajo por pocas de´cimas. La Figura 4.1 muestra el comportamiento de los algoritmos
k -means, Emax y SSO-C frente al Dataset sinte´tico 2.
Figura 4.1: Comportamiento de k -means, Emax y SSO-C frente al Dataset sinte´tico 2.
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Fuente: Elaboracio´n propia.
Como se puede observar, en los datasets sinte´ticos (con outliers), el algoritmo SSO-C ob-
tiene siempre los mejores ma´ximos. Los mejores valores medianas y medias se alternan entre el
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algoritmo SSO-C y Emax. Los algoritmos k -means y SSO tienen los valores ma´s bajos en casi
todos los casos.
En el dataset Iris, el algoritmo SSO-C tiene los mejores valores ma´ximos, medianas y medias.
Emax tiene los segundos mejores valores medianas y medias. La situacio´n es parecida en el
dataset Vowel Indian, en el que SSO-C tiene los mejores valores ma´ximos y Emax los mejores
valores medianas y medias. En el dataset Crude Oil, el algoritmo Emax tiene los mejores valores
ma´ximos, medianas y medias, seguido por el algoritmo SSO-C por pocas de´cimas. En el dataset
Balance Scale, el algoritmo SSO tiene los mejores valores ma´ximos, medianas y medias, seguido
por el algoritmo SSO-C. Nuevamente, en el dataset Breast Cancer, el algoritmo Emax tiene los
mejores valores ma´ximos, medianas y medias, seguido por el algoritmo SSO-C. En el dataset
Wine, el algoritmo SSO-C tiene los mejores valores ma´ximos y medianas, mientras que k -means
tiene el mejor valor mediana. Este es el u´nico caso en el que el algoritmo k -means tiene el mejor
valor tomando en cuenta la mediana de las ejecuciones. En el u´ltimo dataset; Glass, el algoritmo
SSO-C tiene los mejores valores ma´ximos y medias, mientras que Emax tiene el mejor valor
mediana.
Se puede ver que en los datasets reales, los algoritmos SSO-C y Emax suelen tener los mejores
valores ma´ximos. Los mejores valores medianas y medias suele tenerlos el algoritmo Emax. Sin
embargo, los resultados no son tan espec´ıficos como en el caso de los datasets sinte´ticos, siendo la
naturaleza de cada problema real muy variada. Tomando en cuenta todos los datasets (sinte´ticos
y de la vida real) el algoritmo SSO-C suele tener el mejor valor ma´ximo, mientras que el algoritmo
Emax suele tener los mejores valores medianas y medias.
A pesar de los resultados mostrados en la Tabla 3.3. Los resultados completos (50 ejecuciones
para cada algoritmo sobre cada dataset) fueron sometidos a los test estad´ısticos ya especificados.
Primero, el test de Friedman logro´ rechazar la hipo´tesis nula sobre todos los datasets exceptuando
el primero ya que el desempen˜o de todos los algoritmos frente a este fue perfecto. Este resultado
indica que, en todos los dema´s casos, existe al menos un algoritmo que sobresale del resto. Con
este resultado, se realizo´ el test de Holm para los resultados completos.
Es importante notar que Emax es el algoritmo de control en 7 de 12 casos, siendo la mejor
opcio´n en ma´s de la mitad de los casos. En estas 7 veces, es posible decir con suficiente evidencia
que Emax es mejor que k -means y SSO. Sin embargo, solo en 4 casos Emax es significativamente
mejor que SSO-C. En los dema´s casos, SSO-C es el algoritmo de control en 3 ocasiones y es posible
decir que e´ste es mejor que k -means y SSO. Sin embargo, solo es significativamente mejor que
Emax en 1 de 3 veces.
Dados estos resultados, se puede concluir con significacio´n estad´ıstica que que SSO-C y Emax
obtienen mejores resultados que k -means y SSO. Siendo Emax la mejor opcio´n en ma´s de la
mitad de los casos y SSO-C en la mayor´ıa de los restantes. Sin embargo, no es posible determinar
estad´ısticamente el mejor algoritmo entre SSO-C y Emax.
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Conclusiones
1. La conclusio´n en base al objetivo general es:
Se logro´ proponer un algoritmo de optimizacio´n multiobjetivo para el problema center-
based clustering llamado SSO-C, que alcanza una alta precisio´n en conjuntos de datos con
y sin outliers.
Se demostro´ con suficiente fundamento matema´tico que el algoritmo SSO-C pertenece al
modelo center-based y es capaz de correctamente crear una particio´n de un conjunto de
datos en un tiempo de ejecucio´n para el peor caso en O
(
nkd
(
k2 + nitλ
)
+ nitn
2
sd)
)
con el
fin de hacer clustering.
Se comprobo´ estad´ısticamente que el algoritmo SSO-C alcanza una precisio´n superior al
algoritmo k -means y SSO en conjuntos con y sin outliers con un nivel de significancia
de 5%, valor esta´ndar en la comunidad cient´ıfica. El algoritmo SSO-C se mostro´ capaz
de encontrar los mejores clusterings en casi todos los casos con un nu´mero suficiente de
ejecuciones.
2. La conclusio´n en base al primer objetivo espec´ıfico es:
La formulacio´n del problema matema´tico del cual se desarrolla el algoritmo SSO-C es ma´s
robusta que la del algoritmo k -means. Tambie´n, existe un rango continuo de valores en los
que la formulacio´n puede variar su robustez.
3. La conclusio´n en base al segundo objetivo espec´ıfico es:
El criterio de Pareto brinda una justificacio´n razonable para solucionar el problema formu-
lado como un problema de optimizacio´n global ponderando funciones sobre la optimizacio´n
multiobjetivo.
La bu´squeda local realizada por un algoritmo de aproximacio´n–2 para un problema de
optimizacio´n combinatoria relacionado como proceso inicial del algoritmo SSO-C ofrece
candidatos importantes con garant´ıas teo´ricas de no haber sido afectadas por outliers.
La equivalencia de una funcio´n discreta a una funcio´n real continua es una ventaja impor-
tante para el proceso de bu´squeda local y global de la mejor solucio´n.
Debido a que el algoritmo SSO-C busca optimizar globalmente una funcio´n, este necesita
tener definido un nu´mero ma´ximo de iteraciones o cualquier otro criterio de parada.
4. La conclusio´n en base al tercer objetivo espec´ıfico es:
El algoritmo propuesto para el caso ma´s robusto de la funcio´n objetivo llamado Emax,
demuestra ser una heur´ıstica competitiva con el algoritmo SSO-C, supera´ndolo en ma´s de
la mitad de los casos.
Se demostro´ que el algoritmo Emax genera particiones de conjuntos en tiempo de ejecucio´n
para el peor caso de Θ (γλnkd).
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A diferencia del algoritmo SSO-C, se demostro´ formalmente la convergencia del algoritmo
Emax en un nu´mero finito de iteraciones.
5. La conclusio´n en base al cuarto objetivo espec´ıfico es:
La generacio´n de conjuntos de datos con presencia de outliers requirio´ de variables aleato-
rias pertenecientes a las distribuciones Gaussiana multivariable y Gamma multivariable.
El ana´lisis estad´ıstico mostro´ la superioridad de los algoritmos SSO-C y Emax frente a los
algoritmos k -means y SSO (el algoritmo adaptado para clustering).
Cuando todos los algoritmos son comparados, el algoritmo SSO-C se mostro´ como el
ma´s apropiado para encontrar valores ma´ximos; sin embargo, cuando se trata de valores
medianas y medias, el algoritmo Emax encuentra los mejores.
El ana´lisis estad´ıstico entre los algoritmos SSO-C y Emax muestran que Emax es un
algoritmo superior en 7 de 12 casos, en los que, se encuentra significacio´n estad´ıstica
frente a SSO-C en solamente 4 casos; motivo por el cual no es posible determinar el mejor
algoritmo entre ambos.
Trabajos futuros
1. Se sabe que el problema k -means es NP-Hard; sin embargo, no se sabe la clase de problemas
a la que pertenece el problema del que deriva el algoritmo SSO-C. Del mismo modo, no se
sabe a que´ clase de problemas pertenece el problema del que deriva el algoritmo Emax. Se
deja como trabajo futuro analizar la clase de problemas al que pertenecen, se teoriza que
ambos problemas son NP-Hard.
2. Se aboradara´ tambie´n el disen˜o de un algoritmo que tenga buen desempen˜o en formas de
conjuntos ma´s sofisticadas no el´ıpticas.
3. Es recomendable, utilizando te´cnicas ma´s avanzadas, generar datasets ma´s complejos con
el fin de evaluar los l´ımites de los algoritmos propuestos.
4. El me´todo de interior-point ha demostrado ser el estado del arte frente a problemas de
bu´squeda similares al problema geometric median. Se utilizara´ el algoritmo de (Cohen
et al., 2016) para evaluar si el cambio es suficientemente beneficioso para la el algoritmo
Emax.
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