An algorithm is proposed to calculate the minimum energy path ͑MEP͒. The algorithm is based on a variational formulation in which the MEP is characterized as the curve minimizing a certain functional. The algorithm performs this minimization using a preconditioned steepest-descent scheme with a reparametrization step to enforce a constraint on the curve parametrization. © 2008 American Institute of Physics. ͓DOI: 10.1063/1.2833040͔
In the description of rare reactive events, the minimum energy paths ͑MEPs͒ play a special role. The MEPs are paths in configuration space which connect two minima of the energy via saddle points and are everywhere tangent to the potential force. The MEPs are also the paths of maximum likelihood by which transitions between these minima occur, at least if the dynamics of the system is overdamped ͑this property is explained later͒. Several computational methods have been developed for finding the MEPs, among which the nudged elastic band ͑NEB͒ method 1,2 and the ͑zero-temperature͒ string method 3, 4 probably are the most successful.
Here we propose a new technique for computing MEPs based on the geometric minimum action method ͑gMAM͒ recently introduced in Refs. 5 and 6. gMAM was primarily designed for systems without an underlying potential ͑like, e.g., chemical kinetic systems͒, but it can be specialized to compute MEPs. The gMAM is slightly more complicated to implement than the string method, but it has the advantage of having a variational formulation in which the MEP is the minimizer of an action functional. This action had already been derived and used in Ref. 7 , as discussed in more detail later.
To introduce the technique, let us consider a system modeled by the overdamped Langevin equation
where x͑t͒ ʦ R n denotes the instantaneous position of the system, V͑x͒ is the potential energy, ␤ is the inverse temperature, and ͑t͒ is a Gaussian white noise with mean 0 and covariance ͗ i ͑t͒ j ͑tЈ͒͘ = ␦ ij ␦͑t − tЈ͒. For convenience, we have written Eq. ͑1͒ in units of time in which the friction coefficient is unity. The probability density of a trajectory solution of Eq. ͑1͒ on the time interval ͓0,T͔ is formally given by exp͑− ␤S T ͑x͒͒, ͑2͒
where we defined the action
If we pick two points in configuration space, x 1 and x 2 , the path of maximum likelihood by which the solution of Eq. ͑1͒ connects these two points is the one which maximizes the probability density Eq. ͑2͒, i.e., the path which
where the minimization is taken over both the path x itself and its length in time, T. The minimization over T ensures that the likelihood is maximized also over all possible times the path can take to travel from x 1 to x 2 , consistent with viewing Eq. ͑2͒ as a probability density in x and T. The minimization over T can be performed analytically, which will give an action for curves whose minimizers are the MEPs. To show this, notice first that
where we expanded the integrand in Eq. ͑3͒ and used ͉ẋ͉ 2 + ٌ͉V͑x͉͒ 2 Ն 2͉ẋٌ͉͉V͑x͉͒ and ͐ 0 T ẋ · ٌV͑x͒dt = V͑x 2 ͒ − V͑x 1 ͒ ͓as-suming that x͑0͒ = x 1 and x͑T͒ = x 2 as in Eq. ͑4͔͒. We now make two key observations. First, the minimum of S T ͑x͒ subject to x͑0͒ = x 1 and x͑T͒ = x 2 is equal to the minimum of its lower bound in Eq. ͑5͒ subject to these constraints. Indeed, since we minimize over all possible paths leading from x 1 to x 2 , we can use specific paths parametrized so that ͉ẋ͉ = ٌ͉V͑x͉͒. In this case ͉ẋ͉ 2 + ٌ͉V͑x͉͒ 2 =2͉ẋٌ͉͉V͑x͉͒, implying equality in the aforementioned estimate. The second key observation is that ͐ 0 T ͉ẋٌ͉͉V͑x͉͒dt is the line integral of ٌ͉V͉ along the curve ␥ = ͕x͑t͒ : t ʦ ͓0,T͔͖, i.e., it is equal to
and as such it is independent of the way the curve ␥ is parametrized and, in particular, of T. Consequently, denoting by S Ã the minimum of S T ͑x͒ over all x and T subject to x͑0͒ = x 1 and x͑T͒ = x 2 , we have a͒ Electronic mail: eve2@cims.nyu.edu. 
where the minimization in Eq. ͑7͒ is performed over all curves ␥ connecting x 1 to x 2 . The new action Ŝ ͑␥͒ will be our starting point for the numerical procedure presented later to identify the MEP because the ͑local͒ minimizer͑s͒ of Ŝ ͑␥͒ are nothing but the MEP͑s͒ connecting x 1 to x 2 ͓assuming from now on that x 1 and x 2 are the locations of two minima of V͑x͔͒. This is a simple consequence of the facts that ͑i͒ ͐ ␥ ٌ͉V͉ds Ն⌬V 1,2 + ⌬V 2,1 , where ⌬V 1,2 is the minimum energy barrier to cross when going from x 1 to x 2 and ⌬V 2,1 the one when going from x 2 to x 1 , and ͑ii͒ this lower bound is only attained if ␥ is the MEP since in this case ␥ is either parallel to ٌV ͑on the way uphill͒ or antiparallel to ٌV ͑on the way downhill͒, meaning that ͐ ␥ u ٌ͉V͉ds = ͐ ␥ u ͑dV / ds͒ds = ⌬V 1,2 on the piece ␥ u of ␥ going uphill and
The action Eq. ͑6͒ had already been derived in Ref. 7 by an argument similar to the one earlier: To the best of our knowledge, these authors were the first to realize that the MEP can be geometrically characterized as the curve minimizing an action for curves. An algorithm for minimizing this action was also proposed in Ref. 7 . Next, we propose a more efficient algorithm based on gMAM.
First, we need to reintroduce a parametrization of the curve ␥. In the spirit of the string method, we will use ␥ = ͕͑␣͒ : ␣ ʦ ͓0,1͔͖, where ͑␣͒ satisfies ͉Ј͑␣͉͒ϵ length of ␥ = cst ͓here the prime in Ј͑␣͒ denotes the derivative with respect to ␣, so Ј͑␣͒ is a vector tangent to the curve ␥ at the point ͑␣͔͒. This choice amounts to parametrizing ␥ by normalized arclength. Expressed in terms of , the action Eq. ͑6͒ becomes
The minimizer of this action must satisfy the EulerLagrange equation ␦Ŝ / ␦ = 0, where ␦Ŝ / ␦ denotes the functional derivative of Ŝ ͑͒. A direct calculation using ͉Ј͑␣͉͒ ϵ cst ͓and, hence, ͉Ј͑␣͉͒Ј ϵ 0͔ shows that it can be expressed as
where ٌٌV is the Hessian tensor of V and we defined g͑␣͒ = ٌ͉V͑͑␣͉͒͒/͉Ј͑␣͉͒. ͑10͒
To find a solution of ␦Ŝ / ␦ = 0, we will use a preconditioned steepest-descent algorithm in the direction of −g␦Ŝ / ␦ with a reparametrization step to enforce the constraint that ͉Ј͑␣͉͒ ϵ cst. Specifically, given an initial guess for the path, 0 ͑␣͒ with 0 ͑0͒ = x 1 and 0 ͑1͒ = x 2 , we discretize it into N + 1 points as j 0 = 0 ͑j / N͒ with j =0, ... ,N, and for k Ն 0 we update these points by iterating upon the following steps until convergence:
͑1͒ For j =1, ... ,N − 1, we obtain j ‫ء‬ by solving the tridiagonal linear algebraic system
with the boundary conditions 0 ‫ء‬ = x 1 and N ‫ء‬ = x 2 . Here Ͼ 0 is a parameter playing the role of the updating time step and
͉ is the length of the curve ͑and, hence, the discrete approximation of ͉Ј͉ since ͉Ј͉ϵ length of ␥͒. ͑2͒ We interpolate a piecewise linear curve through ͕ j ‫ء‬ ͖ j=0,. . .,N and redistribute points at equal distance along this curve to obtain ͕ j k+1 ͖ j=0,. . .,N .
This algorithm is gMAM, specialized to the action Eq. ͑6͒.
Step 1 is the preconditioned steepest-descent step, corresponding to motion in the direction of −g␦Ŝ / ␦ with a time step since the right-hand side of Eq. ͑11͒ is −g j k times the gradient of the following discretized approximation of Eq. ͑8͒:
␦Ŝ / ␦ by g Ն 0 in order to avoid problems at the critical points where ٌ͉V͉ = 0 since the factor g −1 in ␦Ŝ / ␦ diverges at these points. The preconditioning amounts to using the semi-implicit updating step in Eq. ͑11͒ which guarantees that the code is stable with a time step which is independent of N ͑i.e., does not have to be decreased when N is increased͒. The system Eq. ͑11͒ can be solved in O͑N͒ operations by the Thomas algorithm ͑see, e.g., Sec. 2.9 in Ref. 10͒.
Step 1 also requires the computation of the product ٌٌV ٌ V. This can be done without computing the Hessian ٌٌV by using the discrete approximation
where Ͼ0 is a small parameter.
Step 2 is the same as the reparametrization step used in the string method and is added to enforce the discrete equivalent of ͉Ј͉ϵcst. For completeness, we recall the details of this reparametrization step at the end of this paper.
Going back to the algorithm proposed in Ref. 7 we can now explain in which way the earlier algorithm is superior to it. Instead of imposing the constraint that ͉Ј͉ϵcst by a reparametrization step as we do, in Ref. 7 this constraint was imposed approximately by adding the penalty term ͐ 0 1 ͉Ј͉ 2 d␣ to Eq. ͑8͒, where Ͼ0 is a parameter. The problem with this strategy is that if is too small then the constraint that ͉Ј͉ϵcst is not imposed accurately enough, which may lead to numerical instabilities and/or inaccuracies. But if is taken too big, the additional term makes the problem stiff which slows down convergence. Here we avoid these difficulties by enforcing the constraint ͉Ј͉ϵcst by a reparametrization step.
Because of the way we approximate the derivatives in Eq. ͑11͒ and because we use linear interpolation, our algo-rithm is second-order accurate in 1 / N, meaning that the piecewise linear curve interpolated across the points j k is, at convergence, O͑1 / N 2 ͒ away from a true MEP. Since the time step can be chosen independently of N, the number of steps to achieve convergence to that accuracy is O͑log N͒ ͑assum-ing exponential convergence in time͒, and since every iteration requires O͑N͒ operations, the total cost of the scheme is O͑N log N͒. If the required accuracy is ␦ Ͼ 0, then to achieve this accuracy we must take N = O͑␦ −1/2 ͒ and the cost is O͑␦ −1/2 log ␦ −1 ͒. The same efficiency can be achieved with the string method, but it requires one to use higher-order procedures for the time stepping and the reparametrization step ͑see Ref. 4 for details͒. As for NEB, its cost is higher, O͑␦ −1 log ␦ −1 ͒, because stability requirements impose further constraints on the time step. 4 To test our algorithm, we used the two-dimensional Müller potential. 9 As the initial condition for we took a straight line between the two minima of V located at x 1 Ϸ͑−0.56, 1.44͒ and x 2 Ϸ͑0.62, 0.03͒. We tested the scheme at various values of N between 20 and 10 4 . We always used the same time step =10 −7 ͑larger time steps led to instabilities at all N͒ and we set =10 −7 . Figure 1 shows the MEP obtained using N =10 2 . A simple measure for the error of the MEP is
where the true MEP was inferred from the computation with N =10 4 . We obtained error͑100͒ = 4.89ϫ 10 −4 . Figure 2 shows the convergence rate of the algorithm at various values of N. As expected, the number of steps needed until convergence is roughly independent of N.
In conclusion, we have proposed a new scheme to identify the MEP based on gMAM. Because this scheme is slightly more complicated to implement than the string method and is similar in efficiency, it is not clear whether it has any definite edge on the string method. Yet, the new algorithm has the advantage of being based on a variational formulation. This means that its efficiency could potentially be improved by using more sophisticated minimization techniques than the preconditioned steepest-descent scheme we used, like, e.g., preconditioned conjugate-gradient or multigrid methods. 10 These options are currently under investigation.
Details of the reparametrization step 2. Denote by L͑j͒ the length up to j ‫ء‬ of the piecewise linear curve interpolated across these points, i.e., L͑0͒ = 0 and for j =1, ... ,N,
Then L͑N͒ is the total length of the piecewise linear curve and thus ᐉ͑j͒ = L͑N͒j / N, j =1, ... ,N, is the distance along this curve from the starting point x 1 up to the point at which we need to put the new jth point j k+1 in order to make these new points equidistant along the curve. This is done by setting 0 k+1 = 0 ‫ء‬ and N k+1 = N ‫ء‬ ͑by construction the end points are unaffected by the reparametrization step͒ and for j =1, ... ,N − 1 taking
where i͑j͒ ʦ ͕0, ... ,N −1͖ is the index fulfilling L͑i͑j͒͒ Ͻ ᐉ͑j͒ Յ L͑i͑j͒ +1͒. We then have ͉ j+1 k+1 − j k+1 ͉ = ͉ j k+1 − j−1 k+1 ͉ up to O͑1 / N 2 ͒ for all j =1, ... ,N − 1. Note that the reparametrization step can be done in O͑N͒ operations.
We thank Ron Elber for pointing out Ref. 7 crete approximation of the functional Ŝ ͑͒. It should be stressed that the large number of steps shown here are those needed to reach convergence at machine precision, but at the end of the calculation the changes in j k are minute, and for all practical purposes the calculation could be stopped after 200 iterations or so.
