for its dosimetry are completely described by the differential electron fluence, <PE,n (f), as defined in Section 2.3. Such a complete description is useful as a physical basis for all practical applications including, e.g., absorbed dose measurement and computerized dose planning. For clinical use, however, a simplified description of the beam is generally more useful. This description contains the characteristics of dosimetric importance which are recommended for use when the heam is described in reports on radiotherapeutic procedures.
The shape of the absorbed-dose distribution obtained in a therapeutic electron beam normally depends more on the design parameters of the individual treatment unit than does that for a photon beam. Electrons are much more influenced by scattering. and energy-loss interaction5 with the material5 in and along the beam than are photons. However, variations in the quality· of the intrinsic accelerator beam and in the design of the beam optical systems may also have a significant influence on the dose distribution (de Almeida and Almond, 1974a; Brahme et al., 1975; Brahme and Svensson, 1979) .
A schematic view of some of the important components of a typical electron-therapy accelerator is shown in Fig. 3 .1. On its way from the vacuum chamber to the irrRdiateo ~mrface? t.he elect.ron beam hRs to pRSS through several materials including a vacuum window, scattering foils, transmission monitors, a mirror, air and collimators. All these materials, which are used to shape and monitor the beam, will scatter the electrons and degrade their energy (Svensson, 1971 ) and consequently influence the position, size and energy distribution of the effective electron source.
In practice, there are two fundamentally different processes which complicate the design of broad uniform electron beams (Brahme, 1977) . First, due to the high scattering power of the air and other materials in and along the beam, electron beam collimation is difficult at low energies. The scattering interactions tend to blur the directional and spatial distribution of the electrons which, in turn, results in a decrease in the effective source surface distance and makes it necessary to col~ limate the beam close to the irradiated surface. Secondly, for high energies, the combination of high radiative stopping power and low scattering power makes electron beam flattening with scattering foils difficult without excessive bremsstrahlung production. This combination can result in considerable energy loss, energy straggling and photon contamination, particularly when a single scattering foil is used to flatten the 43 beam (Brahme and Svensson, 1979) . The different parameters characterizing the geometry and energy distribution of clinical electron beams will be quantified and described in detail in the following sections.
Irradiation Geometry
A clinical electron beam is characterized by the spatial and angular distribution of the electron fluence. The electron fluence is determined by the properties of the initial electron beam, which depend on the emittance of the intrinsic accelerator beam and the beam optical system. In addition, the electron fluence is greatly influenced by the method of beam flattening and beam collimation because these will influence the amounts and locations of materials in and along the beam which, in turn, may contribute to the number of scattered electrons in the clinical beam.
Emittance and Beam Optics
In Section 2.6.2 it was pointed out that the spatial and angular distribution of electrons in the beam from an accelerator can generally be described by elliptic areas in the (x,e x ) or (y,e y ) planes (phase space). This is of particular importance because the emittance, f, or the elliptical phase space area which encloses the beam, stays constant along the beam. More generally, it can be R.hown thRt RR. a con~eqlJf:mce of the T ,jouville theorem (Steffen, 1965; Banford, 1966) , the local phase space density is constant under the influence of macroscopic conservative fields like electromagnetic or gravitational fields (but not in the microscopic Coulomb fields in atomic collisions, which are responsible for the action of scattering foils). This implies that the emittance is a transport constant when the beam passes through beam optical components like quadrupoles or bending magnets. In Fig. 3 .2, the motion of a slightly divergent beam through a quadrupole is shown both in real space (x, z plane) and in phase space (x, ex plane). It is observed that the phase-space ellipse is deformed in the x-direction (planes Z2 --Zs in Fig. 3 .2) when the electrons are passing the field-free region and deformed in the ex-direction (planes Z 1 --Z 2 in Fig. 3 .2) when they are passing the quadrupole, but its area stays constant. Furthermore, at the focus or "waist" of the beam after the quadrupole, the emittance, f, of the beam can be obtained simply from the major axes of the beam in coordinate space, Ax and direction space, ~ex:
(3.1) Quite generally, it can be shown, using Eq. 2.38, that the condition for having a waist on a beam at a particular location is that the covariance r (}(z) in Eq. 2.30 is equal to zero (see Section 3.2.4). In the orthogonal plane of the beam (y,z plane), the action of the quadrupole is reversed (Banford. 1966) and the beam is instead defocused. However, the combined action of two or more quadrupoles may result in a net focusing in both planes.
When the focusing power of the quadrupole is increased in one plane to decrease the focal spot size, this can only be done at the cost of a larger divergence in the same plane, as the emittance is conserved. The emittance is, thus, a measure of the degree of deviation from point source beam optics, which would be obtained at the limit. of zero emittance. The emittance of the· intrinsic electron heam from a microwave-powered accelerator is normally of the order of 501f millimetre milliradians.
In accelerators where the electrons are confined by a magnetic field, as for the betatron and the microtron, the emittance can be different in the two orthogonal planes X,Z and y,Z. The focusing in quadrupoles and bending magnets may be different in the two planes, resulting in different angular spreads e t.x ~ e ~y and Field free region z3 1C 26X Fig. 3 .2. The motion of a divergent electron beam through a quadrupole in real space (x, z) and in phase space (x, ex) . The form of the elliptic area occupied by the beam in phase space is shown for three transverse sections through the beam in planes defined by l' b Z2, and Za. The ellipses in phase space indicate the possible combinations of ex and x values for electrons passing through each plane.
For all points on such a curve, the fluence differential in angle is constant (see Section 3.9.4.1). 'The pmittance (Le_, t.hp el1ip~e s:m~.!l) stays constant. radial spreads 1fx ~ 11,; of the beam. It is, therefore, recommended that the shape of the initial electron beam be checked by a film near the vacuum window or by the methods of Section 3.2.4.5. When the focusing properties of a quadrupole or bending magnet are changed, the uniformity of the electron beam may be influenced, mainly due to the resulting change in an· gular spread of the initial electron beam.
In accelerators of the bent beam design, slightly different beam energies can be obtained at different locations in the bending plane of the beam. There are three principal types of bending magnets which have different characteristics in this respect ( Fig. 3 .3) and the differences will be more pronounced when the energy spread of the intrinsic accelerator beam is high. In the 90 0 magnets with a uniform magnetic field ( Fig. 3.3a) , the high and low energy electrons emerge from the magnetat different locations and at-different angles. In the 270 0 magnets with a uniform magnetic field ( Fig.  3 .3b) and appropriate pole face angles, both low and high energy electrons emerge from the magnet converging to a point. In the 270 0 magnets with a certain magnetic field gradient (Enge, 1963) , both high and low energy electrons emerge from the magnet at the same location and at the same angle ( Fig. 3.3c ).
The differences in the properties of the initial electron beam due to different beam optical components Fig. 3 .3. The three principal types of bending magnets used in uccelerators of the bent beam design. The nominal orbit for the most probable energy, E, is indicated by the dash-dot line, and the orbits for an energy less than E and more than E are indicated by short-dash lines and long-dash lines, respectively. (a) and (b) Uniform magnetic fields. (c) Magnetic field with a constant gradient normal to the field edge. Note that this is an achromatic magnet. and different intrinsic accelerator energy distributions can often be reduced by slits or apertures which limit the width and energy or angular spread of the beam. Furthermore, the influence of the design and adjustment of the beam optical system and of the properties of the intrinsic accelerator beam on the characteristics of the therapeutic beam may also be reduced when scattering foils are used to flatten the beam. This effect is obtained when the scattering foils are so thick that the energy and angular distributions of the initial electron beam are substantially broadened.
Beam Flattening
In order to obtain high quality electron beams for radiation therapy, the initial electron beam delivered by the beam optical system must be flattened to give a broad uniform radiation field. Several methods of electron beam flattenjng are in use. The most common and straightforward one u~es high atomic nnmber scattering foils (Gund and Schittenhelm, 1953; Turano et ai., 1959; Loevinger et ai., 1961; Okumura et ai., 1969; Rassow, 1969; Brahme, 1972; Benedetti, 1973; Osman, 1976; Berger and Seltzer, 1978) . Other more refined methods include magnetic defocusing of the beam by adjustable pole tips (Hsieh and Uhlmann, 1956) , scanning magn~t,~ (Skagg~ et ul., 1958) , electromagnetic beam scanning quadrupoles (Aucouturier et ai., 1970) , small-angle pendular movements of the accelerator (Rassow, 1970), defocusing beam. diffusers (Shigematsu and Hayami, 1969) , and depth dose flattening filters (Brahme and Svensson, 1976a) . These latter methods have been developed to overcome the considerable energy loss, energy spread and photon contamination obtained when a single scattering foil is used to flatten an electron beam.
Since the 1960s, shaped scattering foils have been used on betatrons to improve the initial flattening ob-3.2 '"adiation Geometry. . . 45 tained in the wall of the doughnut and the fringing field of the magnet (Cova et al., 1967; Svensson, 1971; Kozlov and Shishov, 1976) . The method of using two separate scattering foils can be improved considerably by selecting the appropriate thickness and radial profile of the scattering foils, particularly when the electron beam is of cylindrical symmetry (Brahme, 1972 and 1977 , Sandberg, 1973 Bjarngard et al., 1976; Abou-Mandour and Harder, 1978a; Brahme and Svensson, 1979) . By using a secondary central scatterer (see Fig.  3 .4), uniform beams can be produced with total foil thicknesses almost one order of magnitude thinner than when a single scattering foil is used. This is advantageous as the energy loss and spread (see Fig. 2 .2) of the accelerator beam is decreased, with resultant improved depth-dose characteristics and a simultaneous increase in dose rate and energy uniformity (Brahme, 1972; Brahme and Svensson, 1979) . In Fig. 3 .4, the three principal types of electron beam scattering geometries are illustrated schematically. It is clear that only the double-foil techniques are capable of producing beams of perfect uniformity since they are not restricted to the simple Gaussian fluence distribution. Moreover, the double-foil techniques use the electron beam more effectively as fewer electrons are lost outside the useful beam, which, in turn, simplifies collimation. used. The approximate size and location of the effective electron source, as defined in Section 3.2.4, are also indkated (Svensson and Brahme, 1976; Brahme, 1977) . The broken line indicates the distribution of the fluence in the absence of the collimator whereas the solid line shows the distribution of the fluence with the collimator. The choice of material for the scattering foils and its thickness is of importance because they affect the amount of energy degradation obtained in the final therapeutic beam. Generally, the foil thickness is chosen to give a certain mean square angle of scattering of the tran~51nitted electrons which will produce a beanl of sufficient uniformity. Radiative and collision energy losses and increases in the electron energy spread also result from the use of foils. The amount of each such factor per unit mean square scattering angle is given in Fig. 3 .5 as a function of the atomic number, Z, oithe foil for 20 MeV electrons. Values for dE co1 /d6l 2 and dE rad /d6l 2 are the quotients of the 20 MeV values in Table 2 .2 to those in Table 2 .6, and those in Table 2 .4 to those in Table 2 .6, respectively, for each value of Z. dEtoJd e 2 is the sum of these two values for each value of Z. Determination of d reot! de 2 is based on the theory of Landau (1944) . The radiative energy loss per mean square scattering angle St.RYS pl'Rct.ically const.ant. independent of the atomic number of the scattering foil, but the most probable energy loss and the energy straggling increase rapidly when low atomic number materials are used. The bremsstrahlung contamination will stay roughly constant under these conditions but the practical range and therapeutic range (see Section 6.4.3) will increase with increasing atomic number as the most probable energy loss and the energy straggling decrease (Gund and Schittenhelm, 1953; Loevinger et al., 1961; Brahme and Svensson, 1979) ; compare also 
Beam Collimation
The primary function of the electron collimator is to limit the size of the flattened electron beam and thus to protect tissues outside the target volume from irradiation. Some collimator designs, particularly of the early cone or tube type, as shown in Fig. 3 .0 a and b (Decken et al., 1956; Wideroe, 1959; Loevinger et al., 1961; Beattie et al., 1962; Ward, 1964; Bradshaw and Maysent, 1964; Dahler, 1965) , also have a secondary function as they often act as a source of scattered electrons which may improve the flattening of the beam near the surface ( Fig. 3.7 ). For this type of collimator, the flattening of the beam can vary considerably with the field size and distance from the end of the collimator because a fraction of the real electron source is distributed along the colliluatOl" walls (:see ALuu-Manduur WId Hw-der, 1975 ).
Due to the broad angular distribution of the wall-scattered electrons, the point of maximum absorbed dose will hp. ~hiftp.d clo~p.l' to thp. ~l1rfacp. Rnr1 thp. do~p. grRdip.nt and therapeutic range of the beam will be decreased compared to a monodirectional beam (see Section 3.2.4.4 and Fig. 3.11 ). This has led to the development of plate or diaphragm collimators (Figs. 3.1 and 3.6c), with which the contribution of wall-scattered electrons is reduced considerably (Svensson and Hettinger, 1967; Svensson, 1971; Almond, 1975; Goede et al., 1977; van der Laarse et al., 1978) .
Some of these diaphragm type collimators have also been designed to allow cont.inuously-adjust.able field sizes (Robinson and McDougall, 1966; Briot et al., 1973; Bjarngard et al., 1976; Brahme, 1977; Brahme and Svensson, 1979) . Generally, the collimation of an electron beam cannot be treated simply as a ray-geometrical problem due to the considerable influence of air and, sometimes, also collimator wall scattering, particularly .at energies below about 15 MeV. This is clearly seen in Fig. 2 .11, where the measured electron fluence from an almost point monodirectional and monoenergetic electron beam is shown when passing through air of normal temperature and pressure. It is clear that the With the distal edges of the collimators farther apart than in (a), the isodose lines are pulled in from the field edge, resulting in more dose in the center ofthe field than towards the edge. (c) With the distal edges of the collimator closer together than in (a), too many electrons are scattered from the distal part of the coUimator into the field, adding significantly to the dose around the edge and resulting in "hot spots" (Almond, 1975; see also Bradshaw and Maysent, 1964) .
width of the beam increases very rapidly due to the accumulated scattering interactions in the air. The root mean square radius at 6 MeV is almost 10 cm after only 1 meter of travel. A broad electron beam must, therefore, be collimated close to the irradiated surface and the beam cross-section should be significantly larger than that of the geometric beam in order to obtain a balance at the edge of the beam between electrons scattered into and out of the beam.
This phenomenon is further illustrated in Fig. 3 .S. A constant fluence 6-Me V beam with a 16-cm radius at a distance of 100 cm from the source is desired. Two conditions are considered. In the first condition, a collinlator is placed with itslilllitillg t:dges Ull the stl'aight 
., Here the dot-dash curve indicates the fluence profile at 100 em from the source when an aperture limits the electron beam to the straight dot-dash line from the source to a lateral distance of 16 cm at 100 em from the source. A reduction of fluence by 50% at a lateral distance of 16 cm is obtained for this situation. The solid curve in the insert corresponds to the situation tor the solid curve from the source to the 16 cm lateral position. Apertures edges should be located on this solid curve to reduce the fluence of the beam at 100 cm by 5%. The lateral scale is different from the vertical scale (Brahme, 1977) . dot-dash line labeled 50%. In Fig. 3 .S one of the limiting apertures is located at a distance of 50 em from the source and this aperture has an 8-cm radius. The inserted drawing indicates the relative fluence as a function of distance from the central axis at the distance of 100 cm from the source. The dot-dashed line in that insert gives the relative fluence (beam profile) for the limiting aperture for this condition. It is seen that the. electrons scattered out of the beam produce a marked reduction in the fluence from about 10-16 cm from the central axis of the beam. At a radial distance of 16 cm, the fluence is reduced to about 50% of its value on the central axis.
For the second situation, the limiting edges of the apertures are placed on the solid curve (labeled '5%) at: any distance from the source. Now electrons scattered in the space between the straight dot-dashed line (labeled 50%) and the solid line (labeled 5%) contribute to the fluence in the region at a lateral distance of 16 cm from the beam axis. The solid line in the inserted figure gives the fluence (beam profile) for the condition as a function of distance from a central axis. It is seen that the relative fluence is only 5% smaller at a radial distance of 16 cm than that at a lateral distance of from 0to, perhaps, 10-or 12-cm distance.
These relative fluence curves were calculated using the small angle approximation for the electron fluence (Brahlne, 1977 ; see also Sections 2.5 and 2.6). It iaseen that in order to keep the dose reduction below 5%, the real beam cross-section at the aperture must be as much as 5 cm wider than the geometric beam at an energy of6 MeV.
The locus of optimum electron beam collimation in the above sense is also indicated in Fig. 3 .1 together with a collimator design according to Fig. 3 .6 c, which will introduce a minimum of collimator-scattered electrons into the beam. Thus, in this type of collimator, the air is an integral part of the collimator system and scatters nearly the right amount of electrons back into the beam. Most of the beam -limiting apertures are placed in the beam penumbra (see the collimator plate in Fig. 3 .8) where the electron fiuence, and thus, the production of scattered electrons, is relatively small.
The choice of material for the collimator plates will have a considerable influence on the quality of the resultant therapeutic beam. The necessary thickness of a lead shielding and collimating plate was investigated by Giarratano et ale (1975) . If, instead, a low atomic number material is used to minimize the bremsstrahlung production in the collimator, a considerable contamination by low energy electrons is obtained. This is because a much wider region near the edge of the source side of a low density collimator is hit by primary electrons, which are not stopped, but instead scattered back into the beam through the edge of the collimator (Lax and Brahme, 1980) . There is, thus, an optimum material-osmium (Z = 76, p = 22.48 g cm -3) that minimizes contamination of the beam by low-energy electrons produced by "out scattering" through the collimator edge.
The mean energy of those electrons scattered from the collimator back into the electron beam can be as low as 40% of the incident mean energy so that they will give rise to shallow "hot spots" along the edges of the field ( Fig. 3 .7c). These low energy electrons are particularly significant at small field sizes, and they are probably responsible for the increase in average stopping power ratio near the surface in some clinical beams (e.g., at 20 . and 30 MeV in Fig. 4.11 ). However. their influence can be reduced considerably by using a high density material lining on the collimator edge ( Fig. 3.6c ). In the range. 10-20 MeV, the "hot spots" are reduced by almost a power of ten by adding a 1-mm tungsten foil at the edge of an aluminum collimator (Lax and Brahme, 1980).
Irradiation Geometry Parameters
The characteristics of the initial electron beam delivered by the accelerator and the beam optical syst.em, as well as the multiple scattering in all materials in and along the beam, determine the lateral and angular spread of the electron beam incident on the patient or phantom surface. A unified description of the whole irradiation geometry can generally be achieved by stating just three parameters. The most practical set of parameters contains the position, size and angular spread of that effective electron source which, when placed in a vacuum, would produce the same electron fluence at the patient or phantom surface as the real beam.
The location of the effective electron source (Section 3.2.4.2) or the virtual point source (Section 3.2.4.3) is of importance when the change in dose rate with the collimator-to-phantom distance has to be calculated, or when depth-dose curves have to be transferred from one effective source-surface distance to another (see Section 6.4.3.3). The size of the effective electron source is of major importance when the collimation geometry is analyzed because a large electron source will produce a much larger amount of wide-angle collimator-scattered electrons than will a small source. Such a larger electron source will also produce a broader angular spread at the irradiated surface. The widened angular distribution can have a substantial influence on the shape of the depth-dose curve (see Section 3.2.4.6) and on the width of the penumbra region (see Section 6.5.4). The angular spread of the effective source or the radial spread of the whole non-collimated beam is a measure of the uniformity of the dose distribution and· can be used as a complement to the experimentally determined uniformity index (see NACP, 1980) . In the following subsections, the discussion of the relationships between the different geometric beam parameters is based largely on the multiple scattering formalism of Sections 2.5 and 2.6.
3.2.4.1 Three-parameter Description of the Beam. The combined lateral and angular distribution of the electron beam at the surface of the patient or phantom (z = 0), neglecting the lateral cut-off by the collimating system, can, for most purposes, be well described by the Fermi-Eyges distribution of the fluence differential in angle (Eq. 2.38). The three parameters of this function are, the lateral and angular variances, r 2 (0) and e 2 (0), and the covariance re(O), evaluated at the phantom surface, z = O. These parameters can either be measured experimentally or can be calculated from the three transport integrals (Eqs. 2.34, 2.37, and 2.39 or Table 3 .1), based on the characteristics of the initial electron beam (specified by the same set of parameters) and its multiple scattering in scattering foils, air, etc. In this approximation, only three independent parameters are thus needed to fully· describe the spatial extension of a circularly symmetric beam. As mentioned in connection with Eq. 2.38, the fluence differential in ::mgh~ hj:)R eon~tj:)nt values on ellipses in the two-dimensional x, ex plane of phase space (see also Section 3.2.1), For a clinical electron beam, this ellipse has been plotted in Fig. 3 .9 by connecting all points at which the value of the fluence differential in angle has decreased to lie of its value on the central axis in the forward di-
The phase~space ellipse of a clinical electron beam. The dlipse shown connects all points in phase space where the fluence differential in angle has decreased to 1/e (therms width for a Gaussian beam) of its value in the forward direction on the central axis (see Eq. 2.38) . It is clearly seen that the angular spread at the central axis (x 0) is only a small fraction of that of the whole beam, because the most probable direction of motion outside the central axis, ex,p, is inclined to the z -axis. The profile of the fluence differential in angle at a point x in the first quadrant is inserted for clarification. The actual numerical values of this beam are taken from the numerical illustration in Section 3.2.4.4.
rection (x = 0, ex = 0). The maximal extension of this ellipse projected on the x and ex directions, therefore, Table 3 .1). The mew! 1:i4uare angular spread (19r) and radial spread (rr) of the initial electron beam are also shown. The distance to the virtual point source is Svir. The distances to the primary foil '(p) and secondary foil (s) are also indicated.
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determines the rms radial and angular deviations, .Jr"2(O) and .Je2(O), respectively. The angular spread at some point in the beam, for example at the central axis, is much more important for dosimetry (see Section 3.2.4.6) than the mean square angular spread of the whole beam, e 2 (0). For the center of the beam (x = 0), the mean square angular spread, 91, is given by
as can be derived from Eq. 2.38. In agreement with Eq. 3.2, Fig. 3 .9 shows that the angular spread at the beam center is considerably smaller than e 2(0). Figure 3 .9 also illustrates that the same is true for each single point x ~ O. In fact, a more detailed analy~i~ of Ell. 2.38 shows that exactly the same mean square angular spread ( e ~)
is also obtained at other points in the beam. However, t.hA mogt, proha hIe dirAction of motion is no longer along the central axis of the beam but at an angle 5 . Another relevant parameter that can be used to describe the beam is the tilt angle, ll', of the phase space ellipse as defined in Fig. 3 .9. The further away from the waist of the beam the more inclined is the ellipse (see also Fig. 3 .2) and the larger is the angle a!>.
In conclusion, the three parameters r 2 (O), e 2(0), and r e(O) characterize the incident beam within the limits of the Fermi-Eyges description. This description is valid when the initial beam can be characterized by the same set of parameters and when the beam is only influenced by small-angle multiple scattering. In the schematic drawing of the beam geometry encountered with essenti ally a dual scattering foil system ( Fig. 3 .10), some of these parameters are illustrated.
3.2.4.2 The Effective Extended Electron Source. In the presence of the various scattering materials which modify the lateral and angular distribution of an elec-The most probable direction of motion is given by ~,p = x • r e (O)/~(O) which shows that r e (0) is really 8 measure ofthe mean inclination of electrons outside the central axis. The greater the distance x from the central axis of the beam and the larger the covariance, re (0), the more inclined is the most probable direction of motion of the electrons for a given radial spread (see also Fig. 3 .9), The ~istance to the mean center of divergence is thus given by xl ex,p = r 2 (O);re (0). 6 The tilt angle, a, of the main axis of the ellipse is given by the relationship 2 2r8 (0) tan a = =---:.,..;,.,....-
where the numerical values of r and e should be in the units chosen for the phase space diagram. A zero value of the covariam;t:: r e '(O), therefore, means that the ellipse is not tilted, which is the case when the angular distribution at each point of the beam is symmetrical with respect to the direction of the beam axis. tron beam, it is possible to define an effective extended electron source. This source, when placed in vacuum at some distance S eff from the phantom surface (z = 0), produces exactly the same electron fluence at z = 0 as the real beam. For practical use, for example in radiotherapy, it is more convenient to specify the electron beam in terms of such an effective radiation source rather than the variances and the covariance of the lateral and angular distribution at the phantom surface. The effective electron source is much less dependent on other parameters of the radiation geometry such as the distance to the phantom and the field size than are the variances and covariances of the distribution at the phantom surface. For a complete description of the effective electron source, four parameters are needed, namely, the location of this source and its lateral and angular variances and the covariance. This implies that at least one of these parameters can be arbitrarily chosen since only three independent parameters are needed to fully describe the beam (see Section 3.2.4.1).
The most natural choice is to locate the effective extended source at a waist of the beam, which is equivalent to assuming the covariance of the effective source to be zero. 6 Another useful approximation is to set the radius of the effective source to zero. However, this choice automatically sets the covariance to zero and thus does not allow an exact fitting to the real beam with regard to the radial variance and the covariance. This approximation is discussed in more detail in Section 3.2.4.3.
Therefore, in order to fully characterize the effective extended electron source, the following parameters are needed: ~rr, the mean square radius of the source, ~ff' the mean square angular spread of the source and Seff, the effective source-to-surface distance. Hy definit.ion. the covariance r Beff == 0, which corresponds to an untilted phase-space ellipse and a symmetric angular distribution at each source point. Because the effective source is assumed to be located in vacuum, the effective angular spread must necessarily be identical to that of the real beam, i.e., e1ff == lf5. The values of Seff and 1=!ff are chosen so that the true beam is represented. The distance Seff from the effective source to the plane z = o is calculated from the transport integral, Eq. 2.39:
The position of the effective electron source is illustrated in Fig. 3 .10. In the present example, with a dual scattering foil system, the effective source is located between the two scattering foils. From Eq. 3.4, it can be concluded that the effective source~to-surface distance will deerease when the amount. of Rcat.t.ering mat.e1'ial near the irradiated surface is increased. It is also ob- Fig. 3 .11. Experimental determination of the influence of energy and field size on the variation of dose with distance, p, from the vac· uum window. Measurements were made between p = 80 cm and p = 130 cm and all curves are normalized at a distance of 100 cm. Straight lines could be fitted to the experimental points. The intercept on the abscissa for a zero value of the ordinate gives approximately the distance between the window and the virtual point source. (a) Field size 5 X 5 cm 2 at 105 cm. (b) Energy 10 MeV. The location of the extrapolated virtual point source, as obtained by extrapolation to the horizontal axis, has a considerable dependence on the energy and the field size of the beam (Briot and Dutreix, 1976) . served that at low electron energies, when the scattering power of air is appreciable, the position of the effective electron source will move somewhat towards the plane z "'" 0 when the collimator-surface distance is increased. Eq. 3.4 shows, together with Eq. 3.3, that seff depends on the tilt angle 6 of the phase space ellipse representing the incident beam. For rO(O) = 0, one has Seff = 0, i.e., the effective electron source lies in the plane z = O. The size parameter, ~ff, of the effective source is calculated from the transport integral for r2(0) (Eq. 2.37), i.e., from
WIth eff,' r eff an Seff as given above, one obtains
which shows that the effective source is smaller than
By comparison of Eqs. 3.2 and 3.5 it is observed
The mean square scattering angle of the electrons at the (!enter of the beam is thus only a fraction of the average value for the whole beam. The fraction is given by the ratio of the mean square radius of the effective electron liource to the mean aquare radius of the whole beam. It can thus be concluded that it is of importance to have an electron beam with an effective electron source as small as possible in order not to broaden the angular distribution of the electrons at the irradiated surface because this will degrade the depth-dose curve (see Fig.   3 .12).
The formalism necessary to calculate the properties of the effective electron source is summarized in Table  3 .1. According to the general expressions for the parameters r 2 (0), 8 2 (0), and r8 (0), the three transport integrals (see Eqs. 2.34, 2.37, and 2.39) have to be taken from a point just inside the window through which the initial beam leaves the vacuum (u. = -pin the geometry of Fig. 3 .10) and to be extended downstream to the plane z = O. When the location of the effective source for the beam at a given depth z in the phantom is of 1 is a clinical beam using a thin scattering foil near the exit window of the accelerator tube. For curves Nos. 2 and 3, a O.2-mm lead foil has been added so that the energy distributions are practically the same. However, the angular spread for curve No.3 is much wider, which decreases the depth of the dose maximum, the therapeutic range (R85), the dose gradient and the practical range. The dose distribution with the tube collimator (No.4) is, in many respects, similar to that of curve No. 3 and is, therefore, not plotted separately (Brahme, 1978) .
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interest, e.g., for dose planning with inhomogeneities, it is obtained simply by extending the range of integration down to that depth.
The last column of Table 3 .1 is valid for the special case of a beam with a primary and a secondary scatterer and air (a volume scatterer) in the geometry of Fig. 3 .10 as is further discussed in Section 3.2.4.4.
3.2.4.3 The Virtual Point-Source. For the purpose of treatment planning (see Sections 7.3 and 7.4) or range measurement (see Section 3.3.2.3), it is desirable to represent, by approximate methods if necessary, the actual electron beam by a beam from a point 50urce in vacuum, so that correction formulae based on the inverse square law can be applied. This source may be called the virtual point source (Pohlit, 1965) .
Since a point source produces an incident beam represented by a phase space ellipse contracted to an inclined straight line, a point source cannot exactly represent the actual electron beam. In the cases where the effective electron source is small (i.e., when r;;; « r 2 (0», the virtual point source is, however, a good ap~ proximation. This situation can be realized at high beam energies, because the influence of the air and monitor chambers, etc. may be small, particularly if the distance between the scattering foil and the phantom surface is large.
In order to get the best possible fit to the geometrical shape of the real beam, the virtual point source should be chosen so that the radial variance and the covariance of the beams have the same value at the phantom surface. This means that the virtual point source distance, Svir, and mean square angular spread, ~in should be chosen to satisfy Eqs. 2.37 and 2.39 (i.e., r 2 (0) = ~r s~r and r8(0) = B;ir Svir) since the approximation that s~r is assumed to be zero automatically implies that r eVir is zero due to the properties of a point source. From these two equalities, the distance to the virtual point source is directly obtained as i=2(0)
The angular spread of the virtual point source similarly 
,2(0) i "oquences for the exp.erimental determination of the virtual point source (see Section 3.2.4.5).
The position of the virtual point source is illustrated in Fig. 3.10 . The distance 8 m is generally larger than Seff.
As with the effective electron source, the virtual point source is frequently located between the two scattering foils, if there are two.
3.2.4.4 Application to a Simplified Geometry. The concepts of effective electron source and virtual point source will here be applied to a practical situation with two discrete scattering layers and a distributed volume scatterer in a geometry given by Fig. 3.10 . The primary scattering layer produces the angular spread, B], due to multiple scattering in the vacuum window and the primary scattering foil (see Fig. 3 .1), since these are normally located fairly close together. Additional to this is the angular spread, er, of the initial electron beam. The second layer could represent, to a reasonable approximation, the increase in mean square scattering angle, 0;, produced in the transmission monitor, mirror and possible secondary scattering foil, because· these components are also often placed close together (see Fig.  3 .1). The third contribution, ~,represents the influence of the surrounding air volume which acts as a distributed volume scatterer. Under the above simplified assumptions, the expressions for the effective sourcesurface distance, the effective source size, the effective angular spread and the angular spread in the center of the beam are given in Table 3 .1. The expressions in the last column of Table 3 .1 show that the virtual electron source is placed somewhere between the two scattering layers. It is closer to the second layer when that layer's contribution to the mean square scattering angle is increased. It may be seen that the effective source size and the angular spread in the center of the beam can increase considera.bly if the mean square scattering angles are large and the distance be~ tween the layers is large. From the expressions for r;;
and ~ it follows that the angular spread of the initial electron beam and that produced in the primary foil will have no first order influence on these parameters. Instead, the volume scatterer (air) and the secondary foil are the principal contributors to r;[f, ~ and to obliquely scattered electrons. At low energies, and when p -s « p (small distance between scattering foils or when only a single foil is used) the volume scatterer can even become the predominant contributor. These influences on r;ff and ~ show that all scattering materials in the downstream part of the beam are responsible for a large part of the deterioration of the beam quality (see Section 3.2.4.6).
If the thickness of the secondary scatterer is not uniform, the relationships in To give a numerical illustration of the influence of the scattering materials in an electron beam, the following fairly realistic data for a 10 MeV beam are assumed (see Fig. 3 .10): Initial beam: er : : : 0.002 rad 2 (e rms ~ 2.5°) and rr = 0.1 cm 2 (rrms ~ 0.3 cm); primary foil: 0.1 mm of lead, p = 100 cm; secondary foil: 1 mm of aluminum (made up, for example, of the transmission monitor walls and the secondary scattering foil), s = 80 cm; volume scatterer: 100 em of air. From these values and the scattering power data from Table 2 .6, the mean square scattering angles of the three scattering materials are obtained: ~ = lp-T/p= 0.01 em X 11.35 g cm-3 X 0.542 rad 2 cm 2 g-l ::: 0.0615 rad 2 e; = 0.1 cm X 2.7 g cm-3 X 0.116 rad 2 cm 2 g-l ::: 0.0313 rad 2 ~ ::: 100 em X 1.2 10-3 g cm-3 X 0.0698 rad 2 cm 2 g-l ::: 0.0084 rad 2 The mean square angular spread of the whole beam (which is equal to that of the effective electron source) considerably less than the value for the whole beam. The resUltant clinical electron beam is further described by its phase~space ellipse in Fig. 3 .9.
It should be pointed out that the analysis in Sections 3.2.4.1 to 3.2.4.4 holds strictly only for non-collimated electron beams of Gaussian cross-section. However, the general form of the results is also approximately valid for collimated, nearly uniform beams if the opening angle of the collimator, as viewed from the source, is used instead of (~) recommended that a method should be used which simulates, as closely as possible, the situation in which the determined parameter is later going to be used. e.g., in clinical practice. When, therefore, the source-surface dIstance is to be determined experimentally so that the dose rate can be corrected for the air space between the collimator and the patient, it is advisable to use the actual measured dose-rate variation with the distance in air between the end of the collimator and the patient (Briot and Dutreix, 1976; Khan et al., 1978) . Experimental results from such measurements are shown in Fig. 3 .11. The position of the virtual point source can be estimat.ed from t.he dose-rat.e reduct.ion with distance.
The virtual source-to-surface distance can be seen to decrease with decreasing energy and field size, in general agreement with theoretical relations given for the effective source in Table 3 .1. These results may also be used for comparison with the multiple scattering theory because this theory gives a good description of the variation of the planar fluence differential in angle and, consequently, of the absorbed dose with the distance along the beam. According to Eq. 2.36, the dose at the central axis of an uncollimated electron beam should, therefore, decrease in a manner that is inversely proportional to the mean square radial spread, r 2 (z). By inserting the parameters of the effective extended electron source in Eq. 2.37, the mean square radial spread may be expressed as r 2 (z) = r;" + 81ft6;ff, which shows that the simple inverse square law is not strictly valid for extended electron sources unless ""i-frrj e ~ff« S~ff' If, instead, the parameters of the virtual point source are used in Eq. 2.37, r 2 (z) becomes simply e ~r • S;ir' The distance to the virtual point source should, therefore, be used in expressions of the inverse square law type (see Eqs. 3.9 and 7.2) in order to take the extension of the effective electron source into account in an approximate manner. Note that multiple scattering in air produces slight changes in r;;, e ~ff and the position of the effective source. The experimental finding (see Fig. 3 .11) that the dose rate on the beam axis decreases with the inverse square of the distance from some virtual point source is, therefore, due to the combined influences of air scattering and an extended effective source. This explains why the curves in Fig.  3 .11 are surprisingly linear, even for low energies and small field sizes, and cross the abscissa downstream from the vacuum window. When accurate results over a larger interval are needed, the basic expressions in Eqs. 2.36 and 2.37 should be used.
A number of other experimental techniques have been used to determine the position of the virtual electron source. Pohlit (1965) used the image of a grid of wires projected by the electron beam on to a photographic film to determine the position of the electron source in three dimensions (see ICRU, 1972) . However, this method i5 only applicable when the size of the effective source is so small that a readable shadow is obtained from the wires. The method is, therefore, useful at higher energies beyond about 15 MeV. In principle. this method determines the mean center of divergence (see footnote 5). However, according to the analysis in Section 3.2.4.3, this center exactly coincides with the virtual point source. Therefore, SViI determined by the wire-grid method could, at least at high energies, be used to approximate the variation of dose rate with distance from the accelerator. Schroder- Babo and Harder (1981) further developed Pohlit's method by using a multipinhole with, e.g., five double-conical holes in a metal plate. From t.he projection of the holes on a film, ahont 15 cm behind the pinhole plate, the location of the virtual electron source can be readily determined.
The variation of field size with distance from the end of the collimator (Fehrentz et al., 1976 and Khan et al., 1978) is sometimes used for determination of the virtual point source, but this method should be used with care when the effective source size is large, because it is strictly only a field size determination. Furthermore, these methods can be influenced by the varying contribution of electrons scattered from the collimator end plate (see Fig. 3 .7 and Section 3.2.3). Another systematic error of this method can arise from the fact that the full width at half maximum of the transverse dose distribution increases in a nonlinear fashion with depth. According to Eq. 2.41, this is the case for field sizes (2a X 2b) and depths for which a b erf-· erf--< 1. rrms rrms.
It should also be pointed out that in betatrons and other accelerators, where the beam optical properties of the initial electron beam are different in two orthogonal directions (parallel and perpendicular to the orbital plane, see Section 3.2.1), different virtual source-surface distances can be obtained in the two planes. When this is the case, the dose rate variation will no longer be of the simple inverse square law type (see Eq. 3.18 below), but becomes instead Dd = where Svir, I I is the virtual source distance in the orbital plane, Svir ..L is the virtual source distance in the plane perpendidular to the orbital plane, and Dd is the absorbed dose rate at a distance d from the normal treatment distance where the absorbed dose rate is Do.
The effective source size and angular spread at a point in the beam are more difficult to determine experimentally. One possibility is to measure the distribution ()f electrons transmitted through a narrow pinhole camera (Lax and Brahme, 1980) . However, it is essential t.hat the pinhole aperture be in a material of high density like tungsten or gold to minimize the contribution from aperture scattered electrons.
3 This results in a decreased practical range because the mean angle of incidence of the electrons is increased (see ~q. 3.5). For hi~h electron energies, the reduced prac-tlCal range, R p , can be estimated from (Brahme 1978) ,
where Rp i~ th~ practical range in a plane parallel beam of normal lncldence. The loss in therapeutic range is even larger than that given by this correction factor because the electrons reach a state of full diffusion more quickly when they already have a wide angular spread a~ the surface. For the same reason, the surface dose is hlgher as the dose build-up is mainly due to the increase in o~1iquity of the electrons as t.hey pAnetrate into the medIum (see Eq. 2.42).
The above results, therefore, explain why collimators of the tube type illustrated in Fig. 3.6a and b and insert NQ. 4 of Fig. 3 .12 produce depth-dose distributions with a small therapeutic range and a high surface dose.
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3.3 Energy
Energy Parameters
The dosimetric properties of clinical electron beams depend significantly on the electron fluence spectrum differential in energy, PE' In some situations, it is sufficient to characterize PE with one energy parameter, but in many cases, two or more parameters are needed. The following energy parameters, defined in Section 2.4.2, are in current use: the maximum energy, E max , the most ~robable energy, E p , the mean energy, E, and the full WIdth of the energy distribution at half maximum r. Some or all of these parameters are needed de~ pending on the situation. Indices a, i, 0, or z are us~d to indicate if the energy is .specified for the intrinsic accelerator beam (a), for the initial electron beam at the inner side of the vacuum window of the beam transport system (i), for the beam at the surface of the phantom or the patient (0) or, at a depth inside the phantom or the patient (z). It should be pointed out that the energy distribution of the intrinsic accelerator beam can differ from that of the initial electron beam when vacuum windows and slits (see Fig. 3!.1) are used in the beam transport system~ Therefore, the initial electron beam (i), delivered to the treatment head is generally the most relevant in clinical applications. 7 3.3.1.1 Energy Distribution of the Intrinsic Accelerator Beam and the Initial Electron Beam. The distribution of electrons in energy before passing through possible beam handling systems depends on the type of RccAlerator and the method of injection and extraction. Generally, the energy distribution of the intrinsic accelerator beam is very narrow for be.tatrons, ra < 20 keV (Goldwasser et ai., 1952) , and mlCrotrons ra < 40 keV (Brahme et at., 1975) . It is broader for linear accelerators, particularly of the standing wave type, where ra is about 10% of the most probable energy, Ep,a, and lh~ tTavelling wave type, where ra is about 5% (Dolphin et ai., 1959; Telford et al., 1967; Wessels et al., 1979) . The energy spread of some linear accelerators is reduced in t.he heam handling system, for instance, by a slit system in combination with a bending magnet (Brown, 1956; Aucouturier et al., 1970) . This will normally increase the mean energy and decrease the energy spread of the initial electron beam compared to that of the intrinsic accelerator beam but it usually leaves the most probable energy uncha~ged.
Other beam handling systems are specially designed to accept quite large energy variations (e.g., the 270 0 achromatic deflection system, see Fig. 3.3c ), making the energy distribution of the initial electron beam and the intrinsic accelerator beam practically equal. Information on bending magnets for medical electron linear accelerators is given by Karzmark and Pering (1973) .
It has already been shown that the difference in the amount of energy spread of the intrinsic accelerator beams from different accelerators may influence the shape of the depth-dose curve (Lillicrap and Rosenbloom, 1972; Brahme and Svensson, 1976a, 1979) . A description of the initial electron beam ought, therefore, to include at least one of the energy parameters, Ep,h or E max,h together with the energy spread 11 (Fig.   3 .13).
Energy Distribution at the Phantom
Surface. Energy losses of the electrons in matter between the inner surface of the vacuum window and the patient shift the energy distribution to lower energies, and energy loss fluctuations broaden the energy spectrwn ( Fig. 3.13 ). The energy parameters at the phantom surface can be evaluated from the energy parameters of the initial electron beam if the atomic compositions and thicknesses of the materials in the beam are known and vice versa. Ep,u is obtained by subtracting from Ep,1 the most probable energy loss in the layers of matter traversed by the beam. Since the most probable energy loss in layer n is fairly well approximated by the mean collisional energy loss, (AE)col,n, in layer n (see Section 2.4.2), the relation Ep,o = Ep,1 -~(AE)col,n (3.11)
is often used as an approximation to obtain Ep,o.
Eo can be obtained from Ei by subtracting the total mean energy losses in the intervening material layers (3.12) where (~Ehot,n is the mean total energy loss in layer n, i.e., the sum of collision and radiative energy losses. In Eq. 3.12, the filtration of the low-energy region of the electron spectrum by electron scattering in the air volume has not been considered. This filtration is due to the rapid increase of the scauering puwer with decreasing electron energy, which results in a large nwnber of low-energy electrons disappearing out of the beam and then being stopped by the collimator (Brahme, 1977) . In some accelerator-beam geometries, this effect is not present as these low-energy electrons are scattered from the collimator walls back into the beam. Equation 3.12 is, therefore, approximate, but its accuracy is sufficient for most dosimetric purposes in the calibration of electron therapy beams. Emax,o may be estimated from (3.13) which should be regarded only as a lower limit for Emax,o because some electrons will suffer lower energy losses than ~Ecol.
The energy spread at the phantom surface, ro, i5 made up of several contributions and can be estimated from the relationship (Brahme and Svensson, 1976a, 1979) ( 3.14) where When a radiotherapeutic irradiation procedure is reported, the energy at the phantom surface should be given; Ep,o is usually used, as this quantity is simple to measure from the energy-range relationships. Therefore, for uniformity, Ep.o is recommended for use in the specification of depth-dose and isodose curves. When the deep penetration of an electron beam is to be specified in more detail, it is not sufficient to use a single paralIl~Ler lik~ Ep,o b~cau~e the slupe uf the dept.h-dul:Se curve may vary considerably for a given Ep,o. The most probable energy at the surface must be complemented by the therapeutic range, Rt, i.e., the useful range of depths for radiation treatment by the beam, which is related to a certain absorbed dose level (see Section 6.4).
Alternatively, ro or Eo may be used as they, together with Ep,o, can be used to estimate R t (see Section 6.4).
In dosimetry, the energy dependent calibration factors are generally best related to the mean energy. For thi~ pUl'pORP., thp. mp..An p.np.rgy at. t.he sl1rface, R o • is mogt. useful because it can be used to calculate the mean energy, E z , at the depth of interest in the phantom (see Eq.
2.28), where dosimetric measurements are to be carried out. As dosimetric constants often are slowly varying functions of the energy, it is sometimes sufficient to estimate E'l by Ep,z, i.e., by the most probable energy at the depth z (see Section 6.3.2.1); Ep,z can be calculated from Ep,Q. It is often convenient to give a single accelerator energy parameter at the console of the accelerator facility. A parameter indicating the energy of the iriitial electron beam, e.g., Ep,h is often convenient to use as this quantity is independent of the choice of scattering foil. Wh~n the scattering foil Call be varied fur a given setting of the accelerator energy, different values of Ep,o and Eo are obtained for the same accelerator energy setting. depth distributions even if the most probable energy at the surface is the same (see Fig. 3.14) , due to differences in other energy parameters. For example, a large energy spread will result in a low dose gradient of the decreas~ ing part of the depth dose curve (see Section 6) because the energy spread in the beam results in a spread of penetration in the phantom. Differences in the energy distribution may appear even in the initial electron beam (see Section 3.3.1.1), and these can be increased further oUP' t.o p.nel'gy np.grsuiat.ion in thp. matP.riAI~ in the beam {e.g., in scattering foils) and outside the beam (by collimators). The collimator may give a considerable low-energy contribution, which may degrade both the reference-axis depth versus absorbed-dose relationship and the uniformity of the beam, particularly, at small field sizes. Well constructed collimators will reduce this low-energy contamination (Section 3.2.3) . The combined influence of the angular and energy spread on the absorbed-dose distribution is described in Section 6.
Determination of Electron Energy
The general methods used to measure spectra of fligh-el1ergy electrons are the magnetic :spectrometer (see Siegbahn, 1965) and the total-absorption scintillation spectrometer (see, for example, Feist et al., 1968) having energy resolutions of about 0.1 and 5%, respectively. For electrons below a few MeV, the semiconductor detector may be used as a total-absorption spectrometer with energy resolution of the order of 1%. At electron energies lower than 0.1 MeV, the electrostatic analyser is the method used currently to measure electron spectra.
Energy parameters of the beam can also be measured from thresholds for nuclear reactions (3.3.2.1) or for emission of Cerenkov radiation (3.3.2.2). In dosimetric procedures used for calibration of radiation treatment beams, empirical range-energy relationships are sufficient. A value of ro can be estimated from a measurement of the normalized dose gradient under standardized conditions, as shown by Brahme and Svensson (1979) . In Section 3.3.1 it is shown that the energy parameters at the accelerator window and at the phantom surface are related by simple equations, and in Section 2.4.2 that the energy parameters at the phantom surface are related to parameters at a depth in the phantom. Measurement of one energy parameter is. therefore. often sufficient for input in the calculation of other parameters of interest; for example, Ep,o can be determined from the range-energy relation and Ep,i calculated from Eq. 3.11, or Ep,z from Eqs. 2.25 to 2.27 (see Fig. 3.13 ).
Nuclear Reaction Thresholds. The in-
teraction of a photon or electron with an aton~ic nucleus can result in the emission of one or more nucleons and the creation of a radioactive nucleus. The nuclear reaction can be detected through the decay of this nucleus. The energy threshold, Eth' for a nuclear reaction is given, approximately, by the difference between the rest energy of the target nucleus and that of the residual nucleus and the emitted nucleon(s). By careful evaluation of mass spectroscopic data and of nuclear reaction energies (Everling et al., 1960; Mattauch et al., 1965; Wapstra and Gave, 1971; Lederer and Shirley, 1978) , the rest energies of many nuclei are known to a very high accuracy. For large threshold energies, a correction term, E~h/2mTc2, (where mT is the mass of the target nucleus) becomes important and should be added to E th. Such threshold values can then be used to determine the maximum energy of a photon or electron beam (Bendel et al., 1958; Geller et al., 1960; LanzI, 1969) .
In a sample irradiated with electrons of energy exceeding E th , nuclear reactions are induced either directly by the electrulls [e.g., Ly Lhe (e, e'u) 1"etl.cLiull] or by the bremsstrahlung photons produced in the sample [e.g., by the (,)",n) reaction]. The relative contributions of thP.RP. pror.ep.ses t.o t.he reaction rat.e depend on the electron energy, and on the atomic number and thickness of the sample. Both reactions, however, have the same energy threshold, and it is not necessary to eliminate one or the other in measurements of the electron energy.
The electron beam incident on the activation sample may be contaminated with bremsstrahlung from the accelerator window and also, in some accelerators, from the foils and other materials in the beam. The maximum energy of photons generated in the window can be a few Me V higher than the maximum electron energy at the activation sample due to the energy losses of electrons in the intervening materials (Svensson and Hettinger, 1971) . Thus, it is often the peak energy of these photons, i.e., Emax,h that is determined from (')" ,n) thresholds, rather than the maximum energy of the electrons at the activation sample. However, the central axes of the electron beam and of the beam of photons generated in the accelerator window have different directions for some betatrons because the deflection due to the magnetic field influences the electron beam outside the window. In this case, the (,)",n) threshold measurement 11ltl.y give tI. luwe1" energy than Emax,h as the :suurce uf the photon generation, seen by the activation sample, may be some material between the window and the sample. By rnA king t.hl'p.~ho]cl rnp.AS1.l1l'emp.nt.S1. in rliffp.l'p.nt. pRrt.~ of the beam inside the treatment head, it is possible to determine which energy parameter has been measured. Table 3 .2 contains values of threshold energy for some common materials often used for energy determinations. In addition, abrupt changes of the activation curve ("breaks") are also given. Such "breaks" can be determined when the energy distribution is narrow, but may be missed for a broad distribution. Moreover, the maximum photon and electron energies at the activation sample may differ, as discussed above, giving rise to "apparent breaks." Caution should be exercised, so that a "break" energy is not interpreted as the threshold energy.
The practical procedure requires that a number of identical samples be made from the target material. Each of the samples is irradiated by the same fluence, as indicated by the monitor, but with a different electron energy and the induced radioactivity of each sample is measured. The times for irradiation and for counting, as well as that for sample transfer, are kept constant throughout the experiment. The threshold is indicated by the point at which the net number of counts, i.e., the count rate minus background, falls to zero.
Several ways of increasing the precision of this mea- ., O'Connen et al., 1959 . f Breuer and Pohlit. 1962 . II Alburger, 1972 ground may be reduced by using a scintillation counter with a single channel analyser tuned to the total absorption peak (0.511 MeV). (c) The square root of the net number of counts may be plotted against the reading of the panel energy meter as this will give a nearly straight line which is suitable for extrapolation to zero net counts. The panel meter reading for zero net counts corresponds to the threshold energy (SCRAD 1966 , NACP 1972 . The nuclear activation threshold method is particularly suitable with betatrons because the energy can be varied continuously.
3.3.2.2. Measurement of Cerenkov Emission Threshold. The onset of Cerenkov radiation emission can be used for the determination of the electron energy (von Arx et al., 1970; Svensson, 1970) . For this purpose, a gas-filled tube is positioned lengthwise in the electron beam. A mirror is fixed at the far end of the tube to reflect the Cerenkov photons produced inside the tube through a window mounted on the side wall to a photomultiplier ( Fig. 3.15 ).
The number of Cerenkov photons detected is given by (Frank and Tamm, 1937) : The energy of the electrons is kept constant and the refractive index of the gas is decreased by reducing the gas pressure until no Cerenkov photons are detected ( Fig. 3.16 Fig. 3 .15. Apparatus used for Cerenkov threshold measurements (Svensson, 1970; de Almeida and Almond, 1974b) . The uncertainty due to energy losses in the air is directly proportional to the pressure and tube length. Therefore, in the low energy range, where high pressures are necessary, shorter tubes than the above should be used. can be determined. The kinetic energy of the electrons at the threshold, Eth, follows from the relation
where mec2 is the rest energy of the electron. The refractive indices may vary somewhat over the spectral sensitivity region of the photomultiplier. Liesem and Pohlit (1978) showed that for their experimental set-up, a systematic error of up to 0.3% was obtained in the determination of Eth in the energy range of 20-55 Me V if the variation of n with wavelength was disregarded.
A narrow-band optical filter in front of the multiplier, having maximum transparency in the range of the maximum multiplier sensitivity, could be used, but would decrease the sensitivity of the Cerenkov tube assembly, which might influence the uncertainty. Liesem and Pohlit (1978) gave correction factors to be used for their multiplier in the absence of a. filter.
The light intensity generated by a monoenergetic electron beam increases linearly with the pressure above that of the threshold. P -Pth. for a large pressure range; a departure from linearity of 0.1 % for air at room temperature is obtained at a value of P -Pth of about 250 kPa (Liesem, 1976) . For an electron beam of broad spectral distribution, the Cerenkov light intensity will instead increase faster than linearly as more and more electrons exceed the threshold when the pressure is raised (Fig. 3.16 ). The Cerenkov method could be used in that case as an approximate method for the determination of the relative distribution in energy of the high energy part of the electron spectrum (von Arx et al., 1970) .
The Cerenkov method can be used for the measurement of Emax,o from the determination of the pressure for the onset of Cerenkov radiation. A linear part of the curve is obtained for pressures above that where all of the incident electrons have passed their threshold values. A well-defined point is obtained from the extrapolation of the linear part of the light intensity curve to the background reading ( Fig. 3.16 ). For an electron beam with a broad energy distribution, but without a "tail" of low energy electrons, the extrapolation will give Eo (von Arx, 1970; Liesem et al., 1974) . For this type of distribution, Eo R! Ep,o. Electron beams that have passed through foils or other materials will have an increased r (see Fig. 3 .13) and a low energy tail due to energy straggling and secondary electrons. Such distributions may yield an approximately linear increase of the light intensity at large pressures, as only a small fraction of the tail has an energy sufficient to generate Cerenkov light in the pressure range normally used for extrapolation. The low energy tail may, however, contribute significantly to the reduction of the true mean energy of the electrons, Eo. Svensson (1970) showed experimentally that the energy parameter determined with the Cerenkov extrapolation method in this case was well related to Ep,o because the tail is disregarded. Thus, experiments with and without foils in the beam resulted in differences in the energy closely corresponding to Meol (see Eq. 3.11) . This experiment also explains the very good agreement between the energy, as determined -WI~ 1 0.5 o o Fig. 3.17 . The influence of different variables on the total un~ certainty in the energy when basing the determination on Cerenkov threshold measurements in air. The largest contribution in the lowenergy range is obtained from the energy loss in air. The tube length was relatively short (30 cm) in order to minimize this influence. The total uncertainty was determined by taking the square root of the sum of squares of all the separate uncertainties (modified from Liesem, 1976) . The contribution from water vapor can be eliminated by using dry air. 
3.3.2.3).
Air can be used as the gas in the Cerenkov tube in the energy range between approximately 14 and 50 MeV. The uncertainty increases due to energy loss in the air of the tube at low energies whereas, at high energies, uncertainties are mainly due to the influence of water vapor. The total uncertainty can be estimated from Fig.  3 .17. Other gases can be used at lower and higher energies (Table 3 .3).
The Cerenkov threshold determination method is particularly valuable as the measurements can be made at a constant energy setting of the accelerator; the energy of many clinical accelerators (linear accelerators and microtrons) cannot be varied continuously in a simple way.
3.3.2.3 Range Measurements. Absolute determinations of the kinetic energy of electrons by the use of nuclear reactions or the Cerenkov threshold are rather laborious and need special equipment. There is, however, a much simpler indirect method of energy determination which uses empirical relationships between the kinetic energy and range parameters of the penetration of electrons in various materials. Several range parameters are in common use (Fig. 3.18 ), measured from depth dependence of absorbed dose, ionization or planar fluence curves. Slightly different ranges are obtained from these curves with the largest differences at high energies. The range definitions which follow apply to depth versus absorbed -dose curves, but analogous definitions can be written for ionization and transmission curves (see Section 2.7.3). Range parameters of special importance in describing the quality of an absorbed dose distribution are defined in Section 6.4.3.
The maximum range, R max , is defined as the depth at which extrapolation of the tail of the central-axis depth versus absorbed-dose curve meets the bremsstrahlung background. A linear relationship be-twe~n the electron energy and maximum range measured in PMMA and aluminum at the phantom surface was demonstrated for 10-25 Me V electrons by Breuer et al. (1958) and Pohlit (1965) . The maximum range does not depend on the irradiation geometry, but it has the drawback of not giving a very well-defined measurement point.
The practical range, R p , is defined as the point where the tangent at the steepest point (the inflection point) on the almost straight descending portion of the depth versus absorbed dose curve meets the extrapolated bremsstrahlung backgroundS (Fig. 3.18} .Most measurements of Rp are based on depth-ionization curves determined with gaseous detectors (e.g., Markus, 1961; Nii.sse, 1969; Harder and Schulz, 1972) . Due to the variation of the stopping-power ratio with depth, the practical range determined from depth versus absorbed-dose curves is about 1 mm lar.ger at 30 MeV (Svensson and Hettinger, 1971) for water and tissue equivalent materials than would be so if the stopping power ratio was constant. The difference is even larger at higher energies and for beams contaminated with x rays. For the determination of central axis depth versus ionization or absorbed-dose curves, the methods described in Section 6.4 can be used. In the determination of depth ionization curves, the effective point of measurement (see Section 4.1.3) of the chamber must be (Harder, 1965c; Niisse, 1969) , i.e., (a) using a detector with a diameter larger than the practical range in a beam whose diameter is very small compared to the electron range or (b) using a beam with a diameter larger than the practical range and a detector diameter very small compared to the beam diameter. The beam divergency in geometry b must be corrected for by the inverse square law where Svir is the virtual source-to-phantom surface distance and D~,z is the absorbed dose to the medium (m) at a depth z for the uncorrected curve. Approximate corrections are adequate as Rp is not very sensitive to changes in Svir (see Brahme and Svensson, 1976a) .
The following empirical range and energy relationships. are valid for a broad electron beam incident per-pendICularly on a semi-infinite phantom. Their coefficients are given in Table 3 .4. The range-energy rela-tionshiI? determined by Markus 9 (1961), based on magnetIC spectrometer energy measurements and depth-ionization curves determined in low atomic number materials, is recommended in several national protocols (SCRAD, 1966; DIN, 1976; NACP, 1980) 9 Markus' relation was originally determined in the energy range 3-15 MeV for broad beams with narrow energy distributions (Fa = 1.6%.at 3.2 MeV and 0.6% at 14.2 MeV) as Rpp(Z/A)eff = ki Eo -k2' provl~ed that (Z2/ A)eff < 4 (Markus, 1961; DIN, 1976) . in this equat.lOn, (Z/ A)eff = EiPiZd Aj, where Pi is the fraction by mass of the con~tItuent element of nuclear chargp., Zi and at.omic mass, Ai~ Nu-merIcal values for some commonly used materials are given in Table   3 .5. The value of the physical constants are, hl = 0.285 g cm-2 MeV-l and k2 = 0.137 g cm-2 • (3.19) Equation 3.19 can also be used for aluminum (Katz and Penfold, 1952) but with constants Cl and C2 differing from those for water (Table 3 .4).
The general scaling law of Section 2.8.3 may also be used to calculate the most probable energy from range measurements in an arbitrary material (m). The value of the water-equivalent (w) practical range Rp to be inserted in Eq. 3.19 and al~o in Rq. !t21 hp.low can he estimated from R -R . . Pmfo,w p -.. p,rn l'w'rO.rn.
(3.20)
where fO is the continuous-slowing-down range (Table  2 .5). This relationship is very accurate in low atomic number phantom materials or for materials with (ZI r)rn not too different from that for water, (ZI'r)w' When this is no longer the case, the dependence of ro/ pRp on Z/ 'T has also to be taken into account (compare Fig. 2.22 ) and the simple Eq. 3.20 is not valid. Niisse (1969) and Harder and Schulz (1972) showed that Eo. 3.19 can be used for monoenergetic electrons from a few Me V up to 30 Me V both for aluminum and water, with an uncertainty not exceeding 2%. A nonlinearity caused by the increasing importance of the radiative energy losses is observed beyond about 30 MeV and increases with energy. A modified equation for water which takes this effect into account is TARLR '?.5-Materials for practical range determinations (adapted from DIN 6809, 1976 (1964), between 30 and 60 Me V by Harder and Schultz (1972) , and between 10 and 50 MeV by Brahme et ai. (1980a) .
Equations 3.19 and 3.2110 were originally determined for beams with a very small energy spread. Measurements by Svensson and Hettinger (1971) of Rp from clinical accelerator beams with various energy spectrum widths gave a consistent relationship between the most probable energy at the phantom surface, Ep,o, and the practical range, R p , in agreement, within the uncertainty of measurement, with Markus' equation. 9 Equations 3.19 and 3.21 are, therefore, valid not only for monoenergetic beams, but also for beams with some energy spread, provided the energy distribution is of. the straggling type (see Figs. 2.2; 3.13, and Section 3.3.1.2).
The energy calculated from Rp should thus be very close t.u the lllo~t probable ellel'gy at the surface if the energy spread is produced in foils or other materials in the beam. This is also the case if the energy distribution of the electrons from the accelerator is broad. but of a similar shape to the straggling distribution (Fig. 2.2) , which is the case with most linear accelerators (see Section 3.3.1.1).
The angular spread of the electrons at the phantom surface has not always been taken into account in experimental determinations of the energy-range relationships. From Eq. 3.10 it is obvious that a mean square angular spread (e 2) of only 0.01 radian 2 will decrease the practical range by about 0.5%. The experimental arrangeme·nts of Niisse (1969), who used a broad, slightly divergent beam and. small d.etector with a correction for beam divergence according to Eq. 3.18, and of Harder and Schulz (1972) , who used a broad detector and narrow pencil beam, in effect had a beam of insignificant angular spread, so that the numerical values of the constants of Eqs. 3.19 and 3.21 given in Table 3 .4 are precisely valid for a very small angular spread. For electron beams where the angular spread is appreciable, the range-energy relationship can only be used with a good precision if the correction supplied by Eq. 3.10 is applied. Only rough values for the most probable energy 10 The inverse relation to Eq. 3.21 may sometime be of interest and is given, to a good approximation, by Rp = C 7 + CsEp,o + C 9 (Ep,O)2, where C7 = -0.11 em, C s = 0.505 em MeV-l and C9 = -0.0003 em MeV-2.
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are, however, obtained where the scattering in colli-llUltors aud air is large (see Section 3.2.4.3 and Table   3 .1).
The half-value depth, R 50 , is defined as the depth at which the absorbed dose has decreased to 50% of its maximum value. Brahme and Svensson (1976a) showed from measurements on different medical accelerator beams that R50 in water is approxi~ately related to the mean electron energy at the phantom surface by (3.22) The recommended numerical value of C 6 is given in Table 3 .4. The equation is valid in the energy range 5-35 MeV for broad beams perpendicularly incident on a water phantom if R50 is determined from depth versus absorbed-dose curves and if the energy distribution is of the Landau-Vavilov straggling type (Section 2.4.2). Geometries a and habove give somewhat differentR 50 values according to measurements by Pohlit (1965) . The constant in Eq. 3.22 was determined in geometry b and consequently is strictly valid only for this geometry.
Time Structure
Most high energy electron accelerators produce beams with some kind of time structure due to inherent acceleration principles (exceptions may be found among the electrostatic machines).
In induction accelerators like betatrons, the beam is generally pulsed with the same repetition frequency as the line voltage, i.e., 50 or 60 Hz, with a pulse separation of about 20 ms. However, some betatrons run at higher pulse repetition frequencies extending up to 500 Hz. The length of each betatron pulse generally lies in the range 1-20 ps depending on the method of extraction.
For microwave-powered accelerators like the linear accelerator and the microtron, the pulse repetition frequency can vary from values as low as 10 Hz up to about 500 Hz for the highest photon dose rates. The length of each such macropulse is generally in the range 1-5 }.Ls with a fine structure depending on the microwave frequency. The most common frequency range is the S-band, with frequencies around 3 GHz, or wavelengths close to 10 cm. The time structure of the electron beam current [I(t)] from a typical microwave accelerator may, therefore, look like that shown in Fig. 3.19 . Each macropulse consists of a large number of micropulses of about 30-ps duration, separated bya pulse interval of 0.3 ns or, expressed differently, the electrons are grouped in about l-cm long micropulses which are 10-em apart. The figure illustrates the situation for photon therapy. For electron therapy, the average current is reduced by two to three orders of magnitude from that employed in Fig. 3.19 . Typical time structure of the electron beam from a microwave-powered accelerator used for photon therapy. photon therapy to obtain the conventional dose rate of a few gray per minute (2 Gy min-1 corresponds to a mean current density of about 15 pA cm-2 ). This is done either by reducing the peak currenl." the macropulse length or the pulse repetition frequ~ncy or a combination of these three parameters.
