Preventing organizations from Cyber exploits needs timely intelligence about Cyber vulnerabilities and attacks, referred to as threats. Cyber threat intelligence can be extracted from various sources including social media platforms where users publish the threat information in real-time. Gathering Cyber threat intelligence from social media sites is a timeconsuming task for security analysts that can delay timely response to emerging Cyber threats. We propose a framework for automatically gathering Cyber threat intelligence from Twitter by using a novelty detection model. Our model learns the features of Cyber threat intelligence from the threat descriptions published in public repositories such as Common Vulnerabilities and Exposures (CVE) and classifies a new unseen tweet as either normal or anomalous to Cyber threat intelligence. We evaluate our framework using a purpose-built data set of tweets from 50 influential Cyber security-related accounts over twelve months (in 2018). Our classifier achieves the F1-score of 0.643 for classifying Cyber threat tweets and outperforms several baselines including binary classification models. Analysis of the classification results suggests that Cyber threat-relevant tweets on Twitter do not often include the CVE identifier of the related threats. Hence, it would be valuable to collect these tweets and associate them with the related CVE identifier for Cyber security applications.
I. INTRODUCTION
Recently, there has been an increasing reliance on the Internet for business, government, and social interactions as a result of a trend of hyper-connectivity and hyper-mobility. While the Internet has become an indispensable infrastructure for businesses, governments, and societies, there is also an increased risk of Cyber attacks with different motivations and intentions. For examples, a U.S. government report [1] shows that there was an average of more than 4000 ransomware attacks per day in 2016 -a four fold increase compared to 2015. According to Cybersecurity Ventures [2] , Cyber crime will continue to rise with a combined cost to businesses globally more than $6 trillion annually by 2021. Therefore, Cyber security has become a critically important area of research and practice over the last few years.
Preventing organizations from Cyber exploits needs timely intelligence about Cyber vulnerabilities and attacks, referred to as threats. Threat intelligence is defined as "evidence-based knowledge, including context, mechanisms, indicators, implications and actionable advice, about an existing or emerging menace or hazard to assets that can be used to inform decisions regarding the subject's response to that menace or hazard" [3] . Threat intelligence in Cyber security domain, or Cyber threat intelligence, provides timely and relevant information, such as signatures of the attacks, that can help reduce the uncertainty in identifying potential security vulnerabilities and attacks.
Cyber threat intelligence can generally be extracted from overt or formal sources, which officially release threat information in structured data format. Structured threat intelligence adhere to a well-defined data model, with common format and structure, such as an XML schema. Structured Cyber threat intelligence, therefore, can be easily parsed by security tools to analyze and respond to security threats accordingly. Examples of formal sources of Cyber threat intelligence include the Common Vulnerabilities and Exposures (CVE) database [4] and the National Vulnerability Database (NVD) [5] . Fig. 1 shows an example of the entries in the CVE database relating to a threat. Each CVE entry has an identifier (ID) that includes the prefix 'CVE', the year that the CVE entry was created or published and a sequence number of four or more digits. A CVE entry also has a brief description of the threat that generally includes the information about the affected product, versions and vendor, the threat type and the impact, method and inputs of an attack. However, some of these details may not be included in a CVE description if the information is not available at the publishing time.
Cyber threat intelligence is also available on covert or informal sources, such as public blogs, dark webs, forums and social media platforms. Informal sources allow any person or entity on the Internet to publish, in real-time, the threat information in natural language, or unstructured data format. The unstructured and publicly available threat intelligence are also called Open Source Intelligence (OSINT) [6] . Cyber security related OSINT are early warning sources for Cyber security events such as security vulnerability exploits [7] . For examples, in June 2017, the global ransomware outbreak of 'Petya/NotPetya' was discussed widely via Twitter before being reported by mainstream media [8] . To prioritize response to Cyber threats, Cyber security analysts must quickly determine the emerging threats that are currently discussed on public sources. However, gathering Cyber OSINT is a timeconsuming task as natural language is ambiguous and difficult for security tools to parse. Any delay in taking suitable actions against a security vulnerability, threat, or attack can lead to more loss.
The work reported in this paper has focused on collecting and analyzing data from Twitter, which allows its users to post 280 character long messages, called tweets. Twitter is a main source for Cyber OSINT as many Cyber security experts are using this open platform to disseminate information about Cyber threats [9] . Fig. 2 shows a few examples of Cyber threatrelevant tweets on Twitter. The first tweet summarizes the CVE entry with the identifier 'CVE-2018-0101'. The second and third tweets discuss two different threats but do not include any CVE identifier. However, using our knowledge about Cyber security, we can associate these two tweets with the CVE identifiers 'CVE-2018-20714' 1 and 'CVE-2017-11882' 2 respectively. Collecting these tweets with the associated CVE identifiers is useful for Cyber threat-related applications such as exploit prediction [7] and Indicators of Compromise (IoCs) generation [10] .
We have developed a framework for automatically gathering Cyber threat intelligence from Twitter. Our framework utilizes a novelty detection model to classify the tweets as relevant or irrelevant to Cyber threat intelligence. The novelty classifier learns the features of Cyber threat intelligence from the threat descriptions in the CVE database and classifies a new unseen tweet as normal or abnormal in relation to Cyber threat intelligence. The normal tweets are considered as Cyber threatrelevant while the abnormal tweets are considered as Cyber threat-irrelevant. We evaluate our framework on a purposebuilt data set created from the tweets collected over a period of twelve months in 2018 from 50 influential Cyber security related accounts. During the evaluation, our framework achieved the highest performance of 0.643 measured by the F1-score metric for classifying Cyber threat tweets. To our knowledge, our approach outperformed several baselines including binary classification models. We have analyzed the correctly classified Cyber threat tweets and discovered that 81 of them do not contain a CVE identifier. We have also found that 34 out of the 81 tweets can be associated with a CVE identifier included in the top 10 most similar CVE descriptions of each tweet.
The highlights of this work are:
• An automated framework for detecting Cyber threat tweets on Twitter using novelty classification • An evaluation of our framework on a challenging data set created from the tweets collected over a period of twelve months from 50 influential Cyber security related accounts • A detailed description of an analysis and the results of the relationship between the correctly classified Cyber threat tweets and threat descriptions in the CVE database The rest of the paper is organized as follows. In section 2, we summarize the existing work related to automatically gathering Cyber OSINT from Twiter. In section 3, we present our framework for the automated collection task. We evaluate our framework and discuss our findings in section 4. In section 5, we presents our conclusions from the results of our work and suggests directions for future work.
II. RELATED WORK
In the last few years, research on using Cyber threat-relevant information available on Twitter for security purposes has gained significant attention. To automatically collect Cyber threat intelligence from Twitter, several methods have been used [7] , [8] , [10] - [14] .
The most traditional method for collecting Cyber threatrelevant tweets is searching for the tweets containing the CVE identifier [7] . Sabottke at. al. [7] use this collection method for predicting Cyber exploits in the real world. Their exploit detector uses the collected Cyber threat tweets to improve the precision of the prediction model and to generate early exploit warnings. However, because the tweets that do not contain the CVE identifier are ignored, their exploit detector might not Le Sceller at. al. [11] collect Cyber threat information, referred to as Cyber security events, on Twitter based on a set of related keywords. Cyber threat irrelevant information, that might have been collected, are discarded using backlist keywords. Over time, new related keywords are added into the set of the initially related keywords using a self-learned mechanism. Sapienza et al. [8] identify Cyber threat tweets as the tweets containing a number of terms in a set of Cyber security related terms. Trabelsi et. al. [12] collect Cyber threat tweets based on both the CVE identifier and a set of Cyber security related keywords. Mittal et al. [13] combine the keywords based collection method and Name Entity Recognition (NER) to collect Cyber threat information. The drawback of the keywords based collection method for Cyber threat information is that this method requires expert knowledge about Cyber threats to choose the relevant keywords. The keywords based collection method, therefore, can easily ignore Cyber threat-related information and collects Cyber threat irrelevant information if the keywords are not carefully selected [11] .
Alves at. al. [14] focus on designing a completed online monitoring system for Cyber threat tweets on Twitter. Their monitoring system includes a Cyber threat tweet classification module that uses supervised machine learning approach to classify Cyber threat tweets. This module transforms tweets to vector representations and classifies the tweets as Cyber threat relevant or irrelevant using binary classification models, particularly Support Vector Machines (SVM) and Multi-Layer Perceptron (MLP) neural networks. Dionísio et. al. [10] use word embeddings such as GloVE [15] and Word2Vec [16] for feature extraction and use the binary classification model Convolutional Neural Network (CNN) [17] for classifying Cyber threat tweets. The collection method for Cyber threat tweets based on binary classification requires the classifiers to be trained with both positive and negative samples, or Cyber threat-relevant and Cyber threat-irrelevant tweets. This potentially introduces the problem of sampling bias which occurs when the positive or negative samples are not the representative of Cyber threat-relevant or Cyber threat-irrelevant tweets respectively.
III. GATHERING CYBER THREAT TWEETS USING
NOVELTY CLASSIFICATION As previously reported, our work focuses only on the collection method of Cyber threat tweets instead of a complete system with functional requirements such as scalability, realtime processing and security alert generation as in some previous work [10] , [13] , [14] . The key idea of our method is that we formulate the task of detecting Cyber threat tweets as a novelty classification task [18] . A novelty classifier needs to be trained only with positive samples without using negative samples. After being trained, the novelty classifier subsequently applies its knowledge to decide whether a new unseen tweet is normal or abnormal to the class of the positive samples. By using novelty classification, we avoid the issue of sampling bias toward the negative training data set. Fig. 3 shows the architecture of our framework for classifying Cyber threat tweets. Our framework consists of three phases including pre-processing, feature extraction and novelty classification. The input of our framework includes the tweets collected from Twitter and the threat descriptions from the CVE database [4] . The CVE descriptions are used as the positive samples for training our novelty classifier. The output of our framework consists of the tweets that are classified as normal, or Cyber threat-relevant, and the tweets that are classified as abnormal, or Cyber threat-irrelevant.
A. Preprocessing
The preprocessing phase is to eliminate the terms in the input documents that are unnecessary for identifying Cyber threat information. This phase converts the input documents into lowercase with punctuation, numbers, hyperlinks, mentions and hashtags stripped out. Stopwords in the input documents are also removed using the default stopword list in the Natural Language Toolkit (NLTK) package 3 . We do not ¡ Fig. 3 . Architecture of our framework for classifying Cyber threat tweets apply stemming and lemmatizing onto the input documents as it may change the meaning of them.
B. Feature extraction
The feature extraction phase is to transform the preprocessed documents into numerical vector representations for classification. To represent each document as a vector, we use the Term Frequency-Invert Document Frequency (TF-IDF) method [19] , [20] which assigns weights to the document terms as follows. Let d is a document in a corpus and t is a term in the document. The weight of term t in document d is defined as
where f (t, d) is the number of the occurrences of term t in document d, N is the total number of documents in the corpus and n t is the number of the documents containing term t.
It is noted that our training corpus consists of only positive samples. Therefore, the total number of documents in our training corpus is the total number of the positive samples.
C. Novelty classification
After transforming the collected tweets and the CVE descriptions into numerical vectors, we use a novelty classifier to classify each of the input tweets as normal or abnormal to the class of Cyber threat intelligence. To choose a suitable classification model, we explore two different novelty classifiers including Centroid [21] , [22] and One-class Support Vector Machine [18] , [23] .
The Centroid classifier [21] , [22] decides whether an input document is normal or abnormal to the positive class based on the distance between the input document and the centroid of the positive class. The centroid C of a class S of documents is defined as
where d is a document in S, v d is the vector representation of document d and |S| is the total number of document in S. Given a threshold value, an input document is classified abnormal to the positive class if the distance between the document and the centroid is larger than the threshold value. Otherwise, the input document is classifier as normal to the positive class. The distance between two vectors v i and v j is computed as the cosine similarity between the two vectors, which is defined as
The One-class Support Vector Machine (One-class SVM) classifier [18] , [23] aims at finding a function that returns a positive value for a normal data point of the positive class and a negative value for an abnormal data point. As finding the function is difficult in the original feature space, the Oneclass SVM classifier maps the input data points into a high dimensional feature space via a kernel. The mapping kernel transforms the abnormal or novel data point closer to the origin than the members. The One-class SVM classifier then finds the hyperplane that separates the training class from the origin with maximum margin. For an input data point, the function returns a value deciding the side of the hyperplane that the input data point falls on. We use the implementation of Oneclass SVM classifier in the scikit-learn Python package 4 .
IV. PERFORMANCE EVALUATION

A. Experiment setting a) Training and testing data sets:
To evaluate the performance of our framework for classifying Cyber threat tweets, we trained our classifier with all the CVE descriptions released in 2017. We tested our classifier on the tweets posted in 2018 from 50 influential Cyber security related accounts on Twitter. All of these Twitter accounts are known as experts or organizations working in the Cyber security domain and each of them has more than 5000 followers. Table I lists the 50 Twitter accounts for collecting Cyber threat tweets.
Since the total number of the tweets posted in 2018 from the 50 Twitter accounts is very large (76205 tweets), it is not practical to manually label all these tweets for verifying the classification performance. Therefore, we selected only a subset of the posted tweets to create the testing data set. To cover all the posted tweets that were potentially relevant to Cyber threats, we weighted the relevance of each tweet to Cyber threats and selected only the tweets with high relevance score.
Because the training data consisted of only Cyber threat descriptions, we assumed that the more frequently a term appears in the training data set, the more relevant is the term to Cyber threats. The more relevant to Cyber threats a term is, the larger the relevance weight of the term is. Therefore, we defined the relevance weight of a term t to Cyber threats as:
where N is the total number of documents in the training data set and n t is the total number of the documents that contain term t in the training data set. Fig. 4 illustrates the word cloud of the top 100 popular terms in the training data set. It can be inferred from the figure that the terms such as 'CVE' and 'vulnerability' have larger relevance weights to Cyber threats than the other terms such as 'service' and 'versions'.
The relevance weight of a tweet to Cyber threats can be calculated as the sum of the relevance scores of all the terms, weighted by their occurrences, in the tweet [24] . Therefore, we defined the relevance weight of a tweet d to Cyber threats as
where t is a term in tweet d, f (t, d) is the number of the occurrences of term t in tweet d and rw(t) is the relevance weight of term t to Cyber threats.
Combining (1) and (2), the relevance weight of a tweet d to Cyber threats can be rewritten as
We calculated the relevance weights for all the tweets posted in 2018 from the 50 Twitter users and selected only the top 3000 tweets with the highest relevance weight to create the testing data set. The selected tweets were then manually labeled as Cyber threat-relevant or irrelevant by two of the authors (one is a postdoctoral researcher and the other is a PhD student in the field relating to Cyber security). After labeling the selected tweets, we created a challenging testing data set with 232 tweets labeled as positive and 2768 tweets labeled as negative.
b) Evaluation metrics: To measure the classification performance, we used three common metrics including Precision, Recall and F1-score. The definitions of these metrics are given positives than the One-class SVM classifier providing that both the classifiers give the same number of true positives. The best overall performance, in term of F1-score, is 0.643 given by the Centroid classifier corresponding to the Precision value of 0.851 and the Recall value of 0.517. In further analysis, we used the Centroid classifier with the threshold parameter value that resulted in these Precision and Recall rates. a) Comparison with baselines: To show the effectiveness of our classification framework, we further compared our classifier with several baselines. The first baseline is the collection method of Cyber threat tweets based on the CVE identifier [7] . This collection method simply collects only the tweets that contain the CVE identifier and ignores the tweets that do not have a CVE identifier. Applying to our testing data set, 61 tweets with CVE identifier were collected but only 53 of them were relevant to Cyber threats. Recalled that the total number of Cyber threat-relevant tweets in our testing data set was 232. Therefore, collecting the Cyber threat tweets based on the CVE identifier gave the Precision rate of 53/61 (≈0.869) and the Recall rate of 53/232 (≈0.228). The F1-score given from these Precision and Recall values is 0.361, which is significantly below the F1-score of 0.643 achieved by our classifier.
We also compared our classifier with other baselines including Support Vector Machine (SVM), Multilayer Perceptron (MLP) and Convolutional Neural Network (CNN) [10] , [14] . These baselines are binary classification models which require to be trained with both positive and negative samples. To obtain the negative samples, we randomly collected 3000 tweets that were irrelevant to Cyber threats from the 50 Twitter accounts (the tweets were verified by the two authors who labeled the testing data set). The implementation of SVM and MLP are provided in the scikit-learn Python package. The implementation of CNN is provided in the TensorFlow Python package 5 . All the binary classification models were trained and executed with default parameter values. Table II compares the performance of our novelty classifier and the binary classifiers SVM, MLP and CNN. It can be seen from Table II that the binary classifiers give a higher Recall rate than our classifier but have a notably lower Precision rate. In term of overall performance, our classifier achieves a higher F1-score than SVM, MLP and CNN.
C. Analysis of classified tweets
To demonstrate the usefulness of our classification method, we examined the relationship between the correctly classified Cyber threat-relevant tweets and threat descriptions in the CVE database. Our classifier correctly labeled 120 Cyber threatrelevant tweets out of the 232 Cyber threat-relevant tweets in the training data set. Out of the 120 correctly labeled Cyber threat-relevant tweets, 39 tweets contained the CVE identifier and 81 tweets did not. Since the recent research has well analyzed Cyber threat-relevant tweets with CVE identifier [7] , [10] , [14] , we focus our analysis on only Cyber threat-relevant tweets without CVE identifier.
For each of the 81 Cyber threat-relevant tweets without CVE identifier, we collected the top 10 CVE descriptions which were most similar to the tweet 6 7 . Our annotators were then asked to identify that if each of the Cyber threat-relevant tweets refers to the same threat with at least one of the top 10 CVE descriptions. We find that 34 of the 81 Cyber threatrelevant tweets without CVE identifier refer to the same threat with at least a CVE description. Table III lists some examples of these tweets and the corresponding CVE description. The other 47 Cyber threat-relevant tweets without CVE identifier refer to a threat that is not described by the top 10 CVE descriptions. Table IV lists some examples of these tweets.
Our analysis of the classification results suggests that Cyber threat-relevant tweets on Twitter do not often include the CVE identifier of the related threats. However, the related CVE identifier of a Cyber threat-relevant tweet can be identified by matching the tweet with the top 10 most similar CVE descriptions. The matched CVE description, therefore, provides additional information that are valuable for Cyber threat-related applications such as exploit prediction [7] and Indicators of Compromise (IoCs) generation [10] . 
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Cb TAU recently detected a # Squiblydoo attack attempting to leverage regsvr32.exe & scrobj.dll to download and execute scriptlet code via an # XML file. This attack also attempts to use taskeng.exe and the schedule service as persistence mechanisms via The Sharpshooter technique can allow attackers to use a script to run a .NET binary directly from memory not ever needing to reside on disk. Using durable AMSI-aided detection Windows Defender ATP disrupts campaigns and a steady hum of daily activity.
V. CONCLUSION
In this paper, we proposed an automated framework for gathering Cyber threat intelligence from Twitter. Our collection framework utilizes a novelty detection model that learns the features of Cyber threat intelligence from the CVE descriptions and classifies each input tweet as either normal or anomalous to the class of Cyber threat intelligence. We evaluated our framework on a challenging data set of the tweets collected over the twelve months of 2018 from 50 influential Cyber security related accounts. Our classifier achieved a performance of 0.643 measured by F1-score for classifying Cyber threat-relevant tweets, which is higher than the performance of several baselines including SVM, MLP and CNN. Our analysis on the correctly classified Cyber threat-relevant tweets suggests that these tweets do not often mention the CVE identifier of the related threats. Collecting these tweets and finding the related CVE identifier, therefore, provide further information that are valuable for Cyber threatrelated applications.
For the future work, our classification framework for Cyber threat-relevant tweets can be potentially enhanced by combining it with word embeddings [15] , [16] for feature extraction. The classification performance can also be improved by adding a phase of Name Entity Recognizer (NER) to the current framework.
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