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This paper discusses the controllability of fractional control systems with control delay.
We firstly give the solution expression for fractional control systems with control delay,
then give the necessary and sufficient conditions for the controllability of fractional control
systems with control delay.
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1. Introduction
Fractional differential systems have been ardently investigated in recent years [1–13], andmany interesting results have
been given. We notice that a lot of practical systems, such as economic, biological, physiological and spaceflight systems,
have the phenomenon of time delay, and many scholars have paid much attention to time delay systems [12–22] and have
also achieved many great accomplishments. In particular, time delay frequently exists in control [16,17,20].
For the systems we study in this paper, we consider two factors (fractional order differential, and delay) synchronously.
The results of this paper should be useful.
Definition 1. Riemann–Liouville’s fractional integral of order α > 0 for a function f : R+ → R is defined as
D−α f (t) = 1
Γ (α)
 t
0
(t − θ)α−1f (θ)dθ.
Definition 2. Caputo’s fractional derivative of order α (0 ≤ m ≤ α < m+ 1) for a function f : R+ → R is defined as
cDα f (t) = 1
Γ (m− α + 1)
 t
0
f (m+1)(θ)
(t − θ)α−m dθ.
The fractional control systems with control delay we study in this paper are
(cDαx(t)) = Ax(t)+ Bu(t)+ Cu(t − h), t ≥ 0,
x(0) = x0,
u(t) = ψ(t), −h ≤ t ≤ 0,
(1)
where x(t) ∈ Rn is a state vector; u(t) ∈ Rm is a control vector, a sufficiently order differentiable function; A ∈ Rn×n, B,
C ∈ Rn×m are any matrices; det(λE − A) ≢ 0; h > 0 is the time control delay; and ψ(t) is the initial control function.
0 < α ≤ 1, cDαx(t) denotes an α order-Caputo fractional derivative of x(t).
Definition 3. The system (1) is said to be controllable if one can reach any state from any admissible initial state and initial
control.
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This paper discusses the controllability of fractional control systems with control delay. We firstly give the solution
expression for fractional control systems with control delay, then give the necessary and sufficient conditions for the
controllability of fractional control systems with control delay.
2. The solution expression for fractional control systems with control delay
In this section, we firstly give the solution expression of canonical fractional control systems with control delay (1).
Now we give two lemmas.
Theorem 1. The general solution of system
cDαx(t) = Ax(t)+ f (t), t ≥ 0,
x(0) = x0, (2)
can be written as
x(t) = Φα,1(A, t)x(0)+
 t
0
Φα,α(A, t − τ)f (τ )dτ . (3)
Here
Φα,β(A, t) =
∞
k=0
Aktαk+β−1
Γ (αk+ β)
is the state transfer matrix and Γ (·) is a Gamma-function.
Proof. From [1,2] (p. 106) we know that the Laplace Transform of the Caputo fractional derivative of function f (t) is
L(cDα f (t))(s) = sαL(f (t))(s)− sα−1f (0).
We consider the Mittag-Leffler function in two parameters [1,2]
Eα,β(z) =
∞
k=0
zk
Γ (αk+ β) , (α > 0, β > 0).
We have
L(Φα,β(A, t))(s) =
 ∞
0
e−st tβ−1Eα,β(Atα)dt
=
∞
k=0
1
Γ (αk+ β)
 ∞
0
e−st tβ−1(Atα)kdt
=
∞
k=0
Ak
Γ (αk+ β)
 ∞
0
e−st tαk+β−1dt =
∞
k=0
Ak
Γ (αk+ β)
 ∞
0
e−h
hαk+β−1
sαk+β−1
1
s
dh
=
∞
k=0
Aks−(αk+β)
Γ (αk+ β)
 ∞
0
e−hhαk+β−1dh =
∞
k=0
Aks−(αk+β)
Γ (αk+ β)Γ (αk+ β)
=
∞
k=0
(As−α)ks−β = (I − As−α)−1s−β
= (sα I − A)−1sα−β .
Taking the Laplace Transform for systems (2), we have
sαL(x(t))(s)− sα−1x(0) = AL(x(t))(s)+ L(f (t))(s).
That is
L(x(t))(s) = (sα I − A)−1sα−1x(0)+ (sα I − A)−1L(f (t))(s)
= L(Φα,1(A, t))(s)x(0)+ L(Φα,α(A, t))(s)L(f (t))(s)
= L(Φα,1(A, t))(s)x(0)+ L(Φα,α(A, t) ∗ f (t))(s).
Here
Φα,α(A, t) ∗ f (t) =
 t
0
Φα,α(A, t − τ)f (τ )dτ
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is the convolution ofΦα,α(A, t) and f (t) [1,2]. Then we have
L(x(t))(s) = L(Φα,1(A, t))(s)x(0)+ L
 t
0
Φα,α(A, t − τ)f (τ )dτ

(s).
That is
x(t) = Φα,1(A, t)x(0)+
 t
0
Φα,α(A, t − τ)f (τ )dτ .
The proof of Theorem 1 is completed. 
From Theorem 1, we have the following theorem.
Theorem 2. The general solution of system (1) can be written as
x(t) = Φα,1(A, t)x(0)+
 t−h
0
(Φα,α(A, t − τ)B+ Φα,α(A, t − τ − h)C)u(τ )dτ
+
 t
t−h
Φα,α(A, t − τ)Bu(τ )dτ +
 0
−h
Φα,α(A, t − τ − h)Cψ(τ)dτ .
3. The necessary and sufficient conditions for the controllability of systems (1)
Now we have the main result of this paper.
Theorem 3. The fractional control systems with control delay (1) are controllable if and only if
rank[B, AB, A2B, . . . , An−1B, C, AC, A2C, . . . , An−1C] = n.
Remark 1. Let
⟨A|B, C⟩ = α + Aα + A2α + · · · + An−1α + β + Aβ + A2β + · · · + An−1β,
where n is the order of A and α = Image B, β = Image C . Then the space ⟨A|B, C⟩ is spanned by the columns of the matrix
[B, AB, A2B, . . . , An−1B, C, AC, A2C, . . . , An−1C].
That is, the conditions in Theorem 3 are equivalent to ⟨A|B, C⟩ = Rn.
To prove Theorem 3, we give three lemmas.
Lemma 1. For the Beta function
B(z, w) =
 1
0
sz−1(1− s)w−1ds, (Re(z) > 0, Re(w) > 0),
we have
B(z, w) = Γ (z)Γ (w)
Γ (z + w) .
The proof of this Lemma can be seen in [2] (p. 7).
Lemma 2.
cDαΦα,β(A, t) = AΦα,β(A, t). (4)
Proof. From Lemma 1, we have
cDαΦα,β(A, t) = 1
Γ (1− α)
 t
0
Φ ′α,β(A, θ)
(t − θ)α dθ
= 1
Γ (1− α)
∞
k=1
 t
0
Akθαk+β−1−1(αk+ β − 1)
(t − θ)αΓ (αk+ β) dθ
= 1
Γ (1− α)
∞
k=0
 t
0
Ak+1θα(k+1)+β−2(α(k+ 1)+ β − 1)
(t − θ)αΓ (α(k+ 1)+ β) dθ
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=
∞
k=0
 1
0
Ak+1sα(k+1)+β−2tα(k+1)+β−2
Γ (1− α)tα(1− s)αΓ (α(k+ 1)+ β − 1) tds
=
∞
k=0
Ak+1tαk+β−1
Γ (1− α)Γ (α(k+ 1)+ β − 1)
 1
0
sα(k+1)+β−2(1− s)(−α+1)−1ds
=
∞
k=0
Ak+1tαk+β−1B(α(k+ 1)+ β − 1, 1− α)
Γ (1− α)Γ (α(k+ 1)+ β − 1)
= A
∞
k=0
Aktαk+β−1
Γ (αk+ β)
= AΦα,β(A, t). 
Lemma 3. For any z ∈ Rn, define W (t) : Rn → Rn by
W (t)z =
 t−h
0
[(Φα,α(A, t − τ)B+ Φα,α(A, t − τ − h)C) (Φα,α(A, t − τ)B+ Φα,α(A, t − τ − h)C)T ]zdτ
+
 t
t−h
[Φα,α(A, t − τ)BBT (Φα,α(A, t − τ))T ]zdτ ,
then ImW (t) = ⟨A|B, C⟩.
Proof. Showing ImW (t) = ⟨A|B, C⟩ is equivalent to showing that
KerW (t) =
n−1
i=0
Ker BT (AT )i
n−1
j=0
Ker CT (AT )j. (5)
If x ∈ KerW (t) and x ≠ 0, then
0 = xTW (t)x
=
 t−h
0
∥(Φα,α(A, t − τ)B+ Φα,α(A, t − τ − h)C)T x∥2dτ +
 t
t−h
∥BTΦα,α(A, t − τ)T x∥2dτ ,
that is
0 = (Φα,α(A, t − τ)B+ Φα,α(A, t − τ − h)C)T x, 0 ≤ τ ≤ t − h,
0 = BTΦα,α(A, t − τ)T x, t − h < τ ≤ t. (6)
Taking Caputo’s fractional derivative for the second equation of (6), from Lemma 2 we have
0 = BT (cDαΦα,α(A, t − τ)T )x,
= BTΦα,α(A, t − τ)TAT x. (7)
Letting τ = t , we have
0 = BTAT x.
Repeatedly taking Caputo’s fractional derivative for the second equation of (6), and letting τ = t , we have
0 = BT (ATk )kx, for k = 0, 1, 2, . . . , n− 1. (8)
From the Cayley Hamilton Theorem [18], we have
Φα,α(A, t) =
∞
k=0
Aktαk+α−1
Γ (αk+ α) =
n−1
k=0
γk(t)Ak. (9)
Then when 0 ≤ τ ≤ t − h,
BTΦα,α(A, t − τ)TAT x =
n−1
k=0
γk(t − τ)BT (AT )kx = 0.
Taking it into the first equation of (6), we have
0 = CTΦα,α(A, t − τ − h)T x, 0 ≤ τ ≤ t − h.
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Repeatedly taking Caputo’s fractional derivative and letting τ = t − h, we have
0 = CT (AT )kx, for k = 0, 1, 2, . . . , n− 1. (10)
From (8) and (10) we have x ∈n−1i=0 Ker BT (AT )in−1j=0 Ker CT (AT )j. That is
KerW (t) ⊂
n−1
i=0
Ker BT (AT )i
n−1
j=0
Ker CT (AT )j. (11)
Conversely, letting x ∈n−1i=0 Ker BT (AT )in−1j=0 Ker CT (AT )j, (8) and (10) are true.
Then from (6) and (9), for t − h < τ ≤ t,
BTΦα,α(A, t − τ)TAT x =
n−1
k=0
γk(t − τ)BT (AT )kx = 0
and for 0 ≤ τ ≤ t − h,
(Φα,α(A, t − τ)B+ Φα,α(A, t − τ − h)C)T x =
n−1
k=0
γk(t − τ)BT (AT1)kx+
n−1
k=0
γk(t − τ − h)CT (AT )kx = 0
therefore x ∈ KerW (t). That is
KerW (t) ⊃
n−1
i=0
Ker BT (AT )i
n−1
j=0
Ker CT (AT )j. (12)
From (11) and (12), we have that (5) is true and the proof of Lemma 3 is completed. 
Definition 4. We call the set
R(x0, ψ) = {v| There exists t1 > 0, u(t) ∈ C l−1, such that the solution of (1) x(t, x0, ψ)
satisfies that x(t1, x0, ψ) = v}
the reachable set of (1) from initial values x(0) = x0 and u(t) = ψ(t),−h ≤ t ≤ 0.
Now we prove Theorem 3.
Proof of Theorem 3. First we prove that
R(0, 0) = ⟨A|B, C⟩.
Let x ∈ R(0, 0), then from Theorem 2 and (9), we have
x =
 t1−h
0
(Φα,α(A, t1 − τ)B+ Φα,α(A, t1 − τ − h)C)u(τ )dτ +
 t1
t1−h
Φα,α(A, t1 − τ)Bu(τ )dτ
=
 t1
0
Φα,α(A, t1 − τ)Bu(τ )dτ +
 t1−h
0
Φα,α(A, t1 − τ − h)Cu(τ )dτ
=
n−1
i=0
 t1
0
γi(t1 − s)AiBu(s)ds+
n−1
j=0
 t1−h
0
γj(t1 − s)AjCu(s)ds.
That is x ∈ ⟨A|B, C⟩.
So,
R(0, 0) ⊂ ⟨A|B, C⟩. (13)
Contrarily, we prove R(0, 0) ⊃ ⟨A|B, C⟩. Suppose xˆ ∈ ⟨A|B, C⟩. Letting x(t) be a solution of (1) at t > 0, from Theorem 2
we have
x(t) =
 t−h
0
(Φα,α(A, t − τ)B+ Φα,α(A, t − τ − h)C)u(τ )dτ +
 t
t−h
Φα,α(A, t − τ)Bu(τ )dτ .
For xˆ ∈ ⟨A|B, C⟩, from Lemma 3, there exists z ∈ Rn, such thatW (t)z = xˆ
Let
u(s) =
(B
TΦα,α(A, t − s)T + CTΦα,α(A, t − s− h)T )z, 0 ≤ s ≤ t − h,
BTΦα,α(A, t − s)T z, t − h < s ≤ t,
0, −h ≤ s ≤ 0.
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Then  t
0
Φα,α(A, t − s)Bu(s)ds+
 t
0
Φα,α(A, t − s)Cu(s− h)ds
=
 t−h
0
[(Φα,α(A, t − s)B+ Φα,α(A, t − s− h)C)
× (Φα,α(A, t − s)B+ Φα,α(A, t − s− h)C)T ]zds+
 t
t−h
[Φα,α(A, t − s)BBTΦα,α(A, t − s)T ]zds,
= W (t)z = xˆ.
That is
R(0, 0) ⊃ ⟨A|B, C⟩. (14)
From (13) and (14) we have
R(0, 0) = ⟨A|B, C⟩.
Now we prove the necessity of Theorem 3.
If system (1) is controllable, for any x ∈ Rn, by Definition 3, to initial state x0 = 0 and initial control ψ ≡ 0, there exists
a control u(s) such that
x =
 t−h
0
(Φα,α(A, t − s)B+ Φα,α(A, t − s− h)C)u(s)ds+
 t
t−h
Φα,α(A, t − s)Bu(s)ds.
From (9) we have x ∈ ⟨A|B, C⟩. That is Rn ⊂ ⟨A|B, C⟩. So that Rn = ⟨A|B, C⟩, and the conditions of Theorem 3 are true.
Finally, we prove the sufficiency. If the conditions of Theorem 3 are true, then Rn = ⟨A|B, C⟩. For any x¯ ∈ Rn and any
initial state x0 and initial control ψ , let
k = x¯− Φα,1(A, t)x0 −
 t−h
0
(Φα,α(A, t − s)B+ Φα,α(A, t − s− h)C)dsψ(0)
−
 t
t−h
Φα,α(A, t − s)Bdsψ(0)−
 0
−h
Φα,α(A, t − s− h)Cψ(s)ds.
For k ∈ Rn = ⟨A|B, C⟩, that is k ∈ R(0, 0). Then there exists a control u∗(s) such that
k =
 t−h
0
(Φα,α(A, t − s)B+ Φα,α(A, t − s− h)C)u∗(s)ds
+
 t
t−h
Φα,α(A, t − s)Bu(s)ds+
 0
−h
Φα,α(A, t − s− h)Cψ(s)ds.
Let u(s) = u∗(s)+ ψ(0), then we have
x¯ = Φα,1(A, t)x0 +
 t−h
0
(Φα,α(A, t − s)B+ Φα,α(A, t − s− h)C)u(s)ds
+
 t
t−h
Φα,α(A, t − s)Bu(s)ds+
 0
0−h
Φα,α(A, t − s− h)Cψ(s)ds.
The fractional control systems with control delay (1) are controllable. The sufficiency is shown. And the proof of Theorem 3
is completed. 
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