An irreducible canonical approach to second-order reducible secondclass constraints is given. The procedure is exemplified on gauge-fixed three-forms.
Introduction
The canonical approach to systems with reducible second-class constraints is quite intricate, demanding a modification of the usual rules as the matrix of the Poisson brackets among the constraints is not invertible. Thus, it is necessary to isolate a set of independent constraints and then construct the Dirac bracket [1, 2] with respect to this set. The split of the constraints may lead to the loss of important symmetries, so it should be avoided. As shown in [3, 4, 5, 6, 7, 8] , it is however possible to construct the Dirac bracket in terms of a noninvertible matrix without separating the independent constraint functions. A third possibility is to substitute the reducible second-class constraints by some irreducible ones and further work with the Dirac bracket based on the irreducible constraints. This idea, suggested in [9] mainly in the context of 2-and 3-form gauge fields, has been developed in a general manner only for first-order reducible second-class constraints [10] .
In this paper, we give an irreducible approach to second-order reducible second-class constraints. Our strategy includes three main steps. First, we express the Dirac bracket for the reducible system in terms of an invertible matrix. Second, we construct an intermediate second-order reducible secondclass system on a larger phase space and establish the equality between the original Dirac bracket and that corresponding to the intermediate theory.
Third, we prove that there exists an irreducible second-class constraint set equivalent to the intermediate one, such that the corresponding Dirac brackets coincide. These three steps enforce the fact that the fundamental Dirac brackets derived within the irreducible and original reducible settings coincide.
The present paper is organized into five sections. In Section 2, we briefly review the procedure for first-order reducible second-class constraints. Section 3 is the 'hard core' of the paper. Here, we approach second-order reducible second-class constraints by implementing the three main steps mentioned above. In Section 4, we exemplify in detail the general procedure from Section 3 in the case of gauge-fixed three-form gauge fields. Section 5 ends the paper with the main conclusions.
2 First-order reducible second-class constraints: a brief review
Dirac bracket for first-order reducible second-class constraints
We start with a system locally described by N canonical pairs z a = (q i , p i ), subject to some constraints
For simplicity, we take all the phase-space variables to be bosonic. However, our analysis can be extended to fermionic degrees of freedom modulo including some appropriate phase factors. We choose the scenario of systems with a finite number of degrees of freedom only for notational simplicity, but our approach is equally valid for field theories. In addition, we presume that the functions χ α 0 are not all independent, but there exist some nonvanishing functions Z 
Moreover, we assume that Z α 0 α 1 are all independent and (2) are the only reducibility relations with respect to the constraints (1). These constraints are purely second class if any maximal, independent set of M 0 −M 1 constraint functions χ A (A = 1, . . . , M 0 − M 1 ) among the χ α 0 is such that the matrix
is invertible. Here and in the following the symbol [, ] denotes the Poisson bracket. In terms of independent constraints, the Dirac bracket takes the form
where
In the previous relations we introduced an extra index, (1), having the role to emphasize that the Dirac bracket (4) is based on a first-order reducible second-class constraint set. We can rewrite the Dirac bracket (4) without finding a definite subset of independent secondclass constraints as follows. We start with the matrix
which clearly is not invertible because
Ifā α 1 α 0 is a solution to the equation
then we can introduce a matrix [6] M (1)α 0 β 0 through the relation
with
defines the same Dirac bracket like (4) on the surface (1). We remark that there exist some ambiguities in defining the matrix M (1)α 0 β 0 since if we make the transformation
with q α 1 β 1 some completely antisymmetric functions, then equation (8) is still satisfied.
At this stage it is useful to make some comments. First, we remark that relations (7) and (8) yield
which ensures the fact that the rank of
is equal to the number of independent second-class constraints, i.e.,
Second, by means of (8) we deduce the relation
which ensures
on the second-class surface, as required by the general properties of the Dirac bracket. Third, we remark that, in spite of the fact that the matrix C
is not invertible, the Dirac bracket expressed by (9) still satisfies Jacobi's identity
on surface (1). The proof follows the same line like in the irreducible case.
be a function such that F , χ α 0 ≈ 0.
Thus, in order to constructF we must solve the equation
Based on
it follows in a simple manner that the solution to equation (18) is given by
which further leads toF
Relying on (19) and (21), by direct computation we arrive at the relation
which indicates that identity (15) is ensured by Jacobi's identity corresponding to the Poisson bracket for the functionsF ,Ḡ andP . We mention that the key point of the proof of Jacobi's identity (15) is represented by relation (19).
Irreducible analysis of first-order reducible secondclass constraints
First-order reducible second-class constraints can be approached in an irreducible manner, as it has been shown in [10] . To this end, one starts from the solution to equation (7)ā
where a
are some functions chosen such that
andD
. In order to develop an irreducible approach it is necessary to enlarge the original phase space with some new variables (Y α 1 ) α 1 =1,...,M 1 , endowed with the Poisson brackets
where Γ α 1 β 1 are the elements of an invertible, antisymmetric matrix that may depend on the newly added variables. Consequently, one constructs the constraintsχ
which are second-class and, essentially, irreducible. Following the line exposed in [10] it can be shown that the Dirac bracket associated with the irreducible constraints takes the form
and it is (weakly) equal to the original Dirac bracket (4),
In (27) the quantities µ (1)α 0 β 0 are the elements of an invertible, antisymmetric matrix, expressed by
with Γ β 1 γ 1 the inverse of Γ α 1 β 1 . Formula (28) is essential in our context because it proves that one can indeed approach first-order reducible secondclass constraints in an irreducible fashion.
3 Second-order reducible second-class constraints 3.1 Reducible approach 3.1.1 Dirac bracket for second-order reducible second-class constraints
In the following we will generalize the previous approach to the case of second-order reducible second-class constraints. This means that not all of the first-order reducibility functions Z α 0 α 1 are independent. Beside the first-order reducibility relations (2) , there appear also the second-order reducibility relations
We will assume that the reducibility stops at order 2, so the functions Z
are by hypothesis taken to be independent. It is understood that Z
's define a complete set of reducibility functions for Z α 0 α 1 . In this situation, the number of independent second-class constraints is equal to M 0 − M 1 + M 2 . As a consequence, we can work with a Dirac bracket of the type (4), but in terms of
. It is obvious that the matrix
satisfies the relations
so its rank is equal to
be a solution of the equation
We define an antisymmetric matrixω α 1 β 1 through the relation
Taking (35) into account, it results thatω α 1 β 1 contains some ambiguities, namely it is defined up to the transformation
with q α 2 β 2 some arbitrary, antisymmetric functions. On the other hand, simple computation shows that the matrix D
satisfies the properties
Based on the latter formula from (38) we infer an alternative expression for D
for some functionsĀ
. From the former relation in (39) and (40) we deduce that
At this stage, we can rewrite the Dirac bracket (31) without separating a specific subset of independent constraints. In view of this, we introduce an antisymmetric matrix M (2)α 0 β 0 through the relation
such that formula
defines the same Dirac bracket like (31) on the surface (1). It is simple to see that M (2)α 0 β 0 also contains some ambiguities, being defined up to the transformation
withq α 1 β 1 some antisymmetric, but otherwise arbitrary functions. Relations (30) and (41) ensure that
so the rank of
is equal to the number of independent secondclass constraints also in the presence of the second-order reducibility. At the same time, we have that
so we recover the property [χ α 0 , G] (2) * = 0 (for any G) on the surface of second-order reducible second-class constraints. The fact the Dirac bracket given by (44) satisfies Jacobi's identity can be proved like in the first-order reducible case. The analogous of the key relation (19) from the first-order reducible situation is now D
Dirac bracket in terms of an invertible matrix
Before expressing the Dirac bracket in terms of an invertible matrix, we will analyze equations (34) and (35). The solution to (34) can be written as
are some functions chosen such that the matrix
is of maximum rank, rank D
1 . Then, on the one hand we have that
and on the other hand (inserting (48) in the former relation from (38)) we can write A
Substituting (40) in (52), we are led tō
which further impliesĀ
Based on the latter formula from (38), we find that the solution to (35) can be expressed asω 
whose solution can be chosen as
With the help of (52) and (57), it is easy to see that A
Except from being antisymmetric, the matricesω τ 1 λ 1 andω ρ 1 σ 1 are arbitrary at this point. Nevertheless, they can be chosen to satisfy a series of useful properties, as the next theorem proves.
Theorem 1 The matrices of elementsω
τ 1 λ 1 andω ρ 1 σ 1 can
always be taken to satisfy the following properties: (a) (weak) invertibility, (b) fulfillment of relationω
(c) (weak) mutual invertibilitỹ
Proof. (a) Replacing the latter formula from (39) in (55) and (57), we infer the relations
with the help of which we further deducẽ
2 In fact, the general solution of (56) for some antisymmetric matrices ω σ 2 γ 2 and ω α 2 β 2 , taken to be invertible. Each of the terms from the right-hand sides of formulae (63) and (64) 
Since D ρ 2 α 2 , ω σ 2 α 2 and ω α 2 β 2 are invertible, they have no nontrivial null vectors. On the other hand, the matrix Z
is of maximum rank (see (34)), so neitherĀ
can display nontrivial null vectors (i.e. there are no nontrivial functions θ σ 2 or π β 2 such thatĀ
. In consequence, the objects Z 
The right-hand sides of (67) and (68) vanish for 
(b) By straightforward computation, it results
and henceω
which proves (b).
(c) Taking into account formulae (35), (36) and (58), from relations (63) and (64) we find
Now, we take the matrices ω σ 2 γ 2 and ω α 2 β 2 to be mutually inverse, namely
Substituting (75) into (74) and recalling formula (51), we deduce (60). This proves (c).
With these elements at hand, the next theorem is shown to hold.
Theorem 2 There exists an invertible, antisymmetric matrix µ (2)α 0 β 0 , in terms of which the Dirac bracket (44) becomes
on the surface (1) .
and satisfies the relations
Multiplying (43) byĀ
and using (78), we obtain the equation
which then leads toĀ
for some functions f γ 1 β 1 . Acting with D τ 0 β 0 on (80) and taking into account (41), we reach the relationĀ
which combined with the former formula in (78) produces
for some
on (43) and employing relation (82), we deduce
On the other hand, the latter formula from (78) ensures that
such that with the aid of the results expressed by (83) and (84) we find
Comparing (85) with (43) and recalling that the elements M (2)α 0 β 0 are defined up to transformation (45), we infer the relation
which inserted in (82) provides the equation
Using once more the fact that the elements M (2)α 0 β 0 are defined up to (45), from (87) it results
where the elements µ (2)λ 0 σ 0 define an antisymmetric matrix. Based on the former formula from (78) and on relation (88), we infer
Replacing (77) in (88), we arrive at
which leads to
for some antisymmetric functions Ω λ 1 σ 1 . At this point we show that the matrix µ (2)λ 0 σ 0 can indeed be taken to be invertible. If we choose Ω λ 1 σ 1 as Ω λ 1 σ 1 =ω λ 1 σ 1 , whereω λ 1 σ 1 is precisely the invertible matrix given in (64), we get
In the following, we show that the matrix of elements
withω ρ 1 τ 1 the invertible matrix from (63), is nothing but the inverse of µ (89), by direct computation we find
Employing Theorem 1 (see (59)) and the former equation in (39), we deduce the relation
which replaced in (94) reduces to
The above formula proves that the matrix of elements µ (2)λ 0 σ 0 from (92) is (weakly) invertible and therefore completes the proof of this theorem.
Formula (76) plays a key role in what follows. It allows one to express the original Dirac bracket (31), initially written only in terms of a subset of independent second-class constraint functions, with the help of an invertible matrix, whose indices cover the whole set of reducible second-class constraints. Inspired by this result, we will be able to find an irreducible second-class constraint set, whose Dirac bracket is (weakly) equal to (76).
Irreducible approach 3.2.1 Intermediate system
Now, we introduce some new variables, (y α 1 ) α 1 =1,...,M 1 , independent of the original phase-space variables z a , with the Poisson brackets
where the elements ω α 1 β 1 define an invertible, antisymmetric (but otherwise arbitrary) matrix 4 , and consider the system subject to the reducible secondclass constraints
The system subject to the second-class constraints (98) will be called an intermediate system in what follows. The Dirac bracket on the larger phase space, locally described by (z a , y α 1 ), corresponding to the above second-class constraints reads as
where the Poisson brackets from the right-hand side of (99) contain derivatives with respect to all z a 's and y α 1 's, and ω α 1 β 1 denotes the elements of the inverse of ω α 1 β 1 . On the one hand, the most general form of a smooth function defined on the phase space with the local coordinates (z a , y α 1 ) is
for some smooth functions b
where the previous weak equality is defined on the surface (98). Moreover, equations (1) and (98) describe the same surface, but embedded in phase spaces of different dimensions. In other words, equations (1) and (98) are equivalent descriptions of the same surface of constraints. For this reason, we will employ the same symbol of weak equality for both descriptions 5 .
Inserting (100) in (99) and taking (101) into account, we obtain
We recall that the Dirac bracket [F, G] (2) * contains only derivatives with respect to the original variables z a . Formula (102) is important since together with (76) it opens the perspective towards the construction of an irreducible second-class constraint system associated with the original, second-order reducible one, but on the larger phase space (z a , y α 1 ).
Irreducible system
Now, we choose ω γ 1 λ 1 from (97) such that
for an invertible matrix, of elementsÊ
, with the help of which we introduce the functions A
Then, we have thatω
is the inverse ofÊ
. By means of (104) we find
In this context the following theorem can be shown to hold.
Theorem 3
The elementsê
can always be taken such that
Proof. We chooseÊ
where σ α 0 β 0 is invertible and σ α 1 β 1 is invertible and symmetric. If we take
with σ α 2 β 2 invertible and σ α 1 λ 1 the inverse of σ α 1 β 1 , then we obtain that (50) is satisfied 6 . Employing (108)- (109) and recalling (30) we get
Expressing the first-order reducibility functions from (108)-(109)
where σ α 0 β 0 and σ λ 2 τ 2 are the inverses of σ α 0 β 0 and respectively σ α 2 β 2 , we deduce Z
Formula (105) can be rewritten asω
Because the matrix σ σ 1 ρ 1 is symmetric and ω ρ 1 γ 1 antisymmetric, it follows thatω σ 1 τ 1 is antisymmetric. The antisymmetry property of bothω α 1 β 1 andω σ 1 τ 1 implies that the quantitiesê
can be taken to be symmetric
By means of (113) we infer σ α 1 β 1ê
, such that from (112) (and also (106)) we find the relation
Substituting now (53) in (114) we obtain
With relations (110) and (115) at hand, we are in the position to prove (107). If we make the notationD
6 With this choice of A α2 α1 , we have that
has no nontrivial null vectors, it follows that the matrix of elements Z α1 λ2 σ α1λ1 Z λ1 β2 is invertible. On the other hand, σ α2β2 is by hypothesis invertible, so D α2 λ2 is the same, as required by (50). 7 The other possibility, namely the antisymmetry ofê α1σ1 , will not be considered in the sequel.
then it is easy to see thatD
On the other hand, with the aid of (104) and (110) we deducē
Applying Z α 0 α 1 on (116) and using (115) it follows
Multiplying (118) with Z α 0 ρ 1 and respectively (119) withĀ
we reach the equationsD
The general solution to equations (120) can be represented likê
for some matrix M λ 2 τ 2 . Direct computation shows that
Comparing (122) with (117) and employing (121) we find that M λ 2 τ 2 are solutions to the equations
It is simple to see that equations (123) possess two kinds of solutions, namely
and respectively M λ 2
If we take the second solution, (124) 8 , from (121) we obtain
8 Solution (125) leads to the equationê which ensures (107). This proves the theorem.
Inserting (103)- (105) in (59) and recalling (107) it is easy to deduce the relation
On the other hand, formulas (103)- (105) 
At these point we have all the necessary ingredients (objects and their properties) for unfolding the irreducible approach. We introduce the constraintsχ
defined on the larger phase-space z ∆ , y α 1 . In the sequel we show that (130) display all the desired properties: equivalence with the intermediate system (98), second-class behaviour, irreducibility, and, most important, the associated Dirac bracket coincides (weakly) with the original one, corresponding to the second-order reducible second-class constraints. The proof of all these properties is contained within the next two theorems.
Theorem 4 Constraints (130) exhibit the following properties: (i) equivalence to (98), i.e.
(ii) second-class behaviour, i.e. the matrix
is invertible, whereχ
(iii) irreducibility.
Proof. (i) It is easy to see that if (98) holds, then (130) also holds
By means of relations (104) and (107), from (130) we infer
From (135) we obtain that if (130) is satisfied, then (98) is also valid
Relations (134) and (136) proves (i).
(ii) By means of (130) and (135) we find the Poisson brackets among the functionsχ ∆ in the form
where µ
is given by (129). Then, the matrix C ∆∆ ′ takes the concrete form
where ∆ = (α 0 , α 2 ) indexes the line and ∆ ′ = (β 0 , β 2 ) the column. In order to prove that C ∆∆ ′ is invertible we will simply exhibit its inverse. Direct computation based on relations (107), (110), (115), (127), and (128) shows that
with µ (2)β 0 ρ 0 as in (129) satisfies the relations
and hence the matrix of elements (139) is invertible, its inverse being precisely (140). This proves (ii).
(iii) As the matrix (139) is invertible, it possesses no nontrivial null vectors. In consequence, the functionsχ ∆ are all independent, so the constraint set (130) is indeed irreducible. This proves (iii).
By means of result (140), the Dirac bracket associated with the irreducible second-class constraints (130)
takes the concrete form
We observe that the first line from the right-hand side of (143) is generated by the first-order reducibility relations (see (27) 
Proof. In order to prove the theorem we start from the right-hand side of (143) and show that it is weakly equal to the right-hand side of (99). Using relations (104), (107), (128), and (129), by direct computation we find that 
Inserting the above relations into (143), we find (144). This proves the theorem.
Main result
Combining (102) and (144) we reach the result , where H is the canonical Hamiltonian. The equations of motion for y α 1 read asẏ α 1 ≈ 0, and lead to y α 1 = 0 by taking some appropriate boundary conditions (vacuum to vacuum) for these unphysical variables. This completes the general procedure.
Example
We exemplify the general results exposed in the above in the case of a field theory -gauge-fixed three-forms, subject to the second-class constraints
Thus, the constraints (150) are second-stage reducible, the first-, respectively, second-stage reducibility matrices being given by variables derived within the irreducible and original reducible settings coincide. Moreover, the newly added variables do not affect the Dirac bracket, so the canonical approach to the initial reducible system can be developed in terms of the Dirac bracket corresponding to the irreducible theory. The general procedure was exemplified on gauge-fixed three-forms. Our procedure does not spoil other important symmetries of the original system, such as spacetime locality for second-class field theories.
