Abstract-The dynamics of one dimensional piecewise linear mapping with one rupture is analyzed. In the parameter space, regions with different dynamic effects are defined.
In [1] (see also [2] ), the general theory of continuous one dimensional mappings is constructed. The universal order (called the Sharkovsky order) of bifurcations is found for the case of varying mapping parameters. Piecewise linear systems are of interest for various applications. As it turns out, these systems have their own bifurcation peculiarities.
In this paper, we analyze the dynamics of the simplest unimodal piecewise linear discontinuous mappings f:
(1) Parameter ε, which characterizes the rupture magnitude, satisfies the relation -1 < ε < 1. Numbers a and b are expressed via l and p as follows: (2) The l and p parameters are assumed to fall within the region (3) Function f ε is shown in Fig. 1a for ε > 0 and in Fig. 1b for ε < 0.
The piecewise linear discontinuous mappings are analyzed (for ε = 0) in [3, 4] . The main result of the analysis is as follows: if a certain value of parameter l ∈ (0, 1) is fixed and p is varied from -1 to -∞, then stable cycles of all natural periods, which are divided by regions of chaos Γ, will successively occur:
Note that, for l ∈ the cycle period increases indefinitely for p ∈ -∞. If a certain value of parameter p → (-∞, -1) is fixed and l is varied from 0 to 1, then stable cycles of natural periods will also successively occur; however, the period will increase only to a certain finite value depending on p. Figure 2 shows the regions of existence and stability of the mapping cycles in the plane of the parameters l and log 2 (-p). A rupture heavily affects bifurcation analysis, with the bifurcations in Figs. 1a and 1b being consider ably different. For more details, see [6, 7] .
Let us consider both cases individually.
1. The case of ε > 0. For the mapping f ε , we find the conditions for the existence and stability of cycles n = 2, 3, … with a period n such that
We denote cycles of this type γ n . Note that we are dealing with cycles of period n such that their n -1 suc cessive values increase monotonically. It appears that there are no cycles of other types in this case. Let us assume that
Statement 1. The cycle γ n exists if and only if (5)
and it is an attracting cycle if and only if (6) Let us first prove inequalities (5) . For the existence of cycle γ n satisfying Eq. (4), first, the (n -2)th iter ations of point x = 0 must not exceed a value of y = b, which means that the following inequality holds:
Second, the inequality m > 1 -ε must hold, where m ∈ [0, b] is found from the following condition: the (n -1)th iteration of the point m is equal to b, i.e.,
The proof of (6) proceeds from the fact that, for the cycle γ n to be stable, it is necessary and sufficient that the multiplier of the cycle (the product of the derivatives of f ε (x) in the points of the cycle) does not exceed one in absolute magnitude.
In the parameter plane, consider the regions of existence and stability of the cycle γ n :
(8)
The upper boundary of each region Π n is formed by the "existence curve" (denoted by E n (l)), while the lower boundary is formed by the "stability curve" (denoted by S n (l)) and by the "nonexistence curve" (denoted by Q n (l)). The curves meet at a point O n = (n = 2, 3, …), where l = l n is the root, which falls within the interval of the algebraic equation
and the second coordinate of the point O n is defined as p n = The points O n fall on the hyperbola and possess the asymptotic property Note that curves E n (l), S n (l), and Q n (l) are above E n + 1 (l), S n + 1 (l), and Q n + 1 (l), respectively. The main difference from the continuous case (ε = 0) is that, for ε > 0, the regions Π n can overlap; therefore, two stable cycles can exist simultaneously. This is due to the fact that the following inequalities hold:
The first inequality holds for any l, n, and ε, while the second inequality holds for
Taking into account that L n -1 < L n for any l and n, when passing to the limit in (9) with respect to n, we obtain the following result.
Statement 2. For l < ε, in the plane of the parameters l and p, there exist infinitely many regions of stability of two cycles simultaneously, and the periods of these cycles differ by one.
Let us show that there are no regions that include three or more stable cycles at one time. For three cycles to exist, it is necessary and sufficient that the following inequalities hold:
(10) Using formulas (5) and (6), we obtain inequalities equivalent to (10): which are inconsistent in region (3) . Figure 3 shows the regions of existence and stability of the mapping cycles f ε in the plane of the param eters l and log 2 (-p) for ε = 0.5.
Thus, rupture (see Fig. 1a ) results in the following regularity when parameter p is varied from -1 to -∞ for l < ε:
Once again note that, in the case under study (as in [3] ), there are only cycles of the type γ n .
2. The case of ε < 0. This case is more complex, since we barely managed to obtain analytical results. So, we focused our attention on numerical analysis methods.
Note that, for p < ε , the mapping has a globally stable state of equilibrium. Statement 3. For ε < -0.25, the mapping has no cycles of the type γ n . For -0.25 ≤ ε < 0, the cycles γ n exist if the inequalities 
and 
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hold. Let us first prove inequality (11). For the cycle γ n to exist, it is necessary that parameter p fall within the interval (ε -1 , -1) and the condition f 2 (1 + ε) > b be fulfilled. Inequality (12), in turn, is a consequence of inequality (7) . Figure 4 shows the regions of existence and stability of the cycles with periods from 1 to 4 for ε = -0.2. The cycles of period 4 can have different structures: the phase portraits of the cycles in region {4a} and {4b} (see Fig. 4 ) are shown in Figs. 5a and 5b, respectively.
We denote, by λ(x), the function that is defined on the interval [0, 1] and characterizes the smallest period of the cycle, to which the iterative process y n + 1 = converges for y 0 = x. Thus, λ(x) defines the region of attraction of the corresponding cycle. Here, in contrast to the case of ε > 0, the behavior of λ(x) can be irregular: the oscillation amplitude when x tends to a certain x 0 increases indefinitely. Figure 6 shows the regions of attraction for cycles of period 2 and 4 (l and p fall within the region {2, 4a}).
We did not find any common regularity of the bifurcations; however, the numerical methods show that, at one time, there exist only chaos, only one cycle, or two cycles, the periods of which differ by two. When p approaches -1 for small values of l, the cycle period increases. Figure 7 shows the dependence of the cycle period on log 2 (-p) for three different fixed values of l (ε = -0.2). Figure 8 shows different types of attractors: the chaotic attractor (Fig. 8a) and the interval cycle of the period 4 (Fig. 8b) .
