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ON THE UNIQUENESS OF SOLUTIONS OF A SEMILINEAR
EQUATION IN AN ANNULUS
CARMEN CORTA´ZAR, MARTA GARCI´A-HUIDOBRO, PILAR HERREROS,
AND SATOSHI TANAKA
Abstract. We establish the uniqueness of positive radial solutions of
(P )
{
∆u + f(u) = 0, x ∈ A
u(x) = 0 x ∈ ∂A
where A := Aa,b = {x ∈ Rn : a < |x| < b}, 0 < a < b ≤ ∞. We assume that
the nonlinearity f ∈ C[0,∞) ∩ C1(0,∞) is such that f(0) = 0 and satisfies some
convexity and growth conditions, and either f(s) > 0 for all s > 0, or has one zero
at B > 0, is non positive and not identically 0 in (0, B) and it is positive in (B,∞).
September 11, 2020
1. Introduction and main results
In this paper we study the uniqueness of positive radial solutions of problem (1.1){
∆u+ f(u) = 0, x ∈ A,
u = 0, x ∈ ∂A, (1.1)
where n ≥ 2, A = {x ∈ Rn : a < |x| < b}, 0 < a < b ≤ ∞ and f is a smooth
function. When b = ∞, we mean that A is the exterior of the ball centered at the
origin with radius a so the boundary condition is interpreted as u = 0 on |x| = a and
lim|x|→∞ u(x) = 0. We will give conditions on f under which
u
′′(r) +
n− 1
r
u′(r) + f(u(r)) = 0, r ∈ (a, b), n ≥ 2,
u(a) = u(b) = 0
(1.2)
has at most one positive solution for every a and b.
We will assume that f satisfies the following basic structural and subcriticality
conditions:
(f1) f is continuous in [0,∞), continuously differentiable in (0,∞) and f ′ ∈
L1(0, 1),
(f2) f(0) = 0 and either there exist β > B > 0 such that f(s) > 0 for s > B,
f(s) ≤ 0 for s ∈ [0, B] with f(s) < 0 in (0, ǫ) for some ǫ > 0 and ∫ β
0
f(t)dt = 0,
or β = B = 0 and f(s) > 0 for s > B.
This research was supported by FONDECYT-1190102 for the first and second author, and
FONDECYT- 1170665 for the third author and by JSPS KAKENHI Grant Number 19K03595
and 17H01095 for the fourth author.
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(f3)
(F
f
)′
(s) ≥ n− 2
2n
for all s > β, where F (s) =
∫ s
0
f(t)dt ( subcriticality),
Observe that if b = ∞, then in order to have existence of a solution of (1.1) with
u(r) > 0 for r ∈ (a,∞) it is necessary that B > 0, so we will assume it whenever we
treat the case b =∞.
It is known that the number of nonequivalent nonradial solutions of this problem
tends to infinity as a → ∞ for the case where b = a + 1, f(s) ≡ sp, p > 1 and
p < (n+2)/(n−2) if n ≥ 3. See Byeon [B], Coffman [C2] and Li [L]. The uniqueness
of radial solutions on an annulus has been studied in [Ch-G], [C3], [FMT], [FL], [Ko],
[KLQ], [LZ], [N], [NN], [SW1], [SW2], [Ta], and [Y2]. The case f(s) ≡ sp − s, p > 1
is treated by Coffman [C3], Yadava [Y1], [Y2], Tang [Ta] and Felmer, Martinez and
Tanaka [FMT]. More general equations are considered by Erbe and Tang [ET2] and Li
and Zhou [LZ]. Kwong and Zhang [KLQ] considered the boundary condition u′(a) = 0
and u(b) = 0. Shioji and Watanabe [SW1], [SW2] introduced a generalized Pohozˇaev
identity and presented the uniqueness results of a positive radial solution in a ball, the
entire space, an annulus, or an exterior domain under Dirichlet boundary condition.
The following Theorems A and B have been established by Ni and Nussbaum [NN,
Theorem 1.8].
Theorem A (Ni and Nussbaum [NN, Theorem 1.8]). Let n ≥ 3 and b < ∞.
Assume that f ∈ C1[0,∞), f(s) > 0 for s > 0 and
1 <
sf ′(s)
f(s)
≤ n
n− 2 +
2
(b/a)n−2 − 1 for s > 0.
Then problem (1.2) has at most one positive solution.
From Theorem A, we have the following corollary.
Corollary A. Let n ≥ 3. Assume that f ∈ C1[0,∞), f(s) > 0 for s > 0 and
1 <
sf ′(s)
f(s)
≤ n
n− 2 for s > 0.
Then problem (1.2) has at most one positive solution for every a and b with 0 < a <
b < ∞. In particular, if f(s) = sp + sq, 1 < q ≤ p ≤ n/(n − 2), then problem (1.2)
has at most one positive solution for every a and b with 0 < a < b <∞.
When n = 2, recently, Shioji, Tanaka and Watanabe [STW] proved that problem
(1.2) has at most one positive solution for every a and b with 0 < a < b < ∞,
provided n = 2, f ∈ C1[0,∞), f(s) > 0 and 1 < sf ′(s)/f(s) ≤ 5 for s > 0.
Therefore, a positive solution is unique if sf ′(s)/f(s) is small in some sense. If not,
problem (1.2) can have at least three positive solutions. Indeed, Ni and Nussbaum
[NN, Theorem 1.10] proved the following result.
Theorem B (Ni and Nussbaum [NN, Theorem 1.10]). Let n ≥ 3. Assume that
f(s) ≡ sp + sq for s > 0, 1 < p < (n+ 2)/(n− 2) < q <∞. Then there exist a and b
with 0 < a < b <∞ such that problem (1.2) has at least three positive solutions.
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Actually, Ni and Nussbaum [NN] considered the case where f(s) ≡ sp+ εsq, ε > 0,
but the transformation v(r) = ε
1
q−pu(ε
p−1
2(q−p) r) reduces to the case ε = 1.
Ni and Nussbaum [NN] also proved that problem (1.2) has at most one positive
solution if b/a is small in some sense when B = 0, and later Korman [Ko, Theorem
3.3] improved it.
Yadava [Y1] employed the generalized Pohozaev identity and obtained uniqueness
results for the case f(u) = up + uq, p > q ≥ 1.
Theorem C (Yadava [Y1, Theorem 1.10]). Let n ≥ 3. Assume that f(s) ≡ sp+ sq,
p > q ≥ 1. Then problem (1.2) with b <∞ has at most one positive solution for every
a and b with 0 < a < b <∞ if one of the following conditions (i)–(iii) is satisfied:
(i) q = 1 and 1 < p ≤ (n + 2)/(n− 2);
(ii) 1 < q < p < (n+ 2)/(n− 2) and (p− 1)/(q + 1) ≤ 2/n;
(iii) (n+ 2)/(n− 2) < q ≤ p and (q − 1)/(p+ 1) ≥ 2/n.
Our results for general f improve the existing ones in the sense that our conditions
do not depend on the width of the annulus.
Our main results are the following.
Theorem 1.1. If f satisfies (f1)–(f3), and assume furthermore that f satisfies
(f4) f(s) ≤ f ′(s)(s − B) for all s > B, f(s) 6≡ f ′(s)(s − B) for s ∈ [B, β]
(superlinearity).
Then problem (1.2) has at most one positive solution for every a and b with 0 < a <
b <∞.
If b =∞, we do not need the superlinearity. So in this case we have
Theorem 1.2. If f satisfies (f1)-(f3), with B > 0, then problem (1.2) with b = ∞
has at most one positive solution for every a with 0 < a <∞.
The proofs of our main results will follow after carefully comparing two such positive
solutions, assuming they exist. We will use functionals found in [ET1], [FLS] and
[CGHY].
In the particular case f(s) = sp + sq from Theorem 1.1 we obtain the following
corollary, which improves (ii) of Theorem C.
Corollary 1.1. Let n ≥ 2. Assume that f(s) ≡ sp + sq, where p > 1 and p > q > 0.
Then problem (1.2) with b < ∞ has at most one positive solution for every a and b
with 0 < a < b <∞ if one of the following conditions (i)–(iv) is satisfied:
(i) n ≥ 6 and 1 ≤ q < p ≤ (n+ 2)/(n− 2);
(ii) 2 < n < 6 and 4/(n− 2) ≤ q < p ≤ (n+ 2)/(n− 2);
(iii) 2 < n < 6, 0 < q < 4/(n− 2) and q < p ≤ P (q), where
P (q) :=
2(q + 1) +
√
(n+ 2)(q + 1)(n+ 2− (n− 2)q)
n
;
(iv) n = 2 and 0 < q < p ≤ q + 1 + 2√q + 1.
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For existence of solutions in any annulus when q > 1 we refer for example to [G,
Theorem B(viii)] and when 0 < q ≤ 1 < p to [G, Theorem B(vii)], which gives
existence if b− a < C for some constant C (and nonexistence if b− a > C).
Finally, the following result is an application of our results to the special case
f(s) = sp − sq.
Corollary 1.2. Let n ≥ 2 and assume that f(s) ≡ sp− sq, p > q > 0. Then problem
(1.2) with b =∞ has at most one positive solution for every a ∈ (0,∞) if one of the
following conditions (i)–(iii) is satisfied:
(i) n > 2, 0 < q ≤ 4/(n− 2) and q < p ≤ (n + 2)/(n− 2);
(ii) n > 2 and
4
n− 2 < q <
4 +
√
2n(n+ 2)
2(n− 2) , q < p ≤ P (q),
where P (q) is defined as in Corollary 1.1;
(iii) n = 2 and 0 < q < p.
Moreover, if p > 1 and one of (i)–(iii) is satisfied, then problem (1.2) with b <∞ has
at most one positive solution for every a and b with 0 < a < b <∞.
Remark. It is worth noting that
P (q) =
2(q + 1) +
√
(n+ 2)(q + 1)(n+ 2− (n− 2)q)
n
is increasing with respect to q ∈ (0, 4/(n − 2)) and is decreasing with respect to
q ∈ (4/(n− 2), (4 +√2n(n+ 2))/(2(n− 2))). Hence we have
P (q) ≥ n+ 4
2
for q ∈ (0, 4/(n− 2))
and
P (q) ≥ 4 +
√
2n(n+ 2)
2(n− 2) for q ∈
(
4
n− 2 ,
4 +
√
2n(n+ 2)
2(n− 2)
)
.
For existence of solutions in any annulus in this case we refer to [G, Theorem B(iv)].
Our paper is organized as follows. In Section 2 we prove some basic properties of
the solutions, then in Sections 3 we prove some comparison results that are used to
prove first Theorem 1.1 and in Section 4 we prove Theorem 1.2. Finally, in Section 5
we give the proofs of Corollaries 1.1–1.2.
2. Preliminaries
The aim of this section is to establish several properties of positive solutions of
(1.2).
Proposition 2.1. Assume that f satisfies (f1) and (f2). Let u be a positive solution
of (1.2). Then the following hold:
(i) (u′(r))2 + 2F (u(r)) > 0 for r ∈ [a, b);
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(ii) There exists a number c ∈ (a, b) such that u′(r) > 0 for r ∈ [a, c) and u′(r) < 0
for r ∈ (c, b). Moreover, u(c) > β.
Proof. Set I(r) := (u′(r))2 + 2F (u(r)). Then
I ′(r) = −2(n− 1)
r
(u′(r))2 ≤ 0, r ∈ (a, b). (2.1)
Therefore I(r) is nonincreasing on (a, b), which implies that
I(r) ≥ I(b) ≥ 2F (u(b)) = 2F (0) = 0, r ∈ [a, b).
Now we will prove (i). Assume to the contrary that I(r1) = 0 for some r1 ∈ [a, b).
Then I(r) = 0 for r ∈ [r1, b) and hence I ′(r) = 0 for r ∈ (r1, b). From (2.1) it follows
that u′(r) = 0 for r ∈ (r1, b), which means that u(r) = u(b) = 0 for r ∈ (r1, b). This
contradicts the fact that u(r) > 0 for r ∈ (a, b). Consequently, (i) follows.
(ii) If u′(r0) = 0 we have 0 < I(r0) = F (u(r0)), which implies that u(r0) > β ≥ B.
From the equation in (1.2), it follows that u′′(r0) = −f(u(r0)) < 0.
Since u(r) > 0 for r ∈ (a, b) and u(a) = u(b) = 0, there exists a number c ∈ (a, b)
such that u′(r) > 0 for r ∈ [a, c) and u′(c) = 0. Now we claim that u′(r) 6= 0 for
r ∈ (c, b). Assume that u′(d) = 0 for some d ∈ (c, b). Then u′′(c) < 0 and u′′(d) < 0,
which means that there exists r1 ∈ (c, d) such that u′(r1) = 0 and u′′(r1) ≥ 0. This
is a contradiction. Hence u′(r) 6= 0 for r ∈ (c, b) as claimed. Since u(c) > 0 and
u(b) = 0, we have u′(r) < 0 for r ∈ (c, b). Finally, we observe that as u′(c) = 0,
then from (i) 0 < I(c) = F (u(c)), which implies that u(c) > β ≥ B. Therefore (ii)
follows. 
Proposition 2.2. Assume that f(s) satisfies (f1), (f2) and b =∞. Let u be a positive
solution of (1.2). Then
(i)
lim
r→∞
rn−1u′(r) = L,
for some L ∈ (−∞, 0].
(ii)
lim
r→∞
ru′(r) = 0.
Proof. (i) Since u(r) → 0 as r → ∞, then B > 0. By condition (f2), there exists
r0 > a such that f(u(r)) < 0 for r ≥ r0. Since (rn−1u′)′ = −rn−1f(u), we find that
rn−1u′(r) is increasing for r ≥ r0, thus it converges to some L ∈ (−∞,∞] as r →∞.
If L ∈ (0,∞], then rn−1u′(r) is eventually positive, and hence u(r) is eventually in-
creasing. This contradicts the fact that u(r) > 0 on (a,∞) and u(r)→ 0 as r →∞.
Therefore, L ∈ (−∞, 0].
(ii) For n ≥ 3 we have
lim
r→∞
ru′(r) = lim
r→∞
r−(n−2)rn−1u′(r) = 0 · L = 0.
For n = 2 we proved above that
lim
r→∞
ru′(r) = L ∈ (−∞, 0].
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Suppose L < 0. Then there exists r0 > a such that, for r > r0, ru
′(r) < L/2. Hence
u(r) = u(r0) +
∫ r
r0
u′(t) dt < u(r0) +
L
2
∫ r
r0
1
t
dt = u(r0) +
L
2
(ln(r)− ln(r0)).
We can choose r sufficiently large so u(r) < 0, a contradiction, and thus L = 0 when
n = 2.

3. Proof of Theorem 1.1
To prove Theorem 1.1, we assume that (1.2), with b <∞, has two distinct positive
solutions u1 and u2 with 0 < u
′
1(a) < u
′
2(a). Comparing two such solutions carefully,
as r goes from a to b, will lead to a contradiction, proving the theorem.
We will assume that f satisfies (f1)–(f3) for Steps one through five. For Step six
and the Final Step we will assume also (f4), the superlinearity, to guarantee the
existence of an intersection point.
By Proposition 2.1, there exists ci such that u
′
i(r) > 0 for r ∈ [a, ci) and u′i(r) < 0
for r ∈ (ci, b). Denote by ri(s) and r¯i(s) inverse functions of ui(r) on [a, ci) and (ci, b),
respectively. Define
Mi := ui(ci), i = 1, 2.
and remember, by Proposition 2.1, that
Mi > β, i = 1, 2.
We will use the following relation:
r′i(s) =
1
u′i(ri(s))
, r¯′i(s) =
1
u′i(r¯i(s))
, i = 1, 2,
where ′ represents the derivative of the function with respect to its natural variable,
that is, r′i stands for the derivative of ri with respect to s, and u
′
i denotes the derivative
of ui with respect to r. Then
1
r′i(Mi)
= u′i(ri(Mi)) = u
′
i(ci) = 0
and similarly
1
r¯′i(Mi)
= 0.
For our first step we will use the functional
Vi(s) := (ri(s))
2(n−1)
(
(u′i(ri(s)))
2 + 2F (s)
)
. i = 1, 2.
The functional
√
Vi(s) was used first in [CGHY].
Proposition 3.1. (Step one) Assume that f satisfies (f1) and (f2). Let u1 and u2
be two positive solutions of (1.2) with 0 < u′1(a) < u
′
2(a). Then
(r1(β))
n−1
r′1(β)
<
(r2(β))
n−1
r′2(β)
, (3.1)
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and if β > 0, then r1(s) > r2(s) for s ∈ (0, β].
To prove Proposition 3.1 we will first prove the following lemma.
Lemma 3.1. Assume that f satisfies (f1) and (f2). Suppose that β > 0 and let u1
and u2 be two positive solutions of (1.2) with 0 < u
′
1(a) < u
′
2(a). If there exists
s0 ∈ (0,min{M1,M2}) such that V1(s) ≤ V2(s) for s ∈ [0, s0], then r1(s) > r2(s) and
r′1(s) > r
′
2(s) for s ∈ (0, s0].
Proof. Note that V1(0) = a
2(n−1)(u′1(a))
2 < a2(n−1)(u′2(a))
2 = V2(0), r1(0) = a = r2(0)
and
r′1(0) =
1
u′1(a)
>
1
u′2(a)
= r′2(0).
Then there exists δ > 0 such that r1(s) > r2(s) and r
′
1(s) > r
′
2(s) for s ∈ (0, δ).
Assume that there exists s1 ∈ (0, s0] such that r1(s) > r2(s) and r′1(s) > r′2(s) for
s ∈ (0, s1) and either r1(s1) = r2(s1) or r′1(s1) = r′2(s1). Since r′1(s) > r′2(s) for
s ∈ (0, s1), we conclude that r1(s) − r2(s) is strictly increasing in (0, s1). Hence,
r1(s1) − r2(s1) > r1(0) − r2(0) = a − a = 0, that is, r1(s1) > r2(s1). Therefore,
r′1(s1) = r
′
2(s1), which implies that u
′
1(r1(s1)) = u
′
2(r2(s1)). We observe that
V1(s1) = (r1(s1))
2(n−1)
(
(u′1(r1(s1)))
2 + 2F (s1)
)
> (r2(s1))
2(n−1)
(
(u′2(r2(s1)))
2 + 2F (s1)
)
= V2(s1).
This is a contradiction. Consequently, r1(s) > r2(s) and r
′
1(s) > r
′
2(s) for s ∈
(0, s0]. 
Proof of Step one. Observe that if β = 0 the proposition is trivially true. So from
now on β > 0. First we will prove that V1(s) < V2(s) for s ∈ [0, β]. Since
V1(0) = a
2(n−1)(u′1(a))
2 < a2(n−1)(u′2(a))
2 = V2(0),
there exists δ > 0 such that V1(s) < V2(s) for s ∈ [0, δ). Assume that there exists
s0 ∈ (0, β] such that V1(s0) = V2(s0) and V1(s) < V2(s) for s ∈ [0, s0). From Lemma
3.1 it follows that r1(s) > r2(s) and r
′
1(s) > r
′
2(s) for s ∈ (0, s0]. We observe that
V ′i (s) = 4(n− 1)(ri(s))2n−3r′i(s)F (s).
Since F (s) < 0 for s ∈ (0, s0), we have V ′1(s) < V ′2(s) for s ∈ (0, s0), which implies that
V2(s)− V1(s) is strictly increasing in (0, s0). Then V2(s0)− V1(s0) > V2(0)− V1(0) >
0. This contradicts the fact that V1(s0) = V2(s0). Therefore, V1(s) < V2(s) for
s ∈ [0, β]. In particular, V1(β) < V2(β), which implies (3.1). Using Lemma 3.1 again,
we conclude that r1(s) > r2(s) for s ∈ (0, β]. 
Proposition 3.2. (Step two) Assume that f satisfies (f1) and (f2). Let u1 and u2
be two positive solutions of (1.2) with 0 < u′1(a) < u
′
2(a). Then M1 < M2 and
r1(s) > r2(s) and
(r1(s))
n−1
r′1(s)
<
(r2(s))
n−1
r′2(s)
(3.2)
for all s ∈ (β,M1).
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Proof. From Proposition 3.1 we have that the second part of (3.2) holds at s = β,
and r1(s) > r2(s) in some right neighborhood of β when β ≥ 0. Hence w(s) :=
(r1(s))
n−1u′1(r1(s)) − (r2(s))n−1u′2(r2(s)) < 0 and r1(s) > r2(s) in some right neigh-
borhood of β. Let M := min{M1,M2}. Assume that there exists s0 ∈ (β,M) such
that w(s) < 0 and r1(s) > r2(s) for s ∈ [β, s0) and either w(s0) = 0 or r1(s0) = r2(s0).
Then
r′1(s) >
(r1(s)
r2(s)
)n−1
r′2(s) > r
′
2(s), s ∈ [β, s0).
Hence r1(s)− r2(s) is strictly increasing on [β, s0). Since r1(β)− r2(β) ≥ 0, we have
r1(s0)− r2(s0) > 0. Therefore, w(s0) = 0 and r1(s0) > r2(s0). Then w′(s0) ≥ 0. On
the other hand, since
w′(s) = −f(s)
((r1(s))n−1
u′1(r1(s))
− (r2(s))
n−1
u′2(r2(s))
)
= − f(s)
(r2(s))n−1u
′
2(r2(s))
(
−(r1(s))
n−1w(s)
u′1(r1(s))
+ (r1(s))
2(n−1) − (r2(s))2(n−1)
)
,
we have
w′(s0) = − f(s0)
(r2(s0))n−1u′2(r2(s0))
(
(r1(s0))
2(n−1) − (r2(s0))2(n−1)
)
< 0.
This is a contradiction. Therefore, w(s) < 0 and r1(s) > r2(s) for s ∈ (β,M). This
shows that (3.2) holds for s ∈ (β,M).
Finally we prove that M = M1. Assume that M2 < M1. Letting r → M2 in
w(s) < 0, we have
0 ≥ lim
s→M2
w(s) = (r1(M2))
n−1u′1(r1(M2)) > 0,
which is a contradiction. 
For our next steps we will use the functional introduced first by Erbe and Tang in
[ET1], and we shall use many of their ideas. Set
Pi(s) = −2nF (s)
f(s)
(ri(s))
n−1
r′i(s)
− (ri(s))
n
(r′i(s))
2
− 2(ri(s))nF (s), i = 1, 2.
We observe that
Pi(s) = −2nF (s)
f(s)
(ri(s))
n−1
r′i(s)
− (ri(s))−(n−2)Vi(s), i = 1, 2.
and
P ′i (s) =
(
n− 2− 2n
(F
f
)′
(s)
)(ri(s))n−1
r′i(s)
, i = 1, 2. (3.3)
Proposition 3.3. (Step three) Assume that f satisfies (f1)–(f3). Let u1 and u2 be
positive solutions of (1.2) with 0 < u′1(a) < u
′
2(a). Then
P1(M1) > P2(M1).
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Proof. If β > 0, then Proposition 3.1 implies that
r1(β) > r2(β),
(r1(β))
n−1
r′1(β)
<
(r2(β))
n−1
r′2(β)
,
and hence
P1(β)− P2(β) = −(r1(β))
n
(r′1(β))
2
+
(r2(β))
n
(r′2(β))
2
= −
((r1(β))n−1
r′1(β)
)2 1
(r1(β))n−2
+
((r2(β))n−1
r′2(β)
)2 1
(r2(β))n−2
> 0.
For the case β = B = 0, integration by parts gives
F (s) = sf(s)−
∫ s
0
tf ′(t)dt,
and by L’Hoˆpital’s rule we have
lim
s→0
F (s)
f(s)
= lim
s→0
s− lim
s→0
∫ s
0
tf ′(t)dt
f(s)
= 0− lim
s→0
sf ′(s)
f ′(s)
= 0
thus
P1(β)− P2(β) = lim
s→0
(P1(s)− P2(s)) = − a
n
(r′1(0))
2
+
an
(r′2(0))
2
= an(−(u′1(a))2 + (u′2(a))2) > 0.
Using (f3) and Proposition 3.2, we have
(P1 − P2)′ (s) =
(
n− 2− 2n
(F
f
)′
(s)
)((r1(s))n−1
r′1(s)
− (r2(s))
n−1
r′1(s)
)
≥ 0
for s ∈ (β,M1). Thus P1(s)− P2(s) ≥ P1(β)− P2(β) > 0 which implies that P1(s) >
P2(s) for s ∈ [β,M1]. 
We will now study the solutions going down from their maximum points, and their
corresponding inverses r¯i.
For our next step we will use P¯i(s) the corresponding functional to Pi(s).
P¯i(s) = −2nF (s)
f(s)
(r¯i(s))
n−1
r¯′i(s)
− (r¯i(s))
n
(r¯′i(s))
2
− 2(r¯i(s))nF (s),
P¯ ′i (s) =
(
n− 2− 2n
(F
f
)′
(s)
)(r¯i(s))n−1
r¯′i(s)
.
(3.4)
Proposition 3.4. (Step four) Assume that f satisfies (f1)–(f3). Let u1 and u2 be
positive solutions of (1.2) with 0 < u′1(a) < u
′
2(a). If r¯1(M1) < r¯2(M1) and r¯1(s),
r¯2(s) intersect each other in [β,M1), then
(r¯1(s))
n−1
r¯′1(s)
>
(r¯2(s))
n−1
r¯′2(s)
, s ∈ [sI ,M1), and P¯1(s) > P¯2(s), s ∈ [sI ,M1]
where sI ∈ [β,M1) is the largest intersection point of r¯1(s) and r¯2(s).
10 C. CORTA´ZAR, M. GARCI´A-HUIDOBRO, P. HERREROS, AND S. TANAKA
Proof. Since
lim
s→M1
(r¯1(s))
n−1
r¯′1(s)
= 0 >
(r¯2(M1))
n−1
r¯′2(M1)
,
we find that (r¯1(s))
n−1/r¯′1(s) > (r¯2(s))
n−1/r¯′2(s) in some left neighborhood of M1.
Assume that there exists s0 ∈ (sI ,M1) such that
(r¯1(s0))
n−1
r¯′1(s0)
=
(r¯2(s0))
n−1
r¯′2(s0)
and
(r¯1(s))
n−1
r¯′1(s)
>
(r¯2(s))
n−1
r¯′2(s)
, s ∈ (s0,M1).
Since r¯1(s) < r¯2(s) for s ∈ (sI ,M1], we have r¯1(s0) < r¯2(s0), which shows that
0 > r¯′1(s0) > r¯
′
2(s0). Since(
(r¯1)
n−1
r¯′1
− (r¯2)
n−1
r¯′2
)′
(s) =
(
(r¯1)
n−1u′1(r¯1)− (r¯2)n−1u′2(r¯2)
)′
(s)
= −f(s)
(
(r¯1(s))
n−1r¯′1(s)− (r¯2(s))n−1r¯′2(s)
)
= −f(s)
((r¯1(s))n−1
r¯′1(s)
(r¯′1(s))
2 − (r¯2(s))
n−1
r¯′2(s)
(r¯′2(s))
2
)
,
we have(
(r¯1)
n−1
r¯′1
− (r¯2)
n−1
r¯′2
)′
(s0) = f(s0)
(r¯1(s0))
n−1
−r¯′1(s0)
((r¯′1(s0))
2 − (r¯′2(s0))2) < 0,
because s0 > sI ≥ β ≥ B and f(s0) > 0. This is a contradiction. Therefore,
(r¯1(s))
n−1
r¯′1(s)
>
(r¯2(s))
n−1
r¯′2(s)
, s ∈ (sI ,M1).
But for s = sI it is also true. Hence it is true for s ∈ [sI ,M1).
We note that condition (f3) implies that Pi(s) is nonincreasing and P¯i is nonde-
creasing. From Proposition 3.2 we have M1 < M2, and from Proposition 3.3 we have
P1(M1) > P2(M1), so
P¯1(M1) = P1(M1) > P2(M1) ≥ P2(M2) = P¯2(M2) ≥ P¯2(M1).
By condition (f3), we have(
P¯1 − P¯2
)′
(s) =
(
n− 2− 2n
(F
f
)′
(s)
)((r¯1(s))n−1
r¯′1(s)
− (r¯2(s))
n−1
r¯′2(s)
)
≤ 0, s ∈ (sI ,M1),
which implies that
P¯1(s)− P¯2(s) ≥ P¯1(M1)− P¯2(M1) > 0, s ∈ [sI ,M1].
Thus P¯1(s) > P¯2(s) for s ∈ [sI ,M1]. 
Proposition 3.5. (Step five) Assume that f satisfies (f1)–(f3). Let u1 and u2 be
positive solutions of (1.2) with 0 < u′1(a) < u
′
2(a). If either
(i) r¯1(M1) < r¯2(M1) and r¯1(s), r¯2(s) intersect each other in (β,M1), or
(ii) r¯1(M1) ≥ r¯2(M1),
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then
r¯1(β) > r¯2(β) and
r¯1(β)
r¯′1(β)
>
r¯2(β)
r¯′2(β)
. (3.5)
Proof. (i) Let sI be as in Proposition 3.4. Then we find that r¯
′
1(sI) < r¯
′
2(sI) < 0.
Since r¯1(sI) = r¯2(sI), we have
r¯1(sI)
r¯′1(sI)
>
r¯2(sI)
r¯′2(sI)
.
Hence there exists δ > 0 such that
r¯′1(s) < r¯
′
2(s) < 0,
r¯1(s)
r¯′1(s)
>
r¯2(s)
r¯′2(s)
(3.6)
for s ∈ (sI − δ, sI ].
First we assume that there exists s0 ∈ [β, sI) such that (3.6) holds for s ∈ (s0, sI ]
and r¯′1(s0) = r¯
′
2(s0). The inequality r¯1(s)/r¯
′
1(s) > r¯2(s)/r¯
′
2(s) is equivalent to
(log r¯1)
′(s) < (log r¯2)
′(s).
Integrating this inequality over (s0, sI) and using r¯1(sI) = r¯2(sI), we have r¯1(s0) >
r¯2(s0). On the other hand, letting s→ s0 in the inequality r¯1(s)/r¯′1(s) > r¯2(s)/r¯′2(s)
and using r¯′1(s0) = r¯
′
2(s0) < 0, we have r¯1(s0) ≤ r¯2(s0), which is a contradiction.
Then r¯′1(s) < r¯
′
2(s) < 0 for s ∈ [β, sI ], which implies that r¯1(s) > r¯2(s) for s ∈ [β, sI).
Next we assume that there exists s0 ∈ [β, sI) such that (3.6) holds for s ∈ (s0, sI ]
and
r¯1(s0)
r¯′1(s0)
=
r¯2(s0)
r¯′2(s0)
.
Let
A :=
(r¯2(s0))
n−1r¯′1(s0)
(r¯1(s0))n−1r¯′2(s0)
=
(r¯2(s0))
n−2
(r¯1(s0))n−2
≤ 1.
Observe that((r¯2)n−1r¯′1
(r¯1)n−1r¯′2
)′
(s) = f(s)
(r¯2(s))
n−1r¯′1(s)
(r¯1(s))n−1r¯′2(s)
((r¯′1(s))
2 − (r¯′2(s))2) > 0, s ∈ (s0, sI ].
Hence,
(r¯2(s))
n−1r¯′1(s)
(r¯1(s))n−1r¯
′
2(s)
> A, s ∈ (s0, sI ].
As P¯1(M1) < 0 and P¯
′
1(s) ≥ 0, we have P¯1(sI) < 0, which implies
AP¯1(sI)− P¯2(sI) ≥ P¯1(sI)− P¯2(sI) > 0,
by Proposition 3.4. By the direct computation we have
(AP¯1 − P¯2)′(s) =
(
n− 2− 2n
(F
f
)′
(s)
)(
A
(r¯1(s))
n−1
r¯′1(s)
− (r¯2(s))
n−1
r¯′2(s)
)
≤ 0
for s ∈ (s0, sI ] and thus AP¯1(s0) − P¯2(s0) > 0. On the other hand, since r¯1(s0) ≥
r¯2(s0) ≥ 0, we have
AP¯1(s0)− P¯2(s0) = −2F (s0)(r¯2(s0))n−2((r¯1(s0))2 − (r¯2(s0))2) ≤ 0,
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which is a contradiction.
(ii) We note that
lim
s→M1
r¯′1(s) = −∞ < r¯′2(M1) < 0,
and hence
lim
s→M1
r¯1(s)
r¯′1(s)
= 0 >
r¯2(M1)
r¯′2(M1)
.
Therefore there exists δ > 0 such that (3.6) holds for s ∈ (M1 − δ,M1). Arguing the
same as (i), with M1 instead of sI , we can conclude that (3.5) holds. 
Proposition 3.6. (Step Six) Assume that f satisfies (f1)–(f4). Let u1 and u2 be
positive solutions of (1.2) with b < ∞ such that 0 < u′1(a) < u′2(a). If r¯1(M1) <
r¯2(M1) then r¯1(s) and r¯2(s) intersect in (B,M1).
Proof. Assume that r¯1(M1) < r¯2(M1) and r¯1(s) and r¯2(s) do not intersect in (B,M1).
First we suppose that B > 0. From Propositions 3.1 and 3.2 it follows that r1(s) >
r2(s) for s ∈ (0,M1]. Then u2(r) > u1(r) ≥ B for all r ∈ [r1(B), r¯1(B)) and
u2(r1(B)) > u1(r1(B)) = B and u2(r¯1(B)) ≥ u1(r¯1(B)) = B. By multiplying the
equations satisfied by u1, u2 by u2 − B and u1 − B respectively and subtracting, we
obtain
d
dr
(
rn−1(u′1(u2 − B)− u′2(u1 −B))
)
= −rn−1(u1 −B)(u2 − B)
( f(u1)
u1 − B −
f(u2)
u2 − B
)
.
(3.7)
Since by (f4) the right hand side of (3.7) is nonnegative in [r1(B), r¯1(B)], by inte-
grating (3.7) over this interval, we obtain the contradiction
0 ≥ (r¯1(B))n−1u′1(r¯1(B))(u2(r¯1(B))−B) ≥ (r1(B))n−1u′1(r1(B))(u2(r1(B))−B) > 0.
Now we suppose that B = 0. Proposition 3.2 implies that r1(s) > r2(s) for s ∈
(0,M1). Since r¯1(M1) < r¯2(M1) and r¯1(s) and r¯2(s) do not intersect in (B,M1), we
conclude that u2(s) > u1(s) for s ∈ (a, b). Integrating (3.7) with B = 0 over [a, b], we
have
0 = −
∫ b
a
rn−1u1(r)u2(r)
(f(u1(r))
u1(r)
− f(u2(r))
u2(r)
)
dr. (3.8)
However, by (f4), the right hand side of this equality is positive. This is a contradic-
tion. 
Proposition 3.7. (Final step) If f satisfies (f1)–(f4), then there is at most one
positive solution of (1.2) with b <∞.
Proof. i) First let β = B = 0. Suppose u1 and u2 are two positive solutions of
(1.2) with 0 < u′1(a) < u
′
2(a). By Proposition 3.6 if r¯1(M1) < r¯2(M1) there is an
intersection point in (B,M1), so by Proposition 3.5 we have
r¯1(β) > r¯2(β) and
r¯1(β)
r¯′1(β)
>
r¯2(β)
r¯′2(β)
. (3.9)
Then we have b = r¯1(β) > r¯2(β) = b, a contradiction. So in this case we have the
uniqueness.
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ii) Suppose now that β > B > 0 and u1 and u2 are two positive solutions of (1.2)
with 0 < u′1(a) < u
′
2(a).
In order to arrive to a contradiction we use the functionals
Wi(s) = r¯i(s)
√
(u′i(r¯i(s)))
2 + 2F (s), i = 1, 2,
found in Franchi, Lanconelli and Serrin [FLS] or Serrin and Tang [ST]. By Proposition
(2.1), we note that Wi(s), i = 1, 2 are well-defined.
By Proposition 3.6 if r¯1(M1) < r¯2(M1) there is an intersection point in (B,M1), and
let sI be the largest intersection point of r¯1(s) and r¯2(s) in (B,M1). Let s0 ∈ (0, β] be
defined as β if either r¯1(M1) ≥ r¯2(M1) or r¯1(M1) < r¯2(M1) and sI > β. Let s0 = sI
if r¯1(M1) < r¯2(M1) and B < sI ≤ β.
In all three cases we have, by Proposition 3.5 or the definition of sI , that r¯1(s0) ≥
r¯2(s0) and
r¯1(s0)
r¯′1(s0)
≥ r¯2(s0)
r¯′2(s0)
.
By the uniqueness of solutions of initial value problem, we note that either r¯1(s0) 6=
r¯2(s0) or r¯
′
1(s0) 6= r¯′2(s0). ThenW1(s0) < W2(s0) and |u′1(r¯1(s0))| < |u′2(r¯2(s0))|. Also,
(W1 −W2)′(s)
= (n− 2)
( |u′1(r¯1(s))|√
(u′1(r¯1(s)))
2 + 2F (s)
− |u
′
2(r¯2(s))|√
(u′2(r¯2(s)))
2 + 2F (s)
)
− 2F (s)
( 1
|u′1(r¯1(s))|
√
(u′1(r¯1(s)))
2 + 2F (s)
− 1|u′2(r¯2(s))|
√
(u′2(r¯2(s)))
2 + 2F (s)
)
.
Since F (s) < 0 for s ∈ (0, s0), we note that, for each fixed s ∈ (0, s0), the functions
x 7→ x√
x2 + 2F (s)
and x 7→ 1
x
√
x2 + 2F (s)
are decreasing for x >
√−2F (s). Therefore, as long as |u′1(r¯1(s))| < |u′2(r¯2(s))| and
F (s) ≤ 0, we have (W1 − W2)′(s) > 0 and (r¯1 − r¯2)′(s) < 0. Assume that there
exists s1 ∈ (0, s0) such that |u′1(r¯1(s1))| = |u′2(r¯2(s1))| and |u′1(r¯1(s))| < |u′2(r¯2(s))| for
s ∈ (s1, s0]. Then W1(s1) < W2(s1) and hence r¯1(s1) < r¯2(s1). On the other hand,
since (r¯1(s)− r¯2(s))′ < 0 for s ∈ (s1, s0], we find that
r¯1(s1)− r¯2(s1) > r¯1(s0)− r¯2(s0) ≥ 0,
which is a contradiction. Consequently, |u′1(r¯1(s))| < |u′2(r¯2(s))| for s ∈ (0, s0].
Hence W1(s)−W2(s) < W1(s0)−W2(s0) < 0 and r¯1(s)− r¯2(s) > r¯1(s0)− r¯2(s0) in
[0, s0), from where we obtain the contradiction
0 = b− b = r¯1(0)− r¯2(0) > r¯1(s0)− r¯2(s0) ≥ 0.
This finishes the proof of Theorem 1.1.

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4. Proof of Theorem 1.2
To prove Theorem 1.2, we will follow the same steps as in Theorem 1.1. We assume
that (1.2), now with b = ∞ and hence B > 0, has two distinct positive solutions u1
and u2 with 0 < u
′
1(a) < u
′
2(a) and arrive at a contradiction.
We will assume only that f satisfies (f1)–(f3) for all steps, as in this case we do
not need (f4) for the existence of a intersection point.
The proof of Step One, Step Two, Step Three, Step Four and Step Five are exactly
the same as in Theorem 1.1 if you ignore the comments in Step One and Step Three
for the case B = 0.
Proposition 4.1. (Step Six) Assume that f satisfies (f1)–(f3). Let u1 and u2 be
positive solutions of (1.2) with b = ∞, and B > 0 such that 0 < u′1(a) < u′2(a). If
r¯1(M1) < r¯2(M1) then r¯1(s) and r¯2(s) intersect in (0,M1).
Proof. Assume that r¯1(s) < r¯2(s) for all s ∈ (0,M1). We will first prove that
u′1(r¯1(s)) > u
′
2(r¯2(s)) in (0,M1]. Indeed, this is true at M1 by assumption, and as-
sume by contradiction that there exists the largest s0 ∈ (0,M1) such that u′1(r¯1(s0)) =
u′2(r¯2(s0)). Then,
d
ds
(
u′1(r¯1(s))− u′2(r¯2(s))
) ∣∣∣
s=s0
=
u′′1(r¯1(s0))
u′1(r¯1(s0))
− u
′′
2(r¯2(s0))
u′2(r¯2(s0))
= −(n− 1)
( 1
r¯1(s0)
− 1
r¯2(s0)
)
− f(s0)
( 1
u′1(r¯1(s0))
− 1
u′2(r¯2(s0))
)
= −(n− 1)
( 1
r¯1(s0)
− 1
r¯2(s0)
)
< 0,
which cannot be. Hence u′1(r¯1(s)) > u
′
2(r¯2(s)) in (0,M1]. In what follows we use an
idea in [ST] and consider the functional J(s) := |u′1(r¯1(s))|2 − |u′2(r¯2(s))|2. Then, for
each s ∈ (0,M1), we have J(s) < 0 and
J ′(s) = 2(u′′1(r¯1(s))− u′′2(r¯2(s)))
= 2(n− 1)
( |u′1(r¯1(s))|
r¯1(s)
− |u
′
2(r¯2(s))|
r¯2(s)
)
=
2(n− 1)
|u′1(r¯1(s))|
( |u′1(r¯1(s))|2
r¯1(s)
− |u
′
1(r¯1(s))||u′2(r¯2(s))|
r¯2(s)
)
>
2(n− 1)
|u′1(r¯1(s))|
( |u′1(r¯1(s))|2
r¯1(s)
− |u
′
1(r¯1(s))|2 + |u′2(r¯2(s))|2
2r¯2(s)
)
>
2(n− 1)
|u′1(r¯1(s))|r¯1(s)
(
|u′1(r¯1(s))|2 −
|u′1(r¯1(s))|2 + |u′2(r¯2(s))|2
2
)
=
n− 1
|u′1(r¯1(s))|r¯1(s)
J(s),
that is,
J ′(s)
J(s)
< −(n− 1) r¯
′
1(s)
r¯1(s)
.
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Let now ε ∈ (0,M1/2). By integrating this inequality over (ε,M1/2), we obtain
(r¯1(M1/2))
n−1J(M1/2) > (r¯1(ε))
n−1J(ε)
= (r¯1(ε))
n−1(|u′1(r¯1(ε))|2 − |u′2(r¯2(ε))|2)
> (r¯1(ε))
n−1|u′1(r¯1(ε))|2 − (r¯2(ε))n−1|u′2(r¯2(ε))|2
=
((r¯1(ε))
n−1u′1(r¯1(ε)))
2
(r¯1(ε))n−1
− ((r¯2(ε))
n−1u′2(r¯2(ε)))
2
(r¯2(ε))n−1
.
By Proposition 2.2, there exist Li ∈ (−∞, 0], i = 1, 2 such that rn−1u′i(r) → Li as
r →∞. Therefore,
lim
ε→0
((r¯i(ε))
n−1u′i(r¯i(ε)))
2
(r¯i(ε))n−1
= 0, i = 1, 2.
and we obtain the contradiction 0 > (r¯1(M1/2))
n−1J(M1/2) ≥ 0. 
Proposition 4.2. (Final step)
If f satisfies (f1)-(f3) there is at most one positive solutions of (1.2) with b =∞.
Proof. Suppose u1 and u2 are two positive solutions of (1.2) with b = ∞ and 0 <
u′1(a) < u
′
2(a).
We use, as in Theorem 1.1, the functionals
Wi(s) = r¯i(s)
√
(u′i(r¯i(s)))
2 + 2F (s), i = 1, 2.
By Proposition 4.1 if r¯1(M1) < r¯2(M1) there is an intersection point in (0,M1), and
let sI be the largest intersection point of r¯1(s) and r¯2(s) in (B,M1). Let s0 ∈ (0, β] be
defined as β if either r¯1(M1) ≥ r¯2(M1) or r¯1(M1) < r¯2(M1) and sI > β. Let s0 = sI
if r¯1(M1) < r¯2(M1) and 0 < sI ≤ β.
In all three cases we have, by Proposition 3.5 or the definition of sI , that r¯1(s0) ≥
r¯2(s0) and
r¯1(s0)
r¯′1(s0)
≥ r¯2(s0)
r¯′2(s0)
.
By the uniqueness of solutions of initial value problem, we note that either r¯1(s0) 6=
r¯2(s0) or r¯
′
1(s0) 6= r¯′2(s0). Then W1(s0) < W2(s0) and |u′1(r¯1(s0))| < |u′2(r¯2(s0))|.
As in the proof of Theorem 1.1 we can now prove that W1(s)−W2(s) < W1(s0)−
W2(s0) < 0 and r¯1(s)− r¯2(s) > r¯1(s0)− r¯2(s0) in (0, s0).
By Proposition 2.1 and (f2), we observe that
0 < W1(s) < W2(s) +W1(s0)−W2(s0)
< r¯2(s)
√
(u′2(r¯2(s)))
2 +W1(s0)−W2(s0)
= r¯2(s)|(u′2(r¯2(s))|+W1(s0)−W2(s0)
Observe that r¯i(s) → ∞ as s → 0. Letting s → 0, by Proposition 2.2, we have
0 ≤W1(s0)−W2(s0) < 0. A contradiction.
This finishes the proof of Final step and hence of Theorem 1.2. 
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5. Proof of the Corollaries
In this section we give a proof of Corollaries 1.1 and 1.2.
Proof of Corollary 1.1. Assume that f(s) = sp + sq for s ≥ 0 and 1 ≤ q < p. Then
f ∈ C1[0,∞) and (f1), (f2) and (f4) hold with B = 0. By Theorem 1.1, it is enough
to prove that (f3) with β = 0 is satisfied when one of the (i)–(iii) of Corollary 1.1
holds. Since (
F
f
)′
(s) = 1− F (s)f
′(s)
(f(s))2
,
condition (f3) with β = 0 holds, if
g(s) :=
F (s)f ′(s)
(f(s))2
≤ n + 2
2n
, s > 0. (5.1)
Hence we will show (5.1). Observe that
g(s) =
p
p+ 1
+
p− q
(p+ 1)(q + 1)
h(sp−q + 1),
where
h(t) =
p− q − 1
t
− p− q
t2
, t ≥ 1.
Now we show that (5.1) holds, if the following (a) or (b) holds:
(a) p ≤ q + 1 and (n− 2)p ≤ (n+ 2);
(b) p > q + 1 and (p+q+1)
2
2(p+1)(q+1)
≤ n+2
n
.
First we assume (a). Then h(t) is increasing and hence
g(s) <
p
p+ 1
, s > 0.
If n > 2, then p ≤ (n + 2)/(n − 2) implies p/(p + 1) ≤ (n + 2)/(2n). If n = 2, then
p/(p+ 1) < 1 = (n+ 2)/(2n) for p > 1. Therefore, (5.1) holds.
Next we suppose (b). Then we see that 2(p− q)/(p− q − 1) > 1 and
h(t) ≤ h
(
2(p− q)
(p− q − 1)
)
=
(p− q − 1)2
4(p− q) , t ≥ 1.
Hence
g(s) ≤ p
p+ 1
+
(p− q − 1)2
4(p+ 1)(q + 1)
=
(p+ q + 1)2
4(p+ 1)(q + 1)
, s > 0,
which implies (5.1).
Finally we check (a) or (b) holds when one of (i)–(iv) is satisfied. If (i) holds, then
(n + 2)/(n − 2) ≤ 2 and hence p ≤ 2 ≤ q + 1, which shows (a) is satisfied. If (ii)
holds, then
p ≤ n+ 2
n− 2 =
4
n− 2 + 1 ≤ q + 1
and hence (a) holds.
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Now we assume (iii). We claim that p ≤ (n + 2)/(n− 2). Since
n2(q + 1)2 − 2n
2(n+ 2)
n− 2 (q + 1) +
n2(n + 2)2
(n− 2)2 = n
2
(
(q + 1)− n+ 2
n− 2
)2
≥ 0,
we have
4(q + 1)2 − 4n(n+ 2)
n− 2 (q + 1) +
n2(n+ 2)2
(n− 2)2
≥ (4− n2)(q + 1)2 +
(
2n2(n+ 2)
n− 2 −
4n(n + 2)
n− 2
)
(q + 1),
which is equivalent to(
2(q + 1)− n(n + 2)
n− 2
)2
≥ (n + 2)(q + 1)(n+ 2− (n− 2)q).
Since n > 2 and q < 4/(n− 2), we note that
2(q + 1)− n(n + 2)
n− 2 < 0, n+ 2− (n− 2)q > 0.
Then we have
n(n + 2)
n− 2 − 2(q + 1) ≥
√
(n+ 2)(q + 1)(n+ 2− (n− 2)q),
which shows p ≤ (n+2)/(n−2). Hence, if p ≤ q+1, then (a) is satisfied. We suppose
that p > q + 1. Then we note that np− 2(q + 1) > 2p− 2(q + 1) > 0. From the last
inequality of (iii), it follows that√
(n+ 2)(q + 1)(n+ 2− (n− 2)q) ≥ np− 2(q + 1),
which implies that
(n+ 2)(q + 1)(2n− (n− 2)(q + 1)) ≥ (np− 2(q + 1))2.
This is equivalent to the second inequality in (b). Then we have (b).
We assume (iv). If p ≤ q + 1, then (a) holds. If p > q + 1, then 0 < p −
(q + 1) ≤ 2√q + 1, and hence (p − (q + 1))2 ≤ 4(q + 1), which is equivalent to
(p+ q + 1)2/((p+ 1)(q + 1)) ≤ 4. Therefore, (b) is satisfied. 
Proof of Corollary 1.2. It can be easily verified that in this case(F
f
)′
(s) =
1
p+ 1
+
(p− q)(p− q − 1)
(p+ 1)(q + 1)
1
t− 1 +
(p− q)2
(p+ 1)(q + 1)
1
(t− 1)2 (5.2)
where t = sp−q. Hence if p ≥ q + 1, we have that(F
f
)′
(s) ≥ 1
p+ 1
and therefore (f3) is satisfied if either
n > 2, q + 1 ≤ p ≤ n + 2
n− 2 (5.3)
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or
n = 2, q + 1 ≤ p.
If q + 1 > p > q the minimum of
(
F
f
)′
(s) is at (t− 1) = 2(p−q)
(1+p−q)
and so
(F
f
)′
(s) ≥ 1
(p+ 1)
(1− (q + 1− p)
2
4(q + 1)
). (5.4)
Note that q + 1− p = 1− (p− q) < 1 and the right hand side in (5.4) is positive and
we conclude that (f3) is satisfied if either
n > 2, q < p < q + 1, p ≤
(
1− (q+1−p)2
2(q+1)
)
n + 2
n− 2
or
n = 2, q < p < q + 1.
Consequently, if (iii) is satisfied, then (f3) holds.
In the case n > 2, we note that
p ≤
(
1− (q+1−p)2
2(q+1)
)
n + 2
n− 2
is equivalent to q ≤ (n + 2)/(n− 2) and P−(q) ≤ p ≤ P (q), where
P−(q) :=
2(q + 1)−√(n + 2)(q + 1)(n+ 2− (n− 2)q)
n
.
Moreover, P (q) ≥ q + 1 is equivalent to q ≤ 4/(n − 2). We find that P−(q) ≤ q for
0 < q < (n+2)/(n−2). Hence, (f3) holds if one of (5.3) and the following is satisfied:
n > 2, q ≤ 4/(n− 2), q < p < q + 1; (5.5)
n > 2, 4/(n− 2) < q ≤ (n+ 2)/(n− 2), q < p ≤ P (q). (5.6)
From (5.3) and (5.5), it follows that (i) implies (f3). Since
q < P (q) for 0 < q <
4 +
√
2n(n+ 2)
2(n− 2) ,
by (5.6), we conclude that (ii) implies (f3).
As for the superlinear assumption (f4) that is needed when b <∞, it can be easily
verified that it is satisfied if p > 1 and 0 < q < p. Indeed, this condition is satisfied
provided g(s) > 0 for all s > 1, where
g(s) = (p− 1)sp−q+1 − psp−q − (q − 1)s+ q,
from where the result follows.

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