We consider A-hypergeometric functions associated to normal sets in the plane. We give a classification of all point configurations for which there exists a parameter vector such that the associated hypergeometric function is algebraic. In particular, we show that there are no irreducible algebraic functions if the number of boundary points is sufficiently large and A is not a pyramid.
Introduction
A-hypergeometric functions were introduced in the 1980's by Gelfand, Graev, Kapranov and Zelevinsky in a series of papers [GGZ87, GZK88, GKZ89, GKZ93] . They are generalizations of, among others, the hypergeometric functions called after Gauss, Appell and Horn. It is a classical question for which values of the parameters these functions are algebraic. In 1873, Schwarz gave a list of all (a, b, c) such that the Gauss function 2 F 1 (a, b, c|z) is irreducible and algebraic. This list is reproduced in Table 1 , which contains all such tuples up to permutations of a and b, translations over Z 3 and multiplications by integers coprime with the smallest common denominator of a, b and c. This list has been extended to the general hypergeometric function n F n−1 [BH89] and all Appell-Lauricella and Horn functions in [Sas77, CW92, Kat97, Kat00, Bod12] .
In this paper, we extend this list to all A-hypergeometric functions where A is a subset of Z 2 or Z 3 . We start by recalling the definition and some basic facts about hypergeometric functions.
Definition 1.1. Let A = {a 1 , . . . , a N } be a finite subset of Z r such that ZA = Z r and there exists a linear form h on R r such that h(a i ) = 1 for all i. The lattice of relations of A is L = {(l 1 , . . . , l N ) ∈ Z N | l 1 a 1 + . . . + l N a N = 0}. Let β ∈ C r and denote by ∂ i the differential operator ∂ ∂zi . The A-hypergeometric system associated to A and β, denoted H A (β), consists of two sets of differential equations:
• the structure equations: for all l = (l 1 , . . . , l N ) ∈ L l Φ = • the homogeneity or Euler equations: for 1 ≤ i ≤ r a 1i z 1 ∂ 1 Φ + . . . + a N i z N ∂ N Φ = β i Φ. * esther.bod@gmail.com. Department of Mathematics, Utrecht University, P.O. Box 80010, 3508 TA Utrecht, The Netherlands. This work was supported by the Netherlands Organisation for Scientific Research (NWO) by grant number OND1331860. The solutions Φ(z 1 , . . . , z N ) of this system are called A-hypergeometric functions.
We call A a pyramid if A = A ′ ∪ {a i } where all elements of A ′ lie in an r − 2 dimensional hyperplane. If this is the case, one can easily show that an A-hypergeometric function is the product of an A ′ -hypergeometric function and a monomial factor z γi i . This monomial factor does not influence algebraicity, so we will restrict ourselves to non-pyramidal sets A.
The convex hull and real non-negative cone spanned by the elements of A will be denoted Q(A) and C(A), respectively. Throughout this paper, we make the assumption that A is normal, i.e., C(A) ∩ Z r = Z ≥0 A. In this paper we only consider planar point configurations, i.e., subsets of Z 2 and Z 3 . For these A, normality is equivalent to the condition Q(A) ∩ Z r = A. We will also assume that A lies in the hyperplane x r = 1. This is possible by the following proposition: Proposition 1.2. Let A be as in Definition 1.1. Then there is an isomorphism f of Z r such that f (A) ⊆ Z r−1 × {1}.
Proof. Write A = {a 1 , . . . , a N } and h(x) = h 1 x 1 +. . .+h r x r . For each i there exist λ 1 , . . . , λ N ∈ Z such that e i = λ 1 a 1 + . . . + λ N a N . It follows from h(a j ) = 1 that h i = h(e i ) = λ 1 + . . . + λ N ∈ Z. Furthermore, gcd(h 1 , . . . , h r ) = 1 because h(a 1 ) = 1. There exists a basis of Z r containing the vector (h 1 , . . . , h r ). The matrix whose rows are the elements of this basis, with r th row (h 1 , . . . , h r ), gives the desired isomorphism.
We will only consider irreducible systems H A (β), i.e. systems for which the monodromy group acts irreducibly on the solution space. In order to check irreducibility without computing the monodromy group, we use the almost equivalent concept of non-resonance. Note that total non-resonance implies non-resonance, and hence irreducibility. To sets A ⊆ Z 3 we associate the polygon P (A) = {x ∈ R 2 | (x, 1) ∈ Q(A)}. This is a convex lattice polygon in the sense of the following definition: Definition 1.5. A simple polygon P is a subset of R 2 bounded by a closed chain of line segments, that does not intersect itself. If the points in which the line segments meet are integral, then P is called a lattice polygon. Two lattice polygons P and P ′ are isomorphic if P ′ is the image of P under a linear isomorphism of Z 2 .
etc.
etc. Conversely, to each convex lattice polygon P there is an associated set A: by defining A = (P ∩ Z 2 ) × {1}, we have P = P (A). Then A is clearly normal and it spans Z 3 over Z if P contains 3 integral points forming a triangle with area 1. It will follow from Corollary 2.12 that such triangles exist, so A satisfies the conditions of Definition 1.1. Note that isomorphisms of polygons correspond to isomorphisms of the associated point configurations, and hence preserve algebraicity of the A-hypergeometric functions.
The main result of this paper is the following: Theorem 1.6. If A is a finite normal subset of Z 2 , lying on an affine line, then there exists β ∈ Q 2 such that H A (β) is non-resonant and has algebraic solutions. If A is a finite normal non-pyramidal subset of Z 3 , lying in an affine plane, then there exists β ∈ Q 3 such that H A (β) is non-resonant and has algebraic solutions if and only if P (A) is isomorphic to one of the polygons in Figure 1 .
In the next section we describe how to determine the algebraic functions using a combinatorial criterion and triangulations of polygons. Then we analyze one-dimensional sets in Section 3. For the two-dimensional sets, we will mostly use the polygons P (A) instead of the sets A. In Section 4 we will compute all polygons with at most 2 interior lattice points and determine the irreducible algebraic functions. Then we show in Section 5 that all polygons with sufficiently many interior and boundary lattice points contain smaller subpolygons, to which we can reduce the problem of finding irreducible algebraic functions. Finally, the polygons with many interior points and few boundary points will be treated in Section 6.
Algebraic A-hypergeometric functions
To determine all algebraic A-hypergeometric functions, we use a combinatorial proven by Beukers. To state this, we need the concept of apex points.
Definition 2.1. An apex point is a point p ∈ (β + Z r ) ∩ C(A) such that p − a ∈ C(A) for all a ∈ A. The number of apex points is called the signature of A and β and is denoted σ A (β).
We will use the following combinatorial criterion to determine all algebraic functions: Theorem 2.2 ([Beu10, Theorem 1.10]). Suppose that H A (β) is non-resonant. If H A (β) has algebraic solutions, then β ∈ Q r . Let D be the smallest common denominator of the coordinates of β ∈ Q r . Then the solutions of H A (β) are algebraic over C(z) if and only if σ A (kβ) = Vol(Q(A)) for all k ∈ Z with 1 ≤ k < D and gcd(k, D) = 1.
Here and everywhere else in this paper, by 'volume' we mean the simplex volume. It is a normalized version of the Euclidean volume, such that the simplex spanned by the standard basis has volume 1. For A ⊆ Z 2 , the convex hull of A is a segment of the line x 2 = 1 and the volume is the length of this line segment. For A ⊆ Z 3 , the convex hull is a polygon in the plane x 3 = 1 and the volume is twice the area of this polygon.
Note that σ A (β), and hence algebraicity, only depends on the fractional part {β} of β (where {β} i = {β i } = β i − ⌊β i ⌋). Throughout this paper, we will assume that β ∈ Q r and 0 ≤ β i < 1 for all i. A consequence of Theorem 2.2 is the fact that either the solution set of H A (kβ) consists of algebraic functions for all k coprime to the smallest common denominator of the coordinates of β, or the solutions are transcendental for all k. We will call the parameter vectors β and kβ conjugated.
It is well-known that the Gauss function 2 F 1 (a, b, c|z) is irreducible if and only if a, b, c − a and c − b are non-integral. If it is irreducible, then it is algebraic if and only if for every k coprime with the denominators of a, b and c, either {ka} ≤ {kc} < {kb} or {kb} ≤ {kc} < {ka} for all k coprime with the smallest common denominator of a, b and c. This condition can be found in [Kat72] and is called the interlacing condition. We can view 2 F 1 (a, b, c|z) as an A-hypergeometric function with A = {e 1 , e 2 , e 3 , e 1 + e 2 − e 3 } and β = (−a, −b, c − 1) (see [Sti07, Section 2.6]). It can easily be computed that the above condition for irreducibility is equivalent to the condition that H A (β) is non-resonant. We can use Theorem 2.2 to find similar interlacing conditions for other hypergeometric functions. We will use the fact that the number of apex points is constant on certain parts of [0, 1) r , when we let β vary:
Lemma 2.3. Let H A (β) be non-resonant and C(A) = {x ∈ R r | m 1 (x) ≥ 0, . . . , m n (x) ≥ 0} where m 1 , . . . , m n are linear forms with integral coefficients with greatest common divisor 1. Then σ A (β) depends on (⌊m 1 (β)⌋, . . . , ⌊m n (β)⌋), but not on β itself.
Proof. Let x ∈ Z r . Then x + β is an apex point if and only if x + β ∈ C(A) and for all i, x − a i + β ∈ C(A). Equivalently, m j (x) ≥ −m j (β) for all j, and for all i there exists j such that m j (x) < m j (a i ) − m j (β). Since m j (x) and m j (a i ) are integral, whereas m j (β) is non-integral (because H A (β) is non-resonant), the apex points are those x + β such that m j (x) ≥ −⌊m j (β)⌋ for all j, and for all i there exists j such that m j (x) ≤ m j (a i ) − ⌊m j (β)⌋ − 1. Hence the conditions on x + β to be an apex point only depend on ⌊m j (β)⌋.
We now describe how to find a condition on β to have maximal signature, similar to the interlacing condition for 2 F 1 . As input we need the linear forms m i that determine the faces of the cone C(A). Write m i (x) = j m ij x j . Since we only consider β such that β i ∈ [0, 1) for all i, ⌊m i (β)⌋ can only take integral values between j min(m ij , 0) and j max(m ij , 0) (both boundaries are excluded, unless they are zero). Hence (⌊m 1 (β)⌋, . . . , ⌊m n (β)⌋) takes only finitely many values. For each of those, it suffices to find one corresponding β and compute the number of apex points. Finding such β boils down to solving a linear system of inequalities. This can easily be done by hand or using a computer algebra system, which will also detect the values of (⌊m 1 (β)⌋, . . . , ⌊m n (β)⌋) for which no β exists. Having found β, finding apex points can again be done by solving a system of linear inequalities, in this case over the integers.
Using this algorithm, finding the interlacing condition can entirely be done by computer. However, this algorithm is very slow, although it can be used for small sets A.
We will use Theorem 2.2 to find the algebraic functions for small sets A. Then we will reduce large sets A to smaller subsets. For this reduction, A and its subset need to have compatible triangulations.
Definition 2.4. Let A be a finite subset of Z r in an affine hyperplane. A triangulation of Q(A) is a finite set T = {Q(V 1 ), . . . , Q(V l )} such that each V i is a subset of A consisting of r linearly independent elements, Q(
. If all Q(V i ) have simplex volume 1, then the triangulation is called unimodular. We will call {V 1 , . . . , V l } a (unimodular) triangulation of A.
If A ⊆ Z 2 and Q(A) is a segment of the line x 2 = 1, a unimodular triangulation is a division of this segment into intervals of length 1. For A ⊆ Z 3 , triangulations of A correspond to triangulations of the polygon P (A). Such triangulations are dissections of P (A) into triangles, of which the vertices are lattice points. A triangulation of A is unimodular if all triangles in P (A) have simplex area 1. To check that a triangulation is unimodular, one can use Pick's formula:
Lemma 2.5 (Pick's formula). Let P be a convex lattice polygon with i interior lattice points and b lattice points on the boundary. Then its simplex area is equal to 2i + b − 2.
It follows that a triangle with integral vertices has area 1 if and only if the only integral points are the vertices.
Proposition 2.6. Let A ′ ⊆ A ⊆ Z r be as in Definition 1.1. Suppose that A ′ has a unimodular triangulation that can be extended to a unimodular triangulation of A. If H A (β) is non-resonant and has algebraic solutions, then H A ′ (β) is also non-resonant with algebraic solutions. In particular, if there are no β such that H A ′ (β) is non-resonant and has algebraic solutions, then are are also no irreducible algebraic functions associated to A.
To prove this proposition, we need the following two lemmas:
Lemma 2.7. Let {V 1 , . . . , V l } be a unimodular triangulation of A. Then each cone C(V i ) contains at most one apex point.
Proof. Let p and q be apex points in C(V i ). By reordering the vectors in A if necessary, we can assume that V i = {a 1 , . . . , a r }. There exist λ j , µ j ≥ 0 such that p = λ 1 a 1 + . . . + λ r a r and q = µ 1 a 1 + . . . + µ r a r . Since p is an apex point, we have p − a ∈ C(A) for all a ∈ A. In particular, p − a j ∈ C(V i ), so λ j < 1 for j = 1, . . . , r. Similarly, µ j < 1.
, where (a 1 , . . . , a r ) is viewed as an invertible r×r-matrix. As p and q are both apex points, we have {p} = {q} = {β}, so p − q ∈ Z r . The matrix (a 1 , . . . , a r ) has determinant ±1 because the triangulation is unimodular. It follows that λ − µ ∈ Z r . This implies that λ = µ, and hence p = q.
Lemma 2.8. Suppose that H A (β) is non-resonant but not totally non-resonant. Then there exist r − 1 independent elements of A such that β + Z r contains a point of the hyperplane F through these elements of A. Suppose that A has a unimodular triangulation {V 1 , . . . , V l } such that F is a face of one of the cones C(V i ). Then H A (β) has transcendental solutions.
Proof. As the algebraicity of solutions only depends on {β}, we can assume that β itself lies on F . Since H A (β) is non-resonant, F is not a face of C(A) and hence there is a V j = V i such that F is also a face of C(V j ). The sets V i and V j have r − 1 points in common, say V i = {a 1 , . . . , a r } and V j = {a 1 , . . . , a r−1 , a r+1 }. There exists a vector λ = (λ 1 , . . . , λ r−1 , 0) such that β = V i λ = V j λ, where we identify V i and V j with the matrices whose columns are the vectors a i . By again translating β if necessary, we can assume that 0 ≤ λ i < 1 for all i. Suppose that x + β ∈ C(V i ) is an apex point, with x ∈ Z. Then we can write x + β = V i µ with 0 ≤ µ i < 1. But then
r with −1 < µ i − λ i < 1, so µ = λ and x = 0. Hence if there is an apex point in C(V i ), then it must be β. Similarly, the only possible apex point in C(V j ) is β. By Lemma 2.7, the other C(V k ) contain at most l − 2 apexpoints, so σ A (β) ≤ l − 1. Theorem 2.2 now implies that the solutions of H A (β) are transcendental. Remark 2.9. One can show that systems that are not totally non-resonant have solutions involving logarithms. Hence the above lemma also holds if A has no unimodular triangulation, but the proof is more involved.
Proof of Proposition 2.6. Suppose that H
is not totally nonresonant. Extending the triangulation of A ′ to A gives a triangulation satisfying the hypothesis of Lemma 2.8. Hence H A (β) has transcendental solutions. It follows that H A ′ (β) is non-resonant.
Let k ∈ Z be coprime with the smallest common denominator of the coordinates of β. By Theorem 2.2, σ A (kβ) = Vol(Q(A)). Lemma 2.7 shows that each cone in the triangulation of A contains exactly one apex point. In particular, this holds for the cones in the triangulation of
) and H A ′ (β) has algebraic solutions.
To apply Proposition 2.6, we now show that each normal subset A ′ of A has a unimodular triangulation that can be extended to a unimodular triangulation of A. If A ⊆ Z 2 , this is trivial: Q(A) is a line segment and Q(A ′ ) is a subsegment. Dividing both segments into parts of length 1 gives the desired triangulations. For A ⊆ Z 3 the proof is a bit more complicated and requires two lemmas.
Lemma 2.10. Every lattice triangle has a unimodular triangulation.
Proof. Let P be a lattice triangle. We show that P can be divided into smaller triangles. Since the area of such triangles is positive and integral, after finitely many steps we will find a unimodular triangulation of P . If P doesn't have interior lattice points or lattice points on the boundary except for the vertices, then the area is 1 and P is triangulated already. If P has an interior lattice point, then connecting this interior point with the three vertices divides the triangle into three smaller triangles. If there is a lattice point on an edge of P , which is not a vertex, then connecting this with the opposite vertex will divide P into two smaller triangles.
Lemma 2.11. Let P, P ′ be convex lattice polygons with P ′ ⊆ P . Then every unimodular triangulation of P ′ can be extended to a unimodular triangulation of P .
Proof. Let V be the set of lattice points in P that are not in P ′ . It is clear that it suffices to show that the lemma holds for |V | = 1, since we can then add the points in V one by one to P ′ while preserving the triangulation. So suppose that V = {v 0 }. Then v 0 is a vertex of P , since otherwise it would be contained in P ′ , which is the convex hull of all other lattice points in P . Let v −1 and v 1 be the previous and next lattice point on the boundary of P (in counterclockwise order; see Figure 2 ). There can be lattice points on the boundary of P ′ in between v −1 and v 1 ; call them w 1 , . . . , w k . By connecting v 0 to v −1 , v 1 , w 1 , . . . , w k , we clearly get a triangulation of P that extends the triangulation of P ′ . Since the only lattice points in each of the triangles are the vertices, all triangles have area 1 and the triangulation is unimodular.
Corollary 2.12. Let P be a convex lattice polygon and P ′ a convex subpolygon. Then P ′ has a unimodular triangulation that can be extended to a unimodular triangulation of P . Proof. By Lemma 2.11, it suffices to show that P ′ has a unimodular triangulation. We prove this by induction on the number of vertices of P ′ . If P ′ is a triangle, then the statement follows from Lemma 2.10. Suppose that P ′ has at least 4 vertices. Then there is a diagonal dividing P ′ in two smaller polygons. By induction, we can find a unimodular triangulation of one of these. Lemma 2.11 shows that we can extend this to a unimodular triangulation of P ′ .
Corollary 2.13. Let P ′ ⊆ P be convex lattice polygons, with associated sets A ′ ⊆ A ⊆ Z 3 . If H A (β) has irreducible algebraic solutions, then H A ′ (β) is irreducible and its solutions are algebraic. If there are no β such that H A ′ (β) has irreducible algebraic solutions, then such β also don't exist for H A (β).
Proof. This follows from Corollary 2.12 and Proposition 2.6.
Collinear point configurations
In this section we assume that A is a finite normal subset of the line x 2 = 1 in Z 2 . We can shift
is the A-hypergeometric system correspronding to the Horn G 3 function. We compute the irreducible algebraic functions for each N . Note that H A (β) is irreducible if and only if β 1 + β 2 , −β 1 + (N − 2)β 2 ∈ Z, as can be seen in Figure 3a . As Q(A) is an interval of length N − 1, we determine under which conditions there are N − 1 apex points. 
, and x + y < i or x > (N − 2)y − N + i + 1. We consider two cases: y < 1 and y ≥ 1. If y < 1, then x + y ≤ (i + 1)y < i + 1. Furthermore, if x + y < i,
, so we again have x + y < i + 1. It also holds that
On the other hand, for points (x, y) ∈ C(V i ) satisfying x+y < i+1 and x > (N −2)y −N +i+1, it is easily checked that (x, y) − (k, 1) ∈ C(A) for all −1 ≤ k ≤ N − 2.
It follows that the apex points are the points with fractional part β lying in the dark gray area in Figure 3a . Hence there are N − 1 apex points if and only if −β 1 + (N − 2)β 2 < 0 and β 1 + β 2 < 1, or −β 1 + (N − 2)β 2 ≥ N − 3 and β 1 + β 2 ≥ 1. A graphical interpretation of the interlacing condition is given in Figure 3b . Now we have found the interlacing condition, we can determine the irreducible algebraic functions:
is irreducible and has algebraic solutions if and only if β (mod Z) is a conjugate of one of the tuples in Table 2 .
Except for N = 3, these results can also be found in [Sch09] .
Proof. If N = 2, then the lattice L is trivial, so the Γ-series solutions of H A (β) are monomials z
, and hence algebraic. If N = 3, the Gauss function 2 F 1 (
It is irreducible if and only if H A (β) is irreducible. Checking the interlacing condition for all parameters such that the Gauss function is algebraic (Table 1) shows that H A (β) has irreducible algebraic solutions if and only if β is of the form ( )} with r ∈ Z (see [Sch09] or [Bod12] ). Now let N = 5. By Proposition 2.6, if H A (β) has irreducible algebraic solutions, then it is also irreducible for N = 4 and has algebraic solutions. Hence we only have to check (r, 0), ±( ). It turns out that (r, 0) is a solution for all r ∈ Z, as well as ±(
For N = 6, we only have to check the solutions (r, 0) and ±(
Finally, for N > 6, the tuple (r, 0) gives irreducible functions if r ∈ Z and it satisfies the interlacing condition.
Polygons with at most 2 interior points
In the remainder of this paper, we will assume that A is a normal subset of Z 3 and identify sets A with the corresponding polygons P (A). In this section, we will determine the algebraic functions corresponding to polygons with at most 2 lattice interior points. In the remainder of this paper, we will abbreviate 'interior lattice point' and 'lattice point on the boundary' to 'interior point' and 'boundary point', respectively.
Polygons without interior points
Rabinowitz has given a classification of the polygons without interior points [Rab89] . Up to isomorphism, there are three types: triangles with vertices (0, 0), (p, 0) and (0, 1), the triangle with vertices (0, 0), (2, 0) and (0, 2), and trapezoids with vertices (0, 0), (p, 0), (q, 1) and (0, 1). The Proof. Using the algorithm described in Section 2 one can easily show that there are never four apexpoints. (β) has irreducible algebraic solutions if and only if, up to conjugation and equivalence modulo Z, β is one of the tuples in Table 3. Proof. Note that A
(1) 1,1 is isomorphic to the set A for the Gauss function 2 F 1 . The parameters such that 2 F 1 is irreducible and algebraic are well-known and can for example be found in Table 1 . In [Bod12] , the irreducible algebraic Horn G 1 functions are determined. For this function, the set A is isomorphic to A (1) 2,1 . This gives the first two cases in Table 3 . Let p = q = 2. The interlacing condition is (⌊−β 1 + 2β 3 ⌋, ⌊−β 2 + β 3 ⌋) ∈ {(−1, 0), (1, −1)}. It is clear that A For (p, q) = (3, 2), the interlacing condition is (⌊−β 1 −β 2 +3β 3 ⌋, ⌊−β 2 +β 3 ⌋) ∈ {(−1, 0), (1, −1)}. Due to the inclusion A 
Polygons with exactly one interior point
In [Sco76] , Scott proves that there exists a lattice polygon with i interior points and b boundary points if and only if either i = 0, or i = 1 and 3 ≤ b ≤ 9, or i ≥ 2 and 3 ≤ b ≤ 2i + 6. Furthermore, Theorem 2 in [LZ91] states that a polygon of normalized area V is, up to isomorphism, contained in a square of side length 2V . Since the number of interior and boundary points determine the area by Pick's formula, this implies that there are only finitely many non-isomorphic polygons with a given number of interior and boundary points. Polygons with exactly one interior point have 3 to 9 boundary points. A classification of these can be found in both [Rab89] and [PRV00] . There are 16 isomorphism classes. They are shown in Figure 4 .
For each of these, we can compute the interlacing condition. Then we compute the irreducible algebraic functions by using a reduction to a polygon for which we know the algebraic functions already, as in Corollary 2.13. For the non-shaded polygons in Figure 4 , one easily computes that there exists no β ∈ Q 3 such that σ A (β) = Vol(Q(A)). Hence H A (β) never has irreducible algebraic solutions. We now consider the shaded polygons one by one. We denote the corresponding sets A by A 2 up to A 9 . Table 4 . Proof. The lattice is given by L = Z(1, −3, 1, 1). The Γ-series
is a formal solution of H A2 (β) whenever A 2 γ = β. Choosing γ = (−β
; γ 1 + 1, γ 3 + 1|z) is irreducible and algebraic. The algebraic higher hypergeometric functions have been determined by Beukers and Heckman [BH89] . From the irreducible algebraic 3 F 2 functions in [BH89], we select the functions whose first 3 parameters differ by 1 3 and compute β = (−γ 1 + γ 3 , −γ 1 , γ 1 + γ 2 + γ 3 ). This gives the tuples in Table 4 . 
n is irreducible and algebraic. Then Ψ x (x) = Ψ(x, 0) and Φ y (y) = Ψ(0, y) are also algebraic. We have
, −β 2 + 1|4y). H A3 (β) is irreducible if and only if −β 1 − 2β 2 + β 3 , −β 1 + 2β 2 + β 3 , β 1 + β 3 ∈ Z. As 2 F 1 (α 1 , α 2 , α 3 |z) is irreducible if and only if α 1 , α 2 , α 1 − α 3 , α 2 − α 3 ∈ Z, irreducibility of H A2 (β) implies irreducibility of Φ x . However, Φ y is reducible if β 1 ± β 2 ∈ Z. But in this case, H A3 (β) is not totally non-resonant, so this doesn't give any algebraic functions. Hence if H A3 (β) has irreducible and algebraic solutions, then both Ψ x and Ψ y are irreducible and algebraic.
The tuples (α 1 , α 2 , α 3 ) such that 2 F 1 (α 1 , α 2 , α 3 |z) is irreducible and algebraic can be found in Table 1 . We select the pairs (α (1) , α (2) ) of tuples satisfying α 1 ∈ Z, and compute the corresponding β. Then we check the interlacing condition for A 3 . This is given by (⌊−2β 1 − β 2 + β 3 ⌋, ⌊β 2 + β 3 ⌋, ⌊2β 1 − β 2 + β 3 ⌋) ∈ {(−2, 1, 0), (−1, 0, 1)}.
The triples α (i) can be either of the form (r, r + 2 ) or (r, r + 1 2 , 2r), or can be one of the other 408 triples for which the Gauss function is irreducible and algebraic. Hence there are several cases to check for (α (1) , α (2) ). In most cases, one can easily show that there are only finitely many possibilities for the parameter(s), using the fact that α
1 ∈ Z. We only discuss the case in which α
(1) = (r, r + 
1 ∈ Z, we have α find β = ±( Checking all cases, we find the 2 families and 42 other tuples in Table 5 . 2 ) with 2r ∈ Z or, up to conjugation and equivalence modulo Z, β equals one of the tuples ( Proof. Note that A 2 is a subset of A 6 , as is also shown in Figure 4 . It follows from Corollary 2.13 that all β for which the number of apexpoints is maximal for all conjugates must also be listed in Table 4 . The interlacing condition for A 6 is given by
The families for A 2 never satisfy the interlacing condition, except for ( 2 ). Proof. The proof is similar to the proof of Lemma 4.7. In this case, f (A 4 ) is a subset of A 7 , with f (x, y, z) = (y, x, z). Hence we only have to check the interlacing condition for β such that H A4 (f −1 (β)) is irreducible and has algebraic solutions. The interlacing condition is
One easily checks that (
2 ) only satisfies this condition for 0 < r < 1 2 , so there are no r such that all conjugates satisfy the condition. Furthermore, the only β such that H A4 (β) is irreducible and has algebraic solutions that satisfies the interlacing condition for A 7 is β = ±( Proof. This follows immediately from Corollary 2.13, using the inclusion A 6 ⊆ A 8 . 2 ). Proof. Since A 7 ⊆ A 9 , it suffices to check the interlacing condition for all β such that σ A7 (kβ) is maximal for all k, i.e., β = ±( It is easy to see that ±( 
Polygons with exactly two interior points
Polygons with two interior points have 3 up to 10 boundary points. This implies that their area lies between 5 and 12. Furthermore, up to isomorphism each polygon lies in a square whose sides have length 24. By shifting the polygon, we can assume that the lower left corner of the square is the origin. By applying a translation, we can assume that each polygon has a vertex on each of the lower and left sides of the square. This makes it feasible to compute all these polygons. After computing all polygons in this square, we compute the different isomorphism classes. Note that the number of vertices, the number of interior points and the discrete lengths of the sides are invariant under isomorphisms. By the discrete length of an edge we mean the number of lattice points on this edge minus 1. Hence for each pair of polygons, we can first check whether these invariants are the same. If they do, we check whether there exists an isomorphism. This can be done by computing the functions that map sets of three lattice points of the first polygon to a fixed set of three lattice points of the second polygon. It turns out that there are 45 isomorphism classes of polygons with two interior points. They are shown in Figure 5 .
As in the previous section, we will compute all parameters such that the corresponding functions are algebraic. For the 38 non-shaded polygons, a set isomorphic to A 6 is included in A. These inclusions are also drawn in Figure 5 . In all but three cases, this subset of A is a translation or reflection of A 6 . For the remaining three polygons, it might not be immediately clear that the indicated subset is indeed isomorphic to A 6 . In these cases, note that A 6 is the only convex lattice polygon with one interior point, area 5 and an edge of length 2. This leaves us with the seven shaded polygons. Five of these are elements of one of the two families of polygons with algebraic functions, which will be discussed in Section 6. The second and the seventh shaded polygon aren't elements of such families. For the second polygon, the inclusion of a set isomorphic to A 4 gives us a proof of the following lemma, similar to the proof of Lemma 4.7: Similarly, again using a inclusion of A 4 , one can show that there are no irreducible algebraic functions for the seventh shaded polygon.
5 Polygons with at least 3 interior points and at least 5 boundary points
In this section, we will show that the hypergeometric functions associated to polygons with at least 3 interior points and at least 5 boundary points are never irreducible and algebraic. We do this by proving that such polygons contain subpolygons with 1 or 2 boundary points without irreducible algebraic functions. Polygons with exactly 3 or 4 boundary points will be treated in the next section.
Definition 5.1. We say that P has type (i, b) if P has i interior points and b boundary points. We write t(P ) = (i, b). If P = P (A), then we also call A of type (i, b) and write t(A) = (i, b).
. Let ≺ be the lexicographical ordering on T and S.
Remark 5.3. Note that t(P ) ∈ T if and only if P has at least one interior point, at least 5 boundary points and normalized area at least 7. If P and P ′ are convex lattice polygons with P ′ P , then t(P ′ ) ≺ t(P ).
Lemma 5.4. Let P be a convex lattice polygon with t(P ) ∈ T \ S. Then there exists a convex lattice polygon P ′ P of type t(P ′ ) ∈ T .
Corollary 5.5. Let P be a convex lattice polygon with t(P ) ∈ T . Then there exists a convex lattice polygon P ′ ⊆ P of type t(P ′ ) ∈ S.
To prove Lemma 5.4, we consider 6 cases: polygons of type (3,5); triangles, quadrilaterals and pentagons with at least 4 interior points and exactly 5 boundary points; triangles with at least 3 interior points and at least 6 boundary points and 2 edges of length 1; and other polygons with at least 3 interior points and at least 6 boundary points.
Lemma 5.6. If P is a lattice polygon with exactly 3 interior points and 5 boundary points, then there is a subpolygon P ′ ⊆ P with 2 interior points and 5 boundary points.
Proof. There are 12 convex lattice polygons with 3 interior lattice points and 5 lattice points on the boundary. They are shown in Figure 6 . For each of these polygons, a subpolygon with 2 interior points and 5 boundary points is indicated. Lemma 5.7. Suppose that P is a lattice triangle of type (i, 5) with i ≥ 4. Then there exists a lattice polygon P ′ P with t(P ′ ) ∈ T .
Proof. Suppose that P doesn't have an edge of discrete length 3. Then the lengths of the edges are 1, 2 and 2. However, if the lattice points on the boundary are (0, 0), v 1 , v 2 = 2v 1 , v 3 and v 4 = 2v 3 , then v 1 +v 3 is also a lattice point on the boundary. Hence P has an edge of discrete length 3, and the other two edges have length 1. After a suitable transformation, the lattice points on the boundary are and (2, k) with 1 ≤ k ≤ d − 1 (see Figure 7a ). Let P ′ be the triangle with vertices (0, 0), (3, 0) and (2, d − 1). Then P ′ has 6 boundary points and i − 2 interior points, so t(P ′ ) ∈ T . Note that c = 3, because gcd(c − 3, d) = 1. Suppose that 4 ≤ c < d. Then P is given by the inequalities x 2 ≥ 0, cx 2 ≤ dx 1 and (c − 3)x 2 ≥ d(x 1 − 3), so (3, ⌊ 3d c ⌋) is an interior point (note that c ∤ 3d) (see Figure 7b) . Let P ′ be the triangle with vertices (0, 0), (3, 0) and (3, ⌊ 3d c ⌋). Since 3d c > 3, the point (2, 1) is an interior point and the area of P ′ is at least 9. P ′ has 4 + ⌊ 3d c ⌋ ≥ 5 boundary points, so t(P ′ ) ∈ T by Remark 5.3.
Lemma 5.8. Suppose that P is a convex lattice quadrilateral of type (i, 5) with i ≥ 4. Then there exists a convex lattice polygon P . The area of P is equal to v 32 + v 42 + (v 31 v 42 − v 41 v 32 ) (by dissecting P with the dotted lines as in Figure 8a ). Hence (v 31 − v 41 )v 32 = 1, so v 32 = 1. But then Vol(P ) = 2v 32 + 1 = 3, contradicting the assumption that P has at least 4 interior points.
Hence we can assume that the triangle with vertices (−1, 0), v 3 and v 4 has area at least 2. This implies that there is an interior point of P on or above the line from (−1, 0) to v 3 . Let P ′ be the convex hull of all lattice points in or on the boundary of P , except for v 4 .
If P ′ has at least one interior point, then P ′ satisfies the conditions of Remark 5.3: P ′ contains i + 4 lattice points, so Vol(P ) ≥ 2 · 1 + (i + 3) − 2 = i + 3 ≥ 7, and P ′ has at least 5 boundary points: v 0 , v 1 , v 2 , v 3 and the interior point of P on or above the line from (−1, 0) to v 3 .
Suppose that P ′ has no interior lattice points. By [Rab89] , the only polygons without interior points are (up to isomorphism) triangles with vertices (0, 0), (p, 0) and (0, 1), the triangles with . If P ′ is a triangle, then all interior points of P lie on the line from (−1, 0) to v 3 . Hence P ′ has edges of discrete length 1, 2 and i + 1. It follows that P ′ is a quadrilateral, and hence has two opposite edges of discrete length 1. Let v 5 be the fourth vertex. Then all interior points of P must be on the line from v 3 to v 5 , as in Figure 8b . Let v 6 be the vertex closest to v 3 and let P ′′ be the convex hull of v 0 , v 2 , v 6 and v 4 . Then P ′′ has i − 1 interior points and 5 boundary points, so t(P ′′ ) ∈ T .
Lemma 5.9. Suppose that P is a convex lattice pentagon of type (i, 5) with i ≥ 4. Then there exists a convex lattice polygon P We can assume that there is an interior point of P on or above the line from v 2 to v 4 . Let P ′ be the convex hull of all lattice points in P except for v 3 . Then it is clear that P ′ P , so it remains to show that t(P ′ ) ∈ T . Suppose that P ′ has an interior point. Since P ′ contains i + 4 lattice points, the area is at least 2 · 1 + (i + 3) − 2 = i + 3 ≥ 7. Furthermore, P ′ has 5 boundary points: v 0 , v 1 , v 2 , v 4 and the interior point of P on or above the line from v 2 to v 4 . Hence t(P ′ ) ∈ T by Remark 5.3. If P ′ doesn't have an interior point, then all interior points of P lie on the edges of P ′ . It is shown in [Rab89] that the only polygons without interior points are (up to isomorphism) triangles with vertices (0, 0), (p, 0) and (0, 1), the triangle with vertices (0, 0), (2, 0) and (0, 2), and trapezoids with vertices (0, 0), (p, 0), (q, 1) and (0, 1). Since P ′ has at least 4 edges, it must be a trapezoid and all interior points of P are on the edge from v 2 to v 4 (see Figure 9b) . Let v 5 be the interior point that is closest to v 4 and let P ′′ be the convex hull of v 0 , v 1 , v 2 , v 3 and v 5 . Then P ′′ is of type (i − 1, 5) ∈ T . 
, which is at least 7, unless d = 2 and b = 6. But in this case Vol(P ) = 8 and hence i = 2, which contradicts the assumptions on P . As both P ′ and P ′′ have b−1 ≥ 5 boundary points, Remark 5.3 implies that it suffices to show that at least one of P ′ and P ′′ has an interior lattice point. Suppose that P ′ has no interior lattice points. Then all interior lattice points of P lie on or to the right of the line through v b−3 and v b−1 . However, in this case, all interior lattice points of P are also interior points of P ′′ .
Lemma 5.11. Let P is a convex lattice polygon of type (i, b) with i ≥ 3 and b ≥ 6. Suppose that P is not a triangle with two edges of discrete length 1. Then there exists a convex lattice polygon P ′ P with t(P ′ ) ∈ T .
Proof. Choose a vertex v 0 of P and let P ′ be the convex hull of all lattice points inside or on the boundary of P , except for v 0 . Note that P ′ contains i + b − 1 lattice points. Hence if P ′ has an interior lattice point, then Vol(P ′ ) ≥ 2 · 1 + (i + b − 2) − 2 = i + b − 2 ≥ 7 and P ′ satisfies the conditions. So suppose P ′ contains no interior lattice point. Let v −1 and v 1 be the previous and next lattice point on the boundary of P (in counterclockwise order; see Figure 11 ). Then all interior lattice points of P lie on the line from v −1 to v 1 , or at the side of v 0 . Now consider a vertex v i = v −1 , v 0 , v 1 . This clearly exists if P is not a triangle. If P is not a triangle, at least one of v −1 and v 1 is not a vertex (since otherwise there are two sides of discrete length 1), and hence P has a third vertex unequal to v −1 , v 0 and v 1 . Define v i±1 similar to v ±1 and let P ′′ be the convex hull of all lattice points in P except for v i . Similar to P ′ , it suffices to show that P ′′ has an interior lattice point. The line from v i−1 to v i+1 has at most one point in common with the line from v −1 to v i (because P has more than 4 boundary points), so all interior lattice points of P lie in the interior of P ′′ . It is clear that P ′ and P ′′ have at least b − 1 ≥ 5 boundary points, so t(P ′ ) ∈ T or t(P ′′ ) ∈ T .
Proof of Lemma 5.4. This follows immediately from Lemmas 5.6 up to 5.11.
Theorem 5.12. If P (A) has one interior lattice point and at least 7 boundary points, or at least two interior points and at least 5 boundary points, then there are no β ∈ Q 3 such that H A (β) is irreducible and has algebraic solutions. Proof. By Corollary 5.5, there exists a convex lattice polygon P ′ ⊆ P (A) of type t(P ′ ) ∈ S. Let A ′ be the set of lattice points in P ′ (including the boundary). Then P ′ = P (A ′ ) and t(A ′ ) ∈ S. Hence by Section 4, the statement of the theorem holds for A ′ . Now the statement follows for A by Corollary 2.13.
6 Polygons with at least 3 interior points and 3 or 4 boundary points
In the previous section, we have seen that polygons with at least three interior points and at least five boundary points do not admit algebraic hypergeometric functions. The final section of this paper will be devoted to polygons with three or four boundary points. We will show that there are families of polygons and choices of β for which the associated functions are algebraic.
Theorem 6.1. Suppose that t(A) = (i, b) with i ≥ 3 and there exists β such that H A (β) has irreducible algebraic solutions. Then b ∈ {3, 4} and A is one of the following: 
Proof. The first statement follows immediately from Theorem 5.12. For the second statement, we use induction on i. For 3 ≤ i ≤ 7, we check this theorem by computing all polygons with 3 or 4 boundary points. We find the 5 polygons P (A i,k will be treated in Lemmas 6.4 and 6.5. For all non-shaded polygons in Figure 12 , we indicated a subset that is isomorphic to either A 1 or A 6 . Hence in these cases, there are no irreducible algebraic functions. This leaves us with the family on the first line of Figure 12 and the first polygon on the second line, which is P (A 18 ). We will determine the irreducible algebraic function for A 18 in Lemma 6.3. For the remaining family, note that all polygons include the smallest one, with i = 3. Hence it suffices to show that there are no 3 ) doesn't give algebraic functions. This can easily be done by computing the interlacing condition for A, which is (⌊−β 1 − 2β 2 + 3β 3 ⌋, ⌊−β 1 + 4β 2 + 3β 3 ⌋, ⌊−β 2 + β 3 ⌋, ⌊2β 1 − β 2 + β 3 ⌋) ∈ {(−1, 2, 0, 1), (0, 3, −1, 0)}. Now we assume that i ≥ 8. To simplify notation, we will omit the third coordinate of points in A, which always equals 1. LetÃ be the set of interior points of A. Then P (Ã) is either a line segment or a polygon with at least 8 points and fewer points than A, such that HÃ(β) has irreducible algebraic solutions. If P (Ã) is not a line segment, the induction hypothesis and the results of the previous sections imply thatÃ is either a triangle consisting of a line segment and one other point, or of the form A (2)
In all cases, at least i − 2 points in A lie on a line. By applying a suitable isomorphism of Z 2 , this line be can chosen to be x 2 = 0. Now consider the polygon corresponding to the points of A with x 2 ≥ 0. Note that this includes at least the i − 2 points ofÃ satisfying x 2 = 0, as well as at least one point with x 2 > 0, since otherwise the points with x 2 = 0 cannot be interior points. This polygon contains fewer points than P (A) (as A also has a point with x 2 < 0), and an edge of length at least i − 2 ≥ 6. The only such polygon admitting irreducible algebraic functions is a triangle consisting of a line segment and one other point. Hence P (Ã) is a line segment and A has exactly one point with x 2 > 0. Similarly, there is exactly one point with x 2 < 0. As P (A) has exactly 3 or 4 boundary points, there must also be 1 or 2 boundary points with x 2 = 0. We can assume thatÃ = {(0, 0), (1, 0), . . . , (i − 1, 0)}. Then the only possible boundary points with x 2 = 0 are (−1, 0) and (i, 0).
Suppose that A has exactly 3 boundary points. By symmetry, we can assume that (i, 0) is a boundary point, but (−1, 0) is not. After applying a coordinate transformation, the unique point with x 2 > 0 is (0, 1). Let the remaining boundary point be (c, d) with d < 0. Since (0, 0) is not a boundary point, we have c < 0 (see Figure 13a ). The area of P (A) equals −c − id + i. On the other hand, a polygon with 3 boundary points and i interior points has area 2i + 1. This implies that −(c + id) = i + 1. Now it follows from c, d < 0 that c = d = −1, and we have A = A (2) i . Now suppose that A has exactly 4 boundary points. Then both (−1, 0) and (i, 0) are boundary points. Again we can apply a coordinate transformation, so that (−1, 1) is a vertex of P (A). Let the remaining boundary point again be (c, d) with d < 0. Since (−1, 0) and (i, 0) are boundary points, we have −1 ≤ c ≤ 2i + 1 (see Figure 13b) . Furthermore, the area of P (A) is (i + 1)(1 − d). i,k ) and the family shown in Figure 12 . Hence if A has at least 3 interior points and is not isomorphic to A 11 , then there exists β such that H A (β) has irreducible algebraic solutions if and only if the interior points lie on a line, and there are 2 boundary points not on this line.
We now consider the two families and the other polygon we found in Theorem 6.1. has irreducible algebraic solutions if and only if β is, up to conjugation and equivalence modulo Z, one of the tuples in Table 7 .
Proof. H A (2) i (β) is irreducible if and only if −β 1 − iβ 2 + iβ 3 ∈ Z, 2β 1 − β 2 + β 3 ∈ Z and −β 1 + (i + 1)β 2 + iβ 3 ∈ Z. For i = 0, we have a pyramidal set which we excluded from our considerations. For up to Table 8 .
Proof. We don't consider A
0,−1 because this is a pyramid. A
0,0 , A
1,−1 , A
1,0 and A
1,1 are isomorphic to A (2) 1,1 , A 2 , A 3 and A 4 , respectively (see Lemmas 4.2, 4.4, 4.5 and 4.6). For i = 2, the proofs are similar to the proof of Lemma 4.7, by computing the interlacing conditions and using the inclusions as shown in Figure 5 .
For i ≥ 3 and k = i, note that A
i−1,k ⊆ A
i,k . Hence for i = 3 we can compute all β such that H A (3) i,k (β) has irreducible algebraic solutions by computing the number of apex points for all β we have found for i = 2. For (i, k) = (3, 3), note that f (x, y, z) = (−x + y + z, −y, z) maps A 2 ) with 2r ∈ Z if k is even, 2r ∈ 2Z + 1 if k is odd (0, 0) (−β 1 , β 1 − β 2 , β 3 ) with β in Table 3 , (p, q) = (1, 1)
(1, −1) β in Table 5 (1, 0) ( 3 ) (1, 1) β in Table 6 (2, −1) (0, 
2,1 . Similarly, for i = 4 we use the inclusions A
3,k ⊆ A
4,k for k = 4. For (i, k) = (4, 4), the map f (x, y, z) = (−x + y + 2z, −y, z) maps A 
