Abstract-In adaptive control the goal is to deal with systems that have unknown and/or time-varying parameters. Most techniques are proven in the case in which the timevariation is non-existent or slow, with results pertaining to systems with rapid time-variations limitted to those in which the time-variation is of a known form or for which the plant has stable zero dynamics. Here we propose a new adaptive controller design based on the related area of gain scheduling. We consider the case in which the plant uncertainty is limitted to a scalar variable; under suitable assumptions on the plant under consideration, it is proven that the controller yields a closed loop system which is stable under fast parameter variations with persistent jumps.
I. INTRODUCTION
In adaptive control the goal is to deal with systems that have unknown and/or time-varying parameters. A classical example of an adaptive controller is a linear time-invariant (LTI) compensator with adjustable parameters; a tuning mechanism is used to adjust the compensator's parameters to appropriately match the plant. The first general results were proven in 1980 -see [1] , [2] , [3] , with subsequent work focuessed on improving robustness to unmodelled dynamics, improved transient behaviour, and tolerance of slow time-variation, with approaches including Certainty Equivalence approaches (e.g. see [4] and the contained references), prerouted logic based switching approach (e.g. see [5] and [6] ) as well as more sophisticated approaches such as supervisory and multi-model switching control, e.g. see [7] and [8] .
The study of the adaptive control of time-varying systems has not been as successful. While early adaptive controllers are unable to handle fast time-variations, with some modifications many of them have been proven to tolerate slow time variations (and/or infrequent jumps) in the plant parameters (e.g. see [9] , [10] , [11] , [12] , [13] , and [14] ). The results for the systems with rapid time-variations are limited: either the form of the timevariations (or at least of the fast terms) are assumed to be known (e.g. see [15] and [16] ) or only plants with stable zero dynamics (the time-varying counterpart of minimum phase) are considered (e.g. see [17] , [18] , [19] , [20] , [21] , and [22] ). For systems with unstable zero dynamics, there are no general results which deal with rapidly time-varying parameters, and only a few which tolerate moderate parameter variations (e.g. see [23] , [24] , [25] ); the difficulty stems from the fact that, even in situations in which the plant parameters are known up to the present, there are no techniques available for designing a stabilizing controller. 1 Gain scheduling is an area that developed in parallel to adaptive control. In this problem we consider a plant whose parameters depend on a gain (scheduling) variable which is assumed to be measureable, e.g. a plane whose dynamics depend strongly on the altitude, which is normally measureable. The goal of this paper is to develop an adaptive controller design that can stabilize a plant with possibly unstable zero dynamics under fast time-variations; this will be achieved primarily through extending the work on gain scheduling in [26] , but now the scheduling variable is no longer assumed to be measureable. We consider the case in which the plant uncertainty is limitted to a scalar variable; the proposed controller is nonlinear and periodic, and in each period the state and parameter values are estimated and an appropriate stabilizing control signal is applied. Under suitable assumptions on the plant under consideration, it is proven that the closed loop system is stable under fast parameter variations with persistent jumps.
II. MATHEMATICAL PRELIMINARIES
Let Z denote the set of integers, Z + represent the set of non-negative integers, N denote the set of natural numbers, R denote the set of real numbers, and R + represent the set of non-negative real numbers. We will use the 1-norm to measure the size of a vector: for x ∈ R n , we define x := n i=1 |x i |. The corresponding induced norm of a matrix A ∈ R m×n is defined in a usual manner:
For a given set S ⊆ R m×n , we let P C(S) denote the set of all piecewise continuous functions f : R + → S. To measure the size of such functions, we define f ∞ := sup t∈R + f (t) . We let AC(S) denote the set of all absolutely continuous functions of the form f : R + → S. We say f ∈ P C(S) is piecewise smooth on [a, b] ⊂ R + if there exists a finite set of points {x i } satisfying a = x 1 < x 2 < · · · < x k = b such that, on each interval (x i , x i+1 ), i = 1, 2, ..., k − 1, we have that f andḟ are continuous and bounded, and they both have finite limits as x → x i and x → x i+1 . We say that f ∈ P C(S) is piecewise smooth (and we write f ∈ P S(S)) if it is piecewise smooth on every finite interval [a, b] ⊂ R + . With T 0 > 0, we let P S(S, T 0 ) denote the set of f ∈ P S(S) for which every discontinuity of fḟ are at least T 0 time units apart.
For a given set S ⊆ R of the form S :
we define a projection function Π S : R → S as follows: for a ∈ R we have
III. PROBLEM FORMULATION
Before we introduce the class of plant models under consideration, we first discuss results from gain scheduling.
A. Gain Scheduling
Consider a linear parameter varying (LPV) system of the formẋ
where x(t) ∈ R n is the plant state, u(t) is the scalarvalued control input, and y(t) is the scalar-valued measured output. The parameter α(t) is a time-varying uncertain index parameter that takes values in a compact set A ⊂ R p ; its values are measurable and available to the controller for feedback. Here it is assumed that α ∈ P C(A) and that A(α), B(α) and C(α) are continuous functions of α. In the following, we will focus on a state feedback gain scheduling controller, even though the adaptive controller that we present in this paper can only measure the plant output.
We will require a few definitions to formalize the analysis that will follow.
Definition 1 (LPV Exponential Stability): Given A, the systemẋ
(or simply A(α(t))) is said to be LPV exponentially stable if there exists a γ ≥ 1 and λ > 0 such that for every t 0 ∈ R, x 0 ∈ R n , and α ∈ P C(A), the solution of (3) satisfies
Definition 2 (Class H 1 ): We define the square matrix H(α), a continuous function of α, to be of class H 1 if there exists aτ > 0 such that I + τ H(α) < 1 for all τ ∈ (0,τ ) and α ∈ A.
To interpret this condition consider Proposition 1: Consider a matrix H(α) ∈ H 1 . There existλ > 0 and T > 0 such that for all λ ∈ (0,λ) and T ∈ (0, T ) the following holds:
Definition 3 (State Feedback Controller): Given A and continuous functions F (·), G(·), H(·), and K(·), the LPV controlleṙ
LPV exponentially stabilizes (1) and (2) if the closed loop system matrix
is LPV exponentially stable. In the case of LPV plants, even if x is measureable (C = I) we may need a dynamic LPV controller to provide stability.
We are now ready to present a special case of Theorem 3.1 from [26] , which will be used to construct our adaptive controller.
Theorem 1: The LPV system (1)- (2) is LPV exponentially stabilizable via a state feedback controller of the form (6)- (7) if there exists a matrix P (α) ∈ H 1 , a full row-rank n × m matrix X, and a 1 × m matrix U (α) such that the equation
is satisfied for all α ∈ A; indeed, with Z chosen so that X Z is square and invertible and V (α) := ZP (α),
we can choose such a stabilizing controller of the form (6)- (7) with
A few important observations should be made about equation (9) . Given A(α) and B(α), it is very difficult to find matrices X, U (α), and P (α) that satisfy (9); in fact, in general there is no known way of knowing if there exists a solution without actually finding one. The fact that the dimension of X is not fixed -m can be any number larger than or equal to n, makes the problem that much more difficult. This results in computational complexity concerns mentioned in [27] . Remark 1: Since matrices A(α), B(α), and P (α) are assumed to be continuous, if B(α) has full column rank then the matrix U (α) of Theorem 1 must be continuous.
Remark 2: If we can find a solution to equation (9) where X is square, it must be that Z is a null matrix. This leads to a much simplified control law of
B. The Plant Model and the Problem
In this paper we will consider time-varying plants P of the forṁ
where x(t) ∈ R n is the plant state, u(t) ∈ R is the input to the plant, and y(t) ∈ R is the measureable plant output. Unlike in the gain scheduling case, here the parameter α(t) is unmeasureable and takes values in a compact set A ⊂ R, which is assumed to be composed of q ∈ N disjoint closed intervals.
Since A is compact, α = min A and α = max A are well-defined. Since the case of n = 1 corresponds to a minimum phase plant which is well understood (see [17] , [18] , [19] , [20] , [21] , and [22] ), here we will assume that n ≥ 2.
In our analysis we consider a situation where the values of the state x(t) and the time-varying parameter α(t) are not available to the controller for feedback. Using the gain scheduling results of the previous section, under suitable assumptions we will design an adaptive controller that will stabilize the plant. The first two assumptions are very natural: Assumption 1 : (A, B)(α) is controllable for all α ∈ A. Assumption 2: A(α), B(α), and C(α) are absolutely continuous functions of α, and there exist constants δ A and δ B for which ess sup α∈A dA(α) dα < δ A , and
The next assumption allows us to estimate the plant state even when the parameter α(t) is time-varying: Assumption 3:
The observability matrix
. . .
is independent of the parameter α and invertible. This means, in particular, that C(α) is independent of α.
We will use ideas from [28] to estimate plant Markov parameters using a probing signal. To this end, we impose:
is independent of α and so that f (α) := CAn(α)B(α) satisfies:
Assumption 4(i) implies, in particular, that f (A) has q disjoint intervals, which we label
We plan to use a sampled-data controller, so we cannot allow α(t) to move arbitrarily fast, although we allow it to have an occasional jump:
Assumption 5: There exists a T 0 > 0 and δ α > 0 so that α ∈ P S(A, T 0 ) and ess sup α∈A |α(t)| ≤ δ α .
Given that our techniques will be based on an adaptive version of gain scheduling, we impose Assumption 6: There exists a constant δ P ≥ 0, an absolutely continuous matrix P (α) ∈ H 1 , a full row-rank n×m matrix X, and a 1 × m matrix U (α) such that equation (9) is satisfied and so that ess sup α∈A dP (α) dα ≤ δ P .
The ramification of Assumptions 1, 2 and 6 together with Remark 1 is that U (α) is absolutely continuous with a uniform bound on ess sup α∈A dU (α) dα ; it follows from Theorem 1 that the corresponding controller gains F (α), G(α), H(α), and K(α) enjoy the same properties. As we mentioned in the previous section, obtaining examples which satisfy Assumption 6 is difficult. Fortunately, good examples do exist and are discussed in Section V.
In the following, with δ A , δ B , δ 1 , δ 2 , δ α , δ P and T positive constants, we let
denote the set of admissible plant models of the form (11)-(12) which satisfy the corresponding Assumptions 1-6; to minimize notation, we simply write this as P. Using Theorem 1 we can design a state feedback controller of the form (6)-(7) which LPV exponentially stabilizes our class of models; of course, it requires the measurement of the state as well as α. The goal now is to design an output feedback controller which will stabilize P when only y is measureable (and x and α are not).
We will consider standard output-feedback controllers of the form u = Ky.
In a realistic scenario there is noise injected into the system from the outside environment when the controller is connected to the plant, modeled by introducing the noise signals at the input and output interfaces. If we define d and w to be the noise signals, the input into the plant becomes u d = u + d. Accordingly, the measured output available to the controller is y w = y + w; see Figure 1 for the block diagram of the closed loop system.
When the plant's initial condition is zero, i.e. x 0 = 0, for every P ∈ P we let Ψ(P ) to be the closed loop map from d w to y u .
Definition 4 (Stability):
We say that K stabilizes P if Ψ(P ) is uniformly bounded, i.e. sup P ∈P Ψ(P ) < ∞. The goal of this paper is to design K that stabilizes P.
IV. THE APPROACH
We propose the use of a nonlinear periodic controller of period T ; we also have a base sampling period of h with := T h > n +n + 2. We will be sampling various continuous-time signals f every T seconds, and we define
We split the period [kT, (k + 1)T ) into three parts: State Estimation Phase: On [kT, kT + T 1 ) (with T 1 = nh) we turn off the control signal and estimate x(kT ), which we labelx [k] . Parameter Estimation Phase: On [kT +T 1 , kT +T 1 +T 2 ) (with T 2 = (n + 2)h) we probe the system with u p [k] to obtain enough information to generate an estimate of α(kT ), which we labelα [k] . Control Phase: On [kT + T 1 + T 2 , (k + 1)T ) we use a discretized model of the LPV controller and the above two estimates to generate a control signal to control the plant; at the same time we need to (approximately) cancel out the effects of the probing in part (ii). We label this control signal u s [k] .
More specifically, the discretized LPV controller is given by
(15) With ρ > 0 a scaling factor, the probing signal is
The control signal during a period is
In [28] an estimation approach was presented for the LTI case, which we will now extend to the time-varying arena. To proceed, we define some sampled versions of y: with t 0 ∈ R, we define
We also need some square matrices: with m ∈ N, define
Also, let e m ∈ R m denote the m th normal vector 0 · · · 0 1 T .
Lemma 1: (Key Estimation Lemma) There existh > 0 and γ > 0 so that for all h ∈ (0,h), t 0 = kT ∈ R, x 0 ∈ R n ,ū ∈ R, and P ∈ P with an associated α ∈ P S(A, T 0 ), with
we have
and if α(t) is continuous on t ∈ [kT, (k + 1)T ) we have that e
Now we apply the KEL to our choice of control signal discussed at the beginning of this section. A natural choice for an estimate of x(kT ) iŝ
We can now use (23) to estimate α(kT ): the first step is to introduce an auxiliary variablef [k] representing a crude estimate of f (α(kT )): we definef [k] to be
We would like to obtain an estimate of f (α(kT )) that will always take values in F. This can be achieved by projectingf [k] onto F. Hence, we define another estimation variable,
Note that with this definition off [k], we have f
On that basis, we can calculate the estimate of α(kT ) that will always belong to A:
So the proposed controller consists of (14)- (17) together with (24)- (26). Theorem 2: There exists a T > 0 so that for all T ∈ (0, T ), the proposed controller stabilizes every plant in P. Proof: The proof is quite involved and is omitted due to space constraints; it can be found in [29] . QED
V. CONTROLLER CONSTRUCTION ALGORITHM
In Section III-A it was noted that the design of our proposed controller is problematic for a general system because it is hard to satisfy Assumption 6. However, we can show that a solution can always be found for a certain class of second order time-varying systems.
Consider a second order time-varying system that satisfies Assumptions 1 through 5 as stated in Section III-B and has the forṁ
Partition the state matrix as
Now impose
Assumption 6.1: The uncertainty in B(α(t)) enters only as a gain; without loss of generality we assume that
To preserve controllability it must be that 0 / ∈ A and a 21 (α) = 0 for all α ∈ A. This motivates Assumption 6.2: a 21 (α) has the same sign for all α ∈ A.
Observe that, since n = 2, we haven = 0 by Assumption 4; this means that the parameter will have to be estimated from CB(α) = αCB. Therefore, we require that CB = 0. Also, because the set A is compact, the following are well-defined:
Theorem 3: If Assumptions 6.1 and 6.2 hold, then Assumption 6 holds; in fact, we can choose
Proof: The proof can be found in [29] .
VI. A SIMULATION
Consider the following system: The plant clearly fits the paradigm of Section V, and Assumptions 6.1 and 6.2 hold: the parameter can be easily estimated from f (α) = αCB = α. Following Theorem 1, the gain scheduling matrices can be chosen as X = −10 10 1 0 and U (α) = 1 α −1 − 10(−9 + 4α) −400 . Since X is square, from Remark 2 we see that the LPV stabilizing controller is static.
To simulate the closed loop system, we chose h = 0.001 seconds, T 1 = 2h, T 2 = 2h, T 3 = 6h (yielding T = 0.01 s) and ρ = 1. The parameter was modeled as switching between two trajectories: α(t) = 1 + cos 2 (10t) and α(t) = −1 − cos 2 (10t)
with no more than two jumps per second. We modeled noise as a 60 Hz sinusoidal waveform of amplitude 0.001, and we set x(0) = 5 10 T . The simulation results are presented in Figures 2 and 3 . We see that the control signal and plant output have a large transient at the beginning, but that is an artifact of the nastiness of the plant (the original gain scheduled controller provides a similar response). In Figure 3 we observe that although the parameter estimates become poor when the state decreases in size, the estimate is always in the correct interval.
VII. SUMMARY AND CONCLUSIONS
In this paper we consider the problem of adaptively stabilizing an uncertain plant when there is a rapidly varying parameter. There have been a number of approaches proposed in the literature for the case of systems with stable zero dynamics (the time-varying counterpart of minimum phase); however, this is an extremely challenging problem if the plant has unstable zero dynamics. We have provided a new approach based on gain scheduling to achieve this objective for certain classes of plant models. We are presently working on extending the approach to handle a larger class of models.
