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Footpoint motions at the photosphere can inject energy into the magnetic field in the solar
corona. This energy is then released in the corona as heat. There are many mathematical
approaches to model the evolution of these magnetic fields. Magnetohydrodynamics (MHD)
provides the most convenient and practical approach. However, there are many alternative
approximate methods. It is difficult to know when an approximate method is valid and
how well the assumptions need to be satisfied for the solutions to be accurate enough.
To illustrate this, a simple experiment is performed. Four approximate methods, including
Reduced MHD (RMHD), are used to model the evolution of a footpoint driven coronal loop
through sequences of equilibria. The predicted evolution from each method is compared
to the solution from full MHD simulations to test the accuracy of each method when
the relevant assumptions are adjusted. After this initial test, the validity of RMHD is
investigated for the particular case of the magnetic field evolution involving the development
of the tearing instability. Full MHD simulations are used to argue the applicability of the
assumptions and conditions of RMHD for this evolution. The potential of this setup to
heat the corona is considered by performing full MHD simulations including thermodynamic
processes of optically thin radiation and thermal conduction. These additional processes
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Chapter 1
Introduction
Plasma is made up of ions and electrons, which can move freely in space and are not
confined together in an atom. The process of ionisation, where the electrons and protons
in an atom are separated, requires a very high temperature. The plasma state is somewhat
rare on Earth, but nevertheless, it is common throughout the universe and accounts for
>90% of matter. The individual charged particles are acted on by electromagnetic forces,
either external forces or internal forces produced by other particles in the plasma. In most
cases the dynamics of a plasma can be suitably modelled as a fluid. This can be done when
considering scales where forces from individual particles are negligible compared to the net
force produced by all particles and external forces.
The mathematical framework that describes the fluid-like dynamics of a plasma
is provided by the model of magnetohydrodynamics (MHD) (Priest 2014). This model
makes a few key assumptions relating to charge neutrality and lengthscales. Despite these
assumptions MHD is applicable in a vast range of plasmas from nuclear fusion to the solar
corona. The MHD model involves solving a set of coupled, complex, nonlinear partial
differential equations for eight unknown quantities. Analytical solutions to these equations
are few and far between, usually only possible in very specific simple cases. In the majority of
cases, a numerical solution is needed. However, numerical approaches require a significant
amount of computational resources.
Due to the high demand on these resources, it is common to look for possible
ways to reduce the complexity in the equations and make them computationally easier to
solve. One way to simplify the equations is by applying additional assumptions. These could
be related to the existence of a strong external magnetic field, invariance in a coordinate
direction and/or vector field direction or compressibility. The important thing to consider
when implementing such assumptions is whether they are valid for the current system under
investigation. This is particularly crucial when applying a model designed for one application
to another topic.
In this project we aim to illustrate the importance of this concept. To do this we
consider the method of reduced MHD (RMHD), which was originally proposed for magnetic
confinement plasmas and has been subsequently applied to plasma in coronal structures,
called coronal loops. These two types of plasma and areas of research are very different as
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Figure 1.1: Image of coronal loops taken from https://scied.ucar.edu/sun-coronal-loops from
TRACE/NASA.
will be briefly demonstrated in this chapter. In Section 1.1 the solar corona (Priest 1984)
is introduced and a brief overview of magnetic confinement (Boyd and Sanderson 2003) is
given in Section 1.2. Finally, in Section 1.3 an outline of this thesis is given.
1.1 Coronal Loops and Heating
The visible part of the sun, which consists of dense optically thick plasma, is known as the
photosphere or surface of the sun. The photosphere is observed to have a temperature of
∼ 6000K. This plasma is turbulent due to convective motions. These motions are typically
of 1-2 km s−1. The upper atmosphere of the sun, which is the halo visible during an eclipse,
is called the corona. The typical number density of particles in the corona is 1014 m−3 and
typical magnetic field strength is 100G (10−2T).
From the photosphere, strong magnetic fields emerge, extending into the corona
before returning to the surface. These magnetic structures are visible in a broad spectrum
of wavelengths due to the emission of the hot plasma that is confined on them and are
called coronal loops and have a broad range of lengths of ∼ 10 − 100Mm. An image of
coronal loops taken in ultraviolet is shown in Figure 1.1.
Contrary to intuition, the temperature increases from the photosphere to the
corona. The coronal temperature is around 1 − 2MK. This unexpectedly high temper-
ature requires a heat source. It is generally accepted that the source of heating is the
convective motions of the photosphere. This energy can then be transferred to and stored
in the coronal magnetic field. However, the mechanism to convert this reservoir of energy
into internal energy, to heat the plasma, is still to be determined. The mystery of this
process is one of the most challenging questions in solar physics, known as the coronal
heating problem.
These motions move the footpoints of coronal loops which are rooted into the
higher density photosphere. The resulting evolution of the loops depends on the timescale
of the footpoint motions. For motions on a fast timescale, waves are generated and dissi-
pated to heat the plasma. This is known as alternating current (AC) heating. For slower
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timescales, the loops are moved as a whole through a series of approximate equilibrium
states. These equilibria are non-potential and energy can be stored in the magnetic field
until conditions for non-equilibrium or an instability are met, after which the stored energy
is released. The release of the stored energy is by a process called reconnection where the
magnetic field breaks and reconnects into a new lower energy state. This process is known
as direct current (DC). Here we focus on DC heating.
The solar corona is full of loops with varying temperatures. These loops are likely
to interact with each other. Thermodynamic processes, also, play an important part in the
evolution of coronal loops and is essential for investigation of coronal heating.
Next, properties necessary for fusion are briefly discussed.
1.2 Brief Description of Magnetic Confinement
Fusion is a possible source of energy on Earth since a lot of energy can be released as a result
of the nuclear reactions. A very high temperature of the order of 108K with a number density
of ∼ 1020 particles m−3 is required for fusion to occur. Naturally, no physical material can
contain a substance at such a high temperature. Fortunately, magnetic fields can be used
to contain the plasma, which is possible due to the nature of charged particles, which are
confined by electromagnetic forces to follow magnetic field lines. This process is called
magnetic confinement.
The common magnetic field configuration contains the plasma in a ring with a
circular cross section, or doughnut shape, called a torus. Such a toroidal shape can be
achieved with a helical magnetic field threading the torus. This magnetic configuration
requires a magnetic field in two directions. One is provided externally and the second is
produced by the plasma itself. The former is obtained by using external magnetic coils to
produce a strong field of about 10T along the axis of the plasma column called the toroidal
direction. The second is produced by the resulting current induced in the plasma, which
creates a smaller magnetic field acting in a circle perpendicular to the axis of the cylinder,
known as the poloidal direction.
Fusion plasmas can only be maintained for a very short time of one or two minutes.
The radius of the plasma, called the minor radius, is generally much less than a metre and
the major radius from the centre of the plasma column to the centre of the torus is about
a metre.
There are many pieces of equipment that are necessary for the successful and safe
operation of a magnetically confined plasma. The entire system including the plasma and
equipment is called a tokamak. This is an abbreviation of the Russian phrase meaning a:
“toroidal chamber with magnetic coils” (Russian: тороидальная камера с магнитными
катушками).
The main goal in magnetic confinement is to maintain the stability of the plasma
for as long as possible to allow hydrogen ions to collide and fuse to form helium. This
requires a high level of understanding of magnetic equilibria and nonlinear dynamics such
as instabilites.
The necessary existence of an externally generated toroidal magnetic field, B0,
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Table 1.1: Summary of typical coronal and tokomak plasma quantities: magnetic field B, temperature,




calculated, where mp is the mass of a proton. The lengthscale of a tokomak is taken to be the major
radius of JET.
System B(T) T (MK) L(m) n (m−3) VA(m s−1) τA (s)
Corona 1× 10−2 1-2 100× 106 1014 7× 105 145
Tokomak 10 100 3 1020 2× 107 3× 10−7
motivates the assumption of a dominant guide field in the full MHD equations. It follows
that other quantities are smaller than and perpendicular to this field component. Further
simplification results from variations being mainly perpendicular to the magnetic field direc-
tion. These assumptions lead to the equations of RMHD (Kadomtsev and Pogutse 1974;
Strauss 1976). RMHD is a nonlinear, incompressible approximation of full 3D compressible
MHD. The velocity and magnetic fields involve two components which are perpendicular to
B0 and depend fully on two coordinates and weakly on the third. Thus RMHD is neither
fully 3D or 2D. A special feature of RMHD is that if the weak dependence on the third
coordinate is dropped the equations simplify to those of 2D incompressible MHD.
There are two main reasons why the model of RMHD has become popular for
investigations into magnetic confinement compared to full MHD and other approximate
methods. First, the RMHD equations are much simpler than the full MHD equations,
resulting in less demand on limited computational resources. Second, the equations still
retain some nonlinear dynamics which linear methods do not.
We do not consider validity of RMHD in the context of fusion. This brief descrip-
tion of magnetic confinement is included for background context and motivation of this
study. This approximate model has recently been applied in the context of solar physics.
This is a very different type of plasma as was discussed in the previous section, Section 1.1.
In summary, fusion and coronal plasmas are fundamentally very different. These
systems require very different timescales, lengthscales, temperatures and number densities,
as summarised in Table 1.1. Fusion requires a number density 106 greater, a temperature
100 times hotter and a magentic field 1000 times stronger than in the corona. Another
intrinsic difference between these systems is that in the corona there are many coronal loops
which can interact with each other whereas a fusion plasma is an isolated system. It may
be arguable that the guide field threading a coronal loop dominates other quantities when a
loop is in equilibrium. However, this seems unlikely during highly dynamic processes such as
instabilities and reconnection. This argument also follows for quantities and variations being
mainly restricted to perpendicular directions. It seems unlikely that the same assumptions
which are generally applicable in tokamaks are also valid in the corona. This maybe is the
case for a small subset of situations or special cases but seems unlikely in general. This
raises the question of validity.





Validity is a very important question to ask when considering which method to use. If the
assumptions are not valid at some point, the results are likely to be inaccurate, and may
lead to false conclusions. These incorrect conclusions will only slow down the progress of
new research as they need to be checked and corrected, as necessary.
The best proceedure to verify the accuracy of an approximate solution is to compare
it with results which are known to be accurate. For our purposes we take full compressible
MHD to provide such accurate results. The assumptions of full MHD are also present in ap-
proximate models. There are countless systems to test the accuracy of a given approximate
method. Each needs to be analysed on an individual basis. In this project we investigate
one particular system with a focus on validity of RMHD.
We begin with a general illustration of validity. To do this, we choose four common
approximate methods: linearisation, magnetofrictional relaxation, 1D approach and RMHD.
Each is used to model the evolution of a coronal loop undergoing smooth footpoint motions.
These results are then compared and contrasted with each other and with results from full
2.5D compressible MHD simulations. Full details and results are presented in Chapter 4
and were published in Goldstraw et al. 2018.
After this straightforward initial experiment, we focus our attention on checking
validity of RMHD. This investigation was motivated by potential disagreement between
studies in the literature using RMHD and full MHD and the lack of studies directly com-
paring these two models.
An example of this conflict is Rappazzo, Velli, and Einaudi (2010), who used
RMHD to model the tearing instability in the context of coronal heating. Rappazzo et al
(2010) applied footpoint motions, consisting of a smooth shearing and spatially random
perturbation, to an initially uniform background field. These motions allow energy to
be stored in the magnetic field before the development of the tearing instability and the
subsequent release of the stored energy through reconnection. Their key result is that the
energy storage and release only occurs once. Magnetic energy is not stored again, even
though the motions are continued throughout the simulation. This is in contrast to the
common picture in MHD, that this process would be cyclic: energy build up and release
followed by subsequent energy build up and release.
It may be the case that, in general, both ideas are true since the dynamics depend
crucially on the properties of footpoint motions. Nevertheless, the major area of doubt over
Rappazzo et al’s study is that it uses the approximate method of RMHD. This raises the
question of whether their conclusion would still hold true if the same system was modelled
using full MHD, which has not been tested. It is one of the aims of this study to check
their conclusion using full 3D compressible MHD.
This is done by extending our simple 2.5D system in Chapter 4 to 3D and applying
an additional symmetry-breaking perturbation. The application of a shear and perturbation
results in the development of the tearing instability. Arguments concerning the validity of
RMHD are made using our full 3D compressible MHD simulation results and qualitative
comparisons to Rappazzo, Velli, and Einaudi (2010) are discussed in Chapter 5.
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Despite the fact that RMHD has been used in the context of coronal heating,
it cannot predict the thermodynamics of the system since there is no energy equation.
Without the inclusion of radiation and conduction, little conclusion can be made about the
coronal heating potential of this system. Such processes need to be investigated using full
MHD. In Chapter 6 our system is extended to include the effects of radiation and conduction
to enable new results which are not possible when restricted to using RMHD.
There are many further systems to test the validity of RMHD and several potentially
useful conclusions to verify in the literature. There are also numerous similar models to
RMHD that have been developed over the last few decades and could be investigated
further. A summary of results and future work is given in Chapter 7.
The following chapters, Chapter 2 and Chapter 3, introduce the mathematical
models of MHD and RMHD and the relevant properties and literature for this study.




When studying the dynamics of a plasma, there are two main approaches: microscopic,
where each particle is considered individually, and macroscopic, where the plasma is treated
as a magnetised fluid, i.e MHD. The main focus will be on the macroscopic dynamics and
evolution of the plasma in time. In the following sections, the mathematical model of MHD
describing the fluid-like dynamics of plasma will be introduced.
A general fluid is described by the hydrodynamic fluid equations. A hydrodynamic
fluid consists of neutral atoms which can undergo physical collisions described by classical
physics. A plasma is distinct from a neutral hydrodynamic fluid due to the presence of
charged ions. The electromagnetic forces produced by an individual particle can act on
many others at a large distance, resulting in altering their trajectory and speed. Due to the
importance of these electromagnetic forces the interactions of the particles’ electric and
magnetic fields must be included in the fluid equations. This is done by combining the
equations describing electromagnetism, given by Maxwell’s equations, and the equations of
fluid mechanics. This results in a mathematical model describing an electrically conducting
fluid.
In Section 2.2, Maxwell’s equations of electromagnetism are described. In order
to use the fluid approximation, a few assumptions are used to simplify Maxwell’s equations,
which determine when MHD is valid. These necessary assumptions are listed in Section 2.3
and when applied give the MHD equations in Section 2.4. It is important for a mathematical
model to be physically meaningful and correctly capture all of the relevant physics. Full
MHD conserves mass, momentum, magnetic flux and total energy. These conservation laws
are presented in Section 2.5. An interesting and important topic is the class of equilibrium
states, in which a system does not change in time unless perturbed. The Grad-Shafranov
equation, which describes MHD equilibrium states with translational symmetry, is derived in
Section 2.6. When an equilibrium is disturbed by a small perturbation, it evolves dynamically
and is no longer stationary. An important feature of a medium is the propagation of these
small perturbations, or waves, through the fluid. In a plasma, there are several types of
waves, each with their own properties, which will be discussed in Section 2.7. On the other
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hand, if an initial equilibrium is unstable, when a small perturbation is present, it can destroy
the original equilibrium state through the development of an instability. In this work, we
will model the evolution of the tearing instability. The linear analysis of the tearing mode is
presented in Section 2.8. In Section 2.9, a common additional assumption is introduced.
2.2 Maxwell’s Equations
In this section, we introduce the ideas of electromagnetism described by Maxwell’s equa-
tions. Plasma consists of free electrons and protons. These charged particles produce an
electric field, E, measured in Newtons per Coulomb (N C−1) or volts per metre (V m−1). A
flow of electrons is an electric current, which produces a magnetic field, H, and magnetic
induction, B, in units of tesla, T. B is commonly called the magnetic field, instead of H.
As the particles move, they interact with the magnetic and electric fields of other particles.
The properties of electric and magnetic fields are described mathematically by Maxwell’s
four equations of electromagnetism, namely Gauss’ laws for the electric and magnetic fields,
Faraday’s law of induction and Ampère’s law.
Gauss’ Law for the Electric Field
The net electric flux through a closed surface, S, with unit normal, n̂, is proportional to
the net amount of electric charge contained within the surface. This idea is described
mathematically by Gauss’ law, which in integral form is∮
S
E · n̂dA = q
ε0
,
where q is the total charge in coulombs, C, inside the closed surface, S, and the constant
ε0 = 8.85×10−12C(V m)−1, is known as the vacuum permittivity. Physically this equation
means that protons with a positive charge are sources of an electric field and electrons with
a negative charge are sinks of the field.
Gauss’ law can be written in differential form as
∇ · E = ρq
ε0
, (2.1)




where the volume V contains the surface, S. Similarly to the integral form, this shows that
the electric field diverges away from a positive charge and converges towards a negative
charge.
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Gauss’ Law for the Magnetic Field
There are no sources or sinks for a magnetic field. This means a magnetic field does not
diverge from or converge to a single point in space. Gauss’ law can be written for the
magnetic field as
∇ ·B = 0. (2.2)
Faraday’s Law of Induction
If the magnetic flux contained in an open surface, S, bounded by a closed curve, C, changes
in time then an electric field is induced along a closed path, C. Faraday’s law describes
this phenomenon mathematically, which can be written in integral form as∮
C




B · n̂dA. (2.3)
Faraday’s law describes the phenomenon that a changing magnetic field induces an electric
field that acts against the change in B. An induced electric field is fundamentally different
from the intrinsic field of a charged particle. An induced electric field does not have sources
or sinks, its fieldlines form closed loops. Faraday’s law can be written in differential form as
∂B
∂t
= −∇× E. (2.4)
Physically this means that the rate of change in time of the magnetic flux is equal and
opposite to the induced rotation of the electric field.
Ampère’s Law
There are two types of current: a physical current produced by the flow of electrons and
a displacement current produced by a changing electric flux. A physical current density is
given by the flow of charged particles with number density, n (m−3), charge, q (C), and
average velocity, v (m s−1) as
j = nqv, (2.5)
with units of C(m2 s)−1 =A m−2. Note that the current density has units of current per unit
area. The displacement current, also in units of current density, is produced by a variation
in time of the electric flux through S. This is analagous to Faraday’s law and is described








where the constant µ0 = 4π × 10−7N A−2 is the permeability of free space.
Erin E. Goldstraw 9
Modelling Solar Coronal
Magnetic Field Evolution Section 2.3 MHD Assumptions
2.3 MHD Assumptions
In this section we will emphasise the assumptions of full MHD. These assumptions are
present throughout all models considered in this study. Full MHD as the limit of a mag-
netised fluid is itself an approximation to the microscopic dynamics of individual particles.
In the fluid limit only the average properties of many particles are considered rather than
the dynamics of each individual one. Over large distances and times, such as are present
in astrophysical and coronal systems, these assumptions provide an excellent description of
the evolution and so the fluid equations of full MHD are taken to provide the “exact” and
most accurate solutions throughout this work.
The assumptions of full MHD are:
1. The fluid approximation assumes the fluid is a continuum of particles compared to
discrete particles. This is valid providing lengthscales are much greater than the mean
free path - the average distance that collisions occur between particles.
2. Charge neutrality is assumed. This assumes that there are equal numbers of positive
and negative charged particles evenly distributed throughout the plasma, resulting in
no net charge locally anywhere. The individual particle properties, such as charge and
mass, are neglected and assumed to be one species. This is possible since the mass
of a proton is much greater than the mass of an electron mp  me.
3. The viscous stress tensor is assumed isotropic. Although anisotropy is an important
aspect in the current study, approximate methods considered in this study use an even
simpler form of viscous dissipation. The main function of the viscosity is to dissipate
waves and kinetic energy. Thus, this approximate form of viscosity is sufficient for the
current investigation.
4. Nonrelativistic: Typical speeds are assumed to be much less than the speed of light,
v ≪ c.
5. Neglect displacement current. Removes electromagnetic waves at speed of light.
2.4 MHD Equations
A plasma is described by its density, ρ, in units of kg m−3, pressure, p, in units of N m−2,
v, in units of m s−1 and magnetic field, B, in tesla, T. Additional properties of the electric
field and temperature can be calculated once these eight quantities are known. The MHD
equations are found by combining the hydrodynamic equations with Maxwell’s equations.
First, the above assumptions are applied to Maxwell’s equations to give fluid approximations
of the electromagnetic equations
Assumption two of full MHD requires that the charge density is zero and hence
Gauss’ law, Equation (2.1), is simply ∇·E = 0. Therefore, the electric field from individual
particles are neglected and only the electric field induced by the changing magnetic field is
considered.
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The typical magnitude of the electric field, E, can be written in terms of the typical
magnitude of the magnetic induction, B, by considering Faraday’s law, Equation (2.4).


























Since c2  v2 the displacement current is small compared to the magnetic field, hence it
can be neglected and Ampére’s law is written as
µj = ∇×B. (2.8)
The velocity and magnetic fields are related by Ohm’s law, which is
j = σc (E + v ×B) ,
where σc is the conductivity in units of siemens per metre.
Summary of MHD Equations
The full 3D compressible MHD equations, including gravity, thermal conduction and radi-
ation, can be written as:
Equation of Motion ρ
∂v
∂t























∇ · v − L, (2.9d)
L = Lconduction + Lradiation − ηj2 − εijSij,
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Table 2.1: Values of α and χ for different temperature ranges used in the equation for optically thin
radiation, Equation (2.11) taken from Klimchuk, Patsourakos, and Cargill (2008).
χ(10−13) α Temperature range (MK)
1.09× 10−31 2 104 ≤ T ≤ 104.97
8.87× 10−17 −1 104.97 < T ≤ 105.67
1.90× 10−22 0 105.67 < T ≤ 106.18
3.53× 10−13 − 32 10
6.18 < T ≤ 106.55
3.46× 10−25 − 13 10
6.55 < T ≤ 106.90
5.49× 10−16 −1 106.90 < T ≤ 107.63
1.96× 10−27 12 10
7.63 ≤ T
where Lconduction = ∇ · q is the effect of thermal conduction and q is the associated heat
flux, given by
q = − κ
B2
(B · ∇T )B. (2.10)
where κ = κ0T
5
2 and κ0 = 10−11W(mK)−1 is a typical value for the parallel thermal
conductivity in the corona. In reality there is also thermal conduction perpendicular to
the magnetic field but it is much smaller than the conduction along the field and so is
neglected.
Lradiation is the losses due to optically thin radiation in the solar corona. Optically thin
radiation is given by
Lradiation = ρ2χTα. (2.11)
The constants, χ and α, depend on temperature, given in Klimchuk, Patsourakos, and
Cargill 2008, as listed in Table 2.1. These values and formula are chosen to fit observations




, and ∇ ·B = 0 . (2.12)
In these equations v is the plasma velocity, ρ the mass density, p the gas pressure, B the
magnetic induction and j the current density. η is the magnetic diffusivity, equal to 1
σµ
with
units of m2 s−1
The equation of motion includes contributions from gravity, g, mechanical pressure
forces, ∇p, Lorentz force, j × B, and divergence of viscous stresses, ∇ · S. The energy
equation includes effects of thermal conduction, optically thin radiation, ohmic and viscous
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This is the hydrodynamic viscous stress tensor as any effects of the magnetic field are
neglected. Both shock and “real” viscosity are used in the computational code, Lare, that
is used in this study. Shocks are perturbations that travel faster than the local wave speed.
This causes sharp changes in pressure. A large value of viscosity is needed to quickly
dissipate these. Real viscosity damps any other perturbations. Once the pressure is known,






where R = 8.3 × 103J(K kg)−1 is the gas constant and µ̃ is the molar mass in units of
kg mol−1. An important quantity in plasma physics is the plasma beta, given by the ratio





There are many different limits which can be applied to these MHD equations,
some of the resulting sets of equations are stated below.
Dissipative MHD Equations
In this study, the dissipative compressible MHD equations will be frequently used. In this




+ ρ(v · ∇)v = −∇p+ j×B +∇ · S, (2.16a)
∂ρ
∂t
+∇ · (ρv) = 0, (2.16b)
∂B
∂t














∇ · v + εijSij + ηj2, (2.16d)
∇ ·B =0. (2.16e)
where the rest of the notation is the same as in Equation (2.9).
Ideal MHD Equations
A second important form of the MHD equations is the ideal limit. This is found by setting
η = ν = 0 in Equations (2.16). For simplicity gravity, thermal conduction and radiation
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+ ρ (v · ∇)v =−∇p+ j×B, (2.17a)
∂ρ
∂t
+∇ · (ρv) =0, (2.17b)
∂B
∂t














∇ · v (2.17d)
∇ ·B =0. (2.17e)
Ideal Incompressible MHD Equations
In this study, the form of the incompressible MHD equations will be important for compar-




=−∇p+ (j×B) , (2.18a)
∂ρ
∂t
+ v · ∇ρ =0. (2.18b)
∂B
∂t













∇ · v = 0, ∇ ·B = 0. (2.18e)
In the next section the conservation laws of MHD are presented.
2.5 MHD: Conservation laws
It is a fundamental law that energy cannot be created or destroyed and so must be conserved.
Here we state the conservation laws for full MHD. Some of the global conserved properties
are different for compressible MHD and incompressible MHD and change depending on the
dimension of the model considered. Nonetheless conservation of mass, momentum and
total energy are always true in full MHD. This is not always strictly true when considering
approximate methods.
The ability of a system to properly conserve a quantity is important. For a mathe-
matical model this is determined by writing the equations in a conserved form. For example
a quantity, Q, is conserved if
∂Q
∂t
= −∇ · S,
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where Q is a rank n tensor and S is a rank n+ 1 tensor.
The continuity equation, Equation (2.9b), is already in this form. This equation
states the conservation of mass since the rate of change of ρ must be equal to the net flux
of mass flowing out of or into the volume.
Conservation of total energy, Etot = 12ρv
2 + 1
2µ0
B2 + ρ p
γ−1 is found by finding
equations for the kinetic, magnetic and internal energy. This is done by multiplying the
equation of motion, Equation (2.9a), by v, continuity equation, Equation (2.9b) by 1
2
v2
and multiplying the induction equation, Equation (2.9c), by B
µ0
. Finally adding both of the















where the Poynting flux is given by 1
µ0
(E×B). In the following section, we derive the
Grad-shafranov equation describing 2D MHD equilibria.
2.6 MHD Equilibria: Grad-Shafranov Equation
Another important topic of full MHD is the existence and properties of equilibria. These
are states where quantities do not change in time. In certain situations, symmetry can be
assumed, and an equation can be derived to describe the equilibrium magnetic field in a
plasma. Here we derive the equation of equilibrium called the Grad-Shafranov equation
for the case of translational symmetry, where invariance in z is assumed. We begin by
considering the ideal MHD equations, Equations (2.17), in a static, ideal equilibrium with
no variation in time and v = 0. The static MHD equations are given by
j×B = ∇p, (2.20a)
∇×B = µj, (2.20b)
∇ ·B = 0. (2.20c)
These are the force balance equation, current and the divergence-free condition respectively.
Since the z direction is assumed invariant, the magnetic field, B, can be written in terms
of a vector potential, A, as
B = ∇×A,
= ∇A(x, y)× êz +Bz(x, y)êz. (2.21)
where A is the z component of A, known as the flux function.
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Now calculating B · ∇A using Equation (2.21) gives
B · ∇A = (∇A(x, y)× êz +Bz(x, y)êz) · ∇A,
= (∇A× êz) · ∇A︸ ︷︷ ︸
=0






Thus A is constant along fieldlines of B.
Taking the dot product of the force balance condition, Equation (2.20a), with B
and using Equation (2.21) gives
B · (j×B) = B · ∇p,











⇒ p(x, y) = p(A(x, y)).




An expression for the current, j, is found from Equation (2.20b) and substituting
Equation (2.21) for B gives
∇×B = −∇2Aêz +∇Bz × êz = µj. (2.24)





−∇2A∇A− [(∇Bz × êz) · ∇A] êz −Bz∇Bz
)
= ∇p. (2.25)










⇒ Bz = Bz(A(x, y)).





Using Equation (2.23) and Equation (2.26) for p(A) and Bz(A) in the x and y components
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This equation is known as the Grad–Shafranov equation. It is a key equation in MHD
and is a standard non-linear elliptic PDE. In general, a solution of this equation is a two
dimensional equilibrium state. Here, the pressure is a function of A, which is determined
by the ideal energy equation, Equation (2.17d), and Bz(A) is a known function of A. In
general, a 2D analytic equilibrium can only be found for certain functions of p(A) and
Bz(A). In other cases, it is necessary to further simplify the Grad-Shafranov equation. One
method of doing this, called the 1D approach, is presented in Chapter 4 in Section 4.2.4.
In the following section, we consider a small perturbation to an equilibrium state
and describe the properties of the resulting waves.
2.7 MHD: Waves and Polarisation
The many forces that are present in a plasma perform a restoring force when the plasma
is perturbed. In the present investigation MHD waves are not directly studied but can be
important to the nonlinear dynamical evolution. Information about the complex nonlinear
nature of these waves is contained in the full MHD equations, described in Section 2.4.
The evolution of these waves results in a substantial requirement of computational time
and resources to solve the full MHD equations. As will be shown, in Chapter 3, a significant
simplification can be made by neglecting all high frequency waves and only following long
wavelength, low frequency Alfvén waves, as is the case for RMHD. In this section, the ideal
MHD equations, Equation (2.17), will be used to illustrate the three types of MHD waves.
An ideal system is considered since dissipation effects only damp the wave amplitudes.
Consider an initial equilibrium with a constant, uniform background field, B0 =
B0êz, constant density, ρ0, and pressure, p0. The ideal MHD quantities are expanded about
this equilibrium as
B = B0 + B, v = v, p = p0 + p, ρ = ρ0 + ρ. (2.28)
Linearising the continuity equation, Equation (2.17b), and energy equation, Equation (2.17d),
gives two coupled equations given by
∂ρ
∂t
+ ρ0∇ · (v) = 0, (2.29)
∂p
∂t
+ γp0∇ · (v) = 0, (2.30)
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is the sound speed.














(B0 · ∇)B. (2.31)










whereB0 = B0êz was substituted. Differentiating Equation (2.31), in time and substituting
Equation (2.30) and Equation (2.32), gives
∂2v
∂t2



















A , is the sum of the Alfvén and
sound speeds, called the fast speed. Differentiating the z component of Equation (2.33)









The divergence of Equation (2.33) gives
∂2∇ · v
∂t2




















Taking the curl of velocity gives the vorticity as, ω = ∇×v. The z component of vorticity,
ωz = (∇× v)z, is found by taking the z component of the curl of Equation (2.33). This







Assuming perturbations have the form
exp (i (k · x− ωt)) , (2.38)
where k is the wavevector which is the direction the wave propagates in, and ω is the wave
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frequency. Substituting Equation (2.38) into Equation (2.37) gives[
ω2 − k2zV 2A
]
ωz = 0. (2.39)
and substituting Equation (2.38) into Equation (2.36) gives[
ω4 − k2c2fω2 + k2k2zc2sV 2A
]
∇ · v = 0. (2.40)
There are two possible solutions to Equation (2.39) and Equation (2.40): ωz = 0 and













This shows that an Alfvén wave can travel with an angle θ to the magnetic field. The




= ±VAêz. The sign indicates that Alfvén waves can travel parallel or anti-parallel
to B0. In this case Equation (2.40) can only be satisfied by assuming incompressibility,
∇·v = 0. Thus an Alfvén wave is an incompressible perturbation and travels at the Alfvén
speed along B0 and cannot travel across the field. It follows that there are no pressure or
density perturbations. The components parallel to B0, namely: vz and Bz, are also zero.





= 0. The perpendicular components of the equation of













These can be combined to give the Alfvén wave equation.
For the second case, ωz = 0, Equation (2.39) is automatically satisfied. If∇·v 6= 0
Equation (2.40) gives the dispersion relation








is called the slow wave speed. The phase speed can be written as
c4 − c2fc2 + cos2 θc2fc2t = 0.
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− = 0. Parallel to
the magnetic field, θ = 0, the solutions are c2s and V
2
A . One wave has a speed greater than
or equal to the maximum of these two speeds and the second wave has a speed less than
or equal to the minimum. Hence the first is the fast magnetoacoustic wave and the second
is the slow magnetoacoustic wave.
In summary the fast wave propagates almost isotropically in all directions. The slow
wave cannot travel across the magnetic field. Both magneacoustic waves are compressible
while the Alfvén wave is incompressible and only travels along the field.
Polarisation
Here we consider the frame of reference of a wave. This is separate from a spatial coordinate
system. In this frame there are two known directions: the direction of propagation, k, and
the magnetic field, B̂0. The direction of propagation is an intrinsic property of the wave
and so is a basis vector. As a wave propagates there are fluctuations of the magnetic and
velocity fields. These fluctuations can be restricted to be in a certain direction relative
to these two vectors. This is called polarisation. Here we define the three possible wave
polarisations. Since it has been shown that Alfvén waves involve fluctuations normal to
both the direction of propagation and the magnetic field we can now simply write that






This is called the toroidal direction. This property of Alfvén wave fluctuations to be perpen-
dicular to k and B̂0 can now be concisely written as: Alfvén waves are toroidally polarised.
Fluctuations along the direction of propagation are called longitudinal. Only ve-
locity fluctuations can be longitudinal since the magnetic field must be incompressible:
k ·B = 0.
In the wave frame we have found two fundamental directions for a given wavenum-
ber to describe the direction of the perturbation: direction of propagation, k̂; and the
toroidal direction, êtoroidal. To complete the set of basis vectors in three dimensional space
we need a third linearly independent vector. This can simply be found by taking the cross






This is called the poloidal direction.
These three directions: toroidal, poloidal and longitudinal complete a set of linearly
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independent basis vectors in the wave frame. Poloidal and toroidal refer to the basis
directions which complete the triad with the wavevector. Since these directions are normal
to k the perturbations polarised along these directions are incompressible. The waves that
are toroidally polarised are called shear Alfvén and those that are poloidally polarised are
pseudo Alfvén waves, which is the slow magnetoacoustic wave in the incompressible limit.
In Chapter 3 we introduce RMHD, an approximate model of MHD, which only
considers low frequency Alfvén waves. In the following section the development of the
tearing instability from a small perturbation is considered.
2.8 Tearing Instability Analysis
A small perturbation to a stable equilibrium can produce waves as described in the previous
section, however if the equilibrium is unstable, under the appropriate conditions, a small
perturbation can grow in magnitude. This is the development of an instability. Similar
to waves, properties of instabilities can be found from linear analysis. Here we sketch the
linear analysis for the tearing instability for a general equilibrium, following the procedure
taken in Chapter 5.3.1 of Boyd and Sanderson 2003.
In this section we use the resistive form of the momentum and induction equations,
given by neglecting viscosity in Equation (2.16a) and Equation (2.16c). Nonzero resistivity
is needed to allow the instability to develop. Assuming incompressibility, ∇ · v = 0, for




=−∇p+ (j×B) , (2.46a)
∂B
∂t
=∇× (v ×B) + η∇2B, (2.46b)
∇ · v = 0, ∇ ·B = 0. (2.46c)
The magnetic field is comprised of an equilibrium field, Bequil, and a perturbation, B1, as
B = Bequil + B1.
Here the equilibrium magnetic field includes an initial constant background magnetic field,
B0, and a spatially varying part, which is chosen to be a function of x only as
Bequil = Bequil y(x)êy + (B0 +Bequil z(x)) êz. (2.47)








This equilibrium magnetic field, Bequil, satisfies a force balance equilibrium condition. Tak-
ing an equilibrium with v = 0, p = p0 and ρ = ρ0, Equation (2.46a), gives the force
balance equation, jequil ×Bequil = 0. Only the x component is nonzero when considering a
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2 +B2equil y = constant,
where B0 has been taken inside the derivative since it is constant.
Perturbations of the velocity, v1, and magnetic field, B1, are assumed to be of the
form
B1(x, y, z, t) = B1(x) exp (i (kyy + kzz) + σt) , (2.48)
where ky and kz are wavenumbers and σ is the growth rate. This form of the magnetic and
velocity perturbations is substituted in the incompressible equations, Equation (2.46a) and
Equation (2.46b). The x dependence of variables is assumed hencewith for conciseness.
The x component of the incompressible induction equation, Equation (2.46b),
using Equation (2.48), is




− k2y − k2z
)
B1x. (2.49)
This shows that if the perturbation is nonzero and k · Bequil = 0 at a point in x, say at
x = ξ, then this equation gives a diffusion equation. The magnetic field diffuses when x
derivatives are large. The dissipation term becomes large when the x derivative of B1x is
large. It follows that if σ is positive the initially small perturbation grows exponentially in
time.
Since there is a nonzero B1x there will be a corresponding nonzero v1x. An equation
for v1x as a function of B1x, can be found in the following way. Expanding Equation (2.46a)




(Bequil yB1y + (B0 +Bequil z)B1z) (2.50a)




− ikyB1z (B0 +Bequil z) (2.50b)




+ ikyB1zBequil y − ikzB1yBequil y. (2.50c)
The incompressibility condition for velocity, ∇ · v1 = 0, can be rearranged to give
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as a function of v1y and v1z as
− dv1x
dx
= ikyv1y + ikzv1z. (2.51)
Multiplying by σρ0 and substituting Equation (2.50b) and Equation (2.50c) and using the




=σρ0 (ikyv1y + ikzv1z) ,






(B1z (B0 +Bequil z) +B1yBequil y)









































Equation (2.53) and Equation (2.49) give two coupled equations for v1x and B1x.





















































The equilibrium field rapidly changes over a small region near x = ξ, with width
ζ. Since k ·Bequil(ξ) = 0 but k ·
dBequil(ξ)
dx
6= 0 we have




Considering variations on small scales, ζ, in x near x = ξ and neglecting terms varying on
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Since Bequil(ξ) = 0,
dBequil
dx
varies rapidly near x = ξ on lengthscale ζ. The perturbation,
B1x, grows rapidly near ξ. Thus dB1xdx varies rapidly and appears discontinuous on large
scales. It follows that d
2B1x
dx2
is very large. The magnitude of the second derivative of the





where L is an equilibrium lengthscale. Using Equation (2.61) and Equation (2.55a), near



















In the outer region, away from x = ξ, resistivity is negligible and the system can



































Substituting for ζ, Equation (2.60), and rearranging gives an expression for σ of






Expanding the dot product gives
σ ∼ ρ−1/50 L−4/5η3/5∆‘4/5|k|2/5
∣∣∣∣dBequildx
∣∣∣∣2/5 cos2/5 θ. (2.67)
where θ is the angle between k and Bequil. This shows that the growth rate depends on
the angle between k and Bequil.
In the special case of 2D incompresible MHD, when there is no variation in z and
a strong uniform magnetic field in z, this analysis can be carried out in the same way, by
setting kz = 0 and Bequil = B0ẑ +Bequil y(x)ŷ, hence the growth rate can be expressed in
the 2D form




In this chapter, the model of MHD has been introduced. The equations of full MHD are
complex nonlinear PDEs involving eight unknown quantities. In many areas of research
where it is wished to solve these equations, such as fusion devices or astrophysics, there is
a strong background magnetic field present throughout the region of interest. Assuming
such a guide field to be constant in time and space results in much simpler equations.
Montgomery and Turner 1981 show that in the limit of such a strong field the
full incompressible MHD equations become essentially 2D. The only contribution parallel
to the guide field being through a linear Alfvén wave equation. This form of the equations
results in dynamics similar to incompressible 2D MHD with small contributions from three
dimensional Alfvén waves. This implies that if there is an infinitely strong background
field throughout the plasma, then a 3D sytem would be 2D in nature. This motivates the
possibility for a significant simplification to the full MHD equations in the presence of a
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strong guide field. This simple picture is described by the approximate model of reduced
MHD (RMHD), which is introduced in the next chapter.
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Chapter 3
RMHD Model
3.1 Overview of RMHD
MHD is a widely used model for the evolution of a plasma. However, as shown in Section 2.4,
the full 3D compresssible MHD equations are a set of nonlinear PDEs, which require a
substantial amount of computational time and resources to solve and gain meaningful
results. In some cases, it is possible that additional assumptions can reduce the full set
of equations, Equation (2.9), to a more computationally manageable set and can provide
useful insights into the dynamics of a system while requiring less resources. There are
several possible assumptions that can be used to achieve this. Here we focus on the case of
a strong unidirectional background magnetic field that is present throughout the plasma.
Such a dominant field component is a common feature in many natural plasma systems,
such as fusion and astrophysical plasmas.
It is well known in MHD turbulence theory that a strong background magnetic field,
B0, creates anisotropy. One of the first analytic studies proposing this was Moffatt 1967 for
small Reynolds numbers and later Montgomery and Turner 1981 for high Reynolds numbers.
This global anisotropy is a clear large scale example that MHD turbulence is unlikely to
be isotropic as is commonly assumed in hydrodynamic turbulence theory. Anisotropy is an
intrinsic property of MHD turbulelnce.
The development of anisotropy has been modelled numerically in detail in many
MHD turbulence investigations using the full MHD equations (Shebalin, Matthaeus, and
Montgomery 1983; Oughton, Priest, and Matthaeus 1994; Oughton 1996; Oughton et
al. 2016). Many aspects that characterise such anisotropic systems were found, such as
the tendancy of a three dimensional turbulent system to act like a 2D system in planes
perpendicular to B0. This indicates that, providing B0 is large enough, the system can be
approximated as almost 2D in nature. The 2D MHD equations are much simpler than the
3D case. There is less agreement on the general manifestation of other characteristic, such
as the importance of fluctuations parallel to B0, when a strong guide field is present.
Since a strong background field imposes such significant restrictions on the 3D
dynamics, it is natural to assume anisotropy in the equations from the outset, when consid-
ering a system permeated by a strong background field. Anisotropic equations were used
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for magnetically confined plasmas by Kadomtsev and Pogutse 1974 and Rosenbluth et al.
1976 using cylindrical geometry appropriate for fusion devices. These studies will be briefly
discussed in Section 3.2 to provide a brief history and insight into the original motivation
behind the assumptions that will be discussed in this study. Their equations have been de-
rived and rederived many times over the years using several different approaches and have
become known as the equations of reduced MHD (RMHD). Some of these approaches are
mentioned in Section 3.3. A formal derivation of RMHD and properties of the equations
are discussed in Section 3.4.
Once the RMHD equations have been derived, an important aspect of an approx-
imate MHD model is to check how its solutions compare to those of full MHD. Some full
MHD studies are similar, but not identical to, studies using RMHD. Without direct compar-
isons of simulations from both methods it is difficult to determine how well RMHD models
a system. There are also many aspects, such as thermodynamics, that are not included in
RMHD and thus cannot be predicted at all. There do not seem to be many comparisons
or consistency checks between MHD and RMHD. Those that we know of are discussed in
Section 3.5.
Since the original formulation of RMHD, this model has been used in many investi-
gations. Due to the focus on nonlinearities in RMHD these studies have been predominantly
in the context of turbulence. In general, the periodic boundary conditions which are used
to model a turbulent system threaded by a strong background field are arguably similar to
those used for a magnetically confined plasma. Our main focus is not on turbulence and
hence no further argument of validity of RMHD for periodic turbulence is given. Over the
last decade or so RMHD has also been used to model coronal loops. This would seem like
a reasonable approximation, since these coronal structures consist of a dominant magnetic
field component along the loop axis. However these systems may be different from triply
periodic turbulence due to line-tied boundary conditions at the photospheric footpoints,
and fundamentally distinct from fusion plasma as discussed in Chapter 1. In Section 3.6 we
discuss a number of relevant full MHD and RMHD studies in solar physics, in the context
of footpoint driven coronal loops. Although these studies are very similar, they are not
exactly the same and direct comparisons are not possible. A disscusion of the applicability
of RMHD in the corona, with a focus on open magnetic regions, has recently been given
in a review article by Oughton, Dmitruk, and Matthaeus 2003.
During the last few decades there have also been many similar models developed
which attempt to simplify the MHD equations while retaining additional dynamics that are
not included in the original model of RMHD. Another interesting area are the many models
that predict similar dynamics to RMHD. Details of a selection of these models are briefly
given in Section 3.7 and in Appendix B. There are also several models in other research
areas of plasma phsyics which have similar acronyms to RMHD but which may or may not
have any relation to the original RMHD model derived by Strauss 1976. These models are
briefly listed in Section 3.8 in an attempt to resolve possible confusion.
We aim to present an informative summary of RMHD: including the original mo-
tivation and arguments leading to the development of this model, the properties of the
equations, and recent relevant coronal loop studies. It is hoped that this provides a useful
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overview of the RMHD model and the lack of direct comparisons ond validity tests between
RMHD and full MHD.
3.2 Brief History of RMHD in Fusion Devices
In this section the original motivation for the RMHD equations is discussed. The equations
of RMHD were first proposed in cylindrical geometry for tokamaks. A brief summary is
given of the research carried out in fusion devices when the assumptions of RMHD were
first applied to the MHD equations.
Historically, the first article to use equations in the form of RMHD was Kadomtsev
and Pogutse 1974. They investigate the nonlinear evolution of helical perturbations or
kink modes in tokamaks and the possible development of disruptive instabilities. By taking
into account toroidal geometry and characteristics of the kink instability, they simplify the
MHD equations by assuming negligible gas pressure and a strong toroidal magnetic field.
Curvature effects are neglected and the system is taken to be a straight cylinder of plasma.
It is assumed that these assumptions are valid in general for tokamaks with large major
radius and small plasma beta. The resulting equations were not presented as a general
model, simply as an approximation of the MHD equations for the current system. They
conclude that the helical perturbations create cavities on the surface of the plasma column.
In order to reach a minimum energy state these cavities move inside the plasma, creating
internal vacuums or “bubbles”. The number of these “bubbles” is the same as the mode
number of the kink mode. It was found that over time these “bubbles” collect in the centre
of the plasma column creating an internal vacuum column, whose volume increases in time,
causing the radius of the column to increase as it expands to find an equilibrium. If there is
no equilibrium the plasma is unstable and would continue to expand indefinitely. It was also
suggested that under certain conditions this might lead to the disruptive instability. This
is a major concern in magnetic confinement devices as such evolution must be avoided for
safe operation. This result was confirmed by Rosenbluth et al. 1976.
Next, Strauss 1976 investigates the stability of kink modes in tokamaks with a
non-circular cross-section. This motivates the formal derivation of RMHD in cartesian co-
ordinates for a low-β tokamak with a rectangular cross section. The derivation is presented
in Section 3.3.1. He uses the RMHD equations to follow the nonlinear dynamics and con-
firm the potential development of fast-growing, fixed boundary kink modes in non-circular
tokamaks. Strauss has contributed greatly to the development of the model of RMHD
in many subsequent articles. In Strauss 1977, he extends his previous equations for low-β
tokamaks to high-β devices and investigates equilibria, in Strauss 1982 the RMHD approach
is used to find equations for mirror machines, in Strauss 1997 the equations are derived
for near-potential magnetic fields. The equations have also been applied to stellarators, an
early form of tokamak, Strauss 1980.
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3.3 Original RMHD Derivations
In this section, we will describe three different approaches presented in the literature to
derive the Reduced MHD (RMHD) equations from the full MHD ones. Sometimes, the
derivations begin from the ideal MHD equations, Equations (2.17) for simplicity, but dissi-
pation terms are easily added. Different forms of the RMHD equations are found depending
on the value of β. We focus on low plasma beta. Here parallel and perpendicular directions
are taken with respect to the background magnetic field, B0 = B0êz, i.e parallel denotes
the z direction and perpendicular denotes the x and y directions.
The main derivation in Section 3.3.1 is the original method used by Strauss (Strauss
1976), giving a brief straightforward derivation in terms of the magnetic flux function, A.
For completeness, full details of a further three approaches to derive the RMHD equations
are included in Appendix A. A second method is the more algebraic but physically motivated
method used by Zank and Matthaeus 1992. The equations are summarised in Section 3.3.2
and derived in Appendix A.1.
In Section 3.3.3 and Appendix A.2, the third derivation of RMHD by Montgomery
1982 is discussed. In contrast, he begins from the incompressible MHD equations.
These three approaches to derive the RMHD equations, used by Strauss, Zank
and Matthaeus and Montgomery, are included as each uses the assumptions of RMHD in
a different way while arriving at the same equations. It is believed that discussing each of
these approaches will help to clarify and emphasise the relation between a strong field and
spectral anisotropy and that they are both necessary assumptions of RMHD.
A fourth derivation was presented independently by van Ballegooijen 1985. The
approach used is very different from the other derivations included here as RMHD is derived
from an equilibrium viewpoint. This reveals a subtle relationship between RMHD and
magnetofrictional relaxation methods. This method is also included in Appendix A.3.
3.3.1 Strauss’ Derivation
In this section, the first formal derivation of RMHD by Strauss 1976 is given. This method
was the first time RMHD had been derived in cartesian coordinates, thus enabling this
model to be used in a wider range of applications. Strauss’ article is widely regarded as
the original derivation of RMHD, and the equations are occasionally referred to as the
“Strauss equations” or “KPS equations” - Kadomtsev-Pogutse-Strauss - in the literature. A
description of this derivation was given in Biskamp 1993, with slightly different or sometimes
more detailed arguments which are included here for clarity.
The system is a long thin cylinder of plasma aligned with the z axis. It follows
that the system is much longer in z than in x and y and so a large aspect ratio is assumed.





The final system is incompressible so constant density, ρ0 = 1, is assumed throughout for
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simplicity without loss of generality.
It is assumed that lengths over which variations take place are much longer in z
than x and y by a factor of ε−1strauss. The z component of the magnetic field is similarly









Bx, By ≈ εstrauss, Bz ≈ B0 + ε2strauss,
which implies
jx, jy ≈ ε2strauss, jz ≈ εstrauss.
The assumption that the background magnetic field strength, B0, is strong means that
the energy in B0 is much larger than the energy contained in the perpendicular field as
B20  B2⊥. In a physical context, this assumption also implies that the thermal and kinetic
energies are much smaller than the magnetic energy, which is dominated by the background
field component,
ρv2 ∼ p≪ B2z .
Since the thermal and kinetic energies and the magnetic energy contained in the
perpendicular components are assumed smaller than the energy in the guide field we take
them to be of the same magnitude as
v2⊥ ∼ p ∼ B2⊥.
Hence the pressure and velocity have the following ordering
p ≈ ε2strauss, v⊥ ≈ εstrauss.
Time derivatives are chosen to be
∂
∂t
∼ v · ∇⊥ ∼ εstrauss,
to ensure that the slow nonlinear dynamics, which evolve on a slow timescale, are retained.
The variation to the parallel field, Bz, denoted by δBz can be determined since
the variation in Bz is required to balance the pressure force
δB2z ≈ 2δBzBz ≈ p.
It follows from this that δBz ≈ ε2strauss and so the parallel field is constant to lowest order.
The total parallel component of the magnetic field is given by Bz = B0 + δBz, but δBz is
neglected here so that Bz ∼ B0.
Since the first order perturbation to the magnetic field only has perpendicular
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components, it follows immediately that the magnetic field can be written in terms of the
vector potential, A, as
B = ∇A× êz + (B0 + δBz) êz,










where A is the z component of A, δBz is the ε2strauss variation from the background field
and z derivatives of Ax and Ay are neglected, since variations in z are small compared to
those in x and y. The vector potential ensures that the solenoidal condition is automatically
satisfied for the perpendicular components and leaves only the parallel contribution as
∇ ·B = ∂δBz
∂z
≈ ε3strauss.
Higher order corrections to the perpendicular magnetic field, which are neglected here, are
needed to satisfy the solenoidal constraint. The parallel magnetic field is assumed constant
and the fluctuations are divergence–free.
Since parallel magnetic fluctuations are of higher order, the magnitude of the










⇒ εstraussvz ≈ ε3strauss, ⇒ vz ≈ ε2strauss.
This shows vz ≪ v⊥, analogous to the parallel magnetic field, and so no parallel flow is
assumed: vz = 0.
The induction equation, Equation (2.17c), can be integrated by substituting Equa-
tion (3.2) to get
∂A
∂t
= v⊥ ×B +∇U, (3.3)





≈ ε3strauss it follows that ∂A⊥∂t ≈ ε
3
strauss. This term is




≈ 0 = −Bzv⊥ +∇U × êz, (3.4)
⇒ −Bzv⊥ = −∇U × êz,




where φ is a stream function for v. This results in the velocity field being incompressible
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simply due to the fact that the perpendicular components of the induction equation are
neglected.
To find an equation describing the dynamics of the perpendicular magnetic field,









This equation can also be written as
∂A
∂t




The final form of the RMHD induction equation is taken to be Equation (3.6).
Using Equation (3.2) the current is














× (∇A× êz +Bzêz)−∇p.
Using a vector identity and taking each term in turn gives(
−∇2⊥Aêz
)

























Next, taking the curl of the velocity to give the vorticity as
∇× v =∇× (∇φ× êz) ,
=−∇2φ. (3.9)
The equation for vorticity is found by taking the curl of Equation (3.8), giving
− ∂
∂t
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The resulting equation for vorticity is
∂
∂t
∇2⊥φ+ v · ∇⊥∇2⊥φ = B · ∇∇2⊥A. (3.11)
This is the final form of the RMHD momentum equation.
Summary
In summary the equations of RMHD in terms of potentials A and U have the form
∂A
∂t
= B · ∇φ, (3.12a)
∂
∂t
∇2⊥φ+ v · ∇∇2⊥φ = B · ∇∇2⊥A, (3.12b)
∇⊥ · v = 0, ∇⊥ ·B = 0, (3.12c)
where Bz = B0êz and vz = 0. A is the z component of the vector potential, and φ is the
velocity stream function.
B = ∇⊥A× êz +Bzêz, v = ∇⊥φ× êz.
Two similar derivations by Zank and Matthaeus (Zank and Matthaeus 1992) and
Montgomery (Montgomery 1982) are summarised in the next sections.
3.3.2 Zank and Matthaeus’ RMHD Equations
Strauss’ form of the RMHD equations, Equation (3.12), in terms of potentials, clearly
displays the simplicity of the equations compared to full MHD. However it is potentially
conceptually easier to understand the equations in terms of fields. Zank and Matthaeus
1992 use a different approach to derive the RMHD equations, from the compressible ideal
MHD equations, Equations (2.17), in terms of the velocity and magnetic fields. A summary
of the equations is given here, full details of their derivation are given in Appendix A.1.
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Their RMHD equations are given by
∇x · v = 0, ∇x ·B = 0, x = (x, y),
∂v
∂t




























where B = (Bx(x, y, z, t), By(x, y, z, t)) and v = (vx(x, y, z, t), vy(x, y, z, t)). The Alfvén








In the limit that quantities do not depend on the parallel coordinate, z, these equations
are equivalent to the equations of 2D incompressible MHD, Equations (2.18). The parallel
components, Bz = vz = 0.
3.3.3 Montgomery’s RMHD Equations
Montgomery 1982 derives the equations of RMHD from the incompressible MHD equations,
Equations (2.18), including dissipation terms. Here the equations are stated, full details of
their derivation are given in Appendix A.2
The equations for the perpendicular components are
∂v⊥
∂t















is the small parameter used.
Their derivation is different from Strauss’ and Zank and Matthaeus’ in the previous
two sections since the parallel components are not assumed zero and are evolved by
∂vz
∂t










These equations only involve coefficients of the perpendicular components. This means
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that parallel fluctuations evolve passively, called “passive scalars” and do not affect the
evolution of the perpendicular dynamics.
3.3.4 Discussion
In this section we show the equivalence between the three derivations of the RMHD equa-
tions discussed in the previous sections, Section 3.3.1, Section 3.3.2, Section 3.3.3 and pre-
sented in Strauss (1976), Zank and Matthaeus 1992 and Montgomery 1982, respectively.
A substantial amount of work has been done to understand and clarify the assumptions and
properties of RMHD in the two review articles by Sean Oughton et al (Oughton, Dmitruk,
and Matthaeus 2003, Oughton, Matthaeus, and Dmitruk 2017). The arguments given in
this section were first discussed in these reviews.
As shown in Oughton, Dmitruk, and Matthaeus 2003; Oughton, Matthaeus, and
Dmitruk 2017 the three assumptions of RMHD are, namely, i) B20  b2, ii) length-
scale/spectral anisotrpy: k⊥  k‖, and iii) variance anisotropy: bz = vz = 0. The
first two naturally provide a small parameter to expand the full compressible (or incom-
pressible) MHD equations. Considering the first assumption leads to the small parameter,
εm, in Equation (3.14), used in Montgomery’s derivation. Consideration of the inverse of
the large aspect ratio leads to the parameter, εstrauss, as in Equation (3.1), used in Strauss’
original derivation, which is analogous to the second assumption. Zank and Matthaeus
chose the Alfvén mach number as the small parameter, εzm, given in Equation (3.13), in
their derivation, which does not immediately reflect an assumption of RMHD. In each case
the other assumption(s) was (were) implied but not specifically defined. Each of these
derivations provides the same equations for the perpendicular fields regardless of which
small parameter is chosen. It follows that there must be a natural relation between these
three parameters. εzm is equivalent to εm since the typical velocity fluctuations in Alfvén
units, are assumed to be the same order as the magnetic fluctuations δv ∼ δb.
It follows that there are two small parameters that describe the assumptions of
RMHD. These are renamed as εa and εb, which will be used in the formal derivation of
RMHD in Section 3.4.1.








An important, but subtle, aspect of these small parameters: εa and εb, is that they
are not independent of each other and it is not enough for each of them to be less than
one individually, as εa  1 and εb  1. The timescale condition for RMHD requires that
the nonlinear time, τNL ≈ l⊥|b| , is faster than the Alfvén time, τA ≈
l‖
B0
. This relation can
be rearranged to give










, ⇒ εb ≤ εa  1
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where τA(k) is called the Alfvén wave timescale and is defined as the time for a wave
to travel a wavelength, k−1, for the wavenumber. This Alfvén time is dependent on the
wavevector k and so is different for each wavevector. There is an important difference
between the two Alfvén time definitions: τA and τA(k). The first is the time it takes for
an Alfvén wave to travel the parallel length of the box, and the second is the time taken
for the Alfvén wave to travel a wavelength.
An important aspect is the value of the plasma β. The leading order equations
for the perpendicular fluctuations remain the same regardless of this parameter, however
the parallel fluctuations are zero for β  1 but may exist for larger values. Since our focus
here is in the solar corona this discussion is mostly restricted to the β  1 limit.
It is important to emphasise that although Strauss does indeed define the inverse
aspect ratio to be small this really means the ratio of the characteristic lengthscales rather
than the physical length and width of the system. There is an important distinction be-
tween these lengthscales. In the limit of an infinite B0, the Alfvén time becomes infinitely
long, τA → ∞, which to satisfy the RMHD inequality requires the wavelength to become
infinitely small, l‖ → ∞ (k‖ → 0). This means it will take an Alfvén wave with zero
wavelength an infinite amount of time to travel a distance equal to its wavelength, hence
the long-wavelength Alfvén waves that connect the infinite 2D planes of RMHD can no
longer propagate. This reiterates the 2D nature of this model as emphasised by Zank and
Matthaeus 1992.
In summary, in order to make the assumptions of RMHD a key feature of the
derivation, both small parameters, εa and εb, are needed. This approach was taken by
Oughton, Matthaeus, and Dmitruk 2017. A similar derivation is given in the next section.
3.4 RMHD Model
In this section, we demonstrate how certain assumptions can be applied to the full dissipative
limit of the compressible MHD equations, Equations (2.16), derived in Section 2.4, to
derive the equations of RMHD. This model retains some of the nonlinearity of the full
MHD equations but is considerably computationally easier to solve. The aim here is to
clearly present, from first principles, the necessary assumptions, and their consequences, to
arrive at the equations of RMHD for a low β system. We present a derivation of RMHD
in Section 3.4.1 and discuss some related features of the equations in Section 3.4.2 and
Section 3.4.3. Where possible these are compared and contrasted to the equivalent relations
in full MHD.
Erin E. Goldstraw 37
Modelling Solar Coronal
Magnetic Field Evolution Section 3.4 RMHD Model
3.4.1 RMHD: Derivation
We now present a derivation of RMHD following the same method as in Oughton, Matthaeus,
and Dmitruk 2017. In this section we consider a plasma in equilibrium with uniform density,
ρ0, pressure p0 and uniform background magnetic field, B0. The first assumption is that
the background field is large and aligned with the z direction B0êz. In this context the
term “large” means that the energy in the background field is much larger than that of the





where the background field strength, |B0| = B0, is used. Since εa depends on the strength
of the background field, B0, it can be thought of as a measure of how strong the field is.
Thus, the larger B0 is the smaller εa.
It is common to expand the fluctuations of velocity, v, magnetic field, b and
pressure p in powers of εa using a linear expansion as
B0 + b = B0 + εab + ε
2
ab1 · · · ,
v = εav + ε
2
av1 · · · ,
p = p0 + εap+ ε
2
ap1 · · · .
ρ = ρ0 + εaρ+ ε
2
aρ1 · · · .
However a linear expansion separates the linear and nonlinear dynamics. Nonlinear terms,
such as b · ∇b, will be considered less important, since they are O(ε2a), compared to linear
terms, such as B0 · ∇b, which are O(εa).
Our aim is to derive a set of equations that are simpler than the full MHD equations
but retain some of the inherent nonlinearity. We wish to keep the fluctuations and nonlinear
terms of O(1). To do this we can rescale our variables. For example the background field
can be rescaled as B′0 = B0εa. Thus the expansion that will be used here is
B0 + b =
B′0
εa
+ b′ + εab
′
1 · · · ,
v = v′ + εav
′




+ p′ + εap
′




+ ρ′ + εaρ
′
1 · · · .
The primed quantities with no subscript are O(1) and a subscript “1” denotes quantities
of O(εa). As mentioned, this expansion allows the nonlinear and linear terms for the
fluctuations to be the same order. A second advantage of this ordering is that as B0 →∞,
εa → 0 and the leading order fluctuations remain of O(1) whereas in the linear expansion
they would go to zero.
Another simplification that can be made when focusing on nonlinear effects is to
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eliminate any high frequency waves. This requires two further assumptions. First, consider
Alfvén and slow magnetoacoustic waves, whose anisotropic dispersion relations were found
to be ωA = ±k‖VA where the wavenumber k‖ is parallel to the background magnetic field
B0. In order to ensure the wave frequencies, ω, are small we must restrict the value of
the parallel wavenumber, k‖, to be small. There is no restriction on the perpendicular
wavenumber. This gives low frequency, long wavelength waves along the magnetic field.
This is required by k‖  k⊥. Thus the second assumption is spectral anisotropy, or
equivalently lengthscale anisotropy as l⊥  l‖. The requirement of lengthscale anisotropy





where l‖ and l⊥ are characteristic lengthscales alongB0 and perpendicular to it, respectively.
This is equivalent to the inverse aspect ratio if l‖ and l⊥ are the system sizes. Second, fast
magnetoacoustic waves have a nearly isotropic dispersion relation. In order to eliminate
high frequency fast waves variance anisotropy must be imposed. This is the third and final
assumption for RMHD. Variance anisotropy results in the magnetic and velocity fluctuations
being perpendicular to the background field, B0, v′z = b
′
z = 0. It should also be noted that
this requirement removes all fast waves, including low frequencies. This condition can be
written mathematically as B0 · v′ = B0 · b′ = 0.
To summarise the three assumptions of RMHD, given in Oughton, Matthaeus, and
Dmitruk 2017, are
(i) A strong background magnetic field: The magnetic energy associated with the back-
ground magnetic field, B0 = B0êz, is much larger than the magnetic energy associated
with the perturbed field, b, as B20  b2. This can be expressed, using the small pa-
rameter, εa in Equation (3.16).
(ii) Spectral/lengthscale anisotropy: Derivatives parallel to B0 are smaller than deriva-
tives perpendicular to B0. This can be expressed, using the small parameter, εb, in
Equation (3.17).
(iii) Variance anisotropy: There are no components parallel to B0. This is expressed as
v ·B0 = b ·B0 = 0.
The two small parameters, εa and εb, are not independent of each other. It is not enough
for each of the inequalities to be satisfied individually. The fastest timescale left after
removing high frequency waves is the Alfvén time, τA ≈
l‖
B0
, and we are interested in
dynamics occuring on nonlinear timescales, τNL ≈ l⊥|b| . Thus nonlinear processes must
occur on timescales shorter or equal to the Alfvén time. This can be written as










⇒ εb ≤ εa  1.
Since we have imposed spectral anisotropy, we need to take into account that the
parallel direction may be “slowly varying”: derivatives in z are small, i.e ∂
∂z
≈ εb ∂∂z′ . Thus we
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take a “slowly varying” parallel coordinate z′ = εbz. In general, there are dynamics occuring
on fast timescales, measured by the Alfvén time, τA, corresponding to large time derivatives.
As a final constraint to filter out these fast variations produced by high frequency waves
we define a fast timescale, t′, as a rescaled time coordinate, t′ = t
εa







. We use the small parameter εa since τA depends on the strength







fluctuations on this fast timescale.
Initially all quantities are assumed functions of the three unscaled spatial and time
coordinates and the scaled parallel and time coordinates as (x, y, z, z′, t, t′). Expanding the









+∇× (v′⊥ × b′⊥) + η∇2⊥b′⊥. (3.18)


















The LHS of this equation is zero. Perpendicular components indicate that the velocity
fluctuations are independent of z, the unscaled coordinate along the parallel direction. The
component of this equation along B0 implies the velocity is incompressible perpendicular
to B0.
The O(1) terms from Equation (3.18) is the RMHD induction equation
∂b′⊥
∂t









v′⊥ + η∇2⊥b′⊥. (3.19)
Similarly, expanding the equation of motion, Equation (2.16a), and keeping terms
up to O(1) gives
∂v′⊥
∂t







+ (b′⊥ · ∇⊥)b′⊥ + ν∇2⊥v′⊥.
(3.20)






This shows that the perpendicular magnetic fluctuations are also independent of the un-



















⊥ · ∇⊥)b′⊥ + ν∇2⊥v′⊥.
(3.22)
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that is present in both of these equations explicitly contains both small parameters, εa and
εb. This is to make the magnitude of these terms clear. This term consists of the very large
magnetic field and the very small slowly varying parallel derivative. These two extremes
at most cancel and the magnitude of this term is O(1). The chosen scaling makes this





In this case it is not clear whether this term is large or small. This is the only term that
contains the background field or small parallel variations. Physically this term is related
to the low frequency Alfvén waves that remain, travelling along the z direction. Thus, as
emphasised in Zank and Matthaeus 1992, these waves connect the otherwise independent
2D planes of MHD. Without this term Equation (3.19) and Equation (3.22) are equivalent
to 2D incompressible MHD.
The total pressure can be found by taking the divergence of the RMHD equation
of motion, Equation (3.22), since v′⊥ is incompressible, to give
∇2⊥(p+ |b′⊥|2) = ∇⊥(b′⊥ · ∇⊥b′⊥)−∇⊥(v′⊥ · ∇⊥v′⊥). (3.23)
In summary the RMHD equations are given by
∂b′⊥
∂t









v′⊥ + η∇2⊥b′⊥. (3.24a)
∂v′⊥
∂t















⊥ · ∇⊥)b′⊥ + ν∇2⊥v′⊥. (3.24b)
These two equations are much simplier than the full MHD equations, Equation (2.16). In
these equations there are only four unknowns compared to eight in full MHD.
The simplicity of the RMHD equations is made even more evident when using
magnetic and velocity potentials: b⊥ = ∇⊥A × êz and v⊥ = ∇⊥φ × êz, as done in
Section 3.3.1 , Equations (3.12).
The appealing aspect of RMHD is that these equations only involve two scalars: φ
and A, whereas the MHD equations involve eight unknown quantities. Solving the RMHD
equations requires significantly less computational resources compared to solving the full
MHD equations, however, since this is a considerable simplification, RMHD cannot contain
all of the features of full MHD.
In the next section, the conservation laws in RMHD are compared to full MHD.
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3.4.2 RMHD: Conservation Laws
Here we state the conserved quantities in RMHD and highlight the similarities and differ-
ences from full 3D and 2D MHD. A detailed discussion of this can be found in Oughton,
Matthaeus, and Dmitruk 2017.









Conservation of the total energy of the fluctuations, in the ideal case, is the same as for
full MHD, except for a few important simplifications. RMHD only involves perpendicular
components of the magnetic and velocity fields. The internal energy is not considered so the
effects of viscous and ohmic heating cannot be taken into account. A further consequence of
this is that no additional thermodynamic effects, such as thermal conduction and radiation,
can be considered. The cross helicity, Hm, is a conserved quantity as in full MHD. If
magnetic fluctuations are written as b′⊥ = ∇⊥ × (Aez), where A is the magnetic vector
potential, the magnetic helicity is trivially conserved in RMHD, as
Hm =
∫
A ·B0dV = B0
∫
AdV = 0,
where the second equality comes from B0 being constant. The magnetic helicity is a proper
conserved quantity in full 3D MHD. The quantity
∫
dV A2z is conserved in 2.5D MHD but
not in either 3D MHD or RMHD.
In the next section, additional properties of the RMHD equations are presented.
3.4.3 RMHD: Properties
In the following sections, we will discuss several properties of the RMHD equations. Many
of these properties were presented in Oughton, Matthaeus, and Dmitruk 2017. These prop-
erties highlight unusual characteristics that are specific to RMHD, including conservation
of Elsässer energy in 2D planes. It will also be shown that RMHD fluctuations are toroidally
polarised. An interesting similarity of the equation for RMHD equilibria to Euler’s equation
is discussed.
RMHD: Conservation of Elsässer Energies
It is occasionally useful, when discussing literature related to RMHD, to consider the MHD
and RMHD equations in terms of fluctuations that travel parallel or antiparallel to the
magnetic field. This can be achieved by using the Elsässer fields: z± = v ±B, where the
fluctuating fields are used for RMHD and the general fields for full MHD. The definition of
the Elsässer fields uses the magnetic field in nondimensional units of the Alfvén speed.
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= −z∓ · ∇⊥z± −∇⊥p+ ν∇2⊥z±, (3.25)
where ν = η is assumed.






|z± (x, y, z′, t) |2dxdy,








This shows that the total energy in RMHD modes is conserved for every value of the parallel
coordinate, z′. When space is taken as a continuum, instead of discrete values, this provides
an infinite number of invariants which are not generally present in full MHD.
The absence of these invariants in full MHD is due to the existence of parallel
fluctuations in full MHD. In full 3D, incompressible MHD, the above wave equation is








This does tend to zero in the special cases that the parallel fluctuations are zero or small
or in the limit of RMHD where quantities are slowly varying in the parallel direction and
a large magnetic field is present. Then these invariants are present in full 3D MHD. The
energy is also conserved in time
∫
|W±(z′, t)|ndz′, where n ≥ 1 is an integer. Due to finite
computational resolution this is generally only true for n = 1.
RMHD: Polarisation
To discuss polarisation it is useful to write the RMHD equations in wavenumber space.





z± (k) =− i
∫
z∓ (p) · q⊥z± (q) dpdq − ik⊥p (k)− νk2⊥z± (k) , (3.26)
where p and q are wavevectors, such that k = p + q. As we have shown in Section 2.7
there are three possible polarisations: toroidal, poloidal and longitudinal. In fourier space
the velocity and magnetic fields can be decomposed into these polarisations
v = vT (k) êtoroidal + vP (k) êpoloidal + vlongitudinal (k) k̂.
b = bT (k) êtoroidal + bP (k) êpoloidal.
Erin E. Goldstraw 43
Modelling Solar Coronal
Magnetic Field Evolution Section 3.4 RMHD Model
Only the velocity can be longitudinally polarised. There is no longitudinal polarisation for the
magnetic field since it must be incompressible. These directions can be defined similarly
using the Elsässer fields as z± = z±T + z±P . Since RMHD requires incompressibility:
k · v = k · b = 0 and variance anisotropy: B0 · v = B0 · b = 0 it follows that RMHD
fluctuations are toroidally polarised. The RMHD equation, Equation (3.26) can be dotted





z± RMHD (k) =− i
∫
z∓ (p) · q⊥z± (q) · êtoroidaldpdq − νk2⊥z± RMHD (k) .
(3.27)
It is illustrative to compare this with the equation for full incompressible 3D MHD,
which includes both toroidal and poloidal polarisation denoted by z± T and z± P. Longitu-
dinal components are zero due to the assumption of incompressibility. Setting the poloidal





z± T (k) =− i
∫
z∓T (p) · q⊥z±T (q) · êTdpdq
− νk2z± T (k) . (3.28)
The important differences between Equation (3.28) for full MHD and Equation (3.27)
for RMHD are that in the former the dissipation terms include parallel dissipation and there
is no restriction to the size of B0 compared to the fluctuating fields, nor to variations along
the parallel direction. These equations are deceptively similar and these differences could
make a big difference to the dynamics and evolution.
RMHD: Relation to Euler’s Equation
Just as in full MHD, an important topic is equilibria. In the case of RMHD equilibria
there is an interesting similarity between the RMHD equations and Euler’s equation in
hydrodynamics. This analogy has been discussed in a few articles (van Ballegooijen 1985,
Rappazzo 2015). The latter will be followed here.
Setting ∂
∂t
= 0 and v = 0 in Equations (3.24) gives the RMHD equation for
equilibria
B · ∇j‖ = 0. (3.29)
Note only the current component parallel to B0 is present in RMHD. Expanding the mag-






· ∇⊥j‖ = 0. (3.30)
This equation describes the balance of the magnetic tension force along z and the per-
pendicular Lorentz force. Thus if the magnetic field is known at the boundary z = 0
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Equation (3.30) can be solved to find the equilibria at a height in z away from the bound-
ary, as done by van Ballegooijen 1985. It has been noted by several authors that this




+ v · ∇ω = 0, (3.31)
where the parallel vorticity is ω = −∇2φ and v = ∇φ × êz. The RMHD equilibrium
equation, Equation (3.30), and Euler’s equation, Equation (3.31), are equivalent under the
transform
t→ z, v→ b⊥
B0
, ω → j
B0
This analogy does not seem to take into account the slowly varying nature of parallel deriva-
tives in RMHD. The similarity of these equations allows possible results from hydrodynamics
to be applied to RMHD equilibria and, when appropriate, full MHD. In hydrodynamics there
are two conserved quantities: kinetic energy, v
2
2
, and enstrophy, ω2. It is well known that in
2D incompressible turbulence that a dual cascade exists: an inverse cascade of energy and
direct cascade of enstrophy. Due to the similarity of the 2D incompressible Euler equation
and the equilibrium RMHD equation the same analysis can be applied for the magnetic
energy and square parallel current, j2‖ . It then follows that there is an inverse cascade of
magnetic energy and a direct cascade of j2‖ .
Dimensional analysis can be done using Equation (3.30). Using a typical parallel
lengthscale, Z, typical background field, B0, typical fluctuations, b and typical perpendicular
lengthscale, l, Equation (3.30) gives the relation Z = B0
b
l. This ratio gives the distance in
z over which a magnetic feature will be deformed and produce a strong variation along the
parallel field. It should be noted here that strong variations in z are not valid in RMHD
as the parallel direction is assumed slowly varying. Thus we must require that Z is much
larger than the box length, Lz, as Z > Lz. If B0 and l are held constant Z depends on the
value of the fluctuating magnetic field. Small fluctuations result in a large Z and satisfy
both the first assumption of RMHD and this new relation. However for large fluctuations Z
is small and reiterates the breakdown of the RMHD assumptions. This allows a threshold
value to be determined for the fluctuations to satisfy Z ∼ Lz, which is b ∼ B0lLz . Values
that are smaller than this threshold are close to satisfying the equilibrium equation. It is
then expected that the system is near an equilibrium that it can relax to. On the other
hand, a system with larger b does not satisfy the equilibrium condition and nonlinearities
are important and lead to the creation of current structures. The excess energy must be
dissipated to reach an equilibrium. This was presented and investigated numerically by
Rappazzo 2015. Bowness, Hood, and Parnell 2013 have also shown some support for this
in their full MHD simulations.
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3.4.4 Validity
When considering an approximate model, it is important to check that the assumptions
remain valid for the current system. If inappropriate assumptions are used, the results may
be inaccurate and lead to false conclusions. This will only slow down progress in research as
these potentially false conclusions need to be identified, checked and verified or corrected
as necessary. Validity should be considered for each system on a case by case basis for any
approximate method. Simply because the method was assumed, or proved, to be accurate
for one system does not imply it is valid in general. There are many aspects of validity,
including accuracy and consequences of the assumptions and the possible implications on
the dynamics of including some effects and excluding others.
In this study we illustrate this concept by focusing on the method of RMHD. There
are many subtleties of this model that make it difficult to determine whether it is valid for
a given application or not. The following sections illustrate the difficulty in determining
validity of RMHD following the discussions presented in Oughton, Dmitruk, and Matthaeus
2004; Oughton, Dmitruk, and Matthaeus 2003; Oughton, Matthaeus, and Dmitruk 2017.
Subsets of 3D incompressible MHD
Here we consider the space consisting of all full 3D incompressible MHD fluctua-
tions with an external magnetic field. The focus is on incompressible MHD since this is the
case for RMHD. These modes can be divided depending on the relation of the nonlinear
and Alfvén timescales. In the case τNL ≤ τA, nonlinear dynamics are dominant and thus
hydro-like effects dominate the effect of the magnetic field. The fluctuations that satisfy
this condition are called hydro-like. If the opposite is true, τNL ≥ τA, then the magnetic
field dominates the nonlinear dynamics. If in addition, to the hydro-like condition, fluc-
tuations also satisfy δb  B0 they are called RMHD fluctuations. Since both of these
conditions must be true RMHD modes form a proper subset of hydro-like modes.
Models of MHD with lower dimension are common due to their simplicity compared
to full 3D MHD. These models also form subsets of full 3D MHD and hydro-like modes.
The two subsets considered here are 2.5D and 2D MHD. The former involves three vector
field components depending on two coordinates. The latter involves two field components
depending on two coordinates. A one dimensional model is also possible but not considered
in this section since RMHD fields depend on more than one coordinate.
A natural question is to ask what dimension RMHD is. RMHD quantities depend
fully on two coordinates and weakly on the third. Hence RMHD is neither completely three
dimensional, nor two and a half or two dimensional. This question was discussed in detail
in Oughton, Matthaeus, and Dmitruk 2017.
These subsets are illustrated by a venn diagram in Figure 3.1a. A similar represen-
tation is given in Figure 8 of Oughton, Dmitruk, and Matthaeus 2004. In this figure the
hydro-like and RMHD regions bordered by dashed lines depend on the strength of the guide
field, B0. Although this is only an illustration, it clearly shows the indeterminite nature of
the dimensionality of RMHD as it sits somewhere between 2D MHD and 2.5D MHD while
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(a) Venn diagram illustration of subsets of incom-
pressible MHD. The blue rectangle represents the
space of full 3D MHD. The purple elipse repre-
sents the subset of hydro-like region. The green
shape represents the subspace of 2.5D MHD. The
red shape represents the subspace of 2D MHD.
The pale transparent elipse represents the space
of RMHD. The RMHD and hydro-like regions
are drawn using dashed lines to indicate that the
area they enclose will change with the background
magnetic field strength, B0.
(b) Illustration of RMHD and non-RMHD modes
in k-space using the RMHD condition. The “sim-
ulation box” region is a sketch of the wavenum-
bers accessible in a simulation. k⊥ and k‖ are
restricted by the number of grid points. This il-
lustration shows that a general computational box
will contain both RMHD and non-RMHD fluctu-
ations.
Figure 3.1: Illustrations of RMHD validitiy.
still forming its own subset of full 3D MHD and hydro-like modes.
Validity region in wavenumber space
Another way to illustrate the complex nature of RMHD is to consider wavenumber space. In
this section we take the wavenumber space of full 3D MHD and determine an approximate
relation for the boundary between RMHD modes and non-RMHD modes. RMHD focuses on
nonlinear evolution that happens on timescales faster than the Alfvén time. The boundary
between RMHD and non-RMHD fluctuations is found by equating the nonlinear and Alfvén
times, τNL = τA, as is also the case for critical balance (Goldreich and Sridhar 1995).
By making a few assumptions, it is possible to find an approximate relation be-
tween the perpendicular and parallel wavenumbers. Assuming that energy is contained at
lengthscales, λ, with typical velocity fluctuations, δv, the nonlinear timescale is τNL = λδv .
The timescale inequality, τNL ≤ τA can be rearranged to give k‖ ≤ δvλB0 . At smaller inertial
range scales, it is necessary to assume a functional form for the spectrum, such as the
Kolmogorov spectrum of k−5/3.














, where we have assumed δv ∼ δb. Assuming
k⊥  k‖ and now taking the RHS and LHS to be equal gives the relation k⊥ ∼ k3/2‖ .
An illustration of this relation is shown in Figure 3.1b and figure 7a of Oughton,
Dmitruk, and Matthaeus 2003 and figure 1a of Oughton, Dmitruk, and Matthaeus 2004.
Modes above this relation are valid in RMHD and those under are non-RMHD modes.
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The line has been plotted down to the origin although this is not physically correct. It
should be noted that in the non RMHD region couplings are likely to include those between
RMHD and non-RMHD fluctuations as well as those between non-RMHD fluctuations. The
dashed lines illustrate a typical simulation box. Such a region is normally rectangular, and,
thus will include both RMHD and non-RMHD fluctuations. This is a good example of the
importance of checking self consistency and validity of an approximate model, especially
one like RMHD.
3.5 Validity Checks of RMHD
One important aspect of any approximate method is how accurate its results are compared
to the correct solution. This can be done by measuring the accuracy of the prediction against
the exact solution. In the case of RMHD, when the assumptions and their implications are
more subtle, it is important to consider validity of both the initial conditions and system
properties and also whether the system under investigation is likely to invalidate the original
assumptions during the evolution.
The best way to verify the applicability of a method is to undertake simple tests
using both the approximate and exact methods and directly compare the results of both
methods. As far as we are aware there do not seem to be many direct comparisons of full
MHD and RMHD. Here we discuss the validity checks of RMHD that we are aware of.
The first direct comparisons of RMHD and 3D compressible MHD are presented in
Dmitruk, Matthaeus, and Oughton 2005 for simulations of freely decaying turbulence with
a 643 computational box with periodic boundaries.
Three sets of initial conditions are chosen which gradually relax the conditions of
RMHD. The background magnetic field strength, in units of the initial fluctuations, is varied.
They investigate how well the assumptions of spectral anisotropy, variance anisotropy and
strong background field need to be satisfied for RMHD to be accurate compared to full
MHD. The use of full compressible MHD also allows the evolution of non-RMHD modes
to be investigated.
The three types of initial conditions for the full MHD simulations are
(i) anisotropic, plane polarised (transverse) ICs,
(ii) isotropic, large scale (small k) plane polarised (transverse) ICs,
(iii) isotropic ICs including parallel fluctuations,
for both velocity and magnetic fluctuations. The initial conditions used for RMHD simula-
tions were slightly modified in some cases, to ensure the assumptions were satisfied initially.
The first set of initial conditions are completely valid in RMHD and it is expected that
the two methods should agree well. For a fairly large field, with a magnitude of B0 = 4
times the initial fluctuations, and β ∼ 1.0, RMHD and MHD are found to be virtually
indistinguishable. This indicates that if the initial conditions satisfy the RMHD conditions
and B0 is strong enough RMHD is a good approximation of full MHD for freely decaying
turbulence. However the agreement deteriorates as B0 is decreased. A value of B0 = 1.0,
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which has a magnitude similar to the fluctuations, results in very poor agreement. This
shows that if the background field is similar in magnitude to the fluctuations, there are
noticeable differences since assumption (i) of RMHD is not satisfied. It is found that the
agreement can be improved by increasing the degree of spectral anisotropy in the initial
conditions. For the second type of ICs good agreement is found for a value of B0 = 8.0
(β = 0.25). This shows that spectral isotropic initial conditions do not have a significant
effect on the evolution in full MHD when a large enough background field is present. It
is found that RMHD tracks the Alfvén wave dynamics well. For the third set of ICs the
amount of parallel fluctuation present initially is varied. It is found that even if parallel
fluctuations are absent initially in full MHD a small amount is generated dynamically. If
such fluctuations are present initially the amount stays approximately constant throughout
the simulations. It is concluded that providing β  1 and B0  δb RMHD is likely to be
fairly accurate, providing compressible effects from parallel fluctuations are small.
Some higher resolution (up to 20483 for RMHD and 20482 × 512 for MHD) sim-
ulations are presented by Mason et al. 2012 and Perez et al. 2012 where the main focus is
spectral scaling laws in incompressible, driven MHD turbulence. Since comparison between
RMHD and full MHD is not the main focus of these studies there is not much detail. The
results are likely to be inaccurate as they have simply taken the toroidal polarisation of the
MHD equations, without setting parallel dissipation to zero: leaving dissipation terms as
∇2 instead of ∇2⊥ as in RMHD. This approach may create large parallel dissipation which
does not exist in RMHD. It is unclear how this might affect the dynamics but it could have
implications on the energy cascades. Details of polarisation were discussed in Section 3.4.3
for RMHD and MHD. Henceforth, the study by Dmitruk, Matthaeus, and Oughton 2005 is
considered here as the only detailed, systematic, direct comparison of RMHD and MHD.
As well as direct comparisons, another important aspect of validity is to ensure the
method is self consistent. This question is addressed, in relation to non-RMHD fluctuations,
those that do not fit within the RMHD formalism, in Oughton, Dmitruk, and Matthaeus
2004.
RMHD fluctuations are defined to satisfy δb, δv  B0 and τNL(k) ≤ τA(k).
One issue with RMHD is that there is no constraint on the fluctuations to satisfy these
relations. Therefore non-RMHD fluctuations, those that do not satisfy the above conditions,
could exist in the initial conditions or be generated during the evolution. The third key
assumptions of RMHD is that variations along the background field are small compared
to perpendicular ones. However there is nothing in the RMHD equations which formally
inhibits the formation of small lengthscales in this parallel direction, since the transfer
of energy in this direction is not prevented and there is no parallel dissipation. This is
a potential issue of how accurate RMHD models dissipation along the background field
direction. Sometimes, in the literature, “artificial” dissipation terms have been added to the
equations to limit the parallel transfer of energy, however this ad-hoc choice is not a proper
solution. This issue is also only an aesthetic problem related to the RMHD equations, in
reality it is well known that a strong guide field suppresses the parallel cascade in full MHD
turbulence when parallel dissipation is present.
Oughton, Dmitruk, and Matthaeus 2004 focus on the interactions of fluctuations
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in the turbulent cascade. The parallel spectrum is investigated by performing a set of forced
turbulence RMHD simulations, varying the guide field, B0, and the resolution. Only one
wavevector, namely k = (1, 1, 1), is forced and initially a subset of wavenumbers kz, k⊥, are
excited. It is found that the parallel energy spectrum, E(kz) =
∑
kx,ky
E(kx, ky, kz), has an
exponential dependence which becomes steeper as B0 is increased. An exponential parallel
spectrum was also suggested in Kinney and McWilliams 1998. In contrast the 2D spectrum
at kz = 0 varies very little with the magnitude of the guide field. The computational region
of validity of RMHD in fourier space is defined, as was discussed in Section 3.4.4 and
Figure 3.1b. They derive a dependence between the maximum parallel and perpendicular
wavenumbers and the magnitude of the background field. They argue that if this relation
is not satisfied the system is not resolved fully. This means that the entire RMHD domain
is not included in the computational domain, resulting in the dynamics potentially being
incorrectly evolved.
In the next section we discuss some coronal loop studies using MHD and RMHD
that are relevant to the present study.
3.6 Coronal Loop Studies
RMHD has been applied to a wide range of systems from general turbulence to the solar
corona. There are only a few direct validity tests or consistency checks, as discussed in
Section 3.5, which highlights a lack of knowledge and understanding of the importance of
these aspects for any approximate method. The tests that have been performed are limited
to turbulence studies. Nevertheless, RMHD has also been used to model coronal loops,
which is distinct from general turbulence due to the line-tied boundary conditions imposed
at the loop footpoints.
In this section an overview of relevant coronal loop studies using full MHD and
RMHD over the last few decades is given. Particular attention is given to coronal loops
since there are many phenomena, such as instabilities, where the applicability of RMHD is
questionable. An important aspect of solar physics, as introduced in Section 1.1, is the effect
that motions at the photosphere have on the evolution of the coronal magnetic field. One
important consequence of line tied boundary conditions is that large boundary layers can be
created, Scheper and Hassam 1999 argued that RMHD is invalid when these boundary layers
are present, however this argument concerns the higher order RMHD equations derived by
van Ballegooijen 1985, details can also be found in Appendix A.3. This is not an issue
when using the original RMHD equations, where the background field remains constant
throughout.
As detailed in Wilmot-Smith 2015, there are several ways of studying the evolution
of a coronal loop subject to footpoint motions. A uniform background field can be driven
in two ways by moving the footpoints incrementally and allowing the system to relax after
each step or by moving the footpoints continually. In this section, we focus our attention
on studies of full MHD involving continuous driving in Section 3.6.1. This approach is
commonly used in RMHD, which will be discussed in Section 3.6.2.
RMHD is appealing in this context since a coronal loop can be approximated as
50 Erin E. Goldstraw
Section 3.6 Coronal Loop Studies
Modelling Solar Coronal
Magnetic Field Evolution
a strong, uniform field in the vertical direction perturbed by motions at the boundaries of
a low β plasma. However, RMHD enforces many extra constraints on the system, such
as incompressibility and no parallel velocity or magnetic fluctuations, which may or may
not remain valid in the subsequent evolution. It is essential to investigate this system
using full MHD in order to model the resulting evolution as accurately and completely as
possible. It is difficult to compare existing studies of RMHD and full 3D MHD, due to the
different velocity boundary conditions used or even to investigate the validity since variance
and spectral anisotropy are rarely tested. Nonetheless, it is useful to compare the general
features in these studies. This system is commonly characterised by states where quantities
oscillate around a constant value. These states will be referred to as turbulent, however this
is meant in a solar context taking into account any consequences of the line tied boundary
conditions at the photospheric ends that create differences from triply periodic turbulence.
3.6.1 MHD Studies
One of the first investigations into the effect of different velocity profiles in a 3D box
was presented in Galsgaard and Nordlund 1996. They apply a sinusoidal shearing on both
boundaries which randomly changes in time between orthogonal directions. Tests are made
where the boundaries are mirror images of each other or independent. Two different aspect
ratios are tested: one where the domain is a cube and one where the guide field direction is
ten times longer than the other directions. It is concluded that if the field is stressed in one
direction, then further stressed in the orthogonal direction, small lengthscales are created
and reconnection begins. It is found that the evolution depends on the relation between
the driving duration and Alfvén times. If the driver period is short, only small scale current
sheets are created. On the other hand if driving is longer, the magnetic energy builds up
and large scale current sheets are formed.
Bowness, Hood, and Parnell 2013 perform 3D compressible MHD simulations in-
vestigating the formation and evolution of a single current sheet in a coronal loop. Although
their box has dimensions of [0.3,0.3,0.5], which does not give a large enough aspect ratio
for validity of RMHD, their study is relevant here. They begin with an analytic sheared














Subsequently, a second shear is performed in the x direction. given by





A twisted current layer is formed and reconnection is triggered. There are a number of
aspects which would not be picked up in RMHD. It is shown that inside the current layer
the parallel field component is very small compared to the perpendicular ones. It is also
shown that there is fast outflow from the reconnection sites in the perpendicular directions.
It is unclear whether RMHD would predict this as perpendicular components must be smaller
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than the parallel field and if the guide field was dominant the flow may be expected in the
parallel direction. However there can be no parallel flow in RMHD.
Galsgaard and Nordlund 1996; Bowness, Hood, and Parnell 2013 explain that if
a system already contains current layers further driving in a second direction results in
reconnection rather than continued storing of magnetic energy. This agrees with results
found in RMHD: Rappazzo, Velli, and Einaudi 2013; Rappazzo 2015.
The effect of the helicity and complexity of the photospheric driver is investigated
in Ritchie, Wilmot-Smith, and Hornig 2016. They test a driver that changes periodically in















this then changes to a vortex of the form
vx =0.15y exp
((





vy =− 0.15 (x− x0) exp
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where k controls the helicity and x0 controls the centre of the second vortex. It is shown
that a driver with low helicity results in a magnetically dominated steady state whereas a
driver with high helicity results in the build up of magnetic energy in a repeated fashion with
smaller oscillations. This seems to be a similar approach to Galsgaard and Nordlund 1996
as the driver varies in time and/or changes direction. They argue that their simulations
are run for longer (∼ 900 Alfvén times) than those carried out using RMHD: Rappazzo,
Velli, and Einaudi 2010; Rappazzo, Velli, and Einaudi 2013, which ran for ∼ 600 and 2000
Alfvén times respectively, and that is why no further storage of magnetic energy is found in
Rappazzo et al’s studies. However, as will be discussed in more detail in Section 3.6.2, these
RMHD studies implement a different driving profile, namely: a steady constant driving in
the form of a one dimensional shear and a single vortex, respectively, which is likely to
involve different dynamics compared to the case of two interacting drivers as in Ritchie,
Wilmot-Smith, and Hornig 2016.
Ritchie, Wilmot-Smith, and Hornig 2016 find that the perpendicular field compo-
nents are ∼ 1
3
of the uniform background field. The parallel field has increased between
10% − 20% from its initial value. These are noticeable differences to what is assumed in
RMHD. Similarly Ng, Lin, and Bhattacharjee 2012 found magnitudes of the perpendicular
field components as large as 50% of the background field in their RMHD simulations.
Recently a numerical code HYPERION has been developed for compressible 3D
MHD including conduction, radiation and gravity in Dahlburg, Rappazzo, and Velli 2010;
Dahlburg et al. 2012; Dahlburg et al. 2016. Their studies focus on the thermodynamic
properties of systems, previously investigated using RMHD. The first two studies test the
thermodynamic properties of a coronal loop subject to shearing motions similar to Rappazzo,
Velli, and Einaudi 2010, which is discussed in the next section. They state general agreement
for the time dependent evolution between a RMHD simulation and their MHD code but
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this is not shown in detail and direct comparisons are needed to verify this. They also do
not give details of what is not in agreement between these two methods.
Dahlburg et al. 2016 analyse the thermal properties of a coronal loop undergoing
rotational motions at its footpoints. The conclusions they make, in addition to those
previously made using RMHD, are that the internal energy also has a turbulent evolution
and that coronal loops are of a multithermal nature. They briefly show that the maximum
temperature tracks the maximum current. They argue that increasing B0 brings the system
closer to RMHD.
In summary, the type of footpoint motions applied are very important to the
evolution of a coronal loop. When the field is stressed in one direction small scales are
created which leads to the build up of currents. If the field is further driven in such a way
that perturbs these initial current structures then reconncection begins. It seems that there
are many aspects of this secondary shear which determine how effectively the system is
able to store magnetic energy after reconnection starts. This gives a clearer idea of what
is happening when random footpoint motions are used that results in a turbulent state.
Similar evolution is found in studies of RMHD, which are discussed next.
3.6.2 RMHD Studies
An initially stable equilibrium is perturbed by footpoint motions to generate reconnection
in a cylindrical flux tube by Strauss 1990. The initial magnetic field
B = ∇A0 × êz +B0êz,










where q0 is an inverse measure of the twist and R is the radius of the flux tube. This
equilibrium is maintained by an equilibrium flow. Simulations are done of a flux tube with
the above equilibrium with its footpoints rotated in time. When this above equilibrium
is twisted at its footpoints current sheets are formed and reconnection occurs where the
velocity flow is parallel to the field.
Another study by Longcope and Sudan 1994 involves a similar system using random
footpoint motions to investigate the properties of the current sheets and reconnection that
form as a result of the turbulence. It has not been made clear if the applied boundary
motions are incompressible, which is required for validity of RMHD. The general steady
state has current concentrated in structures that extend the entire length in z with varying
magnitude. The range of η tested is extended in Ng, Lin, and Bhattacharjee 2012, who
argue that the heating rate is independent of η in the limit of small resistivity.
Reconnection is studied using RMHD in Milano et al. 1999; Gómez et al. 2001
by simulating the merging of two flux tubes. The flux tubes are driven at the boundaries
with a stationary velocity. Since the process of coalescence results in compression of the
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magnetic field and plasma it is currently unclear how important these compressible effects
are to the dynamics, which raises the question of whether RMHD is valid for this system.
A scaling law for coronal heating has been proposed by Dmitruk et al (Dmitruk
and Gómez 1999; Gomez, Dmitruk, and Milano 2000) using dimensional analysis. RMHD
simulations of a coronal loop with stationary driving motions at its footpoints were carried
out to determine the unknown functional dependence. The resulting scaling law found
using RMHD is the same as that previously found in Dmitruk and Gómez 1997; Dmitruk,
Gómez, and DeLuca 1998 using 2D MHD simulations of a 2D plane perpendicular to the
axis of a coronal loop. This agreement between the RMHD and 2D incompressible MHD
simulations is not surprising as nondimensionalisation requires approximating the terms
involving derivatives along the loop axis as constant to provide an energy input, which
results in the RMHD equations being equivalent to 2D incompressible MHD.
A footpoint driven coronal loop is investigated in a series of articles by Rappazzo
et al. The degree of understanding of the assumptions of RMHD varies greatly in the
literature. These articles are a good example where the requirements and limitations of
RMHD are not always made clear. The RMHD equations are written so that the terms





, where vph is the boundary velocity. Since
VA  vph this would seem to be a very large gradient along the length of the loop, however
for RMHD parallel derivatives are slowly varying. Thus as discussed before the product
of a large velocity and small gradient combine to give a term equal in magnitude to the
nonlinear terms in the equations.
Initially in Rappazzo, Velli, and Einaudi 2008; Rappazzo et al. 2007; Rappazzo
















(kx+ ly) + 2πξkl
]
, (3.34)
where the amplitudes, αkl, and phases, ξkl, are random numbers between 0 and 1 and
are independent for each boundary. This driver is constant in time but random amplitude
and phase so it does not necessarily vary smoothly in space. It is found that steady state
turbulence is achieved for both magnetic and kinetic energies. In the final turbulent state
current layers are aligned with the background field.
The statistical properties of ohmic dissipation and reconnection of the same system
is studied by Wan et al. 2014 using the same footpoint motions as in Rappazzo et al. 2008
and Equation (3.34). They argue that a consequence of the result found by Servidio et
al. 2014: that the general flux function does not always define flux surfaces, is that x-
type points are not always found inside current sheets in RMHD as would be expected
in full MHD. This effect reduces the overall efficiency of the reconnection. The largest
reconnection rates are found when the locations of x-points and current sheets coincide.
Similar results where found using periodic boundary conditions by Zhdankin, Boldyrev, and
Chen 2016; Zhdankin et al. 2017. It is not currently known if this is also the case in MHD
or a feature specific to RMHD.
The previous studies carried out by Rappazzo et al used a vortical type driver which
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gave a non-vanishing Lorentz force, naturally allowing nonlinear terms to grow in time and
establish a steady turbulent state. A further study investigates whether a similar turbulent
state can be created using smooth footpoint motions. in Rappazzo et al. 2006; Rappazzo,
Velli, and Einaudi 2010 uses a driver which is only a function of x. This is a special type of
boundary velocity which gives a vanishing Lorentz force, which allows magnetic energy to
be stored rather than dissipated in a turbulent cascade. The sheared boundary condition,
Rappazzo, Velli, and Einaudi 2010, is








u(x, y, 0) =0.
The question addressed here is whether a smooth one dimensional driver can also lead to
a turbulent state of magnetic energy as was found for a two dimensional random driver
previously in Rappazzo et al. 2007; Rappazzo et al. 2008; Rappazzo, Velli, and Einaudi
2008. This question was already verified in forced 2D MHD (see Einaudi et al. 1996;
Romeou, Velli, and Einaudi 2004; Romeou, Velli, and Einaudi 2007; Romeou, Velli, and
Einaudi 2009). As well as the shear driver, a perturbation, in the form of white noise, is also
applied throughout the simulations. This is the required setup for the tearing instability
which triggers reconnection and allows the stored magnetic energy to be released. They
find in this case the kinetic energy reaches a steady state as in the previous studies using
a random driver. In constrast to these previous studies the magnetic energy continues
to increase in time initially, until the tearing instability develops after which the stored
magnetic energy is dissipated and there is a peak in the kinetic energy, After the instability
the energies oscillate about a steady value. It is concluded that this configuration does
lead to a turbulent state through the development of the tearing instability. The final state
is similar to that found using a spatially random driver. The surprising thing is that the
magnetic energy does not build up again, even though the system is still being driven.
The system remains in a statistically steady turbulent state maintained by the continued
footpoint motions. This is not expected in MHD as it does not agree with the “sequences
of equilibria” picture, in which the storage and release of energy occurs cyclically. The time
taken for the field to relax back to a lower energy is longer than the driving timescale. This
needs to be verified using full MHD and will be the focus of Chapter 5.
The direction of spectral transfer between the magnetic and velocity fields is inves-
tigated in Rappazzo and Velli 2011 where Alfvén waves are injected into the system using
the same forcing as in Rappazzo et al. 2008 (Equation (3.34)). Similar results were found
in decaying and driven incompressible periodic MHD turbulence in Alexakis et al. 2007;
Alexakis 2011; Teaca et al. 2009 .
Rappazzo et al. 2012 investigate “interchange” reconnection; reconnection of mag-
netic fields along the boundary between a closed loop and open fieldlines. Footpoint motions
are applied as in Rappazzo et al. 2008 to one end of the closed fieldlines, resulting in the
field reconnecting where some closed fieldlines become open and vice versa. This is a con-
siderably more complex system for which validity of RMHD is difficult to ascertain without
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further investigation.
Rappazzo, Velli, and Einaudi 2013 investigated another type of footpoint motion
which leads to a turbulent system through the development of the kink instability. This
is done by forcing the system with a single non-circular vortex in a central region at the
boundary which twists the magnetic fieldlines. The non-circular nature of the streamlines
acts as a perturbation leading to the onset of the kink instability. It is concluded that the
kink instability only occurs once like the tearing mode previously investigated in Rappazzo,
Velli, and Einaudi 2010. The driver is only applied in a finite region at the boundary
which allows the twisted field to expand into the region where there is no driver applied.
Further energy release occurs due to the interaction of fieldlines through the transverse
periodic boundary conditions. The final system oscillates between energy states. Similarly
to Rappazzo, Velli, and Einaudi 2010 the magnetic energy is stored initially until the kink
instability develops, causing the release of magnetic energy and increase in kinetic energy
before the system settles to a steady state.
Rappazzo and Parker 2013 and Rappazzo 2015 continue their investigation into the
conditions for current sheet formation and reconnection in decaying turbulence. An initial
random magnetic potential is used to give a disordered perpendicular magnetic field that
depends on all three coordinates and is constant in time to mimic the perpendicular field
resulting from disordered footpoint motions without applying boundary motions to reach
this initial state. The magnetic field is initially not in equilibrium and attempts to reach such
a state. Whether the field is in equilibrium or not is determined by the RMHD equilibrium
condition, Equation (3.30), which balances the Lorentz force components. The evolution of
the system is investigated by varying the distribution of energy in the parallel modes of the
magnetic field. A 2D periodic system is found to relax to a force-free equilibrium state with
no z variation. In contrast to a 3D line-tied system which does not give a force-free final
state. In the case that energy is present in parallel modes other than k‖ = 0 mode, an inverse
cascade develops to tranfer energy to the 2D mode so that it can be dissipated through
the direct perpendicular cascade. The threshold value for magnetic fluctuations needed
to satisfy the equilibrium condition, described in Section 3.4.3, was argued and tested by
varying the magnetic fluctuations present initially. They choose 0.01 < b/B0 < 0.1, which,
in theory, satisfies the first assumption of RMHD. It is found that if magnetic fluctuations are
greater than this threshold, reconnection occurs to allow the field to reach an equilibrium.
Otherwise, the system relaxes to an equilibrium state, with no extra dissipation. A similar
final state is found in all cases.
The effect of the timescale of footpoint motions on the dynamics is tested in
Rappazzo et al. 2018. The boundary velocity used in Rappazzo et al. 2007; Rappazzo et al.
2008, in Equation (3.34), is modified, such that the coefficients, αrs, are changed from one
value to another on a forcing timescale, tp. For large values of tp ≥ 10 − 24 the energy
dynamics are found to be very similar to the stationary driver used previously Rappazzo
et al. 2007; Rappazzo et al. 2008 with tp = ∞. Smaller values result in smaller energy in
the fields as the creation of current sheets and dissipation is less effective. Rappazzo et al.
2018 also present full compressive MHD simulations, similar to Dahlburg et al. 2016, to
investigate the effect of the forcing timescale on the temperature evolution. It is concluded
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that smaller tp results in less variation and overall smaller maximum temperature in time.
The probability density of the temperature is shown to be increasingly narrow, centered
around much lower values than 106K for small tp. This is used to argue the requirement
of low frequency motions to produce X-ray and EUV emissions.
3.7 Similar Methods
The original model of RMHD, derived by Strauss 1976, is very simple compared to that of full
MHD, and as a consequence it does neglect a number of potentially interesting dynamical
effects. Such dynamics happen on fast timescales and so neglecting them removes much of
the complexity in the full MHD equations and considerablely decreases the computational
resources needed to solve the equations. Although validity is always an important question,
RMHD has been widely used for its advantages over MHD. Due to the simplicity of RMHD,
there are several aspects which are not permitted in the RMHD picture that one may
like to include. Examples include: inhomogeneous Alfvén speeds, arbitrary non-constant
background fields, Alfvén wave dynamics and slow waves.
As a result several other approximate MHD methods have been derived over the
years in an attempt to include some additional dynamics while retaining reasonable demand
on resources compared to the full MHD equations. As with RMHD, it is difficult to deter-
mine when any approximate method is valid. Hence the validity of each of these models
needs to be investigated individually in future work.
In this section we will give an overview of these models. A number of these adapted
models are listed in Table 3.1 and Table 3.2, giving the model name, if it has a unique
name, and the associated articles and appendix number where the equations and further
details can be found.
3.8 Other Formulations of “Reduced” Models in MHD
There are a number of models that have been developed for MHD to simplify the full
nonlinear equations to account for the anisotropy of a strong background field. These
range from two-fluid to kinetic models. Most of which have little to do with the original
single fluid RMHD model derived by Strauss 1976 except for the assumptions of a strong
background field and the idea of a “reduced” model.
Although the main focus of this work is on the original fluid version of RMHD
derived for fusion plasma in tokamaks by Strauss 1976, these additional models are men-
tioned here in order to make the reader aware of such models in the literature and their
similar acronyms which could lead to considerable confusion. Considering how natural the
choice of a strong background field is in fusion devices and astrophysics there are numerous
models of this type. No attempt at completeness is made. Details of a number of these
models are given in Table 3.3.
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Table 3.1: List of adapted RMHD models. These do not have a unique name to distinguish them
from the original RMHD model derived by Strauss (Strauss (1976)).
Article(s) Appendix Notes
Strauss and Lawson 1989 -
• resonant absorption
• includes density gradients.
• Dmitruk, Milano, and Matthaeus
2001
• Dmitruk et al. 2001
• Dmitruk et al. 2002
• Dmitruk and Matthaeus 2003a
• Dmitruk and Matthaeus 2003b
-
• Alfvén speed profile
• Alfvén turbulence
• open magnetic fields
• Gazol, Passot, and Sulem 1999
• Gazol, Passot, and Sulem 2000
B.2 2D dynamics (RMHD) plus nonlinear
Alfvén waves
• van Ballegooijen et al. 2011
• Asgari-Targhi and van Ballegooijen
2012
• Asgari-Targhi et al. 2013
• van Ballegooijen, Asgari-Targhi,
and Berger 2014
B.6
• Alfvén wave turbulence in coronal
loops
• includes lower atmosphere
• variable Alvén speed
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Table 3.2: List of approximate MHD models which have similar properties to the original model of
RMHD derived by Strauss (Strauss (1976)).
Name Article(s) Appendix Notes
generalised RMHD Kruger, Hegna, and Callen
1998
B.1
• does not require large aspect ratio
• inhomogeneous B0
slow MHD Zhukov 2001 B.3 RMHD plus slow wave dynamics in cylin-
drical coords
NIMHD Zank and Matthaeus 1992 B.4
• nearly incompressible MHD
• incompressible limit gives RMHD
MHD4field
• Bhattacharjee, Ng, and
Spangler 1998
• Bhattacharjee and Ng
1999
• Bhattacharjee et al. 1999





• if β  1 and/or B0 = B0êz then
=RMHD.
Table 3.3: Additional models which may or may not be the same RMHD.
Acronym Full name article notes
QGMHD quasigeostrophic MHD Kinney and
McWilliams 1997
stratified, rotating system
RMHD reduced MHD Denton, Rogers,
and Lotko 2007
Auroral plasma
RHMHD reduced hall MHD Gómez, Mahajan,
and Dmitruk 2008
turbulence, coronal loops
KRMHD kinetic RMHD Schekochihin et al.
2009
Alfvén dynamics (RMHD) plus pas-
sive compressional effects
ERMHD electron RMHD Schekochihin et al.
2009
interaction of Alfvén and compres-
sional dynamics
HRMHD hall RMHD Schekochihin et al.
2009











fieldline random walk model
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3.9 Summary
In this chapter the approximate MHD model of reduced MHD was introduced. The RMHD
equations are considerably simpler than the full MHD ones. For this reason RMHD has
been used to model many different systems, in addition to fusion plasma, which RMHD was
derived for. It is unclear whether RMHD is valid in other areas of research, such as the solar
corona. There are very few comparisons or validity checks between RMHD and full MHD.
In this study we take the first step in investigating the validty of RMHD by considering one
particular example in solar physics. We choose to verify the conclusion made, using RMHD,
by Rappazzo, Velli, and Einaudi (2010). To do this, a full MHD model of their system is
developed in two stages, which will be described in the following two chapters, Chapter 4
and Chapter 5.
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Shearing: Comparison of Methods
4.1 Introduction
In this chapter, we investigate the evolution of an initially uniform magnetic field driven
at its footpoints. Slow, smooth footpoint motions allow the build up of magnetic energy.
This is the first stage in the coronal heating picture. The magnetic energy will continue to
build up until such time as the necessary conditions for an instability or non-equilibrium are
satisfied, which allow the subsequent release of the stored energy.
Ideally, one would like to model this build up of energy using full MHD. As demon-
strated in Chapter 2, the full MHD equations are very complex and require a substantial
amount of computational time and resources to achieve solutions. For such a simple sys-
tem, such as the one studied here, there are many additional assumptions, which can be
made to simplify the full MHD equations. These could be related to the magnitude of
the plasma beta or the distance the footpoints are moved or the strength of the initial
magnetic field. The resulting equations create an approximate method of MHD. There are
many different types of approximate methods. Some assume the magnetic field evolves
through sequences of equilibria and some consider the time evolution of the system. We
will focus on four common models, two of each type. First, we consider the relaxation or
magneto-frictional method, (Yang, Sturrock, and Antiochos 1986; Yang 1989; Yang 1990;
Yang 1992; Klimchuk and Sturrock 1992), which is a quasi-static method which—together
with a flux transport model ( Mackay and van Ballegooijen 2006a; Mackay and van Bal-
legooijen 2006b)—can be used to follow the evolution of the force-free, coronal magnetic
field. This is discussed in Section 4.2.3. Second, 2D equilibria can be calculated by solving
the Grad–Shafranov equation for the magnetic flux function, A, derived in Section 2.6. In
general, it is difficult to determine the unknown functional dependencies of the gas pressure
and the driven component of the magnetic field on A. Lothian and Hood 1989 and Brown-
ing and Hood 1989 simplify the 2D Grad-Shafranov equation to a 1D equation, discussed
in Section 4.2.4. Third, linear dynamics of the system can be investigated in time using
the method of linearised MHD. Linearising about an initial state is a useful approach, as
it can allow important insights into the dynamics. Nonlinear effects can be considered by
expanding the MHD equations to higher order. The first and second order solutions given
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by this method, described in detail in Section 4.2.5 and in Appendix C, reveal features that
help to justify the use of the 1D solution mentioned above, as well as important information
about this system. Another method which can be used to investigate the time evolution of
the system is reduced MHD (RMHD), which was introduced in Chapter 3.
Although these approximate models can be useful, it is, nevertheless, difficult to
know when a certain approximate method is valid and when it is not. This is due to the
nature of the assumptions, which, generally, require a certain quantity to be very large or
small. It is not usually known exactly when such conditions are satisfied. If the assumptions
of an approximate method are not sufficiently satisfied, the results could be misleading and
false conclusions could be made. To illustrate the importance of considering validity of
approximate methods, we will use each of the above methods: magnetofrictional relaxation,
1D approach, linearisation and RMHD to model the evolution of a footpoint driven coronal
loop. The solution from each method will be directly compared with each other and judged
against the full MHD solution from the Lare code (see Arber et al. (2001)) which is taken
to be the “exact” solution.
Direct comparisons of these methods have not been done before, in this context.
There are many studies, where a few models are compared to a known solution. One
example is Dmitruk, Matthaeus, and Oughton 2005, where RMHD and full MHD are directly
compared in the context of MHD turbulence. Properties of footpoint driven coronal loops
have been frequently modelled. Examples of footpoint driven simulations include Murawski
and Goossens 1994; Meyer et al. 2011; Meyer, Mackay, and van Ballegooijen 2012; Meyer
et al. 2013.
This chapter is organised as follows. Section 4.2 describes the simple footpoint
driving experiment, and outlines the details of the four approximate models we examine.
Section 4.3.1 presents a comparison between these models and benchmarks them against
solutions to the full MHD equations. In Section 4.3.2 a more detailed analysis of our full
MHD results is presented. A summary of our results is given in Section 4.4.
4.2 Experiment and Model Descriptions
In this section, we present the full MHD equations used in this chapter and the full details
of our experiment and each approximate method.
4.2.1 MHD Equations
The time evolution of our simple experiment is determined by solving the MHD equations,
Equations (2.9), described in Chapter 2, using the Lare code (Arber et al. 2001). The
viscous form of the MHD equations, neglecting resistivity, gravity, radiative losses and
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+ ρ(v · ∇)v = −∇p+ j×B +∇ · S, (4.1a)
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+∇ · (ρv) = 0, (4.1b)
∂B
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and ∇ ·B = 0
where the z direction is assumed invariant. Notation is the same as in Chapter 2. The
viscous stress tensor is given by Equation (2.13) and the strain rate is given by Equa-







so that the dissipation of kinetic energy must go either into an increase in magnetic energy
or an increase in internal energy (i.e. the gas pressure) defined as e = p
γ−1 .
It is normal to express the variables in the MHD equations in terms of non-
dimensional ones. This allows the system to be described by dimensionless parameters.
Then, it may be possible to determine approximate solutions by considering the special
cases when these parameters are very large or very small. To do this, we take three typical
reference quantities, which describe all of the system quantities: a length scale, R, a den-
sity, ρ0, and a magnetic field strength, B0. The dimensionless speed is the Alfvén speed,
VA = B0/
√
µρ0, and time is expressed in terms of the Alfvén travel time, t0 = R/VA.
Hence
(x, y, z) = R (x̃, ỹ, z̃) , t =
R
VA




p̃ , v = VAṽ , ρ = ρ0ρ̃ . (4.2)
Substituting these expressions into Equation (4.1) and dropping the tildes, the equations
remain exactly the same, except that µ = 1 and ν is a non-dimensionless viscosity that is
the inverse of the Reynolds number. For the values R = 180× 103 m, ρ0 = 1.67× 10−4 kg
m −3, and B0 = 0.03 T, the Alfvén speed is VA = 2070 m s −1 and the Alfvén travel time
is t0 = 87 s. This also gives a reference temperature of 516.7 K.
We take solutions of the MHD equations as the exact solutions. These are solved
using Lare2d, see Arber et al. 2001, since an invariant direction will be chosen in this
experiment. Next the simple experiment that these equations are applied to is described.
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Figure 4.1: Plot showing the shear driver, vz, as a function of x at the bottom boundary, z = −3,
once it has reached its full amplitude.
4.2.2 Experiment Description
We consider a computational box −l ≤ x ≤ l and −L ≤ y ≤ L with an initial uniform
magnetic field, B = B0êy, uniform density, ρ0, and uniform pressure, p0. This can be
thought of as a coronal loop of length 2L and width 2l with a dimensionless plasma β
equal to 2p/B2. The magnetic field is line tied at the boundaries in y. Periodic boundary
conditions are used in x. We will use the term “loop” though the results are valid in general.
In our dimensionless variables, B0 = 1, ρ0 = 1, and p0 is a constant related to the initial
plasma beta, β0, by β0 = 2p0 and initial internal energy by e0 = p0γ−1 .
At the loop ends, zero gradient boundary conditons are used for all quantities
except velocity. A driving velocity is imposed in the z direction at the two photospheric
ends (y = ±L) of the form
vz(x,±L, t) = ±F (t) sin kx, (4.3)
where k = π/l and vz(±l, y, t) = 0. The time dependent amplitude, F (t), is used to ramp













where t1 > τ0 is the switch-on time. We use t1 = 6 and τ0 = 2, corresponding to times




0 , t < t1 ,
V0 , t1 ≤ t .
The driver can be switched off by using a similar function to ramp down the velocity. The
driver is always switched on in the simulations presented here. The other two velocity
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Figure 4.2: Maximum footpoint displacement, D, given by Equation (4.5) (dashed line) and actual
Lare2D data (solid line) from Simulation 1 in Table 4.1 on page 79 plotted as a function of time t.
The symbols indicate the values of D and t that are used for the comparisons in the results section,
Section 4.3.
components are zero at the loop ends: vx = vy = 0.
This form of the velocity on the boundary given by Equation (4.3) will cause the
photospheric footpoints to be displaced by a distance
d(x) = D sin kx.
The maximum footpoint displacement, D, can be calculated by integrating the velocity



















≈ V0(t− t1) , (4.5)
for times greater than the driving start time, t1.
Thus, we have three distinct lengths in this problem: the half-length of the loop,
L; the half-width of the loop, l; and the photospheric footpoint displacement, d(x), of a
magnetic fieldline from its initial position. In all cases, we take L = 3 and l = 0.3 so
that l/L = 0.1  1. However, we allow D/L to vary from low to high values. The
approximation for the maximum displacement, D, Equation (4.5), is plotted along with the
data from one of the full MHD simulations in Table 4.1 on page 79 for the driver as a
function of t in Figure 4.2. The symbols denote the values of D and corresponding t that
are used in the results section, Section 4.3.
Next, we consider the various speeds in our system. These are the Alfvén speed,
VA; sound speed, cs =
√
γp0/ρ0 (γ = 5/3 is the ratio of specific heats); the speed of the
driving motions at the photospheric ends, V0; and a maximum diffusion speed, Vvisc = ν/l,
based on the horizontal lengthscales. Typically we take ν = 10−3 so that Vvisc ≈ 3×10−3. A
smaller value of ν could be used, but a value that is too small results in numerical diffusion
being more important than the specified value. In order to pass through sequences of
equilibria, we require
Vvisc  V0  cs. (4.6)
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The driving speed is also slow and sub-Alfvénic if V0  1 from Equation (4.2). Accordingly,
we choose V0 as 0.02, corresponding to a value of V0 ≈ 44.4m s−1. Equation (4.6) requires
that the pressure should be higher than a minimum value of p0  2.4× 10−4. We consider
the range 10−3 < p0 < 1.0. Equivalently, this can be written in terms of the initial plasma







In the following sections, we describe each of the approximate models. First,
we describe the magnetofrictional relaxation model in Section 4.2.3, and, second, in Sec-
tion 4.2.4 we present the derivation of the 1D equilibrium approach. Third, in Section 4.2.5,
we derive the first and second order linear MHD equations using the method of linearisation
and describe the analytic solutions. Lastly in Section 4.2.6, we discuss the similarities and
differences between the linear and RMHD methods.
4.2.3 Magnetofrictional Relaxation
Here we introduce the magnetofrictional relaxation method. Magneto-frictional, relaxation
methods solve the induction equation, Equation (4.1c), with the velocity given by the
unbalanced Lorentz force. To ensure that ∇·B = 0, we express the magnetic field in terms
of a vector magnetic potential, A = (Ax(x, y), Ay(x, y), A(x, y)), so that




















= v ×B. (4.7b)
The time evolution is not physical but leads to a final state in which the magnetic field
has relaxed to a force-free equilibrium. Once the relaxation process is complete and since
invariance in z is assumed for the final equilibrium, the z component of A(x, y) is a flux
function and the final z component of the magnetic field, Bz = ∂Ay/∂x−∂Ax/∂y, will be
a function of the flux function, A(x, y), i.e. Bz = Bz(A). Boundary conditions are chosen
for the vector potential to give a magnetic field that results from the driving motions in
Equation (4.3) and the initial uniform field. These are
Ax(x,±L) = ∓B0D sin(πx/l) and A(x,±L) = −B0x . (4.8)
Without loss of generality, the gauge function is chosen so that Ay(x,±L) = 0 and, once
the field has relaxed, this implies that Ay(x, y) = 0. Then, Ax is a function of A since
Bz = −∂Ax∂y . Note that while the equation for equilibrium, given by the Grad-Shafranov
Equation, Equation (2.27) on page 17, involves only A, the evolution towards equilibrium
requires calculation of Ax also.
We select a physical time, t, and use Equation (4.5) to determine the maximum
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Figure 4.3: An example of the final state of By found using the magnetofrictional relaxation method,
Equation (4.7) with the footpoint displacement, D, equal to the loop length, L. By/B0 is plotted as
a function of y along the loop axis at x = 0 (upper) and x = l/2 (lower). The horizontal scale is
expanded at the two ends to illustrate the resolved boundary layers at y = ±L and compressed in the
middle to demonstrate that there is no variation with y there.
footpoint displacement, D. Given this value of D, Equations (4.7) can be solved with
the boundary conditions in Equation (4.8) to determine the resulting force-free equilibrium
field. As an example, we choose D = 3.0 so that D is equal to the half-length, L, and
solve Equations (4.7). The final state for the background field, By, is shown in Figure 4.3.
There are two important points. Firstly, there are sharp boundary layers at the photospheric
boundaries in y, where By rapidly changes from the imposed constant boundary value of
B0 = 1 over a short distance that is comparable to the half-width, l. Derivatives with
respect to y are large in the boundary layers. The width of the boundary layer is controlled
by the width to length ratio, l/L, but not dependent on the value of D/L. This fact is also
found analytically using the linearisation method in Section 4.2.5 and used in Section 4.2.4.
Secondly, in the middle of the layer, away from the boundaries, By is almost independent
of y. It is found analytically by the 1D approach in Section 4.2.4 and linearisation in
Section 4.2.5 and shown in the results discussed in Section 4.3 that By does vary with x as
cos(2kx) when D/L is small. Figure 4.3 shows that the magnitude of By has changed by
at least 10% from its uniform value of one, when the footpoint displacement is comparable
to the loop length, L. These properties will be found to be general characteristics of this
system.
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4.2.4 One-Dimensional Equilibrium Equation
Here the two dimensional Grad–Shafranov equation, Equation (2.27), derived in Chapter 2,
Section 2.6, is used to find an equation describing a one dimensional equilibrium.
When l/L  1 a simple estimate of the final equilibrium state is possible, even
when the footpoint displacement, D, is larger than the half-length, L, i.e. D/L ≥ 1, by
solving the 1D form of the Grad–Shafranov equation. Following the approach of Lothian
and Hood 1989; Browning and Hood 1989, and Mellor et al. 2005, we can use the fact that
the 2D equilibrium can be expressed in terms of the flux function, A(x, y), which satisfies
the Grad–Shafranov equation, Equation (2.27).
For shearing motions defined in Equations (4.3)-(4.5), the photospheric footpoint
displacement is given by integrating a fieldline from its initial position, (x0, y0), to its final













where s is a parameter along the fieldline and B = |B|. Since the velocity at the bound-
ary moves the fieldlines in the z direction, the distance moved is simply the footpoint













We can now integrate both sides of Equation (4.9) with respect to y. Thus the LHS
simply gives the displacement of a fieldline in the z direction, i.e the displacement of the
footpoints. Since By = −∂A∂x and A are both functions of x, it follows that we can write By
as a function of A as By(A). Also since Bz = Bz(A) is a function of A, so is the footpoint
displacement, denoted by D(A). Since A is constant along fieldlines, the integrals are




























As shown in the above articles and from the magneto-frictional relaxation results in Sec-
tion 4.2.3 and Figure 4.3, away from the boundaries we can ignore the boundary layers and
assume that the fieldlines are essentially straight over most of the loop length. A value of
l/L  1 is always assumed. Away from the boundary layers A is independent of y and
this implies that the integrand in Equation (4.10) is independent of y. Therefore, we can
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For the shearing motion in Equation (4.3), we have at y = L that D(A) = V0(t −
t1) sin kx, where k = π/l and A(x, L) = −B0x. Hence, D(A) = V0(t − t1) sin(kx) =
−D sin(kA/B0), where D = V0(t− t1) is the maximum footpoint displacement.
The gas pressure can also be written as a function of A. Conservation of flux and







where B0 and ρ0 are the initial unsheared values. Next, if the effect of viscous heating is







Rearranging the last two equations, Equation (4.12) and Equation (4.13), gives the pressure















The Grad–Shafranov equation, Equation (2.27), can be written as a 1D pressure































































+B2z (A) + 2µp(A)
)
= 0, (4.15)
where Bz(A) and p(A) are given by Equation (4.11) and Equation (4.14). This implies
that the total pressure is constant away from the boundary layers and there is no magnetic
tension. It is computationally easier to express all variables in Equation (4.15) in terms of
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subject to A(±l) = ∓B0l. The value of the constant total pressure is determined as part
of the solution.
It is useful to investigate analytic solutions of Equation (4.16) in the extreme cases






































Hence, the correction to By is small (of order (D/L)2). For large displacement, D/L 1,
the LHS of Equation (4.16) is dominated by the middle term, away from x = 0 and x = ±l.


































thus Bz has the form of a square wave with amplitude B0(2/π)(D/L). The minimum value
of By is B0(2/π). The variation of the axial field with x is discussed along with the other
approaches in Section 4.3.
4.2.5 Linear and Weakly Nonlinear Expansion
A simple way to gain insight into the properties of solutions of the MHD equations is to
linearise the equations about an initial equilibrium state. The equilibrium considered here
consists of a uniform background magnetic field, B0. In this section, we consider small
perturbations to this state. The expansion is for the case B⊥  B0, which we expect to
be valid when D/L 1 and which will be checked a posteriori. Thus, the linear expansion
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B = B0êy +B1z(y, t) sin kxêz + (B2x(x, y, t)êx +B2y(x, y, t)êy) · · · , (4.20a)
v = V1z(y, t) sin kxêz + (V2x(x, y, t)êx + V2y(x, y, t)êy) · · · , (4.20b)
p = p0 + p2(x, y, t) · · · , (4.20c)
ρ = ρ0 + ρ2(x, y, t) · · · , (4.20d)
where B0, p0, and ρ0 are the constant initial state quantities. The subscript “1” denotes
first-order terms. Since, in general, incompressible shearing motions, such as Equation (4.3)
used here, initially only produce Alfvén waves, there are no first-order variations in ρ and
p. The subscript “2” indicates terms that are second order in magnitude and thus driven
by products of the first-order terms. Such terms are weakly nonlinear. The higher order
corrections to the Alfvén wave terms will come in at third order, which is not considered
here. This expansion, Equation (4.20), breaks down when the magnitude of higher order
terms is equal to the next lowest order terms, i.e when the second-order terms become as
large as the first-order terms. When this happens, full MHD must be used to capture all
nonlinear effects.
The MHD equations, Equations (4.1), can now be expanded using Equation (4.20).
We consider terms up to and including second-order. To first-order, we have the equation
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In Equation (4.22a), Equation (4.22b), and Equation (4.22f), the linear Alfvén wave terms
appear as quadratic sources for the second-order variables.
Next, analytic solutions of these first- and second-order equations are discussed.
First-order Solutions
Once the shearing motion starts, an Alfven wave is excited. This wave is damped due to
the small viscosity and a steady state is reached. The solution to the first-order, linear
equations, Equation (4.21a) with the initial condition: v1z = B1z = 0 when the driver is
switched on at t = t1, is given by a steady state solution and a Fourier series representation










where ω satisfies the appropriate dispersion relation. Due to viscosity, ω is complex and the




0 , t < t1 ,
V0y
L
sin kx , t1 < t ,
(4.23)
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This gives a steady state solution for B1z in Equation (4.21b), given by
B1z =
{













sin kx , t1 < t .
(4.24)
These solutions for v1z and B1z will be modified once the nonlinearities develop. Corrections
to these steady state solutions are third-order which are neglected, thus in the following
we refer to B1z as Bz. The final steady state for B1z, given in Equation (4.24) consists
of two terms. The first term depends on the footpoint displacement, D = V0(t − t1),
and the second is due to viscosity and is independent of time. When the footpoints of the
magnetic field are being moved at a speed V0 in a viscous fluid, the central part will lag
behind. Hence, Bz is smaller in magnitude at y = 0 compared to y = ±L. This term
produces a gradient along the loop length. Although small this term will contribute to the
magnetic pressure produced by the sheared magnetic field and play an important part in the
dynamics of this system, which will be discussed in Section 4.3. The 1D approach, derived
in Section 4.2.4, in the limit of large displacement, Equation (4.19), and the first order
solution, Equation (4.24), can be used to give upper and lower bounds for the maximum
of Bz. Taking the maximum value of Bz from Equation (4.19) and Equation (4.24), the










The maximum value of Bz from the full MHD data in Table 4.1, on page 79, and these
upper and lower bounds are plotted as a function of t in Figure 4.4 on page 74. This shows
that the actual maximum of the sheared magnetic field, Bz, agrees with the first-order linear
solution for small t and becomes more like a square wave, as predicted by the 1D approach,
for large t. The x dependence of Bz is discussed in the results section, Section 4.3, where
it is shown that Bz does indeed have a square wave profile at large t or large D.
The leading order surface integrated kinetic energy can be calculated as a function













0 lL . (4.26)
Hence, to leading order the kinetic energy is constant in time. This indicates that the
system is in a steady state. This will be compared to the full MHD results in Section 4.3.
The leading order change to the integrated magnetic energy requires knowledge of second-
order variables. It will be shown that the second order contributions to the magnetic field
integrate to zero leaving only the first order term in Equation (4.24). The leading order
change in the surface integrated magnetic energy, including the viscosity terms, up to second
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Figure 4.4: The maximum of Bz for simulation 1 data in Table 4.1 on page 79 and the upper and lower
bounds for the maximum of Bz in Equation (4.25) given by the maximum of the 1D solution for Bz in
the limit of large shear, Equation (4.19) and the first-order linear prediction for B1z, Equation (4.24),
as a function of time t.









































For high D/L or equivalently large time, the magnetic energy is proportional to (D/L)2.
Second-order Solutions
Now that the first-order steady state solutions for v1z and Bz in Equation (4.23) and
Equation (4.24), are known, the second-order equations, Equation (4.22), can be solved.
The solutions are complex. Although, the steps to generate them are straightforward, it
is a lengthy derivation. For brevity, full details of the solutions and derivation are given in
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Appendix C. The basic forms of the solutions are given by
v2x(x, y, t) = (B(y)(t− t1) + C(y)) sin(2kx) , (4.28a)
v2y(x, y, t) = (F (y)(t− t1) + E(y)) cos(2kx) +G(y) , (4.28b)





+ C ′(y)(t− t1)
)
sin(2kx) , (4.28c)










= −G′(y)(t− t1) (4.28e)
+
(
[2kB(y) + F ′(y)]
(t− t1)2
2
+ (2kC(y) + E ′(y))(t− t1)
)
cos(2kx) ,















Here ′ denotes a derivative with respect to y. The functions G(y), B(y), C(y), F (y),
and E(y) are determined in Appendix ??. A key point to note is that averaging v2y over x
gives a function of y, namely G(y), which is
G(y) =









For a fixed value of viscosity, ν, the magnitude of G(y) increases when the initial pressure,
p0, is reduced (decrease in sound speed, cs). The solution for ρ2 also involves y derivatives
of G(y), which results in a change in density that is independent of x, given by
− ρ0G′(y)(t− t1) = ρ0







(t− t1) . (4.30)
Integrating ρ2(x, y, t) over x and y, shows that mass is conserved. So the variations of
ρ from its uniform initial state are simply a redistribution of the mass as a result of the
magnetic pressure created by the sheared field, Bz, along x and y. From Equation (4.30),
the magnitude of this term is proportional to νk
2V 20
c2s
(t− t1). Defining a diffusion length as
ld =
√










As ld increases with time, G′(y) will eventually become important. In addition, it becomes
important for faster driving speeds, V0, and/or slower sound speed, cs.
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Second-order Solutions: Neglect Viscosity
As an example, we illustrate the weakly nonlinear dynamics by neglecting viscosity in the sec-
ond order equations, Equation (4.22). Setting ν = 0 the functions, G(y), B(y), C(y), E(y)
and F (y), become





























The terms, cosh(2ky)/ cosh(2kL) and sinh(2ky)/ cosh(2kL), in B(y) and F (y) clearly
show that boundary layers are present in the solutions. The width of the boundary layer
is controlled by the magnitude of 2kL = 2π
l
L. Hence, the ratio of the half-width to half-
length, l/L, is important for the size of the boundary layer, as mentioned in Section 4.2.3.
Second-order Solutions: Away from Boundaries
These solutions can be further simplified by neglecting the boundary terms. Away from
the boundary layers, namely for 2kL  1, B(y) ≈ −δ/4k, F (y) ≈ O(1/2kL), and
(1 + c2s/V
2
A)δ ≈ (V 20 /L2). In this case the second-order solutions, Equations (4.28), also




































We note that Equation (4.32c) and Equation (4.32d) agree with the linearised forms
of Equation (4.12) and Equation (4.13) and Equation (4.17b) from the 1D equilibrium
method in Section 4.2.4. In addition, the second-order total pressure, p2 +B21z/2 +B0B2y
is independent of x and equals (D2/L2)(B20/4).
From the first- and second-order magnetic field components, Equation (4.24) and
Equation (4.32c), the magnitudes of these terms are in powers of D/L, making this the
appropriate expansion parameter. Hence, these solutions are only strictly valid provided
D/L  1. When viscosity is included, from Equation (4.24) the ordering of the terms
remains the same provided ν < (2V 2A/k
2LV0)(D/L).
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RMHD was discussed in detail in Chapter 3. This model is discussed in the context of
the current 21
2
D geometry. The RMHD equations, Equations (3.24), with B0 = B0êy and






































































As the footpoint displacement increases, the magnetic energy increases, as shown
using linearisation in Equation (4.27). After a certain time the injected magnetic energy
will exceed the initial energy contained in the background field. At this time the first
assumption of RMHD, given in Section 3.4.1, will no longer be satisfied. This will happen
when the footpoint displacement becomes comparable to the loop length, L. It was shown
in Section 4.2.3 that there are steep gradients in the boundary layers created at the two
photospheric boundaries. The second assumption of RMHD, requires small gradients along
the loop length, will hold everywhere, except in these boundary layers. In our current
system we have assumed z is invariant, leading to zero gradients in z. RMHD requires that
derivatives along the background field, in y, are smaller than derivatives in x and z. It is
likely that our assumption of invariance results in RMHD not being valid for this system.
Equations (4.33e) state that vx and bx are independent of x. It is not physically
realistic for these components to be functions of time, hence they simply reduce to vx = 0
and bx = 0. Hence, the RMHD equations, Equations (4.33), simplify to
























Equation (4.34b) and Equation (4.34c) are similar to the first-order solutions in Equa-
tion (4.21) and describe the propagation of damped Alfvén waves. Once the Alfvén waves
introduced by the shearing motions have damped, the field passes through sequences of
steady state solutions that are the same as those described by the first-order linear MHD
solutions, Equation (4.23) and Equation (4.24). In fact, the first-order linear MHD solu-
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tions are exact solutions of the RMHD equations. However, an important part is that, as
mentioned in an appendix of Oughton, Dmitruk, and Matthaeus 2003, it is incorrect to
linearise the RMHD equations. This equivalence with first order linear MHD is simply due
to the linear coupling of the 2D planes by Alfvén waves. Solutions of vz and bz will be in
agreement with the linearised, first-order solution.
From Equation (4.34a), p+b2z/2 is constant in the horizontal direction, x. However,
this total pressure is only constant in space and will still depend on time, as in the 1D method
presented in Section 4.2.4. Hence, the gas pressure must balance the x variations in b2z/2.
This implies that as the sheared magnetic field, bz, increases the magnitude of the pressure
will increase. After a certain time the pressure may be large. Such a high gas pressure may
not be compatible with a low β0 plasma, as assumed in RMHD.
In contrast, the 1D approach and second-order solutions, discussed in Section 4.2.4
and Section 4.2.5, include the contribution from the magnetic pressure due to the modi-
fication of the background magnetic field, By, namely B0 + by in the equations. This is
a second-order change to the uniform background magnetic field, which is not included
in RMHD. Hence, the assumption that the axial field does not change, must be dropped
when the footpoint displacement is sufficiently large. In this case, the total pressure that







= C(t) . (4.35)
4.3 Results
Now we briefly summarise each method and clearly distinguish between the many related pa-
rameters (p0, β0, e0, D, t) before comparing the results of all the methods in Section 4.3.1
and analysing the full MHD dynamics in Section 4.3.2.
Full MHD:
For full MHD, we solve Equations (4.1) using the MHD code, Lare2D (see Arber et al.
2001), in 21
2
D (∂/∂z = 0) for the system described in Section 4.2.2 with the driven
boundary condition in Equation (4.3) and Equation (4.4). The half width and half length
of the loop are l = 0.3 and L = 3 respectively. The driving speed is V0 = 0.02 and the
switch-on time t1 = 6. Viscosity and resistivity are ν = 10−3 and η = 0.
The driving amplitude is subsonic and subalfvénic and satisfies Equation (4.6),
which means the magnetic field passes through a sequence of equilibria. We performed
four full MHD simulations, each with a different value of β0, or equivalently p0 or e0, shown
in Table 4.1. In the following, simulation 1 is referred to as high β0 and simulation 3 as
low β0 unless otherwise stated. This choice was made for the majority of the results since
the other two simulations are qualitatively the same and agree with our understanding in
relation to their initial conditions. The maximum displacement, D, is related to time, t, by




Table 4.1: The initial internal energy, e0, and β0 for our four full MHD simulations.






D = V0(t− t1). (4.36)
We choose various times, or equivalently footpoint displacements, D, using Equation (4.36),
both smaller than and larger than L, such that 0.29 . D/L . 2.63. The chosen values of
D and t corresponding to snapshots of the full MHD simulations are shown as symbols in
Figure 4.2 on page 65.
Relaxation:
• As described in Section 4.2.3, Equations (4.7) are solved to evolve the vector potential,
A, from an initial state perturbed by the footpoint displacement on the boundaries to
a force-free equilibrium.
• Since the actual time evolution of this method is not physical, only the magnetic field
components for the final state can be compared, hence there are no quantities as
functions of time, such as the kinetic energy.
• The perturbation, Equation (4.8), is determined by the maximum displacement, D.
One-dimensional equilibrium approach:
• The 1D equilibrium approach, described in Section 4.2.4, involves solving Equa-
tion (4.16) for the flux function, A(x, y).
• Equation (4.16) is determined by the maximum displacement, D, and initial pressure,
p0.
• This approach gives results for By, Bz, p, jy, jz, and ρ as functions of x.
Linearisation:
• The first- and second-order equations and their analytic solution of each variable are
described in detail in Section 4.2.5 and in Appendix ??.
• These expressions are dependent on time, t, and the initial pressure, p0.
• The solution for each variable consists of the linear first-order and second-order terms
in order to take into account weakly non-linear effects. These results from the lineari-
sation method are denoted “linear” in the results section.
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(a) Bz as a function of x at the midpoint in y. (b) Bz as a function of y at x = 0.15.
Figure 4.5: Sheared magnetic field, Bz, for simulation 2 in Table 4.1 on page 79 at t = 50. The
footpoint displacement is D/L ≈ 0.29.
RMHD:
• As discussed in Section 4.2.6, RMHD is not applicable to this problem, but it does
agree with the first-order terms in linear MHD.
• The first-order linear terms are an exact solution to the RMHD equations, Equa-
tion (4.34b) and Equation (4.34c).
We discuss comparisons of each of these methods in Section 4.3.1 and then describe
the full MHD dynamics of the system in more detail in Section 4.3.2.
4.3.1 Comparison With Full MHD Results
Comparison of Bz
First, we consider the magnetic field component, Bz, introduced by the shearing motion.
Figure 4.5, on page 80, shows Bz as a function of x, at the midpoint at y = 0 (Figure 4.5a)
and a function of y at x = −l/2 (Figure 4.5b) at t = 50, corresponding to D/L ≈ 0.29
using Equation (4.36). This is for simulation 2 in Table 4.1 on page 79, which has a
reasonably small plasma β0 and the resulting magnetic field will be approximately force-
free. All of the approximations are shown in Figure 4.5. In fact, the agreement of the x
dependence of Bz (Figure 4.5a) between the methods is remarkably good. This is surprising
since the ratio of D/L is 0.29, which is not particularly small. Hence, one would expect
the nonlinear terms to be important and the first- and second-order linear MHD solutions
to be less accurate when compared to full MHD.
Full MHD and linearisation results are compared in Figure 4.5b, for Bz as a function
of y at x = −l/2. As predicted by the linearised MHD expressions in Section 4.2.5, there
is a slight variation of Bz with y which agrees with the full MHD results. However, the
linear results do not include the slight slippage of Bz at the boundaries due to the strong
boundary layer currents and so the two curves are slightly displaced. This y variation is not
predicted by the 1D and relaxation methods, because they do not include viscosity.
When the footpoint displacement, D, is larger than the loop length, L, the shape
of the Bz profile in x changes due to nonlinear effects and takes on an almost square wave




(a) Simulation 1. (b) Simulation 3.
Figure 4.6: Plots of Bz against x at the midpoint, y = 0, for each method for time t = 200 and
footpoint displacement, D/L ≈ 1.3 for simulations in Table 4.1 on page 79.
shape, as predicted by the 1D approach (Section 4.2.4) when taking the limit of large D
in Equation (4.19). The profile of Bz in x given by full MHD is shown in Figure 4.6,
on page 81, for D/L ≈ 3.9/3.0 = 1.3 (t = 200) for both high (Figure 4.6a) and low
β0 (Figure 4.6b). The large gradients near x = 0 and the boundaries correspond to an
enhanced current component, jy (shown in Figure 4.12 and discussed later in this section).
Solutions for Bz from each of the approximate methods are shown in Figure 4.6.
For high plasma β0, Figure 4.6a, the relaxation method predicts a magnitude of Bz slightly
different compared to the full MHD results. However, this discrepancy is not present in
Figure 4.6b, which is for low β0. This is expected as the relaxation method assumes a low
β. For both values of β0 the linear approximation is still remarkably good, even though it
does not predict the square wave shape. The 1D approximation is essentially the same as
the full MHD results for low β0 and is slightly different for high β0. The maximum value of
Bz is now about unity for both values of β0 and so it is definitely comparable in magnitude
to the initial background field strength. RMHD results would be the same as the linear
MHD results, however, since Bz ∼ B0 = 1 the first RMHD assumption is not satisfied.
Comparison of By
Initially, By is the only magnetic field component, which is subsequently modified during
the time evolution. Figure 4.7, on page 82, shows By as a function of x at the midpoint,
y = 0, for D/L ≈ 0.63 (t = 100) in the top row and D/L ≈ 1.3 (t = 200) in the bottom
row and high β0 in the left column and low β0 in the right column.
For the full MHD results with low D/L ≈ 0.63 the maximum value of By has
increased from the initial value of one by about 5% for high β0, and 10% for low β0 where
nonlinear effects are becoming important. Hence, for footpoint displacements smaller than
the loop length the variations in By are small. For the case of highD/L ≈ 1.3 the maximum
of By has increased by about 20% for high β0 and 30% for low β0. It can be concluded
that for high values of D any assumption that the background field remains constant is not
valid.
The full MHD and 1D approaches agree extremely well for both values of D/L
for low β0, however there is a small descrepancy for high β0. For the high plasma β0 case,
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(a) Simulation 1 with D/L = 0.63
and t = 100 .
(b) Simulation 3 with D/L = 0.63
and t = 100.
(c) Simulation 1 with D/L = 1.3
and t = 200.
(d) Simulation 3 with D/L = 1.3
and t = 200.
Figure 4.7: Plots of By against x at the midpoint, y = 0, for simulations in Table 4.1 on page 79.
(left column), only the relaxation results are significantly different from the others for both
low and high D/L, as expected, since this method assumes the field is force-free. Similarly
to Bz, in the low β0 regime in the right column, the relaxation method agrees with the
full MHD and the 1D approaches regardless of the value of the footpoint displacement, D.
Interestingly, the predictions for Bz, the shear component, from the relaxation method are
consistently better than the By component, whereas one may expect the same accuracy
for both components.
The first- and second-order linearised MHD solutions agree reasonably well with the
full MHD results for low D/L ≈ 0.63 and high β0. For low β0 the linear MHD results show
a more noticeable discrepancy for small displacement. For large footpoint displacements,
D/L ≈ 1.3 (t = 200) in the bottom row, the second-order linearised MHD results predict
a minimum value of By that is too low by about 10% for high β0, and 25% for low β0 as
the non-linear terms become more important.
Comparison of integrated energies
The surface integrated magnetic energy for all methods is shown in Figure 4.8, on page 83,
as a function of time for high (Figure 4.8a) and low plasma β0 (Figure 4.8b). The Poynting
flux associated with the shearing motion results in the magnetic energy increasing nearly
quadratically in time for both values of β0. The relaxation approach does not directly give
quantities as functions of time. In order to calculate and compare the magnetic energy
the magnetic field needs to relax for every value of the displacement. This is limited by
resources so the magnetic energy is only calculated for a few values of D. These values of D




(a) Simulation 1. (b) Simulation 3.
Figure 4.8: Surface integrated magnetic energy as a function of time, t, for simulations in Table 4.1
on page 79.
correspond to specific values of t as described in Equation (4.36). The resulting magnetic
energy for the relaxation approach is shown as symbols in Figure 4.8. These data points
agree well with the full MHD results. As noted for the other quantities, there is a marginal
discrepancy for high β0 which is not present for low β0. It is interesting to note that the 1D
approach correctly matches the results from full MHD for all times, even when the footpoint
displacement is larger than the half-length, L, for example, at t = 400, D/L ≈ 2.6 using
Equation (4.36). The analytical estimate from the linearised MHD equations, given in
Equation (4.27), shows very good agreement up to t = 200, D/L ≈ 1.3 when D ∼ L and
the linear solution is only in error by 10% at t = 400, when D/L ≈ 2.6.
Thus, in comparison to full MHD, we can conclude that the slow magnetic field
evolution is correctly modelled by the relaxation method and 1D approach for all times,
provided the width-to-length ratio, l/L, is small, and by the linearised MHD method until
the footpoint displacement becomes comparable to the loop half-length, regardless of the
size of the plasma β0. This is notable since once D ∼ L one might not have expected the
linearisation approach to be valid.
The surface integrated kinetic energy is shown in Figure 4.9, on page 84, as a
function of time for each of the four different values of the initial plasma β0 for simulations
given in Table 4.1 on page 79. The dashed lines are the kinetic energy estimates given by
the first-order linearised MHD method in Equation (4.26). The constant value predicted
by linearisation is only obtained by the full MHD system when the Alfvén waves, those
excited when the boundary driving velocities are switched on, are dissipated. There are no
estimates from either the relaxation method or the 1D approach, as they are assumed to
be in equilibrium, hence do not involve velocity. The driving velocities are slow, hence the
integrated kinetic energy is five orders of magnitude lower than the magnetic energy.
What is surprising is that the full MHD results only really match the prediction
from linearisation, Equation (4.26), for an initial high β0 plasma. As β0 is reduced, the
departure from the constant kinetic energy is much more significant. Note that simulation
4 did not run for as long as the other simulations due to computational problems, however,
in fact, it has a lower final kinetic energy than the simulations which have run for longer.
The reason for this departure is due to the flow, vy, along the loop length (as shown
analytically by the linearised MHD method in Section 4.2.5), which is a consequence of the
magnetic pressure gradient in y due to the y variation in Bz (see Equation (4.24)). The size
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(a) Simulation 1 (b) Simulation 2
(c) Simulation 3 (d) Simulation 4
Figure 4.9: Surface integrated kinetic energy as a function of time, t, for simulations in Table 4.1 on
page 79.
of the constant flow, G(y), in the second-order solution (Section 4.2.5 and Equation (4.30)
on page 75), is proportional to (ld/l)2(V0/cs)2, where the diffusion lengthscale, ld, is defined
above in Section 4.2.5 under Equation (4.30) and c2s = γp0/ρ0 is proportional to the initial
gas pressure. The viscosity may be either real or due to numerical dissipation. In both
cases, the viscosity damps out both the fast and Alfvén waves generated when the driving
is switched on.
Once these waves are damped, the plasma can pass through sequences of equilibria.
Although ν is low, as time increases ld will eventually become large, which means that p0
cannot be too low or else this change in density will occur sooner. This steady flow is
due to the magnetic pressure gradients introduced by viscosity in the sheared component
of the magnetic field, Bz (see the first-order equation for Bz, Equation (4.24)). Although
the magnitude of this flow is small, it is constant in time and it will eventually modify the
plasma density (see below and the second-order solution, Equation (4.30)). In turn, the
change in the density will influence the integrated kinetic energy.
Comparison of pressure
Since we vary the initial plasma β0 the initial pressure, p0, varies accordingly. Figure 4.10,
on page 85, shows p as a function of x at the midpoint in y for high β0 (left column)
and low β0 (right column) for footpoint displacement D/L ≈ 0.63 in the top row and
D/L ≈ 1.3 in the bottom row. The predicted pressure from linearisation and the 1D
approach is compared to full MHD. The relaxation method assumes a force-free equilibrium
so does not predict the pressure. The 1D approach gives a magnitude for p that is too
small for high β0 for both low and high D.




(a) Simulation 1 with D/L = 0.63 and t = 100. (b) Simulation 3 with D/L = 0.63 and t = 100.
(c) Simulation 1 with D/L = 1.3 and t = 200. (d) Simulation 3 with D/L = 1.3 and t = 200.
Figure 4.10: Plots of p against x at the midpoint, y = 0, for simulations in Table 4.1 on page 79.
However, in the low β0 case it seems the underlying assumptions used in the 1D
approach for the relationship between p and By, Equation (4.14), is no longer valid so the
pressure is lower than for full MHD. This is notable since the 1D approach predicts By very
accurately.
For both low and high β0 and small footpoint displacement D/L ≈ 0.63 (t =
100), the linear MHD solution agrees reasonably well with the full MHD results. The
descrepancy becomes larger for larger values of displacement, D/L ≈ 1.3. Variations in
pressure are not usually considered in RMHD.
The profile of p in x is similar to By. In the following section, Section 4.3.2, it is







, at a certain time is spatially constant.
Comparison with ρ
The plasma density as a function of x for the full MHD results, the linearised MHD method,
and the 1D approach is shown in Figure 4.11, on page 86, at the midpoint in y for high
plasma β0 (left column), low β0 (right column) and footpoint displacement of D/L ≈ 0.63
(top row) and D/L ≈ 1.3 (bottom row). The relaxation and RMHD methods are not
considered as they do not account for variations in density.
For high β0 and small D/L, in Figure 4.11a, the agreement among the three
methods is very good. The density variations in the x direction are of the order of 4% of
the initial uniform value of one for the full MHD data and all three methods give essentially
the same results for ρ. However, when the plasma β0 is low for small D/L, in Figure 4.11b,
the density variations are between 10% and 20% of the initial uniform value. There is a
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(a) Simulation 1 with D/L = 0.63 and t = 100. (b) Simulation 3 with D/L = 0.63 and t = 100.
(c) Simulation 1 with D/L = 1.3 and t = 200. (d) Simulation 3 with D/L = 1.3 and t = 200.
Figure 4.11: Plots of ρ against x at the midpoint, y = 0, for simulations in Table 4.1 on page 79.
general increase in the average value at y = 0. This is due to the variation in y of Bz.
These large variations show that nonlinear effects are already becoming important.
For high β0 and larger footpoint displacement of D/L ≈ 1.3, in Figure 4.11c, the
variations are similar to the low β0 case for low D/L. This shows that the high β0 plasma
will eventually evolve in the same way, but over a much longer time. Once the footpoint
displacement has become large the variations in ρ for low β0 are nearly 60% of the initial
uniform value of one, thus are very significant.
The 1D approach, as before, shows a smaller magnitude compared to ρ compared
with full MHD for high β0 for both high and low D/L. In the case of low β0 this method
predicts the same variation as full MHD, but is displaced slightly because the velocity
and viscosity effects are not included in this approximation. These effects lead to the
redistribution of density which is not as important for the high β0 and low D/L case.
The first- and second-order linearised MHD results agree reasonably well for small
displacement for both high and low β0. In the case of higher D/L, nonlinear effects become
important and the linear results now show a difference with the full MHD results for both
high and low β0. In RMHD, density is not evolved and hence, assumed to remain at the
initial value, which is clearly not the case in the full MHD results. The evolution of ρ is
described in more detail later in Section 4.3.2.
Comparison with jy
The dominant component of the current density is the y component, parallel to the back-
ground magnetic field. The results of jy for full MHD, relaxation, the 1D approach, and
linearisation are shown in Figure 4.12, on page 87, for D/L ≈ 1.3 for the case of high β0
(Figure 4.12a) and low β0 (Figure 4.12b). It is clear that the 1D approach matches the




full MHD results, with only a small descrepancy for high β0, and that the magnitude of
the current exceeds the linear MHD solution (which would be equal to RMHD) by almost
a factor of 2 in Figure 4.12b for low β0 values. In general, the magnitude of the current
increases as β0 decreases. The relaxation method agrees well with the 1D approach and
full MHD results for jy for low β0, but gives a magnitude for jy a little to large for high
β0. The other components of the current, jz and jx, are smaller than jy. RMHD does not
(a) Simulation 1 (b) Simulation 3
Figure 4.12: Comparison of jy against x at the midpoint, y = 0, for D/L ≈ 1.3 (t = 200) for
simulations in Table 4.1 on page 79.
predict a value for either jz or jx.
In the following section the full MHD dynamics are described in more detail.
4.3.2 Full MHD Dynamics
In light of the interesting dynamics visible in the full MHD results discussed in the last
section in this section we analyse our full MHD simulations in more detail. The main aim
is to explain the dynamics in our system and how the initial value of the plasma β0 affects
the evolution. We shall use the same full MHD data in Table 4.1 on page 79, as in the
previous section. Additional simulations were also done to test if the magnetic field would
expand, and by how much, if there was enough room in the simulation box. This was done
by applying the driver across different fractions of the loop width. Details of these extra
simulations will be given in the next section, Section 4.3.3.
Evolution of Density
Figure 4.9, on page 84, showed that the kinetic energy decreases more rapidly as β0 is
decreased. It was briefly argued that this is due to a redistribution of density.
A parabolic dependence of density in y, related to the initial pressure, was predicted
by the second-order solution in Equation (4.30), on page 75. This variation is clearly seen
in the full MHD results, shown as a 2D surface of ρ in Figure 4.13, on page 88, at the
end of the simulation (D/L ≈ 2.6), for the high β0 case (Figure 4.13a) and the low β0
case (Figure 4.13b). The final state of these simulations are strikingly different, considering
they began from the same initial uniform density of 1.0 and the only difference is the value
of β0. In the final state, shown in Figure 4.13b, there is a 15% difference between the
maximum and minimum values at x = 0 for low β0. On the other hand the high β0 case, in
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(a) Simulation 1 (b) Simulation 3
Figure 4.13: Surfaces of density at t = 400 (D/L ≈ 2.6) for simulations in Table 4.1 on page 79.
Figure 4.13a, ρ has almost no visible y dependence. This figure clearly illustrates the large
variation of density along x at y = 0 as shown in Figure 4.11 on page 86. This variation
of ρ in x and y is what causes the kinetic energy to decrease.
It is important to check conservation of mass, to ensure that no density has been






in time as shown in Figure 4.14, on page 89, for high (Figure 4.14a) and low β0 (Fig-






dxρ(x, y = 0 , ±3
4
L). (4.38)
Figure 4.14 clearly illustrates that although the total density is conserved the spatial dis-
tribution is changing in time: increasing quickly in the middle (y = 0) and decreasing
elsewhere, y = ±3
4
L. The change in ρ is very small for high β0 but as the plasma beta is
decreased the rate of change of ρ increases rapidly. The integral of ρ at y = 0 increases
by ≈ 40% for low β0 compared to < 1% for high β0 by the end of the simulations. These
figures show that the final state of the density is significantly different for different values
of β0.
We have already shown, in Section 4.2.5, that the linear solution for ρ has a term
that is dependent on y and t but independent of x. The analytic expression, Equation (4.30),




t. Since the viscosity is the
same for these simulations t can be rescaled showing that the timescale of this phenomenon
depends on β0.
This can be explained as follows: If a value of β0 is chosen, say β0a and a second
value is chosen to be simply a fraction, c, of the first value as β0b = cβ0a. Then we can




(a) Simulation 1 (b) Simulation 3
Figure 4.14: Plots showing the total mass for, (i) area integral of ρ, Equation (4.37) (black curve) and,
(ii) the x integral at y = 0 and ±3/4L, Equation (4.38), as functions of t for simulations in Table 4.1
on page 79. A different y-range has been used for each figure.
Figure 4.15: Plot showing the total area integral of ρ and the x integral at y = 0 and ±3/4L as a
function of t. Star symbols: high β0 (simulation 1). Diamond symbols: low β0 (simulation 2). t for
low β0 is redefined as 10t. Simulations are in Table 4.1 on page 79.














Since c ≤ 1 then ta ≥ tb. This explains why the redistribution of density in y is less
noticeable for high β0; since it will take much longer for this term to become important in
a system with larger β0 than a system with small β0. This can be illustrated using the high
and reasonably low β0 (β0 = 4/30) data from simulations 1 and 2 in Table 4.1 on page 79.
Setting ta equal to our high initial plasma β0 of 4/3 as ta = tβ0=4/3 and taking c = 0.1 to
give the value of tb = tβ0=4/30 for β0 of 4/30. We can plot the density integrals for these two
simulations together by rescaling t′β0=4/30 = tβ0=4/30/c = 10(tβ0=4/30 − τdriver) = tβ0=4/3.
The β0 = 4/30 data is plotted against this rescaled t in Figure 4.15, on page 89, alongside
the β0 = 4/3 data against the original time values. τdriver is the time taken for the driver to
reach its maximum, which for these simulations equals 8.0 (ramp up time = 2.0, switch on
time = 6.0). Now both data sets are similar in magnitude, illustrating that a lower value
of β0 causes this redistrubution of density in y to happen more rapidly in time.
The evolution of ρ is further investigated by calculating the maximum and min-
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(a) Simulation 1 (b) Simulation 3
Figure 4.16: Plot showing the maximum and minimum of ρ as a function of t for simulations in
Table 4.1 on page 79.
imum values of ρ throughout the volume at each timestep. These values are plotted in
Figure 4.16, on page 90, for high (Figure 4.16a) and low β0 (Figure 4.16b). It is clear that
the maximum of ρ is larger for low β0. For high β0 the maximum of ρ increases by ∼ 60%
and the minimum has decreased by ∼ 25% of the initial uniform value of one. In contrast
for the simulation with low β0 the maximum has increased by more than 200% and the
minimum has reduced by ∼ 60% of the initial uniform value of one. These are substantial
changes in density, showing that any assumption that the density remains constant, such
as used in RMHD, would be broken very quickly in the evolution. This is a consequence of
the perpendicular magnetic field magnitude being of the order of the background field.
Evolution of Pressure
Similarly to ρ there is a significant variation in the pressure. The maximum and minimum
values of p at each timestep are plotted in Figure 4.17, on page 91, for high (Figure 4.17a)
and low β0 (Figure 4.17b). For high β0 the maximum pressure increases by ∼ 120% and
the minimum decreases ∼ 40% of the initial uniform value of 2
3
for this simulation. For low
β0 the maximum value increases from its initial value of 2300 by nearly 500% and decreases
by 20%. This broad range of pressure indicates that the plasma β varies throughout the
domain and changes significantly from the initial value. Since, in the low β0 case, the initial
pressure was small, this decrease in pressure results in the minimum value approaching zero.
This could cause numerical problems. It is found for simulation 4 with an even lower initial
plasma β0 value of β0 = 4/3000 that the pressure does become essentially zero in some
places. This potentially explains why this run encountered computational problems. This
large change in the plasma β could have significant consequences on the evolution of the
system. Any assumption about the pressure or β being small, such as in RMHD, would not
be satisfied in these cases.
Total Pressure and Ratio of Density and Magnetic Field
Since the variation in pressure is large, the pressure force is likely to be large. An important
quantity is the total pressure, p + B2/2µ. If the total pressure at a time, t, equals a
constant, meaning that it is independent of spatial coordinates, then the pressure forces




(a) Simulation 1 (b) Simulation 3
Figure 4.17: Plot showing the maximum and minimum of p as a function of t for simulations in
Table 4.1 on page 79.
(a) Simulation 1 (b) Simulation 3
Figure 4.18: Plot showing the maximum and minimum of the total pressure, p+B2/2µ, along y = 0
as a function of t for simulations in Table 4.1 on page 79.
are balanced and the system is in pressure balance. The maximum and minimum along
y = 0 of the total pressure is shown as a function of time in Figure 4.18, on page 91, for
both high (Figure 4.18a) and low β0 (Figure 4.18b). The points lie on top of each other
but the actual value of the total pressure increases in time. This shows that, away from
boundaries, at a given time, t, the system is in equilibrium. This confirms the assumption
that the system evolves through a sequence of equilibrium states. For low β0 the constant
value of the total pressure is smaller than for high β0 since the initial value of the pressure
is smaller and the magnetic pressure does not need to be as large to balance the pressure.
A second important quantity is the ratio of the density and magnetic field, ρ/B ≈
ρ/By, which indicates the relation between density and magnetic flux. The axial field is
assumed to be the dominant component here even though for large D the sheared field is
similar in magnitude to the background field. This is chosen as the profile in x of ρ is the
same as the axial field, By, showing that the density and axial field are compressed in the
same regions. Figure 4.19 on page 92, shows the maximum and minimum values of ρ/By
along y = 0 for both high (Figure 4.19a) and low β0 (Figure 4.19b) as a function of time.
This ratio stays about one for high β0, indicating that the amount of flux per unit density
remains approximately constant. In contrast the ratio is increasing a little for low β0, which
means that the density is increasing more than the axial field. In this case the other field
components are becoming important.
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(a) Simulation 1 (b) Simulation 3
Figure 4.19: Plot showing the maximum and minimum of ρ/By as a function of t along y = 0 for
simulations in Table 4.1 on page 79.
y variation in ρ
It has been shown that the density is redistributed in x and y. The redistribution in x leads
to a cos(2kx) shape, as predicted by linearisation in Section 4.2.5, which is clearly present
in the full MHD data for both high and low β0, shown in Figure 4.13 on page 88. The
redistribution in y is significantly different for the high and low β0 cases. A parabolic profile
in y is created for low β0 in Figure 4.13b, however there is comparitively no y variation for
high β0 in Figure 4.13a.
There are two distinct contributions to this y variation: boundary layers and
a parabolic profile. The parabolic profile, if present, is significant over the entire loop
length and so, is not an effect only found in the boundaries, and therefore is distinct from
the boundary layer, previously mentioned in Section 4.2.3 when discussing the magneto-
frictional method. This parabolic variation in y is due to viscosity, predicted in Section 4.2.5
using the analysis of the linear and weakly nonlinear solutions.
Both y variations are due to boundary effects but boundary layers are only present
near the y boundaries and negligible in the centre of the domain. The parabolic variation
is due to viscosity, which results in a spatial delay of the shearing between the magnetic
footpoints and the middle of the fieldline. This delay causes significant variation along the
loop length, as shown in surfaces of ρ in Figure 4.13b for low β0. The aim of this section
is to illustrate the y variation and how it varies with β0.
Examples of the variation of ρ against y for high β0 and low β0 are given in
Figure 4.20, on page 94, and Figure 4.21, on page 95, respectively, for three points along
x, namely x = 0.0, x = −l/2 = −0.15 and x = −3l/4 = −0.225 (top, middle and bottom
row respectively). The left column in these two figures shows ρ over the full range in y and
the right column shows a close-up of the region near the boundary of the same figure with
a smaller range in y of 2.7 ≤ y ≤ 3.0. These two ranges in y have been chosen to clearly
illustrate the boundary layers and the parabolic variation.
Three things are evident in these figures. First, there is a clear y2 profile present in
most of these plots for both high and low β0, which is dominant for low β0. This parabolic
variation corresponds to that found using the linearisation method in Section 4.2.5 due
to viscosity. Second, near the boundaries there is a narrow boundary layer which is more
dominant for high β0 (for example Figure 4.20f) than low β0. Third, the variation and




magnitude of ρ is very different for the two β0 values. This shows that the parabolic
variation is present in the high β0 case, for example Figure 4.20c, but on a very small scale.
This explains why it is not visible in the surface of ρ for high β0 but is very prominent for
low β0.
There is also a large difference in the magnitude of ρ at different x positions.
At the midpoint x = 0 there are narrow boundary layers present in y for both high and
low β0, shown in Figure 4.20b and Figure 4.21b. In contrast, the boundary layers are
dominant in Figure 4.20f for high β0 but are not present at all for low β0 in Figure 4.21f
at x = 3l/4. Only the parabolic variation is visible at the other two positions in x for low
β0 in Figure 4.21b and Figure 4.21d. This shows that the viscous effect is dominant in the
case of low β0. However, for high β0, at x = −3l/4 the boundary layers clearly dominate
over the parabolic variation. These examples are typical of the y variation throughout the
entire domain: the high β0 case is dominated by boundary layers with a very small parabolic
profile, in contrast, for the low β0 case the parabolic variation is dominant. It is also found
the width of the boundary layers is approximately l/L, in agreement with the prediction
made from the magnetofrictional method, in Section 4.2.3.
Forces
Since it has been found that there are large spatial gradients present in the system, it is a
natural next step to analyse the forces acting on our system.
The contributions of the pressure gradient, magnetic pressure and magnetic tension
acting in the y direction are plotted at y = −L in Figure 4.22, on page 96, and the y
component total force in Figure 4.23, on page 96, as functions of x at the end of the
simulations at the two boundaries y = ±L where this force is largest, for high and low β0.
Consider the forces on the boundary at y = −L. For high β0 the pressure force
is marginally larger than and opposite in direction to the Lorentz force, which is mainly
negative, resulting in a very small positive total force. For low β0, the pressure force is
accordingly smaller and the balancing magnetic pressure is also smaller thus the remaining
magnetic tension term results in the Lorentz force being positive. This adds to the unbal-
anced part of ∂p
∂y
resulting in a larger positive total force. The analagous story is true at the
other boundary y = L with a negative total force. This results in a ponderomotive force
acting inward, creating the parabolic shape of ρ in y.
Similarly, the x component of the total force and the pressure gradient, magnetic
pressure and magnetic tension are shown in Figures 4.24, on page 96, and 4.25, on page 97,
as functions of x at y = 0 for high and low β0. In both cases the total force is small with
steep peaks showing the plasma is compressed, creating strong currents. The magnetic
pressure force is the dominant component, which results in a localised force compressing
the plasma about x = 0 and pushing outward towards the boundaries in x. This suggests
that if the plasma was not confined to the simulation box it would expand. This is indeed
the case and this is investigated later in the next section, Section 4.3.3.
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(a) Full range of y at x = 0.0.
(b) Close up of boundary layers between y = 2.7 and
y = 3.0 at x = 0.0.
(c) Full range in y at x = −l/2 = −0.15. (d) Close up of boundary layers between y = 2.7 and
y = 3.0 at x = −l/2 = −0.15.
(e) Full range in y at x = −3l/4 = −0.225.
(f) Close up of boundary layers between y = 2.7 and
y = 3.0 at x = −3l/4 = −0.225.
Figure 4.20: Plots of ρ as a function of y at the end of the simulation t = 400 for simulation 1 in
Table 4.1 on page 79 at different points along x.




(a) Full range in y at x = 0.0.
(b) Close up of boundary layers between y = 2.7 and
y = 3.0 at x = 0.0.
(c) Full range in y at x = −l/2 = −0.15.
(d) Close up of boundary layers between y = 2.7 and
y = 3.0 at x = −l/2 = −0.15.
(e) Full range in y at x = −3l/4 = −0.225.
(f) Close up of boundary layers between y = 2.7 and
y = 3.0 at x = −3l/4 = −0.225.
Figure 4.21: Plots of ρ as a function of y at the end of the simulation t = 400 for simulation 3 in
Table 4.1 on page 79 at different points along x.
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(a) Simulation 1 (b) Simulation 3
Figure 4.22: Plots of the y component of the forces: pressure gradient, magnetic pressure and magnetic
tension as a function of x at the bottom boundary y = −L at D ≈ 7.9 (t = 400) for simulations in
Table 4.1 on page 79.
(a) Simulation 1 (b) Simulation 3
Figure 4.23: Plots of the y component of the total force as a function of x at the two boundaries at
y = ±L at D ≈ 7.9 (t = 400) for simulations in Table 4.1 on page 79.
(a) Simulation 1 (b) Simulation 3
Figure 4.24: Plots of the x components of the forces: pressure gradient, magnetic pressure and
magnetic tension as a function of x in the midpoint in y at D ≈ 7.9 (t = 400) for simulations in
Table 4.1 on page 79.




(a) Simulation 1 (b) Simulation 3
Figure 4.25: Plots of the x component of the total force as a function of x in the midpoint in y at
D ≈ 7.9 (t = 400) for simulations in Table 4.1 on page 79.
(a) Simulation 1
(b) Simulation 3
Figure 4.26: Two points are chosen at the midpoint y = 0, corresponding to x = 0 and x = −l/2, and
the magnitude of By is plotted against t for simulations in Table 4.1 on page 79.
Variation of the Axial Field
The compression and expansion of the plasma is mainly seen in the background field, By.
To illustrate this, two points, x = 0 and x = −l/2 = −0.15 are chosen at y = 0. The
magnitude of By at these points is plotted as a function of t in Figure 4.26, on page 97,
for high (Figure 4.26a) and low β0 (Figure 4.26b). This shows that, at x = −l/2, By
decreases from its initial value of one by about 20% for both values of β0 by the end of the
simulation. At x = 0 the magnitude of By increases by ∼ 60% for high β0 and 100% for
low β0. This shows significant changes in the parallel magnetic field which, as previously
mentioned, illustrates that one of the assumptions of RMHD, namely, that the axial field
remains constant, is not valid for this system. This change in By indicates that the parallel
field is expanding and compressing.
Figure 4.27 on page 98 shows the maximum of By at y = 0 for all four values of
β0. This shows that for small t the axial field in all cases is similar. On the other hand as
time increases the high β0 case is much smaller than the other three values. This shows
that the axial field has not been compressed very much yet for high β0 compared to the
other simulations. The two lowest values of β0 give essentially the same maximum value
for By, indicating there is a limit to how much the field can be compressed.
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Figure 4.27: Plot showing the maximum of the axial field, By, as a function of t for the four values of
β0 corresponding to simulations 1-4 in Table 4.1 on page 79.
Fieldlines
The compression and expansion of the magnetic field can be visualised by considering
fieldlines. Figure 4.28 on page 99, shows the fieldlines for high (Figure 4.28a) and low β0
(Figure 4.28b), corresponding to contours of the flux function, A, calculated by integrating
By as A =
∫
Bydx. The fieldlines at the end of the simulation are shown along with the
fieldlines of the initial uniform background field B0 at t = 0. It is evident that the field is
compressed around x = 0 and has expanded away from x = ±l/2.
It is difficult to tell from the fieldlines whether the field is compressed more for low
β0 as suggested earlier. This can be investigated by calculating the distance these fieldines
have moved from their initial positions at t = 0. Note that this displacement is due to the
compression or expansion of the plasma in x and not that imposed by the driver, which
acts in the z direction, that simply moves the fieldlines. The displacement of the fieldlines
at the end of the simulations is plotted against their initial position in x in Figiure 4.29, on
page 99, for high (Figure 4.29a) and low β0 (Figure 4.29b). As expected, in a low β plasma,
magnetic forces dominate and the distance the fieldlines are displaced by is larger than for
high β0. Hence, the field has been compressed more than the high β0 case, even though
the footpoint displacement is the same in both cases, as suggested in the last section and
Figure 4.27 and Figure 4.29.
Parallel Velocity, vy
Since the plasma is being moved around there must be a corresponding velocity. The















was calculated as a function of time for high and low β0. It is found that the integrated
velocity is constant for low β0 however it is slightly increasing for the high β0 case. Since
vx is symmetric in x (vx ∝ sin(2kx) see Section 4.2.5) it integrates to zero. However, vy
is not symmetric and does not integrate to zero. The maximum of the integral of vy in x,




(a) Simulation 1 (b) Simulation 3
Figure 4.28: Fieldline plots showing the intial straight fieldlines (dashed lines) and final positions of
the fieldlines at D ≈ 7.9 (t = 400) for simulations in Table 4.1 on page 79. The y range has been
restricted to 2.5 ≤ y ≤ 3.0 to clearly show the fieldlines at the boundaries. The fieldlines are straight
in the middle of the box.
(a) Simulation 1 (b) Simulation 3
Figure 4.29: Displacement for fieldlines against their intitial x position for simulations in Table 4.1 on
page 79.
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(a) Simulation 2 (b) Simulation 3
Figure 4.30: Maximum integrated vy in x, Equation (4.39), as a function of time for simulations in
Table 4.1 on page 79.
(a) Simulation 1
(b) Simulation 3
Figure 4.31: Two points in y, corresponding to y = ±L/2 at x = 0 are followed in time. The magnitude











Q(t) is shown in Figure 4.30 on page 100 for both fairly high (Figure 4.30a) and low β0
(Figure 4.30b). For high β0 this quantity is near zero but starting to increase, explaining
the increasing velocity integral. For low β0 this quantity reaches a steady state and this is
why the integrated velocity is constant in this case.
It has been shown that there is a force pushing the plasma inwards in y, along the
loop length. It follows that there is a corresponding parallel velocity. The parallel flow, vy,
is measured at x = 0 and y = ±1/2L and shown as a function of time in Figure 4.31,
on page 100, for high (Figure 4.31a) and low β0 (Figure 4.31b). The value of the parallel
velocity, vy, at the two points y = ±L/2 is equal and opposite in both cases but the
sign is reversed for the different β0 values. In the low β0 case the velocity is negative for
y = L/2 and positive for y = −L/2. This clearly illustrates the inward flow parallel to the
background magnetic field which transports the density. For the high β0 case the parallel
flow is smaller and in the opposite direction: towards the boundaries, until a time near the
end when the sign of vy changes, indicating that the same inward flow seen in the case of
low β0 would also occur if this simulation was continued for longer.




(a) Simulation 1 (b) Simulation 3
Figure 4.32: 2D surfaces of |j| for D ≈ 7.9 (t = 400) for simulations in Table 4.1 on page 79.
Current
It has been shown that the magnitude of the parallel and sheared components of the
magnetic field change significantly, leading to large gradients. This indicates that there is
a large current present. The magnitude of the current |j| is calculated and is shown as
a surface in Figure 4.32, on page 101, at the end of the simulations (t = 400) for high
(Figure 4.32a) and low β0 (Figure 4.32b). The large localised structures in the surfaces
indicate strong currents in both cases. The maximum is larger for the low β0 case which
agrees with the higher derivatives due to the fieldlines being compressed more in this case.
4.3.3 Full MHD Dynamics: Field Expansion
It was suggested earlier that the magnetic field could expand if there was extra room in the
computational box. In this section we investigate how much the field expands depending
on how much space there is for the magnetic field to expand. This is done by varying
how much of the domain the driver is applied over. The plasma β0 is chosen to be 4/30
(as in Simulation 2 in Table 4.1 on page 79) as this value is not too low as to cause
computational problems yet small enough that the redistribution of ρ is visible towards the
end of the simulation but does not affect the dynamics significantly.
For clarity, we redefine the velocity on the boundaries at y = ±L. In this section,
we choose the half-width to be l′ = 2l = 0.6 and define the driver to be




) if− al′ ≤ x ≤ al′
0 elsewhere
(4.40)
where F (t) is the same as before, given in Equation (4.4) on page 64. The constant a is the
fraction of l′, (a ≤ 1), that the driver is applied over. For example, if the driver is applied
over a quarter of the domain, a = 1
4
. The boundary velocity given in Equation (4.40) is
vz(x,±L, z, t) =
{
±F (t) sin(4kx) if1
4
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Table 4.2: The initial internal energy, e0, and β0 for our three full MHD simulations. The quantity a
is the fraction of the boundary in x that the driver is applied over.
Simulation β0 = 2p0 e0 = 3/2p0 a
e1 4/30 0.1 3/4
e2 4/30 0.1 1/2
e3 4/30 0.1 1/4
(a) Simulation e1 (b) Simulation e2 (c) Simulation e3
Figure 4.33: Plots of the kinetic energy when varying the fraction a of l′ that the driver is applied
over for simulations in Table 4.2 on page 102.
This ensures that a smooth continuous sinusoidal profile is used while a is varied, allowing






, as summarised in Table 4.2 on page 102.
Effect on Kinetic Energy of Field Expansion
The kinetic energy for the three values of a are shown in Figure 4.33 and can be compared
to the main full MHD results in Figure 4.9 on page 84. These figures show that as a is
decreased the kinetic energy decreases more rapidly. This is a consequence of changing the
argument of the sine in the driver equation: the kinetic energy decreases inversely propor-
tionally to a even though the initial β0 and ν are held constant. This can be understood
algebraically using the linear solution derived in Section 4.2.5 and Appendix C as follows.





, thus the viscous term of the sheared magnetic field Bz ∝ 1a2 .
Hence the x independent term, G(y), in vy and ρ are modified by the same amount 1a2 . This
is the term responsible for the density redistribution in y. Therefore G(y) is proportional to
1
a2
. For our chosen values this corresponds to 16
9
, 4 , 16, showing that this process becomes
increasingly important as a is decreased. For a = 1
4
a problem has occured towards the
end of the simulation which may be related to the consequences of this and has caused the
code to breakdown due to numerical problems. This is interesting as a similar evolution
of kinetic energy has occured for small a as for very low β0 (simulation 4 in Table 4.1 on
page 79) shown in Figure 4.9d. This could be a very useful feature as it would allow for
this effect to be investigated more easily for lower β0 values by decreasing a instead of β0.
Effect on ρ of Field Expansion
Allowing the field to expand has a significant effect on ρ as shown as a surface in x and y
in Figure 4.34, on page 103, for t = 400 at the end of the simulations. The parabolic shape
of ρ becomes more noticeable as a is decreased, becoming very pronounced for a = 1
4
the







Figure 4.34: Surfaces of ρ in x and y when varying the fraction a of l′ that the driver is applied over
for simulations in Table 4.2 on page 102.
(a) Total force acting in x at y = 0. (b) Total force acting in y at y = ±L.
Figure 4.35: Plots of the total force components as a function of x at D ≈ 7.9 (t = 400) for simulation
e2 in Table 4.2 on page 102.
lowest value chosen here. These surfaces are similar to those found previously for the main
full MHD data in Table 4.1 on page 79 for different values of β0 shown in Figure 4.13.
Simulation 3 with low β0 has a final state similar to small values of a. The spiked parts
in the surface for a = 1
4
indicates the system has encountered numerical problems for the
smallest value of a.
Forces in Field Expansion
It is interesting to see how applying the driver over part of the x range affects the forces
in the x and y directions. This, of course, will show if the field is expanding and how this
change affects the density. The x component of the total force is shown in Figure 4.35a, on
page 103, as a function of x, for a = 1/2. It is initially surprising to see that the force in x
has the opposite sign compared to the main simulations analysed previously. In the previous
cases where there was no room for the plasma to expand the magnetic force dominated the
pressure gradient. However, now the field can expand which means the magnetic pressure
does not build up at the boundary and less pressure force is needed to balance it. It may be
the case that the plasma is not as compressed in the middle either. Here the x component
of the force has a small magnitude at the boundary of the driven region in x which acts
toward the boundaries. This shows that the force is acting to expand the plasma. Around
x = 0 the y component of the total force, in Figure 4.35b, is similar to before. In contrast
in the region where the field is expanding the force shows rapid oscillations. This may
indicate that these simulations are under-resolved.
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(a) Plot of By against x at y = 0 for t = 350 for each
value of a.
(b) Plot of the x position where By changes by 1%
from its boundary value for each value of a. This
estimates how far the magnetic field expands in each
case.
Figure 4.36: The values of a are those used in the simulations in Table 4.2 on page 102.
Effect on Fieldlines and Flux Conservation of Field Expansion
It is interesting to consider how driving a perpendicular magnetic field component results
in compression or expansion of the background field when different amount of the field





. This force acts on the plasma density to compress or expand it. A
good illustration of flux conservation is given by this change in the background field, By,






for all y and time. This shows that the total flux along x remains the same throughout the
simulation. Initially the flux is divided equally between the regions where the shearing is
applied and where it is not. Thus, when the field (and flux) decreases due to the magnetic
pressure in a certain region, the area of this region must increase (expand) in order to
contain the same amount of flux and thus maintain flux conservation. It follows that the
unsheared region loses area and, hence flux, and so the constant value of the unsheared
region must increase. The more flux that is contained in the unsheared region, the lower
By is where the driver is applied. This idea is shown in Figure 4.36a, on page 104, for each
value of a considered. Here By is plotted against x at y = 0 at the end of the simulations
(t = 350). Note here that the smaller a the smaller By everywhere and, in each case, the
field expands by a different amount. In Figure 4.36b the amount the field has expanded,
defined as the point where the field has changed by 1% from the value at the boundary,
is shown as a function of time for each a. The last couple of points for a = 1
4
show a
significant jump in magnitude, so, again, the sign that this simulation has encountered
problems.
Figure 4.37a shows the initial and final fieldlines for a = 1/2. This illustrates that




(a) Fieldlines at t = 0 (dashed lines) and t = 400
(black solid lines). The y range has been restricted
to 2.5 ≤ y ≤ 3.0 to clearly show the fieldlines at the
boundaries. The fieldlines are straight in the middle
of the box.
(b) Maximum displacement in x for fieldlines as a
function of their intitial x position.
Figure 4.37: Figures for simulation e2 in Table 4.2 on page 102.
the magnetic fieldlines are allowed to expand into the region where there is no shear. It is
difficult to tell by the fieldlines alone that the magnetic field is compressed in the middle
as for the main MHD data previously discussed in Figure 4.28 on page 99. This is because
the field expands a lot into the region with no shearing applied. To see if the fieldlines
in the middle are still compressed, we calculate the maximum displacement for fieldlines
starting at different initial x values in Figure 4.37b. This shows that the field is indeed
still compressed in the center about x = 0 but the displacement at other x values is much
larger.
4.4 Summary
A simple footpoint shearing experiment has been investigated in this chapter to test four
different methods: magnetofrictional relaxation, 1D approach, linearisation and RMHD,
against full MHD results. The relaxation method provides an excellent match to the full
MHD results for B for low β0, regardless of the footpoint displacement. The inclusion of
the gas pressure and plasma density is possible (see Hesse and Birn 1993), but this has not
been done here.
Solutions of the 1D approach give outstanding agreement with the Lare2D results
for By, Bz, p, ρ, jy, and jz for all footpoint displacements and low values of β0 investi-
gated. There are small descrepancies for higher values of β0 and the pressure and density
predictions are displaced for low β0. The 1D approach is, of course, derived with this
specific experiment in mind. Unlike the relaxation method, it is not readily extendable to
more complex photospheric footpoint displacements, but it does do exceptionally well for
this particular problem.
The simplest dynamical approach, linearisation was used to expand the MHD
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equations in powers of D/L. In principal, this should only be valid for D  L. Surprisingly,
it has been found that this method provides good agreement for D/L . 1. One strength of
this model is that it can provide useful insights into the dynamics. The MHD equations can
always be linearised, but the existence of an analytic solution for more complex boundary
conditions is not certain.
For this 2.5D system, RMHD is identical to the first-order linear MHD results, and
thus is not capable of reproducing the results from full MHD. This is primarily because its
main assumptions do not hold in this situation. While RMHD has the same parallel current
component jy as linear MHD, it does not provide any information about jz ≈ (∂By/∂x)
since there can be no change to By. Hence, force balance can only be maintained by bal-
ancing the magnetic pressure due to B21z/2 by the gas pressure instead of through a change
in the axial field, By. RMHD can, in theory, be applied to more complex incompressible
photospheric motions, but it is uncertain whether the resulting evolution would satisfy the
assumptions of RMHD, even if valid initially. Hence further investigation into validity of
RMHD is required.
Solving the full MHD equations remains the preferred approach, provided sufficient
computing resources are available to generate the long time evolution of the magnetic field.
There are many possible choices to extend this investigation to more complex
systems and to explore the dependencies of this system in more detail. One interesting
direction is to test different driving motions.
The main message to be taken from this work is that care should be taken not to
simply implement a method without first establishing whether the assumptions are valid.
As mentioned, the driving motions used in this chapter are very similar to that
used with RMHD in Rappazzo, Velli, and Einaudi 2010. In order to motivate qualitative
comparisons with their study and discuss validity of RMHD, our simple system must be
extended to 3D and a perturbation needs to be added. This is done in the next chapter.
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Tearing Instability: Validity of RMHD
5.1 Introduction
In the last chapter, we modelled the evolution of a footpoint driven coronal loop. The slow
continuous driving applied at the loop ends allows the magnetic field to evolve through
sequences of equilibria, during which the magnetic energy is stored. The build up of
magnetic energy is the first stage of the coronal heating model. The next stage is the
release of this stored energy. This can be done by reconnection. One mechanism to trigger
reconnection is the tearing instability.
Conditions for the onset of the tearing instability are well known analytically, Furth,
Killeen, and Rosenbluth 1963, and have been investigated analytically and numerically, using
a stationary equilibrium magnetic field in full MHD (for example Velli and Hood 1989;
Steinolfson 1983; van Hoven 1979; Einaudi and Rubini 1986; Einaudi and Rubini 1989) and
RMHD (for example: Huang and Zweibel 2009; Strauss 1988).
Validity of using the RMHD equations for insights into the tearing mode, depends
on the approach used. If complete invariance, i.e no slow variation, along the background
field direction is assumed the equations and subsequent analysis are equivalent to that found
for 2D incompressible MHD, and the growth rate is given by Equation (2.68) on page 25.
On the other hand, if the slow parallel variation is retained in the equations which are
then linearised, solutions are likely to be inaccurate. As noted in the appendix of Oughton,
Dmitruk, and Matthaeus 2003, it is inappropriate to linearise the RMHD equations, since
RMHD assumes the nonlinear and linear terms are of the same order of magnitude and the
method of linearisation seeks to separate these processes.
Generally, the onset of the tearing mode in an initially stationary equilibrium con-
taining current layers is studied. A more realistic approach is to consider the onset while
strong currents are forming in time. Recently a modification to the fundamental tearing
analysis was proposed which takes into account the time dependent formation of current
by Uzdensky and Loureiro 2016; Tolman, Loureiro, and Uzdensky 2018.
The focus of most of these previous studies has been on understanding the growth
rates, onset conditions and reconnection properties of the tearing instability. Another aspect
of the phenomenon is to consider the overall time evolution of the system: evolution
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through sequences of equilibria, formation of current sheets, development of the instability,
subsequent energy release and further, yet unknown evolution after the instability.
Recently, Rappazzo, Velli, and Einaudi (2010) used RMHD to investigate the time
evolution of a driven coronal loop in which the tearing mode occurs. They impose a driver
of the form







This is very similar to the driver, Equation (4.3), applied in the previous chapter. An
additional spatially random perturbation is imposed in vx, to excite the tearing mode.
Further details are given in Section 3.6.2. They concluded that the build up of energy
and the release due to the tearing mode only occured once. This does not agree with the
coronal heating picture in full MHD, in which the build up and release of energy happens
cyclicly. It is unclear whether RMHD is valid for the development of the tearing instability,
since steep gradients are involved and the dynamics are likely to be 3D.
It is the aim of this chapter to check this conclusion of Rappazzo, Velli, and Einaudi
2010 using full MHD. To do this, our 2.5D system described in Chapter 4, is extended to
3D and an additional-symmetry-breaking perturbation is applied at the boundaries. Ideally,
both the full MHD and RMHD equations would be solved to enable direct comparisons
of these methods. Unfortunately, it has not been possible to do this. Nevertheless, the
general evolution of our full MHD simulations can be qualitatively compared to results found
using RMHD in Rappazzo, Velli, and Einaudi 2010 and enable us to confirm or disprove
their conclusion. Our full MHD results can also be analysed to investigate whether the
assumptions and constraints of RMHD are valid or not during the evolution.
This chapter is organised as follows. In Section 5.2 the full MHD equations and
additional experimental set up is discussed. Results are presented in Section 5.3; in Sec-
tion 5.3.1 our set of full 3D MHD simulations are briefly discussed, in Section 5.3.2 the
assumptions and constraints of RMHD are tested using our full MHD data. in Section 5.3.3
we discuss the qualitative similarities and differences between our full MHD simulations. In
Section 5.3.4 the dynamical evolution of one of our full 3D MHD simulations is described.
In Section 5.4 a summary is given.
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The full 3D dissipative compressible MHD equations, described in Chapter 2 in Equa-




+ ρ(v · ∇)v = −∇p+ j×B +∇ · S, (5.1a)
∂ρ
∂t
+∇ · (ρv) = 0, (5.1b)
∂B
∂t



















, and ∇ ·B = 0 . (5.2)
As before, in Chapter 2, the viscous stress tensor is given by Equation (2.13) and the strain
rate is given by Equation (2.14). For the current experiment nonzero resistivity is necessary
in order to study the nonlinear tearing mode. Care needs to be taken to ensure that η is
not too large with respect to the driving velocity. As shown in Bowness, Hood, and Parnell
2013 a nonzero value of η will cause the driven magnetic field component to saturate to a
maximum footpoint displacement where the footpoints cannot be driven any further. To
ensure that this is not a problem we take η to have the form
η = ηb + ηanom,
where ηb is a background resistivity which allows dissipation throughout the domain and
ηanom is an anomolous resistivity which is only locally switched on once the modulus of the
current exceeds a threshold value, jcrit, as
ηanom =
{
0 |j| < jcrit,
ηanom |j| ≥ jcrit.
(5.3)
Anomolous resistivity is used so that localised dissipation only occurs in regions of high
current density.
The MHD equations are normalised in the same way as discussed in Section 4.2.1.
Thermal effects are not considered in this chapter. Quantities simply scale accordingly when
changing the normalisation, ρ0, R or B0. The values used in this chapter are the same as
for the previous chapter, namely B0 = 0.01T, ρ0 = 1.67×10−4kg/m3 and R = 180, 000m.
This normalisation gives an Alfvén speed of VA = 2070m s−1, Alfvén travel time of t0 = 87s
and a reference temperature of 516.7K.
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5.2.2 Experiment Description
As in Chapter 4, Section 4.2.2, we consider a computational box of size 0 ≤ x, y ≤ 2`, and
0 ≤ z ≤ 2L. In this 3D box we have an initial, uniform magnetic field, B = B0êz, uniform
density, ρ0 and uniform pressure, p0. In our dimensionless variables, B0 = 1, ρ0 = 1 and p0
is a constant. We take L = 2.5 and ` = 0.5, which gives the ratio `/L = 0.2  1. This
large aspect ratio satisfies the second RMHD assumption. Line tied boundary conditions
are used at the loop ends in z and periodic boundary conditions are used in x and y. All
quantities, except velocity, have zero gradients at the loop ends. The parallel velocity, vz, is
zero at the loop ends. The remaining two velocity components are given a specific driving
profile as follows.
Two types of velocity motions are required at the loop footpoints in order to
investigate the evolution of the nonlinear tearing instability in an initial uniform background
field. First, we need to create a spatially varying equilibrium magnetic field which changes
sign over a small distance. This is done by applying a driving velocity, vy, that shears the
initial uniform background field. This motion is considered to be sub-sonic and sub-Alfvénic
and it has been shown before, in Goldstraw et al. 2018 and Chapter 4, that this system would
evolve through sequences of equilibria if it is not disturbed. Second, a small symmetry-
breaking perturbation is needed to produce a wavevector which satisfies k ·Be = 0 (where
here Be is the equilibrium field, such as Equation (2.47) on page 21, in Section 2.8 for the
tearing analysis). This is achieved by injecting waves in vx.
Following on from Chapter 4, we choose the same driving motions as in Equa-
tion (4.3) on page 64. In this chapter the size of the box has been altered, and so the
adjusted driving velocity is given by
vy(x, y, z = 0; z = 2L, t) = ±F (t) sin kx, (5.4)
where k = π/`. The time-dependent amplitude, F (t), is given by Equation (4.4) on page 64
with amplitude V0 shear. We use t1 = 6 and τ0 = 2, as in Chapter 4. The second type of
velocity fluctuations are symmetry-breaking perturbations. These perturbations are taken
to be waves in vx. In order to ensure the system setup is, theoretically, valid in the RMHD
formalism it is necessary to ensure the footpoint motions are incompressible. Two possible
boundary conditions that satisfy this are chosen: one involving kink waves and the second
involving sausage waves. The boundary conditions for kink waves are of the form






where V0 waves is the amplitude of the waves and τwaves is the period of the kink waves.
The boundary conditions for kink waves, Equation (5.5), and the driving velocity, Equa-
tion (5.4), are incompressible. The second type of boundary conditons for vx used is in
the form of sausage waves. In this case a small modification to the shear velocity, Equa-
tion (5.4), is needed to ensure incompressibility. The boundary conditions for a sausage
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(a) Vector field of Equation (5.5) for a perturba-
tion in the form of kink waves.
(b) Vector field of Equation (5.7) for a perturba-
tion in the form of sausage waves.
Figure 5.1: Vector field representation of the two types of perturbations used.
wave perturbation are given by












We consider the case V0 shear  V0 waves only for sausage waves. The correction to the
shear velocity to maintain incompressibility on the boundaries for the sausage waves is
small compared to the size of the shear. The wave amplitude for the kink waves is varied
with respect to the driver amplitude. These two types of perturbations in Equation (5.5)
and Equation (5.7) are represented as vector fields in the x− y plane in Figure 5.1.
The footpoint displacement is given by Equation (4.5) on page 65. The maximum
displacement is taken to be equal to the displacement due to the driving, Dshear, only. The
displacement due to the waves, Dwave, is neglected since the displacement due to the waves
is orthogonal to the driving motion. Furthermore the displacement in y due to the driver,
Dshear, increases indefinitely as a function of time, whereas Dwave has a maximum possible
distance before reversing direction. Thus Dshear > Dwaves after only a couple of timesteps,
hence we shall write D = Dshear.
The relevant amplitude in this system are very similar to Chapter 4, discussed in
Section 4.2.2, with the addition of the wave amplitude, V0 waves. A reference velocity, V0, is
taken for the driving and wave amplitudes. In order to pass through sequences of equilibria,
we require
Vdiss  V0 shear, V0 waves  cs. (5.8)
The driving and wave amplitudes are also slow and sub-Alfvénic if V0 shear  1 from
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Table 5.1: The values for our full MHD simulations. V0 = 0.02. η and ν are the order of 10−4.
Simulation β0 = 2p0 e0 = 32p0 ν η0 ηanom |j| V0 shear V0 waves τwaves waves
MHD:A 4/30 0.1 1 1 0.0 - V0 V0/10 4.0 kink
MHD:B1 4/30 0.1 1 1 0.0 - V0 2V0 4.0 kink
MHD:B2 4/30 0.1 1 1 0.0 - V0 V0 4.0 kink
MHD:B3 4/30 0.1 1 1 0.0 - V0 V0/100 4.0 kink
MHD:B4 4/30 0.1 1 1 0.0 - V0/2 2V0 4.0 kink
MHD:C 4/300 0.01 1 1 0.0 - V0 V0/10 4.0 kink
MHD:D 4/30 0.1 1 1 0.0 - V0 V0/10 9.0 kink
MHD:saus 4/30 0.1 1 1 0.0 - V0 V0/10 4.0 sausage
MHD:anom1 4/30 0.1 1 0.0 1 30 V0 V0/10 4.0 kink
MHD:anom2 4/30 0.1 1 0.0 10 30 V0 V0/10 4.0 kink
MHD:shear 4/30 0.1 1 1 0.0 - V0 0.0 0.0 -
MHD:ideal 4/30 0.1 0.0 0.0 0.0 - V0 V0/10 4.0 kink
Equation (4.2) on page 63. Accordingly we take a reference speed of V0 as 0.02. As
before, in Chapter 4, Equation (4.6) on page 65 then requires that the pressure is larger
than a minimum value of p0  2.4 × 10−4. This is satisfied in the simulations pre-
sented here. The driving and wave amplitudes are allowed to vary relative to the reference
speed, V0, and each other. The important parameters that will be varied in this study are:
V0 shear, V0 waves, τwaves, β0, ηb, ηanom. The two types of perturbation: kink and sausage
waves, are also tested.
In the next section we discuss the results of our full MHD simulations.
5.3 Results
As an initial test, two simple 3D simulations, MHD:ideal and MHD:shear in Table 5.1 on
page 112, were done to ensure the general evolution is as expected and similar to our previ-
ous 2.5D MHD simulations, discussed in Chapter 4, Section 4.3. First, an ideal simulation,
simulation MHD:ideal, with ν = η = 0, uses the shearing, given by Equation (5.4), and kink
waves, given by Equation (5.5). Energies are shown in Figure 5.2. The magnetic energy,
shown in Figure 5.2b, increases quadratically, in agreement with Chapter 4 results presented
in Figure 4.8 on page 83. The kinetic energy, shown in Figure 5.2a, oscillates about an
approximately steady state, in agreement with results from Chapter 4, in Figure 4.9 on
page 84. The kink waves make little difference and the evolution of the magnetic and
kinetic energies are very similar to the previous 2.5D case. From this it is confirmed that
the tearing instability does not occur in an ideal system. This simulation also provides a
useful reference of an ideal evolution. A second test was done for a system very similar to
Chapter 4 using the driver, Equation (5.4) and nonzero viscosity. Simulation MHD:shear
also uses nonzero resistivity to check the effect this has on the evolution. The magnetic
and kinetic energy, Figure 5.2, evolve similarly to the above ideal case, except that the
magnetic energy does not increase as quickly as the ideal and previous 2.5D cases, which
is a consequence of non zero η. This simulation allows us to check that the perturbation
applied at the boundary is necessary for the onset of the tearing mode and provides a useful
benchmark for the dynamics of a resistive system if the instability did not develop.






Figure 5.2: Plots of volume integrated instantaneous energy as functions of time. The legends refer
to the simulation names in Table 5.1 on page 112.
5.3.1 Overview of Full MHD Simulations
Several full MHD simulations, detailed in Table 5.1 on page 112, were done for different
system parameters. A number of parameters are varied to investigate how the footpoint
motions affect the evolution of the system. These parameters include: the wave and driving
amplitudes, V0 waves and V0 shear (simulations MHD:A, B1-4) , wave period, τwaves (simula-
tion MHD:D) and the initial plasma beta, β0 (simulation MHD:C). Simulation MHD:A is
used as the reference case. For most simulations one parameter was changed with respect
to this reference case.
Two sets of boundary conditions are chosen so that the perturbations are incom-
pressible to keep the initial setup within the RMHD formalism. This way any compressible
effects are dynamically created during the evolution. It is then possible to investigate if the
system remains in a state similar to RMHD or whether additional effects are important.
In simulation MHD:saus, a driving profile and perturbation in the form of sausage waves,
given in Equation (5.6) and Equation (5.7) is applied at the loop ends. The driver and
perturbation in the form of kink waves, given by Equation (5.4) and Equation (5.5), are
applied in all other simulations, except simulation MHD:shear, where no perturbation is
applied as discussed above. The majority of the simulations, in Table 5.1 on page 112, use
background resistivity, η0, however it was difficult to test the effect of varying η this way.
A larger value of η causes the footpoints to slip (Bowness, Hood, and Parnell 2013). Once
this happens the field cannot be driven any further and the instability may not develop. A
value of η that is too small results in numerical resistivity dominating the physical value.
Thus, in order to circumvent this problem and investigate the effect of changing η, two sim-
ulations, MHD:anom1 and MHD:anom2, are done using two different values of anomolous
resistivity, ηanom, which is locally turned on where |j| exceeds a specified threshold. Both
of these simulations use the same threshold.
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(a) The perturbation amplitude, V0 wave is varied.
(b) The perturbation and driver amplitude,
V0 waves and V0 shear, are varied.
(c) The perturbation period, τwaves and initial β0
are varied.
(d) Anomolous resistivity, ηanom is varied.
(e) Type of perturbation is varied.
Figure 5.3: Plots of volume integrated instantaneous kinetic energy against time for all of the simu-
lations on a logarithmic y axis. The legends refer to the simulation names in Table 5.1 on page 112.




(a) The perturbation amplitude, V0 wave is varied.
(b) The perturbation and driver amplitude,
V0 waves and V0 shear, are varied.
(c) The perturbation period, τwaves and initial β0
are varied. (d) Anomolous resistivity, ηanom is varied.
(e) Type of perturbation is varied.
Figure 5.4: Plots of volume integrated instantaneous magnetic energy against time for all of the
simulations. The legends refer to the simulation names in Table 5.1 on page 112.
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(a) The perturbation amplitude, V0 wave is varied.
(b) The perturbation and driver amplitude,
V0 waves and V0 shear, are varied.
(c) The perturbation period, τwaves and initial β0
are varied. (d) Anomolous resistivity, ηanom is varied.
(e) Type of perturbation is varied.
Figure 5.5: Plots of volume integrated instantaneous internal energy against time for all of the simu-
lations. The legends refer to the simulation names in Table 5.1 on page 112.




(a) The perturbation amplitude, V0 wave is varied.
(b) The perturbation and driver amplitude,
V0 waves and V0 shear, are varied.
(c) The perturbation period, τwaves and initial β0
are varied. (d) Anomolous resistivity, ηanom is varied.
(e) Type of perturbation is varied.
Figure 5.6: Plots of volume integrated and time integrated ohmic heating against time for all of the
simulations. The legends refer to the simulation names in Table 5.1 on page 112.
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Energies
The kinetic, magnetic and internal energy are plotted in Figure 5.3 (page 114), Figure 5.4
(page 115) and Figure 5.5 (page 116), respectively. The volume and time integrated
ohmic heating is shown in Figure 5.6 on page 117. These figures show the energies for all
simulations in Table 5.1. Initially, all of these simulations have generally the same energy
evolution, which also agrees with the energy evolution of the 2.5D simulations in Figure 4.8
(page 83) and Figure 4.9 (page 84): kinetic energy oscillates around a steady value and
magnetic energy is stored. Then, once the shearing exceeds a critical value, the tearing
instability develops. For this shearing motion the instability occurs at about t = 280,
in all cases presented in this chapter, except simulations MHD:ideal and MHD:shear as
discussed earlier. The subsequent evolution differs from those discussed previously. After
the instability develops the general evolution is as follows: the magnetic energy decreases,
as it is converted to kinetic and internal energy, corresponding to a peak in kinetic energy
and a large increase in internal energy and a rapid increase in the ohmic heating.
For simulations MHD:B1-3, which vary the perturbation amplitude, V0 waves, the
time that the instability develops varies slightly compared to simulation MHD:A, as shown
in Figure 5.3a. Varying V0 waves does not affect the rate of increase of magnetic energy,
shown in Figure 5.4a. This means that the amount of energy stored depends on the onset
time. Simulation MHD:B3, the smallest perturbation amplitude, develops the instability
last. Simulations, MHD:B1 and MHD:B2, where the perturbation amplitude is larger than
the driving, have a similar onset time which is smaller than MHD:A. For simulation MHD:B4,
the driving speed is much less than the wave speed: V0 waves = 4V0 shear. Magnetic energy
builds up significantly more slowly, shown in Figure 5.4b, compared to the other simulations,
since the driving amplitude, V0 shear, is smaller. When the tearing instability does develop,
at about t = 500, there is not as much magnetic energy stored and the peak in kinetic
energy is smaller. This shows that the onset of the instability does depend on the relevant
speeds of the waves and driver.
The energy evolution for simulations MHD:A and MHD:saus, Figure 5.3e, Fig-
ure 5.4e and Figure 5.5e, are very similar, showing that the evolution is equivalent using
either kink or sausage waves.
For simulations MHD:anom1 and MHD:anom2, using anomolous resistivity, the
kinetic, magnetic and internal energies are shown in Figure 5.3d and Figure 5.4d and
Figure 5.5d, respectively, and the ohmic heating is shown in Figure 5.6d. Initially the
two simulations are indistinguishable from the ideal case in MHD:ideal then the maximum
current exceeds the threshold value and switches on the anomolous resistivity. This would
enable the linear growth rate of the tearing mode to be tested for different values of ηanom in
future work. It is found that the development of the instability does depend on the value of
resistivity. The exact dependence of this needs further investigation. There is a small peak
in the kinetic energy after the instability, at a time of t ∼ 380, for simulation MHD:anom2
but no visible evidence of the magnetic energy being stored and so does not look like a
second instability. The general dynamics of the anomolous simulations are analogous to
the ones with background resistivity, except for the fact that in the former the magnetic
energy is stored ideally and thus reaches a larger value before the instability.




In summary, the time that the instability develops varies a little as each parameter
is varied, however the overall evolution is the same in each case. In the next section, we
test the RMHD conditions using data from our reference full MHD simulation, simulation
MHD:A.
5.3.2 Validity Tests of the RMHD Conditions
In this section, we check the conditions of RMHD, discussed in Section 3.4.1 and Oughton,
Matthaeus, and Dmitruk 2017, using similar techniques used to measure anisotropy in
Oughton et al. 2016 for full MHD turbulence with a guide field. We use data from simulation
MHD:A in Table 5.1 on page 112. These validity tests will help to indicate whether RMHD
is technically valid for the current system or not.
First, we check assumption (i) of RMHD: B20  b2⊥. We define the energy in each


















dV B2z −B20 , (5.9b)
〈B20〉 =
∫
dV B20 , (5.9c)
where B0 is the initial background magnetic field present at t = 0, δBz is the fluctuating
part of the parallel field from the initial value, B0, Bz = B0 + δBz is the total parallel
magnetic field which includes both the initial and fluctuating parts. δBx, δBy are the x
and y components of the magnetic field, which are zero initially.’ These quantities are
plotted in Figure 5.7a on page 120. This shows that during the first stage, when magnetic
energy is building up in the sheared magnetic field component, By, the amount of energy
stored in this component reaches a maximum of about 90% of the initial magnetic field
energy. It follows that the first assumption of RMHD cannot be satisfied once an appreciable
amount of energy has been stored in the perpendicular components. Most of the injected
energy is in By as the energy in Bx and δBz remains small compared to B0. After the
stored energy has been released and the system reaches a steady state, the energy in the
fluctuations is small compared to the initial field and this first RMHD condition may, again,
be satisfied.
In Figure 5.7b on page 120, δp and δρ are plotted. These are defined as the
maximum variation from the initial uniform values, for example
δρ = max(ρ)− ρ0. (5.10)
There is a huge jump in the maximum of the density, giving δρ ∼ 4, after the instability and
a large increase in the pressure (also evident in the internal energy plot in Figure 5.4a on
page 115). When using RMHD changes in density and pressure are usually not considered.
This may be arguable before and after the instability when these quantities remain relatively
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(a) Energy in each field component, defined in
Equation (5.9), plotted against time with log y
range.
(b) Variation of p and ρ from their initial uniform
values, defined in Equation (5.10), plotted against
time.
(c) Absolute maximum of velocity components
plotted against time as a fraction of the reference
velocity V0 = 0.02.
(d) Absolute maximum of magnetic field compo-
nents, in units of B0, plotted against time.
Figure 5.7: Tests of the RMHD conditions of a strong background field, variance anisotropy, negligible
changes in density for simulation MHD:A in Table 5.1 on page 112.
constant in space, providing the pressure and density effects are not important for the
dynamics, however the large change from the initial value would not be predicted.
Next, we test assumption (iii) of RMHD: variance anisotropy of the magnetic and
velocity fields: bz = vz = 0. The absolute maximums of the field components are shown
as functions of time in Figure 5.7d and Figure 5.7c on page 120, for magnetic and velocity
components, respectively. The magnitude of the fluctuating parallel component of the
magnetic field, δBz, peaks about 70% of the initial field at t ∼ 330, which occurs during
the development of the instability and subsequent reconnection. This shows that there are
significant variations in the parallel field which would be neglected in RMHD. Bx peaks at
∼ 100% of B0 and By ∼ 130%, showing that the magnitude of all of the components
is similar to B0. Ng, Lin, and Bhattacharjee 2012 also show that the magnitude of the
perpendicular components is of the same order as the initial field in their RMHD simulations.
The absolute maximum magnitude of the velocity components are much greater than the
reference velocity, V0 = 0.02. The parallel component of velocity, vz, has a maximum




(a) Absolute maximum of the divergence of veloc-
ity and the parallel and perpendicular contribu-
tions, in units of V0, as a function of time.
(b) Absolute maximum of the x, y and z deriva-
tives for Bz as a function of time to test length-
scale anisotropy.
Figure 5.8: Tests of incompressibility and lengthscale anisotropy for simulation MHD:A in Table 5.1
on page 112.
magnitude about half of the perpendicular components. Thus, if parallel fluctuations are
important in the evolution of the present system then the assumption of variance anisotropy
would not be valid here.
One of the major simplifications of RMHD is the incompressibility of the velocity
field in the perpendicular direction: ∇⊥ · v⊥ = 0. To test the importance of compressible
effects we plot the absolute maximum of ∇ · v normalised by the reference velocity, V0,
in Figure 5.8a on page 121. The divergence is split into its perpendicular and parallel
contributions, ∇⊥ · v⊥ and ∂vz∂z . During the first phase, where magnetic energy is stored,
the divergence is small, however it has been shown in Chapter 4 that the driver results
in compression and expansion of the density and magnetic field. Thus, compressible ef-
fects are potentially still important during this phase but appear small in comparison to
the compressible effects during the tearing evolution. Even when the system settles to a
stationary state, at t > 400, the divergence is non-zero and is dominated by the perpen-
dicular components, showing that even in the final state compressible effects may still be
important.
In Figure 5.8b on page 121, we test assumption (ii) of RMHD: lengthscale anisotropy.
This is done by plotting the absolute maximum of each of the derivatives of Bz as a function
of time. It is clear that during most of the evolution the derivatives of Bz have approx-
imately the same magnitude and so are roughly isotropic. Hence, any assumption that
parallel variations are small compared to perpendicular ones is not valid for this system.
The magnitude of the derivatives increases significantly during the growth of the instability
and agrees with the large variation seen below for the parallel field.
In summary, the onset of the tearing mode results in dynamics that do not techni-
cally satisfy the RMHD conditions, even when the setup is valid in the RMHD formalism.
However, it could be the case that the additional dynamical effects of compressibility and
parallel fluctuations are small compared to the main processes in the system. A full inves-
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Figure 5.9: Magnetic fieldlines, traced from a 2D plane at z = 2.5, for simulation MHD:ideal in
Table 5.1 on page 112. at t = 400. The y axis has been extended from [0, 1] to [−9, 9] to show the full
fieldline displacement. This makes use of the periodic boundary conditions in y.
tigation of this will require direct comparisons of full MHD and RMHD simulations which
will be done in the future. With these validity arguments in mind we outline qualitative
comparisons of our full MHD simulations to the RMHD ones presented by Rappazzo, Velli,
and Einaudi 2010 in the next section.
5.3.3 Qualitative Comparisons
Here we discuss some general aspects of our full MHD simulations and discuss similarities
with the RMHD study done by Rappazzo, Velli, and Einaudi 2010.
Our kinetic and magnetic energies, in Figure 5.3 on page 114 and Figure 5.4 on
page 115, show the same general characteristics found in their RMHD simulations, given
in their Figures 1 and 2. Both methods illustrate that the evolution proceeds through three
distinct phases: first the magnetic energy increases; second, the instability develops and
magnetic energy is dissipated by reconnection processes and there is an increase in kinetic
energy; lastly the system settles into a state where both magnetic and kinetic energies are
approximately constant. A small, but noteworthy, difference in the final steady state is
that our full MHD energies oscillate smoothly due to the choice of a smooth perturbation
in the form of waves. In contrast, Rappazzo et al use a spatially random constant-time
perturbation which results in a more unpredictable oscillation of the energies in the final
steady state phase.
Another point is that the maximum stored magnetic energy for Rappazzo et al’s
RMHD results has almost reached the linear saturation limit imposed by nonzero resistivity.
This shows that the magnetic field could not be driven much further. In contrast, our
full MHD simulations are not near this linear threshold where the sheared magnetic field




saturates to a maximum. However, as shown in Figure 5.2b on page 113, the magnetic
energy for MHD:shear is noticeably lower than MHD:ideal, hence the magnetic field has
slipped a considerable amount when η is nonzero.
The evolution of the perpendicular magnetic field and |j| are also similar. This can
be seen from Rappazzo et al’s figure 3, which shows fieldlines and jz in colour, and our full
MHD figures for |j|, Figure 5.13 on page 128, and vector representation of the magnetic
field in a plane perpendicular to the guide field, Figure 5.16 on page 133. In RMHD only
the parallel current is nonzero, whereas, for full MHD, we have included all components.
Rappazzo et al also retain the sign of jz. It is clear that before the instability both methods
predict fieldlines displaced in the sheared direction with strong concentrations of current.
Rappazzo et al use a driver that creates many localised concentrations of current along the
background field direction. There are not so many present in our full MHD simulations.
Once the symmetry of this initial state is broken by the perturbation, the current reduces
to localised patches of high current and “magnetic islands” form in 2D planes perpendicular
to the initial field. Again, due to the different perturbations used, the RMHD results have
many magnetic islands whereas there are not as many in our full MHD results.
Fieldline trajectories have been calculated for MHD:ideal in Figure 5.9 on page 122
and MHD:A in Figure 5.10 on page 125 and Figure 5.11 on page 126. Due to the nature
of the footpoint motions and reconnection it is not possible to follow a single fieldline
through its own unique evolution. Several fieldlines are plotted with initial points taken
along y = 0 at the midpoint in z (z = 2.5) to give an impression of the overall evolution.
Since the fieldlines undergo a large footpoint displacement in y they quickly move out of
the simulation box in this direction. To show the full displacement the simulation box in
Figure 5.9 and Figure 5.10 has been extended by several domain widths along the y direction.
This is possible, since periodic boundary conditions are used in y. The simulation box in
Figure 5.11 has been kept at its original dimensions to focus on the structure of fieldlines
after the instability.
The final sate, at t = 400, of the ideal case, MHD:ideal, is shown in Figure 5.9 on
page 122. This shows how far the fieldlines are sheared when they do not reconnect. There
is also evidence of the boundary layers, discussed in Chapter 4. This figure provides a 3D
representation of the 2D figure, Figure 4.28 on page 99, which illustrates the compression
and expansion of the magnetic field. Figure 5.10 on page 125 and Figure 5.11 on page 126
shows for four stages of the evolution of simulation MHD:A. At t = 200, in Figure 5.10a,
fieldlines are sheared. At t = 300, in Figure 5.10b, the sheared fieldlines are distorted as
the perturbation grows. At t = 350, in Figure 5.10c, the fieldlines reconnect and a new
configuration is created. At t = 400, in Figure 5.10d, after the instability, it seems that
fieldlines for MHD:A still have a large y component which appears to contradict the results
in the previous section that the maximum of the y and x components are once again small
compared to B0 after the instability. Figure 5.11d shows the same fieldlines looking down
on the x − y plane. This shows that the x and y components have a similar magnitude
which is smaller than the z component and so fieldines are slightly twisted rather than
sheared at the end. The fieldlines exit the box at the boundaries in x, and so the full
fieldlines between the z boundaries are not followed.
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Isosurfaces of |j| are also plotted for our full MHD simulation MHD:A in Figure 5.12
on page 127 at four simulations times, for two values of |j| indicated by the colourbar. These
show that initially, at t = 200 in Figure 5.12a, the current builds up in some regions, aligned
with the z axis and along the y axis. This is the same as previously found in Chapter 4
in Figure 4.32 on page 101. Then, at t = 300 in Figure 5.12b, the perturbation breaks
the symmetry of the forming current structures. Then the energy is dissipated, at t = 350
in Figure 5.12c, and, at t = 400 in Figure 5.12d, the current is concentrated in smaller
structures still aligned along z with small scale variations.
Similarly, contours of |j| are shown in Figure 5.13 on page 128 in the x− y plane
at constant z = 2.5. At early times, in Figure 5.13a at t = 200, there are localised
concentrations of strong current that extend along the initial field direction as indicated by
the straight contour lines of constant |j| in the x − y plane and surfaces of constant |j|
in Figure 5.12a, and in agreement with 2D surfaces of |j| in Chapter 4 in Figure 4.32 on
page 101. At t = 300 in Figure 5.13b and Figure 5.12b, these regions are perturbed by
the waves and the current increases further in various smaller locations. During later times
at t = 350 in Figure 5.13c and t = 400 in Figure 5.13d, the location of the large current
agrees with the locations of reconnection sites as shown in the vector field in Figure 5.16
on page 133 where the energy is dissipated. During the evolution of the tearing mode the
maximum magnitude of the current is about 200. This large value is reached very rapidly
before rapidly decreasing. Thus, in order to provide a reasonable overview of the entire
current evolution contours are plotted with values between 0 and 100.
These fieldlines and isosurfaces and contours of |j| can be qualitatively compared
to figure 4 in Rappazzo et al for the steady state phase after the instability. RMHD also
seems to predict twisted fieldlines but it is not possible to know whether the same amount
of twist is present in both methods. The resulting current in RMHD still extends over the
length in z. This may depend on the value of current plotted.
Rappazzo et al describe the process of the sheared field being a mapping of the
boundary motion. They measure whether the field is a mapping or not by calculating the
correlation length (their equation 36). This quantity was calculated for one of our full
MHD simulations and showed similar behaviour to theirs. However, it is considered that
this measurement overcomplicates the simple evolution of By which can be more easily
understood by explicitly examining the sheared magnetic field itself as we describe in the
next section.
In the next section we continue to discuss properties of the evolution in our full
MHD simulations in more detail.
5.3.4 MHD Dynamics
In this section, we discuss the dynamical evolution of the tearing instability in our reference
full MHD simulation MHD:A. In order to capture the entire time evolution of the system,
four simulation times have been chosen: a time of 200, before the instability, allows reference
to be made to previous simulations in Chapter 4, a time of 300, just as the tearing instability
develops, allows the growth of the perturbation to be seen and later times of 350 and 400




(a) t = 200. (b) t = 300
(c) t = 350. (d) t = 400.
Figure 5.10: Magnetic fieldlines, traced from a 2D plane at z = 2.5, for simulation MHD:A in Table 5.1
on page 112, at selected times. The y axis has been extended from [0, 1] to [−3, 4] to show the full
fieldline displacement. This makes use of the periodic boundary conditions in y. The actual direction
of the fieldlines is unclear in Figure 5.10d, as it appears that there is a large y component. This is not
the case, as shown in Figure 5.11, where a top view of fieldlines reveals that the fieldlines exit through
the boundary in x.
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(a) t = 200. (b) t = 300.
(c) t = 350. (d) t = 400.
Figure 5.11: Top view of the fieldlines plotted in Figure 5.10. Here the x and y ranges have been kept
to the actual box size of [0,1]. This view clarifies the direction of fieldlines at t=400, namely, that
they exit the box through the x boundaries before reaching a boundary in z.




(a) t = 200. (b) t = 300.
(c) t = 350. (d) t = 400.
Figure 5.12: 3D isosurfaces of |j| for simulation MHD:A, in Table 5.1 on page 112, at selected times.
The magnitude is given in the colourbar as a percentage of the overall maximum |j|.
Erin E. Goldstraw 127
Modelling Solar Coronal
Magnetic Field Evolution Section 5.3 Results
(a) t = 200. (b) t = 300.
(c) t = 350. (d) t = 400.
Figure 5.13: Contours of |j| in the x − y plane at the midpoint along the loop z = 2.5 at different
simulation times. Colours denote different magnitudes as given by the colourbar. This is for simulation
MHD:A in Table 5.1 on page 112.




track the subsequent evolution after the instability. Important differences between RMHD
and full MHD are noted where possible.
Velocity
The evolution and growth of the perturbation as the tearing mode develops from the
boundary driven kink waves can be seen from the x component of velocity. Plots of vx
are shown in Figure 5.14 on page 130 as a function of z at x = 0.25 and y = 0.5 for
simulation MHD:A. This variable is plotted along this direction to show the evolution of
the waves along the loop length. The y range has been adjusted at each timestep to clearly
show the large variation in z. In RMHD variations along this direction are assumed to be
slow, however in this setup this direction is where the perturbation grows, thus variations
are likely to be large. Before the instability, at t = 200 in Figure 5.14a, the waves in
vx are clearly seen propagating along in this direction. At t = 300 in Figure 5.14b, the
waves are distorted as the symmetry is broken and the instability develops. At t = 350 in
Figure 5.14c, the perturbation has increased to a magnitude about ten times larger than
the driver amplitude, V0 shear = 0.02. After the instability, at t = 400 when the system has
settled to a steady state in Figure 5.14d, the perturbation has decreased in magnitude but
is still greater than the driver amplitude in places. There is no evidence of the waves after
the instability, even though they are still injected at the boundaries.
Similarly, the driving velocity, vy, is plotted along the same line in Figure 5.15
on page 131 for simulation MHD:A. As shown before using linearisation in Section 4.2.5,
Chapter 4, a linear analysis of this system predicts the driving velocity to be linear in z
(Equation 4.23 on page 72 z is y in 2.5D). This is indeed the case before the tearing
instability at t = 200, shown in Figure 5.15a. After this time the symmetry of the system
is broken and the instability begins to develop, becoming visible by t = 300 in Figure 5.15b
with a wavelength similar to the injected kink waves. The perturbation continues increasing
in magnitude and at t = 350 in Figure 5.15c is much larger than the boundary value of 0.02.
The kinetic energy is subsequently dissipated and the magnitude of vy greatly decreases by
t = 400 in Figure 5.15d. Note that once the symmetry is broken it is not recreated, and
vy does not have a completely linear dependence in z again, even though the driver is still
switched on.
Magnetic Vector Field
After the development of the tearing mode the magnetic field reconnects to form magnetic-
island-type structures in 2D planes perpendicular to the guide field. A useful way to visualise
this is to look at the magnetic vector field, which is shown in Figure 5.16 on page 133 for
the x− y plane perpendicular to the background field taken at the midpoint along the loop
at z = 2.5. This figure shows snapshots of the perpendicular vector field at different times
during the simulation. The third magnetic field component, Bz is directed out of the plane
of these figures. For early times, t = 200 in Figure 5.16a and t = 300 in Figure 5.16b,
the dominant component in the x − y plane is the sheared field in the y direction, since
the wave amplitude is small. Next the instability becomes visible when the component in
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(a) t = 200. (b) t = 300.
(c) t = 350. (d) t = 400.
Figure 5.14: Plots of vx as a function of z at y = 0.5 and x = 0.25 at various simulation times. This
is for simulation MHD:A in Table 5.1 on page 112. The y range has been adjusted at each timestep
to illustrate the large variation in vx during the evolution. The y range at each time has been kept
the same as in Figure 5.15 on page 131 for comparison of the magnitude of vy.




(a) t = 200. (b) t = 300.
(c) t = 350. (d) t = 400.
Figure 5.15: Plots of vy as a function of z at y = 0.5 and x = 0.25 at various simulation times. This is
for simulation MHD:A in Table 5.1 on page 112. The y range has been adjusted at each timestep to
illustrate the large variation of vy during the evolution. The y range at each timestep has been keept
the same as in Figure 5.14 on page 130 for comparison of the magnitude of vx.
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x grows at t = 350, shown in Figure 5.16c, and, at t = 400, shown in Figure 5.16d. The
magnitude of Bx and By are now similar, forming a circular pattern. The growth continues
and magnetic “islands” are formed as shown at and t = 400 in Figure 5.16d. Note, that
these are perpendicular cuts and there is a strong background field directed out of the page
so the field is not truly zero at these X and O points, only the perpendicular components
are zero at these points.
These figures indicate that the magnetic field reconnects in different places at
different times. The magnetic field does not return to the initial state. It is suggested that
this is because the magnetic field settles to a steady state where energy is continuously
dissipated via turbulence type processes, which is subsequently maintained by the footpoint
motions. Without this energy input the turbulence would decay and the magnetic field
would relax back to the initial state. This theory may also explains why the magnetic
energy cannot build up again: since the nature of turbulence is to continuously transfer
energy from large spatial scales to small scales where it is dissipated through a direct
cascade, the magnetic energy can no longer build up while nonlinearities are important.
Magnetic Field Components
One way to illustrate this transition from a state where the magnetic field is able to store
energy from the boundary motions to a turbulent state where energy is not stored, even
though it is provided as before, is to consider the ideal MHD equations linearised to first
order, as done in Section 4.2.5 in Chapter 4 for the viscous case. Neglecting viscosity in













Taking our shear velocity to be
vy(x, y, z) =
V0 shear
L
(z − L) sin(kx). (5.11)
This satisfies our boundary conditions in Equations (5.4) and is analogous to the first order
solution, Equation (4.23) on page 72. Using Equation (5.11) gives a sheared magnetic field
of the form




This is analogous to the first order solution for the sheared magnetic field, Equation 4.24
on page 73 with ν = 0. Although this solution is for the simple ideal case, it can still
be seen from this that the magnetic field is a smooth mapping of the boundary velocity:
vy ∝ By ∝ sin(kx). Nonideal effects only reduce the amplitude of the fields and not the
spatial form of the relation between velocity and magnetic fields.
Plots of the sheared magnetic component, By, as a function of x at the midpoint




(a) t = 200. (b) t = 300.
(c) t = 350. (d) t = 400.
Figure 5.16: Magnetic vector field in the x−y plane at the midpoint along the loop z = 2.5 at different
simulation times. This is for simulation MHD:A in Table 5.1 on page 112. The colours indicate the
direction of the field at each timestep.
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(a) t = 200. (b) t = 300.
(c) t = 350. (d) t = 400.
Figure 5.17: Plots of the sheared magnetic field, By, as a function of x at the midpoint in y = 0.5 and
z = 2.5 at various simulation times. This is for simulations MHD:A and MHD:shear in Table 5.1 on
page 112.
in y and z are shown in Figure 5.17 on page 134 for several times for simulations MHD:A
and MHD:shear. Simulation MHD:shear is included, as this run only includes the shear
velocity and not the perturbation at the boundary and so does not develop the instability.
This allows us to identify the fluctuations in By that are due to the growth of the tearing
mode by distinguishing them from the sheared field. In Figure 5.17a at t = 200 the sheared
magnetic field has a sinusoidal profile, as expected from the above argument. Hence, By is
a smooth mapping of the driver and the two MHD simulations are identical. As discussed
in Section 5.3.2, the maximum magnitude of By at t = 200 is about one, which is the
same as the initial field at t = 0. This means fluctuations are no longer small compared to
the initial field and RMHD would not be applicable. The sinusoidal variation also agrees
with the variation of the sheared field (Bz in 212D) in Chapter 4 in Figure 4.6 on page 81.
Figure 5.17b at t = 300, when the current starts to increase, the sheared field is no longer
an exact smooth mapping and the symmetry of the driver has been broken. After the
instability this component of the field has little resemblence to the smooth mapping that
would otherwise develop as shown by simulation MHD:shear.
Similar plots for the initial magnetic field component, Bz, are shown in Figure 5.18




(a) t = 200. (b) t = 300.
(c) t = 350. (d) t = 400.
Figure 5.18: Plots of the magnetic field component, Bz, as a function of x at the midpoint in y = 0.5
and z = 2.5 at various simulation times. This is for simulations MHD:A and MHD:shear in Table 5.1
on page 112.
on page 135 for simulations MHD:A and MHD:shear. It was previously found for the 2.5D
MHD case, in Chapter 4 in Figure 4.7 on page 82, that this magnetic field component is
compressed in x. This is also the case in 3D before the instability at t = 200 shown in
Figure 5.18a. At t = 300 in Figure 5.18b, the symmetry is broken as the perturbation grows.
It is unclear why the magnitude decreases between these two times: t = 200 and t = 300
for both full MHD simulations. It is possibly due to resistive slippage of the fieldlines at the
footpoints. At later times in Figure 5.18c and Figure 5.18d, after the instability, at t = 350
and t = 400, there is evidence of variations at small scales in Bz which is indicative of
turbulence.
RMHD assumes that Bz does not change from its constant value at t = 0 as,
Bz = B0 = 1.0. This is obviously not the case in our full MHD simulations. RMHD
would not predict any compression or expansion of the background field or the growth of
the perturbation in the guide field that is found when using full MHD.
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Density and Pressure
The evolution of ρ and p as functions of x at the midpoint in y and z are shown in
Figure 5.19 (page 137) and Figure 5.23 (page 141), respectively, for simulations MHD:A
and MHD:shear. Contours of ρ in the x−z plane at y = 0.5 and the x−y plane at z = 2.5
are shown in Figure 5.20 (page 138) and Figure 5.21 (page 139) for simulation MHD:A.
Before the instability, at t = 200 in Figure 5.19a and Figure 5.23a, ρ and p vary
smoothly in x, corresponding to the compression and expansion of the magnetic field. This
density profile also agrees with the density in Chapter 4 in Figure 4.11 on page 86 and the
pressure profile is similar to Figure 4.10 on page 85. Then, at t = 300 in Figure 5.19b and
Figure 5.23b, the symmetry is broken as the perturbation grows. At later times, t = 350
(Figure 5.19c and Figure 5.23c) and t = 400 (Figure 5.19d and Figure 5.23d), the density
and pressure have reached a roughly constant value with small scale variations due to the
turbulent nature of the system. At the end of the simulation, the density has settled at
a value smaller than the initial value at this position. The final value of the pressure has
reached a value in some regions about an order of magnitude greater than its initial value,
showing that the system has gone from fairly low β to high β. This follows from the fact
that the Poynting flux is putting energy into the system but energy cannot be lost, since
thermal effects are neglected here.
Contours of ρ in the x − y plane at the midpoint in z in Figure 5.20 show the
evolution of density in this 2D plane. In Figure 5.20a, the density is invariant in y with a
small smooth variation in x. This x variation has increased, at t = 300 in Figure 5.20b.
After the instability, at t = 350, in Figure 5.20c, the density is no longer invariant in y
and variations are no longer smooth in x as the symmetry has been broken. At later times,
t = 400 in Figure 5.20d, the magnitude and variations of ρ are small.
Contours of ρ in the x − z plane at the midpoint in y are shown in Figure 5.21.
Initially, at t = 200 in Figure 5.21a, there is no visible variation of density. At t = 300
in Figure 5.21b, the perturbation is visible in the density as a variation along x and z.
After the instability, at t = 350 in Figure 5.21c and t = 400 in Figure 5.21d, the density
has been redistributed and has collected at the boundaries in z, showing the density has
been transported away from the loop centre. This explains the small magnitude of ρ at the
midpoint in z, shown in Figure 5.19d and Figure 5.20d.
In order to further test this conclusion we calculate the integrated density in x− y
planes as a function of z and t
ρint(z, t) =
∫
dxdyρ(x, y, z, t). (5.12)
Contours of this expression are shown in Figure 5.22 for simulation MHD:A. It is clear from
this that the density has collected in planes near the top and bottom of the loop. This
could be due to the effect of the background field which forces the reconnection outflow to
be parallel to B0.
In summary, there are large variation of pressure and density in our MHD simula-
tions as a result of the tearing instability. In studies of RMHD, the pressure and density are




(a) t = 200. (b) t = 300.
(c) t = 350. (d) t = 400.
Figure 5.19: Plots of the density, ρ, as a function of x at the midpoint in y = 0.5 and z = 2.5 at
various simulation times. This is for simulations MHD:A and MHD:shear in Table 5.1 on page 112.
not usually mentioned except to say that β  1. These variables are not usually evolved
and so RMHD makes no predictions for the evolution of ρ or p.
Total Pressure and Fieldline Angles
The maximum and minimum values of the total pressure p+ 1
2
B2 are shown in Figure 5.24a
on page 142 as a function of time. The difference between the maximum and minimum
increases during the evolution until the variation decreases after the instability. Once the
total pressure reaches an approximately constant spatial value, it can be seen that the total
pressure also depends on time, as found in Chapter 4. The total pressure is not constant
in space during the instability, indicating that the system is not in pressure balance. After
the instability, t > 400, the maximum and minimum values are similar, showing that the
system is close to an equilibrium. The evolution of the total pressure can be compared to
the same quantity for the 2.5D MHD simulations in Chapter 4 in Figure 4.18 on page 91.
In both cases the total energy increases in time, but when the perturbation and instability
are present the total pressure has a greater spatial variation.
Figure 5.24b on page 142 shows the maximum angles, θx and θy between Bz and
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(a) t = 200. (b) t = 300.
(c) t = 350. (d) t = 400.
Figure 5.20: Contours of ρ in the x − y plane at the midpoint along the loop z = 2.5 at different
simulation times. This is for simulation MHD:A in Table 5.1 on page 112.




(a) t = 200. (b) t = 300.
(c) t = 350. (d) t = 400.
Figure 5.21: Contours of ρ in the x − z plane at the midpoint along y = 0.5 at different simulation
times: top left t = 200, top right t = 300, bottom left t = 350, bottom right t = 400. This is for
simulation MHD:A in Table 5.1 on page 112.
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Figure 5.22: Contours of integrated density in x− y planes, defined in Equation (5.12), for simulation
MHD:A in Table 5.1 on page 112. This illustrates that the density increases in the 2D planes near
the z boundaries and decreases in the middle.




(a) t = 200. (b) t = 300.
(c) t = 350. (d) t = 400.
Figure 5.23: Plots of the pressure, p, as a function of x at the midpoint in y = 0.5 and z = 2.5 at
various simulation times. This is for simulations MHD:A and MHD:shear in Table 5.1 on page 112.
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(a) Maximum and minimum values of the total
pressure as a function of time.
(b) Absolute maximum angles: θx and θy, defined
in Equation (5.13), as functions of time.
Figure 5.24: Plots of total pressure and magnetic field angles for simulation MHD:A in Table 5.1 on
page 112.



















θy clearly increases to a maximum of ∼ 60◦ due to the shearing before the instability. In
comparison θx is small until the instability. Afterwards θy decreases to a similar value to θx
of ∼ 10 deg. It follows that after reconnection has started at t > 400, fieldlines are slightly
tilted in both x and y. Fieldlines shown in Figure 5.10d and Figure 5.11d agree with this
idea. Further work is needed to investigate the relation between the shearing angle and the
development of the instability.
In the next section we summarise the results of this chapter and motivate the
following chapter.
5.4 Summary
In summary, we have investigated the validity of RMHD for the specific case of evolution of
the tearing instability. Our study is very similar to that previously done by Rappazzo, Velli,
and Einaudi 2010 using RMHD. Our full 3D compressible MHD simulations extend their
main conclusion from RMHD to full MHD: a uniform background magnetic field subject
to smooth footpoint motions and perturbed by a symmetry breaking fluctuation develops
the tearing instability and suggests evolution into a state, where energy is not stored, akin
to stationary turbulence, maintained by the footpoint motions that are present throughout.
Unfortunately, we are unable to investigate the properties of this turbulence. An important
point in both their study and ours is that the magnetic energy is not stored again after




the instability. However, it has been shown that although the tearing instability evolution
is qualitatively similar in our full MHD simulations to those presented by Rappazzo, Velli,
and Einaudi 2010, there are many aspects of the evolution where the validity of RMHD is
questionable, including compressible effects, nonzero parallel fields, small scale variations
along the z direction and large changes in density and pressure. These could be important to
the dynamics of the full MHD system which are not predicted by RMHD. It may be arguable
that RMHD is valid before and after the instability: before the stored magnetic energy
becomes comparable to the background field and after this energy has been dissipated. It
has been shown that once the instability develops, in full MHD, the fluctuations grow very
rapidly in all three directions. On the other hand, RMHD assumes the parallel direction
remains unchanged from the initial state. This is potentially a significant omission as
the dynamics are essentially restricted to 2D planes. Although this is indeed the case for
full 3D MHD in the limit of a strong enough background field, during the evolution the
initial field no longer dominates the other components, hence this limit is not valid here.
This restriction to essentially 2D dynamics could affect the evolution of the instability and
subsequent reconnection and result in false conclusions being made.
Another issue regarding the use of RMHD is that it would not predict the large
variation in density and pressure. This variation is found using full MHD, leading to regions
of high and low temperature. These could be smoothed out by taking into account ther-
modynamic effects, such as conduction and radiation. Further work using full MHD in this
direction would allow investigation of the heating ability of the tearing instability. This is
the focus of the following chapter.





In the previous chapter, it was shown that a model coronal loop subject to smooth con-
tinuous slow shearing motions and small velocity perturbations at its footpoints evolved
through sequences of equilibria until the development of the tearing instability. After the
instability, the system remained in a statistically steady turbulent-like state where the mag-
netic energy did not build up again even though the footpoint motions are still switched on.
The same general qualitative evolution was reported for this system in Rappazzo, Velli, and
Einaudi (2010) using RMHD. However, in the previous chapter, it was argued that RMHD
is not valid for most of the development of the instability. This is a good illustration that a
general conclusion may still hold true, despite the fact that the assumptions of the approx-
imate method are not satisfied. This implies that the additional dynamics created by these
non-RMHD effects are not too important in the resulting evolution, and it is appropriate to
neglect them in this case. In general, it is unclear when these effects could become impor-
tant. This emphasises the importance of considering validity of approximate methods for
systems where it is unclear or unknown whether the assumptions are valid or not. Another
essential aspect is to consider additional processes which cannot be included in the chosen
approximate method. If such processes are overlooked important results could be missed.
One example is thermodynamic process which are not included in RMHD, but are essential
to understanding the coronal heating problem.
A complete model of coronal heating requires consideration of many processes,
including: build up, storage and release of magnetic energy, conversion of this energy to
heat and the response of the plasma to the resulting heating. For tractability each stage of
this process is usually considered independently. The evolution of a magnetic field subject
to footpoint motions is frequently investigated neglecting the additional thermodynamic
processes. This simplification allows the potential use of many approximate MHD models,
such as RMHD, as discussed in Chapter 4. However, in order to gain a more complete
picture of coronal heating additional physics, such as optically thin radiation and thermal
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conduction, needs to be taken into account. These effects are naturally included in the
energy equation of full MHD, whereas, most approximate methods do not include such
thermodynamical proccesses. For example, in the RMHD formalism, there is no internal
energy equation. Thus, thermodynamical processes are not easily, or correctly, modelled
in RMHD. In order to make progress in this direction, it is necessary to use full MHD to
model the response of the plama due to the heating from the instability.
Thermal conduction is expected to smooth out the large gradients along the guide
magnetic field, that were seen in the final state for density and pressure in Chapter 5.
Including radiation will give an indication of whether the Poynting flux and resulting plasma
heating is capable of maintaining a constant temperature.
A similar final state has been shown to be obtained by applying either spatially-
random footpoint motions Rappazzo et al. (2008), or as a result of the tearing instability
in Rappazzo, Velli, and Einaudi (2010). The effect of the driving timescale are studied in
Rappazzo et al. (2018) using RMHD. Thermal properties using the same setup of their
simulations are studied using full MHD in Rappazzo et al. (2018), Dahlburg et al. (2016),
and Dahlburg et al. (2018).
It is known that in such a system there are two competing modes: radiative and
tearing, which can be modified by the presence of ohmic heating. The radiative mode is a
thermal instability driven by optically thin radiation. The relationship between these modes
and ohmic heating has been investigated in many studies (Steinolfson (1983), van Hoven,
Steinolfson, and Tachi (1983), Tachi, Steinolfson, and van Hoven (1983), van Hoven, Tachi,
and Steinolfson (1984), Steinolfson and van Hoven (1984), and Tachi, Steinolfson, and van
Hoven (1985)). Here we only consider evolution through the tearing mode.
In Section 6.2, details of the full MHD equations, experiment setup and normalisa-
tion are given. Details and results of our full MHD simulations are presented in Section 6.3.
A discussion of our results is given in Section 6.4.
6.2 Experiment Overview
The experiment setup is very similar to Chapter 5 but some details are repeated here for
completeness.
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6.2.1 MHD Equations
The full 3D MHD equations, given by Equations (2.9) on page 12 in Chapter 2, including




+ ρ(v · ∇)v = −∇p+ j×B +∇ · S, (6.1)
∂ρ
∂t
+∇ · (ρv) = 0, (6.2)
∂B
∂t














∇ · v − L, (6.4)





, and ∇ ·B = 0 . (6.6)
Conduction is given by Lconduction = ∇ · q, where the conductive flux, q is given in Equa-
tion (2.10). Radiative losses, Lradiation, given by Equation (2.11) on page 12, are switched
off if the plasma temperature is ≤ 10000K. The viscous stress tensor is given by Equa-
tion (2.13) and the strain rate is given by Equation (2.14). A uniform background resistivity
of η = 1 × 10−4 is used in this chapter. The MHD equations are normalised in the same
way as discussed in Section 4.2.1, Equation (4.2) on page 63. Inclusion of thermodynamic
processes requires a carefully chosen normalisation.
6.2.2 Normalisation and Initial Conditions
As in Chapter 5, we consider a computational box of size 0 ≤ x, y ≤ 2`, and 0 ≤ z ≤ 2L,
where l = 0.5 and L = 2.5, with an initial, uniform magnetic field, B = B0êz, uniform
density, ρ0 and uniform pressure, p0. The magnetic field is line tied at the boundaries in z.
Periodic boundary conditions are used in x and y.
For the normalisation values R = 10Mm, ρ0 = 1.67 × 10−12kg m−3 and B0 =
3 × 10−4 tesla, the Alfvén speed is VA = 200km s−1 and the Alfvén travel time along a
unit of the box is t0 = 48s. With this set, the normalised temperature is T0 = 5.167MK.
The dimensionless initial conditions for the magnetic field and internal energy density are
chosen to be
Bzinitial = 1.0, einitial = 0.4.
This gives a magnetic field of Bz = 3×10−4T. The resulting dimensionless initial tempera-
ture is T = 0.26, corresponding to T = 1.37MK. Our box has real dimensions of l = 5Mm
and L = 25Mm.
As discussed before, there are many competing timescales in this system: Alfvén,




Table 6.1: Details of the two sets of initial conditions used for our full MHD simulations. Low density
is for simulations A-D and high density is for simulations E-G in Table 6.2 on page 148.
IC Set Name ρinitial βinitial = 2pinitial einitial = 3/2pinitial
1 low density 0.25 2/15 0.4
2 high density 1.0 8/15 0.4
τA, sound, τs, radiative, τrad, conductive, τcond, and diffusion, τdiff. An estimate of these
timescales can be made for different regions. The diffusion time is given by τdiff ∼ l/η =
1× 1011s. For coronal plasma, take T = 1MK, B = 0.001T and ρ = 1.67× 10−12kg m−3,
giving τA ∼ 14s, ts ∼ 85s. The radiative timescale is given by τrad ∼ pγ−1 (ρ
2χTα)
−1 ∼




For plasma near the middle of the transition region T = 0.1MK, ρ = 1.67× 10−11kg m−3,
the timescales are τA ∼ 45s, ts ∼ 268s, τrad ∼ 1.6s and τcond ∼ 4.4 × 105s. This shows
that a lower temperature and higher density, radiation dominates conduction.
6.2.3 Experiment Setup
The setup is essentially identical to Chapter 5, Section 5.2.2. The driving velocity is given by
Equation (5.4) and the perturbation, in the form of kink waves, is given by Equation (5.5).
In the next section we discuss the results of our full MHD simulations.
6.3 Results
In this section we discuss the results of our full 3D MHD simulations. Optically thin
radiative losses, Equation (2.11) on page 12, are proportional to ρ2 hence the initial density
is critical for the evolution of the system. To illustrate this two sets of initial conditions, in
Table 6.1 on page 147, are chosen. Set 2, referred to as “high density”, uses an initial value
of ρinitial = 1.0 and Set 1, referred to as “low density”, uses an initial value of ρinitial = 0.25.
The choice of initial density affects the initial pressure and plasma beta, which are also
summarised in Table 6.1. The first set of initial conditions is used for simulations A-D and
the second set is used for simulations E-G, given in Table 6.2 on page 148. These initial
conditions for density and pressure, along with the temperature and magnetic field given
in the last section, can be used to estimate the dominant timescales. The high density
initial conditions give τA ∼ 48s, τs ∼ 73s, τcond ∼ 66s and τrad ∼ 980s. The low density
initial conditions give τA ∼ 24s, τs ∼ 76s, τcond ∼ 15s and τrad ∼ 3618s. The conduction
time is longer for the high density case and the radiative time is shorter compared to the
low density case. Since the same initial temperature is used for both cases the conductive
timescale dominates radiation initially. τs is similar in both cases, since the initial pressure
decreases with the initial density. The high density initial conditions in Table 6.1 on page 147
provide a setup with fairly reasonable coronal quantities. As indicated above a high density
is likely to have a dominant fast radiative timescale, and the plasma will cool until the
instability develops. On the other hand, the low density initial conditions provide a setup
where radiative losses are possibly balanced by the Poynting flux, allowing thermodynamic
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Table 6.2: The values for our full MHD simulations. V0 = 0.02. IC set is the set of initial conditions
given in Table 6.1 on page 147. The last two columns refer to whether thermal conduction or radiative
losses are switched on or off, respectively.
Simulation IC Set ν(10−4) η0(10−4) V0 shear V0 waves τwaves Cond. Rad.
A:thermal 1 1.0 1.0 V0 V0/10 4.0 on on
A:nonthermal 1 1.0 1.0 V0 V0/10 4.0 off off
B1:thermal 1 1.0 1.0 V0 V0 4.0 on on
B2:thermal 1 1.0 1.0 V0 2V0 4.0 on on
C:ideal 1 0.0 0.0 V0 V0/10 4.0 on on
D:shear 1 1.0 1.0 V0 0 - on on
E:thermal 2 1.0 1.0 V0 V0/10 4.0 on on
E:conduct 2 1.0 1.0 V0 V0/10 4.0 on off
E:nonthermal 2 1.0 1.0 V0 V0/10 4.0 off off
F:ideal 2 0.0 0.0 V0 V0/10 4.0 on on
G:shear 2 1.0 1.0 V0 0 - on on
equilibrium to be reached, although the initial density is artificial.
Two initial tests are done to ensure the system evolves as expected when ν = η = 0
or when the perturbation is not present. This also highlights the important differences and
similarities between the nonthermal simulations studied previously, in Chapter 5, and the
thermal ones to be described in this chapter.
For the first test, an ideal simulation was performed with the driver, Equation (5.4)
on page 110, and perturbation, Equation (5.5) on page 110, using both the high and low
density initial conditions, simulations F:ideal and C:ideal in Table 6.2 on page 148, with
thermal conduction and radiative losses switched on. A second test was also done for a
case similar to simulations in Chapter 4, in which only the shear driver, Equation (5.4), is
switched on and the perturbation is switched off. This is done with ν = η 6= 0 and for the
high and low density initial conditions in simulations G:shear and D:shear in Table 6.2 on
page 148.
The energies for these four simulations are shown in Figure 6.1. As before the
tearing instability does not develop in these simulations. The kinetic energy is shown
in Figure 6.1a. For the high density simulations, F:ideal and G:shear, the kinetic energy
oscillates about a constant value throughout the evolution, with little difference between the
shear and ideal cases. This is in agreement with results in Chapter 4 given in Figure 4.9 on
page 84 and Chapter 5, given in Figure 5.2a on page 113. There are some large oscillations
present for the low density cases, C:ideal and D:shear, especially for the latter case. This
was not seen in previous cases and may be due to conduction as the internal energy is
redistributed along the fieldlines.
The magnetic energy, in Figure 6.1b, builds up similarly to the previous experi-
ments: Figure 4.8 on page 83 and Figure 5.2b on page 113. The magnetic energy in the
shear cases, D:shear and G:shear, increases more slowly since viscosity and resistivity are
nonzero for these simulations. The internal energy, in Figure 6.1c, decreases initially due to
the radiative losses being dominant in all four of these simulations. Once the temperature
reaches a threshold temperature of 104K the radiative losses are switched off and the inter-
nal energy remains constant until the plasma is heated. The Poynting flux is smaller than




(a) Kinetic energy plotted against time. (b) Magnetic energy plotted against time.
(c) Internal energy plotted against time. (d) Total energy plotted against time.
Figure 6.1: Plots of volume integrated instantaneous energy. The legends refer to the simulation
names in Table 6.2 on page 148.
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the radiative losses for both high density cases, F:ideal and G:shear, which results in the
internal energy remaining at the threshold throughout the simulation. The internal energy
for simulations, C:ideal and D:shear using the low density initial conditions in Table 6.1,
decreases more slowly initially as radiative losses are smaller compared to the high density
case. The ideal simulations do not include any heating hence once the internal energy
reaches the threshold it cannot be heated. For simulation D:shear there is a turning point
in the internal energy, about t = 120, as the cumulative Poynting flux equals the radiative
losses and the internal energy subsequently increases slowly. This is possible in this case
due to the lower radiative losses and nonzero dissipation.
Having investigated the effect of thermal conduction and radiative losses on these
simple cases, we verified that the general evolution is in agreement with previous results,
and the instability does not occur in an ideal evolution or when the magnetic field is sheared.
We now turn our attention to simulations where the tearing instability develops.
The effect of thermodynamic processes is investigated by evolving the same system
in time with either radiation and conduction switched on or both radiation and conduction
switched off. The parameters for these simulations are listed in Table 6.2 on page 148.
Details are as follows. Simulations where both radiation and conduction are used will be
denoted by “thermal”. Both sets of initial conditions in Table 6.1 are used. The low density
and high density thermal simulations are A:thermal and E:thermal, respectively. Simula-
tions with identical parameters except no radiative losses or conduction will be denoted by
“nonthermal”. These are A:nonthermal and E:nonthermal. A simulation, E:cond, is also
included with only conduction switched on and radiative losses switched off using the high
density initial conditions in Table 6.1 on page 147. The perturbation amplitude, V0 waves,
is varied relative to the driver amplitude, V0 shear, as in Chapter 5, with thermal effects.
We performed simulations, B1:thermal and B2:thermal, where the amplitude of the kink
waves and shearing are equal and where the wave amplitude is double the shear amplitude,
respectively.
Kinetic Energy
Figure 6.2, on page 151, shows the kinetic energy for all of the A, B and E simulations
in Table 6.2 on page 148. The tearing instability develops in each case about a time of
270. The time at which the instability becomes visible varies slightly, as found in Chapter 5
and the general evolution of the kinetic energy is the same as in Figure 5.3 on page 114.
Before the instability, the kinetic energy oscillates about a constant value, in agreement
with the kinetic energy found in Chapter 4, Figure 4.9 on page 84. However, there are small
differences between these previous results and those in this chapter. For the low density
cases: A:thermal, B1:thermal and B2:thermal, (Figure 6.2c) there are large variations in
the kinetic energy before the onset of the instablity. These variations are not present in the
nonthermal case, A:nonthermal. This could be a consequence of conduction. These vari-
ations are also not present in the high density cases; E:thermal, E:cond and E:nonthermal
(Figure 6.2b). In this case the kinetic energy oscillates around a steady value, only decreas-
ing slightly as found in Chapter 4 in Figure 4.9, until the instability develops. The kinetic
energy, for simulations in Figure 6.2c, shows that increasing the wave speed causes a slight




(a) Low density initial conditions in Table 6.1 on
page 147.
(b) High density initial conditions in Table 6.1 on
page 147.
(c) Low density initial conditions in Table 6.1 on
page 147. The perturbation amplitude, V0 waves,
is varied.
Figure 6.2: Log plots of volume integrated instantaneous kinetic energy as a function of time. The
legends refer to the simulations in Table 6.2 on page 148.
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(a) Low density initial conditions in Table 6.1 on
page 147.
(b) High density initial conditions in Table 6.1 on
page 147.
(c) Low density initial conditions in Table 6.1 on
page 147. The perturbation amplitude, V0 waves,
is varied.
Figure 6.3: Plots of volume integrated instantaneous magnetic energy as functions of time. The
legends refer to the simulations in Table 6.2 on page 148.
delay in the development of the tearing mode. There is also a second small increase in
kinetic energy at a time of ∼ 380 for simulation B2:thermal.
Magnetic Energy
The magnetic energy is shown in Figure 6.3, on page 152, for each of the A, E and B
simulations in Table 6.2 on page 148. All simulations have the same general evolution of
the magnetic energy as seen in Chapter 5 in Figure 5.4 on page 115: build up of energy,
followed by a sharp decrease to a steady state near the initial value. The initial build up
of magnetic energy agrees with Chapter 4, Figure 4.8 on page 83. The high (Figure 6.3b)
and low density (Figure 6.3a) initial conditions make little difference to the evolution of
magnetic energy. When radiation and/or conduction are present the magnetic energy builds
up more slowly than in the nonthermal case. This follows from the fact that energy is lost
from radiation and any conductive flux through the boundaries in z. Varying the wave




(a) Low density initial conditions in Table 6.1 on
page 147.
(b) High density initial conditions in Table 6.1 on
page 147.
(c) Low density initial conditions in Table 6.1 on
page 147. The perturbation amplitude, V0 waves,
is varied.
Figure 6.4: Plots of volume integrated instantaneous internal energy as functions of time. The legends
refer to the simulations in Table 6.2 on page 148.
amplitude, shown in Figure 6.3c, makes little difference to the magnetic energy until the
instability, where as mentioned there is a small delay in the onset of the instability which
allows more magnetic energy to be stored. A second small but definite build up of magnetic
energy occurs for simulation B2:thermal at about t = 380 in Figure 6.3c.
Internal Energy
The internal energy is shown in Figure 6.4 on page 153 for all simulations. The internal
energy in the two nonthermal cases, A:nonthermal and E:nonthermal, evolve similarly to
the simulations in Chapter 5, shown in Figure 5.5 on page 116: the internal energy slowly
increases from the initial value before a sudden increase, corresponding to the energy release
of the tearing instability and reconnection, then an approximate constant value is attained
again. For the rest of the simulations, which include thermal processes, the internal energy
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(a) Low density initial conditions in Table 6.1 on
page 147.
(b) High density initial conditions in Table 6.1 on
page 147.
(c) Low density initial conditions in Table 6.1 on
page 147. The perturbation amplitude, V0 waves,
is varied.
Figure 6.5: Plots of volume integrated instantaneous ohmic heating as functions of time. The legends
refer to the simulations in Table 6.2 on page 6.2.
decreases initially since radiative losses are greater than the Poynting flux. For the low
density thermal cases in set A and B, the Poynting flux increases over time and becomes
sufficient to balance the radiative losses, the plasma is compressed, as before, which heats
the plasma a little due to adiabatic heating, before the onset of the tearing instability. The
evolution of the internal energy is almost unaffected by increasing the wave amplitude,
shown in Figure 6.4c, except for the second small sudden increase in simulation B2:thermal
at t = 380. For the high density simulation, E:thermal in Figure 6.4b, radiative losses are
greater than the Poynting flux throughout the evolution. Once the minimum temperature
is reached the internal energy remains constant. There is a small increase in internal energy
due to the instability about t = 300 but the released energy is not enough to heat the
plasma sufficiently and is quickly radiated away again.




(a) A:thermal (b) E:thermal
Figure 6.6: Plots of surface integrated, time integrated Poynting and conductive flux and optically
thin radiative losses and volume integrated instantaneous total energy minus the initial energy at
t = 0. The captions refer to the simulations in Table 6.2 on page 148.
Ohmic heating
The instantaneous ohmic heating is shown in Figure 6.5 on page 154. All simulations show
a similar evolution of the ohmic heating: a small amount, due to the build up of current,
until the large release of energy at the instability. This evolution is similar to the time
integrated ohmic heating found in Chapter 5 shown in Figure 5.6 on page 117. The largest
magnitude of ohmic heating is found for A:nonthermal. This is because there are no losses
due to radiation or conduction. There is, again, evidence of a second heating event for
simulation B2:thermal at t = 380 in Figure 6.5c.
Energy Contributions
Energy balance between time and surface integrated Poynting flux and conductive flux
through the boundaries in z, volume integrated optically thin radiative flux and total energy
is shown in Figure 6.6, on page 155, for simulation A:thermal and E:thermal. It is clear, in
Figure 6.6b, that the radiative losses always dominate the Poynting flux for the high density
case, E:thermal. The radiative losses increase rapidly and become constant indicating that
the temperature of the plasma has cooled to the threshold and radiative losses are switched
off. Then there is some heating due to the tearing mode which immediately radiates away.
The temperature remains smooth and slowly varying in space throughout this simulation,
shown later in Figure 6.18 on page 169, resulting in very little conductive flux.
The evolution is very different for the low density simulation A:thermal. The
Poynting flux is initially similar in magnitude and subsequently dominates the radiative
losses. During the evolution there are three clear stages: first radiation dominates as the
temperature decreases, these losses decrease, after the instability the plasma is heated,
maintaining a density similar to the initial state, resulting in lower radiative losses. In this
case there are very steep temperature gradients in x, which result in conductive flux at the
boundaries. Here, the magnitude of the conductive flux is estimated. The conductive flux
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(a) t = 120. (b) t = 320.
Figure 6.7: Isosurfaces of |j| = 3.0 which is ∼ 1% of the maximum for simulation A:nonthermal in
Table 6.2 on page 148.
increases rapidly in time once the instability occurs, corresponding to a small decrease in
total energy. The temperature evolution, shown in Figure 6.17 on page 168, is discussed
later.
Isosurfaces of Current
Examples of 3D isosurfaces of |j| before and after the instability are shown in Figure 6.7
for A:thermal. At early times t = 120, in Figure 6.7a, there are clear concentrations of
current stretching along z. The build up of current is similar to the surfaces of |j| shown
in Figure 4.32 on page 101 in Chapter 4 and isosurfaces of |j| in Figure 5.12a on page 127
in Chapter 5. These structures are subsequently distorted by the instability, shown in
Figure 6.7b, at t = 320, showing a similar evolution to the nonthermal simulation MHD:A
shown in Figure 5.12c on page 127 in Chapter 5.
Total Pressure
An interesting question is whether the system is in pressure balance. It has been previously
shown, in Chapter 4, that the system is indeed in time-dependent pressure balance, shown in
Figure 4.18 on page 91, and it was shown that the total pressure varies spatially during the
development of the instability in Chapter 5, Figure 5.24a on page 142, but it is not known
how thermal effects will affect this quantity. The total pressure is shown as a function
of x at two times, one before and one after the instability, for A:thermal, A:nonthermal,
E:thermal and E:nonthermal in Figure 6.8 on page 157. At early times, t = 120, the total
pressure is constant for simulation A:thermal in Figure 6.8a. After the instability, at time
t = 320, there is a small variation of total pressure. The same qualitative results are true
for the nonthermal simulations. For A:thermal the total pressure increases in time while it
decreases for E:thermal in Figure 6.8c.




(a) A:thermal. (b) A:nonthermal.
(c) E:thermal. (d) E:nonthermal.
Figure 6.8: Plots of total pressure as a function of x at two times for the four main simulations in
Table 6.2 on page 148. A different range has been used for the y axes for each simulation.
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Magnetic Field Component By
The sheared magnetic field is shown in Figure 6.9 on page 159 and Figure 6.10 on page 160
for the low and high density cases respectively. The evolution of this component through
the developmment of the instability is similar to that for the nonthermal simulations in
Chapter 5 shown in Figure 5.17 on page 134. At early times, t = 80 and t = 120, By
builds up with a sine profile that maps the shearing in Figure 6.9a and Figure 6.9b for low
density simulations and Figure 6.10a and Figure 6.10b for high density simulations. This
evolution is similar to that previously shown in Chapter 4 in Figure 4.6 on page 81 and
Chapter 5 in Figure 5.17a on page 134, before the instability. The magnitude of By is
∼ 1 at t = 280 before the instability, again showing that the perpendicular components
are the same magnitude as the initial field. From Figure 6.9c it is found that, for the
low density simulations, the symmetry of the sheared magnetic field is broken earlier when
radiative processes are included. This can be seen by comparing By for A:thermal and
A:nonthermal in this figure. This is not as clear for the high density case in Figure 6.10c.
After the instability, at t = 320, in Figure 6.9d and Figure 6.10d, all simulations show a
small variation in By. E:nonthermal still has a fairly large magnitude. Notably simulation
E:thermal is comparatively constant.
Magnetic Field Component Bz
Figure 6.11 on page 161 and Figure 6.12 on page 162 show Bz as a function of x at the four
simulation times for the low density and high density cases respectively. The background
field, Bz, evolves similarly to the previous cases, shown in Chapter 4 in Figure 4.7 on
page 82 and Chapter 5 in Figure 5.18 on page 135. The plasma is compressed in the
middle and at the boundaries before the onset of the instability at early times for both
high and low density, Figure 6.12a. This component in the thermal high density case,
E:thermal, has a notably larger variation compared to the nonthermal case, E:nonthermal.
This occurs because the temperature and pressure have decreased due to radiative losses,
resulting in a smaller pressure force. The total force in the x direction is mainly due to
the compression due to the magnetic pressure created by the shearing. In the thermal
case, it is thought that the pressure force is smaller compared to the nonthermal case,
resulting in the plasma being compressed more as a consequence of the unbalanced Lorentz
force. This leads to a larger variation of Bz than in the nonthermal case. In contrast, the
magnitude of Bz in the low density case is almost the same for the thermal and nonthermal
cases at t = 80, Figure 6.11a. In this case radiative losses are not as large, leading
to a slower decrease of pressure and the pressure force balances magnetic pressure. For
t = 120, in Figure 6.11b, the thermal case has a larger variation plus an additional dip at
the midpoint and boundaries. Between these two times: t = 80 and t = 120 the Poynting
flux begins to dominate the radiative losses, as suggested in Figure 6.6a. While the pressure
is decreasing everywhere due to radiative losses the plasma is still being compressed as a
consequence of the driving motions. In the areas where the plasma is being compressed
the pressure is increasing. When the Poynting flux dominates the radiative losses pressure
is increasing more quickly than it is decreasing due to radiation. At the same time in




(a) t = 80. (b) t = 120.
(c) t = 280. (d) t = 320.
Figure 6.9: Plots of the sheared magnetic field, By, as a function of x at the midpoint in y and z
for four simulation times. This is for the low density simulations A:thermal and A:nonthermal in
Table 6.2 on page 6.2. The y range is different for each time.
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(a) t = 80. (b) t = 120.
(c) t = 280. (d) t = 320.
Figure 6.10: Plots of the sheared magnetic field, By, as a function of x at the midpoint in y and z
for four simulation times. This is for the high density simulations E:thermal and E:nonthermal in
Table 6.2 on page 148. The y range is different for each time.




(a) t = 80. (b) t = 120.
(c) t = 280. (d) t = 320.
Figure 6.11: Plots of the magnetic field component, Bz, as a function of x at the midpoint in y and
z for four simulation times. This is for the low density simulations A:thermal and A:nonthermal in
Table 6.2 on page 148. The y range is different for each time.
areas where the plasma is expanding the pressure decreases due to expansion and radiation
until the minimum temperature is reached and radiation switches off. This combination
results in a steeper pressure gradient compared to the nonthermal case. This gradient is
greatest around the midpoint and boundaries. This enhanced pressure gradient dominates
the magnetic pressure from the driver in these small regions at the midpoint and boundaries.
This results in the field being compressed either side of the midpoint and slightly away from
the boundaries, which creates a little dip in Bz and ρ as is discussed later in this section.
After the instability, at t = 320, Bz is no longer smoothly varying for both high and low
density cases, Figure 6.12d and Figure 6.11d. It is notable that this component is almost
constant in the thermal high density case, E:thermal.
Pressure
The pressure is shown as a function of x in Figure 6.13 on page 163 and Figure 6.14 on
page 164 for the low and high density cases, respectively. The general evolution of the two
nonthermal cases, A:nonthermal and E:nonthermal, are very similar to results in Chapter 5
for pressure shown in Figure 5.23 on page 141. Before the instability, at t = 80, shown
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(a) t = 80. (b) t = 120.
(c) t = 280. (d) t = 320.
Figure 6.12: Plots of the magnetic field component, Bz, as a function of x at the midpoint in y and
z for four simulation times. This is for the high density simulations E:thermal and E:nonthermal in
Table 6.2 on page 148. The y range is different for each time.




(a) t = 80. (b) t = 120.
(c) t = 280. (d) t = 320.
Figure 6.13: Plots of pressure, p, as a function of x at the midpoint in y and z for four simulation
times. This is for the low density simulations A:thermal and A:nonthermal in Table 6.2 on page 148.
The y range is different for each time.
in Figure 6.13a and Figure 6.14a, the pressure varies in x as the plasma compresses and
expands. This agrees with the evolution of pressure in previous simulations in Chapter 4,
Figure 4.10 on page 85 and Chapter 5, Figure 5.23a on page 141. At later times, t = 320
in Figure 6.13d and Figure 6.14d, the magnitude of the pressure has increased, with small
variations in some simulations. For E:thermal and A:thermal the final pressure is smaller
than the nonthermal cases due to optically thin radiation cooling the plasma. In general,
the pressure in simulation E:thermal is almost constant throughout the evolution. This
agrees with the fact that in this simulation the plasma has cooled to the threshold. In
contrast, although the pressure in simulation A:thermal also decreases initially, it then
increases before the instability and has a similar profile to the nonthermal simulations, but
with steeper and shallower gradients where the plasma is compressed and where it expands
before the instability.
Density
As in previous simulations, the density shows a similar variation to Bz. ρ as a function of
x is shown in Figure 6.15 on page 166 and Figure 6.16 on page 167 for the low and high
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(a) t = 80. (b) t = 120.
(c) t = 280. (d) t = 320.
Figure 6.14: Plots of the pressure, p, as a function of x at the midpoint in y and z for four simulation
times. This is for the high density simulations E:thermal and E:nonthermal in Table 6.2 on page 148.
The y range is different for each time.




density cases respectively. The general evolution of ρ is very similar to Chapter 4, before
the instability, and Chapter 5. Initially, at t = 80, the density is compressed at the midpoint
and toward the boundaries in x, similar to Figure 4.11 on page 86 and Figure 5.19a on
page 137. As described the plasma in the thermal high density case is being compressed
more than the nonthermal case, resulting in a larger variation of ρ in x for t = 80 and
t = 120 (Figures 6.15a, 6.15b, 6.16a and 6.16b). The low density thermal simulation,
A:thermal, has a density slightly smaller than the nonthermal case for these early times.
This is due to an asymmetry along the length of the loop in z due to conductive flux at
the boundaries. Thus the density, pressure and temperature are larger at one end of the
loop than the other. For both high and low density cases the instability is visible about
t = 280, in Figure 6.16c and Figure 6.15c. The density in the thermal cases is smoother
after the instability due to conduction compared to the nonthermal cases where there is
no conduction, shown in Figures 6.16d and Figure 6.15d. At this time the two nonthermal
cases still have large variations in ρ, which is smaller than the initial value. This agrees with
the density evolution in the nonthermal simulations in Chapter 5 shown in Figure 5.19c.
In contrast, simulation A:thermal settles to a value near the initial density of 0.25 and in
E:thermal, ρ still has some variations at late times and the magnitude is much lower than
the initial value of one.
Temperature
The evolution of temperature is shown as a function of x in Figure 6.17 on page 168 and
Figure 6.18 on page 169 for the low and high density cases, respectively. All of these sim-
ulations have an initial nondimensional temperature of 0.26 but evolve very differently. In
the high density thermal simulation, E:thermal, in Figure 6.18a, the temperature decreases
very quickly to the threshold value and remains there until the instability develops. After-
ward, in Figure 6.18d, the temperature subsequently decreases again as the plasma cools.
For the nonthermal cases, A:nonthermal and E:nonthermal, the temperature profile shows
smooth large gradients in x as the plasma is compressed by the magnetic pressure, which
are subsequently removed after the instability and replaced by small-scale variations. This
evolution is similar to simulations in Chapter 5. In contrast, the thermal low density sim-
ulation, A:thermal, is very different. Initially, at t = 80, in Figure 6.17a, the temperature
decreases but still has a variation in x, similar to A:nonthermal, but with steeper gradients
around the midpoint and boundaries. This variation is further enhanced at t = 120 in Fig-
ure 6.17b. This is due to localised heating in these positions due to the compression of the
plasma, which is greater than the cooling caused by radiative losses. After the instability,
at t = 320, in Figure 6.17d, the temperature increases and reaches a constant temperature,
which is about four times the initial value of 0.26.
6.4 Discussion
In this chapter we have modelled the evolution of the tearing instability with inclusion of
optically thin radiation and thermal conduction. Two types of initial conditions have been
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(a) t = 80. (b) t = 120.
(c) t = 280. (d) t = 320.
Figure 6.15: Plots of density, ρ, as a function of x at the midpoint in y and z for four simulation
times. This is for the low density simulations A:thermal and A:nonthermal in Table 6.2 on page 148.
The y range is different for each time.




(a) t = 80. (b) t = 120.
(c) t = 280. (d) t = 320.
Figure 6.16: Plots of density, ρ, as a function of x at the midpoint in y and z for four simulation
times. This is for the high density simulations E:thermal and E:nonthermal in Table 6.2 on page 148.
The y range is different for each time.
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(a) t = 80. (b) t = 120.
(c) t = 280. (d) t = 320.
Figure 6.17: Plots of the temperature, T , as a function of x at the midpoint in y and z for four
simulation times. This is for the low density simulations A:thermal and A:nonthermal in Table 6.2 on
page 148. The y range is different for each time.




(a) t = 80. (b) t = 120.
(c) t = 280. (d) t = 320.
Figure 6.18: Plots of the temperature, T , as a function of x at the midpoint in y and z for four
simulation times. This is for the high density simulations E:thermal and E:nonthermal in Table 6.2
on page 148. The y range is different for each time.
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used, which involve very different timescales and evolutions.
A high density system, such as simulation E:thermal, results in very efficient radi-
ation which is not balanced by the Poynting flux. This system radiates until the minimum
temperature of ∼ 1000K is reached. At this point the radiation process switches off and
the system evolves similar to a nonradiative system, until the temperature exceeds this
threshold and radiation switches back on. The heating produced by the tearing mode is
quickly radiated away. The final temperature is two and a half times smaller than the initial
value.
The high density nonthermal simulation, E:nonthermal, evolves similarly to the
simulations in the previous chapter, Chapter 5. The temperature increases and decreases
locally due to the compression resulting from the magnetic pressure generated by the shear-
ing. After the instability the temperature distribution is very variable, since there is no
thermal conduction in this system.
The temperature in the low density thermal case, A:thermal, decreases for about
the first 100 Alfvén times. The radiative flux has a smaller magnitude due to the lower
density. At this point the Poynting flux balances the radiative losses and starts to gradually
heat the plasma. This heating could be due to compression which results from the mag-
netic pressure produced by the driver or ohmic and viscous heating. The final distribution
of temperature is very different compared to the nonthermal case. Thermal conduction
removes gradients in the temperature, resulting in a uniform temperature throughout the
simulation box at the end. The final temperature is 1.13, corresponding to 5.8MK. This
gives a final temperature four times hotter than the initial temperature of 0.26.
During the 400 Alfvén times, equivalent to ∼ 320 minutes in our normalisation,
the low density simulation, A:thermal, has a total energy input of ≈ 4.6 due to the Poynting
flux through the two boundary surfaces. Over the same period the total volume integrated
radiative losses are ≈ 1.7, which is more than two and a half times smaller than the Poynting
flux. This shows that there is more energy going into the system than is lost by radiation.
For the high density simulation, E:thermal, the total final Poynting flux through
the boundary surfaces is slightly smaller at ≈ 4.4. In this case, the final volume integrated
radiative losses are greater than this Poynting flux, with a magnitude of ≈ 6.
Here, there are many aspects of this system that could be investigated further.
For example, a further extension to this study would be to use an anomolous or spatially
dependent resistivity instead of a constant value. The period of the waves is held constant
for all simulations present in this chapter and only one type of perturbation is used. These
effects of varying these properties could be investigated further. Although this system has
been evolved using the full MHD equations, there are still many areas of approximation.
Here only the corona is modelled and the boundary motions are applied directly to the base
of the coronal loop. It is expected that dynamics in the lower atmosphere are also likely to
be important to the evolution of this system as has been shown in van Ballegooijen et al.
2011, using an adapted RMHD model, discussed in Appendix B.6. Another simplification
is that only one coronal loop is considered. This does not allow for the interaction of many
loops as would be the case in the corona.
In the final chapter, a summary of results and future work is discussed.
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In summary, there are several aims of this study. The general purpose is to investigate the
ability of footpoint motions to store and release magnetic energy to heat the solar corona.
In carrying out this investigation, the importance of validity when considering applying an
approximate method to a certain system is emphasised. In particular, we focus on the
approximate MHD method of reduced MHD (RMHD).
The models of MHD and RMHD and the relevant properties where presented in
Chapter 2 and Chapter 3. There are very few studies which have investigated validity, self-
consistency and accuracy between RMHD and full MHD. This has resulted in considerable
uncertainty and confusion about when RMHD is likely to be a good approximation to full
MHD and when it is not. There are a wide range of studies that have been done using
RMHD, yielding interesting and potentially useful and important conclusions, providing
these results were also true for full MHD.
One such study, Rappazzo, Velli, and Einaudi (2010), concludes that a driven
system in which magnetic energy is stored and subsequently released through the tearing
instability only stores energy once, after the instability the system remains in a statistically
steady state. This idea does not agree with the intuative picture in full MHD, which expects
this process of storing and releasing energy to occur in a cyclic manner.
The aim of this study is to investigate a similar system to Rappazzo, Velli, and
Einaudi (2010) using full MHD and verify whether their conclusion is also true for full MHD.
This is done in two parts.
First, a simple 2.5D model is developed in Chapter 4 where an initially uniform
magnetic field is sheared by smooth footpoint motions, resulting in the build up of magnetic
energy as the system evolves through sequences of equilibria. This system is used to
illustrate the importance of validity by using four common approximate methods: magneto
frictional relaxation, 1D approach, linearisation and RMHD, and full MHD to model the
evolution of the magnetic field. The results from these models are compared to each other
and their accuracy is judged against the full MHD results, which are taken to be the “exact”
solution throughout. Linearisation and RMHD provide accurate approximations when the
footpoint displacement is sufficiently small, independent of the plasma β. The 1D and
relaxation methods provide a good approximation for the magnetic field for small plasma
171
Modelling Solar Coronal
Magnetic Field Evolution Chapter 7 Summary and Further Work
β, but not as good for pressure and density. An advantage of the 1D method is that it is
the computationally fastest method used here.
In this first study, a ponderomotive type force due to viscous effects was found to
be important as the plasma beta was decreased. The linearised MHD equations enabled
useful insights into this phenomenon while the other approaches could not as they do not
involve viscosity. RMHD is not valid for this 2.5D system. Each of the approximate methods
was found to be valid for small footpoint motions. Some methods gave good results even
when they were not expected to and some were not as accurate as expected. For example,
the relaxation method provided excellent agreement for low β0 as expected since a force free
system is assumed. Linearised MHD gave good results with only reasonable descrepancies
for large values of D/L, despite being derived from assuming D/L 1.
Second, in Chapter 5 the system is extended to 3D and small symmetry-breaking
perturbations are added at the boundaries. This setup of a driver and perturbation allows
investigation of the evolution of the tearing mode, using full MHD, by varying several
parameters, including the type of perturbation and its amplitude and period. The main
purpose of this chapter is to verify whether Rappazzo et al’s RMHD conclusion, stating
that the instability only occurs once in this setup rather than cyclically, is also true in
full MHD or not. Qualitative comparisons are presented between Rappazzo, Velli, and
Einaudi 2010 and our full MHD results. The main result of this chapter and project is that
the tearing instability does indeed only occur once in full MHD. This conclusion extends
Rappazzo et al’s result from RMHD to full MHD.
The full MHD data is also analysed to check the assumptions of RMHD. It is
concluded that qualitatively these studies give the same general evolution, despite the fact
that the RMHD conditions are not satisfied during most of the evolution and the growth
of the instability. This indicates that these additional effects are not important for the
general evolution. For these simulations it seems reasonable to neglect them, however
direct comparisons are still needed to verify this suggestion.
One limitation of RMHD is that thermal processes are neglected from the begin-
ning, resulting in it not being possible to gain meaningful conclusions about the thermo-
dynamic response of the plasma to coronal heating. As seen in Chapter 5, the tearing
instability releases a substantial amount of energy. A natural next step is to investigate the
heating potential of our system. This can be done using full MHD simulations by including
thermal conduction and radiation in our setup. This first experiment in this direction and
results are discussed in Chapter 6. Here two cases are studied. The first case has a higher
initial density than the second. The temperature evolution in these two cases is surprisingly
different considering the only difference is the initial density. The high density case is domi-
nated by radiative losses. The final temperature attained after the tearing instability is two
and a half times cooler than the initial temperature. The low density case is dominated by
the Poynting flux created by the footpoint motions. The final temperature is four times
hotter than the starting value.
There are a number of limitations to this study. An example is that only one
system was investigated for validity of RMHD. There are many more tests that could be
performed in the future to check validity of RMHD, it would be interesting to extend the
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comparisons between RMHD and full MHD turbulence performed in Dmitruk, Matthaeus,
and Oughton 2005 and the self-consistency checks undertaken in Oughton, Dmitruk, and
Matthaeus 2004.
It is also essential to perform direct comparisons between RMHD and full MHD
for the current system and investigate the properties of the final turbulent-like state. To do
this using the same Lare data in cartesian coordinates, it would be necessary to develop a
cartesian RMHD code since current RMHD codes are either written in cylindrical geometry
for tokomaks or are psuedospectral codes designed for turbulence modelling. In order to
conduct direct comparisons of any methods a technique to quantify the agreement would
need to be chosen.
It would be interesting to investigate validity of the Alfvén wave turbulence models
developed by Dmitruk et al (Dmitruk, Milano, and Matthaeus 2001) and Van Ballegooi-
jen (van Ballegooijen et al. 2011) using adapted RMHD models. There are many related
approximate methods, such as NIMHD (Appendix B.4 and Zank and Matthaeus 1993),
4fieldMHD (Appendix B.5 and Bhattacharjee, Ng, and Spangler 1998). The relation be-
tween these models, RMHD and full MHD could be considered. The “slow MHD” model
derived by Zhukov 2001 in cylindrical coordinates and discussed in Appendix B.3, which
includes slow waves in a model similar to RMHD could be derived in cartesian coordinates.
In the context of coronal heating, future extensions to this system would involve
testing different driver and perturbation profiles, applying a more realistic lower atmosphere,
photosphere and transition region. An important aspect is to investigate how different
drivers result in different evolutions, some may involve numerous heating events and some
only allow one, as was found in this study.
The main message is to be careful what you assume.





A.1 Zank and Matthaeus’ Derivation
In this section we will follow the derivation of RMHD by Zank and Matthaeus 1992, which
was summarised in Section 3.3.2. This is included since the equations are presented in
terms of the velocity and magnetic fields, therefore giving a more physical interpretation of
the assumptions compared to using the potentials as in Strauss’ derivation (Strauss 1976)
presented in Section 3.3.
This derivation is also more algebraically rigorous. They follow a procedure of
separation of spatial and temporal scales in the compressible MHD equations, then the
perpendicular and parallel components of these equations are considered. The final RMHD
equations are found from the resulting equations after applying a few further arguments.
The derivation for the β  1 regime is given here. Zank and Matthaeus also consider
β ∼ 1 and β  1.
We begin with the normalised compressible ideal MHD equations, Equation (2.17)




















leaves the equations unchanged except for the momentum equation, Equation (2.17a). The
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, and c2s ≤ V 2A ⇒ MA = εzm ≪ 1,
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 1 and β ∼ O(εzm) is assumed the bracketed term is O(1). Hence the
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There are three relevant timescales in this system, namely
convection: τc = L/v0,
acoustic: τs = λs/cs,
Alfvénic: τA = λA/VA.
where L is a typical length, v0 is a typical velocity, λs and λA are typical sound and
Alfvén wavelengths and Cs and VA are the sound and Alfvén speeds, respectively. Since
v0 ≪ cs  VA is assumed the convective timescale is slowest and the Alfvén timescale
is the fastest. Here the dynamics of interest occur on the slow convective timescale and
it is not necessary to follow the fast timescale dynamics. Hence we rescale the fast sound
and Alfvén timescale by making them larger than the slow convective timescale. We define
slow and fast time scales as
slow time scale τ = t,















This will result in removing high frequency waves. The only waves that can still exist are
those with extremely long wavelengths. A wave with such a long wavelength will vary very
slowly in space and so the spatial scales must also be rescaled in order to investigate the
interactions of such waves. The short and long spatial (wavelength) scales are defined as
short lengthscale X = x̂,
long lengthscale x = εzmx̂,
⇒ ∇x̂ = ∇X + εzm∇x. (A.3)
Variables are expanded using the ansatz
v = v, p = p0 + εzmp1, B = B0 + εzmB1, ρ = 1 + εzmρ1. (A.4)
The initial background magnetic field is taken to be in the z direction and, ac-
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cordingly, the remaining long-wavelength Alfvén waves will travel along this direction. For
simplicity the slow spatial scale is taken to be only parallel to the background field direction.
Only dynamics on the slow timescale, τ , are kept so variations on the fast timescale, τ ′,
are set to zero. This gives
∂
∂τ ′







We now expand each of the MHD equations using the ansatz, Equation (A.4), time and
spatial scales, Equation (A.2) and Equation (A.3). Terms are then collected in each order
of εzm.








+∇X · v + εzm∇X · (ρ1v) + εzm∇x · v + ε2zm∇x · (ρ1v) = 0.
The O(1) terms are
∂ρ1
∂τ ′
+∇X · v = 0, ⇒ ∇X · v = 0.
Since derivatives on the fast timescale, τ ′, are zero this implies that v is incompressible
with respect to the short lengthscale, X. Terms of O(εzm) are
∂ρ1
∂τ










The remaining term is of O(ε2zm)
∇x · (ρ1v) = 0.












Terms of O(1) give the equation
∂v
∂τ
+ (v · ∇X)v +∇Xp1 =(B0 · ∇x)B1 −∇x(B1 ·B0) + (B1 · ∇X)B1
− 1
2
∇X (B1 ·B1) . (A.8)
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The term of O (ε2zm) implies




The induction equation, Equation (2.17c) on page 14, gives the following equa-
tions. The O(1) contribution results in




since B0(∇X · v) = 0. Therefore, v is independent of the short parallel coordinate, Z.
Terms of O(εzm) give the equation
∂B1
∂τ
+ (v · ∇X)B1 = (B0 · ∇x)v + (B1 · ∇X)v −B0(∇x · v). (A.11)
Lastly, the O (ε2zm) terms give the equation
(v · ∇x)B1 = (B1 · ∇x)v −B1(∇x · v). (A.12)
Expanding the solenoidal constraint, ∇ ·B = 0, gives the following equations. To
O(εzm) the perturbed magnetic field is incompressible in the short spatial coordinate, X,
∇X ·B1 = 0.




shows that B1z is independent of the long parallel coordinate, z.
The next step is to take the remaining equations which still need to be simplified
and split them into the parallel and perpendicular components. Beginning with the O(1)
momentum equation, Equation (A.8), the perpendicular and parallel components are
∂v⊥
∂τ














where F means this is one of the final equations.
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Now the O(εzm) induction equation, Equation (A.11) can be written as
∂
∂τ
B1 + (v · ∇X)B1 = B0
∂
∂z




where the second last term has been updated to have perpendicular components only as v




B1⊥ + (v · ∇X)B1⊥ =B0
∂
∂z
v⊥ + (B1⊥ · ∇X⊥)v⊥, (A.17)
∂
∂τ
B1z + (v · ∇X)B1z = (B1⊥ · ∇X⊥) vz. (A.18)












The parallel component is zero since it was found that B1z is independent of z.
These remaining equations, Equation (A.10), Equation (A.6) and Equations (A.13)-
(A.19) are now in a form that we only require a few final arguments to obtain the equations
of RMHD.




v = 0, either ρ1 = 0, vz = 0 or ∂∂zv = 0. It is chosen that ρ1 = 0 which immediately
implies incompressibility.
Substituting ρ1 = 0 into the O(εzm) continuity equation, Equation (A.6), leads to
∂
∂z
vz = 0, ⇒ vz = vz(X, Y, τ).
This implies that the parallel velocity is only a function of the short coordinates: X and Y
and slow time coordinate, τ .











Erin E. Goldstraw 179
Modelling Solar Coronal
Magnetic Field Evolution Appendix A.1 Zank and Matthaeus’ Derivation














These last two equations imply that the parallel perturbed magnetic field is also a function
of only the short spatial coordinates: X and Y and the slow time coordinate, τ , as
vz = ±B1z ⇒ B1z = B1z(X, Y, τ).
Now taking ∂
∂Z






It was suggested that this equation could be included as an additional constraint,
however the authors felt there did not seem to be any advantage in doing so. Possible
solutions are that B1⊥ is independent of Z or that vz is equal to a constant. The former is
chosen but either solution arrives at the same result that vz and B1z are constant or zero.




B1⊥ = 0, ⇒ B1⊥ = B1⊥(X, Y, z, τ).
Hence Equation (A.17) becomes
∂
∂τ
B1⊥ + (v⊥ · ∇X⊥)B1⊥ = B0
∂
∂z
v⊥ + (B1⊥ · ∇X⊥)v⊥. F
It folllows from Equation (A.20) that since ∂
∂Z
B1⊥ = 0 then p1 is independent of
the short parallel coordinate, Z, as well.
p1 = p1(X, Y, z, τ).
Since B1 is independent of Z the O (ε−1zm) momentum equation, Equation (A.7),
now reads







implying that B1z is independent of the perpendicular short coordinates: X and Y . It has
already been found that B1z is independent of both the short and long parallel coordinates,
Z and z, hence, at most B1z is a function of the slow time coordinate, τ as B1z = B1z(τ).
It then follows that the same is true for the parallel velocity as vz = vz(τ).
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This gives the result that vz and B1z are constants which are assumed to be zero.
Summary
The RMHD equations are given by
∇x · v = 0, ∇x ·B = 0, x = (x, y),
∂v
∂t




























where B = (Bx(x, y, z, t), By(x, y, z, t)) and v = (vx(x, y, z, t), vy(x, y, z, t)).
A.2 Montgomery’s Derivation
Here we give the derivation of RMHD given by Montgomery 1982, which was summarised
in Section 3.3.3. For this derivation the incompressible MHD equations are used from
the outset. The system is considered to be permeated by a strong background magnetic
field that is perturbed by fluctuations, hence the total magnetic field is BT = B0 +
B. The background magnetic field is assumed to be in the êz direction. The author
begins by assuming that the velocity and magnetic fluctuations are much smaller than the
large constant background magnetic field. It follows that a small parameter, εm, can be










Substituting the total magnetic field into the incompressible form of the momentum and
induction equations, Equation (2.16a) and Equation (2.16c), gives
∂v
∂t
+ v · ∇v =−∇p+ B · ∇B + 1
εm
B0 · ∇B + ν∇2v, (A.21)
∂B
∂t
+ v · ∇B =B · ∇v + 1
εm
B0 · ∇v + η∇2B, (A.22)
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The velocity and magnetic fields are now expanded as
B = B(0) + εmB
(1) + ε2mB
(2) · · · , v = v(0) + εmv(1) + ε2mv(2) · · · .
The fields are taken to be incompressible at each order
∇ · v(n) = 0, ∇ ·B(n) = 0 n ≥ 0.
Equations (A.21) and (A.22) involve terms for incompressible Alfvén waves. We
are interested in the dynamics at O(1) and not on faster timescales hence time derivatives






The O(ε−1m ) terms give








This does not necessarily imply that v(0) and B(0) are independent of z but shows that they
are approximately constant in z, hence the variation could be over longer parallel scales.
Thus at most these lowest order fluctuations depend weakly on z as εmz. Hence they vary
in z much more slowly compared to the variations in the perpendicular x and y directions.
The incompressible condition at lowest order can now be written as
∇ ·B(0) = 0 ⇒ ∇⊥ ·B(0)⊥ = 0,
∇ · v(0) = 0 ⇒ ∇⊥v(0)⊥ = 0.
This does not mean that v(0)z or B
(0)
z are equal to zero or that they are independent of
εmz. This implies that the perpendicular components are incompressible. This allows the
fluctuating fields to be written in terms of potentials as
B
(0)
⊥ =∇× êzA = ∇⊥A× êz, (A.23)
v
(0)
⊥ =∇× êzφ = ∇⊥φ× êz, (A.24)
where A(x, y, εmz, t) is the magnetic potential and φ(x, y, εmz, t) is the velocity stream
function.
The evolution of the perpendicular fields, v(0)⊥ and B
(0)
⊥ , are given by the O(1)
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The terms involving first order fields, v(1)⊥ and B
(1)
⊥ , relate to a fast Alfvén wave dependence
on z and t/εm. The zeroth order terms vary on the slower variables εmz and t.
This fast variation is averaged out by averaging these equations over an interval
∆z∆t/εm that is large enough that these terms drop out, while the interval is still small
enough that there is no effect on the other terms which vary on the slow scales, εmz and
t. This is an alternate method to applying multiple time scales but is equivalent to time
scalings used by Zank and Matthaeus discussed in A.1 and Zank and Matthaeus 1992.










































These equations are equivalent to the Strauss’ RMHD equations, Equations (3.12) on
page 34 discussed in Section 3.3.1. The equivalence is made explicit by using the potentials,





⊥ · ∇⊥ω =B
(0)












where the z components of current and vorticity are given by j = ∇2A and ω = ∇2U ,
respectively. A noteable difference in this derivation is that the parallel fields, vz and Bz,
are not assumed to be constant.
The evolution of the lowest order parallel fluctuations, v(0)z and B
(0)




































+ η∇2B(0)z . (A.32)
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These equations are linear in B(0)z and v
(0)





⊥ . Hence the z component of the fluctuations is determined automatically once the
perpendicular components are known. This behaviour is much like a ‘passive scalar’, as the
parallel components do not affect the other quantities. This shows that it is not necessary
to set v(0)z = 0 or B
(0)




⊥ are unaffected by these
assumptions since they are independent of v(0)z and B
(0)
z .
A.3 Van Ballegooijen’s Equlibrium Derivation of RMHD
Here we discuss an independent derivation of RMHD by van Ballegooijen 1985. Although
the resulting equation for the velocity does not look like the classic equation of RMHD,
the assumptions for this model are the same. This article is particularly interesting as the
RMHD equations are derived from an entirely different perspective: from the point of view
of equilibria. Here we shall continue to use the expansion parameters; εa, εb, and generally
the same notation used in the formal derivation of RMHD in Section 3.4.1. The magnetic











êz +∇h× êz + εa∇× (∇g × êz). (A.33)
Thus h is the z component of the vector potential, the component traditionally used in
RMHD and usually denoted by A. ∇g× êz are the perpendicular components of the vector
potential, which are higher order and usually neglected in RMHD.

























where the slowly varying z coordinate, z/εb has been used as before. An immediate conse-
quence of including the O(εa) and O(εaεb) terms is that there is a perpendicular current.
A perpendicular current only comes in at higher order in RMHD. This is in contrast to the
original RMHD model which keeps only lowest order terms and only has a parallel current






















where f = ∇2⊥g.
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As is common in RMHD pressure is neglected. The momentum equation, Equa-
tion (2.17a), is considered for the case of a force-free equilibrium. Using v = p = 0, the
MHD equilibrium condition is then
j×B = 0⇒ j = ∇×B = αB. (A.34)
α(x, y, z, t) is a measure of the twist of the magnetic fieldlines and α ∼ 1
l‖
. Thus α is
































































































Differentiating Equation (A.35) with x and differentiating Equation (A.36) with y and




































































The integrated induction equation, Equation (2.17c), can be written in the same
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Finally, Equations (A.40) and (A.37) can be substituted into Equation (A.39) to






















































where D = ∇2⊥ has been used.
This equation can be solved for φ with boundary conditions at both loop ends
φ(x, y, 0, t) and φ(x, y, L, t) and initial conditions for α′ and h. Once φ is known for a
certain t the magnetic field is evolved in time using Equation (A.40) and α′ is calculated
from Equation (A.37). Since the final equation for φ is O(εb) and considering that, when
using this ordering, RMHD is normally taken to O(1), it is clear that this provides a
version of RMHD that is higher order. This form of the equation for φ can only be
derived when these higher order terms are retained. The central role of the force-free
equilibrium condition makes this model appear very similar to other approximate models of
MHD equilibria, namely magneto-frictional methods discussed in Section 4.2.3. The main
difference in these models is that the velocity is made equal to the unbalanced Lorentz
force and therefore is not evolved dynamically. It is also important to remember that
magneto-frictional methods are used to solve a general field so no expansion about a strong
background field or lengthscale considerations are needed. Further investigation into the
validity of RMHD is necessary as well as the similarity between classic RMHD and magneto-
frictional methods. Another aspect, which is common in RMHD is that the background
field does not change. Although the field was initially expanded to O(εa) these terms create
higher order terms in the equations which are subsequently neglected. It is shown in another
study, Scheper and Hassam 1999, that the equations involving the next order for Bz are
not compatible with line-tied boundary conditions. However, this only affects the parallel
fluctuations, while perpendicular components remain unaffected at lower order. This is not
an issue when these parallel fluctuations are neglected.
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B.1 Kruger et al: Generalised RMHD
In this section an overview of a general model of RMHD is given which was presented
by Kruger, Hegna, and Callen 1998. This model is more general than RMHD as it does
not require a large aspect ratio and does not assume a constant background magnetic
field. Pressure and density are also evolved. This derivation uses a multiple-time scale
method to separate the timescales related to the equilibrium and parallel and perpendicular
wavenumbers. This allows for a more natural form of energy conservation than is found in
the original derivation Some higher order terms seem to be retained to achieve this. It is
unclear if this is valid. This article also includes the total and electron stress tensors but
these are neglected here for simplicity. This derivation aims to look at perpendicular modes




Thus assuming lengthscale or spectral anisotropy. This is similar to Strauss’ derivation
(Strauss 1976 and Section 3.3.1) hence this is denoted by εs. Note, however that Strauss
does define the small parameter to be the inverse aspect ratio of the system rather than
the ratio of characteristic lengthscales or wavelengths.
All equilibrium quantities are O(1) and are functions of space and time, including
the background magnetic field, as B0 = B0 (x, t). The perturbed quantities will vary on
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This separates the different lengthscales and timescales, highlighting that the perpendicular
variations are larger than parallel ones. The expansion
ρ = ρ0 + εsρ1, p = p0 + εsp1, B = B0 + εsB1, η ∼ ε2s, v = εsv1.
is applied to the MHD equations, Equations (2.9a)-(2.9d), with the right hand side of the
energy equation equal to (γ − 1)ηj2.
The final equations of this model are given by
dρ1
dt||
+ (v1 · ∇)ρ0 + ρT∇ · v1 =0,
dp1
dt||










=− b0 · ∇p1 − b1 · ∇pT ,
∂Ψ
∂t||













+ (B1 · ∇)
jT ||
B0












jT || =j|| 0 + j̃|| = b0 · (∇×B0) +∇2ψ, Ψ =−A2 · b0 = −A2 ||,













φ is the electric potential and A2 is the magnetic potential given by
φ =ε2sφ,
A =A0 + ε
2
sA2.
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B =∇×A = ∇×A0 + εs∇⊥ ×A2.
B.2 Gazol et al: RMHD including Alfvén dynamics
Here an overview of an extension of RMHD to include coupling to Alfvén waves, originally
derived by Gazol, Passot, and Sulem 1999, is given. It is well known that a large constant
background magnetic field has two effects. Firstly, Alfvén waves propogate along the field
and secondly the large-scale transverse dynamics become two-dimensional. Generally these
two consequences are treated separately, however, this study investigates a unified set of
equations. The specific magnitude of β considered is not clear but this article is In the
context of the interstellar medium. The Hall term is included in this study but is neglected
here for simplicity and p = ργ is assumed. The background magnetic field is assumed to be
in the x direction, B0 = Bxêx. The magnetic field consists of a strong magnetic field and
small fluctuations. The expansion parameter is defined as ε = M2A. Since ε is the square
of the Alfvén mach number the leading order perpendicular components of v and B are of
order ε
1
2 . This is equivalent to Zank and Matthaeus’ small parameter, εzm = MA (Zank
and Matthaeus 1992 and Section 3.3.2.
Longitudinal components of v and B and fluctuations of density ρ1 are of order
ε. This would be equivalent to ε2zm and is hence higher order and not usually included
in RMHD. As usual this shows that variations parallel to the background field occur on a
much larger scale and the time and spatial coordinates need to be rescalled accordingly. In
order to investigate the balance between nonlinearities and dispersion for the Alfvén waves
dynamics it is simplest to work in the reference frame travelling with the Alfvén phase
velocity vA = 1. Hence a coordinate transform is used of the form
X = ε(x− t), Y = ε3/2y, Z = ε3/2z, τ = ε2t.






























The expansion is used
ρ =1 + ερ1 + ε
2ρ2 + ε
3ρ3 . . . , vx =εvx1 + ε
2vx2 + ε
3vx3 . . . ,
bx =1 + εbx1 + ε
2bx2 + ε
3bx3 . . . , v⊥ =ε
1/2
(
v1 + εv2 + ε






B1 + εB2 + ε
2B3 . . .
)
,
B⊥ =By + iBz. v⊥ = vy + ivz,
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It is believed that this ordering is to separate the 2D perpendicular dynamics (i.e RMHD) and
parallel Alfvén dynamics and keep them individual but coupled. To maintain the coupling
the first order perpendicular fields are defined to include mean and fluctuating contributions.
B1 =B̃1(X, Y, Z, τ) + B1(Y, Z, τ),
V1 =ṽ1(X, Y, Z, τ) + v1(Y, Z, τ),
where ˜ denotes the fluctuations and overline donotes the mean contribution which are
averaged over X. It is the large-scale mean values that follow the essentially 2D dynamics.
These are equal to RMHD modes in the 2D limit: averaged over the parallel field direction.
This is also done for the parallel fields, vx and Bx.
Summary
The final set of equations, renaming B = B1, v = v1, Bx = Bx1 and vx = vx1, are The













































































+ v · ∇⊥v = −∇p+ B · ∇⊥B,
∇⊥ · v = 0, ∇⊥ ·B = 0,
These last three equations provide the 2D incompressible dynamics in planes perpendicular
to the mean field. These are also related to RMHD when neglecting variations in the parallel
direction.
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The quantities used in these equations are
P̃ =
1
2 (β − 1)
(











In the next section a model including slow wave dynamics by Zhukov 2001 is
summarised.
B.3 Zhukov: RMHD including slow waves
Here an overview of an interesting model presented in Zhukov 2001 is given. This model is
called a “slow” MHD model since it is argued to be equivalent to RMHD with allowance for
slow magnetosonic waves. The interesting aspect of this model is that the final induction
equation has the same form as in RMHD using a different approach that does not require the
velocity to be incompressible. No fundamental assumptions about the velocity are made,
thus allowing for slow waves. A cylindrical coordinate system (r, φ, z) is used. A possible
and interesting extension of this model would be to investigate whether it is possible to
rederive these equations in cartesian coordinates.
A toroidal metric is chosen, given by
dl2 =dr2 + r2dφ2 + g(r, φ)2dz2,
hr =1 hφ = r hz = g(r, φ),




Plasma bounded at r = 1 is considered. The poloidal velocity and magnetic fields are





The following ordering is taken





, V, B, Vz, O(R
−2) : hz, ρ.
where here R is the ratio of the poloidal and toroidal magnetic fields. Solutions are found
with accuracies of the order
O(R−2) : B, V, p O(R−1) : 〈Bz〉, Vz, ρ.
ν and η are taken to be constant. It is also required that ν, η and ∇g are less than or
equal to O(R−1).
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The z component of the vector potential is defined as usual to give the magnetic
and electric fields as








(r (BzVr −BrVz)) +
∂
∂φ




























































= −p∇ ·V + ηj2z +WH ,
∂ρ
∂t
+∇ (Vρ) = 0,
F = ρV 2z
1
g
∇g −∇p− (j×B)⊥ + η∇
2
⊥v⊥.
This model is simpler than full MHD as many resistive and viscous terms are not present
in the equations but do include additional terms compared to RMHD.
In the next section the model known as nearly incompressible MHD (NIMHD) by
Zank and Matthaeus 1993 is discussed.
B.4 Zank and Matthaeus: Nearly Incompressible MHD
Here we summarise the model of nearly incompressible MHD (NIMHD) developed by Zank
and Matthaeus 1993. This derivation begins by finding the equations of 2D incompressible
MHD and then perturbing them to give nearly incompressible equations. One difference
between NIMHD and RMHD is that NIMHD allows for high frequency waves which are not
included in RMHD. This derivation is carried out for different values of β. Here we discuss
only the case: β  1. The compressible ideal MHD equation, Equation (2.17) are used.
The adapted equation of motion, the details were discussed in Section A.1 and Zank and
Matthaeus 1992, is given by Equation (A.1) on page 176. A large constant background
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field, B0, is assumed at first order, analogous to RMHD. The ansatz used is
p = p0 + εzmp
i, v = vi, B = B0êz + εzmB
i, ρ = 1.
The above form of the expansion ensures ∂v
∂t
is bounded, meaning that all of the terms
are of O(1) to lowest order. The superscript “i” means these quantities satisfy the 2D
incompressible MHD equations given by
∇⊥vi⊥ = 0, ∇⊥Bi⊥ = 0,(
∂
∂t












∇⊥(Bi2⊥) + Bi⊥ · ∇⊥Bi⊥.
Here there are three timescales to consider: Alfvén, magneto-acoustic and convec-
tive. To allow for weakly compressible effects we must rescale the momentum equation by





+ v · ∇
)





We wish to keep magnetoacoustic frequencies while removing higher Alfvén frequencies.
This is different from RMHD where all high frequencies are removed except very long
wavelengths. We expand about the incompressible state as
v = vi + δv1, p = po + δ
2(pi + p∗), ρ = 1 + δ2ρ∗, B = B0 + δ
2(Bi + B1) + δ
4B∗.
The evolution of the weakly compressible quantities: p∗, ρ∗, B∗ and v1 is the set


















+ v1 · ∇vi⊥ =−
1
δ
[∇p∗ +∇(B0 ·B∗) + B0 · ∇B∗]
−∇(Bi⊥ ·B∗) + Bi⊥ · ∇⊥B∗ + B∗ · ∇Bi⊥, (B.2c)
dB∗
dt
−B∗ · ∇vi⊥ =
1
δ
(∇× v1 ×Bi⊥), (B.2d)
(B0 · ∇)v1 =B0∇ · v1. (B.2e)
(B.2f)
Now we can apply a similar scaling of coordinates as in Section 3.3.2 to elucidate the
similarities and differences between these NIMHD equations and those of RMHD. It can be
shown that these equations give a wave equation for long wavelength acoustic waves. This
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is a similar behaviour to that seen in RMHD for long wavelength Alfvén waves. The next
model we discuss is a four-field system derived by Bhattacharjee, Ng, and Spangler 1998.
B.5 Bhattacharjee et al: Four Field MHD
Here an overview of an approximate MHD model that was presented by Bhattacharjee, Ng,
and Spangler 1998 is given.
The MHD equations are expanded using a general, spatially varying, background
magnetic field, B0(x, y, z). This results in a set of equations involving four variables:
magnetic flux; parallel flow; vorticity and pressure. In the limit of a constant background
magnetic field, B0 → êz, this system reduces to the original equations of RMHD. This
derivation begins with the MHD equations, Equations (2.17b), Equation (2.17a) and Equa-
tion (2.16c) including resistivity and the RHS of the energy equation, Equation (2.17d)),
is given by ohmic heating, ηj2. After non-dimensionalisation, the induction and continuity


























where the parameter, ε, is taken to be equal to the sound mach number as













These parameters are typical values for the equilibrium state.
An asymptotic expansion is used of the form
B = B0 + B1 . . . , v = v1......, ρ = ρ0 + ρ1......, p = p0 + p1......,
The quantities with a “0” subscript denote the mean value of the quantities and the subscript
“1” denotes the fluctuations.






A solution to Equation (B.5) is
p0 = 1, B0 = êz.
This is equivalent to the assumptions made in Zank and Matthaeus’ derivation of RMHD
as given in Section 3.3.2, Appendix A.1 and Zank and Matthaeus 1992. Here more general
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solutions of Equation (B.5) are explored.
By considering Equation (B.3) and Equation (B.5) the transformation












v ∼ O (ε) ,






is applied to Equations (B.3), (B.5), (2.16c), (2.17b) and (B.4) to remove ε and β. The
induction and continuity equations remain unchanged.
The momentum, 1st order momentum and energy equations, Equations (B.3),





+ v · ∇
)
v = ∇p+ (∇×B)×B, (B.6a)















+ v · ∇p+ γp∇ · v = (γ − 1)η|j|2 .
Naturally, the mean and fluctuating values vary differently in time and space. The
fluctuations vary much faster in space and time than the mean values. Since there is a
large magnetic field, B0, the fluctuations will vary slowly along the direction parallel to the
field and more quickly perpendicular to it. Fluctuations also vary faster in time. Hence, the
following ordering is used for differentiating the mean and fluctuating quantities
mean fluctuations
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Summary
The final equations for the four variables: magnetic flux, A, parallel flow, v1, pressure, p1,
and parallel vorticity, ω, are given by
dA
dt




=DJ + 2b×∇P · ∇⊥p1 − J(b · ∇B20), (B.7b)
dp1
dt
= − v1 · ∇p0 +
γp0
γp0 + B20




= Dp1 + B1 · ∇p0, (B.7d)
where
ω = −∇2⊥φ, J = −∇2⊥A, P = p0 + B2/2, b =
B0
B20






+ v1 · ∇⊥, ρ0 = p1/γ0 ,
and the parallel components are defined as being locally parallel to B0. This set of equations
is known as the four-field MHD equations.
Limits
We can investigate the limits of a constant magnetic field and β  1 by assuming





Taking the limit B(x) → 0 or β ≪ 1 causes the equations for the parallel
velocity, Equations (B.7d), and pressure, (B.7c), to decouple and the remaining equations
for A and ω, Equation (B.7a) and Equation (B.7b) become
dA
dt





where B = B0 + B1⊥. These equations are equivalent to RMHD.
A further study, Bhattacharjee et al. 1999, was done to compare solutions of the
4field equations, NIMHD and RMHD. In the next section a model describing Alfvén wave
turbulence developed by van Ballegooijen et al. 2011 is summarised.
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B.6 Van Ballegooijen et al: RMHD for Alfvén wave turbulence
Here a discussion is given of the development of a detailed model for coronal heating due
to Alfvén wave dynamics that was first derived in van Ballegooijen et al. 2011.
The system consists of a kilogauss flux tube of length L including chromospheric
and coronal regions. The tube is vertical in the chromosphere and curvature is neglected.
The loop cross section varies with height as R(z). R(z) must be smaller than L. Random
footpoint motions are imposed on the boundaries at z = 0 and L. The MHD equations
are (2.17). Gravity is included in the lower atmosphere as g = g0(z)êz. The velocity can
be split into perpendicular and parallel parts as
v = v⊥ + v‖B̂.
Quantities are written with mean and fluctuating components as B = B0 + B1 . . . . The
background field, B0, is nonuniform and varies on a lengthscale of
HB = B0(B̂0 · ∇B0)−1.
Static equilibrium is assumed with v0 = 0 and ∇ × B0 = 0. This gives a force balance
equation for mean quantities as
∇p0 = ρ0g,
where p0 and ρ0 are functions of z. The radius R(z) is assumed to be smaller than the





The background field is written as












where B00(z) is the magnetic field strength at the tube axis (x = y = 0). The unit vector
along the background field is
B̂0 = êz −
1
2HB

























The wave amplitude is u⊥(z) vA(z) and B1  B00.
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There are three parallel lengthscales: Alfvén wavelength vAτ (τ is wave period);
the lengthscale of the background field, |HB| and the box length L. Thus, a parallel
lengthscale is defined as the minimum of these quantities as
l‖ = min (vAτ, |HB|, L) .
An additional requirement is that perpendicular lengthscales are l⊥  l‖.
A second small parameter is defined to be the maximum value of the ratio of










The magnetic and velocity fields are expanded as
B = B0 + B1 +O(B00ε
2), v⊥ = v⊥ 1 + v⊥ 2 +O(VAε
3),
Note v‖ ∼ O(vAε2). As usual the leading order perturbed magnetic field is perpendicular
to the background field, hence it can be written using a flux function, A.
A1 = h(r, t)B0,
where h ∼ l⊥ε. The total magnetic field is written as
B = B0 +∇⊥h×B0 +O(B200ε2).
The final equations of the Alfvén wave turbulence model can be written as
∂h
∂t
=B̂0 · ∇f +
f
HB
+ [f, h] , (B.9a)
∂ω
∂t
=− [ω, f ] + v2A
(
B̂0 · ∇α + [α, h]
)
, (B.9b)












Although these equations are more general than RMHD, some limitations, such as incom-
pressibility, are true in both models.
Next we summarise the coronal heating studies done using these equations. The
above equations are used to model a one kilogauss flux tube with a circular cross section.
General conclusions from these studies are that the resulting field is twisted on very
small perpendicular lengthscales (∼ 100km) which are too small to be visible with current
resolutions of observations. The perturbed field is vary small δbrms/B0 ∼ 0.025 with an
angle of 1.4 deg. Enough heating is produced when the magnetic field evolves dynamically
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This model is only an approximation to full MHD and there are a number of issues
that would need full MHD to be modelled more accurately. The RMHD model does not
allow for the interaction of multiple flux tubes and so only one is modelled at a time.
The effects of the resulting heating are not included as this is not part of the
RMHD formalism. β is not always  1 in the model for the lower atmosphere and it is
possible that the parallel lengthscale of the background field is less than the tube radius as
HB < R. This gives ε0 > 1 which means the thin tube approximation and RMHD are not
valid in these areas. The ratio δbrms/B0 ∼ 0.3 for van Ballegooijen et al. 2011 so the first
assumption of RMHD is only marginally satisfied.
This model is used to investigate the dependence of the heating rate in the corona
and lower atmosphere regions on several system parameters, such as coronal loop length,
magnetic field and pressure.
It is found that the heating rates in both regions increase with increasing magnetic
field strength. The coronal heating decreases for small values of pressure whereas the
heating rate in the lower atmosphere only depends weakly on the pressure.
After this initial study magnetic field extrapolation methods are used to calculate
the magnetic field and height as functions of the position along the loop for two SDO/HMI
observed active regions. This data is then used as the initial conditions for this model. First,
Asgari-Targhi and van Ballegooijen 2012 look at 10 fieldlines traced from an active region
observed on 5 May 2010. In this case the effects of gravity are included in the corona.
Thermal equilibrium is assumed It is concluded that the loops in the centre are in thermal
equilibrium and have a temperature of 2-3MK and small temperature variations. The loops
near the edge do not seem to be in equilibrium and do not produce realistic temperatures.
Similarly in Asgari-Targhi et al. 2013 a similar study is done using an active region observed
on 7 March 2012. The constraint of thermal equilibrium is not assumed in this study.
The debate between DC and AC heating models is addressed in van Ballegooijen,
Asgari-Targhi, and Berger 2014 by considering both mechanisms. The input parameters
are taken from one of the fieldlines in Asgari-Targhi and van Ballegooijen 2012. For an AC
mechanism the magnetic field evolves dynamically whereas a DC one evolves quasi-statically.
It is concluded that a DC mechanism does not produce enough heating and it is
important to include the lower atmosphere in the model.
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Here the second order linearised MHD solution used in Chapter 4 is derived.
The magnetic and velocity fields, density and pressure are expanded using Equa-
tions (4.20) on page 71 in the viscous MHD equations, Equations (4.1) on page 63 in
Chapter 4, Section 4.2.5.










































































































Taking the time derivative of the equation for v2x, Equation (C.1), substituting the steady




0 , t < t1 ,
V0y
L
sin kx , t1 < t ,
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From Equation (C.7) for V2x we can assume
v2x(x, y, t) = vx(y, t) sin(2kx).
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We can now take
v2y(x, y, t) = vy(y, t) cos(2kx) +G(y, t). (C.11)




























































Separating Equation (C.12) into two equations: one multiplied by cos(2kx) and
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It is possible to solve Equation (C.14) immediately for G. G is a function of y only.






















































































The constant λ can be found by applying boundary conditions at y = ±L such that










Now G can be neatly written as
G(y) = −1
6
νk2V 20 ρ0(γ − 12)
γp0L2
y(L− y)(L+ y). (C.17)
Our remaining equations for vx and vy, after canceling the sin(2kx) and cos(2kx) coeffi-
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We can now propose the solution of the form
vx =B(y)t+ C(y),
vy =F (y)t+ E(y),























































⇒ 2kB + ∂F
∂y
= α, (C.22)
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Separating this equation as two equations for the coefficient of t and a constant-


























































































































































































































These four equations derived from the momentum equations for v2x and v2y form a system
of equation that can be solved to give solutions for B(y), C(y), F (y) and E(y).
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The first, Equation (C.26), can be solved for B(y) as




















where δ is substituted for the RHS to simplify notation.
















































































y2 + νκ, (C.33)
where κ is a constant.
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0 (γ − 1)
)))
(C.38)
In summary the full solutions for v2x and v2y are
v2x(x, y, t) = (B(y)t+ C(y)) sin(2kx), (C.39)
v2y(x, y, t) = (F (y)t+ E(y)) cos(2kx) +G(y), (C.40)
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νk2V 20 ρ0(γ − 12)
γp0L2












































































































































The boundary conditions: v2(x,±L, z, t) = 0 are automatically satisfied for v2x
and are ensured for v2y by the definitions of α, λ, and κ Equations (C.32), (C.16) and
(C.38).
























2k(Bt+ C) cos(2kx) +
∂((Ft+ E) cos(2kx) +G)
∂y
)




































⇒ p2 = −γp0
((
(2kB(y) + F ′(y))
t2
2















+ J1(y) cos(2kx) + J2(y) (C.47)
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where J1(y) and J2(y) are functions to be determined.
The equation for ρ2 is similar so
ρ2 = −ρ0
((
(2kB(y) + F ′(y))
t2
2






































2k cos(2kx) +H(y) cos(2kx). (C.50)
where M(y) and H(y) can be determined.
Currently these solutions satisfy the equations including viscosity for the coeficients
of t, i.e F and B. The undetermined functions J1(y), J2(y), M and H can be determined
by considering the original equations.





















































Erin E. Goldstraw 211
Modelling Solar Coronal
Magnetic Field Evolution Appendix C Second order Solution
Separating this equation into coefficients of powers of t gives




















































































Substituting the appropriate terms of p2 show that the first and second equations
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Similarly the coefficients of terms in the momentum equation for v2x are





















































































The first two equations are already satisfied. The third can be solved for M(y)











































































Once H(y) is known, M(y) can be determined from
M(y) = − 1
2k
H ′(y). (C.56)
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Summary
The full solutions for p2, ρ2, B2x and B2y are of the form.
p2(x, y, t) =p(x, y, t) + J1(y) cos(2kx) + J2(y),
ρ2(x, y, t) =ρ(x, y, t)
B2x(x, y, t) =Bx(x, y, t) +M(y) sin(2kx),
B2y(x, y, t) =By(x, y, t) +H(y) cos(2kx),
where
p2(x, y, t) =− γp0
((
(2kB(y) + F ′(y))
t2
2















ρ2(x, y, t) =− ρ0
((
(2kB(y) + F ′(y))
t2
2



















+ C ′(y)t) sin(2kx),
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