Abstract. Distributed network system is responsible for many dynamic information computing services, and all tasks are scheduled through resource managers. Large-scale distributed network systems need to integrate heterogeneous and dynamic characteristics into the content of resource allocation and dynamic management. However, the diversity of network equipment and internal communication brings great difficulties to resource allocation/dynamic management. The effectiveness of scheduling decisions issued by resource managers is also difficult to determine. The resource allocation and dynamic management scheme of distributed network system proposed in this paper adopts bi-directional recurrent neural network learning to realize reliable and efficient resource allocation and operation and maintenance management solution. The output of bi-directional cyclic neural network is dependent on the current input and memory to synthetically decide when to match a task with a resource and improve the utilization and performance. Experiments in real distributed network systems show that the technical indicators of this method, including efficiency and execution rate, will not be significantly reduced by the increase in the number of tasks. Therefore, this method can further enhance the reliability and scalability of the resource allocation and dynamic management of distributed network systems.
Introduction
Data centers are rapidly becoming the standard IT solution for hosting Internet and enterprise applications because of their potential to deliver high-reliability services and reduce operational costs. According to some papers, there are more than several million servers in many data centers around the world. Effective management of resources in this environment can lead to many challenging and interesting research issues. The network allows users to use widely distributed computing and data resources, and users typically expect some way to connect to all potentially useful resources over the network [1] . A distributed system is a collection of independent collaborative systems that store data in geographically dispersed locations [2] . In a distributed database, global optimization is an important stage because multiple sites are involved [3] .
The implementation of cyber meteorological services is described in [4] , a distributed general-purpose system for generating short-term performance forecasts based on historical performance assessments. It is pointed out in [5] that a major obstacle to the production use of advanced network applications is the difficulty of implementing end-to-end QoS guarantees across heterogeneous shared resource sets. A distributed algorithm dedicated to meeting the performance goals of a single application and limiting system-wide operational costs and reducing resource usage bias is proposed. Iteratively and independently contributes to the goals of each component by using a common heuristic objective function [6] . Microgrids [7] provide clean, renewable, and reliable power by integrating various distributed power generation systems and energy storage systems into the power system. This paper proposes a resource allocation and dynamic management scheme. In the distributed network system, bidirectional cyclic neural network learning is adopted to realize dynamic scheduling management of resources, and real-time processing of fluctuating service traffic. The bidirectional cyclic neural network provides complete past and future context information for each point in the output layer input sequence, allowing the output unit to calculate representations that are dependent on both past and future and are most sensitive to the input values of the time, thus determining what Match tasks to resources and improve utilization and performance. Experiments in actual distributed network systems show that the technical indicators of the method, including efficiency and execution rate, are not affected by fluctuations in the number of tasks.
The structure of this paper is as follows: Firstly, the main scheme of distributed system resource management is introduced; then our distributed network system resource management architecture method is proposed; then the test results and performance indicators of the scheme are given by testing on real distributed network. Finally, give a summary and outlook.
Distributed System Resource Management
A distributed system is: A collection of independent computers that appears to its users as a single coherent system. Its characteristics are: Heterogeneity hidden from users; Consistent, uniform interaction regardless of location and time; Expandable and scalable Availability [8] . A distributed system consists of a series of different processes that are spatially separated and communicate with each other by exchanging messages [9] . The benefits of using a distributed system are [10] : Distributed systems exist in some very natural ways, such as storing distributed database system information in different branches. The parallelism of distributed systems reduces processing bottlenecks and provides improved overall performance. Distributed systems can effectively support the sharing of information and resources for users in different locations.
With the widespread availability of low-cost computers and widespread network connectivity, many organizations are faced with the need to manage large amounts of distributed resources. These may include personal workstations, dedicated nodes in distributed applications, or objects stored on these computers. Computers can be located together in a room, across buildings or campuses, or even scattered around the world. Rapid changes in configuration of these systems (faults and connections) are the norm, and major adjustments may be required if the application is to maintain the required level of service [11] .
Large enterprises urgently need to address heterogeneity and distribution issues in implementing enterprise-level information systems [12] . One way is to support a standard programming interface. The standard programming interface makes it easier to port applications to a variety of server types. Typical applications today may use databases, communications, presentations, and other services whose interfaces are not part of the language definition. In practice, it is often necessary to perform some instant management commands on all selected nodes and get immediate results, such as status monitoring and query, resource discovery and software distribution. Existing resource management systems rarely allow users to execute applications in real time. Related management commands. A Management Overlay Network (MON) system is proposed in [13] .
Distributed Network Resource Management Based on Bi-RNN
A common distributed system resource management solution, as shown in Figure 1 , includes a resource manager, internal communication, and a series of computing nodes. In the above structure, both the local and global computing nodes interact with the resource manager, mainly performing resource allocation, task scheduling, etc., and all tasks are managed and finalized by the resource manager. A modified version of the RNN called a two-way recurrent neural network is proposed in [14] which overcomes the above limitations. In fact, there are two main ways to introduce context-to-sequence processing tasks into a neural network [15] . A typical two-way RNN [16] , as shown in Figure 2 , uses a word embedding that is randomly initialized and trained with the network, and is characterized by not only considering the previous history of the word, but also considering the future history. This paper proposes a distributed system resource management and scheduling scheme based on bidirectional RNN. Specifically, firstly, the communication information between all nodes and the resource manager in the whole historical time and the current time is collected, and the resource tasks in the time series are mapped one by one, and the tasks in these time series are input as the initial input of the bidirectional RNN. Floor. In this paper, the two-way RNN has 7 layers, and by training the parameters of the neural network, the most appropriate resource management scheduling decision is finally output. In such a two-way RNN, it is necessary to limit the weight to prevent the problem of excessive training due to excessive weight. In addition, when the data input is fluctuating, for example, when adding more new settlement nodes, there is no need to retrain the model, and only historical data fluctuations need to be added as input during the training phase, which is one of the reasons why the bidirectional RNN is superior to the traditional method. 
Experiments
In order to evaluate the performance of the above biRNN-based distributed network resource management system, we conducted evaluation and testing in the existing intranet environment. The configuration of our experiments is as follows: 20 local/off-site servers (4 CPU/6 cores/12 threads) are respectively used as computing nodes, operating system Ubuntu 14.04, and connected by hub. The Usage rate and Successful execution rate index are mainly used for comparing both proposed biRNN-based distributed network resource management method and traditional BP-based distributed network resource management method. Two methods under different numbers of compute nodes are used to compare usage and execution success rates. The results are shown in Figures 4, 5 and 6. Figure 4 shows the usage and execution success results for two methods using 5 local servers. Figure 5 shows the usage and successful execution results for two methods using 5 local servers and 5 not-local servers. Figure 6 shows the usage and execution success results for two methods using 10 local servers and 10 not-local servers. Comparing the data results in the figure, in the case where only the local server is used as the computing node, the biRNN-based distributed network resource management method and the BP-based distributed network resource management method proposed in this paper are used and executed successfully. The difference between the two indicators is not significant. In the case of a local server and a not-local server as a computing node, the biRNN-based distributed network resource management method and the BP-based distributed network resource management method have different implementation success rates and usage rates. The former is successfully executed. The advantage in the rate is more obvious. In the case of multiple local servers and remote servers as compute nodes, the biRNN-based distributed network resource management method and the BP-based distributed network resource management method presented in this paper have significant advantages in execution success rate and usage rate. Therefore, we believe that the proposed biRNN-based distributed network resource management method has better efficiency and performance than the traditional BP-based distributed network resource management method, suggesting that the former has better stability.
Summary
In this paper, the biRNN-based distributed network resource management method is used to effectively deal with the difficulties caused by heterogeneity and data volatility in distributed system resource management and scheduling. The purpose of this scheme is to further carry out refined model analysis of distributed resource management, and to give optimal decision under conditional constraints. Experiments show that compared with the BP-based distributed network resource management method, the biRNN-based distributed network resource management method can further improve various evaluation indexes of resources in the intranet and ensure the robustness of the system under the premise of ensuring performance. And stability. In the next step, we will further propose an adaptive weight adjustment method based on this method to improve the overall performance of distributed system resource management.
