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Liquid-gas bubbly flows are frequently encountered in a wide variety of engineering, environmental and industrial applications, including boilers, distillation towers, chemical reactors, oil pipelines and nuclear reactors, amongst many others. The dynamics of bubbly flows are strongly sensitive to the flow regime, bubble size and shape, bubble velocity and void fraction, hence it is imperative to account for these parameters in order to accurately and reliably predict bubbly flow behaviour which is of importance to the operational safety, control and reliability of the type of industrial equipment noted (Hassan, 2014) . Dispersed bubbly flows, where gaseous bubbles are present in a continuous liquid flow, and in general most particle-laden two-phase flows, are predicted using either Eulerian-Eulerian or Eulerian Lagrangian approaches, with attendant advantages as well as short comings (Njobuenwu et al., 2013) . In this work, the Eulerian-Lagrangian approach is adopted since this method is expedient in terms of the broad motivation of our research which necessitates the accurate tracking of individual bubbles, with their subsequent coalescence due to collisions and breakup due to shear forces monitored. Hence, the subsequent discussion is limited to studies that employed this approach. In the Eulerian-Lagrangian approach, the liquid phase is treated as a continuum in the Eulerian reference frame in which the flow and turbulence are obtained by modelling or simulation, and the dispersed gas phase is treated in a Lagrangian reference frame with the individual bubbles in the system tracked by solving Newton's second law, whilst accounting for the forces acting on the bubbles.
Amongst the different types of bubbly flow, the use of microbubbles injected near a wall into a turbulent flow can generate drag reductions of up to 80%, with reductions of even small amounts being extremely beneficial to pumping and pipeline system efficiency, and skin ACCEPTED MANUSCRIPT A C C E P T E D M A N U S C R I P T friction reduction on ships (Apte et al., 2003; Lu et al., 2005) . Recently, a series of comprehensive reviews of drag reduction by microbubbles was published by a number of researchers (Ceccio, 2010; Murai, 2014; Paik et al., 2016; Pang et al., 2014; Watamura et al., 2013) . Bubble size has been found to be a critical factor, with drag reduction only possible when the bubble diameter is less than about 1 mm, and with drag reduction rates generally higher with smaller bubble diameters.
As demonstrated by several studies of bubbly flows, the effect of bubbles and microbubbles on the liquid velocity and turbulence field is extremely complicated and depends on many factors, such as the bubble size and shape, void fraction, gas and liquid velocities, and the flow direction of the liquid (Kitagawa et al., 2005; Wang and Maxey, 1993) . Bubbles experience a transverse lift force when moving in a shear or rotational flow, and this plays a decisive role in the lateral distribution of these bubbles in pipes and other industrial flows. In upflow, bubbles move faster than the liquid and, as long as their shape remains close to spherical, they are pushed towards the wall by the lift force. Here, when the bubbles are very close to the wall, the flow of liquid between the bubbles and the wall generates a wall lubrication force that tends to keep the bubbles from contacting the wall (Giusti et al., 2005; Molin et al., 2012) . In downflow, the bubbles move slower than the liquid and are pushed towards the centre of the flow and away from the walls (Wang et al., 1987) . In addition, when the diameter of a bubble increases beyond a certain value, deformation of the bubble by the inertia of the surrounding liquid can alter the fluid circulation around it, changing the sign of the lift force that consequently pushes the bubble, in upflow conditions, towards the centre of the flow (Ervin and Tryggvason, 1997) . Several extensive studies have been carried out on the lift force (Auton, 1987; Auton et al., 1988; Lighthill, 1956 ) and numerous correlations for this force proposed (Hibiki and Ishii, 2007) , among which is the model of Legendre and Magnaudet (1997) that is used in the present work. Nevertheless, the motion of bubbles in turbulent flows and near walls continues to be a topic of considerable interest, as shown by recent studies (de Vries et al., 2002; Jeong and Park, 2015) that considered how the trajectories of bubbles near walls change with bubble size. For relatively low Reynolds numbers, buoyant microbubbles generally rise unsteadily, with repeated interactions between the bubbles occurring (de Vries et al., 2002) . This trend is, however, statistically steady and the average motion (averaged over time and space) does not change with time.
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But in many practical applications (Wörner, 2012) , the Reynolds number is considerably higher and bubbles at high enough Reynolds numbers rise unsteadily, either wobbling as they rise or rising along a spiral path. The direct numerical simulation (DNS) studies of Esmaeeli et al. (1994) found that two-dimensional bubbles in periodic domains start to wobble at much lower rise Reynolds numbers than their three-dimensional counterparts, and that bubbles slow down significantly once they start to wobble. Göz et al. (2002) also observed a chaotic motion for real (three-dimensional) deformable bubbles rising at high enough Reynolds numbers. However, since air bubbles are deformed to a spherical-cap shape only when their diameter is higher than a critical value, such motions might not be observed under normal conditions. From experimental work, Ellingsen and Risso (2001) suggested that the wobbling mode may be a transitionary phase and that wobbly bubbles could eventually rise along spiral paths, if sufficient time were allowed. Direct numerical simulations of such flows, with homogeneous bubble distributions in fully periodic domains, have been used to obtain results for the bubble rise velocity, velocity fluctuations, and the average relative orientation of bubble pairs (Ferrante and Elghobashi, 2004; Giusti et al., 2005; Mazzitelli et al., 2003; Molin et al., 2012; Pang et al., 2014) . Xu et al. (2002) obtained results that increased understanding of turbulent boundary layers laden with microbubbles. Esmaeeli and Tryggvason (1998) used DNS to examine the motion of up to 324 two-dimensional, or 8 three-dimensional, rising bubbles at low Reynolds numbers, similar to those typical of Stokes flows. The results show that a regular bubble array is unstable and that it breaks up in two-bubble interactive systems. At low Reynolds numbers, in agreement with Stokes flow predictions, a freely evolving bubble array rose faster than a regular one, with this trend reversed at higher Reynolds numbers. Due to the rapid increase in the computational resources required to perform such simulations with Reynolds number, however, such studies are mainly limited to low Reynolds number flows. Whilst most of the research on channel flows has been focused on the use of DNS, different authors have employed large eddy simulation (LES) coupled with a Lagrangian bubble tracker to study hydrodynamics, coalescence and break-up in bubbly flows, mainly in square cross-section bubble columns (Delnoij et al., 1997; Deen et al., 2001; van den Hengel et al., 2005; Lau et al., 2014) . Instead, in this work, large eddy simulation is used to study the flow of microbubbles in a horizontal channel, with specific consideration of bubble interaction with the turbulent flow, as part of an ongoing development of high accuracy computational fluid dynamic tools of value to the prediction of industrial flows. In LES, filtered forms of the A C C E P T E D M A N U S C R I P T Navier-Stokes equations are solved, with only the large scales of turbulent motion resolved, whereas the sub-grid turbulent scales and their effect on the mean flow are modelled. In liquid-gas flows, the large scale turbulent structures interact with bubbles and are responsible for the macroscopic bubble motion, while small scale turbulent structures only affect small scale bubble fluctuations. Since large energy-containing motions are explicitly captured in LES, and the less energetic small scales are modelled using a sub-grid scale (SGS) model, LES can reasonably reproduce the statistics of bubble-induced velocity fluctuations in the liquid. The LES code is coupled with a Lagrangian bubble tracker and extended to study the dynamics of microbubbles in turbulent channel flows. Given the basis of the predictive methods noted, the overall approach can be expected to properly describe the scales which are responsible for the interactions between the continuous and dispersed phases and, at the same time, to permit subsequent extension to other more complex flows of engineering interest because the overall approach is less-demanding in terms of computational resources than DNS-based methods. The results described are of benefit in improving our understanding of bubbly flows, and hence are relevant to the understanding of more complex industrial flows. 
Mathematical Modelling

2.
Large eddy simulation
To compute the carrier flow field, large eddy simulation was adopted. In LES, the fluid flow field is decomposed into large scale motions that are resolved by the computation, and small scale, sub-grid fluctuations by use of a filtering operation. The resolved flow field is obtained taking into account the effects of the SGS fluctuations according to the filtered continuity and momentum equations: ,
,
where the overbar identifies filtered quantities, is the fluid density, the Eulerian fluid velocity, the pressure, the dynamic viscosity, and is the viscous stress given by:
.
Here, is the strain-rate tensor, and in Eq. (2) is the sub-grid scale stress tensor, arising from the top-hat filtering operation, which is required to close the system of equations. The SGS stress is modelled using the dynamic model of Germano et al. (1991) , implemented using the approximate localisation procedure of Piomelli and Liu (1995) together with the modification proposed by di Mare and Jones (2003) , according to:
The dynamic SGS model is adopted here as it is a function of both space and time, and hence is more accurate than the standard Smagorinsky model which depends on choosing an optimal model constant. The SGS stresses are obtained from the product of a SGS turbulent kinematic viscosity, , and the resolved part of the strain-rate tensor. The SGS kinematic viscosity is evaluated as the product of the filter width and an appropriate velocity scale:
with (6) Therefore, the anisotropic part of the SGS stress tensor is given by:
The model coefficient is estimated by applying a second filter, known as the test filter, denoted by in the equations. In the test filtered equation the SGS stresses are:
The parameters and are unknown but are related by Germano's identity (Germano et al., 1991) through the resolved stress tensor:
which can be calculated from the resolved quantities. To give the required expression for C, some form of relationship between the model constant values C and ) ( 2  C at the grid-and test-filter levels must be specified and, based on the hypothesis that the cut-off length falls inside the inertial sub-range, ) ( 
where represents the assumed turbulence energy dissipation rate, such that and are the velocity and length scales, respectively, such that and , where and are the bulk velocity and channel half-height for the flows considered herein.
Equation (10) is based on the assumption that the scale invariance of C can only be invoked if the cut-off falls inside an inertial sub-range, and when this occurs, the modelled dissipation should represent the entire dissipation in the flow. Conversely, in the high Reynolds number limit, the dissipation is only determined by and so that the ratio of to is a measure of how far the flow is from scale preserving conditions. This equation represents a first-order expansion of other scale dependent expressions for C , e.g. that of Porte-Agel et al. (2000) which also use a single length and velocity scale. Equations (9) and (10) with contraction of both sides with the tensor s , then give:
where is a provisional value for the field , for example, its value at the previous time step (Piomelli and Liu, 1995) . The dependence embodied in Eq. (7) gives a simple correlation for . The main advantage of this method is that it is well conditioned and avoids the spiky and irregular behaviour exhibited by some implementations of the dynamic model and, as the resolved strain tends to zero, also tends to zero, while ) ( given by (Molin et al., 2012; Yamamoto et al., 2001) : (8) where is the fluid shear velocity, the bubble volume fraction, the bubble density and the acceleration due to gravity. The term is considered further below.
Lagrangian tracking of bubble motion
The motion of a small rigid spherical bubble in a turbulent flow field is described by Newton's second law of motion (Maxey and Riley, 1983) . With the bubble-fluid density ratio , the microbubbles are subjected to drag, lift, gravity, buoyancy, pressure gradient and added mass forces, and a stochastic contribution arising from the SGS velocity fluctuations (Elghobashi and Truesdell, 1992) . The Basset history force is neglected in this
work following the observation of Rivero et al. (1991) and Sridhar and Katz (1999) that, in the case of bubbles, this force is always negligible in comparison with the other forces noted.
Therefore, the motion of microbubbles obeys the following Lagrangian equation written per unit mass: (9) where the terms on the right hand side of Eq. (9) 
The lift coefficient C L is also a function of and the dimensionless shear rate , and is computed from the correlation of Legendre and Magnaudet (1997) 
where (12) and (13) with and .
The last term in Eq. (9), representing the effect of the SGS velocity fluctuations on bubble motion, is determined using a stochastic Markov model (Bini and Jones, 2008) which represents the influence of the unresolved fluctuations on bubble acceleration using:
where is the unresolved kinetic energy of the liquid phase, is a model constant taken as unity, and represents the increment of the Wiener process. During the simulation, is represented by , where is a random variable sampled from a normal distribution with zero mean and a variance of unity, and which is independent for each time step and for each velocity component. is a sub-grid time scale which affects the rate of interaction between the bubble and the turbulence dynamics, defined as:
The SGS kinetic energy is obtained from , an expression derived using equilibrium arguments (Bini and Jones, 2008) . Interaction and collision of the bubbles with a wall are handled using the hard sphere collision model (Njobuenwu and Fairweather, 2017) .
Two-way coupling
In situations where the bubble volume fraction is greater than 10 -6 , the momentum transfer from the bubble suspension is large enough to modify the structure of the turbulence of the carrier fluid and the flow is referred to as two-way coupled. This coupling effect is enforced by the addition of the source term which represents the force per unit volume exerted by the bubbles on the fluid in the fluid momentum balance equation, Eq. (2), and is given by:
where the summation is defined over the number of bubbles present in the computational cell volume under consideration, is the source term arising from the bubble in the direction, and the subscript represents the hydrodynamic force terms. In the present case, the relevant source term for the LES momentum equation is the summation of all the hydrodynamic force terms (drag, shear-lift, pressure gradient and added mass), excepting the body force (gravity and buoyancy) terms which occur on the right hand side of Eq. (9) since these have already been included in the pressure gradient term:
where is the mass of a bubble and , 0 and 0 in the , and directions, respectively.
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Four-way coupling
In the final part of the results and discussion section below, an extended version of the model is used, including a four-way coupled mechanistic approach that accounts for bubble-bubble collision and coalescence. Bubble-bubble collisions are individually tracked and, after collision, bubbles may bounce off one another or coalesce, depending on their relative velocity and radii. Collision is modelled using the deterministic, hard sphere, frictionless
inter-bubble collision model, therefore collisions are binary and perfectly elastic, and deformation after collision is neglected (Breuer and Alletto, 2012; Njobuenwu and Fairweather, 2015) .
After collision, the probability of coalescence is evaluated using the Prince and Blanch (1990) model, based on the film drainage approach. In this model, two bubbles that collide trap a small amount of liquid between them. For coalescence to take place, the liquid film has to drain out down to a critical thickness where rupture occurs. Therefore, coalescence occurs only when the bubble contact time exceeds the film drainage time . Otherwise, the colliding bubbles bounce off one another without coalescence. The contact time is assumed to be given as:
where is the equivalent bubble radius which is given as:
Here, is the relative approach velocity of the bubbles in the normal direction, and is the deformation distance. The latter's value was taken as 0.25 as this has been found to give optimal agreement with experimental data (Sommerfeld et al., 2003) . The film drainage time is expressed as (Prince and Blanch, 1990 ):
In (24) with the initial film thickness for water-air set to 1.0 x 10 -4 m, the final film thickness before rupture set to 1.0 x 10 -8 m (Prince and Blanch, 1990) , the bubble surface tension given as 7.2 x 10 -2 Nm -1 , and where and are the two colliding bubble diameters. The properties of the new bubble after coalescence are calculated from a mass and momentum balance. The new bubble diameter after coalescence is calculated as:
In further work, not reported below, it was found that at the Reynolds numbers investigated, bubble break-up was negligible.
Numerical Solution 3.
Before introducing bubbles, a fully developed single-phase turbulent channel flow was obtained at shear Reynolds numbers of 150 and 590, with water as the carrier phase fluid with kinematic viscosity and density . The computational domain is a channel bounded by two infinite flat parallel walls, as illustrated in Fig. 1 , with the x, y and z axes pointing in the wall normal, spanwise and streamwise directions, respectively. A channel flow was adopted to benefit from its advantages in terms of the simplified implementation of boundary and initial conditions, as well as the reduced computation times compared to other geometries. The dimensions of the computational domain were set to , and these were discretised using grid points in the , and z directions, respectively. The grid nodes were distributed uniformly along the and axes, and non-uniformly using a hyperbolic function (Gamet et al., 1999) The trajectory of individual microbubbles was obtained from integration of the Lagrangian tracking equation, Eq. (9), which was solved using a fourth-order Runge-Kutta scheme.
Perfectly elastic collisions were assumed at the walls when the microbubble centre was at a distance from the wall lower than the bubble radius. The time-step for the bubble tracker was chosen equal to that of the fluid solver time-step, and corresponding to roughly one fifth of the bubble relaxation time for both Reynolds' numbers (Molin et al., 2012) . can be corrected to account for added mass effects, resulting in Flow domain: = 300 wall units = 942 wall units = 1885 wall units
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A N U S C R I P T (Molin et al., 2012) . Simulation parameters are defined in Results and Discussion 4. which is less refined than the present LES. While the turbulent stresses ( Fig. 2(b) ) are in good agreement, the streamwise velocity is over-predicted with respect to the Pang et al. (2014) results. Therefore, to further extend the validation of the LES, the single-phase DNS results of Marchioli et al. (2008) , made using the same computational domain as in the present work, are also included in the comparison. From Fig. 2(a) , the LES streamwise mean velocity ACCEPTED MANUSCRIPT
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profile is in rather good agreement with the Marchioli et al. (2008) DNS which also adopted the same resolution as the present LES. Therefore, the under-prediction of the mean velocity profile obtained using the LES by Pang et al. (2014) can be attributed to the grid resolution used by the latter authors. Turbulent stresses predicted by the LES remain in good agreement with those obtained by Marchioli et al. (2008) . phase. An explanation to this is provided by Pang et al. (2014) . The interphase forces acting on the microbubbles are the drag, lift, added mass, gravity-buoyancy and the pressure gradient forces. In the streamwise direction, the added mass, pressure gradient and gravitybuoyancy forces are negligible, and the drag force is expected to be weak due to the low mean slip velocity between the gas and liquid phases. The velocity difference is therefore mostly generated by the component of the lift force in the streamwise direction induced by the spanwise vorticity (Pang et al., 2014) , and this effect is reproduced by the LES.
In the wall-normal direction, gravity-buoyancy is the dominant force, even if the lift force is expected to contribute towards moving the bubbles towards the channel walls. The gravitybuoyancy force itself forces the lower density bubbles towards the upper wall of the channel, and Fig. 3 (e, f) illustrates the evolution of the microbubble concentration with time. Starting from an initially uniform bubble concentration, the bubbles gradually migrate from the lower channel wall to the upper wall and, by t + = 102, the majority of the bubbles have moved close to the latter wall.
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A N U S C R I P T This concentration of bubbles near the upper wall affects the velocity field of the fluid, and a comparison between the two-way coupled and the single-phase fluid mean streamwise velocities and turbulent stresses is given in Fig. 4 . The LES mean streamwise velocity is shown in Fig. 4 (a) and this can be compared with the DNS prediction from Pang et al. (2014) given in Fig. 4(b) . The LES turbulent normal and shear stresses are also shown in Fig. 4(c) .
Relative to the single-phase, the mean velocity of the fluid phase exhibits an asymmetrical profile. More specifically, in the lower half of the channel (0 < x + < 150), the fluid velocity generally matches that of the single phase due to the negligible number of microbubbles in that region. In contrast, in the upper half of the channel (151 < x + < 300), the fluid phase velocity is slightly enhanced in the region away from the wall due to the presence of the microbubbles. As a consequence, the peak velocity is shifted slightly higher than the channel centre relative to the single phase peak. Some small modifications are also visible in the A C C E P T E D M A N U S C R I P T turbulent stress profiles (Fig. 4(c) ) which, in agreement with Pang et al. (2014) , are slightly reduced in the upper half of the channel, particularly in the streamwise direction.
Effect of Reynolds number
Additional simulations at = 590 were also made for the two-way coupled LES to study the effect of turbulence levels on microbubble dispersion and migration to the upper wall. Fig. 5 shows the fluid velocity statistics, the bubble velocity statistics and bubble concentration profiles with time. For the fluid, the two-way coupled results are again compared with the single-phase profiles (Fig. 5(a, b) ). The asymmetrical profiles which were observed at a shear Reynolds number = 150 are not apparent at the higher Reynolds number, with the mean velocity and turbulent stress profiles insignificantly different from the corresponding single-phase results. This is a result of the higher bulk velocity and turbulence levels that dominate the buoyancy effect on the bubbles and their movement towards the upper wall. This is confirmed by the results of Fig. 5(c, d) , where the mean velocity and turbulent stresses of the bubbles are almost identical to those of the continuous phase, and of An additional simulation at the intermediate shear Reynolds number of = 300 was also performed, and results for the bubble concentration in the channel at all three Reynolds numbers are shown in Fig. 6(a, b) . This allows further consideration of the time required for the microbubbles to move from the lower to the upper channel wall, with the predictions in 
The influence of bubble size was also studied using two additional bubble diameters ( = 110 m and 330 m), with simulations performed at shear Reynolds numbers of 150 and 590.
The evolution of bubble concentration profiles at = 150 is illustrated in Fig. 7 and at = 590 in Fig. 8 . Both figures give results for all three bubble sizes considered. In Fig. 7 , the segregation of the microbubbles and their movement towards the upper wall is increased with an increase in the bubble size. In Fig. 7(a) , some bubbles remain in the lower half of the channel at t +  200, whilst in Fig. 7(b) , the lower half of the channel is practically devoid of bubbles by t 
Forces acting on bubbles in the wall-normal direction
In this section, the individual forces acting on the bubbles are analysed in more detail. More specifically, the forces in the wall-normal direction are considered, in terms of the force per unit mass (N kg -1 ), since it is in this direction that the greatest change in bubble distribution occurs. In Fig. 9 , plots of all the individual forces acting on the bubbles are depicted for the A C C E P T E D M A N U S C R I P T magnitudes, Fig. 9(b) and (d) shows an expanded scale to better illustrate the variation in the latter forces. At the higher shear Reynolds number = 590 (Fig. 9(c, d) ) in particular, although the gravity-buoyancy and drag forces are still dominant, the lift, added mass and pressure gradient forces are seen to play a role, albeit small, in the near-wall region. Here, an increased positive lift contributes to pushing bubbles towards the wall, with a slightly counteracting effect from the added mass and pressure gradient forces also observed. Overall,
however, the force analysis shows the dominant role of the gravity-buoyancy force and the balancing effect of the drag force that is generated as soon as the bubbles start to migrate towards the upper surface. Results are shown in Fig. 10 , where the various plots give the number of collision and coalescence events as a function of time ( Fig. 10(a) ), the evolution of the bubble population with larger bubbles (consisting of two primary bubbles (2), three primary bubbles (3), etc.) generated by coalescence events (Fig. 10(b) ), and the spatial distribution of collision and coalescence events (Fig. 10(c) ) and bubbles of any size ( Fig. 10(d) ). In Fig. 10(a) , the number of collisions continuously increases as the simulation progresses and virtually all collision events result in coalescence, with collisions without coalescence only occurring from t+ = 190. This almost 100% coalescence efficiency is due mainly to the low Reynolds number, since the relatively low levels of turbulence in this flow result in high bubble contact times that are sufficient for the liquid film trapped between the bubbles to drain off. As a consequence of the coalescence events, the number of 110 m bubbles reduces over time and progressively more large bubbles, generated by the coalescence of two or more smaller bubbles, are formed. Figure 10( b) shows that bubbles with a volume equivalent of up to five primary bubbles are formed over the time period considered. The spatial distribution of collisions and coalescences is presented in Fig. 10(c) , and this confirms a coalescence efficiency of almost 100%. Overall, however, the total number of coalescence events is rather small and, as expected, the largest number of such events occurs near the upper wall where the concentration of the bubbles is highest (Fig. 10(d) ). Therefore, the migration of bubbles towards the upper wall can increase coalescence in flows where it might be expected to be insignificant, even though the total number of coalescences was not enough in the case ACCEPTED MANUSCRIPT A C C E P T E D M A N U S C R I P T considered to significantly affect the continuum flow characteristics. As already noted, even lower levels of coalescence were found in the other flows considered above. Nevertheless, the model described will be of value in future work which will consider different flows where coalescence, and bubble break-up, play a more significant role. 
Conclusions
5.
A turbulent flow of water containing air microbubbles in a horizontal channel has been simulated using large eddy simulation coupled with a Lagrangian bubble tracker. The computation was carried out using 128 × 129 × 128 grid nodes for the streamwise, wall normal and spanwise directions, respectively. Results at a shear Reynolds number of 150 and 
(1)
Number of bubbles such that the mean velocity profile becomes asymmetric, in agreement with DNS predictions (Pang et al., 2014) . Some slight modification of the turbulent stresses is also noted. Using the same computational grid, the simulations were extended to a shear Reynolds number = 590. At higher mean velocity and turbulence levels, the buoyancy effect is partially overridden by the turbulent dispersion of the microbubbles, which migration towards the upper channel wall significantly reduced as a consequence.
At both shear Reynolds numbers, the influence of microbubble diameter was also investigated, with simulations performed for 110 µm, 220 µm and 330 µm diameter bubbles.
Buoyancy, being proportional to the bubble volume, increases bubble migration towards the upper channel wall and segregation of the bubbles in the upper half of the channel with increasing bubble diameter, with this effect reduced with increasing Reynolds number.
Predictions made incorporating bubble coalescence effects also confirm that the migration of bubbles towards the upper wall can cause coalescence in flows where it might be expected to be insignificant, even though the total number of coalescences in the flows considered was not large enough or sufficient to significantly affect the continuum flow characteristics.
Overall, the LES and Lagrangian bubble tracker are able to reproduce the turbulent flow, dispersion and concentration of microbubbles in a horizontal channel. More specifically, LES captures with a sufficient level of detail the flow structures that are responsible for interactions with microbubbles and that affect bubble behaviour. Therefore, the present model can be used with confidence to predict not only channel flows, but other flow configurations and conditions that are of engineering interest. Application of these techniques to upward and downward flows in vertically orientated channels is underway, as is an extension of the model described to consider bubble break-up due to shear effects. These flows will be used to consider bubble coalescence and break-up in more detail due to the increased prevalence of coalescence in this flow configuration.
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