In recent years, multi-classifier learning is of significant interest in industrial and economic fields. Moreover, neural network is a popular approach in multi-classifier learning. However, the accuracies of neural networks are often limited by their loss functions. For this reason, we design a novel cross entropy loss function, named MPCE, which based on the maximum probability in predictive results. In this paper, we first analyze the difference of gradients between MPCE and the cross entropy loss function. Then, we propose the gradient update algorithm based on MPCE. In the experimental part of this paper, we utilize four groups of experiments to verify the performance of the proposed algorithm on six public datasets. The first group of experimental results show that the proposed algorithm converge faster than the algorithms based on other loss functions. Moreover, the results of the second group show that the proposed algorithm obtains the highest training and test accuracy on the six datasets, and the proposed algorithm perform better than others when class number changing on the sensor dataset. Furthermore, we use the model of convolutional neural network to implement the compared methods on the mnist dataset in the fourth group of experiments. The results show that the proposed algorithm has the highest accuracy among all executed methods.
I. INTRODUCTION
In the last few years, multi-classifier learning has received significant attention in many fields. For example, fuzzy system [1] , wireless networks [2] , power delivery system [3] , medical imaging [4] , etc. Meanwhile, many methods have been proposed to solve multi-classifier problems. For instance, Support Vector Machine (SVM) [5] , Decision Tree (DT) [6] , Bayesian method [7] , K-means [8] , neural networks [12] , etc. However, despite SVM, DT, Bayesian and K-means were wildly researched in the past years, The associate editor coordinating the review of this manuscript and approving it for publication was Bo Jin . their ability to deal with nonlinear multi-classifier problems is always poor. Many practical classification problems are actually nonlinear due to the complexity of the real environment [9] , [10] , [11] . Moreover, neural networks are famous for their strong ability to deal with nonlinear multi-classifier problems. Furthermore, neural networks can represent high-dimensional parameters better than other methods due to their complex hidden layers. Therefore, in order to address the multi-classifier problems that are nonlinear or with high-dimensional parameters, neural networks have successfully been used in many hot fields of artificial intelligence, such as image classification [12] , embedded computation [13] , biomedical engineering [14] , etc. VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ Moreover, neural networks always have higher classifier accuracy than other traditional methods [15] , [16] , [17] . However, despite neural networks can obtain an outstanding accuracy in multi-class classification problems, their training process is always a difficulty for researchers. In order to alleviate this difficulty, many methods have been proposed recently from different aspects. For instance, the acceleration of convergence speed for optimization algorithms [18] , the structure optimization of neural networks [19] , the improvement of activation functions [20] and the improved version of loss functions [21] . Among of them, the research of loss function is always a hotspot in many subjects, such as statistics [22] , decision theory [23] , neural networks [24] , etc. The loss function maps values of variables onto a real number that intuitively represents some loss associated with the variables. Moreover, when dealing with the multi-classifier problems by neural networks, the associated loss is the difference of the output value of activation function and the true value of samples. Therefore, the choice of loss functions is closely related to the activation function. At present, softmax function has been wildly used for output layers in multi-classifier learning because of its ability to convert output values into probabilities [25] , [26] .
Many loss functions have been utilized in the neural networks based on softmax activation function, such as Mean Square Error (MSE) loss function [27] , Cross Entropy (CE) loss function [28] , etc. However, the gradient of MSE tends to disappear when softmax is used as output layers in neural networks. Moreover, due to the back-propagation error of CE less than that of MSE at each iteration, CE has a faster convergence rate in these cases [29] , [30] . Therefore, CE has become a popular loss function in problems of multi-class classification. Furthermore, many variants of CE has been proposed in the past few years. For instance, a visualized variant [30] , a symmetric variant [31] , an improved variant which is used in multi-scale convolutional neural network [32] .
CE uses entropy to measure the differences between predictive distribution and true distribution, and it performs better than other loss functions and has a great flourish of studies. However, CE let the value of real class to 1 and let the values of other non-real classes to 0. This method may result in information redundancy of back-propagation error. In order to further improve the loss measure of CE, we propose a novel cross entropy loss function based on the maximum probability of the predictive distribution, called MPCE. We first determine the true class based on the true distribution. Then we choose the maximum probability to calculate the cross entropy of object variables. Finally, we update the object variables along the gradient direction. The main contributions of this paper are as follows:
• The proposed method reduces redundant information for each back-propagation error, which brings better benefits to the training of the objective function.
• We give the gradient derivation of the proposed method and show the result that the proposed method has less back-propagation error than CE at each iteration.
• We present the algorithm based on the proposed method. Moreover, the simulated experiments on six public datasets show that the proposed method has a faster convergence rate than CE, Taming Cross Entropy (TCE) and Accelerated Cross Entropy (ACE).
• The proposed method is simple in structure and easy to apply as same as the standard CE. The rest of the paper is organized as follows. We review the related works in Section II, and present the multi-class classification problem in Section III. We give the gradient derivation and the algorithm design of the proposed method in Section IV. The simulated experiments on six public datasets are presented in Section V. Finally, we conclude the paper in Section VI.
II. RELATED WORK
The training process is an important work for machine learning. And the training process of many algorithms in machine learning requires massive of labeled data. However, the massive labeled data, especially large-scale and high-dimension data, will take lots of cost that be labeled by people. Therefore, many researchers focus on improving the training efficiency. The design of the loss function with better performance is one of the effective ways. For example, the Mean Square Error (MSE) function was used as loss function in neural network classification. However, the training process of this case is very slow. To this end, MSE is replaced by CE in neural network classification that accelerates the training process.
CE loss function originates from information theory, which measures the loss between the true distribution and the predicted distribution of the current model. CE, as a loss function, has been wildly used in the training of model parameters for machine learning. For instance, convolutional neural network [32] , random tree [33] , clustering [34] , etc.
The CE loss function is popular mainly because of its excellent performance in terms of multi-class classification accuracy. CE is a calibrated loss and requires well-behaved probability estimates. However, as the classification accuracy increases, the calibration of the classifier using CE deteriorates. The reason of this case is caused by outliers. For this reason, many robust variants of CE have been proposed. For example, Ghosh et al. studied some robust loss functions under label noise for deep neural networks [35] , and Martinez et al. presented a robust derivative of the standard CE used in deep learning for classification tasks [38] .
Furthermore, training speed is another research point in machine learning based on CE loss. The common method to speed up training is stochastic chooses a subset of samples at each iteration. However, this method requires a large number of samples to mitigate errors. For this reason, Bengio and Audry [39] proposed used adaptive importance sampling to accelerate training. Moreover, Blanc and Rendle [40] proposed an adaptive sampling method based on kernel for classification problems using CE loss. In addition, to speed up the convergence rate, George and Shalabh [41] used cross entropy method in the reinforcement online learning.
Despite the robust variants of CE could obviously eliminate the influence of outliers, and the adaptive sampling variants of CE could speed up the training, however, they often at the expense of classification accuracy. The accuracy is always the most important point to the classification problems. For this reason, we propose a novel cross entropy loss function to improve the classification accuracy. The maximum probability in predictive distribution is used to improve the standard CE, therefore, a more accurately loss of variables is obtained at each iteration. The proposed method thereby obtains the optimal solution earlier.
III. MULTI-CLASS CLASSIFICATION
In problems of multi-class classification, let S denote a sample space and L denote a limited set of labels, where L = {l 1 , l 2 , . . . , l m }, m > 2. Therefore, the mapping relationship of a sample x ∈ S N to label set L is many-to-one, i.e., a sample can not have more than one label, but different samples can have the same label. A multi-class classification task is to predict the class of a sample from multi classes. Next, we introduce how neural networks accomplish multi-class classification tasks.
As shown in FIGURE 1. A general neural network based on softmax activation function has three layers, i.e. input layer, hidden layer and output layer. A softmax function transform the numerical results of neural network to the output of probability. Moreover, the predicted class is decided by the max probability in the output. Then, at each training iteration, cross entropy function is used to measure the difference between the predicted class and the true label. Whereafter, the difference (i.e., error) is propagated back to the hidden layer to adjust the weights. Let w ij denote the connection weight of the i-th neuron to the j-th neuron. Moreover, W denotes the weight matrix which is consisted of w ij , and w i denotes the i-th row vector of matrix W . Therefore, the output z = W x. However, the output z is not normalized. In order to solve this problem, softmax function has received significant attention in multi-class classification, which is used be the output layer. The output layer of neural networks contains m cells, and each cell corresponds to a label. Moreover, y i denotes the i-th coordinate value of vector y, andỹ i denotes the i-th coordinate value of vectorỹ. Softmax maps output results to the interval (0, 1), in which sum of all outputs is 1. Therefore, it converts the classification problem into the form of probability, which provides intuitive choices for the final decision. The softmax is shown as follows,
where i ∈ {1, 2, . . . , m}, and the neural output z i = j w ij x ij . Therefore, we have
According to the mentioned above, the main target of neural network is training weight matrix W . For this reason, many gradient descent based optimization methods have been used in these cases. The value of weights is adjusted by back-propagation of each iteration error. Moreover, the error is generated by a loss function (or cost function). Let f t (W ) denote the loss function at iteration t. Then, we have an optimization problem,
where T is the total number of training iterations. In order to obtain a optimal solution, optimization algorithms search along the gradient direction. Moreover, when considering the i-th output cell, the gradient of its loss function at t-th iteration can be expressed in the following mathematical form,
Therefore, we have update strategy of the weight vector w i in gradient descent based algorithms,
where η denotes the learning rate.
A. CROSS ENTROPY
In the next step, we will introduce the formula form of CE loss function and its gradients when using in multi-classifier learning. Fist, the CE function is as follows,
where m denotes the total number of classes, y i denotes the i-th prediction class of MPCE, andỹ i denotes the i-th true class of training samples. Moreover, the softmax function is defined in Eq. (1). Next, we give the gradient derivation process of the i-th output cell. From Eqs. (4) and (6) , and according to the chain rule, we have
where
and
x ∈ S N is normalized before training process, therefore, we have where k is the total number of the connection units of cell i. Then, we calculate the ∂y j ∂z i in Eq. (7) . First, we should consider two cases of connection units, i.e. one is that connection unit of cell is itself, the other is that connection unit of cell is other cells. If i = j, then
Furthermore, if i = j, then
Applying Eqs. (7) - (11), we have
Furthermore, according to Eq. (2) and Eq. (12), we have
IV. GRADIENT DERIVATION AND ALGORITHM DESIGN
In order to improve training effect of optimization algorithms in classification problems, we utilize maximum probability of predictive value to reduce the error of cross entropy function at each iteration, and the novel loss function is called MPCE.
In this section, we give the mathematical expression and algorithm design of MPCE. Let y max denote the maximum in {y 1 , y 2 , . . . , y m }, where m is the number of class and the u-th class is the true class. Moreover, the u-th coordinate ofỹ is 1. Let y := (y max −y u )ỹ withỹ is the vector of real classes. Due to the values of untrue classes are both zero, we have
Therefore, we have a maximized cross entropy loss function,
where y i denotes the i-th coordinate value of vector y . In order to analyze performance of MPCE, we give the gradient derivation process of Eq. (15) . According to Eqs. (4) and (15) , we have From Eqs. (7), (11), (12), (14) and (16), we have
According to the aforementioned, y u is the predictive probability of true class, therefore, 0 ≤ y u < 1. Moreover, the real classes distributionỹ = (0, . . . , 0, 1, 0, . . . , 0). Therefore, we obtain
Therefore, the back propagation error of MPCE is less than that of CE for each iteration. In other words, CE may have a faster convergence rate at the start of iterations than MPCE. However, due to the bigger back propagation error, CE is more difficult to get the optimization point. On the contrary, MPCE backs a more accurate loss at each iteration when approaching the optimal point. Moreover, the difference of structures between CE and MPCE is shown as FIGURE 2. CE sets the probability of true class to 1, and others to 0. However, the probability 1 may too large for true class because of it contains some inaccuracy and redundant information. For this reason, the setting of CE makes the gradient direction too big at each iteration. To reduce the redundant information, MPCE sets the probability of true class to y max − y u . Since y max −y u < 1, MPCE eliminates some redundant information of CE, and obtains a more accurate entropy for weight update. obtaining y u based onỹ forỹ u = 1 8 :
updating W by w t i 11: end for 12: end for 13: Return W The gradient update algorithm based on MPCE is shown in Algorithm 1. The algorithm shows the update rule of the i-th cell weight. The input value is the training samples x, and z is the output of neural networks, learning rate η and true class y u . Learning rate η is a constant that set before performing experiments. For the t iteration, z first be transformed in probability by softmax function. Then, MPCE searches the maximum value y max in {y 1 , y 2 , . . . , y m }. According to y max and y u , MPCE computes gradient ∇f (w i ). Finally, MPCE updates weight w i along the gradient direction.
V. SIMULATED EXPERIMENTS
In order to evaluate the performance of the proposed algorithm, we conduct three groups of simulated experiments for multi-class classification in neural networks. We focus on some experiment indicators: the cross entropy loss respectively on the same number of epoches and the same running time, the training and the test accuracy on the same number of samples, and the relationship between the changing of class number and the performance of loss functions.
A. FULLY CONNECTED NEURAL NETWORK
We firstly use fully connected neural network to finish multi-class classification problem on six public datasets.
1) EXPERIMENTAL SETUP a: DATASETS
We use six public datasets 1 , news20, aloi, mnist, connect-4, sensorless and sector, in our simulated experiments.
The news20 is a famous dataset for text classification, which contains twenty topics of news. The aloi is produced by University of Amsterdam which collects color images of one-thousand small objects. The mnist is a widely used handwritten digital dataset, which from Arabic numeral 0 to 9. The connect-4 contains position information of a game. Moreover, the sensorless collects lots of features that are extracted from electric current drive signals. Besides, the sector is used for text classification. Furthermore, the six datasets are summarized in Table 1 . 
b: COMPARED METHODS
In order to evaluate the performance of the proposed method, we compare it with three methods: Bayesian [36] , SVM [37] , CE, TCE [38] and ACE [40] . Next, we will introduce the following formulas of TCE and ACE.
TCE: The formula of TCE is as follows,
where α ∈ (0, 1) is the parameter. ACE: First, ACE chooses a sample s from the full classes.
where m denotes the number of classes, q is the sampled probability of each negative class, and z denotes the output of neural networks. ACE then obtains its new softmax function as follows,
Finally, the loss function of ACE is given by,
c: PARAMETER SETTINGS
We set the learning rate η = 1 √ t for all methods on the six datasets. Moreover, the initialization of weight w 0 ij is zero for all methods. Furthermore, the parameters of neural networks on the six datasets are summarized in Table 2 . The neural number of input layer is related to the dimensions of input data. The neural number of hidden layers is decided by the input layer and output layer. Moreover, the number of output layer is always same as the number of classes.
In addition, the hardware environment of our simulated experiments is shown in TABLE 3. The version of GPU is the GTX 1080 Ti which is produced by Nvidia. Moreover, CPU is the i7-6850k from Inter. Besides, the internal storage has 32GB. In addition, we use a solid state disk (SSD) with 250GB to speed up data reading, and a 2TB hard disk drive (HDD) to ensure sufficient data storage space. 
2) EXPERIMENTAL RESULTS AND ANALYSIS
First of all, we give the experimental results of cross entropy loss on epoches. We run every dataset for 10 times (i.e. 10 epoches in experiments) and calculated the average for the 10 times. In our experiments, the ratio of each dataset is set to the same for all comparison methods. FIGURE 3 shows that the results of four methods on six public datasets. The experimental results show that the cross entropy loss of MPCE is the least of the four methods on six datasets. Specifically, the experiments on news20 is shown in FIGURE 3 (a) . From first epoch to tenth epoch, the cross entropy loss of MPCE decreases to 0.1 from 1. However, the loss of CE, TCE and ACE all decrease to about 3 from 4. FIGURE 3 (b) shows the results on aloi. The losses of all the four method have obvious decrease. Meanwhile, MPCE reduces to the lowest point. In FIGURE 3 (c) , despite the start loss of MPCE higher than that of ACE on mnist, however, the final loss of MPCE is the least . FIGURE 3 (d) shows that the start losses of TCE and ACE less than MPCE and CE on connect-4, nevertheless, MPCE decreases the fastest and the greatest. The downward trend of cross entropy loss on sensorless is shown in FIGURE 3 (e). In this case, the start loss of MPCE is the highest, but the final loss of MPCE is the least. In FIGURE 3 (f), CE, TCE and ACE have poor performance on sector, they reduce few losses during ten epoches. On the contrary, MPCE still performs well.
Moreover, we respectively run the compared algorithms on news20, aloi and mnist datasets to find the relationship of time and cross entropy loss. And the results are shown in FIGURE 4 that demonstrate the cross entropy loss of MPCE reaches the lower value than other algorithms at the same fixed time on the three datasets.
The results in FIGURE 3 and FIGURE 4 demonstrate the correctness of our aforementioned theory analysis. MPCE eliminates some redundant information by using y max −y u for true class, which brings a faster convergence rate. We utilize a smaller error to adjust the weights at each iteration, which guarantees the optimization algorithm converge precisely to the optimal point. In effect, because of the oversize error adjustment, the standard cross entropy loss function makes the optimization algorithm oscillate around the optimal point, which leads to a long time to fail to converge.
Secondly, we observe the training accuracy of four methods on same number of samples. For the fairness of the experiment, we respectively take 20, 000 samples from training samples on these datasets for training accuracy calculating. In FIGUREs 5 (a) (c) and (d) (i.e. news20, mnist and connect-4), the accuracy of MPCE is the highest from 1, 000 samples to 20, 000 samples. FIGURE 5 (b) shows that the accuracy of TCE is similar as that of MPCE when samples less than 4, 000 on aloi. However, MPCE keeps the highest accuracy when samples bigger than 4, 000. When samples less than 10, 000, TCE, ACE and MPCE have almost the same accuracy on sensorless (i.e. FIGURE 5 (e)), however, MPCE reach the highest accuracy after 10, 000 samples. In FIGURE 5 (f), MPCE keeps the highest accuracy after 3, 000 samples on sector.
Theoretically, the algorithms based on CE and MPCE could both have a perfect performance if a massive of training samples exist. However, in fact, it is very difficult for us to obtain such a large amount of samples, furthermore, these samples should be labeled by people. Therefore, our propose MPCE to make the optimization algorithm reach a higher accuracy under the limited samples, which demonstrated in FIGURE 5 .
Then, we demonstrate the performance of MPCE through a set of experiments on test accuracy. We respectively take 10, 000 samples from test sets of six datasets. MPCE has the highest test accuracy on all the six datasets when samples is 10, 000. As shown in FIGURE 6 , the test accuracy of MPCE on news20, mnist, sensorless and connect-4 (i.e. FIGURE 6 (a), (c), (e) and (d)) higher than 80%. However, MPCE has a test accuracy of less than 80% on aloi and sector (i.e. FIGURE 6 (b) and (f)). The reason of this case is that the class number of news20, mnist, sensorless and connect-4 is far smaller than that of aloi and sector. The class number of aloi is 10, 000, it thus has the lowest test accuracy. However, the influence of class number is limited in a span. When the difference of class number of two datasets is very small, the test accuracy will not be affected very much. Therefore, although the class number of sensorless slightly smaller than that of news20, the test accuracy of sensorless worse than that of news20.
The most direct indicator to evaluate a loss function is the predictive accuracy. When choosing 10, 000 samples for testing, MPCE retains a slightly better testing accuracy than others compared methods on six public datasets. Finally, we focus on the different influences of CE, TCE, ACE and MPCE on the samples. We choose the sensor dataset to run the group of experiments. The number of classes is set to a fixed value at each running time. The class number increases from 1 to 100 as the experiments go on. The results of the experiments is shown in FIGURE 7. The left of FIGURE 7 shows the relationship between class number and training accuracy, and MPCE performs better than others. The right of FIGURE 7 presents the connection of class number and test accuracy From this figure, we can see that the performance of MPCE is better than other methods.
B. CONVOLUTIONAL NEURAL NETWORK
Next, we consider the case that MPCE is used in the Convolutional Neural Network (CNN). CNN is a successful method for image classification, therefore, we will run the methods on the image dataset mnist.
1) EXPERIMENTAL SETUP
Mnist dataset is composed by images of size 28 × 28 and has 10 classes. We set training samples to 50, 000 (i.e. 5, 000 samples per class), and set test samples to 10, 000 (i.e. 1, 000 samples per class). Moreover, we use the modern version of LeNet-5 [42] , [43] as the model for CNN, and use SGD as the optimization algorithm in the model. The architecture of LeNet-5 for CNN is shown in following Table 4 . 
2) EXPERIMENTAL RESULTS
The results of CNN on the mnist dataset is shown in FIGURE 8 . In the left of FIGURE 8, we use 50, 000 samples for the training process and respectively use four compared loss function in CNN. In this part of experiments, the training accuracy of MPCE is the highest, which is about 98%. Then, we use 10, 000 samples to test the accuracy of the CNN model. From the right of FIGURE 8, we can see that MPCE also obtains the highest test accuracy in this part of experiments. Therefore, in CNN model on mnist dataset, the accuracy of the proposed method is higher than other three methods.
VI. CONCLUSION
In this paper, our work shows the importance of loss function for muti-class classifier learning in neural networks. We have proposed a new cross entropy loss function, named MPCE, that utilizes the maximum probability of predictive value to reduce the cross entropy loss of each iteration. We give the mathematical expression and gradient derivation process of MPCE. Moreover, the gradient derivation process shows that MPCE has less loss than MSE and CE on theory. In order to demonstrate the performance of MPCE on experiments, we aim at three aspects on six public classification datasets. The first set of experiments show that MPCE has a faster convergence rate and a smaller cross entropy loss than other compared methods. Moreover, the second set of experiments show that MPCE has the highest training accuracy when sample number is 20, 000, and the training accuracy of MPCE respectively is 95.12%, 71.14%, 90.61%, 95.33%, 90.43% and 83.23%. Furthermore, the last set of experiments show that MPCE has the highest test accuracy when test sample number is 10, 000, and the test accuracy respectively is 85.25%, 60.27%, 80.27%, 85.36%, 79.83% and 73.42%. We also use CNN to evaluate the performance of MPCE on mnist dataset. MPCE has the highest training and test accuracy on image classification in our experiments.
