Based on a preconditioned version of the randomized block-coordinate forward-backward algorithm recently proposed in [21] , several variants of block-coordinate primal-dual algorithms are designed in order to solve a wide array of monotone inclusion problems. These methods rely on a sweep of blocks of variables which are activated at each iteration according to a random rule, and they allow stochastic errors in the evaluation of the involved operators. Then, this framework is employed to derive block-coordinate primal-dual proximal algorithms for solving composite convex variational problems. The resulting algorithm implementations may be useful for reducing computational complexity and memory requirements. Furthermore, we show that the proposed approach can be used to develop novel asynchronous distributed primal-dual algorithms in a multi-agent context.
Introduction
There has been recently a growing interest in primal-dual approaches for finding a zero of a sum of monotone operators or minimizing a sum of proper lower-semicontinuous convex functions (see [34] and the references therein). When various linear operators are involved in the formulation of the problem under investigation, solving jointly its primal and dual forms allows the design of strategies where none of the linear operators needs to be inverted. Avoiding such inversions may offer a significant advantage in terms of computational complexity when dealing with large-scale problems (see e.g. [5, 25, 29, 33, 43, 45, 47] ).
Various classes of fixed-point primal-dual algorithms have been developed, in particular those based on the forward-backward iteration [11, 14, 16, 17, 22, 24, 26, 28, 30, 35, 42, 48] , on the forward-backward-forward iteration [5, 7, 10, 15, 20] , on the Douglas-Rachford iteration [6, 21] , or those derived from other principles [1, 2, 13, 38] . This work is focused on the first class of primal-dual algorithms. When searching for a zero of a sum of monotone operators, the most recent versions of these methods can exploit the properties of each operator either in an implicit manner, through the use of its resolvent, or in a direct manner when the operator is cocoercive. When a sum of convex functions is minimized, this means that we have the ability either to make use of the proximity operator of each function or to employ its gradient if the function is Lipschitz differentiable. As discussed in [3, 19, 40] , the proximity operator of a function is a versatile tool in convex optimization for tackling possibly nonsmooth problems, but it may be sometimes preferable, in particular for complexity reasons, to compute the gradient of the function when it enjoys some smoothness property.
Most of the aforementioned primal-dual methods make it possible to split the original problem in a sum of simpler terms whose associated operators can be addressed individually, in a parallel manner, at each iteration of the algorithm. Our objective in this paper is to add more flexibility to the existing primal-dual methods by allowing only a restricted number of these operators to be activated at each iteration. In the line of the work in [21] , our approach will be grounded on the use of random sweeping techniques which are applicable to algorithms generating (quasi-)Fejér monotone sequences. One additional benefit of the proposed randomized approach is that it leads to algorithms which can be proved to be tolerant of stochastic errors satisfying some summability condition.
In the following, we will investigate two variants of forward-backward based primal-dual algorithms and we will design block-coordinate versions of both algorithms. These block-coordinate methods may be interesting for their own sake in order to reduce memory and computational loads, but it turns out that they are also instrumental in developing distributed strategies. More precisely, we will be interested in multi-agent problems where the performed updates can be limited to a neighborhood of a small number of agents in an asynchronous way. We will show that the proposed random distributed schemes apply not only to convex optimization problems, but also to general monotone inclusion ones. It is worth noting that, in the variational case, some distributed primal-dual algorithms have already been proposed implementing subgradient steps [12, 49] . As a general feature of (unaveraged) subgradient descent methods, their convergence requires the use of step-sizes converging to zero. Making use of proximity operators, which can be viewed as implicit subgradient descent steps, allows less restrictive step-size choices to be made. For example, convergence of the iterates can be established for constant step-size values.
The remainder of the paper is organized as follows. In Section 2 we provide some relevant background on monotone operator theory and convex analysis, and we introduce our notation. In Section 3, a preconditioned random block-coordinate version of the forward-backward iteration is presented. Based on this algorithm, in Section 4, we propose novel block-coordinate primaldual methods for constructing iteratively a zero of a sum of monotone operators, and we study their convergence. In Section 5, similar block-coordinate primal-dual algorithms are developed for solving composite convex optimization problems. Finally, in Section 6, we show how the proposed random block-coordinate approaches are able to provide distributed iterative solutions to monotone inclusion and convex variational problems.
Notation
The reader is referred to [4] for background on monotone operator theory and convex analysis, and to [27] for background on probability in Hilbert spaces. Throughout this work, (Ω, F, P) is the underlying probability space. For simplicity, the same notation · | · (resp. · ) is used for the inner products (resp. norms) which equip all the Hilbert spaces considered in this paper. Let H be a separable real Hilbert space with Borel σ-algebra B. A H-valued random variable is a measurable map x : (Ω, F) → (H, B). The smallest σ-algebra generated by a family Φ of random variables is denoted by σ(Φ). The expectation is denoted by E(·).
Let G be a real Hilbert space. We denote by B(H, G) the space of bounded linear operators from H to G, and we set
Then, L is an isomorphism and its inverse is a strongly positive self-adjoint operator in B(H). The square root of a strongly positive operator L is denoted by L 1/2 and its inverse by L −1/2 . Id denotes the identity operator on H.
The power set of H is denoted by 2 H . Let A : H → 2 H be a set-valued operator. If, for every x ∈ H, Ax is a singleton, then A will be identified with a mapping from H to H. We denote by zer A = x ∈ H 0 ∈ Ax the set of zeros of A and by A −1 : H → 2 H : u → x ∈ H u ∈ Ax the inverse of A. Operator A is monotone if (∀(x, y) ∈ H 2 ) (∀u ∈ Ax) (∀v ∈ Ay) x − y | u − v 0. Such an operator is maximally monotone if there exists no other monotone operator whose graph includes the graph of A. A is β-strongly monotone for some 
(see [22, Example 3.9] ). The parallel sum of A :
The domain of a function f :
A function with a nonempty domain is said to be proper. The class of proper, convex, lower-semicontinuous functions from H to ]−∞, +∞] is denoted by Γ 0 (H). If f ∈ Γ 0 (H), then the Moreau subdifferential of f is the maximally monotone operator
If f is proper and β-strongly convex for some
The Baillon-Haddad theorem asserts that a differentiable convex function f : H → R is β −1 -Lipschitz differentiable if and only if its gradient ∇f is β-cocoercive. If Λ is a nonempty subset of H, the indicator function of Λ is (∀x ∈ H) ι Λ (x) = 0 if x ∈ Λ, and +∞ otherwise. This function belongs to Γ 0 (H) if and only if Λ is a nonempty closed convex set. Its subdifferential ∂ι Λ is the normal cone to Λ, denoted by N Λ . The identity element of the parallel sum is N {0} . The inf-convolution of two functions f :
. We have then ∂f * = (∂f) −1 . Let U be a strongly positive self-adjoint operator in B(H). The proximity operator of f ∈ Γ 0 (H) relative to the metric induced by U is [31, Section XV.4]
We have thus prox U f = J U −1 ∂f . When U = Id , we retrieve the standard definition of the proximity operator originally introduced in [36] . If Λ is a nonempty closed convex subset of H, Π Λ = prox Id ι Λ is the projector onto Λ. In the following, the relative interior of a subset Λ of H is denoted by ri Λ.
Let (G i ) 1 i m be real Hilbert spaces. G = G 1 ⊕ · · · ⊕ G m is their Hilbert direct sum, i.e., their product space endowed with the scalar product (x, y) → m i=1 x i | y i , where a generic element in G is denoted by x = (x i ) 1 i m with x i ∈ G i , for every i ∈ {1, . . . , m}. We will keep on using this notation throughout the paper.
A preconditioned random block-coordinate forward-backward algorithm
In this section, m is a positive integer, K 1 , . . . , K m are separable real Hilbert spaces, and
The algorithms in this paper are rooted in the forward-backward iteration [23] , a blockcoordinate version of which was recently proposed in [21, Section 5.2] . Stochastic versions of this algorithm were also presented in [37, 46] in a variational framework. Now, we show how a preconditioning operator can be included in the block-coordinate forward-backward algorithm through a metric change. 
and set (∀n ∈ N) E n = σ(ε n ) and Z n = σ(z 0 , . . . , z n ). In addition, assume that the following hold:
(ii) For every n ∈ N, E n and Z n are independent and (∀i ∈ {1, . . . , m}) P[ε i,0 = 1] > 0.
Then (z n ) n∈N converges weakly P-a.s. to a Z-valued random variable.
Proof. We have Z = zer (VQ + VR) = ∅. Since V is a strongly positive self-adjoint operator, we can renorm the space K with the norm:
Let · | · V −1 denote the associated inner product. In this renormed space, VQ is maximally monotone. In addition, 
and that weak convergences in the sense of · | · and · | · V −1 are equivalent.
Block-coordinate primal-dual algorithms for composite monotone inclusion problems
In the rest of this section, p and q are positive integers, (H j ) 1 j p and (G k ) 1 k q are separable real Hilbert spaces. In addition,
respectively. We will also consider the product space K = H ⊕ G.
Problem
The following primal-dual problem involving monotone operators which has drawn much attention in the last years (see e.g. [6, 9, 15, 20, 41, 44] ) will play a prominent role throughout this work.
Problem 4.1 For every j ∈ {1, . . . , p}, let A j : H j → 2 H j be maximally monotone, let C j : H j → H j be cocoercive and, for every k ∈ {1, . . . , q}, let B k : G k → 2 G k be maximally monotone, let D k : G k → 2 G k be maximally and strongly monotone, and let 2) and that the set F of solutions to the problem:
is nonempty. We also consider the set F * of solutions to the dual problem:
Our objective is to find a pair ( x, v) of random variables such that x is F-valued and v is F * -valued.
The previous problem can be recast as a search for a zero of the sum of two maximally monotone operators in the product space K as indicated below [24, 48] .
Proposition 4.2 Let us define
Let us now introduce the operators
Then, the following hold:
(i) Q is maximally monotone and R is cocoercive.
random variables is a solution to Problem 4.1 if and only if
The above properties suggest employing the block-coordinate forward-backward algorithm developed in Section 3 to solve numerically Problem 4.1. According to the choice of the involved preconditioning operator, several algorithms can be devised.
First algorithm subclass
We state two preliminary results which will be useful in the derivation of the algorithms proposed in this section.
Lemma 4.3 Let L ∈ B(H, G) be defined as in Proposition 4.2, and let W ∈ B(H) and U ∈ B(G) be two strongly positive self-adjoint operators such that
(i) The operator defined by
is a strongly positive self-adjoint operator in B(K). Its inverse given by
is also a strongly positive self-adjoint operator in B(K).
(
where
Proof. (i) The operators W −1 and U −1 being linear bounded and self-adjoint, V ′ is linear bounded and self-adjoint. In addition, for every (x, v) ∈ K,
We can deduce that
and similarly,
The latter two inequalities yield
This shows that V ′ is a strongly positive operator. It is thus an isomorphism and its inverse is a strongly positive self-adjoint operator in B(K).
Furthermore, (4.10) (resp. (4.11)) shows that
phism since it is a strongly positive self-adjoint operator in B(H) (resp. B(G)). The expression of the inverse of V ′ can be checked by direct calculations.
On the other hand,
Altogether, (4.16)-(4.19) and the cocoercivity assumptions on
to the inequalities
Remark 4.4
(i) In (4.9), we can simply choose α = 1, yielding the cocoercivity constant
A tighter value of this constant is ϑ α where α is the maximizer of α → ϑ α on ]0, +∞[. It can be readily shown that
(ii) When D −1 = 0, the positive constant ν can be chosen arbitrarily large. A cocoercivity con-
(H, G) be the operators defined in Proposition 4.2. Let W ∈ B(H) and U ∈ B(G) be two strongly positive self-adjoint operators such that
Then, (y, u) = J VQ (z − VRz + s) where
Proof. Let z = (x, v) ∈ K and let s = (c ′ , e ′ ) ∈ K. We have the following equivalences: 27) where, in (4.26), we have used the expression of Q in (4.5) and the expression of the inverse of V given by (4.7).
In order to conclude, let us note that, since U 1/2 LW 1/2 < 1, it has already been observed in the proof of Lemma 4.3(i) that W −1 − L * UL and U −1 − LWL * are isomorphisms (as a result of (4.10) and (4.11)). Thus, for every (c, e) ∈ K,
The above two lemmas allow us to obtain a first block-coordinate primal-dual algorithm to generate a solution to Problem 4.1.
and
where, for every j ∈ {1, . . . , p}, W j is a strongly positive self-adjoint operator in
where ϑ α is defined by (4.9) with µ = min{µ 1 , . . . , µ p } and ν = min{ν 1 , . . . , ν q }. Let (λ n ) n∈N be a sequence in ]0, 1] such that inf n∈N λ n > 0, let x 0 , (a n ) n∈N , and (c n ) n∈N be H-valued random variables, let v 0 , (b n ) n∈N , and (d n ) n∈N be G-valued random variables, and let (ε n ) n∈N be identically distributed D-valued random variables. Iterate 31) and set (∀n ∈ N) E n = σ(ε n ) and X n = σ(x n ′ , v n ′ ) 0 n ′ n . In addition, assume that the following hold:
(ii) For every n ∈ N, E n and X n are independent, and (∀k ∈ {1, . . . , q}) P[ε p+k,0 = 1] > 0.
(iii) For every j ∈ {1, . . . , p} and n ∈ N,
Then, (x n ) n∈N converges weakly P-a.s. to an F-valued random variable, and (v n ) n∈N converges weakly P-a.s. to an F * -valued random variable.
Proof. In view of (iii), for every j ∈ {1, . . . , p}, max ε j,n , (ε p+k,n ) k∈L * j = ε j,n . Moreover, for every
On the other hand, according to Proposition 4.2(i) and 4.2(ii), Q is maximally monotone, R is cocoercive, and Z = zer (Q + R) = ∅. It can be noticed that (4.9) and (4.30) imply that U 1/2 LW 1/2 < 1. Thus, by virtue of Lemma 4.5, Algorithm (4.32) can be rewritten under the form of Algorithm (3.1), where m = p + q, V is defined by (4.8) and, for every n ∈ N,
38) 
In addition, since we have assumed that, for every j ∈ {1, . . . , p}, L * j = ∅, (ii) and (iii) guarantee that Condition (ii) in Proposition 3.1 is also fulfilled. All the assumptions of Proposition 3.1 are then satisfied, which allows us to establish the almost sure convergence of (x n , v n ) n∈N to a Zvalued random variable. Finally, Proposition 4.2(iii) ensures that the limit is an F × F * -valued random variable.
A number of observations can be made on Proposition 4.6.
Remark 4.7
(i) The Boolean random variables (ε i,n ) 1 i p+q signal the variables (x j,n ) 1 j p and (v k,n ) 1 k q that are activated at each iteration n. From a computational standpoint, when some of them are zero-valued, no update of the associated variables must be performed. Note that, in accordance with Condition (iii), for every j ∈ {1, . . . , p}, y j,n needs to be computed not only when x j,n is activated, but also when there exists k ∈ {1, . . . , q} such that v k,n is activated and L k,j = 0.
(ii) For every n ∈ N, j ∈ {1, . . . , p}, and k ∈ {1, . . . , q}, a j,n , b k,n , c j,n , and d k,n model stochastic errors possibly arising at iteration n, when applying
(iii) Using the triangle and Cauchy-Schwarz inequalities yields 44) which shows that
For every j ∈ {1, . . . , p}, let a cocoercivity constant of C j be denoted by µ j ∈ ]0, +∞[ and, for every k ∈ {1, . . . , q}, let a strong monotonicity constant of D k be denoted by ν k ∈ ]0, +∞[. Then, one can choose
Therefore, by using Remark 4.4(i), a sufficient condition for (4.30) to be satisfied with α = 1 is 
(4.47)
When D −1 = 0, in accordance with Remark 4.4(ii), this condition can be replaced by
The above algorithm extends a number of results existing in a deterministic setting, when p = 1, and no random sweeping is performed. In most of these works, W 1 = τ Id and, for every k ∈ {1, . . . , q},
In particular, in [48] , a sufficient condition for (4.47) to be satisfied is employed, while in [24] it is assumed that D −1 = 0 and a condition similar to (4.48) is used. The proposed block-coordinate algorithm also extends the results in [22, Section 6] when a constant metric is considered.
Due to the symmetry existing between the primal and the dual problems, we can swap the roles of these two problems, so leading to a symmetric form of Algorithm (4. 
x j,n+1 = x j,n + λ n ε j,n (y j,n − x j,n ).
(4.49)
In addition, assume that Condition (i) in Proposition 4.6 is satisfied where (∀n ∈ N) E n = σ(ε n ) and
and that the following hold:
(ii) For every n ∈ N, E n and X n are independent, and (∀j ∈ {1, . . . , p}) P[ε j,0 = 1] > 0.
(iii) For every k ∈ {1, . . . , q} and n ∈ N,
Second algorithm subclass
We now consider a diagonal form of the operator V, for which we proceed similarly to the approach followed in Section 4.2.
Lemma 4.9 Let L ∈ B(H, G) be defined as in Proposition 4.2, and let W ∈ B(H) and U ∈ B(G) be two strongly positive self-adjoint operators such that
is a strongly positive self-adjoint operator in B(K). 
Hence, V is a strongly positive self-adjoint operator.
(ii) Let z = (x, v) ∈ K and z ′ = (x ′ , v ′ ) ∈ K. We have
which, in view of the remark made at the beginning of the proof of Lemma 4.3(ii), shows that V 1/2 RV 1/2 is ϑ-cocoercive.
Lemma 4.10 Let
B : G → 2 G , C : H → H, D : G → 2 G , Q : K → 2 K , R : K → K,
and L ∈ B(H, G) be the operators defined in Proposition 4.2. Assume that the operator A defined in Proposition 4.2 is zero. Let W ∈ B(H) and U ∈ B(G) be two strongly positive self-adjoint operators such that
Proof. Let z = (x, v) ∈ K and let s = (e ′ 1 , e ′ 2 ) ∈ K. The following equivalences are obtained:
which lead to (4.54) provided that
(4.57)
Since U −1 − LWL * is an isomophism, the latter equalities are equivalent to (4.55).
From the above two lemmas, a second type of block-coordinate primal-dual algorithm can be deduced to solve Problem 4.1 in the case when A = 0. 
Proposition 4.11 Let D, W, U, µ, and ν be defined as in Proposition 4.6. Suppose that
and set (∀n ∈ N) E n = σ(ε n ) and X n = σ(x n ′ , v n ′ ) 0 n ′ n . In addition, assume that show the equivalence between Algorithm (4.60) and Algorithm (3.1) when V is given by (4.50), Q is given by (4.5) (with A = 0), and R is given by (4.6), provided that, for every n ∈ N, (4.33)-(4.37) hold and
In the proof of Proposition 4.6, we have seen that
is ν-cocoercive. According to Lemma 4.9(ii), V 1/2 RV 1/2 is thus ϑ-cocoercive where ϑ is given by (4.51), and (4.58) means that 1 = sup n∈N γ n < 2ϑ. In addition,
Since we have assumed that, for every k ∈ {1, . . . , q}, L k = ∅, (ii) and (iii) guarantee that Condition (ii) in Proposition 3.1 is satisfied. The convergence result then follows from this proposition.
Remark 4.12
For every j ∈ {1, . . . , p}, let a cocoercivity constant of C j be denoted by µ j ∈ ]0, +∞[ and, for every k ∈ {1, . . . , q}, let a strong monotonicity constant of D k be denoted by ν k ∈ ]0, +∞[. Using (4.45)-(4.46), a necessary condition for (4.58) to be satisfied is
In the case when, for every k ∈ {1, . . . , q}, D −1 k = 0, the constants ( ν k ) 1 k q can be chosen arbitrarily large and the above condition reduces to
(4.67)
This condition appears to be less restrictive than (4.48).
Block-coordinate primal-dual proximal algorithms for convex optimization problems
As we will show next, the results obtained in the previous section allow us to deduce a couple of novel primal-dual proximal splitting algorithms for solving a variety of (possibly nonsmooth) convex optimization problems. More precisely, we will turn our attention to the following class of optimization problems, the notation of the previous section being still in force:
Problem 5.1 For every j ∈ {1, . . . , p}, let f j ∈ Γ 0 (H j ), let h j ∈ Γ 0 (H j ) be Lipschitz-differentiable, and, for every k ∈ {1, . . . , q}, let
Suppose that (4.1) and (4.2) hold, and that there exists (x 1 , . . . ,
Let F be the set of solutions to the problem minimize
and let F * be the set of solutions to the dual problem
Note that the inclusion condition in 
) is guaranteed in each of the following cases:
(i) For every j ∈ {1, . . . , p}, f j is real-valued and, for every k ∈ {1, . . . , q}, (
(ii) For every k ∈ {1, . . . , q}, g k or l k is real-valued.
The following result can be deduced from Proposition 4.6: and, for every k ∈ {1, . . . , q}, let
k . Suppose that (4.30) holds where ϑ α is defined by (4.9), µ = min{µ 1 , . . . , µ p }, and ν = min{ν 1 , . . . , ν q }. Let (λ n ) n∈N be a sequence in ]0, 1] such that inf n∈N λ n > 0, let x 0 , (a n ) n∈N , and (c n ) n∈N be H-valued random variables, let v 0 , (b n ) n∈N , and (d n ) n∈N be G-valued random variables, and let (ε n ) n∈N be identically distributed
In addition, assume that Conditions (i)-(iii) in Proposition 4.6 hold, where
Then, (x n ) n∈N converges weakly P-a.s. to a F-valued random variable, and (v n ) n∈N converges weakly P-a.s. to a F * -valued random variable.
Proof. Let us set, for every j ∈ {1, . . . , p}, A j = ∂f j , C j = ∇h j and, for every k ∈ {1, . . . , q}, B k = ∂g k , and D
Then, it can be noticed that, for every j ∈ {1, . . . , p} and k ∈ {1, . . . , q},
, and that the Lipschitz-differentiability assumptions made on h j and l * k are equivalent to the fact that W 1/2 Corollaries 16.42 & 18.16] . Proposition 4.6 thus allows us to assert that (x n ) n∈N converges weakly P-a.s. to an F-valued random variable, and (v n ) n∈N converges weakly P-a.s. to an F * -valued random variable, where F and F * have been defined in Problem 4.1. Let us now
show that the first limit is a F-valued random variable, and the second one is a F * -valued random variable. Define the separable functions f ∈ Γ 0 (H), h ∈ Γ 0 (H), g ∈ Γ 0 (G), and l ∈ Γ 0 (G) as
According to [4, Proposition 16 .8], (5.1) can be reexpressed more concisely as 
As a consequence of (4.3) and Fermat's rule [4, Theorem 16.2] , this allows us to conclude that
By proceeding similarly, the fact that
In a quite similar way, Proposition 4.11 leads to the following result. 
Proposition 5.4 Let
(5.10)
In addition, assume that Conditions (i) in Proposition 4.6, and (ii)-(iii) in Proposition 4.8 hold, where
If, in Problem 5.1, (∀j ∈ {1, . . . , p}) f j = 0, then (x n ) n∈N converges weakly P-a.s. to a F-valued random variable, and (v n ) n∈N converges weakly P-a.s. to a F * -valued random variable.
At this point, it may appear interesting to examine the connections existing between the two proposed block-coordinate proximal algorithms and published works.
Remark 5.5
(i) In practice, one may be interested in problems of the form minimize
These are special cases of (5.2) where (∀k ∈ {1, . . . , q}) l k = ι {0} , i.e. l * k = 0.
(ii) Algorithm (5.4) extends the deterministic approaches in [11, 24, 26, 30, 48] , which deal with the case when p = 1, by introducing some random sweeping of the coordinates and by allowing the use of stochastic errors. Similarly, Algorithm (5.10) extends the algorithms in [14, 35] which were developed in a deterministic setting in the absence of errors, in the scenario where p = q = 1, H 1 and G 1 are finite dimensional spaces, l 1 = ι {0} , W 1 = τ Id with τ ∈ ]0, +∞[, U 1 = ρId with ρ ∈ ]0, +∞[, and no relaxation (λ n ≡ 1) or a constant one (λ n ≡ λ 0 < 1) is performed. Recently, these works have been generalized to possibly infinitedimensional Hilbert spaces when p = 1 and q > 1, arbitrary preconditioning operators are employed, and deterministic summable errors are allowed [16] .
(iii) In [21, Corollary 5.5], another random block-coordinate primal-dual algorithm was proposed to solve an instance of Problem 5.1 obtained when (∀j ∈ {1, . . . , p}) h j = 0 and (∀k ∈ {1, . . . , q}) l k = ι {0} . This algorithm is based on the Douglas-Rachford iteration which is also at the origin of the randomized Alternating Direction Method of Multipliers (ADMM) developed in finite dimensional spaces in [32] . Note however that the algorithm in [21, [21, Remark 5.4] ). By contrast, Algorithms (5.4) and (5.10) do not make it necessary to perform any linear operator inversion.
Asynchronous distributed algorithms
In this part, H, G 1 , . . . , G m are separable real Hilbert spaces, G = G 1 ⊕ · · · ⊕ G m , and the following problem is addressed:
Problem 6.1 For every i ∈ {1, . . . , m}, let A i : H → 2 H be maximally monotone, let C i : H → H be cocoercive, let B i : G i → 2 G i be maximally monotone, let D i : G i → 2 G i be maximally monotone and strongly monotone, and let M i be a nonzero operator in B(H, G i ). It is assumed that the set F of solutions to the problem:
is nonempty. Our objective is to find a F-valued random variable x.
Problem (6.1) can be reformulated in the product space H m as
This kind of reformulation was employed in [18, 41] to obtain parallel algorithms for finding a zero of a sum of maximal operators and it is also popular in consensus problems [8, 39] . To devise distributed algorithms, the involved linear constraint is further split in a set of similar constraints, each of them involving a reduced subset of variables. In this context indeed, each index i ∈ {1, . . . , m} corresponds to a given agent and a modeling of the topological relationships existing between the different agents is needed. To do so, we define nonempty subsets (V ℓ ) 1 ℓ r of {1, . . . , m}, with cardinalities (κ ℓ ) 1 ℓ r , which are such that:
This assumption is obviously satisfied if r = 1 and V 1 = {1, . . . , m}, or if r = m − 1 and (∀ℓ ∈ {1, . . . , m − 1}) V ℓ = {ℓ, ℓ + 1}. More generally if, for every ℓ ∈ {1, . . . , r}, the elements of V ℓ are the vertices of a connected undirected graph, then the assumption is equivalent to the fact that the global graph with vertices {1, . . . , m} is connected.
In the following, we will need to introduce the notation:
where, for every ℓ ∈ {1, . . . , r},
and i(ℓ, 1), . . . , i(ℓ, κ ℓ ) denote the elements of V ℓ ordered in an increasing manner. Note that, for every ℓ ∈ {1, . . . , r}, the adjoint of S ℓ is
where (∀i ∈ {1, . . . , m})
The adjoint of S is thus given by
where, for every i ∈ {1, . . . , m},
with V * i = (ℓ, j) ℓ ∈ {1, . . . , r}, j ∈ {1, . . . , κ ℓ }, and i(ℓ, j) = i . As a consequence of Assumption 6.2, the cardinality of V * i (i.e. the number of sets (V ℓ ) 1 ℓ r containing index i) is nonzero.
The link between Problems 6.1 and 4.1 is now enlightened by the next result:
Proof. For every x ∈ H m , we have the following simple equivalences:
14)
where we have used the fact that 
(hence, (4.1) and (4.2) are satisfied).
Our goal now is to develop asynchronous distributed algorithms for solving Problem 6.1 in the sense that, at each iteration of these algorithms, a limited number of operators (A i ) 1 i m , (B i ) 1 i m , (C i ) 1 i m , and (D i ) 1 i m are activated in a random manner. Based on the above remark, the following convergence result can be deduced from Proposition 4.8. 
is ν i -cocoercive with ν i ∈ ]0, +∞[, and let θ i = ℓ∈{1,...,r|i∈V ℓ } θ ℓ . Suppose that
where (ii) For every n ∈ N, E n and X n are independent, and (∀i ∈ {1, . . . , m}) P[ε i,0 = 1] > 0.
(iii) For every n ∈ N,
and (∀ℓ ∈ {1, . . . , r})
Then, under Assumption 6.2, for every i ∈ {1, . . . , m}, (x i,n ) n∈N converges weakly P-a.s. to a F-valued random variable x and, for every ℓ ∈ {1, . . . , r}, (x ℓ,n ) n∈N converges weakly P-a.s. to x.
Proof. By using Corollary 6.3, Remark 6.4, (6.8), (6.11)-(6.12), setting 23) and noticing that 
Making explicit the form of the projections onto the vector spaces (Λ κ ℓ ) 1 ℓ r leads to +C i x i,n + c i,n ) + a i,n x i,n+1 = x i,n + λ n ε i,n (y i,n − x i,n ). By defining now, for every n ∈ N and ℓ ∈ {1, . . . , r}, x ℓ,n = 1 κ ℓ i∈V ℓ x i,n , (6.26)
w ℓ,n = ε 2m+ℓ,n (2u m+ℓ,n − v m+ℓ,n ), (6.27) η ℓ,n = max ε i,n i ∈ V ℓ , (6.28) and using (6.21) and the update equation
x ℓ,n+1 = x ℓ,n + η ℓ,n 1 κ ℓ i∈V ℓ x i,n+1 − x ℓ,n , χ. This shows that (6.17) implies (4.30).
In addition, Condition (iii) in Proposition 4.8 translates into Condition (iii) in the present proposition. It then follows from Proposition 4.8 and Corollary 6.3 that, for every i ∈ {1, . . . , m}, (x i,n ) n∈N converges weakly P-a.s. to a F-valued random variable x. As a straightforward consequence of (6.26), for every ℓ ∈ {1, . . . , r}, (x ℓ,n ) n∈N also converges weakly P-a.s. to x. i ) 1 i m , while the second ones can be viewed as a merging steps performed on the sets (V ℓ ) 1 ℓ r . In this context, a simple choice for the Boolean random variables (ε k,n ) m+1 k 2m+r to satisfy Condition (iii) is: for every n ∈ N and i ∈ {1, . . . , m}, ε m+i,n = ε i,n and (∀ℓ ∈ {1, . . . , r}) ε 2m+ℓ,n = η ℓ,n = max ε i,n i ∈ V ℓ . (6.35)
(ii) Similarly to Remark 4.7(iii), a sufficient condition for (6.17) to be satisfied is obtained by setting α = 1: In addition, if (∀i ∈ {1, . . . , m}) B i = 0, ( M i ) 1 i m can be chosen as small as desired, so that we can set χ = max i∈{1,...,m} θ i W i . In this case, the algorithm can be simplified, by noting that, for every n ∈ N, the computation of variables (u i,n ) 1 i m and (v i,n ) 1 i m becomes useless. By imposing (6.35) and setting (∀ℓ ∈ {1, . . . , m}) v ℓ,n = v m+ℓ,n , at each* i u i,n + (ℓ,j)∈V * i u m+ℓ,j,n − x i,n .
(6.41)
The rest of the proof is skipped due to its similarity with the proof of Proposition 6.5. As an illustration of the previous results in this section, let us consider variational problems which can be expressed as follows: Problem 6.9 For every i ∈ {1, . . . , m}, let f i ∈ Γ 0 (H), let h i ∈ Γ 0 (H) be Lipschitz-differentiable, let g i ∈ Γ 0 (G i ), let l i ∈ Γ 0 (G i ) be strongly convex, and let M i be a nonzero operator in B(H, G i ). Suppose that there exists x ∈ H such that 0 ∈ Our objective is to find aF-valued random variable x.
A proximal algorithm for solving Problem 6.9 results from Proposition 6.5: 
