Abstract. By using Malliavin calculus, Bismut derivative formulae are established for a class of stochastic (functional) differential equations driven by fractional Brownian motions. As applications, Harnack type inequalities and strong Feller property are presented. (2000): Primary 60H15
Introduction
The Bismut formula, initiated in [7] , has become a very effective tool in stochastic analysis. Since then, it has been well studied in the setting of Markov process. For instance, the readers may refer to [13, 14] (using martingale method), [4, 18, 33] (via coupling argument), [3, 29, 34, 36] (by Malliavin calculus), and references therein.
In this article, we are interested in stochastic differential (functional) equations driven by fractional Brownian motions. The results on the existence and uniqueness of solutions of such stochastic equations were obtained using mainly the theory of rough path analysis introduced in [21] or a fractional integration by parts formula (see [35] ). The readers may refer to [8, 9, 12, 17, 22, 26, 27] and references therein. In [5, 24, 28] , the authors studied the regularities of the solutions. Hairer and Pillai [19, 20] investigated the ergodicity of the solution, and the convergence rate toward the stationary solution. Saussereau [31] proved Talagrand's transportation inequalities for the law of the solution and studied the asymptotic behaviors. In [6] , the authors showed the logarithmic Sobolev inequalities for the law of the solution at a fixed time. This work is strongly motivated by the study of strong Feller property for operators associated with the solutions in a non-Markovian context. To the best of our knowledge, little seems to be known on this subject. Recently, by using the coupling argument the author [15, 16] established Harnack type inequalities (which is stronger than strong Feller property) for SDEs (without delay) with H < 1/2 and H > 1/2, respectively. Inspired by the work [3] , where derivative formulae are given for functional SPDEs driven by Brownian motion, we will show the strong Feller property and Harnack type inequalities as consequences of stronger property: Bismut formulae established by Malliavin calculus, for SDEs and SFDEs driven by fractional Brownian motions.
The rest of this paper is organized as follows. In the next section we present some preliminaries on fractional calculus and fractional Brownian motion. Section 3 is devoted to the case of SDE. Then, in Section 4 we consider the SFDE case.
Preliminaries

Fractional calculus
In the part, we recall some basic facts about fractional calculus. An exhaustive survey can be found in [30] .
Let a, b ∈ R and a < b. For f ∈ L 1 ([a, b], R) and α > 0, the left-sided (resp. right-sided) fractional Riemann-Liouville integral of f of order α on [a, b] is given by
where x ∈ (a, b) a.e., (−1) −α = e −iαπ , Γ denotes the Euler function. They extend the usual n-order iterated integrals of f for α = n ∈ N. By the definitions, we can get the first composition formulae
Fractional differentiation may be introduced as an inverse operation. Let α ∈ (0, 1) and
, R) and it coincides with the left-sided (resp. right-sided) Riemann-Liouville derivative of f of order α given by
The corresponding Weyl representation reads as follow
where the convergence of the integrals at the singularity y = x holds pointwise for almost all x if p = 1 and in the L p sense if p > 1.
By construction, we have
and moreover there hold the second composition formulae
Fractional Brownian motion
fractional Brownian motion with Hurst parameter H ∈ (0, 1) defined on the probability space (Ω, F , P). That is, B H is a centered Gauss process with the covariance function EB
In particular, if H = 1/2, B H is a d-dimensional Brownian motion. By the above covariance function, one can show that E|B
For each t ∈ [0, T ], we denote by F t the σ-algebra generated by the random variables {B H s : s ∈ [0, t]} and the P-null sets.
We denote by E the set of step functions on [0, T ]. Let H be the Hilbert space defined as the closure of E with respect to the scalar product
can be extended to an isometry between H and the Gauss space H 1 associated with B H . Denote this isometry by φ → B H (φ). On the other hand, from [11] , we know the covariance kernel R H (t, s) can be written as
where K H is a square integrable kernel given by
is the Gauss hypergeometric function (for details see [11] or [23] ).
Define the linear operator
By integration by parts, it is easy to see that when H > 1/2, the above relation can be rewritten as
} is a Wiener process, and B H has the following integral representation
According to [11] , the operator
It is an isomorphism and for each
As a consequence, for every
H is of the following form
In particular, if h is absolutely continuous, we get
The remaining part will be devoted to the Malliavin calculus of fractional Brownian motion.
Let Ω be the canonical probability space C 0 ([0, T ], R d ), the set of continuous functions, null at time 0, equipped with the supremum norm. Let P be the unique probability measure on Ω such that the canonical process {B H t ; t ∈ [0, T ]} is a d-dimensional fractional Brownian motion with Hurst parameter H. Then, the injection R H = K H • K * H : H → Ω embeds H densely into Ω and (Ω, H, P) is an abstract Wiener space in the sense of Gross. In the sequel we will make this assumption on the underlying probability space.
Let S denote the set of smooth and cylindrical random variables of the form
where n ≥ 1, f ∈ C ∞ b (R n ), the set of f and all its partial derivatives are bounded, φ i ∈ H, 1 ≤ i ≤ n. The Malliavin derivative of F , denoted by DF , is defined as the H-valued random variable
For any p ≥ 1, we define the Sobolev space D 1,p as the completion of S with respect to the norm
Main results for SDEs
Consider the following stochastic differential equation (SDE for short) driven by fractional Brownian motion:
where
In this part, we aim to study Bismut formulae for the associated family of Markov operators (P (t)) 0≤t≤T :
where X x (t) is the solution to 
To the end, we introduce the following hypothesis: (H1) there exist two positive constants K andK such that
Below we will give a lemma which is important for the proof of our main results.
Lemma 3.1 Assume (H1). Then, there hold X i (t) ∈ D 1,2 and
Proof. Obviously, by (H1), it follows from [27, Theorem 2.1] that (3.1) has a unique solution. Next, we consider the Picard iteration scheme as follows
Observe that
then the induction argument implies that
By [27, Theorem 2.1 II], we know that, for any p ≥ 1, there holds E X p ∞ ∞. As a consequence, we derive that, for all p ≥ 1,
On the other hand, we easily get that
Again by the induction argument, it follows that
Consequently, sup n≥0 DX (n+1),i (t) H ≤ e KT holds. Hence, with the help of [25, Lemma 1.2.3], we conclude that X i (t) ∈ D 1,2 . The second assertion follows easily from (3.1).
Remark 3.2 The above result can also be proved by the definition of Malliavin derivatives or approximation using the closeness of the operator D.
For any v ∈ R d , we aim to search for h = h(v) ∈ Domδ such that
holds. We will show that h satisfies (3.2) provided it is in Domδ with
Proof. By (3.1), we know that the directional derivative process ∇ v X x · satisfies the equation
On the other hand, observe that, for each h ∈ H, i = 1,
where the last equality follows from the fact: R H = K H • K * H . Consequently, Lemma 3.1 leads to the fact that,
Set g i (t) := ∇ v X x,i (t) − DX x,i (t), h H , then it solves the equation
That is,
Therefore, if we set
then there holds g(t) = T −t T v and moreover h satisfies (3.3). In particular, for each i, g i (T ) = 0, that is, ∇ v X x,i (T ) = DX x,i (T ), h H . As a consequence, for any f ∈ C 1 b (R d ), we obtain
To obtain explicit derivative formula from Theorem 3.3, we need to calculate δ(h). To this end, we need one more condition.
(H2) ∇b is Hölder continuous of order 1 − 1/(2H) < β 0 ≤ 1 with non-negative constant L:
By fractional calculus, it is easy to get the following estimate.
Lemma 3.4 Assume (H1) and (H2). Then, for any s, t ∈ [0, T ] there hold
where and in what follows, C denotes a generic constant, λ 0 is chosen satisfying 1−α 0 < λ 0 < H and λ 0 β 0 > H − 1/2.
Theorem 3.5 Assume (H1) and (H2). For v ∈ R d , let h be given satisfying (3.3). Then there holds
More precisely, K * H h is shown explicitly in (3.5) below.
Proof. According to [25 
represents the set of square integrable and adapted processes. By (3.3), we get
It is clear that the operator K
−1
H preserves the adaptability property. So, (K * H h) is adapted. Next, we focus on showing that K * H h is square integrable. By (2.1), we obtain
(3.5)
Note that
where we make the change of variables θ = r/t, C 0 is some positive constant. This, together with (H1), leads to the fact that
As for I 5 , by Lemma 3.4, we deduce that
This completes the proof.
As applications of the derivative formulae derived above, we will present Harnack type inequalities for P (T ). To this end, we set, for all s ∈ [0, T ],
and note that, by the Fernique theorem, there exists a positive constant θ 0 such that
Theorem 3.6 Assume (H1) and (H2). Then there exist two positive constants c ′ and
We first give an exponential estimate of M , which will be important in the proof of Theorem 3.6.
Lemma 3.7 In the situation of Theorem 3.6, for any λ > 0, there exist constants c ′ and c ′′ depending on (T, K,K, L, H) such that
Proof of Theorem 3.6. With the help of Theorem 3.3 and Theorem 3.5, the argument of the proof is then standard. We give its proof for the convenience of the reader. Let x, v ∈ R d . By Theorem 3.3 and the Young inequality [2] , we derive that, for all λ > 0, 10) where in the last step we have applied (3.9) and then chosen λ = p−1 β(s) . Applying Theorem 3.5 and Lemma 3.7 implies
Integrating on the interval [0, 1] with respect to s, we get the desired assertions.
Corollary 3.8 Assume (H1) and (H2). Then
That is, log-Harnack inequalities hold. 
Adopting the same arguments as H > 1/2, we get the result for < 1/2. That is, , η ∈ C .
Following the arguments of Lemma 3.1 and Theorem 3.3, we conclude that For h satisfying the above relation, similar to the proof of Theorem 3.5 we may show that h ∈ Domδ (or equivalently, K * H h ∈ Domδ W ) holds. Then for any f ∈ C 1 b (C ), applying (4.2) yields ∇ η P T f (ξ) = E∇ η f X
