Nonlinear inverse problem is still not so satisfying with the application of available search algorithm. Here a new search algorithm, dicing algorithm (DA) is presented, which offers potential in both the optimization and error analysis. It works as an approach of NA-Gibbs sampler but provides simpler cell, so it can sample among the neighborhood of numerous local optima. Because of its simplicity, we can calculate the probability of each cell. It is essential for strong nonlinear inversion problem and makes the searching of global optimum possible. It also provides convergernce guarantee by probability searching. And if we ignore the computation time of forward problem, this search algorithm will be very fast even in high dimensional space.
Introduction
Monte Carlo methods, which have a long history for evolution, was first published by Metropolis et al (1953) as Markov chain-based algorithm for sampling of Gibbs-Boltzmann distributions in high-dimensional space. Metropolis sampler is very general and efficient for generating an arbitrary given distribution, which was improved to Metropolis-Hastings method later (see Gelfand and Smith 1990; Smith 1991; Smith and Roberts 1993; Mosegaard and Tarantola 1995, for details) . Another sampling algorithm, Gibbs samplers, was brought out by Geman and Geman (1984) and Rothman (1986) , in which a perturbation to model is generated according to Gibbs distribution and is always accepted. In 1998, Sambridge (1998) used neighborhood-Gibbs sampler (known as NAGibbs sampler) to approximate the post probability distribution (PPD) and it was improved to neighborhood algorithm in 1999.
Generally, simulated annealing (SA), genetic algorithms (GA) and neighborhood algorithm (NA) are all Monte Carlo optimization methods. They are more powerful when searching for global optimal solutions in a multimodal distribution than original Monte Carlo methods. Simulated annealing was first carried out by Kirkpatrick et al. (1983) as a stochastic direct search method for global optimization problems, and for survey of papers see Sen and Stoffa (1995) . And genetic algorithm, since it was first presented by Holland (1975) , has been widely used in all disciplines of science.
Theory
We present here a dice approximation in dicing algorithm (Figure 1 ). The dice approximation is used to 'Approximate misfit surface', which is the first stage in the dicing algorithm. The dicing algorithm dices the d-dimensional space into small cubes (cells), and each cell Ci are an ensemble of point p j , whose coordinate is p j (k) , k = 1, ..., d:
So cell Ci is defined with lowerbound LB
. We assume the cell Ci is homogeneous, that is, the misfit function φi(m) and posterior probability density P P D i (m) in this cell are all the same. So we select one point p i in it to represent the cell Ci and approximate the misfit function and posterior probability density of cell C i as φ i and P P D i , respectively. This is called as dice approximation.
Here we introduce the sampling density function S(m) (equation 2) in simulated annealing algorithm and choose temperature T = 1, then S(m) will be equal to the posterior probability density P P D(m).
The second stage 'generate new samples' of dicing algorithm is separated into two steps: 'selecting cells' and 'dicing cells', which are explained as follows.
Selecting Cells
We use roulette method for n c times to select n c cell. The probability of each cell being selected is equal to Pi (calculated with 'volume' V i and sampling density function S i ):
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(1) We generate a point p n+1 (eg., with uniform pseudorandom numbers) in the selected cell Ci, and select one axis e j , find a 'plane' which is perpendicular to axis e j and passes through the center point of pn+1 and pi, then use it to dice cell C i into two cells:
Finally, find out the cell in which point pi is located and replace C i by it, and the other cell named it as C n+1 .
(2) Select a cell Ci in new generated cells and go to (1). Repeat for n d −1 times. At last, by generating n d +1 cells and deleting one cell, n d new samples ( n d more cells) are generated.
Numerical Test
For following numerical tests, we selected nc = 1, n d = 3, T = 1 and scaled misfit function to [0, 8] . With the dice approximation, we first applied it in a 2-dimensional space. Object function (Figure 2 ) is generated by following procedure: first produce a 11 * 11 matrix filled with uniform pseudo-random numbers between 0 and 1, then use bicubic spline interpolation and then scale to [0, 1] to build the object function. So this inversion problem is a highly nonlinear problem. Notices that the global optimum '1' is at the top of 2-dimensional space (labeled as 13 in Figure. 2), which is very hard to find out. We intial the whole model space as cell C i and start inversion. If we are lucky, we can locate the neiborhood of global optimum at 301 samples (Figure 3 and 4) . If we are not lucky, we can still find the neiborhood of global optima at 3,001 samples ( Figure 5 and 6) . Also, we can use neighborhood approximation at the end of searching to get more accurate resolution at low PPD zone (Figure 7 ).
Conclusion
In this paper we conclude a global searching algorithm which seeks global optimum by explore all promising local optima, and have a good feature for sampling among local optima to avoid stuck in one local optimum. It will be applicable in high-dimensional space according to its simplicity and fast computer computation. Soon we will improve it for fast global optimum searching by adopting the good features in SA (temperature changing ) and NA (cell shifting). 
