Abstract. 3D-mesh models are widely used to represent real objects in synthesized scenes for multimedia or cultural heritage applications, medical or military simulations, video games and so on. Indexing and analyzing these 3D data is a key issue to enable an effective usage of 3D-mesh model for designers and even for final users. The researches of our group mainly focus on these problems. In this paper, we present the work of our group for the DELOS NoE during the year 2006. We have worked on two approaches for 3D-model indexing and analyzing: view-based approach and structural approach. View-based approaches for 3D-model indexing are a very intuitive way to retrieve 3D-models among wide collections by using 2D natural views (as a human uses to represent 3D-objects). Structural analysis of a 3D-mesh model gives a structural decomposition of the object from a raw boundary representation of it, then this decomposition can be used to segment or index 3D-models.
Introduction
Exploiting the information contents of digital collections poses several problems. In order to create added-value out of these collections, users need to find information that match certain expectations -a notoriously hard problem due to the inherent difficulties of describing visual information content.
In recent years, as a solution to these problems, many systems have been proposed that enable effective information retrieval from digital collections of images and videos. However, solutions proposed so far to support retrieval of images and videos -which are intrinsically bidimensional -are not always effective in application contexts where the information is intrinsically three-dimensional.
To satisfy this need, a variety of retrieval methods have been proposed that enable the efficient querying of model repositories for a desired 3D shape, many of which use a 3D-model as a query and attempt to retrieve models with matching shape from the database.
In our group, we have worked on two approaches: view based approach and structural approach. This paper presents, in the next two sections, these approaches, achieved work of our group for the DELOS NoE during the year 2006.
View-based Approach
The human visual system has an uncanny ability to recognize objects from single views, even when presented monocularly under a fixed viewing condition. The issue of whether 3D-object recognition should rely on internal representations that are inherently three-dimensional or on collections of two-dimensional views has been explored by Risenhuber and Poggio [1] . They show that, in a human vision system, a 3D-object is represented by a set of 2D-views.
The process of comparing two 3D-objects using their views can be separated into two main steps: 3D-model indexing (also known as the off-line step) and 3D-model retrieval (the on-line step). In the 3D-model indexing step, each 3D-object is characterized by a set of 2D views. For each view, a 2D descriptor is calculated. In the 3D-model retrieval step, the same descriptor is applied to the 2D request views. A matching process is then started to match the request 2D views to the views from the 3D-objects of the database.
Characteristic view selection
The main idea of view-based similarity methods is that two 3D-models are similar, if they look similar from all viewing angles. This paradigm leads to the implementation of query interfaces based on defining a query by one or more views, sketches, photos showing the query from different points of view.
A point which will have an impact on the effectiveness and the speed of the view based methods is the number and the position of views used to describe a 3D-object. This number is directly related to the performances of the system. It is necessary to decrease to the number of views to have a fast method, all in preserving the descriptive capacity of the views. Two approaches can be used to choose the number of characteristic views: using a fixed and restricted number of views; or using a dynamic number of views, that correspond the number of views to the geometrical complexity of views.
In the Adaptive Views Clustering (AVC) method, presented by our group [2] , we use an initial set of 320 views to select positions for the views, which must be equally spaced, we use a two-unit icosahedron centered on the origin. We subdivide the icosahedron twice by using the Loop-subdivision schema to obtain a 320 faceted polyhedron. To generate the initial set of views, we place the camera on each of the face-centers of the polyhedron looking at the coordinate origin. To represent each of these 2D views, we use 49 coefficients of Zernike moment descriptor [3] . Finally, the initial set of views has to be reduced as we want from the method to adapt the number of characteristic views to the geometrical complexity of the 3D-model.
As every 2D view is represented by 49 Zernike moment coefficients, choosing a set of characteristic views that best characterise the 3D-models (320 views) is equivalent to choose a subset of points that represent a set of 320 points in a 49-dimension space. Choosing X characteristic views which best represent a set of N = 320 views is well known as a clustering problem.
This kind of problem is generally solved by using K-means algorithm [4] . Its attractiveness lies in its simplicity and in its local-minimum convergence properties. However, it has one main shortcoming: the number of clusters K, no a priori known in our problem, has to be supplied by the user. To avoid this problem, we adapted a method derived from K-means -called X-means [5] -, and we also used a Bayesian Information Criteria (BIC) [6] , which scores how likely the representation model fits the data. More details about this process can be found in [2] .
Probabilistic approach for 3D-model indexing
The main idea of our probabilistic approach is that not all views of a 3D-model have the same importance. There are views which represent the 3D-model better than others. On the other hand, simple objects (e.g. cube, sphere) can be at the root of more complex objects, so they have a higher probability to be relevant. In this section, we present a probabilistic approach that takes into account that views do not have the same importance, and that simple objects have higher probability to appear than more complex one.
According to the previous step (characteristic view selection), each 3D-model of the collection is represented by a set of characteristic views V = {V 1 , V 2 , . . . , V C }, with C the number of characteristic views. Moreover, to each characteristic view corresponds a set of represented views called V r .
We want to find the 3D-models that corresponds to one or more request photos -which could also be the characteristic views of a 3D-model given as a query. We assume that in a query Q = {I 1 , I 2 , . . . , I K } all K images represent the same object.
Considering a query Q, we wish to find the 3D-model M i from the collection which is the closest to the query Q. This model is the one that has the highest probability P (M i |Q). A query is composed of one or more images, then this probability can be written:
with K the number of images in the query Q.
The Bayesian retrieval framework we developed, takes into account the number of characteristic views of the 3D-models and the importance (amount of information) of their views. More details about our probabilistic approach can be found in [2] for a general explanation of our Bayesian framework, and [7] especially for 3D-model retrieval system with photo-oriented queries.
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Experimental results
In this section, we present the experimental process and the results we obtained. The algorithms we described in the previous sections have been implemented using C++ and the TGS Open-Inventor libraries. The system consists of an off-line characteristic view extraction algorithm and an on-line retrieval process.
To experiment our algorithms, we also developed an on-line 3D search engine 1 . Our search engine can be reached from any device having compatible web browser (PC, PDA, SmartPhone, etc.). Depending on the web access device he/she is using, the user face two different kind of web interfaces : a rich web interface for full-featured web browsers, and a simpler interface for PDA web browsers. In both cases, the results returned by the 3D search engine are the same. The only difference lies in the design of the results presentation. Figure  1 shows three screenshots of our 3D retrieval system in its rich web interface version. Request could be expressed as a 3D-model, a 2D-sketch or one or more photos.
To evaluate our method, we used the Princeton Shape Benchmark database 2 (known as PSB), a standard shape benchmark widely used in shape retrieval community. PSB appeared in 2004 and is one of the most exhaustive benchmarks for 3D shape retrieval. It contains a database of 1814 classified 3D-models collected from 293 different Web domains. There are many classifications given to the objects in the database. During our experiments we used the finest granularity classification, composed of 161 classes. Most classes contain objects with a particular function (e.g cars). Yet, there are also cases where objects with the same function are partitioned in different classes based on their shapes (e.g, round tables versus rectangular tables). The mean number of views for the PSB is 23 views per model. The mean size for a 3D-model descriptor is 1,113 bytes. Our method provides more accurate results with the use of Bayesian probabilistic indexing. The experiment shows that our method Adaptive Views Clustering (AVC) gives better performance than 3D harmonics, Radialized Spherical Extent Function, and Gaussian Euclidean Distance Transform on the Princeton 3D Shape Benchmark database. Light Field Descriptor gives better results than our method but uses 100 views, does not adapt the number of views to the geometrical complexity, and uses two descriptors for each view (Zernike moments and Fourier descriptor), which makes it a slower and more memory consuming compared to the method we have presented.
Overall, we conclude that AVC gives a good compromise between quality (relevance) and cost (memory and on-line comparison time) for the 3D-models of the Princeton 3D Shape Benchmark.
To evaluate the algorithms in the case of 3D retrieval by a set of photos, we have selected 50 images from the Internet. The images correspond to 10 classes of the Princeton Shape Benchmark (five images per class): Airplanes, Bicycles, Chairs, Dogs, Guns, Hammers, Humans arms out, Helicopters, Pots and Swords. The images are composed of six sketches, six synthesized images and 38 real photos of different sizes. Fig. 1 . 3D retrieval results using (from left to right) one, two and three photos. Figure 1 shows the results of a query using (from left to right) one, two and three images of a bicycle. The left side of the figures represent the queries and the right side represent the 16 top retrieved 3D-models. From the seven 3D-models representing a bicycle in the database, three are in the fifteen top retrieved 3D-models when using only one photo. This number raises to four out of seven when two photos are used. Using three images, we retrieved five out of seven in the top sixteen retrieved 3D-models. The recall/precision curves obtained in [7] , show that two or three photos makes a good compromise between time-effort and accuracy.
To extend his/her search, the user can click on a 3D-model from the result window. This 3D-model is then sent to the search engine and used as a query. In this case, the whole set of characteristic views of the 3D-model is considered as the set of query photos. So, the retrieval principle is exactly the same as the one described in the previous section.
At last, to give an idea of our framework performance, in the off-line process, the characteristic view selection takes about 18 seconds per model on a PC with a Pentium IV 2.4 GHZ CPU. In the on-line process, the comparison takes less than 1 second for 1814 3D-models from the PSB.
Structural Approaches
Structural indexing of 3D shapes is an interesting direction of research. It enables to retrieve similar 3D shapes that have different postures [8] and provides a promising framework for partial shape retrieval [9] . Our group focuses on the development of 3D mesh structural description algorithms based on topological skeletons [10] .
These approaches study the properties of real valued functions computed over triangulated surfaces. Most of the time, those functions are provided by the application context, such as scientific data analysis. When dealing with topological skeletons, it is necessary to define an invariant and visually interesting mapping function, which remains an open issue [10] . Moreover, traditional topological graph construction algorithms assume that all the information brought by the mapping function is pertinent, while in practice, this can lead to large graphs, encoding noisy details.
Finally, topological approaches cannot discriminate visually interesting subparts of identified connected components, like the phalanxes of a finger. This is detrimental to certain applications, such as mesh deformation.
Our group proposed a novel and unified method which addresses the above issues [11, 12] .
Method overview
Given a connected triangulated surface T , we propose a unified method to decompose T into visually meaningful sub-parts, connected components, considering the topological and geometrical characteristics of discrete contours. (e) Enhanced topological skeleton.
(f) Application to deformation. The algorithm proceeds in three stages. Firstly, mesh feature points are extracted ( fig. 2(a) ) in order to compute an invariant and visually interesting mapping function ( fig. 2(b) ), denoted f m in the rest of the paper, revealing the most relevant parts of the mesh. Secondly, for each vertex in the mesh, we compute its discrete contour, a closed curve traversing it which is carried by the edges of T , and approximating f m continuous contour. Thirdly, as the set of discrete contours recovers the entire mesh, it is possible to analyze each contour characteristics, either to detect topological changes (enabling a pertinent Reeb graph construction, fig. 2(c) ) or to detect geometrical transitions (enabling an approximation of constrictions, fig. 2(d) ). The constriction approximation enables the refinement of Reeb graphs into enhanced topological skeletons ( fig. 2(e) ). The enhanced topological skeleton could then be used in different ways: 3D-mesh deformation ( fig. 2(f) ), indexing, etc.
Detailed methods and algorithm as well as extended results can be found in [11, 12] .
Results
Our scientific contribution resides in three points. (i) We propose an original and straightforward algorithm for feature point extraction. It can resolve extraction on constant curvature areas -such as spheres -and it is robust against variations in mesh sampling and model pose.
(ii) We show that a discrete contour formulation enables, without re-meshing and without any input parameter, a pertinent Reeb graph construction providing visually meaningful graphs, affine-invariant and robust to variations in mesh sampling. (iii) We show that the geometrical information brought by discrete contours enables the approximation of constrictions on prominent components providing enhanced topological skeletons, and consequently Reeb graph refinement. enhanced topological skeleton is refined compared to classical Reeb graphs and shows more details in sub-parts. A video demonstration of this work is available in http://www.telecom-lille1. eu/people/tierny/stuff/videos/tierny_pacific06.avi
Applications of enhanced topological skeletons
Each node of the extracted skeleton references a surface patch on the mesh. This link between the surface and the skeleton enables applications like hierarchical semantic-oriented segmentation [13] or shape retrieval by part [14] . This is the next step of our work we are currently investigating.
Based on our previous work [11] , we address the semantic-oriented 3D-mesh hierarchical segmentation problem using enhanced topological skeletons [13] . This high level information drives both the feature boundary computation as well as the feature hierarchy definition. Proposed hierarchical scheme is based on the key idea that the topology of a feature is a more important decomposition criterion than its geometry. First, the enhanced topological skeleton of the input triangulated surface is constructed. Then it is used to delimit the core of the object and to identify junction areas. This second step results in a fine segmentation of the object. Finally, a fine to coarse strategy enables a semanticoriented hierarchical composition of features, subdividing human limbs into arms and hands for example. An example of such a multi-level segmentation is shown in figure 5 . Reeb graph based segmentation can also be employed for the problem of arbitrary genus surface comparison [14] . In this work, a novel surface parameterization based technique that addresses the pose insensitive shape signature problem for surface models of arbitrary genus, is presented. It is based on the key idea that two surface models are similar if the canonical mappings of their sub-parts introduce similar distortions. First, a Reeb graph of the shape is computed so as to segment it into charts of controlled topology, denoted as Reeb charts, that have either disk or annulus topology. Next, we define for each Reeb chart a straightforward mapping to the canonical planar domain. Then, we compute a stretching signature of the canonical mapping based on an area distortion evaluation. Finally, the input shape is represented by the set of the stretching signatures. An application to pose-insensitive shape similarity is proposed by comparing the signatures of the different Reeb charts. The gain provided by this new signature as well as its interest for partial shape similarity are demonstrated in [14] .
Conclusion
This paper briefly presents two of the main research interests of our group: view-based 3D-model indexing and 3D-mesh structural analysis.
In the first topic, we proposed a entire framework for the indexing of 3D-models: a dynamic characteristic view selection process that adapts the number of characteristic view to the complexity of the 3D-model, and a Bayesian approach to 3D-model indexing based on the characteristic views. The framework is capable to manage 2D-view queries (one or more photos) and 3D-model queries.
In the second topic, we presented our method to topologically analyze 3D-mesh model and obtain a structural decomposition named enhanced topological skeleton. This method uses a novel approach to feature point extraction as well as mapping function computation. Moreover, the enhancement of Reeb graphs hal-00794698, version 1 -26 Feb 2013 is obtained with a constriction evaluation process. The resulting enhanced topological skeleton is a major tool for our future works on 3D-model segmentation and 3D partial shape retrieval that already give promising results.
