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Abstract 
 
This article discusses a method of creating a three-dimensional cast model using vision systems and how that model can be used in the 
quality assessment process carried out directly on the assembly line. The technology of active vision, consisting in illumination of the 
object with a laser beam, was used to create the model. Appropriate configuration of camera position geometry and laser light allows the 
collection of height profiles and construction of a 3D model of the product on their basis. 
The article discusses problems connected with the resolution of the vision system, resolution of the laser beam analysis, and resolution 
connected with the application of the successive height profiles on sample cast planes. On the basis of the model, measurements allowing 
assessment of dimension parameters and surface defects of a given cast are presented. On the basis of tests and analyses of such a three-
dimensional cast model, a range of checks which are possible to conduct using 3D vision systems is indicated. 
Testing casts using that technology allows rapid assessment of selected parameters. Construction of the product’s model and dimensional 
assessment take a few seconds, which significantly reduces the duration of checks in the technological process. Depending on the product, 
a few checks may be carried out simultaneously on the product’s model. 
The possibility of controlling all outgoing products, and creating and modifying the product parameter control program, makes the solution 
highly flexible, which is confirmed by pilot industrial implementations. The technology will be developed in terms of detection and 
identification of surface defects. It is important due to the possibility of using such information for the purposes of selecting technological 
process parameters and observing the effect of changes in selected parameters on the cast parameter controlled in a vision system. 
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1. Introduction 
 
3D modeling in designing and preparing product manufacture 
plan has been used in the industry for many years. This paper 
shows the possibility of using product’s 3D model prepared on the 
basis of observing the real object by means of a vision system. A 
model developed by means of that method contains information 
about real dimensional parameters of the product and allow their 
assessment. In order to employ such a solution on a process line, 
it has been assumed that rapid construction of a three-dimensional 
model is needed, e.g. when the product is transported on a 
conveyor belt. Such a configuration of the check station permits 
the use of checks as inter-operational procedure, without the need 
to increase the duration of the technological process. 
At the moment, tests or statistical checks are used on the 
assembly line in mass production in order to assess the parameters 
of products. Accurate measurements are also conducted 
statistically in the measurement laboratories of quality control 
departments. The solution presented in this paper permits 
checking all outgoing products as well as using information on 
any defects occurring in the product during control. ARCHIVES of FOUNDRY ENGINEERING Volume 10, Special Issue 3/2010, 41-46  42 
2. Construction of product model 
 
Construction of a three-dimensional model requires 
appropriate configuration of the vision system and structural 
lighting, which permits separation and identification of data on 
the tested product’s profile height on the image displayed in the 
camera. 
 
The most widely used techniques of measurement employing 
three-dimensional vision systems are solutions based on the use of 
structural light. When starting a check, several operational 
parameters of the control station and the vision system itself need 
to be set. Measurement and assessment are carried out without the 
need to change the position of the product or conducting a series 
of single measurements on successive product surfaces. This is 
extremely important in “zero defects” technological processes. In 
such processes, every product leaving the assembly line is 
checked. However, in many cases, products should be checked 
after completing key process operations. 
 
An example of 3D vision system geometry may be an 
arrangement where the laser beam plane is perpendicular to the 
plane of the test bench and the plane of the foot of the tested 
object. The camera’s optical axis is tilted at the α angle in relation 
to the laser beam plane. 
Optical axis means the straight line passing through the 
middle of optical components of the camera’s lens and image 
sensor (e.g. CCD). 
 
 
 
Fig. 1. Geometry of 3D vision system 
 
 
As a result of using such geometry, the plane of the cross-
section of the object seen in the camera, which is produced by the 
laser beam, is parallel to the “Z” axis of the coordinate system of 
the test bench, i.e. to the laser axis. Such a profile requires 
translation of the cross-section geometry seen in the image, 
created by laser beam, in order to obtain a real three-dimensional 
cross-section, and subsequently, three-dimensional image of the 
tested component. 
 
Fig. 2. Laser line projected on the object 
as seen on the vision system sensor 
 
In the discussed geometry, there are planes marked with 
dotted line on the surface of the tested object which are invisible 
in the vision system due to the camera setting geometry (fig. 3). 
This is known as the hidden surface (occlusion) phenomenon 
connected with obstructing the laser beam image by the shape of 
the object recorded by the camera. 
 
 
 
Fig. 3. Projecting laser beam onto an object 
 
The height profile on invisible surfaces is 0. In order to improve 
the model of an object, height of those points needs to be 
calculated using surrounding points. 
 
2.1. Resolution of the vision system 
 
At the next stage of vision system configuration, it is 
necessary to define the resolution of the vision system in the 
adopted configuration. As the height of the object changes, the 
image of the laser line moves on the CMOS sensor in the camera. 
Defining resolution of the vision system involves determining a 
minimum change in the height of the object upon which 
displacement of laser image by exactly one row of pixels on the 
sensor can be achieved. 
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Fig. 4. Defining resolution in the “Z” axis 
 
On the plane parallel to sensor plane, resolution ΔX is 
determined on the basis of the dimensions of the field of vision 
and the resolution of the sensor specified in pixels in the X axis. 
Resolution ΔY in the Y axis is defined as the distance between 
creating the image of successive height profiles on the object. 
 
In the presented configuration, when calculating resolution, an 
approximation is used, which assumes that the α angle is equal to 
the α1 angle. In reality, α1= α – γ. However, when determining 
resolution using the formula below, resolution ΔX = 0.2 mm is 
adopted in the X axis for calculation purposes. As a consequence, 
such a simplification does not have a significant influence on the 
result of the resolution determined in the Z axis. 
 
) sin( / α X Z Δ ≈ Δ  (1) 
 
Where: ΔZ – resolution in the Z axis, ΔX – resolution in the X 
axis,  α – angle between the laser’s symmetry axis and the 
camera’s optical axis. 
 
Resolution is calculated in millimeters per pixel. If sub-pixel 
processing of the image is effected, then the calculated value per 
pixel needs to be divided by the value of the pixel division ratio. It 
will be then possible to determine translocation of the line on the 
screen with a resolution of e.g. ½ pixel, ¼ pixel, or other. 
 
Assuming that a 1536x512 pixel sensor and a vision system 
lens which permits observation of an object that is 308 mm wide 
(FOV = 308 mm) are used, resolution in the X and Z axis has 
been defined for the object. 
 
] / [ 2 . 0 1536 / 308 pixel mm pixels mm X = = Δ  (2) 
] / [ 28 . 0 ) 45 sin( / 2 . 0 pixel mm Z = ° ≈ Δ  (3) 
 
On the plane parallel to sensor plane, with known resolution 
ΔX in the X axis, resolution in the axis perpendicular to X is 
adopted as ΔX. Resolution in the Y axis of the station’s 
coordinate system depends on the test bench translocation 
between the successive acquisitions of image performed by the 
vision system. Assuming that the translocation measurement 
system employs an encoder which pulses 1600 times per 1 mm of 
bench translocation, and the image is acquired every 200 
impulses, resolution in the Y axis for the 3D vision system has 
been defined. 
 
] / [ 125 . 0 ] / [ 1600 / ] / [ 200 scan mm mm imp scan imp Y = = Δ  (4) 
 
Three-dimensional image of the object is constructed from 
profiles acquired when the object moves along the station’s Y 
axis. The vision system collects an image of the profile after each 
translocation of the object by 0.125 mm (200 impulses). In the X 
axis, resolution is 0.2 mm which is the distance between 
successive measurement points on that axis, without sub-pixel 
processing. Resolution in the Z axis is 0.28 mm. 
In the case of employing sub-pixel processing of the image, 
resolution in the X and Z takes into account the ratio resulting 
from the pixel division algorithm. Upon processing with a 
division of ¼ pixel, the following resolutions were obtained: 
 
] / [ 07 . 0 4 / ] / [ 28 . 0 pixel mm pixel mm Z = ≈ Δ  (5) 
 
In the case of the discussed geometry, also a change in the 
resolution in the Y axis is observed, which results from the angle 
of the tested object’s plane in relation to the axis, which is 
perpendicular to the test bench and parallel to the laser beam 
plane. 
As a consequence, the distance between profiles created by 
the laser on the planes of the tested object in successive scans will 
depend on the angle at which the plane is tilted. 
 
 
Fig. 5. Changes in the resolution in the Y axis 
 
The figure shows four selected scanning resolutions (distances 
between profiles), described as R1 – R4. The angle of the laser in 
relation to the axis perpendicular to the test bench, which is 0° in 
the considered arrangement, will not affect the distance between 
tested profiles on the object’s planes. 
In the case of planes whose surfaces are tilted at an angle 
approximating 180° in relation to the laser beam plane, clear 
increase in the distance between surface scanning profiles will be 
observed, which are marked in the figure as R3. When analyzing 
such surfaces, the minimum size of detectable defect in a given 
system operation geometry should be taken into account. On the 
other hand, in the case of surfaces at an angle approximating 90° 
in relation to the laser beam plane, the distance between scanning 
profiles is much smaller (R1, R4), which permits more accurate 
scanning of those surfaces. The resolution theoretically calculated 
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resolution R2. That case illustrates construction of an image on a 
surface parallel to the plane of the test bench. 
 
 
3. Description of height profile 
 
After an image is collected, translation of the laser line 
position as seen on the sensor into profile height in each sensor 
column is carried out. 
The most important element of image analysis in 3D vision 
systems is accurate determination of the middle of the laser line 
seen in the vision system. Each column of the image is presented 
as intensity function f(x), where the argument is pixel number in 
the column. Next, in each column, the middle point of the laser 
line is determined, and thus complete information on the line’s 
location is obtained, which is necessary to calculate the height of 
profile point. 
Upon selecting successive columns and drawing an intensity 
diagram, the position of laser line is determined in each column, 
as seen on the left in the figure below, in order to determine the 
height of profile in each tested column of the sensor. Also, 
intensity function of a given column, which is used to calculate 
successive profile points, is shown. 
 
Fig. 6. Image of object lit by a line generated by the laser; 
lineintensity as determined in sensor column 
  
In order to determine the middle of the laser line, methods 
such as the intensity threshold method are employed. In the 
aforementioned method, intensity threshold defined by the user is 
put in. If there are no interferences and the threshold had been 
selected properly, it should cut across the intensity diagram at two 
points (R1 and R2). The middle of laser line is determined as the 
arithmetic mean of pixel locations where the diagram and the 
threshold intersect. Analysis of intensity in a column, using 
intensity threshold makes it possible to obtain resolution of ½ 
pixel. 
 
 
Fig. 7. Determination of the middle of laser line, using intensity 
threshold 
In order to increase the resolution of the determination of the 
middle of laser line, two intensity thresholds should be used. In 
that case, four points describing the intensity function are 
obtained, and the middle of laser line is determined as the 
arithmetic mean of the positions of those points. 
 
4
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x
+ + +
=  (6) 
 
Using two intensity thresholds makes it possible to achieve 
resolution of ¼ pixel. 
 
 
4. Measurements in a 3D image 
 
For the purposes of an assembly line in a technological process 
which assumes full control of outgoing products, it is necessary to 
use a station or a system of stations which allow inter-operational 
product checks. 
 
Fig. 8. Check station 
 
A vision system collects image of the body onto a monochromatic 
CMOS sensor. Below, image of a body lit with a laser beam is 
shown. On the basis of successively collected images, height ARCHIVES of FOUNDRY ENGINEERING Volume 10, Special Issue 3/2010, 41-46  45
profiles of the tested object in successive cross-sections are 
determined in accordance with the resolution described above. 
 
Fig. 9. Laser beam projected onto a product 
 
The parameters of the vision system are selected in such a way as 
to see the track of laser line in the image. It is also important that 
in case laser light is accidentally reflected off other surfaces of the 
object, the trace of such a reflection is not visible in the image of 
the object. 
On the basis of parameters selected in such manner, images are 
collected, which are then translated into height profile which 
creates successive cross-sections of a three-dimensional image. 
 
Fig. 10. 3D image of product plane 
 
In the case of both 3D profile and 3D image, interferences 
resulting from both system operation geometry and reflection of 
laser light off the object’s surfaces are visible in the image of the 
object. As a result of occlusion, the value of some points which 
form the 3D model of an object equals 0. As a result of laser light 
being reflected off the object’s edges, interferences in the form of 
“height profile peak” can be seen in the image. Such an image 
needs to be filtered before measurement procedures are conducted 
in order to remove false measurement points. The figure below 
shows an image where smoothing filtration with 3x3 matrix has 
been used. It should be pointed out, however, that in the case of 
smoothing, the height of “peaks” appearing on the image will 
affect the value of the height of surrounding points. 
 
Fig. 11. 3D image of product plane after filtration 
 
Measurement of the diameter of holes in the body of the tested 
product has been carried out. Analysis of diameter is conducted 
on the basis of points established along the hole’s perimeter. 
Middle of the hole as well as the average, minimum and 
maximum diameter are determined for each tested hole. 
 
Fig. 12. Measurement of the diameter of holes in the body 
 
Another example of taking measurements off a 3D image is 
measuring a product’s surface defects. The tested plate has been 
removed from a pump in order to evaluate the wear of surfaces 
working with the impeller on the basis of assessment of the height 
profile of that surface. 
 
 
 
 
Fig. 13. 3D image of axial piston pump port plate 
 
In the course of testing, cross-sections along axes stretching from 
the middle of the plate, which are tilted by 2° in relation to each 
other, were taken. Below, there is a diagram showing five height 
profiles. Measurement data in the diagram describes only part of 
the cross-section, which is seen as black lines on the tested 
surface (fig. 14). When constructing a 3D model, the following 
resolution of the vision system was applied: 
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Fig. 14. Assessment of height profile 
 
When taking successive cross-sections, data from the three-
dimensional model of the product is taken. Surface is assessed on 
the basis of 82 points shown in the diagram below, which describe 
successive measurements taken along the plate’s radius. 
Successive courses present a height profile drawn after calibration 
into mm. The results of profile measurement show data from the 
three-dimensional image. That image, in the course of 
preparation, was subject to smoothing filtration, using a mean 
calculated in a 3x3 matrix. Values expressed in mm which 
describe the depth of grooves caused by wear on the surface of the 
plate can be read directly from the profile (fig. 15). 
 
Fig. 15. Height profiles in cross-section 
 
For the purpose of describing the defect of the worn surface, 
function f(i) has been suggested, which describes the working 
surface as follows: 
 
) : min( ) : max( ) ( 2 2 2 2 + − + − − = i i i i x x x x i f  (6) 
 
 
 
Fig. 16. Function f(i) 
5. Conclusions 
 
The possibility of controlling all outgoing products, and 
creating and modifying the product parameter control program, 
makes the solution highly flexible, which is confirmed by pilot 
industrial implementations It is important due to the possibility of 
using such information for the purposes of selecting technological 
process parameters and observing the effect of changes in selected 
parameters on the cast parameter controlled in a vision system. 
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