Finding a Path for Segmentation Through Sequential Learning.
Sequential learning techniques, such as auto-context, that applies the output of an intermediate classifier as contextual features for its subsequent classifier has shown impressive performance for semantic segmentation. We show that these methods can be interpreted as an approximation technique derived from a Bayesian formulation. To improve the effectiveness of applying this approximation technique, we propose a new sequential learning approach for semantic segmentation that solves a segmentation problem by breaking it into a series of simplified segmentation problems. Sequentially solving each of the simplified problems along the path leads to a more effective way for solving the original segmentation problem. To achieve this goal, we also propose a learning-based method to generate simplified segmentation problems by explicitly controlling the complexities of the modeling classifiers. We report promising results on the 2013 SATA canine leg muscle segmentation dataset.