A spin system can be thought of as an information coding system that transfers information of the interaction configuration into information of the equilibrium state of the spin variables. Hence it can be expected that the relations between the interaction configuration and equilibrium states are consistent with the known laws of information theory. We show that Shannon's rate-distortion theorem together with reasonable assumptions can be used to obtain a constraint on the location of the multi-critical phase point for a family of the Bethe lattice ±J model.
the ratio R = N/M . We investigate a class of Ising spin systems with the Hamiltonian
where all the bonds (i, j) are chosen randomly. For the N large enough, we can regard these sites i as forming a Bethe lattice. For the simplicity, we call our model the Bethe lattice ±J model [21] . Each J ij is supposed to be distributed independently according to the common distribution P (J ij ) = pδ(1, J ij ) + (1 − p)δ(−1, J ij )
for a value of disorder parameter p in the interval 1/2 < p ≤ 1. Here δ(J ij , ±1) denotes the Kronecker's delta function and the set of interaction coefficients J = {J ij } is called the Bernoulli(p) random variables. We write the inverse temperature for the system as β and define β p by
The β p corresponds to the Nishimori temperature for the spin system. In general, the multicritical point of the ±J model can be always found at the Nishimori temperature 1/β p [22] .
In this letter, we locate the multicritical point of the Bethe lattice ±J model by monitoring the dependence of the magnetization m = (1/N ) N i=1 S i on p through the Nishimori temperature. It is possible to prove that the spin glass phase is not allowed on the curve in the phase diagram [20] . So the multicritical point can be characterized by the ferromagnetic phase transition. FIG. 1 shows the phase diagram in the space of disorder parameter p and ratio R. INSET shows magnetization m as a function of p for a particular value of R = 0.02 for which a phase transition is empirically observed at around 0.54. These empirical dots are computed from the cavity method [19] . In contrast, the solid line in INSET offers an upper bound on p given a magnetization m. It is obtained theoretically using Shannon's rate-distortion theorem. As is shown by the solid lower branch in the main picture, the value p * of the zero point in INSET depends on the ratio R defined by the Bethe lattice. In other words, this branch denotes an upper bound p * for the location of the multicritical point.
The dashed upper branch, on the other hand, represents another value p corresponding to the left end of the solid line in INSET. When p becomes 3/4 the two bounds converge and the multicritical point cannot exist for a larger value of p, which can be confirmed by simple algebra. Remarkably, we can use the classical rate-distortion theorem to obtain these two bounds.
In the remainder of the letter we will explain how these bounds can be obtained using the rate-distortion theorem. First we will define a function of the spin state that indicates the ferromagnetic transition but is more suitable than the magnetization to analyze distortion.
The function is a sum of local spin products u = (1/M ) (i,j) S i S j where (i, j) is the set of interaction pairs. Next, we introduce a new ferromagnetic Hamiltonian
where the interaction pairs are the identical lattice as for the original Hamiltonian (1).
Then the spin product u could be identified with the internal energy if the Hamiltonian (2) is concerned. Now, let · γ represent the expectation value in the equilibrium state of the Hamiltonian (2) at a temperature 1/γ, and let · β be the expectation value for the original Hamiltonian (1) at 1/β.
Suppose that a bracket [ · ] indicates averaging over an ensemble of configurations J .
Then, since the magnetizations are self-averaging and monotonic functions of temperature, there exists a temperature 1/γ(β) such that [ m β ] = m γ(β) for any β. Now, at this temperature, we assume that the similar relation
holds. Hereafter, we occasionally omit brackets if the meaning is clear. J ij · J ij S i S j , it is easy to see that (see [24] )
On the right hand side, we replace (i,j) δ(−1, J ij ) with its typical value
Furthermore, at the Nishimori temperature, the second term on the right would
, since the internal energy becomes (see [22, 24] )
Likewise, together with
In the following paragraphs, we will explain how to obtain theoretical bounds for the p < 3/4 regime based on Shannon's rate-distortion theorem applied to a virtual communication channel. Let us first consider a virtual communication channel where the interaction configuration sequence J = {J ij } is a set of the Bernoulli(p) random variables to be compressed, the set of spins S = {S i } is its compressed representation/codeword, and the spin productsĴ = {S i S j } are its reproduction at Nishimori temperature 1/β p . This choice of communication channel is motivated by the fact that at the Nishimori temperature, the Hamming distortion between the J and its reproductionĴ can be easily obtained as
However, Shannon's rate-distortion theorem does not give a non-trivial lower bound on compression-ratio R = N/M for this specific channel. We thus introduce a coding 'trick', a set of the Bernoulli(α) random variablesJ = {J ij } with 1/2 ≤ α < p, which allows us to tighten the bound on the existence of the multicritical point. In the communication channel picture, the manipulation of the Bernoulli(α) sequenceJ to get the sequence J corresponds to a preprocessing step in the encoding operation. However, there are two difficulties that we face in this approach. First, we cannot directly, or rigorously calculate the actual distortion betweenJ andĴ . So we introduce an approximation using mean field.
Second, after we preprocessJ to get J , the J is not Bernoulli(p) assumed in the Nishimori's theory. However, this difference becomes negligible when we take the large system limit of N → ∞. In the following paragraphs we explain the essential details of this analysis.
We first introduce a setJ of Bernoulli(α) random variables for some α satisfying 1/2 ≤ α < p. Define the set T a of all configurations with relative frequency of 1s equal to a. For sufficiently large M , we can considerJ ∈ T α and J ∈ T p , respectively [25] . So we suppose that anyJ configuration can be switched to a J configuration by flipping (p−α)M elements from −1 to 1. Next we consider the set of spin productsĴ computed from the equilibrium states with the interactions J as an estimate of the originalJ .
Next, we evaluate the normalized distance between the samplesJ andĴ , i.e., (1/M ) (i,j)
δ(−1,J ij S i S j ). Similarly to earlier algebraic argument, the identityJ ij
where we used Nishimori's result and the difference (i,j) δ(−1, J ijJij ) = (p − α)M (see [24] ). Hereafter, we assume that the bracket [ · ] also indicates averaging over an ensemble of configurationsJ as well as J .
We can simplify the analysis by considering the subsets {S i S j | J ij = 1} and {S i S j | J ij = −1}, and assuming the elements of each are i.i.d random variables. To calculate the joint probability ofJ ij = J ij and J ij = S i S j we introduce a pair of flip probabilities Q 1→−1 and
, where Q x→y denotes the probability of S i S j = y when J ij = x. It follows that (see [24] )
On the other hand, we can obtain a pair of self-consistent equations
Notice that the former equation just counts up every difference J ij = S i S j , while the latter indicates the total number of S i S j = −1 in the reconstruction with a new parameter q so that theĴ is a realization of the Bernoulli(q) variables. In other words, u = 2q − 1. By solving the two equations, we have
It is easy to check that these formulas are well defined as probabilities in the interval 2p−1 ≤ q ≤ 1 for a given p = 1. Then, we expect that the normalized distance can be estimated by the formula
which is non-negative for the relevant intervals. INSET in Fig. 2 implies that the above formula well approximates the actual normalized distance
Notice again that we used the cavity method for computing both the distributions [19] . Lastly, it is possible to invoke the Shannon's rate-distortion theorem for the Bernoulli(α) random variables [26] . Define the rate-distortion function as
where we denote H 2 (α) = −α log 2 (α)−(1−α) log 2 (1−α). For the ratio (or rate) R = N/M , it follows that p, q) ) to lower bound the ratio as R α (p, q) < R for every α in the relevant interval 1/2 ≤ α < p. Now write
It is obvious that we can lower bound R as (see [24] )
Notice also that the R * (p, q) is a non-increasing continuous function of q. Suppose that the ratio R = N/M is small enough to satisfy an inequality R < R * (p, 2p − 1). Here the
is the largest value of R * (p, q) for q over the interval 2p − 1 ≤ q ≤ 1. Since 
We compare the formulas (4) and (5) to conclude that
i.e., the q * (p) lower bounds q.
For the R = N/M small enough, we numerically examine the equation (5) which implicitly determines q * (p) for a given pair of p and R. Evaluation of (5) shows that for R smaller than 0.0926 there is a chance to find a solution q * (p) described by the dashed upper branch in FIG. 1. So theoretically, the classical rate-distortion theorem poses a relevant constraint on spin product u below the dashed line. On the other hand, the solid lower branch indicates R * (p, 1/2), i.e., the boundary below which we get q * (p) > 1/2 and thus q > 1/2 as well.
This means we have u = 2q − 1 > 0 at the Nishimori temperature 1/β p for every pair (p, R)
below the solid line, implying that the lower region does not contain the multicritical point.
INSET shows that the magnetic transition point for R = 0.02 is actually upper bounded by the zero point p * for the rate-distortion bound u * (p) = 2q
Technically it has been difficult to locate the multicritical point in the phase diagram. However, at least for relatively small R, the rate-distortion theorem gives a non-trivial bound in the space of disorder parameter p and ratio R.
In this letter, we considered the 'N -bit' spin state of a Bethe lattice ±J model as compressed representations of a set of M Bernoulli(p) binary random variables encoded in the interaction configuration. We showed that the Shannon rate-distortion theorem (which provides a bound on distortion dependent only on the compression ratio) can be used to obtain bounds on the magnetization of the equilibrium spin states depending on the compression ratio R = N/M , and hence on the location of the multicritical point. Results obtained here for a particular class of Hamiltonians will motivate applications of Shannon's rate-distortion theorem to other systems. 
INEQUALITIES
We first show the inequality in Line 2 on Page 5:
The identity
The equality holds if and only if there is no chance of getting J ij = −1 and
simultaneously. Notice also that the factor two is used to eliminate the duplicate counting that can occur.
We also have in Line 2 on Page 7:
Similarly to earlier argument, the identityJ ij S i S j = J ijJij · J ij S i S j leads to
The preprocessing in encoding gives
Together with the equation in Line 1 on Page 6, we get
EXACT INTERNAL ENERGY
We show the equation in Line 1 on Page 6:
First, the gauge theory tells us that the internal energy becomes
This is the exact solution for the internal energy at the Nishimori temperature 1/β p . Surprisingly, the above formula holds for any lattice. Special features of each lattice are reflected through the number M [1] . On the other hand, it is easy to see that
In other words,
Together with the definition of the Hamiltonian (1), i.e.,
we get
Notice also that
holds. Then simple algebra gives
DUPLICATE COUNTING
We verify the equation in Line 11 on Page 7:
The left hand side can be rewritten as
Notice again that the factor two is used to eliminate the duplicate counting that can occur.
So the goal is
where Q 1→−1 denotes the probability of S i S j = −1 when J ij = 1. This subtraction part implies the total number of pairs (i, j) which giveJ ij = J ij and J ij = S i S j simultaneously.
In other words, we count up every pair (i, j) which satisfies the three conditions:J ij = −1, J ij = 1, and S i S j = −1. For the convenience, we define D = (i, j) |J ij = −1, J ij = 1, S i S j = −1 .
Here is a new presentation of our goal:
The set D has Q 1→−1 (p − α)M elements.
Let us denote E ⊇ D by E = (i, j) |J ij = −1, J ij = 1 .
Then, we can expect Q 1→−1 = (# of elements of D)/(# of elements of E). However, by the definition of the preprocessing, the number of elements of the set E should be (p − α)M .
This concludes the new goal.
RATE DISTORTION THEOREM
We show the inequality in Line 7 on Page 9, i.e., the formula (4):
Shannon's rate-distortion theorem tells us that (see [2] ), for any α, R α (p, q) < R .
Since 1/2 ≤ α < p is a half-open interval, we take the supremum of the left hand side to eliminate the parameter α, yielding
Therefore, it is easy to see that
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