We introduce Strategy Logic with Knowledge, a novel formalism to reason about knowledge and strategic ability in memoryless multi-agent systems with incomplete information. We exemplify its expressive power; we define the model checking problem for the logic and show that it is PSpace-complete. We propose a labelling algorithm for solving the verification problem that we show is amenable to symbolic implementation. We introduce MCMAS Slk , an extension of the open-source model checker MCMAS, implementing the proposed algorithm. We report the benchmarks obtained on a number of scenarios from the literature, including the dining cryptographers protocol.
Introduction
Multi-agent systems (MAS) are distributed systems whereby the components, or agents, display a high degree of autonomy and interact with their peers in a cooperative or adversarial way in order to maximise their private or common goals [1] . Over the years several logics have been put forward to reason about MAS, including epistemic logics [2] , deontic logics [3] and formal languages accounting for the beliefs, desires and intentions of the agents [4] . These formalisms, once combined with temporal logic, are more expressive than logics used to reason about reactive systems, such as Ltl and Ctl [5] . This is because when reasoning about MAS, it is often not sufficient to establish whether a particular temporal statement is realised. Instead, there is an interest in establishing whether high-level properties of the agents hold in the system. These may involve the evolution of their beliefs, the intentions they want to bring about, what regulations they are subjected to and the interplay of all of these.
Knowledge and strategic ability are two particular aspects of agency that are of importance when reasoning about MAS. By means of epistemic specifications, we can, for example, reason about what the agents know about the world, its evolution, their peers, their peers' knowledge, as well as epistemic group notions such as common knowledge [2] . By incorporating strategic abilities in the specifications, we can establish whether particular groups of agents have the ability to bring about certain temporal states of affairs.
There is a relatively long tradition in the development of verification technology, notably model checking, to verify MAS against temporal-epistemic specifications. This includes methods based on bounded [6, 7] verification, logical representation through Binary Decision Diagrams (BDDs, for short) [8, 9, 10] , symmetry reduction [11] and abstraction [12, 13] . Verification techniques for validating systems against strategic abilities have also been put forward. For example, jMOCHA [14] is a model checker for the verification of systems against specifications in Alternating-time Temporal Logic (Atl). Proposals have also been made to devise methods supporting specifications that account for both the epistemic states of the agents as well as their strategic ability [15, 16, 17] .
Also related to the present proposal is [18] , where an extension of ATL for imperfect information games, namely CSLP, was introduced. CSLP can express sophisticated strategic and epistemic game properties of coalitions under uncertainty, including solution concepts. However, differently from the proposal made here, CSLP consider the agents' strategies implicitly, which are bound directly to the agents they refer to.
MCMAS [19, 20] is a BDD-based model checker supporting both Atl and epistemic specifications.
An important aspect in combining epistemic and strategic specifications is the information model the agents adhere to, namely whether they have either complete or incomplete information about the world and what form of memory they have. Epistemic analysis of MAS normally assumes that agents have private, incomplete information about the world. It is known that the model checking problem for Atl with incomplete information and perfect recall is undecidable [21] . Given this, the most widely adopted setting is incomplete information with memoryless local states. In turn, this implies that Atl modalities assume memoryless strategies. This raises further issues including whether local strategies should be uniform [22, 19, 17] .
In this work we follow this tradition, but extend the strategic dimension of the analysis to a fragment of strategy logic [23] . A limitation of Atl is that while specifications relate to the strategies of the agents to achieve a certain state of affairs, the strategies themselves do not feature in the syntax explicitly; instead, they are treated implicitly through agent modalities that refer to coalitions. The logic Sl was introduced to overcome this by introducing strategies as first-class citizens of the syntax and by allowing explicit quantification and binding over them.
In this paper we define a combination of Sl with the standard epistemic modalities on a memoryless variant of interpreted systems, introduce an algorithm for model checking and present its implementation. A feature of the present work is the relatively low complexity of the model checking problem, which is shown to be PSpace-complete. As discussed in more details below, this is achieved by limiting the scope of the epistemic operators in the language.
The rest of the paper is organised as follows. In Section 2 we introduce the specification language Slk, define its semantics on a variant of interpreted systems, illustrate its use, define the model checking problem and investigate its complexity. In Section 3 we present a labelling algorithm to solve the model checking problem for Slk specifications against interpreted systems. In Section 4 we present MCMAS Slk , a symbolic model checker derived from MCMAS, implementing the labelling algorithm, and present experimental results. We conclude in Section 5 by discussing related work.
Strategy Logic with Knowledge
In this section, we introduce Strategy Logic with Knowledge [24] (Slk, for short) as an extension of the original Strategy Logic [25, 26] (Sl, for short) introduced in [23] . Our aim is to define a formalism combining the ability of Sl to express game-theoretic concepts with an epistemic framework for describing the agents' knowledge in the context of incomplete information. In order to avoid the well-known undecidability result of the model-checking problem of multi-agent systems under incomplete information and perfect recall [27] , we formalise the new logic by means of imperfect-recall semantics. This implies that agents have no memory of the past, including when planning their strategy to achieve a desired goal. Slk is defined w.r.t. interpreted systems [28] , whereas Sl has been introduced for concurrent game structures [27] , since the former is normally used in the context of incomplete information.
In the rest of this section, we give formal definitions of Slk syntax and semantics, together with accessory concepts, such as strategy, profile and play. These provide us with a solid foundation for the development of the modelchecking algorithm, which is theoretically presented in Section 3 and then developed as a software tool and benchmarked against several scalable scenarios in Section 4.
Syntax
Sl syntactically extends liner-time temporal logic Ltl [29] by introducing two strategy quantifiers x and [[x]], and an agent binding (a, x), where x is a variable and a an agent. Informally, these operators can be read as "there exists a strategy x", "for all strategies x" and "bind agent a to the strategy associated with x", respectively. Slk further extends Sl with epistemic modalities [28] representing individual knowledge K a , group knowledge E A , distributed knowledge D A and common knowledge C A , where a is an agent and A a set of agents. Therefore, this language can be seen as a unique blend of three well-established logic formalisms that allows us to reason about the temporal, strategic and epistemic aspects of a model in a unified way.
Slk formulas are defined as follows.
Definition 1 (Syntax). Slk formulas are built inductively from the sets of atomic propositions AP, variables Vr and agents Ag using the following contextfree grammar, where p ∈ AP, x ∈ Vr, a ∈ Ag and A ⊆ Ag:
where the epistemic operators are applied to sentences only, i.e., free(ϕ) = ∅ in K a ϕ, E A ϕ, D A ϕ and C A ϕ, where the function free is introduced in Definition 2.
Slk denotes the set of formulas generated by the aforementioned rules.
As for Sl, the free agents and free variables free(ϕ) of an Slk formula ϕ are the subset of Ag ∪ Vr containing (i) all agents a for which there is no binding (a, x) before the occurrence of a temporal operator and (ii) all variables x for which a binding (a, x) is not in the scope of any quantification x or [[x] ].
Definition 2 (Free Agents and free Variables). The set of free agents and free variables of an Slk formula is given by the function free : Slk → 2 Ag∪Vr defined inductively as follows:
1. free(⊥), free( ) ∅; 2. free(p) ∅, where p ∈ AP; 3. free(¬ϕ) free(ϕ); 4. free(ϕ 1 Op ϕ 2 ) free(ϕ 1 ) ∪ free(ϕ 2 ), where Op ∈ {∧, ∨}; 5. free(X ϕ) Ag ∪ free(ϕ); 6. free(ϕ 1 Op ϕ 2 ) Ag ∪ free(ϕ 1 ) ∪ free(ϕ 2 ), where Op ∈ {U, R}; 7. free(Qn ϕ) free(ϕ) \ {x}, where Qn ∈ { x , [[x] ] | x ∈ Vr}; 8. free((a, x)ϕ) free(ϕ), if a ∈ free(ϕ), where a ∈ Ag and x ∈ Vr; 9. free((a, x)ϕ) (free(ϕ)\{a})∪{x}, if a ∈ free(ϕ), where a ∈ Ag and x ∈ Vr; 10. free(K a ϕ), free(E A ϕ), free(D A ϕ), free(C A ϕ) ∅, where a ∈ Ag and A ⊆ Ag.
A formula ϕ without free agents (resp. variables), i.e., with free(ϕ) ∩ Ag = ∅ (resp. free(ϕ) ∩ Vr = ∅), is called agent-closed (resp. variable-closed). If ϕ is both agent-closed and variable-closed, it is called a sentence.
Note that strategies can be shared among the agents. However, the interpreted systems on which we will later define the semantics allow agents to use different, possibly disjoint, sets of actions and thus also different sets of strategies. Therefore, to determine the set of strategies over which a variable can range, we need to know which agents are bound to it. We thus introduce the set of sharing agents that refers, intuitively, to the agents associated with the same given variable within a formula.
Definition 3 (Sharing Agents). The set of sharing agents of an Slk formula w.r.t. a variable is given by the function shr : Slk×Vr → 2 Ag defined inductively as follows:
Note that, for conciseness, we assume throughout this work that every variable is quantified at most once in a given formula. This can be easily ensured by renaming variables which are not free in the formula (e.g., (a  , x) x (a  , x)X p ≡ (a  , x) y (a  , y)X p ≡ (a  , y) x (a  , x)X p).
Multi-Agent Model
As mentioned before, we provide a semantics for Slk based on interpreted systems [2] . Differently from standard interpreted systems, here we take an agent's local states to be composed of private, or internal, states and states resulting from portions of the environment that are visible to the agent in question. This is similar to variants of interpreted systems such as broadcasting systems [30] . • Ac a is a finite non-empty set of actions that agent a ∈ Ag can perform. By Dc Ac  × · · · × Ac n × Ac Env we denote the set of decisions, or joint actions, of all agents. The symbol c a (δ) ∈ Ac a represents the action of agent a ∈ Ag in the decision δ ∈ Dc. Furthermore, Ac a∈Ag Ac a and Ac A a∈A Ac a are the sets of total actions and shared actions of the agents in A ⊆ Ag.
• P a : St a → 2 Aca \ {∅} is the protocol of agent a ∈ Ag, i.e., a function that associates each local state s a ∈ St a with the non-empty set of actions P a (s a ) available to the agent a. The global protocol P : St → 2 Dc is defined as P(s) {δ ∈ Dc | ∀a ∈ Ag . c a (δ) ∈ P a (s a (s))} for all global states s ∈ St.
• tr a : St a × Dc → St p a is the transition function, or evolution function, which maps every local state s a ∈ St a of an agent a ∈ Ag and a decision δ ∈ Dc to a new internal state of the same agent. The resulting new local state of an agent is determined by both her internal state and the visible portion of the amended environment state. The evolution of the whole system is described by a global transition function tr : St × Dc → St defined as follows: tr(s, δ) = s iff, for all agents a ∈ Ag, it holds that tr a (s a (s), δ) = s p a (s ).
• I ⊆ St is a finite non-empty set of initial global states. W.l.o.g., we assume that St only contains the global states that are reachable from those in I by following the transitions prescribed by the global transition function tr.
• h : AP → 2 St is a valuation function that maps each atomic proposition p ∈ AP to the set of global states h(p) in which it is true.
Modelling agent knowledge in multi-agent systems is a critical aspect in numerous scenarios, since it allows to reason about the decision making process of individual agents, as well as the interactions within a group of agents [28] . The knowledge of (groups of) agents is represented using the four epistemic connectives K, E, D and C already considered for the syntax of Slk. Traditionally, the associated semantics is based on the concept of epistemic accessibility [31] . Intuitively, two states are epistemically accessible if they are indistinguishable by an agent. This is formalised by means of a binary epistemic accessibility relation on the states of the system. In the case of an interpreted system I = (St a , Ac a , P a , tr a ) a∈Ag , I, h , the individual epistemic accessibility relation ∼ a ⊆ St × St of an agent a ∈ Ag is naturally induced by her local states in St a : two global states s  , s  ∈ St are indistinguishable by agent a, in symbols s  ∼ a s  , iff s a (s  ) = s a (s  ), i.e., iff her local states in s  and s  are the same. This relation provides the meaning for the modality K a . The remaining modalities E A , D A and C A base their semantics on suitable combinations of the knowledge that the agents in the set A ⊆ Ag have:
• The group epistemic accessibility relation ∼ E A is defined as ∼ E A a∈A ∼ a , i.e., s  ∼ E A s  iff the local states s a (s  ) and s a (s  ) of at least one agent a ∈ A in the global states s  , s  ∈ St are the same.
• The distributed epistemic accessibility relation ∼ D
A is defined as ∼ D A a∈A ∼ a , i.e., s  ∼ D A s  iff the local states s a (s  ) and s a (s  ) of all agents a ∈ A in the global states s  , s  ∈ St are the same.
i.e., it is the transitive closure of the group accessibility relation.
As standard [28] , we say that an agent knows a fact iff it is true at all the worlds the agent considers possible, i.e., in all states that the agent cannot distinguish from the current one.
We now recall the standard notions of strategy, profile and play. First observe that an interpreted system I naturally induces a graph G(I) St, Ed , where the edge relation Ed {(s, tr(s, δ)) ∈ St × St | δ ∈ Dc} is obtained by simply deleting all decisions on the transitions. A path π ∈ St ω in I is an infinite path in G(I). By π i we will denote the i-th state along π. A strategy is a function σ ∈ Str St → Ac prescribing which action has to be performed in a certain global state. We say that σ is coherent w.r.t. an agent a ∈ Ag (a-coherent, for short) if, for each possible global state s ∈ St, the action that σ prescribes is available to a, i.e., σ(s) ∈ P a (s a (s)). The notion of coherence can be lifted to a set of agents A ⊆ Ag (A-coherent, for short) by simply requiring that σ is a-coherent, for every agent a ∈ A. By Str A ⊆ Str we denote the set of all Acoherent strategies. A strategy σ is also uniform w.r.t. the agent a (a-uniform, for short) if, for every pair of global states s  , s  ∈ St with s  ∼ a s  , it holds that σ(s  ) = σ(s  ). By UStr A ⊆ Str A we denote the set of all a-coherent uniform strategies, for the agents a ∈ A ⊆ Ag. A strategy profile ξ ∈ Prf ⊆ Ag → Str specifies for each agent a coherent strategy. Given a profile ξ ∈ Prf and an agent a ∈ Ag, the action ξ(a)(s) ∈ P a (s a (s)) determines which action a has chosen to perform in a global state s ∈ St. To identify, instead, the whole decision in s, we apply the flipping function ξ : St → Dc defined as follows: ξ(s)(a) ξ(a)(s). A path π is a play w.r.t. a profile ξ (ξ-play, for short) iff, for all i ∈ N, there exists a decision δ ∈ P(π i ) such that δ = ξ(π i ) and π i+1 = tr(π i , δ), i.e., π i+1 is the successor of π i induced by the agent decision δ prescribed by the profile ξ in the same state. Note that, given a state s, the deterministic structure of the interpreted system ensures that there exists exactly one ξ-play π starting in s. Such a play is called (ξ, s)-play and is denoted by play(ξ, s).
As an example, consider a generalised version of the cake-cutting problem [32] , in which n agents share a cake of size d have to slice it in a fairly way. In particular, we would like to formalise a protocol allocating the slices fairly. The idea is a slight generalisation of the procedure proposed in [32] based on a divide et impera approach, where the agents take turns to slice the cake, while the environment responds by trying to ensure the cake is divided fairly. More precisely, we assume that, at each even round, the n agents concurrently choose the size of the piece they would each like to receive and, at each odd round, the environment makes the cuts and assigns each piece to a subset of the agents. The environment does this based on agent choices made in the previous turn. However, its action is not necessarily dictated by what agents want, since their willing may represent a non-fair partitioning of the cake. Due to the structure-by-rounds of our approach, the problem of cutting a cake of size d among n agents is divided into several simpler problems, in which pieces of size d < d have to be split among n < n agents. The resulting multi-player game terminates once each agent receives a different slice. For simplicity, we assume that we can only cut the cake into pieces of integer size. The formalisation of the corresponding interpreted system I follows:
• The internal states of the environment have to maintain information about the pieces of cake already sliced, their assignment to the agents, as well as the associated sizes. When it is the environment's turn to move, they also have to record the requests for the sizes of the pieces made by the agents in the previous turn. To distinguish between the turn of the agents and that of the environment, we make use of a flag A that identifies those states in which the agents need to make a choice. Formally, we have
Intuitively, the function f assigns to each proper agent a ∈ [1, n] the f(a)-th piece of cake having size g(f(a)). Obviously, the sum of all sizes cannot be greater than d, but it can be strictly less than this value, since the environment can remove parts of the cake that cannot be split evenly among the agents. In addition, if it is not the agents' turn, i.e., α = A, the function α returns, for each agent a ∈ [1, n], her own desired size α(a) for the piece of cake to cut from the f(a)-th piece assigned to her. The actions of the environment are all possible splittings and assignments of the cake together with a nothing-to-do operation, i.e., Ac Env = S ∪ {⊥}.
To complete the definition of the environment, we first need to define a partial order on the first component of a state, which allows to identify all possible continuations of a given state. Formally, for all (f, g), (f , g ) ∈ S, we write (f , g ) (f, g) iff the following two conditions hold:
share the same piece of cake in f then they do the same in f.
for all i ∈ dom(g), i.e., the agents sharing the same piece i w.r.t. f, have pieces w.r.t. f whose total size in g does not exceed that of i in g.
Intuitively, (f , g ) (f, g) if f is a refinement of f, i.e., f is a finer partition than f, and g is coherent with the size of the pieces of the previous cut. At this point, we can formalise the protocol for Env as follows: P Env (((f, g), A)) = {⊥} and P Env (
This means that, when it is the environment's turn, it can choose one of the possible finer continuations of a given state. Finally, for the transition function we have tr(((f, g), A), δ) = ((f, g), α), where α(a) = c a (δ), for all a ∈ [1, n], and tr(((f, g), α), δ) = (c Env (δ), A) when α = A. Informally, when it is the agents' turn, the environment just registers the agents' choices in its internal state. When it is its turn instead, it modifies its state by executing its own action c Env (δ).
• All information about the cake required by an agent a ∈ [1, n] is already contained in the environment state and visible to to all agents, i.e., vis a (s Env ) = s Env for all environment states s Env ∈ St Env . Hence, the agent does not need any internal state, i.e., St p a = {I}. The actions are simply the dimensions of the possible pieces of cake together with a nothing-to-do operation, i.e., Ac a = [1, d] ∪ {⊥}. In the environment's turn, i.e., when α = A, the only possible executable action is ⊥, i.e., P a ((I, ((f, g), α))) = {⊥}. Otherwise, we have P a ((I, ((f, g), α))) = [0, g(f(a))], i.e., a can choose a size from 0 to the current dimension of the f(a)-th piece. Because of the singleton internal state I, we have tr a ((I, s Env ) , δ) = I for all environment states s Env ∈ St Env and decisions δ ∈ Dc.
• The set of initial global states is the singleton I = {(I, . . . , I,
where the entire cake is assigned to all agents, i.e., f(a) = 1 for all a ∈ [1, n], and its size is g(1) = d.
• The set of atomic propositions, which represent all possible sizes of a piece of cake an agent can receive, is AP = [1, n] × [1, d] ∪ {#}. For example, a, i is true iff agent a ∈ [1, n] receives a piece of cake of size i ∈ [1, d], i.e., g(f(a)) = i. In addition, the symbol # is used to label the terminal states in which each agent obtains a different piece. The labelling is defined as follows: h( a, i ) = {(I, . . . , I,
Semantics
We can now continue with the formalisation of Slk semantics. Similarly to first-order logic, the interpretation of a formula makes use of an assignment function which generally associates placeholders with some elements of the quantification domain. For Slk, as in Sl, an assignment is a partial function χ ∈ Asg (Vr ∪ Ag) Str mapping variables and agents to strategies such that χ(a) is a-coherent for every agent a ∈ dom(χ) ∩ Ag. By Asg P we denote the set of assignments defined over the placeholders in P ⊆ Ag ∪ Vr. An assignment χ is complete iff it is defined on all agents, i.e., Ag ⊆ dom(χ). In this case, it directly identifies the profile χ Ag given by the restriction of χ to Ag. In addition, χ[e → σ], with e ∈ Vr ∪ Ag and σ ∈ Str, is the assignment defined on dom(χ[e → σ]) = dom(χ) ∪ {e} which differs from χ only in the fact that e is associated with σ. Formally, χ[e → σ](e) σ and χ[e → σ](e ) χ(e ) for all e ∈ dom(χ)\{e}. Obviously, in case e is an agent, the previous operation is well-defined only if σ is e-coherent.
Given a complete assignment χ ∈ Asg P over a set of placeholders P ⊆ Ag∪Vr and a state s ∈ St, we define the i-th translation of (χ, s) w.r.t. an index i ∈ N as the pair (χ, s) i (χ, s ) ∈ Asg P × St, where s = π i is the i-th state along the corresponding play π = play(χ Ag , s).
We can now formally introduce the semantics of Slk. 
Finally, if the assignment χ is also complete, we have that:
As the satisfaction of a sentence ϕ does not depend on the assignments, we omit them and write I, s |= ϕ for an arbitrary state s ∈ St, and I |= ϕ when I, s |= ϕ holds for all initial states s ∈ I in I.
Slk semantics differs from Sl's one in the following two aspects, both of which are consequences of using incomplete information: (i) it is defined on uniform memoryless strategies; (ii) it supports epistemic operators. Note that, while epistemic modalities increase the expressive power of Slk w.r.t. Sl, the imperfect recall feature limits the agents' behaviours.
As it is clear from the interpretation of the epistemic operators and the associated syntactic restriction on free placeholders (i.e., all the epistemic operators can only predicate on sentences), we assume that agents are not aware of the current strategy assignment. In fact, in as far as the epistemic accessibility relation is concerned, they are not aware of the strategy chosen at a state. This assumption is implemented by the empty assignments in the inductive definitions of the epistemic cases.
Also observe that Slk strictly subsumes all logics in the Atl* hierarchy with incomplete information and imperfect recall imposed on all agents, including Ctlk and Atlk. Moreover, it allows us to express properties that cannot be formalised in any of the previous logics, including the original Sl. For example, given an interpreted system with agents Ag = {a, b}, the Slk sentence
expresses that a and b both know that if they use the same strategy, the atomic proposition p will be infinitely often true and infinitely often false.
Lastly, note that in the formalisation above all agents in the system are assumed to adhere to memoryless strategies. This is in contrast with memoryless ATL formalisms whereby agents the coalition in the formula are allowed to follow memoryfull strategies. We leave combinations of memoryless and memoryfull strategies for further work.
We now illustrate Slk's expressive power to express Nash equilibria by continuing our analysis of the cake cutting problem. Recall that we use atomic propositions a, i ∈ [1, n] × [1, d] to indicate that agent a gets a piece of cake of size i. In addition, the symbol # is used to denote the terminal states in which a final division of the cake is reached. The existence of a protocol for the cake-cutting problem can be expressed by the following Slk specification
where:
possible Nash equilibria (y  , . . . , y n ) of the agents guarantee equality of splitting;
• ϕ S = y  · · · y n ψ NE ensures that the protocol has a solution, i.e., there is at least one Nash equilibrium;
ensures that, if agent a has a strategy z that allows her to obtain a piece of cake of size i once the strategies of the other agents are fixed, she is already able to obtain a slice of size j ≥ i by means of her original strategy y a ; in other words, (y  , . . . , y n ) is a Nash equilibrium;
• ψ E = n a=1 p d/n a ensures that agent a is able to obtain a piece of size d/n ; • = (Env, x)(1, y  ) · · · (n, y n ) and p i a = F(# ∧ a, i ) are auxiliary abbreviations.
Observe that we can perform the synthesis of cake-cutting protocols satisfying specific desired properties, by simply conjoining the corresponding Slk formalisation with the formulas ϕ F and ϕ S in ϕ.
Note, that, as above, when reasoning about Nash equlibria all agents in the system are assumed to follow memoryless strategies.
Model Checking
We now introduce the model-checking problem for Slk. In particular, we show that its imperfect-recall semantics allows us to obtain a decision procedure whose complexity is, in comparison to that of Sl with complete information, considerably simpler w.r.t. the length of specification, but notably harder w.r.t. the size of the system. Indeed, the perfect-recall semantics of Sl [23] induces the related model checking problem to be polynomial in data complexity and non-elementary in formula complexity [26] . On the contrary, we prove that Slk model checking is PSpace-complete w.r.t. both input dimensions.
Definition 6 (Model Checking). Given an interpreted system I, a state s ∈ St, an assignment χ and an Slk sentence ϕ ∈ Slk, the model-checking problem involves determining whether I, (χ, s) |= ϕ holds.
The original algorithmic procedure for Sl follows an automata-theoretic approach [33] , reducing the decision problem for the logic to the emptiness problem of a tree automaton, where the Ltl properties are verified by means of an embedded word automaton obtained by a variation of the classic Vardi-Wolper construction [34] . The non-elementariness w.r.t. the length of the Sl specification is due to the alternation of the memoryful strategy quantifiers that requires alternating projection operations on the automaton, each of which induces an exponential blow-up. This construction is, however, independent of the underlying model, a key feature that is crucial for the exhibited data complexity.
Unfortunately, due to the undecidability result proved for Atl with memoryful strategies under incomplete information [27] , we cannot hope to use the same approach of standard Sl when agents only have partial information about the global states. In fact, Slk avoids the undecidability of the model-checking problem by precisely exploiting its imperfect recall semantics. Effectively, we are removing agent memory and forcing them to choose their actions purely based on their current local states. In this way, the domain of strategies over which the quantifications have to range is necessarily finite, due to the finiteness of the underlying model. This fact allows us to apply a completely different approach, where one simply iterates over all possible memoryless strategies. Once the strategies are assigned to all corresponding variables in the Slk formula, we can then project them onto the interpreted structure obtaining a labelled graph, where the Ltl property is verified recursively on the structure of the formula, by mimicking the semantics definition. It is quite immediate to observe that this procedure only requires a polynomial amount of space w.r.t. both the size of the model and the length of the Sl specification. However, it is important to note that this approach is not independent of the model under verification. Even more, there is no way to avoid this unless PTime = PSpace. We indeed prove that the Slk model-checking problem is hard for the latter complexity class.
Since the model checking of Atl* with imperfect recall is known to be PSpace-complete [35] , one may be tempted to immediately conclude that the same holds for Slk. However, there is an important difference between Atl* and Slk semantics: the former assigns memoryless strategies only to the existentially quantified agents, whereas the latter assigns memoryless strategies to all agents. Informally, an Atl* expression A ψ means that there exist memoryless strategies for agents in A such that, no matter how the other agents behave, the property ψ holds. The corresponding
(a, y a )} a∈Ag\A ϕ has a slightly different meaning: there exist memoryless strategies for agents in A such that, for all memoryless strategies of the remaining agents, ψ holds. Intuitively, Slk restricts the universally quantified agents more than Atl* does 1 . Therefore, Slk cannot inherit the hardness result from Atl*, which is, in its turn, inherited from that of Ltl. Instead, we show a direct reduction from the satisfiability problem of quantified Boolean formulas (QBF, for short), which was proved to be complete for PSpace in [36] . This reduction is loosely inspired by the one used to prove a similar result for Substructure Temporal Logic over finite models [37] .
Before concluding this section with a proof of the model-checking result for Slk, we stress that although memoryless strategies are less powerful than the memoryful ones, they are more compact and, therefore, easier to handle. These features are desirable in several scenarios. Consider, for example, the situation in which we want to synthesise the correct behaviour of a simple hardware device with a fixed amount of memory. In this case, we can model each possible memory settings of the device as a local state and allow arbitrary transitions between them. Informally, we let the agent representing the device decide what she wants to remember. Thus, it is appropriate to treat this agent as being memoryless, since her real memory is already encoded in her local state space. We then model check the property describing the desired behaviour. If we succeed, we can extract from the procedure a memoryless strategy as a witness, which ensures that the fixed-size memory is sufficient for the agent to achieve the required goal. Proof. The proof is divided into two parts. In the first one we give the PSpace decision procedure; in the second we provide the PSpace hardness proof by means of a reduction from QBF satisfiability.
To verify that a given Slk formula ϕ is satisfied over an interpreted system I at a state s ∈ St under a memoryless assignments χ ∈ Asg, we make use of the PSpace computable recursive function Verify I : Sl × Asg × St → {⊥, } defined as follows, for which it holds that I, (χ, s) |= ϕ iff Verify I (ϕ, χ, s) = :
• Verify I (ϕ 1 ∧ϕ 2 , χ, s) iff Verify I (ϕ 1 , χ, s) = and Verify I (ϕ 2 , χ, s) = .
• Verify I (ϕ 1 ∨ ϕ 2 , χ, s)
iff Verify I (ϕ 1 , χ, s) = or Verify I (ϕ 2 , χ, s) = .
• Verify I ( x ϕ, χ, s) iff there exists a memoryless shr(ϕ, x)-coherent uniform strategy σ ∈ UStr shr(ϕ,x) such that Verify I (ϕ, χ[x → σ], s) = .
•
• Verify I ((a, x)ϕ, χ, s)
iff
• Verify I (K a ϕ, χ, s) iff Verify I (ϕ, ∅, s ) = , for all states s ∈ St with s ∼ a s .
) is the successor of the state s following the decision χ Ag (s) obtained by evaluating the flipping of the profile χ Ag on s itself.
• To compute Verify I (ϕ 1 U ϕ 2 , χ, s), we use the auxiliary bounded-recursive function Verify U I (ϕ 1 U ϕ 2 , χ, s, C), where C ⊆ St is the set of states already visited during the verification of the property ϕ 1 U ϕ 2 . We set
Verify U I (ϕ 1 U ϕ 2 , χ, s, ∅) and define the latter as follows, by exploiting the classic one-step unfolding property of the until operator:
is the successor of the state s following the decision χ Ag (s).
• Similarly to the previous case, to compute Verify I (ϕ 1 R ϕ 2 , χ, s), we use the auxiliary bounded-recursive function Verify R I (ϕ 1 R ϕ 2 , χ, s, C), where C ⊆ St is the set of states already visited during the verification of the property ϕ 1 R ϕ 2 . We set Verify I (ϕ 1 R ϕ 2 , χ, s) Verify R I (ϕ 1 R ϕ 2 , χ, s, ∅) and define the latter as follows, by exploiting the classic one-step unfolding property of the release operator:
The correctness of the construction can be shown by induction on the syntactic structure of the Slk formulas, by observing that a formula ϕ 1 U ϕ 2 is not satisfied on I starting at s under χ, when the same state is found twice on the path induced by χ without proving that ϕ 2 holds somewhere on it before ϕ 1 is falsified. A similar reasoning can be used to establish the case for ϕ 1 R ϕ 2 as well. As far as the complexity is concerned, a single Verify I (ϕ, χ, s) function call (excluding recursion) requires |ϕ| + |St| · log 2 |Ac| · |free(ϕ)| + log 2 |St| space to maintain its parameters. Similar reasoning can be done for Verify U I (ϕ 1 U ϕ 2 , χ, s, C) and Verify R I (ϕ 1 R ϕ 2 , χ, s, C) function calls, which require |ϕ| + |St| · log 2 |Ac| · |free(ϕ)| + log 2 |St| + |St| space. Furthermore, in each recursive call (of any of the three checking functions), either ϕ is decomposed or C is augmented. Hence, the recursion depth cannot be more than O(|ϕ| · |St|) at any point in time. It follows that the model checking procedure requires only O(|ϕ| 2 · |St| 2 · log 2 |Ac| ) space. We now turn to the PSpace lower bound, which is proved by means of a direct reduction from QBF satisfiability. Let ϕ = ℘ψ be a QBF formula over the Boolean variables in X = {x  , . . . , x k }, where ℘ is the quantification prefix of the form Qn 1 x  · · · Qn k x k , with Qn a ∈ {∃, ∀} for a ∈ [1, k] , and the matrix ψ = m i=1 D i is a Boolean formula in conjunctive normal form over the variables in X, where each clause D i can be seen as a subset of the literals in AP = {x, x | x ∈ X}. We transform ϕ into a suitable Slk formula ϕ over the set of atomic propositions AP, where, for each x ∈ X, we need two atomic propositions, one for the positive literal x and one for the negative literal ¬x. In the formula ϕ, the k propositional quantifications are replaced by corresponding strategy quantifications for k different proper agents. These quantifications are applied to a suitable encoding ψ of the matrix ψ, where the verification of the conjunction of clauses is assigned to a distinguished agent, the k + 1-th, while that of each clause to the agent embodying the environment. Formally, we have
where the Ltl formula ψ is defined later in the proof and Qn a x a = x a , if Qn a = ∃, and Qn a x a = [[x a ]] otherwise. The formula ϕ is then checked against the interpreted system I described in the following paragraph, which ensures that ϕ is satisfiable iff I |= ϕ. The correctness of this construction can be shown by induction on the number k of quantifications occurring in ϕ.
The idea behind the construction of I is to have a global state for each clause D i , each variable in X and each of its two possible Boolean valuations. Every proper agent a from 1 to k determines the valuation of her associated variable x a . Agent k + 1 determines which clause D i we have to focus on for the verification task. Finally, the environment agent Env tries to satisfy the chosen clause, by selecting the variable x a with the appropriate valuation. In Figure 1 , we exemplify the reduction for the QBF formula ϕ = ∀p∃q∃r . (p ∨ q) ∧ (¬q ∨ r) ∧ (¬r ∨ ¬p), by showing the internal graph structure of the environment. The formal description of I follows:
• The system consists of the k + 1 proper agents in Σ = {1, . . . , k + 1} together with the environment Env.
• The set of internal states of the environment is
where I represents the initial state. Since the task assigned to Env is to verify a given clause D i by selecting one of its literals, we have Ac Env = {⊥} ∪ {1, . . . , k} as set of actions, where ⊥ represents the idle action. Accordingly, Env employs the following protocol:
. . , m}, and P Env (s Env ) = {⊥} otherwise. In this way, we are sure that Env can only select one of the indices a of the variables occurring in the chosen clause D i . Finally, the transition function is defined as follows:
Intuitively, when Env is at the initial state, it transits to the clause of index c k+ (δ) chosen by the agent k + 1. If the state is a clause, the environment can decide to move to the variable of index c Env (δ). Once a state representing a variable is reached, it remains there forever.
• Agent k + 1 only needs to decide which clause will be verified. Therefore, she has only one internal state, St p k+1 = {I}, sees the whole environment state, vis k+ (s Env ) = s Env , her transition function is trivial, Intuitively, agent a can choose the value for her own variable x a only when she is in her initial state and the environment is in its internal state associated with the variable x a .
• There is only one global initial state represented by the (k+2)-tuple whose components are all equal to I, I = {(I, . . . , I)}.
• Finally, the valuation function for the atomic propositions is set as follows:
Intuitively, we label with x a (resp. x a ) all global states corresponding to clauses containing this proposition. We also label those states corresponding to the valuation of the variable set to 1 (resp. 0).
c Env (δ) = 3 c Env (δ) = 1 * * * Now note that the number of reachable global states in this interpreted system is 1+m+3k. Indeed, at the initial global state (I, . . . , I, I), the only agent that can execute a non-idle action is agent (k+1), choosing one of the m possible clauses D i . In the resulting global state (I, . . . , I, D i ), the environment is the only agent capable of changing its internal state, thereby reaching one of the k variables, say x j . The global state resulting from this action is (I, . . . , I, x j ). In this situation, only agent j can change her own state, by choosing one of the two possibles actions α ∈ {0, 1}, which represents the valuation for the variable x j . Consequently, the system reaches the global state (I, . . . , α, . . . , I, x j ), where α is the j-th component of the tuple. The system will then remain in this state forever. Observe that, since only one agent at a time can perform a non-idle action, the number of possible transitions in the system, i.e., the number of decisions declared in the global protocol, is linear in the size of the input QBF formula as well, precisely m + m i=1 |D i | + 2k. To conclude the reduction, we have to define the Ltl formula ψ. The idea here is to ensure that, when the environment chooses a given variable to satisfy a clause D i selected by agent k + 1, the polarity of the variable in the clause and that of its valuation agree. In other words, for each proposition x a , we have to ensure that either the proposition itself, or its dual x a occurs along the play identified by the strategies. Therefore, to ensure the above, we take ψ = k a=1 ¬ ((F x a ) ∧ (F x a )).
Labelling Algorithm for Model Checking
In this section we describe our novel labelling algorithm for Slk which solves the model-checking problem described in Definition 6.
Algorithm
The model checking algorithm Check I for Slk, which calculates the set of global states in which a given formula is true, is an extension of the existing ones for temporal logics. It differs from those in two ways:
1. It has an extra input parameter which represents the binding of agents to variables. When model checking a formula, we start with an empty binding and augment it whenever an agent binding operator (a, x)ϕ is encountered. 2. Unlike the original algorithm, which merely returns the set of states in which a given formula holds, the present algorithm returns a set of extended states. Intuitively, an extended state is a pair of (i) a global state and (ii) a variable assignment (mapping variables to strategies) subject to which the formula holds in that state.
We will now define the aforementioned concepts of a binding and variable assignment more formally. For simplicity, we will fix Vr to always be the set of variables quantified in the Slk formula we are considering (e.g., if the formula to be checked is ϕ = x [[y]](a, x)(b, y)X p, then we set Vr = {x, y}). This will allow us to define variable assignments as total functions, which will make the theory and proofs much simpler.
Definition 7 (Bindings). Let I be an interpreted system. Then a binding is a partial function b : Ag
Vr which maps agents in its domain to variables.
Bnd Ag
Vr denotes the set of all bindings.
Definition 8 (Variable Assignments). Let I be an interpreted system. Then a variable assignment is a function v : Vr → UStr which maps variables in its domain to uniform shared memoryless strategies. VAsg Vr → UStr denotes the set of all variable assignments.
Note that variable assignments are also assignments, i.e., VAsg ⊆ Asg. As an example of an extended state, consider the tuple (s 1 , {(x, σ x ) , (y, σ y )}), representing the global state s 1 in which the agents bound to variables x and y act according to the strategies σ x and σ y , respectively. We formalise this below. Intuitively, an extended state s, v ∈ Ext guarantees a formula ϕ ∈ Slk iff all assignments which agree with v make the formula true in the state s.
Definition 10 (Guarantees). Let I be an interpreted system, s, v ∈ Ext an extended state, b ∈ Bnd a binding and ϕ ∈ Slk an Slk formula with free(ϕ) ∩ Ag ⊆ dom(b). We say that s, v guarantees ϕ in I under b iff for the assignment
Now that we have covered the basic structures, we can define the concepts of negation and predecessors of extended states. These will be necessary for the model checking algorithm presented at the end of this subsection. Let us start with negation. Assume that we have calculated the set of extended states E which guarantee the formula ϕ under a binding b. We want to find the set E of extended states which guarantee the formula ¬ϕ. Intuitively, E should contain all extended states that somehow disagree with E. E is calculated as follows:
We will now prove that our claim is correct. Having covered negation, it remains to define how to calculate the set of previous extended states, i.e., given a set of extended states E ⊆ Ext which guarantee ϕ under a binding b, determine the set of extended states E ⊆ Ext which guarantee X ϕ under the same binding.
We first define the transition relation on global states implied by a binding and a variable assignment. Intuitively, there is a transition from state s 1 ∈ St to a state s 2 ∈ St (given the binding and variable assignment) if there exists a decision between them such that each agent acts according to the strategy assigned to the variable she is bound to. We are now ready to explain how the set of previous extended states is calculated. Intuitively, given an extended state s, v ∈ Ext, the previous extended states are pairs s , v where s is the successor of s when all agents act according to their strategies in v.
Definition 12 (Previous Extended States). Let I be an interpreted system, E ⊆ Ext a set of extended states and b ∈ Bnd a binding such that dom(b) = Ag. Then the function pre : 2 Ext ×Bnd → 2 Ext returning the set of previous extended states is defined as pre
Again, we will show that the function pre is correct. We want to show that s, v guarantees X ϕ, i.e., I, (χ v , s) |= Slk X ϕ. This is the case iff I, (χ v , π 1 ) |= Slk ϕ where π = play(χ v , s) (see Definition 5). From the definition of a play (see Subsection 2.1), we obtain π 1 = tr(s, χ v (a)(s) : a ∈ Ag ), so π 1 = s . Since we have already shown that I, (χ v , s ) |= Slk ϕ, we have I, (χ v , s) |= Slk X ϕ, so s, v ∈ E as required.
⇐: Take an arbitrary extended state s, v ∈ E . Thus, we have I, (χ v , s) |= Slk X ϕ. By Definition 5, this means that I, (χ v , π 1 ) |= Slk ϕ where π = play(χ v , s). From the definition of a play (see Subsection 2.1, we obtain π 1 = tr(s, χ v (a)(s) : a ∈ Ag ). This can be equivalently written as π 1 = tr(s, δ) for some δ ∈ Dc where c a (δ) = χ v (a)(s) = v(b(a))(s) for all agents a ∈ Ag.
As dom(b) = Ag by assumption, we have s → b v π 1 . Moreover, since I, (χ v , π 1 ) |= Slk ϕ, we have π 1 , v ∈ E (because it guarantees ϕ). Therefore, we have s, v ∈ pre(E, b) as required.
Finally, we have all the ingredients to define the model checking algorithm Check I (·, ·) for Slk.
Definition 13 (Slk Model Checking Algorithm). Let I be an interpreted system, ϕ ∈ Slk an Slk formula and b ∈ Bnd a binding, such that free(ϕ) ∩ Ag ⊆ dom(b). Then the model checking function Check I : Slk × Bnd → 2 Ext is inductively defined as follows:
For an agent a ∈ Ag, a variable x ∈ Vr and a formula ϕ ∈ Slk,
5.
For a variable x ∈ Vr and an Slk formula ϕ ∈ Slk, it is defined as:
where lfp X f is the least fixed point of function f ; (e) Check I (ϕ 1 R ϕ 2 , b) Check I (¬ ((¬ϕ 1 ) U (¬ϕ 2 )) , b). 7. For an agent a ∈ Ag, a set of agents A ⊆ Ag and a formula ϕ ∈ Slk, it is defined as:
The correctness of the algorithm is asserted in the following theorem.
Theorem 2. Let I be an interpreted system and ϕ ∈ Slk an Slk sentence. Then the set of all states at which ϕ holds is such that:
Proof (Sketch). We prove by induction that for an arbitrary interpreted system I, Slk formula ϕ ∈ Slk and binding b ∈ Bnd such that free(ϕ) ⊆ dom(b), Check I (ϕ, b) is the set of all extended states that guarantee ϕ in I under b. Lemma 1 and Lemma 2 report the proofs for negation and the temporal operators, respectively.
Since the topmost formula ϕ is a sentence, it will either hold, or not hold in each state (regardless of the variable assignment). Therefore, we existentially quantify over variable assignments.
Observe that all cases of the Slk model checking algorithm are well-defined because the sets UStr, Vr, VAsg, Ag, Dc, Bnd, St and, consequently, Ext are finite. An efficient symbolic implementation of the algorithm using BDDs is presented in Subsection 3.3.
Strategy Synthesis
One of the features of Slk is that it may encode non-behavioural strategies [38] , where an agent's action in a particular scenario may depend on actions in counterfactual scenarios. Consequently, Slk strategies are difficult to synthesise. To see why this is the case, consider the Slk sentence ϕ = [[x]][[y]] z ψ. Assume that ϕ holds at a particular state s ∈ St in an interpreted system I, i.e., I, s |= Slk ϕ. We would now like to synthesise a uniform shared strategy f z : St → Ac shr(ϕ,z) for the variable z depending on the uniform shared strategies f x : St → Ac shr(ϕ,x) and f y : St → Ac shr(ϕ,y) for the variables x and y, respectively. If Slk strategies were behavioural, there would exist a mapping m 1 (or an elementary dependence map as in [38] ) from the next actions of f x and f y in s to the next action of f z in s: There are at most Ac shr(ϕ,x) × Ac shr(ϕ,y) possible inputs to m 1 to determine f z (s) as it depends only on f x (s) and f y (s). Unfortunately, such a mapping does not exist in general because Slk strategies are non-behavioural. Instead, a more general mapping m 2 (also referred to as dependence map [38] ) from strategies f x and f y to the strategy f z must be considered: Informally, determining f z (s) requires the same amount of information as constructing the whole strategy f z . In order to synthesise the action f z (s) or the strategy f z , we possibly need to know the complete strategies f x and f y . More importantly, the maximum number of entries in the mappings m 1 and m 2 are: While Slk strategy synthesis is infeasible in general, it can be performed efficiently on certain types of formulas. We will now explain the concepts of witness and counterexample strategies and describe how these can be synthesised using the model checking algorithm discussed in Subsection 3.1. Let I be an interpreted system, s ∈ St a global state and ϕ w = x ψ w and ϕ c = [[y]]ψ c two Slk sentences. Furthermore, assume that ϕ w holds at s while ϕ c does not, i.e., I, (∅, s) |= Slk ϕ w and I, (∅, s) |= Slk ϕ c . By Slk semantics (see Definition 5), there is a memoryless uniform shared strategy f w for x which makes ψ w true at s. Conversely, there must be a memoryless shared strategy f c for y which makes ψ c false at s. f w and f c are referred to as a witness and a counterexample strategy, respectively. Intuitively, the strategy f w is a "witness" to ϕ w being true at s while f c is a "counterexample" for ϕ c at s. A slightly more general form of the two concepts is provided in the following definition. The two concepts are duals of each other in the sense that if f is a witness strategy for x ψ at s, then it is a counterexample strategy for [[x]]¬ψ at s (and vice versa). This duality will allow us to focus on witness strategies and their synthesis only. Before describing how witness strategies can be retrieved, we need to show that they always exist when an Slk formula holds. It remains to explain how witness strategies can be synthesised using the Slk model checking algorithm we introduced in Subsection 3.1. Consider an Slk sentence ϕ = x 0 . . . x n−1 ψ that holds at a global state s ∈ St in some interpreted system I. Since I, (∅, s) |= Slk ϕ, by Lemma 4, there must be some witness strategies f 0 , . . . , f n−1 for ϕ at s, which we want to synthesise. The corresponding assignment χ ∈ Asg on the variables x 0 , . . . , x n−1 satisfies I, (χ, s) |= Slk ψ. Let E = Check I (ψ, ∅) be the set of extended states which guarantee ψ in I under the empty binding. E contains all possible extended states s , v such that I, (s , v ) |= Slk ψ. Hence, it must be the case that s, v ∈ E where v is some variable assignment which extends χ. Therefore, in order to synthesise witness strategies for ϕ at s, it suffices to pick an arbitrary extended state s, v ∈ Check I (ψ, ∅). The witness strategies for ϕ at s are then v(x 0 ), . . . , v(x n−1 ). Lemma 5. Let I be an interpreted system, ψ an agent-closed Slk formula such that free(ψ) = {x 0 , . . . , x n−1 } and ϕ = x 0 . . . x n−1 ψ an Slk sentence. Then the following properties hold:
1. For all variable assignments s, v ∈ Check I (ψ, ∅), v(x 0 ), . . . , v(x n−1 ) are witness strategies for ϕ at s. 2. If there exist witness strategies f 0 , . . . , f n−1 for ϕ at s, then there exists a variable assignment v ∈ VAsg such that v(x i ) = f i for 0 ≤ i < n and s, v ∈ Check I (ψ, ∅).
Proof. We prove both properties separately: Informally, the first property in Lemma 5 expresses soundness of the approach, i.e., that it will return only witness strategies for ϕ at s. Conversely, the second property asserts completeness of the approach, i.e., that it will return witness strategies for ϕ at s, if they exist.
Symbolic Implementation
In this subsection we discuss how the algorithm presented in Subsection 3.1 can be implemented symbolically using binary decision diagrams. BDDs are an efficient representation for Boolean formulas and are used by many existing model checkers including MCMAS for model checking temporal logic formulas [39] . We here present a modification of the relevant algorithms for Slk.
We start by representing the parameters of the interpreted system by means of Boolean formulas [10] . Given an interpreted system: 
• For every agent a ∈ Ag, we can encode her set of actions Ac a with na(a) = log 2 |Ac a | Boolean variables. Thus, a decision δ = (c 1 , · · · , c n , c Env ) ∈ Dc can be encoded as a conjunction δ[w] of the variables in a Boolean vector w = w 1 . . . w n w Env = (w 0 , . . . , w M −1 ), where M = a∈Ag na(a).
Running Example
Consider a variant of the classical Nim game [40] , where two players take turns to remove one or two objects from a single heap which initially contains four objects. The player who removes the last object wins the game.
We model the scenario as an interpreted system I Nim with agents Ag = {A, B, Env}, where the proper agents Σ = {A, B} correspond to the two players:
• We fix the environment states St Env = s Env rq 0 ≤ r ≤ 4 ∧ q ∈ Σ , where r is the number of objects remaining on the heap and q is the active player, whose turn it is to remove objects. • A player can perform three possible actions: do nothing, remove one object, or remove two objects, which is formally represented as Ac A = Ac B = {⊥, 1, 2}. The environment always does nothing, i.e., Ac Env = {⊥}.
• The protocols of the agents require that the active player removes one or two objects: Variables v 0 , v 1 , v 2 are used to encode the number of remaining objects on the heap as a binary number and variable v 3 is true iff B is the active player. For
Similarly, the decisions Dc are represented using a Boolean vector w = (w 0 , w 1 , w 2 , w 3 ) with na(A) + na(B) + na(Env) = 2 + 2 + 0 = 4 variables. Variables w 0 , w 1 and w 2 , w 3 encode the actions of players A and B, respectively, using binary encoding (treating ⊥ as zero). For example, (2, ⊥, ⊥)[w] = w 0 ∧ ¬w 1 ∧ ¬w 2 ∧ ¬w 3 .
Encoding of Extended States
In order to implement the Slk model checking algorithm, we need to represent sets of extended states (see Definition 9) , which consist of a global state and a variable assignment. We thus represent the variable assignment explicitly using Boolean variables as well.
Since the number of strategy variables (and hence the domain of a variable assignment) depends on the Slk formula we are checking, the total number of Boolean variables also depends on the formula. Let ϕ ∈ Slk be an Slk sentence and vars(ϕ) ⊆ Vr the set of variables quantified in ϕ. For each variable x ∈ vars(ϕ), we represent the strategy associated with x using a number of Boolean variables.
Let us now consider an arbitrary variable x ∈ vars(ϕ). In the Slk model checking algorithm (Definition 13), the variable quantifies over strategies f ∈ UStr shr(ϕ,x) . The domain and the range of a strategy f ∈ UStr A are St and Ac A , respectively (see Subsection 2.3). Hence, we could represent it using |St| × log 2 |Ac A | Boolean variables by encoding the action associated with each global state. By considering the protocols 2 of all agents in A, we can reduce the number of Boolean variables to s∈St log 2 a∈A P a (s a (s)) .
Furthermore, we can exploit the fact that the strategies are uniform. Intuitively, if we have a strategy f ∈ UStr {a} for an agent a ∈ Ag, then for all states s 1 , s 2 ∈ St, s 1 ∼ a s 2 implies f (s 1 ) = f (s 2 ). Hence, there is no point in storing both actions f (s 1 ) and f (s 2 ). More generally, the epistemic accessibility relations ∼ a with a ∈ A induce regions of the global state space, to which the uniform strategies f ∈ UStr A must assign the same action. It turns out that these regions are equivalence classes with respect to the common epistemic accessibility relation ∼ C A .
Lemma 6. Let I be an interpreted system and A ⊆ Ag a set of agents. Then a memoryless strategy f : St → Ac A is uniform iff for each set of global states in the quotient set S ∈ St/∼ C A , we have f (s 1 ) = f (s 2 ) for all s 1 , s 2 ∈ S.
Proof. We will prove both directions of the equivalence separately:
⇒: Assume that f is uniform and take an arbitrary set S ∈ St/∼ C A . Furthermore, take arbitrary global states s 1 , s 2 ∈ S. By the definition of quotient set, we have s 1 ∼ C A s 2 . There are two cases:
-By the definition of common epistemic accessibility relation (see Subsection 2.3), there is a chain of global states s 1 , s 2 , . . . , s n ∈ St and agents i 1 , i 2 , . . . , i n+1 ∈ A with n ≥ 0 such that
By uniformity of f , we get f (s 1 ) = f (s 1 ) = · · · = f (s n ) = f (s 2 ).
⇐: Assume that for each S ∈ St/∼ C A , we have f (s 1 ) = f (s 2 ) for all s 1 , s 2 ∈ S. Take an arbitrary agent a ∈ A and global states s 1 , s 2 ∈ St such that s 1 ∼ a s 2 . To prove uniformity of f , we need to show that f (s 1 ) = f (s 2 ). Since s 1 ∼ a s 2 , we also have s 1 ∼ C A s 2 . Hence, s 2 belongs to the equivalence class [s 1 ] ∼ C A . By definition of an equivalence class, it must be the case that
A , we get f (s 1 ) = f (s 2 ) by the initial assumption as required.
This allows us to present an even more compact representation of a strategy f ∈ UStr A with A ⊆ Ag in an interpreted system I. We only need to store one action for each shared local state S ∈ St/∼ C A . Thus, we can represent f using S∈St/∼ C A log 2 s∈S a∈A P a (s a (s)) Boolean variables. Finally, a variable assignment v ∈ VAsg for a formula ϕ ∈ Slk can be represented using a Boolean vector u = (u 0 , . . . , u K−1 ) such that 3 : where v(x)(S)[u S,x ] is the Boolean formula representing that the single action assigned by the uniform strategy mapped to variable x in all states s ∈ S is v(x)(s) for any s ∈ S. Note that despite both optimisations, the worst case still remains K = |vars(ϕ)|×|St|× log 2 (max a∈Ag |Ac a |) , i.e., we need polynomially many Boolean variables with respect to both the size of the model |I| and the number of strategy variables in the formula |vars(ϕ)|.
An , x) (B, y)(Env, e)F win A , which specifies that there is a strategy for player A to win regardless of the strategies followed by the other player and the environment. Our Boolean encoding represents variable assignments for ϕ winA in I Nim using a Boolean vector u with K = 6 variables: K = log 2 PEnv(s Env 0A ) + · · · + log 2 PEnv(s = log 2 |{⊥}| + · · · + log 2 |{⊥}| + log 2 |{⊥}| + · · · + log 2 |{⊥}| + log 2 |{⊥}| + log 2 |{1}| + log 2 |{1, 2}| + log 2 |{1, 2}| + log 2 |{1, 2}| + log 2 |{⊥}| + · · · + log 2 |{⊥}| + log 2 |{⊥}| + · · · + log 2 |{⊥}| + log 2 |{⊥}| + log 2 |{1}| + log 2 |{1, 2}| + log 2 |{1, 2}| + log 2 |{1, 2}|
= 6
Intuitively, this is because there are only 6 states in which some strategy has two actions to choose from: strategy f x = v(x) in states s 2A , s 3A , s 4A and strategy f y = v(y) in states s 2B , s 3B , s 4B . Each Boolean variable corresponds to one of these situations (u 0 (x, s 2A ), u 1 (x, s 3A ), u 2 (x, s 4A ), u 3 (y, s 2B ), u 4 (y, s 3B ), u 5 (y, s 4B )). If a variable is true, then the relevant strategy prescribes removing two items from the heap in the relevant state. 
Encoding of the Algorithm
Given a binding b ∈ Bnd such that dom(b) = Ag, we define a formula S b (e, a) , where e ∈ Ext and δ ∈ Dc, representing the strategy restrictions of the implied transition relation (see Definition 11) . The formula asserts that all agents act according to their strategies:
Let v, w and u be the Boolean vectors for representing current global states, decisions and variable assignments, respectively. We can encode the strategy restrictions as a Boolean formula S b [v, w, u]:
• s a [v a ] is the Boolean formula representing that the local state 4 of agent a ∈ Ag is s a ∈ St a ;
• c[w a ] is the Boolean formula representing that the action of agent a ∈ Ag is c ∈ Ac a ;
• c[u sa,b(a) ] is the Boolean formula representing that the action in local state 5 s a assigned by the strategy mapped to variable b(a) is c ∈ Ac a .
Given the binding b = (A → x, B → y, Env → e) in ϕ winA , the strategy re- 4 Note that for a proper agent a ∈ Σ, the local state is a combination of a private state and an image of the environment state, i.e., sa = s p a , visa(s Env ) for some s p a ∈ St p a , s Env ∈ St Env . This is reflected in the encoding:
Typically, visa is encoded as a filter over v Env , e.g., Obsvars and Lobsvars sections of the ISPL file format used by MCMAS [20] . Intuitively, only some Boolean variables encoding the environment state are visible to agent a. 5 Strictly speaking, the strategy maps global states to actions. However, as explained earlier, there exists a set S ⊆ St/ ∼ C shr(ϕ,b(a)) such that, for all global states s ∈ St, if sa(s) = sa then s ∈ S. Due to uniformity, the strategy mapped to b(a) must assign the same action to all global states in S. Thus, we can also interpret the strategy as a mapping from local states to actions. strictions for our running example are encoded as follows:
Above we replaced conjunctions of variables within a Boolean vector with a sequential representation of their sign or absence. For example w--01 is a shorthand for ¬w 2 ∧ w 3 . Furthermore, let v be the Boolean vector representing successor (global) states. We can then represent the global protocol and the evolution function as Boolean formulas P[v, w] and tr[v, w, v ] by taking the conjunctions of Boolean formulas representing the individual agents' protocols P a and the evolution functions tr a for a ∈ Ag:
The evolution function for our running example is encoded as follows: Definition 11) is then constructed from the conjunction of the Boolean formulas representing the global protocol, the global evolution function and the strategy restrictions 6 :
Note that we quantify over actions, encoded as w, but we keep the variable assignment in the extra parameter u. 7 Quantification over the variable assignment is performed when a strategy quantifier ( x , [[x]]) is encountered. Also note that the strategy restrictions S b depend on the binding b and thus have to be recomputed when the binding is updated, i.e., when the agent binding operator (a, x) is encountered. This is not the case for the other Boolean formulas (P[v, w] and tr[v, w, v ]), which are constant for a given interpreted system. The implied transition relation for our running example is encoded as follows:
The epistemic accessibility relations R K a , R E A , R D A , R C A for an agent a ∈ Ag and a set of agents A ⊆ Ag are also constant for a given interpreted system and are encoded in a similar fashion [39] :
Finally, the algorithm Check I : Slk × Bnd → 2 Ext can be translated into operations on BDDs representing sets of extended states.
To check the Slk sentence ϕ winA in I Nim , we perform the following steps (see Definition 13):
1. We calculate the set of extended states which guarantee win A :
2. We evaluate the least fixed point of u] to find the set of extended states from which win A can be eventually guaranteed:
3. We universally quantify over the Boolean variables associated with strategy variables y and e to find the set of extended states which guarantee
We existentially quantify over the Boolean variables associated with the strategy variable x to find the set of extended states which guarantee ϕ winA = x ψ winA :
5. Finally, to determine whether ϕ winA holds in all initial states of I Nim , we check if I is a subset of Check INim (ϕ winA , ∅) symbolically:
We conclude that ϕ winA holds in I Nim , i.e., I Nim |= Slk ϕ winA .
Strategy Synthesis
Synthesising witness and counterexample strategies (see Definition 14) using the symbolic implementation is straightforward because our representation of variable assignments ensures that all strategies are uniform (see Subsection 2.3).
To synthesise the witness strategies for an Slk sentence ϕ = x 0 . . . x n−1 ψ at a global state s ∈ St, we proceed as follows. Since I, (∅, s) |= Slk ϕ, there exist witness strategies for ϕ at s (see Lemma 4) . We calculate E = Check I (ψ, ∅) and pick an arbitrary extended state s, v ∈ E. Note that all strategies in v are uniform due to our representation. By Lemma 5, there exists at least one such extended state s, v (because there exist witness strategies for ϕ at s) and for all such extended states, v(x 0 ), . . . , v(x n−1 ) are witness strategies for ϕ at s. These steps can be implemented symbolically as follows:
1. Calculate E = Check I (ψ, ∅). This is performed using the symbolic implementation presented earlier in this subsection. To finish our running example, we show how to synthesise a witness strategy f x : St → Ac A for x at the initial state s 4A in ϕ winA = x ψ winA : 
Complexity
As we have just shown, the symbolic encoding of the labelling algorithm has polynomial size and requires polynomially many Boolean variables. Therefore, the algorithm runs in exponential time with respect to both the size of the model |I| and the number of quantified variables |vars(ϕ)|. where Ag, St and Ac are the sets of agents, reachable global states and total actions of I, respectively.
Proof (Sketch). The symbolic implementation uses:
• O(log 2 |St|) Boolean variables to represent the current global state;
• O(log 2 |St|) Boolean variables to represent the next global state;
• O(log 2 |Ac|) Boolean variables to represent the decisions;
• O(|St| × |vars(ϕ)| × log 2 |Ac|) Boolean variables to represent the variable assignment. The proof shows that the complexity of the algorithm is dominated by the encoding of the variable assignments.
Observe that the symbolic implementation of the algorithm Check I can use more than a polynomial amount of space because it performs operations on sets of extended states. While the procedure described in the proof of Theorem 1 uses only a polynomial amount of space (as it operates on individual states and assignments), we believe it is unlikely that such an explicit approach would outperform the symbolic algorithm in practice [42] .
Implementation and Experimental Results
The model checker MCMAS Slk [43] , first introduced in [24] , implements the state labelling algorithm presented in Section 3. The tool is based on the existing open-source model checker MCMAS [20] , which supports the verification of Ctl and Atl formulas with fairness constraints and epistemic and deontic modalities. Both checkers are written in C++ and based on the CUDD BDD package [44] .
MCMAS Slk takes as input an ISPL file [45] containing a description of an interpreted system (see Definition 4) and a list of Slk specifications. For each specification, the tool calculates the associated set of reachable extended states, encoded as BDDs, and verifies the specification using the symbolic implementation of the state labelling algorithm presented in Section 3. If requested, the checker also generates witnesses, counterexamples and strategies for each specification (see Definition 14) . The latter is an enhancement of MCMAS as it provides the means to automatically synthesise agents' behaviour satisfying an Slk specification.
The usage of the Slk extension is the same as that of the original tool. Given an ISPL file system.ispl, the following command checks the Slk specifications against the interpreted system: $ ./mcmas system.ispl 
Dining Cryptographers
The dining cryptographers protocol [46, 45] is a commonly studied anonymity protocol. It is suited as a case study as anonymity can naturally be expressed as lack of knowledge [47] . We model the protocol with n ≥ 3 cryptographers as an interpreted system (see Definition 4) with agents Ag = {Env, c 1 , . . . , c n }. Table 1 reports the results obtained when verifying the dining cryptographers protocol against the following Ctlk, Atlk and Slk specifications:
paid i cryptographer c1 knows that another cryptographer paid ∧ n i=2 ¬K c1 paid i cryptographer c1 does not know which cryptographer paid ϕ Ctlk and ϕ Atlk are the usual epistemic specifications for the protocol [48, 45] and ϕ Slk is its natural extension where strategies are quantified. The results indicate that the checker can verify reasonably large state spaces. The performance depends on the number of Boolean variables required to represent the extended states. In the case of Slk specifications, the number of Boolean variables is proportional to the number of states. The last six columns of Table 1 show that the tool's performance drops considerably faster when verifying Slk formulas compared to Ctlk and Atlk ones. This is because neither Ctlk nor Atlk verification requires assignments; hence extended states collapse to plain states. In contrast, both Ctlk and Atlk performance is dominated by the reachable state space computation. We found that splitting the extended state space generation across multiple threads has almost negligible impact on performance; this is due to the fact that the CUDD BDD package used by MCMAS does not support concurrency.
Cake Cutting
The cake-cutting problem, a well-known mathematical puzzle in which n agents take turns to slice a cake of size d and the environment responds by trying to ensure the cake is divided fairly, was already described in Section 2 together with the Slk specification ϕ = x (ϕ F ∧ ϕ S ) asserting the existence of a solution. This example demonstrates not only the ability of Slk to express Nash equilibria, but also the fact that the checker can synthesise protocols which achieve them.
We were able to verify the formula ϕ defined above on a system with n = 2 agents and a cake of size d = 2. Moreover, the checker automatically synthesised a witness strategy f x for the environment as well as the Nash equilibrium (f y1 , f y2 ) for the agents. For more details, see [49, Subsection 6.4.2] .
We were unable to verify larger examples due to out of memory errors. For example, with n = 2 agents and d = 3 slices, there are 29 reachable states and the encoding requires 105 Boolean variables, 54 of which represent the strategy f x we wish to synthesise. The intermediate BDDs represent 8.09 × 10 20 possible extended states using in the order of 10 9 nodes. A single intermediate BDD thus requires approximately 32GB of memory and the whole algorithm would need to use over 10 11 bytes to complete the calculation. This is to be expected given the theoretical difficulty of the problem.
Scheduler
Lastly, we consider a preemptive scheduler system [49, Subsection 6.4.3] composed of n ∈ N processes and an arbiter which ensures mutual exclusion of a shared resource while preventing starvation, to compare the performance of Ctl, Atl and Slk model checking on safety and fairness properties.
The desired properties of the system can be expressed using the following Slk specifications:
1. Mutual exclusion. The following specification asserts that at most one process owns the resource at any given point in time: This property can be equivalently expressed in Ctl and Atl using the AG and ∅ G operators, respectively (see Equations 1 and 2). The results in Table 2 show that the equivalent Ctl and Atl formulas are checked almost instantaneously. Similarly to the dining cryptographers scenario (see Subsection 4.1), the Slk model checking performance drops quickly for n ≥ 8 processes. 2. Absence of starvation. The following specification asserts the existence of an arbiter strategy which ensures that every request is eventually satisfied:
This property cannot be expressed in Ctl because it refers to the capability of an agent to enforce a property. Moreover, it cannot be expressed in Atl either, because it contains nested temporal operators (G and F) which depend on the same strategies. The model checking results for the formulas with 2 ≤ n ≤ 3 processes are shown in Table 2 . In this case MCMAS Slk ran out of physical memory for n > 3 processes.
Analysis
In general, MCMAS Slk has significantly lower performance than the original tool on Ctl and Atl. We expected this outcome given the high model checking complexity of Slk. However, the checker can verify specifications which cannot be checked by the original tool. We have discussed two examples of such properties: (i) Nash equilibria (see Subsection 4.2) and (ii) fairness conditions (see Subsection 4.3). Moreover, the checker supports witness strategy synthesis, which can be used to automatically generate agents' behaviour. In other words, the aim of MCMAS Slk is not to replace MCMAS, but to add support for completely new features. Therefore, the results presented in this section should be regarded as an illustration of the new functionality.
The experimental results presented in this section confirm that the main performance bottleneck of MCMAS Slk is the BDD encoding of the extended states, which allocates separate BDD variables for each shared local state of a strategy (see Subsection 3.3). Nevertheless, the checker can handle reasonably large state spaces for certain specifications as we have seen in the dining cryptographers scenario (see Subsection 4.1). We were able to slightly improve the tool's performance by using multiple threads (see Table 1 ) despite the fact that the CUDD BDD package used by MCMAS has no built-in support for concurrency. This suggests that further speedup could be achieved by using a different BDD package with a higher degree of parallelism.
Conclusions and Related Work
As argued in the introduction, considerable progress has been made over the past 15 years in the development of methodologies for the verification of MAS against agent-based specifications, with particular emphasis on epistemic specifications. Statements capturing the strategic interplay between agents in a system have also been supported, but they have traditionally been limited to Atl specifications. It has been argued that the intrinsic limitations of Atl with respect to direct naming and binding of strategies severely restrict the expressiveness of the specifications [50, 23, 51] . These limitations are particularly severe when reasoning about game theoretic concepts. In response to this criticism, Strategy logic (Sl), among others, was put forward [23] . Sophisticated concepts such as Nash equilibria, which cannot be expressed by Atl, can naturally be encoded in Sl.
Given this, the question that arises is whether automatic and efficient verification methodologies for MAS against Sl specifications can be devised. To answer this question, we have introduced and studied Slk, a variant of epistemic logic incorporating some Sl concepts defined on a memoryless variant of interpreted systems. We have shown that Slk admits an efficient labelling algorithm solving the associated model checking problem and introduced MCMAS Slk , an extension of the model checker MCMAS [20] , for the verification of MAS against Slk specifications.
A notable feature of MCMAS Slk is that it allows for automatic verification of game concepts such as various forms of equilibria, including Nash equilibria and subgame perfect Nash equilibria. Since Slk also supports a limited form of epistemic modalities, the proposed approach further enables us to express specifications concerning individual and group knowledge of cooperation properties. Furthermore, since Slk subsumes Atlk*, MCMAS Slk is also the first tool enabling the verification of multi-agent systems against specifications given in Atlk*.
Related Work. The present work builds on [19, 20] where a symbolic approach for the verification of a variant of Atl was put forward and implemented in MCMAS. While the present work reuses parts of the labelling algorithm and its implementation, it supports Sl modalities which were not covered in [20] .
A number of investigations have explored the complexity of the model checking problem for combinations of plain Atl and epistemic operators under a number of assumptions [15, 16, 17] . These identify lower and upper bounds for the verification problem; but no implementation is reported.
In [52, 53] a combination of epistemic logic and a logic supporting strategic concepts was introduced together with a BDD-based toolkit. Similarly to the present approach, [52] assumes incomplete information and memoryless strategies. This work, however, shares Atl's implicit notion of strategies. In contrast, here we follow Sl closely and adopt an explicit notion of strategies which can be bound to and shared by different agents.
In [54] a verification methodology for a subset of Sl, namely its one-goal fragment, was introduced. However the underlying assumptions are quite different as perfect recall and complete information is assumed. Furthermore, the logic does not support epistemic operators.
Future Work. The experiments that we reported show that the perfor-
