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Abstract
A further step towards a possible classification of p-groups by coclass was
made by Eick & Leedham-Green [ELG08] in 2007. They gave a construc-
tive proof of the ultimate periodicity of shaved coclass graphs. By giving a
counterexample we show that there is a mistake in [ELG08], and we fill this
gap.
1 Introduction
In 2000 du Sautoy [dS00] has proven that every shaved coclass tree is ultimately
periodic. Hereby he gave a nonconstructive proof by using zeta functions. In contrast
to this Eick & Leedham-Green used homological algebra in [ELG08] to confirm this
result and to state structure theorems for p-groups. These structure theorems yield
several results for invariants of p-groups, for instance almost all finite 2-groups of
fixed coclass satisfy the divisibility conjecture [Eic06].
In this paper we show that there is a mistake in [ELG08] by giving a counterexample,
we fill this gap and thus complete the work in [ELG08]. First let us state the main
results of [ELG08] and recall some notation.
Coclass graph
Let p be a prime. The coclass of a finite p-group G of order pn and nilpotency class c
is defined as ccG := n− c. The isomorphism classes of the p-groups of fixed coclass
r ∈ N form the vertices of the so-called coclass graph G(p, r). Further, there is a
1
2directed edge from a group G to another group H in G(p, r) if there exists a normal
subgroup N of H such that H/N ∼= G. The coclass graphs are far away from being
fully understood, but there exist some very interesting results about them [ELG08,
Section 2]: for example there are only finitely many infinite paths in G(p, r) up to
equivalence. These paths arise from pro-p-groups of coclass r; hereby we say that a
pro-p-group S with lower central series
S = S1 ≥ S2 ≥ S3 ≥ · · ·
has coclass r if every quotient S/Si is finite and lim ccS/Si = r. For each isomor-
phism class of a pro-p-group S of coclass r we can define a subgraph T (S) in G(p, r)
called coclass tree: let t = t(S) be the minimal natural number such that S/St is
not isomorphic to a quotient of a pro-p-group R of coclass r with R 6∼= S. Note that
such a number t(S) exists, since up to isormorphism there exists only finite manly
pro-p-groups of coclass r by the proven Coclass Conjecture D. Then T (S) is defined
as the descendant tree of S/St.
The coclass trees could be considered as the essence of the coclass graph: they
correspond 1-1 to the equivalence classes of infinite paths in G(p, r) and they form
a partition of all but finitely many vertices of G(p, r).
Hence it is essential to understand coclass trees in order to get a deeper insight into
p-groups.
Shaved coclass tree
In general coclass trees are not ultimately periodic as a direct consequence of Coclass
Conjecture D and [ELG08, Remark 4]. But shaved coclass trees are. In particular
for a shaved coclass tree of periodicity m, say, and for k, l ≫ 0 with k = l mod m
there exists a graph isomorphism between the k-th and l-th branch of the shaved
coclass tree. These graph isomorphisms are described explicitly by Eick & Leedham-
Green [ELG08]. This description requires a deep analysis of the structure of the
groups in a shaved coclass graph.
For a natural number k and a coclass tree T (S), the shaved coclass tree Tk(S) is
defined as the subgraph of T (S) induced by the vertices G ∈ T (S) with distance at
most k from some factor group S/Si with i ≥ t(S); that is, there exists a normal
subgroup N of G of order at most pk with G/N ∼= S/Si. Evidently, every group G
of T (S) lies in Tk(S) for some k ∈ N. If p equals 2, then there exists even a natural
number k such that Tk(S) = T (S).
Now we fix k ∈ N. Eick & Leedham-Green showed the existence of a natural number
l = l(k, S), a free Zp-module T and a finite p-group R acting uniserially on T such
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that every descendant of S/Sl in Tk(S) is a group extension of a quotient of T by
R. In order to recall the definition of uniserial action we introduce the following
notation.
For a group G and a G-module A we write a.g to denote the image of a ∈ A under
g ∈ G. Further, let Zp denote the p-adic integers and let the rank of a Zp-module
be defined as the rank of its Frattini quotient. Note that the Frattini quotient of a
Zp-module N is N/pN and hence elementary abelian.
Definition 1 (cf. [LGM02, Definition 4.1.1]). Let G be a finite p-group, acting on
a Zp-module N of finite rank d.
(i) The lower G-central series of N is defined as
N = N0 ≥ N1 ≥ N2 ≥ · · · ,
where N0 := N and Ni+1 := Ni+1(G) := [G,Ni] = 〈n.g − n | n ∈ Ni, g ∈ G〉
for each i ≥ 0.
(ii) G acts uniserially on N , if [Ni : Ni+1] = p for every i with Ni 6= 0.
Theorem 2 ([ELG08, Theorem 7]). There exists a natural number l = l(k, S) such
that
(i) the factor group R := S/Sl lies in Tk(S), the group T := Sl is a free Zp-
module of finite rank d ∈ N0 on which R acts uniserially with R-central series
T = T0 > T1 > · · · , say, and
(ii) every descendant G ∈ Tk(S) of R is isomorphic to a group extensions of the
R-module T/Tn by R, where n ∈ N0 is determined by |G| = |R| · p
n.
By Theorem 2 all but finitely many groups of Tk(s) are group extensions of T/Tn
by R for suitable n. In [ELG08] Eick & Leedham-Green identified the elements in
H2(R, T/Tn) with n ∈ N0 which describe these extensions. Further, they showed
that the cohomology groups H2(R, T/Tn) with n ∈ N0 lie in finitely many isomor-
phism classes, and they gave explicit group isomorphisms between these cohomology
groups. This led to explicit graph isomorphisms between branches of the shaved co-
class tree yielding the ultimate periodicity.
Recall that the uniserial action of R on the free Zp-module T ∼= Z
d
p yields Tn+d =
p·Tn. The R-module isomorphism Tn → Tn+d, t 7→ p·t induces a group isomorphism
µ := µ(n) : H3(R, Tn)→ H
3(R, Tn+d) of cohomology groups.
Theorem 3 ([ELG08, Theorem 8]). There exists a natural number m = m(l, S)
such that for every n ≥ m
4(i) the cohomology group H2(R, T/Tn) is canonically isomorphic to the direct prod-
uct H2(R, T )⊕H3(R, Tn),
(ii) the map (id⊕ µ) : H2(R, T/Tn)→ H
2(R, T/Tn+d) defined by
H2(R, T )⊕H3(R, Tn)→ H
2(R, T )⊕H3(R, Tn+d), (α, β) 7→ (α, µ(β))
and by the canonical isomorphisms of (i) is a group isomorphism.
We write Bi to denote the i-th branch of the coclass tree Tk(S), that is, Bi is the
subgraph induced by the descendants of S/Si which are not descendants of S/Si+1.
Further, for a group G ∈ Bi of order |R| ·p
n let γG denote an element of H
2(R, T/Tn)
such that the group extension E(γG) defined by γG is isomorphic to G. The main
result of [ELG08] is the following.
Theorem 4 ([ELG08, Theorem 9]). There exists an integer f = f(k, S) such that,
if i ≥ f , then the map π : Bi 7→ Bi+d : G 7→ E((id ⊕ µ)(γG)) induces a graph
isomorphism (independently of the choice of the element γG defining G).
One major step in proving Theorem 4 is to show that the map (id ⊕ µ) induces a
1-1 correspondence between orbits of cohomology groups under the action of com-
patible pairs. The above mentioned mistake occurred at this stage of the proof.
Compatible pairs
We recall the concept of compatible pairs. For a R-module V let · denote the
homomorphism R → Aut V , g 7→ g induced by the group action of R on V . Then
the set
Comp(R, V ) := {(β, ǫ) ∈ AutR ×Aut V | gβ = gǫ for all g ∈ R}
is a subgroup of the direct product AutR×Aut V . The elements of Comp(R, V ) are
called compatible pairs of R and V . The automorphism group Aut V acts naturally
on the abelian group V via t.ǫ := ǫ(t) for t ∈ V and ǫ ∈ Aut V . Further, the group
action of Comp(R, V ) on Z2(R, V ) is defined by γ(β,ǫ)(g, h) := γ(gβ
−1
, hβ
−1
).ǫ for
γ ∈ Z2(R, V ) and (β, ǫ) ∈ Comp(R, V ). This induces an action of Comp(R, V ) on
H2(R, V ).
If the coclass of an extension E(γ) with γ ∈ H2(R, V ) coincides with the coclass
of R, then the embedding of V in E(γ) is a characteristic subgroup. This yields the
following result.
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Theorem 5 ([ELG08, Theorem 20]). Let V be a R-module. Let γ, δ ∈ H2(R, V )
be such that their corresponding extensions E(γ) and E(δ) of V by R have coclass
ccR. Then E(γ) is isomorphic to E(δ) if and only if γ and δ lie in the same orbit
under the action of Comp(R, V ).
The gap in [ELG08]
Let us come back to our initial problem: the proof of Theorem 4 [ELG08, Theorem
9]. The graph isomorphism given in Theorem 4 is defined by group isomorphisms
(id⊕µ) of second cohomology groups. In order to show that (id⊕µ) is well-defined
we should make sure that isomorphic groups are mapped to isomorphic groups under
(id⊕µ) : H2(R, T/Tn)→ H
2(R, T/Tn+d). By Theorem 5 it is sufficient to prove the
following.
Theorem 6. For every sufficiently large n the group isomorphism (id⊕ µ) induces
an 1-1 correspondence between the orbits of H2(R, T/Tn) and H
2(R, T/Tn+d) under
the action of Comp(R, T/Tn) and Comp(R, T/Tn+d), respectively.
We prove Theorem 6 in Section 2. The original proof of Theorem 6 given by Eick
& Leedham-Green in [ELG08] is based on [ELG08, Theorem 23]. According to this
theorem the Comp(R, T/Tn)-module structure of H
2(R, T/Tn) coincides with its
Comp(R, T )-module structure. The second cohomology group H2(R, T/Tn) could
be considered as Comp(R, T )-module due to the following result.
Theorem 7 ([ELG08, Lemma 21]). Let V be a uniserial R-module with lower R-
central series V = V0 ≥ V1 ≥ V2 ≥ · · · . If (ν, τ) ∈ Comp(R, V ) and n ∈ N, then Vn
is invariant under τ and hence (ν, τ) induces compatible pairs in Comp(R, Vn) and
Comp(R, V/Vn).
Now we are able to state the false Theorem of [ELG08].
Conjecture 8 ([ELG08, Theorem 23]). For every n ≫ 0 the Comp(R, T/Tn)-
module structure of H2(R, T/Tn) coincides with its Comp(R, T )-module structure,
that is, for every compatible pair (β, ǫ) ∈ Comp(R, T/Tn) there exists a compatible
pair (β, δ) ∈ Comp(R, T ) inducing the same automorphism of H2(R, T/Tn).
A counterexample to Conjecture 8 is given in Section 4. First we give a corrected
proof of Theorem 6.
62 Proof of Theorem 6
As a first step we analyze the compatible pairs of R and T/Tn. To ease the notation
put
An := T/Tn, Γ := Comp(R, T ) and Γn := Comp(R,An).
The second component of each compatible pair (β, ǫ) is a homomorphisms of R-
modules due to the following: For ZpR-modules V and W we write HomR(V,W ) to
denote the group of ZpR-module homomorphisms V → W , and we put EndR V :=
HomR(V, V ). Since R acts on T ∼= Z
d
p, the group T can be considered as ZpR-module.
For an automorphism β ∈ AutR let T
(β)
n denote the R-module, which equals Tn as
Zp-module and on which R acts via t ∗ g := t.(g
β). Further, put A
(β)
n := T (β)/T
(β)
n ,
EndβR T := HomR(T, T
(β)) and EndβRAn := HomR(An, A
(β)
n ). Then we have
Γ = {(β, ǫ) ∈ AutR× Aut T | ǫ ∈ EndβR T} and (2.1)
Γn = {(β, ǫ) ∈ AutR× AutAn | ǫ ∈ End
β
RAn}. (2.2)
In order to describe the compatible pairs it is evidently necessary to understand
R-homomorphisms.
For an R-module V , an element v ∈ V and a subgroup H of R let Rv and CV (H)
denote the stabilizer of v in R and the Zp-module of elements in V fixed by H ,
respectively, that is,
Rv := StabR(v) := {g ∈ R | v.g = v} and CV (H) := {v ∈ V | v.g = v for g ∈ H}.
Lemma 9. Let V and W be Zp-modules, and assume that R acts uniserially on V
with lower R-central series V = V0 ≥ V1 ≥ V2 ≥ · · · , say. Further, let v0 be an
element of V with 〈v0, V1〉 = V , and define η : HomR(V,W ) → W , ϕ 7→ ϕ(v0).
Then η is a Zp-module monomorphism with Im η = CW (Rv0).
Proof. Let f denote the rank of V . Since R acts uniserially on V , there exist elements
v1, . . . , vf−1 of V such that vi ∈ [R, 〈v0, . . . , vi−1〉] and 〈vi, Vi+1〉 = Vi for 1 ≤ i ≤
f−1. Note that the image of vi under an R-homomorphism ϕ is uniquely determined
by ϕ(v0). By the uniserial action of R on V , we have
⊕f−1
i=0 Zpvi = V . Hence η
is a Zp-module monomorphism. It remains to show that Im η = CW (Rv0). Let
ϕ ∈ HomR(V,W ). Then for every g ∈ Rv0 we have ϕ(v0).g = ϕ(v0.g) = ϕ(v0) and
thus the element ϕ(v0) = η(ϕ) lies in CW (Rv0). Conversely, let w be an element of
CW (Rv0) and define ϕ : V →W via ϕ(v0) = w and ϕ(v0.
∑
g∈R agg) :=
∑
g∈R agw.g
for
∑
g∈R agg ∈ ZpR. We show that ϕ is well-defined. Let g, g
′ ∈ R be with
v0.g = v0.g
′, in particular g′g−1 ∈ Rv0 . Since w ∈ CW (Rv0), we have w.g
′g−1 = w
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and thus ϕ(v0.g
′) = w.g′ = (w.g′g−1).g = w.g = ϕ(v0.g). Thus ϕ is well-defined and
the result follows.
Let t0 be an element of T with 〈t0, T1〉 = T . For β ∈ AutR Lemma 9 yields
EndβRAn
∼= CAβn(Rt0+Tn). Recall that the 0-th cohomology group H
0(Rt0+Tn, A
β
n)
is defined as CAβn(Rt0+Tn). Generalizing [ELG08, Theorems 16 & 18] we show in
Section 2.1 that H0(Rt0+Tn , A
(β)
n ) is isomorphic to the direct sum of H1(Rt0+Tn , T
(β)
n )
and a quotient of H0(Rt0+Tn , T
(β)) for every sufficiently large n.
2.1 Cohomology groups of quotients of torsion-free modules
Let G and Zp denote a finite group and the p-adic integers, respectively. Further,
let
0→ A
ι
−→ B
ϑ
−→ B/A→ 0
be a short exact sequence of ZpG-modules, where ι is an embedding A →֒ B and ϑ
is the natural homomorphism B ։ B/A. This section deals with the decomposition
of the m-th cohomology group Hm(G,B/A) into a direct sum of Hm(G,B) and
Hm+1(G,A) for m ∈ N0 and suitable modules A and B.
The sequence Hm(G,A) → Hm(G,B) → Hm(G,B/A) induced by ι and ϑ is exact
by the Snake Lemma. Further, the Snake Lemma yields the existence of a connecting
homomorphism δm : H
m(G,B/A)→ Hm+1(G,A) making the sequence
Hm(G,A) // Hm(G,B) // Hm(G,B/A)
δm // Hm+1(G,A) // Hm+1(G,B) // Hm+1(G,B/A)
(2.3)
exact. The Exact Sequences (2.3) can be combined to the well-known long exact
sequence
0→ H0(G,A) → · · · → Hm(G,A) → Hm(G,B) → Hm(G,B/A) → Hm+1(G,A) → · · · .
For further details we refer to [LGM02, page 197]. Now, we fix m ∈ N0 and we put
e := expHm(G,B) and f := expHm+1(G,A),
where expU denotes the exponent of a group U . The following lemma generalizes
[ELG08, Theorem 16] and its proof follows the original proof.
Lemma 10. Assume that B is a free Zp-module of finite rank and A is a submodule
of f · B. Then the Exact Sequence (2.3) gives rise to an exact sequence
Hm(G,B) −→ Hm(G,B/A) −→ Hm+1(G,A)→ 0. (2.4)
8If additionally A ≤ e · B, then the Exact Sequence (2.3) leads to a short exact
sequence
0→ Hm(G,B) −→ Hm(G,B/A) −→ Hm+1(G,A)→ 0. (2.5)
Proof. For l ∈ N0 let ιl denote the group homomorphism ιl : H
l(G,A)→ H l(G,B)
induced by A →֒ B. In order to prove Lemma 10 it suffices to show that ιm+1 and
ιm are trivial. Put D := {b ∈ B | f · b ∈ A} and note that D is a ZpG-submodule
of B, and f · D equals A ≤ f · B. Thus ιm+1 decomposes into H
m+1(G, f ·D) →
Hm+1(G,D) → Hm+1(G,B), where the homomorphisms are induced by embed-
dings. Since D is torsion-free, the ZpG-module D is isomorphic to f · D = A and
the exponent of Hm+1(G,D) equals f = expHm+1(G,A). It follows that the group
homomorphism Hm+1(G, f ·D)→ Hm+1(G,D) is trivial. Hence ιm+1 is trivial and
this leads to the Exact Sequence (2.3).
Now assume that A is also a submodule of e · B. Then ιm is the composition
Hm(G,A) → Hm(G, eB) → Hm(G,B). As Hn(G, eB) → Hn(G,B) is trivial, the
result follows.
Recall that Zp denotes the p-adic integers. The following Lemma 11 is a generalized
result of Eick & Leedham-Green [ELG08, Theorem 18]. For the proof of Lemma 11
we have chosen another approach enabling us to give sharper bounds.
Lemma 11. Assume that B is a free Zp-module of finite rank and A is a submodule
of f · B and let ϑm : H
m(G,B)→ Hm(G,B/A) be as in the Exact Sequence (2.4).
(i) The Exact Sequence (2.4) gives rise to a split short exact sequence
0→ Imϑm −→ H
m(G,B/A) −→ Hm+1(G,A)→ 0.
(ii) If additionally A ≤ e · B, then the Short Exact Sequence (2.5) splits.
Proof. By assumption there exists a ZpG-submodule D ≤ B such that f · D = A.
Since G is finite and A = f · D ∼= D is finitely generated, the groups of cochain
maps Cm(G,D) and Cm+1(G,D) are finitely generated Zp-modules. It follows that
Hm+1(G,A) ∼= Hm+1(G,D) is finite.
Let ϑm denote the group homomorphism Z
m(G,B)→ Zm(G,B/A) induced by the
natural homomorphism B ։ B/A. It is straightforward to show that B2(G,B/A)
is a subgroup of Imϑm. Hence Lemma 10 yields that there exists a short exact
sequence
0→ Zm(G,B)
ϑm−→ Zm(G,B/A) −→ Hm+1(G,A)→ 0 (2.6)
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and the Short Exact Sequence (2.5) splits if and only if this is the case for the Short
Exact Sequence (2.6). Since Hm+1(G,B/A) is finite, this is equivalent to the exis-
tence of a submodule K ≤ Zm(G,B/A) with K ∩ Imϑm = 0 and K ∼= H
m+1(G,A).
Recall that Zm(G,D) is the kernel of the coboundary map dm : Cm(G,D) →
Cm+1(G,D), which is a homomorphism of finitely generated Zp-modules. Let νp
denote the p-adic valuation. By the existence of the Smith normal form of the
coboundary map there are a Zp-module basis of C
m(G,D), say a1, . . . , an, and cor-
responding p-adic integers, say b1, . . . , bn, such that the module Z
m(G,D/f ·D) =
{δ ∈ Cm(G,D) | dmδ ∈ Cm+1(G, f ·D)} equals
⊕
1≤i≤n,
νp(bi)<νp(f)
Zp · f/bi · ai ⊕
⊕
1≤i≤n,
νp(bi)≥νp(f)
Zp · ai.
Note that ϑm(Z
m(G,D)) equals
⊕
1≤i≤n,bi=0
Zp · ai, and hence there exists a Zp-
submodule K of Zm(G,D/f · D) such that Zm(G,D/f · D) is the direct sum
ϑm(Z
m(G,D)) ⊕ K. By applying Lemma 10 to Zm(G,D/f · D) we obtain that
K ∼= Hm+1(G, f ·D) = Hm+1(G,A). Further, we have Imϑm∩K = ϑm(Z
m(G,D))∩
K = 0. The result follows.
2.2 R-Homomorphisms
In this subsection we apply the results of the previous subsection on H0(Rt0+Tn, An),
which is isomorphic to EndRAn by Lemma 9.
For a homomorphism ǫ : T → T with ǫ(Tn) ⊆ Tn let ǫAn : An → An be defined as
the homomorphism induced by ǫ and the natural homomorphism T ։ An. Further,
for a set M of homomorphisms ǫ : T → T with ǫ(Tn) ⊆ Tn we write MAn to denote
the set {ǫAn | ǫ ∈M}.
Theorem 12. Assume that n ≥ logp(expH
1(Rt0 , Tn)) ·d. Then for β ∈ AutR there
exists a complement of (EndβR T )An in End
β
RAn which is isomorphic to H
1(Rt0 , Tn).
Proof. Let ϑ denote the natural homomorphism T ։ An, and put P := Rt0 .
First we show that H1(P, T
(β)
n ) ∼= H1(P, Tn) and H
0(P,A
(β)
n ) ∼= ϑ(H0(P, T (β))) ⊕
H1(P, T
(β)
n ). Let α : Z1(P, T
(β)
n ) → Z1(P, Tn) be defined by α(ψ)(g) := ψ(g
β−1) for
ψ ∈ Z1(P, T
(β)
n ) and g ∈ P . It is straightforward to check that α is a well-defined
group isomorphism and that the image of B1(P, T
(β)
n ) is B1(P, Tn). It follows that
H1(P, Tn) is isomorphic to H
1(P, T
(β)
n ). Hence expH1(P, Tn) equals expH
1(P, T
(β)
n ),
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and we have pn/d ≥ expH1(P, T
(β)
n ) by assumption. In particular T
(β)
n is a R-
submodule of expH1(P, T
(β)
n ) · T (β) by the uniserial action of R on T (β). Then
Lemma 11 yields H0(P,A
(β)
n ) ∼= ϑ(H0(P, T (β)))⊕H1(P, T
(β)
n ).
Put Q := Rt0+Tn . Next we show that H
0(Q,A
(β)
n ) equals H0(P,A
(β)
n ). Since R is
finite, there exists a natural number m such that Rt0+Tn+md equals P = Rt0 . By
Lemma 9 we have EndβRAn
∼= H0(Q,A
(β)
n ) and End
β
RAn+md
∼= H0(P,A
(β)
n+md). Note
that the R-module isomorphism T → Tmd, t 7→ p
mt induces a natural embedding
of the group EndβRAn into End
β
RAn+md, whose image is HomR(An+md, p
m · A
(β)
n+md).
This yields H0(Q,A
(β)
n ) ∼= H0(P, pm · A
(β)
n+md). As H
0(P, pm · A
(β)
n+md) is canonically
isomorphic to H0(P,A
(β)
n ), it follows that H0(Q,A
(β)
n ) ∼= H0(P,A
(β)
n ). In particular
we have EndβRAn
∼= H0(P,A
(β)
n ).
Evidently, the image of (EndR T )An under the isomorphism End
β
RAn → H
0(P,A
(β)
n )
of Lemma 9 is ϑ(H0(P, T (β))). Recall that H0(P,A
(β)
n ) is isomorphic to the direct
sum ϑ(H0(P, T (β)))⊕H1(P, T
(β)
n ). Hence there exists a complement of (End
β
R T )An
in EndβRAn which is isomorphic to H
1(P, T
(β)
n ) ∼= H1(P, Tn).
2.3 Action of the compatible pairs Γn on H
2(R,An)
In the remaining part of this section we show that there is a 1-1 correspondence
between the Γn-orbits of H
2(R,An) and the Γn+d-orbits of H
2(R,An+d) for every
sufficiently large n. Put
a :=a(n) := max{expH2(R, T ), expH3(R, Tn)} and
b :=b(n) := expH1(Rt0 , Pn).
Since Tn+d is torsion-free and Tn+d equals p ·Tn, the cohomology groups H
3(P, Tn+d)
and H1(Pt0 , Tn+d) are naturally isomorphic to H
3(P, Tn) and H
1(Pt0 , Tn), respec-
tively. This yields a(n + d) = a(n) and b(n + d) = b(n). Hence we may assume
throughout this subsection that
pn/d ≥ max{a, b} · b. (2.7)
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By Theorem 12 there exists a subgroup En ≤ EndRAn of exponent b with EndRAn =
(EndR T )An ⊕ En. Let ̺n, ̺ and πn be the homomorphisms defined by
ϕ ✤ // (1, 1 + ϕ)
En
̺n // Γn (β, ǫAn)
1 + max{a, b}Endp T
̺ // Γ
πn
OO
(β, ǫ)
❴
OO
ϕ ✤ // (1, ϕ)
Lemma 13. The map ̺n is a group homomorphism and the image of ̺n centralizes
Im(πn ◦ ̺) ≤ Γn.
Proof. Let ǫ be an element of En. The exponent of En is b and hence the image of ǫ
is a subgroup of b−1Tn/Tn. Let m be the floor of n/d, in particular n−d < md ≤ n.
As max{a, b}·b is a p-power, we have pn/d ≥ pm ≥ max{a, b}·b by Assumption (2.7)
and thus b−1Tn ≤ b
−1pmT . This yields Im ǫ ≤ b−1Tn/Tn ≤ b
−1pmT/Tn. Let ǫ
′
be another element of En. Since multiplication by p induces an R-endomorphism
An → An, the composition ǫ ◦ ǫ
′ maps from An to (b
−2pmTn + Tn)/Tn. Recall that
pm is at least b2. Hence ǫ ◦ ǫ′ is trivial and (1+ ǫ) ◦ (1+ ǫ′) equals 1+ ǫ+ ǫ′. Thus ̺n
is a group homomorphism. It follows by similar arguments that Im ̺n acts trivially
on Im(πn ◦ ̺).
Lemma 14. The groups Im ̺ and Im(πn ◦ ̺) are normal in Γ and Γn, respectively.
Further, the group homomorphisms ̺n : En → Γn and πn : Γ → Γn induce a split
short exact sequence
0→ En → Γn/ Im(πn ◦ ̺)→ Γ/ Im ̺→ 1.
Proof. Put c := max{a, b} and let σ and σn be the group homomorphisms Γ →
Comp(R, T/cT ), (β, ǫ) 7→ (β, ǫT/cT ) and Γn → Comp(R, T/cT ), (β, ǫ) 7→ (β, ǫT/cT ),
respectively. Evidently, the image of ̺ is the kernel of σ. Hence Im ̺ is normal in
Γ and Γ/ Im ̺ is isomorphic to Im σ. By assumption pn/d/b is at least c and thus
Theorem 12 and Equations (2.1) and (2.2) yield Γn = 〈Im πn, Im ̺n〉 and Im σ =
Im σn. Since Im ̺ is normal in Γ, the image Im(πn ◦ ̺) is normalized by Im πn.
Further, by Lemma 13 the group Im(πn◦̺) is centralized by Im ̺n and hence normal
in Γn = 〈Imπn, Im ̺n〉. Note that Γn/ Im(πn ◦ ̺) is isomorphic to Im σn. Now it is
straightforward to deduce from Im σ = Im σn that ̺n and πn induce a split short
exact sequence.
12
Lemma 14 enables us to prove Theorem 6. By Lemma 10 the exponent of the second
cohomology group H2(R,An) ∼= H
2(R, T )⊕H3(R, Tn) is equal to the p-power a. As
the elements of Im(πn ◦ ̺) are of the form (1, 1+ a ·ϕAn) with ϕ ∈ EndR, the group
Im(πn ◦̺) acts trivially on H
2(R,An). Thus, in order to prove Theorem 6 it suffices
to consider the Γn/ Im(πn ◦ ̺)-orbits of H
2(R,An).
Recall that a(n + d) = a(n) and b(n + d) = b(n). In particular the results in
this subsection also hold for n + d. Let E be a set of homomorphisms T →
T such that EAn = En, and put En+d := (p · E)An+d. Evidently, En+d inter-
sects trivially with (EndR T )An+d and is isomorphic to En
∼= H1(Rt0 , Tn). Since
H1(Rt0 , Tn) is isomorphic to H
1(Rt0 , Tn+d), it follows by Theorem 12 that En+d ⊕
(EndR T )An+d = EndRAn+d. Further, by Lemma 14 the factor groups Γn/ Im(πn ◦̺)
and Γn+d/ Im(πn+d ◦̺) are naturally isomorphic to Γ/ Im ̺⋉En and Γ/ Im ̺⋉En+d,
respectively.
Hence there exists a unique group isomorphism λ such that the following diagram
commutes,
En //

Γn/ Im(πn ◦ ̺)
λ

Γ/ Im ̺oo
id
En+d //Γn+d/ Im(πn+d ◦ ̺) Γ/ Im ̺oo
where the horizontal arrows are induced by ̺n, ̺n+d, πn and πn+d, and En → En+d
maps ǫAn to pǫAn+d.
Let m = m(l, S) and (id ⊕ µ) : H2(R,An) → H
2(R,An+d) be defined as in Theo-
rem 3.
Theorem 15. In addition to Assumption (2.7) we assume that n is at least m. For
τ ∈ H2(R,An) and g ∈ Γn/ Im(πn ◦ ̺) we have (id⊕ µ)(τ.g) = (id⊕ µ)(τ).λ(g). In
particular (id⊕ µ) induces a 1-1 correspondence from Γn-orbits to Γn+d-orbits.
Proof. It suffices to show that for ǫ ∈ E the image of τ.(1+ǫAn) under (id⊕µ) equals
(id ⊕ µ)(τ).(1 + pǫAn+d). By construction of (id ⊕ µ) there exist γ ∈ Z
2(R, T ) and
δ ∈ C2(R, T ) such that τ = γAn+δAn+B
2(R,An) and the image of δAn+B
2(R,An)
under the canonical isomorphism H2(R,An) → H
2(R, T ) ⊕ H3(R, Tn) lies in the
direct summand H3(R, Tn). In particular
(id⊕ µ)(τ) = γAn+d + pδAn+d +B
2(R,An+d).
Recall that a ≥ expH3(R, Tn) and b ≥ expEn. Hence we may assume that Im δAn ≤
a−1Tn/Tn and Im ǫAn ≤ b
−1Tn/Tn. Let k be the floor of n/d, in particular n ≥ kd ≥
n− d. As max{a, b} · b is a p-power, the inequality pn/d ≥ pk ≥ max{a, b} · b holds.
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Further Tn is a subgroup of Tkd = p
kT , and thus Im ǫAn ≤ p
kb−1T/Tn ≤ aT/Tn. It
follows that the image of δAn .ǫAn is a subgroup of (p
ka−1b−1Tn + Tn)/Tn and hence
δAn .ǫAn and δAn+d.(pǫAn+d) are trivial. This yields
τ.(1 + ǫAn) = τ + γAn.ǫAn +B
2(R,An) and
(id⊕ µ)(τ).(1 + pǫAn+d) = (id⊕ µ)(τ) + γAn+d.(pǫAn+d) +B
2(R,An+d).
Since Im ǫAn is a subgroup of aT/Tn and a is at least expH
2(R, T ), the element
γAn.ǫAn+B
2(R,An) lies in the summand ofH
2(R,An) ∼= H
2(R, T )⊕H3(R, Tn) which
is canonically isomorphic toH3(R, Tn). Thus the image (id⊕µ)(γAn.ǫAn+B
2(R,An))
equals γAn+d.(pǫAn+d) +B
2(R,An+d). The result follows.
Proof of Theorem 6. A reformulation of Theorem 15 yields Theorem 6
3 The graph isomorphism
In what follows, we construct graph isomorphisms between branches of the shaved
coclass tree. This construction goes back to Eick & Leedham-Green [ELG08]. The
proof in [ELG08] showing that the graph isomorphism is well-defined is based on
the false result [ELG08, Theorem 23]. We will give a revised version of the proof.
For this purpose, we need the following notation and lemmata.
Letm be as in Theorem 3, let n denote a natural number, and as in Subsection 2.3 let
a(n) and b(n) be defined as max{expH2(R, T ), expH3(R, Tn)} and expH
1(Rt0 , Tn),
respectively. Recall that a(n+ d) = a(n) and b(n+ d) = b(n) by the uniserial action
of R on T . Hence there exists a natural number v such that
pv ≥ m and pv ≥ b(n) ·max{a(n), b(n)}
for every natural number n.
Lemma 16. Assume that n ≥ vd. Let τ ∈ Z2(R,An) and τ∗ ∈ Z
2(R,An+d) be
cocycles such that the image of τ+B2(R,An) under (id⊕µ) equals τ∗+B
2(R,An+d).
Then E(τ) has coclass r if and only if this is the case for E(τ∗).
Proof. Let l be the nilpotency class of R. Note that a group extension E(λ) defined
by a cocycle λ ∈ Z2(R,Am) with m ∈ N0 has coclass r = ccR if and only if
γl(E(λ)) = Am, where γl(E(λ)) denotes the l-th term of the lower central series of
E(λ).
Further, recall that a = a(n) ≥ expH3(R, Tn). Then by construction of (id ⊕ µ)
there exists γ ∈ Z2(R, T ) and ǫ ∈ C2(R, Tn−logp a·d) such that γAn + ǫAn = τ and
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γAn+d + p · ǫAn+d equals τ∗ modulo B
2(R,An+d). Since n ≥ vd > logp a · d, we have
ǫAd = 0. It follows that γAd = τAd = (τ∗)Ad. Then for λ ∈ {τ, τ∗} the group extension
E(λ) has coclass r if and only if γl(E(γAd)) = Ad holds. The result follows.
Lemma 17. Assume that n ≥ vd. Then (id ⊕ µ) induces a bijection between the
isomorphism classes of group extensions of An by R of coclass r and the isomorphism
classes of group extensions of An+d by R of coclass r.
Proof. Let γ1, γ2 ∈ Z
2(R,An) be such that E(γ1) and E(γ2) have coclass r and
E(γ1) is isomorphic to E(γ2). Then by Theorem 5 the elements γ1 + B
2(R,An)
and γ2 + B
2(R,An) lie in the same orbit under the action of Comp(R,An). By
Theorem 6 the map (id ⊕ µ) induces a bijection between the orbits of H2(R,An)
under the action of Comp(R,An) and the orbits of H
2(R,An+d) under the action of
Comp(R,An+d). The result follows by Lemma 16.
Lemma 17 enables us to construct graph isomorphisms between the branches of the
shaved coclass tree Tk(S). For a p-group G of coclass r let V(G) denote the vertex
in G(p, r) corresponding to the isomorphism class of G. Further, for n ∈ N and a
cocycle γ ∈ Z2(R,An) defining a group extension E(γ) of coclass r let V(γ) denote
V(E(γ)).
Let l be as in Theorem 2 and let Bi denote the i-th branch of the shaved coclass tree
Tk(S). In particular T equals γl(S). For i ≥ vd+ l we write ν = ν(i) to denote the
map Bi → Bi+d induced by (id⊕µ), that is, for a cocycle γ ∈ Z
2(R,An) with n ∈ N
and V(γ) ∈ Bi the vertex V(γ) is mapped to V(γ∗), where γ∗ is a representative of
(id⊕ µ)(γ +B2(R,An+d)).
Theorem 18. Let i ∈ N be such that i − l ≥ vd. Then ν is a well-defined graph
isomorphism.
Proof. First, note that the image of a vertex under ν does not depend on the chosen
cocycle by Lemma 17.
Let G and H be groups in Bi such that G is an immediate descendant of H . Note
that G and H are descendants of S/γi(S). Then there are n ∈ N and τ ∈ Z
2(R,An)
such that V(G) = V(τ), V(H) = V(τAn−1) and V(τAi−l) = V(S/γi(S)).
By construction of (id ⊕ µ) we may assume that there exist δ ∈ Z2(R, T ) and
ǫ ∈ C2(R, Tn−logp a(n)·d) such that τ = δAn+ǫAn and for every j ∈ N with n ≥ j ≥ i−l
we have
(id⊕ µ)(τAj +B
2(R,Aj)) = δAj+d + pǫAj+d +B
2(R,Aj+d).
If follows that ν(V (G)) is an immediate descendant of ν(V (H)). Since n ≥ vd >
logp a(n) · d, the cocycle τAd equals δAd. Hence G is a descendant of E(δAd) and the
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coclass of E(δAd) equals r = ccR = ccG by the uniserial action of R on T . It follows
that E(δ) is a pro-p-group of coclass r. As every coclass tree corresponds to exactly
one isomorphism class of an infinite pro-p-group of coclass r by definition, the group
E(δ) is isomorphic to S. Thus E(δAi−l)
∼= S/γi(S) and E(δAi−l+d)
∼= S/γi+d(S). This
yields that ν(V (G)) is a descendant of ν(V (S/γi(S))) = V (S/γi+d(S)) and hence
Im ν ⊆ Bi+d. It follows that ν is a graph isomorphism.
Now, we show that ν is a bijection. For this purpose let ν−1 : Bi+d → Bi be the
graph homomorphism induced by (id⊕ µ)−1. Similarly to above, we can show that
ν−1 is a well-defined graph homomorphism. Evidently ν−1 is an inverse of ν and
thus ν is a bijection.
4 Counterexample to [ELG08, Theorem 23]
A counterexample to Conjecture 8 [ELG08, Theorem 23] is given in this section.
Let i ∈ C be the imaginary unit and let D8 denote the dihedral group of order 8
given by the following group presentation
D8 := 〈a, b | a
2 = 1, b4 = 1, ba = b−1〉.
Define a uniserial action of D8 on the Z2-module Z2[i] by setting 1.a := 1, i.a :=
−i and 1.b := i, i.b := i · i = −1. Then S := D8 ⋉ Z2[i] is a pro-2-group of
coclass 3 and the third term of the lower central series of S is 1 ⋉ 2 · Z2[i]. By the
uniserial action of D8 on Z2[i] it follows that 1 ⋉ 2
kZ2[i] is the (1 + 2k)-th term
of the lower central series for k ∈ N. Fix k, put T := 1 ⋉ 2kZ2[i] ≤ S and let
T = T0 > T1 > T2 > · · · denote the lower S-central series of T . Then for n ∈ N0 we
consider the action of EndR T/Tn on H
2(R, T/Tn), where EndR T/Tn acts via the
embedding EndR T/Tn → Comp(R, T/Tn), ϕ 7→ (1, ϕ) on H
2(R, T/Tn). It can be
shown that for every sufficiently large n the group EndR T/Tn does not stabilize the
direct summandH2(R, T ) ofH2(R, T/Tn) ∼= H
2(R, T )⊕H3(R, Tn). This contradicts
[ELG08, Theorem 23]. For further details, we refer to [Cou13, Appendix B].
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