Abstract-The paper presents a generalization of the wellknown Grover Algorithm to operate on ternary quantum circuits. We compare complexity of oracles and some of their commonly used components for binary and ternary cases and various sizes and densities of colored graphs. We show that ternary encoding leads to quantum circuits that have significantly less qudits and lower quantum costs. In case of serial realization of quantum computers, our ternary algorithms and circuits are also faster.
Introduction
Unlike traditional computers, which use only two states on a bit (0 and 1), quantum computers are able to store a superposition of bits, which allows for faster computation [4, 6] . Quantum algorithms have been created to solve many problems more efficiently than standard computers [4, 7] . So far, these algorithms have mostly been binary, but few authors [2, 11] proposed the multiple-valued counterparts of binary algorithms.
Quantum circuits used in quantum algorithms can realize multi-valued logic. Muthukrishnan and Stroud [1] introduced for the first time examples of such multi-valued (MV) quantum logic gates. Few MV quantum algorithms have also been proposed and have been shown to hold certain advantages over binary quantum algorithms; this was done for Quantum Fourier Transform (QFT) [11] , DeutschJozsa [2] and Grover [2] . However, no complete quantum circuits have been synthesized in these papers, and no analysis has been done on the timing or circuit complexities of such circuits.
In this paper, we investigate what practical advantages can be gained from introducing MV quantum oracles for Grover Algorithm [16] . Background is given in section 2 to make the paper self-contained. Using the classical problem of graph coloring as an example, we create a variant of Grover Algorithm that uses ternary circuits (sec.
3). The costs of the binary and ternary oracles are compared in terms of 1-qudit and 2-qudit gate primitives, or gates that cannot be built from smaller gates (sec.4). The correctness of the oracles is verified by simulating a small graph coloring problem with MATLAB (sec. 5). Finally section 6 concludes the paper and outlines future research.
Background

Map and Graph Coloring
The classic map coloring problem is as follows: given a map with disjoint regions, or "countries", the goal is to color all the regions such that no two bordering regions have the same color. Graph coloring is a generalization of map coloring: given a set of vertices or nodes and edges (line segments that connect some nodes), the task is to assign a color to each node in such a way that any two nodes linked by an edge have different colors. These colors are represented in hardware by a number in binary [12, 13] or k-valued [2] ; ternary in this paper case. A correct coloring is one such that the above condition is satisfied for all pairs of edgeconnected nodes. In addition, the graph coloring problem calls for a coloring that uses the minimum number of colors, called the chromatic number. In this paper we denote the number of nodes by N, and the number of edges by c.
We assume here that the number of colors is given. However, if no such number is known, the minimum number of colors can be determined by finding a maximum clique with the maximum number of nodes in the graph [12] . Fig. 1 has two maximum cliques: {1, 2, 3} and {2, 3, 4}. Each node in every clique must have different colors. Using the size of the clique as a lower bound of the chromatic number, we increase the expected chromatic number by 1 and iterate the algorithm until the minimum coloring is fou coloring will have the minimum nu Fig. 1 shows a sample coloring wi number of colors = 3. The physical interpretation of |ψ〉, coexists in the states |0〉 and |1〉. T store a huge quantity of info coefficients α and β, but this inform quantum world. To bring quantum the classical world, one must me Quantum mechanics tells us that process inevitably disturbs a qubit non-deterministic collapse of |ψ〉 to one gets |0〉 with probability | probability |β| 2 . Thus,
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Grover Algorithm
Grover Algorithm is a quantum search algorithm for "searching an unsorted database" [8, 14, 16] . The concept is to create a superposition of all possible solution states in a search and use a "Grover operator" (Grover Loop) to increase the probability of the desired search state for measurement. First, the superposition of the qubits created by applying the binary Hadamard (or Chrestenson for ternary) transform to the qubits. Then the compound "Grover operator" operates on the superimposed register of search states and an ancillary qubit. The Grover operator consisting of an oracle that only gives a one for the correct state and an inversion-about-theaverage operation HZH, is applied to the superposition, which marks the correct state. The oracle marks the searched state by rotating its phase by π, while the inversion-about-the-average operator increases the amplitude of this state. After sufficient number of iterations, the amplitude of the correct state will be high enough for the superposition to be measured with probability close to 1. Fig. 2 shows a block diagram of Grover Algorithm. Grover Algorithm gives quadratic speedup when compared with the classical search algorithm. It has hundreds of practical applications to solve CSP (Constraint Satisfaction Problems), transforms and others. Not much was however published on designing practical oracles and their complexity beyond [15] . In our case, the searched state is a valid coloring of a given graph. Assuming the nodes are in order, the coloring is represented by giving each node a numerical value between 1 and k, each of which determines a color. The ordered string of these values thus represents the colors of multiple nodes.
One extension of Grover Algorithm has already been created by Fan [2] , with a generalized QFT proposed in place of the Hadamard transform to produce a version of the algorithm which has multi-valued inputs and outputs. (In ternary, the QFT is the Chrestenson gate.) Fan proved that such a framework would accomplish the goal of increasing the amplitude of the searched state for measurement. However, no circuits or oracles were provided, no quantum costs calculated, nor simulation was used to confirm correct operation.
Binary and Ternary Oracle Designs
In a graph, we compare every pair of connected nodes and get c ancilla or working bits, one for each connection. These working bits help the circuit to operate by storing values temporarily before they are used again. Each working bit output will give either a 0 (if the colors of the two nodes are the same) or 1 (if they are not). At the end, a multi-controlled AND gate, the extension of the Toffoli gate, is applied to determine whether the coloring is valid or not. (This gate operates as a NAND, since it EXORS with constant 1). As defined above, we represent the number of nodes in a graph as N. Note that the number of possible colors is also N, since a graph can theoretically be complete (where every node is connected to each other). Thus we always assume that a worst case scenario, where every node has its own color, can exist.
In our Grover Algorithm, we will implement an oracle (a computing black box) that can determine whether a coloring of graph is valid or not. The basis of the oracle for assessing solutions for map colorings is the comparator, which compares two connected nodes by testing whether the qubits for both are exactly the same. Some of the gates and functions constructed here will not be exclusively binary or multi-valued. These functions will operate on ternary or binary inputs, use ternary logic, but give out only 0 or 1 as the result. In this paper, the final oracle is a multi-valued-input/binary-output function. An outline of the algorithm to be constructed is shown in Fig. 3 . Note that in the ternary version of the oracle presented here, the comparator machine will have ternary inputs, but gives a binary output for a yes or no response.
In the design and comparison, we make four assumptions:
1. The design of oracles is close enough to optimal to make the comparison fair. 2. The cost of an algorithm may be measured in terms of basic one-and two-qudit gates, the cost of which remains approximately equal across all radices. 3. In any radix, a two-qudit gate costs twice as much as a one-qudit gate. 4. Since the oracles and comparators will be repeated many times in the Grover's Algorithm, it is necessary to eliminate garbage qudits which are not constants 0 or 1.
Two concepts, garbage qudits and mirrors, are important in the circuit synthesis of all oracles. The mirror sub-circuits are often nested. When a working qudit is used in an instance but not returned to its original state, it cannot be used again, but still takes up space. This is called a garbage qudit. To prevent garbage qudits from accumulating in circuits, mirrors are used, which is an inverse of all the gates the qudit passed through, to return it to its original reusable state. Thus for every comparator at the left in Fig. 3 before the global AND gate of the oracle, there exists its mirror circuit, "inverse comparator" that returns an input constant to its original state.
Binary Comparator
For the binary oracle, there are two possible ways to construct a comparator: mirrored and normal, as shown. In both circuits, the output f is flipped from 1 to 0 iff the input qubits {a 1 , a 2 , …, a n } are the same as {b 1 , b 2 , …, b n }, which implies an error in the coloring. A basic binary comparator is shown in Fig. 4 . In this comparator circuit, the working qubits of 0s become garbage bits, which are not reused and take up space and cost. When the gate operations are not mirrored, this results in n garbage qubits, one per pair of qubits in the input. However, if all gate operations are reversed later through a mirror, then the number of garbage qubits is drastically reduced, as working bits would no longer be required outside of the last answer qubit. A mirrored and logically factored version of the binary comparator is shown in Fig. 5 . 
Ternary Comparator
In the construction of the ternary comparator circuit we use synthesis methods for Muthukrishnan-Stroud gates developed in [5, 7, 12] . We mirror everything in order to eliminate the cost of wires. The ternary circuit is shown below in Fig. 6 . To save space, the mirror of the function is not shown. Instead, the break at the end represents the mirror of all the previous gates before the Toffoli gate, as the whole mirror will not fit.
Fig. 6 -Ternary Comparator Circuit
This circuit produces the output f that is 0 iff a 1 = b 1 , a 2 = b 2 ,…, a n = b n , and 1 otherwise.
It should be noted that since ternary quantum logic does not have an XOR gate, it takes many extra gates to simulate the XOR. In particular, 3 cases (a i = b i = 0, a i = b i = 1, a i = b i = 2) must be checked, rather than a simple XOR gate from binary.
Binary and Ternary Toffoli gate
In addition to the large gate at the end of both the binary and ternary oracles, there is a multicontrolled NOT, or Toffoli gate at the end of each comparator in both oracles. The cost of these gates adds significantly to the total cost of the circuit. In binary logic, the cost of the generalized Toffolli gate increases exponentially, or at best, linearly with a slope of 16 and with many garbage bits [2] .
In ternary and other multi-valued logic, we can find a way to construct the multi-input Toffoli gate in such a way that the cost of it merely increases linearly. Furthermore, there are no additional garbage outputs, as the only input qutrits are the outputs of the comparators themselves. In this construction, the first qutrit goes through a +1 gate and controls +1 gate operator on the second qutrit, which controls a +1 gate on the third, and so on (Fig. 7) . This is a new realization of a binary input/output, internally ternary gate, not known from the literature.
Fig. 7 -Ternary Toffoli NOT gate with c inputs
A simple truth table analysis shows that the multi-input ternary Toffoli gate from Fig. 7 has the same function as the binary Toffoli gate. For f to equal 1, the control bit for last controlled +1 gate must be 2. Since all inputs can only be 0 or 1, all must equal 1 for the next bit to trigger, or else the last control bit will not equal 2 as it controls the 0 qutrit's +1 gate.
Furthermore, this gate can be easily generalized to any radix. By changing the +1 gates on all but the last qudit to +(n-2), the multi-input Toffoli gate can be realized in any radix n ≥ 2.
Cost Calculation and Comparison
As stated earlier, the cost calculation and comparisons will be done by evaluating the number of gates in the circuits, using "simple" (1 and 2-qudit) gates as the standard unit of cost. When a gate has more than 2 qudit inputs, the cost is evaluated by calculating the number of 2-qudit gates required to construct the gates.
Again, we assume that the cost of the two-qudit gates in any radix is constant in terms of NMR pulses [7, 12, 13] (or similar detailed, technology specific measures), though this may be a point of further research.
Cost of Generalized Toffoli
The multi-controlled NOT gate, also known as the generalized Toffoli, has 2 or more inputs {a 1 , a 2 , …, a n }, operating on an additional input f. If all inputs are equal to 1, then f is flipped. Otherwise, f is not affected. The ternary version will perform the same function, though the function being controlled is +1 or +2. The generalized Toffoli gate is not a primitive gate, as stated in sec. 2. Thus we must calculate its cost in primitive gates to get an accurate cost for the oracle.
In [3] , the cost of the binary n-bit Toffoli gate was found to be one of the following: For a small number of input gates, such as from 2-5 inputs, the optimal construction of the Toffoli gate currently costs 2 n -3 basic quantum operations. For larger numbers, the cost grows linearly, at 32n -96 gates, plus one garbage bit per input. Thus, the complexity of the Toffoli gate overall grows linearly.
Using the same standard cost of 2-qudit gates, the calculated cost of the multi-valued Toffoli gate is significantly lower. Using the above diagram, one can construct a multi-valued extension using only 2n + 1 gates, which is also linear, but at 1/8 of the binary version's cost. A graphic comparison of the three is shown in Fig. 8 . The cost of the binary Toffoli gate, when built fro quickly becomes very large, even w optimized construction by Maslov that such gates exist in most if n [12, 13, 15] and make high percent o 
Cost of Comparators
As established in Fig. 3 , the comparators in both the binary oracles are the same. Thus, the comparators themselves can compared. Using the diagrams of comparators, we can see that the ternary comparator is 34(log 3 N) tw 4(log 3 N) single-qutrit gates, and on with log 3 N inputs. The binary com 4(log 2 N) two-qubit gates plus on Toffoli gate. The costs of the comp the Toffoli gate is shown in Fig. 9 . 
Simulation of Graph C
To prove that the algorithm p we use MATLAB to simu circuits described in Fig. 4 . requires that gates be simulat products, and as such, crossovers used in the origina use the same gates and sequ resolve crossovers, we also u shown in Fig. 11 . Thus th Linear Nearest Neighbor (LN
Fig. 11 -Simulated Comparator Circu
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Toffoli gates into the much more favorable wn in Fig. 10 . parator into Grover e whether a coloring is , Fig. 12 . Furthermore, n's framework [2] for ng the ternary Grover ng the oracle in it. as memory constraints to having at most 6 The full simulation of s shown in Fig. 12 . In the above simulation, the comparators are mirrored. It should be noted that to mirror these, two comparators were used in quick succession. Since the functions are in base 3, performing any ternary function (with a combining operator being group) three times will revert the state of the output to the original input [12, 7] .
Grover Algorithm has been shown to require approximately √ iterations rounded up, where M is the number of "items in database". Since we have 3 nodes, each with 3 states, the total number of items is 3 3 , or 27. Thus, our solution algorithm should have √27 6 iterations of the Grover operator. With each successive application of the operator, the probabilities of the "good" states should increase in amplitude, whereas the "bad" states should decrease in amplitude until they reach ~0. This effect is clearly shown in the next two graphs, Figs. 13, 14, which depict the distribution of amplitudes after 2 and 6 applications of the Grover loop, respectively.
The simulation results were verified by examining the amplitudes and the locations of the two distributions. After 2 Grover loops, the highest amplitude of the output was .655, whereas after 6 Grover loops, the highest amplitude had increased to .87. Furthermore, the accuracy was verified by examining the locations of the peaks. Since the simulator assigns indices by counting up from the first input (0000000) to the last, (2222222) in ternary and assigning them values, we may see the inputs by first subtracting one (it started counting at 0000000) from the index and converting to ternary to get a string of inputs (the seven input qutrits). One such peak is at index 1741, which had amplitude .87. Subtracting 1 and converting to ternary gives string 2101110. The first three digits, 210, are the colors of a, b, and c, respectively. Similarly, the other 5 peak values give correct colorations as well, giving us the verification that the simulation is correct.
Conclusions
We confirmed here, on a graph coloring problem, the theoretical results from [2] that the ternary oracle implemented in the multi-valued Grover Algorithm yields valid solutions. Furthermore, this algorithm, which obviously uses fewer qudits, was also proven to have a lower cost of oracles in gate primitives for large graphs. This translates to a lower delay in case of serial quantum computer model. The binary solution algorithm has a lower cost for small graphs because the ternary oracle has no direct XOR function, and the synthesis of the XOR function in ternary required many gates. However, the fewer qudits used in ternary and the lower cost of the Toffoli offset this when c, the number of edges in the graph, is approximately 6, as shown in Fig. 10 . The Graph Coloring Grover Algorithm has several applications in logic synthesis, scheduling, allocation, planning, robot motion, robot communication, resource allocation, conflict resolution, floor-planning, and many others. It can serve as a "generic CSP solver" similar to a general SAT solver.
Quantum circuits are well-known for their intrinsic ability to perform multi-valued logic. The constructions of Toffoli gate and oracles used in the ternary oracle here can be generalized to arbitrary radices. The algorithm provides groundwork for further MV quantum logic synthesis. The binary Toffoli gate is often used in quantum logic synthesis, since it represents the AND gate. The ternary Toffoli gate, invented in this paper, performs a similar function and will be used as a building block for ternary logic synthesis in the future. Furthermore, the ternary Toffoli gate was shown to have 1/8 the cost of the binary Toffoli gate, as it scaled linearly with the number of inputs with slope two, whereas the binary gate required 16 more 2-qubit gates for each additional input.
Finally, the lower cost of the ternary quantum algorithm implies that, in general, multi-valued quantum logic can be more efficient than binary quantum logic in terms of gates and wires. The less gates and wires used in these algorithms translate to less computing time and perhaps power consumption used. This paper used some simplifications. The oracle was simulated in MATLAB, so some of the physical restrictions of quantum computers were ignored. Future simulation will use QMDD [17] . Finally, the costs of the oracles were calculated in terms of primitive gates. This gives a cruder measure of the cost than calculating the actual number of NMR or other pulses required to generate each gate. These restrictions are dealt with in the next papers.
