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Abstract
This paper describes a Bayesian method for optimum accelerated life test planning
with one accelerating variable, when the acceleration model is linear in the parame-
ters, based on censored data from a log-location-scale distribution. We use a Bayesian
criterion based on estimation precision of a distribution quantile at a speciﬁed use
condition and use this criterion to ﬁnd optimum test plans. A large-sample normal
approximation provides an easy-to-interpret yet useful simpliﬁcation to this planning
problem. We present a numerical example using the Weibull distribution with Type I
censoring to illustrate the method and to examine the eﬀects of the prior distribution,
censoring, and sample size. The general equivalence theorem is used to verify that
the numerically optimized test plans are globally optimum. The resulting optimum
plans are also evaluated by using simulation.
Key words: c-optimality; Censored data; Equivalence theorem; Log-location-scale
family; Optimal design; Preposterior; Reliability.
1
21 Introduction
1.1 Background and Motivation
Accelerated life tests (ALTs) are widely used in reliability studies. Because many
modern high-reliability components are expected to perform their proper functions
for a very long time (e.g., ten years), simply testing these components under use
conditions will usually yield little useful information about reliability within practi-
cal time and cost constraints. Accelerating variables, such as temperature, voltage,
and/or pressure, are often applied to obtain failures more rapidly and the resulting
data at the higher stresses are used to estimate, through extrapolation with an ap-
propriate acceleration model, the life distribution of the component at speciﬁed use
conditions. Under time and cost constraints, the data from ALTs are usually cen-
sored, with either Type I censoring (stopping tests after a ﬁxed period of time) or
Type II censoring (stopping tests after a certain number of units have failed). Careful
planning of an ALT is important to allow the most eﬃcient use of limited resources:
time, test units, and test facilities. Typically, ALT plans specify the levels of the
accelerating variable and the allocation of available test units to these levels. With
certain planning criteria, such as the estimation precision of a particular characteristic
of the life distribution at use conditions, optimization can be used to ﬁnd optimum
test plans. Optimum test plans provide insight needed to obtain good practical test
plans.
Distributions in the log-location-scale family, such as the Weibull and lognormal
distributions, are used extensively in reliability studies. Speciﬁc acceleration models
are available for a broad range of materials and components, based on the physi-
cal/chemical or empirical failure mechanisms. This paper develops Bayesian optimum
test plans for the commonly-used ALT models in which the location parameter of a
log-location-scale distribution is a linear function of a possibly transformed accelera-
tion variable. For example, the Arrhenius temperature-acceleration relationship from
3physical chemistry is used widely to describe the eﬀect that temperature has on life
when a failure is caused by a simple chemical reaction. See Chapter 2 of Nelson (1990)
for a description of other such models.
The use of a “known” activation energy in electronic component reliability model-
ing is common, especially in temperature accelerated testing of microelectronic com-
ponents. This is, in eﬀect, specifying the slope of the relationship between life time
and reciprocal absolute temperature (the Arrhenius model from physical chemistry).
For example, MIL-STD-883 speciﬁes testing at only one accelerated level of temper-
ature and requires one to input a value of the activation energy (slope) in order to
make reliability predictions, as described on page 282 of Nelson (1990). Of course,
the activation energy is not known exactly and assuming that it is known gives a
false sense of statistical uncertainty (e.g., compare the analyses depicted in Figures
19.13 and 19.15 of Meeker and Escobar 1998). At the other extreme, a non-Bayesian
approach would use the available data to estimate the activation energy as the slope
of a linear relationship between life and reciprocal absolute temperature. Actually,
there is, in most applications, useful but imperfect information about activation en-
ergy. An appropriate compromise analysis would use a prior distribution to describe
the available information about activation energy.
Non-Bayesian optimum ALT plans generally depend on the underlying model and
its parameters. Such optimum plans are called “locally optimum” plans. Locally
optimum plans require “planning values” of the model parameters. When prior in-
formation on the model parameters is available, Bayesian methods can be used to
combine the prior information with data to provide more precision. The available
prior information should also be used in test planning. This can be seen by noting
the great diﬀerence between test plans that assume that the slope parameter of an
ALT model is known (a single point test plan) versus test plans that assume that the
slope parameter is unknown (where at least two test points are needed). This paper
describes a Bayesian method for the ALT planning problem and provides optimum
4and compromise test plans appropriate for the situations when such prior information
is available and is to be used in both design and inference.
1.2 Related Work
Chapter 6 of Nelson (1990), Chapter 7 of Tobias and Trindade (1995), and Chapter 20
of Meeker and Escobar (1998) describe methods and results for planning ALTs us-
ing a non-Bayesian approach, and outline much of the related literature in this area.
ALT planning methods using prior information and Bayesian techniques have also
been explored in previous work. Chaloner and Larntz (1992) present ALT designs
when using a prior distribution for the uncertainty of model parameters in design
(but not in inference), and considering weighted Weibull and lognormal distributions,
weighted linear and quadratic models, and a distribution of quantiles of interest. Pol-
son (1993) describes a general decision-theory for the ALT Bayesian design problem.
He proposes to maximize a preposterior expected information-based utility function.
Verdinelli, Polson, and Singpurwalla (1993) describe ALT Bayesian design methods
for predictions using utility functions based on Shannon information. Erkanli and
Soyer (2000) present optimum ALT Bayesian designs for the exponential lifetime dis-
tribution with no censoring, by adopting the curve-ﬁtting optimization approaches
developed by Mu¨ller and Parmigiani (1995) and Mu¨ller (2000).
General optimum design methods and techniques have been widely studied in the
past. Many books, such as Fedorov (1972) and Atkinson and Donev (1992), provide
a detailed description of these methods. Whittle (1973) developed a general equiva-
lence theorem (GET) for the case of a concave criterion function and a linear model.
Chaloner and Larntz (1989) extend and utilize the GET to nonlinear models, in devel-
oping optimum Bayesian design for logistic regression. Chaloner and Verdinelli (1995)
give a broad review of the general area of Bayesian experimental design. Hamada,
Martz, Reese, and Wilson (2001) showed how to ﬁnd near-optimal Bayesian exper-
imental designs for regression models by using genetic algorithms. Useful Bayesian
5design methods are also present in the literature for other problems. For example,
Clyde, Mu¨ller, and Parmigiani (1995) describe the Bayesian design methods for heart
deﬁbrillators, under a logistic regression model. They use a utility function based on
preposterior expectation and large sample approximation for ﬁxed-point designs as
well as sequential designs.
This paper presents a Bayesian method for the ALT optimum planning problem,
where the life distribution can be from a general log-location-scale family with censor-
ing, and a speciﬁed function of model parameters (e.g., a speciﬁc quantile at use con-
ditions) is of interest. This important practical problem has not been fully explored
under Bayesian consideration in previous work. We follow the general Bayesian design
framework proposed by Polson (1993) and utilize some of the techniques developed
for other Bayesian and non-Bayesian optimum design problems (e.g., Whittle 1973,
Chaloner and Larntz 1989, and Clyde, Mu¨ller, and Parmigiani 1995) to provide a
practical solution to the Bayesian ALT planning problem. We show how to evalu-
ate the eﬀect of the prior distribution on the planning and illustrate how simulation
methods complement large-sample approximate methods for ALT planning.
1.3 Overview
The remainder of this paper is organized as follows. Section 2 describes the Bayesian
ALT planning problem and provides a Bayesian criterion for the ALT planning. Sec-
tion 3 presents a large-sample approximation which gives a useful simpliﬁcation for
the Bayesian ALT planning problem. Section 4 reviews the GET by Whittle (1973)
and describes its application in the Bayesian ALT planning problem. Section 5 illus-
trates the use of the Bayesian ALT planning method through an important numerical
application, where the Weibull distribution with Type I censoring is considered and
the prior distribution for the slope of the acceleration model is informative. Section 6,
based on the example in Section 5, investigates the eﬀects of prior information about
the slope parameter, censoring, and sample size. Section 7 compares the Bayesian
6optimum planning with the traditional non-Bayesian optimum planning. Section 8
uses simulation to assess the Bayesian ALT optimum plans. Section 9 provides some
concluding remarks and suggests areas for further research.
2 The Bayesian ALT Planning Problem
An ALT is typically conducted to study one or a small number of well-understood
failure mechanisms. In a typical ALT experiment, samples are tested at higher than
usual levels of an accelerating variable. Estimates of life at use conditions are obtained
by using an acceleration model. Estimating a particular lower quantile of the lifetime
distribution at use conditions, such as the 0.10 quantile, is often the goal of the
ALT experiment. For test planning purposes, it is reasonable to use a Bayesian ALT
criterion based on the estimation precision of this quantile of interest on the log scale
(because the quantile is a positive quantity). Then the test plan can be chosen to
optimize the criterion, subject to a constraint on testing resources (time and number
of test units).
2.1 The Model
Suppose that for a speciﬁc level of the accelerating variable, the underlying lifetime
distribution of the material or component to be tested is a member of the log-location-
scale family, with cdf
F (t|µ, σ) = Φ
[
log(t)− µ
σ
]
,
where Φ is a standardized location-scale cdf, and µ and σ are the location and scale
parameters respectively. For example, using the smallest extreme value (SEV) cdf
Φsev(z) = 1 − exp[− exp(z)] implies that the lifetimes have a Weibull distribution.
Using the standard normal cdf Φnor(z) implies lognormal distributed lifetimes.
Let xi denote level i of the (possibly transformed) accelerating variable. The
most commonly used acceleration models can be expressed as µi = γ0 + γ1xi, where
7γ0 and γ1 are unknown parameters, and σ does not depend on xi. In any actual
application, the proposed acceleration model only describes the underlying failure
mechanism adequately within a certain range of x, up to a highest allowable level xH .
Testing beyond this level will lead to a breakdown of the acceleration model, usually
because of fundamental changes in the failure mechanism. Therefore, in practical
ALT experiments, the experimental region is between the use level xU and xH . For
simplicity, the accelerating variable level is often standardized as ξi = (xi−xU )/(xH−
xU), such that the experimental region of ξ is in the range [0, 1]. Thus, in terms of
the standardized variable level ξi, the acceleration model can be expressed as
µi = β0 + β1ξi, 0 ≤ ξi ≤ 1,
where (β0, β1)
T is a re-parameterization of (γ0, γ1)
T with µU = β0 representing the
location parameter of the lifetime distribution at xU , and µH = β0 + β1 representing
the location parameter of the lifetime distribution at xH . Because ξ is an increasing
function of the accelerating variable, β1 is negative, indicating that the reliability
decreases as ξ increases.
2.2 The Prior Distribution
The ALT model has unknown parameters θ = (β0, σ, β1)
T . The available prior infor-
mation is quantiﬁed in terms of a joint prior distribution for these unknown parame-
ters, denoted by ω(θ|ϑ), where ϑ is a given set of hyperparameters. In practice, prior
information is usually speciﬁed or elicited from an engineer using parameters that are
approximately independent. In ALT studies, the parameters θ = (tp(xU), σ,−β1)T
can be used (note that −β1 is positive). Here tp(xU ) is p quantile of the lifetime
distribution at use condition and p is chosen to make tp(xU) approximately inde-
pendent of σ. For example, if prior information is accumulated on the basis of heavily
censored experiments and ﬁeld studies, a small quantile of the failure time distribu-
tion will be approximately independent of σ. (For more discussion of this point, see
8Section 14.3 of Meeker and Escobar 1998.)
The slope β1 depends on the particular acceleration mechanism. Information on
this parameter is generally available from external sources such as general physi-
cal/chemical knowledge about the failure mechanism or side experiments. For exam-
ple, such values are available, as a function of the failure mechanism (e.g. metaliza-
tion, electromigration, corrosion, etc.) in various books on electronic reliability (e.g.,
page 59 of Klinger, Nakada, and Menendez 1990, as well as MIL-HDBK-217E). For
this reason, the prior information on β1 can usually be expected to be approximately
independent of tp(xU ) and σ. Thus, using a simple re-parameterization of the model
parameters θ, the prior information can be speciﬁed approximately independently in
terms of the positive parameters θ

θ1 = tp(xU) = exp(θ1 + Φ
−1(p)θ2)
θ2 = σ = θ2
θ3 = −β1 = −θ3
, (1)
where Φ−1(p) is the p quantile of the standardized log-location-scale distribution.
The (independent) distributions for the components of θ can be chosen according
to the experimenter’s knowledge. The planning results are not highly sensitive to the
particular shape of the prior distribution. Because all of the components of θ are
positive, in the numerical investigations presented later in this paper, we use the tri-
variate independent lognormal distribution for θ to represent the prior information.
The prior distribution ω(θ|ϑ) can then be obtained from the re-parameterization (1),
where the hyperparameters in ϑ are the usual independent lognormal distribution
parameters. In particular, ϑ = (µθ, σθ), the mean and standard deviation vectors,
respectively, of the natural logarithms of the lognormal random variables.
2.3 A Bayesian Planning Criterion
The logarithm of the p quantile at use conditions is
log[tp(xU)] = µU + Φ
−1(p)σ = cTθ,
9where
c =
[
1,Φ−1(p), 0
]T
.
We deﬁne the utility function as minus the posterior variance of log[tp(xU )]. The
optimum plan maximizes this utility. For a given plan D (i.e., given the levels of the
accelerating variable and the sample allocation), however, the posterior variance de-
pends on the unobserved data t. A preposterior expectation of the posterior variance
over the marginal distribution of the data t can be used to obtain a Bayesian test
planning criterion. Our Bayesian criterion for the ALT planning is
C(D) = −Et|D
[
Varθ|t,D (log[tp(xU)])
]
= −Et|D
[
cT Varθ|t,D(θ) c
]
. (2)
The expectation in (2) is with respect to the marginal distribution of the data t
taken under plan D. The marginal distribution of t is obtained by integrating the
joint distribution of θ and t with respect to the prior distribution p(θ) of θ. Equation
(2) is also a utility function deﬁned from a quadratic loss function. Similar Bayesian
methods in design problems have been suggested by Polson (1993) and Clyde, Mu¨ller,
and Parmigiani (1995).
The ALT planning problem therefore is to ﬁnd the levels of the accelerating vari-
able ξi (or xi) and the allocation of available samples to these levels (in terms of the
proportions πi, which in practice can be approximated by appropriate rounding) to
maximize (2).
3 A Large-Sample Approximation for the Bayesian
ALT Planning Problem
Criterion (2) involves calculation of the posterior variance with censored data and the
calculation of marginal expectation over all possible data. There is no closed form
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available for (2) and exact numerical computation of this criterion is intractable.
Thus approximations or simulations need to be applied. We use large-sample ap-
proximations that provide a useful basis for optimization and complement to the
computationally intensive simulations.
3.1 Posterior Variance
ALT data are usually censored, resulting in a complicated posterior distribution.
When sample sizes are reasonably large, however, a multivariate normal distribution
provides a good approximation for the posterior distribution (e.g., see Berger 1985
and Clyde, Mu¨ller, and Parmigiani 1995). Then the posterior variance can be ex-
pressed as a simple combination of information from the prior distribution and the
information from the data. Let S denote the variance-covariance matrix of the prior
distribution for the model parameters θ. Then S−1 is the precision matrix for the
prior distribution of θ. Also, let Iθ(D) denote the (expected) Fisher information
matrix for the proposed plan D. Then the posterior variance-covariance matrix for θ
is
Varθ|t,D(θ) ≈
[
S−1 + Iˆθ(D)
]−1
, (3)
where Iˆθ(D) is Iθ(D) evaluated at θ̂, the maximum likelihood (ML) estimator of θ.
See Berger (1985) and Clyde, Mu¨ller, and Parmigiani (1995) for more details.
The estimate of Fisher information Iˆθ(D) in (3) quantiﬁes the amount of infor-
mation obtained from the proposed experiment. Therefore, the plan D aﬀects the
posterior variance only through this function. It can be shown (e.g., see Escobar and
Meeker 1995) that for ALTs, the Fisher information has the form
Iθ(D) =
n
σ2
∑
πiFi, (4)
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where n is the total sample size and
Fi =


f11(ζi) f12(ζi) f11(ζi)ξi
f12(ζi) f22(ζi) f12(ζi)ξi
f11(ζi)ξi f12(ζi)ξi f11(ζi)ξ
2
i

 (5)
is the scaled Fisher information at ξi. The basic elements f11, f12, and f22 are the
scaled Fisher information elements for the distribution Φ, and ζi is the standardized
log censoring time at ξi. For Type I censoring,
ζi =
log(tc)− µi
σ
=
log(tc)− β0 − β1ξi
σ
, (6)
where tc is the speciﬁed censoring time. For Type II censoring,
ζi = Φ
−1(pc,i), (7)
where pc,i is the speciﬁed proportion of failures at ξi. Escobar and Meeker (1994)
provide a FORTRAN subroutine to compute the scaled Fisher information elements
f11, f12, and f22 for some commonly used log-location-scale distributions.
3.2 The Large-Sample Approximate Bayesian Criterion
With the large-sample approximation for the posterior distribution and the posterior
variance (3), the criterion (2) for Bayesian ALT planning can be approximated as
C(D) ≈ −
∫
cT
[
S−1 + Iˆθ(D)
]−1
c d(p(θ̂)), (8)
where Iˆθ(D) is Iθ(D) evaluated at θ̂ and p(θ̂) is the Bayesian predictive distribution
of the ML estimator θ̂ (obtained by integrating the sampling distribution of θ̂ with
respect to the prior distribution of θ). Because the large-sample approximate poste-
rior variance depends on the data only through the ML estimator θ̂, the preposterior
expectation of the data can be obtained by taking the expectation over p(θ̂). The
distribution p(θ̂) can be represented as a convolution of the prior distribution of θ
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and the distribution arising from estimation of θ from the data,
p(θ̂) =
∫
p(θ̂|θ)ω(θ)d(θ),
but the distribution p(θ̂|θ) is generally intractable. As the sample size increases,
however, θ̂|θ converges to θ in distribution, so that p(θ̂) converges to the prior dis-
tribution ω(θ). Substituting ω(θ) for p(θ̂) in (8) gives
C(D) ≈ −
∫
cT
[
S−1 + Iθ(D)
]−1
c d(ω(θ)). (9)
This approximation has also been used in literature for other Bayesian design prob-
lems (e.g., Clyde, Mu¨ller, and Parmigiani 1995). The approximation in (9) reduces
the calculation of the preposterior expectation to an integration having the dimen-
sion of the number of model parameters (three in this case), instead of an integration
having the dimension of the data t, as in (2). Moreover, the integrand in the criterion
in (9) is similar to the expression for the traditional c-optimum design.
For Bayesian optimum design in nonlinear problems, the number of design points
generally has no theoretical upper bound (e.g., see Chapter 19 of Atkinson and
Donev 1992 as well as the discussions in Section 5.2 of Chaloner and Verdinelli 1995).
Thus a sequential numerical search for diﬀerent number of accelerating variable levels
must be applied and the General Equivalence Theorem (GET) by Whittle (1973) pro-
vides a method to verify that the plan obtained is globally optimum or approximately
globally optimum (e.g., with a number of levels that is not equal to the optimum num-
ber of levels, the numerically optimized criterion value may be near to the globally
optimum criterion value).
4 The General Equivalence Theorem for the Bayesian
ALT Planning Problem
This section brieﬂy reviews the GET due to Whittle (1973) and its application to the
Bayesian ALT planning problem. For more detailed discussions of the GET and appli-
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cations in non-linear design problems, see Dubov (1977), Chaloner and Larntz (1989),
Atkinson and Donev (1992), and Chaloner and Verdinelli (1995). For traditional
optimum design theory and similar equivalence theorems for linear problems, see
Fedorov (1972).
The general design problem covered by the GET considers the maximization of
a concave function C(η) with respect to a probability measure η in the set of all
probability measures Ξ on the design space X (possibly in high dimension). Deﬁne
the directional derivative of C(η) at measure η in the direction of an alternative
measure η′ as
d(η, η′) = lim
ε↓0
C((1− ε)η + εη′)− C(η)
ε
.
The function C(η) is said to be diﬀerentiable at η if d(η, η′) is linear in η′, and
d(η, η′) =
∫
d(η, ηx)η
′(dx),
where ηx is a one-point measure which has unit mass at a single point x. Let d(η, x)
denote d(η, ηx). In this paper, we refer to d(η, x) as the derivative function of C(η)
at measure η. Then the GET states, in the notation of this paper, the following.
Theorem (Whittle 1973)
(I) If C is concave, then an optimum design η∗ can be equivalently characterized by
any of the following three conditions:
(a) η∗ maximizes C.
(b) η∗ minimizes supx∈X d(η, x).
(c) supx∈X d(η
∗, x) = 0.
(II) The point (η∗, η∗) is a saddle point of d in that
d(η∗, η1) ≤ 0 = d(η∗, η∗) ≤ d(η2, η∗) for η1, η2 ∈ Ξ.
(III) If C is also diﬀerentiable, then the support of η∗ is contained in the set of x for
which d(η∗, x) = 0, in that d(η∗, x) = 0 almost everywhere in η∗ measure.
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This GET was proven by Whittle in the context of linear design problems. With some
additional mild regularity conditions, however, the proof also applies to more general
non-linear design problems. See Dubov (1977) and Chaloner and Larntz (1989) for
more detailed discussions. In Bayesian ALT planning, the criterion (9), deﬁned on the
set of all measures D on [0, 1], is a concave function. Also, (9) satisﬁes the regularity
conditions mentioned in Chaloner and Larntz (1989). Therefore, the GET applies.
Equation (9), when properly transformed, is similar to a speciﬁc case of the φ2 design
criterion in Chaloner and Larntz (1989). The derivative function of (9) at ξ is
d(D, ξ) =
∫
cTV (θ, D)V (θ, Dξ)
−1V (θ, D)c d(ω(θ)) + C(D), (10)
where V (θ, D) =
[
S−1 + Iθ(D)
]−1
and Dξ is the one-point design in which all the
samples are tested at variable level ξ. In general, ξ can be a vector but in our
single-variable ALT model, it is a scalar. Thus, given a particular ALT plan D, the
directional derivative (10) can be evaluated for all ξ in the standardized experimental
region [0, 1] and properties can be studied in comparison with the GET condition (Ic)
and (III). This provides a method for verifying whether a particular plan is optimum
or not.
5 Numerical Example
This section presents a speciﬁc numerical example to illustrate the Bayesian ALT
planning methods developed in previous sections. This example, with a Weibull dis-
tribution and Type I censoring, extends Example 20.1 in Meeker and Escobar (1998).
We use informative prior information for the slope parameter and diﬀuse prior infor-
mation for the other two parameters. As described in Section 2.2, knowledge of the
physical/chemical properties of the failure mechanism usually provides such informa-
tion in practice.
15
5.1 Problem Description
Suppose that the engineers responsible for the reliability of a new type of adhesive
bond need to estimate the p = 0.10 quantile of the lifetime distribution at 50◦C. A
sample of n = 300 units is available and the testing time is restricted to six months
(tc = 183 days, so that the log censoring time is log(tc) = 5.2). No failures would be
expected for testing done at 50◦C. Thus an ALT using higher than usual temperatures
is proposed to accelerate the test.
The engineers suggest that the Weibull distribution is adequate for modelling the
lifetime distribution, based on the past successful usage for similar adhesive bonds.
This implies an SEV distribution for the log-lifetime. In addition, based on the
failure-causing chemical reaction mechanism that causes failure, the Arrhenius rela-
tionship is expected to be adequate to describe the temperature acceleration relation-
ship up to 120◦C. Thus, the acceleration model can be expressed as µ = γ0 +γ1x and
x = −11605/(temp ◦C + 273.15), with the experimental region between xU = −35.9
and xH = −29.5. In practical problems, γ1 is negative, implying more failures at
higher temperatures. Here 11605 is the reciprocal of Boltzmann’s constant in units of
electron volts per degree ◦C and is used so that |γ1| can be interpreted as the eﬀective
activation energy of the chemical reaction in units of electron volts.
5.2 Speciﬁcation of the Prior Distribution
Because the eﬀective activation energy is a characteristic of a known failure mecha-
nism, the engineers could be expected to have useful prior information for the slope
parameter. Extending Example 20.4 from Meeker and Escobar (1998), suppose that,
based on previous tests of similar adhesive bonds, the engineers suggest that the
uncertainty in the activation energy can be described by a lognormal distribution
with a median of |γ1| being 0.7231 and a standard deviation 0.08. Standardization
gives a median of −β1 being 0.7231(xH − xU) = 4.62 with a standard deviation
of 0.08(xH − xU ) = 0.5. This prior information is to be used in the estimation of
16
the quantile of interest in the current ALT, and also provides important informa-
tion for planning purposes. Additionally, the engineers expect something like 0.1%
of the tested bonds to fail in six months at 50◦C, but there is considerable uncer-
tainty for this value. The Weibull shape parameter is thought to be near 1.757 (so
that σ ≈ 1/1.757 = 0.57), but the engineers also lack precise information about this
parameter except that the Weibull shape parameter is likely to be greater than 1
(corresponding to an increasing hazard function for the tested bonds). Using the
p = 0.001 quantile of the lifetime distribution at use condition and σ as the indepen-
dent parameters, in a Bayesian framework, we propose relatively diﬀuse lognormal
prior distributions for tp(xU) and σ. Thus, the prior information is speciﬁed in terms
of an independent tri-variate lognormal distribution for θ = (tp(xU ), σ,−β1)T , as
discussed in Section 2.2. Table 1 summarizes the proposed prior information and the
corresponding log-location-scale hyperparameters. The standard deviations of tp(xU)
and σ are chosen so that their distributions are relatively diﬀuse, corresponding to
a central 95% probability region for the 0.001 quantile roughly being 10 days to 9.4
years, and a central 95% probability region for the Weibull shape parameter roughly
being between 0.9 and 3.3 (which is also a relatively wide range for a Weibull shape
parameter in real problems involving adhesives that fail from chemical degradation).
Table 1: Independent tri-variate lognormal prior information for θ and the corre-
sponding log-location-scale hyperparameters
Proposed Prior Info Hyperparameter
θ Median Std. Deviation µθ σθ
tp(xU) 183 1630 5.2 1.5
σ 0.57 0.20 −0.56 0.32
−β1 4.62 0.50 1.53 0.11
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5.3 Numerical Search for A Two-Point Optimum Plan
The criterion in (9) can be used to ﬁnd the optimum plans for the ALT experiment.
With the particular problem speciﬁcation, the criterion is a function of the plan D.
For a given D the criterion value is a three-dimensional integration over θ. Numerical
methods need to be applied to optimize the criterion. Because no upper bound is
available for the number of variable levels k in the optimum design, we search for the
plan maximizing the criterion by doing a sequence of ﬁxed-k optimizations (called
k-point designs), increasing k as necessary. For each k-point design, a speciﬁc design
space is constructed in terms of πi and ξi, i = 1, ..., k, with constraints
∑
πi = 1 and
0 ≤ πi, ξi ≤ 1. For designs with k > 1, we place the k points in such an order that the
lowest point is at ξL, the highest point is at ξH , denoting the intermediate points by
ξM1 ≤ ξM2 ≤ ... ≤ ξM,k−2, as appropriate. The criterion is maximized over the design
space. In practical ALT experiments, the censoring at the use condition is usually
heavy, as in this example (so that ALT is needed). This generally implies that one of
the optimum design points is the highest allowable variable level (ξH = 1). Therefore,
we deﬁne ξH = 1 as a ﬁxed level to reduce the optimization space for each k-point
design. Whether the reduction provides an optimized k-point design or not can be
veriﬁed by optimizing over the (k+1)-point designs with πH = 0 to see if ξM,k−1 = 1.
Figure 1 shows a contour plot of the scaled criterion C(ξL, πL)/|C(ξ∗L, π∗L)|, where
C(ξ∗L, π
∗
L) = max
ξL,πL
C(ξL, πL), when optimizing over two-point designs (k = 2). This
contour plot is constructed over the two-dimensional space of ξL and πL. Because
ξH = 1 is ﬁxed and πH = 1− πL is constrained, the two-point optimization problem
has two degrees of freedom and can be speciﬁed as ﬁnding the optimized combination
of ξL and πL to maximize the criterion in (9). The ‘+’ point in Figure 1 indicates the
position of the maximum found at ξ∗L = 0.671 and π
∗
L = 0.501, having the criterion
value C(D∗) = −0.151024. This two-point optimum test plan is summarized in
Table 2.
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Figure 1: Contour plot of the two-point ALT designs showing the scaled criterion
C(ξL, πL)/|C(ξ∗L, π∗L)|, where C(ξ∗L, π∗L) = max
ξL,πL
C(ξL, πL), as a function of ξL and πL,
when ξH = 1 is ﬁxed. The point mark with a ‘+’ shows where the criterion reaches
its maximum value. The optimized two-point plan D∗ is shown in Table 2.
Table 2: Two-point optimum ALT plan D∗ to estimate t.1(xU)
Level Allocation
Condition Temp Standardized Proportion Number
i (◦C) ξi πi ni
Use 50 0.000
Low 94 0.671 0.501 150
High 120 1.000 0.499 150
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5.4 Numerical Search for A Three-Point Optimum Plan
To obtain insight into the optimality problem of these ALT plans and to assess sen-
sitivity to the number of points in the design, we also optimize over a three-point
test plan. In three-point designs (k = 3), with the same constraints for ξH and πH ,
the optimization problem has four degrees of freedom and can be speciﬁed as opti-
mizing the lower and middle points. Figure 2 gives a proﬁle maximum contour plot
for the three-point optimization. The proﬁle is constructed in the two-dimensional
space of ξL and πL. The surface is the scaled criterion maximized over the middle
point Cp(ξL, πL)/|max
ξL,πL
Cp(ξL, πL)|, where Cp(ξL, πL) = max
ξM ,πM
C(ξL, πL, ξM , πM) with
the constraints that ξL ≤ ξM ≤ ξH = 1 and 0 ≤ πM ≤ (1 − πL). Figure 2 shows
that, instead of having a point maximum as in the two-point contour plot, there is
an “L”-shaped ridge (shown as the dotted lines) along which the criterion is at its
maximum. Along the ridge, πL = 0 when ξL is lower than a particular ξ
∗
L and ξL = ξ
∗
L
when πL is lower than a particular π
∗
L. In this case ξ
∗
L and π
∗
L have the same values
as in Table 2, and all of the points on the ridge correspond to the same reduced
two-point design where only one lower level appears at ξ = ξ∗ and the allocation at
the level is π = π∗. When πL = 0, there is no allocation to the lower point and the
problem is a reduced two-point optimization problem. When ξL = ξ
∗
L, the middle
point collapses to the lower level, again implying a reduced two-point optimization.
Thus, with respect to the criterion (9), a reduced two-point design, along the ridge,
is found to be optimum within the class of three-point designs. The optimized plan
is found again as D∗ in Table 2, with the same maximum value Cp(D∗) = −0.151024.
We can also see from Figure 2 that, in this particular example, the optimization
criterion surface is somewhat ﬂat near the maximum. For example, for a three-
point design with ξ = 0.5, 0.7, 1.0 and allocation π = 0.1, 0.4, 0.5 respectively, the
criterion value is −0.151562, only 0.4% below the maximum. While the optimized
two-point design is obviously better than one-point designs (with criterion maximized
at ξ1 = 0.847, as C(ξ1) = −0.243533), the optimized two-point design is only slightly
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Figure 2: Proﬁle maximum contour plot of the three-point ALT designs showing the
scaled criterion maximized over the middle point, Cp(ξL, πL)/|max
ξL,πL
Cp(ξL, πL)| with
Cp(ξL, πL) = max
ξM ,πM
C(ξL, πL, ξM , πM), as a function of ξL and πL, when ξH = 1 is
ﬁxed and constraints ξL ≤ ξM ≤ ξH , πi ≥ 0, and
∑
πi = 1 apply. The dotted line
indicates a ridge on which Cp(ξL, πL) reaches the maximum value, according to a
reduced two-point design.
better than the three-point designs in the nearby region of the optimum design.
Nevertheless, the reduction to a two-point design from a three-point optimization
suggests that the optimized two-point design may be a global optimum design (it is
still possible, although doubtful, that the global optimum design could have more
than three levels).
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Figure 3: Derivative function d(D∗, ξ) of the criterion (9) at the obtained optimum
plan D∗.
5.5 Derivative Function at the Optimum Plan
The GET in Section 4 can be used to verify the global optimality of the plan D∗ ob-
tained numerically, in terms of the derivative function d(D∗, ξ) in (10) of the criterion
in (9) evaluated at D∗. Figure 3 illustrates how this function d(D∗, ξ) varies with ξ in
the standardized experimental region [0, 1]. We can see that indeed d(D∗, ξ) has the
maximum value of 0, satisfying condition (Ic) of the GET. Also, the maximum value
of 0 is achieved at the two design levels ξL and ξH of D
∗, satisfying the property of
an optimum design stated in the GET part (III). Thus, according to GET, the D∗ in
Table 2 is the optimum plan.
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5.6 Compromise Test Plans
Nelson and Kielpinski (1976) and Meeker and Escobar (1998) suggest compromise test
plans that are motivated by the optimum test plans, but, for practical reasons, use
three levels of the accelerating variable. Table 3 provides a 20% optimized compromise
three-point ALT plan for the adhesive bond example, where a third level, with a
ﬁxed 20% sample allocation, is constrained midway between the lower and higher
levels on the ξ scale. The optimized criterion value from this compromise plan is
C(D) = −0.152270, only a 0.8% decrease from the global optimum. Such a plan,
with more than two levels of of temperature, would be preferred in practice.
Table 3: 20% optimized compromise three-point ALT plan to estimate t.1(xU)
Level Allocation
Condition Temp Standardized Proportion Number
i (◦C) ξi πi ni
Use 50 0.000
Low 89 0.610 0.334 100
Middle 104 0.805 0.200 60
High 120 1.000 0.466 140
6 The Eﬀect of Changing Inputs
This section investigates the eﬀect on the optimum design of various changes to the
test-planning inputs.
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6.1 Eﬀect of Changing the Amount of Prior Information
Available for the Slope Parameter
For simple linear regression with Type I censoring, non-Bayesian optimum plans
generally have two points (see Meeker and Nelson 1975 and Meeker and Escobar 1998
Chapter 20). When the slope parameter is given, however, testing the entire sample
at xH will give the most precision because it has the smallest probability of censoring.
In the extreme case of a given slope parameter β1,
S−1 =

 S−1(β0,σ) 0
0T ∞

 ,
where S−1(β0,σ) is the prior precision matrix for (β0, σ)
T and the precision for β1 is inﬁnite
in the sense of approaching from below (therefore we use the deﬁnition 0×∞ ≡ 0).
Then, (9) reduces to
C(D) = −
∫ [
1,Φ−1(p)
] [
S−1(β0,σ) + I(β0,σ)(D)
]−1  1
Φ−1(p)

 d(ω(β0, σ)), (11)
where I(β0,σ)(D) is now the summation of the Fisher information for the two remaining
parameters (β0, σ)
T over all levels of the accelerating variable, with F deﬁned for
(β0, σ) being
Fi,(β0,σ) = Fi,(µi,σ) =

 f11(ζi) f12(ζi)
f12(ζi) f22(ζi)

 .
Increasing the standardized censoring time ζ will increase the information reﬂected
in I(µ,σ) for a single distribution (in terms of any inner product of nonzero vectors for
the positive deﬁnite matrix). Thus, for any possible (β0, σ)
T , the criterion in (11) is
maximized when all samples are tested at ξ = 1, where ζ is as large as possible (see
(6)). This results in a one-point optimum test plan at xH , which is consistent with
the non-Bayesian given-slope optimum planning results.
With less prior information, the prior distribution becomes more diﬀuse. Figure 4
gives a visualization, for the particular example in Section 5, showing how the opti-
mum ALT design is aﬀected by diﬀerent amounts of prior information for the slope
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Figure 4: Contour plots of C(ξL, πL)/|C(ξ∗L, π∗L)| in two-point ALT plans showing the
change of the optimum design as a function of the prior coeﬃcient of variation on β1.
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parameter. Contour plots of C(ξL, πL)/|C(ξ∗L, π∗L)| from two-point designs are shown
as the prior precision of the slope parameter varies (in terms of the coeﬃcient of vari-
ation (CV) CVβ1). With a diﬀuse prior distribution (e.g., CVβ1 = 0.5 with a central
95% prior interval of [1.6, 10.5] on β1), we ﬁnd that the optimum design is still a
two-point design, with more than two thirds of the samples allocated to ξL. As prior
information on β1 becomes more informative, CVβ1 becomes smaller, πL becomes
smaller, and more samples are allocated to ξH , taking advantage of the information
on β1 and allowing the accumulation of more information from the higher propor-
tion of failures at ξH . In the extremum, ξL approaches ξH = 1 and πL approaches
0, concentrating all testing at ξH = 1. Indeed, before reaching this extreme, when
CVβ1 decreases to about 2%, within practical accuracy, the optimum design becomes
a one-point test at ξH .
As shown in Chapter 19 of Atkinson and Donev (1992) and Section 5.2 of Chaloner
and Verdinelli (1995), it is possible, under a nonlinear model, to have optimum
Bayesian designs with more than two points. We expect that this could happen
in our model with a highly diﬀuse prior distribution for all parameters (i.e., let CVβ1
in Figure 4 be much larger than 0.5). The design results are found to be highly sen-
sitive to the way the diﬀuse prior is speciﬁed. thus such plans are of little practical
interest. Such a situation diﬀers from the non-Bayesian locally optimum approach
(where either a one-point or a two-point design would be optimum) in that particular
planning values are replaced by the information in the diﬀuse prior distributions. In
most practical situations using reasonable amounts of prior information (even if rather
diﬀuse), the optimum (approximate optimum) design for the simple linear regression
model, using the setup in this paper, can be expected to be a two-point design.
6.2 Eﬀect of Censoring
Censoring in ALT experiments plays an important role in determining the optimum
plans. Without censoring (i.e., no time limit for testing) it would be natural to
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Table 4: Two-point optimum ALT designs for diﬀerent censoring times tc (as well as
the values of log(tc) and the expected standardized log censoring time ζ(xU) evaluated
at prior means), with the setup in Section 5
Two-Point Optimum Design
tc log(tc) ζ(xU) ξL πL ξH πH
91 (3 Months) 4.5 −8.1 0.71 0.38 1.00 0.62
183 (6 Months) 5.2 −6.9 0.67 0.50 1.00 0.50
730 (2 Years) 6.6 −4.6 0.57 0.66 1.00 0.34
Very Large 103 1.7× 103 0.00 1.00
put all samples under test at xU to avoid the estimation variation from the slope
parameter. Table 4 gives the optimum designs for a few diﬀerent censoring times, for
the particular setup in Section 5. With very light censoring (essentially no censoring),
the optimum design is a one-point design at xU (i.e., ξL = 0 and πL = 1, putting
all resources at the use conditions). With heavy censoring, the optimum designs are
two-point designs, and less censoring leads to lower ξL and more samples allocated
to ξL. The optimum design changes in this way because, with less censoring, more
failures are available at lower levels of ξ and optimum precision is gained with more
samples allocated to a lower ξL, reducing the variation from the uncertainty of the
slope parameter.
6.3 Eﬀect of Sample Size
From criterion (9) we can see that the sample size n, relative to the amount of prior
information, also plays a role in inference (and thus in design as well). The larger the
sample size, the more information the current experiment provides and the smaller
the eﬀect the prior information has in inference. Table 5 gives two-point optimum
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Table 5: Two-point optimum ALT designs for diﬀerent sample sizes n, with the setup
in Section 5
Two-Point Optimum Design
n ξL πL ξH πH
30 0.59 0.27 1.00 0.73
100 0.64 0.41 1.00 0.59
300 0.67 0.50 1.00 0.50
1000 0.70 0.55 1.00 0.45
designs for diﬀerent sample sizes, based on the example in Section 5. Table 5 shows
that, as the sample size increases, a larger proportion of units is allocated to ξL. This
is because the relative eﬀect of the prior information for the slope parameter is smaller
in inference as the sample size increases. This causes a higher proportion of samples to
be allocated to ξL for optimized precision in order to reduce the uncertainty resulting
from having relatively less information about the slope parameter.
The optimum ξL increases with a decreasing rate as n increases. This is because
the small amount of prior information on the lifetime distribution parameters (al-
though diﬀuse relative to the information for the slope parameter) also becomes less
important in inference so that (in competing with the eﬀect of less prior information
for the slope parameter) ξL increases slightly to generate more failures. As n in-
creases, so that the prior information is ignorable in inference, the resulting optimum
design approaches the optimum design for which the available prior information is to
be used in design but not in inference (similar to the approach used in Chaloner and
Larntz 1992).
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7 Comparison with Non-Bayesian Optimum Plan-
ning
In non-Bayesian optimum ALT planning, no prior information is used for the infer-
ence, but the Fisher information matrix depends on the unknown parameters. Thus,
“planning values” of the model parameters are required for design purposes. Cor-
responding to the Bayesian planning discussed in this paper with criterion (9), this
roughly is the case, using the setup in this paper, when the sample size n is large com-
pared to prior precision so that S−1 (prior information) is ignorable in the inference
and the posterior variance in (9) is mainly determined by the data. Also, for design
purposes, the prior information on the model parameters is assumed to be highly
informative at the “planning values” to resemble the local optimum situation. Thus,
the integration in (9) can be approximately replaced by the integrand evaluated at
the prior modes, and the criterion reduces to the one used for non-Bayesian optimum
planning based on an asymptotic variance approximation.
With the particular example in Section 5, for illustration, we use n = 3× 108 and
0.01 prior standard deviation for each parameter in θ. The optimum plan is found
to be the two-point plan shown in Table 6. This plan is the same as that provided in
Table 20.3 of Meeker and Escobar (1998) using the non-Bayesian optimum planning
approach with “planning values” being the prior means for the same problem. This
illustrates consistency of the Bayesian method described in this paper with the non-
Bayesian approach.
8 Simulation Evaluation of a Bayesian ALT Plan
Once an ALT plan is set, the possible outcomes from the experiment are of interest.
Visualization of the variability associated with sampling distributions is of particular
interest to engineers who plan experiments, as they might not fully grasp the meaning
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Table 6: Optimum ALT plan found numerically to estimate t.1(xU), in comparison
with non-Bayesian approach
Level Allocation
Condition Temp Standardized Proportion Number
i (◦C) ξi πi ni
Use 50 0.000
Low 95 0.682 0.706 212
High 120 1.000 0.294 88
of large-sample variance computations.
For a speciﬁc experiment to be conducted, the true model parameters are constant
(and unknown). For evaluation purposes, one can simulate possible experimental
data from one set of the true model parameters and see how the possible estimation
results behave under the provided plan, for one experiment with the speciﬁed model
parameters. Such simulations, done with diﬀerent sample sizes, allow experimenters
to directly visualize the eﬀect that sample size has on estimation precision.
Alternatively, one can include the uncertainty of the true model parameters by also
simulating model parameters from the prior distribution. The marginal distribution
of all possible data can then be simulated and the expected inferences can be studied
to provide a summarization of the possible experimental results from the plan, while
allowing for parameter uncertainty described by the prior distribution. Note that the
evaluation criterion considered in this paper is the mean of the posterior variance
with respect to these marginal data.
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Figure 5: Simulations for evaluation of the optimum plan in Table 2 under the nu-
merical example in Section 5, when the true model parameters are the means of the
prior distributions.
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8.1 Simulations Based on Fixed Model Parameters
We conducted a simulation study of the optimum plan in Table 2 with the true
model parameters being the mean of the prior distribution. A total of 4000 data
sets were simulated. For each simulated data set, a Bayesian estimate of log(t.1) (the
posterior mode) was calculated. Figure 5 summarizes the results. The estimates of
t.1 as a function of temperature, for the ﬁrst 50 simulations, are plotted to give a
visualization of the estimation variation. The histograms in Figure 5 show
• All 4000 estimates of log(t.1) at the 50◦C use condition.
• Corresponding estimates of the approximate posterior variance for log[t.1(xU)]
computed from (3).
8.2 Simulations Based on Simulated Model Parameters
We also conducted simulations considering the uncertainty of the model parameters,
simulating the model parameters from the speciﬁed prior distribution. The simulation
generated 40,000 sets of model parameters from the (three-dimensional) prior distri-
bution (for suﬃcient coverage of the prior space), and for each simulated set of model
parameters, two experimental data sets were simulated (a small number of simulated
data sets can be used for each simulated set of model parameters because of the small
variation of estimation from sampling for each set of model parameters, relative to the
variation of the prior distribution). For each of the resulting 80,000 data sets, the large
sample approximate posterior precision factor for t.1(xU) was evaluated. For positive
quantities such as quantiles, a posterior precision factor is derived from the posterior
credibility interval for the positive quantity that can be approximated on the original
scale by [t˘p/R˘, t˘p× R˘], and is deﬁned as R˘ = exp[z1−α/2
√
Varposterior(log tp)], where
t˘p is a posterior estimator for tp and z1−α/2 is the (1− α/2) quantile of the standard
normal distribution. See Chapter 10 of Meeker and Escobar (1998) for more discus-
sion about this precision factor. The posterior precision factor provides an alternative
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and useful metric to describe the possible estimation precision from the data. The
results for the simulations are provided in the histogram in Figure 6. This distribu-
tion provides the experimenter with an overview of the possible estimation precision
of the quantile of interest that one can expect under the plan, based on the available
information. Because of the diﬀuse prior distributions of log(tp(xU)) and σ (little
prior information), this distribution shows a range of possible inferences coming from
the experiment. In addition, with some probability (1.2%) the model parameters can
have a large deviation from the prior means so that the experiment yields data with
no failures. In such cases, the posterior precision is essentially from the prior distribu-
tion, which causes the spike of probability on the right-hand side of the histogram in
Figure 6. Nevertheless, this probability of no failures is small, and the plan provides
reasonable precision for most cases (and with high probability the experiment could
yield very high precision corresponding to the large amount of probability for the
smaller posterior precision factor values in the histogram in Figure 6).
9 Concluding Remarks and Areas for Future Re-
search
We have presented Bayesian optimum planning methods for accelerated life testing
problems under linear models with one experimental variable, when prior information
is available on the model parameters. Planning ALTs with prior information is an
important practical problem. We use a Bayesian criterion based on the estimation
precision of a quantile of interest at use conditions for optimization. A large-sample
approximation provides a useful simpliﬁcation. The GET due to Whittle (1973) can
be used to verify that the numerically optimized plans are globally or near globally
optimum. We also show how the ideas of optimum planning can be used to generate
practical compromise test plans.
The Bayesian method described in this paper could be extended to the ALT plan-
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Figure 6: Histogram of the posterior precision factor (α = 0.05) for t.1(xU) using the
optimum plan in Table 2 under the numerical example in Section 5, when marginal
data are simulated with respect to the prior distribution.
ning problems with two or more experimental variables, as well as to the problems
with more complicated models such as nonlinear acceleration models and accelerated
lifetime models with nonconstant scale parameters. These cases also have useful ap-
plications in practical problems. In addition, methods without large-sample approx-
imation, such as simulation methods, are also of interest for exploration to validate
the results from the large-sample approximation approach. Providing eﬃcient ALT
plans with available prior information for these additional applications as well as the
exploration of validation tools that do not require large-sample approximations are
interesting areas for future research.
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