This study used an effi cient data mining algorithm, called DCIP (the data cutting and inner product method), to explore association rules between the lifestyles of factory workers in Taiwan and the metabolic syndrome. A total of 1,216 workers in four companies completed a lifestyle questionnaire. Results of the questionnaire survey were integrated into the workers' health examination reports to form an attribute database of the metabolic syndrome. Among the association rules derived by DCIP, 80% of those on the list of the top 15 highest support counts are corroborated by medical literature or by healthcare professionals. These fi ndings prove that data mining is a valid and effective research method, and that larger sample sizes will likely produce more accurate associations connecting the metabolic syndrome to specifi c lifestyles. The rules already verifi ed can serve as a reference guide for the health management of factory workers. The remaining 20%, while still lacking hard evidence, provide fertile ground for future research.
Introduction
Labourers typically cope with a considerable amount of stress at work and are at high risk for the metabolic syndrome (sometimes termed metabolic syndrome X; see below). This study conducted a questionnaire survey on the lifestyles of 1,216 employees in four companies in Taiwan. Results of the survey were integrated into these respondents' health examination records to form an attribute database of the metabolic syndrome. A data mining algorithm, called DCIP (the data cutting and inner product method), was developed to investigate associations between lifestyles and the metabolic syndrome. After modifying and improving the data mining processes, this study performed a comparison test between DCIP and the most widely used Apriori algorithm by applying both to a standard database. Both found the same association rules, but it took DCIP much less computation time. Therefore, DCIP is faster and more efficient than Apriori, while achieving the same level of accuracy. On the other hand, the lifestyle questionnaire was designed to explore risk factors leading to the metabolic syndrome. Compared with past studies that tended to examine single or very few risk factors, this questionnaire added considerable complexity to the research by including 18 attributes. The ability to analyse data involving such a large number of factors is a further benefit of association rule mining. In addition, this study conducted a review of current literature and numerous interviews with medical practitioners in order to verify the associations uncovered from the mining processes. Results, presented in a six-point summary, show that 80% of the association rules correspond to the medical literature, proving the validity and reliability of this research method. The rules found and verified in this study provide valuable information for factory workers in personal health management, while those not yet confirmed suggest what remains to be further explored in future research on the metabolic syndrome.
Literature review

Metabolic syndrome
The metabolic syndrome generally refers to a constellation of metabolic disorders, or a clustering of risk factors for cardiovascular disease. First proposed by Swedish physician Kylin in 1923, the metabolic syndrome was observed to involve three major conditions: hypertension, hyperglycaemia and hyperuricaemia (Isomaa et al. 2001) . In 1988, Gerald M. Reaven, Professor of Medicine at Stanford University, made the important discovery of the clustering tendency: certain abnormalities associated with insulin resistance tend to occur together with higher-than-chance frequency. The abnormalities include glucose intolerance, hypertriglyceridaemia, hypercholesteroalemia, hypertension, and decreased levels of high-density lipoprotein cholesterol (HDL), almost all of which increase the risk of cardiovascular disease. This clustering of risk factors, called 'Syndrome X' by Reaven, was officially recognised by the World Health Organization (WHO) in 1998 and renamed the Metabolic Syndrome (Reaven 1988) .
In 2006, the Bureau of Health Promotion in Taiwan consulted the diagnostic criteria recommended by NCEP ATP III (National Cholesterol Education Program, Adult Treatment Panel III) for the metabolic syndrome but modified the criteria for use in the Taiwanese population. In 2007, the metabolic syndrome was formally defined as the concurrent presence of three or more of the following risk factors (Bureau of Health Promotion 2007): (a) waist circumference: men ≥90 cm; women ≥80 cm; (b) blood pressure: systolic blood pressure ≥130 mmHg or diastolic blood pressure ≥85 mmHg; (c) high fasting glucose ≥110 mg/dL.; (d) low high-density-lipoprotein cholesterol: men < 40 mg/dL; women < 50 mg/dL.; and (e) high triglycerides ≥150 mg/dL.
Data mining and its application in metabolic syndrome research
Data mining can extract hidden association rules from large databases to acquire useful knowledge (Frawley, Piatetsky- 
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Shapiro & Matheus 1992, Grupe & Owrang 1995 , Smith & Pderycz 2000 . The Apriori algorithm presented by Agrawal and Srikant (1994) is a classic and most representative association mining method. With the extensive use of information technology and with database size growing exponentially, how to find the most useful associations in the shortest time possible has been an important task in research. Many scholars have significantly enhanced data mining efficiency by improving the principles and processes involved. For example, the Direct Hashing and Pruning (DHP) algorithm modifies the deletion process of Apriori by creating hash tables with hash functions (Park, Chen & Yu 1995) . Dynamic Itemset Counting (DIC) saves itemsets in the form of a lattice to reduce the computational cost that Apriori's iterative search requires. The Linear Time Closed itemset Miner (LCM) algorithm uses array lists to compress data, and then enumerates frequent itemsets recursively to improve efficiency (Uno et al. 2003) . To achieve the same goal, Transaction Identifiers are used to reduce the number of database scans and shorten scan time (Yu et al. 2010) .
With the advances in data mining techniques in recent years, scholars have started to apply them to metabolic syndrome research. For instance, Matsunaga and Muramatsu (2005) used data mining algorithms to investigate correlations between human genes and the metabolic syndrome, and, in the end, discovered 6,131 genes involved in susceptibility to the metabolic syndrome, a finding that can have important implications for future treatment. Cohen (2007) , based on the health examination database of Clalit Health Service, adopted data mining technology in a follow-up study of 340 patients with psoriasis. The study found a significant positive correlation between psoriasis and the metabolic syndrome in men over 50 years old; furthermore, in terms of possible ensuing complications, psoriasis patients were found to have a greater likelihood of developing cardiovascular disease. Lin et al. (2010) employed artificial neural network and logistic regression models to help clinical staff predict antipsychotic-induced metabolic syndrome in patients treated with the second-generation antipsychotics. The predictive models provide a cost-effective way for clinicians to identify patients suffering from minor side effects and offer early treatment, thereby making a great contribution to personalised medicine for mental illness.
A review of the literature on metabolic syndrome research reveals that, because most studies focus on one single risk factor, they are not capable of evaluating the influence and correction of multiple risk factors in as swift, systematic and comprehensive a manner as possible. Therefore, it is imperative to create a data mining system that achieves high efficiency in analysing the relationship between the metabolic syndrome and its contributing factors. While research participants could potentially benefit from preventive health care in the short term, the research findings might be instrumental in generating productive discussions and raising public awareness of the metabolic syndrome.
Method
The data cutting and inner product method
This study used DCIP to mine association rules between the metabolic syndrome and lifestyles. DCIP performed partitioning, sorting, and inner product operations to speed up the algorithm. A few attributes from the metabolic syndrome database are used to illustrate the calculation steps of DCIP.
Step 1 Data conversion
Suppose there is a total of ten workers, whose responses to the lifestyle questionnaire are listed in Table 1 . The items are converted into a Boolean matrix (Tsay & Chiang 2005 , Wur & Leu, 1999 . When a worker's responses include a corresponding code, enter '1' in the cell where the row and column intersect; if not, enter '0', as shown in Table 2 . The last row in Table 2 represents the support count of each item, while the last column on the right side of the table shows the total of all items. Step 2: Establish the first large itemsets, L 1 DCIP deletes itemsets lower than the minimum support in order to reduce the data size to be scanned. Suppose the minimum support for this example, S min , is set at 3, items A2, B1, B3, B4, C2, D1, D3, E2, R1, R3 and R4 will be deleted from Table 2 because their support counts are lower than S min , as shown in Table 3 . This step deletes unnecessary data in order to avoid redundant data scanning. The transaction items in Table 3 form the first large itemsets.
Step 3: Establish the first partition matrix
After the support counts are recalculated, the remaining items are sorted in descending order of the support count, as shown in Table 4 . To speed up the algorithm, the database is divided into a number of non-overlapping partitions (Savasere, Omiecinski & Navathe 1995) . Item MA, which has the lowest support, is selected to be the conjunctive item. ID 0001, 0003, 0004 and 0007, which contain MA, are selected to establish a new partition matrix, as illustrated in Table 5 . Table 2 : The Boolean matrix after data conversion Step 4: Establish the second large itemsets, L 2
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Items B2, D2, MB and R2 are deleted because their support counts are less than the minimum support S min . Therefore, the second large itemsets, L 2 , are composed of itemsets (MA, A1), (MA, C1) and (MA, E1), as Table 6 shows.
Step 5: Establish the third large itemset, L 3
The value of each item in Table 6 is converted into a vector. Then the items of which the inner product is bigger than the minimum support are chosen, that is
(1) where
For example, the inner product of items
2 where the vector of item A1 is (1,1,1,0) and the vector of item C1 is (1,1,0,1). Therefore, (MA, A1,C1) is not included in the third large itemset. According to equation (1), all of the inner products in Table 6 are shown as below:
Based on the inner product, the third largest itemset is established, which consists of (MA,C1,E1) Step 6: Return to the first large itemsets
After the calculation of item MA is completed in Step 5, item R2, which is to the left of MA, is selected as the next conjunctive item. The first partition matrix for R2 is established, as Table 7 shows. Steps 3 to 6 should be repeated in the same way until all items in Table 4 are processed. 
Advantages of DCIP
DCIP improves computation efficiency by partitioning the database and deleting excessive items. The algorithm's advantages are summarised below:
A. Effective database partitioning
In the case of a large database, partitioning the transactions in the database could speed up computation (Ye & Chiang 2006) . Under the constraint of a limited memory capacity, a database that is too large can be divided up into several subdatabases to be read into memory. Partitioning has the added advantage of serving as a filtering mechanism that decreases the likelihood of producing a lot of non-frequent itemsets, lest computing resources be wasted on insignificant itemsets
Research (Yu et al. 2010 ). In Table 4 , the items are sorted by support counts in descending order; items of the lowest support form the basis of a new reduction matrix. In addition to reducing the number of transactions after matching and dividing up the database into a well-defined matrix organisation, partitioning can facilitate computation by having the database downsized and computational load eased.
B. Improved matching efficiency via sorting
In the matching process, sorting can help to reduce computing steps. Take Table 8 , for example. Before C 2 computation is performed, if items are sorted by support counts first, as Table 9 illustrates, then Item A can be extracted to form a reduction matrix, as shown in Table 10 . Conversely, if items are not sorted by support counts, as displayed in Table 11 , then with the same {AD} matching, whereas only items 1 and 3 need to be checked in Table  10 , as many as 4 items need to be checked in Table 11 ( i.e. items 2, 3, 4, and 5). It is obvious that sorting by support counts can significantly reduce the computing steps in matching. 
C. A decreased number of transactions
In the computational process, DCIP will delete itemsets lower than the minimum support in order to reduce the data size to be scanned. For instance, items A2, B1, B3, B4, C2, D1, D3, E2, R1, R3 and R4 are deleted from Table 2 because their support counts are less than S min ; the mining efficiency is therefore increased as the database no longer needs to be recursively scanned. B55  C4  D8  E13  F2  G2  A91  B52  C15  D22  E11  F0  G2  A87  B71  C32  D19  E27  F1  G1  A89  B77  C26  D20  E19  F2  G1  A89  B67  C5  D17  E14  F1 
Performance of DCIP on a standard database
This study used the BUPA Liver Disorders dataset taken from UCI Machine Learning Repository (http://archive.ics. uci.edu/ml/) to serve as a standard database. The dataset contains 345 samples with seven attributes. The first five attributes are blood test results thought to be related to liver disorders. The first code is a letter of the alphabet denoting a specific blood test, while the second code indicates the test value. The sixth attribute refers to the 'number of halfpint equivalents of alcoholic beverages drunk per day' (F+ number of alcoholic drinks). The seventh attribute, coded as 1 or 2 (G + class code), represents the class of the patients, as shown in Table 12 . When Apriori and DCIP were both applied to the standard database, the two algorithms found exactly the same association rules. The result confirms the accuracy of the DCIP method. Figure 2 shows the running time of the two algorithms. When the support count is 2, DCIP runs approximately 60 times faster than the Apriori algorithm.
The sample
The prevalence rate of the metabolic syndrome for adults below 40 years old in Taiwan does not exceed 10 % (Chuang, Chen & Chou 2004) . Therefore, to have a sufficient sample size for data mining and to facilitate support counting, this study chose to focus on workers in the 40-60 year-old range at four companies in Taiwan. First, the 2010 health examination records of this group of workers were examined, based on the official diagnostic criteria to identify people with the metabolic syndrome, as shown in Table  13 . A questionnaire survey was then conducted to solicit information on lifestyle patterns of the factory workers. The questionnaire includes questions about 18 lifestyle attributes, such as smoking, sleep, diet, shifts and so forth. Each attribute is represented by a code. All of the 1,216 respondents completed and returned the questionnaire (i.e., 100% response rate) to the factory nurses. Results of the lifestyle survey are listed in Appendix 1. With the staff ID serving as the primary key, personal records in relation to the metabolic syndrome (Table 13 ) and survey results from the lifestyle questionnaire (Appendix 1) are integrated into an attribute database of the metabolic syndrome, as shown in Table 14 .
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(1) Rules 1, 6, 9
In a study focused on the US population, Park and Palaniappan (2003) discovered that the metabolic syndrome is significantly more prevalent in people with higher BMI values. Moreover, he found that people with a BMI above 35 are 34.5 times as likely to have the metabolic syndrome as people with a normal weight . While analysing the sample health examination database, this study also found the BMI values to be positively related to the metabolic syndrome, as indicated in Figure 4 :
People with a family history of diabetes or high blood pressure have a much higher risk of the metabolic syndrome (Liese, Mayer-Davis & Duncan 1997) . This study found that, among the metabolic syndrome patients at the companies, workers with a family history of high blood pressure have the highest probability (76%) of contracting the syndrome, while those with a family history of diabetes have the second highest probability (18%).
(2) Rules 2, 10
This study defines 'vigorous physical exercise' as sustained physical activity of 20-30 minutes or more that leads to perspiration and an increase in heart rate. In sum, it refers to high-intensity exercise. In his research on middle-and old-age people, Sunam and Motoyama (1999) observed that those who do vigorous physical activity every week experience dramatic increases in high-density lipoprotein (HDL) cholesterol levels. Rennie and McCarthy (2003) compared people that engage in exercise of varying intensity every week, and discovered that those who do not do vigorous exercise have a higher percentage of having the metabolic syndrome. Therefore, moderate amounts of highintensity exercise every week could effectively reduce the likelihood of the metabolic syndrome. These rules could provide valuable support in employee health programs and in campaigns aimed at promoting good exercise habits.
(3) Rules 4, 14
While examining the prevalence rates of the metabolic syndrome among adult males and females in Taiwan, Hwang, Bai and Chen (2006) discovered that, before 60 years old, men have higher rates than women. This is primarily because before ceasing menstruation certain female hormones help trigger metabolism to burn body fat, thereby reducing the occurrence of the metabolic syndrome. All of the subjects in this study fall within the 40-60 year-old 
Results and discussion
This study divided a large database into smaller, more manageable units, as
Step 3 demonstrates (Savasere, Omiecinski & Navathe 1995) . While the database is being partitioned, the support counts are used to determine the best data processing sequence. The sorting procedure also helps to reduce the number of recursive runs. DCIP employs a Boolean matrix for event description, whereby irrelevant items are deleted to reduce the number of recursive scans. Hence, in
Step 2, items A2, B1, B3, B4, C2, D4, D6, E2, and R2 are deleted. Furthermore, database partitioning increases calculation speed. This is illustrated in
Step 3 where items in Table 8 are sorted. All of the steps described above can effectively enhance data mining efficiency. Figure 3 shows that, with different support counts, DCIP consistently uses up a lot less calculation time than Apriori, thus proving that the efficiency of DCIP is superior to that of the traditional Apriori algorithm.
The study employed data mining techniques to perform cluster analysis on risk factors of the metabolic syndrome. High-frequency risk factors were included in the same clusters to facilitate calculation of the association between these factors and the metabolic syndrome. The association rules derived by DCIP are listed in Table 15 . This study focused on rules with greater importance than others, and therefore examined only those with support ≥5%, confidence ≥50%, Lift ≥1 and False-Positive ≥0.25.
To verify the association rules extracted from the sample, the study reviewed the pertinent medical literature and interviewed the five doctors working at the on-site clinics. The five doctors include two general practitioners and three physicians specializing in internal medicine. The association rules listed in Table 14 are analysed below:
Research age range. Among them, 31.92% are men with the metabolic syndrome, while women with the disease make up 15.95%. Apparently, men have a higher prevalence rate than women, as shown in Figure 5 .
(4) Rules 3, 11
Shift work raises BMI and causes impaired serum lipid metabolism (Marchesini, Brizi & Bianchi 1996) , which includes lowered high-density lipoprotein cholesterol and raised triglycerides, so much so that it increases the risk for the metabolic syndrome.
(5) Rules 12, 13
Sedentary jobs in the sample companies involve mostly upper-body movements. These jobs often include work performed in a seated position that requires good use of hands and fingers. As people with this type of work have no need to move around much, they usually do not have sufficient daily exercise. Therefore, sedentary jobs are associated with lack of exercise. Durstine and Haskell (1994) also pointed out regular physical exercise could significantly speed up the metabolic rate and raise high-density lipoprotein (HDL) cholesterol, which result in decreased low-density lipoprotein cholesterol and lower triglycerides. Hence, people who do not engage in any regular exercise every week have greater likelihood of getting the metabolic syndrome.
(6) Rule 15 Park and Lee (2006) found that, irrespective of gender, those who have smoking habits and those who quit have 1.3-1.8 times the risk for the metabolic syndrome. While metabolic syndrome research in the past has helped to shed light on single risk factors, this study used data mining techniques to explore double risk factors. In this way, workers whose lifestyle contains both risk factors could take greater precautions to prevent the metabolic syndrome.
A review of the medical literature and discussions with physicians reveal that little research has been conducted to directly address or corroborate Rules 5, 7, and 8. Rule 5 indicates that males who do not drink coffee have a support count of 8.97% for the metabolic syndrome. It is worth exploring in further research whether drinking coffee reduces the risk of the metabolic syndrome. Rule 7 shows that people who do not drink alcohol and eat fruit once or twice a week have a support count of 8.27%. The implication seems to be that drinking alcohol is associated with a lower rate of metabolic syndrome. Besides, fruit and vegetable consumption has been proven to reduce the risk of cardiovascular disease. Hence, it seems reasonable to assume that a good intake of fruit could reduce the chance of developing the metabolic syndrome. According to Rule 8, BMI values are positively associated with the rate of metabolic syndrome, but whether the amount of sleep has the same effect might be a good topic for future research on health management.
Conclusion
DCIP speeds up the search in the mining process by partitioning the database and by deleting items whose support counts are lower than the minimum support, as well as transactions whose item number is lower than 2. Besides, DCIP sorts items in the order of their support value. In such a way, the items to be processed are reduced considerably and so is the search time, due to deletion of repetition. Both DCIP and Apriori are capable of generating the same association rules, but it is evident that DCIP has better efficiency than Apriori. In addition to enhanced algorithm efficiency, this study investigated association rules between the lifestyles of 1,216 Taiwan factory workers. About 80% of the top 15 association rules are in agreement with the medical literature and with the professional knowledge of on-site physicians at the factories. These findings could provide valuable guidance to factory workers for personal health management and to factory nurses in health education programs. As for the remaining 20% of the rules that have not yet been validated, they encompass a relatively unexplored territory that should be examined in future research on the metabolic syndrome. Restricted to the data obtained from one local area, this study, although limited in scope, could serve as a model for future studies with larger sample sizes in disclosing more hidden links between lifestyles and metabolic syndrome. 
