Spectrum sensing in a large-scale heterogeneous network is very challenging as it usually requires a large number of static secondary users (SUs) to obtain the global spectrum states. To tackle this problem, in this paper, we propose a new framework based on Bayesian machine learning. We exploit the mobility of multiple SUs to simultaneously collect spectrum sensing data and cooperatively derive the global spectrum states. We first develop a novel non-parametric Bayesian learning model, referred to as beta process (BP) sticky hidden Markov model (SHMM), to capture the spatial-temporal correlation in the collected spectrum data, where the SHMM models the latent statistical correlation within each mobile SU's time series data, while the BP realizes the cooperation among multiple SUs. Bayesian inference is then carried out to automatically infer the heterogeneous spectrum states. Based on the inference results, we also develop a new algorithm with a refinement mechanism to predict the spectrum availability, which enables a newly joining SU to immediately access the unoccupied frequency band without sensing. Simulation results show that the proposed framework can significantly improve spectrum sensing performance compared with the existing spectrum sensing techniques.
I. INTRODUCTION
T HE current wireless revolution is fueling an insatiable demand for access to radio frequency spectrum. The rapidly emerging wireless systems, such as 5G cellular networks and machine-to-machine communications for new Internet of Things applications, are all competing for the limited spectrum resources. Cognitive radio (CR) [1] - [4] is a promising paradigm Z. Chen is with CSIRO DATA61, Marsfield NSW 2122, Australia (e-mail:, zhuo.chen@csiro.au).
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Digital Object Identifier 10.1109/TSP.2018.2870379 to increase the spectrum usage efficiency and alleviate spectrum scarcity problems in wireless networks. In a CR network (CRN), spectrum sensing is widely recognized as the most critical function, which enables secondary users (SUs) to detect spectrum holes [1] and opportunistically access the idle spectrum. In the envisioned future wireless networks and applications, a CRN could cover a large area, involving multiple primary users (PUs). Due to many factors such as path loss, shadowing, and fading, at any given time, the spectrum status observed by different SUs at different locations within a CRN may vary significantly, also depending on whether SUs are located within or out of the transmission ranges of PUs. This renders the heterogeneous property (see Fig. 1 for further exposition), entailing great difficulty in accurately sensing and predicting the spectrum availability at any given location. This difficulty is particularly prominent for a single SU or non-cooperative sensing cases [5] . To acquire the accurate heterogeneous spectrum states that SUs might experience, cooperative spectrum sensing (CSS) concept [6] - [9] was introduced, where a group of spatially distributed SUs collaborate and exchange sensing information with each other. Various CSS frameworks and approaches have been proposed in recent years. In [10] , the authors proposed an optimal soft combination scheme based on the Neyman-Pearson criterion to fuse the weighted local spectrum sensing data. A two dimensional sensing scheme was proposed in [11] , where an optimal spatial-temporal sensing window is determined to linearly fuse spectrum sensing data and discover spatial-temporal opportunities for SUs. In [12] , a joint spatial-temporal data fusion scheme with an optimal fusion range was proposed to minimize the average detection delay. CSS based on supervised and unsupervised machine learning algorithms was investigated in [13] , and compared in terms of receiver operating characteristic (ROC), i.e., probability of false alarm versus probability of detection. In [14] and [15] , the combination of infinite Gaussian mixture model and CSS is proposed to detect the primary user emulation attacks in the CRN and enable indoor device-todevice communication, respectively. In addition to the centralized approaches in [10] - [15] , distributed CSS approaches also draw great attention. In [16] , the authors proposed a distributed CSS scheme based on a hierarchical Dirichlet process, where the spectrum available in a CRN is discovered by exploiting the spatial relationship among the spectrum sensing data. Based on the basis expansion model of the power spectral density, a distributed CSS scheme was proposed in [17] , where the sensing task is reduced to estimating a sparse vector of parameters. The unoccupied frequency band is then revealed by the estimation of those parameters.
However, it is worth noting that these CSS schemes made the assumption that all SUs were static. In a large-scale heterogeneous CRN, this prerequisite requires the deployment of a massive number of static SUs to conduct spectrum sensing simultaneously, which is either infeasible or very costly for implementation. On the other hand, mobility is one of the most important characteristics inherent to SUs in wireless networks. Some initial results [18] verified that SU mobility could significantly increase spatial-temporal diversity of received signals in various wireless environments. Based on SU mobility, a clustering algorithm was proposed in [19] , and shown to improve the sensing reliability and throughput relative to the static scheme. The work in [20] takes advantage of SU mobility to enhance the detection success rate of the PU under emulation attack. This motivates us to investigate the possibility of integrating mobility into CSS, aiming to acquire the global heterogeneous spectrum states with a significantly reduced number of SUs required. Furthermore, the spectrum sensing data collected by multiple mobile SUs are characterized by a large volume and high dimensions, potentially with inherent relationship among them. To discover the latent statistical property in the data and reveal the spectrum heterogeneity in the network, we may resort to machine learning, considering its excellent capability in mining data by extracting patterns in large data sets.
In this paper, we propose a novel learning-based mobile CSS framework for large-scale heterogeneous CRNs, drawing upon the recent advances in Bayesian machine learning. Our idea is to utilize a small number of mobile SUs to simultaneously collect spectrum sensing data (time series data), and cooperatively derive the global spectrum states. Specifically, we propose a new non-parametric Bayesian learning model, referred to as beta process sticky hidden Markov model (BP-SHMM), to capture the spatial-temporal correlation in the data collected at different time and locations by various SUs. Bayesian inference is then carried out to group sensing data into different classes in an un-supervised manner, where the spectrum data in each class share a common spectrum state. Based on the classification results, we further infer the locations of PUs together with their transmission ranges by the Levenberg-Marquardt algorithm [22] to determine the spectrum availability. When the number of the mobile SUs is limited, a refinement mechanism is proposed to further enhance this inference performance. Overall, this can be viewed as the process of learning complex radio frequency environments. When a SU joins the CRN for the first time, it passes its location information to the relevant cluster head (CH), which then informs the SU of the unoccupied frequency bands based on the previous learning results. Then the SU can gain immediate access, significantly reducing the access time, as it no longer needs to perform spectrum sensing. Not to mention that the spectrum sensing carried out by a single SU is usually less accurate.
Our proposed framework features spectrum learning intelligence. As it exploits the spatial-temporal correlation among time series data, it can achieve a significantly better detection performance compared with the traditional methods such as energy detection [23] , Gaussian mixture model (GMM) [13] and mean shift (MS) algorithm [21] . This is verified in our simulation based on the spectrum sensing data collected by mobile SUs. Besides, the proposed algorithm does not need the priori knowledge of the number of spectrum states in the network. Instead, such information can be learned from the sensing data.
The main contributions of this paper can be summarized as follows.
r We propose a novel mobile CSS framework based on nonparametric Bayesian machine learning for a large-scale heterogeneous CRN, revealing the global heterogeneous spectrum states in the network.
r We propose a new model (BP-SHMM) to capture the spatial-temporal correlation in the collected time series data, and carry out Bayesian inference to group sensing data with common spectrum states without priori knowledge of the number of states.
r We propose a new algorithm with a refinement mechanism to predict the spectrum availability based on the inference results, which enables a newly joining SU to immediately access the unoccupied frequency band without sensing.
r The simulation results verify that the proposed framework significantly outperforms the other existing methods in terms of ROC. The rest of the paper is organized as follows. In Section II, we discuss the system model for mobile spectrum sensing. In Section III, we develop a Bayesian learning model to capture spatial-temporal correlation in the data. Bayesian inference is detailed in Section IV. Prediction of PUs' location and coverage is proposed with a refinement mechanism in Section V. Simulation results are presented in Section VI followed by conclusion in Section VII.
Notation: N (μ, Σ) denotes the multivariate Gaussian distribution with mean vector μ and a covariance matrix Σ. denote the Moore-Penrose pseudoinverse and transpose, respectively. I N is an N × N identity matrix. For convenience, we also list most important symbols in Table I .
II. SYSTEM MODEL
We consider a large-scale heterogeneous CRN consisting of N PUs and M mobile SUs, where N (N ≤ N ) PUs are active, each with a limited transmission range. Note that the number of active PUs and spectrum states are unknown priori. The entire network is organized into a cluster topology with a CH within each cluster. The spectrum range of interest consists of L(L ≥ N ) channels (frequency bands), and each PU, if active, operates and remains within one of the L channels for a certain period. The spectrum states are assumed to be unchanged during the sensing period. All M SUs move within the network with a relatively low speed so that the Doppler effect could be ignored. The routes of SUs are usually pre-determined by taking into account the geographical footprint of the CRN. While moving, each SU collects spectrum data at fixed time intervals. 1 During 1 In fact, the interval can be arbitrary. the sensing phase, following [24] , we assume that a SU can sense L channels sequentially and store the results locally. At the end of the sensing task, each SU will transmit the spectrum sensing results (time series data with the location of each sensing point) to its nearby CH. To establish the global spectrum picture across the CRN, all CHs cooperate as follows. First, each CH runs the proposed algorithm in Section III, and exchanges sensing information in the form of sufficient statistics and other parameters presented in Section IV to acquire the local spectrum states along each SU's route. Then, CHs transmit the local results to a fusion center to determine PUs' location and transmission ranges based on the algorithm in Section V. Error-free data transmission is assumed in all the information exchange aforementioned.
Next we mathematically elaborate on the spectrum sensing data collected by SUs. Let τ m l denote the time duration that the m-th SU, m = 1, . . . , M, spends in sampling each channel l, l = 1, . . . , L. At a sampling rate η, the m-th SU collects ητ m l samples for channel l within τ m l . For notation simplicity, ητ m l is assumed to be an integer. In the i-th sensing slot, let x m i,l [j] denote the j-th sample point, j = 1, . . . , ητ m l , measured by the m-th SU in channel l. This sample can be expressed as
where H (l) 0 and H (l) 1 denote the hypothesis that a PU is idle (the absent case) and busy (the present case) in channel l, respectively. γ m i,l s m i,l [j] is the received primary signal with average power γ m i,l , and γ m i,l is assumed to be constant for all the samples in channel l. Following [10] ,
is the additive white Gaussian noise. Combining the absent and present cases, a unified distribution of x m i,l [j] can be expressed by
Then, ητ m l samples are squared and averaged to acquire the test statistics. We denote the test statistic in the i-th sensing slot on channel l by y m i,l , which is calculated as
As each sample point 2 follows a chi-squared distribution with the degree of freedom 1. Normally, the number of samples ητ m l is large, thus we can utilize the central limit theorem to approximate y m i,l as a Gaussian distribution
where r = γ m i,l /σ 2 is the received signal-to-noise ratio in channel l. As SUs sense L channels sequentially in each sensing slot, the test statistic vector y m i in the i-th sensing slot can be shown as
Finally, if we assume that there are total Q m sensing slots in the m-th SU, this final spectrum sensing data collected by the m-th SU is defined as the m-th time series data, written as Y m = [y m 1 ; · · · ; y m i ; · · · ; y m Q m ]. We further define the collection of all
Note that SUs do not have to be synchronized in sampling process, and the number of sensing slots in each SU can be different. Without loss of generality, we assume Q 1 = · · · = Q M = Q.
III. PROPOSED NON-PARAMETRIC BAYESIAN LEARNING MODEL
When M SUs finish their sensing tasks, each SU transmits its spectrum sensing data Y m to its associated distributed CH. The CHs are responsible for processing the data to find 1) which spectrum state each observation point y m i belongs to, and 2) how many different spectrum states exist in the CRN. In this section, we propose a new non-parametric Bayesian learning model to discover the total number of spectrum states, capturing the spatial-temporal correlation in the spectrum sensing data. This model is referred to as beta-process sticky hidden Markov model (BP-SHMM). Mathematically, the HMM [25] is a sequence model that maps a sequence of observations to a sequence of labels. This motivates us to utilize the HMM to discover the latent statistical correlation within a single SU's time series data Y m . A sticky parameter is further introduced in the HMM to reflect the slow spectrum state transition between adjacent sensing slots in a CRN. Furthermore, the cooperation among multiple SUs is reflected in the same spectrum states shared among them. For example, in Fig. 2 , both SU1 and SU2 experience the same spectrum state circled by red dash lines. Therefore, we define a global set of possible spectrum states, which is initialized by a beta process. Our goal is to discover which states are shared amongst the SUs and which are unique. The Beta process [26] provides a nonparametric Bayesian approach to factorial models without the priori knowledge of the cardinality of the set of features. In this case, we take advantage of the beta process to replace the set of conditional finite mixture models in the HMM. To this end, the proposed model can find common and unique spectrum states among multiple SUs. For example, in Fig. 2 , the spectrum sensing data collected by mobile SUs are classified into four classes, each class representing a different spectrum state. The graphical model for the proposed BP-SHMM is shown in Fig. 3 . In the following, we elaborate on this model. 
A. Sticky Hidden Markov Model
Given a sequence of observation, the HMM computes a probability distribution over possible sequences of labels, and chooses the best label sequence. An HMM is described by hidden states Z, state transition distribution, observation X, and emission distribution p(X|Z) [27] . In our model, the temporal spectrum states that SUs experience form a Markov chain with certain state transition probabilities. For the test statistic y m i and the hidden spectrum state z m i , the HMM assumes
where the discrete hidden state z m i = k, k = 1, . . . , K, is the index of the spectrum state that the m-th SU observes at the i-th sensing slot, and K is the total number of the possible spectrum states. Based on (4), we have F (θ k ) = N (θ k ) with θ k = (μ k , Σ k ). We further define the collection of emission parameters as θ = {θ 1 , . . . , θ k , . . . , θ K }. π m z i is the state transition distribution which captures the latent correlation between two consecutive sensing observations. Following [28] , we set the initial transition distribution out of the state k as a Dirichlet distribution
where γ is the global transition hyperparameter. We further define π m = [π m 1 ; · · · ; π m k ; · · · ; π m K ] as the collection of the state transition distribution in the m-th time series.
However, note that the HMM tends to produce redundant states, and frequently switches among these states. In practice, spectrum states that mobile SUs experience normally do not change frequently between two consecutive sensing points. Therefore, we adopt SHMM [29] to enhance the self-transition probability by introducing a self-transition bias weight κ, which increases the probability that two consecutive spectrum states are the same. Incorporating κ into the self-transition probability, (7) can be modified as
where δ(k, k ) = 1 only when k = k , and zero otherwise. Furthermore, we define a binary spectrum state indicator f m k , where f m k = 1 implies that the m-th SU's spectrum sensing data exhibits the spectrum state k. Consequently, the transition distribution is restrained by its corresponding spectrum state indicator. For example, from the current state k to a new state k , the transition probability π m k,k can be written as
In order to exclude the non-existence transition, we multiply the initial transition distribution (8) with the vector of binary
where denotes the element-wise vector product. The notation in (10) is useful for a concise representation of the posterior distribution later used in Bayesian inference. By introducing this binary feature indicator, we can interpret how the time series data relate to each other from the pattern of spectrum state sharing (e.g., f i k = f j k = 1 for two different time series i and j).
To complete the Bayesian model specification, we place a normal-inverse-Wishart (NIW) conjugate prior [30] on the mean μ k and covariance matrix Σ k with hyperparameters Φ k , μ 0(k ) , λ k and ν k . Specifically, the covariance Σ k follows an inverse
B. Beta Process
A beta process (BP) [26] can automatically determine the number of features in an object with an unbounded set of possible features. In our proposed model, we refer to the time series data and spectrum states as objects and features, respectively. In Fig. 3 , the function of BP is to generate prior distribution on f m for each time series, and enable an infinite state space in the HMM.
Definition 1: A beta process B ∼ BP (β, B 0 ) is a positive Lévy process whose Lévy measure depends on positive concentration function β and base measure B 0 on Ω × [0, 1], with total mass B 0 (Ω) = α. We call α the mass parameter. When β is a constant, β is known as the concentration parameter. The Lévy measure of the beta process follows a general beta distribution written as
In a beta process, the base measure B 0 is the expectation of BP, i.e., for any set S ∈ Ω, we have E[B(S)] = B 0 (S). Mass parameter α affects the number of represented features and concentration parameter β controls the beta distribution as shown in (11) .
To draw B from a beta process, a set of points (ω i , p i ) ∈ Ω × [0, 1] are drawn from a Poisson process with base measure ν(dω, dp). We define B = ∞ k =1 p k δ ω k , where δ ω k is a unit point mass (or atom) at ω k . As this representation shows, B is discrete constituting pairs (ω k , p k ). Those pairs correspond to the location ω k ∈ Ω with weight p k ∈ [0, 1]. This discrete property of draws from a BP implies the feature selection behavior. We can intuitively think of Ω as a space of potential spectrum states in the CRN. Each atom ω k can be considered as the spectrum state k with its associated probability p k , given by a beta distribution as
where q k = m k /(β + M − 1) ∈ (0, 1) denotes the mass of the k-th atom in B 0 , and m k is the number of SUs possessing the state k. Therefore, the random measure B defines the probability that objects possess each particular feature. To implement feature selection process and determine the vector of binary spectrum state indicator f m , we utilize Bernoulli process to independently sample the atoms from random measure B. Definition 2: Let B be a measure on Ω. The Bernoulli process written as X ∼ BeP (B) is defined as the Lévy process with Lévy measure [26] μ(dp, dw) = δ 1 (dp)B(dw).
In our application, B is drawn from a beta process of the form
where f k is the independent Bernoulli variable (i.e., the binary spectrum state indicator) with the probability of f k = 1 equal to p k and X represents the set of states possessed by a SU. We also fix the concentration parameter β = 1 to simplify the posterior distribution to be used in our Markov chain Monte Carlo (MCMC) inference algorithm later. Accordingly, the beta process becomes a special form which is known as one parameter Indian buffet process (IBP) [31] .
To this end, we summarize our BP-SHMM in Fig. 3 as follows
IV. BAYESIAN INFERENCE
Given the proposed BP-SHMM model and spectrum sensing time series data Y m collected by the m-th SU, we aim to infer the hidden spectrum states sequence z m = [z m 1 , . . . , z m i , · · · , z m Q ]. Note that the direct inference of the graphic model in Fig. 3 is intractable. Instead, we adopt MCMC sampling [32] to carry out approximate inference. Specifically, Gibbs sampling and Metropolis-Hastings (MH) algorithm [33] are considered. In general, MCMC constructs a Markov chain of samples which has the posterior distribution of joint latent variables such as s = {s 1 , s 2 , · · · }, where Gibbs sampling draws each s i in turn from its conditional distribution p(s i |s −i ) with all the other latent variables s −i fixed. For the parameters whose posterior distributions are intractable to obtain by Gibbs sampling, the MH algorithm can approximate their posterior distributions by obtaining a sequence of samples from the distributions. As shown in Fig. 3 , the core parameters in the proposed model are {f m , z m , π m , θ, α}. After initializing these parameters, in each iteration, we update one variable with the other ones fixed.
A. Update Rule of Binary Spectrum State Indicators f m
We first formulate the posterior distribution of the binary spectrum state indicator f m k in the m-th SU's spectrum sensing time series data. Given observation Y m , the transition distribution π m , and emission parameters θ, the posterior distribution can be written as (20) where F = [f 1 ; · · · ; f M ] is the matrix representation of binary feature assignment and F −{m ,k} are the entries of F excluding f m k . According to the ex-changeability of beta process [26] , the first term on the right hand side of (20) is calculated as
where n −m k is the number of SUs, other than the m-th SU possessing the spectrum state k. Note that this information is exchanged among CHs.
The second term on the right hand side of (20) can be derived by applying the forward algorithm [27] in the HMM. By using the marginalizing property, it can be written as (22) Then we define α m i (z m i ) = p(y m 1 , . . . , y m i , z m i |ζ) as the i-th forward message. For notation convenience, we define ζ = {f m , π m , θ}. The forward message satisfies the recursion
Therefore, (22) can be rewritten, in terms of the Q-th forward message at the Q-th sensing slot α m Q (z m Q ), as
Meanwhile, the initial message α m 1 (z m 1 ) is defined as
Accordingly, to calculate p(Y m |ζ), we can first compute recursively from i = 1 to Q to obtain the forward messages α m 1 , ..., α m Q , and then sum over z m Q of the Q-th forward message α m Q (z m Q ) as (24) .
Finally, to update f m k , we adopt the MH algorithm to evaluate a new proposal which takes the binary complement f m k = 1 − f m k of its current value f m k . Base on (20) , the MH ratio (acceptance ratio) is calculated as
B. Update Rule of Hidden Spectrum States z m
Given the transition distribution π m , the vector of binary spectrum state indicator f m , and emission parameters θ, we can sample the hidden spectrum state sequence z m from p(z m |Y m , f m , π m , θ) by the forward-backward (FB) recursion technique [34] . In FB, the forward recursion is exactly the same as in Section IV-A, where we have already defined the forward message as α m i (z m i ) = p(y m 1:i , z m i |ζ). Similarly, we define the backward message as b
With the last message b m Q (z m Q ) = 1, we can compute the backward message b m i (z m i ) recursively at any time i ∈ {Q − 1, . . . , 1}. Then, according to Bayes' theorem, each hidden spectrum state z m i can be sampled as
from i = 1 to Q. Note that the initial state distribution π m z 0 must be pre-defined. Here, we enforce a uniform distribution over all of the K m possible states available in the m-th time series as
When sampling z m , some states only exhibit in certain single time series (i.e., some spectrum states are only experienced by one SU). Compared with the states shared by multiple time series discussed above, these unique states should be treated individually. It is because the beta process prior differentiates between those two kinds of states. In the ensuing discussion, we will elaborate on such treatment on the unique states.
Following [35] , we adopt birth-death proposals to sample these unique states, where the birth proposal means that we introduce a new state, and the death proposal means that we delete an existing one. Define n m = K m − K −m as the number of unique states in the m-th time series, where K −m is the number of states shared by the other time series among the active states. If n m is zero (i.e., no unique states), a birth move is proposed. Otherwise, a death move is proposed with probability 1 2n m . We denote this proposal distribution by q f (f (m ) |f m ), where f (m ) is the new vector of binary state indicators and f m is the old one. For a new state k , we define its transition distribution to be the prior mean and utilize a data-driven construction for its emission parameter θ k , where we choose a random subwindow W in the m-th time series, which contains a continuous sensing instants within {1, 2, ..., Q}. We define θ k to be the posterior mean of θ k given the data in the window y m t , t ∈ W . Given the new transition variablesπ m and emission parametersθ, we again block-sample a new state sequence z (m ) . This birth proposal distribution is denoted by q z −birth (z (m ) |f (m ) , z m , Y m ). Similarly, for death proposal, we propose a new state sequence z (m ) that only utilizes the reduced set of states f (m ) in f m and denote it by
We adopt the MH algorithm to decide whether the new proposal (the new binary state vector f (m ) and the new state assignment z (m ) ) is accepted or rejected. Define the MH ratio with probability min (1, ρ) , where for a birth move
On the other hand, the reverse move of birth proposal can be regarded as a death proposal with the original binary state vector f m , and the expression for joint probability p(Y, Z, F) is derived in Appendix A. Note that the joint probability p (Y, Z, F) is calculated considering all sequence with Z = z 1 ; . . . ; z m ; . . . ; z M , as the emission parameter θ induces dependency among all time series data which are assigned to the same state. Similarly, the acceptance probability via the MH ratio for the death proposal can be shown as
C. Update Rule of Transition Distributions π m
Due to the conjugacy between the Dirichlet prior on π m and the multinomial likelihood p(z m |π m ), the posterior of transition distribution will be a Dirichlet distribution as well. Given a discrete state sequence z m for the m-th time series data, the update equation for the state transition distribution π m k out of the state k can be derived as 
D. Update Rule of Emission Parameters θ
As the emission distribution lies in the exponential family, given the NIW prior on the unknown mean μ k and the covariance matrix Σ k with hyperparameters μ 0(k ) , ν k , λ k , Φ k discussed in Section III, we obtain the NIW posterior of θ k = {μ k , Σ k } by sufficient statistics from observations assigned to the state k across all time series. Note that it requires the spectrum sensing data information exchange among CHs. The posterior hyperparameters μ 0(k ) , ν k , λ k and Φ k are first acquired by simply aggregating the data from all sensing slots in any time series assigned to the state k, written as
where n k is the total number of observations assigned to the state k in all time series,ȳ k is the sample mean of y i whose state z i = k and C is the variance matrix with C = n k i=1 (y i − y k )(y i −ȳ k ) T . Then we can obtain new emission parameters θ k = {μ k , Σ k } by sampling with the new hyperparameters
E. Update Rule of Beta Process Mass Parameter α
The beta process mass parameter α affects the number of represented states, therefore updating this parameter would give more flexibility to the model. With the concentration parameter β = 1, the likelihood for the beta process hyperparameter α is given as [31] 
where K + is the number of states with at least one positive entry in F. We place the conjugate gamma prior on α as α ∼ Gamma(a α , b α ). Combining this prior with the likelihood, we obtain the posterior distribution as
Finally, by iteratively updating f m , z m , π m , θ and α, after reaching the preset number of iterations, we can obtain the final state assignment results z m in each time series with final spectrum state emission parameters θ.
V. PREDICTION OF SPECTRUM AVAILABILITY
Based on the classification results z m for each time series, we next determine the location and transmission range of each PU by the Levenberg-Marquardt algorithm. This will provide us with a global spectrum picture. A refinement mechanism is proposed to further enhance the performance when the number of mobile SUs is limited.
A. Prediction of PUs' Locations and Transmission Ranges Based on Classification Results
Based on the final state assignment results z m in each time series, in this section, we develop a novel approach to predict the locations and transmission ranges of all the PUs. When a SU is crossing the edge of a PU's transmission range, the spectrum state experienced by the SU will change. Recall that in Section III, we assume that a PU's transmission range is represented by a circle, and no PUs occupy the same channel. To determine the circle (i.e., PU's location and transmission range), we first select the sensing samples whose corresponding spectrum states are different from their adjacent points. These samples are referred to as the spectrum state change points, and marked with red cross in Fig. 4 for illustration purpose. Then based on the location information of those spectrum state change points, we estimate the circle's center (PU's coordinate x c , y c ) and radius (PU's transmission range R). To this end, the problem of predicting a PU's location and transmission range becomes how to fit a circle to the spectrum state change points, minimizing the mean square distance from the circle to the target points.
Assume that we have J spectrum state change points whose coordinates are (x j , y j ) and fitting circle with radius R
where 1 ≤ j ≤ J and (x c , y c ) is the coordinate of the PU. Then, the objective function F can be defined as
where d j = (x j − x c ) 2 + (y j − y c ) 2 − R is the Euclidean distance from point (x j , y j ) to the circle. The objective function can be rewritten as
According to [36] , the minimization of (43) is a nonlinear problem without a closed-form solution. Instead, we apply the Levenberg-Marquardt (L-M) algorithm to iteratively find the global optimal solution. The L-M algorithm can be regarded as a classical Gauss-Newton method with the L-M correction, which has the advantage in terms of the stability and rapid convergence. If we define a vector a = {x c , y c , R}, the objective function can be rewritten as F(a) = d(a) 2 is the Jacobian matrix. Then we can minimize d(a + Δa) 2 with respect to Δa, and the solution is
where N λ = N + λI is the augmented form of the matrix N = J T J with the L-M parameter λ to avoid a significant performance degradation if N happens to be near-singular. After Δa has been obtained, if the new approximation a = a + Δa reduces the value of F, a will be accepted and λ will be reduced by a certain factor υ before the next iteration. Otherwise, the new value a is rejected, λ is increased by a certain factor ξ, and a new Δa is re-calculated. We summarize the L-M procedure in Algorithm 1.
B. Refinement Based on Previous Predictions
Note that the prediction results in Section V-A have certain limitations. This arises from the fact that the locations and transmission ranges of PUs are not known in advance. Combined with the limited number of mobile SUs, it is highly unlikely that the spectrum states of the whole area are sufficiently represented by the measurement of those SUs. In other words, the number of spectrum change points may not be sufficient or those points may be geographically concentrated, resulting in an inaccurate spectrum prediction. Let us consider an example in Fig. 4 , where yellow circles indicate the real transmission ranges of the PUs and black dash circles are the inferred ranges. As we can see, the prediction for PU1 is much less accurate than the other two. It is because the spectrum state change points (red markers) related to PU1 concentrate on/near a short arc of the circle. Consequently, even minor errors from the previous classification results will translate into relatively large fitting errors. In comparison, the spectrum change points relevant to PU2 and PU3 disperse around their circles more evenly, resulting in a far more accurate fitting.
To reduce the fitting errors aforementioned, we propose a refinement mechanism. This mechanism involves two steps. In the first step, a new SU is sent to each under-discovered area to collect new spectrum sensing data. We define the underdiscovered area as the region where all the spectrum change points related to a particular PU concentrate on/near a short arc of the circle. One such example is PU1 in Fig. 4 , where all the three spectrum state change points concentrate on/near a small arc in the right semicircle.
In the second step, we assign spectrum states for the new data and update the old ones. Specifically, as we already obtain the number of spectrum states K in the CRN and state emission parameters θ k = {μ k , Σ k }, given the new observations Y M +1 , we can calculate the probability of the observation y m +1 i belonging to each state, and take the spectrum state k with the largest probability as its final state assignment z M +1 i = k. When the observation is assigned to a specific state, we update the state emission parameter by rules discussed in Section IV-D. Meanwhile, we update the partial spectrum state assignment obtained before the refinement, where we select a sub-window with length L across the spectrum state change points, removing y m i in the sub-window for the current channel state assignment z m i = k and decreasing n k . Correspondingly, the hyperparameter Φ k and ν k are recalculated as (36) and (34) , respectively. Then, the emission parameters μ and Σ are redrawn from (38) and (37) , respectively. Finally, we can sample the new state assignment z m i as
For example, with the movement of the new mobile SU in Fig. 4 , two new spectrum change points are created at the left semicircle. With these two new points, we can refine the circle fitting results of PU1 indicated by a blue dash circle. 
VI. NUMERICAL RESULTS AND DISCUSSION
In this section, we evaluate the performance of the proposed mobile CSS framework by simulation. We first verify the classification results of the proposed BP-SHMM. Then, we compare its detection performance with the other popular techniques. Finally, the effectiveness of the proposed refinement mechanism is confirmed.
The common parameters in the simulations are summarized as follows. We have total N = 8 PUs. Unless stated otherwise, the transmission power of each PU is set to 50 mW. Note that both position information and transmission powers of PUs are unknown to mobile SUs. Transmission signals are assumed to attenuate according to a free-space propagation model with pathloss exponent equal to 4. The preset upper bound of Bayesian inference iteration number is 100. We have the self-transition parameter κ = 10, concentration parameter β = 1, and global transition parameter γ = 1. The initial parameters in BP-SHMM model are set as follows: beta process mass parameter α = 1, the feature vector f m = 1, the mean of Gaussian distribution is the average value of all observations, and the initial variance in Gaussian distribution Σ = I.
A. Classification Results
Let us first consider a CRN with a 6 km × 6 km area as shown in Fig. 5(a) . The area is divided evenly into thirty-six small grids, each corresponding to a cluster with a size of 1 km × 1 km. We have N = 2 active PUs in the network with black circles indicating their transmission ranges. We have M = 6 mobile SUs moving in straight lines. Each track consists of eighty data points.
The corresponding classification results are shown in Fig. 5(b) . It is clearly shown that our proposed BP-SHMM successfully identifies all the four spectrum states with high geographical accuracy, each represented by a different color. It can be further seen from Fig. 5(b) that the inferred spectrum state results are consistent with the actual spectrum states. A similar illustration is extended to a more complex case as presented in Fig. 6(a) , where we have N = 3 and M = 9. The classification results presented in Fig. 6(b) again demonstrate that the BP-SHMM identifies all six spectrum states with high accuracy.
B. Detection Performance Comparisons
Having demonstrated the classification superiority of the proposed BP-SHMM, next we illustrate its advantage in terms of detection performance in Fig. 7 . Specifically, we compare it with four methods, including energy detection (ED) [23] , GMM with two different training methods [13] , [37] and meanshift (MS) algorithm [21] , all based on the data collected by our mobile SUs. The first GMM training method ("GMM" in Fig. 7 ) simply utilizes expectation maximization (EM) to produce maximum likelihood parameter estimates, which requires the priori information on the number of spectrum states in the CRN. It is a standard method of parametric Bayesian learning. The second training method ("GMM(BIC)" in Fig. 7 ) first determines the number of possible spectrum states via Bayesian information criterion (BIC) regularization, then carries out the classification by EM. Note that GMM(BIC) and MS algorithm are two typical non-parametric Bayesian learning methods.
In comparing the proposed BP-SHMM with the four methods aforementioned, Fig. 7 considers several scenarios including different number of SUs and active PUs as well as various transmission powers. The ROC serves as the performance metric. It is clearly shown that our BP-SHMM significantly outperforms all the other four methods in the four scenarios. Comparing Fig. 7(a) and (b), one can see that the spectrum sensing performance improves with the number of mobile SUs increasing from six to nine. 2 The reason is that we could obtain more spectrum sensing data, and thus the uncertainty due to noise and channel fading can be reduced. At the same time, by increasing the number of PUs (Fig. 7(b) vs. Fig. 7(c) ) and PUs' transmission pow- (Fig. 7(d) vs. Fig. 7(c) ), the spectrum sensing performance degrades for all methods. It is because for both cases, more spectrum states exhibit in the network (i.e., the CRN becomes more spectrum-heterogeneous), which increases the sensing complexity. However, our algorithm only suffers negligible performance degradation. This clearly demonstrates the robustness of the proposed algorithm, as it takes advantages of the spatialtemporal characteristics in the time series data. By contrast, the other four methods do not exploit the temporal correlation therein.
C. PUs' Location and Transmission Range Prediction
Next we evaluate the performance of the proposed transmission range and location prediction algorithm. Fig. 8 shows prediction results for two and three PUs, where black circles indicate the actual PUs' transmission ranges, and blue dash circles are the inferred results. The relative radius error between the prediction value and real value is calculated as r p −r r r r , where r p is the prediction value and r r is the real value. As there are multiple PUs, we take the average value as the final error, which is 2.1% and 2.8% for two and three PUs, respectively. Fig. 9 shows the performance of our proposed refinement mechanism. In Fig. 9(a) , one can see that when the number of mobile SUs is limited, the spectrum change points may distribute mainly in one part of a region (in this case, lower right corner of PU1's circle), which leads to inaccurate PUs' transmission range prediction with the radius prediction error 11.5%. As shown in Fig. 9(b) , with the proposed refinement mechanism, a new SU is sent to the under-discovered area (top left corner in this case). As a consequence, new spectrum change points are detected and prediction results after the refinement are much closer to the actual situation with the radius prediction error reduced to 3.1%.
D. Discussion
In this paper, we assume that a PU's transmission range is represented by a circle. However, in practice, this assumption may not hold, due to factors such as shadowing, irregular terrain and obstacles. In that case, our proposed algorithm could still work with some modifications, where we can deploy more mobile SUs to collect spectrum sensing data and utilize more advanced models to predict the coverage of a PU. On the other hand, in the simulation, we assumed a straight line for each SU's route for simplicity. However, such assumption is unnecessary, as our proposed framework is independent of specific routes. Therefore, in real cases, we have the freedom to design the SUs' routes, depending on the geographical environment. A more efficient route planning could be an interesting future research topic.
For the complexity issue, the majority of our algorithm complexity occurs when sampling the hidden discrete spectrum sequence z m . Sampling each hidden spectrum state z m i requires one run of the forward-backward algorithm to compute the likelihood p (z m |Y m , f m , π m , θ). This dynamic programming routine has complexity O(QK 2 m ), where K m is the number of active spectrum states in the m-th time series and Q is the number of time steps. If we have M SUs and K total possible spectrum states in the CRN, the total time complexity will be O(MQK 2 ) in each iteration. On the other hand, the complexity of GMM mainly comes from the EM algorithm, which takes O(MQK) distance computations in each iteration. In this case, our proposed method has higher computational complexity compared with GMM methods given the same number of iterations. Nevertheless, in our proposed framework, the algorithm is implemented by the CHs usually with access to powerful computational resources, rather than by the power-limited SUs. Consequently, the computational complexity of the proposed method is unlikely to be a major concern in practice.
In Section II, it is assumed that the received samples follow an i.i.d Gaussian distribution. In practice, the Gaussian assumption may not hold due to the complex channel conditions. In this case, a kernel based process [38] may be applied, where the sampling points are mapped into a higher dimension feature space with a nonlinear feature mapping. This can be considered as another future work.
VII. CONCLUSIONS
We proposed a novel mobile CSS framework for spectrum sensing in large-scale heterogeneous CRNs. By exploiting the proposed beta process sticky hidden Markov model for modeling and Markov chain Monte Carlo inference algorithm, the proposed method captures the latent correlation between multiple spectrum sensing time series data, and jointly groups sensing data with common spectrum states. With the proposed prediction algorithm, we predicted PUs' locations with their transmission ranges based on the classification results to establish the global spectrum picture for the spectrum access of new SUs. The simulation results validate the effectiveness of the proposed framework.
APPENDIX A JOINT PROBABILITY OF p(Y, Z, F)
According to the graphical model presented in Fig. 3 
As we fix the concentration parameter β = 1, the first term on the right hand side is the same as (39) . As each observation y m i is independent with each other, and only depends on its corresponding state assignment z m i , p(Y|Z) is calculated as
where θ k = {μ k , Σ k } can be calculated by aggregating sufficient statistics for all data assigned to each state k as discussed in Section IV-D.
As each time series has independent transition parameters, its computation can be handled separately. With the sufficient statistics n m k,k counting the number of transitions from state k to state k in the m-th time series, following [39] , we have p(z m |f m , γ, κ) = K m k =1 G([· · · , n m k,k + γ + δ(k, k ), · · · ]) G([· · · , γ + δ(k, k ), · · · ]) , (49) where K m is the number of active states in the m-th time series, and G(v) is the normalization constant of a Dirichlet distribution for a K m -dimension vector v = (v 1 · · · , v K m ) written as
(50) Therefore, with (39), (48) and (49), we can calculate the joint probability p(Y, Z, F) by multiplying them together.
