Context: Software projects frequently incur schedule and budget overruns. Planning and estimation are particularly challenging in large and globally distributed projects. While software engineering researchers have been investigating effort estimation for many years to help practitioners to improve their estimation processes, there is little research about effort estimation in large-scale distributed agile projects. Objective: The main objective of this paper is three-fold: i) to identify how effort estimation is carried out in largescale distributed agile projects; ii) to analyze the accuracy of the effort estimation processes in large-scale distributed agile projects; and iii) to identify the factors that impact the accuracy of effort estimates in large-scale distributed agile projects. Method: We performed an exploratory longitudinal case study. The data collection was operationalized through archival research and semi-structured interviews. Results: The main findings of this study are: 1) underestimation is the dominant trend in the studied case, 2) reestimation at the analysis stage improves the accuracy of the effort estimates, 3) requirements with large size/scope incur larger effort overruns, 4) immature teams incur larger effort overruns, 5) requirements developed in multi-site settings incur larger effort overruns as compared to requirements developed in a collocated setting, and 6) requirements priorities impact the accuracy of the effort estimates. Conclusion: Effort estimation is carried out at quotation and analysis stages in the studied case. It is a challenging task involving coordination amongst many different stakeholders. Furthermore, lack of details and changes in requirements, immaturity of the newly on-boarded teams and the challenges associated with the large-scale add complexities in the effort estimation process.
Unit of analysis

115
In this case study, the unit of analysis is the effort estimation process employed in the sub-projects of the selected 116 large-scale distributed agile project. We based our analysis on a subset of the collected data, focusing on product 
Data collection
121
To support methodological and data triangulation [20] , we used the following data collection methods:
122
• Archival research -We analyzed managerial documents (plans, progress reports, time reports, solution spec-123 ifications, effort estimation spreadsheets, process descriptions and team setup reports) of 60 PCs involving 18 124 different teams in total (9 in India, 7 in Sweden, 1 in Italy and 1 in the USA). We extracted the following 125 data from these documents: effort estimation process description, effort estimates, actual effort, PC size, teams 126 involved, team maturity, size of teams and customer type.
127
• Unstructured individual interviews -We held several unstructured interviews with a project manager to verify 128 the consistence of the collected data.
129
• Semi-structured individual interviews -We interviewed two managers, a software architect, and a design 130 lead to collect details about the effort estimation process employed in the case. We also talked to them to clarify 131 the results of our data analysis, such as the main reasons that lead to the identified effort overruns. We covered 132 with the interviews all roles involved in the case's effort estimation processes. More details about the interviews 133 are presented in Table 1. 134 Table 2 maps the research methods to the research questions. Note that we used both data collection methods for 135 each of the research questions. 
Data preparation
137
We used a significant amount of data from different sources that was extracted using different data collection 138 methods. To increase data reliability, we asked people involved with the data point (e.g., software architects or project 139 managers) for clarification whenever we identified an issue or inconsistency with a data observation and corrected the 140 data observation, if necessary. data. To do so, we created R scripts 2 , which were used to create a unified data set. 
141
Data analysis 144
To analyze the quantitative data (archival research), we calculated descriptive statistics, plotted charts to graph-
145
ically identify trends in the data and employed inferential statistics (hypothesis testing and regression analysis) to
146
answer RQ2-RQ4. To answer RQ1 and RQ3, we analyzed the qualitative data using light-weight qualitative analysis
147
[21].
148
Before analyzing the accuracy of the effort estimates, we analyzed existing accuracy metrics. Traditionally, the The aim of RQ1 is to explain how effort estimation processes are carried out in this very large distributed project.
163
As shown in Figure 1 , several people in different roles work collaboratively to perform effort estimation. First, we 164 briefly describe these roles and the tasks that they perform in the effort estimation processes. • Customers: Ericsson customers demand new features in the product and have to approve the quoted price before 166 development work on a product customization (PC) can begin.
167
• Customer Unit: Customer unit is part of Ericsson and is responsible for negotiations with the customers. It
168
initiates the request for a new PC by specifying the requirements received from customers.
169
• System Managers: As stated previously, the product is part of a larger system comprising several products.
170
System managers work at the overall system level. They receive request for new PCs from the customer unit,
171
propose high level solutions and coordinate with the project managers and the architects of each concerned 172 product in the system.
173
• Project Manager: Each product has a project manager, who is responsible for managing development teams 174 across different sites and for planning, scheduling and coordinating the work on the PCs.
175
• Technical Writers: Technical writers are responsible for preparing PC documentation for the customers.
176
• Software Architecture Team (SAT): Each product has a team of architects, which is responsible for managing the 177 evolution and integrity of the architecture. Besides proposing an initial solution and estimates for the requested 178 PCs, they also provide design support, when required, to the development teams.
179
• Development Team: The development team is responsible for actually implementing and verifying the PCs.
180
The system managers, project managers, SAT and the development teams are part of the development unit. To 181 fully understand the estimation processes in the case, we interviewed a representative from each of these roles. The 182 interviewee sample (see Table 1 ) was selected by the unit manager, who was the contact person at Ericsson for this 183 study.
184
Effort estimation is carried out at two levels in the case project, both using an expert judgment based estimation 185 approach. First, a high level quotation estimate is prepared when a request for a new PC is initially analyzed. At this 186 stage, it is not known which development team will actually develop the PC. Next, in a more detailed analysis phase, 187 a more refined analysis estimate and a solution are proposed. At this stage, the development team that is going to 188 develop the PC is known in most cases. We describe these estimation processes in the following.
189
Quotation Estimate (QE). The process starts when a new PC request is initiated by the customer unit. The customer unit interacts with customers, and specifies the customer requirements. Once a new PC request is initiated, the 191 following steps are performed:
192
• The system manager scans the new PC requests for an initial analysis. The PCs with relatively clear require-
193
ments are selected for further analysis, the remaining ones are sent back for further clarification.
194
• The selected PC requests are compared with previous PCs to identify any potential for reuse. The PCs are 195 assigned to relevant system managers depending upon their availability. In case a PC request is identical to a 196 previously developed PC, the customer unit is asked to order a resell instead of a new implementation.
197
• The assigned system manager analyzes the type of feature, and suggests a high level solution.
198
• The solution is shared with the SAT of the concerned product for further analysis. The SAT is also required to 199 provide the QE. Normally, One member of the SAT leads this analysis.
200
• The QE is an interval estimate wherein the interval is marked by three points: min, max and average most likely 201 estimate in hours. These intervals represent the size and complexity of PCs and are referred as small, medium, 202 large and extremely large. Since the case has been going on for more than 15 years, an empirical classification 203 has been developed and evolved, which provides min, max and average hours for each interval estimate. The
204
SAT lead uses this empirical classification to specify the relevant interval estimate for the assigned PC.
205
• The QE along with the high level solution are shared with the customer unit.
206
• The customer unit approves or disapproves the QE and the high level solution.
207
This process for preparing the quotation estimate takes up to four or five days. It is important to note that at the 
211
Analysis Estimate (AE). This process is carried out only for those PCs whose quotation estimates have been approved 212 by the customer unit. The following steps are performed in this process.
213
• The system manager asks the SAT for the relevant products to prepare their respective designs, and to provide 214 effort estimates in person hours.
215
• At this point, it is usually known which development team is going to develop the PC.
216
• One SAT member leads the work on each PC.
217
• The SAT lead specifies the design in detail. The SAT lead also estimates the effort, in person hours, required to 
221
• The SAT lead presents the design and associated estimate to other SAT members for further discussion.
222
• The project manager reviews the estimate, and adjusts it, if required, based on the recent productivity and 223 capacity of the concerned development team.
224
• The system manager forwards the design solution and corresponding estimates to the customer unit for approval. In this part we analyze and compare the accuracy of the two effort estimates using BRE and BREbias measures.
245
The results are displayed in Table 5 displays the results of a Wilcoxon signed-rank test to see if the differences between the two estimates, Table 4 and 5 show that the AEs are more accurate
255
(median BRE 0.49) than the QEs, but contain significantly higher optimism (i.e., underestimation) bias. Through the interviews, we identified the following factors that potentially impact the accuracy of the two effort 258 estimates: • PC size -Understandably, the estimation of larger PCs is perceived to be more challenging. The interviewees values 0 (small), 1 (medium), 2 (large) and 3 (very large).
265
• Customer priority -A set of PCs (26) in our sample belong to one large customer project. The case company 266 ensures a dedicated team capacity for the implementation of these PCs, in return for the guarantee that the 267 company will be paid for the work done on these PCs. The provision of dedicated capacity for these PCs is 268 meant to prioritize them during planning phase. They are not required to wait for the availability of capacity 269 to start the work. Therefore, the work is initiated relatively quickly on most of the high priority PCs after the 270 quotation approval by the customer unit.
271
These 26 PCs are categorized as PCs having a customer with high priority, while the remaining 34 as PCs from 272 customers with a normal priority.
273
• Maturity of the development team -The development teams, working across the globe, have varying levels of 274 maturity. As teams become more mature, they work more independently and need less support from the product 275 level architects. We use the same maturity levels as Britto et al.
[31], who studied the same case company. PC priority (p = 0.863) has no such relationship.
306
Given the details in Table A .2, the regression model is described as: Model (1) is the one with highest value (0.40) of adjusted R 2 (see Table A .3 in Appendix A). 
320
Given the details in Table B .2, the regression model is described as: The examination of the residuals of both models revealed that the regression assumptions are not violated, with 336 one minor exception. The histograms and normal plots show some minor deviations from the normal distribution
337
(see Figures A.1-A.3 and B.1-B.3 in the Appendix). Besides visual analysis using these plots, we also tested these 338 assumptions using relevant tests.
339
• Independence of residuals was tested using a Durbin-Watson test [32] . The results for both models were in the 340 required range of 1.5 and 2.5 (2.01 for model (1) and 2.09 for model (2)).
341
• Constant variance in residuals (Homoscedasticity) was tested using a Breusch-Pagan and Koenker tests [33] .
342
For both models, the null hypothesis of homoscedasticity was not rejected due to p-values > 0.05: Breusch- Furthermore, tolerance values (see Table A .2 and B.2 in Appendix A and B respectively) show the absence of 349 multicollinearity for both models. As for the outliers diagnostics, only one observation was outside the three sigma observation that is outside the three sigma limit, and the maximum cook's distance was 0.31.
353
Besides BREbias, we also attempted to apply regression analysis using BREs of both QEs and AEs. In case of
354
BRE of QEs, regression assumptions of homoscadasticity and normality were violated. For AEs, the analysis did not 355 any find any significant relationship between the outcome and independent variables. The 60 PCs included in this study are of varying sizes in terms of actual effort spent. These PCs are divided into 361 four categories (see Table 6 ) using the intervals of QEs (see Section 4.1). The aim of this question is to investigate in 362 depth how PC size impacts the accuracy of the two effort estimates. 
363
366
The results clearly show a contrasting pattern with respect to over-and underestimation; smaller PCs tend to be 367 overestimated, while larger PCs tend to be underestimated. Grouping BREBias by PC size shows that an increase in size seems to be related to an increase in estimation 369 error and underestimation bias (see Figure 3) . We therefore applied a Kruskal-Wallis test [28] BREbias of different PC sizes (p < 0.0022 at α = 0.05).
378
For both estimates (QE and AE), there are statistically significant differences in accuracy levels for different PC 379 sizes. The differences are pronounced though for QEs. 
380
Customer priority
386
Our dataset comprises 26 PCs with high priority (1 small, 10 medium, 7 large, 8 very large)and 34 PCs with 387 normal priority (9 small, 15 medium, 7 large, 3 very large). To make the samples and the results comparable, we 388 excluded the small PCs, since there was only 1 small PC with high priority. The mean and median BREBias of the 389 remaining 50 PCs (25 PCs each with high and normal priority) are summarized in Table 8 . These results show the 390 following interesting patterns:
391
• The estimation accuracy improves considerably as we move from quotations (QE) to analysis (AE) stage esti-392 mation for high priority PCs. However, for normal priority PCs it is other way around.
393
• At the quotation stage, the estimates (QE) of normal priority PCs are more accurate as compared to the high 394 priority PCs.
395
• At the analysis stage however, the estimates (AE) of the high priority PCs are more accurate
396
These results indicate that there is a relation between customer priority and estimation accuracy. However, a
397
Mann-Whitney test [29] did not detect a statistically significant difference in the distributions of BREbias of QEs and
398
AEs across the two priorities (p < 0.46 for QEs and p < 0.23 for AEs; α = 0.05). 
399
421
These results indicate that multi-site development in the case leads to relatively larger effort overruns. However, a
422
Mann-Whitney test did not find the differences in the distribution of the BREbias for both QEs and AEs (44 co-located
423
PCs and 6 multi-site PCs) to be statistically significant across two types of PCs, i.e. co-located and multi-site. This 424 may be due to the very small number of the PCs in the multi-site category. Besides understanding the effort estimation processes used in the case, the interviews were also used to discuss 432 the results with the participants. Information about the four interviewees are provided in Table 1 in Section 3. The 
Discussion
438
In this section we further discuss the results presented in Section 4 in the light of our discussion with interviewees. 
Effort estimation processes (RQ1)
440
Our interviews show that it is mainly the scale of a PC project that makes it challenging to estimate and plan.
441
Scale includes a number of factors beyond PC size, such as the number of sites involved, the number of stakeholders 442 involved in the process, the size and complexity of the legacy code etc. The coordination between different types of 443 stakeholders involved in the estimation processes also introduces challenges (see Section 4.1 for stakeholders details).
444
Research shows that coordination challenges exacerbate issues in multi-team projects [12] . Despite these challenges,
445
a reasonable proportion of PCs (1/3, see Table 3 ) are accurately estimated within a 25% error margin at both quotation 446 and analysis stages.
447
The involvement of teams in the analysis stage estimation process is an important practice. The interviewed architecture. The newly on-boarded teams need more time to come to this level. 
Accuracy of estimates (RQ2)
453
Our analysis showed that, overall, underestimation is the dominant trend at both quotation and analysis stages.
454
This is in line with the results in other estimation studies [7] . The interviewees attributed the inaccuracies in the effort 455 estimates mainly to the following challenges that they encounter in this very large-scale distributed agile project:
456
• Requirements related issues such as lack of details and changes in the requirements.
457
• Lack of expertise of newly on-boarded teams results in delays.
458
• Dependencies (such as for code reviews) on specific human resources (e.g., product architects) introduce delays.
459
• Project scale and distribution across multiple sites.
460
• Underestimating the technical complexity of some large PCs.
461
All interviewees stressed the importance of better requirements to be able to estimate more effectively. There is at the analysis stage might have increased the estimators' optimism, resulting in relatively higher underestimation.
469
Underestimation bias is relatively less evident at quotation stage, where in 30% of the PCs the effort is overestimated 470 (see Table 3 ). In these cases, the estimators are more conservative in their estimates mainly due to a high level of 471 uncertainty, lack of detail in the requirements, and that the PCs have not yet been assigned to a development team (i.e.
472
the development team's maturity level is unknown). We identified four factors that impact the accuracy of the effort estimates (Section 4.3) and analyzed how these 475 factors affect the effort estimates (Section 4.4). We now discuss these factors in the light of the interview results. immature teams in our dataset, and are incurring higher effort overruns than the more mature teams. In order to 489 mature, newly on-boarded teams require a lot of time and mentoring support from product architects in Sweden [31] .
490
The mentoring support provided by the product architects is critical to achieve technical consistency, which otherwise 491 is hard to maintain in such projects that scale up involving several agile teams at different levels of maturity [12] .
492
At the quotation stage, the estimators do not know which team(s) will work on the PC being estimated. consider the following aspects when estimating:
586
• As underestimation is the more dominant trend, it is important to consider factors (e.g., PC size, team maturity,
587
etc.) that could potentially add delays in the project. The identification and consideration of these factors would 588 be helpful in reducing over-optimism bias.
589
• It is important to involve all concerned stakeholders (e.g., system managers, project manager, architects, design 590 lead) in the estimation process. Specifically, software architects have a pivotal role in the estimation process 591 due to their understanding of the product's architecture, which allows them to effectively perform an impact 592 analysis of new requirements/tasks at the system level.
593
• Re-estimation at the analysis stage improves the effort estimates. At this stage estimators know more about the 594 requirements and the assigned team(s). These refined estimates at the analysis stage support project managers 595 in monitoring the progress on the task development.
596
• PC size was found to be strongly related to the effort estimates' accuracy and bias. Large sized require-597 ments/tasks are more likely to incur large effort overruns.
598
• Mature teams should be involved in the effort estimation process as they have architectural knowledge and 599 expertise.
600
• Immature teams need more time to complete the tasks, and hence are more likely to incur effort overruns.
601
• Multi-site development, wherein geographically distributed teams collaboratively work on a task, exacerbates 602 the underestimation bias.
603
As for research, the identified factors need to be further investigated in other contexts. 
