We study the asymptotic rate of convergence of the alternating Hermitian/skewHermitian iteration for solving saddle-point problems arising in the discretization of elliptic partial di erential equations. By a careful analysis of the iterative scheme at the continuous level we determine optimal convergence parameters for the model problem of the Poisson equation written in div-grad form. We show that the optimized convergence rate for small mesh parameter h is asymptotically 1 ? O(h 1=2 ). Furthermore we show that when the splitting is used as a preconditioner for a Krylov method, a di erent optimization leading to two clusters in the spectrum gives an optimal, h-independent, convergence rate. The theoretical analysis is supported by numerical experiments.
1 Introduction.
We consider the solution of large sparse saddle-point problems of the form A B T B O u p = f g (1.1) where A 2 IR n n is symmetric and positive semide nite, B 2 IR m n has full rank m n, f 2 IR n , and g 2 IR m . We further assume that A and B have no nontrivial null vectors in common, which guarantees the existence and uniqueness of the solution of (1.1). Linear systems of this type arise in a number of applications, including the numerical solution of elliptic PDEs and Stokes problems by mixed nite element methods; see, e.g., 5, 7, 8] .
In this paper we study the rate of convergence of the Hermitian/skew-Hermitian (HSS) iteration 1] applied to (1.1). The use of HSS as a stationary iteration for solving (1.1) has been rst proposed in 3] , where it was shown that the iteration converges for a large class of problems (of which (1.1) is a special case). In the same paper, it was also shown that the HSS iteration can provide an e ective preconditioner for Krylov subspace methods applied to (1.1).
Here we focus on the simple model problem of the Poisson equation in order to gain insight on how to choose an optimal value of the convergence parameter when the method is used either as a xed-point iteration, or as a preconditioner for a Krylov method (GMRES). We base our approach on an analysis of the algorithm at the continuous level, in the spirit of 9]. The continuous (Fourier-based) analysis of the iteration operator provides insight into the choice of convergence parameters, and yields estimates for the asymptotic rate of convergence in terms of the discretization parameter (mesh size) h, as h ! 0. Furthermore, the spectral analysis can be used to show that taking a small value for the optimization parameter yields an optimal preconditioner for GMRES, with convergence in 2-3 iterations independent of h.
Other approaches for choosing the optimal HSS iteration parameter can be found in the recent references 2] and 4]. 2 The Hermitian/skew-Hermitian (HSS) iteration. This linear system can be solved in various ways, including the CG-like method described in 6]; see the discussion in 3].
Also note that when the HSS iteration is used as a preconditioner, there is no need to solve the systems (2.2) and (2.3) exactly. Generally speaking, using inexact solves instead of exact ones makes this approach more competitive. In this paper, however, we limit ourselves to the case where the linear systems (2.2) and (2.3) are solved to high accuracy, as this greatly simpli es the analysis.
To analyze the convergence of (2.1), we eliminate the intermediate vector x k+ 1 2 and write the iteration in xed point form as The parameter should be chosen so as to maximize the rate of convergence of the iterates. Since the asymptotic rate of convergence is governed by the spectral radius of T , it makes sense to try to choose so as to make (T ) as small as possible. In general, this is a di cult problem.
In the next section we analyze the iteration at the continuous level for a model problem, in an attempt to gain insight into the choice of . We also estimate what kind of asymptotic rate of convergence we can expect. and thus the spectral radius ( ; k) := max(j 1 ( ; k)j; j 2 ( ; k)j).
To optimize the asymptotic performance of the iterative HSS method, we need to determine the parameter which minimizes the spectral radius over all relevant frequency parameters k of the numerical computation. We rst note that depends on k 2 only and thus it is su cient to analyze the frequencies k 0. In addition on a numerical grid, k cannot vary arbitrarily, it is bounded from above by a maximum frequency k max which can be estimated by k max = =h where h is the mesh parameter. It might also be bounded from below by k min , for example if the domain is bounded and has homogeneous Dirichlet conditions. Hence to optimize the performance of the HSS algorithm, we have to solve the min-max problem min >0 max kmin<k<kmax ( ; k) : 2 and in between by the modulus j 1 j = j 2 j = ?1 +1 < 1 independent of k. Now the limit as k goes to zero of 1 is 1 and the limit of ? 2 as k goes to in nity is 1 and computing a derivative with respect to k shows that 1 is decreasing and ? 2 is increasing when they are real. Hence the maximum in the min-max problem must be attained either at k min with value jr 1 j := j 1 (k min ; )j or at k max with value jr 2 j := j 2 (k max ; )j.
We now show the result for the two cases given in the theorem. Figure 3 .1 shows on the left an example of case one and on the right an example of case two to help the reader with the argument. We start with the rst case where the theorem says that the optimum is at = kmax p 2kmax? If HSS is used as a preconditioner for a Krylov method, one could use the same optimized parameter derived for the iterative method, since minimizing the spectral radius corresponds to clustering the eigenvalues of the preconditioned operator around 1. But for HSS there is a better option: one can form two very tight separate clusters with an appropriate choice of the optimization parameter . ; 3 = ? 1
and the spectral radius ( ; k; l) := max(j 1 ( ; k; l)j; j 2 ( ; k; l)j; j 3 ( ; k; l)j). There is also a clustering result in 2 dimensions when HSS is used as a preconditioner for a Krylov method. 
Numerical experiments.
The rst numerical experiment corresponds to the one-dimensional Poisson equation. We choose as the domain the interval 0; 1] with a homogeneous Neumann condition on the left and a Dirichlet condition on the right and a forcing function g(x) = sin x. We discretize the problem using nite di erences with a forward di erence for the grad part and a backward di erence for the div part. We take a random vector as the initial guess and we stop the iteration when the initial residual has been reduced by at least three orders of magnitude. Table 4 .1 shows the number of iterations the HSS method takes depending on the mesh parameter h. As one can see, the iterative method easily beats (full) GMRES without preconditioner, already for very moderate values of the mesh parameter h. (Note that GMRES takes exactly as many iterations as the number of unknowns in the saddle-point problem.) This improves further when HSS is used as a preconditioner for GMRES. The most striking result however is when HSS is optimized for GMRES, trying to form two clusters of eigenvalues. Here we have used = 0:01. In that case two iterations are enough uniformly in the mesh parameter h, as predicted in Theorem 3.3. In Figure 4 .1 we show the iteration numbers in a loglog plot which shows that the continuous analysis predicts the discrete asymptotic convergence rates very well. Only for the GMRES-HSS accelerated method the additional square root is not quite obtained from the Krylov method. Finally we show that the continuous optimization leads to a parameter very close to the optimal one for the discretized problem. In Figure  4 .2 we have run the iterative version of HSS for many parameters and show the required number of iterations to converge to the tolerance 1e ? 3. One can see that the analysis predicts the optimal parameter rather well.
The next set of numerical experiments is for the two-dimensional Poisson equation on the unit square with forcing term g(x; y) = sin x sin y. We impose Neumann boundary conditions for x = 0, x = 1 and homogeneous Dirichlet boundary conditions for y = 0, y = 1. Here we used a zero initial guess and stopping tolerance 1e ? 6 . The results, shown in Table 4 .2, are in agreement with our theoretical analysis. In particular, note that convergence is attained in two iterations (independent of h) when HSS is optimized for GMRES (here we used = 0:001). Also note that both linear systems in (2.1) have condition numbers bounded independently of h. Therefore they can be solved with O(n) complexity, showing that using the HSS preconditioner with GMRES results in an O(n) Poisson solver (with a possibly large constant in front, since must be taken small). In terms of CPU time, it may be better to use a somewhat larger value of , relinquishing h-independence but resulting in linear systems (2.1) whose solution can be approximated very rapidly. In addition to the simple test problems shown here, we experimented with anisotropic problems with constant coe cients. After applying a simple diagonal scaling (see 3]), we obtained results similar to those reported in Table 4 .2. Again, we found that choosing small results in an h-independent preconditioner for GMRES. 5 Conclusions.
The purpose of this paper was to shed some light on the problem of choosing the convergence parameter in the HSS iteration applied to saddle-point problems arising from elliptic PDEs written in rst order form. To this end, we focused on the simple model problem of the Poisson equation, for which we can use Fourier transforms in order to completely analyze the iteration operator at the continuous level.
The same technique can be used to study more complicated problems with constant coe cients, such as anisotropic problems and the Stokes problem. An analysis of the Stokes problem will be presented elsewhere.
