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We present many proofs, specially the ones of combinatorial nature, for an important 
identity of Jacobi , given below, and a few applications 
00 00 1 00 rr (1 + xl)(1+x-lqk-1) = rr 1- j L qn(n+1)/2xn) for lql < 1 and X=!= o. 
k=l ]=1 q n=-oo 
Vlll 
Resumo: 
São apresentadas várias provas, principalmente de natureza combinatória, de uma 




Neste trabalho iremos apresentar uma identidade que originou-se do estudo da 
Teoria de Funções Elípticas, a qual em suas ramificações tem sido objeto de estu-
do há pelo menos dois séculos. Os matemáticos que mais contribuíram para seu 
desenvolvimento foram: Euler, Gauss, Abel e Jacobi. Neste século esta teoria foi 
incorporada dentro da Teoria de Curvas Elípticas a qual foi recentemente usada por 
Andrew \Viles para provar o "Último Teorema de Fermat" . 
Estudando a teoria de funções elípticas Jacobi descobriu uma importante iden-
tidade, que expressa uma soma infinita em termos de produto infinito, 
00 00 1 00 
[l(l+xqk)(1+x-lqk-1) = rr 1=1 L qn(n+1)/2xn, para lql < 1 e X =f o. 
k=l j=l q n=-oo 
a qual é conhecida como "Identidade do Produto Triplo de Jacobi" . Este resultado 
foi publicado por Jacobi em 1829 em seu famoso livro "Fundamenta Nova Theoria 
e Functionum Ellipticarum". 
Um fato histórico interessante sobre a "Identidade do Produto Triplo'' é que ela 
foi descoberta independentemente por três matemáticos: Jacobi, Abel e Gauss. I\ào 
se sabe ao certo quem a descobriu primeiramente, já que em 1829, ano da morte de 
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Abel, Jacobi publicou o seu livro o qual continha esta identidade e o trabalho de 
Abel foi publicado entre os anos de 1827 a 1829. Gauss ao que parece descobriu esta 
identidade e a deixou repousando sobre seus papéis por um quarto de século antes 
que Jacobi e Abel também se deparassem com ela. 
A Identidade do Produto Triplo de Jacobi é uma identidade analítica que ex-
pressa uma soma infinita como um produto infinito e que tem sido muito importante 
em teoria dos números. 
Uma das aplicações da Identidade de Jacobi vista neste trabalho é uma das 
demonstrações mais simples do "Teorema dos I\ úmeros Pentagonais de Euler"; uma 
outra importante aplicação, é que ela permite expressar as seguintes funções theta 
00 
01 (z, q) = 2'L) -1)nq(n+l/2)2 sen(2n + 1)z 
n=O 
00 
82(z, q) = 2 L: q(n+l/2? cos(2n + l )z 
n=O 
00 
B3(z, q) = 1 + 2 2: qn2 cos 2nz 
n=l 
00 
fJ4(z, q) = 1 + 2 L ( -1tqn2 cos 2nz 
n=l 
em termos de produtos infinitos, simplesmente efetuando-se uma troca de variáveis 
na Identidade de Jacobi. Desta maneira obtem-se 
00 
B1(z, q) = 2q114senz IJ(l- q2n){1- 2q2ncos2z + q4n) 
n=l 
00 




03(z, q) = IT (1 - q2'"')(1 + 2q2n-l cos 2z + q471- 2 ) 
n = l 
00 
04(z, q) = IJ (1 - q2" )(1- 2q2n-l COS 2z + q471- 2) 
n=l 
Também fará parte do conteúdo desse trabalho diversas aplicações da Identidade 
do Produto Triplo além de várias demonstrações da mesma. 
Fornecemos, a seguir, uma breve descrição de cada capítulo. 
No capítulo 2, introduzimos, notação e conceitos básicos, incluindo um resultado 
conhecido como Teorema de Tannery. 
Uma prova mista da Identidade do Produto Triplo de Jacobi é apresentada no 
capítulo 3. 
Fornecemos, no capítulo 4, uma demonstração combinatória para o Teorema dos 
1\úmeros Pentagonais de Euler, dada originalmente por Franklin. A prova combi-
natória de J. Zolnowsky que é apresentada neste capítulo é análoga a aquela dada 
por Franklin para o Teorema dos Números Pentagonais de Euler. 
No capítulo 5, apresentamos a prova combinatória da Identidade de Jacobi dada 
por E.M. Wright. 
Os importantes polinômios de Gauss são apresentados no capítulo 6, através 
de uma interpretação combinatória utilizando caminhos reticulados. Encontramos 
também neste capítulo, uma das provas mais simples para a Identidade de Jacobi. 
No capítulo 7, fornecemos duas provas combinatórias da Identidade do Produto 
triplo de Jacobi, a prova de R.P. Lewis e a prova de R. Chapman. 
A única demonstração da Identidade de Jacobi puramente analítica neste tra-
balho é apresentada no capítulo 8. 
No capítulo 9, reunimos algumas das várias aplicações da Identidade de Jacobi , 
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destacando dentre elas, uma das provas mais simples dada ao Teorema dos Números 




Notação e resultados básicos 
2.1 Introdução 
Neste capítulo introduzimos, notação e conceitos básicos, de análise e Teoria dos 
K úmeros, que são utilizados nos capítulos seguintes. 
2.2 Conceitos e Notações 
Definição 2.1: Uma partição de um inteiro positivo n é uma coleção de inteiros 
r 
positivos )q ~ À2 ~ ... ~ Àr, tal que L Ài = n. Os À~ são chamados partes da 
r 
partição. Às vezes denotamos por (À1 ... Àr) uma partição de n =L Àt 
i = l 
Denotamos por p(n) o número de partições de n. Tem-se por exemplo, p(1) = 
1, p (2) = 2, p(3) = 3, p(4) = 5. As 5 partições de 4 são 
4, 3 + 1, 2 + 2, 2 + 1 + 1 e 1 + 1 + 1 + 1. 
Completamos a definição de p(n) para todo inteiro n pondo p(n) =O para n < O, e 
definimos como p(O) = 1 pelo fato de que Àt = O forma a única partição de n =O. 
É claro (da definição) que, numa partição de n, nenhuma parte supera n, e que 
a ordem das partes não está sendo considerada. 
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Pode-se representar uma partição de n por um conjunto de n pontos no plano 
dispostos em linhas correspondentes às partes e ajustadas às esquerda. Cada linha 
tem o número de pontos igual à parte a ela associada e que não supera ao número 
de cada linha superior. Esta representaçã.o é conhecida como Gráfico de Ferrers. 
Por exemplo, o gráfico de Ferrers da partição 4 + 3 + 1 + 1 de 9 é 
• • • • 




Se na representação gráfica de uma partição de n trocarmos as linhas pelas colunas, 
obtemos uma outra partição de n chamada de conjugada da partição considerada. 
Por exemplo, a partição conjugada para a partição 4 + 3 + 1 + 1 de 9 é a partição 
4 + 2 + 2 + 1. Elas possuem as seguintes representações gráficas. 
Partição 
4+3+1+1 
• • • • 









Definição 2.2: Dizemos que uma partição é autoconjugada se ela for igual à sua 
conjugada. 
Por exemplo, 3 + 2 + 1 é uma partição autoconjugada, como se pode observar 




• • • 
• • 
• 
Euler foi o primeiro a observar que a função geradora para p(n), o número de 
partições irrestrita de n, é dada por: 
00 00 1 
LP(n)xn = I1 1- xk 
n=O k=l 
onde p(O) = 1. (2.1) 
Encontramos uma demonstração combinatória dessa identidade em Santos [14]. 
Definição 2.3: Definimos para a, q E C e lql < 1 os seguintes elementos. 
(i) (a)n =(a; q)n = (1- a)(l- aq) ... (1- aqn-l) 
(i i) (a) 00 = (a; q)00 = lim (a; q)n 
n-+oo 
(iii) (a)o = 1 
2.3 Teorema de Tannery. 
Apresentamos a demonstração do teorema de Tannery pelo fato de não ser en-
contrada na maioria dos livros de análise real ou complexa. Esta demonstração se 
encontra em [13]. 
É importante mencionar que este resultado é urna versão discreta do Teorema 
da convergência dominada de Lebesgue. 
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N 
Teorema de Tannery: Se F(n) =L ur(n) onde N é infinito ou uma função de 
r=O 
n que tende para infinito com n, e se 
(i) ur(n ) tende para Vr quando n tende para infinito para todo valor de r , 
(ii) lur(n)l ~ Mr onde lvfr é um número positivo independente de n para todo r, 
00 
(iii) a série L Mr é convergente, 
r=O 
00 
então lim F(n) =L Vr · 
n-+oo 
r=O 
Prova. Como lur(n) l ~ Mr e ur(n) tende para Vr , quando n tende para infinito 
00 
segue-se que lvrl ~ lVlr para todo r, e portanto L Vr é absolutamente convergente. 
r=O 
Agora dado € > O, escolham, um inteiro positivo, tal que 
00 
L Mr < é/ 2 
r=m+l 
e seja n tomado de tal forma que N > m. 
Escreva 
00 
F(n) -L Vr = a + ,8 + '"f, 
r=O 
onde 
m N 00 
a = L (ur(n)- Vr), .8 = L ur (nL r = - L V r 
r=O r=m+l r=m+l 
Então 
N N N 00 
1.81 ~ L Ur(n) < L: lur(n)l ~ L Jvfr ~ L Jvfr < ê. / 2 
r=m+l r=m+l r=m+l r=m+l 
8 
e 
00 00 oc 
lrl= L Vr < 
r=m+l r=m+l r=m+l 
00 
Observe que o valor de m depende unicamente da série L Mr que é também 
r=O 
independente de n. Havendo escolhido m como acima, e tendo o fixado, e fazendo 
n tender para o infinito temos que a tende a zero. Então 
00 
lim F ( n) - L Vr $ ~2 + ~2 = é 1 n-+oo 
r=O 
e como é pode ser escolhido arbitrariamente pequeno, segue o resultado. 
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Capítulo 3 
Prova mista da Identidade do 
Produto Triplo de Jacobi 
3.1 Int rodução 
Apresentamos neste capítulo uma prova do Produto Triplo de Jacobi na qual 
utilizamos argumentos de natureza algébrica e combinatória. 
Esta prova ilustra dois pontos: 
O primeiro é o poder do argumento simétrico como por exemplo mostrado pela 
simetria entre f(x) e f(xq), o que nos conduz a equação (3.4). 
O segundo é que "boas provas" são frequentementes híbridas. Neste caso uma 
junção de um argumento puramente algébrico, que nos leva a equação (3.4), e um 
argumento combinatório utilizado na prova do Lema 3.2. 
3.2 D emonstração 
Teorema 3.1: (Identidade Produto Triplo de Jacobi). 
Para lql < 1 e x i= O, temos que 
00 00 1 00 II (1 + xqk)( 1 + x-lqk-1) = II 1=1 2: qn(n+l) / 2xn 
k=l ;=1 q n = -oo 
10 
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Prova: 
00 
Consideramos f(x) = IT (1 + xqk)(1 + x-1qk-l) = (1 + xq)(1 + xq2) ... (1 + 
k=l 
x-
1 )(1 + x- 1q)(1 + x-1q2) .. . Como JqJ < 1 este produto infinito é convergente para 
todo x i= O. 
Como f é analítica em C\ {O} poderá ser expandida como uma série de Laurent 
em x . 
O coeficiente de cada potência de x será uma função de q, isto é, 
00 
f(x) = L (3.1) 
n=- oo 
A simetria dessa função nos fornece muitos detalhes sobre estes coeficientes. Em 
particular temos: 
Assim 
00 00 L anxnqn = J(xq) = x-lq-1 J(x) = x-lq- 1 L anxn = 
n=-oo n=-oo n=-oo 
Portanto 
00 00 L anxnqn = L anXn- lq-1 (3.2) 
n=-oo n=-oo 
Comparando os coeficientes de xn em ambos os lados da equação (3.2) temos 
11 
(3.3) 
Se conhecessemos a0 , poderíamos obter an para n positivo da seguinte forma 
Podemos também obter an para n negativo. Reescrevendo a equação (3.3) como 
temos 
a_l = qoao =ao, a_2 = qla_l = qao, a_3 = q2a_2 = q1+2ao = q3ao, 
_ n-1 _ 1+2+-··+ (n-1) _ (-n)(-n+l )/2 
, ... , a_n - q a-n+ 1 - q ao - q ao 
Logo para n positivo 
e para n negativo 
Dessa forma temos 
00 00 00 00 00 
f(x) = L anxn =L anXn + L a-nX-n =L aoqn(n+l)f2xn + L aoq-n(-n·r1 )/2x-n 
n=-oo n=O n=1 n=O n=l 
00 00 
=ao L qn(n+l)f2xn +ao L q-n(-n+l)f2x-n 
n=O n=1 
12 
Fazendo a troca de variável -n = n temos 
00 -1 
f(x) = ao L qn(n+1)/2xn +ao L qn(n+1)f2xn 
n=O n=-oo 
ao (t. q•(n+l)/2x• + .t, q•C•+l)/2x•) 
00 
_ ao L qn(n+1)/2xn (3.4) 
n=-oo 
Obtenção de ao 
Sabemos que ao é o coeficiente de x0 na expansão do produto infinito (l+xq)(l+ 
xq2)(1 + xq3) ... (1 + x-1 )(1 + x-1q) . . . , isto é, a0 consiste daqueles termos em que 
as potências de x se cancelam. Observamos que para que isto ocorra devemos tomar 
o mesmo número de termos xqi do primeiro produto infinito e de x-1ql do segundo 
produto infinito. 
Assim a0 é uma série de potências em q, onde o coeficiente de qm é o número de 
maneiras de obtermos qm tomando termos distintos xq1 do primeiro produto infinito 
e um igual número de termos distintos x-1qi do segundo produto infinito, de tal 
forma que as somas das potências de q seja igual a m. 
Por exemplo: o coeficiente de q3 em a0 é 3 que resulta dos 3 seguintes produtos 
O coeficiente de q4 em a0 é 5 pois: 
Existem 4 maneiras de obtermos q4 tomando um termo do primeiro produto 
infinito e um termo do segundo produto infinito 
13 
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Existe uma maneira de obtermos q4 tomando dois termos de cada produto infi-
nito 
Portanto o coeficiente de q4 é igual a 5 que é o total de maneiras de escrevermos 
4 como soma de elementos distintos tomados do conjunto {1, 2, 3, . . . } mais um igual 
número de elementos distintos tomados do conjunto {0, 1, 2, .. . }. 
No Lema abaixo explicitamos esta técnica para o cálculo dos coeficientes de q 
em ao. 
Lema 3.1: O coeficiente a0 (q) é uma série de potências em q 
onde bm é o número de maneiras de representarmos m como uma soma de elementos 
distintos do conjunto {1, 2, 3, ... } mais um igual número de elementos distintos do 
conjunto {0, 1, 2, _ .. }. 
Calculando os primeiros termos dessa série temos que 
A sequência dos coeficientes nesta expansão nos sugere o seguinte resultado. 
Lema 3.2. O coeficiente de qm em a0 (q) é o número de partição de m. 
Prova: Teremos que provar que o número de partições de m é igual ao número de 
maneiras de representarmos m como soma de inteiros distintos positivos mais um 
igual número de inteiros distintos não negativos. 
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Provamos isto construindo uma correspondência 1 - 1 entre as partições de m 
e as representações de m como soma de inteiros distintos positivos mais um igual 
número de inteiros distintos não negativos. 
Dada uma partição de m considere seu gráfico de Ferrers. Traçamos uma linha 
diagonal exatamente abaixo dos pontos da diagonal principal. Agora associamos 
ao número de pontos contidos em cada linha vertical abaixo desta linha diagonal , 
aos inteiros não negativos e aos pontos em cada linha horizontal acima desta linha 
diagonal, aos inteiros positivos. 
Para clarearmos o procedimento descrito acima, consideremos a partição 6 + 5, 
5 + 4 + 2 + 1 de 23 e seu gráfico de Ferrers. 
~· • • • • • li> 6 ~· • • li> 4 • • • . .. 3 I 
___. 1 • • • I I I 
T • 
... ... 





Representamos 23 como 6 + 4 + 3 + 1 (soma de inteiros distintos positivos) mais 
5 + 3+ 1 +O (o mesmo número de termos de inteiros distintos não negativos) . É fácil 
ver que este processo é reversível nos fornecendo dessa maneira a bijeção desejada. 
o 
Assim usando o Lema 3.2 temos que a0 (q) é a função geradora para partições, 
isto é. 
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00 00 1 
ao= L P(m)qm = rr - . 1- qJ 
m = O J=l 
Substituindo a0 em (3.4) temos 
ou seja, 
00 1 00 f(x) = IJ . ~ qn(n+l)/2xn 
l- qJ ~ 
j=l n=-oo 
o que conclui a demonstração do Teorema 3.1. 
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Capítulo 4 
Prova combinatória de J. 
Zolnowsky 
4.1 Introdução 
Uma possível interpretação da Identidade de Jacobi é equivalente a afirmação 
de que o número de partições de um inteiro Gaussiano r+ si em um número ímpar 
de inteiros Gaussianos p + qi distintos e não nulos tais que IP- ql ~ 1, p ~ O, q ~ O, é 
igual ao número de partições em um número par de tais inteiros Gaussianos, exceto 
quando r e s são números triangulares consecutivos. 
A prova dessa equivalência é análoga a prova combinatória do Teorema dos 
Números Pentagonais de Euler, dada originalmente por Franklin. Por essa razão 
apresentamos neste capítulo esta prova dada por Franklin, para os Números Penta-
gonais de Euler. 
Mencionamos que o Teorema dos Números Pentagonais de Euler, pode ser pro-
vado como uma simples aplicação da Identidade do Produto Triplo de Jacobi, que 
é feito no capítulo 9. 
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4 .2 Teorema dos Números Pentagonais de Euler 
Teorema 4 .1: (Teorema dos Números Pentagonais de Euler): 
00 00 
rr(1- xn) = 1 + I )-1)j(Xj(3j+l)/2 + xj(3J- l)/2) (4.1) 
n= l 
Daremos, uma interpretação combinatória para o produto 
para que possamos, então, fornecer a demonstração dada por Franklin para (4.1), a 
qual usa somente argumentos combinatórios. Legendre observou que (4.1) équivalente 
à seguinte igualdade 
se n = j(3j ± 1)/ 2 
caso contrário 
onde qe(n) é o número de partições de n em um número par de partes distintas e 
q8 (n) o número de partições de nem um número ímpar de partes distintas. 
Sabemos que 
é função geradora para partições em partes distintas. Isto nos diz, por exemplo, que 
o coeficiente de X 6 nesta expansão sendo igual a 4 existem exatamente 4 partições 
de 6 em partes distintas, a saber, 6, 5 + 1, 4 + 2, 3 + 2 + 1. Já na expansão de 
o coeficiente de X 6 é nulo. É fácil verificar isto pois na expansão de 
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o produto de um número par de potências distintas de X terá sempre sinal positivo 
enquanto que o produto de um número ímpar de potências de X terá sempre sinal 
negativo. Como as partições com um número par de partes distintas resultam do 
produto de um número par de potências distintas e, analogamente, as partições com 
um número ímpar de partes distintas resultam do produto de um número ímpar de 
potências distintas, o coeficiente de xn será igual a qe(n) - q8(n). No exemplo que 
tomamos, temos duas partições com um número par de partes distintas 5 + 1 e 4 + 2 
e duas em número ímpar de partes distintas 6 e 1 + 2 + 3. Por isto o coeficiente de 




Com estas considerações fica claro que, como observou Legendre, a expressão (4.1) 
nos diz que 
e(n) _ o(n) = { (-1)i se n = j(3j ~ 1)/2 
q q O caso contrano. 
o que equivale dizer que os número qe(n) e q8 (n) são iguais exceto quando n é da 
forma J(3j ± 1)/2 caso em que qe(n) irá superar q8(n) por uma unidade para j par, 
ou q8(n) irá superar qe(n ) por uma unidade para J ímpar. 
Apresentamos, agora, a demonstração dada por Franklin em 1881. A idéia é a 
de construir uma correspondência 1 - 1 entre as partições de n em um número par 
de partes distintas e as partições de nem um número ímpar de partes distintas. 
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Figura 1 
Utilizamos a representação gráfica para estas partições em que todas as partes 
são distintas. Nesta representação as partes estão em ordem decrescente. Vamos 
chamar de a a menor parte desta partição e de b, o número de pontos sobre a linha 
r mostrada na Figura 1 
No caso a ~ b como na Figura 1, podemos remover os "a" pontos da menor parte 
e colocá-los ao lado dos primeiros "a" pontos da linha r , como mostra a Figura 2 
Com esta mudança temos agora uma nova partição de n (observe que temos 
ainda diferentes partes e elas estão dispostas em ordem decrescente) com diferente 
paridade, isto é, se o número de partes era par, após a operação torna-se ímpar, e 
vice-versa. Chamamos a atenção para o fato de que se o número "a" fosse igual a 
"b" a mudança acima ainda teria sido possíveL 
r 
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Examinemos, agora, o caso em que a > b. Vejamos um exemplo gráfico como o 
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Figura 3 
Num caso como este podemos tomar os "b" pontos da linha r e colocá-los abaixo 
dos "a" pontos obtendo uma nova partição com diferente paridade quanto ao número 
de partes. Nesta nova partição continuamos com partes distintas e colocadas em 
ordem decrescente como podemos ver na Figura 4 . 
• • • • • • . /~ 
• • • • • • 
(;/ 
• • • • • 
• • • 
~ 
Figura 4 
É claro que quando uma das duas transformações descritas acima puder ser 
executada teremos uma correspondência entre um elemento enumerado por qe(n) e 
outro enumerado por q8(n) . 
Na realidade estas duas transformações não podem ser sempre executadas. 
Existem exatamente dois casos, ilustrados nas Figuras 5 e 6, em que a linha r 
contém um ponto da menor parte. Isto ocorre quando a = b ou a = b + 1. 
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É fácil ver que nos exemplos das Figuras 5 e 6 não podemos executar nenhuma 
das duas transformações descritas. Lembre-se que executada uma destas transfor-
mações devemos ter '·diferentes partes, e dispostas em "ordem decrescente''. 
Nas figuras 5 e 6 temos 
b(2a+b-1) 
n = a+ (a+ 1) +(a+ 2) + .. ·+(a+ (b- 1)) = 2 
Logo, caso tenhamos uma situação semelhante à da Figura 6, isto é, a = b + 1 
teremos. 
b(3b + 1) 
n = --=-----'-
2 
Neste caso se b, o número de partes, for par, teremos qe(n)- q0(n) = 1 e se b for 
ímpar, teremos qe(n)- q9 (n) = ( -1), isto é, teremos exatamente uma partição com 
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um número par (ímpar) de partes excedendo aquelas com um número ímpar (par) 
de partes. 
No caso da Figura 5, sendo a = b teremos 
b(3b - 1) 
n = --'------'-
2 
e a mesma análise feita acima será válida, ou seja, qe ( n) - q8 ( n) - ( -1 )b, o que 
conclui a demonstração. o 
4.3 Prova combinatória 
Na prova que daremos a seguir obtida originalmente por Zolnowsky [22], serão 
utilizados, como já mencionamos, argumentos semelhantes aos da prova que acaba-
mos de apresentar dos Números Pentagonais de Euler. Se na Identidade de Jacobi 
dada no Teorema 3.1 fizermos a substituição q por q2 e após x por -zq-1 vemos que 
podemos reescrevê-la como 
00 00 
rr (l-q2n-lz)(1 -q2n-lz-l)(l -q2n) = L (- l )nqn2 zn (4.2) 
n=l n=-oo 
Agora a partir de (4.2) fizermos as substituições q2 = uv, z2 = ujv, obtemos: 
00 
Till- (uv)(n-l/2)(uv-l )lf2][1- (uv)(n-l/2)(uv-l)-lf2][1- (uv)n] 
n=l 
00 L ( -lt(uvt2f2(uv- l)nf2 
n=-oo 
isto é, 
00 ITl1 _ un-l/2+1/2vn-l/2-l/2][l _ un-1 /2-1/2vn- l/2+1/2][1 _ unvn] 
n=l 
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00 L ( -1tun<n+1)f2v n(n2-l ). 
n=-oo 
Simplificando a igualdade acima temos 
00 00 IJ[l- unvn-l)[l- un-lvn][l- unvn] = L (- l )"un(n+1)f2vn(n-l)/2 (4.3) 
n=l n=-oo 
00 
Considerando a série infinita L ( -1)"un(n+I)f2vn(n-l)/2 como somas de duas 
n=-oo 
séries infinitas, e trocando a variável n por -n obtemos: 










rr[l- unvn- 1][1- un- lvn][l-unvn] = 1 + 2::( -lt [ u(nt')v(;) + u(;)v(ntl)] (4.4) 
n=l n=l 
A expressão (4.4) pode ser interpretada da seguinte maneira: 
Teorema 4.2: O número de partições de um inteiro Gaussiano r+ si em um 
número ímpar de partes distintas de inteiros Gaussianos não nulos p + qi tais que 
p- ql $ 1,p ~O, q ~O é igual ao número de partições em um número par de tais 
inteiros Gaussianos, exceto quando r e s são números triangulares consecutivos. 
A prova do Teorema 4.2 que fornecemos a seguir , como já mencionamos, apre-
senta grande analogia com a demonstração dada no início do capítulo por Franklin 
para o Teorema dos Números Pentagonais de Euler. 
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A idéia principal consiste na utilização de algumas transformações que são defi-
nidas na representação gráfica que serão definidas a seguir. 
Sudler [18], Sylvester [21] e Wright [23] usaram este método para provar outras 
identidades as quais combinadas algebricamente produz a identidade acima. 
Cheema [7], enunciou o Teorema 4.2 em termos de partições de vetores, e sugeriu 
para uma prova usar estas transformações. 
Iremos definir alguns conceitos que serão usados na demonstração desse Teore-
ma. 
Dizemos que um inteiro Gaussiano é real-dominante (balanceado, imaginário-
dominante) se sua componente real for maior do que (igual a, menor do que) sua 
componente imaginária. 
No que segue estaremos lidando com partições de um inteiro Gaussiano qualquer 
o qual é um real-dominante ou balanceado, já que pela troca das componentes 
qualquer partição de um imaginário-dominante, corresponde unicamente para uma 
partição com o mesmo número de partes de um real-dominante. 
Dizemos que uma partição de um inteiro gaussiano tem paridade ímpar (par) se 
ela t iver um número ímpar (par) de partes. 
Definiremos uma representação gráfica de uma partição (de partições como espe-
cificadas no teorema) de um inteiro gaussiano r+si da seguinte maneira: Cada parte 
p + qi da partição será representada por uma coluna de "p" pontos acima de uma 
linha horizontal e de ((q" pontos abaixo dessa linha. Usaremos duas linhas verticais 
para separar as partes da partição em três classes. A real-dominante à esquerda, a 
balanceada no centro e a imaginária-dominante à direita. Dentro de cada classe as 
partes serão ordenadas da esquerda para direita por componentes decrescentes. 
Por exemplo: A partição 13+11i = (3+2i)+(2+t)+l+(3+3z)+(l+ i)+(3+4i) 
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a representação gráfica dessa partição é dada na figura 1 . 
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Definimos como sendo a altura de uma parte a sua componente real, isto é, o 
número de pontos acima da linha horizontal. 
Definimos como sendo a inclinação do gráfico a parcela do lado esquerdo sobre 
uma linha que passa junto a diagonal rumo ao lado direito e para o centro de uma 
parte a outra, partindo do ponto mais alto ou do ponto mais baixo, como mostra o 
exemplo da figura 2. 
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Observe que as partes que encontram a inclinação são todas adjacentes. Em 
geral cada parte que encontra a inclinação a encontra em dois pontos como visto no 
exemplo da figura 2, existe uma exceção no caso em que todas as partes colocadas à 
esquerda encontram a inclinação, e a menor parte encontra a inclinação em apenas 
um ponto, isto é, a menor parte tem um ponto acima e nenhum ponto abaixo da 
linha horizontal, como mostra o exemplo da figura 3. 
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Diferenciamos estes dois casos dizendo que no primeiro caso a inclinação é des-
tacável, e no segundo caso a inclinação é não destacável. lima inclinação vazia 
definiremos como sendo não destacável. Observe que se a inclinação é não des-
tacável, saberemos que altura da maior parte a esquerda é a mesma que o número 
de partes a esquerda. 
Definiremos como sendo o comprimento da inclinação, o número de pontos na 
inclinação que estão acima da linha horizontal, isto é, o número de partes que 
encontra a inclinação. 
Por exemplo na figura 2 o comprimento da inclinação é três já na figura 3 o 
comprimento da inclinação é sete. 
Por conveniência usaremos as seguintes notações: 
LS para denotar o comprimento da inclinação 
H L para denotar a altura da maior parte a esquerda (zero se a classe esquerda for 
vazia) . 
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H M para denotar a altura da menor parte do centro (infinito se a classe central for 
vazia). 
H R para denotar a altura da menor parte a direita (infinito se a classe a direita for 
vazia). 
Agora daremos quatro regras para manipulações feitas nas representações gráficas 
que em geral transforma uma representação gráfica em outra de paridade oposta. 
Regra 1: condição: LS ;::: H M (observe que esta condição ocorre somente quando 
a classe central é não vazia). 
Modificação: transfere a menor parte do centro e a coloca fora da antiga incli-
nação para criar uma nova inclinação (figura 4). 
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Regra 2: Condições: LS <H Me a inclinação destacável. 
M odificação: transfere a inclinação e cria uma nova parte no centro com altura 
LS que agora será a menor parte do centro (figura 5). 
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Figura 5 
Regra 3: Condições: LS < H M , inclinação é não destacável e H M ~ H L + H R 
com classe central não vazia. 
Modificação: Remova a menor parte do centro e crie uma nova parte à esquerda 
e uma nova parte à direita. 
A nova parte à esquerda terá altura 1 mais do que a antiga H L. 
A nova parte à direita é formada da "sobra" e terá uma altura menor do que a 
antiga H R, logo será a menor parte à direita (figura 6). 
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Regra 4: Condições: LS < H Ma inclinação é não destacável e H M > H L+ H R , 
com a classe direita não vazia. 
Modificação: Unir a maior parte da esquerda e a menor parte da direita para 
formar uma nova parte menor no centro (figura 7). 
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É claro que as regras acima são mutualmente exclusiva, isto é: uma representação 
gráfica poderá satisfazer as condições de no máximo uma das regras. 
Há também uma correspondência entre as regras 1 e 2, e 3 e 4, isto é, tornando 
uma representação gráfica e modificando-a por uma das regras encontraremos as 
condições da outra regra correspondente, e sendo aplicada esta regra correspondente 
retornaremos a representação gráfica original. 
Por exemplo, na figura 4 a representação gráfica sobre o lado esquerdo é mo-
dificada pela regra 1, resultando na representação gráfica dada pela figura 5, esta 
segunda representação gráfica satisfaz as condições da regra 2, então aplicando a 
regra 2 retornaremos ao gráfico original. 
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As representações gráficas que não satisfazem nenhuma das condições das regras 
1-4 são caracterizadas por possuírem centro e classe direita vazias, e inclinação não 
destacável. Pois supondo que uma representação não satisfaz nenhuma das condições 
das regras 1-4, teremos que a não aplicabilidade das regras 1 e 2 significa que a 
representação gráfica deve ter LS < H M e inclinação não destacável , agora a não 
aplicabilidade das regras 3 e 4 significa que nem H M e nem H R podem ser finita, 
portanto o centro e a classe direita devem ser vazias. 
Assim qualquer representação com centro e classe direita vazia, e inclinação não 
destacável representa urna partiç.ão de um inteiro Gaussiano r + si onde r e s são 
números triangulares consecutivos. 
Com isso concluí-se a demonstração. o 
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Capítulo 5 
Prova combinatória de E.M. 
Wright 
5.1 Introdução 
Neste capítulo iremos apresentar mais uma prova combinatória da Identidade de 
Jacobina qual não faremos uso de análise e de funções geradoras. 
Estabelecemos uma correspondência 1 - 1 a fim de provar que o número de 
partições do número bi-partido (n , m) em partes distintas das formas (a , a -1), (b-
1, b) para a, b = 1, 2, . . . , é igual ao número de partições do número k = n- ~(n­
m) (n-m+1) . 
5.2 Prova combinatória 
A Identidade de Jacobi dada na equação (4.2) pode ser reescrita como 
00 00 rr (1- Q2n)(1 + Q~n-1T)(1 + Q2n-ly-1) = L Qr2Tr (5.1) 
n=1 r=-oo 
válido para IQI < 1 e Ti- O, bastando substituir z por -T e q por Q. 
Utilizaremos (5.1) na seguinte forma 
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e 
00 00 00 IT (1 + Q2n- 1T)(1 + Q2n-1T-1) = 2::::: Qr2Tr IT (1 _ Q2n)-1 (5.2) 
n=1 r = -oo n=l 
Tomando X= QT e Y = QT-1 temos: 
xnyn-1 = QnTnQn-Iy-n+1 = Q2n-1T 
xn-1yn = Qn- 1rn-1Qnr-n = Q2n-1r- l 
r(r+l) r {r-1 ) {r 2 +r} {r 2 +r) {r2 - r} - (r 2 - r } X 2 Y 2 ._ Q 2 T 2 Q 2 T 2 
Substituído (5.3), (5.4) e (5.5) em (5.2) obtemos 




rr(l + xnyn- 1)(1 + xn-tyn) = 2::::: xr(r+l)/2yrcr- l)/2 II(1 - xnyn) - 1, (5_6) 
n=l r=-oo n = l 
O lado esquerdo de (5.6) é a função geradora de Q(n, m), o número de partições 
do número bi-partido (n, m) em partes distintas 
(a,a-1),(b-1,b) onde a,b=1, 2, 3, ... (5.7) 
Igualando o coeficiente de xn.ym em cada lado de (5.6) obtemos que: 
No lado esquerdo o coeficiente é o número a(n, m) e no lado direito é p(N ), 
00 00 
lembrando que rr (1- xnyn)- 1 = I:::p(n)x nyn , onde p(n) é o número de partições 
n= l n=O 
de n. 
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Temos desta forma 
00 00 L xr(r+l)/2yr(r-1) /2 rr (1 - XNYN)-1 c~oo x•(•+l)/'y•(•-l)/2) 
r=-oo 
(~p(N)X~'yN) 
00 00 L L p(N)XN+r(r+l)/2yN+r(r-1)/2 
r=-oc N=O 
Teremos o coeficiente de xnym quando: 
1 
n = N + 2r(r + 1) 
1 
m = N + 2r(r- 1) 
Subtraíndo membro a membro temos que n- m = ~r(r + 1) - ~r(r- 1) , isto 
1 2 2 
é, n- m =r, logo, N = n- 2(n - m)(n- m + 1). 
1 
Portanto p(n- 2(n- m)(n- m + 1)) é o coeficiente de xnym no lado direito 
de (5.6). 
Igualando o coeficiente em cada lado de (5.6) temos: 
1 
a(n, m) = p(n - 2(n- m)(n- m + 1)), (5.8) 
onde p(k) =O se k < O. 
A equação (5.8) por ser uma igualdade de natureza combinatória deverá admi-
tir uma prova direta independente de análise e função geradora preferencialmente 
através de correspondência 1-1 entre as partições enumeradas por a( n, m), e aquelas 
enumeradas pelo lado direito de (5.8); Fornecemos tal prova a seguir. 
Sem perda de generalidade devido a simetria podemos supor que n ~ m . 
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A cada partição de (n, n - r) em partes distintas (a, a - 1), (b - 1, b) onde 
a, b = 1, 2,3, ... corresponde de maneira única uma expressão de n da forma 
v+r v 
n= L:at+ L (bt-1) 
1 ~ a1 < a2 < a3 .. . 
1 ~ bl < b2 < b3 .. . {5 9) 
t=l t=l para algum v ~ O 
Pois precisamos tomar r partes a mais do tipo (a, a- 1) do que do tipo ( b- 1, b) 
para se formar partições de números da forma (n, n- r). Assim para provarmos 
a expressão (5.8) basta exibirmos uma correspondência 1-1 entre as partições de 
1 -k = n- 2(n- m)(n- m + 1) e uma expressao de n da forma (5.9). 
Escrevendo r= n- m temos k = n- ~r(r + 1) e o lado direito de (5.8) é p(k) . 
Se k < O isto é n < r( r: 1) então p(k) = O e não existem soluções de (5.9), já 
que 1 ~ a1 < a2 < ... , então 
r(r + 1) 
a1 + a2 + a3 +···+ar~ 1 + 2 + 3 + · · · + 7' = 2 
Se k = O, isto é, n = r(rt), então p(k) = p(O) = 1 e existe exatamente uma 
solução de (5.9), a saber, quando v= O e at = t . 
Supondo então k > O considere uma partição qualquer de k e a representação 
gráfica usual, onde cada linha do diagrama representa uma parte e as partes estão 
em ordens não crescente (por exemplo como na figura 1) 
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Fazemos a seguinte modificação: 
Numa linha acima do diagrama colocamos um triângulo retângulo constituído 
de r linhas de pontos, na qual a mais baixa é formada de r pontos. 
Por exemplo se r = 2 (utilizando a figura 1) nossa figura se torna contendo 
1 . k + 2r(r + 1) = n pontos no total, como v1sto na figura 2 
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Apartir de uma meia unidade acima do ponto mais alto traça-se uma linha 
diagonal como mostrada na figura 3, separando os pontos em 2 conjuntos 
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O conjunto abaixo da linha diagonal constitui de r+ v colunas para algum v 2: O 
(em nosso diagrama v = 3) onde cada uma contendo números diferentes positivos 
de pontos (porque por construção a inclinação esta na extremidade mais alta). 
Os números em cada uma dessas colunas serão os valores de av+r , a v+r- l, .. . , a2, a 1 
em (5.9). 
À direita da diagonal existem v linhas em que cada uma contém números não-
negativos distintos de pontos (a menor linha pode ser vazia). Os números em cada 
uma dessas linhas serão os valores de bv - 1, bv-l - 1, ... , b1 - 1. 
Obtemos então dessa forma a expressão 
v+r v 
n = L at + L bt - 1 
t=l t=l 
1 :S a1 < a2 < · · · 
1 :S bl < b2 < ... 
O processo acima pode ser desfeito da seguinte maneira, partindo de uma solução 
de (5.9), construímos um diagrama como o do diagrama da Figura 3, e retiramos os 
r(r + 1) c d d. · - l - 1 
2 
pontos que .~.ormam no t~po o 1agrama um tnangu o retangu o. 
Obtemos assim uma representação gráfica usual de uma partição de k. 
Esta correspondência é claramente 1-1, o que conclui a demonstração. D 
Esta prova direta de (5.8) é claramente mais longa do que a dedução de (5.8) a 
partir de (5.2) , mas os passos da prova que apresentamos podem ser revertidos e (5.2) 
pode ser deduzida a partir de (5.8). Dessa forma teremos uma prova combinatória 
da Identidade de Jacobi. 
' "' ,, .... "" , ,·- \ 
· •1'11 J'.' •.• "' ~~ ~" ' ~ / ·'-· ~ \ .J l -·. -,.J ... 
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Capítulo 6 
Polinômio de Gauss e a Identidade 
de Jacobi 
6.1 Introdução 
Introduzimos neste capítulo, os importantes polinômios de Gauss através de uma 
interpretação combinatória utilizando caminhos reticulados. 
O polinômio de Gauss é conhecido como coeficiente q-binomial por causa de seu 
importante papel em uma generalização do Teorema binomial. 
Apresentamos neste capítulo uma das provas mais simples da Identidade de 
Jacobi que é uma aplicação direta do Teorema q-binomial, e que já era conhecida 
por Gauss (1866) e por Cauchy (1843) . 
6.2 Caminhos reticulados 
Sabemos que uma das maneiras de interpretarmos o coeficiente binomial (m;:; n) 
é como o número total de maneiras de selecionarmos m objetos de um conjunto de 
m+n objetos. Mas também existem outras maneiras equivalentes de interpretarmos 
este coeficiente binomial. 
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Vamos nos restringir no que segue, a caminhos reticulados (usualmente no reti-
culado Z2) . 
De quantas maneiras podemos passar da origem (0, O) para o ponto (n, m), onde 
m e n são inteiros não negativos, se cada passo é uma unidade para norte ou para 
direita (leste)? 
Tomamos um total de m + n passos, exatamente m desses passos devem ir para 
o norte, sendo tomados em qualquer posição. 
Assim do conjunto de m + n passos, podemos selelecionar qualquer m deles para 
serem os passos para o norte. 
Logo teremos (m ;!" n) caminhos diferentes que partem da origem até o ponto 
(n, m) com as restrições dadas. Na figura 1 tomamos o caminho reticulado de (0, O) 




Também podemos representar nossos passos como uma sequência de Os e ls, 
onde O representa passos para o norte, e 1 passos para o leste. 
O caminho reticulado que tomamos corresponde a seguinte sequência 01101011001. 
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Existem 30 quadrados no retângulo que delimitam possíveis caminhos reticula-
dos de (0, O) para (6, 5) . Cada caminho reticulado exceto os dois correspondentes 
às sequências 00000111111 e 11111100000, separa este diagrama em 2 regiões: uma 
acima e outra abaixo do caminho. Se colocarmos pontos dentro de cada quadrado 
que esta acima do caminho reticulado, obtemos uma representação gráfica de uma 
partição. 
Ao caminho reticulado da figura 1 temos a representação gráfica da partição 
5 + 5 + 3 + 2 de 15 (figura 2). 
(6,5) 
• • • • • 
• • • • • 





Os caminhos reticulados de (0, O) para (6, 5) representam partições com, no 
máximo, 5 partes e cada parte menor do que ou igual a 6. 
A correspondência é 1 - 1, pois cada partição em no máximo 5 partes com cada 
parte menor do que ou igual a 6 define um único caminho reticulado de (0, O) para 
(6, 5) . 
A proposição seguinte nos mostra que este resultado vale em geral. 
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6.3 Polinômio de Gauss 
Proposição 6.1: O número total de partições em, no máximo, m partes com cada 
parte menor do que ou igual a n é igual a (m: n). 
Esta proposição sugere uma generalização para o coeficiente binomial. 
Em vez de contarmos o número total de partições em, no máximo, m partes 
com cada parte menor do que ou igual n, consideramos a função geradora dessas 
partições. 
Como não podemos ter mais do que m. n pontos no diagrama, o coeficiente será 
zero quando a potência de q for maior do que m.n. O coeficiente de qm.n é 1, pois 
existe exatamente uma partição de m.n que se ajusta dentro desse retângulo. 
Isto nos diz que a função geradora é um polinômio mônico de grau m.n. 
Por exemplo para m = 5 e n .= 6 o polinômio é 
!6,5 (q) = 1 + q + 2q2 + 3q3 + 5q4 + 7q5 + 10q6 + 12q7 + 16q8 + 19q9 + 23q10 + 
25q11 + 29q12 + 30q13 + 32q14 + 32q15 + 32q16 + 30q17 + 29q18 + 
25ql9 + 23q20 + 19q21 + 16q22 + 12q23 + 10q24 + 7q25 + 5q26 
+3q27 + 2q28 + q29 + q30. 
Temos duas observações a serem feitas sobre estes polinômios: 
A primeira é que eles são palíndromicos, isto é, os coefic~entes são os mesmos 
não importando a ordem em que lemos. 
A segunda é que eles são unimodais, isto é, os coeficientes são não decrescente 
até a ordem menor do que m;n e não crescente após esta ordem (esta propriedade 
foi provada por Sylvestre [20] (1878)) . 
Ao tomarmos q = 1 na função geradora fm,n(q) estaremos somando todos os 
coeficientes encontrados, tendo assim o número total de partições que se ajustam 
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dentro do retângulo m x n, isto é, o número total de partições em no máximo m 
partes com cada parte menor do que ou igual a n , e pelo que já vimos na proposição 
6.1, este número é igual a (m: n). 
Assim fm,n(l) = (m: n). 
Isto quer dizer que nossa função geradora é uma generalização do coeficien-
te binomial, e por essa razão usaremos uma notação semelhante ao do coeficiente 
binomial que é: 
[ mm+n lq em vez de fm,n(q) . 
É comum também usarmos esta notação sem o subíndice q, isto é, [ m; n ] · 
A função geradora polinomial [ m ~ n ] ' é chamada de polinômio de Gauss, por 
ela ter sido introduzida por Gauss. Gauss descobriu que estes polinômios podem 
ser escritos como uma razão de produtos, de maneira semelhante aos coeficientes 
binomiais que são expressos como quocientes de fatoriais. 
Proposição 6.2: Se m e n são inteiros positivos então 
[ 
m + n ] (1- q)(1- q2) •• . (1 - qm+n) m 1 - qn+i 
m q = {1- q)(l - q2 ) . .. {1- qm)(1 - q)(1 - q2) ... (1- qn) = Jj1- qi 
(6 .1) 
Antes de apresentarmos a prova observamos que a expressão ( 6.1) pode ser 
escrita como 
(q ; q)m+n m 1 - qn+i 
(q; q)m(q; q)n = D 1 - qt 
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. servamos a seme-
lh t - d fi . b. . 1 (m + n) ( m + n) ! ança en re esta notaçao e a o coe c1ente momta como = . 
m m!n! 
Prova. Esta prova ilustra uma técnica geral de argumentos combinatórios, um 
procedimento que generaliza prova por indução. A técnica é a seguinte: 
Verificaremos que cada lado da equação a ser provada (equação ( 6.1)) satisfaz a 
mesma fórmula recursiva e as mesmas condições de fronteira. 
Desde que cada lado é unicamente determinado pelos valores de fronteira e pela 
fórmula recursiva os dois lados devem ser iguais. 
Para o nosso problema os valores de fronteiras são param = O e para n = O. 
Em qualquer caso existe exatamente um caminho reticulado de (0, O) para (n, m). 
Todos os passos são para o norte se n = O. Todos os passos são para o leste se 
m =O. A única partição possível é a partição vazia. 
Logo 
[~]-[:]=1 (6.2) 
O coeficiente binomial é completamente determinado pelas condições de fronteira 
(;) = (:) = l , juntamentecomafórmularecursiva (m~n) = (m+~- 1)+ 
( m + n -
1) onde m, n > O. 
m-1 
Existe também uma fórmula recursiva semelhante para os polinômios de Gauss. 
Dada uma partição em, no máximo, m partes, cada parte menor do que ou igual 
a n, existem duas possibilidades mutualmente exclusivas. 
1) Todas as partes são estritamente menores do que n , a função geradora para estas 
partições é: 
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2) A maior parte é exatamente n, registramos esta parte como qn, e então observamos 
que o que resta é uma partição em, no máximo, m - 1 partes, cada parte menor do 
que ou igual a n. A função geradora para estas partições é: 
n[m-l+n] 
q m-1 
Isto estabelece a fórmula recl}.rsiva 
(6.3) 
Os polinômios de Gauss são definidos de maneira única pelas condições de fron-
teira (eq. (6.2)) e a fórmula recursiva (eq. (6.3)). 
Verificamos a seguir que o produto, 
(q; q)m+n 
(q; Q)m(q; Q)n (6.4) 
também satisfaz as mesmas condições de fronteira e a mesma fórmula recursiva (eq. 
(6.2) e (eq. (6.3)). 
Definimos que a expressão (6.4) como sendo igual a 1 quando m = O. Este 
produto também é igual a 1 quando n = O. Logo satisfaz as mesmas condições de 
fronteira ( eq. (6.2)). 
Se o produto satisfaz a mesma fórmula recursiva (eq. (6.3)), então deve ser igual 
ao polinômio de Gauss. 
De fato este produto satisfaz a mesma fórmula recursiva (eq (6.3)) . Como 
(q; q)m+n m (1- qn+i) 
(q; q)m(q; q)n = g (l- Q1 ) 
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devemos provar que rr (1 - qn~i) = (q; q)m+n-1 + q" (q; q)m+n-1 . 
i=l (1 - q') (q; q)m(q; q)n- 1 (q; q)m-1 (q; q)n 
Gsando a definição de (q; q)m temos 
(q; q)m+n-1 + qn (q; q)m+n-1 _ 
(q; q)m(q; q)n-1 (q; q)m- l(q; q)n 
(1 _ q)(1 _ q2) ... (1 _ qn-1)(1 _ q") .. . (1 _ qm+n-1) 
(1- q) . .. (1- qm)(1- q) ... (1- qn- 1) + 
n (1- q) ... (1 _ qn)(1 _ qn+l) ... (1 _ qm+n- 1) 
+q (1-q) ... (1 - qm- 1)(1-q) . .. (1-qn) 
(1- qn)(1- q"+l) ... (1- qm+n-1) n(1- qn+1) ... (1- qm+n-1)(1- qm ) 
(1-q) ... (1-qm) +q (1 -q) ... (1-qm-1)(1 - qm) 
(1 - qn-1) . .. {1- qm+n-1)[( n) n( m)] 
( 1 - q) ... ( 1 - qm) 1 - q + q 1 - q 
(1 _ qn+l) ... (1 _ qm+n-1) n+m 
(1 - q)(1- q2) ... (1 - qm) (1- q ) 
m (1- qn+1) g (1- ql) 
Logo o produto satisfaz a mesma fórmula recursiva (eq. (6.3)), o que conclui a 
demonstração. o 
O polinômio de Gauss é também conhecido como o coeficiente q-binomial por 
causa de seu papel em uma generalização do teorema binomial (1 +x )" = t, ( ~) x'. 
6.4 Teorema q-binomial 
Teorema 6.1: (O Teorema q-binomial) 
Para qualquer inteiro positivo n 
(1 + xq)(l + xq') .. . (1 + xq") = t, [ ~ ] q•h+llf'x; (6.5) 
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Prova. Ao expandirmos o produto (1 + xq)(1 + xq2) ... (1 + xqn) , obtemos um 
polinômio em x em que o coeficiente de x' é um polinômio em q, isto é: 
n 
(1 + xq)(1 + xq2) ... (l + xqn) = 2::: a,(q)xi 
i=O 
Por exemplo 
(1 + xq)(1 + xq2)(1 + xq3) (1 + xq4) = 1 + (q + q2 + q3 + q4)x + 
+(q3 + q4 + 2qs + q6 + q7)x2 + (q6 + q7 + qs + q9)x3 + q1ox4 
1 + (1 + q + q2 + q3)qx + (1 + q + 2q2 + q3 + q4)q3x2 + 
+(1 + q + l + q3)q6x3 + q1ox4 
_ 1 + [ 1] qx + [ ~ ] q3x3 + [ ~ ] q6x3 + q1ox4 
O polinômio ai ( q) é a função geradora para partições em exatamente i partes 
distintas, onde cada parte é menor do que ou igual a n . 
Dada uma partição em exatamente i partes distintas, sendo cada parte menor 
do que ou igual a n, podemos subtrair 1 da menor parte, 2 da segunda menor parte 
e assim por diante até subtraímos i da maior parte. 
Através desse processo obtemos uma partição arbitrária em no máximo i partes. 
cada parte é menor do que ou igual a n - i. Sabemos que a função geradora para 
estas partições é 
Como subtraímos 1 + 2 +···+ i = i( i+ 1)/2 de cada partição, então a função 
geradora para partições em exatamente t partes distintas onde cada parte é menor 
do que ou igual a n é: 
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o que prova o teorema. o 
6.5 Aplicação do Teorema q-binomial na prova da 
Identidade de Jacobi 
Apresentamos a seguir uma das demonstrações mais simples para o Produto 
Triplo de Jacobi, onde faremos uso do Teorema q-binomial. 
Se na equação (6.5) tomarmos n =2m temos: 
(1 + xq)(1 + xq2) ... (1 + xq2m) = ~ [ 2~ ] q'(i+ll/2x' 
Se substituírmos x por xq-m obtemos: 
Para O::; j ::; m- i reescrevemos (1 + xq-i) como xq-1(1 + x-1qi), assim temos: 
Efetuando inicialmente os fatores xqi no lado esquerdo da igualdade obtemos: 
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m(m -1) Como(0+1+···+m-2 + m-1)= 
2 
temos: 
xmq-m(m-1)/2(1 + x-lqm-1)(1 + x-lqm-2) ... (1 + x-1)(1 + xq) . . . (1 + xqm) = 
L2m [ 2m l !i!±.!.l_ . = . q 2 m'x' t 
i=O 
Multiplicando ambos os lados por x-mqm(m-1)12 obtemos: 
Introduzindo uma nova variável para o somatório j =i-me observando que 
j(j + 1) 
2 
(i- m)(i- m + 1) 
2 
i[i- m + 1] - m[i- m + 1] 
-2 
i[(i + 1)- m]- m[i- (m- 1)] i(i + 1) - im- mi + m(m - 1) 
2 2 
i( i+ 1) . m(m- 1) 
2 -mt+ 2 
temos: 
(l+x-lqm-1)(1+x-lqm-2) ... (l+x-l)(l+xq) ... (1+xqm) = t [ ~~ j l qillplx' 
J=-m 
ou seja, 
IT (1 + xqk)(1 + x-1qk-1) = .t [ m2: j l q&:;ll x' 
k=l J=-m 
(6.6) 
(6.6) é uma versão finita do Produto triplo de Jacobi. 
[ 
2m ] m+j 1 - qm-J+i 
Como . = IT . e lql < 1 temos 
m + J 1- q' 
t=l 
m+J 1 - qm-J+i oo 1 
um II . =II-





onde o processo de limite é justificado pelo Teorema de Tannery. 
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Capítulo 7 
Provas combinatórias de R.P. 
Lewis e R. Chapman 
7.1 Introdução 
Apresentamos neste capítulo duas provas combinatórias da Identidade de Jacobi. 
A primeira foi estudada por Sylvester [19], mas Lewis [11] a reescreveu de uma 
maneira mais clara. Apresentamos a versão de Lewis. 
A segunda prova, dada por R. Chapman [16], é relacionada com a de Lewis [11] 
e Wright [23] apresentada no capítulo 5, mas talvez seja a mais direta delas. 
7.2 P rova de R.P. Lewis 
A prova combinatória da Identidade de Jacobi que apresentamos aqui é tirada do 
artigo de Lewis [11]. Mas também é dada por Sylvester ([19], pp. 34-36], a qual 
Lewis comenta que a descrição feita por Sylvester está um pouco obscura. Também 
encontraremos uma prova semelhante em MacMahon [[12], §323]. 
A identidade de Jacobi 
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00 00 
rr(l-q2n)(l+q2n-lt)(1 +q2n-1cl) =L qrz{'" (7.1) 
n=l r =-oo 
onde q e t são números complexos com lql < 1 e t =/=O, pode ser reescrita como 
fi (1 + q2n-lt)(1 + q2n-lt-l) = (fi 1 _\2n) c~oo q''t•) {7.2) 
Como sabemos, Euler foi o primeiro a observar que 
00 1 00 
II = ""' p(n).qn, 1 - qn L,_; 
n=l n=O 
Assim podemos reescrever (7.2) da seguinte maneira 
00 IT (l + q2n-l t)(1 + q2n-lcl) 
n=l 
00 00 L LP(n)q2n+r2f (7.3) 
r=- oo n = O 
Comparando os coeficientes de qNtk em ambos os lados de (7.3) , vemos que (7.1) 
pode ser interpretada da seguinte forma: 
Teorema 7.1: Para os inteiros K e N com N;::: O, o número de solução da equação 
(7.4) 
em inteiros positivos ímpares ai , b; com ai > · · · > ak1 , b1 > · · · > bk2 , e com 
K 1 - K2 = K é p(HN- K 2)) . 
Assumimos que (7.4) tem exatamente uma solução se N = K = O, e nenhuma 
solução quando N =O e K i- O. Então o teorema é verdadeiro quando N = K = O 
. (N- K 2) (já que p(O) = 1), e também é verdadeiro quando 2 < O, isto é quando 
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K 2 > N (já que p(n) = O para n < O e visto que (7.4) não tem solução já que 
teríamos a soma pelo menos igual a soma dos primeiros lkl inteiros positivos ímpares, 
a saber K 2 e N não poderia ser menor do que K2). 
Note que, se (7.4) tem uma solução, N - K2 é par. 
Antes de provarmos o teorema, faremos algumas observações. 
Considere uma representação gráfica de uma partição como por exemplo da 
partição 9 + 7 + 3 + 1 de 20 
• • • • • • 
• • • • 
• 
Figura 1 
Chamamos de diagonal do diagrama a linha de pontos como a indicada na figura 
1. 
Utilizaremos também o fato de que partições em partes ímpares distintas pos-
suem uma representação gráfica da forma dada na figura 2. Esta simples represen-
tação consiste em uma prova de um resultado conhecido que afirma que o "número 
de partições em partes ímpares é igual ao número de partições autoconjugadas:' . 
• • • • • 
I 
• • • • • .
• • • • 
I I I I 




No diagrama da figura 2 estamos representando as partes da partição 9 + 7 + 3 + 1 
pelos pontos conectados pelos segmentos de reta que formam ângulo reto. 
Chamamos o diagrama da figura 2 por diagrama auto-conjugado da partição 
(em partes ímpares distintas). 
Prova do teorema 7.1: 
A prova descreve uma bijeção entre soluções de (7.4) e as partições de HN- K2 ). 
Assumimos que K 2:: O e N > O. 
Dada uma solução de (7.4), traçamos o diagrama auto-conjugado A, da partição 
a1 + · · · + ak11 e traçamos o diagrama auto-conjugado B , da partição b1 + · · · + bk2 , 
onde representamos as partes de B por círculos. 
Em seguida sobrepomos em A o diagrama B, da seguinte maneira: 
O canto superior esquerdo de B colocamos sobre o ponto K + 1 situado na 
diagonal de A. 
Obtemos um diagrama composto de pontos e círculos o qual chamamos de C. 
Por exemplo, para N = 38, K = 2 e a solução de (7.4) dada por 38 = (11 + 9 + 5 + 
1) + (9 + 3), o diagrama C fica: 
• • • • • • 
• • • • • • 
• • • • • 
• • • • 
• • • 
• • 







Figura 4: diagrama auto-conjugado B 
• • • • • • 
• • • • • • 
• • ® ® ® o o 
• • ® ® o 
• 
.. ® o 
• • o 
o 
Figura 5: diagrama C 
A partir do diagrama C obtemos um novo diagrama D , da seguinte maneira: 
Removemos do lado superior esquerdo um quadrado contendo K x K pontos, e 
em seguida trocamos • por O e O por • na diagonal e abaixo da diagonal de C. 
Note que após o primeiro passo (a remoção do quadrado) os símbolos restantes 
na diagonal de C são todos(), enquanto no segundo passo O permanece Q. 
Para nosso exemplo o diagrama D é dado na figura 6 . 
• • • • 
• • • • 
00 ® ® ® 00 
00 ® ® o 
00 ® • 
00 • 
• 
Figura 6: diagrama D 
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Observamos que o diagrama D é formado pela superposição da representação 
gráfica de uma partição de ~ (N- K 2 ) com o diagrama de sua conjugada representada 
comO. 
É esta partição que associamos à solução de (7.4) com a qual começamos. 
Pelo diagrama D estão associadas a partição 4 + 4 + 3 + 2 + 2 + 1 + 1 de 17 com 
a solução de (7.4) dada por 38 = (11 + 9 + 5 + 1) + (9 + 3). 
A fim de mostrar que temos uma bijeção precisamos provar que esta operação 
pode ser revertida. 
Dada uma partição de HN- K 2), traçamos sua representação gráfica usando 
• , e sobrepomos sua conjugada usando 0, deixando vazio um quadrado K x K no 
topo esquerdo como mostrado na figura 6. Em seguida trocamos • por O e O por 
• na diagonal e abaixo dela, e completamos o quadrado K x K com • , a figura 5 
reaparece, o que nos leva em uma solução de (7.4). 
Tomando o mesmo exemplo, isto é, quando N = 38, k = 2 e a partição 4 + 4 + 
3 + 2 + 2 + 1 + 1 de 17 = ~ ( N - K 2 ) temos: 
• • • • 
• • • • 











Figura 8: partição conjugada de ~ (N - K 2) 
• • • • 
• • • • 
00 ® ® ® 00 
00 ® ® o 
00 ® • 
00 • 
• 
Figura 9: diagrama sobreposto 
Fazendo a troca de • por O e O por • na diagonal e abaixo da diagonal da 
figura 9 e completando o quadrado K x K por • obtemos a figura 10 a qual nos dá 
uma solução de (7.4), dada por 38 = (11 + 9 + 5 + 1) + (9 + 3) 
• • • • • • 
• • • • • • 
• • ® ® ® 00 
• •• ® ® o 
• • ® o 
• • o 
o 
Figura 10 
A transformação pode ser também efetuada quando K < O. Aqui colocamos a 
ilustração do caso N = 38, k = -2 e a solução de (7.4) dada por 38 = (9 + 3) , 






o o ® • 
o o • 
• 
Figura 11: 38 = (9 + 3) + (11 + 9 + 5 + 1) 
0000 
0000 
•• ® ® ® •• 
• • ® ® • 
• • ® o 
•• o 
o 
Figura 12: 17 = 7 + 5 + 3 + 2 
Observamos que a imagem de (b1 + · · · + bk2 ) + (a1 + · · · + ak1 ) será a conjugada 
da imagem de (a1 + · · · + akJ + (b1 + · · · + bk2 ) . A bijeção requerida foi descrita em 
todos os casos, então o teorema esta provado. o 
7.3 Prova de R. Chapman 
A Identidade do Produto Triplo de Jacobi 
00 00 II (1 + xq2n-1)(1 + x-1q2n-l )(1 -ln) = L: xmqm2 (7.5) 
n=l m=-oo 
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tem sido provada de muitas maneiras diferentes. Em particular diversos autores tem 
feito provas "bijetivas" ou "combinatórias". 
A prova que daremos a seguir é relacionada com aquelas de Lewis [11] e Wright 
[23] mas talvez seja a mais direta delas. Esta prova também estabelece a mes-
ma bijeção encontrada na prova de Borcherds "mecânica quântica" (esboça-do por 
Cameron em §13.3 de [6]). 
Podemos reescrever (7.5) como 
00 00 1 00 2 II (1 + xq2n-1 )(1 + x-1ª2n-l ) = II 1- 2n L xm.qm (7.6) 
n=l n=l q m=-oo 
o lado direito de (7.6) é igual a 
00 00 00 00 
LP(r)q2r L xmqm2 =L L p(r)xmqm2+2r (7.7) 
r=O m=-oo r=O m=- oo 
onde p(r) denota o número de partições do número r. Seja A(m, t) o coeficiente 
de xmqt no lado esquerdo de (7.6). Então A(m, t ) = IA(m, t) I, onde A (m , t ) é o 
conjunto dos pares ordenados (B, C) dos conjuntos de inteiros positivos ímpares 
com IBI-ICI =me L(B) + L (C) = t, onde L;(X) denota a soma dos elementos 
de X. 
Se B e C são conjuntos finitos de inteiros positivos ímpares, então IBI-ICI tem 
a mesma paridade que L;(B) + L;(C). Também se IBI - ICI = m então um dos 
conjuntos B e C tem pelo menos lml elementos e então a soma de seus elementos é 
pelo menos igual a soma dos primeiros lml inteiros positivos ímpares, isto é, m2 . 
Então A(m, t) se anula, exceto quando me t têm a mesma paridade e t ~ m2. 
Isso segue que (7.6) é equivalente a identidade 
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A(m, m2 + 2r) = p(r) (7.8) 
válida para todo inteiro m e todo inteiro r ;::: O. 
Para estabelecer (7.8) daremos uma bijeção entre P(r) , o conjunto da.s partições 
de r e A(m, m 2 + 2r). 
Dividiremos em três casos, quando m = O, m > O e m .< O. 
Primeiramente consideremos o caso em que m = O. 
Representamos um elemento de P(r) por seu diagrama de Ferrers, o qual este 
diagrama é composto de quadrados de lado unitário. 
Dado um diagrama de Ferrers D com r quadrados, traçamos neste diagrama 
uma diagonal que parte do ponto mais alto à esquerda. Esta diagonal divide o 
diagrama em duas regiões. A região à direita da diagonal é uma união de K faixas 
horizontais de altura um, cada uma tendo a forma de um trapézio. Chamaremos as 
' d f . d bl b2 bk d d . b . o ' b areas essas a1xas e 2 , 2 , ... , 2 , moven o e c1ma para a1xo. s numeros i 
formam uma sequência estritamente decrescente de inteiros positivos ímpares. Seja 
Similarmente a região abaixo da diagonal é uma união de k faixas verticais de 
I S , _ ( d d d d' . ) c1 c2 ck argura um. e suas areas sao moven o a esquer a para 1re1ta , 2 ' 2' . .. , 2 ' 
então os Cj formam uma sequência estritamente decrescente de inteiros positivos 
ímpares. Seja C= {c1 , ... , ck}. Então IBI- ICI =O e I)B) + l:)C) é duas vezes 
a área de D, isto é 2r. Aplicamos P(r) a A(O, 2r) enviando Da (B, C) . 
Evidentemente esta construção pode ser desfeita de forma única, o que nos 
fornece a bijeção procurada. 






onde K = 3, b1 = 13, b2 = 9, b3 = 3, c1 = 9, c2 = 7 e c3 = 3 então B = {3, 9, 13} e 
c= {3, 7, 9}. 
Para m > O mudamos levemente esta construção. Seja D um diagrama de 
Ferrers com área r . Ajuntamos ao lado esquerdo de D , um triângulo retângulo 
equilátero com suporte de comprimento m, e com o ângulo reto encontrando o topo 
esquerdo do vértice de D. Prolongamos a hipotenusa do triângulo sobre o diagrama. 
Chamamos a modificação do diagrama D'. Novamente esta linha diagonal divide 
D' em duas regiões. A região ao seu lado direito é uma união de m + k faixas 
horizontais e a região abaixo é m;na união de k faixas verticais. 
Seja B o conjunto de duas vezes as áreas das faixas horizontais e seja C o 
conjunto de duas vezes as áreas das faixas verticais. Então IBI-ICI =me L(B) + 
I:) C) é duas vezes a área de D', isto é m2 + 2r. Aplicando D a (B, C) obtemos 
uma bijeção entre P (r) e A(m, m2 + 2r). 
Ilustramos esta construção param = 3 e novamente para a partição (76432) de 






onde K = 2, b1 = 19, b2 = 15, b3 = 9, b4 = 5, b5 = 1, c1 = 3 e c2 = 1, então temos 
B = {1, 5, 9, 15,19} e C= {1, 3}. 
A argumentação param < O é similar. Novamente ajuntamos um triângulo 
retângulo equilátero ao diagrama de Ferrers D. 
Neste caso o triângulo tem suporte de comprimento lml, e é ajustado na parte 
de cima de D , com ângulo reto encontrando o topo do vértice esquerdo de D . Então 
procedemos como no caso m >O. Alternativamente podemos reduzir no caso m >O 
pela observação que o conjunto A(m, m2 + 2r) e A( - m, m2 + 2r) estão em bijeção 
via (B , C)~ (C, B). 









onde k = 2, b1 = 7, b2 = 3, c1 = 15, c2 = 13, c3 = 9, C4 = 5, c5 = 1 então B = { 3, 7} e 
c= {1, 5, 9, 13, 15}. 




Prova analítica da Identidade do 
Produto Triplo de Jacobi 
8.1 Introdução 
Neste capítulo apresentamos a única demonstração puramente analítica neste tra-
balho. 
Inicialmente demonstramos duas importantes identidades, que são utilizadas 
nesta prova analítica. 
8.2 Duas importantes identidades 
Apresentamos duas identidades que relacionam séries infinita com produto infini-
to, que serão utilizados para uma demonstração analítica da Identidade do Produto 
Triplo de Jacobi. 









Considerando a expansão de f em série de Maclaurin temos: 
00 
J(z) = L A11 Z11 onde An = An(q) (8.4) 
n=O 
e 
00 00 00 
f(z) - IJ (1 + zq11 ) = (1 + z) IJ (1 + zqn) = (1 + z) IJ (1 + zqn+l) = 
n=l n=O 
00 
- (1 + z) I1 (1 + zqqn) = (1 + z)f(zq) 
n=O 
Portanto 
f(z) = (1 + z)f(zq) (8.5) 
Substituíndo (8.4) em (8.5) obtemos a seguinte relação 
00 00 00 00 L Anzn = (1 + z) L Anznqn =L Anznqn +L Anzn+lqn 
n=O n=O n=O n=O 
isto é, 
00 00 00 L A.nzn = L Anznqn +L Anzn+lqn (8.6) 
n=O n=O n=O 
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Como Ao é o termo independente da série de Maclaurin, temos Ao= f(O) = 1 
Para N > O, comparando o coeficiente do termo geral zN em ambos os lados 
de (8.6), temos que no lado esquerdo, o coeficiente de zN é AN , e no lado direito é 
ANqN + AN-1QN-l portanto: 
A A N A N-1 N = NQ + N-1Q 
logo 
(8.7) 
Usando a equação (8.7) repetidas vezes podemos expressar AN em termos de q, 
isto é: 
qN- 1 N-1 qN-2 
(1 - qN) AN-1 = (1q- qN) (1 - qN-1) AN-2 
qN-1 qN-2 qN-3 
- AN 3 = ... (1- qN) (1 _ qN-1) (1 _ qN-2) -
qN-1 qN-2 qN-3 qO 
- (1 _ qN) (1 _ qN-1) (1 _ qN-2) · · · (1 _ q) Ao 
(N- l)+(N-2)+···+1+0 
q Ao (1- qN)(1- qN-1) ... (1- q) 
. (N2 N) 
Como a soma dos primeiros N - 1 inteiros positivos é 2 e Ao = 1 temos 
q(N2 -N)/2 




00 qn(n-1)/2 zn 00 
1 + ~ (1 _ q) . .. (1 _ qn) =!! (1 + zqn) , o que prova (8.1). 
Procedemos da mesma maneira para provarmos (8.2). Seja 
00 1 
g(z) = l1 ( r 1 -zqn 
n=O 
Considerando a expansão de g em séries de Maclaurin temos: 
00 




00 1 1 00 1 1 00 1 !! (1- zqn) = (1- z) TI (1 - zqn) = (1- z)!! (1- zqn+l) = 
1 00 1 1 
(1- z) !! (1- z.q qn) = (1- z)g(zq) 
e portanto 




00 00 00 Í: Bnzn- Í: Bnzn+l = Í: Bnznqn (8.8) 
n=O n=O n=O 
Consequentemente B0 = 1. 
Para N > O comparando o coeficiente do termo geral zN em ambos os lados de 
(8.8) temos: 
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isto é , 
Por iteração de (8.9), expressamos BN em termos de q 
Dai 
BN-1 BN-2 
-(1- qN) (1 _ qN)(1 _ qN-1) 
Bo 
(1 - qN)(1- qN-1) ... (1- q) 
(1- qN)(1 _ qN-1)(1 _ qN-2) 
1 
(1 - qN) ... (1 - q) 
1 Bn = ..,.----,------(1 - q) ... (1 - qn) para n 2: 1 
Portanto 
8.3 Prova analítica 
Daremos agora uma prova analítica da Identidade de Jacobi. 




II(l- q2n+2)(1 + zq2n+1)(1 + z-lq2n+l) = I: qn2 zn ,8_10) 
n=O n=-oo 
Observamos que a identidade enunciada acima é equivalente a identidade dada no 
Teorema 3.1 , 
00 00 rr (1 + xqi) (1 + x-lql-1 )(1 - qi) = 2:: qn(n+l) /2xn, quando iniciamos o produto em 
i=l n=-oo 
i = O e substituímos x por zq- 1 e q por q2 . 
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Prova: 
Inicialmente consideramos o caso em que lzl > lql. Se em (8.1) que é 
00 n(n-1)/2 00 
1 +:L (1- º) ... (1- n) zn = II (1 + zqn) 
n= l q q n=O 
substituímos q por q2 e z por zq, obtemos: 
oo oo n2 n 
II(l + 2n+l) - 1 + ~ q Z n=O zq - ~ (1 - q2)(1 - q4) ... (1 - q2n) 
1 00 ( 1 _ q2m+2n+2) 
Como = IJ temos· (1 _ q2 )(1 _ q4) ... (1 _ q2n) m=O (1 _ q2m+2) · 
oo · oo oo ( 1 2m+2n+2) rr (1 + zq2n+1 ) = ~ qn2 zn rr -'--- -º---~ L...J (1 _ q2m+2 ) 
n=O n=O m=O 
00 00 00 
= rr 1 ~ ºn2 zn II (1 _ ª2m+2n+2 ) 
m=O (1- q2m+2) 2o m=O (8.11) 
Observando que para n, inteiro negativo 
00 rr (1 _ q2m+2n+2 ) = O, 
m=O já que quando m = -n- 1 tem-se 
Desta forma podemos estender a série em (8.11) de O :s; n < oo para -oo < n < oo 
já que não alteramos o seu valor, pois estamos introduzindo somente termos cujos 
valores são nulos. 
Portanto 
00 00 00 00 IT (1 + zq2n+l) = II 1 - \m+2 L: ºn2 zn II (1 - º2m+2n+2) 
n=O m=O ( q ) n=-oo m=O 
Se agora substituirmos em (8.1) n por m, q por q2 e z = -q2n+2 temos: 
oo oo ( 1 )m m2+2nm+m 




rroo (1 + Z 2n+1) - rroo ' 1 ~ n2 n (1 ~ ( - 1)mqm2+2nm+m ) n=O q - m=O (1- q2m+2) n~oo q Z + ~ -:-(1....:. __ q:.....2).....:.:......- (-1---q-277-t) 
- II "'"' -fl2 n "'"'"' - q "'"'"' (n+m)2 n 00 1 ( 00 oo ( 1)m m oo ) 
- m=O (1 - q2m+2) n~ I[ Z + ~ (1 - q2) ... (1- q2m) n~oo q Z 
- II "'"' n2 n "'"' - q Z "'"' (n+m)2 n+m 00 1 ( 00 oo ( 1)m m - m 00 ) 
- m=O (1- q2m+2) n~oo q Z + ~ (1- q2) ... (1 - q2m) n~oo q Z 
Observando que para cada inteiro m 
n=-oo n=-oo 
já que n + m e n assumem cada valor inteiro uma única vez. Assim: 
2n+l _ n2 n · - q Z oo 00 1 00 [ 00 ( 1)m m -m l l! (1 + zq ) - llo (1- q2m+2) n~oo q z 1 + l-; (1 - q2) ... (1 - q2m) (8.12) 
Se em (8.2) substituirmos n por m, q por q2 e z = -qz-1 obtemos: 
00 1 00 (-1)m mz-m 
rr -1+"' q . m=O (1 + z-lq2m+1) - ~ (1 _ q2) ... (1 _ q2m) (8.13) 
uma vez que estamos assumindo que Jzl > JqJ. 
Assim substituindo (8.13) em (8.12) obtemos: 
00 00 00 rr( 2n+l) rr 1 "'"'"' n2 n 
n=O 1 + zq = m=O {1- q2m+2)(1 + z- lq2m+l) n~oo q Z (8.14) 
00 
Se multiplicarmos ambos os lados da equação (8.14) por il (1- q2m+2 ) 
m=O 
(1 + z- 1q2m+l L obtemos (8.10) para izl > Jq J e Jqj < 1. 
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Pode-se repetir todo o argumento feito acima com z-1 substituindo z. Como a 
equação (8.10) é simétrica em z e z- 1 nosso resultado final continuará válido, sendo 
que consideramos agora Jz-11 > JqJ e z i= O. 
Como JqJ < 1, pelo menos uma das condições ocorre, ou seja, lzl > Jql ou 
lz-11 > JqJ. 





Neste capítulo reunimos algumas das várias aplicações da Identidade de Jacobi, 
destacando dentre elas, uma das provas mais simples dada.ao Teorema dos Números 
Pentagonais de Euler, e a expressão das funções theta em termos de produtos infi-
nitos. 
9.2 Aplicações da Identidade de Jacobi 
. Nesta seção iremos apresentar algumas identidades importantes, que são simples 
consequência da Identidade de Jacobi, onde daremos uma das provas mais simples 
para o Teorema dos Números Pentagonais de Euler (eq. 9.3) 
Corolário 9.1: 
00 00 
2.:::: qn2 = rr (1- q2n)(l + q2n-1)2, (Gauss) (9.1) 
n=-oo n=l 
00 00 
2.:::: (- ltqn2 = rr(l -q2n)(l - q2n-l)2, (Gauss) (9.2) 
n=-oo n=l 
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00 00 L (-l)nqn(3n+.l)/2 = IJ(l _ qn), (Euler) (9.3) 
n=-oo n=l 
00 00 L qn(n+l)/2 = rr[(l _ q2n) /( l _ q2n-1)], (Gauss) (9.4) 
n=O n=l 
00 00 
L (-l)n(2n + 1)qn(n+I)/2 = IJ(l - qn)3 , (Jacobi) (9.5) 
n =O n=l 
Prova. Consideramos a Identidade do Produto Triplo de Jacobina seguinte forma: 
00 00 
n=l n=-oo 
Se substituirmos em (9.6) , x = 1, x = -1 obtemos (9.1) e (9.2) respectivamente, 
podemos também obter (9.2) co~o uma consequência de (9.1) trocando q por -q. 
Para obtermos (9.3) substituímos q por q312 ex por - q112 em (9.6): 
00 00 IJ(l - ql/2(q3/2)2n-1)(1 - q-1/2(q3/2?n-1)(1 - (q3/2)2n) = L (q3f2t2 (-qlf2t 
n=l n=-oo 
isto é, 
00 00 IJ(l - q3n- 2)(1 - q3n-l)(l - q3n) = L (- l )nqn(3n+l)/2 (9.7) 
n=l n=-oo 
Uma vez que 3n, 3n - 1, 3n - 2, percorrem todos os inteiros positivos temos 
00 00 II (l _ q3n-2)(l _ q3n-l)( l _ ª3n) = II (l _ qn) 
n=l n=l 
Então podemos reescrever (9.7) como: 
00 00 
n=l n=-oo 
Para obtermos (9.4) e (9.5) substituímos, em (9.6), x por xq112 e q por q112 : 




00 00 II (1 + xqn)(1 + x-lqn-1 )(1 - qn) = L q(n2+n}/2xn (9.8) 
n::l n=-oo 
Como 
00 00 rr (1 + x-lqn-1 ) = (1 + 1/ x) rr (1 + x-lqn) 
n=l n=l 
podemos reescrever (9.8) como 
00 
(1 + 1/x) rr (1 + xqn)(l + x-lqn)(l- qn) -
n=l n =-oo 
00 00 L q(n2+n}/2Xn +L q(n2 - n)/2x- n 
n=O n=l 
00 00 L q(n2+n}/2xn + L q<n2+n)/2x-n-l 
n=O n=O 
00 
- L q(n2+n)/2(xn + x - n- 1) (9.9) 
n=O 
Fazendo x = 1 em (9.9) temos 




Portanto rr (1 - q2n)/(1 - q2n-l ) = L qn(n+l)/2 o que prova (9.4). 
n=l n=O 
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Agora dividimos ambos os lados da igualdade (9.9) por x + 1 e após tomamos 
x -+ -1. Assim obtemos 
00 00 rr (1- qn)3 = I)-1t(2n + 1)q(n2+n)/2 
n=l n=O 
o que prova (9.5) 
o 
9.3 Funções theta · 
Daremos agora uma outra aplicação da Identidade de Jacobi que expressa as funções 
theta de Jacobi em termos de produtos infinitos, através de uma simples troca de 
variáveis. 
Consideramos as quatro funções theta de Jacobi 
00 
81 (z, q) = 2 I:( -1)11q(n+l/2)2 sen (2n + l)z 
n=O 
00 
B2(z, q) = 2 L q(n+l/2)2 cos(2n + l )z 
n=O 
00 
B3(z, q) = 1 + 2 L qn2 cos 2nz 
n=l 
00 
B4(z,q) = 1 + 2 L (-ltqn2 cos2nz 
n=1 
No temos primeiramente, que as funções theta podem ser expressas da seguinte 
forma 
00 
81 (z, q) = -i L ( -l)nq(n+ l / 2)2 e (2n+ l )íz (9.10) 
n=-oo 
00 
B2(z, q) = L q<n+l / 2)2 e(2n+l)lz (9.11) 






2 2 . qn e mz 
B4(z,q) = L (-1tqnze2niz 
n=-oo 
-~ L ( -ltq(n+l/2)2 e<2n+1 )iz 
n=-oo 
00 





=-i L (-ltq(n+l/2?cos(2n+l)z+ L (- l)nq(n+l/2Fsen(2n+l)z 
n=-oo n=-oo 
00 00 
= -i L ( -ltq<n+l/2) 2 cos(2n + l)z +L( -l)nq(n+l/2)2 sen(2n + l)z 
n=O n=O 
-1 - 1 
-i L ( -ltq(n+l/2)2 cos(2n + 1)z + L ( -ltq<n+l/2)2 sen(2n + l)z 
n=-oo n=-oo 
= [t, ( -1 )" q(n+ l /2)' sen(2n + 1 )z + t. ( - 1 r+ I q(n- l / 2)' Sen (2n - 1) Z l 
- i [t, ( -1 )"q(n+I/2l' cos(2n + 1 )z + t. ( - 1 )" q<n-l /2)' cos(2n - 1) z] 
Observamos que a parte ima~inária se anula, pois para n = k na primeira série 
e n = k + 1 na segunda série da parte imaginária, para k = O, 1, ... , a soma desses 
termos é zero. De fato: 
(- l )kq(k+l/2)2 cos(2k + l)z + (- 1)k+1q(k+l-l/2)2 cos(2k + 2 - 1)z = 
= (-1)kq(k+l/2)2 cos(2k + l)z- (- l)kq(k+l /2)2 cos(2k + l )z =O 
Considerando ainda n = k na primeira série e n = k + 1 na segunda série da parte 
real , para k =O, 1, ... , a soma desses termos é igual a: 
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( -l)kq(k+l/2)2 sen(2k + l)z + ( -l)kq(k+l/2)2 sen(2k + l )z = 
2( -l )kq(k+l/2)2 sen(2k + 1)z 
Portanto temos 
00 00 
- i L ( -1)nq(n+l/2)2 e(2n+l)tz = 2 I) -1)nq(n+l/2)2 sen(2n + 1)z = Bl (z, q) 
n=-oo n=O 
o que prova (9.10) . 
A prova de (9.11) é análoga. 
Considerando o lado direito de (9.12) temos: 
00 00 L qn2 e2niz = L qn2 ( cos 2nz + isen2nz) 
n=-oo n =-oo 
00 00 
= L qn2 cos2nz + i L 2 qn sen2nz 
n = -oo n=-oo 
00 00 -1 -1 
= L qn2 cos 2nz + i L qn2 sen2nz + L qn2 cos 2nz + i L qn2 sen2nz 
n=O n=O n=-oo n=-oo [t, q•' cos 2nz + t. q•' cos - 2nz] + i [t, q•' sen2nz .+ t. q•' sen - 2nz] 
_ [ 1 + t. q•' cos 2nz + t. q•' cos 2nz] + i [O + t. q•' sen2nz - t. q•' sen2nz] 
00 
= 1 + 2 L qn 2 COS 2nz 
n=l 
o que prova (9. 12). 
Analogamente prova-se (9.13) . 
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9.4 Funções theta em termos de produtos infini-
tos 
Se na Identidade de Jacobi 
00 
(zql/2; q)oo(z- lql/2; q)oo(q; q)oo = L ( -1tqn2/2 zn (9.14) 
n=-oo 
substituímos q por q2 e colocamos z = qe2iz , z = -qe2iz, z = -e2iz e z = e2iz obt emos 
respectivamente 
00 
el (z, q) = 2q114senz rr (1 -ln)(1 - 2q2n cos 2z + q4n) (9.15) 
n=l 
00 
e2(z, q) = 2q114 cos z rr (1- q2n)(1 + 2q2n cos 2z + q4n) (9. 16) 
n=l 
00 
e3(z, q) = II (1 - q2n) (1 + 2q2n-l cos 2z + q4n-2) (9.17) 
n=l 
00 
e4(z, q) = II (1 - q2n)(1 - . 2q2n-l cos 2z + q4n-2) (9.18) 
n=l 
De fato: Substituindo q por q2 e tomando z = qe2iz em (9.14) obtemos 
00 
(q2e2iz; q2)oo(e-2tz; q2)oo(q2; q2) 00 = L ( _1tqn2+ne2niz 
n=-oo 
00 00 I1 (1 _ q2e2izª2n-2)(1 _ e-2izª2n- 2)(l _ ª2ª2n-2) = L ( - ltqn2+ne2niz 
n=l n = -oo 
00 00 rr (1 _ q2ne2iz)(l- q2n-2e-2iz)(l _ q2n) = L ( -ltqn2+ne2niz 
n = l n=-oo 
00 00 
rr(l - q2n)(l _ ª2ne2iz)(l - e-2iz)( l - ª2ne-2iz) = 2::: (-ltqn2 +ne2niz 
n = l n=-oo 
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Multiplicando ambos os lados da expressão acima por 2q114senz obtemos: 
00 
2q114senz fi (1 - q2n) (1 - 2q2n cos 2z + q4n) 
n=l 
n=-oo 
o que prova (9.15) 
A prova de (9.16) é análoga. 
Substituindo q por q2 e tomando z = -e2iz em (9.14) obtemos: 
00 
(-qe2•z;q2)oo( - qe-2iz;q2)oo(q2;q2)00 = L (-1tqn\_ 1)ne2niz 
n=-oo 
00 00 II (1 + qe2izª2n- 2)(l + qe-2izª2n-2)(1 _ º2ª2n-2) = L: ª n2 e2niz 
n=l n=- oo 
00 rr (l + q2n- le2iz)(l + q2n-le-2iz)(l _ q2n) = B3(z, q) 
n=l 
00 IJ (1 _ q2n)( 1 + q2n- le2iz + q2n- 1e- 2iz + q4n-z) = o3(z, q) 
n=l 
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00 II (1 _ º2nH1 + º2n-l (e2u + e-2u) + º4n-2) = o3 (z, q) 
n=l 
00 IJ (1 - q2n)(1 + 2q2n-1 COS 2z + q4n-2) = 03(z, q) 
n=l 
o que prova (9.17). 
Analogamente prova-se (9.18). 
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