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Abstract
In order to establish the computational equivalence between quantum Turing machines (QTMs)
and quantum circuit families (QCFs) using Yao’s quantum circuit simulation of QTMs, we have
previously introduced the class of uniform QCFs based on an inﬁnite set of elementary gates, which
has been shown to be computationally equivalent to polynomial-time QTMs up to bounded error
simulation. However, the complexity classes ZQP and EQP introduced by Bernstein and Vazirani
for QTMs do not appear to equal their counterparts for uniform QCFs. Recently, we have introduced
a subclass of uniform QCFs, the class of ﬁnitely generated uniform QCFs, and showed that they are
perfectly equivalent to the class of polynomial-timeQTMs in the sense that both classes can be exactly
simulated with each other. Here, we further investigate the power of uniform QCFs comparing with
that of ﬁnitely generated uniform QCFs in detail. We obtain the following results: (i) If a permutation
Mf : |x〉 → |f (x)〉 can be implemented with zero error by a uniformQCF, then both f and f−1 can be
exactly computed by uniform QCFs. (ii) The quantum Fourier transform (QFT) of any order cannot
be implemented with zero error by any ﬁnitely generated uniform QCF, while it has been shown, in
contrast, by Mosca and Zalka that the QFT of any order can be exactly implemented by a uniform
QCF.
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1. Introduction
Quantum Turing machines (QTMs) and quantum circuit families (QCFs), introduced
by Deutsch [10,9], consist of two basic classes of models of quantum computers. In our
previous paper [25], we developed quantum complexity theory for uniform QCFs. For this
purpose, we introduced a notion of uniformity for QCFs, which was based on an inﬁnite
set of elementary gates. We also brieﬂy mentioned another uniformity-like notion, called
semi-uniformity, based on ﬁnite sets of elementary gates. For uniform QCFs and semi-
uniform QCFs, we deﬁned complexity classes corresponding to the complexity classes
BQP, ZQP, and EQP, respectively, introduced by Bernstein and Vazirani [4] based on
QTMs with amplitudes from polynomial-time computable numbers. By making use of
the circuits simulating QTMs constructed by Yao [31], we showed the following results
on the computational equivalence between QTMs and uniform QCFs: (i) The above three
complexity classes for semi-uniform QCFs coincide with the corresponding complexity
classes for QTMswith amplitudes from complex numbers. (ii) The complexity class deﬁned
for bounded error computations by uniform QCFs, namely, the counterpart of BQP for
uniformQCFs, precisely coincides withBQP. (iii) However, for the classesZQP andEQP,
there is an evidence that straightforward simulations do not work to show the computational
equivalence. Thus, the following two questions remained: (i) What additional condition
ensures the computational equivalence between QCFs and QTMs relative to the complexity
classes ZQP and EQP? (ii) Is the counterpart of ZQP or EQP for uniform QCFs really
different from ZQP or EQP? The afﬁrmative answer for question (ii) appears to be difﬁcult
to show since it implies the separation between P and PP [1] (more strictly, P andAWPP
[12]). However, the negative answer for question (ii) does not appear to hold since the exact
application of some transformations such as the quantum Fourier transform (QFT) and the
amplitude ampliﬁcation appears to be impossible for QTMs. Recently, we have introduced
a subclass of uniform QCFs, called ﬁnitely generated uniform QCFs, and showed that
QCFs of this class simulate polynomial-time QTMs with amplitudes from polynomial-time
computable numbers and vice versa [26], so that question (i) has been answered.
In this paper, we give some evidence of the afﬁrmative answer to question (ii). We focus
on the difference between uniformQCFs and ﬁnitely generated uniformQCFs for zero-error
and exact algorithms. So far, the exact quantum complexity class such as EQP has been
formalized to obtain a quantumcounterpart ofP [4].However, the exact quantumcomplexity
class might be sensitive to the choice of models of quantum computers. In [25] we shed
some light on the difference between uniform QCFs and QTMs as models implementing
zero-error or exact algorithms. Here, we study the difference in more detail and give two
results relating to the difference. First, we show that uniform QCFs are more powerful
than ﬁnitely generated uniform QCFs by using the concept of zero-error implementation of
unitary transformations. Lately, Kasheﬁ et al. [17] compared theminimal oracleMf : |x〉 →
|f (x)〉 determined by a permutation fwith the standard oracle Sf : |x〉|y〉 → |x〉|y⊕f (x)〉.
It is well-known that any efﬁcient implementation of minimal oracles, if any, enables us to
solve the graph automorphismproblem in quantumpolynomial-time.However, they showed
that exponentially many invocations of Sf are required to construct Mf . This paper gives
another evidence thatMf is more difﬁcult to construct than Sf using the power of uniform
QCFs: IfMf can be implemented with zero-error by a uniform QCF, then both f and f−1
H. Nishimura, M. Ozawa / Theoretical Computer Science 332 (2005) 487–496 489
can be exactly computed by uniformQCFs. Second, we explore the possibility of zero-error
implementation of OFTs. The QFT is one of the main tools of quantum algorithms, and
hence the construction of the QFT has been well-studied [6,8,19,7,15,22,29]. Coppersmith
[8] showed the exact construction of the QFT of order 2n. This construction uses a uniform
QCF that is not ﬁnitely generated since it requires controlled-phase shifts up to angle 2/2n.
In [25], we showed that the QFT of order 2n cannot be exactly implemented by any ﬁnitely
generated uniform QCF. However, one may consider that the exact implementation of the
QFT of another type of order might be possible by a ﬁnitely generated uniformQCF.Mosca
and Zalka [22] constructed an exact implementation of the QFT of any order, and utilized
it for an exact algorithm on the discrete logarithm problem. Again, we can see that their
construction relies on a uniform QCF that is not ﬁnitely generated since they use the exact
amplitude ampliﬁcation [5]. Extending our previous result, this paper generally shows that
the QFT of any order cannot be implemented with zero-error by any ﬁnitely generated
uniform QCF.
2. Preliminaries
LetN,Q, andC denote the sets of natural numbers, rational numbers, and complex num-
bers, respectively. Let PC denote the set of polynomial-time computable complex numbers
[18]. For classical complexity theory, we refer, for example, to Papadimitriou [27]. For the
deﬁnition of QCFs, see Ref. [25]. For convenience, we usually identify quantum gates or
circuits with the unitary matrices representing them in the computational basis. For other
fundamental notions of quantum computation, we refer to Gruska [14] and Nielsen and
Chuang [24].
We recall basic properties on polynomial-time computable numbers given by Ko and
Friedman [18].
Theorem 2.1. (i) All roots of an analytic, polynomial-time computable function are
polynomial-time computable. (ii) PC is an algebraically closed ﬁeld.
The precise formulation of the uniformity of QCFs was introduced in our previous work
[25]. Let Gu be the set of quantum gates such that Gu = {1(N), R(), P (′)| , ′ ∈
PC ∩ [0, 2)}, where 1(N) is a controlled-not gate, R() is a rotation gate by angle ,
and P(′) is a phase shift gate by angle ′. All the gates in Gu can be encoded by binary
strings, using the codes of polynomial-time computable numbers. Here, the code of r ∈ PC
is an appropriate encoding of a deterministic Turing machine (DTM) that approximates
r within 2−n in time polynomial in n. We can then give the code Code(C) of a quantum
circuit C based on Gu. We say that a QCF C = {Cn} based on Gu is polynomial-size
uniform, or uniform for short, if the function 1n → Code(Cn) is computable by a DTM
in time polynomial in n. In Ref. [26], we introduced an important subclass of the class of
uniform QCFs. A uniform QCF C is said to be ﬁnitely generated if there is a ﬁnite subset
G of Gu such that C is based on G. A ﬁnitely generated uniform QCF can be regarded
as a semi-uniform QCF such that all the components representing matrices of elementary
gates are restricted to PC. Clearly, polynomial-time uniformly generated QCFs deﬁned by
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Kitaev and Watrous [20] based on a ﬁxed set of quantum gates such as the Shor basis [28]
can be considered as a subclass of ﬁnitely generated uniform QCFs. We believe that both
uniformQCFs and ﬁnitely generated uniformQCFs are important notionswhenwe consider
efﬁcient error-free quantum algorithms because of the following reasons: (i) The classes
of uniform QCFs and ﬁnitely generated uniform QCFs are stable under possible choices
of the set of elementary gates. (ii) Uniform QCFs enable us to exactly represent all the
known efﬁcient quantum algorithms, including the QFT and the amplitude ampliﬁcation.
(iii) Finitely generated uniform QCFs are shown to be perfectly equivalent to polynomial-
time QTMs with amplitudes from PC [26].
Finally, we introduce zero-error implementations of unitary transformations and their
families. Henceforth, blocks consisting of a predetermined partition of wires in a quantum
circuit are called registers, and |〉i1···il stands for the state of the system consisting of
registers i1, . . . , il .We say that a quantum circuitC implements an n-qubit unitary transfor-
mation U with probability p > 0 if, for any n-qubit state |〉, there exist two states |g()〉
and |h()〉 such that C(|〉1|0〉2|0〉3) = √p(U |〉1)|g()〉2|0〉3 + √1− p|h()〉12|1〉3.
This means that if we measure the content of the third register in the computational ba-
sis, then we can know whether we get the correct state U |〉 in the ﬁrst register. Similar
notions are also used in the study of physical operations such as quantum copying [11],
entanglement manipulation [16,21,30], and universal quantum gate array [23]. We say that
a uniform QCF {Cn} polynomially implements a family {Un} of unitary transformations
if Cn implements Un with probability q(n) such that the function 1/q(n) is bounded by
a polynomial p(n). Note that q(n) ∈ PC for any n ∈ N from the uniformity of the QCF
and Theorem 2.1. Moreover, we say that {Cn} polynomially implements {Un} with good
probability if {Cn} polynomially implements {Un} and if the code of the success probability
q(n) is computable by a DTM in time polynomial in n.
3. Difference between uniform QCFs and ﬁnitely generated uniform QCFs
This section gives some differences between uniform QCFs and ﬁnitely generated uni-
form QCFs. First, we show that a permutation and its inverse can be exactly computed by
uniform QCFs if the corresponding minimal oracle can be implemented with zero-error.
This is shown by incorporating the exact amplitude ampliﬁcation in [5] into two technical
lemmas on the zero-error implementation of unitary operators. Second, we show that the
QFT of any order cannot be implemented by ﬁnitely generated uniform QCFs, while the
QFT of any order can be implemented by uniform QCFs [22].
Our ﬁrst lemma shows a useful property of the zero-error implementation of unitary
transformations.
Lemma 3.1. A quantum circuit C implements an n-qubit unitary transformation U with
probability p if and only if, for any x ∈ {0, 1}n, there exist a state |g〉 independent of x and
a state |h(x)〉 such that
C|x〉1|0〉2|0〉3 = √p(U |x〉1)|g〉2|0〉3 +
√
1− p|h(x)〉12|1〉3. (1)
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Proof. It sufﬁces to show the following. If a quantum circuit C implements a unitary
transformation U with probability p > 0, there exist a state |g〉 independent of |〉 and
a state |h()〉 such that C(|〉1|0〉2|0〉3) = √p(U |〉1)|g〉2|0〉3 + √1− p|h()〉12|1〉3
for any |〉. For any computational basis state |j〉2, let Tj be a mapping deﬁned by the
following sequence of operations (i)–(v): (i) Map any input state |〉1 to |〉1|0〉2|0〉3.
(ii) Map |〉1|0〉2|0〉3 to C|〉1|0〉2|0〉3 = √p(U |〉1)|g()〉2|0〉3 +√1− p|h()〉12|1〉3.
(iii) Map C|〉1|0〉2|0〉3 to U |〉1|g()〉2 (by taking a projection on |0〉3, dividing the
obtained vector by√p, and deleting |0〉3). (iv) MapU |〉1|g()〉2 to |〉1|g()〉2. (v) Map
|〉1|g()〉2 to 〈j |g()〉|〉1 = (I⊗〈j |2)|〉1|g()〉2. Since all operations (i)–(v) are linear,
Tj is a linear mapping on the state space of register 1 that maps |〉1 to 〈j |g()〉|〉1, so that
every |〉1 is an eigenvector ofTj and hence there is a constant cj such thatTj |〉1 = cj |〉1.
Thus, 〈j |g()〉 = cj for each j. Therefore, |g()〉 is independent of |〉. 
As our second lemma, we show that if a unitary transformation can be implemented with
zero-error, then the inverse can also be implemented with zero-error.
Lemma 3.2. Given a quantum circuit C implementing a unitary transformation U with
probability p,we can construct a quantum circuitC′ which implementsU−1 with probability
p2.
Proof. Assume that C implements an n-qubit unitary transformation U with probability
p. By Lemma 3.1, for any x ∈ {0, 1}n, there exist a state |g〉 and a state |h(x)〉 such that
C(|x〉1|0〉2|0〉3) = √p(U |x〉1)|g〉2|0〉3+√1− p|h(x)〉12|1〉3.Then, 〈y, g, 0|C|z1, 0, 0〉 =√
p〈y, g, 0|123(U |z1〉1)|g〉2|0〉3 + √1− p(〈y, g, 0|123) (|h(z1)〉12|1〉3) = √p〈y|U |z1〉
and we have
C−1|y, g, 0〉123
= ∑
z∈Z
(〈z1, z2, z3|C−1|y, g, 0〉)|z1, z2, z3〉123
+∑
z1
(〈z1, 0, 0|C−1|y, g, 0〉)|z1, 0, 0〉123
= ∑
z∈Z
(〈z1, z2, z3|C−1|y, g, 0〉)|z1, z2, z3〉123 +∑
z1
√
p(〈z1|U−1|y〉)|z1, 0, 0〉123
= ∑
z∈Z
(〈z1, z2, z3|C−1|y, g, 0〉)|z1, z2, z3〉123 +√p(U−1|y〉1)|0, 0〉23, (2)
where the summation
∑
z∈Z is taken over the set of all triples (z1, z2, z3) such that (z2, z3) =
(0, 0). Now we consider a quantum circuit C′ that has six registers. The input y is given on
the ﬁrst register which consists of n qubits. The second and the third registers consist of n
and q(n) qubits, respectively, where q is a function determined by the circuitC. Henceforth,
we denote 0n or 0q(n) by 0 for simplicity. Each of the remaining registers consists of one
qubit. The quantum circuit C′ (see Fig. 1) carries out the following steps:
Step 1: On the second, third, and fourth registers, C′ carries out the quantum circuit C.
Step 2: Carry out C−1 on the ﬁrst, third, and ﬁfth registers.
Step 3: Unchange the qubit on the sixth register if the third, ﬁfth, and fourth registers are
all 0. Otherwise ﬂip the qubit on the sixth register.
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Fig. 1. Quantum circuit C′. It appears in the proof of Lemma 3.2. When the quantum circuit C implements a
unitary transformation U with probability p > 0, the circuit C′ implements U−1 with probability p2. In the
ﬁgure, the black circle means that all the qubits in the corresponding registers are controlled qubits.N ′ means that
the NOT gates are applied to all the qubits in the corresponding registers. The order of registers in the ﬁgure has
been changed from top to bottom just before the quantum circuit C−1 as indicated by the numbers attached to the
lines representing the registers.
We verify that C′ implements C−1 with probability p2. After Step 1, we ob-
tain√p|y〉1|g〉3|0〉5(U |0〉2)|0〉4|0〉6+√1− p∑k,k′ k,k′ |y〉1|k′〉3|0〉5|k〉2|1〉4|0〉6, where|h(0)〉 has been represented as |h(0)〉 =∑k,k′ k,k′ |k〉|k′〉 in the computational basis. After
Step 2, by Eq. (2) we have the state
√
p
[
√
p(U−1|y〉1)|0, 0〉35 + ∑
z∈Z
(〈z1, z2, z3|C−1|y, g, 0〉)|z1, z2, z3〉135
]
(U |0〉2)|0, 0〉46
+√1− p∑
k,k′
k,k′C
−1(|y〉1|k′〉3|0〉5)|k〉2|1〉4|0〉6.
Finally, after Step 3, we obtain the state
p(U−1|y〉1)|0〉35(U |0〉2)|0〉4|0〉6 +
√
1−p∑
k,k′
k,k′C
−1(|y〉1|k′〉3|0〉5)|k〉2|1〉4|1〉6
+√p ∑
z∈Z
(〈z1, z2, z3|C−1|y, g, 0〉)|z1, z2, z3〉135(U |0〉2)|0〉4|1〉6.
Consider the third, ﬁfth, second, and fourth registers of C′ to play the role of the second
register in Eq. (1) and the sixth register the role of the third register in Eq. (1).We can check
that C′ implements U−1 with probability p2 since the garbage state |0〉35(U |0〉2)|0〉4 is
independent of y. 
Let f: {0, 1}∗ → {0, 1}∗ be a length-preserving permutation. (A function f is length
preserving if |f (x)| = |x| for any x.) The unitary transformation |x〉 → |f (x)〉 is called the
minimal oracle determined by f [17] and denoted byMf . We will show that the zero-error
implementation of Mf by a uniform QCF is impossible unless both the permutation f and
its inverse are computable by uniform QCFs. To this end, we use the following theorem
given by Brassard et al. [5], which is regarded as a modiﬁcation of Grover’s amplitude
ampliﬁcation algorithm [13] for the case where the initial success probability is known.
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Theorem 3.3. Let C be a quantum circuit, and let  : X → {0, 1} be a Boolean function.
Given the success probability p = ∑x∈−1(1) |〈x|C|0〉|2 of C, there exists a quantum
circuit that ﬁnds an element in −1(1) on the initial state |0〉 with certainty using a number
of applications of C and C−1 which is in(1/√p) in the worst case.
Theorem 3.3 means that ifC solves a problem with probability p, then there is a quantum
circuit of size O(SIZE(C)/√p) that solves it with certainty, where SIZE(C) is the size of
C. The above circuit performs several applications of a subroutine algorithm that rotates a
state from the space spanned by elements in −1(0) (bad space) to the space spanned by
elements in −1(1) (good space) by an angle determined from the subroutine. Given the
probability p, it is possible to adjust a state before the subroutine so that the ﬁnal state can be
put on the good space after the subroutine. This can be implemented by rotating the initial
state |0〉 to the superposition cos |0〉 + sin |1〉, where  is a function of p. If the initial
success probability p is in PC, then cos  (and sin ) are also in PC by Theorem 2.1, and
the code of cos  is efﬁciently computed from the code of p. (Explicitly, cos  is written
as cos  =
√
1− (1/p) sin2(/(4/4 sin−1(√p)− 12 + 2)) [5].) Now we show our ﬁrst
result using Lemma 3.2 and Theorem 3.3.We say that a function f can be exactly computed
by a QCF {Cn} if, for any input x of length n, Cn outputs f (x) with probability 1.
Theorem 3.4. IfMf can be polynomially implemented with good probability by a uniform
QCF, then f and f−1 can be exactly computed by uniform QCFs.
Proof. Assume that Mf can be polynomially implemented with good probability by a
uniform QCF {Cn}. Let x ∈ {0, 1}n. Let Dx be a quantum circuit with three registers that
starts in the state |0〉123, writes x in register 1, and carries out Cn on registers 1, 2, and
3. We obtain Dx |0〉123 = (1/√p(n))|f (x)〉1|g〉2|0〉3 + (√p(n)− 1/√p(n))|h(x)〉12|1〉3,
where p(n) is bounded by a polynomial in n. By Theorem 3.3, there is a polynomial-size
quantum circuit C′n which produces f (x) with certainty on the ﬁrst register. Since {Cn} is
uniform,p(n) ∈ PC fromTheorem2.1.Also, since {Cn} polynomially implementsMf with
good probability, the code of p(n) is computed in polynomial time. Then, we can compute
Code(C′n) in time polynomial in n from the discussion after Theorem 3.3. Thus, the QCF
{C′n} is uniform by deﬁnition. Moreover, by Lemma 3.2 there exists a uniform QCF that
polynomially implementsM−1f with good probability. Therefore, by the same argument as
above, there exists a uniform QCF that, on input x, produces f−1(x) with certainty. 
The following corollary can be easily shown from Theorem 3.4 and the clean-garbage
method of Bennett [3].
Corollary 3.5. The following statements are equivalent: (i) Mf can be polynomially im-
plemented with good probability by a uniform QCF. (ii) Mf can be exactly implemented
by a uniform QCF. (iii) f and f−1 can be exactly computed by uniform QCFs.
Since the analogous results of the above do not appear to hold for the ﬁnitely generated
uniform QCF, the above results are considered to be evidence that the uniform QCF has a
different power from the ﬁnitely generated uniform QCF.
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In [25] we showed that the QFT mod 2n cannot be exactly implemented by any QTM
(and hence ﬁnitely generated uniform QCF). Lately, Mosca and Zalka [22] showed that
the QFT of any order can be exactly implemented by the uniform QCF, and used it for an
exact quantum algorithm on the discrete logarithm problem. This gives us the following
question: Is there the QFT of an order which can be exactly implemented by a ﬁnitely
generated uniform QCF? As our second result, we not only give the negative answer for
this question but also show the impossibility of the implementation with zero-error by any
ﬁnitely generated uniform QCF.
Theorem 3.6. Let A be any inﬁnite subset of N. The QFT {QFTn}n∈A cannot be
polynomially implemented by any ﬁnitely generated uniform QCF, where QFTn : |b〉 →
(1/
√
n)
∑n−1
c=0 e2ibc/n|c〉.
Proof. We lead to a contradiction, assuming that the assertion does not hold. Let A =
{an}n∈N, where an is the nth least element of A. Let Q be the algebraic closure of Q.
Assume that a ﬁnitely generated uniform QCF {Cn} polynomially implements {QFTan}.
Then, by Lemma 3.1, there exist a number pn > 0, a state |gn〉 independent of the in-
put state, and a state |hn(·)〉 such that Cn|1, 0, 0〉123 = (1/√pn)(QFTan |1〉1)|gn〉2|0〉3 +√
(pn − 1)/pn|hn(1)〉12|1〉3. Since {Cn} is ﬁnitely generated uniform, there is a ﬁnite set G
of elementary gates for {Cn} and all the components of the elements in G are in a ﬁnite set
{1, . . . , m} ⊆ C. Note thatm is independent of n. Consider a computational basis state |d〉
such that 〈d|gn〉 = n = 0. Then, we have (〈0, d, 0|123)Cn(|1, 0, 0〉123) = n/√anpn ∈
Q(1, . . . , m) and (〈1, d, 0|123)Cn(|1, 0, 0〉123) = (n/√anpn)e2i/an ∈ Q(1, . . . , m).
Here, Q(1, . . . , m) is the ﬁeld generated by 1, . . . , m over Q. Since pn and n are
nonzero, e2i/an ∈ Q(1, . . . , m) for any n ∈ N. We conclude a contradiction by showing
the relation {e2i/an | n ∈ N} ⊆ Q(1, . . . , m), which is shown by a similar argument to
the proof of {e2i/2n | n ∈ N}Q(1, . . . , m) in [25]. 
From the above proof we can easily see that Theorem 3.6 holds for even semi-uniform
QCFs [25], i.e., ﬁnitely generated uniform QCFs without any restriction to their transition
amplitudes.
We have explored the difference between uniform QCFs and ﬁnitely generated uniform
QCFs. The advantage of uniform QCFs is that we can exactly express the QFT or the
amplitude ampliﬁcation algorithm. It is an interesting open problem whether the uniform
QCF can be exactly simulated by the ﬁnitely generated uniform QCF with the help of
polynomial quantum advice.
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