The traditional image fusion algorithm completed the fusion based on all pixel information. The time and space requirements are higher. The improved fusion algorithm used the theory of compressed sensing (CS) 
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Copyright ⓒ 2015 SERSC provides a new idea to solve this problem [6] . CS theory to prove that if the signal in a transform matrix is sparse, we can find the random measurement matrix be not related to a baseline of sparse transform, and we can analyze signal measured by the measurement matrix dimensionality reduction. For a small amount of observed data, we can use the nonlinear optimization algorithms; it can effectively reconstruct the original signal.
CS theory breaks through the traditional Nyquist requirements of sampling theorem, CS theory can be used to well below the Nyquist sampling of the signal sampling rate, it reduces the signal sampling rate, thus greatly reducing the data transmission, processing and storage requirements. The CS theory provides new ideas for the integration of large data of high resolution remote sensing image. In this paper, remote sensing image fusion algorithm based on compressed sensing overcomes the limitation of traditional image fusion algorithm; the traditional algorithm requires all the pixels in the source image based on the information, which has more demand for time and space.
In this paper, the improved fusion algorithm remote sensing image in CS domain is only applied to the compressed sensing sampling after a few measurement data, and through the improved reconstruction algorithm of CS theory to obtain the fused image.
The Compressed Sensing Theory
Compressed sensing theory mainly includes three aspects. 
The Sparse Representation of Signals
Suppose F is the real valued discrete signal of size N  1, 
In the formula 1, F and u are the same equivalent signal representation in different domain. Clearly, F is the signal in the time domain representation, and u is the signal in the domain  representation, and u is the sparse transform coefficient. If the u is only K of the non zero vector (K less than N, K<<N), then F is K-sparse.
Reduced Dimension Measurement
Constructing the matrix  of two-dimensional MN  , , that is:
(2) In the formula 2,  called the observation matrix MN  .
Signal Reconstruction
As the source signal with K-sparse, signal reconstruction of inverse problems can be solved by the 0 l -minimum norm [6] 
Using the minimum 1 l -norm can reconstruct the K-sparse source signal with high probability.
Signal reconstruction is a convex optimization problem with a solution of minimum 1 lnorm. Signal reconstruction can be used matching pursuit (MP) algorithm to achieve. The basic idea of the algorithm is the N-iteration, selection and signal margin best matched atoms from the measurement matrix in  .
The realization of the basic steps is as follows:
Step1: Supose 
Analysis of Several Problems in Application of Compressed Sensing

Analysis of Signal Sparse Representation Problem
We can use the signal in very small amounts to represent the most or the entire source signals from an over complete dictionary. The sparse representation of the image can be used in a variety of ways to linear representation. At present, wavelet transform, discrete FuLiye transform, Hadamard transform, and singular value decomposition are the common form of image sparse transform. The image signals of different structure can be used in different transform the sparse representation, there is no transformation mode of fixed. The image color changes in the larger signal can be expressed using wavelet transform. For the smoother image signal can be sparse representation using finite difference transformation. For the details of the changes and the edge of the image information need to block, with sparse matrix different sparse representation.
In the practical application of image processing, due to the reasons of human eye 
Analysis of Measurement Matrix Problems
Because of the measuring value of M dimension of X is much smaller than N, therefore, solving the inverse problem of the type 3 is a NP-hard ill-posed problem. That is:
is a NP-hard problem. For N unknowns numbers, only M constraint equations the underdetermined problem cannot be solved exactly. The number of solutions has numerous results. In order to be able to precisely reconstruct the recover source signals, E. Candes and T. Tao proposed RIP concept, namely the restriction moment constraints [7, 8] , RIP standards are as follows:
The equivalent RIP criterion expression is sparse matrix  and the measurement matrix  is not relevant [9] . That is to say, . The following matrix can be used as the measurement matrix, one is the FuLiye random measurement matrix, Scrambling of FuLiye matrix and radial FuLiye matrix, the two is the Gauss / Bernoulli type of random measurement matrix, including the Gauss type stochastic matrix, Bernoulli random matrices and sub-Gauss random matrix, and other matrix such as partial Hadamard matrix, structured random matrices, topLiz matrix [10] .
Analysis of Signal Reconstruction Problem
Because of the measuring value of M dimension of X is much smaller than N, reverse solution to reconstruct the signal can have a variety of results. But as the source signal F itself has the redundancy, F is compressible, this makes the vector reconstruction signal source with less than its N dimension is possible. As the source signal is K-sparse, equivalent to the source signal for setting a priori constraints, such as A 0 l -norm (non 0 elements in a minimum norm) and 2 l -norm (least square). In a variety of solutions, only with the prior conditions of the solution are the correct results of signal reconstruction. D. Donoho et. al. have confirmed that we can be used with a minimum 0 l -norm method to reconstruct the sparse solution, also can use the minimum 1 l -norm instead of the minimum 0 l -norm [7] . The 1 l -norm minimization model can be solved using convex optimization algorithm, we can use convex optimization algorithm based tracking method (BP), the gradient projection method (GPSR), greedy algorithm, Bregman iteration algorithm [11, 12, 13] . Greedy algorithm is a good solution to the sparse signal reconstruction algorithm, calculation of greedy algorithm has low complexity, fast calculation speed, and the simple geometric interpretation. The greedy algorithm mainly through iterative recursive solution for the signal reconstruction algorithm by seeking maximum and signal matching atom (as far as possible the orthogonal matching) so as to minimize the residual signal, to obtain the best approximation of the source signals in the recursive process. Becasue signal sparsity is low; the greedy algorithm has better performance. 
Remote Sensing Image Fusion Based on Compressed Sensing
In this paper, the remote sensing image fusion algorithm based on compressed sensing make the fusion image registration and then use the measurement matrix to reduce the dimensionality of the transform of two images, obtain the measured values of the two images, then make the coefficient fusion for the measured value in CS domain. Finally, reconstruct the fused image according to the theory of compressed sensing. Implementation framework as shown in Figure 1 .
Figure 1. The Remote Sensing Image Fusion Framework Based on CS
The improved fusion algorithm steps are as follows:
Step 1. Firstly, make the precise registration on two remote sensing image 1 and image 2.
Step 2. And then using the orthogonal wavelet transform for remote sensing image sparse changes on F1 and F2 remote sensing image. For a remote sensing image F: 
Wavelet sparse transform for remote sensing image with the Mallat algorithm, the formula shown as follows [14 
Step 3 12 , XX .
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Step 4. Make the fusion on the coefficient measurement value of 12 , XX . In order to achieve better fusion effect, image fusion is not only integration of source image pixel. The local area also need corresponding pixel. The local fusion region variance and entropy as the fusion parameters [15]:
In the formula 13, 
EX
is larger, the algorithm will measure the regional center pixel values as the fusion value of results.
Step 5. The fused measurement value for image reconstruction. In this paper, using the improved orthogonal matching pursuit algorithm (OMP) to realize the fusion image reconstructed [10] . The improved algorithm steps is:
(a) Parameter initialization, where 
The Experimental Analysis
The experiment selected the two pieces of image 256*256, as shown in Figure 2 , figure 2 (a) and (b) for registration of remote sensing images of Yibin city. The image gray level is 256. Figure 3 represents a remote sensing source image F1 wavelet sparse change. From Figure 3 , layer wavelet decomposition sparse representation can be seen in a large number of black pixels (0 points), if the multi-layer wavelet decomposition, the sparse representation of the effect will be better. Figure 4 is the remote sensing image F1 and F2 according to the CS algorithm based on the fusion results. 
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Copyright ⓒ 2015 SERSC the effect of the traditional image processing parameters, such as the mean square error (MSE), peak signal to noise ratio (PSNR), normalized minimum variance (NSLE) etc. This cannot be used for objective evaluation of the experimental effect. The current commonly used no reference image evaluation method for the analysis of the experimental results, the main information entropy ( F H ), standard deviation ( F S ) and cross entropy (C) [5] .
The evaluation formula of information entropy F H is:
In the formula 15, F p is to evaluate the fused image pixel value distribution. N is the fusion image of the total gray level. The evaluation formula of the standard deviation F S is:
In the formula 16, 
In the formula 17, i p is the gray level distribution of the source image, i q is the gray distribution of image fusion, Cross entropy C is the pixel difference of two images. Image difference is small, the more amount of information extraction, cross entropy C can better evaluation of image fusion.
The above three formula with meaning please consult reference 5.Evaluation parameters in this experimental results as shown in table 1. is well,Cross entropy evaluation parameters C is well. The experiment has obtained the very good fusion effect.
Summary
Compressed sensing theory has been widely used in recent years in the information processing, image analysis and other aspects. Image fusion has important application in the field of image processing. This paper presented the theory of compressed sensing and used for processing of remote sensing image fusion. The improved algorithm overcomed the traditional image fusion algorithm needs a great demand for the limitation of time and the space of all the pixels in the source image fusion based on the information. Remote sensing image fusion is performed in the CS domain, a few measurement data fusion algorithm is only applied to the compressed sensing after sampling, obtain the fusion image to get through CS theory to reconstruct the fused data. The algorithm achieved good experimental effect. However, because of the variety of the image content types, it is difficult to have a universal fit better sparse representation method and measure matrix, reconstruction algorithm of compressed sensing in time also needs to be improved.
