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Resumen
La detección de actividades del sueño en la señal del electroencefalograma (EEG) es una ta-
rea fundamental para la clasificación de los estados de sueño. Esta tarea resulta costosa no
solo por el elevado número de actividades que existen sino por la dificultad que entraña la
identificación de sus características. La aplicación de métodos automáticos para detectar este
tipo de actividades está totalmente justificada. La gran mayoría de estos métodos automáticos
identifican características de las actividades del sueño y luego las clasifican. En este trabajo,
se identifica una de estas actividades, denominada husos de sueño, a través de imágenes ob-
tenidas a partir de la señal de EEG y con la ayuda del Aprendizaje Profundo mediante redes
convolucionales. Esta aproximación se compara con la extracción de características sobre la
señal de EEG, de nuevo a través de Aprendizaje Profundo mediante redes convolucionales.
Abstract
The detection of sleep activities in the electroencephalogram (EEG) signal is a fundamen-
tal task for the classification of sleep states. This task is costly not only due to the high number
of activities that exist but also because of the difficulty involved in identifying their charac-
teristics. The application of automatic methods to detect this type of activity is fully justified.
The vast majority of these automated methods identify characteristics of sleep activities and
then classify them. In this work, one of these activities, called sleep spindles, is identified
through images obtained from the EEG signal and with the help of Deep Learning through
convolutional networks. This approach is compared with the extraction of features on the
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El sueño es una parte importante de la vida cotidiana, una necesidad biológica que permiterestablecer las funciones físicas y psicológicas esenciales para un pleno rendimiento.
Durante el sueño existe una ausencia o disminución de movimientos corporales voluntarios y
se adopta una postura estereotipada de descanso, distinta en cada especie animal, existiendo
una escasa respuesta a estímulos externos de baja intensidad que es reversible, a diferencia
del coma.
El sueño es el estado de descanso natural del cerebro observado en los seres humanos y los
animales; la falta del mismo influye seriamente en la capacidad de funcionamiento del cerebro
humano. Los problemas relacionados con el sueño tienen consecuencias directas en la calidad
de vida de las personas, afectando a áreas como la memoria o la capacidad de concentración.
Por esta razón, existe un campo de la medicina centrado en su estudio, con el objetivo de
comprender el funcionamiento de estos problemas y sus efectos.
El estudio del sueño implica identificar las distintas etapas de sueño y dentro de estas, una
serie de actividades que proporcionan información relevante para determinar la existencia de
problemas o más concretamente, trastornos de sueño. Dentro de estas actividades se encuen-
tran los husos de sueño que juegan un papel importante en la consolidación de la memoria, y
varios estudios demuestran una correlación positiva entre la densidad de los husos de sueño y
el coeficiente intelectual [1]. Las anomalías en los patrones de los husos de sueño son biomar-
cadores de varios trastornos neurodegenerativos como el Alzheimer [2], y su identificación
se utiliza en el diagnóstico de muchos trastornos del sueño [3].
Este trabajo se centra en la identificación de los husos de sueño, con el objetivo de mejorar
la clasificación de las etapas de sueño y como consecuencia mejorar la precisión en el diagnós-
tico de ciertas enfermedades de sueño. Esta identificación se realizará a través de Aprendizaje
Profundo siguiendo dos aproximaciones. La primera aproximación trabajará con imágenes y
la segunda con características de la señal de electroencefalograma (EEG), como representación




El principal objetivo de este trabajo es diseñar modelos de Aprendizaje Profundomediante
redes convolucionales para la identificación de los husos de sueño, utilizando tanto imágenes
como una serie de características extraídas ambas de la señal de EEG. Este objetivo se des-
compone en los siguientes subobjetivos:
• Analizar y procesar la señal de EEG.
• Generar las imágenes y extraer las características que se utilizarán como entrada en los
modelos.
• Desarrollar modelos basados en Aprendizaje Profundo que permitan la identificación
de los husos de sueño.
• Comparar los modelos desarrollados entre sí y con otros modelos similares existentes.
1.2 Estructura de la memoria
Esta memoria se ha estructurado de la siguiente manera:
• En el capítulo 1 se describe la motivación del proyecto, sus objetivos y la estructura de
la memoria.
• En el capítulo 2 se hace una breve introducción sobre la medicina del sueño, se describen
los husos de sueño y los trabajos realizados hasta ahora sobre su detección automática.
• En el capítulo 3 se detallan tanto las tecnologías y las herramientas utilizadas para el
desarrollo como el conjunto de datos usado en este trabajo.
• En el capítulo 4 se describen la metodología y planificación del proyecto.
• En el capítulo 5 se describe el desarrollo de las dos aproximaciones.
• En el capítulo 6 se describen los resultados obtenidos en ambas aproximaciones.
• En el capítulo 7 se muestran las conclusiones y el trabajo futuro.
2
Capítulo 2
Descripción del dominio y estado
del arte
En este capítulo se hace una breve introducción del dominio de trabajo a través de la des-cripción de las distintas etapas del sueño y de una de las actividades que se identifican
en ellas: los husos de sueño. El capítulo se completa con una descripción de las distintas apro-
ximaciones existentes para la detección automática de esta actividad.
2.1 Medicina del sueño
La medicina del sueño es una especialidad médica dedicada al diagnóstico y tratamiento
de las alteraciones y trastornos del sueño [4]. Desdemediados del siglo XX, las investigaciones
sobre el sueño han proporcionado un conocimiento cada vez mayor y han respondido muchas
preguntas sobre el funcionamiento del sueño y la vigilia.
Los médicos pueden diagnosticar patrones de sueño anormales o cualquier otro problema
relacionado con el sueño, con los datos recogidos de un estudio de sueño. El objetivo de es-
tos estudios es detectar los síntomas y diagnosticar los trastornos que puedan estar causando
problemas de sueño e impactando en la vida diaria, puesto que un porcentaje alto de la po-
blación sufre problemas o patologías relacionadas con el sueño, entre los que se encuentran
el insomnio, la narcolepsia o la apnea del sueño [5].
La técnica más utilizada para el estudio del sueño es la polisomnografía, que consiste en
el registro simultáneo de señales neurofisiológicas y respiratorias que permiten evaluar la
cantidad y calidad del sueño, así como identificar los diferentes eventos respiratorios. Esta
prueba se lleva a cabo en laboratorios de sueño de los centros médicos, de forma vigilada
por técnicos cualificados y se realiza en horario nocturno, o en el horario habitual del sueño
del paciente. Mediante la polisomnografía es posible la clasificación de las etapas de sueño,
así como la localización de eventos adicionales de importancia para el diagnóstico, como por
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ejemplo los husos de sueño, los complejos K o los despertares.
La realización de la polisomnografía puede tener mayor o menor complejidad dependien-
do del número de señales que se registren. En general en todo estudio polisomnográfico las
señales principales son el electroencefalograma (EEG), el electrooculograma (EOG) y el elec-
tromiograma (EMG).
Electroencefalograma (EEG)
El EEG es la señal que monitoriza la actividad eléctrica del cerebro, a través de electrodos
colocados sobre múltiples áreas del cuero cabelludo del paciente.
En el EEG se pueden encontrar diferentes tipos de ondas según el estado de vigilancia
en el que se encuentre el sujeto, tales como las ondas alpha, beta, theta y delta, y diferentes
actividades transitorias como los husos de sueño o los complejos K. Cada una de ellas va
a ayudar a determinar las etapas de sueño, al mismo tiempo que permite diagnosticar los
trastornos del sueño.
Las ondas cerebrales se definen como ondas regulares a lo largo del tiempo, caracterizadas
por su frecuencia, localización y asociación con varios aspectos del funcionamiento y estado
del cerebro. Normalmente las amplitudes de estas ondas están en un rango entre 5 y 200 µV,
y un rango de frecuencia entre 1 y 30 Hz. En la Figura 2.1 se muestra un ejemplo de cada una
de ellas.
Figura 2.1: Representación de las ondas cerebrales del EEG
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Electrooculograma (EOG)
El EOG es la señal que monitoriza los movimientos oculares utilizando la diferencia de
potencial entre la córnea y la retina del ojo, caracterizando el ojo como un dipolo rotatorio.
Esta señal permite distinguir los diferentes patrones demovimientos oculares que se producen
durante algunos períodos del sueño.
Electromiograma (EMG)
El EMG es la señal que monitoriza la actividad neuromuscular asociada a la contracción
de los músculos. Se registra mediante un electrodo colocado sobre la superficie de la piel
del músculo que se pretende vigilar. En el ámbito del sueño la derivación más utilizada es el
EMG submental, porque los músculos de esta zona proporcionan señales de buena calidad
que reflejan los cambios producidos en la progresión normal del sueño. A mayores, se utilizan
dos derivaciones suplementarias colocadas sobre la tibia para detectar los movimientos de las
piernas, característicos del síndrome de piernas inquietas que se produce durante el sueño.
2.1.1 Etapas del sueño
En 1968, Rechtschanffen y Kales (R&K) [6] desarrollaron un método para identificar las
distintas etapas del sueño, método que se convirtió en estándar. Esta identificación se basa en
el análisis de las tres señales descritas previamente: EEG, EOG y EMG. Las etapas de sueño a
las que hacen referencia son la etapa REM (Rapid Eye Movement), y las etapas 1, 2, 3, 4 que se
corresponden con el sueño NREM (No REM).
En 2007, la Academia Americana de Medicina del Sueño (AASM) [7] publicó un estándar,
que adopta los criterios originales de clasificación de R&K, con algunas excepciones notables.
Entre ellas reduce las cuatro etapas del sueño NREM a tres, combinando las etapas del sueño
3 y 4 en una única etapa, y modificando su nomenclatura, que a partir de este momento será
W, N1, N2, N3 y REM.
Siguiendo los estándares de la AASM y R&K, la clasificación de las diferentes etapas del
sueño se realiza para cada intervalo de 30 segundos, denominado epoch. A continuación se
describen las etapas mencionadas en el estándar de la AASM.
Etapa W
Representa el estado de vigilia. En esta etapa la señal de EEG revela la presencia de ritmos
alfa con frecuencias de 8 a 13Hz, que se atenúa con los ojos abiertos. Esta señal puede mostrar
parpadeos rápidos del ojo, a una frecuencia de entre 0.5 y 2 Hz y en caso de que los ojos estén
abiertos, muestra movimientos oculares rápidos. La señal de EMG presenta amplitud variable
que suele ser más alta que durante el resto de las etapas de sueño.
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Etapa N1
Representa una transición de la vigilia al sueño. Es la etapa de sueño más ligera, en la que
se perciben la mayoría de los estímulos que hay alrededor. En la señal de EEG predominan
las ondas theta en más del 50% del epoch y las ondas alfa disminuyen o desaparecen. La señal
de EOG suele mostrar movimientos oculares lentos y la amplitud muscular registrada en la
señal de EMG es variable, pero a menudo inferior a la de la etapa W.
Etapa N2
Se caracteriza por la presencia de husos de sueño y complejos K en la señal de EEG, donde
predominan las ondas theta y las ondas delta aumentan en comparación con la etapa N1.
La señal de EOG no suele mostrar movimientos oculares pero en algunos individuos puede
persistir el movimiento ocular lento. La señal de EMG muestra amplitudes variables pero
menores que en las etapas anteriores.
Etapa N3
Es la etapa de sueño profundo, esencial para un sueño reparador. La señal de EEGmuestra
ondas lentas, con predominio de la onda delta, y elevada amplitud en al menos un 20% del
epoch. Los husos de sueño y complejos K pueden persistir en esta etapa. Típicamente, la
señal de EOG no muestra movimientos oculares. A menudo, la actividad muscular presente
en la señal de EMG es menor que en la etapa N2 y a veces tan baja como en la etapa REM.
Etapa REM
Se describe comúnmente como etapa de sueño paradójico. La señal de EEG muestra ac-
tividad con ritmos múltiples, de bajo voltaje y alta frecuencia, similar a la etapa N1. Puede
mostrar ondas en dientes de sierra de 2 a 6 Hz en regiones frontales. La señal de EOG mues-
tra la presencia de movimientos oculares rápidos. La señal de EMG cae al nivel más bajo del
registro y muestra pérdida del tono muscular.
2.1.2 Husos de sueño
Los husos de sueño consisten en un grupo de ondas con frecuencias entre 11 y 16 Hz (más
comúnmente entre 12 y 14 Hz) con una duración mayor o igual a 0.5 segundos (normalmente
entre 0.5 y 2 segundos) y que alcanza la máxima amplitud hacia la mitad del evento.
Los husos de sueño fueron descritos por primera vez por Berger [8], pero el término fue
introducido por Loomis et al. en 1937[9]. Son una de las características clave que contribuyen




























2.2. Estado del arte
esa es una de las razones por las que el segundo enfoque es una línea de investigación des-
tacada. En cuanto a las propuestas basadas en la extracción de características seguido de una
clasificación (presencia o ausencia de husos de sueño), la Transformada de Fourier de corto
plazo (STFT, del inglés Short Term Fourier Transform) resulta una herramienta adecuada para
identificar el contenido de frecuencia de los husos de sueño. En [15], se utilizan coeficientes
de la STFT como entradas del clasificador. Se obtuvieron tasas de concordancia del 88.7% y del
95.4% con un perceptrón multicapa y una máquina de soporte vectorial respectivamente. Otro
método utilizado para la extracción de características es el modelo autorregresivo adaptativo
(AAR). En [16] los coeficientes de AAR se utilizan como entrada para diferentes clasificado-
res: un perceptrón discreto, un perceptrón multicapa y una máquina de soporte vectorial. Los
resultados obtenidos se compararon en términos de sensibilidad, logrando valores de 99.2%,
89.1% y 94.6% respectivamente. En los últimos años se han aplicado herramientas avanzadas
de análisis de tiempo y frecuencia, como las wavelets, para obtener vectores de característi-
cas de husos de sueño mejoradas. En [17] se propuso un detector automático basado en el
Operador de Energía Teager (TEO) y en la relación de energía de distintas familias de wave-
lets, alcanzando una precisión del 93.9%. En [18] se desarrolla una técnica de descomposición
multi-resolución basada en wavelets y la transformada STFT, para detectar husos de sueño.
Después de la detección, se aplica el operador TEO para determinar la duración del huso de
sueño. Con este enfoque se logró una sensibilidad y especificidad del 96.17% y 95.54% res-
pectivamente. El operador TEO también se emplea en [19], para aislar la zona con posibles
husos de sueño candidatos y la frecuencia del borde espectral para confirmar su presencia.
Con esta aproximación se consiguieron valores de sensibilidad y especificidad del 80% y 97.6%
respectivamente. En [20] se propuso un método híbrido basado en las características del do-
minio del tiempo y la frecuencia. Se utilizó el análisis espectral de Welch para la extracción
de características del dominio de la frecuencia y una red de neuronas para la clasificación. Las
precisiones obtenidas para tres conjuntos de características diferentes fueron del 100%, 56.86%
y 93.86%. En [21] se propone un algoritmo que modela la distribución del huso de sueño de
amplitud-frecuencia con una distribución normal bivariante. La detección del huso no se basa
directamente en los umbrales de amplitud y frecuencia, sino en un modelo de distribución del
huso de sueño que se adapta automáticamente a cada sujeto individual. Se llegó a la conclu-
sión de que el modelado normal mejoraba el rendimiento y la calidad de detección de husos
de sueño.
En [22] se estudiaron las capacidades de varias técnicas de Aprendizaje Máquina para
clasificar los husos de sueño, con el objetivo de obtener un método que lograra los mejores
resultados de precisión en esta tarea de clasificación. La extracción de características se realiza
mediante una descomposición de wavelets discretas de la señal de EEG. Para la clasificación
se utilizaron dos modelos lineales - una Red Neuronal y una máquina de soporte vectorial
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proximal-, y cinco modelos no lineales - una Red Neuronal multicapa, un Árbol de Decisión,
un Random Forest, unaMáquina de Soporte Vectorial (SVM) y un clasificador Naive Bayes-. El
conjunto de datos utilizado es el mismo que se utilizará en este trabajo y aparece descrito en
la Sección 3.2. En este caso, se han utilizado 289 ejemplos correspondientes a 8 registros. Los
resultados informaron que el Random Forest era la mejor opción, con un valor de exactitud de
94.08± 2.8% y 94.08± 2.4% con las familias de wavelets Symlet y ortogonal respectivamente.
En [23] desarrollaron un detector de husos de sueño basado en la clasificación multiva-
riante de epochs de EEG utilizando SVMs. Como entradas al clasificador se utilizaron tres
señales: la señal de EEG sin procesar y dos señales basadas en esta última, obtenidas tras la
aplicación de tres filtros lineales FIR. Sobre estas señales se identificaron 34 características
que posteriormente fueron reducidas a 12, resultado de la aplicación del algoritmo CFS [24]
de selección de características. El detector fue probado en dos bases de datos de sueño públi-
cas – DREAMS [13] y MASS [25] – y se obtuvieron los siguientes resultados en términos de
sensibilidad, precisión y especificidad respectivamente: 53%, 37% y 96% para la base de datos
DREAMS, y 77%, 46% y 96%, para la base de datos MASS.
En [26] se presenta un método que aplica el análisis wavelet-Fourier sobre característi-
cas estadísticas de la señal de EEG, dividida en segmentos de 0.5 s con solapamiento de 0.4
s. Se utilizaron dos conjuntos de datos: DREAMS y MASS. Se utilizaron cuatro clasificado-
res para identificar los husos de sueño con las características extraídas, después de aplicar
la transformación de onda de Fourier: una SVM de mínimos cuadrados, el método k vecinos
más cercanos, un algoritmo K-means y un árbol de decisión C4.5. Los resultados de evaluación
muestran que la SVM de mínimos cuadrados es el mejor de todos los métodos en todas las me-
didas de rendimiento estudiadas. Se obtuvieron valores de exactitud del 97.9%, de sensibilidad
del 98.5% y de especificidad del 97.8%.
En [27] se presenta un detector de husos de sueño basado en una representación del mis-
mo en términos de duración, frecuencia, modulación y un conjunto de índices obtenidos a
través de un modelo generativo. Esta representación se utiliza como entrada a un modelo no
supervisado basado en la identificación de puntos temporales que activa elementos de la re-
presentación a lo largo del proceso y aplica técnicas de agrupamiento. El detector fue probado
sobre la base de datos DREAMS, obteniendo un valor de sensibilidad global del 67.7%.
En [28] se desarrolló un modelo de clasificación automática de husos de sueño basado en
redes neuronales convolucionales, con el objetivo de determinar la influencia de la profun-
didad de la red y de la proporción de ejemplos de cada clase. Para obtener los ejemplos de
entrenamiento y validación, la señal de EEG se dividió en ventanas de duración 1.73 s sobre
los intervalos con husos de sueño identificados por el experto y sobre el resto de la señal. Para
corregir el desbalanceo entre clases, se realizó un submuestreo aleatorio con reemplazo. Los
modelos que consiguieron el mejor rendimiento presentaban 2 y 3 capas y la siguiente com-
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binación de parámetros: 0.005 de tasa de aprendizaje, 0.9 de tasa de dropout y 256 de tamaño
de batch. El modelo fue entrenado sobre la base de datos MASS y probado sobre la base de
datos DREAMS, obteniendo valores de 0.80 para el valor F en cualquiera de los dos modelos.
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Capítulo 3
Análisis de tecnologías y
herramientas
En este capítulo de la memoria, se detallan tanto las herramientas y las tecnologías utili-zadas para el desarrollo como el conjunto de datos usado en este trabajo.
3.1 Herramientas de desarrollo
El lenguaje de programación utilizado para el desarrollo de este trabajo es Python [29]. Fue
creado por Guido Van Rossum y lanzado en 1991. Es un lenguaje de alto nivel, interpretado y
orientado a objetos. Se utiliza tanto para desarrollo web, desarrollo software, matemáticas y
scripting de sistemas [30]. Python dispone de una gran cantidad de librerías para visualización,
cálculo numérico, análisis de datos y aprendizaje automático.
Como entorno de desarrollo se ha utilizado Spyder [31].
Las principales librerías de python utilizadas para el desarrollo de este trabajo son todas
de código abierto y se describen a continuación:
• NumPy [32] es una librería que proporciona estructuras de datos y funciones matemá-
ticas para trabajar con ellos, posibilitando su análisis.
• pyEDFlib [33] es una librería que permite trabajar con ficheros EDF (European Data
Format) [34], diseñados para intercambio y almacenamiento de series de tiempo médi-
cas.
• Matplotlib [35] es una librería de visualización de datos en 2D que trabaja con variedad
de formatos.
• Scikit-Learn [36] es una librería de aprendizaje automático y análisis de datos, basada
en NumPy, SciPy [37] y Matplotlib.
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• Pandas [38] es una librería que proporciona herramientas de análisis y manipulación
de datos de alto rendimiento.
• OpenCV [39] es una librería de visión artificial desarrollada por Intel en C++, con alta
eficiencia computacional. Su API es C++ pero incluye conectores para varios lenguajes
entre los que se encuentra Python.
• TensorFlow [40] es una librería de aprendizaje automático desarrollada por Google y
que se caracteriza por su flexibilidad y escalabilidad.
• Keras [41] es una librería diseñada para posibilitar la experimentación rápida con redes
de Aprendizaje Profundo.
El equipo en el que se realizará el proyecto tiene las siguientes características:
• Sistema Operativo: Windows 10 Home Edition
• Procesador: Intel core i7-9700T (2GB)
• Memoria RAM: 16 GB
• Tarjeta gráfica: NVIDIA GeForce GTX 1050 (4GB)
3.2 Conjunto de datos
El conjunto de datos utilizado en este trabajo es la Base de Datos de husos de sueño
DREAMS (DREAMS Sleep Spindle Database, [13]) que forma parte del proyecto del mismo
nombre en el que se recogieron un conjunto de registros polisomnográficos en un laboratorio
de sueño de un hospital en Bélgica. Esta base de datos consiste en 8 registros de 30 minutos ca-
da uno (extraídos de polisomnografías completas), del canal central del EEG. Las frecuencias
de muestreo fueron 200 Hz, 100 Hz y 50 Hz. Los registros fueron anotados de forma indepen-
diente por dos expertos en husos de sueño. Para reflejar la realidad en lo posible, la selección
de los epochs con husos de sueño ha sido realizada de forma independiente a la calidad de los
mismos o del registro propiamente dicho.
En la Tabla 3.1, se presenta un resumen de los registros mencionados en donde se puede
apreciar que el experto 2 solamente identificó husos de sueño en los seis primeros registros.
En este trabajo se utilizarán los datos correspondientes a la clasificación del experto 2, ya que
el número de husos de sueño identificados es superior al del experto 1.
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#1 100 52 115 690
#2 200 60 52 312
#3 50 5 44 264
#4 200 44 25 150
#5 200 56 86 516
#6 200 72 87 522
#7 200 18 / /
#8 200 48 / /
Tabla 3.1: Resumen del conjunto de datos
3.3 Tecnologías de desarrollo
La Inteligencia Artificial (IA) es una ciencia que generalmente se relaciona con el desa-
rrollo e investigación de sistemas que operan o actúan inteligentemente, siendo considerada
una disciplina de las ciencias de la computación.
Una de las ramas de la IA es el Aprendizaje Automático, que tiene como objetivo desa-
rrollar técnicas que permitan a los ordenadores aprender, utilizando algoritmos capaces de
generalizar comportamientos y reconocer patrones a partir de una información suministrada.
Una Red Neuronal Artificial (RNA) es un modelo matemático inspirado en el comporta-
miento biológico de las neuronas. Las RNAs alimentadas hacia delante fueron las primeras
que se desarrollaron y son el modelo más sencillo. Los principales exponentes de está arqui-
tectura son el Perceptrón y el Perceptrón multicapa, utilizados normalmente en problemas de
clasificación simple.
El Aprendizaje Profundo es un enfoque del Aprendizaje Automático que se ha basado en
gran medida en el conocimiento del cerebro humano, la estadística y las matemáticas apli-
cadas, tal como se ha desarrollado en las últimas décadas. Los modelos computacionales del
Aprendizaje Profundo imitan las características de la arquitectura del sistema nervioso, per-
mitiendo que dentro del sistema global haya redes de unidades de proceso que se especialicen
en la detección de determinadas características ocultas en los datos [42].
En los últimos años, el Aprendizaje Profundo ha experimentado un enorme crecimien-
to de popularidad y utilidad, en gran parte como resultado de computadoras más potentes,
conjuntos de datos más grandes y técnicas de entrenamiento más complejas. En la historia
del Aprendizaje Profundo, las Redes Neuronales Convolucionales han jugado un papel muy
importante. En 1979, K. Fukushima propuso un modelo denominado neocognitrón [43], que
es una RNA jerárquica y de múltiples capas. Se utilizó para el reconocimiento de caracteres
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manuscritos y otras tareas de reconocimiento de patrones, y sirvió de inspiración para las
redes neuronales convolucionales.
3.3.1 Redes Neuronales Convolucionales
Una Red Neuronal Convolucional (CNN, del ingés, Convolutional Neural Network), es un
algoritmo de Aprendizaje Profundo que puede tomar una imagen de entrada, asignar pesos y
sesgos a varios aspectos u objetos de la imagen, y ser capaz de diferenciar los objetos de dicha
imagen entre ellos [44].
Fueron introducidas por primera vez en la década de 1980 por Yann LeCun, basándose
en el neocognitrón [43]. Una de las primeras CNN fue LeNet [45], diseñada para el recono-
cimiento de caracteres escritos a mano. Este tipo de red es una variación de un Perceptrón
multicapa, realizada sobre matrices bidimensionales, resultando muy efectivas para tareas de
visión artificial, como la clasificación y segmentación de imágenes, entre otras aplicaciones.
Se caracterizan por realizar operaciones de convolución entre una capa de entrada y un filtro o
kernel, obteniendo como resultado unmapa de características. Este proceso se repite en varias
capas intermedias, con el objetivo de extraer características de la imagen con distintos niveles
de abstracción. Las CNNs también tienen una aplicación importante en el procesamiento del
lenguaje. En este caso la entrada a la red son oraciones o documentos representados como una
matriz. En cualquiera de estos casos, la CNN actúa a la vez de clasificador y de extractor de
características. La arquitectura de una CNN se inspira en la organización de la corteza visual.
Un ejemplo de esta arquitectura se muestra en la Figura 3.1.
Figura 3.1: Arquitectura de una Red Neuronal Convolucional
A continuación se describen los componentes principales de una CNN típica.
Capas de convolución
Lo que distingue a las CNN de cualquier otra red neuronal es que utilizan la convolución
en algunas de sus capas, en lugar de utilizar la multiplicación de matrices. El objetivo de la
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operación de convolución es extraer las características de la imagen de entrada.
La convolución se define como:




siendo f una imagen de tamaño nxm y g un filtro o kernel de tamaño nxm
En la terminología de las CNN, la entrada de la capa convolucional es una imagen, a la
que se le aplica un filtro y, finalmente, como resultado se obtiene una matriz de características
que es conocida como mapa de características.
El tamaño del mapa de características viene definido por 3 parámetros que se deben esta-
blecer antes de realizar la convolución:
• Profundidad o depth, que corresponde al número de filtros que se usan para la operación
de convolución.
• Paso o stride, que se corresponde con el número de píxeles por el que se desliza el kernel
sobre la entrada.
• Relleno o padding, que permite controlar el tamaño del mapa de características, en los
casos en los que la superposición del kernel no es posible debido al tamaño de la entrada.
Capas de pooling
La capa de pooling [46] se coloca generalmente después de la capa convolucional. Su fun-
ción es simplificar progresivamente el tamaño espacial de la representación de los datos, para
reducir también la cantidad de parámetros y la computación en la red, y como consecuencia
controlar el sobreajuste.
Una de las ventajas de esta capa es que permite compactar los datos sin perder información
relevante, y crea cierta invariabilidad al cambio traslacional en la imagen original. Esta capa
no realiza ningún aprendizaje, solamente efectúa una operación de muestreo descendente.
El tipo de pooling más utilizado es el max-pooling, que devuelve el valor máximo de la
porción de imagen cubierta por el kernel. En la figura 3.2 se muestra un ejemplo de aplicación
de esta operación.
Los parámetros de configuración de esta capa son: la dimensión del elemento pooling (M),




siendo MxM el tamaño de entrada de los datos, P el tamaño del relleno y S el tamaño del
paso.
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Figura 3.2: Ejemplo de aplicación de max-pooling
Capas Totalmente Conectadas
Las Capas Totalmente Conectadas (FC, del inglés Fully Connected) son capas que suelen
constituir la parte final de las CNN. Todas las neuronas en una capa FC se conectan a las
neuronas de la capa anterior, combinando todas las características aprendidas por las capas
previas para identificar los patrones demayor tamaño. Su objetivo es utilizar las características
extraídas por las capas anteriores para clasificar la imagen de entrada en varias clases basadas
en el conjunto de datos de entrenamiento.
Para problemas de clasificación, el tamaño de salida en la última capa FC es igual al número
de clases a predecir. Y para problemas de regresión, el tamaño de salida debe ser igual al
número de variables de respuesta.
Flattening
El proceso de Flattening consiste en convertir los datos de salida de las capas convolucio-
nales a una matriz unidimensional para introducirla en la siguiente capa.
Dropout
La técnica de Dropout consiste en desactivar de forma aleatoria un porcentaje de las neu-
ronas de una capa. Las neuronas que se desactivan se mezclan constantemente al azar durante
el entrenamiento. El efecto que se persigue es reducir la tendencia de la red a depender ex-
cesivamente de algunas neuronas, obligando así a la red a aprender una representación más
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equilibrada, y ayudar a combatir el sobreajuste.
Funciones de activación
Las funciones de activación [47] son funciones matemáticas que determinan la salida de
una capa de una red neuronal, y se utilizan tanto en las capas convolucionales como en las
capas FC. Se utilizan para asignar los valores de la red entre valores acotados, facilitando que
el modelo se adapte a una gran variedad de datos.
Históricamente, tanto la función sigmoide como la función tangente hiperbólica [48] se
han utilizado como funciones de activación en las redes neuronales, pero debido al problema
de desvanecimiento del gradiente, su uso en el Aprendizaje Profundo se ha reducido.
La función de Unidad Rectificada Lineal (ReLU) [49] se utiliza como función de activación
estándar para las CNN. En la figura 3.3 se observa que los gradientes en los valores positivos
se vuelven constantes y no se desvanecen, solucionando así el problema de desvanecimiento
del gradiente.
Figura 3.3: Función de activación ReLU
La función ReLU tiene un problema importante. Cuando las entradas se acercan a 0 o son
negativas, el gradiente se vuelve cero, la red no puede realizar una propagación hacia atrás
y no puede aprender. Existe una variante de la función ReLU, denominada Leaky ReLU, que
previene este problema introduciendo una pequeña pendiente α (α = 0.001).
Optimizador Adam
Los optimizadores son algoritmos o métodos utilizados para cambiar los valores de los
parámetros de la red neuronal con el fin de reducir las pérdidas.
El optimizador Adam [50] incorpora las ventajas de otros dos algoritmos de optimiza-
ción: AdaGrad y RMSProp. Entre sus características están la existencia de diferentes tasas de
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aprendizaje para diferentes parámetros de la red, la adaptación de la tasa de aprendizaje a
partir del cálculo de dos estimaciones de momentos, un número reducido de parámetros a
ajustar y unos valores por defecto que suelen dar buen resultado en la mayoría de problemas.
La configuración de este optimizador se realiza a través de sus tasas de decadencia (β1 y β2).
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Capítulo 4
Metodología de desarrollo y
planificación
En este capítulo se describe la metodología de desarrollo utilizada para la elaboración delproyecto, así como la planificación del mismo, su evaluación de costes y las medidas de
rendimiento utilizadas.
4.1 Metodología de desarrollo
En este trabajo se ha utilizado la metodología de desarrollo en espiral [51], que se materia-
liza en una serie de versiones incrementales [52], siendo las primeras iteraciones un prototipo
y las últimas unas versiones más completas del sistema diseñado.
Las fases por las que pasa cada ciclo en espiral son:
1. Planificación: se determinan los objetivos y el alcance del ciclo, teniendo en cuenta los
ciclos anteriores.
2. Análisis de riesgos: se evalúa todo lo que pueda afectar al proyecto, tanto los riesgos
como alternativas.
3. Implementación: consiste en desarrollar y validar el software según lo acordado en la
planificación, teniendo en cuenta el análisis de riesgos previo.
4. Evaluación: consiste en analizar los resultados durante la implementación y en deter-
minar si es necesaria o no una nueva iteración.
4.2 Planificación
La planificación de este trabajo se divide en fases que deben seguir el siguiente orden:
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1. Adquisición de conocimientos teóricos sobre lamedicina del sueño y los husos de sueño.
2. Adquisición de conocimientos teóricos sobre el Aprendizaje Profundo y las redes con-
volucionales.
3. Análisis y preprocesamiento del conjunto de datos.
4. Desarrollo y análisis de resultados de la aproximación basada en imágenes.
5. Desarrollo y análisis de resultados de la aproximación basada en características.
6. Comparación de los resultados y conclusiones.
Tanto para la fase 4 como para la fase 5, se llevaron a cabo las siguientes subfases:
1. Diseño e implementación del modelo de Aprendizaje Profundo.
2. Validación y pruebas del modelo.
3. Análisis de resultados.
En la figura 4.1 se puede observar el diagrama de Gantt de la planificación detallada por
semanas de este trabajo.
Figura 4.1: Diagrama de Gantt
4.3 Estimación de costes
En este apartado se muestra la estimación de los costes para el desarrollo de este proyecto.
Se ha considerado la participación de un desarrollador junior, con un salario de 12€/hora.
También es necesario disponer del coste estimado del material de trabajo, que se muestra en
la Tabla 4.2. Tanto los conjuntos de datos como las herramientas son de uso libre por lo que
no influyen en el coste del proyecto. En la Tabla 4.1 se detalla el coste estimado para cada fase
para el ingeniero. El coste total estimado del proyecto es de 6.330€.
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Tabla 4.2: Coste estimado del material
4.4 Métricas de evaluación
Para evaluar el rendimiento de los modelos desarrollados se utilizan las siguientes métri-
cas:
• Exactitud: La exactitud (accuracy) mide el porcentaje de casos que el modelo ha acer-
tado.
exactitud =
V P + V N
V P + FP + V N + FN
dondeVP se corresponde con los verdaderos positivos, VN con los verdaderos negativos,
FP con los falsos positivos y FN con los falsos negativos.
• Precisión: La precisión es el número de elementos identificados correctamente como
positivos del total de elementos identificados como positivos.
precisión =
V P
V P + FP
• Sensibilidad: La sensibilidad (recall) es la proporción de casos positivos que fueron
clasificados correctamente.
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sensibilidad =
V P
V P + FN
• Medida-F1: La medida-F1 (F1-score) es la media armónica entre la precisión y la sen-
sibilidad.
medidaF1 = 2 ∗ precision ∗ sensibilidad
precision+ sensibilidad
• Índice kappa: El índice kappa es la medida de acuerdo entre dos clasificadores que




donde p0 es el acuerdo observado relativo entre los clasificadores, y pe es la probabilidad




En este capítulo de la memoria se describen dos aproximaciones para la clasificación dehusos de sueño basadas en Aprendizaje Profundo: una primera aproximación basada en
imágenes y una segunda aproximación basada en características, ambas extraídas a partir de
la señal de EEG para clasificar la presencia o ausencia de husos de sueño.
5.1 Optimización de los hiperparámetros
La optimización o búsqueda de los hiperparámetros en el Aprendizaje Automático tiene
como objetivo encontrar los mejores hiperparámetros que ofrezcan el mejor rendimiento del
modelo. Los hiperparámetros, a diferencia de los parámetros, son establecidos por el ingeniero
antes del entrenamiento.
Existen dos tipos principales de métodos de optimización: búsqueda manual y búsque-
da automática. La búsqueda manual, a medida que aumenta el número de hiperparámetros
y el rango de valores, se vuelve bastante difícil de manejar. El problema con la optimización
de hiperparámetros es que evaluar la función objetivo para encontrar el mejor rendimiento
es extremadamente costoso. Para evitar los inconvenientes de la búsqueda manual, se pro-
pusieron algoritmos de búsqueda automática. Entre ellos, destaca la búsqueda en cuadrícula
que entrena un modelo de Aprendizaje Automático con cada combinación posible de valores
de hiperparámetros, evaluando cada modelo y seleccionando la arquitectura que produce los
mejores resultados. Otro método de búsqueda automática es la búsqueda aleatoria, que es-
tablece una cuadrícula de valores de hiperparámetros y selecciona combinaciones aleatorias
para entrenar y puntuar el modelo, permitiendo controlar explícitamente el número de combi-
naciones de parámetros que se intentan. Ambas técnicas no poseen información alguna acerca
de evaluaciones pasadas y, como resultado, a menudo emplean una cantidad significativa de
tiempo evaluando hiperparámetros que no aportan una mejora al rendimiento.
Una alternativa a estas técnicas es la optimización bayesiana, que pertenece a una clase
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de algoritmos de optimización basados en modelos secuenciales (SMBO), que permiten utili-
zar los resultados de la iteración anterior para mejorar el método de muestreo del siguiente
experimento.
En este trabajo, para las dos aproximaciones se hace una búsqueda de hiperparámetros
optimizada utilizando la técnica Tree-Structured Parzen Estimator (TPE) [53]. La técnica TPE
utiliza el razonamiento bayesiano para construir el modelo sustitutivo y puede seleccionar los
siguientes hiperparámetros utilizando la mejora esperada. Los valores que se obtienen en esta
búsqueda son el número de bloques convolucionales, el tamaño del kernel, el número de filtros
y el ratio de aprendizaje. Las distribuciones utilizadas para cada uno de los hiperparámetros






Uniforme entre 1 y 6
Uniforme entre 3 y 50
Elección entre 8, 16, 32, 64 o 128
Log-uniforme entre -10 y -1
Tabla 5.1: Distribución para los distintos hiperparámetros de una red basada en Aprendizaje
Profundo
5.2 Aproximación basada en imágenes
El objetivo de está aproximación es identificar husos de sueño representados mediante
imágenes utilizando Aprendizaje Profundo. Estas imágenes se generarán a partir de intervalos
seleccionados sobre la señal de EEG en los que los expertos han identificado un huso de sueño.
El primer paso de esta aproximación consiste en generar dichas imágenes, que constituirán el
conjunto de datos del modelo basado en Aprendizaje Profundo.
5.2.1 Generación de imágenes
Para la obtención de las imágenes es necesario localizar los husos de sueño sobre la señal
de EEG y realizar la captura de intervalos con presencia y ausencia de husos de sueño. Esto nos
permitirá generar los ejemplos positivos y negativos con los que trabajará el modelo. Debido
a la duración variable de los husos de sueño identificados por el experto y teniendo en cuenta
la duración máxima de un huso de sueño (apartado 2.1.2) se utilizarán ventanas de duración
4 segundos, centradas en cada huso de sueño. En la figura 5.1 se muestra un ejemplo de una




Figura 5.1: Imagen con huso de sueño generada a partir de la señal de EEG
La señal de EGG se representará en el dominio de tiempo, ya que es importante que la
imagen resultante sea similar a la que los expertos suelen ver al analizar las polisomnografías.
Para ello se utilizan los valores de magnitud de la señal en un rango de ±100µV, que son los
valores de amplitud habituales del EEG [54]. El eje x representará la longitud en el tiempo de
la ventana definida previamente y el eje y representará la magnitud de la señal de EEG. Las
imágenes fueron generadas utilizando una resolución de 320x240 píxeles.
Para obtener las imágenes correspondientes a los ejemplos negativos (sin husos de sueño),
se eligieron intervalos de la señal de EEG en los que el experto no había identificado un huso
de sueño. El número de intervalos elegidos coincide con el número de intervalos seleccionados
con huso de sueño.
Con la generación de imágenes se consiguieron 409 imágenes de ejemplos positivos y 409
imágenes de ejemplos negativos.
5.2.2 Preprocesado de datos
El Aprendizaje Profundo requiere una gran cantidad de datos etiquetados para obtener
un rendimiento elevado. Debido a que el tamaño del conjunto de datos obtenido mediante
la generación de imágenes no es suficientemente grande, se ha considerado utilizar técnicas
de aumento de datos (data augmentation). Esta técnica consiste en modificar cada uno de los
datos del conjunto inicial, de manera que cada una de estas modificaciones representen un
nuevo dato para el conjunto. Estas transformaciones incluyen desde la rotación de la imagen
un número de grados, aplicación de un efecto zoom aleatorio, o modificación de los valores
RGB de la imagen. En este trabajo, se utilizó la transformación de volteo en el eje horizontal de
la imagen, y el desplazamiento de la imagen, tanto hacia la izquierda como hacia la derecha,
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para así incluir ejemplos de husos de sueño no centrados [55]. Finalmente, se obtuvieron 2454
imágenes de ejemplos positivos y 2454 imágenes de ejemplos negativos.
5.2.3 Modelos de Aprendizaje Profundo
En este apartado se describen los modelos de Aprendizaje Profundo desarrollados para
llevar a cabo la tarea de clasificación de husos de sueño utilizando el conjunto de imáge-
nes generado previamente. Se empezó realizando una prueba exhaustiva de modelos, en una
primera iteración y luego, en una segunda iteración, se realizó un ajuste de la capa de max-
pooling para la optimización de la red.
Iteración 1
En está primera iteración se propone una red convolucional que recibe como entrada
las imágenes generadas y está formada por un bloque convolucional y dos capas totalmente
conectadas. La figura 5.2 refleja el modelo propuesto.
Figura 5.2: Red convolucional de la primera iteración
El bloque convolucional que se muestra es una sucesión de 4 capas incluyendo una capa
de convolución 2D que guarda el tamaño de la entrada con padding, una capa de activación
LeakyReLU con α = 0.1, una capa max-pooling con un factor de 2 y una capa Dropout con
un valor de 0.5. Este bloque se repite un número de veces en función de cada modelo y su
salida es ”aplanada” mediante una capa Flatten.
La primera capa totalmente conectada está formada por una capa con 32 neuronas, una
capa de activación LeakyReLU con α = 0.1 y una capa Dropout con un valor de 0.5.
Finalmente, la última capa totalmente conectada, consta de una capa con 2 neuronas y
utiliza una función de activación softmax.
El modelo emplea el algoritmo de optimización Adam [50], utilizando valores por defecto
para los parámetros β (β1 = 0.9 y β2 = 0.99) 1.
1 Valores por defecto de la librería Keras.
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Con los valores obtenidos mediante la técnica TPE para los distintos hiperparámetros, se
probaron un total de 40 modelos y de estos se escogieron los cinco mejores atendiendo al valor
del índice kappa. En la tabla 5.2 se muestran los hiperparámetros de estos cinco modelos.
Modelo 1 Modelo 2 Modelo 3 Modelo 4 Modelo 5
Bloques convolucionales 4 1 4 2 2
Tamaño de kernel 11 9 5 3 3
Filtros iniciales 128 8 128 64 8
Ratio de aprendizaje 1.57 x 10−4 2.92 x 10−4 3.54 x 10−3 4.48 x 10−3 12.79 x 10−3
Tabla 5.2: Valores de los hiperparámetros de los cinco mejores modelos
Nº modelo Exactitud Precisión Sensibilidad Medida F1
Modelo 1 0.93 0.96 0.89 0.93
Modelo 2 0.82 0.88 0.74 0.80
Modelo 3 0.67 0.78 0.46 0.58
Modelo 4 0.93 0.98 0.87 0.92
Modelo 5 0.77 0.69 0.97 0.80
Tabla 5.3: Resultados de evaluación de los modelos seleccionados
Los datos disponibles se dividen de forma aleatoria en un conjunto de entrenamiento,
otro de validación y otro de test con unos porcentajes de 80%, 10% y 10%, respectivamente. El
entrenamiento se llevó a cabo durante 40 epochs, utilizando un tamaño de batch de 32. Este
tamaño está condicionado por el hardware disponible para la ejecución de los modelos.
En la tabla 5.3 se muestran los resultados en términos de exactitud, precisión, sensibilidad
y medida F1 de los 5 mejores modelos. El análisis de estos resultados muestra el buen compor-
tamiento de la mayoría de los modelos, con valores de la medida F1 superiores o iguales al 80%.
Dichos valores se corresponden con valores altos para el resto de las medidas, demostrando
así la capacidad de aprendizaje de la red. Es necesario destacar el bajo rendimiento del modelo
3 cuyos resultados están muy por debajo de los conseguidos por el resto de los modelos. Por
esta razón, este modelo se excluye en la segunda iteración.
Iteración 2
En está segunda iteración se intenta mejorar el rendimiento del sistema ajustando la capa
de max-pooling.
Se utilizaron los cuatro mejores modelos de la iteración anterior, y se modificaron los
valores de max-pooling para cada modelo. Se probaron diferentes valores, en un rango entre
2 y 9, para cada uno de los modelos y se escogieron los modelos con mayor índice kappa.
En esta segunda iteración se mantuvieron los valores de los hiperparámetros de la iteración
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previa, así como los valores del optimizador Adam, el número de epochs y el tamaño de batch.
Se utilizó early stopping como medida para evitar el sobreajuste. En la tabla 5.4 se muestran
los valores obtenidos tras las pruebas, demostrando que los valores de max-pooling elegidos
en la iteración anterior para los modelos 2 y 5 eran los adecuados.
En la tabla 5.5 se pueden ver los resultados de evaluación de los cuatro modelos - modelos
1, 2, 4 y 5-, en la que comprobamos lamejora obtenida en cualquiera de losmodelos estudiados.
Esta mejora no es elevada ya que el punto de partida de está iteración ya era suficientemente
bueno en cuanto a rendimiento.
Modelo 1 Modelo 2 Modelo 4 Modelo 5
8 2 8 2
Tabla 5.4: Valores de la dimensión max-pooling seleccionados para los modelos.
Nº modelo Exactitud Precisión Sensibilidad Medida F1
Modelo 1 0.95 0.98 0.92 0.95
Modelo 2 0.82 0.88 0.74 0.80
Modelo 4 0.94 1.00 0.88 0.94
Modelo 5 0.77 0.69 0.97 0.80
Tabla 5.5: Resultados de evaluación de los modelos seleccionados
5.3 Aproximación basada en características
El objetivo de esta aproximación es utilizar como entrada al modelo un conjunto de carac-
terísticas, que permitan describir a los husos de sueño tanto en el dominio del tiempo como en
el dominio de la frecuencia. En el dominio de la frecuencia se utilizó la transformada rápida
de Fourier [56] y en el dominio del tiempo se utilizó un conjunto de características extraídas
de la señal de EEG. El conjunto de datos utilizado está formado por los husos de sueño iden-
tificados por el experto 2, que constituyen un total de 409 ejemplos positivos. Al igual que en
la aproximación anterior, se seleccionó la misma cantidad de ejemplos negativos. La extrac-
ción de características se realizó sobre ventanas de duración 2 segundos, para tener en cuenta
la duración máxima de los husos de sueño (sección 2.1.2), aplicando la técnica de ventana
deslizante de Hamming [57]. Las características consideradas para cada ventana fueron:
• Duración (f1).
• Amplitud pico a pico (f2).
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• Número de oscilaciones (f3), considerando el número de picos positivos del huso de
sueño.
• Media cuadrática (f4).
• Potencia absoluta media (f5), calculada a partir de la transformada de Hilbert [58].
• Longitud de onda de la señal (f6), obtenida a partir de la longitud acumulativa de la
forma de la señal en un segmento particular.
• Entropía (f7).
• Parámetros deHjorth, considerados como una buena caracterización del EEG [59]. Estos
parámetros son:
– Actividad (f8), que representa la potencia de la señal:
Actividad = var(X(n)) (5.1)
donde X es la señal y var es la varianza de la señal.






donde X’ es la primera derivada de la señal.






5.3.1 Selección de características
La selección de características es una técnica de reducción de la dimensionalidad que con-
siste en detectar las características relevantes y descartar las que no lo son [60]. Esta técnica
presenta ventajas como:
• Mejora del rendimiento de los algoritmos de Aprendizaje Automático.
• Comprensión de datos, adquiriendo conocimiento sobre el proceso y ayudando a visua-
lizarlo.
• Reducción de datos, limitando los requisitos de almacenamiento y los costes.
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• Simplicidad, posibilitando el uso de modelos más sencillos lo que se traduce, en una
disminución en tiempo de procesamiento.
Losmétodos de selección de características se pueden dividir enmétodos envoltorio (wrap-
per), de filtro o embebidos. Los métodos envoltorio se basan en la utilización de un algoritmo
de aprendizaje que mide la eficacia de las características según el nivel de predicción que se
obtiene en dicho algoritmo. Los métodos de filtro realizan una selección de características de
manera independiente al algoritmo de aprendizaje que será utilizado y suponen un paso pre-
vio a la utilización del método de aprendizaje. Los métodos embebidos realizan la selección
de características en el proceso de entrenamiento del algoritmo de aprendizaje y esta selec-
ción es propia y específica de cada algoritmo. A pesar de que los métodos envoltorio y los
embebidos permiten obtener mejor rendimiento, su consumo en recursos computacionales es
elevado y existe el riesgo de un sobreajuste cuando el tamaño de muestras es pequeño. Por
otra parte, los métodos de filtro se adecuan mejor a grandes conjuntos de datos para los que
ofrecen tiempos de ejecución reducidos.
En este trabajo, teniendo en cuenta el tamaño del conjunto de datos de trabajo y las li-
mitaciones del hardware disponible, se ha decidido utilizar tanto métodos envoltorio como
métodos de filtro. Dentro de los primeros, se utiliza el algoritmo BorutaShap [61], que com-
bina el algoritmo de selección de características Boruta [62] con los valores de Shapley [63].
Este algoritmo se encarga de encontrar un conjunto mínimo de características óptimas, en
lugar de encontrar todas las características relevantes para la variable objetivo, consiguiendo
una selección estable de características importantes y no importantes.
Entre los métodos basados en filtro, se utiliza la selección de características basada en co-
rrelación (CFS, del inglés, Correlation Features Selection). Este algoritmo clasifica los subcon-
juntos de características según una función de evaluación heurística basada en la correlación
[64]. El sesgo de la función es hacia subconjuntos que contienen características altamente co-
rrelacionadas con la clase y no correlacionadas entre sí. Las características irrelevantes deben
ser ignoradas porque tienen poca correlación con la clase. Las características redundantes de-
ben descartarse porque están muy relacionadas con una o más de las características restantes.
La aceptación de una característica depende de la medida en que predice clases en áreas del
espacio de instancias, que no han sido predichas por otras características.
5.3.2 Modelos de Aprendizaje Profundo
En este apartado se describen los modelos de Aprendizaje Profundo desarrollados para
llevar a cabo la tarea de clasificación de husos de sueño utilizando el conjunto de caracterís-
ticas descrito previamente. Se empezó realizando una prueba exhaustiva de modelos, en una
primera iteración, para posteriormente, en una segunda iteración, realizar una selección de




En está primera iteración se propone una red convolucional que recibe como entrada el
conjunto de características descrito, y que está formada por un bloque convolucional y dos
capas totalmente conectadas. La figura 5.3 refleja el modelo propuesto.
Figura 5.3: Red convolucional de la primera iteración
El bloque convolucional que se muestra está compuesto por 4 capas entre las que se en-
cuentran una capa de convolución 1D, una capa de activación ReLU, una capa max-pooling
1D con un factor de 2 y una capa de Dropout con un valor de 0.5. Su salida es ”aplanada”
mediante una capa Flatten.
La primera capa totalmente conectada está formada por una capa con 32 neuronas, una
capa de activación ReLU y una capa Dropout con un valor de 0.5.
Por último, la última capa totalmente conectada, consta de una capa con 2 neuronas y una
función de activación softmax.
El modelo emplea el algoritmo de optimización Adam, utilizando los valores por defecto
para los parámetros β.
Con los valores obtenidos mediante la técnica TPE para los distintos hiperparámetros, se
probaron un total de 40 modelos y de estos se escogieron los cinco mejores atendiendo al valor
del índice kappa. En la tabla 5.6 se muestran los hiperparámetros de estos cinco modelos.
El entrenamiento se llevó a cabo durante 40 epochs, utilizando un tamaño de batch de 32.
Este tamaño está condicionado por el hardware disponible para la ejecución de los modelos.
En la tabla 5.7 se muestran los resultados en términos de exactitud, precisión, sensibilidad
y medida F1 de los 5 mejores modelos. El análisis de estos resultados muestra un comporta-
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miento aceptable para la mayoría de los modelos, con valores de la medida F1 por encima del
70%. El modelo 4 es el que presenta las peores medidas de rendimiento. Por esta razón, este
modelo se excluye en la segunda iteración.
Modelo 1 Modelo 2 Modelo 3 Modelo 4 Modelo 5
Bloques convolucionales 1 1 1 1 1
Tamaño del kernel 5 3 7 5 5
Filtros iniciales 32 64 16 8 16
Ratio de aprendizaje 2.29 x 10−3 6.47 x 10−5 5.08 x 10−3 1.28 x 10−3 1.24 x 10−3
Tabla 5.6: Valores de los hiperparámetros de los cinco mejores modelos
Nº modelo Exactitud Precisión Sensibilidad Medida F1
Modelo 1 0.89 1.00 0.78 0.87
Modelo 2 0.80 1.00 0.60 0.75
Modelo 3 0.79 1.00 0.57 0.73
Modelo 4 0.72 1.00 0.42 0.60
Modelo 5 0.70 0.62 1.00 0.76
Tabla 5.7: Resultados de evaluación de los modelos seleccionados
Iteración 2
En está segunda iteración se propone la aplicación de métodos de selección de caracterís-
ticas para determinar si existen características redundantes y comprobar si al descartar dichas
características, se consigue mejorar el rendimiento de los modelos de la iteración anterior. Tal
y como se detalla en la sección 5.3.1, se utilizarán los métodos BorutaShap y CFS para realizar
la tarea de selección. En la tabla 5.8 se muestra el conjunto de características resultantes tras
aplicar el método BorutaShap, en el que se puede ver que se han descartado 2 características,
de las 10 originales; y tras aplicar el método CFS, con el que se han descartado 3 características
del total. La tabla muestra las características por orden de relevancia para cada uno de los dos
métodos.
Con estos dos conjuntos se entrenaron los mejores modelos obtenidos en la iteración an-
terior. Se mantuvieron los valores de los hiperparámetros de dicha iteración, así como los
valores del optimizador Adam, el número de epochs y el tamaño del batch.
Las tablas 5.9, 5.10muestran los resultados de evaluación de los cuatromodelos tras aplicar
los métodos de selección de características BorutaShap y CFS respectivamente. En ellas se





f9 movilidad f1 duración
f5 potencia absoluta media f7 entropía
f7 entropía f3 número de oscilaciones
f2 amplitdu pico a pico f10 complejidad
f10 complejidad f9 movilidad
f8 actividad f8 actividad
f1 duración f2 amplitud pico a pico
f4 media cuadrática
Tabla 5.8: Conjunto de características resultado de la selección
Nº modelo Exactitud Precisión Sensibilidad Medida F1
Modelo 1 0.90 1.00 0.80 0.89
Modelo 2 0.95 1.00 0.90 0.95
Modelo 3 1.00 1.00 1.00 1.00
Modelo 5 0.85 0.97 0.72 0.83
Tabla 5.9: Resultados de evaluación de los modelos seleccionados con el método BorutaShap
Nº modelo Exactitud Precisión Sensibilidad Medida F1
Modelo 1 1.00 1.00 1.00 1.00
Modelo 2 1.00 1.00 1.00 1.00
Modelo 3 0.98 1.00 0.95 0.97
Modelo 5 0.90 1.00 0.80 0.89
Tabla 5.10: Resultados de evaluación de los modelos seleccionados con el método CFS
Tal y como se puede comprobar en las tablas 5.9 y 5.10, el método CFS mejora los resul-
tados de todos los modelos excepto del modelo 3. Este modelo ya ofrecía los segundos peores
resultados en la primera iteración, lo que podría indicar que el conjunto completo de caracte-
rísticas bajaba considerablemente el rendimiento del modelo.
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Este capítulo resume y evalúa los resultados obtenidos con las dos aproximaciones desa-rrolladas y los compara con otros estudios.
6.1 Evaluaciónde resultados de la aproximación basada en imá-
genes
La arquitectura de partida de esta aproximación está formada por un bloque convolucional
y dos capas totalmente conectadas (FC). El bloque convolucional es una sucesión de cuatro
capas (una capa convolucional 2D, una capa de activación, una capa max-pooling y una capa
Dropout), conectado con una capa Flatten. La primera capa FC está formada por una capa
Dense, una capa de activación y una capa Dropout. La última capa FC está formada por una
capa con 2 neuronas y una función softmax.
Sobre esta arquitectura se presentan dos iteraciones. La primera iteración tenía como ob-
jetivo encontrar los mejores hiperparámetros, a través de una prueba exhaustiva de modelos
para determinar aquellos con mejor rendimiento. El tiempo de ejecución de está iteración fue
de aproximadamente 140 minutos. Los resultados de la iteración permitieron identificar que
los modelos obtenían mejor rendimiento con un número de filtros elevado (128) independien-
temente del tamaño de dicho filtro. Este tamaño varía entre 3, 9 y 11.
A partir de los mejores modelos obtenidos en esta iteración, la segunda iteración trató de
mejorar el rendimiento de estos modelos mediante el ajuste de la capa de max-pooling. Los
mejores resultados se obtuvieron para un factor de 8. En esta iteración el tiempo de ejecución
mejoró aproximadamente 50 minutos en comparación con la iteración anterior.
El resultado final de estas iteraciones es unmodelo cuya arquitectura aparece representada
en la figura 6.1. Los valores de rendimiento obtenidos son de 95%, 98%, 92% y 95% para la
exactitud, precisión, sensibilidad y medida F1 respectivamente.
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Figura 6.1: Arquitectura del mejor modelo de la aproximación basada en imágenes.
6.2 Evaluación de resultados de la aproximación basada en ca-
racterísticas
La arquitectura de partida de esta aproximación está formada por un bloque convolucional
y dos capas totalmente conectadas (FC). El bloque convolucional es una sucesión de cuatro
capas (una capa convolucional 1D, una capa de activación, una capa max-pooling y una capa
Dropout), conectado con una capa Flatten. La primera capa FC está formada por una capa
Dense, una capa de activación y una capa Dropout. La última capa FC está formada por una
capa con 2 neuronas y una función softmax.
Sobre esta arquitectura se presentan dos iteraciones. La primera iteración tenía como ob-
jetivo encontrar los mejores hiperparámetros a través de una prueba exhaustiva de modelos,
con el fin de obtener el mejor rendimiento. Los resultados de la iteración permitieron iden-
tificar que los modelos obtenían mejor rendimiento con un número de filtros no demasiado
elevado (16 y 32) para un tamaño de filtro igual a 5. Estos valores, más pequeños que los
36
CAPÍTULO 6. RESULTADOS
obtenidos en la aproximación anterior, pueden ser debidos al reducido número de ejemplos
disponibles.
A partir de los mejores modelos de esta iteración, la segunda iteración trató de mejo-
rar el rendimiento de estos modelos a través de la selección de características. Se probó con
dos métodos de selección de características (BorutaShap y CFS). Ambos métodos mejoran el
rendimiento de los modelos considerados, consiguiendo en algún caso medidas del 100%. El
método CFS es el que permite que el modelo 2, cuya arquitectura se muestra en la figura 6.2,
obtenga el mejor rendimiento.
Figura 6.2: Arquitectura del mejor modelo de la aproximación basada en características.
6.3 Comparación con otros estudios
En este apartado se intenta establecer una comparación de los resultados obtenidos con las
dos aproximaciones desarrolladas en este trabajo, con los resultados de algunos de los trabajos
descritos en la sección 2.2.
Los trabajos que utilizamos en está comparación utilizan el mismo conjunto de datos que
se utilizó en este trabajo con algunas diferencias. Hernandez-Pereira [22], Al-Salman [26]
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y Loza y Principe [27] utilizan los datos del experto 1 y el número de husos de sueño es
menor que el utilizado en cualquiera de las dos aproximaciones. Lachner-Piza [23] y Usai y
Trappenberg [28] utilizan los datos de los dos expertos, con un número de husos de sueño
mayor que en la aproximación basada en características.
La tabla 6.1 muestra los resultados obtenidos por los distintos trabajos del estado del ar-
te y los mejores modelos de las dos aproximaciones desarrolladas. Para aquellos modelos en
los que se dispone la medida F1, podemos concluir que ambas aproximaciones presentan un
rendimiento superior a ellos. Ocurre lo mismo para el trabajo de Loza and Principe [27] pa-
ra el que solamente se dispone de la medida de sensibilidad. En este caso, ambos desarrollos
presentados son mucho más exhaustivos. La comparación con el trabajo que motivó este de-
sarrollo [22], demuestra que ambas aproximaciones consiguen el objetivo perseguido en la
identificación de husos de sueño.
Trabajo Número dehusos de sueño Exactitud Precisión Sensibilidad Medida F1
Al-Salman et al. [26] 355 0.97 - 0.98 0.71
Loza y Principe [27] 355 - - 0.67 -
Lachner-Piza et al. [23] 1002 0.95 0.37 0.53 0.43
Usai y Trappenberg [28] 1822 0.78 0.75 0.86 0.80
Hernandez-Pereira et al. [22] 289 0.94 - 0.95 -
Aproximación
basada en imágenes 2454 0.95 0.98 0.92 0.95
Aproximación
basada en características 409 1.00 1.00 1.00 1.00




En este capítulo se comentan las conclusiones generales del trabajo, así como los conoci-mientos aprendidos y posibles trabajos futuros.
7.1 Conclusiones
El principal objetivo de este trabajo era el desarrollo de modelos de Aprendizaje Profundo
mediante redes convolucionales capaces de identificar los husos de sueño. Para ello se desa-
rrollaron dos aproximaciones: una basada en imágenes y otra basada en características de la
señal de EEG.
Para la aproximación basada en imágenes, primero fue necesario la generación de estas a
partir del conjunto de datos dado. Este conjunto de datos no era lo suficientemente grande, por
lo que fue necesario utilizar técnicas de aumento de datos para obtener un conjunto de datos
más grande. Se obtuvieron así 2454 imágenes de ejemplos positivos (con husos de sueño)
y 2454 imágenes de ejemplos negativos. Para llevar a cabo la clasificación, se realizó una
prueba exhaustiva de modelos mediante una técnica de optimización de hiperparámetros,
consiguiendo unos valores de rendimiento bastante buenos. En una segunda iteración, con
los mejores modelos de la iteración anterior se hizo un ajuste de la capa max-pooling, en
la cual la mejora no fue elevada, aunque se ha conseguido un modelo con un rendimiento
del 95% para la medida F1. Con esta aproximación hemos demostrado que la utilización de
imágenes para la identificación de husos de sueño resulta una opción adecuada. Los tiempos
de ejecución obtenidos durante el entrenamiento y validación de los modelos son asumibles
para el tamaño del conjunto de datos con el que se trabaja.
Para la identificación de husos de sueño a través de un conjunto de características, fue
necesario primero extraer este conjunto de características de la señal de EEG. De nuevo, para
llevar a cabo la clasificación, se realizó una prueba exhaustiva de modelos mediante la téc-
nica de optimización de hiperparámetros, obteniendo unos resultados que no mejoraban los
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conseguidos con la aproximación anterior. Con vistas a mejorar estos resultados, se realizó
un proceso de selección de características que demostró la existencia de características re-
dundantes. Los mejores resultados se consiguen con el método CFS para el que se obtiene un
rendimiento del 100%. Estos resultados aunque son excelentes, pueden ser debidos al tamaño
del conjunto de datos. Es necesario recordar que el Aprendizaje Profundo consigue buenos
resultados cuando el conjunto de trabajo es de gran tamaño y en este caso, se podría pensar
que el modelo presenta un sobreajuste que lo lleva a obtener un rendimiento perfecto.
7.2 Conocimientos aprendidos
Los conocimientos adquiridos en este trabajo han sido:
• Conocimientos teóricos sobre los husos de sueño y la medicina del sueño.
• Estudio y desarrollo de modelos de Aprendizaje Profundo.
• Utilización de técnicas de optimización de hiperparámetros.
• Conocimiento de técnicas de selección de características y su aplicación al aprendizaje
máquina.
7.3 Trabajo futuro
En cuanto al trabajo futuro, los resultados obtenidos con el desarrollo realizado, dejan
abiertas algunas líneas de mejora:
• Buscar conjuntos de datos de mayor tamaño para poder confirmar si los resultados
obtenidos se mantienen.
• Realizar transferencia de aprendizaje, utilizando los modelos seleccionados sobre otros
conjuntos de datos.
• Evaluar los modelos desarrollados sobre los datos del primer experto, para el que se
disponía un número de ejemplos más reducido.
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FIR Finite Impulse Response. 9
IA Inteligencia Artificial. 13
NREM No Rapid Eye Movement. 5
R&K Rechtschaffen y Kales. 5
ReLU Rectifier Linear Unit. 17
REM Rapid Eye Movement. 5
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Lista de acrónimos
RMSProp Root Mean Square Propagation. 17
RNA Red Neuronal Artificial. 13
SMBO Sequential model-based optimization. 24
STFT Short Term Fourier Transform. 8
SVM Support Vector Machine. 9
TEO Teager Energy Operator. 8
TPE Tree-Structured Parzen Estimator. 24
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Glosario
complejos K Una actividad del EEG que consiste en una onda aguda negativa bien delineada
seguida inmediatamente por un componente positivo que se destaca del fondo del EEG
con una duración total ≥ 0.5 segundos, generalmente de amplitud máxima sobre las
regiones frontales. 7
hiperparámetros Parámetros ajustables que permiten controlar el proceso de entrenamien-
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