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LIMIT BEHAVIOUR OF A SINGULAR PERTURBATION PROBLEM
FOR THE BIHARMONIC OPERATOR
SERENA DIPIERRO, ARAM L. KARAKHANYAN, AND ENRICO VALDINOCI
Abstract. We study here a singular perturbation problem of biLaplacian type, which can be seen as the
biharmonic counterpart of classical combustion models.
We provide different results, that include the convergence to a free boundary problem driven by a
biharmonic operator, as introduced in [DKV18], and a monotonicity formula in the plane. For the latter
result, an important tool is provided by an integral identity that is satisfied by solutions of the singular
perturbation problem.
We also investigate the quadratic behaviour of solutions near the zero level set, at least for small values
of the perturbation parameter.
Some counterexamples to the uniform regularity are also provided if one does not impose some structural
assumptions on the forcing term.
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1. Introduction
In this article we study bounded solutions {uε}ε>0 of the singularly perturbed biLaplacian equation
(1.1) 2∆2uε = −βε (uε) in Ω,
where ε ∈ (0, 1] is a small parameter, Ω is a smooth and bounded domain of Rn,
(1.2) βε(t) :=
1
ε
β
(
t
ε
)
,
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and β is a smooth, nonnegative function, with support contained in [0, 1] and such that
(1.3)
ˆ
R
β(t) dt =
ˆ 1
0
β(t) dt = 1.
Equation (1.1) can be seen as the biharmonic counterpart of classical combustion models, see e.g. [Pet02].
We observe that the problem in (1.1) is variational, and indeed solutions of (1.1) are critical points of the
functional
(1.4) Jε[v] :=
ˆ
Ω
|∆v(x)|2 + Bε
(
v(x)
)
dx,
where
(1.5) Bε(v) :=
ˆ v
0
βε(t) dt.
The factor 2 in equation (1.1) has been placed exactly to avoid additional factors 1/2 in the energy
functional (1.4) (and thus to make the comparison with the existing literature more transparent). As a
special example, one can consider minimizers of Jε with respect to Navier boundary conditions, that is,
given u0 ∈W 2,2(Ω), one can minimize Jε among the set of competitors given by
A :=
{
u ∈W 2,2(Ω) s.t. u− u0 ∈W 1,20 (Ω)
}
.
Then, minimizers of (1.4) are taken in the class A and they are solutions of (1.1) with boundary data u = u0
and ∆u = 0 along ∂Ω. See for instance the “hinged problem” on the right hand side of Figure 1(a) and on
page 84 of [Swe09], or Figure 1.5 on page 6 of [Gan17], or the monograph [GGS10] for further information
of this type of boundary conditions.
The existence of minimizers of the functional in (1.4) in the class A is obtained by the direct methods in
the calculus of variations, see Lemma 2.1 in [DKV18].
Some motivations for investigating equations involving the biharmonic operator come from classical models
for rigidity problems, which have concrete applications, for example, in the construction of suspension bridges,
see e.g. [MW87] and the references therein. See also formula (1) in [MZ16] and the references therein for
other classical applications of the biharmonic operator in the study of steady state incompressible fluid flows
at small Reynolds numbers under the Stokes flow approximation assumption. In our framework, we will
present a simple game-theoretical model for the problem in (1.1) in Section 2.
The minimizers of Jε enjoy suitable regularity and compactness properties, and they are related to a free
boundary problem of biharmonic type which has been recently investigated in [DKV18]. To formalize this,
we consider the functional
(1.6) J [v] :=
ˆ
Ω
|∆v(x)|2 + χ(0,+∞)
(
v(x)
)
dx.
Though free boundary problems are by now a classical topic of investigation (see [AC81]), the setting of
higher order operators provides only few results available, and the analysis of the free boundary problem
in (1.6) has been only recently initiated in [DKV18] (see also [Maw14] where other types of free bound-
ary problems for higher order operators have been considered). Furthermore, obstacle problems involving
biharmonic operators have been studied in [CF79,CFT81,CFT82,PL08,NO15,NO16].
In this setting, one can relate minimizers of the functional Jε in (1.4) with minimizers of the free boundary
problem in (1.6), according to the following convergence result:
Theorem 1.1. Let {uε} be a family of minimizers of the functional Jε, as defined in (1.4), with
sup
ε∈(0,1]
‖uε‖L∞(Ω) < +∞.
Then, as ε→ 0+, up to a subsequence,
• uε → u locally uniformly in C1,αloc (Ω) for any α ∈ (0, 1),
• uε → u in W 2,ploc (Ω), for every p > 2,
• ∆uε → ∆u in BMO,
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• u is a minimizer of the functional J , as defined in (1.6).
We observe that solutions of (1.1), and in particular minimizers of Jε, naturally develop a notion of limit
free boundary. Indeed, if uε is a minimizer of Jε which approaches u as ε → 0+, one is interested in the
geometric properties of the set ∂{uε > 0}. To analyze and classify this type of sets, it would be extremely
desirable to have suitable monotonicity formulas. Differently from the classical case in which the equation
is of second order (i.e., the energy functional is induced by the classical Dirichlet form, see [AC81]), in our
setting no general result of this type is available in the literature.
In our framework, we will obtain a monotonicity formula, relying on the following integral equation for
solutions of (1.1):
Lemma 1.2. Let uε be a solution of (1.1). Then, for any φ = (φ1, . . . , φn) ∈ C∞0 (Ω,Rn),
(1.7) 2
ˆ
Ω
(
2 tr
(
D2uε(y)Dφ(y)
)
+∇uε(y) ·∆φ(y)
)
∆uε(y) dy =
ˆ
Ω
divφ(y)
(
|∆uε(y)|2 + Bε
(
uε(y)
))
dy.
With this, the argument leading to the monotonicity formula is based on the choice of a test function φ
in (1.7) with a particular form, see [Wei98]. More precisely, we focus on the two-dimensional case and we
prove the following
Theorem 1.3. Let n = 2 and τ > 0 such that Bτ b Ω. Let uε be a solution of (1.1), with
(1.8) uε(0) = 0 and ∇uε(0) = 0.
Then, there exists a function Eε : (0, τ) → R, which is bounded in (0, τ), nondecreasing and such that, for
any τ2 > τ1 > 0,
(1.9) Eε(τ2)− Eε(τ1) =
ˆ τ2
τ1
{
1
r2
ˆ
∂Br
[(
uεθr
r
− 2u
ε
r
r2
)2
+
(
uεrr −
3uεr
r
+ 4
uε
r2
)2]}
.
Theorem 1.3 can be also made more precise, since the function Eε is given explicitly by
Eε(r) =
ˆ
∂Br
(
∆uε uεr
2r2
− 5(u
ε
r)
2
2r3
− ∆u
εuε
r3
+
6uεuεr
r4
+
uεθu
ε
θr
r4
− 4(u
ε)2
r5
− 3(u
ε
θ)
2
2r5
)
+
1
4r2
ˆ
Br
(|∆uε|2 + Bε(uε))+ ˆ r
0
1
ρ3
ˆ
Bρ
βε(u
ε)uε.
(1.10)
The proof of Theorem 1.3 is based on a series of careful integration by parts aimed at spotting suitable
integral cancellations, which are possible in dimension 2. In addition, some “high order of differentiability”
terms naturally appear in the computations, which need to be suitably removed in order to rigorously make
sense of the formal manipulations.
In light of Theorem 1.3, one can pass to the limit and obtain a monotonicity formula for weak solutions of
the limit free boundary problem in (1.6). This result extends the monotonicity formula found in [DKV18] for
the case of minimizers to the more general setting of weak solutions. To this end, we introduce the following
setting.
Definition 1.4. A function u ∈W 2,2(Ω) is said to be a weak solution of the free boundary problem in (1.6)
if
∆2u = 0 in {u > 0} ∪ {u < 0},
(1.7) holds,
and ∂{u > 0} is locally rectifiable, i.e. ∂{u > 0} = M0 ∪
( ∞⋃
k=1
Mk
)
,
where Mk, k ≥ 1 are C1 hypersurfaces and Hn−1(M0) = 0.
To formulate next result, we also let
uεj be a sequence of solutions of (1.1) satisfying (1.8), with εj ↘ 0 as j → +∞,
and u be a limit of uεj such that uεj → u ≥ 0 uniformly,(1.11)
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and we define
E(r) :=
ˆ
∂Br
(
∆uur
2r2
− 5u
2
r
2r3
− ∆uu
r3
+
6uur
r4
+
uθ uθr
r4
− 4u
2
r5
− 3u
2
θ
2r5
)
+
1
4r2
ˆ
Br
(|∆u|2 + B̂),(1.12)
where B̂ is the weak star limit of Bε(uε). In this setting, we have the following monotonicity formula:
Theorem 1.5. Let u be a weak solution satisfying (1.11). Suppose that
(1.13) lim
εj→0
|{0 < uεj ≤ εj} ∩B| = 0
for every ball B b Ω and
(1.14) ‖∆uεj‖L∞(Bτ ) ≤ C,
for some C > 0 independent of j.
Then,
(1.15) ∆uεj → ∆u strongly in L2loc(Bτ ).
In particular,
(1.16) the energy identity in (1.7) holds for u,
with Bε replaced by B̂, the weak star limit of Bεj .
Furthermore, if
(1.17) |D2u(x)| ≤ C for any x ∈ B1,
then
(1.18) for almost every t ∈ (0, τ), the function E is well defined and non-decreasing.
Moreover, if τ2 > τ1 > 0 and Bτ2 b Ω, then
(1.19) E(τ2)− E(τ1) =
ˆ τ2
τ1
{
1
r2
ˆ
∂Br
[(
uθr
r
− 2ur
r2
)2
+
(
urr − 3ur
r
+ 4
u
r2
)2]}
.
In addition,
if E is constant in (0, τ), then the function −ur
r
+ 2
u
r2
is constant in Bτ ,
and moreover u is a homogeneous function of degree two in Bτ .
(1.20)
Finally, for every sequence rk ↘ 0 there exists a subsequence rkj such that
(1.21) the scaled functions
u(rkjx)
r2kj
either converge to zero or to a homogeneous function of degree two.
We point out that condition (1.17) ensures that E remains bounded as r → 0+.
It is interesting to detect the quadratic behaviour of solutions of (1.1) near the zero level set, at least for
small values of ε. To this end, we provide this limit result:
Theorem 1.6. Let uε be a sequence of solutions to (1.1) in Ω. Let 0 ∈ Ω, and α, γ ∈ R. Suppose that
(1.22) uε converge to u :=
α
2
(x1)
2
+ +
γ
2
(x1)
2
−, as ε→ 0+, up to a subsequence, in W 2,2loc (Ω).
Then:
• If α, γ > 0, we have that
(1.23) α = γ.
• If α, γ < 0, we have that
(1.24) α = γ.
• If α > 0, γ ≤ 0, we have that
(1.25) α2 − γ2 = 1.
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Moreover,
(1.26) the case α < 0, γ = 0 cannot hold.
We also observe that, in general, one cannot expect uniform second derivative bounds on solutions of (1.1)
without any additional structure (not even in low dimension). For this, we provide the following one-
dimensional counterexample, where the forcing term βε satisfies (1.3), but does not fulfill the structural
assumption in (1.2):
Theorem 1.7. There exists δ > 0 such that for all ε > 0 sufficiently small there exist βε ∈ C∞0 ([0, ε], [0,+∞)),
such that ˆ
R
βε(t) dt = 1,
and a solution uε of (1.1) in (−δ, δ), with
lim
ε→0+
‖(uε)′′‖L∞((−δ,δ)) = +∞.
We also point out the following example of smooth solutions of equations like (1.1), which are uniformly
small but do not possess uniform first derivative bounds. In this example, the forcing term βε satisfies the
scaling properties in (1.2), but β does not satisfy the structural assumptions.
Theorem 1.8. There exists β ∈ C∞(R, [0,+∞)) such that β = 0 in (−∞, 0] for which the following
statement holds true.
For every ε0 ∈ (0, 1] there exist ε ∈ (0, ε0] and uε ∈ C∞(R) such that
2(uε)′′′′ = −βε(u) in R,(1.27)
uε = 0 in (−∞, 0],(1.28)
sup
x∈R
|uε(x)| ≤ ε,(1.29)
sup
ε∈(0,1]
|(uε)′(1)| = +∞.(1.30)
Here above, βε is as in (1.2).
The paper is organized as follows. In Section 2 we provide a simple motivation for (1.1) based on a
game-theoretic model. Section 3 contains the proof of the convergence result in Theorem 1.1.
Section 4 is devoted to the proof of the integral identity stated in Lemma 1.2. Suitable choices of the
test function in (1.7) provide the cornerstone to prove Theorem 1.3 in Section 5. Section 6 is devoted to the
proof of Theorem 1.5. Then, Theorem 1.6 is proved in Section 7.
Section 8 contains the counterexamples to the uniform C1,1 bounds stated in Theorems 1.7 and 1.8.
The paper ends with an appendix which provides some decay estimates for the gradient and the Hessian
of solutions of (1.1).
2. Motivations: a simple game-theoretic model for (1.1)
We point out that there is a simple interpretation of (1.1) which comes from game theory and which
can somehow favor the intuition of the problem. Let us suppose to run a Gaussian stochastic process in a
Cartesian lattice (say, a random walk) of small step scale h. The process starts at some point in a given
domain Ω and there is a prize u0 assigned at the boundary. Let us also suppose that there is a penalization
function v = v(x, t) which makes the player pay something till it exits the domain Ω (of course, the “prize”
u0 can also attain negative values, and the penalization v can also attain positive values, hence the game
can also penalize exits and compensate for remaining in the domain). More precisely, if the process exits the
domain at a point x ∈ ∂Ω, then the player obtains an award u0(x); in addition, if the player exits at time T
by following a trajectory x : [0, T )→ Ω, it has to pay a fee quantified byˆ T
0
v(x(θ), θ) dθ.
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A natural question in this model is: assuming that the time step τ in which the random walk takes place
is quadratic with respect to the spacial scale, i.e.
(2.1) τ = h2,
and u = u(x, t) denotes the expected value to win for a player situated at a point x ∈ (hZn)∩Ω at time t ∈ τN,
how to describe u with a good approximation?
For this, we give a heuristic, but hopefully convincing argument, not indulging in rigorous convergence
details (see e.g. [Val09] for related discussions). First of all, one can consider that the expected winning
value for a player situated at point x at time t + τ is equal to the expected winning values for a player at
time t who is situated at points reachable by the random walk in one iteration (that is, x± he, with e being
an element of the Euclidean basis {e1, . . . , en}), weighted by the probability that such jumping occurred
(that is 1/2n, since the process can go in each coordinate direction), plus the running cost prescribed by the
penalization v, that is, ˆ t+τ
t
v(x(θ), θ) dθ = v(x, t) τ + o(τ),
assuming τ small enough. To write this concept in a formula, assuming also u sufficiently smooth, we have
that
u(x, t+ τ)
=
1
2n
n∑
i=1
(
u(x+ hei, t) + u(x− hei, t)
)
− v(x, t) τ + o(τ)
=
1
2n
n∑
i=1
(
u(x, t) + h∇u(x, t) · ei + h
2
2
D2u(x, t)ei · ei + u(x, t)− h∇u(x, t) · ei + h
2
2
D2u(x, t)ei · ei
)
−v(x, t) τ + o(τ) + o(h2)
=
1
2n
n∑
i=1
(
2u(x, t) + h2D2u(x, t)ei · ei
)
− v(x, t) τ + o(τ) + o(h2)
= u(x, t) +
1
2n
h2
n∑
i=1
D2u(x, t)ei · ei − v(x, t) τ + o(τ) + o(h2).
Hence, recalling (2.1),
u(x, t+ τ)− u(x, t)
τ
=
1
2n
n∑
i=1
D2u(x, t)ei · ei − v(x, t) + o(1)
=
1
2n
n∑
i=1
∆u(x, t)− v(x, t) + o(1),
that is, in the limit as τ → 0+,
(2.2)
{
∂tu(x, t) = ∆u(x, t)− v(x, t) if x ∈ Ω and t > 0,
u(x, t) = u0(x) if x ∈ ∂Ω.
Then, one can also consider the case in which the domain penalization fee v is not deterministic but it also
depends on a stochastic process. For instance, one can prescribe v to vanish on the boundary of Ω and to
evolve with a random walk in Ω, which in addition receives an additional increment of size c if it travels in a
region of the domain on which u changes its sign (like an “interface prize”). This would lead to an equation
of the type
(2.3) ∂tv = ∆v + cHn−1
∣∣∣
∂{u>0}
,
where the latter can be seen as a (n − 1)-dimensional measure sitting on the interface. To avoid such a
singular measure, one can replace it with a mollified version induced by the function βε in (1.2), since this
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function charges O(ε−1) the regions in which the values of u range in (0, ε). In this way, and taking c := 1/2
for simplicity, one replaces the singular equation in (2.3) by a regularized version, thus obtaining
(2.4)
∂tv(x, t) = ∆v(x, t) + βε
(
u(x, t)
)
2
if x ∈ Ω and t > 0,
v(x, t) = 0 if x ∈ ∂Ω.
Of course, the stationary solutions of (2.2) and (2.4) are of particular interest and they lead to the system
of equations
(2.5)

∆u(x) = v(x) if x ∈ Ω,
∆v(x) = −βε
(
u(x)
)
2
if x ∈ Ω,
u(x) = u0(x) if x ∈ ∂Ω,
v(x) = 0 if x ∈ ∂Ω.
Substituting v inside the equations in (2.5), one obtains for u = uε the equation in (1.1), which is the main
object of investigation of our paper, with Navier boundary conditions.
3. Convergence properties: proof of Theorem 1.1
In this section we will study the minimizers uε of the functional in (1.4). Recalling (1.2) and (1.5), we
also define
B(v) :=
ˆ v
0
β(t) dt,
and we observe that
Bε(v) = B
(v
ε
)
.
In particular, recalling (1.3), we have that, for any x ∈ Ω,
(3.1) Bε(v(x)) =

1 if v(x) > ε,
ˆ v(x)/ε
0
β(τ) dτ if v(x) ≤ ε.
Hence
(3.2) 0 ≤ Bε(v) ≤ 1,
which says that the functions Bε are uniformly bounded in ε. From this, one can repeat the proof of
Theorem 1.1 in [DKV18] (see also [DK18,DKV17]) and obtain that
∆uε ∈ BMOloc, uniformly in ε.
In particular, we find that
(3.3) uε ∈W 2,ploc (Ω) ∩ C1,αloc (Ω) for every α ∈ (0, 1) and p ∈ [1,+∞), uniformly in ε.
Moreover, from (1.1), it follows that uε is locally C∞ in Ω, with bounds which in general depend on ε.
We stress that estimates that are uniform in ε, as the ones in (3.3), are special, they depend on the
structure of the problem taken into account, and they cannot follow from standard elliptic regularity theory
(see [GT83]), as pointed out in Theorem 1.8.
Now, we want to study the behaviour of the minimizer uε as ε→ 0. We start with the following preliminary
convergence result:
Lemma 3.1. For every v ∈ A we have that
lim
ε→0
Jε[v] = J [v].
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Proof. Recalling the definition of Bε in (1.5), we see that
J [v]− Jε[v] =
ˆ
Ω
(|∆v|2 + χ{v>0})− ˆ
Ω
(|∆v|2 + Bε(v))
=
ˆ
Ω
(
χ{v>0} − Bε(v)
)
=
ˆ
{0<v<ε}∩Ω
(
χ{v>0} − Bε(v)
)
.
(3.4)
Observe that
0 ≤ χ{v>0} − Bε(v) ≤ 1.
Using this observation together with (3.4), we conclude that
0 ≤ J [v]− Jε[v] ≤
∣∣{0 < v < ε} ∩ Ω∣∣.
Hence, to complete the proof, it remains to show that
(3.5)
∣∣{0 < v < ε} ∩ Ω∣∣→ 0 as ε→ 0.
For this, let v ∈ A. Then v is quasicontinuous, i.e. for every σ > 0 small there exists a compact set E0 such
that v is continuous on Ω \ E0 and cap2(E0) < σ (see e.g. [KL02]).
Let E := {x ∈ Ω \ E0 : v(x) > 0}. Then E is bounded and open. Moreover, we have that
(3.6)
∣∣{0 < v < ε} ∩ Ω∣∣ = ˆ
E
(
χ{v>0} − χ{v≥ε}
)
+
ˆ
E0
χ{0<v<ε}.
Note also that ˆ
E
χ{v>0} ≥
ˆ
E
χ{v≥ε}.
Thus, taking a sequence εk→0, we get from Fatou Lemmaˆ
E
χ{v>0} = lim inf
εk→0
ˆ
E
χ{v>0} ≥ lim inf
εk→0
ˆ
E
χ{v≥εk} ≥
ˆ
E
lim inf
εk→0
χ{v≥εk} ≥
ˆ
E
χ{v>0}.
Since
´
E
χ{v≥ε} is non decreasing in ε it follows that
lim
ε→0
ˆ
E
(
χ{v>0} − χ{v≥ε}
)
= 0.
From this and (3.6) it follows that, for any σ > 0,∣∣{0 < v < ε} ∩ Ω∣∣ ≤ Cσ,
for some C > 0. Now the claim in (3.5) follows if we let σ → 0. This completes the proof of Lemma 3.1. 
With this, we can now prove the following “convergence to minimizers” result:
Lemma 3.2. Suppose that, for any k ∈ N,
(3.7) Jεk [u
εk ] = inf
v∈A
Jεk [v],
and that uεk → u locally uniformly on the compact subsets of Ω as k → +∞. Then
J [u] = inf
v∈A
J(v).
Proof. Suppose by contradiction that the claim fails. Then, there exists u˜ ∈ A such that
(3.8) J [u]− J [u˜] = δ > 0.
Also, by Lemma 3.1, we have that Jεk [u]→ J [u] and Jεk [u˜]→ J [u˜], as εk → 0. Hence, for sufficiently small
εk, we have that
(3.9)
∣∣Jεk [u]− J [u]∣∣ < δ4 and ∣∣Jεk [u˜]− J [u˜]∣∣ < δ4 ,
and also
Jεk [u]− Jεk [u˜] >
δ
2
.
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From the proof of Lemma 2.1 in [DKV18] (see in particular the formula in display before (2.5) in [DKV18]),
one can see that ‖uεk‖W 2,2(Ω) ≤ C uniformly in ε, for some C > 0. Moreover, by (3.2), the functions Bε are
uniformly bounded in L∞(R). Therefore we can extract a subsequence, still denoted uεk , so that
• uεk → u locally uniformly in Ω,
• uεk → u weakly in W 2,2(Ω),
• Bεk(uεk)→ ` weak-star in L∞(Ω).
Note that if u(x) > 0 at some x ∈ Ω, then uεk(x) > 0 for sufficiently large k, possibly depending on x. Hence
`(x) = 1 if u(x) > 0, and so `(x) ≥ χ{u>0}(x). Hence, from Fatou Lemma we have that
(3.10) lim inf
εk→0
ˆ
Ω
Bεk(uεk) ≥
ˆ
Ω
`(x) ≥
ˆ
Ω
χ{u>0}.
Moreover, by (3.8) and (3.9), we have that
J [u]− δ = J [u˜] ≥ Jεk [u˜]−
δ
4
≥ Jεk [uεk ]−
δ
4
,
where we also used the minimizing property in (3.7).
As a consequence, using the lower semicontinuity of the L2 norm of ∆uεk and recalling (3.10),
J [u]− δ ≥ lim inf
k→+∞
Jεk [u
εk ]− δ
4
≥ J [u]− δ
4
,
which is a contradiction, and so the proof of Lemma 3.2 is completed. 
The statement in Theorem 1.1 is now the summary of the results obtained in this section, since it follows
plainly from (3.3) and Lemma 3.2.
4. An integral identity for solutions: proof of Lemma 1.2
We provide here the integral relation satisfied by the solutions of (1.1) stated in Lemma 1.2.
Proof of Lemma 1.2. We write u := uε for short and we use (1.5) to get that
∇(Bε(u(x))) = ∇ ˆ u(x)
0
βε(t) dt = βε(u(x))∇u(x).
Hence, by the Divergence Theorem,ˆ
Ω
(|∆u|2 + Bε(u)) divφ = ˆ
Ω
div
((
|∆u|2 + Bε(u)
)
φ
)
−
ˆ
Ω
(2∆u∇∆u+ βε(u)∇u) · ∇φ
= −
ˆ
Ω
(2∆u∇∆u+ βε(u)∇u) · φ.
(4.1)
On the other hand, in light of (1.1),
−
ˆ
Ω
βε(u)∇u · φ = 2
ˆ
Ω
∆2u∇u · φ
= 2
ˆ
Ω
∆u∆(∇u · φ) = 2
n∑
i=1
ˆ
Ω
∆u∆ (∂iuφ
i)
= 2
n∑
i=1
ˆ
Ω
∆u (∂i∆uφ
i + ∂iu∆φ
i + 2∂i∇u · ∇φi)
= 2
ˆ
Ω
∆u
(∇∆u · φ+∇u ·∆φ+ 2tr(D2uDφ)),
which, combined with (4.1), leads to (1.7) after a simplification. 
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We observe that another proof of (1.7) can be performed by a domain perturbation, looking at
uη(x) := u(x+ ηφ(x)),
which can be set into a “vertical perturbation” setting
ψη(x) :=
u(x+ ηφ(x))− uη(x)
η
,
finding that uη = u + ηψη and thus computing the first order perturbation in η of the energy functional
in (1.4) gives another proof of (1.7).
We also point out that, as ε→ 0+, formula (1.7) also recovers formula (4.4) in [DKV18].
5. Monotonicity formula: proof of Theorem 1.3
This section is devoted to the proof of Theorem 1.3. As already mentioned, the strategy here is obtain
suitable integral cancellations by a series of careful integration by parts. We start with some general com-
putations valid in Rn. In this part of the paper, for the sake of shortness, we suppose that the assumptions
of Theorem 1.3 are always satisfied without further mentioning them. We write u := uε for the sake of
shortness and, without loss of generality, we also suppose that B2 b Ω. Then, we have the following identity:
Lemma 5.1. For every r1, r2 ∈ (0, 3/2),
4
ˆ r2
r1
R(r) dr + 2T (r2)− 2T (r1) +D(r2)−D(r1) = 0,(5.1)
where
R(r) :=
1
rn+1
n∑
m=1
ˆ
Br
∆u∇um · em −
n∑
m=1
ˆ
∂Br
∆u∇um · x
m x
rn+2
=
1
rn+1
ˆ
Br
|∆u|2 − 1
rn
ˆ
∂Br
∆u ∂2ru,
T (r) :=
n∑
m=1
ˆ
∂Br
∆uum
xm
rn+1
=
1
rn
ˆ
∂Br
∆u ∂ru
and D(r) :=
1
rn
ˆ
Br
(|∆u|2 + Bε(u)),
(5.2)
and the notations x := (x1, . . . , xn) and ∂r :=
x
|x| · ∇ have been used.
Proof. Fix r ∈ (0, 3/2). We let δ > 0 (to be taken as small as we wish in what follows), and consider a
smooth function η = ηδ supported in Br+δ. We also define φ = (φ
1, . . . , φn) : Rn → Rn as
Rn 3 x = (x1, . . . , xn) 7−→ φm(x) := xmη(x).
We observe that φm is supported inB1, as long as δ is sufficiently small. Consequently, for anym ∈ {1, . . . , n},ˆ
Ω
∆uum ∆φ
m =
ˆ
Rn
∆uum ∆φ
m = −
ˆ
Rn
∇(∆uum) · ∇φm = −
ˆ
Ω
∇(∆uum) · ∇φm,
or, in compact notation, ˆ
Ω
∆u∇u ·∆φ = −
n∑
m=1
ˆ
Ω
∇(∆uum) · ∇φm.
From this and (1.7), we find that
0 = 2
ˆ
Ω
(
2 tr
(
D2uDφ
)
+∇u ·∆φ
)
∆u−
ˆ
Ω
divφ
(
|∆u|2 + Bε(u)
)
=
ˆ
Ω
(
2
n∑
m=1
(
2 ∆u∇um −∇(∆uum)
)
· ∇φm − divφ
(
|∆u|2 + Bε(u)
))
.
(5.3)
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Now, we take η ∈ C∞0 (Br+δ) such as
η(x) :=
1 if x ∈ Br,δ + r − |x|
δ
if x ∈ Br+δ−δ2 \Br+δ2 ,
and |∇η| ≤ 2/δ. In this way, we have that
∇η(x) = − x
δ |x| for all x ∈ Br+δ−δ2 \Br+δ2
and ∇φm(x) = emη(x)− x
m x
δ |x| for all x ∈ Br+δ−δ2 \Br+δ2 ,
which also gives that
divφ(x) = nη(x)− |x|
δ
for all x ∈ Br+δ−δ2 \Br+δ2 .
Moreover, we see that ∇φm = em in Br and |∇φm| ≤ 4/δ in (Br+δ \ Br+δ−δ2) ∪ (Br+δ2 \ Br). As a
consequence, we obtain thatˆ
Ω
(
2 ∆u∇um −∇(∆uum)
)
· ∇φm
=
ˆ
Br
(
2 ∆u∇um −∇(∆uum)
)
· em
+
ˆ
Br+δ−δ2\Br+δ2
(
2 ∆u∇um −∇(∆uum)
)
·
(
emη(x)− x
m x
δ |x|
)
+O(δ)
=
ˆ
Br
(
2 ∆u∇um −∇(∆uum)
)
· em −
ˆ
∂Br
(
2 ∆u∇um −∇(∆uum)
)
· x
m x
r
+O(δ)
and ˆ
Ω
divφ
(
|∆u|2 + Bε(u)
)
= n
ˆ
Br
(
|∆u|2 + Bε(u)
)
+
ˆ
Br+δ−δ2\Br+δ2
(
|∆u|2 + Bε(u)
)(
nη(x)− |x|
δ
)
+O(δ)
= n
ˆ
Br
(
|∆u|2 + Bε(u)
)
− r
ˆ
∂Br
(
|∆u|2 + Bε(u)
)
+O(δ).
We insert these two pieces of information into (5.3), and we send δ → 0+. In this way, we see that
0 = 2
n∑
m=1
[ˆ
Br
(
2 ∆u∇um −∇(∆uum)
)
· em −
ˆ
∂Br
(
2 ∆u∇um −∇(∆uum)
)
· x
m x
r
]
− n
ˆ
Br
(
|∆u|2 + Bε(u)
)
+ r
ˆ
∂Br
(
|∆u|2 + Bε(u)
)(5.4)
Now, recalling (5.2), we see that
D′(r) =
1
rn
ˆ
∂Br
(|∆u|2 + Bε(u))− n
rn+1
ˆ
Br
(|∆u|2 + Bε(u)),
and hence we can write (5.4) as
0 =
2
rn+1
n∑
m=1
[ˆ
Br
(
2 ∆u∇um −∇(∆uum)
)
· em −
ˆ
∂Br
(
2 ∆u∇um −∇(∆uum)
)
· x
m x
r
]
+D′(r).(5.5)
We also point out that ˆ
Br
∇(∆uum) · em =
ˆ
Br
div(∆uum em) =
ˆ
∂Br
∆uum
xm
r
,
and, changing variable,ˆ
∂Br
∇(∆u(x)um(x)) · xm x
rn+2
dHn−1(x) =
ˆ
∂B1
∇(∆u(ry)um(ry)) · ym y
r
dHn−1(y)
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=
ˆ
∂B1
d
dr
(
∆u(ry)um(ry)
)ym
r
dHn−1(y)
=
d
dr
ˆ
∂B1
(
∆u(ry)um(ry)
)ym
r
dHn−1(y) +
ˆ
∂B1
(
∆u(ry)um(ry)
)ym
r2
dHn−1(y)
=
d
dr
ˆ
∂Br
(
∆u(x)um(x)
) xm
rn+1
dHn−1(x) +
ˆ
∂Br
(
∆u(x)um(x)
) xm
rn+2
dHn−1(x).
These observations and (5.2) give that
n∑
m=1
[
− 1
rn+1
ˆ
Br
∇(∆uum) · em +
ˆ
∂Br
∇(∆uum) · x
m x
rn+2
]
=
n∑
m=1
d
dr
ˆ
∂Br
(
∆uum
) xm
rn+1
= T ′(r).
Thus, inserting this information into (5.5), we find that
0 =
4
rn+1
n∑
m=1
[ˆ
Br
∆u∇um · em −
ˆ
∂Br
∆u∇um · x
m x
r
]
+ 2T ′(r) +D′(r).(5.6)
From this and (5.2), we can write
0 = 4R(r) + 2T ′(r) +D′(r),
which, after an integration, gives (5.1), as desired. 
The proof of Theorem 1.3 will also rely on the following auxiliary result:
Lemma 5.2. In the notation stated by (5.2), we have that, for any r1, r2 ∈ (0, 3/2),
2T (r1)− 2T (r2) +D(r1)−D(r2)
= 4
ˆ r2
r1
(
1
rn
ˆ
∂Br
∆u
(
2
ur
r
− ∂2ru− 2
u
r2
)
− 1
rn+1
ˆ
Br
∆2uu
)
dr − 4V (r2) + 4V (r1),
(5.7)
where
(5.8) V (r) :=
1
rn+1
ˆ
∂Br
∆uu.
Proof. We observe thatˆ
Br
|∆u|2 =
ˆ
Br
(
div(∆u∇u)−∇∆u · ∇u
)
=
ˆ
∂Br
∆uur −
ˆ
Br
∇∆u · ∇u
=
ˆ
∂Br
∆uur −
ˆ
Br
div(u∇∆u) +
ˆ
Br
∆2uu
=
ˆ
∂Br
∆uur −
ˆ
∂Br
u∆ur +
ˆ
Br
∆2uu.
(5.9)
Furthermore, we see that
d
dr
(
1
rn+1
ˆ
∂Br
∆uu
)
=
d
dr
(
1
r2
ˆ
∂B1
∆u(rθ)u(rθ)
)
= − 2
r3
ˆ
∂B1
∆u(rθ)u(rθ) +
1
r2
ˆ
∂B1
∆ur(rθ)u(rθ) +
1
r2
ˆ
∂B1
∆u(rθ)ur(rθ)
= − 2
rn+2
ˆ
∂Br
∆uu+
1
rn+1
ˆ
∂Br
∆ur u+
1
rn+1
ˆ
∂Br
∆uur.
This and (5.9) give that
1
rn+1
ˆ
Br
|∆u|2 − 1
rn
ˆ
∂Br
∆u ∂2ru
=
1
rn+1
ˆ
∂Br
∆uur − 1
rn+1
ˆ
∂Br
u∆ur +
1
rn+1
ˆ
Br
∆2uu− 1
rn
ˆ
∂Br
∆u ∂2ru
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=
1
rn
ˆ
∂Br
∆u
(
2
ur
r
− ∂2ru− 2
u
r2
)
+
1
rn+1
ˆ
Br
∆2uu− d
dr
(
1
rn+1
ˆ
∂Br
∆uu
)
.
Now we integrate the identity above and recall (5.8), to conclude that
ˆ r2
r1
(
1
rn+1
ˆ
Br
|∆u|2 − 1
rn
ˆ
∂Br
∆u ∂2ru
)
dr
=
ˆ r2
r1
(
1
rn
ˆ
∂Br
∆u
(
2
ur
r
− ∂2ru− 2
u
r2
)
+
1
rn+1
ˆ
Br
∆2uu
)
dr − V (r2) + V (r1).
(5.10)
Hence, recalling (5.2), we can write (5.10) as
ˆ r2
r1
R(r) dr =
ˆ r2
r1
(
1
rn
ˆ
∂Br
∆u
(
2
ur
r
− ∂2ru− 2
u
r2
)
− 1
rn+1
ˆ
Br
∆2uu
)
dr − V (r2) + V (r1).
From this and (5.1) we obtain the desired claim in (5.7). 
The previous calculations were valid in any dimension n, and we now restrict to the case n = 2.
Proof of (1.9). Using using polar coordinates (r, θ), we compute
− 1
rn
ˆ
∂Br
∆u
(
2
ur
r
− ∂2ru− 2
u
r2
)
=
ˆ
∂B1
1
r
∆u
(
urr − 2ur
r
+ 2
u
r2
)
=
ˆ
∂B1
1
r
(
urr +
ur
r
+
uθθ
r2
)(
urr − 2ur
r
+ 2
u
r2
)
= A(r) +B(r),
(5.11)
where
A(r) :=
ˆ
∂B1
1
r3
uθθ
(
urr − 2ur
r
+ 2
u
r2
)
and B(r) :=
ˆ
∂B1
1
r
(
urr +
ur
r
)(
urr − 2ur
r
+ 2
u
r2
)
.
(5.12)
Now we deal with the terms A(r) and B(r) separately. To start with, we perform several integrations by
parts that involve the terms related to A(r). We see that
1
r3
ˆ
∂B1
uθθurr =− 1
r3
ˆ
∂B1
uθuθrr
=− d
dr
ˆ
∂B1
uθurθ
r3
+
ˆ
∂B1
u2rθ
r3
− 3
ˆ
∂B1
uθuθr
r4
.
(5.13)
Similarly, we have that
(5.14) − 2
ˆ
∂B1
1
r4
uθθur = 2
ˆ
∂B1
uθuθr
r4
= 2
ˆ
∂B1
uθuθr
r4
and
(5.15) 2
ˆ
∂B1
1
r5
uθθu = −2
ˆ
∂B1
u2θ
r5
.
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Combining (5.12) (5.13), (5.14) and (5.15), we find that
A(r) =− d
dr
(ˆ
∂B1
uθurθ
r3
)
+
ˆ
∂B1
u2rθ
r3
− 3
ˆ
∂B1
uθuθr
r4
+ 2
ˆ
∂B1
uθuθr
r4
− 2
ˆ
∂B1
u2θ
r5
=− d
dr
(ˆ
∂B1
uθurθ
r3
)
+
ˆ
∂B1
u2rθ
r3
−
ˆ
∂B1
uθuθr
r4
− 2
ˆ
∂B1
u2θ
r5
=− d
dr
(ˆ
∂B1
uθurθ
r3
)
+
ˆ
∂B1
1
r3
(
uθr − 2uθ
r
)2
+ 3
ˆ
∂B1
uθuθr
r4
− 6
ˆ
∂B1
u2θ
r5
=− d
dr
(ˆ
∂B1
uθurθ
r3
+
3
2
ˆ
∂B1
u2θ
r4
)
+
ˆ
∂B1
1
r3
(
uθr − 2ur
r
)2
=− d
dr
(ˆ
∂Br
uθurθ
r4
+
3
2
ˆ
∂Br
u2θ
r5
)
+
ˆ
∂Br
1
r4
(
uθr − 2ur
r
)2
.
(5.16)
Now we take into account the term B(r). To this end, from (5.12), we see that
B(r) =
ˆ
∂B1
1
r
(
u2rr −
2urrur
r
+
2uurr
r2
+
ururr
r
− 2u
2
r
r2
+
2uur
r3
)
=
ˆ
∂B1
1
r
(
u2rr −
urrur
r
+
2uurr
r2
− 2u
2
r
r2
+
2uur
r3
)
=
ˆ
∂B1
1
r
(
urr − 3ur
r
+ 4
u
r2
)2
+
1
r
(
5ururr
r
− 6uurr
r2
− 11u
2
r
r2
+
26uur
r3
− 16u
2
r4
)
=
ˆ
∂B1
1
r
(
urr − 3ur
r
+ 4
u
r2
)2
+
d
dr
(ˆ
∂B1
5u2r
2r2
−
ˆ
∂B1
6uur
r3
+
ˆ
∂B1
4u2
r4
)
=
ˆ
∂Br
1
r2
(
urr − 3ur
r
+ 4
u
r2
)2
+
d
dr
(ˆ
∂Br
5u2r
2r3
−
ˆ
∂Br
6uur
r4
+
ˆ
∂Br
4u2
r5
)
.
(5.17)
Using (5.16) and (5.17), we conclude that
(5.18) A(r) +B(r) =
1
r2
ˆ
∂Br
[(
uθr
r
− 2ur
r2
)2
+
(
urr − 3ur
r
+ 4
u
r2
)2]
+W ′(r),
where
(5.19) W (r) :=
ˆ
∂Br
(
5u2r
2r3
− 6uur
r4
+
4u2
r5
− uθurθ
r4
− 3u
2
θ
2r5
)
.
On the other hand, in view of (5.7) and (5.11),
−4V (r2) + 4V (r1) + 2T (r2)− 2T (r1) +D(r2)−D(r1)
= −4
ˆ r2
r1
(
1
rn
ˆ
∂Br
∆u
(
2
ur
r
− ∂2ru− 2
u
r2
)
− 1
rn+1
ˆ
Br
∆2uu
)
dr
= 4
ˆ r2
r1
(
A(r) +B(r)
)
dr +
ˆ r2
r1
4
r3
ˆ
Br
∆2uu.
Consequently, by (5.18),
− V (r2) + V (r1) + T (r2)− T (r1)
2
+
D(r2)−D(r1)
4
−W (r2) +W (r1)
=
ˆ r2
r1
{
1
r2
ˆ
∂Br
[(
uθr
r
− 2ur
r2
)2
+
(
urr − 3ur
r
+ 4
u
r2
)2]}
+
ˆ r2
r1
1
r3
ˆ
Br
∆2uu.
(5.20)
Recalling (1.1), (1.10), (5.2), (5.8) and (5.19), we see that
−V (r) + T (r)
2
+
D(r)
4
−
ˆ
∂Br
(
5u2r
2r3
− 6uur
r4
+
4u2
r5
− uθurθ
r4
− 3u
2
θ
2r5
)
−
ˆ r
0
1
ρ3
ˆ
Bρ
∆2uu
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= − 1
r3
ˆ
∂Br
∆uu+
1
2r2
ˆ
∂Br
∆u ∂ru+
1
4r2
ˆ
Br
(|∆u|2 + Bε(u))
−
ˆ
∂Br
(
5u2r
2r3
− 6uur
r4
+
4u2
r5
− uθurθ
r4
− 3u
2
θ
2r5
)
+
ˆ r
0
1
ρ3
ˆ
Bρ
βε(u)u
= E(r).
This and (5.20) establish the desired claim in (1.9). 
6. Strong convergence of ∆uεj and proof of Theorem 1.5
This section is devoted to the proof of Theorem 1.5. To this end, we start by proving the strong convergence
claimed in (1.15).
Proof of (1.15). Our aim is to show that
(6.1) lim
j→+∞
ˆ
Ω
(∆uεj )2 ≤
ˆ
Ω
(∆u)2.
To prove this, we take η ∈ C∞0 (Ω, [0, 1]), and we see that
(6.2) −
ˆ
Ω
ηuεj∆2uεj =
ˆ
Ω
∆uεj∆(ηuεj ) =
ˆ
Ω
η(∆uεj )2 + ∆uεj (2∇η∇uεj + uεj∆η).
Moreover, supposing that η is supported in some B b Ω, we have that∣∣∣∣ˆ
Ω
ηuεj∆2uεj
∣∣∣∣ ≤ ‖η‖L∞(B)2
ˆ
B
|uεj |βεj (uεj )
=
‖η‖L∞(B)
2εj
ˆ
B∩{0<uεj≤εj}
|uεj |β
(
uεj
εj
)
≤ 1
2
‖η‖L∞(B) sup
[0,1]
β |{0 < uεj ≤ εj} ∩B|
which is infinitesimal as j → +∞, thanks to (1.13).
Consequently, recalling (6.2),
(6.3) lim
j→+∞
ˆ
Ω
η(∆uεj )2 = − lim
j→+∞
ˆ
Ω
∆uεj (2∇η · ∇uεj + uεj∆η).
Furthermore,
lim
j→+∞
∣∣∣∣ˆ
Ω
∆uεj∇η · ∇uεj −
ˆ
Ω
∆u∇η · ∇u
∣∣∣∣
≤ lim
j→+∞
∣∣∣∣ˆ
Ω
(∆uεj −∆u)∇η · ∇u
∣∣∣∣+ ˆ
Ω
|∆uεj | |∇η| |∇uεj −∇u|
≤ lim
j→+∞
‖η‖C1(B) ‖∆uεj‖L2(B) ‖∇(uεj − u)‖L2(B)
= 0,
thanks to the weak convergence of ∆uεj and the Sobolev embedding, and, similarly,
lim
j→+∞
∣∣∣∣ˆ
Ω
∆uεjuεj∆η −
ˆ
Ω
∆uεjuεj∆η
∣∣∣∣ = 0.
These observations and (6.3) yield that
(6.4) lim
j→+∞
ˆ
Ω
η(∆uεj )2 = −
ˆ
Ω
∆u(2∇η · ∇u+ u∆η).
By Stampacchia’s Theorem, we also know that ∇u = 0 a.e. in {u = 0}, hence we can write (6.4) in the form
(6.5) lim
j→+∞
ˆ
Ω
η(∆uεj )2 = −
ˆ
{u>0}
∆u(2∇η · ∇u+ u∆η).
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Next, we exploit the Sard Theorem in Sobolev spaces (see [dP01]) to see that {u > sk} = ∂{u > sk} has
smooth boundary, for an infinitesimal sequence sk. Hence, after some integrations by parts,ˆ
{u>sk}
η(∆u)2 =
ˆ
{u=sk}
η∂νu∆u−
ˆ
{u>sk}
∇u · ∇(∆uη)
=
ˆ
{u=sk}
η∂νu∆u−
ˆ
{u=sk}
(u− sk)∂ν(η∆u) +
ˆ
{u>sk}
(u− sk)∆(∆uη)
=
ˆ
{u=sk}
η∂νu∆u+
ˆ
{u>sk}
(u− sk)(2∇∆u · ∇η + ∆u∆η)
=
ˆ
{u=sk}
η∂νu∆u+ 2
ˆ
{u=sk}
(u− sk)∂νη∆u−
ˆ
{u>sk}
2∇u · ∇η∆u+ (u− sk)∆u∆η
=
ˆ
{u=sk}
η∂νu∆u−
ˆ
{u>sk}
2∇u · ∇η∆u+ (u− sk)∆u∆η,(6.6)
where ν is the exterior normal to {u > sk}. As a technical detail, we point out that the term ∂ν∆u is not
really well defined in our setting, hence, to justify (6.6), one should first approximate u with a mollification
and then take limit.
Now, we claim that
(6.7) lim
k→+∞
ˆ
{u=sk}
η∂νu∆u = 0.
To see this we recall (1.14) and we find that
ˆ
{u=sk}
η∂νu∆u =
ˆ
{u=sk}
η∂νu(∆u+ C)− C
ˆ
{u=sk}
η∂νu
= −
ˆ
{u=sk}
η|∇u|(∆u+ C)− C
ˆ
{u=sk}
η∂νu.
(6.8)
Moreover, we observe that
ˆ
{u=sk}
η∂νu =
ˆ
{u>sk}
div(η∇u)
=
ˆ
{u>sk}
∇η · ∇u+ η∆u,
and, thus, taking limit,
(6.9) lim
k→+∞
ˆ
{u=sk}
η∂νu =
ˆ
{u>0}
∇η · ∇u+ η∆u =
ˆ
∂{u>0}
η∂νu = 0.
Also, in light of (1.14),
0 ≤
ˆ
{u=sk}
η|∇u|(∆u+ C) ≤
(
sup
B
|∆u|+ C
)ˆ
{u=sk}
η|∇u|
= −
(
sup
B
|∆u|+ C
) ˆ
{u=sk}
η∂νu,
and therefore
lim
k→+∞
ˆ
{u=sk}
η|∇u|(∆u+ C) = 0,
thanks to (6.9).
Using this, (6.8) and (6.9), we establish (6.7), as desired.
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Then, combining (6.6) with (6.7), we conclude thatˆ
{u>0}
η(∆u)2 = lim
k→+∞
ˆ
{u>sk}
η(∆u)2
= − lim
k→+∞
ˆ
{u>sk}
2∇u · ∇η∆u+ (u− sk)∆u∆η
= −
ˆ
{u>0}
2∇u · ∇η∆u+ u∆u∆η.
From this and (6.5), we see that
(6.10) lim
j→+∞
ˆ
Ω
η(∆uεj)
2 =
ˆ
{u>0}
η(∆u)2 ≤
ˆ
Ω
(∆u)2.
Furthermore, fixing δ > 0 and taking η such that |Ω \ {η = 1}| ≤ δ, recalling (1.14) we see that∣∣∣∣ˆ
Ω
(1− η)(∆uεj)2
∣∣∣∣ ≤ C2δ.
From this and (6.10) we thereby obtain that
lim
j→+∞
ˆ
Ω
(∆uεj)
2 ≤ C2δ +
ˆ
Ω
(∆u)2.
Hence, by taking δ as small as we wish, we complete the proof of (6.1).
The weak convergence of ∆uεj also implies that
lim
j→+∞
ˆ
Ω
(∆uεj )2 = lim
j→+∞
ˆ
Ω
(∆uεj −∆u)2 + 2∆uεj∆u− (∆u)2
≥ lim
j→+∞
ˆ
Ω
2∆uεj∆u− (∆u)2 =
ˆ
Ω
(∆u)2.
This and (6.10) give that
lim
j→+∞
ˆ
Ω
(∆uεj )2 =
ˆ
Ω
(∆u)2,
which in turn implies (1.15). 
Strong convergence of Hessian and proof of (1.16). It is easy to check thatˆ
Ω
uεiiu
ε
jjη = −
ˆ
Ω
uεi (u
ε
jjiη + u
ε
jjηi) = −
ˆ
Ω
uεiu
ε
jjηi +
ˆ
Ω
(uεij)
2η + uεiηju
ε
ij .(6.11)
Hence the strong convergence of the Hessian follows from the strong convergence of the Laplacian in (1.15).
Taking limits, this proves (1.16). 
Proof of the boundedness of E, of (1.18), and of (1.19). By (1.17), we know that
|u(x)| ≤ Ĉ |x|2, |∇u(x)| ≤ Ĉ |x| and |D2u(x)| ≤ Ĉ,
for all x ∈ B1/2, for a suitable Ĉ > 0. This gives that the function E in (1.12) is well defined and bounded.
We now prove (1.18). This is somehow a delicate point, since one cannot simply take the limit of the
function Eε since the last term in (1.10) is not necessarily infinitesimal in ε (this possible pathology can be
understood, for instance, by making a direct computation assuming that uε is quadratic). To cope with this
difficulty, it is convenient to define
E˜ε(r) :=
ˆ
∂Br
(
∆uε uεr
2r2
− 5(u
ε
r)
2
2r3
− ∆u
εuε
r3
+
6uεuεr
r4
+
uεθu
ε
θr
r4
− 4(u
ε)2
r5
− 3(u
ε
θ)
2
2r5
)
+
1
4r2
ˆ
Br
(|∆uε|2 + Bε(uε)).
By (1.10), we have that
(6.12) Eε(r) = E˜ε(r) +
ˆ r
0
1
ρ3
ˆ
Bρ
βε(u
ε)uε.
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Moreover, by the strong convergence of the Hessian that we have just proved, we know that
(6.13) lim
j→+∞
E˜εj (r) = E(r).
We now fix τ2 > τ1 > 0, with Bτ2 b Ω. Then, we have that∣∣∣∣∣
ˆ τ2
τ1
1
ρ3
ˆ
Bρ
βε(u
ε)uε
∣∣∣∣∣ ≤
ˆ τ2
τ1
1
ρ3
ˆ
Bρ∩{0<uε≤ε}
β
(
uε
ε
)
uε
ε
≤ sup
[0,1]
β
1
τ31
ˆ τ2
τ1
|Bρ ∩ {0 < uε ≤ ε}|
≤ sup
[0,1]
β
τ2 − τ1
τ31
|Bτ2 ∩ {0 < uε ≤ ε}|.
As a consequence, by (1.13),
lim
j→+∞
ˆ τ2
τ1
1
ρ3
ˆ
Bρ
βεj (u
εj )uεj = 0.
Using this, (6.12) and (6.13), we thus conclude that
E(τ2)− E(τ1) = lim
j→+∞
E˜εj (τ2)− E˜εj (τ1) = lim
j→+∞
Eεj (τ2)− Eεj (τ1)−
ˆ τ2
τ1
1
ρ3
ˆ
Bρ
βεj (u
εj )uεj
= lim
j→+∞
Eεj (τ2)− Eεj (τ1).
(6.14)
From this and (1.9) we obtain (1.18), as desired.
Also, using (6.14), (1.9) and the strong convergence of the Hessian, we obtain (1.19). 
Proof of (1.20). If E is constant in (0, τ), we deduce from (1.19) that
− ∂
∂θ
(
−ur
r
+
2u
r2
)
=
urθ
r2
− 2uθ
r
= 0
and −r ∂
∂r
(
−ur
r
+
2u
r2
)
= urr − 3ur
r
+
4u
r2
= 0.
As a consequence, we have that
∇
(
−ur
r
+ 2
u
r2
)
= 0,
which implies that the function −urr + 2ur2 is constant for |x| ∈ (0, τ).
Accordingly, we see that
(6.15) − ur
r
+
2u
r2
= c,
for some c ∈ R. Let now
(6.16) v(r, θ) := u(r, θ) + cr2 log r.
From (6.15), we have
vr = ur + 2cr log r + cr =
2u
r
+ 2cr log r =
2v
r
.
Integrating this equation, fixed r¯ ∈ (0, τ), we find that
v(r, θ) =
r2 v(r¯, θ)
r¯2
.
This and (6.16) give that
u(r, θ) =
r2 v(r¯, θ)
r¯2
− cr2 log r.
Hence, recalling (1.17),
C ≥ |u(r, θ)|
r2
≥ |c| | log r| − |v(r¯, θ)|
r¯2
,
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and therefore
|c| ≤ lim
r→0
|v(r¯, θ)|
r¯2 | log r| +
C
| log r| = 0.
This gives that c = 0 and in this way we can write (6.15) as −urr + 2ur2 = 0, or, equivalently, ∇u(x) ·x = 2u(x)
for any x ∈ Bτ . The latter is the Euler equation for homogeneous functions of degree two, and accordingly
we find that u is necessarily homogeneous of degree two. 
Proof of (1.21). The proof of (1.21) is now standard (for instance, one can repeat the argument in the proof
of Theorem 1.14 in [DKV18]). The proof of Theorem 1.5 is thereby complete. 
7. Quadratic detachment: proof of Theorem 1.6
The proof of Theorem 1.6 relies on the integral identity in Lemma 1.2, and it goes as follows:
Proof of Theorem 1.6. We let ψ ∈ C∞0 (Ω) and we exploit (1.7) with φ(x) :=
(
ψ(x), 0, . . . , 0
)
. In this way,
we obtain that
(7.1)
ˆ
Ω
2
2 n∑
j=1
uε1jψj + u
ε
1∆ψ
 ∆uε − ψ1 (|∆uε|2 + Bε(uε))
 = 0.
We also remark that
(7.2) lim
ε→0+
Bε
(
uε(x)
)
=
{
1 if x ∈ {u > 0},
0 if x ∈ {u < 0}.
Indeed, if u(x) > 0, we have that uε(x) > u(x)2 > ε if ε is small enough and hence, in view of (3.1), we know
that Bε
(
uε(x)
)
= 1. Conversely, if u(y) < 0, we have that uε(y) < 0 for small ε and thus
Bε
(
uε(y)
)
=
ˆ uε(y)
ε
0
β(t) dt = 0,
since β = 0 in
(
uε(y)
ε , 0
)
. These observations establish (7.2).
Thanks to (3.2) and the Dominated Convergence Theorem, we can take limits inside the integral and find
that
lim
ε→0+
ˆ
Ω∩{u 6=0}
ψ1 Bε(uε) =
ˆ
Ω∩{u>0}
ψ1.
Plugging this identity inside (7.1), and exploiting the convergence in (1.22), we conclude that
0 = lim
ε→0+
ˆ
Ω
2
2 n∑
j=1
uε1jψj + u
ε
1∆ψ
 ∆uε − ψ1 (|∆uε|2 + Bε(uε))

=
ˆ
Ω
2
2 n∑
j=1
u1jψj + u1∆ψ
 ∆u− ψ1 |∆u|2
− lim
ε→0+
ˆ
Ω∩{u=0}
ψ1 Bε(uε)−
ˆ
Ω∩{u>0}
ψ1.
(7.3)
Now, since in all the cases under consideration {u = 0} has zero Lebesgue measure, we can write (7.3) as
(7.4) 0 =
ˆ
Ω
2
2 n∑
j=1
u1jψj + u1∆ψ
 ∆u− ψ1 |∆u|2
− ˆ
Ω∩{u>0}
ψ1.
In addition, from (1.22), we know that
u1 = αx1χ{x1>0} + γx1χ{x1<0} and ∆u = u11 = αχ{x1>0} + γχ{x1<0} a.e. in Ω,
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and uj1 = 0 if j 6= 1, therefore (7.4) becomes
0 =
ˆ
Ω∩{x1>0}
[
(4αψ1 + 2αx1∆ψ) α− ψ1 α2
]
+
ˆ
Ω∩{x1<0}
[
(4γψ1 + 2γx1∆ψ) γ − ψ1 γ2
]− ˆ
Ω∩{u>0}
ψ1.
(7.5)
Since ˆ
Ω∩{x1>0}
x1∆ψ = −
ˆ
Ω∩{x1>0}
∇x1 · ∇ψ = −
ˆ
Ω∩{x1>0}
ψ1,
and similarly ˆ
Ω∩{x1<0}
x1∆ψ = −
ˆ
Ω∩{x1<0}
ψ1,
we deduce from (7.5) that
(7.6) 0 = α2
ˆ
Ω∩{x1>0}
ψ1 + γ
2
ˆ
Ω∩{x1<0}
ψ1 −
ˆ
Ω∩{u>0}
ψ1.
Now, if α, γ > 0, it follows that Ω ∩ {u > 0} = Ω ∩ {x1 6= 0} and consequently
(7.7)
ˆ
Ω∩{u>0}
ψ1 =
ˆ
Ω∩{x1 6=0}
ψ1 =
ˆ
Ω
ψ1 = 0.
On the other hand, if α, γ < 0, it follows that Ω ∩ {u > 0} is void, and consequently
(7.8)
ˆ
Ω∩{u>0}
ψ1 = 0.
Hence, in light of (7.7) and (7.8), we see that if either α, γ > 0 or α, γ < 0, we can write (7.6) as
0 = −α2
ˆ
Ω∩{x1=0}
ψ + γ2
ˆ
Ω∩{x1=0}
ψ,
which leads to (1.23) and (1.24) in these cases.
If instead α > 0 and γ ≤ 0, we have that Ω ∩ {u > 0} = Ω ∩ {x1 > 0} and consequently, by (7.6),
0 = (α2 − 1)
ˆ
Ω∩{x1>0}
ψ1 + γ
2
ˆ
Ω∩{x1<0}
ψ1
= −(α2 − 1)
ˆ
Ω∩{x1=0}
ψ + γ2
ˆ
Ω∩{x1=0}
ψ,
which leads to (1.25).
Furthermore, if α < 0 and γ = 0, we have that Ω ∩ {u > 0} is void, and hence (7.6) gives that
0 = α2
ˆ
Ω∩{x1>0}
ψ1 + γ
2
ˆ
Ω∩{x1<0}
ψ1 = −α2
ˆ
Ω∩{x1=0}
ψ.
As a consequence, we find that α = 0, against our assumption, and then we obtain (1.26), as desired. 
8. Counterexamples to uniform C1,1 bounds: proofs of Theorems 1.7 and 1.8
Here we construct the one-dimensional counterexamples claimed in Theorem 1.7, using a suitable loga-
rithmic bifurcation from a quadratic function, and in Theorem 1.8.
Proof of Theorem 1.7. We let
(8.1) uε(x) :=
{
−x2 log(ε+ x4) if x > 0,
0 if x ≤ 0,
see Figure 1.
We observe that
−x
4 + ε
2x
duε
dx
(x) = (x4 + ε) log(x4 + ε) + 2x4 ≤ (x4 + ε)( log(x4 + ε) + 2) < 0
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Figure 1. The counterexample constructed in (8.1) (here, with ε := 1/10).
if x ∈ (0, 4√e−2 − ε), and so in particular if x ∈ (0, e−3/4) as long as ε is small enough. This says that the
function uε : (0, e−3/4)→ R is strictly increasing and we denote by ζε its inverse. We observe that
uε(e−3/4) = −e−3/2 log(e−3 + ε) ≥ 2e−3/2
as long as ε is sufficiently small, hence we can define ζε in (0, 2e
−3/2).
In this way, for any t ∈ (0, 2e−3/2), we can write that
uε(ζε(t)) = t.
We let ιε ∈ (0, ε/2). For all t ∈ (0, ιε), we define
βε(t) := −
16(ζε(t))2
(
(ζε(t))12 − 11ε(ζε(t))8 + 135ε2(ζε(t))4 − 45ε3
)
(
(ζε(t))4 + ε
)4 .
We notice that
lim
t→0+
(
(ζε(t))12 − 11ε(ζε(t))8 + 135ε2(ζε(t))4 − 45ε3
)
= −45ε3 < 0,
and hence we can suppose that βε ≥ 0 in (0, ιε), provided that ιε is sufficiently small (possibly in dependence
of ε). We can also extend βε to be smooth, zero outside (0, ε), and with integral 1.
Then, we see that, when x > 0 is sufficiently small,
(uε)′′′′(x) = − d
4
dx4
(
x2 log(ε+ x4)
)
=
8x2(x12 − 11εx8 + 135ε2x4 − 45ε3)
(x4 + ε)4
= −1
2
βε(u
ε(x)),
and so uε is a local solution of (1.1). Nevertheless, it does not possess second derivative bounds in L∞ that
are uniform in ε since, for x > 0 sufficiently small,
(uε)′′(x) =
2
(
6x8 + 14εx4 + (x4 + ε)2 log(x4 + ε)
)
(x4 + ε)2
which converges to 12 + 8 log x as ε→ 0+, and
(uε)′′( 4
√
ε) = 10 + 2 log(2ε),
which becomes unbounded as ε→ 0+. 
Proof of Theorem 1.8. We take φ ∈ C∞(R, [0,+∞)) such that φ = 0 in (−∞, 0], φ > 0 in (0,+∞), φ(k) = k2
for every k ∈ N and ˆ
R
φ(t) dt = 1.
Let also
(8.2) u(x) :=
ˆ x
−∞
φ(t) dt =
ˆ x
0
φ(t) dt.
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We point out that
(8.3) u = 0 in (−∞, 0].
Moreover, we see that u′ = φ > 0 in (0,+∞), and
(8.4) sup
R
u = lim
x→+∞u(x) =
ˆ
R
φ(t) dt = 1.
Hence we can invert u
∣∣
[0,+∞) and we denote its inverse by v. In this way, v : [0, 1] → [0,+∞) and for
all x ∈ (0,+∞) we have that
(8.5) v(u(x)) = x.
Now, for all t ∈ [0, 1] we define
(8.6) β(t) := −2u′′′′(v(t)).
Let also
uε(x) := ε u
(
x√
ε
)
.
Notice that
if x ∈ (0,+∞), then uε(x) ∈ (0, ε);
moreover uε = 0 in (−∞, 0],(8.7)
thanks to (8.3) and (8.4). In particular, the claims in (1.28) and (1.29) follow from (8.7).
It also follows from (8.7) that
uε(x)
ε
∈ (0, 1) for all x > 0,
and therefore, by (1.2) and (8.6), we have that, for all x > 0,
− βε (uε(x)) = −1
ε
β
(
uε(x)
ε
)
=
2
ε
u′′′′
(
v
(
uε(x)
ε
))
=
2
ε
u′′′′
(
v
(
u
(
x√
ε
)))
=
2
ε
u′′′′
(
x√
ε
)
= 2(uε)′′′′(x).
(8.8)
In addition, from (8.2), we see that
u′′′′(0) = φ′′′(0) = lim
t→0−
φ′′′(t) = 0.
This and (8.6) give that
β(0) = −2u′′′′(v(0)) = −2u′′′′(0) = 0.
Accordingly, from (1.2) and (8.7), for all x ≤ 0,
−2(uε)′′′′(0) = −2
ε
u′′′′
(
0√
ε
)
= 0 = βε(0) = βε
(
uε(x)
)
.
This and (8.8) establish (1.27).
Finally,
(uε)′(x) =
√
ε u′
(
x√
ε
)
=
√
ε φ
(
x√
ε
)
.
Hence, defining εk := k
−2, we see that εk is as small as we wish for large k, and
(uεk)′(1) =
1
k
φ(k) = k,
which gives (1.30), as desired. 
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Appendix A. Decay estimates for the gradient and the Hessian
Here, we present some decay estimates for the gradient and the Hessian of solutions to (1.1).
Proposition A.1. Suppose that uε is a solution of (1.1) such that |uε| ≤ 1 in Ω. Let D b Ω and R0 ∈(
0,dist(D, ∂Ω)
)
. Suppose that
(A.1) Ĉ := inf
x∈D
ε∈(0,1)
 
BR0 (x)
∆uε > −∞.
Then, we have
(A.2)
1
Rn+2
ˆ
BR(x0)
|∇uε|2 + 1
Rn
ˆ
BR(x0)
|D2uε|2 ≤ C
Rn+4
ˆ
B4R(x0)
(uε −m)2 + Ĉ
Rn+2
ˆ
B4R(x0)
(uε −m),
for any x0 ∈ D and any R ∈ (0, R0/4), where
(A.3) m = mε := min
B4R(x0)
uε,
and C > 0 depends only on n.
Proof. The proof follows from the argument used to prove Lemma A.1 in [DKV18]. We briefly sketch the
argument here. Up to a translation, we suppose x0 := 0. From the super biharmonicity of u
ε we get
0 ≥
ˆ
Ω
∆uε∆φ =
n∑
i,j=1
ˆ
Ω
uεijφij
for every φ ∈ C∞0 (B4R, [0,+∞)), where two integration by parts are performed in the latter step. Choos-
ing φ := (uε −mε)η2, where mε is as in (A.3), and η is a standard cut-off function supported in B2R b Ω,
such that η = 1 in BR and η = 0 outside B2R we get
n∑
i,j=1
ˆ
Ω
(uεij)
2η2 ≤ C
R2
ˆ
B2R
|∇uε|2 + C
R4
ˆ
B2R
(uε −m)2,(A.4)
for some universal constant C > 0 (compare, e.g. with formula (A.6) in [DKV18]).
On the other hand, using the mean value property ∆uε(x) ≥ ffl
Br(x)
∆uε and the lower bound in (A.1),
we obtain the Caccioppoli-type inequality
(A.5)
ˆ
B2R
|∇uε|2 ≤ C
R2
ˆ
B4R
(uε −mε)2 + C
ˆ
B4R
(uε −mε),
see e.g. formula (7.7) in [DKV18]. Combining (A.4) and (A.5), we finish the proof. 
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