Let Ω be an open convex domain of C. We study constants K such that Ω is K-spectral or complete K-spectral for each continuous linear Hilbert space operator with numerical range included in Ω. Several approaches are discussed.
Introduction

Prologue
Let H be a complex Hilbert space and let L(H) denote the C * -algebra of all continuous linear operators on H. For A ∈ L(H) its numerical range W (A) is defined by W (A) = { Ax, x ; x ∈ H, x = 1}.
Here x, y is the inner product in H and x = x, x 1/2 the corresponding norm. Recall that W (A) is a convex subset of C (the Toeplitz-Hausdorff theorem) and that the spectrum of A is contained in W (A). If a rational function r is bounded on the numerical range, then it has no pole in W (A); consequently r(A) is well-defined and belongs to L(H).
The constants C(Ω) and C cb (Ω)
The aim of this paper is to study the following constant C(Ω) := sup{ r(A) ; W (A) ⊂ Ω, |r(z)| ≤ 1, ∀z ∈ Ω}, (1.1) where Ω is an open convex subset of the complex plane (∅ = Ω = C). In this definition the supremum is taken over all complex Hilbert spaces H, all continuous linear operators A on H and all rational functions r : C → C satisfying the prescribed constraints. Recall also that the operator norm r(A) is defined by r(A) = sup{ r(A)x ; x ∈ H, x ≤ 1}.
In other words C(Ω) is the best contant K such that the inequality
holds for all complex Hilbert spaces H, all continuous linear operators A on H with W (A) ⊂ Ω and all rational functions r bounded in Ω.
It is also interesting to consider the completely bounded analogue of C(Ω) defined by C cb (Ω) := sup{ R(A) ; W (A) ⊂ Ω, R(z) ≤ 1, ∀z ∈ Ω}.
(1.3)
As in (1.1), the supremum is taken over all complex Hilbert spaces H, all continuous linear operators A on H (satisfying the prescribed constraints), but now R runs among the rational functions with matrix values of size m × n (R : C → C m,n ) and the supremum is taken also over all m and n. We refer to the book [22] for more explanations about completely bounded maps.
We clearly have 1 ≤ C(Ω) ≤ C cb (Ω) and these constants only depend on the shape of Ω ; indeed, they are invariant under similarities and symmetries. It is also easily seen that the condition W (A) ⊂ Ω can be relaxed and that we have C(Ω) = sup{ r(A) ; W (A) ⊂ Ω, |r(z)| ≤ 1, ∀z ∈ Ω} ; a similar formula holds for C cb (Ω).
Recall that Ω is said to be a K-spectral set [22] (a spectral set if K = 1) for an operator A if the inequality (1.2) holds for all rational functions without pole in the spectrum of A. Therefore our definition (1.1) means that Ω is a C(Ω)−spectral set for all operators A such that W (A) ⊂ Ω. Similarly (1.3) means that Ω is a complete C cb (Ω)−spectral set for these operators.
A famous result, due to J. von Neumann [26] , states the following : if Π is a half-plane, then Π is a spectral set for A, for any operator A with W (A) ⊂ Π; in other words C(Π) = 1. We also have C cb (Π) = 1. These are the first known estimates for the constants C(Ω) and C cb (Ω). Since then it has been shown that
for all bounded open convex subsets Ω, [11] ,
• C cb (S) < 2 + 2/ √ 3, for all convex sectors or all strips S, [9] ,
• C(D) = 2, for all disks D, [6, 20] ,
• C cb (P ) < 4.75, for all parabolic domains P , [7] ,
for all open convex subsets Ω, [8] .
Excepting C cb (Π) = 1 and C(D) = 2, these estimates are far from being optimal ; the conjecture sup Ω C(Ω) = 2 has been proposed in [6] , and then the conjecture sup Ω C cb (Ω) = 2 in [8].
Motivation
The boundedness of the constants C(Ω) and C cb (Ω) allows to extend the rational functional calculus for operators A satisfying W (A) ⊂ Ω to more general (holomorphic) functions. Furthermore, if Ω is unbounded, and after adding a technical resolvent condition, a suitable functional calculus can be constructed for unbounded operators ; we refer for that to [14] . Up to now, the boundedness of our constants has allowed to obtain some new results : a proof of the Burkholder conjecture in probability theory [11] , a shorter proof of the Boyadzhiev-de Laubenfels theorem (concerning decomposition for group generators, see [14] ), a characterization for generators of cosine functions [2, 7, 14] , and a characterization of similarities of ω-accretive operators [18] . Let us mention some other consequences. Assuming W (A) ⊂ Ω, the inequality
which holds for all rational functions with matrix values, means that the homomorphism u A from the algebra of rational functions bounded on Ω into the C * -algebra L(H), defined by u A (r) = r(A), is completely bounded with u A cb ≤ C cb (Ω). A direct application of Paulsen's Theorem (see [21] or [22, Theorem 9 
.1]) gives
There exists an invertible operator S ∈ L(H), with S S −1 ≤ C cb (Ω), such that the domain Ω is a complete spectral set for S A S −1 .
We deduce then from a result due to Arveson (see [3] or [22, Corollary 7.7] ) that there exists a larger Hilbert space K containing H as a subspace (with the same inner product) and a normal operator N acting on K, with spectrum σ(N ) ⊂ ∂Ω, such that, for all rational functions r bounded in Ω, we have
Here P H denotes the orthogonal projection from K onto H. In other words, if W (A) ⊂ Ω, then A is similar to an operator having a normal ∂Ω−dilation.
We would like to stress here that our methods give sharp estimates for the similarity constant S S −1 . In particular, we obtain a similarity constant which is independent of Ω.
Another motivation for our study is that estimates for C(Ω) and C cb (Ω) have an interesting potential of applications in numerical analysis. In computational linear algebra for instance, the popular Krylov type methods for solving large linear systems Ax = b are based on polynomial approximations of A −1 . We refer to [4] , where the authors are using some results of the present paper to improve known error estimates for the GMRES method. Also, time discretizations of parabolic type P.D.E. use rational approximations of the exponential. While boundedness is often sufficient for theoretical considerations, sufficiently good estimates of our constants are important for numerical applications.
What is this paper about
The goal of this paper is to present different approaches which can be used for estimating C(Ω) and C cb (Ω). The obtained estimates are in terms of geometric quantities of Ω, namely :
• the total variation of log(|σ − ω|) for a bounded convex Ω and an arbitrary interior point ω ∈ Ω ;
• the angle of a sector contained in the (unbounded) convex domain Ω ;
• norm estimates for the inverse of the operator used to solve the Carl Neumann problem for the double layer potential.
We compare these estimates for specific domains several times in the paper (cf. Remarks 2.1, 3.1, 4.1, 4.3, 4.4 and 4.5). The estimates are far better than the general bound 57, except when the domain Ω is very flat. The outline of the paper is as follows. The first sections are based on appropriate integral representations of r(A) or R(A) ; the positivity (for convex domains) of the double layer potential plays an important role. In Section 2 we show that
for every bounded convex domain Ω. Here TV(log |σ−ω|) denotes the total variation of log(|σ − ω|) as σ runs around ∂Ω. In the unbounded case we obtain in Section 3 the inequality
if Ω contains a sector of positive angle 2α, 0 < α ≤ π 2 . Another representation, based on the solution of the C. Neumann problem for the double layer potential, is given in Section 4. Connections with dilation theorems are indicated. Section 5 is devoted to the similarity approach ; it gives a complete answer for the disk case C(D) = C cb (D) = 2 and it is used to show that sup Ω C cb (Ω, 2) = 2, where C cb (Ω, 2) is defined similarly as C cb (Ω) but the supremum is taken now only over the 2 × 2 matrices. We mention that the methods used in this last section are genuinely geometric.
The case of a bounded convex domain
Let Ω be a convex domain of the complex plane (i.e. Ω is a convex and open subset of C, Ω = ∅, Ω = C). On the counterclockwise oriented boundary ∂Ω, we consider the generic point σ of arclength s ; we denote by ν = 1 i dσ ds the unit outward normal (which exists a.e.). Let A ∈ L(H) be an operator. We introduce the function µ(σ, z), the half-plane Π σ ⊃ Ω and the self-adoint operator µ(σ, A) defined by
(if σ belongs to the resolvent of A).
Lemma 2.1. We assume that the convex domain Ω contains the spectrum of A ∈ L(H). Then the condition W (A) ⊂ Ω is equivalent to
When this condition is satisfied, and if Ω is bounded and g is a continuous function bounded by 1 on ∂Ω, then we have
Proof. We have (setting
The equivalence follows from the convexity property Ω = ∩ σ∈∂Ω Π σ .
We deduce from the Cauchy formula that ∂Ω µ(σ, A) ds = 2. We set Γ = ∂Ω g(σ) µ(σ, A) ds and consider two norm one vectors u, v ∈ H. From the positivity of µ(σ, A) we have
The result follows from Γ = sup{| Γ u, v | ; u = v = 1}.
Remark. With an easy modification this proof is also valid if g is a matrix valued function.
For the remaining part of this section we assume that the domain Ω is bounded and that the origin 0 belongs to Ω. Now we introduce the angles θ and ϕ as described below.
We can choose θ and ϕ such that 0 < θ − ϕ < π. In order to avoid some technical difficulties, we initially assume that
Here L is the length of ∂Ω. This assumption allows to consider also s, σ and ϕ as C 1 functions of θ.
Lemma 2.2. Let r be a rational function bounded in a domain Ω satisfying (2.1). Then we have
where Jr(σ,z) :
Furthermore, if |r| ≤ 1 in Ω, then we have the estimate
Proof. a) For a given point z ∈ Ω we introduce (σ and θ being functions of s)
We first notice that 
We deduce that
and then (2.2) follows from the Cauchy formula.
b) We remark that Jr(σ,z) is antiholomorphic for z ∈ Π σ , bounded and continuous inΠ σ and vanishing as z → ∞. Using the maximum principle we obtain for z ∈ Π σ
We have used above the change of variables τ = (t − 1)|σ|/|x|. Now we remark that the inequality max(u, π −u) ≤ π 2 sin u + π| cos u| holds for any u = θ−ϕ ∈ (0, π), which shows that
Theorem 2.3. For all bounded convex domains Ω we have the estimate
Proof. Without loss of generality we can assume that ω = 0 is the origin of the complex plane. We assume initially that (2.1) is satisfied. Let A be an operator with W (A) ⊂ Ω and r a rational function bounded by 1 in Ω. We can replace z by A andz by A * in the proof of the previous lemma. We obtain
and then, from the Cauchy formula,
From Lemma 2.1 we know that ∂Ω r(σ)µ(σ, A) ds ≤ 2. Using the von Neumann inequality for the half-plane Π σ we have
We obtain the estimate C(Ω) ≤ 2 + π + φ Ω . Now we remark that the von Neumann inequality, as well as Lemma 2.1, are also valid for rational functions with matrix values ; therefore we obtain in the same way C cb (Ω) ≤ 2 + π + φ Ω . The use of Lemma 2.4 hereafter (with K = W (A)) allows to extend the results to all bounded domains Ω.
Remark 2.1. For instance, if Ω is an ellipse with major axis 2a and minor axis 2b, then we have φ Ω = 4 log a b ; φ Ω = 0 if Ω is a disk. For some domains Ω it is dificult to compute exactly φ Ω . For these domains, the following geometrical estimate given in [8] can be useful
The quantity τ Ω can be considered as a rate of flatness of Ω. We obtain C cb (Ω) ≤ 14.4 if τ Ω ≤ 10 and C cb (Ω) ≤ 40 if τ Ω ≤ 6000. The obtained estimate for C cb (Ω) is better than the general bound 57 given in [8] for τ Ω ≤ 400 000.
Lemma 2.4. We assume that K is a compact subset of a bounded convex domain Ω and that 0 ∈ Ω. Then, for all ε > 0, there exists a bounded convex domain Ω ′ satisfying (2.1) such that
Proof. In this lemma we use the notation r(ϕ) = |σ| −1 = 1/ρ(ϕ), where ϕ is the argument of the boundary point σ. The convexity of Ω is equivalent to r is a continuous 2π-periodic function on R, and r + r ′′ is a positive measure.
By a standard mollifier technique we can find a sequence of 2π-periodic functions r n ∈ C ∞ (R) such that
By adding (if needed) to r n a positive constant, we can assume that r n ≥ r and min x (r n (x) + r ′′ n (x)) > 0. We set
It is clear that Ω n is open, strictly convex, satisfies (2.1), that Ω n ⊂ Ω and that, for n large enough, K ⊂ Ω n . Furthermore, we have
as n tends to infinity. The Lemma follows by choosing Ω ′ = Ω n with a sufficiently large value of n.
Unbounded domains
We turn now to the case of an unbounded convex domain Ω = C. We assume in this section that Ω contains a convex sector of angle 2α > 0. Since the constants are only dependent on the shape of Ω, we can assume, without loss of generality, that the value α is maximal and that
We use the same notations as in the previous section. Let A ∈ L(H) be an operator with W (A) ⊂ Ω. We remark that
Indeed, if we choose R > A and set Ω R = {z ∈ Ω ; |z| < R}, C R = ∂Ω R \ (∂Ω ∩ ∂Ω R ), then we have
This implies that Lemma 2.1 is still valid for unbounded domains, but now with a better estimate : if g is a continuous function bounded by 1 on ∂Ω, then
We have now to modify Lemma 2.2 as follows.
Lemma 3.1. We assume that θ ∈ C 1 (R) satisfies θ ′ (s) > 0 for all real s. Let r be a rational function bounded in Ω. Then we have
where
Proof. a) We first remark that if r = 1 is constant, then Kr(σ,z) = −1/π and (3.1) is satisfied. It is thus sufficient to suppose r(∞) = 0 in the proof of (3.1). We note that the angle θ of the tangent vector in the boundary point σ ∈ ∂Ω is now running in the interval (π + α, 2π − α). For a fixed z ∈ Ω we set u(t, s) := t + e 2iθ (σ−z), v(t, s) := r(σ+t) u , w(t, s) := r(σ+t) u dσ ds .
We remark that Im(e −iθ u) = −t sin θ + Reν(σ − z) > 0. Thus the function u does not vanish in [0, ∞[×R and there exists a constant c = c(z) > 0 such that on this set |u(t, s)| ≥ c (1+t+|s|). We have
Noticing that | ∂v ∂s (t, s)| ≤ C (1+t+|s|) −3 , which justifies the use of Fubini's theorem, we have
The relation (3.1) follows now from the Cauchy formula.
b) Using the maximum principle we obtain, for z ∈ Π σ ,
Theorem 3.2. We assume that the convex domain Ω = C contains a sector of angle 2α, with 0 < α ≤ π/2. Then we have the estimate
Proof. As for Theorem 2.3, it is sufficient to look at the estimate of C(Ω) and we can assume that θ ∈ C 1 (R) satisfies θ ′ (s) > 0 for all real s. Let r be a rational function bounded by 1 in Ω. We deduce from (3.1) that
We have seen that
Alltogether that gives
and the theorem follows. 4 A potential-theoretic approach
The Carl Neumann problem
Let Ω = ∅ be a bounded convex domain of the complex plane. Given a function r, continuous on Ω and harmonic in Ω, the C. Neumann problem [19] for the double layer potential on ∂Ω is the following : find a function g ∈ C(∂Ω) such that
Taking the limit as the point z tends to the boundary ∂Ω , the problem (4.1) is equivalent to
This relation can be written (by considering restrictions to ∂Ω) r = 1 2 (I + P )g, where
Clearly P is a linear operator acting from C(∂Ω) into itself. A harmonic function is uniquely defined by its restriction on the boundary ∂Ω, and any continuous function on this boundary is the trace of such a function. Therefore the invertibility of the operator I + P in C(∂Ω) implies existence and uniqueness for (4.1). It is known that this operator is effectively invertible, since we have assumed Ω bounded and convex (see for instance the monograph [17] ). We will mainly restrict our attention to rational functions, bounded in Ω, and introduce the constant
In this definition we assume that r acts from C into C, but the constant would be unchanged by considering matrix-valued rational functions. Thus, if R is a matrix-valued rational function satisfying R ≤ 1 in Ω, we have, setting G = 2(I + P ) −1 R,
Comparing the holomorphic and antiholomorphic parts we deduce that, for some complex constant c,
If A ∈ L(H) is an operator with W (A) ⊂ Ω, it is licit to replace z by A and z by A * in the previous relations. After adding we obtain that
and, using Lemma 2.1, that
Therefore we deduce C cb (Ω) ≤ C N (Ω).
In order to estimate the constant C N (Ω) it is interesting to introduce another constant D N (Ω) defined as sup 2 inf
It is clear that
From the relation 2(I +P ) −1 r = r + (I −P ) (I +P )
For an operator M ∈ L(C(∂Ω)) we introduce the norm and semi-norm
Recall that osc (f ) := 2 inf c∈C f − c L ∞ (∂Ω) is called the oscillation of f on ∂Ω.
We clearly have
osc .
Remark 4.1.
If Ω = D is a disk of center ω, then simple calculations show that (P f )(z) = f (ω) for all harmonic functions f in Ω, with f ∈ C(Ω). We get (2(I +P ) −1 f )(z) = 2f (z) − f (ω) ; therefore
The estimate for the first constant is not optimal, since we will see in The-
Remark 4.2. It is known [25] that, if Ω is not a triangle nor a quadrilateral, then P osc < 1. This gives the estimate D N (Ω) ≤ 2(1 − P osc ) −1 . Furthermore, using the notations R Ω := sup{radii of circles which intersect ∂Ω in at least 3 points},
(some smoothness assumptions are mentioned in [25] , but we think that they can be avoided). We obtain the estimates
These estimates are not useful if Ω is a polygon since then R Ω = +∞. For an ellipse (E) with major axis 2a and minor axis 2b, it can be computed that
Remark 4.3. The modern proof [17] of the invertibility of I+P , which works for any bounded convex domain, follows from the inequality P 2 osc < 1. Then, from the relation (I +P ) −1 = (I −P )(I −P 2 ) −1 , we deduce
We are not acquainted with a translation of this inequality in simple geometric terms. This was done in another approach developped in [11] which is based on the study of the iterate P 3 and which provides the estimate
Extension to unbounded domains
The previous developments admit an extension to unbounded domains. 
Proof. a) As above, we have
We deduce that (I + P ) is invertible from C(∂Ω) into itself. Thus the C. Neumann problem has a unique solution and we have
Remark. For ε > 0 we consider the Banach space
where f ε := sup z∈∂Ω (1+|z|) ε |f (z)| . We set
When γ ε < +∞, using the positivity of P , it is easily seen that P acts from X ε into itself and that the corresponding induced operator norm is γ ε . It can be seen that lim sup ε→0 γ ε ≤ 1 − 2α/π. Therefore I +P is invertible in X ε for ε small enough. In particular, if r is a rational function bounded in Ω and satisfying r(∞) = 0, then the corresponding g in (4.1) belongs to some space X ε and thus it satisfies an estimate of the form |g(z)| ≤ C(1+|z|) −ε . b) We consider now a rational function R with matrix values and satisfying R(z) ≤ 1 in Ω. The corresponding G in the matrix-valued version of (4.1) satisfies
We assume initially that R(∞) = 0. From the previous remark G(σ) ≤ C(1+|σ|) −ε ; this will insure normal convergence in the following integrals. Then (4.1) implies
That justifies to replace z andz by A and resp. A * , if the operator A satisfies W (A) ⊂ Ω. We get
Note that this equality is still true for any constant R (with the corresponding constant G). Therefore it remains valid without the restriction R(∞) = 0. Then the theorem follows from
Using Theorem 3.2 and the general bound from [8] , we obtain Corollary 4.2. We assume that the convex domain Ω = C contains a sector of angle 2α, with 0 < α ≤ π/2. Then The result a fortiori holds if Ω is a sector of angle 2α, but in this case it is possible to obtain more precise estimates. Theorem 4.3. We assume that the convex domain is a sector S α of angle 2α, with 0 < α ≤ π/2. Then we have the following estimates :
and
Proof. Without loss of generality we can assume that S α = {z ∈ C ; z = 0 and | arg z| < α}.
The proof is based on the following relations g(e t+iα ) = 2 r(e t+iα ) − R r(e s−iα ) q(t−s) ds, g(e t−iα ) = 2 r(e t−iα ) − R r(e s+iα ) q(t−s) ds,
.
We refer to [10] for all details of these computations. We deduce
For the function r(z) =
1+z π/2α we have r L ∞ = 1. Therefore
Remark 4.5. We know from [9] or [8] that C cb (S α ) is uniformly bounded, while we have lim α→0 C N (S α ) = +∞. The C. Neumann approach seems to be inappropriate when estimating C cb (Ω) for flat domains.
Dilation theorems
In this subsection we assume the invertibility of I + P , but the domain Ω may be unbounded. We obtain the following dilation result. 
Here P H is the orthogonal projection from K onto H and g = 2(I +P ) −1 r.
Proof. It follows from (4.1) that
The result follows from the Naimark's dilation theorem [22, page 50] which shows the existence of a spectral measure E dilating the regular positive measure µ(σ, A) ds.
Remark 4.6.
If Ω = D is the unit disk and r(z) = z n , with n ≥ 1, we have (see Remark 4.1) g = 2(I + P ) −1 r = 2 r. In this case, the above theorem reduces to the 2-dilation theorem of Berger [5] which states that every A ∈ L(H) with W (A) ⊂ D satisfies
for a suitable unitary operator U acting on K. Proof. We set ρ(z) = 1/f (z). Notice that ρ is antiholomorphic out of Ω and ρ(σ) = f (σ) on ∂Ω. We deduce from the Cauchy formula that, for all k ≥ 1, and all z ∈ Ω,
Therefore g = 2 f k is the solution of the Neumann problem (4.1) for the data r = f k , i.e. f k = (I + P ) −1 f k (or equivalently P f k = 0). From the previous theorem we deduce that
where U = f (N ) is a normal operator with spectrum σ(U ) ⊂ f (∂Ω) ⊂ ∂D. Therefore U is a unitary operator and U is a unitary 2-dilation of f (A). Then it follows from [5] that W (f (A)) ⊂ D.
Remark 4.7. A domain Ω as in Corollary 4.5 is called a convex lemniscate. The spectral mapping theorem stated in the above Corollary, which is due to T. Kato [16] , was proved here using a different method. The key point in our proof is that P f k = 0 for all k ≥ 1 (compare with [12, Theorem 2.1]).
Remark 4.8. After a first version of this paper has been completed, the recent article [24] was brought to the authors' attention by John McCarthy and Mihai Putinar. There is some overlapping between Subsection 4.3 and some of the results of [24] .
5 The similarity approach
The case of the disk
We first look to the case where Ω is the unit disk D = {z ∈ C ; |z| < 1}.
Theorem 5.1. In the disk case we have
Proof. Let A be an operator with W (A) ⊂ D. From the Berger thorem (see Remark 4.6) we know that A admits a 2-unitary dilation. Then a result due to Okubo and Ando [20] states the existence of an invertible operator S such that :
Using the von Neumann inequality for the contraction S A S −1 we deduce that R(S A S −1 ) ≤ 1, for every matrix-valued rational function R with R(z) ≤ 1 in D. We deduce C cb (D) ≤ 2 from the inequality
With the choice r(z) = z and A = 0 2 0 0 we see that the bound 2 is attained.
The case of 2 × 2 matrices
We turn now to the case of 2 × 2 matrices. In this case it is known that the numerical range is an ellipse whose foci are the eigenvalues. This ellipse is degenerate only if the matrix is normal. Proof. If the eigenvalues of A are equal, then W (A) is a disk and the result follows from (5.1). Suppose now that A has distinct eigenvalues. Since any matrix is unitary similar to an upper triangular matrix, we can assume that A is upper triangular. Furthermore, it is clear that if the theorem holds for a matrix A, then it also holds for λA + βI for any λ = 0 and β ∈ C. Finally, we only have to look at matrices of the form A = 1 γ 0 −1 and we can furthermore assume that γ > 0. Then W (A) is the ellipse of foci 1, −1 and minor axis γ (see [13] for instance). If ρ > 1 is chosen such that γ = ρ − 1/ρ, then the major axis is ρ + 1/ρ. Also (see [15] ), the function a(z) = 2z ρ exp − It is easy to verify that B = 1. Some simple computations show that the quantity S S −1 is the largest root of the equation Proof. We know from the previous subsection that C(D, 2) = 2, thus it is sufficient to prove, for any 2 × 2 matrix A, that C cb (W (A), 2) ≤ 2. Let R be a rational function bounded in W (A) ; we set Q(z) = R(a −1 (z)) and B = S a(A) S −1 . We have R(A) = Q(a(A)) = S −1 Q(B)S.
Using the von Neumann inequality for the contraction B, we obtain Remark 5.1. The equality C(Ω, 2) = C cb (Ω, 2) follows also from [23] . Proof. The if part is easily verified. For the only if part we can assume without loss of generality that E = {x+iy ; cos 2 θ x 2 + y 2 < 1} for some real θ, i.e. µ 1 = −µ 2 = tan θ and γ = 2. Then we write It is easily seen that
The case of ellipses
According to a result of Ando [1] , there exist a unitary operator U and a self-adjoint operator B such that cos θM + iN = 2 sin B U cos B.
Therefore cos θM = sin B U cos B + cos B U * sin B, iN = sin B U cos B − cos B U * sin B.
