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Abstract: A critical challenge underpinning the adoption of Additive Manufacture (AM) as a tech-
nology is the postprocessing of manufactured components. For Powder Bed Fusion (PBF), this can
involve the removal of powder from the interior of the component, often by vibrating the component
to fluidise the powder to encourage drainage. In this paper, we develop and validate a computational
model of the flow of metal powder suitable for predicting powder removal from such AM compo-
nents. The model is a continuum Eulerian multiphase model of the powder including models for the
granular temperature; the effect of vibration can be included through appropriate wall boundaries
for this granular temperature. We validate the individual sub-models appropriate for AM metal
powders by comparison with in-house and literature experimental results, and then apply the full
model to a more complex geometry typical of an AM Heat Exchanger. The model is shown to provide
valuable and accurate results at a fraction of the computational cost of a particle-based model.
Keywords: Powder Bed Fusion; metal powder manufacturing; post processing; Eulerian model;
Computational Fluid Dynamics; granular flow
1. Introduction
Powder Bed Fusion (PBF) [1] methods are one of the main groups of Additive Manu-
facturing methods appropriate for metal forming. In these processes, successive layers of
fine metal powder are layered on the manufacturing bed and fused together, for example
using high-power lasers (Selective Laser Melting (SLM)) or Electron Beam Melting (EBM).
This can produce high-resolution features including internal structures such as tubes and
ducts, and challenging internal geometries which cannot be synthesised except through
AM. A wide range of metal alloys are suitable for this sort of processing; in general, any
metal that can be welded can be used for SLM. PBF can of course also be used for other
materials as well, including polymers [2] and ceramics [3].
These methods, however, do present challenges as well, one of which is the removal
of the surplus powder from the finished product. This will be particularly challenging
when the product design includes interior structures such as fine tubes for compact heat
exchangers or cooling ducts for gas turbine blades. In these cases, effective and complete
powder removal is a requirement if the component is to function correctly, whilst at the
same time redesign of the component to facilitate powder removal in postprocessing may
not be desirable. Furthermore, the economic viability of producing large numbers of
parts using powder bed systems depends heavily on the reduction in recurring costs [4],
including in postprocessing. Finally, fine metal powders in powder bed systems can be
costly, so waste should be avoided [5], and opportunities sought to maximise the recycling
of otherwise wasted powder.
The surplus powder trapped inside the component can most conveniently be removed
using vibrating systems [6]. Vibrating the component at high frequency or at the natural
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frequency of the component will fluidise the powder allowing it to flow out under gravity,
similar to the process used for vibratory shake-outs in sand casting [7,8]. However, this
process has rarely been analysed in any detail. It is particularly critical with the complex
components now being developed such as compact heat exchangers, which may require a
complex series of vibratory manipulations to fully remove all surplus powder and where
any residual powder within the heat exchanger will substantially degrade performance. It
is therefore essential to establish computational modelling techniques designed to predict
powder flows for postprocessing in powder bed additive layer manufacturing.
1.1. Granular Flow
Flow of fluidised metal powders is a problem of granular flow. This is an important
physical problem with a range of industrial applications, and so has been extensively
studied in the past; it is thus appropriate to provide a short summary of some of the key
aspects of granular flow at this point. The basic element of the physics involves particle–
particle interaction, which can therefore be evaluated through Newton’s laws of motion;
however, when the number of particles involved becomes very large, this may become
unwieldy, in which case continuum mechanics approaches may be preferred. However,
this is complicated by the fact that the individual particle–particle interactions may not be
perfectly elastic. Whilst for fluid dynamics the Navier–Stokes equations can be derived
as the continuum limit of the Boltzmann transport equation for molecular dynamics, for
granular flow, due to the complexity of the physical interactions, there is no equivalent set
of constitutive equations that can adequately represent the range of observed behaviour.
Instead, empirical constitutive relations have been identified and used [9], particularly in
engineering applications.
Empirically, there are various regimes which can be identified in granular flow [10,11],
with differing constitutive relations:
Quasi-static or granular solid or elastic-quasi-static. For a densely packed bed of parti-
cles sheared at a low rate, the stress is independent of the shear rate.
Dense or granular liquid or elastic-inertial. Multiple and enduring contacts dominate, re-
sulting in the stress being proportional to the shear rate.
Dilute or granular gas or inertial (also known as rapid granular flow). These flows are
characterised by binary and instantaneous collisions; the stress is proportional to the square
of the shear rate [10], often referred to as Bagnold flow [12].
The most important case in practice is that of dense granular flow. This is an observa-
tion from real-life, in the sense that hoppers, reasonably deep chute flows and commercial
scale vibrated boxes all operate in a near packed state [13]. The particle flows in the current
problem are certainly likely to be dense granular, with the additional simplifying factors
that the particles have been industrially manufactured, and thus are likely to be reasonably
uniform and spherical. However, if recycled powder is extensively used, the physical and
mechanical properties may be significantly different and more complex [14].
1.2. Computational Modelling of Granular Flow
Computational work used to describe contact forces can be classified into the following
categories [15].
• Microscopic models and particle-based simulations,
• Statistical mechanics and kinetic theories, and
• Continuum and phenomenological models.
As can be seen, this covers the full range of scales in the flow problem. Multiscale
simulations [16,17] can combine several approaches such as Discrete Element Models
(DEM) with Finite Element (FE) or Finite Volume (FV) continuum models in the same
simulation. FE/FV methods can be employed to solve a macro-scale boundary value
problem, while using DEM to generate the required non-linear material responses for
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each element. Such multiscale approaches can compliment traditional computational
approaches in which the macroscopic models rely on internal variables pertaining to the
granular texture, based on an understanding of the origins of the complex phenomenology
of granular materials [18]. In both cases, continuum mechanics provides the framework for
the computational analysis but the shift towards multiscale modeling has accelerated with
increasing computational power. The question is how much of the microscale modelling is
relevant to the macrobehavior [18], as well as how best to compute it.
For any given modelling challeng,e there will be a balance between computational
effort expended and fidelity, and the question here is: what level of fidelity is necessary to
adequately represent the particle flow—in this case, the powder flow out of the component.
To this end, molecular dynamics and continuum approaches are reviewed in the rest of
this section.
1.2.1. Particle-Based Modelling
Particle-based models are based on the Lagrangian tracking of individual particles
within the flow, and comprise both molecular dynamics models (MDM) and Discrete
Element models (DEM); the main distinction between these being that MDM uses point
particles whilst DEM considers finite size particles and includes the effects of shape and
rotational degrees of freedom on their dynamics. As can be appreciated, these additional
physical parameters can be of significant importance in assessing the behaviour of metal
powders in PBF, and so DEM has frequently been applied to advance our understanding
of the technique; see Section 1.3 for further details.
In implementation, these methods are usually either soft-particle methods or event-
driven methods. Soft-particle methods are relatively slow and typically used for the
analysis of dense flows for which the faster event-driven algorithms are not applicable [19].
Event-driven methods are typically faster for dilute rapid granular flows. However, they
are impractical for dense flows in which collisions are very frequent and where the particles
develop persistent contacts [19]. However, both methods are computationally costly when
modelling very large numbers of particles.
1.2.2. Continuum Modelling
In parallel to the development of DEM for granular flow, the Computational Fluid
Dynamics community has developed a range of techniques for dispersed multiphase
flow modelling, which can be applied to high phase fraction flows with solid particles,
appropriate for fluidised beds. These include Lagrangian particle tracking, in which
the individual particles are tracked through the solution of Newton’s 2nd law for each
particle (sometimes through coupling with a DEM code) or alternatively through the use of
Eulerian–Eulerian (Eulerian Multiphase) modelling, where the dispersed secondary phase
is modelled through a separate set of continuum mechanics equations.
The Lagrangian approach has some advantages for predicting particulate flows in
which large particle accelerations occur and can also model flows involving polydispersed
particle size distributions. An Eulerian–Eulerian approach is advantageous in flow cases
where high particle concentrations occur and where the high void fraction of the flow
becomes a dominant parameter of the flow [20].
The µ(I) rheology for granular flows is only accurate for inertial numbers of less
than around 0.3 [21,22], which limits its application to dense or liquid-like flows—in other
words, gas-like behaviour at high inertial numbers cannot be modelled. For solid modelling
in the µ(I) rheology, the use of a simple Coulomb friction model for the flow threshold is
also a limitation and the complex transition between solid-like and liquid-like behaviour is
ignored, such as shear bands, intermittent flows and hysteresis [23].
Eulerian–Eulerian models for gas-particle flows are practical for industrial systems as
they balance CPU cost with simulation accuracy [24]. In many industrially relevant cases,
there are regions in the flow domain where kinetic stresses dominate, other regions where
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frictional stresses dominate, and also regions where the two effects are similar in magnitude.
Thus, it is important to develop rheological models that include both contributions [25].
Often DEM and continuum FE can be applied to similar systems and gain equiva-
lent results, such as for a particle hopper (conical hopper simulated with FEA [26], flat
bottom hopper simulated with DEM [27]). Direct comparisons, where they have been
performed, show the hardly surprising result that whilst DEM can more detailed [28], FEA
is computationally much less costly [29], taking only hours to compute as against days for
DEM.
1.3. Powder Flow Modelling for AM
DEM has seen extensive application in modelling aspects of the PBF AM process, but
principally has been applied to the manufacturing process itself, particularly the deposition
of the particle layer and the melt process. Various papers in the literature investigate the
spreading process, particle packing, or the melting and fusion, or attempt to integrate all
three areas.
Bed preparation typically involves either rollers or the use of a blade to level the bed.
Chen et al. [30] use DEM to investigate the flow of powder layered by a blade, comparing
with video recordings of the process for validation. A recent study [31] investigated the
packing fraction and its variation with gap thickness and blade velocity for the deposition
of a thin powder layer representative of a titanium alloy AM powder. Haeri et al. [32] used
DEM to model the spreading of non-spherical particles as a compact layer for sintering.
They used Scanning Electron Microscopy to characterise the shapes of particles of commer-
cial and custom-milled PEK/PEEK polymer composites, which were then represented in
the DEM code (LAMMPS [33]) using composite particles built from the basic spheres. This
enabled them to examine the relationship between particle shape, spreading (via roller or
blade) and properties of the resulting bed.
Spreading using rollers has also been investigated using continuum mechanics meth-
ods. As discussed above, this requires the development of appropriate constitutive relations.
Suitable equations have been developed [34] and applied in FE [35] and mathematically [36].
As is recognised, such methods cannot easily incorporate particle shape information in the
way that DEM can, but the simulation cost is significantly lower than full DEM. We also
recognise that whilst the particle shape is highly relevant for particle packing, it may be less
so when the particles are fluidised, as is the case for our application. A radically different
approach to the spreading is used by Desai and Higgs [37], who use back propagation
Neural Networks trained on a combination of experimental and physics-based (in-house
DEM) modelling of particle spreading to predict spread layer properties such as mass of
material, layer roughness and porosity.
DEM can also be used to model heat transfer between particles, and so has found a
use in modelling the sintering process, incorporating suitable particle–particle interactions
to model the fusion [38–40]. Wei et al. [41] review mechanistic models for metal based
AM, principally concentrating on the thermal and hydrodynamic aspects of the melt pool
created by the local melting, but do cover some aspects of powder packing models used to
calculate aspects of the initial layering process.
Steuben et al. [42] present the modelling and design of an in-house DEM-based
multiphysics code capable of simulating the particle deposition and sintering process for
complete components; the simulation of the construction of a turbine blade is demonstrated.
Performance benchmarking with the well known DEM package LIGGGHTS [43] is also
presented. Lee and collaborators [44] use the LIGGGHTS package to simulate the whole
PBF process, with a simplified powder deposition process, recoating, laser heating and
holding process. They also validate the basic DEM modelling using the experimental case
of metal particles draining from a hopper.
Another area in which metal particles are being processed for AM is for direct en-
ergy deposition methods such as coaxial laser metal deposition. In [45] the commercial
CFD code CFD-ACE+ is used to model the gas-propelled flow of metal powder before
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and after leaving the nozzle. In this work, the gas flow is simulated using continuum
mechanics (Finite Volume CFD) and then Lagrangian particle tracking utilised to track the
particle behaviour in the gas stream. Similar methodology was used in [46], who compare
experimental data for different nozzles, and in [47].
1.4. Overview and Structure of This Paper
In contrast to the work analysed in Section 1.3 above, our primary interest here is
in the powder removal from the interior structure of a (largely) finished AM component.
Modelling this requires the computational modelling of a range of granular physics, in-
cluding energisation from the wall motion during part vibration and the resulting flow of
the fluidised medium. The work presented in this paper details the development of an
Eulerian multiphase model for metal particles characteristic of AM use and its validation
against experimental data taken from the literature. The rationale behind the choice of a
continuum mechanics approach here over the more detailed DEM models was to do with
relative computational cost, particularly when applied to geometrically highly complex
problems; DEM is unlikely to be a practical choice for simulating powder drainage from
complex components.
The structure of this paper is as follows. In the next section (Section 2), we develop the
mathematical equations used to model the powder flow and discuss their solution using
the open source Computational Continuum Mechanics (CCM) tool OpenFOAM. Section 3
presents the details of the particular sub-models specifically developed to handle this type
of granular metal powder flow, and their validation against experimental data from the
literature. Section 4 presents the results of the full simulation model applied to a complex
geometry representative of a true life case (based on the Morimoto duct geometry [48]). The
results are reviewed and our major conclusions are presented in the Conclusions section
(Section 5).
2. System of Equations
2.1. Solver Development
In this work, a two-fluid model of fluidised AM metal powder is developed based on
the OpenFOAM Computational Fluid Dynamics (CFD) open source toolkit. Specifically,
this was based on the OpenFOAM solver twoPhaseEulerFoam, which uses a continuum
or the Eulerian–Eulerian approach, in which the motion of the bed is considered as the
motion of two interacting continua representing the air and the powder as described in
Section 1.2.2. A frictional-kinetic theory is used in order to model the powder as a solid
and gas. The Eulerian–Eulerian approach models particles and air using the following
sub-models:
• Drag coefficient,
• Granular viscosity (collisional, kinetic and frictional terms),
• Granular pressure (collisional and kinetic terms),
• Granular conductivity (collisional and kinetic terms),
• Radial distribution function,
• Particle bulk density,
• Production of granular energy by particle–particle collision, and
• Production and dissipation of granular energy by gas-particle slip.
The drag coefficient implies that there is inter-phase momentum transfer. The rest
are sub-models used to synthesize the conservation equations with the kinetic theory
for granular flows. As such, some of them contain terms representing particle collision,
kinetic and frictional behaviour. To complete the solver, we have provided existing or new
sub-models for these physical mechanisms, and where these are new we have to validate
the new modelling.
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2.2. Governing Equations
In an Eulerian dispersed multiphase model, we introduce the phase volume fraction






and obviously Σiαi = 1. The continuity and momentum equations for the dispersed phase
are given by Equations (2) and (3).
∂
∂t
(αsρs) +∇ · (αsρs~us) = 0 (2)
∂
∂t
(αsρs~us) +∇ · (αsρs~us~us) = ∇ · (αs~~τs)− αs∇p−∇ps + αsρs~g + Ksg(~ug − ~us) (3)
where ~ui, ρi and pi are the velocity, density and pressure of the i-th phase (i = s for the solid
particulate phase and i = g for the gas/continuum (air) phase). ~~τi is the (predominantly
viscous) stress, and Ksg(~ug − ~us) represents the interchange of momentum between the
phases due to processes such as drag. In a similar manner, the conservation equations for
the continuous phase are given by Equations (4) and (5).
∂
∂t
(αgρg) +∇ · (αgρg~ug) = 0 (4)
∂
∂t
(αgρg~ug) +∇ · (αgρg~ug~ug) = ∇ · (αg~~τg)− αg∇p + αgρg~g + Ksg(~us − ~ug) (5)
The kinetic theory of granular flow introduces the concept of granular temperature
(θs) to have closure with the conservation equations [49,50]. Therefore, the properties of
the dispersed phase are functions of this granular temperature, which is determined by






(αsρsθs) +∇ · (αsρsθs~us)
]
= ( ∇ps~~I +~~τs) : ∇~us +∇ · (κs∇θs)− Jcoll − Jvis (6)
2.3. Sub Models
Both the dispersed phase and the continuous phase are treated as Newtonian fluids
and the stress tensors are given by Equations (7) and (8).
~~τs = µs(∇~us +∇~uTs ) + (λs −
2
3
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2
3
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The dissipation of granular energy by particle–particle collision is given by Equation (10).
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The production and dissipation of granular energy by gas-particle slip is given by
Equation (11) from Louge.




Since the dispersed phase has relatively small particles and a large density, the inter-
phase drag force dominates over the other forces such as lift and virtual mass. Therefore,
the Ksg coefficient has just a drag contribution. The Gidaspow–Ergun–Wen-Yudrag model
is suitable for both dense and dilute flows. The Ergun model is based on fixed liquid-solid
beds at packed conditions (αs > 0.2) given by Equation (12). The Wen-Yu model is based
on settling experiments of solid particles in liquid and is suitable for dilute flows (αs < 0.2)
















The drag coefficient is given by Equation (14).
Cd =
{ 24
Res (1 + 0.15Re
0.687
s ) Res < 1000






The solid stress tensor includes contributions from both bulk and shear terms arising
from particle momentum exchange due to translation and collision. A frictional component
can also be included to account for the effect of the viscous-plastic transition when the
maximum solids volume fraction is reached, as shown by Equation (16).
µs = µs,coll + µs,kin + µs, f ric (16)

























θsπρsdsg0(1 + es)α2s (18)
When the solid volume fraction exceeds a critical value αs,min, the solid viscosity given
by Equation (20) is added to the viscosities calculated from Equations (17) and (18) and
limited beyond αs,max.




0.05p αs ≥ αs,max
Fr (αs−αs,min)
η
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(19)
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√
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The granular pressure, ps is given by the Lun model, as shown in Equation (22).
Physically, it refers to a pressure which is created due to the movement of particles due to
shear and also due to particle–particle collisions.
ps = ρsαs(1 + 2(1 + es)αsg0)θs (22)
The radial distribution function g0 used is by Sinclair–Jackson. It is a continuous
function and begins at zero and asymptotes to a maximum near the maximum volume









3. Sub-Models: Development and Validation
The mathematical models outlined in Section 2 above are by and large generic and
applicable to a range of multiphase flows. For the specific problem of powder removal flow
in AM, there is a range of specific physics which has to be modelled, and for which we have
to develop and validate specific models. In this section we explain these specific models we
have developed here and how they have been validated against experimental data from the
literature. This includes modelling cohesive forces relevant for aluminium powders and
the effect of wall vibration. We will discuss these aspects and the experimental validation
in the following section.
3.1. Cohesive Forces
There are several classifications of powder that characterise the relevant forces that
need to be modelled [52]. In class A (Aeratable) powders, cohesive forces can be influential,
whereas in class B (Bubbling) powders, gravity dominates over cohesive forces. Class
C (Cohesive) are powders where cohesion dominates and class D (Dense) lists powders
confined to large or very dense particles. The classification is determined using a sub-
divided chart based on the density difference between the solid and fluid phase and the
mean particle size [52]. The chart has density difference on the y-axis and mean particle
size on the x-axis. In the work reported here, two powders have been selected which are
relevant to additive layer manufacturing, as follows:
• Inconel 625—ρs − ρg = 8.5 g/cm3, dmean = 34.4µm→ Geldart Type B powder (cohe-
sive force weaker than gravity);
• AlSi10Mg—ρs − ρg = 2.7 g/cm3, dmean = 42.1µm→ Geldart Type A powder (cohe-
sive force as important as gravity).
Experimental data are available in the form of the Hallflow test, in which the time
taken for a measured mass of powder to drain from a conical hopper. Figure 1 shows the
boundary conditions and geometry for the Hallflow test case. The model is axi-symmetric
with a segment angle of 1◦ bound between cyclic boundaries. The inlet radius is 25.4 mm,
whilst the outlet radius is 10 mm. The domain has a total height of 78 mm, and the wall is at
an angle of 30◦ to the vertical. The orifice radius is 1.25 mm and the length is 3.2 mm. The
inlet and outlet boundary conditions are atmospheric, whilst the wall boundary condition
is the Johnson–Jackson condition for granular flows with a specularity coefficient of 0.25.
Experimental tests carried out in accordance to the correct ASTM standard [53] were made
available by the powder manufacturer for the two powders being examined so that it can
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be compared with the results of the Eulerian–Eulerian simulations. In the CFD simulation,





Figure 1. Basic geometry and boundary conditions for the Hallflow case (2D representation). Note
that this is a conical shape hopper; the full 3D geometry is constructed from rotation around the
central axis.
3.1.1. Modelling Cohesive Forces
Cohesive forces are weak compared to gravitational forces for the type B Inconel
powder, so no cohesion model was used for this validation. Conversely, for the type
A aluminium powder, cohesive forces are important. Various cohesion models have
been proposed in the literature including a model based on a cohesive pressure [54]
and agglomerate diameter [55]. However, the simplest model that gave sensible results
used a cohesive pressure combined with a cohesive viscosity [56]. This is based on the
idea of adding a pressure term to represent cohesion, as stated and validated by other
researchers [54].
Cohesion is added as an additional granular pressure and viscosity. Equation (25) is













C0 in Equation (25) is a factor used due to the uncertainty about the exact value of
Fip, the inter-particle cohesion force. With the aluminium powder (type A) it is assumed
that Van der Waals forces are the primary source of cohesion, but there is still uncertainty
over the value of C0 in the model [57]. In order to calibrate the C0 value, the Hallflow
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3.1.2. Results—The Hallflow Test
Since cohesive forces are weak compared to gravitational forces for the type B Inconel
powder, no cohesion model was used for this validation. Figure 2a. shows that the model
predicts a linear variation in the mass over time. For the experimental data, only the initial
mass and the time to empty were available and so we have had to assume a constant value
for the flow rate. However, it is reasonable to assume this, as shown in experiments by
measuring the mass over time [58]. In detail, the emptying process consists of an initial
transient as the flow process starts, followed by a pseudo-steady state period when the
flow is established during which the hopper empties, finishing with a final transient as the
remaining powder drains away. The pseudo-steady state period represents almost all of
the emptying process. The flow rate during this period is constant and it is this region that
is used for measuring the mass flow rate. The difference for the time to empty for 50 g of
powder between the Hallflow data and the CFD model is less than 4% and the mass flow
rate is less than 3% different.
With the aluminium powder (type A) where Van der Waals forces are the primary
source of cohesion, we need to calibrate the value of C0. Figure 2b. shows that the cohesion
model improves the comparison with the Hallflow data, and it is clear from this that
the cohesion model has a significant influence on the solid volume fraction, due to the
addition of the cohesive pressure and viscosity. Thus the choice of the factor C0 needs to be
optimised to produce the correct mass flow rate. The time to empty is within 2% of the
Hallflow test using a cohesion factor of 7.5. However, it is unlikely that this cohesion model
can be used in case of vibrating walls, as the breakup of agglomerates by the dominance of
vibrational energy over collisional and cohesive energy is not being considered. For this
reason, the model is limited to Hallflow data where vibration is not being used to fluidize
the powder.
3.2. Wall Vibration
In order to simulate wall-normal vibration, it was necessary to develop a new bound-
ary condition. Several approaches were considered, including a sinusoidal gravity term [59],
mesh motion, finite element coupling and use of the granular temperature [60]. The fre-
quency of vibration (on the order of 10 kHz) is likely to be far too high to utilise mesh
motion and finite element coupling, due to the computational overhead of simulating the
individual wall motions involved. On the other hand, a sinusoidal gravity term is simplest,
but only allows for vibration to be applied in the direction of the gravity vector. The reality
of the vibration applied to remove the powder is that it is wall-normal. Therefore the
most efficient method, which also provided physical realism, was to utilise the fact that
the kinetic theory of granular flows requires a pseudo-heat flux at the wall, which can be
used to simulate wall-normal vibration. The equation for wall vibration was developed
by Richman [60], by considering that random vibrations occur in all three perpendicular
directions. Here it is assumed that in-plane vibration components do not contribute to the
energy transfer such that only wall-normal vibration is considered. The form used here
was given by Viswanathan [61] :
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For comparison purposes, the validation case also includes a model using a gravity
term representing the vibration. The equation for this simply modifies the global body
force of gravity in the momentum equation for the air and particle phases [59] :
~a = ~g(1− aω2sin(ωt)) (31)
(a)
(b)
Figure 2. Comparison between the Eulerian–Eulerian model and the Hallflow experimental data.
(a) Results for Inconel (Geldart Type B) without cohesive force model. (b) Results for aluminium
powder (Geldart Type A) with different values of C0.
3.2.1. Wall-Normal Vibration Test Case
Validation of the vibration modelling was carried out using a vibrofluidisation case for
which experimental data (using large dolomite and fine glass particles) are available [62].
Figure 3 shows the boundary conditions for the two models analysed in this section. The
domain is 2D with a width and height of 400 mm, and a depth of 5 mm. The domain is
initially filled with particles to a height of 20 mm or 30 mm depending on the test case. The
boundary condition at the outlet is an atmospheric pressure boundary. The wall boundaries
can either be fixed or vibrating. If fixed, then a sinusoidal gravity vector is imposed in the
vertical plane. If vibrating, the frequency can vary between 20 Hz and 37 Hz according to
the validation case data, whilst the amplitude is fixed at 1.25 mm.
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(a) (b)
Figure 3. Square geometry used to validate the vibration modelling. (a) With sinusoidally varying
gravity body force, (b) With pseudo-heat flux boundary on granular temperature.
3.2.2. Effect of Vibration on Solid Volume Fraction Field
Figure 4 shows the volume fraction field as computed by considering that the wall
boundary condition is given by the pseudo-heat flux in Equation (28). It is clear that
increasing the frequency of vibration dilutes the volume fraction field and increases the
height of the splashes seen near the corners.
(a) f = 20 Hz (b) f = 26 Hz
(c) f = 32 Hz (d) f = 37 Hz
Figure 4. Effect of frequency on solid volume fraction field.
Figure 5 compares the result of assuming the gravity body force can represent vibration
using Equation (31) with Equation (28) using the pseudo-heat flux approach. The gravity
body force approach cannot capture the splashes seen at the corners, because vibration is
only implemented in the vertical direction of gravity.
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(a) (b)
Figure 5. Different modelling techniques for vibration: (a) with gravity body force and (b) with
wall-normal heat flux.
3.2.3. Effect of Vibration on Surface Height
Quantitative validation of the new boundary conditions was sought using the height
of the volume fraction field as an isosurface at a value of 0.1. These measurements are
shown in Figure 6 via a comparison between experimental measurements [62], the pseudo-
heat flux approach of Equation (28) and the gravity body force approach of Equation (31).
The results show that the difference is less than 10% and the trend is broadly similar.
(a) (b)
Figure 6. Validation of wall-normal vibration model. (a) H0 = 20 mm, (b) H0 = 30 mm.
3.2.4. Effect on Granular Temperature
The previous friction model (Equation (20)) applied to a case where wall-normal
vibration was not used. In cases where the particles are relatively large (1.75 mm) and
the vibrational frequency is low (<40 Hz), as in the experiments used above, this is still a
reasonable assumption [59]. For cases where d → 0 and higher-frequency vibration, the
vibration may well affect the frictional viscosity. To account for these cases, the model
of Srivastava–Sunderesan is used. This was verified by comparison with the test case of
Srivastava–Sunderesan (which differs by its use of alternative sub-models). This differs
from the usual form of the Schaeffer frictional stress, as it includes a term that allows strain
rate fluctuations (represented by granular temperature) θ/d2. Based on this, Equation (20)




~~D : ~~D + θ/d2
(32)
4. Modelling of a Complex Duct
The objective of the work reported in this paper is to provide a model for the powder
drainage from arbitrarily complex internal ducting manufactured through AM. Having
developed such a model and validated the main new models (Section 3), we are now in a
position to apply this to a more complex geometry. The geometry used for this is derived
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from the geometry proposed by Morimoto [48,63], developed as an optimal shape design
for a recuperator heat exchanger. The design uses oblique wavy walls to optimise heat
exchange between separated flows of hot and cold fluid, and has been designed for use in
compact heat exchangers. As such this is characteristic of the types of AM components we
are interested in [64].
4.1. Test Case Description
Figure 7 shows the boundary conditions for the Morimoto test case. The duct has
three wavelengths with an amplitude of 0.25 mm and wavelength of 2.5 mm with a wall
separation of 1 mm in both orthogonal directions. This duct was fed from a square-cornered
hopper. The reason for this was to make the mass versus time profile non-linear by allowing
powder to become trapped in the corners. This also provided the opportunity to investigate
the effect of further manipulation of the unit, in particular the effect of tilting the unit to
remove powder from the corners. The hopper has a width and depth of 10 mm, with a
height of 7.5 mm, the outlet has a width and depth of 10 mm and a height of 5 mm. The
hopper is initially filled with a mass of powder of 2 g, a value chosen to minimise the time
required to empty the vessel whilst still allowing linear and non-linear regions of the flow
regime to be observed. The inlet and outlet boundary conditions are set to atmospheric
pressure.
In each of the following cases, the effects of manipulation, vibration and the effect of
both together are studied. The effect of unit manipulation is simulated by allowing the
direction of the gravity vector to precess around a cone of half angle θ (θ ranging from 0◦
to 20◦) by defining it as
~g = (gx, gy, gz) (33)
where
gx = 9.81 sin θ sin(ωt) (34)
gy = −9.81 cos θ (35)
gz = 9.81 sin θ cos(ωt) (36)
with a rotational speed ω. This appears as an additional body force in the momentum
equation for both the particle phase and the air phase. It also introduces a centrifugal
acceleration of form
~C = −ρ(~ω× (~ω×~r)) (37)
This appears as a source term on the right hand side of the momentum equation
for the particle phase [65]. It is assumed that the air phase is unaffected by centrifugal
forces due to its relatively low density. The effect of vibration is introduced by use of the
pseudo-heat flux given by Equation (28), which is introduced as a new boundary condition
into the code. The vibrating walls use this pseudo-heat flux condition with a frequency
of 20 Hz and an amplitude of 1.25 mm and a specularity coefficient of 1 unless otherwise
specified. It was found that application of the wall-normal vibration to all walls resulted
in powder being driven against gravity in the hopper. This meant that it could no longer
supply the Morimoto geometry with powder. Instead, the vibration was applied only
to the Morimoto section as shown in Figure 7. The fixed walls use the Johnson–Jackson
boundary conditions for partial slip with a specularity coefficient of 0.25. Equation (24)
was used to measure the mass flow over time.
In all, four different wall separations were investigated; 0.5 mm, 1 mm, 1.5 mm and
2 mm. The CPU time for this geometry varied with the wall separation from 21 h 44 min
for 0.5 mm to 2 h 14 min for 2 mm. This is largely due to the time taken to empty the device,
as the number of cells varied from 63,756 for 0.5 mm to 150,108 for 2 mm, whilst the time to
empty varied from 55.0 s for 0.5 mm to 2.8 s for 2 mm. This was measured on a 12 processor
run, on Intel Xeon processors at 2.00 GHz, with 35 MB cache.
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(a) (b)
Figure 7. Morimoto geometry and boundary conditions. (a) A schematic in 2D showing the boundary
conditions and gravity vector; (b) half the domain in 3D to further aid understanding. The section in
red is set as a vibrating wall.
4.2. Effect of Manipulation/Vibration
The effect of manipulation (moving the unit bodily around) with or without wall
vibration (i.e., shaking the unit) is examined in this section. The basic effect of the ma-
nipulation is shown in Figure 8 which contrasts the powder remaining in the hopper at
t = 8 s (i.e., almost empty) for a stationary geometry (Figure 8a) with that for a rotational
manipulation θ = 10◦, ω = 0.1 rad/s. As can be seen, the tilting manipulation has clearly
encouraged more of the powder to drain out of the unit which would otherwise become
trapped in the corners of the hopper. Figure 9 demonstrates the drainage of the powder
over time for various wall separations w. The effect of the corners of the square hopper is to
slow the powder emptying in the final stages (solid lines for the different duct geometries),
whilst the manipulation sequence clearly reduces this effect (dashed lines).
(a) (b)
Figure 8. Effect of manipulation sequence on the volume fraction field. (a) W = 1 mm at t = 8 s, no
vibration, no manipulation; (b) W = 1 mm at t = 8 s, no vibration, θ = 10◦, ω = 0.1 rad/s.
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Figure 9. Effect of manipulation sequence.
We can contrast this with Figures 10 and 11, which show the combined effect of ma-
nipulation and vibration on the emptying. Figure 10 shows that the combination influences
the final transient of the emptying process. This suggests that the best combination is
to use the energisation of wall-normal vibration together with manipulation. Figure 11
demonstrates that the manipulation sequence with vibration has a similar effect to that
shown in Figure 8, since powder can be more effectively removed from the corners with
manipulation. This feeds the subsequent energisation of the powder by vibration in the
Morimoto section.
Figure 10. Effect of manipulation and wall-normal vibration.
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(a)
(b)
Figure 11. Effect of manipulation sequence and vibration on the volume fraction field. (a)
W = 1 mm at t = 5 s, f = 20 Hz, a = 1.25 mm, no manipulation. (b) W = 1 mm at t = 5 s,
f = 20 Hz, a = 1.25 mm, θ = 10◦, ω = 0.1 rad/s.
Two measures were used in order to quantify the previous figures, the maximum mass
flow and the time to empty. The maximum mass flow was taken during the pseudo-steady
state region (t = t0) by taking the steady gradient of the mass versus time profile as shown
in Equation (38). The time to empty was taken when the mass fell to 1% of the original
mass (m1 > 0.02 g and m2 < 0.02 g) and was determined using linear interpolation as











Figure 12 shows the maximum mass flow, ṁmax, versus frequency, f , for two wall
separations 1 mm and 0.5 mm. Equation (40) was used to fit the data. The fit suggests that
the maximum mass flow tends to reach a limit at high frequency.






At high frequencies, the model behaves as expected, reaching a limit to the maximum
mass flow. This limit is clearly larger for larger wall separations, as has been reported in
the literature [66]. At low frequencies, Figure 13 shows that the continuum model shows a
continuous reduction in the maximum mass flow. This is contrary to the sudden reduction
shown in the literature for cohesive aluminium powder [66]. However, no results are
available for non-cohesive Inconel powder. Nevertheless, these results may only be valid
for type B powders such as unused Inconel 625. With cohesive type A powders, where
the initial condition might include particle agglomeration, it is expected that a model of
agglomeration and breakup would be required.
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Figure 12. Maximum mass flow versus frequency at high frequencies.
Figure 13. Maximum mass flow versus frequency at low frequencies.
Figure 14 shows the time to empty plotted against the conical angle of gravity for
two different rotational speeds 0.1 rad/s and 1 rad/s. For both speeds, it appears that a
minimum time to empty is observed between an angle of 5◦ and 10◦. This is because at 0◦,
without an angle of gravity, powder is trapped in both corners of the device. At around 7.5◦,
the angle is sufficiently large to empty the corners more quickly, whilst a larger angle such
as 20◦ traps powder in one corner more severely. Figure 15 plots the time to empty against
the rotational speed of the gravity vector for two angles, 0◦ and 10◦. For both angles it is
clear that for rotational speeds of the order of 0.1 rad/s, the emptying process is dominated
by gravity, as the centrifugal acceleration is too small to have an influence. However, at
higher rotational speeds the centrifugal acceleration increases the time to empty by sending
particles away from the emptying orifice, as shown by Figure 16. Although it appears as
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though centrifugal forces are detrimental to powder removal, with a change in orientation,
it may be possible to use them to empty powder from the device. In any case, more complex
geometries are required in order to ascertain whether the manipulation sequence depends
on the specific geometry in question.
Figure 14. Time to empty versus angle of gravity vector.
Figure 15. Time to empty versus rotational speed of gravity vector.
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(a) (b)
Figure 16. Effect of the rotational speed of the gravity vector on the volume fraction field. (a)
W = 1 mm at t = 5 s, f = 20 Hz, a = 1.25 mm, θ = 10 deg, ω = 0.1 rad/s. (b) W = 1 mm at t = 5 s,
f = 20 Hz, a = 1.25 mm, θ = 10 deg, ω = 1 rad/s.
5. Conclusions
Postprocessing of an AM-manufactured component is a key element of the manufac-
turing chain of AM, and can make a substantial difference to the physical behaviour of the
component. With metal powder-based techniques such as PBF, one key aspect here is the
removal of surplus powder from the internal structure of the component, where it might
well affect the successful operation of that component (e.g., by blocking flow of fluid in a
heat exchanger). This is typically achieved through vibrational fluidisation of the packed
powder, allowing it to drain out of the component.
In this paper, we present a continuum model of the powder flow developed specifically
to model this process. The individual models for aspects such as cohesion and vibration
have been successfully validated against data from both the academic literature and against
standard test cases. In particular, experimental data for the Hall flow test were used
to validate the model of powder flow for Inconel and aluminium. The model of the
wall vibration using a pseduo-heat flux boundary condition was also validated against
experimental data from the literature. The limitations of these validations were that
they dealt with un-used powder and also dealt with simple geometries that treated the
wall vibration as a fixed frequency and amplitude across the whole of the geometry.
Nevertheless, additional sub-models were proposed including a friction model that allowed
strain-rate fluctuations, a conical gravity vector and a term for centrifugal acceleration.
A more complex test case was then developed based on a geometry proposed [63]
for heat exchanger applications with the purpose of developing strategies for the manip-
ulation sequence and energisation through wall-normal vibration. Several different wall
separations for this wavy duct were investigated. The case also included sharp corners in
the powder hopper in order to test out the manipulation sequence. To provide effective
energisation, wall-normal vibration was provided in areas where the powder flow was
restricted. This allowed powder feed to be controlled by the manipulation sequence and
powder flow by the energisation. The manipulation sequence was found to be effective at
removing powder trapped in the corners at the end of the emptying process, whilst the
energisation dictated the maximum mass flow in the pseudo-steady region.
Trends in the maximum mass flow and time to empty revealed that a no-flow wall sep-
aration existed. In addition, the manipulation sequence had no influence on the maximum
mass flow, which is instead directly determined by the magnitude of the RMS velocity
of the wall-normal vibration. The time to empty was approximately equally affected
by wall-normal vibration and by manipulation. However, the most effective strategy to
minimise the time to empty was to combine wall-normal vibration with the manipulation
sequence. Analysing the influence of vibration frequency on the maximum mass flow
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showed that the mass flow reaches a plateaux at high frequency as expected from the liter-
ature. However, the behaviour at low frequencies remains unvalidated. It was suggested
that a diameter model could be used to introduced frequency dependent particle breakage
for agglomerates in the case of a more cohesive powder. The time to empty was influenced
by both the angle of the gravity vector and the rotational frequency. It was found that an
optimum conical angle of gravity existed, whilst the influence of the rotational frequency
of the manupiluation sequence tended to increase the time to empty. Further studies on
this with more complex geometries might reveal different optimum sequences.
In these simulations, the RMS velocity has been assumed to be constant. This may
be true for a very simple component, but over a complex component, the amplitude and
frequency of the solid part is likely to vary. At the very least there may be a phase shift and
amplitude shift between the solid part and the powder [67]. In addition, this modelling
approach does not address any stresses present in the solid structure that may limit the
frequencies that can be used. Coupling with a finite element model may provide such
information. The CFD model requires the input of RMS velocity, which could be obtained
from the RMS displacements of the FEA model. The FEA model would require the input
of the time-varying mass of the powder, which could be obtained from the CFD model. It
is also possible that this modelling could be extended to other powder types, for instance
to include recycled powder whose physical properties may have changed [14], or powders
used for Electron Beam Melting.
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