We consider the quantitative group testing problem where the objective is to identify defective items in a given population based on results of tests performed on subsets of the population. Under the quantitative group testing model, the result of each test reveals the number of defective items in the tested group. The minimum number of tests achievable by nested test plans was established by Aigner and Schughart in 1985 within a minimax framework. The optimal nested test plan offering this performance, however, was not obtained. In this paper, we establish the optimal nested test plan in a closed form. This optimal nested test plan is also order optimal among all test plans as the population size approaches infinity. Using heavy-hitter detection as a case study, we show via simulation examples orders of magnitude improvement of the group testing approach over two prevailing sampling-based approaches in detection accuracy and counter consumption. Other applications include anomaly detection and wideband spectrum sensing in cognitive radio systems.
I. INTRODUCTION
A. Classic Group Testing T HE group testing problem is concerned with identifying defective items in a given population by performing tests over subsets of the population. The objective is a test plan with a minimal number of tests identifies all defective items. Under the classic model, each test gives a binary result, indicating whether the tested group contains any defective items. The problem was first motivated by the practice of screening draftees with syphilis during World War II, and the idea of testing pooled blood samples from a group of people (rather than testing each person one by one) was initiated by Robert Dorfman [1] .
There are two formulations of the group testing problem, known as probabilistic group testing (PGT) and combinatorial group testing (CGT). The former is a Bayesian formulation that assumes a probabilistic model on the defective items and aims to minimize the expected number of tests for identifying all defective items [2] . The latter is a minimax formulation that assumes a deterministic value d for the total number of defective items and aims to minimize the number of tests in the worst case (among all compositions of the defective set of size d) [3] - [5] .
Under both formulations, the test plans can be adaptive or non-adaptive. Adaptive test plans are sequential in nature: which group to test next depends on the outcome of the previous tests. The studies in [2] - [4] mentioned above all focus on adaptive test plans. Non-adaptive group testing is a one-stage problem in which all actions are determined before any test is performed. Non-adaptive test plans are often represented by matrices [6] , [7] .
The classic group testing problem has seen a wide range of applications, including multiaccess communications [8] - [10] , idle channel detection in the radio spectrum [11] , compressed sensing [12] , network tomography [13] , and anomaly detection [14] , [15] . In particular, non-adaptive group testing has been widely applied to DNA sequencing and DNA library screening [6] , [16] .
B. Quantitative Group Testing
In a quantitative group testing problem, a test reveals the number of defective items in the tested group, a finer observation model than the binary model assumed in the classic group testing [5] . It is also known as the coin weighing problem with a spring scale first introduced by Shapiro in 1960 [17] . The problem is to identify d counterfeit coins in a collection of n coins. The weights of the authentic and counterfeit coins are known. Thus each weighing gives the number of counterfeit coins in the tested group.
Most studies on quantitative group testing focus on nonadaptive test plans, see, for example, [18] - [20] on the case of unknown d and [21] , [22] on the case of known d. Adaptive test plans have been studied mostly for the special case of d = 2 (see [23] - [25] ). Only a couple of results are available on adaptive test plans for the general case of 0 < d < n. In particular, Aigner and Schughart considered a class of adaptive test plans with a nested structure [26] . Specifically, in a nested test plan, once a test reveals a group containing defective items, the next test must be a proper subset of this group. They established the performance (i.e., the number of required tests) of the optimal nested test plan. The optimal nested test plan itself, however, was not obtained. In [27] , Bshouty developed a semi-adaptive test plan that integrates a bisecting search with a non-adaptive test plan. It was shown that this semi-adaptive test plan can be constructed in polynomial time and has a performance no worse than twice of the information-theoretic lower bound. However, the algorithm may fail to construct a valid test plan in certain cases. 1 The applications of quantitative group testing include the uniquely decodable codes for the noiseless n-user adder channel problem [28] , and the construction of unknown graphs from additive queries [22] , [23] . Several variations of the problem can be found in [29] - [31] .
C. Main Results and Applications
In this paper, we consider the quantitative group testing problem under the CGT formulation with adaptive test plan for both known and unknown d. As mentioned above, this problem with known d was first studied by Aigner and Schughart in [26] in which they established the number of tests required by the optimal nested test plan for identifying d defective items in a population of size n. To our best knowledge, the optimal nested test plan remains open. In this paper, we obtain the optimal nested test plan in closed form.
The optimal number of tests N (n, d) was given in [26] in the form of inequalities. From these inequalities, we obtain a closed-form expression of N (n, d). We also show that the sequence of N (n, d) in n for fixed d has a clean pattern which can be illustrated in a frame-segment structure. However, since N (n, d) is a nonlinear integer-valued function involving multiple layered ceiling functions, directly obtaining the optimal test plan from N (n, d) by solving an integer optimization problem is intractable. Our approach is to first establish three key properties of N (n, d) and of the optimal test plan. Based on these properties, we obtain the optimal test plan in closed form using induction, which also has a clean frame-segment structure corresponding to the pattern of N (n, d). We point out that establishing these properties of N (n, d) itself is nontrivial due to the complex nonlinearity of N (n, d) in both n and d.
We then focus on the application of heavy hitter detection for traffic monitoring and anomaly detection in the Internet and other communication networks. For Internet traffic, it is a common observation that a small percentage of high-volume flows (referred to as heavy hitters) account for most of the total traffic [32] . In particular, it was shown in [33] that the top (in terms of volume) 9% of flows make up 90.7% of the total traffic over the Internet. Quickly identifying the heavy hitters is thus crucial to network stability and security. However, the large number of Internet flows makes individual monitoring extremely inefficient if not impossible. A quantitative group testing approach to heavy hitter detection offers an efficient 1 One such example is when n = 200 and d = 52, the algorithm fails to construct the corresponding (3, 3 solution under which the number of required measurements for reliable detection grows logarithmically rather than linearly with the number of flows. Indeed, recent advances in software defined networking (SDN) allow programmable routers to count aggregated flows that match a given IP prefix [34] .
The quantitative group testing model stems from the fact that the difference between the average traffic rates of heavy hitters and normal flows is large, which allows for accurate estimation of the number of heavy hitters from random measurements of the aggregated traffic load. Through simulation examples, we examine the performance of the group testing approach in terms of detection delay, detection accuracy, and counter consumption. Significant improvement over two prevailing sampling-based approach is observed.
Other potential applications include detecting idle channels in the radio spectrum when the signal strength is relatively even across busy channels and much higher than the noise level in idle channels (the high SNR regime).
D. Discussion of Related Work
Much of the related work has been discussed in the preceding subsections. Here we provide additional related work, focusing on the comparison between adaptive and non-adaptive group testing approaches and the connection between quantitative group testing and compressed sensing.
1) Adaptive vs. Non-Adaptive Group Testing: Most work on group testing focuses on non-adaptive test plans. A nonadaptive test plan can be represented by a binary measurement matrix with columns corresponding to items, rows corresponding to tests, and the (i, j)th element indicating whether item j is included in the ith group test. Constructing the measurement matrix can be cast as a source coding problem, and the superimposed code and the uniquely decipherable code have been used in developing non-adaptive test plans (see, for example, [35] - [39] ). It is this connection to source coding that brings mathematical tractability to non-adaptive group testing, a treat seldom enjoyed by adaptive group testing. Allowing parallel implementation with all tests run simultaneously also makes non-adaptive test plans attractive in applications that involve a lengthy delay in obtaining test results. The disadvantages of non-adaptive test plans lie in the computational complexity of the coding/decoding processes, high storage requirement, and difficulty to adjust to cases with unknown or time-varying population compositions {n, d}.
Adaptive test plans, in contrast, are more suitable for online applications where the values of n and/or d are not prefixed. Furthermore, the optimal nested test plan developed in this work is given in closed form and has a clean frame-segment structure; little offline or online computation is needed. The inherent tree structure of the nested test plan also leads to low memory requirement. It is thus particularly attractive for online applications such as real-time heavy hitter detection where n and d are not prefixed and computational, memory, and counter resources are stringent.
2) Connection With Compressed Sensing: The quantitative group testing problem shares similarity with the compressed sensing problem. In compressed sensing, the objective is to recover a sparse signal from linear measurements. Specifically, given an n-dimensional sparse signal with a support size d, the goal is to identify the support set (non-zero elements of the signal) with a minimum number of projections. The differences between compressed sensing and quantitative group testing are in the signal model and constraints on the measurement/projection matrix. Most work on compressed sensing assumes real-valued signals and allow real-valued measurement matrices. Quantitative group testing, when viewed as compressed sensing, deals with binary signals that are not necessarily sparse and require the measurement matrix to be binary valued. There are a number of non-adaptive compressed sensing algorithms in the literature that result in binary-valued measurement matrices (see, for example, [40] - [45] ). However, in addition to the sparsity requirement, these non-adaptive strategies suffer the same difficulties as non-adaptive group testing algorithms in online applications as discussed above.
Several adaptive compressed sensing algorithms exist in the literature [46] - [49] . They were shown to outperform non-adaptive algorithms in sample complexity and detection performance. Most of the adaptive compressed sensing algorithms, however, are not directly applicable to quantitative group testing due to the real-valued measurement matrices. The only exceptions are [46] , [47] , in which two similar bisecting search approaches were introduced. While the problems formulated in [46] , [47] were to estimate a real-valued sparse signal under certain constraints, the bisecting search approach proposed there can be applied to the quantitative group testing problem and constitutes a suboptimal nested test plan. In this work, we develop the optimal nested test plan for combinatorial quantitative group testing.
II. PROBLEM FORMULATION
Consider a population of n items. It is known that among these n items, d are defective (the issue of unknown d is addressed in Section III-C). Let (n, d) denote the corresponding quantitative CGT problem. We assume that 1 ≤ d ≤ n − 1 to avoid the trivial scenarios of d = 0 and d = n.
For a given (n, d), an adaptive test plan π is a sequence of decision rules {π 1 , π 2 , . . .} where π t maps from the outcomes of the previous t − 1 tests to the subset of items to be tested in the tth test. With a slight abuse of notation, π t is also used to denote the subset of items tested in the tth test under test plan π. Let N π (n, d; D) denote the number of tests required for identifying all d defective items under π when the d defective items are specified by the set D. Note that n and d are known while D is unknown and is what the test plan needs to identify. Under the combinatorial formulation, the performance of a test plan is determined by the worst instance of D among all subsets with size d. The performance of π, denoted by N π (n, d), is thus given by
where [n] denotes the set of all n items.
In this work, we focus on a family of test plans that exhibit a tree structure. This family is referred to as the nested test plan as defined below.
Definition 1: An adaptive test plan π = {π 1 , π 2 , . . .} is a nested test plan if for all t ≥ 1 and k ≥ 1, the tested groups π t and π t+k at the tth and the (t + k)th tests satisfy either π t ∩ π t+k = π t+k or π t ∩ π t+k = ∅.
Based on the above definition, it is not difficult to show that for every instance of (n, d; D), the N π (n, d; D) tested groups {π 1 , π 2 , . . . , π N π (n,d;D) } form a tree. Specifically, consider a graph with N π (n, d; D) nodes representing each of the tested groups and a root node representing the set [n] of the entire population. An edge exists between two nodes if and only if one of them is the smallest superset of the other. It can be shown such a graph resulting from a nested test plan is acyclic.
Our objective is an optimal nested test plan π * given by
where Π denotes the family of all nested test plans. To simplify the notation, the performance of the optimal nested test plan π * is denoted by N (n, d) (rather than N π * (n, d)). For a given CGT (n, d), due to the symmetry among items, the worst-case performance N π (n, d) of any test plan π depends on the first test only through the size of the tested group but not the specific composition of the group. Suppose that the first test consists of m items and the outcome reveals that d 1 items among these m are defective. For a nested test plan, this first test decomposes the original CGT problem of (n, d) into two independent CGT problems of (m, d 1 ) and (n − m, d − d 1 ). Obviously, d 1 cannot exceeds m or d. At the same time, d 1 cannot be smaller than 0 or d − (n − m) (the latter is due to the fact that the n − m untested items consist of at most (n − m) defective items). Combined with the minimax nature of the CGT formulation, this leads to the following recursive equation for N (n, d):
where the maximization over d 1 is among integers in the range of max{0, d + m − n} to min{m, d} and the minimization over m can be set to integers 1, 2, . . . , n 2 (since testing a group of size m is equivalent to testing a group of size n − m).
Due to this decomposition of the problem into two independent problems of smaller sizes, a nested test plan is fully specified once the first test is determined for all possible population sizes n and all possible numbers d of defective items. Furthermore, since the composition of the tested group is inconsequential, specifying the size m of the first group test for all n and d suffices. Let M (n, d) denote the value of m that achieves N (n, d) in (3), i.e.,
The values of M (n, d) for all n ≥ 1 and 0 ≤ d ≤ n specify the optimal nested test plan for all CGT problems. We point out that when there are multiple values of the group size m that achieve the minimum in (4), M (n, d) is set to the smallest such value. A smaller group size is often preferred in practical applications.
The focus on nested test plan is motivated by its analytical tractability, its simple implementation, and its order optimality. Without imposing any structure, the optimal test plan is analytically intractable in general. Obtaining the optimal test plan numerically through exhaustive search is computationally prohibitive due to the combinatorial nature of the problem. The nested structure, however, leads to the clean recursive formulas in (3, 4) , offering the possibility of explicit analytical characterizations. Nested test plans also enjoy simpler implementation due to the tree-structured splitting of previously tested groups. This tree structure results in lower memory requirement for storing all past test outcomes. It also allows maintaining a certain contiguous property in each tested group, which is often desirable in practice. For example, for the application of heavy hitter detection, the contiguous property is in terms of all flows in the tested group sharing a common IP prefix, which simplifies the router configuration for packet count of the aggregated flow. For the application of spectrum sensing, the contiguous property is in terms of adjacency in the spectrum, which eases filter implementation. Lastly, the optimal nested test plan is order optimal among all test plans as shown in Section III-D.
III. THE OPTIMAL NESTED TEST PLAN
In this section, we establish the optimal nested test plan in closed-form. This result hinges on a compact closed-form expression of N (n, d) and its geometric block-constant structure as established in Lemma 1 below.
A. N (n, d) and Its Geometric Block-Constant Structure
In QGT, a test outcome reveals the number of defective items, thus also the number of non-defective items. This symmetry between defective and non-defective items readily leads to N (n, d) = N (n, n − d). It thus suffices to assume d ≤ n 2 unless otherwise noted.
The performance of the optimal nested tested plan is given in the following lemma.
where
Proof: The proof is based on the characterization of N (n, d) given in [26] in the form of the following three inequalities.
Detailed of the proof are given in Appendix A. Lemma 1 reveals an interleaved block-constant structure with geometrically growing block length of rate 2. As illustrated in Table I , the sequence of N (n, d) in terms of n for a fixed d consists of frames, with each frame containing d segments. The two positive integers l and k given in (6) and (7) are, respectively, the frame index and the segment index. Specifically, each sequence N (n, d) starts at n = 2d with N (2d, d) = 2d − 1 (recall that it is sufficient to consider d ≤ n 2 ). Following this initial value, the rest of the sequence is partitioned into frames with the frame length doubled from one frame to the next. Each frame consists of d segments of equal length with a segment length of 2 l in the lth frame (l = 1, 2, . . .). The value of N (n, d) is the same within a segment and increases by 1 from one segment to the next.
We point out that while N (n, d) was determined in [26] , it was specified through the three inequalities given in (8) (9) (10) . The expression given in Lemma 1 is not only more compact but also reveals the frame-segment structure of N (n, d). As shown in Section IV, this frame-segment structure of N (n, d) is the key to establishing the optimal nested test plan.
B. The Optimal Nested Test Plan
The theorem below characterizes the optimal nested test plan M (n, d) in closed form for all n and d.
where l and k are the frame and segment indexes as given in (6) and (7) . For d > n 2 , we have
The theorem above fully specifies the optimal nested test plan. A pseudo code implementation with a recursively called subroutine is given below.
As illustrated in Table II , M (n, d) as a sequence of n for a fixed d has the same frame-segment structure as N (n, d). Specifically, each sequence starts at n = 2d with M (2d, d) = 1. Initialize: D = ∅ 6:
if d = 0 then 7:
return D = ∅ 8:
else if d = n then 9:
return D = [n] 10:
The values of M (n, d) in each segment of the lth frame are consecutive integers from 1 to 2 l .
We postpone the proof of Theorem 1 to Section IV where we establish several key properties of N (n, d) that will be used in the proof.
C. The Optimal Nested Test Plan for CGT With Unknown d
We have so far focused on the standard CGT formulation which assumes a prior knowledge on the total number of defective items in the given population. For applications where this prior knowledge is unavailable, the question is how to start the first test: for any population size n, should the first test be carried over the entire population or a proper subset of the population with the size potentially depending on n? The answer is given in the following theorem.
Theorem 2: For a CGT problem with a population size n and an unknown number of defective items, the optimal nested test plan first tests the entire population.
Proof: Let d denote the number of defective items in the population of n. Suppose that the first test is not carried over the entire population, but rather on a subset of n 1 items. Due to the nested structure, any nested test plan π will break the problem with an unknown d into a sequence of CGT problems
Specifically, the test plan first tests a group of size n 1 , and with one test revealing the number d 1 of defective items in this group, the test plan then resolves the CGT problem (n 1 , d 1 ). Subsequently, the test plan determines the size n 2 of the next group of unidentified items to test, where the choice of n 2 may depend on the outcomes of past tests. The procedure continues until all items are identified. We thus have
Now consider the CGT problem (n, d). A slight modification of π that omits the group test of the last set of n K unidentified items (since the number of defective items in this last set can be deduced from past tests when d is known) gives a valid nested test plan for the CGT problem (n, d). We thus have
We then arrive at Theorem 2 by noticing that the lower bound of N (n, d) + 1 can be achieved by first testing the entire population and that π is an arbitrary nested test plan.
With the first test revealing the total number d of defective items, the problem is then reduced to a CGT of (n, d).
D. Order Optimality and the Approximation Ratio of the Optimal Nested Test Plan
The logarithmic order of N (n, d) in terms of n can be readily seen from the closed-form expression. Specifically, we can write N (n, d) in (5) as
where n 2 l − d − 1 is bounded between 0 and d − 1. We compare below the order of N (n, d) with that of N * (n, d) , the minimum number of tests achievable among all test plans.
Likening the group testing problem (n, d) to a source coding problem with the entropy of the source given by log d n d and each test outcome representing one letter in the corresponding codeword, we can easily obtain a lower bound of log d n d (the minimum expected codeword length) on N * (n, d) . Thus, for all fixed d, the optimal nested test plan has a constant (i.e., independent of n) approximation ratio that is asymptotically bounded by
In other words, for all fixed d, the optimal nested test plan is order optimal among all test plans.
Note that whether the information-theoretic lower bound of log d n d is achievable is still an open question, since not every coding scheme can be mapped to a valid test plan. In particular, while a source code has no constraint in choosing each letter of a codeword, the sequence of test outcomes are bound by the specific configuration of the given population. For example, a test outcome cannot take a value greater than the size of the tested group, and the test outcome of a subset of a previously tested group must be consistent with the test outcome of that group. In fact, a negative answer has been established when we restrict to non-adaptive test plans. Thus, the asymptotic bound on the approximation ratio given in (14) may be a pessimistic one. A more detailed discussion on achievable performance and a comparison between quantitative and Boolean group testing are given in Section V. IV. PROPERTIES OF N (n, d) AND PROOF OF THEOREM 1
A. Properties of N (n, d)
We first establish three properties of N (n, d), which will be used in proving the closed form of M (n, d) in Theorem 1.
Properties:
d=0 is a strictly increasing sequence in d, i.e.,
[P2] {N (n, d)} n d=0 is a concave sequence in d, i.e., for
[P3] For all d ≤ n 2 and m ≤ n The strict increasing property [P1] is proved via induction in n and is the key property used to prove [P2]. [P3] is proved based on [P2] and is the main tool for proving Theorem 1. It is used to show that, when m = M (n, d), the worst case occurs at d 1 = 0, i.e., the maximization over d 1 in (4) is achieved at d 1 = 0. The proof of these three properties can be found in Appendix B.
B. Proof of Theorem 1
We now provide a proof of Theorem 1. It suffices to consider d ≤ n 2 . The proof hinges on [P3] shows that when m = M (n, d) the worst case occurs at d 1 = 0. Therefore, N (n, d) equals 1 + N (n − M (n, d), d) , which is the number of tests in the previous segment plus 1 according to the frame-segment structure of N (n, d) . The detailed proof follows below.
We first establish the initial value M (2d, d) = 1 of every sequence d. From Lemma 1, we have N (2d, d) = 2d − 1, which can be achieved by testing all but the last item one by one, i.e., M (2d, d) = 1.
For n > 2d, recall the frame-segment of N (n, d) as illustrated in Table II . Consider the x-th (x = 1, . . . , 2 l ) element in the k-th segment of the l-th frame, i.e., n = 2 l (d + k − 1) + x.
Then (11) is equivalent to
For notational simplicity, when the test plan selects the subset with size m to test, let φ(m; n, d) denote the worst case number of tests for the subsequent testing under the optimal nested test plan, i.e., φ(m; n, d) = max
Recall that M (n, d) is chosen as the minimum value of the group size m that achieves the optimal performance N (n, d).
To show (15) , it suffices to show that
When m < x, we have
where (a) holds by setting d 1 = 0 in (16) − N (x, 1)
With (18), based on [P3], we thus have
i.e., m = x achieves the optimal performance N (2 l (d + k − 1) + x, d). We then conclude that M (2 l (d + k − 1) + x, d) = x. 
V. COMPARISON BETWEEN QUANTITATIVE AND BOOLEAN GROUP TESTING
It is informative to summarize and compare the best known results for quantitative and Boolean CGT. In particular, it is of interest to examine the potential gain offered by quantitative test outcomes over Boolean test outcomes.
A. Comparison for Cases With Known d
We first consider the case when the total number d of defective items is known. We summarize in Table III the best known lower bounds and upper bounds for Boolean CGT and quantitative CGT.
For Boolean CGT, when restricted to non-adaptive test plans, the tightest lower bound on the number of required tests was established in [5] to be d 2 log 2 n 24 log 2 d , which is strictly greater than the information-theoretic lower bound of log 2 n d . In other words, the information-theoretic lower bound cannot be achieved by non-adaptive test plans. The best known non-adaptive test plan appears to be the one developed in [50] based on disjunct code. However, there remains a gap between the performance of this best known test plan and the tightest lower bound (see Table III ). This gap has also been studied in [52] from the perspective of the asymptotic rate of the Boolean group testing algorithms. When considering adaptive test plans, the information-theoretic lower bound can be asymptotically achieved by the adaptive Generalized Binary Splitting (GBS) algorithm developed in [5] for all fixed d.
For quantitative CGT, the tightest lower bound of the non-adaptive test plan on the number of required tests is 2d log d n d [19] , [21] , which is about twice the informationtheoretic lower bound of log d n d for large n. Grebinski and Kucherov [51] established the existence of a non-adaptive test plan with a performance of 4d log d n d . However, this upper bound result is non-constructive, and no non-adaptive test plan is known to achieve this upper bound. For the adaptive test plans, the optimal nested test plan established in this work appears to be the first for the general quantitative CGT problem and achieves order optimality for all fixed d.
The comparison in Table III shows that results on quantitative CGT are much less complete than Boolean CGT. In particular, it remains to be an open question whether the informationtheoretic lower bound can be achieved by an adaptive test plan for quantitative CGT. Consequently, whether a gain of log 2 d indicated by the information-theoretic lower bound for quantitative CGT over Boolean CGT can be realized remains elusive. Nonetheless, it can be shown that the worst-case performance of the optimal nested test plan is strictly better than the Boolean CGT lower bound log 2 n d . In Fig. 1 , we compare the average performance of the optimal nested test plan with quantitative test outcomes with that of GBS, the best known adaptive test plan for Boolean CGT. The objective is to illustrate the potential gain offered by quantitative test outcomes over Boolean test outcomes. As shown in Fig. 1 , for a CGT with n = 500, the gain increases with d and can be up to 25%.
B. Comparison for Cases With Unknown d
We now consider the case with unknown d. For quantitative CGT, a single test of the entire population reveals d and reduces the problem to a CGT (n, d) with a known d. For Boolean CGT, however, most existing test plans rely on the knowledge of d and do not easily extend to the case with unknown d. For example, the aforementioned best known non-adaptive test plan and the best adaptive test plan GBS both require the knowledge of d. How to estimate d based on Boolean test outcomes is highly nontrivial.
One approach to Boolean CGT with unknown d is binary splitting, which is also asymptotically optimal. In Fig. 2 , we compare the average performance of the nested test plan with quantitative test outcomes with that of a bisection search for Boolean CGT. Fig. 2 shows that when d is unknown, the gain offerred by quantitative test outcomes over Boolean test outcomes increases, with up to 50% gain for the same CGT problem tested in Fig. 1 .
VI. APPLICATION TO HEAVY HITTER DETECTION
In this section, we study the application of quantitative group testing to the heavy hitter detection problem. Consider a network consisting of n flows, each modeled as a random process with a certain packet arrival rate. Assume that among the n flows, n x are heavy hitters with rate λ x , and n − n x are normal flows with rate λ y . Define
as the fraction of heavy hitters in terms of the number of flows and the total traffic volume, respectively. For Internet traffic, we typically have ρ around 10% to 20% and η around 80% to 90%. The problem is to identify the n x heavy hitters quickly and reliably. The performance metrics of interest are detection delay, detection accuracy, and counter consumption. Detection delay is defined as the average time taken to identify all heavy hitters. Detection accuracy is measured by the false positive rate α and false negative rate β defined as α = Number of falsely identified heavy hitters n − n x ,
Counter consumption is given by the number of flow counters required by a heavy hitter detector. In the group testing algorithm, each test requires a counter, and the counter can be reused. Since flow counters rely on the high-speed TCAM (ternary content-addressable memory) entries which are scarce resources in routers, detectors with low counter consumption are desired. Without loss of generality, the arrival rate λ y of normal flows in all simulation examples is normalized to 1. The time unit is thus determined by the expected inter-arrival time of a normal flow, which is in the millisecond scale or smaller in typical Internet traffic.
A. Quantitative Group Testing for Heavy Hitter Detection
In the quantitative group testing formulation, it is assumed that the test result reveals the number of defective items without any error. A test plan can thus correctly identify all defective items. In the application of heavy hitter detection, the number of heavy hitters needs to be estimated from random observations of packet arrivals in an aggregated flow. The estimation errors lead to false positives and false negatives in the final detection result. We show below via simulation examples that the large gap in the arrival rates of normal flows and heavy hitters allow accurate estimation of the number of heavy hitters from random packet arrivals. Consequently, the optimal nested test plan given in Theorem 1 offers attractive performance in detection accuracy.
In the first example, we assume that each flow is an independent Possion process. We employ the maximum likelihood estimator (MLE) in estimating the number of heavy hitters in each group test. Consider, without loss of generality, the first group test that aggregates all n flows. Let z denote the number of packet arrivals observed in T time units in the aggregated flow. It is easy to see that the likelihood function is given by
The ML estimate of n x is given bŷ n x = arg max n x =0,1,...,n L(n x |z).
The above integer optimization can be simplified to the followingn
where i 0 = (z /T )−n λ y λ x −λ y . The above simplification results from the fact that L(n x |z), when viewed as a function of a real-valued argument n x , is unimodal with the maximum value achieved at (z /T )−n λ y λ x −λ y . From Fig. 3 we observe that for all typical values of ρ and η, the group testing approach offers good detection reliability using only T = 2 time units for each group test. Furthermore, the detection performance improves when η increases and/or ρ decreases, since both result in a larger gap between λ x and λ y , thus better estimates of the number of heavy hitters from random packet arrivals.
The observation that a larger gap between the rates of heavy hitters and normal flows leads to better detection accuracy may also be deduced from the Cramér-Rao lower bound on the meansquared error (MSE) of estimating n x . Treating n x as a realvalued argument, we obtain the lower bound as
showing smaller estimation error when (λ x − λ y ) increases for a fixed λ y . Since the likelihood function is unimodal, we may expect that the MSE in estimating a real-valued proxy of n x preserves the general property of the original integer estimation problem. The MLE requires the knowledge of the flow distribution and can be computationally expensive for general distributions. An alternative is a simple sample mean estimator (SME) given bŷ
where [·] denotes the operation of taking the nearest integer. The detection performance of the optimal nested test plan with SME for log-normal distributed flows is shown in Fig. 4 . By increasing the observation time to T = 5 for each group test, SME leads to similar detection accuracy for heavy-tailed flows.
B. Comparisons With Prevailing Heavy Hitter Detectors
In this section, we compare the proposed group testing approach with two prevailing sampling-based algorithms for heavy hitter detection. The first is the Sampled NetFlow algorithm introduced and implemented by Cisco [53] . Under this algorithm, one out of every r packets is sampled. If the sampled packet is from a flow that has a counter established, the counter of this flow increases by one. Otherwise, a new counter is created for this flow until all available counters have been used. The sampling rate r can be chosen, often heuristically, based on the router configuration. The second algorithm is the Sample and Hold scheme introduced in [54] . Under this algorithm, the flow ID of every packet is checked. If the packet is from a flow that has a counter established, the counter of this flow increases by one. Otherwise, with probability p a new counter is created for this flow until all available counters have been used. For both algorithms, at the end of the detection window, the n x flows with the top packet counts are declared as heavy hitters, and the rest as normal flows.
In the first example, we compare the detection accuracy as a function of the detection window of all three algorithms under a stringent counter budget. Specifically, the total number c of available counters is set to 3. For the group testing approach, c determines the maximum number of group tests that can be performed simultaneously since each group test requires counting the number of packet arrivals within an observation window of length T . The observation window T varies from 1 to 5, resulting in a detection delay (i.e., detection window) of 11 to 55 (see the x-axis of Fig. 5 ). All three algorithms are implemented over the same detection window with the same realizations of the flow processes. The parameters r and p for the two sampling-based approaches are set to their optimal values using a brute force numerical search. From Fig. 5 we observe that the group testing approach offers orders of magnitude improvement in detection accuracy under the same counter budget. Furthermore, the reliability of the group testing approach improves significantly when the detection window increases, while the reliability of the two sampling-based approaches remain roughly the same. This is due to the fact that a longer detection window allows a longer observation window T for each group test, thus smaller error in estimating the number of heavy hitters in each test. For the sampling-based approaches, however, detection accuracy is mainly limited by the counter budget.
In the second example, we compare the counter consumption of the three algorithms by plotting the false positive and false negative rates as functions of the number of counters as shown in Fig. 6 . The detection window τ is fixed to 568 time units for all algorithms. Again, the parameters r and p for the two sampling-based approaches are chosen optimally for each setting. For the group testing approach, the observation window T is chosen based on the counter budget so that all tests can be finished within the detection window. More specifically, with more counters, more tests can be performed simultaneously, and each test can use more observations, resulting in better detection accuracy. In particular, with a single counter, we need to set T = 1 in order to finish the test plan within the detection window. From Fig. 6 we observe that the group testing approach reduces counter consumption from hundreds to only a handful for the same level of detection accuracy.
VII. CONCLUSION
We studied the quantitative group testing problem within the combinatorial group testing framework. The optimal nested test plan was established in closed form. Its application in heavy hitter detection was studied and its performance compared with prevailing sampling-based approaches.
Several other group testing models have been considered in the literature. In particular, the semi-quantitative group testing (SQGT) [38] and the threshold group testing (TGT) [55] can be considered as noisy quantitative group testing with specific noise models. Establishing the optimal nested test plan under these models are interesting future directions. Recent results in [56] , [57] on a tree-structured dynamic search strategy under noisy observations directly apply to noisy group testing problems with general and potential unknown noise models. While the active inference strategies developed in [56] , [57] offer order-optimal performance, the specific noise models of SQGT and TGT may be exploited for better performance in the finite regime.
APPENDIX A PROOF OF LEMMA 1
Consider first the initial value of each sequence with n = 2d. This corresponds to l = 0, k = d. Setting t = 2, i = 0 in (9), we have
Together with (8), we arrive at
When n > 2d, based on the definition of l and k, we write n as
Let x = n − (d + k − 1)2 l . It is easy to see that l ≥ 1, 1 ≤ k ≤ d, and 1 ≤ x ≤ 2 l . Based on (27) , (5) is equivalent to
Setting t = l + 1, i = k − 1 in (10), we have
Setting t = l + 1, i = k for 1 ≤ k ≤ d − 1 and t = l + 2, i = 0 for k = d in (9), we have,
From (29) and (30) we have, for all x = 1, 2, . . . , 2 t−1 ,
which leads to (28) . Here we have used the monotonicity property of N (n, d), i.e., N (n, d) ≤ N (n + 1, d), ∀n ≥ 2d.
APPENDIX B PROOF OF PROPERTIES OF N (n, d)
In this appendix, we provide the proof of the three properties [P1]-[P3] introduced in Section IV.
A. Proof of [P1]
The proof is based on induction in n using the recursive formulas in (3) and (4).
Let d * 1 (m; n, d) denote the maximizer that achieves φ(m; n, d) as defined in (16) m; n, d) ).
(31) Note that since d and m are restricted to no greater than n 2 , we have 0 ≤ d * 1 (m; n 0 , d) ≤ min{m, d}. The initial condition of the induction is easy to check: N (2, 1) = 1 > N(2, 0) = 0. Now assume that there exists an n 0 > 2 such that for every n < n 0 , {N (n, d)} n/2 d=0 is a strictly increasing sequence in d. Based on this induction assumption, we prove next that {N (n 0 , d)} n 0 /2 d=0 is strictly increasing in d. It is straightforward that N (n 0 , 0) < N(n 0 , 1). When d > 2, we prove the statement by considering separately the cases when n 0 is odd and when n 0 is even.
Case 1: n 0 is odd. The basic idea of the proof is to show that for all m = 1, . . . , n 2 , φ(m; n 0 , d − 1) < φ(m; n 0 , d).
Then from (3), we arrive at [P1]. Next, we show (32) by considering the following two cases in terms of the value of d * 1 (m; n 0 , d − 1):
It is easy to see that (33) and (34) cover all possible values of d * 1 (m; n 0 , d − 1) since the upper limit in (33) is greater than the lower limit in (34) given that m ≤ n 0 2 and d ≤ n 0 2 . When (33) is true, we have
where (a) holds since d * 1 (m; n 0 , d − 1) + 1 is in the range {0, . . . , min{m, d}} of the maximizer for φ(m; n 0 , d); (b) follows from the induction hypothesis and the fact that d * 1 (m; n 0 , d − 1) < m 2 given in (33) , and (c) follows from (31) . We thus arrive at (32) .
When (34) is true, by noticing that d * 1 (m; n 0 , d − 1) is within the range {0, . . . , min{m, d}} of the maximizer for φ(m; n 0 , d), we have φ(m; n 0 , d)
This concludes the proof for Case 1.
Case 2: n 0 is even. For d < n 0 2 , the proof follows the same line of argument as in Case 1. Now consider d = n 0 2 . We need to prove N (n 0 , n 0 2 − 1) < N(n 0 , n 0 2 ). Base on Lemma 1, we have N (n 0 , n 0 2 ) = n 0 − 1. Then it is equivalent to prove N (n 0 , n 0 2 − 1) < n 0 − 1. When m is even, d * 1 (m; n 0 , n 0 2 − 1) is covered by (33) and (34) . The same line of arguments as in Case 1 leads to φ m; n 0 , n 0 2 − 1 < φ m; n 0 , n 0 2 .
Based on the unimodal property of {N (n, d)} n d=0 given in [P3], we further have
i.e., φ m; n 0 ,
where (38) is based on Lemma 1. Therefore, we have, for all even m,
When m is odd, based on [P3] and Lemma 1, we have
With (39) and (40), we have N n 0 , n 0 2 − 1 = 1 + min m φ m; n 0 , n 0 2 − 1 < n 0 − 1,
i.e., N n 0 , n 0 2 − 1 < N n 0 , n 0 2 .
B. Proof of [P2]
We first establish the following lemma. be an arbitrary increasing and concave sequence. Define, for
where τ = min{x − u, s}. Then F (x) is increasing and concave.
This lemma is rather intuitive given that F (x) is the maximum of shifted versions of f (x) which is increasing and concave. An numerical example with s = 3 is given in Fig. 7 .
Next we provide a detailed proof of this lemma. Our objective is to show Based on the definition of F (x), we have
Define k * as
i.e.,
Based on this definition, we have
Based on (43) and (44), due to the monotonicity and the concavity of f (x) and {c k } n k =1 , we can easily prove
From (45) and (46), respectively, we have
Remark: Based on the same arguments introduced above, it is not difficult to prove that f (x − k) + c k is monotonically increasing in k when k ≤ k * and monotonically decreasing in k when k ≥ k * .
Next, based on the definition of k * and the above remark, we will prove that
Notice that, here we assume f (x − k − 1) and c k +1 have definitions on k = k * . If either of them does not exist, without loss of generality, we can simply discard the corresponding item in the maximum equation in (49) and (50) . Based on (45), we have
f (x − (k * + 1)) − c k * ≥ f (x − (k * + 2)) + c k * +1 . (52) Based on (46), we have
Due to (52) , (54) and the previous remark, we can shown that f (x − k − 1) + c k is monotonically increasing with k when k ≤ k * − 1 and monotonically decreasing with k when k ≥ k * . (49) is thus proved.
Similarly, based on (45) and (46), we can show that f (x − k * ) + c k * +1 ≥ f (x − (k * + 1)) + c k * +2 , f (x − (k * − 2)) + c k * −1 ≤ f (x − (k * − 1)) + c k * , (55) which shows that f (x − k + 1) + c k is monotonically increasing with k when k ≤ k * and monotonically decreasing with k when k ≥ k * + 1 based on the above remark. (50) is thus proved.
In conclusion, now we have Then, based on (44), the objective equation (42) is proved.
If F (x − 1) = f (x − k * − 1) + c k * and F (x + 1) = f (x − k * ) + c k * +1 , we have
Then, based on (43), we arrive at (42) , which completes the proof of Lemma 2. We now prove [P2] based on Lemma 2. Based on the symmetry property of N (n, d) , it is sufficient to consider d = 0, 1, . . . , n 2 . The proof is based on induction in n using the recursive formulas in (3, 4) . The initial condition of the induction is easy to check : N (2, d) is a concave function of d for 0 ≤ d ≤ 1. Now assume that there exists an n 0 > 2 such that for every n < n 0 , {N (n, d)} n/2 d=0 is a concave sequence in d.
Based on this induction assumption, we prove next that {N (n 0 , d)} n 0 /2 d=0 is a concave sequence in d. In the following proof, for given n and m, φ(m; n, d) in (16) is viewed as a function of d. The maximizer of (16) defined as is also viewed as a function of d. We show next that for given n 0 and m, φ(m; n 0 , d) is concave in d. Since m ≤ n 0 2 , d ≤ n 0 2 , based on the symmetric property N (n, d) = N (n, n − d) and the increasing property (59) Note that N (n 0 − m, d − d 1 ) is an increasing (based on [P1]) and concave (based on the induction hypothesis) function of d. For the same reasons, {N (m, d 1 )} d 1 d 1 =d 1 is an increasing and concave sequence in d 1 . Then Lemma 2 immediately shows that φ(m; n 0 , d) is increasing and concave in d, i.e., 2φ(m; n 0 , d) ≥ φ(m; n 0 , d − 1) + φ(m; n 0 , d + 1). 
We thus have

C. Proof of [P3]
[P3] can be easily deduced from [P2] as follows. The condition in [P3] is equivalent to N (m, 1) − N (m, 0) ≤ N (n − m, d) − N (n − m, d − 1).
Applying the concavity property in [P2] to both sides of this equality leads to N (m, 2) − N (m, 1) ≤ N (n − m, d − 1) − N (n − m, d − 2), which is equivalent to the statement in [P3] for d 1 = 2. Following the same line of argument, we arrive at [P3] for d 1 = 1, 2, . . . , min{m, d}.
