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Adjacency Graphs and Long-Range Interactions of Atoms in Quasi-Degenerate States:
Applied Graph Theory
C. M. Adhikari, V. Debierre, and U. D. Jentschura
Department of Physics, Missouri University of Science and Technology, Rolla, Missouri 65409-0640, USA
We analyze, in general terms, the evolution of energy levels in quantum mechanics, as a function
of a coupling parameter, and demonstrate the possibility of level crossings in systems described by
irreducible matrices. In long-range interactions, the coupling parameter is the interatomic distance.
We demonstrate the utility of adjacency matrices and adjacency graphs in the analysis of “hidden”
symmetries of a problem; these allow us to break reducible matrices into irreducible subcomponents.
A possible breakdown of the no-crossing theorem for higher-dimensional irreducible matrices is
indicated, and an application to the 2S–2S interaction in hydrogen is briefly described. The analysis
of interatomic interactions in this system is important for further progress on optical measurements
of the 2S hyperfine splitting.
I. INTRODUCTION
In quantum mechanical systems described by a (2 ×
2)-matrix, no level crossings can typically occur [1, 2].
This is known as the “no level crossing theorem” and
often illustrated on the basis of the simple (2× 2)-model
Hamiltonian matrix
H ′ = H + P =
(
E1 0
0 E2
)
+
(
0 C g
C g 0
)
, (1)
where E1 and E2 are the unperturbed energy levels, C is
a parameter, and g is the coupling constant. The energy
levels are
E± =
1
2
(E1 + E2) +
1
2
√
(E1 − E2)2 + 4(C g)2 . (2)
As a function of g, one obtains two hyperbolas, with the
distance of “closest approach” between the energy levels
occurring for g = 0, with a separation |E+ − E−| =
|E1−E2|. For a level crossing to occur at g = 0, one has
to have E1 = E2. The larger the perturbation, the more
the energy levels “repel” each other.
However, the situation is less clear for more complex
systems involving more than two energy levels. To this
end, we shall analyze a higher-rank matrix which de-
scribes energy levels some of which repel each other on
the basis of inter-level couplings, in a system which ob-
viously can be broken into smaller subcomponents (i.e.,
the Hamiltonian is a reducible matrix having irreducible
submatrices). As the levels in the irreducible subsystems
evolve from the weak-coupling to the strong-coupling
regime, those coming from different irreducible subma-
trices cross. When additional couplings are introduced
between the subsystems, the matrix becomes irreducible.
In this case, we shall demonstrate that some of the level
crossings are avoided, but not all. Our example will be
based on a (6× 6)-matrix.
Another question which sometimes occurs in the anal-
ysis of interatomic interactions, and other contexts in
quantum mechanics, concerns the reducibility of a ma-
trix. Reducible tensors are usually introduced in the
context of the rotation group. Under a rotation, scalars
transform into scalars, vectors transform into vectors,
quadrupole tensors transform into quadrupole tensors,
and so on. It means that a matrix representation of the
rotation would have an obvious block structure when for-
mulated in terms of the irreducible tensor components.
For example, a trivially reducible matrix is
H ′′ =

 E1 C g 0C g E2 0
0 0 E3

 , (3)
as it can obviously be broken into an upper (2 × 2) sub-
matrix equal to H ′, and a lower (1 × 1) submatrix just
consisting of the uncoupled energy level E3.
The question of whether a higher-dimensional matrix is
reducible, can be far less trivial to analyze. For example,
in a (24×24) matrix, as has been recently encountered in
our analysis of the 2S–2S hyperfine-resolved interactions
in hydrogen [3], entries can follow a rather irregular pat-
tern, and the analysis then becomes far less trivial. The
possibility to break up a matrix into irreducible subcom-
ponents is equivalent to a search for “hidden” symmetries
of the interaction which imply that only sublevels of spe-
cific symmetry are coupled.
After a brief look at level crossings in Sec. II, we con-
tinue with an analysis of irreducible (sub-)matrices in
Sec. III. An application of the concepts developed to
the 2S–2S hyperfine interaction in hydrogen is briefly
described in Sec. IV.
II. COUPLINGS AND LEVEL CROSSINGS
Let us consider the 6 x 6 matrix
H0 =


E1 C1 g C1 g 0 0 0
C1 g E2 C1 g 0 0 0
C1 g C1 g E3 0 0 0
0 0 0 E4 0 0
0 0 0 0 E5 C1 g
0 0 0 0 C1 g E6

 (4)
This matrix consists of a mutually coupled (irreducible)
upper (3 × 3)-block, an irreducible lower (2 × 2)-block,
2FIG. 1. Evolution of the energy levels Ej(g) of the matrix H0
given in Eq. (4), for the parameter choice given in Eq. (5).
One can clearly discern the mutual “repulsion” between the
lowest three energy levels E1,2,3, stemming from the upper
(3×3)-block of the matrix (4), and the same repulsion among
the highest energies E4,5, stemming from the upper (2 × 2)-
block of the matrix (4). The level crossings occur with respect
to the uncoupled level E3, which is independent of g.
and one uncoupled state in the middle, with energy E3.
For the choice
Ej = j , C1 = 1 , (5)
the evolution of the eigenenergiesEj → Ej(g) is analyzed
in Fig. 1. Specifically, the level crossings occur at
E3(g
′) = E4(g
′) = 4 , g′ = 0.879 385 , (6a)
E3(g
′′) = E5(g
′′) = 4.326 328 ,
g′′ = 1.061 840 , (6b)
E4(g
′′′) = E5(g
′′′) = 4, g′′′ =
√
2 . (6c)
Let us now add a further perturbation H1,
H1 =


0 0 0 C2 g 0 C2 g
0 0 0 0 0 0
0 0 0 0 0 0
C2 g 0 0 0 0 0
0 0 0 0 0 0
C2 g 0 0 0 0 0

 , (7)
where C2 is another parameter, to obtain the total Hamil-
tonian
H = H0 +H1 =


E1 C1 g C1 g C2 g 0 C2 g
C1 g E2 C1 g 0 0 0
C1 g C1 g E3 0 0 0
C2 g 0 0 E4 0 0
0 0 0 0 E5 C1 g
C2 g 0 0 0 C1 g E6

 .
(8)
In the total Hamiltonian H , the previously uncoupled
level E4 is now coupled to the upper (3× 3) block by the
term C2, and an additional coupling between the lower
FIG. 2. Evolution of the energy levels Ej(g) of the matrix H
given in Eq. (8), for the parameter choices given in Eqs. (5)
and (9). In comparison to Fig. 1, the ordinate axis is com-
pressed in order to focus on the level crossings. The cross-
ings (6a) and (6b) have turned into anticrossings, in view of
the mutual level repulsion as the inter-level couplings are in-
troduced, in accordance with the no-crossing theorem. How-
ever, the crossing (6c) is retained (with a slightly different
values of g′′′), with the twist that it takes place between E3
and E4 this time (instead of E4 and E5 as in the previous
case). This change is due to the fact that the crossing (6a)
between E3 and E4 and the crossing (6b) between E3 and E5
are now avoided.
FIG. 3. Close-up of Fig. 2 in the region E3(g) ≈ E4(g) ≈ 4,
and g ≈ gcr =
√
2, with ǫ = 10−128. This plot was obtained
using extended-precision arithmetic, using a computer algebra
system [4]. The observed numerical behavior is consistent
with the persistence of the level crossing for the irreducible
matrix.
(2 × 2) block and the upper (3 × 3) block is introduced
in the extreme upper right and lower left corners of the
matrices H1 and H . In Fig. 2, we study the evolution of
the energy levels of H for the parameter choice
C2 =
3
10
. (9)
It is clearly seen that the level crossings (6a) and (6b)
now turn into avoided crossings, while the crossing (6c)
is retained, but now occurs between E3 and E4 and not
3between E3 and E4. This difference is due to the avoided
crossings.
The value of the energy at the crossing occurs at the
coupling g = gcr,
Ecr = E3(gcr) = E4(gcr) = 4 , gcr =
√
2 . (10)
We have verified (see Fig. 3) that the crossing persists un-
der the use of extended-precision arithmetic, where the
parameter ǫ = 10−128 (on the level of Fortran “hexade-
cuple precision”) is employed in a numerical calculation
of the eigenvalue near the crossing point, in order to en-
sure that the persistence of the crossing is not an artefact
due to an insufficient numerical accuracy in the calcula-
tion. One might otherwise conjecture that the “crossing”
would turn into an “avoided crossing” when looking at
the crossing point with finer numerical resolution.
For C1 = 1, as a function of C2, the eigenvectors at
the degenerate eigenvalue Ecr = 4 (where the crossing
occurs) can be determined analytically; they read as
v3 =
(
0,− C2
1 +
√
2
,−
√
2C2
1 +
√
2
, 0,−
√
2, 1
)
, (11a)
v4 =
(
0,− C2
1 +
√
2
,−
√
2C2
1 +
√
2
, 1, 0, 0
)
. (11b)
A comparison of Fig. 1 to Fig. 2 reveals that the crossing
“actually” occurs between the levels 4 and 5. Accord-
ing to the adjacency graph in Fig. 5, the levels 4 and 5
are the most distant ones in comparison to the levels 2
and 3 which constitute the C2-dependent “admixtures”
at the crossing. According to Eq. (11), Furthermore, in
the limit C2 → 0, the eigenvectors v3 and v4 given in
Eq. (11) have contributions only from the unperturbed
levels 4, 5, and 6; the latter are not directly coupled to the
levels 2 and 3 in the adjacency graph in Fig. 5. Appar-
ently, the no-crossing theorem discussed in Ref. [5] does
not hold for higher-dimensional matrices, while crossings
in 2× 2 matrices are strictly avoided in view of this the-
orem (see Chap. 79 of Ref. [6]).
A comparison of Figs. 1 and 2 reveals that the num-
ber of crossings is seen to be reduced for the case of the
irreducible Hamiltonian matrix, but it is not zero.
III. FINDING IRREDUCIBLE SUBMATRICES
We shall briefly discuss how to establish, by a formal,
generalizable, method, that the matrix given in Eq. (4)
is reducible, while the matrix (8) is irreducible.
Let us look at a general (n×n) matrix and associate it
with the flight plan of a specific airline, with a nonvanish-
ing entry, equal to unity, at position (i, j), denoting the
existence of a direct flight between the cities i and j. If
the matrix element (i, j) is zero, then no such direct con-
nection exists. This matrix is known as the “adjacency
matrix” U of the airline connection. A nonvanishing en-
try at position (i, i) could be interpreted as a “sightseeing
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FIG. 4. Adjacency graph for the matrix U0 given in Eq. (13).
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FIG. 5. Adjacency graph for the matrix U given in (15).
flight” starting and ending at city i. There could be an
indirect coupling between cities i and j, if not by a direct
flight, then via a connection through some city k. If there
is a connection with one intermediate stop, then it is ob-
vious that the square of the adjacency matrix will have a
unit entry at position (i, j). Nonzero entries in U2 repre-
sent the cities that connect with connecting flights (one
intermediate stop only). More specifically, the entries in
the square of the adjacency matrix count the number of
possibilities that one can fly from city i to city j with
exactly one intermediate stop. If the airline serves n air-
ports and one cannot go from city i to city j with n− 1
intermediate stops, then one cannot go city i to city j at
all. One has exhausted the possibilities. Let U denote
the adjacency matrix. It means that if the matrix
A =
n∑
i=1
U i = U + U2 + . . .+ Un (12)
still has a zero entry at position (i, j), then the airline
must be serving at least two disconnected sets of desti-
nations; this in turn is equivalent to showing that the
adjacency matrix is reducible. The algorithm for test-
ing the reducibility of an input matrix M is now clear.
One replaces all nonzero entries in the input matrix M
by unity, obtaining the adjacency matrix U . One then
calculates the accumulated adjacency matrix A accord-
ing to Eq. (12). If there are zero entries in A, then M
must be reducible.
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FIG. 6. Adjacency graph for the matrix UFz=0 given in
Eq. (24).
The adjacency matrix U0 for H0 given in Eq. (4) is
U0 =


1 1 1 0 0 0
1 1 1 0 0 0
1 1 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 1
0 0 0 0 1 1

 , (13)
resulting in
A0 =
6∑
i=1
U i0 =


364 364 364 0 0 0
364 364 364 0 0 0
364 364 364 0 0 0
0 0 0 6 0 0
0 0 0 0 63 63
0 0 0 0 63 63

 , (14)
clearly displaying the reducibility and the three subma-
trices. The corresponding adjacency graph is given in
Fig. 4. These observations only confirm the intuitive un-
derstanding gathered by inspection of H0.
For the matrix H given in Eq. (8), the adjacency ma-
trix is
U =


1 1 1 1 0 1
1 1 1 0 0 0
1 1 1 0 0 0
1 0 0 1 0 0
0 0 0 0 1 1
1 0 0 0 1 1

 , (15)
resulting in
A =
6∑
i=1
U i =


836 604 604 354 178 426
604 453 453 250 106 284
604 453 453 250 106 284
354 250 250 158 72 178
178 106 106 72 90 142
426 284 284 178 142 268

 , (16)
which is fully populated The corresponding adjacency
graph is given in Fig. 5. The accumulated adjacency ma-
trix A is fully populated, demonstrating the irreducibility
of H .
IV. 2S–2S INTERACTION IN HYDROGEN
The aim is to analyze the interaction of two excited
hydrogen atoms in the metastable 2S state. We note that
the 2S–2S van der Waals interaction has been analyzed
before in Refs. [7, 8], but without any reference to the
resolution of the hyperfine splitting. The Hamiltonian
for the two-atom system is
H = HLS,A +HLS,B +HHFS,A +HHFS,B +HvdW . (17)
Here, HLS is the Lamb shift Hamiltonian, while HHFS
describes hyperfine effects; these Hamiltonians have to
be added for atoms A and B. In SI units, they are given
as follows,
HHFS =
µ0
4π
µBµN gsgp
∑
i=A,B
[
8π
3
~Si · ~Ii δ3 (~ri)
+
3
(
~Si · ~ri
)(
~Ii · ~ri
)
− ~Si · ~Ii ~r2i
|~ri|5
+
~Li · ~Ii
|~ri|3

 ,
(18a)
HLS =
4
3
α2mc2
(
~
mc
)3
ln
(
α−2
) ∑
i=A,B
δ3 (~ri) , (18b)
HvdW = α ~c
xA xB + yA yB − 2 zA zB
R3
. (18c)
The symbols are explained as follows: α is the fine-
structure constant, m denotes the electron mass. The
operators ~ri, ~pi and ~Li are the position (relative to the
respective nuclei), linear momentum and orbital angular
momentum operators for electron i, while ~Si is the spin
operator for electron i and ~Ii is the spin operator for pro-
ton i [both are dimensionless]. Electronic and protonic
g factors are gs ≃ 2.002 319 and gp ≃ 5.585 695, while
µB ≃ 9.274 010 × 10−24Am2 is the Bohr magneton and
µN ≃ 5.050 784 × 10−27Am2 is the nuclear magneton.
Of course, the subscripts A and B refer to the relative
coordinates within the two atoms. R is the interatomic
distance. HLS shifts S states relative to P states by the
Lamb shift, which is given in Eq. (18b) in the Welton
approximation [9], which is convenient within the for-
malism used for the evaluation of matrix elements. The
important property of HLS is that it shifts S states up-
ward in relation to P states. The prefactor multiplying
the Dirac-δ can be adjusted to the observed Lamb shift
splitting. Indeed, for the final calculation of energy shifts,
one conveniently replaces
〈2S1/2|HLS |2S1/2〉 − 〈2P1/2|HLS|2P1/2〉
=
4α
3π
α4
8
mc2 ln(α−2)→ L , (19)
where L = h×1057.845(9)MHz is the “classic” 2S–2P1/2
Lamb shift [10] (m is the electron mass, c is the speed
of light, and h is Planck’s constant). In the Hamiltonian
5(17) the origin of energies is taken at the hyperfine center
of the 2P1/2 levels.
The coupling scheme for the atomic levels entails that
the orbital angular momentum ~Li should be added to
the electron spin to give the total angular momentum ~Ji,
then ~Ji is added to the nuclear spin ~Ii to give ~Fi. This
vector coupling has to be done for both atoms i = A,B,
and then ~F = ~FA + ~FB (orbital+spin+nuclear angular
momentum, summed over both atoms A and B). One
can show relatively easily that the z component Fz of the
total angular momentum is conserved, i.e., Fz commutes
with the Hamiltonian.
We restrict the discussion to states with total angu-
lar momentum J = 1/2, i.e., to the 2S and 2P1/2 states
which are displaced from each other only by the Lamb
shift. States displaced by the fine structure are subdom-
inant because F ≫ L where F = α4mc2/32 is the 2P
fine-structure interval.
Let each atom be in a state |ℓi, Fi, Fz,i〉, with i =
A,B (here, ℓi is the orbital angular momentum quan-
tum number). The two-atom system occupies the states
|(ℓA, FA, Fz,A)A (ℓB, FB, Fz,B)B〉. We have four S states
(F = 0 and F = 1), and four P states (F = 0 and F = 1),
for each atom, making for a total of eight states. For two
atoms, one thus has 64 states in the (n = 2)–(n = 2)
manifold with J = 1/2.
Now, since Fz = Fz,A + Fz,B is a conserved quan-
tity, we should classify states according to Fz = ±2,
Fz = ±1, and Fz = 0. There are 4 states in the Fz = ±2
manifolds, 16 states in the Fz = ±1 manifolds, and a
total of 24 states in Fz = 0, adding up to a total of
64 = 24 + 2 × 16 + 2 × 4. For Fz = 0, the matrix with
24 × 24 = 576 entries is hard to analyze. The question
is whether or not one can find an additional symmetry
that simplifies the analysis. Such an additional symme-
try would naturally lead to a separation of the Hamilto-
nian into further irreducible submatrices, thus reducing
the complexity of the computational task drastically. It
is precisely at this point that the methods discussed in
Sec. II become useful.
To this end, we first order the states in the Fz = 0
manifold according to increasing quantum numbers. The
state where atom A is in an S state with FA = 0, are
given by
|Ψ1〉 = |(0, 0, 0)A (0, 0, 0)B〉 ,
|Ψ2〉 = |(0, 0, 0)A (0, 1, 0)B〉 ,
|Ψ3〉 = |(0, 0, 0)A (1, 0, 0)B〉 ,
|Ψ4〉 = |(0, 0, 0)A (1, 1, 0)B〉 . (20)
With atom A in an S state with FA = 1, we have
|Ψ5〉 = |(0, 1,−1)A (0, 1, 1)B〉 ,
|Ψ6〉 = |(0, 1,−1)A (1, 1, 1)B〉 ,
|Ψ7〉 = |(0, 1, 0)A (0, 0, 0)B〉 ,
|Ψ8〉 = |(0, 1, 0)A (0, 1, 0)B〉 ,
|Ψ9〉 = |(0, 1, 0)A (1, 0, 0)B〉 ,
|Ψ10〉 = |(0, 1, 0)A (1, 1, 0)B〉 ,
|Ψ11〉 = |(0, 1, 1)A (0, 1,−1)B〉 ,
|Ψ12〉 = |(0, 1, 1)A (1, 1,−1)B〉 . (21)
The states with atom A in a P1/2 state (hyperfine singlet)
are given as follows,
|Ψ13〉 = |(1, 0, 0)A (0, 0, 0)B〉 ,
|Ψ14〉 = |(1, 0, 0)A (0, 1, 0)B〉 ,
|Ψ15〉 = |(1, 0, 0)A (1, 0, 0)B〉 ,
|Ψ16〉 = |(1, 0, 0)A (1, 1, 0)B〉 . (22)
The states with atom A in a 2P1/2 hyperfine triplet, are
given by
|Ψ17〉 = |(1, 1,−1)A (0, 1, 1)B〉 ,
|Ψ18〉 = |(1, 1,−1)A (1, 1, 1)B〉 ,
|Ψ19〉 = |(1, 1, 0)A (0, 0, 0)B〉 ,
|Ψ20〉 = |(1, 1, 0)A (0, 1, 0)B〉 ,
|Ψ21〉 = |(1, 1, 0)A (1, 0, 0)B〉 ,
|Ψ22〉 = |(1, 1, 0)A (1, 1, 0)B〉 ,
|Ψ23〉 = |(1, 1, 1)A (0, 1,−1)B〉 ,
|Ψ24〉 = |(1, 1, 1)A (1, 1,−1)B〉 . (23)
The adjacency matrix UFz=0 of the Hamiltonian (17)
in the FZ = 0 manifold is equal to


1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 1 0 1
0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 0 0 1
0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 0 0 1 0
0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 1 0
0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 1 0 1 0 0 1 1 0 0
0 0 0 0 0 1 0 0 0 0 0 0 1 1 0 0 1 0 1 1 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 1 0 0 0 0 0 1
0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0 0 1 0 0 0 0 0 1
0 0 0 0 0 0 0 0 1 0 0 0 0 1 0 0 1 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 1 0 0 1 0 0 0 1 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 1 0 0 0 1 1 0 0 0 0 1 1 0 1
0 0 0 0 0 0 0 0 0 0 0 1 1 1 0 0 0 0 1 1 0 0 1 0
0 0 0 0 0 1 0 0 0 1 0 1 1 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 1 0 0 1 0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 1 0 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 1 0 0 0 1 0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 1 1 0 1 0 0 1 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0
1 1 0 0 1 0 1 1 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 1 0 1 0 0 0 0 0 1 0 0 0 0 0 0 1 0 0 0 0 0
0 0 1 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0
0 1 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0 0 0
1 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 1 0 0
0 0 1 1 0 0 0 0 1 1 0 1 0 0 0 0 0 0 0 0 0 0 1 0
1 1 0 0 0 0 1 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 1


.
(24)
The accumulated adjacency matrix has the structure
6FIG. 7. Energy levels of the 2S–2S states within the Fz = 0 hyperfine manifold as a function of atomic separation R (given
in units of the Bohr radius a0). The eigenstates in the legend are those relevant to the R → ∞ asymptotic limit; for finite
separation these states mix. There is one remaining level crossing even if the Hamiltonian matrix is irreducible. The coefficients
α± and β± are determined from second-order perturbation theory and given by Eq. (29). The states are labeled from top to
bottom in the legend, in the same order as they are relevant to the long-range asymptotics.
AFz=0 =
24∑
i=1
U i ≃


χ χ 0 0 χ 0 χ χ 0 0 χ 0 0 0 χ χ 0 χ 0 0 χ χ 0 χ
χ χ 0 0 χ 0 χ χ 0 0 χ 0 0 0 χ χ 0 χ 0 0 χ χ 0 χ
0 0 χ χ 0 χ 0 0 χ χ 0 χ χ χ 0 0 χ 0 χ χ 0 0 χ 0
0 0 χ χ 0 χ 0 0 χ χ 0 χ χ χ 0 0 χ 0 χ χ 0 0 χ 0
χ χ 0 0 χ 0 χ χ 0 0 χ 0 0 0 χ χ 0 χ 0 0 χ χ 0 χ
0 0 χ χ 0 χ 0 0 χ χ 0 χ χ χ 0 0 χ 0 χ χ 0 0 χ 0
χ χ 0 0 χ 0 χ χ 0 0 χ 0 0 0 χ χ 0 χ 0 0 χ χ 0 χ
χ χ 0 0 χ 0 χ χ 0 0 χ 0 0 0 χ χ 0 χ 0 0 χ χ 0 χ
0 0 χ χ 0 χ 0 0 χ χ 0 χ χ χ 0 0 χ 0 χ χ 0 0 χ 0
0 0 χ χ 0 χ 0 0 χ χ 0 χ χ χ 0 0 χ 0 χ χ 0 0 χ 0
χ χ 0 0 χ 0 χ χ 0 0 χ 0 0 0 χ χ 0 χ 0 0 χ χ 0 χ
0 0 χ χ 0 χ 0 0 χ χ 0 χ χ χ 0 0 χ 0 χ χ 0 0 χ 0
0 0 χ χ 0 χ 0 0 χ χ 0 χ χ χ 0 0 χ 0 χ χ 0 0 χ 0
0 0 χ χ 0 χ 0 0 χ χ 0 χ χ χ 0 0 χ 0 χ χ 0 0 χ 0
χ χ 0 0 χ 0 χ χ 0 0 χ 0 0 0 χ χ 0 χ 0 0 χ χ 0 χ
χ χ 0 0 χ 0 χ χ 0 0 χ 0 0 0 χ χ 0 χ 0 0 χ χ 0 χ
0 0 χ χ 0 χ 0 0 χ χ 0 χ χ χ 0 0 χ 0 χ χ 0 0 χ 0
χ χ 0 0 χ 0 χ χ 0 0 χ 0 0 0 χ χ 0 χ 0 0 χ χ 0 χ
0 0 χ χ 0 χ 0 0 χ χ 0 χ χ χ 0 0 χ 0 χ χ 0 0 χ 0
0 0 χ χ 0 χ 0 0 χ χ 0 χ χ χ 0 0 χ 0 χ χ 0 0 χ 0
χ χ 0 0 χ 0 χ χ 0 0 χ 0 0 0 χ χ 0 χ 0 0 χ χ 0 χ
χ χ 0 0 χ 0 χ χ 0 0 χ 0 0 0 χ χ 0 χ 0 0 χ χ 0 χ
0 0 χ χ 0 χ 0 0 χ χ 0 χ χ χ 0 0 χ 0 χ χ 0 0 χ 0
χ χ 0 0 χ 0 χ χ 0 0 χ 0 0 0 χ χ 0 χ 0 0 χ χ 0 χ


, (25)
where χ stands for any entry different from zero
(the χs are not all equal). The adjacency graph
given in Fig. 6 confirms the presence of two irre-
ducible submatrices of HFz=0. Indeed, the two un-
coupled subspaces are spanned by the states |Ψi〉 with
i = 1, 2, 5, 7, 8, 11, 15, 16, 18, 21, 22, 24 (subspace I), and
|Ψj〉 with j = 3, 4, 6, 9, 10, 12, 13, 14, 17, 19, 20, 23 (sub-
space II). An ordering of the eigenvalues reveals that one
can have coupling among the S–S and P–P states (dis-
tributed among atoms A and B), forming submanifold I,
and among all S–P and P–S states (distributed among
atoms A and B), forming submanifold II. In retrospect,
the separation is perhaps clear, but it is less obvious at
first glance.
It is then possible to redefine the levels from which the
12 × 12 Hamiltonian matrix is constructed, in the first
7submanifold of Fz = 0 (the S–S coupled states). Specif-
ically, one defines |Ψ(I)1 〉 = |Ψ1〉, |Ψ(I)2 〉 = |Ψ2〉, |Ψ(I)3 〉 =
|Ψ5〉, |Ψ(I)4 〉 = |Ψ7〉, |Ψ(I)5 〉 = |Ψ8〉, |Ψ(I)6 〉 = |Ψ11〉,
|Ψ(I)7 〉 = |Ψ15〉, |Ψ(I)8 〉 = |Ψ16〉, |Ψ(I)9 〉 = |Ψ18〉, |Ψ(I)10 〉 =
|Ψ21〉, |Ψ(I)11 〉 = |Ψ22〉, and |Ψ(I)12 〉 = |Ψ24〉. Within the
space spanned by the |Ψ(I)i 〉 with i = 1, 2, . . . , 12, the
Hamiltonian matrix has the structure
H
(I)
Fz=0
=


2L− 92H 0 0 0 0 0 0 0 −V 0 −2V −V
0 2L− 32H 0 0 0 0 0 0 V −2V 0 −V
0 0 2L+ 32H 0 0 0 −V V 2V −V V 0
0 0 0 2L− 32H 0 0 0 −2V −V 0 0 V
0 0 0 0 2L+ 32H 0 −2V 0 V 0 0 V
0 0 0 0 0 2L+ 32H −V −V 0 V V 2V
0 0 −V 0 −2V −V − 32H 0 0 0 0 0
0 0 V −2V 0 −V 0 − 12H 0 0 0 0−V V 2V −V V 0 0 0 12H 0 0 0
0 −2V −V 0 0 V 0 0 0 − 12H 0 0−2V 0 V 0 0 V 0 0 0 0 12H 0−V −V 0 V V 2V 0 0 0 0 0 12H


,
(26)
where
V = 3α ~c a
2
0
R3
(27)
is a parameter that describes the strength of the van der
Waals interaction. Furthermore,
H = α
4
18
gN
m
mp
mc2 (28)
with H ≈ h × 59.1856114(22)MHz, parameterizes the
hyperfine splitting (mp is the proton mass). A close-up
of the six energetically highest, distance-dependent S–S
state energy levels, coupled through virtual P–P states,
is given in Fig. 7 (Born-Oppenheimer potential energy
curves). We have verified that the crossing between the
second and third level (counted in ascending order of the
unperturbed energy for R → ∞) persists under a dras-
tic increase of the numerical accuracy, much like for our
model problem (Fig. 3). The coefficients used in the leg-
end for this figure are given by
α± = 2
√
2
33±√33 , (29a)
β± = ∓
√
33± 1√
2
(
33±√33) . (29b)
Despite the fact that subspace I is irreducible, one ob-
serves one level crossing, much in line with the discussion
presented in Sec. II. Finer details of the calculation will
be presented in an upcoming work [3]. Specifically, for
large R, we can point out that all of the level shifts of the
states in Fig. 7 are found to be of order V2/L and are thus
of second order in V , proportional to 1/R6 but drastically
enhanced in their numerical magnitude as compared to
“normal” van der Waals shifts due to the 1/L denomi-
nator. For the 1S–1S interaction, the well-known result
involves a shift of order V2/Eh, where Eh is the Hartree
energy. In the limit of large R, the 2S–2S interaction
is seen to be larger by a factor 1/α3 ∼ 106, in view of
the smaller energy denominator which only involves the
Lamb shift.
V. CONCLUSIONS
Often, in physics, we need to resort to mathematical
sophistications in order to uncover properties of a phys-
ical system hidden from us at first glance. In our case,
we find that adjacency matrices and adjacency graphs
help determine the reducibility of a matrix, and, in the
analysis of the hyperfine-resolved 2S–2S interaction, help
determine the irreducible subspaces into which we may
break the total Hamiltonian. We were able to identify
an additional selection rule, which is relatively obvious
a posteriori, namely, that couplings occur between S–S
and P–P levels, and between S–P and P–S levels, but
there are no coupling joining the two submanifolds (see
Sec. IV). The size of the matrix is reduced from 24× 24
to 12× 12. It is somewhat surprising that the seemingly
easy problem of identifying the irreducible submatrices
of a Hamiltonian, involves a rather sophisticated concept
like an adjacency matrix.
Our model problem, studied in Sec. II and III, re-
veals that level crossings can occur even in well-behaved
8quantum mechanical systems, described by inter-level
couplings varying with some parameter. For the long-
range interaction between atoms, the inverse interatomic
distance 1/R is such a coupling parameter. In Fig. 2
(model problem), and in Fig. 7 (2S–2S states within the
Fz = 0 submanifold of the hydrogen long-range interac-
tion), level crossings are clearly visible even if the Hamil-
tonian matrix is irreducible. Our extended-precision nu-
merical calculations (Fig. 3) and the analytic structure
of the “crossing” eigenvectors in Eq. (11) together with
the adjacency matrices in Figs. 4 and 5 indicate that the
no-crossing theorem breaks down in higher-dimensional
systems. Furthermore, we observe that our crossings,
both for the model problem as well as for the 2S–2S sys-
tem, involve situations where the couplings are indirect
and the admixtures at the crossing point are between
levels which are displaced from each other in the adja-
cency graph by at least two elementary steps. These
observations could be of interest beyond the the concrete
problem studied here, in the context of a breakdown of
the no-crossing theorem in higher-dimensional quantum
mechanical systems. An improved understanding of the
2S–2S interaction is important for progress in the 2S hy-
perfine measurement by optical methods, using an atomic
beam [11–13].
Attempts to study the hyperfine-resolved interaction
have been made, but no reference has been made to the
resolution of the hyperfine structure [7, 8]. The current
approach leads to a solution, with partial results being
presented in Eq. (26) and Fig. 7 and finer details being
relegated to Ref. [3].
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