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Abstract
Ling and Solé [S. Ling, P. Solé, On the algebraic structure of quasi-cyclic codes I: Finite fields, IEEE
Trans. Inform. Theory 47 (2001) 2751–2760] showed that every quasi-cyclic code C is constructed from
shorter linear codes which are called the constituent codes of C. Given a quasi-cyclic code C of length m
and index  with m being pairwise coprime to  and the order of the field C is over, if all its constituent
codes are cyclic with their zeroes having full multiplicity, C is then shown to be equivalent to a cyclic code
whose zeroes with their multiplicities are fully described in terms of the nonzeroes of the cyclic constituent
codes. The general transformation to obtain the above-mentioned equivalent cyclic code is also explicitly
given. The approach adopted here follows the approach used by A.M.A. Natividad [A.M.A. Natividad, PhD
thesis, Department of Mathematics, University of Philippines Diliman, The Philippines, 2004] and uses the
generalized discrete Fourier transform on the algebraic structure of the class of quasi-cyclic codes developed
by Ling and Solé [S. Ling, P. Solé, On the algebraic structure of quasi-cyclic codes I: Finite fields, IEEE
Trans. Inform. Theory 47 (2001) 2751–2760].
© 2005 Elsevier Inc. All rights reserved.
Keywords: Cyclic codes; Equivalence of codes; Generalized discrete Fourier transform (GDFT); Quasi-cyclic codes;
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1. Introduction
Cyclic codes are interesting and useful codes. In fact, among one of the first codes that were
used practically were cyclic codes generated by shift registers. There are also various cyclic
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Cyclic codes were first studied by Prange in 1957, and the study of the algebraic properties of
cyclic codes developed rapidly since then.
A natural generalization of the class of cyclic codes is the class of quasi-cyclic codes. Despite
being a natural generalization of the class of cyclic codes, which have a nice algebraic structure,
the algebraic structure of quasi-cyclic codes has not been well-developed only until recently.
In [1], Ling and Solé view each quasi-cyclic code as a code over a polynomial ring, and extract
a description of each quasi-cyclic code as being constructed from linear codes of shorter lengths
over various fields, which are called the constituent codes of the quasi-cyclic code.
It is now natural to ask how quasi-cyclic codes whose constituent codes are all cyclic will
look like. In fact, in [3, Chapter 3], Natividad showed that a binary quasi-cyclic code of odd
index constructed from the cubic, quintic or septic construction using cyclic constituent codes is
equivalent to a cyclic code and the nonzeroes of the equivalent cyclic code are fully described in
terms of the nonzeroes of the cyclic constituent codes. Natividad’s result suggests that there may
be many more quasi-cyclic codes that are cyclic up to equivalence, other than the case where the
quasi-cyclic code is just cyclic. Quasi-cyclic codes which are cyclic up to equivalence can then
be studied using the knowledge of cyclic codes.
In this paper, we follow Natividad’s approach and develop a similar result for the case where
C is a quasi-cyclic code of length m and index  over a finite field F with m coprime to both 
and the order of F , and whose constituent codes are cyclic having zeroes of full multiplicity.
We start off this paper in Section 2 by giving some preliminaries and basic results. In Sec-
tion 3, we give the main result of this paper, and in Section 4, we provide some examples.
2. Preliminaries and basic results
2.1. Trace function
Let q be a prime power, and let Fq be a finite field of q elements. Let F be an extension
of Fq of degree M . Recall that the trace function from F down to Fq is given by TrF/Fq (x) =
x + xq + · · · + xqM−1 for each x ∈F . The following theorem summarizes some basic properties
of the trace function.
Theorem 1. (See [3, Theorem 2.2].) Let q be a prime power, let Fq be a finite field of q elements
and let F be an extension of Fq . Then the trace function TrF/Fq satisfies the following properties:
(i) TrF/Fq (x + y) = TrF/Fq (x) + TrF/Fq (y), ∀x, y ∈F ;
(ii) TrF/Fq (αx) = α TrF/Fq (x) ∀α ∈ Fq , ∀x ∈F ;
(iii) TrF/Fq (xq) = TrF/Fq (x) ∀x ∈F ;
(iv) TrE/Fq (x) = TrF/Fq (TrE/F (x)) ∀x ∈ E , for any extension field E of F ;
(v) TrF/Fq (xy) = 0 ∀x ∈F implies y = 0.
2.2. Zeroes of cyclic codes
Let F be a finite field, and let  be any positive integer. We associate each vector a =
(a0, a1, . . . , a−1) ∈ F with the polynomial a(X) = a0 + a1X + · · · + a−1X−1 ∈ F[X]/
(X − 1). Recall that every cyclic code of length  over F is an ideal of F[X]/(X − 1), each
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mial of the cyclic code, and conversely. Let α be a root of X − 1 in some extension E of F . For
a cyclic code C of length  over F , we say that α is a zero of C of multiplicity k  1 if for any
codeword c(X) ∈ C, c(X) = (X−α)kd(X) for some d(X) ∈ E[X]/(X − 1); otherwise, we call
it a nonzero. Since the generator polynomial of C divides every codeword in C, and each of its
roots is a root of X − 1, the set of all zeroes (inclusive of multiplicities) of C is precisely the set
of all roots (inclusive of multiplicities) of the generator polynomial of C over F .
Let p be the characteristic of F , and let q = |F |. Let ′ be a positive integer and let K be
a nonnegative integer such that  = pK′ and gcd(′,p) = 1. Let α be a primitive ′th root of
unity in an extension of F , then each monic irreducible factor f (X) of X − 1 = (X′ − 1)pK
corresponds to a q-cyclotomic coset Ci = {iqj (mod ′): j ∈ N} modulo ′ for some integer
0  i  ′ − 1 in the sense that f (X) = ∏j∈Ci (X − αj ). In particular, the cyclic code with
generator polynomial f (X) has {αj : j ∈ Ci} as all its zeroes.
2.3. Generalized discrete Fourier transform
Let  be a positive integer. Let a = (a0, a1, . . . , a−1) ∈F, where F is a finite field of prime
characteristic p and order q . Let ′ be a positive integer and let K be a nonnegative integer such
that  = pK′ and gcd(′,p) = 1. Let γ denote a primitive ′th root of unity in some extension
of F . For each 0 g  pK − 1 and 0 h ′ − 1, let
a[g](X) =
−1∑
i=0
(
i
g
)
aiX
i−g, (1)
the gth Hasse derivative of a(X), and let
aˆg,h = a[g]
(
γ h
)
.
Here,
(
i
g
)
=
⎧⎨
⎩
1 if g = 0,
i·(i−1)...(i−g+1)
g! if 1 g  i,
0 otherwise.
Then the generalized discrete Fourier transform (GDFT) of a is given by
aˆ =
⎛
⎜⎜⎝
aˆ0,0 aˆ0,1 · · · aˆ0,′−1
aˆ1,0 aˆ1,1 · · · aˆ1,′−1
...
...
...
aˆpK−1,0 aˆpK−1,1 · · · aˆpK−1,′−1
⎞
⎟⎟⎠ .
It is easy to see that aˆg,qh = aˆqg,h. It is shown in [2] that for 0 i  pK − 1 and 0 j  ′, the
inverse transform of the GDFT is given by
ai+jpK =
1
′
pK−1∑ (g
i
)
(−1)g−i
(
s∑
TrFk/F
(
aˆg,ρk γ
(g−i−jpK)ρk )), (2)
g=0 k=1
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each k, Fk denotes the field extension of F corresponding to the cyclotomic coset containing ρk .
Now, let X − 1 = (X′ − 1)pK = (fρ1(X)fρ2(X) . . . fρs (X))pK ∈ F[X] be the factorization
of X − 1 into a product of irreducible factors of X′ − 1 in F[X], with fρk corresponding to the
cyclotomic coset containing ρi . By the Chinese Remainder Theorem, we can then write
F[X]/(X − 1)= F[X]
(f
pK
ρ1 )
⊕ F[X]
(f
pK
ρ2 )
⊕ · · · ⊕ F[X]
(f
pK
ρs )
,
where the direct sum on the right-hand side is endowed with the coordinate-wise addition and
multiplication, and we call the idempotents of F[X]/(X − 1) corresponding to the canonical
primitive idempotents on the right-hand side of the above ring isomorphism the primitive idem-
potents of F[X]/(X − 1). We denote the idempotent of F[X]/(X − 1) corresponding to
Ei = (0, . . . ,0,1︸ ︷︷ ︸
ith position
,0, . . . ,0)
by θρi (X). Then the nonzeroes of θρi (X) are precisely the roots of X
′ − 1 corresponding to
the cyclotomic coset containing ρi , and all other roots of X
′ − 1 are zeroes of θρi (X), each of
multiplicity pK .
Remark 2. (i) In fact, the GDFT gives rise to the above ring isomorphism as follows. For each
1 i  s, F[X]/(f pKρi ) is in fact isomorphic to the finite chain ring Fi + uFi + · · · + upK−1Fi ,
where Fi = F[X]/(fρi ) and upK = 0 [2]. Then for a(X) ∈ F[X]/(X − 1), if h is contained
in the cyclotomic coset containing ρi , the hth column of the GDFT of a(X) corresponds to the
element aˆ0,h + uaˆ1,h + · · · + upK−1aˆpK−1,h of the finite chain ring Fi + uFi + · · · + upK−1Fi .
(ii) Via the above ring isomorphism, each a(X) ∈ F[X]/(X − 1) can be written as a(X) =∑s
i=1 a˜i (X)θρi (X). Furthermore, each cyclic code (ideal) in F[X]/(X − 1) and can be viewed
as a direct sum of ideals, one from each ring in the direct sum on the right-hand side. In particular,
if C is a cyclic code in F[X]/(X − 1) whose zeroes, each of multiplicity pK , correspond to the
cyclotomic cosets containing ρn1, ρn2, . . . , ρnt , then the corresponding ideal on the right-hand
side is simply given by I1 ⊕ I2 ⊕ · · · ⊕ Is , where letting S = {n1, . . . , nt },
Ii =
{0 if i ∈ S,
F[X]/(f pKρi ) otherwise.
Observe that this ideal is generated by the idempotents Ei ’s for i /∈ S, so that the original cyclic
code is generated by the idempotents θρi (X) for i /∈ S.
It is useful to observe from (1) the following product rule:
(
a(X)b(X)
)[g] = g∑
k=0
a[k](X)b[g−k](X). (3)
From (3), we can obtain through induction that (a(X)(f (X))n)[g] is a multiple of f (X) as long as
0 g  n−1. Using this observation and the property that (θρi (X))2 = θρi (X) (mod X−1), we
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We therefore obtain the following result.
Lemma 3. Let p be a prime, and let F be a finite field of characteristic p. Let  and ′ be
positive integers and let K be a nonnegative integer such that  = pK′ and gcd(′,p) = 1. Let
X−1 = (X′ −1)pK = (fρ1(X)fρ2(X) . . . fρs (X))pK ∈F[X] be the factorization of X−1 into
a product of irreducible factors of X′ − 1, with fρi corresponding to the cyclotomic coset con-
taining ρi . Let θρi (X) denote the primitive idempotent ofF[X]/(X−1) corresponding to the cy-
clotomic coset containing ρi , and for a(X) ∈F[X]/(X − 1), write a(X) =∑si=1 a˜i (X)θρi (X).
Let γ be an ′th root of unity in some extension of F . Then a[g](γ h) = a˜[g]i0 (γ h), where i0 is such
that h belongs to the cyclotomic coset containing ρi0 .
By Lemma 3, if a(X) ∈F[X]/(X−1) is contained in the ideal generated by θρn1 (X), θρn2 (X),
. . . , θρnt (X), then in its GDFT, the hth column contains nonzero entries only if there is some i
with 1 i  t for which h is contained in the cyclotomic coset containing ρni . Using the earlier
remark in this subsection and a dimension argument, we see that the converse also holds, i.e.,
if ρn1, ρn2, . . . , ρnt are all the representatives from the complete set of representatives of cyclo-
tomic cosets such that the hth column of a given transform matrix contains nonzero entries if and
only if there is some i with 1 i  t for which h is contained in the cyclotomic coset containing
ρni , then the given transform matrix is in fact the GDFT of some element in the ideal generated
by θρn1 (X), θρn2 (X), . . . , θρnt (X). Together with (2), we arrive at the following corollary.
Corollary 4. Assume the conditions in Lemma 3. Then for 0 i  pK − 1 and 0 j  ′ − 1,
ai+jpK =
pK−1∑
g=0
(
g
i
)
(−1)g−i
[
s∑
k=1
TrFk/F
(
1
′
a˜
[g]
k
(
γ ρk
)
γ [g−(i+jpK)]ρk
)]
, (4)
where for each k, Fk denotes the field extension of F corresponding to the cyclotomic coset
containing ρk . In particular, letting C be the code generated by θρn1 (X), θρn2 (X), . . . , θρnt (X)
with the nk’s all distinct, then
C = {(a0, a1, . . . , a−1): (An1,0, . . . ,An1,pK−1,An2,0, . . . ,An2,pK−1, . . . ,
Ant ,0, . . . ,Ant ,pK−1) ∈Fp
K
n1 ×Fp
K
n2 × · · · ×Fp
K
nt
}
,
where for 0 i  pK − 1 and 0 j  ′ − 1,
ai+jpK =
pK−1∑
g=0
(
g
i
)
(−1)g−i
[
t∑
k=1
TrFnk /F
(
Ank,gγ
(i+jpK)ρnk )].
2.4. Quasi-cyclic codes
Let q be a prime power, and let Fq denote a finite field of q elements. Let n and  be positive
integers. We recall that a linear code C of length n over Fq is a vector subspace of Fnq . Denot-
ing the cyclic shift of a vector in Fnq by T , we say that C is a quasi-cyclic code of index  if
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of index gcd(, n). Furthermore, for any multiple ′ of , C is also a quasi-cyclic code of in-
dex ′. Therefore, we may assume n = m where  is the smallest positive integer for which C
is quasi-cyclic of index .
Let R = Fq [Y ]/(Ym − 1). In [1], it is shown that there is a one–one correspondence between
quasi-cyclic codes of length m and index  over Fq and linear codes of length  over R (i.e.,
R-submodules of R) given by φ defined as follows:
φ :Fmq → R;
c → (c0(Y ), c1(Y ), . . . , c−1(Y )),
where c = (c0,0, . . . , c0,−1, c1,0, . . . , c1,−1, . . . , cm−1,0, . . . , cm−1,−1) ∈ Fmq , and for each 0
i  − 1, ci (Y ) = c0,i + c1,iY + · · ·+ cm−1,iYm−1. For convenience sake, we shall abuse termi-
nology and call the -tuples in R as vectors over R.
Let C be a quasi-cyclic code of length m and index  over Fq . It is interesting to ask what
kind of codes we will obtain if φ(C) is cyclic (i.e., if φ(C) is an ideal of R[X]/(X − 1), by
identifying a vector in R as a polynomial in R[X]/(X − 1) in the canonical way). In fact, it
is immediate that this property translates to a special property of C which can be described as
follows. Define a function ψ on Fmq as follows:
ψ :Fmq → Sm;
c → (c0(X), c1(X), . . . , c−1(X)),
where S = Fq [X]/(X − 1), c = (c0,0, . . . , c0,−1, c1,0, . . . , c1,−1, . . . , cm−1,0, . . . , cm−1,−1) ∈
F
m
q , and ci (X) = ci,0 + ci,1X + · · · + ci,−1X−1. Then, for a quasi-cyclic code C of length m
and index  over Fq , φ(C) is cyclic if and only if ψ(C) is also cyclic.
Before we start to investigate such quasi-cyclic codes when m is coprime to both  and q , we
state some definitions and results in [1]. Since gcd(m,q) = 1, Ym − 1 factorizes completely into
distinct irreducible factors, say
Ym − 1 = f1f2 . . . fr .
This product is unique up to associates, i.e., if Ym − 1 = f ′1f ′2 . . . f ′s is another decomposition of
Ym − 1 into irreducible factors, then r = s, and upon suitable renumbering of the f ′j ’s, we have
that fj and f ′j are associates for each 1 j  r .
For a polynomial f , let f ∗ denote its reciprocal polynomial. Then we have that
Ym − 1 = −f ∗1 f ∗2 . . . f ∗r .
Note also that f is irreducible if and only if f ∗ is. By the uniqueness of the decomposition of
Ym − 1 into its irreducible factors, we have that
Ym − 1 = δg1 . . . gsh1h∗1 . . . hth∗t ,
where δ ∈ Fq is nonzero, g1, . . . , gs are those fj ’s that are associates to their own reciprocals,
and h1, h∗, . . . , ht , h∗t are the remaining fj ’s grouped in reciprocal pairs.1
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R = Fq [Y ]
(Ym − 1) =
(
s⊕
i=1
Fq [Y ]
(gi)
)
⊕
(
t⊕
j=1
(
Fq [Y ]
(hj )
⊕ Fq [Y ]
(h∗j )
))
, (5)
where the direct sum on the right-hand side is endowed with the coordinate-wise addition and
multiplication.
For simplicity of notation, whenever m is fixed, we let Gi = Fq [Y ]/(gi), H ′j = Fq [Y ]/(hj )
and H ′′j = Fq [Y ]/(h∗j ). Consequently, we have that
R =
(
s⊕
i=1
Gi
)
⊕
(
t⊕
j=1
(
H ′j ⊕ H ′′j
))
, (6)
and it follows that every linear code C of length  over R can be viewed as the direct sum
C =
(
s⊕
i=1
Ci
)
⊕
(
t⊕
j=1
(
C′j ⊕C′′j
))
,
where, for each 1 i  s, Ci is a linear code of length  over Gi , and, for each 1 j  t , C′j is
a linear code of length  over H ′j and C′′j is a linear code of length  over H ′′j .
For each 1 i  s, we define the “conjugation” map ¯ on Fq [Y ]/(gi) as follows:
¯ :Fq [Y ]/(gi) → Fq [Y ]/(gi);
c(Y ) + (gi) → c
(
Y−1
)+ (gi). (7)
This map is in fact a ring automorphism. For r ∈ Fq [Y ]/(gi), we denote its image under this
map by r .
Remark 5. (i) The above conjugation map on the Gi ’s makes sense since each ideal (gi) is
invariant under the conjugation map. Since the conjugation map sends the ideal (h′j ) to the ideal
(h′′j ), the conjugation map induces a ring isomorphism between H ′j and H ′′j instead.
(ii) For each i, if deg(gi) = Ki 	= 1, since gi and g∗i are associates, Ki is even. In this case,
Gi is isomorphic to FqKi , and the map Y → Y−1 is, in fact, the map Y → Yq
Ki/2
. Hence the map
r → r is the map r → rqKi/2 .
For each a,b ∈ Fmq , write φ(a) = (a0, . . . ,a−1) and φ(b) = (b0, . . . ,b−1). Decomposing
each ai ,bi using (6), we write
ai =
(
ai,1, . . . , ai,s , a
′
i,1, a
′′
i,1, . . . , a
′
i,t , a
′′
i,t
)
and
bi =
(
bi,1, . . . , bi,s , b
′
i,1, b
′′
i,1, . . . , b
′
i,t , b
′′
i,t
)
,
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on R by
〈
φ(a),φ(b)
〉= (∑
i
ai,1bi,1, . . . ,
∑
i
ai,sbi,s ,
∑
i
a′i,1b′′i,1,
∑
i
a′′i,1b′i,1, . . . ,
∑
i
a′i,t b′′i,t ,
∑
i
a′′i,t b′i,t
)
. (8)
For each a = (a0, . . . , a−1),b = (b0, . . . , b−1) ∈ Gi , we also define the Hermitian inner
product 〈,〉 on Gi by
〈a,b〉 =
∑
k
akbk. (9)
With these, we state two results in [1].
Theorem 6. Let q be a prime power, and let Fq denote a finite field of q elements. Let m be a
positive integer coprime to q , and let  be any positive integer. Let a,b ∈ Fmq , and write
φ(a) = (a0,a1, . . . ,a−1)
and
φ(b) = (b0,b1, . . . ,b−1).
Decomposing each ai ,bi using (6), we write
ai =
(
ai,1, . . . , ai,s , a
′
i,1, a
′′
i,1, . . . , a
′
i,t , a
′′
i,t
)
and
bi =
(
bi,1, . . . , bi,s , b
′
i,1, b
′′
i,1, . . . , b
′
i,t , b
′′
i,t
)
,
where ai,j , bi,j ∈ Gj,a′i,j , b′i,j ∈ H ′j , a′′i,j , b′′i,j ∈ H ′′j . Then (T k(a)) · b = 0 (Euclidean inner
product) for all 0 k m − 1 if and only if 〈φ(a),φ(b)〉 = 0, i.e.,∑
i
ai,j bi,j = 0 ∀1 j  s
and ∑
i
a′i,kb′′i,k = 0 =
∑
i
a′′i,kb′i,k ∀1 k  t.
In particular, if C is a quasi-cyclic code of length m and index  over Fq , we have that φ(C)⊥ =
φ(C⊥), where the dual in Fmq is taken with respect to the Euclidean inner product, while that in
R is taken with respect to the Hermitian inner product.
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a positive integer coprime to q . Then, for any positive integer , the quasi-cyclic codes over
Fq of length m and index  are precisely given by the following construction: write Ym − 1 =
δg1 . . . gsh1h
∗
1 . . . hth
∗
t , where δ ∈ Fq is nonzero, the gi ’s are each an irreducible factor that
is associate to its own reciprocal, and the hj ’s are each an irreducible factor whose reciprocal
is h∗j . Write Fq [Y ]/(gi) = Gi , Fq [Y ]/(hj ) = H ′j , and Fq [Y ]/(h∗j ) = H ′′j . Let Ui (respectively, Vj
and Wj ) denote the q-cyclotomic coset of Z/mZ corresponding to Gi (respectively, H ′j and H ′′j )
and fix ui ∈ Ui , vj ∈ Vj , and wj ∈ Wj . For each i, let Ci be a code of length  over Gi , and
for each j , let C′j be a code of length  over H ′j and let C′′j be a code of length  over H ′′j . For
xi ∈ Ci , y′j ∈ C′j , and y′′j ∈ C′′j , and for each 0 g m− 1, let
cg
(
(xi ),
(
y′j
)
,
(
y′′j
))= s∑
i=1
TrGi/Fq
(
xiζ
−gui )
+
t∑
j=1
[
TrH ′j /Fq
(
y′j ζ−gvj
)+ TrH ′′j /Fq (y′′j ζ−gwj )],
where ζ is a primitive mth root of unity in a sufficiently large extension of Fq , and for any field
extension F of Fq , TrF/Fq denotes the trace function from F down to Fq extended coordinate-
wise. Then the code
C = {(c0((xi ), (y′j ), (y′′j )), . . . , cm−1((xi ), (y′j ), (y′′j ))): xi ∈ Ci, y′j ∈ C′j , y′′j ∈ C′′j }
is a quasi-cyclic code of length m and index  over Fq . Conversely, every quasi-cyclic code of
length m and index  over Fq is obtained through this construction.
Moreover, if we write
φ(C) =
(
s⊕
i=1
Ci
)
⊕
(
t⊕
j=1
(
C′j ⊕ C′′j
))
(as in the representation given in (6)), then the dual C⊥ of C with respect to the Euclidean inner
product on Fmq is given by
φ
(
C⊥
)=
(
s⊕
i=1
C⊥′i
)
⊕
(
t⊕
j=1
((
C′′j
)⊥ ⊕ (C′j )⊥)
)
,
where C⊥′i is the dual of Ci with respect to the Hermitian inner product 〈,〉 on Gi , and (C′j )⊥
and (C′′j )⊥ are respectively the duals of C′j and C′′j with respect to the Euclidean inner product.
We shall call the codes Ci , C′j and C′′j in Theorem 7 the constituent codes of C, and it follows
readily from this theorem that the constituent codes of C⊥ are C⊥′i , (C′′j )⊥ and (C′j )⊥ (in this
order).
Now we give a characterization of quasi-cyclic codes whose image under φ is cyclic.
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m be positive integers with m coprime to q , and let C be a quasi-cyclic code of length m and
index  over Fq . Then the following are equivalent.
(i) ψ(C) is cyclic.
(ii) φ(C) is cyclic.
(iii) All the constituent codes of C are cyclic.
Proof. (i) ⇒ (ii) ⇒ (iii) are immediate, and (iii) ⇒ (i) is easily obtained by an application of
Theorem 7. 
For  and m coprime, there is a one-one correspondence between {0,1, . . . , m − 1} and
{(a, b): 0 a m− 1, 0 b − 1} given by the Chinese Remainder Theorem applied to the
ring Z/mZ. Hence for each linear code C of length m over Fq , we can construct the equivalent
code Φ(C) given by
Φ(C) = {(d0, . . . , dm−1): ∃(c0, . . . , cm−1) ∈ C, dn = cnm+n ∀0 n m − 1} (10)
with nm = n (mod m) and n = n (mod ). Note that if  = 1, then Φ is the identity permutation,
and Φ(C) = C. In particular, if C is a cyclic code of length m, then Φ(C) = C.
Proposition 9. Let q be a prime power, and let Fq denote a finite field of q elements. Let  and
m be coprime positive integers with m coprime to q , and let C be a quasi-cyclic code of length
m and index  over Fq whose image under φ is cyclic. Let Φ(C) be the code of length m over
Fq equivalent to C as in (10). Then Φ(C) is cyclic.
Proof. That Φ(C) is linear is clear. Let t denote the multiplicative inverse of m modulo .
Observe that for d = (d0, d1, . . . , dm−1) ∈ Φ(C), its pre-image c in C is given by
(
d(0)tm+0, dtm+0, d2tm+0, . . . , d(−1)tm+0, d(−1)tm+1, d(0)tm+1, dtm+1, . . . , d(−2)tm+1, . . . ,
d(−m+1)tm+(m−1), d(−m+2)tm+(m−1), d(−m+3)tm+(m−1), . . . , d(−m)tm+(m−1)
)
,
where the coefficients of m on the left term of the subscripts is taken modulo . It is then clear
that the pre-image c′ of the cyclic shift of d is again a codeword in C: in fact, it is obtained from
c by first applying T , then, treating T (c) as an element in Sm, multiplying by X. Hence Φ(C)
is cyclic. 
3. Generator polynomial of Φ(C)
In this section, following Natividad’s approach [3], we make an attempt to describe, for the
case where m is pairwise coprime to  and q , the generator polynomial of Φ(C) for quasi-cyclic
codes C whose constituent codes are cyclic with generator polynomials of the form f pK , where
p is the characteristic of Fq and K is a nonnegative integer such that  = pK′ with ′ coprime
to p.
Throughout this section, unless otherwise stated, all notations used will follow those intro-
duced in this paragraph. Let p be a prime, let q be a power of p, and let Fq be a finite field of
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gcd(m, ) = gcd(m,p) = gcd(′,p) = 1 and  = pK′. Let Ym − 1 = δg1 . . . gsh1h∗1 . . . hth∗t ,
where δ ∈ Fq is nonzero, the gi ’s are each an irreducible factor that is associate to its own recip-
rocal, and the hj ’s are each an irreducible factor whose reciprocal is h∗j . Write Fq [Y ]/(gi) = Gi ,
Fq [Y ]/(hj ) = H ′j , and Fq [Y ]/(h∗j ) = H ′′j . Let Ui (respectively, Vj and Wj ) denote the q-
cyclotomic coset of Z/mZ corresponding to Gi (respectively, H ′j and H ′′j ) and fix ui ∈ Ui ,
vj ∈ Vj and wj ∈ Wj . For each i, let Ci be a cyclic code of length  over Gi generated
by the primitive idempotents θ−ρi,1(X), θ−ρi,2(X), . . . , θ−ρi,ri (X), where ρi,1, ρi,2, . . . , ρi,ri are
distinct representatives from a complete set of representatives of qdeg(gi )-cyclotomic cosets mod-
ulo ′, and for each j , let C′j be a cyclic code of length  over H ′j generated by the primitive
idempotents θ ′−μj,1(X), θ
′−μj,2(X), . . . , θ
′−μj,r′
j
(X), where μj,1,μj,1, . . . ,μj,r ′j are distinct rep-
resentatives from a complete set of representatives of qdeg(hj )-cyclotomic cosets modulo ′,
and let C′′j be a cyclic code of length  over H ′′j generated by the primitive idempotents
θ ′′−λj,1(X), θ
′′−λj,2(X), . . . , θ
′′−λj,r′′
j
(X), where λj,1, λj,2, . . . , λj,r ′′j are distinct representatives from
a complete set of representatives of qdeg(hj )-cyclotomic cosets modulo ′. Let C be the quasi-
cyclic code of length m over Fq whose constituent codes are the Ci ’s, C′j ’s and C′′j ’s, and let ζ
be a primitive mth root of unity in a sufficiently large extension of Fq . Let γ denote a primitive
′th root of unity in a sufficiently large extension of Fq . Let Fi,k (respectively E ′j,k′ and E ′′j,k′′ )
denote an extension of Gi (respectively H ′j and H ′′j ) corresponding to the cyclotomic coset con-
taining −ρi,k (respectively −μj,k′ and −λj,k′′ ).
Lemma 10. Φ(C) is given by
Φ(C) = {(c0, c1, . . . , cm−1): Ai,k,g ∈Fi,k, A′j,k′,g ∈ E ′j,k′ , A′′j,k′′,g ∈ E ′′j,k′′}, (11)
where for each 0 n m − 1,
cn =
pK−1∑
g=0
(
g
np
)
(−1)g−np
{
s∑
i=1
ri∑
k=1
TrFi,k/Fq
(
Ai,k,gδ
n
i,k
)
+
t∑
j=1
[ r ′j∑
k′=1
TrE ′
j,k′/Fq
(
A′j,k′,gσ
n
j,k′
)+ r
′′
j∑
k′′=1
TrE ′′
j,k′′/Fq
(
A′′j,k′′,gβ
n
j,k′′
)]} (12)
with np = n (mod pK), δi,k = γ ρi,k ζ−ui , σj,k′ = γ μj,k′ ζ−·vj , and βj,k′′ = γ λj,k′′ ζ−wj .
Proof. Applying Corollary 4, for xi ∈ Ci , its (I + JpK)th coordinate for 0 I  pK − 1 and
0 J  ′ − 1 is given by
xi,I+JpK =
pK−1∑
g=0
(
g
I
)
(−1)g−I
[
ri∑
k=1
TrFi,k/Gi
(
Ai,k,gγ
(I+JpK)ρi,k )], (13)
where for each g, Ai,k,g ∈Fi,k .
C.J. Lim / Finite Fields and Their Applications 13 (2007) 516–534 527Similarly, we have that for y′j ∈ C′j and y′′j , their (I + JpK)th coordinates are respectively
given by
y′
j,I+JpK =
pK−1∑
g=0
(
g
I
)
(−1)g−I
[ r ′j∑
k′=1
TrE ′
j,k′/H
′
j
(
A′j,k′,gγ
(I+JpK)μj,k′ )] (14)
and
y′′
j,I+JpK =
pK−1∑
g=0
(
g
I
)
(−1)g−I
[ r ′′j∑
k′′=1
TrE ′′
j,k′′/H
′′
j
(
A′′j,k′′,gγ
(I+JpK)λj,k′′ )], (15)
where for each g, A′
j,k′,g ∈ E ′j,k′ and A′′j,k′′,g ∈ E ′′j,k′′ . Applying Theorem 7, we have that the
(η+ (I + JpK))th component of c ∈ C for 0 ηm− 1, 0 I  pK − 1 and 0 J  ′ − 1
is given by
cη+(I+JpK) =
s∑
i=1
TrGi/Fq
(
xi,I+JpK ζ−η·ui
)+ t∑
j=1
[
TrH ′j /Fq
(
y′
j,I+JpK ζ
−η·vj )
+ TrH ′′j /Fq
(
y′′
j,I+JpK ζ
−η·wj )]
=
pK−1∑
g=0
(
g
I
)
(−1)g−I
{
s∑
i=1
ri∑
k=1
TrFi,k/Fq
(
Ai,k,gγ
(I+JpK)ρi,k ζ−η·ui
)
+
t∑
j=1
[ r ′j∑
k′=1
TrE ′
j,k′/Fq
(
A′j,k′,gγ
(I+JpK)μj,k′ ζ−η·vj
)
+
r ′′j∑
k′′=1
TrE ′′
j,k′′/Fq
(
A′′j,k′′,gγ
(I+JpK)λj,k′′ ζ−η·wj
)]} (16)
for some Ai,k,g ∈ Fi,k , A′j,k′,g ∈ E ′j,k′ and A′′j,k′′,g ∈ E ′′j,k′′ . Conversely, by Corollary 4, for every
Ai,k,g ∈ Fi,k , A′j,k′,g ∈ E ′j,k′ and A′′j,k′′,g ∈ E ′′j,k′′ , the construction given in (16) gives rise to a
codeword in C.
Consequently, we have that
Φ(C) = {(c0, c1, . . . , cm−1): Ai,k,g ∈Fi,k, A′j,k′,g ∈ E ′j,k′ , A′′j,k′′,g ∈ E ′′j,k′′},
where, for each 0 n m − 1,
cn =
pK−1∑ ( g
np
)
(−1)g−np
{
s∑ ri∑
TrFi,k/Fq
(
Ai,k,gδ
n
i,k
)
g=0 i=1 k=1
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t∑
j=1
[ r ′j∑
k′=1
TrE ′
j,k′/Fq
(
A′j,k′,gσ
n
j,k′
)+ r
′′
j∑
k′′=1
TrE ′′
j,k′′/Fq
(
A′′j,k′′,gβ
n
j,k′′
)]}
and np = n (mod pK), δi,k = γ ρi,k ζ−ui , σj,k′ = γ μj,k′ ζ−vj , and βj,k′′ = γ λj,k′′ ζ−wj . 
Before we proceed, we need a technical lemma.
Lemma 11. Let p be a prime, and let K be a nonnegative integer. Then for each 0 n pK −1,
(
pK − 1
n
)
≡ (−1)n (mod p).
Proof. Observe that for each 0 n pK − 2
(
pK − 1
n+ 1
)
=
(
pK − 1
n
)
pK − (n + 1)
n + 1 =
(
pK − 1
n
)(
pK
n+ 1 − 1
)
≡ −
(
pK − 1
n
)
(mod p)
since the multiplicity of p in n + 1 is always less than that of pK , and so
pK
n + 1 ≡ 0 (mod p).
Since (
pK − 1
0
)
≡ 1 (mod p),
the result follows. 
Lemma 12. One has that
{(
γ ρi,k ζ−ui
)qn
: 1 i  s, 1 k  ri , n ∈ N
}
,{(
γ
μj,k′ ζ−vj
)qn
: 1 j  t, 1 k′  r ′j , n ∈ N
}
,{(
γ
λj,k′′ ζ−wj
)qn
: 1 j  t, 1 k′′  r ′′j , n ∈ N
} (17)
are zeroes of Φ(C)⊥, while
{(
γ−ρi,k ζ ui
)qn
: 1 i  s, 1 k  ri , n ∈ N
}
,{(
γ
−μj,k′ ζ vj
)qn
: 1 j  t, 1 k′  r ′j , n ∈ N
}
,{(
γ
−λj,k′′ ζwj
)qn
: 1 j  t, 1 k′′  r ′′j , n ∈ N
} (18)
are nonzeroes of Φ(C).
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c ∈ Φ(C). Hence
0 = d · c =
m−1∑
n=0
dncn
=
m−1∑
n=0
dn
{
pK−1∑
g=0
(
g
np
)
(−1)g−np
[
s∑
i=1
ri∑
k=1
TrFi,k/Fq
(
Ai,k,gδ
n
i,k
)
+
t∑
j=1
[ r ′j∑
k′=1
TrE ′
j,k′/Fq
(
A′j,k′,gσ
n
j,k′
)+ r
′′
j∑
k′′=1
TrE ′′
j,k′′/Fq
(
A′′j,k′′,gβ
n
j,k′′
)]]}
=
m−1∑
n=0
{
pK−1∑
g=0
(
g
np
)
(−1)g−np
[
s∑
i=1
ri∑
k=1
TrFi,k/Fq
(
Ai,k,gδ
n
i,kdn
)
+
t∑
j=1
r ′j∑
k′=1
TrE ′
j,k′/Fq
(
A′j,k′,gσ
n
j,k′dn
)+ t∑
j=1
r ′′j∑
k′′=1
TrE ′′
j,k′′/Fq
(
A′′j,k′′,gβ
n
j,k′′dn
)]}
,
where Fi,k,E ′j,k′ ,E ′′j,k′′ , δi,k, σj,k′ and βj,k′′ are as in Lemma 10. Since, by Lemma 10, the
Ai,k,g’s, A
′
j,k′,g’s and A
′′
j,k′′,g’s can take any value in their respective domains, we can choose
all but one of these pK(
∑s
i=1 ri +
∑t
j=1(r ′j + r ′′j )) variables to be zero, for instance, all but
A1,1,pK−1 to be zero. In this particular case, we have that
0 =
m−1∑
n=0
[(
pK − 1
np
)
(−1)pK−1−np TrF1,1/Fq
(
A1,1,pK−1δn1,1dn
)]
= TrF1,1/Fq
(
A1,1,pK−1
m−1∑
n=0
(
pK − 1
np
)
(−1)pK−1−npδn1,1dn
)
= TrF1,1/Fq
(
A1,1,pK−1
m−1∑
n=0
δn1,1dn
)
for all A1,1,pK−1 ∈F1,1, the last step following from Lemma 11 and the fact that −1 = 1 for the
case where p = 2. Hence, by Theorem 1(v), we have that
m−1∑
n=0
δn1,1dn = 0
for all d ∈ Φ(C)⊥. Thus δ1,1 is a zero of Φ(C)⊥. Similarly, we have that
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σj,k′ : 1 j  t, 1 k′  r ′j
}
,{
βj,k′′ : 1 j  t, 1 k′′  r ′′j
}
are zeroes of Φ(C)⊥. Using the fact that for any positive integer N , α is a root of a factor f (X)
of XN − 1 over Fq implies αq is also a factor of f (X), we have that
{(
γ ρi,k ζ−ui
)qn
: 1 i  s, 1 k  ri , n ∈ N
}
,{(
γ
μj,k′ ζ−vj
)qn
: 1 j  t, 1 k′  r ′j , n ∈ N
}
,{(
γ
λj,k′′ ζ−wj
)qn
: 1 j  t, 1 k′′  r ′′j , n ∈ N
}
are zeroes of Φ(C)⊥.
Now, for each of α ∈ {δ−1i,k , σ−1j,k′ , β−1j,k′′ : 1  i  s, 1  j  t, 1  k  ri , 1  k′  r ′j ,
1 k′′  r ′′j }, we find a codeword c(X) ∈ Φ(C) such that c(α) 	= 0. In particular, we find such a
c(X) for α = δ−11,1, and the other cases are similar.
Let c(X) ∈ Φ(C) be such that A′
j,k′,g = A′′j,k′′,g = 0 for all j, k′, k′′ and g, and Ai,k,g = 0 for
all (i, k, g) 	= (1,1,0). Let A1,1,0 = A. Then, letting N + 1 be the degree of the extension F1,1
over Fq , we have that
c
(
δ−11,1
)= m−1∑
n=0
[(
0
np
)
(−1)−np TrF1,1/Fq
(
Aδn1,1
)
δ−n1,1
]
=
′m−1∑
h=0
[
pK−1∑
n=0
(
0
n
)
(−1)−n TrF1,1/Fq
(
Aδ
hpK+n
1,1
)
δ
−(hpK+n)
1,1
]
=
′m−1∑
h=0
TrF1,1/Fq
(
Aδ
hpK
1,1
)
δ
−hpK
1,1
=
′m−1∑
h=0
(
A+ Aqδ(q−1)hpK1,1 + · · · +Aq
N
δ
(qN−1)hpK
1,1
)
. (19)
For a positive integer n, δ(q
n−1)pK
1,1 = 1 if and only if δ(q
n−1)
1,1 = 1. Let L be the smallest such
positive integer, then F ⊆ F1,1, an extension of Fq of degree L, is the smallest subfield of F1,1
extending Fq containing δ1,1. In particular, L divides N + 1, and we write (N ′ + 1)L = N + 1.
Thus (19) becomes
c
(
δ−11,1
)= ′m−1∑
h=0
(
A+ Aqδ(q−1)hpK1,1 + · · · +Aq
N
δ
(qN−1)hpK
1,1
)
= ′m(A +AqL + · · · + AqN ′L)
= ′mTrF1,1/F (A),
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a surjective function onto F , there exists some A ∈F1,1 such that TrF1,1/F (A) 	= 0. Hence, with
this choice of A, c(δ−11,1) 	= 0, since ′m is coprime to p. Consequently, δ−11,1 is a nonzero of Φ(C).
Similarly, we obtain that
{(
γ−ρi,k ζ ui
)qn
: 1 i  s, 1 k  ri , n ∈ N
}
,{(
γ
−μj,k′ ζ vj
)qn
: 1 j  t, 1 k′  r ′j , n ∈ N
}
,{(
γ
−λj,k′′ ζwj
)qn
: 1 j  t, 1 k′′  r ′′j , n ∈ N
} (20)
are nonzeroes of Φ(C). 
Theorem 13. One has that
{(
γ−ρi,k ζ ui
)qn
: 1 i  s, 1 k  ri , n ∈ N
}
,{(
γ
−μj,k′ ζ vj
)qn
: 1 j  t, 1 k′  r ′j , n ∈ N
}
,{(
γ
−λj,k′′ ζwj
)qn
: 1 j  t, 1 k′′  r ′′j , n ∈ N
} (21)
are all the nonzeroes of Φ(C), and all other roots of Xm − 1 are zeroes of Φ(C), each of
multiplicity pK .
Proof. Let δi,k , σj,k′ and βj,k′′ be as in Lemma 10. Let
Λ = {δqni,k, σ qnj,k′ , βqnj,k′′ : 1 i  s, 1 j  t, 1 k  ri , 1 k′  r ′j , 1 k′′  r ′′j , n ∈ N}.
It suffices to show that the zeroes of Φ(C)⊥ are exactly those in Λ, each having multiplicity pK ,
since for any cyclic code D of length n, a root α of Xn − 1 is a zero of D of full multiplicity if
and only if α−1 is a nonzero of D⊥. On this note, we already have by Lemma 12 that each α ∈ Λ
is a zero of Φ(C)⊥ of multiplicity pK . Now it remains to show that any other root of Xm − 1 is
a nonzero of Φ(C)⊥.
Now, extend {ρi,k: 1  k  ri} to a complete set {ρi,k: 1  k  Ri} of representatives of
the qdeg(gi )-cyclotomic cosets modulo ′. Likewise, we obtain the corresponding complete set
of representatives of qdeg(hj )-cyclotomic cosets modulo ′ {μj,k′ : 1 k′  R′j } and {λj,k′′ : 1
k′′ R′′j }. By Theorem 7, we have that the constituent codes of C⊥ are C⊥
′
i which is generated by
θρi,ri+1(X), . . . , θρi,Ri (X), C
′′
j
⊥
which is generated by θ ′′λj,r′′
j
+1
(X), . . . , θ ′′λj,R′′
j
(X), and C′j
⊥
which
is generated by θ ′μj,r′
j
+1(X), . . . , θ
′
μj,R′
j
(X) (in this order).
Recall that gi is associate to its reciprocal, while hj and h∗j are associates, so that we have−ui ∈ Ui , −wj ∈ Vj and −vj ∈ Wj for each 1  i  s and 1  j  t . Applying Lemma 12 to
C⊥ using the choice of the elements of Ui , Vj and Wj as chosen above, we obtain that{
γ ρi,k ζ−ui : 1 i  s, ri + 1 k Ri
}
,{
γ
λj,k′′ ζ−wj : 1 j  t, r ′′j + 1 k′′ R′′j
}
,{
γ
μj,k′ ζ−vj : 1 j  t, r ′j + 1 k′ R′j
}
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{(
γ ρi,k ζ−ui
)qn
: 1 i  s, 1 k Ri, n ∈ N
}
,{(
γ
μj,k′ ζ−vj
)qn
: 1 j  t, 1 k′ R′j , n ∈ N
}
,{(
γ
λj,k′′ ζ−wj
)qn
: 1 j  t, 1 k′′ R′′j , n ∈ N
}
are all the roots of Xm − 1, each of multiplicity pK . Hence Φ(C)⊥ has no other zeroes than
those in Λ, and so, the zeroes of Φ(C)⊥ are exactly
{(
γ ρi,k ζ−ui
)qn
: 1 i  s, 1 k  ri , n ∈ N
}
,{(
γ
μj,k′ ζ−vj
)qn
: 1 j  t, 1 k′  r ′j , n ∈ N
}
,{(
γ
λj,k′′ ζ−wj
)qn
: 1 j  t, 1 k′′  r ′′j , n ∈ N
}
,
each of multiplicity pK . 
Recalling that for the case where  = 1, i.e., the case where C is cyclic, since Φ(C) = C,
observe that the above result conforms to this trivial case.
4. Explicit constructions
1. q = 2, m = 3,  = 5; C1 = 〈X + 1〉 ⊆ F52, C2 = 〈X4 + X3 + X2 + X + 1〉 ⊆ F522 . Using
Theorem 7, one obtains that C has⎛
⎜⎜⎜⎜⎜⎜⎝
1 1 0 0 0 1 1 0 0 0 1 1 0 0 0
0 1 1 0 0 0 1 1 0 0 0 1 1 0 0
0 0 1 1 0 0 0 1 1 0 0 0 1 1 0
0 0 0 1 1 0 0 0 1 1 0 0 0 1 1
0 0 0 0 0 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 0 0 0 0 0 1 1 1 1 1
⎞
⎟⎟⎟⎟⎟⎟⎠
as a generator matrix. Then we have that
Φ(C) = 〈X9 +X7 +X6 +X4 +X3 + X + 1〉.
On the other hand, using Theorem 13, we obtain that the nonzeroes of Φ(C) are γ , γ 2, γ 3,
γ 4, ζ and ζ 2, where γ is a root of X4 + X3 + X2 + X + 1 over F2 (and is thus a primitive 5th
root of unity) and ζ is a root of X2 + X + 1 over F2 (and is thus a primitive cube root of unity).
Hence, if g(X) is the generator polynomial of Φ(C), then(
X15 − 1)/g(X) = (X4 +X3 + X2 + X + 1)(X2 +X + 1).
Consequently,
g(X) = X9 + X7 + X6 +X4 +X3 +X + 1,
which agrees with the earlier computation.
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〈X4 +X3 +X2 +X + 1〉 ⊆ F532 . Using Theorem 7, one obtains that C has
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
2 1 0 0 0 1 2 0 0 0 2 1 0 0 0 1 2 0 0 0
0 2 1 0 0 0 1 2 0 0 0 2 1 0 0 0 1 2 0 0
0 0 2 1 0 0 0 1 2 0 0 0 2 1 0 0 0 1 2 0
0 0 0 2 1 0 0 0 1 2 0 0 0 2 1 0 0 0 1 2
2 2 2 2 2 0 0 0 0 0 1 1 1 1 1 0 0 0 0 0
0 0 0 0 0 2 2 2 2 2 0 0 0 0 0 1 1 1 1 1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
as a generator matrix. Then we have that
Φ(C) = 〈X13 + 2X12 + X11 +X9 +X8 + 2X7 + 2X6 + X5 + X4 +X2 + 2X + 1〉.
On the other hand, using Theorem 13, we obtain that the nonzeroes of Φ(C) are 1, γ ζ 2, γ 2ζ 2,
γ 3ζ 2, γ 4ζ 2, ζ and ζ 3, where γ is a root of X4 +X3 +X2 +X+1 over F3 (and is thus a primitive
5th root of unity) and ζ is a root of X2 + 1 over F3 (and is thus a primitive 4th root of unity).
Hence, if g(X) is the generator polynomial of Φ(C), then
(
X15 − 1)/g(X) = (X4 + 2X3 + X2 + 2X + 1)(X2 + 1)(X + 2).
Consequently, g(X) = X13 + 2X12 +X11 +X9 +X8 + 2X7 + 2X6 +X5 +X4 +X2 + 2X + 1,
which agrees with the earlier computation.
3. q = 2, m = 7,  = 6 = 2 · 3; C1 = 〈(X2 + X + 1)2〉 = 〈X4 + X2 + 1〉 ⊆ F62, C′1 =
〈(X + 1)2〉 = 〈X2 + 1〉 ⊆ F623 , C′′1 = 〈(X2 + X + 1)2〉 = 〈X4 + X2 + 1〉 ⊆ F623 . Using Theo-
rem 7, one obtains that C has the matrix displayed on the next page as a generator matrix. Then
we have that
Φ(C) = 〈X22 +X16 +X14 + X4 + 1〉= 〈(X11 +X8 + X7 + X2 + 1)2〉.
On the other hand, using Theorem 13, we obtain that the nonzeroes of Φ(C) are 1, γ ζ , γ ζ 2,
γ ζ 4, γ 2ζ , γ 2ζ 2, γ 2ζ 4, ζ 3, ζ 5 and ζ 6, where γ is a root of X2 + X + 1 over F2 (and is thus a
primitive cube root of unity) and ζ is a root of X3 + X + 1 over F2 (and is thus a primitive 7th
root of unity), and all other roots of X42 −1 are zeroes of Φ(C) of multiplicity 2. Hence, if g(X)
is the generator polynomial of Φ(C), then
(
X21 − 1)2/g(X) = ((X6 +X4 +X2 + X + 1)(X3 +X2 + 1)(X + 1))2.
Consequently,
g(X) = (X11 + X8 +X7 +X2 + 1)2,
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⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0
0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1
1 0 1 0 0 0 1 0 1 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 1 0 1 0 0 0 1 0 1 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 1 0 0 0 1 0 1 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 1 0 0 0 1 0 1 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 1 0 0 0 1 0 1 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 1 0 0 0 1 0 1 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 1 0 0 0 1 0 1 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 1 0 1 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 1 0 1 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 1 0 1 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0 1 0 1 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 1 0 1 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0 1 0 1 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 1 0 1 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0 1 0 1
1 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 1 0 0 0 0 0 0 0 1 0 1 0 1 0 1 0 1 0 1 0
0 1 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 1 0 0 0 0 0 0 0 1 0 1 0 1 0 1 0 1 0 1
0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 1 0 0 0 0 0 0 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0
0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 1 0 0 0 0 0 0 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1
0 0 0 0 0 0 1 0 1 0 1 0 0 0 0 0 0 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 1 0 1 0 0 0 0 0 0 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 0 0 0 0 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
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