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Abstract 
The high standard of living in industrial countries is based on the utilization of machines. In par-
ticular, the tasks performed with hydraulic work machines (HWMs) are essential in numerous 
industrial fields. Agriculture, mining, and construction are just a few examples of the lines of 
business that would be inconceivable today without HWMs. However, rising oil prices and com-
peting technologies are challenging the manufacturers of these machines to improve their fuel 
economy. 
Despite the fact that energy efficiency research of hydraulic systems has been active for more 
than a decade, there seems to be a significant gap between industry and academia. The manufac-
turers of HWMs have not adopted, for example, novel system layouts, prototype components, or 
algorithms that require powerful control units in their products. 
The fuel economy of HWMs can be increased by utilizing system information in control algo-
rithms. This cost-effective improvement enables operation in challenging regions and closer to 
the operating boundaries of the system. Consequently, the information about the system has to be 
accurate. For example, reducing the rotational speed of the engine has proven effective in improv-
ing the energy efficiency, but it increases the risk of even stalling the engine, for instance in 
situations where the power generation cannot meet the high transient demand. If this is considered 
in the controller with low uncertainty, fuel economy can be improved without decreasing the 
functionality of the machine. 
This thesis studies the advantages of model-based control in the improvement of the fuel economy 
of HWMs. The focus is on hydrostatic drive transmissions, which is the main consumer of energy 
in certain applications, such as wheel loaders.  
We started by developing an instantaneous optimization algorithm based on a quasi-static system 
model. The control commands of this fuel optimal controller (FOC) were determined based on 
cost function, which includes terms for fuel economy, steady-state velocity error, and changes in 
the control commands.  
  
 
 iv  
Although the use of quasi-static models is adequate for steady-state situations, the velocity track-
ing during transients and under load changes has proven to be inadequate. To address this issue, 
a high-performance velocity-tracking controller was devised. Full state feedback was assumed, 
and we resorted to a so-called D-implementation, which eliminates, for example, the need for the 
equilibrium values of pressure signals. The nonlinearities of the system were considered with the 
state-dependent parameters of the linear model. 
In the next step, a nonlinear model predictive controller combined fuel economy control and ve-
locity tracking. To the best of the author’s knowledge, this is the first time that the model predic-
tive control scheme has been utilized with such a detailed system model that also considers the 
hydraulic efficiencies and torque generation of the engine. This enables utilizing the controller as 
a benchmark of control algorithms for non-hybrid hydrostatic drive transmissions that do not re-
quire information about the future.  
The initial tests of all the controllers were conducted with a validated simulation model of a re-
search platform machine, a five-ton municipal tractor. In addition, the FOC and velocity-tracking 
controller were implemented into the control system of the machine. The practical worth of the 
FOC was proven with a relatively unique field experiment set-up that included, for example, an 
online measurement system of fuel consumption and autonomous path following. The fuel econ-
omy improved up to 16.6% when compared with an industrial baseline controller. The devised 
velocity-tracking concept was also proven as a significant reduction of error was observed in 
comparison with classic literature solutions, namely state feedback and proportional-integral-de-
rivative controllers. 
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Hydraulic work machines (HWMs) are an essential part of several industrial fields. Their impact is unreplace-
able, for example, in applications that require transferring high loads, and operating with high forces and on 
relatively difficult terrains or remote locations. Numerous machines can be classified as HWMs, but probably 
some of the most familiar are agricultural and municipal tractors, excavators, wheel loaders, a variety of forest 
machines, and modern mining equipment. A central factor for the competitive edge of HWMs, and hydraulic 
systems in general, is their superior power-to-weight ratio. This means that, for example, a comparatively 
lightweight boom can be equipped with a powerful actuator, which also keeps the size of the actual machine 
reasonably small. 
The advantage of power density has been so significant that the energy efficiency aspects of hydraulic systems 
were neglected for decades, even though basic system layouts combined with traditional control methods often 
resulted in unnecessary low fuel economy. However, due to increasing oil prices and stringent emission regu-
lations, the research for improving the energy usage of HWMs has been extremely active, especially during 
the last 10 years.  
Modern HWMs are equipped with numerous sensors that provide real-time data about the operation of the 
machine to networks accessible from all over the world. This offers the machine owners a convenient way of 
supervising their fleet, but the possibilities are not limited to unidirectional monitoring. With computer-con-
trolled drive-by-wire machines, this data can be utilized to change the operation of the machine. For example, 
information about the state of the systems enables both a considerable increase in the automation level and 
optimal control of HWMs. Such features can improve the quality of work and lower the operational costs. 
Innovative products are a necessity for machine manufacturers that are striving to increase their global market 
share. Moreover, there seems to be growing interest towards advanced features also among the customers, who 
are beginning to realize that there is more in the electric control of HWMs than just a reduced number of 
hydraulic hoses. 
1 Introduction 
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Figure 1. Different types of hydraulic work machines (Photo provided by M. Ketonen). 
Probably one of the most beneficial things in computer-controlled drive-by-wire machines is that the hydraulic 
installations are decoupled from the system controls. Therefore, changing the operation of the system does not 
usually require physical modifications. In addition, improvements of certain features, such as fuel economy or 
even safety, can be updated via a network connection. This enables both cost reductions and increased uptime 
of machines. 
1.1 Research Problem 
While both the industry and academia are developing solutions to the challenges of HWMs, it seems that the 
gap between these communities is quite significant. There is a considerable amount of research in the academic 
fluid power community related especially to the energy management (EM) of hydraulic hybrid vehicles (HHV). 
These are usually conducted with advanced system layouts or controller algorithms that require high calcula-
tion power. At the same time, most commercial manufacturers focus on improving the robustness and opera-
bility of their machines that are hydromechanically controlled even today. There are some hybrid machines in 
the market, but majority of them are electrical as the forklift of Still [1] or the hybridization is included in 
1-dimensional work functions as in the crane of Liebherr [2]. 
The difference between these two worlds was a significant motivator for this thesis. It seems that for the cost-
conscious machine-building industry the acquired benefits, for example in energy efficiency, might not cover 
the costs of substantial modifications fast enough. This is especially the case if the mechanical design of the 
machines has to be changed, for example to fit in an energy storage. Therefore, as large-scale hybridrization 
of HWMs is not yet in prospect, the improvements can be achieved, for example, via intelligent control. For 
drive-by-wire machines, this means only changes in the control software that is a one-time expense. Even 
though such algorithms have already been developed in the Academia especially for the work functions of 
HWMs, they usually require very advanced control units not available in cost-effective prices. In addition, 
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these solutions tend to focus on improving the numeric results and ignoring for instance facility of commis-
sioning and aspects of compliance. Therefore, developing commercial products based on them requires con-
siderable effort. 
Municipal tractors are one of the most versatile HWMs because they can be equipped with a variety of imple-
ments, such as buckets, snowplows or brushes. Regardless of the tool attached, the majority of the energy of 
wheel loaders [3], and especially municipal tractor applications, is consumed in the translational motion of the 
machine also referred to as traction drives. This encourages the pursuit for improving the fuel economy of 
hydrostatic drive transmissions (HSD).   
In this work, HSD includes the entire power transfer system of a traction drive beginning from the shaft of the 
internal combustion engine (ICE) and ending at the axle of the wheel of the machine. 
The main objective of this thesis is to improve the energy efficiency of HSDs with cost-effective solutions. 
This is formulated into the following research questions (RQs): 
Energy efficiency (RQ1): How much the fuel economy of non-hybrid HSDs can be improved only by control 
algorithms without impairing the functionality of the system? What is the benefit of utilizing dynamic system 
models instead of steady-state equations? 
Practical importance (RQ2): How to demonstrate that the control solutions developed for RQ1 have also 
practical worth? 
Adaptability and flexibility (RQ3): Can the controllers of drive-by-wire machines be designed in way that 
enables reduction of costs via faster control design and commissioning of HWMs? 
 In order to answer these research questions, this thesis involves the design of EM and velocity-tracking con-
trollers for HSDs with the following features: 
F1 Fuel economy: The designed EM solutions should improve the fuel economy of HSDs by means of 
control algorithms. Systems with energy storage are beyond the scope of this thesis. 
F2 High performance: The response of the system should not be significantly impaired in order to 
increase fuel economy. 
F3 Experimentally verified: Field tests are essential in the evaluation of the benefits of the developed 
controllers. Moreover, as the focus is on improving the fuel economy of HSDs, fuel consumption 
should be measured instead of predicting it with a model. Successful experimental testing also guar-
antees a certain level of robustness, as the utilized models are never perfectly consistent with the 
reality. 
F4 Credible comparison: The performance of the developed controllers should be assessed by com-
paring both of them with feasible textbook solutions and state-of-the-art commercial algorithms of 
similar applications when viable. 
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F5 Real-time implementable: The primary requirement for the controllers is that the information about 
the future should not be mandatory. This enables real-time implementation that is necessary for F3. 
F6 Generality and modularity: Structures of the devised controllers should be applicable to multiple 
system layouts of HSDs, and the number of tunable parameters should be kept to a minimum. In 
addition, the design has to enable the controller of an individual system to be integrated into the 
upper level EM of the machine. 
1.2 Contributions of the Thesis  
The scientific contributions of this thesis are as follows: 
 An experimentally verified controller for improving the fuel economy of HSDs based on instantaneous 
optimization. 
 An experimentally verified velocity-tracking controller for HSDs. This controller is based on gain-
scheduling and state feedback. Here, D-implementation [4] was utilized to lift the uncertain pressure-
based estimation of friction by replacing the measured pressure values with their derivatives. 
 Developing a nonlinear model predictive controller (NMPC) scheme of HSDs that includes both EM 
and velocity tracking. This controller is able to serve as a benchmark for evaluating the fuel economy 
of non-hybrid HSDs with controllers that do not utilize information about the future. 
 Plausible experimental verification with: 
o measured online fuel consumption that also enables comparing the momentary fuel economy 
of different controllers; 
o utilization of credible baseline controllers; 
o removing the operator influence for fuel economy with an autonomous drive algorithm intro-
duced in [5]; and 
o meticulous evaluation of the functionality of the designed EM controller in extreme operabil-
ity tests. 
Such a thorough set-up for experimental tests is relatively unique in the literature. 
 Validated simulation model of the research platform machine also in terms of fuel consumption. 
 A modular structure of the EM controller for which the required calculation power can be adjusted 
(e.g., based on the available resources of the control unit in order to achieve feasible real-time imple-
mentation). 
 Modifications to the control system of the machine that enable integration and implementation of the 
designed controllers.  
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1.3 Author’s Contribution to the Publications 
In this section, the contributions of the author of this thesis (later referred to as the author) to the publications 
and the unpublished manuscript are briefly explained. 
P.I The author wrote the paper and designed the controller, tuned the parameters as well as implemented 
it on the real-time simulation environment, GIMsim. The responsible designer of GIMsim is 
M. Hyvönen who provided assistance during the model validation process. Measurements for collect-
ing the validation data were planned and conducted by the author. R. Ghabcheloo suggested improve-
ments for the structure of the controller and reviewed the paper together with Professor K. Huhtala. 
P.II The author wrote the paper and was responsible for the changes required for the research platform 
machine. The author also modified the controller to enable implementation and conducting the exper-
iments. In addition, the author installed the fuel measurement system after receiving information from 
the manufacturer of the engine. R. Ghabcheloo suggested improvements and made corrections to the 
paper. The author planned the tests and developed the baseline controller. Professors R. Ghabcheloo 
and S. Tikkanen made suggestions for the test plan and reviewed the paper together with Professor K. 
Huhtala.  
P.III The author wrote the paper as well as developed and implemented the controller to the research plat-
form machine. Professor R. Ghabcheloo presented the initial idea of utilizing gain scheduling for the 
velocity-tracking controller. The author derived the equations of the system model, and further devel-
oped the model (e.g., by adding a state in order to improve the response). Required signal processing 
and parameter tuning was conducted by the author. Professor R. Ghabcheloo suggested major im-
provements and made corrections to the paper. Professor K. Huhtala reviewed the paper. 
P.IV The author wrote the manuscript and developed the models for the model predictive controller (MPC) 
framework. The basic structure of MPC is based on the script written by Grüne and Pannek [6]. This 
template was heavily modified by the author to implement, for example, reference tracking. The author 
designed and conducted the simulations to determine the most feasible structure and parameters for 
the controller. Professor R. Ghabcheloo suggested solutions, especially for improving the convergence 
of the optimization, made corrections, and reviewed the paper.  
1.4 Assumptions and the Scope of Validity of the Conclusions 
Controlling the hydraulic systems of HWMs encompasses an extensive field of research for which the main 
topics range from the modelling accuracy of these systems in various operating situations to the utilization of 
divergent control methods. Moreover, the practical implementations of the designed controllers are likely to 
impose restrictions (e.g., for the resolution of control commands or available computing resources). Especially 
the latter might have a significant effect on achievable real-time operation. In addition, the manufacturers of 
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commercially available components do not usually allow major changes to their products. For instance, some 
undesired features cannot be deactivated, and the tuning of the parameters of low-level controllers might not 
be enabled. Thus, it is important to delineate the scope in which the contributions listed in Section 1.2 are 
applicable. 
 The presented methods for EM and velocity tracking require a modern drive-by-wire HWM. Addi-
tionally to these electrical operator (or computer-generated) commands, the information about certain 
state variables is essential for the control algorithms. For EM, pressure values are the most important 
ones, and for the velocity tracking, naturally the speed of the machine has to be measured. 
 Pure rolling is assumed for the wheels of the machine (i.e., no slipping or skidding is present). 
 For the system models, the hydraulic efficiencies are measured and the consumption of the engine is 
determined in steady-state operation points. These values cannot be considered entirely accurate in 
transient conditions, as demonstrated, for example, in [7]. However, the comparison of fuel rate values 
together with the validation data of the machine presented in Chapter 3, indicate that the accuracy of 
the predicted fuel consumption is adequate. 
 The engine model utilized in P.I is validated for the maximum positive and negative loads of 50 and 
-20 kW, respectively, due to the limitations of the available laboratory equipment. The rated power of 
the engine is 100 kW. 
 Even though the structures of the controllers are designed generic, the research is conducted with one 
machine in which the HSD does not have mechanical transmission, and the displacement of the hy-
draulic motors can be changed between two discrete settings. This system layout is quite uncommon 
in commercially available municipal tractors and wheel loaders. 
 The scope of the research is limited to HSDs with no hybrid capabilities (i.e., no energy storages or 
secondary power sources). Therefore, if the designed controllers are utilized in a system with multiple 
consumers of power, high-level power management is required. To this end, the controllers include an 
interface for such a solution presented in [8]. 
 Comparisons between the fuel consumption of the designed controllers and globally optimal strategies, 
for example, dynamic programming (DP), are not conducted. This is because the focus is on empirical 
testing of the controllers from which collecting the required data (e.g., load profile), is not a trivial 
matter. In addition, the model utilized in DP would be significantly different from the real machine. 
Therefore, such comparisons would be unreliable. Furthermore, the computation time of DP increases 
exponentially with the number of variables. Due to this “curse of dimensionality,” it has not been 
utilized as a benchmark in P.IV. 
 The devised controllers improve the fuel economy while tracking a given velocity reference trajectory 
and penalizing the velocity error. Thus, optimal control commands are not task-based as the reference 
is pre-determined. Alternatively, the problem could be set, for example, to “drive 100 meters and min-
imize the amount of consumed fuel.” This would also require including time in the optimization.
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This chapter provides a review of the state of the art in the field of control of HSDs. The main focus is in the 
different aspects of EM ranging from control algorithms (Section 2.1.1) to testing methods (Section 2.2.2). In 
addition, baseline controllers (Section 2.2.1) and means of evaluating success (Section 2.2.3) are discussed. 
Even though the test cycles of HWMs are not as standardized as those of automobiles, some references are 
made and commonly used practices described in Section 2.2.2.4. Section 2.1.2 presents solutions for the ve-
locity tracking of HSDs. 
2.1 Control of Hydrostatic Drive Transmissions 
2.1.1 Energy Management of Hydrostatic Drive Transmissions 
This section presents control schemes that can be utilized in EM of the traction drives of HWMs to improve 
their fuel economy. The review is limited to approaches that do not require accurate information about the 
future and, therefore, are implementable to real machines. 
The majority of the published EM research has been conducted with hybrid electric vehicles (HEV), but in 
recent years, studies of HHV have also emerged. In addition, the number of solutions for automotive applica-
tions is extensive when compared to HWM. Fortunately, the principles of the cited EM research can be applied 
also to different applications. 
The most utilized problem formulation in EM research assumes that the velocity reference trajectory is given 
but not entirely known in advance. For example, all the standardized drive cycles of on-road vehicles contain 
this information. Thus, the control objective can be expressed as follows: 
1. Minimize the amount of fuel consumed. 
2. Minimize the velocity error for a given reference trajectory. 
2 Review of the State of the Art 
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Alternatively, an optimal velocity reference trajectory could be generated for a given task, but solving this 
problem is excluded from this thesis and related research and, therefore, omitted here. 
Generally speaking, EM controllers can be divided into reactive [9] and predictive ones [10]. The former type 
relies solely on measured variables and reacts (i.e., changes control commands) to the observed changes in the 
states of the system. The controllers devised in P.I and P.II belong to this class. In P.III, the controller is also 
reactive, but EM is not considered. The controllers of the latter type utilize information about the future refer-
ences or dynamic system models, and predict the system’s response. These controllers usually generate a tra-
jectory of control commands instead of calculating only the ones applied in the next execution cycle. The 
controller presented in P.IV is of the predictive type. 
The main difference between reactive and predictive control schemes is, therefore, the amount of required 
information. Consequently, if certain data is not available, the value has to be predicted. Otherwise, the per-
formance of the controller will be reduced.  
The following sections (2.1.1.1–2.1.1.3) present literature covering a variety of EM controllers from which all 
rule-based (Section 2.1.1.1) and model-based (Section 2.1.1.2) solutions can be classified as reactive together 
with instantaneous optimization (Section 2.1.1.3.1). In addition, two predictive control schemes are reviewed, 
namely model predictive control (MPC, Section 2.1.1.3.2) and stochastic dynamic programming (SDP, Section 
2.1.1.3.3). 
2.1.1.1 Rule-Based Control 
Probably the most utilized method for controlling drive transmissions is determining a set of static rules, for 
example based on expert knowledge ( [11], [12]) or extensive simulations [12]. Rule-based (RB) controllers 
are usually designed to meet the requirements of the operator in a way that all work cycles can be completed 
(i.e., emphasizing functionality over fuel economy [13]).  
Probably, the simplest RB method is the one in which the control commands of the actuators are changed one 
at a time according to a specified signal (e.g., velocity reference of the machine). The idea is utilized, for 
example, in [14], in which the hydraulic pump and motor are the variable displacement type. In addition, the 
rotational speed of the diesel engine is controlled. The control sequence is divided into three parts according 
to the mentioned components. At the first stage, the displacement of the pump is increased to maximum after 
which the displacement of the motor is reduced to minimum at stage 2. Finally, the speed of the engine is 
increased, assuming that it is not already set to maximum. In this thesis, this controller is referred to as the 
sequential RB controller. 
According to Jähne et al., they utilized the state-of-the-art hydromechanical control of wheel loaders in which 
the pump and the motor were controlled simultaneously as a function of the gas pedal [13]. No explicit infor-
mation about the algorithm or time-domain simulation results are presented, but based on their description, the 
used method is similar to the one named Automotive Drive and Anti-Stall Control (DA) by Bosch Rexroth 
[15]. DA control, described in Section 2.2.1, can be implemented hydromechanically. 
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In [12], a preliminary rule base was designed based on engineering intuition. The approach utilizes three con-
trol modes (braking, power-split, and recharging) from which the most suitable is chosen according to the 
requested power (i.e., gas pedal position and two constant power values). This controller was further developed 
with rules extracted from DP simulations (see Section 2.2.1.1 for more information). A similar approach was 
also taken in [12], [16], and [17]. 
Fuzzy reasoning has also been used in creating rules for driveline control. These approaches are often based 
on mimicking skilled drivers; for example, Omid et al. [18] and Naranjo et al. [19] defined their rule bases this 
way. In their studies, Langari and Wong ( [11], [20]) presented a situation awareness-based fuzzy rule set that 
distributed the torque requirement between the combustion engine and the electric motor according to expert 
knowledge. Other studies in which hydraulic drive transmissions are controlled with fuzzy logic controllers 
are, for example, [21] and [22]. 
2.1.1.2 Model-Based Control 
Usually, rules derived by expert knowledge on the system result in adequate fuel economy only in certain 
operation points or conditions. If higher performance is required, information about the controlled system can 
be included in the control algorithm with a mathematical model. This enables calculating control commands 
based on numerical values rather than ad hoc methods. Such a control scheme in which the system model is 
utilized, but no future predictions are made (as for example with MPC), is here referred to as model-based 
control. 
A common practice in model-based EM is utilizing the efficiencies of driveline components to determine the 
control command combination (CCC) that results in the highest system efficiency. Concentrating on the entire 
system is important, because the CCC that maximizes the efficiencies of hydraulic components can be highly 
suboptimal for the engine or vice versa. 
Vanwalleghem et al. devised a controller based on steady-state efficiencies of the components and tested their 
algorithm with an experimental laboratory set-up in several steady-state operating points. They compared the 
efficiencies achieved with their optimal control values to those obtained with the sequential RB controller 
described in Section 2.1.1.1. According to them, the total efficiency of the system can be significantly im-
proved if the engine is operated in regions of optimal specific fuel consumption. [14] While this obviously has 
a major effect on their results, the decreased losses of hydraulic components also contribute to the improve-
ments. However, the value of the study is hindered as it is limited to steady-state operations. 
Jähne et al. determined an “energetically optimal engine speed” based on required power calculated with con-
stant efficiencies but dependent on the load situation. They conducted simulations for two different work cycles 
of a wheel loader and compared the results to a constant engine speed controller. The reported reduction in 
fuel consumption was up to 15% when the adaptive engine speed controller was compared to a constant speed 
controller. [13] 
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It is not explicitly stated in [13], but the author believes that the optimal engine speed is chosen from the best 
efficiency curve of the engine. This method is also exploited, for example, in [23] for controlling continuously 
variable transmissions (CVT), and it is based on determining a specific rotational speed of the engine that 
results in the best fuel economy for all feasible values of power. When these optimal points are connected, the 
authors term the result Optimal Operating Line (OOL) of the engine. This method is also referred to as a single-
track strategy in the literature. It is notable that the single-track strategy also considers only the efficiency of 
the engine. Therefore, it can be assumed that fuel economy is improved when the efficiencies of the entire 
transmission are included in the controller. Still, Ahn et al. reported improvements of only 0.8% and 1.8% in 
simulations and empirical experiments, respectively, with such modifications in their controller [24]. In addi-
tion to the single-track strategy, other methods (e.g., speed envelope and off-the-beaten-track) are reviewed in 
[25]. 
In [12], the original rule base was improved with DP-based simulations of a hybrid electric truck. However, 
the results were not utilized directly, mainly because DP-generated control commands resulted in too frequent 
gear shifting, which decreases the drivability of the machine. Further, in their improved rule base, the power 
split ratio could obtain four different control modes: motor only, engine only, power assist, and recharge. In 
addition, a charge-sustaining rule was determined with DP. This enhanced algorithm decreased the combined 
fuel consumption and emission value by 5.57–20.46% in four simulated test cycles when compared to a con-
troller with “engineering intuition-based” rules. With DP, the same value was improved by 10.66–35.03%, 
which represents the global optima of the simulations. Identifying different operation modes for energy saving 
was utilized also in [26]. 
Bender et al. utilized recorded drive cycle information in order to decide the most beneficial situations to use 
the hydraulic part of their power split transmission. They compared their algorithm to a method in which torque 
was generated as much as possible with the hydraulic system. The reported improvement in fuel consumption 
was approximately 6%. [27] 
2.1.1.3 Optimal Control 
Optimality is a concept that is directly linked to the utilized problem setting. Therefore, an optimal solution 
might not be the one that results in the lowest fuel consumption, because, for example, component wear [28], 
trajectory tracking [29], or particle emissions [30] might also be considered. In most studies, the optimization 
problem is formulated as a minimization of a cost function that may include any terms the researchers consider 
relevant. Thus, optimality is defined differently in almost all the studies in the literature. In addition, function-
ality of the system should not decrease significantly due to the improvements in fuel economy. In P.II, the 
results are presented both in terms of fuel economy and functionality. 
2.1.1.3.1 Instantaneous Optimization 
Instantaneous optimization (also static optimization) is a method that is used to determine the optimal control 
commands of actuators 𝒖∗ at every calculation cycle based only on measured variables. This means that no 
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information about the future is required, and the commands are calculated one step forward. Usually, this is 
achieved by determining 𝒖 that minimizes a cost function 𝐽 with 
𝒖𝑁𝑢×1
∗ (𝒙) = argmin 𝐽(𝒙, 𝒖) (1) 
where 𝒙 and 𝒖 are vectors of the states and control commands, respectively. 𝑁𝑢 is the number of control inputs. 
The controller utilized in P.I and P.II is of this type, but due to the discretized control command space 𝑈, 
Equation (1) is rewritten as 
𝒖𝑁𝑢×1
∗ (𝒙) = argmin𝒖∈𝑈  𝐽(𝒙, 𝒖) (2) 
If a driveline includes an accumulator, its charging and discharging can be considered in the optimization with 
an equivalency factor that is the relation between the used energy of the secondary power source to the power 
demand. The Equivalent Consumption Minimization Strategy (ECMS) is also one branch of instantaneous 
optimization strategies. 
Kumar and Ivantysynova controlled a hydraulic hybrid power split drive with instantaneous optimization in a 
laboratory test rig. They utilized a Toyota Prius engine model and managed to exceed the fuel economy of this 
electric hybrid passenger car with its hydraulic alternative. In this study, any pressure of the accumulator above 
its reference was considered available energy, and the possible remaining power request was generated with 
the engine. The operation point (i.e., torque and speed) of the engine was determined with instantaneous opti-
mization, and the displacements of hydrostatic units were controlled to maintain the pressure of the accumu-
lator and the load of the engine at desired values. [31] This implies that, despite the obtained results, there 
seems to be room for improvement as hydraulic units are only used to optimize the operating point of the 
engine. In addition, the utilized driver model, effecting especially in transient situations, is left unexplained. 
ECMS is widely researched with HEV. Liu and Peng developed customary ECMS with DP simulations and 
decreased the gap to global optima by reducing the penalty of battery power (i.e., equivalency factor) during 
accelerations [32]. In [33], GPS data was utilized to change the equivalency factor according to the current 
road load. In addition, driving pattern recognition can be used to estimate this value [34]. Analogous strategies 
to ECMS can be used also with HHVs. For example, Wu et al. added a penalty term for the state of charge 
(SOC) of the accumulator [35]. 
2.1.1.3.2 Model Predictive Control 
The most significant defect of the EM approaches described above is that they are mainly based on steady-
state models. Therefore, operation under transient situations cannot be optimal. In model predictive control 
(MPC), the response of the system is predicted with its dynamic model. The timespan for which the prediction 
is made is called the prediction horizon. Moreover, control command trajectories are calculated in advance for 
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a pre-determined number of samples 𝑁𝑐 called the control horizon, but only the first CCC is sent to the actua-
tors of the system.  
A common practice is to determine 𝒖∗ by minimizing a cost function over the horizons. Mathematically, this 
can be expressed, for example, with 
𝒖𝑁𝑢×𝑁𝑐
∗ (𝒙) = argmin (∑ 𝐽(𝒙𝑖 , 𝒖𝑖)
𝑁𝑐
𝑖=1
+ ∑ 𝐽(𝒙𝑖 , 𝒖𝑁𝑐
∗ )
𝑁𝑝
𝑖=𝑁𝑐+1
)
subject to
?̇? = f(𝒙, 𝒖)
𝑔(𝒙, 𝒖) ≤ 0
 
 
 
(3) 
where f(𝒙, 𝒖) and 𝑔(𝒙, 𝒖) are a set of functions that define the dynamics of the system and applied constraints, 
respectively. 𝑁𝑝 is the number of samples of the prediction horizon. Note that in Equation (3), the cost after 
the control horizon (i.e., 𝑖 > 𝑁𝑐) is calculated with constant control commands, here the last CCC of 𝒖
∗. 
Nilsson et al. discovered in their simulation study that the fuel-optimal command trajectory for the engine is 
to first accelerate or decelerate the speed of the engine beyond the optimal steady-state value, and then ap-
proach the optimum value from the opposite direction from where the transition started. [36] Despite the fact 
that they focus on the engine, instead of having, for example, a hydraulic system as a load, and that their 
controller is able to prepare for the upcoming change in loading, the results indicate that it is worthwhile to 
develop controllers for optimizing transient situations. 
In [28] and [37], the MPC scheme is exploited in the hydraulic drive transmission of a passenger vehicle. The 
utilized objective function includes terms for velocity-tracking error and the efficiencies of the controllable 
components. Too frequent starts and stops of the engine are handled with a dwell-time constraint, but penalties 
are not placed on any other control changes. The controller is implemented using a state machine that, for 
example, changes the mode of the engine to idle under deceleration or when the accumulator is able to provide 
the requested power. The utilized sample time and prediction horizon were 1 and 5 seconds, respectively. 
While these values might be suitable for on-road applications, at least the 1-Hz update rate is highly suboptimal 
with HWMs and might even result in unfeasible predictions of MPC. 
Their test system is a laboratory set-up of an open hydraulic circuit, which is quite unusual in drive transmis-
sions. Moreover, the volumetric flow seems to be controlled both with the displacement of the pump and a 
throttling valve. The hybridization is done by placing an accumulator to the outlet of the pump after a check 
valve. [28] Although this configuration allows for controlling the accumulator pressure to some extent, it can-
not be considered representative of any commonly used HSD. Arguably, the main contribution of this work is 
in simplifying the optimization to a convex quadratic programming problem. 
In [10], Vu et al. utilized MPC to track optimal references of a simulated HHV. These values were determined 
with a supervisory controller that optimized the operation point of the engine and hydraulic components were 
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constrained to serve this purpose, along with the minimization of velocity error. A linearized model was uti-
lized in minimizing a quadratic cost function, which included penalties for the reference errors and the changes 
of control commands. Weighting factors for the latter terms were tuned by observing step responses of the 
system. The utilized model included three states―engine speed, accumulator pressure and vehicle speed―and 
three control inputs―engine speed, pump displacement and motor displacement. The researchers used a sam-
ple time of 0.1 seconds, and the prediction and control horizons of 2 and 0.5 seconds, respectively. There was 
no information about the real-time capability of the controller in the paper.  
Vu et al. reported fuel economy improvements of 35% and 10% in urban (Japan 1015) and highway (HWFET) 
drive cycles when the devised controller was compared to a proportional-integral-derivative– (PID–) based 
tracking of the optimal references. However, their baseline controller (three PIDs) required that the minimum 
accumulator pressure be raised from the value utilized with MPC in order to prevent depletion. This had a 
major effect on the results as the engine had to generate more power and less volume was available for captur-
ing the energy of regenerative braking. [10] No value for global optima was presented. As stated above, the 
control method was based on optimizing the operation point of the engine. Thus, the results might be improv-
able, as the maximum system efficiency is not usually found in the same operation point as the one of the 
engine. However, including the highly nonlinear hydraulic efficiencies in the optimization will significantly 
increase the complexity of the problem. 
Borhan et al. controlled the power split transmission of on-road HEV with MPC. They linearized the nonlinear 
system model at every execution cycle in the current operation point, but also applied nonlinear MPC (NMPC) 
to the same EM problem (simulated Toyota Prius in four different drive cycles). The NMPC increased the fuel 
economy by 9.2–9.7 % when compared to their linear MPC. Both controllers were real-time executable with 
a sample time of one second. [38] In this study, the results were not compared to the global optima, but it is 
unique because of the utilized NMPC approach.  
The MPC scheme has also been exploited with mechanical transmissions, as Meyer et al. optimized the fuel 
economy of their CVT drive. They simulated an on-road CVT drive with a 0.25-second sample time and 
1-second prediction horizon. No comparison was made to baseline controllers, but the engine operated in the 
high-efficiency region for the majority of the trapezoidal test cycle. [39] 
2.1.1.3.3 Stochastic Dynamic Programming 
Dynamic programming (see Section 2.2.1) requires information about the future and, therefore, cannot be 
implemented in the control systems of human-operated machines. Stochastic dynamic programming (SDP) is 
an attempt to tackle this major shortcoming. The idea of SDP is to predict the future drive cycle based on the 
operations done in the past. For this, transition probabilities from one state to another are required and often 
modelled as a Markov chain. In on-road applications, an adequate number of these probabilities can be ob-
tained, for example from standardized drive cycles as implemented in [40] and [41]. For HWMs, a similar 
database could be gathered during a typical workday. 
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Again, a typical approach for determining 𝒖∗is by minimizing a cost function 𝐽. The control objective of SDP 
can be expressed with 
𝒖𝑁𝑢×𝑁𝑐
∗ (𝒙) = argmin (𝑝(𝒙0, 𝒖0, 𝒙1)𝐽(𝒙0, 𝒖0, 𝒙1) + 𝛼 ∑ 𝑝(𝒙𝑖 , 𝒖𝑖 , 𝒙𝑖+1)𝐽(𝒙𝑖 , 𝒖𝑖 , 𝒙𝑖+1)
𝑁𝑐
𝑖=1
) (4) 
where 𝑝(𝒙𝑖 , 𝒖𝑖 , 𝒙𝑖+1) is the probability that the system makes the transition from state 𝒙𝑖 to 𝒙𝑖+1 with CCC 
𝒖𝑖. 𝛼 is the discount factor that decreases the effect the future transitions have on the 𝒖
∗. 
In the comparative study of Deppen et al., the SDP controller achieved better fuel economy (approximately 
23% in highway and 19% in urban drive cycles) than their MPC solution did. They observed that even though 
the SDP was more efficient, the MPC strategy is more reliable in highly uncertain applications. This was 
supported by a significantly smaller root mean square (RMS) of velocity error. [41] 
No recorded data was presented from the test cycles in [41], but clearly larger RMS errors suggest that the 
velocity-tracking of their SDP controller requires improvement. Due to this, it is not that evident that the results 
are even comparable, because the responses might not be similar enough in terms of drivability. Furthermore, 
the drive cycles of the experiments were generated from the probability maps of the same standard cycles that 
were used in the SDP design. It would be interesting to see the performance of the SDP controller with a test 
cycle that has not been used at all in its design process. Their test set-up and MPC are described in Section 
2.1.1.3.2. 
Also, Kumar implemented an SDP-based EM strategy to simulate on-road HHV in [40]. Similarly to [41], the 
probabilities of power demand were modelled with “many standard drive cycles,” but no explicit information 
was provided. The strategy was found nearly optimal in three different standard cycles. [40] However, Kumar 
emphasized the essentiality of a representative probability model, and based on his excellent results, it can be 
assumed that the test cycles were included in the probability database. This approach is valid for on-road 
vehicles for which multiple standard cycles exist and operation is more predictable than those of HWMs. 
Therefore, the applicability of the SDP controller for HWMs requires further research. 
Nilsson et al. controlled a diesel-electric wheel loader that included a super capacitor, a mechanical drive train, 
and hydraulic lift and tilt functions with SDP. They reported 3–4% increase in energy efficiency with predic-
tive control compared with a controller that kept the engine speed reference constant. Furthermore, the amount 
of energy not delivered to the consumers (i.e., drive train and work functions) increased significantly if the 
experiment was not identical from the utilized probability maps. For example, if lifting was performed at dif-
ferent distance values than in the recorded cycles. [42] 
In [43], drivability was also included in the cost function of the presented shortest path SDP algorithm. In 
addition, there were separate terms for engine and gear events, which are aimed to reduce the number of 
changes between engine ON and OFF states as well as back and forth gear changes. The authors achieved an 
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11% increase in fuel efficiency with the same level of drivability, when compared with their quite complex 
baseline industrial controller. [43] 
2.1.2 Velocity Tracking of Hydraulic Drive Transmissions 
Closed-loop velocity control, also known as cruise control in the automobile industry, is a function that im-
proves the quality of work with inexperienced drivers and enables experts to concentrate better on their task. 
Combine-tractor synchronization and convoying in mining machinery are just a few examples of where accu-
rate speed tracking is essential for safety and performance. 
Similar to EM solutions, published research related to the velocity-tracking of HSDs is very limited as the 
majority of the research on hydraulic systems is conducted with linear actuators (i.e., hydraulic cylinders). 
Unlike HSDs, these systems are usually valve controlled and, therefore, omitted here.  
2.1.2.1 Predictive Control  
Several teams have developed cruise control systems and some of these are intended for HSDs, such as the 
MPC solution for combine harvesters by Coen et al. [44]. They controlled both engine speed and pump dis-
placement, but presented results only for a one-step response with a 6-km/h velocity reference. In this study, 
the control design was validated with field tests in which the HSD was composed of a variable pump, hydraulic 
motor, and mechanical transmission. [44] 
Still, most cruise control solutions are developed for on-road vehicles with no hydraulic components. For ex-
ample, Shakouri et al. used NMPC [45] and detailed their design to switch between velocity and distance 
tracking modes in [46]. Meyer et al. controlled their mechanical CVT with MPC and achieved adequate track-
ing performance while operating the engine in high-efficiency regions [39]. 
2.1.2.2 State Feedback and Classical Control 
Velocity tracking of hydraulic systems has also been realized with methods utilizing more established control 
practices (e.g., state feedback). Some of the presented research is not conducted with drive transmissions, but 
they all are pump controlled. 
Lennevi and Palmberg developed a linear quadratic (LQ) control design in their research covering the velocity 
control of HSDs. The tests were conducted with a laboratory test rig, but also simulations with different con-
stant settings for the displacement of the HSD motor were performed. Supported by the latter part, they con-
cluded that the responses could be improved by gain scheduling. [47] This is not surprising as the LQ design 
assumes a linear system. Gain-scheduled velocity-tracking of HSDs based on a state-dependent system model 
was investigated in P.III. Approaches based on state-dependent models for hydraulic systems have been de-
veloped, for example, Strano and Terzo [48] and Taylor et al. [49]. 
Hu et al. used linear control theory, namely PD control, feedforward, and feedback in the velocity-tracking of 
a hydraulic elevator. The system was realized with an electric motor, constant displacement hydraulic pump, 
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and hydraulic cylinder. They improved the response of classical PD control by integrating feedforward and 
feedback terms in the control loop. The gains of these additional parts were determined with system models 
linearized at the different elevations of the system. [50] Zhang and Li also controlled a hydraulic cylinder by 
altering the flow of a hydraulic pump. However, they combined feedback linearization with PID control. [51] 
State feedback and a combined inverse model plus a PID controller were designed for the tracking control of 
a hydrostatic dynamometer by Wang et al. in [52]. Both of their solutions provided fast and precise tracking, 
but there was no obvious improvement with a more complex state-feedback controller. However, according to 
them, this controller enables, for example, the utilization of robust control methodologies to further improve 
the accuracy of tracking. [52] Li et al. used an H∞ controller to consider parameter uncertainties and disturb-
ance torque for a pump-controlled hydraulic motor. In addition, their solution was also robust to measurement 
noise. [53] 
2.1.2.3 Fuzzy Logic Control 
Fuzzy logic controllers have also been utilized in the velocity tracking of HSDs. Guo and Hu utilized an adap-
tive fuzzy PD method for the speed control of a tractor. Their approach requires defining many rules and 
membership functions for the controller, which is quite common for fuzzy systems. The demonstrated operat-
ing speed in this research was 0.8–1.4 m/s. [54] Yadav and Gaur combined internal model control and fuzzy 
logic for speed control of heavy-duty vehicles [55]. 
In [56], Do et al. designed an adaptive fuzzy sliding mode controller for a secondary controlled HSD of an 
HHV. Their experiments were conducted with a laboratory set-up in which the hydraulic pump was operated 
with an electric motor. The performance of their controller exceeded that of a classical PID controller utilized 
as a baseline. However, steady-state error was observed in all the tests, while the most significant differences 
of the controllers occurred during transients. As none of the presented operation points were adequately man-
aged with the PID, it is doubtful whether the tuning of parameters was sufficient. In fact, the authors admit 
that good tracking performance could also be obtained with the PID controller if the parameters were changed 
(e.g., according to the velocity reference). 
2.2 Methods for Measurement, Analysis and Comparison of Fuel Economy 
After developing a novel EM scheme, its success has to be evaluated. This section covers different aspects of 
testing, ranging from controllers used in comparison to the ways of conducting the experiments. In addition, 
test cycles and different measurement methods are presented. 
2.2.1 Baseline Controllers 
Accurate information of controllers implemented in commercial HSDs is basically non-existent. Thus, the 
algorithms described in this section offer merely potential guidelines to consider when designing comparative 
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controllers used as baselines. In this thesis, these are referred to as baseline controllers. Furthermore, the con-
trol methods described in Section 2.1.1 can also be utilized in comparisons, but their descriptions are not re-
peated in this section. 
2.2.1.1 Dynamic Programming 
Dynamic programming (DP) (see, e.g., [57]) is a method that enables calculating the global optima of, for 
example, fuel consumption. This is conducted by utilizing the principle of optimality (also known as the Bell-
man equation), according to which the optimal solution for the current time step can be computed given the 
initial state of the system, cost function and the optimal decisions of the future [58]. Therefore, for the control 
of HSDs, it is required for DP that the loading conditions and velocity profile of the work cycle are known a 
priori. 
Because the future events are completely known, the procedure of DP begins from the end of the cycle. First, 
the investigation turns to the second last step, and utilizing the dynamic equations of the system, the costs of 
all possible CCCs are evaluated. This evaluation is usually based on a cost function determined by the designer. 
Therefore, optimality is not a univocal concept as discussed in Section 2.1.1.3. Next, another step is taken 
towards the beginning of the cycle, but this time the number of evaluated costs has multiplied, because now 
all the feasible CCCs that precede the penultimate ones have to be investigated.  
It is easy to see that the total number of calculations will grow exponentially at every step towards the begin-
ning of the cycle. Moreover, if the system model has several states, this “curse of dimensionality” might even 
limit the feasible utilization of DP, as the required computational power increases exponentially also with the 
number of states and control command variables. 
Theoretically, DP provides a limit to the fuel economy that any causal controller cannot beat. For that reason, 
it is one of the few methods that provides an easily interpretable baseline. It is a completely different matter 
whether the same control sequence is optimal in reality, due to the uncertainties and simplifications of model-
ling. Nevertheless, as long as the model used in DP and simulations are identical, the scientific value of re-
search can be reliably verified.  
2.2.1.2 Commercial Control Algorithms 
Accurate information about commercially utilized controllers is very limited since all manufacturers want to 
maintain their competitive edge. In this section, three commercial control algorithms are described in as much 
detail as the available information allows and according to the author’s best educated guesses. 
In applications that consume a major part of their energy in drive transmission (e.g., wheel loaders and munic-
ipal tractors), a commonly utilized control algorithm is based on adjusting the displacements of hydraulic 
components according to the actual rotational speed of the engine. The sequence has been named DA control 
by Bosch Rexroth [15] and can be implemented hydromechanically (see Figure 2). DA control has inspired 
the rule-based controller utilized as the baseline in P.II. 
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Figure 2. Hydraulic implementation of DA control. Figure adopted by author from [59]. 
In DA control, the driver of the machine controls the speed of the engine with the gas pedal. This also deter-
mines the volumetric flow of the boost pump (depicted in Figure 2), because it is directly connected to the 
engine shaft and has constant displacement. This flow changes the control pressure utilized in changing the 
displacement of the main pump via the control cylinder. The related pressure line is depicted in Figure 2 with 
a thick black line. The more the gas pedal is actuated the larger the displacement of the pump becomes. The 
same pressure can be used to reduce the displacement of hydraulic motors via connections X1 and X2 in Figure 
2. Therefore, all actuators that contribute to the speed of the machine are controlled simultaneously.  
With DA control, high engine speeds are used only with high velocities of the machine. This improves energy 
efficiency when compared to constant speed controllers commonly utilized, for example in excavators. How-
ever, the hydromechanical link does not enable a CCC in which the engine speed is low and displacements of 
the HSD pump and motors are at maximum and minimum settings, respectively. Such a combination can result 
in high fuel economy while driving with medium steady-state velocity. 
There is also a load-limiting feature in the system (see the load limiting valve in Figure 2). The valve reduces 
the control pressure when the pressure of the main line increases above the pre-defined setting. Consequently, 
the displacement of the pump decreases (and the displacement of the motors increases). Therefore, the required 
torque from the engine is reduced. 
The displacement of the HSD pump can also be decreased with the mechanical lever connected to the DA-valve 
in Figure 2. This feature is referred to as inching and it is utilized when the operator wants to drive slowly 
while keeping the engine speed high. This is beneficial for example when the bucket of the machine is filled 
with gravel even though it results in lower fuel economy. In practice, inching is usually activated with a sepa-
rate pedal. 
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Commercial manufacturers have also developed electronic control solutions of HSDs. For example, Eaton [60], 
Bosch Rexroth [61], and Danfoss [62] have systems that decouple the control commands of individual actua-
tors from control devices of the operator. Therefore, the gas pedal, for example, can determine machine veloc-
ity instead of setting the speed command of the engine. This allows for improving the fuel economy of HSDs. 
Danfoss announced that with their Best Point Control, fuel consumption is reduced by up to 25% [62]. How-
ever, evaluation of these controllers is difficult, because no specific information about the utilized algorithms 
is publicly available. 
2.2.2 Experimentation 
After designing a new controller, one has to conduct experiments to demonstrate its efficacy. There are three 
commonly utilized testing methods in the scientific community, each enabling something that the others might 
be lacking. Here, the methods are classified into simulations, laboratory testing and field experiments. 
2.2.2.1 Simulations 
Perhaps most of the published research results are obtained with simulations. This is possibly because the 
experiment set-up is completely controlled by the designer, and all the signals can be easily recorded. After 
designing and validating the model of the system, simulations are also the fastest and most cost-effective way 
of conducting multiple tests. In addition, conditions and disturbances are exactly known, which guarantees 
repeatability and enables determining global optima (e.g., for known cycles). 
In [13], a verified simulation model of a wheel loader was utilized in two different loading cycles. Scheider et 
al. derived an operation point-dependent loss map from a detailed simulation model in their similar study [63]. 
Pfiffner et al. [23] analyzed the fuel saving potential of a downsized and supercharged engine connected to a 
CVT with the simulations of an on-road vehicle, and Kache simulated hydraulic hybrid rail cars with real route 
data [64]. In P.I, a simulation model is first validated and then utilized in the evaluation of the FOC of HSDs. 
Other simulation studies considering EM of hydraulic power trains are, for example, [14], [26], [35], [10], [65], 
and [66]. 
The results of Ahn et al. showed significant differences in the efficiency of a power split drive transmission 
between simulations and laboratory tests. They explained the 17.2-percentage unit difference with increased 
frictions of the transmission that was in the development stage. [24] In addition, Cheong et al. reported dis-
crepancies due to unmodeled frictions [67]. 
2.2.2.2 Laboratory Testing 
Testing can be taken a step further towards real plants with laboratory set-ups. Yet occasionally, some parts of 
reality can still be simulated. When the focus is on the control of drive transmissions, loading conditions are 
probably the most obvious thing to emulate. This can be implemented by using a hydraulic pump and pressure 
relief valve as a loading unit, and connecting it to the hydraulic motor of the tested transmission. This approach 
was taken, for example, in [68]. A more realistic test rig was utilized by Wu et al., who generated load for a 
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hydraulic hybrid propulsion system with a dynamometer and inertia [69]. This enabled also simulating nega-
tive loads (i.e., downhill for HSDs). 
The number of laboratory experiments conducted with combustion engines is significantly lower than those 
with electric motors. This is probably due to their emissions, namely exhaust fumes and noise. Still, ICEs are 
undoubtedly the most important power sources of drive transmissions, and their torque generating character-
istics have to be modelled with high accuracy for representative testing. For example, in [28], [31], and [68], 
this deficiency was compensated by emulating the characteristics of diesel engines with a simulation model 
and electric motor. Deppen et al. utilized the same set-up also in [37] and [41]. It is also possible to connect an 
entire vehicle to a dynamometer for testing as was done in [70]. 
2.2.2.3 Field Experiments 
If a research platform machine exists, it can be utilized in field tests. In that case, the available landscape limits 
possible drive cycles as additional positive and negative loading can be generated only by driving uphill and 
downhill, respectively. However, the scenario will definitely be realistic and offers an opportunity to evaluate, 
for example, the drivability and robustness of the designed control algorithm. Still, real-world experiments 
will always contain multiple sources of uncertainties. 
Despite the high level of infrastructure that real machines require, some research groups consider them valua-
ble for their EM studies. At Purdue University, they have a mini excavator [71] and a compact wheel loader 
[72]. That same group has also reported results with a sports utility vehicle [73] and they intend to also imple-
ment their algorithms into a railway machine [74]. Another research platform wheel loader has been engineered 
at Aachen University [63], but according to the author’s knowledge, no experimental results have been pub-
lished yet. 
In Scandinavia, Linköping University has a wheel loader and Tampere University of Technology has munici-
pal tractors as research platforms. While Eriksson and other researchers in Linköping attempt to improve en-
ergy efficiency with optimal trajectories and operator behavior [75], the research group at Tampere focuses on 
controllers [76].  
Among manufacturers of HWMs, the research and development team of AB Volvo has probably published the 
most articles related to the control systems of HWMs. They have conducted tests with real machines (see, e.g., 
[77] and [78]), but precise information about the utilized algorithms are technical business secrets and, pre-
sumably, are therefore not presented. 
2.2.2.4 Test Cycles 
Although several different standardized drive cycles exist for automobiles, for HWMs, there have only been 
attempts to design such test procedures. The main challenge is that the concept covers a large variety of dif-
ferent machines. Some efforts have been made to define cycles separately for specific types of machines, for 
example, Japanese JCMAS H 020 ( [79]) and H 022 ( [80]) for excavators and wheel loaders, respectively. 
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However, the described test procedures do not offer completely realistic fuel economy data because they de-
mand that working motions are executed in the air without any interaction between the bucket and the soil. For 
example, a large study by AB Volvo included 80 drivers of different skill levels, and indicated that the filling 
of the bucket was the main source for variations in fuel economy and productivity among the participants [81].  
The United States Environmental Protection Agency has also defined different kinds of non-road test cycles. 
Their database includes four cycles for wheel loaders. However, the procedures comprise a series of operation 
points for the engines, and no specific maneuvers of the machine are defined. [82] 
Still, a couple of cycles exist that are commonly used to test drive transmissions and wheel loaders in particular. 
In a short loading cycle (see, e.g., [75], [81] and [83]), also known as the Y-cycle, the wheel loader drives into 
a pile of soil to fill the bucket, which is followed by reverse motion to the initial starting point and acceleration 
towards a truck in which the bucket is emptied. The cycle ends when the machine reverses back to the initial 
starting point. Total travelled distance is approximately 10–15 meters. In [80], a similar cycle is described, but 
no distances are specified. Available information is that the angle between the digging simulation place and 
the loading bar should be 60 degrees, the height of the loading bar should be 2.2 meters, and the additional 
weight in the bucket should be equivalent to the fully loaded bucket of clay [80].  
Another representative test scenario, load and carry, is described in [81]. This cycle can be used to simulate, 
for example, the handling application in which gravel is loaded onto a conveyor belt. The travelled distance is 
10 times longer than the one in the Y-cycle, and it also contains steady-state driving. For traction drive, JCMAS 
H 022 states that, for example, a mid-size wheel loader should be driven for five 100-meter cycles on hard clay 
or an asphalt road from which the longest and shortest distances should be neglected. In the results, the average 
fuel consumption per travelled distance should be calculated [80]. No mention of the slope grade is made in 
the document.  
In P.II, three 180-meter cycles were driven that included both uphill and downhill parts on asphalt and gravel 
roads. The JCMAS procedure was not followed exactly in P.II, because the utilized test area did not have 
adequate long and level roads for the test. 
The briefly described tests of JCMAS H 022 were designed to evaluate the energy consumption of typical 
wheel loader operations. Because these machines are used for various purposes, defining “typical operation” 
is practically impossible. In fact, according to [77], larger machine-owner companies perform their own testing 
before placing any substantial purchase orders. In these tests, machine manufacturers compete at a real 
worksite in productivity and energy efficiency. The machines are driven by the specific manufacturers’ pro-
fessional drivers, which ensures proper operation. Naturally, this kind of external benchmarking is probably 
extremely rare in the research and development of a machine manufacturer. 
2.2.3 Methods for Measuring Fuel Consumption and Economy 
When testing methods, comparative controllers and test cycles are determined, the only major decision left is 
how to measure the consumed energy or if it is required to evaluate productivity or even the total cost of 
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ownership. In this section, different methods used in the scientific community are described. The focus is 
limited to measurement-based approaches and neglects pure simulations. 
If the objective of a study is to measure energy consumption, arguably one of the simplest ways is to measure 
the torque and angular speed of an electric motor. The product of these two values equals the output power of 
the motor that can be integrated into energy. This approach was taken, for example, in [84]. Alternatively, if 
the interest is on fuel economy, a brake-specific fuel consumption (BSFC) map can be utilized to calculate the 
consumption of the engine as was done in [31], [24], and [70]. However, the BSFC maps are measured in 
steady-state conditions and, therefore, they are not accurate during transients. In fact, the resulting error might 
be extremely large. In [7], the consumption calculated with a BSFC model differed by up to 50% from the 
measured value. 
Actual measurement methods of consumed fuel can be divided into the determination of total value and dy-
namic measurement. The former can be conducted gravimetrically by weighting an external fuel tank as in [72] 
and [85], or measuring the added volume when filling an integrated tank as, for example, in [86]. Contrary to 
these methods, dynamic measurement also offers information about the situations in which consumption dif-
ferences occur. This data might be provided by the electronic control unit of the engine, as in [87], or via an 
individual measurement device as utilized in [88]. In P.II, the improvements of fuel economy were measured 
with an online measurement device described in detail in Section 3.1.3. 
When considering work machines, contrary to automobiles, another metric of success is the productivity of 
the machines. The concept can be translated into measuring how much soil is loaded or transferred within a 
certain amount of time, resulting in kg/h as the unit of productivity. This value was used with excavators in 
[85] and with wheel loaders in [81]. Furthermore, if productivity (kg/h) is divided by fuel consumption (liter/h), 
yet another measuring unit is obtained. Both in [85] and [81], this is referred to as fuel efficiency (kg/liter), 
and it is analogous to values used in automotive studies (i.e., liter/km).  
It might be difficult to estimate whether productivity should be valued over fuel consumption. However, as 
indicated in [81], a decreased production rate of a machine might slow down the whole site, resulting in a very 
expensive loss of income. Finally, if the monetary values of all expenditures, such as operators’ wages and the 
prices of loaded materials, are available, the total cost of ownership can be calculated, but only for individual 
cases. 
2.3 Summary 
Above, different EM control methods were presented together with aspects related to their testing. The focus 
was mainly on real-time implementable algorithms, but also globally optimum solutions were mentioned for 
benchmarking purposes. As the published research of HWMs is very limited, some important publications 
about on-road vehicles were included. Even scarcer is research on HSDs, especially those on non-hybrid sys-
tems. Therefore, quite a few papers from these fields of research (HHV and HEV) are also cited.  
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Simulation studies dominate the fluid power community, but during this decade, the number of field test studies 
has increased. The complexity of the utilized models varies greatly, but to the best of the author’s knowledge, 
none of the ones utilized in controllers include the torque generation dynamics of diesel engines. On this ac-
count, the speed of the engine might be increased too rapidly due to the assumption that the values of maximum 
torque curve are instantly available. This can lead to a situation in which the high load demand and the accel-
eration of engine speed are simultaneously active, which is extremely detrimental to fuel economy, especially 
if the boost pressure unit (i.e., turbo charger) of the engine is not able to provide enough air to the cylinders 
[7]. It is also notable that the performance of model-based algorithms will deteriorate if the values of the 
parameters are inaccurate as stated, for example, in [28]. 
MPCs enable constraint optimization during transients of the system. Therefore, the full functionality can be 
utilized. In P.IV, a nonlinear MPC is designed for the simultaneous velocity-tracking and fuel-optimal control 
of HSDs. A thorough search of the relevant literature yielded no articles that address this topic with a compa-
rable implementation. 
SDP is an interesting alternative between causal controllers and solutions that require information about the 
future, as the control commands are determined based on probabilities obtained from recorded work cycles. 
Several researchers have developed SDP-based controllers, and they all have improved the fuel economy of 
the systems. However, it seems that outside the generated probability maps, the performance deteriorates no-
tably. Therefore, though effective for machines with specific tasks, SDP is not suitable for a generic EM solu-
tion. 
In conclusion, one should recall that the control algorithms of drive transmissions are only part of the energy 
efficiency of HWMs. Supervisory control of multi actuator machines [89], operator behavior [81], and worksite 
optimization [78] are just a few examples of the factors that have an effect on fuel economy, but are beyond 
the scope of this thesis.
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The experimental testing of the developed controllers is conducted with a five-ton municipal tractor (see Figure 
3) equipped with various systems that enable different types of research. This research platform machine is 
described in the following sections with the level of detail relevant to this thesis. An interested reader is referred 
to [76] for further details (e.g., about the localization and communication systems of the machine). 
 
Figure 3. Research platform machine. 
Despite the fact that the machine is referred to as a wheel loader in publications P.I, P.II, and P.III, the com-
mercial machine that it is based on is a municipal tractor. The largest differences between these two types of 
HWM are their geometry and the typical size of their engines. Wheel loaders are designed for lifting heavy 
loads in areas outside public roads. Therefore, their maximum speed is usually lower than that of municipal 
tractors, which enables utilizing engines with lower maximum power. However, the effect on the presented 
research is negligible as the designed controllers are model-based and consider the characteristics of the engine. 
In addition to the main systems of the machine, the online fuel consumption measurement system is depicted 
(see Section 3.1.3 for details). This device enables, for example, comparing the momentary fuel economy of 
different controllers, which is extremely rare in the published research as explained in Section 2.2.3. 
3 Research Platform Machine 
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Section 3.2 provides validation tests of the utilized simulation models, in addition to the figures included in 
P.I and P.IV. Some of these have been published in [90]. 
3.1 Systems of the Machine 
3.1.1 Hydraulics 
The machine has a pure hydraulic drive transmission; that is, there is no mechanical connection in the system 
apart from the axles of the engine and hydraulic motors. Figure 4 presents the HSD of the machine together 
with the hydraulics of the articulated steering. 
 
Figure 4. Simplified hydraulic circuits of the HSD and steering systems of the research platform machine. 
The flow of the HSD pump can be controlled by changing the swivel angle (displacement) of the pump or the 
rotational speed of the engine to which the pump is directly connected. Furthermore, the structure of the pump 
also allows for changing the direction of the flow, which enables the forward and reverse motion of the ma-
chine. The displacement of the HSD motors can be changed between two discrete settings, namely 100% and 
50% of the maximum.  
The mechanism that operates the swivel angle of the HSD pump is presented in Figure 5. The force exerted by 
the control actuator results in changing the angle of the swash plate (i.e. the swivel angle). When this control 
force is in the direction of the presented arrow, the angle increases and more fluid is pumped with every rotation 
of the drive shaft. In the figure, the lower cylinder chamber (highlighted in grey) is the high pressure side of 
the pump. 
M
100 kW
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cm3
110 cm3
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50/28-297
3.1 Systems of the Machine  26 
   
 
Figure 5. Displacement change mechanism of swash plate type axial piston pump. Figure adopted by the author 
from [91]. 
In Figure 4, there is also a flushing valve that directs part of the flow to the tank. This is important, for example, 
in terms of temperature control, as the returning fluid from the motors goes to the low-pressure side of the 
pump. This kind of system layout is called a closed hydraulic circuit. The flushing flow is replenished by the 
boost pump that also provides pressure to the displacement setting mechanism of the HSD pump. The pumps 
are integrated into the same casing. 
The valve-controlled cylinders presented in Figure 4 are utilized in the articulated steering system of the ma-
chine. This system is also operated in the experiments of the research, but it is not considered, for example, in 
the fuel-optimal control of the HSD.  
The movements of the implement hydraulics (i.e., lift and tilt) require yet another hydraulic system that is 
implemented with digital hydraulic valves. This technology is beyond the scope of this research and, therefore, 
it is not described here. For more information, the reader is referred to [92]. 
3.1.2 Control System and Architecture 
The control system of the research platform machine is designed to enable rapid prototyping. To this end, an 
embedded computer with an xPC Target environment (QM-57 in Figure 6) is chosen for the control unit run-
ning advanced algorithms. The acquired benefit is that the controllers designed in a Matlab Simulink environ-
ment and tested with offline simulations can be easily compiled into a suitable format and uploaded to the 
control system of the machine. The structure of the control system is presented in Figure 6. The essential units 
for this research are depicted with grey blocks. 
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Figure 6. Diagram of the control system of the machine. 
A major part of the signals is transmitted in digital form via Controller Area Network (CAN) buses. These 
include both control commands and measurement values. For example, the HSD pump includes on-board elec-
tronics (OBE), which implement closed-loop control of the displacement setting mechanism and send, for 
example, the values of pressures and relative displacement to the CAN bus. Therefore, these have to be dis-
cretized, which supports the choice made for the control command space in P.II. 
As the QM-57 does not have any analog input or amplified output ports, a commercial control unit (see RC36 
in Figure 6) is installed in the machine. The main safety features of the machine are implemented with this 
programmable logic controller (PLC). In addition, the control commands of HSD motors and diesel engine 
have to be transmitted with this unit. This is because QM-57 cannot control valve coils directly and does not 
have enough CAN bus interfaces in order to connect to all the buses of the machine. Furthermore, there is an 
on-going research about utilizing RC36 for running compiled Simulink models in a unit with less calculation 
power, but the presented algorithms of this thesis are not tested with RC36. 
In P.II, the field experiments to evaluate fuel economy were conducted using an autonomous machine. This 
means that there was no operator present as the machine followed a pre-determined route and velocity trajec-
tory. For this, the position measurement of the center link, steering valve, GPS system and inertial measure-
ment unit (IMU) were utilized (see Figure 6). The path-following algorithm was based on the one developed 
by Ghabcheloo et al. in [5]. All the recorded data was first saved to the QM-57 and downloaded via Wi-Fi 
connection after each experiment. 
3.1.3 Online Fuel Consumption Measurement System 
The fuel economy improvements of the field tests of P.II were evaluated with a system that measures the 
amount of consumed fuel online. This enabled comparing the momentary engine consumption with different 
controllers that also rigorously expose the situations, for example, in which the devised controller is less opti-
mal than the baseline controller. If only the total consumption is measured, it is more difficult to estimate how 
much the cycle contributes to the fuel economy results. 
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The installed measurement system is the KMA Mobile Type 075 developed by AVL. The device utilizes the 
Pierburg Luftfahrt Union (PLU) measuring principle that is insensitive to changes in the density, viscosity, 
and temperature of the fuel. This is achieved by controlling a servo motor-driven gear pump in order to main-
tain a zero pressure difference over the pump. Therefore, the rotational speed of the motor is proportional to 
the fuel flow, and no leakages due to pressure differences are present. [93] 
The KMA system is capable of measuring flows up to 75 l/min with an uncertainty of ± 0.1% (of the reading) 
[93]. The maximum fuel consumption of the research platform machine was approximately 30 l/min in the 
experiments of P.II, in which the analog voltage output of the KMA system was utilized. However, this value 
was converted into digital form with a resolution of 0.75 ml/min and the 10-millisecond mean value was trans-
mitted via CAN bus. 
The engine of the research platform machine has a high-pressure fuel rail (or common rail). Thus, only part of 
the pumped fuel is injected into the cylinders. This means that in order to measure the consumed fuel, the 
returning flow has to be considered. In the KMA system, the returning flow is directed to the input port of the 
outlet pump (see Figure 7), and is therefore fed back without adding the amount to the measurement. In other 
words, the outlet pump of the KMA system forms a “closed circuit” with the fuel rail of the engine, and only 
the added fuel flow to this circuit is measured. This amount corresponds to the fuel injected into the cylinders 
of the engine. 
 
Figure 7. Simplified diagram of the fuel system of the engine with KMA system installed. 
The fuel consumption of the simulation model utilized in P.I was validated with the consumption value avail-
able in the engine ECU. Figure 8 presents a part of a fuel economy test of P.II, where this data is compared to 
the one obtained with the KMA system. 
The differences in the consumptions is shown on the right-hand side plot of Figure 8. Throughout all the tests, 
higher consumption values were measured with the KMA system. The average and standard deviation of the 
variations in this test were 1.17 l/h and 1.52 l/h, respectively. The largest differences occurred in situations in 
which the consumption increased rapidly. These might be related to the dynamics of the utilized methods, even 
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though the data of the KMA system is further filtered in Figure 8 to match the 100-millisecond interval of the 
engine ECU data. 
More importantly, there seemed to be significant deviations in consumption during steady-state and low tran-
sient phases of the experiments. It has to be noted that the data provided by the engine ECU is calculated based 
on the control signal of the injection valves, while the data of the KMA system is measured. Still, it is not clear 
where this dissimilarity originated, as there might have been, for example, inaccuracies in the injection model, 
but also disturbances that had an effect on the measurement.  
 
Figure 8. Comparison of fuel consumption values of KMA system and engine ECU. 
If the final results of P.II had been calculated based on the consumption value of engine ECU, the fuel economy 
of the devised optimal controller would have increased more than the one obtained with the rule-based con-
troller used as baseline. Modified results are presented in Table 1. In the fuel economy tests of P.II, the differ-
ence would increase from 16.6% to 17.5% (mass 5,000 kg) and from 12.4% to 15% (mass 6,000 kg). In the 
hill climbing tests utilized to evaluate the functionality of the controllers, the changes would be 1.7% (4 m/s), 
0.5% (5 m/s), and 2.1% (6 m/s). 
Table 1. The results of P.II evaluated with the consumption data of the engine ECU. 
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3.2 Validation of Simulation Models 
This section presents validation tests for the models utilized in the research. First, the highly detailed model of 
the research platform machine, referred to as GIMsim, is validated with experimental data. This is followed 
by tests in which the responses of GIMsim are compared to those obtained with a simplified model utilized in 
P.IV.  
In GIMsim, all the main hydraulic systems and mechanics of the research platform machine are modelled. In 
addition, it includes a model for tire-terrain interaction and graphical user interface. The models are executed 
in separate desktop PCs to enable real-time operation. 
Some validation tests of GIMsim are also presented in P.I. However, the model of the hydraulic motors utilized 
in these simulations was based on the measurement report of the manufacturer. In this document, the value of 
the reduced displacement of the motors was 282 cm3/r (i.e., 60% of the maximum). Recall that the motors have 
only two discrete settings for the displacement as explained in Section 3.1.1. In fact, the correct value is 235 
cm3/r (50% of the maximum), which was also later confirmed by the manufacturer. As a result, the pressure 
differences recorded with the reduced displacement of the motors are higher than the simulated ones in P.I. 
Figure 9 presents a validation test of GIMsim, in which the displacement of the hydraulic motors is reduced at 
approximately time 7.9 s. The correspondence between the measured and simulated data is good especially 
with the rotational speed (ne) and fuel consumption (cons) of the engine. These are probably the most important 
values in the testing of EM controllers, while the accuracy of pressures (pA and pB) is the best indicator for 
appropriate modelling.  
 
Figure 9. Validation test of GIMsim with decreasing motor displacement. The figure is modified from [90]. Re-
printed with permission from TUT/AUT. 
In the initial acceleration, the displacement of the pump is increased stepwise from 0% to 60%. This rapid 
change with relatively low engine speed (1200 r/min) is challenging for the boost pump (see Figure 4). As the 
displacement setting mechanism requires such a high volumetric flow, the pressure in the suction port of the 
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main pump (pA) falls below the minimum allowed value. Consequently, due to a safety function, the displace-
ment starts to reduce before the pressure rises again to an admissible value. This feature is not included in the 
simulation model, which can be observed in the curves of 𝜀𝑝 at time 3.2 s. 
Another validation test is depicted in Figure 10, in which the rotational speed of the engine is increased from 
1,000 r/min to 1,900 r/min at time 7.5 s. In the beginning of the test, the displacement of the pump is increased 
from 0% to 70% with a two-second ramp command. Again, the simulated curves correspond well to the meas-
ured ones. Negligible differences can be observed with presented pressures that are most likely related to the 
modelling of friction. 
 
Figure 10. Validation test of GIMsim with increasing engine speed. The figure is modified from [90]. Reprinted 
with permission from TUT/AUT. 
Another model of the HSD system was also developed for the NMPC presented in P.IV. Figure 11 presents a 
validation test in which the responses of this model are compared with the ones from GIMsim. 
 
Figure 11. Validation test of the system model utilized in the controller of P.IV. 
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For the test in Figure 11, the machine starts from a standstill with 𝑛𝑒= 1,200 r/min. At time = 1 s, 𝜀𝑝,𝑐𝑜𝑚 is 
increased to 30%, resulting in approximately 3.3-km/h velocity. It can be observed that the engine speed of the 
NMPC model (referred to as “plant”) follows accurately that of GIMsim (referred to as “validated”) under an 
increasing load. This is important for the EM controller as significant uncertainties might, for example, result 
in loads increasing too rapidly, which can even stall the engine. 
At time = 9 s, 𝑛𝑒,𝑐𝑜𝑚 and 𝜀𝑝,𝑐𝑜𝑚 are increased to 1,900 r/min and 90%, respectively. This is a demanding 
situation for the engine model, because the set-point is changed under disturbance transient. As shown in the 
lower left plot, the 𝑛𝑒 of NMPC overreacts, and the difference to the validated response becomes notably large. 
A similar effect is also observed during deceleration. In addition, the steady-state engine speeds are divergent 
due to the fact that the NMPC model does not include engine droop.1 A more detailed discussion is found in 
the appendix of P.IV. 
                                                   
1 Droop is a function of the engine controller that reduces the 𝑛𝑒,𝑐𝑜𝑚 as a function of the load. 
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This chapter provides brief summaries of publications P.I–P.III and the unpublished manuscript P.IV included 
in this compendium. In P.I, the HSD system is modelled and validation tests are presented. In addition, the 
FOC based on the quasi-static system model is tested. P.II presents the experimental results obtained when 
the controller of P.I is implemented into the research platform machine described in Chapter 3. The notable 
velocity-tracking error observed in publications P.I and P.II is addressed with gain-scheduling velocity control 
in P.III. P.IV is a simulation study in which EM and velocity-tracking are simultaneously considered with 
NMPC. 
Table 2 summarizes the features of the devised controllers in order to provide a brief overview of the conducted 
research. 
Table 2. Summary of the controllers. 
 
As presented in Table 2, three of the controllers were designed for the energy management of HSDs. The 
baseline was set with an industrial baseline controller (IBLC), a rule-based solution that included no 
closed-loop velocity control features. FOC and NMPC resulted in very similar fuel economy that clearly ex-
ceeded the one achieved with the IBLC. The most important benefit of the NMPC, when compared with the 
FOC, is the achieved flexibility that facilitates balancing of high performance velocity-tracking and fuel econ-
omy. 
EM Velocity tracking Simulation Field tests
IBLC Rule-based X --- X X X Standard
FOC Steady-state equations X --- X X X High
GSVC Dynamic model --- X X (X) X ---
NMPC Dynamic model X X --- X --- High
Testing methodIntended use
Operating principleController Real-time Fuel economy
4 Summary of Publications 
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4.1 P.I: Fuel Optimal Controller for Hydrostatic Drives – A Simulation Study
and Model Validation
In this paper, the efficacy of a fuel economy improving optimal controller is evaluated with an HSD of a
simulated wheel loader. The contributions are twofold as, in addition to the devised controller, a real-time
simulation model is also developed and validated.
The controller determines the control commands of the actuators of HSD based on a cost function. The terms
included in the decision-making are consumed fuel per travelled distance, velocity error, and the changes of
control commands of the actuators. The control concept can be seen as instantaneous optimization in which
only the current inputs are utilized in the calculation of the outputs of the controller, and the references are
determined only for the next calculation step (i.e., one step ahead). For this reason, the fuel economy part of
the cost has to be of the power type, instead of energy. In addition, some additional features (for example load
limiting) was included in the controller in order to improve functionality.
During the research, the simulation model of the machine was validated. To accomplish this, 50 different
acceleration/deceleration tests were conducted, and the response of the simulated machine was matched with
the collected data. The correspondence of the measured and simulated data was high for the majority of the
experiments. In a few tests, the accuracy of steady-state pressures was evaluated adequate. Therefore, the sim-
ulated and experimental fuel consumption were also equivalent.
Figure 12 presents the integrated fuel consumptions of the simulations conducted with the optimal and rule-
based (referred also as baseline) controllers. The height of the hill is different in each subplot, which results in
a steeper slope. Four different velocity trajectories were tracked with every hill height. Yet, the rule-based
controller used as the baseline could not reach the hilltop in all tests. With such occasions, the corresponding
bar is not plotted in the figure.
Figure 12. Total fuel consumptions of the simulation experiments of P.I.
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The results indicate the efficacy of the designed optimal controller as the fuel economy is improved in every
test when compared with the baseline controller. The relative improvement is larger with low velocity refer-
ences, which originates from the fact that the optimal controller can utilize the reduced displacement of the
hydraulic motors also in this operating region. Therefore, the displacement of the HSD pump can be increased
and the engine speed decreased. Both of these actions improve the efficiency of the system. For example, with
low velocities and a 1-meter hill, the optimal controller reduced the total consumption by 25.9%.
4.2 P.II: Fuel Optimal Controller for Hydrostatic Drives and Real-World Ex-
periments on a Wheel Loader
This paper extends the design of the FOC of P.I for implementation to the control system of the research
platform machine described in detail in [76]. In addition, the formulation of the problem is more detailed.
The most important changes in the controller are related to considering the features not included in the model
of the machine, namely displacement changes of the HSD motors and the pressure cut-off of the HSD pump.
The former is dealt with by preventing the optimal control commands from reaching the actuators during the
displacement change. For the pressure cut-off that forces the pump displacement to decrease if maximum
pressure is reached, the solution is to place an additional cost on the reduced displacement near the maximum
pressure difference. The extra cost is removed when the pressure difference decreases to values of steady-state
driving on level ground. Therefore, the machine climbs the steepest hills always with full displacement of the
motors and allows reduction when reaching the hilltop.
There were two sets of experiments conducted that tested both the fuel economy and functionality of the con-
troller. In the first set, a pre-recorded route was driven autonomously with and without an additional 1,000-kg
load. The functionality was evaluated with extreme hill climbing tests in which the steepest slope was meas-
ured at 20 degrees.
The efficacy of the optimal controller was evaluated by comparing the gathered data to the one obtained with
a rule-based controller serving as baseline. This controller was inspired by the DA control (see Section 2.2.1.2
for details) that can be implemented also hydromechanically. In terms of fuel economy, it is a more realistic
and more efficient baseline than the controller utilized in P.I. In addition, the functionality is better due to the
in-built load limiting function.
The research platform machine was equipped with an online fuel consumption measurement system (see Sec-
tion 3.1.3) that enables accurate data, but more importantly also the possibility to investigate which situations
contribute most to fuel economy. In the tests with and without an additional load, consumption per travelled
distance improved 12.4% and 16.6% with the optimal controller, respectively.
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4.3 P.III: Gain Scheduled State Feedback Velocity Control of Hydrostatic 
Drive Transmissions 
This paper addresses the velocity-tracking of HSDs. The solution incorporates the nonlinear characteristics of 
the system with a state-dependent (SD) model. The devised full state feedback controller is based on pole 
placement and gain-scheduling; that is, the gains are calculated utilizing measured speed and pressures, as well 
as approximated volumetric flow. 
The challenge related to state estimation via measured pressures, originating from uncertain friction modelling, 
is tackled with so-called D-implementation developed by Kaminer et al. in [4]. With D-implementation, a 
measured state can be replaced by its derivative without changing the closed-loop properties of the design. 
This lifts the requirement of utilizing the actual measured pressure values that might cause uncertainties in the 
estimation of the states and, therefore, induce inaccurate controller gains. 
The devised gain-scheduled velocity control (GSVC) is able to provide a solution to the velocity error under 
positive and negative loads experienced with the FOC in P.I and P.II. This is demonstrated with a test that 
includes both uphill and downhill parts driven with constant velocity reference. In addition, the reference 
tracking performance of the GSVC is shown with a stepwise sequence of four reference values ranging from 
0.5 to 5 m/s. Both tests were conducted with the research platform machine (see Section 3 for details) at the 
test area of IHA. 
In addition, the devised controller was compared to two well-known control concepts, namely constant gain 
state feedback and classical PID controllers. The investigations proved the concept, as the velocity error with 
the GSVC was explicitly reduced in both experiments when compared with the two baseline controllers. 
However, the GSVC has to be further developed before combining it with the optimal controller of P.II. This 
is because in this research, control commands of the engine and HSD motors were held constant at 1,650 r/min 
and 100%, respectively. 
4.4 P.IV: Nonlinear Model Predictive Energy Management of Hydrostatic 
Drive Transmissions (unpublished manuscript) 
In this paper, we address both velocity tracking and EM of HSDs with an NMPC approach. The designed 
NMPC framework aims to provide a benchmark for the controllers of non-hybrid HSDs that do not require 
information about the future.  
According to our review of the relevant literature, no articles that address the MPC of traction drives with 
comparable implementation have been published. A number of MPC-based velocity-tracking solutions are 
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available, but research with EM features of HWMs is quite scarce. In addition, the utilized models are ex-
tremely simplified and, therefore, it is uncertain how much the performance is decreased due to the choices
made.
In MPC, a dynamic system model is used for predicting the response of the system. Our solution utilizes a
validated model that includes as few compromises as possible. However, some nonlinear features related to
the dynamics of the back-pressure of HSD motors had to be omitted in order to guarantee convergence. The
control commands are determined 25 samples ahead whereas the system response is predicted for the next 200
samples. The sample time of the controller is 10 milliseconds. The choices for the most essential parameters
of the controller are discussed in the paper.
Our solution is unique especially in terms of determining stabilizing terminal constraints for control commands
and distinctive terminal cost, which cleverly exploit the optimal steady-state solution. The choices made have
a significant effect on the smoothness of control trajectories, and thus, in the stability of the control system
that is not a certainty with complex nonlinear systems.
The simulations where the responses of the NMPC are compared with those obtained with the controllers of
P.II prove the concept, as achieved velocity-tracking can be improved without the fuel economy of the ma-
chine deteriorating. In addition, the NMPC is considerably more versatile than, for example, the FOC of P.II
in terms of balancing the tradeoff between fast velocity-tracking and high energy efficiency. This is because
the NMPC does not require additional parts, such as the load limiter of the engine, as the features are easily
included with the system model and constraints.
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This section summarizes how the research questions of this thesis RQ1–RQ3 are addressed with the presented 
features of the controllers (F1–F6) as described in Section 1.1. 
5.1 Energy efficiency (RQ1) 
How much the fuel economy of non-hybrid HSDs can be improved only by control algorithms without impair-
ing the functionality of the system? What is the benefit of utilizing dynamic system models instead of 
steady-state equations? 
The benefits of performance obtained with sophisticated control depend naturally on the initially utilized al-
gorithm (i.e. the baseline). Therefore, presenting a single value as the one and only truth is not feasible. Nev-
ertheless, the developed model-based controllers enable significant improvements of fuel economy without 
degraded functionality. 
The utilization of dynamic system models, here NMPC, offers simultaneously high fuel economy and fast 
velocity-tracking. However, probably the most essential benefits acquired are the increased versatility and 
configurability of the system. 
This answer is justified by discussing the features F1 and F2.  
Fuel Economy (F1) 
The designed EM solutions should improve the fuel economy of HSDs by means of control algorithms. Systems 
with energy storage are beyond the scope of this thesis. 
Traditional system layouts and conventional control algorithms have created an unfavorable impression about 
the energy efficiency of hydraulic systems. The results presented in P.I, P.II, and P.IV show that significant 
5 Discussion 
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improvements of fuel economy can be achieved with model-based control of HSDs without any additional
components or major changes in drive-by-wire HWMs.
An instantaneous optimization scheme was implemented with the quasi-static FOC, in which performance was
demonstrated in real-time simulations and field experiments in publications P.I and P.II, respectively. In hill-
climbing simulations of P.I, fuel economy improved from 5% to 25% when the devised controller was com-
pared with a rule-based solution. The largest benefits were obtained with low velocities due to the rules that
determine the applied displacements of HSD pump and motors. The comparative controller lacked any load
limiting functions, which resulted in the engine stalling on the steepest hills.
The same control concept was also verified with the research platform machine in P.II. In these tests, a route
that included asphalt and gravel surfaces together with hill climbs and descents was driven autonomously. In
addition, fuel consumption was determined using an online measurement system. This set-up ensured both
reliable and repeatable results that enabled indicating situations where, for example, improvements were the
largest. In the conducted experiments, the fuel economy was 16.6% and 12.4% higher without and with an
additional 1,000-kg load, respectively. Here, the FOC was compared with a rule-based solution inspired by a
commercial control algorithm.
In P.IV, an NMPC scheme was developed to serve as a benchmark for non-hybrid controllers that do not
require information about the future. The simulated responses of the FOC were compared with those obtained
with the NMPC. The results proved the efficacy of the NMPC, as improved velocity-tracking could be
achieved without decreasing the fuel economy. In addition, it enables increased versatility with easily balanced
trade-off between these two measures of performance.
High Performance (F2)
The response of the system should not be significantly impaired in order to increase fuel economy.
As discussed in Section 2.2.3, several variables can be considered when evaluating the achieved success. How-
ever, stressing the energy efficiency in the controller might result in decreased velocity-tracking. As the ap-
proach applied in this thesis is not based on tasks but tracking a pre-determined velocity trajectory, the results
are easily affected by the chosen cost coefficients. Then again, this increases the versatility of the controller.
To show that the improvements of fuel economy have not impaired the functionality of the machine, a set of
extreme tests was performed during the field experiments of P.II. In these tests, the machine was driven into
such a steep hill that it could not climb to the top if stopped in the middle. Due to the higher engine speed in
steady-state drive, the fuel economy of the commercial baseline controller was 8.4% higher in one test while
in the others the difference was less than 1%. Nevertheless, these experiments proved that the achieved benefits
are not based on impaired functionality.
In the simulations of P.IV, the designed NMPC exceeded the performance of the FOC and commercial baseline
controller both in terms of velocity-tracking and energy efficiency. This is expected, as the utilized scheme
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optimizes the response based on the dynamic model of the system, whereas the FOC, for example, is based on
steady-state equations.
5.2 Practical importance (RQ2)
How to demonstrate that the control solutions developed for RQ1 have also practical worth?
The most essential part of proving the practical worth of theoretically good controller is to implement it into a
real HWM and conduct field experiments. Only this way can the effect of unmodeled factors (e.g., disturbances
and features) be evaluated. This requires the controller to be real-time capable. In addition, there should be as
few estimated values as possible (e.g., fuel consumption should be measured instead of calculating it based on
other variables).
The obtained performance has to be compared with credible baselines that are preferably utilized in real HWMs
of similar type. This is a challenge as the available data about these solutions is extremely scarce.
This answer is justified by discussing the features F3, F4 and F5.
Experimentally Verified (F3)
Field tests are essential in the evaluation of the benefits of the developed controllers. Moreover, as the focus
is on improving the fuel economy of HSDs, fuel consumption should be measured instead of predicting it with
a model. Successful experimental testing also guarantees a certain level of robustness, as the utilized models
are never perfectly consistent with the reality.
Both the FOC of P.II and the velocity-tracking controller of P.III were evaluated in field tests. The results
verified the applicability and performance of these controllers under modelling uncertainties in a variety of
different tests.
The success was demonstrated in P.II with the online fuel consumption measurement system described in
Section 3.1.3. By measuring this variable, the effects of all the possible modelling errors (e.g., utilization of
steady-state BSFC maps of the engine) are removed from the data. The uncertainties related to human operators
were lifted in the fuel economy tests with the autonomous drive algorithm originally presented in [5].
Credible Comparison (F4)
The performance of the developed controllers should be assessed by comparing both of them with feasible
textbook solutions and state-of-the-art commercial algorithms of similar applications when viable.
When evaluating the performance of the designed controller, it is a common practice to compare the obtained
responses with those of other controllers. However, the lack of standardized methods together with the limited
information available about the commercial control solutions of HWMs has induced a situation where the
41 Chapter 5. Discussion
controllers utilized as baselines are practically always devised by the researchers conducting the study. This is
not that problematic if the reader knows the field well enough to assess whether the choices made are justified.
Ideally, a globally optimal solution can be derived for the tested cycles.
The comparative controller utilized in the EM part of this research is devised based on a commercial algorithm
(see Section 2.2.1.2 for details). However, the HSD motors with two discrete displacement settings are very
rare in commercial machines. Therefore, the baseline does not exactly correspond to the commercial solution
in terms of the control command of HSD motors. In addition, the minimum engine speed in P.I was set to
1,500 r/min, but in P.II and P.IV, it was 1,000 r/min. This resulted in improved energy efficiency of the
baseline. In P.III, both classical state feedback and a PID controller were utilized in the experiments for com-
parison purposes.
One easily interpretable baseline for EM controllers can be obtained with DP, which enables determining
global optima for a specific test cycle. Nevertheless, this requires accurate information, for example about the
disturbances during the cycle, which in practice prevents utilizing the method in the field experiments of P.II,
as collecting such data is not a trivial matter. However, DP suffers severely from “the curse of dimensionality,”
meaning that the calculation time increases substantially if the model has several states. For this reason, com-
parisons against global optima were not performed in P.IV, in which the system model includes eight states
and two control inputs.
Real-Time Implementable (F5)
The primary requirement for the controllers is that the information about the future should not be mandatory.
This enables real-time implementation that is necessary for F3.
In order to be real-time implementable, a control algorithm has to be executable in terms of available infor-
mation and computational resources. The former is usually achieved if accurate information about the future
is not required. The latter depends solely on the unit in which the calculations are performed. One solution for
broadening the scope of applicable units is to decrease the search space of the algorithm for faster execution.
However, this will probably have an effect on the degree of optimality.
None of the controllers devised in this research require information about the future. In P.IV, predictions were
made for a pre-determined time ahead, but they were always based on the current state of the system and
assumed a constant velocity reference. This enabled utilizing them, for example, in human-operated machines
in which the next reference value cannot be exactly known.
The controllers presented in P.II and P.III were implemented in the research platform machine described in
Chapter 3. In addition, simulations of P.I were performed in real-time. Furthermore, the execution time of the
FOC, discussed in P.I and P.II, can be made faster by decreasing the number of CCCs included in the search
space.
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The NMPC presented in P.IV is not optimized in terms of calculation time. Even with modern processing units,
the current implementation is not real-time capable. However, the presented algorithm is intended for a bench-
mark to which, for example, implementations including less states or state-dependent linear models can be
compared.
5.3 Adaptability and flexibility (RQ3)
Can the controllers of drive-by-wire machines be designed in way that enables reduction of costs via faster
control design and commissioning of HWMs?
Model-based approach enables designing the controllers in a cost-efficient way as the higher level of accuracy
of the utilized model decreases the amount of tunable parameters. This is because the required values are
usually related to components specifications and, therefore, easily available. In addition, the model forms a
separate part of the controller that can be replaced with relatively small effort. Thus, the structure is utilizable
in several types of HWMs.
This answer is justified by discussing the feature F6.
Generality and Modularity (F6)
Structures of the devised controllers should be applicable to multiple system layouts of HSDs, and the number
of tunable parameters should be kept to a minimum. In addition, the design has to enable the controller of an
individual system to be integrated into the upper level EM of the machine.
In order to achieve as general a controller structure as possible, all the devised controllers are based on the
model of the HSD system. In P.I and P.II, steady-state equations were utilized in the calculations of machine
velocity and engine torque as a function of control commands. The solutions of P.III and P.IV are based on
the dynamic system model that includes, for example, the efficiencies of hydraulic components. Still, though
the aspects of generality were considered in the control design, experiments were only conducted with the
research platform machine presented in Section 3.
These approaches guarantee a high level of generality as long as the described equations can be derived for the
controlled system. In addition, a model-based approach significantly decreases the number of parameters re-
quired to tune the controller when compared to rule-based solutions with similar performances. Firstly, the
NMPC of P.IV enables changing the response of the HSD system only by tuning a single parameter in the cost
function. This is because the dynamics of the system are easily considered with the utilized model and con-
straints. Secondly, there are five tunable parameters in the velocity-tracking controller of P.III. This number
also includes the two parameters related to the signal processing. When compared with the presented classical
PID tracking, the additional two parameters enable a substantial performance increase.
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As this research covers only the control design of HSD systems, instead of the EM of the entire machine,
another system is required that divides the available engine power among all the systems of the machine,
namely HSD, work functions and steering. In the controllers presented in P.I, P.II and P.IV, this interface
with the upper level is implemented with the maximum allowed power that cannot be exceeded. However, in
the conducted tests, this value was set to the maximum power of the engine.
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In this compendium thesis, we proposed controllers for both the EM and velocity-tracking of 
HSDs. The presented EM solutions improved the energy efficiency of these systems only by 
means of control algorithms. The scope of the thesis was limited to non-hybrid HSDs as hydraulic 
hybrid traction drives of HWMs are still merely concepts rather than commercial products. The 
devised controllers also offer credible benchmarks for the evaluation of the benefits of hybridiza-
tion. 
The contributions of this research are listed in Section 1.2, and the results are discussed in detail, 
for example, in Chapter 4. For a brief overview of the conducted research, the reader is referred 
to Table 2 (in Chapter 4).  
The following can be regarded as the most important merits of the thesis: 
1) The design, experimental verification, and the proven practical worth of the quasi-static 
FOC tested with simulations in P.I and the field tests in P.II. 
2) Devising the NMPC scheme for the EM and velocity tracking of HSDs in P.IV. To the 
best of the author’s knowledge, such detailed designs have not been presented in the lit-
erature for similar applications.   
In addition, a GSVC approach was devised in P.III. This controller offers a solution for the short-
coming of the FOC that suffers from inadequate velocity-tracking under high-load situations. 
However, the integration of these two controllers remains to be completed in the future. 
As the control methods developed in this thesis are model-based and designed to be as general as 
possible, they can also be utilized to control the other hydraulic systems of HWMs. Especially, 
extending the NMPC scheme for the control of work functions of the machine should theoretically 
be relatively simple. The FOC of P.I and P.II would require at least additional features that con-
sider the different kinds of dynamics of linear hydraulic actuators. 
6 Conclusion and Future Work 
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For the NMPC framework, the future road map includes improvements that enable the utilization 
of non-derivative variables both for control commands and in the modelling of the system. Fur-
thermore, the computational burden of the algorithm should be decreased for efficient testing. 
The methods to achieve this could involve, for example, surrogate models for faster predictions 
or modifying the algorithm to enable efficient utilization of different parallel computing tech-
niques. 
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ABSTRACT
This paper presents an optimal controller for fuel efficiency
of a hydraulic mobile machine with hydrostatic drive (HSD).
The solution is validated using a semi-empirical simulated
research platform. The drive transmission of the machine
includes one variable displacement hydraulic pump and four
two-speed hub motors. There is no energy storage installed.
Thus, the structure of the HSD and presented improvements in
fuel economy are comparable to traditional machines.
The optimal controller is compared to a baseline controller
that intuitively keeps the components at their high efficiency
regions. In simulated hill tests, fuel economy was improved by
up to 25.9 % depending on the slope of the hill and velocity
reference.
NOMENCLATURE
BSFC Brake specific fuel consumption
F Force
K Gain
P Power
Q Volumetric flow
Q Vector of state variable cost coefficients
R Vector of reference variable cost coefficients
T Torque (estimated)
V Geometric displacement
d Diameter
n Rotational speed
݉̇ Mass flow
v Velocity
Δp Pressure difference
Δn Control error of engine speed
ε Relative displacement
η Efficiency
( )L Load
( )LL Load limited
( )FF Feedforward
( )aux Auxiliary
( )cur Current
( )droop Droop percent
( )e Engine
( )est Estimated
( )ext External
( )f Fuel
( )hm Hydromechanical
( )m Motor (hydraulic)
( )mach Machine
( )max Maximum
( )p Pump
( )ref Reference
( )req Required
( )t Tyre
( )vol Volumetric
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INTRODUCTION
Energy management is one of the most researched topics of
fluid power community at both academia and industry. Mobile
work machines consume large amount of energy, their energy
efficiency is generally low, and their emissions produce
significant burden on the environment. The ever increasing
limitation on emissions set by legislation requires better fuel
economy in the future [1]. This is particularly important for
fluid power because of high energy losses of hydraulic systems
compared to their electric alternatives.
Improved system efficiency does not necessarily require
new  components  and  systems.  As  shown  in  this  paper,
considerable fuel savings can be achieved by improved control
strategy of electronically controlled actuators.
However, currently majority of the machines operating in
public roads and fields are not driven-by-wire, mostly for safety
regulation and price. In addition, machine building industry is
traditionally seen as very rigid and sceptical towards new
technologies. For improved fuel economy, operating points of
the controllable components of the power transmission must be
adjusted according to load and velocity. But because the
loading conditions of these machines constantly change, it is
not possible for the driver to operate the machine optimally
without the assistance of computer. This requires a drive-by-
wire machine.
Even though there are semi-autonomous machines with
computerized control systems in closed areas such as mines [2]
and harbours [3], one can argue that there is a huge gap
between academic research platforms and commercial
machines. For example, a lot of academic research has been
conducted by controlling hydraulic systems with novel system
layouts [4] or installing energy storage components [5]. These
are usually done with novel control methods ranging from rule-
based [6] to optimization approaches [5]. In addition, demand-
adapting [7] and minimized [8] engine speed control has been
studied. In on-road vehicles, the fuel optimal control of
continuously variable transmissions (CVT) has been active for
a long time [9] and this type of powertrains are becoming more
common also in off-road machines [10].
In this paper, the improvements of fuel economy are based
on optimal control methods, where the operating points of the
diesel engine, variable displacement pump and hydraulic
motors are calculated based on velocity reference, demanded
load and efficiency curves. Moreover, the components of the
research platform (a 3.5-ton wheel loader) are commercially
available and there are no energy storage components in the
hydrostatic drive (HSD). Therefore, the results are also
applicable to the current machines that are equipped by such
components that are controlled over CAN bus and they do not
require changes in their mechanical design. The improved fuel
economy shows that drive-by-wire components have more to
offer than just reduced number of hoses and more user-friendly
interfaces.
The proof of concept developed in this paper is validated
using a real-time simulator that includes empirically validated
models of hydraulic components and diesel engine, machine
mechanics and tyre-terrain interaction (improved version of
[11]). Optimal control strategies developed in this paper are
also implemented in real time environment, so the real machine
experiments will be done with minimum effort. Only the
input/output (I/O) interface of the model has to be changed
when implemented to the research platform. This will increase
reliability of the implementation, since most of the software
bugs can be solved during simulation, and also prevent human
mistakes in translating the control algorithms to a different
software environment.
A baseline controller was developed and used as a
reference. In the baseline controller, the operating points of the
actuators are selected only based on velocity reference. It is
devised based on the facts that the pump and motors have
higher efficiency at higher displacement.
We will show that it is possible to achieve fuel
consumption reduction up to 25 % when optimal controller is
compared to this baseline controller. The controllability and
performance of the system is also preserved. Simulation tests
clearly show that especially at low velocities the improvements
of fuel economy are high. In the simulations, it was observed
that the main factor that reduces fuel consumption is the active
control of the rotational speed of diesel engine.
Next section presents the modelled research platform and
related equations. This is followed by sections covering the
optimal controller and the validation of the real-time simulator.
The last part of the paper presents the results of hill climbing
simulations with the two controllers.
SYSTEM DESCRIPTION
Research Platform Machine
The research platform, called IHA-machine, is engineered
at the Department of Intelligent Hydraulics and Automation
(IHA) in Tampere University of Technology (TUT). The
machine is presented in Fig. 1.
Figure 1. Research platform (IHA-machine).
The HSD of IHA-machine includes variable displacement
closed circuit hydraulic pump (110 cm3) and four hub motors
connected to each wheel. A simplified hydraulic diagram is
presented in Fig. 2. Required power for the systems of the
machine is produced with a 100-kW diesel engine. Lift and tilt
functions are implemented with digital hydraulics [12]. This
paper will concentrate on the optimization of prime mover and
HSD, and digital hydraulics is out of the scope of this paper.
For more detailed description of the systems of the machine, an
interested reader is referred to [13].
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The displacement of the hydraulic motors can only be
changed between two discrete states (470/282 cm3). When the
pressure of boost pump is connected to the port X of the motors
(see Fig. 2), the displacement is reduced to 60 % of the
maximum. In theory, this reduces both maximum torque and
required volumetric flow by 40 % (see Eq. (3) and (2)).
Figure 2. Hydraulic diagram of hydrostatic drive.
Mathematical Models
The steady-state models of the machine required for
control design are presented in this section. Fig. 3 illustrates
interactions among the components of HSD.
The control signals of the system are relative
displacements of the HSD pump (εp,ref) and those of the motors
(εm,ref) together with the rotational speed of the engine (ne,ref).
The loading conditions of the machine are defined by external
forces (Fext). These include all resistive forces such as frictions,
air resistance etc., which eventually define the torque of HSD
pump (Tp) exerted on the engine. Pressure differences of the
HSD pump and that of the motors are assumed equal (Δp) i.e.
the pressure loss of hoses is assumed insignificant.
The volumetric flow of the HSD pump (Qp) and the speed
of the machine (vmach) are calculated with Eq. (1) and (2),
respectively. In deriving Eq. (2), the fact that the rotational
speeds of the hydraulic motors (nm) are directly proportional to
Qp was used, and thus is also the velocity of the machine. It is
also assumed that Qp is evenly distributed between the hub
motors in every situation.
ܳ௣ = ߝ௣ ௣ܸ݊௘ߟ௩௢௟ ,௣ (1)
ݒ௠௔௖௛ = ߨ݀௧݊௠ = ߨ݀௧ܳ௣ߟ௩௢௟,௠4ߝ௠ ௠ܸ 	= ߨ݀௧ ݊௘ߝ௣ ௣ܸߟ௩௢௟,௣4ߝ௠ ௠ܸ ߟ௩௢௟ ,௠
(2)
where
εp/m is the relative displacement of HSD pump/motor [-]
Vp/m is the displacement of HSD pump/motor [m3]
ne is the rotational speed of the engine [1/s]
ηvol,p/m is the volumetric efficiency of HSD pump/motor [-]
dt is the diameter of the tyre [m]
nm is the rotational speed of the motor[1/s]
In steady-state conditions, the torque of hydraulic motors
(Tm) is equal to loading torque (TL) as in Eq. (3).
௠ܶ =⏞௩̇ୀ଴ ௅ܶ ⇔ ߝ௠ ௚ܸ,௠2ߨ Δ݌ߟ௛௠,௠ = ܨ௘௫௧ ݀௧2 (3)
where
ηhm,m is the hydromechanical efficiency of HSD motors [-]
Δp is the pressure difference of HSD pump (and motors)
Based on Eq. (3), the HSD pump has to provide high
enough Δp in order to keep the machine moving in all loading
conditions. For this, the pump requires torque (Tp) from the
engine. This can be calculated with Eq. (4).
௣ܶ = ߝ௣ ௣ܸ2ߨ Δ݌ߟ௛௠,௣ (4)
where
ηhm,p is the hydromechanical efficiency of HSD pump [-]
In addition, a constant amount of torque is reserved for
auxiliary devices (Taux) such as the boost pump, battery charger
etc. The engine has to generate enough torque (Te)  for  all  the
considered systems; this is the sum of the torques of individual
systems and is here calculated with Eq. (5).
Figure 3. Connections of the components of hydrostatic drive.
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௘ܶ = ௣ܶ + ௔ܶ௨௫ (5)
The efficiency of diesel engines is commonly described
with brake specific fuel consumption (BSFC) that defines the
amount of fuel required for a unit of energy ([BSCFe] = g/kWh)
at different rotational speeds and torques. Observing the
BSFC-maps of engines, one can conclude that in most
situations BSFC-values are lower at higher torques. However,
the mass flow of consumed fuel ([ṁf] = g/h) increases together
with the output power of the engine (Pe) as shown in Eq. (6).
݉௙̇ = ܤܵܨܥ௘ ௘ܲ = ܤܵܨܥ௘ ௘ܶ ∗ 2ߨ݊௘	= ܤܵܨܥ௘൫ ௣ܶ + ௔ܶ௨௫൯ ∗ 2ߨ݊௘ (6)
OPTIMAL CONTROLLER
The optimal controller will generate a combination of
control signals (rotational speed of the engine (ne,ref), the
displacement  of  HSD  pump  (εp,ref) and the displacement of
HSD motors (εm,ref)), to minimize fuel consumption, and track
the desired velocity, while keeping the controllability.
Maximum available torque of a diesel engine is a function
of rotational speed and reaches to a maximum in the middle of
the operation region. Optimal solution will generate operating
profiles for the diesel engine that may fall at the rising part of
the torque curve of the engine. In this region, the engine
generates less torque for lower speed, thus the speed will drop
even more and eventually stall, if the load of the engine is not
reduced accordingly. In order to address this issue, firstly the
power of HSD has to be estimated based on a model of the
machine and the efficiencies of components in different loading
conditions. Obviously, the optimization is as accurate as the
accuracy of the models allows.
Structure of Controller
Optimal controller employs a cost function. In this cost
function, to be described in detail below, penalized variables
are consumed fuel for travelled distance ([g/m]), estimated
velocity error, and the changes of control references.
Operational space of the reference values is discretized to
improve calculation efficiency and match the CAN interface
resolution. They are chosen from following sets:
· ݊௘,௥௘௙ ∈ {1000,1010, … ,2200} r/min
· ߝ௣,௥௘௙ ∈ {0,0.01, … ,1}
· ߝ௠,௥௘௙ ∈ {0.6,1}
The block diagram of the main parts of the controller is
presented in Fig. 4. The inputs of the controller are velocity
reference (vref), Δp, εp, εm and ne. At first, the loading condition
is estimated. Based on that it is possible to estimate machine
velocities and required engine torques with every control
combination (with the discretization choices above 121*101*2
combinations in total). Finally, control combination that results
in minimum cost (see Eq. (10)) is transmitted to actuators.
Obviously, optimization is as accurate as the accuracy of the
models allows. The cycle time of the optimization (Fig. 4,
blocks 1 – 5) is 50 ms. In the next few sections, each block is
presented in detail.
Load Estimation
This section describes Fig. 4, block 1. The required Tm (see
Eq. (3)) is estimated based on Δp. This is expressed in Eq. (7).
௠ܶ,௖௨௥ = ௠ܶ,௥௘௤ ⟺Δ݌௥௘௤ = ௠ܶ,௖௨௥ߟ௛௠೘,௥௘௤ 	ߝ௠,௥௘௤ 	= Δ݌	ߟ௛௠೘,೎ೠೝ൫݊௠ , ߝ௠,௖௨௥ , Δ݌൯	ߝ௠,௖௨௥
ߟ௛௠೘,ೝ೐೜ ቀ݊௠, ߝ௠,௥௘௤ , ఌ೘ ,೎ೠೝఌ೘ ,ೝ೐೜Δ݌ቁ	ߝ௠,௥௘௤ (7)
where
Tm,cur is the torque generated by hydraulic motors with
current pressure difference and displacement [Nm]
nm,ref is the rotational speed of hydraulic motor with the
velocity reference of the machine [r/s]
εm,cur is the current displacement setting of hydraulic motor
[-]
εm,req is the alternative displacement setting of hydraulic
motor [-]
Here measured values of pressure signals Δp are used. To
reduce high frequency components of Δp, a modified version of
the filter engineered by Luomaranta [14] is used. With Eq. (7),
the hydromechanical efficiency of HSD motors is included in
the model as a function of rotational speed, displacement and
Figure 4. Structure of the optimal controller.
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pressure difference. Notice that only pressures related to the
current motor displacement are available. Therefore, when
calculating this efficiency for alternative displacement, it is
assumed that pressure difference is directly proportional to the
change of εm, that is, ഄ೘,೎ೠೝഄ೘,ೝ೐೜Δ݌.
Steady-state Velocity and Torque Estimates
The controller is based on the Eq. (1) – (6) and the steady-
state models (based on measurements) of the components. The
required pressure difference for all the displacement settings of
HSD motors can be estimated with Eq. (7). Therefore, it is
possible to calculate the velocity of the machine and the
required output torque of engine for every control combination.
This section describes how these calculations are made in the
controller.
Machine Velocity Estimates This section describes
Fig. 4, block 3. Eq. (2) determines the velocity of the machine
as a function of the volumetric efficiency of HSD pump and
motors. This is restated in Eq. (8).
ݒ௘௦௧ = ߨ݀௧ ௣ܸ
௠ܸ
݊௘ߝ௣
ߝ௠
ߟ௩௢௟,௣൫݊௘, ߝ௣൯ߟ௩௢௟,௠(݊௠ ,ߝ௠) (8)
To reduce computational costs, tabulated velocity estimates
(vest) are used instead of calculating them again for every
execution cycle. As seen from Eq. (8), effect of Δp on
volumetric efficiency is not considered even though pressure is
known to have a strong effect on the leakages. Otherwise, when
Δp increases so would do the leakages, which had to be
compensated by increasing Qp. This would raise pressure even
more and cause oscillations that also decrease the fuel economy
of the machine. This implementation was chosen to reduce
oscillations during the acceleration of the machine. However, it
increases velocity reference tracking error.
Engine Output Torque Estimates This section
describes  Fig.  4,  block  4.  Required  Te for every control
combination is calculated with Eq. (4) and (5). The final
estimate value (Te,est) is determined with Eq. (9).
௘ܶ,௘௦௧ =	
൞
∞																																																												, ௘ܶ,௘௦௧> ௘ܶ,௠௔௫൫݊௘,௥௘௙൯
ߝ௣
௚ܸ,௣2ߨ Δ݌ߟ௛௠,௣൫݊௘,௥௘௙ , ߝ௣,௥௘௙ ,Δ݌൯+ ௔ܶ௨௫ 												, ݋ݐℎ݁ݎݓ݅ݏ݁ (9)
Eq. (9) is used only if a certain control combination is
feasible i.e. the maximum torque curve of the engine
(Te,max(ne)) is not exceeded. For unfeasible combination, the
required torque is set to infinity, which results in infinite cost.
Exceeding the maximum torque curve should especially be
avoided when ne is below the speed of maximum torque
(usually in the middle of its operation region). In this rising part
of the torque curve, high load can easily stall the engine. This
originates from the basic operation of diesel engines, because
their rotational speed decreases when load increases. If the
engine operates at this region, it can generate less torque for
lower speed, thus the speed will drop even more. Eventually,
this results in the stall of the engine, if the load is not reduced
accordingly.
Cost Function
After all the relevant steady-state values of the machine are
estimated, the control combination that results in the lowest
value of Eq. (10) is selected as the output of the optimal
controller (see Fig. 4, block 5). Penalized variables are
consumed fuel for travelled distance ([g/m]), estimated velocity
error and the changes of control references. Vectors Q and R
contain cost coefficients for state and reference variables,
respectively.
ܬ(ݐ)= ࡽ ቎ ݉௙̇ (ݐ)ݒ௘௦௧(ݐ)
หݒ௥௘௙(ݐ) − ݒ௘௦௧(ݐ)ห቏
+ ࡾ
⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡෍หߝ௠,௥௘௙(ݐ) − ߝ௠,௥௘௙(ݐ − ݅)หଷ
௜ୀଵ
෍หߝ௣,௥௘௙(ݐ) − ߝ௣,௥௘௙(ݐ − ݅)หଷ
௜ୀଵ
෍ห݊௘,௥௘௙(ݐ) − ݊௘,௥௘௙(ݐ − ݅)หଷ
௜ୀଵ ⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤
(10)
Consumption for travelled distance is penalized, because
the controller optimizes the cost for one sample interval at a
time. Therefore, the optimization has to be power type, instead
of energy. This makes the cost independent of time.
Penalties for the changes of control references are placed
for the last 3 intervals to avoid frequent changes. This reduces
e.g. pressure variations and the wear of the actuators as the
changing frequency is lower. In addition, experiments show
that this also improves fuel economy. This might originate from
the fact that every time the ne is increased, some amount of
energy cannot be recuperated back from rotational energy.
Search Space
This section describes Fig. 4, block 2. This block enables
the reduction of computational effort by reducing the number of
investigated control combinations. The size of this search space
can  be  freely  defined  in  advance  and  separately  for  ne,ref,  εp,ref
and  εm,ref. This facilitates successful real-time implementation.
A graphical illustration is presented in Fig. 5.
The following choices have been made. If the search space
does not cover all the possible control combinations, evaluated
combinations depend on the current operation point. The
number of feasible reference values above and below the
measured value of a control variable is independent, but their
sum is always constant. For example, if εp is at maximum, the
number of feasible references below the measured value is
increased correspondingly.
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Figure 5. Search space of optimal controller.
Another purpose of the search space is to limit the
maximum rate of change of the control variables for one
evaluation cycle of the controller. This influences in the
functionality of the machine in a similar way as the costs of the
reference changes in Eq. (10). In practice, a control
combination outside the search space is made unfeasible by
setting corresponding Te,est to infinity similar to the case where
maximum torque value is exceeded as in Eq. (9).
Additional Parts of the Controller for Improved
Functionality
Because the optimal controller utilizes only the steady-state
model of the machine, some additional strategies are
implemented to improve functionality (see Fig. 4). Firstly,
engine droop is compensated by increasing the ne,ref according
to the estimated load. Secondly, the load of the engine is limited
by limiting the changing rate of εp,ref. Both are evaluated every
time the inputs of the controller are acquired, i.e. at 5 ms cycle.
The faster cycle time (compared to optimization) enables more
rapid reactions for the changes of load. See Fig. 4, block 6.
Feedforward to Compensate Engine Droop The
electronic control units (ECU) of diesel engines have closed
loop control for rotational speed. However, usually a certain
amount of error is allowed. This is called engine droop and it is
proportional to the load of the engine. Droop dampens the
response and stabilizes the engine controller.
When the optimal control combination is determined based
on the machine model, rotational speed reference (i.e. the
optimal point) cannot be reached without compensating the
engine droop. This is done with a feedforward compensator that
implements Eq. (11).
݊௘,௥௘௙ிி = ቆ1 + ܭௗ௥௢௢௣ ௘ܶ ,௘௦௧
௘ܶ,௠௔௫൫݊௘,௥௘௙൯ቇ ݊௘,௥௘௙ (11)
where
Kdroop is the maximum droop value of engine ECU [%]
The compensator increases ne,ref based on estimated load
torque (Te) and the droop parameter of engine ECU. As a result,
the compensated reference (ne,refFF) should decrease the error
between the measured ne and the optimal reference ne,ref.
Faster Load Limiting The optimal controller is only
valid for quasi-static situations, because of the models used.
The bandwidth of the controller is also limited by low-pass
filtering of measured Δp. To address dynamic situations, e.g.
when the machine is driven to a hill or accelerated rapidly, the
maximum displacement of the HSD pump is limited to restrict
load on the engine. Otherwise, fast load increase might stall the
engine. Equation (12) describes how this is done.
ߝ௣,௥௘௙௅௅ =	
ቐ
ߝ௣,௥௘௙ 																																								,݊௘,௥௘௙ − ݊௘≤	ܭௗ௥௢௢௣݊௘,௥௘௙
݉݅݊ ቆ
݉݅݊൫݊௘,௥௘௙ − ݊௘ ,∆݊௘,௠௔௫൯
∆݊௘,௠௔௫ , ߝ௣,௥௘௙ቇ , ݋ݐℎ݁ݎݓ݅ݏ݁ (12)
where
Δne,max is the upper limit for the error of rotational speed
[r/min]
The limiter is not active if the rotational speed error can be
explained by engine droop ൫݊௘,௥௘௙ − ݊௘>ܭௗ௥௢௢௣݊௘,௥௘௙൯.
Otherwise,  εp,ref is limited directly proportional to the error.
Additionally, this feature facilitates accelerating the rotational
speed of the engine more rapidly, because of increased
available torque and the engine operating in regions with better
dynamic characteristics.
REAL-TIME SIMULATOR OF THE RESEARCH
PLATFORM
Fuel Consumption of Diesel Engine
The steady-state characteristics of HSD are described with
Eq.  (1)  -  (6).  Almost  all  of  them  include  at  least  one  term
related to the efficiency of a hydraulic component or the brake
specific fuel consumption of diesel engine. All of these are
measured in steady-state conditions and the data covers
operating regions comprehensively. The efficiencies of HSD
pump were measured at the laboratory of IHA, but the BSFC of
the diesel engine and efficiencies of hydraulic motors were
provided by their manufacturers.
Both the optimal controller and the simulation model of the
machine use the same data. However, due to divergent model
types there can be minor differences. For example, the brake
specific fuel consumption map is converted into a table that
outputs torque as a function of rotational speed and injection
rate of the engine.
In the simulation model, the volumetric and
hydromechanical efficiencies of HSD pump and motors are
modelled as leakages and frictions, respectively. On the other
hand, in the optimal controller the hydraulic losses are included
as efficiencies. Therefore, it is evident that differences exist,
even though both the models are fitted to the measured data.
Dynamic Models
The diesel engine of the research platform has common rail
injection system. Because of this, the dynamics of fuel injection
are modelled with very fast 1st order  system  and  a  PID-
controller. The more significant part of the engine dynamics
originate from torque generation. This is also a first order
system that is scaled according to the rotational speed of the
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engine. However, not all the features of the engine ECU are
included. The dynamics of the engine is validated with separate
measurement data. Detailed description of the structure of the
engine model is presented in [15].
The  dynamics  of  the  displacement  of  the  HSD  pump  are
modelled with first order transfer function and rate limiter.
Transfer function is different for increasing and decreasing
displacement. This model is also validated based on separate
step and ramp response measurements.
Parameters  of  the  HSD  motors  are  based  on  the
manufacturer’s catalogue and provided measurement data.  The
dynamics of the displacement change of all four HSD motors is
validated using the measurement data of the entire machine,
because there is no direct measurement available related to this.
The dynamic models of additional components, e.g. pressure
relief and flush valve, are modelled based on the catalogue data
of their manufacturers.
Validation of the Simulation Model
The simulation model was validated with the data
measured from the CAN-buses of the machine. The conducted
measurements included several (50) acceleration/deceleration
tests with different steady-state velocities. In some tests, the
displacement of hydraulic motors was also changed on the fly.
While validating the simulation model, it was noticed that
the hydrostatic drive was not as stiff during deceleration as
assumed. It was evident that there was a leakage that was not
similar for both ports of the HSD pump. After jamming the
simulated flush valve to a position where all the flushed flow
comes from the A-port side of the pump, both the shapes and
levels of simulated pressures started to correspond to the
measured values. However, in the conducted controller
comparison simulations, the flush valve is operating normally.
Fig. 6 presents an example of validation measurement
where the engine is operating at 1900 r/min and the reference of
the pump is changed stepwise from 0 to 80 %. Motors are at
full  displacement.  The  measurements  were  not  made  on  a
completely flat surface and actually there is a mild uphill after
the beginning of the acceleration. However, there is no slope in
the simulated terrain. This is also true for Fig. 7.
It can be seen from the Fig. 6 that simulation model data
corresponds well to measured data. However, there is a
difference between the real machine and simulation model in
how the displacement of the pump (εp) is changing at time
around 3 seconds. This might originate from the controller of
the pump that reduces the reference of εp (to prevent cavitation)
when the lower pressure decreases below some pre-determined
value. This can occur if the boost pump is not able to produce
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enough flow to the lower pressure side volume. This
phenomenon is not included in the pump model.
It was also noticed that the model of the diesel engine
seems to generate torque a bit differently than the real engine,
especially at lower rotational speeds with high loads. It is
possible that there are some parameters in the engine ECU that
are not considered in the simulation model, for example related
to the stall prevention of the engine.
Fig. 7 presents a test where the displacements of the motors
are increased during driving. The most significant issue is
related to the pressures. The pressure level of the model is too
low at steady-state situations with reduced displacement of the
motors. This has a direct effect on the consumption values.
However, when the displacement is increased, the model is
more accurate. The error between measured and modelled
pressures at reduced displacement is most likely related to the
friction and leakage flow models of the HSD motors which
were tuned based on manufacturer data.
However, the validation clearly shows that the phenomena
are modelled correctly, which is seen from the corresponding
shapes of the curves. Validation results of the other operation
points were similar to the ones discussed above i.e. the only
significant difference was found in the steady-state pressures at
reduced εm.
We utilize the model to compare the fuel consumption and
functionality of the machine with different controllers. In this
kind of model to model comparison (cp. not model to machine),
the shapes of the curves are more important than precisely
accurate absolute values. Therefore, it can be concluded that the
simulation model is applicable for comparative tests of control
algorithms. After all, any simulation model that assumes e.g.
constant temperature represents a mobile work machine in only
one situation. Analysing the robustness of the optimal controller
has to be done separately.
SIMULATION RESULTS
Baseline Controller
The operation of the machine with optimal controller is
compared to a non-optimal controller. The functionality of this
baseline controller is presented by illustrating the control
references in Fig. 8.
Figure 8. Control references of the baseline controller.
As seen in Fig. 8, control references are generated based
only on velocity reference. There are three main stages in the
controller. In the first stage, εp,ref is increased with vref,  εm,ref is
held  at  maximum and  ne,ref in pre-defined minimum value. At
the beginning of second stage, εm,ref are reduced stepwise to 0.6.
In order to maintain the same velocity, εp,ref has to change
accordingly (see Eq. (8)). With higher velocity references εp,ref
is again directly proportional to vref. In the last stage, only ne,ref
increases linearly with vref (εp,ref =  1  and  εm,ref =  0.6).  The
parameters of the baseline controller were tuned for the velocity
to match the reference in steady-state conditions. Intuitively,
this strategy will keep the pump, the motors and the engine in
their high efficiency regions. It will be clear from the
consumption figures in the next section that using the baseline
controller the consumption closely follows that of the optimal
controller in most of the situations.
Comparison of the Controllers
The fuel consumptions of optimal and baseline controllers
are compared in a drive cycle which includes a hill. The
simulated hill is presented in  Fig. 9. In the tests, the starting
point of the machine is 65 m from the hill. From this point it
accelerates to a reference velocity and climbs the hill. At the
top of hill, the reference is changed to a lower value and
machine drives downhill. When the machine has returned to the
level ground, the velocity reference is set to 0 m/s. The tests are
conducted with hills of different height (h) and the slopes at
both side of the hill are kept the same. Used velocity references
and hill heights are presented in Table 1.
Figure 9. Hill of controller comparison tests h = {1,2,3,4}.
Fig. 10 presents control variables, velocities and fuel
consumptions of a test with 2-m hill and velocity reference
changing from 4.3 to 2.5 m/s. All the variables are presented as
a function of travelled distance instead of time. This choice was
made to ease the comparison between the controllers, because
now the changes occur at the same point of the horizontal axis.
Recall that the penalized variable in the cost function of the
optimal controller was consumption per travelled distance.
Therefore, the total amount of consumed fuel is the area under
consumption curves.
As seen from Fig. 10, the optimal controller accelerates the
machine at the beginning with full motor displacement. The
rotational speed of the engine is also increased from the
minimum value. Shortly after this, both of these are reduced in
order to reduce the fuel consumption.
The velocity of the machine does not reach the reference
exactly. This originates both from the difference between the
model of the controller and simulator, but also from the fact
that e.g. consumption is considered at the cost function. The
parameters of the baseline controller were tuned to generate
velocities that match the reference values in steady-state
conditions. There is not closed-loop velocity control.
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When the uphill starts (at distance = 65 m), the Δp
increases and due to this rapid load peak, the rotational speed of
the engine begins to drop. At this point, all the references of the
optimal controller are increased, which places a heavy burden
to the engine. To prevent stalling the engine, for short time, εp is
reduced with the load limiting function (see Eq. (12)). For this
reason, at this point the consumption with the optimal
controller is higher than that with the baseline controller. At the
hill top, all the control variables are decreased again. Large
velocity error originates from the fact that Δp is not considered
in the velocity estimate of the optimal controller (see Eq. (8)).
When the velocity reference is reduced at distance 117m,
the  εp and  ne are decreased further down by the optimal
controller. At this part, the consumption difference of the
controllers increases, because the baseline controller does not
reduce the displacement of the hydraulic motors. The required
additional flow is produced with higher ne as the displacements
of  the  pump  are  almost  the  same.  At  the  downhill,  velocities
increase rapidly, because there is neither closed-loop velocity
control nor a mode for negative Δp in the optimal controller.
Table 1 summarizes all the conducted simulations with
different hill heights and velocity references. Fig. 11 presents
the integrated fuel consumptions of all the simulations with
both controllers. The optimal controller is able to reduce the
fuel consumption in every test where comparison is possible. In
some tests, the baseline controller operated machine could not
complete the task. This was due to the lack of load limiting
functions that resulted in the stall of the engine. These tests are
labelled as dnf (did not finish). The amount of consumed fuel
increases together with the height of the hill. Also lower
velocities have similar effect, because longer time is required to
complete the same task when the machine is moving slower.
Only exception is the test with h = 4 m and vref = 4.3→ 2.5
m/s, in which the engine almost stalls even with the optimal
controller. This results in higher total fuel consumption.
Based on Table 1 (and Fig. 11), it can be stated that the
relative amount of saved fuel (Δcons. [%]) increases as the
velocity and the loading of the machine (hill height) decrease.
This is due to the fact that with higher velocities and loads
the rotational speed of the engine has to be increased. In these
situations, the optimal controller needs to accelerate the engine
to meet the required volumetric flow or power demand, while
the baseline controller is already close to the optimal points.
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SUMMARY AND CONCLUSION
In this paper, an optimal fuel control strategy was
presented for hydrostatic drive systems and efficacy of the
controller was evaluated on a wheel loader in simulated hill
tests. The controller was compared to a baseline controller that
keeps the components of HSD at their high efficiency regions.
The simulations were conducted with a semi-empirical real-
time simulator. Some results were also presented to verify both
static and dynamic behaviour of the simulated machine and the
environment compared to the real machine scenario.
The optimal control output is determined with a cost
function which is only evaluated at pre-determined number of
combinations around the current operating point by considering
available calculation power.
The results show the potential of presented control strategy,
as the amount of consumed fuel per travelled distance was up to
25.9 % lower with the optimal controller. Moreover, the
addition of the load limiting function improved the applicability
of the optimal controller in real scenarios.
Control calculations were based on the steady-state values,
both for efficiency curves of the hydraulic components and
brake specific fuel consumption curves of the engine.  Thus, the
optimality of this strategy can only be ensured for steady-state
situations. However, to address dynamic situations, addition of
costs was proposed on control signal variations and
employment of load limiting functions. Simulations proved the
concept. The final assessment of success can only be done with
a real machine. These tests are going to be conducted during
summer 2014.
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department of Intelligent Hydraulics and automation, tampere university of technology, tampere, finland
ABSTRACT
In this study, we design a fuel optimal controller for hydrostatic drive transmissions (HSD) that 
significantly improves their fuel economy. Contrary to great proportion of the literature, efficacy 
of the controller is demonstrated by real machine implementation equipped with online fuel 
consumption measurement system. The main control objective of the devised controller is to 
minimise consumed fuel per travelled distance. Control commands are determined utilizing 
steady-state equations of the system, which facilitates real-time implementation. Dynamic 
situations are addressed with auxiliary functions running at higher frequency than the fuel 
economy part of the controller. The machine is a 5-ton wheel loader with pure HSD and no 
energy storage devices installed. In addition, all the components are commercially available. 
Thus, structure of the HSD and presented improvements in fuel economy are comparable 
to commercial machines and retrofitting existing drive-by-wire machinery with proposed 
controller will require little cost. The optimal controller is compared to a rule-based alternative 
that is based on a control method utilized in commercial wheel loaders. In autonomously driven 
drive cycles, measured total fuel consumption reduced up to 16.6% with the devised controller. 
In addition, the functionality of the controller is proven in extreme hill climbing tests.
1. Introduction
Invariably decreasing oil resources and the growing 
number of machines operated by fossil fuels increase 
the demand for energy efficient solutions in the differ-
ent fields of industry and transportation. Investigations 
in fuel economical technologies for passenger cars have 
been a very active field of research already for a long 
time. In 1997, Toyota Prius, the first mass produced 
hybrid vehicle, was introduced. However, the same state-
ment cannot be made for machines utilized in construc-
tion industry, even though their estimated annual fuel 
consumption in European Union was 18.6 million tons 
(Arcadis 2010) and their emissions produce a significant 
burden on the environment. These machines generally 
use hydraulic power transmissions due to high power 
density requirement. However, due to utilized system 
configurations and control methods in commercial 
machines, hydraulic systems exhibit higher energy losses 
compared to their electric alternatives.
In recent years, some hydraulic hybrid concept 
machines have been presented at exhibitions by e.g. 
John Deere (The Lubrizol Corporation 2013) and 
Kawasaki (KCMA Corporation 2011), but due to their 
cost, their widespread use is limited. However, improv-
ing the energy efficiency of non-road mobile machines 
(NRMM) does not necessarily require additional com-
ponents or systems such as energy storages. We show in 
this paper that considerable fuel savings can be achieved 
by improved control strategy of electronically controlled 
hydraulic actuators. Thus, mechanical complexity, initial 
investment and maintenance costs are kept low. Still, the 
proportion of these drive-by-wire machines in non-road 
applications is quite low. This is mostly due to the fact 
that the field is very cost-conscious and the payback time 
of new systems should be short. We believe the appli-
cation of fuel optimal strategies presented in this paper 
will reduce the consumption to a level that the increased 
price of drive-by-wire machines is justified.
The key factor for higher fuel economy is adjusting 
the operation points of the control components of the 
machine according to load and velocity. But because 
loading conditions constantly change, it is not possible 
for the driver to operate the machine optimally without 
the assistance of computer. This requires a drive-by-wire 
machine and intelligent control strategy.
In automotive industry, electronically controlled actu-
ators have been utilized widely for a long time. Different 
power management strategies are still actively researched 
both by the academia and industry. Continuously var-
iable transmissions offer significant improvements of 
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fuel economy for non-hybrid passenger cars with the 
cost of increased control complexity (Pfiffner et al. 2003, 
Srivastava and Haque 2009). During the recent years, 
especially control of hybrid electric vehicles (HEV) and 
hydraulic hybrid vehicles (HHV) have been investigated 
extensively. Power management solutions of HEVs 
include a number of different methods reviewed e.g. in 
Sciarretta and Guzzella (2007). Even though HHVs are 
not as widely researched as HEVs, similar approaches 
are used in their power management as well. The most 
utilized strategies, suitable also for real-time implemen-
tation, are rule-based (Filipi et al. 2004, Kum et al. 2011, 
Hippalgaonkar and Ivantysynova 2012) equivalent con-
sumption minimisation strategy (Paganelli et al. 2001, 
Sciarretta et  al. 2004, Serrao et  al. 2011), model pre-
dictive control (MPC) (Feng et al. 2011, Kermani et al. 
2011, Deppen et al. 2012) and stochastic dynamic pro-
gramming (SDP) (Meyer et al. 2010, Opila et al. 2013).
Usually NRMMs have at least partially hydraulic drive 
transmissions, and there are no commercial hybrid drive 
transmissions available for them. Nevertheless, there is a 
growing interest towards improving the inherently low 
efficiency of fluid power systems and several academic 
departments are focusing on this kind of machines. 
Rule-based, MPC and SDP strategies were compared 
in laboratory experiments for HHV transmission by 
Deppen et al. (2015). They emulated diesel engine with 
an electric motor, and load with a hydraulic motor 
both controlled with appropriate simulation models. 
The improvements of fuel economy were determined 
with brake specific fuel consumption (BSFC) maps of 
the modelled engine. Their main conclusion was that no 
control method can be considered superior in all appli-
cations and choosing the most appropriate one has to be 
made based on assumed system and drive cycle. Kumar 
and Ivantysynova (2011) used similar test set-up, but 
their transmission had also mechanical path between the 
load and the emulated gasoline engine of Toyota Prius. 
The system was controlled with instantaneous optimi-
sation based algorithm. Also the control of non-hybrid 
drive transmission has been investigated by Jähne et al. 
(2008). They compared demand-adapting engine speed 
with two other control concepts in their simulation 
study. In the research of Ahopelto et  al. (2013), sim-
ilar approach was utilized in the field tests of a wheel 
loader. In addition, the energy efficiency improvements 
of other subsystems of NRMM have been investigated, 
e.g. steering by Daher and Ivantysynova (2014), imple-
ment hydraulics by Huova et al. (2010) and the swing 
motion of excavator by Catepillar Inc. (2013).
Despite the numerous published results about novel 
controllers for HEVs, HHVs and NRMMs, there seems 
to be a significant gap between simulation studies and 
reported hardware tests. Even more noteworthy is 
the lack of research in which the success is evaluated 
with real fuel consumption instead of e.g. modelled 
steady–steady efficiencies. However, some exceptions 
with measured improvement can be found. Wang et al. 
measured fuel consumption of HEV powertrain in lab-
oratory test bench with similar equipment that is used 
in this paper (Wang et al. 2013). Paganelli et al. deter-
mined consumed fuel volume and corrected the number 
with the difference of battery state of charge (Paganelli 
et  al. 2001). Williamson weighted external fuel tank 
(Williamson 2010) and Ahopelto et  al. presented the 
fuel consumption data provided by the electronic control 
unit of the engine (Ahopelto et al. 2013).
In this paper, we utilize optimal control methods to 
define control commands for the components of hydro-
static drive transmission (HSD), namely diesel engine, 
variable displacement hydraulic pump and hydraulic 
motors. This optimal control combination is solved on 
given velocity reference, demanded load and efficiency 
curves. The algorithm does not utilize information 
about the complete cycle. Therefore, the results differ 
from global optima. It is important to note that in our 
test setup all the components of HSD are commercially 
available and there are no energy storage components 
installed. Moreover, the developed algorithm can be 
executed in commercial programmable logic control-
lers (PLC) due to its relative simplicity and adjustability. 
This makes our results applicable to current machines 
equipped with CAN bus controlled components without 
any changes in their mechanical design. In this study, 
we use a 5-ton wheel loader as research platform. The 
consumed fuel is measured on-line and the collected 
data proves that drive-by-wire operation has even more 
to offer than just reduced number of hoses and more 
user-friendly interfaces.
The empirical tests were conducted in the test 
area of the Department of Intelligent Hydraulics and 
Automation (IHA) of Tampere University of Technology 
(TUT). The area includes both asphalt and gravel sur-
faces, and slopes up to 20 degrees. Unlike the majority 
of energy management studies, we present online meas-
ured fuel consumption data to show the efficacy of our 
control strategy. The repeatability of the experiments is 
guaranteed by generating the references with computers 
instead of human operators.
For comparison purposes, a rule-based controller was 
devised. This controller is very similar to the way some 
machine manufacturers control their HSD systems. In 
this rule-based control, the engine command is propor-
tional to velocity reference, and hydraulic displacement 
ratio is varied depending on the measured engine speed. 
Similar baseline controllers are also utilized in Jähne 
et al. (2008).
We will show that fuel economy can be improved up 
to 16.6%, when the optimal controller is compared to 
the rule-based controller. Moreover, the controllability 
and performance of the system is also preserved. The 
field tests agree with the simulation results the authors 
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reported in Backas et al. (2014). Based on the test results, 
we can confidently state that the main factor for reduced 
fuel consumption is the active control of the rotational 
speed of diesel engine. This may cause the loss of con-
trollability, which is addressed in this paper.
Next section presents the research platform and 
related equations. This is followed by sections covering 
the optimal controller and the control architecture of the 
machine. The last part of the paper presents the results 
of empirical tests with the two controllers.
2. System description
In this section, we introduce the research platform 
machine, namely its HSD and the control systems. For 
more detailed description of the systems of the machine, 
an interested reader is referred to Backas et al. (2011). 
Moreover, we describe and derive the steady-state equa-
tions of translational motion of the machine to be used 
by the optimal controller.
2.1. Research platform machine
The research platform, called IHA-machine, is engi-
neered at the Department of IHA in TUT. The machine 
is presented in Figure 1.
2.1.1. Hydraulic system
The HSD of the machine is a closed hydraulic circuit. 
This means that the fluid utilized in the transfer of power 
is fed back to the pump from the motors, instead of being 
circulated through a tank. A simplified diagram of HSD 
is presented in Figure 2.
The prime mover, a 100-kW diesel engine, provides 
power to a hydraulic pump connected directly to the 
engine. The pump is variable displacement type, i.e. its 
output flow (see Qp of Figure 2) can be controlled both by 
its swash plate angle (displacement) and by the speed of 
the engine shaft ne. Moreover, the pump can provide flow 
in both directions allowing forward and reverse motion. 
The produced volumetric flow is directed to 4 hydraulic 
motors connected to each wheel of the machine. The 
displacement ratios of these hub motors (ɛm) can be 
changed between two discrete settings, full and 50% of 
the maximum. This is done by ‘short-circuiting’ feed and 
return ports of the motors together during half of their 
piston strokes. With reduced displacement, the veloc-
ity of the machine can be approximately doubled only 
by changing the control command of the motors ɛm,com. 
However, this will reduce the maximum available output 
torque the same proportion. The steady-state equations 
of the system are presented in Section 2.2.2. The maxi-
mum displacements of the HSD pump (Vp) and motors 
(Vm) are 110 and 470 cm3, respectively. Variables pA and 
pB are the pressures of volumes A and B, respectively.
2.1.2. Control electronics
The devised controller is realised in Matlab Simulink 
environment and implemented in the research platform 
with an embedded PC board running xPC target. The 
low level actuator controllers of the HSD pump and die-
sel engine are designed by their manufacturer. Both the 
command of the pump (ɛp,com) and the engine (ne,com) 
are transmitted via CAN bus to the on-board-electron-
ics of these components that implement the closed loop 
control of the displacement ratio of HSD pump (ɛp) and 
the rotational speed of engine. The command of HSD 
motors is amplified with a commercial control unit 
which operates the control valve of Figure 2.
2.1.3. On-line fuel consumption measurement
In contrast to majority of fuel economy researches, we 
present measured real-time fuel consumption data. The 
utilized hardware is a KMA Mobile by AVL. This device Figure 1. research platform.
470/235 cm3X
X
X
X
nm
nm
nm
nm
100 kW
M
110 cm3
Controller
p,comne,com m,com
pB pA
Qp
ne
Figure 2.  Hydrostatic drive transmission of the research 
platform machine.
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error of the system. Because the controller optimises the 
cost for one sample interval at a time, the cost has to be 
power type, instead of energy. Therefore, the first com-
ponent is the estimated consumption per travelled dis-
tance. One sample interval optimisation is also referred 
as instantaneous optimisation (Paganelli et al. 2000). The 
results obtained with this method will be restricted to 
local optimality. The costs are evaluated with
where q1 and q2 are weighting coefficients, vref is the veloc-
ity reference, �̇mf (x, u) and v̂(x, u) refer to the estimated 
mass flow of fuel and velocity, respectively. In actual 
implementation, we will translate actuator constraints |u̇| < u̇max to penalising |u(t) − u(t − i)|, for i = 1, 2, 3.
2.2.2. System model
In the previous section, we defined a cost function that 
requires estimating the fuel consumption and velocity 
of the machine. In this section, we derive appropriate 
equations that can be evaluated with measured variables 
of HSD and show how the cost is calculated. The interac-
tions of the system components are presented in Figure 
3. The figure also shows the control commands of the 
engine ne,com, HSD pump ɛp,com and motors ɛm,com, enter-
ing to the diagram from the top. All these 3 inputs have 
an effect on the velocity of the machine v (output) (see 
Equation (5)). The control vector of the research platform 
is therefore defined by u =
[
ne,com 휀p,com 휀m,com
]
.
To overcome the load forces FL, the pressure differ-
ence Δp = pB − pA over the hydraulic motors has to be 
high enough. The pump provides flow Qp that both pres-
surises the volumes A and B (see Figure 3), and deter-
mines the rotational speed of the motors. This eventually 
defines the torque exerted on the engine (see Equation 
(4) for Te). In steady-state conditions, i.e. ẋ = 0, the 
fuel mass flow of the engine ṁf (x) depends on its out-
put power Pe(x) and efficiency. The latter is commonly 
described with BSFC, which states how much fuel has to 
be injected in order to produce a unit of energy. The fuel 
consumption of engine can be calculated with
(2)J(x, u) = q1
�̇mf (x, u)
v̂(x, u)
+ q2
||vref − v̂(x, u)||
enables measuring fuel flows from 0.16 to 75  l/h also 
in transient situations, because its rise time (10–90%) 
is smaller than 125 ms. The flow metre is based on the 
Pierburg measuring principle, and its measurement 
uncertainty is 0.1% of reading. (AVL 2009) The acquired 
data is sent to CAN bus with 20-Hz frequency. Use of 
the unit increases the accuracy and reliability of data 
for short tests.
2.2. Problem formulation
In this section, we derive the necessary equations for the 
fuel optimal control of HSD. First, we describe the inputs 
and outputs of the system. Then utilized cost function 
is introduced, from which we proceed to the equations 
that can be evaluated with the measured values of the 
states of the system.
2.2.1. Control objectives
Our control objective in words can be expressed as fol-
lows. Given a geometrical path to follow and a reference 
speed profile,
(1)   Minimise the amount of fuel consumed.
(2)   Minimise the velocity error for given reference 
trajectory.
The optimal controller attempts to meet these objec-
tives by determining the control combination u that 
minimises a cost function J(x, u), where x and u are 
vectors of system states and control signals, respectively. 
Optimal control combination is referred to as u∗(x). 
Mathematically stated as
 
where U is a set of all admissible actuator commands 
and u̇max is a vector that defines the maximum values of 
the rate of change of the control commands. The values 
for u̇max can be determined based on actuator dynamics. 
Absolute and comparison operators in Equation (1) act 
element wise. The cost function J(x, u) consists of com-
ponents related to fuel economy and estimated velocity 
(1)
u
∗(x) = argmin
u∈U J(x, u)
subject to |u̇| < u̇max ,
Diesel
engine
HSD 
pump
ne
Tp
Hydraulic
motors
Qm
p
Tyresnm
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vVolume
Qp
p FL
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M
f(x) p(x) m(x)
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+
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B
Figure 3. Interactions of HSd components.
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where Tm and 휂hm,m(x) are the torque and hydromechan-
ical efficiency of the HSD motors, respectively. The same 
equation is also used to estimate Δp for the other ɛm, 
having estimated TL. Details are presented in Section 3.2.
In this paper, we need the following simplifying 
assumptions on the system operation:
•  Pressure loss and leakage of the hoses are consid-
ered insignificant i.e. Δpp = Δpm and Qp = Qm.
•  No slip or slide of the wheels (See Equation (5)).
•  Temperature/viscosity is assumed constant, that is, 
we assume it does not have an effect on hydraulic 
efficiencies.
•  Load torque remains unchanged regardless of vref 
changes for the next control cycle.
3. Controller implementation
The purpose of the devised controller is to improve the 
fuel economy of the HSD, while preserving the control-
lability of the system and tracking the velocity reference 
of the operator. This is achieved by selecting the optimal 
control combination u∗ based on Equation (1). Recall 
that u∗ includes the optimal control commands of the 
engine n∗e,com, HSD pump 휀
∗
p,com and motors 휀
∗
m,com.
The hydraulic efficiencies of HSD pump (see 
Equations (4) and (5)) are estimated based on steady-
state laboratory measurements. The estimates of BSFC 
of the engine (see Equation (3)) and the efficiencies of 
HSD motors (see Equations (5) and (6)) are based on 
the data provided by their manufacturers.
3.1. Structure of controller
Figure 4 presents the block diagram of the main parts of 
the controller. The inputs of the controller are vref, Δp, 
ne, ɛp and ɛm. For numerical calculation purposes, we 
discretize the control space. The set of discrete admissi-
ble control commands is then called
UD, UD ⊂ U. UD is defined by
•  Ue:{1000, 1010,… , 2200}r∕min,
•  Up:{0, 0.01,… , 1} and
•  Um:{0.5, 1},
 
From the variables of Equation (3), rotational speed of 
the engine is easy and inexpensive to measure. However, 
measuring the torque Te(x) requires sensors not applica-
ble for cost-conscious machine manufactures. Therefore, 
the required torque has to be calculated with
 
where Tp(x) and Taux(x) denote the required torques of 
HSD pump and auxiliary devices, respectively. Here 
auxiliary devices include e.g. boost pump (see Figure 
2), hydraulic steering pump and charger. Δp is the 
pressure difference over the HSD pump and motors. 
휂hm,p(x) represents the hydromechanical efficiency of 
HSD pump. This variable includes mechanical losses 
such as frictions.
The other variable required in the cost function 
(Equation (2)) is the velocity of machine v(x). For the 
HSD of the research platform, this can be calculated with
 
where dt is the diameter of the tyre, nm is the rotational 
speed of the motor, 휂vol,p(x) and 휂vol,m(x) are volumetric 
efficiencies of HSD pump and motors, respectively. This 
efficiency accounts for volumetric losses, for example 
leakages.
In order to determine the optimal control combina-
tion u∗(x), we need to know the loading conditions of the 
machine. At constant speed, i.e. v̇ = 0, they are defined 
only by load torque TL = FL
dt
2
 (see Figure 3), namely fric-
tions, the effect of gravity, air resistance etc. Therefore, 
as Δp can be measured, we are able to calculate TL with
(3)
ṁf (x) = Pe(x) × BSFC
(
Te(x), ne
)
= 2𝜋neTe(x) × BSFC
(
Te(x), ne
)
(4)Te(x) = Tp(x) + Taux(x) =
휀pVpΔp
2휋휂hm,p(x)
+ Taux(x),
(5)
v(x) =
dt
2
2휋 nm
60
(x)
= dt휋
Qp
⏞⏞⏞⏞⏞⏞⏞ ⏞⏞⏞⏞⏞⏞
Vp휀p
ne
60
휂vol,p(x)
휂vol,m(x)
4Vm휀m
,
(6)mv̂ =
Tm − TL
dt
2
v̂=0
� �
⇒ TL = 𝜀m
Vm
2𝜋
Δp𝜂hm,m(x),
Figure 4. Implementation structure of the optimal controller.
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displacement and pressure difference. Since we assume 
that load remains unchanged and perform the calcu-
lations in steady-state, it is better to low pass filter Δp 
before utilization to reduce its high dynamic compo-
nents. A modified version of the filter engineered by 
Luomaranta (1999) is utilized for this purpose.
3.3. Steady-state velocity and torque estimates
Having calculated the pressure differences for both ɛm,com 
with Equation (7), it is possible to calculate the velocity 
of the machine and the required output torque of the 
engine with Equations (5) and (4), respectively. This 
section describes how these variables are estimated for 
all 24,442 control combinations.
3.3.1. Machine velocity estimates
This section describes Figure 4, block 3. Equation (5) 
determines the velocity of the machine as a function 
of ηvol,p and ηvol,m. Replacing the coefficients with their 
estimates in Equation (5), we have
 
To reduce computational costs, tabulated velocity esti-
mates are used instead of calculating them again for 
every execution cycle. As seen from Equation (8), the 
effect of Δp on volumetric efficiency is not considered 
even though pressure is known to have a strong effect 
on the leakages. Instead, ?̂?vol are calculated with a Δp 
that corresponds a value of steady-state driving with an 
appropriate ɛm,com. If measured pressure values were uti-
lized, increasing Δp would result in increasing leakages 
(decreasing ηvol), which would have to be compensated by 
increasing Qp. This would raise pressure even more and 
cause oscillations that also decrease the fuel economy of 
the machine. This implementation was chosen to reduce 
oscillations during the acceleration of the machine. 
However, it increases velocity reference tracking error.
3.3.2. Engine output torque estimates
This section describes Figure 4, block 4. Required Te can 
be calculated with Equation (4). Final estimate values T̂e 
are determined with
(8)
v̂ = 𝜋dt
Vp
Vm
ne,com
60
𝜀p,com
𝜀m,com
?̂?vol,p
(
ne,com, 𝜀p,com
)
?̂?vol,m
(
nm,ref, 𝜀m,com
)
,∀
(
ne,com, 𝜀p,com, 𝜀m,com
)
𝜖US
(9)
�Te =
⎧⎪⎨⎪⎩
∞ , �Te > Te,max
�
ne,com
�
𝜀p,com
Vp
2𝜋
�Δp(𝜀m,com)
?̂?hm,p(ne,com,𝜀p,com,�Δp(𝜀m,com))
+ Taux , otherwise
,∀
(
ne,com, 휀p,com, 휀m,com
)
∈ US
i.e. 
UD = Ue × Up × Um
=
{(
n∗e,com, 휀
∗
p,com, 휀
∗
m,com
)||n∗e,com ∈ Ue , 휀∗p,com ∈ Up, 휀∗m,com ∈ Um}.
This choice was made to improve calculation effi-
ciency and to match UD to the resolution of the CAN 
interface. However, optimisation search space is reduced 
to US, a subset of UD. Details are defined in Section 3.5. 
This is depicted in Block 1, Figure 4. These choices ena-
ble the implementation of the controller also to control 
units with significantly lower calculation power e.g. 
commercial PLCs.
In Block 2, first the loading condition is estimated. 
In Block 3 and 4, machine velocities and required 
engine torques for every control combination are cal-
culated (with the discretization choices UD includes 
121 × 101 × 2 = 24, 442 combinations in total). Finally, 
in Block 5, the optimal control combination is calculated 
(see Equation (12)) and transmitted to the actuators. 
Block 6 is added for controllability, to be detailed in 
Section 3.6. Obviously, consumption optimisation is as 
accurate as the accuracy of the models allow. The cycle 
time of the optimisation topt (Figure 4 blocks 1–5) is 
48 ms. In the next few sections, each block is presented 
in detail.
3.2. Load estimation
This section describes Figure 4, block 2. Restating 
Equation (6) in terms of the systems states, we have 
�TL =
Vm
2𝜋
?̂?hm,m
(
nm,ref, 𝜀m,Δp
)
𝜀mΔp. We can see that if 
the motor displacement remains the same, constant load 
assumption translates to constant pressure Δp. Thus for 
forthcoming blocks, we will use Δp to represent the load 
and all we need to do is to estimate Δp for all feasible 
motor displacements. However, given ɛm solving above 
equation for Δp is rather complex. We thus approxi-
mately solve it based on the observation that for rela-
tively flat efficiency curve (based on measurement data) 
the pressure change will be proportional to the motor 
displacement change, that is, 휀m∕휀m,comΔp will be used 
to estimate hydromechanical efficiency of HSD motors 
?̂?hm,m. Putting all together, we can write
 
where nm,ref = 60vref∕
(
휋dt
)
. Notice that estimated pres-
sure difference Δ̂p for the current ɛm is simply the same 
as the measured Δp.
In Equation (7), ?̂?hm,m is estimated based on manu-
facturer data as a function of rotational speed, motor 
(7)
�Δp =
�TL
?̂?
hm,m
Vm
2𝜋
𝜀m,com
=
?̂?
hm,m
(
nm,ref, 𝜀m,Δp
)
𝜀m
?̂?
hm,m
(
nm,ref, 𝜀m,com,
𝜀m
𝜀m,com
Δp
)
𝜀m,com
Δp,∀𝜀m,com𝜖US
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where r1, r2 and r3 are weighting coefficients. In addition, (
ṁf ∕v
)
max
 and Δvmax are maximum values for consump-
tion and velocity error, respectively. Maximum values 
for control command changes (i.e. Δ휀m,max, Δ휀p,max and 
Δne,max) are defined with search space (see Section 3.5). 
This results in normalised cost.
Following values have been chosen for the weighting 
factors: q1 = 0.65, q2 = 0.31, r1 = 0.0025, r2 = 0.0095 and 
r3 = 0.028, which sum up to 1. The control combination 
that results in the lowest cost is selected as the output of 
the optimal controller u∗ (see Figure 4, block 5).
Penalising command changes reduces e.g. pressure 
variations and the wear of the actuators as the changing 
frequency is lower. Experiments show that fuel econ-
omy is also improved. This might originate from the 
fact that every time ne is increased and again decreased 
some amount of energy cannot be recuperated back 
from rotational energy.
3.5. Search space
This section describes Figure 4, block 1. The block ena-
bles the reduction of computational effort by reducing 
the number of investigated control combinations. This 
is important especially if the controller is implemented 
to a control unit with lower calculation power because 
the costs of all control combinations within the search 
space are evaluated in every execution.
(12)
J(x(t), u(t)) =
q
1
�̇mf (t)∕v̂(t)
(ṁf ∕v)max
+ q
2
�vref(t)−v̂(t)�
Δv
max
+r
1
i
max∑
i=1
�𝜀m,com(t)−𝜀m,com(t−i)�
i
max
Δ𝜀m,max
+r
2
i
max∑
i=1
�𝜀p,com(t)−𝜀p,com(t−i)�
i
max
Δ𝜀p,max
+r
3
i
max∑
i=1
�ne,com(t)−ne,com(t−i)�
i
max
Δne,max
,∀
�
ne,com, 𝜀p,com, 𝜀m,com
�
∈ US
T̂e assumes a bounded value only if a certain control 
combination is feasible i.e. the maximum torque curve of 
the engine (Te,max
(
ne,com
)
) is not exceeded. For an unfea-
sible combination, the required torque is set to infinity, 
which results in infinite cost. Taux is considered constant.
Exceeding the maximum torque curve should espe-
cially be avoided when ne is below the speed of maxi-
mum torque (usually in the middle of operation region). 
In this rising part of the torque curve, high load can 
easily stall the engine. This originates from the basic 
operation of diesel engines, because with constant throt-
tle setting their rotational speed decreases when load 
increases. If the engine operates at this region, it will 
generate less torque for lower speed, thus the speed will 
drop even more. Eventually, this results in the stall of the 
engine, if the load is not reduced accordingly. This will 
be addressed in Section 3.6.2.
3.4. Cost function
In the cost function of Equation (2), the penalised var-
iables included consumed fuel for travelled distance 
([g/m]) and estimated velocity error. Equation (3) is 
utilized in the evaluation of �̇mf , in which BSFC is esti-
mated based on manufacturer data.
In addition, the initial optimisation problem (see 
Equation (1)) was constrained with the maximum val-
ues of control command derivatives. For the investigated 
HSD system, this yields ||ṅe,com|| < ṅe,max, |||?̇?p,com||| < ?̇?p,max and ||?̇?m,com|| < ?̇?m,max. The hard constraints ṅe,max, ?̇?p,max 
and ?̇?m,max describe the maximum rates of change for 
the rotational speed of the engine and displacements of 
HSD pump and motors, respectively.
Approximating the control command derivatives 
with
 
yields
where Δumax is the maximum control command change 
in one calculation cycle. This can be utilized in imple-
menting the limits as soft constraints. Therefore, limit 
can be defined also for ||?̇?m,com||, which would not be oth-
erwise applicable for motors with 2 discrete displace-
ment settings. Our implementation defines ?̇?m,max in 
terms of maximum switching frequency i.e. we penal-
ise the number of switches made in 3 calculation cycles 
(imax = 3 in Equation (12)).
The normalised costs of feasible control combinations 
are evaluated with
(10)|u̇| ≈ |||||u(t) − u(t − 1)topt
|||||
(11)
u̇
u̇max
≈
u(t) − u(t − 1)
toptu̇max
=
u(t) − u(t − 1)
Δumax
Figure 5. Search space of the optimal controller.
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condition. In governor controlled diesel engines, droop 
is determined with the spring rate of governor.
When u∗ is determined based on the model of the 
machine, n∗e,com (i.e. the optimal point) cannot be reached 
without compensating engine droop. This is done with a 
feedforward compensator implemented with
 
where Kdroop is a parameter that defines maximum droop 
value (
[
Kdroop
]
= %). The compensator increases n∗e,com 
based on estimated load torque (T̂e(u
∗)) and parame-
ter Kdroop. As a result, the compensated command ne,com 
should decrease the error between the measured ne and 
the optimal command n∗e,com.
3.6.2. Limiting fast load
The optimal controller is only valid for quasi-static situa-
tions, because of the models used. The bandwidth of the 
controller is also limited by low-pass filtering the meas-
ured Δp. To address fast dynamic situations, e.g. when 
the machine is driven to a hill or accelerated rapidly, the 
maximum displacement command of the HSD pump 
is limited to a value ɛp,com to restrict load on the engine. 
Otherwise, fast load transient might stall the engine. The 
displacement of HSD pump is limited with
 
where ɛp,com is the command value send to the pump, 
and ɛp,max = 1 is the maximum displacement of the HSD 
pump. The condition on the first row is equivalent to 
maximum allowed engine droop for maximum available 
torque, see Equation (11). In the second row, that is, when 
the engine speed error n∗e,com − ne is too high, pump dis-
placement is reduced proportional to the engine speed 
error and a maximum allowed error Δne,max. Notice that 
if n∗e,com − ne ≥ Δne,max, then ɛp,com = 0. Additionally, this 
function facilitates accelerating the rotational speed of 
the engine, because of increased available torque and the 
engine operating in regions with better dynamic char-
acteristics. Notice that in Equation (14), n∗e,com is used 
instead of ne,com not including the inverse function of 
Equation (13) when limiting the ɛp.
3.6.3. Rate limiter for pump command during motor 
displacement change
In simulation studies reported in (Backas et al. 2014), 
motor dynamics were not considered. However, in the 
real machine, motor displacement change has consider-
able dynamic (approximately 300 ms from 50 to 100%). 
We need to synchronise the pump displacement and that 
of the motor. This has dramatic effect on the perfor-
mance of the control system since motor displacement 
(13)ne,com =
(
1 + Kdroop
T̂e(u
∗)
Te,max(n∗e,com)
)
n∗e,com ,
(14)휀p,com =
{
휀∗p,com , n
∗
e,com − ne ≤ Kdroopn
∗
e,com
min
(
휀p,max −
min (n∗e,com−ne ,Δne,max)
Δne,max
, 휀∗p,com
)
, otherwise
The size of this search space US can be freely defined 
in advance and separately for ne,com, ɛp,com and ɛm,com; 
US ⊂ UD. This facilitates successful real-time implemen-
tation. A graphical illustration is presented in Figure 5.
The following choices have been made. If the search 
space does not cover all the possible control combina-
tions (US  ≠  UD), evaluated combinations depend on 
current operation point. The number of feasible com-
mand values above and below the measured value of a 
control variable is independent, but their sum is always 
constant Δumax. For example, if ɛp is at maximum, the 
number of feasible commands below the measured value 
is increased correspondingly. This also limits the max-
imum rate of change of the control variables for one 
evaluation cycle of the controller. With the appropriate 
selection of the maximum values of the control com-
mand changes, the constraint of Equation (1) can be 
fulfilled as |u̇| ≤ Δumax∕Δtc < u̇max.
This has an effect on the functionality of the machine 
in a similar way as the costs of the command changes 
in Equation (12). In practice, T̂e(u) = ∞, u ∉ US, i.e. if 
a control combination is outside the search space, it is 
made unfeasible by setting the corresponding torque 
to infinity. This is similar to the case where maximum 
torque value is exceeded in Equation (9).
3.6. Additional parts of the controller for 
improved functionality
Because the optimal controller utilizes only the steady-
state equations of the system, some additional strate-
gies are implemented to improve controllability. Firstly, 
engine droop is compensated by increasing the n∗e,com
, according to the estimated load. Secondly, the load 
of the engine is limited by limiting the 휀∗p,com. Both are 
evaluated every time the inputs of the controller are 
acquired, i.e. at 4-ms cycle. The faster cycle time (com-
pared to optimisation) enables more rapid reactions for 
the changes of load (see Figure 4, block 6).
In addition, the rate of change of ɛp,com has to be lim-
ited during motor displacement change and ɛm,com is set 
to 1 in the high loading conditions of HSD. Both of these 
features reduce the unwanted switching of ɛm,com, which 
oscillates also other control commands.
3.6.1. Feedforward to compensate engine droop
The electronic control units of diesel engines have closed 
loop control for rotational speed. However, usually a cer-
tain amount of error is allowed. This is called engine 
droop and it is proportional to the load of the engine. 
Droop dampens the response and stabilizes engine con-
troller. For example, with ne,com = 1000 r/min and 5% 
maximum droop, ne,com will be 950 r/min in full load 
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This guarantees isochronous transmission of control 
commands and facilitates implementing safety features, 
because all commands can be reset in one unit.
5. Real-world experiments
The optimal controller was initially developed in a real-
time simulator. The controller was implemented in sim-
ilar xPC Target environment that is used also in the real 
machine. The simulation results are presented in Backas 
et al. (2014), where a constant rotational speed controller 
was used as baseline.
Presented tests include only driving, but the control-
ler can also be utilized as a part of the control system 
of the entire machine that has a client–server structure 
described in Ahopelto et al. (2012). This does not have 
an effect on the results if the power of HSD is not limited 
e.g. due to the operation of implement hydraulics.
5.1. Description of the tests & testing area
The experimental tests were conducted with the wheel 
loader described in Section 2.1 in the testing area of IHA. 
Figure 7 presents an overview of the site.
In this paper, two different kinds of tests are presented 
to evaluate the efficacy and functionality of the devised 
optimal controller.
Test 1. Improved fuel economy is verified by driving 
autonomously around the area along the multicolour 
path described in Figure 7. This test includes both asphalt 
(flat:red and uphill:blue) and gravel (downhill:green and 
flat:magenta) sections. Velocity reference for the red and 
blue parts (flat) is 4 m/s, for the green (downhill) 1 m/s, 
and for the magenta part (flat) 2 m/s. The machine starts 
from standstill at every lap at the point marked with the 
black X. Autonomous control of a similar machine is 
described in (Ghabcheloo et al. 2009).
Test 2. In addition, in a second test scenario, the func-
tionality of the controller is demonstrated in hill climb-
ing tests, in which the machine is driven along straight 
path (see orange arrow in Figure 7) to such a steep hill 
that without initial kinetic energy, its climbing capacity 
would be insufficient. This test is conducted with con-
stant velocity references 4, 5 and 6 m/s.
is discrete, and thus causes large changes in speed and 
pressures. Different ramp functions are used for increas-
ing and decreasing motor commands.
This feature evidently prevents optimal control com-
mands reaching the actuators while active.
3.6.4. Feasible motor displacements at a steep 
uphill
The manufacturer of the HSD pump has included a 
function that limits the ɛp when pB or pA exceeds a pre- 
defined limit. This feature, called pressure cut-off, was 
not included in the simulation model of the machine 
utilized in the experiments of Backas et al. (2014) yet in 
the real machine it has a dramatic effect on performance 
near maximum pressure.
When pressure increases too high, for example at a 
steep uphill, ɛp decreases due to pressure cut-off, but 
as soon as the corresponding pressure (pB in forward 
motion) drops, ɛp is increased again. This leads to 
oscillations in the displacement of the HSD pump and 
pressures in this kind of situations. More importantly, 
because u∗ is determined based on Δp, motor command 
휀∗m,com starts to oscillate between 0.5 and 1 values, further 
degrading the performance of the machine. To prevent 
the described phenomenon, we set the displacement 
of hydraulic motor to full (i.e. ɛm,com  =  1), when Δp 
exceeds 300 bars. Reduced displacement is again enabled 
when Δp < 80 bars, for example when the machine has 
reached the hill top.
4. Architecture
The computer running the compiled Simulink code 
in xPC Target environment has 2.53 MHz Intel Core 
i7 CPU with 2  GB RAM (see QM-57 in Figure 6). 
The collected data is saved with 2-ms sample time to 
a 16 GB SSD drive before downloading it after every 
experiment.
The computer is connected to three of the four main 
CAN buses of the machine. Currently, all data related 
to the engine, e.g. the control command ne,com and the 
measured speed ne, is transmitted to a commercial con-
trol unit BODAS RC36 by Bosch Rexroth which for-
wards them to appropriate buses. The architecture of 
HSD control hardware is presented in Figure 6.
The outputs of the optimal controller are first send 
to RC36, which transmits them to the HSD actuators. 
CAN 1
CAN 2
CAN 4
CAN 3
DO...
...
...
...
HSD
pump
Velocity
calculation 
unit
Engine
HSD
motors
Fuel
consumption 
meter
Figure 6. architecture of HSd control hardware.
Figure 7. overview of the testing area with the paths of hill and 
autonomous tests.
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In addition to the rules above, ɛm,com is set to 1 if fil-
tered Δp exceeds 300 bars; setting ɛm,com = 0.5 is again 
enabled when Δp falls below 80 bars. This maximises 
the climbing capacity of the machine and prevents unin-
tended switching of the control command. This con-
trol rule is similar to the one of the optimal controller 
described in Section 3.6.4.
5.3. Results
Figure 9 presents measured fuel consumption for five 
different velocities at steady-state situation for both 
controllers. In all the figures of this section, rule-based 
and optimal controllers are referred as RB and OPT, 
respectively.
As shown in Figure 9, the optimal controller provides 
drastic improvements to the fuel efficiency in steady-
state driving. The consumption is decreased at least 
22.7% and up to 46.9% compared to the rule-based con-
troller. In the presented measurement pairs, the velocity 
of the machine is not exactly the same with both con-
trollers. For this reason, the consumption is presented by 
litres per 100 km. Recall that consumption per travelled 
distance was in the cost for optimisation. As explained 
5.2. Rule-based controller
The optimal controller is compared to a rule-based con-
troller that is very similar to algorithms used in com-
mercial wheel loaders (Bosch Rexroth AG 2003, Korane 
2004, Eaton Corporation 2007). Algorithms resulting to 
global optimality e.g. dynamic programming (DP) were 
not utilized here, because they require knowledge about 
the complete cycle. In empirical testing, gathering this 
data is not a trivial matter.
Optionally, DP could be utilized as benchmark with 
a pure simulation experiment. However, all simulation 
models include assumptions and simplifications which 
would cause uncertainty to the results. For example, 
consumption of engine in transient situations is uncer-
tain to model. Moreover, the focus of this research is to 
demonstrate real measured fuel economy benefits, and 
therefore simulations were excluded.
The most widely used HSD structure for wheel load-
ers has one variable displacement hydraulic motor and 
mechanical drive shafts. The 2-speed hub motors installed 
in our research platform are rarely utilized. For these rea-
sons, our rule-based controller is not identical to com-
mercial algorithm, but their main principles are the same.
Figure 8 presents how the control commands are 
determined. The velocity reference of operator sets 
directly the command of the engine ne,com as shown 
in Figure 8. Immediately after vref exceeds a minimum 
value, ne,com is increased from idle speed to 1100 r/min. 
After this, the engine command is directly proportional 
to vref. With 5-m/s reference, ne,com is set to 1650 r/min. 
The displacements of the hydraulic components are set 
based on measured and filtered engine speed ne (not 
ne,com) using a function visualized in the middle and right 
hand side plots.
As stated above, rules of the controller are based 
on commercial algorithms and it is tuned to minimise 
the steady-state velocity error of the machine on level 
ground. It is clear that the rules can be changed to 
achieve better fuel economy, but then it would not cor-
respond to the mentioned widely used hydromechanical 
controllers.
If the hydraulic motor was variable displacement 
type, ɛm,com would be decreased as ɛp,com increases. With 
2-speed motors, the point where ɛm,com changes from 
1 to 0.5 is problematic when it is set based on engine 
speed. This is because it can easily start switching up and 
down as the engine load depends on pump displacement 
according to Equation (4) and ne varies based on the 
load. For this reason, we have implemented a hystere-
sis to avoid oscillation around this region. This is pre-
sented with parallel arrows in the middle and lower plot 
of Figure 8. Even though this type of algorithm would 
not be ideal for controlling the machine, it provides bet-
ter baseline for fuel economy than e.g. a controller that 
uses constant (or even maximum) ne,com throughout the 
velocity range.
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Figure 8. Control commands of the baseline controller.
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consumption of the machine. One should notice that the 
horizontal axis of the figure is distance instead of time. 
This choice was made to ease the comparison between 
the controllers, because now the changes occur at the 
same point of the horizontal axis. However, the pre-
sented consumption values (ml/m) are uncertain during 
transient states as velocity (m/s) and consumption (ml/s) 
data are not synchronised. Nevertheless, the accuracy 
of total amounts of fuel consumed in each test (see mf 
values in Table 1) is not compromised because they are 
integrated values of KMA mobile (see Section 2.1.3) 
according to time. The curves of Figure 10 describe only 
a single lap around the area.
The optimal controller accelerates the machine by 
increasing the engine speed to 1350 r/min and pump 
displacement to 99% during the first 7 m. After this, it 
reduces the motor displacement to 50%. At the same 
time, the commands of the engine and pump are also 
reduced, because required volumetric flow is lower. 
During this steady-state phase, rule-based controller 
uses almost 500 r/min higher engine speed. Lower ne 
leads to lower power consumption (due to constant Taux). 
Therefore, fuel economy is improved with the optimal 
controller.
in Section 5.1, the fuel economy improvements of the 
optimal controller were demonstrated by driving 3 
times around the test area along the path in Figure 7. 
The same test was conducted with and without load; a 
1000-kg load was used. Subplots of Figure 10 present 
an approximate altitude profile of the driven path (GPS 
data), the measured velocity, control commands and fuel 
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Figure 10. autonomous drive test around the test area without load.
Table 1. Comparison of fuel consumptions in all tests.
Test Mass [kg]
optimal controller
Δcons. [%]
Rule-based controller
Time [s] mf [ml] Distance [m] Cons. [ml/m] Time [s] mf [ml] Distance [m] Cons. [ml/m]
autonomous drive 5000 229.3 290.4 550.9 0.53 −16.6 228.7 346.5 548.1 0.63
6000 235.4 329.4 538.8 0.61 −12.4 233.6 375.5 538.2 0.70
Hill, 6 m/s 5000 23.8 72.9 71.9 1.01 0.6 21.7 70.4 69.8 1.01
Hill, 5 m/s 5000 24.4 65.1 72.3 0.90 −0.9 21.9 63.0 69.3 0.91
Hill, 4 m/s 5000 29.6 73.2 70.6 1.04 8.4 26.3 68.4 71.4 0.96
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reference was kept constant during the tests. Figure 12 
presents the same variables as Figure 10 with the exep-
tion that fuel consumption is replaced with pressure 
difference and horizontal axis, contrary to the previous 
plots, is time instead of distance. This facilitates investi-
gating the functionality of the controllers.
During the acceleration phase, the optimal controller 
increases the ne to 1960 r/min and ɛp to 100%. The rule-
based controller chooses slightly lower engine speed, 
and reduces the 휀m,com to 50% at time 3.3 s. Up to this 
point, the acceleration of the machine is the same with 
both controllers, but acceleration naturally decreases 
together with ɛm.
At time 4.4 s, the optimal controller reduces ɛp,com, but 
keeps it only for 0.5 s as it decides to change the ɛm,com 
to 50%. This is because the controller does not predict 
the system behaviour or plan the future controls at all.
When the machine enters the hill (at time 10  s), 
both controllers have ɛm,com  =  50%, which does not 
provide enough torque to reach the top. Therefore, 
ɛm,com is changed in the middle of the hill. Now more 
flow is needed and also other command values have to 
be increased. The optimal controller increases ne,com, 
because the high value of Δp implies high power demand. 
On the contrary, the rule-based controller changes ɛp,com, 
since its ne,com is only based on velocity reference.
The most demanding situation occurs when Δp 
reaches the pressure cut-off limit of the HSD pump. 
When activated, the pressure cut-off reduces ɛp as long 
as Δp exceeds the limit. This dynamic behaviour is not 
considered in either controller, and it causes severe oscil-
lation in the steepest part of the hill. The optimal con-
troller is even more sensitive to this, because it utilizes 
measured pressure values in calculations. Constantly 
changing 휀presults in alternating pressures which even-
tually causes also unwanted ne,com changes.
Table 1 summarises the fuel consumptions of all the 
conducted tests. As stated earlier, Test 1 series shows 
However, as the machine reaches uphill, the torque 
generated by the hydraulic decreases rapidly with the 
optimal controller. Because of this, ɛm,com is increased, 
which requires also higher ɛp,com and ne,com. Accelerating 
the engine under high load (uphill) requires substantial 
fuel injection rate. It is evident that the resulting effi-
ciency is momentarily below the one of the rule-based 
controller. Recall that the engine rotation is already 
higher in rule-based control.
At the downhill, both controllers exceed the 1-m/s 
velocity reference and their consumption is the same. In 
flat gravel (vref = 2 m/s), the fuel economy of the optimal 
controller is again notably better than the one reached 
with the rule-based controller. As both the controllers 
set ɛm to 100%, this difference originates from the higher 
ɛp (better efficiency) and lower ne chosen by the opti-
mal controller. Figure 11 describes the engine operation 
points 
(
ne, T̂e
)
 in the same autonomous drive test plot-
ted on top of the BSFC map of the engine. Same colours 
are used to mark different parts of the path in Figure 7. 
In these plots, engine torque (T̂e) is calculated based on 
measured Δp and Equation (4). In addition, curves indi-
cating constant powers 15, 30, 45 and 60 kW are shown.
It can be seen from Figure 11 that the BSFC values 
of the engine are lower (i.e. lighter regions, better fuel 
economy) and regions with low rpm are used with the 
optimal controller. This is particularly clearer on flat 
ground with vref = 4 m/s (red points), when the lower 
ɛm,com results in higher T̂e and lower BSFC. Moreover, in 
this part of the path, maximum engine powerwith the 
optimal and rule-based controllers are 34 and 40 kW, 
respectively. On the other hand, in uphill, the same value 
for the optimal controller is 57  kW and for the rule-
based controller 50 kW.
In Test 2 series, the functionality of the controllers 
was evaluated with an extreme test where the machine 
was driven to a hill that it cannot climb without initial 
speed. These tests were conducted without load. Velocity 
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Figure 11. operation points of the engine in the autonomous drive test without load.
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In the other hill tests, the total fuel consumptions of the 
controllers are almost the same, because both controllers 
reduce ɛm,com to 0.5. With the optimal controller, less fuel 
is consumed in steady-state driving, but this amount is 
lost when entering the hill as described above. Eventually, 
these are quite expected results, because the optimal con-
troller is based on steady-state equations of the system.
6. Conclusions and future work
In this paper, we presented a fuel optimal controller for 
HSD based on the steady-state equations of the system, 
while including parts that consider dynamic situations as 
well. The devised controller was implemented in a 5-ton 
wheel loader to verify its efficacy and functionality. The 
fuel consumption of the machine was measured online 
with a state-of-the-art device.
The results of the optimal controller were compared to 
the ones obtained with a much simpler rule-based con-
troller that is very similar to algorithms used in commer-
cial wheel loaders. In steady-state driving, the optimal 
controller improved fuel economy at least 22.7% and up 
to 46.9%. Autonomous drive tests, including hills, dif-
ferent surfaces and loads, were also conducted, and the 
consumption was decreased up to 16.6%. Functionality of 
the controllers was proven in extreme hill climbing tests.
Even though the performance of the optimal con-
troller was satisfactory at the conducted tests, it did not 
provide optimal behaviour in all situations. Especially, 
operation under rapidly increasing load was ineffi-
cient. However, further improvements require utilizing 
the dynamic equations of the system in the controller. 
Moreover, one important challenge is that the efficiency 
fuel economy of the optimal controller compared to the 
rule-based, and Test 2 series is designed to demonstrate 
the functionality of the controllers in extreme situation. 
As reference drive cycles for NRMM are not available, 
Test 1 demonstrates typical transport drive situations of 
wheel loaders. In Test 1 series (autonomous drive tests), 
measured fuel economy improvement with the optimal 
controller is 16.6% without load and 12.5% with 1000-kg 
load. See the boldface column (Δcons.) of Table 1 for the 
relative consumption differences of all conducted tests. 
Main reason why these values differ is the uphill. When 
the machine is heavier, more fuel has to be injected to 
generate enough torque with the engine.
The optimal controller uses lower rotational speeds 
especially in flat surface and therefore, ne has to be 
increased dramatically in uphill. This deteriorates the 
fuel efficiency even more with load. In addition, when 
looking at the BSFC-map of the engine (see Figure 11), 
it is clear that decreasing the ne with high constant power 
(e.g. 60 kW) does not improve BSFC as much as it would 
with lower power (e.g. 15 kW).
Even though Test 2 series (the hill climbing tests) 
mainly demonstrates the functionality of the control-
lers, Table 1 includes also the consumed fuel amounts 
of steady-state situations (see Figure 9), the extreme hill 
tests show that the optimal controller cannot reach the 
lowest consumption in dynamic situations. In fact, when 
climbing the hill with 4-m/s reference, it consumed 8.4% 
more fuel than the rule-based controller. This is mainly 
due to the fact that the rule-based controller keeps the 
displacement of the hydraulic motors full throughout the 
test. In addition, the optimal controller accelerates of the 
engine under high load which decreases fuel economy.
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Figure 12. Hill test with constant velocity reference of 6 m/s.
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A B S T R A C T
In this paper, a velocity tracking controller for hydrostatic drive transmissions is developed. The solution is
based on a state-dependent model that incorporates nonlinear characteristics of the system. A full state
feedback controller is devised and the gains are scheduled on measured speed and pressures, together with
approximated volumetric ﬂow. The eﬀects of uncertainties, especially those related to equilibrium values of
pressures, are eliminated by utilizing so-called D-implementation. This technique eliminates the need for
equilibrium values, which are model based and thus uncertain.
To demonstrate the eﬃcacy of the controller, the solution is implemented on a 4.5-ton wheel loader. For
comparison purposes, a constant gain state feedback controller with integral action is devised, and also a linear
PID controller is tuned. The results show that the beneﬁts of the devised controller are signiﬁcant when it is
compared to these two controllers. Moreover, the controllability of the machine is maintained in every situation.
1. Introduction
Non-road mobile machines are a fundamental part of several ﬁelds
of industry. They are a requisite for modern agriculture, the construc-
tion and mining industries, increasing productivity of numerous
essential and hazardous tasks. Even though some autonomous systems
are in operation even today, e.g. in mining (Bills & Cherrington, 2013)
and ports (Freundlich, 2013), the majority of these machines are
operated by humans. Moreover, skilled operators are a scarce resource.
Thus, operator assistance functions have emerged as key factors in the
competition between manufacturers. Closed loop velocity control, also
known as cruise control in the automobile industry, is one example of
such systems.
One can argue that cruise control is not a required functionality for
manually operated work machines. However, it improves the quality of
work with inexperienced drivers and also enables experts to concen-
trate better on their work. Nevertheless, autonomous and cooperative
machines are the main motivation for this research work. Agricultural
tasks that need regular speeds such as combine-tractor synchronization
and also convoying in mining machinery are just a few examples of
where accurate speed tracking is essential for safety and performance.
Several sources of nonlinearities exist in hydrostatic drive transmis-
sions (HSD) (Merritt, 1967). Gain scheduling is a widely used control
scheme for nonlinear systems, possibly due to its relative simplicity. It
has been shown in several diﬀerent applications, e.g. vapor compres-
sion (Yang, Pollock & Wen, 2015), wind turbine control
(Jafarnejadsani and Pieper, 2015), air-fuel ratio of engines (Postma
and Nagamune, 2012) and autonomous underwater vehicles (Silvestre
and Pascoal, 2007) that this method works well in practice. In addition
to gain scheduling, state-dependent (SD) system models are a common
practice in the modeling of hydraulic systems in this community. For
example, Strano and Terzo based their feedback controller on the state-
dependent Riccati equation, which they utilized for the pole placement
of a hydraulic actuation system (symmetric cylinder) (Strano and
Terzo, 2015). Also Taylor and Robertson assigned poles for a hydraulic
manipulator control with SD model (Taylor and Robertson, 2013).
Nevertheless, research on the control of hydraulic rotary actuators is
limited as the majority of investigated hydraulic systems include only
hydraulic cylinders. The number of moving parts and gaps is multiple
in hydraulic piston motors or pumps used in the HSD of this study.
This makes, e.g. the eﬃciency models of cylinders substantially
simpler. In fact, it is common to consider cylinders leakless, or model
their volumetric eﬃciency with a constant value.
Knowledge about the operation point of the system is essential for
successful state feedback, i.e. in hydraulic systems pressure informa-
tion is required. Balkan, Caliskan, Dolen, Kilic and Koku (2014) stated
that it is diﬃcult to estimate the pressure dynamics of hydraulic
systems if ﬂow rate measurement is not available (Kilic et al., 2014).
Moreover, they investigated the chamber pressures of a hydraulic
cylinder. A standard practice is to utilize a system model for pressure
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calculations, but this leads to inaccurate estimates due to, e.g. the
uncertainties of friction modeling. To tackle this challenge, the so-
called D-implementation developed by Coleman, Kaminer,
Kahrgonekar and Pascoal (1995) is used in this paper. D-implementa-
tion replaces the calculation of some of the operation points with the
derivatives of the states. This is realized by placing a derivative and
integral at a certain points in the control loop. It is shown that this
operation does not change the closed loop properties of the design, yet
constant operation points vanish by derivation.
Several research teams have developed cruise control systems and
some of these are intended for HSDs, such as the MPC solution for
combine harvesters by Baerdemaeker, Coen, Missotten and Saeys,
(2008), who controlled both engine speed and pump displacement, but
they presented results only for one step response with 6-km/h velocity
reference. Guo and Hu utilized an adaptive fuzzy-PD method for the
velocity control of a tractor (Guo and Hu, 2014). Their approach
requires deﬁning many rules and membership functions for the
controller, which is quite common for fuzzy systems. The demonstrated
operating speed in this research was 0.8–1.4 m/s. In both of these
studies, control design was validated with ﬁeld tests in which the HSD
was composed of variable pump, hydraulic motor and mechanical
transmission.
However, most cruise control solutions are developed for on-road
vehicles with no hydraulic components. For example, Askari, Ordys
and Shakouri (2012) used an approach similar to SD in their nonlinear
model predictive control (Shakouri et al., 2012) and detailed their
design to switch between velocity and distance tracking modes in
(Shakouri & Ordys, 2014). Yadav and Gaur combined internal model
control and fuzzy logic for speed control of heavy duty vehicles (Yadav
& Gaur, 2015).
In this paper, a gain scheduled velocity controller (GSVC) for
hydrostatic drive transmissions is designed. The solution is based on
full state feedback and D-implementation. Utilization of D-implemen-
tation ensures that the uncertain friction model of the system does not
impair the response, and steady-state accuracy together with distur-
bance rejection are preserved. In addition, the presented control
concept does not include an excessive amount of tunable parameters
as the only required information is the dynamic equations of the
system and parameter values as functions of the states. Therefore, the
GSVC is easy to design and tune for machines of diﬀerent sizes and
HSD layouts. It can also be extended for throttling control of hydraulic
cylinders: see Jelali and Kroll (2003) for dynamics models of such
systems.
The SD parameters of the utilized system model are the volumetric
and hydro-mechanical eﬃciencies of the motors and pump of HSD.
Although the eﬃciencies are functions of the states, the variation is not
great and allows for the employment of gain scheduled pole placement
using full state feedback. Overall, ignoring time variations in the system
during the design is justiﬁed for slowly varying system parameters and
scheduling (Shamma and Athans, 1992). In general, the accuracies of
SD parameters impact the performance of state feedback controllers
and some retuning might be required due to changing conditions. For
example, if the eﬀects of temperature are not considered, some
adjustments might be necessary, e.g. according to seasonal weather.
The devised GSVC is not that sensitive to inaccuracies of the model
because D-implementation lifts the requirement of constant operating
points as measured states are replaced by their derivatives.
Next, we summarize the contributions of this paper. The presented
research addresses the control problem of velocity tracking of hydraulic
rotary actuators. The initial simulation results and proof of concept
were presented in a conference paper (Backas, Ghabcheloo & Huhtala,
2015). Here, the design is extended and the controller is implemented
to a real research platform, a 4.5-ton wheel loader. The eﬃcacy of the
controller is demonstrated under disturbance and with multiple
velocity reference values up to 5 m/s. To the best of our knowledge,
this is the ﬁrst time these control techniques have been experimented
in HSD systems, although many of these aspects have been covered
separately in diﬀerent studies: mostly on throttling control, less on
rotary actuators. Hydraulic pumps and motors are signiﬁcantly more
complex (i.e. more diﬃcult to model) than hydraulic cylinders utilized
in the majority of studies related to hydraulic systems. Nonlinearities of
HSDs make their control much more demanding than mechanical
power trains of on-road vehicles, for which most cruise control systems
have been devised. Moreover, testing the control system in ﬁeld
experiments in several diﬀerent operating points, and under positive
and negative disturbances, means that the utilized models will not
match the plant exactly and guarantees a certain level of robustness.
The rest of the paper is organized as follows. Section 2 presents the
hydraulic system and dynamic equations of the research platform
machine. A detailed presentation of the GSVC is provided in Section 3.
Section 4 describes diﬀerent implementation aspects related to the
controller. In Section 5, the experimental ﬁeld test results are
presented, in which the functionality of the GSVC is compared with
the ones obtained with a linear proportional-integral-derivative (PID)
controller and a constant gain full state feedback controller with
integral term.
2. System description and modeling
In this section, the research platform machine - namely its HSD and
control systems - is introduced. For more detailed description of the
systems of the machine, an interested reader is referred to Backas et al.
(2011). Moreover, the dynamic equations of translational motion of the
machine to be used by the GSVC are presented.
2.1. Research platform machine
The utilized research platform was engineered at the Department of
Intelligent Hydraulics and Automation (IHA) in Tampere University of
Technology (TUT). The machine is presented in Fig. 1.
The HSD of the machine is a closed hydraulic circuit. This means
that the ﬂuid utilized in the transfer of power is fed back to the pump
from the motors instead of being circulated through a tank. A hydraulic
diagram of HSD, including control commands, is presented in Fig. 2.
The prime mover (denoted M in Fig. 2), a 100-kW diesel engine,
provides power to a hydraulic pump connected directly to the engine.
The pump is a variable displacement type, i.e. its output ﬂow (seeQp of
Fig. 2) can be controlled both by its swash plate angle (displacement
ratio εp) and by the speed of the engine shaft ne. Subscript com indicates
command variables in Fig. 2. Moreover, the pump can provide ﬂow in
both directions, allowing forward and reverse motion. The produced
volumetric ﬂow is directed to 4 hydraulic motors connected to each
wheel of the machine. The displacement ratios of these hub motors (εm)
can be changed between two discrete settings, full and 50% of the
maximum. The maximum displacements of the HSD pump (Vp) and
motors (Vm) are 110 and 470 cm3, respectively. Variables pA and pB are
the pressures of volumes A and B, respectively.
In this HSD system, the ﬂow through the ﬂush valve (in the middle
of Fig. 2) always comes from the volume that has the lower pressure
and the ﬂow of the boost pump (seeQb of Fig. 2) is also directed to this
Fig. 1. Research platform.
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volume.
The main beneﬁts of HSDs compared to mechanical transmissions
are that both traction force and velocity of the machine are decoupled
from the rotational speed of the engine. Therefore, high torque values
can be achieved even in situations where the machine is barely moving.
This is enabled by constantly variable transmission ratio which results
in constantly applied traction force, whereas in mechanical transmis-
sions this is not possible due to discrete gear steps.
Installed sensors enable the measurement of several variables, of
which the most signiﬁcant for this research are the rotational speed of
the motors nm together with pA, pB, εp and ne. All of these are converted
to digital values and sent via CAN-bus to the control computer of the
machine (see Fig. 6 for the architecture of the control system).
2.2. Dynamic model of the translational motion of the machine
The dynamic model of the machine includes viscous Fv and coulomb
FC frictions, together with the traction forces of the machine FT and
disturbance force from a hill Fh. In deriving the model it is assumed
that the wheels do not slip and all motors rotate at the same speed;
therefore, the velocity of the machine is proportional to the rotational
speed of the motors, i.e., v πrn=2mach t m. The torque balance equation of
the machine can be obtained using Newton's second law. By solving
that for acceleration of the hydraulic motor, the translational motion of
the machine is described with
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where
b is the viscous friction coeﬃcient [Ns]
m is the mass of the machine [kg]
nm is the rotational speed of the motors [1/s]
εm is the relative displacement of the motor [-]
Vm is the displacement of the motors [m
3/r]
rt is the radius of the tyres [m]
ηhm,m is the hydromechanical eﬃciency of the motors [-]
pB/A is the pressure of volume B/A
1 [Pa]
g is the gravitational constant [m/s2]
μfric is the coulomb friction coeﬃcient
ϴh is the slope angle of hill
Utilizing the continuity equation2 (Merritt, 1967), the derivatives of
pressures of volumes B and A in forward motion can be described with
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where
βeﬀ is the eﬀective bulk modulus of the system [Pa]
VB is the B side volume [m
3]
ηvol,m is the volumetric eﬃciency of the motors [-]
Kv,fv is the ﬂow coeﬃcient of the ﬂush valve [(m
3/s)/Pa]
CpB/A is the coeﬃcient deﬁning the ﬂush valve opening [-]
Qp is the volumetric ﬂow of the HSD pump [m
3/s]
Qb is the volumetric ﬂow of the boost pump [m
3/s]
ηvol,p is the volumetric eﬃciency of HSD pump [-]
A simpliﬁed ﬁrst order dynamics of the ﬂow of HSD pump is
presented in
Q
τ
Q
τ
Q
τ
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p
vol p Q, ,
(4)
where
τp is the time constant of the HSD pump displacement [s]
uQ is the control input of the system [1/s] and
u n ε=Q e com p com, , (5)
where
ne com, is the control command of the rotational speed of the engine
εp com, is the control command of the relative displacement of the HSD
pump
In the research platform, also displacement of the hydraulic motors
can be controlled. However, the dynamics of these components are
neglected in Eqs. (1)–(3), and therefore here ε ε=m m com, . This does not
have an eﬀect on the results because in this study ε =100m com, %
throughout the tests.
Deﬁnition. : System models
Fig. 2. Hydrostatic drive transmission of the research platform machine.
1 In this paper, the symbol”/” is used to compact the notation. In this case, B/A means
B or A and pB/A means pB or pA.
2 Continuity equation states that the rate of change of pressure in a volume is
proportional to ﬂows entering and exiting that volume.
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• Σ (HSD system model): Eqs. (1)–(4) deﬁne equations of transla-
tional motion of the machine, with input uQ and states
n p p Q( , , , )m B A p
• Σ1 (HSD subsystem model): Eqs. (1)–(3) deﬁne a subset of
equations of translational motion of the machine with input Qp and
states n p p( , , )m B A
• Σ2 (HSD pump model): Eq. (4) deﬁnes the equation of motion of
the HSD pump, with input uQ and state Qp
Remark 1:. As is clear from the above deﬁnition, system Σ is split into
two subsystems. The reason will become clear in the next section.
Notice that coupling between Σ1 and Σ2 is through eﬃciency coeﬃcient
ηvol p, in Eq. (4). In the controller, this coeﬃcient is approximated as a
function of p p ε, ,A B p and ne, i.e. η p p ε n( − , , )vol p B A p e, (see Section 4.5 for
details). This coupling is not shown in Fig. 3 for clarity of the ﬁgure.
Problem deﬁnition (speed tracking): Given system Σ with all
states measured, devise a control law such that speed nm tracks
reference trajectory nm ref, in the presence of disturbances.
Remark 2:. Inputs to real machine are ne com, , εp com, and εm com, , which
are commands of rotational speed of the engine, and displacements of
the HSD pump and motors, respectively. In the experiments presented
in Section 5.2, ne com, and εm com, are held constant, and εp com, is calculated
with Eq. (5), given uQ.
3. Control system architecture
For the control architecture, an inner – outer loop structure (shown
on Fig. 3) is proposed. A gain scheduling controller is devised to control
system Σ1 assuming that the ﬂow Qp can be controlled perfectly. To
distinguish between state Qp and control signal Qp, the latter is named
Qp ref, . At the inner loop, a feedback linearization based controller is
devised to control system Σ2. The objective of the latter controller is to
guarantee that Qp tracks Qp ref, generated by the outer loop controller.
In Fig. 3, the signals of the outer and inner control loops (e.g.
control commands and measurements) are indicated with black lines.
The grey lines depict the approximated state-dependent parameters of
system. The presented numbers of equations in the blocks indicate
control and system dynamics.
3.1. Gain scheduling controller- the outer loop
First, an additional integral state z is deﬁned as follows
z n n˙ = −m m ref, (6)
where n n=m ref m, 0 is the equilibrium state. Next, the equations of
motion (system Σ1) - augmented by extra integral state - are arranged
into matrix form.
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2 or in compact form
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Note that A x( ), B x( ) and d describe state-dependent system matrix,
input vector and disturbance input, respectively.
Since the HSD system is stable, for constant input u u= 0, Eq. (7) will
converge to steady-state, that is,
A x x B x du( ) + ( ) + =00 0 0 0 (10)
for some constant point x0. It is worth mentioning that variation of
A x( ) and B x( ) with respect to x is small in the region of interest for the
HSD system. This enables scheduling of the control gains on the
measured states x. For the pair x u( , )0 0 , a full state feedback is
calculated
K x x xu u δu u= − ( )( − ) + ≡ +0 0 0 0 (11)
where K x( )0 is designed using pole placement techniques. Some details
are provided in Section 4.2. Fig. 4 presents the block diagram of
standard state feedback implementation of Eq. (11), for which Eq. (10)
needs to be solved at every execution cycle of the controller. Beside the
need for a numerical solver, the solution will be far from correct, since
the solution will heavily depend on the friction, which is very uncertain.
Next, the concept of D-implementation that eliminates the need to
solve Eq. (10) is introduced.
D-implementation.
The D-implementation by Kaminer et al. (1995) addresses the
problem of gain scheduling controller implementation in nonlinear
plants. It requires the same number of additional states to be added to
the original system as the number of inputs. That is why one integral
state was added to the system Σ in Eq. (7). This extra state z is aimed at
driving the steady-state error to zero.
Fig. 5 illustrates the D-implementation version of the standard state
feedback implementation presented in Fig. 4. Notice how the deriva-
Fig. 3. Control system for HSD velocity tracking.
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tives are added to the loop right before the control gains and an
integrator is added to the loop right after the gains. As explained in
(Kaminer et al., 1995), this operation does not introduce any unstable
pole-zero cancellations and the eigenvalues of the closed loop system
remain unchanged.
Thus, the derivative of control command can be calculated from Eq.
(11) with
K x xu ̇ = − ( ) ̇0 (12)
assuming constant equilibrium state x0, control input u0 and state
feedback vector K x( ).0 Notice that D-implementation has eliminated
the need for calculation of equilibrium pair x u( , )0 0 . Eq. (12) is
presented elementwise as follows
x x x x
u Q
K n K p K p K n n
˙ = ˙ =
− ( ) ˙ − ( ) ˙ − ( ) ˙ − ( )( − )
p ref
m B A m m ref
,
1 2 3 4 , (13)
andQp ref, is simply an integral ofQ ̇ .p ref, Equilibrium control valueQp ref, 0
is considered as the initial condition of the integrator and its accuracy
is not important. In fact, the integrator acts as an estimator, estimating
the correct steady-state control values. In summary,Qp ref, andQṗ ref, are
outputs of the outer-loop controller, which are in turn the inputs of the
inner-loop controller. Notice from Eq. (13) and also from Fig. 5 that
only nm ref, is required.
Remark 3:. Diﬀerentiating the system outputs is not possible in
practice, and in most cases derivatives of the states cannot be
measured, because they do not have physical meaning. In real
implementation, the derivations are replaced by an approximate
derivative, a causal transfer function s τs/( + 1) with small enough τ
(Kaminer et al., 1995).
3.2. Pump control- the inner loop
In this section, the solution for tracking control of system Σ2 is
elaborated. In short, given reference Qp ref, , design control signal uQ,
such that Qp follows the reference. Let e Q Q= −p p ref, be the error to
minimize. By substitution of Eq. (14) in Eq. (4), it is easy to show that
with the control signal
Q Q τ Q τ K Q Q= + ̇ − ( − )p com p p p ref p p p ref, , 5 , (14)
the closed loop dynamic for e is governed by e K e=̇− 5 , that is, an
exponentially fast dynamics. Notice that the control law of Eq. (14) is
simply a proportional controller with a feedforward gain. Control input
of uQ is then solved by
u
Q
V η n ε p p
=
( , , , )Q
p com
p vol p e p B A
,
, (15)
However, to implement Eq. (14), the volumetric ﬂow of the HSD
pumpQp is needed. Due to lack of robust and compact sensors for non-
road mobile machines, Qp is not measured. Nevertheless, utilizing
pressures pB and pA, pump displacement and engine speed, Qp can be
approximated with
Q ε n V η n ε p pˆ = ( , , , )p p e p vol p e p B A, (16)
Moreover, for practical reasons (for example, bounded control
signals), following control law instead of Eq. (14) is implemented
⎪
⎪⎧⎨
⎩
Q
Q Q K sat Q Q if v
if v
=
ˆ + ˙ − ( ˆ − ), ≥ 0. 1
0, < 0. 1p com
p p ref p p ref ref
m
s
ref
m
s
,
, 5 ,
(17)
where sat() is a saturation function. In this case, the error dynamics is
given by e K sat e=̇− ( )5 , which is still stable and exponentially fast when |e|
is smaller than the saturation bound. The method above is referred to
as feedback linearization. Interested readers are invited to see Khalil
(2002) for more details.
4. Control implementation
4.1. Control hardware of the machine
The devised controller is realized in the Matlab Simulink environ-
ment and implemented in the research platform with an embedded PC
board running xPC target. Both the command of the pump (εp com, ) and
the engine (ne com, ) are transmitted via Controller Area Network (CAN
bus) to the on-board-electronics of these components that implement
the closed loop control of εp and ne. These low level actuator controllers
are designed by their manufacturers. The command of the HSD motors
is ampliﬁed with a commercial control unit (RC36 in Fig. 6), which
operates the control valve of Fig. 2.
The computer running the compiled Simulink code (QM-57 in
Fig. 6) in xPC Target environment has a 2.53 MHz Intel Core i7 CPU
with 2 GB RAM. The collected data is saved with 2-ms sample rate to a
16 GB SSD drive before being downloaded after every experiment.
The QM-57 is connected to three of the four main CAN buses of the
machine. Currently, all the data related to the engine, e.g. the control
command ne com, and the measured speed ne, is transmitted to the RC36,
which forwards it to the buses from which the QM-57 is receiving
messages. The architecture of HSD control hardware is presented in
Fig. 6.
The outputs of the controller are ﬁrst sent to RC36, which transmits
them to the HSD actuators with 6-ms rate. This guarantees isochro-
nous transmission of control commands and facilitates the implement-
ing of safety features, because all commands can be reset in one unit.
Fig. 4. Standard state feedback control implementation.
Fig. 5. State feedback with D-implementation.
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4.2. Pole placement, calculation of gains K x( )
Control gains K x x x x xK K K K( ) = [ ( ) ( ) ( ) ( )]1 2 3 4 are calculated at
each sample time by solving
∏I A xs s λdet( − ( )) = ( + )c
i
i
=1
4
(19)
where A x A x B x K x( ) = ( ) − ( ) ( )c . This operation will place the closed-
loop poles at desired locations λ1,2,3,4. Closed form solutions were found
using Matlab symbolic toolbox and used in real-time implementation.
We set λ =61,2,3,4 in all of the experiments.
4.3. Control parameters
The GSVC utilizes measured states to calculate the eﬃciencies and
the ﬂush ﬂow coeﬃcients (CpB, CpA) of Eq. (7). The following choices
were made for the controller.
1. The control commands of the engine ne com, and hydraulic motors
εm com, are 1650 1/min and 100%, respectively.
2. The ﬂush valve model is simpliﬁed for the control design as the
minimum 0.5-MPa pressure diﬀerence given by Eqs. (2) and (3) is
neglected in gain scheduling.
3. The derivative is approximated with s τs/( + 1), where τ τ= p.
4. The tuneable gain of Eq. (17) K τ= 1/ p5 .
5. The saturation function used in Eq. (17) is set to 10% of the
maximum Qp.
6. The poles of the closed loop system are all placed to s=−6 (i.e.
λ =61,2,3,4 ) to calculate the gains xK ( )1,2,3,4 .
7. The execution cycle of the GSVC is 6 ms.
4.4. Sensor data
The velocity of the machine is measured with sensors integrated in
the hydraulic motors. Two of these were malfunctioning during the
tests, and therefore this value is calculated as an average of the
rotational speeds of the rear tires. This has an eﬀect on the control
command in situations where the front wheels are slipping or sliding.
In the conducted tests, there was only a minor slippage when the
machine reached the hilltop. However, this did not have an eﬀect on
the response of the system nor contributed to εp com, .
The steering mechanism of the research platform (described in
Section 2.1) is articulated steering, which creates kinematic constraints
among speeds of the wheels of the front and rear units of the body and
articulation angle. These constraints can be used to detect slipping/
sliding wheel (thus removed from calculation) as well as to improve
machine (let say front unit) speed calculation using least squares
optimization. See (Ghabcheloo et al., 2009) for details. The method was
not employed in this study.
The rotational speed sensors are connected to a custom made
module (see Velocity calculation unit in Fig. 6) that sends the data to a
CAN bus with 10-ms rate and the resolution of π s1/2 1/ . This value is
ﬁltered in the GSVC with 4-Hz low pass ﬁlter.
The HSD pump includes several integrated sensors, from which the
devised controller utilizes pressures pA and pB (resolution: 1 bar), as
well as pump displacement ratio εp (0.1%). These data are sent in one
message with 10-ms rate. The pressures are ﬁltered in the controller
with 40-Hz low pass ﬁlter.
As stated in Section 4.1, the computer running the controller code
(QM-57) is not connected to the same bus with the engine. For this
reason, the RC36 reads the data and sends it forward, which causes a
slight delay for ne. This value has 20-ms rate and resolution of 10 1/
min. However, because the engine has much lower dynamics than the
HSD pump or the pressures, this is not specially considered in the
controller.
All the data ﬁlters operate in a 2-ms cycle, but the actual calcula-
tions of control commands are executed every 6 ms.
4.5. Approximation of hydraulic eﬃciencies
In this study, the hydraulic eﬃciencies are interpolated from
tabulated values to determine control gains K x( ) at every execution
cycle of the controller. ηvol p, , ηhm m, and ηvol m, are modelled as a function of
pressure diﬀerence p p−B A , component displacements εp and εm, and
the rotational speed of the engine and motor shafts ne and nm,
respectively.
The eﬃciency models of HSD pump and motors are based on
laboratory measurements and the data provided by the manufacturer,
respectively. However, these values were determined in constant oil
temperatures (60 °C for the pump and 50 °C in the motor test),
whereas in the experiments presented in Section 5.2 the temperature
was approximately 40 °C.
5. Real-world experiments
The GSVC was tested with a 4.5-ton wheel loader in the test area of
IHA. Two diﬀerent types of experiments (both depicted in Fig. 7) were
conducted.
• Disturbance test
• Velocity sequence test
In the disturbance test (orange path in Fig. 7), the velocity reference
CAN 1
CAN 2
CAN 4
CAN 3
DO...
...
...
...
HSD
pump
Velocity
calculation
unit
Engine
HSD
motors
Fig. 6. Architecture of HSD control hardware.
Fig. 7. Approximate paths of the disturbance (orange path) and velocity sequence
(multicolor path) tests. (For interpretation of the references to color in this ﬁgure legend,
the reader is referred to the web version of this article.)
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was kept constant at 3 m/s throughout the test and the machine was
driven to an approximately 12-degree hill. The hill was both climbed
and descended. The second test included driving with four diﬀerent
speeds on ﬂat asphalt. This is referred to as the velocity sequence test
(multicolor path in Fig. 7). The distance driven in this test was limited
by the ﬂat road of the test area.
For comparison purposes, a constant gain state feedback controller
with integral action was devised and also a linear PID controller was
tuned. A brief description of these controllers is provided in Section
5.1.
Both tests were driven by a human driver, who manually steered the
machine and decided when to change the velocity reference to the next
pre-determined value in the velocity sequence test. For this reason,
reference changes do not occur at the same time for diﬀerent
controllers, and therefore it is clearer to present the responses in
separate ﬁgures. With all the controllers, velocity reference is ﬁltered
with a ﬁrst degree ﬁlter (time constant: 0.5 s), in which the maximum
rate of reference change is limited to ± 2 m/s2.
5.1. Comparative controllers
To evaluate the performance of the GSVC, two additional control-
lers were devised based on a time invariant representative model.
• A state feedback controller with extra integral state and D-imple-
mentation. This is referred to as Constant Gain state feedback
Controller (CGC)
• a PID controller
The model used to design CGC and PID controllers was a linear
time invariant system x A x x B x u̇ = ( ) + ( )_v _v0 3 0 3 , where
x = (0.88 55×10 25×10 0)_v
T
0 3 5 5 , which represents steady-state driv-
ing on level ground with 3-m/s velocity. At this operation point, the
hydraulic eﬃciencies are η =0.95vol m, , η =0.85hm m, and η =0.87vol p, .
5.1.1. Constant Gain state feedback Controller
Implementation of CGC is the same as GSVC except for the gains,
that is, CGC uses constant gains, while GSVC uses gain scheduling. In
particular, D-implementation is also part of CGC to retain the beneﬁts
gained from it.
Also CGC is based on pole placement. Thus, the calculation method
described in Section 4.2 applies together with the chosen values of the
poles in Section 4.3. The derivative of control input (see Eq. (13)) is
determined with constant state feedback vector K x( )_v0 3 .
5.1.2. PID controller
In order to provide a baseline with a standard practice in hydraulic
literature, a PID controller was devised. The structure of the controller
is depicted with
K K
s
K N
N
+ 1 +
1+p i d s
1
(20)
Where
Kp is the proportional gain of the controller
Ki is the integral gain of the controller
Kd is the derivative gain of the controller
N is the ﬁlter coeﬃcient of the controller
The objective of the tuning process was to acquire a set of control
coeﬃcients that results in as close as possible rise time from standstill
to 3 m/s as compared with the GSVC while retaining acceptable
overshoot. The results of this kind of test are presented in Fig. 8.
Matlab tools were used to automate this tuning process. The values
obtained are K K K=6.23 × 10 , =1.04, =9.35 × 10 .p i d−3 −6 N was set to 100.
Naturally, this set is merely a good compromise between, e.g. speed
and stability, as is customary when nonlinear systems are controlled
with linear controllers.
As can be seen from Fig. 8, the acceleration of the machine is very
similar with all the tested controllers. The response of the GSVC is the
fastest, with practically no overshoot. The experimental results are
thoroughly analyzed in Section 5.2.
5.2. Experiment results
5.2.1. Disturbance test
In this test, the machine is accelerated to a velocity of 3 m/s. After
reaching steady-state, it climbs a 12-degree hill. At the hilltop, a
complete circle is made and the same hill is driven downwards. Shortly
after the downhill, the machine is stopped. An approximate path is
presented in Fig. 7 in orange. The velocity reference is kept at 3 m/s
throughout the test. Notice that this is also the value used in the model
utilized in the comparative controllers. Therefore, it should provide the
best possible response.
Fig. 9 presents the described test driven with the GSVC. It can be
seen from the middle plot that the reference is reached ( ± 5%) in 3.4 s
with no overshoot. There is a small delay in the speed response when
the machine is accelerated as pressure builds up, eventually reaching
366 bars (see the lowest plot). The GSVC slightly overcompensates the
increase of the state derivatives, which results in a slight decrease of
speed at t=2.5–3.5 s. Without this, the settling time ( ± 5%) would be
approximately 2 s. Before the uphill, steady-state velocity error remains
very small ( < 0.05 m/s).
The start of the uphill is quite gentle, but as it steepens velocity
error increases. In the upper plot, one can notice oscillation in the
control signal in the steeper part of the hill. This is mildly reﬂected in
velocity, but the driver is not able to observe variations of speed.
However, ne changes because of alternating load, which is discernible
also to the driver.
At the hilltop (t=20 s), velocity error is at its maximum (apart from
acceleration and deceleration). There is also some oscillation of pB,
caused by slipping of the front tires. This is not seen in the velocity
curve because of the sensor malfunction explained in Section 4.4.
In between the uphill and downhill parts, the machine is constantly
turning, which causes pressure variations that the GSVC attempts to
compensate with ε .p com, Eventually, this results in slowly oscillating
velocity.
While driving downhill, there are visible oscillations in the control
command. These low amplitude ( ± 1.5%) variations are signiﬁcantly
faster (2 Hz) than the ones observed during turning, and they are
caused by gain scheduling (i.e. changing hydraulic eﬃciencies).
However, velocity error remains very small. Deceleration is smooth
and the machine is completely stopped 3.3 s after the reference change.
A similar test was driven also with CGC and the collected data is
Fig. 8. Acceleration test of the machine with all the controllers.
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presented in Fig. 10. The main diﬀerence compared to the one obtained
with GSVC is the visible overshoot at the end of the acceleration.
Obviously, this originates from the constant gains, because the CGC is
not able to consider the nonlinear relationship that the pressures and
displacement of the pump have on the hydraulic eﬃciencies. Hence,
the model utilized in the GSVC causes overcompensation at the end of
acceleration (see Fig. 9), but also improves the transient response of
the system.
The settling time with the CGC is 4.3 s. In addition, the velocity
error is larger at the hilltop both after uphill and at the beginning of the
downhill. At the downhill part, no oscillations of control command are
observed with CGC, which is natural because they originate from the
gain scheduling part of GSVC.
When the machine is brought to standstill with CGC, the displace-
ment of the HSD pump is set to negative values. Interestingly, the
measured displacement does not change before the εp com, has decreased
to −5%. Presumably, this is caused by the wearing of the component.
Increased frictions of the displacement setting mechanism restrain the
movement, and pressure has to reach higher values to overcome static
friction and the forces of the piston centering springs. If the control
command is held constant for a longer period of time, also displace-
ment values between ±5% can be achieved. However, the HSD pump
would have to be detached to conﬁrm the reason for this.
In Fig. 11, the disturbance test is driven with the PID controller (see
Section 5.1.2). Initial acceleration is very close to the one achieved with
the GSVC, but there is an even larger overshoot with the PID than with
the CGC and the 5-% settling time is 6.6 s. In the uphill, the control
command of PID does not oscillate as much as with the GSVC.
However, maximum velocity error is the largest among the tested
controllers both at the beginning and at the end of the hill.
Between the hills, as the machine is turned around, the PID
controller is not able to stabilize the speed and εp com, oscillates slowly.
At the beginning of the downhill, velocity error increases signiﬁcantly.
After this, the control command changes quite smoothly. The eﬃcien-
cies do not have an eﬀect on the εp com, with the PID; therefore, no such
low amplitude oscillations as found with the GSVC are observed. When
the machine is stopped, also the control command of PID is set to
negative values just before the ﬁltered reference falls below the
minimum attempted value (0.1 m/s), which forces the εp com, to 0%.
Despite the sudden change, the machine stops quite smoothly due to
Fig. 9. Disturbance test with GSVC.
Fig. 10. Disturbance test with CGC.
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low velocity.
5.2.2. Velocity sequence
The second test includes four diﬀerent values for velocity reference
(see multicolor path in Fig. 7). At the beginning, the machine is
accelerated to 5-m/s speed (black path in Fig. 7), which is the
maximum with the chosen ne com, and εm com, . This is followed by
deceleration to 0.5 m/s (light blue), after which the reference is
increased to 4 m/s (green). Before stopping, also operation at 2-m/s
velocity (red) is demonstrated. The test is driven on level ground.
Because of the shape of the test area (see Fig. 7), the machine is steered
when driving at 0.5-m/s velocity.
Fig. 12 presents the velocity sequence test with the GSVC. Initial
acceleration starts rapidly as the εp com, is increased to 59.1% in 0.79 s.
Because of this, pB raises to 360 bars, and thus the rate of control
command is decreased. Recall that derivatives of the states decrease
Qṗ ref, (see Eq. (13)). The displacement of the HSD pump saturates to
100%, but during t=3.8–4.8 the GSVC reduces it up to 5 %-units,
mainly because the volumetric eﬃciency is estimated higher as p∆
drops. Velocity error falls within a 5-% margin in 3.5 s
When the velocity reference is set to 0.5 m/s, it takes 4.7 s to reach
± 5-% error. However, 0.25-m/s error (5% of 5 m/s) is reached in 3.7 s.
No undershoot is observed, but as the machine is turning with this
velocity, minor oscillations can be noticed. This is similar to the
phenomena in the disturbance test described above.
The acceleration from 0.5 to 4 m/s resembles the one in the
disturbance test (see Fig. 9) as the GSVC overcompensates the state
derivatives. Also here εp com, is temporarily decreased before the steady-
state phase. The settling time is 4.0 s ( ± 5%).
The last two decelerations (4→2 m/s and 2→0 m/s) are quite
similar, except that just before the machine is completely stopped the
GSVC sends negative control commands to the pump. In these
decelerations, the settling and stopping times are approximately 2.1
and 2.5 s, respectively with no undershoot.
Fig. 13 presents the velocity sequence test with the CGC. The
performance of CGC is quite similar to GSVC, but there are some clear
diﬀerences. All the accelerations are as fast, but due to the overshoots
(and undershoots) of CGC, the 5-% settling times are signiﬁcantly
longer. There is no overshoot in the ﬁrst acceleration, because εp
saturates. Furthermore, the response of CGC does not seem to reach
steady-state with 0.5-m/s velocity reference. Depending on the appli-
cation, this impaired performance might be acceptable, but the
Fig. 11. Disturbance test with PID controller.
Fig. 12. Velocity sequence with GSVC.
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diﬀerence between GSVC and CGC is in any case very explicit.
Finally, the velocity sequence test was driven also utilizing the PID
controller. The recorded control command, pump displacement, velo-
city response and HSD pressures are presented in Fig. 14. When
looking at the velocity curve, it is clear that the performance of this
linear controller is not as good as the one of the GSVC. Recall that the
machine model was linearized to 3-m/s steady-state velocity for the
tuning of the PID controller.
Despite the overall response, the ﬁrst acceleration is quite good as
the settling time of the velocity is 3.3 s ( ± 5%) and the overshoot is
under 0.1 m/s. Similarly to CGC, this is completely due to the
saturating εp. Reference changes to other operating points clearly show
that the performance of the PID controller is not as good as with the
GSVC. Throughout the test, the velocity response does not completely
settle with any utilized reference. However, similar durations of
constant reference values were used also with the GSVC that could
reach steady-state noticeably before all the reference changes.
6. Conclusion
In this study, a velocity tracking controller for hydrostatic drive
transmissions was designed utilizing gain scheduled full state feedback.
Hydraulic systems are extremely nonlinear by nature, and thus a state-
dependent system model was used to calculate the feedback gains of
the controller. In particular, the hydraulic eﬃciencies are functions of
the states. In addition, in order to guarantee zero steady-state error and
adequate disturbance rejection, D-implementation (Kaminer et al.,
1995) that lifts the requirement of constant operating points, was
utilized. This is extremely useful, as especially pressures are diﬃcult to
estimate. The presented approach (displacement control) is simple to
modify also for valve controlled hydraulic cylinders (throttling control).
The GSVC was implemented in a 4.5-ton wheel loader, and its
performance was evaluated in two diﬀerent tests against two control-
lers. The ﬁrst controller included constant gain state feedback with
integral term. In addition, a PID controller was tuned. The disturbance
test included both uphill and downhill parts driven manually with a
constant velocity reference. In the second test, operation was evaluated
with reference values ranging from 0.5 to 5 m/s on ﬂat asphalt. The
results of the conducted experiments prove the concept of the GSVC.
Despite the simpliﬁed model (with uncertain parameters), it can be
conﬁdently stated that the tracking performance is adequate, e.g. for
convoying vehicles.
Fig. 13. Velocity sequence with the CGC.
Fig. 14. Velocity sequence with the PID controller.
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In the future, the presented controller will be integrated with the
fuel optimal controller proposed by the authors in Backas, Ghabcheloo
& Huhtala (2014) in order to improve its velocity tracking under load.
For this, the controller presented in this paper has to be modiﬁed to
also consider variable command of the engine and reduced displace-
ment of the hydraulic motors.
References
Backas, J., Ghabcheloo, R. & Huhtala, K.,(2014). Fuel optimal controller for hydrostatic
drives - a simulation study and model validation. In: Proceedings of the Bath/ASME
2014 symposium on ﬂuid power & motion control, Bath, United Kingdom, 10–12
September 2014.
Backas, J., Ghabcheloo, R. & Huhtala, K.,(2015). Gain scheduling full state feedback
with D-implementation for velocity tracking of hydrostatic drive transmission. In:
Proceedings of the fourteenth scandinavian international conference on ﬂuid
power, SICFP15, May 20-22, 2015, Tampere, Finland.
Backas, J., Ahopelto, M., Huova, M., Vuohijoki, A., Karhu, O., Ghabcheloo, R. &
Huhtala, K.,(2011). IHA-machine: A future mobile machine. In: Proceedings of the
twelfth scandinavian international conference on ﬂuid power, Tampere, Finland
Bills, K., & Cherrington, M. (2013). The mining factory. Solid Ground, 9, 22–27.
Coen, T., Saeys, W., Missotten, B., & Baerdemaeker, J. (2008). Cruise control on a
combine harvester using model-based predictive control. Biosystems Engineering,
99, 47–55.
Freundlich, T. (2013). Straddling the world. Kalmar Global, 1, 32–35.
Ghabcheloo R., Hyvönen M., Uusisalo J., Karhu O., Järä J. & Huhtala K.,(2009).
Autonomous motion control of a wheel loader. In: Proceedings of the ASME
dynamic systems and control conf.conference and bath/asme symposium on ﬂuid
power & motion control. Hollywood, CA, USA, 12-14 October 2009.
Guo, N. & Hu, J. (2014). Velocity control system with variable universe adaptive fuzzy-
PD method for agricultural vehicles. In: Proceeding of the 11th world congress on
intelligent control and automation, Shenyang, China.
Jafarnejadsani, H., & Pieper, J. (2015). Gain-scheduled λ1 -optimal control of variable-
speed-variable-pitch wind turbines. IEEE Transactions on Control Systems
Technology, 23(1), 372–379.
Jelali, M., & Kroll, A. (2003). Hydraulic Servo-systems: Modelling, Identiﬁcation and
Control London, UK: Springer Science Business Media.
Kaminer, I., Pascoal, A. M., Kahrgonekar, P. P., & Coleman, E. E. (1995). A velocity
algorithm for the implementation of gain-scheduled controllers. Automatica, 31(8),
1185–1191.
Khalil, H. (2002). Nonlinear Systems Upper Saddle River, New Jersey, USA: Prentice
Hall.
Kilic, E., Dolen, M., Caliskan, H., Koku, A. B., & Balkan, T. (2014). Pressure prediction on
a variable-speed pump controlled hydraulic system using structured recurrent neural
networks. Control Engineering Practice, 26, 51–71.
Merritt, H. E. (1967). Hydraulic control systems New York, USA: John Wiley Sons.
Postma, M., & Nagamune, R. (2012). Air-fuel ratio control of spark ignition engines using
a switching LPV controller. IEEE Transactions on Control Systems Technology,
20(5), 1175–1187.
Shakouri, P., & Ordys, A. (2014). Nonlinear model predictive control approach in design
of adaptive cruise control with automated switching to cruise control. Control
Engineering Practice, 26, 160–177.
Shakouri, P., Ordys, A., & Askari, M. R. (2012). Adaptive cruise control with stop & go
function using the state-dependent nonlinear model predictive control approach. ISA
Transactions, 51, 622–631.
Shamma, J., & Athans, M. (1992). Gain scheduling: Potential hazards and possible
remedies. IEEE Control Systems Magazine, 12(3), 101–107.
Silvestre, C., & Pascoal, A. (2007). Depth control of the INFANTE AUV using gain-
scheduled reduced order output feedback. Control Engineering Practice, 15,
883–895.
Strano, S., & Terzo, M. (2015). A SDRE-based tracking control for a hydraulic actuation
system. Mechanical Systems and Signal Processing, 60-61, 715–726.
Taylor, J. C., & Robertson, D. (2013). State-dependent control of a hydraulically actuated
nuclear decommissioning robot. Control Engineering Practice, 21, 1716–1725.
Yadav, A. K., & Gaur, P. (2015). Intelligent modiﬁed internal model control for speed
control of nonlinear uncertain heavy duty vehicles. ISA Transactions, 56, 288–298.
Yang, Z., Pollock, D. T., & Wen, J. T. (2015). Gain-scheduling control of vapor
compression cycle for transient heat-ﬂux removal. Control Engineering Practice, 39,
67–89.
J. Backas et al. Control Engineering Practice 58 (2017) 214–224
224
 93  
 
 
Unpublished Manuscript P.IV 
Backas, J. and Ghabcheloo, R. Nonlinear Model Predictive Energy Management of Hydrostatic 
Drive Transmissions.  
 
 
 
 
 
ISBN 978-952-15-4177-3
ISSN 1459-2045
Tampereen teknillinen yliopisto 
PL 527
33101 Tampere
Tampere University of Technology
P.O.B. 527
FI-33101 Tampere, Finland
