1. Introduction. Let R he a connected domain of an infinitely differentiable, orientable, w-dimensional (m ^ 2) Riemannian space with the metric ds2 = gij(x)dxidx1'. Under a certain "continuity condition" of Lindeberg's type, the temporally homogeneous stochastic process in R is governed by a pair of equations:1 ,. ., df(x, t) d2f(x, t) df(x, t) -^T-= TT^iT* T^Tl ^(x)y'2b-(x)h(x, t)) dt (g(x))1'2 dxldx' -^ ((g(x) y'2a<(x)h(x,t)), i£0.
(g(x)y>2 dx* These are called the "backward diffusion equation" and the "forward diffusion equation" respectively, the latter being sometimes called the Fokker-Planck's equation. In these equations, the symmetric contravariant tensor bif(x) is assumed to be such that the quadratic form bij(x)ppj is, for ^< £?>0, greater than 0 in R and a{(x) is assumed to obey, in the coordinate change x-*x, the transformation rule dx* d2(
1.3) a\x) = -a«(x) + ---**•(*).
dx" dxkdx'
Hence the two elliptic differential operators on the right-hand sides of (1.1) and (1.2) are formally adjoint to each other and they have a meaning independent of the local coordinates (x1, ■ ■ • , xm). We assume that the coefficients gij(x), a{(x), and ¥'(x) are infinitely differentiate functions of the local coordinates (¡e1, • ■ • , xm). The purpose of the present note is to prove the following three theorems. Theorem 1. Let R be a compact Riemannian space. Then, to any function f(x), infinitely differentiable in R, there corresponds a uniquely determined solution f(x, t) of (1.1) satisfying the conditions:
(1.4) lim f(x, t) = f(x) uniformly in x, tlo (1.5) min/(x) ^ f(x, t) -ma.xf(x), and X X max f(x, t) = max f(x) when f(x) is non-negative.
X X Theorem 2. Let R be a compact Riemannian space. Then, to any function h(x), infinitely differentiable in R, there corresponds a uniquely determined solution h(x, t) of (1.2) satisfying the conditions:
(
(1.7) fR\h(x, t)\dx^fR\h(x)\dx, and h(x, t) is non-negative with ¡Rh(x, t)dx=JRh(x)dx when h(x) is non-negative.
If R is a connected domain with the smooth boundary dR, Theorem 2 is extended to the following theorem.
Theorem 2'. Let D be the totality of infinitely differentiable functions h(x) in R with compact carriers (supports in the terminology of L. Schwartz) satisfying the boundary condition on dR :
(n denotes the outer normal). Then, to every h(x) ED, there corresponds a uniquely determined solution h(x, t) of (1.2) satisfying the conditions (1.6)-(1.7) if and only if the following hypothesis is satisfied:
The hypothesis. Let {Rk} be a monotone increasing sequence of connected domains Ci? such that the boundary dRk tends smoothly, as k-»oo, to the boundary dR. Then, for any m>0, the equation
does not admit a bounded solution f(x) f^O satisfying the boundary con-
for all h(x) E D, dS denoting the hypersurface element of dRk.
These theorems may be proved by refining, with the aid of parametrix considerations, the operator-theoretical integration of the diffusion equations given in the preceding notes.2 It is to be remarked that our construction of the parametrix for the general diffusion equation is carried out by an elementary calculation without appealing to the theory of integral equations nor to the power series expansion. It is an extension of the construction due to S. Minakshisundaram and Â. Pleijel.3 2. The construction of the parametrix. Let e(x) be an infinitely differentiate function and let
Let T=T(P, Q) =r(P, Q)2 be the square of the smallest distance of two points P and Q of R according to the new metric dr2 = bij(x)dxidx', where (bij(x)) = (bi'(x))~1. We have then the lemma.
Lemma 1. For any positive integer k, we may construct the parametrix
are infinitely differentiable in the vicinity of Q = P and u0(P, P) = l,
where ck(P, Q) is infinitely differentiable in the vicinity of Q=P. Proof. We introduce the normal coordinates y" of Q = (xl, ■ • ■, xm) in the vicinity of P:
(2.5) y=(T(P,Q))l>H-) . 
Jo
Remark. By (2.9) and (2.10), we have (2 13) AqUo{P' Q)T{P' o)"""0'2 = N^P' ®)T{P> QY2~m)l\ nt = 3, AQUo(P, Q) log T(P, Q) = N(uo(P, Q)) log T(P, Q), m = 2.
We have thus obtained the parametrix for the elliptic differential operator A.
3. The proof of Theorem 2'. Let e=0 in the operator A and let We thus have to show that the function h(x, t) = (Tth)(x) is equivalent (in the sense to be explained below) to a function which is continuously differentiable once in t and twice in x.
For this purpose we prepare two lemmas.
Lemma 2. Let f(x, t) be an infinitely differentiable function which vanishes outside a compact coordinate neighborhood of P. Then f Ky, t)f(y, t)dy which is strongly continuous in r. Thus, by integration, we obtain (3.3).
Lemma 3. We have f Ky, t)f(y, t)dy = f h(y, 0)f(y, 0)dy (3.4) Jr /* = X ' dTL {Ky' t) \^dT~ + Avf{y' t))} dy'
Proof. The right-hand side is, by (3.2) and (3.3), equal tõ fodT L iKy' t) (" ^r~ ~Avfiy' t)) -f(y, r)(drh(y, t) -Ä'vh(y, t))} dy = J Ky, r)f(y, r)dy + f dr f {h(y, r)Ayf(y, r) -f(y, r)Ä'vh(y, r)}dy.
Jo J R
That the second integral on the right-hand side is equal to zero may be seen by the following argument. Let {hk(y, r)} CD be such that strong liñudo hk(y, r) =h(y, r), strong lim*^«, Av'hk(y, r) =A¿h(y, r).
The existence of such a sequence {hk(y, r)} is assured by the fact that h(y, t) -(TTh)(y) is in the domain D' of the operator Ä' which is the smallest closed extension of the operator A' with the domain D. We have thus f {Ky, r)Avf(y, r) -f(y, r)Ä'yh(y, r)}dy J R = lim j {hk(y, r)Avf(y, t) -f(y, r)A\hk(y, r)}dy.
The right-hand integrals are equal to zero as may be seen by Green's integral theorem and the fact that f(y, t) vanishes outside a compact coordinate neighborhood of P.
After these preliminaries, we may give:
Proof of the Theorem 2'. We shall apply (3.4) to the case when (3.5) f(y, r) = f(Q, r) = Hk(P, Q, t + t -r)8(P, Q)8(P0, P).
Here Po is an arbitrary point of R, fixed in the following argument, e is a positive constant, and (3.6) 8(P, Q) = a(r(P, Q)), where a(r) denotes an infinitely differentiable function of r satisfying 1 for r = 2-\ a(r) = between 0 and 1 for 2_177 < r < 77,
.0 for r = 77.
We assume that the positive constant 77 is chosen so small that (3.7) the points Q satisfying 8(P0, P)8(P, Q)>0 are contained in a compact coordinate neighborhood of P0.
We have thus f h(Q, t)Hk(P, Q, e)8(Po, P)8(P, Q)dy Then, in view of Lemma 1, Kk(P, Q, t+e-r) is, for r(P0, P)^2~1r), devoid of the singularity even if (t+e-r) =0. We shall next show that the first term on the left-hand side of (3.8) tends, as e J. 0, strongly to h(P, t) in the vicinity of P0. This may be proved as follows. We have, by (3.6) and (3.7), Therefore, as in §3, we may prove that/(x, t) =(Stf)(x) may be considered to be continuously differentiable once in t and twice in x. Nagoya University «See [HI] .
