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ABSTRACT 
This project seeks to assess plant productivity and health in time and space by 
measuring spectral reflectance from soybean canopies using remote sensing methods that do 
not require ground assessment. Aerial images and reflectance measurements from amulti-
spectral radiometer were obtained simultaneously from a soybean field located in Story 
County, Iowa. The multi-spectral radiometer has eight wavelength bands, ranging from 460- 
nm to 810-nm and was used as a ground reference for the data analysis. Aerial images were 
obtained from altitudes ranging from 152 to 427 meters above the ground during the 2000 
growing season. 
Aerial images were analyzed using the software programs: Matlab®, ArcView°  and 
Imagine®. Difficulties in image analysis and interpretation may occur as the sensing 
equipment increases in altitude; this is because atmospheric influences become more 
pronounced. Scattering and absorption of electromagnetic waves in the atmosphere change 
the spectrum of the reflectance from the plants as it propagates from the plants to the sensors. 
Color calibration procedures were used with red, green and blue ground cloths to correct 
aerial images in the respective red, blue and green bands. Regression analysis was carried out 
to quantify the relationships between multi-spectral radiometer data and aerial image data. 
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CHAPTER 1. INTRODUCTION 
1.1 Remote Sensing 
Remote sensing is the field of study associated with extracting information about an 
object or evaluating of an object without coming into direct physical contact with the object. 
Remote sensing data is the measurement of an object's properties on the earth's surface by 
using balloon, aircraft and satellite platforms. It is therefore an attempt to measure something 
at a distance, rather than in situ. In situ measurement is often used as reference information. 
Many remote sensing systems have been developed in a wide range of spectral bands to 
monitor the earth system and the effect of human activities. The applications of remote-
sensing technology include: 
a) Urban planning, such as monitoring environmental issues (urban growth, hazardous 
waste, etc). 
b) Disaster Control, such as detecting the change in global change in temperature due to 
atmospheric ozone depletion, monitoring flooding and landsides, etc. 
c) Agriculture, such monitoring and assessing agriculture such as crop health, yield 
prediction, soil moisture mapping, etc. 
d) Military, such as monitoring military activities and damage assessment, etc. 
e) Oceanography, such as monitoring surface temperature of oceans, mapping ocean 
currents, etc. 
f) Meteorology, such as weather prediction, detecting clouds, assessment of particle 
properties in the atmosphere etc. 
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g) Topography and civil engineering such as land use mapping, evaluation mapping, road 
mapping, etc. 
The use of remote sensing can be classified ~in two categories: mapping and data 
interpretation. 
Mapping. In the mapping category, the primary interest is in the visible features on 
the ground. The goal of this category is the creation of a map that might depict rivers, 
geologic structures, vegetation, roads, lakes, etc. For example, a study was conducted 
concerning the Texas Land Survery Network using digital mapping that shows the boundary 
lines of the Texas land surveys overlain on topographic maps (Keating, 1985). 
Data interpretation. In this category, the primary interest is in the analysis of the 
change of the feature intensity itself. This category might involve different data sets or 
combination of different wavelength bands. The goal of this category might be finding the 
relationship between intensity and the features. For example, digital photogrammetry for 
measuring soil surface roughness (Rieke-Zapp et al, 2001), estimation of chlorophyll content 
from remotely-sensed data (Combal, 2001) and Lake water quality analysis (Huang, 1985; 
Lathrop, 1985). 
Atmospheric parameters, which might change the intensity or the path of the 
reflectance, are more concerned in data interpretation than in mapping category. The 
propagating energy will be distorted due to atmospheric absorption and atmospheric 
scattering. The absorption is the process of removal of energy firor~ the electromagnetic 
waves by conversion of the electromagnetic energy to another form such as thermal. 
Scattering is the process where the wave changes direction due to a co~lisxonal process that 
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alters the spectral distribution of the energy in the wave (Schott, 1996). Calibration is 
generally more important in this category. 
Besides atmospheric effects, sensor condition is also a key issue in data interpretation 
to obtain accurate information as the sensor will degrade over time. Thus, post-launch 
calibration and characterization of a meteorological satellite sensor are important issues for 
every satellite launch. A sensor calibration method was explored and proposed by Nagaraja 
(1999). The method involves an interactive calibration of the sensors on the same platform. 
The interactive calibrations are the calibration of the EOS-AMI (Earth Observation Systems- 
AM1) with ASTER (Advanced Spaceborne Thermal Emission and Reflection Radiometer) 
and TIR (Thermal Infrared Radiometer) with EOS-AM1/MOIS (Moderate Resolution of 
Imaging Spectrometer) (Arai, 1996). 
Combination. More recently, a combination of two categories was used to monitor 
the effect of man on global changes of the environment. It is important to ensure that the data 
are spatially and radiometrically calibrated and consistent both over time and from one 
sensor to another. It is also important to ensure that all data is georeferenced to a fixed spatial 
grid relative to the earth. For example, by taking the ratio of data at two wavelengths, 
Thematic Mapper data were used to evaluate atmospheric particulate concentrations 
(Carnahan et al, 1984). A digital elevation model data was mapped to predict soil erosion 
using Landsat Thematic Mapper Data (Gesch et al, 1984). 
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1.1.1 Platforms 
Remote sensing data can be obtained from four different platforms at different levels 
or altitudes. The platforms are satellite, aircraft, balloon and ground-based. 
Satellite technology. The Landsat Multi-spectral Scanner System (MSS) is 
considered to be the pioneer in the remote sensing field. A total of five Landsat satellites 
were successfully launched prior to 1984, beginning with Landsat 1 in July 1972, Landsat 2 
in January 1975, Landsat 3 in March 1978, Landsat 4 in July 1982 and Landsat 5 in March 
1984 (Sabins, 1987). The first three satellites carried a Multispectral Scanner (MSS) as the 
main imaging instrument with Return Beam Vidicon (RBV) cameras. The RBV is a system 
that generates television-type images in red, green and IR bands (Sanchez et al, 1999a). The 
MSS Sensor bands for the Landsats are shown in table 1.1. 
Table 1.1 Landsat MSS Sensor Bands (Sanchez et al, 1999a) 
Mission Sensitivity (mm) Band 
Designation 
Status 
Landsat 1 and 2 0.5 — 0.6 (green) 4 Expired Jan 1978 
(Landsat 1) 
Expired Feb 1982 
(Landsat 2) 
0.6— 0.7 (red) 5 
0.7 — 0.8 (near infrared) 6 
0.8 — 1.1 (near infrared) '7 
Landsat 3 0.5 — 0.6 (green) 4 Expired Mar 1983 
(Landsat 3) 0.6— 0.7 (red) 5 
0.7 — 0.8 (near infrared) 6 
0.8 —1.1 (near infrared) 7 
10.4 — 12.6 (far infrared) 8 
Landsat 4 and 5 0.5 — 0.6 (green) 1 Expired Ju11987 
(Landsat 4) 
Operational (Landsa 5) 
0.6— 0.7 (red) 2 
0.7 — 0.8 (near infrared) 3 
0.8 —1.1 (near infrared) 4 
Beside carrying the MSS sensors, Landsats 4 and S also have updated technology and 
another sensor, the Thematic Mapper (TM) sensor was added. The TM sensor provides better 
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resolution, greater geometric accuracy and more spectral information than MSS sensors does. 
The TM Sensor bands are shown in table 1.2. 
Table 1.2 Landsat TM Sensor Bands 
Band Micrometers Resolution, meters 
1 0.45 — 0.53 30 
2 0.52-0.60 30 
3 0.63 — 0.69 30 
4 0.76 — 0.90 3 0 
5 1.55 —1.75 30 
6 10.40 — 12.50 120 
7 2.08 — 2.35 30 
Other remote sensing and imaging systems put into operation and some of their 
application are: 
1. Light Detection and Ranging, visible, infrared and ultraviolet bands (LIDAR) 
• Determine water depth, collect terrain data about steep slopes and shadowed areas. 
2. IKONOS satellite 
• .Environmental impact assessment, transportation and infrastructure planning 
3. Advanced Very High Resolution Radiometers (AVHRR) 
• Snow cover and vegetation mapping, flood monitoring and fire detection 
4. Airborne Visible InfraRed Imaging Spectrometer (AVIRIS) 
• vegetation species, senescence/stress indicator and water vapor mapping 
5. Sea Wide Field Sensor (SeaWiFS) 
• Ocean observation, monitoring hurricanes, flood and dust storms 
6. Satellite Pour Observation de la Terra (SPOT) 
• Vegetation monitoring, mineral discriminating and soil moisture mapping 
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Aircraft technology. To obtain lower altitude aerial images at a specific location, 
companies started to manufacture aerial imaging systems. For example, since 1992 Airborne 
Data Systems, Incorporated has been manufacturing Spectra-ViewO, an airborne multi- 
spectral digital imaging system that integrates differential GPS and an inertial measurement 
unit (IMU) to provide georeferenced digital images in a spectral range from visual to thermal 
infrared. Rob Wooding &Associates is another company that manufactures an aerial imaging 
system that combines a Kodak DCS 420 digital camera with attitude sensors and GPS to 
produce imagery that can be analyzed within hours after the flight. According to 
manufacturer specifications, the camera offers the optimum compromise between high 
resolution and a capture (frame cycle) time that is fast enough for aerial surveying. 
Balloon technology. Balloon technology is another option to obtain aerial images. 
Balloon technology can obtain low to high altitude images, however, a disadvantage is that 
its use is limited by wind speed. Exsessive wind speeds will cause the balloon to be unstable, 
causing the imaging system payload to pitch, roll or yaw. FloatographTM Technologies is one 
of the companies that is involved in balloon technology. It has manufactured high quality 
remote controlled photography and imaging systems for over eleven years with the SkyDoc 
Balloon Aerial Imaging System. According to the company, the SkyDoc Balloon overcomes 
the forces that winds have on standard design balloons and blimps. It has been tested in a 
wind tunnel using up to 90 MPH winds. A balloon technology that was used in the research 
for this thesis is the High Altitude Balloon Experiments in Technology (HABET) program in 
the Spacecraft Systems and Operations Laboratory (SSOL) at Iowa State University. There 
are two types of balloon deployment. One is called free-flown in which the balloon rises up 
into the atmosphere without any attachment to the ground. The imaging system is tied to a 
parachute under a helium balloon. The balloon can fly up to 90, 000 feet above the ground 
before it bursts. A second method uses a tethered balloon in which the altitude of the balloon 
is controlled by people on the ground using tethered lines. 
Table 1.3 Geophysical variables measurable with each individual spectral band (Salomonson 
et al., 1995; Schowengerdt, 1997a). 




Vegetation chlorophyll 620 - 670 nm 
Cloud and vegetation 841 - 876 nm 
Land/Cloud 
Properties 
Soil, vegetation differences 459 - 479 nm 
Green vegetation 545 - 565 nm 
Leaf/Canopy properties 1230 - 1250 nm 
Snow/Cloud differences 1628 - 1652 nm 
Land and cloud properties 2105 - 2155 nm 
Ocean Color Chlorophyll observations 405 - 5 3 6 nm 
Sediments 546 - 556 nm 
Sediments, atmosphere 662 - 672 nm 
Chlorophyll fluorescence 673 - 683 nm 
Aerosol properties 743 - 753 nm 
Aerosol/atmosphere properties 862 - 877 nm 
Atmosphere/Clouds Cloud/atmosphere properties 890 - 965 nm 
Thermal Sea surface temperatures 3.66 - 3.84 µrr~ 
Forest fires/ volcanoes 3,929 - 3.989 m µ 
Cloudlsurface temperature 
_ _ .. 
3 , 929 - 4.08 ru µ 
Troposphere temp/cloud fraction 4.43 3 - 4. S49 µm 
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This type of method mainly focuses on low altitude aerial imaging. In general, the 
application can be summarized according to their spectral range in Table 1.3. 
1.2 Literature Review 
1.2.1 Why remote sensing method is used In this project? 
The project is to assess the unhealthy portion of the soybean field that might lead to 
low yield at the end of the season using remote sensing images that do not require ground 
assessment by measuring spectral reflectance from soybean canopies. A major advantage of 
remote sensing is that plant canopies can be repeatedly analyzed without causing any damage 
to the crop. The other main advantage is it does not require a lot time and labor resources 
even though the crop area to be assessed is large. Remote sensing has been widely used in the 
forestry and agriculture field. Some of the applications are quantification of the clorophyll 
levels in intact loblolly pine needles (Cure et al, 1989), monitoring of vegetation extent 
around Kitui Pilot Forest (Tanaka et al, 2000), estimation of evapotranspiration during a 
vegatation period (Dunkel et al, 2000), analysis land usage change of a river basin (Hashiba 
et al, 2000), monitoring pest populations (Blumhuff, 2001), assessment of crop protection 
(Hatfield, 1993) and mapping weed distributions (Mortensen et al, 1993). 
1.2.2 Why plant yield and health is focused in this project? 
Soybeans are one of the most important grain crops grown in the U.S. especially in 
Iowa as well as throughout the world. According to United Soybean Board report, Iowa was 
the largest soybean producer in 1998 and second biggest in 1999. Iowa produce 48 
bushels/acre or 3.23 Tons/Hectare in year 1998 and 44.5 bushels/acre or 2.99 Tons/Hectare 
in year 1999 (United Soybean Board, 2000). Soy Bean meal production has increased by a 
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factor of two twice since 1974 (United Soybean Board, 2000). The production chart is shown 
in the appendix. This reflects that soybean meal has became more and more popular. 
Soybeans are not only preferred by people, but the quality and some of the elements in 
soybeans were found beneficial to human health. Scientists have done experiments about the 
relationship between soy components and cancers of the breast, prostate and colon. The 
results showed that soy components are potential to inhibit these cancers (AICR, 1999). 
Thus, there is reason to make an effort to increase the productivity. 
Vegetation (2) 
Water (1) 
s f: ~~ ~; 
.. r ~ ~ ... ..: . .. .. .......... YIlIiM!  . .. 
~: ~ ~ ~ ~~ 
.. ...,.:: 
Figure 1.1 Spectral Reflectance characteristics for water (1), vegetation (2) and soil (3) 
(Richards, 1986). 
1.2.3 Choosing platforms for this project 
Four platform levels (altitudes) above the soybean canopy were utilized to remotely 
detect and quantify the amount of plant stress caused by plant pathogens in plant populations 
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(canopies). The first platform level was within several meters above the crop canopy using 
hand-held instruments such as amulti-spectral radiometer. The next platform level was 10 to 
100 m above crop canopies using balloons. Remote sensing instruments mounted on aircraft 
are used to obtain information from altitudes 75 to 1 S00 m above crop canopies. Finally, the 
highest platform level involved satellites orbiting 650 to 850 km above the earth. Aground 
level platform followed by a balloon and then an aircraft were chosen before going to 
satellite heights where the atmospheric distortion is more excessive. 
1.2.4 Choosing spectral band for this project 
From Figure 1.1, we see that the reflectance for vegetation is higher in the near-
infrared (NIR) band, from 0.8 µm to 1.2 µm wavelength, compared to other bands. However, 
visible bands (red, blue and green) and near infrared band are often chosen to investigate 
vegetation partly because the instruments or systems used to obtain these bands information 
are simpler and economical. Reflectance of plants is often based on the response of green 
leaves. In the visible portion of the spectrum, the pigment chlorophyll, is responsible for 
much of the reflectance, Chlorophyll molecules absorb 70 to 90 percent of the red and blue 
spectrum. Besides the visible band, green leaves also reflect higher radiation in the near-
infrared spectrum (Sanchez, 1999). Thus, the infrared response of vegetation is particularly 
useful to plant investigation because different plant species often show different spectral 
signatures. Figure 1-2 shows the spectral response of three different classes of vegetation 
(Campbell, 1996). 
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1.2.5 Methods to assess plant yield 
Many studies have been conducted to research the methods used to estimate crop 
yield in a more effective way. One of these studies (Werth et al, 2001) was conducted to 
measure yield from spectral reflectance values from small format 35 mm color infrared aerial 
films which were taken at about 8800 ft using a Nikon F3 conventional camera and a Cessna 

























Figure 1.2 Spectral response of different classes of vegetation. 
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Band 1 was green with a spectral range of 500 to 600 nm; band 2 was red with a spectral 
range of 600 to 700 nm and band 3 was a near infrared band from 700 to 900 nm. However, 
at the end of study, a linear relationship between the yield and the reflectance could not be 
obtained as the range of the spectral band was too broad. In another study (Kastens et al, 
2001) used NDVI (Normalized Difference Vegetation Index) and TINDVI (Time-Integrated 
NDVI)methods to forecast pre-harvest winter wheat yields with AVHRR data. The data were 
obtained over a period of 10 years and covered the whole state of Kansas. NDVI is defined as 
[(Near-Infrared -Red) / (Near-Infrared +Red)] while TINDVI is accumulated NDVI from 
the beginning of the season until the end of the season. A statistical approach, multi-variate 
regression, was used to generate the yield model. The lowest Mean Absolute Percentage 
Error (MADE) was chosen as the model. 
1.2.6 Methods to assess plant health 
Two methods have been studied to assess plant health using remote sensing method. 
The Agricultural Engineering Department at the University of Florida proposed to assess the 
health of citrus plants bared on the nutrient content in the leaf. Chemical analyses showed 
that the leaves of unhealthy plants had a tendency to be low in K and Mg and high in Na, Ca, 
and Al. Remote sensing data was obtained using a Kodak 2443 aerial color infrared film at 
an altitude of 1220 meters. The images were then scanned by hand in 10 nm steps from 400 
to 490 nm of wavelength using a monochrometer. The health of plants was visually assessed 
using a 0-3 scale (0-healthy, 1-slight decline, 2-moderate decline, 3-near dead). The 
statistical analysis of (~,1a,2)/ ~Il-I2~ was found to have the best relationship to the health status 
of plants where Il is the first maximum intensity measured at ~,1, and I2 is the second 
maximum intensity measured at ~,2 (Shih,1985). Crop health was also assessed from stress 
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and non-stressed plants at the fteld level on corn and soybeans using Landsat spectral data. 
The stress index was calculated using the data by determining the percent of pixels within a 
field that exceed the bare soil greenness plus a greenness threshold. The ground truth data 
was obtained by periodic observation. For ground truth data, the field was considered 
stressed if the field was described as poor and having a thin stand by USDA personnel. No 
firm conclusions could be drawn as the observational data was subjective and varied from 
person-to-person (Hollinger, 1982). 
1.3 Thesis Objective 
Traditionally, the approach most often used by plant pathologists to assess disease or 
plant health involves visual assessment (Campbell et al, 1990, Nilsson, 1995, Nutter, 1990). 
This approach is highly subjective and biased when there are several raters involved because 
it relies upon the human eye and brain to quantify disease intensity in a host population 
(Forbes et al, 1987, Nilsson et al, 1995, Nutter et al, 1995, Sherwood et al, 1983, Weber et al, 
1991). This causes the accuracy and precision of disease intensity assessments to be in 
question. Visual assessment is both time and labor intensive, particularly when the crop area 
to be assessed is large. 
There are two main objectives for this thesis. The first is to seek the relationship 
between the hand-held multi-spectral radiometer data and aerial images. The second is to 
spatially depict and measure the unhealthy portion of the field that might lead to law yield 
using remote sensing images that do not require ground assessments by measuring spectral 
reflectance from soybean canopies. In the development stage, ground level radiometer data 
were obtained as the reference for aerial images. However, identifying the causes of the 
unhealthy plant using remote sensing will not be discussed at this stage due to the complexity 
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of the plant diseases. The unhealthy portion of the field will be totally based on a low yield 
condition. Aerial images and reflectance measurements from amulti-spectral radiometer 
were obtained simultaneously from a soybean field located in Story County, Iowa. 
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CHAPTER 2. DATA COLLECTION 
2.1 Equipment 
The equipment used in the project varies from platform to platform (ground, balloon, aircraft 
and satellite). 
2.1.1 Multispectral Radiometer (MSR) 
Hand-held Multispectral Radiometers were purchased from CROPSCAN Inc., 
Rochester, l~'IN (see Figure 2.1). They have eight upward sensors to measure both incoming 
and a corresponding set of eight downward sensors to measure reflected radiation from an 
object or ground. The instrument size is 80 X 80 X 100 mm with a case made of brushed 
anodized aluminum. The filters are centered at wavelengths of 460, 510, 560, 610, 660, 710, 
760, and 810 nm. The filters and the sensors are covered with a flashed opal glass cosine 
diffuser. Each downward sensor signal is divided by its corresponding upward sensor signal 
to give eight (percentage reflectance) measurement outputs. Each sensor had a 28 degree 
field of view. The radiometer also interfaces with a multichannel Data Logger Controller 
(DLC) that stores the data in the field and allows the user to download the data to a laptop or 
desktop computer when the data collection is completed at the field. Both devices are 
lightweight and completely portable, so it is easy to carry them from location to location 
(Goodin at al, 1998; Nutter, 1987 and 1989). The diameter of the area covered by a sensor is 
half of the height above the measurement object which is shown in Figure 2.1. 
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Diameter = 1/ 2 Height 
Figure 2.1 Multi-spectral Radiometer (MSR) 
2.1.2 Balloon 
This method was utilized in data collection during the first summer (1999). It was 
carried out by the High Altitude Balloon Experiments in Technology (HABET) team in 
Spacecraft Systems and Operations Lab (SSOL). A scientific balloon consisted of a large 
spherical, pliant bag of latex. Balloons were filled with helium instead of hydrogen as it has 
the advantage of being nonflammable. Further information about the HABET team and the 
technology can be found from http://cosmos.ssol.iastate.edu. In this project, tethered flights 
were used to obtain low altitude images. A payload containing the imaging system was 
attached to the balloon so that it could be lifted to the desired altitude. In the payload, there 
were two 35 mm single-lens reflex ZX-50 Pentax Cameras with SMCP-FA 50 mm f/1.7 
lenses of 47° angle of view, and an 810 nm wavelength filter attached to one of the cameras. 
The films used were Kodak Gold 200 daylight film and Kodak high speed infrared film (HIE 
135-36) (Table 2-1) which has moderately fine grain, medium resolving power, high-speed 
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infrared sensitivity, good rendition of detail, and a sensitivity ranging from the visible 
spectrum to about 900 nm in the infrared region. A disadvantage of using the balloon was 
that it could only be launched when the wind speed did not exceed 8 kmh. This disadvantage 
limited us to collecting data at three different platforms (radiometer, balloon and aircraft) on 
the same day. The technology was not used for the following (2000) summer due to the 
limitation. 
Table 2.1 Film Specification 
Color Film Infrared Film 
Brand Kodak Kodak 
Model 35mm Select Series 200 High Speed Infrared Film (HIE 
135-36) 
Number of Exposure 24 36 
Type film for color slide film for Black and White prints 
Purchased Location PHOTO SERVICE 
1021 Communications Bldg 
Phone:515-294-4807 
Alexander's Photography 
2801 Ingersoll Ave, Des Moines 
Phone:515-288-6888 
2.1.3 Aircraft 
A 1978 C-152II Skyhawk aircraft was used for data collection. The aircraft is 
operated by Hap's Air Service, Inc located at the Ames Municipal Airport, Ames, IA. The 
plane has a hole at the bottom of the fuselage so that aerial images can be taken from the 
plane. .An aerial imaging system has been developed to automatically trigger the camera 
based on GPS coordinates. The hardware box consists of GPS and DGPS boards, BOB I 
(video overlay) board and camera triggering system (Figure 2-2}. Other equipment include a 
continuous CCD camera, a TCM2 (attitude sensor) and two 3 Smm ~ lm cameras. Figure 2-3 














Figure 2.3 Automatic Triggering System configurations to capture aerial images 
The function of the GPS board is to allow the system to process the GPS signal coordinates 
received from the GPS antenna. Information about the direction, distance from next 
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waypoint, current latitude, and longitude of the system can be calculated from the data 
received. The information will then be used to navigate the pilot to the waypoint. The BOB I 
board is used to process and update the longitude and latitude information on the monitor 
screen. The camera triggering board consists of a BJT transistor connected to a pin on a 
parallel port that is connected to the laptop used to run the navigation software. When the 
aircraft flies over a given coordinate (within a specified distance from a waypoint), a 5 V 
signal will be sent from the navigation software to the triggering system (or from the laptop) 
to trigger the camera. A Penta~c camera with an infrared filter is used to take the infrared 
pictures during the flight. Besides using a camera to take the aerial photo, the flight is also 
monitored by recording the flight through a CCD camera connected to an Apple monitor and 
VCR. At the same time, an attitude sensor (TCM2) will be used to record the angle of 
inclination (pitch and roll) of the airplane during each photo capture. The altitude sensor 
(TCM2) implementation, however, is still under development. 
2.2 Flights Planning 
2.2.1 Data Collection 
Images were taken at six altitudes at 152 m, 183 m, 244 m, 305 m, 366 m and 427 m 
during each flight. Data collection was planned every two weeks from plant date to harvest 
date. However, due to weather conditions and aircraft availability, the schedule occasionally 
was changed. The plane reservation was made a couple of days before each flight. The back 
seats of the aircraft were removed before the flight so that the hole in the belly of the plane 
could be accessed. 
2.2.2 Mounting Fixture 
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During the flights, it was important to align the imaging system so that the image was 
parallel to the ground. This was achieved by either moving the camera in the x, y and z 
directions or equivalently by rotating the imaging system about its pitch, roll and yaw axes, 
respectively. Two methods were developed to reduce this problem. The first was to utilize a 
small gyro indicator that was attached to the cameras (shown in Figure 2-4). The hardware 
has a bubble spirit level to indicate whether the camera was in the relative margin of the pitch 
and roll. If the camera was way off from the normal view to the ground, it was adjusted 
manually. This method was not completely accurate and cannot confirm that the camera is 
pointing normal to the ground, but it did reduce the distortion effect. The second method was 
to use an image processing method to correct for the geometric distortion. The correction was 
based on ground control points using ENVI software, ArtView. The other method used a 
camera holder with two degrees of freedom (shown in Figure 2-5). The camera was mounted 
on an xand ytranslation-rotation stage. However, the model of the holder built is not feasible 
at this moment due to the space limited on the plane. 
Pen for size comparison 
of the small gyro 
indicator. 
Bubble spirit level 




Figure 2.5 Camera holder (a) and TCM2 gyro system (b). (Picture obtained from Precision 
Navigation Corporation, Santa Rosa, CA). 
The method that is under development uses the electronic TCM2 gyro system to record the 
pitch and roll readings. These readings will be used after the flight to correct the images 
using image processing. 
Vibration by the plane can significantly affect the quality of the images by causing a 
blur effect on the image. However, the vibration of the Skyhawk plane used in data collection 
was not really a consideration as the quality of the images was still acceptable. For one 
observation a different plane was used, and the vibration effect could be seen on the image. 
Action to minimize vibration has to be taken either by placing avibration-isolated object 
between the imaging system and the plane, or by using image processing to improve image 
quality. 
2.2.3 Height 
The height of the plane above the ground should be calculated before the flight in 
order to ensure that the entire field could be captured in one image. 
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Based on Figure 2.6, the sensor height was calculated using the following formula 
H = 
2 tan( ) 
L 
where H is the height of the camera above ground level (assumed plane height and camera 
height are the same). 8 is the view angle of the camera lens, 47° in this case and L is the 





Figure 2.6 Diagram showing geometry for calculating the height of the sensor needed to 
cover the specific field 
The film size was 36 mm x 24 mm. Since the field was rectangular in shape, H was 
calculated from the longer aacis of the rectangle. 
2.2.4 Weather Limitations 
The film must be exposed within a predetermined time to eliminate the effects of 
aircraft movement. In this program the camera was set to the automatic mode so that it could 
detect and set the shutter speed according to the prevailing conditions. Due to the high shutter 
speed, a high level of illumination was required to compensate for the short time of exposure. 
Thus, the flights were planned for sunny days. Cloud cover, precipitation and higk~ winds also 
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severely restricted opportunities for successful photography. During the summer, there was a 
high possibility of having a good visibility that was suitable for photography compared to 
spring and fall. The flights were planned based on the weather forecast from the weather 
channel. Table 2-2 shows the schedule of the data collecting flights: 









1 May 19 Mostly Sunny 7 August 2 Mostly Sunny 
2 May 22 Mostly Sunny 8 August 9 Partly Cloudy 
3 June 15 Partly Cloudy 9 August 25 Partly Sunny 
4 June 29 Partly Cloudy 10 September 7 Rain 
5 July 7 Drizzle 11 September 8 Partly Sunny 
6 July 13 Mostly Sunny 12 September 18 Mostly Sunny 
2.2.5 Time of day 
The sun angle is also a concern in aerial photography. When the camera pointing is 
not normal to the ground, the intensity of the image will be changed due to the different paths 
of light reflectance. The effect will be more obvious when the sunlight is parallel and the 
ground. In order to avoid sun angle problems, aerial photography was carried out between 
11:00 a.m. to 3:00 p.m. CDT. 
2.2.6 Handling Infrared Film 
Unexposed IR film must be kept in a freezer or refrigerator. It is possible to store the 
unexposed film up to 14 days at temperatures not exceeding 35°F (2°C). Best infrared 
sensitivity is maintained by storing these films at 0 to -10°F (-18 to -23°C) in their original 
sealed container. Before these films are used, they should be removed from refrigerator and 
placed in room temperature at least 3 to 4 hours before opening the container to prevent 
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condensation of atmospheric moisture on the cold film. If this step is omitted, spotting, 
ferrotyping, or sticking may occur. Exposed IR films were sent to a commercial photo 
laboratory in Des Moines for processing as soon as possible after exposure to avoid 
undesirable changes in the latent image. Another potential problem might occur if the film is 
not sent immediately as it is possible that data could be lost due to processing errors. During 
the summer of 2000, three films were damaged during developing. If it is necessary to hold 
exposed but unprocessed film for short time (over a weekend), the film should be resealed 
and refrigerated at 40°F (4°C) or lower. Because infrared film is very sensitive to light, 
loading of the film into the camera must be done in a totally dark room. If new film needs to 
be loaded into the camera during the flight, a black bag (Figure 2.7) can be used. The black 
bag was obtained from the Promaster company (Chicopee, MA) and has double layers to 
prevent the films from exposure to light. The two sides of the bag which look like sleeves are 
for our hands to get into the bag and do the loading. The unloading process for infrared film 
is the reverse of the loading process. 
Figure 2.7 Film Changing Bag 
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CHAPTER 3 DIGITIZATION 
The images obtained from each flight were on film in non-digital form. In order to 
process and analyze the data on a computer, the images needed to be digitized. 
3.1 Print Scanner 
After acquiring the aerial images, the films were sent to a commercial photo center to 
develop into 4 by 6 inch prints. Then the prints were scanned using a Hewlett Packard 
S 100C Scanner (Palo Alto, CA) into digital format. All the files were saved into JPEG (Joint 
Photographic Experts Group) format with zero compression. A comparison between JPEG 
and BMP images is shown in Figure 3-1 and we can see that there is only a small difference 
between JPEG and BMP format where 125 of DN value is zero difference. The JPEG format 
was chosen instead of BMP format due to both file size. The advantage of developing the 
film into prints is that the prints are easy to compare with each other whereas slides need 
special equipment for viewing. Information contained in the image might be changed during 
processing stage. The films were sent to a commercial photo laboratory for development. The 
machine used for developing the film automatically establishes the settings while developing 
the film to obtain the maximum quality of the print. If the brightness and contrast setting on 
the machine is changed, it might lead to wrong conclusions during the data processing. The 
scanned images were saved in JPEG format and BMP format. The first row is color photos, 
second row is only red band, third row is green band and fourth row is blue band. The BMP 
format file size is 1284 kb whereas the JPEG file size is only 117 kb. 
JPEG format BMP format Difference 
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From the difference column, we can see that there is only small difference as most of the data 
gather at 125 (digital number) on axis X. The data gathered at 125 on axis X as they were 
shifted to the right to 125 instead of 0 on x-axis. 
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3.2 Film Scanner 
In order to avoid brightness and contrast changes on the image during the negative-to-print 
development process, the aerial images can be obtained by digital cameras so that the data 
can be available in digital format without going through the film developing and scanning 
process. However, in order to reduce the negative-to-print development process errors, we 
have replaced the print film (in year 2000) with slide film in the year 2001 observations. 
With this change, the print processing can be eliminated. The slide is direct positive film 
where we get back the same film that goes to our camera. Then, the slide was scanned using 
a film scanner. The film scanner that we are using is a SprintScan 4000 (Polaroid 
Corporation, Cambridge, MA). This is one of the fastest scanners with high resolution in the 
market as the SprintScan 4000 can deliver an optical resolution of 4000 dpi and a 3.4 optical 
density in under a minute. This scanner comes with SilverFast software and a Photoshop 
plug-in. 
3.2.1 Digital Encoding 
In the digitization process, the output from an electronic sensor (scanner) is converted 
into a set of numeric values in which each digit represents an intensity level. Digital number 
(DN) or brightness value (BV) is the term used to represent the numerical values from the 
instrument output. With the numerical output, the output data can be easily transmitted, 
stored, and processed by electronic devices and computers. The range of numeric values 
depends on the accuracy of the sensor instrument. For example, if a sensor device is able to 
differentiate 350 distinct current gray levels, the maximum range of the numeric values is 
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3501evels. However, due to the economic issues of transmitting, storage and processing 
devices, the maximum range is not often used. For example, if 350 distinct gray levels can be 
detected, we would require two bytes of storage since a single byte of computer data can only 
represent 256 levels. However, two bytes are not fully used so usually one byte is chosen in 
the data encoding by scaling down the digital representation to 256 due to make the device 
more economical. The action would absolutely sacrifice some of the instrument's sensibility. 
An additional bit added to the storage would double the level range which is shown in the 
Table 3-1 (Sanchez, 1999). 
Table 3.1 Decimal value range according to binary digits 









A final decision is often a tradeoff between digital storage and transmission constraints, and 
the resolution of the sensor. 
3.2.2 Image Structure 
we know that image brightness is represented by numerical values, so the image is 
basically just a set of numerical values. The data of the image often contains more than one 
spectral band. For example, a color image contains three layers of an array where each set of 
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array corresponds to one band. The first layer encodes all the red pixels, the second layer 
encodes all the green pixels and the third layer encodes all the blue pixels (see Figure 3-2}. 
Red Band Layer 
Green Band Layer 
Blue Band Layer 
original Color Image 
Figure 3.2 The color image was separated into red, green and blue bands 
Each color layer is expressed in a 256 grayscale. If the pixels had higher values of intensity, 
they would loop brighter. If the green layer had higher intensity than other two bands, it 
means the image contained more green elements. For example, we can see that the grass 
~0 
areas on the image are the brightest on the green band layer compared to the red and blue 
band layers. 
An RGB (Red, Green and Blue) color scheme also can be converted to the HIS color 
scheme where intensity (I) is the gray-level of light, hue (H) is the color of light of a single 
dominant wavelength or of a small band of dominant wavelengths and saturation (S) is the 
pureness of the color. A pure color is considered to be fully saturated. A transformation from 
RGB scheme to HIS scheme is made with the equations (Ballard, 1982; Levine, 1985), 
Red Band Layer 
r 
Green Band Layer 
Red Green 
Band i'~-  , Band 
Blue 
Band 




Figure 3.3 Image data organized by three bands layers (Sanchez et al., 1999) 
In Figure 3.3, each square box is representing a pixel on the image. The circle in a pixel of 
each layer is representing the intensity of the pixel. We can see that only one circle in a pixel 
for red, green and blue layers respectively because they only have one intensity value per 
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pixel (gray scale). However, in the color image data, there are three circle representing three 
intensity values for each pixel. Combination of these three intensity values from red, green 
and blue band, a color pixel is formed. The intensity of the color image in gray scale for a 
pixel can also be obtained by taking the average values of the intensity of red, green and blue 
bands in the pixel. 
Intensity = (R+G+B)/3 
Saturation = 1 _ 3 • 





where the hue is defined using angular units ranging from 0 to 2~ radians and R, G and B are 
red band, green band and blue band intensities respectively. 
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CHAPTER 4. IMAGE CORRECTION 
4.1 Image Rectification 
Air currents prevent an aircraft from flying in such a way that the film plane of the 
camera remains parallel to the ground. The angle of tilt of the aircraft distorts the shapes of 
objects in the image. If an image is taken without a tilt angle, then the scale of the objects in 
the image will be in the proper ratio. In a photo interpretation, it is important to have truly 
vertical pictures, as small distortions on images might be highly correlated to the plant 
information. 
A tilt angle will often be created during the flight due to air currents. To measure the 
value of the pitch and roll angle, a gyro system (discussed in Chapter 2) will be included in 
the automatic triggering platform. Before implementation of the gyro system, the tilt angle 
was estimated from derived equations. In Figure 4-1 a, two situations are shown. Situation A 
is flying on the path that is parallel to the ground and situation B is flying with a tilt angle 
while taking the photo shot. The gray rectangular area is the field target for the photo. Tilt 
angle, a for situation B can be expressed in H and S elements. Then, by the definition of a, 
we have 
cos(a) = H 
S (4-1) 
Figure 4-lb is the diagram showing the image plane. This diagram was extracted out from 
Figure 4-la (situation B). 
Situation A ' ~. ! Situation B 
Ground 
Cr~o Field 
Figure 4.1 a Diagram showing how the tilt angle; a s is created during the flight. ; 
The crop field 
projected on the fi 1 m 
Figure 4.1 b Diagram showing the distorted shape on the image plane. 
34 
F is the camera focal length and B is the length from center point to the border of the 
crop field and 8 can be related to B and F by: 
tan~e~ = F 
8 can be expressed as equation (4-3) on the ground plane. 
tan(9) _ 
Equation (4-2) and (4-3) can be combined to produce 
B A 
F S 
S can be expressed as 
s= AFB 
By substituting equation (4-5) into equation (4-1), tilt angle can be expressed as 
cos(a) _ HB
AF 








Tilt angle can be calculated from the image because the height of the aircraft (H) is 
recorded during a photo shot if component A and focal length (F) are known before the 
flight. Component B can be measured from the image. An example is given to calculate the 
estimated tilted angle. For this specific example, H is 36576 cm, A is 5100 cm, and F is 5 cm. 
B can be measured from the image (Figure 4.2) and the value is 0.69 cm. 
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The size of the picture is 350 x 240 pixels and the resolution is 100 pixels per cm. 
The length of the black line (B) is 69 pixels. To calculate the length in cm, 69/100=0.69 cm. 
From equation 4.7, 
a =cos _, 
( HB ) 
AF 
a =cos-' (36576 * 0.69) _ 8 23 ° 
5100*5 
Figure 4.2 Image with the A value to calculate tilt angle 
The resulting tilt angle is 8.23°. The errors to be considered are the height of the 
aircraft, as it is measured by an analog instrument, and human error in measuring the length 
of the black line. If the image shape is distorted due to the tilt angle, this can be rectified 
using ArcView (Esri). The geometric correction function in the software is very useful if the 
tilt angle is small (normally less than 5 degrees). The rectification uses polynomial 
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transformation to create a new rectified image. An example of a polynomial equation with 
the order of two is 
1(x', y') =1(ax2 +bye +cxy+c~+ey+ f,gx2 +hy2 +ixy+ jx+ky+l) (4-8) 
I(x',y') is the intensity at the new coordinate (x',y') after the warping and I(x,y) is the intensity 
at the original coordinate (x,y). a, b, c, d, e, f, g, h, i, j, k and l are polynomial coefficients. 
The coefficients can be found using controls points. Control point is a point on the original 
image, which its coordinates on the new rectified image are known. For example, the control 
point 1 corresponds to corner 1, the control point 2 correspond to corner 2 and so on (Figure 
4.3). The details of control points are discussed in next session. In this project, the first order 
of polynomial transformation was used. 
I~X~~Y~) — I(ax + by + ~~ ~ + eY +.~ 
After solving the coefficients using the control points, the new coordinates for all the points 
on the image can be calculated. The intensity will still remain the same. For example, a = 3, b 
= 5, c = 1, d = 7, e = 15, f = 9, x1= 23, Y1 = 45, x~ = 15 and y1 = 22. 
II(x',y') = I(3(23) + S(45) + 1, 7(23) + IS(45) + 0.5) 
= I(295, 845) 
I 2(x',y') = I(3(1 S) + S(22) + 1, 7(15) + 1 S(22) + 0. S) 
=1(156, 444) 
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Point 3 Point 4 
Figure 4.3 Left is the original image taken on August 25. Right is the field shape with the 
reference/control points. 
Figure 4.4 The image after rectification using four control points. 
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4.1.2 Control Points 
Control points are used in the image rectification process to transform an image from 
a pixel coordinate system to a map coordinate system, either in Universal Tranverse Mercator 
(UTM) or longitude and latitude format. In a mathematical approach, control points are used 
to find the coefficients of the polynomial equation. After the coefficients are obtained, the 
equation can be applied to all the points in the image. If four control points can be found in 
the image, a first order polynomial can be used. Control points can be made by searching the 
spots that the coordinates are known. The minimum pairs of control points needed according 
to the order of transformation is expressed as equation (4-13). 
Minimum Pairs =  (4-9) 2 
(R + 1)(R + 2) 
where R is the order of the polynomial transformation. For example, if first order is chosen 
for the transformation, aminimum of three control pairs is needed. 
The next step is to explain how the control points were obtained. The four corners of the field 
were used as the control points. The GPS readings of four corners were taken on the ground 
using handheld GPS instrument. We mapped the four corners on the aerial images to the GP S 
coordinates. The longitude and latitude values are recorded in Table 4-1. 
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Four poets mapped 
from the table 
Figure 4.5 Snapshot of ArcView program to display four corners of the Woodruff field. The 
image was then rectified using the rectification tool in ArcView. 
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Figure 4.6 Snapshot of ArcView to display the mapping between the image and the GPS 
coordinate 
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Table 4.1 Coordinates of four corners of Woodruff field 
Corners Latitude Longitude 
Corner 1 (Northwest) N 41 ° 58.90686 ' W 93° 41.4147 ' 
Corner 2 (Northeast) N 41 ° 5 8.90848 ' W 93 ° 41.3 3 964 ' 
Corner 3 (Southeast) N 41 ° 5 8.84404 ' W 93 ° 41.34108 ' 
Corner 4 (Southwest) N 41 ° 5 8.84248 ' W 93 ° 41.4147 ' 
Using ArcView, the four GPS readings were mapped to display four points (shown in Figure 
4.6). 
.v . } ... 
JJ~... h 
{: '~• ::~ 
(a) (b) 
Figure 4.7 Another example of rectification: (a) is the original infrared image taken on 
August 25, 2001 with four control points. (b) is the image after rectification. 
Arrow on left indicate how the image was rotated to get the image on the right. 
4.1.3 Rectification accuracy 
Because a perfect match is seldom obtained, the error will be reported for every 
rectification process. Rectification accuracy is reported in the ArcView status window after 
each rectification process using the control points (Figure 4.6). It is displayed as soon as four 
sets of control points are chosen between the original image and the corresponding reference 
map. The accuracy is defined as the distance from the actual transformed point according to 
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the reference map, to the rectified point. In other words, the accuracy is the distance error 
where the resulted point shifted from the actual point. For example, ifthe error is 8.15, it 
implies that the rectified pixel is within 8.15 pixels of the desired location. However, the 
acceptable limit depends an the application and the accuracy desired . 
4.2 Altitude Correction 
Calibration far high altitude images is needed because there are image distortions 
caused by the atmosphere, such as dust, small particles, smoke, water vapor etc. (Hadjimitsis 
et a1, 2000). These distortions can cause a change in the intensity of each band. The method 
used to calibrate the high altitude images involved using red, green and blue cloths. ground 
images of the cloths (Figure 4.8) served as reference wavelengths for the aerial images. This 
method calibrates intensities of three different band layers. Combinations of different 
intensities of the three bands produce different colors. In this method, the distribution of the 
distortion was assumed constant throughout the area captured by the camera. The reference 
cloths were placed along side the field during each remote sensing flight (Figure 4.8). 
Blue Cloth Blue Cloth 
Figure 4.8 Three reference cloths viewed from 500 ft above the ground. 
~ The inforn~ation was obtained from ESRI Arcview help file. 
~~ 


























Figure 4.1 o Histogram distribution of three different color reference cloths 
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4.2.1 Histogram distribution of the ground cloths 
Reference cloth images were taken at ground level during noon. Then the parts that 
have uniform color were identified and extracted from the image. 
Figure 4.9 shows small parts of the red, blue and green cloths' images. The red cloth 
was included in the data collection on July 7, 2000, green and red cloths were included in the 
experiment on August 9, 2000 and green, blue and red cloths were included in the 
experiment on September 8, 2000. All three reference cloths were not included on all 
imaging dates because initial experiments started with only a red cloth before investment was 
made. The results of the analysis of the image with the red cloth alone were not good as 
using three colors as the field is mostly green in color and not red. So, a decision for 
purchasing a green cloth was made for the second attempt. The blue cloth was purchased 
later in order to fully utilize the three-color bands for calibration. The y-axis is in Figure 4.10 
is the number of pixels which have specific digital number while x-axis is the Digital 
Number (DN) which ranging from 0 to 255. In Figure 4.10, the distribution for the red band 
was separated far from the green and blue bands in the red cloth image. The red band also 
has higher DN value in the image. The ranges of the distribution of all the bands are narrow. 
Most of the pixel values fell in a small DN range. The bands in blue cloth have the same 
situation. However, in the green cloth distribution, we can see that the blue band distribution 
is very close to the green band and the range of the distribution is wider than the red and blue 
cloths. In year 2001, felt was proposed to substitute for the cloth used in year 2000. The 
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Blue CIQth 
Figure 4.11 Images and histogram distribution of three different color reference felt cloths 
proposed far year ZQOI . 
The main bands (red band for red felt, green band for green felt and blue band for blue felt) 














Using the ground reference cloth images and aerial images, three correction factors 
for the different bands were obtained as follows: 
Where 
Factor (Red Band), FR = I R,c 
I 
Factor (Green Band), F~ _ 
Factor (Blue Band), FB = 
R,A 




_ Sum of pixel values in red band in red cloth ground image 
I R,G - . total number of pixels 
_ Sum of pixel values in red band in red cloth aerial image 
I R,A - . total number of pixels 
Sum of pixel values in green band in green cloth ground image 
I G,G = . total number of pixels 
_ Sum of pixel values in green band in green cloth aerial image 
I G,A - . total number of pixels 
Sum of pixel values in blue band in blue cloth ground image I B G = total number of pixels 
I G,A —  . total number of pixels 
Sum of pixel values in blue band in blue cloth aerial image 
(4-10) 
To find the factors for all the bands, reference cloths and cloth images in the input 
image are needed. The input cloth images were obtained by selecting the cloth portion in the 
input image manually. One image was copied out from red, green and blue cloth respectively 
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(a} (b) (c) 
Figure 4.14 Average intensity values of red (a), Been (b) and blue (c) bands at six different 
altitudes 
Average values were obtained b~ taking the ratio between the sum overall pixels in the 
rectangle in the appropriate color bin and the number of pixels. Average values for six 
altitudes were plotted in Figure 4.14. 
The Figure 4.14a shows the average value of red band in the red cloth input image, 
Figure 4.14b shows average value of the green band in the green cloth input image and 
Figure 4.14c shows average value of the blue band in the blue cloth input image. Three bands 
show a decrease in average value once the altitude increases. However, the relationship 
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between the average values and the altitudes (linear or exponential) cannot be concluded as 
one flight data is available for red, green and blue cloth at the same time. One roll of film 
was used for the low altitude (500 ft and 600 ft) and a second roll of film was used for the 
high altitude (800 ft, 1000 ft, 1200 ft and 1400 ft). 





F = LFR FG Fs J 
I — LIR IG IBJ' 
IR =Two dimensional matrix of red band intensity of the input image, 
IG =Two dimensional matrix of green band intensity of the input image, 
IB =Two dimensional matrix of blue band intensity of the input image. 
(4-11) 
Then, these factors were applied to the every pixel in the input images. The input image is 
the aerial image that contains the field and the cloth. Figures 4.15 are the results before and 
after calibration. For the before calibration figures, color changes are obvious when the 
altitude increases. The figures are dazker and brownish as the altitude increases. This might 
due to the scattering effect or the automatic setting on the camera. The camera was set with 
an automatic control of the size of the aperture and the shutter speed. The camera will set the 
configuration between aperture and shutter speed to obtain the optimum result at the 
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environment while the picture was taken. As the altitude increases, the upwelled radiance is 






3 66 m 
Figure 4.15 Before and after calibration of the images. 
244 m 
427 m 
The camera will reduce the size of the aperture to reduce the amount of light coming 
into the film to prevent underexposed. Thus the amount of the reflectance from the field 
coming into the film will be reduced. Other possible reason is the developing process as the 
machine in the photo shop has its own automatic setting. At 153 meters above the ground, the 
color and the brightness of the before calibration figure (figure 4.16} 
~~ 
Before calibration 
Figure 4.16 Figures above are field only images. 
A, fter calibration 
is almost the same as the after calibration figure. This is true as when we look at the average 
of the cloths taken at ground level, 153 and 183 meters. They have almost the same digital 
number. However, at higher altitudes especially at 366 m and 427 m, there are more changes 
between before and after calibration figures. 
4.3 Region Selection 
The soybean field was 119 meters x 102 meters in dimension. In order to study the 
field, the field was divided into a "checkerboard" with 3 0 quadrats x 49 quadrats. 
(one quadrat 
Figure 4.17 Four rows of Soybean in one quadrat 
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Soybeans were only planted on the whole field. The black areas, which are bare soils on the 
image, were formed after the soybean plants were cut. Each quadrat had four rows of 
soybeans in 2 x 3 meter area. Four radiometer readings were obtained from the middle two 
rows of soybeans for each quadrat and they were taken on or close to the same day as aerial 
images. The four readings were averaged and these were used to represent each quadrat. The 
purpose of dividing the field into quadrats was to increase the accuracy of statistical 
comparison and efficiently compare radiometer readings with image information. For the 
image data, the quadrat regions were selected so that they could be compared to the 
corresponding radiometer data. Quadrat selection was accomplished in two ways: one was by 
using the software program Matlab and the other was by using ArcView software. 
4.3.1 Matlab 
A grid map was created using matlab based on the input pixel coordinate (Figure 4.15 
left). The input pixel coordinates are the corner points of each quadrats and selected 
manually. For each quadrat, only two input pixels were picked as a rectangular box can be 
drawn using upper left corner and lower right corner .points. There are 26 inputs for the first 
row and 25 input for second row. Then the grid was overlayed on the image so that the image 
could be divided into the small areas according to the grid. Each of the square box in the grid 
is called quadrat. Averaged values of the digital numbers were then calculated for the areas 
within the quadrat regions. This produced a single number for representing each quadrat. The 
grid map was then used for other images to extract the average value for each quadarat. 
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4.3.2 ArcView 
The other method was using ArcView to generate a more automatic grid map by its 
built in function to match the quadrats in the field (Figure 4.20 right). could 
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Figure 4.18 Snapshot of the dialog box to add new tool. 
Before this process be carried out, a special tool was loaded manually from the script 
named grdmaker.scp. An icon for the function was added in by double clicking the menu bar. 
A dialog window will be displayed (shown in Figure 4.17). A new icon can be added by 
clicking on the "Tool" icon. The function of the new icon can be loaded by double clicking 
the "Apply" row. 
A grid was made on the aerial image using the new tool that was just loaded (Figure 
4.17). In the procedure creating the grid on the image, the number of row and the number of 
column were filled in the dialog box. The corners of the grid were selected by clicking the 
mouse. The grid shown in the figure is an example and only covers part of the image. ~t has 
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51 columns and 15 rows. Then, the image was converted into the grid format according to the 
grid that was just made. Three new layers will appear on the left side of the image. The first 
layer is blue layer, second layer is green layer while third layer is red layer. 
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Figure 4.19 Snapshot of the image and the grid. 
The image was then summarized according to the grid using the ArcView function under 
analysis menu bar. A default table was created to display label, zone code, count, area, area, 
min, max, range, mean, standard deviation and sum (Figure 4.19). Mean category was picked 
as the average value to represent the each quadrat. The table was then exported as database 
file to Microsoft Excel. 
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Figure 4.20 Table that displaying the information of the image according to the grid. 
The average intensity for each band for each quadrate was then rearranged using Microsoft 
Excel. The values were used later for data processing and data comparison. 
In Figure 4.20a is the average intensity plot according to a red-band map after 995 
quadrats values were extracted (39 rows x 51 columns). The brighter spots represent the 
higher intensity/digital number on the map. The map was consistent with the color image 
especially the right upper corner where most of the plants were dried out. Once the plant 
dried out, more soil areas were exposed to the sensor and higher intensity in red band can be 
seen from the sensor. The black pixels that are between two brighter pixels every row are 
meaningless as they are mostly soil areas. These values were not taken into consideration in 
the map and they are displayed as black. To present the image in a more familiar form, the 
black boxes (Figure 4.22a) were removed and substituted by a new value obtained from the 
four-neighborhood method (Figure 4.22b). 
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Figure 4.21 Grid Map produced by Matlab (a) and grip map produced by ArcView (b) 
(a) 
Figure 4.22 Red band of the image map for 995 quadrats data 
(b) 
A three-neighborhood method was used for the border. The modified image is shown in 
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Figure 4.23 Four-neighborhood method. 
The value in the "black 
box" will be 22. 
On conclusion, this chapter discussed the problem that distorted the image in term of shape 
and intensity. The tilt angle which is the main cause for the shape distortion normally cannot 
be avoided due to the air current. The ground reference cloths method was used in this 
project to correct the intensity. However, at this moment, infrared images are not calibrated 
because no ground reference was used for near infrared band. Only color ground cloths were 
utilized. The color ground reference cloth will be a problem for calibration too if the image 
was taken at high altitude because the cloth cannot be seen at high altitude. In order to solve 
the problem at high altitude, atmospheric solution was proposed. The atmospheric solution is 
to develop a model to correct the distortion from the wave propagation approach and do not 
depend on the cloth on the ground. This approach will be carried out in the future work. The 
shape distortion was corrected using image processing method. The region selection method 
discussed in this chapter developed a grid data from an image so that the data can be 
extracted based on quadrats. The average image intensity (x) obtained from each quadrat then 
was regressed against the percentage reflectance measurement (y) obtained with ahand-held 
radiometer for each corresponding quadrat on each assessment date. 
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CHAPTER 5. LINEAR REGRESSION 
The multi-spectral radiometer used in this research has 8 filters at bands: 460 nm, 510 
nm, 560 nm, 610 nm, 660 nm, 710 nm, 760 nm and 810 nm whereas the images were only 
taken in the visible band and in the 810 nm infrared band. From the visible images, red green 
and blue bands were extracted. Due to the limited number of bands for the images, only four 
bands were used for comparing the radiometer to the aerial images. The 660 nm radiometer 
band was selected to compare with the image red band, 560 nm was selected to compare with 
the green band and 460 nm was selected to compare with the blue band. The 810 nm 
radiometer band was compared with the 810 nm image. The yield and nematode data were 
also used in the comparison to find the relation between yield or nematodes with the bands. 
A nematode reading was obtained by first using a machine to break the soil cores into smaller 
pieces. This aids in extraction, and also mixes the sample well. Secondly a machine called 
an elutriator was used to extract the cysts from the soil. It works by using the fact that the 
density of the cysts is somewhat less than that of the soil around them. Thirdly the cysts 
were ground to release the eggs within them, and finally the eggs were counted. For the 
yield data, soybeans were harvested and separated for each to quadrat. The soybeans were 
then dried. The temperature of the dryer was set to 27 °C and the beans were dried for 3 days 
until the moisture value dropped to 5 or 6 %. The soybeans were then weighted. All process 
related to nematodes were done in the Nematology lab in Bessey Hall at Iowa State 
University under supervision of Dr. Gregory Imo. Tylka. 
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5.1 Visible Band 
The processed images taken during the summer 2000 flights are shown in Figure 5.1. 
The planting date was May 23, 2000 and the harvest date was September 26, 2000. The first 
image was taken one day before planting day (day 143 of the year). Second image was taken 
3 S days after planting day, third image was taken 52 days after planting day and fourth image 
was taken 95 days after planting day. The field in the first image was mostly covered by 
~I~Iay 22, 2000 
August 25, 2000 
Figure 5.1 Color images 
June 29, 2000 
Sep 8, 2000 
July 13, 2000 
Sep 18, 2000 
bare soil as no planting had taken place. It looks brighter and yellowish because it was also 
covered by a lot of corn debris. The second image looks more brownish (soil) as some of the 
debris was washed out by rain. Some spots, which have a brighter color, have a higher 
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concentration of debris. After 52 days of planting, the crop could be seen from the air at 1200 
feet. The crop did not grow at the same rate of development throughout he season. Some 
areas, especially the middle part of the field, were still mostly covered by bare soil. This 
might be due to the soil-borne pathogens such as nematodes or soil characteristics (structure, 
fertility, soil moisture) that may impede crop development. The middle part at the fourth 
image also contained less plant crop biomass compared to other areas of the field which lead 
to lower crop yields. Most of the reflectance was due to the pigments in the plant leaves, 
chlorophyll. It absorbs energy in the wavelength bands centered at blue (450 nm) and red 
(about 670 nm) bands. Thus, the healthy plants is looked green to our eyes because of the 
high absorption of blue and red and relatively high reflectance in green band. However, if the 
plant has disease or is stressed, the growth of chlorophyll will be interrupted and the 
reflectance in the green band and the absorption in the red and blue bands will be reduced. 
That is why the plant becomes yellow or brown in color. 
5.2 IR Band 
The images in the visible band are useful for visualization. They will absolutely help 
to identify any area within the field that is suspected to have less healthy plants or lower 
GLAI. However, infrared band images can give more accurate results in detecting green 
pigment (chlorophyll) in the plant as chlorophyll is more sensitive to the near Infrared Band 
(NIR). It reflects about 40 to 50 % or the incident energy where it only reflects less than 10% 
in green band. In this case, it will have better contrast and more significant differences 
between stressed plants and non-stressed plants. There were no plants seen on June 15, 2000 
(figure 5.1). The ground is mostly bare soil. 
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August 25, 2ggq September 8, 2't~t~4 September 18, 24 
Figure 5.2 Plots above show the 810 nm information changes from August 2, 2000 until 
September 18, 2000 
There are two black stripes as there is less corn debris compared to the other areas in 
the field. From images on August 2, August 9 and August 25, 2000, we can see that the 
pattern actually matches the images in visible bands. The brighter spot shows that the plants 
are less stressed and have more green pigments. Three significant bright spots are in the 
lower left corner, lower right corner and upper right corner. 
The images are displayed in 2561evels of gray scale. The image on September 8, 
2000 is dimmer compared to the August 25 image due to senescence. Senescence is a form of 
aging leading to plant maturity and death. During that time, the chlorophyll content in the 
plant leaves drops dramatically and reduces the reflectance of radiation in the near-infrared 
region. 
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Radiometer vs Image Data 




Radiometer vs Image Data 




Figure 5.3 Relationship between radiometer data and image data 
~.. .; f 
After the extracting the data from the image, the average value from each quadrat was 
compared to the average value of radiometer data. There are total of 995 points in each field. 
Figures 5.3 show the sample patterns of the distributions of the points on two dates, August 
25 and September 8, 2000. The R2 value obtained on August 25 data after applying linear 
regression was 0.8267. The R2 for September 8 was even better (0.9121). This value can 
interpreted such that the 91 % of the radiometer data could be explained by the image data. 
The R2 values of the rest of the flights are shown in Figure 5.4. 
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Figure 5.4 R2 value for aerial IR images and radiometer data. 
~~o ~~o 
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There is a big gap between day 167 and 215 in Figure 5.4 because three IR films were 
accidentally destroyed by the photo commercial laboratory during the developing. However, 
based on the data collected in summer 2000, the coefficients of determination (RZ) are very 
high. This shows that the relationships between the radiometer and aerial images are very 
strong. This relationship is expected to be further improved by calibrating the infrared 
images. Calibration for infrared film will be carried out in future work. 
Among the image data obtained, the NIR narrow image band has the highest 
relationship with the 810 nm radiometer data. RZ values for visible bands do not show a very 
consistent result in the whole season (Table 5.1). The lowest R2 value was 0.1305 while the 
highest RZ was 0.8386. The value of 0.1305 might mean there is little relationship between 
radiometer and image data while value of 0.8386 indicates a pretty good relationship between 
radiometer and image data. 
One of the reason that the R2 values fluctuate in a big range is that the red, green and blue 
bands are not exactly in a narrow band while the radiometer data is at 460 nm, 560 nm and 
660 nm with bandwidths of ±7-14 nm (half power) each. 
Table S.l Determination of Coefficients for visible bands 
Red Band Green Band Blue Band 
Date Days RZ Days RZ Days RZ
29-Jun 181 0.3704 181 0.1342 181 0.1338 
13-Jul 195 0.76 195 0.661 195 0.4107 
2-Aug 215 0.4581 215 0.4133 215 0.5491 
9-Aug 222 0.6967 222 0.549 222 0.5038 
25-Aug 238 0.6165 238 0.3973 238 02792 
7-Sep 251 0.7356 251 0.1305 251 0.8167 
8-Sep 252 0.4605 252 0.274 252 0.8386 
18-Sep 262 0.4953 262 02762 262 0.5935 
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For image data, the pixel values obtained after digitalization are different from the relative 
reflectance in the radiometer. First, let us look at the color film structure. The basic cross-
sectional structure is shown in Figure 5.5. The top layer is a yellow dye-forming layer that is 
sensitive to blue light. The second layer is a blue blocking filter and the third layer is a 
magenta dye-forming layer that is sensitive to green and blue light. The fourth layer is a cyan 
dye-forming layer that is sensitive to red and blue light. The third and fourth layers do not 
detect blue light as it has been blocked at the second layer. 
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Figure 5.5 Generalized cross section for color film (Lillesand and Kiefer, 1999). 
Each of the layers has a different spectral sensitivity as is shown in Figure 5.6. The third 
layer, which controls the red light/band, has a broader range of sensitivity compare to the 
blue and green bands. For the magenta and cyan dye layers, the sensitivity overlaps a lot with 
other bands. For example, the green light passing through might activate the cyan dye as it is 
also sensitive to the green band. Thus, we know that the spectral sensitivities between the 
radiometer sensor and film are different. Now look at the scanner aspect. According to 
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Giorgianni and Madden (1998), scanner densities depend on the effective spectral 
responsivities, ESR(~,). 
~~ ~' Via: ^!4:'
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Figure 5.6 Spectral sensitivities of the three dye layers (Lillesand and Kiefer, 1999). 
The effective response is the product of the spectral sensitivity of the sensor and the spectral 
characteristics of the light source, lenses, mirrors and filters. Thus, 
ESR (a,) = S(~,)M(a,)L(a,)F(a,)Ssens(~) (5.1) 
where S(~,) is the spectral power distribution of the scanner light source, M(~,) is the spectral 
reflectance of a mirror, L(~,) is the spectral transmittance of a lens, F(~,) is the spectral 
transmittance of a filter of a particulaz channel and Ssens(~) is the spectral sensitivity of the 
sensor. A scanner uses three filters with maximum transmittance in the red, green, and blue 
regions of the spectrum. The bandpasses of three filters do not have sharp cutoffs, in fact 
there will be significant overlap between these regions. 
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In order to improve the R2 value for all the bands, the region selection process was 
reviewed. The ESRI software, ArcView was utilized in this process. The grid method was 
used to create a separate grid for each image to make sure that the grid covers the right 
location. Three grids were created separately for each image in order to have a better match 
with the quadrats (shown in Figure 5.7). The average pixel values were obtained for all the 
quadrats and only the specific 995 quadrats were extracted out for the correlation process. 
The initial region selection is called "square box" whereas the above description is called the 
grid method. The result for the IR data is shown in Figure 5.8 and the result for the visible 
bands are shown in figure 5.9. 
Figure 5.7 Three separate grid maps were created for each of the image taken on different 
date. 
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Figure 5.8 Initial method and reviewed method of region selection for IR data. 
From the plots, there is no significant improvement for R2 values either for the IR data. or the 
visible data. 
Besides reviewing the region selection, other indexes were also used to find better 
correlation between radiometer data. and image data. Normalized Difference Vegetation 
Index (NDVI) was used to reduce the error of the atmospheric effect by a ratioing method. 
Two types of NDVI were used: NDVI (green band) and NDVI (red band). 660 nm was 
chosen as the red band for the radiometer data and 560 nm was chosen as the green band for 
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Figure 5.10 R2 for two types of NDVI between radiometer data and image data. 
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The expressions 
NDVI (green band) _ (Green band - NIR band) / (Green band + NIR band) 
and 
NDVI (red band) _ (Red band - NIR band) / (Red band + NIR band). 
(s.2) 
~s.3~ 
From figure 5.10, the NDVI (green band) has a higher relationship compared to the NDVI 
(red band). However, the NDVI (green band) only improved RZ compared to the original IR 
data correlation during the middle of the season. 
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CHAPTER 6. YIELD DATA AND ITS CLASSIFICATION 
6.1 Linear Relationship between Yield and Remote Sensing Data 
How well the yield, radiometer, image and NDVI data can be fit with linear 
regression was assessed (see Figure 6.1). Yield has a very strong linear relationship with 810 
nm radiometer data, infrared image data and NDVI at the middle of the season. The 
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Figure 6.1 The coefficient of determinations were obtained from the linear regression of yield 
and radiometer data. (a), yield and image data (b) and yield and NDVI (c). 
6.2 Classification 
The yield data were arbitrarily divided into three classes. Class 1 (low yield) contains 
the yield in a weight range from 1 to 380 g, class 2 (medium yield) contains the yield from 
381 to 768 g while class 3 (high yield) contains yield from 769 to 1140 g (Table 6.1). 
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Table 6.1 The distribution classification of the yield data in the three classes. 
Classes From Yield Data 
Classes Yield (Dry weight, g) Number of quadrates Percentage 
Class 1 1 - 380 g (Low Yield) 64 6.4 
Class 2 381 - 768 g (Medium Yield) 752 75.6 
Class 3 769 - 1140 g (High Yield) 179 18 
6.2.1 Boundary Decision 
The boundary classification was carried out for the IR band. The yield was classified 
as stated in Section 6.2. Decision boundaries were made for a113 classes on September 8 
data. September 8 data was picked as the determination coefficient between radiometer and 
image data was the highest. The boundaries were used for August 2, August 9 and September 
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Figure 6.2 Second order polynomial fit for season coefficient, k (a). Boundaries plot for 
3 yield classes (b). 
~o 
Season coefficient, k — max(radiometer data) 
255 
(6.i~ 
The other season coefficients were obtained from the polynomial fit line (Figure 6.2a). The x 
value in the equation is the days after the planting date. The season coefficients were low at 
the beginning and the end of the season as the percentage of the reflectance was low 
according to radiometer data. A plot was made (Figure 6b) of the three classes. The abscissa 
is a running total of each point in a class. The numbering for each class started at "data 
count" 1. A boundary is the average value of the highest value from lower class and the 
lowest value from the higher class (Figure 6.2b). The values lying below the lower boundary 
were classified in class 1, the values lying above the lower boundary and below the upper 
boundary were classified in class 2 and the values lying above the upper boundary were 
classified in class 3. Table 2 shows the result of the boundary classification of 4 dates. 
Table 6.2 Boundary classification results 
Data 
Number of Quadarts in each Classification 
1 - 380 g 
(Low Yield) 
381 - 760 g 
(Medium Yield) 
761 -1140 g 
(High Yield) 
Actual Yield Data 64 752 179 
August 2, 2000 2 322 671 
August 9, 2000 24 384 587 
August 25, 2000 25 390 580 
September 8, 2000 51 778 166 
The number of the quadrats within each class changed during the season. From the 
result (Table 6.2), we can see a trend in the low, medium and high yield classes. More and 
more quadrats fell into the low yield class and medium class when the date was approaching 
the harvest date. Many of the quadrats switched from high yield to medium yield class on 
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September 8. This might be due to the growth of the plants. The predicted high yield areas 
had a fast growth at the beginning of the season and caused the quadrats to fall in the high 
yield category at the beginning of the season. However, the growth reduced at the end of the 
season and the yield obtained was not as expected. Thus, many quadrats fell into the medium 
yield class. The predicted locations for low, medium and high yield were quite accurate 
based on the actual yield distribution for the field. This can be seen from Figure 6.3. 
6.2.2 Fuzzy Classification 
Fuzzy Classification (Wang, F., 1989, 1990a, b, 1991) was also applied to the yield 
(Chong, 2001). The advantage of using a fuzzy method is that it includes the sub-pixel 
analysis. The result of the classification can be expressed in the membership scale from 0 to 
1. Two bands (red and IR bands) were used in the fuzzy classification. Fuzzy means and 
covariance matrices are the main components to carry out the analysis in the fuzzy 
classification. 
Fuzzy logic was used to compute fuzzy means and covariance matrices. The fuzzy 
mean was expressed as 
n 
fc( Xi) Xi 
* _  i=1 
c n 
i=1 
where n is the total number of sample pixel collected in class c, f~(x) is a scalar number to 
represent the membership function for class c, and xl is a sample pixel measurement column. 
vector (1 <_ i < n) and contains the 4 features image bands. 
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Figure 6.3 Yield Classification Map using the boundary method. Each white square is 
a classified quadrat in its actual location in the field. The first row is for 
August 2, 2000, the second row is for August 9 (second row), the third 
row is for August 25, the fourth row is for September 8 and the fifth row 
is for actual yield map. 
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When calculating the fuzzy mean for class c, a sample pixel measurement vector x is 
multiplied by its membership grade in c, f~(x) before being added to the sum. The fuzzy 
covariance, ~c* is a square matrix and is computed as: 
n 




(xl-µ ~ *) (xi-µ ~ *)T will produce a square (2 x 2 in the current case) matrix. It was then 
multiplied by a membership function for class c before being added. When f~(x) = 0, the 
sample pixel measurement has no relationship with the class at all whereas when f~(x) = 1, 
the sample pixel is purely from class c. 
A fuzzy set is characterized by its membership function. A membership function 
must be defined for each class for each pixel in the training before performing a fuzzy 
partition on a spectral space. To increase the accuracy of the membership function, the study 
area was visited to obtain the ground truth data. If the pixel contains 10% crop and 90% soil, 
the membership function will be 0.1 for the crop class and 0.9 for soil class in the training 
data. After obtaining the membership function, fuzzy mean and fuzzy covariance, the 
following equation was executed to find the new membership function for .all the classes for 
an unknown pixel. 
f~ (x) =  P̀ ~X~ where P~ (x) =  N
1'~ (x) (2n) 2 E~ ~_~ 
1 * T * _1 
1 exp ~ — (x _ ~~ ) (~~ ) (x ~ ~~ ) _ z 
2 
where ~T is the dimension of the pixel vectors, m is the number of predefined classes, and 
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1 <_ i <_ m. f~(x) increases exponentially with the decrease of (x-µ ~ *)T E* -1 (x_µ ~ `)• 
m 
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membership assigned to the training class is shown in Figure b.5. The shape used for the 
membership functions is triangular. The crossover point between two classes happens when 
the membership value is 0.5. The distribution of the training data is shown in Figure 6.5. 
7s 
Class three (Low Yield) with blue in color is totally separated from the other two classes. 
Medium yield class (green) and high yield class (red) are overlaping. 
The results of the classification using a fuzzy system are shown in Figure 6.6. As 
mentioned earlier, the advantage of using fuzzy system is the sub-pixel analysis. The 
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Figure 6. S Membership values for training classes. 
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the membership grades are expressed in images with a grayscale from 0 to 255 scaled to 0 to 
1 because the membership grades range from 0 to 1. Areas with a value 1 or pure white 
means the area has the highest characteristic of the class whereas value 0 or pure black 
represents the lowest characteristic. From the three classes, we can see the gray color of some 
quadrats, which is in middle range (0.3-0.7) of the membership scale. However most of the 
quadrats' values are either extremely towards value 0 or extremely towards value 1. Gray 
color in middle range can only be seen at the boundary between classes. 
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Figure 6.6 Yield Classification Map using the fuzzy method. Each white square is a 
classified quadrat in its actual location in the field. The first row is for 
August 2, 2000, the second row is for August 9 (second row), the third row 
is for August 25, the fourth row is for September 8 and the fifth row is for 
actual yield map. 
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From the results, we can see that three classes were separated relatively well. For low yield 
class (class 1), not many areas have really low yield. However, the medium class (class 2) 
has the most areas compared to other classes. High yield areas for class 3 only occur at 
certain parts of the field such as the lower and upper right corners. 
As a conclusion, the fuzzy system method produced a better classification especially 
the middle of the season. The health of the plant is highly related to the yield. A healthy plant 
will produce relatively high yield at the end of the season according to the structure and 
weather condition of the location. If the low yield can be known or predicted, scouting or 
field observations can be carried out to assess the plant health condition. 
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CHAPTER 7. CONCLUSIONS AND FUTURE WORK 
7.1. Conclusion 
The 810 nm IR band images have a high correlation with 810 nm radiometer data. 
The correlation varies from time-to-time within a season. The minimum R2 value was 0.59 
and the maximum R2 value is 0.9121. The highest correlation occurred during the time that 
plants approached maturity. Three datasets (three rolls of film) were lost due to a technical 
mistake in the developing process. Thus, the conclusions can be only based on the late season 
data. With the high correlation, the aerial images have high possibility to replace radiometer 
data to access plant health and yield as the radiometer data has high correlation among plant 
health, GLAI and yield. The classification method would be helpful to farmers in 
determining which part of their fields is low yield and immediate action or scouting can be 
taken to improve the health of the plant and increase the yield. The classification approach 
can be used to predict the yield distribution in the field after the data is normalized. All the 
results obtained can be effectively helpful in decision-making in precision agriculture where 
remotely-sensed images can clearly illustrate the spatial and temporal pattern of plant stress 
at a spatial resolution that allows the farm producer and or crop consultant to cost-effectively 
deploy a crop management tactic. Remote sensing and Geographic Information Systems 
technologies also can be combined to develop methods and models that accurately quantify 
and map plant stresses or yield in soybeans. 
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7.2. Future Work 
7.2.1. Aircraft Imaging Platform 
An automatic imaging system is being developed. The system is designed to provide 
guidance for the pilot and users. It also provides automatic control for hardware and software 
to capture specific photographs of land features during flights. The device will be flown 
together with the aircraft. The system will have the capability of receiving GPS coordinates, 
overlaying the GPS coordinates on recorded video images of a flight, relaying the GPS 
coordinates serially to a laptop computer, and controlling a set of still-frame cameras used to 
capture visible and infrared spectrum photographs. Both GPS and DGPS data will be 
gathered to increase spatial resolution. This will allow for a more precise designation of 
points that are above the desired region to be photographed. The equipment involved in the 
system are GPS-DGPS receivers, still cameras, video camera, video digital overlay (VDO), 
monitor, VCR and camera mounts. A gyro system will also be attached to the system to 
detect the pitch and roll of the plane while the photos are taken. The interface of the program 
needed to be improved to assist the pilot more effectively. The current layout is shown in 
Figure 7.1 and the suggested layout is shown in figure 7.2. Four points of the field corners 
are included in the interface so that it will give the pilot a better view of the triggering area. 
The radius of triggering will also be included. 
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Figure 7.1 Current Interface Layout Figure 7.2 Suggested Interface Layout 
7.2.2 Hyperspectral Data 
Currently, we only have 8 bands of radiometric data, 1 narrow IR band, and three 
wide visual bands for aerial images. Hyperspectral data will be obtained to explore the 
relationship between plant condition and other bands. Hyperspectral data can be obtained by 
using an imaging spectrometer. For a satellite platform, Hyperion is one of the sources to 
obtain hyperspectral data. It was launched on November 21, 2000. Hyperion provides a high 
resolution hyperspectral imager capable of resolving 220 spectral bands (from 0.4 to 2.5 µm) 
with a 30 meter resolution. The instrument can image a 7.5 km by 100 km land area per 
image and provide detailed spectral mapping across a11220 channels with high radiometric 
accuracy. 
7.2.3 Satellite Images 
Satellite images will be obtained to investigate the correlation among satellite images, 
aerial images and radiometer data. Satellite images can be obtained from one of the best earth 
resource satellites: Landsat 7 which is the latest member of the Landsat family launched into 
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orbit on April 1 S, 1999. The Landsat 7 system offers the capability to monitor various 
processes on a global scale, such as the types of vegetation and its change; patterns of 
deforestation; agricultural land use and etc. The newer Earth-observing sensor is the 
Enhanced Thematic Mapper Plus (ETM+) with an eight-band multispectral scanning 
radiometer capable of providing high-resolution. It detects spectrally filtered radiation at 
visible, near-infrared, short-wave, and thermal infrared frequency bands from the sun-lit 
Earth (figure 7-4). Each scene cost $600. 
Table 7.1 ETM bands and resolution 
ETM+ 








0.520-0.900 (pan) 15 
With a low budget, another satellite, Terra, can be explored. It was launched in 1999. 
Images obtained from two instruments (ASTER and MODIS) on Terra are free of charge. 
They can be downloaded from the website (http://edcdaac.usgs.gov/) or FTP sites. However, 
the conversion from the original format to a format that can be recognized by commercial 
software is more complicated on a PC platform. No standard commercial conversion 
software is available yet. Advanced Spaceborne Thermal Emission and Reflection 
Radiometer (ASTER) has three scanners operating in the visible and near, middle and 
thermal IR and with 15 to 90 m resolution. Moderate Resolution Imaging Spectro-
82 
Radiometer (MODIS) has thirty six channels imaging spectrometer with 250 to 1 km 
resolution. 
7.2.4 Digital Sensors 
We used an automatic camera with a 35-mm lens to acquire the aerial images data in 
this project. The films were sent to a commercial photo laboratory for development. The 
machine that used to develop the film automatically makes adjustments while developing the 
film to obtain the maximum quality of the prints. Therefore, the brightness and contrast of 
the image setting are not constant from date to date or film to film, as the machine will 
automatically try to find the optimum quality to produce the prints. This will lead the data 
processing into the wrong conclusion. A digital camera is a good approach to avoid the film 
processing and data can be transmitted to ground station if necessary. 
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