Abstract-Heterogeneous systems provide new opportunities to increase the performance of parallel applications on clusters with CPU and GPU architectures. Currently, applications that utilize GPU devices run their device-executable code on local devices in their respective hosting-nodes. This paper presents a package for running OpenMP, C++ and unmodified OpenCL applications on clusters with many GPU devices. This Many GPUs Package (MGP) includes an implementation of the OpenCL specifications and extensions of the OpenMP API that allow applications on one hosting-node to transparently utilize cluster-wide devices (CPUs and/or GPUs). MGP provides means for reducing the complexity of programming and running parallel applications on clusters, including scheduling based on task dependencies and buffer management. The paper presents MGP and the performance of its internals.
I. INTRODUCTION
Heterogeneous computing systems provide an opportunity to dramatically increase the performance of parallel and HighPerformance Computing (HPC) applications on clusters with CPU and GPU architectures. This can be accomplished by combining General-Purpose GPU (GPGPU) and traditional multi-core CPUs. However, without simple programming models and adequate run-time environments, the complexity required to modify serial code so that it runs in parallel is very high. This stems from the complexity of partitioning the CPU program (parallelization); developing and optimizing the device executable code; and managing the synchronization between the low level code and the program.
Development of parallel applications is usually simpler in OpenMP [1] than in MPI [2] , mainly because OpenMP, as opposed to MPI, supports shared-memory, multi-threads and fine granularity. However, pure OpenMP is confined to a single computer, while MPI can be scaled up to a large number of nodes. Modifying serial to parallel code usually requires more changes in MPI and thus more programming efforts. Nevertheless, the ability to run HPC applications on low-cost clusters makes MPI more popular. Indeed, MPI is being used by several projects that are developing GPU clusters [3] , [4] and TSUBAME [5] , which uses OpenMP within each node.
The main challenge of GPGPU computing is the development and optimizations of device executable code, to exploit high degree of parallelism.
Developers can choose between the OpenCL standard programming environment [6] , which allows applications to run across GPU and CPU platforms of most vendors; or a vendor specific programming environment, such as CUDA [7] , [8] . Currently, most applications, including MPI applications that utilize GPU devices, run their kernel-code on local devices where their CPU programs were started. This paper presents the Many GPUs Package (MGP) that can run extended OpenMP, C++ and unmodified OpenCL applications transparently on clusters with many GPU devices. MGP is geared to simplify the development of parallel programs and to reduce the management complexity needed to run these program on a cluster. For convenience, programs are provided with a simple API and the impression of a single host with many devices (single-system image). To achieve these goals, we implemented an extended OpenMP API above our own C++ API and a version of OpenCL that allows applications to transparently utilize cluster-wide devices (CPUs and/or GPUs). With MGP, users can start a parallel application on a (hosting) computer, (which could be the user's workstation, a cluster's node, a server, etc.), then MGP manages and transparently runs the kernels of the application on different nodes of a cluster, just like MPI.
Two approaches exist for harnessing the benefits of both the OpenMP and MPI models for running parallel programs on clusters. One approach uses MPI on top of OpenMP: MPI distributes tasks to cluster-nodes, while OpenMP distributes the tasks further within each node. In the second approach, OpenMP establishes a cluster-wide Distributed Shared-Memory (DSM), which is implemented using MPI [9] . While the second approach is attractive due to OpenMP's ease of programming, its main disadvantage is the complexity and overhead to support DSM in large-scale configurations. MGP introduces a new, MOSIX-like [10] , [11] approach. It runs the CPU part of the application on a single node, thus avoiding the problems associated with DSM; and the GPU kernels on cluster-wide devices. As such, MGP gains the reduced programming complexity of OpenMP, as well as concurrent access to devices in many nodes, as in MPI. Note that MGP can still be combined with MPI, by allowing each MPI task that runs on a satellite node to utilize cluster-wide devices.
We believe that our approach can benefit most users due to the availability of low-cost multi-core computers, with large shared-memory that can utilize cluster-wide (CPU and GPU) resources transparently. As we shall show, the overhead implied by MGP is reasonable for most non interactive applications.
MGP has two layers. The MOSIX VCL layer, described in Sec. II, is an implementation of the OpenCL specifications and a set of OpenCL extensions that allow unmodified OpenCL applications to transparently utilize many devices in a cluster. This layer also provides a run-time environment to the API layer in which all the cluster devices are seen as if they are located in the hosting-node. The API layer, described in Sec. III, provides an extended OpenMP APIs for writing applications that run kernels on many devices. The implementation of this API is based on a C++ library, which also provides a scattergather API. Parallel applications that are developed using the APIs are provided with an easy-to-use task-based run-time environment for transparently running tasks on many devices. Such applications are also provided with queueing, scheduling based on task dependencies and buffer management services.
To test the performance of MGP, we used various tests, mostly applications from the Scalable HeterOgeneous Computing (SHOC) benchmark suite [3] . Briefly, SHOC contains OpenCL applications that test the performance and stability of GPUs and multi-core processors. The cluster version of SHOC uses MPI to distribute tasks to nodes in a cluster.
The tests were performed on a cluster with (Intel 4-way Core i7 CPU) nodes connected by a Quad Data Rate (QDR) Infiniband, each with an NVIDIA GeForce GTX 480 (Fermi) GPU; and workstations (Intel Core 2 Duo CPU) without GPUs, that were connected to the cluster by a 1Gb/s Ethernet. Each test was conducted 5 times and the average result is presented.
The paper presents the layers of MGP and their performance. Related works are described in Sec. IV and our conclusions in Sec. V.
A. Definitions
The following terms, which are related to many devices in a cluster, are used throughout the paper:
• GPGPU (GPU): a general-purpose graphic processing unit capable of running device specific code.
• OpenCL device (device): any CPU or GPU that is supported by the locally installed OpenCL drivers.
• Hosting-node (host): a computer, often a workstation, with or without GPUs, on which applications are started.
• Node: a computer with one or more OpenCL devices.
• GPU cluster (cluster): a collection of nodes, usually servers, each with one or more GPU devices. • GPU task (task): an instance of device executable code (kernel), its arguments and the input and output memoryobjects that it requires.
• Heterogeneous application (application): an executable that includes both host and device code. It starts by running CPU code on the hosting-node, then runs tasks on local or non-local (remote) devices.
II. THE MOSIX VCL LAYER
This section presents a MOSIX-like [10] cluster-wide Virtual implementation of OpenCL (VCL) that allows unmodified applications to transparently utilize many OpenCL devices (CPUs and/or GPUs) in a cluster. This is accomplished by a run-time environment in which all the cluster devices are seen as if they are located in each hosting-node -applications need not to be aware which nodes and devices are available and where the devices are located. The resulting platform benefits OpenCL applications that can use multiple devices concurrently.
Applications may create OpenCL "contexts" that span devices on several nodes; or multiple contexts each with the devices of a different node; or a combination of the above. Another alternative is to split job(s) into several independent processes, each running on a different set of devices. Applications may be specific about which devices they include in their contexts, but for the benefit of completely unmodified applications, we also allow environment-variables to control the device allocation policies. By default, each context that is created includes all the devices of a single node.
Remote nodes perform OpenCL functions on behalf of application(s) on the host(s). In order to support application concurrency on different devices, our implementation is fully thread-safe (even though this is not a requirement of the OpenCL specifications). VCL communicates between hosts and remote nodes using standard TCP/IP sockets. When running OpenCL on remote devices, network latency is the main limiting factor: we therefore attempt to minimize the number of network round-trips for existing applications, to the extent possible without compromising the compliance to the OpenCL-specifications. In order to improve performance beyond the limitations of the OpenCL specification, we also designed a set of extensions that allow a fully programmable sequence of kernels (for example, running two different kernels alternately N times) to be run at once on remote devices, often with just a single network round-trip.
Our implementation supports, and can even mix, different devices from all vendors (as long as the corresponding OpenCL libraries are installed). We note that our implementation supports almost all the OpenCL library calls, with the exception of direct mapping of device memory (the "clEnqueueMapBuffer" and the "clEnqueueMapImage" functions) that is unsuitable among disjoint nodes.
A. Raw Performance of the MOSIX VCL Layer
The differences between running kernels on local devices using the "native" OpenCL library vs. running kernels using MGP on local and remote devices, are the overhead of the MGP management and the network delay when accessing remote devices.
To find these differences, we compared between the time required by an application to run a sequence of identical kernels using the native OpenCL library and the times to run the same kernels using the MGP VCL layer on local and remote devices.
Overhead to Start Kernels
The first test measured the net time of running 1000 minimal kernels on a designated (local and remote) device. The time to compile the program and to copy buffers to/from the device was deliberately excluded.
The results, for buffer sizes ranging from 4KB -512MB are shown in Table I : Column 1 lists the size of the buffer that is passed to the OpenCL kernel. Column 2 shows the native OpenCL library times. Columns 3 shows the times to run the kernels with MGP on a local device and Column 4 the difference (Diff.) between Column 3 and Column 2; Column 5 shows the times to run on a remote device and Column 6 the difference between Column 5 and Column 2. From Table I it can be seen that the difference between the local/remote times and the corresponding native times are consistent, small constants for all buffer sizes. Since this constant is the net time to start 1000 kernels, it follows that starting a kernel by the VCL layer on a local device takes on average ∼33μs longer than by the native OpenCL library; and ∼85μs longer on a remote device, a reasonable overhead for most parallel, including HPC applications.
Multiple Devices vs. Many Devices
We repeated the above test with different combinations of 2 -4 devices, some combinations on a single remote node and others on several remote nodes simultaneously. The results showed no significant differences compared to a single remote device.
B. Performance of the MOSIX VCL Layer
To test the performance of the VCL layer, we used the two dimensional Fast Fourier Transform (FFT) from the SHOC benchmark. This test consists of three-phase iterations on a 100MB buffer: FFT, inverse FFT and data comparison [3] . Due to the relatively short run-time of each iteration, we ran the program with 1,000 -8,000 iterations. Fig. 1 shows the run-time overhead (in %'s) of the FFT program using the VCL layer on a local and a remote device, compared to the "native" OpenCL library run-time on a local device. Note that the remote times include a one time buffer copy. From the obtained results it follows that for this test, the average overhead of the VCL layer on local/remote devices are 0.31%/2.73% respectively.
III. THE API LAYER
This section describes a simple C++ API for writing parallel applications that can transparently run kernels on many devices. This API is implemented by the Many-GPU Library (MGL). Devices are automatically detected so that applications need not refer to devices at all. We also describe a slightly modified extended OpenMP API based on the suggestion by Ayguadé et al. [12] . These extensions are translated at parse time to the C++ API. Both the C++ and the OpenMP APIs are task-based, where tasks are currently written as OpenCL kernels [6] . Support for CUDA [7] and DirectCompute [13] can also be added. The API layer also includes a runtime environment that provides queuing, scheduling, buffer management, handling dependencies between tasks and other services.
A. API for C++ Applications
The C++ API is designed to be simple, yet sufficiently powerful to develop parallel applications for many devices. It also supports other advanced features such as scatter-gather, profiling and debugging.
The object-oriented API for C++ programs includes three basic classes: context, task and buffer. Their methods are shown in Table II. The MGL::Context class initializes and destroys the library run-time environment. One parameter of CreateContext is the type of backend, e.g. OpenCL or CUDA. The HasBackend function checks whether a specific library backend is available. The Enqueue method queues a task, without requiring the program to specify a device.
The MGL::Task class is a logical representation of a (GPU) task. The basic task class includes information about the kernel and its I/O buffers. The MGL::Task class may be extended to include multiple kernels or implement advanced algorithms, such as scatter-gather. The MGL::Buffer class is a backend-independent container for the task buffers that handles data locking. The Buffer class makes it unnecessary to manually allocate, copy and release memory buffers on devices.
B. OpenMP Extensions for Many-GPUs
This section describes an implementation of OpenMP-like directives, based on the heterogeneous architecture extensions of OpenMP suggested by Ayguadé et al. [12] .
The syntax of the first directive is:
This directive appears before a kernel written in lang, e.g., OpenCL, where the kernel is identified by name. The syntax of the second directive is:
This directive runs the task specified in the subsequent line. The global dimensions of the kernel are (x,y,z) and its local dimensions are (x2,y2,z2). Note that the local argument was added to the syntax suggested by Ayguadé et al. [12] , to support work-groups. The syntax of the third directive is:
This directive waits for all the currently running tasks in this OpenMP scope to finish. Our implementation of the OpenMP extensions statically analyzes the code for the above directives. The code is then parsed into valid OpenMP code and the corresponding library calls. This code is then compiled by an OpenMP supporting compiler, such as GCC or ICC.
C. The Scatter-Gather API
The Scatter-gather feature allows buffers to be divided into disjoint segments that can be transparently scattered to multiple devices, along with the same kernel. The underlying mechanism provides subdivision; boundary exchange and memory I/O optimizations.
Briefly, a segment is a contiguous portion of a buffer. The scatter operation splits a task into several sub-tasks, so that each sub-task operates on segments of one or more buffers using the same kernel. The reverse operation, gather, combines all the segments of scattered buffers after completion of the sub-tasks. A boundary is a type of segment that represents data required by other (typically adjacent) sub-tasks. Exchange is an operation performed when a scatter-gather task with multiple steps (iterations) swaps pre-defined boundaries among subtasks, between iterations. The scatter-gather API is described in Table III . The ScatterHandler interface was designed to provide programs with fine control over scatter-gather features such as boundary exchange. This abstract class can be used for defining various scatter-gather patterns of data structures. For example, we implemented an ImageScatter class that splits an image to several two-dimensional blocks.
The class ScatterTask implements all of the methods defined in Task. Internally, queueing a ScatterTask (using Context::Enqueue) split it into sub-tasks, with appropriate dependencies. The sub-tasks are tasks in themselves and are placed in the queue. The Exchange method causes each sub-task to receive its boundaries from other sub-tasks. Gather waits for all the sub-tasks to complete, then collects the resulting buffers. GetRuntime returns the sum of all the sub-task run-times.
The ScatterHandler interface includes the methods required to define the scatter and exchange operations. It is designed to be as flexible as possible and it utilizes two data structures: Segment and Boundary. A Segment contains the global offset in the buffer, its local offset in the sub-buffer and its size. The GetReadSegment/GetWriteSegment methods return the read/write segment of a given sub-task. A boundary required for an exchange is represented by the Boundary class. Note that a sub-task may require more than one boundary per exchange. For example, the ImageScatter class requires four boundaries, one for each edge.
D. Example of C++ vs. OpenMP
An example of code that uses MGL is shown in Fig. 2 . The top block shows how a kernel is defined in C++ (on the left) and OpenMP (on the right). Observe that in C++, the kernel code is a string, while in OpenMP it is not.
The mid-left block shows how to queue a simple task in C++. To create a Task object, the user provides the constructor with a kernel, compile arguments and I/O buffers. The task is then queued using Enqueue; and automatically assigned to an available (free) device, on which it runs asynchronously. In the corresponding OpenMP version, the context, buffers and tasks are automatically created. The programmer only has to specify the "task" directive.
The lower block shows how to wait for a task and destroy the MGL context. In the C++ version (on the left), the program can either Wait for the task, or run it in the background and check its state (using GetState). Note that the Buffer data can only be read by the program after the task has finished and the data was received (using the GetData method). In the corresponding OpenMP version, the "taskwait" directive must be called before the program can read the output buffers.
E. Performance of API Layer on a Cluster
To show the performance of the API layer on a cluster, we ported the SHOC FFT program to the MGP environment, without modifying the OpenCL kernel. The layout of the program is shown in Fig. 3 . Its implementation in C++ takes 159 lines.
The program was started by creating a 256MB buffer in one node, then it used the single-queue to launch independent sets of kernels on (local and remote) nodes, implicitly copying the buffer to each device along with the first kernel. The results are shown in Table IV . Column 2 shows the native FFT run-times on a local device. Columns 3 is the total run-times, including the buffer copies, on 4 nodes; Column 4 is the speedup, obtained by the ratio between Column 2 and Column 3; The corresponding results for 8 nodes are shown in Columns 5 and 6. From the results we can see a gradual increase in the speedups along with the increase in the size of the cluster and the number of iterations.
In comparison, the MPI run-times of the original SHOC FFT program were nearly identical to the run-times on a local device (shown in Column 2). However, the SHOC FFT test uses random values in order to avoid buffer transfers over the network. We note that the MPI implementation takes 325 lines.
F. Performance of the Stencil2D on a Cluster
This section presents the ease of programming and the performance of the scatter-gather API using the Stencil2D parallel application from the SHOC benchmark. Stencil2D runs a standard two-dimensional 9-point stencil calculation, performing a weighted average with varying cardinal, diagonal and center weights on each matrix element [3] . The SHOC kernel computes the stencil for one matrix element per workitem; buffer transfers are optimized by swapping the source and destination matrices after each iteration.
The SHOC MPI implementation divides the matrix into a grid of square blocks. Each node then runs one iteration on its block and exchanges the boundaries. To simplify the boundary handling, the current implementation copies the entire block to/from the host for each iteration. Upon completion, the matrix is gathered from all the satellites. We note that the MPI implementation takes 655 C++ lines. Stencil2D was implemented in MGP, without modifying the SHOC kernel. In this implementation, the matrix is divided into contiguous horizontal stripes. Initially, the application scatters the buffers using stripe ScatterHandlers. Each sub-task runs one iteration on its stripe, then exchanges its boundaries with its neighboring sub-tasks (using Exchange). After the last iteration, Gather collects the resulting matrix. The layout of the MGP program is shown in Fig. 4 . Its implementation in C++ takes 64 lines of code.
We ran Stencil2D on a 8Kx8K (64 million elements, 256MB) matrix for 1,000 -8,000 iterations. Due to overhead of the boundary handling in the SHOC MPI implementation, we ran only the non-MPI (single-node) SHOC implementation, which does not include buffer copies over the network nor boundary exchanges. We then ran the MGP implementation with 2, 4 and 8 stripes, where each stripe ran on a different node, including the local node, and boundary exchanges were conducted by scatter-gather. The results are presented in Fig. 5 . From Fig. 5 it can be seen that MGP can efficiently handle a large number of kernels, with a fixed run-time per kernel for each number of stripes, regardless of the number of iterations. Also, from the obtained results it follows that the MGP speedups for 2, 4 and 8 stripes vs. the single-node SHOC, gradually increase from 1.43, 2.09 and 2.37 respectively for 1000 iterations to 1.66, 2.67 and 3.34 respectively for 8000 iterations.
In a followup test, we ran the same test on a 16Kx16K (256 million elements, 1GB) matrix, where the memory allocation for the source and destination matrices exceeded the available memory in any one device, so the test could not be performed on a single device. The obtained results showed the same patterns as in Fig. 5 .
IV. RELATED WORK
A survey of parallel programming models, including OpenMP, CUDA and MPI, was presented by Kasim et al. [14] . MGP is an extension of the OpenMP programming model, which allows running of GPU code in a simple, OpenMP-like manner. Another set of extensions to OpenMP were proposed in OpenMPD [15] , a directive-based data-parallel extension for distributed memory systems.
Running OpenCL programs on clusters was done by CLuMPI [16] by using MPI as a networking back-end. CLuMPI runs unmodified OpenCL programs on a cluster (CPU only), turning each cluster node into a device. It is also able to spread OpenCL work-groups of one kernel to an entire cluster. Running CUDA programs on clusters was done by CUDASA [17] and rCUDA [18] .
To test MGP, we used the the Scalable HeterOgeneous Computing (SHOC) benchmark suite [3] , which tests the stability and performance of GPU devices and other architectures using OpenCL.
GPU clusters for HPC are now increasingly being used, most are based on MPI and run CUDA applications on local devices [4] . Others, such as MITHRA [19] uses Hadoop [20] to distribute CUDA applications. Mixed MPI/OpenMP cluster packages, such as TSUBAME [5] , use MPI to distribute tasks among different nodes, then OpenMP within each node.
An outline of parallel programming models for hybrid MPI/OpenMP on clusters was presented by Rabenseifner et al. [21] .
V. CONCLUSIONS AND FUTURE WORK
Advancements in GPGPU processors offer new opportunities to increase the performance of parallel applications on large-scale clusters. Users are provided with programming environments and SDKs that can ease the use of GPU devices on a single node, but were not specifically designed to run parallel applications on clusters.
The paper presented the Many GPUs Package (MGP) that allows parallel OpenMP, C++ and unmodified OpenCL applications to transparently run on many devices in a cluster. MGP combines the ease of OpenMP programming with task level services such as queuing, scheduling and scatter-gather, for efficient utilization of cluster-wide GPU devices (and possibly also of OpenCL enabled CPUs). Evaluating the performance of parallel applications with MGP shows that running parallel kernels efficiently on remote devices in a cluster is quite feasible. MGP should be able to support large-scale high-end parallel computing applications.
Based on our experience, an ideal cluster for running massive parallel and HPC applications with MGP would be a collection of nodes, each with several GPUs, connected by a low-latency, high-speed network. The hosting nodes should be high-end with a large memory.
The work described in this paper could be extended in several directions. First, it would be interesting to include the extended OpenMP API in existing compilers. It would also be interesting to add support for scatter-gather in the OpenMP standard itself.
For better support of GPU computing on clusters, it is important to develop MOSIX-like algorithms for dynamic resource management, load-balancing, task priorities, fairshare and a method for choosing the "best" device [10] , [22] . It is also important to add network optimizations, such as support for direct exchange of boundaries among different devices in the scatter-gather mechanism.
Followup projects that we are considering include the use of Map/Reduce [23] to extend our API; porting of MGP to CUDA [7] and DirectCompute [13] and upgrade to the latest OpenCL specifications.
MGP is currently implemented for Linux platforms. A production version will be incorporated with the MOSIX cluster management distribution [11] .
