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Abstract. Measurements are presented of the inclusive 
distributions of the J/~b meson produced by muons of 
energy 200 GeV from an ammonia  target. The gluon 
distribution of the nucleon has been derived from the 
data in the range 0.04 < x < 0.36 using a technique based 
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I Introduction 
The production cross section for J/t) mesons by virtual 
photons has long been thought o be related to the gluon 
distribution of the nucleon since the process is believed 
to proceed through the fusion of a photon and a gluon 
via an intermediate charm-anticharm quark pair [1-3]. 
A method has been proposed [4] to extract his gluon 
distribution using the colour singlet model for J/t) pho- 
9 toproduction [5]. This method was suggested explicitly 
for the kinematic region of future experiments atHERA 
[6]. In this paper measurements of J/t) production by 
200 GeV positive muons from an ammonia target are 
described. The measured inclusive J/t# distributions are 
presented and used to define the kinematic region of 
validity for the method of [4], which is based on pertur- 
bative QCD. The method is then used to attempt o 
extract he gluon distribution of the nucleon. Some ob- 
servations which are relevant o the determination of 
this at HERA will be made. Further details of the analy- 
sis are described in [7]. A similar analysis of the NMC 
J/t) data from hydrogen and deuterium targets has al- 
ready been described [8, 9]. 
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2 Experimental method 
The experiment was performed in the M2 muon beam 
line at the CERN SPS using the EMC forward spectrom- 
eter [10] to detect he scattered muon, the fast forward 
hadrons and decay muons produced in deep inelastic 
scattering. The spectrometer and the analysis procedures 
for this phase of the experiment have already been de- 
scribed [11, 12]. The small multiwire proportional 
chambers (labelled POA, POB, POC, POD and POE in 
Fig. 1 of [-12]) were installed in the beam region to cover 
the deadened areas of the other wire chambers. These 
were essential for the analysis presented here since the 
apparatus was triggered predominantly by the decay 
muons from the J/t), the scattered muon being detected 
mainly in the P0 chamber system. 
The target was the 80 cm long polarised target used 
to study the spin dependence of the proton structure 
function [11, 12], summing the J/t) data over the oppo- 
site spin alignments. It consisted mainly of ammonia 
with a small admixture of helium (10% by weight) having 
a mean atomic weight of 10.8. Other thinner targets, 
located about 1 m downstream [13], were not used in 
this analysis. The data were taken in five separate run- 
ning periods at the SPS with positive incident muons 
of energy 200 GeV. The J/t) yields per period were con- 
sistent within the statistical errors and the data were 
averaged over all the experimental runs. 
3 Data reduction 
The data were passed through a chain of analysis pro- 
grammes in which pattern recognition, track and vertex 
reconstruction were carried out [12]. Events initially re- 
constructed with a #+ #- pair (90% of the sample) or 
g+#+#-  (10% of the sample), which were consistent 
with having satisfied the trigger requirements, were se- 
lected for further analysis. Cuts were applied to the longi- 
tudinal vertex position to ensure that the candidate 
events originated in the polarised target cells and small 
corrections (5%) werer applied for events smeared by 
resolution outside these cuts. Figure 1 (dashed histo- 
gram) shows the invariant mass distribution of all result- 
ing #+ #- pairs in which the muon momenta re greater 
than 10 GeV. A clear peak at the J/t) mass can be seen 
on a background mainly from deep inelastic scattering 
events in which the #+ is the scattered muon and the 
#- originates from the decay of a re- or K-.  
For the sample of #+ #- pairs (90% of the total) the 
third muon in the event was searched for in the P0 
chamber system from the reconstructed vertex position 
and the observed hits in the P0 chambers. The method 
of principal components was employed using the CERN 
programme LINTRA [,-14] followed by momentum fit- 
ting with the programme MUDIFI [15]. The muon 
found by this procedure was assumed to be the scattered 
muon in the event i.e. the originator of the virtual pho- 
ton. In the sample of #+ #+ #- events (10% of the total) 
found by the initial analysis chain the scattered muon 
was assumed to be the faster positive muon unless it 
could be combined with the #- to produce an event 
in the J/t) mass peak. 
The solid histogram in Fig. 1 shows the #+ #- mass 
spectrum for all events in which the third muon was 
sucessfully found. The background under the J/t) peak 
is reduced considerably compared to that observed when 
the third muon is not found with only a small reduction 
in the J/t) mass peak. Fits of a Gaussian peak plus a 
smooth background function were performed to the data 
in Fig. 1 in the range 2.0<M,,<4.5 GeV. The mass of 
the J/t) was found to be 3096.9 +_ 2.5 MeV, in good agree- 
Table 1. Kinematic variables 
k = (E, k) 
k' = (E', k') 
Q2 = _ q2  = (k  - k ' )  2 
v=E- -E '  
Z = EjIO/V 
Incident muon 4-vector 
Scattered muon 4-vector 
Four momentum squared transferred 
to the virtual photon 
Energy transferred tothe virtual 
photon 
Fraction of the energy of the virtual 
photon taken away by the J/i/s 
Transverse momentum of the J/O 
relative to the virtual photon 
ment with the Particle Data Table [16]. The ratio of 
the number of J/O events in the solid histogram (from 
the area of the gaussian peak) to that in the dashed 
histogram was (70.3 _+4.2)%. This was taken to be the 
efficiency of the P0 track finding procedure and all cross 
sections are corrected for this inefficiency. The contin- 
uum in the mass spectrum below the J/Ib mass in the 
solid histogram (Fig. 1) is thought to originate mainly 
from QED processes such as trident production. 
For this analysis, the standard variables of deep in- 
elastic scattering are defined in Table 1. To compute the 
apparatus acceptance a Monte Carlo simulation was 
used. This requires an input generator for J/~s mesons 
which was deduced from the data as follows. The mea- 
sured event distributions in Qz, v, z and Pt 2 were used 
to generate an initial sample of Monte Carlo events, 
from which the acceptance corrections for the data were 
derived. The corrected ata distributions were then used 
to generate the next sample of Monte Carlo events, from 
which the acceptance corrections were re-evaluated. The 
process was iterated until the changes in the corrected 
distributions were small and the ratios of the data to 
the Monte Carlo distributions were flat. Four such itera- 
tions were needed. The distributions of the decay angles 
of the J/lis, were assumed to be uniform throughout. The 
earlier EMC [3] and the NMC [9] measurements show 
that this is approximately true at low Z and high P~ 
as expected theoretically [17]. This may not be the case 
in the diffractive region. The acceptance changed by 16% 
if a 1 + cos 2 0 decay angular distribution is used rather 
than a flat distribution and this is taken to be a contribu- 
tion to the normalisation systematic error. Here 0 is the 
polar angle of the decay muon from the J/O relative 
to the line of flight of the J/~s in its rest frame. 
An additional kinematic cut, demanding 
50<v<180 GeV, was applied to the data to reject re- 
gions of small or rapidly varying acceptance. The 
number of J/~ events atisfying all cuts was 274. Figure 2 
shows the acceptance as a function of the kinematic vari- 
ables for the final sample. The spike in the acceptance 
in Z can be understood in terms of resolution smearing. 
Events with Z > 1.1 are rejected and the remaining events 
with Z > 1.0 are folded over into the upper Z bins. Events 
in the bin 0.95 <z  < 1.0 are smeared own into the bin 
0.9 < z < 0.95 with comparatively few smeared in the op- 
posite direction because of better measurement resolu- 
tion at lower Z and smaller cross sections. Hence the 
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Fig. 2. J/O Acceptance in the generated variables after kinematic 
cuts 
acceptance correction is rather different for the bin 
0.9 <Z<0.95  than it is for 0.95 <Z< 1.0. 
The number of J/O events in each kinematic bin was 
obtained from the range 2.975<M,u<3.2 GeV. The 
backgrounds under the peak in each bin (<7%)  were 
estimated from the numbers of events in control regions 
on each side of the peak (2.0<Muu<2.875 GeV and 
3.3 < M~ < 4.5 GeV) normalised to the J/~ mass range. 
The cross sections in each bin were deduced from the 
event yields, the target thickness (39.4 gms/cm/), the 
number of incident muons within the beam phase space 
[18] (30.9+0.8 x 1011) and the branching ratio of J/~ 
---> #+/x- (0.069 [16]). Radiative corrections were applied 
using the procedure of Mo and Tsai [19] with a parame- 
terisation of the cross sections for Y/O production mea- 
sured in [3]. These corrections were always less than 
10%. The reconstruction efficiency for each decay muon 
was estimated to be 88 _+ 6% [20] where the uncertainty 
is derived from the variation amongst different methods 
used to estimate it. Combining this error with the uncer- 
tainty in the P0 track reconstruction software (6.0%), 
the uncertainty in the number of incident muons (2.6%) 
and that due to lack of knowledge of the precise decay 
angular distribution of the J/lis (16 %), gives together with 
the error in the d/~ ~ #+ !1- branching ratio [16] (13%) 
an overall normalisation systematic error of 23%. 
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4 Results 
4.I The measured cross section 
Following the procedure in [3] the cross sections were 
measured as a function of (22 and fits were made of 
a propagator form o-(Q2=0) 1+~-~) . The value of 
the J/r photoproduction cross section, a(Q2=0), was 
found to be 36 + 3 (stat.)4-7 (syst.) nb. Table 2 gives the 
measured cross sections as a function of Z and Pt 2, and 
these are shown in Fig. 3 and compared to the data 
of [3]. There is reasonable agreement over most of the 
kinematic range. However, at low p2 and high Z the 
data from [3] tend to lie above those presented here. 
In the highest Z and lowest Pt 2 bin this arises from the 
stronger coherent production from the larger target iron 
nucleus of [3] than for the nuclei of ammonia (NH2) 
used in this experiment. The excess ignal in [3] at low 
p2 for 0.95>Z>0.8 arises from the smearing of the co- 
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Fig. 3. The photoproduction ((22=0) cross sections d2~/dZdPt z 
from this experiment (open points) and the NA2 iron data [3] 
(solid points) 
herently produced events due to the rather poor resolu- 
tion in that experiment E3] which had a thick calorimeter 
target. Thus at least part of the excess ignal in the pro- 
duction of J/r from iron compared to deuterium re- 
ported in [21] is probably due to such smearing of the 
coherent signal. Recently NMC [22] have reported a 
slight excess signal in J/r production from tin with re- 
spect to carbon which may arise from excess gluons in 
the heavier nucleus. 
The data in Fig. 3 were integrated over Pt 2 to obtain 
da  
the photoproduction (Q2=0) cross section, ~ ,  shown 
in Fig. 4. Comparison is made with other measurements. 
There are some differences between the measurements 
due, in part, to the different selection procedures and 
coherent contributions in each experiment. However, the 
trend of the data is clear. The dashed curve shows the 
prediction of a higher order photon gluon fusion calcula- 
+* 
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Fig. 4. da/dZ world data. The dash-dotted curve is the prediction 
of the colour singlet model [5], the dashed curve is d2a/dZdPt 2 
for Pt 2 = 1 GeV 2 predicted by [23]. Both curves are arbitrarily nor- 
malised. The data are from NA14 [24], BFP [25], FTPS [26] 
EMC [3], and NMC [36]. The FTPS and NA14 data are inelastic 
only as demanded by the presence of other particle tracks in addi- 
tion to the J/O 
Table 2. The J/O differential virtual photoproduction cross sections (Q2=0)  d2a/dZdP~ 2 nb(GeV/c2) -2, normalised to a total cross 
section of 36 nb, (not corrected for coherence) 
Z Pt 2 (GeV/c2) 2
0-0.18 0.18-0.32 0.32-0.56 0.56-1.0 1.0-1.8 1.8-3.2 3.2-5.6 
0.4-0.6 19.0__+ 9.8 11.9+__ 9.9 6.0__+ 4.4 4.7• 3.2 3.7+__ 2.0 1.5+__1.2 
0.6-0.7 21.2__+ 13.0 5.3__+ 5.5 13.7+__10.2 1%2• 7.3 7.2+- 3.9 5.0__+2.9 
0.7-0.8 58.8+- 21.0 17.7+-13.7 19.6+__12.2 9.94- 5.4 9.0__+ 4.4 7.5+-3.1 2.5+__2.4 
0.8q).9 24.2+ 13 .3  22.2+-13.5 15.7+ 9.9 16.9+- 8.1 8.8+- 4.0 3.8+_1.9 0.6+_0.6 
0.9-0.95 192.8+_ 45.8 70 .3__+30.2  24.1+_12.6 23.2+_ 9.0 9.9+_ 4.8 6.4+_2.6 2.4____.3.4 
0.95-1.0 1091.3 4- 149.2 231.9 +- 73.1 143.1 • 42.2 160.2 • 34.9 29.0 • 10.6 6.5 +- 4.0 2.9 __ 2.3 
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tion by Duke and Owens [23] and the dash-dotted curve 
shows the predictions of the colour singlet model of 
Berger and Jones [5]. The normalisation of these curves 
is arbitrary. For Z<0.9 the data favour the shallower 
Z variation preferred by the colour singlet model to the 
much steeper dependence predicted by the Duke and 
Owens model9 The latter model has many graphs involv- 
ing gluon bremsstrahlung and the steep Z variation pre- 
dicted seems to be favoured for Z > 0.9 in the approach 
to the diffractive region9 
A potentially large source of background in J/O pro- 
duction in the inelastic region could come from elastic 
and inelastic 0' production with decay to J/O~rc 
(branching ratio 55% [16])9 The total cross section for 
0' production has been measured to be 20% of that 
for J/O [3, 9, 24]. This background is difficult to assess 
since the 0' distributions have never been measured9 A 
Monte Carlo simulation of 0' production was made, as- 
suming that the 0' distributions are identical to those 
of the J/O and normalising the total cross section to 
the measured value. The background from 0' produc- 
tion, using this simulation, was found to vary between 
0-40% over the Z -P t  2 region of this experiment (Fig. 3). 
The data in Figs. 3 and 4 are not corrected for this back- 
ground. 
4.2 The gluon distribution of the nucleon 
The method used to obtain the gluon distribution of 
the target nucleon, G(x, (}2), is to divide the measured 
J/O production cross section by the cross section for 
the production of the J/O from photon-gluon scattering, 
calculated by perturbative QCD from the colour singlet 
model [53. In this model (with h = c = 1) the cross section 
for J/O production by real photons (Q2= 0) from a nuc- 
leon is given by 
d2o " _ 128rc2 G(x, O2) mo c~2 c~e21R~(O)l 2 
dZdPt 2 3s[m~(1-Z)+ P~ 2] 
[~  ( l - -Z )4  Z4pt 4 ] 
9 4 F ~ , |  K4r M r KrJ 
(1) 
with 
M2=m~,+Pt 2 and K2=m~,(1-Z)2+pt 2. (2) 
Here mq, is the mass of the J/O, ~ and c% the QED and 
QCD coupling constants, respectively and eq is the elec- 
tric charge of the charmed quark9 The J/O radial wave 
function at the origin, Rs(0), is determined from the ob- 
served leptonic width using 
F(J/O--,ee)= 16rc~ee21R~(O)[2/m~=4.7 keV. (3) 
2 and x, (~2, the energy scale probed is taken to be m o
the fraction of the momentum of the target nucleon car- 
ried by the initial state gluon is given by 
X=s=s[Z- -~ (1 ) ' (4) 
where [fs is the photon-nucleon and ]/~ the photon- 
gluon centre of mass energy, respectively9 
Following the suggestion of Martin, Ng and Stirling 
[4] we compute the muon-gluon cross section for 
l.tg~J/Og using (1) setting the gluon density term 
G(x, (}2) to unity9 Since we are computing a muoproduc- 
tion cross section, (1) is multiplied by the virtual flux 
factor [33] and a propagator term 
1 Q2\2. 
The accuracy of such a formalism has been demonstrated 
[-8, 27]. The calculated cross sections are then integrated 
over the measured variables Q2, v, z, Pt 2 in a fixed inter- 
val of x by Monte Carlo9 The integrals are evaluated 
over the kinematic range covered by the data 
(50<v<180GeV, 0.4<Z<0.95, P,2>0.1GeV2 and 
2 2 2 2 Qmin < Q < ~max where Qmin and Q2max represent the kine- 
matic limits)9 
The ranges in Z and Pt 2 were chosen to define an 
inelastic region in which the colour singlet model de- 
scribes the data. Such a region must be free from diffrac- 
tive and other non perturbative effects expected to occur 
at high Z and low p2. This region was chosen by evaluat- 
ing xG(x, Q. a) averaged over the whole x range, using 
various low Pt 2 and high Z cuts, and selecting the range 
in which xG(x, (~2) is constant9 Figure 5 shows the values 
ofxG(x, (~2) obtained9 It can be seen that xG(x, (~2) rises, 
if the inelastic region is extended too high in Z or too 
low in p2, due to the onset of such non perturbative 
effects9 The region of constant xG(x,(~2) chosen was 
Z<0.95 and P~2>0.1 GeV 2. After selecting this region 
130 events remained. The measured Q2 dependence of 
the cross section in this region has been fitted to the 
propagator form giving a propagator mass 
M=2.75_+0.54 GeV/c 2 which was used in the calcula- 
tion of the integrals described above. 
87 Pff>O tp2>0.05 _Pt2>0.1 pt2:,l.0 
4 
3 
] I I I I I I] I I_I I ~ I  I I 
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Z 
Fig. 5. xG(x, ~2) averaged over all x as a function of the allowed 
maximum Z for different minimum Pt 2. It should be noted that 
the error bars are absolutely correlated since the data with lower 
maximum Z in each plot is a subsample of those with higher maxi- 
mum Z 
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Table 3. The gluon densities 
x range 
0.044 0.0743 
0.0743-0.125 
0.125-0.210 
0.210-0.359 
(x) 
do- nb Integrals xG(x) 
(computed from (normalised so 
(data) colour singlet model) that integral is 0.5) 
0.060 
0.098 
0.162 
0.259 
0.87 +0.21 0.766 2.25+0.54 
1.21 _+0.17 1.196 1.99_+0.29 
0.47 _+0.09 0.871 1.09-t-0.22 
0.085+0.023 0.257 0.67_+0.19 
The data were then divided into four intervals of x 
and the cross sections and integrals were derived (see 
Table 3). The integrals in Table 3 were calculated with 
cq= 1.0 rather than the accepted value c~s(m~,)=0.3 [16] 
since it was found to be necessary to apply an arbitrary 
normalisation factor, K 2. This can be seen from Fig. 5 
where the mean value of xG(x, ~2) of 4.7_+ 0.5 computed 
with the standard value of cq is larger than that expected 
from parameterisations of deep inelastic structure func- 
tion measurements [28-31]. At the mean x of the data 
( (x)  = 0.13) this is expected to be close to unity. Previous 
measurements [3, 9] have also shown that the colour 
singlet model predicts cross sections lower than the data. 
The arbitrary normalisation factor K 2 was  deter- 
mined from a fit of the form 
xG(x, (~2)=(Kcq)2 n+ 1 2-(1-x)" 
to the values of xG(x, 0_,2). The value of Kcq was chosen 
so that SxG(x, O~ z) dx=0.5,  the known fraction of the 
nucleon's momentum carried by gluons [32]. The data 
in Table 3 cover ~ 70% of this integral. The fit gave 
K c~ s= 0.71 _+ 0.04 (stat.) _ 0.08 (syst.) 
and 
n= 5.7 _+ 1.5(stat.)_+ 1.0(syst.). 
The systematic errors were derived from a study [7] 
of the sensitivity of the fit to the cuts applied and to 
the assumed propagator mass, M. Taking c~s=0.3, the 
arbitrary normalisation factor is K2=5.6+0.6(stat.) 
_+ 1.3(syst.). The final column of Table 3 gives the values 
of xG(x, Q2) which include this arbitrary normalisation. 
Figure 6 shows these values as a function of x together 
with the fit and the results from the NMC [9]. There 
is good agreement between the two sets of measurements. 
The data in Fig. 6 are not corrected for the background 
from 0' decays which, using the simulation of r produc- 
tion described above, was estimated to be 20% of the 
measured cross section in the smallest x bin for this 
experiment, falling to 13 % in the highest x bin. 
The arbitrary normalisation factor reported in the 
NMC analysis [9] was 2.4___0.4. However, they include 
in (1) the leading order QCD radiative correction factor 
to the leptonic width Fee of (1 -  16es(M~)/3 zc), suggested 
by Barbieri et al. [34]. Applying such a correction, the 
arbitrary normalisation factor for the data reported here 
g-. 
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Fig. 6. The normalised gluon distribution, xG(x, (~2) (Table 3) to- 
gether with the NMC .//@ data [9]. The curve is a fitted parameter- 
isation of the data in Table 3 
would be 2.7_+0.7, in good agreement with the NMC 
value. 
Such large values of the normalisation factor cast 
some doubt on the validity of the procedure described 
to obtain the gluon distribution of the nucleon from 
the J/r photoproduction cross sections. Unless we know 
the reason for such a factor, the spectre of an x dependent 
effect which would bias the distribution obtained, hangs 
over the measurement. One is rather encouraged that 
the leading order QCD radiative correction [34] to the 
leptonic width of the J/O already explains half the dis- 
crepancy in normalisation between the colour singlet 
model and the data. This may mean that higher order 
corrections to the leptonic J/r width and to the colour 
singlet model could be important. The possibility of an 
x dependent effect would be eliminated if the residual 
normalisation factor could be explained by such higher 
order corrections, o removing any doubts. Such higher 
order effects have not yet been derived. Nevertheless, 
the gluon distributions obtained seem sensible. This is 
illustrated in Fig. 7 where the data from Fig. 6 are com- 
pared with recent parameterisations of the gluon struc- 
ture function [28-31, 35]. There is good agreement with 
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Fig. 7a-d. The gluon distribution from the J/t]/ data compared with parameterisanons of the gluon structure function; aDFLM [30], 
b Morfin-Tung [29], (set 6 and set 3, the best and worst fits); c HMRS and KMRS [28], (HMRSE and KMRSB-, the best and worst 
fits); d GRV [31] and BGNPZ [35] 
all of the parameterisations f [28-30] which were made 
directly from deep inelastic scattering data. There is also 
reasonable although somewhat poorer agreement with 
the dynamically generated parton distributions [31, 36] 
Fig. 7d). This indicates that, despite the problems al- 
luded to above, the J/O data give a reasonable estimate 
of the shape of the gluon structure function of the nuc- 
leon. 
5 Conclusions 
The Z and Pt 2 distributions in d/O muoproduction have 
been presented and used to derive the gluon distribution 
of the nucleon by the procedure suggested by Martin 
et al. for higher energy data at HERA. The shape of 
the gluon distribution obtained shows reasonable agree- 
ment with those obtained from parameterisations f deep 
inelastic scattering data. This indicates that the proce- 
dure could be reliable. However, an arbitrary normalisa- 
tion factor is required to obtain a reasonable value of 
the integral of the gluon distribution. A significant part 
of this normalisation factor can be explained by the lead- 
ing order QCD radiative correction to the leptonic J/O 
width. However, before the procedure can be said to 
be a precision method of measuring the gluon distribu- 
tion of the nucleon at HERA it should be ascertained 
whether or not the residual arbitrary normalisation fac- 
tor is due to higher order QCD corrections in order 
to eliminate the possibility of an x dependent bias in 
28 
the normal isat ion.  In addit ion, measurements of the 
cross sections for 0'  product ion are needed to deduce 
the background in direct J/O product ion.  
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