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Abstract This study describes a new method for modeling the radiated electric ﬁeld (E) of initial
breakdown pulses (IBPs) of lightning ﬂashes. Similar to some previous models, it is assumed that E pulses
are caused by a current propagating along a vertical path, and an equation based on Maxwell's equations
is used to determine E due to the current. A matrix inversion technique is used with the IBP radiation term of
E to determine the IBP current waveform directly from far‐ﬁeld E measurements rather than assuming a
parameterized current waveform and searching for appropriate parameters. This technique is developed and
applied to observations of six previously modeled IBPs. Compared to the prior modeling, this matrix
inversion method gives signiﬁcantly better results, based on calculated IBP goodness of ﬁt to the original E
data. In addition, this model can match IBP subpulses along with representing the overall bipolar IBP
waveform. This method should be useful for studying IBPs because once the IBP current is known, one can
calculate other physical parameters of IBPs, such as charge moment change, total charge moved, and
total power radiated. Thus, the more realistic IBP current waveform determined by this technique may offer
new clues about the physical mechanism causing IBPs.
1. Introduction
Near the beginning of most or all lightning ﬂashes, there is a series of bipolar pulses called initial breakdown pulses (IBPs; Chapman et al., 2017; Marshall, Schulz, et al., 2014). Other names used for IBPs
include breakdown pulses, B pulses, preliminary breakdown pulses, PB pulses, or PBPs (e.g.,
Baharudin et al., 2012; Clarence & Malan, 1957; Wu et al., 2013). Recent research has indicated that
lightning initiation begins with a short‐duration ﬂash initiating event, followed by a longer, slower
electric ﬁeld change (E‐change; the initial E‐change), followed by the IBPs, which are followed by a
stepped leader (Marshall, Stolzenburg, et al., 2014). There is as yet no consensus on the mechanism of
the ﬂash initiating event, but Rison et al. (2016) have provided evidence that “most or all ﬂashes” are
caused by “fast positive breakdown” associated with a narrow bipolar event. This paper is focused on
modeling IBPs.
IBPs are often observed with E‐change sensors operating at VLF, VLF/LF, or VLF/LF/MF frequencies (e.g.,
Bils et al., 1988; Clarence & Malan, 1957; Kitagawa & Brook, 1960; Marshall et al., 2013; Nag et al., 2009;
Weidman & Krider, 1979). Although some of these studies speculated on the physical mechanism(s) causing
IBPs, most have focused on the physical characteristics of IBPs such as overall structure (bipolar with or
without subpulses), polarity, range‐normalized amplitude, rise time, full‐width at half maximum, and total
duration. High‐speed video data have shown that IBPs are concurrent with luminosity along a single path,
even though the luminosity of a series of IBPs may occur along different branches of the initial leader
(Stolzenburg et al., 2013; Stolzenburg et al., 2014).
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Modeling IBPs can provide additional physical characteristics such as IBP current speed, current length,
peak current, charge moment change, line charge density, and total charge. Shao and Heavner (2006) modeled IBPs using a Gaussian‐shaped current pulse moving along a modiﬁed transmission line (MTL) decaying
exponentially in amplitude with distance traveled (hence an MTLE model); this model was based on the
return stroke model of Nucci et al. (1988). Shao and Heavner (2006) reproduced measured IBP waveforms
from VLF/LF E‐change measurements by adjusting the model parameters of current damp length, pulse
speed, and pulse width. With this model they were able to explain the general amplitude and shape evolution
of IBPs with time.
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Pasko (2014) modeled stepped leaders and IBPs assuming the existence of a conducting bidirectional leader
channel with continuous extension of the positive leader end and intermittent extension of the negative leader end. Using IBP data presented in Marshall et al. (2013), Pasko (2014) explained each IBP as one of the
intermittent negative extensions. However, there is still some question about when a conducting channel
is ﬁrst developed. Stolzenburg et al. (2013, 2014) argued that the IBPs themselves are needed to develop a
hot conducting channel.
Karunarathne et al. (2014) used three different MTL models to simulate the measured E‐change waveforms
of IBPs at multiple sensor sites. In all three models a current was injected at the bottom of a vertical conductive channel, and the E‐change caused by the current was determined from an equation developed by Uman
et al. (1975, Equation 9). In the MTLL (MTL Linear) model the current decreased linearly with distance up
the vertical channel (similar to the return stroke model of Rakov and Dulzon (1987)), in the MTLE (MTL
Exponential) model an exponentially decreasing current was used, and in the MTLK (MTL
Kumaraswamy) model, the current followed the Kumaraswamy distribution. The model “input” parameters
were modiﬁed until the output E‐change waveforms produced were approximately the same as E‐change
waveforms measured at multiple sites. The input parameters included current speed, channel length, and
current shape (an asymmetrical Gaussian that added input parameters for peak current, rise time, fall time,
and a “shape factor”). Karunarathne et al. (2014) provided trial values for the input parameters until the
modeled data closely match the measured E ﬁeld. Herein we refer to input parameters as search parameters.
Overall, there were six to eight search parameters to determine in the three MTL models (eight search parameters for MTLK model and six for other MTL models). Once an IBP was successfully modeled, the input
parameters provided the details about the IBP's current speed, length, and shape, and the current was used
to determine physical details about the IBP including charge moment change, peak current, line charge density along the IBP length, and total charge deposited along the length. Karunarathne et al. (2014) obtained
physical and electrical properties of currents associated with six IBPs from six different cloud‐to‐ground
(CG) lightning ﬂashes. There were two main disadvantages of the modeling method of Karunarathne
et al. (2014). First, the many input parameters required a very large number of computations to ﬁnd a good
ﬁt. Second, the asymmetrical Gaussian shape of the current was too smooth to account for IBP subpulses and
sometimes was clearly the wrong shape to model real IBP pulses.
Da Silva and Pasko (2015) introduced a uniﬁed model for both IBPs and narrow bipolar pulses (NBPs).
They showed that both IBPs and NBPs could be explained using stepwise elongation of a negative leader.
Using their computational model, da Silva and Pasko (2015) were able to match an IBP modeled in
Karunarathne et al. (2014) and an NBP modeled by Eack (2004) and Watson and Marshall (2007).
More recently, this method was extended by Kašpar et al. (2017) to model the peak currents of distant
IBPs. Kašpar et al. (2017) concluded that IBP peak currents can reach as high as 200 kA, comparable
to or higher than the following return stroke peak currents. Thus, the modeling of Kašpar et al. (2017)
is consistent with the observational ﬁnding of Brook (1992) that some wintertime CG ﬂashes had IB
pulses with peak E‐change amplitudes greater than or equal to the following return stroke peak E‐
change amplitude.
Nag and Rakov (2016) used MTLE and MTLL transmission line models to simulate a CG ﬂash from initiation through the ﬁrst return stroke. Nag and Rakov (2016) used MTLE models for the IB pulses and the
stepped leader pulses and used an MTLL model for the ﬁrst return stroke. Nag and Rakov (2016) noted that
their modeled peak currents of the largest IB pulses were similar to the modeled return stroke peak current
of 37 kA (thereby consistent with the measurements of Brook (1992)) but that the modeled charge transfer of
the largest IB pulses was 0.38 versus 3.8 C for the modeled return stroke.
Herein we introduce a new method, the “matrix inversion method,” to model individual IBPs by ﬁrst
obtaining their current waveforms. We show that the improved IBP current waveforms, when used in
a transmission line model, are better able to reproduce measured E‐change waveforms of IBPs. The
matrix inversion method extracts the current waveform from the measured E‐change data; instead of
six to eight search parameters, the matrix inversion method has only two for the MTLE model used
herein. The matrix inversion method for determining the IBP current helps eliminate both of the difﬁculties mentioned above for the Karunarathne et al. (2014) method and so improves the IBP model outputs.
KARUNARATHNE ET AL.
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To introduce the new method and document its improved results, we
reanalyze the data used by Karunarathne et al. (2014) and directly compare the results of the new method to the results found by
Karunarathne et al. (2014). The ultimate goal of this study is to provide
better, more useful IBP models to help in determining the physical phenomena causing IBPs.

2. Data and Methods
The original E‐change data of the six IBPs presented in Karunarathne
et al. (2014) were obtained in 2011 at 10 sensor sites distributed across
an area 70 km × 100 km in and around Kennedy Space Center, Florida.
Calibrated E‐change sensors recorded triggered E‐change data at 5 megasamples per second (MS/s) with a bandwidth of 0.16 Hz to 2.6 MHz. IBPs
locations were obtained using a time‐of‐arrival method called PBFA, for
Position By Fast Antenna (Karunarathne et al., 2013). Figure 1 shows a
map of the sensor sites and the locations of the six IBPs.

3. Modeling IBPs With the Matrix Inversion Method
3.1. Model Basics
Uman et al. (1975) used Maxwell's equations to derive an equation for the
electric ﬁeld due to a current i(D, z, t), which starts at the ground a horizontal distance D from a ground‐based observation point and travels
upward (in the z direction) to a height H. Watson and Marshall (2007)
modiﬁed this equation for a current that starts at altitude H1 (rather than
Figure 1. A map showing locations of data collection stations (red stars with
the ground) and propagates upward along a vertical conducting channel
three‐character identiﬁcation code) and locations of six modeled initial
(called a transmission line) to an end altitude H2. The geometry of the probreakdown pulses. The origin is selected at (28 32 18.55°N, 80 38 33.48°W).
After Karunarathne et al. (2014).
blem is shown in Watson and Marshall (2007), and based on the high‐
speed video data of IBPs mentioned above, the geometry seems well suited
for modeling IBPs. The electric ﬁeld observed due to i( z, t) can be written as (Uman et al., 1975; Watson &
Marshall, 2007)

 





R
H 2 2−3 sin2 θ t
H 2 2−3 sin2 θ
H 2 sin2 θ ∂i z; t− c
1
R
R
E z ðD; t Þ ¼
dτdz þ ∫H 1
dz−∫H 1 2
∫
∫0 i z; τ−
i z; t−
dz ;
2πϵ0 H 1
c
c
c R
∂t
R3
cR2
(1)
where c is the speed of light in air, ϵ0 is the permittivity of free space, D is the horizontal distancepfrom
theﬃ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
vertical channel to the observation point, the source current pulse is at the altitude z at time t, R ¼ D2 þ z2
is the slant range from the source to the observation point, and angle θ = cot−1 (−z/D) and is measured from
an upward vertical at the source point down to R. Furthermore, the current i(z, t), at any height will be
assumed to be continuous.
The three terms in equation (1) are known as the electrostatic, induction, and radiation terms, respectively,
and depend on different exponents of R (1/R3, 1/R2, and 1/R, respectively). Due to the different exponents,
the electrostatic term tends to dominate in near‐ﬁeld observations (usually D < 10 km), while the radiation
term tends to dominate in far‐ﬁeld observations (usually D > 20 km). Therefore, for far‐ﬁeld observations for
given station (ﬁxed D), equation (1) can be written as

E ðt Þ≈



∂i z; t− Rc
−1 H 2
D2
∫H 1
dz;
3
2πϵ0
∂t
c2 ðD2 þ z2 Þ2

(2)

where E(t) is the vertical component of the measured far‐ﬁeld E‐change at the observation station. The current pulse, i(z, t), can be described as the product of an altitude dependent function f(z) and a time‐dependent


1
function i t− z−H
(e.g., Karunarathne et al., 2014; Watson & Marshall, 2007)
v
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z−H 1
iðz; t Þ ¼ f ðzÞi t−
;
v

(3)

where v is the propagation speed of the current pulse along the transmission line.
For this study, we use the MTLE model since this model worked best for most of the six IBPs in
Karunarathne et al. (2014), so equation (3) becomes



∣z−H 1 ∣
z−H 1
i t−
iðz; t Þ ¼ exp −
;
λ
v

(4)

where λ is the altitude current decay constant or the damping length.
Substituting equation (4) into equation (2), we can obtain the equation for far‐ﬁeld electric ﬁeld,
H2

Eðt Þ ¼ ∫H 1 gðzÞ
1
where τ ¼ t− z−H
v −

pﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ﬃ
2
D þz2
c

∂iðτ Þ
dz;
∂t

−1
is the retarded time and gðzÞ ¼ 2πϵ
0

D2
3=2
c2 ðD2 þz2 Þ

(5)


1∣
exp − ∣z−H
:
λ

3.2. The Matrix Inversion Method to Determine the Time Derivative of the IBP Current
For this study, we use 1‐MHz digitized E‐ﬁeld data. In order to handle the discrete nature of the data, we
pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
D2 þZ 2m
1j
−
; where the tn are the quantized times and
introduce a quantized retarded time τ n;m ¼ t n − jzm −H
c
v
the zm are the quantized altitudes. The index n = 1, 2, 3, … , N, where N is the actual number of data points
in the chosen IBP pulse to model. Therefore, t1 and tN represent the ﬁrst data point and the ﬁnal data point of
the IBP pulse. The index m is chosen to have 1, 2, 3, … , M to produce quantized altitudes zm. Therefore, z1
represents the starting altitude H1, and zM represents the ﬁnal altitude H2. This will produce altitude resolution Δz = |H2 − H1|/(M − 1). In general M can be any integer that produces enough resolution in altitude. In
our computer program, we set M equal to the number of time data points so that M = N.
With these deﬁnitions, integration of equation (5) can be converted in to quadrature summation,
M

E n ¼ ∑m¼1 gm
−1
where gm ¼ 2πϵ
0

D2
3=2
c2 ðD2 þz2m Þ



∂i τ n;m
Δz þ en ;
∂t

(6)



1∣
exp − ∣zm −H
and the quadrature summation error term is denoted by en.
λ

Notice that all gm values can be calculated for given D, zm, H1, and λ. The goal here is to ﬁnd the time deri∂i
vative of the current, ∂t
, which is a continuous unknown function of time. For our modeling, we will repre∂i
sent with N discrete values called I_ k, where the index k goes from 1 to N. These discrete I_ k values are equally
∂t

spaced in time and have the same time resolution as the measured E‐change data. Hence, we can approxi

∂i τ n;m
τ n;m−τ
∂iðτ n;m Þ
_
_
mate all ∂t values to I k using the relationship I k ≈
. Here the index k ¼ round Δt 1;1 , where
∂t
∂iðτ n;m Þ
Δt is the resolution of the sensor (1 μs). It is also worth noting that some ∂t values will produce zeros.
pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
D2 þH 21
When the current is just starting, at the altitude H1, the retarded time is τ 1;1 ¼ t 1 −
and the index
c
k = 1. The current and the derivative of the current cannot have existed before this retarded time.
Therefore, if τm, n < τ1, 1, the current and the time derivative of the current should be 0. Only if τm, n ≥ τ1, 1,
it will produce positive k indices and nonzero I_ k values.
With above information, and ignoring quadrature summation error term, equation (6) can be rewritten in
the following format:
En ¼ ∑m¼1 gm Δz I_ k
M

m ¼ 1; 2; …; M:

(7)

Equation (7) can be expanded as follows:
KARUNARATHNE ET AL.
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h
i
h
i
En ¼ ∑m∈ðk¼1Þ gm ΔzI_ 1 þ ∑m∈ðk¼2Þ gm ΔzI_ 2 þ …
h
i
þ ∑m∈ðk¼N Þ gm ΔzI_ N ;

Table 1
Summary for Six IBPs of Beginning Altitude (H1), Number of Sensor Stations
Used for Determining di/dt, and Range of Distances (D) of the Stations From
the IBP
IBP #
1
2
3
4
5
6

H1 (km)

Number of stations

Range of D (km)

5.27
5.83
5.94
5.53
5.60
6.61

3
2
3
7
3
7

48–65
58–67
69–93
28–78
24–68
49–136

Note. IBP = initial breakdown pulse.

(8)

where m ∈ (k = 1) represents all m values that produce k = 1 for a given n
value and so forth. Any combinations of m and n values that produce k < 1
will produce zero I_ values and therefore will not contribute to the
equation.
Now equation (8) can be converted into a system of linear equations with
N number of unknown I_ k values. The corresponding equation is in the
form
E n ¼ ∑k¼1 An;k I_ k
N

k; n ¼ 1; 2; …; N;

(9)

where An, k = ∑m ∈ (k = n)gm represents a square matrix with all coefﬁcients of I_ k. Equation (9) can be solved
by a matrix inversion method to obtain the function of the derivative of the current as in the following
equation:
N
I_ k ¼ ∑n¼1 A−1
k;n E n :

(10)

We solve this equation using the MATLAB® programming language. We ﬁrst produce the matrix A and then
use MATLAB® backslash (“\”) operator to carry out the inversion. According to the MATLAB® documentation, the backslash calculation is quicker and has less residual error by several orders of magnitude instead of
ﬁnding inversion of matrix using inv(A) command.
3.3. Testing the Modeling Technique
To test the matrix inversion method with real, measured IBPs, we model the six IBPs previously modeled by
Karunarathne et al. (2014). The goal is to show that the matrix inversion model ﬁts the observed data better
than the previous model. Compared to the ﬁts by Karunarathne et al. (2014), the improved ﬁts will be seen in
ﬁgures overlaying the matrix inversion model on the real (measured) IBP data and seen numerically with the
reduced ﬁt parameter. Not shown is the substantial reduction in computational time that results from having only two search parameters to ﬁnd with the modeling rather than the six to eight search parameters used
by Karunarathne et al. (2014). This greatly improved computational efﬁciency occurs because the matrix
inversion method is used to extract ∂i/∂t of each IBP from the measured IBP E‐change data.
There are a number of physical quantities obtained from our data. We divide these physical quantities in two
groups: ﬁxed parameters and search parameters. The ﬁxed parameters are the physical quantities that do not
change while searching for a good ﬁt to an IBP. The search parameters are unknown quantities for which we
provide trial values in the modeling until we ﬁnd a good ﬁt with the measured IBP.
Locating an IBP with PBFA gives its position in space and time (x, y, z, and t), which are ﬁxed parameters; the
IBP location gives H1 (=z1) and, when combined with the sensor location, gives D, the horizontal distance
from the IBP to the sensor location. The D values for different stations are also ﬁxed parameters. For the
six IBPs modeled herein, Table 1 gives the beginning IBP altitude (H1), the number of sensor stations used
for extracting di/dt from measurements, and the minimum and maximum distances (D) of these stations for
each IBP. Note that all sensors were essentially at zero altitude (located on ﬂat ground near the Atlantic
Ocean). The far‐ﬁeld E‐change values were observed at known sensor sites locations and thus give En and
D in equation (10). After the location was determined by PBFA, the matrix inversion method with the
MTLE model was used to obtain the shape of the current, which was deﬁned by N unknowns. But once
found, these N values are also ﬁxed parameters. The only remaining unknowns are the current propagation
speed, v, the other end of the vertical channel, H2, and the exponential decay constant length, λ. However, λ
and H2 are connected. Following Karunarathne et al. (2014), H2 is set at the point where the peak current has
exponentially decayed to 10% of the initial peak current, so λ = (H2 − H1)/2.30. Thus, H2 and v were the only
search parameters to be determined by matching measured and modeled waveforms.
KARUNARATHNE ET AL.
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We use the same normalized ﬁt parameter, ρnorm, used by Karunarathne et al. (2014) to quantify how closely
an IBP‐modeled waveform ﬁts with the measured E‐change data. If the modeled waveform ﬁts exactly, then
ρnorm = 0. Therefore, to obtain a much better model solution for each IBP, ρnorm is minimized using a
numerical computational method.

ρnorm

vﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2
u  i
1 J Ni u
1 E m ðt n Þ−EiC ðt n Þ
u
:
¼ Σi¼1 Σn¼1 t
2
J
Ni
ΔEim;p

(11)

Here J is the total number of modeled waveforms (equal to the number of sensors with data for each IBP
individually), Ni is the number of samples from ith sensor. Eim ðt n Þ and Eic ðt n Þ are measured electric ﬁeld
and calculated electric ﬁeld by equation (1) at time tn, and ΔE im;p is the measured peak‐to‐peak electric ﬁeld
of ith sensor; ρnorm could have multiple local minima on the set of two free parameters (v and H2). To ﬁnd the
global minimum of ρnorm, initially we used equally spaced trial values for v and H2 (about 10 for each parameter). Then the lowest 10 minima were used as starting points to another search for a global minimum. The
v and H2, which gave the smallest ρnorm, were considered the best v and H2 of the pulse.
We have taken several steps to make a direct comparison between the matrix inversion modeling and the
Karunarathne et al. (2014) modeling. First, we chose to use an MTLE model, since that was the overall best
method in Karunarathne et al. (2014). Second, although the E‐change data were originally recorded at
5 MS/s, Karunarathne et al. (2014) downsampled the data to 1.0 MS/s for their modeling, so we also used
1.0‐MS/s downsampled data. Later, we show that better results can be obtained by using the original
5‐MS/s data. Third, Karunarathne et al. (2014) “zero‐padded” ∂i/∂t (described below), and we have done
this, too. Fourth, we have used the same cutoff (0.1 or 10%) for the exponentially decaying peak current as
used by Karunarathne et al. (2014).
In summary, the general procedure is as follows. A trial pair of the search parameters H2 and v is chosen.
Using the far‐ﬁeld E‐change data from each distant sensor site (D > 20 km), equation (10) is solved to ﬁnd
∂i(t)/∂t at each site and then the average ∂i(t)/∂t is calculated. The average ∂i(t)/∂t is integrated in time to
generate i(t). Then i(t) and ∂i(t)/∂t are used to generate expected E‐ﬁeld wave shapes at the various sensor
locations using equation (1). H2 and v are varied until the modeled E matches the measured E as determined
by the global minimum of ρnorm. Since the current waveform is directly obtained from the data, the modeled
data are much closer to the actual measurements than the method in Karunarathne et al. (2014), as we will
show. Note that we have neglected propagation effects on the measured IBP E ﬁelds, though they might be
signiﬁcant for our most distant sensors. We have also neglected the possibility that static and induction components might make signiﬁcant contributions to the measured E ﬁelds at sensors located >20 km from
the IBP.

4. Results
In Karunarathne et al. (2014) there are two categories of IBPs: Category A shows no electrostatic contribution (called the electrostatic offset) at any sensor, and Category B shows electrostatic offset at one or more sensors. Four of the six IBPs modeled here were Category A, while the other two were Category B. In this
section, we will describe the detailed modeling information for IBP‐4, which belongs to Category A, and
for IBP‐2 and IBP‐5, which are the two IBPs in Category B. For all six IBPs, Table 2 gives a comparison of
the matrix inversion method results with the results obtained by Karunarathne et al. (2014). All six modeled
IBPs occurred on 14 August 2011. Each of the IBPs chosen “was one of the largest … in the IB stage” of the
ﬂash (Karunarathne et al., 2014). Based on their E‐change amplitudes of 3–8 V/m range normalized to
100 km, these IBPs had amplitudes that were much larger than the mean (median) values of −1.35
(−0.87) V/m for the largest IBP in CG lightning ﬂashes (Smith et al., 2018).
4.1. Example 1, IBP‐4
IBP‐4 was the largest amplitude IBP in the CG ﬂash that occurred at 2203:09 UT. Eight of 10 stations
recorded high time resolution (triggered) data for IBP‐4, and none showed an electrostatic offset.
Therefore, IBP‐4 belongs to Category A. E‐change data from seven of eight sensors were more than 20 km
KARUNARATHNE ET AL.
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Table 2
Summary of Physical Properties of Six IBPs Obtained in This Study and in Karunarathne et al. (2014) by MTLE Model
IBP #

7

Velocity (x 10 m/s)

ρnorm
−2
(× 10 )

Reference

Length (m)

1

Current study (Karunarathne et al. (2014))

613 (690)

2

Current study (Karunarathne et al. (2014))

529 (541)

3
4

Current study (Karunarathne et al. (2014))
Current study (Karunarathne et al. (2014))

357 (276)
400 (391)

14 (17)
12 (11)

5

Current study (Karunarathne et al. (2014))

569 (506)

6.2 (7.8)

33 (24)

247 (220)

82 (46)

4.1 (11)

6

Current study (Karunarathne et al. (2014))

303 (230)

12 (13)

75 (66)

132 (100)

157 (63)

1.9 (5.7)

Peak current (kA)

Lambda (m)

Charge moment (Cm)

16 (13)

37 (32)

266 (300)

75 (45)

1.9 (3.1)

8.0 (9.3)

136 (115)

230 (235)

362 (223)

1.9 (4.5)

63 (60)
168 (154)

155 (120)
174 (170)

119 (72)
481 (297)

2.2 (4.5)
1.7 (4.8)

Note. IBP = initial breakdown pulse.

∂i
from IBP‐4 (Table 1) and were used to determine ∂t
. Figure 2 shows the averaged waveforms of ∂i/∂t based on
data from the seven sensors that were more than 20 km from IBP‐4 and i(t) (integrated from the average
∂i/∂t). Also, for comparison, Figure 2 shows the i(t) from sensor K24 (obtained from ∂i/∂t based on K24
data only). As is typical for the IBPs modeled herein, the i(t) waveforms from the different sensor
locations were quite similar in amplitude and shape.

Generally, ∂i/∂t is 0 (or close to 0) both at the beginning and at the end of the pulse. Following Karunarathne
et al. (2014), we further zero‐padded both starting and ending sections of ∂i/∂t to force the current to 0 at the
beginning and end of the IBP and also to extend the duration of the pulse to have extended time duration for
the modeling. The “offset current” marked in Figure 2 is discussed later.
The measured and modeled waveforms of IBP‐4 by matrix inversion method at four of the eight sensor sites
are shown in Figure 3 along with the IBP current extracted by the matrix inversion method. We see that the
modeled waveforms closely match the measured waveforms at these sensors at different ranges. Figure 4
focuses on the measured and modeled waveforms at the K24 site and shows both the modeling by matrix
inversion method and the Karunarathne et al. (2014) modeling results. The Karunarathne et al. (2014) modeling (Figure 4b) gives only a single, smooth bipolar pulse that is a reasonable reproduction of the main bipolar feature of IBP‐4 but does not follow the smaller‐scale features of the IBP. In contrast, the modeling by
matrix inversion method (Figure 4a) visually ﬁts the original data much more accurately, including reproducing the relatively slow beginning of the main bipolar pulse and providing approximate renderings of the
small negative peak that occurred 20 μs before the main negative peak and the negative double peak that
occurred 20 μs after the main positive peak. The visually improved ﬁt by the matrix inversion model seen
in Figures 3 and 4 is corroborated by the substantially lower (better)
ρnorm ﬁt parameter of 0.017 for matrix inversion method versus 0.048 for
Karunarathne et al. (2014).

Figure 2. Waveforms for IBP‐4 of the average ∂i/∂t (green), the average i(t)
(blue), and i(t) obtained with data only from the K24 site (red). The average
∂i/∂t waveform was extracted from the E‐change data using the matrix
inversion method as described in the text. The average i(t) waveform was
integrated from the average ∂i/∂t. The ∂i/∂t waveform was extended by zero
padding both ends of the extracted waveform, as indicated. The ending value
of the integrated i(t) waveform had a ﬁnal or “offset” current of 12 kA
(shown with an arrow) before the zero padding forced the current to 0.

KARUNARATHNE ET AL.

We expected the extracted current would go back to 0 at the end of the
pulse, and for three of the six IBPs modeled, the extracted current did
end with i(t) ≤ 1 kA. However, for IBP‐4, the ﬁnal or “offset” value of
the extracted current was 12 kA at the end of the current pulse (see
Figure 2). As shown in Figure 2, the zero‐padding of ∂i/∂t forces the current to 0. We are uncertain of the origin of the offset current. It might be
real, caused by a slowly decaying current, or it might be a modeling artifact caused by accumulated error due to noise in the original data.
Fortunately, as shown in Figures 3 and 4, the offset current does not seem
to cause any signiﬁcant mismatch between the model result by matrix
inversion method and the later portion of the measured IBP‐4 where the
offset current was probably most important. This ﬁnding is true for the
other ﬁve IBPs modeled herein; the approximate offset currents of IBP‐1
through IBP‐6 were 0, 15, 0, 12, 1, and 9 kA, respectively. (Note that
zero‐padding i(t) should not inﬂuence the modeling result. The ﬁrst term
in equation (1) [electrostatic component] includes a time integral of i(t);
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Figure 3. Comparisons of measured (blue curve) and modeled (red curve) E‐change waveforms by matrix inversion
method for IBP‐4 are shown at four different sensors along with the IBP current waveform (as in Figure 2). The matrix
inversion method used 1‐MS/s data (downsampled from the original 5‐MS/s data). The horizontal range from IBP‐4 to the
particular sensor is shown at the top of each plot. Note that the negative double pulse that occurred about 20 μs after the
main bipolar pulse at all sensors is reproduced in the modeling.

that term will not be changed by the zero padding. The second term [induction component] includes i(t) as a
factor and will not be changed by the zero padding. The third term [radiation component] in equation (1)
includes di/dt, which is determined independently, so that term will not be changed by the zero padding.)
The estimated physical parameters for IBP‐4 are as follows (with the Karunarathne et al. (2014) values in
parentheses): length of the pulse L = 400 m (391 m), current pulse velocity v = 11.5 × 107 m/s
(11 × 107 m/s), peak current A = 168 kA (154 kA), current decay constant λ = 174 m (170 m), and charge
moment P = 481 cm (291 cm). While most of the values were quite similar in the two studies, the charge

Figure 4. Comparisons of measured (real, blue) and modeled (green) E‐change waveforms for IBP‐4 at the K24 sensor site.
(a) Modeling by matrix inversion method (as in Figure 3) with a duration of ~100 μs. (b) Karunarathne et al. (2014)
modeling of the main bipolar pulse with a duration of 47 μs. IBP = initial breakdown pulse.
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Figure 5. Similar to Figure 3, comparisons of measured (blue curve) and modeled (red curve) E‐change waveforms by
matrix inversion method for IBP‐2 are shown at four different sensors, along with the IBP current waveform (right)
resulting from the matrix inversion method. The matrix inversion method used 1‐MS/s data. Note the multiple subpulses
on the leading edge of the main bipolar pulse, seen in the data and in the model curves. Figure 5b (K17 site) also includes
the three terms of equation (1) plotted separately (electrostatic, induction, and radiation); the sum of these three plots
gives the total modeled waveform (red curve).

moment change by the matrix inversion method was 51% larger. The main reasons for this difference are the
increased peak current and the longer duration of the modeled IBP in the matrix inversion method, about
100 μs in Figure 4a, versus the Karunarathne et al. (2014) modeling of the main bipolar pulse only with a
duration of 47 μs (Figure 4b).
4.2. Examples 2 and 3 (IBP‐2 and IBP‐5)
For IBP‐2, two sensors (K17 and K24) show considerable electrostatic offset, so this example belongs to category B. Six of the 10 stations recorded triggered data for IBP‐2. Four sensors were within 20 km of IBP‐2,
while the other two sensors (OVD and STC) were more distant (>50 km). The far‐ﬁeld measurements at
OVD and STC were used to obtain ∂i/∂t. One might expect that modeling IBP‐2 would be more challenging
because of the electrostatic offset in the IBP waveforms at the close sensors, but as will be seen, the matrix
inversion modeling provides reasonable reproductions of the electrostatic offsets in the IBP‐2 waveforms.
The measured and modeled waveforms of IBP‐2 for four of the triggered six sensors are shown in Figure 5
along with the IBP‐2 current extracted with the matrix inversion method. The extracted current had a ﬁnal
offset current of 15 kA. The visual match between modeled and measured waveforms is good at all four sensor sites, even for the two close sensors (K24 and K17) whose waveforms include signiﬁcant electrostatic offset. Figure 5b (K17 site) also shows the individual components of equation (1), namely, electrostatic,
induction, and radiation, which together add up to the total modeled waveform. Note that the induction
term contributes a small part of the “electrostatic” offset. Figure 6 compares the measured and modeled
waveforms at the K17 site for both the modeling by matrix inversion method and the Karunarathne et al.
(2014) modeling. The Karunarathne et al. (2014) modeling (Figure 6b) gives a smooth bipolar pulse (without
subpulses) that is a reasonable reproduction of the main bipolar feature of IBP‐2 and includes electrostatic
offset, but the electrostatic offset magnitude is clearly too small. The 1‐MS/s modeling by matrix inversion
method (Figure 6a) visually ﬁts the original data more accurately, including a closer match to the electrostatic offset and an approximate reproduction (or clear indication, at least) of the subpulses on the leading
edge of the main bipolar pulse. For IBP‐2, the ρnorm ﬁt parameter of 0.019 for the 1‐MS/s matrix inversion
model was signiﬁcantly better than the Karunarathne et al. (2014) value of 0.0447. The estimated physical
parameters for IBP‐2 are as follows, with corresponding Karunarathne et al. (2014) values in parentheses:
KARUNARATHNE ET AL.
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Figure 6. Similar to Figure 4, comparisons of measured (real, blue) and modeled (green) E‐change waveforms for IBP‐2 at
the K17 sensor site. (a) Modeling by matrix inversion method (shown in Figure 5). (b) Karunarathne et al. (2014) modeling. IBP = initial breakdown pulse.

length of the pulse L = 529 m (541 m), current pulse velocity v = 8 × 107 m/s (9.3 × 107 m/s), peak current
A = 136 kA (115 kA), current decay constant λ = 230 m (235 m), and charge moment P = 362 cm (223 cm).
The modeling results by matrix inversion method can be readily improved by using the original 5‐MS/s data.
Figure 7 is similar to Figure 6 and shows that the 5‐MS/s modeling by matrix inversion method gives a more
accurate reproduction of the subpulses and a slightly better ﬁt parameter (0.0017 rather than 0.0019) than
the 1‐MS/s modeling by matrix inversion method. In particular, the 5‐MS/s modeling at the K17 site
(Figure 7b) gives a much closer match to the positive peak of the main bipolar pulse than shown in the
1‐MS/s modeling (Figure 7a).
IBP‐5 was the only other Category B IBP. IBP‐5 had three sensors (K24, K17, and K14) close enough to detect
static offset. Figure 8 shows the 1‐MS/s matrix inversion modeling results for IBP‐5. The overall results are
quite good, especially the ﬁt with the static offset seen at the K24, K17, and K14 sites. The two early subpulses
are also well represented at all sites except the closest (K24), where the 1‐MS/s modeling only crudely
matches the fast turn on of the subpulses.
Recall that ∂i/∂t is extracted from the far‐ﬁeld E‐change measurements of an IBP with no signiﬁcant electrostatic and induction contributions. The IBP current, i(t), is determined from ∂i/∂t by integration. To determine the IBP waveform both ∂i/∂t and i(t) are used in equation (1), which calculates the electrostatic,
induction, and radiation components of the IBP waveform at any distance. In Figures 5–8, we see that ∂i/∂t

Figure 7. Similar to Figure 6 but comparing a modeling by matrix inversion method using 1‐MS/s data and (b) modeling
by matrix inversion method using 5‐MS/s data. IBP = initial breakdown pulse.
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Figure 8. Similar to Figure 5, comparisons of measured (blue curve) and modeled (red curve) E‐change waveforms by
matrix inversion method for IBP‐5 are shown at four different sensors, along with the IBP current waveform (right)
resulting from the matrix inversion method.

and i(t) determined from far‐ﬁeld measurements provide modeled waveforms that ﬁt the near‐ﬁeld measurements with electrostatic offset quite well; this result suggests that the extracted ∂i/∂t waveforms by matrix
inversion method are quite accurate despite being based on far ﬁeld, radiation E data only.
4.3. Overall Modeling Results
Using the matrix inversion method, we modeled the six IBPs that were previously modeled by Karunarathne
et al. (2014). For these two modeling methods, Table 2 compares several physical IBP parameters and the ﬁt
parameters. The IBP physical parameters compared are channel length, current speed, exponential decay
length λ, peak current, and charge moment change. The channel length varied from 303.3 to 612.5 m. The
current speed varied from 6.2 × 107 to 15.9 × 107 m/s. Peak currents varied from 33.2 to 167.8 kA. The charge
moment varied from 75 to 481.3 Cm, and λ ranged from 131.9 to 266.3 m. The two modeling methods had
reasonable agreement for channel length, current speed, and decay length λ, as might be expected, since
together these quantities deﬁne the IBP duration. The modeling by matrix inversion method had systematically larger peak currents and charge moment changes. We attribute the larger charge moments to the larger
peak currents and to reproducing more than just the main bipolar pulse of the IBP with superimposed minor
current variations. However, we have no explanation for the larger peak currents. The normalized ﬁt parameter, ρnorm, was substantially lower (better) with the matrix inversion method for all six IBPs modeled; this
ﬁnding quantiﬁes the close ﬁts shown for IBP‐4, IBP‐2, and IBP‐5 (Figures 3–8).

5. Conclusions
IBPs occur during the ﬁrst several milliseconds of probably all lightning ﬂashes. The physical mechanism(s)
of IBPs are still unknown and modeling has been used to try to determine important IBP properties such as
current velocity and charge moment change. As described above, earlier models of IBP currents used various
parameterized Gaussian waveforms and searched for the best parameters to reproduce measured E‐change
data of IBPs. Since more parameters may be needed to obtain a good ﬁt with measurements, the computational time for these models can be quite long, and there is no certainty that a Gaussian waveform
is appropriate.
In this work, we have described and applied a new method, called the matrix inversion method, that has several advantages for modeling IBPs. A key advantage is that the IBP current waveform i(t), the current time
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derivative ∂i/∂t, and the IBP peak current are obtained directly from far‐ﬁeld E‐change measurements of the
IBP rather than trying to force or assume a parameterized Gaussian waveform to ﬁt the data. As a practical
matter, the matrix inversion method thereby reduces the number of search parameters from 6 to 2, making
this method computationally easier and faster. More importantly, the current waveform extracted with the
matrix inversion method ﬁts the measurements better and automatically includes small‐scale features of an
IBP, such as subpulses, that have not been included in prior models. IBP subpulses are enigmatic. Not all
IBPs have signiﬁcant subpulses (e.g., Figure 3), but when subpulses occur, their amplitudes can be comparable to the leading pulse of the main bipolar IBP waveform (e.g., IBP data from K24 and K17 sensor sites in
Figure 5). Thus, adequately representing subpulses in IBP modeling may be important for gaining a better
understanding of their role in IBPs.
As described in section 4, we tested the matrix inversion method by using the extracted IBP current in
an MTLE model (with current decaying exponentially with length), which is based on the equation
(equation (1)) derived by Uman et al. (1975) giving the electrostatic, induction, and radiation components
of E‐change due to the extracted IBP current i(t) and current time derivative ∂i/∂t. We showed that this
matrix inversion method with the MTLE model provided good ﬁts to the measured E‐change data for six
IBPs. In particular, the modeled IBPs by matrix inversion method had better (smaller) ﬁt parameters and
were visually better reproductions of the IBPs than the MTLE‐based modeling by Karunarathne et al.
(2014). We note that the matrix inversion method can also be used with other types of transmission line
models, such as one with current decaying linearly with length.
Using calibrated E‐change data of well‐located IBPs, the matrix inversion method with the MTLE model
determines, in a computationally efﬁcient manner, the current waveform (including current rise and fall
times), current length, current speed, peak current, and exponential decay length. Once these IBP parameters are known, other important quantities of the IBP can be calculated, including charge moment change
(as shown herein), total charge moved, line charge density, total power radiated, and total energy dissipated.
Thus, for future studies, the matrix inversion method developed herein will allow calculation and intercomparison of these basic quantities for many IBPs in different ﬂashes.
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