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Black-box nature hinders the deployment of many high-accuracy models in medical diagnosis. Putting one’s life in the hands
of models that medical researchers do not trust it’s irresponsible. However, to understand the mechanism of a new virus, such as
COVID-19, machine learning models may catch important symptoms that medical practitioners do not notice due to the surge of
infected patients caused by a pandemic.
In this work, the interpretation of machine learning models reveals a high CRP corresponds to severe infection, and severe
patients usually go through a cardiac injury, which is consistent with medical knowledge. Additionally, through the interpretation
of machine learning models, we find phlegm and diarrhea are two important symptoms, without which indicate a high risk of
turning severe. These two symptoms are not recognized at the early stage of the outbreak, but later our findings are corroborated
by autopsies of COVID-19 patients. And we find patients with a high NTproBNP have a significantly increased risk of death which
does not receive much attention initially but proves true by the following-up study. Thus, we suggest interpreting machine learning
models can offer help to understanding a new virus at the early stage of an outbreak.
Index Terms—COVID-19, Interpretable, Machine Learning.
I. INTRODUCTION
The sudden outbreak of COVID-19, a communicable dis-
ease with strong infectivity, brings an unprecedented impact
worldwide. With more than 18 million confirmed cases as of
mid-August, the pandemic is still accelerating globally. The
disease is transmitted by inhalation or contact with infected
droplets and the incubation period ranges from 2 to 14 days
[1], making it more infectious and difficult to contain and
mitigate.
The rapid transmission of COVID-19 causes strained med-
ical resources in many countries. To help release the pressure
of healthcare workers, different diagnostic and predictive mod-
els are developed. For instance, a deep learning model for
diagnosis using chest CT Images that detects abnormalities
and extract key features of the altered lung parenchyma[2],
and transfer learning is employed to train the model due to
the inadequacy of COVID-19 datasets. However, deep neural
networks are not interpretable due to their complexity which
prevented many e high-performance models being fielded in
healthcare. Also, there are intelligible models for prediction
and readmission that use generalized additive models with
pairwise interactions [3]. It is intelligible and modular, so
patterns that do not obey medical knowledge can be recognized
and removed. And this method is able to scale to large datasets
containing hundreds of thousands of patients and thousands of
attributes while remaining intelligible and providing accuracy
comparable to the best (unintelligible) machine learning meth-
ods. But this model is not suitable enough for more complex
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problems. To maintain both interpretability and complexity,
DeepCOVIDNet is proposed for predictive surveillance that
identifies the most influential features for prediction of the
growth of the pandemic[4]. It is achieved through the combina-
tion of two modules, the embedding module, and the DeepFM
[5] module. The embedding module takes as input various
heterogeneous feature groups and outputs an equidimensional
embedding corresponding to each feature group. These embed-
dings are then passed to the DeepFM module which computes
second- and higher-order interactions between them.
Employing machine learning models achieves fast diagnosis
and more reasonable distribution of medical resources accord-
ing to the severity prediction of different areas. However,
models with high accuracy may not provide explanations
for their outputs due to the trade-off between accuracy and
interpretability. More accurate models usually provide less
interpretations[6]. For healthcare, being able to understand and
validate its output is important for a model to be trusted to be
safe and non-discriminative, and robust to adversarial attack
[7]. To be applied in healthcare, the Multi-tree XGBoost algo-
rithm is proposed that to identify most important indicators in
COVID-19 diagnosis [8]. This method exploits the recursive
tree-based decision system of the model to achieve great
interpretability, and identifies LDH, hs-CRP and lymphocytes
are three important indicators for COVID-19 prognostic pre-
diction which is consistent with our research. There is another
convolutional neural network (CNN)-based model, a ResNet-
50 based model, for discriminating coronavirus disease 2019
(COVID-19) from Non-COVID-19 using chest CT [9]. Its
interpretability is achieved through implementing gradient-
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2weighted class activation mapping to produce a heat map for
visually verifying where the CNN model is looking at the
image, thereby, ensuring the model is performing correctly.
Besides, many model-agnostic methods have been proposed
to peek into black-box models, such as Partial Dependence
Plot (PDP)[10], Individual Conditional Expectation (ICE)[11],
Accumulated Local Effects (ALE)[12], Permutation Feature
Importance [13], Local Interpretable Model-agnostic Explana-
tions (LIME)[14], Shapley Additive Explanation (SHAP)[15],
and Anchors [16]. Most model-agnostic methods are qualita-
tively reasoned through illustrative figures and human expe-
riences. In order to justify different methods, several metrics
for interpretability are proposed to quantatively measure their
interpretations such as faithfulness [17] and monotonicity [18].
These interpretation methods and evaluation metrics will be
introduced in detail in the next section.
In this paper, instead of targeting at a high-accuracy model,
we use different methods to interpret models which are trained
to predict the severity of COVID-19 using a dataset of 92
patient with 74 features. Besides checking whether or not their
predictions are based on reasonable medical knowledge, we
try to find clues that are neglected by medical practitioners
in COVID-19 diagnosis. To quantitatively evaluate different
interpretaion methods, we use faithfulness and monoticity to
justify the interpretation of feature importance.
II. PRELIMINARY OF AI INTERPRETABILITY
In this section, we summarize frequently used interpretation
methods (PDP, ICE, ALE and Permutation Feature Impor-
tance), and evaluation metrics (Faithfullness and Monotonic-
ity).
A. Model-Agnostic Methods
Restricting machine learning to interpretable models in
healthcare is often a severe limitation. Separating explanations
from the model has several flexibilities: model flexibility,
explanation flexibility, and representation flexibility [19].
Model flexibility: It is often necessary to train models that
are accurate for most real-world applications. However, the
behavior of high-accuracy models are usually too complex
for humans to fully comprehend. Thus, the trade-off between
accuracy and interpretability restricts the choice of models
in many applications. While model-agnostic methods seperate
interpretability from the model thus frees up the model to be
as flexible as necessary for the task, enabling the use of any
machine learning approach.
Explanation flexibility: Interpretable models are limited to
certain forms of explanation which is not flexible. For different
tasks, it might be useful to have a linear formula in some
cases, while a graphic with feature importances can be more
favorable under other scenarios. Being model-agnostic, the
same model can be explained with different types of explana-
tions, and different degrees of interpretability for each type of
explanation [19].
Representation flexibility: Many deep learning models use
features that are not perceivable to human to represent input
data, such as word embeddings in natural language processing
(or NLP) [20]. As a result, the explanation system is unable
to use a different feature representation as the model being
explained. While model-agnostic approaches can generate
explanations using different features than the one used by the
the original model [19], thus more flexible.
Due to these flexibilities, many model-agnostic methods are
proposed to give explanations without knowing model details.
Partial Dependence Plot: Partial Dependence Plots (PDP)
reveal the dependence between the target function and several
target features. The partial function ˆfxs(xs) is estimated by
calculating averages in the training data, also known as Monte
Carlo method. After setting up a grid for the features we are
interested with (target features), we set all target features in
our training set to be the value of grid points, then we make
predictions and average them all at each grid. The drawback
of PDP is that one feature produces 2D plots and two features
produce 3D plots, as a result, it can be pretty hard to interpret
more than two features, because it’s not easy for human to
understand plots in higher dimensions.
fˆxs(xs) =
1
n
n∑
1
fˆ(xs, x
i
c)
Individual Conditional Expectation: Individual Condi-
tional Expectation (ICE) is similar with PDP, the difference is
that PDP calculate the average over the marginal distribution
while ICE keeps them all, which means one line in ICE
represents the predictions for one instance, so that ICE draws
one line for each individual. Without averaging, ICE uncovers
heterogeneous relationships, but is limited to only one target
feature because two features results in overlay surfaces in the
plot which cannot be identified by human eyes [21].
Accumulated Local Effects: Accumulated Local Effects
(ALE) averages the changes in the predictions and accumulate
them over the local grid. Its difference with PDP is that the
value at each point of the ALE curve is the difference to
the mean prediction, and the value is calculated in a small
window rather than all of the grid, thus eliminates the effect of
correlated features [21]. Calculating in a small window makes
ALE more suitable in healthcare, because it’s usually irrational
to assume young people having physical characteristics within
the range of the elderly.
Permutation Feature Importance: The idea behind Per-
mutation Feature Importance is intuitive. A feature is very
important for the model, if there is a great increase in the
model’s prediction error after permutation. A feature is less
important if the prediction error remains nearly unchanged
after shuffling.
Local Interpretable Model-agnostic Explanations: Lo-
cal Interpretable Model-agnostic Explanations (LIME) uses
interpretable models to approximate the predictions of the
original black-box model in specific regions for individual
predictions. LIME works for tabular data, text and images,
but the explanations may not be stable enough for medical
applications.
Shapley Additive Explanation: SHapley Additive exPla-
nation (SHAP) borrows the idea of Shapley value from Game
Theory [22], which represents contributions of each player
3in a game. Calculating Shapley values is computationally
expensive when there are hundreds of features, thus Lundberg,
Scott M., and Su-In Lee proposed fast implementation for tree-
based models to boost the calculation process [15]. SHAP has
a solid theoretical foundation, but is still computationally slow
for a lot of instances.
To summarize different interpretation methods, PDP, ICE
and ALE only use graphs to visualize the impact of different
features, while Permutation Feature Importance, LIME and
SHAP provide numerical feature importance which means they
quantatively rank the importance of different features.
Different methods may understand the same model dif-
ferently. In healthcare applications, sometimes we can use
prior medical knowledge to distinguish reasonable ones, while
sometimes it can be cumbersome to sort out most influential
ones out of hundreds of features. Thus it is important to
find quantitative metrics to evaluate different methods without
human intervention.
B. Metrics for Interpretability Evaluation
Different interpretation methods try to find out most im-
portant features to provide explanations for the output. But
Doshi-Velez and Kim question, Are all models in all defined-
to-be-interpretable model classes equally interpretable [6]?”
And how can we measure the quality of different interpretation
methods?
To figure out whether those features are correctly ranked,
there are two types of indicators for assessment and com-
parison of explanations: qualitative and quantitative indicators
[23]. Faithfulbess is a qualitative indicator, and monotonicity
is a quantitative indicator.
Faithfulness: Faithfulness incrementally remove each of the
attributes deemed important by the interpretability metric, and
evaluating the effect on the performance. Then it calculates the
correlation between the weights (importance) of the attributes
and corresponding model performance, and returns correlation
between attribute importance weights and corresponding effect
on classifier [17].
Monotonicity: Monotonicity incrementally add each at-
tribute in order of increasing importance. As each feature is
added, the performance of the model should correspondingly
increase, thereby resulting in monotonically increasing model
performance, and it returns True of False [18].
In our experiments, we use these two metrics to evaluate dif-
ferent interpretation methods. But it is important to notice here
that evaluating metrics is still an area under active research.
Evaluation metrics may be biased, which means the way the
metric is calculated can be more friendly to some methods,
and gives low score on interpretation methods that produce
plausible explanations. As a result, different evaluation metrics
can be used as references, but not the truth.
III. EMPIRICAL STUDY ON COVID
In this section, we introduce our raw dataset and procedures
of data preprocessing, then use it to train four different models,
decision tree, random forest, gradient boosted trees and neural
networks. Through interpretation of the four different models,
we try to understand why different models give similar or
different predictions, and whether or not their predictions
are consistent with medical knowledge. Finally we focus on
individual patient that our models fail to make the correct
decision, and try to explain and evaluate the interpretation.
A. Dataset and Perprocessing
The raw dataset comes from hospitals in China, including
92 patients contracted COVID-19.
Our Research Ethics Committee waived written informed
consent for this retrospective study that evaluated de-identified
data and involved no potential risk to patients. All of the data
of patients have been anonymized before analysis.
The 74 features consist of Body Mass Index (BMI), Com-
plete Blood Count (CBC), Blood Biochemical Examination,
inflammatory markers, symptoms, anamneses, and etc. While
some tests are not compulsory for diagnosis of COVID-19,
features such as LVEF remain unfilled for those who did not
take Color Doppler Ultrasound Test.
After pruning out features with less entries, and patients
with incomplete records, there remains 86 records with 55
features. Among those, 77 records are used for training, cross
validation, and 9 reserved for testing.
TABLE I: 55 Features in the Dataset
Medical Tests Features
Basic Information Sex, Age, AgeG1, Height,
Weight, BMI , Temp
Cardiac Troponin cTnITimes, cTnI,
cTnICKMBOrdinal1,
cTnICKMBOrdinal2,
Complete Blood Count WBC1, NEU1, LYM1,
N2L1, WBC2, NEU2,
LYM2, N2L2
Blood Biochemical Examination AST, LDH, CK, CKMB,
HiCKMB, HBDH, NT-
proBNP, Cr, ALB1, ALB2
Inflammatory Markers CRP1, PCT2, CRP2,
PCT1
Symptoms Sympton, Fever, Cough,
Phlegm, Hemoptysis,
SoreThroat, Catarrh,
Headache, ChestPain,
Fatigue, SoreMuscle,
Stomachache,
Diarrhea, PoorAppetite,
NauseaNVomit,
Anamneses Hypertention,
Hyperlipedia, DM,
Lung, CAD, Arrythmia,
Cancer
The table above lists all the features in our dataset, and
more details can be found in the Appendix. The indicator used
for severity classification is Severity01 which indicates normal
with 0, and severe with 1.
It is important to perform feature engineering before training
and interpreting our models, as some features may not provide
valuable information or provide redundant information.
First, we use some naive methods to remove unnecessary
features. The two features, PCT2 and Stomachache, have
the same value for all patients which means they do not
provide valuable information in distinguishing normal and
4severe patients, thus we can remove them both. And the
two features Coronary Artery Disease (CAD), Arrythmia are
duplicated since patients with CAD heart disease all have an
arrythmia, so we can remove one of these two features.
Second, we try to remove correlated features. The table
below lists all correlated features using Pearsons correlation
coefficient. We try to understand the strong correlation be-
tween two features and remove one of them if necessary.
TABLE II: Feature Correlation
Feature 1 Feature 2 Correlation
cTnICKMBOrdinal1 cTnICKMBOrdinal2 0.853741
LDH HBDH 0.911419
NEU2 WBC2 0.911419
LYM2 LYM1 0.842688
NTproBNP N2L2 0.808767
BMI Weight 0.842409
NEU1 WBC1 0.90352
The strong correlation between cTnICKMBOrdinal1 and
cTnICKMBOrdinal2 is because they are the same test among
a short range of time, thus remain almost the same, so we can
remove one of them, and is the same for LYM1 and LYM2.
LDH and HBDH levels are significantly correlated with heart
diseases, and the HBDH/LDH ratio can be calculated to
differentiate between liver and heart diseases. As for the
correlation between NEU1 and WBC1, NEU2 and WBC2,
they are all correlated to the immune system, and in fact,
most of the white blood cells that lead the immune systems
response are neutrophils. Since there is no much information
about N2L2, and is correlated with NTproBNP, we simply
keep NTproBNP. Finally, the correlation between BMI and
weight is straight forward because Body Mass Index (BMI) is
a persons weight in kilograms divided by the square of height
in meters.
Third, several statistical methods are employed to remove
features with redundant information.
TABLE III: Features Removed
Statistical Methods Removed Features
Mutual Information Height, CK, HiCKMB, Cr, WBC1, Hemoptysis
Univariate Weight, AST, CKMB, PCT1, WBC2
Mutual information is calculated using (1) that determines
how similar the joint distribution p(X,Y) is to the products
of individual distributions p(X)p(Y). Univariate Test measures
the dependence of 2 variables, and a high p value for this test
means a less similar distribution among X and Y.
I(X;Y ) =
∑
x,y
p(x, y)log
p(x, y)
p(x)p(y)
Finally, there are still 36 features left for training and testing.
B. Training Models
Machine learning models outperform human in many dif-
ferent areas in terms of accuracy. Interpretable models such as
decision trees are easy to understand, but not suitable for large
scale applications. Complex models achieve high accuracy
while giving less explanation. We used 4 different models to
extract information from our dataset, Decision Trees, Random
Forests, Gradient Boosted Trees, Neural Networks.
Decision Trees: Decision Tree (DT) is a widely adopted
method for both classification and regression. It’s a non-
parametric supervised learning method which infers decision
rules from data features. Decision trees try to find decision
rules that make the best split measured by gini impurity or
entropy. More importantly, the generated decision trees can
be visualized, thus easy to understand and interpret [24]. .
Random Forest: Random Forests (RF) is a kind of en-
semble learning method [25] that employs bagging strategy.
Multiple decision trees are trained using the same learning al-
gorithm, and then aggregate the predictions from the individual
decision trees. Random forests produces great results most of
the time even without much hyper-parameter tuning, thus it has
been widely accepted for its simplicity and good performance.
However, it is rather difficult for human to interpret hundreds
of decision trees, thus the model itself is less interpretable than
a single decision tree.
Gradient Boosted Trees: Gradient Boosted Trees is another
ensemble learning method that employs boosting strategy [26].
Through sequentially adding one decision tree at one time,
gradient boosted trees combines results along the way. With
fine-tuned parameters, gradient boosting can result in better
performance than random forests. Still, it is tough for human
to interpret a sequence of decision trees, and thus comsidered
as black-box models.
Neural Networks: Neural Networks could be the most
promising model as for achieving high accureacy, and even
outperforms human in medical imaging [27]. Though the
whole network is difficult to understand, deep neural networks
are stacks of simple layers, thus can be partially understood
through visualizing outputs of intermediate layers [28].
For healthcare, both accuracy and interpretability are re-
quired. Simple interpretable models cannot achieve satisfac-
tory accuracy in applications of image, thus many model-
agnostic methods are employed to interpret complex black-box
models.
All these methods are implemented using scikit-learn [29],
keras and python3.6.
There is no hyperparameter for decision tree, and as for
random forest, we use 100 trees in the forest. And the hypter-
parameters for gradient boosted trees are selected according
to prior experience. The structure for neural networks is listed
below.
TABLE IV: Neural Networks
Layer (type) Output Shape Param
Dense (None, 10) 370
Dropout (None, 10) 0
Dense (None, 15) 165
Dropout (None, 15) 0
Dense (None, 5) 80
Dropout (None, 5) 0
Dense (None, 1) 6
After training, gradient boosted trees and neural networks
5acheive the highest precision on the test set, while random
forest gets the worst performance. Among the 9 patients in our
test set, four of them are severe, which means Decision Tree
fail to find two severe patients, and Random Forest loses three
of them, while Gradient Boosted Trees and Neural Networks
find all of severe patients.
TABLE V: Binary Classification Results
Classifier CV Test Set 95%
confi-
dence
interval
F1 Precision Recall F1
Decision Tree 0.56 0.67 0.50 0.57 0.307
Random Forest 0.64 0.56 0.25 0.33 0.324
Gradient Boosted
Trees
0.62 0.78 1.00 0.80 0.271
Neural Networks 0.53 0.78 1.00 0.80 0.271
In this paper, we do not try to get the most accurate model,
instead we focus on understanding different models, trying to
interpret why they make the right prediction and why they err.
Thus, in the next section, we’ll interpret these models and try
to understand why they make different decisions.
C. Interpreting Models
First, we use Permutation Feature Importance to find the
most important features in different models.
TABLE VI: Feature Correlation
Model Most Important Features
Decision Tree NTproBNP, CRP2, LYM1, ALB1, ALB2
Random Forest CRP2, cTnI, NTproBNP, ALB2
Gradient Boosted Trees CRP2, cTnITimes, Phlegm, NTproBNP, cTnI
Neural Networks NTproBNP, CRP2, LDH, Age, CRP1
It can be seen from the table that both CRP2 and NTproBNP
are recognized as important features by all of the four models.
From the perspective of medical research, CRP refers to C-
Reactive Protein, which increases when there’s inflammation
or infection in ones body. C-reactive protein (CRP) levels
are positively correlated with lung lesions and could reflect
disease severity[30]. And NTproBNP refers to N-Terminal
prohormone of Brain Natriuretic Peptide, which are released
in response to changes in pressure inside the heart. Patients
contracted COVID19 will have a rise in CRP due to virus
infection, and patients with higher NT-proBNP (above 88.64
pg/mL) level had more risks of in-hospital death [31]. The
result implies that the two important features recognized by
all of the four models does not obey medical knowlege.
In order to visualize the relationship between CRP and
NTproBNP inside the model, we use PDP, ICE and ALE to
see how they impact on prediction.
In the PDPs, all of the four models indicate a higher risk
of severe with the increase of NTproBNP and CRP which it’s
consistent with retrospective study on COVID-19. Thus, both
interpretable models and black-box models successfully catch
features that are deemed important by medical researchers.
The difference is that different models have different tol-
erances and dependence on NTproBNP and CRP. Averagely,
decision trees and gradient boosted trees give less tolerance on
a high level of NTproBNP (¿2000ng/ml), and gradient boosted
trres give a much higher probability of death as CRP increases.
Since PDPs calculate an average of all instances, we use ICEs
to identify heterogeneity.
ICE reveals individual differences. Though all of the models
give a prediction of higher risk of severe as NTproBNP
and CRP increase, some patients have a much higher initial
probabilities which indicates there are other features that have
impact on overall predictions, for example, elderly people have
higher NTproBNP than young people and have a higher risk
of turing severe.
Sometimes it’s not appropriate to use PDP and ICE in
medical applications, because both PDP and ICE sample in
a grid and make predictions, while some points in the grid
may never appear in real world. For example, it’s very rare
for young people to have a NTproBNP as high as elderlys.
ALE only samples in a small range of area which makes it
more realistic.
In the ALEs, all of the four models give a positive contri-
bution of beging severe as NTproBNP and CRP get higher,
which coincide with medical knowledge.
1) Explaining Misclassified Instances
Even though the four models successfully find important
features in the diagnosis of COVID-19, some models fail to
recognize severe patients. Both Gradient Boosted Trees and
Neural Networks successfully recognized all severe patients
and yield a recall of 1.00, while Decision Trees misses two
of them, and Random Forest fails to recognize three of them.
To find out the reason, we use LIME and SHAP to explain
misclassified instances.
Take Random Forest as an example. The three severe
patients it fails to predict are listed below.
TABLE VII: Severe patients Random Forest fail to recognize
No Predicted Probability of Severe
1 0.52
5 0.70
7 0.52
Among three misclassified patients, patient No. 1 and No.
7 are predicted a probability of 0.52 of being severe which is
around the boundary, while for patient No. 5, the model gives
a high prediction of 0.7 which is a huge mistake. Thus we
focus on patient No.5 and use LIME and SHAP to understand
why there is such a mistake.
6(a) Decision Tree (b) Random Forest
(c) Gradient Boosted Trees (d) Neural Networks
Fig. 1: Partial Dependence Plot
TABLE VIII: Misclassified Patient No.5
Feature Value
Sex 1.00
Age 63.00
AgeG1 1.00
Temp 36.40
cTnITimes 7.00
cTnI 0.01
cTnICKMBOrdinal1 0.00
LDH 220.00
NTproBNP 433.00
LYM1 1.53
N2L1 3.13
CRP1 22.69
ALB1 39.20
CRP2 22.69
ALB2 36.50
Symptoms Hypertention
2) Interpreting Random Forest
The table VIII shows medical conditions for patient No.5
who is a severe patient while random forest takes him as a
normal one.
Fig. 4: LIME Explanation for patient No.5 of Random Forest
From the explanation of LIME, we see that even though
this patient has a high NTproBNP, CRP and LDH that reflect
a severe infection and heart injury, the model takes him as
normal because he has low cTnl and cTnlCKMBOrdinal, and
does not have any critical symptom. Actually this explanation
is reasonable to some extend, a person without any symptom
cannot be a severe patient even if he’s infected. But this is
only the explanation from LIME, and it’s not guaranteed to
be a fully correct interpretation, so we use SHAP to make a
comparison.
7(a) Decision Tree (b) Random Forest
(c) Gradient Boosted Trees (d) Neural Networks
Fig. 2: Individual Conditional Expectation
(a) Decision Tree (b) Random Forest
(c) Gradient Boosted Trees (d) Neural Networks
Fig. 3: Accumulated Local Effects
8(a) LIME Explanation for patient No.5 of Gradient Boosted Tree (b) LIME Explanation for patient No.5 of Neural Networks
Fig. 5: LIME Explanation
(a) SHAP Explanation for patient No.5 of Random Forest
(b) SHAP Explanation for patient No.5 of Gradient Boosted Trees
(c) SHAP Explanation for patient No.5 of Neural Networks
Fig. 6: SHAP Explanation
Features pushing the prediction to be higher (normal) are
shown in red, and those pushing the prediction to be lower
(severe) are in blue. From the explanation of SHAP, we see that
a high CRP, LDH and NtproBNP try to push the patient to be
severe which are consistent with explanations from LIME, and
while having no symptoms, and a low cTnl, LYM, temperature
makes the model to take him as normal.
If we think different models are different doctors, then
random forest, as a doctor, makes the wrong diagnosis. The
reason human doctors take him as severe is that he actually
needs a respirator to survive, so there are things random forest
does not notice. But why gradient boosted trees and neural
networks make the correct diagnosis?
3) Interpreting Gradient Boosted Tree
Let’s try to figure out why the doctor of gradient boosted
tree make the correct decision. From the interpretation of both
LIME and SHAP, we see that the main difference between
gradient boosted tree and random forest is that gradient
boosted tree gives a higher weight on NTproBNP and CRP,
thus even though the patient has a low temperature without any
critical symptoms, the overall diagnosis still remains severe.
4) Interpreting Neural Networks
Similar with gradient boosted tree, Neural Networks takes
it more important to be severe with a high NTproBNP. Be-
sides, from the interpretation of SHAP, we notice that Neural
Networks take Age as an important factor, the patient No.5 is
diagnosed as severe is partly because the patient is old which
is consistent with human doctors judgement.
Actually in our dataset, there is an extra feature that
indicates how severe a patient is ranging from level 0 to level 3.
If we calculate the average of different severity level, we notice
that as people grow older, their situations are more likely to
deteriorate.
As a result, taking the patient’s old age into account, neural
networks make a prediction of severe due to a high NTproBNP
and CRP, even though without critical symptoms.
9TABLE IX: Misclassified Patient No.5
Severity Level Average Age
0 36.83
1 47.45
2 54.31
3 69.40
5) Other Interpretations
There are other interesting features that models rely on to
make predictions.
In the LIME explanation of Gradient Boosted Trees, Phlegm
being False is considered an important symptom of turning
severe, which means patients that do not produce phlegm is
likely to turn severe. This seems to be odd at first glance,
but it’s corroborated by autopsies of COVID-19 patients[32].
Patients that don’t spit out phlegm from the throat or lungs
through coughing is more likely to undergo progressive respi-
ratory failure due to sputum bolt.
Similarly, in the LIME explanation of Neural Networks,
Diarrhea being False is considered an important symptom of
turning severe, which means patients that have the symptom
of diarrhea is more likely to recover. Initially, no one asso-
ciates diarrhea with COVID-19 which usually causes alveolar
damage, but as more and more people go to hospital due
to diarrhea, but diagnosed as COIVD-19, gradually medial
practitioners realize that diarrhea is the first sign of illness
for some COVID-19 patients.
These two findings indicate that machine learning models
are capable of catching importance clues for a new disease
while human doctors may neglect. Thus even though it’s
inappropriate to deploy black-box models to clinical diagnosis,
we may use it to unveil the mechanism behind a new virus
through model interpretation.
D. Evaluating Interpretation
Even though we do find some critical symptoms of COVID-
19 through model interpretation, they are confirmed credible
because these interpretations are corroborated by later study.
If we use interpretation to understand a new virus at a very
early stage of an outbreak, there will be no enough evidence to
support our interpretation initially. Thus we use Monoitinicity
and Faithfulness to evaluate different interpretations using
IBM AIX 360 toolbox [33].
TABLE X: Evaluation for Different Interpretations
Models Faithfulness Monotonicity
Permutation -0.526 False
LIME -0.376 False
SHAP 0.729 False
Faithfulness reveals the correlation between the importance
assigned by the interpretability algorithm and the effect of each
of the attributes on the performance of the predictive model.
Though only SHAP receives a high faithfulness, this does
not mean interpretations from LIME and Permutation is not
reasonable because they are supported by medical knowledge
in our experiment. The reason SHAP receives the highest
faithfulness is that shapley value is calculated by removing the
effect of specific features which similar to how faithfullness is
computed, thus SHAP is more akin to faithfulness by native.
As for monotonicity, all three interpretation methods receive
a False though we do find some valuable conclusions from
these interpretations. The reason is that LIME trains a local
surrogate model to imitate the behavior of the original one,
but does not guarantee the same behavior globally. And
permutation randomly shuffles the features, thus does not
guarantee the monotonicity. As for SHAP, it is calculated by
removing features rather than adding features.
From these results, we can see that the scores different
metrics give are heavily dependent on how similar they are
calculated with the interpretation method, so these metrics can
be biased. As a result, under current research, it may be more
reliable to manually check the fidelity of different interpreta-
tions through comparing with prior medical knowledge.
In conclusion, the evaluation metrics is still under active
research, it may offer some help in evaluating different inter-
pretation methods, still it’s hard to find a metric that is non-
biased for all different methods. And a non-biased classifier-
agnostic metrics In future research.
IV. CONCLUSION
In this paper, we use Permutation Feature Importance to
interpret four different models that predict COVID-19 severity,
and use PDP, ALE, ICE to visualize the result. The inter-
pretation reveals that all of the four models successfully find
NTproBNP and CRP are two important indicators for CIVID-
19, which are consistent with medical research.
Though both low-accuracy and high-accuracy models find
NTproBNP and CRP as two important indicators, they err
on some patients. We use LIME and SHAP to understand
mistakes in different models. The reason Gradient Boosted
Trees and Neural Networks acheive better performance than
Random Forests and Decision Trees is that they give less
tolerance on a high NTproBNP and CRP, and they take
patients’ age into consideration which is another important
factor in COVID-19 clinical treatment.
Besides, high-accuracy models reveal that phlegm and di-
arrhea are two most indicative symptoms without which the
patient is likely to turn severe. And these findings are consis-
tent with autopsies of COVID-19 patients, and recognized as
important signs of illness for some COVID-19 patients.
Finally, we use monotonicity and faithfullness to evaluate
different interpretation mehods, and find that faithfullness is
more akin to SHAP due to the way it’s calculated. Thus the
evaluating metrics is still under active research, it’s still hard to
find a non-biased metric for different interpretation methods.
In conclusion, through interpreting different machine learn-
ing models trained with patients data from hospitals, we find
several important indicators for COVID-19 severity diagnosis,
and these findings are corroborated by autopsies and medical
research. Thus it’s possible to use machine learning model
intepretations to reveal mechanisms of a new virus at the early
stage of an outbreak.
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APPENDIX
TABLE XI: All Features in our dataset
Feature Medical Meaning Type
Sex Man (1), Woman(0) Personal Info
Age - Personal Info
AgeG1 Age > 50(1), Age ≤ 50(0) Personal Info
Height - Personal Info
Weight - Personal Info
BMI Body Mass Index Personal Info
Temp Temperature -
Severity01 Severe (1), Normal (0) Severity
cTnITimes When was cTnI tested -
cTnI Cardiac Troponin I -
cTnlCKMBOrdinal1 The value when hospitalized -
cTnlCKMBOrdinal2 The maximum value when hospitalized -
AST Aspartate aminotransferase Biochemical Examination
LDH Lactate Dehydrogenase Biochemical Examination
CK Creatine Kinase Biochemical Examination
CKMB The amount of an isoenzyme of creatine kinase (CK) Biochemical Examination
HBDH Alpha-Hydroxybutyrate Dehydrogenase Biochemical Examination
HiCKMB Highest CKMB Biochemical Examination
NTproBNP N-terminal Prohormone of Brain Natriuretic Peptide -
Cr Serum Creatinine Biochemical Examination
PCT1/PCT2 Procalcitonin Inflammatory Markers
WBC1/WBC2 White Blood Cell Complete Blood Count
NEU1/NEU2 Neutrophil Count Complete Blood Count
LYM1/LYM2 Lymphocyte Count Complete Blood Count
N2L1/N2L2 - Complete Blood Count
CRP1/CRP2 C-Reactive Protein Inflammatory Markers
ALB1/ALB2 Albumin Count Biochemical Examination
Sympton - Symptoms
Fever - Symptoms
Cough - Symptoms
Phlegm - Symptoms
Hemoptysis - Symptoms
SoreThroat - Symptoms
Catarrh - Symptoms
Headache - Symptoms
ChestPain - Symptoms
Fatigue - Symptoms
SoreMuscle - Symptoms
Stomachache - Symptoms
Diarrhea - Symptoms
PoorAppetie - Symptoms
NauseaNVomit - Symptoms
Hypertention - Anamneses
Hyperlipedia - Anamneses
DM Diabetic Mellitus Anamneses
Lung Lunge Disease Anamneses
CAD Coronary Heart Disease Anamneses
Arrythmia - Anamneses
Cancer - Anamneses
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