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Abstract
Data mining and related applications often rely on
extensive range sum queries and thus, it is impor-
tant for these queries to scale well. Range sum
queries in data cubes can be achieved in time O(1)
using prefix sum aggregates but prefix sum up-
date costs are proportional to the size of the data
cube O
(
nd
)
. Using the Relative Prefix Sum (RPS)
method, the update costs can be reduced to the root
of the size of the data cube O
(
nd/2
)
. We present
a new family of base b wavelet algorithms further
reducing the update costs to O
(
nd/β
)
for β as large
as we want while preserving constant-time queries.
We also show that this approach leads to O
(
logd n
)
query and update methods twice as fast as Haar-
based methods. Moreover, since these new meth-
ods are pyramidal, they provide incrementally im-
proving estimates.
1 Introduction
Computational scalability with respect to both data
queries and data updates is a key requirement in
On-Line Analytical Processing (OLAP). Moreover,
for OLAP applications, it is desirable to have low
query costs. However, one should distinguish be-
tween OLAP and Precomputed Analytic Process-
ing (PAP) systems [12]: a system with very low
query costs which is expensive to update or initial-
ize might not be practical for OLAP systems where
data updates are frequent and new databases are
created dynamically. On the other hand, a slightly
longer query time might be acceptable as long as
approximations are quickly available and as long as
the aggregates can be quickly updated. Reaching a
good compromise with respect to the various per-
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formance measures is more important than merely
having fast queries.
Data cube [9] is a common data model used by
data warehouses and can be simply described as
a large multidimensional array which can be im-
plemented as such or as an interface to a (rela-
tional) database. Consider the following simple
data cube example with three dimensions (d = 3):
age, income, weight. Each cell in the data cube D
(e.g. 17 years old, 10k$, 60 kg) contains a measure
Di, j,k. For example, cells may contain the number
of individuals matching the criteria of the cell (e.g.
D17,10k$,60kg = 100). A range sums query amounts
to summing up the measures ∑i, j,k∈I Di, j,k in a set
of cell indices I. For example, one could ask the
number m of individuals between the ages of 18
and 25, with an income above 20 k$ and a weight
over 100 kg. The simplest way to do this com-
putation is to sum over all cells. Assuming that
in the age, income and weight model, we have all
ages from 0 to 100 years, all incomes from 0 k$
to 100 k$ in increments of 1 k$ and all weights
from 40 kg to 200 kg in increment of 1 kg, a range
sum query might involve 100×100×160 individ-
ual sums which amounts to well over 1 million op-
erations. Clearly, this approach does not scale well
with respect to queries.
In the context of this paper, we measure cost in
terms of the number of cells we need to read or
change in a data cube in the worst possible case.
We assume that the data cubes have dimension d
and that the size of the data cube (number of cells)
is nd for some large n and a fixed dimension d.
Also, for simplicity, we assume that data cubes are
indexed from 0 to n in all dimensions.
With OLAP applications in mind, “prefix sum”
method was developed and it can resolve such
range sum queries in time O(1) [13]: one cre-
ates a new data cube D˜ of the same size contain-
ing the the sums of the measures “up to”, D˜i, j,k =
∑r≤i,s≤ j,t≤k Dr,s,t (see Tables 1 and 2 for a two-
dimensional example). It can be seen that the com-
putational cost for D˜ is proportional to the size of
the data cube itself. However, given a set of con-
secutive indices I =
[
i1b, i
1
e
]× [i2b, i2e]× [i3b, i3e], we
can compute the range sum in time O(1). Indeed,
let ιk(x) = x(ikb− ike)+ ike, then the range sum over I
on D is given by
∑
i, j,k∈I
Di, j,k =
1
∑
r=0
1
∑
s=0
1
∑
t=0
(−1)r+s+tD˜ι1(r),ι2(s),ι3(t),
and, more generally, if we note the prefix sums as
Si1,...,id = ∑
r1≤ii,...,rd≤id
Dr1,...,rd , (1)
we have
Si1,...,id =
1
∑
r1=0
· · ·
1
∑
rd=0
(−1)r1+...+rd D˜ι1(r1),...,ιd(rd)
(2)
so that, in general, a sum over up to nd cells can
be computed with 2d sums irrespective of n using
the prefix sum data cube D˜. For static databases,
this approach may well be optimal. Unfortunately,
the prefix sum approach has a major drawback: up-
dating the value of a single cell in the data cube D
means updating up to nd cells in the prefix sum data
cube D˜.
3 5 1 2 2 4 6 3 4
7 3 2 6 8 7 1 2 1
2 4 2 3 3 3 4 5 4
3 2 1 5 3 5 2 8 0
4 2 1 3 3 4 7 1 3
2 3 3 6 1 8 5 1 2
4 5 2 7 1 9 3 3 1
2 4 2 2 3 1 9 1 5
1 3 1 1 2 2 8 2 6
Table 1: A randomly chosen 9× 9 data cube D.
By convention indices start at (0,0) in the upper left
corner and go up to (8,8) in the lower right corner.
The Relative Prefix Sums (RPS) method [8] ease
the update burden. Instead of building a large pre-
fix sum over all of the data, the RPS method builds
local prefix sums. In order to still offer fast queries,
an “overlay” is used to record the cumulative pre-
fix sums. Letbxc be the greatest integer smaller
or equal to x so that ηbi/ηc is i rounded off to a
multiple of η. In the unidimensional case, given
n cells xi with i = 1, ...,n, the corresponding Prefix
3 8 9 11 13 17 23 26 30
10 18 21 29 39 50 57 62 67
12 24 29 40 53 67 78 88 97
15 29 35 51 67 86 99 117 126
19 35 42 61 80 103 123 142 154
21 40 50 75 95 126 151 171 185
25 49 61 93 114 154 182 205 220
27 55 69 103 127 168 205 229 249
28 59 74 109 135 178 223 249 275
Table 2: Prefix sum for the data cube of Table 1.
Note that if the upper left value is changed in Table
1, all of this table must be updated (81 cells).
Sum (PS) cells yi contain the sums yi =∑ik=ηbi/ηc xk
where η is the overlay box size. On the other hand,
the unidimensional overlay cube contains the sums
∑η×ik=0 xk. It can be seen that the RPS method has
query cost O(1) and an update cost that depends on
η. By choosing η =
√
n, it can be shown that the
update cost is O
(
nd/2
)
and this is the best possi-
ble choice. An example is given in Table 4 and the
RPS algorithm is given next (see [8] for more de-
tails). The current work is a generalization of this
approach into a pyramidal setting (see Table 3 for a
comparison).
method Query cost Update cost
Data Cube [9] O(nd) O(1)
Prefix Sum [13] O(1) O(nd)
RPS [8] O(1) O(nd/2)
Haar[18] O(nd) O(log2 n)
HBC [3] O(1) O(nd−1)
PyRPS O(1) O
(
nd/β
)
,
β = 1,2, . . .
PyRPS (log) O(logdb n) O((b−1)d logdb n)
Table 3: Comparison the PyRPS method described
in section 4 and the PyRPS(log) from subsection
4.1 with some other range sum aggregates for a data
cube of size nd with large n.
Algorithm 1 (Relative Prefix Sum) Given a data
cube Di1,...,id of size nd and a set overlay box of size
η, the prefix sum array PR is given by
PRi1,...,id =
i1∑
k1=ηbi1/ηc
· · ·
id∑
kd=ηbid/ηc
Dk1,...,kd .
Let σ(i) = {0, . . . , i} if i modulo η = 0 and
{ηbi/ηc+1, . . . , i} otherwise. The overlay array
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Ω is given by
Ωi1,...,id = ∑
k1 ∈ σ(i1), . . . ,kd ∈ σ(i1)
(k1, . . . ,kd) 6= (i1, . . . , id)
Dk1,...,kd
for all tuples (i1, . . . , id) where at at least one com-
ponent ik is a multiple of η. The algorithm returns
both the prefix sum array PR and the overlay array
Ω.
More recently, Hierarchical Band Cube (HBC)
have been proposed [3] as an alternative to the
RPS method: but HBC data updates require time
O
(
nd−1
)
. However, to our knowledge, the HBC
method is the first to generalize the RPS method in
terms of base b trees and it does away with the over-
lay. Other authors have used base 2 (dyadic) Haar
wavelets [4, 10] either to compress or approximate
prefix sums aggregates [14, 16, 17] or as a replace-
ment for the prefix sum method [18]. An important
limitation of these wavelet-based methods is that
they have polylogarithmic query times.
3 8 9 2 4 8 6 9 13
10 18 21 8 18 29 7 12 17
12 24 29 11 24 38 11 21 30
3 5 6 5 8 13 2 10 10
7 11 13 8 14 23 9 18 21
9 16 21 14 21 38 14 24 29
4 9 11 7 8 17 3 6 7
6 15 19 9 13 23 12 16 22
7 19 24 10 16 28 20 26 38
0 0 0 9 0 0 17 0 0
0 12 33
0 20 50
12 12 17 46 13 27 97 10 19
0 7 17
0 15 40
21 19 29 86 20 51 179 20 34
0 8 14
0 13 24
Table 4: The Relative Prefix (RP) array and its
overlay for the data cube of Table 1. The overlay
size was chosen to be
√
9 = 3.
Assuming that range sums aggregates cannot use
a buffer larger than the data cube itself, we are mo-
tivated by the following questions:
1. Can wavelets allow queries in time O(1) as the
prefix sum methods does?
2. Assuming we require that queries be pro-
cessed in time O(1), how cheap can the up-
dates be? Can we improve on the RPS
method?
3. What is the best wavelet for range sum prob-
lems?
The answer to the first question is positive: it suf-
fices to use wavelets in base b so that the height
of the wavelet tree is logb n. B−adic wavelets
were first introduced by Heller [11] as rank M
wavelets, and are related to b−adic subdivision
scheme [5, 6]. By choosing b large enough, we
can effectively control the height of the tree. This
allows us to limit the worst-case query cost to a set
maximum which depends on the height of the tree.
This base b approach is similar to replacing binary
trees by B−trees as a most scalable alternative. As
for the second question, we show that we can gen-
eralize the RPS method as a wavelet-like approach
and improve the scalability of the method as much
as we want: the update costs scales as O
(
nd/β
)
with β as a parameter. Finally, as for the third ques-
tion, the dyadic Haar wavelet is probably not the
best choice for many range sum problems. Instead,
we present a special case of Aldroubi’s oblique
wavelets [1] as an alternative. Oblique wavelets can
be described as “stripped down wavelets” that can
be computed twice as fast while still providing a
wavelet tree. Most wavelets found in commercial
software packages are orthogonal or biorthogonal
wavelets [4] (Haar, Daubechies, . . .) because it as-
sumed that the data is smooth or that the user is
interested in the Euclidean norm of the wavelet co-
efficients and its relation to the Euclidean norm of
the signal (e.g. Riesz property). For the applica-
tion at hand, range sum queries, the main relevant
“wavelet feature” is the “multiscale” or pyramidal
approach [7]. Of course, for higher order range
queries such as variance and covariance queries,
other wavelets might be a better choice [15].
Our main result is a generalization of the RPS
into a Pyramidal Relative Prefix Sum (PyRPS) ap-
proach which is shown to be arbitrarily scalable.
We also present adapted b−adic oblique wavelets
as a preferred wavelet transform for range sum
problems.
This paper is organized as follow. We begin
with a review of unidimensional wavelets. We
present efficient, in-place algorithms to compute
the oblique wavelet transform and we conclude
with some computational complexity analysis. We
then show how these results can be generalized in
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the multidimensional case using the direct product.
The wavelet-based Pyramidal Relative Prefix Sum
approach is then presented and analyzed. We con-
clude with some optimization analysis for the poly-
logarithmic case, a discussion on variable bases,
and some remarks concerning practical implemen-
tations.
2 Unidimensional Wavelets
The basic idea of a wavelet transform is to project
the data on a simpler, coarser scale while mea-
suring the error made so that the transformation
can be reversed [4]. By projecting repeatedly the
data on coarser and coarser scales, a wavelet tree
is built and provides a “mathematical zoom”. The
Haar transform [10] is probably the first example
of a wavelet transform. Let Ξ = {xi} be an array
of length 2J with indices IJ =
{
0, . . . ,2J−1}. In
one dimension and with a convenient normaliza-
tion, the Haar transform can be described with two
operators: the coarse-scale projection
PHaar (Ξ) = {x2i+ x2i+1}i∈IJ−1
and the error measure (or “wavelet coefficients”)
QHaar (Ξ) = {x2i− x2i+1}i∈IJ−1 .
Both PHaar and QHaar downsample the data by a
factor of 2 so we say that the transformation is
dyadic (base 2) and given the result of both PHaar
and QHaar, we can recover the original data xi. The
tree structure comes in when you repeatedly apply
the operators PHaar and QHaar to the results of the
coarse scale operator PHaar. For example, given the
data {a,b,c,d}, we get PHaar({a,b,c,d}) = {a+
b,c+ d} and QHaar({a,b,c,d}) = {a− b,c− d}
and then PHaar(PHaar({a,b,c,d})) = {a+ b+ c+
d} and QHaar(PHaar({a,b,c,d})) = {a+ b− c−
d}. The final wavelet tree with height 2 is given
by the coarse scale projection {a+ b+ c+ d}, its
corresponding wavelet coefficient {a+ b− c− d}
and finer scale wavelet coefficients {a+ b,c+ d}
and {a− b,c− d}. Wavelet coefficients at step
j are given by QHaar (PHaar) j−1 (Ξ). The lowest
wavelet coefficients in the tree are QHaar(Ξ), then
QHaar(PHaar(Ξ)), QHaar(PHaar(PHaar(Ξ))), and so
on. Because of the downsampling, an array of
length n will have n/2 wavelet coefficients at the
bottom, then n/4 at the second step and n/2 j at step
j ( j = 1,2, . . .).
As an alternative, we propose to use oblique
wavelets [1] defined by the following operators: the
coarse-scale projection (as in Haar)
P2 (Ξ) = {x2i+ x2i+1}i∈IJ−1
and the error measure (or “wavelet coefficients”)
Q2 (Ξ) = {x2i}i∈IJ−1 .
One major drawback of such simpler transform is
that it doesn’t preserve the Euclidean (l2) norm or
the energy of the data unlike a properly normalized
Haar transform and so, some authors [7], prefer
to refer to such a transform as a “pyramidal trans-
form” rather than a “wavelet transform”.
For b > 2, let Ξ = {xi} be an array of length bJ
with indices IJ =
{
0, . . . ,bJ−1}. We propose to
generalize the operators P2 and Q2 to the equivalent
base b > 2 case:
Pb (Ξ) = {xbi+ xbi+1+ . . .+ xbi+b−1}i∈IJ−1
and
Qb,1 (Ξ) = {xbi}i∈IJ−1 ,
Qb,2 (Ξ) = {xbi+ xbi+1}i∈IJ−1 ,
· · ·
Qb,b−1 (Ξ) = {xbi+ xbi+1+ . . .+ xbi+b−2}i∈IJ−1 .
These new operators downsample the original data
by a factor of b and so are said to be b−adic but
since we have b linearly independent operators,
they still allow perfect reconstruction (see proof
of proposition 1). Notice that subtraction is never
used as the operators are effectively local prefix
sums. The following algorithm can be used to effi-
ciently compute the transform; for the sake of sim-
plicity, we assume that n is a power of b.
Algorithm 2 (In-Place Base b Oblique Wavelet
Transform) Given an array of values xi, i =
0, . . . ,n−1, the first step is given by
xbk← xbk,
xbk+1← xbk + xbk+1, ...,
xbk+b−1← xbk+b−1+ xbk+b−2
for k = 0, ...,n/b − 1 so that we have xi →
∑ik=bb(i+1)/bc xk for i = 0, . . . ,n−1. Similarly, suc-
cessive steps at depth j = 1, ..., logb n−1 are given
by
xb jk+b j−1← xb jk+b j−1,
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xb jk+2b j−1← xb jk+2b j−1+ xb jk+b j−1, . . . ,
xb j+1k−1← xb j+1k−1+ xb j+1k−b j−1
for k = 0, . . . ,n/b j−1 so that we have
xi→
i
∑
k=γ(i, j)
xk
for i = b j − 1,2b j − 1, . . . ,n and γ(i, j) = b j ×⌊
(i+1)/b j
⌋−1.
The computational cost of this algorithm is
O(n). Indeed, the number of sums can be seen
to be b−1b n+
b−1
b2 n+ . . .+ b− 1 = n− 1 assum-
ing that n is a power of b. Consider that the Haar
transform involves n+ n2 + . . .+ 2 = 2n− 2 sums
and subtractions and is therefore more expensive
by a factor of 2. As an example of this algo-
rithm, suppose we apply the in-place transform to
the array D = {1,0,2,1,2,4,3,1,3} with b = 3.
The first step gives D1 = {1,1,3, 1,3,7, 3,4,7}
whereas the second and last step gives D2 =
{1,1,3, 1,3,10, 3,4,17} where only the sixth and
the last data samples changed. Since the tree has
height 2 (2-step transform), the sum of the first k
cells in D can always be computed using at most 2
sums in D2. For example, to compute the sum of
the first 8 terms in D, it suffices to sum the 6th and
the 8th term in D2: 10+ 4 = 14. The proof of the
next proposition gives the general formula to com-
pute such range sums. We note the transformation
described by Algorithm 2 as Γb so that
Γ3 (1,0,2,1,2,4,3,1,3)= {1,1,3,1,3,10,3,4,17}.
Proposition 1 Given the base b oblique transform
yi=0,...,n−1 = Γb (xi=0,...,n−1), then one can compute
any range sum of the form Sk = ∑ki=0 xi in time
O(logb n).
Proof. The proof is constructive. Let γ(k, j) =
b j × ⌊(k+1)/b j⌋− 1 and assume n = 2J , then it
suffices to observe that
Sk = yk + yγ(k,1)+ · · ·+ yγ(k,J−1) (3)
where we used the convention that the same cells
are never summed twice and negative indices are
ignored e.g. S2b−1 = y2b−1. We see that at most
J = logb n sums are required to compute Sk.
In practical applications, the sum in equation 3
could be approximated by the few last terms since
they involve many more cells in the original data
cube and are likely to provide an incrementally im-
proving estimate. This is particularly convenient if
the topmost cells in the tree are buffered for fast
access. Similarly, if one cell is updated, then no
more than 1+ (b− 1) logb n cells need to be up-
dated in the transformed array as the proof of the
next proposition shows. This is true for all base
b wavelet transform even though we are only con-
cerned with the transform described by Algorithm
2. We define the height (or depth) of an index in the
tree by height(k) = 1+max{ j ∈N : γ(k, j) = k}
where γ(k, j) = b j × ⌊(k+1)/b j⌋− 1. This defi-
nition might seem inefficient if we try to test all j
values (up to logb n). Similarly, the sum of equation
3 must be evaluated while checking for redundant
terms which might appear difficult. However, the
following proposition shows that both problems are
easily taken care of essentially because γ is mono-
tone decreasing.
Proposition 2 If γ(k, j) = k, then γ(k,ν) = k for all
ν < j and γ(k,α) is monotone decreasing in α.
Proof. Notice that b j × ⌊(k+1)/b j⌋ ≤ k + 1,
hence γ(k, j) ≤ k for j ≥ 0. By Euler’s theo-
rem, given b and j, there exist integers r ≥ 0 and
0 ≤ s < b j such that k+ 1 = b jr+ s. Assume that
γ(k, j) = k for some j > 0, then b jr− 1 = k and
γ(k, j−1) = b jr−1+⌊s/b j⌋= k+⌊s/b j⌋, but be-
cause γ(k, j−1) ≤ k, we have γ(k, j−1) = k. The
first result follows by finite induction.
To show the second result, we observe that
b j
⌊
x/b j
⌋ ≤ bxc and thus, setting x = (k + 1)/bt
for some t > 0, we have b j
⌊
k+1
b j+t
⌋
≤ ⌊ k+1bt ⌋ or
b j+t
⌊
k+1
b j+t
⌋
≤ bt ⌊ k+1bt ⌋ hence γ(k, j + t) ≤ γ(k, t)
which shows that γ is monotone.
Finally, this O(n) transform can be updated with
only a logarithmic cost as the following proposition
states.
Proposition 3 The base b ≥ 2 oblique transform
yi=0,...,n−1 =Γb (xi=0,...,n−1), can be updated in time
O((b− 1) logb n) given a change in one cell value
xk.
Proof. A change in cell xk requires at most
b − 1 update at each depth in the wavelet tree
except for the topmost cells where b cells might
need to be updated. A maximum of b +
5
(b − 1)(logb n − 1) cells may need to be up-
dated: yk, . . . ,yγ(k+b,1)−1; yγ(k+b,1), yγ(k+2b,1),. . . ,
yγ(k+b2,2)−b; . . .; yγ(k+bJ−1,J−1), yγ(k+2bJ−1,J−1), . . . ,
yn−1. If the value stored in cell xk was increased
(resp. decreased) by ∆y, it suffices to add (resp.
subtract) ∆y to each cell.
3 Multidimensional Wavelets
In the multidimensional case, we take the wavelet
transform using the direct product of the unidimen-
sional wavelet transform Γb ⊗ ·· · ⊗ Γb on a data
cube of size bJd . In practical terms, this suggests
that we apply the transform on each dimension sep-
arately. For example, given a data cube Di1,...,id ,
0 ≤ ik < n of dimension d, the wavelet transform
can be computed using d steps. Firstly, we ap-
ply the operator Γb on the first dimension nd−1
times: we have nd−1 arrays ai1(i2, ..., id) indexed
by i1 and defined by ai1(i2, ..., id) = Di1,...,id . Let
a′i1 = Γb (ai1) for all possible values of i2, . . . , id
and set D(1)i1,...,id = a
′
i1(i2, ..., id). We repeat this
process with each dimension and note the result
Γb⊗·· ·⊗Γb(D). It can be seen that this algorithm
has a cost of O
(
nd
)
. A two-dimensional exam-
ple is given in Table 5. We define the height of
a cell (i1, . . . , id) in the tree by height(i1, . . . , id) =
min{height(i1), . . .height(id)}.
The computational cost to range sum queries is
the same as the computational cost for computing
prefix sums, Si1,...,id (see equation 2). However, by
proposition 1, prefix sums can be computed in time
logb n assuming we have applied the wavelet trans-
form Γb. A similar result applies in the multidi-
mensional case.
Proposition 4 Given the base b oblique transform
of a data cube of size nd , DΓb , then one can
compute range sums Si1,...,id (prefix sums) in time
O
(
logdb n
)
.
Proof. Let γ(k, j) = b j × ⌊(k+1)/b j⌋− 1 and
consider the operator σk(a) = ak + aγ(k,1) + . . .+
aγ(k,J−1). By the proof of proposition 1, the pre-
fix sums can be computed by the wavelet transform
∑k≤ j ak = σk ◦Γb(ak) for any array a. Thus if we
note DΓb = Γb⊗·· ·⊗Γb(D), then
Si1,...,id = ∑
r1≤ii,...,rd≤id
Dr1,...,rd
= (σi1 ◦Γb)⊗·· ·⊗
(
σid ◦Γb
)
(D)
= σi1 ⊗·· ·⊗σid (Γb⊗·· ·⊗Γb(D))
= σi1 ⊗·· ·⊗σid
(
DΓb
)
=
J−1
∑
r1=0
· · ·
J−1
∑
rd=0
DΓbγ(r1, j),...,γ(rd , j)
which can be done in time O
(
logdb n
)
since each
sum involves at most logb n terms.
The proof of the previous proposition gives us
the formula to compute prefix sums. As an exam-
ple, consider Table 5 where n= 9, d = 2, b= 3 and
J = 2. Since γ(7,1) = 5, the prefix sum at position
(7,7) is given by
∑
r1=7,5
∑
r2=7,5
DΓ3r1,r2 = D7,7+D7,5+D5,7+D5,5
= 16+45+42+126 = 229
and the result can be checked in Table 2. As another
example, we can compute the prefix sum at position
(7,1) with the convention that the first index refers
to the row number. We have that γ(1,1) = −1 and
γ(7,1) = 5, thus the prefix sum is given by
∑
r1=1
∑
r2=7,5
DΓ3r1,r2 = D1,7+D1,5
= 15+40 = 55.
At most 2× 2 = 4 sums are required to compute
the prefix sum at any cell as predicted by proposi-
tion 4. Similarly, if one were to change the value
of cell (0,0), then only 25 cells need to be up-
dated (see Table 6). The following proposition
makes this result general. As in the unidimen-
sional case, these sums can be seen as incremen-
tally accurate estimates: assuming we stop short
of the first dL terms in the sum, the approximation
∑J−1r1=L · · ·∑J−1rd=L D
Γb
γ(r1, j),...,γ(rd , j) and the actual value
Si1,...,id differ at most by the sum of dnd−1(bL− 1)
cells. If the values in the data cube are bounded in
absolute value by M, the error in skipping the last
dL sums is at most Mdnd−1(bL− 1) (exponential
decay as L→ 0).
Proposition 5 The base b oblique transform Γb⊗
·· ·⊗Γb(D) of a data cube of size nd can be updated
in time O((b− 1)d logdb n) given a change in one
cell value.
Proof. Since the operator Γb can be applied di-
mension per dimension, we can simply count the
number of cells affected by the change. By the
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proof of proposition 3, only b+(b−1)(logb n−1)
cells are affected after the transform on the first di-
mension is done. Each on these cells, in turn, im-
pact on at most b+(b−1)(logb n−1) cells across
the second dimension. Thus after d transform, at
most (b+(b− 1)(logb n− 1))d cells are impacted
across all dimensions.
3 8 9 2 4 17 6 9 30
10 18 21 8 18 50 7 12 67
12 24 29 11 24 67 11 21 97
3 5 6 5 8 19 2 10 29
7 11 13 8 14 36 9 18 57
21 40 50 25 45 126 25 45 185
4 9 11 7 8 28 3 6 35
6 15 19 9 13 42 12 16 64
28 59 74 35 74 178 45 71 275
Table 5: Oblique Transform Γ3 ⊗ Γ3(D)(PyRPS)
for the data cube D of Table 1. All cells are at
height 1 in the wavelet tree except the 9 cells with
a darker gray background which are at height 2.
3.1 8.1 9.1 2 4 17.1 6 9 30.1
10.1 18.1 21.1 8 18 50.1 7 12 67.1
12.1 24.1 29.1 11 24 67.1 11 21 97.1
3 5 6 5 8 19 2 10 29
7 11 13 8 14 36 9 18 57
21.1 40.1 50.1 25 45 126.1 25 45 185.1
4 9 11 7 8 28 3 6 35
6 15 19 9 13 42 12 16 64
28.1 59.1 74.1 35 74 178.1 45 71 275.1
Table 6: Oblique Transform Γ3⊗Γ3(D) (PyRPS)
for the data cube D of Table 1 modified with D0,0 =
3.1.
4 Pyramidal Relative Prefix
Sum Method (PyRPS)
We are now ready to prove the next theorem which
describes the main result of the proposed PyRPS
method. In effect, the PyRPS method can be made
as scalable as needed (assuming n large).
Theorem 1 (Pyramidal Relative Prefix Sum)
Given a data cube of size nd , for any integer
1 ≤ β ≤ log2 n there exist a base b oblique trans-
form Γb ⊗ ·· · ⊗ Γb(D) which allows range sum
queries in time O(1) and can be updated in time
O(nd/β) given a change in one cell.
Proof. We can set the height of the wavelet tree
to a fix positive integer β=logb n and solve for b,
b = n1/β so that by proposition 4, the query cost
is O
(βd) and by proposition 5, the update cost is
O
(
nd/ββd).
One drawback to more scalable updates is that
more (fixed) steps are required to compute the
range sum queries. Since increasing β slows down
queries but improves the update cost, one might ask
what the best compromise for β could be. Geffner
et al. [8] measured the overall complexity by mul-
tiplying the range sum query cost with the update
cost. For the PyRPS method, the overall complex-
ity is nd/ββ2d by the proof of theorem 1. How-
ever, by choosing any fixed integer b ≥ 2 and let-
ting β = logb n, we have an overall complexity of
(b− 1)d log2db n which is clearly better for n large
than any fixed β since it is logarithmic whereas
nd/ββ2d is polynomial in n. In short, the overall
complexity is minimized when β is large and this is
discussed in the next subsection.
4.1 Optimization of the polylogarith-
mic case: PyRPS(log)
The PyRPS method with β = logb n might still be
interesting even though it no longer offers O(1)
queries since it minimizes the overall complexity.
By propositions 4 and 5, we have that the over-
all complexity is (b− 1)d log2db n and so the best
choice for b arises when (b−1)d/ ln2d b is a mini-
mum. Since b must be an integer, this minimum is
reached at b = 5 (see Fig. 1).
Lemma 1 In a polylogarithmic PyRPS approach,
the overall computational cost defined as the prod-
uct of the query cost with the update cost is mini-
mized when the base b = 5.
4.2 Variable Bases
One of the assumptions made so far was that the
chosen base b was constant. Other authors have ex-
perimented with variable bases [3] thus generating
a large family of algorithms with various proper-
ties. This is especially applicable in the case of an
algorithm such as PyRPS where we fix the height
of the tree a priori. We begin by stating the variable
base equivalent to Algorithm 2.
Algorithm 3 (In-Place Oblique Wavelet Trans-
form with Variable Base) Suppose we are given β
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Figure 1: The estimated overall computational cost
of a wavelet-based range sum system depends on
the base b as (b−1)d/ ln2d b. For d = 1, the mini-
mum is reached at b = 5.
integers bi > 1 such that ∏βi=1 bi = n and an array
of values xi, i = 0, . . . ,n− 1. Let Bk = ∏ki=1 bi for
k = 0, . . . ,β with B0 = 1, the transforms at depth
j = 0, . . . ,β are given by
xB jk+B j−1← xB jk+B j−1,
xB jk+2B j−1← xB jk+2B j−1+ xB jk+B j−1, . . . ,
xB j+1k−1← xB j+1k−1+ xB j+1k−B j−1
for k = 0,1, . . . ,n/B j−1.
Using Algorithm 3, queries still take time βd
since the depth of the tree is β. However, updates
now require time
(
∑βi=1 bi
)d
instead of nd/ββd as
in the proof of Theorem 1. Since the query time
remains the same, the question is whether hav-
ing a variable base can improve the update cost.
To answer this question, we find the minimum of
∑βi=1 bi over b1, . . . ,bβ given ∏βi=1 bi = n. The La-
grangian of this problem is given by L = ∑βi=1 bi−
λ
(
∏βi=1 bi−n
)
and thus ∂L∂bk = 1− λ∏
β
i=1,i 6=k bi.
Setting ∂L∂bk = 0, we have λ∏
β
i=1 bi = bk ∀k. It fol-
lows that b1 = . . . = bβ and thus b1 = . . . = bβ =
n1/β. In other words, for large n, the best choice is
not to use a variable base.
5 Practical Implementation
and Future Work
In implementing the PyRPS method for high per-
formance purposes, several issues arise. For ex-
ample, it might be desirable to buffer some of the
topmost cells of the tree since a given cell is used
much more often in queries and updates. In prac-
tice, it will often be convenient because a large frac-
tion, 1−1/bd , of the wavelet coefficients are at the
lowest level. It could also justify the use of a vari-
able base approach to tailor the tree to the amount
of memory available for caching the upper part of
the tree. For example, if b = 5 and d = 3, 99% of
all coefficients are at the lowest level of the tree.
Second of all, the lowest level coefficients are set
in blocks of size bd − 1 often updated at the same
time which suggests that an efficient implementa-
tion would allow for fast “block updates”. Again,
the need to control the size of these blocks should
be considered in the choice of the base b.
The RPS method suggests we keep the overlay
in memory which implies a memory cost of (n/b)d
cells where b is the size of the overlay or nd/2 when
we choose b =
√
n to optimize the update com-
plexity [13] and as pointed out by the authors, a
smaller b might be chosen to optimize to overlay
given the memory available. The next proposition
makes precise how much of a buffer size we need to
reduce queries processing by up to a fraction ξ: we
make the assumption here that buffered cells can be
accessed without noticeable cost when compared to
permanent storage retrieval.
Proposition 6 Whether we consider PyRPS or
PyRPS(log), assuming the tree has height β, to
buffer the first ξβ levels of the tree requires storage
space of ndξ cells.
Proof. We have n = bβ and the first ξβ levels of
the tree have
(
bξβ
)d
= ndξ cells. The result is the
same no matter what b is and applies to all base b
trees.
For example, if the tree has height 10 and we
want to buffer 25% (ξ = 0.25), then we need to
buffer nd/4 cells. This tells us that to keep the
memory requirements constant, we need to set ξ =
κ
ln(nd) where κ is some constant and therefore, un-
surprisingly, for very large data cubes with respect
to the memory available, buffering won’t provide
significant help.
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Next, we present some early experimental re-
sults to elaborate on how a change of basis impact
the range sum queries and updates performance.
A data cube with n = 256 and d = 3 is generated
using random data. A 32 Bytes integer value is
stored in each cell so that the data cube requires 64
Megabytes of storage. Using the PyRPS method,
we choose β = 2 to get b = 16 (shallow tree), and
β = 8 to get b = 2 (deep tree). We also use the
parameters b = 4 (β = 4) as a compromise. Aver-
age time for prefix sum queries (see equation 1) as
well as average time for one-cell updates is given
(Table 7). The one-time cost for the pyramidal
transform is also given. The RPS method is not in-
cluded but is computationally equivalent to the case
β= 2. The benchmarking was done using Sun Java
1.4 on a Pentium 3 (1.133 GHz) laptop running
Windows 2000. A flat binary file with no buffer-
ing was used for storage. These two settings pro-
vide very different performances with either faster
queries (β = 2), faster updates (β = 8), or a good
compromise (β = 4). Clearly, in a system where
queries are much more frequent than updates, we
might want to choose b > 2.
b β transform (min) prefix sum (µs) update (µs)
16 2 43.9 1.6 3105
4 4 44.0 3.9 274
2 8 43.9 7.9 98
Table 7: Average processing time for prefix sums
and one-cell updates for different PyRPS parame-
ters with n= 256 and d = 3 using Java on a Pentium
3 processor.
6 Conclusion
B−adic wavelets [11, 6] are useful in building pyra-
midal aggregates as the base size can be used to
control the height of the tree or to optimize it over-
all (lemma 1). The wavelet tree itself proves to be
a valuable paradigm even though the usual spectral
analysis properties are of little use for simple range
sum queries and thus, oblique or “stripped-down”
wavelets [1] are a good choice.
The source code to reproduce the tables of this
paper is freely available from the author.
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