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Quantum stochastic differential equations have been used to describe the dynamics of an atom
interacting with the electromagnetic field via absorption/emission processes. Here, by using the full
quantum stochastic Schro¨dinger equation proposed by Hudson and Parthasarathy fifteen years ago,
we show that such models can be generalized to include other processes into the interaction. In the
case of a two-level atom we construct a model in which the interaction with the field is due either to
absorption/emission processes either to direct scattering processes, which simulate the interaction
due to virtual transitions to the levels which have been eliminated from the description.
To see the effects of the new terms, we study various types of cross sections for the scattering
of monochromatic coherent light. We obtain formulas giving the total, the elastic and the inelas-
tic cross sections as functions of the frequency and the intensity of the stimulating laser and the
fluorescence spectrum as a function also of the frequency of the scattered light. The total cross
section, as a function of the frequency of the stimulating laser, can present not only a Lorentzian
shape, but the full variety of Fano profiles; intensity dependent widths and shifts are obtained.
The fluorescence spectrum can present complicated shapes, according to the values of the various
parameters; when the direct scattering is not important the usual symmetric triplet structure of the
Mollow spectrum appears (for high intensity of the stimulating laser), while a strong contribution
of the direct scattering process can distort such a triplet structure or can even make it disappear.
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I. INTRODUCTION
Quantum stochastic calculus (QSC) [1–4], a noncom-
mutative analog of the classical Ito’s stochastic calculus,
revealed to be a powerful tool to construct mathematical
models of quantum optical systems [3,5–12] and to de-
velop a theory of photon detection [13–16]. Just at the
beginning of QSC, Hudson and Parthasarathy proposed
a quantum stochastic Schro¨dinger equation for quantum
open systems [1,4]. Such an equation has found appli-
cations in quantum optics, but not in its full generality
[6,15,3]. It has been used to give, at least approximately,
the dynamics of photoemissive sources such as an atom
absorbing and emitting light, or matter in an optical
cavity, which exchanges light with the surrounding free
space. But in these cases the possibility of introducing
the so called gauge (or number) process in the dynam-
ical equation has not been considered; roughly speak-
ing, the gauge process is a quadratic expression in the
field operators which preserves the number of quanta,
but changes their wave functions. In this paper we want
to show, in the case of the simplest photoemissive source,
namely a two-level atom stimulated by a laser, how the
full Hudson-Parthasarathy equation allows to describe in
a consistent way the scattering of the light by the atom
not only through the absorption/emission channel, but
also through another process which can be called “direct
scattering”, which can be included in the interaction via a
term containing the gauge process. When the atom is ap-
proximated by a two-level system, the introduction of an
interaction term which preserves the number of photons
allows to simulate also the scattering processes involving
virtual transitions to states different from the two ones
responsible of the real absorption/emission process.
So, a first aim is to show how the full Hudson-
Parthasarathy equation is able to give a reasonable and
rich model for the dynamics of an atom interacting with
the electromagnetic field. A second one will be the study
of the elastic, inelastic and total cross sections for the
scattering of monochromatic coherent light by the atom.
The resulting line-shapes are very interesting. For in-
stance, the dependence of the total cross section on the
frequency of the stimulating laser can present not only
a Lorentzian shape, but the full variety of Fano profiles
([17], [18] pp. 61–63). Moreover, the dependence of the
line shape on the intensity of the stimulating laser is
computed and power broadening and intensity dependent
shifts are found. The study of the inelastic cross section,
instead, shows possible modifications to the known triplet
structure of the fluorescence spectrum [19]. Some prelim-
inary results on the total cross sections where reported
in [20].
1
Fock space and QSC
Let us recall some notions of QSC and the Hudson-
Parthasarathy equation; this is just to fix our notations,
while for the proper mathematical definitions and the
rules of QSC we refer to the book by Parthasarathy [4].
We denote by F = F(X ) the Boson Fock space over
the “one-particle space” X = Z ⊗ L2(R+) ≃ L2(R+;Z),
where Z is another separable complex Hilbert space. A
vector f in X is a function from R+ into Z; we fix a
c.o.n.s. {ei, i ≥ 1} in Z and we denote by
fj(t) = 〈ej |f(t)〉 (1.1)
the components of a vector f(t) in Z. The Fock space F
is spanned by the exponential vectors E(f), whose com-
ponents in the 0, 1, . . . , k, . . . particle spaces are
E(f) =
(
1, f, (2!)−1/2f ⊗ f, . . . , (k!)−1/2f⊗k, . . .
)
, (1.2)
f ∈ X ; the inner product between two exponential vec-
tors is given by
〈E(g)|E(f)〉 = exp 〈g|f〉 ≡ exp
[∫ +∞
−∞
〈g(t)|f(t)〉dt
]
≡ exp
[∑
j
∫ +∞
−∞
gj(t) fj(t) dt
]
, (1.3)
where an overline means complex conjugation, and we
get normalized vectors by defining
e(f) = exp
(− 12‖f‖2)E(f) . (1.4)
The annihilation, creation and gauge (or number) pro-
cesses are defined by
Aj(t)E(f) =
∫ t
0
fj(s) dsE(f) ,
〈E(g)|A†j(t)E(f)〉 =
∫ t
0
gj(s) ds 〈E(g)|E(f)〉 , (1.5)
〈E(g)|Λij(t)E(f)〉 =
∫ t
0
gi(s)fj(s) ds 〈E(g)|E(f)〉 .
Eqs. (1.5) allow to write formally
Aj(t) =
∫ t
0
aj(s) ds ,
A†j(t) =
∫ t
0
a†j(s) ds , (1.6)
Λij(t) =
∫ t
0
a†i (s)aj(s) ds ,
where aj(t), a
†
j(t) are usual Bose fields, satisfying the
canonical commutation rules
[aj(t), ai(s)] = 0 , [aj(t), a
†
i (s)] = δji δ(t− s) , (1.7)
and whose coherent vectors are the normalized exponen-
tial vectors:
aj(t) e(f) = fj(t) e(f) . (1.8)
In particular the vector e(0) ≡ E(0) is the Fock vacuum.
The Bose fields introduced here represent a good
approximation of the electromagnetic field in the
so called quasi-monochromatic paraxial approximation
[21,15]. Now, F is interpreted as the Hilbert space of
the electromagnetic field; A†j(t) creates a photon with
state ej in the time interval [0, t], Aj(t) annihilates it,
Λjj(t) is the selfadjoint operator representing the num-
ber of photons with state ej in the time interval [0, t]
and
N(t) =
∑
j
Λjj(t) (1.9)
is the observable “total number of photons entering the
system up to time t”. Moreover, in the approximation we
are considering, the fields behave as monodimensional
waves, so that a change of position is equivalent to a
change of time and viceversa. If we forget polarization,
the one-particle space Z has to contain only the degrees
of freedom linked to the direction of propagation [22], so
that we can take
Z = L2(Υ, sin θ dθ dφ) ,
Υ = {0 ≤ θ ≤ pi, 0 ≤ φ < 2pi} ; (1.10)
the angular coordinates (θ, φ) represent the direction of
propagation. Now, a vector f in the one-particle space
X can be identified with a function f(θ, φ, t) such that∫ +∞
0
dt
∫ pi
0
dθ sin θ
∫ 2pi
0
dφ |f(θ, φ, t)|2 < +∞.
In QSC integrals of “Ito type” with respect to dAj(t),
dA†j(t), dΛij(t) are defined. The main practical rules to
manipulate “Ito differentials” are the facts that dAj(t),
dA†j(t), dΛij(t) commute with anything contain the fields
only up to time t and that the products of the fundamen-
tal differentials satisfy
dAj(t) dA
†
i (t) = δji dt ,
dAj(t) dΛki(t) = δjk dAi(t) ,
dΛji(t) dA
†
k(t) = δik dA
†
j(t) , (1.11)
dΛji(t) dΛlk(t) = δil dΛjk(t) ,
dA†i (t) dAj(t) = dΛki(t) dAj(t) = dA
†
k(t) dΛji(t) = 0 ;
all the products of dAj(t), dA
†
j(t) or dΛij(t) with dt van-
ish.
2
The evolution equation
Let H be a separable complex Hilbert space (the
system space) and let Ri, i ≥ 1, Sij , i, j ≥ 1,
H be bounded operators in H such that H† = H ,∑
iR
†
iRi is strongly convergent to a bounded operator,
and
∑
i,j Sij⊗|ei〉〈ej | = S ∈ U(H⊗Z) (unitary operators
in H⊗Z); we set also
K = H − i
2
∑
j
R†jRj . (1.12)
Then ( [4] Theor. 27.8 p. 228) there exists a unique
unitary operator-valued adapted process U(t) satisfying
U(0) = 1 and
dU(t) =
{∑
j
Rj dA
†
j(t) +
∑
i,j
(Sij − δij) dΛij(t)
−
∑
i,j
R†iSij dAj(t)− iK dt
}
U(t) . (1.13)
The operator Ut will be the evolution operator for the
atom-field system, in the interaction picture with respect
to the free dynamics of the field. In order to describe a
two-level atom, we take H = C2; then, to fix the model,
we have to determine the atomic operators H , Ri, Sij
on the basis of physical considerations. In the next sec-
tion we shall require: (a) the existence of a ground state
to which the atom decays by emitting at most one pho-
ton when it is not stimulated, (b) a balance equation
[Eq. (2.16)] between the numbers of ingoing and outgo-
ing photons when there is some coherent source. This
suffices to determine the structure of the atomic opera-
tors [Eqs. (2.12), (2.17)].
Contents
As said before, in Section II we fix the model by phys-
ical considerations; here, a central role is played by a
balance equation saying that the mean number of outgo-
ing photons plus the mean number of photons stored in
the atom is equal to the mean number of ingoing pho-
tons. In Section III we consider the case of a spherically
symmetric atom stimulated by monochromatic coherent
light, we obtain the master equation which gives the time
evolution of the reduced atomic density matrix and we
study the large-time behavior of its solutions. In Section
IV we study the differential (with respect to the angle)
and total cross sections for the scattering of laser light by
the atom, as a function of the frequency of the stimulat-
ing laser; in this section such cross sections are obtained
from the direct detection scheme. In Section V, starting
from the balanced heterodyne detection scheme, we ob-
tain the power spectrum of the fluorescence light and the
elastic and inelastic cross sections. Section VI is devoted
to a discussion of the main features of the integral cross
sections and of the power spectrum.
II. THE MODEL AND THE BALANCE
EQUATION FOR THE NUMBER OF PHOTONS
First of all we want a model for an atom stimulated by
a laser (coherent light, not necessarily monochromatic);
this means to choose as initial state Ψ(ξ, f) ∈ H ⊗ F a
generic state for the atom and a coherent vector for the
field [15], i.e.
Ψ(ξ, f) = ξ ⊗ e(f) , (2.1)
ξ ∈ H , ‖ξ‖ = 1 , f ∈ L2(R+;Z) .
Then, the atomic reduced statistical operator ρ(t; ξ, f)
is defined by the partial trace over the Fock space
ρ(t; ξ, f) = Tr
F
{
U(t)|Ψ(ξ, f)〉〈Ψ(ξ, f)|U(t)†} . (2.2)
Moreover, the quantity
〈N(t)〉f = 〈U(t)Ψ(ξ, f)|N(t)U(t)Ψ(ξ, f)〉 (2.3)
represents the mean number of photons up to time t,
after the interaction with the atom, while
〈N(t)〉0f = 〈Ψ(ξ, f)|N(t)Ψ(ξ, f)〉 =
∫ t
0
‖f(s)‖2ds (2.4)
is the same quantity before such an interaction [15]; we
can also say that Eq. (2.4) gives the mean number of ingo-
ing photons entering the system in the time interval [0, t]
and that Eq. (2.3) gives the mean number of outgoing
photons leaving the system in the same time interval.
Proposition 1 The reduced statistical operator ρ(t; ξ, f) satisfies the master equation
d
dt
ρ(t; ξ, f) = L(f(t))[ρ(t; ξ, f)] , (2.5)
where
L(f(t))[ρ] = −i [H(f(t)) , ρ]+ 1
2
∑
j
([
Rj
(
f(t)
)
ρ , Rj
(
f(t)
)†]
+
[
Rj
(
f(t)
)
, ρRj
(
f(t)
)†])
, (2.6a)
3
Rj
(
f(t)
)
= Rj +
∑
i
Sjifi(t) , (2.6b)
H
(
f(t)
)
= H − i
2
∑
ij
(
R†jSjifi(t)− fi(t)S †jiRj
)
; (2.6c)
moreover, we have
〈N(t)〉f =
∫ t
0
Tr
H
{∑
j
Rj
(
f(s)
)†
Rj
(
f(s)
)
ρ(s; ξ, f)
}
ds . (2.7)
Proof. By using the rules of QSC, it is possible to differ-
entiate 〈N(t)〉f and 〈U(t)Ψ(ξ, f)| aU(t)Ψ(ξ, f)〉, where
a is a generic system operator. Then, one gets the re-
sults by recalling that the increments of the field op-
erators commute with U(t) and that dAj(t)Ψ(ξ, f) =
fj(t)dtΨ(ξ, f) and by using the definition of ρ(t; ξ, f)
given in Eq. (2.2). 
In order to formulate physical requirements, let us start
by considering the case when no photon is injected into
the system, i.e. f = 0. In these conditions it is natu-
ral to ask that the atom can emit at most one photon;
moreover, we require the existence of a unique equilib-
rium state which we denote by ρg (it will be the ground
state). We take as canonical basis {|+〉, |−〉} in H an
orthonormal basis which diagonalises ρg, so that we can
write
ρg = pP+ + (1 − p)P− (2.8)
for some p in [0, 1], where P± are the orthogonal projec-
tions over the vectors |±〉. We shall use also the Pauli
matrices
σz =
(
1 0
0 −1
)
, σy =
(
0 −i
i 0
)
, (2.9a)
σ+ =
(
0 1
0 0
)
, σ− =
(
0 0
1 0
)
, (2.9b)
by which the two orthogonal projections P± can be writ-
ten as
P+ =
1
2
(1 + σz) = σ+σ− , P− =
1
2
(1 − σz) = σ−σ+ .
(2.9c)
Proposition 2 We require
〈N(t)〉f=0 ≤ 1 , ∀ξ, ∀t, (2.10a)
ρ(t; ξ, 0)
t→+∞−→ ρg , ∀ξ. (2.10b)
Then, apart from an exchange of roles between the two
states |+〉 and |−〉, we obtain
ρg = P− , (2.11)
H =
1
2
ω0σz , ω0 ∈ R , (2.12a)
Rj = 〈ej |α〉σ− , α ∈ Z , α 6= 0 . (2.12b)
Viceversa, Eqs. (2.12a) and (2.12b) imply Eqs. (2.10)
and (2.11).
Proof. By Eqs. (2.7) and (2.10a), 〈N(t)〉f is
a bounded and non decreasing function of t, so
limt→+∞〈N(t)〉f exists; then, Eqs. (2.7) and (2.10b) give∑
j TrH
{
R†jRjρg
}
= 0. By the cyclic property of the
trace and the positivity of ρg and of RjρgR
†
j , we get that
this condition is equivalent to Rj ρg = 0, ∀j.
Now, let us set Rj = xj1 + yjσz + zjσ++αjσ− (every
operator on C2 can be written in this way). Then, Eq.
(2.8) and Rjρg = 0 give p(xj+yj) = 0, (1−p)(xj−yj) =
0, (1 − p)zj = 0, pαj = 0. For p ∈ (0, 1) this system of
equations gives Rj = 0, which is not acceptable because
in this case the equilibrium state is not unique. For p = 0
we get xj = yj and zj = 0; we need also∑
j
|αj |2 6= 0 (2.13)
to have decay to an equilibrium state. We do not consider
the case p = 1, because it is analogous to the previous
one, apart from the exchange of |+〉 and |−〉. Therefore
we have Eq. (2.11) and
Rj = αjσ− + βjP+ , (2.14)
with βj = 2xj ; by the convergence of
∑
j R
†
jRj , the com-
plex numbers αj and βj can be seen as the components
of two vectors α and β in Z.
Eq. (2.5) and (2.10b) give L(0)[ρg] = 0; by Eqs. (2.6),
(2.11) and (2.14) this condition reduces to [H, ρg] = 0.
Because H is selfadjoint and defined up to a constant,
we obtain Eq. (2.12a).
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Finally, let us choose ξ = |+〉. By using the rela-
tion
∑
j R
†
jRj =
(‖α‖2 + ‖β‖2)P+ and by differentiating
〈N(t)〉f=0 two times, we obtain
d2
dt2
〈N(t)〉f=0 + ‖α‖2 d
dt
〈N(t)〉f=0 = 0 ,
together with the initial conditions
〈N(0)〉f=0 = 0 ,
d
dt
〈N(0)〉f=0 = ‖α‖2 + ‖β‖2 .
This gives
〈N(t)〉f=0 =
(
1 +
‖β‖2
‖α‖2
)(
1− e−‖α‖2t
)
;
then, condition (2.10a) implies β = 0 and Eqs. (2.13) and
(2.14) give Eq. (2.12b).
The last statement of the proposition follows by direct
computations. 
Now we have to find some physical restrictions on the
possible forms of the operator S ∈ U(H ⊗ Z). In [20],
the case f(t) = λ(t) ≡ exp(−iωt)θ(T − t)λ is consid-
ered, where θ(x) is the usual step function and λ ∈ Z;
for T → +∞, λ(t) represents a monochromatic coherent
wave. Then, in [20] we asked
lim
t→+∞
lim
T→+∞
〈N(t)〉λ
〈N(t)〉0λ
= 1 , ∀λ ∈ Z , ∀ω , (2.15)
which is a form of flux conservation in the mean: if
the possible physical processes are absorption/emission
of single photons and direct scattering without change
of atomic state, for large times the mean number of in-
jected photons 〈N(t)〉0λ = ‖λ‖t should be equal to the
mean number of outgoing photons 〈N(t)〉λ.
The same restrictions on S are obtained by requiring
a balance equation on the number of photons: the mean
number of outgoing photons up to time t plus the mean
number of photons stored in the atom must be equal to
the mean number of ingoing photons.
Proposition 3 Under assumptions (2.12), the balance
equation
〈N(t)〉f + 1
2
Tr
H
{
σz
[
ρ(t; ξ, f)− ρ(0; ξ, f)]}
= 〈N(t)〉0f (2.16)
holds ∀t, ∀ξ, ∀f if and only if one has
S = P+ ⊗ S+ + P− ⊗ S− , S± ∈ U(Z) . (2.17)
Proof. Any bounded operator on H ⊗ Z, like S, can
always be decomposed as
S = P+ ⊗ S+ + P− ⊗ S− + σ+ ⊗ F+ + σ− ⊗ F− ,
(2.18)
where S±, F± are bounded linear operators on Z; the
unitarity of S implies some simple relations among S±,
F±.
By using Eqs. (2.5), (2.6), (2.12), we compute the
time derivative of Tr
H
{σzρ(t; ξ, f)}. Then, we insert Eq.
(2.6b) into Eq. (2.7) and, by using also Eq. (2.18), we get
〈N(t)〉f − 〈N(t)〉0f
+
1
2
Tr
H
{
σz
[
ρ(t; ξ, f)− ρ(0; ξ, f)]}
=
∫ t
0
dsTr
H
{[∥∥F+f(s)∥∥2 P− − ∥∥F−f(s)∥∥2 P+
+
〈
S+f(s)
∣∣F+f(s)〉σ+
+
〈
F+f(s)
∣∣S+f(s)〉σ−]ρ(s; ξ, f)}.
By the arbitrariness of t, f and ξ, condition (2.16) is
equivalent to F± = 0 and Eq. (2.17) is proved; the uni-
tarity of S± follows from the unitarity of S. 
From now on we assume Eqs. (2.1), (2.12), (2.17) to
hold and, always for physical reasons, we take
ω0 > 0 . (2.19)
In order to have an atom stimulated by a monochro-
matic coherent wave we take
f(t) = λ(t) ≡ e−iωtθ(T − t)λ , λ ∈ Z , ω > 0 . (2.20)
The step function θ is defined by θ(x) = 1 for x ≥ 0 and
θ(x) = 0 for x < 0, so that λ(t) represents a monochro-
matic wave for T → +∞.
Quantities like ω0, α, S
± are phenomenological param-
eters, or, better, they have to be computed from some
more fundamental theory, such as some approximation
to quantum electrodynamics. The whole model is mean-
ingful only for ω not too “far” from ω0 and ω0 must in-
clude the Lamb shifts. In the final results one can admit
a slight ω-dependence in the direct scattering matrices
S±.
III. THE MASTER EQUATION
In this section we study the master equation (2.5) and
the long time behavior of the atom; the relations (2.6),
(2.12), (2.17), (2.19), (2.20) hold.
5
The reduced statistical operator
First of all, by setting
ρλ(t) = lim
T→+∞
exp
{
i
2 σz(β + ωt)
}
ρ(t; ξ, λ)
× exp{− i2 σz(β + ωt)} , (3.1)
β = arg
{−〈S−λ|α〉} ,
exactly as in Proposition 1 we obtain the master equation
d
dt
ρλ(t) = Lλ [ρλ(t)] (3.2)
with the time independent Liouvillian
Lλ[ρ] = −i[Hλ , ρ] + 1
2
∑
j
([
Rλj ρ , R
λ†
j
]
+
[
Rλj , ρR
λ†
j
])
, (3.3a)
Rλj = e
−iβ〈ej |α〉σ− + 〈ej |S+λ〉P+
+ 〈ej |S−λ〉P− , (3.3b)
Hλ =
1
2
(ω0 − ω)σz − 1
2
|〈α|S−λ〉|σy . (3.3c)
The general master equation for a two-level system is
studied in [23]; in the following we shall use similar tech-
niques, apart from a different parametrization of the sta-
tistical operator, which turns out to be more convenient
in our case. By setting
ρλ(t) =
 u(t) v(t)
v(t) 1− u(t)
 , (3.4a)
 0 ≤ u(t) ≤ 1 ,u(t) ≥ u2(t) + |v(t)|2 , (3.4b)
where the conditions (3.4b) express the fact that ρλ(t) is
a statistical operator, we obtain from the master equa-
tion
d
dt
u(t) = −Gu(t) +
 0Ω/2
Ω/2
 , (3.5)
where
u(t) =
 u(t)v(t)
v(t)
 , (3.6a)
G =

‖α‖2 −Ω/2 −Ω/2
−eiβ 〈α|∆Sλ〉+Ω b 0
−e−iβ 〈∆Sλ|α〉+Ω 0 b
 , (3.6b)
Ω = 2
∣∣〈α|S−λ〉∣∣ (3.6c)
b =
κ2
2
‖α‖2 − i (∆ω − Im 〈S+λ|PαS−λ〉) , (3.6d)
κ2 = 1 + ‖∆Sλ‖2/‖α‖2 (3.6e)
∆S = S+ − S− , (3.6f)
∆ω = ω − (ω0 + Im 〈S+λ|P⊥S−λ〉) , (3.6g)
α˜ =
α
‖α‖ , Pα = |α˜〉 〈α˜| , P⊥ = 1 − Pα . (3.6h)
The quantity Ω can be interpreted as the bare Rabi fre-
quency. Moreover, we have
detG = ‖α‖2
[
(∆ω)
2
+ Γ2/4
]
, (3.7)
with
Γ2 = κ4‖α‖4 + 4κ2‖α‖2Re 〈S−λ|Pα (S+ + S−)λ〉
− 4 (Im 〈S+λ|PαS−λ〉)2
≡
(
‖α‖2 + ∥∥P⊥∆Sλ∥∥2 + 2 ∣∣〈α˜|S−λ〉∣∣2
− 2Re 〈S+λ|PαS−λ〉)2 + ∣∣〈α˜∣∣ (S+ + S−)λ〉∣∣2
×
[
‖α‖2 (1 + κ2)+ ∥∥P⊥∆Sλ∥∥2] . (3.8)
Let us note that ‖α‖ > 0 implies detG > 0 and Γ2 > 0.
The equilibrium state and the general solution of the master
equation
The equilibrium state is given by
lim
t→+∞
ρλ(t) = ρ
λ
eq =
 u(∞) v(∞)
v(∞) 1− u(∞)
 , (3.9)
where u(∞) and v(∞) are computed by equating to
zero the time derivative in Eq. (3.5); then, we have
u(∞) = G−1w, which gives
u(∞) = κ
2Ω2/4
(∆ω)2 + Γ2/4
, (3.10a)
v(∞) = Ω/2
(∆ω)2 + Γ2/4
(3.10b)
×
(
κ2
2
‖α‖2 + i∆ω + i Im 〈S+λ|PαS−λ〉
)
.
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For the computation of the fluorescence spectrum in
Section V, we shall have to solve the master equation
(3.2) also when the initial condition is not a statistical
operator. If
σ =
(
σ11 σ12
σ21 σ22
)
is a generic 2× 2 matrix, we can always write
eLλt[σ] = (σ11 + σ22)ρ
λ
eq +
(
d1(t) d2(t)
d3(t) −d1(t)
)
, (3.11)
where
d(t) = e−Gtd(0) , d(t) ≡
 d1(t)d2(t)
d3(t)
 , (3.12)
d1(0) = σ11 − (σ11 + σ22)u(∞) ,
d2(0) = σ12 − (σ11 + σ22)v(∞) , (3.13)
d3(0) = σ21 − (σ11 + σ22)v(∞) .
Spherically symmetric atom stimulated by a collimated laser
We end this section by particularizing our model to
the case of a spherically symmetric atom stimulated by
a well collimated laser.
Let us recall that the Hilbert space Z contains the di-
rections of propagation of the electromagnetic field [see
Eq. (1.10)]. So, in order to describe a laser beam propa-
gating along the direction θ = 0, we have to take
λ = η‖α‖ eiδλ˜ , η > 0 , δ ∈ [0, 2pi) , (3.14a)
λ˜(θ, φ) =
1[0,∆θ](θ)
∆θ
√
2pi(1− cos∆θ) , (3.14b)
where 1[0,∆θ](θ) = 1 for 0 ≤ θ ≤ ∆θ, 1[0,∆θ](θ) = 0 else-
where; in all the physical quantities the limit ∆θ ↓ 0 will
be taken. Note that the power of the laser ~ω‖λ‖2 =
~ω‖α‖2η2/(∆θ)2 diverges for ∆θ ↓ 0, because we need a
not vanishing atom-field interaction in the limit.
Let us denote by Ylm(θ, φ) the spherical harmonic func-
tions; then, the spherical symmetry of the atom requires
α˜(θ, φ) = Y00(θ, φ) = 1/
√
4pi , (3.15)
S± =
∑
lm
e2iδ
±
l |Ylm〉〈Ylm| , (3.16)
where the quantities δ+l and δ
−
l are the phase shifts for
the direct scattering in the up and down atomic states
respectively. Let us note that we have
lim
∆θ↓0
〈
Ylm
∣∣∣λ˜〉 = δm,0 1
2
√
2l+ 1 , (3.17a)
lim
∆θ↓0
〈
Ylm
∣∣∣ (S± − 1 ) λ˜〉 = δm,0 i√2l+ 1 eiδ±l sin δ±l .
(3.17b)
Let us recall that Yl0(θ, φ) =
√
2l+1
4pi Pl(cos θ), where the
functions Pl(ξ) are the Legendre polynomials.
Now, we set
g±(θ) = lim
∆θ↓0
((
S± − 1 ) λ˜) (θ, φ)
= i
∞∑
l=0
2l+ 1√
4pi
eiδ
±
l sin δ±l Pl(cos θ) , (3.18a)
∆g = g+ − g− , s = δ+0 − δ−0 , (3.18b)
z =
2∆ω
‖α‖2 , y = z −
η2
2
sin 2s , (3.18c)
ε = −‖α‖
2
4
∞∑
l=1
(2l + 1) sin 2(δ+l − δ−l ) , (3.18d)
ζ2 =
(
1 + η2 ‖P⊥∆g‖2
)2
+ η2
(
1 + κ2 + η2 ‖P⊥∆g‖2
)
, (3.18e)
b′ = κ2 − i
(
z +
η2
2
sin 2s
)
, (3.18f)
G
′ =

2 −η −η
2ηeis cos s b′ 0
2ηe−is cos s 0 b′
 . (3.18g)
In order that all these quantities be finite, we require also
∞∑
l=0
(2l + 1) sin2 δ±l < +∞ , (3.19a)
∞∑
l=0
(2l + 1)
∣∣sin 2 (δ+l − δ−l )∣∣ < +∞ . (3.19b)
Then, we have
β = pi − δ − 2δ−0 , (3.20a)
b =
‖α‖2
2
b′ , (3.20b)
G =
‖α‖2
2
G
′ , (3.20c)
∆ω = ω − (ω0 + η2ε) , (3.20d)
Ω = η‖α‖2 , (3.20e)
Γ2 = ζ2‖α‖4 , (3.20f)
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κ2 = 1 + η2‖∆g‖2 , (3.20g)
u(∞) = η
2κ2
z2 + ζ2
, (3.20h)
v(∞) = η
z2 + ζ2
(
κ2 + iy
)
, (3.20i)
∆g(θ) = i
ei(δ
+
0 +δ
−
0 )
√
4pi
sin s+
(
P⊥∆g
)
(θ) , (3.20j)
(
P⊥∆g
)
(θ) = i
∞∑
l=1
2l+ 1√
4pi
ei(δ
+
l
+δ−
l )
× sin (δ+l − δ−l )Pl(cos θ) , (3.20k)
‖∆g‖2 = sin2 s+ ‖P⊥∆g‖2 (3.20l)
‖P⊥∆g‖2 =
∞∑
l=1
(2l+ 1) sin2
(
δ+l − δ−l
)
, (3.20m)
‖g±‖2 =
∞∑
l=0
(2l + 1) sin2 δ±l , (3.20n)
Low intensity laser. For future use, it is useful to par-
ticularize the previous quantities to the case of a laser of
vanishing intensity, i.e. η = 0:
b′ = 1− iz , κ2 = 1 , ζ = 1 , (3.21a)
Ω = 0 , Γ = ‖α‖2 , ∆ω = ω − ω0 . (3.21b)
No direct scattering. The usual model of a two-level
atom, with only absorption/emission and no direct scat-
tering, is characterized by S± = 1 , so that the previous
quantities reduce to
g± = 0 , s = 0 , y = z , (3.22a)
β = pi − δ , κ2 = 1 , ζ =
√
1 + 2η2 (3.22b)
Γ2 = ‖α‖4 + 2Ω2 , ∆ω = ω − ω0 , (3.22c)
u(∞) = η
2
z2 + ζ2
, (3.22d)
v(∞) = η
z2 + ζ2
(1 + iz) , (3.22e)
G
′ =

2 −η −η
2η 1− iz 0
2η 0 1 + iz
 . (3.22f)
IV. DIRECT DETECTION AND TOTAL CROSS
SECTION
By direct detection, it is possible to measure the inten-
sity of the light (or to count the photons) propagating in
a small solid angle ∆Υ around some direction, which we
take different from the direction θ = 0 of the incoming
beem. The observable “number of photons in ∆Υ up to
time t” is represented by
N(t; ∆Υ) =
∑
i,j
〈ei|1∆Υ ej〉Λij(t) , (4.1)
where 1∆Υ(θ, φ) = 1 for (θ, φ) ∈ ∆Υ and 1∆Υ(θ, φ) = 0
elsewhere. The fact that the direction of detection is
different from the beam direction is expressed by
1∆Υ λ = 0 . (4.2)
Then, the mean number of photons up to time t per unit
of solid angle around (θ, φ) is given by
〈n(θ, φ; t)〉 = 1|∆Υ| 〈U(t)Ψ(ξ, λ)|N(t; ∆Υ)U(t)Ψ(ξ, λ)〉 ,
(4.3)
where Ψ, λ(t), λ are given by Eqs. (2.1), (2.20), (3.14)
and |∆Υ| = ∫∫∆Υ sin θ dθdφ; the limits T → +∞,
∆θ ↓ 0, ∆Υ ↓ {(θ, φ)} are understood.
The (angular) differential cross section is proportional
to the outgoing flux per unit of solid angle 〈n(θ, φ; t)〉/t
divided by the incoming flux 〈Ψ(ξ, λ)|N(t)Ψ(ξ, λ)〉/t; so
we have
σ(θ, φ) = A0 lim
t→+∞
〈n(θ, φ; t)〉
〈Ψ(ξ, λ)|N(t)Ψ(ξ, λ)〉
=
A0
‖λ‖2 limt→+∞
1
t
〈n(θ, φ; t)〉 , (4.4)
where A0 is a kinematical factor to be determined and
with dimensions of an area. To determine A0 let us con-
sider the cross section for direct photon scattering by
the up or down atomic state, for which the Bohr-Peierls-
Placzek formula (or optical theorem) gives σ(θ, φ) =
|q(θ)|2, σ
TOT
= 2 2picω Im q(0); the total cross section is
the integral of the differential one on the whole solid an-
gle. In our case we have to take α = 0 and from Eq. (4.4)
we get σ(θ, φ) = A0 |((S± − 1 )λ) (θ, φ)|2 /‖λ‖2 and, by
the unitarity of S±,
σ
TOT
=
A0
‖λ‖2
∥∥(S± − 1 )λ∥∥2
= −2A0
√
pi∆θ
‖λ‖ Im ie
−iδ
((
S± − 1 )λ) (0, 0) .
Then, we must have q(θ) = −i√A0∆θ g±(θ) and, by im-
posing the optical theorem, we get A0 =
(
2pic
ω
)2 1
pi(∆θ)2 .
Up to now we have not taken into account the polariza-
tion degrees of freedom. If they are taken into account
and the cross section for not polarized light is considered,
a 3/2 extra-factor is obtained ([18] pp. 532–533) and Eq.
(4.4) becomes
σ(θ, φ) =
(
2pic
ω
)2
3
2piη2‖α‖2 limt→+∞
1
t
〈n(θ, φ; t)〉 . (4.5)
To compute σ(θ, φ) we differentiate Eq. (4.3) by using
the rules of QSC, we use Eq. (4.2) and then we apply the
transformation (3.1); the final result is
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ddt
〈n(θ, φ; t)〉 = Tr{R(θ, φ)†R(θ, φ) ρλ(t)} , (4.6)
R(θ, φ) = e−iβ
‖α‖√
4pi
σ− + e
iδη‖α‖[g+(θ)P+ + g−(θ)P−].
(4.7)
Then, Eq. (4.5) gives
σ(θ, φ) =
6pic2
η2‖α‖2ω2 Tr
{
R(θ, φ)† R(θ, φ) ρλeq
}
. (4.8)
Finally, by computing the trace and by using the results
of the previous section we obtain the differential cross
section and, by integrating it, the total one:
σ(θ, φ) =
6pic2
ω2
{
|g−(θ)|2 + κ
2
z2 + ζ2
×
[
1
4pi
+ η2
(|g+(θ)|2 − |g−(θ)|2)] (4.9)
− 2√
4pi (z2 + ζ2)
Re
[
e−2iδ
−
0 g−(θ)
(
κ2 − iy)]},
σ
TOT
=
6pic2
ω2
{
‖g−‖2 + κ
2
z2 + ζ2
× [1 + η2 (‖g+‖2 − ‖g−‖2)] (4.10)
− 1
z2 + ζ2
(
y sin 2δ−0 + 2κ
2 sin2 δ−0
)}
.
Let us note that the angular dependence in σ(θ, φ) is
entirely due to g±(θ) (3.18a) and, so, to the presence of
the Λ-term in Eq. (1.13).
By some algebraic manipulations σ
TOT
can be rewrit-
ten in a more perspicuous form:
ω2
6pic2
σ
TOT
=
(
z sin δ−0 − cos δ−0
)2
+ η2A
z2 + ζ2
+ ‖P⊥g−‖2 z
2 +B
z2 + ζ2
, (4.11)
A = sin2 δ+0 + κ
2‖g+‖2 + ‖P⊥∆g‖2
×
[
1 + η2
(
1 + ‖P⊥∆g‖2
)
sin2 δ−0
]
, (4.12)
B =
(
1 + η2 + η2 ‖P⊥∆g‖2
)(
1 + η2 ‖P⊥∆g‖2
)
. (4.13)
According to the values of the various coefficients differ-
ent line shapes appear, which are known as Fano profiles
([18] pp. 61–63). These shapes are typical of the interfer-
ence among various channels, when one of them has an
amplitude with a pole near the real axis in the complex
energy plane (see also Eq. (4.15) below); in our case the
channels are direct scattering in the up state, direct scat-
tering in the down state and fluorescence. Some plots of
ω2
6pic2 σTOT are given in Fig. 1; the independent variable
is the “reduced” detuning z˜ = (ω − ω0)/‖α‖2, the other
parameters are given in the caption of Fig. 1; the same
figure contains plots of elastic and inelastic cross sections,
which will be discussed in Sections V and VI.
Whichever the line shape be, there is a strong variation
of the cross section for ω around ω0+η
2ε [see Eqs. (3.18c),
(3.18d), (3.20d)]. The intensity dependent shift η2ε of
the resonance frequency has received various names in
the literature; a very suggestive one is lamp shift, a name
suggested by A. Kastler in [24]. Note that in our two-
level system the lamp shift is not vanishing only if the two
states respond differently to direct scattering; moreover,
only the contributions different from the s-wave ones do
matter. Let us stress that also the width Γ of the reso-
nance and the whole line shape are intensity dependent.
No direct scattering. Let us also note that when the
direct scattering is negligible, i.e. when Eqs. (3.22) hold,
Eq. (4.10) reduces to
σ
TOT
=
6pic2
ω2
‖α‖4/4
(∆ω)2 + Γ2/4
. (4.14)
For a laser with negligible intensity, i.e. when η ↓ 0, Eq.
(4.14) reduces to the cross section for resonant scatter-
ing, given in [18] pp. 530–533; for η 6= 0, we have a power
broadening (see Eq. (3.22c)) of the resonance line, which
maintains a Lorentzian shape [25].
By comparing the general case (4.11) with the usual
one (4.14), we see that the main differences are that in the
general case we have lamp shift, asymmetric line shape
and bigger power broadening.
Low intensity laser. For η = 0 Eqs. (3.21) hold and
Eqs. (4.9) and (4.11) reduce to
ω2
6pic2
σ(θ, φ) =
∣∣∣∣∣g−(θ)− i e2iδ
−
0√
4pi (z + i)
∣∣∣∣∣
2
, (4.15)
ω2
6pic2
σ
TOT
= ‖P⊥g−‖2 +
(
z sin δ−0 − cos δ−0
)2
z2 + 1
. (4.16)
V. HETERODYNE DETECTION
A. Power spectrum
The best way to obtain the spectrum of our stimulated
atom is by means of the balanced heterodyne detection
scheme; the output current of the detector is represented
by the operator [15,26]
I(ν, h; t) =
∫ t
0
F (t− s)j(ν, h; ds) , (5.1)
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where F (t) is the detector response function, say
F (t) = k1
√
γ
4pi
exp
(
−γ
2
t
)
, γ > 0 , (5.2)
k1 6= 0 has the dimensions of a current, j is essentially a
field quadrature
j(ν, h; ds) = q eiνs dAh(s) + h.c. , (5.3)
dAh(t) =
∑
j
〈h|ej〉dAj(t) , (5.4)
q is a phase factor, q ∈ C, |q| = 1, ν is the frequency
of the local oscillator and h ∈ Z, ‖h‖ = 1; h contains
information on the localization of the detector, say
h(θ′, φ′) =
1√
|∆Υ| 1∆Υ(θ
′, φ′) , (5.5)
where ∆Υ is again the small solid angle around (θ, φ)
introduced in the previous section. From the canonical
commutation relations for the fields one has
[
I(ν1, h1; t1), I(ν2, h2; t2)] =
∫ min{t1,t2}
0
ds F (t1 − s)
× F (t2 − s)
(
ei(ν1−ν2)s〈h1|h2〉 − c.c.
)
; (5.6)
so, I(ν1, h1; t1) and I(ν2, h2; t2) are compatible observ-
ables for any choice of the times either if ν1 = ν2 and
h1 = h2 either if 〈h1|h2〉 = 0. Under the same conditions
also the j’s commute.
In the following for the quantum expectation of any
operator B we shall use the notation
〈B〉Tλ = 〈U(T )Ψ(ξ, λ)|BU(T )Ψ(ξ, λ)〉 . (5.7)
In the long run the output mean power is given by
P (ν, h) = lim
T→+∞
k2
T
∫ T
0
〈(
I(ν, h; t)
)2〉T
λ
dt ; (5.8)
k2 > 0 has the dimensions of a resistance, it is indepen-
dent of ν, but it can depend on the other features of the
detection apparatus. In this section λ(t) is given by Eq.
(2.20); the limit case (3.14) will be considered in the next
one. As a function of ν, P (ν, h) gives the power spectrum
observed in the “channel h”; in the case of the choice
(5.5) it is the spectrum observed around the direction
(θ, φ). Proposition 4 relates P (ν, h) to normal ordered
quantum expectations of products of field operators and
gives a sum rule which relates P (ν, h) to ‖λ‖2; let us note
that ~ω‖λ‖2 is the total power of the input monochro-
matic state λ(t) (2.20). Proposition 5 identifies an elastic
and an inelastic contribution to the power and reduces
the computation of P (ν, h) to the solution of the master
equation (3.3). For the use of QSC in the computation
of the spectrum of a two-level atom see also Ref. [27].
Proposition 4 The mean power P (ν, h) can be ex-
pressed as
P (ν, h) =
k
4pi
+ lim
T→+∞
k
2piT
(5.9)
×
{〈∫ T
0
dA†h(t)
∫ t
0
dAh(s) e
−( γ2+iν)(t−s)
〉T
λ
+ c.c.
}
,
where k = k 21 k2; Eq. (5.9) holds almost everywhere in ν.
We have also∫ +∞
−∞
[
P (ν, h)− k
4pi
]
dν = lim
T→+∞
k
T
〈Λhh(T )〉Tλ , (5.10)
where Λhh(T ) =
∑
ij〈ei|h〉Λij〈h|ej〉; moreover, for any
c.o.n.s. {hj} in Z, the following sum rule holds:
∑
j
∫ +∞
−∞
[
P (ν, hj)− k
4pi
]
dν = k‖λ‖2 . (5.11)
Proof. By inserting Eqs. (5.1) and (5.2) into the def-
inition (5.8) and by changing order of integration, one
gets
P (ν, h) = lim
T→+∞
k
4piT
∫ T
0
∫ T
0
(
e−
γ
2
|t−s| − e−γ(T− t+s2 )
)
× 〈j(ν, h; dt)j(ν, h; ds)〉Tλ .
The term containing the factor exp
[−γ (T − t+s2 )] van-
ishes for T → +∞ and one obtains
P (ν, h) = lim
T→+∞
k
4piT
∫ T
0
∫ T
0
e−
γ
2
|t−s|
× 〈j(ν, h; dt)j(ν, h; ds)〉Tλ . (5.12)
By using the canonical commutation relations and nor-
mal ordering, we have
P (ν, h)− k
4pi
= lim
T→+∞
k
2piT
∫
t∈(0,T )
∫
s∈(0,t)
e−
γ
2
(t−s)
× 〈 : j(ν, h; dt)j(ν, h; ds) : 〉Tλ
= lim
T→+∞
k
2piT
∫
t∈(0,T )
∫
s∈(0,t)
e−
γ
2
(t−s)
×
〈{
e−iν(t−s) dA†h(t)dAh(s)
+ q2eiν(t+s) dAh(t)dAh(s)
}〉T
λ
+ c.c.
The factor exp[iν(t+ s)], when integrated over ν from ν1
to ν2, gives rise to
{
exp[iν2(t+s)]−exp[iν1(t+s)]
}/{i(t+
s)}, which is not singular for t > 0 and s > 0; then, the
integral containing this factor vanishes for T → +∞ and
Eq. (5.9) is proved.
Now let us observe that
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∫ T
0
dA†h(t)
∫ T
0
dAh(s) δ(t− s) = Λhh(T ) .
By integrating over ν the second term in the r.h.s. of Eq.
(5.9) a Dirac delta comes out and by adding the com-
plex conjugated term a double integral for s ∈ (0, T ) and
t ∈ (0, T ) is obtained; then, by the previous observation
Eq. (5.10) is obtained. By Eqs. (1.9), (2.3), (5.10), we
obtain∑
j
∫ +∞
−∞
[
P (ν, hj)− k
4pi
]
dν = lim
T→+∞
k
T
〈N(T )〉Tλ .
Finally, by Eqs. (2.16), (2.4), (2.20), the sum rule (5.11)
is obtained. 
Proposition 5 The mean power can be decomposed as
the sum of three positive contributions
P (ν, h) =
k
4pi
+ Pel(ν, h) + Pinel(ν, h) , (5.13)
where
Pel(ν, h) = k |r(h)|2 1
pi
γ/2
(ν − ω)2 + γ2/4 , (5.14)
Pinel(ν, h) =
k
2pi
∫ +∞
0
dt exp
[
−
(γ
2
+ i(ν − ω)
)
t
]
× Tr{D(h)† (eLλt [D(h)ρλeq])}+ c.c., (5.15)
D(h) = R(h)− r(h) , (5.16a)
r(h) = Tr
{
R(h)ρλeq
}
, (5.16b)
R(h) = e−iβ〈h|α〉σ− + 〈h|S+λ〉P+ + 〈h|S−λ〉P−
=
∑
j
〈h|ej〉Rλj . (5.16c)
Proof. Let us start from Eq. (5.9). We can write
〈dA†h(t)dAh(s)〉Tλ = 〈Ψ(ξ, λ)|U(T )†dA†h(t)U(T )
× U(T )†dAh(s)U(T )Ψ(ξ, λ)〉
with T > t > s. By the rules of QSC (see the “output
fields” in [15], Section 3), we obtain
U(T )†dAh(t)U(T ) = U(t)
†
{〈h|α〉σ− dt
+
∑
j
(〈h|S+ej〉P+ + 〈h|S−ej〉P−)dAj(t)}U(t) .
By using this result we can write〈∫ T
0
dA†h(t)
∫ t
0
dAh(s) e
−( γ2+iν)(t−s)
〉T
λ
(5.17)
=
∫ T
0
dt
∫ t
0
ds e−(
γ
2
+i(ν−ω))(t−s)〈e i2 σzβΨ(ξ, λ)∣∣
× U˜(t)†R(h)†U˜(t)U˜(s)†R(h)U˜(s) e i2 σzβΨ(ξ, λ)〉,
where R(h) is defined by Eq. (5.16c) and
U˜(t) = e
i
2
σz(β+ωt)U(t)e−
i
2
σzβ .
By the quantum regression theorem, which holds for a
dynamics like U˜(t) [28], we have
〈
e
i
2
σzβΨ(ξ, λ)
∣∣U˜(t)†R(h)†U˜(t)U˜(s)†R(h)U˜(s) e i2 σzβ
×Ψ(ξ, λ)〉 = Tr{R(h)† eLλ(t−s) [R(h) eLλs [ρ0]]} ,
where ρ0 = exp
(
i
2σzβ
) |ξ〉〈ξ| exp (− i2σzβ). By recalling
that limt→+∞ e
Lλt[ρ] = ρλeq for any state ρ, we obtain
lim
T→+∞
k
2piT
〈∫ T
0
dA†h(t)
∫ t
0
dAh(s) e
−( γ2+iν)(t−s)
〉T
λ
=
k
2pi
∫ +∞
0
dt e−(
γ
2
+i(ν−ω))t
× Tr {R(h)† eLλt[R(h)ρλeq]} . (5.18)
By inserting R(h) = D(h) + r(h) into Eq. (5.18) and
this equation into Eq. (5.9), we obtain the decomposi-
tion (5.13)-(5.15).
The positivity of k/(4pi) and Pel(ν, h) is apparent
from their definitions, while to prove the positivity of
Pinel(ν, h) requires some transformations.
By repeating in the reverse order the steps from Eq.
(5.17) to Eq. (5.18), we obtain from Eq. (5.15)
Pinel(ν, h) = lim
T→+∞
1
T
∫ T
0
dt
∫ t
0
ds e−
γ
2
|t−s|〈φ(t)|φ(s)〉
+ lim
T→+∞
1
T
∫ T
0
dt
∫ t
0
ds e−
γ
2
|t−s|〈φ(s)|φ(t)〉 ,
where
φ(t) =
√
k
2pi
ei(ν−ω)t U˜(t)†D(h)U˜(t)e
i
2
σzβΨ(ξ, λ) .
By exchanging the order of integration and the names of
the variables s and t in the second term, we get
Pinel(ν, h) = lim
T→+∞
1
T
∫ T
0
dt
∫ T
0
ds e−
γ
2
|t−s|〈φ(t)|φ(s)〉 ,
which is positive because exp
(− γ2 |t|) is a positive-
definite function, i.e. the Fourier transform of a positive
function. 
Notice that in the decomposition (5.13) the term
k/(4pi), independent of ν, is apparently a white noise
contribution to the power; Pel(ν, h) is the elastic contri-
bution, as one sees from Eq. (5.14) which gives Pel(ν, h) ∝
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δ(ν − ω) for γ ↓ 0; finally, Pinel(ν, h) is the inelastic con-
tribution (from Eq. (5.15) one can see that no delta term
develops for γ ↓ 0).
By Eqs. (3.9), (3.11)-(3.13), (5.14)-(5.16), we obtain
r(h) = 〈h|S−λ〉 + 〈h|∆Sλ〉u(∞)
+ e−iβ〈h|α〉v(∞) , (5.19)
Pinel(ν, h) =
k
2pi
c
h † 1
G+ γ2 + i(ν − ω)
d
h + c.c. , (5.20)
c
h =
 〈h|∆Sλ〉0
e−iβ〈h|α〉
 , (5.21)
dh1 =
[〈h|∆Sλ〉(1− u(∞))
− e−iβ〈h|α〉v(∞)]u(∞) , (5.22a)
dh2 =
[〈h|∆Sλ〉(1− u(∞))
− e−iβ〈h|α〉v(∞)]v(∞) , (5.22b)
dh3 = e
−iβ〈h|α〉 (u(∞)− |v(∞)|2)
− 〈h|∆Sλ〉u(∞) v(∞) . (5.22c)
B. Elastic and inelastic cross sections
Let us consider now the case of the spherically symmet-
ric atom, stimulated by a well collimated laser beam, for
which Eqs. (3.14)-(3.20) hold. We also assume that the
detector spans a small solid angle, so that h is given by
Eq. (5.5) with ∆Υ ↓ {(θ, φ)}, |∆Υ| ≃ sin θ dθ dφ. More-
over, we assume that the transmitted wave does not reach
the detector, i.e. θ > 0 and so
〈h|λ〉 = 0 . (5.23)
From Eqs. (5.14), (5.19)-(5.22) we obtain the elastic and
inelastic contributions to the power (per unit of solid an-
gle)
1
|∆Υ| Pel(ν, h) ≃ Pel(ν; θ, φ) , (5.24a)
1
|∆Υ| Pinel(ν, h) ≃ Pinel(ν; θ, φ) , (5.24b)
where
Pel(ν; θ, φ) = kη
2‖α‖2|a(θ)|2 γ/(2pi)
(ν − ω)2 + γ2/4 , (5.25a)
Pinel(ν; θ, φ) =
kη2‖α‖2
2pi
c(θ)†
1
G+ γ2 + i(ν − ω)
d(θ)
+ c.c. , (5.25b)
a(θ) = g−(θ) + ∆g(θ)
η2κ2
z2 + ζ2
− e2iδ−0 κ
2 + iy√
4pi (z2 + ζ2)
, (5.26)
c(θ) =
 η∆g(θ)0
−e2iδ−0 /√4pi
 , (5.27)
d1(θ) =
ηκ2
z2 + ζ2
m(θ) , (5.28a)
d2(θ) =
m(θ)
z2 + ζ2
(
κ2 + iy
)
, (5.28b)
d3(θ) = − η
2
(z2 + ζ2)
2
{
e2iδ
−
0√
4pi
[
‖∆g‖2 (y2 + κ4)
+ κ2y sin 2s+ 2κ4 cos2 s
]
+∆g(θ)κ2
(
κ2 − iy)}, (5.28c)
m(θ) = ∆g(θ)
(
1− η
2κ2
z2 + ζ2
)
+ e2iδ
−
0
κ2 + iy√
4pi (z2 + ζ2)
. (5.29)
For the elastic and inelastic cross sections we shall have
σel(ν; θ, φ) ∝ Pel(ν; θ, φ), σinel(ν; θ, φ) ∝ Pinel(ν; θ, φ). To
find the constant of proportionality, let us observe that,
from Eqs. (5.10), (5.24), (4.1), (4.3), (4.5), we get∫ +∞
−∞
[Pel(ν; θ, φ) + Pinel(ν; θ, φ)] dν
= lim
t→+∞
k
t
〈n(θ, φ; t〉 = η
2k‖α‖2ω2
6pic2
σ(θ, φ) . (5.30)
Therefore, taking into account Eqs. (5.25), we obtain the
expressions for the cross sections
σel(ν; θ, φ) =
3c2
ω2
|a(θ)|2 γ
(ν − ω)2 + γ2/4 , (5.31)
σinel(ν; θ, φ) =
3c2
ω2
c(θ)†
1
G+ γ2 + i(ν − ω)
d(θ) + c.c. ,
(5.32)
and the relation∫ +∞
−∞
[σel(ν; θ, φ) + σinel(ν; θ, φ)] dν = σ(θ, φ) , (5.33)
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where σ(θ, φ) is given by Eq. (4.9).
Finally, let us introduce the integral cross sections
σel(ν) =
∫ pi
0
dθ sin θ
∫ 2pi
0
dφσel(ν; θ, φ) , (5.34a)
σel =
∫ +∞
−∞
σel(ν) dν , (5.34b)
σinel(ν) =
∫ pi
0
dθ sin θ
∫ 2pi
0
dφσinel(ν; θ, φ) , (5.34c)
σinel =
∫ +∞
−∞
σinel(ν) dν ; (5.34d)
the relation (5.33) becomes
σel + σinel = σTOT , (5.35)
where σ
TOT
is given by Eqs. (4.12)-(4.11).
VI. CROSS SECTIONS AND FLUORESCENCE
SPECTRUM
In this section we want to discuss the behavior of the
integral cross sections and of the fluorescence spectrum.
From Eqs. (5.26), (5.31), (5.34a), (5.34b) we obtain
σel(ν) = σel
γ/(2pi)
(ν − ω)2 + γ2/4 , (6.1)
ω2
6pic2
σel =
1
(z2 + ζ2)
2
∥∥P⊥ [(z2 +B) g− + η2κ2g+]∥∥2
+
∣∣∣∣e−iδ−0 sin δ−0 + η2κ2eis sin s− y + iκ2z2 + ζ2
∣∣∣∣2 , (6.2)
while from Eqs. (5.27)-(5.29), (5.32), (5.34c), (5.34d) we
obtain
ω2
6pic2
σinel =
η2
(
1 + κ2
)
E(y)
(z2 + ζ2)2
, (6.3)
E(y) =
(
y sin s+ κ2 cos s
)2
+ ‖P⊥∆g‖2
(
y2 + κ4
)
; (6.4)
one can check that the relation (5.35) holds true.
Let us recall that the various quantities appearing in
the previous formulas are given by Eqs. (3.6h), (3.18a)-
(3.18c), (3.18e), (3.20g), (4.13) and that ‖α‖2 is the nat-
ural line width, ω0 is the atomic resonance frequency,
Ω = η‖α‖2 is the bare Rabi frequency, η2ε is the intensity
dependent shift, δ±0 , ‖P⊥g±‖2, ‖P⊥∆g‖2 are parameters
linked to the S± scattering matrices, satisfying∣∣∣ ‖P⊥g+‖ − ‖P⊥g−‖ ∣∣∣ ≤ ‖P⊥∆g‖ ≤ ‖P⊥g+‖+ ‖P⊥g−‖ .
We introduce also a “reduced” detuning z˜
z˜ =
ω − ω0
‖α‖2 ; (6.5)
we have also z = 2z˜ − 2η2ε/‖α‖2, s = δ+0 − δ−0 , y =
z − η22 sin 2s.
As an example, in Fig. 1 we plot ω
2
6pic2 σTOT ,
ω2
6pic2 σinel,
ω2
6pic2 σel as functions of the detuning z˜ in the four cases
η2 = 10, 18, 28, 40; the other parameters are δ+0 =
−0.03, δ−0 = 0.13, ‖P⊥g±‖2 = 0.005, ‖P⊥∆g‖2 = 0.02,
ε/‖α‖2 = −0.001. Let us note the strong asymmetry in z˜
of the cross sections and the fact that lim
z˜→±∞
ω2
6pic2
σ
TOT
=
lim
z˜→±∞
ω2
6pic2
σel = ‖P⊥g−‖2 + sin2 δ−0 , which is about
0.0218 with our parameters.
Let us recall that the usual model with only the absorp-
tion/emission process corresponds to δ±0 = 0, ‖P⊥g±‖2 =
‖P⊥∆g‖2 = 0, ε = 0, z = 2z˜; in this case, from Eqs.
(4.14), (6.2), (6.3), we have easily
ω2
6pic2
σ
TOT
=
1
4z˜2 + 1 + 2η2
, (6.6a)
ω2
6pic2
σel =
4z˜2 + 1
(4z˜2 + 1 + 2η2)
2 , (6.6b)
ω2
6pic2
σinel =
2η2
(4z˜2 + 1 + 2η2)
2 . (6.6c)
Now the cross sections are symmetric in z˜ and
lim
z˜→±∞
ω2
6pic2
σ
TOT
= lim
z˜→±∞
ω2
6pic2
σel = 0.
Then, we introduce the normalized inelastic spectrum
Σinel(x) =
ω2‖α‖2
6pic2
σinel(ν) (6.7)
and the total one
Σ
TOT
(x) =
ω2σel
6pic2
γ˜/(2pi)
x2 + (γ˜/2)2
+Σinel(x) , (6.8)
where we have introduced the “reduced” frequency x and
the “reduced” instrumental width γ˜
x =
ν − ω
‖α‖2 , γ˜ =
γ
‖α‖2 ; (6.9)
the normalization we have chosen is∫ +∞
−∞
Σ
TOT
(x) dx =
ω2
6pic2
σ
TOT
, (6.10a)∫ +∞
−∞
Σinel(x) dx =
ω2
6pic2
σinel . (6.10b)
The explicit expression of Σinel(x) is given by the follow-
ing proposition.
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Proposition 6 The inelastic spectrum is given by
Σinel(x) =
η2
pi (z2 + ζ2)
2
(
c
′† 1
G˜+ 2ix
d
′
+ ‖P⊥∆g‖2 c′′† 1
G˜+ 2ix
d
′′ + c.c.
)
, (6.11)
where
c
′ =
 ieis sin s0
1
 , c′′ =
 10
0
 , (6.12)
d′1 = κ
2m′ , (6.13a)
d′2 =
(
κ2 + iy
)
m′ , (6.13b)
d′3 = ‖∆g‖2
(
y2 + κ4
)
+ κ2y sin 2s
+ 2κ4 cos2 s+ iκ2
(
κ2 − iy) eis sin s , (6.13c)
m′ = κ2 + iy + i
(
z2 + ζ2 − η2κ2) eis sin s , (6.13d)
d′′1 = κ
2
(
z2 + ζ2 − η2κ2) , (6.13e)
d′′2 =
(
κ2 + iy
) (
z2 + ζ2 − η2κ2) , (6.13f)
d′′3 = κ
2
(
κ2 − iy) , (6.13g)
G˜ =

2 + γ˜ −1 η2
2η2eis cos s b′ + γ˜ 0
−2e−is cos s 0 b′ + γ˜
 ; (6.14)
b′ is given by Eq. (3.18f).
Proof. From Eqs. (3.20c), (5.27), (5.28), (5.29), (5.32),
(6.3), (6.7), (6.9), we have
Σinel(x) =
1
pi (z2 + ζ2)2
(
c˜
′† 1
G′ + γ˜ + 2ix
d˜
′
+ η ‖P⊥∆g‖2 c′′† 1
G′ + γ˜ + 2ix
d˜
′′
+ c.c.
)
,
where, by using the definitions above,
c˜
′ =
 iηeis sin s0
−1
 ,
d˜
′
=
 ηd′1d′2
−η2d′3
 , d˜′′ =
 ηd′′1d′′2
−η2d′′3
 .
Then, by using the transformation
G
′ + γ˜ = MG˜M−1 ,
where
M =
 η 0 00 1 0
0 0 −η2
 ,
we get the Eq. (6.11). 
By direct computations we can get the inverse of the
matrix G˜+ 2ix. We can write
1
G˜+ 2ix
=
1
det
(
G˜+ 2ix
) D(x) , (6.15)
where
det
(
G˜+ 2ix
)
= (2 + γ˜ + 2ix)
[(
κ2 + γ˜ + 2ix
)2
+
(
z +
η2
2
sin 2s
)2]
+ 4η2 cos s
[(
κ2 + γ˜ + 2ix
)
cos s−
(
z +
η2
2
sin 2s
)
sin s
]
, (6.16)
D11(x) =
(
κ2 + γ˜ + 2ix
)2
+
(
z +
η2
2
sin 2s
)2
, (6.17a)
D12(x) = κ
2 + γ˜ + i
(
2x+ z +
η2
2
sin 2s
)
, (6.17b)
D13(x) = −η2
[
κ2 + γ˜ + i
(
2x− z − η
2
2
sin 2s
)]
, (6.17c)
D31(x) = 2e
−is cos s
[
κ2 + γ˜ + i
(
2x− z − η
2
2
sin 2s
)]
, (6.17d)
D32(x) = 2e
−is cos s , (6.17e)
D33(x) = (2 + γ˜ + 2ix)
[
κ2 + γ˜ + i
(
2x− z − η
2
2
sin 2s
)]
+ 2η2eis cos s . (6.17f)
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The matrix elements D2j(x) are not needed in formula
(6.11).
One can check that the inelastic spectrum is asymmet-
ric, but it is invariant under the transformation: x→ −x,
s→ −s, z → −z.
The formula for the inelastic spectrum given in Propo-
sition 6 becomes significantly simpler in the usual case
(g± = 0) and when the intensity of the stimulating laser
is low.
The case g± = 0
Let us consider the usual model, when the direct scat-
tering terms are negligible, i.e. g± = 0, which gives also
s = 0, ζ2 = 1 + 2η2, κ2 = 1, y = z = 2z˜; in this case the
integral cross sections are given by Eqs. 6.6 and, with
some computations, the inelastic spectrum is obtained
from Proposition 6:
Σinel(x) =
4η2p(x)
piq(x) (z2 + 1 + 2η2)2
, (6.18a)
p(x) = (2 + γ˜)
[
(1 + γ˜)
2
+ 2η2 + z2
]
×
[
(2 + γ˜)2 + 2η2 + 4x2
]
(6.18b)
+ 2γ˜
[
2
(
2x2 − η2)2 + (2 + γ˜)2 (2x2 + η2)] ,
q(x) =
{
(2 + γ˜)
[
(1 + γ˜)
2
+ z2
]
+ 4 (1 + γ˜) η2 − 4 (4 + 3γ˜)x2
}2
(6.18c)
+ 4x2
(
3γ˜2 + 8γ˜ + 5 + z2 + 4η2 − 4x2)2 .
Now the inelastic spectrum is invariant either under the
transformation x→ −x either under the transformation
z → −z.
If we put also γ˜ = 0, which means that the instrumen-
tal width is negligible, then one can check that the flu-
orescence spectrum Σ
TOT
(x), given by Eqs. (6.8), (6.6),
(6.18), coincides exactly (apart from the different normal-
ization) with the spectrum computed by Mollow
(
[19],
Eq. (4.15)
)
. Eq. (6.18) is simply the convolution of the
inelastic part of the Mollow spectrum with a Lorentzian
of width γ˜.
If also z = 0 (no detuning), the eigenvalues of G˜ can
be computed and, by using them, the denominator in
Eq. (6.18) can be factorized. In the case η2 ≤ 1/16,
G˜ has real eigenvalues and Σinel(x) has a single peak
in x = 0, while for η2 > 1/16 two complex eigenvalues
appear; therefore, Σinel(x) has a three-peaked structure
for η2 sufficiently larger than 1/16. For η very large Eq.
(6.18) gives three peaks in ν ≃ ω − Ω, ν = ω = ω0,
ν ≃ ω + Ω with height ratio 1 : 3+2γ˜1+γ˜ : 1 and widths
3
2 ‖α‖2 + γ, ‖α‖2 + γ, 32 ‖α‖2 + γ (see Ref. [19] or Ref.
[18] pp. 387, 423-426, 437-441 for the case γ = 0).
Low intensity laser
From Eq. (6.3) we see that the inelastic cross section
vanishes in the limit of vanishing intensity of the laser;
however, the first correction, proportional to η2, presents
some interesting aspects. We have immediately
ω2
6pic2
σinel ≃ 2η
2E0 (z˜)
(4z˜2 + 1)
2 , (6.19)
E0 (z˜) = E(y)
∣∣
η=0
= (2z˜ sin s+ cos s)2
+ ‖P⊥∆g‖2
(
4z˜2 + 1
)
. (6.20)
The computation of the spectrum is straightforward, but
long; the final result is: for small η we have
Σinel(x) ≃ η
2
2pi
[
‖P⊥∆g‖2 (1 + γ˜)
z˜2 + 1/4
+
γ˜ (2z˜ sin s+ cos s)
2
4 (z˜2 + 1/4)2
] [
1
4 (x+ z˜)2 + (1 + γ˜)2
+
1
4 (x− z˜)2 + (1 + γ˜)2
]
+
2η2 (2z˜ sin s+ cos s)
2
[
z˜2 + (1 + γ˜)
2
/4
]
pi (z˜2 + 1/4)2
[
4 (x+ z˜)2 + (1 + γ˜)2
] [
4 (x− z˜)2 + (1 + γ˜)2
] . (6.21)
In this case the inelastic spectrum is invariant either
under the transformation x→ −x either under the trans-
formation s→ −s and z˜ → −z˜.
The usual case (g± = 0) was already discussed by Mol-
low
(
[19], Eq. (4.30)
)
for γ˜ = 0 and can be obtained from
Eqs. (6.18) by letting η2 vanish or from Eq. (6.21) by
taking s = 0 and ‖P⊥∆g‖ = 0. In the Mollow case, for
|∆ω| sufficiently large, the inelastic spectrum presents
two peaks (see also Ref. [18], pp. 106-108, 386). The
structure given by Eq. (6.21) is similar also for s 6= 0,
‖P⊥∆g‖ 6= 0: again two symmetric peaks appear for
|∆ω| sufficiently large.
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Numerical computations
In the general case the total spectrum is given by Eqs.
(6.8), (6.11)–(6.17); the analytic expression is involved,
but plots can be easily obtained by numerical compu-
tations. According to the values of the various param-
eters, a well resolved triplet structure can appear, but
also single-maximum structures can be shown. With
the choice of parameters of Fig. 1 and with an instru-
mental width γ˜ = 0.6, the on resonance spectrum for
η2 = 10, 18, 28, 40 is given in Fig. 2 (solid lines); the
dashed lines give the Mollow spectrum for the same val-
ues of η2 and γ˜. The parameters in Fig. 2 have been cho-
sen in such a way that a triplet structure appears, not too
different from the usual one, but with a well visible asym-
metry in the frequency x. Experiments [29–31,25,32]
confirm essentially the triplet structure; some asymme-
try has been found, whose origin has been attributed
to various causes. In this connection it has also been
observed that calculations for multilevel atoms indicate
some asymmetry [31]. Indeed, the introduction in our
model of the interaction term containing the gauge pro-
cess simulates the presence of other levels and the virtual
transitions to them.
Finally, in Fig. 3 we show some out of resonance spec-
tra (detunings z˜ = −4, −2, 3, 6) for η2 = 28 and the
other parameters as in Figs. 1 and 2 (solid lines); again,
the dashed lines give the Mollow spectrum. Now, a strong
difference from the usual case is shown, consistent with
the strong asymmetry in z˜ shown by the total and the
elastic cross sections in Fig. 1.
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FIG. 1. ω
2
6pic2
× the integral cross sections as functions of the detuning z˜ for δ+0 = −0.03, δ
−
0 = 0.13, ‖P⊥g±‖
2 = 0.005,
‖P⊥∆g‖
2 = 0.02, ε/‖α‖2 = −0.001, and η2 = 10, 18, 28, 40.
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FIG. 2. Total spectrum as a function of the frequency x for z˜ = 0, γ˜ = 0.6 and η2 = 10, 18, 28, 40; solid line: δ+0 = −0.03,
δ−0 = 0.13, ‖P⊥g±‖
2 = 0.005, ‖P⊥∆g‖
2 = 0.02, ε/‖α‖2 = −0.001; dashed line: δ±0 = 0, ‖P⊥g±‖
2 = ‖P⊥∆g‖
2 = 0, ε/‖α‖2 = 0.
17
00.002
0.004
0.006
0.008
0.01
0.012
-10 -5 0 5 10
z~ = −4
0
0.001
0.002
0.003
0.004
0.005
-10 -5 0 5 10
z~ = −2
0
0.001
0.002
0.003
0.004
0.005
-10 -5 0 5 10
z~ = 3
0
0.001
0.002
0.003
0.004
-10 -5 0 5 10
z~ = 6
FIG. 3. Total spectrum as a function of the frequency x for η2 = 28, γ˜ = 0.6 and z˜ = −4, −2, 3, 6; solid line: δ+0 = −0.03,
δ−0 = 0.13, ‖P⊥g±‖
2 = 0.005, ‖P⊥∆g‖
2 = 0.02, ε/‖α‖2 = −0.001; dashed line: δ±0 = 0, ‖P⊥g±‖
2 = ‖P⊥∆g‖
2 = 0, ε/‖α‖2 = 0.
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