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a b s t r a c t
The problem of delay-dependent asymptotic stability criteria for neural networks (NNs)
with time-varying delays is investigated. An improved linear matrix inequality based on
delay-dependent stability test is introduced to ensure a large upper bound for time-delay.
A new class of Lyapunov function is constructed to derive a novel delay-dependent stability
criteria. Finally, numerical examples are given to indicate significant improvement over
some existing results.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
In recent years, neural networks have been investigated widely because of their extensive applications in pattern
recognition, image processing, association, and many other fields. However, time-delay is frequently encountered in
NNs, and it is often a source of instability and oscillations in a system. Thus, the stability of NNs with time-delay has
been widely considered by many researchers [1–19]. In [1–4], delay-independent asymptotic stability problem is studied.
Generally speaking, the delay-dependent stability criteria are less conservative than delay-independent when the time-
delay is small.Therefore, authors always consider the delay-dependent type. In [11], a new method has been proposed to
obtain delay-dependent stability criteria by introducing an appropriate Lyapunov function. In [18], owing to augmented
Lyapunov function, a less conservative delay-dependent stability criterion for delay NNs is derived in terms of Linear matrix
inequalities. Although delay-dependent stability criteria for delay NNs were proposed in [15–19], they have conservatism
to some extent, which leaves the room open for further improvement.
In this letter, a less conservative delay-dependent stability criterion for NNs with time-varying delay is presented by
introducing a new Lyapunov function. We use not only the z(t − τ(t)) but also the z(t − h), ∫ tt−τ(t) f (z(s))ds to exploit all
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possible information for the relationship among z(t), z(t−τ(t)), f (z(t)), f (z(t−τ(t)))z(t−h), and z˙(t), when constructing
the Lyapunov function. So, our approach essentially reduces the conservatism of the existing methods. Finally, numerical
examples are given to indicate significant improvements over the existing results.
2. Problem formulation and preliminaries
Consider the following delayed NNs:
x˙(t) = −Cx(t)+ Ag(x(t))+ Bg(x(t − τ(t)))+ µ (1)
where x(t) = [x1(t), x2(t), . . . , xn(t)]T ∈ Rn, g(x(·)) = [g1(x1(·)), g2(x2(·)), . . . , gn(xn(·))]T ∈ Rn, and µ =
(µ1, µ2, . . . , µn)
T ∈ Rn is a constant input vector.A, B ∈ Rn×n are the connectionweightmatrix and the delayed connection
weight matrix, respectively. C = diag(c1, c2, . . . , cn)with ci > 0, i = 1, 2, . . . , n. τ(t) is time-varying continuous function
that satisfies 0 ≤ τ(t) ≤ h, 0 ≤ τ˙ (t) ≤ u, where h and u are constants. In addition, it is assumed that each neuron activation
function in (1), gi(·), i = 1, 2, . . . , n, satisfies the following condition:
0 ≤ gi(x)− gi(y)
x− y ≤ ki, ∀x, y ∈ R, x 6= y, i = 1, 2, . . . , n (2)
where ki, i = 1, 2, . . . , n are positive constants.
In the following, the equilibrium point x∗ = [x∗1, x∗2, . . . , x∗n]T of (1) is shifted to the origin by the transformation
z(·) = x(·)− x∗, which converts the system to the following equation:
z˙(t) = −Cz(t)+ Af (z(t))+ Bf (z(t − τ(t))) (3)
where z(t) = [z1(t), z2(t), . . . , zn(t)]T, f (z(·)) = [f1(z1(·)), f2(z2(·)), . . . , fn(zn(·))]T and fi(zi(·)) = gi(zi(·) + z∗i ) − gi(z∗i ),
i = 1, 2, . . . , n. According to the inequality (2), one can obtain that
fi(zi)[fi(zi)− kizi] ≤ 0 fi(0) = 0, i = 1, 2, . . . , n. (4)
Lemma 1 ([20]). For given matrices A11, A12, A22 with appropriate dimensions,
[
A11 A12
AT12 A22
]
< 0, holds if and only if A22 < 0,
A11 − A12A−122 AT12 < 0.
Lemma 2 ([21]). For any constant matrix Φ ∈ Rn×n,Φ = ΦT > 0, scalar γ > 0, vector function ω˙ : [0, γ ] → Rn such that
the integrations concerned are well defined, then
− γ
∫ 0
−γ
ω˙T(t + s)Φω˙(t + s)ds ≤ −
(∫ 0
−γ
ω˙(t + s)ds
)T
Φ
(∫ 0
−γ
ω˙(t + s)ds
)
. (5)
Rearranging the term
∫ 0
−γ ω˙(t + s)ds with ω(t)− ω(t − γ ), we can yield the following inequality:
− γ
∫ 0
−γ
ω˙T(t + s)Φω˙(t + s)ds ≤ (ωT(t) ωT(t − γ )) (−Φ Φ
Φ −Φ
)(
ω(t)
ω(t − γ )
)
. (6)
Based on these lemmas, the following section will show our main results.
3. Main results
For the asymptotic stability of system described by (3), we have the following result.
Theorem 1. For given scalars K = diag(k1, k2, . . . , kn), h > 0, u ≥ 0, the origin of system (3) with (4) and 0 ≤ τ(t) ≤ h,
0 ≤ τ˙ (t) ≤ u is globally asymptotically stable if there exist symmetric positive matrices P1, S22,Q11,Q22, R,Q1,Q2,Q3, S, Z,
symmetric and positive definite matrices M1,M2,Λ = diag(λ1, λ2, . . . , λn) and any matrices S12,Q12, Pi (i = 2, 3, . . . , 15)
with appropriate dimensions, such that the following LMIs hold:
Σ =

Σ11 Σ12 Σ13 Σ14 Σ15 Σ16 −PT9 − CTP8 −Q12 uS12 0
∗ Σ22 Σ23 Σ24 Σ25 Σ26 −PT10 − P8 S12 0 0
∗ ∗ Σ33 Σ34 Σ35 Σ36 −PT11 + P15 Q12 0 0
∗ ∗ ∗ Σ44 Σ45 Σ46 −PT12 − P15 0 0 0
∗ ∗ ∗ ∗ Σ55 Σ56 −PT13 + ATP8 ST22 0 0
∗ ∗ ∗ ∗ ∗ Σ66 −PT14 + BTP8 −ST22 0 0
∗ ∗ ∗ ∗ ∗ ∗ −PT15 − P15 − R 0 0 0∗ ∗ ∗ ∗ ∗ ∗ ∗ −Q22 0 −uS22
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ −uS 0
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ −uZ

< 0 (7)
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P1 S12
∗ S22
]
≥ 0, with P1 > 0 (8)[
Q11 Q12
∗ Q22
]
≥ 0 (9)
where
Σ11 = −PT2C − CTP2 − R− Q11 + Q1 + Q3
Σ12 = PT1 − PT2 − CTP3
Σ13 = PT9 − CTP4 + R+ Q11
Σ14 = −PT9 − CTP5
Σ15 = PT2A− CTP6 + S12 − CTΛ+ KM1
Σ16 = PT2B− CTP7 − S12
Σ22 = −PT3 − P3 + h2Q11 + h2R
Σ23 = PT10 − P4
Σ24 = −PT10 − P5
Σ25 = PT3A− P6 + h2Q12
Σ26 = PT3B− P7
Σ33 = PT11 + P11 − R− Q11 − (1− u)Q1
Σ34 = −PT11 + P12
Σ35 = PT4A+ P13
Σ36 = PT4B+ P14 + KM2
Σ44 = −PT12 − P12 − Q3
Σ45 = PT5A− P13
Σ46 = PT5B− P14
Σ55 = PT6A+ ATP6 +ΛA+ ATΛ+ h2Q22 + Q2 − 2M1
Σ56 = PT6B+ ATP7 +ΛB
Σ66 = PT7B+ BTP7 + u(S + Z)− (1− u)Q2 − 2M2.
Proof. Choose a new class of Lyapunov functional candidate as follows:
V (z(t)) = V1(z(t))+ V2(z(t))+ V3(z(t))+ V4(z(t))+ V5(z(t))
where
V1(z(t)) = XT(t)EPX(t)+
 z(t)∫ t
t−τ(t)
f (z(s))ds
T [0 S12∗ S22
] z(t)∫ t
t−τ(t)
f (z(s))ds

V2(z(t)) = h
∫ 0
−h
∫ t
t+θ
[
z˙(s)
f (z(s))
]T [
Q11 Q12
∗ Q22
] [
z˙(s)
f (z(s))
]
dsdθ
V3(z(t)) = h
∫ 0
−h
∫ t
t+θ
z˙T(s)Rz˙(s)dsdθ
V4(z(t)) = 2
n∑
i=1
λi
∫ zi
0
fi(s)ds
V5(z(t)) =
∫ t
t−τ(t)
[zT(s)Q1z(s)+ f T(z(s))Q2f (z(s))]ds+
∫ t
t−h
zT(s)Q3z(s)ds
XT(t) =
[
zT(t) z˙T(t) zT(t − τ(t)) zT(t − h) f T(z(t)) f T(z(t − τ(t)))
(∫ t−τ(t)
t−h
z˙(s)ds
)T ]
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E =
[ I 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
]T
P =
[P1 0 0 0 0 0 0
P2 P3 P4 P5 P6 P7 P8
P9 P10 P11 P12 P13 P14 P15
]
.
The time derivative of V (z(t)) along the trajectory of system (3) is given by:
V˙ (z(t)) = V˙1(z(t))+ V˙2(z(t))+ V˙3(z(t))+ V˙4(z(t))+ V˙5(z(t))
V˙1(z(t)) = 2XT(t)EPX˙(t)+ 2
 z(t)∫ t
t−τ(t)
f (z(s))ds
T [0 S12∗ S22
] [
z˙(t)
f (z(t))− (1− τ˙ (t))f (z(t − τ(t)))
]
. (10)
Using the fact z(t − τ(t))− z(t − h)− ∫ t−τ(t)t−h z˙(s)ds = 0, we can obtain:
V˙1(z(t)) = 2XT(t)PT
[z˙ (t)
0
0
]
+ 2
 z(t)∫ t
t−τ(t)
f (z(s))ds
T [0 S12∗ S22
] [
z˙(t)
f (z(t))− (1− τ˙ (t))f (z(t − τ(t)))
]
= 2XT(t)PT

z˙ (t)
−Cz(t)− z˙(t)+ Af (z(t))+ Bf (z(t − τ(t)))
z(t − τ(t))− z(t − h)−
∫ t−τ(t)
t−h
z˙(s)ds

+ 2
[
zT (t)
(∫ t
t−τ(t)
f (z (s)) ds
)T ][ S12f (z (t))− S12 (1− τ˙ (t)) f (z (t − τ (t)))
ST12Z˙ (t)+ S22f (z (t))− S22 (1− τ˙ (t)) f (z (t − τ (t)))
]
. (11)
For some symmetric and positive definite matrices S, Z , the following inequality holds:
2
[
zT (t)
(∫ t
t−τ(t)
f (z (s)) ds
)T ][ S12f (z (t))− S12 (1− τ˙ (t)) f (z (t − τ (t)))
ST12Z˙ (t)+ S22f (z (t))− S22 (1− τ˙ (t)) f (z (t − τ (t)))
]
≤ 2zT (t) S12f (z (t))− 2zT (t) S12f (z (t − τ (t)))+ uzT (t) S12S−1ST12z (t)+ uf T (z (t − τ (t))) Sf (z (t − τ (t)))
+ 2
(∫ t
t−τ(t)
f (z (s)) ds
)T
PT12z˙ (t)+ 2
(∫ t
t−τ(t)
f (z (s)) ds
)T
P22f (z (t))
− 2
(∫ t
t−τ(t)
f (z (s)) ds
)T
P22f (z (t − τ (t)))+ u
(∫ t
t−τ(t)
f (z (s)) ds
)T
P22Z−1P22
(∫ t
t−τ(t)
f (z (s)) ds
)
+ uf T (z (t − τ (t))) Zf (z (t − τ (t))) (12)
V˙2(z(t)) = h2
[
z˙(t)
f (z(t))
]T [
Q11 Q12
∗ Q22
] [
z˙(t)
f (z(t))
]
− h
∫ t
t−h
[
z˙(s)
f (z(s))
]T [
Q11 Q12
∗ Q22
] [
z˙(s)
f (z(s))
]
ds. (13)
According to Ref. [22] we obtain
− h
∫ t
t−h
[
z˙(s)
f (z(s))
]T [
Q11 Q12
∗ Q22
] [
z˙(s)
f (z(s))
]
ds
≤ −

∫ t
t−τ(t)
z˙(s)ds∫ t
t−τ(t)
f (z(s))ds

T [
Q11 Q12
∗ Q22
]
∫ t
t−τ(t)
z˙(s)ds∫ t
t−τ(t)
f (z(s))ds

= −
z(t)− z(t − τ(t))∫ t
t−τ(t)
f (z(s))ds
T [Q11 Q12∗ Q22
]z(t)− z(t − τ(t))∫ t
t−τ(t)
f (z(s))ds
 . (14)
Using Lemma 2 we obtain
V˙3 (z (t)) = h2z˙T (t) Rz˙ (t)− h
∫ t
t−h
z˙T (s) Rz˙ (s) ds
≤ h2z˙T (t) Rz˙ (t)−
(∫ t−τ(t)
t−h
z˙ (s) ds
)T
R
(∫ t−τ(t)
t−h
z˙ (s) ds
)
−
(∫ t
t−τ(t)
z˙ (s) ds
)T
R
(∫ t
t−τ(t)
z˙ (s) ds
)
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= h2z˙T (t) Rz˙ (t)−
(∫ t−τ(t)
t−h
z˙ (s) ds
)T
R
(∫ t−τ(t)
t−h
z˙ (s) ds
)
−
(
z (t)
z (t − τ (t))
)T (
R −R
−R R
) (
z (t)
z (t − τ (t))
)
. (15)
V˙4(z(t)) and V˙5(z(t)) are computed as follows:
V˙4 (z(t)) = 2
n∑
i=1
λifi (zi (t)) z˙i (t)
= 2f T (z (t))Λ[−Cz(t)+ Af (z(t))+ Bf (z(t − τ(t)))] (16)
V˙5(z(t)) ≤ zT(t)Q1z(t)− (1− u)zT(t − τ(t))Q1x(t − τ(t))+ f T(z(t))Q2f (z(t))
− (1− u)f T(z(t − τ(t)))Q2f (z(t − τ(t)))+ zT(t)Q3z(t)− zT(t − h)Q3z(t − h). (17)
Furthermore, there exist positive diagonal matricesM1,M2 such that the following inequalities hold based on (4)
2(zT(t)KM1f (z(t))− f T(z(t))M1f (z(t))) ≥ 0 (18)
2(zT(t − τ(t))KM2f (z(t − τ(t)))− f T(z(t − τ(t)))M2f (z(t − τ(t)))) ≥ 0. (19)
Hence, according to (11)–(19), we obtain
V˙ (z(t)) ≤ XT1 (t)ΦX1(t) (20)
where
XT1 (t) =
[
XT(t)
(∫ t
t−τ(t)
f (z(s))ds
)T ]
Φ =

Φ11 Σ12 Σ13 Σ14 Σ15 Σ16 −PT9 − CTP8 −Q12
∗ Σ22 Σ23 Σ24 Σ25 Σ26 −PT10 − P8 S12
∗ ∗ Σ33 Σ34 Σ35 Σ36 −PT11 + P15 Q12
∗ ∗ ∗ Σ44 Σ45 Σ46 −PT12 − P15 0
∗ ∗ ∗ ∗ Σ55 Σ56 −PT13 + ATP8 ST22
∗ ∗ ∗ ∗ ∗ Σ66 −PT14 + BTP8 −ST22
∗ ∗ ∗ ∗ ∗ ∗ −PT15 − P15 − R 0∗ ∗ ∗ ∗ ∗ ∗ ∗ Φ88

Φ11 = Σ11 + uS12S−1ST12
Φ88 = −Q22 + uS22Z−1S22.
IfΦ < 0, there exist a scalar λ > 0, such that V˙ (z(t)) ≤ −λ ‖z (t)‖2, thus according to Ref. [23], system (3) is asymptotically
stable. By Lemma 1,Φ < 0 is equivalent toΣ < 0, hence, this completes the proof. 
Remark 1. In this letter, differently from the formal Lyapunov function construction, considering the information of the
derivative of the state z˙(t),
∫ t
t−τ(t) f (z(s))ds, f (z(t)), f (z(t − τ(t))) adequately, so our approach essentially reduces the
conservatism of the existing results.
4. Numerical examples
Example 1. Consider the delayed NNs (3) with
C = diag(1.2769, 0.6231, 0.9230, 0.4480)
A =
−0.0373 0.4852 −0.3351 0.2336−1.6033 0.5988 −0.3224 1.23520.3394 −0.0860 −0.3824 −0.5785
−0.1311 0.3253 −0.9534 −0.5015
 B =
 0.8674 −1.2405 −0.5325 0.02200.0474 −0.9164 0.0360 0.98161.8495 2.6117 −0.3788 0.8428
−2.0413 0.5179 1.1734 −0.2775

k1 = 0.1137, k2 = 0.1279, k3 = 0.7994, k4 = 0.2368.
When u = 0, applying the criteria in Refs. [15–18], the maximum values of h for asymptotically stable system (3)
are 1.4224 [15], 1.9321 [16], 3.5841 [17], 4.0120 [18], respectively, while by using Theorem 1 in this paper, we have
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Table 1
The maximum value of h for Example 1
u [10] [11] [16] Ours
0.5 2.1502 2.2245 2.1502 149.0293
0.9 1.3164 1.5847 1.3164 111.2323
h = 184.7525. It is 12888.79%, 9462.26%, 5054.78%, 4505% larger than those in Refs. [15–18], which shows that our result
is less conservative than the existing results. The corresponding upper bounds of h for various u derived by Theorem 1 and
those in [10,11,16] are listed in Table 1.
Example 2. Consider the delayed NN (3) with
C =
[
2 0
0 2
]
A =
[
1 1
−1 −1
]
B =
[
0.88 1
1 1
]
k1 = 0.4, k2 = 0.8.
When u = 0.8, applying the criteria in Refs. [10,11,16], the maximum values of h for asymptotically stable system (3) are
1.2281 [10], 1.6831 [11], 1.2281 [16], respectively, while by using Theorem 1 in this paper, we have h = 14.5731, which
shows that our result is less conservative than those in [10,11,16].
5. Conclusions
The problem of delay-dependent asymptotic stability criteria for neural networks (NNs) with time-varying delays is
investigated. In order to derive less conservative criteria, we use not only z(t − τ(t)) but also z(t − h), (∫ tt−τ(t) f (z(s))ds)T
to exploit all possible information for the relationship among z(t), z(t − τ(t)), f (z(t)), f (z(t − τ(t)))z(t − h), z˙(t),∫ t
t−τ(t) f (z(s))ds when constructing the Lyapunov function. So our approach essentially reduces the conservatism of the
existing methods. Finally, numerical examples are given to demonstrate the effectiveness of the proposed method.
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