







FORMATION INVASION FROM A HORIZONTAL WELLBORE: GROUND 
PENETRATING RADAR IMAGING AND NUMERICAL FLOW  







James A. Kovats 
 
 ii 
     A thesis submitted to the Faculty and Board of Trustees of the Colorado School of 

















Dr. Terence K. Young 
Department Head 




During the drilling of a well, the drilling mud prevents the influx of formation 
fluids through a hydrostatic overbalance.  This pressure overbalance forces mud fluids 
into permeable rock and displaces formation fluids from around the wellbore.  This 
invasion process creates an invaded zone with properties that are usually different from 
those in the undisturbed zone.  To estimate well producibility, accurate measurements of 
both the invaded and undisturbed zone properties are required. The invaded zone disturbs 
measurements with borehole instruments aimed at determining undisturbed zone 
properties.  These measurements can be corrected for invasion if the geometry and 
properties of the invaded zone are known.  Because this is usually not the case, 
corrections are currently based on the assumption that the shape of the invaded zone can 
be approximated as a cylinder coaxial with the wellbore.  This approximation will be 
inadequate, especially in horizontal holes, when a density difference between invaded 
and virgin fluids results in gravity segregation.  Knowledge of the true invaded zone 
geometry would indicate well performance and allow accurate correction of borehole 
measurements. 
The goals of this thesis were to determine the feasibility of using Ground 
Penetrating Radar (GPR) to image invasion geometries and provide data to assist in the 
development of mathematical models for predicting these geometries.   A physical model 
of a horizontal borehole surrounded by freshwater saturated sand was constructed and 
found to be an effective apparatus for studying invasion profiles.  Comparisons of visual 
observations of invasion profiles with GPR images proved that GPR was a feasible 
method for imaging the invasion geometry in the physical model, subject to limitations 
such as the size of the antennas and the acquisition speed.  The resolution of the GPR 




The visual observations of the invasion profiles were compared with finite-
difference numerical flow simulations.  Features observed in both the physical and 
numerical model compared favorably.  The physical origin of the invasion profile 
features could be explained in terms of hydrostatic heads and the interference of the 
borehole with the sinking invasion volume.  However, numerical artifacts were 
introduced by the limited discretization, in particular the approximation of a round 
borehole as a collection of squares. 
To overcome the limitations in the current numerical model and progress towards 
invasion profile simulation under field conditions, it is proposed to use a commercial 
flow simulator that includes capillarity and uses cylindrical coordinates.  For future 
physical model GPR surveys, it is proposed to use smaller antennas in a dense recording 
array to enable 3D coverage of the model.  The alternative approach of using a single 
antenna located inside the borehole should also be pursued.  These efforts would increase 
resolution and open up the possibility of measuring invasion geometries in the borehole 
with a logging tool or with instruments in the drillstring. 
 
 v 
TABLE OF CONTENTS 
ABSTRACT ....................................................................................................................... iii 
TABLE OF CONTENTS .................................................................................................... v 
LIST OF FIGURES ......................................................................................................... viii 
LIST OF TABLES .............................................................................................................. x 
ACKNOWLEDGMENTS ................................................................................................. xi 
Chapter 1. INTRODUCTION .................................................................................... 12 
1.1. Motivation for the Study ....................................................................................... 12 
1.2. Research Goals...................................................................................................... 19 
1.3. Review of Previous Studies of Invasion ............................................................... 20 
1.4. Invasion Under Field Conditions .......................................................................... 23 
1.4.1. Borehole Environment .............................................................................. 23 
1.4.2. Invasion Processes .................................................................................... 25 
1.5. The Nature of Ground Penetrating Radar Propagation ......................................... 28 
1.6. The Radar Equation .............................................................................................. 31 
1.7. Review of Previous Relevant GPR Studies .......................................................... 34 
1.8. Resolution of GPR ................................................................................................ 36 
Chapter 2. METHODOLOGY ................................................................................... 42 
2.1. Description of the Physical Model of a Borehole ................................................. 42 
2.1.1. Construction Details.................................................................................. 42 
2.1.2. Sand Characterization. .............................................................................. 52 
2.1.3. Mud Cake Permeability Measurements .................................................... 55 
2.1.4. Network Analyzer Measurements............................................................. 58 
2.2. Experimental Procedure ........................................................................................ 60 
2.2.1. Invasion Profile Creation .......................................................................... 60 
2.2.2. Invasion Rate Monitoring ......................................................................... 63 
2.3. GPR Measurements .............................................................................................. 67 
2.3.1. Description of GPR system ....................................................................... 67 
2.3.2. GPR Data Acquisition............................................................................... 69 
2.4. Numerical Flow Simulation of Invasion ............................................................... 71 
 
 vi 
Chapter 3. EXPERIMENTAL DATA ........................................................................ 74 
3.1. Small Box Model .................................................................................................. 74 
3.1.1. Modeling the GPR Response .................................................................... 80 
3.2. Visual Observations of the Physical Model of a Borehole ................................... 84 
3.2.1. Invasion Fronts in the Physical Model of a Borehole ............................... 84 
3.2.2. Description of Features ............................................................................. 87 
3.3. GPR Data Recorded on the Physical Model of a Borehole .................................. 89 
3.3.1. GPR Raw Data .......................................................................................... 89 
3.3.2. GPR First Arrival Picking ......................................................................... 93 
3.3.3. GPR Data Processing ................................................................................ 95 
3.4. Numerical Flow Simulation Data ......................................................................... 99 
3.4.1. Invasion Fronts in the Numerical Flow Model ......................................... 99 
3.4.2. Borehole effect ........................................................................................ 102 
Chapter 4. RESULTS and DISCUSSION ................................................................ 105 
4.1. Invasion Profiles in the Physical Model ............................................................. 105 
4.1.1. Physical Explanation for Invasion Profile Features ................................ 105 
4.1.2. Creation of Instabilities ........................................................................... 110 
4.1.3. Discussions on Physical Model .............................................................. 113 
4.2. GPR Imaging Results .......................................................................................... 120 
4.2.1. Comparison of Visual and GPR Images ................................................. 120 
4.2.2. GPR Image Interpretation ....................................................................... 123 
4.2.3. Discussions on GPR Imaging ................................................................. 127 
4.3. Numerical Simulation Results ............................................................................ 132 
4.3.1. Comparison with Physical Model ........................................................... 132 
4.3.2. Numerical Artifacts ................................................................................. 137 
4.3.3. Discussions on the Numerical Simulations............................................. 139 
Chapter 5. FUTURE WORK .................................................................................... 146 
Chapter 6. CONCLUSIONS..................................................................................... 147 
Chapter 7. ADDITIONAL SUBJECTS.................................................................... 149 
7.1. Fraction Flow Measurement with GPR .............................................................. 149 
7.2. Invasion Chromatography ................................................................................... 155 
REFERENCES CITED ................................................................................................... 157 
Appendix A. Additional Material ............................................................................. 162 
 
 vii 
A.1. Maxwell’s Equations .......................................................................................... 162 
A.2. Flow Simulation .................................................................................................. 172 
A.2.1. Analytical Treatment .............................................................................. 172 
A.2.2. Numerical Simulation ............................................................................. 176 
A.3. Numerical Simulation Studies ............................................................................ 182 
A.3.1. Discretization .......................................................................................... 183 
A.3.2. Size of the Borehole ................................................................................ 184 
A.3.3. Shape of the Borehole ............................................................................. 184 
A.3.4. Number of Particles ................................................................................ 188 
A.3.5. Viscosity ................................................................................................. 190 
A.3.6. Permeability-anisotropy .......................................................................... 193 
A.4. Assumptions and Limitations of GRORADAR
®
 and Mocdense Programs ....... 196 
Appendix B. Figures and Tables .............................................................................. 200 
Appendix C. Sample GPR Processing Script File .................................................... 204 
Appendix D. Sample Simulation Input File ............................................................. 209 




LIST OF FIGURES 
Figure 1.  Schematic of invasion....................................................................................... 13 
Figure 2.  Notional drawing of a toolstring in horizontal wellbore-heavy invasion . ....... 17 
Figure 3.  Notional drawing of a toolstring in horizontal wellbore-light invasion . ......... 18 
Figure 4.  Resolution of GPR for planar interface. ........................................................... 40 
Figure 5.  GPR resolution for a rising interface. ............................................................... 41 
Figure 6.  Photograph of the Physical Model of a Horizontal Borehole........................... 43 
Figure 7.  Stages in borehole construction ........................................................................ 47 
Figure 8.  Antenna locating tracks. ................................................................................... 49 
Figure 9.  Cross section of borehole showing inlet, drain, and purge valves. .................. 50 
Figure 10.  Schematic of physical model experimental apparatus. ................................... 51 
Figure 11.  Schematic of column used for sand permeability measurements. .................. 53 
Figure 12.  Sand permeability measurements. .................................................................. 54 
Figure 13.  Schematic of mudcake permeability measurement apparatus. ....................... 56 
Figure 14.  Mudcake permeability measurements ............................................................ 57 
Figure 15.  Vector Network Analyzer measurements of fresh and brine saturated sand. . 59 
Figure 16.  Invasion rate monitoring by rate of mass loss verses time. ............................ 65 
Figure 17.  Calculated invasion rate without mudcake. .................................................... 66 
Figure 18.  Schematic Drawing of GPR System............................................................... 68 
Figure 19.  Representation of borehole for numerical simulations ................................... 72 
Figure 20.  Drawing and photo of small box model.. ....................................................... 76 
Figure 21.  Invasion at 4 heights into small box from bottom .......................................... 77 
Figure 22.  GPR reflection from a tilted interface. ........................................................... 79 
Figure 23.  One dimensional modeling of baseline and 10 cm invasion. ......................... 82 
Figure 24.  One dimensional model of 10 cm invasion with 15 Kppm brine.. ................. 83 
Figure 25.  Invasion fronts as seen in the physical model. ............................................... 86 
Figure 26.  Example GPR survey - right side of model before invasion.. ........................ 91 
Figure 27.  Example GPR data set after invasion.. ........................................................... 92 
Figure 28.  First arrival picking ........................................................................................ 94 
Figure 29.  GPR data processing flowchart. ..................................................................... 95 
Figure 30.  Example migrated and stacked GPR image. .................................................. 98 
Figure 31.  Snapshots 1 through 4 .................................................................................. 100 
Figure 32.  Snapshots 5 through 8 .................................................................................. 101 
Figure 33.  Velocity vectors computed at end of segregation period . ........................... 103 
Figure 34.  Concentration profile at the end of the segregation ..................................... 104 
Figure 35.  An invasion profile instantly appears- borehole subsequently removed. ..... 107 
Figure 36.  Invasion profile sinking past borehole obstruction. ..................................... 109 
Figure 37.  Instabilities generated in central lobe and side lobes. .................................. 111 
 
 ix 
Figure 39.  GPR migrated and stacked image with visual observations. ........................ 122 
Figure 40.  3D interpretation of GPR data. ..................................................................... 126 
Figure 41.  Correspondence between numerical simulation and physical model . ......... 133 
Figure 42.  Correspondence at the end of the segregation period. .................................. 134 
Figure 43.  Comparison of numerically simulated invasion fronts with GPR image. .... 136 
Figure 44.  Numerical simulation of permeability blocking. .......................................... 141 
Figure 45.  Fractional flow from Allen et al (1991). ...................................................... 152 
Figure 47.  GPR modeling of fractional flow. ................................................................ 153 
Figure 48.  Gravity segregation of fractional flow. ........................................................ 154 
Figure 49.  Invasion chromatography. ............................................................................ 156 
Figure 50.  Velocity distribution for analytical solution of flow around a sphere.. ........ 173 
Figure 51.  Pressure drop for analytical solution of flow past a sphere. ......................... 174 
Figure 52.  Flow contours analytically computed along vertical line tangent to sphere. 175 
Figure 53.  "Square" representation of the borehole. ...................................................... 184 
Figure 54.  The effect of the geometry of borehole discretization .................................. 187 
Figure 55.  Effect on invasion profile using 4, 5, 8, and 9 particles in MOC solution. .. 189 
Figure 56.  Effect of viscosity (1.0 cp and 1.3 cp) on invasion profile and sinking. ...... 191 
Figure 57.  Effect of viscosity (1.6 cp) on invasion profile and sinking. ........................ 192 
Figure 58.  Effect of anisotropy (0.1 and 0.5) on invasion profile and sinking. ............. 194 




LIST OF TABLES 
Table 1.  Simulation Parameters for Invasion 6 in Tank2. ............................................. 201 








I would like to express my deep appreciation to Schlumberger for their generous 
financial and academic support of this project.  In particular, David F. Allen of 
Schlumberger Doll Research deserves tribute for his guidance and insightful questions 
which kept me on track. 
I would like to thank Dr. Olhoeft for sharing his understanding of the physical 
world and helping me to appreciate both the simplicity and complexity of 
electromagnetic phenomena. 
I am grateful to Professor ir. Max Peeters for his extensive knowledge of rock 
properties and life, good humor, and encouraging talks without which I would not have 
found the motivation to complete this research. 
Andres Pech shares credit for the numerical simulations and I thank him for being 
such an enjoyable person to work with. 
My deepest thanks go to my wife, Kelli Kovats, for being such a beautiful person 
and putting up with me while I was writing this thesis. 
 
I dedicate this thesis to my two cherubs, Kera and Kylie, in hopes that they will 





Chapter 1. INTRODUCTION 
1.1. Motivation for the Study 
During the drilling of an oil well, a mixture of water, solids, and various 
chemicals is pumped down the inside of the drilling assembly and returns up the annular 
space between the drill string and the borehole wall.  This mixture, called “mud”, is 
generally at a greater hydrostatic pressure than the formation fluids present in the pore 
spaces of the rock.  The hydrostatic overbalance is necessary to impede the premature 
flowing of formation fluids into the wellbore and prevent a “blow out.”  This pressure 
overbalance forces the liquid portion of the mud into the rock formation and concurrently 
filters the solids from the mud to form a low permeability layer at the borehole wall 
termed the “mud cake.”  For permeable formations, the mud cake controls the rate of 
invasion of the liquid “mud filtrate.”  The mud filtrate will generally displace a portion of 
the in situ (or “virgin”) formation fluids in a process termed invasion.  This displacement 
process results in an area around the borehole, called the invaded zone, which has 
properties that are different from the undisturbed zone. 
Figure 1 illustrates an invaded zone around a vertical borehole intersecting a 
permeable bed that is bounded from above and below with impermeable shale layers. 
Because in field situations the shape of the invaded zone is usually an unknown, its shape 
is often assumed to be that of a cylinder coaxial with the borehole (Serra, 1986; Allen, 
1991; Woodhouse, 1991). This cylinder is represented by a single number, di, the 
diameter of  invasion as shown in the figure.  If the mud filtrate and the in situ formation 
fluids are of the same density, the flow of mud filtrate, capillary forces, and diffusion will 
dominate- and a cylindrical geometry will result if we neglect the effects of flow through 
a rock with heterogeneous permeability.   
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Figure 1.  Schematic of invasion. 
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  However, the more common case is that a density contrast between the invaded 
and in situ fluids does exist.  In highly permeable formations, and in the absence of more 
dominant forces, gravity will cause the mud filtrate to sink or rise away from the 
borehole. There have been a number of studies of gravity segregation in the zone invaded 
from a vertical borehole with horizontal formation layering (e.g. Doll 1955, Allen et al, 
1991; Dussan and Auzerais, 1993).  These studies have shown that gravity segregation 
can dramatically affect the shape of the invaded zone. The red dashes in Figure 1 show 
the resulting invasion profile when a heavy mud filtrate sinks down vertically adjacent to 
the borehole and horizontally across the top of the impermeable bed.  The result is very 
shallow invasion near the top of the permeable bed and deep invasion near the bottom of 
the bed.  Although the consequences are even more significant, the subjects of gravity 
segregation around deviated and horizontal boreholes have not been extensively studied.  
The case of invasion into inclined strata can result in very shallow invasion on one side of 
the hole and radially asymmetric invasion profiles.  Invasion profiles generated by a 
horizontal borehole will also be asymmetric and geometrically complicated.  Because the 
commonly used first approximation of a symmetric formation invasion profile is 
incorrect in these environments, the invasion geometry cannot be described by the single 
number, di.  Therefore, the simplified concept of an invasion diameter must be replaced 
with a more accurate description of the invasion geometry.    
The invasion geometry around the wellbore is important because the properties of 
the invaded zone will be different from the undisturbed formation properties.  For 
instance, the invaded mud filtrate may have a much higher conductivity than the 
displaced formation fluids.  In an effort to infer the undisturbed formation properties, 
instruments are lowered into the wellbore and measurements such as resistivity and 
density are made. The properties of the mud filtrate and the shape of the invasion profile 
will affect these measurements.  The data from these measurements (called “logs”) are 
usually corrected for this invasion effect by using the assumption of the simplified 
invasion diameter and the response function of the instrument.   Figure 2 shows a 
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notional picture of a logging toolstring in a horizontal wellbore. An example segregated 
invasion zone of heavy mud filtrate is shown in light blue and the toolstring in black 
surrounded by brown mud.  Simplified tool response functions (the volume of rock 
“seen” by the tool) are shown as blue dashes for induction tool Foucault currents, red 
lines for laterlog measure current paths, and yellow for downward facing pad tools such 
as density or very shallow resistivity.  Clearly, the various tools are seeing different 
volumes of rock and are experiencing different effects from the invasion profile. For 
example, the shallow investigating tools are measuring exclusively in the invaded zone, 
while the rest of the tools are experiencing a mixed response.  Figure 3 shows that with a 
lighter invasion profile, the shallow tools now have a response that is derived from both 
the invaded and undisturbed zones.  Obviously, the conventional di based log data 
“correction” will not be appropriate under these conditions because the invasion 
geometry is not cylindrical nor symmetrical.  Applying invasion corrections may in fact 
yield results that are further from the true rock properties than had the corrections not 
been performed.  The corrections can be very large.  For example, to calculate the 
undisturbed formation properties, a typical resistivity tornado correction chart contains 
corrections as high as a factor of 2 for deep reading tools and up to 100 for shallow 
reading tools.  Neutron invaded zone salinity corrections can change the porosity value 
by 5 porosity units.  In order to accurately infer the undisturbed zone properties from 
measurements, the log corrections must be based on a correct invasion geometry 
description.   
Invasion is also of importance because it is a displacement process analogous to 
production.  For efficient production, hydrocarbons must be able to be forced from the 
formation- whether the driving force is water flooding, aquifer drive, or mud filtrate 
invasion.  Invasion therefore provides the first indication of how easily hydrocarbons will 
flow and forecasts well productivity.  The moved oil plot, which derives a measure of 
invasion induced hydrocarbon mobility from the difference between shallow and deep 
reading logs, has been used for many years to predict well performance.  Because the rate 
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of invasion is controlled by the mudcake, which provides a definable if not necessarily 
known boundary condition, the resulting invasion geometry is controlled by factors 
beyond the mudcake.  The invasion geometry indicates properties of interest of the 
reservoir such as relative permeability, porosity, and hydrocarbon mobility.  Given these 
formation and fluid parameters, it may be possible to predict the invasion geometry.  
Conversely, if the invasion geometry were known, the problem might be inverted to infer 
the formation parameters.   
In summary, the invasion geometry is important because it affects the response of 
formation evaluation instruments and hinders our ability to infer properties of interest of 
the undisturbed formation.   Secondly, because invasion is a displacement process, 
resulting in an invasion geometry dependent upon the flow properties of the formation, 
the invasion geometry predicts well productivity.  It is therefore desirable to be able to 
measure invasion profiles from which formation parameters can be derived and to be able 
to predict invasion geometry when the formation parameters are known. If the invasion 
geometry were known, the accuracy of formation evaluation measurements would 
increase dramatically and we would be able to improve our ability to predict the flow 
performance of the well.  The measurement of invasion geometry and the development of 















1.2. Research Goals 
The goals of this research were to:  
 
1. Determine the feasibility and applicability of using Ground Penetrating Radar 
(GPR) to image invasion geometry in a physical model of a horizontal 
borehole surrounded by a freshwater saturated formation.  
 
2. Provide data on the invasion geometry as a function of controlled parameters 
(such as density contrast and injection rate) in order to assist in the 
development of mathematical models that can be used to predict the invasion 
geometry under field conditions.   
 
3. Numerically simulate the flowfield in the physical model and compare the 
results with the visual profiles recorded in the physical model. 
 





1.3. Review of Previous Studies of Invasion 
The literature on formation invasion processes is extensive.  A literature search 
yields references in the hundreds (Chin, 1995).  Inclusion of the related topics of filtration 
theory and flow in porous media increases this number several fold.  Oilfield references 
to invasion became common during the 1940’s and multiplied during the 1950’s.  In the 
1950’s the oil industry began focusing on invasion due to the advancements in logging 
tool design which allowed for quantitative measurements of formation properties as a 
function of distance into the formation (Allen et al, 1991).  These new measurements 
allowed and required knowledge of the invasion profile in order to arrive at accurate 
estimations of the true formation resistivity.  In 1963, Outmans published the 
mathematical derivation of the t law that states that the filtrate invasion volume is 
proportional to the square root of time.  This derivation validated the earlier experimental 
work of others (e.g. Englehardt and Schindewolf, 1952; Ferguson and Klotz, 1954).  The 
t law became a standard interpretation tool within the industry and research into 
invasion processes seemed to subside for two decades. 
In the 1980’s, Schlumberger Cambridge Research undertook a major research 
endeavor to expand on the t law and enlighten the physics that underlie the invasion 
process.  The investigation was theoretical as well as experimental and included the 
construction of a full scale Wellbore Simulator (Fordham et al, 1991a).  The researchers 
generated a large number of papers and clarified many aspects of the invasion process 
(e.g. Fordham et al, 1991b; Fordham et al, 1989).  Many of the conclusions of this 
research are summarized in a clear and detailed article by Allen, et al (1991).  Despite 
this research effort, some aspects of the invasion process, particularly the physics of 
mudcake equilibrium, are still not well understood.   “No predictive theories for dynamic 
fluid loss yet exist even for simple mud systems and little progress would appear to have 
been made in theory applicable to muds since the work of Outmans” (Fordham et al, 
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1988).  While the preceding statement may be somewhat dated, a unifying theory 
allowing the universal forward modeling of invasion has not been published.  While Chin 
1995 purports to “develop analytical models for dynamic filtration and equilibrium 
mudcake thickness”, the work seems to have gained little attention. 
The research reviewed above describes the invasion process in terms of mud, 
mudcake, and mud filtrate and ignores the fate of invaded fluids once past the mudcake. 
While the interface of the invasion front has sometimes been referred to as part of the 
solution of a moving boundary value problem, the geometry of the invasion front under 
actual field conditions has been neglected.  Chin (1995) presented solutions for mudcake 
growth dynamically coupled with invasion front progression where the invaded fluid can 
have a viscosity different from the virgin fluid- resulting in accelerating and decelerating 
invasion fronts.  This change in invasion front velocity is partially due to the growing 
influence of the viscosity contrast as the invaded zone distance increases (via Darcy’s law 
and the ever-increasing volume of rock through which the invaded fluid of different 
viscosity is being forced).  While viscosity contrasts are generally accompanied by 
density contrasts, Chin waits until page 200 to state; “If two different waters (e.g. fresh 
versus saline) are present, gravity effects may have to be accounted for.”  Schincariol et 
al (1990) demonstrated that density differences as small as 0.0008 g/cm
3
 can result in 
instabilities and free convection in homogeneous media. 
In contrast to the extensive literature on invasion processes, the literature is very 
sparse in addressing the effect of gravity on the invaded fluids upon leaving the mudcake.  
Doll (1955) highlighted and quantified the effects of gravity segregation in vertical wells 
and Dussan (1993) expanded on these effects by calculating and verifying via experiment 
the shape of the invasion profile due to gravity segregation in vertical wells.  To this 
author’s knowledge, Woodhouse et al (1991) is the only paper written on the effects of 
gravity segregation in horizontal wells.   While this paper describes notional invasion 
geometries in horizontal gas wellbores, it provides little quantitative analysis.  According 
to the Journal of Petroleum Technology (1999), 10-15% of current drilling activity is 
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directed at horizontal wells.  While the effects on formation evaluation measurements of 
the invasion profile, and the significance of invasion in calculating fractional flow are 
well appreciated, the subject of gravity segregation of horizontal wellbore invasion 





1.4. Invasion Under Field Conditions 
1.4.1. Borehole Environment 
To aid in the understanding of the limitations and assumptions of the simplified 
physical and numerical models used in this thesis, a review of the actual field 
environment in which invasion occurs is appropriate.  This description is primarily 
applicable to conventional oilfield drilling methods in which water based mud (WBM) is 
circulated in the borehole with the hydrostatic mud pressure being greater than the 
formation fluid pressure.  Non-conventional drilling methods such as air drilling, under 
balance drilling (where the hydrostatic mud pressure is less than the formation pressure), 
and drilling with oil based mud (OBM), may produce invasion profiles which are 
different to the geometries found with conventional drilling methods.  In these 
environments, and in environments where gravity segregation effects are not dominant, 
the applicability of this study will be limited. 
In the simplest of descriptions, a conventional drilling system is somewhat 
analogous to a child drilling a hole in the dirt with a garden hose.  A mechanical 
disturbance crushes and breaks up the rock at the bottom of the hole and the circulating 
mud brings the cuttings up to the surface where the cuttings are filtered from the mud and 
the mud re-circulated back into the system (Baker, 1979).  The geometry of the drillstring 
and its location within the wellbore greatly affects the flow velocity and flow pattern of 
the mud in the annular space between the drillstring and the mudcake.  The rheology and 
solids content of the mud along with the flow pattern will determine the amount of shear 
stress applied to the mudcake.  The drillstring is comprised of sections of hollow drill 
pipe to which a bottom hole assembly (BHA) is connected.  Starting from the bottom, the 
BHA is composed of a drill bit which, via rotation (~50 RPM) and applied weight (~20 
Klbs), mechanically fractures and crushes the rock below.  Above the bit, the BHA is 
24 
 
composed of various combinations of drill collars (essentially very thick walled sections 
of drill pipe which add weight to the drill bit), stabilizers (tubulars with larger diameters 
and various upsets added to provide rotationally dynamic stability), measurement while 
drilling (MWD) instruments, downhole turbine motors, crossovers, and various other 
downhole elements.  The combination of these elements is designed to aid in maintaining 
the desired direction of hole drilling.  The drill bit can be rotated by a torque applied from 
the surface (rotational drilling) or can be rotated by a downhole turbine motor powered 
by mud pressure (sliding drilling).  The significance of these BHA elements arises from 
their interaction with the mud cake, borehole wall, and annular flow of mud as will 
become clear later when the process of invasion is described. 
Drilling mud is pumped down the inside of the drill pipe and BHA and returns to 
the surface via the annular space between the drill string and the borehole wall.  Drilling 
mud can range from a simple mixture of water and particle suspensions derived from the 
formations that are penetrated to complex formulations of polymers, weighting agents, 
viscosifiers, pH altering chemicals, etc.  The composition of the drilling mud is 
formulated to ensure that the mud performs the functions intended, namely; provide 
hydrostatic overbalance to the wellbore to prevent influx of formation fluids (weight); 
transport drilling cuttings to the surface (viscosity); cool the drillstring (circulation rate); 
chemically balance the formations penetrated (pH and pK match with shales); lubricate 
the drillstring to reduce torque; and prevent excessive mud loss into the formation via the 
build up of mudcake. The science of drilling mud is far advanced, resulting in complex 
mud systems with thousands of varieties (Peeters et al, 1999). Therefore, the composition 




1.4.2. Invasion Processes 
In conventional mud systems, the formation of a mudcake is an essential feature 
of borehole stability and is the dominant controlling factor in determining the rate of 
invasion. The following is a description of how mud filtrate invasion occurs 
chronologically from the inception of spurt loss (which occurs when virgin rock is first 
exposed by drilling), followed by the formation of an internal mudcake, and completed 
with the build up of an external mudcake which is balanced by shearing losses. This 
process leads to the concept of a critical invasion rate whereby the shearing loss due to 
annular circulation is balanced by the accretion of solids on the external surface of the 
mudcake. 
Spurt loss is the term used to describe the earliest stages of formation invasion 
(Allen, et al 1991).  As a drill bit mechanically exposes new rock to the mud column, 
whole mud invades the formation.  The volume of mud that can invade the pore space of 
the formation will be a function of the mud properties and the pore structure of the 
formation. The mud solids concentration, size distribution, and the mud viscosity will 
determine how easily whole mud can enter the rock pores.  If the mud particles are small 
compared to the pore spaces between grains, the mud will invade relatively far into the 
formation until pore bridging occurs.  The extreme end member, or largest scale 
representation of this type of rapid mud invasion, is rapid loss into fractures or connected 
vugs.  This type of extreme mud loss would obviously be a dominant controlling 
parameter in determining invasion geometry.  The opposite situation occurs when the 
formation has a low permeability with corresponding small pore throats.  In this case, the 
mud particles cannot enter the formation and an internal mudcake does not form.  This is 
generally the case for formation permeabilities below 10 mD (Allen et al, 1991).  A 
similar situation arises with OBM, whereby due to viscous, relative permeability, and 
capillary effects, the (generally water wet) formation resists invasion of the oil phase of 
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the OBM.  In these cases, a very thin mudcake will form even in highly permeable 
formations and invasion will tend to be shallow.  OBM invasion is quite different from 
WBM invasion and invasion profiles may not be comparable.  Further types of such 
extreme end member effects will be ignored and we return to a homogeneous formation 
seconds after exposure to the mud column.  It is important to note that the time required 
for internal mudcake formation is very brief (seconds or less).  The invasion rate due to 
spurt loss may be very high, but spurt loss is so short lived that the invaded distance due 
to spurt loss will likely be less than one half a wellbore radius (Fordham et al, 1991).  The 
composition of this internal mudcake is unlikely to change because the particles are 
trapped in the pore structure of the rock.  Later changes in mud composition will not 
change the composition of the solids bridging the pores (Allen et al, 1991). 
Once the pore spaces have been bridged, the process of mud filtration begins.  As 
new mud solids are brought to the surface of the rock face by the flow of fluids into the 
formation, these solids are trapped at the surface and held in place by the hydrostatic 
overbalance of the wellbore.  As more solids accumulate, the mudcake thickens.  If there 
were no abrasion forces acting at the surface of the mudcake, the mudcake would 
continue to build in thickness.  The increase in mudcake thickness will be accompanied 
by a decrease in overall permeability.  If the hydrostatic pressure in the wellbore 
increases, the mudcake will compact and its permeability will decrease.  The flow of mud 
past the surface of the mudcake will erode particles from the mudcake and thus increase 
the mud cake permeability.  The resulting increase of permeability will be compensated 
for by an increased filtration rate (with attendant increase in solids transport to the cake 
surface) and compaction of the mudcake.  The increased pressure gradient across the 
mudcake thickness will act to compress the mudcake, increasing its shear strength, and 
counteracting the effects of the original increase in mud shear stress.  The result of the 
interaction of these forces is that the mudcake, when stressed by a change in pressure or 
shear abrasion, will act to compensate for the stresses and will reach a state of “dynamic 
equilibrium.”  It should be noted that this is not a true dynamic equilibrium as there are 
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hysteretic effects from particles irreversibly sticking to the mudcake (Fordham et al, 
1988).  While a large number of papers have been presented on the subject, the detailed 
theory of mudcake dynamics is still incomplete.  However, the general conclusion is that 
a type of mudcake equilibrium results in an invasion rate that tends to become a constant 
for a given set of conditions.  Changing the dynamics of the equilibrium will result in a 
new equilibrium state being reached.  This dynamic equilibrium is termed the critical 
invasion rate.  For a given set of dynamic conditions, the mudcake will control the 
invasion rate meaning that the invasion rate will be independent of formation 
permeability (after the initial spurt loss). 
As noted, the process of internal mudcake formation has been extensively studied.  
The process of mudcake build up and erosion and the relation of these processes to 
formation permeability, porosity, and borehole mud flow has also been extensively 
studied (e.g. Pearson et al, 1988; Chin, 1995).  We will return to these subjects in the 
future work section.  For now, we stress the conclusion of the above descriptions that, for 
a given set of conditions, the invasion rate is constant for all but the earliest times.  We 
also stress that the flow through the mudcake is a constant both in (late) time and, due to 
the independence on formation permeability, in space.  Subject to the 10mD cutoff, 
invasion rates will not vary with depth and in all permeable formations invasion will 
occur at an equal rate.  For the case of a circular borehole, the invasion rate will be 
independent of radial direction.  This definition of the boundary condition at the 
borehole is a core assumption of both the physical and numerical models discussed 
in this thesis.  Efforts were made to ensure that this assumption was implemented in the 
physical model.  The assumption enables the numerical simulation of invasion from 
borehole cells to be defined as constant rate.  This allows a great simplification of the 
problem by ignoring mudcake pressure drop, mudcake buildup, mud shear stresses, etc. 
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1.5. The Nature of Ground Penetrating Radar Propagation 
While this paper is not a review of the many aspects of GPR propagation, it is 
worthwhile to stress a few points about GPR in the context of this study.  GPR is a 
portion of the electromagnetic spectrum roughly ranging from 10 MHz to 2GHz.  In this 
range, electromagnetic waves have the ability to penetrate earth materials while also 
having a wavelength short enough to be useful for imaging purposes.  An electromagnetic 
wave is a propagation of energy in which electric and magnetic fields are coupled via 
Maxwell’s equations.  The alternating magnetic and electric fields cause a movement of 
matter (charges).  This movement of matter (charge separation) tries to balance the 
impressed field.  After the impressed field is no longer present, the matter will return to 
its rest position.  Any time there is a movement of matter there is a frictional loss 
associated with the movement and an energy storage associated with the displacement of 
the matter from its equilibrium position.  The electrical and magnetic material properties 
of the host medium describe how the matter moves in response to the impressed fields 
and are therefore of paramount importance.  For most sedimentary rocks, the magnetic 
permeability is close to that of free space and the magnetic properties can safely be 
neglected.  Because the magnetic properties of earth materials in the radar frequency 
range are so often ignored, they are sparsely studied (Olhoeft, 1998), and when they are 
of importance, this fact may be overlooked due to poor assumptions and bad routine
*
.   
The electrical properties of rocks are described by the frequency dependent 
dielectric permittivity.  At low frequencies, the term electrical conduction is used to 
describe the transport of charges that are able to move large distances- such as free 
electrons in metals.  At higher frequencies and when charges are not free to move 
because they are bound to stationary atoms, the term dielectric permittivity is used.   
                                                 
*
 For instance, while reservoir rocks may have a relative magnetic permeability of one, the casing shavings 
and drill bit filings omnipresent in wellbores certainly do not!  Similarly, petrophysical factors such as 
pyrite inclusions and high iron content of formation waters should not be neglected. 
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GPR most often uses the phenomena of reflection (as opposed to transmission as 
in cross well tomography) for imaging purposes.  In order for a reflection to occur at an 
interface, there must be a change in electrical (or magnetic) properties across the 
interface.  The degree of contrast and the rate of change of the contrast determine how 
strong the reflection will be.  When analyzing the amount of contrast, the frequency 
dependent material properties must be taken into account.  In the case of the fluids of 
freshwater and brine as used in this research, the single number representation for the 
dielectric permittivity can be misleading.  The freshwater relative dielectric permittivity 
is around 80 and for salt saturated brine, it is 56.  While these two numbers are similar, 
the GPR propagation properties of the two fluids are radically different due to their 
differing frequency dependent complex dielectric properties.  While the real part of the 
complex permittivity (and thus propagation velocity) is similar for the two fluids, the 
imaginary part (which determines propagation losses) is very different for the two fluids.  
The imaginary part of the complex permittivity is large for the brine fluid; and thus, the 
energy absorbed by the brine fluid is much greater.  The conductivity of the brine, 
through the movement of ions, rapidly absorbs GPR waves.  For example, GPR can be 
very effective at mapping freshwater lake bottoms but is useless for seeing through even 
a thin layer of brine. This is demonstrated by the modeling in sections 3.1 and 7.1.  In the 
freshwater filled physical model, this loss contrast aids in the generation of reflections 
from the invasion zone brine interface as seen from the freshwater side.  However, it 
must be stressed that GPR cannot see through the brine and that the measurement will not 
work in the other direction (from the brine side) or in saturated brine filled boreholes.  
The salinity limits within which GPR may be effective are described in section 3.1.1 and 
section 7.1. 
The other factor affecting the degree of reflection at an interface is the rate of 
change of the contrast across the interface.  Most electromagnetic textbooks present the 
formulas for reflection coefficients in terms of mathematical step changes in dielectric 
properties.  In the real world, fluid interfaces in porous media are not sharp but are 
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transition zones.  This smearing of the interface is due to molecular diffusion, convection 
induced dispersion, and capillary effects as well as flow through rock with heterogeneous 
permeability.  Rock heterogeneity will also result in geometrically rough interfaces that 
will affect the reflection coefficient.  The 3D nature of the invasion interface coupled 
with the vectorial nature of GPR propagation should be respected in these situations.  In 
the physical models studied in this thesis, the coarse grain of the sand, favorable mobility 
ratio, and short experiment time supported comparatively sharp invasion interfaces.  This 
may not be the case in later applications to field problems.  Literature on the subject of 
reflections from diffuse interfaces such as Wilheit (1978) is rare and simple equations do 
not exist for calculating the effects of transitional reflecting interfaces.  In order to 
quantify these effects, iterative formulas, multiple thin layer approximations, or 




1.6. The Radar Equation 
Most of the many aspects of GPR reflection surveying can be represented by the 
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where Pr is the power received at the receiver antenna, P0, the power input to the 
transmitting antenna, Gt, is the gain of the transmitting antenna, and Gr is the gain of the 
receiving antenna.  The wavelength of the arriving energy is symbolized by .  Inside the 
square brackets, the two P terms in the denominator represent spreading terms which can 
be expanded in terms of ray path segments, velocities, angles of incidence and reflection, 
and radii of curvature for the incident wavelet and reflection interface.  The details of the 
equation, derivation, and units can be found in Powers (1995).  The intention here is to 
concentrate on one term in order to stress the point that reflection coefficients as 
presented in most texts are drastically oversimplified.  The above equation describes how 
GPR energy is generated in an antenna of imperfect efficiency, propagates through the 
earth suffering exponential material losses, geometric spreading losses, and scattering 
losses both on the way to and on the return path from the target.  All of the terms in the 
equation with the exception of the geometrical spreading are functions of frequency.  The 
reflectivity of the target is contained in the K term that represents the complex reflection 
(or transmission) coefficient.  The summation terms in front of this describe the 
attenuation losses for each segment of the propagation path. 
The reflectivity of a mathematical plane of discontinuity (smooth infinite plane, 
step change in material properties, uniform incident plane wave) can be described for the 
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where  R is the reflection coefficient,   is the magnetic permeability of the two 
respective mediums, and the k’s are the wavenumbers in the two mediums.  For the case 
of oblique incidence, formulas that (at first appearance) are slightly more complicated 
can be derived for the case of electric fields parallel and perpendicular to the plane of 
incidence.  Snell’s Law states that the angle of reflection equals the angle of incidence 
and that the transmitted wave refraction angle can be computed from the material 
properties of the two mediums.  Given the polarization state of an incident waveform, the 
polarization of the reflected waveform can be computed using the Stokes matrix. As 
discussed in the appendix section A.1, the parameters in these formulas are frequency 
dependent- resulting in significant complications in their implementation.  For the case of 
oblique incidence, the angles of incidence and reflection in Snell’s Law are not simple 
numbers but complex quantities.  The familiar concepts of the critical angle and Brewster 
angle, derived from the Fresnel reflection formula begin to lose their validity as the 
material property losses increase.  The result of the frequency dependence of these 
quantities is that the simple looking formula for the reflection coefficient is actually 
extremely intricate.  Frequency dependent material properties result in amplitude and 
phase changes upon reflection.  For the case of oblique incidence of a plane wave upon a 
lossy dielectric (even from free space) the transmitted wave may not at all resemble our 
normal conception of a plane wave but more of a standing wave or interference pattern.  
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Also inherent in the reflection coefficient formula is the assumption of a sharp 
interface or a mathematic step function across the interface.  In the case under study, the  
assumption is not necessarily correct.  The interface may not be sharp.  Due to 
hydrodynamic mixing and molecular diffusion, the interface between an invaded zone 
and an undisturbed zone will not be a step function but will be a gradational interface.  In 
addition to the interface being a transition zone, it will likely be rough due to 
permeability heterogeneity causing flow induced fingering.  When the roughness of the 
interface becomes significant in terms of the wavelength of the GPR, the interface will 
become a diffuse reflector as opposed to a specular or smooth reflector.  This will tend to 
depolarize the reflected wave and decrease the reflection coefficient.   
While the derivation of the wave equation and propagation parameters from 
Maxwell’s equations seems complicated, the assumptions of no losses and no frequency 
dependence (as presented in most texts) actually oversimplify and conceal the underlying 
true complexity of the phenomena of GPR propagation in real earth materials. 
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1.7. Review of Previous Relevant GPR Studies 
 
While the first GPR survey, the purpose of which was to determine the thickness 
of a glacier, is attributed to Stern in 1929 the technology was forgotten about until the 
1950’s when radar altimeters seeing through the Greenland ice cap gave erroneous 
altitudes and caused planes to crash (Olhoeft, 1996).  The Apollo 17 mission sent GPR to 
the moon and subsequent Shuttle SIR images of sub-Saharan river beds revived interest 
in the method. 
The last decade has seen a virtual explosion in the amount of GPR related 
literature published and the number of GPR surveys conducted.  For example, a date 
sorted search of the CSM Catalyst
®
 library catalog shows over half the total references to 
GPR occur in the last ten years.  The biennial International Conference on Ground 
Penetrating Radar has seen the participation increase from 97 papers submitted from 20 
countries in 1994 to 153 papers submitted from 27 countries in 2000 (GPR 2000 
proceedings, 2000). This increase in use of GPR can be attributed to its speed and ease of 
use (Reppert, 1998), the expansion of engineering and environmental applications, 
decreasing cost of equipment, and advent of digital recording allowing the application of 
existing seismic processing software
*
 (Fisher et al, 1992). 
A number of papers have been published which utilize GPR to determine water 
content (e.g. Greaves et al, 1996; Hubbard et al, 1997; Olhoeft, 2000a; Olhoeft, 2000c) 
and salinity (e.g. Hagrey et al, 2000; Baker et al 1991).  Unfortunately, these papers 
generally refer to much larger length scales than the topic of this research.  While the 
detection of a planer water table or water content estimation derived from common mid 
point velocity analysis demonstrates that the physics of the measurements are correct and 
                                                 
*
 Caution should be exercised when using seismic software to process GPR data.  While many of the 
propagation aspects of the two are similar, the limitations of seismic software (such as neglecting 
polarization information) should be understood. 
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that the use of GPR to image salinity contrasts in invasion profiles is theoretically 
feasible, current literature provides little practical assistance towards the solution of the 
problem considered in this thesis.  To this author’s knowledge, there has not been any 





1.8. Resolution of GPR 
One of the goals of this thesis was to evaluate the suitability of GPR for imaging 
invasion in samples such as real rocks where direct observation is impossible.  Part of this 
evaluation implies defining the resolution of the method.  The term resolution is 
ubiquitous in geophysics, yet it’s meaning is rarely defined as it applies to the context of 
a particular discussion.  The Encyclopedic Dictionary of Exploration Geophysics 
(Sheriff, 1997) gives three separate definitions. The first is; “The ability to separate two 
features which are very close together.  The minimum separation of two bodies before 
their individual identities are lost on the resultant map or cross-section.”  While this 
sounds quite precise, when one attempts to define the resolution of a particular system, 
difficulties arise in clarifying what exactly is meant by features, lost, separation, etc.  In 
attempting to define GPR resolution, the discussion can be broken down into one 
dimensional or Vertical Resolution and three dimensional or Spatial Resolution.  A visual 
example is presented in Figure 4, which perhaps best illustrates the definition and the 
reader may wish to bypass the sprawling discussion.  The conclusion is that without 
defining the complete geometry, measurement system, and material properties- the term 
will remain vague. 
In the context of the present discussion, the term Vertical Resolution means the 
resolution obtainable for a model that varies in only one dimension, or “how precisely 
can the distance to a flat lying plane of infinite extent be determined?”  The primary 
factors determining the answer to this question are:   
 
 
1. Material properties 
a. Impedance contrast 
i. Permittivity contrast 
ii. Conductivity contrast 
iii. Magnetic Permeability contrast 
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iv. Loss contrast 
b. Thickness of interface (transition zone) 
2. Wavelength of incident wave 




c. Multiples  
5. Sampling rate (nyquist) and picking algorithm 
6. Timebase accuracy 
7. Signal to Noise ratio 




In the mathematical or theoretical sense, many of the above factors do not have 
meaning.  For example, given a mathematical discontinuity between material properties 
and a wavelet of finite frequency, the wavelet can be deconvolved into a spike, the transit 
time determined, and the distance to the reflector may be calculated with infinite 
precision. Unfortunately, the real world situation is that the interface is not sharp and the 
wavelet is sampled at a finite rate and cannot be compressed into a perfect spike. 
These factors can be divided into physical parameters and measurement system 
parameters.  The physical parameters define how the GPR wavelet will propagate, 
attenuate, stretch, and reflect. Material losses and small contrasts will reduce the received 
signal amplitude.  Frequency dependent material properties imply that different 
frequencies travel at different velocities resulting in wavelet stretching during 
propagation. Gradational interfaces will degrade the wavelet as previously discussed in 
section 1.5.  The arrival times of longer wavelengths are harder to measure as reference 
points on the waveform become difficult to define due to “small slopes” or gradual 
changes in wavelet verses time.  Scattering and interface roughness degrade the received 
wavelet due to depolarization and geometrical dispersion of energy.  The measurement 
system parameters define our ability to generate, sense, and record the phenomena of 
GPR propagation.  Unless interpolation between samples is used, the sampling rate 
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discretizes the resolution as well as setting the upper limit for the frequency content of 
the wavelet.  In the case of the present system, the timebase can drift by one nanosecond 
or greater- the equivalent of 30 cm in air or 5+ cm in the water saturated sand used in this 
research. 
Rather than continue an inconclusive discussion, the following example is 
presented.  Figure 4 shows three plots each containing the same trace from a data set 
recorded on the small box model, which has been invaded a distance of 10 cm from the 
bottom.  The small box model is described in section 3.1 and shown in Figure 20.  In the 
middle plot, the modeled response is overlain with the recorded wavelet.  The extra 
events in front and behind of this wavelet are the near field and multiples from the sides 
of the box.  On the right side of the plots, the model parameters (frequency independent 
permittivity and conductivity) and interface locations used to generate the synthetic 
wavelets are shown.  As in all modeling in this thesis, the magnetic permeability used 
was that of free space.  These parameters remain unchanged between the three plots- only 
the interface location was changed.  The middle plot shows the modeled interface 
correctly positioned at a distance of 0.50 m from the top of the model (corresponding to 
10 cm of invasion depth from the bottom).  The modeled and recorded wavelets overlay 
correctly.  In the top plot, the modeled interface has been moved up 1 cm to a position of 
0.49 m.  In the bottom plot, the interface has been moved down 1 cm to a position of 0.51 
m.  Clearly, the upper and lower plots show a significant disagreement between the 
modeled and recorded responses.  Even an automated picking program could match the 
two wavelets to a much closer tolerance than shown in this example.  This mismatch is a 
good measure of the resolution of the system and demonstrates that sub one centimeter 
resolution is possible with the given GPR system
*
 and invasion interface.  Olhoeft 
(2000a) describes an automated processing and modeling system which achieves 
                                                 
*




statistical uncertainties of better than 0.4 cm in 20 cm when used for pavement thickness 
mapping. 
To expand on the above example, Figure 5 shows two wavelet picks from a GPR 
data set recorded with the antennas stationary at the top center of the model and the 
system configured to continuously record traces as the freshwater sand box was filled 
from below with saturated brine.  At the left side of the data, the model was filled with 10 
cm of brine and the sloping ramp event is the reflection generated by the invasion 
interface as the brine level was increased to 15 cm at the right of the model.  The cross 
hairs in the upper panel of data mark a reference point on the wavelet corresponding to 
0.49 m as indicated by the box.  On the lower panel of data, the cross hairs mark the same 
reference point on the wavelet, which due to the rising interface, has now moved up to 
0.48 m as indicated.  In between these two selections, at least two additional discrete 
changes in the location of the reference point could be determined.  This divides the one 
centimeter of distance into a minimum of 3 intervals and indicates that the resolution for 
this experiment is on the order of 1/3 of a centimeter. 
To extend the discussion to Spatial Resolution would obviously lead to many 
vague generalities and pages in excess to what is relevant to this thesis.  Table 2 (derived 
from Liner, 1999) in the appendix summarizes the factors to be considered when 
attempting to evaluate the question.  To obtain a definitive answer, the geometry and 
various parameters should be entered into a 2D or 3D model and the model perturbed in 












Figure 5.  GPR resolution for a rising interface. 
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Chapter 2. METHODOLOGY 
2.1. Description of the Physical Model of a Borehole  
The physical model was constructed for the purposes of evaluating the 
effectiveness of GPR in imaging invasion profiles generated from a horizontal borehole.  
Physical flow experiments were performed without the assumptions and limitations 
inherent in numerical modeling
*
. It was the basis of ground truth to which the GPR data 
and numerical simulations were referenced. 
 
2.1.1. Construction Details 
Box 
 
The Ground Penetrating Radar (GPR) and flow experiments were conducted in a 
Plexiglas
® 
container with inside dimensions of 122 cm length, 122 cm height, and 25.4 
cm width. A photograph of the container is shown in Figure 6.  The relative dielectric 
permittivity of the Plexiglas
®
 at 1 GHz is 2.5 as provided by the manufacturer (according 
to ASTM method 2, D150) via personal communication, Regal Plastics, Denver, CO.  
The model was placed on an aluminum plate (visible at the bottom of the photograph) in 
order to provide a surface with a known reflection coefficient for the GPR signal. 
 
                                                 
*

















The container was filled as uniformly and homogeneously as practical with 
Unimin #70 grade sand using a wet packing procedure.  Fresh tap water which was 
previously de-aired and filtered through a two stage ion filter (Water Pik
®
 model #31232-
0B) was used during this filling procedure.  The water was de-aired using a Nold 
DEAERATOR
®
 8 liter model de-aerator and a Robinair VacuMaster #15400 
®
 vacuum 
pump.  The Unimin sand is a very well sorted, nearly pure silica sand which has 30% of 
its grains retained on a 70 mesh or coarser and has a mean grain size of 0.19 mm 
(Illangasekare  and Yates, 1995). The nominal porosity of this sand was 35% as measured 
in small test containers.  Presumably, the porosity was less than this value deeper into the 
model due to the increasing overburden causing additional compaction.  The permeability 
of the sand as measured in test containers was 22.5 Darcies for the horizontal 
permeability, kh, and 16.2 Darcies for the vertical permeability, kv, giving an anisotropy 





The borehole can be seen in the center of the model. The stages of borehole 
construction are shown in Figure 7.  The borehole consists of an outer perforated plastic 
pipe (schedule 40 3.5” OD, PVC), as seen in  Figure 7a.  The diameter of the borehole 
was chosen to be approximately one GPR wavelength (in the freshwater saturated sand) 
so that the borehole could be clearly seen in the baseline GPR surveys and subsequent 
invasion diameters would be significantly larger than the wavelength of the probing 
radar.  The size was also chosen such that invasion interfaces of several borehole 
diameters in extent would remain distant from the model edges to prevent boundary 
effects.  The outer pipe perforations are 1cm in diameter, spaced every 1” along the 
length of the pipe, and every 30 degrees azimuthally around the circumference of the 
borehole.  Figure 7b shows a series of small trenches or hemispherical troughs running 
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along the length and circumference of the outer pipe with three air purge lines extending 
from both ends of the borehole.  Two versions of the model were built, called TANK1 (4 
experiments) and TANK2 (6 experiments).  The trenches and purge lines were not 
present in the first construction of the borehole.  During the four invasion experiments in 
the first model, it was determined that air was coming out of solution during the fluid 
injection.  This air would rise to the top of the borehole and block the permeability of the 
filter paper resulting in non-uniform invasion rates around the circumference of the 
borehole and non-compliance with the required boundary condition.  In all TANK2 
invasion experiments, the injected brine was de-aired as described in section 2.2.1.  The 
inner pipe Figure 7c was inserted into the outer perforated pipe and supported in the 
center with plastic spacers.  This minimized the volume of fluid residing inside the 
borehole reducing the amount of purging volume required.  In the TANK1 experiments, 
the borehole was designed such that a borehole tool could be inserted into the borehole 
for intra borehole GPR measurements by a tool that was in development by David Wright 
of the Denver, CO USGS.  This feature can be seen in the photograph where the far wall 
of the building is visible through the borehole. As the tool development was delayed and 
the problems with air entrapment were encountered, this aspect of the borehole was 
abandoned.  The geometry of the new design can be seen in later photographs and is 
diagrammed in Figure 9.  It is similar to the previous design, having an inner pipe, but the 
inside of the inner pipe is no longer open to the atmosphere.  The end caps are composed 
of two concentric funnels providing a less tortuous path for fluid flow than the previous 
design.  The intent of the new design was to minimize turbulence induced de-gassing. 
The outer perforated pipe was then wrapped with 5 layers of aluminum screening 
and then 5 wraps of Whatmans #1
®
 filter paper.  The aluminum screening supports the 
filter paper and ensures a high permeability up to the filter paper interface.  The 
permeability of the filter paper was measured in a small test container (section 2.1.3) and 
found to be 100 mD which is orders of magnitude less than the formation permeability.  
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Finally, the filter paper was covered with coarse mesh nylon screening for protection 
during the packing procedure. 
The low permeability barrier between the borehole and the sand pack ensures that 
the significant pressure drop in the model occurs across the filter paper (which acts as a 
mudcake) and allows other pressure drops in the system, such as due to piping and 
increasing invasion profile, to be ignored.  The filter paper ensures that the fluid exits the 
borehole in a radially symmetric flow pattern.  This rate limiting and uniform flow 
direction determination mimics the property of a real mud cake because the filter paper 




















Displaced fluids were removed from the model through a gallery of drainage 
tubes as shown in the schematic of Figure 10.  This drainage gallery is comprised of 3/4” 
ID (7/8” OD, schedule 40 PVC) plastic tubing traversing all of the inner corners of the 
model.  The tubing was perforated every 10cm with a 1 cm diameter hole.  These holes 
were then covered with fine nylon mesh to prevent the flow of sand into the pipes while 
still allowing displaced fluids into the gallery.  The displaced fluids were allowed to exit 
the gallery at the top of the model.  The drainage gallery was designed to simulate a 
constant pressure boundary condition surrounding the model- thereby ensuring that the 
physical no flow boundaries of the model did not unduly influence the invasion profile.  
If the gallery would not have been in place, the larger invasion geometries would be 




GPR surveys were conducted around three of the outside surfaces of the model; 
left, top, and right side.  The photograph in Figure 6 shows the “back” of the model.  The 
bistatic radar antenna can be seen in the lower right hand corner of the picture 
(corresponding to the lower left hand corner of the model as seen from the “front”).  The 
antenna were located using tracks and a locating jig constructed for the purpose.  The jig 
was made of thin sheets of Plexiglas 
®
 and located the center of the antenna pair (mid 
point of source and receiver) at the locating point of the track.  The track system cannot 
be seen in the photograph of Figure 6 or the schematic of Figure 10, but is located in the 
same position as, and parallel to, the drainage gallery- except the track is on the outside 
of the model.  A photo of the track system is shown in Figure 8.  The track system was 
made of wood with locating notches every 1cm.  The first notch was located at the 
starting position of 0.17 m, corresponding to the center of the antenna pair when the 
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antenna pair were located flush with the edge of the model.    Figure 6 shows the antenna 
pair located at the start position of the left hand survey traverse (trace number 1 at 0.17 
m).  For each survey (left, top, and right) a total of 89 traces were recorded at a trace 
interval of 0.01 m, for a total survey distance of 0.89 m.  At the end of the survey, the 
antenna pair were flush with the model (0.17 m start position + 0.89 m survey traverse + 
0.17 m at end for a total of 1.23 m, equals the model outer dimension).  The antenna pair 
were kept flush against the model with “bungee cords” and the weight was supported 
using a pulley and counterweight system not shown in the photograph.  

















2.1.2. Sand Characterization. 
Measurements of the sand hydraulic permeability were made using the column 
shown in Figure 11.  The device consists of an aluminum rectangular box of inside 
dimensions length 20.50 cm, height 5.65 cm, and width of 5.10 cm, for a cross sectional 
area of 28.8 cm
2
.  Two manometer ports were located 5.6 cm and 5.8 cm apart as shown 
in the diagram.  This column was wet packed with sand in two orthogonal directions, 
horizontal and vertical.  For the horizontal packing, the sand bedding planes were 
orientated parallel to the direction of water flow.  For the vertical packing, the sand 
bedding planes were perpendicular to the direction of water flow.  This gave two 
measures of permeability, horizontal permeability, kh, and vertical permeability, kv.  
Water flow was established through the column at a constant head condition and the 
pressure drop between the manometer tubes was measured in centimeters.  The flow rate 
was measured for various head pressures.  From the flow rate, cross sectional area, and 
pressure drop, the permeability was calculated via Darcy’s law.   Measurements were 
made for both forward (A to B) and reverse flow (B to A) through the cell and together 
with the two pressure drop measurements resulted in four permeability values for each 
head condition.  The water viscosity and density were assumed to be 1.0 cp and 1.0 g/cc 
respectively as the lab and water temperatures were 70 DegF. 
The results of these measurements is shown in Figure 12.  The linear trend of  
pressure drop versus flow rate confirms the Darcy flow regime.  The calculated 
permeabilities were 22.5 D for kh and 16.2 D for kv.  The kh value agrees with that 
reported by Illangasekare et al, 1995 who reported 24.8 D for the Unimim #70 sand. 
It is interesting to note the agreement (lack of scatter) between the calculated 
values for the horizontal permeability verses the scatter of data for the vertical 
permeability.  This can be attributed to the “parallel” resistance nature of horizontal 
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packing verses the “series” resistance nature of vertical flow and is an indication of the 
heterogeneity present in the sand packing.  
 
 





Figure 12.  Sand permeability measurements. 















































2.1.3. Mud Cake Permeability Measurements 
A device to measure filter paper or “mud cake” permeability was constructed 
analogous to the sand measurement column.  The jig is shown in Figure 13.  Samples 
(singly and in layers 5 sheets thick) of filter paper were placed in the jig, supported by 
fine mesh screening, and flow rates measured as a function of head applied.  This device 
did not have two measurements of pressure drop. The pressure drop was measured using 
two manometer tubes- one  connected to the inlet port and one connected to the outlet 
port.  These manometer tubes indicated the difference between the head applied at the 
inlet port and the pressure at the outlet of the port.  Two air purge valves, shown at the 
top of the jig, were used to ensure that there were no air bubbles trapped in the jig. 
The resultant data are shown in Figure 14.  The important point of this graph is 
the large number of data points landing below the linear trend line.  These erroneous data 
were recorded using normal tap water.  Difficulties were encountered in obtaining 
accurate permeability measurements with normal tap water as subsequent measurements 
on the same filter paper sample resulted in ever decreasing values of permeability.  For 
example, the red data points sequentially numbered one through five were recorded using 
a single sample of filter paper and increasing the head condition between each subsequent 
measurement.  The points should land on the linear trend for a constant permeability 
media.  The conclusion drawn was that dissolved gasses were coming out of solution and 
becoming trapped in the microstructure of the filter paper.  This  resulted in blocking of 
the filter paper permeability.  When de-aired water was used, the data landed on the 
linear trend indicating the validity of the data.  The value calculated for the filter paper 
permeability was 10 mD.  The actual value of the filter paper permeability is not of 
importance- only that the permeability of the filter paper be much lower than that of the 

















































2.1.4. Network Analyzer Measurements 
Network analyzer measurements were made for use in forward modeling of GPR 
data.  The description of the measurement apparatus and procedure can be found in 
Canan (1999).  Figure 15 shows the lab data and inversion results for the de-ionized 
freshwater (a) and fully salt saturated water sand mixtures (b).  The left side of the plots 
contains the dielectric permittivity data and the right side the magnetic permeability data. 
The plots show the permeability, permittivity, or loss tangent along the vertical axis 
versus the log10 frequency along the horizontal axis (0.1 – 1000 MHz). The oblique and 
straight line cutting the lower left corner of the lower plots is the limit of measurement of 
the system.  From the variation of the material property with frequency, the Cole-Cole 
parameters are computed for each sample from the best fit curve and are shown in each 
plot.  The smoothed lines are the best fit of the Cole-Cole equation to the actual data 
(rough lines). The Cole-Cole parameters allow the quantification of the frequency 
dependent material properties using only 4 parameters each for permittivity and 
permeability.  The Cole-Cole parameters are described in Canan (1999).  The Cole-Cole 
equation assumes a log normal distribution of multiple relaxations and is described in 
Canan (1999).   
It should be noted that these measurements were made on small samples (3 cm 
long) and that the samples were not actually taken from the model.  The network analyzer 
samples were mixed a short time prior to the measurements whereas the sand packs in the 
models are months old.  This disparity in sample size and sample age may effect the 
correspondence between the two systems by systematic variations in porosity and 











2.2. Experimental Procedure 
2.2.1. Invasion Profile Creation  
A schematic drawing of the experimental setup was previously shown in Figure 
10 and the construction of the freshwater saturated sand packs was described in section 
2.1.1.  The experimental procedure began with the injection into the borehole of water at 
saturation, or near saturation, with NaCl salt (purity of 99.6% which is commonly 
available as water softener salt).  The brine was de-aired as previously described in 
section 2.1.1.  Additionally, the brine was Helium sparged while in the enclosed constant 
head tank.  These steps were taken to remove dissolved atmospheric gases thereby 
ensuring that gas did not come out of solution in the borehole and block the flow path 
through the filter paper.  The injected fluid was color dyed
*
 to enhance the invasion 
profile visibility through the model. 
The injection was performed with a constant pressure (head) boundary condition.  
The constant head boundary condition was adjusted to control the injection rate.  The 
injection pressure was controlled by adjusting the height (H) of the header tank as 
shown in Figure 10.  The salt concentration of the injected fluid controlled the density 
and viscosity of the fluid and thereby determined the injection rate (for a given head) 
through the filter paper (mud cake) via Darcy’s law.   The density of the injection fluid 
was measured and the viscosity calculated from the density.   The injected fluid densities 
ranged from 1.12 g/cc to 1.21 g/cc.  The injection rates varied from 2.05 cc/sec to 26.4 
cc/sec with injection volumes ranging from 2.8 liters to 9.8 liters.  A total of ten invasion 
experiments were performed- four in TANK1 and six in TANK2.  The GPR and invasion 
data are included in the CD-ROM.  The injection rate and volume were monitored using 
                                                 
*
 McCormick & Co, Hunt Valley, MD.  Red, yellow, and blue food coloring. 
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the pictured digital scale as the measure of mass loss into the model.  The scale used was 
a Sarto
®
 model BP 34000-P connected to a PC running WinWedge
®
 Version 1.2 software 
modified to allow for continuous recording of the balance reading as a function of time. 
The injection was initiated by opening the inlet valve as shown in Figure 9.  The 
drain valve was opened briefly to purge the borehole volume until the drain line showed 
dyed injection fluid
*
. After closing the drain line, the air purge valves were “cracked 
open” to purge any air bubbles from the borehole trenches.  This was repeated two or 
three times during the injection period with an occasional air bubble being seen to exit 
the model.  The volumes lost during these air purges were minimal but not measured nor 
seen on the rate loss data.  During injection, the displaced fluid was allowed to flow out 
of the drainage gallery without regard for the volume expelled- as the measure of 
injection rate was the digital recording of the rate of mass loss.  The term “injection 
period” is used to describe the interval of time in which fluid is being injected into the 
borehole.  The injection period is referred to as the “first pumping period” in the later 
numerical simulations, as this is the nomenclature used by the numerical simulation 
software.  The two terms are equivalent in meaning. 
Upon completion of the injection, the visible contour of the invasion profile was 
traced as can be seen in Figure 44, page 152.  This was done for both the front and back 
of the model.  GPR surveys were then conducted around the outside of the model as 
described in section 2.3.2.  Upon completion of the GPR survey, the contour of the now 
sunken invasion profile was traced again.  The invasion profile was then back flushed out 
the drain line while de-ionized tap water was replaced into the drainage gallery.  This 
replacement water was not de-aired as the volumes required rendered de-airing 
impractical. The GPR surveys required approximately 40 minutes to record and 
determined the amount of time available for gravity segregation.    
                                                 
*
 As it was noticed in invasion experiment number 5 that the borehole appeared to be showing signs of 
blockage on the low side of the borehole, prior to invasion experiment number 6, the borehole was reverse 
flushed to clear the fines settling on the low side of the hole.   
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As a note of clarification, the interval of time between the end of the injection 
period and the conclusion of the GPR survey is termed the “segregation period” and is 
equal to the elapsed time between the two traced contours seen in the representation of 
the invasion profiles.   The numerical simulation software uses the term “second pumping 
period.”  No further injection took place during this so called second pumping period.  
The term segregation period is used to avoid confusion while stressing that the numerical 
simulation program uses the terminology of second pumping period.  The two time 
periods are equivalent. 
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2.2.2. Invasion Rate Monitoring 
The invasion rate was monitored using the digital scale for invasion experiment 
number three (TANK2) onwards.  The scale and software were unavailable before these 
experiments.  Figure 16 shows an example of the mass verses time data as the small blue 
diamonds.  The manual selection of the start time and starting mass value (after purging 
of the borehole) is indicated by the large red diamond in the upper left corner of the data.  
The manual selection of the end time of injection and final balance reading is indicated 
by the large red square in the lower right corner of the plot. The difference between the 
two data points determined the elapsed time taken for injection and the net mass of fluid 
lost into the model.  The data illustrate a nearly constant slope or rate of mass loss- 
indicating the implementation of the required boundary condition.  The rate of mass loss, 
computed as the derivative of the balance reading, is also shown as the gray colored data 
points, approximately 15 cc/sec in this case for a fluid density of 1.2 g/cc. 
As a rough confirmation of the boundary condition implementation, Figure 17 
shows a calculation of the rate of injection and subsequent invasion radius for a case 
without a mudcake.  The figure was generated by incrementally solving the equation for 






















where Q is the injection rate, k the permeability of the sand pack, A the area of the 
borehole,  the viscosity of the brine, (Pw – Pe) the pressure drop, and the term to which 
the natural logarithm is applied is the radius of the wellbore, rw, and the radius of the 
invasion front, re.   
While this calculation is theoretically incorrect (the actual solution being much 
more complex), it is intended to show the general form of exponential decay in the rate of 
invasion of a viscous fluid being forced into a formation under constant pressure.  In this 
case, the brine of viscosity 1.4 cp is invading into the 22.5 D formation under a constant 
pressure of 1.6 psi.  Assuming an initial invasion radius of 7 cm (from the wellbore 
center), the calculation for the injection rate is performed, new invasion radius calculated, 
and the process repeated.  The formation beyond the invaded zone is ignored- which 
exaggerates the curvature of the plot and increases the injection rate.  Again, the plot is 
presented as a first order approximation and only to demonstrate the general trend of 
exponential decay for the case of radial flow without the rate limiting mud cake. 
The salient point of the plot is that the rate of injection is initially very high and 
falls off dramatically as the invasion front progresses into the formation.  This is due to 
the volume of rock increasing as  re
2 
  resisting the invasion of the more viscous brine at a 
constant pressure.   Figure 16 in comparison shows a nearly linear trend
*
 due to the rate 
limiting mudcake.  As Chin (1995) points out on page 32; “radial front positions will vary 
like t, even for a uniform liquid in a homogeneous rock without the presence of 
mudcake.”  One might conclude that eventually the invasion volume of a more viscous 
fluid will present a resistance comparable to even the very high mudcake resistance.  
As an additional verification of the operation of the boundary condition, the 
apparent permeability of the formation can be calculated by the correct use of the above 
equation.  This results in a an apparent permeability value of 0.28 D, or nearly two orders 
of magnitude too low, indicating the mudcake is the limiting pressure drop in the model.
                                                 
*























































































































































































Figure 17.  Calculated invasion rate without mudcake. 
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2.3. GPR Measurements 
2.3.1. Description of GPR system 
The GPR system used in the GPR surveys was a Sensors and Software Pulse 
EKKO 1000
®
.  The 900 MHz antennas were used.  The antennas are a bi-static system 
meaning that the antenna consists of a separate transmitter and receiver.  The rest of the 
system is composed of a console (control box), laptop PC, fast port box, battery, and 
cables as shown in Figure 18.  The antenna assembly is shown against the lower left hand 
corner of the model (shown incomplete), at the start position for the left-hand survey.  
The dipole antennas are shielded to minimize unwanted signals and were positioned such 
that the electric field was oriented horizontally, parallel to the axis of the borehole (in and 
out of the page in the schematic). The PC was used to control the acquisition and for 
recording of the digital data using the Sensors and Software EKKO version 4.2 software.  
The fast port was used in all of the surveys and the trigger button was used to initiate 
recording when the antenna assembly was located in the correct position in the track 
system.  The battery charger was connected to the battery at all times to ensure the full 
voltage was present at the battery terminals.  Tests were performed by comparing the 
system response with and without the charger connected to ensure that the charger did not 









Figure 18.  Schematic Drawing of GPR System. 
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2.3.2. GPR Data Acquisition 
Baseline surveys were conducted  prior to invasion experiments for both the small 
box model (described in section 3.1, pictured in Figure 20) and the large physical model 
of the borehole previously described.  For the large model, three data sets were acquired 
for each invasion experiment, left, top, right.  The following procedure was used in all of 
the experiments.  The GPR system was placed in continuous mode and acquisition started 
without recording of a data file.  This ensured that the system was warm and stable before 
actual data recording started.  The invasion profile was created as described in section 
2.2.1.  Once the injection had stopped and the injection period invasion profile contours 
traced onto the front and back of the model, the recording of GPR data started.  All of the 
surveys started with the left side.  The starting point for the left side survey was with the 
antenna assembly at the lower left hand corner of the model, 0.17 m from the model 
bottom edge.  The transmitter was on the bottom with the receiver on top as shown in 
Figure 18.  Eighty-nine traces were recorded up the left side at a one centimeter spacing 
ending with the antenna assembly 0.17 m from the top of the model.  The acquisition was 
stopped, the assembly moved to the top left corner of the model, a new file opened and 
the survey taken from left to right across the model top.  Similarly, the right side survey 
started at the upper right side of the model and the survey recorded from top to bottom.  
In this way, all surveys were conducted in a clockwise direction as viewed from the front 
of the model.  Once the GPR data recording was finished, the segregated invasion profile 
was traced on the model.  The amount of time taken to complete the three surveys 
generally determined the segregation period. 
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The record length for the surveys was 60 nsec
*
 at a sampling rate of 20 psec (or 
0.02 nsec) for a total of 3000 samples.  The data traces were stacked 16 times at each shot 
position.  While a greater number of stacks resulted in marginal improvements in data 
quality, the premium placed on timely acquisition (due to profile sinking) resulted in the 
abbreviated stacking.  It was interesting to note that the rate at which the system would 
acquire each trace was not necessarily fixed.  It seems that when acquisition is initiated, 
the system determines a shot rate that is not always the same from survey to survey.  As 
discussed in section 2.1.1, the antenna were located along the traverse using the track 
system ensuring accurate location of the antenna assembly. 
                                                 
*
 Some surveys were recorded for longer time periods (100 nsec) so that later time of arrival multiples 
could be seen.  These data are not presented in the thesis write up but are contained in the CD-ROM for 
those with interest. 
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2.4. Numerical Flow Simulation of Invasion 
Numerical flow simulations were performed in order to attempt to reproduce the 
invasion fronts seen in the physical model and to study the dependence of the invasion 
front on gravity, density, and viscosity. The details and theory applicable to the numerical 
model used as well as some interesting analytical solutions are presented in Appendix 
sections A.2 and A.3.   The effect of various modeling parameters and the effects of 
changing the viscosity and the anisotropy ratio are also presented in the appendix.   
The numerical model used was the USGS finite-difference, method of 
characteristics, groundwater simulation code Mocdense by Sanford and Konikow (1985).   
To facilitate comparisons with the laboratory experiment work, the flow simulations and 
additional studies were all based on the parameters of the physical model. The region 
defined for the numerical simulations was a 60 x 60 grid 1.26 m long and 1.26 m high 
and includes extra cells for the surrounding constant head boundary condition. The active 
modeling area was therefore 58 x 58 cells (1.22m x 1.22m).  In order to avoid the buildup 
of mass in the flow domain, all model borders were modeled as constant pressure 
boundaries.  The value for the permeability was adjusted in the numerical model so as to 
match the rate of sinking of the invasion profile in the physical model.  This was deemed 
reasonable as the sand pack permeability was not directly measured in the physical model 
and the viscosity of the brine was also not measured as a function of the varying lab 
temperature.  An example of the parameters used in the input file is shown in Table 1 of 
appendix B.  The numerous parameters contained in the input file will not be reviewed 
but are presented to stress that there are abundant parameters that can affect the 
simulation results.  Once a combination of these parameters was found which gave good 
results, these global parameters were fixed and parameter changes were restricted to 
those specific to individual simulation exercises.  The significance of the effect of these 
global parameters was not specifically studied except as noted in section A.3.  
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The borehole was simulated using 8 injection cells (shown without cross 




Figure 19.  Representation of borehole for numerical simulations  
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The permeability in the 5 cells located inside of the borehole was fixed to zero as 
indicated by the crosshatching.  These zero permeability cells present an obstruction to 
the vertical gravity driven flow past the borehole as is the case in both the physical model 
and real wellbores.  As the primary interest was in invasion geometries where gravity is 
the dominant force acting, dispersion (either molecular or mixing) was not allowed for in 
the numerical model.  This was deemed reasonable as ions generally move only about 
1cm in one week (Allen et al, 1991).  Observations of the invasion front in the physical 
model also indicated that diffusion was not a dominant force

 and therefore the three 
dispersion terms in the code (DMOLEC, BETA, DLRAT) were set to zero. The density 
and viscosity of the numerical model fluids varied with the concentration of the brine 
solute as stated by the linear equations of state as given in the appendix.  The value of the 
slope,   and , for these equations was modified to permit higher concentrations of solute 
to be expressed than what the code allowed for as originally written.  For simulations 
mimicking the physical model, the brine concentration (density) was set to the value 
measured during the physical model experiments (1.12 – 1.21 g/cc.)  
                                                 

 The auxiliary box invaded zone described in section 3.1 remained in place in the bottom of the box for 
over two months and virtually no diffusion of the front was visible. 
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Chapter 3. EXPERIMENTAL DATA 
3.1. Small Box Model 
A small auxiliary box was constructed in which reflection phenomena could be 
studied under conditions that were more stable and controlled than in the physical model 
of the borehole.  The primary purpose of this model was to confirm the GPR resolution, 
to confirm that the GPR energy did not penetrate significantly into the brine saturated 
zone, to confirm that reflections were not generated by residual interfaces, and to study 
the reflection properties of the sloped invasion interface intersecting the sides of the 
model.  A drawing of the small box model and a photograph of the model next to the 
borehole model are shown as Figure 20.  The dimensions were chosen such that the 
model was the same thickness as the large model while being one half the height and one 
half the depth of the large model.  The distance from the top of the model to the bottom 
corresponds to the distance from the top of the large model to the borehole center.  The 
bottom of the model contained a false bottom into which saturated brine was invaded.  
The bottom was lined with aluminum screening (as was the large model borehole), to 
create a strong reflector.  This screening is indicated by the dashed line at the bottom of 
the model.  The GPR surveys were recorded across the top of the model as shown in the 
drawing. 
In Figure 21, a baseline GPR survey can be seen as the leftmost data set.  The 
reflection from the aluminum screening can be clearly seen and is indicated by the blue 
triangle.  The box was then flooded from the bottom to a height of 10 cm ( H) as seen in 
the second GPR data panel.  The reflection from this interface is marked by the triangle.  
The point to note is that the reflection from the bottom screening is no longer visible, 
indicating that the GPR does not penetrate significantly into the invaded zone of the 
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model.  This confirmed the prior calculation that the skin depth into the brine is less than 




Figure 20.  Drawing and photo of small box model.  The large horizontal borehole model 




Figure 21.  Invasion at 4 heights into small box from bottom 
BASE 10cm 15cm 20cm 12cm
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 During the filling of the box with brine to the four invasion heights, the GPR 
system was set to record traces continuously.  The antenna pair were placed at the center 
of the top of the model during this recording and filling.  From these data, the filling 
process was monitored and the start and stop of the invasion could be clearly seen as 
changes in the slope of the reflection as a function of time of invasion.  Distinct changes 
in the time of reflection could be determined at intervals of between 0.5 and 0.3 cm as 
described in section 1.8.  This proved the resolution of the GPR, in this particular case, to 
be less than 1cm for a planar reflector. This confirmed the earlier synthetic example of 
resolution determination as presented in section 1.8. 
Another purpose of the small box was to test whether or not GPR reflections were 
generated by residual interfaces.  This was tested by filling the box to the 20 cm level as 
shown in the fourth data panel of Figure 21.  The invaded level was then dropped to 12 
cm and a survey taken.  The goal was to see if a reflection was generated from any 
residual interface which might exist at the previously invaded 20 cm level.  The red 
dashed line indicates this invasion level.  The fifth panel can be seen to be free of any 
reflection at this level.  This indicates that a residual interface is not detectable and 
demonstrates the complete recession of the invasion profile in the coarse sand of the 
model. 
The final purpose of the small box was to study the reflection generated by a 
sloped invasion interface intersecting the edges of the model.  This was done by tilting 
the 12 cm previously invaded box to angles of 10, 20, and 30 as shown in Figure 22.  
The interface would then seek to level itself under the influence of gravity as indicated by 
the red dashed line in the drawing.  GPR surveys were conducted at the tilt angles of 10, 
20, and 30.  The results show that the 10 tilt angle has no noticeable effect on the 
reflection amplitude.  The 20 tilt shows a slight smearing of the reflected wavelet.  
When the 30 tilt angle is reached, the reflection is reduced to an interference pattern 
occurring later in time than the original reflection and, most significantly, a slight event at 
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an earlier time than the original reflection.  From a first arrival pick on this event, this 
reflection corresponds to the invasion front intersecting the side of the model closest to 
the antenna.  This was confirmed by measuring the distance to the interface as seen in the 
model.  The significance of this measurement will become clearer when the GPR images 
of the large model are interpreted in section 4.2.2. 
 
 
Figure 22.  GPR reflection from a tilted interface. 
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3.1.1. Modeling the GPR Response 
One dimensional modeling of the GPR response was performed.  Three examples 
of this are presented in Figure 23 and Figure 24.  In all of the following examples, a 
frequency independent relative dielectric permittivity of 27 was used for the freshwater 
saturated sand and a value of 22 was used for the brine saturated sand.  The magnetic 
permeability used was that of free space.  The top portion of  Figure 23 shows a 
simulation of the reflection from a perfect reflector and the overlay with the baseline 
survey data.  The events prior to the modeled wavelet are direct arrivals, the near field, 
and reflections from the top corners of the model.  The purpose of this example is to 
show that, even from a planar aluminum screening, the response is not a single Ricker 
wavelet as modeled by the forward model.  This is due to multiple reflections (with 
slightly longer travel paths) from the sides of the model.  This renders the forward model 
useful only for the first two or three zero crossings.  The lower half of Figure 23 shows 
the recorded data and the modeled response to a 2500 mS/m conductivity invaded zone of 
10 cm depth.  This data shows that the GPR cannot penetrate
*
 the highly conductive 
invaded zone and can no longer see the aluminum screening at the bottom of the tank (as 
indicated by the lack of a second arrival in the modeled response).  To answer the 
question of how low a salinity would be required before the GPR could penetrate the 
invaded zone, Figure 24 shows the same recorded data as before and the modeled 
response of a 500 mS/m invaded zone.  The GPR can now penetrate the lower salinity 
brine as evidenced by the second arrival seen just after the first arrival - which is now 
diminished in amplitude due to the lower material property contrast.  The conductivity of 
the brine in this case corresponds to a salinity of approximately 15,000 ppm or about half 
that of seawater.  Higher salinity concentrations show a rapidly decreasing transparency 
of the invaded zone and lower concentrations result in a first arrival amplitude 
                                                 
*
 The calculated value for the skin depth at this brine concentration is 1.3 cm. 
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diminishing and rapidly increasing amplitude of reflection from the bottom screening.  
These results confirm the skin depth evaluation experiments presented in section 3.1.  It 
is also interesting to note that the modeled and recorded wavelets have essentially the 
same frequency content of the waveform.  This indicates that the invasion interface is 
sharp in this instance and can be modeled as a mathematical step discontinuity as 
opposed to the more complicated gradational or transition zone interface.  The symmetry 
of the modeled wavelet changes as the conductivity contrast decreases from the perfect 
reflector of the highly conductive aluminum screening, the intermediate saturated brine, 









Figure 24.  One dimensional model of 10 cm invasion with 15 Kppm brine.  The field 
scan data is for a salt saturated brine interface. 
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3.2. Visual Observations of the Physical Model of a Borehole 
3.2.1. Invasion Fronts in the Physical Model of a Borehole 
Examples of the invasion profiles observed in the physical model are presented in 
Figure 25.  This figure was generated by transferring the invasion profile as visually 
observed in the front of the physical model onto the grid shown.  The grid is 60cm by 
60cm and represents only the central portion of the entire 1.22 m by 1.22 m model.  The 
circle in the center is the borehole from which injection has occurred.   The two times 
shown are the elapsed times since the start of injection that correspond to the traced 
invasion profiles.  Two invasion fronts are observed in this figure. The continuous blue 
line represents the invasion front as observed ten minutes after the beginning of injection.  
This time corresponds to the end of the injection period.  The red dashed line shows the 
invasion front as observed one hour and ten minutes after the end of the injection. This 
time corresponds to the end of the segregation period in which no fluid was injected and 
the invasion front sank under the influence of gravity only.  The red asterisk marks the 
location of protuberances observed in the segregated invasion profile in a number of 
experiments.  These features are described in section 4.1.2. 
An important observation of the physical model was that the invasion fronts 
observed in the front and back sides of the model did not match in size.  The front side 
invasion fronts were generally larger.  This obviously implies a systematic variation in 
the flow parameters of the model between the front and back side of the model.  To test 
whether this effect was induced by the direction from which injection was performed 
(injection normally occurring from the front side), the side which injection was 
performed was reversed and injection performed from the back side.  The bias remained 
indicating the injection system was not the cause while not excluding some aspect of the 
borehole construction as the cause. The permeability and / or porosity of the medium are 
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then suspect.  As a guess, the reason might be that the model was packed while standing 
on the back side of the model and perhaps a systematic variation in the packing procedure 



















3.2.2. Description of Features 
Along the invasion fronts shown in Figure 25, several interesting features are 
observed. These features are created by the injection induced flow field, by gravity, and 
by the dependence of density and viscosity on solute concentration. Note that the 
invasion shape at the end of injection is approximately an ellipse. The major and minor 
axes of this ellipse measure 47cm and 39 cm.  The ratio of the axes is 0.83.  For 
reference, the permeability anisotropy as measured from samples was 0.7 as described in 
section 0.  This example indicates a relatively homogeneous sand pack as evidenced by 
the overall symmetry of the invasion profile.  For some of the physical flow experiments, 
this symmetry was not as clear and the effects of heterogeneous packing or borehole 
permeability blockage were more evident.  Note that the invasion depth is actually 
slightly less on the low side of the borehole as compared to the high side.  This 
contradicts the physics of gravity segregation and is probably an indication of 
permeability blockage by settled fines on the low side of the borehole.  Besides the 
elliptical shape, the most notable feature of the invasion period profile is the central lobe 
directly below the borehole at the bottom of the invasion profile.  This central lobe is 
surrounded by two troughs on either side, with the centers of the troughs corresponding 
to locations nearly directly below the sides of the borehole.   
Once the injection was stopped, the segregation period began and the 
aforementioned features tended to grow.  While the location of the two troughs remained 
essentially unchanged, the central lobe grew in size and the two side lobes became more 
defined.  Particularly in light of the difficulty in ensuring homogeneous sand packing 
below the borehole, caution of anomalies that might correlate with packing defects is 
warranted.  These three features were observed in some form in a number of the 
experimental invasion fronts.  These features were observed in both the front and back 
sides of the model and in different physical locations within the model. These features 
did not appear to correlate with any permeability heterogeneities that would be fixed in 
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space in the model.  Instead, the features always appeared in the same place in relation to 
the invasion profile.  As a correlation of these features with potential packing defects was 
not observed, these interesting features of the central and two side lobes were presumed 
to be the result of the gravitational effect on the volumetric distribution of fluid viscosity 
and density interacting with the borehole. A theory for the physical origin of the central 
and side lobes is presented in section 4.1.1 and numerical simulations testing and 




3.3. GPR Data Recorded on the Physical Model of a Borehole 
A total of 10 invasion experiments were performed (4 in TANK1 and 6 in 
TANK2).  These are included in the CD-ROM as indicated in the directory structure of 
appendix E. 
 
3.3.1. GPR Raw Data 
In this section, example raw data sets are presented and relevant features of the 
data highlighted.  An example of a baseline survey before invasion is shown in Figure 26.  
This plot (and further plots) is presented with a 5% histogram amplitude stretch to 
increase the visual contrast, the time zero point chosen, and a relative dielectric 
permittivity of 27 manually input.  The cross hairs in the image display mark the 
approximate location of the borehole and are presented in further plots as a reference 
point.  The waveform on the right is the trace corresponding to the location of the vertical 
line of the cross hairs at 0.44 m horizontal position.  The line at the top of the image is the 
amplitude profile at a constant time corresponding to the location of the horizontal cross 
hair at 20.0 nsec two way travel time.  The depth scale on the right is computed using the 
input value for the permittivity. 
The near field is marked by the NF box and shows a near field of around 7 nsec 
duration.  The reflections marked with an A are the reflections from the upper corners of 
the model.  The hyperbola marked B is the reflection from the borehole and is the event 
of primary interest in this project.  This is the event that will be migrated to form the 
image of the borehole and invasion profiles.  The three events marked with the C are 
multiples from the borehole and sides (or top and bottom) of the model.  In this case, the 
data record is from the right hand side of the model and these  multiples are therefore 
from the borehole and then the top (stronger in left half of data set) and the bottom 
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(stronger in right half of data set).  It is interesting to note that the top and bottom 
multiples are of opposite phase.  This is because the top reflection is from an air interface 
with a reflection coefficient of +1 and the reflection from the bottom is from the 
aluminum plate with a reflection coefficient of –1.  The reflection from the opposite wall 
of the tank is marked with the D. Multiples from the bottom and sides are noted with the 
E.  
Figure 27 shows an example data set recorded after invasion.  This is also a data 
set recorded on the right side of the model.  The previous description of the events is 
applicable with the exception that the hyperbolic events are now the reflections from the 
invasion profile.  The cross hairs still mark the location of the borehole and show that the 
invasion reflections are occurring much earlier in time than the borehole reflection.  Note 
that the invasion reflection is not a single event but multiple events.  Two distinct 
hyperbolas are arriving at less than the borehole arrival time.  Beyond these two events, 
the reflections are less distinct.  Also, note that the reflection and multiples from the 
bottom are missing as is the far right hand leg of the invasion hyperbolas.  This is due to 
the brine settling on the low side of the tank and creating a highly attenuating medium.  




Figure 26.  Example GPR survey recorded along the right side of model before invasion.  
NF= near field, A= corner reflections, B= borehole diffraction hyperbola, C= 













Figure 27.  Example GPR data set after invasion.  NF= near field, A= corner reflections, 
B= borehole diffraction hyperbola, C= multiples from borehole and model sides, 









3.3.2. GPR First Arrival Picking 
A GPR first arrival picking was tested to see if “human input” might help the 
invasion determination.  Figure 28 shows the results.  This plot was generated by 
manually picking the transit time of the borehole arrival for each trace in each of the three 
baseline surveys whose file names are, LB4, TB4A, and RB4
*
.  From this transit time and 
the known location (distance) of the borehole, a velocity of propagation was computed 
for each trace in each file.  It was assumed for both the baseline survey and the invaded 
survey that the reflection came from an azimuth in the direction of the borehole center.  
For the invaded surveys of invasion experiment number 6, LF6, TF62, and RF6, the 
transit time of the invaded zone reflection was manually picked.  The distance to the 
reflection was computed using the previously “calibrated” velocity for each trace.  From 
this distance to the reflector, the known trace recording location, and simple geometry, 
the x and y coordinates of the reflector were computed.  These locations are shown 
plotted in the figure for each of the three baseline and invaded surveys. 
The plotted points show some scatter due to difficulties picking the transit time 
from the limited pixel resolution of the GRORADAR
®
 display, however, it is not thought 
that significantly improved results could be obtained using a different display.  In order to 
improve the results, an automated picking algorithm that is more consistent and uses a 
trace to trace smoothing would be required.  The migrated images in the next section 
show the same results and are much less time consuming to produce. 
                                                 
*
 The L stands for Left, the T for Top, and the R for Right.  B indicates Baseline survey and F indicates 










3.3.3. GPR Data Processing 
In this section, the processing applied to the GPR data sets is discussed and a few 
examples given.  The data sets were migrated in both GRORADAR
®
 (Olhoeft, 2000b) 
and Seismic Unix 
®
 or SU release version number 34 (Cohen and Stockwell, 2000).  The 
results of the migration of the individual data sets was comparable.  SU was chosen as it 
allowed easy re-sampling and stacking of the data.  The processing chain consisted of the 
following steps: conversion of data from dt1 format to SU format, static correction to 
shift data to time zero, re-sampling of data to shorten migration computation time, muting 
of near field, sugazmig migration, re-sampling of data to allow stacking, padding of data 
edges, mute of later time arrivals, flip data set, and final stacking.  Each of the preceding 
operations was performed individually on the three data sets, left, top, and right, and the 
final stack was the combination of these three processed data sets.  An example script file 
is included in appendix C and a general flow chart is shown as Figure 29. 
In general, a screen plot for quality control and parameter determination purposes 
followed each of the processing steps.  Before actual processing of the data begins in the 
script file a number of variables were set so as to allow easy global changes of migration 
velocity, plot parameters, etc.  Files were also generated for data padding purposes and 
for use in the static corrections.  These files were also converted to binary from their ascii 
origin before they could be used by SU.  The first step in the actual processing chain was 
the conversion of the data from the Pulse EKKO dt1 format to the SU format.  This was 
accomplished using the SU utility, dt1tosu
*
.  From here, the data are re-sampled to 
reduce the number of samples using the utility, suresamp.  Migration times for the full 
3000 samples on the Silicon Graphics 02
®
 were on the order of 20 minutes per data set.  
With 600 samples this reduced to around 1 minute.   
                                                 
*
 Future users are cautioned to ensure that they obtain a bug free version of this utility from the SU 
administrator.  Most installations do not contain this recently modified version. 
Figure 29.  GPR data processing flowchart. 
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The utility sustatic was used to shift the data to compensate for the fact that the start of 
recording of data does not correspond to the time zero of the generation of the actual 
GPR signal.  The utility calls the rec_file for use in this correction.  The near field is then 
muted using the sumute utility.  The sugazmig migration program was used to migrate 
the data.  The migration velocity was determined by knowing the dimensions of the 
model and selecting a velocity that correctly positioned the far side reflections and 
focused the borehole response in the baseline surveys.  Once this velocity was determined 
from the baseline surveys, the same velocity was used in the invasion data.  After 
migration, the data was reduced to 122 samples in length.  This was done so as to allow 
the left and right side data to be flipped or rotated by +/- 90 degrees so that it could be 
stacked with the data recorded on the top of the model.  In order for the data to be 
stacked, the dimensions of the data array must be equal.  This required that 122 traces be 
stacked with 122 samples in time- as once migrated, both of the dimensions are spatial.  
Once each data set was reduced to 122 samples in time (now space after migration), the 
89 trace data set was padded either side to total 122 traces.  This was accomplished by 
using the SU utility, cat and the files generated with the sunull utility. Once the data 
were “squared”, the arrivals occurring later than the borehole arrival time were muted as 
they consist of multiples and were not of interest.  The left side data set was flipped 90 
degrees to the left, or counter clockwise using the utility suflip.  The right side data set 
was flipped 90 degrees to the right, or clockwise.  This placed the data in the correct 
spatial orientation and allowed stacking.  Finally, the data were stacked to produce the 
final SU image.  Once imported to the PC, the image was contrast stretched if required to 
enhance the image and blurred to reduce blocky appearance of the image created by the 
conversion to 122 samples. 
Figure 30 is an example of the output of the preceding processing chain.  The 
three panels of data from the three data sets can be clearly seen.  The square in the center 
is where the data are muted and corresponds to the location of the borehole.  This data is 
the same as that used to derive Figure 28 and the two figures should be compared.  It 
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seems clear from the migrated image that there are two concentric rings of reflections.  









3.4. Numerical Flow Simulation Data 
3.4.1. Invasion Fronts in the Numerical Flow Model 
Figure 31 and Figure 32 show the numerically simulated invasion fronts and fluid 
flow velocity vectors for 8 snapshots in time. The parameters used for this simulation 
correspond to the flow parameters that generated the physical model results shown in 
Figure 25.  The parameters used are presented in appendix B.  The borehole location is 
marked by the blue circle (which is not the numerically simulated geometry of the 
borehole).  In this example, and in all subsequent plots in this paper, the invasion front 
was defined as the concentration contour corresponding to 150 Kppm as indicated by the 
solid red line. Since the gradient of the concentration profile across the invasion front is 
quite steep (step function), the value chosen to define the invasion front was not critical.  
The injection period, Figure 31a, which is dominated by radial flow, has ended at the 
time of the first snapshot (10.5 minutes).  Subsequent snapshots are shown every 8.5 
minutes.  The subsequent snapshots show the invasion profile sinking under the influence 
of gravity only- as the injection has stopped. 
In these plots, the high velocity zones on both flanks of the borehole are caused 
by the combined influence of a number of factors such as viscosity, pressure, and gravity 
are observed.  The velocity field near the wellbore develops a particular pattern: the 
velocity increases laterally away from the borehole.  By comparing the length of the flow 
vectors, these high velocity zones can be seen to create the side lobes.  Also, a shadow 
zone below the borehole is evident which has significance in relation to the evolution of 

















3.4.2. Borehole effect 
In this section, the borehole effect on the invasion front features is studied in 
order to numerically test the hypothesis that the side lobe features are created by the 
borehole obstruction.  Since the high velocity zones on either side of the borehole are 
produced by the presence of the borehole, these should disappear if the borehole is 
removed after the end of the injection period.  Brine was injected from the cells that 
define the perimeter of the borehole. After the end of the injection, the five interior zero 
permeability cells shown in Figure 19 were mathematically removed by reassigning them 
with permeability values equal to the rest of the model.  Figure 33 shows the flow 
velocity vectors at the end of the segregation period.  Figure 34 shows the concentration 
profile corresponding to the flow field as shown in Figure 33.   Note that the velocity 
field now has its largest value at the middle bottom of the invasion profile, whereas, with 
the borehole present, this same area was flanked by velocity minima.  The two side lobes 
are no longer present indicating that the borehole obstruction was the cause of the two 
side lobes.  Further, note that the central lobe is longer and has sunk further in 
comparison to the simulations shown in Figure 31 and Figure 32.  The instabilities 
created by the vortexes in both flanks of the mass brine remain regardless of the presence 
or absence of the borehole.  The location of these instabilities as visually seen in the 





Figure 33.  Velocity vectors computed at end of segregation period with borehole 
removed after end of injection period. The location of the borehole, which was 





Figure 34.  Concentration profile at the end of the segregation period corresponding to 
Figure 33.  The location of the borehole, which was removed after injection, is 
marked with the dashed line.  
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Chapter 4.  RESULTS and DISCUSSION 
4.1. Invasion Profiles in the Physical Model 
4.1.1. Physical Explanation for Invasion Profile Features 
From the visual observations of the invasion fronts in the physical model, the 
numerically simulated invasion fronts (with velocity vectors), and the numerical borehole 
study of section 3.4.2, the following hypothesis is supported for the physical origin of the 
three observed features of the two side lobes and the central lobe.  Beginning with the 
central lobe one can imagine an invasion profile that appears instantly in time as shown 
in Figure 35.  Further, imagine that the borehole that created this profile is removed as 
soon as the profile is created.  Initially restricting the analysis to the static case, where 
Darcy’s law is neglected, consider the state of the invasion profile when there is no 
movement of fluid.  In the static case, the pressure at each point in the model is the 
superposition of hydrostatic pressures acting on the point in question.  For example, the 
upper boundary of the model is at a constant head.  The hydrostatic pressure at locations 
A and C is equal to the product of the density of the fluid, the gravitational acceleration, 
and the height of the acting fluid column.  The pressure at location B is the sum of two 
components: the freshwater and the saltwater head.  The freshwater head is equal to the 
head computed at the point on the invasion profile directly above point B.  The saltwater 
head is equal to the product of the height of the invasion profile, the gravitational 
acceleration, and the density of the brine fluid.  The total head is the sum of these two 
heads.  Owing to the increased density of the brine the pressure at point B will be higher 
than the pressure at A and C- even though they are all at the same depth below the top of 
the model.  The additional pressure will be equal to the product of the difference in fluid 
densities and the height of the invasion profile.  If the fluids are now allowed to flow, it is 
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expected that the point at the bottom of the invasion profile will sink the fastest due to the 
additional head exerted by the invasion profile.  This point of maximum velocity creates 
the central lobe.  As the central lobe grows, the additional head offered by an invasion 
profile growing in the vertical dimension acts to further increase the velocity at this finger 






Figure 35.  An invasion profile instantly appears and the borehole is subsequently 
removed. 
A                                B                                C 
pA = g h1 pB = g h
p = g h1
pt = g h1 +g h2
p = g h2
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  A physical explanation for the two side lobes is now presented.  Whereas the 
previous explanation relied on the physics of the static case, the two side lobes physical 
origin arises from the dynamics of the flow field.  The flow field in question is that 
created by gravity segregation and not the radially dominated injection induced flow field 
such as in Figure 31a, which is no longer present because the injection was previously 
stopped. Figure 36 show that while the invasion profile is in motion sinking past the 
borehole, the borehole presents an obstruction to flow.  This obstruction produces a 
viscous drag as the fluid is forced to flow around the borehole.  This viscous drag results 
in a pressure drop or energy loss as the fluid is forced to circumvent the borehole.  This 
dynamic drag is in opposition to the static pressure forces that create the central lobe as 
presented in the earlier explanation. On either side of the borehole, the drag effect of the 
borehole decreases laterally away from the borehole.  At some distance either side of the 
borehole, the losses induced by the borehole will cease to overcome the static forces 
resulting from the height of the invasion profile.  At these two points on either side of the 
borehole, the velocity of the fluid will be at a maximum and much larger than in the 
bottom of the invasion profile that is “shielded” by the borehole.  This difference in 
velocities creates the side lobes.  These two side lobes should be supported only as long 
as the borehole has an influence on the flow field and should decay once the invasion 
front has sunk past the borehole.   
In summary, the formation of the central lobe is encouraged by radial flow in the 
injection period while this lobe is inhibited by the borehole pressure drop in the 
segregation period.  The side lobes are created by the high velocity zones on either side 
of the borehole.  The formation of side lobes will cease to be supported by the borehole 
obstruction once the invasion profile has sunk past the zone of influence of the borehole. 
Once the invasion profile has sank past the borehole, the geometry of the invasion profile 
static argument will again become significant supporting the growth of remnants of the 
central lobe (or other maximally extending instabilities).  This explanation is predicted by 







Figure 36.  Invasion profile sinking past borehole obstruction. 
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4.1.2. Creation of Instabilities 
Central Lobe Perturbations 
 
 In a number of the physical model experiments it was noted that the central lobe 
generated either two or three fingers as the central lobe sank under the influence of 
gravity.  Examples of this can be seen in Figure 37 and Figure 25.  Because these 
fingering instabilities occurred in various places within the model and correlated with the 
location of the tip of the central lobe and not with specific locations within the model, it 
is doubted that their origin lies in sand packing defects.  While beyond the scope of the 
study, it is surmised that the theories describing fingering instabilities such as described 








Side Lobe Perturbations 
 
Another type of instability observed in many of the physical model experiments 
was the smooth contour of the elliptical invasion profile at the end of the injection period 
generating protuberances (indicated by the asterisk in Figure 37 and Figure 25) on the 
flanks of the two side lobes as the invasion profile sank under the influence of gravity. 
These features tended to grow in proportion as time progressed.  From the vector plot of 
Figure 33, the origin of these instabilities is clear.  These instabilities correspond to the 
locations of vortexes in the flow field adjacent to the sinking invasion front.  As the 
invasion front sinks, fresh fluid must flow in to the pores to replace the volume 
previously occupied by the brine.  Without looking at the vector plot, it is not obvious 
that in some zones along the sides of the invasion profile, the freshwater will actually be 
flowing upwards.  The interesting effect of downward flowing brine being adjacent to the 
upwards flowing freshwater creating a circulation or vortex can be seen.  These vortexes 
create protuberances and indentions along the invasion front.  Although not numerically 




4.1.3. Discussions on Physical Model 
Findings 
 
While not described in detail earlier, the model proved to be problematic to 
construct.  The model was originally designed to be compatible with other soil tank 
models present in the lab and easily disassembled via the use of silicone glue which does 
not create a permanent bond.  This type of glue proved inadequate and resulted in leaking 
due to poor bonding.  Roughing the Plexiglas
®
 parts prior to gluing did not help.  For 
permanent bonds between Plexiglas
®
 parts, the use of Weldon No. 5 or Weldon No. 16 
was found to be very effective.  For non-permanent bonds, and bonding of dissimilar 
plastics such as used in the borehole, GOO
®
 type adhesive was found to work best.  In 
the end, the model was built for a low cost, used common materials, and was reusable. 
The physical model was found to be an effective but flawed apparatus for 
studying horizontal wellbore invasion.  The problem of borehole blockage was mentioned 
and was (and still is the) major impediment to creating invasion profiles with radially 
uniform injection rate.  The problem of air entrapment was effectively solved by the 
borehole modifications (machined channels and purge lines) and Helium Sparging of the 
brine injection fluid.  Low side blockage was mitigated by back flushing prior to invasion 
but not completely solved and is discussed in the future work section.  Once the problem 
of air entrapment on the high side of the borehole was solved, invasion profiles were 
created which enlightened a number of aspects of gravity dominated invasion profile 
segregation.  Invasion experiments could be performed in the model and visually 
observed without the need for sophisticated apparatus such as CAT scan or NMR as has 
been used and proposed by other authors.   
The model was intended to be a 2D model.  The significant 10 inch depth of the 
model was chosen to match the dimensions of the GPR antenna.  This depth, along with 
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the packing method resulted in 3D flow effects as seen by comparisons between the front 
and back invasion profiles and the GPR response.  In future experiments, either the third 
dimension of the model should be reduced or the GPR acquisition taken up to 3D.  The 
packing method used resulted in sand properties which were found to be not as 
homogeneous as desired.  Because the borehole was installed before the sand was 
packed, and due to the vertical packing procedure, it is imagined that around and 
particularly below the borehole the sand packing was more heterogeneous. Although, no 
effects of this were observed in the data, it may be desirable to attempt other packing 
methods in future models.  A mechanically fed and mechanically operated sifter might 
remove the human element but will not overcome problem of the borehole presenting an 
obstruction to sand settling.  The Unimin
®
 #70 sand was found to be a cheap and readily 
available porous medium while the high permeability resulted in rapid segregation.  The 
finer grades of sand, #100 and #120, were unavailable except by special order at the time 
of construction.  If future experiments are anticipated with these lower permeability 
sands, the sand should be ordered well in advance (several months) of construction and 
considerable shipping charges will probably apply. 
The physical model proved to be very effective at illuminating several physical 
aspects of invasion profile gravity segregation.  While some of the details such as the 
creation of vortexes were not obvious from the visual observations, the origins of the 
central and side lobes were deduced without the need for the numerical simulations.  The 
numerical simulations supported the hypothesis and gave added confidence to the 
explanations detailed in section 4.1.1.  The features could be repeated in several invasion 
experiments and the model proved to be homogeneous enough so as to not obscure these 
physical processes with packing defects.  While not specifically studied, the smaller scale 
instabilities such as the central lobe furcating into two or three fingers showed a 
characteristic dimension on the order of one centimeter in width.  This definable 
characteristic length provides opportunities for further studies of the physical parameters 
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of the medium that characterize the length scale, namely interfacial tension, viscosity 
ratio, and mobility ratio. 
Preventing biological growth in the model was a problem.  The lab algaecide, 
Cole-Parmer #1-017-002-03-02, specifically intended for these types of use was found to 
be completely ineffective.  Addition of “shock treatment” bleach for hot tubs as is 
commonly available from hardware stores was found to be very effective and should be 
added during the packing procedure. The bleach should be added to the gallery prior to 
back flushing on a periodic basis or at the first signs of black growth.  The use of de-aired 




While the existing physical model underwent a number of design changes over 
the life of this study, there is room for improvement in the current model.  The primary 
flaw still existing in the current tank is the problem of permeability blockage.  The 
borehole and header tank modifications effectively solved the problem of de-gassing of 
the injected fluids and subsequent blockage on the high side of the hole.  While back 
flushing the borehole prior to invasion mitigated the problem of blockage on the low side 
of the hole, the problem remains as an undesired influence in the invasion geometry.  The 
recommendation to eliminate the problem centers on the implementation of a removable 
and replaceable mudcake medium.  The idea would be to have a very thin screening 
which would support the sand pack while allowing the borehole filter medium to be 
removed after an invasion experiment and replaced with a new medium.  The supporting 
screen would have to be thin and permeable enough so as to not affect the radial 
distribution of flow after the brine has exited the rate limiting filter medium.  Likewise, 
the fit between the screening and filter medium would have to be very tight.  Ideas for the 
filter medium include disposable water filter cartridges as are common and come in many 
varieties and sizes.  Filters in use for other purposes such as large industrial diesel engine 
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fuel filters also are commonly available in similarly sized cylinders.  These types of filter 
media should be surveyed for suitable configurations.  In the absence of an existing 
solution, a custom device would have to be designed and built. 
A problem with the existing tanks was the inability to completely back flush the 
invasion profile upon completion of the experiment.  This is due to the unstable situation 
of trying to flush the heavy, viscous, brine from the model containing the less viscous and 
lighter freshwater background medium.  Fingering of the freshwater through the sunken 
invasion profile into the borehole resulted in trapped “slice of pie” shaped sections of 
brine remaining in the model.  Extended periods of back flushing could not overcome the 
sinking of the pockets of brine to the bottom of the model.  The brine sank to the bottom 
and while the contamination was limited to a thin (~ 20 cm) layer at the bottom of the 
tank, this changed the velocity and attenuation characteristics of the model and destroyed 
the constant velocity structure of the model.  Tubes were lowered to the bottom of the 
drainage gallery and fluid pumped from the bottom of the model for extended periods 
without significant improvement.  A proposed solution is to create a void or false bottom 
(as in the space between the word bottom and the underline) in the bottom of the tank 
into which the brine can settle and be easily pumped out.  The implications for the GPR 
response of the aluminum calibration plate (described in section 2.1.1) should be 
considered when determining the thickness of the false bottom. 
The pump used to pump brine from the sparging reservoir to the constant head 
tank as shown in Figure 10 should be upgraded to a slightly higher capacity pump (or a 
second pump added).  During initial borehole purging and at the highest injection rates 
the pump was unable to keep up with the flow rate and maintain the constant head 
condition.  This resulted in lowering of head conditions from those intended by a few 
centimeters (out of 95 cm), requiring a slight restatement of the actual head compared to 
the desired head.  A time variant injection rate duplicating the various phases of actual 
field invasion rates could be easily effected by varying the head condition and is an 
attractive avenue for further study. 
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The wooden GPR antenna locating tracks should be replaced with Plexiglas® 
tracks as the wood tracks absorbed water changing their dimensions, increasing friction, 
and possibly increasing the GPR amplitude of the undesired corner reflections shown in 
Figure 26. 
If a new tank is designed and built, the new designer might consider the following 
recommendations.  The GPR signal should be evaluated to determine a minimum 
thickness of the model that still allows for good GPR data.  Even with the limited 10 inch 
thickness of the model the 3D flow effects were significant.  Hopefully, a thinner tank 
will minimize these effects- although the effects of the model wall on the invasion profile 
might increase and the model will more difficult to pack given the more confined 
workspace.  Consideration might be given to packing the model in a horizontal 
orientation and then tilting it to the vertical to create a sand pack which is more isotropic 
in the plane of the model.  Logistically, this will be very difficult, probably result in the 
sand pack shifting upon tilting, and will rotate the anisotropy to a different plane instead 
of eliminating it.  If studies in an isotropic and homogeneous medium are deemed to be 
required, an artificial medium should be investigated. 
A cylindrical tank might be considered as a way to avoid multiples in the GPR 
data and allow for uniform and complete coverage of the invasion diameter independent 
of antenna directivity.  Considering the complications encountered in the present model, 
the logistics and safety aspects of packing and supporting the model should be carefully 
studied.  Likewise, if it is deemed desirable to  perform surveys on the bottom of the 
model, the strength, support, and antenna positioning of the model need careful 
consideration.  Creating processing algorithms to take advantage of the additional 
coverage offered by the multiples would be more beneficial to the long term development 
of the 3D method. 
While one can imagine many interesting lithological structures which could be 
simulated using varying grades of sand to pack the model, the usefulness of these 
physical models should be weighed against the effort required in light of the indications 
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that the numerical simulations may provide the same answers with much less effort while 
providing greater flexibility and ease of modeling. 
Regarding performing experiments in real rock samples, the logistics and costs 
associated with obtaining the block may render the exercise unworthy of the effort.  
Initial estimates of the cost and lead time to produce the block are in the range of several 
thousand dollars and greater than six months lead time.  Queries to various local quarries 
indicated that to locate a suitable section of rock in the quarry would require many 
months assuming a suitable section could be found at all.  The visual ground truth 
methods used in the Plexiglas
®
 tank will not be effective and the invasion profiles created 
will likely be much less symmetric.  Because the shape of the invasion profile is unlikely 
be able to be quantified, the ground truth for comparison with GPR images will be 
unavailable.  The rock sample will also be much more difficult to back flush due to the 
lower permeability resulting in only one experiment being able to be performed in the 
rock.  Considering the opportunities for experimental errors in creating the invasion 
profile (such as unintended leaks, air entrapment, and difficulties in duplicating the 
required boundary condition), the experiment might result in total failure despite the 
investment of many dollars and months of time. Finally, the characterization of the block 
beyond the surface properties will be very difficult.  Without knowing these properties, 
the basis for the experiment is doubtful.  However, if an intra borehole GPR tool could be 
sourced, holes could be easily drilled in the numerous local outcrops with existing 
equipment.  These holes could be drilled in stages and sequentially logged to time lapse 
monitor the invasion. 
The most interesting aspect of GPR monitoring of invasion processes is the 
extension of the method to other fluids such as oil / water mixtures and water injection 
into an initially oil saturated medium.  Extensive preparatory experiments should be 
performed on the small box model before the investment is made in creating the large 
scale model.  Immiscible fluids in the model will surely limit the lifetime of the model 
and present disposal problems as the contaminated sand pack will be considered 
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hazardous waste.  The relevance of these experiments to actual field conditions should be 
carefully considered accounting for the difficulty in duplicating the (already not fully 
understood) physics of immiscible flow at downhole conditions.  The demonstration of 
fractional flow measurement with GPR in the auxiliary model followed by numerical 







4.2. GPR Imaging Results 
Once the GPR data were processed using Seismic Unix 
®
 as previously described, 
the migrated and stacked images were downloaded to a PC.  From here, the contour of 
the invasion profile as observed in the physical model was overlain with the GPR data. 
4.2.1. Comparison of Visual and GPR Images 
Figure 38 shows the results of overlaying the visually observed invasion profiles 
with the migrated and stacked GPR data sets.  The total image space corresponds to the 
dimensions of the physical model or 1.22 m by 1.22 m. The circle in the center marks the 
location of the borehole and the small squares are additional reference markers used to 
locate the image overlays and correspond to the corners of the interior 60 cm by 60 cm 
grid.  The two solid red curves are the traced invasion profile as visually seen at the end 
of the 10 minute injection period- just before the GPR surveys were initiated.  The larger 
diameter tracing is the profile as seen from the front of the model and the smaller tracing 
is the contour as seen from the back of the model.  The dotted blue lines are the tracings 
as seen after the GPR surveys were completed 1:10 later and just before the invasion 
profile was back flushed.  As before, the larger tracing was the profile as seen from the 
front of the model. 
Accepting that, in the GPR portion of the image, two concentric rings can be seen, 
let us follow the correspondence between the outer GPR event and the outer set of 
invasion profile tracings.  Beginning with the left side, which is the first GPR data set to 
be recorded, there is a good correspondence between the GPR image and the invasion 
tracing.  Obviously, there is no reflection from the bottom and “corners” of the invasion 
profile and no correspondence need be sought.  For reference, Figure 28, page 94, shows 
the area of the invasion profile that is imaged by the GPR (using the same assumption 
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which generated Figure 28).  The good correspondence between the GPR and the 
invasion tracing in the left portion of the image is understandable in that the invasion 
profile has not yet had much time to sink as the GPR surveying starts up the left side as 
soon as injection is finished.  Moving on to the top panel of data, it is clear that the GPR 
is seeing the invasion profile deeper than the injection period tracing or red solid line.  By 
the time the right hand panel of data is recorded, the correspondence of the GPR image is 
now closer to the end of the segregation period or the blue dotted line.  While the 
preceding comparisons are not exact and differences can surely be found, the general 
trend seems clear and is logical from the viewpoint of the invasion profile sinking during 
the time taken for GPR acquisition.  A similar analysis can be made for the inner ring of 
GPR image and the smaller invasion fronts as visually observed from the back side of the 














4.2.2. GPR Image Interpretation 
In the previous section, the correspondence between the GPR image and the 
ground truth of the visual observations was presented.  While this correspondence is 
good, it requires a physical explanation for the results.  The explanation is most easily 
conveyed by an description of Figure 39 that shows a cross section through an end view 
of the model.  The antenna assembly is shown on the top of the model and the borehole is 
located in the middle of the figure.  A notional invasion zone cross section is shown 
where the front side invaded zone is shown larger than the back side of the model.  This 
difference between the front and back side of the model was the usual case observed.  
While we have no knowledge of the invasion profile in between the front and back of the 
model, a linear interpolation is a logical first approximation.  Calculations of the area of 
the front and back invasion profiles, converted to volumes via the model thickness, and 
compared with the known volume of injection, indicate an invaded zone volume which is 
intermediate between the front and back side.  This supports the ramped cross section 
hypothesis. 
Once the geometry is understood, the next step is to propose ray paths that would 
result in the observed results.  The obvious one is the ray indicated by the F, for front.  
This ray path will not result in a reflection from a planar interface, but the strong material 
property contrast between the invaded zone intersecting the model boundary will produce 
a diffraction event.  The interpretation is that this is the event which creates the outer 
concentric ring seen in the migrated GPR images. The ray path marked with the M, for 
middle, will result in a reflection from the planar interface that does not return directly to 
the antenna assembly.  This middle ray path, as well most others impinging on the ramp 
between the front and back side of the model, will experience a second reflection (or 
more) off of the back of the model and impinge on the top surface of the model 
somewhere other than the origin.  There are two important exceptions.  Depending on the 
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slope of the interface, there may be a ray path that strikes the interface perpendicularly.  
As the slope of the interface increases from the horizontal, this reflection point will move 
towards the front side of the model and for a slope of 20, with a front side invasion of 20 
cm, will coincide with the diffraction ray generated from the front side.  This ray will 
reflect directly back to the antenna center and may reinforce the outer event seen in the 
GPR data.  There may also be a ray path that, via the reflection angle from the interface 
and a single reflection from the back of the model, returns to the origin.  These two 
special cases will only occur in a limited spatial extent along the invasion interface.  
Finally, the diffraction from the back side of the model, indicated by the B, is completely 
analogous to the front side diffraction.  This diffraction from the intersection of the 
invasion front with the back of the model is interpreted to create the inner ring event seen 
in the GPR migrated images. 
All of the above discussion was based on over simplified assumptions of the 
nature of the GPR wave propagation.  In fact, the GPR antennas are not point sources but 
have a volume of response, called the near field, such that a “ray” need not directly strike 
the center of the antenna.  Similarly, the GPR wave is not highly focused or directed like 
a pencil beam of very small cross sectional area as viewed into the direction of 
propagation.  However, in the dimensions of the model, nor is the GPR wave a plane 
wave of infinite extent when viewed into the direction of propagation.  Via Huygen’s 
principle, successive wave fronts can be drawn, showing that the wave impinging on the 
invasion interface has significant curvature.  This lack of applicability of the plane wave 
approximation becomes worse as the invasion profile extends further into the model.  The 
spherical divergence of Huygen’s principle also cannot be applied for long in the model 
as the limited thickness of the model eventually results in a guided wave mode of 
propagation.  The high dielectric permittivity of the model, bounded by the air 
permittivity of free space, results in a low critical angle and trapping of the GPR wave.  
The GPR energy will not experience the normal 1/R
2
 geometric spreading losses.  Similar 
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complications arise when the geometric considerations are extended in and out of the 
page for the model dimensions, invasion zone dimensions, and GPR wave propagation. 
The material properties of the medium also cannot be ignored.   While the 
freshwater saturated zone can be considered a “good” dielectric, the invaded zone is 
definitely not.  As discussed in section 1.5, the GPR reflection from the conductive 
invasion zone will result in phase shifts in the reflected wave.  Inhomogeneous waves 
will arise in the invaded zone that will interact with the model boundaries in 
unpredictable ways- giving rise to energy radiation from the invaded zone other than 
simple reflections.  Obviously, the polarization direction of the GPR signal is of 
paramount importance in all of these considerations.  A fully three dimensional numerical 
simulator which takes full account of polarization and frequency dependent material 
properties would be required in order to answer all of these questions.  Such a simulator 
is not readily available either in commercial or academic form. 
The above discussion was not intended to destroy the hypothesis initially 
presented to explain the origin of the concentric events seen in the GPR image.  The 
purpose was to hint at the complexity of the problem and outline the difficulty of proving 
the origin of the events with the given data.  In the end, the correspondence between the 
outer ring of GPR data and the invasion fronts traced from the front of the model and 
similarly, the correspondence between the inner ring of GPR events and the invasion 
fronts seen from the back of the model is clear and the explanation is plausible.  
Additionally, the small box model presented in section 3.1, with simplified geometry, 
supports the hypothesis that the first arrival event seen in the GPR data will be the 





Figure 39.  3D interpretation of GPR data. 






4.2.3.  Discussions on GPR Imaging 
Findings 
 
The 3D nature of the GPR data was an undesired and unanticipated result of the 
experiments.  This 3D GPR problem is clearly a function of the 3D nature of flow in the 
model and no 3D effects were observed in the baseline GPR surveys recorded before an 
invasion profile was created.  These 3D effects can be expected to be much more 
significant in future models which will likely have a higher degree of heterogeneity.  The 
result of these 3D effects is that the first arrival of the GPR data indicates the maximum 
extent of invasion as seen from the front side of the model as discussed in section 4.2.2.  
Without 3D data, it is not possible to prove or disprove this hypothesis.  The complicated 
nature of reflections from a lossy interface, which is sloped in the direction of GPR 
polarization and curved with respect to the also curved incident wavefront, cannot be 
clarified without the use of very sophisticated GPR simulation software- that is not 
readily available.  Phase changes created during this reflection render the interpretation of 
all but the first arrival signal extremely difficult.  The conclusion that 3D flow in an 
intended 2D model is probably unavoidable indicates that the GPR surveying and 
processing technique needs to be extended to a full 3D process. 
The model was successful as a test bed for GPR measurements.  A computer 
controlled positioning and acquisition system was initially considered to ensure fast 
recording and data repeatability. This would have proved to be an unnecessary and 
expensive complication as the track and counterweight system allowed fast and 
repeatable acquisition of GPR data.  The limiting time factor turned out to be the amount 
of time required to acquire and record each trace- as the time taken to move the antenna 
between shot locations was less than one second.  The model proved to be a very noise 
free environment where the GPR signal was well coupled to the model with very few 
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extraneous environmental reflections being observed in the data despite the presence of 
nearby interior walls, abundant steel piping, and a water heater. Similarly, the presence of 
the Plexiglas
®
 frame of the model was not seen in the data.  The GPR propagation 
properties were very favorable to the study with attenuation rates being more than 
acceptable.  In data sets recorded with long trace records, multiples were seen to 
propagate several times across the model- indicating that model dimensions could be 
increased if desired or that multiples may be utilized to extend the imaging area.  Also, 
higher frequencies leading to higher resolution could have been used had a higher 
frequency antenna been permanently available.  A GSSI 1.5 GHz survey was attempted 
on the model with a borrowed antenna and showed a higher frequency signal compared to 
the 900 MHz system normally used.  Unfortunately, the GSSI model 5100 antenna was a 
two piece design with an interconnecting cable whose length resulted in a large noise 
spike or “ring back” in the data at 20 nsec- severely corrupting the data exactly in the 
area of interest. 
The timebase drifts and gain shifts of the GPR system complicated the analysis of 
the data and resulted in a slight degradation of the processed images.  As the system was 
recently serviced at the factory and shown to be up to specifications, perhaps there is little 
that can be done to improve the current system.  If the timebase drifts could be eliminated 
or systematically accounted for, the resolution of the system was shown to be better than 
one centimeter in the ideal case of a sharp and planer interface.  This was demonstrated 
by the experiments in the small model.  For the purposes of invasion imaging, the 
resolution of the system was found to be adequate to define the invasion profile but not 
sufficient to resolve the finer details of the fingers and three lobe features.  If desired, 
these features might be imaged by increasing the survey coverage to the bottom of the 
model, imaging a lighter invasion profile from above, or implementing a 3D survey. 
The presence of model boundary multiples in the data was not a problem in 
relation to imaging the first arrival GPR signals.  These multiples did however create 
interference when trying to image the later time arrivals such as the minimum invasion 
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distance reflections.  The solution to this problem is to use a cylindrical model discussed 




While a great deal of preliminary work remains to be done to clarify the details of 
the effectiveness of GPR in invasion imaging, strong consideration should be given to the 
long term goals of the method.  Efforts in exterior surveys may not efficiently advance 
the application of the method to field borehole surveys, which, in the opinion of this 
author, is where the ultimate utility of the method will be realized.  
Future work should be concentrated on defining the GPR response to varying 
saturation and conductivity profiles in the small model and on numerical modeling before 
attempting experiments in the current borehole tank.  While there is no doubt that oil 
water interfaces can be detected with GPR, the degree to which GPR can measure the 
saturation distribution across the invasion front has not been clarified.  The small box 
model may be an efficient apparatus for this evaluation.  The addition of oil to the large 
tank will result in disposal problems.    Before borehole invasion experiments are 
performed, the question should be asked; “what correspondence will this invasion profile 
have to actual invasion profiles in the field?”  Before attempting these types of 
experiments, the feasibility of duplicating the physics (or at least the end results) of 
downhole multi-phase flow should be analyzed.  If the uphole and downhole flow 
systems are not comparable, the results will be questionable both from an invasion profile 
forward flow simulation point of view and from a measurement of immiscible flow 
aspect.  Efforts should be concentrated on generating a system that creates a parallel 
system to multi-phase flow which has the same material properties as a function of 
distance in which to make measurements or to better defining the environments in which 
the GPR system can measure, e.g. “what is the maximum conductivity in which the 
system could operate.” 
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A future work direction recommended is generating processing software that is 
capable of inverting for the full 3-D nature of GPR data recorded externally on a physical 
model.  Included in these effects should be: lossy and frequency dependent material 
properties, source receiver offset, reflections from physical model boundaries; multiples 
from these boundaries and from invasion interfaces; complex invasion geometries with 
sloped, irregular interfaces of gradational salinity; layering and heterogeneities within the 
model; waveguide effects; wavelets with curvature incident upon curved interfaces in 
which plane wave approximations are not adequate; etc.  These effects are also highly 
dependent upon the electric field polarization of the GPR energy and geometry of 
reflection and transmission that need to be taken into account for effective processing.  In 
order to externally image invasion profiles in 3D blocks or in real rocks, the above work 
is unavoidable 
In order to provide GPR input data for the above inversion scheme, significant 
advances would be required in the acquisition method.  The invasion geometry is not a 
static model that can be studied at leisure and therefore the acquisition process must be 
shortened while also acquiring data at a much higher density.  For example, the invasion 
front in the current model sinks on the order of 10 cm per hour, implying that a complete 
survey should be conducted in within 6 minutes to obtain a static picture to within 1 cm.  
The detailed 3-D nature of the invasion process requires 3-D data acquisition on a level 
similar to state of the art 3-D seismic acquisition.  A future system might be comprised of 
a computer-controlled array of micro strip sources and receivers in which numerous 
source-receiver combinations are recorded- with multiple components so that the 
polarization of the signal can be inferred. A “radar on a chip” system such as outlined by 
the Micropower Impulse Radar system developed at Lawrence Livermore Labs 
(http://www-lasers.llnl.gov/lasers/idp/mir/mir.html) should be seriously considered.  The 
spacing between these sources and receivers should be less than the wavelength of the 
highest frequency desired (~ 5 cm) according to the concept of spatial aliasing.  Subject 
to the constraints of the attenuation properties of the model, higher frequencies will be 
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required in order to resolve the invasion profile details that are of the length scale of GPR 
wavelengths. 
A final direction of future research is one that approaches the problem from inside 
the borehole as opposed to from the outside of the model.  Preliminary investigations 
might start with attempts to image invasion profiles from inside the borehole of a 
physical model using a waveguide approach as a conceptual “GPR periscope.”  The 
apparatus would obviously need to be carefully (computer) designed for it to have an 
acceptable system response.  This waveguide might also be fluid filled so that it could be 
“impedance matched” to various conditions by changing the dielectric properties of the 
fluid.  The investigation would hopefully continue with a study of the feasibility of a high 
frequency azimuthal borehole GPR tool.  (Dave Wright at the USGS is in the process of 
developing a similar tool) This approach would circumvent many of the problems 
associated with exterior GPR surveys on a 3-D block as previously mentioned.  
Additionally, the approach would advance the effort of solving the inverse problem in 
field applications.  If the forward flow modeling problem was sufficiently well 
constrained, in situ measurements made by a borehole GPR tool might be used in 
conjunction with conventional formation evaluation measurements to infer properties of 
interest of the formation- possibly inclusive of fractional flow. 
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4.3. Numerical Simulation Results 
4.3.1. Comparison with Physical Model 
In this section, the invasion fronts as visually observed in the physical model are 
compared with the numerically calculated invasion fronts.  Figure 40 shows the 
correspondence between the invasion front as seen in the physical model (shown in blue) 
and the numerically simulated invasion front (shown in black) as of the end of the 
injection period.  Figure 41 shows the correspondence between the numerically simulated 
invasion front and the physical model invasion front (shown in red) as of the end of the 
segregation period.  For comparison purposes, the GPR image of Figure 38 is from the 








Figure 40.  Correspondence between numerical simulation in black and physical model 








Figure 41.  Correspondence between numerically simulated invasion front and physical 
model invasion front (red) at the end of the segregation period. 
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Clearly, the correspondence is not perfect.  Considering the heterogeneities 
inherent in the sand pack, the lack of control of a number of parameters such as porosity 
and viscosity as a function of temperature, and the complexity of density dependent flow 
around an obstruction embedded in a porous medium- the results are quite pleasing.  
Simulations of other invasion experiments yielded results that were similar.  A total of 6 
good invasion experiments were conducted, numerically modeled, and are included in the 
CD-ROM.  Some reasons for the lack of closer correspondence were deduced to be 
related to the physical model.  A major problem with the physical model was the 
impairment of the permeability of the filter paper.  This occurred on the high side of the 
hole due to air entrapment and on the low side of the hole due to settled fines.  An 
interesting aspect of the numerical simulation exercise was that these defects in the 
physical model could be numerically modeled as presented in the next section.   
The correspondence between the side and central lobes in the physical and 
numerically simulated invasion profiles was particularly satisfying.  The numerical 
simulations effectively enlightened the physical source of these features as previously 
discussed.  Similarly, the features created by the vortexes were clearly explained by the 
numerical simulation vector plots whereas their origin was unclear before the simulations 
were performed.  It is not surprising that the fingering or instabilities of the central lobe 
are not reproduced in the numerical simulations.  The numerical model does not contain 
the perturbing functions or capillary forces that might give rise to these features.   
Finally, Figure 42, shows a comparison of the numerically simulated invasion 
fronts with the GPR image.  As before, the blue solid line is the front at the end of the 
injection period and the red dashed line is the numerically simulated invasion front as of 





Figure 42.  Comparison of numerically simulated invasion fronts with GPR image. 
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4.3.2. Numerical Artifacts 
A major problem associated with numerical flow modeling is when incorrect 
results are produced by model instabilities.  These errors can be due to a variety of causes 
such as discretization, numerical round off, boundary conditions, the finite-difference 
algorithm, the particle tracking procedure, etc.  Some of these errors can be mitigated if 
the time and spatial spacing are reduced (Schincariol, et al., 1994).  Double precision 
calculations will also improve the results and were applied in this case.  Some of the 
problems associated with the particle tracking procedure (method of characteristics 
described in appendix A.2.2) are outlined in Konikow and Bredehoeft (1978).  A 
description of the errors associated with each of the aforementioned algorithms is well 
beyond the scope of this paper and the reader is referred to the extensive literature on the 
subject (e.g. Bear and Verruijt,1987; Huyakorn and Pinder, 1983).  As complicated as 
these errors are individually, the interaction of the various methods results in 
multiplicative complexity and opportunity for error.  In the case of density dependent 
flow, the flow and transport equations are coupled and are solved in an iterative 
procedure whereby the flow equation is solved first and these results are applied to the 
secondary solution of the transport equation.  This iteration is a numerical procedure 
which is strictly not physically correct as the transport equation is coupled to the flow 
equation in both directions and the two should be solved simultaneously.   Any 
perturbation in the pressure field affects the velocity field, which is calculated from 
Darcy's law, and because of the density and viscosity contrasts, the perturbation is 
amplified along interfaces. 
Unfortunately, these numerical errors cannot be always be differentiated from 
physically correct results by appearances only.  For instance, the feature (artifact) at the 
top of the invasion profile in the first snapshot shown in Figure 31 looks like the 
physically correct feature on the bottom of the injection period invasion profile of Figure 
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25.  Often the best clue as to whether a feature is a numerical artifact or a physically 
correct attribute is obtained by observing the symmetry of the feature.  For instance, the 
small protuberances located symmetrically at the corners of the upper right picture shown 
in Figure 58, section A.3.6, are obviously numerical artifacts. 
The important point to stress is that instabilities can be created by both numerical 
artifacts and by perturbing functions in the physical porous media.  If either of these 
instabilities is supported by the physical process of density dependent flow, the instability 
will propagate and grow in time.  If the instability is not supported by physical forces, the 
instability should not grow in time.  This naturally leads one to the conclusion that a 
method for differentiating numerical artifacts from physical instabilities could be to 
perform multiple simulations of the same physical problem using varying simulation 
parameters.  For instance, by modeling the same problem using different numbers of 
particles, different discretizations, time steps, and maximum particle move distances, the 
numerical artifacts will vary in time and space whereas the physics of the problem should 
remain unchanged.  From an analysis of the various simulation results, the underlying 
physically correct solution could then be extracted. 
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4.3.3. Discussions on the Numerical Simulations  
Findings 
 
The numerical simulations compared favorably to the ground truth of the physical 
model and enlightened a number of characteristics of the flow field.  It was particularly 
satisfying that a number of features of the physical model invasion profiles were 
reproduced, such as the central lobe, the side lobes, and the side lobe perturbations.  
These features are interesting details of density driven flow around the borehole as a 
source and as an obstruction.  These features can be explained in terms of physical 
processes.  The fact that these detailed physical processes were reproduced by the 
numerical simulations leads to the conclusion that the numerical modeling of invasion as 
a function of time around a horizontal borehole, under the influence of density-dependent 
flow, is feasible.  The problem may be considered a reservoir simulation exercise in 
miniature form.  Assuming that the physics of the problem are represented in the 
numerical simulator, the solution of the problem is possible.  However, it is stressed the 
numerical model used neglects a number of physical processes such as capillarity and 
relative permeability.  Under actual field conditions, these physical processes may 
dominate.  Although a strong density contrast may exist between invaded fluids and 
virgin fluids, due to other more dominant physical processes such as relative 
permeability, buoyant forces may not result in density dependent flow (Ramakrishnan 
and Wilkinson, 1999). 
It was found that the accuracy and stability of the simulations strongly depended 
on the discretization of the model domain and the borehole, as well as on the particle 
tracking procedure used to solve for the advective term in the transport equation. 
Numerical artifacts generated during the injection period could produce unrealistic 
perturbations on the invasion front. Such artifacts could grow after the end of injection, 
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particularly if they are supported by the physics of density dependent flow.  The 
conclusion is that when performing numerical flow simulations, the operator must be 
very wary of these numerical artifacts and test the simulation to differentiate these 
artifacts from physically correct instabilities. 
While the physical model proved to be an effective, if somewhat flawed, 
apparatus, the flaws in the model such as filter paper permeability blocking, allowed 
further testing of the numerical simulator.  Figure 43 shows examples of these distorted 




















By reassigning the permeability of the top or bottom injection cell to zero, the 
physical model flaws could be reproduced by the numerical model.  In the left half of the 
figure, blocking of the filter paper by entrapped air on the high side of the hole is 
photographed and simulated below.  This result reproduces a number of the physical 
model experiments that were flawed by this high side permeability blocking.  The 
pictures on the right are the visually observed invasion profile and a simulation of 
blocking on the low side of the hole as the model aged and fines settled on the low side of 
the hole.  The simulations reproducing model flow defects provides additional confidence 
in the numerical model while also predicting interesting features which may be produced 
under actual field conditions due to drillstring eccentricity within the borehole, settling of 
cuttings on the low side, and gas lock in local highs of horizontal holes.  These 





 In this section, some modifications to the code which would expand the programs 
capabilities, are briefly outlined.  This is prefaced by highlighting that Mocdense may not 
be the best foundation from which to start.  In fact, a number of programs exist which 
already integrate some of these features (such as ECLIPSE and SUTRA) and these 
programs would likely be a better foundation on which to build.  Similarly, as invasion is 
a 3D problem, a fully 3D simulator should be chosen as a starting point. 
 Due to the cylindrical geometry of the problem of horizontal wellbore formation 
invasion, a change to radial coordinates is an obvious modification to the program.  It is 
difficult to create a circular borehole using rectangular coordinates.  Some of the 
observed numerical artifacts on the invasion profiles are related to the discretization of 
the borehole.  Even if the number of cells in the modeling domain were drastically 




out of “stair step” interfaces will remain.  However, radial coordinates are not ideal for 
representing generally layer cake geology.  In the latter case, rectangular coordinates may 
be preferred.  A mixed coordinate system having radial coordinates near the wellbore and  
rectangular coordinates away from the borehole may therefore be a solution.   
 During many modeling attempts, the Mocdense program would crash and was 
unable to complete the simulation run.  This was especially true when attempts to use 
finer grids, resulting in larger pressure changes per cell, were made.  In iterative methods, 
the initial guess of the solution must be close to the final answer for the solution to 
quickly converge.  A more robust method such as the Conjugate Gradient method may be 
less sensitive to the initial guess of the solution than the Strongly Implicit Procedure used 
by Mocdense.  In all of the simulations, the initial guess at the solution is in the form of 
the initial pressure field.  This field was input as the linear hydrostatic gradient computed 
from the cell dimensions and the base fluid density.  However, in the grid cells near the 
wellbore the pressure field changes drastically as the injection starts.  The smaller the 
grid cells, the larger the pressure changes for a given injection rate.  It is proposed to 
attempt to use the pressure field from an early time analytical solution as an initial guess.  
While this analytical solution will not be correct in the sense of the final answer, it will 
serve as a better initial guess, and possibly allow the numerical solution to reach 
convergence. 
 Attempts to reach a grid dimension of 124 x 124 cells were unsuccessful.  
Presumably, this was due to both a lack of computing power as well as exceeding 
stability criteria.  In order to obtain better accuracy and robustness for simple problems, 
and to model problems of increasing complexity, a much smaller discretization would be 
required.  This is particularly true near the wellbore and a non-uniform grid dimension 
might be beneficial.  By using smaller grid cells near the borehole and larger cells away 
from the borehole the total number of cells could be conserved.  This would allow a more 
realistic representation of the borehole where the accuracy of the solution is more 
important to avoid numerical errors that may propagate.  Subscribing to the theory that 
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more is better, the accuracy will be improved with more cells, more particles, more time 
steps, and more iterations.  Once the required level of accuracy is determined as a 
function of these parameters, the simulation could be scaled back to improve the use of 
computational resources. 
 A major omission in the Mocdense simulation code is the lack of any 
petrophysical parameters.  Fluid-rock interactions such as capillarity and relative 
permeability are of paramount importance in oil reservoir flow.  To comprehensively 
apply numerical methods to actual field conditions, these parameters may need to be 
taken into account.  These parameters include; two phase immiscible displacement; 
capillary effects; viscosity changes; heterogeneities and lithological changes at the 
borehole scale; formation dip and apparent dip; chemical reactions such as shale 
swelling, sorption, and size exclusion; temperature and pressure gradients.  This 
obviously adds orders of magnitude to the complexity of the simulation.  A pre-
processing algorithm might be beneficial in reducing the computation time.  This 
algorithm would analyze the particular simulation problem parameters and determine the 
magnitudes of the various parameters.  From this analysis, the dominant forces could be 
highlighted and secondary effects neglected. 
 The final shortcoming in the Mocdense code is the codes’ lack of any 
consideration for borehole and mudcake effects.  The physico-chemical processes of 
mudcake buildup and abrasion are complex and may not be fully understood (Fordham 
and Ladva, 1989).  There have been extensive studies of borehole flow physics such as 
Chin (1992).  Chin has also published a text on invasion that derives analytical solutions 
for dynamic filtration and equilibrium mudcake thickness (Chin, 1995).  From these 
solutions, invasion profiles can also be calculated (without consideration of density 
driven flow effects).  While these two texts may be ignoring some physical processes, 
they provide hope that a combination of algorithms may be produced that can model 
invasion processes in combination with mudcake buildup and borehole flow induced 
mudcake shear.  The integration of dynamically coupled spurt loss with mud cake build 
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up, borehole flow modeling with dynamic mudcake properties, and accelerating 
displacement fronts will be a challenging simulation problem.  Assuming that all of this 
knowledge could be combined into a simulator, the final obstacle to predicting invasion 
under actual field conditions would be the definition of input parameters.  While it may 
be possible to model invasion at a particular depth given the exact geometry of the 
borehole, drillstring, deviation, lithology, mud properties, etc., the definition of all of 
these relevant parameters at each depth as a function of time over the history of the 
wellbore may be an insurmountable task.   
Finally, the results of these simulations should be used to derive an electrical 
response cube from which synthetic GPR data sets would be computed.  From this 
forward model, the basis for inversion of GPR invasion profile data for formation 




Chapter 5. FUTURE WORK  
(1) Evaluate and select future research direction: exterior or intra borehole surveys. 
(2) Improve the physical model of a sandbox with a horizontal borehole that currently 
consists by implementing an improved back flushing system and a replaceable 
mudcake to overcome the problem of permeability blockage due to the accumulation 
of fines at the bottom. 
(3) Perform multi-phase flow experiments in the small box model to define the ability 
of GPR to detect fractional flow and to quantify capillary effects. 
(4) Evaluate equivalence and relevance of up hole fractional flow measurements to 
downhole conditions.  
(5) Improve the resolution by either; using a waveguide to couple existing GPR 
systems to an intra borehole antenna, or implement advanced high resolution 
technologies such as “radar on a chip” for exterior surveys. 
(6) Design and build a prototype of invasion geometry imaging tool based on GPR. 
(7) Improve the numerical modeling of invasion by using a sophisticated 3D 
simulator that incorporates capillarity and relative permeability - and is able to 
eliminate borehole geometry artifacts by using cylindrical coordinates. 
(8) Integrate dynamic mudcake effects into the numerical flow simulator. 
(9) Forward model the GPR response from the output of the numerical flow simulator 
with the objective to derive rock properties via inversion. 
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Chapter 6. CONCLUSIONS  
(1) The design and construction of the physical model of a horizontal borehole 
surrounded by a freshwater saturated sand pack was successful.  Brine invasion 
experiments showed the model to be an effective apparatus for visually studying 
invasion profiles. The observed invasion geometries could be explained in terms of 
hydrostatic heads and flow around the borehole obstruction. 
(2) Ground Penetrating Radar was proven an effective method for laboratory imaging 
of invasion geometries in the physical model. The technique was free from 
extraneous reflections despite the presence of nearby interior walls, abundant steel 
piping, and a water heater. 
(3) The resolution of the GPR system for locating fluid interfaces was experimentally 
shown to be better than one centimeter for the conditions of a sharp and planar 
interface between salt saturated brine and freshwater.  Forward modeling showed that 
interfaces between fluids of various oil-water saturations can also be detected. 
Transition zones, rough interfaces, and a lossy background medium will degrade the 
measurement. 
(4) 3D flow effects in the intended 2D model confirmed that, when applied to less 
heterogeneous real rocks, the 3D nature of the invasion process will require the 
advanced 3D acquisition techniques of full areal coverage, multiple fold, multiple 
polarizations and multiple look angles. Inversion of these data will require 
sophisticated processing techniques that exploit the vectorial nature of GPR 
propagation and 3D acquisition.   
(5) The numerical flow simulations agreed with the visual observations of the 
physical model and confirmed the physical origin of invasion profile features.  This 
demonstrated the feasibility of using the models to understand the governing 
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processes and proved that in this particular gravity dominated situation, invasion can 
be successfully simulated with a forward model. 
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Chapter 7. ADDITIONAL SUBJECTS 
7.1. Fraction Flow Measurement with GPR 
Given that the invasion geometry is a function of the properties of the formation 
and the fluids involved, and that it may be possible to image invasion geometry under 
field conditions, an interesting topic is the ability of GPR to measure fractional flow.  
Figure 44 from Allen et al (1991) shows modeled fractional flow occurring with 9 
different combinations of mud filtrate and formation water resistivies.  Along the top of 
the figure, mud filtrate resistivity, Rmf, is modeled in steps by 0.02, 0.07, and 0.2 ohm-m.  
Along the left side the same three steps are modeled for formation water resistivity, Rw.  
The axis on the left is the bulk formation resistivity ranging from 0.2 to 200 ohm-m, and 
the 9 pictures show the formation resistivity as a function of radial distance from the 
borehole. 
Figure 46 shows the corresponding GPR responses modeled using GRORADAR
®
 
(Olhoeft, 2000b) with a time scale of zero to 60 nsec indicated.  Each plot is numbered 1 
through 9 in the lower right hand corner for reference.  The conductivity values used to 
generate the plots were taken from Figure 44 and frequency independent permittivity 
values were estimated from a simple volumetric mixing formula which ignored the 
residual saturation (i.e. 100% Rmf saturation assumed in the invaded zone).  The 
permittivity of the filtrate and formation water banks were assumed equal such that 
reflections from the salinity front are due solely to conductivity contrast.  Additionally, 
the interfaces were modeled as sharp step changes- which is obviously not the case.  The 
examples are presented as a first approximation to test whether it might be feasible to 
measure the two fronts under certain conditions.  The positions of the two fronts were 
modeled at 0.1 and 0.2 meters from the borehole wall. 
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It is clear from the plots on the left side (1-3) that the GPR cannot penetrate the 
highly conductive salt saturated mud filtrate in the invaded zone.  The waveform is 
highly attenuated (note the extreme value for the gain) and the second arrival is not 
present.  This is a clear indication that GPR will not work in a salt saturated borehole 
mud environment.  Similarly, the bottom row of plots (3-9) shows that GPR cannot 
penetrate the highly conductive zone associated with the salinity front and that a 
reflection from the second interface cannot be seen.  The bottom examples do show that 
the location of the salinity front could be measured from the first arrival.  Examples 5 and 
7 show only a second reflection from the undisturbed zone as there is no salinity front 
present due to the (uncommon?) situation of Rmf equaling Rw.  Examples, number 4 and 
8 show a reflection from the salinity front as well as a nice second reflection from the 
saturation front.  Under these favorable conditions, these plots indicate some promise for 
fractional flow measurements using GPR. 
Finally, as this thesis is about gravity segregation, these effects should not be 
neglected in the case of fractional flow.  
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Figure 47 shows a notional drawing of the fluid density profile corresponding to the 
saturation and salinity profile of Figure 44.  The overall shape and segregation of fluids 




















Figure 46.  GPR modeling of fractional flow. 
0 60 nsec 
R1 1 0.4 2500 0.4 2500 0.4 2500 3 333.33 3 333.33 3 333.33 10 100 10 100 10 100
Sw 0.8  0.8  0.8  0.8  0.8  0.8  0.8  0.8  0.8  
E1 17  17  17  21  21  21  22  22  22  
R2  10 100 3 333.3 0.4 2500 10 100 3 333.33 0.4 2500 10 100 3 333 0.4 2500
E2 17  17  17  21  21  21  22  22  22  
Rt t 50 20 20 50 4 250 50 20 20 50 4 250 50 20 20 50 4 250
Et 7  7  7  7  7  7  7  7  7  
EXAMPLE NUMBER





Figure 47.  Gravity segregation of fractional flow. 
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7.2. Invasion Chromatography 
A final topic is presented, the relevance of which is fun to debate.  During the 
initial experiments in the physical model, it was noticed that the red dye (food coloring) 
used to mark the brine tended to concentrate and become filtered during the invasion 
process.  As a test, a mixture of red, blue, and yellow dye (resulting in a dark brown 
injection fluid) was used in a subsequent invasion experiment.  Figure 48 shows the 
results of this experiment.  From the picture it can be seen that the red dye was filtered 
the quickest from the invaded fluids, the blue intermediately filtered, and the yellow was 
not filtered at all.  During subsequent back flushing the red and blue dyes concentrated 
and differentiated themselves even further.  The residual pockets of invaded fluid which 
could not be back flushed then sank to the bottom of the model as normal. During this 
process it was found that the red dye sank the fastest and the blue was the slowest. 
The explanation for this chromatography might reside in the size and density 
distribution of the particles or the fact that silica is a polar substrate.  Chemists will 
immediately see the parallels between the old methods of paint separation, various 
separation methods used in chemistry, and the newer methods of Gas Chromatography 
using fused silica columns. 
While not relevant to the results of this thesis, the observed phenomena highlights 
the fact that oilfield mud systems are complex mixtures of chemicals.  The opportunity 
for parallel phenomena are compounded by the large pressure drops, temperature 
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Appendix A. Additional Material 
A.1. Maxwell’s Equations 
This section presents a very brief review of the nature of electromagnetic 
reflection.  The elements of the discussion are the nature of electromagnetic (EM) 
propagation, the material properties of the interface generating a reflection, and the nature 
of reflection in general.  The review is based on Powers (1995), an excellent and readable 
overview of EM propagation which provides a rare explanation of EM propagation 
within the context of lossy frequency dependent material properties.  Electromagnetic 













JH    (A1.2) 
 
 D     (A1.3) 
 
0 B     (A1.4) 
where; 
E = electric field vector  (V/m) 
H = magnetic field vector   (A/m) 
J = current density vector  (A/m
2
) 
D = displacement current vector  (C/ m
2
) 
B = magnetic induction vector  (T/m
2
) 
 = electric charge density  (C/m
3
)  






 The terms in bold are vectors.  These are differential equations that can be applied 
at a point as compared to the integral form which are applied to a volume.  The equations 
describe the sources of electric and magnetic fields.  Concentrating on the physical 
interpretation, Equation A1.1 embodies that fact that the source of the electric field is the 
time varying magnetic induction vector. Equation A1.2 states that the source of the 
magnetic field is both a constant current, J, and a time varying displacement current.  
Equation A1.3 states that the source of the displacement current is point electric charges.  
Equation A1.4 states that magnetic point sources do not physically exist (although they 
are sometimes represented mathematically for convenience) and therefore the magnetic 
point source density is zero.   
Maxwell’s equations are a set of four coupled equations.  The coupling of the 
equations is achieved via the nature of the material properties.  The material properties 
are described in terms of the constitutive equations: 
 
EJ       (A1.5) 
 
ED       (A1.6) 
 
HB       (A1.7) 
 
where, 
  = conductivity    (S/m)   
 = dielectric permittivity  (F/m) 







The constitutive equations describe the coupling between the impressed field and 
the response of the material to the external field.  From Equation A1.5, the conduction 
current or amount of charge movement is proportional to the electric field where the 
‘constant’ of proportionality is a property of the medium called the conductivity, .  
Equation A1.6 relates the amount of charge displacement due to the external electric field 
to the property of the medium called the dielectric permittivity, .  Equation A1.7 binds 
the amount of magnetic induction to the magnetic field through the property of the 
medium called the magnetic permeability, .  In general, the three medium properties, , 
,  are tensors and must be represented in the form of a matrix which describes the 
variation of the property in three dimensions as a function of the direction of the applied 
field.  The medium properties are also functions of the rate of change of the applied field.  
This is because the material properties describe the motion of matter due to the applied 
external force.  Whenever there is motion of matter, there are frictional losses.  These 
losses are described by the complex part of the material properties.  The real part of the 
material properties describes the amount of energy storage.  The amount of storage and 
loss are functions of the materials’ ability to respond to the rate of change, or frequency, 
of the applied force.  The losses due to friction will be maximum when the matter is in 
motion during the full cycle of the applied force.  The complex (frequency dependent) 
material properties are described by: 
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Where is the angular frequency in radians per second and the (implies the 
quantity is a function of frequency.  The asterisk refers to the effective material property 
which is the sum of the real part () and the imaginary part () with i= -1.  Equations 
A1.8 through A1.10 are for isotropic and homogeneous materials where the tensorial 
nature is ignored allowing the properties to be represented as scalars. 
 Substituting Equations A1.8 through A1.10 into A1.1 through A1.4 results 











EH                (A1.12) 


 E                (A1.13) 
 
0 H                (A1.14) 
 
where the material properties are as described above. 
Skipping some math (which can be found in Balanis or Powers), and 
implementing the assumption of propagation in a source free region, the following two 
wave equations can be derived: 
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The parameter k is called the wavenumber and is called the propagation 
constant.  They are related through  = ik.  For anisotropic materials, both the quantities 
are vectors. 
The wavenumber can be written with respect for the material properties as: 
 
 
















k             (A1.17) 
 
where c is the speed of light in a vacuum, DC is the constant field or direct 
current conductivity, and the properties are now written relative (subscript r) to the 















*                (A1.18) 
 
The wavenumber can be decomposed into its real and imaginary parts as follows: 
 
 
)()()(  ik                 (A1.19) 
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where is the phase parameter and  is the attenuation parameter which are both a 





























































 rrrr               (A1.22) 
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
 
A number of quantities of interest can be described by the phase and attenuation 
parameters: 
 
wave velocity    
)(

v  (m/s)               (A1.24) 
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The losses experienced by an EM during propagation can be quantified as 
follows: 
 







               (A1.27) 
 
Which describes the phase lag between the conduction current and the applied 
electric field. 
 






               (A1.28) 
 
Which describes the phase lag between the charge displacement and the applied 
electric field.  Equations A1.27 and A1.28 can be combined to describe the total electrical 
loss tangent: 
 

















              (A1.29) 
 
Which describes the phase lag between the total current and the applied electrical field.  
Similarly, a magnetic loss tangent can be defined. 
 
 























The above magnetic and total electrical loss tangents can be combined to express 
















EM               (A1.31) 
 
 
Which describes the phase shift between the electric and magnetic fields. 
The final piece of information required to fully describe the behavior of the 
electromagnetic field is the boundary condition which describes how the electromagnetic 
field is affected by a boundary.  The boundary condition is that the normal component of 
the electric field and the normal component of the magnetic field are discontinuous 
across the interface.  The fields are discontinuous by an amount in relation to the change 
in material properties across the interface.  The tangential component of the electric field 
and the tangential component of the magnetic field are continuous across the interface.   
By application of the boundary conditions across the interface, a reflection 
coefficient can be calculated. The point of all of the above was not to put the reader to 
sleep, but to ensure a full appreciation for the complexity of the following two equations 


































    (A1.33) 
 
 
Where  is the angle of incidence (or transmission) as measured between the unit 
normal to the plane of reflection and the vector in the direction of incidence 
(propagation).  The i and t refer to incident and transmitted.  Equation A1.32 is for the 
state of electric field polarization such that the electric field vector is perpendicular to the 
plane of incidence.  The plane of incidence is defined as the plane which contains the 
reflecting plane unit normal and the incident vector.  Equation A1.33 applies to parallel 
incidence where the electric field vector is parallel to the plane of incidence. 
For the case of perpendicular incidence, the polarization state of the incident wave 











     (A1.34) 
 
While these three equations look simple, the single point of this appendix section 
was to reinforce that they are not.  Referring back to Equation A1.17, and substituting 
this in for the k’s above should convince the reader of this.  Most texts on EM 
propagation make the simplifying assumption of loss free propagation- which greatly 
simplifies these equations.  For the case of GPR propagation in real earth materials and in 
the context of brine invasion, these assumptions are not valid. 
Also inherent in the reflection coefficient formula is the assumption of a sharp 
interface or a mathematic step function across the interface.  In the case under study, the  
assumption is not necessarily correct.  The interface may not be sharp.  Due to 
hydrodynamic mixing and molecular diffusion, the interface between an invaded zone 
and an undisturbed zone will not be a step function but will be a gradational interface.  In 
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addition to the interface being a transition zone, it will likely be rough due to 
permeability heterogeneity causing flow induced fingering.  When the roughness of the 
interface becomes significant in terms of the wavelength of the GPR, the interface will 
become a diffuse reflector as opposed to a specular or smooth reflector.  This will tend to 
depolarize the reflected wave and decrease the reflection coefficient.  These departures 
from the loss free and mathematical interface treatment of reflection phenomena are 
significant issues that will require further attention to progress the field of GPR invasion 
imaging. 
As a final note, the following quote from Feynman (1963) is helpful in 
understanding reflection phenomena:  “The source of this so-called reflected light is not 
simply that the incident beam is reflected; our deeper understanding of this phenomenon 
tells us that the incident beam drives an oscillation of the charges in the material, which 







A.2. Flow Simulation 
Strictly speaking, there are no analytical solutions for the case of density-driven 
flow, because the system of equations defined by the fluid flow and transport equations 
becomes nonlinear (Holzbecher, 1998).   We were therefore, forced to find the solution of 
density driven flow problems in numerical and physical modeling.  
A.2.1. Analytical Treatment 
As mentioned above, analytical solutions are not readily available for our 
problem.  We present the following analytical treatments of flow past obstructions as 
interesting examples which may be relevant, if not directly applicable, to our studies.  We 
stress that these analytical solutions are for cases where the obstruction is not surrounded 
by a porous medium.  If the porous medium would be absent, our flow would be similar 
to that produced by a cylindrical or spherical obstacle in the viscous fluid flow for low 
Reynolds’ numbers which have been extensively studied (e.g. Ockendon and Ockendon, 
1995).  The following figures were produced from equations presented in this reference.    
Figure 49 shows the streamlines and velocity distribution for viscous flow, at low 
Reynold’s numberss (Re<0.1), around a stationary sphere of unit radius.  The length of 
the vector arrows is proportional to the velocity while the direction of the arrows gives 
the local flow direction.   Figure 50 shows the pressure distribution at three distances 
from the surface of the sphere for azimuthal angles,  ranging from zero to .  The three 
distances are represented by the solid line at r=1unit (surface of sphere), the dashed line 
at r=2 units, and the dotted line at r=3 units.  Figure 51 shows the velocity vectors along a 
vertical line 0.5 units downstream from the sphere (shown in blue).  Note the shadow 








Figure 49.  Velocity vector distribution for the analytical solution of creeping flow 












Figure 50.  Pressure drop at three distances verses angle for analytical solution of flow 
















A.2.2. Numerical Simulation 
The starting point for analyzing flow in porous media is Darcy’s law which can be 
written in the form shown in equation A3.1.  In the absence of sources or sinks, Darcy’s 
law describes the flow rate  v, of a fluid of viscosity  , through a medium with 
permeability  k, when driven by the pressure gradient represented by the terms in 
parenthesis. This pressure differential can be grad p or a hydrostatic head, g.  For the 
flow through a vertical tube filled with sand where the outlet is above the bottom of the 
tube yet below the top of the tube, fluid will flow downwards through the tube (towards a 
region of higher pressure) driven by the hydraulic head.  In the case of horizontal flow, 
the hydrostatic head will not have any effect and the flow will be induced by the pressure 
differential, dp/dl.  Darcy’s law is an empirical law that cannot be rigorously derived 
from first principles. Equation A3.1 is the differential form of Darcy’s law meaning that 








      (A3.1) 
 
The permeability is a tensor and is a property of the porous medium only.  The 
viscosity is a property of the fluid only.  Inherent in Darcy’s law is the assumption of no 
interactions between the fluid and the porous medium such as sorption, capillary forces, 
etc.  
Density-dependent transport is described by the ground-water flow (A3.2) and the 
solute transport equations (A3.3).  From the developments of Bredehoeft and Pinder 


























where  denotes the gradient operator and t is time. The other parameters are: nz, the unit 
vector in the vertical direction; k, the permeability tensor; g, the gravitational 
acceleration; S, the specific storativity or storage capacity of the aquifer which describes 
the influx of water as a function of pressure.  The flow equation is derived by combining 
Darcy’s law with the continuity equation (which says that mass is conserved).  Darcy’s 
law is embedded in the flow equation A3.2 as the term inside the parenthesis.   The 
divergence operator applied to the parenthetic term defines the net flow of fluid through a 
representative elementary volume (REV).  If there are no sources, sinks, or storativity, 
the equation reduces to v=0 where v is the Darcy velocity as defined in (A3.1).  In this 
case, the flow into the REV is equal to the flow out of the volume.  The physical meaning 
of equation A3.2 is that forced convection is driven by sources, sinks, and the gradient of 
pressure horizontally or the difference of hydrostatic head vertically.  The forced 
convection (or induced flow) source or sink (injection or withdrawal) is represented by Q.  
The buoyancy forces which give rise to density driven flow are proportional to density 
contrasts.  The density contrast is a function of the dissolved chemicals (solutes) in the 
fluids (solvents).  In our case, the solute is NaCl.  Following the work of Pinder and 
Cooper (1970), the equation for transport and dispersion of solutes in flowing ground 












The solute source or sink is represented by Qs..  The flow source can have a 
concentration of dissolved solute as represented by Q.  In equation (A3.3), D is the 
general hydrodynamic dispersion tensor (3 x 3 matrix), is a property of the medium, and 




D = D* + T v ij  + (L - T) vi vj  / v   
 
 
where D* is the coefficient of molecular diffusion which is usually negligible compared 
to the later terms which define mechanical dispersion. Mechanical or mixing dispersion is 
described by the constants L and T  which denote the longitudinal and transversal 
dispersivities, respectively.  The Kronecker delta, ij, equals one and acts only when i=j 
(on the diagonal of the dispersion matrix) and is zero everywhere else.  This operation 
has the effect of only applying T  when the flow direction is parallel to a principle 
direction of the dispersion tensor which is equivalent to stating i=j.  When the flow is not 
parallel to a principle tensor direction, the factor T   is not applied- only the first and the 
last terms are valid.  In this anti-parallel case, the component of hydrodynamic dispersion 
in the flow direction is a function of both constants, L and T.   Finally, v denotes the 
Darcy flow velocity.   
The above flow and transport equations are coupled via equations of state.  A 
common simplifying assumption is that density and viscosity change linearly with the 
concentration of the solute. The equations of state for density and viscosity are: 
 







C0        (1.*) 
 
where 0 and are reference density and viscosity (intercept), respectively; and  and  
are experimental constants (slope).  
 The preceding system of equations can be approximately solved by a number of 
numerical means.  In a general sense, this is accomplished by discretizing the model 
domain (dividing the area into small representative elementary volumes, REV) as well as 
the period of time under study (resulting in time steps).  For example, this can be done 
using finite-difference or finite-element methods.  An alternative method is the boundary 
element method where only the boundaries of the model are discretized.  In the case of 
finite-difference methods, the derivatives in the above equations are  represented as 
incrementals.  The discretized equations are evaluated at each node  (subset of the 
discretized area) in order to arrive at the quantity of interest such- as pressure, or 
concentration.  The evaluation of the discretized version of the flow and transport 
equations results in a system of equations which can be solved by various matrix methods 
or iterative techniques.  This procedure is repeated for each time step until the total time 
period has elapsed.  The following section outlines some of the specific methods which 




In this section we will describe how we simulated two-dimensional density-
dependent flow using a modified version of the finite-difference code Mocdense.  This 
code was originally developed by Sanford and  Konikow (1985). A maximum of two 
constituents are considered in this model. The main features of this code can be 
summarized as follows.  The code uses an implicit finite-difference scheme to solve the 
flow equation. The finite-difference matrix, which comes from the application of the 
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implicit technique, is solved by using an iterative Strongly Implicit Procedure (SIP). On 
the other hand, the solute transport equation is solved in a two-step process.  The Method 
of Characteristics (MOC) is used to solve for the convective term, and the dispersion is 
calculated by an explicit finite-difference method.   
 
Method of Characteristics 
 
The Method of Characteristics has been used in ground water applications to 
solve the solute transport equation (e.g. Pinder and Cooper, 1970) The approach is not to 
solve the partial differential transport equation directly, but rather to solve an equivalent 
system of ordinary differential equations.  The ordinary differential equations are 
obtained by rewriting the transport equation using the fluid particles as the point of 
reference.  That is, instead of observing how the concentration changes with time at a 
fixed point in space (Eulerian description), we observe the changing concentration 
changes with time as we move with the fluid (Lagrangian description).  The method of 
characteristics is a particle tracking procedure that assumes that the path lines defined by 
a trace solute, under advection alone, coincide with the path lines of fluid flow. To find a 
particular path, it is necessary to know the velocity field. This is calculated from the 
pressure field by using Darcy's equation. This is accomplished numerically by 
introducing a set of moving points (or reference particles) that can be traced within the 
stationary coordinates of a finite-difference grid (Konikow and Bredehoeft, 1978).  The 
particles are placed in each finite-difference block and then allowed to move a distance 
proportional  to the length of the time increment and the velocity at that point.  Each 
particle is associated with a set of attributes, including the spatial coordinates and the 
concentration, which is set equal to the concentration of the cell in which the particle is 
initialized.  The moving points effectively simulate convective transport because the 
concentration at each node varies as different points having different concentrations enter 
and leave the area of that block.  At the end of each time increment, the average 
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concentration in each cell due to advection alone over the time increment is evaluated 
from the concentrations of moving particles that are located within that cell. Then, at each 
cell, the total concentration is equal to the sum of the concentrations related to advection 
and the concentration associated with dispersion.  Once the convective effect is 
determined, the remaining parts of the transport equation, for example the dispersive 
term, are solved using finite-difference approximations and matrix methods.   
 
Implicit Finite-Difference Scheme 
 
 The implicit finite-difference method is used to solve the flow equation.  When 
using finite-difference methods (FDM) to solve a partial differential equation, a grid 
(rectangular in our case) is first established in the domain of interest.  If the points where 
we want to calculate the pressures define the centers of the grid cells, the application of 
the FDM gives an algebraic equation for each node in the grid system.  The system of 
equations can be expressed in matrix form and solved using iterative methods. The 
iterative schemes avoid the need for storing large matrices making them computationally 
attractive.  Numerous schemes have been developed, the most common are the over-
relaxation methods (Varga, 1962) and the strongly implicit procedure (Stone, 1968) used 
in Mocdense.  Since iterative methods start with an initial estimate for the solution (in our 
case the initial pressure field), the efficiency of the method is dependent on this initial 
guess.  In addition, iterative approaches require that an error tolerance be specified to stop 
the iterative process (TOL in the case of Mocdense).  Perhaps, the greatest limitation of 
the iterative schemes is the requirement that the matrix be well conditioned.  
Theoretically, this could be evaluated by determining the range of Eigenvalues of the 
matrix  and preconditioning the matrix if required.  An ill-conditioned matrix can 
drastically affect the rate of convergence or even prevent convergence. 
 The procedure to solve the flow and transport equation is iterative.  First, the 
pressures are computed from the flow equation and then the velocity field is calculated 
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from this pressure field using Darcy’s law.  Once the velocity field is obtained, the 
advective and dispersive terms in the transport equation can be determined.  After the 
total concentration is calculated, the density and viscosity are updated using the equations 
of state.  The new values for the density and viscosity are used in the next iteration to 
compute the new pressure field. This scheme assumes that there is only coupling from the 
flow equation to the transport equation.  Strictly speaking, this procedure can be used 
only if the density and viscosity change linearly with the concentration of the solute 
(Sanford and Konikow, 1985). 
The scheme is based on several assumptions: chemical reactions, biological 
decay, and capillary forces are considered to be negligible and are not taken into account. 
Since in all our simulations, we deal with freshwater saturated sand and brine, where due 
to the high permeability and shallow capillary rise these effects can be considered 
negligible, the assumptions are reasonable.   
A.3. Numerical Simulation Studies 
In the present section, we discuss some issues related to the sensitivity of the 
invasion front to various modeling parameters.  We review our efforts to study 
simulations in which we altered the modeling parameters that describe the discretization, 
shape of the borehole, diameter of the borehole, viscosity, permeability anisotropy, and 
the number of particles per cell. In the simulations we strived to alter only the one 
parameter under study while keeping all of the other parameters fixed, which facilitated 
clear comparisons.  In all of the following figures the injection period is shown as the 
upper pictures.  As was discussed before, in all the simulations, the dispersivity of the 






Discretization in the context of this study refers to the number of cells into which 
the modeling area is subdivided.  Mocdense 3.2 allowed for 24 x 22 cells in its original 
form.  After modifying the code to a 40 x 40 grid, the program would no longer run on a 
Pentium
®
 120 MHz PC.  This code was then successfully tested on a SUN SPARC
®
 20.  
Upon modification to a 60 x 60 grid, the code would not run on this machine either.  
Eventually, the code was modified to allow for a maximum of 60 x 60 cells (for a total of 
3600 cells) and it was found that the code would run on a SUN Enterprise 4000
®
  under a 
UNIX
®
 environment in around one minute.  Despite significant efforts to reach a grid 
size of 124 x 124 cells, the code would not run with such a large number of cells. The 
intention was to discuss the effect of discretization on the invasion geometry.  
Unfortunately, it was not possible to create valid comparisons in which the effects of 
discretization could be separated from the effects of the size and shape of the borehole 
representation.  In other words, in order to compare a 20 x 20 grid with a 60 x 60 grid, it 
was not possible to use the same borehole geometry (shape and number of cells) while 
maintaining the same dimensions and geometrical representation of the borehole.  This 
limitation was imposed both by computing power and geometry.  Mocdense uses 
rectangular coordinates, whereas the symmetry of the problem favors radial coordinates 
as discussed in the future work section.  Efforts were therefore abandoned and voice the 





A.3.2. Size of the Borehole 
Similar to the situation discussed above, it was not possible to study the effects of 
the size of the borehole independent of the effects of discretization.  The two issues are 
unable to be separated using such a limited number of modeling cells.  This issue is 
addressed in the future work section. 
A.3.3. Shape of the Borehole 
The ideal representation of the borehole would be a smoothly contoured circle 
similar to an actual borehole.  This was not possible given the limited number of cells 
available in our simulation grid.  For the simulations of the physical model experiments, 
the borehole was represented using a “diamond” shape as shown in Figure 19.  In order to 
test whether or not the discretization geometry had an effect on the invasion profile, a 




Figure 52.  "Square" representation of the borehole. 
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As before, the crosshatched cells were assigned a zero permeability value and the 
white cells were used for injection.  Because the number of injection cells is necessarily 
different than with the “square” geometry compared to the “diamond” shape, the 
injection rate per cell was recalculated so that the total injection rate remained the same 
in both simulations.  Figure 53 presents the results of the square injection geometry on 
the right and the original diamond shape on the left.  The injection period invasion fronts 
are shown in the upper half of the figure while the segregation period results are shown in 
the lower half of the figure.  In the injection period, the overall shape is unchanged but 
the numerical artifacts, as manifested by the slight irregularities in the invasion front, are 
different.  In the segregation period, the shapes are quite different with the square 
borehole representation (right) resulting in a “pear” shaped profile compared to the 
elliptical shape on the left.    
This difference may be due to both physical as well as numerical issues.  The flow 
of the invasion profile past the borehole is from top to bottom.  The diamond shaped 
borehole representation will present a more streamlined obstruction to flow in 
comparison to the square profile.  Clearly, the amount of drag induced by the two shapes 
will be markedly different and the two shapes will induce pressure drops that are different 
in both geometry and magnitude.  Therefore, one might expect that the two shapes will 
affect the shape of the sinking invasion profile in different ways.  Since the pressure 
beneath the borehole drops once the injection is stopped, different parts of the body of 
brine will sink at different rates.  The square borehole will create a laterally wider zone of 
pressure drop, causing the two side lobes to sink relatively faster compared to the shadow 
zone than in the diamond shaped borehole case, the distance between the side lobes will 
be increased, and the pear shaped invasion profile will result. 
Numerically, the flow velocity at a point inside of a cell is computed by 
interpolating the velocity of neighboring nodes (cells).   By definition, zero permeability 
cells have zero velocity.  Zero permeability cells will have a strong effect on the velocity 
interpolated in neighboring cells.  Also, the particle tracking procedure has a feature in 
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which particles moved into zero permeability cells are “reflected” back into the 
permeable cells as outlined in Konikow and Bredehoeft (1978).  This reflection process 
may effect the velocity distribution especially when reflections occur in corners such as 
surround the borehole.  The distribution of zero permeability cells in the square borehole 
is markedly different from the distribution of zero permeability cells in the diamond 
shaped borehole. It is therefore understandable that the velocity distribution in cells 
around the borehole can be seriously affected by any change in the shape of the wellbore- 






Figure 53.  The effect of the geometry of borehole discretization on invasion profile 
shape.  The figures on the left were generated using the diamond shaped 
borehole and the figures on the right were generated using the square borehole 
representation.   
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A.3.4. Number of Particles 
The number of particles per cell used in the Method of Characteristics is a type of 
discretization. Theoretically, the greater the number of particles used, the higher the 
accuracy, and the better the definition of the invasion front.  Options in Mocdense for the 
number of particles are: 4, 5, 8, 9, and 16 particles per cell.  As particles are spread 
evenly around the area of the cell, the number of particles per cell determines the 
geometrical arrangement in which particles are distributed within each cell.  The 
arrangement of the particles in the cells can strongly influence the interpolation scheme 
as detailed in Konikow and Bredehoeft (1978).  A study of the effect of the number of 
particles on the invasion profile was therefore appropriate.  The results of these 
experiments are shown in Figure 54, which corresponds to 4, 6, 8, and, 9 particles per 
cell, respectively. Simulations using 16 particles per cell would not run successfully 
(possibly due to computing power limitations).  All of the invasion fronts are contoured 
on the 150 Kppm concentration contour and are observed 60 minutes after the end of the 
injection. The invasion front geometry is different for each case with the fronts calculated 
using 8 and 9 particles showing the best agreement.  Similarly, the invasion front 
irregularities are different- with the 8 and 9 particle case showing the best agreement.  
Presumably, this agreement indicates that the accuracy of the later simulations is the 
highest. A stronger conclusion is difficult to draw due to the unknown way in which the 
distribution of particles, in relation to the boundary conditions at the borehole, affects the 











  To study the dependence of the invasion front on the viscosity of the 
injected fluid simulations were performed over a range of viscosities.  This was done by 
changing the slope of the viscosity function while keeping the intercept a constant.  This 
effectively changed the viscosity of the fluid while maintaining the density of the injected 
fluid at 1.2 g/cc.  While this is a physically unrealistic operation, the idea was to study the 
effect of viscosity changes independent of density.  From Darcy's law, it is clear that the 
velocity is inversely proportional to viscosity.  Figure 55 and Figure 56 demonstrate this 
effect and as expected the lower viscosity brine sinks at a faster rate.  It is also not 
surprising that some of the features in the invasion front are be severely affected by 
variations in viscosity.  From these plots, it is clear that when the viscosity of the brine 
decreases, the velocity field around the borehole increases while the density and therefore 
buoyant forces remain the same.   As a consequence, the anomalies on the lower part of 
the invasion front grow faster due to less flow resistance.  Thus, density effects are not 
necessarily enhanced when the velocity field is decreased.  Among the realistic 
instabilities are the side lobes, which are located at the lowest part of the invasion front 
(outside of the shadow zone).  As was described before, these are due to the high velocity 
zones. Also, at both sides of the invasion profile, there are the perturbations associated 
with the vortexes.  During the injection period (when gravity effects are not very 
significant), the viscosity does not affect the invasion front. In all the examples, the same 
invasion profile was obtained at the end of the injection period regardless of the viscosity 














A.3.6.  Permeability-anisotropy 
One of the most important parameters affecting invasion geometry is the vertical 
to horizontal permeability ratio or anisotropy.  In order to study the dependence of the 
invasion zone on the permeability anisotropy, we varied the anisotropy ratio from 0.1 to 
1.0.  These changes do not affect the horizontal permeability but alter the vertical 
permeability accordingly.  The upper figures show the invasion profile as of the end of 
the injection period.  The lower figures show the invasion profile at the end of the 
segregation period: 60 minutes after the end of the injection. The results can be 
summarized as follows.   The shape of the invasion profile at the end of the injection 
period is strongly affected by the anisotropy ratio- with an anisotropy ratio of one 
yielding a circle and lower anisotropy values resulting in increased ellipticity.  For the 
segregation period, the smaller the anisotropy ratio, the less pronounced is the density 
effect due to decreased kv.  These effects can be seen by comparing the elliptical invasion 
profile shown in Figure 57 (anisotropy of 0.1) which sinks very slowly with the last 
invasion profile of Figure 58 (anisotropy of 1.0) which is circular and sinks very quickly.  
In conclusion, permeability anisotropy will affect the invasion pattern, the extension of 
the invasion profile away from the borehole, and the magnitude of gravity segregation 
effects.   As real rocks are often highly anisotropic, these results have a practical 
significance.  If we would be able to determine the shape of the invasion profile from 
borehole measurements, we could calculate the anisotropy ratio, which has a pronounced 








Figure 57.  Effect of anisotropy (0.1 on left, 0.5 on right) on invasion profile and sinking. 
kv/kh=0.1 
End of injection period 
kv/kh=0.5 
End of injection period 
kv/kh=0.1 
After 60 minutes 
kv/kh=0.5 






Figure 58.  Effect of anisotropy (0.7 on left, 1.0 on right) on invasion profile and sinking. 
kv/kh=0.7 
End of injection period 
kv/kh=1.0 
End of injection period 
kv/kh=0.7 
After 60 minutes 
kv/kh=1.0 
After 60 minutes 
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A.4. Assumptions and Limitations of GRORADAR® and Mocdense Programs 
The assumptions inherent in the GRORADAR® modeling program can be 
summarized as follows: 
 
1. Cole-Cole Dispersion model for dielectrics and magnetics 
2. Homogeneous, isotropic, linear materials 
3. Flat, smooth, horizontal layered earth 
4. Only normal incidence rays 
5. Zero source-receiver offset 
6. Far field, plane wave approximation 
7. Single, parallel polarization 
8. Ricker starting wavelet 
9. Ignore antenna radiation pattern  
10. May and Hron geometric spreading, initially spherical 
11. No multipathing 
12. No waveguides 
13. Single path multiples limited to first 3 reflectors 
14. Sharp interfaces 
 
These assumptions place limitations on the ability of the program to accurately 
model the response from the physical models.  Assumptions 1 and 2 are as true in the 
physical model as for any real earth material and are reasonable.  In the case of the small 
box model, the assumption of a flat and smooth interface is reasonable.  For the model of 
a horizontal borehole, the flat interface assumption is definitely not applicable as the 
invasion interfaces created were curved.  Similarly, the interfaces were generally sloped 
which not only violates the normal incidence rays assumption but also the single parallel 
polarization assumption which diminishes the accuracy of the computed reflection 
coefficient. Both of the models show numerous events which are not the  result of normal 
incidence rays.  This is clear from comparing the modeling of the small box, which 
shows a single reflection event, with the recorded data which shows numerous events.  
Similarly, the physical models, in particular the large model, show many multipathed 
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events which violates assumption number 11.  The zero offset assumption is violated 
because the source-receiver separation for the GPR system was 17 cm.  The effect 
becomes more significant as the invasion interface rises closer to the antennas.  While the 
interfaces were in the far field of the antennas during the experiments, the incident GPR 
waves were definitely not plane waves (as discussed in the text), violating assumption 
number 6.  The Ricker wavelet assumption is quite good as can be readily seen from the 
data.  Because the events of primary interest were generated by reflections which were 
not generally perpendicular to the antennas, ignoring the radiation pattern is not a 
reasonable assumption.  The depth of the models was limited to 10 inches, which violates 
the geometric spreading assumption as well as the waveguide assumption.  The numerous 
multiples present in the physical model GPR data were not of a flat layered origin which 
yields assumption number 13 irrelevant.  Finally, the sharp interface assumption is not 
strictly true but is reasonable given that the interface transition zones were on the order of 
a centimeter (visually observed), which is short compared to a wavelength. 
Clearly, the physical models violated many of the assumptions of the modeling 
program.  For these reasons, the modeling program was not used at all for the large 
model.  The program was used only as a rough first approximation for section 7.1 and it 
is clear that many of the assumptions were violated in this exercise.  For the small box 
model, the program was used only for demonstrations of resolution.  These involved 
simply perturbing the model for comparison purposes.  Inferences about the material 
properties of the interfaces were not made, as these rely on amplitude and wavelet 






The assumptions inherent in the Mocdense program can be summarized as 
follows: 
 
1. Two-dimensional cross section not varying in 3rd dimension 
2. No chemical reactions 
3. No biological decay 
4. No capillary effects 
5. Darcy flow 
6. Two constituent solutes only one of which can affect density 
7. Constant temperature (no thermodynamics) 
8. No relative permeability 
9. Miscible fluids 
10. Density and viscosity linear functions of concentration 
11. Porosity and permeability constant in time 
12. Porosity uniform in space 
 
While the dimensions of the large physical model obey the first assumption, the 
flow pattern in the model was not two dimensional as described in the text.  However, the 
flow pattern was essentially radially symmetric, which allowed for valid qualitative 
comparisons of invasion geometry, if not quantitative determination of invasion depth 
(which depends on accurate porosity information not available).  The next two 
assumptions of no chemical reactions and no biological decay are reasonable as the 
medium was clean, nearly pure, silica sand and the fluids were de-ionized and not 
reactive.  The capillary effects were small in the model, as can be seen by the small box 
model invasion interface being sharp and barely smearing even after extended periods of 
time.  Obviously, this may not be true in field applications where fluids other than brine 
and freshwater are encountered.  As the induced flowfield in the model was slow, and 
gravity segregation controlled the rate of invasion profile sinking, the assumption of 
Darcy flow is perfectly valid.  The model was a two constituent system of brine and 
freshwater (the use for which the Mocdense model was intended) and assumption number 
6 is valid.  Although the model was at a constant temperature during the individual 
experiments, there were significant seasonal temperature variations during the extended 
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period of research.  This affects the viscosity function significantly with a 10 degree 
Fahrenheit change (for freshwater, centered at 70 degrees) resulting in approximately a 
10% viscosity change.  This was not compensated for in the experiments.  The 
assumptions 8 through 11 are all valid given the non-reactive and miscible fluids used in 
the experiments.  Again, this may not be true in field situations.  With two phase effects 
included, the effect of gravity may be negligible even for significant density contrasts 
(Ramakrishnan and Wilkinson, 1999).  Because the fluids involved were non reactive, the 
assumptions of porosity and permeability being constant in time are reasonable.  The 
problem of biological growth over extended periods can be considered a second order 
effect (due to bleaching of the system).  Finally, while the porosity and permeability may 
not have been completely uniform in space, as evidenced by imperfectly uniform 
invasion profiles, the system was homogeneous enough to allow close agreement 
between the modeled and physical systems. 
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LINE3 INTERVAL, PORO, ETC
1 PINT 2.0104E-05 YEARS  





































CONC 10 for "tracking" with trace only
INPUT FCTR 1
TDS  for initial concentrations of TDS
INPUT
DEN1 7.14E-01 converts ***k ppm to maximum dens/visc
DEN2 1000 1198.60 den [kg/m3]
VIS1 1.43E-06 0.00140 vis  [Pa-s]
VIS2 0.001  
Table 1.  Simulation Parameters for Invasion 6 in Tank2. 
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1. Spatial resolution 
a. Material properties of interface 
i. Permittivity contrast 
ii. Conductivity contrast 
iii. Magnetic Permeability contrast 
iv. Loss contrast 
v. Thickness of interface (transition zone) 
b. Wavelength of incident wave 
c. Target size (diffractor or reflector) 
i. Shape 
ii. Thickness (interference) 
d. Sampling rate (nyquist) and picking algorithm  
e. Timebase accuracy 
f. Fresnel zone 
g. Polarization  
i. Source 
ii. Receiver 
iii. Target response 
h. Coverage 
i. Shooting geometry 
1. Shot interval (x,y) 
2. Receiver interval (x,y) 
3. Number of sources and receivers 
ii. Offset 
1. Noise suppression 
2. AVO 
iii. Source-receiver combinations 
1. Noise suppression 
2. AVO 
3. Stacking 
iv. 3D effects 
1. Moveout 
2. Out of plane 
v. Multiples / tuning 
vi. Spatial aliasing 
vii. Fold 
viii. Positioning accuracy 
ix. Amplitude accuracy (antenna response function, stability, electronics) 
i. S/N ratio 












o. Bin size  LR=Max[lamda/2  , 2Bin] 
 
 
Derived from Liner, 1999. 
204 
 

































##FILES TO GENERATE FIRST PADDING DATA 
sunull nt=$ntl ntr=$ntrl dt=$dtl >blank.su 
sunull nt=$ntr ntr=$ntrr dt=$dtr >blank2.su 
sunull nt=$nte ntr=$ntrb dt=$dtrb>blankb.su 
 
##MUTE TIMES 













##SECOND DATA PADDING PARAMETERS 
 
 
##FILES TO GENERATE SECOND PADDING DAT# 
a2b <sou.dat n1=1>sou.b 
a2b <rec2.dat n1=1>rec2.b 
 
##CONVERT DT1 FORMAT TO .SU 
dt1tosu < $fnameL dt=0.02 swap=1 ns=3000 verbose=0 > $fnameL.su 
dt1tosu < $fnameT dt=0.02 swap=1 ns=3000 verbose=0 > $fnameT.su 
dt1tosu < $fnameR dt=0.02 swap=1 ns=3000 verbose=0 > $fnameR.su 
suxmovie <$fnameL.su perc=$perc \ 
        title="$fnameL.su RAW"\ 
        label1=" (sec)***" label2=" (***km)" \ 
        -geometry ${WIDTH}x${HEIGHT}+${WIDTHOFF2}+${HEIGHTOFF1}& 
suxmovie <$fnameT.su perc=$perc \ 
        title="$fnameT RAW"\ 
        label1=" (sec)***" label2=" (***km)" \ 
        -geometry ${WIDTH}x${HEIGHT}+${WIDTHOFF2}+${HEIGHTOFF1}& 
suxmovie <$fnameR.su perc=$perc \ 
        title="$fnameR RAW"\ 
        label1=" (sec)***" label2=" (***km)" \ 





##LEFT SIDE RESAMP, MIG, PAD, MUTE, FLIP 
 
suresamp <$fnameL.su>$fnameL.resamp dt=.0001 nt=600 
sustatic <$fnameL.resamp> $fnameL.resamp.stat hdrs=2 sou_file=sou.b rec_file=rec2.b sign=1\ 
        ns=1 nr=89 no=89 
suresamp <$fnameL.resamp.stat>$fnameL.resamp2.stat dt=.0001 nt=600 
suxmovie <$fnameL.resamp2.stat perc=$perc \ 
        title="$fnameL.resamp2.stat"\ 
        label1=" (**usec*)" label2="Trace Number= cm" \ 
        -geometry ${WIDTH}x${HEIGHT}+${WIDTHOFF2}+${HEIGHTOFF1}& 
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sumute <$fnameL.resamp2.stat key=tracl xmute=1,89 below=1 tmute=$tsm,$tsm | 
sugazmig  tmig=0 vmig=$Vmig dx=.01 > $fnameL.mig 
suxmovie <$fnameL.mig perc=$perc \ 
        title="$fnameL.mig"\ 
        label1=" (**usec*)" label2="Trace Number= cm" \ 
        -geometry ${WIDTH}x${HEIGHT}+${WIDTHOFF2}+${HEIGHTOFF1}& 
suresamp  <$fnameL.mig>$fnameL.mig.res dt=$Dt nt=122 
suxmovie <$fnameL.mig.res  perc=$perc \ 
        title="$fnameL.mig"\ 
        label1=" (**usec*)" label2="Trace Number= cm" \ 
        -geometry ${WIDTH}x${HEIGHT}+${WIDTHOFF2}+${HEIGHTOFF1}& 
cat blank.su $fnameL.mig.res |sushw key=tracl a=1 > LLsum.su 
cat LLsum.su blank2.su |sushw key=tracl a=1 > LLRsum.su 
#suvcat LLRsum.su blankb.su > LLRsumb.su 
sumute <LLRsum.su  key=tracl xmute=1,89 below=1 tmute=$tsml,$tsml | 
sumute  key=tracl xmute=1,89 below=0 tmute=$teml,$teml | 
suflip  > $fnameL.mig.flip flip=-1 
suxmovie <$fnameL.mig.flip  perc=$perc \ 
        title="$fnameL MIG.FLIP"\ 
        label1="Migrated Time (**sec*)" label2="Trace Number= 1cm" \ 




##TOP SIDE RESAMP, MIG,PAD, MUTE, (FLIP) 
 
suresamp <$fnameT.su>$fnameT.resamp dt=.0001 nt=600 
sustatic <$fnameT.resamp> $fnameT.resamp.stat hdrs=2 sou_file=sou.b rec_file=rec2.b sign=1\ 
        ns=1 nr=89 no=89 
suresamp <$fnameT.resamp.stat>$fnameT.resamp2.stat dt=.0001 nt=600 
suxmovie <$fnameT.resamp2.stat perc=$perc \ 
        title="$fnameT.resamp2.stat"\ 
        label1=" (**usec*)" label2="Trace Number= cm" \ 
        -geometry ${WIDTH}x${HEIGHT}+${WIDTHOFF2}+${HEIGHTOFF1}& 
sumute <$fnameT.resamp2.stat key=tracl xmute=1,89 below=1 tmute=$tsm,$tsm | 
sugazmig  tmig=0 vmig=$Vmig dx=.01 > $fnameT.mig 
suxmovie <$fnameT.mig perc=$perc \ 
        title="$fnameT.mig"\ 
        label1=" (**usec*)" label2="Trace Number= cm" \ 
        -geometry ${WIDTH}x${HEIGHT}+${WIDTHOFF2}+${HEIGHTOFF1}& 
suresamp  <$fnameT.mig>$fnameT.mig.res dt=$Dt nt=122  
cat blank.su $fnameT.mig.res |sushw key=tracl a=1 > TLsum.su 
cat TLsum.su blank.su |sushw key=tracl a=1 > TLRsum.su 
#suvcat TLRsum.su blankb.su > TLRsumb.su 
sumute <TLRsum.su  key=tracl xmute=1,89 below=1 tmute=$tsmt,$tsmt | 
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sumute  key=tracl xmute=1,89 below=0 tmute=$temt,temt  >$fnameT.mig.flip 
suxmovie <$fnameT.mig.flip perc=$perc \ 
        title="$fnameT MIG"\ 
        label1="Migrated Time (**sec*)" label2="Trace Number= 1cm" \ 
        -geometry ${WIDTH}x${HEIGHT}+${WIDTHOFF2}+${HEIGHTOFF1}& 
 
 
##RIGHT SIDE RESAMP, MIG,PAD, MUTE, FLIP 
 
suresamp <$fnameR.su>$fnameR.resamp dt=.0001 nt=600 
sustatic <$fnameR.resamp> $fnameR.resamp.stat hdrs=2 sou_file=sou.b rec_file=rec2.b sign=1\ 
        ns=1 nr=89 no=89 
suresamp <$fnameR.resamp.stat>$fnameR.resamp2.stat dt=.0001 nt=600 
sumute <$fnameR.resamp2.stat key=tracl xmute=1,89 below=1 tmute=$tsm,$tsm| 
sugazmig tmig=0 vmig=$Vmig dx=.01>$fnameR.mig 
suxmovie <$fnameR.mig perc=$perc \ 
        title="$fnameR.mig"\ 
        label1=" (**usec*)" label2="Trace Number= cm" \ 
        -geometry ${WIDTH}x${HEIGHT}+${WIDTHOFF2}+${HEIGHTOFF1}& 
suresamp  <$fnameR.mig>$fnameR.mig.res dt=$Dt  nt=122 
cat blank.su $fnameR.mig.res |sushw key=tracl a=1 > RLsum.su 
cat RLsum.su blank2.su |sushw key=tracl a=1 > RLRsum.su 
#suvcat RLRsum.su blankb.su > RLRsumb.su 
sumute <RLRsum.su  key=tracl xmute=1,89 below=1 tmute=$tsmr,$tsmr | 
sumute  key=tracl xmute=1,89 below=0 tmute=$temr,$temr | 
suflip  > $fnameR.mig.flip flip=+1 
suxmovie <$fnameR.mig.flip perc=$perc \ 
        title="$fnameR MIG.FLIP"\ 
        label1="Migrated Time (**sec*)" label2="Trace Number= 1cm" \ 





suop2 $fnameL.mig.flip $fnameT.mig.flip op=sum > $fnameL.$fnameT.sum 
suop2 $fnameL.$fnameT.sum $fnameR.mig.flip op=sum > $fnameL.$fnameR.$fnameT.sum 
supsimage < $fnameL.$fnameR.$fnameT.sum perc=$perc>$fnameL.$fnameR.$fnameT.sum..ps \ 
        title="VMIG=$Vmig dt=$Dt $fnameL MIG.FLIP + $fnameT MIG.FLIP + $fnameR 
MIG.FLIP"\ 
        label1="Migrated Time (**sec*)" label2="Trace Number= 1cm" \ 







suxmovie < $fnameL.$fnameR.$fnameT.sum perc=$perc \ 
        title="VMIG=$Vmig dt=$Dt $fnameL MIG.FLIP + $fnameT MIG.FLIP + $fnameR 
MIG.FLIP"\ 
        label1="Migrated Time (**sec*)" label2="Trace Number= 1cm" \ 










Appendix D. Sample Simulation Input File 
 
TANK 2  INVASION 6 
 100   2  60  606400  50   0 200   8   8   1   0   2   0   0   0   0   1 
2.01040e-5     0.001      0.35        0.        .0        1.        90 
     -.021      .021      1.00        .5      0.70      .254       10.       0.0 
3028 -1.925e-6       0.0     278.0 
2929 -1.925e-6       0.0     278.0 
3129 -1.925e-6       0.0     278.0 
2830 -1.925e-6       0.0     278.0 
3230 -1.925e-6       0.0     278.0 
2931 -1.925e-6       0.0     278.0 
3131 -1.925e-6       0.0     278.0 
3032 -1.925e-6       0.0     278.0 






































1    206.000 
   0.0   0.0   0.0   0.0   0.0   0.0   0.0   0.0   0.0   0.0   0.0   0.0 
   0.0   0.0   0.0   0.0   0.0   0.0   0.0   0.0   0.0   0.0   0.0   0.0 
   0.0   0.0   0.0   0.0   0.0   0.0   0.0   0.0   0.0   0.0   0.0   0.0 
   0.0   0.0   0.0   0.0   0.0   0.0   0.0   0.0   0.0   0.0   0.0   0.0 
   0.0   0.0   0.0   0.0   0.0   0.0   0.0   0.0   0.0   0.0   0.0   0.0 
   0.0   1.0   1.0   1.0   1.0   1.0   1.0   1.0   1.0   1.0   1.0   1.0 
   1.0   1.0   1.0   1.0   1.0   1.0   1.0   1.0   1.0   1.0   1.0   1.0 
   1.0   1.0   1.0   1.0   1.0   1.0   1.0   1.0   1.0   1.0   1.0   1.0 
   1.0   1.0   1.0   1.0   1.0   1.0   1.0   1.0   1.0   1.0   1.0   1.0 
   1.0   1.0   1.0   1.0   1.0   1.0   1.0   1.0   1.0   1.0   1.0   0.0 
   <60 X 60 INITIAL PRESSURE ARRAY> 
   0.0  58.0  58.0  58.0  58.0  58.0  58.0  58.0  58.0  58.0  58.0  58.0 
  58.0  58.0  58.0  58.0  58.0  58.0  58.0  58.0  58.0  58.0  58.0  58.0 
  58.0  58.0  58.0  58.0  58.0  58.0  58.0  58.0  58.0  58.0  58.0  58.0 
  58.0  58.0  58.0  58.0  58.0  58.0  58.0  58.0  58.0  58.0  58.0  58.0 
  58.0  58.0  58.0  58.0  58.0  58.0  58.0  58.0  58.0  58.0  58.0   0.0 
   0.0   0.0   0.0   0.0   0.0   0.0   0.0   0.0   0.0   0.0   0.0   0.0 
   0.0   0.0   0.0   0.0   0.0   0.0   0.0   0.0   0.0   0.0   0.0   0.0 
   0.0   0.0   0.0   0.0   0.0   0.0   0.0   0.0   0.0   0.0   0.0   0.0 
   0.0   0.0   0.0   0.0   0.0   0.0   0.0   0.0   0.0   0.0   0.0   0.0 
   0.0   0.0   0.0   0.0   0.0   0.0   0.0   0.0   0.0   0.0   0.0   0.0 
1       100  
   0.0   0.0   0.0   0.0   0.0   0.0   0.0   0.0   0.0   0.0   0.0   0.0 
   0.0   0.0   0.0   0.0   0.0   0.0   0.0   0.0   0.0   0.0   0.0   0.0 
   0.0   0.0   0.0   0.0   0.0   0.0   0.0   0.0   0.0   0.0   0.0   0.0 
   0.0   0.0   0.0   0.0   0.0   0.0   0.0   0.0   0.0   0.0   0.0   0.0 
   0.0   0.0   0.0   0.0   0.0   0.0   0.0   0.0   0.0   0.0   0.0   0.0 
   < 60 X 60 INITIAL NON DENSE CONCENTRATION ARRAY> 
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   0.0   0.0   0.0   0.0   0.0   0.0   0.0   0.0   0.0   0.0   0.0   0.0 
   0.0   0.0   0.0   0.0   0.0   0.0   0.0   0.0   0.0   0.0   0.0   0.0 
   0.0   0.0   0.0   0.0   0.0   0.0   0.0   0.0   0.0   0.0   0.0   0.0 
   0.0   0.0   0.0   0.0   0.0   0.0   0.0   0.0   0.0   0.0   0.0   0.0 





100 100  200   8   0   0   0   0   1 1e-4 
3028 -0.000e-6       0.0     280.0 
2929 -0.000e-6       0.0     280.0 
3129 -0.000e-6       0.0     280.0 
2830 -0.000e-6       0.0     280.0 
3230 -0.000e-6       0.0     280.0 
2931 -0.000e-6       0.0     280.0 
3131 -0.000e-6       0.0     280.0 









o Fractional Flow 
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