Abstract: In this paper we present a logical speci cation of data types.
Introduction
In this work we apply circumscription 11, 12] to the speci cation of data types, that is, we use it as a logical mechanism and principle which allows us to distinguish a many-sorted algebra, i.e. a structure consisting of a domain with individuals of di erent species and operations de ned on the domain, among all possible many-sorted algebras that satisfy certain axioms expressed in a logical language. From this point of view, a datatype appears as a distinguished model of a speci cation written in a formal language of logic.
Some of the advantages of a logical speci cation have to do with its precision, its well-understood semantics, the clear separation between speci cation and implementation; and the possibility of using, at least in principle, theorem provers to e ectively deduce properties of the intended datatype. One of the best apologies of logical speci cations can be found in 13] . Most of the arguments given there in favour of logical speci cations of relational databases also apply for logical speci cations of datatypes.
Circumscription will be used in its second-order version 9] (in contrast to the original de nition in terms of an in nite rst-order schema 11]) : C('; P), the circumscription of predicate P in the sentence ', is de ned as the second-order sentence '(P)^:9X('(X)^X P). ( The formula X P means that X is a proper subset of P. This formula might be replaced by the usual de nition of the proper subset relation that does not involve secondorder predicates). Then, the interpretation of predicate P in a model of this circumscription must have a minimal extension. We can see that C('; P), by being stronger that ', picks up some distinguished models of '. This makes plausible the use of circumscription in data type speci cation.
In 17], Zhang introduces a data logic. This is a formal speci cation of data types in a many-sorted second-order logic that does not use circumscription. We will keep essentially the same axioms given by Zhang, but our use of circumscription will allow us to state them in a much simpler way. The application of circumscription in the speci cation need not be contained in the formal axioms, but rather can be left as a superposed principle or mechanism.
The reader will bene t from reading Zhang's paper 17], but our presentation will be self-contained except for some familiarity with circumscription (see also 7, 10] ). In particular, we will use \prioritized circumscription" 9]: if '(P; Q) is a sentence containing P and Q among its predicates, C('; P > Q) is the circumscription of P and Q in ', where P has higher priority than Q in the minimization process.
Prioritized circumscription C('; P > Q) is de ned by the sentence '(P; Q): 9XY ('(X; Y )^(X; Y ) (P; Q)). In this sentence, (X; Y ) (P; Q) means that (X; Y ) is strictly less than (P; Q) in the lexicographical order. Components in these pairs are compared according to the subset relation. The symbol \ " might be eliminated by using the straightforward de nition of lexicographical order.
Usually, a many-sorted data type can be extended introducing a new domain of individuals (a new sort) and new operations whose ranges may be contained in the new domain. These new objects are called \constructors" of the new domain, or of the new speci cation 17] (see de nition below). Other operations could be introduced by formal de nitions in terms of constructors and objects within the original data type. This extension process raises the problem of obtaining a logical speci cation, in an expanded logical language, of the new data type starting from an speci cation of the original data type. It is precisely the speci cation of this extension what circumscription provides. For example, we could start with an algebra whose domain is the set of natural numbers, and extend it to a new data type with an additional domain of stacks of natural numbers and new operations such as \push" or \pop".
If the di erent domains or species are S 1 ; : : :; S k , with sorts 1, : : :, k, then the individuals in these domains have the sorts (1); : : :; (k), respectively. The corresponding many-sorted logical language is endowed with variables of di erent sorts. If f is an operation from, say, S i S j to S l , then it has the sort (i; j; l). A typical structure or intepretation for this language has several domains. To make the application of circumscription easier and to avoid the formalism of many-sorted logic, we make a reduction of sorts 6] and use ordinary (one-sorted) second-order logic. Through sort reduction, we consider only one domain S and new predicates S 1 ( ); : : :; S k ( ) de ned on it. It is possible to avoid the explicit reference to sorts in sentences by means of the relativization of the variables to the predicates S 1 ; : : :; S k . This natural translation allows us to use indistinctly both notations c 2 S i and S i (c). For a treatment of circumscription in many-sorted languages, see 9].
Data logic
Suppose that nitely many sets S 1 ; : : : ; S k are given. They are called \initial domains", or \initial sorts". There might be also some operations. A typical operation goes from the cartesian product of some of the S i to one of these domains. The next step consists in considering a new domain S k+1 and possibly new operations that involve this domain. The language has to be expanded by considering a new predicate for this domain and new symbols for constants and operations. In an example given before, we had the set of natural numbers as the initial domain, and the set of stacks of natural numbers, as the new domain. The empty stack could be a new distinguished individual and \push" could be a new operation. These new objects would be among the constructors of the new domain. Constructors are among the new non-logical symbols in the expanded language. All the constructing constants as well as the ranges of the constructing operations belong to the new sort. Let c 1 ; : : : ; c l ; g 1 ; : : : ; g r be the di erent constructors of S k+1 . The sort of g j will be given by g j : S j 1 : : : S jm j S j m j +1 : : : S jn j ! S k+1 , with j 1 ; : : : ; j m j k and m j + 1 = = j n j = k + 1
As we said before, apart from the constructors we may introduce new operations by de nition. This means that they can be considered as abbreviations and could be eliminated. If f is such an operation, Q f will be a new predicate denoting the functional relation given by the graph of f. For simplicity, but also for being an interesting case, we will consider the situation where a new functional predicate Q f is de ned by primitive recursion.
Let 1 be the set of sentences written in the language of second-order logic where only the symbols S 1 ; : : : ; S k and the non-logical symbols based on these predicates appear (we are thinking of a formal speci cation of the original data type). Now, let 2 be a set of sentences written in an expansion of the former language where the new predicate S k+1 and other new nonlogical symbols may appear. We want 2 to be a formal speci cation of the extended data type:
2.2 De nition: We say that \ 2 is a data logic based on 1 
In (1) where A i ( x; y) is a re exive, symmetric, and transitive formula.
We need some motivation before giving axiom (d). We want to introduce an axiom (Q f ) that, after an application of circumscription, de nes functional predicate Q f . In the general case 17], such an axiom would be of the form:
(2) We are not interested in the general case, but only in the case where Q f is the graph of a new operation f:S i 1 : : : S i n+1 ! S i n+2 introduced by de nition using primitive recursion. We are assuming that a minimal arithmetical structure (or the notion of successor) has been already de ned.
The usual equations which de ne the operation f from operations g and h by primitive recursion are f(x 1 ; : : :; x n ; 0) = g(x 1 ; : : :; x n ) f(x 1 ; : : : ; x n ; x n+1 + 1) = h(x 1 ; : : :; x n ; x n+1 ; f(x 1 ; : : :; x n ; x n+1 ))
There is an explicit de nition of f in second-order logic 3, 16] . Using second-order logic it is possible to express that Q f is a minimal predicate that satis es the recursion equations given above. Using this result we could give the explicit de nition of predicate Q f as a second-order axiom of the form (2). Nevertheless, we want all axioms (a) -(d) to be rst-order, so that second-order logic appears only at the circumscriptive level. We will de ne predicate Q f implicitly by means of induction-like axioms.
The implicit de nition of Q f expresses the fact that Q f , the graph of f, is a minimal predicate satisfying some properties and which are based on the primitive recursion equations given above 16]. With this intuition, our axiom (Q f ) will express the fact that Q f is a relation on S i 1 : : : S i n+2 with the desired properties and , but not necessarily minimal (since we do not want to use second-order logic at this level). The ultimate de nition of Q f will be obtained in the nal step, when we circumscribe in this list of axioms. X(x 1 ; : : : ; x n ; y; z)^succ(y) = y 1^Qh (x 1 ; : : : ; x n ; y; z; z 1 )
?! X(x 1 ; : : :; x n ; y; z; z 1 )]
(8x 2 S(: : :) is an abbreviation for 8x(S(x) ! : : :))
Operations introduced by de nition do not \construct" the new domain. On the contrary, they are constructed from the already constructed new domain S k+1 and other already existing objects. According to (1), we give S k+1 a higher priority in the circumscription process. We rst minimize the new domain and then the relation Q f to make it functional.
Notice that the conjunction Ax of axioms (a) -(d) is a rst-order sentence. Second-order logic appears when we circumscribe some of the predicates in Ax. We could even think of replacing second-order circumscription by a rst-order circumscription schema 11, 12] . Circumscription of S k+1 in the constructing axiom \constr" has the e ect of producing a kind of induction axiom: S k+1 is a minimal domain that contains the new constructing constants and is closed under the constructing operations. The relationship between circumscription and induction was explored in 11]. We can see in the previous example that the injectivity of the successor function is obtained from the identifying axiom (c). Our speci cation coincides with Peano's second-order axiomatization for the set of natural numbers with the successor function. By a theorem of Dedekind, we know that this axiomatization is categorical, i.e. all its models are isomorphic to the structure of natural numbers 5].
Since second-order logic appeared in the speci cation via circumscription C(Ax; S k+1 > Q f ) in (1), we would like to see its e ects and the possibility of simplifying calculations. We have to take into account the places where the predicates S k+1 and Q f appear in Ax. We know that the syntactical form of the axioms is very important from two points of view: the satis ability and the computability of circumscription 9]. In other words, our purpose is twofold. On one side, we want to show that circumscription produces the expected speci cation of the new data type. On the other side, we want to analyze circumscription (1) from a computational point of view by nding out on which parts of Ax this circumscription depends.
We will use a simple general fact:
2.4 Lemma: If ' does not contain predicate P and A is the sentence 8 x(P( x) ! '), then for every sentence , C(A^ ; P) is logically equivalent to A^C( ; P).
Proof: C(A^ ; P) is de ned by A(P)^ (P)^:9X(X P^A(X)^ (X)):
Since ' does not depend on P, A(X) is 8 x(X( x) ! '). Then, we can write the circumscription above in the form P '^ (P)^:9X(X P^X '^ (X)): It is easy to check that this sentence is logically equivalent to P '^ (P)^:9X(X P^ (X)); that is, to A^C( ; P). 2
As an immediate consequence of this lemma we obtain the following proposition that allows us to handle more easily some of the rst-order quanti ers that are relativized to S k+1 in Ax.
2.5 Proposition: a) The distinguishing axiom can be driven out of the circumscription C(Ax; S k+1 > Q f ). b) If S k+1 does not appear in the formulas A i in (c) (as in example 2.3 and many other applications), then the identifying axioms can also be driven out of the circumscription. 2 2.6 Proposition: If 2 is data logic based on 1 and S k+1 does not appear in the identifying axiom (c), then 2 is logically equivalent to the conjunction of i) 1 ii) distinguishing axiom iii) identifying axiom iv) C( (Q f ); Q f ) v) C(\constr"; S k+1 ).
Proof: By proposition 2.5, it su ces to show that
is logically equivalent to the conjunction of (iv) and (v). In fact, prioritized circumscription (4) is equivalent 9] to the following conjunction of non-prioritized circumscriptions: C(\constr"^ (Q f ); S k+1 ; Q f )^C(\constr"^ (Q f ); Q f ):
Since Q f does not appear in \constr", the second circumscription is equivalent to \constr"^C( (Q f ); Q f ). We can forget \constr" in this conjunction because that axiom already appears in the rst circumscription in (5) . In this way we obtain (iv).
In the rst circumscription in (5), Q f is a variable predicate (in the process of minimization of S k+1 ). That circumscription is de ned by \constr"^ (S k+1 ; Q f )^:9X9Y (X S k+1^\ constr(X)"^ (X; Y )): (6) We will see that (6) is equivalent to (S k+1 ; Q f )^\constr"^:9X(X S k+1^\ constr(X)"):
(7) Obviously (7) implies (6) . That (6) implies (7) follows from the fact that (S k+1 ; Q f ) is negative in S k+1 (S k+1 appears in the form 8x(x 2 S k+1 ! : : :)): if there were an X satisfying X S k+1^\ constr(X)" in (7), then (X; Q f ) would falsify the last conjunct in (6) .
We can drop (S k+1 ; Q f ) in (6) because it is already present in (iv). In this way (7) becomes the de nition of the circumscription in (v). 2 2.7 Remarks: a) Proposition 2.6 tells us that the new domain S k+1 is constructed inductively from the constructors; and function f can be obtained by circumscribing its graph Q f in the primitive recursion relations (Q f ).
b) The hypothesis on the identifying axiom (c) is satis ed in the particular, but usual, case (see example 2.3) where it is a conjunction of \basic" sentences 4] of the form g i (x 1 ; : : :; x n i ) = g i (y 1 ; : : :; y n i ) ! (x 1 = y 1 )^: : :^(x n i = y n i ) (note that in this case predicate S k+1 does not appear in the corresponding formula A i ) c) Proposition 2.6 shows us that under the hypothesis on axiom (c), our speci cation is equivalent to Zhang's axioms 17]. In particular, we obtain as a consequence of his \categoricity theorem" that data logic 2 is categorical (i.e. it has a unique model up to isomorphism) if the original speci cation 1 is already categorical.
3. Conclusions 1. We have seen that {under usual conditions{ it is possible to give categorical data type speci cations by extending previously given categorical speci cations. The extensions are obtained as models of axioms written in data logic. Each extension process makes use of an expanded logical language.
2. The advantage of our approach lies in the simplicity of the specifying axioms. Actually, they are written in a rst-order language. The nal speci cation is obtained by circumscribing predicates in these rstorder axioms. It is in this second step that second-order logic appears. In this way we can separate very clearly the rst-order speci cation language from the circumscription that shows up as a superposed selection mechanism.
3. From our speci cation we can see that it is not necessary to use secondorder logic in all its extension, but only a portion of it. Namely, only that weaker fragment that is needed for stating the circumscription axioms.
4. Our use of circumscription is very intuitive. There is only one application of circumscription where we minimize rst the new domain and then, if necessary, the graphs of relations that are introduced by primitive recursion. In this sense, the circumscription policy for the logical speci cation contains only one simple declaration (see section 4 in 10]).
5. We presented a particular, but non trivial and not uninteresting case of data type speci cation in data logic. We restricted ourselves to the case where only one function is introduced by de nition. If we had other predicates or functions introduced simultaneously or in some order of construction, we could use parallel and prioritized circumscription 9] in connection to these new objects in order to obtain the new speci cation.
6. The problem of data type speci cation, and many other speci cation problems in computer science, e.g. database transaction speci cations 15], procedure speci cations 8, 2], etc., have explicit and sometimes more hidden commonsense aspects. As in everyday life, we nd in computer science many instances of commonsense reasoning 14] . In this regard, it is not surprising that John McCarthy's circumscription, originally developed for formalizing commonsense reasoning, has natural and useful application in datatype speci cation.
