The energetics of protein-DNA interactions are often modeled using so-called statistical potentials, that is, energy models derived from the atomic structures of protein-DNA complexes. Many statistical protein-DNA potentials based on differing theoretical assumptions have been investigated, but little attention has been paid to the types of data and the parameter estimation process used in deriving the statistical potentials. We describe three enhancements to statistical potential inference that significantly improve the accuracy of predicted protein-DNA interactions: (i) incorporation of binding energy data of protein-DNA complexes, in conjunction with their X-ray crystal structures, (ii) use of spatially-aware parameter fitting, and (iii) use of ensemble-based parameter fitting. We apply these enhancements to three widely-used statistical potentials and use the resulting enhanced potentials in a structure-based prediction of the DNA binding sites of proteins. These enhancements are directly applicable to all statistical potentials used in protein-DNA modeling, and we show that they can improve the accuracy of predicted DNA binding sites by up to 21%. Proteins 2013; 81:426-442. V V C 2012 Wiley Periodicals, Inc.
INTRODUCTION
The binding of proteins to DNA is one of the fundamental molecular interactions in biology; it is central to transcriptional regulation, chromosome replication and segregation, DNA repair, and the formation of nucleosomes. 1,2 Molecular level mathematical models known as energy potentials are used to describe the energies of the molecular interactions underlying protein-DNA binding. Using energy potentials the binding energy of a protein-DNA complex is computed from its atomic structure by summing the energetic contributions of all the molecular interactions observed in the complex. This enables computation of the DNA-binding affinity of a protein, described by a consensus sequence or a position-weight matrix (PWM), from its binding energy to different DNA sequences. Many methods have been developed that utilize this basic approach, 3-7 with recent algorithms showing increasing promise. 8, 9 Protein-DNA energy potentials range in resolution from the atomistic, 4 in which protein-DNA binding is defined in terms of pairwise contacts between protein and DNA atoms, to the residue-level, 10 in which pairwise or higher-order contacts between residues and basepairs are used. Energy potentials in common use also vary in the degree to which they rely on theoretical models versus experimental data for their derivation. ''Physical potentials'' 11 rely almost exclusively on physics-based theoretical models. We previously reported computation of a de novo potential that relies exclusively on experimental data to directly infer the potentials and the energies of molecular interactions. 8 In contrast, ''statistical potentials,'' the focus of this study, combine experimental data with modeling assumptions to derive an energy model. 12 A key advantage of statistical potentials is their ability to utilize prior physical knowledge about energy potentials, by loosely defining the mathematical form of the potential, while incorporating experimental data to derive the detailed features of the potential. In addition, their wide use in a broad range of biomolecular domains renders them critical in many molecular analysis and simulation pipelines.
The process for inferring statistical potentials begins with two ingredients: a mathematical model, known as the reference state, which captures the expected statistics of random interactions (described in Materials and Methods section), and a data set of experimental measurements to fit the unknown parameters of the model. These two ingredients are combined in a parameter fitting process to obtain the final statistical potential, which assigns a numeric energy value to every possible molecular interaction (e.g., every pairwise atomic contact) at every possible distance (typically discretized to 1-2 Å wide bins).
Many previous studies have focused on the reference state of a statistical potential and its effect on the final inferred potential, with recent models growing increasingly complex. 13 Less attention has been paid to the parameter fitting process and the types of data used in inferring the protein-DNA potentials. Here, we consider three enhancements to the approaches commonly used for inferring statistical potentials. First, we use experimental data on the relative binding affinity of protein-DNA complexes in conjunction with their atomic structures to infer statistical potentials. This is in contrast to the conventional approach that relies only on atomic structures of protein-DNA complexes. Second, we develop a ''spatially-aware'' parameter fitting process by permitting the statistical potential to vary as a function of position along the protein-DNA binding interface. Third, we employ an ensemble-based approach to the parameter fitting process, which blends a collection of statistical potentials into a single potential. These enhancements are not specific to any particular statistical potential, but instead exploit the biophysical details of protein-DNA binding to improve the quality of the statistical potentials. These enhancements are broadly applicable to the entire field of protein-DNA interactions.
We test these enhancements by incorporating them into the inference of three widely-used atomistic statistical potentials for protein-DNA modeling: the Quasichemical, 4 DFire, 12-15 and l potentials. [16] [17] [18] We use the resulting potentials to predict the DNA binding affinity of proteins from their cocomplex structures with DNA, and show that the enhanced potentials outperform the unenhanced potentials by up to 21% when predicting the consensus sequences and PWMs of DNA binding sites.
MATERIAL AND METHODS

Derivation of statistical potentials
Underlying theory Statistical potentials are motivated by a principle from statistical mechanics, which stipulates that frequently observed interactions are energetically favorable. 12 By formalizing this principle mathematically, a statistical potential is constructed from the observed frequencies of molecular interactions in atomic structures of protein-DNA complexes. Exactly how to formalize this into the statistical potential is a key question. In particular, when an interaction is deemed to be more frequently observed than expected, a mathematical formulation of this expectation is necessary, and a baseline known as the ''reference state'' against which the observed frequencies can be compared must be specified. The resulting formula captures the expectation for the frequency of a molecular interaction based on the assumption that it is a random occurrence. Formally, any statistical potential must obey the following master equation 12 : V ðr; i; jÞ ¼ ÀRT ln N obs ðr; i; jÞ N exp ðr; i; jÞ
Assuming an atomistic potential, the left hand side V(r,i,j) is the energy of a pairwise interaction between two atoms of type i and type j occurring at distance bin r (atom types and distance bins are discussed in the next section).
The right hand side is the mathematical form that the energy must conform to. R is the gas constant, T is the temperature, and N obs (r,i,j) is the empirically observed frequency of the interaction. These are all fixed quantities or ones inferred from the data. Alternative statistical potentials differ in their formulation of the N exp (r,i,j) term, which specifies the reference state. We consider three widely-used reference states in this study.
Reference states
The mathematical form of the term N exp (r,i,j) in the master equation arises from the underlying modeling assumptions of a statistical potential. We consider three statistical potentials that have been used for modeling protein-DNA energetics. The first is the quasichemical potential, 4 based on the assumption that the protein and DNA atoms are randomly shuffled in the reference state. A zero energy interaction is taken to be one such that its observed frequency is the same as its frequency when all the atoms in the structure are shuffled randomly. This is captured by the following reference state equation, where N obs (r) is the observed number of all interactions occurring at distance bin r, and x obs (k) is the observed fraction of all atoms that are of type k. N exp ðr; i; jÞ ¼ N obj ðrÞv obs ðiÞv obs ðjÞ A second potential is DFire, 12-15 which is based on the assumption that the atoms are uniformly distributed and freely mixing in an ideal gas state in the reference state. Corrections are included to account for the finite nature of protein-sized spheres as well as the fact that interactions are short ranged and thus their energy tails off at The terms d(r) and Dd(r) correspond to the midpoint and width of the distance bin r, respectively. a is an adjustable parameter, set to 1.61 in the DFire potential, which accounts for restricting atoms within protein-sized spheres. Finally, r cut is the cut-off distance bin, that is the distance beyond which atoms are assumed to be noninteracting. To see that the interaction energy in a DFire potential diminishes beyond the cut-off distance, note that when r 5 r cut , the energy V(r cut,i,j ) is equal to: A justification of the DFire potential can be found from basic principles of liquid-state statistical mechanics. 14 A third potential is the l potential, 16-18 a generalization of the Go potential used in protein folding to make the native state the minimally frustrated global minima. 16 The l potential is formulated as an interaction energy equation:
V ðr; i; jÞ ¼ ÀlðrÞN obs ðr; i; jÞ þ ð1 À lðrÞÞðN obs ði; jÞ À N obs ðr; i; jÞÞ lðrÞN obs ðr; i; jÞ þ ð1 À lðrÞÞðN obs ði; jÞ À N obs ðr; i; jÞÞ N obs (i,j) is the observed number of all interactions (within cut-off distance) occurring between atoms of type i and j. l(r) is an adjustable, distance-bin specific parameter, ranging between 0 and 1. The value of l(r) for a given distance bin balances between attraction and repulsion, with smaller values favoring a more repulsive potential and larger values favoring a more attractive one. A common approach to choosing l(r), used in 4,18 and followed here, is to make the expected value of interaction energy over all possible interaction types zero for a given distance bin r. That is, for each r, l(r) is chosen such that:
; i; jÞpðr; i; jÞ ¼ 0
In the above equation p(r,i,j) is the probability of observing atoms of type i and j interacting at distance bin r, assuming a uniform distribution over interaction types.
Representation
In addition to the choice of the reference state, statistical potentials vary in their representation of molecular interactions and spatial distance. Statistical potentials are a list of assignments of numeric energy values to molecular interactions, and a molecular interaction can range from a pairwise contact between two atoms to a complex multiway interaction involving multiple atoms or residues. In the potentials considered here, a molecular interaction is defined as a pairwise contact between a DNA atom and a protein atom within a specified distance range. Intra-DNA and intra-protein interactions are ignored. Protein and DNA atoms are typed, that is considered to be distinct, based on an existing atom typing scheme that identifies 37 DNA atom types and 27 protein atom types. 4 This typing scheme takes into consideration the chemical identity of the atom and its local chemical moiety. Contact distances are categorized into bins of fixed width. If there are D distance bins, then the model contains a total of 37 3 27 3 D distinct possible interactions, or interaction types, to which the statistical potential must assign a numeric energy value.
The first distance bin is 3 Å in width, ranging from 0 to 3 Å . A more granular binning approach would be preferable, as the interaction energy is likely to be rapidly changing in this regime, but the paucity of available data effectively makes this an obligatory choice. All subsequent bins are 0.5 Å in width, extending up to the final cut-off distance. Thus the second bin ranges from 3 to 3.5 Å , the third from 3.5 to 4 Å , and so on. This binning scheme was shown to yield the best-performing statistical potentials in previous studies, 4 and it insures that the majority ($87%) of interaction types are observed at least once in our data set (see next section). To account for interaction types with zero counts, a count of 1 is added to all interaction types (Laplace smoothing). Finally, since interatomic interactions are short-ranged, a cut-off distance is chosen beyond which all interactions are assumed to have zero energy. This also improves the computational tractability of the problem. As the optimum cut-off distance is not known a priori, it is treated as a parameter to be fit on the data.
Training and data sets
Once the reference state of the potential and its representation are chosen, the numerical potential can be inferred by computing all the terms in the master equation. Terms of the form N obs (r,i,j) and x obs (i) correspond to empirical frequencies of interactions, which we obtain from an experimental data set containing atomic structures of protein-DNA complexes of sufficient resolution. By determining all interatomic pairwise distances in every available complex, approximate values of N obs (r,i,j) are directly computed. We obtained a set of protein-DNA complex structures from the Protein Data Bank 19 by searching for X-ray crystal structures that contain a helix-turn-helix (HTH) domain and DNA molecules. We focus on HTH proteins as they are the most widely distributed family of DNA-binding proteins, occurring in all biological kingdoms, with a large number of crystallized structures. HTH proteins include virtually all bacterial transcription factors and about 25% of human transcription factors. 20 From this initial data set, we removed structures that shared the same sequence of amino acids within a 10 residue window of the recognition a helix. We chose this criterion due to the dominant role that recognition a helices play in effecting the sequence specificity of HTH proteins, and the fact that HTHs with otherwise highly similar sequences may still exhibit differential DNA binding properties. 21, 22 In addition, we removed complexes with pathologies such as a large number of missing heavy atoms in the published structure. This resulted in a data set of 63 protein-DNA complexes (Table I) . On the basis of this data set, we trained and tested the energy potentials in three distinct configurations. In the ''full'' configuration, the entire data set was divided into nine nonoverlapping cross-validation (CV) sets. The model was trained on each of the nine CV sets and tested against the subset of data outside the CV set. This helps prevent overfitting. Overall model performance was taken as the average of the model's performance on each of the nine test sets. In the ''pruned'' configuration, the data set was further pruned by eliminating structures with greater than 25% sequence identity. This resulted in a set of 36 complexes, which were divided into six nonoverlapping CV sets. Training and testing was done in the same way as in the full configuration. While the pruned data set does not capture the differential binding affinity of closely related HTHs, it strongly guards against overfitting on similar protein-DNA complexes. Finally in the ''homeodomain'' configuration, we divided the full data set into two nonoverlapping sets. The first set contained all nonhomeodomain HTHs (45 structures), and served as the training set. The second set contained all homeodomain HTHs (18 structures), and served as the testing set. By eliminating all homeodomains from the training set, this configuration helps test the transferability of the energy potentials to previously unseen domains. Furthermore, the sequence identity between any two proteins in the training and test sets did not exceed 25%, which made the homeodomain configuration useful for guarding against overfitting. A listing of all CV sets and the structures they contain is shown in Table II .
The potential function contains two additional metaparameters that must be fit: (i) the combined term RT, which we varied from 20 23 to 20 3 using 60 logarithmic increments, and (ii) the cut-off distance, which we varied from 3 to 15 Å in steps of 0.5 Å . For both of these metaparameters the values that maximize model performance on the training set in each configuration were chosen. The protein-DNA structures used in every CV set are indicated by their IDs (see Table I ).
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Prediction of protein-DNA binding affinity
After inferring a statistical potential we used it for structure-based prediction of protein-DNA binding affinity. 3,4,6,7 We used the atomic structure of the protein complexed with DNA (typically an X-ray crystal complex or one derived through structural modeling) to identify all molecular interactions in the complex by computing the pairwise distances between all atoms. The binding energy of the complex was then computed by summing the individual energetic contributions from the molecular interactions. Formally, if I is the set of all interactions identified in a structure, e i is the energetic contribution of interaction i, C i is the number of times interaction i is observed in the structure, then the binding energy of the
The relative binding affinity of a protein to two different DNA sequences can be evaluated by computing the binding energy of the protein to those two sequences. This is done by mutating the DNA sequence in silico while keeping the protein fixed. We used the 3DNA software package for mutating DNA, 23,24 which maintains the backbone atoms of the DNA molecule but replaces the basepair atoms in a way that is consistent with the backbone orientation of the DNA. To make the problem computationally tractable, we assumed that the energetics for any DNA position in the binding interface could be computed separately from other positions, a common assumption in the field. 3-7 While this assumption may be violated in many DNA-binding proteins, 25 the scarcity of data available precludes using more complex models. Using the computed binding energies, the Boltzmann formula 26 then provides the probability of observing nucleotide m at position n, denoted by p These probabilities are used to identify the most likely DNA sequence that the protein will bind to, by choosing the most probable nucleotide at every position, that is, the predicted consensus binding sequence. Alternatively, the probabilities of alternative bases yield the PWM. We compared the performance of alternative consensus sequence prediction algorithms in terms of the normalized Hamming distance, which is the fraction of incorrectly predicted bases in the consensus sequence. For evaluating performance of PWM predictions, we used the symmetric Kullback-Leibler divergence (SKLD), the most common metric used in comparison of PWMs 27 to measure how close two PWMs are: Previously reported statistical protein-DNA potentials have been trained using only atomic structures of protein-DNA complexes, from which empirical counts of the form N obs (r,i,j) are obtained. This approach does not take advantage of experimental biochemical data, especially the experimentally-determined PWMs, which characterize a protein's observed DNA binding specificity. Combining structural data with biochemical data for protein-DNA binding site prediction has been a longstanding objective. 6, [28] [29] [30] We hypothesized that if biochemical data were incorporated into the training process, more accurate empirical frequencies can be derived from the same number of atomic structures.
Theoretical considerations
In conventional statistical potentials, the empirical frequencies of molecular interactions are inferred by counting the number of times a given interaction is observed across protein-DNA complexes in the data set. This implicitly assumes that all complexes are equally likely, since the weight given to an occurrence of an interaction is the same across all complexes. Specifically, when computing a quantity such as N obs (r,i,j), the quantity is incremented by one every time an interaction involving atom types i and j is observed at distance r, regardless of which complex the interaction is observed in. But this is inconsistent with the standard statistical mechanical theory of protein-DNA binding, 26 in which the binding affinity of a protein to different DNA sequences is taken to be positively correlated with the occurrence frequency of the corresponding protein-DNA complexes in biological systems. By treating all complexes as occurring with equal frequency, the inference procedure could be introducing significant bias into the calculations, especially if the binding energy of a protein to different DNA sequences varies greatly.
To address this shortcoming, we use the extensive body of existing biochemical data on the binding affinity of protein-DNA complexes. For our problem, we focus on experimentally-determined protein-DNA PWMs, but quantitative information from other biochemical interactions could also be used. PWMs specify a probability distribution over alternative DNA sites for a given protein.
The theoretical rationale behind PWMs is the statistical mechanical concept of the occupancy state. 26 The probabilities specified by a PWM for a protein-DNA interaction represent, to a first approximation, the observed frequency of the protein binding to each DNA sequence, relative to its binding at alternative sites. This suggests incorporating PWM data into the training process, by weighting protein-DNA complexes containing the same protein but different DNA sequences differently, according to their experimental probability of occurrence specified by their corresponding PWM. When computing empirical counts such as N obs (r,i,j), an interaction observed in a given complex is only given a fractional count, equal to that of the complex's probability of occurrence amongst different DNA sequences.
Model training
To incorporate PWMs into the training process, we modify the process described earlier. Since PWMs by definition are based on the assumption of independence of basepair positions; we assume that each position in a protein-DNA complex can be treated separately. For each base position, in silico structural mutants are generated using 3DNA 23,24 to mutate the basepair to include all four possibilities. The independence assumption makes it irrelevant for purposes of the binding energy computation whether two basepair positions come from the same or from different protein-DNA complexes, so we treat each basepair position as a distinct complex, as if it were bound to a distinct protein. This implies that the collection of all of the in silico mutants of an individual basepair position constitutes an ensemble whose total weight should be 1, in accord with the assumption that complexes with different proteins are given equal weight. Note that the weight does not necessarily have to be 1, but it has to be the same for all ensembles. Within each of the ensembles, the distribution of weightings among the four in silico mutants is determined by the experimentally-derived PWMs. In the development of our dataset, we searched primary sources and online repositories such as TRANSFAC 31 for experimentally-verified DNA binding sites for each of the proteins in our data set. More than 45 repositories and primary sources were used, 7,31-74 providing experimental evidence in the form of footprints, SELEX experiments, and dsDNA microarray assays. The experimentally-verified DNA binding sites for each protein were then aligned and combined into a single PWM, by setting the probability of a given nucleotide in the PWM to its frequency as observed in the set of DNA binding sites. The resulting PWMs serve as the gold standard in our tests. While we believe these PWMs to be generally accurate, they are ultimately subject to the biases and errors introduced by the experiments from which they are derived. Finally, we align each PWM with its corresponding protein-DNA structural complex, 8 so that for every basepair position in every protein-DNA complex in the data set, we have an empirical probability distribution over the four nucleotides. We assign these probability distributions as weights to the in silico mutants. The conventional approach for deriving statistical protein-DNA potentials infers a single potential with a single choice of parameter values. In this section, we generalize this approach to inferring position-specific parameters, i.e. parameters that vary depending on the basepair position (along the protein-DNA binding interface) in which the molecular interaction is occurring. We focus on the cut-off distance and RT metaparameters.
Biophysical motivation
Energy potentials are typically defined as interaction energies that are independent of the absolute spatial position within the binding site of the protein-DNA complex, since the particular position is assumed to have no bearing on the energy. However, if the interaction's spatial position is affected by the local physico-chemical environment, any known properties of this environment can be exploited when modeling interaction energies. This is currently done on very small scales, for example by treating two carbon atoms as distinct atom types depending on their chemical moiety, as in the C 1 0 and C 2 0 atoms of DNA. 4 In this case, the carbon atom's local chemical moiety is the consistent physico-chemical environment.
For protein-DNA potentials, we generalized this notion to a larger spatial context, by deriving a potential where the interaction energies can vary as a function of position along the protein-DNA binding interface. We treated position in a coarse-grained fashion, by considering distinct basepair positions in a DNA molecule as distinct positions, with no finer spatial distinction. This approach requires that a given relative position along the protein-DNA binding interface exhibits a consistent physicochemical environment across different protein-DNA complexes, for example consistent steric constraints. We hypothesized that this is the case when a set of proteins employ the same binding modality for docking into DNA, as is often true for members of the same protein family. This property was previously exploited in modeling the binding of zinc finger proteins to DNA. 5 We conjectured that a position-specific potential may also be suitable for the HTH family, since (i) the sequencespecificity of HTHs is largely mediated by interactions between the DNA and the recognition a-helix of the HTHs 75 and (ii) the relative orientation of the two core a helices that make up the HTH domain is conserved across HTH families, despite the broad structural diversity of HTH domains. [75] [76] [77] Statistical Protein-DNA Potentials
Information-theoretic motivation
To further investigate the validity of a position-specific potential, we examined our curated data set of HTH-DNA complexes. In this data set, we structurally aligned the complexes so that the DNA molecules and the protein recognition helices are superimposed. Using this alignment we can define a unified coordinate system across all the structures that consists of 13 DNA basepair positions (Fig. 1 ). In this coordinate system a given position refers to a specific set of DNA basepairs, one in each HTH-DNA complex, in which the same spatial context exists across all HTH-DNA complexes.
To test whether these individual spatial contexts represent a meaningful distinction in terms of protein-DNA binding, we searched for characteristics of the binding behavior that consistently vary across the 13 basepair positions. One such characteristic is the Shannon entropy associated with each position. For a discrete random variable X with n possible values {x 1 ,. . .,x 2 }, the Shannon entropy is:
where p is the probability mass function associated with X. The Shannon entropy of a random variable is a measure of its unpredictability. In the context of protein-DNA binding, every basepair position in the binding interface is represented by a random variable that takes the values {A, C, G, T}, and the Shannon entropy associated with a position corresponds to its sequence-specificity with lower values implying higher specificity. For each of the 13 DNA basepair positions, we have a collection of empirical probability distributions from the experimental PWMs in our data set. Each such empirical distribution identifies the Shannon entropy at a given position. The empirical distribution of the Shannon entropies is tight for a given DNA basepair position, but varies across positions in a very consistent manner (Fig. 2) . At the 9th position in our 13-basepair coordinate system, the Shannon entropy is lowest, presumably corresponding to the position of closest proximity of the DNA to the protein, since this position makes the largest number of interatomic contacts with the protein and is thus likely to be highly specific. Moving away from this position, the average Shannon entropy increases monotonically, reaching nonspecificity at the ends of the 13-basepair window. This too is expected, as the protein is able to make fewer contacts the farther away the position is from the center of the window. This observation further supports the notion of position-specific potentials, since it indicates that certain properties are invariant for a given DNA basepair position, but are variable across positions.
Basic metaparameter fitting
We fitted the cut-off distance and RT metaparameters in a position-dependent manner. While, in principle, it is 
Figure 2
Shannon entropy as a function of DNA basepair position in unified coordinate system. Blue line depicts the mean Shannon entropy at each DNA basepair position as derived from our experimental data set. Pink bars represent 95% confidence intervals. A consistent pattern is evident where the highest information content is concentrated around position 9, which is generally closest to the recognition helix, and decreases monotonically when moving away from the center toward the edges. [Color figure can be viewed in the online issue, which is available at wileyonlinelibrary.com.] possible to train the entire statistical potential in a position-specific manner, that is all the empirical frequencies in the master equation, the paucity of available data makes this difficult as we discuss later. Jointly, the two metaparameters describe a landscape of energy potentials in which the height of the landscape corresponds to prediction performance (Fig. 3) . Our intuition about the positionspecificity of these parameters is supported empirically, since the landscape changes dramatically as a function of position along the protein-DNA binding interface (Fig. 4) .
We fit the metaparameters position-specifically as follows: First, the potential was trained by computing the empirical frequencies of interatomic interactions using the entire training set. This was done using all the parameter values of the cut-off distance and RT considered in the nonposition specific case. Next, the training set was split into 13 groups, one corresponding to each DNA basepair position in the unified coordinate system shown in Fig. 1 . Since we treat basepair positions independently, this corresponds to grouping the training data along basepair positions. The performance of the potential was then tested separately for each of the 13 groups, and the metaparameter values yielding the best perform-
Figure 3
Metaparameter landscape of energy potentials. The two values parameterizing an energy potential (cut-off distance and RT) are plotted along the vertical and horizontal axes, respectively. The height and color of the landscape represent the performance of the energy potential, as measured by mean SKLD, at a given choice of parameter values (blue is best performance, pink is worst performance). [Color figure can be viewed in the online issue, which is available at wileyonlinelibrary.com.]
Figure 4
Variability in metaparameter landscape as a function of basepair position. A sequence of metaparameter landscapes, for positions 1 through 12 in the unified coordinate system, is shown for spatially-aware energy potentials. The landscapes are largely constant for positions 1 through 6 and 11 through 13 (not shown), but change dramatically in the middle, likely due to the increased contact made by bases in those positions. [Color figure can be viewed in the online issue, which is available at wileyonlinelibrary.com.]
Statistical Protein-DNA Potentials ing model were selected, resulting in 13 sets of metaparameter values and 13 distinct energy potentials. These 13 potentials taken together constitute a position-specific potential. When using this potential to predict the binding energy of a protein-DNA complex, the approach described above in ''Prediction of Protein-DNA Binding Affinity'' is followed with a slight modification. In the earlier section, we defined the binding energy of the complex as DG ¼ P i2I e i C i , where e i is the energetic contribution of interaction i, C i is the number of times interaction i is observed in the structure, and I is the set of all interaction types. Now, we perform the energy calculations in a position-specific manner, by using the appropriate potential for each DNA basepair position in the protein-DNA complex. Denoting the number of times interaction i occurs in position n by C ðnÞ i , and letting e ðnÞ i be the energy of interaction i in the nth potential, the binding energy becomes:
Using this approach, the regular parameters of the master equation are fit using the entire training set, but the metaparameters are fit using data from each basepair position separately.
Windowed metaparameter fitting
When fitting metaparameters in a position-specific manner, the amount of data available for fitting each position is reduced by a factor of 13 relative to the nonposition specific fitting. To maintain the position-specificity of the metaparameter fitting procedure but utilize a larger amount of data, we also considered a windowed approach in which data from adjacent basepair positions were pooled. Unlike in the previous section where the data used in fitting metaparameters came from a single basepair position, this produces a window of size 2w 1 1 around the basepair position. For example, when fitting the parameters of the energy potential for position n, we evaluated the potential's performance on the training data from positions n 2 w to position n 1 w , and choose the set of parameters that maximize performance on those data points (when the window extends beyond the DNA sequence it is truncated). This alleviates the problem of limited data, but maintains the position-specificity of the model. Fitting the metaparameters in this way introduces a new metaparameter w that controls the window size. Fitting w using only the training data would always result in its being assigned the value zero, since in that scenario the metaparameters will be trained and tested on the exact same data set, and thus no other value of w can even in principle perform better than w 5 0. Consequently, the value of the metaparameter w, which ranges from 0 to 12, is fit on the test set. Prior approaches to fitting the metaparameters of energy potentials find a single set of values that maximize prediction performance. [3] [4] [5] [6] [7] [8] In this section, we consider an approach in which an ensemble of metaparameter values are chosen that are well-performing but that do not necessarily achieve the absolute maximum performance. This metaparameter values ensemble is used to derive an ensemble of energy potentials, which in turn are used to predict an ensemble of consensus sequences or PWMs. A single consensus sequence or PWM can then be derived using a weighted average of the individual members of the ensemble. Such ensemble-based methods have found considerable success in machine learning, 78,79 as they are robust against overfitting.
Statistical motivation
As previously described, the cut-off distance and RT metaparameters can be viewed as describing a landscape of energy potentials in which the height of the landscape at a given point corresponds to the prediction performance of the respective energy potential (Fig. 3) . In particular, the lowest point in this landscape corresponds to lowest error, that is the best performing potential. In our training and testing approach, in which the data set is split into multiple CV sets, we could assess the stability of this landscape as the training data set was changed. The landscape as a whole was robust across the training sets (full configuration), but the lowest point in the landscape was highly variable between training sets [ Fig. 5(A) ]. This variability suggests that the precise location of the best performing model, where location corresponds to the choice of metaparameter values, is an artifact of the data set used for training. Consequently, a more robust approach to deriving energy potentials is to use the entire landscape of metaparameters, which exhibits little variability across training sets.
Ensemble-based fitting
Utilizing the entire metaparameter landscape of a statistical potential entails the use of an ensemble approach as follows: instead of picking the single lowest point in the landscape to select the metaparameter values for one energy potential, we pick a collection of points, according to some criteria, and then we use the resulting ensemble of energy potentials to predict DNA binding sites. We choose the m best performing models to generate m putative predictions (consensus sequences or PWMs). Since eventually a single prediction is required, we take a weighted average of the m predictions. Formally for the case of PWMs, if p is the final probability of a certain basepair at a certain position, and p i is the probability of the same basepair at the same position as predicted by the ith best performing model, then:
where w i is the weight assigned to the ith model. A model's weight is equal to the normalized inverse of its score on the training data. Formally, letting sc i be the score of the ith model (Hamming distance or SKLD), then:
This approach makes use of the m best performing models in the landscape to make predictions, so that we hedge against choosing a single unstable set of metaparameter values. In this approach, m is a metaparameter similar to the w metaparameter introduced in the second enhancement. We fit m by choosing the value that maximizes prediction performance on the training data.
RESULTS
Prediction of Consensus Sequences
We first tested the impact of the respective enhancements by evaluating the performance of statistical potentials in predicting consensus sequences, using the normalized Hamming distance (see Materials and Methods section). We tested every potential using all possible combinations of the three enhancements on all testing configurations. Table III summarizes the results. The performance impact of each enhancement is somewhat dependent on the testing configuration. In the full configuration, every enhancement individually improved every potential, except for the combination of the l potential with quantitative binding affinity data. This is confirmed by examining the best performing version of each potential; the Quasichemical and DFire potentials exhibit their best performance when all three enhancements are enabled, while the l potential performs best when spatially-aware metaparameter fitting and ensemble-based metaparameter fitting are enabled. Training potentials with quantitative binding affinity data is unlikely to improve their performance in predicting consensus sequences, since consensus sequences only encode Statistical Protein-DNA Potentials the most likely DNA binding sequence, ignoring the probabilistic and quantitative nature of protein-DNA interactions. In fact, training with quantitative binding affinity data may decrease performance (as observed for the l potential), since it lowers the certainty with which proteins are predicted to bind their consensus sequences.
The situation is the same with the pruned testing configuration, except for the Quasichemical potential which only improves when using spatially-aware metaparameter fitting. The degraded performance of the Quasichemical potential when combined with the other enhancements may be due to the lack of sufficient statistics in the pruned testing configuration; this is supported by its performance in the homeodomain configuration, which has greater statistical power than the pruned configuration but maintains the same sequence distance between the training and testing sets. More generally, in the homeodomain testing configuration, binding affinity data and spatially-aware metaparameter fitting improve the performance of all potentials tested, when enabled individually and in combination, with the best performance of each potential achieved when both enhancements are enabled. These results suggest that ensemble-based metaparameter fitting results in potentials that are specific to the domain family used in training, and thus while it generally improves performance within the domain family, it also limits the transferability of the potential.
The potential most improved by the enhancements was the DFire potential. When used with all three enhancements enabled, the percent reduction in Hamming distance is 20.8%, 21.7%, and 16.4% for the full, pruned, and homeodomain testing configurations, respectively. The enhancement that provided the most improvement when applied individually was spatiallyaware metaparameter fitting, which on average (across testing configurations) reduced the percent error in Hamming distance by 8.9%, 8.3%, and 4.8% for the DFire, l, and Quasichemical potentials, respectively. In addition, synergistic effects were observed when multiple enhancements were combined. For the Quasichemical and DFire potentials, the contributions are almost perfectly additive, suggesting that the enhancements are independently contributing to the improved performance of the potentials. In absolute terms, the Quasichemical potential with all three enhancements enabled performed the best (63.2% accuracy) on the full testing configuration. A bar chart showing the normalized Hamming distance scores for all predictions made using this potential is shown in Figure 6 (A). The bar chart comprehensively captures the performance of the best performing potential for predicting consensus sequences, highlighting its predictions in the best, average, and worst cases.
Prediction of PWMs
We next tested the impact of the three enhancements on predicting PWMs. As in the consensus sequence case, we tested all possible combinations of the three enhancements on all testing configurations. The results are summarized in Table IV . In general all three enhancements improved results regardless of the potential and testing configuration used, with potentials achieving their best performance when all three enhancements are enabled. However, there are some important exceptions. Training with binding affinity data significantly worsened performance for the Quasichemical potential in the pruned and homeodomain testing configurations. This suggests that for the Quasichemical potential, training with binding affinity data led to overfitting. It is unclear why only the Quasichemical potential suffers from this problem. Using binding affinity data with the l potential slightly worsened performance in the pruned configuration, but that is likely due to weak statistical power, as it improved performance in both the full and homeodomain testing configurations.
As in the case of predicting consensus sequences, the potential most improved by the enhancements was the DFire potential. When used with all three enhancements enabled, the percent reduction in SKLD was 7.5%, 7.0%, The potentials are tested with three enhancements described in the text (TBA, training with binding affinity; SAF, spatially-aware metaparameter fitting; EBF, ensemble-based metaparameter fitting). Shaded cells in the table indicate the enhancement that is active for that row. For each potential tested, the performance is evaluated using the normalized Hamming distance (Materials and Methods section) on the full, pruned, and Homeodomain (Hd) testing configurations.
Lower numbers indicate better performance. The score of the best performing version of each potential is highlighted in bold. and 11.7% for the full, pruned, and homeodomain testing configurations, respectively. The enhancement that provided the most improvement when applied individually was also spatially-aware metaparameter fitting, which on average (across testing configurations) reduced the SKLD by 5.6%, 3.9%, and 3.4% for the l, Quasichemical, and DFire potentials, respectively. As with the consensus sequence prediction, combining multiple enhancements gave nearly additive improvements, suggesting that the enhancements are independently contributing to improved performance. In absolute terms, the l potential with all three enhancements enabled performed the best (SKLD of 1.998) on the full testing configuration. A bar chart showing the SKLD scores for all predictions made using this potential is shown in Figure 6 (B). The figure captures the performance of the best performing potential for predicting PWMs, highlighting its predictions in the best, average, and worst cases.
To further ascertain the individual contributions of the three enhancements, we examined whether an enhancement improved or worsened results in each of the instances in which it was used. For a given statistical potential and testing configuration, each enhancement was used four times for consensus predictions and four times for PWM predictions. Figure 7 summarizes the number of times an enhancement improved or worsened results for each potential and testing configuration. Spatially-aware metaparameter fitting performed the best, improving results in every test it was subjected to. Training with binding affinity data and ensemble-based metaparameter fitting showed more mixed results, generally improving performance but occasionally degrading it.
Comparison to De Novo Potentials
The results obtained when combining all three enhancements represent state of the art performance for statistical potentials in predicting consensus sequences and PWMs. We previously reported a de novo potential 8 that outperforms the statistical potentials tested here over the same test data set (0.101 Hamming distance and 1.699 SKLD). An important advantage of statistical potentials over other types of potentials, including de novo potentials, is their synthesis of prior modeling assumptions with experimental data. While inaccurate modeling assumptions can cause statistical potentials to perform poorly, accurate modeling assumptions can enable statistical potentials to use less data than de novo potentials, since the modeling assumptions help constrain the space of models to consider. Furthermore, our focus in this study is not the absolute performance of the statistical potentials tested, but their relative improvement after the three enhancements are applied. The improvement reported here for the Quasichemical potential in the full testing configuration (21% reduction in Hamming distance and 7.7% reduction in SKLD) is comparable to the largest difference between the unenhanced potentials tested (DFire vs. l potential, 24.9% difference in Hamming distance and 12.3% difference in SKLD). As new statistical potentials are developed, the three enhancements described here can be immediately applied to improve performance.
DISCUSSION
We analyzed the behavior of each enhancement individually to determine how each enhancement affects model performance. We focused on the Quasichemical potential applied to PWM prediction on the full testing configuration to streamline the analysis, but the conclusions are generalizable to other performance metrics and to other statistical potentials.
Spatially-Aware Metaparameter Fitting
Spatially-aware metaparameter fitting had the largest impact on prediction performance; however, the magnitude of the impact depended on the window size parameter w discussed in Materials and Methods section. If w is too small, the statistical power of the fitting process is too weak to infer an accurate model. On the other hand, if w is too large, the inferred potential loses its spatialawareness. Figure 8(A) shows the performance of the Quasichemical potential as a function of w. The choice of w 5 1, corresponding to a three basepair window size, produced the best trade-off between statistical power and model complexity.
We examined two quantities to examine the basis of this behavior. The first is the variance, across CV sets, of the optimal values for the two metaparameters RT and cut-off distance. If the model is robust, we expect that the optimal metaparameter values for all CV sets would be the same. On the other hand, if the model is not robust, for example if it is overfitting on each CV set because of low statistical power, then we expect the metaparameter values to change dramatically between CV sets. We further expect the variance across CV sets to decrease as a function of w, as statistical power is increased when w is increased. In Figure 8 (B), this expec- The potentials are tested with three enhancements described in the text (TBA, training with binding affinity; SAF, spatially-aware metaparameter fitting; EBF, ensemble-based metaparameter fitting). Shaded cells in the table indicate that the enhancement is active for that row. For each potential tested, the performance is evaluated using the SLKD metric (Materials and Methods section) on the full, pruned, and Homeodomain (Hd) testing configurations. Lower numbers indicate better performance. The score of the best performing version of each potential is highlighted in bold.
Figure 7
Individual performance of enhancements. The individual impact of each enhancement (TBA, training with binding affinity; SAF, spatially-aware metaparameter fitting, EBF, ensemble-based metaparameter fitting) on every statistical potential (Quasichemical, DFire, and l) and testing configuration [full, pruned, and Homeodomain (Hd)] is summarized visually by a two-color bar, where the blue portion indicates the number of times (out of eight instances) that an enhancement improved performance, and the pink portion indicates the number of times an enhancement worsened performance. The eight instances arise because each enhancement was tested individually, in combination with each of the other two enhancements separately, and in combination with both of the other two enhancements together, on the Hamming distance and SKLD metric, for a total of eight tests. [Color figure can be viewed in the online issue, which is available at wileyonlinelibrary.com.] tation is validated, with the variance of optimal metaparameter values generally decreasing as w increases. In general, we want to minimize this variance. The second quantity we examined is the variance in optimal metaparameter values across DNA basepair positions. In our approach the metaparameters are fit separately for each DNA basepair position. The variance across positions indicates how specialized the positionspecific potentials are to their respective spatial contexts. Higher variance corresponds to higher model complexity, and we expect this value to decrease as w increases, since increasing w pools more and more of the data for each DNA basepair position, lowering model complexity. In Figure 8 (C) we plot the variance across positions as a function of w, and as expected the value of the variance decreases as w increases. In general, we want to maximize this variance to create the most position-specific potentials possible.
The two quantities just described represent the tradeoff between statistical power and model complexity. In Figure 8 (D) we plot their quotient as a function of w. We want to maximize this quotient as that simultane-ously maximizes the second quantity and minimizes the first. As shown, a value of w 5 1 does that, consistent with Figure 8 (A) in which w 5 1 maximized prediction performance.
Ensemble-Based Metaparameter Fitting
As with spatially-aware metaparameter fitting, the performance impact of ensemble-based metaparameter fitting depends on the value of its metaparameter m (see Materials and Methods section), which controls the number of models used in the ensemble. Furthermore, similar to the behavior of the metaparameter w, small values of m yield ensemble models that are too complex and prone to overfitting, while large values of m yield ensemble models that are not sufficiently complex. Figure 9 depicts the performance of the Quasichemical potential as a function of m. The overall pattern is that small and large values of m yield poor performance, with an optimal valley around a middle-ranged value of m 5 40. As discussed in the Materials and Methods section, the shape of the metaparameter landscape as a whole is Figure 5 (A)]. In Figure 5 (B) we plot the locations of the optimum metaparameter values for the top 40 performing models for the parameter landscapes. Consistent with our expectations, the collection of 40 points as a whole is robust, explaining the improved performance obtained.
Limitations of Training With Binding Affinity Data
The incorporation of PWM data in the inference process of energy potentials enables us to account for the varying binding affinity of a single protein to different DNA sequences, but it does not account for the varying binding affinity of different proteins to the same DNA sequence. This limitation is effectively forced on our model due to the relative unavailability of quantitative experimental data on binding energies of protein-DNA complexes. However, when such data becomes available, the approach we outlined in the Materials and Methods section can be extended to incorporate them. Another drawback of the use of PWMs is the independence assumption, which forces protein-DNA complexes to be energetically uncoupled across different basepair positions. This limitation can also be overcome with the availability of additional experimental data, which comprehensively sample a protein's relative binding affinity to every possible DNA sequence. 80,81 Use of such data will enable assignment of an experimental probability to every distinct DNA sequence. Finally, we note that the approach outlined in Materials and Methods section can also be extended to the derivation of statistical potentials for protein-protein interactions and protein folding, contingent on the availability of the necessary experimental data.
Machine Learning and Energy Potentials
We have shown that improvements in the accuracy of statistical potentials do not have to come from improvements in the mathematical models (reference states), which underlie statistical potentials. Instead, by focusing on the inference process used in deriving statistical potentials, an entirely complementary approach for improving their accuracy is available. This approach uses concepts from machine learning, such as model robustness, to guide the inference of statistical potentials, and it is amenable to continual improvement as new discoveries are made in machine learning. In addition, the enhancements we describe can be applied to other types of potentials, such as physical potentials, and other molecular domains such as protein-protein interactions. 
