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摘要 : 为了提高宋词文档分类的精确性 ,本文在广泛采用的向量空间模型 (Vector space model ,VSM)的基础上 ,对分类
算法中使用的特征项做了相应的修改 ,提出了频繁关键字共现的概念. 在实验过程中 ,首先提取了宋词语料库中的关键
字 ,再利用发现关联规则的 Apriori 算法发现分类时所需要的频繁关键字共现 ,最后结合关键字和频繁关键字共现 ,利用
最邻近算法 ( KNN)对宋词文档进行风格分类. 实验结果发现 ,结合了频繁关键字共现的 VSM 可以提高对宋词风格分类
的准确度. 可见 ,频繁关键字共现确实提供了风格分类中所需的更多信息.
关键词 : 文本分类 ;向量空间模型 ; F KC2VSM ;最邻近算法 ;Apriori 算法 ;频繁关键字共现




















的诗词风格分类模型 F KC2VSM ( Frequent keyword
concurrence2based vector space model) . 该模型通过
对频繁关键字共现特征项的分析 ,改进了大多数文本
分类中采用的向量空间模型 ( Vector space model ,
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空间模型 VSM. 在该模型中 ,文档被表示成一组正交
词条向量所组成的向量空间 ,每个文档表示成其中的
一个规范化特征向量 :
V ( d) = (ω1 ,ω2 , . . . . . . ,ωn) ,
其中ωi 为向量空间中第 i 个特征项在文本 d 中的权
重. 计算特征权值ω的一种方法是 TFIDF[4 ] . 第 i 个特
征项的 TFIDF 值定义如下 :
ωi = TF i 3 log ( N/ DF i ) ,
其中 TF i 为第 i 个特征项在文本 d 中出现的频数 , N 为
全部训练文档的总数 ,DF i 为包含特征项 t i 的文档数.
为了降低高频特征对低频特征的过分抑制 ,在实验中











库中的 20 000 余首宋词进行预处理. 考虑到古代汉语
中多单字词的特点以及风格表现时的整体性 ,同时为
了解决数据挖掘过程中可能会碰到的数据稀疏的问




定义 1 　以句号、感叹号和问号作为分隔符 ,将文
档集合中的文档表示成一系列字符串的集合 ,每个字
符串在文档处理过程中被称为“句子”.
根据定义 1 ,在文档的预处理阶段 ,从每篇宋词作
品的起始字符开始 ,抽出文档中除了句号、感叹号和问
号的标点符号. 这样每篇文档就表示成以句号、感叹号
或问号结尾的“句子”的集合. 在处理结束后 ,20 000
余首宋词作品转化成“句子”的集合.
在这 20 000 余首宋词作品中挑选豪放和婉约风
格的典型代表共 564 首 ,随机选取其中的 403 首作为








法主要有 :文档频率 DF (Document f requence) 、互信
息 MI(Mutual information) 、χ2 统计和信息增益














法[6 ] 计算语料库中的频繁关键字共现项 ,算法中定义
了支持度的概念 :






对于 KC 中的每个关键字共现项 , 首先计算其支
持度 s. 给定一个最小支持度 min_sup ,利用 Apriori 算
法计算出语料库中的频繁关键字共现集.
算法具体步骤描述如下 :
(1) 定义程序的最小支持度 min_sup ,并将语料库
中的文档表示成关键字共现的集合 ;
(2) 利用 Apriori 算法计算出语料库中的频繁关
键字共现集 T0 ;
(3) 对 Πti , t j ∈T0 ,如果 ti Α t j ,则从 T0 中将 ti 删
除 ,合并后得到的集合记为 T1 ;




ω1 ,ω2 , ⋯,ωm 的特征向量 ,其中ωi 表示每个特征项
的权重. 特征项的权重采用 TFIDF 公式进行计算. 考
虑到本文处理中使用的特征项除了关键字以外 ,还包
含频繁关键字共现 ,因此 ,本文对 TFIDF 公式进行了
部分修改 ,修改后的 TFIDF 的计算公式如下 :
TFIDF i = TF i 3 log ( N/ DF i ) 3 log (NUM i ) ,
·24· 厦门大学学报 (自然科学版) 　　　　　　　　　 　　　　　　　　　2008 年
其中 TF i 为频繁关键字共现 t i 在文档中出现的频数 ,
N 为训练集中的文档总数 ,DF i 为训练集中包含特征
项 t i 的文档数 , NUM i 表示频繁关键字共现中包含的
字单元的个数. 为了降低高频特征对低频特征的过分
抑制 ,在实验中计算权值时还对 TFIDF 值做了 L 2 规
范化处理 :
TFIDF i =




TF j 3 log ( N/ DF j ) 3 log (NUM j ) 2
.
2. 6 　分类算法
本文采用 KNN ( K2nearest neighbor) 算法[7 ] 对宋




档的相似度 ,并从中挑选与其最相近的 K 个最相似文
本. 相似度的计算公式[ 8 ] 为













其中 di 表示训练集中的某个文档 , d j 表示待分类的测
试文档 , M 为特征向量的维数 , w ik 和 w jk 分别表示向
量 d i 和 d j 的第 k 维.
(3) 在每个测试文本的 K 个近邻中 ,依次计算每
类文档的权重 ,计算公式为
p ( X , Cn) = ∑
m
i = 1
Sim ( X , di ) / m ,
其中 X 表示待测试的某个文档 , Cn 表示某个类别 , di
是 K个近邻中属于类 Cn 的向量 , m为 K个近邻中属于
类 Cn 的文档数目.
(4) 将测试文档 X 归入 p ( X , Cn) 最大的类中.
表 1 　实验结果








关键字的 VSM 86. 30 95. 45 94. 03 89. 36 90. 00 92. 30




题 ,在实验的过程中 ,对数据库中存在的 20 000 余首
宋词作品进行关联规则挖掘 ,通过对每个关键字的挖
掘产生出频繁关键字共现.





试集 ,对实验结果进行测试. 在实验中 ,训练集中包含
403 首宋词作品 ,测试集中包含 161 首宋词作品.
3. 2 　性能评价
假设欲归类文档集合为 D ,其中包含 M 类文档 :
C1 , C2 , ⋯, Cn . 为了评价分类效果 ,本文采用了最常用
召回率 R (Recall) 、准确率 P( Precision) 和 F1 评价作
为基本测试指标 , Ci 类文档的召回率 R i 、准确率 Pi 和










2 3 R i 3 Pi
R i + Pi
.
其中 N Ci 为测试集中被专家认为是 C i 类的文档数目 ;
N Pi 为测试集中分类器认为是 C i 类文档的数目 ; N CP i
为测试集中专家和分类器共同认为是 C i 类文档的数
目.
3. 3 　实验结果
为了说明 F KC2VSM 在文档风格分类中的有效
性 ,本文比较了仅使用关键字的 VSM 与使用 F KC2
VSM 的实验结果 ,以此来体现频繁关键字共现对风格
分类的影响. 表 1 为两者的召回率 ( R) 、准确率 ( P) 和
F1 的值.
3. 4 　结果分析
由表 1 可以发现 ,使用了 F KC2VSM 后在宋词风




通过实验数据可以发现 ,使用了 F KC2VSM 的分
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类器由于提供了更多的分类信息 ,其 R 值明显提高 ,
也就是说机器和专家判别结果一致的文档数目增加
了 ,这归功于 F KC2VSM 部分模拟了人在风格判别中


















但 F KC2VSM 所提供的只是字面意义上的分类
依据 ,毕竟文学作品的风格分类是一类特殊的分类问

















在今后的研究过程中 ,计划在 F KC2VSM 的基础
上引入这些分量 ,研究其对文学作品风格分类的影响.
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Frequent Keyword Concurrence2Based Vector Space Model
for Chinese Poetry Style Analysis
WU Chun2long ,ZHOU Chang2le 3
(MAC Lab ,School of Information Science and Technology ,Xiamen University ,Xiamen 361005 ,China)
Abstract : The paper presented a new concept called f requent keyword concurrence2based vector space model ( F KC2VSM) . F KC2
VSM had proved to be effective in promoting the accuracy of Chinese poems’ style classification. Frequent keyword concurrences could
be found out by one of data mining technologies called Apriori algorithm. After detecting frequent keyword concurrences ,we used
KNN algorithm to classify different poems’ style. Combining keywords and f requent keyword concurrences , KNN algorithm performed
better than that without f requent keyword concurrences. In a word ,af ter the int roduction of F KC2VSM ,the result s of the experiment s
improved.
Key words : test categorization ;VSM ; F KC2VSM ; KNN ;Apriori algorithm ;keyword concurrence
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