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The Brillouin flow is considered to be the prevalent state in many electron devices that 
operate with a crossed electric and magnetic field, including magnetrons. An investigation of 
equilibrium and stability of the Brillouin flow is undertaken in this thesis, motivated by simulations 
of the novel magnetron device, the Recirculating Planar Magnetron (RPM). These simulations 
showed faster startup in the inverted configuration (cathode on outside, anode on inside) when 
compared to the conventional configuration (cathode on inside, anode on outside). This thesis first 
examines the equilibrium properties of the Brillouin flow for both planar and cylindrical 
geometries, and discovers new relations between the vector potential, scalar potential and electron 
velocity that mirror the Buneman-Hartree (B-H) and Hull Cutoff conditions. Additionally, the 
difference in the B-H condition in cylindrical magnetrons between the single particle orbit model 
and the Brillouin flow model is also discovered. The B-H condition derived from the Brillouin 
flow model shows a better match to simulation and experiment of relativistic magnetrons than the 
single particle model B-H condition.  
The stability of the equilibrium Brillouin flow is next studied by perturbation analysis. The 
perturbation fields are matched to the vacuum field solution to find the complex eigenvalue 
frequency. The first focus is on smooth-bore magnetrons. Analysis of a planar magnetron recovers 
the familiar diocotron-like instability growth. The Brillouin flow instability growth rate is found, 
for the first time, to be enhanced in the inverted cylindrical magnetron and decreased in the 
conventional cylindrical magnetron, relative to the planar magnetron. This shows that the negative 
mass effect on a thin electron beam in a cylindrical crossed-field device is not eliminated by the 
significant intrinsic velocity spread associated with the velocity shear in the Brillouin flow. A 
slow-wave structure (SWS) is then added to the anode, which introduces a resonance between the 
wave on the slow-wave circuit and electrons. The space harmonics in the vacuum electromagnetic 
fields and within the flow are included in the analysis, also for the first time. The result is that the 
real part of the eigenvalue frequency closely matches the cold tube circuit frequency. The growth 
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of the instability is slightly higher for the conventional magnetron, compared to the inverted 
magnetron, unlike the smooth-bore anode. The resonant instability appears to be dominant over 
the negative mass instability when a SWS is added to the anode. 
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1.1 Overview of magnetrons 
Radio wave detection of vehicles, commonly known as radar, arose as a military concept 
in the 1930s [1]. Radar was initially implemented using linear beam devices, such as klystrons, 
which were limited in current by the need to focus an electron beam down a drift tube [2]. A 
crossed-field device, which operates with an electric field and magnetic field orthogonal to each 
other, such as the split-anode magnetron in the early days, did not require this precision focusing. 
However, it suffered from low efficiency and power [3], [4]. Research focused on merging the 
desirable properties of the magnetron and the klystron led to the development of the cavity 
magnetron shortly before the outbreak of World War II. This device produced significantly more 
power than its contemporary competitors, and was quickly incorporated into radar systems for the 
war [2]. Magnetrons have been a staple of microwave production ever since. 
At its most basic, the magnetron is a highly efficient vacuum electronic device that converts 
potential energy into radio frequency (RF) energy. In practice, it is considerably more complex. 
Magnetrons are much more difficult to analyze than linear beam devices, which utilize a well-
characterized injected beam [5], [6]. One of the fundamental difficulties in analyzing magnetrons 
is that the cathode is part of the interaction circuit. The electron orbits in the interaction region 
cannot be well characterized due to presence of other electrons in the interaction region, which 
have a highly irregular space charge distribution. In contrast, the electron beam in linear beam 
devices such as klystrons and traveling wave tubes can be analyzed with or without the effects of 
space charge, to a high degree of accuracy. Magnetrons typically operate in the space-charge 
limited regime, where electron orbits show strong positional dependence in their velocity. The 
multitude of velocities in the electrons that exist within the magnetron interaction region gives rise 
to the ability to produce RF power at multiple modes based on the interaction circuit. As if that 
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were not enough, much work on magnetrons and their close relatives, the crossed-field amplifiers, 
is done by commercial entities or the military, making open, public literature scarce. 
Despite the hurdles in their analysis, magnetrons are widely used. The initial properties 
that made magnetrons the focus of research in the 1940s, namely high power and high efficiency, 
continue to hold true today [7]. Radar detection for national defense is a major application of 
magnetrons. The high efficiency of non-relativistic magnetrons, whose operating voltage is far 
lower than the relativistic regime, has led to consumer use as well. The magnetron within the 
household microwave oven operates at ~70% efficiency [7]. In the industrial scale, large 
magnetron microwaves pre-cook foods like bacon at an even higher efficiency, almost 90% [7]. 
Magnetrons are always an option for microwave production for anything requiring RF power, such 
as weather radar, medical devices, plasma processing, and non-intrusive scanning. The usage of a 
magnetron over other vacuum electronics or solid state devices depends on factors like cost, 
weight, efficiency and required power. 
1.1.1 Basic Operation of Magnetrons 
The process for conversion of direct current (DC) power into RF power can be visualized 
using a single electron. The electron is emitted from the cathode of a magnetron and accelerated 
toward the anode due to the applied potential between the anode and cathode as shown in Figure 
1.1. The region between the anode and cathode is called the AK gap. The external magnetic field 
𝐵𝐵0, pointing out of the plane of the paper, deflects the electron and prevents it from reaching the 
anode. This process is referred to as magnetic insulation. The condition for magnetic insulation is 
called the Hull cutoff condition. There are two models for electron motion in crossed electric and 
magnetic fields in the limit that electrons are emitted until the electric field at the cathode is zero 
(the space-charge limit). The first is the single particle orbit model, in which an electron executes 
a cycloidal orbit as shown in Figure 1.1. It is also known as the “multi-stream” model because of 
the crossing of cycloidal orbits, and will be used for this section. The second is the Brillouin flow 
model, which is a laminar shear flow without orbital crossing. It is also called the “single-stream” 
model. Both will be discussed in more detail in Section 1.2. 
In Figure 1.1, the magnetron has not started to produce RF so it is said to be non-oscillating. 
Magnetrons may operate as microwave oscillators which produce RF at a specific frequency 
without any external signal. In the non-oscillating magnetron (Figure 1.1), the electron executes 
cycloidal orbits due to the crossed electric and magnetic fields, without any perturbation due to the 
3 
 
RF fields. The transition from a non-oscillating state to an oscillating state is known as startup, a 
process that is still not fully understood to this day. This thesis in part addresses this problem. 
 
Figure 1.1: An electron in a non-oscillating magnetron, demonstrating magnetic insulation [8]. 
 
Figure 1.2: Two test electrons, A and B, in an oscillating magnetron, demonstrating synchronous 
interaction [8]. The RF electric field is shown as dashed lines. 
 Figure 1.2 shows an oscillating magnetron, with the electric field of the RF shown as 
dashed lines with arrows to indicate direction. The eight cavities in the diagram each support a 
Cathode 
Anode 
V 
+ 
_ 
𝐵𝐵�⃗ 0 
𝐵𝐵�⃗ 0 
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mode. They communicate with each other by means of a propagating wave along the anode. The 
phase advance of the RF electric field from one cavity to another (in radians) is used to designate 
the operating mode. Figure 1.2 shows the π-mode where the phase of the RF field advances by π 
per cavity. The azimuthal mode number is the number of 2π phase shifts, or RF wavelengths, that 
occur across the anode. For π-mode, the azimuthal mode number is the number of cavities divided 
by 2, which is 4 in the example here. The purpose of the cavities is to slow down the phase velocity 
of the RF wave, so that it can be matched to the velocity of the electrons in the magnetron to ensure 
continuous synchronous interaction between the electrons and the circuit wave. A structure that 
results in a slower RF phase velocity is a slow-wave structure (SWS), while the absence of a SWS 
is referred to as a smooth-bore anode. The matching of velocities results in synchronous interaction 
between the electron and the RF, which is known as the Buneman-Hartree (B-H) condition. 
 Two electrons are shown in Figure 1.2. Electron B is synchronous with the favorable phase 
of the slowed RF wave. This electron is slowed by the electric field of the RF, which transfers 
energy from the electron to the RF wave. The decrease in velocity also decreases the Lorentz force, 
and electron B is unable to return to the cathode. The electron and the RF are co-moving, so the 
process continues until the electron reaches the anode, which will occur despite magnetic 
insulation (in the DC state). By the time electron B reaches the anode, the difference between the 
applied potential energy and the electron’s final kinetic energy has been transferred to the RF. 
Electron A in the unfavorable phase of the RF wave. It is accelerated by the RF electric field, 
which results in increased velocity. The Lorentz force increases, and electron A is returned to the 
cathode. Overall, the electrons that would take energy from the RF (electron A) are quickly 
removed, while electrons that would give energy to the RF (electron B) remain in the system for 
longer, leading to a net gain of RF energy from the initially applied DC voltage. Since electrons 
like A, which are in the (unfavorable) accelerating phase of the RF electric field, are removed, 
electron spokes are formed in every other cavity for the π-mode. A simulation of an oscillating 
magnetron in the π-mode is shown in Figure 1.3, where spokes in every other cavity can be seen. 
This simulation was performed using MAGIC, which is a fully electromagnetic particle-in-cell 
(PIC) finite-difference, time-domain code. 
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Figure 1.3: 2D simulation of oscillating magnetron in the π-mode of a 6-cavity magnetron, 
performed using MAGIC particle-in-cell (PIC) code [9]. Note the irregularities of an electron 
orbit. 
In addition to producing microwaves from oscillation, the basic design of a magnetron also 
lends itself to amplifying an external signal. These devices are known as crossed-field amplifiers 
(CFAs), the first of which was a modified magnetron [7]. CFAs tend to have low gain, usually not 
more than 15 dB, which is low compared with traveling wave tube amplifiers and klystron 
amplifiers, but they retain the high efficiency and high power characteristic of magnetrons [10].  
1.1.2 Types of Magnetrons 
The magnetrons shown in Figure 1.1 through Figure 1.3 are conventional magnetrons. The 
convention, followed by the vast majority of magnetrons, is that the cathode is in the center of the 
device and the anode is on the outside, as shown in Figure 1.4a. A few of the many reasons that 
this geometry is the convention are as follows. This design places the grounded anode on the 
outside, instead of the negatively biased cathode. For thermionic cathodes, which operate at very 
high temperatures, the cathode is smaller and easier to heat, in addition to being shielded from the 
rest of the assembly by the anode. External cooling of the anode is also more readily achieved due 
to the large anode volume and ease of access. Extraction of RF happens at the cavities, which are 
more accessible with the anode on the outside. 
The inverted magnetron (Figure 1.4b) has the cathode on the outside and the anode in the 
center, in an inversion of the conventional magnetron design and is thus named. This design allows 
for higher current, due to the larger cathode area. It also requires less magnetic field for magnetic 
insulation, since the centrifugal force aids in returning electrons to the cathode. The planar 
magnetron is shown in Figure 1.4c. This design lacks the recirculation of electrons that can make 
Spoke (1 of 3) 
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the cylindrical devices efficient. For all geometries, there is an external magnetic field and an 
applied voltage between the anode and cathode, as shown by the electric field. Virtually all 
deployed magnetrons are in the conventional magnetron configuration (Figure 1.4a). 
 
 
Figure 1.4: The geometry of (a) conventional magnetron, (b) inverted magnetron, and (c) planar 
magnetron. All include a slow-wave structure on the anode. 
A new device, the recirculating planar magnetron (RPM) has been recently conceived, 
designed, and tested at the University of Michigan [11]–[14]. This device consists of two planar 
magnetron sections joined together by cylindrical drift regions as shown and labeled in Figure 1.5. 
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The RPM has two major advantages over traditional magnetrons. It has a much larger cathode 
surface area, allowing for higher current and better thermal management. The volume of the device 
increases linearly with the number of cavities, instead of to the squared power in conventional 
magnetrons, reducing the magnetic field requirement [11], [14]. Work is also underway at UM to 
make a CFA based on the RPM design [15], [16].  
 
Figure 1.5: The recirculating planar magnetron prototype (RPM-12a) at the University of 
Michigan [14] 
 
Figure 1.6: PIC simulation of the RPM in the inverted configuration performed using MAGIC 
(PIC code) [12] 
Early simulations of the RPM were performed with both conventional magnetron (cathode 
on the inside, anode on the outside) and inverted magnetron (anode on the inside, cathode on the 
outside) configurations, using the PIC code MAGIC. Faster magnetron startup was observed for 
the inverted configuration, which exhibited distinct bunching in the cylindrical sections very early 
in simulation time as shown in Figure 1.6 [11], [12]. The negative mass effect, which will be 
discussed in Section 1.3, was identified as a possible source of instability that could lead to faster 
Cylindrical bend 
(drift region) 
Planar section 
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startup. To date there has been no existing literature on the negative mass effect in cylindrical 
Brillouin flow (discussed in Section 1.2.2), which is a laminar shear electron flow with no orbital 
crossing, and is considered as the prevalent flow in crossed-field devices [17], [18]. This prompted 
the research that forms the basis for this thesis. Contained herein is a comprehensive analysis of 
the steady state equilibria and their small signal instabilities in the Brillouin flow for conventional, 
inverted and planar geometry with both smooth-bore and slow-wave structure anodes. 
1.2 Electron motion in a crossed-field device 
Electron motion in a crossed-field device is traditionally described by one of two basic 
models of orbits. The first is a “multi-stream model” where electrons undergo cycloidal orbits 
(which cross each other). The second is the “single stream model” where the electrons form a 
laminar flow, known as Brillouin flow. The model that is closest to the motion of electrons within 
real, physical crossed-field devices has been a source of controversy for many years [5], which 
still yields new, unexpected results as shown in this thesis.  
1.2.1 Single particle cycloidal orbit 
In the absence of space charge, individual electrons will undergo cycloidal orbits in 
crossed-field devices as long as the applied magnetic field is large enough to insulate them from 
the anode (Figure 1.7). These orbits provide basic information about the operation of magnetrons, 
which will be discussed in section 1.2.3.  
 
Figure 1.7: Diagram of single particle orbit in a crossed-field device. 
An electron emitted from the cathode is accelerated toward the anode by electric field due 
to the applied voltage differential between the anode and cathode. The electron velocity is 
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perpendicular to the constant external magnetic field, ?̂?𝑧𝐵𝐵0, so the Lorentz force also acts upon the 
electron. The result is a cycloidal orbit, shown in red in Figure 1.7, where 𝑉𝑉0 is the applied voltage, 
𝐸𝐸0 is the electric field due to 𝑉𝑉0, 𝐵𝐵0 is the external magnetic field, and D is the distance between 
the anode and cathode (AK gap width). In a non-relativistic description, the electron motion is 
described in general by the Lorentz force equation, broken into 𝑥𝑥� and 𝑦𝑦� components, 
 
𝑚𝑚
𝜕𝜕𝑣𝑣𝑦𝑦
𝜕𝜕𝜕𝜕
= 𝑒𝑒[𝑣𝑣𝑥𝑥𝐵𝐵0], (1.1) 
 
𝑚𝑚
𝜕𝜕𝑣𝑣𝑥𝑥
𝜕𝜕𝜕𝜕
= −𝑒𝑒�𝐸𝐸0 + 𝑣𝑣𝑦𝑦𝐵𝐵0�, (1.2) 
where e is the magnitude of the charge on one electron, and m is the electron mass. In the case 
pictured in Figure 1.7, and for all magnetrons analyzed in this thesis, the electrons emitted from 
the cathode are assumed to have no initial kinetic energy because the energy of the electrons due 
to the applied DC potential is much greater than the initial electron energy that results from 
emission (such as thermal). With this assumption, we can start the electrons at 𝑥𝑥 = 0 and 𝑦𝑦 = 0 at 
𝜕𝜕 = 0 and find their position as a function of time, 
 
𝑦𝑦(𝜕𝜕) = 𝐸𝐸0
𝜔𝜔𝑣𝑣𝐵𝐵0
[sin(𝜔𝜔𝑣𝑣𝜕𝜕) −𝜔𝜔𝑣𝑣𝜕𝜕], (1.3) 
 
𝑥𝑥(𝜕𝜕) = 𝐸𝐸0
𝜔𝜔𝑣𝑣𝐵𝐵0
[cos(𝜔𝜔𝑣𝑣𝜕𝜕) − 1], (1.4) 
where 𝜔𝜔𝑣𝑣 = 𝑒𝑒𝐵𝐵0/𝑚𝑚 is the electron cyclotron frequency and 𝐸𝐸0 is negative (Figure 1.7). These 
equations show that an electron emitted from the cathode will return to the cathode (if it does not 
reach the anode) with a period of 𝑇𝑇 =  2𝜋𝜋/𝜔𝜔𝑣𝑣 seconds. The average velocity over one period for 
the electron in the 𝑦𝑦� direction is simply 〈𝑣𝑣𝑦𝑦〉  = |𝐸𝐸0|/𝐵𝐵0, the 𝐸𝐸 × 𝐵𝐵 drift velocity. 
1.2.2 Brillouin flow 
Brillouin flow is a laminar electron flow, shown schematically in Figure 1.8. The region of 
Brillouin flow within a magnetron is referred to as the Brillouin hub, extending from the cathode 
to a “hub height,” 𝑥𝑥𝑢𝑢. Electrons within the Brillouin hub are assumed to be traveling parallel to the 
cathode. The electrons are emitted from the cathode with zero net energy, which is assumed to be 
true for all electrons in the Brillouin flow. These two requirements, along with the space-charge 
limited nature of the flow (electric field goes to zero on the cathode surface), are sufficient to 
determine all of its properties. In Figure 1.8 W is the height of the vacuum region (no electrons 
present), beyond the Brillouin hub. 
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Figure 1.8: Diagram of Brillouin flow in a crossed-field device 
Brillouin flow is an equilibrium steady state, so there is no net force on any electron. For 
non-relativistic flow, in which the self-magnetic field is negligible, the Lorentz force equations 
simply becomes 
 𝑣𝑣𝑦𝑦(𝑥𝑥) = −𝐸𝐸0(𝑥𝑥)/𝐵𝐵0. (1.5) 
The conservation of energy equation gives, 
 12𝑚𝑚𝑣𝑣𝑦𝑦2 = 𝑒𝑒𝜙𝜙(𝑥𝑥), (1.6) 
where 𝜕𝜕𝜙𝜙(𝑥𝑥) 𝜕𝜕𝑥𝑥⁄ = −𝐸𝐸0. Gauss’s law is used, where 𝑛𝑛0 is the electron density and 𝜖𝜖0 is the 
permittivity of free space, 
 𝜕𝜕𝐸𝐸0
𝜕𝜕𝑥𝑥
= −𝑒𝑒𝑛𝑛0
𝜖𝜖0
. (1.7) 
These equations can be solved to yield the Brillouin flow solutions, 
 𝜔𝜔𝑝𝑝2 = 𝜔𝜔𝑣𝑣2, 𝑣𝑣𝑦𝑦(𝑥𝑥) = 𝜔𝜔𝑣𝑣𝑥𝑥, 𝑥𝑥𝑢𝑢 = 𝐷𝐷 �1 −�1 − 2𝑉𝑉0 𝜔𝜔𝑣𝑣𝐵𝐵0𝐷𝐷2⁄ �. (1.8a,b,c) 
The plasma frequency (for the non-neutral Brillouin flow) is defined as 𝜔𝜔𝑝𝑝2 = 𝑒𝑒2𝑛𝑛0/𝜖𝜖0𝑚𝑚. From 
Eq. (1.8b), we can see that velocity increases linearly throughout the Brillouin hub, and that density 
is constant, determined solely by the external magnetic field by Eq. (1.8a). Thus, once 𝐵𝐵0,𝑉𝑉0, and 
D are fixed, the Brillouin flow is completely specified: the electron density is given by Eq. (1.8a), 
the velocity profile by Eq. (1.8b), and the spatial extent of the Brillouin hub 𝑥𝑥𝑢𝑢 by Eq. (1.8c). 
Chapter 2 of this thesis contains a more comprehensive derivation of the planar Brillouin flow and 
the cylindrical Brillouin flow, including fully relativistic treatment. 
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 The relationship between the cycloidal orbit model and the Brillouin flow model was 
examined by Slater [17] in the space-charge limited regime, where the cathode surface electric 
field is zero. These cycloidal orbits are known as Slater orbits and they have multiple forms. When 
an electron released from the cathode executes N cycloidal hops in its journey to the maximum 
excursion (when not hitting the anode) before returning to the cathode, this orbit is called the Nth 
Slater orbit (N = 1, 2, 3…). At the top of each cycloidal hop, virtually all the electron’s velocity is 
tangent to the cathode. All Nth order Slater orbits reach the same maximum excursion into the AK 
gap, and the N = 1 Slater orbit resembles that shown in Figure 1.7. The Brillouin flow is the 
collection of Nth Slater orbits with N→∞. Slater also made the important and far-sighted claim 
(before any particle-in-cell simulations) that the most likely state in space-charge limited crossed-
field flows is the Brillouin flow, corresponding to N→∞, in which the electrons have only velocity 
tangential to the cathode.  
 
Figure 1.9: The first particle-in-cell simulation results of a magnetron [19], [20]. Brillouin flow 
is demonstrated at the early time on the left, spoke formation is shown at the later time on the 
right. 
 Palevski’s magnetron simulation work, using a particle-in-cell (PIC) code, [19], [20] , 
shown in Figure 1.9, was the first to demonstrate that the Brillouin flow was the preferred state for 
electrons. The image on the left shows a relatively constant density at 5ns, which corresponds to 
Brillouin flow in an equilibrium state. The image on the right shows bunching and spoke formation 
at 15ns. Spokes consist of electrons that are in phase and synchronous with the RF. The electrons 
within the spoke reach the anode and give up energy to the RF (the same mechanism illustrated by 
electron B in Figure 1.2). Christenson further showed that, in simulation, the cycloidal orbits would 
collapse from a small resistivity in the external circuit or a minute AC perturbation on the DC 
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applied voltage [18], [21], [22]. The resulting electrons were deemed to be in a near-Brillouin state; 
Brillouin flow with a mild turbulent background superimposed. 
1.2.3 Operating conditions for magnetrons 
Magnetrons require two conditions to operate [7], [17]. The first is magnetic insulation, 
meaning that the electrons emitted from the cathode are turned back by the magnetic field before 
they reach the anode (the electron in Figure 1.7 is magnetically insulated). The relation between 
the magnetic field and voltage at which electrons just graze the anode is called the Hull cutoff 
condition [23]. The second condition is synchronism of the electron velocity and the RF phase 
velocity of the circuit mode, which was described in Section 1.1.1. The electrons must be able to 
interact with the RF wave in order to give up energy to it. The operating parameters at which 
synchronism starts to occur are known as the Buneman-Hartree condition [17], [24]. 
For both planar and cylindrical geometry, the Hull cutoff and Buneman-Hartree condition 
are most easily visualized in normalized units, 
 
𝑉𝑉� = 𝑒𝑒𝑉𝑉
𝑚𝑚𝑐𝑐2
, 𝐵𝐵� = 𝑒𝑒𝐵𝐵𝐷𝐷∗
𝑚𝑚𝑐𝑐
, 𝐷𝐷∗ = |𝑟𝑟𝑣𝑣2 − 𝑟𝑟𝑣𝑣2|2𝑟𝑟𝑣𝑣 , 𝛽𝛽 = 𝑣𝑣𝑝𝑝ℎ𝑐𝑐 , (1.9) 
where m is the rest mass of electrons, c is the speed of light in a vacuum, 𝐷𝐷∗ is the normalized AK 
gap separation, 𝑟𝑟𝑣𝑣 is the cathode radius, 𝑟𝑟𝑣𝑣 is the anode radius, and 𝑣𝑣𝑝𝑝ℎ is the RF circuit phase 
velocity at the anode. The planar limit is obtained by letting 𝑟𝑟𝑣𝑣 → ∞, 𝑟𝑟𝑣𝑣 → ∞ but |𝑟𝑟𝑣𝑣 − 𝑟𝑟𝑣𝑣| = 𝐷𝐷 is 
a constant, and 𝐷𝐷∗ becomes D, the AK gap separation. In these units, the single particle Hull cutoff 
for both planar and cylindrical geometry is given by, in the relativistically correct theory [25], 
 𝐵𝐵� = (2𝑉𝑉� + 𝑉𝑉�2)12. (1.10) 
The Hull cutoff expresses the required normalized magnetic field in terms of the applied voltage. 
The single particle Buneman-Hartree condition is, in the relativistically correct theory [25], 
 𝑉𝑉� = 𝐵𝐵�𝛽𝛽 − 1 + (1 − 𝛽𝛽2)12. (1.11) 
The Buneman-Hartree condition depends on the mode of magnetron operation, which has a 
normalized RF circuit velocity 𝛽𝛽 at the anode. Both these conditions are shown in Figure 1.10. 
The Hull cutoff is the upper line, the Buneman-Hartree condition is the lower line, and the region 
between them is where magnetrons operate. The Buneman-Hartree curve in Figure 1.10 is a 
straight line, always tangent to the Hull cutoff curve. The point of tangency is (𝐵𝐵� ,𝑉𝑉�) = (𝛽𝛽𝛾𝛾, 𝛾𝛾 − 1) 
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where 𝛾𝛾 = (1 − 𝛽𝛽2)−1/2 [25]. Note that Figure 1.10 applies to all operating modes of a magnetron. 
Different operating modes will have different normalized circuit velocity 𝛽𝛽. 
The above results are obtained by the single particle orbit model (Figure 1.7). For the 
Brillouin flow model, the Hull cutoff condition is 𝑥𝑥𝑢𝑢 = 𝐷𝐷, i.e. the Brillouin hub just barely touches 
the anode surface. The Buneman-Hartree condition becomes 𝑣𝑣0(𝑥𝑥𝑢𝑢) = 𝑣𝑣𝑝𝑝ℎ, i.e., the circuit wave’s 
phase velocity and the electron flow velocity are synchronized at the top of the Brillouin hub. 
 
Figure 1.10: The Hull cutoff, Buneman-Hartree condition, and magnetron operation region 
according to the single particle orbit model, in normalized units. 
In the planar geometry, both the single particle orbit and Brillouin models yield the same 
Hull cutoff and Buneman-Hartree conditions. The Hull cutoff remains the same for the two models 
for cylindrical geometries as well.  For the Buneman-Hartree condition, the Brillouin flow model 
produces a different parameter space of operation than the single particle model for the cylindrical 
magnetrons [25]. In the Brillouin flow model, conventional magnetrons show a larger parameter 
space of operation and inverted magnetrons show a more restricted parameter space of operations 
when compared to the single particle orbit model, whose geometry effect is minimal (Figure 1.10). 
This effect will be covered in detail in the latter half of Chapter 2, where it is shown to provide an 
interpretation of anomalies observed in experiments and simulations on relativistic magnetrons. 
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1.3 Prior studies of instabilities in crossed-field devices 
The stability of crossed-field flows has been studied extensively. It has also been compared 
with electron beam instabilities in other vacuum electronic devices such as the gyrotron and 
orbitron and particle accelerators such as the cyclotron and synchrotron. The investigation of 
instabilities has been a fundamental part of crossed-field research as they are closely related to 
electron crossed-field transport in general and to the starting mechanism for the magnetron 
oscillator in particular.  Many of the studies were restricted to the planar geometry in which the 
important “negative mass effect” described in Section 1.3.2 below is absent. The stability of 
cylindrical Brillouin flow was rather insufficiently studied and this thesis focuses on this task. 
This section reviews the two basic instabilities in crossed-field flows, the diocotron 
instability [26]–[28] and the negative mass instability [29], [30]. The negative mass instability is 
also known as the cyclotron maser instability in the presence of synchronous interaction with a 
waveguide mode [5]. Both types can be accounted for by the same small signal theory, although 
the physical mechanisms behind them are quite different [31]. The diocotron instability has been 
previously shown in planar Brillouin flow, while this thesis will show the negative mass effect in 
cylindrical Brillouin flow, including the important effects of the slow-wave structure. 
1.3.1 Diocotron instability 
The diocotron instability is one of the most prevalent instabilities in non-neutral plasmas, 
and was the first to be discovered from early magnetron research. The diocotron instability has 
long been considered as the mechanism for magnetron startup (i.e., from the non-oscillating state 
to full oscillation which generates RF), and as a possible cause for magnetron noise. It dominates 
in low density and low voltage situations, but can be stabilized by relativistic effects [32]. The 
diocotron instability is caused by DC space charge. The self-fields of electrons within an 
equilibrium electron flow cause a velocity gradient in the 𝐸𝐸 × 𝐵𝐵 drift. This velocity gradient, or 
shear, is a fundamental characteristic of the diocotron instability. For this reason, it has been 
compared to the Kelvin-Helmholtz instability in hydrodynamics [33]. An analysis of a thin, but 
finite, electron beam in equilibrium 𝐸𝐸 × 𝐵𝐵 drift will show that the diocotron and Kelvin-Helmholtz 
instabilities (KH) have the same growth rate, as follows.  
The growth rate 𝜔𝜔𝑖𝑖 for KH in a thin sheet across which there is a flow velocity difference 
of Δ𝑣𝑣 is given by [5], [33] 
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𝜔𝜔𝑖𝑖 = 12 𝑘𝑘Δ𝑣𝑣, (1.12) 
where k is the wavenumber in the direction of the flow. In equilibrium, the 𝐸𝐸 × 𝐵𝐵 drift velocity of 
an electron in an electron sheet is simply 𝐸𝐸/𝐵𝐵. Because of the beam’s space charge, there is a 
velocity differential given by Δ𝑣𝑣 = ΔE 𝐵𝐵⁄ = (𝜎𝜎/𝜖𝜖0) 𝐵𝐵⁄  where σ is the surface charge density of 
the electron sheet (in 𝐶𝐶/𝑚𝑚2). Using this Δ𝑣𝑣 in Eq. (1.12), the KH growth rate becomes 
 
𝜔𝜔𝑖𝑖 = 12 𝑘𝑘𝑘𝑘 𝜔𝜔𝑝𝑝2𝜔𝜔𝑣𝑣  (1.13) 
where τ is the beam thickness (assuming 𝑘𝑘𝑘𝑘 ≪ 1) and 𝜔𝜔𝑝𝑝 is the electron plasma frequency 
associated with the beam density 𝑛𝑛0 (𝑒𝑒𝑛𝑛0𝑘𝑘 = 𝜎𝜎). This growth rate is identical to the long 
wavelength limit of the diocotron instability on an electron sheet [5], [28]. 
 The diocotron instability is also present in thick electron beams, which occupy a significant 
fraction of the AK gap (Figure 1.8). Buneman, Levy and Linson covered this topic in their 1966 
paper [34]. They found that the strength of the diocotron instability in the non-relativistic regime 
is dependent on the factor 𝑞𝑞 ≡ 𝜔𝜔𝑝𝑝2/𝜔𝜔𝑣𝑣2. The dispersion relationship for an electron beam in contact 
with the cathode is given by 
 (𝜔𝜔 − 𝑘𝑘𝑣𝑣0)
𝜔𝜔𝑣𝑣
≅ �−
𝑞𝑞2 − 𝑞𝑞24 + 0.2𝑞𝑞3� + 𝑖𝑖 �𝑞𝑞𝜋𝜋2𝑒𝑒 − 0.13𝑞𝑞2� 𝑒𝑒−2/𝑞𝑞 . (1.14) 
where 𝜔𝜔 is the complex eigenfrequency, 𝑣𝑣0 is the maximum electron velocity in the shear flow, 
and e = 2.718. Brillouin flow occurs at 𝑞𝑞 = 1, as described in Eq. (1.8a). In this limit, Eq. (1.14) 
becomes 
 (𝜔𝜔 − 𝑘𝑘𝑣𝑣0)
𝜔𝜔𝑣𝑣
≅ −0.55 + 0.06𝑖𝑖. (1.15) 
The addition of relativistic effects causes a decrease in growth rate of the diocotron instability with 
increasing relativistic energy [32], [35]. Instability in planar Brillouin flow will be covered in more 
detail in Chapter 3. 
1.3.2 Negative mass instability 
The negative mass instability is a cylindrical effect wherein an azimuthal force applied to 
an object causes a change in azimuthal velocity in the opposite direction of the force, as though 
the mass were negative in the force equation. This term was first used by Maxwell to explain why 
the rings around Saturn stayed in equilibrium instead of coalescing as a result of gravitational 
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attraction [36], [37]. For a ring of electrons experiencing Coulomb repulsion due to a perturbation, 
the negative mass instability causes azimuthal bunching and a growth of the initial perturbation. 
The negative mass instability was predicted in circular accelerators [29], [30]. For a rotating 
electron beam subject to a radial electric field (𝐸𝐸0) and axial magnetic field (𝐵𝐵0), the ratio of the 
electric force to the centripetal force governs whether the effective mass of an electron is negative 
or positive. This term will be defined through [38] 
 
ℎ = 𝑒𝑒𝑟𝑟𝐸𝐸0
𝑚𝑚0𝛾𝛾3𝑣𝑣0
2 , (𝑒𝑒 > 0) (1.16) 
where 𝛾𝛾 = 1/�1 − 𝑣𝑣02/𝑐𝑐2 is the relativistic mass factor associated with the electron rotation speed 
𝑣𝑣0, 𝑚𝑚0 is the electron rest mass, and r is the radius of the electron. Note from Eq. (1.16) that 𝛾𝛾2ℎ 
is the ratio of the radial electric field force to the total centripetal force. Therefore h measures the 
radial electric field, including its direction. A negative (positive) h means that the cathode is inside 
(outside) of the anode and represents a conventional (inverted) magnetron configuration. The 
effective mass is related to h by [5], [38], [39] 
 
𝑚𝑚𝑒𝑒𝑒𝑒𝑒𝑒 = −𝑚𝑚0𝛾𝛾 � 1 + 𝛾𝛾2ℎ2𝑣𝑣02/𝑐𝑐2 + 2ℎ�. (1.17) 
 
Figure 1.11: The inverse of the effective mass of a thin electron beam with γ = 2 as a function of 
h. The minimum occurs at ℎ = 1/𝛾𝛾2. At ℎ = −𝑣𝑣02/2𝑐𝑐2, 𝑚𝑚0/𝑚𝑚𝑒𝑒𝑒𝑒𝑒𝑒 = 0, i.e., 𝑚𝑚𝑒𝑒𝑒𝑒𝑒𝑒 = ∞. 
Positive Mass Negative Mass 
Inverted  
Magnetron 
Magnetron 
(1/𝛾𝛾2,−1/𝛾𝛾) (0,−𝑣𝑣02/𝑐𝑐2𝛾𝛾) 
(−𝑣𝑣02/2𝑐𝑐2, 0) 
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Figure 1.11 shows the values of h that correspond to positive and negative mass for a thin 
electron beam with γ = 2. At h = 0, the electric field is zero and the rotating electrons are in 
equilibrium due solely to the magnetic field, which corresponds to a large orbit gyrotrons in which 
the electron cyclotron motion encircles the axis of a cylindrical waveguide [5], [38]. The lowest 
value of 𝑚𝑚0/𝑚𝑚𝑒𝑒𝑒𝑒𝑒𝑒, which is always negative, occurs at ℎ = 1/𝛾𝛾2, which is where there is no 
external magnetic field, like an orbitron configuration. There is infinite effective mass (𝑚𝑚𝑒𝑒𝑒𝑒𝑒𝑒 =
∞) at ℎ = −𝑣𝑣02/2𝑐𝑐2, so any perturbations on the electron beam remain constant, neither growing 
nor decaying [39]. The inverted magnetron occupies the positive h space to the right in Figure 
1.11, while the conventional magnetron occupies the negative h space to the left, due to the 
direction of the radial electric field (positive for inverted, negative for conventional). A thin beam 
with an initial density perturbation undergoing instability due to the negative mass effect is shown 
in Figure 1.12. The growth rate of the perturbation matches closely to the predicted growth rate 
based on the analytical formulation [39]. The same simulation [39] also shows stable “positive 
mass” oscillations at h = -2, consistent with Figure 1.11. The negative mass effect seems to be 
present in the circular bends of the RPM in Figure 1.6. 
 
 
Figure 1.12: Electron beam in inverted magnetron configuration at start of a PIC simulation (left) 
and 11.5ns later (right) for h = 2, from [39] 
For thin beam devices such as the large orbit gyrotron, h is effectively constant for the 
entire electron beam. A constant h allows for an analytical solution to the dispersion relation [38], 
which has been proven accurate in comparisons with particle-in-cell simulations [39]. The 
diocotron instability appears as a second order residual instability in the analytical negative mass 
formulation for a thin beam [38], [31]. When the system is brought to the planar limit, the negative 
mass instability disappears and only the diocotron instability remains. Interestingly, finite 
thickness of the electron beam, specifically an increase in the velocity gradient across the beam, 
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leads to decreased perturbation growth and even stabilization of the negative mass instability [40], 
[41], and of the diocotron instability [42], [43].  
Cylindrical Brillouin flow has large gradients in both the electric field and electron 
velocity, leading to a substantial radial dependence of h. The interaction between the negative mass 
behavior and the effect of the large velocity shear within the Brillouin flow with and without a 
slow wave structure on the anode are questions central to this thesis, and will be covered in 
Chapters 3 and 4.  
1.4 Thesis organization 
The focus of this thesis is instabilities within the Brillouin flow. No previous studies have 
included a slow-wave structure, nor the positive/negative mass effect in rotating Brillouin flow. 
This thesis will provide a systematic study of Brillouin flow so as to understand magnetron stability 
and startup, as well as the nature of mode competition. These are known, unsolved issues in 
magnetron research. 
To that end, Chapter 2 will first cover properties of equilibrium Brillouin flow, both non-
relativistic and relativistic and both planar and cylindrical. One such property is the existence of a 
relation between the vector magnetic potential and scalar electric potential that mirrors the forms 
of the Hull cutoff and Buneman-Hartree conditions. Also in Chapter 2 is a reexamination of the 
Buneman-Hartree condition for cylindrical Brillouin flow, including, for the first time, inverted 
magnetrons. The Brillouin flow Buneman-Hartree condition compares favorably to both 
experimental and simulation data on relativistic magnetrons. In addition, analytic Brillouin flow 
and particle-in-cell simulation profiles are shown to be close matches for electric and magnetic 
field strength and electron density and velocity. Taken together, these two studies corroborate the 
notion that Brillouin flow is the dominant state before spoke formation in an operating magnetron. 
Chapter 3 contains a comprehensive examination of instabilities on the Brillouin flow in 
smooth-bore magnetron. A comparison of growth rates between conventional, inverted and planar 
magnetrons confirms the existence of the negative mass effect. The analysis in this chapter is 
electrostatic and non-relativistic, but is shown to transition into the fully electromagnetic and 
relativistic regime smoothly. Chapter 4 extends the investigation into magnetrons with slow wave 
structures. Multiple space harmonics are taken into account, and the interaction of the Brillouin 
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flow instabilities and the synchronous mode of the circuit in the slow wave structure is found to 
be dominant. Finally, Chapter 5 summarizes this thesis and provides direction for future work. 
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2.1 Introduction to Brillouin Flow 
The physicist Léon Brillouin, in the process of developing a theory on the operation of 
magnetrons, described equilibrium electron motion around the cathode of a cylindrical magnetron 
as concentric orbits, instead of the typical cycloidal orbits normally undergone by a single charged 
particle in crossed electric and magnetic fields [44]. His proposal resulted in a space-charge limited 
laminar flow around the cathode. In this system, electrons have a velocity that is parallel to the 
cathode (and orthogonal to both the electric field and magnetic field) and axisymmetric. Each 
electron is assumed to have been emitted from the cathode with zero velocity and energy so that 
the total energy (kinetic and potential) of each electron in the Brillouin flow is equal to zero. The 
resulting equilibrium, in both cylindrical and planar [45] geometry, is now known as Brillouin 
flow. Figure 2.1 shows the Brillouin flow for both geometries, which is directly comparable to the 
single particle orbit in Figure 1.7 and planar Brillouin flow in Figure 1.8. The two models are in 
direct contention over which best describes electron behavior within a magnetron. J.C. Slater, a 
contemporary of Brillouin, hypothesized that the cycloidal orbits are unstable, and that a 
perturbation would cause them to collapse to a near-Brillouin flow state [17]. Modern particle-in-
cell (PIC) simulations of magnetrons show this to be true, at least for the time period before spokes 
form [20]. The resulting electron flow is termed near-Brillouin flow because it exhibits a mild 
background turbulence superimposed over the laminar Brillouin flow. Extensive work has been 
performed using PIC simulations to quantify this behavior [18], [21]. The cycloidal orbits have 
been shown to collapse in response to a small AC voltage applied to the AK gap [22], a resistive 
external circuit element [18], or small misalignments in the external magnetic field [46]. The ease 
of destabilization for cycloidal orbits has led to the hypothesis that near-Brillouin flow is the 
default state for all magnetrons and any crossed-field devices in which electrons are emitted within 
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the interaction region [17], [18], [20]–[22], [46]. See the last two paragraphs of Section 1.2.2 for 
the relationship between cycloidal orbits and Brillouin flow. 
 
Figure 2.1: Brillouin flow in planar (a) and cylindrical (b) smooth-bore magnetrons. The electron 
velocities and electric field are both zero at the cathode. In the non-relativistic approximation, the 
magnetic field is constant.  
This chapter will cover the formulation of equilibrium Brillouin flow in both the non-
relativistic and fully relativistic limits, and for both planar and cylindrical magnetrons. The 
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magnetrons will be treated as though they have a smooth anode, which is known as “smooth-bore.” 
The solution to the cylindrical, relativistic case will be explored in greater detail, and will include 
parallels to the single particle operating conditions outlined in Chapter 1. Example profiles based 
on real, experimental devices will be presented in Section 2.4. The main purpose of this chapter is 
to establish the equilibrium Brillouin flows for the perturbation stability analysis in the following 
chapters. The non-relativistic flows will have electrostatic perturbations applied to them, while the 
relativistic flows will have fully electromagnetic perturbations. The equilibrium flow solutions 
yield the two conditions, the Hull cutoff condition and the Buneman-Hartree condition. They will 
be applied to recent experimental data and simulation results on relativistic magnetrons in Section 
2.5. 
2.2 Non-Relativistic Brillouin Flow 
The most basic form of Brillion flow is derived under the assumption that the electron 
velocities are non-relativistic. As a consequence, the magnetic field caused by the electron current 
is ignored, and only the constant, externally applied magnetic field is considered. Commercial 
microwave oven magnetrons operate within this region. It allows for very high efficiency, although 
the overall power that can be produced from non-relativistic magnetrons is limited. 
2.2.1 Planar 
The planar Brillouin flow is shown in Figure 2.1a. The derivation will be covered below, 
and the end result will be a set of simple equations for electric field and electron density and 
velocity within the Brillouin flow, along with the relationship between the externally applied 
voltage, magnetic field, the Brillouin hub height, and the electron velocity at the top of the hub. 
The Brillouin hub height marks the location of the electrons that are farthest from the cathode, 𝑥𝑥𝑢𝑢 
in Figure 2.1a, and is designated within this thesis by a subscript b. The hub height is the same as 
the maximum excursion by a single particle into a vacuum AK gap of the same voltage and 
magnetic field, and both represent the degree of magnetic insulation in the system. 
The following equations represent the conditions for the planar Brillouin flow shown in 
Figure 2.1a, 
 𝒗𝒗(𝑥𝑥,𝑦𝑦) =  𝑦𝑦�𝑣𝑣0(𝑥𝑥), (2.1) 
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where v is the electron velocity which is parallel to the cathode and uniform in the direction of 
motion. Zero net electron energy is represented by setting sum of potential and kinetic energy in 
the conservation of energy equation to zero, 
 12𝑚𝑚𝑣𝑣02 − 𝑒𝑒𝜙𝜙(𝑥𝑥) = 0, (2.2) 
where -e is the charge of an electron, m is the mass of an electron, and ϕ is the scalar electric 
potential, which is related to the electric field by 𝑬𝑬 = −𝛻𝛻𝜙𝜙. The total potential over the AK gap, 
D, as shown in Figure 2.1(a), is 𝜙𝜙(𝐷𝐷) = 𝑉𝑉 where V is the externally applied voltage. At the 
cathode, x = 0, the boundary conditions are 
 𝑣𝑣0(0) = 0, 𝜙𝜙(0) = 0. (2.3) 
The electric field is defined as 𝑬𝑬 = 𝐸𝐸0(𝑥𝑥)𝑥𝑥� and the magnetic field is 𝑩𝑩 = 𝐵𝐵0?̂?𝑧 where 𝐵𝐵0 is constant. 
The Lorentz force equation has no acceleration term in this steady state equilibrium, so the electric 
and magnetic forces are balanced, 
 −𝑒𝑒[𝐸𝐸0 + 𝑣𝑣0𝐵𝐵0] = 0. (2.4) 
As a result, the electron velocity is simply 
 𝑣𝑣0 = −𝐸𝐸0/𝐵𝐵0, (2.5) 
which is the familiar velocity for the E×B drift of an electron in crossed fields (−𝐸𝐸0 is in the –x 
direction in Figure 2.1a). Differentiating Eq. (2.2) with respect to x and using Eqs. (2.3) and (2.5), 
we obtain, 
 𝑣𝑣0(𝑥𝑥) = 𝑦𝑦�𝜔𝜔𝑣𝑣𝑥𝑥, (2.6) 
where 𝜔𝜔𝑣𝑣 = |𝑒𝑒𝐵𝐵0|/𝑚𝑚 is the cyclotron frequency for electrons. Equations (2.2) and (2.6) imply that 
𝜙𝜙(𝑥𝑥) = 1
2
𝑚𝑚(𝜔𝜔𝑣𝑣𝑥𝑥)2 and with Poisson’s equation give  
 𝜔𝜔𝑣𝑣2 = 𝜔𝜔𝑝𝑝2, (2.7) 
where 𝜔𝜔𝑝𝑝 is the plasma frequency 𝜔𝜔𝑝𝑝2 = 𝑒𝑒2𝑛𝑛0/𝜖𝜖0𝑚𝑚 in this (non-neutral) Brillouin flow, 𝑛𝑛0 is the 
electron density, and 𝜖𝜖0 is the free space vacuum permittivity. The B field, and thus 𝜔𝜔𝑣𝑣, is constant 
in planar non-relativistic flow, so Eq. (2.7) shows that density is constant across the entire Brillouin 
flow. The last piece of information needed to fully define the Brillouin flow is the Brillouin hub 
height. The hub height in the planar case comes from an integration of the electric field over the 
AK gap to find the total applied voltage, 
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𝑥𝑥𝑢𝑢 = 𝐷𝐷 − �𝐷𝐷2 − 2𝑉𝑉𝜔𝜔𝑣𝑣𝐵𝐵0, (2.8) 
where 𝑥𝑥𝑢𝑢 is the Brillouin hub height. Equation (2.8) may also be written as 
 
𝑥𝑥𝑢𝑢
𝐷𝐷
= 1 −�1 − 𝑉𝑉
𝑉𝑉𝐻𝐻
= 1 −�1 − �𝐵𝐵𝐻𝐻
𝐵𝐵
�
2, (2.9) 
where 𝑉𝑉𝐻𝐻 = 𝑒𝑒𝐷𝐷2𝐵𝐵02/2𝑚𝑚 is called the “Hull cutoff voltage” and 𝐵𝐵𝐻𝐻 = (2𝑚𝑚𝑉𝑉/𝑒𝑒𝐷𝐷2)1/2 is called the 
“Hull cutoff magnetic field.” If 𝑉𝑉 > 𝑉𝑉𝐻𝐻 or 𝐵𝐵0 < 𝐵𝐵𝐻𝐻, there is no magnetic insulation in the crossed-
field diode. 
 The non-relativistic planar Brillouin flow is fully defined by Eqs. (2.3), (2.6), (2.7), and 
(2.8) or (2.9). The magnetic field and electron density are constant, the electron velocity and 
electric field within the flow are linearly increasing away from the cathode. The applied voltage, 
the magnetic field, and the gap spacing completely specify the Brillouin flow. 
2.2.2  Cylindrical 
The cylindrical geometry (Figure 2.1b) is somewhat more complex than the planar case, 
due mostly to the addition of the centrifugal force term in the force equation, 
 𝑚𝑚𝑣𝑣𝜃𝜃2
𝑟𝑟
= −𝑒𝑒[𝐸𝐸0 + 𝑣𝑣𝜃𝜃𝐵𝐵0]. (2.10) 
In the cylindrical geometry, the velocity is defined as 𝒗𝒗(𝑟𝑟,𝜃𝜃) = 𝜃𝜃�𝑣𝑣𝜃𝜃(𝑟𝑟). The derivation follows 
the same steps as the planar case and is presented in the Appendix. 
 
𝑣𝑣𝜃𝜃(𝑟𝑟) = 12 𝜔𝜔𝑣𝑣 𝑟𝑟2 − 𝑟𝑟𝑣𝑣2𝑟𝑟 ,   (2.11) 
 
𝐸𝐸0(𝑟𝑟) = −𝐵𝐵0𝜔𝜔𝑣𝑣 𝑟𝑟4 − 𝑟𝑟𝑣𝑣44𝑟𝑟3 , (2.12) 
 
𝜔𝜔𝑝𝑝
2 = 𝜔𝜔𝑣𝑣2 �1 − 12 𝑟𝑟4 − 𝑟𝑟𝑣𝑣4𝑟𝑟4 �, (2.13) 
 
𝑉𝑉 = 12𝐵𝐵0𝜔𝜔𝑣𝑣 (𝑟𝑟𝑢𝑢2 − 𝑟𝑟𝑣𝑣2)22𝑟𝑟𝑢𝑢2 + 14𝐵𝐵0𝜔𝜔𝑣𝑣 𝑟𝑟𝑢𝑢4 − 𝑟𝑟𝑣𝑣4𝑟𝑟𝑢𝑢2 ln �𝑟𝑟𝑣𝑣𝑟𝑟𝑢𝑢�. (2.14) 
In these equations 𝑟𝑟𝑣𝑣 is the cathode radius, 𝑟𝑟𝑣𝑣 is the anode radius, and 𝑟𝑟𝑢𝑢 is the radius at the top of 
the Brillouin hub (Figure 2.1b). The Brillouin hub radius, 𝑟𝑟𝑢𝑢, needs to be solved numerically from 
Eq. (2.14), given 𝑉𝑉,𝐵𝐵0, 𝑟𝑟𝑣𝑣 and 𝑟𝑟𝑣𝑣. Equations (2.11), (2.12), and (2.13) apply to the Brillouin flow 
region: |𝑟𝑟𝑢𝑢 − 𝑟𝑟𝑣𝑣| > |𝑟𝑟 − 𝑟𝑟𝑣𝑣| ≥ 0. This change from the derivations in the literature [26], [44] means 
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that Eqs. (2.11) through (2.14) are valid for both the conventional (𝑟𝑟𝑣𝑣 < 𝑟𝑟𝑣𝑣) and the inverted (𝑟𝑟𝑣𝑣 >
𝑟𝑟𝑣𝑣) geometry. Unlike the planar case, the cylindrical magnetrons have the property that 𝜔𝜔𝑝𝑝2 = 𝜔𝜔𝑣𝑣2 
only at the cathode. The cylindrical equations reduce to the planar equations in the limit that all 
radii go to infinity, but the AK gap separation, |𝑟𝑟𝑣𝑣 − 𝑟𝑟𝑣𝑣|, stays constant. 
2.3 Relativistic Brillouin Flow 
This section will cover the form of planar Brillouin flow and the process of finding 
solutions for the cylindrical Brillouin flow. Theses fully relativistic formulations include the 
effects of self-magnetic fields, which were negligible in the non-relativistic versions in Section 
2.2. The magnetrons that operate in the relativistic regime are high-power devices. The high power 
comes from increased applied voltage and magnetic fields (required for magnetic insulation), 
which cause the electrons to gain velocity. This can be seen from the scaling of the planar non-
relativistic flow equations. For a fixed Brillouin hub height, Eq. (2.8) shows that the applied 
voltage must increase with the square of the magnetic field. Equation (2.6) shows that the velocity 
is directly proportional to 𝐵𝐵0 for a constant hub height. An increased voltage and magnetic field 
that result in a constant Brillouin hub height are accompanied by an increase in velocity of 
electrons at the Brillouin hub. 
2.3.1 Planar 
The relativistic planar formulation is cleanly laid out in Section 8.3.3 in Davidson’s book 
[26]. This section summarizes those results. 
As with the non-relativistic planar flow, the cyclotron and plasma frequencies are related 
at all points across the hub, (Figure 2.1a) 
 𝜔𝜔𝑣𝑣2(𝑥𝑥)
𝛾𝛾0
2 = 𝜔𝜔𝑝𝑝2(𝑥𝑥)𝛾𝛾0  (2.15) 
In Eq. (2.15), 𝜔𝜔𝑣𝑣(𝑥𝑥) and 𝜔𝜔𝑝𝑝(𝑥𝑥) are the non-relativistic cyclotron frequency and plasma frequency, 
respectively, and 𝛾𝛾0(𝑥𝑥) = [1 − 𝛽𝛽02(𝑥𝑥)]−1/2   and 𝛽𝛽0(𝑥𝑥) = 𝑣𝑣0(𝑥𝑥)/𝑐𝑐 are the relativistic factors. The 
properties within the hub are given by 
 
𝐵𝐵𝑧𝑧 = 𝐵𝐵0 cosh(𝜅𝜅𝑥𝑥)cosh(𝜅𝜅𝑥𝑥𝑢𝑢) , (2.16) 
 
𝐸𝐸𝑥𝑥(𝑥𝑥) = −𝐵𝐵0 sinh(𝜅𝜅𝑥𝑥)cosh(𝜅𝜅𝑥𝑥𝑢𝑢) , (2.17) 
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 𝑣𝑣(𝑥𝑥) = 𝑐𝑐 tanh(𝜅𝜅𝑥𝑥), (2.18) 
 𝛾𝛾0(𝑥𝑥) = cosh(𝜅𝜅𝑥𝑥), (2.19) 
 
𝑛𝑛(𝑥𝑥) = 𝑛𝑛0 cosh(𝜅𝜅𝑥𝑥)cosh(𝜅𝜅𝑥𝑥𝑢𝑢) , (2.20) 
where 𝐵𝐵0/ cosh(𝜅𝜅𝑥𝑥𝑢𝑢) is the magnetic field at the cathode, 𝑛𝑛0/ cosh(𝜅𝜅𝑥𝑥𝑢𝑢) is the density at the 
cathode, and  κ is a constant, defined as the value of 𝜔𝜔𝑣𝑣/𝑐𝑐 (or 𝜔𝜔𝑝𝑝/𝑐𝑐) evaluated on the cathode 
surface. Equations (2.16) and (2.19) then imply that 𝜔𝜔𝑣𝑣/𝛾𝛾0 is also a constant. These values are 
plotted later, in Figure 2.6. The total voltage across the AK gap is given by 
 𝑒𝑒𝑉𝑉
𝑚𝑚0𝑐𝑐2
= cosh(𝜅𝜅𝑥𝑥𝑢𝑢) − 1 + 𝜅𝜅(𝐷𝐷 − 𝑥𝑥𝑢𝑢) sinh(𝜅𝜅𝑥𝑥𝑢𝑢), (2.21) 
in which the first two terms on the right-hand side are the potential at the top of the hub, and the 
third term is the potential across the vacuum region. The initial magnetic fill field, Bf, is 
 𝑒𝑒𝐵𝐵𝑒𝑒𝐷𝐷
𝑚𝑚0𝑐𝑐2
= sinh(𝜅𝜅𝑥𝑥𝑢𝑢) + 𝜅𝜅(𝐷𝐷 − 𝑥𝑥𝑢𝑢) cosh(𝜅𝜅𝑥𝑥𝑢𝑢). (2.22) 
The magnetic fill field is the initial constant magnetic field applied to the vacuum region before 
the electrons are introduced. It is assumed that the magnetic flux is conserved within the system, 
so the flux from the magnetic fill and the flux after the Brillouin flow is established are the same. 
This constant magnetic flux relates 𝐵𝐵𝑒𝑒 and 𝐵𝐵0 by  
 
𝐵𝐵𝑒𝑒𝐷𝐷 = 𝐵𝐵0𝜅𝜅 tanh(𝜅𝜅𝑥𝑥𝑢𝑢) + 𝐵𝐵0(𝐷𝐷 − 𝑥𝑥𝑢𝑢). (2.23) 
From the set of applied AK gap voltage, magnetic fill field, and gap separation, the two quantities 
𝜅𝜅𝑥𝑥𝑢𝑢, and κ, must be numerically solved for from (2.21) and (2.22). The ratio of these two quantities 
gives 𝑥𝑥𝑢𝑢, and 𝐵𝐵0 is then obtained from Eq. (2.23). The rest of the quantities are given by Eq. (2.16) 
through (2.20). 
2.3.2 Cylindrical 
Relativistic cylindrical magnetrons are popular choices for frontier research into high-
power magnetrons [10], [47], [48]. They are also the most complicated devices to analyze. For this 
reason, this section will go into detail for the derivation.  
The relativistic, cylindrical Brillouin flow satisfies the following equations within the hub, 
 −𝑒𝑒𝜙𝜙(𝑟𝑟) + [𝛾𝛾0(𝑟𝑟) − 1]𝑚𝑚0𝑐𝑐2 = 0, (2.24) 
 𝛾𝛾0𝑚𝑚0𝑣𝑣02
𝑟𝑟
= −𝑒𝑒(𝐸𝐸 + 𝑣𝑣0𝐵𝐵). (2.25) 
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The axial magnetic field B =  ẑBz(r) is related to the vector potential A = 𝜃𝜃�A, by B = ∇ × A. Since 
𝑣𝑣0(𝑟𝑟𝑣𝑣)  =  0 for the Brillouin flow, together with 𝐴𝐴(𝑟𝑟𝑣𝑣)  =  0, Eqs. (2.24) and (2.25) imply that the 
total canonical angular momentum is conserved [25], 
 −𝑒𝑒𝐴𝐴(𝑟𝑟) + 𝑚𝑚0𝛾𝛾0(𝑟𝑟)𝑣𝑣0(𝑟𝑟) = 0. (2.26) 
In fact, any two of Eqs. (2.24), (2.25), and (2.26) imply the third, upon using the definitions of the 
electric and magnetic fields, 
 
𝐸𝐸(𝑟𝑟) =  −𝑑𝑑𝜙𝜙(𝑟𝑟)
𝑑𝑑𝑟𝑟
, (2.27) 
 
𝐵𝐵(𝑟𝑟) = 1
𝑟𝑟
𝑑𝑑
𝑑𝑑𝑟𝑟
[𝑟𝑟𝐴𝐴(𝑟𝑟)]. (2.28) 
We shall show below that Eqs. (2.24) and (2.26), together with the boundary conditions of 
the Brillouin flow on the cathode surface,  
 𝐸𝐸(𝑟𝑟𝑣𝑣) = 0, 𝑣𝑣0(𝑟𝑟𝑣𝑣) = 0, 𝜙𝜙(𝑟𝑟𝑣𝑣) = 0, 𝐴𝐴(𝑟𝑟𝑣𝑣) = 0, (2.29) 
yield a Buneman-Hartree-like (BHL) condition and a Hull Cutoff-like (HCL) condition that relate 
𝜙𝜙(𝑟𝑟) and 𝐴𝐴(𝑟𝑟) everywhere within the Brillouin hub [49]. We shall also show that these solutions 
of 𝜙𝜙(𝑟𝑟) and 𝐴𝐴(𝑟𝑟) constructed from Eqs. (2.24) and (2.26) also imply Eq. (2.25). Note that both 
𝜙𝜙(𝑟𝑟) and 𝐴𝐴(𝑟𝑟) still need to be solved self-consistently, taking into account the space charge 
density, −𝑒𝑒𝑛𝑛0(𝑟𝑟), and the azimuthal current density −𝑒𝑒𝑛𝑛0(𝑟𝑟)𝑣𝑣0(𝑟𝑟), of the Brillouin flow. Such 
solutions were obtained by Davidson et al.[50]. 
Equations (2.24)–(2.28) are valid even if there is an arbitrary distribution of ions that is 
axisymmetric, and even if the electric field on the cathode is nonzero. It would then appear that 
the Buneman-Hartree-like condition and the Hull Cutoff-like condition derived from them 
(mentioned in the preceding paragraph) are valid in the presence of an axisymmetric ion 
distribution in the crossed-field gap, under non-space-charge limited conditions. This “naïve” 
generalization of the Brillouin flows turns out NOT to be the case, and we shall postpone the 
discussion of this rather subtle point in the concluding section of this chapter, Sec. 2.6. For the 
remaining parts, we shall restrict mainly to the conventional Brillouin flow model where there are 
no ions, and the electric field on the cathode surface is zero. 
We find it convenient to normalize the electrostatic potential 𝜙𝜙 by 𝑚𝑚0𝑐𝑐2/𝑒𝑒, the vector 
potential A by 𝑚𝑚0𝑐𝑐/𝑒𝑒, and all linear dimensions by the anode radius, 𝑟𝑟𝑣𝑣. These normalized 
quantities are denoted with a bar, 
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𝜙𝜙� = 𝑒𝑒𝜙𝜙
𝑚𝑚0𝑐𝑐2
, ?̅?𝐴 = 𝑒𝑒𝐴𝐴
𝑚𝑚0𝑐𝑐
, ?̅?𝑟 = 𝑟𝑟
𝑟𝑟𝑣𝑣
, 𝛽𝛽0 = 𝑣𝑣0𝑐𝑐 , 𝛾𝛾0 = (1 − 𝛽𝛽02)−12. (2.30) 
Equations (2.24)–(2.26) are then non-dimensionalized, 
 𝜙𝜙� = 𝛾𝛾0 − 1, (2.31) 
 𝛾𝛾0𝛽𝛽02 = −?̅?𝑟(𝐸𝐸� + 𝛽𝛽𝑜𝑜𝐵𝐵�), (2.32) 
 ?̅?𝐴(?̅?𝑟) = 𝛾𝛾0(?̅?𝑟)𝛽𝛽0(?̅?𝑟), (2.33) 
where the normalized electric and magnetic fields in Eqs. (2.27) and (2.28) become, 
 
𝐸𝐸� = −𝑑𝑑𝜙𝜙�
𝑑𝑑?̅?𝑟
= 𝑒𝑒𝐸𝐸𝑟𝑟𝑣𝑣
𝑚𝑚0𝑐𝑐2
, 𝐵𝐵� = �1
?̅?𝑟
�
𝑑𝑑(?̅?𝑟?̅?𝐴)
𝑑𝑑?̅?𝑟
 = 𝑒𝑒𝐵𝐵𝑟𝑟𝑣𝑣
𝑚𝑚0𝑐𝑐
. (2.34) 
It is convenient to introduce the function, χ, to represent the Brillouin flow velocity, where [26], 
[50], [51]  
 𝛽𝛽0(?̅?𝑟) = tanh𝜒𝜒(?̅?𝑟). (2.35) 
The relativistic mass factor then reads, 
 𝛾𝛾0(?̅?𝑟) = cosh𝜒𝜒(?̅?𝑟). (2.36) 
The normalized scalar and vector potential become [cf. Eqs. (2.31) and (2.33)], 
 𝜙𝜙�(?̅?𝑟) = cosh𝜒𝜒(?̅?𝑟) − 1, (2.37) 
 ?̅?𝐴(?̅?𝑟) = sinh𝜒𝜒(?̅?𝑟). (2.38) 
From Eqs. (2.37) and (2.38), it is easy to verify that 𝜙𝜙� and A̅ satisfy the Hull cutoff like (HCL) 
condition everywhere within the Brillouin hub, 
 ?̅?𝐴(?̅?𝑟) = �2𝜙𝜙�(?̅?𝑟) + [𝜙𝜙�(?̅?𝑟)]2    (Hull cutoff like). (2.39) 
It is equally easy to verify from Eqs. (2.35), (2.37) and (2.38) that 𝜙𝜙� and A̅ also satisfy the 
Buneman-Hartree like (BHL) condition everywhere within the Brillouin hub, 
 𝜙𝜙�(?̅?𝑟) = ?̅?𝐴(?̅?𝑟)𝛽𝛽0(?̅?𝑟) − �1 −�1 − 𝛽𝛽02(?̅?𝑟)�    (Buneman-Hartree like). (2.40) 
Compare Eq. (2.39) with Eq. (1.10), which is the Hull cutoff condition, and Eq. (2.40) with Eq. 
(1.11), which is the Buneman-Hartree condition. We stress that Eqs. (2.39) and (2.40) include the 
effects of the space charge and of the space current in the cylindrical, relativistic Brillouin flow. 
Finally, using Eqs. (2.37) and (2.38) into Eq. (2.34), together with Eqs. (2.35) and (2.36), one may 
easily verify that the force law, Eq. (2.32), is satisfied. This demonstrates that Eqs. (2.24) and 
(2.26) imply Eq. (2.25), everywhere within the Brillouin flow. 
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From Eqs. (2.37) and (2.38), we can see that knowledge of the function 𝜒𝜒(𝑟𝑟) will give both 
𝜙𝜙� and A̅, and that Eq. (2.35) gives 𝛽𝛽0. The remaining piece of the puzzle is the form of χ(r̅), and 
the process of obtaining it starts with Maxwell’s equations, the Lorentz force equation, and 
conservation of energy. The normalized force equation is Eq. (2.32), the normalized conservation 
of energy is Eq. (2.31), and the normalized Maxwell equations of interest are 
 
∇ ∙ 𝐸𝐸� = 1
?̅?𝑟
𝜕𝜕
𝜕𝜕?̅?𝑟
(?̅?𝑟𝐸𝐸�) = −𝑛𝑛�, (2.41) 
 
∇ × 𝐵𝐵� = −𝜕𝜕𝐵𝐵�
𝜕𝜕?̅?𝑟
= −𝑛𝑛�𝛽𝛽0, (2.42) 
where 𝑛𝑛�(𝑟𝑟) = 𝜔𝜔𝑝𝑝2(𝑟𝑟)𝑟𝑟𝑣𝑣2/𝑐𝑐2 and 𝜔𝜔𝑝𝑝2 does not include the relativistic mass factor. The derivative of 
Eq. (2.31) is 
 
𝐸𝐸� = −𝜕𝜕𝛾𝛾0
𝜕𝜕?̅?𝑟
. (2.43) 
The next step is to arrive at an equation that is only a function of velocity (β and γ) and radius. 
First, the electric field from Eq. (2.43) is substituted into the force law, Eq. (2.32), which is then 
solved for 𝐵𝐵� . The resulting equation for 𝐵𝐵�  is plugged into Eq. (2.42). The equation for the electric 
field, (2.43), is used in Eq. (2.41) to find n̅, which is then also plugged into Eq. (2.42). The final 
equation relates velocity and radius, 
 
𝛽𝛽0
?̅?𝑟
𝜕𝜕
𝜕𝜕?̅?𝑟
�?̅?𝑟
𝜕𝜕𝛾𝛾0
𝜕𝜕?̅?𝑟
� = 𝜕𝜕
𝜕𝜕?̅?𝑟
�
𝛾𝛾0𝛽𝛽0
2 + ?̅?𝑟 𝜕𝜕𝛾𝛾0𝜕𝜕?̅?𝑟
?̅?𝑟𝛽𝛽0
�. (2.44) 
The definitions of 𝛽𝛽0 and 𝛾𝛾0 in terms of χ from Eqs. (2.35) and (2.36) can be used to greatly 
simplify Eq. (2.44),  [50], 
 𝜕𝜕
𝜕𝜕?̅?𝑟
�?̅?𝑟
𝜕𝜕𝜒𝜒
𝜕𝜕?̅?𝑟
� = sinh𝜒𝜒 cosh𝜒𝜒
?̅?𝑟
. (2.45) 
Taking into account the boundary conditions, [𝐸𝐸� = 𝛽𝛽 = 0,  and 𝜕𝜕𝐸𝐸�/𝜕𝜕?̅?𝑟 = −𝑛𝑛� at ?̅?𝑟 = ?̅?𝑟𝑣𝑣], we have 
 
𝜒𝜒(?̅?𝑟𝑣𝑣) = 0, 𝜕𝜕𝜒𝜒𝜕𝜕?̅?𝑟 = �𝑛𝑛�(?̅?𝑟𝑣𝑣) = ?̅?𝜅. (2.46) 
Two integrations of (2.45) yield 
 ln ?̅?𝑟
?̅?𝑟𝑣𝑣
= � 𝑑𝑑𝜒𝜒
�?̅?𝜅2?̅?𝑟𝑣𝑣2 + sinh2 𝜒𝜒𝜒𝜒0  . (2.47) 
Two more equations are needed. The first is the total voltage,  
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𝑉𝑉� = cosh𝜒𝜒(?̅?𝑟𝑢𝑢) − 1 + sinh𝜒𝜒(?̅?𝑟𝑢𝑢) ln ?̅?𝑟𝑣𝑣?̅?𝑟𝑢𝑢 �?̅?𝜅2?̅?𝑟𝑣𝑣2 + sinh2 𝜒𝜒(?̅?𝑟𝑢𝑢), (2.48) 
where the first two terms account for the voltage drop across the Brillouin hub [c.f. (Eq. (2.37)] 
and the third term accounts for the voltage drop in the vacuum region. The second equation is the 
magnetic flux, 
 
𝐵𝐵� = 1
?̅?𝑟𝑢𝑢(1 − ?̅?𝑟𝑣𝑣2) �(1 + ?̅?𝑟𝑢𝑢2) sinh𝜒𝜒(?̅?𝑟𝑢𝑢)+ (1 − ?̅?𝑟𝑢𝑢2) cosh𝜒𝜒(?̅?𝑟𝑢𝑢)�?̅?𝜅2?̅?𝑟𝑣𝑣2 + sinh2 𝜒𝜒(?̅?𝑟𝑢𝑢)�. 
(2.49) 
 Given the gap voltage 𝑉𝑉� , the total magnetic flux 𝐵𝐵� , and the geometry ?̅?𝑟𝑣𝑣, the three quantities 
?̅?𝜅, ?̅?𝑟𝑢𝑢 and ?̅?𝜒(𝑟𝑟𝑢𝑢) can be found from Eqs. (2.47), (2.48) and (2.49) as outlined in Appendix B of [25]. 
The value of ?̅?𝜅 allows Eq. (2.47) to be solved numerically for ?̅?𝑟 as a function of χ, whose inverse 
gives 𝜒𝜒(?̅?𝑟) within the Brillouin hub, e.g., by rotating the χ and ?̅?𝑟 axes in a graphical representation. 
Once χ as a function of radius is obtained, all properties within the profile are known. The velocity 
is immediately defined by Eq. (2.35), and with this, the scalar and vector potentials from Eqs. 
(2.37) and (2.38), the electric field from Eq. (2.43), and the density from Eq. (2.41). As with the 
non-relativistic case, these equations are valid for the inverted magnetron configuration. 
2.4 Example Profiles 
The previous two sections outline the methods for finding the equilibrium solution to 
Brillouin flow. These solution can be applied to existing experimental setups in order to visualize 
density, velocity, and electric and magnetic field strengths. Two experimental magnetrons have 
been chosen, both operated at the University of Michigan’s Plasma, Pulsed Power, and Microwave 
Laboratory and powered by the Michigan Electron Long Beam Accelerator (MELBA). Typical 
MELBA pulses for the relativistic magnetrons are on the order of 0.5μs -1μs and have voltage in 
the range of 300-400kV and magnetic field from 0.1-0.3T [10], [14], [52]–[54]. These parameters 
mean that MELBA operates in a relativistic regime, so the relativistic formulations will be needed. 
The first experiment is the RPM-12a [11]–[14]. RPM stands for recirculating planar magnetron 
and consists of two parallel planar interaction regions, with circular bends to allow electrons to 
travel between them. It is illustrated in Figure 2.2. The geometry of the planar section will be used 
for an example of relativistic planar profiles. The second experiment is a six vane cylindrical 
magnetron [52], [53], which will also be used for an example of conventional relativistic 
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magnetron profiles. This magnetron was used for multiple experiments, with different cathodes 
and one is shown in Figure 2.3, extracted from Brad Hoff’s thesis [54]. Both of these devices are 
intended to operate at 1GHz. Both magnetrons will be approximated as smooth-bore in order to 
satisfy the uniformity assumption on Brillouin flow (As will be shown in Section 4.2 below, this 
assumption is well satisfied even with a vane structure on the anode). Additionally, the Brillouin 
hub height will be set to 50% of the AK gap, even if it would normally be lower at the MELBA 
operating conditions. The larger hub height better demonstrates the effect of cylindrical geometry 
on the flow profiles. 
 
Figure 2.2: The RPM-12a inside the MELBA vacuum chamber [13]. 
 
Figure 2.3: The 6-vane UM/L-3 relativistic magnetron block [54]. 
Anode 
Cavity (12 total) 
Cathode Cylindrical bend 
Vane (10 total) 
Planar section 
Anode 
Cavity (6 total) 
Vane (6 total) 
Cathode 
𝐵𝐵�⃗ 0 
𝐵𝐵�⃗ 0 
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Figure 2.4: An example of near-Brillouin flow in the particle-in-cell (PIC) code MAGIC for a 
planar magnetron based on the representative parameters of UM magnetron (300kV, 0.06T). 
 
Figure 2.5: An example of near-Brillouin flow in the particle-in-cell (PIC) code MAGIC for a 
conventional magnetron based on the representative parameters of UM magnetron (300kV, 
0.175T). 
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For comparison, profiles extracted from simulations performed using the electromagnetic 
finite-difference, time-domain PIC code MAGIC [55] will be presented as well. The MAGIC 
simulations use the same parameters as the analytic calculations. The voltage is slowly increased 
over 3ns to the final value, at which point the Brillouin flow is fully formed, such as in Figure 2.4 
and Figure 2.5. In steady state, the E, B, and density profiles are averaged over 0.25ns. The electron 
velocity is taken from the phase space of (𝑟𝑟, 𝑣𝑣𝜃𝜃), so each point represents a macro particle.  
The RPM-12a (the planar magnetron in Figure 2.2) has an AK gap of 3.9cm, a vane period 
of 3.84cm, of which the vanes occupy half, and a cavity height of 6.31cm. For the following 
profiles, it is assumed to be a smooth-bore magnetron (no vanes), operated at 300kV, with a 
magnetic field of 0.06T. These parameters result in a hub height of 1.95cm, half of the AK gap, 
shown in the MAGIC simulation in Figure 2.4. The planar profiles are shown in Figure 2.6. The 
planar plots show that 𝛽𝛽(𝑥𝑥𝑢𝑢) is ~0.5, so the system is somewhat relativistic. The velocity and 
electric field are roughly linear in x, starting from the zero value at the cathode (𝑥𝑥 = 0). The slope 
of the density plot and the slope of the magnetic field plot are the same, from their definitions, and 
as a result of Eqs. (2.16) and (2.20). 
The 6-vane UM/L-3 relativistic magnetron (the cylindrical magnetron in Figure 2.3) has 6 
vanes, a cathode radius of 1.27cm, an anode radius of 3.175cm, and a cavity wall outer radius of 
8.26cm. This magnetron (like the planar magnetron) is assumed to be smooth-bore when 
generating the profiles. It has parameters of 300kV and 0.175T, which result in a hub radius of 
2.225cm. The cylindrical profiles are shown in Figure 2.7. In addition to the profiles for the 
cylindrical magnetron operated in its conventional configuration, profiles for the inverted 
configuration are also calculated. The operating parameters for the inverted configuration are 
300kV and 0.083T, with 𝑟𝑟𝑣𝑣 = 3.175cm and 𝑟𝑟𝑣𝑣 = 1.27cm (ignoring the vanes). The profiles for the 
inverted configuration are shown in Figure 2.8. The voltage is applied in the opposite direction to 
that of the conventional magnetron, so the sign of the electric field is opposite that of the 
conventional magnetron. The magnetic field is also reversed, in order to keep electron velocity in 
the same direction. 
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Figure 2.6: The equilibrium velocity (a), density (b), electric field (c), and magnetic field (d) for 
both the analytic Brillouin flow model and MAGIC PIC simulations for the RPM-12a operated at 
300kV and 0.06T. 
0 0.01 0.02 0.03
0
0.5
1
1.5
2 x 10
8
ve
lo
ci
ty
 (m
/s
)
Planar Magnetron
(a)
0 0.01 0.02 0.03
0
1
2
3
4
5 x 10
16
D
en
si
ty
 (m
-3
)
(b)
0 0.01 0.02 0.03
-15
-10
-5
0 x 10
6
E
le
ct
ric
 F
ie
ld
 (V
/m
)
(c)
x (m)
0 0.01 0.02 0.03
0.05
0.055
0.06
0.065
M
ag
ne
tic
 F
ie
ld
 (T
)
x (m)
(d)
 
 
MAGIC
Numeric
IC 
Analytic 
35 
 
  
 
Figure 2.7: The equilibrium velocity (a), density (b), electric field (c), and magnetic field (d) for 
both the analytic Brillouin flow model and MAGIC PIC simulations for the 6 vane UM 
relativistic magnetron operated conventionally at 300kV and 0.175 T. 
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Figure 2.8: The equilibrium velocity (a), density (b), electric field (c), and magnetic field (d) for 
both the analytic Brillouin flow model and MAGIC PIC simulations for the 6 vane UM 
relativistic magnetron operated in the inverted configuration at -300kV and -0.083 T. 
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The cylindrical systems also show a maximum β around 0.5, and their velocity, electric 
field, and magnetic field trends are very similar to the planar case. The biggest influence of the 
cylindrical geometry can be seen in the density plots. For the inverted magnetron (Figure 2.8b), 
the density increases by more than a factor of two over the width of the hub, significantly more 
than the roughly 20% increase in the planar geometry. The electron density in the conventional 
magnetron (Figure 2.7b) initially decreases away from the cathode, but increases slightly near the 
edge of the hub. One factor for these behaviors is that the density increases with magnetic field, 
which grows in strength away from the cathode. Another factor is that in the inverted case, the 
radius decreases away from the cathode, so the overall area for the electrons is smaller, resulting 
in greatly increased density [c.f. Eq. (2.13)]. The conventional case is the opposite, the electrons 
have more room to spread out as they approach the hub, so density decreases. However, density is 
also increasing with magnetic field and these competing effects cause the slope of the density 
profile to change signs in Figure 2.7b. The density profile for the single particle cycloidal orbit 
model is substantially different than the simulation and the Brillouin flow model. The electrons 
have zero velocity normal to the cathode at the top of their orbit (the edge of the Brillouin flow), 
so by current conservation, the density must be infinite at that point. Under the assumption that the 
electrons have no initial velocity, the density must also be infinite at the cathode surface. Palevski’s 
simulations showed the fairly constant density profile associated with the Brillouin flow, instead 
(Figure 1.9). 
In Figure 2.6 through Figure 2.8, the solid green lines and the dashed blue lines show 
comparison between MAGIC simulations with the idealized analytic formulation of Brillouin 
flow. For all three geometries, the electric and magnetic fields agree quite well with the numeric 
results obtained from the analytic theory. The velocity also shows good agreement, although the 
line extends past the Brillouin hub in the MAGIC simulation. The reason for this is that the 
simulation electron velocity is plotted at every location in which there are electrons, which includes 
the trailing region after the hub height. The electron density in the simulations drops off rapidly at 
the hub, but does not go to zero immediately. It also includes significantly more noise than the 
other plots, due to a combination of resolution (particle number and cell size) and continuous 
emission of electrons from the cathode. Once a threshold electric field is reached at the cathode, 
electrons are emitted, even if the field drops below the threshold later in time. In addition, there is 
a microsheath at the cathode, which is also due to the continuous electron emission [21] and may 
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be responsible for the pattern seen in Figure 2.6b. Despite these differences, the slope and 
magnitude of the simulation density is very similar to that of the analytic formulation. The 
idealized Brillouin flow can be derived analytically and in a transparent manner. It illustrates the 
physics and scaling, whereas simulation is closer to reality because of the statistical fluctuations. 
This clearly manifests in the sharp discontinuity in density at the Brillouin hub height for the 
analytical results, while the simulation results show a steep drop-off. Davidson studied the effect 
of this slope in Ch. 8 of [26], but that will not be covered here except to say that the question is 
complex and requires additional study in light of what is presented in this thesis. Despite these 
differences, there is very good agreement between the analytical results and the simulations for all 
the geometries tested here. 
2.5 Application of the Cylindrical Buneman-Hartree (BH) Condition to 
Relativistic Magnetrons 
The B-H condition for Brillouin flow requires a matching of 𝛽𝛽(?̅?𝑟𝑢𝑢) of the electrons and RF 
wave at the Brillouin hub height ?̅?𝑟𝑢𝑢. Thus, we may fix the velocity of the electrons at the top of the 
hub which fixes the value of ?̅?𝜒(?̅?𝑟𝑢𝑢) according to Eq. (2.35). We next vary ?̅?𝜅 from which we obtain 
the 𝑉𝑉�  vs. 𝐵𝐵�  curve from Eqs. (2.48) and (2.49) for the mode under consideration, which is the 
Buneman-Hartree condition shown in Figure 2.9 and Figure 2.10. For a cylindrical magnetron, the 
synchronism condition between the mode’s phase velocity and the electron flow velocity, both 
evaluated at the top of the Brillouin hub, does not yield the same B-H condition as the single 
particle model [25]. The operating regime of magnetrons lies between the Hull cutoff and the 
Buneman-Hartree conditions in Figure 2.9 and Figure 2.10. 
Experimental and simulation results support the Brillouin flow derivation of the B-H 
condition. For the conventional magnetrons, MELBA shows operation outside the range of the 
single particle prediction, as shown in Figure 2.9. Many of the π-mode shots, and all of the 2π/3-
mode shots can only be explained by the Brillouin flow model which predicts a much wider range 
of operation. For the inverted configuration, the paper by Flemming et. al. [56] shows simulation 
results for an inverted magnetron. Figure 2.10 overlays the Brillouin flow model onto those results. 
There are two single particle B-H lines. The one in black is from the original paper and was derived 
by the method outlined in the paper and the one in green is found from Eq. (1.11) and overlaid on 
top of the black line as a check. We can see that simulations failed to oscillate despite being within 
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the single particle B-H line. The Brillouin B-H condition, on the other hand, shows a much more 
restricted range of operation in Figure 2.10. The simulation results that failed to oscillate and are 
below the Hull cutoff (the last four triangles in the figure) indeed lie outside the region of 
oscillation according to Brillouin flow B-H condition. Overall, both figures support the idea that 
the Brillouin flow B-H condition is needed to explain magnetron operation, which lends support 
to the idea that the Brillouin flow represents the dominant equilibrium electron motion. 
There are two reasons for the difference between the single particle and Brillouin flow 
model for the B-H condition. First, in a cylindrical magnetron, the Brillouin flow velocity is no 
longer the E×B drift, as the centrifugal force needs to be accounted for in Eq. (2.25). Second, if 
the mode’s phase velocity at the anode is 𝑣𝑣𝑝𝑝ℎ, its phase velocity at the top of the Brillouin hub is 
modified to 𝑣𝑣𝑝𝑝ℎ(𝑟𝑟𝑢𝑢/𝑟𝑟𝑣𝑣) because of the cylindrical geometry. For these two reasons, setting 𝛽𝛽0 =
𝛽𝛽𝑝𝑝ℎ(?̅?𝑟𝑢𝑢) in Eq. (2.40) does not make it equivalent to the conventional B-H condition. Thus, the B-
H condition is very different between the Brillouin flow model and the single particle model for a 
cylindrical magnetron.  
The B-H condition for Brillouin flow for conventional magnetrons (Figure 2.9) allows for 
a much greater range of operations than the single particle prediction. The reduced phase velocity 
in a conventional magnetron means that the required electron velocity at the top of the Brillouin 
hub is also reduced. The electron velocity is still fairly proportional to E/B, so a reduction means 
that the voltage can decrease at a given magnetic field and still satisfy the synchronism condition. 
Inverted magnetrons see a higher phase velocity, since 𝑟𝑟𝑢𝑢 > 𝑟𝑟𝑣𝑣. This leads to a reduced range of 
operations, not just when compared to conventional Brillouin flow, but also compared to the single 
particle orbit model.  
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Figure 2.9: A normalized operational curve for MELBA, showing the Hull cutoff and the B-H 
conditions for both single particle (labeled “orbit”) and Brillouin flow (labeled “fluid”) for π and 
2π/3 modes superimposed on the scatter data representing shots that produced microwaves. The 
data show the maximum and average values for normalized voltage and magnetic field strength 
recorded during magnetron operation. 
 
Conventional Magnetron 
41 
 
 
Figure 2.10: Figure 12 from ref [56] with the Brillouin flow B-H condition for π mode 
superimposed. The discrete points are PIC simulations. Triangles represent a simulation that 
failed to oscillate, circles represent simulations that oscillate in π mode. 
2.6 Concluding Remarks 
In this chapter, properties required to perform the stability analysis in later chapters were 
obtained for planar and cylindrical Brillouin flow. They were derived from very simple conditions, 
requiring that each electron in the Brillouin flow has a zero total energy [Eq. (2.24)] and starts on 
the cathode with zero initial velocity. The cycloidal orbits of such an electron, under the space 
charge limited condition, are known as the Slater orbits [17]. The Brillouin flow solution then 
corresponds to the Nth order Slater orbit with N approaching infinity (N designates the number of 
cycloidal “hops” an electron undergoes, from its birthplace on the cathode to its maximum 
excursion in the diode, before returning to the cathode, see Section 1.2.2). In this scenario, the Hull 
cutoff like condition, Eq. (2.39), and the Buneman-Hartree like condition, Eq. (2.40), simply state 
conservation of energy and of canonical momentum for these electrons.  
Failed to oscillate 
π-mode oscillation 
π-mode single particle B-H 
Hull cutoff 
Inverted Magnetron 
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If every electron released from the cathode has a zero initial velocity and if these electrons 
eventually establish a concentric laminar flow, then such a flow necessarily satisfies the space-
charge-limited condition (SLC), E = 0, on the cathode surface according to Eq. (2.25). This laminar 
flow, of course, is the Brillouin flow. Thus, strictly laminar, concentric electron flows of electrons 
originating from the cathode must satisfy SLC. Careful numerical simulations have shown, 
however, that SLC is never strictly achieved in a magnetically insulated crossed-field gap, whether 
the voltage is relativistic [57] or nonrelativistic [18], [21], [22]. Thus, the Brillouin flow model 
provides only an approximation of the natural state of crossed-field flows [17]–[19], [58]. 
Cycloidal orbits resembling lower order Slater orbits have also been reported in simulation studies 
[59], [60]. The adequacy of the cycloidal orbit model [61] vs the Brillouin flow model [51] has 
also been raised in the study of ion beam diodes. Here we show that the Buneman-Hartree 
condition based on the Brillouin flow model provides a more adequate interpretation than that 
based on the single particle model for the interpretation of relativistic magnetron experiments and 
simulation. 
Equations (2.39) and (2.40) only give the constraint on the Brillouin flow’s scalar and 
vector potentials, which still need to be solved. Given the AK gap voltage, the total magnetic flux 
within the gap, the cathode and anode radius 𝑟𝑟𝑣𝑣 and 𝑟𝑟𝑣𝑣, the Brillouin flow solution is completely 
determined, including the complete solution v(r), and the Brillouin hub height 𝑟𝑟𝑢𝑢. This solution, 
covered in detail in section 2.3.2, was given in Davidson et al. [50] and in Appendix B of Lau et 
al. [25]. Davidson et al. [50] did not consider the Buneman-Hartree condition according to the 
Brillouin flow model. 
The governing equations (2.24)–(2.28) are independent of the surface electric field. They 
are valid even in the presence of background ions whose distribution is axisymmetric. This means 
that the Hull cutoff depends only on the end conditions, and does not depend on the details of the 
charge distribution within the gap as long as the distribution is strictly one-dimensional. Deviation 
from one-dimensional distribution can defeat magnetic insulation. The Buneman-Hartree-like 
condition (2.40) and the Hull cutoff-like condition (2.39), derived solely from Eqs. (2.24)–(2.28) 
(or in dimensionless form from Eqs. (2.31)–(2.34)), then seem to be applicable even if there is an 
arbitrary, axisymmetric distribution of ions. However, the presence of axisymmetric ion 
distribution would prevent the establishment of the Brillouin flow [62], even in the approximate 
sense described two paragraphs above. To see this, consider the extreme case where there is a sheet 
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of positive ions with significant charge lying just above the cathode. An electron released from the 
cathode with a zero initial velocity will be accelerated by this ion sheet, and this electron would 
exit the ion sheet with a large positive radial velocity [62]. This large radial velocity rules out the 
establishment of the Brillouin flow (or Brillouin-like flow). Note further that this ion sheet 
invalidates the local relation, Eq. (2.39), in particular at the location of the ion sheet.  
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3.1 Introduction 
Inverted magnetrons [63] have traditionally shown faster startup than their conventional 
counterparts. In particular, simulations of the recirculating planar magnetron [11]–[14] show 
bunching occurred quickly in the recirculating bends if the device was in an inverted configuration. 
In the inverted magnetron configuration, a rotating electron is subject to the negative mass effect 
(covered in section 1.3.2), so that a thin axis-encircling electron layer is subject to the negative 
mass instability [38], [39]. In such a thin electron layer, the negative mass instability is the 
dominant instability, and the diocotron instability is the residual instability which becomes 
dominant in the planar limit, in which case the negative mass effect is absent [38]. 
Unanswered is the negative mass effect in a rotating Brillouin flow, whose electron hub is 
not “thin” as shown in Figure 2.4 and Figure 2.5. Moreover, the very significant velocity shear in 
the Brillouin flow intrinsically represents a large velocity spread, which tends to stabilize the 
negative mass instability on a thin electron beam. Since the Brillouin flow is the prevalent state in 
a crossed-field geometry [17], [18], as is evident in Figure 1.9 and Figure 2.4 though Figure 2.8, 
we systematically study its stability in conventional, planar, and inverted magnetron 
configurations.  To investigate the intrinsic negative mass effects in Brillouin flows, we consider 
only the smooth-bore magnetron in this chapter. Much of the emphasis is on the electrostatic 
modes, while fully electromagnetic and relativistic treatments are considered in Section 3.4. 
As indicated in Figure 1.11, negative mass instability on a thin electron beam occurs when 
ℎ >  −𝛽𝛽02/2 [5], [38], [39] where ℎ = 𝑒𝑒𝑟𝑟𝐸𝐸0/𝑚𝑚𝑣𝑣02𝛾𝛾03, 𝐸𝐸0 is the radial electric field, 𝑣𝑣0 = 𝜔𝜔0𝑟𝑟 is 
the angular velocity of the rotating electron, 𝛽𝛽0 = 𝑣𝑣0/𝑐𝑐 and 𝛾𝛾0 = (1 − 𝛽𝛽02)−1 2⁄ . As presented in 
Eq. (1.16), 𝛾𝛾02ℎ is the fraction of the electric force that provides the centripetal acceleration for the 
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rotation of the electrons. Thus negative mass instability always occurs if the radial electric field 
𝐸𝐸0 is positive, as in an inverted magnetron configuration (see Figure 1.11). An electron in the 
conventional magnetron configuration would exhibit a positive mass behavior in general.  Since 
Brillouin flow has a substantial thickness (relative to the AK gap), and has very significant velocity 
shear within the flow as indicated above, it is unclear if the notion of negative mass instability 
applies. It should be stressed that the Brillouin flow, because of its strong velocity shear, is itself 
subjected to a diocotron-like instability, which is the same instability mechanism as the diocotron 
instability applied to a thick beam instead of a thin beam. The stability of Brillouin flow in the 
planar magnetron and the conventional magnetron configuration has been studied extensively by 
Buneman [34], Swegle [64], Antonsen [35], Davidson [26], [43], [65], [66], and Tsang [67]. There 
are even experiments testing microwave production of smooth-bore magnetrons [68]. The 
geometries they consider exclude negative mass behavior.  They include only positive mass 
behavior. 
In order to isolate the effects of the negative mass instability from the velocity shear which 
is always present in the Brillouin flow, the planar case, which is known to exclude negative mass 
effects, is briefly revisited first. A comparison between the growth rates of planar, conventional, 
and inverted magnetrons in the non-relativistic regime then illustrates the positive or negative mass 
effects on the shear flow instability. We will show that the inverted magnetron has a higher 
instability growth rate than the planar magnetron, while the conventional magnetron has the lowest 
growth rate. 
In Section 3.2, we summarize the results for the stability of the planar Brillouin flow.  In 
Section 3.3, we compare the Brillouin flow stability in the planar, conventional and inverted 
magnetron configurations. We also consider the azimuthal modes that would sequentially be 
excited as the gap voltage is ramped up.  In Section 3.4, we include the results on relativistic and 
electromagnetic effects (still for the smooth-bore configuration).   
3.2 Stability of Planar Brillouin Flow 
 The equilibrium planar Brillouin flow was covered in Chapter 2, with geometry shown in 
figure 2.1b (redrawn here as Figure 3.1 for convenience). In equilibrium, a voltage V is imposed 
across the anode-cathode (AK) gap with gap separation D. The Brillouin flow region is 0 < 𝑥𝑥 <
𝑥𝑥𝑢𝑢. The vacuum region has a width 𝑊𝑊 =  𝐷𝐷 – 𝑥𝑥𝑢𝑢.  
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Figure 3.1: Planar Brillouin flow, including the location of 𝑥𝑥𝑣𝑣𝑣𝑣𝑣𝑣 and 𝑥𝑥ℎ𝑢𝑢𝑢𝑢, which are on the 
vacuum edge and electron edge of the Brillouin hub, respectivly. 
The stability of planar Brillouin flow under the electrostatic assumption is well documented 
[26]. For the solutions presented in this section, all quantities are assumed to be of the form  𝜓𝜓(𝑥𝑥,𝑦𝑦, 𝜕𝜕) = 𝜓𝜓0(𝑥𝑥) + 𝜓𝜓1(𝑥𝑥)𝑒𝑒𝑗𝑗(𝜔𝜔𝑐𝑐−𝑘𝑘𝑦𝑦𝑦𝑦) where a subscript 0 is the equilibrium quantity and 
subscript 1 denotes the perturbation quantity. Subscripts x and y denote the direction of the 
perturbation quantity; for example, 𝑣𝑣1𝑦𝑦 is the perturbation velocity in the ŷ direction. Prime 
variables are derivatives with respect to x (e.g. 𝜓𝜓′ = 𝜕𝜕𝜓𝜓/𝜕𝜕𝑥𝑥). The linearized equations are the 
force equation within the Brillouin hub, 0 < 𝑥𝑥 < 𝑥𝑥𝑢𝑢, (broken into x̂ and ŷ components), 
 𝑗𝑗Ω𝑣𝑣1𝑦𝑦 + (𝑣𝑣0′ − 𝜔𝜔𝑣𝑣)𝑣𝑣1𝑥𝑥 = − 𝑒𝑒𝑚𝑚𝐸𝐸1𝑦𝑦, 𝑗𝑗Ω𝑣𝑣1𝑥𝑥 + 𝜔𝜔𝑣𝑣𝑣𝑣1𝑦𝑦 = − 𝑒𝑒𝑚𝑚𝐸𝐸1𝑥𝑥, (3.1) 
the continuity equation, 
 
𝑛𝑛1 = 𝑛𝑛0Ω �𝑘𝑘𝑦𝑦𝑣𝑣1𝑦𝑦 + 𝑗𝑗 𝜕𝜕𝑣𝑣1𝑥𝑥𝜕𝜕𝑥𝑥 � + 𝑗𝑗 𝑣𝑣1𝑥𝑥Ω 𝜕𝜕𝑛𝑛0𝜕𝜕𝑥𝑥 , (3.2) 
and the Poisson’s equation, 
 ∇2𝜙𝜙1 = 𝑒𝑒𝑛𝑛1𝜖𝜖0 , (3.3) 
where Ω = 𝜔𝜔 − 𝑘𝑘𝑦𝑦𝑣𝑣0, and 
 
𝐸𝐸1𝑦𝑦 = 𝑗𝑗𝑘𝑘𝑦𝑦𝜙𝜙1, 𝐸𝐸1𝑥𝑥 = −𝜕𝜕𝜙𝜙1𝜕𝜕𝑥𝑥 . (3.4) 
The result is a governing equation for the electrostatic potential 𝜙𝜙1 based on the equilibrium flow 
properties, 
D xb 
W −𝐸𝐸(𝑥𝑥) 
?̂?𝑧𝐵𝐵0 
𝑦𝑦�𝑣𝑣0(𝑥𝑥) 𝑥𝑥𝑣𝑣𝑣𝑣𝑣𝑣  
𝑥𝑥ℎ𝑢𝑢𝑢𝑢  
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𝜙𝜙1
′′ − 𝑘𝑘𝑦𝑦
2𝜙𝜙1 = 𝜔𝜔𝑝𝑝2𝐷𝐷Ω �Ω𝜙𝜙1′′ − 𝑘𝑘𝑦𝑦2Ω𝜙𝜙1 − 𝐷𝐷′𝐷𝐷 �Ω𝜙𝜙1 + 𝑘𝑘𝑦𝑦𝜔𝜔𝑣𝑣𝜙𝜙1�+ 𝑛𝑛0′
𝑛𝑛0
�Ω𝜙𝜙1
′ + 𝑘𝑘𝑦𝑦𝜔𝜔𝑣𝑣𝜙𝜙1� �, 
(3.5) 
where D =  Ω2 + 𝜔𝜔𝑣𝑣(𝑣𝑣0′ − 𝜔𝜔𝑣𝑣). The eigenvalue, 𝜔𝜔, is determined from the boundary condition 
𝜙𝜙1 = 0 at the cathode (x = 0) and the anode (x = D). 
The form of the equilibrium Brillouin flow, given in Chapter 2, can be used to greatly 
simplify Eq. (3.5). In particular, within the Brillouin flow, [c.f. Eqs. (1.8a,b)] 
 𝑣𝑣0′ = 𝜔𝜔𝑣𝑣, 𝑛𝑛0′ = 0, 𝜔𝜔𝑣𝑣2 = 𝜔𝜔𝑝𝑝2. (3.6) 
The final form of the governing equation, along with the vacuum boundary equation and jump 
condition will be presented next in dimensionless form using the following variables,  
 ?̅?𝑥 = 𝑥𝑥𝑘𝑘𝑦𝑦, 𝜔𝜔� = 𝜔𝜔|𝜔𝜔𝑣𝑣| ≡ 𝜔𝜔�𝑟𝑟 − 𝑖𝑖𝜔𝜔�𝑖𝑖, Ω� = 𝜔𝜔� − ?̅?𝑥, (3.7) 
so that 𝜔𝜔�𝑖𝑖 is the normalized growth rate. The governing equation, with the planar equilibrium 
profiles applied, becomes 
 𝜕𝜕2𝜙𝜙1
𝜕𝜕?̅?𝑥2
= 𝜙𝜙1 + 2Ω�3 − Ω� �𝜕𝜕𝜙𝜙1𝜕𝜕?̅?𝑥 + 𝜙𝜙1Ω� �. (3.8) 
The vacuum boundary condition at the Brillouin hub is derived from Poisson’s equation in 
the vacuum region, along with the boundary condition that 𝜙𝜙1 is zero at the anode. This boundary 
condition is simply the requirement that there is no tangential electric field at a conductor. Since 
according to Eq. (3.4), 𝜙𝜙1 ∝ 𝐸𝐸1𝑦𝑦, we have 𝜙𝜙1 = 𝐶𝐶 sinh�𝑘𝑘𝑦𝑦(𝑥𝑥 − 𝐷𝐷)�, and 𝑥𝑥 = 𝑥𝑥𝑣𝑣𝑣𝑣𝑣𝑣 (the x position 
just outside the Brillouin hub, 𝑥𝑥𝑢𝑢+), 
 1
𝜙𝜙1
𝜕𝜕𝜙𝜙1
𝜕𝜕?̅?𝑥
�
𝑥𝑥𝑣𝑣𝑣𝑣𝑣𝑣
= − coth(𝑊𝑊� ). (3.9) 
The jump condition is an integration of Eq. (3.5) across the edge of the Brillouin hub. The velocity 
and 𝜙𝜙1 are continuous across the hub, but the density and 𝜙𝜙1′  are not. The jump condition is 
 1
𝜙𝜙1
𝜕𝜕𝜙𝜙1
𝜕𝜕?̅?𝑥
�
𝑥𝑥𝑣𝑣𝑣𝑣𝑣𝑣
= 1
𝜙𝜙1
𝜕𝜕𝜙𝜙1
𝜕𝜕?̅?𝑥
�
𝑥𝑥ℎ𝑢𝑢𝑢𝑢
−
1
Ω�2
�
1
𝜙𝜙1
𝜕𝜕𝜙𝜙1
𝜕𝜕?̅?𝑥
+ 1
Ω�
� �
𝑥𝑥ℎ𝑢𝑢𝑢𝑢
, (3.10) 
where 𝑥𝑥ℎ𝑢𝑢𝑢𝑢 denotes the x position just inside the Brillouin hub, 𝑥𝑥𝑢𝑢−. The process for finding the 
eigenvalue solution to Eqs. (3.8) - (3.10) uses a root-finding scheme based on an initial estimate. 
It is possible to determine how many (if any) roots are in a given complex frequency range by 
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using a Nyquist diagram (also known as a Nyquist plot). The principle behind the Nyquist diagram 
is that it is possible to map a contour in the complex plane to a function (by Cauchy’s argument 
principle) and that function will enclose the origin, (0,0), a number of times equal to the zeros of 
the function minus the poles of the function [69]. Nyquist diagrams have been used in this thesis 
to ensure that the unstable eigenvalue solutions that are presented are the only solutions within a 
given frequency range, typically extending from the root an order of magnitude in either direction 
for the real part of the frequency (0.1𝜔𝜔𝑟𝑟 − 10𝜔𝜔𝑟𝑟) and 2 orders of magnitude for the imaginary part (0.01𝜔𝜔𝑖𝑖 −  100𝜔𝜔𝑖𝑖).1 
 
Figure 3.2: Planar magnetron eigenvalue solutions for the case where ?̅?𝑥𝑢𝑢 = W̅. This condition 
completely defines the normalized variables in the eigenvalue problem. 
The eigenvalue solution to the above set of equations is shown in Figure 3.2 for different 
wave numbers (through ?̅?𝑥𝑢𝑢 = 𝑘𝑘𝑦𝑦𝑥𝑥𝑢𝑢) for the case where ?̅?𝑥𝑢𝑢 =  𝑊𝑊� . This case of 50% fill represents 
intermediate magnetic insulation, and is also common for relativistic magnetrons. The distance 
between the hub and the anode, W̅, enters only in the vacuum boundary condition Eq. (3.9) as 
𝑐𝑐𝑐𝑐𝜕𝜕ℎ(𝑊𝑊� ) which is roughly a constant (=1) over the entire range of W̅ for the chosen parameters. 
                                                 
1 If 𝜔𝜔𝑖𝑖 → 0, the method for determining validity of an eigenfrequency is to produce a contour plot of the absolute 
value of the function for a grid of values for 𝜔𝜔𝑟𝑟 and 𝜔𝜔𝑖𝑖. A visual check can then determine if a root exists. 
𝑘𝑘𝑦𝑦𝑥𝑥𝑢𝑢  
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The eigenvalue solution results in a complex frequency. The real part of the frequency is the 
oscillation frequency. The imaginary part of the frequency is the growth rate. If there is no 
imaginary part, then the system is stable and initial perturbations will not form bunches. The real 
part of the frequency increases linearly with ky (i.e., with ?̅?𝑥𝑢𝑢). We found that, for large values of 
?̅?𝑥𝑢𝑢,  ?̅?𝑥𝑢𝑢 − 𝜔𝜔�𝑟𝑟 = 0.55 and 𝜔𝜔�𝑖𝑖 = 0.06, a result proven by Buneman, Levy, and Linson [34] and cited 
in Eq. (1.15). The real part of the frequency corresponds to a synchronous layer within the Brillouin 
hub. The system is stable below a certain threshold, namely, there is no instability if the real part 
of the frequency is less than the electron cyclotron frequency [64]. In this case, the diocotron-like 
instability would likely not be responsible for magnetron startup. 
3.3 Stability of Cylindrical Brillouin Flow in Conventional and Inverted 
Magnetrons 
We use 𝑟𝑟𝑣𝑣, 𝑟𝑟𝑢𝑢 and 𝑟𝑟𝑣𝑣 to designate, respectively, the anode radius, the Brillouin hub radius, 
and the cathode radius in both conventional magnetron and inverted magnetron configurations, 
consistent with the previous chapter. Figure 2.1b shows the conventional geometry, redrawn here 
as Figure 3.3. The equilibrium profiles for the density and velocity are given in Eqs. (2.11) - (2.13).  
 
Figure 3.3: Conventional cylindrical Brillouin flow, including the location of 𝑟𝑟𝑣𝑣𝑣𝑣𝑣𝑣 and 𝑟𝑟ℎ𝑢𝑢𝑢𝑢, 
which are on the vacuum edge and electron edge of the Brillouin hub, respectively. 
?̂?𝑧𝐵𝐵0 
𝜃𝜃�𝑣𝑣0(𝑟𝑟) 
rb 
ra 
rc 
Anode 
Cathode 
−𝐸𝐸(𝑟𝑟) 𝑟𝑟𝑣𝑣𝑣𝑣𝑣𝑣  𝑟𝑟ℎ𝑢𝑢𝑢𝑢  
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Cylindrical Brillouin flow, like the planar version, has the property 𝜔𝜔𝑝𝑝2 = 𝜔𝜔𝑣𝑣2 at the cathode, 
though since the density varies radially, this does not hold true for the rest of the Brillouin hub. 
The following dimensionless equations are applicable to both the conventional and inverted 
magnetron configurations, where +𝜔𝜔� (−𝜔𝜔�) is used in the equation for Ω� in the conventional 
(inverted) magnetron configuration, and 𝑙𝑙  (𝑙𝑙>0) is the azimuthal mode number, 
Note that Ω = 𝜔𝜔 − 𝑙𝑙𝑣𝑣𝜃𝜃(𝑟𝑟)/𝑟𝑟 is the dimensional Dopplar shifted frequency, and Ω� = Ω/|𝜔𝜔𝑣𝑣|. 
As with the planar derivation in Section 3.2, the linearized force law, continuity equations, 
and Poisson’s equation are used to find the governing equation within the hub. Similar to the 
derivation for the planar Brillouin flow given in Section 3.2 , the governing equation reads [26], 
[70], 
 
𝜙𝜙1
′′ = 𝑙𝑙2
?̅?𝑟2
𝜙𝜙1 −
𝜙𝜙1
′
?̅?𝑟 + 2𝑙𝑙𝜔𝜔�𝑝𝑝2Ω��Ω�2 − 𝜔𝜔�𝑝𝑝2� �𝜙𝜙1′?̅?𝑟3 + � 𝑙𝑙r̅6Ω� − 1?̅?𝑟4� 𝜙𝜙1�
−
2
�Ω�2 − 𝜔𝜔�𝑝𝑝2�
�
𝜙𝜙1
′
?̅?𝑟5
+ 𝑙𝑙ϕ1
?̅?𝑟8Ω�
�.     
(3.12) 
The boundary condition in the vacuum region outside the Brillouin hub is, 
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, (3.13) 
and the jump condition is, 
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𝜙𝜙1
�
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.   (3.14) 
where 𝑟𝑟𝑣𝑣𝑣𝑣𝑣𝑣 denotes the radius of the vacuum region just outside the Brillouin hub and 𝑟𝑟ℎ𝑢𝑢𝑢𝑢 denotes 
the radius just inside the Brillouin hub (Figure 3.3). 
Since Eqs. (3.11) - (3.14) are non-dimensional, we set the inner radius at 1m, Brillouin hub 
at 1.5m, and the outer radius at 2m in the numerical examples. The ratio between the radii is the 
important factor. The real part of the frequency shown in Figure 3.4 for both conventional and 
inverted magnetron scales fairly linearly with the mode number (𝑙𝑙), as was the case for the planar 
 
?̅?𝑟 = 𝑟𝑟
𝑟𝑟𝑣𝑣
, 𝜔𝜔� = 𝜔𝜔|𝜔𝜔𝑣𝑣| ≡ 𝜔𝜔�𝑟𝑟 − 𝑖𝑖𝜔𝜔�𝑖𝑖, Ω� = ±𝜔𝜔� − 12 𝑙𝑙 �1 − 1?̅?𝑟2� ,
𝜔𝜔�𝑝𝑝
2 = 12 �1 + 1?̅?𝑟4�. 
(3.11) 
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magnetron (Figure 3.2). Additionally, the threshold for system stability also occurs at about the 
point the real frequency is equal to the cyclotron frequency. The imaginary part of the frequency 
shows a similar trend to the planar system, except that it decreases after reaching a peak instead of 
approaching an asymptote. Note the large contrast in the growth rate between the conventional 
magnetron (Figure 3.4a) and the inverted magnetron (Figure 3.4b) in this example. Figure 3.5 
further shows this contrast. 
 
Figure 3.4: The eigenvalue solutions for the conventional (a) and inverted (b) magnetrons. The 
inner radius is 1m, the Brillouin hub radius is 1.5m, and the outer radius is 2m [70]. 
 𝑙𝑙 
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The normalized growth rates shown in Figure 3.5 are found from solving the eigenvalue 
equation for the planar and cylindrical governing equations at different cathode to anode radii 
ratios [70]. The planar geometry is the limit where cathode radius and anode radius go to infinity, 
so the ratio is 1. The AK gap separation is held at a constant of 1m, the Brillouin hub is at a constant 
50% fill (0.5m from the anode and cathode), and the “bunch frequency” at the top of the hub 
(defined as 𝑙𝑙𝑣𝑣0/𝑟𝑟𝑢𝑢 for cylindrical and 𝑘𝑘𝑦𝑦𝑣𝑣0 for planar, where v0 is the linear velocity of electrons 
at the top of the Brillouin hub) is held constant at 2*𝜔𝜔𝑣𝑣 while the anode and cathode radii are 
varied.  
 
Figure 3.5: Normalized growth rate as a function of cathode radius to hub height for a constant 
AK gap width, hub height, and bunch frequency. The conventional, planar, and inverted 
magnetron corresponds to, respectively, rc/rb < 1, rc/rb = 1, rc/rb > 1 [70]. 
The inverted geometry shows an increase in instability strength as the ratio of 𝑟𝑟𝑣𝑣/𝑟𝑟𝑢𝑢 
increases, starting from the planar ratio of 1. The conventional geometry stabilizes as 𝑟𝑟𝑣𝑣/𝑟𝑟𝑢𝑢 
decreases from the planar ratio of 1 (Figure 3.5). The increase in 𝑟𝑟𝑣𝑣/𝑟𝑟𝑢𝑢 for the inverted geometry 
and decrease in 𝑟𝑟𝑣𝑣/𝑟𝑟𝑢𝑢 for the conventional geometry both correspond to a decrease in inner and 
outer radii for the magnetrons. This indicates that the inverted magnetron configuration 
destabilizes the intrinsic instability in the planar system, while the conventional magnetron 
  
Conventional 
(positive mass) 
Inverted 
(negative mass) 
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configuration stabilizes it. This is consistent with Figure 1.11, where the inverted magnetron shows 
negative mass behavior, whereas the conventional magnetron shows positive mass behavior. 
 
Figure 3.6: The ratio of ωi/ωr as a function of rb for (a) conventional and (b) inverted magnetron. 
The ratio of ωi/ωc as a function of rb for (c) conventional and (d) inverted magnetron. In all cases 
the inner and outer radii are held constant at 1m and 2m respectively. 𝑟𝑟𝑢𝑢 increases as the gap 
voltage increases for (a) and (c), and decreases for (b) and (d) [70]. 
Having shown that that inverted magnetron is inherently more unstable than conventional 
magnetron, we now explore which modes start up first as the AK gap voltage of the smooth-bore 
magnetron is turned on, while the magnetic field remains constant. The turn-on is assumed to be 
sufficiently slow that the system is in a quasi-static equilibrium. As the voltage is ramped up, the 
Brillouin hub radius 𝑟𝑟𝑢𝑢 increases in the conventional magnetron shown in Figure 3.6 (a) and (c), 
but decreases in the inverted magnetron configuration shown in Figure 3.6 (b) and (d). The growth 
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rate is normalized to the real part of the mode frequency in Figure 3.6 (a) and (b) and to the electron 
cyclotron frequency in Figure 3.6 (c) and (d).  In the conventional magnetrons in Figure 3.6 (a) 
and (c), the higher order modes start up first, and with a higher growth rate than lower order modes. 
All of the modes lose strength rapidly as the Brillouin hub increases. For the inverted magnetrons 
in Figure 3.6 (b) and (d), the higher order modes also start up sooner than lower order modes, but 
they are weaker in that 𝜔𝜔𝑖𝑖/𝜔𝜔𝑟𝑟 is lower for high 𝑙𝑙. Additionally, all of the modes show an increase 
in 𝜔𝜔�𝑖𝑖 as the Brillouin hub increases. 
3.4 Electromagnetic and Relativistic Effects 
Including relativistic effects in a fully electromagnetic formulation, the perturbed fields are 
governed by the differential equation, Eq. (14) of Chernin and Lau [38], with the equilibrium 
profiles for 𝑛𝑛0(𝑟𝑟), 𝑣𝑣0(𝑟𝑟),𝐸𝐸0(𝑟𝑟), and 𝐵𝐵0(𝑟𝑟) provided by the electromagnetic Brillouin hub 
equilibrium solution covered in Chapter 2. The governing equation, for 𝜙𝜙 = 𝑟𝑟𝐸𝐸1𝜃𝜃, is 
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𝛾𝛾0
2 + 𝛾𝛾02ℎ2 − Ω2𝜔𝜔02, (3.19) 
and 𝜔𝜔0 = 𝑣𝑣0/𝑟𝑟, Ω = 𝜔𝜔 − 𝑙𝑙𝜔𝜔0, ℎ = 𝑒𝑒𝑟𝑟𝐸𝐸0/𝑚𝑚𝑣𝑣02𝛾𝛾03, 𝜉𝜉 = 𝜔𝜔𝑝𝑝2/𝜔𝜔02𝛾𝛾0, and 𝜔𝜔𝑝𝑝 is the non-relativistic 
plasma frequency. We note that the value for h can approach infinity at the cathode, because the 
velocity and electric field go to zero when using L’Hôpital’s rule. Based on the equilibrium profile 
definitions and rearranging variables, the vacuum boundary is 
 𝜙𝜙′
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where 𝑝𝑝 = 𝜔𝜔/𝑐𝑐 and 𝐶𝐶 = −𝑌𝑌𝑙𝑙′(𝑝𝑝𝑟𝑟𝑣𝑣)/𝐽𝐽𝑙𝑙′(𝑝𝑝𝑟𝑟𝑣𝑣). The electromagnetic eigenvalue solutions are found 
from matching the perturbed azimuthal electric fields in the vacuum region to those in the Brillouin 
hub. The jump condition across 𝑟𝑟 = 𝑟𝑟𝑢𝑢, found from integrating Eq. (3.15), is 
 
 𝜙𝜙′
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�
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where 𝑟𝑟𝑣𝑣𝑣𝑣𝑣𝑣  (𝑟𝑟ℎ𝑢𝑢𝑢𝑢) denotes the radius just outside (inside) the Brillouin hub (Figure 3.3).  
 
Figure 3.7: Normalized growth rate according to the fully electromagnetic and relativistic 
formulation as a function of electron velocity (normalized to the speed of light) at the top of the 
Brillouin hub for (a) conventional and (b) inverted magnetron. The geometry (1m inner radius 
and 2m outer radius) is held constant, the mode number l is set to 8, and the voltage and 
magnetic field are increased proportionally to achieve a constant hub radius of 1.5m while 
increasing the electron velocity at the hub [70]. 
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The data presented below will show that the electrostatic results are not quantitatively 
different from the fully electromagnetic and relativistic treatment. Figure 3.7 shows the normalized 
growth rate for a cylindrical case as the particle’s kinetic energy at the hub increases. The 
configuration used in both figures is a 1m inner radius, 2m outer radius, 50% Brillouin hub fill of 
the AK gap, and a mode number 𝑙𝑙 = 8. Typical relativistic magnetron operate between 𝛽𝛽(𝑟𝑟𝑢𝑢) of 
0.2 and 0.3. These two figures show that conventional magnetrons experience a decrease in growth 
rate as electrons become more relativistic, while inverted magnetrons have increased growth in the 
same situation. As with the aspect ratio studies in the previous section, it appears that relativistic 
effect in the inverted magnetron configuration leads to further destabilization while the 
conventional magnetron configuration is stabilized. 
 
 
Figure 3.8: A comparison of the eigenvalue frequency (𝜔𝜔𝑟𝑟) to the electron frequency at the top of 
the Brillouin hub (𝑙𝑙𝜔𝜔0) for inverted and conventional magnetrons. The Brillouin hub height is 
kept constant, so voltage and magnetic field increases with β.  
The inverted configuration in Figure 3.7(b) has a fairly flat normalized growth rate until it 
experiences a rapid increase at 𝛽𝛽(𝑟𝑟𝑢𝑢) greater than about 0.8. This is the region in which the increase 
in 𝜔𝜔𝑟𝑟 starts to diminish with the increase in electron energy, and 𝜔𝜔𝑟𝑟 approaches a limit when the 
synchronous electrons are reaching the speed of light (since 𝜔𝜔𝑟𝑟 < 𝑙𝑙𝑣𝑣(𝑟𝑟𝑢𝑢)/𝑟𝑟𝑢𝑢 for synchronism 
between the wave and the electrons within the Brillouin hub, and the maximum velocity of 𝑣𝑣(𝑟𝑟𝑢𝑢) 
is c). The increase in 𝜔𝜔𝑖𝑖 with electron energy slows down in this region as well, but doesn’t 
approach a limit. The spike in 𝜔𝜔𝑖𝑖/𝜔𝜔𝑟𝑟 is caused by this behavior, where 𝜔𝜔𝑖𝑖 increases with increasing 
electron energy, but 𝜔𝜔𝑟𝑟 is limited by the electron velocity. This implies that the instability in the 
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inverted configuration can still exist even as the relativistic mass of the electrons increases greatly. 
The conventional magnetron’s growth rate (Figure 3.7(a)), by contrast, starts to decrease almost 
immediately with relativistic effects. This difference in behavior is at least partially due to a 
difference in the behavior of 𝜔𝜔𝑟𝑟 at highly relativistic values of electron velocity at the top of the 
Brillouin hub (𝛽𝛽(𝑟𝑟𝑢𝑢)), where 𝜔𝜔𝑟𝑟 approaches 𝑙𝑙𝜔𝜔0 for the inverted magnetron, but not for the 
conventional magnetron as shown in Figure 3.8.  
Figure 3.8 is a plot of 𝜔𝜔𝑟𝑟 and 𝑙𝑙𝜔𝜔0 as a function of 𝛽𝛽(𝑟𝑟𝑢𝑢) for a constant Brillouin hub height 
(increasing velocity is due to increasing voltage and magnetic field). In the conventional 
configuration, the upper limit for electron velocities in the hub is c, however, the synchronous 
electrons (traveling at 𝛽𝛽(𝑟𝑟) = 𝜔𝜔𝑟𝑟𝑟𝑟/𝑐𝑐) have a velocity that is a fraction of c. The synchronous layer 
is pushed toward the cathode surface as 𝑣𝑣(𝑟𝑟𝑢𝑢) approaches c (In contrast, in the inverted magnetron, 
the synchronous layer is pushed toward the Brillouin hub radius 𝑟𝑟𝑢𝑢 as 𝑣𝑣(𝑟𝑟𝑢𝑢) approaches c). The 
proximity of this synchronous layer and the cathode tends to short out the tangential RF electric 
field at the synchronous layer, thereby reducing the normalized growth rate in the case of 
conventional magnetron [Figure 3.7a]. For comparison purposes, it has been shown that increasing 
the particle velocity into the relativistic range slightly reduces the normalized instability growth 
rate for planar geometries [35], [64]. 
3.5 Summary 
 Dimensionless equations are presented for electrostatic Brillouin flow, in both planar and 
cylindrical magnetrons. The electrostatic eigenvalue solutions for these equations show that the 
shear flow instability in the planar geometry is reduced in the conventional cylindrical 
configuration, but enhanced in the inverted configuration. The amount of reduction or 
enhancement increases as the radii in the system decrease, i.e., as the departure from planar 
geometry increases. This correlation is consistent with the negative mass instability, which is a 
cylindrical effect based on the ratio of electric force to centripetal force. 
The electrostatic startup condition with constant magnetic field is compared between 
conventional and inverted smooth-bore magnetrons. Both geometries show that the higher order 
modes start up first as the voltage is ramped up. In the conventional case the growth rate for any 
given mode peaks soon after it starts, and then decreases rapidly. On an absolute time scale 
(normalized to 𝜔𝜔𝑣𝑣, Figure 3.6c) the instability strength of each mode is only slightly different than 
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its nearest neighbors and it decreases as hub height increases. Modes in the inverted case also 
increase rapidly after starting, but show a very slow decrease in normalized growth rate 𝜔𝜔𝑖𝑖/𝜔𝜔𝑟𝑟. 
This translates into an almost linear increase in 𝜔𝜔𝑖𝑖/𝜔𝜔𝑟𝑟 with hub height. All modes that enter this 
regime have roughly equal growth rates (Figure 3.6d), with lower order modes being slightly 
favored.  
The electrostatic results are transitioned smoothly into the electromagnetic regime. The 
normalized growth rate of the conventional configuration decreases as the electrons at the hub 
increase in relativistic energy. The normalized growth rate of the inverted magnetron increases as 
the kinetic energy in the outer hub electrons increases. The planar case shows a decrease in growth 
rate with an increase in hub electron kinetic energy. 
 The shear flow instability, or the diocotron-like instability, in a crossed-field geometry has 
long been conjectured to cause the startup of a magnetron. Here we showed that the Brillouin flow 
in the inverted magnetron is intrinsically more unstable than the Brillouin flow in the conventional 
magnetron, consistent with the simulation results of the recirculating planar magnetron that has 
smooth circular bends. 
 Finally, for the smooth-bore magnetron, whether it be conventional, planar, or inverted 
configuration, the azimuthal velocity of the vacuum eigenmode is typically faster than the highest 
electron flow velocity (because the Brillouin flow constrains zero flow velocity on the cathode), 
so the vacuum eigenmode cannot be in synchronous interaction with any electron within the 
Brillouin flow. This is in sharp contrast to the slow-wave structure which is treated in the next 
chapter, where we show the synchronous interaction with the vacuum eigenmode of the slow-wave 
structure is critical. 
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4.1 Introduction 
The stability of Brillouin flow inside a magnetron with a slow wave structure (SWS) anode 
has not been studied extensively analytically [71]. This work addresses SWS anodes analytically. 
First we consider a planar magnetron, we then focus on the π-mode for the inverted and 
conventional cylindrical magnetron. 
Magnetron operation requires synchronicity between the electrons and the RF phase 
velocity. In practice, this is achieved by reducing the RF phase velocity below the speed of light, 
which is accomplished by adding a slow wave structure (SWS) to the anode. The SWS creates a 
path length for the RF that is longer than that of the electrons, effectively slowing down the wave 
(in the direction of electron motion [72]) so that synchronicity can occur. Figure 4.1 is an example 
of a planar magnetron with a SWS on the anode. The protrusions on the anode are referred to as 
vanes. The vane height, h, is the main determinate for the cold tube frequency, defined as the 
natural mode frequency of the SWS without any electrons. The periodicity, L, restricts the principal 
wavelength of the electron bunches.  
This chapter will include fully relativistic and fully electromagnetic formulation of the 
eigenvalue solutions and results for both planar and cylindrical magnetrons. The periodic boundary 
conditions that result from the SWS mean that solutions must now include space harmonics [72]. 
Additionally, the microwave structure itself has a cold tube dispersion relation which exhibits the 
resonant cold tube frequencies at a given wavenumber. The addition of a SWS changes the 
behavior of the Brillouin flow instabilities dramatically. These resonant cold tube modes are absent 
in the electrostatic treatments of Chapter 3. As we shall see, resonance between the electrons within 
the Brillouin flow and the SWS is the dominant interaction. 
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Figure 4.1: Diagram of a planar magnetron with a slow wave structure. The base case parameters 
for stability analysis are: 𝑥𝑥𝑣𝑣 = 3.9cm, 𝑥𝑥𝑢𝑢 = 1.54cm, 𝐿𝐿 = 3.84cm, 𝑤𝑤𝑣𝑣 =1.92cm, ℎ = 6.31cm, 
𝐵𝐵0 = 0.0645T, and 𝑉𝑉 = 300kV. 
4.2 Planar Brillouin Flow with SWS 
 The geometry for the system is shown in Figure 4.1. The Brillouin flow equilibrium is 
assumed to be the same as a smooth-bore anode. This assumption is justified by the boundary 
condition that requires the field to be normal to the cathode. Figure 4.2 is a contour plot of the 
strength of the y-component of the DC electric field due to the applied voltage, which demonstrates 
that the non-uniformity of 𝐸𝐸𝑦𝑦 caused by the periodic SWS is greatly reduced some distance below 
the anode. We thus assume that the equilibrium Brillouin flow with the SWS is the same as the 
equilibrium Brillouin flow with a smooth-bore anode at 𝑥𝑥 = 𝑥𝑥𝑣𝑣. 
Anode (SWS) 
Cathode 
𝑥𝑥𝑢𝑢 𝑥𝑥𝑣𝑣 
𝑥𝑥𝑣𝑣 
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𝑥𝑥� 
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Figure 4.2: Contour of 𝐸𝐸𝑦𝑦 for applied DC bias for one period of a planar magnetron, including 
the SWS. 
The last assumption means that the governing equation for electron motion and the jump 
condition across the outermost layer of the Brillouin hub are the same as those presented in Chapter 
3 for the smooth-bore anode, for each of the space harmonics of the RF field 𝐸𝐸�⃗ , which now contains 
space harmonics, both within the Brillouin flow and in the vacuum region. These space harmonics 
must be matched to perturbations within the Brillouin flow. The vacuum fields in these geometries 
have been derived in the literature [72], [73], so they will be presented with minimal derivation. 
The periodic vacuum fields have, according to the Floquet theorem [72], the form given below, 
for 𝑥𝑥𝑢𝑢 < 𝑥𝑥 < 𝑥𝑥𝑣𝑣 , (Figure 4.1) 
 
𝑬𝑬 = � �𝑥𝑥�𝐸𝐸𝑥𝑥𝑥𝑥(𝑥𝑥) + 𝑦𝑦�𝐸𝐸𝑦𝑦𝑥𝑥(𝑥𝑥)�∞
𝑥𝑥=−∞
𝑒𝑒𝑗𝑗(𝜔𝜔𝑐𝑐−𝑘𝑘𝑛𝑛𝑦𝑦), (4.1) 
 
𝑯𝑯 = � ?̂?𝑧𝐻𝐻𝑧𝑧𝑥𝑥(𝑥𝑥)∞
𝑥𝑥=−∞
𝑒𝑒𝑗𝑗(𝜔𝜔𝑐𝑐−𝑘𝑘𝑛𝑛𝑦𝑦), (4.2) 
 𝑘𝑘𝑥𝑥 = 𝑘𝑘0 + 2𝜋𝜋𝑛𝑛/𝐿𝐿, (4.3) 
where 𝑛𝑛 = 0, ±1, ±2, … . Each value of n corresponds to a space harmonic, and 𝑘𝑘0 (𝑛𝑛 = 0) is 
referred to as the fundamental wavenumber, or simply the wavenumber. Solving Maxwell’s 
equations within the vacuum region 𝑥𝑥𝑢𝑢 < 𝑥𝑥 < 𝑥𝑥𝑣𝑣 gives the form of each of these fields, 
 𝐻𝐻𝑧𝑧𝑥𝑥(𝑥𝑥) = 𝐵𝐵𝑥𝑥 cosh(sn(𝑥𝑥 − 𝑥𝑥𝑣𝑣)) + 𝐶𝐶𝑥𝑥 sinh(𝑠𝑠𝑥𝑥(𝑥𝑥 − 𝑥𝑥𝑣𝑣)), (4.4) 
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𝐸𝐸𝑥𝑥𝑥𝑥(𝑥𝑥) = − 𝑘𝑘𝑥𝑥𝜔𝜔𝜖𝜖0 [𝐵𝐵𝑥𝑥 cosh(sn(𝑥𝑥 − 𝑥𝑥𝑣𝑣)) + 𝐶𝐶𝑥𝑥 sinh(𝑠𝑠𝑥𝑥(𝑥𝑥 − 𝑥𝑥𝑣𝑣))], (4.5) 
 𝐸𝐸𝑦𝑦𝑥𝑥(𝑥𝑥) = − 𝑠𝑠𝑥𝑥𝑗𝑗𝜔𝜔𝜖𝜖0 �𝐵𝐵𝑥𝑥 sinh�sn(𝑥𝑥 − 𝑥𝑥𝑣𝑣)� + 𝐶𝐶𝑥𝑥 cosh�𝑠𝑠𝑥𝑥(𝑥𝑥 − 𝑥𝑥𝑣𝑣)��, (4.6) 
where 𝑠𝑠𝑥𝑥 = (𝑘𝑘𝑥𝑥2 − 𝜔𝜔2/𝑐𝑐2)1/2 and 𝐶𝐶𝑥𝑥 and 𝐵𝐵𝑥𝑥 are constants.  
We assume a TEM mode within the cavities, 𝑥𝑥𝑣𝑣 < 𝑥𝑥 < 𝑥𝑥𝑣𝑣, as was done in [72], [74], [75], 
so the field over one period (L) is given by 
 
𝐸𝐸𝑦𝑦(𝑥𝑥,𝑦𝑦) = �𝐷𝐷 sin�𝜔𝜔𝑐𝑐 (𝑥𝑥 − 𝑥𝑥𝑣𝑣)� , −𝑤𝑤𝑣𝑣2 < 𝑦𝑦 < 𝑤𝑤𝑣𝑣20, 𝑐𝑐𝜕𝜕ℎ𝑒𝑒𝑟𝑟𝑤𝑤𝑖𝑖𝑠𝑠𝑒𝑒  (4.7) 
 𝐸𝐸𝑥𝑥(𝑥𝑥) = 0, (4.8) 
 
𝐻𝐻𝑧𝑧(𝑥𝑥) = 𝑗𝑗 �𝜖𝜖0𝜇𝜇0�1 2⁄ 𝐷𝐷 cos�𝜔𝜔𝑐𝑐 (𝑥𝑥 − 𝑥𝑥𝑣𝑣)�, (4.9) 
where D is a constant. The boundary condition that 𝐸𝐸𝑦𝑦 be continuous at the cavity mouth (𝑥𝑥 =
𝑥𝑥𝑣𝑣,−𝐿𝐿/2 < 𝑦𝑦 < 𝐿𝐿/2) is then given by  
 1
𝑗𝑗𝜔𝜔𝜖𝜖0
� 𝑠𝑠𝑥𝑥𝐶𝐶𝑥𝑥𝑒𝑒
−𝑗𝑗𝑘𝑘𝑛𝑛𝑦𝑦
∞
𝑥𝑥=−∞
= �𝐷𝐷 sin �𝜔𝜔ℎ𝑐𝑐 � , −𝑤𝑤𝑣𝑣2 < 𝑦𝑦 < 𝑤𝑤𝑣𝑣20, 𝑤𝑤𝑣𝑣2 < |𝑦𝑦| < 𝐿𝐿2  
(4.10) 
where ℎ = 𝑥𝑥𝑣𝑣 − 𝑥𝑥𝑣𝑣. This equation is a Fourier series, so solving for the coefficients produces 
 
𝐶𝐶𝑥𝑥 = 𝑗𝑗𝜔𝜔𝜖𝜖0 𝐷𝐷𝑠𝑠𝑥𝑥 𝑤𝑤𝐶𝐶𝐿𝐿 sin �𝜔𝜔ℎ𝑐𝑐 � sin(𝜃𝜃𝑥𝑥)𝜃𝜃𝑥𝑥 , (4.11) 
where 𝜃𝜃𝑥𝑥 = 𝑘𝑘𝑥𝑥𝑤𝑤𝑣𝑣/2. The second boundary condition is that the average magnetic field over the 
cavity mouth is continuous. This boundary condition becomes 
 
𝑗𝑗 �
𝜖𝜖0
𝜇𝜇0
�
1 2⁄
𝐷𝐷 cos �𝜔𝜔ℎ
𝑐𝑐
� = 1
𝑤𝑤𝑣𝑣
� � � 𝐵𝐵𝑥𝑥𝑒𝑒
−𝑗𝑗𝑘𝑘𝑛𝑛𝑦𝑦
∞
𝑥𝑥=−∞
�
𝑠𝑠𝑣𝑣/2
−𝑠𝑠𝑣𝑣/2 𝑑𝑑𝑦𝑦. 
(4.12) 
After performing the integration and moving the term D into the sum (since it is constant), Eq. 
(4.12) becomes 
 
𝑗𝑗 �
𝜖𝜖0
𝜇𝜇0
�
1 2⁄ cos �𝜔𝜔ℎ
𝑐𝑐
� = � 𝐵𝐵𝑥𝑥
𝐷𝐷
sin(𝜃𝜃𝑥𝑥)
𝜃𝜃𝑥𝑥
∞
𝑥𝑥=−∞
. (4.13) 
Equation (4.11) can be solved for D, which is substituted into Eq. (4.13) to get the final vacuum 
boundary equation, 
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 1 −ωc tan �ωhc �wcL � 1sn 𝐵𝐵𝑥𝑥𝐶𝐶𝑥𝑥 �sinθnθn �2 = 0.∞
𝑥𝑥=−∞
 
(4.14) 
The ratio of 𝐵𝐵𝑥𝑥/𝐶𝐶𝑥𝑥 is still needed in order to solve Eq. (4.14). In order to find this value, 
we must make the assumption that each vacuum space harmonic creates a corresponding mode 
within the Brillouin hub. For each wavenumber 𝑘𝑘𝑥𝑥, the value for the ratio of 𝜙𝜙𝑥𝑥′ (𝑥𝑥𝑢𝑢)/𝜙𝜙𝑥𝑥(𝑥𝑥𝑢𝑢) from 
the numerical solution (where 𝜙𝜙𝑥𝑥 is a perturbation quantity) within the Brillouin flow (taking into 
account the jump condition at 𝑥𝑥 =  𝑥𝑥𝑢𝑢) is set equal to the ratio of 𝜙𝜙𝑥𝑥′ (𝑥𝑥𝑢𝑢)/𝜙𝜙𝑥𝑥(𝑥𝑥𝑢𝑢) of the vacuum 
field at 𝑥𝑥 =  𝑥𝑥𝑢𝑢. The hub potential, 𝜙𝜙, is essentially the tangential electric field, 𝐸𝐸𝑦𝑦. This boundary 
condition was also used in the derivation of the dispersion relation for thin beams in SWS, in which 
each space harmonic creates a corresponding density and current perturbation [75], [74]. 
The hub potential for each space harmonic must be numerically integrated from the 
governing equation inside the Brillouin hub [50]. Together with the jump condition, the hub 
potential just outside the Brillouin hub is matched to the vacuum solution (Eq. (4.6)). 
 𝜙𝜙𝑥𝑥′ (𝑥𝑥𝑢𝑢)
𝜙𝜙𝑥𝑥(𝑥𝑥𝑢𝑢) = 𝑠𝑠𝑥𝑥 [𝐵𝐵𝑥𝑥 cosh 𝑠𝑠𝑥𝑥𝑊𝑊 + 𝐶𝐶𝑥𝑥 sinh 𝑠𝑠𝑥𝑥𝑊𝑊][𝐵𝐵𝑥𝑥 sinh 𝑠𝑠𝑥𝑥𝑊𝑊 + 𝐶𝐶𝑥𝑥 cosh 𝑠𝑠𝑥𝑥𝑊𝑊], (4.15) 
where 𝑊𝑊 = 𝑥𝑥𝑢𝑢 − 𝑥𝑥𝑣𝑣 and the left side of the equation is known from integrating over the Brillouin 
flow, incorporating the jump condition as explained in the preceding paragraph. Equation (4.15) 
can be rearranged to find 𝐵𝐵𝑥𝑥/𝐶𝐶𝑥𝑥, 
 
𝐵𝐵𝑥𝑥
𝐶𝐶𝑥𝑥
= sinh(𝑠𝑠𝑥𝑥𝑊𝑊) − 𝜙𝜙𝑥𝑥′ (𝑥𝑥𝑢𝑢)𝑠𝑠𝑥𝑥𝜙𝜙𝑥𝑥(𝑥𝑥𝑢𝑢) cosh (𝑠𝑠𝑥𝑥𝑊𝑊)
𝜙𝜙𝑥𝑥′ (𝑥𝑥𝑢𝑢)
𝑠𝑠𝑥𝑥𝜙𝜙𝑥𝑥(𝑥𝑥𝑢𝑢) sinh(𝑠𝑠𝑥𝑥𝑊𝑊) − cosh (𝑠𝑠𝑥𝑥𝑊𝑊), 
(4.16) 
which can be used to solve Eq. (4.14). Equation (4.14) then becomes the hot tube dispersion 
relation. It contains an infinite sum, which has been tested empirically for different numbers of 
terms and shows almost no variation in solutions for |n| ≥ 4 (9 terms). The results presented in the 
following sections will use up to |n| = 5. 
 In the limit that the Brillouin hub height approaches the cathode, 𝜙𝜙𝑥𝑥 approaches zero. In 
this limit 𝐵𝐵𝑥𝑥/𝐶𝐶𝑥𝑥 simply becomes −coth (𝑠𝑠𝑥𝑥𝑥𝑥𝑣𝑣), and Eq. (4.14) reduces to the cold-tube dispersion 
relation of the SWS [72]. 
4.2.1 Planar Base Case and Parameter Sweeps 
Solutions to Eq. (4.14) for a range of parameter sweeps will be presented in this section. In 
addition, it will be argued that the diocotron-like instability found in the planar smooth-bore 
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magnetrons interacts with the resonant mode created by the SWS circuit, and that this interaction 
explains the shape of the parameter sweeps. More specifically, it will be shown that the maximum 
growth occurs when the real part of the frequency of the diocotron-like instability (in the 
corresponding smooth-bore geometry) and the SWS cold tube frequency are almost equal, and that 
the system stabilizes as these two frequencies diverge. To this end, the smooth-bore anode 
solutions to the same geometry (without the cavities) and operating parameters will be presented. 
The eigenvalue frequency solutions have the general form 𝜔𝜔 =  𝜔𝜔𝑟𝑟 − 𝑖𝑖𝜔𝜔𝑖𝑖. The hot tube SWS 
eigenvalue solutions will be referred to as 𝜔𝜔𝑠𝑠𝑠𝑠𝑠𝑠 = 𝜔𝜔𝑟𝑟𝑠𝑠𝑠𝑠𝑠𝑠 − 𝑖𝑖𝜔𝜔𝑖𝑖𝑠𝑠𝑠𝑠𝑠𝑠, the hot tube smooth-bore 
eigenvalue as 𝜔𝜔𝑠𝑠𝑢𝑢 = 𝜔𝜔𝑟𝑟𝑠𝑠𝑢𝑢 − 𝑖𝑖𝜔𝜔𝑖𝑖𝑠𝑠𝑢𝑢, and the cold tube frequency of the SWS will be 𝜔𝜔𝑣𝑣𝑐𝑐. We shall 
show that instability occurs only when 𝜔𝜔𝑟𝑟𝑠𝑠𝑠𝑠𝑠𝑠 ≈ 𝜔𝜔𝑟𝑟𝑠𝑠𝑢𝑢 ≈ 𝜔𝜔𝑣𝑣𝑐𝑐. 
The base geometry has the dimensions of the planar section of the RPM 12a [13]: an AK 
gap width 𝑥𝑥𝑣𝑣 = 3.9cm, a period L = 3.84cm, a vane width 𝑤𝑤𝑣𝑣 = 𝐿𝐿/2, equal to half the period, and 
a vane height of h = 6.31cm. The operating conditions have been changed from those presented in 
Chapter 2 so that the eigenvalue solution to the base case has an imaginary component at the fixed 
π-mode (𝑘𝑘0 = 𝜋𝜋/𝐿𝐿) which is the usual operating mode in a SWS magnetron, where the RF fields 
change sign in adjacent cavities. The new operating conditions are 0.0645T and 300keV, which 
puts the Brillouin hub height at 𝑥𝑥𝑢𝑢 = 1.54cm, about half of the AK gap width 𝑥𝑥𝑣𝑣. The base case is 
operated in π-mode, which corresponds to 𝑘𝑘0 = 81.8 rad/m. For this chapter, π-mode will refer to 
the wavenumber (or azimuthal mode number, for the cylindrical magnetrons) at which there is a π 
phase shift in the electric field between adjacent cavities, and not the cold tube frequency that 
corresponds to this shift. At these parameters, 𝜔𝜔𝑖𝑖𝑠𝑠𝑠𝑠𝑠𝑠/𝜔𝜔𝑟𝑟𝑠𝑠𝑠𝑠𝑠𝑠 is ~3%, which is on the order of the 
peak value for the instability growth rate for the parameter sweeps that will be presented in this 
section. The cold tube dispersion relation is shown in black in Figure 4.3, along with the line 
representing the maximum electron frequency (in red) in the Brillouin hub (defined as 
𝜔𝜔𝑒𝑒(𝑘𝑘) ≡ 𝑣𝑣0(𝑥𝑥𝑢𝑢) ∗ 𝑘𝑘0) and the real part of the eigenvalue solution (𝜔𝜔𝑟𝑟𝑠𝑠𝑠𝑠𝑠𝑠 = 6.51 × 109 rad/s at the 
π-mode).  
Figure 4.3 shows that at π-mode the cold tube frequency closely matches the eigenvalue 
solution, but 𝜔𝜔𝑒𝑒 does not. The Brillouin flow contains a continuum of electron velocities 𝑣𝑣0(𝑥𝑥), 
so that the various “beam lines” 𝜔𝜔𝑟𝑟 = 𝑘𝑘0𝑣𝑣0(𝑥𝑥) occupy all the space below the plotted beam line 
(𝜔𝜔𝑒𝑒) which corresponds to the maximum flow velocity. An electron traveling at ~60% of the 
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velocity of the electrons at the edge of the Brillouin hub would intersect the eigenvalue frequency 
at π-mode.  
 
 
Figure 4.3: Base case (𝑘𝑘0 = 81.8  rad/m corresponding to π-mode) plot of cold tube dispersion 
relation (𝜔𝜔𝑣𝑣𝑐𝑐), maximum velocity of the beam line (𝜔𝜔𝑒𝑒), and value for the real part of ω from the 
eigenvalue solution(𝜔𝜔𝑟𝑟𝑠𝑠𝑠𝑠𝑠𝑠). 
The first parameter to be varied is wavenumber. The base case has π-mode operation (𝑘𝑘0 =81.8 𝑟𝑟𝑟𝑟𝑑𝑑/𝑚𝑚). The real part of the hot tube frequency is found to be linear with wavenumber, as 
shown in the solid blue line in Figure 4.4. The imaginary part (i.e., the growth rate) shows a 
symmetric profile around a central peak of 80 rad/s as shown in the solid green curve in Figure 
4.4. It extends for 4% of the wavenumber at peak growth in either direction before stabilizing. 
Wavenumbers from 30 to 90 rad/m were tested; only those plotted in Figure 4.4 showed growth 
with the SWS anode. This includes the intersection of 𝜔𝜔𝑒𝑒 and 𝜔𝜔𝑣𝑣𝑐𝑐 at k = 38 rad/m shown in Figure 
4.3. The smooth-bore anode shows no growth in this region. 
Figure 4.3 shows that there is always an electron layer within the Brillouin hub that is 
synchronous with the RF in the cold tube for all wavenumbers larger than the intersection point at 
38 rad/m (Figure 4.3), and yet Figure 4.4 shows that synchronism only produces growth for the 
range of wavenumbers between 77 and 83 rad/m. A comparison of 𝜔𝜔𝑟𝑟 for the smooth-bore and 
𝜔𝜔𝑣𝑣𝑐𝑐 shows that very near the point at which they intersect each other 𝜔𝜔𝑖𝑖 for the SWS is at a 
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maximum. The true maximum peak for 𝜔𝜔𝑖𝑖 for the SWS occurs at 80 rad/m, while the intersection 
of 𝜔𝜔𝑟𝑟 for the smooth-bore and cold tube occurs at 80.2 rad/m. For the SWS 𝜔𝜔𝑟𝑟𝑠𝑠𝑠𝑠𝑠𝑠 lies between the 
smooth-bore (𝜔𝜔𝑟𝑟𝑠𝑠𝑢𝑢) and cold tube (𝜔𝜔𝑣𝑣𝑐𝑐) values, and is very nearly the average value of two ( 
𝜔𝜔𝑟𝑟(𝑟𝑟𝑣𝑣𝑒𝑒𝑟𝑟𝑟𝑟𝑎𝑎𝑒𝑒) = 𝜔𝜔𝑣𝑣𝑐𝑐/2 + 𝜔𝜔𝑟𝑟𝑠𝑠𝑢𝑢/2 ) as shown in Figure 4.4, and in greater detail in Figure 4.5. This 
relation, that 𝜔𝜔𝑟𝑟𝑠𝑠𝑠𝑠𝑠𝑠 is the average of 𝜔𝜔𝑣𝑣𝑐𝑐 and 𝜔𝜔𝑟𝑟𝑠𝑠𝑢𝑢, will hold true for π-mode results, but not for 
results at other modes, as will be shown in Figure 4.10 below. As 𝜔𝜔𝑣𝑣𝑐𝑐 and 𝜔𝜔𝑟𝑟𝑠𝑠𝑢𝑢 diverge, the hot 
tube growth rate in the SWS, 𝜔𝜔𝑖𝑖𝑠𝑠𝑠𝑠𝑠𝑠, decreases. When the difference between 𝜔𝜔𝑣𝑣𝑐𝑐 and 𝜔𝜔𝑟𝑟𝑠𝑠𝑢𝑢  exceeds 
about 8%, 𝜔𝜔𝑖𝑖𝑠𝑠𝑠𝑠𝑠𝑠 → 0, and the system becomes stable. This strongly suggests that the SWS 
resonantly excites the diocotron instability in the Brillouin flow. This synchronous instability is 
absent in the corresponding smooth-bore magnetron under the electrostatic approximation. For the 
smooth-bore magnetron, there is no synchronous instability in a fully electromagnetic treatment 
either, because the phase velocity in the 𝑦𝑦� direction, 𝜔𝜔𝑣𝑣𝑐𝑐/𝑘𝑘𝑦𝑦, is always larger than c, whereas the 
electron speed is always less than c (c = light speed). 
 
Figure 4.4: Eigenvalue solutions for 𝜔𝜔𝑟𝑟 and 𝜔𝜔𝑖𝑖 as a function of 𝑘𝑘0, with all other parameters 
equal to the base case (shown as the vertical dotted line). Solid lines correspond to SWS, dashed 
lines to smooth-bore. 
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Figure 4.5: 𝜔𝜔𝑟𝑟 for the smooth-bore magnetron, cold tube dispersion, and SWS magnetron, 
plotted alongside the average of 𝜔𝜔𝑟𝑟 from the smooth-bore and cold tube.  
 
Figure 4.6: Eigenvalue solutions for 𝜔𝜔𝑟𝑟 and 𝜔𝜔𝑖𝑖 at π-mode (𝑘𝑘0 = 81.8rad/m) as a function of h, 
with all other parameters equal to the base case. Solid lines correspond to SWS, dashed lines to 
smooth-bore. 
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  Figure 4.6 is a plot of the effect of varying vane height (h) at π-mode while keeping 
everything else constant at the base case values. The range of tested values for h is 3 to 10 cm, but 
only the region with instability growth is plotted in the Figure 4.6. As with the wavenumber, there 
is a narrow region of vane heights that allow for instability growth despite the presence of 
synchronous electron layers within the Brillouin hub over the entire tested range. The other trends 
identified in Figure 4.4 hold true here as well. The peak in 𝜔𝜔𝑖𝑖𝑠𝑠𝑠𝑠𝑠𝑠 occurs close to, but not exactly 
at, the intersection of 𝜔𝜔𝑟𝑟𝑠𝑠𝑢𝑢 and 𝜔𝜔𝑣𝑣𝑐𝑐, and the value for 𝜔𝜔𝑟𝑟𝑠𝑠𝑠𝑠𝑠𝑠 is very nearly the average of 𝜔𝜔𝑟𝑟𝑠𝑠𝑢𝑢 and 
𝜔𝜔𝑣𝑣𝑐𝑐. The system also stabilizes when the difference between the cold tube and smooth-bore 
frequencies exceeds 8%, the same as the sweep over wavenumber. 
Figure 4.7 is a sweep over the magnetic field (B), keeping the Brillouin hub height and the 
remainder of the base case parameters the same, except for the applied AK gap voltage (V). In 
order to keep the Brillouin hub height constant, the voltage V must roughly change with the square 
of the magnetic field B. (The reason is that the Poisson equation implies a scaling of 𝑉𝑉 ∝ 𝜔𝜔𝑝𝑝2 
whereas 𝜔𝜔𝑝𝑝2 ∝ 𝜔𝜔𝑣𝑣2 for Brillouin flow, leading to 𝑉𝑉~𝐵𝐵2 roughly). The range of magnetic fields 
tested is from 0.01 – 0.1 T. The result is a change in the velocity profile of the Brillouin hub. Larger 
voltages and the associated higher magnetic fields lead to higher electron velocity at the edge of 
the hub and a larger velocity gradient within the hub. This sweep over the magnetic field, unlike 
the previous sweeps over wavenumber and cavity height (Figure 4.4 and Figure 4.6), changes the 
equilibrium Brillouin flow. Despite this change, we see the same trends identified in those plots. 
Specifically, the three main trends that are common to all three sweeps are (a) that the maximum 
growth rate occurs very close to (although not exactly at) the point at which 𝜔𝜔𝑣𝑣𝑐𝑐 and 𝜔𝜔𝑟𝑟𝑠𝑠𝑢𝑢 intersect, 
(b) that 𝜔𝜔𝑟𝑟𝑠𝑠𝑠𝑠𝑠𝑠 is nearly the average of 𝜔𝜔𝑣𝑣𝑐𝑐 and 𝜔𝜔𝑟𝑟𝑠𝑠𝑢𝑢, and (c) that a small difference (~8%) in 𝜔𝜔𝑣𝑣𝑐𝑐 
and 𝜔𝜔𝑟𝑟𝑠𝑠𝑢𝑢 leads to stabilization of the system. 
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Figure 4.7: Eigenvalue solutions for 𝜔𝜔𝑟𝑟 and 𝜔𝜔𝑖𝑖 at π-mode (𝑘𝑘0 = 81.8 rad/m) as a function of 
magnetic field (B), with all other parameters equal to the base case. Solid lines correspond to 
SWS, dashed lines to smooth-bore. 
Figure 4.4, Figure 4.6, and Figure 4.7 establish that instability occurs when 𝜔𝜔𝑣𝑣𝑐𝑐 and 𝜔𝜔𝑟𝑟𝑠𝑠𝑢𝑢 
are close in value. The smooth-bore frequency varies with wavenumber 𝑘𝑘0 and magnetic field, so 
multiple combinations of the two can result in a value of 𝜔𝜔𝑟𝑟𝑠𝑠𝑢𝑢 that matches 𝜔𝜔𝑣𝑣𝑐𝑐, as shown in Figure 
4.8. The larger magnetic field cases peak at smaller wavenumbers and have higher peak instability 
growth rates and a larger range of unstable wavenumbers than the smaller magnetic field cases.  
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Figure 4.8: Eigenvalue solutions for 𝜔𝜔𝑟𝑟 and 𝜔𝜔𝑖𝑖 as a function of 𝑘𝑘0 for different values of the 
magnetic field, with all other parameters equal to the base case. 
Figure 4.9 is a sweep of the Brillouin hub height 𝑥𝑥𝑢𝑢, varying the voltage and keeping the 
magnetic field and all other parameters constant. In non-relativistic operation, this would be 
equivalent to changing the velocity (𝑣𝑣0(𝑥𝑥) =  𝜔𝜔𝑣𝑣𝑥𝑥) of the electrons at the top of the hub (which is 
expanding as voltage increases, see Eq. (1.8c)) without altering the velocity gradient of electrons 
within the hub. In the relativistic region that this test magnetron is operating in, the velocity 
gradient changes slightly with hub height, but is still fairly constant. Figure 4.9 is the equivalent 
of the startup plots from the previous chapter (cf. Figure 3.6a,c), focused only on π-mode 
operation. The smaller hub heights correspond to smaller voltages, so moving from left to right 
increases the voltage of a magnetron while keeping the magnetic field constant. Instability occurs 
when the hub height increases to 0.015m. 
 
50 60 70 80 90 100 110
0
1
2
3
4
5 x 10
8
k0 (rad/m)
ω
i (
ra
d/
s)
 
 
B = 0.10T
B = 0.08T
B = 0.0645T (Base Case)
B = 0.04T
71 
 
 
Figure 4.9: Eigenvalue solutions for 𝜔𝜔𝑟𝑟 and 𝜔𝜔𝑖𝑖 at π-mode (𝑘𝑘0 = 81.8rad/m) as a function of hub 
height (𝑥𝑥𝑢𝑢) by changing the gap voltage, with all other parameters equal to the base case. Solid 
lines correspond to SWS, dashed lines to smooth-bore. 
 In Figure 4.9, the values for 𝜔𝜔𝑟𝑟𝑠𝑠𝑢𝑢 (dashed blue line) are off the axis for the SWS trends to 
be clearly seen. The real part of the smooth-bore frequency (𝜔𝜔𝑟𝑟𝑠𝑠𝑢𝑢) increases linearly to a maximum 
of 12.75e9 rad/s at 𝑥𝑥𝑢𝑢 = 0.025m. The maximum normalized growth rate for the smooth-bore 
magnetron,𝜔𝜔𝑖𝑖𝑠𝑠𝑢𝑢/𝜔𝜔𝑟𝑟𝑠𝑠𝑢𝑢, occurs at 𝑥𝑥𝑢𝑢 = 2.37cm and is 2.7%, which is comparable to the maximum 
normalized growth of the SWS magnetron: 3.45% at 𝑥𝑥𝑢𝑢 = 1.51 cm.  
Figure 4.9 shows two regions of instability. The first one, for 𝑥𝑥𝑢𝑢 < 2cm, follows the same 
three trends as the sweeps of wavenumber, cavity height, and magnetic field. The second region 
of instability occurs when the Brillouin hub height exceeds 2.1cm. The start of this instability 
roughly coincides with the start of instability growth in the smooth-bore magnetron. The instability 
is an order of magnitude lower than the peak instability growth rate at 𝑥𝑥𝑢𝑢 = 1.54cm and continues 
to the edge of the tested values, 𝑥𝑥𝑢𝑢 = 2.5cm. The second instability differs from the first in a number 
of ways. The growth for the second instability occurs in a region in which 𝜔𝜔𝑣𝑣𝑐𝑐 (black curve) and 
𝜔𝜔𝑟𝑟
𝑠𝑠𝑢𝑢 (dashed blue curve) differ by a factor of ~2, whereas these frequencies are roughly equal for 
the first instability. In the first instability, 𝜔𝜔𝑟𝑟𝑠𝑠𝑠𝑠𝑠𝑠 (solid blue curve) is nearly the average of 𝜔𝜔𝑣𝑣𝑐𝑐 
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(black curve) and 𝜔𝜔𝑟𝑟𝑠𝑠𝑢𝑢 (dashed blue curve), while in the second instability 𝜔𝜔𝑟𝑟𝑠𝑠𝑠𝑠𝑠𝑠 is just slightly 
higher than 𝜔𝜔𝑣𝑣𝑐𝑐 and doesn’t appear to be influenced by 𝜔𝜔𝑟𝑟𝑠𝑠𝑢𝑢. This suggests that the second 
instability represents a mild destabilization of the cold tube mode by the diocotron effect. 
 
Figure 4.10: Eigenvalue solutions for 𝜔𝜔𝑟𝑟 and 𝜔𝜔𝑖𝑖 as a function of 𝑘𝑘0 for 𝑥𝑥𝑢𝑢=0.025m, by raising 
the gap voltage, with all other parameters equal to the base case. 
 Figure 4.10 shows a sweep of wavenumber for 𝑥𝑥𝑢𝑢 = 2.5cm, this hub height is obtained by 
raising the gap voltage, but fixing the magnetic field and all other parameters equal to the base 
case, as in Figure 4.9. The solid green line in Figure 4.10 again shows two regions of instability, a 
strong instability at lower wavenumbers, and a weak instability at high wavenumbers, just like the 
solid green line in Figure 4.9. Also in common with Figure 4.9 is that the very weak instability 
starts as the instability in the smooth-bore magnetron is starting, and that the real part of the 
frequency is very close to the cold tube frequency. Additionally, Figure 4.10 demonstrates that 
𝜔𝜔𝑟𝑟
𝑠𝑠𝑠𝑠𝑠𝑠 is not always the average between 𝜔𝜔𝑣𝑣𝑐𝑐 and 𝜔𝜔𝑟𝑟𝑠𝑠𝑢𝑢 for modes other than π-mode, although it lies 
between them for the majority of the strongly unstable region. Note that at 𝑘𝑘0 ≈ 45 rad/m, 
𝜔𝜔𝑖𝑖
𝑠𝑠𝑠𝑠𝑠𝑠/𝜔𝜔𝑟𝑟𝑠𝑠𝑠𝑠𝑠𝑠 ≈ 11%, implying a very high growth rate. This high growth rate is probably due to 
much larger hub height 𝑥𝑥𝑢𝑢, making the fringing field at the vane more appreciable at the 
synchronous electron layer. 
The previous figures have all had a separation of the strong instability in the SWS and the 
onset of instability in the smooth-bore magnetron. This separation is a result of the geometry 
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chosen, and it is instructive to change the geometry to such an extent that both the SWS and 
smooth-bore magnetrons are unstable at the same operating parameters and wavenumbers. Figure 
4.11 shows a sweep of h at 𝑥𝑥𝑢𝑢 = 0.025m and π-mode. The smooth-bore magnetron is unstable in 
this figure as shown by the dashed green line. The cold tube frequency of the SWS magnetron 
(black line) is changed as h is changed, leading to a region where the SWS magnetron experiences 
the strong instability (ℎ < 0.032m). The weaker instability region (0.04m< ℎ <0.08m) is also 
present here. There is no smooth transition of the weak instability region to the strong instability 
region, as shown in Figure 4.11. When 𝜔𝜔𝑣𝑣𝑐𝑐 approaches 𝜔𝜔𝑟𝑟𝑠𝑠𝑢𝑢, the synchronous instability starts, and 
its growth rate is ~3 times larger than the diocotron-like only instability present in the smooth-bore 
magnetron. 
 
Figure 4.11: Eigenvalue solutions for 𝜔𝜔𝑟𝑟 and 𝜔𝜔𝑖𝑖 at π-mode as a function of h at 𝑥𝑥𝑢𝑢= 2.5cm, by 
raising the gap voltage, but fixing the magnetic field and all other parameters equal to the base 
case. Solid lines correspond to SWS, dashed lines to smooth-bore. 
 The results presented in this section support the argument made at the beginning, that the 
strong instability is a result of an interaction between the layer of electrons subject to the diocotron-
like instability and the resonance caused by the SWS. The figures show close agreement between 
the cold tube and smooth-bore frequencies in the regions in which the SWS magnetron is unstable.  
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In general (although there is a small exception in Figure 4.10), the SWS unstable mode’s frequency 
lies between the cold tube and smooth-bore frequencies. 
The weak instability behaves differently. It appears to coincide with the start of the 
diocotron-like instability in the smooth-bore magnetron; however, it occurs very near the cold tube 
frequency, and quite far from the smooth-bore diocotron frequency. Also of interest is there is no 
smooth transition between this weak instability and the strong synchronous instability. 
4.3 Cylindrical Brillouin Flow with SWS 
The basic geometry of the cylindrical magnetron with SWS is shown in Figure 4.12 for the 
conventional (left) and inverted magnetron (right). The Brillouin flow region is marked in red. In 
the conventional (inverted) magnetron, the cathode is on the inside (outside) and the anode is on 
the outside (inside). The base geometry of the cylindrical magnetron is similar to the planar section 
of the RPM 12a that was presented in Section 4.2.1 and Figure 4.1. This design was chosen instead 
of the devices from Chapter 2 so that a comparison could be made between the planar, 
conventional, and inverted magnetrons. The parameters of the base geometry are listed in Table 
4.1. The parameters that are common to the base case of all three geometries (planar, conventional, 
and inverted) are given in bold in Table 4.1.  
 
 
Figure 4.12: Geometry of conventional (left) and inverted (right) cylindrical magnetrons. Graphs 
are not drawn to scale, but are proportionally correct for the base case. 
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For the base case of the cylindrical magnetron, the inner radius (𝑟𝑟𝑣𝑣 for the conventional, 𝑟𝑟𝑣𝑣 
for the inverted) is 10cm and the outer radius is 13.9cm, resulting in an AK gap of 3.9cm which is 
the same as the planar geometry. The cavity height h is 6.31cm, so 𝑟𝑟𝑣𝑣 is 20.21cm for the 
conventional magnetron and 3.69cm for the inverted. We assume that there are N = 16 cavities in 
both designs, and π-mode has an azimuthal mode number l = 8. The number of cavities is chosen 
to keep the distance traveled by an electron over one period roughly equal to the planar period of 
L = 3.84cm. The magnetic field is held constant at 0.0645T, which results in a voltage of 238kV 
for the conventional magnetron and 378kV for the inverted magnetron (Table 4.1).  
Table 4.1: Operational parameters and geometry for the base case conventional and inverted 
magnetrons. Quantities that are the same between the two types and the planar magnetron are 
highlighted in bold.  
Parameter Conventional Inverted 
Cathode Radius: 𝑟𝑟𝑣𝑣 10cm 13.9cm 
Anode Radius: 𝑟𝑟𝑣𝑣 13.9cm 10cm 
AK Gap: |𝑟𝑟𝑣𝑣 − 𝑟𝑟𝑣𝑣| 3.9cm 3.9cm 
Brillouin Hub: |𝑟𝑟𝑢𝑢 − 𝑟𝑟𝑣𝑣| 1.54cm 1.54cm 
ℎ: |𝑟𝑟𝑣𝑣 − 𝑟𝑟𝑣𝑣| 6.31cm 6.31cm 
Magnetic Field: 𝐵𝐵0 0.0645T 0.0645T 
Applied Voltage: V 238kV 378kV 
Number of Cavities: N 16 16 
 
As in Section 4.2, the procedure for deriving the hot tube dispersion relation for the 
cylindrical magnetrons is the same as the planar geometry. For the cylindrical geometry (Figure 
4.12). The small signal RF fields in between 𝑟𝑟𝑢𝑢 and 𝑟𝑟𝑣𝑣 are given by, assuming 𝑒𝑒𝑗𝑗𝜔𝜔𝑐𝑐−𝑗𝑗𝑥𝑥𝜃𝜃 
dependence,  
 𝐻𝐻𝑧𝑧𝑥𝑥(𝑟𝑟, 𝜃𝜃) = 𝐵𝐵𝑥𝑥𝐽𝐽𝑥𝑥(𝑝𝑝𝑟𝑟) + 𝐶𝐶𝑥𝑥𝑌𝑌𝑥𝑥(𝑝𝑝𝑟𝑟), (4.17) 
 𝐸𝐸𝑟𝑟𝑥𝑥(𝑟𝑟,𝜃𝜃) = �−𝜔𝜔𝜇𝜇0𝑝𝑝2 n𝑟𝑟� [𝐵𝐵𝑥𝑥𝐽𝐽𝑥𝑥(𝑝𝑝𝑟𝑟) + 𝐶𝐶𝑥𝑥𝑌𝑌𝑥𝑥(𝑝𝑝𝑟𝑟)], (4.18) 
 
𝐸𝐸𝜃𝜃𝑥𝑥(𝑟𝑟,𝜃𝜃) = �𝑗𝑗𝜔𝜔𝜇𝜇0𝑝𝑝 � [𝐵𝐵𝑥𝑥𝐽𝐽𝑥𝑥′ (𝑝𝑝𝑟𝑟) + 𝐶𝐶𝑥𝑥𝑌𝑌𝑥𝑥′(𝑝𝑝𝑟𝑟)], (4.19) 
where 𝑝𝑝 = 𝜔𝜔/𝑐𝑐. The azimuthal electric field in each vane entrance (𝑟𝑟 = 𝑟𝑟𝑣𝑣) is assumed to be 
constant, D, so that the RF fields within the vane (𝑟𝑟 between 𝑟𝑟𝑣𝑣 and 𝑟𝑟𝑣𝑣) are given by,  
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 𝐸𝐸𝜃𝜃(𝑟𝑟, 𝜃𝜃)
= �𝐷𝐷 � 𝐽𝐽0′(𝑝𝑝𝑟𝑟)𝑌𝑌0′(𝑝𝑝𝑟𝑟𝑣𝑣) − 𝐽𝐽0′(𝑝𝑝𝑟𝑟𝑣𝑣)𝑌𝑌0′(𝑝𝑝𝑟𝑟)𝐽𝐽0′ (𝑝𝑝𝑟𝑟𝑣𝑣)𝑌𝑌0′(𝑝𝑝𝑟𝑟𝑣𝑣) − 𝐽𝐽0′(𝑝𝑝𝑟𝑟𝑣𝑣)𝑌𝑌0′(𝑝𝑝𝑟𝑟𝑣𝑣)� 𝑒𝑒−𝑗𝑗2𝑞𝑞𝑙𝑙𝑞𝑞/𝑁𝑁 , 2𝑞𝑞𝜋𝜋𝑁𝑁 − 𝜃𝜃0 < 𝜃𝜃 < 2𝑞𝑞𝜋𝜋𝑁𝑁 + 𝜃𝜃00, 𝑐𝑐𝜕𝜕ℎ𝑒𝑒𝑟𝑟𝑤𝑤𝑖𝑖𝑠𝑠𝑒𝑒  
(4.20) 
 𝐸𝐸𝑟𝑟(𝑟𝑟,𝜃𝜃) = 0, (4.21) 
 
𝐻𝐻𝑧𝑧(𝑟𝑟,𝜃𝜃) = 𝑝𝑝𝐷𝐷𝑗𝑗𝜔𝜔𝜇𝜇0 � 𝐽𝐽0(𝑝𝑝𝑟𝑟)𝑌𝑌0′(𝑝𝑝𝑟𝑟𝑣𝑣) − 𝐽𝐽0′(𝑝𝑝𝑟𝑟𝑣𝑣)𝑌𝑌0(𝑝𝑝𝑟𝑟)𝐽𝐽0′(𝑝𝑝𝑟𝑟𝑣𝑣)𝑌𝑌0′(𝑝𝑝𝑟𝑟𝑣𝑣) − 𝐽𝐽0′ (𝑝𝑝𝑟𝑟𝑣𝑣)𝑌𝑌0′(𝑝𝑝𝑟𝑟𝑣𝑣)� 𝑒𝑒−𝑗𝑗2𝑞𝑞𝑙𝑙𝑞𝑞/𝑁𝑁 , (4.22) 
where Eq. (4.20) applies to the qth cavity entrance which subtended an azimuthal angle 𝜃𝜃0 [75], 
𝑞𝑞 = 1,2, …𝑁𝑁, and N is the number of cavities. The boundary conditions at the vane entrance are 
that the azimuthal electric field is matched exactly, and that only the average magnetic field is 
matched. As with the planar case, the first boundary condition leads to a set of Fourier coefficients, 
 
𝐷𝐷 �
𝑁𝑁𝜃𝜃0
𝜋𝜋
� �
sin(𝑛𝑛𝜃𝜃0)
𝑛𝑛𝜃𝜃0
� = �𝑗𝑗𝜔𝜔𝜇𝜇0
𝑝𝑝
� [𝐵𝐵𝑥𝑥𝐽𝐽𝑥𝑥′ (𝑝𝑝𝑟𝑟𝑣𝑣) + 𝐶𝐶𝑥𝑥𝑌𝑌𝑥𝑥′(𝑝𝑝𝑟𝑟𝑣𝑣)], (4.23) 
where the periodicity of the electric field in the vanes means that the values of n can be restricted 
to 𝑛𝑛 = 𝑙𝑙 + 𝑚𝑚𝑁𝑁, where 𝑙𝑙 = 0, 1, 2, … ,𝑁𝑁 − 1, and m can be any integer including zero. The 𝑙𝑙 = 0 
mode is called the zero-mode (or 2π-mode), meaning that there is no (or 2π) phase shift between 
neighboring cavities in the RF fields. The 𝑙𝑙 = 𝑁𝑁/2 mode is called the π-mode. For each 𝑙𝑙, the 𝑚𝑚 =0 mode is called the fundamental mode, and other values of m are known as the 𝑚𝑚𝑐𝑐ℎ space 
harmonic.  The average magnetic field boundary condition leads to [75] 
 
𝑝𝑝𝐷𝐷𝑒𝑒−
𝑗𝑗𝑞𝑞2𝑙𝑙𝑞𝑞
𝑁𝑁
𝑗𝑗𝜔𝜔𝜇𝜇0
𝐹𝐹 = 12𝜃𝜃0 � [𝐵𝐵𝑥𝑥𝐽𝐽𝑥𝑥(𝑝𝑝𝑟𝑟𝑣𝑣) + 𝐶𝐶𝑥𝑥𝑌𝑌𝑥𝑥(𝑝𝑝𝑟𝑟𝑣𝑣)] 2sin(𝑛𝑛θ0)𝑛𝑛∞
m=−∞
𝑒𝑒−
𝑗𝑗2𝑞𝑞𝑞𝑞𝑥𝑥
N , (4.24) 
where 
 
𝐹𝐹 = 𝐽𝐽0(𝑝𝑝𝑟𝑟𝑣𝑣)𝑌𝑌0′(𝑝𝑝𝑟𝑟𝑣𝑣) − 𝐽𝐽0′(𝑝𝑝𝑟𝑟𝑣𝑣)𝑌𝑌0(𝑝𝑝𝑟𝑟𝑣𝑣)
𝐽𝐽0
′(𝑝𝑝𝑟𝑟𝑣𝑣)𝑌𝑌0′(𝑝𝑝𝑟𝑟𝑣𝑣) − 𝐽𝐽0′ (𝑝𝑝𝑟𝑟𝑣𝑣)𝑌𝑌0′(𝑝𝑝𝑟𝑟𝑣𝑣). (4.25) 
The exponents on both sides of Eq. (4.24) cancel exactly because they differ by 𝑒𝑒−𝑗𝑗2𝑞𝑞𝑞𝑞𝑞𝑞, which 
is unity, as q and m are integers. Dividing Eq. (4.24) by D, and using Eq. (4.23) for D, results in a 
final equation, 
 
𝐹𝐹 −  𝑁𝑁𝜃𝜃0
𝜋𝜋
�
�𝐽𝐽𝑥𝑥(𝑝𝑝𝑟𝑟𝑣𝑣) + 𝐶𝐶𝑥𝑥𝐵𝐵𝑥𝑥 𝑌𝑌𝑥𝑥(𝑝𝑝𝑟𝑟𝑣𝑣)�
�𝐽𝐽𝑥𝑥′ (𝑝𝑝𝑟𝑟𝑣𝑣) + 𝐶𝐶𝑥𝑥𝐵𝐵𝑥𝑥 𝑌𝑌𝑥𝑥′(𝑝𝑝𝑟𝑟𝑣𝑣)� �sin(𝑛𝑛θ0)𝑛𝑛θ0 �
2∞
m=−∞
= 0. (4.26) 
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We use Eq. (3.15) to numerically integrate the solution 𝜙𝜙𝑥𝑥1′ (𝑟𝑟𝑢𝑢)/𝜙𝜙𝑥𝑥1(𝑟𝑟𝑢𝑢) within the 
Brillouin flow for each space harmonic. We apply the jump condition across the top of the 
Brillouin hub, 𝑟𝑟 = 𝑟𝑟𝑢𝑢, (Figure 4.12, see also Eq. (3.21)). We may define a normalized impedance, 
𝑏𝑏𝑥𝑥, in terms of this numerically integrated value of 𝜙𝜙𝑥𝑥1′ (𝑟𝑟𝑢𝑢)/𝜙𝜙𝑥𝑥1(𝑟𝑟𝑢𝑢) (plus the jump condition 
(3.21)) as  
 
𝑏𝑏𝑥𝑥 = 𝑖𝑖𝐸𝐸𝑟𝑟𝑥𝑥𝐸𝐸𝜃𝜃𝑟𝑟 �𝑟𝑟𝑣𝑣𝑣𝑣𝑣𝑣 = − 𝑛𝑛𝑟𝑟𝑢𝑢𝑝𝑝2𝑟𝑟𝑢𝑢2 − 𝑛𝑛2 𝜙𝜙𝑥𝑥1′ (𝑟𝑟𝑢𝑢)𝜙𝜙𝑥𝑥1(𝑟𝑟𝑢𝑢)�𝑟𝑟𝑣𝑣𝑣𝑣𝑣𝑣 , (4.27) 
which must be equated to the normalized impedance obtained from the vacuum field solution at 
𝑟𝑟 =  𝑟𝑟𝑢𝑢, for each space harmonic, 
 
𝑏𝑏𝑥𝑥 = − 𝑛𝑛𝑝𝑝𝑟𝑟𝑢𝑢  �𝐵𝐵𝑥𝑥𝐽𝐽𝑥𝑥(𝑝𝑝𝑟𝑟𝑢𝑢) + 𝐶𝐶𝑥𝑥𝑌𝑌𝑥𝑥(𝑝𝑝𝑟𝑟𝑢𝑢)𝐵𝐵𝑥𝑥𝐽𝐽𝑥𝑥′ (𝑝𝑝𝑟𝑟𝑢𝑢) + 𝐶𝐶𝑥𝑥𝑌𝑌𝑥𝑥′(𝑝𝑝𝑟𝑟𝑢𝑢)�, (4.28) 
From Eq. (4.28), the ratio 𝐶𝐶𝑥𝑥/𝐵𝐵𝑥𝑥 is given by 
 
𝐶𝐶𝑥𝑥
𝐵𝐵𝑥𝑥
= − 𝑏𝑏𝑥𝑥𝑟𝑟𝑢𝑢𝑝𝑝𝑛𝑛 𝐽𝐽𝑥𝑥′ (𝑝𝑝𝑟𝑟𝑢𝑢) + 𝐽𝐽𝑥𝑥(𝑝𝑝𝑟𝑟𝑢𝑢)
𝑏𝑏𝑥𝑥𝑟𝑟𝑢𝑢𝑝𝑝
𝑛𝑛 𝑌𝑌𝑥𝑥
′(𝑝𝑝𝑟𝑟𝑢𝑢) + 𝑌𝑌𝑥𝑥(𝑝𝑝𝑟𝑟𝑢𝑢). 
(4.29) 
Upon substituting Eq. (4.29) into (4.26), with the understanding that 𝑏𝑏𝑥𝑥 in Eq. (4.29) is now given 
in term of the numerically integrated value of 𝜙𝜙𝑥𝑥1′ (𝑟𝑟𝑢𝑢)/𝜙𝜙𝑥𝑥1(𝑟𝑟𝑢𝑢) (plus the jump condition) defined 
in (4.27), Eq. (4.26) is the hot tube dispersion relation.  As with the planar case, in the limit that 
the Brillouin hub approaches the cathode, 𝑟𝑟𝑢𝑢 → 𝑟𝑟𝑣𝑣, 𝐸𝐸𝜃𝜃 → 0, and 𝑏𝑏𝑥𝑥 → ∞ by Eq. (4.27).  Thus, 
𝐶𝐶𝑥𝑥 𝐵𝐵𝑥𝑥⁄ → −𝐽𝐽𝑥𝑥
′ (𝑝𝑝𝑟𝑟𝑢𝑢) 𝑌𝑌𝑥𝑥′(𝑝𝑝𝑟𝑟𝑢𝑢)⁄ ≅ −𝐽𝐽𝑥𝑥′ (𝑝𝑝𝑟𝑟𝑣𝑣) 𝑌𝑌𝑥𝑥′(𝑝𝑝𝑟𝑟𝑣𝑣)⁄  by Eq. (4.29), and the hot tube dispersion 
relation Eq. (4.26) then reduces to the traditional cold tube dispersion relation for the cylindrical 
magnetron [73], [75].   
4.3.1 Parameter Sweeps 
This section will cover the solutions to Eq. (4.26) for both the conventional and inverted 
magnetrons. The parameter sweeps will include the azimuthal mode number 𝑙𝑙, magnetic field B, 
Brillouin hub height |𝑟𝑟𝑢𝑢 − 𝑟𝑟𝑣𝑣|, and vane height ℎ = |𝑟𝑟𝑣𝑣 − 𝑟𝑟𝑣𝑣|, analogous to parameters covered for 
the planar magnetron in Section 4.2.1 (i.e. 𝑘𝑘0, B, 𝑥𝑥𝑢𝑢 ,ℎ). In addition, the effect of curvature on the 
magnetic field sweep will be explored by changing the inner and outer radii and cavity number 
while keeping the AK gap and the distance traveled by an electron over one period (L = 3.84cm) 
approximately constant.  
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In this section, it will be argued that the cylindrical Brillouin flow in a magnetron with a 
SWS is unstable when 𝜔𝜔𝑟𝑟𝑠𝑠𝑠𝑠𝑠𝑠 ≈ 𝜔𝜔𝑟𝑟𝑠𝑠𝑢𝑢 ≈ 𝜔𝜔𝑣𝑣𝑐𝑐. This is the same instability condition as the Brillouin 
flow in a planar SWS magnetron. Furthermore, the peak normalized growth rate (𝜔𝜔𝑖𝑖/𝜔𝜔𝑟𝑟) does not 
appear to be influenced by the negative mass effect, as it is similar for both the conventional and 
inverted magnetrons (with the conventional magnetron showing slightly larger growth). The 
synchronous instability appears to be the dominant cause of instability growth, although curvature 
does have an effect on the range of unstable parameters and the overall magnitude of their 
instability. 
Figure 4.13 shows the dispersion relation for the conventional (a) and inverted (b) 
magnetrons along with the base case beam lines and the eigenvalue solutions for each mode at the 
base case parameters (Table 4.1). The maximum electron frequency within the Brillouin hub is 
now defined as 𝜔𝜔𝑒𝑒(𝑙𝑙) ≡ 𝑣𝑣0(𝑟𝑟𝑢𝑢) ∗ 𝑙𝑙/𝑟𝑟𝑢𝑢. The inverted magnetron operates at a higher frequency for 
a given mode number. The cavities conform to the cylindrical coordinate system, as shown in 
Figure 4.12, so the conventional magnetron has a greater RF path length for the same h value than 
the inverted magnetron.  
The eigenvalue solutions in Figure 4.13 are at discrete points, since the azimuthal mode 
number, 𝑙𝑙, must be an integer. The hollow circular points represent the hot tube SWS solutions, 
while the plus signs represent the hot tube smooth-bore solutions. The solid circles are the result 
of the solutions overlapping. Both the conventional and inverted magnetrons show instability at 
the mode number where 𝜔𝜔𝑟𝑟𝑠𝑠𝑢𝑢 is closest to 𝜔𝜔𝑣𝑣𝑐𝑐. This instability has a normalized growth rate 
(𝜔𝜔𝑖𝑖/𝜔𝜔𝑟𝑟) of 3.6% for the conventional magnetron and 2.2% for the inverted magnetron. In contrast, 
the peak 𝜔𝜔𝑖𝑖/𝜔𝜔𝑟𝑟 values for the smooth-bore magnetrons are 2.1% and 7.7% respectively. Also of 
note, 𝜔𝜔𝑟𝑟𝑠𝑠𝑢𝑢 is approximately 5 × 109 rad/s below 𝜔𝜔𝑒𝑒, which is quite similar to the non-relativistic 
planar asymptotic formulation that predicts a difference of 0.55 ∗ 𝜔𝜔𝑣𝑣 (cf. (1.15)). Here, 𝜔𝜔𝑣𝑣(𝑟𝑟) ≡
𝑒𝑒𝐵𝐵(𝑟𝑟)/𝑚𝑚𝛾𝛾(𝑟𝑟), which is a constant 1.03 × 1010 rad/s for relativistic planar Brillouin flow, and 
varies by less than 2% over the Brillion hub in the cylindrical base cases. 
 
79 
 
 
Figure 4.13: Eigenvalue and cold tube solutions, along with the beam line 𝜔𝜔𝑒𝑒, for (a) 
conventional and (b) inverted cylindrical magnetron for 𝜔𝜔𝑟𝑟 and 𝜔𝜔𝑖𝑖 as a function of l, with all 
other parameters equal to the base case. Circular markers correspond to SWS, plus sign markers 
to smooth-bore. 
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The conventional magnetron (a), has a few 𝑙𝑙 modes with lower growth rate at the point at 
which 𝜔𝜔𝑟𝑟𝑠𝑠𝑢𝑢 intersects the second frequency band of the cold tube around 𝑙𝑙 = 12, 13, although the 
inverted magnetron (b) shows no such growth at that point. At high mode numbers (𝑙𝑙 > 11), both 
magnetrons show a transition in 𝜔𝜔𝑟𝑟𝑠𝑠𝑠𝑠𝑠𝑠 from the first frequency band of the cold tube to the second. 
This is coincident with the onset of instability in the smooth-bore magnetron, although it does not 
appear to cause additional instability growth for either SWS magnetron. One possible explanation 
for this behavior is that if 𝜔𝜔𝑟𝑟𝑠𝑠𝑠𝑠𝑠𝑠 were to follow 𝜔𝜔𝑣𝑣𝑐𝑐 in the high mode number region as 𝜔𝜔𝑣𝑣𝑐𝑐 returns 
to 0 (11 < 𝑙𝑙 ≤16), then the synchronous layer would approach the cathode and be shielded from 
the interaction region by the bulk of the Brillouin flow.  
Figure 4.14 is a parameter sweep of magnetic field for the conventional (a) and inverted 
(b) magnetrons. In both cases, the peak instability occurs very near to the intersection of 𝜔𝜔𝑣𝑣𝑐𝑐 and 
𝜔𝜔𝑟𝑟
𝑠𝑠𝑢𝑢 and the Brillouin flow stabilizes if the two frequencies diverge by ~10%. The general behavior 
follows the three main trends identified for the planar geometry and featured in the analogous 
planar B field sweep in Figure 4.7. Figure 4.15, which is a sweep over Brillouin hub height 𝑟𝑟𝑢𝑢, also 
exhibits these trends. Note that in both Figure 4.15a and Figure 4.15b, moving the horizontal axis 
from left to right is equivalent to turning up the gap voltage quasi-statically, at the fixed magnetic 
field. 
An examination of the maximum normalized growth rates between the conventional and 
inverted magnetrons in Figure 4.13 - Figure 4.15 suggests that the conventional magnetron has a 
slightly higher normalized maximum growth rate (not shown). The values of 𝜔𝜔𝑖𝑖𝑠𝑠𝑠𝑠𝑠𝑠 for the 
conventional and inverted magnetrons are actually closer than the normalized growth rates. With 
the data presented here, it is not possible to determine if the inverted SWS magnetrons are 
inherently more stable than their conventional counterparts. However, it is clear that the negative 
mass effect, which is held responsible for the peak 𝜔𝜔𝑖𝑖𝑠𝑠𝑢𝑢/𝜔𝜔𝑟𝑟𝑠𝑠𝑢𝑢 (green crosses/green circles in Figure 
4.13a,b) for the inverted magnetron being over three times larger than the conventional magnetron 
in Figure 4.13, is not having the same effect in the presence of a SWS. 
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Figure 4.14: Eigenvalue and cold tube solutions for (a) conventional and (b) inverted cylindrical 
magnetron for 𝜔𝜔𝑟𝑟 and 𝜔𝜔𝑖𝑖 as a function of B, adjusting the voltage to keep a constant Brillouin 
hub height |𝑟𝑟𝑢𝑢 − 𝑟𝑟𝑣𝑣|, with all other parameters equal to the base case. 
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Figure 4.15: Eigenvalue and cold tube solutions for (a) conventional and (b) inverted cylindrical 
magnetron for 𝜔𝜔𝑟𝑟 and 𝜔𝜔𝑖𝑖 as a function of  𝑟𝑟𝑢𝑢, adjusting the voltage to keep a constant B, with all 
other parameters equal to the base case. 
 
0.01 0.015 0.02 0.025
4
6
8x 10
9 Conventional - Hub Height
|rb - rc| (m)
ω
r (
ra
d/
s)
 
 
0
4
8x 10
8
ω
i (
ra
d/
s)
SWS
Smooth Bore
Cold Tube
Base Case
0.01 0.015 0.02 0.025
6
8
x 109 Inverted - Hub Height
|rb - rc| (m)
ω
r (
ra
d/
s)
 
 
0
1
2x 10
9
ω
i (
ra
d/
s)
SWS
Smooth Bore
Cold Tube
Base Case
(a) 
(b) 
83 
 
 
Figure 4.16: Eigenvalue solutions for conventional cylindrical (solid), inverted cylindrical (dash-
dot), and planar (dot) cylindrical magnetrons for 𝜔𝜔𝑖𝑖/𝜔𝜔𝑟𝑟 as a function of B at π-mode, adjusting 
the voltage to keep a constant |𝑟𝑟𝑢𝑢 − 𝑟𝑟𝑣𝑣|. The inner and outer radii are changed, keeping the AK 
gap constant. The number of cavities changes to keep the electron path length per period 
constant. 
Figure 4.16 shows the final sweep of magnetic field for different inner radii of the AK gap. 
The inner and outer radii of the AK gap (the anode and cathode) are changed in tandem, keeping 
the AK gap separation constant. The gap voltage is also changed so that the Brillouin hub height |𝑟𝑟𝑢𝑢 − 𝑟𝑟𝑣𝑣| is constant. In addition, the number of cavities scales with the inner radius, to keep the 
electron path length over one period roughly a constant (for 𝑟𝑟𝑖𝑖𝑥𝑥𝑥𝑥𝑒𝑒𝑟𝑟 = 10, 15, 20 𝑐𝑐𝑚𝑚, 𝑁𝑁 =16, 24, 32). Both the conventional and inverted magnetrons show a trend toward smaller 
normalized growth rate peaks at lower magnetic fields as the inner radius is increased. The planar 
data from Figure 4.7 is included here for comparison. The cylindrical magnetrons show a clear 
trend toward the planar magnetron as the inner radius increases, bringing the geometry closer to 
planar. 
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4.4 Concluding remarks 
The governing equations for linearized perturbations on an equilibrium Brillouin flow in a 
magnetron with a SWS anode are presented here for the first time. Analysis of the planar 
magnetron shows instability growth is at its strongest when the real part of the frequency of the 
diocotron instability in the corresponding smooth-bore magnetron and the cold tube resonant 
frequency of the SWS have almost the same value. The instability vanishes as these two 
frequencies diverge, which means that the range of instabilities is relatively narrow. At the π-mode, 
most parameters can only be varied ± 8% from their value at the peak of instability growth before 
the system stabilizes.  
The cylindrical magnetrons are investigated next, and they show the same trends as the 
planar magnetron, although they exhibit a larger normalized growth rate for similar operational 
parameters. A comparison between the conventional and inverted cylindrical magnetrons shows 
that the conventional magnetron has a higher normalized growth rate. In contrast, the negative 
mass instability that was shown in Chapter 3 led to a significantly larger growth in the inverted 
geometry, but only for the smooth-bore magnetrons.  
It appears that the dynamical behavior, which includes the negative/positive mass effects 
due to cylindrical geometries, and the intrinsic diocotron effects associated with the shear flow, 
are strongly affected by the presence of SWS. Smooth-bore magnetrons are unlikely to achieve 
synchronism because of the constraint of 𝑣𝑣(𝑟𝑟𝑣𝑣) = 0. This severely limits the velocity in the 𝐸𝐸 × 𝐵𝐵 
drift. 
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5.1 Summary 
This thesis focuses on the equilibrium and stability of Brillouin flow. The equilibrium 
governs the operating conditions of magnetron.  The stability is related to magnetron startup, and 
is treated on the same footing for planar, conventional cylindrical, and inverted cylindrical 
magnetrons, for the first time. Each of these geometries is investigated with both a smooth-bore 
anode and an anode with a slow-wave structure (SWS). A goal of this investigation is to answer 
the outstanding question on how, or if, the negative mass instability affects Brillouin flow. The 
Brillouin flow is the prevalent state in crossed-field devices operating in the space-charge limited 
regime. Simulations of the inverted Recirculating Planar Magnetron (RPM) did show faster 
electron bunching in the cylindrical bends compared to the conventional RPM, suggesting the 
negative mass effect at the circular bend. These circular bends do not have a SWS. 
Chapter 2 presents the complete solutions for equilibrium Brillouin flow for conventional 
and inverted magnetrons and our simulation confirms that the Brillouin flow model describes 
electron behavior within a magnetron more accurately than the traditional single particle orbit 
model. Our analytical solutions of the Brillouin flow are given in both non-relativistic and fully 
relativistic forms for the planar, conventional and inverted cylindrical geometries. For each 
geometry, a test case was chosen based on experimental configurations that have been analyzed 
on the Michigan Electron Long Beam Accelerator (MELBA). The velocity, electron density, 
electric field, and magnetic field profiles were derived from the analytical equations and compared 
to PIC simulations performed using MAGIC. The analytical results and simulation results show 
close agreement, supporting the assertion that Brillouin flow more properly represents the 
equilibrium electron motion in a magnetron than the traditional single particle model. 
  
 
Summary and Future Work 
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We discovered that the cylindrical Brillouin flow equations result in two simple relations 
between the electrostatic scalar potential, magnetic vector potential, and the electron velocity that 
hold true locally everywhere within the Brillouin flow. These relations have the same form as the 
global relations, the Hull cutoff and Buneman-Hartree (B-H) conditions that were obtained from 
the traditional single particle orbit theory [49]. However, for cylindrical magnetrons, our newly 
discovered B-H condition according to the Brillouin flow model differs from the traditional B-H 
condition obtained from the single particle model. Our Brillouin B-H condition allows a wider 
range of magnetic fields and voltages than the single particle B-H for a conventional magnetron 
[25], but a narrower range for an inverted magnetron as shown in this thesis. These new results 
help explain the anomalies in both experimental data on MELBA-driven conventional relativistic 
magnetron, and in the simulation results obtained at Air Force Research Laboratory for the inverted 
relativistic magnetron. These anomalies could not be explained from the traditional, single particle 
B-H condition. In contrast, the Hull cutoff condition is identical for both Brillouin flow model and 
single particle model. 
The stability of the Brillouin flow in a smooth-bore magnetron is analyzed in Chapter 3, 
with a focus on the negative mass instability and its effect on magnetron startup. A perturbation 
analysis is applied to the equilibrium Brillouin flow profiles from Chapter 2 and the resulting 
perturbation in the electric field is matched to the field in the vacuum region of the magnetron. 
The planar geometry, which has been extensively analyzed, has an intrinsic diocotron-like 
instability. This instability is enhanced in inverted magnetrons and suppressed in conventional 
magnetrons as the system becomes more cylindrical, consistent with the negative mass effect on a 
thin beam, which exhibits enhanced bunching in the inverted configuration and de-bunching in the 
conventional configuration [38], [39]. The behavior of the Brillouin flow in the smooth-bore 
magnetron is thus consistent with the presence of the negative mass effect. 
Smooth-bore magnetron startup is analyzed assuming that voltage across the AK gap is 
increased slowly that the electrons remain in the Brillouin flow state. Both conventional and 
inverted cylindrical magnetrons showed modes with high azimuthal mode number (l) start up first. 
In the conventional magnetron, the high l modes showed the largest normalized (𝜔𝜔𝑖𝑖/𝜔𝜔𝑟𝑟) peak 
growth rates, but decayed rapidly after the voltage was increased past the peak growth value. The 
inverted magnetrons showed that low l modes had higher peak normalized growth, but a slower 
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drop-off of growth rate than the conventional magnetron after the peak growth rate was reached 
[70]. 
Fully relativistic and fully electromagnetic formulations are shown to produce equivalent 
results on stability for low voltage diodes, for which the much simpler nonrelativistic Brillouin 
flow and electrostatic assumptions were adopted. Increased electron velocities, for relativistic 
diode voltages, lead to lower normalized growth in the conventional magnetron and higher growth 
in the inverted magnetron. This behavior is also expected from the negative mass instability, 
initiating the notion that the Brillouin flow in a smooth-bore magnetron is experiencing the 
negative mass instability. 
Chapter 4 extends the analysis of instabilities to magnetrons with a slow-wave structure 
(SWS) anode, for the first time. The addition of the SWS necessitates the inclusion of space 
harmonics in the electromagnetic fields, both in the vacuum region and in the Brillouin flow 
region. Each of these space harmonics are matched at the vacuum-Brillouin flow interface. For a 
planar magnetron based on the linear section of the RPM-12a, instabilities occur only in a narrow 
region for a given mode (as specified by the wavenumber in the direction of the flow) around the 
wavenumber at which the cold tube frequency and the real part of the eigenfrequency solved for 
the corresponding smooth-bore anode are close in value. This means that the diocotron-like 
instability inherent to the planar Brillouin flow, and the synchronous instability created by the 
interaction of electrons with the SWS must occur simultaneously at nearly the same frequency for 
the excitation of an instability. That is, the SWS substantially restricts the range of wavenumber 
for instability growth that is found for smooth-bore planar magnetron. 
The cylindrical base cases for the conventional and inverted magnetrons were chosen to 
keep many parameters equal to the planar geometry to facilitate comparison. As with the planar 
magnetron with the SWS anode, the cylindrical SWS magnetrons show growth only when the 
smooth-bore hot tube eigenfrequency and the SWS cold tube frequency are similar. Increasing the 
anode and cathode radii while keeping the AK gap constant (as was done in Chapter 3) causes the 
eigenvalue solutions for both the conventional and inverted magnetrons to approach the planar 
solutions. Unlike the smooth-bore anode, the conventional magnetron has higher normalized 
growth than the inverted magnetron. The addition of a SWS to the anode appears to reduce the 
negative mass instability for the inverted magnetron, as the growth rates for the conventional 
magnetron appear larger than those of the inverted magnetron. The underlying reason is unknown 
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as of this writing. However, this finding does not contradict early simulations of the recirculating 
planar magnetron that showed enhanced bunching in the cylindrical bends of the inverted 
magnetron configuration because the circular bends did not have a SWS, and therefore enhanced 
bunching due to the negative mass effect was observed. 
5.2 Suggested Future Work 
While this thesis provides a comprehensive stability analysis of the Brillouin flow in the 
planar magnetron with a SWS, the vast parameter space for both the cylindrical conventional and 
cylindrical inverted magnetron with a SWS has prevented a similarly detailed study. This is 
compounded by the negative mass effect which naturally occurs in the cylindrical geometry, as 
convincingly shown in this study of the smooth-bore magnetron. But this negative mass effect 
seems to be diminished in a cylindrical magnetron with a slow-wave structure in the limited study 
of this thesis. Our study of the cylindrical magnetrons seemed to suggest that the resonance 
introduced by the SWS is more important than the intrinsic negative mass effect, in sharp contrast 
to the cylindrical smooth-bore magnetron. Whether this seemingly important observation is valid 
in general needs to be studied. It is tantalizing to recall that the conventional magnetron with SWS 
do have a fast startup despite its intrinsic positive mass behavior of the electrons.  Perhaps PIC 
simulations of the configurations examined in this thesis would shed light on this issue. It should 
be mentioned, however, that it is not easy to extract small signal growth rates from PIC simulations 
of the Brillouin flow because there is overmoding and nonlinear behavior of SWS magnetrons, 
compounded by electrons generated and removed in the code, making growth of density 
perturbations in a single mode uncertain.  
Another possible future study concerns dual-frequency operation of the recirculating planar 
magnetron, which has a SWS for one frequency on one planar section, and one for twice that 
frequency on the other.  These planar sections are joint by an annular smooth-bore drift tube. 
Harmonic generation, together with the stability analysis of both planar sections, are of interest. 
To increase the coupling between the two planar sections of the Recirculating Planar 
Magnetron, the cathode between the two sections may be segmented to allow electromagnetic 
coupling between the two sections. These segmented cathodes are called mode controlled cathodes 
and have been successfully adopted in experiments [76]. Its stability analysis will probably defy 
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analytic formulation, but the cold tube dispersion relation may still be obtained and would be useful 
in a design study. 
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Derivation of Non-Relativistic Cylindrical Brillouin Flow Profiles 
 Equations (2.11) through (2.13) give the electron velocity 𝑣𝑣𝜃𝜃(𝑟𝑟), electric field 𝐸𝐸0(𝑟𝑟), and 
plasma frequency 𝜔𝜔𝑝𝑝2(𝑟𝑟). Equation (2.14) gives the Brillouin hub height in terms of the AK gap 
voltage V and the magnetic field 𝐵𝐵0. This Appendix will derive the equations for conventional 
magnetrons, although the final results will also be applicable to inverted magnetrons. Davidson’s 
book [26] has a derivation for the conventional geometry, which produces identical results if the 
inner radius “a” is replaced by the general cathode radius 𝑟𝑟𝑣𝑣. 
 The Brillouin flow is space-charge limited, so the electric field on the cathode is zero, 
 𝐸𝐸0(𝑟𝑟𝑣𝑣) = 0. (A.1) 
The electrons are assumed to have been emitted with no velocity, so 
 𝑣𝑣𝜃𝜃(𝑟𝑟𝑣𝑣) = 0. (A.2) 
Under the assumption that all electrons in the Brillouin flow have zero total energy, we have 
 12𝑚𝑚𝑣𝑣𝜃𝜃2(𝑟𝑟) − 𝑒𝑒𝜙𝜙(𝑟𝑟) = 0, (A.3) 
where 𝜙𝜙(𝑟𝑟) is the electrostatic potential, which is also zero at the cathode. The derivative of Eq. 
(A.3) with respect to r gives 
 
𝑚𝑚𝑣𝑣𝜃𝜃(𝑟𝑟)𝜕𝜕𝑣𝑣𝜃𝜃(𝑟𝑟)𝜕𝜕𝑟𝑟 + 𝑒𝑒𝐸𝐸0(𝑟𝑟) = 0. (A.4) 
The force balance equation (𝐵𝐵�⃗ 0 = −?̂?𝑧𝐵𝐵0 is in the negative ?̂?𝑧 direction), 
 𝑚𝑚𝑣𝑣 𝜃𝜃2 (𝑟𝑟)
𝑟𝑟
= 𝑒𝑒[𝐸𝐸0(𝑟𝑟) + 𝑣𝑣𝜃𝜃(𝑟𝑟)𝐵𝐵0] (A.5) 
can be solved for electric field, which is used in (A.4) to obtain the differential equation 
 𝜕𝜕𝑣𝑣𝜃𝜃(𝑟𝑟)
𝜕𝜕𝑟𝑟
= −𝑣𝑣𝜃𝜃(𝑟𝑟)
𝑟𝑟
+ 𝜔𝜔𝑣𝑣, (A.6) 
where 𝜔𝜔𝑣𝑣 = 𝑒𝑒𝐵𝐵0/𝑚𝑚 (𝑒𝑒,𝐵𝐵0 > 0). The solution to this equation is 
APPENDIX 
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𝑣𝑣𝜃𝜃(𝑟𝑟) = 𝐶𝐶1𝑟𝑟 + 𝜔𝜔𝑣𝑣𝑟𝑟2 , (A.7) 
where 𝐶𝐶1 is solved for using Eq. (A.2) to find 𝐶𝐶1 = −𝜔𝜔𝑣𝑣𝑟𝑟𝑣𝑣2/2. The velocity as a function of radius 
is obtained: 
 
𝑣𝑣𝜃𝜃(𝑟𝑟) = 12𝜔𝜔𝑣𝑣 𝑟𝑟2 − 𝑟𝑟𝑣𝑣2𝑟𝑟 . (A.8) 
A substitution of Eq. (A.8) and its derivative into Eq. (A.4) results in 
 
𝐸𝐸0(𝑟𝑟) = −𝐵𝐵0𝜔𝜔𝑣𝑣 𝑟𝑟4 − 𝑟𝑟𝑣𝑣44𝑟𝑟3 . (A.9) 
Poisson’s equation directly relates the electron density to the derivative of the electric field, 
 1
𝑟𝑟
𝜕𝜕
𝜕𝜕𝑟𝑟
�𝑟𝑟𝐸𝐸0(𝑟𝑟)� = −𝑒𝑒𝑛𝑛0(𝑟𝑟)𝜖𝜖0 , (A.10) 
where 𝑛𝑛0(𝑟𝑟) is the electron density. Using the derivative of Eq. (A.9) in Eq. (A.10) results in an 
equation for 𝜔𝜔𝑝𝑝2(𝑟𝑟) ≡ 𝑒𝑒2𝑛𝑛0(𝑟𝑟)/𝜖𝜖0𝑚𝑚: 
 
𝜔𝜔𝑝𝑝
2(𝑟𝑟) = 𝜔𝜔𝑣𝑣2 �1 − 12 𝑟𝑟4 − 𝑟𝑟𝑣𝑣4𝑟𝑟4 �. (A.11) 
Finally, the voltage drop across the AK gap can be found by examining the voltage drop over the 
Brillouin hub and the voltage drop over the vacuum region. The voltage drop over the Brillouin 
hub is obtained by integrating the electric field, Eq. (A.9), over the hub, 
 
𝜙𝜙(𝑟𝑟) = 12𝐵𝐵0𝜔𝜔𝑣𝑣 �𝑟𝑟2 − 𝑟𝑟𝑣𝑣22𝑟𝑟 �2 , |𝑟𝑟𝑢𝑢 − 𝑟𝑟𝑣𝑣| ≥ |𝑟𝑟 − 𝑟𝑟𝑣𝑣|. (A.12) 
The voltage drop over the vacuum region can be found from Poisson’s equation, ∇2𝜙𝜙(𝑟𝑟) = 0, 
using the continuity of 𝜙𝜙(𝑟𝑟) and 𝜕𝜕𝜙𝜙(𝑟𝑟)/𝜕𝜕𝑟𝑟 at 𝑟𝑟𝑢𝑢 from Eq. (A.12) and its derivative,  
 
𝜙𝜙(𝑟𝑟) = 12𝐵𝐵0𝜔𝜔𝑣𝑣 ��𝑟𝑟𝑢𝑢2 − 𝑟𝑟𝑣𝑣22𝑟𝑟𝑢𝑢 �2 + 12 𝑟𝑟𝑢𝑢4 − 𝑟𝑟𝑣𝑣4𝑟𝑟𝑢𝑢2 ln 𝑟𝑟𝑟𝑟𝑢𝑢� , |𝑟𝑟𝑢𝑢 − 𝑟𝑟𝑣𝑣| ≤ |𝑟𝑟 − 𝑟𝑟𝑣𝑣|. (A.13) 
The overall voltage drop at the anode is: 
 
𝜙𝜙(𝑟𝑟𝑣𝑣) = 𝑉𝑉 = 12𝐵𝐵0𝜔𝜔𝑣𝑣 ��𝑟𝑟𝑢𝑢2 − 𝑟𝑟𝑣𝑣22𝑟𝑟𝑢𝑢 �2 + 12 𝑟𝑟𝑢𝑢4 − 𝑟𝑟𝑣𝑣4𝑟𝑟𝑢𝑢2 ln 𝑟𝑟𝑣𝑣𝑟𝑟𝑢𝑢�. (A.14) 
In terms of the voltage 𝑉𝑉, magnetic field 𝐵𝐵, cathode radius 𝑟𝑟𝑣𝑣, and anode radius 𝑟𝑟𝑣𝑣, the Brillouin 
hub radius 𝑟𝑟𝑢𝑢 needs to be solved numerically from Eq. (A.14). Equations (A.8), (A.9), (A.11), , 
and (A.14) are, respectively, Equations (2.11), (2.12), (2.13), and (2.14) of the main text. 
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