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Left m-invertibility by the adjoint of Drazin
inverse and m-selfadjointness of Hilbert spaces
B.P. Duggal, I.H. Kim
Abstract
A Hilbert space operator A ∈ B(H) is left (X,m)-invertible by B ∈ B(H)
(resp., B ∈ B(H) is an (X,m)-adjoint of A ∈ B(H)) for some operator X ∈
B(H) if △mB,A(X) =
∑m
j=0(−1)
j
(
m
j
)
Bm−jXAm−j = 0 (resp., δmB,A(X) =
∑m
j=0(−1)
j
(
m
j
)
B(m−j)XAj = 0). No Drazin invertible operator A ∈
B(H), with Drazin inverse Ad, can be left (I,m)-invertible (equivalently, m-
invertible) by its adjoint or its Drazin inverse or the adjoint of its Drazin in-
verse. For Drazin inverrtible operators A, it is seen that the existence of an
X acts as a conduit for implications △B,A(X) = 0 =⇒ δ
m
C,A(X) = 0, where
the pair (B,C) = either (A,Ad) or (Ad, A) or (A
∗, A∗d) or (A
∗
d, A
∗). Reverse
implications fail. Assuming certain commutativity conditions, it is seen that
△mA∗
d
,A(X) = 0 = △
n
B∗
d
,B(Y ) implies δ
m+n−1
A∗B∗,AB(XY ) = 0 = δ
m+n−1
A∗+B∗,A+B(XY ).
1. Introduction
Let B(H) denote the algebra of operators, i.e. bounded linear transformations, on
an infinite dimensional complex Hilbert space H into itself. For A,B ∈ B(H), let
LA and LB ∈ B(B(H)) denote respectively the operators
LA(X) = AX and RB(X) = XB
of left multiplication by A and right multiplication by B. The operator A is left
m-invertible by B, denoted (B,A) ∈ left-m-invertible, if
△mB,A(I) = (LARB − I)
m (I) =
m∑
j=0
(−1)j
(
m
j
)
Bm−jAm−j = 0
[14]. An important class of left m-invertible operators, which has been considered
by a large number of authors [1, 2, 3, 4, 6, 11, 12, 13, 7, 8, 9, 15, 16], is that of
m-isometric operators A:
△mA∗,A(I) = (L
∗
ARA − I)
m(I) =
m∑
j=0
(−1)j
(
m
j
)
A∗
(m−j)
Am−j = 0.
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A related, but distinct, class of operators, which has been studied for some time
[17, 18, 19], is that of m-selfadjoint operators A:
δmA∗,A(I) = (L
∗
A −RA)
m(I) =
m∑
j=0
(−1)j
(
m
j
)
A∗
(m−j)
Aj = 0.
Let [A,B] = AB − BA denote the commutator of A,B ∈ B(H). An operator
A ∈ B(H) is Drazin invertible, with Drazin inverse Ad, if
[Ad, A] = 0, A
2
dA = Ad, A
p+1Ad = A
p
for some integer p ≥ 1. (The least integer p for which this holds is then called the
Drazin index of A.) No Drazin invertible operator A ∈ B(H) can be left-m-invertible
by its adjoint or its Drazin inverse or the adjoint of its Drazin inverse. We say in
the following that A is left (X,m)-invertible by B (for some operator X ∈ B(H)),
denoted (B,A) ∈ left-(X,m)-invertible, if
△mB,A(X) = (LBRA − I)
m (X) =
m∑
j=0
(−1)j
(
m
j
)
Bm−jXAm−j = 0;
B ∈ B(H) is an (X,m)-adjoint of A ∈ B(H), denoted (B,A) ∈ (X,m)-adjoint, if
δmB,A(X) = (LB −RA)
m(X) =
m∑
j=0
(−1)j
(
m
j
)
Bm−jXAj = 0.
(Here, A ∈ (X,m)-selfadjoint if (A∗, A) ∈ (X,m)-adjoint.) For Drazin invertible
operators A, there may exist operators X ∈ B(H) such that △mB,A(X) = 0, where
B = A or A∗ or Ad or A
∗
d. We prove that such an operator X necessarily has a
representation X = X11 ⊕ 0 ∈ B(A
p(H) ⊕ A−p(0)) (where p is the Drazin index
of A). Furthermore, △mB,A(X) = 0 implies δ
m
C,A(X) = 0, where corresponding to
B = A or A∗ or Ad or A
∗
d we have respectively that C = Ad or A
∗
d or A or A
∗. If
A,B ∈ B(H) are Drazin invertible, (i) (A∗d, A) ∈ left-(X,m)-invertible and (B
∗
d , B) ∈
left-(Y, n)-invertible and (ii) [A,B] = [X,Y ] = [A∗, Y ] = [B∗,X] = 0, then AB and
A + B are (XY,m + n − 1)-selfadjoint. The implication δm+n−1A∗+B∗,A+B(XY ) = 0
implies △m+n−1(A∗+B∗)d,A+B(XY ) = 0 fails for Drazin invertible A,B satisfying hypothe-
ses (i) and (ii). Indeed, A and B Drazin invertible does not ensure the Drazin
invertibility of A + B, even when A,B commute. A sufficient condition in the
presence of commutativity is that AB = 0 [10]. If the Drazin invertible operators
A,B satisfying hypotheses (i) and (ii) satisfy additionally that AB = 0, then the
implication δm+n−1A∗+B∗,A+B(XY ) = 0 implies △
m+n−1
(A∗+B∗)d,A+B
(XY ) = 0 holds. Also,
if the Drazin invertible operators A,B satisfy A ∈ (X,m)-isometric, B ∈ (Y, n)-
isometric, if (ii) is satisfied and AB = 0, then A + B ∈ (XY,m + n − 1)-isometric
and ((A∗ +B∗)d, A+B) ∈ (XY,m + n− 1)-adjoint.
2. Results.
Recall, [5, 19], that
A ∈ m−isometric =⇒ A ∈ n−isometric and A ∈ m−selfadjoint =⇒ A ∈ n−selfadjoint
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for all integers n ≥ m; again, if A is invertible then
A ∈ m−isometric =⇒ A−1 ∈ m−isometric and A ∈ m−selfadjoint =⇒ A−1 ∈ n−selfadjoint.
The following proposition says that these results extend to (X,m)-operators.
Proposition 2.1 Given operators A,B ∈ B(H),
(i) (B,A) ∈ left-(X,m)-invertible ⇐⇒ (B,A) ∈ left-(X,n)-invertible, and
(B,A) ∈ (X,m)− adjoint⇐⇒ (B,A) ∈ (X,n)− adjoint
for all integers n ≥ m;
(ii) if A,B are invertible, then
(B,A) ∈ left−(X,m)−invertible ⇐⇒ (B−1, A−1) ∈ left−(X,m)−invertible, and
(B,A) ∈ (X,m) − adjoint⇐⇒ (B−1, A−1) ∈ (X,m) − adjoint.
Proof. (i) The backward implication is evident, and the proof of the forward impli-
cation follows from
△nB,A(X) = △
n−m
B,A
(
△mB,A(X)
)
and δnB,A(X) = δ
n−m
B,A
(
δmB,A(X)
)
for all integers n ≥ m.
(ii) If A,B are invertible, then
△mB−1,A−1(X) = LB−mRA−m
(
(−1)m△mB,A(X)
)
and
δmB−1,A−1(X) = LB−mRA−m
(
(−1)mδmB,A(X)
)
.
The proof follows.
It is well known, [19, Corollary 2.9], that if A,B ∈ B(H) are two commutating
operators, A ∈ m-selfadjoint and B ∈ n-selfadjoint, then AB and A + B are (m +
n− 1)-selfadjoint; again, if A ∈ m-selfadjoint and N ∈ B(H) is a q-nilpotent which
commutates with A, then A is (m + 2q − 2)-selfadjoint. These results extend to
(X,m)-selfadjoint operators, as the following proposition proves. The argument
we use to prove the proposition differs from most extant proofs (proving similar
results); it is similar in spirit to the argument of the proof of Proposition 2.1, and
depends upon a juducious use of some elementary properties of the left and the right
multiplication operators.
Proposition 2.2 Given operators X,Y,A,B ∈ B(H), if :
(i) [A,B] = [X,Y ] = [A∗, Y ] = [B∗,X] = 0, A ∈ (X,m)-selfadjoint and B ∈ (Y, n)-
selfadjoint, then AB and A+B ∈ (XY,m+ n− 1)-selfadjoint.
(ii) A ∈ (X,m)-selfadjoint and N ∈ B(H) is a q-nilpotent which commutates with
A, then δm+q−1A∗,A+N (X) = 0. Consequently, A+N is (m+ 2q − 2)-selfadjoint.
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Proof. (i) Since the left and right multiplication operators commute, the commuta-
tivity hypothesis implies
δm+n−1A∗B∗,AB(XY ) = (LA∗LB∗ −RARB)
m+n−1 (XY )
= {(LA∗ −RA)LB∗ +RA(LB∗ −RB)}
m+n−1 (XY )
= {δA∗,ALB∗ +RAδB∗,B}
m+n−1 (XY )
=


m+n−1∑
j=0
(
m+ n− 1
j
)
δ
m+n−1−j
A∗,A L
m+n−1−j
B∗ R
j
Aδ
j
B∗,B

 (XY )
=
m+n−1∑
j=0
(
m+ n− 1
j
)
L
m+n−1−j
B∗ R
j
A
{
δ
m+n−1−j
A∗,A δ
j
B∗,B
}
(XY )
=
m+n−1∑
j=0
(
m+ n− 1
j
)
L
m+n−1−j
B∗ R
j
A
{
δ
j
B∗,Bδ
m+n−1−j
A∗,A
}
(XY )
and
δm+n−1A∗+B∗,A+B(XY ) = {δA∗,A + δB∗,B}
m+n−1 (XY )
=
m+n−1∑
j=0
(
m+ n− 1
j
){
δ
m+n−1−j
A∗,A δ
j
B∗,B
}
(XY )
=
m+n−1∑
j=0
(
m+ n− 1
j
){
δ
j
B∗,Bδ
m+n−1−j
A∗,A
}
(XY )
The hypothesis [X,Y ] = [A∗, Y ] = [B∗,X] = 0 implies
δ
j
B∗,B(XY ) = δ
j−1
B∗,B(B
∗XY −XY B)
= δj−1B∗,B {X(B
∗Y − Y B)}
= δj−1B∗,B {XδB∗,B(Y )}
= XδjB∗,B(Y )
and (similarly)
δ
m+n−1−j
A∗,A (XY ) = δ
m+n−2−j
A∗,A {Y δA∗,A(X)} = Y δ
m+n−1−j
A∗,A (X).
Hence, since δjB∗,B(Y ) = 0 for all j ≥ n and δ
m+n−1−j
A∗,A (X) = 0 for all m+n−1−j ≥
m+ n− 1− (n− 1) = m, the proof follows.
(ii) In this case:
δ
m+q−1
A∗,A+N (X) = {δA∗,A −RN}
m+q−1 (X)
=
m+q−1∑
j=0
(−1)j
(
m+ q − 1
j
){
δ
m+q−1−j
A∗,A R
j
N
}
(X)
=
m+q−1∑
j=0
(−1)j
(
m+ q − 1
j
){
R
j
Nδ
m+q−1−j
A∗,A
}
(X).
Since N j = 0 for all j ≥ q and δm+q−1−jA∗,A (X) = 0 for all m+ q− 1− j ≥ m+ q− 1−
(q − 1) = m, the proof follows.
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Remark 2.3 Let X be a complex infinite dimensional Banach space, and let B(X )
denote the algebra of operators on X into itself. The definition of left-(X,m)-
invertible operators is equally valid for Banach space operators, and Proposition
2.2 has a Banach space version for products of commuting left-(Xi,mi)-operators,
and for perturbation by commuting nilpotents of left-(X,m)-invertible operators.
Given operators Ai, Bi,Xi ∈ B(H), i = 1, 2, if:
(i) [A1, A2] = [A1, B2] = [X1,X2] = [A1,X2] = [A2,X1] = 0 and (Bi, Ai) ∈ left-
(Xi,mi)-invertible, then (B1B2, A1A2) ∈ left-(X1X2,m1 +m2 − 1)-invertible;
(ii) N ∈ B(X ) is q-nilpotent, [A1, N ] = 0 and (B1, A1) ∈ left-(X1,m1)-invertible,
then △m1+q−1B1,A1+N (X1) = 0 and (B1 +N,A1 +N) ∈ left-(m1 + 2q − 2)-invertible.
A proof of this follows from the following argument. We have :
△m1+m2−1B1B2,A1A2(X1X2)
= {LB2△B1,A1RA2 +△B2,A2}
m1+m2−1 (X1X2)
=
m1+m2−1∑
j=0
(−1)j
(
m1 +m2 − 1
j
){
(LB2RA2)
m1+m2−1−j△m1+m2−1−jB1,A1 △
j
B2,A2
}
(X1X2),
where [△B1,A1 ,△B2,A2 ] = 0, △
j
B2,A2
(X2) = 0 for all j ≥ m2 and △
m1+m2−1−j
B1,A1
(X1) =
0 for all j ≤ m2 − 1;
△m1+q−1B1,A1+N (X1) = {△B1,A1 + LB1RN}
m1+q−1 (X1)
=
m1+q−1∑
j=0
(
m1 + q − 1
j
){
△m1+q−1−jB1,A1 (LB1RN )
j
}
(X1),
where [△B1,A1 , LB1RN ] = 0, R
j
N = 0 for all j ≥ q and △
m1+q−1−j
B1,A1
(X1) = 0 for all
j ≤ q − 1
The following corollary is immediate from the argument of the proof of Proposi-
tion 2.2.
Corollary 2.4 If A,B ∈ B(H) are commuting operators such that A ∈ (X,m)-
selfadjoint and B ∈ (X,n)-selfadjoint for some operator X ∈ B(H), then AB and
A+B are (X,m+ n− 1)-selfadjoint.
Drazin invertible operators A. The ascent of an operator A, asc(A), (resp., the
descent of an operator A, dsc(A)) is the least positive integer p such that A−p(0) =
A−(p+1)(0) (resp., Ap(H) = Ap+1(H)). The Drazin invertibility ensures the existence
of such an integers p, and then asc(A) = dsc(A) = p; the integer p is the Drazin
index of A [10]: Throughout the following, unless otherwise stated, we assume that
A is Drazin invertible and that the Drazin index of A is p.
The Drazin invertibility of A induces a decomposition
H = Ap(H)⊕A−p(0) = H1 ⊕H2
of H, and a decomposition
A = A |H1 ⊕A |H2= A1 ⊕A2, A1 invertible and A2 p−nilpotent,
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of A [10]. Accordingly, the Drazin inverse Ad of A has a decomposition
Ad = A
−1
1 ⊕ 0 ∈ B(H1 ⊕H2)
[10, Theorem 2.23]. A Drazin invertible operator can not be m-isometric (reason: if
it is then the spectrum σ(A) of A is the union of a subset of the boundary ∂D of
the unit disc D with the point set {0} and the spectrum of an m-isometry is either
the closure D of the unit disc D or a subset of ∂D [5]). Again, a Drazin invertible
operator A can not be left-m-invertible by Ad or A
∗
d: this is consequent from the
fact that
m∑
j=0
(−1)m
(
m
j
)
Bm−jAm−j =


m∑
j=0
(−1)m
(
m
j
)
B
−m+j
1 A
m−j
1

⊕ I2 6= 0,
where I2 = I |H2 , B = Ad or A
∗
d and B1 = A1 or (resp.,) A
∗
1. There may, however,
exist operators X ∈ B(H) such that A is left-(X,m)-invertible by A∗ or Ad or
A∗d or (even) A. For example, if
∑m
j=0(−1)
m
(
m
j
)
A
−m+j
1 X11A
m−j
1 = 0 (resp.,
∑m
j=0(−1)
m
(
m
j
)
A∗1
−m+jX11A
m−j
1 = 0) for some X11 ∈ B(H1), then (Ad, A) ∈
left-(X,m)-invertible (resp., (A∗d, A) ∈ left-(X,m)-invertible) for X = X11 ⊕ 0 ∈
B(H1 ⊕H2).
Remark 2.5 In contrast to the situation for left m-invertible operators, every op-
erator A satisfies δmA,A(I) = 0 for all integers m ≥ 1. If A is Drazin invertible and
m-selfadjoint, then
δmA∗,A(I) = 0⇐⇒
m∑
j=0
(−1)j
(
m
j
){
A∗1
m−j
A
j
1 ⊕A
∗
2
m−j
A
j
2
}
= 0,
i.e., A is m-selfadjoint if and only if the invertible operator A1 and the p-nilpotent
operator A2 are m-selfadjoint. In particular, if m = 2, then A is 2-selfadjoint if and
only if A = A1 ⊕ 0 (see [18, Theorem 3.1], where it is proved that a B(H) operator
is 2-selfadjoint if and only if it is selfadjoint). If δmA∗
d
,A(I) = 0, then
m∑
j=0
(−1)j
(
m
j
)
A∗1
−m+j
A
j
1 = 0 ⇐⇒
m∑
j=0
(−1)j
(
m
j
)
A∗1
j
A
j
1 = 0
⇐⇒ △m
A∗
1
−1A1
(I) = 0
(where I1 = I |H1). Consequently, σ(A) is the union of a subset of ∂D with the
point set {0}. In the particular case in which m = 2, this implies (either A = 0, or)
σ(A) = {±1, 0}.
The following theorem proves that if (B,A) ∈ left-(X,m)-invertible for some
X ∈ B(H), and B = A or A∗ or Ad or A
∗
d, then necessarily X = X11 ⊕ 0 ∈
B(H1 ⊕ H2). As a consequence it is seen that if A is left-(X,m)-invertible by A
∗
d,
then A is (X,m)-selfadjoint.
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Theorem 2.6 Let A,X ∈ B(H), where A is Drazin invertible with Drazin inverse
Ad.
(i) If (B,A) ∈ left-(X,m)-invertible, and B = A or A∗ or Ad or A
∗
d, then X =
X11 ⊕ 0 ∈ B(H1 ⊕H2).
Consequently, one has:
(ii)
△mA,A(X) = 0 =⇒ δ
m
Ad,A
(X) = 0;
△mAd,A(X) = 0 =⇒ δ
m
A,A(X) = 0;
△mA∗,A(X) = 0 =⇒ δ
m
A∗
d
,A(X) = 0;
△mA∗
d
,A(X) = 0 =⇒ δ
m
A∗,A(X) = 0.
Proof. The proof for all four choices of B is similar: we consider the case in which
B = A. Letting, as above, A = A1 ⊕ A2 ∈ B(H1 ⊕ H2), where A1 is invertible
and A2 is p-nilpotent, and letting X ∈ B(H1 ⊕H2) have the matrix representation
X = [Xik]
2
i,k=1, we have:
△mA,A(X) =
m∑
j=0
(−1)j
(
m
j
)
Am−jXAm−j = 0
⇐⇒

 m∑
j=0
(−1)j
(
m
j
)
Ai
m−jXikA
m−j
k


2
i,k=1
= 0
(Here, the (2, 1) and (2, 2) entries equal X21 and X22, respectively, in the case in
which B = Ad or A
∗
d). We have two possibilities: either p < m or p ≥ m. If p ≥ m,
then Proposition 2.1 tell us that (A,A) ∈ left-(X,n)-invertible for all integers n ≥ p.
Hence it will suffice to prove X12 = X21 = X22 = 0 for p < m. We consider the case
of X12: the proof for the other two cases is similar. If p < m, then A
t
1X12A
t
2 = 0 for
all t ≥ p. We have:
m∑
j=0
(−1)j
(
m
j
)
A
m−j
1 X12A
m−j
2 = 0
=⇒ Ap−11


m∑
j=0
(−1)j
(
m
j
)
A1
m−jX12A
m−j
2

Ap−12 = 0
⇐⇒ A1
p−1X12A
p−1
2 = 0
=⇒ At1X12A
t
2 = 0 for all t ≥ p− 1
Repeating this argument a further (p − 2)-times we obtain At1X12A
t
2 = 0 for all
t ≥ 1. Hence
0 =
m∑
j=0
(−1)j
(
m
j
)
A
m−j
1 X12A
m−j
2 = X12.
(ii) The proof of (i) implies
△mA,A(X) = 0
⇐⇒
m∑
j=0
(−1)j
(
m
j
)
A
m−j
1 X11A
m−j
1 = 0, X12 = X21 = X22 = 0
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⇐⇒
m∑
j=0
(−1)j
(
m
j
)
A
−m+j
1 X11A
−m+j
1 = 0, X12 = X21 = X22 = 0
(since A1 is invertible)
⇐⇒
m∑
j=0
(−1)j
(
m
j
)
A
−(m−j)
1 X11A
j
1 = 0, X12 = X21 = X22 = 0
=⇒ δmAd,A(X) = 0;
△mAd,A(X) = 0
⇐⇒
m∑
j=0
(−1)j
(
m
j
)
A
−m+j
1 X11A
m−j
1 = 0, X12 = X21 = X22 = 0
⇐⇒
m∑
j=0
(−1)j
(
m
j
)
A
m−j
1 X11A
−m+j
1 = 0, X12 = X21 = X22 = 0
(since A1 is invertible)
⇐⇒
m∑
j=0
(−1)j
(
m
j
)
A
m−j
1 X11A
j
1 = 0, X12 = X21 = X22 = 0
=⇒ δmA,A(X) = 0;
△mA∗,A(X) = 0
⇐⇒
m∑
j=0
(−1)j
(
m
j
)
A∗
(m−j)
1 X11A
m−j
1 = 0, X12 = X21 = X22 = 0
⇐⇒
m∑
j=0
(−1)j
(
m
j
)
A∗
(−m+j)
1 X11A
−m+j
1 = 0, X12 = X21 = X22 = 0
(since A1 is invertible)
⇐⇒
m∑
j=0
(−1)j
(
m
j
)
A∗
(−m+j)
1 X11A
j
1 = 0, X12 = X21 = X22 = 0
=⇒ δmA∗
d
,A(X) = 0
and finally
△mA∗
d
,A(X) = 0
⇐⇒
m∑
j=0
(−1)j
(
m
j
)
A∗
(−m+j)
1 X11A
m−j
1 = 0, X12 = X21 = X22 = 0
⇐⇒
m∑
j=0
(−1)j
(
m
j
)
A∗
m−j
1 X11A
−m+j
1 = 0, X12 = X21 = X22 = 0
(since A1 is invertible)
⇐⇒
m∑
j=0
(−1)j
(
m
j
)
A∗
m−j
1 X11A
j
1 = 0, X12 = X21 = X22 = 0
=⇒ δmA∗,A(X) = 0.
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Remark 2.7 The reverse implications in Theorem 2.6(ii) fail. This is for the reason
that δmB,A(X) = 0, B = A or A
∗ or Ad or A
∗
d, does not imply X = X11⊕0. Consider,
for example, δmA,A(X) = 0. Assuming, without loss of generality, that p < m, it is
seen that
δmA,A(X) = 0⇐⇒

 m∑
j=0
(−1)j
(
m
j
)
Ai
m−jXikA
j
k


2
i,k=1
= 0;
m∑
j=0
(−1)j
(
m
j
)
A
m−j
1 X12A
j
2 = 0
=⇒


m∑
j=0
(−1)j
(
m
j
)
A
m−j
1 X12A
j
2

Ap−12 = 0
=⇒ Am1 X12A
p−1
2 = 0⇐⇒ X12A
p−1
2 = 0
=⇒


m∑
j=0
(−1)j
(
m
j
)
A
m−j
1 X12A
j
2

Ap−22 = 0
=⇒ Am1 X12A
p−2
2 = 0⇐⇒ X12A
p−2
2 = 0
· · ·
=⇒


m∑
j=0
(−1)j
(
m
j
)
A
m−j
1 X12A
j
2

A2 = 0
=⇒ Am1 X12A2 = 0⇐⇒ X12A2 = 0
=⇒ Am1 X12 = 0⇐⇒ X12 = 0.
Similarly, X21 = 0, and hence δ
m
A,A(X) = 0 =⇒ X = X11 ⊕X22. Similar arguments
show that X12 = X21 = 0 if B = A
∗, and X12 = 0 if B = Ad or A
∗
d. Examples
proving that the reverse implications fail are not difficult to construct. For example,
if A1 ∈ B(H1) is an invertible operator such that A
∗
1X11 = X11A1 for some X11 ∈
B(H1), and N2 ∈ B(H2) is a 2-nilpotent operator, then δ
3
A∗,A(X) = 0 for A =
A1 ⊕N1 and X = X11 ⊕ I2. However, △
3
A∗
d
,A(X) 6= 0.
Theorem 2.6 and Remark 2.7 taken together imply that a Drazin invertible op-
erator A ∈ B(H) satisfies
(A∗d, A) ∈ left− (X,m)− invertible ⇐⇒ A ∈ (X,m) − selfadjoint
if and only if X ∈ B(H1 ⊕ H2) has a representation X = X11 ⊕ 0. The following
theorem gives a sufficient condition for (A∗d, A) ∈ left-(X,m)-invertible to imply A
is n-selfadjoint (for n = m+ 2p − 2).
Theorem 2.8 If △mA∗
d
,A(X) = 0, [A,X] = 0 and X11 = X |H1 has a dense range,
then A is (m + 2p − 2)-selfadjoint. Furthermore, if m = 2, then A is a (2p − 1)-
selfadjoint operator (which is a perturbation by a p-nilpotent operator of a selfadjoint
operator).
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Proof. If △mA∗
d
,A(X) = 0, then X = X11 ⊕ 0 ∈ B(H1 ⊕ H2), and this if [X,A] = 0
implies [X11, A1] = 0. Hence
△mA∗
d
,A(X) = 0 ⇐⇒
m∑
j=0
(−1)j
(
m
j
)
A∗
(−m+j)
1 X11A
m−j
1 = 0
⇐⇒
m∑
j=0
(−1)j
(
m
j
)
A∗
(m−j)
1 X11A
−m+j
1 = 0
(since A1 is invertible)
⇐⇒
m∑
j=0
(−1)j
(
m
j
)
A∗
(m−j)
1 X11A
j
1 = 0
⇐⇒


m∑
j=0
(−1)j
(
m
j
)
A∗
(m−j)
1 A
j
1

X11 = 0.
This, if X11 has a dense range, implies
m∑
j=0
(−1)j
(
m
j
)
A∗
(m−j)
1 A
j
1 = 0,
i.e., A1 ∈ B(H1) is m-selfadjoint. Consequently, A1 ⊕ 0 ∈ B(H1 ⊕ H2) is m-
selfadjoint. Now define the p-nilpotent operator N by N = 0 ⊕ A2 ∈ B(H1 ⊕H2).
ThenN commutes with A1⊕0, and hence A = (A1⊕0)+N is (m+2p−2)-selfadjoint.
Now let m = 2. Then the 2-selfadjoint operator A1 above is selfadjoint [18,
Theorem 3.1], and the operator A being the perturbation of a selfadjoint operator
by a p-nilpotent operator is a (2p− 1)-selfadjoint operator.
If A,B ∈ B(H) are Drazin invertible (with Drazin inverses Ad, Bd), (A
∗
d, A) ∈
left-(X,m)-invertible, (B∗d , A) ∈ left-(Y, n)-invertible (for some operators X,Y ∈
B(H)) and
[X,Y ] = [A,B] = [A∗, Y ] = [B∗,X] = 0,(1)
then
(AB)d = AdBd = BdAd, [A
∗
d, Y ] = [B
∗
d , Y ] = 0, △
m+n−1
A∗
d
B∗
d
,AB(XY ) = 0
(see Remark 2.3), and hence
δm+n−1A∗B∗,AB(XY ) = 0
(see Theorem 2.6). The hypotheses on A,B (in the above) are not sufficient to guar-
antee the Drazin invertibility of A+B. Even given A,B and A+B are all Drazin in-
vertible, do the above hypotheses on A,B,X and Y imply △m+n−1(A∗+B∗)d,A+B(XY ) = 0
? Postponing an answer to this question for the time being, we prove in the following
theorem that the hypotheses above are sufficient to guarantee△m+n−1(A∗+B∗)d,A+B(XY ) =
0.
Theorem 2.9 If (A∗d, A) ∈ left-(X,m)-invertible, (B
∗
d , B) ∈ left-(Y, n)-invertible
and hypothesis (1) holds, then AB and A+B are (XY,m+ n− 1)-selfadjoint.
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Proof. The hypotheses imply that the implications
△mA∗
d
,A(X) = 0 =⇒ δ
m
A∗,A(X) = 0 and △
n
B∗
d
,B(Y ) = 0 =⇒ δ
n
B∗,B(X) = 0
hold (see Theorem 2.6). Since A,B,X and Y satisfy the hypotheses of Proposition
2.2, we conclude that AB and A+B are (XY,m+ n− 1)-selfadjoint.
The Drazin invertibility of A and B does not ensure the Drazin invertibility of
A+B. (Hence the implication δm+n−1A∗+B∗,A+B(XY ) = 0 =⇒ △
m+n−1
(A∗+B∗)d,A+B
(XY ) = 0
is not guaranteed by the hypotheses of Theorem 2.9). A sufficient condition for A+B
to be Drazin invertible for commuting Drazin invertible A and B is that AB = 0
[10, page 93]. Assume, as above, that A = A1⊕A2 ∈ B(H1⊕H2), [A,B] = 0 = AB
and let B ∈ B(H1 ⊕H2) have the matrix representation B = [Bij ]
2
i,j=1 . Then
[A,B] = 0 =⇒ B = B11 ⊕B22
and if also AB = 0, then
B11 = 0 and hence B = 0⊕B22,
[A2, B22] = 0 = A2B22, the operators B22 and A2 +B22 are Drazin invertible and
(A+B)d =
(
A−11 0
0 (A2 +B22)d
)
∈ B(H1 ⊕H2).
The following theorem answers the question posed above for the case in which
AB = 0.
Theorem 2.10 If in addition to the hypotheses of Theorem 2.9, A and B satisfy
the hypothesis that AB = 0, then
δm+n−1(A+B)∗
d
,A+B(XY ) = 0.
Proof. If we let A = A1 ⊕A2 ∈ B(H1⊕H2), A1 invertible and A2 p-nilpotent, then
upon letting X = [Xij ]
2
i,j=1 ∈ B(H1 ⊕ H2) the hypothesis (A
∗
d, A) ∈ left-(X,m)-
invertible implies X = X11 ⊕ 0 (see Theorem 2.6(i)). Let Y ∈ B(H1⊕H2) have the
matrix representation Y = [Yij]
2
i,j=1 ∈ B(H1 ⊕H2). Then [X,Y ] = 0 implies
X11Y12 = 0 = Y21X11,
and hence
XY = X11Y11 ⊕ 0 ∈ B(H1 ⊕H2).
As seen above, A+B = A1 ⊕ (A2 +B22) ∈ B(H1 ⊕H2). Hence (see Theorem 2.9)
δm+n−1A∗+B∗,A+B(XY ) = 0⇐⇒
(
δm+n−1A∗
1
,A1
(X11Y11)
)
⊕ 0 = 0.
Since A1 is invertible,
δm+n−1A∗
1
,A1
(X11Y11) = 0
⇐⇒ δm+n−1
A∗
1
−1,A−1
1
(X11Y11) = 0
⇐⇒
m+n−1∑
j=0
(−1)j
(
m+ n− 1
j
)
A∗1
(−m−n+1+j)
X11Y11A1
−j = 0
⇐⇒
m+n−1∑
j=0
(−1)j
(
m+ n− 1
j
)
A∗1
(−m−n+1+j)
X11Y11A1
m+n−1−j = 0
⇐⇒ △m+n−1
A∗
1
−1,A1
(X11Y11) = 0.
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Since
△m+n−1(A∗+B∗)d,A+B(XY ) = △
m+n−1
A∗
1
−1,A1
(X11Y11)⊕ 0,
we have
δm+n−1(A∗+B∗)d,A+B
(XY ) = 0.
The following theorem is an analogue of Theorem 2.9 for operators A ∈ (X,m)-
isometric, △mA∗,A(X) =
∑m
j=0(−1)
j
(
m
j
)
A∗(m−j)XAm−j . Recall that if A ∈
(X,m)-isometric, then A ∈ (X,n)-isometric for all n ≥ m.
Theorem 2.11 If A ∈ (X,m)-isometric, B ∈ (Y, n)-isometric and
[X,Y ] = [A,B] = [A∗, Y ] = [B∗,X] = 0 = AB,
then A+B is (m+n−1,XY )-isometric and ((A+B)∗d, A+B) ∈ (m+n−1,XY )-
adjoint.
Proof. If A ∈ (X,m)-isometric, then X = X11⊕ 0 ∈ B(H1⊕H2) (see Theorem 2.6)
and (as seen above)
A+B = A1⊕(A2+B22), (A+B)d = A
−1
1 ⊕(A2+B22)d, XY = X11Y11⊕0, [A
∗
1, Y11] = 0.
Since A ∈ (X,m)-isometric if and only if △mA∗,A(X) = 0, we have
△mA∗,A(X) = 0 ⇐⇒ △
m
A∗
1
,A1
(X11) = 0
⇐⇒ △m
A∗
1
−1,A−1
1
(X11) = 0 (since A1 is invertible)
=⇒ △m+n−1
A∗
1
−1,A−1
1
(X11) = 0 for all n ≥ 1
⇐⇒
(
△m+n−1
A∗
1
−1,A−1
1
(X11)
)
Am+n−11 = 0
=⇒ δm+n−1
A∗
1
−1,A1
(X11) = 0
=⇒ δm+n−1
A∗
1
−1,A1
(X11Y11) = 0,
where the final implication follows from the fact that
δA∗
1
−1,A1
(X11Y11) = A
∗
1
−1
X11Y11 −X11Y11A1
=
(
A∗1
−1
Y11
)
X11 − Y11X11A1
= Y11
(
A∗1
−1
X11 −X11A1
)
= Y11δA∗
1
−1,A1
(X11).
Since
δm+n−1
A∗
1
−1,A1
(X11Y11) = 0⇐⇒ δ
m+n−1
(A+B)∗
d
,A+B(XY ) = 0,
we conclude ((A+B)∗d, A+B) ∈ (XY,m + n − 1)-adjoint. To complete the proof,
we observe that
A ∈ (X,m) − isometric =⇒ △m+n−1A∗
1
,A1
(X11) = 0
=⇒ △m+n−1A∗
1
,A1
(X11Y11) = 0
⇐⇒ △m+n−1(A+B)∗,A+B(XY ) = 0.
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