Abstract: This study formulates portfolio analysis in terms of Stochastic Dominance, Relative Entropy and Empirical Likelihood. We define a portfolio inefficiency measure based on the divergence between given probabilities and the nearest probabilities that rationalize a given portfolio for some admissible utility function. When applied to a sample of timeseries observations, the inefficiency measure becomes a Likelihood Ratio statistic for inequality moment conditions. The limiting distribution of the test statistic is bounded by a chi-squared distribution, allowing for conservative large-sample testing. We develop a tight numerical approximation for the test statistic based on a two-stage optimization procedure and piecewise linearization techniques. A Monte Carlo simulation study of the large-sample test shows superior statistical properties compared with a Generalized Method of Moments test. We apply the test to several standard data sets from the empirical asset pricing literature.
INTRODUCTION
Stochastic Dominance (SD) provides a partial stochastic ordering of prospects based on general regularity conditions for decision making under risk (Quirk and Saposnik (1962) , Hadar and Russell (1969) , Hanoch and Levy (1969) , Whitmore (1970) , Vickson (1975) , Bawa (1975) ). A body of literature develops mathematical programs and statistical methods to implement SD in practice; see the review by Levy (2006) .
The existing approaches generally take the probability distribution as given and search over the admissible utility functions or, equivalently, the lower partial moments of the distribution. However, in many applications, the relevant distribution is not completely known, due to heterogeneous beliefs, subjective distortion and/or estimation error. To deal with this complication, we develop an approach to SD analysis based on Relative Entropy and Empirical Likelihood.
In related work, Abbas (2006) proposes an entropy-based analysis of utility functions and Marvizadeh (2013) applies entropy to compare two cumulative distribution functions in the spirit of Almost Stochastic Dominance (Leshno and Levy (2002) ). Davidson and Duclos (2013) develop a likelihood ratio test for pairwise FSD between two independent prospects. A distinguishing feature of our analysis is that we account for mixtures of prospects and higherorder risk aversion in order to achieve more discriminating power than is possible based on pairwise lower-order SD rules.
We consider the problem of evaluating whether a given prospect is stochastically efficient relative to all feasible mixtures of a finite set of alternatives. Earlier studies of this problem include Bawa et al. (1985) , Shalit and Yitzhaki (1994), Post (2003) , Kuosmanen (2004) , Roman, Darby-Dowman and Mitra (2006), Post and Versijp (2007) , Scaillet and Topaloglou (2010) , Linton, Post and Whang (2014) and Kopa and Post (2014) . The primary application areas that we have in mind are portfolio theory and asset pricing. In these areas, the base prospects are financial securities and the mixtures are investment portfolios.
We first consider the case where the analyst knows the population distribution but not the decision maker's subjective beliefs or probability distortion, for example, in a controlled choice experiment. We define a theoretical inefficiency measure based on the divergence between given probabilities and the nearest probabilities that can rationalize a given portfolio for some admissible utility function. The measure minimizes Relative Entropy (RE) over preferences and probabilities subject to inequality moment restrictions.
Next, we consider the case where the population distribution is latent and the analyst has access to a random time-series of observations. When applied to the empirical distribution, our inefficiency measure becomes a Likelihood Ratio (LR) statistic for moment restrictions in the spirit of the non-parametric Empirical Likelihood (EL) methodology (see the review by Owen (2001) ). To account for serial dependence and stochastic volatility, we employ the Blockwise EL (BEL; Kitamura (1997) ). The LR statistic allows for large-sample testing based on critical values from a chi-squared distribution. Attractively, this approach avoids the statistical estimation and numerical inversion of the error covariance matrix, which can be problematic for a broad cross-section of correlated alternatives.
Computing the LR statistic is generally a high-dimensional non-convex optimization problem. To reduce the computational burden, we develop a tight numerical approximation based on a two-step optimization procedure and piecewise linearization techniques.
We focus on the criterion of Decreasing Absolute Risk Aversion (DARA) SD (Vickson (1975) ), arguably the most appealing of all SD criteria. DSD imposes the standard regularity conditions of non-satiation and DARA. In many applications, relaxing these regularity conditions would result in a substantial loss of discriminating power and economic meaning. For example, Basso and Pianca (1997) show that NSD allows for financial option prices that are inconsistent with DARA and Post, Fang and Kopa (2015) show that NSD underestimates the pricing errors to small-cap stocks for DARA investors.
Rather than imposing a particular shape for the joint probability distribution, we focus on a general state-space distribution. To arrive at finite optimization problems, we assume a finite number of states. This assumption seems not restrictive because empirical studies generally use discrete sample distributions and experimental studies generally use a discrete population distribution. In addition, many continuous population distributions can be discretized, for example, using a finite number of random draws.
PRELIMINARIES
We consider N distinct base assets with gross returns that are treated as random variables with a discrete, state-dependent joint distribution characterized by mutually exclusive and exhaustive states of the world or 'scenarios' with probabilities and realizations , . The probabilities are characterized by a probability mass function (PMF) with support the set of scenarios; , { { } [ ]; ∑ }. Depending on the purpose of the analysis, the state probability may be thought of as the objective probability, the subjective probability or the estimated probability of scenario . The portfolio possibilities are represented by the unit simplex {∑ ∑ ; }. To allow for general linear restrictions, the base assets may be the vertices of a general polyhedral choice set. To allow for dynamic intertemporal choice problems, the base assets could be periodically rebalanced portfolios of individual securities. We evaluate a given and feasible portfolio . Investor preferences are described by decreasing absolute risk aversion (DARA) utility functions { ; }. DEFINITION 1 (STOCHASTIC EFFICIENCY): A given portfolio is stochastically efficient for given if it is the optimum for some admissible utility function , or argmax ∑ .
This definition does not require that is a unique optimum, because we do not require strictly concave utility. In theory, it is therefore possible that is classified as efficient despite being stochastically dominated by an alternative portfolio, for example, by a mean preserving anti-spread of . However, every concave function can be approximated with arbitrary high accuracy by a strictly concave function. Therefore, Definition 1 does not permit dominance relations that are robust to minimal changes to the outcomes or probabilities. This important definition issue was first discussed in Post (2003 Post ( , p. 1910 ) and later formalized in Post and Kopa (2014, Lemma 1) in the context of second-order SD (SSD).
There exist several mathematical programming tests of portfolio efficiency for given probabilities ; see, for example, Bawa et al. (1985) , Shalit and Yitzhaki (1994) , Post (2003) , Kuosmanen (2004) and Roman, DarbyDowman and Mitra (2006). Our objective here is to search over probabilities that can rationalize a given portfolio and to quantify the divergence of a given PMF from those probabilities.
Following Post (2003) , our analysis formulates portfolio efficiency in terms of a finite number of optimality conditions: LEMMA 1 (OPTIMALITY CONDITIONS): A given portfolio is optimal for given and if and only if it obeys the following first-order optimality conditions:
This formulation is analytically convenient because the optimality conditions can be tested without having to search over all feasible portfolios for a dominating alternative. Such a search is a computationally daunting task, because the ranking of the returns of all possible portfolios needs to be taken into account, which generally requires integer programming. For the SSD criterion, Kuosmanen (2004) , Roman, Darby-Dowman and Mitra (2006) and Kopa and Post (2014) provide very large LP problems (with model variables and constraints), but solutions for the stronger higher-order SD and DSD criteria are not available to the best of our knowledge.
The general approach to rationalize observed behavior of a decision maker goes back to the Afriat Theorem (Afriat (1967 (Afriat ( , 1972 ), which has also been applied to modeling investor behavior (Varian (1983) ) and statistical testing (for example, Varian (1985) and Kuosmanen, Post and Scholtes (2007) ). The marginal utilities , can therefore be seen as Afriat Numbers. The optimality conditions can be seen a supporting hyperplane theorem, similar to Afriat's Theorem.
We will refer to the product term , or probability mass times marginal utility as the 'decision weight' for state . Our analysis relies on the log decomposition ln ln ln The log state probability ln will be used for a linear formulation of RE; log marginal utility ln will be used for a linear formulation of DARA.
MINIMUM RELATIVE ENTROPY
Our analysis starts with a given PMF and measures the divergence to the nearest PMF that rationalizes the evaluated portfolio . One way to interpret the problem is as one of searching for subjectively distorted probabilities in the neighborhood of the objective probabilities , where is an unknown distortion function. Section 4 below explores an alternative interpretation, one of searching for the objective probabilities in the neighborhood of estimated probabilities ̂ . The inefficiency measure amounts to the Minimum Relative Entropy (MRE) relative to a PMF that rationalizes the evaluated portfolio for some admissible utility function. For an empirical distribution with ̂ , , the MRE problem becomes a maximum entropy problem and ̂ resembles a Likelihood Ratio (LR) test statistic (see Section 4).
The optimal solution for is a unique property of the RE approach to SD analysis The solution can be seen as 'implied probabilities' or probabilities that are implied by the composition of the evaluated portfolio and the maintained assumptions. The implied probabilities have various possible applications, including robustness analysis, re-centering the simulation process of bootstrap procedures and detecting outliers or Peso problems.
Theoretically, it is possible that the MRE problem has no feasible solution, because the probabilities are required to be non-negative. In this case, it is not possible to re-weight the scenarios in a way that rationalizes the evaluated portfolio for an admissible utility function, an extremely robust form of stochastic inefficiency. This situation however seems pathological when the number of scenarios far exceeds the number of assets ( ) and we have never encountered it our simulations and applications.
LIKELIHOOD RATIO TEST
We will now consider the case where the return distribution is a latent stochastic process with continuous CDF [ ] with a finite covariance matrix of full rank ( ). Let denote a vector-valued moment function on with expectation [ ] ∫ . Our null hypothesis is portfolio efficiency and the alternative is inefficiency:
The analyst observes a time series , ( ) The empirical realizations represent historical scenarios and we will continue to use the notation from the previous sections with . The return sequence is a stationary, weakly dependent dynamic process. Various stationary ARMA, GARCH, and stochastic volatility models meet this requirement. The law of has joint CDF .
Following the Block-wise Empirical Likelihood (BEL; Kitamura (1997)), we subdivide the original time series into maximally overlapping blocks of consecutive observations. The block length grows with but at a lower rate. For serially IID observations, yields the standard EL method.
The BEL procedure assigns probabilities { { } [ ]; ∑ } to the blocks rather than the individual observations. Observation is included in all blocks with indices from max to min . The PMF space is therefore given by
For a given PMF , we can construct the following estimator for :
The unconstrained maximum likelihood (ML) estimate of equals the empirical distribution function ̂ ∑ , with associated mass function ̂ . The ML estimate of amounts to
Applying the RE measure (2) and inefficiency measure (3) to the empirical distribution gives the following empirical measures:
The empirical RE measure (10) is a monotone decreasing transformation of the Likelihood Ratio (LR): 
It is difficult to establish the uniform validity of asymptotic approximations for our general system of moment inequalities and parameter inequalities. However, we know that the asymptotic null distribution is bounded from above by a chisquared distribution. We can use this distribution for conservative statistical inference. In large samples, we can reject the null for a given significance level if . The bounding distribution describes the case where the inequality moment conditions (5) are binding and thus ignores the search over Lagrange multipliers for non-active assets. In addition, the bounding distribution assumes a unique optimizing utility function and thus ignores the minimization over { }. Ignoring non-active assets and multiple optimizing utility functions increases the p-value and the chi-squared distribution represents a least-favorable distribution that maximizes the p-value under the null.
Future research could focus on improving the approximation of the null distribution of the LR statistic by using the bootstrap or subsampling. The implied probabilities could be used to re-center the simulation process. An attractive feature of this approach is that it preserves the known (historical) scenarios by calibrating the unknown probabilities, hence avoiding unrealistic scenarios (such as negative gross returns).
Another possible extension uses Bayesian statistics. The LR test uses a frequentist inference framework. It is tempting to see the implied probabilities as posterior probabilities. However, a proper Bayesian definition of posterior probabilities would require us to use a likelihood function based on rather than
. This orientation will require another computational strategy, because ∑ ln involves a multiplicative structure for the probabilities and their logs. Still, we may expect a limited effect in large samples under the null, because .
COMPUTATIONAL STRATEGY
Computing the test statistic generally is a high-dimensional non-convex optimization problem. We propose a tractable two-step optimization procedure to approximate by splitting the original problem in two sub-problems with lower dimensions. In large samples, the sub-problems are near-independent and the approximation achieves machine precision levels in our experience. STEP 1: Minimize the divergence with respect to the decision weights , rather the state probabilities ( , ):
STEP 2: Let and . Minimize the relative entropy subject to the optimal first-step solution:
We propose to use ; as an approximation for in large samples. If .
The optimization problem in Step 1 is relatively small and convex; it resembles a standard EL problem. The second problem is however non-convex due to the multiplicative equality constraints . We propose a tight linear approximation based on (i) the log decomposition ln ln ln ; (ii) local piecewise-linear (PWL) approximations to the logarithmic function; (iii) the PWL representation of log marginal utility of Post, Fang and Kopa (2015) .
In to diagnose the goodness of the linear approximation and possibly refine the specification of the sampling points. In our experience with empirical applications, the abovementioned specification with yields only miniscule errors and works satisfactory.
The two-step optimization procedure is perfectly manageable with standard computer hardware and solver software for the typical problem dimensions of empirical asset pricing data sets ( and ). The total run time of all computations for our simulations and applications spanned several working days on a standard desktop PC with a 2.93 GHz quad-core Intel i7 processor, 16GB of RAM and using MATLAB with the external Gurobi Optimizer solver.
SIMULATION EXPERIMENT
We analyze the small-sample properties of our asymptotic LR test procedure in the Monte Carlo simulation experiment of Post and Versijp (2007, Section VI). The experiment is based on an investment problem with one riskless asset and ten risky assets with a serially IID multivariate normal return distribution with moments fitted to the empirical distribution of monthly excess returns to ten US 'beta-decile' stock portfolios The statistical size (relative frequency of false rejection, or Type I error) is measured by the rejection rate for the mean-variance (M-V) efficient tangency portfolio (TP) formed from the ten beta-decile portfolios, allowing for short sales and riskless lending and borrowing. The statistical power (relative frequency of false acceptance, or Type II error)) is measured by the rejection rates for the inefficient equal-weighted portfolio (EP).
Since the return distribution is serially IID, we use a standard EL with a unity block size ( , ). We compare our LR test with a GMM J-test for M-V efficiency based on the linear specification ̅ , . We fix the variance aversion parameter by requiring that the optimality condition (1) holds with equality for the T-bill, so that the errors for the risky assets equal Jensen's 68 alphas The GMM M-V test serves as an 'ideal' benchmark because it uses the most powerful decision criterion under a normal distribution.
We also compare our LR test with a DSD efficiency test that imposes the additional DARA restriction on the GMM J-test for third-order SD (TSD) efficiency test of Post and Versijp (2007). A major challenge for this two-step GMM procedure in this experiment is to accurately estimate the error covariance matrix for the ten assets. An iterated GMM approach that updates the covariance matrix until convergence could improve the statistical performance, but this approach comes at the cost of exploding computational burden. Table I summarizes our results. Unreported results show that the TSD Jtest performs very similar to the DSD J-test in our random samples. Apparently, the difference between the TSD and DSD criteria is limited in samples drawn from a multivariate normal distribution. The LR test achieves higher rejection rates and coverage rates than the GMM DSD test. These improvements can presumably be attributed in large part to avoiding the estimation of the error covariance matrix. Indeed, unreported results show that an iterated GMM test performs very similar to the LR test. The explanation is also consistent with the fact that Davidson and Duclos (2013) find no improvements of their likelihood ratio test relative to a paired t-test (which does not involve a covariance matrix). The tendency to under-reject in large samples is caused by the use of asymptotically conservative critical values.
Encouragingly, the power converges quickly to levels close to that of the 'ideal' GMM M-V test. Rejection rates above 50% arise at conventional significance levels for sample sizes of roughly 240 or more monthly observations, which is well in the range of standard data sets. This finding is particularly encouraging because the degree of portfolio inefficiency in our simulations is low compared with that of the market index in common asset pricing data sets, such as the ones that are used in the next section.
[Insert Table I gives the traditional pricing errors. A traditional misspecification measure for asset pricing models is the Hansen and Jagannathan (1997) distance, or the Euclidean distance between the pricing kernel of a proposed model and the closest pricing kernel that prices all assets correctly. Almeida and Garcia (2012) measure model misspecification using relative entropy. A distinguishing feature of our SD approach is the use of the general regularity conditions for a DARA representative investor without the specification of a specific functional form.
We apply our LR test to analyze market portfolio efficiency relative to nine different sets of managed portfolios that are covered by Kenneth French' on-line data library. Five sets of 10 portfolios are based on a single stock characteristic: market capitalization of equity (ME), book-to-market ratio (BtM), stock price momentum (R12-2), short-term stock price reversal (R1-1), and long-term stock price reversal (R60-13). Four sets of double-sorted portfolios are based on ME and one of the four other characteristics (BtM, R1-1, R12-2 and R60-13). We use the CRSP all-share index to proxy for the market portfolio and the US Treasury bill as a risk-free asset. We use monthly gross returns from January 1963 to December 2014 ( 6 ) . As in the simulation study, we use the GMM J-test for M-V efficiency and the two-stage GMM J-test for DSD efficiency in addition to our EL test for DSD efficiency. We also include BEL tests with block sizes of and in order to account for possible dynamic patterns. Table II summarizes the results for the GMM and (B)EL tests for the nine data sets.
The general pattern that emerges from the table is that the evidence against market portfolio efficiency is stronger using the DSD EL test than using the DSD GMM test, presumably reflecting the superior power properties that we saw in the simulation study. In addition, the DSD EL test produces similar results to the M-V GMM test, suggesting that higher-order moment risk cannot explain what variance leaves unexplained in these samples. The BEL tests yield very similar results to the EL test. The robustness to the block size presumably reflects our focus on low-frequency returns to diversified and periodically rebalanced portfolios, which are relatively close to being serially IID compared with high-frequency returns to individual securities.
An interesting pattern that emerges in all nine data sets is the low implied probability for the historical scenarios of the market downswings during the 2007-2008 financial crisis. Most portfolios move in sync with the market in these scenarios, which challenges the notion that the differences in historical average return reflect differences in systematic risk exposure. The EL method recognizes this inconsistency and treats these scenarios as outliers.
[Insert Table II about here.] Figure 1 shows more detailed results of the EL test for the data set with ten ME portfolios. Consistent with the good overall fit of the LR test, Panel A shows that the implied probabilities ( ) are close to the empirical probabilities ( ). The largest deviations are the under-weighting of the scenario of November 2007 (small-cap stocks move down in sync with mid-cap stocks) and the overweighting of the scenario of May 1986 (small-caps trail mid-caps and large-caps during a market upswing). By contrast, in some of the other data sets, the implied probabilities diverge strongly from the empirical probabilities, reflecting a poor overall fit.
Panel B shows the optimal solution for the marginal utility levels (exp ̃ )). Marginal utility takes a three-piece exponential shape with drops in the absolute risk aversion coefficient at return levels of about -/-5 percent and 10 percent. This marginal utility function resembles standard parametric specifications and is also similar to the optimal functions found in the other eight data sets. Apparently, the abnormal return patterns in these data sets cannot be explained with adjustments to the marginal utility function but only (partially) using adjustments of the probability distribution.
Panel C shows the optimal solutions for the decision weight ( ). Due to the limited differences between the implied probabilities and the empirical probabilities, the decision weights show limited volatility and preserve the general decreasing and convex pattern of marginal utility. By contrast, in data sets with a poor overall fit, the decision weights are very volatile and do not resemble a well-behaved marginal utility function.
Our PWL approximation to the logarithmic function (see Section 5) is very precise in this application. The model variables for the levels of implied probability show a near-perfect alignment with the associated model variables for the logs. Panel D illustrates the goodness of the approximation by plotting against exp ̃ ̃ . Similar high precision was found in the other eight data sets.
[Insert Figure 1 about here] Figure 2 shows similar results for the data set with six portfolios based on ME and R12-2. Reflecting the poor overall fit, the implied probabilities diverge strongly from the empirical probabilities and the decision weights are very volatile and do not resemble a well-behaved marginal utility function.
[Insert Figure 2 about here]
CONCLUDING REMARKS
The LR test seems a useful complement to existing statistical tests for SD portfolio efficiency. The GMM J-test by Post and Versijp (2007) requires the statistical estimation and numerical inversion of the error covariance matr ix, which adversely affects its small-sample performance. Our simulation study indeed shows superior small-sample properties of the LR test relative to the twostep GMM test. In addition, the LR test generates additional information in the form of implied probabilities, which have several application possibilities. Furthermore, computing the LR statistic requires LP rather than QP, a computational advantage. Scaillet and Topaloglou (2010) and Linton, Post and Whang (2014) rely on LP problems that search for a portfolio that is not SD dominated by the evaluated portfolio (Scaillet and Topaloglou) or that dominates the evaluated portfolio (Linton, Post and Whang) . Compared with our portfolio optimality conditions (1), these programs require a very large number of model variables and constraints in order to capture the lower partial moments of the solution portfolio. Furthermore, algorithms are only available for the FSD and SSD criteria and not for the stronger higher-order SD and DSD criteria.
We have focused on the criterion of DSD efficiency in this study, because DARA and portfolio diversification are essential in our application area. Nevertheless, the analysis can be extended to the SSD and TSD efficiency criteria by relaxing the model constraints that impose (log-)convexity of marginal utility. An analysis of FSD efficiency however requires another approach, because the portfolio optimality conditions (1) are no longer sufficient when (local or global) risk seeking is allowed. An analysis without full diversification can be based on the global optimality conditions of Post, Fang and Kopa (2015) (Thm 1) rather than the optimality conditions.
In particular pairwise lower-order analysis (FSD, SSD, , no mixtures) seems analytically convenient because it requires a simple search over a finite number of known two-piece linear functions (see Russell and Seo (1989) ). Unfortunately, widening the admissible utility set and narrowing the admissible choice set decreases the number of cases that are outside the null hypothesis and the ability to detect those cases in finite samples. Notably, pairwise lower-order SD relations are rare and easy to distort with minor perturbations in the left tail of the probability distribution. APPENDIX PROOF TO LEMMA 1: The utility maximization problem max ∑ is a standard optimization problem of maximizng a quasi-concave objective function over a convex polytope. The Karush-Kuhn-Tucker first-order optimality conditions are given by
The usual complementary slackness conditions apply: the inequalities (1) are always binding for assets that are included in the evaluated portfolio ( ), but the inequalities may be non-binding for 'inactive assets'
). Aggregating the inequalities with the portfolio weights, we therefore find that
Equality (A.3) uses the complementary slackness conditions, ∑ and ∑ . Subtracting the lhs and rhs of (A.3) from the lhs and rhs of (A.1), respectively, gives (1). It follows that ̂ ; ; . As we increase , the PWL approximation to the logarithmic function improves and ̂ ; approaches ; from below. Shown are results for five statistical tests for market portfolio efficiency relative to nine different sets of test portfolios. Five sets of 10 portfolios are formed on a single stock characteristic: market capitalization of equity (ME), book-to-market ratio (BtM), stock price momentum (R12-2), short-term stock price reversal (R1-1), and long-term stock price reversal (R60-13). Four sets of portfolios are based on ME and one of the four other characteristics. The CRSP all-share index is our market portfolio and the T-bill is our risk-free asset. We use monthly gross returns from January 1963 to December 2014 ( 6 ) . The tests include a GMM J-test for M-V efficiency, a two-stage GMM Jtest for DSD efficiency, our EL test for DSD efficiency and BEL tests with block sizes of . The model variables of all tests are restricted to be consistent with the equity premium by requiring a zero pricing error for the T-bill. The table reports the test statistic JT for the GMM J-tests and for the (B)EL tests together with asymptotic pvalues from the Chi-squared distribution with nine degrees of freedom (in parentheses). The last two columns contain the smallest and largest values of the relative decision weights (
) and the associated year and month (in parentheses). 
