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Abstract—Semi-supervised classification, one of the most
prominent fields in machine learning, studies how to combine
the statistical knowledge of the often abundant unlabeled data
with the often limited labeled data in order to maximize overall
classification accuracy. In this context, the process of actively
choosing the data to be labeled is referred to as active learning. In
this paper, we initiate the non-asymptotic analysis of the optimal
policy for semi-supervised classification with actively obtained
labeled data. Considering a general Bayesian classification model,
we provide the first characterization of the jointly optimal active
learning and semi-supervised classification policy, in terms of
the cost-performance tradeoff driven by the label query budget
(number of data items to be labeled) and overall classification
accuracy. Leveraging recent results on the Rényi Entropy, we
derive tight information-theoretic bounds on such active learning
cost-performance tradeoff.
I. INTRODUCTION
In many classification problems, the cost of obtaining
labeled data can be very high, for example when expert
knowledge and/or human intervention is required (e.g., la-
beling objects in images or videos, obtaining personal data,
or performing medical tests). In this highly common setting,
the resulting classification problem pertains to the field of
semi-supervised learning, which studies how to combine the
distribution of the often abundant unlabeled data with the
often limited labeled data in order to aid the classification
process [1], [2]. A critically related problem is that of active
learning, which focuses on querying the labels of the limited-
size set of data items that most significantly improves overall
classification accuracy [3], [4]. The basic premise of active
learning (AL) is that if the cost of obtaining labels is high, we
can hope to achieve our learning objective with less overall
cost by taking control of the labeling process.
Existing works in the AL literature can be distinguished
along two main dimensions: (i) the heuristic vs. theoretic
nature of the associated label query strategy, and (ii) the nature
of the input/observed data. Regarding (i), heuristic based
approaches use a variety of intuitive criteria to label the items
that are most informative about the decision boundary of the
learned model. Examples include heterogeneity-based mod-
els performance-based models, and representativeness-based
models. An excellent survey on active learning and its various
heuristic techniques, applications, and model extensions can be
found in [3]–[8]. While such heuristic methods yield flexible
algorithms that have shown to provide accurate classifiers with
less cost than that of (passive) supervised methods in spe-
cific settings, they cannot provide generalizable performance
guarantees. On the theoretical front, a few recent works have
studied the AL problem assuming an underlying statistical
model and providing performance guarantees. However, such
works focus on specific models, typically graph models such
as the stochastic block model (SBM), and their performance
analysis is only valid in the asymptotic regime where the
number of data items goes to infinity [9]–[13]. As a result,
while one would expect a significant performance boost when
exploiting the knowledge of the underlying statistical model,
their results tend to be pessimistic and with limited practical
insight. Regarding (ii), existing AL methods typically focus
on a given family of classification problems depending on the
nature of the observed data: from directly observing individual
items’ features or functions of individual items’ features,
such as in image classification/segmentation problems [14], to
observing only pairwise interactions (e.g., similarities between
pairs of items’ features and/or labels) such as in graph-
based community detection [15]–[19], or even observing tuple
interactions between multiple items’ features and/or labels, as
in hypergraph clustering [20].
In this work, we address the design and analysis of optimal
AL algorithms for general Bayesian classification problems in
practical non-asymptotic regimes of the system parameters.
Rather than the scaling of the number of queries required
to achieve perfect classification, we are interested in the
cost-performance tradeoff dictated by the available query
budget and overall classification accuracy. Starting from a
general Bayesian classification framework that includes as
special cases the SBM and its variants, we provide (i) the
first formal characterization of the jointly optimal active
learning and semi-supervised classification policy, as well
as (ii) tight information-theoretic bounds on the associated
cost-performance tradeoff leveraging recent results on Rényi
Entropy [21].
II. BAYESIAN CLASSIFICATION SETUP
In this section, we introduce a generic Bayesian classifica-
tion model that will be the basis for the study of active learning
in a variety of settings including those considered in existing
AL literature.
Consider a collection of N = |N | data items. Each item
n ∈ N is associated with a random pair (Xn,Ln), where
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Xn ∈ Rd and Ln ∈ L denote the feature vector and
the label of item n, respectively. Let xN ∈ Rd×N denote
a realization of the collection of data items’ features and
`N ∈ LN a realization of the associated labels. We assume
that the relationship between the overall set of features and
labels is described by an unknown probability distribution
f(xN , `N ). In an unsupervised setting, the goal is to estimate
the data labels `N from the observation of a (possibly random)
function of the features and labels e , g(xN , `N ), where
the relationship between the observed function of features and
labels and the actual labels is described by a known probability
distribution f(e, `N ). We refer to the random variables E as
the observables and to their realizations e as the observations.
In an AL setting, the observations can be augmented with a
properly chosen subset of the items’ labels.1
The aforementioned model is simple and comprehensive.
It encompasses, as we argue below, a vast class of relevant
models that can be classified in terms of the nature of the ob-
served data: from directly observing individual items’ features
or functions of individual items’ features (as illustrated in Fig.
1a, to observing only pairwise interactions (as illustrated in
Fig. 1b, or even observing tuple interactions between multiple
items’ features and/or labels, as in hypergraph clustering.
Immediate examples of pairwise interactions (random graphs)
are scenarios where, while we may not be able to directly
observe the data items’ features, we may have access to
pairwise functions of two data items’ features and labels
(e.g., similarities between pairs of data items). Such setting
is commonly modeled via a random graph, whose nodes
represent the collection of data itemsN , each associated with a
random pair (Xn,Ln), and whose random edges represent the
observed pairwise functions of the items’ feature-label pairs. In
particular, the observable E = g(XN ,LN ) can be described
by an N × N binary random matrix where element (i, j) is
given by Ei,j = h(Xi,Xj ,Li,Lj), with h(·) being a properly
defined (possibly noisy) function. A renowned example is
given by the SBM [9]–[13], a popular random graph model for
community detection that generalizes the well known Erdös-
Renyi model. In this case, h(Xi,Xj ,Li,Lj) is a noisy binary
function defined as
h(Xi,Xj ,Li,Lj) =
{
1 if Ui,j ≤ δi,j
0 otherwise,
, (1)
with δi,j = qin1{Li = Lj} + qout1{Li 6= Lj}, with Ui,j ∼
U(0, 1) independent across (i, j), and 0 < qout < qin < 1.
Similar examples can be provided for the the geometric
block model (GBM) [22], the Gaussian mixture block model
(GMBM) [23], and the Euclidean random graph (ERG) [24].
III. OPTIMAL SEMI-SUPERVISED CLASSIFIER
Starting from the general model of Sec. II, let C : (ˆ`, `) ∈
L2 → C(ˆ`, `) ∈ R denote the loss function that quantifies
1For ease of exposition, we use ` and `N interchangeably to refer to the
entire label vector, and specify `A when referring to the labels of a subset of
items A ⊂ N . In addition, we assume that `A contains both the identities
and associated labels of the items A ⊂ N .
j
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Fig. 1. (a) Observable feature space. (b) Observable graph.
the cost incurred when the true realization of L is ` while
the chosen estimate is ˆ`. In an unsupervised setting, the
Bayesian estimator is the one that minimizes the conditional
risk R(ˆ`|e) , E[C(ˆ`,L)|E = e], where the expectation is
with respect to the conditional probability fL|E(`|e). In the
context of active learning, the observations e, which can be
thought of as passively-obtained data, are augmented with a
set of actively-obtained data s, referred to as the side informa-
tion. Letting y = (e, s) denote the augmented observations,
the Bayesian estimator now minimizes the conditional risk
R(ˆ`|y) = E [C(ˆ`,L)|Y = y]. If the side information s is
a subset of the labels `, minimizing the conditional risk cor-
responds to solving a semi-supervised classification problem
and the procedure of choosing a subset of the elements of `
as the side information s is referred to as active learning.
Formally, let Nlb denote the set of labeled items, and `Nlb
their associated labels. Similarly, let Nul , N\Nlb denote the
set of unlabeled items we wish to classify, and ˆ`Nul their label
estimates. The optimal semi-supervised classifier is given by
ˆ`∗Nul = argmin
ˆ`Nul∈L|Nul|
R(ˆ`Nul |`Nlb , e). (2)
In the next subsection, we focus on the design of the
optimal active learning policy for the above semi-supervised
classification problem. In particular, given a query budget
M = |Nlb|, find the set of data items Nlb ∈ N , whose labels’
knowledge minimizes the conditional risk in the classification
of the remaining data items Nul , N\Nlb. Our analysis will
not be limited to a specific loss function, but will be applicable
to arbitrary loss functions, among which popular examples
include the norm functions, (i.e., C(ˆ`, `) = ‖ˆ` − `‖pp (with
p = {1, 2} being the most commonly adopted choices) and
the binary loss function, i.e., C(ˆ`, `) = 1{ˆ` 6= `}.
IV. OPTIMAL ACTIVE LEARNING POLICY
We now focus on the process of selecting M items to query
for labels such that the conditional risk associated with the
classification of the remaining N − M items is minimized.
Intuition suggests that (i) the optimal active learning policy
should be implemented in an iterative fashion, where at each
iteration one new node to be queried is chosen based on a cri-
terion that takes into account previously revealed information;
(ii) the query choice at the m-th iteration should account for
all possible expected future queries at iterations m+1, . . . ,M .
To this end, we introduce the label query vector `m,m′ , defined
Define: `m,m′ =

[
`N (m−1)
lb
,Lnm = `nm , . . . ,Lnm′ = `nm′
]
, m′ ≥ m
`N (m−1)
lb
, m′ = m− 1
Initialize: J (M)
(
LnM , `m,M−1, e
)
= R
(
ˆ`∗
N (m)
ul
|LnM , `m,M−1, e
)
, ∀nM ∈ N (m)ul , ∀Lni ∈ L, i = m, . . . ,M − 1 (3)
for: m′ =M − 1, . . . ,m : J (m′)
(
Lnm′ , `m,m′−1, e
)
= min
nm′+1∈N\{n1∪···∪nm′}
E
[
J (m′+1)
(
Lnm′+1 , `m,m′ , e
)]
(4)
Return: J (m)(Lnm , `m,m−1, e)
as the set of labels already revealed up to iteration m and a
possible realization of future queries up to iteration m′.
The following theorem formally describes the optimal query
selection policy.
Theorem 1: Given a collection of items N with unknown
labels `N , a realization of the observable e, and a total
query budget M , the optimal (in the sense of minimizing the
conditional risk) set of items to be queried for labels, is given
by N ∗lb = N (M)lb and is obtained according to the following
iterative procedure:
N (m)lb =
{
∅, if m = 0
N (m−1)lb ∪ n∗m, otherwise,
(5)
where n∗m denotes the optimal item to be queried at the m-th
iteration. In (5), n∗m is given by
n∗m = argmin
nm∈N (m)ul
E
[
J (m)(Lnm , `N (m−1)lb , e)], (6)
where N (m)ul , N \N (m−1)lb is the set of unlabeled items at
iteration m, and J (m)(Lnm , `N (m−1)lb , e) is obtained via the
recursive procedure described in (3)-(4).
Proof: The proof is given in Appendix A.
Remark 1: We note that J (m)(Lnm , `N (m−1)lb , e) is indica-
tive of the minimum conditional risk that would be incurred at
the end of query process for the classification of the N −M
unlabeled items when the m-th queried item is nm with
random label Lnm , given the observation e and the labels
of the previous m − 1 queried items `N (m−1)lb , and averaged
over the labels associated with the possible choices taken in
the next M −m iterations.
The overall iterative procedure in (5)-(6) can be illustrated
via a tree structure, as shown in Fig. 2 for a simple example
with N = 3 items, |L| = 2 labels, and M = 2 queries. In
general, the query selection tree is composed of 2M+1 levels,
where the set of incoming edges at level 2i−1, i = 1, . . . ,M ,
corresponds to all possible identities of the i-th queried item,
and the set of incoming edges at level 2i, i = 1, . . . ,M ,
corresponds to all possible associated labels. Therefore, the
reverse path from the root node to a given node at level
2i+1 identifies a specific set of item identities and associated
labels for the first i items to be queried. The nodes in the tree
are populated using the recursive procedure in (3)-(4) starting
at the leaf nodes. In particular, each leaf node is populated
with the minimum conditional risk that would be incurred
if the sequence of queried items and associated labels were
those given by the path from the root node to the given leaf
node (cf. (3)). Then, each node at level 2i, i = 1, . . . ,M , is
populated by performing the expectation, i.e., the weighted
sum of the quantities passed by its descendants, whereas
each node at level 2i − 1, i = 1, . . . ,M , is populated by
performing the minimization of the quantities passed by its
descendants (cf. (4)). Hence, the value stored in each node
at level 2i − 1, i = 1, . . . ,M , is indicative of the minimum
conditional risk that would be incurred at the end of query
process upon the classification of the N −M unlabeled items
for each possible i-th queried item, given that the label of the
i-th queried item and the identities and labels of the previous
i− 1 queried items are those indicated by the path from that
node to the root of the tree, and averaged over the identities
and labels associated with all possible queried items in the next
M−i iterations, represented by the subtree rooted at the given
node. At the beginning of the iterative procedure (m = 1), we
start at the root node and choose the identity of the first item
to be queried by selecting the incoming edge with minimum
incoming node value. After querying and obtaining the label
of the chosen item, we move along the associated edge to the
corresponding node at level 3, and start the next iteration. The
iterative procedure follows in this fashion until reaching a leaf
node, at which point all items in N ∗lb have been selected and
their associated labels `N∗lb revealed.
V. INFORMATION-THEORETIC BOUNDS
In this section, we leverage recent results that relate the
probability of error of the classical maximum-a-posteriori
(MAP) classifier with the Rényi entropy [21] to derive tight
information-theoretic bounds on the active learning cost-
performance tradeoff. To this end, we first particularize Theo-
rem 1 to the case of the binary loss function, under which the
optimal classifier is the MAP classifier, and then derive upper
and lower bounds on the cost-performance tradeoff dictated
by the probability of correct classification of active learning
based semi-supervised MAP classification as a function of the
query budget M .
A. MAP Classification
In the following corollary, we particularize Theorem 1 to the
case of the binary loss function. In this case, computing the
minimum conditional risk at a given leaf node of the query
selection tree can be replaced by computing the maximum
conditional posterior probability, fL|E(`Nul |`Nlb , e). To see
this, consider the notation introduced in Theorem 1 and let
n∗1
n1 = 1
n1 = 2
n1 = 3
l1 = a
l1 = b
n2 = 2
n2 = 2
n2 = 3
n2 = 3
l2 = a
l2 = a
l2 = b
l2 = b
l3 = a
l3 = a
l3 = b
l3 = b
R(lˆ∗3|l1 = a, l2 = a, e)
R(lˆ∗3|l1 = a, l2 = b, e)
R(lˆ∗2|l1 = a, l3 = a, e)
R(lˆ∗2|l1 = a, l3 = b, e)
R(lˆ∗3|l1 = b, l2 = a, e)
R(lˆ∗3|l1 = b, l2 = b, e)
R(lˆ∗2|l1 = b, l3 = a, e)
R(lˆ∗2|l1 = b, l3 = b, e)
min.
min.
min.
expect.
expect.
expect.
expect.
expect.
level 1 level 2 level 3 level 4 level 5
J (1)(Ln1 = ln1 , e) J (2)(Ln1 = ln1 ,Ln2 = ln2 , e)
Fig. 2. Illustration of the operations involved in the iterative query selection
procedure (6) for the case of N = {1, 2, 3}, L = {a, b}, and M = 2.
n∗1
n1 = 1
n1 = 2
n1 = 3
l1 = a
l1 = b
n2 = 2
n2 = 2
n2 = 3
n2 = 3
l2 = a
l2 = a
l2 = b
l2 = b
l3 = a
l3 = a
l3 = b
l3 = b
f(lˆ∗3, l1 = a, l2 = a|e)
f(lˆ∗3, l1 = a, l2 = b|e)
f(lˆ∗2, l1 = a, l3 = a|e)
f(lˆ∗2, l1 = a, l3 = b|e)
f(lˆ∗3, l1 = b, l2 = a|e)
f(lˆ∗3, l1 = b, l2 = b|e)
f(lˆ∗2, l1 = b, l3 = a|e)
f(lˆ∗2, l1 = b, l3 = b|e)
max.
max.
max.
sum
sum
sum
sum
sum
level 1 level 2 level 3 level 4 level 5
F (1)(ln1 , e) F (2)(ln1 , ln2 , e)
Fig. 3. Illustration of the operations involved in the iterative query selection
procedure (7), for the case of N = {1, 2, 3}, L = {a, b}, and M = 2.
`1,M =
[
Ln1 = `n1 , . . . ,LnM = `nM
]
denote the possible
sequence of queried items’ labels associated with a given leaf
node in the query selection tree, and R(ˆ`∗Nul |`1,M , e) the as-
sociated minimum conditional risk. Then, R(ˆ`∗Nul |`1,M , e) is
equal to 1−f(ˆ`∗Nul |`1,M , e), whereby ˆ`
∗
Nul can be equivalently
obtained by maximizing f(ˆ`Nul , `1,M |e).
Corollary 1: For the binary loss function, the optimal query
selection rule in (6) simplifies to
n∗m = argmax
nm∈N (m)ul
∑
lnm∈L
F (m)(`nm , `N (m−1)lb , e), (7)
where F (m)(`nm , `N (m−1)lb , e) is obtained via the recur-
sive procedure given in (3)-(4) with (3) replaced by
F (M)(`nM , `m,M−1, e) = f(ˆ`∗N (m)ul , `nM , `m,M−1|e) and (4)
replaced by
F (m′)
(
`nm′ , `m,m′−1, e
)
= max
nm′+1∈N\{n1∪···∪nm′}
∑
`n
m′+1∈L
F (m′+1)
(
`nm′+1 , `m,m′ , e
)
.
Analogous to the role of J (m)(Lnm , `N (m−1)lb , e) in Theo-
rem 1, here F (m)(`nm , `N (m−1)lb , e) is indicative of the proba-
bility of correct classification that would be obtained at the end
of query process for the classification of the N−M unlabeled
items when the m-th queried item is nm with random label
Lnm , given the observation e and the labels of the previous
m − 1 queried items `N (m−1)lb , and averaged over the item
labels associated with the possible choices taken in the next
M−m iterations. Moreover, similar to Theorem 1, the iterative
procedure in Corollary 1 can be illustrated by the graph
in Fig. 3, where compared to Fig. 2, the minimization and
expectation blocks and the conditional risk R(ˆ`∗Nul |`Nlb , e)
are replaced by the maximization and summation blocks and
the posterior probability f(ˆ`
∗
Nul , `Nlb |e
)
, respectively.
B. Active Learning Cost-Performance Tradeoff
Let us first introduce the following Rényi Entropy defini-
tions.
Definition 1 ([21]): Let pX denote the probability mass
function of random variable X taking values on a discrete
set X . The Rényi entropy of order α ∈ (0, 1) ∪ (1,∞) of X ,
denoted by Hα(X) is defined as
Hα(X) =
1
1− α log
∑
x∈X
pαx(x). (8)
Definition 2 ([21]): Let pXY denote the joint probability
mass function defined on X ×Y , where X and Y are discrete
random variables. The Arimoto-Rényi conditional entropy of
order α ∈ (0, 1) ∪ (1,∞) of X given Y is defined as
Hα(X|Y ) = α
1− α log
∑
y∈Y
pY exp
{
1− α
α
Hα(X|Y = y)
}
,
where
Hα(X|Y = y) = 1
1− α log
∑
x∈X
pαX|Y (x|y). (9)
Letting Ppi,sspc (e) and P
opt,ssp
c (e) denote the conditional
(on the observation e) correct classification probabilities of
the semi-supervised MAP classifier under arbitrary query
policy pi and under the optimal query policy of Corollary 1,
respectively, the following theorems follow.
Theorem 2: Under an arbitrary query selection policy pi
with query budget M , the correct classification conditional
probability Ppi,sspc (e) can be upper bounded as
log (Ppi,sspc (e)) ≤ inf
α∈(−∞,−1)
1
α
(
H α
α+1
(L|E = e)−M log(|L|)
)
Proof: The proof is given in Appendix B.
Definition 3: The posterior probabilities f(`|e) are referred
to as label permutation invariant if for any label configuration
`, permuting the label of every node in one class with the label
of another class yields the same posterior probability.
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Fig. 4. (a) Posterior probabilities ordered in descending order. (b) Probability of correct classification vs. query budget. (c) Average active learning gain.
Theorem 3: Let γ = |L|!(M − |L| + 2) if M ≥ |L| −
1, and γ = |L|!(|L|−M)! otherwise. Under the optimal query
selection policy of Corollary 1 with query budget M , and
label permutation invariant posteriors, the correct classification
conditional probability P opt,sspc (e) can be lower bounded as
P opt,sspc (e) ≥
∑γ
m=1[B(m)]+, where
B(m) =
[
1− inf
k∈S,α∈(1,∞)
H(m)α − k 1α+1 + (k − 1)(k + 1) 1α
k(k + 1)
1
α − k 1α (k + 1)
]
(
1−
m−1∑
j=1
B(j)
)
,
with H(m)α = exp
{
1−α
α H
(m)
α (L|E = e)
}
,
H(m)α (L|E = e) =
1
1− α
[
log
(
exp
{
(1− α)Hα(L|E = e)
}
−∆(m)α
)
− α log
(
1−
m−1∑
j=1
B(j)
)]
, (10)
∆
(m)
α =
∑m−1
j=1
(B(j))α, and S ={k ∈ N: log(k)≤H(m)α (L|E =
e)< log(k + 1)}.
Proof: The proof is given in Appendix C.
Remark 2: Letting γ = M + 1, the lower bound in
Theorem 3 holds for arbitrary posteriors.
Remark 3: In Section VI, we show that under the SBM,
which exhibits permutation invariant posteriors, the lower
bound in Theorem 3 is tight.
It is important to know that the above Rényi Entropy
based bounds are especially useful for large-scale learning
settings due to their computation scalability. In the following,
we derive alternative bounds that exploit the structure of
the optimal query selection policy to provide slightly tighter
bounds at the expense of increased exponential complexity in
the number of data items N , and hence suited for small-scale
data sets. We state these bounds in terms of the following
definitions.
Definition 4: We define the active learning gain of query
selection policy pi under observation e as Υpi(e) = P
pi,ssp
c (e)
Puspc (e)
,
where P uspc (e) denotes the conditional correct classification
probability of the unsupervised MAP classifier.
Definition 5: We define the normalized accuracy of label
estimate ` as Φ(`|e) = f(`|e)f(`∗|e) , where `∗ = argmax` f(`|e)
denotes the unsupervised MAP estimate. We then use LN =
{`(1), `(2), . . . , `(|L|N )} to denote the set of all possible label
estimates ordered according to their normalized accuracy (i.e.,
posterior probability), where Φ(`(1)|e) ≥ · · · ≥ Φ(`(|L|N ))|e).
Theorem 4: Under the optimal query selection policy of
Corollary 1 with query budget M , the active learning gain
can be upper and lower bounded as
Γ∑
i=1
Φ(`(i)|e) ≤ Υopt(e) ≤
|L|M∑
i=1
Φ(`(i)|e), (11)
where Γ is the largest index of the ordered label estimates
such that there exist M items whose label configurations
corresponding to the first Γ posterior probabilities are distinct.
Proof: The proof is given in Appendix D.
Remark 4: The previous lower bound can be stated more
explicitly if we assume that the posterior probability f(`|e)
is label permutation invariant, see Definition 3. Under this
assumption, Γ can be lower bounded as Γ ≥ |L|!(M−|L|+2)
if M ≥ |L| − 1, and as Γ ≥ |L|!(|L|−M)! otherwise.
VI. SIMULATION RESULTS
We now present simulation results in the context of the
SBM, whose model is given in (1), with N = 15 nodes,
and two communities with identical membership probabilities,
qin =
a log(N)
N , and qout =
b log(N)
N . Recall that for the
planted SBM, i.e., when the sizes of communities are identical,
exact clustering is asymptotically (as N → ∞) possible
if and only if η =
√
a−√b√
2
> 1 [10]. Here, we focus
on the interesting and challenging regime of finite N and
η < 1. In Fig. 4a, we show one realization of the ordered
posterior probabilities for three statistical scenarios, namely
Scenario 1: (a, b) = (2, 0.25), Scenario 2: (a, b) = (2, 0.15),
and Scenario 3: (a, b) = (3, 0.15). Observe that the smaller the
value of η, the larger the number of label configurations with
non-negligible posterior, which implies that a larger number
of queries is required to ensure a given probability of correct
classification. This is shown in Fig. 4b, where we plot the
bounds on P sspc = E[P sspc (E)] of the MAP classifier averaged
over 50 graph realizations vs. the number of queries M for the
aforementioned three scenarios. As expected, P sspc ultimately
approaches one with sufficient number of queries; however, the
required number of queries depends on the data statistics. For
example, to achieve P sspc > 0.75, we require M ≥ 1, 3, and 7
in Scenarios 1, 2, and 3, respectively. Fig. 4b also shows that
the Rényi entropy bounds of Theorems 2 and 3 are not too far
from to their respective bounds of Theorem 4, which supports
their usefulness, given their computation scalability advantage,
as they avoid the exponential complexity required to compute
the ordered posteriors in Theorem 4. Finally, Fig. 4c plots the
average active learning gain. The black solid lines indicate the
trivial upper bound on the average active learning gain, 1f(`∗|e)
averaged over e, achieved in the asymptotic regime when the
number of queries is sufficient for perfect classification. Note
again how the Rényi Entropy bounds are not too far from those
of Theorem 4, and significantly tight, especially for η close
to 1. Observe how the gain increases as η decreases, which is
the regime where active learning is most beneficial.
APPENDIX A
PROOF OF THEOREM 1
Notation: For ease of exposition, we use E[g(X,Y )|Y = y]
and E[g(X, y)] interchangeably.
For a given observation E = e, an arbitrary query selec-
tion policy pi can be described using the following iterative
procedure:
nm = Q(m)pi
(
e, `
(pi)
Nlb(m−1)
)
,m ∈ {2, . . . ,M} (12)
n1 = Q(1)pi (e)
where Q(m)pi (·), m = {1, . . . ,M}, denotes the (possibly
random) rule established by policy pi for selecting the item to
be queried at the m-th iteration, nm, and `
(pi)
Nlb(m−1) denotes the
set of items and associated labels revealed after the first m−1
iterations of policy pi, with the convention of denoting the
set of items and associated labels revealed after M iterations
by `(pi)Nlb .
2 Note that the general iterative rule in (12) assumes
that the value of nm,∀m, may depend on previously revealed
labels, and hence includes as special cases the more standard
batch and random policies. In particular, batch policies are
equivalent to applying (12) assuming that the choice of nm
does not depend on the previously revealed labels, and random
policies are equivalent to assuming Q(m)pi (·) is a random
function independent of the choices made in the previous
iterations.
For a given query selection policy pi with resulting label
realization `(pi)Nlb , let R
(
ˆ`∗Nul |`
(pi)
Nlb , e,
)
denote the conditional
risk (conditioned on E = e and L(pi)Nlb = `
(pi)
Nlb ) obtained by the
solution of the optimal semi-supervised classifier in (2), ˆ`
∗
Nul .
In the following, for ease of exposition, and unless specified
otherwise, we will refer to the conditional risk under a given
query policy as the conditional risk obtained by the optimal
semi-supervised classifier in (2) under that given query policy.
Then, the conditional risk (conditioned only on E = e)
under policy pi, denoted by Rpi(e), is given by
Rpi(e) = E
[R(ˆ`∗Nul |L(pi)Nlb ,E)|E = e]. (13)
2Recall that we assume that the notation LA and `A indicates both the
indices of items in A and its associated labels.
Our goal is to identify the optimal query selection policy,
denoted by pi∗, that yields the smallest (over all possible query
policies) conditional risk (conditioned on E = e), i.e.,
pi∗ = argmin
pi
Rpi(e). (14)
In line with the notation of Theorem 1, we directly use `Nlb(m)
to denote the set of items and associated labels revealed after
the first m iterations by the optimal policy pi∗.
To derive the optimal query selection policy, we follow an
inductive argument. We first obtain the optimal policy for M =
1 and M = 2, and then generalize it to M > 2.
Case 1 (M = 1): The conditional risk Rpi(e) under an
arbitrary query policy pi is given by
Rpi(e) = E
[R(ˆ`∗Nul |L(pi)n1 ,E) |E = e]. (15)
Therefore, the conditional risk Rpi∗(e) under the optimal
policy pi∗ is given by
Rpi∗(e) = min
n1∈N
E
[R(ˆ`∗Nul |Ln1 ,E) |E = e]. (16)
The optimal policy pi∗ will hence select item n∗1 as
n∗1=argmin
n1∈N
E
[R(ˆ`∗Nul |Ln1 ,E) |E = e]
=argmin
n1∈N
E
[J (1)(Ln1 , e)], (17)
where J (1)(Ln1 , e) follows the notation introduced in Theo-
rem (1) for M = 1 and the expectation is with respect to the
random label of item n1 conditioned on e.
Case 2 (M = 2): The conditional risk Rpi(e) under an
arbitrary query policy pi can be written as
Rpi(e) = E
[J (1)pi (L(pi)n1 ,E)|E = e], (18)
with
J (1)pi
(
`(pi)n1 , e
)
=E
[R(ˆ`∗Nul |L(pi)n2 ,L(pi)n1 ,E)|E = e,L(pi)n1 = `(pi)n1 ]
=E
[R(ˆ`∗Nul |L(pi)n2 , `(pi)n1 , e]. (19)
The conditional risk under the optimal policy pi∗ is then given
by
Rpi∗(e)= min
n1∈N
E
[J (1)(Ln1 ,E)|E = e] (20)
with
J (1)(`n1,e)= min
n2∈N\{n1}
E
[R(ˆ`∗Nul |Ln2 ,Ln1 ,E)|E=e,Ln1=`n1]
= min
n2∈N\{n1}
E
[J (2)(Ln2 , `1,1, e)] (21)
where `1,1 = `n1 follows from specializing the definition of
`m,m′ in Theorem 1 to m = 1,m′ = 1. Hence, the optimal
policy will select n∗1 as
n∗1 = argmin
n1∈N
E
[J (1)(Ln1 , e)] (22)
and n∗2 as
n∗2(`n∗1 )= argmin
n2∈N\{n∗1}
E
[
[R(ˆ`∗Nul |Ln2 ,Ln1 ,E)|E=e,Ln1=`n∗1 ]
= argmin
n2∈N\{n∗1}
E
[J (2)(Ln2 , `2,1, e)], (23)
= argmin
n2∈N\{n∗1}
E
[J (2)(Ln2 , `N (1)lb , e)], (24)
where from the definition of `m,m′ in Theorem 1, we have that
`2,1 = `N (1)lb
, and since `N (1)lb
denotes the item label revealed
up to iteration 1 in the optimal policy, then `N (1)lb
= `n∗1 .
To summarize, the optimal policy pi∗ for M = 2 requires:
1) computing R(ˆ`∗Nul |`n1 , `n2 , e) for all n1, n2 6= n1, and
their possible label realizations; 2) computing n∗1 from (22)
and asking the oracle for its label; and 3) given the revealed
label Ln∗1 = `n∗1 , computing n
∗
2 from (23) as n
∗
2 = n
∗
2(`n∗1 ).
Case 3 (M > 2): This case is a straightforward general-
ization of M = 2. In fact, as for M = 2, the conditional risk
Rpi(e), achieved by a given query policy pi, can be written as
Rpi(e) = E
[J (1)pi (L(pi)n1 ,E)|E = e], (25)
with J (1)pi
(
`
(pi)
n1 , e
)
defined by the following recursion: for all
m ∈ {M − 1, . . . , 1},
J (m)pi
(
`(pi)nm , `
(pi)
N (m−1)lb
, e
)
= E
[
J (m+1)pi
(
L(pi)nm+1 ,L
(pi)
N (m)lb
,E) |L(pi)N (m)lb = `
(pi)
N (m)lb
,E = e
]
= E
[
J (m+1)pi
(
L(pi)nm+1 , `
(pi)
N (m)lb
, e
)]
, (26)
with
J (M)pi
(
`(pi)nM , `
(pi)
N (M−1)lb
, e
)
= R(ˆ`∗Nul |`(pi)nM , `(pi)N (M−1)lb , e)
and `(pi)N (0)lb
= ∅, `(pi)N (m)lb = {`
(pi)
nm , `
(pi)
N (m−1)lb
}.
Consequently, the conditional risk obtained by the optimal
policy, Rpi∗(e), can be found as a sequence of minimization
and expectation operations. Specifically, we have that
Rpi∗(e) = min
n1∈N
E
[J (1)(Ln1 ,E)|E = e)], (27)
where, for m′ = M − 1, . . . , 1,
J (m′)(`nm′ , `1,m′−1, e) =
min
nm′+1∈N\{n1∪···∪nm′}
E
[
J (m′+1)(Lnm′+1 , `1,m′ , e)],(28)
with
J (M)(`nM , `1,M−1, e) = R(ˆ`∗Nul |`nM , `1,M−1, e).
In summary, we have to first compute the conditional risk
R(ˆ`∗Nul |, `nM , . . . , `n1 , e) for all given vectors [n1, . . . ,nm],
nm 6= nm′ ,∀m,m′, and their possible labels. Subsequently,
we compute the expectation with respect to LnM (condi-
tioned on E = e and LN (M−1)lb
= `N (M−1)lb
) and then
perform minimization with respect to nM as dictated by (28).
This expectation-minimization operation continues for LnM−1 ,
LnM−2 , until the first item Ln1 .
Starting from the expression of Rpi∗(e), it follows immedi-
ately that the optimal policy will select n∗1 as
n∗1 = arg min
n1∈N
E
[J (1)(Ln1 ,E)|E = e)]. (29)
Furthermore, for m = 2, . . . ,M , n∗m will be selected
iteratively as
n∗m(`N (m−1)lb
) = argmin
nm∈N (m)ul
ELnm
[
J (m)(Lnm , `N (m−1)lb , e)],
with N (m)ul = N\N (m−1)lb , N (m−1)lb defined in (5) and,
J (m)(Lnm , `N (m−1)lb , e) = J (m)(Lnm′ , `m,m−1, e) defined
recursively by (3)-(4).
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In the following, we prove the upper bound, given in
Theorem 2, on the conditional (conditioned on e) probability
of correct decision of the jointly optimal semi-supervised MAP
classifier and active learning policy, P opt,sspc (e). To do this
end, let us recall [25, Theorem 1]:
Theorem 5: Given a discrete random variable X taking
values on a set X , a function g : X → (0,∞), and a scalar
ρ 6= 0 then:
1
ρ
E
[
gρ(X)
]
≤ inf
α∈(−∞,−ρ)\{0}
1
α
[
H α
α+ρ
(X)−log
∑
x∈X
g−α(x)
]
.
Before to use [25, Theorem 1] to derive our proposed upper
bound, let us recall that for a given observable realization e
and for a given realization `optNlb , the probability of correct clas-
sification of the semi-supervised MAP classifier conditioned
on the augmented observable (e, `optNlb) is P
opt,ssp
c (e, `
opt
Nlb) =
max`Nul f(`Nul |`
opt
Nlb , e). Therefore, the conditional (condi-
tioned on e) probability of correct classification of the jointly
optimal semi-supervised MAP classifier and active learning is
given by:
P opt,sspc (e) = E
[
P opt,sspc (E,L
opt
Nlb)|E = e
]
(31)
Note that since any arbitrary policy without loss of generality
can be described using the iterative procedure in (12), the
optimal policy can be illustrated as follow:
n∗m = Q(m)opt
(
e, `optNlb(m−1)
)
. (32)
where Q(m)opt (·) with m = {1, . . . ,M} indicates the optimal
query selection policy as described in (7) in Corollary 1.
Therefore, n∗m is a function of the observable realization e,
the previously optimally chosen data item indices Nlb(m−1),
and their associated revealed label realization which we jointly
denote by `optNlb(m−1) . Furthermore, from Corollary 1, the opti-
mal policy, Q(m)opt (·), is a deterministic mapping which, given
its arguments, without loss of generality, we can assume to
return a unique data item index. In fact, if multiple data
for: m′ =M − 1, . . . ,m :
J (m′)(`nm′ , `N (m−1)
lb
, `nm , . . . , `nm′ , e
)
= min
nm′+1∈N
(m′)
ul
\{nm′}
E
[J (m′+1)(Lnm′+1 ,LN (m−1)
lb
,Lnm , . . . ,Lnm′E
)|Lnm = `nm , . . . ,Lnm′ = `nm′ ,LN (m−1)
lb
= `N (m−1)
lb
,E = e
]
(30)
items satisfies (7), Q(m)opt (·) chooses the data item with e.g.
the smallest index.
Conditioned on the observable E, let P denote the set of
all possible realizations of the two-component random vector,
LNlb , resulting from the optimal query selection policy. Given
that Q(m)opt (·) is iterative, deterministic, and returns a unique
output, the cardinality of P is |L|M . Hence, (31) admits the
following expression:
P opt,sspc (e) = E
[
P opt,sspc (E,L
opt
Nlb)|E = e
]
=
∑
`Nlb∈P
P opt,sspc (e, `Nlb)f(`Nlb |e)
=
∑
`Nlb∈P
[max`Nul f(`Nul |`Nlb , e)]f(`Nlb |e)
=
∑
`Nlb∈P
max`Nul [f(`Nul |`Nlb , e)f(`Nlb |e)]
=
∑
`Nlb∈P
max`Nul f(`Nul , `Nlb |e). (33)
Therefore, P opt,sspc (e) is in general the sum of |L|M pos-
terior probabilities. Let now S∗ be the set of all label con-
figurations associated to the |L|M posterior probabilities in
(33). Furthermore, let LN = {`(1), `(2), . . . , `(|L|N )} denote
the set of all possible label estimates ordered according to
their posterior probability (i.e., normalized accuracy), as per
Definition 5 and let X|e by the mapping that goes from
LN = {`(1), `(2), . . . , `(|L|N )} to {1, . . . , |L|N} defined as
X|e(`(i)) = i. Therefore, X|e is a random variable whose
probability mass function for all i ∈ {1, . . . , |L|N}, is
P (X|e = i) = f(`(i)|e). Setting g(i) such that:
g(i) =
{
1, if `(i) ∈ S∗
0, otherwise
(34)
and applying , for ρ = 1, Theorem 5 to g(X|e), Theorem 2
follows immediately.
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In the following, we prove the lower bound, given in
Theorem 3, on P opt,sspc (e). To do this we first provide a lower
bound on the Rényi entropy of a random variable conditioned
to a given event.
Let X and Y two discrete random variables defined on X ×
Y , and let p(x|y)p(y) the associated joint probability mass
function. Using [21, Eq (168)] in conjunction with [21, Eq
(170)], it follows that the Rényi entropy of X conditioned to
the event Y = y:
Hα(X|Y = y) ≥ α
1− α log
(
gα(1−max
x∈X
p(x|y))) (35)
with
gα(t) =
(
k(k + 1)
1
α − k 1α (k + 1)
)
t+k
1
α+1−(k−1)(k+1) 1α .
Note that the right-hand side of (35) is equal to log k when
maxx∈X p(x|Y = y) = 1k for k ∈ {1, 2, 3, . . .}, and it is also
monotonically decreasing in maxx∈X p(x|Y = y). Hence, if
maxx∈X p(x|Y = y) ∈ ( 1k+1 , 1k ], then the lower bound on
Hα(X|Y = y), in the right-hand side of (35), lies in the
interval [log k, log(k + 1)), from which it follows that (35) is
equivalent to state the following theorem [21]3:
Theorem 6 ([21]): Let k ∈ {1, 2, 3, . . .}, and α ∈ (0, 1) ∪
(1,∞). If log k ≤ Hα(X|Y = y) < log(k + 1), then
1−max
x∈X
p(x|y)
≤ exp {
1−α
α Hα(X|Y = y)} − k
1
α+1 + (k − 1)(k + 1) 1α
k(k + 1)
1
α − k 1α (k + 1) .(36)
Furthermore, the upper bound on 1 − maxx∈X p(x|y) as a
function of Hα(X|Y = y) is asymptotically tight in the limit
where α→∞.
Next, for a given graph realization E = e, let LN =
{`(1), `(2), . . . , `(|L|N )} denote the set of all possible label
estimates ordered according to their posterior probability (i.e.
normalized accuracy), as per Definition 5. Note that condi-
tioned on e, the probability of correct classification of the
jointly optimal MAP classifier and active learning policy,
P opt,sspc (e), can be always lower bounded as
P opt,sspc (e) ≥
γ∑
i=1
f(`(i)|e) (37)
with a properly chosen constant γ. A valid value for γ is
M + 1. To see this, let Ppi,sspc (e) be the the probability of
correct classification, conditioned on e, of the semi-supervised
MAP classifier with a suboptimal batch query selection policy
pi. Note that similar to P opt,sspc (e), given by the sum of |L|M
proper posteriors, also Ppi,sspc (e) can be written in terms of
the sum of |L|M posteriors. Next, note that we can always
design the batch policy pi such its M queries are chosen to
include in the sum the first M+1 largest posteriors. Therefore,
a lower bound on Ppi,sspc (e), and consequently on P
opt,ssp
c (e),
3 We note that Theorem 6 is similar to [21, Theorem 12] except that the
latter is given in terms of the Arimoto-Rényi conditional entropy, Hα(X|Y ),
whereas the former is given in terms of the Rényi entropy of the random
variable X conditioned to the event Y = y, i.e Hα(X|Y = y).
is given by (37) with γ = M + 1 neglecting the remaining
|L|M −M − 1 posteriors. For posterior probabilities that are
label permutation invariant, (see Definition 3 for details), a
tighter lower bound can be obtained from (37) by choosing
γ as |L|!(M − |L| + 2) if M ≥ |L| − 1 and |L|!(|L|−M)!
otherwise. Using Theorem 6, the rest of the proof is to obtain
a lower bound on the ordered posteriors f(`(i)|e) in terms of
Rényi Entropy of properly defined random variables.
As already done in Appendix B, let us define the follow-
ing conditional variable: X|e is a mapping that goes from
LN = {`(1), `(2), . . . , `(|L|N )} to X = {1, . . . , |L|N} defined
as X|e(`(i)) = i. Therefore, P (X|e = i) = f(`(i)|e)
follows. Applying (36) in Theorem 6 to X|e and recalling
that maxi∈X P (X|e = i) = f(`(1)|e) it follows that
f(`(1)|e) ≥ fLB(`(1)|e) (38)
with
fLB(`(1)|e) =
1− inf
(k,α)∈D
exp { 1−αα Hα(X|e)}−k
1
α+1+(k−1)(k+1) 1α
k(k + 1)
1
α − k 1α (k + 1) ,
where D = {(k,α) : k ∈ S, α ∈ (0, 1)∪ (1,∞)}. Let us now
define a new conditional random variable X(1)|e defined by the
following conditional probability mass function
P (X
(1)
|e = i) =

f(`(1)|e)−fLB(`(1)|e)
1−fLB(`(1)|e) for i = 1
f(`(i)|e)
1−fLB(`(1)|e) for i ∈ {2, . . . , |L|N}
Note that the
max
i∈X
P (X
(1)
|e = i)
=
max
{
f(`(2)|e), f(`(1)|e)− fLB(`(1)|e)
}
1− fLB(`(1)|e) .
Hence, applying Theorem 6 to X(1)|e , we have
max
{
f(`(2)|e), f(`(1)|e)− fLB(`(1)|e)
}
≥ (1− fLB(`(1)|e))fLB(`(2)|e) (39)
with
fLB(`(2)|e) =
1− inf
(k,α)∈D
exp { 1−αα Hα(X(1)|e )}−k
1
α+1+(k−1)(k+1) 1α
k(k + 1)
1
α − k 1α (k + 1)
with Hα(X
(1)
|e ) denoting the Rényi Entropy of X
(1)
|e . Hence,
it is immediate that a lower bound on the sum of the first two
posteriors can be obtained as:
fLB(`(1)|e) + (1− fLB(`(1)|e))fLB(`(2)|e)
(a)
≤fLB(`(1)|e) + max
{
f(`(2)|e), f(`(1)|e)− fLB(`(1)|e)
}
=
{
f(`(1)|e), if f(`(2)|e) ≤ f(`(1)|e)− fLB(`(1)|e)
fLB(`(1)|e) + f(`(2)|e), otherwise
(b)
≤f(`(1)|e) + f(`(2)|e), (40)
where inequality (a) follows from (39) and inequality (b)
follows from f(`(2)|e) ≥ 0 if f(`(2)|e) ≤ f(`(1)|e) −
fLB(`(1)|e) holds and from (38), otherwise.
In order to obtain a lower bound on the first γ posteriors,
we will adopt in an iterative way what we have applied to
X
(1)
|e . Specifically, let X
(n)
|e be a random variable defined in the
following iterative way: X(0)|e = X|e and for all n = 1, . . . , γ,
P (X
(n)
|e = i) =
θ
(n)
i
1−∑nj=1 B˜(j) (41)
where, for all i ∈ {1, . . . , |L|N}, θ(0)i = f(`(i)|e) while θ(n)i
is defined as:
θ
(n)
i =
{
θ
(n−1)
i − B˜(n) for i = i∗
θ
(n−1)
i for i 6= i∗ ∈ {1, . . . , |L|N}
(42)
where
i∗ = arg max
i∈{1,...,|L|N}
{
θ
(n−1)
i
}
and
B˜(n) = fLB(`(n)|e)(1−
n−1∑
j=1
B˜(j)), (43)
with
∑0
j=1 B˜(j) = 0 by convention,
fLB(`(n)|e) = (44)
1− inf
(k,α)∈D
exp { 1−αα Hα(X(n−1)|e )} − k
1
α+1 + (k − 1)(k + 1) 1α
k(k + 1)
1
α − k 1α (k + 1)
and Hα(X
(n)
|e ) denoting Rényi Entropy of X
(n)
|e .
Then, a lower bound on the sum of the i-th largest posteri-
ors, f(`(i)|e) is given by:
n∑
i=1
f(`(i)|e) ≥
n∑
i=1
B˜(i), (45)
from which, using (37), Theorem 3 follows immediately after
proving that ∀α ∈ (1, +∞)
exp
{
1− α
α
Hα(X
(i)
|e )
}
≤exp
{
1− α
α
H(i)α (L|E = e)
}
(46)
with H(i)α (L|E = e) defined in (10). Note that for i = 1, we
have H(1)α (L|E = e) = Hα(L|E = e).
In order to prove (46), we prove that Hα(X
(i)
|e ) ≥
H
(i)
α (L|E = e) holds for ∀α ∈ (1, +∞). To this end, it
is enough to observe that given a probability mass vector
p = [p1, . . . ,p|X |] with p1 ≥ p2 ≥ · · · ≥ p|X | and given
a probability mass vector p′ such that
p′i =

pi−κi
1−∑ji=1 κj for i ≤ j
pi
1−∑ji=1 κj for i > j,
(47)
the following bound holds for α ∈ (1, +∞)
Hα(p
′) =
1
1− α log
∑
i∈X
p′i
α
=
1
1− α log
(
1
(1− κ)α
∑
i∈X
pi
α
−
∑j
i=1 p
α
i
(1− κ)α +
∑j
i=1(pi − κi)α
(1− κ)α
)
=
1
1− α
[
− α log(1− κ)
+ log
(
exp
{
log
∑
i∈X
pi
α
}
−
j∑
i=1
[pαi − (pi − κi)α]
)]
=
1
1− α
[
− α log(1− κ)
+ log
(
exp
{
(1− α)Hα(p)
}
−
j∑
i=1
[pαi − (pi − κi)α]
)]
(a)
≥ 1
1− α
[
− α log(1− κ)
+ log
(
exp
{
(1− α)Hα(p)
}
−
j∑
i=1
καi
)]
, (48)
where κ =
∑j
i=1 κi and inequality (a) follows from p
α
i −
(pi − κi)α ≥ καi .
Using (46) and recalling B(i) defined in Theorem 3, we
have that B(1) = B˜(1) and B(2) ≤ B˜(2). Furthermore, using
in (41)-(43), for all i = 1, . . . , γ, B(i) rather then B˜(i), it is
immediate to prove, following arguments similar to the ones
used for B˜(i), that
P opt,sspc (e) ≥
γ∑
i=1
f(`(i)|e) ≥
γ∑
i=1
[B(i)]+, (49)
which completes the proof.
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In the following, we prove the upper and lower bounds pro-
vided in Theorem 4 on the relative gain of the jointly optimal
MAP classifier and active learning policy versus unsupervised
MAP classifier. For a given observable realization e, let LoptNlb
(and `optNlb ) the random vector (and its realization) resulting
from the optimal query policy.
For a given observable realization e, following the deriva-
tion provided in Appendix B (i.e. (50)), it follows that
P opt,sspc (e) is given by:
P opt,sspc (e) = E
[
P opt,sspc (E,L
opt
Nlb)|E = e
]
=
∑
`Nlb∈P
max`Nul f(`Nul , `Nlb |e). (50)
Therefore, P opt,sspc (e) is in general the sum of |L|M posterior
probabilities. From (50), it follows immediately that an upper
bound for P opt,sspc (e) is the sum of the |L|M largest posterior
probabilities i.e.
P opt,sspc (e) ≤
|L|M∑
i=1
f(`(i)|e) (51)
from which after normalizing (51) by P uspc (e) = f(`
∗
N |e), the
upper bound given in (11) is obtained.
For the lower bound, we consider the following suboptimal
batch query selection. Let Γ be the largest index of the ordered
label estimates such that there exist M items whose label
configurations corresponding to the first Γ posterior probabil-
ities are distinct. The considered batch query selection policy
chooses the aforementioned M data items which implies that
the |L|M terms in the summation in (50) include at least the
Γ largest posteriors. This immediately leads to the following
lower bound
P opt,sspc (e) ≥
Γ∑
i=1
f(`(i)|e) (52)
from which after normalizing (52) by P uspc (e) = f(`
∗
N |e), the
lower bound given in (11) directly follows. This concludes the
proof.
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