equations are differentiable, which facilitates rapid numerical solution and sandwich variance esti- estimator with the aid of induced smoothing. To the best of our knowledge, little work has been done 38 to extend the GEE approach to the setting of multivariate AFT models except a technical report 39 (Hornsteiner and Hamerle, 1996) , where the BJ estimator was combined with GEE. Nevertheless, 40 having no access to recent advances on AFT models, they did not solve the convergence problems, 41 and their asymptotic variance estimator formula could not be easily computed because it depends 42 on the derivatives of imputed failure times with respect to regression parameters, which might 43 explain their overestimation of the variance. 44 We propose an iterative GEE procedure to account for multivariate dependence through a work-45 ing covariance or weight matrix. This method has the same spirit as GEE in that misspecification 46 of the working covariance matrix does not affect the consistency of the parameter estimator in the 47 marginal AFT models; when the working covariance is close to the unknown truth, the estimator 1 has higher efficiency than that from working independence as used in Jin et al. (2006a) . Our initial 2 estimator is the computationally efficient, rank-based estimator from Johnson and Strawderman 3 (2009), whose consistency and asymptotic normality is inherited by the resulting GEE estimator. 4 We develop methods for cases where all marginal distributions are identical and for cases where at 5 least two margins are different. Regression coefficients can be the same or partially the same across 6 margins as needed. 7 The rest of the article is organized as follows. The semiparametric multivariate accelerated 8 failure time model and the notation are introduced in Section 2. In Section 3, we propose an 9 iterative GEE procedure to update a consistent and asymptotically normal initial estimator and 10 present asymptotic properties of our estimator. A large scale simulation study is reported in There are two types of multivariate failure times depending on whether the multiple events are 17 parallel or sequential. The difference between the two types is that the dimension is fixed for 18 parallel data while random for sequential data. In a regression model, we generally have different
19
covariates and different coefficients at each margin for parallel data. For sequential data, however, 20 some or all covariates and covariate coefficients may be the same across margins. In general, it is 21 desirable to allow some of the regression coefficients to be shared across margins as needed. We 22 develop the methodology for parallel data for notational simplicity but comment when appropriate 23 on how to adapt to sequential data.
24
Consider a random sample formed by n clusters. For parallel data, all clusters are of size K 25 while for sequential data, cluster i may have size K i . For ease of notation, assume at the moment 26 that the cluster sizes are all equal to K. For i = 1, · · · , n and k = 1, · · · , K, let T ik and C ik be, 27 respectively, the log-transformed failure time and censoring time for margin k in cluster i. Let
28
Y ik = min(T ik , C ik ) and ∆ ik = I(T ik < C ik ). We stack Y ik , T ik , C ik , and ∆ ik , k = 1, . . . , K, to form
with the kth row denoted by X ik . The observed data are independent and identically distributed 31 copies of {Y, ∆, X}: {(Y i , ∆ i , X i ) : i = 1, . . . , n}. We assume that T i and C i are conditionally 32 independent given X i .
33
Our multivariate accelerated failure time model is
where β is a p × 1 vector of regression coefficients, and i = ( i1 , . . . , iK ) is a random error vec-
35
tor with an unspecified multivariate distribution. This formulation accommodates margin-specific 36 regression coefficients, in which case, β is a stack of all marginal coefficients, and X i is a block 37 diagonal matrix. The error vectors i 's, i = 1, . . . , n, are independent and identically distributed.
38
For parallel data, the K marginal distributions can be all different, while for sequential data, the 39 number of unique marginal distributions may be smaller or even one as in a recurrent event setting.
With right censoring, Buckley and James (1979) replaced each response T ik with its condi-
, where the expectation is evaluated at regression Then L n (b) has a closed-form, asymptotically normal for every m.
10
Although this estimator is consistent, its efficiency might be low because it completely ignores 11 the within-cluster dependence. We next propose to accommodate dependence using the GEE ap- 3 Inference with GEE
14
For a given initial estimator b of β, we propose an updated estimator by solving the GEE of the GEEs (4) has a closed-form
This process can be carried out iteratively, summarized as follows. For convenience, we assume from now on that E( ik ) = 0, i = 1, . . . , n, k = 1, . . . , K. This 
where
Meier estimator of the distribution function
which share the same margin
To fill the diagonal elements Ω kk , 1 ≤ k ≤ K, evaluate the conditional second moment of ik (b)
21
given the observed data:
For a given b, we fill Ω kk by an unbiased estimator of Var ik (b)
To fill the off-diagonal elements
the conditional expectation of ik (b) given the observed data. Only when
Because the construction ofê ik (b) does not involve the dependence between pair (k, l) in cluster i,
is still usable for its simplicity in constructing working covariance.
3
Parsimonious working covariance structures such as exchangeable (EX) or autoregressive with 4 order 1 (AR1) can be imposed. Parameters α in the working covariance can be estimated with 5 method of moment estimatorα n based onΩ as in the non-censored case (Liang and Zeger, 1986).
6
When there is no censoring, the working covariance matrixΩ converges to the true covariance 7 matrix. This is no longer true when censoring is present. Nevertheless,Ω, and consequently,α n , 8 still converges to some limit which helps to improve the efficiency of the GEE estimation.
9
Extension to unequal cluster sizes as in a recurrent event setting is straightforward. In this given estimatorα n for α for a specified working covariance structure.
13
Under certain regularity conditions, the proposed estimator is consistent to the true regression n . Let Z i , i = 1, · · · , n, be independent and identically distributed positive random 22 variables, independent of the observed data, with E(
Then the multiplier resampling version of equation (5) has the following form,
where α(b) is an estimator of working correlation parameter given regression coefficients evaluated
For a realization of (Z 1 , . . . , Z n ) and an initial estimatorβ identical marginal error distributions. The cluster sizes were fixed at three. For cluster i, the 5 multivariate failure time T i = (T i1 , T i2 , T i3 ) was generated from
where X 1ik was Bernoulli with rate 0.5, X 2ik was N (0, 0.5 2 ), and i = ( i1 , i2 , i3 ) was a trivariate independently generated from uniform distributions over (0, c), where c was selected for each margin 13 to achieve three levels of censoring percentage: 0%, 25%, and 50%. We considered random samples The results are summarized in Table 1 proposed GEE estimator in relative to the rank-based JS estimator is up to 3.5 in the table (with 31 logistic margin and Kendall's tau 0.6 for β 2 ).
32
The second simulation setting had multiple event data with different regression coefficients and 33 different marginal error distributions. The cluster sizes were still fixed at three. For cluster i, the 34 multivariate failure times were generated from
where (β 0k , β 1k , β 2k ), k = 1, 2, 3, was the regression coefficient vector for margin k, and i =
36
( i1 , i2 , i3 ) was a trivariate random vector specified by three marginal distributions and a copula 37 for dependence. The marginal distributions of i were standard normal, standard logistic, and 38 standard Gumbel, respectively, for the first, second and third margin; their copula was Clayton
39
with three dependence levels measured by Kendall's tau: 0, 0.3, and 0.6. The regression coefficients
40
(β 0k , β 1k , β 2k ) were set to be (−1, 1, −1), (1, −1, 1), and (1, 1, 1), respectively for k = 1, 2, and 3. in Spiekerman and Lin (1996) , we also include this interaction in the model.
30
We first fit a bivariate AFT model with identical error margins and identical regression coeffi- addition to the rank-based JS estimator in Table 3 . The GEE estimator with exchangeable work-
35
ing structure from the first model suggests that the treatment was significant in delaying the onset 36 of vision loss; it had a significant higher effect for adult than for juvenile, and patients in higher risk 37 groups tended to lose vision sooner. Note that the treatment effect was not significant if working The coefficients of treatment, risk group, and treatment-diabetes interaction were found to be not The coefficients of age and diabetes were found to be significantly different across the two margins, We then fit an bivariate AFT model with identical error margins, same coefficients for treatment, 7 risk group and treatment-diabetes interaction, and different coefficients for age and diabetes. This is significantly nonzero with a p-value 0.002, suggesting that the adult diabetes have sooner onset 13 of vision loss in right eye than in left eye. This finding has not been reported in existing analyses.
14
The second application is a colon cancer study (Lin, 1994) . Through randomization, 315, In this application, the error distributions and regression coefficients have no reason to be 21 identical across margins. We report results with different error margin and different regression 22 coefficients in Table 4 . Since all covariates are at the cluster level, the exchangeable and independent identically distributed for i = 1, . . . , n with mean zero and variance one, and the scale σ ik may be 11 described by a regression model with covariates. Such specification leads to heteroskedasticity in 12 errors and merits further investigation.
13
For applications like the DRS study, where there are reasons to impose identical distribution 14 across margins, a rigorous test to compare the survival curves of the residuals would be desirable.
15
We used naive tests ignoring the fact that the residuals were calculated based on estimated regres-16 sion coefficients. A rigorous test procedure should take into account of the variation caused by the 17 estimation procedure.
18
A Sketch of the Proofs
19
We impose the following regularity conditions:
20
A1: X i ≤ B for all i = 1, · · · , n and some nonrandom constant B, where · is matrix norm.
21
A2: The density function of F k,β exists such that
A3: The distribution function F k,β is twice differentiable with density f k,β such that
where 1 ≤ k ≤ K, and both f k,β (t) and f k,β (t) are bounded functions.
as h → 0 and nh → ∞.
3 A6: As n → ∞,α n is bounded and is n 1/2 consistent to α 0 given β. A8: The slope matrices n −1 ∂U n /∂β and n −1 ∂U n /∂b evaluated at (β 0 , β 0 , α 0 ) converge to nonde-7 generate, finite limit A and B, respectively. i (α)/∂α is finite for all i = 1, 2, . . . n.
9
Conditions A1-A5 are standard and ensure the existence of the solution of equation (2) and Ying, 1991). It is natural to assume that the working covariance matrix Ω in equation (4) 11 is a symmetric positive definite matrix. Then there exist a K × K nonsingular matrix, Γ, such 
18
The extra complexity here comes from the fact that equation (4) of large number, n −1 ∂U n /∂α evaluated at (β 0 , β 0 , α 0 ) converges to zero in probability.
22
A.1 Proof of Theorem 1
23
At the solutionβ
(1) n given b n andα n , we have n −1 U n (β 
n − β 0 ) + B n (b n − β 0 ) + C n (α n − α 0 ) + o p (n −1/2 ).
With regularity conditions A1-A5, the first term converges in probability to zero by the law of 26 large number. The convergence of b n and α n in A6 and A7, combined with the limit condition in 27 A8 and A9, then gives consistency ofβ 
