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Abstract
A nonsingular n  n-matrix A D .aij / is called centrogonal if A−1 D .anC1−i;nC1−j /; it
is called principally centrogonal if all leading principal submatrices of A are centrogonal. A
characterization theorem for such matrices is proved. © 2000 Elsevier Science Inc. All rights
reserved.
Keywords: Matrix rotation; Binomial sums
1. Introduction
Trying to find the inverse of a special type of matrices, an example of which is
the matrix
A D
0
B@
1 −4 6 −4
4 −15 20 −10
10 −36 45 −20
20 −70 84 −35
1
CA ; (1.1)
we observed a phenomenon which seemed to be interesting enough to be studied in
more detail. The inverse of A is just the matrix A rotated around its center, i.e.
A−1 D
0
B@
−35 84 −70 20
−20 45 −36 10
−10 20 −15 4
−4 6 −4 1
1
CA :
 Corresponding author. Tel.: +49-241-80-4610; fax: +49-241-8888-130.
0024-3795/00/$ - see front matter ( 2000 Elsevier Science Inc. All rights reserved.
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In analogy to the fact that the result of transposing a matrix is called the trans-
pose, we call the result of rotating a matrix the rotate. Thus for a square matrix
A D .aij /16i;j6n the rotate AR is defined by AR D .anC1−i;nC1−j /16i;j6n: The rota-
tion operator has already been used in connection with the concept of symmetry: A is
called centrosymmetric if A D AR. Properties of the determinant of centrosymmetric
matrices have been obtained by Muir [7] and Aitken [1]. Good [4] shows how to find
the inverse of centrosymmetric matrices and Weaver [8] presents results on their
eigenvalues and eigenvectors. Generalizations of centrosymmetry are discussed by
Hill and Waters [6]. The formal analogy to orthogonality, i.e. the gist of the example
above, does not seem to have been considered yet.
Definition 1. A nonsingular matrix A is called centrogonal if A−1 D AR.
A closer look at the example reveals an even more surprising feature: Not only A
is centrogonal but also all its leading principal submatrices Am D .aij /16i;j6m; 1 6
m 6 3: The supplement to Definition 1 thus becomes the following.
Definition 2. A nonsingular n  n matrix A D .aij / is called principally centro-
gonal if all its leading principal submatrices Am D .aij /16i;j6m; 1 6 m 6 n; are
centrogonal.
In Section 2, we give some elementary properties of centrogonal matrices. A char-
acterization theorem shows how to construct such matrices. It will turn out that there
is a close connection to involutions. The concept of principal centrogonality, how-
ever, adds some additional features. These allow a – at least to us – surprisingly
simple characterization (Theorem 2). In Section 3, the introductory example will be
studied in more generality. This section could also be considered as an extended
exercise for working with binomial identities. Closed forms for sums with three or
more binomial coefficients are, according to Graham et al. [5, p. 171] rarities. As a
by-product, two such rarities will be obtained here.
2. Centrogonal matrices
All matrices considered in this paper are real. In addition to the notations in-
troduced in Section 1, we denote by In the unit matrix of order nI Jn is the n  n
exchange matrix, i.e.,
Jn D
0
BBBBB@
0 0    0 1
0 0    1 0
:::
:::
:::
:::
0 1    0 0
1 0    0 0
1
CCCCCA
:
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(The index n will be omitted if it is obvious from the context.) For a vector a D
.a1; : : : ; an/T the triangular n  n matrix B.a/ is defined by
B.a/ D
0
BBB@
a1 0    0
a2 a1    0
:::
:::
.
.
.
:::
an an−1    a1
1
CCCA :
Clearly, for the rotate AR of A it holds that AR D JAJ: Using J 2 D I and J D J T;
this immediately implies that the R-operator has the following properties
.AT/R D.AR/T; (2.1)
.AR/R DA; (2.2)
.A−1/R D.AR/−1; (2.3)
.AB/R DARBR: (2.4)
Equally simple is that a nonsingular matrix A is centrogonal if and only if AJ is
an involution, i.e. .AJ /2 D I . The following theorem shows how to generate all
centrogonal matrices.
Theorem 1. A 2 Rnn is centrogonal if and only if there exist an  2 f−1; 1g; a
nonsingular matrix B 2 Rnn and a symmetric n  n permutation matrix P such
that A D B−1PBJ:
Proof. Since B−1PB is an involution, the if-part is obvious. Let now A be cen-
trogonal; thus C D AJ is an involution. Hence all eigenvalues of C are 1 or −1. It
follows that the Jordan canonical form of C is C D T −1KT , where K is a diagonal
matrix and T a nonsingular (possibly complex) matrix. Since all diagonal elements of
K are 1 or −1, T can be chosen as a real matrix. Let r denote the number of diagonal
elements of K which are equal to −1 and let 2r 6 n: Then
P D

J2r 0
0 In−2r

is a symmetric permutation matrix with characteristic polynomial ’./ D .−1/n−2r
. − 1/n−r . C 1/r : Hence P is similar to K and there exists an orthogonal matrix
U such that P D UTKU: Putting B D UTT one gets
B−1PBJ D T −1UUTKUUTT J D CJ D A:
If 2r > n the same arguments as above can be applied to −A: 
Remark 1. Theorem 1 shows in particular that the matrix A−1AR is centrogonal
if  2 f−1; 1g and A is nonsingular. A further specialization yields that B−1BT is
centrogonal if  2 f−1; 1g and B is nonsingular and persymmetric, i.e. B D JBTJ:
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Since Toeplitz matrices are persymmetric, cf. e.g. [3, p. 184], B−1BT is centrogonal
if B is a nonsingular Toeplitz matrix.
Example 1. Let D D .dij / be defined by
dij D .−1/jC1

n − i
j − 1

; 1 6 i; j 6 n;
where 
m
k

D 0 if k < 0 or k > m:
Then, with the help of formula (5.24) in [5], one gets
nX
%D1
di%d%j D.−1/j
nX
%D1
.−1/%

n − i
% − 1

n − %
j − 1

D.−1/nCiCj
n−2X
D−1
.−1/

n − i
 C 1

 C i
j − 1

D.−1/jC1

i − 1
n − j

;
thus D2 D .−1/nC1DR; or, since D is nonsingular, D D .−1/nC1D−1DR: From Re-
mark 1 it follows that D is centrogonal and this implies that D−1 D .d 0ij / is given
by
d 0ij D .−1/nCj

i − 1
n − j

; 1 6 i; j 6 n:
A similar example can be found in [2, p. 19].
Principal centrogonality is, of course, a strong condition. Nevertheless, it might
be surprising that by this property a matrix is completely determined by its first row.
Theorem 2. Let An D.aij / be a nonsingular nn matrix; aD.a11; a12; : : : ; a1n/T
and B D B.a/: Then An is principally centrogonal if and only if An D a11B−1BT
and a11 2 f−1; 1g:
Proof. Let An D a11B−1BT and a11 2 f−1; 1g: The special structure of B immedi-
ately gives BR D BT: Thus, by Remark 1, An is centrogonal. Let OAm D .aij /16i;j6m;
m < n: Then OAm D TIm; 0UAnTIm; 0UT: If B is partitioned as
B D

Bm; 0
E; F

;
Bm being of order m  m; then a11TIm; 0UB−1BTTIm; 0UT D a11B−1m BTm: Thus, again
by Remark 1, OAm is centrogonal, 1 6 m 6 n − 1:
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Necessity will be proved by induction on n. The cases n D 1 and n D 2 are easy
to check. Let n > 3 and let AnC1 be partitioned as
AnC1 D
0
BBBBB@
a11 a12    a1n a1;nC1
a21 a22    a2n a2;nC1
:::
:::
:::
an1 an2    ann an;nC1
anC1;1 anC1;2    anC1;n anC1;nC1
1
CCCCCA
D
2
41; b
T
1 ; 2
b2; G; b3
3; bT4 ; 4
3
5 :
Since the 1  1 matrix .a11/ is centrogonal, it holds that a211 D 21 D 1: Put
a1 D.a11; : : : ; a1;nC1/T;
a2 D.a11; : : : ; a1n/T;
a3 D.a11; : : : ; a1;n−1/T;
Bi DB.ai /; 1 6 i 6 3; Jn−1 D J:
Then
B1 D
2
41; 0
T; 0
b1; B3; 0
2; bT1 J; 1
3
5 and B2 D

1; 0T
b1; B3

:
By the induction hypothesis one has B2An D 1BT2 ; thus
b2 D −1B−13 b1; (2.5)
B3G D 1BT3 − b1bT1 : (2.6)
Furthermore
ARnC1 D
2
4 4; b
T
4J; 3
Jb3; JGJ; Jb2
2; bT1J; 1
3
5 :
Let ARnC1AnC1 D InC1 be partitioned accordingly. Therefore,
1b3 D −GJb2 − 3b2; (2.7)
bT1Jb2 D −1.2 C 3/; (2.8)
2bT1 C bT1 JG C 1bT4 D 0T; (2.9)
22 C bT1Jb3 C 14 D 1: (2.10)
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We have to show that B1AnC1 D 1BT1 ; or2
64
1; 1bT1 ; 12
1b1 C B3b2; b1bT1 C B3G; 2b1 C B3b3
12 C bT1 Jb2 C 13; 2bT1 C bT1 JG C 1bT4 ; 22 C bT1 Jb3 C 14
3
75
D 1
2
64
1; bT1 ; 2
0; BT3 ; Jb1
0; 0T; 1
3
75 :
Observing (2.5), (2.6), (2.8)–(2.10), it remains to show that
2b1 C B3b3 D 1Jb1:
Applying (2.5) and (2.7) one gets
B3b3 D B3GJB−13 b1 C 3b1:
From (2.6) and (2.8) one then gets
2b1 C B3b3 D .1 C 3/b1 C 1BT3 JB−13 b1 − .bT1 JB−13 b1/b1
D .2 C 3/b1 C 1BT3 JB−13 b1 C 1.bT1 Jb2/b1
D 1BT3 JB−13 b1:
Since BT3 D JB3J; the assertion follows. 
LetAn be the set of all n  n matrices which are principally centrogonal. Then
Theorem 2 has, for instance, the following consequences:
(i) Define for A;A0 2An a product by
A  A0 D a11a011.B.a/B.a0//−1.B.a/B.a0//T;
where aT; a0T are the first rows of A and A0, respectively. Since there is a unique-
ly determined a00 such that B.a/B.a0/ D B.a00/ and a0011 D a11a011;An is closed
w.r.t. this product. It is easily shown that .An; / is a commutative group with
In as unit and AT as inverse of A.
(ii) For A 2An one has det A D an11.
Remark 2. If kAk is a matrix norm, a condition number .A/ for regular A is de-
fined by
.A/ D kAk kA−1k;
cf. e.g. Golub and van Loan [3, p. 80]. For the commonly used norms such as
kAk1 D max
16j6n
nX
iD1
jaij j; kAkF D .trace AAT/1=2; kAk1 D max
16i6n
nX
jD1
jaij j
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or
kAkS D 1=2M ;
where M is the largest eigenvalue of ATA; one can easily show that
kA−1k D kJAJk D kAk;
if A is centrogonal.
3. An exercise on binomial coefficients
In this section we will study the introductory example in view of Theorem 2. For
that purpose let for n 2 N the matrix Bn D B D .bij / be defined by
bij D .−1/iCj

n
i − j

; 1 6 i; j 6 n: (3.1)
It is easily seen that B D B.a/; where
a D .a1; : : : ; an/T; ai D .−1/iC1

n
i − 1

; 1 6 i 6 n;
and B−1 D .b0ij / where
b0ij D

n − 1 C i − j
n − 1

; 1 6 i; j 6 n:
By Theorem 2 the matrix A D B−1BT;  2 f−1; 1g; is principally centrogonal.
(For certain reasons later on we will choose  D .−1/nC1:) For calculating the en-
tries aij D  P% b0i%bj% of A it turns out that, as it is often the case when dealing with
binomial coefficients, a more general formula is easier to handle. Here the following
is useful: For n 2 N; k; ‘ 2 N0; n C ‘ > k C 1; it holds that
kX
%D0
.−1/k−%

n
%

n − 1 C ‘ − k C %
n − 1

D

n C ‘
k

n − 1 C ‘ − k
‘

: (3.2)
Eq. (3.2) can be proved by induction on k: Obviously, (3.2) holds for k D 0 or ‘ D
0: Let now k; ‘ 2 N0; n 2 N; n C ‘ > k C 2; and without loss of generality, ‘ > 1:
Then by the induction hypothesis
kC1X
%D0
.−1/k−%

n
%

n − 1 C ‘ − 1 − k C %
n − 1

D

n
k C 1

n − 1 C ‘
n − 1

−

n − 1 C ‘
k

n − 1 C ‘ − 1 − k
‘ − 1

;
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which is easily seen to be zero if n 6 k C 1: But in this case the right-hand side of
(3.2) is zero, too. If n > k C 1 a straightforward calculation yields

n
k C 1

n − 1 C ‘
n − 1

−

n − 1 C ‘
k

n − 1 C ‘ − 1 − k
‘ − 1

D

n C ‘
k C 1

n − 1 C ‘ − 1 − k
‘

:
Now for aij one gets
aij D.−1/j
jX
D1
.−1/

n − 1 C i − 
n − 1

n
j − 

D
j−1X
%D0
.−1/%

n − 1 C i − j C %
n − 1

n
%

:
Putting in (3.2) k D j − 1; ‘ D i − 1; one obtains
aij D.−1/j−1

n − 1 C i
j − 1

n − 1 C i − j
i − 1

: (3.3)
(For  D 1 and n D 4 this is the matrix (1.1).) From this result further identities can
be derived, a direct proof of which appears to be formidable. For n 2 N; 1 6 i; j 6
n;  D 1 one gets from BA D BT that
nX
%D1
.−1/%C1

n
i − %

n − 1 C %
j − 1

n − 1 C % − j
% − 1

D

n
j − i

and from ARA D I that
.−1/nC1Cj
nX
%D1
.−1/%

2n − i
n − %

n − 1 − i C %
n − i



n − 1 C %
j − 1

n − 1 C % − j
% − 1

D ij ;
where ij is the Kronecker symbol.
Besides principal centrogonality the matrix A, when suitably normalized, shares
another significant property with the unit matrix: It has the same characteristic poly-
nomial. This will follow from the following proposition.
Proposition 1. The matrix A D .aij / defined by .3:3/ is similar to the matrix
.−1/nC1B; where B is defined by .3:1/.
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Proof. Take the matrix D and its inverse D−1 as in Example 1. We show that A D
.−1/nC1D−1BD: For D−1B D .sij / one gets with formula (5.22) in [5] that
sij D .−1/nCj
nX
%D1

i − 1
n − %

n
% − j

D .−1/nCj

n − 1 C i
n − j

:
For D−1BD D .tij / one then obtains, applying formulas (5.21) and (5.16) in [5] that
tij D.−1/nC1Cj
nX
%D1
.−1/%

n − 1 C i
n − %

n − %
j − 1

D.−1/nC1Cj
n−jC1X
%D1
.−1/%

n C i − 1
j − 1

n C i − j
% C i − 1

D.−1/nCiCj

n C i − 1
j − 1
 nCi−jX
Di
.−1/

n C i − j


D.−1/nCiCj

n C i − 1
j − 1
2
4nCi−jX
D0
.−1/

n C i − j


−
i−1X
D0
.−1/

n C i − j

3
5
D.−1/nCiCjC1

n C i − 1
j − 1
 i−1X
D0
.−1/

n C i − j


D.−1/nCj

n C i − 1
j − 1

n C i − j − 1
i − 1

D .−1/nC1aij : 
Since B is a triangular matrix with all diagonal entries equal to 1, Proposition 1
implies that the characteristic polynomial of OA D .−1/nC1A is
det. OA − I/ D det.B − I/ D .1 − /n;
in particular det OA D 1 and trace OA D n: A further consequence is that
rg. OA − I/ D rg.B − I/ D n − 1;
i.e. the eigenspace of OA corresponding to the eigenvalue  D 1 has dimension 1. We
leave it as an exercise to show that xr D .1; 1; : : : ; 1/T and xT‘ D .x1; : : : ; xn/; where
xi D .−1/iC1
(
n−1
i−1

; 1 6 i 6 n; are right and left eigenvectors of OA; respectively.
One may also note that A is highly ill-conditioned (cf. also Remark 2). Take for
instance the smallest and the largest eigenvalue of AAT; m and M; respectively.
WritingAT D Ta1; : : : ; anUT and .AT/−1 D Tx1; : : : ; xnU one has aTi xj D ij : Hence
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one gets for Ox1 D x1=.xT1 x1/1=2 that
m D minfxTAATx V xTx D 1g 6 kAT Ox1k2 D .xT1 x1/−1:
Because of .AT/−1 D JATJ one obtains xT1 D .an;n; an;n−1;:::;an;1/; thus
m 6
8<
:
nX
jD1

2n − 1
j − 1

2n − 1 − j
n − 1
29=
;
−1
:
Similarly, if en denotes the nth unit vector,
M Dmax

xTAATx V xTx D 1} > kATenk2
D
nX
jD1

2n − 1
j − 1

2n − 1 − j
n − 1
2
:
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