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In this paper, we propose an approach to accelerate the dissipation dynamics for quantum state
generation with Lyapunov control. The strategy is to add target-state-related coherent control fields
into the dissipation process to intuitively improve the evolution speed. By applying the current
approach, without losing the advantages of dissipation dynamics, the target stationary states can
be generated in a much shorter time as compared to that via traditional dissipation dynamics. As a
result, the current approach containing the advantages of coherent unitary dynamics and dissipation
dynamics allows for significant improvement in quantum state generation.
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For years, quantum dissipation has been treated as a
resource rather than as a detrimental effect to generate a
quantum state [1–7] in quantum open systems modeled
by the Lindblad-Markovian master equation [8] (~ = 1)
ρ˙ =− i[H0, ρ] + Lρ,
Lρ =
∑
k
LkρL
†
k −
1
2
(L†kLkρ+ ρL
†
kLk), (1)
where the overdot stands for a time derivative and Lk are
the so-called Lindblad operators. By using dissipation,
one can generate high-fidelity quantum states without ac-
curately controlling the initial state or the operation time
(usually, the longer the operation time is, the higher is the
fidelity). Besides, dissipation dynamics is shown to be ro-
bust against parameter (instantaneous) fluctuations [1].
Due to these advantages, many schemes [9–21] have been
proposed for dissipation-based quantum state generation
in recent years based on different physical systems.
Generally speaking, to generate quantum states by
quantum dissipation, the key point is to find (or design)
a unique stationary state (marked as |S〉) which can not
be transferred to other states while other states can be
transferred to it. That is, the reduced system should
satisfy
H0|M〉 6= 0, H0|S〉 = 0, L˜†k|S〉 6= 0, L˜k|S〉 = 0, (2)
where |M〉 (M 6= S) are the orthogonal partners of the
state |S〉 in a reduced system satisfying 〈M |S〉 = 0 and∑
M |M〉〈M |+ |S〉〈S| = 1, and L˜k are the effective Lind-
blad operators. Hence, if the system is in |M〉, it will
always be transferred to other states because H0|M〉 6= 0
and L˜†k|S〉 6= 0, while if the system is in |S〉, it remains
invariant. Therefore, the process of pumping and decay-
ing continues until the system is finally stabilized into
the stationary state |S〉.
∗E-mail: xia-208@163.com
To show such a dissipation process in more detail, we
introduce a function V˙ to describe the system evolution
speed, where V = Tr(ρρs) is known as the Lyapunov
function [22] and ρs is the density matrix of the target
state |S〉. Lyapunov control is a form of local optimal
control with numerous variants [22–25], which has the
advantage of being sufficiently simple to be amenable
to rigorous analysis and has been used to manipulate
open quantum systems [25–27]. For example, Yi et al.
proposed a scheme in 2009 to drive a finite-dimensional
quantum system into the decoherence-free subspaces by
Lyapunov control [25].
When the system evolves into a target state at a final
time tf , i.e., ρ|t=tf → ρs, V approaches a maximum value
V = 1. Based on Eqs. (1) and (2), we find
V˙ = Tr[(−i[H0, ρ] + Lρ)ρs] =
∑
k
Γk〈Ek|ρ|Ek〉 ≥ 0, (3)
in which we have assumed L˜k =
√
Γk|S〉〈Ek|, with
Γk being the effective dissipation rates and |Ek〉 being
the effective excited states. Obviously, the evolution
speed strongly dependents on the effective dissipation
rates and the total population of effective excited states.
Hence, according to the dissipation dynamics, we have
〈Ek|ρ|Ek〉 → 0 when t→∞, which means V˙ |t→∞ = 0.
However, as is known, such a process is generally much
slower than a unitary evolution process because of the
small effective dissipation rates. It would be a serious
issue to realize large-scale integrated computation if it
takes too long to generate the desired quantum states. In
view of this, the preponderance of dissipation-based ap-
proaches would lose if a future technique would present
an ideal dissipation-free system. Therefore, accelerat-
ing the dissipation dynamics without losing its advan-
tages should signal a significant improvement for quan-
tum computation. Now that a unitary evolution process
is much faster than a dissipation process, we are guided
to ask, is it possible to accelerate the dissipation dynam-
ics by using coherent control fields? In Ref. [25] the
2authors mentioned that Lyapunov control may have the
ability to shorten the convergence time for an open sys-
tem. Therefore, in this paper, we will seek additional
coherent control fields according to Lyapunov control to
accelerate dissipation dynamics.
The strategy of accelerating dissipation dynamics is to
add a simple and realizable coherent control Hamiltonian
Hc to increase the value of V˙ in Eq. (3). The state
evolution equation in this case becomes
ρ˙ = −i[H0 +Hc, ρ] + Lρ, (4)
where Hc =
∑
n fn(t)Hn is the additional control Hamil-
tonian, Hn are time independent, and control functions
fn(t) are realizable and real valued. The corresponding
evolution speed reads
V˙a =Tr[(−i[H0, ρ] + Lρ)ρs]
+
∑
n
fn(t)Tr[(−i[Hn, ρ])ρs]. (5)
We use the symbol V˙a to distinguish from the original
evolution speed V˙ . The control functions fn(t) should be
carefully chosen to ensure that Va|t=t′
f
= 1 and V˙a|t=t′
f
=
0. For this goal, the simplest choice for fn(t) is [25]
fn(t) = Tr[(−i[Hn, ρ])ρs]. (6)
As can be seen from Eq. (2), the Hamiltonian H0 is
just used to ensure that |S〉 is a stationary state, while,
by adding additional coherent fields, it is easy to find
(H0 +Hc)|S〉 6= 0 (for ρ 6= ρs corresponding to t < tf ),
which means |S〉 is actually not a stationary state when
t < tf . For t → tf , according to Eq. (6), we have
fn(tf ) = 0 since ρ|t=tf → ρs. Thus, Hc = 0, so that |S〉
becomes a unique stationary state when t = tf . That
is, when t < tf , the coherent fields and dissipation work
together to drive the system to state |S〉, while when
t → tf , the additional coherent fields vanish and the
system becomes steady. It can also be understood as, in
the current approach, |S〉 is not a stationary state until
the population is totally transferred to it. Obviously,
such a process is significantly different from the previous
dissipation-based schemes [1, 14–18], in which |S〉 is the
unique stationary state during the whole evolution.
Usually, part of H0 can be chosen as Hn to make sure
thatHn is realizable. In this case, the additional coherent
control fields can be actually regarded as a modification
on Hamiltonian H0. So, the current approach can be ac-
tually understood as a parameter optimization approach
for dissipation-based quantum state generation. In the
following, we will verify the accelerating approach with
applications to quantum state generation.
Application I: Single-atom superposition state. We first
consider a three-level Λ atom with an excited state |e〉
and two ground states |g1〉 and |g2〉 to illustrate our ac-
celerating approach. The transition |e〉 ↔ |g1,(2)〉 is res-
onantly driven by a laser field with a Rabi frequency
Ω1,(2). The Hamiltonian in the interaction picture is thus
written as H0 = Ω0(sin θ|e〉〈g1| + cos θ|e〉〈g2|) + H.c.,
where Ω0 =
√
Ω21 +Ω
2
2 and θ = arctan
Ω1
Ω2
. The
Lindbald operators in this Λ system associated with
atomic spontaneous emission are L1 =
√
γ1/2|g1〉〈e| and
L2 =
√
γ2/2|g2〉〈e|, respectively. Then, we introduce
the orthogonal states |S〉 = cosϕ|g1〉 − sinϕ|g2〉 and
|T 〉 = sinϕ|g1〉 + cosϕ|g2〉 to rewrite the Hamiltonian
H0 as H0 = ΩS |e〉〈S| + ΩT |e〉〈T | + H.c., where ΩS =
Ω0 sin (θ − ϕ) and ΩT = Ω0 cos (θ − ϕ). Accordingly, by
choosing γ1 = γ2 = γ, we obtain two effective Lindblad
operators L˜S =
√
γ/2|S〉〈e| and L˜T =
√
γ/2|T 〉〈e|. It is
clear that if we choose θ = ϕ, the effective driving field
between |e〉 and |S〉 with a Rabi frequency ΩS will be
switched off and the condition in Eq. (2) will be satis-
fied. In this case, according to dissipation dynamics, the
system will be stabilized into the stationary state |S〉. Be-
ware that the present application example maybe similar
with that in Ref. [27] proposed by Wang et al. which
used Lyapunov control to drive an open system (with a
four-level atom driven by two lasers) into a decoherence-
free subspace. Here we need to emphasize that, in this
paper, we focus on analyzing the evolution speed and
how the Lyapunov control can accelerate the dissipation
dynamics.
By choosing tf = 10/Ω0, the evolution speed V˙ and
time-dependent population for state |S〉 versus γ are dis-
played in Figs. 1 (a) and (b), respectively. As shown
in the figure, to obtain the target state |S〉 in a rela-
tively high fidelity ≥ 0.95 within a fixed evolution time
tf = 10/Ω0, the decay rate should be at least γ ≥ Ω0
(PS |t=tf = 0.9506 when γ = Ω0). To accelerate such a
process by additional coherent control fields, we choose
FIG. 1: Single-atom superposition state preparation: The
comparison with respect to the evolution speed between the
traditional dissipation dynamics and the accelerated dissipa-
tion dynamics. (a) and (c): The evolution speeds given ac-
cording to Eq. (3) and Eq. (5) versus γ, respectively. (b) and
(d): The time-dependent populations governed by the tra-
ditional dissipation dynamics and the accelerated dissipation
dynamics, respectively.
3the control Hamiltonians Hn as H1 = µ1|e〉〈g1| + H.c.
and H2 = µ2|e〉〈g2| +H.c., where µ1 and µ2 are two ar-
bitrary time-independent parameters used to control the
intensities of the control fields. By choosing µ1 = 0.8
and µ2 = 0.6 as an example, the optimized evolution
speed V˙a given according to Eq. (5) is shown in Fig. 1
(c). Contrasting Figs. 1 (c) with (a), it is clear that
the evolution speed has been significantly improved, es-
pecially, when the decay rate γ is relatively small. For
example, when γ = 0.5Ω0, the maximum value of the
evolution speed has been increased from V˙ max ≈ 0.08 to
V˙a
max ≈ 0.26. While for a relatively large decay rate,
the increasing effect is relatively weak. This is because
the control functions fn(t) are mainly decided by the in-
stantaneous distance d = 1 − Tr(ρρs) from the target
state according to Eq. (6). In general, fn(t) are in di-
rect proportion to d. In a certain period of time, more
population will be transferred to the stationary state |S〉
with a relatively large decay rate (see Fig. 1). That is,
the instantaneous value of Tr(ρρs) decreases with the in-
crease of γ. Accordingly, the control functions fn(t) will
fade away along with the increase of the decay rate γ.
To show the fidelity of the accelerated state generation
in more detail, we display the fidelity of the target state
|S〉 versus operation time T = tf − ti (ti = 0 is the initial
time) and decay rate γ in Fig. 2 (a). For clarity, in the
following, we will use the symbols Tt and Ta to express
operation times via traditional dissipation dynamics and
accelerated dissipation dynamics, respectively. It is clear
from Fig. 2 (a) that the efficiency of state generation has
been remarkably improved since a relatively high fidelity
(FS ≈ 0.95) of the target state |S〉 can be achieved even
when the operation time is only Ta = 5/Ω0. The shapes
for the additional control fields are shown to be smooth
curves [see Fig. 2 (b) with γ = 0.8Ω0 as an example]
which can be easily realized in practice. For example,
one can use electrooptic modulators to implement such
coherent fields.
Affected by the real experimental environment, there
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FIG. 2: Single-atom superposition state preparation: (a)
Fidelity FS of the accelerated dissipation scheme versus Ta
and γ, where the fidelity FS is defined by FS = 〈S|ρ|S〉|t=tf
expressing the final population for the target state. (b) The
coherent control fields for the accelerated dissipation scheme
when γ = 0.8Ω0. In general, the intensity for the additional
coherent control fields should be smaller than Ω1,(2).
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FIG. 3: Single-atom superposition state preparation: The
comparison with respect to the robustness against amplitude-
noise error between the traditional dissipation dynamics and
the accelerated dissipation dynamics. (a) FS versus η and γ
via traditional dissipation dynamics with Tt = 20/Ω0. (b) FS
versus η and γ via the accelerated dissipation dynamics with
Ta = 10/Ω0. Here Ta = 10/Ω0 is chosen to make the highest
fidelity for each γ in Fig. 3 (b) to be the same as that in Fig.
3 (a) as far as possible.
is usually a stochastic kind of noise that should be con-
sidered in realizing the scheme. Assume that the Hamil-
tonian H0 is perturbed by some stochastic part ηHs de-
scribing amplitude noise. A stochastic Schro¨dinger equa-
tion in a closed system (in the Stratonovich sense) is then
ψ˙(t) = [H0 + ηHsξ(t)]ψ(t), where ξ(t) = ∂tWt is heuris-
tically the time derivative of the Brownian motion Wt.
ξ(t) satisfies 〈ξ(t)〉 = 0 and 〈ξ(t)ξ(t′)〉 = δ(t − t′) be-
cause the noise should have zero mean and the noise at
different times should be uncorrelated. Then, we define
ρξ(t) = |ψξ(t)〉〈ψξ(t)|, and the dynamical equation with-
out dissipation for ρξ is thus given as
ρ˙ξ = −i[H0, ρξ]− iη[Hs, ξρξ]. (7)
After averaging over the noise, Eq. (7) becomes ρ˙ ≃
−i[H0, ρ]− iη[Hs, 〈ξρξ〉], where ρ = 〈ρξ〉 [28]. According
to Novikov’s theorem in the case of white noise, we have
〈ξρξ〉 = 12 〈 δρξδξ(t′) 〉|t′=t = − iη2 [Hs, ρ]. Hence, when both
the amplitude noise and dissipation are considered, the
dynamics of the open system will be governed by
ρ˙ ≃ −i[H0, ρ] +Nρ+ Lρ, (8)
where Nρ = − η22 [Hs, [Hs, ρ]].
For the current three-level scheme, we consider an in-
dependent amplitude noise in Ω1 as well as in Ω2 with
the same intensity η2, and the noise term in Eq. (8) is
thus
Nρ = −η
2
2
([Hs1, [Hs1, ρ]] + [Hs2, [Hs2, ρ]]), (9)
where Hs1 = Ω1|e〉〈g1|+H.c. and Hs2 = Ω2|e〉〈g2|+H.c..
According to Eq. (8), the robustness against amplitude-
noise error for the dissipation-based state generation
without the additional coherent control fields is shown
in Fig. 3 (a), in which the operation time is chosen as
Tt = 20/Ω0. Only a ∼ 2% deviation will occur in the fi-
delity as shown in the figure with a relatively small decay
4FIG. 4: Two-atom entanglement preparation: (a) Level di-
agram of a single atom. The optical pumping laser for the
two atoms differs by a relative phase of pi. (b) The effective
transitions for two-atom trapped system. With the effective
driving fields and decays, ultimately, the system will be sta-
bilized into the state |S〉.
rate γ ≤ 1 and the noise intensity is η = 0.1. The robust-
ness of the scheme against amplitude-noise error is better
when the decay rate gets larger. For comparison, the ro-
bustness against the amplitude-noise error of the acceler-
ated dynamics governed by ρ˙ ≃ −i[H0+Hc, ρ]+Nρ+Lρ,
is shown in Fig. 3 (b) with operation time Ta = 10/Ω0.
The result shows the robustness of the accelerated scheme
with respect to amplitude-noise error is almost the same
with that of the traditional scheme. A stochastic noise
with intensity η = 0.1 also causes a deviation of about
2% on the fidelity when γ ≤ 1, and the influence of noise
decreases with increasing γ. That is, we have confirmed
that the approach by adding coherent control fields can
realize the goal of accelerating the dissipation process
without losing the advantage of robustness against pa-
rameter fluctuations.
Application II: two-atom entanglement. We consider
two Λ atoms with a level structure, as shown in Fig. 4 (a)
(marked as atom A and atomB), which are trapped in an
optical cavity. The transition |g1〉m ↔ |e〉m (m = A,B)
is resonantly driven by a laser with Rabi frequency Ωm,
and the transition |g2〉m ↔ |e〉m is coupled to the quan-
tized cavity field resonantly with coupling strength λ.
Besides, we apply a microwave field with Rabi frequency
ΩMW to drive the transition between ground states |g1〉m
and |g2〉m with detuning δ. The Hamiltonian for this sys-
tem in an interaction picture reads
H0 =
∑
m=A,B
Ωm|e〉m〈g1|+ ΩMW eiδt|g2〉m〈g1|
+ λ|e〉m〈g2|a+H.c., (10)
where a denotes the cavity annihilation operator. The
corresponding dynamics of the current system is de-
scribed by the master equation in Eq. (1). The
Lindbald operators associated with atomic spontaneous
emission and cavity decay are Lm1 =
√
γ1/2|g1〉m〈e|,
Lm2 =
√
γ2/2|g2〉m〈e| (m = A,B), and LC = √κa =√
κ|0〉C〈1|, where κ is the cavity decay rate and |k〉C
(k = 0, 1) denotes the photon number in the cavity.
Referring to the formula of quantum Zeno dynamics
[29], we write the HamiltonianH0 asH0 = Ω(Hp+KHq),
where Ω =
√
Ω2A +Ω
2
B +Ω
2
MW , K = g/Ω, Hp stands
for the dimensionless interaction Hamiltonian between
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FIG. 5: Two-atom entanglement preparation: The compar-
ison with respect to the two-atom entanglement generation
between the traditional dissipation dynamics and the accel-
erated dissipation dynamics. (a) PS versus γ1 via traditional
dissipation dynamics. (b) PS versus γ1 via accelerated dissi-
pation dynamics. The basic parameters in plotting the figure
are λ = 10Ω0, δ = 0.15Ω0 , κ = 0.5Ω0, γ2 = 0.5γ1, and
ΩMW = 0.2Ω0 . The initial state is selected as ρ0 = |ψ1〉〈ψ1|.
the atom and the classical field, and Hq denotes the
counterpart between the atom and the quantum cav-
ity field. When the strong coupling limit K → ∞ is
satisfied, we obtain the effective Hamiltonian Heff0 =
Ωa(
∑
l PlHpPl + KǫlPl), where Pl is the eigenprojec-
tion and ǫl is the corresponding eigenvalue of Hq: Hq =∑
l ǫlPl. Assuming the system is initially in the Zeno
dark subspace (ǫl = 0) spanned by |ψ1〉 = |g1g2〉A,B|0〉C ,
|ψ2〉 = |g2g1〉A,B|0〉C , |ψ3〉 = |g2g2〉A,B |0〉C , |ψ4〉 =
|g1g1〉A,B|0〉C , and |D〉 = 1√2 (|eg2〉A,B − |g2e〉A,B)|0〉C ,
the effective Hamiltonian reduces to (ΩA = −ΩB and
Ω0 =
√
Ω2A +Ω
2
B)
Heff0 =
Ω0√
2
|D〉〈T |+
√
2ΩMW e
iδt|ψ3〉〈T |
+
√
2ΩMW e
−iδt|ψ4〉〈T |+H.c., (11)
where |S〉 = (|ψ1〉 − |ψ2〉)
√
2 and |T 〉 = (|ψ1〉 +
|ψ2〉)
√
2. Accordingly, the effective Lindblad operators
are L˜G =
√
γ2/2|ψ3〉〈D|, L˜S =
√
γ1/4|S〉〈D|, and
L˜T =
√
γ1/4|T 〉〈D|. The cavity field has been decoupled
in the effective Hamiltonian when the Zeno condition is
satisfied thus the cavity decay can be neglected. Figure
4 (b) shows the effective transitions of reduced system.
The time-dependent population for the target state
|S〉 versus decay rate γ1 is shown in Fig. 5 (a). Ob-
viously, an operation time Tt = 30/Ω0 = 300/λ is not
enough to generate the entangled state |S〉 [the maxi-
mum population for |S〉 in Fig. 3 (a) is only 0.8548]. A
further study shows that for γ1 ≤ 2Ω0, an operation time
Tt ≥ 1000/λ = 100/Ω0 is necessary in order to obtain a
relatively high-fidelity (FS ≥ 0.9) entanglement. Such
results can be also found in the previous schemes for the
generation of two-atom entanglement. For example, in
Ref. [1], by choosing parameters similar to those in plot-
ting Fig. 5 (a), the time required for entanglement gen-
eration with fidelity FS ≥ 0.9 is Tt ≥ 1300/λ = 130/Ω0.
The control Hamiltonians to accelerate entanglement
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FIG. 6: Two-atom entanglement preparation: The fidelity
FS versus detuning δ and Rabi frequency ΩMW with (a) γ1 =
0.5Ω0; (b) γ1 = Ω0; (c) γ1 = 2Ω0. The basic parameters in
plotting the figure are λ = 10Ω0, κ = 0.5Ω0 , and γ2 = 0.5γ1.
The initial state is selected as ρ0 = |ψ1〉〈ψ1|.
generation are chosen as H1 = µ1|e〉A〈g1| + H.c. and
H2 = µ2|e〉B〈g1| + H.c.. We randomly select µ1 = 1
and µ2 = 1.5 as an example to show time-dependent
PS versus γ1 in Fig. 5 (b). One can find from Fig. 5
that the entanglement generation has been accelerated
by the additional coherent control fields. An operation
time Ta ≤ 20/Ω0 is enough to generate two-atom entan-
glement with fidelity FS ≥ 0.9. In fact, by choosing suit-
able parameters for a specified decay rate, the fidelity can
be further improved (See Fig. 6). As shown in the figure,
for decay rate γ1 = 0.5Ω0 [See Fig. 6 (a)], the optimal
parameters are δ = 0 and ΩMW ∼ 0.25Ω0, and the cor-
responding fidelity is FS ∼ 0.97; for decay rate γ1 = Ω0
[See Fig. 6 (b)], when δ ∼ 0.6Ω0 and ΩMW ∼ 0.15Ω0,
we have the highest fidelity FS ∼ 0.96; for decay rate
γ1 = 2Ω0 [See Fig. 6 (c)], the highest fidelity FS ∼ 0.96
appears when δ ∼ 0.5Ω0 and ΩMW ∼ 0.2Ω0. The exper-
imentally achievable values for cooperativity are around
C = λ2/(γ1κ) ≈ 100 [30], corresponding to γ1 ≈ 2Ω0 and
κ ≈ 0.5Ω0. For λ = (2π)35MHz, with the experimentally
achievable parameters, the operation time required for
the entanglement generation is only about 1.3 µs, which
is much shorter than the typical decoherence time scales
for this system.
In conclusion, we have investigated the possibility of
accelerating dissipation-based state generation in a three-
level system and a trapped two-atom system. From both
analytical and numerical evidence, we have shown that
the speed for a system to reach the target state has been
significantly improved with additional coherent control
fields, without losing the advantage of robustness against
parameter fluctuations. Notably, the additional control
fields are given basically according to the definition of the
system evolution speed via dissipation dynamics [see Eq.
(3)], while there are in fact other definitions that can be
used and the control fields would be accordingly changed.
So, in the future, it would be interesting to study the
behavior of the given additional coherent control fields
based on other definitions of the evolution speed.
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