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A PULLBACK OPERATION ON A CLASS OF CURRENTS
HA˚KAN SAMUELSSON KALM
Abstract. For any holomorphic map f : X → Y between a complex manifold
X and a complex Hermitian manifold Y we extend the pullback f∗ from smooth
forms to a class of currents in a cohomologically sound way. We provide a basic
calculus for this pullback. The class of currents we consider contains in particular
the Lelong current of any analytic cycle. Our pullback depends in general on the
Hermitian structure of Y but coincides with the usual pullback of currents in case
f is a submersion. The construction is based on the Gysin mapping in algebraic
geometry.
1. Introduction
Calculus of currents is central in complex geometry. One example is the celebrated
Monge-Ampe`re product. Closely related to current products is pullback of currents.
The purpose of this paper is to introduce a pullback operation on a class of currents,
which we call pseudosmooth, and show some basic properties. We do this by using
and developing ideas from [2, 3, 6] where a calculus inspired by intersection theory
of what therein is called generalized cycles is developed.
A current µ on a complex manifold Y is pseudosmooth, µ ∈ PS(Y ), if it is locally
a finite sum of direct images g∗α where α is a smooth form and g is a holomorphic
map whose restriction to suppα is proper. For instance, Lelong currents of cycles
are pseudosmooth since if i : V → Y is a subvariety then [V ] = i∗1, where [V ] is the
Lelong current of integration over Vreg.
Theorem 1.1. Let X be a complex manifold and let Y be a complex Hermitian man-
ifold. For any holomorphic map f : X → Y there is a linear mapping f∗ : PS(Y )→
PS(X) with the following properties: If ϕ is a smooth form on Y , then f∗ϕ is the
usual pullback. If additionally µ ∈ PS(Y ), then
(1.1) f∗(ϕ ∧ µ) = f∗ϕ ∧ f∗µ,
(1.2) f∗dµ = df∗µ, f∗∂¯µ = ∂¯f∗µ, f∗∂µ = ∂f∗µ.
Let U ⊂ X be an open set. Then (f∗µ)|U = f |
∗
Uµ. Assume that f(U) is a
complex manifold and that the map f˜ : U → f(U) induced by f is a submersion. Let
ι : f(U) → Y be the inclusion so that f |U = ι ◦ f˜ . Then f |
∗
Uµ = f˜
∗ι∗µ, where f˜∗ is
the usual pullback of currents under a submersion.
Notice in view of (1.1) that supp f∗µ ⊂ f−1(suppµ). Notice also that if f is a
submersion, then by the last part of Theorem 1.1, our f∗ coincides with the usual
pullback of currents under a submersion
Pullback of smooth forms is functorial in the sense that if f can be factorized as
f = f2 ◦ f1, where f1 : X → X
′ and f2 : X
′ → Y are holomorphic maps between
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complex manifolds, and ϕ is smooth, then f∗ϕ = f∗1f
∗
2ϕ. This cannot be expected
for our pullback of currents since in general f∗1 f
∗
2ϕ additionally depends on a choice
of Hermitian structure on X ′. In Section 7 we give an expression for the difference
f∗µ− f∗1f
∗
2µ. As a consequence we find a sufficient condition for the difference to be
0, see Corollary 7.5.
We will say that a complex manifold Y is good if there is a holomorphic vector
bundle F˜ → Y × Y with a holomorphic section Ψ˜ which defines the diagonal ∆ ⊂
Y × Y . For instance, any projective manifold is good.
Theorem 1.2. Let Y be a compact good complex Hermitian manifold, X a compact
complex manifold, and f : X → Y a holomorphic map. If µ ∈ PS(Y ) is closed, then
for any Hermitian metric on Y ,
(1.3) [f∗µ]dR = f
∗[µ]dR,
where [·]dR means de Rham cohomology class and f
∗ on the right-hand side is the
usual pullback of cohomology classes. In particular, [f∗µ]dR is independent of the
Hermitian metric on Y .
It follows from Theorem 1.2 that our pullback on closed pseudosmooth currents µ
is functorial on cohomology level: Assume that f in Theorem 1.2 can be factorized as
f = f2◦f1, where f1 : X → X
′ and f2 : X
′ → Y are holomorphic and X ′ is a compact
good Hermitian complex manifold. Since f∗[µ]dR = f
∗
1 f
∗
2 [µ]dR, by Theorem 1.2 thus
[f∗µ]dR = [f
∗
1 f
∗
2µ]dR.
Let X, Y , and f be as in Theorem 1.1 and let i : X → X × Y be the graph
embedding. The normal bundleNi(X)(X×Y ) of i(X) inX×Y is naturally isomorphic
with TY and thus inherits a Hermitian metric. To define f∗ : PS(Y ) → PS(X) we
assume here for simplicity that Y is good. Let F˜ and Ψ˜ be as in the paragraph before
Theorem 1.2. Then the section Ψ = (f × idY )
∗Ψ˜ of F = (f × idY )
∗F˜ defines the
graph i(X) ⊂ X × Y of f . There is an embedding Ni(X)(X × Y ) →֒ F |i(X), see, e.g.,
Section 3.2 below, and thus the image of Ni(X)(X × Y ) gets an induced Hermitian
metric. We extending this metric in an arbitrary way to a Hermitian metric on all
of F . If µ ∈ PS(X × Y ) then the limits1
(1.4) (ddc log |Ψ|2)k ∧ µ = lim
ǫ→0
(ddc log(|Ψ|2 + ǫ))k ∧ µ
exist, cf. [2, Theorem 5.2] and Proposition 3.4 below. If µ = 1 then (1.4) is the Monge-
Ampe`re product defined by Bedford-Taylor-Demailly in case k ≤ codim {Ψ = 0} and
by Andersson [1] if k > codim {Ψ = 0}. Thus, (1.4) is a way to define a Monge-
Ampe`re products on the current µ. As in [2] we let
(1.5) MΨ ∧ µ =
∑
k≥0
MΨk ∧ µ =
∑
k≥0
1{Ψ=0}(dd
c log |Ψ|2)k ∧ µ,
where 1{Ψ=0}(dd
c log |Ψ|2)k ∧µ is the restriction of (ddc log |Ψ|2)k ∧µ to {Ψ = 0} for
k > 0 and MΨ0 ∧ µ = 1{Ψ=0}µ is the restriction of µ to {Ψ = 0}.
Let µ ∈ PS(Y ) and let π2 : X × Y → Y be the standard projection. Since π2
is a submersion, π∗2µ is a well-defined current in X × Y and it turns out that it is
1In this paper dc = (∂ − ∂¯)/4pii so that if z is a complex coordinate in C then ddc log |z|2 = [0].
A PULLBACK OPERATION ON A CLASS OF CURRENTS 3
pseudosmooth. We let
(1.6) f∗µ =
n∑
k=0
f∗cˆn−k(TY ) ∧ π1∗(M
Ψ
k ∧ π
∗
2µ),
where π1 : X×Y → X is the standard projection and cˆℓ(TY ) is the ℓth Chern form of
TY . As an illustration, let f : Bl0C
2 → C2 be the blowup of the origin in C2 and let
µ be the Dirac measure at 0 ∈ C2 considered as a (2, 2)-current. With the standard
Hermitian metric on C2 we have f∗µ = ω ∧ [E], where E ≃ P1 is the exceptional
divisor and ω is the standard Fubini-Study metric form on that P1, see Example 5.6
below.
In Section 5 we will see that f∗µ is the image of µ under the Gysin mapping of
the graph embedding X →֒ X × Y . Furthermore, if Γ ⊂ X × Y is the graph of f we
show that f∗µ coincides with π1∗ of the image of [Γ]⊗π
∗
2µ under the Gysin mapping
of the diagonal embedding X × Y →֒ (X × Y ) × (X × Y ), see Theorem 5.10. This
description of f∗µ makes it possible to define the pullback of pseudosmooth currents
under meromorphic maps and correspondences, cf. the discussion after Theorem 5.10.
Meromorphic maps appear naturally since a polynomial map Cn → Cn in general
only extends to a meromorphic map Pn → Pn. Iterated pullbacks (and pushforwards)
under such maps is important for instance in complex dynamics. The pullback of a
smooth form ϕ under a meromorphic map is usually not smooth but only pseudos-
mooth. Our class of currents may thus have relevance in complex dynamics. Currents
in our class also appear naturally in the study of Monge-Ampe`re products associated
to holomorphic sections of Hermitian vector bundles; the so-called non-pluripolar
part is in our class.
In view of the explicit analytical formula (1.6) for f∗µ and the complete general-
ity of f we hope that our approach can complement existing works on pullback of
currents. Let us mention a few such works. First of all, the intersection theory in
[14] contains in particular a quite general theory of pullback of cycles such that if
Z is a cycle in Y than f∗(Z) is a rational equivalence class in X. This is extended
to pullback of Green currents in the context of arithmetic intersection theory by
Gillet–Soule´ in [15].
In complex geometry mainly pullback of positive closed currents has been con-
sidered. A positive closed (1, 1)-current has at least locally a ddc-potential which is
a plurisubharmonic function. By using (quasi-)plurisubharmonic ddc-potentials one
can define the pullback of such currents under surjective maps, see Me´o [20]. Dinh
and Sibony have considered pullback of positive closed (p, p)-currents in several pa-
pers. In [10] is defined an essentially canonical pullback, with good continuity and
cohomological properties, of such currents under holomorphic mappings with con-
stant fiber dimension, cf. Example 5.9 below. In [11] and [12] a general theory of
super-potentials is developed on compact Ka¨hler manifolds generalizing the case of
(1, 1)-currents. Building on some works by Dinh and Sibony, Truong defines a pull-
back under dominant meromorphic maps [22]. Recently, in [13], on Ka¨hler manifolds
was introduced the notions of density currents and tangent currents to a positive
closed current along a submanifold. We believe that the tangent currents to π∗2µ
along the graph of f is connected to our approach, cf. [18] where Kaufmann and
Vu compare density currents to Monge–Ampe`re-type products. We also mention
the recent paper [8] by Barlet; on any reduced pure-dimensional analytic space is
introduced a sheaf of holomorphic p-forms, closed under wedge products and the
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de Rham differential, so that the pullback under a holomorphic map, whose image
is not contained in the singular locus, is well-defined and functorial.
The plan of the paper is as follows. Preliminaries and some basic facts about
pseudosmooth currents are collected in Section 2. In Section 3 we recall Segre forms
of ideal sheaves and their relation to currents like (1.5). This relation is used in
Section 4 to define a Gysin mapping for pseudosmooth currents. Using this the
pullback operation is introduced in Section 5 and Theorem 1.1 is proved. Theorem 1.2
is proved in Section 6 and functoriality is discussed in Section 7.
Acknowledgment: I would like to thank Mats Andersson for comments that have
improved the presentation. I would also like to thank Nessim Sibony for valuable
comments.
2. Preliminaries and pseudosmooth currents
Let V be a reduced analytic space. A smooth form ϕ on Vreg is said to be smooth
on V if, given a local embedding V →֒ D ⊂ CN , there is a smooth form ϕ˜ in D
whose pullback to Vreg equals ϕ. It is well-known that this notion is independent of
embedding, see, e.g., [4]. If V has pure dimension d then the (p, q)-currents on V is
the dual of the space of (d − p, d − q)-test forms, i.e., compactly supported smooth
(d−p, d−q)-forms on V , cf. [17]. Thus, by definition, given a local embedding i : V →
D ⊂ CN , the (p, q)-currents on V can be identified with the (p+N − d, q +N − d)-
currents in D that vanish on test forms ξ such that i∗ξ = 0.
Let g : V ′ → V be a holomorphic map. If ϕ is smooth on V then g∗ϕ is a well-
defined smooth form on V ′, such that if g = g2 ◦ g1, then g
∗ϕ = g∗1g
∗
2ϕ, see [9,
Corollary 2.4.11] or [4]. If V →֒ D ⊂ CN and V ′ →֒ D′ ⊂ CN
′
are local embeddings
and g˜ : D′ → D is an extension of g, then g∗ϕ is obtained by choosing an extension
of ϕ to D, pull it back under g˜, and pull the result back to V ′reg. If g is proper and
ν is a current on V ′, then by duality g∗ν is a well-defined current on V ; clearly it is
sufficient that g is proper on the support of ν, i.e., that g|supp ν is proper. Moreover,
if g = g2 ◦ g1, where g1 and g2 are proper, then g∗ν = g2∗g1∗ν. If ϕ is smooth on V
and g is proper on the support of ν, then we have the projection formula
(2.1) ϕ ∧ g∗ν = g∗(g
∗ϕ ∧ ν).
If V ′ and V are smooth and π : V ′ → V is a submersion, then π∗ϕ is a test form
in V for any test form ϕ in V ′. Thus, for any current µ on V , π∗µ is a well-defined
current in V ′ by setting π∗µ.ϕ = µ.π∗ϕ. In particular, if V
′ = V × V ′′ and π is the
projection on the first factor then π∗µ is well-defined. It is clear that in this case,
(2.2) π∗µ = µ⊗ 1.
Definition 2.1. A current µ on V is pseudosmooth on V , µ ∈ PS(V ), if each point
of V has a neighborhood U such that µ|U is a finite sum of currents g∗α, where α is
a smooth form on a connected complex manifold V ′ and g : V ′ → U is holomorphic
and proper on the support of α.
The class of pseudosmooth currents is unchanged if V ′ in Definition 2.1 is allowed
to be a reduced analytic space. In fact, if V ′ is an analytic space one can first
assume that V ′ is irreducible by restricting g to the irreducible components. Then
by Hironaka’s theorem, there is a modification π : V˜ ′ → V ′ such that V˜ ′ is smooth
and connected, and V˜ ′ \ π−1V ′sing is biholomorphic with V
′
reg. If α is smooth on V
′
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it follows that π∗π
∗α = α as currents on V ′ and thus one can replace α, g, and V ′
by π∗α, V˜ ′, and g ◦ π, respectively.
Notice that by (2.1), if ϕ is smooth on V and µ ∈ PS(V ) then ϕ∧ µ ∈ PS(V ). If
h : V → Z is a proper holomorphic map it follows that h∗PS(V ) ⊂ PS(Z).
On a smooth space the pseudosmooth currents are pseudomeromorphic, see [7,
Theorem 2.15]. We recall (see, e.g., [7] and the references therein) the
Dimension principle: If µ is a pseudomeromorphic (∗, q)-current with support con-
tained in an analytic set of codimension > q, then µ = 0.
We also remark that a real pseudosmooth (p, p)-current is a DSH current in the
sense of Dinh and Sibony, see [10, Definition 3.2] and the comment following it.
Pseudosmooth currents have order 0. If µ ∈ PS(V ) and 1W is the characteris-
tic function of an analytic subset W ⊂ V , then 1Wµ can be defined as limǫ→0(1 −
χ(|h|2/ǫ))µ, where χ : R → R is a smooth approximation of 1[1,∞) and h is a holo-
morphic tuple cutting out W . We let
(2.3) 1V \Wµ = lim
ǫ→0
χ(|h|2/ǫ)µ
so that µ = 1Wµ+ 1V \Wµ. If µ = g∗α then
(2.4) 1Wµ = g∗(1g−1Wα), 1V \Wµ = g∗(1V ′\g−1Wα).
Moreover, cf. [2, Lemma 3.2], let V ′k, k ∈ K, and V
′
ℓ , ℓ ∈ L, be the irreducible
components of V ′ such that g(V ′k) ⊂ W and g(V
′
ℓ ) 6⊂ W , respectively. Then 1Wµ =∑
k∈K gk∗αk and 1V \Wµ =
∑
ℓ∈L gℓ∗αℓ, where gj = g|V ′j and αj = α|V ′j . In particular
it follows that 1Wµ and 1V \Wµ are pseudosmooth.
If Z =
∑
k akZk is a cycle in V , where aj ∈ Z and jk : Zk → V are irreducible, we
write j : Z → V and let
j∗ϕ :=
∑
k
akj
∗
kϕ,
if ϕ is a smooth form in V . Notice that j∗ϕ is smooth on each Zk but in general
only pseudosmooth on the support |Z| = ∪kZk. If ϕ = ϕ
′ ∧ ϕ′′, where ϕ′ and ϕ′′ are
smooth, then
(2.5) j∗ϕ = j∗ϕ′ ∧ j∗ϕ′′,
where j : |Z| → V is the inclusion. If µ pseudosmooth on |Z| we let j∗µ :=∑
k akjk∗1Zkµ. Notice that
(2.6) ϕ ∧ j∗µ = j∗(j
∗ϕ ∧ µ),
(2.7) j∗j
∗ϕ = j∗j
∗ϕ = ϕ ∧ [Z].
3. Segre forms, normal bundles, and Chern forms
Throughout this section V is a reduced analytic space of pure dimension m and
J is a coherent ideal sheaf on V with zero set j : W →֒ V .
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3.1. Segre forms of ideal sheaves. The model case is when J is a principal ideal
sheaf. In this case, let j : D → V be the corresponding Cartier divisor, let L be the
line bundle corresponding to D, and let σ be a section of L defining D. Assume that
L|W has a Hermitian metric and let cˆ1(L
∗|W ) be the associated first Chern form of
the dual bundle. If D =
∑
j ajWj, where Wj are the irreducible components of D
and aj are integers, then the (total) Segre form of J is
sˆ(J , V ) =
∞∑
k=0
∑
j
aj1Wj cˆ1(L
∗|W )
k.
Notice that sˆ(J , V ) ∈ PS(W ). Suppose that J is generated by a holomorphic section
Φ of a vector bundle E → V . Then we have Φ = σΦ′, where Φ′ is a non-vanishing
section of L∗⊗E ≃ Hom(L,E). Thus, Φ′ gives an embedding L →֒ E. The restricted
embedding L|W →֒ E|W induces a Hermitian metric on the image of L|W in E|W .
We choose a Hermitian metric on E extending this metric. Then the embedding
L →֒ E induces a Hermitian metric on L. Letting cˆ1(L
∗) be the corresponding first
Chern form we have
(3.1) sˆ(J , V ) = j∗
∞∑
k=0
cˆ1(L
∗)k.
Let now J be arbitrary; the case that J = 0 on some irreducible components
Vj of V is allowed. The Segre form are for the purposes of this paper conveniently
described in terms of the blowup BlJ V along J ; cf. [14, Appendix B.6]. If J = 0
on Vj then we include in BlJ V . Moreover, we define the Segre form on Vj to be 1.
Replacing V by V \ ∪Vj we may assume that J 6= 0 on each irreducible component
of V .
Recall that the blowup π : BlJV → V is defined by the two properties that 1) π
∗J
is principal2 and that 2) if π˜ : V˜ → V also has the property that π˜∗J is principal
then there is a map τ : V˜ → BlJ V such that π˜ = π ◦ τ .
Let ι : D → BlJ V be the exceptional divisor, let L be the corresponding line
bundle, let σ be a section of L defining D, and let ι : |D| → BlJ V be the inclusion
of the support of D. If L||D| has a Hermitian metric, then we let
sˆ(J , V ) = (π||D|)∗sˆ(π
∗J , BlJ V ).
Let sˆℓ(J , V ) be the component of sˆ(J , V ) of bidegree (ℓ, ℓ). Notice that sˆ(J , V ) ∈
PS(W ).
Suppose that J is generated by a holomorphic section Φ of a Hermitian vector
bundle E → V . Then π∗Φ generates the principal ideal π∗J and thus, as before,
π∗Φ = σΦ′, where Φ′ is a non-vanishing section of Hom(L, π∗E). Hence, Φ′ induces
an embedding L→ π∗E and we have
(3.2) L||D| →֒ L →֒ π
∗E.
Thus L||D| gets a Hermitian metric and we denote the corresponding Segre form by
sˆ(Φ, V ) to indicate that it depends on the metric on L||D| induced by the embedding
(3.2), which depends on Φ.
Also L gets a Hermitian metric by (3.2). If σ0 is a local trivializing section of L,
then |σ0|
2 = |σ0Φ
′|2π∗E and so cˆ1(L) = −dd
c log |σ0Φ
′|2. This form is independent of
2By pi∗J we mean the ideal generated by pi∗ of the generators of J .
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the choice of σ0 so we will omit σ0 and write cˆ1(L) = −dd
c log |Φ′|2. Notice that
(3.3) sˆ(Φ, V ) = (π||D|)∗ι
∗
∑
k≥0
cˆ1(L
∗)k = (π||D|)∗ι
∗
∑
k≥0
(ddc log |Φ′|2)k.
Remark 3.1. ([2, Remark 5.1]) Let W˜ be the possibly non-reduced analytic subspace
of V with structure sheaf OV /J . There is an associated Chow class s(W˜ , V ) ∈ A(W )
called the Segre class. In view of [14, Corollary 4.2.2] and (2.7) it can be defined as
in (3.3) with cˆ1(L
∗) replaced by the first Chern class c1(L
∗).
3.2. The normal bundle of a complete intersection; Chern and Segre forms.
Assume that J is a locally complete intersection of codimension n. It is well-known
that there is an associated normal bundle NJ V → W . A section ξ of NJ V is a
choice of a local holomorphic tuple ξ(s) on W for each local minimal-length tuple s
generating J such that Mξ(s) = ξ(Ms) on W for any locally defined holomorphic
matrix M , which is invertible in a neighborhood of W ; see [2, Section 7] for this
definition and the connection to the algebraic definition. If J is the ideal sheaf of
functions vanishing on W we write NWV instead of NJ V .
By definition, each holomorphic tuple s = (s1, . . . , sn) generating J in U ⊂ V
induces a local trivialization Ns ≃ (NJ V )|U∩W , where Ns = (U ∩W ) × C
n. If s˜ is
another such tuple generating J in U˜ , then s˜ =Ms in U ∩ U˜ for some holomorphic
matrix M and M |W is the transition matrix Ns → Ns˜. Notice that if j
′ : W ′ → V is
a reduced pure-dimensional subspace and j′∗J is a locally complete intersection of
codimension n, then
(3.4) Nj′∗JW
′ = (NJ V )|W∩W ′
since the transitions matrices of Nj′∗JW
′ are j′∗ of the transition matrices of NJ V .
Notice also that there is a natural embedding L||D| →֒ π|
∗
|D|NJ V , where we have
used the notation in Section 3.1. In fact, as above we have π∗s = σs′, where s′ is a
non-vanishing section of Hom(L, π|∗|D|Ns), and the embedding is induced by s
′.
Assume now that NJ V is equipped with a Hermitian metric. Then L||D| →֒
π|∗|D|NJ V induces a Hermitian metric on L||D| and we let sˆ(J , V ) be the associated
Segre form. There are also the (total) Chern form cˆ(NJ V ) and the (total) Segre
form sˆ(NJ V ) as defined in differential geometry. The forms cˆ(NJ V ) and sˆ(NJ V )
are smooth on W . Recall that if h : W˜ →W is a holomorphic map, then
(3.5) h∗cˆ(NJ V ) = cˆ(h
∗NJ V ), h
∗sˆ(NJ V ) = sˆ(h
∗NJ V ).
Moreover, by [21, Proposition 6],
(3.6) cˆ(NJ V ) ∧ sˆ(NJ V ) = 1.
The relation between the two notions of Segre forms is given in the next proposition,
which follows from [2, Proposition 1.4].
Proposition 3.2. Let j : ZJ → V be the fundamental cycle of J ; notice that |ZJ | =
W . Then j∗sˆ(J , V ) = j∗sˆ(NJ V ). If J is the ideal sheaf of functions vanishing on
W , then sˆ(J , V ) = sˆ(NWV ).
Assume additionally that J is generated by a holomorphic section Φ of a vector
bundle E → V . If s is a local minimal tuple of generators of J as above, then Φ = As
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for some holomorphic morphism A. The restriction A|W ∈ Hom(Ns, E|W ) induces
an embedding Ns →֒ E|W and so we get an embedding
(3.7) iΦ : NJ V →֒ E|W
depending on Φ. The image of NJ V thus gets a Hermitian metric and we choose a
Hermitian metric on all of E extending this metric. By [2, Proposition 1.5] and (3.6)
we have
(3.8) cˆ(NJ V ) ∧M
Φ = j∗1 = [ZJ ],
where MΦ is defined as in (1.5) with µ = 1. Notice that since cˆ0(NJ V ) = 1,
(3.9) [ZJ ] =M
Φ
n .
The following lemma is well-known and is included here for future reference.
Lemma 3.3. Let Ω be a complex manifold and let Σ be a reduced analytic space. Let
q : Σ→ Ω be a holomorphic map and let i : Σ→ Σ×Ω be the graph embedding. Then
the ideal sheaf of functions vanishing on i(Σ) is a reduced locally complete intersection
and
(3.10) q∗TΩ = i∗Ni(Σ)(Σ× Ω), p
∗
ΩTΩ|i(Σ) = Ni(Σ)(Σ× Ω),
where pΩ : Σ× Ω→ Ω is the natural projection.
3.3. The basic situation. The situation of main interest to us is when J = g∗I,
where g : V → Z is a holomorphic map and I ⊂ OZ a locally complete intersection
ideal sheaf of codimension n. Let X = {I = 0} and assume that NIZ → X is
equipped with a Hermitian metric. Let γ = g ◦ π : BlJ V → Z and η = γ||D| : |D| →
X, where we are using the notation of Section 3.1. As in Section 3.2 one shows that
there is a natural embedding
(3.11) L||D| →֒ η
∗NIZ.
We equip L||D| with the induced Hermitian metric and let sˆ(J , V ) be the associated
Segre form.
Suppose that I is generated by a section Ψ of a vector bundle F → Z. In view
of (3.7) we have an embedding NIZ →֒ F |X and, as above, we choose a Hermitian
metric on F extending the induced metric on the image of NIZ. Let Φ = g
∗Ψ. Then
J is generated by the section Φ of the Hermitian vector bundle E = g∗F and we let
sˆ(Φ, V ) be the associated Segre form, see (3.3). The embedding L||D| →֒ π
∗E||D|, cf.
(3.2), is the composition of (3.11) and the embedding η∗NIZ →֒ η
∗(F |X) = π
∗E||D|
induced by NIZ →֒ F |X . By the choice of metric on F thus the metrics on L||D|
induced by (3.11) and L||D| →֒ π
∗E||D| are the same. It follows that
(3.12) sˆ(Φ, V ) = sˆ(J , V ).
Proposition 3.4. Let α be a smooth form on V , assume that g is proper on the
support of α, and let µ = g∗α. Then the limits (1.4) exist,
(3.13) MΨ ∧ µ = g∗(j∗sˆ(J , V ) ∧ α),
and MΨ ∧ µ ∈ PS(Z).
Proof. The existence of the limits (1.4) follows as in the proof of [2, Theorem 5.2].
Moreover, cf. [2, Theorem 5.2 (iv)],
(3.14) MΨ ∧ µ = g∗(M
g∗Ψ ∧ α).
A PULLBACK OPERATION ON A CLASS OF CURRENTS 9
Notice in view of (1.4) and (1.5) that if g∗Ψ = 0 on an irreducible component Vj of
V , then Mg
∗Ψ ∧ α = α on Vj . Recall that γ
∗Ψ = π∗Φ = σΦ′ and that −ddc log |Φ′|2
is the first Chern form of L||D| with respect to the metric induced by (3.2). It follows
from [2, Eq. (5.4) and (5.9)] that
(3.15) Mg
∗Ψ ∧ α = 1{g∗Ψ=0}α+
∑
k≥1
π∗([D] ∧ (dd
c log |Φ′|2)k−1) ∧ α.
Recall that if J = 0 on an irreducible component Vj of V then sˆ(J , V ) = 1 on Vj. By
(2.7) we have [D] ∧ (ddc log |Φ′|2)k−1 = ι∗ι
∗(ddc log |Φ′|2)k−1). Since j ◦ π||D| = π ◦ ι
it follows from (3.3), (3.14), and (3.15) that
MΨ ∧ µ = g∗(j∗sˆ(Φ, V ) ∧ α).
By (3.12) thus (3.13) follows.
Since g ◦ j ◦ π||D| is proper on the support of ι
∗(ddc log |Φ′|2)k−1 ∧ π∗α) it follows
that MΨ ∧ µ is pseudosmooth. 
Remark 3.5. The current-valued function
λ 7→MΨ,λ ∧ µ :=
(
1− |Ψ|2λ +
∑
k≥1
∂¯|Ψ|2λ ∧ ∂ log |Ψ|2/(2πi) ∧ (ddc log |Ψ|2)k−1
)
∧ µ,
a priori defined for λ ∈ C with Reλ >> 0, has an analytic continuation to a neigh-
borhood of λ = 0 and MΨ,λ ∧ µ
∣∣
λ=0
= MΨ ∧ µ; see [1, Proposition 4.1] and [6,
Section 4], cf. also [2, Remark 5.9].
Define MΨ,ǫ ∧ µ by replacing |Ψ|2λ in MΨ,λ by χ(|Ψ|2/ǫ), where χ is a smooth
approximation of the characteristic function of [1,∞) ∈ R. Then limǫ→0M
Ψ,ǫ
k ∧ µ =
MΨk ∧ µ; cf., e.g., [19, Lemma 6]. 
By Proposition 3.4, if µ is pseudosmooth then MΨ ∧ µ is pseudosmooth. If Φ is
a holomorphic section of some Hermitian bundle thus MΦ ∧MΨ ∧ µ is defined and
pseudosmooth. Moreover, by Remark 3.5 we have, cf. [6, Section 5],
(3.16) MΦ ∧MΨ ∧ µ =MΦ,λ ∧MΨ ∧ µ
∣∣
λ=0
.
4. Gysin mappings
Let X be a complex manifold and let i : X → Z be an embedding in a complex
manifold Z. Let Ni(X)Z → i(X) be the normal bundle of i(X) and assume that
Ni(X)Z is equipped with a Hermitian metric. Let n = rankNi(X)Z = codimZi(X).
Let µ be a pseudosmooth (p, q)-current on Z. Assume to begin with that µ = g∗α,
where g : V → Z is proper on the support of the smooth form α. Let I ⊂ OZ be the
ideal sheaf of functions vanishing on i(X) and let W be the zero set of the ideal sheaf
J = g∗I. Let L → BlJ V be the line bundle associated to the exceptional divisor
D of π : BlJ V → V and let η = g|W ◦ π||D|. In view of (3.11) the Hermitian metric
on Ni(X)Z induces a Hermitian metric on L||D|. Let sˆ(J , V ) be the associated Segre
form.
Consider the fiber diagram
(4.1) W
h

j
// V
g

X
i
// Z.
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We define Gysin mappings of the embedding i on µ by
(4.2) i!µ := {i∗cˆ(Ni(X)Z) ∧ h∗(sˆ(J , V ) ∧ j
∗α)}p,q,
(4.3) i!!µ := i∗cˆ(Ni(X)Z) ∧ h∗(sˆ(J , V ) ∧ j
∗α),
where {·}p,q means the component of bidegree (p, q). The mapping (4.2) is the basis
of our pullback, and is analogous to the (refined) Gysin mapping in [14, Section 6.2].
The “full” Gysin mapping (4.3) is used in [2, 3, 5] to encode all local Segre numbers
in connection to nonproper intersection theory.
Suppose additionally that there is a holomorphic vector bundle F → Z and a
global holomorphic section Ψ of F such that Ψ generates I. Recall that Ψ induces
an embedding Ni(X)Z →֒ F |i(X), cf. (3.7). The image of Ni(X)Z in F |i(X) thus gets
a Hermitian metric and we extend this metric in an arbitrary way to a Hermitian
metric on all of F . By Proposition 3.4 and the commutativity of (4.1) we have
(4.4) MΨ ∧ µ = g∗j∗(sˆ(J , V ) ∧ j
∗α) = i∗h∗(sˆ(J , V ) ∧ j
∗α).
Since i∗ is injective on currents it follows that h∗(sˆ(J , V ) ∧ j
∗α) is uniquely deter-
mined by MΨ∧µ. Hence, i!µ and i!!µ do not depend on the representation g∗α of µ.
Since by definition i!µ and i!!µ do not depend on the choice of section Ψ generating
I it follows that i!µ and i!!µ only depend on µ and the Hermitian metric on Ni(X)Z.
In general, µ only has local representations g∗α. Let {Uk}k be an open cover of Z
such that µ|Uk = gk∗αk, where αk are smooth on Vk and gk : Vk → Uk are holomorphic
and proper on the support of αk. We define i
!µ|Uk and i
!!µ|Uk in i
−1(Uk) as above.
Since i!µ|Uk and i
!!µ|Uk only depend µ|Uk and the Hermitian metric on Ni(X)Z the
i!µ|Uk and i
!!µ|Uk agree on overlaps. Thus i
!µ and i!!µ are well-defined in X. Clearly
i! and i!! are linear.
Remark 4.1. The preceding discussion shows that we, when computing i!µ and i!!µ,
may assume both that µ has a global representation g∗α and that there is a global
section Ψ of a vector bundle F → Z defining the ideal sheaf of i(X). Moreover, by
linearity of i! and i!! we may assume that V is connected.
Notice for future reference that if κ = codimVW then
(4.5) i!µ =
n∑
ℓ=κ
i∗cˆn−ℓ(Ni(X)Z) ∧ h∗
(
sˆℓ−κ(J , V ) ∧ j
∗α
)
,
which follows by a simple bidegree count.
Remark 4.2. If J is not identically 0 on any component of V , then after a modifica-
tion of V we may assume that J is principal so that κ = 1 in (4.5); cf. the comment
after Definition 2.1.
Example 4.3. Suppose that suppµ ⊂ i(X). We may assume that µ = g∗α, where
α is smooth on V and g : V → Z is proper on suppα. Moreover, since µ = 1i(X)µ
we may assume that g(V ) ⊂ i(X) in view of the paragraph after (2.4). Hence,
J = g∗I = 0 and so sˆ(J , V ) = 1 and W = V . It thus follows from (4.5) that
i!µ = i∗cˆn(Ni(X)Z)∧ h∗α. In particular, i
! and i!! depend in general on the choice of
metric on Ni(X)Z. Notice also that g = i ◦ h so that µ = i∗h∗α. 
Proposition 4.4. The Gysin mappings i! and i!! are linear mappings PS(Z) →
PS(X) and commute with d, ∂¯, and ∂.
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If ϕ is a smooth form on Z, then i!ϕ = i!!ϕ = i∗ϕ and if µ ∈ PS(Z), then
(4.6) i!(ϕ ∧ µ) = i∗ϕ ∧ i!µ, i!!(ϕ ∧ µ) = i∗ϕ ∧ i!!µ.
Proof. We have already noticed that i! and i!! are linear. We may assume that
µ = g∗α, g : V → Z is proper on the support of α, and V is connected. Since
sˆ(J , V ) ∈ PS(W ) we have sˆ(J , V ) ∧ j∗α ∈ PS(W ). Since h is proper on the
support of j∗α, in view of (4.2) and (4.3) thus i!µ, i!!µ ∈ PS(X).
Recall that d commutes with pullback of smooth forms and pushforward of cur-
rents. Thus, d sˆ(J , V ) = 0 in view of (3.3) and
i!!dµ = i∗cˆ(Ni(X)Z) ∧ h∗(sˆ(J , V ) ∧ j
∗(dα)) = i∗cˆ(Ni(X)Z) ∧ h∗d(sˆ(J , V ) ∧ j
∗α)
= d(i∗cˆ(Ni(X)Z) ∧ h∗(sˆ(J , V ) ∧ j
∗α)) = di!!µ.
Taking the right bidegree we get i!dµ = d i!µ. The same argument works for ∂¯ and
∂.
To compute i!!ϕ we take V = Z and W = i(X) in (4.1). Then J = I is the ideal
sheaf of i(X) in Z and so, by Proposition 3.2, h∗sˆ(J , V ) = i
∗sˆ(Ni(X)Z). Hence, by
(3.6),
i!!ϕ = i∗cˆ(Ni(X)Z) ∧ i
∗sˆ(Ni(X)Z) ∧ i
∗ϕ = i∗ϕ.
For degree reasons it follows that also i!ϕ = i∗ϕ. To show (4.6) we consider the
general situation (4.1). Notice that ϕ∧µ = g∗(g
∗ϕ∧α) by (2.1) and that j∗(g∗ϕ∧α) =
h∗i∗ϕ ∧ j∗α by commutativity of (4.1). Hence,
i!!(ϕ ∧ µ) = i∗cˆ(Ni(X)Z) ∧ h∗
(
sˆ(J , V ) ∧ j∗(g∗ϕ ∧ α)
)
= i∗cˆ(Ni(X)Z) ∧ h∗
(
h∗i∗ϕ ∧ sˆ(J , V ) ∧ j∗α
)
= i∗ϕ ∧ i∗cˆ(Ni(X)Z) ∧ h∗(sˆ(J , V ) ∧ j
∗α) = i∗ϕ ∧ i!!µ.
The last equality in (4.6) follows by taking the right bidegree. 
Assume now that i(X) ⊂ Z is a hypersurface and let L be the corresponding line
bundle. Recall that L|i(X) = Ni(X)Z. Suppose that there is a global holomorphic
section Ψ of a vector bundle F → Z defining i(X). We choose a Hermitian metric
on F extending the induced metric on the image of L|i(X) under the embedding
L|i(X) →֒ F |i(X).
Proposition 4.5. If µ ∈ PS(Z) is closed, then
i∗i
!µ = cˆ1(L) ∧ µ+ d(d
c log |Ψ|2 ∧ µ),
where
(4.7) dc log |Ψ|2 ∧ µ := lim
ǫ→0
χ(|Ψ|2/ǫ)dc log |Ψ|2 ∧ µ.
It is part of the statement that the limit (4.7) exists.
Proof. Since i∗L = i∗Ni(X)Z it follows from (4.2) and (4.4) that
(4.8) i∗i
!µ = cˆ1(L) ∧M
Ψ
0 ∧ µ+M
Ψ
1 ∧ µ = cˆ1(L) ∧ 1i(X)µ+M
Ψ
1 ∧ µ.
Let χǫ = χ(|Ψ|
2/ǫ), cf. Remark 3.5. Then a straightforward calculation gives
dχǫ ∧ d
c log |Ψ|2 = (2πi)−1∂¯χǫ ∧ ∂ log |Ψ|
2.
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If dµ = 0, in view of Remark 3.5 thus
MΨ1 ∧ µ = lim
ǫ→0
dχǫ ∧ d
c log |Ψ|2 ∧ µ(4.9)
= lim
ǫ→0
d(χǫd
c log |Ψ|2 ∧ µ)− lim
ǫ→0
χǫdd
c log |Ψ|2 ∧ µ.
Recall from Section 3.1 that, since i(X) is a hypersurface, we have Ψ = Ψ0Ψ′, where
Ψ0 is a section of L defining i(X), Ψ′ is non-vanishing, and −ddc log |Ψ′|2 = cˆ1(L).
Thus, χǫdd
c log |Ψ|2 = χǫ([X] − cˆ1(L)) = −χǫcˆ1(L). By (2.3) thus the last limit in
(4.9) (exists and) equals −cˆ1(L)1Z\i(X)µ. Hence, if the limit (4.7) exists, then the
proposition follows in view of (4.8) and (4.9).
To see that the limit (4.7) exists, notice that
dc log |Ψ|2 =
1
4πi
(∂Ψ0
Ψ0
+
∂|Ψ′|2
|Ψ′|2
−
∂¯Ψ
0
Ψ
0 −
∂¯|Ψ′|2
|Ψ′|2
)
.
Since µ is pseudosmooth, in particular pseudomeromorphic, is follows from, e.g., [19,
Lemma 6] that limǫ→0 χǫ∂Ψ
0/Ψ0 ∧ µ exists. Since PS is closed under conjugation
also limǫ→0 χǫ∂¯Ψ
0
/Ψ
0
∧ µ exists. 
Remark 4.6. If µ is either ∂¯- or ∂-closed then one can in the same way show that
i∗i
!µ = cˆ1(L) ∧ µ+
{
∂¯(∂ log |Ψ|2 ∧ µ/2πi), if ∂¯µ = 0,
−∂(∂¯ log |Ψ|2 ∧ µ/2πi), if ∂µ = 0
.
5. Pullback operations
Let f : X → Y be a holomorphic map between anm-dimensional complex manifold
X and an n-dimensional Hermitian complex manifold Y . Let Z = X × Y and let
i : X → Z be the graph embedding. Let π1 : Z → X and π2 : Z → Y be the natural
projections. By Lemma 3.3 we have Ni(X)Z = π
∗
2TY |i(X) and we equip Ni(X)Z with
the induced metric.
5.1. Definition and basic properties. Let µ ∈ PS(Y ). If U ⊂ Y is is an open
set and µ|U = g
′
∗α
′, where g′ : V ′ → U is holomorphic and proper on the support of
the smooth form α′, then in view of (2.2),
(5.1) π∗2µ = 1⊗ µ = (idX × g
′)∗(1⊗ α
′)
in X × U . Hence, π∗2µ ∈ PS(Z).
Definition 5.1. Let f∗µ = i!π∗2µ, where i
! is the Gysin mapping of Section 4.
We will soon see (Proposition 5.4 below) that this definition of f∗µ coincides with
the one given in the introduction if Y is good.
Remark 5.2. One can define a “full” pullback f✸µ of µ by replaceing i! in Defini-
tion 5.1 by the full Gysin mapping i!!. Then f∗µ is the component of f✸µ with the
same bidegree as µ. This makes it sometimes practical to use f✸µ in computations.
In view of the comment about i!! in Section 4 it may be that f✸ has independent
interest. Theorem 1.1 holds with f∗ replaced by f✸ but Theorem 1.2 does not, cf.
Example 5.6 below.
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Proposition 5.3. The operation f∗ is a linear mapping PS(Y ) → PS(X) and
commutes with d, ∂¯, and ∂. If ϕ is smooth on Y and µ ∈ PS(Y ), then f∗ϕ is the
standard pullback and
(5.2) f∗(ϕ ∧ µ) = f∗ϕ ∧ f∗µ.
Proof. Since π∗2µ ∈ PS(Z) if µ ∈ PS(Y ) it follows from Proposition 4.4 that f
∗µ is
in PS(X) and that f∗ is linear. Moreover, since π2 is a projection, π
∗
2dµ = dπ
∗
2µ and
similarly for ∂¯ and ∂. By Proposition 4.4 thus f∗ commutes with d, ∂¯, and ∂.
If ϕ is smooth on Y then π∗2ϕ is smooth on Z and so, by Proposition 4.4, since
f = π2 ◦ i we get that
i!π∗2ϕ = i
∗π∗2ϕ = f
∗ϕ
is the standard pullback. Noticing that π∗2(ϕ ∧ µ) = π
∗
2ϕ ∧ π
∗
2µ, (5.2) follows from
(4.6). 
Proposition 5.4. Let µ ∈ PS(Y ) and let f∗µ be as in Definition 5.1. Assume that
there is a holomorphic section Ψ˜ of a vector bundle F˜ → Y ×Y defining the diagonal
∆ ⊂ Y × Y . Let F = (f × idY )
∗F˜ and Ψ = (f × idY )
∗Ψ˜. Choose any Hermitian
metric on F extending the metric induced on the image in F |i(X) of Ni(X)Z under
the embedding Ni(X)Z →֒ F |i(X) (cf. (3.7)). Then (1.6) holds.
Proof. Notice first that i∗cˆ(Ni(X)Z) = f
∗cˆ(TY ). In fact, Ni(X)Z = π
∗
2TY |i(X) is
an isometry by definition. By applying i∗, using that f = π2 ◦ i, it follows that
i∗Ni(X)Z = f
∗TY is an isometry. In view of (3.5) thus i∗cˆ(Ni(X)Z) = f
∗cˆ(TY ).
Assume that µ = g′∗α
′ where α′ is smooth and g′ : V ′ → Y is proper on the support
of α. Let I ⊂ OZ be the ideal sheaf of functions vanishing on i(X). Consider the
fiber diagram (4.1) with V = X × V ′ and g = idX × g
′. Then
(5.3) W = {(x, v) ∈ X × V ′; g∗I = 0} = {(x, v) ∈ X × V ′; f(x) = g′(v)}.
Let J = g∗I and set α = 1⊗α′. By definition of i!!, in view of Remark 5.2 and (5.1),
(5.4) f✸µ = i!!π∗2µ = i
∗cˆ(Ni(X)Z)∧h∗(sˆ(J , V )∧j
∗α) = f∗cˆ(TY )∧h∗(sˆ(J , V )∧j
∗α).
Moreover, in view of (4.4),
π1∗(M
Ψ ∧ π∗2µ) = π1∗i∗h∗(sˆ(J , V ) ∧ j
∗α) = h∗(sˆ(J , V ) ∧ j
∗α)
since π1 ◦ i is the identity on X. Hence,
(5.5) f✸µ = f∗cˆ(TY ) ∧ π1∗(M
Ψ ∧ π∗2µ).
Since f∗µ is the component of f✸ of the same bidegree as µ the proposition follows.

For the rest of this section we assume, in view of Remark 4.1, that Y is good and
we let Ψ˜, F˜ , Ψ, and F be as in Proposition 5.4.
Remark 5.5. The normal bundle N∆(Y ×Y ) of the diagonal ∆ ⊂ Y ×Y is naturally
isomorphic with TY and thus gets an induced metric. Suppose that we have a
Hermitian metric on F˜ extending the induced metric on the image of N∆(Y × Y )
under N∆(Y × Y ) →֒ F˜ |∆. Then the induced metric on F is an extension of the
induced metric on the image of Ni(X)Z under Ni(X)Z →֒ F |i(X). This is so because
Ni(X)Z = (f × idY )
∗N∆(Y × Y ) and the embeddings N∆(Y × Y ) →֒ F˜ |∆ and
Ni(X)Z →֒ F |i(X) are induced by Ψ˜ and (f × idY )
∗Ψ˜, respectively.
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Example 5.6. Let f : X → Y be the blowup of Y = C2 at 0 and let µ be the Dirac
mass at 0 considered as a (2, 2)-current. Then π∗2µ = g∗1, where g : X → X × Y is
the map g(x) = (x, 0). Consider the tuple Ψ = f(x) − y as a section of the trivial
rank-2 bundle F → Xx × Yy. The standard metric on Y induces a metric on F |i(X)
and the standard metric on F is an extension of it. Since g∗Ψ = f(x) we have
(5.6) π1∗(M
Ψ ∧ µ) = π1∗g∗(M
g∗Ψ ∧ 1) = π1∗g∗M
f(x).
Since f is generically non-vanishing, M
f(x)
0 = 0. If (x1, x2) is one of the two standard
charts on X such that f(x) = (x1, x1x2), then in view of (3.15),
M
f(x)
k = [x1 = 0] ∧ (dd
c log(1 + |x2|
2))k−1, k = 1, 2;
(this can also be verified directly using Remark 3.5). Since π1 ◦g = idX and cˆ(TY ) =
1, from (5.6) and (5.5) we get f✸µ =Mf(x) = [E]+[E]∧ω, where E is the exceptional
divisor and ω is the Fubini-Study metric form on E ≃ P1. By Remark 5.2 thus
f∗µ = [E] ∧ ω. 
Example 5.7. Let f : X → Y be the inclusion of an open set X ⊂ Y . Then
f∗µ = f✸µ = µ|X (cf. Remark 5.2) for any Hermitian metric on Y . Assume for
simplicity that X = Y and suppose that µ = g′∗α
′, where g′ : V ′ → Y is proper on
the support of α′. Consider the fiber diagram (4.1) with X and Z replaced by Y and
Y × Y , respectively. Then i is the diagonal embedding and V = Y × V ′. Moreover,
F˜ = F and Ψ˜ = Ψ. Notice that (f × g′)∗Ψ˜ = (idY × g
′)∗Ψ˜ defines the graph of g′,
i.e., W in (4.1) is the graph of g′. In this situation (5.4) becomes
(5.7) f✸µ = cˆ(TY ) ∧ h∗(sˆ(J , V ) ∧ j
∗(1⊗ α′)),
where J is the ideal generated by (f × g′)∗Ψ˜. If p1 : V → Y and p2 : V → V
′ are the
natural projections it follows that h = p1|W = g
′ ◦ p2 ◦ j. Notice that p2 ◦ j is the
isomorphism W → V ′ so that, after identification, h is g′. As in the first part of the
proof of Proposition 5.4, h∗TY = NWV is an isometry and so sˆ(h
∗TY ) = sˆ(NWV ).
In view of Proposition 3.2, (2.1), and (3.5) thus
h∗(sˆ(J , V ) ∧ j
∗(1 ⊗ α′)) = h∗(sˆ(NWV ) ∧ j
∗p∗2α
′) = h∗(sˆ(h
∗TY ) ∧ (p2 ◦ j)
∗α′)
= sˆ(TY ) ∧ h∗(p2 ◦ j)
∗α′ = sˆ(TY ) ∧ (g′ ◦ p2 ◦ j)∗(p2 ◦ j)
∗α′
= sˆ(TY ) ∧ g′∗α
′ = sˆ(TY ) ∧ µ.
Hence, by (3.6) and (5.7) it follows that f✸µ = µ. Consequently, also f∗µ = µ. 
Proposition 5.8. Let U ⊂ X be an open subset. Then (f∗µ)|U = f |
∗
Uµ. Assume
that the image f(X) is a complex manifold and that the induced map f˜ : X → f(X)
is a submersion. Let ι : f(X)→ Y be the inclusion. Then f∗µ = f˜∗ι∗µ, where f˜∗ is
the standard pullback of currents under the submersion f˜ .
Proof. To show the first statement of the proposition we show that (f✸µ)|U = f |
✸
Uµ,
cf. Remark 5.2. In view of (5.5) it suffices to see that the restriction of π1∗(M
Ψ˜(f(x),y)∧
π∗2µ) to U is obtained by replacing f by f |U , where Ψ˜(f(x), y) := (f × idY )
∗Ψ˜ = Ψ.
This is clear if the restriction of M Ψ˜(f(x),y) ∧ π∗2µ to U × Y is obtained by replacing
f by f |U . This in turn follows in view of (1.4) and (1.5).
Assume that f(X) is a complex manifold and that f˜ : X → f(X) is a submersion.
Then each point of X has a neighborhood of the form U ′ ×U ′′, where U ′ is an open
set in Cm−n and U ′′ is an open subset of f(X), such that f |U ′×U ′′ is the projection on
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the second factor. To show the second statement we may assume, in view of the first
statement of the proposition, that X = U ′ × U ′′. Then f˜ is the projection X → U ′′
and ι is the embedding U ′′ →֒ Y . Notice that f✸µ is given by (5.5) and that
ι✸µ = ι∗cˆ(TY ) ∧ p1∗(M
(ι×idY )
∗Ψ ∧ p∗2µ),
where p1 and p2 are the natural projections U
′′ × Y → U ′′ and U ′′ × Y → Y ,
respectively. Since Ψ = Ψ˜(f(x), y) = Ψ˜(ι(u′′), y) and π∗2µ = 1U ′ ⊗ p
∗
2µ we have
(5.8) MΨ ∧ π∗2µ = 1U ′ ⊗M
(ι×idY )
∗Ψ ∧ p∗2µ.
Moreover, f˜ is a simple projection so that f∗cˆ(TY ) = f˜∗ι∗cˆ(TY ) = 1U ′ ⊗ ι
∗cˆ(TY ),
cf. (2.2). Since π1 = idU ′ × p1, by (5.5) and (5.8) we now get
f✸µ = (1U ′ ⊗ ι
∗cˆ(TY )) ∧ π1∗(1U ′ ⊗M
(ι×idY )
∗Ψ ∧ p∗2µ)
= 1U ′ ⊗
(
ι∗cˆ(TY ) ∧ p1∗(M
(ι×idY )
∗Ψ ∧ p∗2µ)
)
= 1U ′ ⊗ ι
✸µ = f˜∗ι✸µ.
The proposition follows in view of Remark 5.2. 
Proof of Theorem 1.1. Theorem 1.1 follows from Propositions 5.3 and 5.8. 
Example 5.9. Let f : X → Y be surjective with constant fiber dimension m − n.
We claim that then f∗ is independent of the choice of Hermitian metric on Y , that
f∗µ = π1∗(M
Ψ
n ∧π
∗
2µ), and that 1f−1Af
∗µ = f∗(1Aµ) for any analytic subset A ⊂ Y .
To see this, suppose that µ = g′∗α
′, where α′ is a smooth form on the connected
complex manifold V ′ and g′ : V ′ → Y is proper on the support of α′. Let g =
idX × g
′ : X × V ′ → Z, let V = X × V ′, and consider the fiber diagram (4.1). In
view of (5.3), since f is surjective with constant fiber dimension m − n it follows
that codimVW = n. Since W = {g
∗Ψ = 0} it thus follows from [2, Theorems 1.1,
1.2] that Mg
∗Ψ
k = 0 if k < n and that M
g∗Ψ
n is independent of the metric. In view of
(1.6) and (3.14), since cˆ0(TY ) = 1 the first two parts of the claim follow.
For the last part, let α = 1⊗α′ so that π∗2µ = g∗α and π
∗
2(1Aµ) = g∗(1g−1(X×A)α).
In view of (2.4) we have
f∗(1Aµ) = π1∗(M
Ψ
n ∧ π
∗
2(1Aµ)) = π1∗g∗(M
g∗Ψ
n ∧ 1g−1(X×A)α),
1f−1(A)f
∗µ = π1∗(1π−1
1
f−1(A)M
Ψ
n ∧ π
∗
2µ) = π1∗g∗(1g−1π−1
1
f−1(A)M
g∗Ψ
n ∧ α).
There are two cases; either g′−1(A) is a proper subvariety of V ′ or g′−1(A) = V ′.
In the first case, X × g′−1(A) = g−1(X × A) is a proper subvariety of V . Then
1g−1(X×A)α = 0 so that f
∗(1Aµ) = 0. Moreover, since g
−1π−11 f
−1(A) = f−1(A)×V ′
and
(5.9) (f−1(A)× V ′) ∩W = (X × g′−1(A)) ∩W
it follows that W ∩ g−1π−11 f
−1(A) is a proper subvariety of W = suppMg
∗Ψ
n . Since
codimW = n it follows from the Dimension principle that 1
g−1π−1
1
f−1(A)M
g∗Ψ
n = 0.
Hence, also 1f−1(A)f
∗µ = 0 in the first case. In the second case, g−1(X ×A) = X ×
g′−1(A) = X×V ′ so that f∗(1Aµ) = f
∗µ. Moreover, in view of (5.9), g−1π−11 f
−1(A)∩
W = W . Hence, 1g−1π−1
1
f−1(A)M
g∗Ψ
n = M
g∗Ψ
n so that also 1f−1(A)f
∗µ = f∗µ in the
second case.
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5.2. An alternative approach. We have defined f∗ using the Gysin mapping of
the graph embedding X →֒ X × Y . We will now see that one can use the Gysin
mapping of the diagonal embedding ι : Z →֒ Z × Z.
Assume additionally that X has a Hermitian metric and equip Z = X × Y with
the Hermitian metric induced by X and Y . The normal bundle of the diagonal in
Z ×Z is naturally isomorphic with TZ and thus gets an induced metric. The Gysin
mapping of the diagonal embedding ι : Z → Z × Z is defined using this metric.
Let Γ ⊂ Z be a submanifold and set µ(y) = π∗2µ. If µ = g
′
∗α
′, where as before
g′ : V ′ → Y is proper on the support of the smooth form α′, then
(5.10) [Γ]⊗ µ(y) = τ∗(1⊗ 1⊗ α
′)
where τ : Γ×X×V ′ → Z×Z, τ(γ, x, v) = (γ;x, g′(v)). Hence, [Γ]⊗µ(y) ∈ PS(Z×Z).
Theorem 5.10. Assume that dimΓ = dimX and that π1|Γ is proper. For any choice
of Hermitian metric on X we have
(5.11) π1∗ι
!([Γ]⊗ µ(y)) = (π1|Γ)∗(π2|Γ)
∗µ.
Notice that if Γ is the graph of a holomorphic map f : X → Y , then, after iden-
tification of Γ with X and π2|Γ with f , the right-hand side of (5.11) equals f
∗µ.
Thus,
(5.12) f∗µ = π1∗ι
!([Γ]⊗ µ(y)).
If f : X 99K Y is a meromorphic map, then, by definition, the closure of its graph
is an analytic subset of X×Y . Denoting this analytic subset by Γ we have a diagram
Γ
π1|Γ

π2|Γ
  
❅
❅
❅
❅
❅
❅
❅
❅
X
f
//❴❴❴ Y,
which commutes where f is defined. If Γ is smooth then the right-hand side of
(5.11) makes sense and is a natural definition of f∗µ. Theorem 5.10 thus gives
an alternative definition in terms of the Gysin mapping ι!. In general, if Γ is a
meromorphic correspondence X → Y , then the left-hand side of (5.11) makes sense
(since [Γ] ⊗ µ(y) still is pseudosmooth) and thus provides a definition of pullback
under correspondences extending our previous one.
To prove Theorem 5.10 we need the following technical lemma.
Lemma 5.11. Let Σ and Ω be complex manifolds and q : Σ → Ω a holomorphic
map. Let i : Σ→ Σ×Ω be the graph embedding and let pΣ : Σ×Ω→ Σ be the natural
projection. Let Φ1 be a section of a Hermitian vector bundle E1 → Σ and let Φ2 be
a section of a Hermitian bundle E2 → Σ × Ω generating the ideal of i(Σ) in Σ × Ω.
Then
i∗M
Φ1 = cˆ
(
Ni(Σ)(Σ× Ω)
)
∧Mp
∗
Σ
Φ1+Φ2 ,
where the metric on Ni(Σ)(Σ×Ω) is induced by the embedding Ni(Σ)(Σ×Ω) →֒ E2|i(Σ)
and the metric on p∗ΣE1 ⊕ E2 is the one induced by E1 and E2.
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Proof. Let J1 ⊂ OΣ be the ideal generated by Φ1 and let J2 ⊂ OΣ×Ω be the ideal
generated by Φ2, i.e., the ideal of i(Σ) . Consider the commutative diagram
(5.13) (BlJ1Σ)× Ω p˜Σ
//
π˜

BlJ1Σ
π

Σ× Ω
pΣ
// Σ,
where π˜ = π × idΣ and p˜Σ is the projection on the first factor. Let q˜ : BlJ1Σ → Ω
be the map q˜ = q ◦ π, and let i˜ : BlJ1Σ → (BlJ1Σ)× Ω be the corresponding graph
embedding. Then π˜∗Φ2 generates the ideal of i˜(BlJ1Σ) in (BlJ1Σ)×Ω. To see this,
let ω = (ω1, . . . , ωdimΩ) be local coordinates in Ω. Using these we can write the map
q as q = (q1, . . . , qdimΩ). Then J2 is generated by the tuple ω − q. Hence, π˜
∗Φ2 and
π˜∗(ω − q) = ω − q ◦ π generate the same ideal. But ω − q ◦ π = ω − q˜ generates the
ideal of i˜(BlJ1Σ). Thus, π˜
∗Φ2 generates the ideal of i˜(BlJ1Σ). Notice that it is a
locally complete intersection of codimension dimΩ, cf. Lemma 3.3.
The section π∗Φ1 defines the exceptional divisor D of π and so p˜
∗
Σπ
∗Φ1 defines
the divisor D × Ω. Hence, π˜∗p∗ΣΦ1 = p˜
∗
Σπ
∗Φ1 defines a locally complete intersection
of codimension 1. Since i˜(BlJ1Σ) is a graph over BlJ1Σ it follows that D × Ω
and i˜(BlJ1Σ) intersect properly. Hence, π˜
∗p∗ΣΦ1 + π˜
∗Φ2 defines a locally complete
intersection of codimension 1 + dimΩ.
By [2, Proposition 7.6], since π˜∗Φ2, π˜
∗p∗ΣΦ1, and π˜
∗p∗ΣΦ1 + π˜
∗Φ2 define locally
complete intersections of codimensions dimΩ, 1, and dimΩ + 1, respectively, we
have
M π˜
∗p∗
Σ
Φ1+π˜∗Φ2 =M π˜
∗p∗
Σ
Φ1 ∧M π˜
∗Φ2 .
In view of (3.6) and (3.8) thus
(5.14) M π˜
∗p∗
Σ
Φ1+π˜∗Φ2 =M π˜
∗p∗
Σ
Φ1 ∧ sˆ(N) ∧ [˜i(BlJ1Σ)],
where N = π˜∗Ni(Σ)(Σ×Ω) is the normal bundle of i˜(BlJ1Σ) with the induced metric;
cf. Remark 5.5. Thus, sˆ(N) = π˜∗sˆ
(
Ni(Σ)(Σ × Ω)
)
, cf. (3.5). Hence, applying π˜∗ to
(5.14) and using that π˜∗1 = 1, in view of (2.1) and (3.14) we get
Mp
∗
Σ
Φ1+Φ2 = sˆ
(
Ni(Σ)(Σ× Ω)
)
∧Mp
∗
Σ
Φ1 ∧ π˜∗ [˜i(BlJ1Σ)].
By (3.6) and using that [˜i(BlJ1Σ)] = i˜∗1, i ◦ π = π˜ ◦ i˜, and pΣ ◦ i = idΣ, it follows
that
cˆ
(
Ni(Σ)(Σ× Ω)
)
∧Mp
∗
Σ
Φ1+Φ2 = Mp
∗
Σ
Φ1 ∧ π˜∗˜i∗1 =M
p∗
Σ
Φ1 ∧ i∗π∗1
= i∗(M
i∗p∗
Σ
Φ1 ∧ π∗1) = i∗M
Φ1 .

To prove Theorem 5.10 we may assume thatX and Y are good, cf. Remark 4.1. Let
F˜ and Ψ˜ be as in Proposition 5.4 and let E → X ×X and Φ be a vector bundle and
a global holomorphic section, respectively, defining the diagonal in X ×X. Choose
Hermitian metrics on F˜ and E extending the induced metrics on the images of
N∆Y (Y × Y ) →֒ F˜ |∆Y and N∆X (X ×X) →֒ E|∆X , respectively; cf. Remark 5.5.
Proof of Theorem 5.10. Assume that µ = g′∗α
′, where g′ : V ′ → Y is proper on the
support of the smooth form α′. Let cˆ(TY )v be the pullback of cˆ(TY ) under the map
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Γ× V ′ → Y , (γ, v) 7→ g′(v). Consider the current
T := cˆ(TY )v ∧M
Ψ˜(π2(γ),g′(v)) ∧ 1⊗ α′
on Γ×V ′. Here Ψ˜(π2(γ), g
′(v)) is the pullback of Ψ˜ under the map Γ×V ′ → Y ×Y ,
(γ, v) 7→ (π2(γ), g
′(v)); similar notation is used in this proof. We will compute Π∗T
in two different ways, where Π: Γ × V ′ → X, Π(γ, v) = π1(γ). Notice that Π is
proper on the support of T .
First we factorize Π as follows;
Γ× V ′
j
−→ Γ×X × V ′
τ
−→ Z × Z
π
−→ Z
π1−→ X,
where j(γ, v) = (γ, π1(γ), v), τ(γ, x, v) = (γ;x, g
′(v)), and π is the projection on the
second Z-factor. Notice that cˆ(TY )v = j
∗τ∗π∗π∗2 cˆ(TY ) since π2◦π◦τ◦j(γ, v) = g
′(v).
Notice also that 1 ⊗ α′ = j∗(1 ⊗ 1 ⊗ α′) and that Φ(π1(γ), x) defines j(Γ × V
′) in
Γ ×X × V ′. By (2.1) and Lemma 5.11 (with Σ = Γ × V ′, Ω = X, and q the map
(γ, v) 7→ π1(γ)) we get
j∗T = τ
∗π∗π∗2 cˆ(TY ) ∧ (1⊗ 1⊗ α
′) ∧ j∗M
Ψ˜(π2(γ),g′(v))
= τ∗π∗π∗2 cˆ(TY ) ∧ (1⊗ 1⊗ α
′) ∧ cˆ(N) ∧M Ψ˜(π2(γ),g
′(v))+Φ(π1(γ),x),
where N is the normal bundle of j(Γ × V ′) in Γ ×X × V ′ and the metric on N is
induced by N →֒ β∗E, where β : Γ×X×V ′ → X×X, β(γ, x, v) = (π1(γ), x). This is
the same as the metric induced on N by N = β∗N∆X (X×X), cf. Remark 5.5. Since
N∆X (X×X) = p
∗
2TX|∆X is an isometry, where p2 : X×X → X is the projection on
the second factor, N = β∗p∗2TX|j(Γ×V ′) is an isometry. We have p2 ◦ β = π1 ◦ π ◦ τ
and so N = τ∗π∗π∗1TX|j(Γ×V ′) is an isometry. Hence,
(5.15) cˆ(N) = τ∗π∗π∗1 cˆ(TX)|j(Γ×V ′)
Thus, by (2.1) and since π∗2 cˆ(TY ) ∧ π
∗
1 cˆ(TX) = cˆ(TZ),
τ∗j∗T = π
∗π∗2 cˆ(TY ) ∧ π
∗π∗1 cˆ(TX) ∧ τ∗(M
Ψ˜(π2(γ),g′(v))+Φ(π1(γ),x) ∧ 1⊗ 1⊗ α′)
= π∗cˆ(TZ) ∧ τ∗(M
Ψ˜(π2(γ),g′(v))+Φ(π1(γ),x) ∧ 1⊗ 1⊗ α′).
Since Ψ˜(π2(γ), g
′(v))+Φ(π1(γ), x) = τ
∗(Ψ˜(y1, y2)+Φ(x1, x2)), in view of (3.14) and
(5.10) it follows that
τ∗j∗T = π
∗cˆ(TZ) ∧M Ψ˜(y1,y2)+Φ(x1,x2) ∧ τ∗(1⊗ 1⊗ α
′)
= π∗cˆ(TZ) ∧M Ψ˜+Φ ∧ [Γ]⊗ µ(y).
Now, π∗cˆ(TZ)|ι(Z) = cˆ(Nι(Z)(Z × Z)) and so, in view of (4.3) and (4.4),
Π∗T = π1∗π∗
(
cˆ(Nι(Z)(Z × Z)) ∧M
Ψ˜+Φ ∧ ([Γ]⊗ µ(y))
)
(5.16)
= π1∗π∗ι∗ι
!!([Γ]⊗ µ(y)) = π1∗ι
!!([Γ]⊗ µ(y)),
where the last equality follows since π ◦ ι = idZ .
We now factorize Π as
Γ× V ′
id×g′
−→ Γ× Y
πΓ−→ Γ
π1|Γ
−→ X,
where πΓ is the natural projection. We have cˆ(TY )v = (idΓ × g
′)∗(1 ⊗ cˆ(TY )) and
Ψ˜(π2(γ), g
′(v)) = (idΓ × g
′)∗Ψ˜(π2(γ), y). Since (idΓ × g
′)∗(1 ⊗ α
′) = 1 ⊗ µ it thus
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follows from (2.1) and (3.14) that
(5.17) (idΓ × g
′)∗T = (1⊗ cˆ(TY )) ∧M
Ψ˜(π2(γ),y) ∧ 1⊗ µ.
Let Γ˜ ⊂ Γ×Y be the graph of π2|Γ, and let ρ : Γ˜→ Γ×Y be the inclusion. In view of
(4.4), M Ψ˜(π2(γ),y) ∧ 1⊗µ = ρ∗S for some current S on Γ˜. Therefore, since 1⊗ cˆ(TY )
and π∗Γ(π2|Γ)
∗cˆ(TY ) have the same pullback to Γ˜, we may replace 1⊗ cˆ(TY ) in (5.17)
by π∗Γ(π2|Γ)
∗cˆ(TY ). By (2.1) and (5.5) thus
Π∗T = (π1|Γ)∗πΓ∗(idΓ × g
′)∗T
= (π1|Γ)∗
(
(π2|Γ)
∗cˆ(TY ) ∧ πΓ∗(M
Ψ˜(π2(γ),y) ∧ 1⊗ µ
)
= (π1|Γ)∗(π2|Γ)
✸µ,
which together with (5.16) proves that
(5.18) π1∗ι
!!([Γ]⊗ µ(y)) = (π1|Γ)∗(π2|Γ)
✸µ.
Suppose that µ has bidegree (p, q). Then [Γ] ⊗ µ(y) has bidegree (p + n, q + n),
where n = dimY = codimZΓ. In view of (4.2) and (4.3) thus ι
!([Γ] ⊗ µ(y)) is the
component of ι!!([Γ] ⊗ µ(y)) of bidegree (p + n, q + n). Hence, the left-hand side of
(5.11) is the component of the left-hand side of (5.18) of bidegree (p, q). Similarly,
the right-hand side of (5.11) is the component of the right-hand side of (5.18) of
bidegree (p − (dimΓ − dimX), q − (dimΓ − dimX)) = (p, q). Thus (5.11) follows
from (5.18). 
6. Compatibility with cohomology
For a complex manifold V we let H∗(V ) be the de Rham cohomology groups.
Recall that H∗(V ) can be defined using either closed smooth forms or closed currents.
If µ is a closed smooth form or a closed current we let [µ]dR be the corresponding
cohomology class. If µ = [W ] is the current of integration along W ⊂ V , then we
write [W ]dR instead of [[W ]]dR. If g : V → V
′ is a holomorphic (or merely smooth)
map, then the pullback of smooth forms induces a mapping g∗ : H∗(V ′) → H∗(V ).
If h : W → V is a proper holomorphic (or smooth) map, then the pushforward of
currents induces a map h∗ : H
∗(W )→ H∗+2d(V ), where d = dimC V −dimCW . The
wedge product on smooth forms induces the cup product in H∗(V ); we will write ∧
for the cup product of cohomology classes. Notice that if ξ is a smooth closed form
and µ is a closed current, then
[ξ ∧ µ]dR = [ξ]dR ∧ [µ]dR.
Remark 6.1. If there where a Poincare´ lemma for pseudosmooth currents, then
H∗(V ) could be defined using closed pseudosmooth currents. Theorem 1.2 would
then follow by (1.2). However, we do not know if there is such a Poincare´ lemma.
Our objective in this section is to prove Theorem 1.2. We need a few preliminary
results.
Lemma 6.2. Let V be a reduced analytic space and let W ⊂ V be an analytic subset.
If µ ∈ PS(V ), then
(6.1) d1Wµ = 1W dµ, d1V \Wµ = 1V \Wdµ.
Notice that it follows that if 1Wµ = 0 and 1V \Wdµ = 0, then dµ = 0.
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Proof. The first identity in (6.1) follows from the second since if the second one holds
then
d1Wµ = d(µ − 1V \Wµ) = dµ− 1V \W dµ = 1W dµ.
To show the second identity in (6.1) we may assume that µ = g∗α, where α is
smooth on the complex manifold V ′ and g : V ′ → V is holomorphic and proper on
the support of α. Let V ′ℓ , ℓ ∈ L, be the connected components of V
′ such that
g(V ′ℓ ) 6⊂W . In view of Section 2 we have
1V \Wµ =
∑
ℓ∈L
gℓ∗αℓ,
where gℓ = g|V ′
ℓ
and αℓ = α|V ′
ℓ
. Hence, in view of (2.4)
1W d1V \Wµ =
∑
ℓ∈L
1W gℓ∗(dαℓ) =
∑
ℓ∈L
gℓ∗(1g−1
ℓ
W dαℓ) = 0
since g−1ℓ W is a proper subvariety of V
′
ℓ and dαℓ is smooth. Thus, since clearly
1V \W d1Wµ = 0 we get
d1V \Wµ = 1V \Wd1V \Wµ = 1V \Wd(1Wµ+ 1V \Wµ) = 1V \W dµ,
which proves the second identity in (6.1). 
For the rest of this section we consider the following situation and use the following
notation. Let X and Z be complex manifolds, let i : X → Z be an embedding, and
let n = codimZ i(X). Suppose that Ni(X)Z has a Hermitian metric and define i
!
using this metric. We will assume that the ideal sheaf of functions vanishing on
i(X) is generated by a global holomorphic section Ψ of a vector bundle F → Z.
We choose a Hermitian metric on F extending the induced metric on the image of
Ni(X)Z →֒ F |i(X), cf. (3.7) and Section 4. The embedding i, the metric on Ni(X)Z,
the section Ψ, and the vector bundle F will be specified below.
Let π : Bli(X)Z → Z be the blowup and set B = Bli(X)Z. Let ι : E → B be the
exceptional divisor, let L→ B be the line bundle corresponding to E with the metric
induced by L ⊂ π∗F (cf. (3.2)), and let p : E → X be the map defined by i◦p = π|E .
Proposition 6.3. Let µ ∈ PS(Z) and assume that 1i(X)µ = 0. Then there is
ν ∈ PS(B) such that π∗ν = µ and 1Eν = 0. If µ is closed, then ν is closed.
Moreover,
(6.2) i!µ =
n∑
k=1
i∗cˆn−k(Ni(X)Z) ∧ p∗(ι
∗cˆ1(L
∗)k−1 ∧ ι!ν).
Proof. Let {Uk}k be an open cover of Z such that µ|Uk = gk∗αk, where αk is smooth
on the complex manifold Vk and gk : Vk → Uk is proper on the support of αk. Since
1i(X)µ = 0 we may assume that no connected component of Vk is mapped by gk into
i(X); cf. Section 2 or the proof of Lemma 6.2 above. Possibly after a modification
of each connected component of Vk we may also assume that g
−1
k (i(X)) is a hyper-
surface. By the defining properties of the blowup thus gk factorizes as gk = π ◦ g˜k,
where g˜k : Vk → π
−1(Uk) is holomorphic and proper on the support of αk.
Let {ρk}k be a smooth partition of unity on Z subordinate {Uk}k. Then {π
∗ρk}k
is a partition of unity on B subordinate {π−1(Uk)}k. Let
νk := g˜k∗αk, ν :=
∑
k
π∗ρk · νk.
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Then ν ∈ PS(B) and since µ|Uk = gk∗αk = π∗g˜k∗αk = π∗νk we have
µ =
∑
k
ρkµ|Uk =
∑
k
π∗(π
∗ρk · νk) = π∗ν.
Moreover, since no connected component of Vk is mapped by gk into i(X) it follows
that no connected component of Vk is mapped by g˜k into E. In view of Section 2
thus 1Eνk = 0. Hence, 1Eν = 0. Since π is a biholomorphism outside E it follows
that 1B\Edν = 0 if dµ = 0. In view of Lemma 6.2 thus dν = 0 if dµ = 0.
Since ρkµ = π∗(π
∗ρkνk), to show (6.2) is suffices in view of (4.6) to check that
(6.2) holds in each X ∩ i−1(Uk) with ν replaced by νk. We have the commutative
diagram
(6.3) Wk

 jk
//
h˜k

Vk
g˜k

E ∩ π−1(Uk)

 ι
//
p

π−1(Uk)
π

X ∩ i−1(Uk)

 i
// Uk,
where Wk = g
−1
k (i(X)) and h˜k = g˜k|Wk . Let J ⊂ OVk be the principal ideal sheaf
generated by g∗kΨ, let jk : Dk → Vk be the associated divisor, and let Lk be the line
bundle corresponding to Dk with the metric induced by Lk ⊂ g
∗
kF . Then Lk = g˜
∗
kL
as Hermitian line bundles. In view of (3.1) thus
(6.4) sˆℓ(J , Vk) = j
∗
k cˆ1(L
∗
k)
ℓ = j∗k g˜
∗
k cˆ1(L
∗)ℓ.
It thus follows from (4.5) and (2.5) that
(6.5) ι!νk = h˜k∗(sˆ0(J , Vk) ∧ j
∗
kαk) = h˜k∗j
∗
kαk
in E ∩ π−1(Uk). Moreover, letting hk = p ◦ h˜k, by (4.5) we have
(6.6) i!µ =
n∑
ℓ=1
i∗cˆn−ℓ(Ni(X)Z) ∧ hk∗(sˆℓ−1(J , Vk) ∧ j
∗
kαk)
in X ∩ i−1(Uk). By (6.4), (2.5), since (6.3) commutes, and by (6.5),
hk∗(sˆℓ−1(J , Vk) ∧ j
∗
kαk) = hk∗j
∗
k(g˜
∗
k cˆ1(L
∗)ℓ−1 ∧ αk)
= hk∗(j
∗
k g˜
∗
k cˆ1(L
∗)ℓ−1 ∧ j∗kαk)
= p∗h˜k∗(h˜
∗
kι
∗cˆ1(L
∗)ℓ−1 ∧ j∗kαk)
= p∗(ι
∗cˆ1(L
∗)ℓ−1 ∧ h˜k∗j
∗
kαk)
= p∗(ι
∗cˆ1(L
∗)ℓ−1 ∧ ι!νk).
By (6.6) thus (6.2) holds in X ∩ i−1(Uk). 
Let Y be a good Hermitian complex manifold of dimension n and f : X → Y a
holomorphic map. From now on Z = X × Y , i is the graph embedding, and the
metric on Ni(X)Z is the one induced by Ni(X)Z = π
∗
2TY |i(X), where π2 : Z → Y
is the projection on the second factor. Let Ψ˜ be a global holomorphic section of
a Hermitian vector bundle F˜ → Y × Y defining the diagonal in Y × Y and take
F = (f × idY )
∗F˜ and Ψ = (f × idY )
∗Ψ˜.
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Lemma 6.4. Suppose that τ and ν are closed currents on X and Z, respectively.
Then [τ ]dR = i
∗[ν]dR if and only if i∗[τ ]dR = [i(X)]dR ∧ [ν]dR.
Proof. Let ϕ be a smooth representative of [ν]dR. Then, by definition, i
∗[ν]dR =
[i∗ϕ]dR. Therefore, if [τ ]dR = i
∗[ν]dR we have
i∗[τ ]dR = i∗[i
∗ϕ]dR = [i∗i
∗ϕ]dR = [[i(X)] ∧ ϕ]dR = [i(X)]dR ∧ [ϕ]dR
= [i(X)]dR ∧ [ν]dR.
Conversely, assume that i∗[τ ]dR = [i(X)]dR ∧ [ν]dR. Since, by the preceding calcu-
lation, [i(X)]dR ∧ [ν]dR = i∗[i
∗ϕ]dR it follows that
i∗[τ − i
∗ϕ]dR = 0.
This precisely means that for any smooth closed form ξ on Z we have (τ−i∗ϕ).i∗ξ = 0.
Let ξ′ be a smooth closed form on X and let π1 : Z → X be the projection on the
first factor. Since π1 ◦ i = idX and π
∗
1ξ
′ is closed on Z we get
(τ − i∗ϕ).ξ′ = (τ − i∗ϕ).i∗π∗1ξ
′ = 0.
Hence, [τ − i∗ϕ] = 0, and thus [τ ]dR = i
∗[ϕ]dR = i
∗[ν]dR. 
Lemma 6.5. If ν, ν ′ ∈ PS(B) are closed such that 1Eν = 1Eν
′ = 0 and [ν]dR =
[ν ′]dR, then
i∗[i
!π∗ν]dR = i∗[i
!π∗ν
′]dR.
Proof. By Proposition 6.3 we have
i∗[i
!π∗ν]dR = i∗
n∑
k=1
i∗cn−k(Ni(X)Z) ∧ p∗(ι
∗c1(L
∗)k−1 ∧ [ι!ν]dR).
In view of Lemma 3.3 we have i∗Ni(X)Z = π
∗
2TY , where π2 : Z → Y is the natural
projection on the second factor. Hence, i∗cn−k(Ni(X)Z) = i
∗cn−k(π
∗
2TY ) and so
i∗[i
!π∗ν]dR =
n∑
k=1
cn−k(π
∗
2TY ) ∧ i∗p∗(ι
∗c1(L
∗)k−1 ∧ [ι!ν]dR)(6.7)
=
n∑
k=1
cn−k(π
∗
2TY ) ∧ π∗(c1(L
∗)k−1 ∧ ι∗[ι
!ν]dR),
where the last equality follows since i∗p∗ = π∗ι∗. By Proposition 4.5,
ι∗[ι
!ν]dR = c1(L) ∧ [ν]dR = c1(L) ∧ [ν
′]dR = ι∗[ι
!ν ′]dR.
We can thus replace ι∗[ι
!ν]dR in (6.7) by ι∗[ι
!ν ′]dR. Doing the calculation (6.7) back-
wards then proves the lemma. 
Assume now that X and Y are compact; then Z is compact. To prove Theorem 1.2
we will use the following well-known facts about the blowup π : B → Z along i(X);
see, e.g., [16, Chapter 4.6]. There is an exact sequence of de Rham cohomology
groups
(6.8) 0→ Hk(Z) −→ Hk(B)⊕Hk(X) −→ Hk(E)→ 0,
where the map Hk(Z) → Hk(B) ⊕Hk(X) is given by a 7→ (π∗a, i∗a) and the map
Hk(B) ⊕ Hk(X) → Hk(E) is given by (a, b) 7→ ι∗a − p∗b. Moreover, H∗(E) is an
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H∗(X)-algebra via p∗ and as such it is generated by ι∗c1(L
∗). Thus, if β is a smooth
closed r-form on E, then there are smooth closed ℓ-forms βℓ on X such that
(6.9) [β]dR =
[ r∑
ℓ=0
p∗βℓ ∧ ι
∗cˆ1(L
∗)r−ℓ
]
dR
.
Let N = i∗Ni(X)Z. In the H
∗(X)-algebra H∗(E) there is the relation
(6.10) c1(L
∗)n + c1(L
∗)n−1 ∧ c1(p
∗N) + · · ·+ cn(p
∗N) = 0.
Theorem 6.6. In the present situation, if µ ∈ PS(Z) is closed, then
(6.11) [i!µ]dR = i
∗[µ]dR, i∗[i
!µ]dR = [i(X)]dR ∧ [µ]dR.
Proof. Notice that by Lemma 6.4 it suffices to show any of the two equalities in
(6.11). We have µ = 1i(X)µ + 1Z\i(X)µ and by Lemma 6.2 both µ1 := 1i(X)µ
and µ2 := 1Z\i(X)µ are closed. By Example 4.3, there is µ
′ ∈ PS(X) such that
i!µ1 = i
∗cˆn(Ni(X)Z) ∧ µ
′ and i∗µ
′ = µ1. Since µ1 is closed, i.e., µ1.dξ = 0 for all
smooth forms ξ in Z, it follows as in the last part of Lemma 6.4 that µ′ is closed. It
is well-known that i∗cn(Ni(X)Z) = i
∗[i(X)]dR and so
i∗[i
!µ1]dR = i∗[i
∗cˆn(Ni(X)Z) ∧ µ
′]dR = [i(X)]dR ∧ [i∗µ
′]dR = [i(X)]dR ∧ [µ]dR.
Thus (6.11) follows for µ1.
It remains to show that (6.11) holds for µ2. We first show that (6.11) holds
for π∗cˆ1(L
∗)r. Since π∗cˆ1(L
∗)0 = 1 is smooth in Z we have i!1 = i∗1 = 1 by
Proposition 4.4 and so (6.11) follows. Assume that r > 0. Since cˆ1(L
∗)r is smooth
in B we have ι!cˆ1(L
∗)r = ι∗cˆ1(L
∗)r by Proposition 4.4. In view of (6.2) and (6.10),
recalling that N = i∗Ni(X)Z, thus
[i!π∗cˆ1(L
∗)r]dR =
[ n∑
k=1
i∗cˆn−k(Ni(X)Z) ∧ p∗(ι
∗cˆ1(L
∗)k−1+r)
]
dR
=
n∑
k=1
p∗
(
cn−k(p
∗N) ∧ ι∗c1(L
∗)k−1+r
)
= −p∗
(
cn(p
∗N) ∧ ι∗c1(L
∗)r−1
)
= −cn(N) ∧ p∗ι
∗c1(L
∗)r−1.
Hence, since cn(N) = i
∗[i(X)]dR,
(6.12) i∗[i
!π∗cˆ1(L
∗)r]dR = −[i(X)]dR ∧ i∗p∗ι
∗c1(L
∗)r−1.
In view of Proposition 4.5 (with µ = cˆ1(L
∗)r−1) we have ι∗ι
∗c1(L
∗)r−1 = −c1(L
∗)r
in H∗(B). By applying π∗ thus
π∗ι∗ι
∗c1(L
∗)r−1 = −π∗c1(L
∗)r = −[π∗cˆ1(L
∗)r]dR
in H∗(Z). Since π ◦ ι = i ◦ p we can replace π∗ι∗ in the left-hand side by i∗p∗ and
thus (6.11) follows for π∗cˆ1(L
∗)r by (6.12).
Next we notice that (6.11) follows for αℓ∧π∗cˆ1(L
∗)r−ℓ, where αℓ is a smooth closed
form in Z and ℓ is an integer, 0 ≤ ℓ ≤ r. In fact, by Proposition 4.4 we have
i∗i
!(αℓ ∧ π∗cˆ1(L
∗)r−ℓ) = i∗(i
∗αℓ ∧ i
!π∗cˆ1(L
∗)r−ℓ) = αℓ ∧ i
!π∗cˆ1(L
∗)r−ℓ.
Since (6.11) holds for π∗cˆ1(L
∗)r−ℓ it follows that it holds for αℓ ∧ π∗cˆ1(L
∗)r−ℓ.
We now show that (6.11) holds for µ2 = 1Z\i(X)µ. In view of Proposition 6.3 there
is a closed ν ∈ PS(B) such that 1Eν = 0 and π∗ν = µ2. Suppose that ν has degree
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r. We claim that there are smooth closed ℓ-forms αℓ, ℓ = 0, . . . , r, in Z such that
[ν]dR = [
∑r
ℓ=0 π
∗αℓ ∧ cˆ1(L
∗)r−ℓ]dR. Given the claim, by Lemma 6.5 we get
i∗[i
!µ2]dR = i∗[i
!π∗ν]dR = i∗[i
!π∗
r∑
ℓ=0
π∗αℓ∧cˆ1(L
∗)r−ℓ]dR = i∗[i
!
r∑
ℓ=0
αℓ∧π∗cˆ1(L
∗)r−ℓ]dR.
Since (6.11) holds for each αℓ ∧ π∗cˆ1(L
∗)r−ℓ thus
i∗[i
!µ2]dR = [i(X)]dR ∧
[ r∑
ℓ=0
αℓ ∧ π∗cˆ1(L
∗)r−ℓ
]
dR
= [i(X)]dR ∧ π∗
[ r∑
ℓ=0
π∗αℓ ∧ cˆ1(L
∗)r−ℓ
]
dR
= [i(X)]dR ∧ π∗[ν]dR = [i(X)]dR ∧ [µ2]dR,
which shows that (6.11) holds for µ2.
It remains to show the claim. Let α be a smooth closed r-form on B such that
[α]dR = [ν]dR. Let β = ι
∗α, and take smooth closed ℓ-forms βℓ on X such that (6.9)
holds. Setting αℓ = π
∗
1βℓ, where π1 : Z → X is the projection on the first factor, we
get βℓ = i
∗αℓ since π1 ◦ i = idX . Thus, p
∗βℓ = ι
∗π∗αℓ since i ◦ p = π ◦ ι. Hence, by
(6.9),
ι∗
[
α−
r∑
ℓ=0
π∗αℓ ∧ cˆ1(L
∗)r−ℓ
]
dR
=
[
β −
r∑
ℓ=0
p∗βℓ ∧ ι
∗cˆ1(L
∗)r−ℓ
]
dR
= 0.
Possibly after adding a smooth closed r-form on Z to αr, since (6.8) is exact we get[
α−
r∑
ℓ=0
π∗αℓ ∧ cˆ1(L
∗)r−ℓ
]
dR
= 0.
This proves the claim and concludes the proof. 
Proof of Theorem 1.2. If µ ∈ PS(Y ) is closed, then π∗2µ = 1⊗ µ ∈ PS(Z) is closed.
Using π∗2µ as µ in Theorem 6.6 we get
[i!π∗2µ]dR = i
∗[π∗2µ]dR.
The left-hand side is [f∗µ]dR. Since π2 is a simple projection and since f = π2 ◦ i,
the right-hand side is i∗π∗2 [µ]dR = f
∗[µ]dR. 
7. The obstruction to functoriality
We begin with some preliminary results about products of Segre forms. Let V be
a reduced pure-dimensional analytic space and let J ⊂ OV and J
′ ⊂ OV be locally
complete intersections with zero sets j : W → V and j′ : W ′ → V and codimensions
n and n′, respectively. Assume that j′∗J ⊂ OW ′ is a locally complete intersection of
codimension n. Then J ′′ := J +J ′ is a locally complete intersection of codimension
n+n′′,W ′′ :=W∩W ′ is the zero set of J ′′, and j∗J ′ is a locally complete intersection
of codimension n′. If Mkℓ and M
′
kℓ are transition matrices of NJ V and NJ ′V ,
respectively, then the matrices M ′′kℓ with blocks Mkℓ and M
′
kℓ on the diagonal and
zeros elsewhere are transition matrices of NJ ′′V ; cf. Section 3.2. Hence,
(7.1) (NJ V )|W ′′ ⊕ (NJ ′V )|W ′′ = NJ ′′V.
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Proposition 7.1. Assume that V is smooth and that J and J ′ are generated by
holomorphic sections Φ and Ψ of Hermitian vector bundles E and F , respectively. If
Φ+Ψ is the induced section of E ⊕ F with the induced metric, then
MΨ ∧MΦ =MΦ ∧MΨ =MΦ+Ψ.
Proof. By symmetry it suffices to show the second equality. Notice that Φ + Ψ
generates J ′′. Let ZJ , ZJ ′ , and ZJ ′′ be the fundamental cycles of J , J
′ and J ′′,
respectively. It is well-known that ZJ ′′ = ZJ · ZJ ′ , where ZJ · ZJ ′ is the proper
intersection product. Let Z˜ be the fundamental cycle of J˜ := j′∗J in W ′ and let
j ′ : ZJ ′ → V . It follows by, e.g., [14, Proposition 7.1] that [ZJ ·ZJ ′ ] = j
′
∗[Z˜]. Hence,
[ZJ ′′ ] = j
′
∗[Z˜].
This means, if j ′′ : ZJ ′′ → V and ι : Z˜ → W
′, that j ′′∗1 = j
′
∗ι∗1. It follows that for
any (pseudo)smooth ξ on |ZJ ′′ |,
(7.2) j ′′∗ ξ = j
′
∗ι∗ξ.
In view of (3.16), (2.6), and Propositions 3.4 and 3.2 we have
MΦ ∧MΨ = MΦ ∧ j ′∗sˆ(NJ ′V ) = j
′
∗(M
j′∗Φ ∧ sˆ(NJ ′V ))(7.3)
= j ′∗
(
ι∗
(
sˆ(N
J˜
W ′)
)
∧ sˆ(NJ ′V )
)
= j ′∗ι∗
(
sˆ(NJ˜W
′) ∧ ι∗sˆ(NJ ′V )
)
,
where ι : |Z˜| →W ′ is the inclusion. By (3.4) and (3.5),
sˆ(N
J˜
W ′) ∧ ι∗sˆ(NJ V ) = sˆ((NJ V )|W ′′) ∧ sˆ((NJ ′V )|W ′′).
Since Chern forms are multiplicative under direct sums, in view of (3.6) Segre forms
are too. Hence, by (7.1), (7.2), and Propositions 3.4 and 3.2,
j ′∗ι∗
(
sˆ(NJ˜W
′) ∧ ι∗sˆ(NJ ′V )
)
= j ′∗ι∗
(
sˆ((NJ V )|W ′′ ⊕ (NJ ′V )|W ′′
)
= j ′∗ι∗sˆ(NJ ′′V ) = j
′′
∗ sˆ(NJ ′′V ) =M
Φ+Ψ.
By (7.3) thus MΦ ∧MΨ =MΦ+Ψ. 
The following illustration of Proposition 7.1 will be used below.
Example 7.2. Let Φ(w, z1, z2) = w − z1z2 be a function in C
3 considered as a
section of the trivial Hermitian line bundle Λ. Clearly, Φ generates the radical ideal
of the submanifold {w = z1z2}. The normal bundle of {w = z1z2} is embedded in
Λ|{w=z1z2} and gets the trivial metric. By (3.8) thus M
Φ = [w = z1z2].
Let Ψ(w, z1, z2) = w
2 − z22 and consider it as a section of a different copy of Λ.
Then Φ + Ψ = (w − z1z2, w
2 − z22) and since {Φ = Ψ = 0} has codimension 2 it
follows from Proposition 7.1 that
M (w−z1z2,w
2−z2
2
) =Mw
2−z2
2 ∧Mw−z1z2 =Mw
2−z2
2 ∧ [w = z1z2].
If h(z1, z2) = (z1z2, z1, z2), then [w = z1z2] = h∗1 and so M
w2−z2
2 ∧ [w = z1z2] =
h∗M
(z1z2)2−z22 by (3.14). Since 2{z2 = 0} + {z1 = 1} + {z1 = −1} is the divisor of
(z1z2)
2 − z22 , in view of (3.8) we get
Mw
2−z2
2 ∧ [w = z1z2] = h∗(2[z2 = 0] + [z1 = 1] + [z1 = −1])
= 2[w = z2 = 0] + [w = v2, v1 = 1] + [w = −v2, v1 = −1]. 
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Example 7.3. Let g : C2 → C2, g(v1, v2) = (v1v2, v
2
2), and let α be a smooth function
with compact support in a neighborhood of 0 ∈ C2. Then µ := g∗α is pseudosmooth
of bidegree (0, 0). Let f : {pt} → C2, f(pt) = 0, be inclusion of a point. The map f
can be factorized as f = f2 ◦ f1, where f1 : {pt} → C, f1(pt) = 0, and f2 : C → C
2,
f2(w) = (w,w
2). We will see that for certain α, f∗µ 6= f∗1 f
∗
2µ and f
✸µ 6= f✸1 f
✸
2 µ.
We calculate f∗µ, f✸µ and f∗2µ, f
✸
2 µ using the standard metric on C
2. We do
this by using the section Ψ(ζ, z) = ζ − z of the trivial Hermitian rank-2 bundle over
C
2
ζ × C
2
z, cf. Remark 5.5. Let π1 : {pt} × C
2 → {pt} and π2 : {pt} × C
2 → C2 be
the standard projections. Notice that by the identification {pt} × C2 ≃ C2, these
projections are identified with C2 → {pt} and idC2 , respectively. Since cˆ(TC
2) = 1,
by (5.5), (3.14), and the Dimension principle thus
f✸µ = f∗cˆ(TC2) ∧ π1∗(M
f(pt)−z ∧ π∗2µ) = π1∗(M
−z
2 ∧ µ(z)) = π1∗g∗(M
−g(v)
2 ∧ α(v)).
To compute the right-hand side we replace α by the pullback of α to Bl0C
2 and g by
the composition of Bl0C
2 → C2 and g. Then the replaced g defines the ideal sheaf of
2E+H, where E ⊂ Bl0C
2 is the exceptional divisor and H is the strict transform of
{v2 = 0}. A straightforward computation, cf. Examples 5.6, givesM
−g(w)
2 = 2[E]∧ω,
where ω is the standard Ka¨hler form on E ≃ P1. Hence,
(7.4) f✸µ = π1∗g∗(2[E] ∧ ω ∧ α) = 2α(0),
where α(0) is the value at 0 ∈ C2 of the original α. Notice that for degree reasons,
f∗µ = 2α(0) as well, cf. Remark 5.2.
In a similar way,
f✸2 µ = π1∗(M
f2(w)−z
2 ∧ π
∗
2µ) = π1∗(idC × g)∗(M
f2(w)−g(v) ∧ 1⊗ α(v)),
where here π1 and π2 are the standard projections from Cw × C
2
z to the first and
second factor, respectively. Since f2(w) − g(v) = (w − v1v2, w
2 − v22) it follows from
Example 7.2 that
f✸2 µ = π1∗(idC × g)∗h∗
(
(2[v2 = 0] + [v1 = 1] + [v1 = −1]) ∧ α(v)
)
,
where h(v1, v2) = (v1v2, v1, v2). Since h˜(v1, v2) := π1 ◦ (idC × g) ◦ h(v1, v2) = v1v2
one checks that h˜∗[v2 = 0] ∧ α = 0, h˜∗[v1 = 1] ∧ α = α(1, w), and h˜∗[v1 = −1] ∧ α =
α(−1,−w). Hence,
f✸2 µ = h˜∗
(
(2[v2 = 0] + [v1 = 1] + [v1 = −1]) ∧ α(v)
)
= α(1, w) + α(−1,−w).
Notice that for degree reasons f✸2 µ = f
∗
2µ.
Since α(1, w)+α(−1,−w) is smooth we have f✸1 (α(1, w)+α(−1,−w)) = f
∗
1 (α(1, w)+
α(−1,−w)) = α(1, 0) + α(−1, 0). Hence,
f∗1 f
∗
2µ = α(1, 0) + α(−1, 0),
and the same holds if any f∗j is replaced by f
✸
j . Choosing α suitably it follows from
(7.4) that f∗1f
∗
2µ 6= (f2 ◦ f1)
∗µ. 
For the rest of this section we use the following setup. Let X1, X2, and Y be
complex manifolds of dimensions m1, m2, and n, respectively, and let f1 : X1 → X2
and f2 : X2 → Y be holomorphic maps. Let f := f2 ◦ f1. Assume that X2 and Y are
Hermitian. Let µ ∈ PS(Y ) and assume that µ = g∗α, where g : V → Y is proper on
the support of the smooth form α.
For simplicity we assume that X2 and Y are good and let (E,Φ) and (F,Ψ) be
vector bundles and sections defining the diagonals inX2×X2 and Y ×Y , respectively.
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We choose Hermitian metrics on E and F extending the metrics on the images of
TX2 ≃ N∆(X2×X2) →֒ E and TY ≃ N∆(Y ×Y ) →֒ F , respectively; cf. Remark 5.5.
We define smooth forms β and βkℓ, k = 0, . . . ,m2, ℓ = 0, . . . , n, on X1 ×X2 × V
by
β = f∗1 cˆ(TX2)⊗ f
∗
2 cˆ(TY )⊗ α, βkℓ = f
∗
1 cˆm2−k(TX2)⊗ f
∗
2 cˆn−ℓ(TY )⊗ α.
Define also the currents S, Skℓ, S˜, and S˜kℓ on X1×X2×V as follows; for the notation
Ψ(f2(x2), g(v)) etc., cf. the proof of Theorem 5.10. Let
S = (MΦ(f1(x1),x2) ⊗ 1) ∧ (1⊗MΨ(f2(x2),g(v))),
Skℓ = (M
Φ(f1(x1),x2)
k ⊗ 1) ∧ (1⊗M
Ψ(f2(x2),g(v))
ℓ ),
where the products are defined as in (3.16), and let
S˜ =MΦ(f1(x1),x2)+Ψ(f(x1),g(v)), S˜k =M
Φ(f1(x1),x2)+Ψ(f(x1),g(v))
k .
In the definitions of S˜ and S˜kℓ we consider Φ(f1(x1), x2) and Ψ(f(x1), g(v)) as sections
over X1 ×X2 × V , i.e., formally Φ(f1(x1), x2) should be replaced by the pullback of
Φ(f1(x1), x2) under the natural projection X1×X2×V → X1×X2, and similarly for
Ψ(f(x1), g(v)). For notational convenience we here omit writing out these pullbacks.
Proposition 7.4. Let Π: X1 ×X2 × V → X1 be the natural projection. Then
(7.5) f∗1 f
∗
2µ− f
∗µ = Π∗
( m2∑
k=0
n∑
ℓ=0
βkℓ ∧ Skℓ −
n∑
ℓ=0
m2+ℓ∑
k=ℓ
βk−ℓ,ℓ ∧ S˜k
)
.
Proof. For notational convenience we will show, cf. Remark 5.2,
(7.6) f✸1 f
✸
2 µ− f
✸µ = Π∗(β ∧ (S − S˜)),
and outline how to adapt the argument to prove (7.5).
We first show that Π∗(β∧S) = f
✸
1 f
✸
2 µ. We can factorize Π as Π = Π2 ◦Π1, where
Π1 : X1 ×X2 × V → X1 ×X2 and Π2 : X1 ×X2 → X1 are the natural projections.
Let β′ := f∗1 cˆ(TX2)⊗ f
∗
2 cˆ(TY ), which is a smooth form in X1 ×X2. Then
β = Π∗1β
′ ∧ (1⊗ 1⊗ α)
and
(7.7) S =MΠ
∗
1
Φ(f1(x1),x2) ∧ (1⊗MΨ(f2(x2),g(v))).
It thus follows from (2.1) and (3.14) that
(7.8) Π1∗(β ∧ S) = β
′ ∧MΦ(f1(x1),x2) ∧Π1∗
(
(1⊗MΨ(f2(x2),g(v))) ∧ (1⊗ 1⊗ α)
)
.
Noticing that Π1 = idX1 × Π˜1, where Π˜1 : X2 × V → X2 is the natural projection,
we get
Π1∗
(
(1⊗MΨ(f2(x2),g(v))) ∧ (1⊗ 1⊗ α)
)
= Π1∗
(
1⊗ (MΨ(f2(x2),g(v)) ∧ (1⊗ α))
)
= 1⊗ Π˜1∗M
Ψ(f2(x2),g(v)) ∧ (1⊗ α).
Thus,
β′ ∧Π1∗
(
(1⊗MΨ(f2(x2),g(v))) ∧ (1⊗ 1⊗ α)
)
= f∗1 cˆ(TX2)⊗
(
f∗2 cˆ(TY ) ∧ Π˜1∗M
Ψ(f2(x2),g(v)) ∧ (1⊗ α)
)
.
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Hence, by (7.8) and in view of (5.5) and (3.14),
Π1∗(β ∧ S) =M
Φ(f1(x1),x2) ∧
(
f∗1 cˆ(TX2)⊗ f
✸
2 µ
)
.
Since f∗1 cˆ(TX2) ⊗ f
✸
2 µ = Π
∗
2f
∗
1 cˆ(TX2) ∧ (1 ⊗ f
✸
2 µ), in view of (2.1) and (5.5) we
obtain
Π∗(β ∧ S) = Π2∗Π1∗(β ∧ S) = f
∗
1 cˆ(TX2) ∧Π2∗
(
MΦ(f1(x1),x2) ∧ (1⊗ f✸2 µ)
)
= f✸1 f
✸
2 µ.
By using (1.6) instead of (5.5) the same argument applied to
∑
kℓ βkℓ ∧ Skℓ gives
(7.9) Π∗
m2∑
k=0
n∑
ℓ=0
βkℓ ∧ Skℓ = f
∗
1f
∗
2µ.
Next we show that Π∗(β ∧ S˜) = f
✸µ, which then together with the first part of
the proof proves (7.6). Consider the current
(7.10) S′ := (f∗cˆ(TY )⊗ 1) ∧MΨ(f(x1),g(v)) ∧ (1⊗ α)
in X1 × V and let P : X1 × V → V be the natural projection. Since P
∗f∗cˆ(TY ) =
f∗cˆ(TY )⊗ 1 it follows from (2.1), (3.14), and (5.5) that P∗S
′ = f✸µ. Define j : X1×
V → X1 × X2 × V by j(x1, v) = (x1, f1(x1), v), i.e., j is the graph embedding
corresponding to the mapping f˜1 : X1×V → X2, f˜1(x1, v) = f1(x1). Then Π ◦ j = P
and so, to show that Π∗(β ∧ S˜) = f
✸µ, it suffices to show that β ∧ S˜ = j∗S
′.
Notice that the ideal sheaf of j(X1×V ) inX1×X2×V is generated by Φ(f1(x1), x2)
and let N be the normal bundle of j(X1 × V ) with the metric induced by the em-
bedding given by Φ(f1(x1), x2), cf. (3.7). By Lemma 5.11 we have
(7.11) j∗M
Ψ(f(x1),g(v)) = cˆ(N) ∧ S˜.
Thus, since S′ = j∗(f∗cˆ(TY )⊗ 1⊗ α) ∧MΨ(f(x1),g(v)), in view of (2.1) we get
j∗S
′ = (f∗cˆ(TY )⊗ 1⊗ α) ∧ j∗M
Ψ(f(x1),g(v)) = (f∗cˆ(TY )⊗ 1⊗ α) ∧ cˆ(N) ∧ S˜.
We claim that we here may replace (f∗cˆ(TY )⊗ 1⊗α)∧ cˆ(N) by β. Given the claim
we get j∗S
′ = β ∧ S˜, which, as we have noticed, implies Π∗(β ∧ S˜) = f
✸µ.
To show the claim, notice that S˜ has support contained in j(X1 × V ). It thus
suffices to show that (f∗cˆ(TY )⊗1⊗α)∧ cˆ(N) and β are the same on j(X1×V ). Let
p : X1 ×X2 × V → X2 × V be the natural projection. Then, since p ◦ j = f1 × idV ,
j∗(f∗cˆ(TY )⊗ 1⊗ α) = f∗cˆ(TY )⊗ α = f∗1f
∗
2 cˆ(TY )⊗ α
= (f1 × idV )
∗(f∗2 cˆ(TY )⊗ α) = j
∗p∗(f∗2 cˆ(TY )⊗ α)(7.12)
= j∗(1⊗ f∗2 cˆ(TY )⊗ α).
Recall the mapping f˜1 : X1 × V → X2 defined by f˜1(x1, v) = f1(x1). As in the proof
of Theorem 5.10, cf. (5.15), we get j∗cˆ(N) = f˜∗1 cˆ(TX2). Moreover,
f˜∗1 cˆ(TX2) = f
∗
1 cˆ(TX2)⊗ 1 = (f1 × idV )
∗(cˆ(TX2)⊗ 1) = j
∗(f∗1 cˆ(TX2)⊗ 1⊗ 1).
We thus obtain
(7.13) j∗cˆ(N) = j∗(f∗1 cˆ(TX2)⊗ 1⊗ 1).
Hence, by (7.12),
j∗
(
(f∗cˆ(TY )⊗ 1⊗ α) ∧ cˆ(N)
)
= j∗(1⊗ f∗2 cˆ(TY )⊗ α) ∧ j
∗(f∗1 cˆ(TX2)⊗ 1⊗ 1)
= j∗(f∗1 cˆ(TX2)⊗ f
∗
2 cˆ(TY )⊗ α) = j
∗β,
which proves the claim.
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Finally, to prove (7.5), in view of (7.9) we must show
(7.14) Π∗
n∑
ℓ=0
m2+ℓ∑
k=ℓ
βk−ℓ,ℓ ∧ S˜k = f
∗µ.
This can be done in the same way as the proof of Π∗(β∧S˜) = f
✸µ with a few changes:
Define S′ℓ by the right-hand side of (7.10) with cˆ(TY ) replaced by cˆn−ℓ(TY ) and
MΨ(f(x1),g(v)) replaced by M
Ψ(f(x1),g(v))
ℓ . Then P∗
∑n
ℓ=0 S
′
ℓ = f
∗µ and so, to show
(7.14), we must show j∗
∑n
ℓ=0 S
′
ℓ =
∑n
ℓ=0
∑ℓ+m2
k=ℓ βk−ℓ,ℓ ∧ S˜k. Since j(X1 × V ) has
codimension m2 we have
j∗M
Ψ(f(x1),g(v))
ℓ = {cˆ(N) ∧ S˜}m2+ℓ =
m2+ℓ∑
k=ℓ
cˆm2+ℓ−k(N) ∧ S˜k,
where {·}m2+ℓ means the component of bidegree (m2+ ℓ,m2+ ℓ). Using this instead
of (7.11), one shows that j∗
∑n
ℓ=0 S
′
ℓ =
∑n
ℓ=0
∑ℓ+m2
k=ℓ βk−ℓ,ℓ ∧ S˜k as we showed that
π∗(β ∧ S˜) = f
✸µ. 
Corollary 7.5. Assume that the (possibly unreduced) fiber product X2×Y V is defined
as a subspace of X2×V by a locally complete intersection ideal; let V
′ ⊂ X2×V be the
underlying reduced subspace. Assume also that the fiber product X1×X2 V
′ is defined
as a subspace of X1 × V
′ by a locally complete intersection ideal of codimension m2.
Then, for any Hermitian metric on X2,
f∗µ = f∗1f
∗
2µ.
Proof. The ideal defining X2 ×Y V as a subspace of X2 × V is the ideal gener-
ated by Ψ(f2(x2), g(v)). By assumption it is a locally complete intersection of some
codimension κ. Let Λ: X1 × X2 × V → X2 × V be the natural projection. Then
Λ∗Ψ(f2(x2), g(v)) defines a locally complete intersection of codimension κ, namely
the ideal of X1 × X2 ×Y V . Notice that the underlying reduced subspace, i.e., the
zero set of Λ∗Ψ(f2(x2), g(v)), is X1 × V
′.
The ideal generated by Φ(f1(x1), x2) is the ideal of the graph of f1 and hence
a locally complete intersection of codimension m2. Recall the projection Π1 from
the proof of Proposition 7.4. Then Π∗1Φ(f1(x1), x2) generates a locally complete
intersection of codimension m2 (the graph of the mapping f˜1 defined in the proof
above). The restriction of Π∗1Φ(f1(x1), x2) to X1 × V
′ defines X1 ×X2 V
′, which by
assumption has codimension m2. Hence, {Λ
∗Ψ(f2(x2), g(v)) = Π
∗
1Φ(f1(x1), x2) = 0}
has codimension κ+m2 in X1 ×X2 × V .
We have S =MΠ
∗
1
Φ(f1(x1),x2) ∧MΛ
∗Ψ(f2(x2),g(v)), cf. (7.7). By Proposition 7.1 thus
(7.15) S =MΛ
∗Ψ(f2(x2),g(v)) ∧MΠ
∗
1
Φ(f1(x1),x2).
In view of (3.16), since MΠ
∗
1
Φ(f1(x1),x2) has support where f1(x1) = x2 we may
replace MΛ
∗Ψ(f2(x2),g(v)) by MΛ
∗Ψ(f(x1),g(v)) in (7.15). Since {Λ∗Ψ(f(x1), g(v)) =
Π∗1Φ(f1(x1), x2) = 0} has codimension κ +m2 it follows that Λ
∗Ψ(f(x1), g(v)) gen-
erates a locally complete intersection of codimension κ. By Proposition 7.1 again,
thus
(7.16) S =MΛ
∗Ψ(f2(x2),g(v))+Π∗1Φ(f1(x1),x2) = S˜,
where the last equality follows in view of the comment after the definitions of S˜ and
S˜kℓ. We remark that by (7.6) we thus have showed f
✸µ = f✸1 f
✸
2 µ.
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Notice now that
T :=
n∑
ℓ=0
m2+ℓ∑
k=ℓ
βk−ℓ,ℓ ∧ S˜k = {(f
∗
1 cˆ(TX2)⊗ f
∗
2 cˆ(TY )⊗ 1) ∧ S˜}m2+n ∧ (1⊗ 1⊗ α),
where {·}m2+n means the component of bidegree (m2+n,m2+n). By (7.16) we can
here replace S˜ by S. Recall from the proof of Proposition 7.4 that N is the normal
bundle of j(X1 × V ) = {Π
∗
1Φ(f1(x1), x2) = 0} in X1 ×X2 × V . Thus, by (7.13) and
in view of (7.15), (3.8), and (3.9) we have
(f∗1 cˆ(TX2)⊗ 1⊗ 1) ∧ S = cˆ(N) ∧ S =M
Λ∗Ψ(f2(x2),g(v)) ∧M
Π∗
1
Φ(f1(x1),x2)
m2 .
Hence,
T = {(1⊗ f∗2 cˆ(TY )⊗ 1) ∧M
Λ∗Ψ(f2(x2),g(v)) ∧M
Π∗
1
Φ(f1(x1),x2)
m2 }m2+n ∧ (1⊗ 1⊗ α)
= {β˜m2 ∧ Sm2}m2+n ∧ (1⊗ 1⊗ α),
where
β˜m2 =
n∑
ℓ=0
1⊗ f∗2 cˆn−ℓ(TY )⊗ 1 and Sm2 =
n∑
ℓ=0
Sm2,ℓ.
On the other hand, since {Φ(f1(x1), x2) = 0} has codimension m2 it follows from the
Dimension principle that M
Φ(f1(x1),x2)
k = 0 for k < m2, and so
m2∑
k=0
n∑
ℓ=0
βkℓ ∧ Skℓ =
n∑
ℓ=0
βm2,ℓ ∧ Sm2,ℓ = {β˜m2 ∧ Sm2}m2+n ∧ (1⊗ 1⊗ α) = T.
Hence, the right-hand side of (7.5) vanishes. 
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