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Abstract – The capacity of a Multiple Input Multi-
ple Output (MIMO) broadcast system with Orthogonal
Space Division Multiple Access (OSDMA) is studied
under the assumptions of noisy and/or delayed Chan-
nel State Information (CSI) available at the transmit-
ter. The impact of channel estimation errors and out-
dated CSI is evaluated both analytically and through
Monte Carlo simulations for varying system parame-
ters (i.e., channel decorrelation, number of users, num-
ber of antennas). It is found that channel variability is
the predominant cause of performance degradation in
a realistic setting, where feedback of CSI from the re-
ceivers to the transmitter takes a ﬁnite amount of time,
thus suggesting to limit the use of OSDMA to channels
varying slowly enough.
I. Introduction
Communication systems employing antenna arrays at
both the transmitter and the receiver, usually referred to
as MIMO systems, are attracting much attention for their
ability to take advantage from a rich scattering environ-
ment and their promise of a signiﬁcant increase in channel
capacity and spectral eﬃciency (for an extensive overview
on this topic, see [1] and references therein). In a realistic
setting the impact of imperfect CSI has to be taken into
account. Moreover, since the ever increasing demand of
high rate applications will require future communications
systems based on the MIMO technology (wireless LAN, cel-
lular systems) to accomodate multiple users, the analysis
of a multi-user setting becomes of crucial importance.
In this work, the sum-capacity of the downlink of a
multi-user MIMO system is studied under the assumption
of imperfect CSI at both transmitter and receiver. With
perfect CSI this topic has been studied by [2] and [3] assum-
ing that the base station (BS) performs linear spatial pre-
coding enforcing a zero multi-user interference constraint.
In this way, data streams for diﬀerent users are multiplexed
in the spatial domain (Orthogonal Space Division Multiple
Access, OSDMA).
CSI needs to be gathered from measurements. The most
eﬀective way to accomplish this task at the receiver is by
the transmission of dedicate training sequences or pilot
symbols [4]. OSDMA systems require the CSI to be avail-
able at the transmitter as well. This is not an issue in Time
Division Duplex (TDD) systems because of the reciprocity
of the channel but in Frequency Division Duplex (FDD)
systems the necessity arises for a feedback channel to allow
the receiver(s) to send its (their) CSI estimate back to the
transmitter. Being the most complex case, in this work we
will focus on FDD systems.
The cause of the mismatch between the CSI made avail-
able to the transmitter (BS) and the real propagation chan-
nel is twofold: (i) CSI estimation (performed at the re-
ceiver) is corrupted by noise [5] and (ii)i nat i m e - v a r y i n g
fading environment the CSI fedback to the transmitter is
outdated, due to the ﬁnite delay necessary for the feed-
back itself [6]. The aim of this work is to assess the im-
pact of these mismatches on the sum-capacity of a multi-
user MIMO system employing OSDMA [2]. This study
makes it possible to determine whether the gain in capac-
ity from OSDMA, that is a closed loop strategy, compen-
sates the overhead needed in order to make the CSI avail-
able at the transmitter, as opposed to open loop strategies
(T/F/CDMA for user separation and VBLAST [7] for spa-
tial multiplexing).
Notation : Bold uppercase or lowercase letters are used,
respectively, for matrices and vectors. The superscripts T
and H are used to indicate matrix transpose and conjugate
transpose respectively. The size of matrices and vectors is
indicated in subscripts enclosed in rounded brackets, as in
Hi (R×T), while the element at row r and column c of a
certain matrix A is indicated as [A]r,c. δ is the Kronecker
delta: δ(x)=1for x =0and 0 otherwise.
II. System model
Ab a s es t a t i o n( B S ) ,e q u i p p e dw i t ha na n t e n n aa r r a yo f
T elements, transmits to K user terminals, each equipped
with Ri (i =1 ,...,K) receiving antennas. Condition
T ≥
PK
i=1 Ri is assumed throughout the paper. The prop-
agation channel between the BS and each user is assumed
to be frequency ﬂat so that it can be expressed as a Ri×T
complex matrix Hi. The elements [Hi]r,t (t =1 ,...,T
and r =1 ,...,R i), each representing the complex channel
gain between the tth transmitting antenna of the BS and
the rth receiving antenna of user i,a r ea s s u m e dt ob ei n -
dependent and identically distributed (iid) realizations of
Raleigh fading processes, so that [Hi]r,t ∼ CN(0,1) (notice
that this model can also be applied to each subcarrier in an
MIMO-OFDM system). Channel matrices Hi are assumed
to be constant over a block of N transmitted symbols and
possibly varying from block to block (block fading model
[8]).Out of the N temporal signaling dimensions available
in each block, T dimensions are reserved for pilot sym-
bols and the other N − T for data transmission. This
amounts to partition a N dimensional orthonormal base
{si}N
i=1 into two disjoint sets of signatures, {sP
t }T
t=1 and
{sD
j }
N−T
j=1 , used to modulate pilot symbols (superscript P)
and data (superscript D) respectively. Each pilot signature
sP
t is assigned to a single transmitting antenna, while the
signatures sD
j will be reused across all antennas to provide
diversity gain or to spatially multiplex data. Pilot symbols
are used by the receivers to obtain an estimate of the prop-
agation channels (see Sec. II). The temporal signatures
are collected by column in matrices SP
(N×T) =[ sP
1 ,...,sP
T],
SD
(N×N−T) =[ sD
1 ,...,sD
N−T] and S(N×N) =[ SD SP].F o r
instance, a possible choice for S is S = IN, which corre-
sponds to Time Division Multiplexing.
The signal received by user i d u r i n ge a c hb l o c kc a nb e
written as
Ri (Ri×N) = Hi (Ri×T)T(T×N) + Wi (Ri×N) (1)
where
T =[ t(1),...,t(N)]
Ri =[ ri(1),...,ri(N)]
Wi =[ wi(1),...,wi(N)] (2)
represent respectively the complex symbols transmitted
from the BS, the signal received by the ith user and the
additive noise such that wi(n) ∼ CN(0,σ2
nIRi),n=1 ,..,N
. The noise is also assumed temporally white, so that
E[wi(n1)w∗
i(n2)] = 0 for n1 6= n2.
The (precoded) symbols T transmitted by the BS are
the sum of data bearing symbols TD
i intended for the ith
user and of the pilot ones TP (shared by all users)
T =
K X
i=1
TD
i + TP. (3)
The complex data symbols to be transmitted to user
i can be arranged into a matrix Xi (di×(N−T)) =
[xi,1,...,xi,N−T]. Each of its columns xi,j represents a
block of di data symbols to be transmitted by the jth data
signature, after being spatially modulated by user i’s pre-
coding matrix Mi.I t sl e n g t hdi equals the number of spa-
tial dimensions that are used for signaling toward user i
and is given by di ≤ rank(Hi) ≤ min(T,Ri). TD
i can
therefore be written as
TD
i = Mi
N−T X
j=1
xi,j(sD
j )T = MiXi(SD)T, (4)
and for the ensemble of K users it is
TD =
K X
i=1
TD
i =
K X
i=1
MiXi(SD)T. (5)
The pilot symbols matrix TP is simply the transpose of the
pilot signatures matrix SP, since each of them is assigned
to only one transmitting antenna, scaled by a factor AP to
meet the power constraints (see below)
TP = AP(SP)T. (6)
Assuming that the data Xi is distributed as vec(Xi) ∼
CN(0,I(N−T)di), we set a total power constraint on AP
and Mi. In particular, the total power available is P =
PD+PP, where a fraction PP = αP is used for channel es-
timation and the remaining PD =( 1−α)P for data trans-
mission. We further assume that the power PP and PD are
equally distributed across temporal signatures SP and SD
respectively. It follows from (4) and (6) that AP =
q
αP
T
and tr[M∗ M] ≤
P(1−α)
N−T = PS, where M =[ M1,...,MK]
and PS i n d i c a t e st h ep o w e ro ne m p l o y e de a c hd a t as i g -
nature for all the users. The SNR is deﬁned as the ratio
between the mean power assigned to a signature and the
noise variance: SNR =
P
Nσ 2
n
.
Orthogonal spatial precoding at the BS
(OSDMA)
User separation in the spatial domain is implemented by
selecting a set of precoding matrices {Mi}K
i=1 that maxi-
mizes the sum rate under the assumption of perfect CSI at
the transmitter and the constraint that users do not inter-
fere with each other, or HjMi = 0 ∀j 6= i as in [2].
Let us consider for user i the matrix f Hi =
[H0
1..,H0
i−1,H0
i+1,..,H0
K]0.I t sS V Di s
f Hi =
h
e UΛ
i e U0
i
i·
e Λi 0
00
¸h
e VΛ
i e V0
i
iH
(7)
where the right singular vectors e V0
i form a basis for the
null space of f Hi.S i n c eHj e V0
i = 0 for j 6= i, the precoding
matrix can be written as Mi = e V0
iM1
i,w h e r et h eﬁrst
term e V0
i nulls inter-user interference while M1
i is used for
further optimization. Notice that in general condition T> P
j6=i Rj is required for e V0
i to exist. To obtain M1
i,l e tu s
consider the (interference-free) channel matrix for user i be
H1
i = Hi e V0
i and its SVD
Hi e V0
i =
£
UΛ
i U0
i
¤·
Λi 0
00
¸£
VΛ
i V0
i
¤H
. (8)
The precoding matrixes Mi can then be expressed as
(M1
i = VΛ
i Pi)
Mi = e V0
iVΛ
i Pi, (9)
where Pi is a diagonal matrix that deﬁnes power allocation
over the channel modes according to waterﬁlling: [Pi]k,k =
max
Ã
0,ξ−
σ2
n
[Λi]2
k,k
!
,w i t hξ such that
PK
i=1 tr(Pi)=PS.
Temporal processing at the receiversThe Ri × N block of data received by user i can be
rewritten as
Ri = Hi
K X
k=1
MkXk(SD)T + APHi(SP)T + Wi. (10)
In order to separate the symbols transmitted over the or-
thogonal temporal signatures SD and SP ,t h er e c e i v e r s
can perform matched ﬁltering, that is, assuming perfect
CSI (so that HiMj =0for i 6= j):
RisD
j = HiMixi,j + WisD
j = HiMixi,j + wD
i,j (11)
for data signatures (j =1 ,2,...,N − T) and
RisP
t = AP [[Hi]1,t ,...,[Hi]Ri,t]
T + WisP
t =
= AP [[Hi]1,t ,...,[Hi]Ri,t]
T + wP
i,t (12)
for pilots (t =1 ,2,...,T).S i n c e (SD)TSD =1and
(SP)TSP =1 , wD
i,j and wP
i,t are independent and dis-
tributed as wD
i,j ∼ CN(0,Idiσ2
n) and wP
i,j ∼ CN(0,Idiσ2
n).
III. Impact of imperfect CSI on system
performance
The CSI available at the transmitter to calculate the
precoding matrices {Mi}K
i=1in (9) consists of a set of es-
timates {ˆ Hi}K
i=1of the channels {Hi}K
i=1, fedback by the
receivers via a dedicate link. In general, the actual and es-
timated channel matrices are mismatched, because of the
eﬀects of i) noise and ii) feedback delay that outdates the
estimated channels when the propagation environment is
time varying.
ML channel estimation performance
Since the pilot symbols are modulated by orthogonal
signatures, the ML estimate for [Hi]r,t (see also [4]) can be
obtained from (12) as
[ˆ Hi]r,t =
1
Apδ
T
i,rRisP
t =[ Hi]r,t +
[wP
i,t]r,1
AP (13)
where δi,r =[ δ(r − 1),...,δ(r − Ri)]
T,w i t hr =1 ,...,Ri.
Its variance can be easily computed as
σ2
est = Va r[[ˆ Hi]r,t]=
σ2
n
(AP)2. (14)
The estimated channel matrix ˆ Hi can be written as ˆ Hi =
Hi+H
e
i, where the superscript e stands for "estimation
error". The entries of He
i are iid: [He
i]r,t ∼ CN(0,σ2
est).
Effects of channel estimation errors on
OSDMA
Under the assumption of imperfect CSI available at the
transmitter, the users interfere with each other as, in gen-
eral, Hi ˆ Mj 6=0for i 6= j, ˆ Mj being the precoding matrix
for user j according to the channel estimates {ˆ Hi}K
i=1. Since
TD
i = ˆ MiXi(SD)T, the received signal in (11) is modiﬁed
as
ye
i,j = RisD
j = Hi ˆ Mixi,j +
X
k6=i
Hi ˆ Mkxk,j + wD
i,j =
= ˆ Hi ˆ Mixi,j − He
i ˆ Mxj + wD
i,j (15)
where ˆ M =[ˆ M1,..., ˆ MK] and xj =[ ( x1,j)T,...,(xK, j)T]T.
Notice that temporal orthogonality is not aﬀected by the
imperfect CSI as we are dealing with ﬂat fading channels.
The system above is equivalent to one where the chan-
nel matrix is ˆ Hi and the interference term He
i ˆ Mxj can
be considered as additive noise. It can be easily proved
that the entries of He
i, conditioned on ˆ Hi (recalling that
vec(Hi) ∼ CN (0,ITR i)) are uncorrelated and distributed
as
[He
i]r,t|ˆ Hi ∼ CN
µ
µe
h
ˆ Hi
i
r,t
,σ2
e
¶
(16)
where µe =
σ2
est
1+σ2
est
and σ2
e =
σ2
est
1+σ2
est
. The interference
term can then be written as
He
i ˆ Mxj =( µe ˆ Hi + ¯ He
i) ˆ Mxj = µe ˆ Hi ˆ Mixi,j + ¯ He
i ˆ Mxj,
(17)
¯ He
i being the zero mean estimation error term uncorrelated
with the estimate ˆ Hi. It should be noticed that the term
µe ˆ Hi ˆ Mixi,j in (17) is correlated with the desired part of
the signal and can be interpreted as power loss with respect
to the perfect estimation case, whereas the residual error
¯ He
i ˆ Mxj is uncorrelated with the useful part of the signal.
Even though the latter is not Gaussian distributed, the as-
sumption of gaussianity (with the same covariance matrix)
provides the worst-case scenario in terms of capacity loss
[5]. A lower bound on the ergodic channel capacity for each
user can then be evaluated as [5] [6]
Ce
i ≥ Se
i =
N − T
N
Eˆ H[Log2|I +( Υe
i)−1(1 − µe)2 ·
·ˆ HiMi(ˆ HiMi)H|)], (18)
with Υe
i being the noise covariance matrix
Υe
i =( σ2
n + PSσ2
e)IRi. (19)
A lower bound on the downlink sum-capacity is obtained
as Ce ≥
PK
i=1 Se
i .
Effects of outdated channel estimate on
OSDMA
The estimates {ˆ Hi}
K
i=1, computed by the K receivers,
must be fed back to the BS before being used for optimiz-
ing spatial multiplexing. Here, the delay is assumed equal
to one block, which amounts to optimizing transmission
over the channel realization Hi(n) using the estimate of
the previous block ˆ Hi(n − 1).
Rewriting (11) under this assumption, the signal re-
ceived by user i for block n on the jth signature can be
derived by following the same reasoning that was used in
the previous section:yd
i,j(n)=Hi(n) ˆ Mi(n − 1) xi,j(n)+
+
X
k6=i
Hi(n) ˆ Mk(n − 1) xk,j(n)+wD
i,j(n)
= ˆ Hi(n) ˆ Mi(n − 1) xi,j(n)
−He
i(n) ˆ Mi(n − 1)xi,j(n)
+
X
k6=i
Hi(n) ˆ Mk(n − 1) xk,j(n)+wD
i,j(n). (20)
Let ρ indicate the correlation between Hi(n) and Hi(n−
1). By the same arguments used in the previous section
and after some more tedious calculations, the entries of
He
i(n) conditioned on a realization of {ˆ Hi(n), ˆ Hi(n − 1)}
([He
i(n)]r,t|ˆ Hi(n),ˆ Hi(n−1)) are now distributed as
CN
µ
µd
1
h
ˆ Hi(n)
i
r,t
+ µd
2
h
ˆ Hi(n − 1)
i
r,t
,σ2
d
¶
(21)
with µd
1 =
σ2
est
¡
1+σ2
est
¢
(1 + σ2
est)
2 − ρ2,µ d
2 =
−σ2
estρ
(1 + σ2
est)
2 − ρ2 and
σ2
d =
σ2
est
¡
1 − ρ2 + σ2
est
¢
(1 + σ2
est)
2 − ρ2 . Therefore, after decomposing
t h ei n t e r f e r e n c et e r ma s
He
i(n)=µd
1 ˆ Hi(n)+µd
2 ˆ Hi(n − 1) + ¯ He
i(n), (22)
and deﬁning ¯ Hi(n)=( 1 −µd
1)ˆ Hi(n)−µd
2 ˆ Hi(n−1), equation
(20) can be rearranged as
yd
i,j(n)=¯ Hi ˆ Mi(n − 1) xi,j − ¯ He
i ˆ M(n − 1) xj +
+(1 − µd
1)ˆ Hi
X
k6=i
ˆ Mk(n − 1) xk,j + wD
i,j(n). (23)
where the time dependence has been suppressed for the
sake of clarity in all terms evaluated at time n.
Similiarly to the previous section, it is possible to express
a lower bound on the ergodic channel capacity for the ith
user as
Cd
i ≥ Sd
i =
N − T
N
Eˆ H(n),ˆ H(n−1)[Log2(|I +( Υd
i)−1 ·
·¯ Hi ˆ Mi(n − 1) ˆ MH
i (n − 1)¯ HH
i |)] (24)
where Υd
i is the noise covariance, that depends on the par-
ticular channel realization at time n
Υd
i =( σ2
n+PSσ2
d)I +( 1− µd
1)2 ·
·
X
k6=i
ˆ Hi(n) ˆ Mk(n − 1) ˆ MH
k (n − 1)ˆ HH
i (n).(25)
Rate is adversely aﬀected by both the sub-optimal distri-
bution of power on the user channels and inter-user inter-
ference. In high SNR situations the contribution accounted
for by the rightmost term in (25) is expected to dominate
as, for a ﬁxed noise power σn, it grows approximately lin-
early with the transmit power, while the leftmost term is
bounded by
lim
P→∞
(σ2
n+PSσ2
d)=
(T + Nα− 2Tα)σ2
n
(N − T)α
. (26)
IV. Numerical analysis
Simulations setup
The lower bounds on the downlink sum-capacity derived
in Sec. II have been evaluated through computer simula-
tions under diﬀerent assumptions on the CSI available at
the transmitter as detailed in the following.
Open loop: Channel estimation is carried out at the re-
ceiver, but there is no feedback of the estimate to the BS.
Therefore, SDMA cannot be used and user separation must
be carried on in the time/frequency/code domain, by as-
signing a diﬀerent set of signatures to each user. Spatial
multiplexing of data is still possible for a single user by
transmitting equal power on each antenna, while for detec-
tion of the received data the VBLAST algorithm [7] can be
used.
In this case, a lower bound on the average capacity for
user i can be calculated as
Ci ≥ Si =
pi
N
Eˆ H
·
Log2
µ¯ ¯ ¯ ¯I + Υ
−1
i
PS
T
¯ Hi ¯ HH
i
¯ ¯ ¯ ¯
¶¸
(27)
where pi is the number of temporal signatures assigned to
user i out of the N−T available, while the noise covariance
Υi is still the same as Υe
i in (19).
Closed loop transmission with perfect knowledge of the
channel : The receiver performs both channel estimation
and feedback of the estimate to the BS and the BS employs
OSDMA [2]. It is assumed that perfect CSI is available at
the transmitter, so that ˆ Hi = Hi and He
i = 0.M o r e o v e r
the transmission delay is zero. The ergodic capacity for
user i is
Ci =
N − T
N
EH
£
Log2
¡¯ ¯I + σ−2
n HiMi(HiMi)H¯ ¯¢¤
.
(28)
Closed loop transmission with estimation error :f e e d -
back delay is not taken into account, whereas estimation
error is handled as explained in Sec. II.
Closed loop transmi ssion with estimation error and feed-
back delay : feedback delay and estimation error are taken
both into account, according to the results in Sec. II.
The simulations have been made assuming N =4 0over
10000 realizations of the channels (successive channels re-
alizations for the closed loop with feedback delay case).
Simulations results
Fig. 1 shows contour plots of the sum rate S1 + S2 as
a function of α (the fraction of power used for channel
estimation) and SNR f o ro p e nl o o p( " O p e nl o o p " )a n d
closed loop transmission with estimation error ("Est. er-
ror"). The downlink considered consists of K =2users,0.2 0.4 0.6 0.8 1
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Figure 2: Fig. 3: Average sum capacity in bit/s/Hz versus SNR
and α = PP/P for open loop (left column) and closed loop with
estimation error (rigth column). N =4 0 ,K=2users, Ri =2(top)
and 4 (bottom) and T =2 Ri.
each with Ri =2(top) and 4 (bottom) receiving antennas,
and a BS equipped with T =4(top) and 8 (bottom) anten-
nas. Using SDMA results approximately in a 50% increase
of the system throughput. Moreover, it can be seen that
the optimal fraction of power dedicated for channel estima-
tion for a wide range of SNR lingers around α =0 .25, the
value used in the following simulation.
In Fig. 2 it is shown the sum rate S1 +S2 as a function
of SNR for K =2users, Ri =2and T =4 . The impact
of estimation error alone is not severe, less than 2dB uni-
formly with respect to SNR. In fact, the additional noise
term in (19) is a constant when all the other parameters
are left the same, for with a higher SNR t h ev a r i a n c eo f
the estimate is lower, but the interference injected in all
the channels is proportionally higher. On the other hand,
channel outdating due to feedback delay has a remarkable
eﬀect, due to inter user interference accounted for by the
rightmost term in (25). From Fig. 2, for a channel corre-
lation of ρ =0 .8, the simpler open loop strategy performs
uniformly better than OSDMA, due to the levelling eﬀect
on capacity of inter user interference growing at the same
rate as useful signal power.
V. Conclusion
The eﬀects of noisy and outdated CSI at the transmit-
ter of an OSDMA downlink on the sum-capacity have been
studied. The impact of both these deviations from the
ideal condition of perfect and instantaneous (non causal)
CSI have been considered both analytically and through
simulations in order to test the robustness of the trans-
mission strategy. From this analysis, performance of OS-
DMA strongly depends on the correlation between succes-
sive channel realizations sugges t i n gt or e s t r i c ti t su s et o
channels varying slowly enough. Possible performance gain
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Figure 5: Fig. 6: Average sum capacity versus SNR for various
coding strategies and successive channel realizations correlation ρ:
α =0 .25, N =4 0 .
from using more complex channel modeling, estimation and
prediction remains an open subject for further study.
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