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HIGHER SOLUTIONS OF HITCHIN’S SELF-DUALITY EQUATIONS
LYNN HELLER AND SEBASTIAN HELLER
Abstract. Solutions of Hitchin’s self-duality equations corresponds to special real sec-
tions in the Deligne-Hitchin moduli space – twistor lines. A question posed by Simpson
in 1997 asks whether all real sections give rise to global solutions of the self-duality equa-
tions. An affirmative answer would allow for complex analytic procedure to obtain all
solutions of the self-duality equations. The purpose of this paper is to construct counter
examples given by certain (branched) Willmore surfaces in 3-space (with monodromy)
via the generalized Whitham flow. Though these higher solutions do not give rise to
global solutions of the self-duality equations on the whole Riemann surface M , they
are solutions on an open dense subset of it. This suggest a deeper connection between
Willmore surfaces, i.e., rank 4 harmonic maps theory, with the rank 2 self-duality theory.
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Introduction
The starting point of our investigations are Hitchin’s self-duality equations on a compact
Riemann surface [18]
F∇ = −[Φ,Φ∗]; ∂¯∇Φ = 0,
where F∇ is the curvature of a special unitary connection ∇ on a rank 2 hermitian bundle
V over the Riemann surface M , and Φ is a (1, 0)-form with values in the trace-free endo-
morphism bundle End0(V ). This is a 2-dimensional reduction of the self-dual Yang-Mills
equations which is invariant under the (unitary) gauge group and though it cannot be
explicitly solved so far, the moduli space M of solutions possesses a very rich geometric
structure.
For Riemann surfaces of genus g ≥ 2 Hitchin [18] showed that M is a smooth manifold
of dimension 12g − 12 when restricting to irreducible solutions. Moreover, irreducible
solutions are uniquely determined by the Higgs pair (∂¯∇,Φ) up to unitary gauge trans-
formations. From this perspective Φ is a holomorphic End0(V )-valued 1-form for the
holomorphic vector bundle (V, ∂¯∇), and the irreducibility of the solution translates to the
stability of the Higgs pair: Φ-invariant holomorphic line subbundles of V have strictly
negative degree. Conversely, Hitchin has shown that every stable Higgs pair gives rise to
an irreducible solution of the self-duality equations. Therefore, there exist a 1 : 1 cor-
respondence between the moduli spaces of stable Higgs pairs and irreducible self-duality
solutions – the Hitchin-Kobayashi correspondence. By construction, the moduli space of
stable Higgs bundles (∂¯∇,Φ) is a holomorphic symplectic manifold containing the cotan-
gent space of the moduli space of stable holomorphic bundles as an open dense subset.
Thus through the Hitchin-Kobayashi correspondence (the smooth part of) M inherits a
complex structure I.
From another point of view it was observed that the connection ∇+Φ+Φ∗ is flat. Donald-
son [7], using Eells and Sampson’s [8] heat flow construction, showed that every irreducible
flat SL(2,C)-connection uniquely determines a solution of the self-duality equations (up
to gauge-equivalence). Since the moduli space of irreducible flat SL(2,C)-connections is
again a holomorphic symplectic manifold, M naturally inherits a second complex struc-
ture J . Composing the two complex structures, a third complex structure K is obtained
rendering M into a hyper-Ka¨hler manifold: the three complex structures anti-commute
and are Ka¨hler with respect to the same natural L2-metric.
The transition between the different pictures and thus the dependence of the different
complex structures ofM on each other is not well understood, except in the case where the
underlying Riemann surface is a torus. The construction of the Deligne-Hitchin moduli
space MDH → CP 1 [30, 31] is an effort to interpolate between these pictures using a
parameter λ ∈ CP 1, where the Higgs pair can be found at λ = 0 and the flat connection
∇ + Φ + Φ∗ at λ = 1. It is constructed such that the so-called associated family of flat
connections
(0.1) λ ∈ C∗ 7−→ ∇λ := ∇+ λ−1Φ+ λΦ∗,
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gives rise to a holomorphic section of MDH → CP 1 of a particularly simple form: it
satisfies a reality condition and gives rise to a so-called twistor line when identifying
MDH → CP 1 with the twistor space of M, see [30]. A natural question, due to Simpson
[30], is whether all real sections are twistor lines, i.e., whether they all give rise to solutions
of Hitchin’s self-duality equations. As noted by Simpson, an affirmative answer would al-
low, at least “philosophically”, for a complex analytic procedure to obtain all solutions of
the self-duality equations.
The purpose of this paper is to give a negative answer to this question by constructing
counter examples arising from certain Willmore surfaces. Willmore surfaces are critical
points of the Willmore functional (0.4). They have been studied via integrable systems
techniques, see for example in [9, 4]. We adjust the generalized Whitham flow for con-
stant mean curvature (CMC) surfaces in 3-space developed in [12] to flow from equivariant
Willmore cylinders discovered by Babich and Bobenko [2] to Willmore surfaces of higher
genus. The key observation here is that the Babich-Bobenko examples solve Hitchin’s
self-duality equations away from their umbilic lines, i.e., as solutions to the self-duality
equations they are not globally well-defined on a torus. On the other hand, by interpreting
these solutions as Willmore surfaces via the corresponding rank 4 harmonic maps theory
these singularities disappear hinting at a deeper link between these two theories.
Harmonic maps from surfaces into the round 3-sphere were studied by Hitchin [17], includ-
ing minimal surfaces in the 3-sphere and (non-conformal) harmonic maps into a totally
geodesic 2-sphere. The latter are exactly the Gauss maps of CMC surfaces in 3-space,
where the metric satisfies the Sinh-Gordon equation. The harmonicity of the map trans-
lates in the gauge theoretic set up to
(0.2) F∇ = [Φ,Φ∗]; ∂¯∇Φ = 0
where like for the self-duality equations F∇ is the curvature of a special unitary connection
∇ on a rank 2 hermitian bundle V over the Riemann surface M , and Φ is a (1, 0)-form
with values in the trace-free endomorphism bundle End0(V ). This leads to an associated
family of flat connections
(0.3) λ ∈ C∗ 7−→ ∇˜λ := ∇+ λ−1Φ− λΦ∗.
The equations and the associated family differ from those of the self-duality equations
only by a sign, as solutions of the self-duality equations give rise to (equivariant) har-
monic maps into hyperbolic 3-space.
Hitchin [17], and independently Pinkall-Sterling [26] and Bobenko [4], conducted a deep
and systematic investigation of these integrable surfaces using variants of the associated
family of flat connections (0.3). This approach has been particularly successful for compact
surfaces of genus 1, while its generalization to higher genus faced significant difficulties.
The existence of the solutions (∇,Φ) of the equations (0.2) on M (rather than on its
universal covering) is equivalent to the intrinsic closing condition
• ∇˜λ is unitary for λ ∈ S1.
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This condition also ensures that the solution gives well-defined curvature functions on M
satisfying the corresponding Gauss-Codazzi equations. To obtain a well-defined harmonic
map from M into the 3-sphere the extrinsic closing condition needs to be satisfied, i.e.,
• the connections ∇˜±1 have trivial monodromy.
For CMC surfaces in the 3-sphere, which are not harmonic themselves unless their mean
curvature vanishes, the extrinsic closing conditions are that ∇˜λi is trivial for two distinct
points λi ∈ S1. In contrast to the moduli space of self-duality solutions, the moduli space
of harmonic tori into the 3-sphere has a complicated structure of a stratified space.
In view of constructing counter examples to Simpson’s question for the self-duality equa-
tions, we are interested in solution where the Riemann surface M has genus g ≥ 2. The
theory for these higher genus harmonic maps to S3 is very different from the classical
spectral curve theory for harmonic tori. For g ≥ 2 the connections ∇˜λ are irreducible for
generic λ [14], i.e., maps into the smooth part of the moduli space of flat connections,
while the closing conditions demand ∇˜λ to be reducible at λ = ±1. Therefore, higher
genus harmonic maps no longer satisfy that the gauge equivalence classes of ∇˜λ is either
contained in the regular or singular part of the moduli space of flat connections for all
λ ∈ C as in the case of self-duality solutions.
The first glimpse that an integrable systems approach for higher genus harmonic maps
might still work can be found in the series of papers by the second author [14, 15, 16] where
concepts from Higgs bundle theory have been applied to the study of harmonic maps into
the 3-sphere. In particular, it is shown that the map λ 7→ ∇˜λ is already determined by
its induced map
D : C∗ −→ A2, λ 7−→ [∇˜λ].
into the moduli space of flat connections A2 modulo a finite dimensional freedom given
by special λ-dependent gauge transformations. This freedom is given by so-called dress-
ing transformations and is linked to the existence of reducible connections ∇˜λ for some
λ ∈ C∗ \ S1. Going one step further, A2 can be projected to the moduli stack of holo-
morphic bundles by considering the induced holomorphic structure of a flat connection.
As two flat connections with the same induced holomorphic structure differ by a Higgs
field Ψ, the moduli space of flat connections is an affine bundle over the moduli space
of holomorphic structures, at least over its smooth part. Because of the intrinsic closing
condition, the projected map to the moduli stack of holomorphic bundles already contains
the same informations as D. But in order to obtain closed CMC surfaces and harmonic
maps we need it to be explicit enough to ensure the existence of trivial gauge classes [∇˜λi ]
for two λi ∈ S1.
To overcome this problem we (in joint work N. Schmitt) have set up a deformation the-
ory – the generalize Whitham flow – from CMC tori towards (symmetric) higher genus
CMC surfaces [12]. This gives a way to interpolate between compact CMC surfaces of
different genera by dropping one extrinsic closing condition. The idea is to flow between
different Lawson surfaces and their corresponding fundamental piece, a solution of the
Plateau problem with a polygonal boundary curve in S3. The surface is then generated
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by rotating and reflecting the fundamental piece. The flow parameter is proportional to
the angle between the boundary arcs which can be encoded as a local monodromy of the
connections ∇˜λ. By design the surfaces during the flow close up to compact but (possibly)
branched minimal (CMC) surfaces for rational angles, and at discrete angles immersed
surfaces of genus g > 1 are obtained. In [12] the short time existence of the flow is shown
starting at families of particularly well understood initial CMC tori. Moreover, computer
experiments conducted in [13] give evidence for the long time existence of the flow and
map out the moduli space of symmetric and (Alexandrov) embedded CMC surfaces of
genus 2. From a higher perspective we can reinterpret the integrable systems approaches
to harmonic tori and compact CMC surfaces of higher genus: compact (not totally um-
bilical) CMC surfaces are determined (up to dressing transformations) by real sections
of the Deligne-Hitchin moduli space with respect to the real structure on MDH covering
λ 7→ λ¯−1 on CP 1.
Replacing the underlying rank 2 bundle V of [17] by a rank 4 complex vector bundle V4
an integrale systems theory for constrained Willmore surfaces in S4 is obtained [5]. These
are critical points of the Willmore functional
(0.4)
∫
M
(| ~H |2 + 1)dA
for immersions into S4 under variations preserving the conformal structure of the map.
Here ~H denotes the mean curvature vector of the immersion and dA is the induced area
element. Minimal and CMC surfaces in a 3-dimensional space form give the first examples
of constrained Willmore surfaces. By viewing these surfaces as constrained Willmore sur-
faces there is no distinction between the CMC surfaces in hyperbolic space H3 and in the
other space forms as opposed to their rank 2 description, see [10]. Babich and Bobenko
[2] constructed smooth Willmore tori by gluing two minimal surfaces in H3 along the
infinity boundary S2. These minimal surfaces come from local solutions of the self-duality
equations with singularities where the surface intersects the infinity boundary of the hy-
perbolic 3-space.
If we consider only surfaces inside (a conformal) S3 ⊂ S4, then the family of flat SL(4,C)-
connections comes with an additional symmetry σ with
σ∗∇˜µ4 ∼= ∇˜µ4 .
Moreover, by parametrizing the associate family for constrained Willmore tori in 3-space
using the quotient λ ∈ Σ˜ = Σ/σ instead of µ the family splits into the direct sum of
two (gauge equivalent) rank 2 families of flat connections, see [10]. More generally, we
conjecture that all sections (for Riemann surfaces M of arbitrary genus) corresponding
to Σ˜-families (for a hyper-elliptic Σ˜ of positive genus) satisfying the self-duality reality
condition are local but not global self-duality solutions. Hence they do not induce twistor
lines. It is interesting to note that as a solution of the rank 2 theory these examples have
singularities, which are removed by putting them into the rank 4 framework.
In order to construct the real sections of the Deligne-Hitchin moduli space which do not
correspond to twistor lines, we start with Willmore surfaces of Babich-Bobenko type. We
show that they correspond to families of flat connections satisfying the reality condition
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of the self-duality equations. Then we flow these initial families with the generalized
Whitham flow introduced in [12] towards higher genus surfaces. At rational times ρ we
obtain the desired counter examples of high genus. In order to avoid singular points of
the moduli space, i.e., reducible flat connections, we drop the extrinsic closing condition
of the surfaces and fix the spectral curve Σ of the initial surface instead. When applied to
solutions of spectral genus 0, the flow yields global (Zg+1-symmetric) solutions of the self-
duality equations. Therefore, we call these new real sections (corresponding to Willmore
tori of spectral genus 1) higher solutions of the self-duality equations. They turn out to
solve the self-duality equations on an open and dense subset of the Riemann surface M .
There are in fact two types of real sections covering the antipodal involution λ 7→ −λ¯−1
of CP 1 corresponding to the two real subgroups SU(2) and SL(2,R) of SL(2,C). The
SL(2,R)-case corresponds to harmonic maps into the space of oriented circles in the 2-
sphere, and examples are constructed in [3]. But in contrast to the examples constructed
here, those differ from twistor lines by a topological quantity, see Section 1.3, and there-
fore they do not give (even locally) solutions of the self-duality equations.
The paper is organized as follows. We first introduce the notion and the most important
properties of the Deligne-Hitchin moduli space MDH and the twistor lines in Section 1.
In Section 2 we describe the families of flat connections leading to Babich-Bobenko type
Willmore surfaces, and show that they induce negative real sections in MDH . In section
3 we show how families of flat connections ∇λ on the 4-punctured sphere, with additional
boundary conditions encoding the local monodromy of ∇λ at the punctures, give rise to
symmetric real sections of MDH on a surface of higher genus. Thereafter, we use the
eigenvalue ρ of the logarithmic local monodromy as the flow parameter and adapt the
generalized Whitham flow techniques of [12] to deform our degenerate initial solution on
a torus in Section 4. This proves the existence of real sections ofMDH over the Riemann
surface Mˆρ of genus g(ρ) which map into the smooth part of the moduli space. Finally,
we show in Section 5 that these new real sections give rise to solutions of the self-duality
equations on an open and dense subset of the compact Riemann surface Mˆρ.
1. The Deligne-Hitchin moduli space MDH
The Deligne-Hitchin moduli space MDH = MDH(M) of a compact Riemann surface M
provides a natural tool to study associated families of flat connections of the self-duality
equations. It was first defined by Deligne (see [30, 31]) as a complex analytic reincarnation
of the twistor space (see [19]) associated to the moduli space of self-duality solutions.
Definition 1.1. For λ ∈ C fixed, a (integrable) λ-connection on a vector bundle V →M
over a Riemann surfaceM is a pair (∂¯,D) consisting of a holomorphic structure on V and
a linear first order differential operator
D : Γ(M,V )→ Ω(1,0)(M,V )
satisfying the λ-Leibniz rule
D(fs) = λ∂f ⊗ s+ fDs
for functions f and sections s, and the integrability condition
(1.1) D∂¯ + ∂¯D = 0.
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Whenever the integrability condition is dropped, we refer to the corresponding pairs (∂¯,D)
as plain λ-connections.
Example 1.2. Let V = M × Cn be a trivial rank n bundle and z a local coordinate on
M . For λ ∈ C fixed, the pair
(∂¯0, λ∂0) = (d
′′, λd′)
gives the so-called trivial λ-connection on V, where d = d′ + d′′ is the decomposition into
(1, 0) and (0, 1)-parts of the exterior derivative. For λ = 0 the corresponding λ-connection
reduces to the trivial holomorphic structure on V.
Remark 1.3. The operatorsD and ∂¯ also act on (0, 1)-forms and (1, 0)-forms respectively.
For λ = 0 the integrability condition (1.1) is equivalent to
D = Φ ∈ H0(M,KEnd(V )),
i.e., being complex linear and holomorphic, and for λ 6= 0 we have that
∇ = 1
λ
D + ∂¯
is a flat connection.
Definition 1.4. For λ = 0 a λ-connection (∂¯,D) is called a Higgs pair. In this case,
D = Φ ∈ H0(M,KEnd(V )) is tensorial and will be referred to as Higgs field.
In this paper we restrict to the subclass of λ-connections corresponding to the group
GC = SL(2,C). Note that a λ-connection on a vector bundle V induces λ-connections on
all associated tensor bundles, e.g. V ∗ and ΛnV. For λ = 0 and n = rank(V ), the induced
λ-connection of (∂¯,D) on ΛnV is given by the trace of D and the induced holomorphic
structure on the determinant bundle.
Definition 1.5. A SL(2,C)-λ-connection (or a rank 2 trace-free λ-connection) is a λ-
connection on a rank 2 vector bundle V → M over a compact Riemann surface M , such
that the induced λ-connection on Λ2V is trivial.
For the rest of the section we consider the case where M is compact and has genus g ≥ 2.
Moreover, we assume without loss of generality that
V =M × C2,
since every vector bundle V with trivial determinant is (topologically) trivial. For λ ∈ C
fixed, let Aλ denote the space of (integrable) λ-connections. Then there is a natural action
of the gauge group
G = {g : M → SL(2,C)}
on Aλ and for λ 6= 0 the quotient
Aλ/G
is isomorphic to the moduli space of flat SL(2,C)-connections. As such it is a a complex
analytic space which is smooth away from (gauge orbits of) reducible flat connections.
The same holds for λ = 0 except for the fact that the quotient
A0/G
is not complex analytic (and not Hausdorff) at unstable Higgs pairs.
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Definition 1.6. Let M be a compact Riemann surface. A SL(2,C)-λ-connection (∂¯,D)
is called stable, if every ∂¯-holomorphic subbundle L ⊂ V = C2 with
D(Γ(M,L)) ⊂ Ω(1,0)(M,L)
satisfies
deg(L) < 0
and semi-stable if
deg(L) ≤ 0.
All other λ-connections are called unstable.
For λ 6= 0, every λ-connection (∂¯,D) is automatically semi-stable. Moreover, (∂¯,D) is
stable if and only if the connection ∇ = 1
λ
D + ∂¯ is irreducible. For λ = 0 there exist
unstable λ-connections and their gauge orbits are infinitesimal close to the gauge orbits of
(certain) stable λ-connections. In order to obtain a well-behaved moduli space we restrict
to semi-stable λ-connections.
Definition 1.7. LetM be a compact Riemann surface of genus g ≥ 2. The Hodge moduli
space MHod = MHod(M) is the space of all semi-stable, rank 2 trace-free λ-connections
on M modulo gauge transformations.
The gauge-equivalence class of a λ-connection (λ, ∂¯,D) is denoted by
[λ, ∂¯,D] ∈ MHod
or by
[λ, ∂¯,D]M ∈ MHod(M)
to emphasis its dependence on the Riemann surface.
Remark 1.8. The Hodge moduli space can be equipped with an algebraic structure
through the GIT construction [30]. We prefer to think of MHod as a complex analytic
space (with quotient topology) whose smooth points are given by the gauge orbits of stable
λ-connections. These form an open and dense subset in MHod. As a stable λ-connection
does not permit non-trivial automorphisms (trivial automorphisms are constant multiples
of the identity), the smooth structure can be constructed by standard gauge theoretic
methods.
The Hodge moduli space admits a holomorphic map
f = fM : MHod −→ C; [λ, ∂¯,D] 7−→ λ
whose fiber at λ = 0 is the Higgs moduli space MDol, and at λ = 1 it is the deRham
moduli space of flat SL(2,C)-connections MdR, which we consider as complex analytic
spaces endowed with their respective natural complex structures.
1.1. The gluing construction of the Deligne-Hitchin moduli space. Let M be a
Riemann surface and M¯ be its complex conjugate Riemann surface. As differentiable man-
ifolds we have M ∼= M¯ and thus their deRham moduli spaces of flat SL(2,C)-connections
are naturally isomorphic (as complex analytic spaces, not as algebraic spaces). Through
the Deligne gluing [31]
Ψ: MHod(M) \ f−1M (0)→MHod(M¯) \ f−1M¯ (0); [λ, ∂¯,D]M 7→ [ 1λ , 1λD, 1λ ∂¯]M¯
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we can define the Deligne-Hitchin moduli space to be
MDH =MHod(M) ∪ΨMHod(M¯).
The Deligne-Hitchin moduli space admits a natural fibration, also denoted by f , to CP 1
whose restriction to MHod(M) is fM and whose restriction to MHod(M¯) is 1/fM¯ .
Remark 1.9. Note that the Deligne-gluing map Ψ maps stable λ-connections on M to
stable 1
λ
-connections on M¯. Hence, it maps the smooth locus of MHod(M) (consisting of
stable λ-connections) to the smooth locus of MHod(M¯ ), and MDH is equipped with a
structure of a complex manifold at all of its stable points.
Definition 1.10. A section of MDH is a map
s : CP 1 →MDH
such that f ◦ s =Id.
Remark 1.11. We call a section of (or more generally a map into) MDH holomorphic if
it admits a local holomorphic lift to the space of plain λ-connections. In other words for
every λ0 ∈ CP 1 fixed, there exist an open U(λ0) ⊂ CP 1 such that the map
U(λ0) ∋ λ 7−→ (λ, ∂¯,D)
is holomorphic. Depending on whether λ0 is in U0 ∼= C ⊂ CP 1 or in U∞ ∼= CP 1 \ {0}
the plain λ-connections can be considered with respect to either Riemann surfaces M or
M¯. At stable points, the moduli space MDH is a (smooth) complex manifold and the
holomorphicity of sections reduces to the usual notion of holomorphic sections.
It is well-known (and one of the motivation behind its definition is) that
f : MDH −→ CP 1
is holomorphic isomorphic to the twistor fibration P → CP 1 of the hyper-Ka¨hler metric
on the moduli space of solutions to Hitchin’s self-duality equations, at least at the smooth
points, see [30]. The isomorphism is given as follows. Take a solution (∇,Φ) of the
self-duality equation and the twistor line
λ 7−→ (∂¯∇,Φ, λ)
with respect to the C∞-trivialization P ∼= MDol × CP 1. Then, this twistor line is holo-
morphically isomorphic to the section given by the holomorphic map
(1.2) λ ∈ C 7−→ [λ, ∂¯∇ + λΦ∗, λ∂∇ +Φ]M ∈ MHod(M) ⊂MDH .
It follows from the work of Hitchin [18] and Donaldson [7] that every stable point inMDH
uniquely determines a twistor line.
Definition 1.12. A holomorphic section s of MDH is called stable, if the λ-connection
s(λ) is stable for all λ ∈ C∗ and if the Higgs pairs s(0) on M and s(∞) on M¯ are stable.
Note that a twistor line s is already stable if it is stable at one λ0 ∈ C.
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1.2. Automorphisms of the Deligne-Hitchin moduli space. The Deligne-Hitchin
moduli space admits some natural automorphisms which will play important roles in the
later chapters. First of all, for every µ ∈ C∗ the (multiplicative) action of µ on CP 1 has
a natural lift to MDH by
µ([∇, ∂¯,D]) = [µλ, ∂¯, µD].
Definition 1.13. We denote by N :MDH →MDH the map given by
[∇, ∂¯,D] 7−→ [−λ, ∂¯,−D].
Second, in the general case (e.g., for GL(n,C) rather than SL(2,C) connections) taking
the dual of a flat connection gives rise to an automorphism of the moduli space of flat
connections which extends to an automorphism of Deligne-Hitchin moduli space we denote
by D.
Definition 1.14. The automorphism D : MDH →MDH is given by
[∇, ∂¯,D] 7−→ [λ, ∂¯∗,D∗],
where ()∗ denote the dual operator.
Since SL(2,C)-connections and λ-connections are self-dual, D is just the identity map in
our case.
The last automorphism we introduce is anti-holomorphic and denoted C.
Definition 1.15. Let C : MDH −→MDH be the continuation of the map
C˜ :MHod(M) −→MHod(M¯)
given by
C˜([λ, ∂¯,D]M ) 7−→ [λ¯, ∂¯, D¯]M¯ .
To be more concrete, for
∂¯ = ∂¯0 + η and D = λ(∂0) + ω
where d = ∂¯0+∂0 is the trivial connection, η ∈ Ω0,1(M, sl(2,C)), and ω ∈ Ω1,0(M, sl(2,C)),
we define the complex conjugate on the trivial C2-bundle over M¯ to be
∂¯ = ∂0 + η¯ and D¯ = λ¯(∂¯0) + ω¯.
The map C covers the map
λ ∈ CP 1 7−→ λ¯−1 ∈ CP 1.
It is important to note that C and N commute. Moreover, both maps are involutions.
Thus, their composition
T = CN
is an involution as well, covering the fixed-point free involution λ 7→ −λ¯−1 of CP 1.
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1.3. Real sections. LetM be a compact Riemann surface of genus g ≥ 2 in the following.
We consider the antiholomorphic involution of the associated Deligne-Hitchin moduli space
T = CN : MDH −→MDH
covering
λ 7−→ −λ¯−1
of CP 1. A section is called real (with respect to T ) if
T (s(−λ¯−1)) = s(λ)
holds for all λ ∈ CP 1. Immediate examples of real sections are twistor lines, i.e., sections
s of the form (1.2), which correspond to solutions of the self-duality equations.
In order to obtain a global lift of a section s of MDH to the space of flat connections or
integrable λ-connections, it is for technical reasons necessary to deal with λ-connections
where the connection 1-form is only of class Ck. For every λ ∈ C these Ck λ-connections are
in fact gauge equivalent (by a gauge transformation of class Ck+1) to smooth λ-connections.
The crucial Lemma is the following (it can be proven analogously to the proof of Theorem
8 in [16]):
Lemma 1.16. Let s be a holomorphic stable section of MDH → CP 1. Then, for every
k ∈ N≥2, there exists a holomorphic lift sˆk of s on C ⊂ CP 1 to the (infinite-dimensional)
space of Ck λ-connections on M .
We restrict ourselves from now on to stable sections s. Admissible sections are particularly
well-behaved sections s of MDH of the form
s(λ) = [λ, ∂¯ + λΨ, λD +Φ]
for a holomorphic structure ∂¯, a ∂-operator D, a (1, 0)-form Φ and a (0, 1)-form Ψ. The
associated family of flat connections of a solution of Hitchin’s self-duality equations induces
an admissible section s.
For λ ∈ C∗ ⊂ CP 1 let ∇λ be the family of flat connections corresponding to a lift of s
obtained by Lemma 1.16. Then the reality of s translates to the existence of a gauge
transformation g(λ) such that
(1.3) ∇λ.g(λ) = ∇−λ¯−1 .
for every λ ∈ C∗. Applying the equation (1.3) twice we obtain that
∇λ.g(λ)g(−λ¯−1) = ∇λ
Because the stability of the section s is equivalent to the irreducibility of ∇λ for all λ, we
obtain that g(λ)g(−λ¯−1) is a constant multiple of the identity gauge for every λ ∈ C∗.
By using the constructions in the proof of Theorem 7 in [16] one can easily deduce the
existence of a holomorphic family λ ∈ C∗ 7→ g(λ) satisfying (1.3).
Lemma 1.17. For λ ∈ C∗ let ∇λ be a holomorphic family of irreducible flat SL(2,C)-
connections satisfying (1.3) and g the corresponding holomorphic family of GL(2,C)-gauge
transformations. Then, there is a holomorphic map h : U → C∗ defined on an open
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neighborhood U of the closed unit disc D1 := {λ ∈ C | |λ|2 ≤ 1}, such that g˜ := hg
satisfies
(1.4) g˜(λ)g˜(−λ¯−1) = ±Id.
The sign on the right hand side is an invariant of the family ∇λ, i.e., it is determined by
the family ∇λ and does not depend on the choice of h.
Proof. By irreducibility of ∇λ we have
g(λ)g(−λ¯−1) = fˆ(λ)Id
for a holomorphic function fˆ without zeros along S1.Moreover, we can compute the index
the curve γ = fˆ |S1 to be
Ind0(γ) =
1
2πi
∫
γ
dfˆ
fˆ
= 12πi
∫
γ
d(det g(λ))
det g(λ) +
1
2πi
∫
γ
d(det g(−λ¯−1))
det g(−λ¯−1)
= 0.
Therefore, there exists a well-defined holomorphic function f such that fˆ(λ) = exp(f(λ)).
Consider the Laurent series of f for λ ∈ S1
f(λ) =
∑
k∈Z
fkλ
k.
Then fˆ(λ) = fˆ(−λ¯−1) yields for k 6= 0
(−1)k f¯k = f−k
and
f0 = f¯0 + n2πi,
for some n ∈ Z. Hence the holomorphic function
h(λ) = exp
− ∑
k∈Z>0
fkλ
k − 12Ref0

has the desired properties. The invariance of the sign of the right hand side of (1.4) can
be easily checked. 
Lemma 1.18. For λ ∈ C∗ let ∇λ be a holomorphic family of irreducible flat SL(2,C)-
connections satisfying (1.3). Then the corresponding family of gauge transformations g(λ)
can be chosen to satisfy det[g(λ)] ≡ 1.
Proof. Assume that g cannot be chosen to lie in SL(2,C). Then the index of the curve
γ =detg|S1
Ind0(γ) =
1
2πi
∫
γ
ddet(g)
det(g)
must be odd. Otherwise the square root of det(g) is well-defined and g˜ = 1√
det(g)
g defines a
family of SL(2,C)-gauge transformations satisfying (1.3). By multiplying g with a suitable
holomorphic function defined on C∗ the index of γ changes by an even number. Thus we
can assume without loss of generality that Ind0(γ) = 1. For p ∈ M fixed, consider the
Birkhoff factorization of g(λ)
(1.5) g(λ) = g+(λ)
(
λk+1 0
0 λ−k
)
g−(λ)
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for some k ∈ N, where g+ is a holomorphic map into SL(2,C) that extends to λ = 0 while
g− extends to λ =∞, see [26, Chapter 8]. The diagonal matrix diag(λk+1, λ−k) accounts
for the fact that Ind0(γ) = 1. Every other g˜+ and g˜− satisfying (1.5) is given by
g˜+(λ) = g+(λ)
(
1
a
− 1
ad
b(λ−1)λ2k+1
0 1
d
)
and
g˜−(λ) =
(
a b(λ−1)
0 d
)
g−(λ),
with constants a, d ∈ C∗ and a polynomial b (in the variable λ−1) of degree at most 2k+1.
Applying Lemma 1.17 we can further assume
(1.6) g(λ)g(−λ¯−1) = ±Id,
through which we can relate the Birkhoff factorizations of g(λ) and g(−λ¯−1) :
g(λ)−1 = ±g+(−λ¯−1)
(
(−1)k+1λ−k−1 0
0 (−1)kλk
)
g−(−λ¯−1)
and therefore
g(λ) = ±(−1)kg−(−λ¯−1)
−1
(−λk+1 0
0 λ−k
)
g+(−λ¯−1)
−1
.
Hence by the uniqueness of the Birkhoff factorization there exist a, d ∈ C∗ and a polyno-
mial b(λ−1) such that
±(−1)kg−(−λ¯−1)
−1
(−1 0
0 1
)
= g+(λ)
(
1
a
− 1
ad
b(λ−1)λ2k+1
0 1
d
)
and
g+(−λ¯−1)
−1
=
(
a b(λ−1)
0 d
)
g−(λ).
Putting the last two equation together yields that either −aa¯ = 1 or −d¯d = 1, depending
on the sign of (−1)k and the sign of (1.6), which is a contradiction in either case. 
The two above lemmas yield that for every family of flat connections ∇λ which is the lift
of a real section s of MDH there exists a holomorphic family of SL(2,C)-gauge transfor-
mation g(λ) (unique up to sign) satisfying (1.3). Moreover,
(1.7) g(λ)g(−λ¯−1) = ±Id,
and the sign on the right hand side is independent of the lift ∇λ of s (see also [3]). This
motivates the following definition.
Definition 1.19. A real section s of MDH is called positive or negative depending on
the sign of (1.7) for its lift.
Remark 1.20. A real section s corresponding to a solution of Hitchin’s self-duality equa-
tions is negative.
Question 1.21. Simpson [30, §4] raised the question whether every real section of the
Deligne-Simpson twistor space MDH induces a solution of the self-duality equations.
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While all stable admissible negative sections are given by solutions of the self-duality
equations [3] stable admissible positive sections are constructed in [3]. Due to the wrong
sign in (1.7) these counterexamples are rather pathological.
2. Real solutions of higher spectral genus on a torus
The aim of this section is to construct families of flat connections ∇λ on a Riemann surface
M of genus 1 satisfying (1.3) and (1.7) with a negative sign in (1.7). These families first
appeared as associated families of Willmore cylinders, see [2], and the Riemann surface
parametrizing the monodromies of ∇λ – the spectral curve Σ – is of (spectral) genus 1.
They do not give global (reducible) solutions of the self-duality equations on the torus M .
In the following we translate the ideas of [2] to the language of [12].
Let Σ = C/Λ be a complex 1-dimensional torus
Λ = Z+ τZ
with τ ∈ iR+ together with a real fixed-point free involution
η : Σ −→ Σ; [ξ] 7−→ [ξ¯ + 1+τ2 ].
Furthermore, consider the (elliptic) involution
σ : [ξ] 7−→ [−ξ]
which has four fixed points and therefore the quotient is Σ/σ ∼= CP 1. Since η com-
mutes with σ, it induces a real fixed-point free involution on CP 1 which, after applying
a suitable Moebius transformation, is the antipodal map. Applying a further Moebius
transformation, we obtain a 2-fold covering given by
λ : Σ −→ CP 1
with λ ◦ σ = λ, λ([0]) = 0, and λ ◦ η = −λ¯−1, and
r := λ([12 ]) ∈ R and R := λ([ τ2 ]) = −1r ∈ R.
Note that λ =∞ corresponds to [ξ] = [1+τ2 ]. We also assume that τ is chosen such that
0 < r < 1 or equivalently R < −1
(which holds for an open subset of τ ∈ iR+).
For fixed τ and λ : Σ → CP 1 we choose constants a, b ∈ C such that the Weierstrass
℘-function on Σ = C/Λ satisfy
(2.1)
∫
1
a℘+ bdξ = 2
and
(2.2)
∫
τ
a℘+ bdξ = 0,
where we identify Λ ∼= H1(Σ,Z). In fact a, b are real and given by
a = − τ
πi
and b = −2η3πi,
where η3 = ζ(
τ
2 ) for the Weierstrass ζ-function, see [12, page 10].
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Now consider the Riemann surface M = C/Γ equipped with its affine coordinate z, where
Γ = 2Z + 2τ˜Z is a rectangular lattice with τ˜ ∈ iR+. On M we define a family of flat
connections
(2.3) ∇ˆξ = d+
(
α(ξ) 0
0 −α(ξ)
)
dz +
(
χ(ξ) 0
0 −χ(ξ)
)
dz¯
parametrized by ξ ∈ Σ, where χ is the meromorphic function uniquely determined by
(2.4) dχ =
πi
2τ˜
(a℘(ξ − 1+τ2 ) + b)dξ and χ(0) = 0
and α is the meromorphic function given by
(2.5) α(ξ) = −χ(ξ¯ − 1+τ2 )−
πi
2τ˜
.
The family ∇ˆξ is holomorphic in ξ away from λ = {0,∞}, i.e., for all ξ ∈ C\(Λ∪(1+τ2 +Λ)).
Theorem 2.1. For a given family ∇ˆξ of the form (2.3) there exist an open set
D∗1+ǫ = {λ ∈ C | 0 < λλ¯ < 1 + ǫ}
for a suitable ǫ > 0 and a holomorphic family of flat SL(2,C)-connections
λ ∈ D∗1+ǫ 7−→ ∇λ
on the trivial rank 2 bundle over C2 →M such that for all ξ ∈ C with
λ([ξ]) ∈ A∗1+ǫ := {λ ∈ C | 11+ǫ < λλ¯ < 1 + ǫ}
the connections ∇ˆξ and ∇λ([ξ]) are gauge equivalent. The induced family of λ-connections
λ ∈ D∗1+ǫ 7−→ (λ, ∂¯∇
λ
, λ∂∇
λ
)
extends holomorphically to λ = 0 as a nilpotent Higgs pair. Moreover, the family ∇λ is
real and negative, i.e., ∇−λ¯−1 and ∇λ are gauge equivalent by a holomorphic λ-family of
SL(2,C)-gauge transformations g satisfying
g(λ)g(−λ¯−1) = −Id
for all λ ∈ A∗1+ǫ.
Proof. We prove the existence of the family ∇λ in three steps. First, we show that the
family ∇ˆξ induces a well defined curve Dλ into the moduli space of flat connections M
parametrized by λ ∈ C∗. Then we show that for an suitable open cover U0 ∪ Ur of D∗1+ǫ
there exist local lifts of Dλ into the space of flat connections satisfying the asymptotic
properties. In the last step we glue these two different lifts to a Ck family of flat connections
on all U0 ∪ Ur. The fact that the resulting family satisfies the reality condition and is
negative follows immediately from the definition of χ and α and from the form of ∇ˆξ in
(2.3).
Step (1): Due to the choice of the constants a, b in (2.1) and (2.2) we have ∇ˆξ = ∇ˆξ+τ
and moreover, ∇ˆξ is gauge equivalent to ∇ˆξ+1 via the diagonal gauge
exp
((
πi
τ˜
(z − z¯) 0
0 −πi
τ˜
(z − z¯)
))
.
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We first claim that the gauge class of ∇ˆξ is invariant under ξ 7→ −ξ. By the definition of
∇ˆξ this is equivalent to the family of line bundle connections
d+ χ(ξ)dz¯ + α(ξ)dz
being odd with respect to ξ 7→ −ξ. The statmstatementent clearly holds for the corre-
sponding family of holomorphic structures ∂¯0+ χ(ξ) (or for the function χ, respectively).
As for α, since its derivative dα is odd, α is odd up to a constant term. Therefore, we
only need to show α(ξ0) = −α(−ξ0) for a particular point ξ0 ∈ C. It is easy to compute
that α(1+τ2 ) = − πi2τ˜ and
α(−1+τ2 ) = −χ(−1)− πi2τ˜ = πiτ˜ − πi2τ˜ = πi2τ˜
because χ(−1) + 2 πi2τ˜ = χ(0) = 0 due to the choice of the constants a, b.
Step (2): Consider the open set U ⊂ D1+ǫ = {λ ∈ C | λλ¯ < 1 + ǫ} such that U contains
at most one branch value of λ : Σ → CP 1. Moreover, we require that the lift of every
curve contained in U has zero intersection number with the b-cycle on Σ = C/(Z + τZ)
represented by τ ∈ Λ. We want to show that there exists
λ ∈ U 7−→ U∇λ
such that U∇λ([ξ]) is gauge equivalent to ∇ˆξ for all [ξ] ∈ λ−1(U). If U = U0 contains 0, we
further claim that the Laurent expansion of the family of flat connections around λ = 0
is given by
0∇λ = λ−1Φ+∇+ higher order terms in λ,
for a nilpotent complex linear 1-form Φ.
We only sketch the proof for U = U0, as both cases works analogously. Consider on
λ−1(U0) the well-defined (after choosing a sign) holomorphic function
h :=
√
λ : λ−1(U0) ⊂ Σ→ C
and the family of gauge transformations on M defined by
g =
(− 1
h([ξ])
1
h([ξ])
1 1
)
for [ξ] ∈ λ−1(U0). Moreover, consider the gauge transformation
g0 =
(
1 0
0 exp
(
πi
τ˜
z¯(1 + τ˜) + πi
τ˜
z(−1 + τ˜))
)
.
Then we have
0∇λ([ξ]) := ∇ˆξ.g0gg−10
which is well-defined, since the right hand side is invariant under ξ 7→ −ξ as χ and α
are odd and has the desired Laurent expansion in λ = 0. The disk D1+ǫ (for ǫ > 0
small enough) contains by definition of Σ only two branch values of λ, namely λ = 0 and
λ = r. Therefore through the above procedure, we find two open subsets U0, Ur covering
D∗1+ǫ and holomorphic families of flat connections
0∇λ and r∇λ defined on U0 and Ur,
respectively, which are gauge equivalent for every λ ∈ U0 ∩ Ur.
Step (3): The construction of 0∇λ and r∇λ, gives a holomorphic family of gauge trans-
formations
g0,r : U0 ∩ Ur −→ Γ(M ; SL(2,C))
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with
0∇λ.g0,r = r∇λ.
We may interpret this as a cocyle on (U0∪{0})∪Ur with values in a Banach Lie group Gk
of k-times differentiable gauge transformations on M , k >> 2, containing Γ(M ; SL(2,C))
as a (non-closed) subspace. The so-defined Gk bundle is trivial, since D1+ǫ is star-shaped.
By [6] there exist holomorphic maps
f0 : U0 ∪ {0} −→ Gk
and
fr : Ur −→ Gk
such that
g0,r = f0f
−1
r
on the intersection (U0 ∪ {0}) ∩ Ur = U0 ∩ Ur. Hence
0∇λ.f0 = r∇λfr
on the intersection, defining a holomorphic family of flat connections on D∗1+ǫ. The ex-
pansion of ∇λ at λ = 0 has the desired form because f0 is well-defined at λ = 0.
It remains to show that ∇−λ¯−1 and ∇λ are gauge equivalent by a family of gauge trans-
formations g(λ) satisfying g(λ)g(−λ¯−1) = −Id. This can be deduced from the definition
of ∇ˆξ in terms of χ and α in (2.3) as follows. By the definition of Σ the map λ : Σ→ CP 1
has no branch points along S1 ⊂ C∗. Therefore, we can parametrize the parallel eigenlines
L±(λ) of ∇λ along the unit circle (respectively on an open neighborhood) in terms of λ.
Note that the two connected preimages of S1 under the map λ are given by
λ−1(S1) = {[ξ] ∈ Σ | ξ ∈ R+ τ4} ∪ {[ξ] ∈ Σ | ξ ∈ R− τ4}.
We label the line bundles L± in the definition of ∇ˆξ (2.3) in such a way that for ξ ∈ R+ τ4
the flat C∗-connections on L± (λ([ξ])) are gauge equivalent to
d± (χ(ξ)dz¯ + α(ξ)dz) .
The involution λ 7→ −λ¯−1 corresponds to
ξ 7→ ξ¯ + 1+τ2
implying that for ξ ∈ R+ τ4 the flat connection on L+
(−λ¯−1([ξ])) is gauge equivalent to
d+ χ
(
ξ¯ + 1+τ2
)
dz¯ + α
(
ξ¯ + 1+τ2
)
dz.
Therefore, its complex conjugate is gauge equivalent to
d+ χ
(
ξ¯ + 1+τ2
)
dz¯ + α
(
ξ¯ + 1+τ2
)
dz = d+
(−α(ξ) + πi2τ˜ ) dz + (−χ(ξ)− πi2τ˜ ) dz¯.
Moreover, since M = C/Γ with Γ = 2Z+2τ˜Z, the right hand side is also gauge equivalent
to
d− α(ξ)dz − χ(ξ)dz¯
which is the flat connection on L−(λ([ξ])). Thus, up to the diagonal gauges corresponding
to identifying the corresponding line bundle, the SL(2,C)-gauge g(λ) is of the form
g(λ) =
(
0 1
−1 0
)
: L+(λ)⊕ L−(λ) −→ L+(−λ¯−1)⊕ L−(−λ¯−1)
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from which we obtain that g(λ)g(−λ¯−1) = −Id. 
Remark 2.2. The above spectral data were first constructed in [2, Section 6] as the
simplest possible solutions for the cosh-Gordon equation to construct Willmore surfaces
with umbilic lines. Our contribution to Theorem 2.1 is the reinterpretation of these
spectral data as C∗-families of flat connections. Solutions of the self-duality equations on
a torus are of spectral genus 0. The corresponding harmonic maps (with monodromy)
are non-conformal, i.e., they have non-vanishing Hopf differential. Deformations of these
spectral genus 0 solutions give rise to ordinary solutions to Hitchin’s self-duality equations
on higher genus surfaces. It might be interesting to study equivariant components of the
moduli space of Hitchin’s self-duality equations from this deformation perspective.
2.1. Reduction to irreducible connections. Recall from Section 1.3 that the unique-
ness of the sign in (1.3) relies on the (generic) irreducibility of the family of flat connections.
For an associated family defined on a torus the connections are reducible which prevent
us from using this topological quantity without modifications. To overcome this problem
we use an additional symmetry of ∇ˆξ to obtain a equivalent family of Fuchsian systems
on a 4-punctured sphere which is then generically irreducible. The local monodromies of
the associated Fuchsian system are 4th roots of the identity, i.e., the local monodromies
are conjugated to (
i 0
0 −i
)
.
First, consider for M = C/(2Z + 2τ˜Z) and τ˜ ∈ iR+ the line bundle S = L(−2[0]) =
π∗O(−1) associated to the divisor −2[0], where π : M → CP 1 is the double covering
branched at the half-lattice points [0], .., [τ˜ ]. Note that S2 = L(−[0] − [1] − [1 + τ˜ ]− [τ˜ ])
has a distinguished section s−[0]−[1]−[1+τ˜]−[τ˜ ] with first order poles at the half-lattice points
of M . Through the equation
(2.6) ∇S ⊗∇Ss−[0]−[1]−[1+τ˜]−[τ˜ ] = 0
we can equip the line bundle S with a meromorphic connection ∇S with regular singu-
larities at [0], .., [τ˜ ] and local monodromies −1. Moreover, one can show that the global
monodromies along 2, 2τ˜ ∈ Γ are −1 as well.
A generic flat SL(2,C)-connection ∇ on C2 →M is gauge equivalent to the direct sum of
flat line bundle connections. To be more explicit, there are complex numbers χ,α ∈ C such
that with respect to the splitting C2 = L+ ⊕ L−, where L± are the unique holomorphic
line bundles of degree 0 with holomorphic structures ∂¯ ± χdz¯, we have
(2.7) ∇ = ∇χ,α = d+
(
χ 0
0 −χ
)
dz¯ +
(
α 0
0 −α
)
dz.
The tensor product of ∇S with ∇χ,α gives a meromorphic connection on the rank 2 bundle
S ⊗ (L+ ⊕ L−).
If L± are not spin, there is a gauge transformation (gχ)−1, singular at [0], .., [τ˜ ], which
gauges ∇S⊗∇χ,α into a meromorphic connection on the trivial holomorphic rank 2 bundle.
With respect to the above splitting we can write this gauge transformation as
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(2.8) gχ =
(
s+ s−
t+ t−
)
: S ⊗ (L+ ⊕ L−) = S ⊗ L+ ⊕ S ⊗ L− −→ C2,
where s± ∈ H0(M ;S∗L∓) and t± ∈ H0(M ;S∗L∓). The non-vanishing holomorphic
section s+ of S∗L− is uniquely determined up to scale by the fact that it has simple zeros
at [0], [−4τ˜
πi
χ] ∈M . Moreover, we choose t+ to be the pull-back of s+ by the shift
T : M −→M ; T ([ξ]) = [ξ − 1− τ˜ ],
which preserves the bundle S∗⊗L−, i.e., t+ = T ∗[−1−τ˜ ]s+. Finally s± = σ∗s∓ and t± = σ∗t∓
for the elliptic involution
σ : M −→M, [z] 7−→ [−z].
The map gχ is a well-defined gauge whenever
det gχ = s+t− − t+s− ∈ H0(S−2)
is non-zero. Since S−2 has degree 4, det gχ has exactly 4 zeros (with multiplicity), if
L± are not spin bundles, i.e., if det gχ is not identically zero. These zeros can then be
identified to be the half-lattice points, because σ∗ det gχ = − det gχ.
It can be checked easily that
(∇S ⊗∇χ,α).(gχ)−1
is invariant under σ and has local monodromies −Id. Hence, it is the pull-back of a
Fuchsian system on CP 1 with singular points at the branch values of π : M → CP 1.
The eigenvalues of the residues of the Fuchsian system are ±14 because its pull-back has
residues with eigenvalues ±12 .
Remark 2.3. In the case that L± are not spin, we can scale the second row(
t+ t−
)
of gχ to normalize the Fuchsian system as follows: at the four branch images
z0 = π([0]), z1 = π([1]), z2 = π([1 + τ˜ ]), z3 = π([τ˜ ])
of π : M → CP 1 the Fuchsian system induces a parabolic structure (see Section 3 below
for a short discussion of parabolic structures) given by a line at each zi and the 4 parabolic
weights ρi. The isomorphism class of the lines Ezi are fixed by their cross-ratio. Therefore,
we can normalize the parabolic structure by fixing three lines
Ez0 =
(
0
1
)
, Ez1 =
(
1
1
)
, Ez2 =
(
1
0
)
,
and the parabolic weights is fixed to be ρi =
1
4 .
Next, consider two connections over M of the form (2.7)
1∇ = ∇−α¯,−χ¯ and 2∇ = ∇χ,α.
The complex conjugate of the pull-back of the Fuchsian system corresponding to 1∇ is
then gauge equivalent to the pull-back of the Fuchsian system corresponding to 2∇. The
complex linear gauge transformation (away from the half-lattice points [0], [1], [1 + τ˜ ], [τ˜ ])
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Ψ: C2 −→ C2
is given by the composition
C
2 → S ⊗ (L(2∇)⊕ L((2∇)∗))→ S ⊗ (L((2∇)∗)⊕ L(2∇))
→ S ⊗ (L(1∇)⊕ L((1∇)∗))→ C2
Ψ = g−α¯ ◦ F ⊗ Id ◦
(
0 1
−1 0
)
◦ (gχ)−1,
(2.9)
where gχ and g−α¯ are the gauges defined in (2.8) and F denotes the parallel endomorphism
from S to S¯ (well-defined away from the half-lattice points). The involved holomorphic line
bundles are topologically trivial and equipped with their respective holomorphic structures
induced by the flat connections i∇, e.g., L ((2∇)∗)) is equipped with ∂¯ − χdz¯. Since Ψ is
actually a gauge transformation between trivial C2-bundles it makes sense to express it
in terms of complex-valued functions.
Let ϑ denote the (shifted) ϑ−function of C/Γ for Γ = 2Z + 2τ˜Z (where τ˜ ∈ iR+), i.e., ϑ
is (up to multiplication by a constant) the unique entire function satisfying ϑ(0) = 0 and
ϑ(z + 2) = ϑ(z), ϑ(z + 2τ˜ ) = −ϑ(z) exp−πiz .
Then
θx(z) :=
ϑ(z − x)
ϑ(z)
exp
πi
4τ˜ x(z¯−z)
is doubly periodic on C with respect to Γ and satisfies(
∂¯0 − πi
4τ˜
xdz¯
)
θx = 0,
where d = ∂0 + ∂¯0 is the decomposition of the exterior derivative into complex linear
and anti-linear components. In other words, θx is a meromorphic section of the bundle
C→ C/Γ with respect to the holomorphic structure ∂¯0− πi4τ˜ xdz¯. Moreover, it has a simple
zero in z = x and a first order pole in z = 0 if x /∈ Γ.
Lemma 2.4. Let θx be defined as before with x := −4τ˜πiχ, a := 4τ˜πi α¯ and let
(2.10) hx(z) =
ϑ(1)ϑ(1 − τ˜)
ϑ(τ˜)ϑ(−x− τ˜)
ϑ(z + 1 + τ˜)ϑ(z − x− 1− τ˜)
ϑ(z)ϑ(z − x) .
be the meromorphic function on M with divisor
(hx) = −[0]− [x] + [1 + τ˜ ] + [x+ 1 + τ˜ ]
normalized by hx([1]) = 1. Then we have up to the choice of a sign
Ψ = 1√
θxσ∗θx(σ∗hx−hx)
1√
θaσ∗θa(σ∗ha−ha)
(
θa σ∗θa
haθa σ∗(haθa)
)
◦
(
0 1
−1 0
)
◦
(
σ∗(hxθx) −σ∗θx
−hxθx θx
)
.
(2.11)
Remark 2.5. We will denote Ψ = Ψa,x in the following to emphasize its dependence on
a and x (or respectively on α and χ).
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Proof. First note that with respect to the frame(
s−2[0] ⊗ (1⊕ 0), s−2[0] ⊗ (0⊕ 1)
)
of S ⊗ (L(2∇)⊕ L(2∇∗)) ,
which has a pole-like singularity at [0] ∈ M of second order, the map gχ is given by (a
constant multiple of) (
θx σ
∗θx
hxθx σ
∗(hxθx)
)
.
An analogous formula holds for 1∇ by replacing x by a. The divisor of
Detx := Det
((
θx σ
∗θx
hxθx σ
∗(hxθx)
))
= θxσ
∗θx(σ
∗hx − hx)
is given by
(Detx) = −3[0] + [1] + [1 + τ˜ ] + [τ˜ ],
as long as χ does not correspond to a spin bundle of M . Therefore Detx is a non-zero
constant multiple of the derivative ℘′ of the Weierstrass ℘-function. The proof of the
lemma then follows from the observation that the connection 1-form of ∇S with respect
to the meromorphic frame s−2[0] is given by
1
2
℘′′
℘′
, and that therefore√
θxσ∗θx(σ∗hx − hx)√
θaσ∗θa(σ∗ha − ha)
s−2[0] ⊗ s−2[0]
is parallel with respect to ∇S ⊗ (∇S)∗ . 
The gauge transformation Ψ in (2.11) is invariant under σ, hence it descends to a well-
defined gauge transformation between the corresponding Fuchsian systems on a 4-punctured
sphere. In order to be able to prove the desired version of Theorem 2.1 for the family of
Fuchsian systems we need to ensure that χ (or rather the holomorphic structure ∂¯0+χdz¯)
restricted to the preimage of the unit circle under λ : Σ → CP 1 is not mapped to a spin
structure for generic Riemann surfaces M.
Lemma 2.6. For every τ ∈ iR>0 and generic τ˜ ∈ iR>0 and χ defined in (2.4)) the image
of the map
ξ ∈ R+ τ4 ∈ Σ \ λ−1{∞} 7−→ [∂¯0 + χ(ξ)dz¯] ∈ Jac(M)
does not contain a spin bundle on M .
Proof. The holomorphic structure
∂¯0 + χdz¯
is a spin bundle if and only if
2τ˜
πi
χ ∈ Z⊕ τ˜Z.
Thus, by changing τ˜ if necessary, we only need to guarantee that 2τ˜
πi
χ is not real valued
along R + τ4 . Due the properties of the Riemann ζ-function for rectangular lattices, the
function 2τ˜
πi
χ has real values along the real line and along the line τ2 + R. Moreover,
2τ˜
πi
χ(ξ) ∈ iR+ for ξ ∈ {ir | 0 < r < τ2}
and it takes values of the form
2 + it, t ∈ R+ for ξ ∈ {1 + ir | 0 < r < τ2}.
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Assume that the set
R := {ξ ∈ {x+ iy | 0 < x < 1; 0 < y < τ2} | 2τ˜πiχ(ξ) ∈ R}
is non-empty (which is slightly more general than the assertion of the Lemma). Because
the function 2τ˜
πi
χ has simple poles and its critical points are of order one and contained in
Z+ iR the set R would be a closed submanifold in {x+ iy | 0 < x < 1; 0 < y < τ2} ⊂ C
and thus contains a critical point of 2τ˜
πi
χ leading to a contradiction. 
Theorem 2.7. Let τ˜ ∈ iR>0 such that Lemma 2.6 holds and consider the spectral data
(Σ, χ, α) on the torus M = C/(2Z + 2τ˜Z). Then there is an open annulus A ⊂ C∗ of
S1 ⊂ C∗ invariant under the antipodal involution and a family
λ ∈ A 7−→ ∇λ
of flat SL(2,C)-connections on the 4-punctured sphere given by the regular points of the
double cover π : M → CP 1 such that the pull-back π∗∇λ(ξ) is gauge equivalent to ∇S ⊗∇ˆξ
(defined in (2.6) and (2.3)) for all ξ ∈ λ−1(A). Moreover, ∇λ is irreducible for all λ ∈ A,
and there is a family of SL(2,C)-valued gauge transformations
λ ∈ A 7−→ g(λ)
on the 4-punctured sphere such that
∇−λ¯−1 = ∇λ.g(λ)
and g(λ)g(−λ¯−1) = −Id for all λ ∈ A.
Proof. If τ˜ is given such that Lemma 2.6 holds, it is straightforward to prove that the
family
λ−1
(
S1
) ∋ ξ 7−→ ∇S ⊗ ∇ˆξ.(gχ(ξ))−1 ,
which is invariant under the antipodal involution, induces a family
S1 ∋ λ 7−→ ∇λ
of flat SL(2,C)-connections on the 4-punctured sphere that extends to an open annulus
A ⊂ C∗ of S1 ⊂ C∗. By construction the pull-back π∗∇λ(ξ) with respect to the 2-fold
covering π : M → CP 1 is gauge equivalent to ∇S ⊗ ∇ˆξ for all ξ ∈ λ−1(A). Moreover, if
for ξ ∈ λ−1(A) the holomorphic structure corresponding to χ(ξ) is not a spin bundle of
M , then the connection ∇λ(ξ) is irreducible because their induced parabolic structure is
stable (see [11, Section 2.4]).
It remains to prove the real symmetry. The gauge transformation g(λ(ξ)) for
ξ ∈ R+ τ4 ⊂ λ−1(S1)
is by construction given by
g(λ(ξ)) = Ψa,x,
where
x = −4τ˜
πi
χ(ξ) a =
4τ˜
πi
α¯(ξ).
Further, by (2.5) and the quasi periodicity of χ we have that the gauge transformation
g(−λ¯−1) = g(λ(ξ¯ + 1+τ2 )) is given by Ψx−2,a−2. Therefore, the square roots
C1 :=
1√
θxσ∗θx(σ∗hx − hx)
1√
θaσ∗θa(σ∗ha − ha)
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and
C2 :=
1√
θx−2σ∗θx−2(σ∗hx−2 − hx−2)
1√
θa−2σ∗θa−2(σ∗ha−2 − ha−2)
are equal, since we can choose the signs along the real line τ4 +R ⊂ λ−1(S1) consistently.
With
θx−2(z) = θx(z) exp
(
πi
τ˜
(z − z¯)
)
and
C := C1C2 =
1
θaσ∗θa(σ∗ha − ha)θxσ∗θx(σ∗hx − hx)
we obtain
Ψx−2,a−2 ◦Ψa,x =C
(
θx−2 σ
∗θx−2
hx−2θx−2 σ
∗(hx−2θx−2)
)
◦
(
0 1
−1 0
)
◦
(
σ∗(ha−2θa−2) −σ∗θa−2
−ha−2θa−2 θa−2
)
◦
(
θa σ∗θa
haθa σ∗(haθa)
)
◦
(
0 1
−1 0
)
◦
(
σ∗(hxθx) −σ∗θx
−hxθx θx
)
=C
(
θx σ
∗θx
hxθx σ
∗(hxθx)
)
◦
(
exp(πi
τ˜
(z − z¯)) 0
0 exp(πi
τ˜
(z¯ − z))
)
◦
(
0 1
−1 0
)
◦
(
exp(πi
τ˜
(z − z¯)) 0
0 exp(πi
τ˜
(z¯ − z))
)
◦
(
σ∗(haθa) −σ∗θa
−haθa θa
)
◦
(
θa σ∗θa
haθa σ∗(haθa)
)
◦
(
0 1
−1 0
)
◦
(
σ∗(hxθx) −σ∗θx
−hxθx θx
)
=C
(
θx σ
∗θx
hxθx σ
∗(hxθx)
)
◦
(
0 1
−1 0
)
◦
(
σ∗(haθa) −σ∗θa
−haθa θa
)
◦
(
θa σ∗θa
haθa σ∗(haθa)
)
◦
(
0 1
−1 0
)
◦
(
σ∗(hxθx) −σ∗θx
−hxθx θx
)
=− Cθaσ∗θa(σ∗ha − ha)
(
θx σ
∗θx
hxθx σ
∗(hxθx)
)
◦
(
σ∗(hxθx) −σ∗θx
−hxθx θx
)
=− Cθaσ∗θa(σ∗ha − ha)θxσ∗θx(σ∗hx − hx)Id = −Id
(2.12)
as claimed. 
3. The moduli space of flat SL(2,C)-connections on a 1-punctured torus
Instead of working with sections of the Deligne-Hitchin moduli space and deforming those
through a deformation of the twistor space, we are working with families of flat connections
in the following. The main reason for doing so is that the constructed spectral data give
rise to a section of the Deligne-Hitchin moduli space of the torus going through singular
points. The abelianization techniques described below induce good coordinates on the
moduli space of flat connections. This enables us to use initial conditions with singular
points and to apply the generalized Whitham flow in Section 4 below.
Let T 2 = C/Γ˜ where Γ˜ = Z+ τ˜Z with τ˜ ∈ iR+ is a lattice and fix the point o = [0] ∈ T 2.
We will also work with the 4-fold unbranched covering M = C/2Γ˜→ T 2.
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We are interested in the moduli space Mρ of flat SL(2,C)-connections on T 2 \ {o} whose
local monodromy around o lies in the conjugacy class of
(3.1)
(
e2πiρ 0
0 e−2πiρ
)
for a fixed ρ ∈ [0, 12). For ρ = 0 we get the moduli space of flat SL(2,C)-connections on
T 2 which is a singular variety, but for 0 < ρ < 12 the space Mρ is smooth. In fact, as a
complex manifold it is given by the equation
Mρ = {(x, y, z) ∈ C3 | x2 + y2 + z2 − xyz − 2− 2 cos(2πρ) = 0},
where
x = Tr(H(α1)), y = Tr(H(β1)), z = Tr(H(β1 ∗ α1))
for α1, β1 being the standard generators of π1(T
2) given by 1, τ˜ ∈ Γ˜, and H denoting the
monodromy, see [22].
We extend (after the choice of an logarithm of the matrix (3.1)) the holomorphic structure
of the singular flat connection ∇ into the singularity in such that the connection 1-form
with respect to a local holomorphic frame is a meromorphic 1-form with first order pole.
This so-called Deligne extension yields a connection with regular singularity at o. The
details work as follows: every flat SL(2,C)-connection ∇ with local monodromy in the
conjugation class 3.1 is on an open neighborhood Uo ⊂ T 2 gauge equivalent (by a gauge
g) to the connection
(3.2) d+
(
ρ 0
0 −ρ
)
dw
w
,
where w denotes a holomorphic coordinate of T 2 centered at o. Gluing the bundles and
the connections ∇ on T 2 \ {o} and (3.2) on Uo by the aforementioned gauge g gives a
holomorphic vector bundle of rank 2 and degree 0
V −→ T 2
with a meromorphic connection also denoted by ∇. Moreover, as we are dealing with flat
SL(2,C)-connections, V has trivial holomorphic determinant
Λ2V = C.
By Atiyah’s classification of holomorphic vector bundles over elliptic curves [1], V must
be of one of the following types:
(1) V = L⊕ L∗ is a direct sum with deg(L) = 0;
(2) V is a non-trivial extension 0→W → V → W → 0 of a spin bundle W → T 2 by
itself;
(3) V = L⊕ L∗ is a direct sum with deg(L) > 0.
For ρ > 0, case (1) such that L is a spin bundle and case (3) cannot occur. This is because
the connection 1-form (with respect to an appropriate background connection) would be
a non-vanishing meromorphic 1-form with a simple pole with non-zero residue at o ∈ T 2,
which is a contradiction according to the residue theorem.
In [16] a representative for each gauge class of the singular connections ∇ defined via the
Deligne extension is computed in the case of ρ = 16 , τ = i and L ∈ Jac(T 2) \ {W | W 2 =
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K}. For general ρ ∈ R and general conformal type τ ∈ iR+ they are given by
(3.3) ∇ =
(∇L β+
β− ∇L∗
)
,
where ∇L is a holomorphic connection on a line bundle L, ∇L∗ is its dual connection, and
the off-diagonal terms can be determined as follows:
Similarly to Section 2.1 let ϑ˜ denote the (shifted) ϑ−function of C/Γ˜ for Γ˜ = Z+ τ˜Z, ϑ˜ is
(up to multiplication by a constant) the unique entire function satisfying ϑ˜(0) = 0 and
ϑ˜(z + 1) = ϑ˜(z), ϑ˜(z + τ˜) = −ϑ˜(z) exp−2πiz .
Then
θ˜x(z) =
ϑ˜(z − x)
ϑ˜(z)
exp
2πi
¯˜τ−τ˜
x(z−z¯)
is doubly periodic on C with respect to Γ˜ and satisfies(
∂¯0 − πi
τ˜
xdz¯
)
θ˜x = 0,
where d = ∂0 + ∂¯0 is the decomposition of the exterior derivative into parts. Thus θ˜x is a
meromorphic section of the bundle C → C/Γ˜ with respect to the holomorphic structure
∂¯0 − πiτ˜ xdz¯ and has a simple zero in z = x and a first order pole in z = 0 if x /∈ Γ˜. The
second fundamental forms β± can be expressed explicitly in terms of the functions θ˜x:
Proposition 3.1. Let x = − τ˜
πi
χ and assume that L = L(∂¯ + χdz¯) is not a spin bundle.
Let
α± = α±(x) :=
ϑ˜(∓x)
ϑ˜(±x)
ϑ˜′(0)
ϑ˜(∓2x)ρ,
where ϑ˜′ is the derivative of ϑ˜ with respect to z. Then the second fundamental forms β±χ
in (3.3) are given by the meromorphic 1-forms
β±χ ([z]) = α
±(x)θ˜±2x(z)dz
with values in the holomorphic bundle L(∂¯ ± 2χ) of degree 0.
We omit the proof of the Lemma here, since it works analogously to [16, Section 4.2] or
[11, Section 3.3]
It remains to deal with case (2) of Atiyah’s classification of V → T 2. Topologically
V = C2 = W ⊕W and, after a normalization, the holomorphic structure is with respect
to this splitting given by
∂¯ =
(
∂¯W dz¯
0 ∂¯W
)
.
Here ∂¯W is the holomorphic structure of the spin bundle W . Further, the ∂ operator is
given by
∂ =
(
∂W + adz bdz
cdz ∂W − adz
)
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where ∂W is the ∂-part of the flat Chern connection of ∂¯W and a, b, c : T 2 \ {o} → C
are smooth functions with pole-like singularities of order one at o ∈ T 2. The flatness of
∇ = ∂ + ∂¯ is equivalent to
(3.4)
(
∂¯0a+ cdz¯ ∂¯0b− 2adz¯
∂¯0c −∂¯0a− cdz¯
)
= 0.
Since the function c has at most a first order pole at o ∈ T 2 and satisfies ∂¯c = 0 it must
be constant. This constant turns out to be related to the eigenvalue ρ: because a has a
pole-like singularity of order one at o its Laurent expansion is given by
a(z) ∼ a1
z
+ a0 + higher order terms.
Integration by parts then yields
2πia1 =
∫
T 2
∂¯a ∧ dz =
∫
T 2
cdz¯ ∧ dz.
Around o ∈ T 2 the connection ∇ is gauge equivalent to the connection (3.2) which gives
a1 = ±ρ
and therefore
(3.5) c = ± 2πiρ∫
T 2
dz¯ ∧ dz = ±
π
Imτ˜
ρ.
The meaning of the sign in (3.5) is best explained via parabolic structures. Recall that
in our setup a parabolic structure on the holomorphic rank 2 bundle V →M with trivial
determinant over a compact Riemann surface M with marked points p1, .., pn ∈ M is a
collection of lines lk ⊂ Vpk together with weights ρk ∈ (0; 12) for every k = 1, .., n. The
parabolic degree of a holomorphic line subbundle L ⊂ V is given by
degL+
n∑
k=1
αk
where αk = ρk if Lpk = lk and αk = −ρk otherwise. The parabolic structure is called
(semi)-stable if and only if the parabolic degree of every holomorphic line subbundle is
negative (respectively non-positive). A meromorphic connection with singularities of the
form (3.2) defines a parabolic structure via the Deligne extension (by the eigenlines and
eigenvalues of residues of the connection 1-form around the singularities). It is well-
known that an irreducible unitary meromorphic connection gives rise to a stable parabolic
structure, and the inverse holds by the Mehta-Seshadri theorem [24].
The sign in (3.5) distinguishes whether the parabolic structure is stable. In fact, for
0 < ρ < 12 , the + sign gives a unstable parabolic structure, as the parabolic degree of the
unique holomorphic line sub bundle L =W ⊕ {0} of degree 0 is given by
par-deg(L) = deg(L) + ρ > 0.
Analogously, the parabolic structure is stable if the sign in (3.5) is negative.
Next we want to show that there exist a flat connection ∇ for both signs in (3.5). By
(3.5) ρ determines c and there is a unique a solving (3.4) (with a pole-like singularity of
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order one) up to an additive constant. Then, for each solution a, there is again a unique
solution b of the equation
∂¯b− 2adz¯ = 0
with pole-like singularity of order one at o ∈ T 2 by Serre duality. Hence, up to two
additive constants, the flat connection is unique. But due to the gauge freedom given by
the constant gauge transformation
g =
(
1 h
0 1
)
(where h ∈ C is constant) with respect to the C∞ trivialization C2 → T 2, the additive
constant of a does not change the gauge class of the flat connection. Moreover, if the
parabolic structure is unstable, the gauge given by g does not alter the parabolic structure.
In the case of the stable parabolic structure we obtain different but gauge equivalent
parabolic structures.
As in [11] we then have
Theorem 3.2. Let 0 < ρ < 12 . The map
d+ αdz + χdz¯ 7−→ ρ∇χ,α
gives a 2:1 correspondence between the moduli space of flat line bundles connections on
T 2 and the moduli space of flat SL(2,C)-connections with local monodromy determined by
the eigenvalues exp(±2πiρ) on the 1-punctured torus T 2 \ {o}, away from flat line bundle
connections on the spin bundle and away from meromorphic SL(2,C)-connections on the
nontrivial extensions of spin bundles by itself.
The 2:1 correspondence extends through spin bundles given by χ = γ ∈ πi¯˜τ−τ˜ (Z + τ˜Z) if
and only if α = α(χ) expands around χ = γ as
(3.6) α(χ) ∼γ ± 4πi
τ − τ¯
ρ
χ− γ + γ¯ + higher order terms in χ.
If the expansion holds with the positive sign, the induced parabolic structure is stable, while
it is unstable for the negative sign.
Remark 3.3. We will need a slightly refined version of the above theorem. Namely, we
will consider pull-backs of flat SL(2,C)-connections on the 1-punctured torus T 2 = C/Γ˜
to the 4-punctured torus M = C/Γ via π : M = C/Γ → T 2. It can then be shown that
two such connections
ρ∇ˆχi,αi := π∗ (ρ∇χi,αi)
(i = 1, 2) on M are gauge equivalent if and only if the pull-backs
π∗(d± αidz ± χidz¯)
of the corresponding line bundle connections are gauge equivalent onM (for an appropriate
choice of signs).
Therefore flat line bundle connections on M can also be used to parametrize (the moduli
space of) flat SL(2,C)-connections on the 4-punctured torus with extra symmetry. This
provides good coordinates away from the trivial line bundle connection. We summarize
the previous observations in the following theorem. A proof of it can be given along the
lines of the proof of [12, Theorem 3.3].
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Theorem 3.4. For ǫ > 0 let
λ : Σ˜ −→ {λ | λλ¯ < 1 + ǫ}
be a 2-fold covering of an open neighborhood of the closed unit disc by an open Riemann
surface Σ˜ with λ = 0 as one of its branch points. Let M = C/(2Z + 2τ˜Z) be a complex
torus, and
χ : Σ˜ −→ Jac(M)
be an odd map. Let (χ,α) be a meromorphic lift of χ into the moduli space of flat line
bundles over M , which only has first order poles at the points χ−1(0) ⊂ Σ˜. Let p, q ∈ N be
coprime integers with 2p < q. Assume that (χ,α) satisfies the condition (3.6) for ρ = p/q
at all poles except at ξ = λ−1(0). Let π : Mˆρ → M be the q-fold covering of M totally
branched at [0], [1], [1 + τ˜ ] and [τ˜ ] given by the algebraic equation
(3.7) y2q =
(z − z0)(z − z1)
(z − z2)(z − z3)
for appropriate z0, .., z3 ∈ C. Then, there exists a holomorphic family of flat SL(2,C)-
connections
λ ∈ D∗1+ǫ = {λ | 0 < λλ¯ < 1 + ǫ} 7−→ ∇λ
on Mˆρ such that the local expansion around λ = 0 is given by
(3.8) ∇λ = λ−1Φ+∇+ λΦ1 + higher order terms in λ
for a stable Higgs pair (∂¯∇,Φ), and such that ∇λ(ξ) and π∗(ρ∇χ(ξ),α(ξ)) are gauge equiva-
lent. Moreover, the connections are irreducible for generic λ ∈ D∗1+ǫ.
4. Construction of new real sections
In this section we want to apply the ideas and techniques of the generalized Whitham
flow for spectral data of compact CMC surfaces developed in [12] to construct higher
solutions to Hitchin’s self-duality equations. The main idea is that, under appropriate
additional conditions, e.g., extrinsic closing for CMC surfaces, or a fixed Higgs pair at
λ = 0 and a fixed conformal type (in a slightly generalized sense), the family of flat
connections corresponding to a real section of the Deligne-Hitchin moduli space admits
a unique deformation induced by the ρ-deformation of the Deligne-Hitchin moduli space
itself.
We need the following Lemma, which follows by applying the implicit function theorem
together with Theorem 3.2 and Remark 3.3.
Lemma 4.1. Let ∂¯0 + χidz¯, i = 1, 2, be two non-spin holomorphic structures on a rect-
angular torus M = C/Γ, and consider two flat SL(2,C)-connections (corresponding to
ρ = 0) and the line bundle connections
d− χ¯2dz + χ1dz¯ and d− χ¯1dz + χ2dz¯.
Then, there is an open neighborhood Uρ ⊂ R of ρ = 0, and open neighborhoods Uχi,
Uαi ⊂ C of χi, α1 := −χ¯2 and α2 := −χ¯1, respectively, with the property that for all
ρ ∈ Uρ, χ˜1 ∈ Uχ1 and χ˜2 ∈ Uχ2 there are unique
α˜i = α˜i(ρ, χ˜1, χ˜2) ∈ Uαi
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for i = 1, 2 such that
ρ∇ˆχ˜1,α˜1 and ρ∇ˆχ˜2,α˜2
are gauge equivalent on M. Moreover, the dependency α˜i = α˜i(ρ, χ˜1, χ˜2) is real analytic
for i = 1, 2.
Remark 4.2. Note that the statement of the lemma still holds in a naturally modified
way, when we add to one (or both) of the line bundle connections a lattice point, i.e., an
imaginary harmonic 1-form with 2πiZ-valued periods.
We want to deform the family of flat connections onM given by Theorem 2.1 as follows: In
terms of Theorem 3.2 the family of flat connections is given by ρ = 0 and odd meromorphic
maps χ and α. The generalize Whitham flow is given by deforming the local monodromy
ρ, while preserving the translational periods of χ and α given by (2.1) and (2.2). Hence,
we are looking for deformations χ˜ and α˜ of χ and α of the form
χ˜ = χ+ xˆ and α˜ = α+ aˆ,
where
xˆ : λ−1({λ ∈ C | λλ¯ < d}) ⊂ Σ→ C
and
aˆ : λ−1({λ ∈ C | 1
d
< λλ¯ < d}) ⊂ Σ→ C
are odd holomorphic maps. In order to study these maps we first recall that the spectral
curve Σ in the torus case is given by the algebraic equation
y2 = λ(λ− r)(λ+ 1
r
)
for some 0 < r < 1. Then y : Σ → C is an odd meromorphic function on Σ. On the
domains of xˆ and aˆ the function y is holomorphic, and we can rewrite xˆ and aˆ as
xˆ = yx and aˆ = ya,
with holomorphic functions
x : {λ ∈ C | λλ¯ < d} → C
and
a : {λ ∈ C | 1
d
λλ¯ < d} → C.
We start with the spectral data (Σ, χ, α) constructed in Section 2. Though they are
uniquely determined by τ ∈ iR>0, the family of flat connections in Theorem 2.1 depends
on the conformal type τ˜ ∈ iR>0 of M = C/(2Z + 2τ˜Z) as well.
For d > 1 let Bd be the Banach space of bounded holomorphic functions on
Dd := {λ ∈ C | λλ¯ < d}
equipped with the supremums norm. Because χ|λ−1(S1) is a well-defined bounded map
from the compact set λ−1(S1) into Jac(M), we obtain by Remark 4.2 a δ > 0 and an open
neighborhood U0 ⊂ Bd of the zero function such that for all ρ ∈ (−δ, δ) and all xˆ = yx ◦ λ
with x ∈ U0
χ(ξ) + xˆ(ξ) ∈ Uχ1=χ(ξ) and χ(ξ¯ + τ+12 ) + xˆ(ξ¯ + τ+12 )) ∈ Uχ2=χ
(
ξ¯+
τ+1
2
)
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for all ξ ∈ R + τ4 ⊂ λ−1(S1) and Uχi defined in Lemma 4.1. In particular, there is a real
analytic function
(4.1) αρx : R+
τ
4 → C
such that
ρ∇χ(ξ)+xˆ(ξ),αρx(ξ) and ρ∇χ(ξ¯+ τ+12 )+xˆ(ξ¯+ τ+12 ),αρx(ξ¯+ τ+12 )
are gauge equivalent on M for all ξ ∈ R+ τ4 .
It follows from Remark 4.2 that for x ∈ U0 ⊂ Bd the map αρx has the same translational
periods as α. Thus, for any x ∈ U0 and any ρ ∈ (−δ, δ) the function
αρx − α
is real analytic and Z-periodic on R + τ4 . The same construction on the other connected
component (or rather its universal covering) R− τ4 of λ−1(S1) gives the corresponding α˜ρx as
the negative of αρx. Hence, it is natural to think of α
ρ
x−α as an odd holomorphic function
defined on an open neighborhood of λ−1(S1) which uniquely determines a holomorphic
function
aρx : {λ ∈ C | 11+ǫ < λλ¯ < 1 + ǫ} −→ C
in some ǫ-neighborhood of the unit circle satisfying
(4.2) αρx − α = yaρx ◦ λ.
for all ξ ∈ λ−1(S1).
Let B1
d
,d
the Banach space of bounded holomorphic functions on the annulus
Ad := {λ ∈ C | 1d < λλ¯ < d}.
The main technical lemma is:
Lemma 4.3. There exist d > 1, δ > 0 and an open neighborhood U0 ⊂ Bd of the zero
function such that for every ρ ∈ (−δ, δ) and every x ∈ U0 the function aρx defined by (4.2)
is bounded and holomorphic on Ad. Moreover, the map
(ρ, x) ∈ (−δ, δ) × U 7−→ aρx ∈ B1
d
,d
is smooth.
Proof. First of all, there is an open subset U ⊂ C× C4 containing
{0} ×
{(
χ(ξ + τ4 ), χ(ξ +
τ
4 ), χ(ξ +
τ+2
4 ), χ(ξ +
τ+2
4 )
)
| χ ∈ R
}
and a bounded holomorphic function
F : U → C
such that for all (ρ, χ1, χ¯1, χ2, χ¯2) ∈ U we have
F (ρ, χ1, χ¯1, χ2, χ¯2) = α˜1(ρ, χ1, χ2)− α˜1(0, χ1, χ2),
with α˜1(., χ1, χ2) given by Lemma 4.1. Hence, we have by definition
αρx ◦ λ(ξ) =
F (ρ, (χ+ x ◦ λ)(ξ), (χ + x ◦ λ)(ξ¯ + τ˜2 ), (χ+ x ◦ λ)(ξ + 12), (χ+ x ◦ λ)(ξ¯ + τ+12 )).
(4.3)
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Recall that λ is a biholomorphic map from an open neighborhood of the line [R+ τ˜4 ] ⊂ Σ
to an open neighborhood of the unit circle. Thus, the result follows easily from a short and
rather standard computation, that the composition in (4.3) gives rise to a smooth map
between U0 and the Banach space of bounded holomorphic functions on a neighborhood
of [R + τ˜4 ] ⊂ Σ. 
Lemma 4.4. Let τ, τ˜ ∈ iR+ such that Lemma 2.6 holds. Further, let r := λ([1]), where
λ : Σ→ CP 1. Then, there exists ǫ, δ > 0, an open set
U = λ−1
({λ ∈ C∗ | λλ¯ < 1 + ǫ;λ 6= r})
and two smooth families of odd holomorphic maps
ρ ∈ [0, δ) 7−→ ((χρ+, αρ+) : U ⊂ Σ −→ A1(M))
and
ρ ∈ [0, δ) 7−→ ((χρ−, αρ−) : U ⊂ Σ −→ A1(M))
into the space of flat line bundle connections satisfying the following properties:
(1) for ρ = 0 (χ0+, α
0
+) = (χ
0
−, α
0
−) are the constructed spectral data in Section 2;
(2) for all ρ ∈ [0, δ) the maps χρ± : U → Jac(M) are holomorphic and extend holomor-
phically through [0] = λ−1(0), [1] = λ−1(r) ∈ Σ;
(3) αρ± has only first order poles at [0], [1] ∈ Σ, and the expansion of the pole at [1]
satisfies (3.6) with the respective sign and with respect to χρ+ respectively χ
ρ
−;
(4) for all ρ ∈ [0, δ) and for all ξ ∈ R+ τ4 the connections
ρ∇ˆχρ±(ξ),αρ±(ξ) and ρ∇ˆχρ±(ξ¯+1+τ2 ),αρ±(ξ¯+1+τ2 )
are gauge equivalent on M .
Proof. Using Lemma 4.3 and the results in Section 2 and Section 3 the proof is analogous
to the proof of Theorem 4.2 in [12] with a minor difference: we drop the extrinsic closing
condition required in Theorem 4.2 of [12], which gives an additional freedom in our case
here. This extra freedom allows us to fix the branch point r of the spectral curve, which
even simplifies the proof of the lemma here. 
Theorem 4.5. There is an integer g0 such for every g > g0 there exists a Riemann
surface of genus g admitting a negative real section in its Deligne-Hitchin moduli space
which is not a twistor line.
Proof. We only give the proof for large odd integers g. The proof for the even genus case
works similarly but would require to reformulate Theorem 3.4 accordingly, see [12, Section
3.3].
Let δ > 0 and τ, τ˜ ∈ iR+ as in Lemma 4.4. Let n0 ∈ N such that 1n0 < δ. Then, for q ≥ n0
we obtain a holomorphic family of flat connections on the q-fold covering Mˆ
ρ=
1
q
→M (of
genus g = 2q−1) by Lemma 4.4 and Theorem 3.4. This family gives rise to a local section
of the Deligne-Hitchin moduli space on {λ ∈ C | λλ¯ < 1+ ǫ} ⊂ CP 1 by the properties (2)
and (3) in Lemma 4.4. By property (4) the section is real with respect to the involution
T and hence extends to a global section
s : CP 1 −→MDH(Mˆρ).
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That the real section s is negative follows from Theorem 2.7: by the reality of the section s
respectively property (4) in Lemma 4.4 there exist a family of gauge transformations g(λ)
satisfying (1.3) for the corresponding family of flat connections ∇ˆλ on the 4-punctured
sphere. The lift of s on the Riemann surface Mˆρ is obtained by the pull-back of ∇ˆλ with
singularities at the 4 branch points of the covering π : Mˆρ → CP 1. Since π∗∇ˆλ has trivial
local monodromies on Mˆρ around these singularities, they are gauge equivalent to regular
connections ∇˜λ on Mˆρ via h(λ). A short computation shows that
g˜(λ) = h−1(λ)g(λ)h(−λ¯−1)
yields the family of gauge transformations g˜(λ) satisfying (1.3) for ∇˜λ. Since g(λ), after a
suitable normalization see Lemma 1.17, satisfies (1.7) with negative sign by Theorem 2.7,
the normalized g˜(λ) also satisfies (1.7) with negative sign and we obtain that s is negative.
It remains to prove that these negative real sections are not twistor lines. Solutions to the
self-duality equations on punctured Riemann surfaces have been studied in [29]. For the
4-punctured sphere with all parabolic weights being 14 (and parabolic Higgs fields with
nilpotent residues as in our case) the solutions corresponds to smooth and reducible solu-
tions on a torus that double covers the 4-punctured sphere. By the smooth dependence of
the solutions on the parabolic weight ρ˜ = ρ˜i (see [20]), solutions of the self-duality equa-
tions for ρ˜ ∼ 14 (corresponding to ρ ∼ 0) are close (after appropriate gauge transformations
with respect to the supremum norm) to the reducible solutions.
For the real sections s we constructed here the initial condition for ρ˜ = 14 does not solve
the self-duality equations and therefore we have that also the real negative sections for
ρ˜ ∼ 14 close enough cannot be self-duality solutions. 
Remark 4.6. While the higher solutions have the property that their associated families
of flat connections are irreducible, it should be possible to flow the Babich-Bobenko tori
to construct higher solutions whose associated families of flat connections are generically
irreducible but have trivial monodromy at a spectral parameter of unit length. In that
case the section s gives rise to compact Willmore surfaces, see [2] or Remark 5.4 and
Remark 5.10.
5. Higher solutions of the self-duality equations
In this last section we want to show that the new real sections of the Deligne-Hitchin
moduli space constructed above give rise to solutions of Hitchin’s self-duality equations
on an open and dense subset of the Riemann surface.
It is well-known that solutions of Hitchin’s self-duality equations correspond to equivariant
harmonic maps into hyperbolic space, see [7, 28]. For a solution (∇,Φ, h) on a Riemann
surface M for a unitary connection ∇ with respect to the hermitian metric h and the
Higgs field Φ consider the flat connection ∇1 = ∇ + Φ + Φ∗. Fix a point p ∈ M and a
unitary frame at p of the rank 2 vector space Vp = C
2. Through parallel transport we
obtain an equivariant frame
Ψ := (e1, e2),
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on the universal covering M˜ →M and
H : q ∈ M˜ 7−→
(
h(e1(q), e1(q)) h(e1(q), e2(q))
h(e2(q), e1(q)) h(e2(q), e2(q))
)
∈ {H ∈ SL(2,C) | H¯T = H}
is then the corresponding equivariant harmonic map into the hyperbolic 3-space
H
3 = SL(2,C)/SU(2) = {H ∈ SL(2,C) | H¯T = H}+,
where {H ∈ SL(2,C) | H¯T = H}+ is the component of {H ∈ SL(2,C) | H¯T = H} which
contains the identity matrix. If h is the standard hermitian metric on C2, then the map
H is just given by
H = Ψ¯TΨ,
where AT means the transpose of the matrix A.
Definition 5.1. Let M be a compact Riemann surface, and U ⊂ M be an open dense
subset. Let (∇,Φ, h) be a solution of the self-duality equations on U . We say that the
solution converges to ∞ for p→ ∂U if the corresponding equivariant map H converges to
the boundary of H3.
Remark 5.2. The above convergence is well-defined, since going to the boundary of H3
is invariant under the action of SL(2,C). With respect to the matrix model the condition
just means that the operator norm (with respect to the standard hermitian metric on C2)
of the matrix H goes to ∞ as p→ ∂U .
There is a further useful description of H3 (see also [2, Chapter 2]): consider a totally
geodesic 2-sphere in the 3-sphere S2 ⊂ S3. The complement S3 \ S2 consists of two 3-
dimensional hemispheres, and each of them can be equipped with the hyperbolic metric.
For explicit computations we use the stereographic projection of S3 determined by a point
p ∈ S2 ⊂ S3 such that S2 \ {p} is mapped to R2 × {0}. The hyperbolic metric on the two
(3-dimensional) half planes is then given by
g(x,y,z) =
1
z2
(dx⊗ dx+ dy ⊗ dy + dz ⊗ dz).
The isometry between the matrix and the half-plane model is given by
{H ∈ SL(2,C) | H¯T = H} −→ R3 \R2 × {0};
(
x0 + x3 x1 − ix2
x1 + ix2 x0 − x3
)
7−→ 1
x0 − x3
x1x2
1
 .
(5.1)
In this setup, a map goes through the ∞-boundary of H3 (away from the base point p
of the stereographic projection) in first order, if the third component z in the half plane
model gets 0 as a regular value. The action of the isometry group PSL(2,C) of the
hyperbolic 3-space extends to an action on S3 by conformal transformations. Restricted
to the boundary S2 = CP 1 we obtain the action of the Moebius group. In the light cone
model, the conformal transformations of S3 are given by the (standard) inclusion
(5.2) SL(2,C) = SO(3, 1) −→ SO(4, 1).
We then have the following geometric interpretation of Theorem 4.5.
Theorem 5.3. Let ρ > 0 be small. Every real section s of the Deligne-Hitchin moduli
space MDH(Mˆρ) constructed in Theorem 4.5 give rise to a solution of the self-duality
equations on an open dense subset U ⊂ Mˆρ which converge to∞ as p→ ∂U . The boundary
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∂U is given by closed curves, which are regular curves away from the four branch points
of the covering Mˆρ → CP 1.
Extending the corresponding equivariant harmonic map U → H3 through the boundary ∂U
yields a smooth map f : M˜ → S3 on the universal covering π : M˜ → Mˆρ, which is unique
up to the action of SL(2,C) and equivariant with respect to the monodromy representation
of the connection s(1) acting on S3 via (5.2).
Remark 5.4. By construction, the Higgs fields of the real sections constructed in Theorem
4.5 are nilpotent. This implies the conformality of corresponding harmonic map on M˜ ,
which means that f|U˜ is a conformally parametrized equivariant minimal surface in the
hyperbolic 3-space defined on the universal covering U˜ → U .
The proof of the Theorem 5.3 relies on some properties of loop group factorizations. We
thus briefly recall some basic definitions for loop groups first, for details see [26].
Definition 5.5. A loop is a smooth map γ : S1 → SL(2,C). The loop group ΛSL(2,C) is
the set of all loops γ.
ΛSL(2,C) has a natural group structure by point-wise multiplication with compatible
differentiable structure. A loop is called positive, if it extends to a holomorphic map from
the unit disc D1 ⊂ C to SL(2,C), and negative, if it extends holomorphically to CP 1 \ D¯1.
Definition 5.6. The big cell of ΛSL(2,C) is the open and dense subset of ΛSL(2,C) whose
elements are given by the product of a positive and a negative loop, i.e., γ = γ+γ−.
The factorization of an given element γ in the big cell into positive and negative loops
is called Birkhoff factorization. It extends to the whole loop group by allowing a special
middle term J , i.e., γ = γ+J γ− for every γ ∈ ΛSL(2,C). Though factorization is not
unique, it can be normalized, e.g., for the case of γ in the big cell by fixing γ−(∞) = Id,
where we use that γ− extends to CP
1 \ D¯1.
A loop γ can be interpreted as transition function of a holomorphic rank 2 vector bundle
Vγ trivialized over U0 := D1+ǫ and U∞ := CP
1 \ D 1
1+ǫ
. Because γ maps into SL(2,C)
the bundle Vγ has trivial determinant. Moreover, if γ = γ+γ− lies in the big cell of
ΛSL(2,C), then the holomorphic frame given by γ+ on U0 and γ
−1
− is a trivializing frame
of Vγ , i.e, Vγ is the trivial holomorphic C
2-bundle over CP 1. In the setup of the paper a
loop, or rather its extension to a map defined on C∗, is obtained by the family of gauge
transformations g(λ) evaluated at x ∈M which we denote by gx(λ). In this case we have
U0 = C and U∞ = CP
1 \ {0}. Because the initial conditions of the generalized Whitham
flow is particularly well understood, the bundles Vgx that can occur are very limited.
Lemma 5.7. Let s be a real section of the Deligne-Hitchin moduli space for the compact
Riemann surface Mˆρ. If the genus of Mˆρ is large enough (i.e. for ρ ∼ 0), the loop gρx(λ)
for gauge transformations satisfying (1.7) for the family of flat connections ∇λ lies either
in the big cell or it gives rise to the bundle O(1)⊕O(−1). The set of points x ∈ Mˆρ where
gρx(λ) is not in the big cell is compact and away from the branch points Mˆρ → CP 1 it is
a submanifold of Mˆρ of dimension 1.
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Proof. For ρ = 0 the Birkhoff factorization is well understood and explicitly given see
[2], or [17, 23] for the similar case of harmonic tori into S3. For solutions where the
spectral curve Σ is a torus, the push-forward bundle of a degree 2 line bundle of the 2-fold
spectral covering to CP 1 is either the trivial rank 2 bundle or the bundle O(1)⊕O(−1).
Moreover, by integrable systems theory there exist a (real) group homomorphism from the
torus Mˆ0 into the Jacobian of Σ. In the case studied in this paper, Jac(Σ) is a complex
1-dimensional torus itself and the image of the group homomorphism has real dimension
1. The the exceptional cases x ∈ Mˆ0 where gρx induces the bundle O(1)⊕O(−1) has real
dimension 1, since it corresponds to the preimage of the theta divisor under the real linear
non-constant group homomorphism.
Then, the Lemma follows from the fact, that the gauge transformation gρ(λ) satisfying
(1.7) depends continuously on ρ. In particular, the set of points x ∈ Mˆρ where gρx(λ) is
not in the big cell is a smooth submanifold away from the branch points of the 2-fold
covering Mˆρ → CP 1. 
The following lemma is a special case of a standard result for holomorphic maps, but we
are not aware of any reference which deals with the case of Ck-maps.
Lemma 5.8. For k ∈ N>0 and a manifold M let
y ∈M 7−→ (gy : C∗ −→ SL(2,C) holomorphic )
be a Ck-map into the loop group such that the corresponding rank 2 bundles over CP 1 are
either trivial or O(1) ⊕O(−1). Let x ∈ M be a point such that gx does not lie in the big
cell. Then, there exists an open neighborhood U ⊂ M of x, a Ck-function r : U → C and
Ck-maps
y ∈ U 7−→ (h+y : C −→ SL(2,C))
into the positive loop group and
y ∈ U 7−→ (h−y : CP 1 \ {0} −→ SL(2,C))
into the negative loop group such that for all y ∈ U
gy = h
+
y
(
λ−1 r(y)
0 λ
)
h−y .
Proof. Because gx does not lie in the big cell, the induced vector bundle Vx is of type
O(1)⊕O(−1) by assumption. For y ∈M consider the Ck-family of holomorphic bundles
V˜y given by the cocycle
λgy(λ).
In particular, V˜x is of type O ⊕O(2) and its determinant bundle has degree 2.
Using Riemann Roch and the assumptions on the bundle type, the space of holomorphic
sections of V˜y for any y ∈M is complex 4-dimensional. Therefore, the space of holomorphic
sections defines a Ck vector bundle Vˆ over M of rank 4. Choose two local sections s1, s2
of Vˆ around x such that the two holomorphic sections s1(x), s2(x) of V˜x have determinant
det (s1(x), s2(x)) = λ(λ− 1) ∈ H0(CP 1,O(2)) = H0(CP 1,Λ2(O ⊕O(2))).
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These sections si are given by pairs of C
2-valued holomorphic functions f i± in the variables
y ∈ Mˆρ and λ ∈ U+ = C or λ ∈ U− = CP 1 \ {0}, respectively. The frames
F+(y) =
(
f1+(y), f
2
+(y)
)
and F−(y) =
(
f1−(y), f
2
−(y)
)
of V˜y over U+ and U−, respectively, satisfy by definition
F+(y) = λgyF−(y)
for all y ∈ U . We omit the argument y of F± in the following.
The determinants of F± satisfy
det(F+) = λ
2 det(F−),
and det(F+) is a polynomial of degree 2 in λ which has by continuity two simple zeros
(close to λ = 0 and λ = 1) for y ∈ U close to x. Assume that there exist Ck-families of
gl(2,C)-valued polynomials P in λ and Q in λ−1 of degree 2 with the property that
(5.3) F˜+ = F+P
−1 and F˜− = F−Q
−1
are holomorphic maps on C∗ into SL(2,C).
Then we have
1
λ
PQ−1 = F˜−1+ gF˜−
is a Ck-family of holomorphic maps C∗ → SL(2,C). Using the formula for the inverse of
a 2 × 2-matrix and the fact that F˜−1+ gF˜− is SL(2,C)-valued and without poles in C∗ we
obtain that the left hand side of the above equation must be of the form
(5.4) 1
λ
PQ−1 = λ−1r−1 + r0 + λr1.
for some matrices rk ∈ gl(2,C). Note that in this situation det(P ) = λ2 det(Q), i.e.,
(5.5) 1 = det
(
1
λ
PQ−1
)
= det
(
λ−1r−1 + r0 + λr1
)
.
By the assumption that gx does not lie in the big cell we have r1(x) 6= 0. Together with
(5.5) we thus obtain det(ri(y)) = 0 for all y ∈ U. Therefore, up to choosing U smaller, we
can find suitable maps
h1, h2 : U −→ SL(2,C)
such that
h1r−1h2 =
(
1 0
0 0
)
and h1r0h2 =
(
0 r(y)
0 0
)
for some function r : U → C. Then,
h1r1h2 =
(
0 r˜(y)
0 1
)
follows from (5.5).
The desired factorization is then given by
h+y := F˜+h
−1
1
(
1 r˜(y)
0 1
)
and h−y := h
−1
2 F˜
−1
− .
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To complete the proof it remains to show the existence of the polynomials P and Q in
(5.3). This is done pointwise in y ∈ U in the following Lemma, and the necessary Ck
version follows easily from the proof of the following Lemma. 
Lemma 5.9. Let h : C → gl(2,C) be a holomorphic map such that det(h) 6= 0 is a
polynomial of order ≤ 2d. Then there is a polynomial
P : C −→ gl(2,C)
of degree ≤ 2d such that det(P ) = det(h) and hP−1 extends holomorphically through the
zeros of det(h).
Proof. We prove the Lemma by induction over the degree d of the polynomial det(h). For
d = 0 we can choose P =Id and the assertion trivially holds. Assume that we can find a
polynomial Pk whenever det(h) has degree k ≤ d.
For h such that det(h) is of degree d+1 let λ0 be a zero of det(h). There are two cases to
consider. The first is h(λ0) = 0. In this case choose h˜ : C→ gl(2,C) such that
h = h˜ · (λ− λ0)Id.
Then
det(h) = (λ− λ0)2 det(h˜),
and det(h˜) is of degree d − 1. By assumption we can find a polynomial Pd−1 with
det(h˜) = det(Pd−1) such that h˜P
−1
d−1 extends holomorphically through the zeros of det(h˜).
By choosing
P = (λ− λ0)Id · Pd
we then obtain hP−1 extends holomorphically through the zeros of det(h).
In the second case h(λ0) 6= 0 and there is a one-dimensional kernel L of h. Decompose
C
2 = L⊕ L˜ for some complementary line L˜ and choose h˜ such that
h = h˜ ·
(
λ− λ0 0
0 1
)
with respect to the splitting. In this case det(h˜) is of degree d and we again obtain a
polynomial Pd by assumption. By choosing
P (λ) = Pd ·
(
λ− λ0 0
0 1
)
with respect to C2 = L⊕L˜ we therefore obtain that hP−1 extends holomorphically through
the zeros of det(h). Note that hP−1 takes values in SL(2,C) by construction. 
Proof of Theorem 5.3. By Lemma 5.7 we have that the set U ⊂ Mˆρ, where the gauges
gx(λ) (satisfying (1.7) for the family of flat connections ∇λ) lies in the big cell, is open
and dense. In other words for x ∈ U we have via Birkhoff factorization
(5.6) gx(λ) = g
+
x (λ)g
−
x (λ),
and we can choose the factorization in a way that both factors depend smoothly on x ∈ U.
Using similar arguments as in the proof of Lemma 1.18, there exists a smooth map B : U →
SL(2,C) such that
g−(λ) = Bg+(−λ¯−1)−1
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and
BB¯ = −Id.
Moreover, B can be written as
B = CδC¯−1
for a smooth map C : U → SL(2,C), and
δ =
(
0 1
−1 0
)
.
The new family of flat connections
(5.7) ∇˜λ = ∇λ.(g+(λ)C)
gives a solution of the self-duality equations on U with respect to the standard hermitian
metric on C2.
It remains to show that for p → ∂U the operator norm of the associated harmonic map
H into the hyperbolic 3-space goes to ∞, and that H can be extended (after the glueing
the two hyperbolic planes along its ∞-boundary S2) to a smooth map f : M˜ → S3.
Recall that the harmonic map H corresponding to the section s on a simply connected
subset U˜ ⊂ U is given as
F¯ TF : U˜ −→ H3
via a parallel frame F on U˜ with respect to ∇˜1 in (5.7). A parallel frame Ψ of ∇1 is then
given by
Ψ = (g+(1)C)F,
with g+(λ) defined in (5.6). Therefore, we have to analyze the behavior of
f = F¯ TF = Ψ¯T
(
g¯+(1)−1
)T (
C¯−1
)T
C−1g+(1)−1Ψ
= Ψ¯T
(
g¯+(1)−1
)T
δ−1C¯δC−1g+(1)−1Ψ = Ψ¯T
(
g¯+(1)−1
)T
δ−1B¯g+(1)−1Ψ
(5.8)
when g(λ) leaves the big cell. Let x ∈ M such that gx(λ) is not in the big cell. Because
of Lemma 5.7 we can apply Lemma 5.8 and obtain a neighborhood U˜ ⊂M of x such that
gy = h
+
y
(
λ−1 r(y)
0 λ
)
h−y
for a Ck-function r : U˜ → C, where k ∈ N can be chosen arbitrarily large, see Lemma 1.16.
If r(y) 6= 0 we have a factorization
gy = h
+(y)
(
r(y) 0
λ 1
r(y)
)( 1
r(y)λ
−1 1
−1 0
)
h−(y).
This gives a factorization of gy into positive and negative loops, i.e, gy lies in the big cell
and
g+y = h
+(y)
(
r(y) 0
λ 1
r(y)
)
.
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Therefore, the property that g does not lie in the big cell is equivalent to r(y) = 0. For
y ∈ U˜ lying in the big cell (5.8) thus yields
f = Ψ¯T (g¯+(1)−1)T δ−1B¯g+(1)−1Ψ
= Ψ¯T (h¯+(1)−1)T δ−1
(
r¯ 0
1 1
r¯
)
B¯
(
1
r
0
−1 r
)
h+(1)−1Ψ.
(5.9)
Since h+(1)−1Ψ: U˜ → SL(2,C) is a well-defined map acting on H3 by isometries (for every
y ∈ U˜), it remains to analyze the behavior of
δ−1
(
r¯ 0
1 1
r¯
)
B¯
(
1
r
0
−1 r
)
(5.10)
for r(y)→ 0. For a loop γ = γ(λ) we define
γ∗ := λ 7−→ γ(−λ¯−1).
Moreover, let
A := h−(h+)∗.
Then
−Id = gg∗ = h+
(
r 0
λ 1
r
)(
1
r
λ−1 1
−1 0
)
h−(h+)∗
(
r¯ 0
−λ−1 1
r¯
)(−1
r¯
λ 1
−1 0
)
(h−)∗
gives
(5.11) (A−1)∗ =
(
λ−1 r
0 λ
)
A
(
λ −r¯
0 λ−1
)
,
which implies that A must be of the form
A =
(
a b
c d
)
+ λ−1
(
a1 0
c1 d1
)
+ λ−2
(
0 0
c2 0
)
for some functions a, .., c2 : U˜ → C. Moreover, the constant loop B is given by
(5.12) B = g−(g+)∗ =
(
1
r
λ−1 1
−1 0
)
A
(
r¯ 0
−λ−1 1
r¯
)
=
(
cr¯ d
r¯
−ar¯ − b
r¯
)
,
where
A(∞) =
(
a b
c d
)
.
Plugging (5.12) into (5.9) we obtain
δ−1
(
r¯ 0
1 1
r¯
)
B¯
(
1
r
0
−1 r
)
=
(
−c¯+ −b¯+a¯r+d¯r¯
rr¯
−d¯+ b¯
r¯
(− d¯
r
+ c¯)r¯ d¯r¯
)
.(5.13)
Using (5.11) we obtain
b¯ = c rr¯, d = rr¯ r¯, c1 = c¯1 and a = d¯− c1r
and this gives
δ−1
(
r¯ 0
1 1
r¯
)
B¯
(
1
r
0
−1 r
)
=
(
−c¯− c− c1 + d¯ r¯+d rr r¯ −d¯+ c r−d+ c¯ r¯ d¯ r¯
)
,(5.14)
which is a matrix invariant under the involution C 7→ C¯T . Because
1 = det
(
a b
c d
)
= d d¯− c1 d r − c c¯ r r¯
d(y) d¯(y)→ 1 for r(y)→ 0, and the upper left entry goes to ∞ with order 1. 
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Remark 5.10 (Higher solutions and Willmore surfaces). The higher solutions of Hitchin’s
self-duality equations constructed here come from isothermic Willmore surfaces that are
locally but not globally CMC in a space form. Willmore tori in the 4-sphere are shown to
form an integrable system in [5]. They are obtained through an associated family of flat
SL(4,C)-connections ∇µ for µ ∈ C∗ [9]. The associated family is encoded by the spectral
curve Σ which is a 4-fold covering of CP 1 and possesses an additional involution σ if the
taget is a 3-dimensional space form. The quotient Σ/σ is then a hyper-elliptic curve. In
the case of isothermic Willmore tori this quotient is another CP 1 and the family of flat
SL(4,C)-connections splits into the direct sum of two (gauge equivalent) rank 2 families of
flat connections parametrized by λ ∈ Σ/σ, see [10]. The double covering of the µ-plane by
the λ-plane corresponds to taking a square root. Therefore, the rank 2 associated family
of flat connections obtained through this construction is invariant under a real involution
covering either λ 7→ λ¯−1 or λ 7→ −λ¯−1 on CP 1, i.e., it corresponds to the harmonic maps
into the 3-sphere or the self-duality equations case. We expect more sophisticated real
sections to emerge from Willmore tori where Σ/σ has non-trivial topology. Moreover, we
want to remark that the rank 4 associated family of flat connections is admissible, i.e., it
is of the simple form λ−1Φ+∇+λΨ, while the rank 2 associated family cannot be of this
type.
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