We construct a certain t-structure t hom = t hom (S) for DM(S) (this is a version of Voevodsky's triangulated category of motives over quite a general base scheme S that was described by Cisinski and Déglise); for S being the spectrum of a perfect field this t-structure extends the homotopy t-structure of Voevodsky, whereas for S being of finite type over (the spectrum of) a discrete valuation ring t hom (S) is the perverse homotopy t-structure of Ayoub. For any ("reasonable" Jacobson) scheme S our t-structure is characterized in terms of certain stalks of an H ∈ ObjDM(S) and its Tate twists at fields over S; this generalizes one of the descriptions of the homotopy t-structure over a field (given by Voevodsky, Cisinski, and Déglise). t hom (S) is closely related to certain coniveau spectral sequences for the cohomology of arbitrary finite type S-schemes (actually, we study the cohomology of Borel-Moore motives of such schemes). We conjecture that the heart of t hom (S) is given by cycle modules over S (as defined by Rost); for schemes of finite type over characteristic 0 fields this conjecture was proved by Déglise. Our definition of t hom (S) is closely related to a new effectivity filtration for DM(S) (and for the category of Chow motives Chow(S) ⊂ DM(S)). We also sketch the construction of a certain Gersten weight structure for the category of Scomotives D(S) ⊃ DM c (S); this weight structure yields one more description of t hom (S) and its heart.
Introduction
We construct a certain t-structure t hom = t hom (S) for DM(S) (the category of Beilinson motives i.e. a version of Voevodsky's motivic category over quite a general base scheme S described in [CiD09] ; in the current version of the text we assume that S is a Jacobson scheme that is also reasonable in the sense described in §1.1 below). For S being the spectrum of a perfect field t hom (S) coincides with the "stable extension" of the homotopy t-structure of Voevodsky that was considered in §5 of [Deg11] , whereas for S being of finite type over (the spectrum of) a discrete valuation ring our t-structure (essentially) coincides with the perverse homotopy t-structure of Ayoub.
Recall that one can define the homotopy t-structure for Voevodsky's DM ef f − (k) (the category of effective motivic complexes) via two quite distinct methods. The first one relies on the canonical t-structure for the derived category of Nisnevich sheaves with transfers; this corresponds to the study of the "stalks" of an object H of DM ef f − at all essentially smooth Henselian schemes over k. The second way is to consider the stalks of H(−i)[−i] (considered as an object of some 'stable' category of motivic complexes) at function fields over k (only). It turns out that the second method carries over to motives over quite general bases if one defines the stalks in question "appropriately" (whereas the main result of [Ayo06] seems to yield that the first method cannot yield a "nice" t-structure for relative motives). So, we use the latter approach; one of the main ingredients of our construction is the usage of Borel-Moore motives of finite type S-schemes (in particular, we need them for defining the stalks mentioned). The paper also heavily relies on certain coniveau spectral sequences for the cohomology (of the Borel-Moore motives) of S-schemes (note in contrast that in [Deg12] 'the usual' motives of smooth S-schemes are essentially considered). Their construction is more or less automatic given the definition of Borel-Moore motives (that are closely related with the ones considered in [Lev98] ; see Remark 2.2.4(2) below), yet studying their functoriality requires quite a bit of effort. These coniveau spectral sequences (for DM(S)-representable cohomology theories) can also be described in terms of t hom (S) (this is a natural analogue of the corresponding results of [Deg13] , [Bon10b] , and [Bon13b] ). In particular, the cohomology of M BM S (X) for a finite type X/S with the coefficients in an object H of the heart Ht hom (S) of t hom (S) is just the cohomology of the corresponding Cousin complex. Moreover, we prove for such an H that the collection of all stalks of H(i) [i] (for all i ∈ Z) at all (essentially finite type spectra of) fields over S satisfies some of the axioms of cycle modules over S (as defined in [Ros96] ). Now we describe the idea that has initiated the work on this paper. The author realized: similarly to the case of motives over a field (cf. §4.9 of [Bon10b] ), the Chow weight structure for DM c (S) (as constructed in [Heb11] and [Bon13a] ) should be closely related to the Gersten weight structure (for a certain triangulated category D(S) of S-comotives). So, this weight structure w Ger (S) should be "cogenerated" by the twists of a certain Chow ef f (S) ⊂ Chow(S) (the latter category was defined in [Heb11] and [Bon13a] ) by (i) [i] , whereas the t-structure t hom (S) for DM(S) that is orthogonal to this weight structure should be "generated" by Chow ef f (S)(i) [i] .
Thus the author gave a definition of Chow ef f (S) generalizing the category of effective Chow motives over a field (considered as a full additive subcategory of DM ef f − (k) ⊂ DM(Spec k)). The idea to consider "our" Borel-Moore motives came from the definition of Chow(S) (only later the author has realized that these motives are closely related with the ones considered in [Lev98] ). Next he proved Theorem 2.1.2(II.1) of this paper; together with Proposition 2.3.2 below (whose proof is more or less straightforward) this result implies the basic properties w Ger (S) and t hom (S). Yet the study of w Ger (S) requires some work on D(S); so the author chose to concentrate on t hom (S) in the current text and only sketch the proofs of the results related to w Ger (S) (whereas several arguments and definitions required for their detailed proofs can be found in [Bon13b] ).
Our perverse homotopy t-structures are closely related with the perverse homotopy t-structures studied in §2.2 of [Ayo07] . The latter depend on the choice of some fixed base scheme S 0 (all the schemes considered should be of finite type over it); in the case when S 0 is the spectrum of a field or a discrete valuation ring several nice properties of these t-structures were established in ibid. (including the fact that they differ from our t hom (−) only by [dim S 0 ]). Moreover, these results recently enabled F. Déglise to prove (in [Deg14] ) that Ht hom (S) (as well as its integral coefficient version) is equivalent to the (corresponding) category of S-cycle modules if S is a variety over a characteristic 0 field. Yet for a general S our results are quite new (since the arguments of [Ayo07] heavily rely on a certain existence of alterations statement which is only known to hold over a discrete valuation ring, whereas our approach is somewhat more 'formal').
Lastly we note that it would certainly be very interesting to extend (some of) the results of the current paper to motives with integral coefficients. Now we list the contents of the paper; some more information of this sort can be found at the beginnings of sections.
In §1 we recall some basics on t-structures and motives over a base. In §2 we study the Borel-Moore motives of S-schemes, their "smooth Smodels", and coniveau spectral sequences for their cohomology. The most 'interesting' statement of the section is Theorem 2.1.2(II.1).
In §3 we define (our version of) the perverse homotopy t-structure t hom (S) and establish its main properties (that generalize the corresponding results of [Ayo07] ). We prove that the objects of Ht hom (S) satisfy some of the axioms of cycle modules over S (as defined in [Ros96] ). Next we introduce a certain effectivity filtration for DM(S) and study its properties (that are quite similar to the ones over perfect fields). We also sketch the proof of the main properties of a certain Gersten weight structure for the category D(S) of S-comotives; these statements yield the motivic functoriality of coniveau spectral sequences and their description in terms of t hom (S).
The author is deeply grateful to prof. F. Déglise and prof. L.E. Positselski for their helpful comments.
1 Some preliminaries: notation, t-structures, and motives over a base
In this section we recall some basics on t-structures and relative motives. In §1.1 we introduce some notation and definitions. In §1.2 we recall the notion of t-structure (and introduce some notation for it). We also recall that "compactly generated" preaisles are aisles in the terms of [TLS03] .
In §1.3 we recall (following [CiD09] ) some basic properties of Beilinson motives over reasonable schemes.
Some notation and definitions
For categories C, D we write D ⊂ C if D is a full subcategory of C.
For a category C, X, Y ∈ ObjC, we denote by C(X, Y ) the set of Cmorphisms from X to Y . We will say that X is a retract of Y if id X can be factored through Y . Note: if C is triangulated or abelian then X is a retract of Y if and only if X is its direct summand.
For any D ⊂ C the subcategory D is called Karoubi-closed in C if it contains all retracts of its objects in C. We will call the smallest Karoubi-closed subcategory of C containing D the Karoubi-closure of D in C; sometimes we will use the same term for the class of objects of the Karoubi-closure of a full subcategory of C (corresponding to some subclass of ObjC).
The Karoubization Kar(B) (no lower index) of an additive category B is the category of "formal images" of idempotents in B (so B is embedded into an idempotent complete category; it is triangulated if B is).
For a category C we denote by C op its opposite category. Q − Vect is the category of Q-vector spaces. For a category C and a partially ordered index set I we will call a set X i ⊂ ObjC a (filtered) projective system if for any i, j ∈ I there exists some maximum i.e. an l ∈ I such that l ≥ i and l ≥ j, and for all j ≥ i in I there are fixed morphisms X j → X i satisfying the natural functoriality property. For such a system we have the natural notion of an inverse limit. Dually, we will call the inverse limit of a system of X i ∈ ObjC op the direct limit of X i in C.
All limits (and pro-objects) in this paper will be filtered ones.
In this paper all complexes will be cohomological i.e. the degree of all differentials is +1; respectively, we will use cohomological notation for their terms. K b (B) will denote the homotopy category of bounded complexes over an additive category B.
M ∈ ObjC will be called compact if the functor C(M, −) commutes with all small coproducts that exist in C (we will only consider compact objects in those categories that are closed with respect to arbitrary small coproducts).
Dually, an object M of C is called cocompact if it is compact as an object of C op . C and D will usually denote some triangulated categories. We will use the term "exact functor" for a functor of triangulated categories (i.e. for a functor that preserves the structures of triangulated categories).
A class D ⊂ ObjC will be called extension-closed if 0 ∈ D and for any distinguished triangle A → B → C in C we have:
In particular, an extension-closed D is strict (i.e. contains all objects of C isomorphic to its elements).
The smallest extension-closed D containing a given
Below A will always denote some abelian category. We will usually demand that A satisfies AB5 i.e. that it is closed with respect to all small coproducts, and filtered direct limits of exact sequences in A are exact.
We will call a contravariant additive functor C → A for an abelian A cohomological if it converts distinguished triangles into long exact sequences. For a cohomological H we will denote
A functor H : C → A below will always be cohomological; yet we will often use the letter H also for the object of a triangulated category (of the type DM(−)) that represents this functor.
For X, Y ∈ ObjC we will write
Sometimes we will denote by D ⊥ the corresponding full subcategory of C. Dually, ⊥ D is the class {Y ∈ ObjC : Y ⊥ X ∀X ∈ D}. We will say that C i ∈ ObjC generate C if C equals the Karoubi-closure of C i in C. For a C closed with respect to all small coproducts and D ⊂ C (D could be equal to C) we will say that C i generate D as a localizing subcategory if D is the smallest full strict triangulated subcategory of C that contains C i and is closed with respect to all small coproducts.
All morphisms and schemes below will be separated. Besides, all schemes will be excellent Noetherian of finite Krull dimension. S will usually be our base scheme; X will be of finite type over it. Often j : U → X will be an open immersion, and i : Z → X will be the complementary closed embedding.
We will mostly be interested in finite type (separated) morphisms of schemes. In particular, we will say that a morphism is smooth only if it is also of finite type.
We will say that a projective system X i , i ∈ I, of schemes is essentially affine if the transition morphisms X j → X i are affine whenever i ≥ i 0 (for some i 0 ∈ I). Below we will only be interested in projective systems of this sort.
We will say that a scheme X 0 /S is essentially of finite type over S if it can be presented as the (inverse) limit of finite type schemes X i /S such that all the transition morphisms between X i are open affine embeddings. We will say that X 0 is (the spectrum of) a field over S if X 0 is the spectrum of a field and is essentially of finite type over S.
We will say that a morphism is of dimension s if all of its fibres are equidimensional of dimension s.
We will assume that all the schemes we consider are reasonable in the following sense: for any S we consider there exists an excellent separated scheme S 0 of (Krull) dimension lesser than or equal to 2 such that S is of finite type over S 0 . We do not assume that a common S 0 exists for all our schemes.
We will identify a Zariski point (of a scheme S) with the spectrum of its residue field (and we will often call the spectrum of a field just "a field").
For any scheme Y we will denote by Y red the reduced scheme associated with Y . It will always be possible in our arguments to replace Y by Y red .
We will need a 'crude' notion of codimension. For T ⊂ X (usually, its closed subscheme) the codimension of T will be just dim X − dim T . Respectively, for a Zariski point of a scheme X its codimension will be the 'crude' codimension of the closure of x in X, whereas its dimension is just the dimension of this closure. So, it could have made some sense to call the coniveau spectral sequences introduced in Proposition 2.3.2 below the niveau ones instead.
In order to avoid the usage of dimension functions (other than the Krull dimension), starting from §2 we will assume that all our schemes are Jacobson ones (i.e. that closed points are dense in them; cf. also §10.6 of [EGA4.III]).
Below we will also use the 'usual' notion of a (closed) subscheme everywhere of codimension c.
All the motivic categories of this paper will be Q-linear ones. So, we can assume that the target categories of our cohomology theories (usually of the type H : DM c (S) → A) are Q-linear ones.
1.2 t-structures: basics, compactly generated ones, and relation with gluing
In order to fix the notation, we recall the definition of a t-structure.
Definition 1.2.1. A pair of subclasses C t≥0 , C t≤0 ⊂ ObjC for a triangulated category C will be said to define a t-structure t if (C t≥0 , C t≤0 ) satisfy the following conditions:
are strict (i.e. contain all objects of C isomorphic to their elements).
(
We will need some more notation.
Definition 1.2.2. 1. A category Ht whose objects are
, will be called the heart of t. Recall (cf. Theorem 1.3.6 of [BBD82] ) that Ht is abelian (short exact sequences in Ht come from distinguished triangles in C).
Assume that triangulated categories C and D are endowed with certain t-structures t C and t D , respectively. Then we will say that an exact
and
).
Remark 1.2.3. 1. Recall (cf. Lemma IV.4.5 in [GeM03] ) that (1) defines additive functors C → C t≤0 : X → A and C → C t≥0 : X → B. We will denote A, B by X t≤0 and X t≥1 , respectively. The triangle (1) will be called the t-decomposition of 
. 4. We will say that t is non-degenerate if ∩ l∈Z C t≥l = ∩ l∈Z C t≤l = {0}. It is easily seen that the non-degeneracy t is equivalent to: M ∈ ObjC is zero whenever M t=i = 0 for all i ∈ Z.
Now we recall an important result on the existence of t-structures. It will be convenient for us to use the following definition. Definition 1.2.4. Let C be a triangulated category closed with respect to all small coproducts.
1. We will call a suspended class D ⊂ ObjC a preaisle if it is closed with respect to all coproducts and extension-closed.
2. For a E ⊂ ObjC we will call the smallest preaisle containing E the preaisle generated by E.
It turns out that "compactly generated" preaisles are aisles in the terms of [TLS03] . Proposition 1.2.5. Assume that C is closed with respect to coproducts; let E ⊂ C be a set of compact objects. Then the following statements are valid.
1. There exists a unique t-structure t for C such that C t≤0 is the preaisle generated by E.
2. The corresponding truncation functors − t≤0 , − t≥0 , and − t=0 (see Remark 1.2.3(1,2)) respect coproducts.
3. The corresponding
Proof. 1. This is Theorem A. Lastly, we recall the notion of gluing for triangulated categories and tstructures.
is called a gluing data if it satisfies the following conditions.
is left (resp. right) adjoint to i * ; j ! (resp. j * ) is left (resp. right) adjoint to j * . (iii) i * is a full embedding; j * is isomorphic to the localization (functor) of C by i * (D).
(iv) For any M ∈ ObjC the pairs of morphisms
can be completed to distinguished triangles (here the connecting morphisms come from the adjunctions of (ii)). Moreover, these completions are functorial in M.
In the setting of part 1, assume also that D and E are endowed with certain t-structures t D and t E , respectively. Then we will say that a t-structure t = t C for C is glued from t D and t E if we have:
In this case we will also say that C, D, and E are endowed with compatible t-structures. Remark 1.2.7. 1. Our definition of a gluing data is far from being the 'minimal' one. Actually, it is well known (see Chapter 9 of [Nee01] ) that a gluing data can be uniquely recovered from an inclusion D → C of triangulated categories that admits both a left and a right adjoint functor.
Our notation for the connecting functors is (certainly) coherent with Theorem 1.3.1 below.
2. The following fact is well-known (see Proposition 1.5.3(II) of [Bon11b] and Proposition 2.3.3 of [CiD09] ): in the gluing setting of Definition 1.2.6(1) t C is glued from t D and t E if and only if i * and j * are t-exact.
On motives over a base: reminder
We recall some basic properties of the triangulated categories of Beilinson motives described by Cisinski and Déglise. Recall that all the schemes we mention are reasonable (see §1.1), and all the morphisms considered are separated.
In the following statement we assume that f : X → Y is a finite type morphism of schemes. 1. For any (reasonable) X a tensor triangulated Q-linear category DM(X) with the unit object Q X is defined; it is closed with respect to arbitrary small coproducts and zero if X is empty.
DM(X) is the category of Beilinson motives over X, as described (and thoroughly studied) in §14-15 of [CiD09] .
2. The (full) subcategory DM c (X) ⊂ DM(X) of compact objects is tensor triangulated, and Q X ∈ ObjDM c (S). DM c (X) generates DM(X) as (its own) localizing subcategory.
3. If S is the spectrum of a perfect field F , DM c (S) is canonically isomorphic to the category DM gm = DM gm (F ) of Voevodsky's geometric motives (with rational coefficients) over S (see [Voe00a] ). Moreover, the whole DM(S) is isomorphic to the category DM(F ) considered in [Deg11] .
4. The following functors are defined:
We call these the motivic image functors. Any of them (when f varies) yields a 2-functor from the category of (separated finite-dimensional excellent) schemes with morphisms of finite type to the 2-category of triangulated categories. Besides, all motivic image functors preserve compact objects (i.e. they could be restricted to the subcategories DM c (−)); they also commute with arbitrary (small) coproducts.
For a Cartesian square of finite type morphisms
6. There exists a Tate object Q(1) ∈ ObjDM c (X); tensoring by it yields an exact Tate twist functor −(1) on DM(X). This functor is an autoequivalence of DM(X); we will denote the inverse functor by −(−1).
Tate twists commute with all motivic image functors mentioned (up to an isomorphism of functors).
Besides, for
if f is smooth of dimension s (i.e. it is of relative dimension s everywhere; see §1.1).
If f is an open immersion, we just have
9. If f is a finite universal homeomorphism then the functors f * = f ! and f * = f ! are equivalences of categories. In particular, this is the case when X = Y red (the reduced scheme associated with Y ).
Moreover, g
* is an equivalence of categories also in the case when g is an inverse limit of finite universal homeomorphisms.
10. Assume that X (or X red as defined in §1.1)) is regular of dimension d (everywhere). Then for i, j ∈ Z we have:
11. Assume that f is an immersion of schemes everywhere of codimension c, whereas Y and X red are regular. Then
12. If i : Z → X is a closed embedding, U = X \ Z, j : U → X is the complementary open immersion, then the motivic image functors yield a gluing data for DM(−) (in the sense of Definition 1.2.6; one should set C = DM(X), D = DM(Z), and E = DM(U) in it).
13. DM c (S) is generated by {x * (Q X )(r)}, where x : X → S runs through all projective morphisms (of finite type) such that X is regular, r ∈ Z.
14. The functor g * on DM c (A) ⊂ DM(A) can be defined for any (separated) morphism g : B → A not necessarily of finite type; we have g * Q A = Q B . This definition respects the composition for morphisms and satisfies the first part of assertion 5. Moreover, g * "respects − * " if g is a limit of an essentially affine system of open embeddings.
15. Assume that a scheme S is the limit of an essentially affine (filtering) projective system of schemes S β (for β ∈ B). Then DM c (S) is isomorphic to the 2-colimit of the categories DM c (S β ); in these isomorphisms all the connecting functors are given by the corresponding (−) * (cf. the previous assertion).
16. For any finite type X/S there exists an open dense U ⊂ X and a finite morphism
is open in some regular scheme that is projective over S.
Proof. Most of these statements were stated in the introduction of [CiD09] (and proved later in ibid.); see §1.1 of [Bon13a] for more details. Besides, the fact that g * "commutes with − * " if g is a limit of (an essentially affine system of) open embeddings (see assertion 14) is a partial case of Proposition 4.3.14 of [CiD09] .
Assertion 9 for finite type universal homeomorphisms follows from Proposition 2.1.9 of [CiD09] (note that we can apply the result cited by Theorem 14.3.3 of ibid.) via applying the corresponding adjunctions. The second half of the assertion is an easy consequence of Proposition 2.2.1(14) of [Bon11b] .
In assertion 10 (as well as in the following one) one may replace X with X red according to assertion 9. In this case Corollary 14.2.4 of ibid. yields that the group in question is isomorphic to Gr i γ K 2i−j (X). The vanishing of this motivic cohomology group for a regular X of dimension ≤ d is well-known; see (the "j < −n part" of) Theorem 8(1) of [Sou85] .
Assertion 16 can be easily obtained via the argument used in the proof of Proposition 15.2.3 of [CiD09] (see also §4.4 of ibid.).
2 On Borel-motives of S-schemes and coniveau spectral sequences
In §2.1 we introduce certain Borel-Moore motives for finite type S-schemes and discuss their properties; the most important of them is Theorem 2.1.2(II.1). We introduce some more tools for studying their functoriality in §2.2. In §2.3 we study in detail the coniveau spectral sequences for the cohomology of (the Borel-Moore motives of) S-schemes (note that in the proof of Theorem 3.1.2(I) below only part I.1 of Proposition 2.3.2 is applied).
In order to ensure that 'niceness' of the behaviour of the Krull dimension of schemes (and avoid replacing it by a certain dimension function defined for schemes essentially of finite type over some fixed S ′ only), till the end of the paper we will assume that all the schemes we consider are Jacobson ones (i.e. that closed points are dense in them; see Definition 10.4.1 and Proposition 10.6.1 of [EGA4.III]).
On Borel-Moore motives for S-schemes: the main properties
We introduce certain Borel-Moore motives for (arbitrary) finite type S-schemes (and recall some notions introduced in previous papers on Beilinson motives).
Remark 2.1.1. 1. For a finite type x : X → S we set M BM S (X) = x ! Q X (this is a certain Borel-Moore motif of X; cf. Remark 2.2.4(2) below). These objects will be very important for us. We will study their "functoriality" in detail below. In the proof of the next theorem it suffices to apply the adjunctions of the type j ! ⊣ j * for an open embedding j : U → X.
2. Yet (in order to introduce some notation) we recall now that in [CiD09] for any smooth morphism f :
was considered (and played an important role; we will say more on this below). Now, Theorem 1.3.1(4,8) yields that for a smooth f everywhere of dimension s we have an isomorphism
So, for a smooth morphism g we will denote by M g the counit of the
Besides, for any (separated) g we will denote by M g the unit of the adjunction g * ⊣ g * .
3. It will be convenient for us to use the following notation for "shifted Tate twists": for any r ∈ Z we will denote the functor −(r)[2r] (resp. −(r)[r]) by − r (resp. by −{r}; both of these functors will play important roles).
4. The following definition was central in [Heb11] and [Bon13a] :
; here x : X → S runs through all finite type projective morphisms such that X is regular, r ∈ Z.
One can easily check that one obtains 'the usual' Chow motives and effective Chow motives this way in the case when S is the spectrum of a perfect field (cf. Theorem 1.3.1(3)). Moreover, if S is a spectrum of an imperfect field, one obtains motives over its perfect closure; cf. Theorem 1.3.1(9). Now we establish the main properties of M BM S (−). Theorem 2.1.2. Denote by DM(S) ≤0 the preaisle generated by {Chow ef f (S){i}, i ∈ Z} (see Definition 1.2.4). Let x : X → S be a finite type morphism; denote the dimension of X by d.
I The following statements are valid.
1. Let i : Z ⊂ X be a closed embedding; denote by j : U → X the complementary open embedding. Then (in the notation introduced in the previous remark) there exists a distinguished triangle
Moreover, if Z and X are regular, Z is everywhere of codimension c in X, then there is also a distinguished triangle
II Assume that X is irreducible; consider the generic point X 0 of X as the (inverse) limit of open affine subschemes X i of X (where i runs through a filtering projective system I). For an H ∈ ObjDM(S) we define H(X 0 ) as
, H) (where for j i 1 i 2 being the connecting maps X i 1 → X i 2 the corresponding morphisms in the direct limit are induced by M j i 1 i 2 ; see Remark 2.1.1(2)).
Then H(X 0 ) = {0} in the following cases.
for some finite type y : Y → S, where Y is regular connected of dimension e, r > 0, s ∈ Z.
2.
Proof. I.1 We can assume that X is connected. Theorem 1.3.1(4,12,8) yields
Applying the functor x ! to the first triangle we obtain (2).
Next, if Z and X are regular, then i ! i ! Q X ∼ = i * Q Z −c (see part 11 of loc. cit.). Hence the application of x * to our second distinguished triangle yields (3).
2. We prove the statement by induction on d.
For our X choose a U as in Theorem 1.3.1(16).
. So, we replace X by U. By Theorem 1.3.1(16) we obtain: it suffices to consider the case when X is open in some regular X ′ that is projective over S. Applying "the birationality of
" again we obtain the result.
II.1. Denote the connecting morphisms X i → X by j i for all i ∈ I ∪ {0}. By Theorem 1.3.1 (4, 8, 6 ) the group in question is isomorphic to
Applying Theorem 1.3.1(15,14) we transform this into
Now, we would like to make certain reduction steps.
Certainly, we can assume that X is quasi-projective over S. Consider a factorization of
→ S where h is smooth of dimension q, f is an embedding, S ′ is connected, and consider the corresponding diagram
− −− → S (the upper row is the base change of the lower one to Y ). Then we have
. Parts 8 and 7 of loc. cit. allow to transform this into f ! y ′ * Q Y ′ e + q . Hence below we may assume that x is an embedding (since we can replace S by S ′ in our assertion; note that e + q is precisely the Krull dimension of Y ′ ). Besides, the isomorphism Now, we can choose a stratification of this sort such that each of Y l lies either over X or over S \ X. Therefore it suffices to verify our assertion in the case when y factors through x. Moreover, since x ! x * is the identity functor on DM c (X) (in this case; see part 12 of loc. cit.), we may also assume that X = S.
Consider the following Cartesian square:
. Hence the adjunction y * 0 ⊣ y 0 * yields that the group in question is isomorphic to
Since the Krull dimension of Y 0 is e − d (unless Y 0 is empty), part 10 of loc. cit. yields our assertion. 
for some s ∈ Z, r > 0, and a regular connective Y that is projective over S. Hence the statement follows from the previous assertion.
On "smooth models" for Borel-Moore motives of subschemes
The main difficulty of dealing with Borel-Moore motives as described above is that they are not "strictly functorial" with respect to motivic pullbacks. So we introduce certain alternative descriptions for M BM X (T ) for a subscheme T of X. These objects will be connected with M BM X (T ) by certain canonical isomorphisms. So, in the next subsection we could have applied Theorem 2.1.2(I.1) instead of Proposition 2.2.3 below; this substitute would just have made the corresponding morphisms between coniveau spectral sequences non-canonical. Note also that the corresponding (weakened) version of the proposition is quite sufficient for the proof of Theorem 3.1.2(I) (below).
We start with a certain reminder and remarks.
Remark 2.2.1. 1. For a smooth x : X → S in ibid. the object M S (X) = f ♯ Q X (see Remark 2.1.1(2)) was considered in [CiD09] . The idea is that the cohomology of M S (X) with coefficients in an H ∈ ObjDM(S) is isomorphic to the cohomology of Q X with coefficients in f * H, whereas for H representing (for example) motivic or étale cohomology over S the object f * H represents the corresponding cohomology over X. So, M S (X) "yields the cohomology of X". Now we note: if x is smooth and equidimensional, then M S (X) differs from M BM S (X) only by a twist. Besides, we also have a similar relation for the H-cohomology in the case when X, S are smooth (and equidimensional) over some common base S ′ and H "comes from
. We also have a similar relation of the coniveau spectral sequences for H * (M BM S (X)) that we will study below (see Proposition 2.3.2) with the ones for the 'usual' H-cohomology of X. In particular, one can apply this observation to the study of étale and motivic cohomology (since those are defined over Spec Z). So, studying the cohomology of M BM S (−) (as we do in the current paper) and its functoriality is quite actual. We will need a certain extension of the functor M S mentioned. We start with introducing some auxiliary notation.
Definition 2.2.2. 1. Sm S is the category whose objects are smooth Sschemes and morphisms are formal linear combinations of their morphisms.
Certainly, the direct sum operation for Sm X ⊂ K b (Sm X ) comes from the disjoint union of smooth X-schemes, whereas ∅ yields a zero object of this category.
2. For any g : Then the following statements are valid.
1. For any (reasonable) X there is an exact functor M X :
II Let S, T, U, V be as in definition 2.2.2(5); let h : S ′ → S be a (separated) morphism; denote by U ′ (resp. T ′ ) the base change from S to S ′ of U (resp. the reduced scheme associated with the corresponding base change of T ). Then the following statements are valid.
We have
h * M U S (T ) = M U ′ S ′ (T ′ ).
Assume that h is smooth. Then
3. For fixed S, X, T all the objects of the type M U S (T ) are related by canonical isomorphisms. In particular, if T is open in X then all of these objects are isomorphic to M T S (T ).
Assume that
6. Assume that h is a closed embedding and 
Hence it remains to note: according to the previous assertions, the morphisms
Remark 2.2.4. 1. Since the isomorphism constructed in the proof of assertion II.7 is obtained by composing a natural transformation with its inverse, it is compatible with the "change of U" isomorphisms mentioned in assertion II.3. This means (in the case when U 0 ⊂ U, where U 0 is an open neighbourhood of T in U) that the following square
Here we also apply assertion I.2 in order to identify the bottom arrow in this square.
2. One can 'almost generalize' assertion II.7 in the following way. Assume that U is everywhere of dimension s over S. Then comparing the distinguished triangle as M U S (T ) −s is that it requires the existence of an embedding of T into a smooth S-schemes; yet this would cause no problems in the current paper since we could have restricted ourselves to quasi-projective S-schemes (recall here: we have defined Chow(S) above using projective S-schemes only). Moreover, this alternative definition could have nice "integral coefficient properties" and is easier to "lift to a model of DM(S)" (see Remark 3.2.3(5) and §3.5 below, respectively).
3. Actually, above we have demanded T to be reduced just for simplicity of formulations. In particular, assertion II.7 is also valid in the case when T is not reduced (certainly here we also set M U S (T ) = M S (V → U); cf. Theorem 1.3.1(9)).
Coniveau spectral sequences for the cohomology of
Borel-Moore motives
Now we study certain coniveau spectral sequences for the cohomology of the Borel-Moore motives of finite type S-schemes. These properties are quite natural (though somewhat technical). For the convenience of readers, we also note now that in the proof of Theorem 3.1.2(I) below only part I.1 of Proposition 2.3.2 is applied; cf. also Remark 2.3.3(3) below.
We introduce some notation.
Definition 2.3.1. 1. Let A be an abelian category; let H : DM c (S) → A be a cohomological functor (see §1.1). Then for a finite type X/S and j ∈ Z we define H(X) as
Moreover, we will need certain twists of cohomology theories: for an l ∈ Z we will denote X → H(X{l}) by H −l (following [Voe00b] ).
Assume in addition that
A satisfies AB5 (see §1.1). Let X 0 be a scheme essentially of finite type over S (in particular, the spectrum of a field over S; see §1.1); present X 0 as an inverse limit of schemes X i of finite type over S (with the connecting morphisms j ii ′ being open affine dense embeddings). Then for any cohomology theory H (including the theories H j l as introduced above) we set H(
Here the transition morphisms between M BM S (X i ) are induced by the transformations M j ii ′ ; see Remark 2.1.1(2). It is easily seen that this direct limit is uniquely determined by X 0 considered as an S-scheme; cf. §3 of [Deg08] .
3. For an H as above, a finite type morphism a : S ′ → S, and any separated b :
Certainly, if H is represented by an M ∈ ObjDM(S) (and A = Q − Vect), then a ! H (resp. b * H) is represented by a ! M (resp. by b * M); this is the reason for choosing this notation. 4 . Below we will require certain flags of subschemes for a (reasonable) scheme X.
So, we consider a projective system L = L(X) = {λ} whose elements are sequences of closed reduced subschemes: a λ ∈ L is a sequence (X λ i , −∞ ≤ i < ∞) such that X λ i is a closed subscheme of X λ i−1 for all i ∈ Z, codim X X λ i ≥ i for all i ≥ 0 and X i = X for all i ≤ 0 (note that all X λ i are empty starting from i = dim X + 1; yet "formally infinite" sequences of subschemes are more convenient for the arguments below). The partial ordering of L is given by embeddings
. Now we are able to adjust the standard construction of coniveau spectral sequences to our setting. The following spectral sequence would have looked somewhat more 'familiar' if we would have added the twist dim(X) to the definition of M BM S (X); yet such a modification would have caused certain notational problems in the case when X is not equidimensional. Proposition 2.3.2. I Adopt the conventions (and notation) of Definition 2.3.1; assume that X/S is a finite type scheme; let g : X ′ → X be a morphism of reasonable schemes. Then the following statements are valid.
1. There exists a spectral sequence with
(where X p denotes the set of points of X of codimension p in the 'crude' sense described in §1.1) that converges to E p+q ∞ = H p+q (X) (in the notation of part 2 of the Remark); we will call this spectral sequence a coniveau one. The induced filtration F j H * of H * is the coniveau one i.e. it is given by
running through all open subschemes such that X \ U λ j is everywhere of codimension at least j in X (cf. §1.1).
Moreover, this spectral sequence (together with the corresponding exact couple) coincides with the coniveau one for the cohomology of X "over X" with coefficients in x ! H. 2. There also exists a spectral sequence with E pq 1 = x∈X p H q (x × X X ′ ) that converges to H p+q (X ′ ). 3. Assume that g is smooth of relative dimension s, whereas dim
S (X))) (see Remark 2.1.1(2) is compatible with a certain natural morphism between coniveau spectral sequences converging to H * −s −s (X ′ ) and H * (X), respectively. Moreover, this construction is well-behaved with respect to compositions of smooth morphisms. Finally, the corresponding morphisms between E 1 -terms of coniveau spectral sequences are naturally compatible with the morphisms between points of X ′ and X (of equal codimensions) induced by g.
4. Assume that g is finite; denote dim X − dim X ′ by c. Then there exists a natural morphism from the coniveau spectral sequence converging to H * (X ′ ) to the shift of the one for H * (X) by c (i.e. E pq r (X ′ ) maps to E p+c,q r (X)) that is compatible with
S (X))). Moreover, this construction respects compositions of finite morphisms. Finally, the induced morphisms of E 1 -terms are naturally compatible with the morphisms between points of X ′ and X (of codimensions that differ by c) induced by g. II For any finite type y : Y → S ′ the coniveau spectral sequence for
is naturally isomorphic to the one for H(Y ) (for Y /S).
III Assume that X = X ′′ × S S ′′ for some finite type x ′′ : X ′′ → S ′′ . Then the following statements are valid.
1. For the coniveau spectral sequence for
, whereas the limit is isomorphic to H q (X). 2. Assume that b is of relative dimension ≤ s (for some s ≥ 0), and dim X = dim X ′′ + s. Then we have a natural morphism from the coniveau spectral sequence for b * H * (X ′′ ) to the one for H * (X). Moreover, this morphism is an isomorphism if s = 0.
More generally, for a proper b
′′ and an X ′′ as above assume that S is of dimension ≤ s over a codimension c subscheme of S ′′ (and some c ≥ 0), whereas dim X = dim X ′′ −c+s. Then we have a morphism from the coniveau spectral sequence for b * H * (X ′′ ) to the shift of the one for H * (X) by c (cf. assertion I.4). This morphism is an isomorphism if s = 0.
Proof. I We can assume that X is reduced (see Theorem 1.3.1(9)). Now we apply a more or less standard method for constructing coniveau spectral sequences (see §3 of [Deg13] ; in §1 of [CHK97] a closely related argument is described; cf. also §2 of [Deg12] ). Let d denote the dimension of X (i.e. the maximum of dimensions of its components).
For any λ ∈ L = L(X) (see Definition 2.3.1(4)) we consider the sequence of morphisms
yields a so-called Postnikov tower in DM c (S) that we will denote by P (λ).
Applying H * to this tower yields an exact couple with D
) (see §3 of [Deg13] or Exercise 2 in §IV.2 of [GeM03] ). We will denote this couple by EC(X, x ! H, λ) Note that the spectral sequence corresponding to this couple converges to
, and the induced filtration is given by Ker(H p+q (X) → H p+q (U λ p )). Next, we consider the exact couples as above for all λ and pass to the direct limit over L. We can do so since our system of couples is "coherent". Indeed, all the connecting morphisms in these couples and the transition morphisms between them come from applying
Our spectral sequence is the one corresponding to this limit couple EC(X, x ! H, L). Certainly, this limit spectral sequence also converges to H p+q (X), whereas the induced filtration is (our version of) the coniveau one. Besides, the "moreover" part of the statement is certainly given by construction.
It remains to calculate the E 1 -terms of this spectral sequence. Standard arguments (cf. §1.2 and Remark 5.1.3(3) of [CHK97] ; see also Remark 2.3.3(2) below) yield that E pq 1 splits as 
) and then passes to the direct limit with respect to L X ′ X . The method of the calculation of E 1 -terms is also similar to the one above.
3. Proposition 2.2.3(I.1,3) easily yields: one should map the coniveau spectral sequence converging to x!H * • g ♯ (X ′ )) ("computed at X ′ ") into the one for x!H * (X). It certainly suffices to construct a natural morphism between the corresponding exact couples. Moreover, the morphism of spectral sequences obtained will be compatible with
S (X))) if we factor the morphism of couples mentioned through the couple for x ! H * •g ♯ g * (X). So, for a λ as above (see Definition 2.3.1(4))) and for
yields the morphism of spectral sequences desired. It remains to note that the corresponding morphisms of E 1 -terms are induced by morphisms to points of X of the generic points of their base change to X ′ (see Proposition 2.2.3(II.2)). 4. We argue somewhat similarly to the previous proof. We consider the following map from L to L ′ (as considered above): we send λ to λ
viously, the image of this map is unbounded in L ′ (and so, can be used for the calculation of direct limits with respect to L ′ ). We also note that for all "large enough" λ ∈ L we have Im X ′ ⊂ X λ i for all i ≤ c; hence for these λ the spectral sequence for λ X ′ X [c] differs from the one for λ X ′ X exactly by the "shift by c" as described in the assertion. Hence in order to prove the assertion it remains to make the corresponding cohomology calculations.
We have EC(X, . This immediately yields the desired calculation for the E 1 -terms of our spectral sequence. Moreover, we have EC(
, and isomorphisms of this type are compatible with the transition morphisms between the couples of the former type for λ ′′ running through L ′′ . Hence our spectral se-quence is (canonically) isomorphic to that coming from lim
Hence the formula desired for the E 1 -terms of the corresponding spectral sequence is an easy consequence of Proposition 2.2.3(I.1); cf. the proof of assertion I.1 (and of I.2).
2. Our dimension assumptions yield that L ′′X X ′′ ⊂ L. Hence the calculations made above yield: the morphism in question is induced by the obvious morphism lim − →L
is quasi-finite (and dim X ′′ = dim X) then this morphism is an isomorphism since any element of L is dominated by a one of L ′′X X ′′ (cf. the proof of assertion I3).
3. It suffices to replace λ (4)). If g is a closed embedding then the induced morphisms of E 1 -terms are the natural split monomorphisms (see Proposition 2.2.3(6)).
Certainly, here we compare the decompositions of the type (4) using the constructions of Proposition 2.2.3 (see also Remark 2.2.4(1)).
2. In §3 of [Deg13] two closely related methods for constructing coniveau spectral sequences were constructed; one may say that they correspond to "complementary" Postnikov towers. Above we have considered the exact couple corresponding to the method (very much) similar to the one used in [Bon10b] and [Bon13b] , whereas in §1 of [CHK97] the "complementary" exact couple was considered. Yet the couples mentioned yield canonically isomorphic spectral sequences (see §3 of [Deg13] ); hence the method of calculation of the E 1 -terms of the spectral sequence in §1.2 of [Bon10b] can be applied to 'our' exact couple also. Besides, it is actually not difficult at all to use the "complementary" exact couples in all the arguments above.
3. It is not very easy to grasp Proposition 2.3.2 (and especially its proof). Unfortunately, the author does not now how to simplify it. Yet below we will rarely need the 'whole' coniveau spectral sequences; most of the time we will only be interested in their E 1 -terms and boundary morphisms between them.
So, for a λ as in Definition 2.3.1(4) we consider the complexes C t (X, x ! H, λ) (for t running over all integers) whose terms are
) and the boundary morphisms are induced by the obvious K b (Sm X )-ones. Then we define the Cousin complex C t (X, x ! H, L) as the direct limit of C t (X, x ! H, λ) for λ running over L. By construction, the collection of these complexes yields the E 1 -level of the spectral sequence constructed in loc. cit.
). Thus one can reformulate those assertions of Proposition 2.3.2 that mention E 1 , in terms of C t (−), whereas the shifts of the spectral sequences mentioned just yield shifts of Cousin complexes. We also note that replacing loc. cit. with the corresponding corollary (i.e by its 'C t (−)-modification') would not have simplified the proof substantially; yet understanding the proof would have probably become easier.
4. One can also prove a certain analogue of assertion I.4 when g is a proper morphism of arbitrary relative dimension s. To this end one should take c = dim X − dim Im X ′ and compare the exact couples corresponding to λ
) is closely related to the 'usual' coniveau spectral sequence for (X, x ! H • g ! ). 5. The author suspects that some analogue of assertion I.3 can be established for an arbitrary flat morphism of regular schemes (using Theorem 1.3.1(11)).
Sometimes we will need coniveau spectral sequences for schemes that are (only) essentially of finite type over S. Corollary 2.3.4. Let X 0 = lim ← − X i be essentially of finite type over S (see §1.1). Then the following statements are valid.
I There exists a spectral sequence with
Proof. I Obviously, it suffices to construct the spectral sequences in question for the connected components of X 0 ; hence we can assume that all X i are connected. By Proposition 2.3.2(I.3), in this case the direct limit of coniveau spectral sequences converging to H * (X i ) yields a spectral sequence converging to H * (X 0 ). It remains to note that the argument that was used in the calculation of E * * 1 in the proof of Proposition 2.3.2(I.1) also easily yields that the formula from loc. cit. is valid in this case also. Here we use the following easy observation: X l 0 is the intersection (i.e. the inverse limit) of X l i . II Immediate from assertion I.
Remark 2.3.5. 1. Actually, we could have modified our construction of coniveau spectral sequences in Proposition 2.3.2(I.1) so that it would work in this 'limit' setting also; cf. Corollary 3.6.2 of [Bon10b] and Proposition 3.2.4 of [Bon13b] .
2. If there exists an i such that H r+l−d (x) = 0 for all r = 0, l ∈ Z, x ∈ X l i , then assertion II for this H follows immediately from Proposition 2.3.2(I.1).
We also formulate certain properties of 'stalks' of cohomology at fields over S.
Corollary 2.3.6. Assume that an abelian category A satisfies AB5.
I Fix an X 0 essentially of finite type over S; j, l ∈ Z.
2. Let F → G → H be a complex of functors (DM c (S) → A) that is exact in the middle if applied to any object of DM c (S). Then the corresponding complex
is exact in the middle also. II For a cohomological H : DM c (S) → A assume that H j l (X 0 ) = {0} for any l, j ∈ Z and any field X 0 /S (see §1.1). Then the following statements are valid.
1. H = 0. 2. Assume that H = DM(S)(−, E) for some E ∈ ObjDM(S). Then E = 0.
Proof. I It suffices to note that the correspondence H → H j l (X 0 ) is the direct limit of the correspondences H → H j l (X i ) (where X 0 = lim ← − X i ), whereas for the latter functors both of the assertions are obviously fulfilled.
II.1. Proposition 2.3.2(I.1) yields that H j l (X) = 0 for any l, j ∈ Z and any finite type X/S. In particular, we obtain that H * (x ! Q X (r)) = 0 for any r ∈ Z and any projective morphism x : X → S (of finite type) such that X is regular. Hence Theorem 1.3.1(13) yields the result.
2. Immediate from the previous assertion by part 2 of loc. cit.
3 Main results: perverse homotopy t-structures, cycle modules, and Gersten weight structures
In §3.1 we define t hom (−) and prove several properties of these t-structures (this includes a comparison of t hom (S) with the perverse homotopy t-structure of Ayoub). In §3.2 we relate Ht hom (S) with cycle modules over S (as defined in [Ros96] ).
In §3.3 we introduce a certain (new) effectivity filtration for DM(S) and study its properties. It turns out that that there exists a natural version of t hom (S) for the corresponding DM ef f (S) ⊂ DM(S) such that the functors r : DM(S) → DM ef f (S) (right adjoint to the embedding) and − −1 (generalizing the functor defined by Voevodsky) are t-exact.
In §3.4 we discuss the motivic functoriality of coniveau spectral sequences and their description in terms of t hom (S).
In §3.5 we sketch the proof of the main properties of the Gersten weight structure for a certain category D(S) of S-comotives. In particular, for a countable S we obtain a new description of Ht hom (S). Besides, the results of this subsection yield natural proofs of the claims made in the preceding one.
The definition and main properties of t hom
We define a t-structure for DM(S) using the preaisle that we have already considered in Theorem 2.1.2.
Definition 3.1.1. Consider the preaisle generated by {ObjChow ef f (S){i}, i ∈ Z} (see Remark 2.1.1(4) and Definition 1.2.4) and denote by t hom = t hom (S) the t-structure corresponding to it (see Proposition 1.2.5).
We establish a characterization of t hom in terms of 'stalks' at fields over S; this implies several other interesting properties of this t-structure.
Theorem 3.1.2. I. The following statements are valid.
1. Let H ∈ ObjDM(S). Then we have H ∈ DM(S) t hom ≤0 (resp. H ∈ DM(S) t hom ≥0 , resp. H ∈ DM(S) t hom =0 ) if and only if for X 0 running through all fields over S we have H l j (X 0 ) = {0} for all l > − dim X 0 (resp. for all l < − dim X 0 , resp. for all l = − dim X 0 ; see §1.1 and Definition 2.3.1(2).
2. t hom is non-degenerate. 3. The functor −{r} is t-exact (with respect to t hom ) for any r ∈ Z.
automorphism of DM(S) that restricts to a bijection on the "generators" of DM(S)
. II According to assertion I.1, it suffices to compute the "stalks" of a ! H for H ∈ ObjDM(S) and of a * H phisms x that are projective with regular domain. For such an X Theorem 1.3.1(8,11) easily yields that
Hence our t hom (S) differs from Ayoub's perverse homotopy t-structure only by [dim S 0 ].
4. The previous remark together with Corollary 2.2.94 of [Ayo07] yields: if S is the spectrum of a perfect field F , t hom (S) coincides with the 'usual' homotopy t-structure for DM(S) considered in ibid. The latter t-structure was also considered in (Proposition 5.6 of) [Deg11] , whereas Theorem 5.11 of ibid. (along with Lemma 5.5 of ibid. and part I.1 of our theorem) yields another proof of this coincidence of t-structures result. Next, the t-structure studied in [Deg11] is compatible with the Voevodsky's homotopy t-structure for DM ef f − (F ) by 5.7(1) of ibid. These observations together with Theorem 3.1.2(II) justifiy the name "perverse homotopy t-structure" for t hom (S) (yet note that the author did not check whether t hom (S) essentially coincides with the Ayoub's t-structure for a 'more general' S 0 ).
On the relation with cycle modules
We relate the objects of Ht hom with cycle modules over S as defined by Rost. To this end we study the "stalks" of a cohomological functor H : DM c (S) → A and their "residues" (with respect to S-valuations).
Definition 3.2.1. For X 0 being the spectrum of a field F over S (see §1.1) we will say that v is an S-valuation of F if it is a discrete (rank one) valuation on F that yields a codimension 1 subscheme of some irreducible finite type X/S such that F is the fraction field of X.
We denote the spectrum of the residue field F v of v by X v . If F is a residue field of a finite type X ′ /S, we will call v an X ′ -valuation of F if it yields a subscheme of X ′ of codimension codim X ′ X 0 +1 (so, one may say that we are only interested in valuations of the first kind; cf. Definition 8.3.18 and the whole §8.3.2 of [Liu02] ). Proposition 3.2.2. Let H : DM c (S) → A be a cohomological functor (for an AB5 category A) and let X 0 be the spectrum of a field F over S; denote its dimension by e; l will denote an integer. Then the following statements are valid.
I.1. We have a natural graded action of the graded Milnor K-theory al- 
, where × denotes the action introduced in the previous assertion.
II For a valuation v of F choose some X as in Definition 3.2.1, and define δ v,l : H in the coniveau spectral sequence converging to H * l (X) (recall that the latter morphism is also a differential of the Cousin complex C − dim X (X, x ! H l , L) mentioned in Remark 2.3.3(3)). Then the following statements are valid. 1. δ v,l does not depend on the choice of X. 2. For any finite type X ′′ /S containing (X 0 , X v ) (i.e. containing the spectrum of the discrete valuation ring for v) the corresponding component of the boundary in the coniveau spectral sequence converging to H * l (X ′′ ) equals δ v,l .
3. Let X 1 be a points of X such that dim X 1 = e − 1 = dim X 0 − 1, but X 1 is not the spectrum of any residue field of F (for an X-valuation). Then for any l ∈ Z the morphism H X i = X 0 (certainly, this pro-object does not depend on the choice of the system X i ). Theorem 1.3.1(4,6,15) easily yields
Now, if F is perfect then the latter group is isomorphic to K 2. As we have just noted, Proposition 2.3.2(I.3) yields that the corresponding component of the boundary morphism does not change when we pass from X to its open subscheme. Thus it remains to note that part I.4 of loc. cit. yields a similar compatibility for closed embeddings.
3. Denote by X 3. We conjecture that the functor
) yields an equivalence of Ht hom (S) with a certain abelian category of cycle modules. In the case when S is the spectrum of a perfect field this conjecture (and even its integral coefficient version) is given by Theorem 5.11 of [Deg11] ; Theorem 4.1. of [Deg14] extends the latter result to varieties over characteristic 0 fields.
In Proposition 3.2.2 we have constructed for the elements of H cm (DM(S) t=0 ) the structure maps mentioned in parts D3,4 of Definition 1.1 of [Ros96] . Constructing the maps mentioned in parts D1,2 of loc. cit. is quite simple. Next, the (analogues of) axioms R1a,b of loc. cit. are quite easy in our setting. Also, above we have proved the natural analogues of axiom R2a of loc. cit., as well as axioms FD and C of Definition 2.1 of ibid. Possibly, some of the remaining axioms of ibid. have to be adjusted for our setting (this could include multiplying some of our maps by −1), and some additional conditions should be invented (if we want to obtain an equivalence of categories i.e. a full description of Ht hom (S)). One of possible difficulties for axiom checks could be the studying of δ v,l in the case when F and F v do not lie over a single point of S (especially if their characteristics are distinct). On the other hand, one can possibly reduce our conjecture to the case when S is the spectrum of a discrete valuation ring R via an application of Theorem 3.1.2(II,III); moreover, it could be sufficient to consider only the case when R is a Henselian valuation ring.
Lastly we note that some of the consequences of the axioms of ibid. seem to be quite easy to prove in our situation (avoiding those axioms of Rost that we do not prove here); cf. parts R2d,e of his Definition 1.1.
4. Parts II.2-3 of the proposition immediately yield that H cm (H) for an H ∈ DM(S)
allows the computation of H * * (X) using the Cousin complex C − dim X (X, x ! H l , L) (for any X of finite type over S; cf. also the proof of part III.2 of loc. cit.).
5. It would certainly be very interesting to extend (at least, some of) the results of the current paper to motives with integral coefficients (or maybe one should take a coefficient ring containing the inverses to all of the positive residue field characteristics for some fixed base scheme S 0 chosen; cf. [Bon11a] ). Yet the author does not know which version of S-motives would be most appropriate for this purposes (in particular, which of them is related to cycle modules with integral coefficients). F. Deglise has suggested considering Morel's τ -positive part of SH(S) or some its analogue (see Theorem 2.16 of [Deg14] ) in this context.
A certain effectivity filtration for DM(S)
In the case when S is the spectrum of a perfect field k, Voevodsky (in [Voe00a] ) considered the category DM ef f − of so-called motivic complexes. This is 'almost' the subcategory of DM(S) generated by Chow ef f (S) as a localizing subcategory; t hom (S) has a natural analogue t ef f hom (k) for it (that was defined earlier than the 'stable' version). It turns out that some of the nice properties of DM ef f − and t ef f hom (k) can easily carried out to our relative setting (though their proofs are quite distinct from the 'old' ones over perfect fields).
We recall the following well-known fact.
have H 4. In [CiD09] also certain effective motivic categories over S were constructed; they map to DM(S), and so one could define the corresponding effective parts of DM(S) as the localizing subcategories generated by the images of these functors. All of these effective subcategories coincide and are generated by M S (X) for X smooth over S. Now, assume that S is (everywhere) of dimension s ≥ 0. Then our DM ef f (S) contains M S (X)(s) for all smooth X/S; yet the author believes that it is not generated by objects of this type (and so, it is bigger and cannot be described in terms of M S (−)). Thus, if we define DM bir (S) as the Verdier quotient DM ef f (S)/DM ef f (S)(1), there will exist a natural comparison functor DM 0 gm (S) → DM bir (S) where the categories DM 0 gm (−) are the ones considered in §5 of [BoS13] (and generalizing the ones defined in [KaS02] ); yet this functor is not invertible for a general S.
3.4 On the functoriality of coniveau filtrations and spectral sequences, and their relation with t hom
Starting from E 2 the coniveau spectral sequence for H * (X) can be expressed in terms of the spectral sequence E
A sketch of the proof of some of the statements. I. Certainly, it suffices to compare the corresponding exact couples.
Hence in order to establish assertion 1 and the first part of assertion 2 it suffices to verify the following fact: for any X 3.5 Comotives over S, the Gersten weight structure for them, and generalized coniveau spectral sequences
Now we sketch the proof of the existence a Gersten weight structure w Ger (S) on a certain triangulated category of comotives over S. The existence of this weight structure gives a natural proof of Proposition 3.4.1 and also socalled virtual t-truncations of cohomology theories on DM c (S) (see §2.3 of [Bon10b] ). We do not give detailed proofs of the properties of w Ger (S) here since the applications mentioned do not seem to be extremely interesting. Yet note that we also obtain a certain new 'description' of Ht hom (S) when S is countable i.e. if all of its affine subschemes are the spectra of countable rings (i.e. if S has a Zariski cover by the spectra of some countable rings). So, we will only explain here that the methods of [Bon13b] work in our (relative) settings; all the necessary definitions and detailed arguments can be found in ibid. (whereas using the list of definitions in §1.1 of ibid. can help in locating them). Since the author did not write down the full proofs of the claims made below (yet), it makes some sense (for a cautious reader) to assume that S is countable. Indeed, for a countable S the homotopy limits mentioned below are certainly countable; so that one can "define them on the triangulated level" and apply the 'crude' methods of [Bon10b] (that 'almost do not depend on models for motives'; also pay attention to Remark 2.1.2(3) of [Bon13b] ); see also Remark 3.5.2(2,3) below.
As a starting point of our constructions we need a triangulated category D(S) that is closed with respect to all small products, and contains DM c (S) as a full cogenerating subcategory of cocompact objects. It order to construct D(S), we recall that DM(S) certainly has a model (i.e. it is the homotopy category of a certain Quillen closed proper stable model category; several possible models of this sort were constructed in [CiD09] ). We can assume that this model is injective i.e. that any object is fibrant in it. Moreover, there exists a model Mo S of DM(S) such that the functor M S (see Proposition 2.2.3) comes from a certain functor C b (Sm S ) → Mo S , and the functor −(−1) lifts to an invertible endofunctor of Mo S .
So, it is no problem to construct D(S) in question using the methods of §5.2 of [Bon13b] (that heavily rely on the results of [FaI07] ). D(S) has several nice properties; in particular, its objects are certain homotopy limits of objects of DM(S) and the Tate twist lifts (from DM c (S)) to an exact autoequivalence of D(S). Next, using the results of §2.2 of [Bon13b] one can construct on D(S) a weight structure "cogenerated" by ∪ i∈Z ObjChow ef f (S){i}. The heart of w Ger (S) is cogenerated by (twisted and shifted) comotives of fields over S. For such an X 0 /S one can easily construct the corresponding M BM S (X 0 ) ∈ ObjD(S) as follows: consider a smooth connected S-scheme X of relative dimension s such that X 0 is a point of X and consider the homotopy limit of M ) "lift to the model level"!). Arguing similarly to Proposition 2.2.3(II.5,6) one can prove that the object constructed this way does not depend on the choice of X (at least, up to an isomorphism). Moreover, one can similarly define M BM S (Y ) for any localization Y of a finite type S-scheme, as well as the homotopy limit (with respect to λ running through L) of the Postnikov towers P (λ) used in the construction of coniveau spectral sequences in the proof of Proposition 2.3.2(I.1). We will denote homotopy limits of this type just by lim ← − . Now we are able to formulate the main properties of w Ger (S).
Proposition 3.5.1.
1. D(S) w Ger (S)≤0 = ⊥ (∪ i∈Z Chow ef f (S){i}[1]).
2. {j} is w Ger (S)-exact for any j ∈ Z.
3. M S (Y ) ∈ D(S) w Ger (S)≥−e for Y being a localization of any finite type S-scheme of dimension e. [Bon13b] . In particular, we do so for the functor DM(S)(−, M) (from DM c (S) to Q − Vect) for all M ∈ ObjDM(S).
The heart Hw

Then the collection of these functors yields a nice duality Φ S : (D(S))
op × DM(S) → Q − Vect such that w Ger (S) ⊥ Φ S t hom (S). We will call such a T a generalized coniveau spectral sequence (as we also did in [Bon13b] ).
8. The category of pure extended cohomological functors from D(S) to an abelian A (satisfying AB5) is naturally equivalent to the category of those contravariant additive functors Hw Ger (S) → A that convert all Hw Ger (S)-products into coproducts.
9. For any N ∈ ObjDM(S) the generalized coniveau spectral sequences for the functor Φ S (−, N) can be D(S)-functorially expressed in terms of the t hom (S)-truncations of N starting from E 2 (cf. Proposition 2.4.3 of ibid.).
Proof. Assertion 1 is essentially just the definition of w Ger (S); it immediately implies assertion 2. Assertion 3 can be proved via the method of the proof of Proposition 3.2.6 of [Bon13b] (cf. also the proof of Proposition 2.3.2(I.1) above). Assertion 4 can be deduced from it similarly to the proof of Theorem 3.3.1(7) of [Bon13b] . It easily yields assertion 5 (cf. ibid.).
The natural analogues of the remaining assertions are Propositions 4.4.1(I.1,II), 4.3.1, 4.6.1, and Corollary 4.4.3 of ibid. respectively; their proofs can be carried over to our setting without any problems.
Remark 3.5.2.
1. It could be quite interesting to construct various connecting functors between D(−) and study their weight-exactness. Most of these functors should be extensions of certain DM c -ones; so one needs certain lifts of the latter to the model level.
Possibly, the author will study this matter in future. He believes that all the functors of the type f ! (for a finite type f ) as well as g * for a quasi-finite g are weight-exact (cf. Theorem 3.1.2(II)).
2. We conjecture that the following analogue of Corollary 4.6.3 of [Bon13b] is valid: Ht hom (S) is equivalent to the category of those contravariant additive functors Hw Ger (S) → Q − Vect that convert all Hw Ger (S)-products into coproducts.
The problem here is to prove that any such additive functor is representable (via Φ S ) by an object of DM(S) (since in contrast to loc. cit. it usually does not come from a sheaf for any Grothendieck topology for S-schemes). Still in the case when S is countable (in the sense described in the beginning of this subsection; if this is the case, then morphisms sets and the number of isomorphism classes of objects in DM c (S) are certainly countable) then the representability assertion in question certainly follows from of Theorem 5.1 of [Nee97] that yields that any cohomological functor DM c (S) → Q − Vect is representable by an object of DM(S).
Our conjecture could be useful for the study of Ht hom and its relation with cycle modules.
3. Theorem 5.1 of [Nee97] also simplifies the construction of "comotivic" functors (between various D(−)) over countable base schemes; in par-virtual t-truncations of H scheme T over the base field; this implies several splitting results for the comotives (resp. prospectra) of function fields and their cohomology. It seems that the corresponding fact for T /S is wrong in general (unless T actually lies over a field over S; probably, this 'negative' statement can be deduced from the main result of [Ayo06] ). This is one of the reasons for the author for not giving the full proofs of the claims of this subsection.
7. One can also consider the Chow weight structure for D(S); this is the weight structure "cogenerated by" Chow(S) ⊂ DM c (S) ⊂ D(S). We will call the corresponding spectral sequences and filtrations Chowweight ones (as we did in [Bon13a] ; cf. also §4.7 of [Bon10b] ).
In order to compare this weight structure with the Gersten one, one should restrict both of them to the "effective" subcategory D ef f (S) of D(S) i.e. to the subcategory cogenerated by Chow ef f (S) (cf. Proposition 3.3.2). For the corresponding restrictions we obviously have D ef f (S) w Chow (S)≥0 ⊂ D ef f (S) w Chow (S)≥0 . Hence one can easily carry over the results of §4.8 of [Bon10b] to this setting. In particular, for any M ∈ ObjD ef f (S) and a cohomological H : D ef f (S) → A there exist a morphism from the w Chow (S)-weight spectral sequence for (H, M) to the corresponding w Ger (S)-one (i.e. to the generalized coniveau one). In particular, one can take M = M S (X)(s) for a smooth X/S here, where s is the Krull dimension of S.
