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Формулюється завдання побудови ком-
плексних розкладів, обґрунтовується опти-
мізаційна модель завдання побудови ком-
плексних розкладів як модель дворівневого 
програмування, формулюються передумови 
формування методу побудови комплексних 
розкладів на основі апарату безкоаліційних 
і ієрархічних ігор
Ключові слова: комплексні розклади, ієрар-
хічні, безкоаліційні ігри
Формулируется задача построения 
комплексных расписаний, обосновывается 
оптимизационная модель задачи постро-
ения комплексных расписаний как модель 
двухуровневого программирования, фор-
мулируются предпосылки формирования 
метода построения комплексных расписа-
ний на основе аппарата бескоалиционных и 
иерархических игр
Ключевые слова: комплексные расписа-
ния, иерархические, бескоалиционные игры
Formulated the problem of constructing com-
plex schedules, optimization model is represen-
ted as a model of bilevel programming, format-
ion method for constructing complex schedules 
the apparatus of noncooperative and hierarch-
ical games
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Введение
Современное состояние методов дискретной опти-
мизации и, в частности, методов теории расписаний 
для многостадийных систем с одинаковым порядком 
обработки предполагает формирование последова-
тельностей требований для соответствующего задан-
ного их (требований) множества. Этой проблематике 
посвящено достаточно большое количество работ [1-
4]. Однако если обработка всех требований заданно-
го множества не может быть реализована в течение 
установленного интервала времени, постановка задачи 
теории расписаний может быть расширена. Данную 
постановку рассмотрим с точки зрения задачи про-
изводственного планирования. Исходными данными 
при планировании являются: производственная про-
грамма P, предполагающая задание множества N об-
рабатываемых требований; длительности интервалов 
функционирования оборудования многостадийной 
системы, обрабатывающего поступающие требования 
(для задачи производственного планирования дли-
тельности этих интервалов соответствуют длитель-
ности смены работы оборудования tсм); длительности 
обработки i-х требований множества N на соответству-
ющих l-х приборах, обозначенные tli.
Таким образом, длительность обработки требова-
ний множества N ограничена интервалами tсм, выпол-
нение операций с необработанными в течение некото-
рого интервала tsсм требованиями переносится на один 
из следующих интервалов ts+hсм (смен, где h=1,2,…,S, S 
— число смен, в течение которых должна быть реали-
зована производственная программа). Тогда задача 
производственного планирования состоит в форми-
ровании сменно-суточных заданий – множеств Nsz об-
рабатываемых требований в многостадийной системе 
в течение заданных интервалов времени обработки tсм, 
и в формировании для этих сменно-суточных заданий 
соответствующих расписаний обработки.
Анализ публикаций
В настоящее время большое количество работ по-
священо решению задач дискретной оптимизации и, в 
частности, построению расписаний в многостадийных 
системах [1-4]. В тоже время значительное число ра-
бот посвящено построению моделей многоуровневого 
(двухуровневого программирования) [5-7]. К реша-
емым в рамках рассматриваемого подхода задачам 
относятся задачи размещения предприятий, задачи 
выбора наиболее эффективного перечня выпускаемых 
предприятиями изделий, задачи планирования ис-
пользования ресурсов и т.д. Решение задач построе-
ния эффективных заданий по обработке требований 
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заданного множества (производственной программы) 
и формирования соответствующих этим заданиям 
эффективных расписаний в современных публикаци-
ях не рассматривается, хотя такие задачи и являются 
актуальными.
Цель и постановка задач
Цель выполняемой работы по формированию 
оптимизационной модели построения комплексных 
расписаний (к-расписаний) состоит в повышении эф-
фективности функционирования систем оператив-
ного планирования обработки требований в много-
стадийных системах. Для достижения поставленной 
цели решаются следующие задачи: формулируется 
задача построения комплексных расписаний как за-
дача двухуровневого дискретного программирования 
(задача теории иерархических игр) предусматрива-
ющая определение эффективных по составу заданий 
(множеств требований, обрабатываемых в течение за-
данных ограниченных временных интервалов) и фор-
мирование соответствующих этим множествам (зада-
ниям) расписаний, обосновывается оптимизационная 
модель задачи построения комплексных расписаний 
как модель иерархической игры, формулируется под-
ход к построению метода формирования комплексных 
расписаний, предполагающего использование аппа-
рата теории бескоалиционных и иерархических игр, и 
предусматривающего определение равновесий между 
игроками (заданиями) в бескоалиционной игре, зада-
ниями и расписаниями в иерархической игре.
Основное содержание работы
В соответствии с работами по теории составле-
ния расписаний, расписание обработки требований π 
должно быть представлено в виде совокупности по-
следовательностей πl запуска требований на обработку 
на каждом из приборов. Таким образом, расписание π 
имеет вид: π={π1,π2,...,πm,}, где m – число (количество) 
приборов в системе. В том случае, если длительности 
реализации расписаний π ограничены интервалами 
tсм, обработка множества N (требований производ-
ственной программы) предполагает формирование S 
сменно-суточных заданий - множеств требований Nssz, 
тогда должно быть сформировано S расписаний π об-
работки требований (расписание соответствующее 
Nssz (s-му сменно-суточному заданию) обозначается 
как πs).
Так как длительности обработки i-х требований на 
l-ых приборах в многостадийной системе различны, 
то состав множеств N s Ssz
s ( , )= 1  определяет эффектив-
ность расписаний πs, ограниченных интервалами tсм, 
и, как следствие, эффективность реализации всей 
производственной программы P. Задача производ-
ственного планирования предполагает формирование 
эффективных сменно-суточных заданий (множеств 
требований) Ns*sz и формирование соответствующих 
эффективных расписаний πs*. Формулируемую задачу 
определения множеств Ns*sz и формирования распи-
саний πs* назовем задачей построения комплексных 
расписаний (к-расписаний).
Процесс поиска эффективного комплексного ре-
шения (множеств Ns*sz и расписаний πs*) имеет ие-
рархический характер, т. е. изменение состава Ns*sz 
(верхний уровень) вызывает изменения расписания 
πs и соответствующего ему критерия f(πs) (нижний 
уровень). В то же время степень эффективности ре-
шения πs на нижнем уровне планирования определяет 
степень эффективности выбора решений (множества) 
Nssz. В рассмотренной постановке задача построения 
комплексных расписаний может быть интерпретиро-
вана как задача многоуровневого (в частности, двух-
уровневого) программирования или как задача теории 
иерархических игр (игр Штакельберга). В обобщенной 
постановке задача двухуровневого программирования 
(иерархических игр) может быть формализована сле-
дующим образом [5]:
1) решения и критерии на верхнем уровне:
F x y x X( , ) min, ,* → ∈  (1)
где X - множество решений на верхнем уровне, 
y* - эффективное решение, формируемое на нижнем 
уровне;
2) ограничения на верхнем уровне:
g x a( ) ;≤
3) решения и критерии на нижнем уровне:
f x y y Y( , ) min, ,→ ∈  (2)
где Y - множество решений на верхнем уровне;
4) ограничения на нижнем уровне:
q y b( ) ,≤
где a,b - некоторые константы.
Таким образом, значение критерия на нижнем 
уровне является зависящим как от решения x, полу-
чаемого с верхнего уровня, так и непосредственно от 
решения на нижнем уровне y. Значение критерия на 
верхнем уровне является зависящим от решения x и 
определяется эффективным решением y* с нижнего 
уровня. При интерпретации (1) и (2) как оптимиза-
ционной модели иерархической игры, предполагает-
ся заданным порядок ходов: первый ход выполняет 
игрок верхнего уровня, передает решение на нижний; 
вторым шагом определяется (в соответствии с реше-
нием х) эффективное значение y* на нижнем уровне. 
Модель (1), (2) может быть модифицирована следую-
щим образом [6]:
1) верхний уровень:








f x y y Y
q y b





В модели (3), (4) критерий верхнего уровня F непо-
средственно от решения x не зависит. Примем модель 
(3), (4) в качестве основы для построения оптимиза-
54
Восточно-Европейский журнал передовых технологий 3/2 ( 51 ) 2011
ционной иерархической теоретико-игровой модели 
составления комплексных расписаний. В рассмотре-
ние введем обозначения: t ti
l
i
l0 , начало и окончание 
обработки i-го требования на l-м приборе, tli - дли-
тельность обработки i-го требования на l-м прибо-
ре. Альтернативой формируемым в ходе построения 
расписания π последовательностям πl является вво-
димая в рассмотрение матрица (Plij) – матрица по-
рядка обработки требований в последовательности 
πl; элемент Plij данной матрицы равен 1 в том случае 
если i-е требование занимает в последовательности 
πl j-ю позицию (в противном случае 0). Для постро-
ения расписаний, порядок обработки требований в 
последовательностях которых определяется видом 
матрицы (Plij), в рассмотрение вводится вспомога-
тельная матрица (t0lij) - матрица моментов времени 
начала обработки j-ых требований в i-х позициях по-
следовательности πl (т.е. момента начала обработки 
j-го требования в том случае, если это требование в 
последовательности πl занимает i-ю позицию). Для 
первого прибора в многостадийной системе элементы 
матрицы (t0lij) определяются следующим образом:










0 1= = ≠− −
=
∑; , ,  (5)
где ns - количество требований в формируемом за-
дании (множестве) Nssz.
Для l-го прибора (l≠1) элементы вспомогательной 
матрицы (t0lij) определяются следующим образом:
а) элементы первой строки:
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б) элементы i-й строки (i≠1):
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В соответствии с введенными обозначениями с 
использованием выражений (5)-(7) время начала об-
работки i-го требования на l-м приборе определено 
следующим образом:












Соответственно, время окончания обработки i-го 
требования на l-м приборе определяется выражением 
вида:
















Для оценки эффективности формируемого для 
требований множества (задания) Nssz расписания в 
рассмотрение введены альтернативные критерии: 1) 
суммарное время ожидания требованиями освобож-
дения необходимых для их обслуживания приборов; 
2) суммарное время простоя приборов в ожидании 
готовности требований для их обработки.
Для критерия первого типа логика рассуждений по 
формированию его вида следующая:
1) при t ti
l
i
l0 1> −  i-е требование ожидает освобожде-
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;
2) общее суммарное время ожидания требования-
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;
3) общее суммарное время ожидания требованиями 
освобождения приборов в многостадийной системе:
∆ = − +( ) − − −
===
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 (10)
По аналогии с критерием (10) вид целевой функ-
ции, определяющей время простоя приборов в много-
стадийной системе, используемой при построении эф-
фективных расписаний, определен в соответствии со 
следующими рассуждениями:




1> −  l-й прибор ожидает готовности для 
обработки на нем i-го требования, тогда суммарное 
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2) суммарное время простоя приборов с многоста-
дийной системе, связанного с ожиданием готовности 
требований для обработки:
∆ = − +( ) − −
===










, , . (11)
Критерии вида (10), (11) являются однозначно 
определяющими эффективность формируемых распи-
саний и могут быть использованы при решении задачи 
оптимизации на нижнем уровне планирования. Наря-
ду с определением вида критериев для решения опти-
мизационной задачи также должны быть определены 
ограничения на выбор соответствующих решений. 
Формирование решения на нижнем уровне управле-
ния (планирования) для соответствующего множе-
ства требований Nsz осуществляется в соответствии 
со следующими ограничениями: max{ }
l i
l
смt tk ≤  (где ti
l
k
– время окончания обслуживания последнего требо-
вания ik в соответствующей последовательности). Та-





= max{ } , где i l∈π тогда ограничение 
на включение требования задания (множества) Nsz в 
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∑ , где i n l ms= =1 1, , ,  (12)
В случае, если ограничение (12) не выполняется 
(для уже сформированного расписания), то последнее, 
добавленное в последовательности πl требование ik, 
удаляется из последовательностей и в них может быть 
добавлено другое требование, для которого ограниче-
ние (12) будет выполнено. Таким образом, формиро-
вание расписания на нижнем уровне планирования 
выполняется в соответствии с критерием (11), соот-
ветствующим условию минимизации простоев обо-
рудования при обработке требований задания (множе-
ства) Nsz, при учете ограничений (12). Естественно, что 
формирование нового состава задания (множества) Nsz 
при выполнении ограничений (12) приводит к измене-
нию значения критерия (11). Управление составом за-
даний реализуется на верхнем уровне планирования. 
В качестве критерия на верхнем уровне планирования 
принята общая эффективность использования обо-
рудования многостадийной системы при реализации 
задания Nssz (где s S= 1,  – индекс задания). Общая 
эффективность работы оборудования при обработке 
требований задания Nssz определяется: 1) простоями 
оборудования многостадийной конвейерной системы 
на начальной стадии ее работы, связанными с «запол-
нением» конвейера обрабатываемыми требованиями; 
2) простоями оборудования в ожидании готовности 
требований (в процессе работы многостадийной си-
стемы); 3) простоями оборудования многостадийной 
системы на заключительной стадии обработки тре-
бований задания Nssz, связанными с «опустошением» 
конвейера. Данный способ определения вида критерия 
обусловлен особенностями реализации метода по-
строения заданий и соответствующих им расписаний, 
связанными с анализом градиентов целевых функ-
ций на нижнем и верхнем уровнях планирования и 
рассмотрением тех решений, которые обеспечивают 
отрицательный левый дискретный градиент целевых 
функций.
В случае если в последовательностях πl l m( , )= 1  
эффективного расписания π*, соответствующего не-
которому заданию (множеству требований) Nssz, раз-
мещено ns требований, тогда при выполнении огра-
ничения (12) количество неиспользованного времени 
работы некоторого l-го прибора может быть определе-
но выражением вида:

















где ins - требование, являющееся последним в по-
следовательности πl. Альтернативой (13) является вы-
ражение вида:


















, где i ns= 1,  (14)
Тогда суммарное время простоя приборов много-
стадийной системы, связанное с «опустошением» кон-
вейера может быть представлено в следующем виде:

























либо в преобразованной форме:

























Если придерживаться логики формирования вы-
ражения (14), то выражение (15) примет вид:




















, где i ns= 1,  (16)
По аналогии с (14) и (16) может быть определен 
интервал времени ожидания l-м прибором ожидания 
начала обработки первого требования в последова-
тельности πl (время простоя l-го прибора в ожидании 
начала обработки (естественно при l≥2)). Данное вре-
мя простоя l-го прибора будет определено следующим 


















0 , где i1 — идентификатор 
требования, первого в последовательности πl. Оценка 
времени простоя l-го прибора в ожидании начала об-
работки на нем требований последовательности πl 













тогда общее время простоя приборов многостадийной 
системы при «начальном заполнении» конвейера обра-














В случае если простои приборов многостадийной 
системы в ожидании готовности к обработке требова-
ний задания Nssz определяются выражением вида (11), то 
критерий, определяющий эффективность использова-
ния оборудования при реализации обработки требова-
ний задания (множества) Nssz, примет следующий вид:







































































Обобщающие выражения (11) и (17) определяют 
критерии оптимизации состава одного множества тре-
бований (заданий) Nssz (на верхнем и нижнем уровне 
иерархической игры). Так как при распределении мно-
жества требований производственной программы N 
по заданиям должны быть определены множества Nssz 
( s S= 1, ), где S – число формируемых на основе произ-
водственной программы заданий), то при принятых 
обозначениях для матриц (t0lij) и (Plij) должен быть 
выполнен переход к соответствующим обозначениям 
этих матриц в виде (t0lij)s, (Plij)s где s - индекс соот-
ветствующего задания Nssz. С учетом этого критерии 
будут модифицированы следующим образом:
1) критерий верхнего уровня планирования:



















    +     −  
=
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2) критерий нижнего уровня планирования:












    −     −( )− − −
=









Ограничения для нижнего уровня планирования:
max max


















∑ , где i n l ms= =1 1, , , . (20)
В соответствии с сформированными критериями 
вида (18), (19) метод построения комплексных рас-
писаний предполагает выполнение (реализацию) дей-
ствий, связанных:
1) на нижнем уровне - с построением расписаний 
для S сформированных заданий (заданий Nssz) таким 
образом, чтобы минимизировать время простоя обо-
рудования в многостадийной системе при обработке 
требований;
2) на верхнем уровне - с формированием заданий 
таким образом, чтобы было реализовано максималь-
ное использование временного ресурса оборудования 
многостадийной системы, т.е. минимизирован общий 
его простой.
Определение критериев в виде (18), (19) позволяет 
рассматривать задачу составления комплексных рас-
писаний как задачу теории бескоалиционных игр, где 
каждый игрок формирует задание Nssz, руководствуясь 
«своим» критерием вида (18). В этом случае форми-
рование эффективных заданий каждым из игроков 
позволяет достичь ситуации равновесия в бескоали-
ционной игре. Рассмотрение решений задач формиро-
вания заданий (множеств) Nssz как действий игроков 
в бескоалиционной игре позволяет (при выполнении 
условия равновесия по Нэшу) максимальный выи-
грыш каждого игрока и, как следствие, максимальный 
балансовый выигрыш всех игроков. Тогда изменение 
состава одного (либо нескольких) заданий Nssz приво-
дит к нарушению ситуации равновесия с эффектив-
ными значениями критериев на верхнем уровне (след-
ствия: увеличение простоев оборудования, снижение 
эффективности его использования, не выполнение 
условий ограничений (20) и, как результат, увеличе-
ние числа элементов в множестве необработанных 
требований).
Таким образом, решение задачи составления ком-
плексных расписаний обеспечивается определением 
ситуаций равновесия двух видов:
1) равновесия по Штакельбергу при идентифика-
ции локальных значений критерия оптимальности 
(18) для текущего состава требований в каждом из 
заданий;
2) равновесия по Нэшу при идентификации гло-
бальных значений критерия (18) для определения эф-
фективных решений на верхнем уровне планирования 
(эффективных составов заданий Nssz).
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