Abstract. We propose a fast verification method for saddle point linear systems where the (1,1) block is singular. The proposed verification method is based on an algebraic analysis of a block diagonal preconditioner and rounding mode controlled computations. Numerical comparison of several verification methods with various block diagonal preconditioners is given.
1. Introduction. We consider the system of saddle point linear systems
where A is an n × n symmetric positive semidefinite matrix, B is an n × m matrix, with m ≤ n. We denote l = n + m. We assume that the coefficient matrix H is nonsingular, which implies that B has full-column rank.
In recent years, saddle point problems have received considerable attention. A large amount of work has been devoted to developing efficient algorithms for solving saddle point problems. In a recent comprehensive survey [1] , Benzi, Golub and Liesen discussed a large selection of numerical methods for saddle point problems. We are aware that it is very important to verify the accuracy of approximate solutions obtained by the numerical methods. However, there is little discussion on validated solution of saddle point problems by taking all possible effects of rounding errors into account.
Standard validation methods for the solution of a system of linear equations use an approximation of the inverse of the coefficient matrix. These methods are not efficient for the saddle point problem (1.1) when the dimension l is large or the condition number of H is large, due to the indefiniteness of H and the singularity of A.
In [2] , a numerical validation method is proposed for verifying the accuracy of approximation solutions of the saddle point problem (1.1) without using an approximation of the inverse H −1 , under the assumption that A is symmetric positive definite. The method uses the special structure of the saddle point problem to represent the variable x by the inverse of A and the variable y. For the case that A is singular and the size of the problem is large, it is a significant challenge to compute a rigorous upper bound for the norm H −1 without using an approximation of the inverse H −1 . In this paper, we present a fast method to compute rigorous error bounds for the saddle point problem (1.1) where A is symmetric positive semidefinite. In particular, we present a fast method to compute a constant α such that
where u * is the exact solution of (1.1). This method is based on an algebraic analysis of a block diagonal preconditioner for saddle point systems studied in a recent paper [6] by Golub, Greif and Varah. Instead of approximating the inverse of the l × l indefinite matrix H, we use approximations of inverses of two symmetric positive definite matrices in R n×n and R m×m to define the constant α in the error bound (1.2). Moreover, we present fast methods to estimate upper bounds for the norms of inverses of the two symmetric positive definite matrices based on fast validated matrix computation by Oishi and Rump [8] .
In section 2, we define the error constant α. In section 3, we discuss how to compute an upper bound of α efficiently and accurately by taking all possible effects of rounding errors into account. In section 4, we compare our verification method with the Krawczyk method [13] , the LU decomposition method [8] , verifylss function of INTLAB, and a block component verification method proposed in [2] using examples from CUTEr [6] , optimal surface fitting [3, 10] , mixed finite element discretization of Stokes equations [1] and image restoration [5, 15] . Therefore, we find that Hz = 0 with z = (x, 0). This contradicts that H is nonsingular. Recently, Golub, Greif and Varah [6] performed an algebraic study of the block diagonal positive definite preconditioner 
Proof. Obviously, we have,
Now, we use Lemma 2.1 to give an upper bound of H −1 2 . Let L be a nonsingular matrix such that LL T = M(W ) and let
Then the inverse H −1 can be given as
Since H and S are symmetric, we have
Hence, S and M(W ) −1 H have same eigenvalues. By Lemma 2.1, the eigenvalues of S are bounded within the two intervals
Hence all eigenvalues of S −1 satisfy
From (2.4), we obtain
Moreover, from (2.1), we have
where the last inequality uses
Theorem 2.2 shows that an upper bound of the inverse H −1 2 can be obtained by computing upper bounds for the norm of inverses of two symmetric positive definite matrices with sizes of n × n and m × m. When n and/or m are large, the number of its flops is much less than the methods working on the (n + m) × (n + m) matrix H. For example, the LU decomposition method for (
flops, which will save O(n 2 m + nm 2 ) flops computational cost. Moreover, since the two matrices are symmetric, we can replace · 2 by · ∞ for the matrix norm in (2.2) and have
In general, (2.5) is easier to implement than (2.2).
3. Verification methods. When we apply Theorem 2.2 and other verification methods to verify the accuracy of an approximate solution of (1.1) on a computer, it is necessary to consider rounding error. The IEEE 754 arithmetic standard [4] defines the rounding modes for double precision floating point numbers. Since Intel's CPU follows this standard, the rounding modes can be used on most PC's and workstations. We use rounding downwards, rounding upwards and rounding nearest to compute rigorous error bounds for (2.5). We also apply these rounding modes to the following three verification methods.
Krawczyk method [11, 13] 
where R is an approximate inverse of H and U is an interval vector whose center is u. LU decomposition method [8] Let LU be an approximate LU factorization of H, that is, H ≈ LU.
Note that when A is singular, the block component verification method cannot be applied to (1.1) directly, but to the equivalent system
Obviously, the error bounds depend on the choice of W . We tested the error bounds with various W . In this paper, we consider two types of choices:
if A is singular. We set W = 0 if A is nonsingular.
4. Numerical experiment. The numerical testing was carried out on a IBM PC (3.0 GHz Pentium 4 processor, 1GB of memory) with the use of MATLAB 7.0 and INTLAB (Version 5.4) [12, 14] . We use the function setround in INTLAB [14] to compute the error bound. The function setround allows the rounding mode of the processor to be changed between round nearest (setround(0)), round down (setround(-1)), round up (setround(1)) and round towards zero (setround (2)). To compute M (W ) −1 ∞ , we first use setround(0) to compute an approximate inverse R of M (W ). Next we use
Similarly, we apply the function setround to (2.5) to get an upper bounds Γ by taking all possible effects of rounding errors into account such that
We compare the error bound (2.5) with the Krawczyk method, the LU decomposition method, the block component verification method and the function verifylss of INTLAB using examples from CUTEr [6] , optimal surface fitting [3, 10] , mixed finite element discretization of Stokes equations [1] and image restoration [5, 15] .
Example 4.1: CUTEr matrices. We used two test problems, genhs28 and gouldqp3 from CUTEr collection [7] , which were used in [6] .
The genhs28 is a (n + m) × (n + m) saddle point matrix, where A is an n × n tridiagonal matrix with 2, 4, 2 along its superdiagonal, main diagonal and subdiagonal, respectively, except A 1,1 = A n,n = 2. The rank of A is n − 1. B is n × m with values 1, 2, 3 along its main diagonal, first subdiagonal and second subdiagonal, respectively.
The gouldqp3 is a (n + m) × (n + m) saddle point matrix, where A is an n × n matrix with rank(A) = n − 2.
We set the exact solution u * and right hand side vector b as Figure 1 shows the error bounds for genhs28 with (n, m) = (500, 498) as γ changes from min( A 2 , 1/ A 2 ) to max( A 2 , 1/ A 2 ). In Tables 1-2 , we report numerical results with W 1 (1) and W 2 (1).
∈ Ω be the measurement points and q i be the corresponding real values, (i = 1 · · · k). We consider the following surface fitting problem [3, 10] 
over all functions f in the Sobolev space H 2 (Ω). Here µ is a fixed parameter. We apply a finite element approximation with uniform triangular meshes to (4.2), and obtain a convex optimization problem in R 4m+1 [3] min
Here G is a symmetric positive semidefinite matrix. The problem (4.3) is equivalent to the following saddle point system 
where y 1 and y 2 are the Lagrange multipliers. In many applications, k < m, which results that the matrix N T N is singular, i.e. the (1, 1) block of the saddle point matrix in (4.4) is singular.
In this example, we use real data of average temperature 2006 in Aomori region from the Japan Meteorological Agency. We choose k = 47, n = 3m + 1, rank(A)= 2m + 47, and set µ =1.0e-5 in (4.4). Numerical results of error estimate with various m, n are given in Table 4 .3. where Ω = (0, 1) × (0, 1), ∂Ω is the boundary of Ω, ν > 0 is the kinematic viscosity coefficient, ϕ = (ϕ 1 , ϕ 2 ) is a given force field, u : Ω → R 2 is a velocity field and p : Ω → R is a pressure field. We apply a mixed finite element approximation with uniform triangular meshes, and obtain a saddle point linear system (1.1) where the velocity is approximated by the standard piecewise quadratic basis functions, and the pressure is approximated by piecewise linear basis functions.
In this example, A is nonsingular and A −1 ≥ 0. We use Theorem 2 in [9] to get a upper bound of A −1 ∞ , i.e.
wherew is an approximate solution of Aw = e n , s = Aw−e n , and e n = (1, 1,
, where h is the mesh size. To avoid using (
Applying Theorem 2.2 to the preconditioned system
We call (4.6) a preconditioned error bound. From
, the preconditioned error bound is expected to be shaper than (2.5) for the Stokes equation. Similarly, we can get a preconditioned block component verification method as Method 2 in [2] .
Numerical results of preconditioned error bounds for Example 4.3 with ν = 1 are given in Table 4 .4. 
be the underlying image and the observed image, respectively. Let H ∈ R q×p be the corresponding blurring matrix of block Toeplitz with Toeplitz blocks (BTTB). Restoration of f is an ill-conditioned problem. We consider the linear least squares problem with Tikhonov's regularization [5, 15] 
where α is a regularization parameter, D ∈ R (2p−p1−p2)×p is a regularization matrix of a first order finite difference operator
Problem (4.7) can be rewritten as a quadratic programming
The optimal condition for (4.8) is a saddle point problem
where y is the Lagrange multiplier vector for the constraints B T x = 0. In this problem, A is a positive semidefinite matrix and B has full-column rank.
We generate an original image of the cameraman as shown in Figure 4 .
(a). The image is blurred by a Gaussian function
2 )/18 , truncated such that the function has a support of 7×7, and then pixels are contaminated by Gaussian noise with the standard deviation of 0.05. The blurred and noisy image is shown in Figure 4 .2 (b). We solve the saddle point problem to find a restored image, which is shown in Figure 4 .2 (c). In the saddle point matrix, A has rank(A)=2p
Numerical results of error bounds for the restored image are given in Table 4 .5.
(a) (b) (c) To end this section, we use a 3 × 3 block ill-conditioned saddle matrix to show that the error bound (2.5) is tight.
Example 4.5. We consider the following problem 
Final remark.
Using the algebraic analysis of a block diagonal preconditioner in [6] , we proposed a fast verification method for saddle point linear systems where the (1, 1) block may be singular. The method was implemented by using INTLAB [14] and taking all possible effects of rounding errors into account. Numerical results show that the method is efficient.
