This paper presents a new adaptive learning algorithm to automatically design a neural fuzzy model. This constructive learning algorithm attempts to identify the structure of the model based on an architectural self-organization mechanism with a data-driven approach. The proposed training algorithm self-organizes the model with intuitive adding, merging and splitting operations. Sub-networks compete to learn specific training patterns and, to accomplish this task, the algorithm can either add new neurons, merge correlated ones or split existing ones with unsatisfactory performance. The proposed algorithm does not use a clustering method to partition the input-space like most of the state of the art algorithms. The proposed approach has been tested on well-known synthetic and real-world benchmark datasets. The experimental results show that our proposal is able to find the most suitable architecture with better results compared with those obtained with other methods from the literature.
Introduction
Determining the appropriate architectural design of machine learning models is one of the most chal-lenging issues in system identification and modeling of several engineering and science applications. Nowadays there are machine learning models that still rely on a rigid and pre-specified topology, where their learning algorithms are limited to search only in the parametric space for a suitable architecture. The users, based on their empirical intuitions and experience, are usually the ones that select the appropriate architecture to solve specific learning problems. For example, both the selection of the number of hidden neurons of a Feedforward Artificial Neural Network 7, 9 and the activation functions in an Adaptive Network 13 are crucial and difficult decisions for system modeling in many real world problems. If the model size (complexity) is underestimated the model will not be able to effectively solve the problem, while an overly large size tends to overfit the training data and consequently results in poor generalization performance 28 .
An important and difficult issue in neural modeling is the structure identification of complex and high dimensional systems. Several solutions that introduce flexibility to the architecture have been proposed to face this difficult problem. The most common approach is based on two learning stages. The first stage consists in the partitioning of the input space, while the second stage is used to estimate the parameters and adjust the neuronal model to the system. Nevertheless, this approach assumes regularity and independence of the neuronal (sub)model for each partition, an assumption that in general is not correct.
The most well known schemes for input space partitioning are the rigid-grid-type, the clusteringbased, the Genetic-Algorithm-based, scatter-type and the self-organization partitioning. In the gridtype partitioning 13, 11 , each block of the grid is associated to a neural sub-network. However, a major drawback of this scheme is the stiffness of the architecture during the learning process and the fact that the number of neurons required for a suitable system representation increases exponentially with the dimension size. The clustering-based partitioning provides a more flexible partition, where the subnetworks of the model are located according to the input data distribution. However, the interpretability of the model is hard for the user 14, 8 and the learning process requires two separated stages. The Genetic-Algorithm-based partitioning is based on evolutionary paradigms. These global search heuristics opti-mize the input space partitioning 24 . This approach requires high computational time to evaluate and find suitable partitions. Hence this scheme is not adequate for on-line operations. The scatter type partitioning divides the input space into patches 21 . It covers a subset of the whole input space that characterizes a region of possible occurence of the input vectors. The scatter-type partitioning can also limit the number of rules to a reasonable amount. This makes it hard to estimate the overall mapping directly from the consequent of each rule output. Finally, a self-organizing partitioning solves the input space partitioning problem by means of a learning algorithm which automates structure and parameters identification simultaneously 1, 19, 32, 38 . This type of partitioning has a strong dependence on the selforganizing operations. Most operations are parametric, thus, a bad choice of these parameters can lead to over-partitioning of the input space. In spite of this, it has the advantage that it does not rely on too many assumptions, like the other methods.
The remainder of the article is structured as follows. In the next section we give a brief state of the art of identification of neuro-fuzzy systems. In the following section the Adaptive Network-based Fuzzy Inference System (ANFIS) is described due to its importance as the underlying structure of our proposed SONFIS model, which is presented in the following section. Because of this relationship we kept the suffix "FIS" in the name of our model, even though no explicit fuzzy inference is pursued. Section 5 presents experimental results on SONFIS and some discussion. Finally, the last section concludes with some remarks and we delineate some future works.
The State of the Art of Constructive Methods
Nowadays, constructive methods for flexible modeling and identification have attracted the atention 1, 19, 32, 38 . Several authors have extended the neurofuzzy models in order to endow them with some constructive capabilities. Originally, the neurofuzzy models were meant to extract fuzzy if-then rules from numerical data, which have shown to be able to reach very accurate numerical models. The interpretability of extracted fuzzy if-then rules and the numerical accuracy of the final model with these kind of systems are however conflicting goals, that hardly ever may simultaneously be achieved 12 .
Juang et al. introduced the self-constructing neural fuzzy inference network 14 (SONFIN) with online learning ability. SONFIN first performs a structure identification by means of an aligned clusteringbased algorithm in the input space. After acquiring the initial structure of the input space, the algorithm requires the identification of the parameters of the consequent rules. Following the structure initialization, the consequent parameters are adjusted by either least mean squares (LMS) or recursive least squares (RLS). On the other hand, Chuang et al. presented the robust fuzzy regression agglomeration 8 (RFRA) that uses a robust clustering approach to determine the neuro-fuzzy structure. Tung et al. introduced the GenSoFNN 38 model that employs a new clustering technique known as discrete incremental clustering (DIC). Furthermore the fuzzy rules obtained by the network are consistent and compact, since GenSoFNN has built-in mechanisms to identify and prune redundant and/or obsolete rules. Leng et al. proposed a structure learning which attempts to achieve an economical network size with a self-organizing approach based on operators that add or prune fuzzy rules to the model structure depending on an error measure 19 . Qiao et al. proposed the self-organizing fuzzy neural network 32 (SOFNN), where a self-organizing clustering approach is used based on rival penalized competitive learning (RPCL), to establish the structure of the network and to obtain the initial values of its parameters. Then they use a supervised learning method to optimize these parameters. Qiao et al. later presented a self-organizing approach based on Radial basis functions 33 . Khayat et al presented an implementation of SOFNN with Genetic Algorithms and PSO 17 . Jakubek et al. used a residual of the generalized total least squares 11 (GTLS) parameter estimation with an iterative decomposition of the partition space. Afterwards in each step of this approach, an axis-oblique partitioning is performed by multiobjective optimization using the Expectation-Maximization algorithm. Liu et al. introduced the self-spawning neuro-fuzzy system 21 (SSNFS) consisting in a self-spawning competitively learning algorithm to incrementally search the rule patches. This method is capable of both structural and parametric learning. It constructs the fuzzy system by detecting a suitable number of rule patches with their positions and shapes in the input space. Initially the rule base consists of one single fuzzy rule and during the iterative learning process the rule base expands according to a supervised spawning validity measure. Kasabov 20 . The algorithm consists of two stages: in the first stage, an initial structure is adapted from an empty neuron or fuzzy rule set, based on the geometric growth criteron and the ε-completeness of fuzzy rules; then, in the second stage, the initial structure is refined through a hybrid learning algorithm. We will refer to this method as "Leng's method".
Angelov et al. proposed an evolving Takagi-Sugeno model 3 (eTS). It is based on a learning algorithm that recursively updates the TS model structure and parameters by combining supervised and unsupervised learning. The rule base and the parameters evolve continuously by adding new rules if the potential of the new rules is higher than the potential of the existing ones. The potential is based on the modelling ability that the set of rules have on new data. Based on this principle SAFIS 34 was proposed. It is an algorithm based on the functional equivalence between a radial basis function network and a fuzzy inference system (FIS). They introduce the concept of influence of a fuzzy rule and use this to add or remove rules based on the input data received so far. Both of these algorithms are online learning algorithms, so the adaptation of the rules occurs whenever a new data point is received.
A Growing-Pruning algorithm for Fuzzy Neural Networks (FNN) that can add new fuzzy rules and eliminate useless fuzzy rules using a sensitivity analysis (SA) of the output from the model was proposed by Han et al. and was called GP-FNN 10 . The SA method has been successfully used by other researchers for neural network structure design 18 . The relevance of the fuzzy rules is determined by analyzing the Fourier decomposition of the variance of the FNN's output. Each contribution to the fuzzy rule is given by assigning a sensitivity ratio for measuring the contribution of a neuron (that could be interpreted as the premises of a fuzzy if-then rule) for generating the output value. The training algorithm for the parameters is implemented using a supervised gradient decent method, which ensures the convergence of the GP-FNN-learning process. An efficient self-organization learning neural network 40 (SOSLINN) was presented, which according to the authors present a fast and accurate model based on the significance evaluation of hidden networks with respect to the network output. There are several more applications of Self-Organizing Fuzzy Neural Networks to real-world problems 2, 22, 26 .
In this work we propose a constructive learning algorithm inspired in the self-organization mechanism to simultaneously identify the structure and the weights of an ANFIS neuro-fuzzy system 13 with a data-driven approach. The self-organization mechanism searches for a suitable structure by means of attraction that merges correlated rules, repulsion that splits rules with unsatisfactory accuracy performance and creation of rules when there are subspaces without rule base representation. The algorithm behaves competitively for the learning of specific patterns, and, along with the iterations, it adds or prunes, constructively neurons to the model until the topology stabilizes. Hence, the model without being guided by an external source, like the user, starts to construct the fuzzy rules from the available data and then makes them compete to model it. This means that if there is expert knowledge, it can be used as a starting point of our algorithm. Nevertheless, if there is no expert knowledge, our algorithm has the ability to find a stable architecture that has a better performance than other (single) neural net-work systems reported in the literature with respect to approximation problems. This will be measured by means of Mean-Square Error and other performance measures presented in section 5. Some initial results 1 were later improved and made to the original split, merge and grow operators, and a formalization of their corresponding algorithms. Also an exhaustive experimentation was carried out, by validating the model with several real world and synthetic data sets, and meta-heuristics were applied in order to find optimal parameters. We show in section 5, that the model architectures obtained are sparse and parsimonious. It should be emphasized that our proposed model is mainly dealing with the problem of getting a good approximation performance, without aiming to obtain interpretable rules.
Although the concept of growing, splitting and pruning operations is not new in neuro-fuzzy models, we provide an alternative way to apply these kinds of operations. This proposal does not use the same criteria/methods to apply these operations. It only applies the same concept. Despite the concept of these operations not being new, by applying our own growing, splitting and prunning operations we outperform state of the art methods that use similar operations. Another thing to be pointed out is that these operations have intuitive fundamentals, relying on thresholds of number of examples, activation of rules and error perfomance. Another difference between these proposal and other state-ofthe-art methods, is that most of them have an initial phase where they use clustering algorithms to create an initial set of rules. Our method does not rely on an initial clustering algorithm (see Section 4) and, if available, it allows the use of an initial set of rules defined by experts. This set of rules can be then improved by means of the proposed growing, splitting and pruning operators. Table 1 presents a qualitative comparison with state-of-the-art self-organizing and constructive models.
ANFIS: Adaptive-Network-Based Fuzzy Inference System
The Adaptive Network-based Fuzzy Inference System (ANFIS) was proposed by Jyh-Shing R. Jang 13 Table 1 . as an outcome of his doctoral thesis 12 . This model is functionally equivalent to a Takagi-Sugeno-Kang Inference System. Therefore, it is able to model continuous input/output relationships by means of fuzzy IF-THEN rules without employing precise quantitative analysis. This fuzzy inference model has been successfully used in several applications, e.g., to build function approximators 31, 6 , fuzzy controllers 5 and fuzzy classifiers 27 . There have also been developed many practical systems, such as prediction and inference 15 , signal processing and communication systems 25, 35 , non-linear control 36, 29 , just to mention a few (Notice that none of the above mentioned applications had as a goal an interpretable if-then fuzzy rule-based system). The model is a fuzzy inference system implemented in the framework of adaptive neural networks that can construct an input-output mapping based on both human intelligence and data samples. In this section we present the architecture and the classical learning procedure of the original ANFIS model. Let the input vector be x = (x 1 , ..., x d ) ∈ X, X ⊆ R d and d is the dimension of the input space, where v is the transpose of the vector v, and let the target be y ∈ Y , Y ⊆ R. The rule base consists of K fuzzy if-then rules of Takagi and Sugeno's type (see 37 ), i.e. for each k rule we have:
These rules are modeled with an ANFIS model whose architecture and execution are summarized as follows. The architecture of ANFIS consists of five layers of neurons. The first layer is used to associate the input variables to linguistic terms; a T-norm operator is employed in the second layer to obtain the strengths of the rules; and the third layer normalizes these rules strengths. The fourth layer computes the weighted hyperplane, where the consequents of the rules are determined. Finally, the output of the network is calculated as the summation of all the incoming signals pertaining to the previous layer.
The nodes of layer 1 (Fuzzification Layer) compute the degree to which a given input x i satisfies the linguistic quantifier A (k) i . The output of the node is given by the membership function μ A (k)
Gaussian-type membership function 13 is used:
i } are the premise parameters that should be estimated for the linguistic label A i . The nodes of layer 2 (Generalized "AND Layer") consist of T − norm operators that perform the generalized AND. Each node of this layer represents the firing strength of some specific rule. In ANFIS the product T − norm is used, because it is differentiable, a property that is necessary for using the backpropagation learning algorithm, which is a gradient descend algorithm.
Layer 3 (Normalization Layer) computes the normalizing firing strength of the weights of the previous layer:
The nodes of layer 4 (Consequent Layer) compute the weighted hyperplane that approximates the nonlinear mapping, i.e.,
where w k is the output of the k-th node of layer 3 and
Finally, layer 5 (Network Output) consists in a single node that computes the overall output as the sum of all the incoming signals:
where η = (η
) and Θ = (Θ 1 , ..., Θ K ) correspond to the premise and consequent set of parameters respectively.
To estimate the parameters, the classical ANFIS employs a hybrid learning procedure that uses the Ordinary Least-Square (OLS) estimation procedure to estimate the consequent parameters Θ and consecutively the backpropagation learning algorithm to determine the premise parameters η.
The OLS procedure estimates the consequent parameters for each rule separately by minimizing the following criterion for each node, k = 1, . . . , K, of the layer 4:
where x e = [x; 1] is the regressor matrix extended by a unitary column, N is the data set size and Φ k is a matrix having the firing strengths (w i ) on its main diagonal
Therefore, the least-square estimates of the consequent parameters are given by
The premise parameters η
i } are estimated iteratively by the following updating rules:
is the learning rate function, that behaves as the following equation:
where γ, 0 < γ < 1 is the step size, and it controls the speed of convergence.
SONFIS: Self-Organizing Neuro-Fuzzy Inference System
In this work we propose an extension to Jang's AN-FIS model called Self-Organizing Neuro-Fuzzy Inference System (SONFIS).The basic structure of the proposal and its functionality is similar to the AN-FIS model explained in the previous section. However, during the learning procedure, our proposed model self-organizes its architecture in order to automatically identify the number of premises and consequents needed to model the available complex and highly dimensional data. The self-organization learning procedure consists of two stages. In the first stage we construct a base model with a predefined number of nodes and we estimate the parameters using the hybrid algorithm explained in the previous section. During the self-organization stage we proceed to apply three types of operators: Grow Net (GrowNet), Split Subnetworks (SplitNet) and Vanish Sub-networks (Van-ishNet). These operators are applied iteratively until the net self organizes and stabilizes satisfying some user's performance criterion. Before applying any operator, the current base model is frozen, meaning that none of the parameters can be any longer updated. From now on we will refer to each if-then Takagi-Sugeno Fuzzy rule as sub-networks. The sub-networks can be added, split or vanished.
The structure of a sub-network consists of the following elements: a set of nodes of the first layer that are Gaussian-type functions, one node for each dimension; a node of the second layer that computes the product of the incoming values; a normalization node of the third layer; the weighted regression line modeled by the node of the fourth layer; and all the incoming and outgoing links of aforementioned nodes.
The proposal can start either from a predefined number of nodes or from scratch. For example, if there are experts with some kind of knowledge related to the phenomena under analysis, their expertise can be used as base rules for our proposal. On the other hand, we can start from a model with no prior knowledge of the number of nodes necessary to satisfy some performance criteria.
In what follows, several learning parameters will be discussed, where their adjustments are based on "user-defined" values. With this we mean, values based on the experience of the designer or adjusted with heuristic methods (e.g. evolutionary algorithms). It should be remarked that if the designer adjusts the parameters, these are based on intuitive principles like percetange of data or number of examples. Both alternatives will be illustrated with examples in section 5.
The Grow Net operator consists in adding subnetworks to increase the granularity of the partition of the feature space. For each input x of the training data we compute the firing strength w k for all the K sub-networks with equation (2). If the maximum of these strengths is less or equal than a user defined threshold δ to the power of d, where d is the dimension of the input space, i.e., max k=1..K w k δ d (11) then we say that the sample (x, y) is not wellmodeled by the current model. We add it to a "bad samples" set, together with the information of the best matching criteria that currently best models the sample, i.e.,
After having revised all the training data, we group the data into the set V κ according to their best matching criteria w κ . For each group that has more than N grow samples, where N grow is userdefined, we construct and add a new sub-network for each dimension μ A (K+1)
initialized with the mean and standard deviation of the samples belonging to this group, i.e.,
The consequent parameters of the sub-network are randomly initialized.
The Split Sub-network operator consists in splitting a sub-network with bad performance into two new ones. To evaluate the sub-network performance, the training set is partitioned in K sets where the sample (x, y) is assigned to the set V k if its best matching criteria (12) is w k . For each set we compute the mean square error,
where N k is the number of samples belonging to the set V k and g(x; η, Θ) corresponds to the artificial neural network output given by equation (4).
If the performance of sub-network k, E k , is higher than a user defined threshold ε and N k is higher than the minimum required samples N split , where N split is user-defined, then the sub-network is divided into two new ones. If the premise parameters of the k-th sub-network are ν and σ , then the premise parameters of the new sub-networks are:
The hyperplane parameters are initialized randomly. After the inclusion of the new sub-networks, the k-th sub-network is eliminated. The Vanish Sub-network operator consists in eliminating nodes that model less than N vanish sample data, where N vanish is user-defined. To accomplish this, we introduce an age k variable that starts from zero and is increased by one if a sub-network models no data, i.e. the set V k is empty. If the age variable of the k-th sub-network reaches the threshold λ , then the k-th sub-network is eliminated, where λ is user-defined. If the set V k is no longer empty, then the age k variable is set back to 0. After the application of the operators, all the unfrozen parameters (sub-networks) are updated according to equations (5), (8) and (9) . Afterwards, the whole net architecture is frozen. The operators and the training steps are applied iteratively until the architecture self-stabilizes and no longer changes. Finally, all the parameters (frozen and unfrozen) of the network are updated in the last iteration.
The SONFIS algorithm works as follows: At first the model must be initialized. The initialization consists in starting from a predefined number of nodes (if there is no prior knowledge the default is 1) and setting the user-defined thresholds. This step will provide an initial SONFIS architecture. After that, the algorithm will proceed with the iterations to establish a final parsimonious architecture.
In each iteration the current architecture must be frozen, so that the current nodes remain stable. The first operator to be evaluated is the GrowNet operator. This operator decides if the current number of nodes are having a good performance with all the training data. If not, this operator creates new subnetworks. The next step evaluates the SplitNet operator only if GrowNet has not added a new node. This operator splits a specific sub-network into 2 if it has a poor performance based on a defined threshold and if it does not model a minimum of data points.
The following step evaluates the VanishNet operator. This operator deletes a sub-network that has a poor performance or is modeling not a sufficient amount of data points. This step is crucial because it may eliminate nodes that could have been created by the other 2 operators and that are not making a relevant contribution to the performance of the model. After that, the next step adjusts the membership functions and hyperplane parameters of the sub-networks that the operators have created. The iterations stop when the operators fail to create new sub-networks. Finally the algorithm unfreezes the parameters of all the nodes of the SONFIS architecture and proceeds to adjust the premise and consequent parameters of all the nodes.
The order of complexity of the proposal can be defined by means of the following parameters of the model: Considering the aforementioned, the complexity of the model will be O((N e × N s × E + N e × dimension)) × VC Since the proposal iterates until the SONFIS architecture stabilizes, the complexity is also affected by how many times the model iterates. The number of iterations is strictly related by the complexity of the data that is being modeled. Regarding the convergence of the proposal, the user must be careful with the choice of several parameters. Each of the operations performed by the model (create, split and vanish subnetworks) has 2 user-defined parameters each. As stated previously, these parameters are intuitive, but still a bad choice of them will lead to several iterations, and will not garantee convergence. It has been established that it is necessary to specify the parameters according to the rule N grow N split N vanish . The N grow should be larger than the N split , in order that the operations allow the network to create subnetworks in parts of the subspace where the model has not a good approximation. And N vanish should be lesser that N split , since it eliminates subnetworks that are modelling a small number of examples, so it enforces the creation of a parsimonius network. In other words a bad choice of these parameters will affect the model's stability.
Experimentation
In this section we present the performance of our proposed Self-Organizing Neuro-Fuzzy Inference System (SONFIS) model compared to the models: Self-Constructing Neural Fuzzy Inference Network 14 (SONFIN) , a Generic Self-Organizing Fuzzy Neural Network 38 (GenSoFNN), Self-Organizing Fuzzy Neural Network 32 (SOFNN), the Leng's algorithm 20 , Dynamic Evolving Neural-Fuzzy Inference System (DENFIS), Genetic Dynamic Fuzzy Neural Network 30 (GDFNN), Novel hybrid algorithm for creating self-organizing fuzzy neural networks 17 (SOFNNGAPSO), Efficient Self-Organization Learning Neural Network 40 (SOSLINN) and Robust Fuzzy Regression Agglomeration 8 (RFRA). The simulation studies were con-ducted on both synthetic and real datasets. The latter were obtained from benchmark sites. In what follows, we first present all the synthetic and real data sets and the performance measures that we will compute; after that, we present numerical results and, at the end, we give some discussion about them.
Datasets
For the synthetic experiments we have created 2 synthetic data sets based on the following nonlinear functions:
and
The training samples of the first synthetic experiment 32 , consists of 216 uniformly sampled three-input data from input ranges [1, 6] N(0, σ a ) and an outlier generating distribution H ∼ N(0, σ i ) F = G(1−ε)+ εH with 0 < ε < 1, σ a = 0.01 and σ i = 0.05.
In the third synthetic experiment 20 , we tested our approach with the well-known Mackey Glass Timeseries, with the same experimental configuration. The training data are 1000 input-target data generated between t = 124 and 1123, and another 1000 input-target data between t = 1124 and 2123. The prediction model with the series by the following equation:
For the real data experiments, we compare the performance of the techniques with the following datasets: The Laser Dataset that was contributed by Udo Huebner, Phys.-Techn. Bundesanstalt, Braunschweig, Germany. These data were registred from a Far-Infrared-Laser in a chaotic state 38 ; The Wastewater dataset 32 , Boston dataset and Building dataset were obtained from UCI Machine Learning repository 4 . The first real dataset 38 was obtained from the Forecasting and Time Series Analysis Santa Fe Institute Competition. The original dataset consists of 1100 observations of the fluctuations of infrared spectra in Laser. The data was separated in training and test data. The first 1000 samples were used as training data and the last 100 samples were used as testing data. The laser data time series has relatively simple oscillations, but has global events that are hard to predict (rapid decay of oscillations). The sample data consists of 5 inputs and 1 output given by the following autoregressive time series structure:
} is the set of 5 past observations and F is the nonlinear function that relates the next observations with the past ones. In the second real experiment a sludge wastewater treatment process is modeled. The key point to simulate and control this kind of treatment process is to establish the forecast model of the outputwater quality. Input-output-water quality data from a sewage treatment plant in 2003 is taken as our original data 32 . The original data has 521 examples, but the authors claim to have deleted abnormal data. The resulting data has 330 examples. The first 300 samples are set as training data and the rest as test data. The experiment was conducted reducing the original size to 330. We used a median filter approach to obtain the 330 examples.
To compare SONFIS with other models we use the following performance measures: Mean Square Error (MSE), Root Mean Square Error (RMSE), 0,982 ± 0,016 0,997 ± 0,001 DENFIS-45 0,1279 ± 0,0497 0,2342 ± 0,0473 0,976 ± 0,0113 0,9769 ± 0,0113 0,990 ± ≈ 0 ANFIS-9 0,0255 ± 0,0054 0,122 ± 0,014 0,675 ± 0,067 0,675 ± 0,067 0,793 ± 0,047 Synthetic 2 FANN-9 0,0074 ± 0,0019 0,063 ± 0,009 0,904 ± 0,018 0,903 ± 0,019 0,972 ± 0,004 SONFIS-9 0,0018 ± 0,0001 0,033 ± 0,001 0,976 ± 0,002 0,976 ± 0,002 0,993 ± 0,001 DENFIS-21 0,0024 ± 0,0009 0,0346 ± 0,0052 0,970 ± 0,011 0,963 ± 0,0067 0,989 ± 3,0 ± 0,12 0,794 ± 0,016 0,794 ± 0,016 0,940 ± 0,015 DENFIS-44 22,4254 ± 9,541 2,930 ± 0,3158 0,7469 ± 0,1061 0,7469 ± 0,1061 0,9505 ± ≈ 0 ANFIS-5 0,0030 ± ≈ 0 0,0447 ± 0,0001 0,855 ± 0,000 0,855 ± 0,000 0,922 ± 0,054
Building FANN-5 0,0028 ± 0,0002 0,0414 ± 0,0012 0,866 ± 0,012 0,866 ± 0,011 0,966 ± 0,002 SONFIS-5 0,0030 ± ≈ 0 0,0447 ± 0,0001 0,855 ± 0,000 0,855 ± 0,000 0,960 ± 0,000 DENFIS-82 0,0061 ± ≈ 0 0,0575 ± 0,0001 0,4363 ± 0,0071 0,4363 ± 0,0071 0,8592 ± ≈ 0 ANFIS-4 9142,9 ± 1,9 87,57 ± 0,0066 ≈ 0 ± ≈ 0 -5,738 ± 0,327 0,324 ± 0,000
Wastewater FANN-4 328,2 ± 103,2 9,7107 ± 1,6220 0,806 ± 0,049 0,785 ± 0,059 0,927 ± 0,011 SONFIS-4 47,1 ± 1,1 5,0075 ± 0,0411 0,967 ± 0,001 0,967 ± 0,001 0,991 ± 0,000 DENFIS-108 116,01 ± 63,40 7,4178 ± 2,2666 0,7612 ± 0,1305 0,7612 ± 0,1305 0,9432 ± 4,711 ± 0,527 0,809 ± 0,058 0,809 ± 0,058 0,9351 ± 0,0189 DENFIS-74 49,155 ± 6,0766 4,5367 ± 0,2182 0,8222 ± 0,0220 0,8222 ± 0,0220 0,9593 ± 0,0153 Table 2 : Cross-validation experiments.
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Results
The first part of this section, consists in presenting a complete study of 5 real benchmark datasets and 2 synthetic ones (Wastewater and both of the synthetic experiments that were presented above, the rest were obtained from the UCI Machine Learning repository). We compare 4 algorithms: Our proposed SONFIS algorithm, the classic ANFIS, the expanded high-order DENFIS algorithm and a Feedforward Neural Network (FANN). The results can be seen in Table 2 . The architectural parameters of both ANFIS and FANN, were set according to the resulting Membership Functions created by our proposal (setting the corresponding number of neurons in the first layer and the number of hidden neurons respectively). The experimental configuration consisted in 4 rounds of a 5-fold cross-validation experiment. The cross-validation indices were generated randomly for each round. The results of the experiments shown in Table 2 we can observe that SONFIS outperforms in all measures the classic ANFIS algorithm. If we compare SONFIS with FANN we can observe that in the Synthetic 1, Synthetic 2, Boston and Wastewater data sets, SONFIS outperformed the FANN algorithm in every measure. In only the Building and Concrete Slump Strength data sets, the FANN algorithm outperformed SONFIS. Nevertheless, the results are comparable between these two algorithms. It should be pointed out that the parameters chosen for the SONFIS algorithm were the same used in the experimentation of synthetic data set 2. We did not perform an exhaustive search for the values of this parameters. If we notice the number of sub-networks between SONFIS and DENFIS, clearly SONFIS algorithm generates less of them, which gives us a more parsimonious model. It should be noted that in most cases SONFIS outperforms DENFIS, and it does it with a smaller number of subnetworks. In some cases, the opossite occurs but the DENFIS model in all cases creates a larger final network. Despite the fact, that in some cases DENFIS outperforms SONFIS, the results obtained by the proposal are comparable, and it accomplishes it with a much smaller number of subnetworks.
The second part of the numerical results consists in conducting the experiments following the methodology that were reported in the original articles of the methods. The results obtained by SON-FIS were compared to GDFNN, SOFNN and SOFN-NGAPSO in the first synthetic experiment and are shown in Table 3 . SONFIS C-V is the same proposed algorithm, applying a 5-fold cross-validation experimental approach. Details will be given in the next subsection. The results from the second synthetic experiment are presented in Table 4 . We present the comparison between RFRA, SONFIN and SONFIS. In Table 5 we present the values of the parameters used in the synthetic experiments. In these cases, we used an empirical approximation to obtain the resulting parameters. Table 7 . We compare the results of our proposal with the results obtained in Ref. 38 . SONFIS GA is the same proposed algorithm, applying a Genetic Algorithm to find the optimal parameters. Further details will be given in the next subsection. As a performance measure in the Wastewater experiment, 32 presented the APE and RMSE as performance measures.
The results of SOFNN, ANFIS and SONFIS are presented in tables 8 and 9. The data used with SONFIS was with and without outliers. The results obtained in the first synthetic experiment ( The results from the second synthetic experiment are presented in Table 4 . To measure the performance of the models the Root Mean Squared Error (RMSE) was used. The performance results obtained by SONFIS are clearly better that the ones obtained with RFRA and SONFIN. The RMSE reported is the mean value of 20 experimental runs. The best test performance obtained by SONFIS was 0.0160. The mean value of the experimental runs with the training data was 0.010. Also the mean value of the number of neurons in the first layer obtained was 6. It is also important to clarify that the mean value of the training epochs was 140. As in the synthetic experiment 1, a 5-fold cross-validation experiment with SONFIS was performed, reporting a test RMSE of 0.0416. The resulting training epochs were 200. In this case even SONFIS C-V outperforms RFRA and SONFIN in terms of the RMSE test error.
The results from the Mackey Glass Time series are presented in In Table 7 we present the normalized mean squared error (NMSE) of SONFIS, GenSoFNN 38 and 3 different feedforward neural networks models with distinct topological configurations for the Laser dataset. SONFIS outperforms GenSoFNN and the Feedforward Neural Networks in 2 orders of magnitude. 20 experimental runs were conducted reporting the mean test NMSE. The mean train NMSE obtained was 0.0002. The authors of GenSoFNN do not report the number of experimental runs, so we have to assume that the results reported are the best ones. Our minimum NMSE for the test data was 0.001. The parameters of SONFIS were obtained empirically. In SONFIS GA we used a real-valued Genetic Algorithm to find the optimal parameters of the algorithm. We obtained a better performance of the model with these. The configuration of the Genetic Algorithm (GA) experiment was the following: 3 different configuration for the mutation and cross-over probabilities, 10 populations and 4 individuals per population in each experiment. As it was expected for an evolutionary approach, a large amount of time is necessary to perform these experiments. The best result for the NMSE test was 0.0003. The ε parameter obtained was 0.453428 and a δ of 0.743895. As can be seen in tables 8 and 9 the SONFIS model has a better performance compared to SOFNN and ANFIS in the Wastewater dataset in terms of APE and RMSE. 20 experimental runs were conducted and the mean value was reported.
The mean value of the resulting neurons of the first layer was 4. The results of SONFIS with the filtered data are significantly better than the ones obtained with SOFNN and ANFIS. The starting solution for the first and second real experiment were the values of the parameters obtained empirically, described in more detail below.
The parameters were chosen empirically for the real-world benchmark dataset: ε = 0.3, N split = 30, δ = 0.7, N grow = 20, λ = 2 y N vanish = 20.
Discussion with state of the art methods
In this paper we have introduced a flexible architecture algorithm inspired on ANFIS, called SON-FIS. Our proposed model self organizes its architecture in order to automatically identify the number of premises and consequents needed to model the available complex data. The adaptation is performed introducing Takagi and Sugeno's fuzzy if-then rules, based on the evaluation of self-organization operators with a data-driven approach, that can improve the fitting performance in the training phase, leading to a better performance in terms of generalization ability.
As a starting point, expert knowledge can be incorporated to initialize the model structure, and our proposed approach is able to improve it iteratively, establishing a proper architecture based on the samples available. This is a key point while comparing our proposal with other state of the art methods. Most of them generate an initial set of rules based on a clustering method, partitioning the inputspace. Then with this initial set of rules, they refine the search for suitable rules, applying other methods (Mostly prunning, spliting and growing operations). Our method does not need an initial set of rules derived from the data set, because it constructs it iteratively, with the aforementioned operations. Therefore, state-of-the-art methods cannot use previously acquired or expert knowledge, because they do not take into account the knowledge when they first derive the rules from the data. Also it should be remarked that the operations used in this proposal have intuitive fundamentals, relying on thresholds or parameters that can be easily interpreted by not so experienced users. They represent number of exam-ples, percentages of data that "belong" to a membership function and user-defined maximum allowed error performance. So the meaning of our proposal parameters are more interpretable by the users. Another advantage of our proposal is that it does not create a huge number of rules, if we compare it for example with the DENFIS algorithm. Also the number of rules can be easily controlled by tuning the algorithm parameters properly. This is an advantage, because it creates a more parsimonious model, thus using less computational resources. Despite all the advantages of our proposed model, we have to clarify that our model, is sensible in the sense that if the user-defined parameters are not well-defined it can get stuck in several iterations, creating and pruning rules indefinitely. This can be partially solved by having a threshold parameter that stops the algorithm when the number of iterations reach that threshold parameter. Also, if the data is very noisy (or even with many outliers), the parameter of the number of examples necessary to create new subnetworks, will be insufficient to detect such scenarios thus, the model will not be able to model the problem properly.
Our algorithm shows better results in both synthetic and real data sets in most cases, when compared with other State of the Art algorithms. The experimentation consisted in 2 parts. The first part consisted in performing an exhaustive comparative analysis in order to contrast our algorithm with the classic ANFIS, DENFIS and FANN models. The second one was conducted to compare our proposal with other well-known self-organizing methods, where the results obtained were remarkable. In this part we experimented with two real world benchmark data known as Laser and Wastewater. The comparative study with the classic selforganizing algorithms shows that our algorithm outperforms the alternative models with statistical significance, obtaining good results in both synthetic and real data.
Conclusion
As a conclusion to this work we can say that an a priori fixed number of fuzzy rules is not necessary. This is a useful improvement in applications where an inexperienced user needs to work with Neural-based models without knowing the optimal net architecture. Also, another particularity of this method, in comparison with other neuro-fuzzy constructive methods, is that our proposed model has not only the ability of self-organizing based on a data-driven approach, but also to start from an a priori knowledge base set by an expert or by other methods, leading to an algorithm that is more capable of facing different kinds of problems. According to the "No free lunch" theorem, it is known that for every specific problem we have to find some adequate parameters, because it is not possible to find a super-model that is able to model every data set in an optimal way. In future works we will deal with problems related with big data and data streams.
