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ON THE HILBERT FUNCTION OF GENERAL UNIONS OF
CURVES IN PROJECTIVE SPACES
EDOARDO BALLICO
Abstract. Let X = X1 ∪ · · · ∪Xs ⊂ Pn, n ≥ 4, be a general union of smooth
non-special curves with Xi of degree di and genus gi and di ≥ max{2gi −
1, gi + n} if gi > 0. We prove that X has maximal rank, i.e. for any t ∈ N
either h0(IX(t)) = 0 or h
1(IX(t)) = 0.
1. Introduction
Let X ⊂ Pn be a closed subscheme. X is said to have maximal rank if for every
t ∈ N, the restriction map H0(OPn(t)) −→ H0(OX(t)) has maximal rank, i.e. it is
injective or surjective. Note that X has maximal rank if and only if for each t ∈ N
either h0(IX(t)) = 0 or h
1(IX(t)) = 0. Since [16, 19] there was a long quest to
prove that “ general ” curves with fixed degree and genus in Pr have maximal rank
([6, 7, 8, 9, 12, 13]). For curves with general moduli the Maximal Rank Conjecture
was proved by E. Larson ([26, 27]). At least 4 papers were devoted to general
unions of simpler curves: general unions of lines ([16]), general unions of a rational
curve of a prescribed degree and a prescribed number of lines in P3 ([18]), general
unions of smooth rational curves in Pn, n ≥ 4 ([11]) and general unions of smooth
rational curves in P3 ([5]).
In this paper we prove the following result.
Theorem 1. Fix integers n ≥ 4, s > 0, gi ≥ 0. If gi = 0 assume di > 0. If gi ≥ 1
assume di ≥ max{2gi − 1, gi + n} . Let X = X1 ∪ · · · ∪ ⊂ Pn be a general union of
s smooth curves with deg(Xi) = di and pa(Xi) = gi for all i. Then X has maximal
rank.
In Theorem 1 “ X general ” means of course that the s-ple (X1, . . . , Xs) is
general in the product of the s irreducible components of the Hilbert scheme of
Pn containing X1, . . . , Xs. When s = 1 Theorem 1 is true by a particular case of
the Maximal Rank Conjecture for non-special curves ([9, 8, 13, 26]). We may also
quote [12], because the only case with s = 1 and not covered by [12] is the obvious
case of rational normal curves of a proper linear subspace of Pn. For arbitrary
s the case g1 = · · · = gs = 0 of Theorem 1 is [11]. As it is stated Theorem
1 would fail for n = 3 and we give a list of the exceptional cases known to us
(Remark 14 and Lemmas 8 and 9), but we have not checked that the list contains
all exceptional cases. We believe that there are only finitely many exceptional cases
(s; d1, g1; . . . ; ds, gs), even in the Brill-Noether range. All the exceptional cases we
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found are related to reducible surfaces. In most exceptional cases the curves are
only contained in reducible surfaces, but in one case, Example 4, the general quartic
surface containing the general curve X is irreducible. Even in this case the obvious
reducible quartics containing X suffice to prove that X is exceptional.
The first paper ([19]) appeared in 1980. In the last 10 years there were several
strong (and often optimal) results on some interpolation problems, i.e. finding a
curve with prescribed degree and genus containing a large number of general points
of Pr or of a hyperplane of Pr ([3, 4, 22, 23, 24, 25, 28, 31]) and these results are
essential for the proof of Theorem 1.
2. Notation
A numerical set or a numerical set for Pn, n ≥ 3, is an ordered list of integers
ε = (n; s; d1, g1; . . . ; ds, gs) with n the dimension of the projective space, gi ∈ N and
di > 0 for all i. An admissible numerical set or an admissible numerical set for Pn
is a numerical set ε = (n; s; d1, g1; . . . ; ds, gs) such that s > 0, all gi ∈ N, di > 0
if gi = 0 and di ≥ max{2gi − 1, gi + n} if gi > 0. For any positive integer k set
wk(ε) :=
∑s
i=1(kdi + 1 − gi). We say that ε has critical value 1 if gi = 0 for all i
and w1(ε) = s + d1 + · · ·+ ds ≤ n + 1. In all other cases the critical value of ε is
the first integer k ≥ 2 such that wk(ε) ≤
(
n+k
n
)
. If wk(ε) ≤
(
n+k
n
)
for some k ≥ 2,
then wk+1(ε) ≤
(
n+k+1
n
)
(Lemma 1).
An admissible generalized numerical set or an admissible generalized numerical
set for Pn is an ordered list ε = (n; s; d1, g1; . . . ; ds, gs) such that s > 0, all gi and
di are non-negative integers, di ≥ max{2gi − 1, gi + n} if gi > 0 and di > 0 for at
least one i. Thus we allow di = 0 for some i, but only if gi = 0 and we do not allow
the list with di = gi = 0 for all i. Set wk(ε) :=
∑′
(kdi + 1− gi), where
∑′
means
that we only sum for i such that (di, gi) 6= (0, 0). Using this definition of wk(ε) we
define in the same way the critical value of ε.
For any admissible numerical set ε = (n; s; d1, g1; . . . ; ds, gs) let Z(ε) denote the
set of all smooth curvesX ⊂ Pn with s connected components, sayX = X1∪· · ·∪Xs
with deg(Xi) = di, pa(Xi) = gi and h
1(OXi (1)) = 0. The latter condition implies
that Z(ε) is a smooth and irreducible subvariety of the Hilbert scheme Hilb(Pn)
of Pn. Let Z ′(ε) denote the closure of Z(ε) in Hilb(Pn). We use Z(ε) and Z ′(ε)
for admissible generalized numerical sets just taking Xi = ∅ if (di, gi) = (0, 0).
We often write Z(H ; s; a1, q1; . . . ; as, qs) and Z
′(H ; s; a1, q1; . . . ; as, qs) instead of
Z(n − 1; s; a1, q1; . . . ; as, qs) and Z ′(n − 1; s; a1, q1; . . . ; as, qs) to emphasize that
their elements are contained in H .
An arrow of Pm, m > 0 v is a degree 2 connected zero-dimensional scheme
v ⊂ Pm. The point vred is the reduction of the arrow v. Note that any arrow in a
projective space spans a line.
We work over an algebraically closed field with characteristic 0.
3. Preliminaries
Let H ⊂ Pn be a hyperplane. Let Z ⊂ Pn be a closed subscheme. The residual
scheme ResH(Z) of Z with respect to H is the closed subscheme of Pn with IZ : IH
as its ideal sheaf. For all t ∈ Z there is an exact sequence
(1) 0 −→ IResH(Z)(t− 1) −→ IZ(t) −→ IZ∩H,H(t) −→ 0
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Note that (1) implies χ(IResH(Z)(t − 1)) + χ(IZ∩H,H(t)) = χ(IZ(t)). If Z is a
reduced curve, then ResH(Z) is the union of the irreducible components of Z not
contained in H . If Z is a reduced curve and ResH(Z) is transversal to H , then
Z∩H is the union T of all irreducible components of Z contained inH and the finite
set ResH(Z) ∩ (H \ T ). By (1) to prove that h1(IZ(t)) = 0 (resp. h0(IZ(t)) = 0)
it is sufficient to prove that h1(IResH(Z)(t − 1)) = h
1(H, IZ∩H,H(t)) = 0 (resp.
h0(IResH (Z)(t−1)) = h
0(H, IZ∩H,H(t)) = 0). The exact sequence (1) gives χ(IZ∩H,H(t)) =
χ(IT,H(t)) −#(ResH(Z) ∩ (H \ T )).
We use 3 key results from [4, 24, 28].
Theorem 2. [4, Corollary 1.3]). Fix integers m ≥ 3, g ≥ 0, d ≥ g +m and x > 0.
Let S ⊂ Pm be a general subset with #S = x. There is a smooth and non-special
curve X ⊂ Pm such that deg(X) = d, pa(X) = g and S ⊂ X if and only if
(2) (m+ 1)d+ (m− 3)(1− g) ≥ (m− 1)x
unless (d, g,m) ∈ {(5, 2, 3), (7, 2, 5)}. In these two exceptional cases we may/must
take x ≤ 9.
Theorem 3. ([24, Theorem 1.4]) Fix integers n ≥ 3, g ≥ 0 and d such that
(n+ 1)d ≥ ng + n(n+ 1). Fix a hyperplane H ⊂ Pn and a general set S ⊂ H such
that
(3) #S ≤ min
{
d,
(n− 1)2d− (n− 2)2g − (2n2 − 5n+ 12)
(n− 2)2
}
Then there is a smooth curve X ⊂ Pn of degree d and genus g with general moduli
such that X is transversal to H and S ⊆ X ∩H.
Theorem 4. ([28, Corollary 2]) Fix integers g ≥ 0 and d ≥ g + 4. Let H ⊂ P4 be
a hyperplane. Let S ⊂ H be a general subset with cardinality d. Then there is a
smooth and connected curve of degree d and genus g such that h1(OX(1)) = 0 and
S = X ∩H.
Remark 1. Fix integers m = n − 1 ≥ 4, g ≥ 0, d ≥ max{g + n − 1, 2g − 1} and
x > 0. Let S ⊂ Pm be a general subset with #S = x. Note that ⌊(nd + (n −
3)(1 − (d + 1)/2)/(n− 2)⌋ = ⌊(nd + n − 3)(2n − 4)⌋ ≥ d/2. By Theorem 2 there
is a smooth and non-special curve X ⊂ Pm such that deg(X) = d, pa(X) = g and
S ⊂ X if #S ≥ d/2.
Remark 2. Take d, g, x as in Theorem 2. Assume d ≥ 2g − 1. We get that all
x ≤ d(m+5)+m−32m−2 are allowed and in particular we may take x = ⌈d/2⌉.
Remark 3. Note that when g = 0 in Theorem 3 we may take #S = d and that
for m = 3 in (2) the inequality (2) is equivalent to x ≤ 2d. If we take g = 0 and
an integer d such that 1 ≤ d < m we take as X a general rational normal curve of
a general d-dimensional linear subspace of Pm. Thus in this case we may take as
x any integer ≤ d + 1. In particular for m = 3 and d = 2 we may take x ≤ 3, but
not x = 4; in this case to get a degree 2 curve passing through 4 general points of
P3 we will take two disjoint lines. For the same reason in the set-up of Theorem 3
with g = 0 if 1 ≤ d < n we may use any S such that #S ≤ d.
Remark 4. Fix an integer d ∈ {1, 2, 3}. Since a general smooth rational curve
D ⊂ P4 is linearly normal in its linear span, D∩H is formed by d general points of
H . Thus the statement of Theorem 4 holds also for (d, g) ∈ {(1, 0), (2, 0), (3, 0)}.
4 EDOARDO BALLICO
Remark 5. Take d, g, n, x as in Theorem 3, but without the assumption (3). For
g ≤ 2 we may take x = d. Assume g ≥ 3 and d ≥ 2g − 1. Since g ≤ (d+ 1)/2, (3)
implies that we may take x ≥ d/2− 4.
Remark 6. Let X ⊂ Pn be a reduced curve such that h1(OX(1)) = 0. We have
h1(OX(t)) = 0 for all t ≥ 1. Since dimX = 1, we have hi(OX(z)) = 0 for all i ≥ 2
and all z ∈ Z. The exact sequence
0 −→ IX(t) −→ OP2(t) −→ OX(t) −→ 0
gives h2(IX(t)) = 0 for all t ≥ 1 and hi(IX(z)) = 0 for all i ≥ 3 and z ≥ −n. Now
also assume h1(IX(k)) = 0 for some integer k ≥ 2. The Castelnuovo-Mumford’s
Lemma gives h1(IX(t)) = 0 for all t ≥ 3.
Remark 7. Fix integers n ≥ 4, s > 0, di and gi ≥ 0 such that we defined
Z(n; s; d1, g1; . . . ; gs; ds). Let k ≥ 2 be the critical value of the numerical set
(n; s; d1, g1; . . . ; gs; ds, gs).
(a) Assume k ≥ 3. By Lemma 1 and Remark 6 to prove that a general
X ∈ Z(n; s; d1, g1; . . . ; gs; ds, gs) has maximal rank it is sufficient to prove that
h0(IX(k−1)) = 0 and h1(IX(k)) = 0. Since Z(n; s; d1, g1; . . . ; ds, gs) is irreducible,
the semicontinuity theorem for cohomology shows that to prove that a general
X ∈ Z(n; s; d1, g1; . . . ; ds, gs) satisfies h0(IX(k − 1)) = 0 and h1(IX(k)) = 0 it
is sufficient to prove the existence of X ′, X ′′ ∈ Z ′(n; s; d1, g1; . . . ; ds, gs) such that
h0(IX′(k − 1)) = 0 and h1(IX′′(k)) = 0.
(b) Assume k = 2. By Remark 6 to prove that a general X = X1 ∪ · · · ∪Xs ∈
Z(n; s; d1, g1; . . . ; gs; ds) has maximal rank it is sufficient to prove that h
1(IX(2)) =
0 and that either h0(IX(1)) = 0 or h1(IX(1)) = 0. Since di ≥ gi + n if gi > 0, we
see that h0(IX(1)) = 0, even if gi = 0 for all i.
Lemma 1. Fix integers n ≥ 3, k ≥ 2, s > 0, di and gi, 1 ≤ i ≤ s, such that
di > gi ≥ 0 for all i and
(4)
s∑
i=1
(kdi + 1− gi) ≤
(
n+ k
n
)
.
Then
s∑
i=1
((k + 1)di + 1− gi) <
(
n+ k + 1
n
)
.
Proof. Assume
(5)
s∑
i=1
((k + 1)di + 1− gi) ≥
(
n+ k
n
)
.
Subtracting (4) from (5) we get
(6) d1 + · · ·+ ds ≥
(
n+ k
n− 1
)
.
Since gi ≤ d1 + 1 for all i from (4) and (6) we get (k − 1)
(
n+k
n−1
)
≤
(
n+k
n
)
, i.e.,
(n+ k)!(k − 1)/(n− 1)!k!(k + 1) ≤ (n+ k)!/n!k!, i.e. (k − 1)/(k+ 1) ≤ 1/n, which
is false for k ≥ 2 and n ≥ 3. 
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Remark 8. Let Y, T ⊂ Pm, m ≥ 3, be smooth and irreducible connected curves
such that Y 6= T , X := Y ∪ T is nodal, h1(OY (1)) = h1(OT (1)) = 0 and 0 <
#(Y ∩ T ) ≤ h0(OT (1)). A Mayer-Vietoris exact sequence gives h1(OX(1)) = 0.
The nodal curve X is smoothable ([17, 30]). As in [8, 9, 13]e apply several times
this observation, starting with as T a rational normal curve of a hyperplane H of
Pm and then adding several lines intersecting X ∪ T quasi-transversally and at at
most 2 points. Any non-special curve T ′ ⊂ H may be dismantled in this way.
Remark 9. Let A,B ⊂ Pm be smooth curves meeting at a unique point, p. Assume
that A ∪ B is nodal. Let v ⊂ Pm be any arrow such that vred = {p} and v is not
contained in the plane spanned by the tangent lines of A and B at p. As in [16,
Ex. 2.1.1] (case in which A and B are lines) one sees that A ∪B ∪ v a flat limit of
curves {A ∪ Bλ} with each Bλ projectively equivalent to B and with A ∩ Bλ = ∅.
Thus A ∪B ∪ v is smoothable.
Remark 10. By [11] and our definition of critical value 1, Theorem 1 is true for
all n ≥ 4 and all numerical sets with critical value 1.
Lemma 2. Fix a scheme A∪B ⊂ Pn, n ≥ 3 with dimA ≤ n−2, B an integral and
non-degenerate curve and A not intersecting a general secant line L of B. Then
h0(IA∪B∪L(2)) = max{0, h0(IA∪B(2))− 1}.
Proof. To prove the lemma we may assume h0(IA∪B(2)) > 0. Since deg(L∩B) = 2
and h0(OL(2)) = 3, we have h0(IA∪B∪L(2)) ≥ h0(IA∪B(2))−1. Thus it is sufficient
to fix Q ∈ |IA∪B(2)| and prove that a general secant line of B is not contained in
Q. Assume that it is contained in Q. Since B spans Pn, a general o ∈ B is not
contained in the singular locus of Q. By assumption Q contains the cone Co(B)
with vertex o and containing B. Since B is non-degenerate, the Zariski tangent
space of Co(B) at o is Pn. Thus Q is singular at o, a contradiction. 
Lemma 3. Fix integers n ≥ 4, s ≥ 1, di and gi, 1 ≤ i ≤ s such that di > 0 if
gi = 0 and di ≥ gi+n if gi > 0. Let Y = Y1 ∪ · · · ∪Ys ⊂ Pn be a general union of s
general non-special curves Yi of degree di and genus gi. Then either h
0(IY (2)) = 0
or h1(IY (2)) = 0.
Proof. Let E ⊂ Pn be a general union of s general smooth rational curves of degree
di− gi. Since n ≥ 4, the lemma is true if gi = 0 for all i (it is false for n = 3, s = 2,
g1 = g2 = 0 and d1 = d2 = 2). Thus it is true for E, i.e. either h
0(IE(2)) = 0 or
h1(IE(2)) = 0. We may obtain Y as a flat deformation of the union E∪T of E and
g1 + · · ·+ gs disjoint lines, exactly gi of them secant to E. By the semicontinuity
theorem for cohomology it is sufficient to prove that either h0(IE∪T (2)) = 0 or
h0(IE∪T (2)) = 0. The lemma is obvious if h0(IE(2)) = 0. If h1(IE(2)) = 0 we
apply g1 + · · ·+ gs times Lemma 2. 
Lemma 4. Take a vector space W ⊆ H0(OPn(2)) and an integral curve T ⊂
Pn contained in the base locus of W . For any scheme E ⊂ Pn set W (−E) :=
H0(IE(2))∩W . For a general o ∈ T and a general line L ⊂ Pn such that o ∈ L we
have dimW (−L) = max{0, dimW − 2}, unless all Q ∈ |W | are cones with vertex
containing T .
Proof. Since W (−o) = W , we have dimW (−L) ≥ dimW − 2. Since L contains
a general point of Pn, we have dimW (−L) ≥ max{0, dimW − 1}. Thus we may
assume dimW ≥ 2. Foix a general p ∈ Pn. Thus dimW (−p) = dimW − 1. Fix
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Q ∈ W (p − p). We are done, unless every line containing p and intersecting T is
contained in Q, i.e. unless Q contains the cone Cp(T ) with vertex p and base T .
Take p′ ∈ Q near p. We still have dimW (−p′) = dimW (−p) by semicontinuity.
Thus dimW (−L) = max{0, dimW − 2}, unless Q is a cone with vertex containing
T . Since we may take as Q any element of |W | containing a general p ∈ Pn, we
conclude. 
Lemma 5. Let W ⊆ H0(OPn(k)) be a linear subspace. Fix a general plane E ⊂ Pn
and a general o ∈ E. Let (2o, E) denote the first infinitesimal neighborhood (2o, E)
of o in E. We have dimW (−(2o, E)) = max{0, dimW − 3}, unless the rational
map ϕ induced by |W | sends Pn onto a curve.
Proof. We have deg((2o, E)) = 3 and hence dimW (−(2o, E)) ≥ max{0, dimW −
3}. Thus we may assume dimW ≥ 3. Fix a general o ∈ Pn. The integer
dimW − dimW (−2o) is the rank of the differential of ϕ at o. This rank is ≤ 1 if
dimW (−(2o, E)) ≥ dimW − 2 for a general plane E containing o. In character-
istic 0 the rank of the differential of ϕ at a general point is the dimension of the
image. 
Remark 11. LetW ⊆ H0(OPn(k)) be a linear subspace. Fix a general line L ⊂ Pn
and a general o ∈ E. Let (2o, L) denote the first infinitesimal neighborhood (2o, L)
of o in L. The proof of Lemma 5 gives dimW (−(2o, L)) = max{0, dimW − 2}
4. Space curves
To prove the case n = 4 of Theorem 1 we need several results for curves a
hyperplane of P4, i.e. several results for curves in P3. We will use in an essential
way [5], but we also need reducible connected curves which may be chopped into
connected subcurves with prescribed degrees. As in [5, 11] we use connected curves
of arithmetic genus 0 with lines as irreducible components. We also write several
exceptional cases to the extension of Theorem 1 to the case n = 3 (Remark 14
and Lemmas 8 and 9), but we do not claim to have the full list of the exceptional
cases. We say that (s; d1, g1; . . . ; ds, gg) is admissible for P3 if di > 0 for all i and
di ≥ gi + 3 if gi > 0.
A degree d tree T ⊂ Pr, r ≥ 3, is a connected nodal curve of degree d and
arithmetic genus 0 whose irreducible components are lines. A forest in Pr is a
union of finitely many disjoint trees. For all positive integers s, d and di, 1 ≤ i ≤ s,
let T (r; d) denote the set of all degree d trees of Pr and T (r; s; d1, . . . , ds) the set of
all forests in Pr with s connected components of degree d1, . . . , ds. The sets T (r; d)
and T (r; s; d1, . . . , ds) are smooth quasi-projective varieties. If d ≥ 4 the set T (r; d)
is not irreducible, but we may describe its irreducible components, which are also
its connected components,in the following way. Fix an integer d ≥ 2 and let T ⊂ Pr
be a degree d tree. It is easy to see the existence of an ordering L1, . . . , Ld of the
irreducible components of T such that for all i = 1, . . . , d the curve ∪1≤j≤iLj is
connected. We say that any such ordering is admissible. Let T (r; d)′ be the set
of pairs (T,≤), where T ∈ T (r; d) and ≤ is an admissible ordering of T . Fix one
such ordering. Since T is nodal, connected and with arithmetic genus 0, for each
i ∈ {2, . . . , d} there is a unique τ(i) ∈ {1, . . . , i − 1} such that Li ∩ Lτ(i) 6= ∅.
Thus the admissible ordering of T induces a map τ : {2, . . . , d} −→ {1, . . . , d − 1}
such that τ(i) < i for all i. As in [5, 11] we say that τ is the type of (T,≤). Let
τ : {2, . . . , d} −→ {1, . . . , d − 1} such that τ(i) < i for all i. It is obvious how to
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construct a pair (T,≤) ∈ T (r; d)′ such that τ is the type of (T,≤). For any function
τ : {2, . . . , d} −→ {1, . . . , d − 1} such that τ(i) < i for all i let T (r; d; τ) denote the
set of all T ∈ T (r; d) with an admissible ordering ≤ such that (T,≤) has type τ .
It is easy to see that the sets T (r; d; τ) are the irreducible components of T (r; d),
except that we may have T (r; d; τ) = T (r; d; τ ′) for some τ ′ 6= τ . Note that either
T (r; d; τ) = T (r; d; τ ′) or T (r; d; τ)∩T (r; d; τ ′) = ∅. Thus the sets T (r; d; τ) are the
connected components of T (r; d), too. A degree d tree T ⊂ Pr is called a bamboo
if either d = 1 or d ≥ 2 and there is an admissible ordering ≤ of T with type
τ(i) = i − 1 for all i. Thus a degree d ≥ 2 tree is a bamboo if and only if there is
an ordering L1, . . . , Ld of the irreducible components of T such that Li ∩ Lj 6= ∅
if and only if |i − j| ≤ 1. If d ≤ 3 every degree d tree is a bamboo. Let B(r; d)
denote the set of all degree d bamboos contained in Pr. For all integers r ≥ 3, s > 0
and di > 0, 1 ≤ i ≤ s, let B(r; s; d1, . . . , ds) denote the subsets of T (r; s; d1, . . . ; ds)
formed by all forests whose connected components are bamboos.
Remark 12. Fix a hyperplane H ⊂ Pr, r ≥ 3, a positive integer d, a type τ :
{2, . . . , d} −→ {1, . . . , d − 1} for degree d trees and a finite set S ⊂ H such that
#S = d. Since any two points of Pr are collinear, it is easy to show the existence of
T ∈ T (r; d; τ) such that T ∩H = S. Note that any such T intersects transversally
H .
Remark 13. Fix a hyperplane H ⊂ Pr, r ≥ 3, a positive integer d, a type τ :
{2, . . . , d} −→ {1, . . . , d − 1} for degree d trees and a finite set A ⊂ H such that
#A ≤ ⌊d/2⌋. Since any two points of Pr are collinear, it is easy to show the
existence of T ∈ B(r; d) such that A = Sing(T ) and no irreducible component of T
is contained in H .
Remark 13 is not true for many types τ of degree d ≥ 4 trees. We just give an
example.
Example 1. Consider the map τ : {2, . . . , d} −→ {1, . . . , d − 1} with τ(i) = 1 for
all i. We call trees with this type spreading trees. Assume d ≥ 4. Fix a hyperplane
H ⊂ Pr and let T = L1 ∪ · · · ∪ Ld be a spreading tree. Since Sing(T ) ⊂ L1, any
hyperplane containing 2 singular points of T contains L1.
We say that ∅ is the type of a degree 1 tree. For all integers r ≥ 3, pos-
itive integers di, 1 ≤ i ≤ s, and types τi for degree di trees, 1 ≤ i ≤ s let
T (r; s; d1, τ1, . . . , ds, τs) denote the set of all T1 ∪ · · · ∪ Ts ∈ T (r; s; d1, . . . , ds) with
Ti of type τi. T (r; s; d1, τ1, . . . , ds, τs) is an irreducible and smooth quasi-projective
variety.
Let T be a degree d tree. If d = 1 we will say that T is the final line of T .
If d ≥ 2, a line of T is said to be a final line if it meets only another irreducible
component of T . T had at least 2 final lines and it has exactly 2 final lines if and
only if it is a bamboo.
Let Q ⊂ P3 be a smooth quadric. We have Pic(Q) ∼= Z⊕2 and we call OQ(1, 0)
and OQ(0, 1) the free generators of Pic(Q) whose associated linear systems are the
two rulings of Q. Fix T ∈ B(3; s; d1, . . . , ds), s ≥ 2, an an integer k such that
0 < k < s. We will say that T has k good secants or that Q contains k good secants
of T if there are k disjoint lines L1, . . . , Lk ⊂ Q such that T ∪ L1 ∪ · · · ∪ Lk ∈
B(3; s− k, a1, . . . , as−k) for some positive integers a1, . . . , as−k.
We recall the following result, proved in a preliminary version of [6]; the case in
which all types are bamboos is stated in [11, Claim at p. 592].
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Proposition 1. Fix positive integers a, b, s, and di, 1 ≤ i ≤ s. Take types τi for
degree di trees of P3. Take a general T ∈ T (3; s; d1, τ1, . . . , ds, τs). The set T ∩ Q
has maximal rank with respect to the line bundle OQ(a, b), unless (a, b, s, d1) =
(1, 1, 1, 2).
Let H ⊂ P3 be a plane and let Q ⊂ P3 be a smooth quadric surface. In some of
the proofs we will add some restrictions to the choice of H or Q. For any closed
scheme Z ⊂ P3 the residual scheme ResQ(Z) of Z with respect to Q is the closed
subscheme of P3 with IZ : IQ as its ideal sheaf. For every t ∈ Z the following exact
sequence
0 −→ IResQ(Z)(t− 2) −→ IZ(t) −→ IZ∩Q,Q(t) −→ 0
will be called the residual exact sequence of Q.
Remark 14. Let X ⊂ P3 be a general union of s smooth rational curves of degree
d1 ≥ · · · ≥ ds > 0. By [5] X has maximal rank, except in the following cases:
(1) s = 2, d1 = d2 = 2;
(2) s = 2, d1 = 4, d2 = 2;
(3) s = 3, d1 = d2 = d3 = 2;
(4) s = 3, d1 = 4, d1 = d2 = 2;
(5) s = 4, d1 = d2 = d3 = d4 = 2.
In case (1) we have h0(IX(2)) = h1(IX(2)) = 1. In cases (2) and (3) we have
h0(IX(3)) > 0, because X is contained in a reducible cubic surface. For a generalX
we also have h0(IX(3)) = 1 and hence h1(IX(3)) = 1 in case (2) and h1(IX(3)) = 2
in case (3). In cases (4) and (5) X is contained in a reducible quartic surface. Using
the residual scheme with respect to a plane it is easy to see in both cases that
h0(IX(4)) = 1 and hence h1(IX(4)) = 1 in case (4) and h1(IX(4)) = 2 in case (5).
For all other integers t either h0(IX(t)) = 0 or h1(IX(t)) = 0.
Remark 15. Fix integers d and g in the Brill-Noether range for P3, i.e. take
(d, g) ∈ N2 such that 4d ≥ 3g + 12 and let Z(3; 1; d, g) denote the irreducible
component of Hilb(P3) containing the curves with general moduli. Fix a general
X ∈ Z(3; 1; d, g). By a theorem of E. Larson ([23, Theorem 1.4], quoted also in
[31, Theorem 1.4]) we have h1(NX(−2)) = 0, except if (d, g) is one of the following
ones:
(4, 1), (5, 2), (6, 2), (6, 4), (7, 5), (8, 6).
In the non-special range, i.e. for d ≥ g + 3, there remain only the pairs (4, 1),
(5, 2) and (6, 2). This is obviously true also if (d, g) = (1, 0), but it is not true if
(d, g) = (2, 0). In this case for any curvilinear scheme Z ⊂ P3 such that deg(Z) = 3
and Z is not contained in a line there is a smooth conic D ⊃ Z.
Fix integers g ≥ 0 and d ≥ g+3. Let S ⊂ Q be a general subset with cardinality
2d. If (d, g) /∈ {(4, 1), (5, 2), (6, 2)} by the quoted theorem of E. Larson there is
X ∈ Z(3; 1; d, g) such that X ∩Q = S (use [29, Theorem 1.5]).
Now assume (d, g) = (4, 1). Since any X ∈ Z(3; 1; 4, 1) is the complete intersec-
tion of 2 quadric surfaces, a general complete intersection S′ of two general element
of |OQ(2, 2)| there is X ′ ∈ Z(3; 1; 4, 1) such that S′ = X ′ ∩ Q. Thus for a general
A ⊂ Q with #A = 7 there is X ∈ Z(3; 4, 1) intersecting transversally Q and with
A ⊂ X ∩ Q; moreover X ∩ Q is the complete intereection of two any two elements
of |IA,Q(2, 2)|.
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Now assume (d, g) = (5, 2). A general element of Z(3; 1; 5, 2) is an element of
|OQ′(2, 3)| for some smooth quadricQ′. Thus for a generalA ⊂ Q such that #A = 8
there is X ∈ Z(3; 1; 5, 2) intersecting transversally Q and with A ⊂ X ∩Q.
Now assume (d, g) = (6, 2). For a general S ⊂ P3 such that #S = 9 there
is X ∈ Z(3; 1; 6, 2) containing S and 9 is the maximal positive integer with this
property ([31, Theorem 1.1]). There are infinitely many such curves X ’s but for
a general S we are sure there is a general one and in particular we may find X
containing S and with the Hilbert function of a general element of Z(3; 1; 6, 2).
By [9] we may find X such that h0(IX(2)) = 1. Fix a general A ⊂ Q such that
#A = 9. Since any 9 point of P3 are contained in a quadric surface, for a general
Q, A is a general subset of P3 with cardinality 9. By [31, Theorem 1.1] there is
X ∈ Z(3; 1; 6, 2) such that A ⊂ X and h0(IX(2)) = 0. The latter condition implies
X * Q, i.e. dimX ∩Q = 0.
For all m ∈ N define the integers a(m) and q(m) by the following relations:
(7) mr(m) + 1 + q(m) =
(
m+ 3
3
)
, 0 ≤ q(m) ≤ m
The integers q(m) only depend on the congruence class of m modulo 6. For all
k ∈ N we have r(6k + 1) = 6k2 + 8k + 3, q(6k + 1) = 0, r(6k + 2) = 6k2 + 10k+ 4,
q(6k + 2) = 3k + 1, r(6k + 3) = 6k2 + 12k + 6, q(6k + 3) = 2k + 1, r(6k + 4) =
6k+4) = 6k2+14k+8, q(6k+4) = 3k+2, r(6k+5) = 6k2+16k+11, q(6k+5) = 0,
r(6k + 6) = 6k2 + 18k + 13, q(6k + 6) = 5k + 5.
Let X ⊂ P3 be a curve whose connected components are bamboos. As in [5]
we say that Q has x good secants to X (with respect to the fixed smooth quadric
Q), x a positive integer, if there are x disjoint lines L1, . . . , Lx, i.e. x elements of
one of the 2 rulings of Q, such that X ∪ L1 ∪ · · · ∪ Lx has bamboos as connected
components and x connected components less than X .
We proved the following assertions B(m), m a positive integer, depending on the
congruence class of m modulo 6 ([5, §5]):
Assertion B(m) if m ≡ 2, 3, 4, 6 (mod 6): There exists (Z,Q) such that
(1) Z ⊂ P3 is the union of q(m) + 1 disjoint bamboos, deg(Z) = r(m) and
hi(IZ(m)) = 0, i = 0, 1;
(2) Q is a smooth quadric containing Sing(Z), dimZ ∩Q = 0, and Q has q(m)
disjoint good secants to Z.
Assertion B(m) if m ≡ 1, 5 (mod 6): There exists a pair (Z,Q) such that
(1) Z ⊂ P3 is the union of m + 1 disjoint bamboos, deg(Z) = r(m) − 1, and
hi(IZ(m)) = 0, i = 0, 1;
(2) Q is a smooth quadric containing Sing(Z), dimZ ∩ Q = 0, and Q has m
disjoint good secants to Z.
Let Y ⊂ P3 be a tree. Fix S ⊆ Sing(Y ). Since Y has only ordinary nodes
as singularities by our definition of tree, Y \ S has at most #S + 1 connected
components. We will say that S is a good set of nodes if Y \S has #S+1 connected
components. Set d := deg(Y ). Fix positive integers s and di, 1 ≤ i ≤ s, such that
d1 + · · · + ds = d. We say that S is a good set of nodes for (s; d1, . . . , ds) if
#S = s− 1 and Y \ S has s connected components whose closures Y1, . . . , Ys have
degrees d1, . . . , ds. Note that each Yi is a tree.
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Lemma 6. Fix an integer m ≥ 4 such that m ≡ 0, 2, 4, 5 (mod 6) and fix positive
integers s, di, 1 ≤ i ≤ s, such that d1 + · · · + ds = r(m). Then there exists a
pair (Y, S), where Y is a degree r(m) tree, S ⊂ Sing(Y ) is a good set of nodes for
(s; d1, . . . , ds), h
1(IY (m)) = 0 and h0(IY (m)) = q(m).
Proof. Take (Z,Q) satisfying B(m − 2) with the q(m − 2) good secants Li, 1 ≤
i ≤ q(m − 2), with Li ∈ |OQ(1, 0)| for all i. Note that r(m) − r(m − 2) ≥ q(m).
Set Y := Z ∪ L1 ∪ · · · ∪ Lr(m)−r(m−2), where the lines Li ∈ |OQ(1, 0)|, q(m− 2) <
i < r(m) − r(m − 2), are chosen in the following way. Each Li, i > q(m − 2),
contains exactly one point of Z ∩Q, but we will specify later the allowable choices.
For any allowable choice we get a tree Y such that h1(IY (m)) = 0 and hence
h0(IY (m)) = q(m) + 1 ([5, Proofs in §4]). We need to chose the lines Li so that
Y has a good set of nodes for (s; d1, . . . , ds). Set E := Z ∪ L1 ∪ · · · ∪ Lq(m−2).
By the definition of B(m − 2) the curve E is a bamboo and hence any subset of
Sing(E) is a good set of nodes for E. Call e the number of i ∈ {1, . . . , s} such that
di = 1. First assume e ≥ r(m) − r(m − 2) − q(m − 2). In this case we take as
points of S points Li ∩Z for i > q(n), plus some singular point of E. Now assume
e < r(m)−r(m−2)−q(m−2), say di = 1 for r(m)−r(m−2)−q(m)−e < i ≤ r(m)−
r(m− 2)− q(m− 2). Among the points of a good set for (s; d1, . . . , ds) we take the
points Li∩Z, r(m)−r(m−2)−q(m)−e < i ≤ r(m)−r(m−2)−q(m−2). To complete
the good set it is sufficient to find a good set S′ ⊆ Sing(E) for (s− e; d1, . . . , ds−e).
We take a good ordering, sayD1, . . . , Dx, x = deg(E), of the irreducible components
of the bamboo E and mark as green the points of Z∩(Q\L1∪· · ·Lq(m−2)). We label
the green points with an order compatible with the ordering of the components of
E. Thus Di has 0 green points if either Di = Lj for some j or it meets two lines Lj
and Lh, one green points if it meets exactly one line Lj and two green points if it
meets no line Lj. We take as Lq(m−2)+1 the only element of |OQ(1, 0)| containing
the first green point, Lq(m−2)+2 the only element of |OQ(1, 0)| containing the secong
green point, and so on until, say after Lq(m−2)+1, . . . , Lq(m−2)+1, the part of the
bamboo E containing Lq(m−2)+1, . . . , Lq(m−2)+1 consists of d1 lines. We take a
mark at the next singular point of E and continue with d2, . . . , ds to get a good set
for (s; d1, . . . ; ds). 
Lemma 7. Fix an integer m ≥ 7 such that m ≡ 1, 3 (mod 6) and fix positive
integers s, di, 1 ≤ i ≤ s, such that d1 + · · · + ds = r(m) − 1. Then there exists a
pair (Y, S), where Y is a degree r(m) − 1 tree, S ⊂ Sing(Y ) is a good set of nodes
for (s; d1, . . . , ds), h
1(IY (m)) = 0 and h0(IY (m)) = q(m) +m.
Proof. We take (Z,Q) satisfying B(m−4) and add r(m−2)−r(m−4) disjoint lines
of Q, q(m−4) the good secants of Q for Z and the other ones meeting Z at a unique
point. Then we deform the tree Y ′ obtained in this way to a general tree Y ′′ with the
same type and transversal to Q. Then inside Q we add r(m)− r(m−2)−1 disjoint
lines, each of them meeting Y ′′ at a unique point. We get a tree Y . As in [5] we first
prove that h1(IY ′(m−2)) = 0 and then h1(IY (m)) = 0 and h0(IY (m)) = q(m)+m.
In the first (resp. second) step we attach the lines to Z (resp. Y ′′) in such a way
that the tree Y has a good sets of nodes for (s; d1, . . . , ds). 
Lemma 8. Fix integers s ≥ 1, di > 0 and gi ≥ 0, 1 ≤ i ≤ s, such that di > 0
for all i and di ≥ gi + 3 if gi > 0. For all i < j assume gi ≥ gj and di ≥ dj if
gi = gj. Take a general Y ∈ Z(3; s; d1, g1; . . . ; ds, gs). Set e := 20 −
∑s
i=1(3di +
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1− gi). We have h0(IY (4)) = max{0, e} and h1(IY (3)) = max{0,−e} if and only
if (s; d1, g1; . . . ; ds, gs) is not in one of these exceptional cases:
(1) gi = 0 for all i, and (s; d1, . . . , ds) ∈ {(2; 4, 2), (3; 2, 2, 2)};
(2) s = 2, g1 = 3, d1 = 6, d2 = 1, g2 = 0;
(3) s = 2, 1 ≤ g1 ≤ 2, d1 = 5, g2 = 0, d2 = 1;
(4) s = 3, d1 = 5, g1 = 2, g2 = g3 = 0, d1 = d2 = 1;
(5) s = 2, d1 = 4, g1 = 1, g2 = 0 and d2 = 1;
(6) s = 3, d1 = 4, g1 = 1, g2 = g3 = 0 and d2 = d3 = 1.
Proof. We have
(
6
3
)
= 20.
The case s = 1 of both assertions is a very particular case of the maximal rank
conjecture for non-special space curves ([9]). Case (2) of both assertions follows
from [5]. Thus from now on we assume s ≥ 2 and g1 > 0. Thus d1 ≥ g1 + 3.
In some of the steps we will give other restrictions on H or Q.
In steps (a), (b), (c), (d) and (e) we assume
∑
i(3di + 1 − gi) ≤ 20 and see if
h1(IY (3)) = 0.
(a) Assume s = 2, g1 = 3, d1 = 6, d2 = 1, g2 = 0. Take as Y1 a general
smooth curve of degree 6 and genus 3 and Y2 a general line of H . The scheme
Y ∩H is the union of a line Y2 and 6 points of H \ Y1 contained in no conic. Thus
hi(H, IY ∩H,H(3)) = 0, i = 0, 1. We have h
i(IY2(2)) = 0, i = 0, 1. Use the residual
exact sequence of H .
(b) Assume s = 2, 1 ≤ g1 ≤ 2, d1 = 5, g2 = 0, 1 ≤ d2 ≤ 2. We take a
smooth plane curve Y2 ⊂ H . We take as Y1 a general smooth curve of degree 5
and genus g1. We have h
1(IY1(2)) = 0 ([9]). Since Y1 ∩H is the union of 5 points
of H \ Y2, no 3 of them collinear, we have h1(H, IY ∩H,H(3)) = 0. Use the residual
exact sequence of H .
(c) Assume s = 3, d1 = 5, g1 = 2, g2 = g3 = 0, d1 = d2 = 1. Let Y1 ⊂ P3 be
a general smooth curve of degree 5 and genus 2. Let T ⊂ H be a reducible conic
whose singular point is a general point, o, of H . Since h1(IY1(2)) = 0 ([9]), we have
h0(IY1(2)) = 1. Since o is a general point of a plane H and we may take H general
after fixing Y1, we have h
i(IY1∪{o}(2)) = 0, i = 0, 1. Let v ⊂ P
3 be a general arrow
of P3 with o as its reduction. The curve T ∪ v is a flat limit of a family of pairwise
disjoint lines ([16]). Set X := Y1 ∪ T ∪ v ∈ Z
′(3; 3; 5, 2; 1, 1; 1, 1) (Remark 9). We
have X ∩ H = T ∪ (Y1 ∩ H) and hence hi(H, IX∩H,H(3)) = 0, i = 0, 1. Use that
ResH(X) = Y1 ∪ {o} and the residual exact sequence of H .
(d) Assume s = 3, d1 = 4, g1 = 1, g2 = g3 = 0 and d2 = d3 = 1. Let Y1 ⊂ P3
be a general smooth curve of degree 4 and genus 1. We have hi(IY1(1)) = 0, i = 0, 1,
and Y1∩Q are 8 points ofQ which are the complete intersection of 2 general elements
of |OQ(2, 2)|. Thus h0(Q, IY1∩Q,Q(3, 1)) = 0 and hence h
1(Q, IY1∩Q,Q(3, 1)) = 0.
Take Y2, Y3 ∈ |OQ(0, 1)| such that Y2 6= Y3 and Y2 ∪ Y3 contains no point of
Y1 ∩ Q. Set Y := Y1 ∪ Y2 ∪ Y3. We have Y ∩ Q = Y2 ∪ Y3 ∪ (Y1 ∩ Q) and hence
h0(Q, IY ∩Q,Q(3, 3)) = h0(Q, IY1∩Q,Q(3, 1)) = 0. Thus h
1(Q, IY ∩Q,Q(3, 3)) = 0.
The residual exact sequence of Y gives hi(IY (3)) = 0, i = 0, 1.
(e) Assume s = 2, d1 = 4, g1 = 1, g2 = 0 and d2. This curve Y is the union
of 2 of the connected components of the curve Y ′ described in step (d). Since
h1(IY ′(3)) = 0, we have h1(IY (3)) = 0.
(f) Now we prove the assertion concerning h0(IY (3)). If e = 0, we are
in the case (2; 5, 2; 1, 0; 1, 0) considered in step (c). See Example 2 for the case
(3; 2; 4, 1; 2, 0). The other exceptional cases have gi = 0 for all i ([5] or Remark
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14). Now assume g1 > 0 and e ≤ −2. If (s; d1 − 1, g1 − 1; d2, g2; . . . ; ds, gs) (which
has e′ := e + 2) is not an exceptional case, then adding any secant line of the
component curve Y ′1 of the curve Y
′ for (s; d1 − 1, g1 − 1; d2, g2; . . . ; ds, gs) shows
that (s; d1 − 1, g1 − 1; d2, g2; . . . ; ds, gs) is not an exceptional case. Since a general
p ∈ P3 is contained in a secant line of Y ′1 , we see that even if Y
′ is exceptional, but
h0(IY ′(3)) = 1, then (s; d1 − 1, g1 − 1; d2, g2; . . . ; ds, gs). 
Example 2. Take a general Y = Y1 ∪ Y2 ∈ Z(3; 2; 4, 1; 2, 0). We claim that
h1(IY (3)) = 1 and h0(IY (3)) = 2 and hence that Y has not maximal rank. Since
h0(OY (3)) = 19, to prove the claim it is sufficient to prove that h0(IY (3)) = 2. Let
H be the plane spanned by Y2. Since Y1 is the complete intersection of two quadric
surfaces, it is obvious that h0(IY (3)) ≥ 2 and that equality holds if and only if
every cubic surface containing Y has H as one of its irreducible components. Since
Y1 is general, Y1∩H is formed by 4 non-collinear points. Thus h0(H, IY ∩H,H(3)) =
h0(H, IY1∩H,H(1)) = 0. Hence H is in the base locus of |IY (3)|.
Example 3. Let Y = Y1 ∪ Y2 ⊂ P3 be a general union of a smooth curve Y1 of
degree 5 and genus 2 and an elliptic curve Y2 of degree 4. We claim that
h0(IY (4)) = h
1(IY (4)) = 2
and hence Y as not maximal rank. We have χ(OY (4)) = 35 and hence h0(IY (4)) =
h1(IY (4)). Since h
0(OY1(2)) = 9 < h
0(OP3(2)), Y1 is contained in a quadric
Q, obviously irreducible. Since deg(Y1) > 4, Bezout give {Q} = |IY1(2)|. Since
h0(IY2(2)) = 2, using reducible quartics we get h
0(IY (4)) ≥ 2. To conclude the
proof of the claim it is sufficient to prove that each W ∈ |IY (4)| has Q as one of its
irreducible components, i.e. it is sufficient to prove that h0(Q, IY1∪(Y2∩Q)(4)) = 0.
By the semicontinuity theorem for cohomology it is sufficient to prove it when
Y1 is general and in particular we may assume that Q is a smooth quadric sur-
face. Up to renaming the two rulings of Q we have Y1 ∈ |OQ(3, 2)|. Thus it is
sufficient to prove that h0(Q, IY2∩Q(1, 2)) = 0 for a general Y2, which is obvious,
because we may fix a smooth D ∈ |OQ(2, 2)| (thus D is an elliptic curve and
h0(Q, ID(1, 2)) = h0(Q,OQ(−1, 0)) = 0) and take as Y2 ∩Q 8 points of D.
Example 4. Let Y = Y1 ∪ Y2 ⊂ P3 be a general union of two smooth curves of
degree 4 and genus 1. We claim that h1(IY (4)) = 1 and h0(IY (3)) = 4. Since
χ(OY (3)) = 32, it is sufficient to prove that h0(IY (4)) = 4. We only prove the
inequality h0(IY (4)) ≥ 4, because the opposite inequality follows as in the proof of
Example 2. Assume h0(IY (4)) ≤ 3, i.e. assume that |IY (4)| is a projective space of
dimension ≤ 2. This is impossible because a subset B of it (isomorphic to P1× P1)
is formed by the quartic surfaces Q1 ∪ Q2 with Qi ∈ |IYi(2)| and b isomorphic to
P1 × P1.
Example 5. Let Y = Y1 ∪ Y∪Y3 be a general element of Z(3; 3; 4, 1; 2, 0; 2, 0).
Claim: We have h0(IY (4)) = 2, h1(IY (4)) = 1 and all elements of |IY (4)| are
union of a quadric containing Y1, the plane containing Y2 and the plane containing
Y3.
Proof of the Claim: Let H (resp. M) be the plane spanned by Y2 (resp. Y3).
Since χ(OY (4)) = 34, we have h1(IY (4)) = h0(IY (4)) − 1. Since h0(IY1(2)) = 2
and h0(IYi(1)) = 1, i = 0, 1, we have h
0(IY (4)) ≥ 2. Fix W ∈ |IY (4)|. To conclude
the proof of the claim it is sufficient to prove that H ∪M ⊂ W . Y ∩ H is the
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union of Y2, 2 general points Y3 ∩ H and 4 general points (Theorem 3). Thus
h0(H, IY ∪H(4)) = 0, i.e. H ⊂W . In the same way we get M ⊂W .
Lemma 9. Fix integers s ≥ 1, di > 0 and gi ≥ 0, 1 ≤ i ≤ s, such that di ≥
gi + 3 if gi > 0. For all i < j assume gi ≥ gj and di ≥ dj if gi = gj. Take a
general Y ∈ Z(3; s; d1, g1; . . . ; ds, gs). Set e = 35−
∑s
i=1(4di + 1− gi) and assume
e ≥ 0. We have h0(IY (4)) = max{e, 0} and h1(IY (4)) = max{0,−e} if and only if
(s; d1, g1; . . . ; ds, gs) is not in one of the following exceptional cases:
(1) gi = 0 for all i and either s = 2, d1 = 4 and d2 = 2 or s = 3 and
d1 = d2 = d3 = 2;
(2) s = 2 and (d1, g1, d2, g2) ∈ {(5, 2, 4, 1), (4, 1, 4, 1)}.
Proof. We have
(
7
3
)
= 35. By [5, 9] we may assume g1 > 0 and s ≥ 2. Thus
d1 ≥ g1 + 3. In some of the steps we may add some restrictions on H or Q.
(a) Assume s = 2, g1 > 0, d1 ≥ 3 + g1, g2 ≥ 0, d2 ≥ g2 + 3, (d1, g1, d2, g2) 6=
(5, 2, 4, 1) and (d1, g1, d2, g2) 6= (4, 1, 4, 1). Since di ≥ gi + 3 for all i, we get
3g1 + 3g2 ≤ 9 and hence g1 + g2 ≤ 3. Thus d1 + d2 ≤ 9 with equality allowed only
if g1 + g2 = 3 and hence d1 = g1 + 3 and d2 = g1 + 3.
(a1) Assume g1 + g2 = 3 and hence di = gi + 3 for all i with (g1, g2) 6= (2, 1).
Thus g1 = 3 and g2 = 0. Take as Y2 a smooth Y2 ∈ |OQ(2, 1)|. Let Y1 ⊂ P3
be a general smooth curve of degree 6 and genus 3. We have hi(IY2(2)) = 0,
i = 0, 1. Set Y := Y1 ∪ Y2. The residual exact sequence of Q show that to prove
hi(IY (4)) = 0, i = 0, 1, it is sufficient to prove hi(Q, I(Y1∩Q)∪Y2(4, 4)) = 0, i.e.
hi(Q, IY1∩Q,Q(2, 3)) = 0. This is true, because h
1(NY1(−2)) = 0 (Remark 15).
(a2) Assume g1 = 2 and g2 = 0. We have 4d1 + 4d2 ≤ 35, i.e. d1 + d2 ≤ 8.
Since di ≥ gi+3 for all i, we get d1 = 5 and d2 = 3. Note that e = 3. Fix a plane H .
Fix a general Y1 ∪ L ⊂ P3, where Y1 ⊂ P3 is a smooth curve of degree 5 and genus
2 and L is a line. By Lemma 1 we have h1(IY1∪L(3)) = 0. Since h
1(NY1(−1)) = 0,
we have h1(H, IY1∩H(2)) = 0. Take a general smooth conic D ⊂ H containing
L∩D. By Remark 15 and the semicontinuity theorem it is sufficient to prove that
h1(IY1∪D∪L(4)) = 0. Use the residual exact sequence of H .
(a3) Assume g1 = 1 and g2 = 0. We have 4d1 + 4d2 ≤ 34 and hence 7 ≤
d1 + d2 ≤ 8. Thus 4 ≤ d1 ≤ 5. We have e = 2 + (8 − d1 − d2). Assume
(d1, d2) = (5, 3). Fix a smooth Y2 ∈ |OQ(2, 1)| and then take a general Y1 with
Y = Y1 ∪ Y2 ∈ Z(3; 2; 5, 1; 3, 0). We have hi(IY1(2)) = 0, i = 0, 1 ([9]). Using the
residual exact sequence of Q we see that it is sufficient to prove h1(Q, IY ∩Q(4, 4)) =
0, i.e. h1(Q, IY1∩Q(2, 3)) = 0. Since h
0(IY1(2)) = 1, Y1 ∩ Q is the intersection
of D with another D′ ∈ |OQ(2, 2)|. Since h1(Q,OQ(0, 1)) = 0, the restriction
map H0(OQ(2, 3)) −→ H0(OD(2, 3)) is surjective. Thus it is sufficient to prove
h1(D, IY1∩Q(2, 3)) = 0. This is true, becauseD is an elliptic curve, deg(OD(2, 3)) =
10, #(Y1 ∩Q) = 10, and Y1 ∩ Q may be taken as 10 general points of Q (Remark
15) and h0(IA(2, 2)) = 2 for a general A ⊂ D with cardinality 10.
Assume (d1, d2) = (4, 4). Take a general Y = Y1 ∪ Y2 ∈ Z(3; 2; 4, 1; 4, 0). We
have h1(IY2(2) = 0. Take a smooth quadric Q ⊃ Y1 with Y1 ∈ |OQ(2, 2)|. Us-
ing the residual exact sequence of Q we see that it is sufficient to prove that
h1(Q, IY ∩Q(4, 4)) = 0, i.e. h1(Q, IY2∩Q(2, 2)) = 0. This is true, because we may
take as Y2 ∩Q 8 general points of Q (Remark 15).
The case (d1, d2) = (4, 3) is done as the previous one.
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(b) Assume s ≥ 2, g1 > 0, gi = 0 and 1 ≤ di ≤ 2 for all i > 1. We only do
all cases with 0 ≤ e ≤ 4, because the other ones follows from the case done either
taking some of its connected components or taking a line instead of a conic.
(b1) Assume g1 = 3 and d1 = 6. Thus h
i(IY1(2)) = 0, i = 0, 1, and 4d1 + 1−
g1 = 22. We have either s = 2, d2 = 2 with e = 4 or s = 3 and d2 = d3 = 1 with
e = 3. Let Q be a general quadric. The set Y1 ∩ Q is a general union of 12 points
of Q (Remark 15). If s = 2 (resp. s = 3) we add a general Y2 ∈ |OQ(1, 1)| (resp.
general Y2, Y3 ∈ |OQ(1, 0)|). Then we apply the residual exact sequence of Q.
(b2) Assume g1 = 5. Since s ≥ 2, we have s = 2, d1 = 8, d2 = 1 and hence
e = 2. A general Y1 satisfies h
i(IY1(3)) = 0, i = 0, 1 ([9]) and Y1 ∩ H is a general
union of 8 points (Remark 3). We add a general line Y2 ⊂ H and use the residual
exact sequence of H .
(b3) Assume d1 ≥ 8 and (d1, g1) 6= (8, 5). Since s ≥ 2 and d1 ≥ g1 + 3, we
have s = 2, d2 = 1, d1 = 8 and 3 ≤ g1 ≤ 4. Thus e = g1 − 3. Take a general
smooth curve E ⊂ P3 with degree 6 and genus 3. We have hi(IE(2)) = 0, i = 0, 1.
First assume g1 = 3. We take a general quadric Q. Thus E ∩ Q is formed by 12
general points (Remark 15). Inside Q we add 3 elements of |OQ(1, 0)|, exactly two
of them containing a point of E ∩ Q. Note hat h0(OQ(1, 4)) = 10. We apply the
residual exact sequence of Q and then use the smoothing of the union of E and
the two lines intersecting it. Now assume g1 = 4. Fix a general smooth curve F
of degree 5 and genus 2 and a general line Y2. We have h
1(IF∪Y2(3)) = 0 (Lemma
1) and hence h0(IF∪L(3)) = 1. Take a general plane H . We take a smooth conic
C ⊂ H containing 3 points of E ∩ H and no other point of F ∪ L. For a general
L the 3 points (F ∪ L) ∩ (H \ C) are not collinear and hence hi(H, IC∪F∪L(4)) =
hi(H, I(F∪L)∩(H\C(1)) = 0, i = 0, 1. Apply the residual exact sequence of H and
then smooth F ∪ C.
(b4) Assume d1 = 7 and g1 = 4. Thus either s = 3, d2 = d3 = 1 and e = 0
or s = 2, d2 = 2 and e = 1 (assuming as always e ≤ 4). First assume s = 3.
Let A ⊂ P3 be a general curve of degree 6 and genus 3. Thus hi(IA(2)) = 0,
i = 0, 1. Fix a general secant line L of A and take a general quadric surface Q ⊃ L.
Call |OQ(1, 0)| the ruling of Q containing L. Take general R,R′ ∈ |OQ(1, 0)|.
Since A ∪ L ∈ Z(3; 1; 7, 4), it is sufficient to prove that hi(IA∪L∪R∪R′(4)) = 0,
i = 0, 1. The residual exact sequence of Q shows that it is sufficient to prove
hi(Q, IQ∩(A∪L∪R∪R′)(4)) = 0, i = 0, 1, i.e. h
i(Q, IA∩(Q\L)(1, 4)) = 0. This is
not an immediate consequence of Remark 15, because Q ⊃ L and hence Q is
not general. We degenerate A to the following nodal curve A′ such that L is a
line intersecting transversally A′ at exactly 2 points with dimA′ ∩ Q = 0. Thus
it would be sufficient to prove h1(Q, IA′∩(Q\L(1, 4)) = 0. Set {o, o
′} := A ∩ L.
Take a general line M (resp. M ′) through o (resp. o′). Thus M ∩M ′ = ∅ and
L∩ (R ∪R′) = {o, o′} (scheme-theoretically). We call A′ the union of M ∪M ′ and
4 sufficiently general general lines L1, L2, L3 and L4 intersecting both M and M
′
(we need Li ∩ (R ∪ R′) = ∅ for all i). Remark 8 gives A′ ∈ Z ′(3; 1; 6, 3). Fix a
general line M ′′ ⊂ P3. There is a unique Q′ ∈ |OP3(2)| containing M ∪M ′ ∪M ′′,
Q′ is a smooth and E := Q ∩ Q′ is a smooth element of |OQ(2, 2)|. Hence E is an
elliptic curve. We take as L− 1, L2, L3 and L4 general lines intersecting each line
M , M ′ and M ′′. We get 8 points of E \E ∩ (R∪E′). As in step (b8) below we see
that OE(1, 0) ≇ OE(0, 1) and that these 8 points impose independent condition to
OE(1, 3)| and to |OQ(1, 3)|.
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Now assume s = 2. Fix a general secant line L of A and take a general plane M
containing L, a general plane H and a general conic D ⊂ H . Since D ∩M are two
general points of H ∩M , we have L ∩D = ∅. Thus A ∪ L ∪D ∈ Z ′(3; 2; 7, 4; 2, 0).
Thus it is sufficient to prove that h0(IA∪L∪D(4)) = 1. Fix a general p ∈ M . It is
sufficient to prove that h0(IA∪L∪D∪{p}(4)) = 0. Since h
0(IA(2)) = 0, it is sufficient
to prove that every G ∈ |IA∪L∪D∪{p}(4)| contains H ∪M . Since G contains D and
A∩H and A∩H are 6 general points of H , G contains H . Thus G contains the line
H ∩M 6= L. Since G contains L, H ∩M , p and the 4 general points A ∩ (M \ L),
it contains M .
(b5) Assume d1 = 7 and 1 ≤ g1 ≤ 3. Thus s = 2 and either g1 = 3, d2 = 2
and e = 0 or d2 = 1 and e = g1 + 1.
First assume d2 = 1 and g1 ≥ 2. Fix a line Y2 ⊂ H . Let Y1 ⊂ P3 be a
general curve of degree 7 and genus g1. Since g1 ≥ 2, [9] gives h1(IY1 (3)) = 0.
For a general Y1 we have Y1 ∩ Y2. By Theorem 2 Y1 ∩ H is a general subset
of H with cardinality 7. Thus h1(H, IY ∩H(4)) = h1(H, IY1∩H(3)) = 0. Now
assume g1 = 1. Let A ⊂ P3 be a general smooth curve of degree 5 and genus
1. Thus hi(IA(2)) = 0, i = 0, 1 ([9]) and A ∩ Q is a general subset of Q with
cardinality 10. Take 3 distinct elements R,R,R′ ∈ |OQ(1, 0)| such that R and R′
contain a point of A ∩ Q. Since A ∪ R ∪ R′ ∈ Z ′(3; 1; 7, 1), by semicontinuity it
is sufficient to prove h1(IA∪R∪R(4)) = 0. Since h1(IA(2)) = 0, the residual exact
sequence of Q shows that it sufficient to prove h1(Q, I(A∪R∪R′∪R′′)∩Q(4, 4)) = 0,
i.e. h1(Q, IA∩(Q\(R∪R′))(1, 4)) = 0, which is true, because A ∩ (Q \ (R ∪ R
′)) is a
general subset of Q with cardinality 8.
Now assume d2 = 2 and hence g3 = 3. Fix a general A ∈ Z(3; 1; 6, 3). Thus
hi(IA(2)) = 0, i = 0, 1. Fix a general line L containing a point of A. Repeat
the proof of the case s = 2 of step (e4) to get h0(IA∪L∪D(4)) = 0 and hence
h1(IA∪L∪D(4)) = 0.
(b6) Assume d1 = 6 and hence 1 ≤ g1 ≤ 3. Since di ≤ 2 for all i and we
assumed e ≤ 4 we have s ≥ 3. Since 4d1 + 1 − g1 + 3 · 5 > 35, we have s = 3
and d2 = d3 = 1. Thus e = 1 + g1. Fix the plane H and then take a general
Y1 ∈ Z(3; 1; 6, g1). By Theorem 3 Y1 ∩H is a general subset of H with cardinality
Let o be a general element of H . We have h1(IY1 (3)) = 0, h
0(IY1(3)) > 0 and
h0(IY1(2)) = 0 ([9]). Since o is general in H , we get h
1(IY1∪{o}(3)) = 0. Let
L,L′ ⊂ H two lines of H through o and disjoint from Y1 ∩ H . Let v ⊂ P3 be a
general arrow of P3 with o as its reduction. Since W := R∪R′ ∪ v is a flat limit of
a family of skew lines ([16]), it is sufficient to prove that h1(IA∪W (4)) = 0. Since
ResH(A∪W ) = A∪{o}, the residual exact sequence of H shows that it is sufficient
to observe that h1(H, I(A∪W )∩H(4)) = h
1(H, IA∩H(2)) = 0.
(b7) Assume d1 = 5 and hence 1 ≤ g1 ≤ 2. Either s = 3 and (d2, d3) = (2, 1)
with e = g1 or s = 4, d2 = d3 = d4 = 1 and e = g1 − 1.
(b7.1) Assume s = 3. Take a general Y = Y1 ∪ Y2 ∪ Y3 and call H the plane
containing Y2. By Lemma 1 we have h
1(IY1∪Y3(3)) = 0 and hence h
0(IY1∪Y3(3)) =
g1. Thus it is sufficient to prove that any G ∈ |IY (4)| has H as a component. Thus
it is sufficient to observe that h0(I(Y1∪Y3)∩H(2)) = 0, because no 4 points of Y1 ∩H
are collinear and Y3 ∩H is a general point of H .
(b7.2) Assume s = 4. Fix a general Y = Y1 ∪ Y2 ∪ Y3 ∪ Y4 and call Q the only
quadric containing Y2 ∪ Y3 ∪Y4. Since χ(OY (4)) = 36− g1 and h0(IY1(2)) = g1− 1
([9]), it is sufficient to prove that any G ∈ |IY (4)| has Q as a component. G ∩ Q
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contains Y2∪Y3∪Y4∪(Y1∩Q). Thus it is sufficient to prove h0(Q, IY1∩Q(4, 1)) = 0.
If g1 = 1 it is sufficient to use Remark 15. Now assume g1 = 2. Let Q
′ be the only
quadric containing Y1. For a general Y1 Q
′ is smooth, say with Y1 ∈ |OQ′(3, 2)|. Q′
is a component of G, because A := Q′ ∩ (Y2 ∪ Y3 ∪ Y4) are 6 general points of Q′
and hence h0(Q′, IA(1, 2)) = 0.
(b8) Assume d1 = 4 and hence g1 = 1. Either s = 3, d2 = d3 = 2 (but
we excluded this case) or s = 4, d1 = 2, d2 = d3 = 1 and e = 0. Take s = 4.
Let Y1 ⊂ P3 be a smooth curve of degree 4 and genus 1. Fix two general points
o, o′ ∈ P3 \ Y1. We have hi(IY1∪{o,o′}(2)) = 0, i = 0, 1. Let v, v
′ general arrows of
P3 with o and o′ as their reduction. Let Q ⊂ P3 be a general quadric containing
{o, o′}. Q is smooth and the line spanned by {o, o′} is not contained in Q. Take
a general D ∈ |OQ(1, 1)| containing {o, o′}. Y2 is a smooth conic. Call R (resp.
R′) the element of |OQ(1, 0)| containing o (resp. o′). Since OQ(1, 0) · OQ(1, 0) =
0 and OQ(1, 0) · OQ(1, 1) = 1 (intersection numbers), we have R ∩ R′ = ∅ and
D ∪ R ∪ R′ is nodal with {o, o′} as its singular locus. For general o, o′ and D
we have Y1 ∩ (D ∪ R ∪ R′) = ∅. Set W := Y1 ∪ D ∪ R ∪ R′ ∪ v ∪ v′. Since
D ∪ R ∪ R′ ∪ v ∪ v′ ∈ Z ′(3; 3; 2, 0; 1, 0; 1, 0), by semicontinuity it is sufficient to
prove that hi(IW (4)) = 0, i = 0, 1. Since ResQ(W ) = Y1 ∪ {o, o
′}, the residual
exact sequence of Q shows that it is sufficient to prove that hi(Q, IW∩Q(4, 4)) = 0,
i.e. hi(Q, IY1∩Q(1, 3)) = 0, i = 0, 1. By Remark 15 we may assume that Y1 ∩ Q
is an element of |OE(2, 2)|, where E is a general element of |OQ(2, 2)|. E is an
elliptic curve. Since deg(OE(1, 3)) = 10 = #(Y1 ∩ Q), it is sufficient to prove
that OD(2, 2) ≇ OD(1, 3), i.e. OE(1, 0) ≇ OE(0, 1). This is true for the following
reason. Q ∼= P1 × P1 and any embedding j : E −→ P1 × P1 is obtained fixing
two non-isomorphic degree 2 line bundles L1 and L2 and using |L1| to get the first
component of j and |L2| to get the second component of j. Since j∗(OQ(1, 0)) ∼= L1
and j∗(OQ(0, 1)) ∼= L2, we have Oj(E)(1, 0) ≇ Oj(E)(0, 1). 
Examples 2, 3, 4 5 show that the omitted case in Lemmas 8 and 9 are exceptional
cases.
5. n = 4
This is the hardest part, because it is the starting case for the inductive proof
on the dimension of the projective space. We take a hyperplane H ⊂ P4 and we
need to the results on space curves listed or proved in section 4.
Remark 16. Fix integers d, g in the Brill-Noether range for P4, i.e. take (d, g) ∈ N2
such that 5d ≥ 4g+20 and let Z(d, g) denote the irreducible component of Hilb(P4)
containing the curves with general moduli. Let H ⊂ P4 be a hyperplane. By [28,
Corollary 2] for a general S ⊂ H with #S = d there is a smooth X ∈ Z(d, g) such
that X ∩H = S. In the range d ≥ g + 4 it is sufficient to quote [4]. If g = 0, this
is obviously the same even when d ≤ 3.
Notation 1. Fix (a, q, g, d) ∈ N4 with (4; d, g) admissible (i.e. either g = 0 and
d > 0 or g > 0 and d ≥ max{2g − 1, g + 4}) and either (a, q) = (0, 0) or (a, q)
admissible (i.e. either q = 0 and a > 0 or g > 0 and a ≥ max{2q − 1, q + 4}. We
say that (0, 0) ≺ (d, g) if and only if g = 0. Now assume (a, q) 6= (0, 0). We say
that (a, q) ≺ (d, g) if and only if g ≥ q, a ≥ g− q+1 and d−a ≥ 2(g− q), except in
the case d− a = 2 in which we require that either a ≥ 4 and 0 ≤ g− q ≤ 2 or a ≥ 3
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and 0 ≤ g − q ≤ 1. We say that (a, q) ≤ (d, g) if and only if either (a, q) ≺ (d, g) or
(a, q) = (0, 0).
Note that always (0, 0) ≤ (d, g), while (0, 0) ≺ (d, g) if and only if g = 0.
Notation 2. Let ε = (4; s; d1, g1; . . . ; ds, gs) be an admissible numerical set and let
η = (4; s; a1, q1; . . . ; as, qs) be a generalized numerical set. We say that η ≺ ε if and
only if (ai, qi) ≺ (di, gi) for all i. We say that η ≤ ε if and only if either η ≺ ε or
there is i ∈ {1, . . . , s} such that (aj , qj) = (dj , gj) for all j 6= i and (ai, qi) = (0, 0).
The relation ≺ is not a partial ordering. For instance, (1, 0) ≺ (4, 0) ≺ (5, 1), but
(1, 0) ⊀ (5, 1). Thus the relation ≤ is not a partial ordering. Let A be a finite set
of admissible generalized numerical sets. We say that ε ∈ A is maximal among the
elements of A for ≺ (resp. ≤) if there is no η ∈ A \ {ε} with ε ≺ η (resp. ε ≤ η).
In the next observation we explain the geometrical interpretation of ≺ and ≤.
Let Y ⊂ H be a general smooth curve of degree a and genus q
Remark 17. Fix (a, q, d, g) ∈ N4 such that (a, q) ≺ (d, g). Let Y ⊂ P4 be a
general smooth curve of degree a and genus q with the convention Y = ∅ if a = 0
(and hence q = 0). If (a, q) = 0 we have g = 0 and we call T ⊂ H a general
smooth rational curve of degree d. Now assume (a, q) 6= (0, 0). By Theorem 4 and
Remark 4 the set Y ∩ H is a general union of a points. Assume for the moment
(d − a, g − q) 6= (2, 3). In these cases there is a smooth rational curve T ⊂ H
containing exactly min{2(d−a), 1+g−q} points (Remarks 3 and 4). Thus Y ∪T is
a nodal curve of degree d and arithmetic genus g. By Remark 8 Y ∪T is smoothable.
Now assume d − a = 2 and g − q = 3. In this case we take as T either the union
of 2 disjoint lines, each of them containing 2 points of Y ∩ H (for this we need
#Y ∩ H ≥ 4) or a smooth conic containg 3 points of Y ∩ H . Thus Y ∪ T is a
smoothable nodal curve of degree d and arithmetic genus g (Remark 8).
In all cases by [9] the curve T has maximal rank in H and hence we may control
the Hilbert function of (Y ∩H) ∪ T , because (Y ∩H) \ (Y ∩ T ) may be considered
a general subset of H with cardinality a−#(Y ∩ T )
Now we explain the geometric interpretation of ≺ and ≤ if s > 1.
Remark 18. Fix a general Y = Y1 ∪ · · · ∪ Ys ∈ Z(4; s; d1, g1; · · · ; ds, gs) with Y
smooth and connected of degree di and genus gi.
First assume η ≺ ε. Call Ti the curve called T in Remark 17 for the pair
(ai, qi), (di, gi)) and set T := T1 ∪ · · · ∪ Ts. Thus Yi ∪ Ti is a nodal element of
Z ′(4; 1; di, gi). We may find Ti such that Ti ∩ Yj = Ti ∩ Tj for all i 6= j. Thus
Y ∪ T ∈ Z ′(4; s; d1, g1; . . . ; ds, gs). We may control the postulation of T ⊂ H using
[9] and the postulation of Y ∩H using Theorem 4 and Remark 4. We will control the
postulation of Y by an inductive argument. Thus using the residual exact sequence
of H we will be able to control the postulation of Y ∪ T .
Now assume η ≤ ε, but η ⊀ ε. Fix i ∈ {1, . . . , s} such that (aj , qj) = (dj , qj) for
all j 6= i. For j 6= i set Tj = ∅. Let Ti ⊂ H be the curve described in Remark ??
for (ai, qi, di, gi). We may find Ti such that Ti ∩ Yj = ∅ for all j 6= i. Set T := Ti,
i.e. set T := T1 ∪ · · · ∪ Ts. We have Y ∪ T ∈ Z ′(4; s; d1, g1; . . . ; ds, gs). We control
the postulation of T ⊂ H using [9].
Remark 19. Fix an integer k ≥ 3 and an admissible (d, g) ∈ N2\{(0, 0)}, i.e. either
g = 0 and d > 0 or d ≥ max{2g−1, g+4}. We take an admissible (a, q) ∈ N2\(0, 0)
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such that (a, q) ≺ (d, g) and the ratio (kd+ 1− g)/((k− 1)a+1− q) is high (often
as high as possible).
(a) Assume g = 0 and hence q = 0. In this case we take a = 1 and get (kd+1)/k
which is (k + 1)/k if d = 1 and > 2 in all other cases. Thus in the applications
with numerical sets ε = (4; s; d1, g1; . . . ; ds, gs) with s ≥ 2 we take (0, 0) instead of
(1, 0) if (d, g) = (1, 0), except if (di, gi) = (1, 0) for all i = 1, . . . , s and in that case
we with take (a1, q1) = (1, 0) and (ai, qi) = 0 for all i. Set (4; s; a1, q1; . . . ; as, qs).
Note that wk(ε) = s(k + 1) and wk−1(η) = k < s(k + 1)/2.
(b) Assume 1 ≤ g ≤ 3. We take (a, q) = (g + 1, 0).. In this case we have
(kd+1−g)/((k−1)g+k) ≥ ((k−1)g+4k+1)/((k−1)g+k), which is 5k/(2k−1)
(resp. (6k − 1)/(3k − 2), resp. (7k − 2)/(4k − 3)) for g = 1 (resp. g = 2, resp.
g = 3). Thus in all cases (kd+ 1− g)/((k − 1)a+ 1− q) > 2.
(c) Assume g = 4 and hence d ≥ 8. We take (a, q) = (5, 1). We have
(kd− 3)/(5k − 5) ≥ (8k − 3)/(5k − 5) ≥ 8/5; if k = 6 we have (kd− 3)/(5k − 5) ≥
(8k − 3)/(5k − 5) = 9/5 > 5/3; if k = 5 we have (8k − 3)/(5k − 5) = 37/20 > 9/5.
(d) Assume g = 5 and hence d ≥ 9. We take (a, q) = (5, 1) and get (kd+ 1−
g)/((k − 1)a+ 1− q) ≥ (9k − 4)/(5k − 5) ≥ 9/5.
(e) Assume g = 6 and d ≥ 11. We take (a, q) = (6, 2) and get (kd+1−g)/((k−
1)a + 1 − q) ≥ (11k − 5)/(6k − 7) ≥ 11/6; if k = 5 we have (11k − 5)/(6k − 7) =
50/23 > 2.
(f) Assume g = 7 and hence d ≥ 13. We take (a, q) = (6, 2) and get (kd+ 1−
g)/((k − 1)a+ 1− q) ≥ (13k − 6)/(6k − 7) ≥ 13/6.
(g) Assume g = 8 and hence d ≥ 15. We take (a, q) = (7, 3) and get (kd+1−
g)/((k − 1)a+ 1− q) ≥ (15k − 7)/(7k − 9) ≥ 15/7.
(h) Assume g ≥ 9 and hence d ≥ 2g − 1. We take q = ⌊g/2⌋ and a = 2q − 1.
Note that a ≥ q + 4. We have (kd + 1 − g)/((k − 1)a+ 1 − q) ≥ (k(2g − 1) + 1 −
g)/((k− 1)(g+1)/2+ 1− (g+1)/2) = (k(4g− 2)+ 2− 2g)/(k(g− 1)+ 1− 2g)≥ 2.
(i) Summary: In all cases (except (d, g) = (1, 0), which we have explained in
case (a)) we always have (kd + 1 − g)/((k − 1)a+ 1 − q) ≥ 8/5. We will use that(
k+4
4
)
/
(
k+3
4
)
= (k + 4)/4 < 8/5 for all k ≥ 7. Assume k = 6; by step (c) in all
cases (kd + 1 − g)/((k − 1)a + 1 − q) ≥ (k + 4)/k = 5/3. Assume k = 5; in all
cases we have (kd+ 1− g)/((k − 1)a+ 1− q) ≥ 37/20 > 9/5, while 5 > 5/3, while
(k + 4)/k = 9/5.
Lemma 10. Let ε = (4; s; d1, g1; . . . ; ds, gs), s ≥ 2, be an admissible numerical
set with critical value k ≥ 5 for P4. Let F be the set of all admissible generalized
numerical sets η ≺ ε and with critical value < k.
(i) F 6= ∅.
(ii) Let η = (4; s; a1, q1; . . . ; as, qs) be a maximal element of F . Set a :=(
k−+3
4
)
−
∑′
((k − 1)ai + 1− qi). Then 0 ≤ a ≤ 2k − 4.
Proof. Assume F = ∅. By Lemma 1 it is sufficient to find η = (4; s; a1, q1; . . . ; as, qs) ≺
ε such that
∑′
((k−1)ai+1−qi) ≤
(
k+3
4
)
. If gi = 0 for some i we take (ai, qi) = (0, 0),
except the case g1 = · · · = gs = 0, where we take (a1, q1) = (1, 0) and (ai, qi) = (0, 0)
for all i > 1 (case (a) of Remark 19). In this case we have
∑′
(ai+1−qi) = k <
(
k+3
4
)
.
Now assume gi > 0. We take (ai, qi) as given by Remark 19 for the integer g := gi.
By part (e) of Remark 19 we have
∑′
(ai+ 1− qi) ≤
8
5 (
∑
i(kdi + 1− gi) ≤
(
k+4
4
)
if
k ≥ 7. For k = 6 (resp. k = 5) we use part (e) of Remark 19 to handle the only
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case (d, g) = (8, 4) (resp. the only cases (d, g) ∈ {(8, 4), (9, 5)}) in which we need a
better inequality.
Thus F 6= ∅. Since F is finite, it has at least one maximal element for ≺. Take
η and a as in part (ii). Assume a ≥ 2k + 1.
First assume gi = qi for some i and 0 < ai < di. In this case the generalized
numerical set τ = (4; s; b1, e1; . . . ; bs, es) with (bj , ej) = (aj , ej) and (bi, ei) = (ai +
1, ei) has critical value ≤ k − 1 and τ ≺ ε, a contradiction.
Now assume the existence of i ∈ {1, 2} such that (ai, qi) = (0, 0). By the defini-
tion of ≺ for n = 4 we have gi = 0, Hence we get a new admissible numerical set
≺ ε with critical value 2 using (1, 0) instead of (0, 0), contradicting the maximality
of η.
Now assume the existence of an index i such that 0 < qi < gi. By the definition
of admissibility we have ai ≥ qi + 4 and di − ai ≥ gi − qi. If gi = qi + 1 we may
substitute (ai, qi) with (ai+1, qi+1) and get a contradiction to the assumption on
a. The same works if gi ≥ qi+2, unless di = ai+3 and gi = qi+3. In this case we
substitute (ai, qi) with (ai + 2, qi + 2) and get a contradiction, because a ≥ 2k − 3.
Now assume the existence of i ∈ {1, 2} such that qi = 0 < gi. If ai ≥ 4 we
may repeat the proof of the previous case. Now assume ai ≤ 3. Since (ai, 0) has
ai attaching points, we have gi ≤ ai − 1. If gi = 1 we may use (ai + 1, 0), because
di ≥ 5 by the admissibility. If gi = 2 and hence ai = 3 and di ≥ 6 we may use
(ai+2, 1) instead of (ai, 0), giving a contradiction, because we assumed a ≥ 2k− 3.
Since η 6= ε, there is i ∈ {1, . . . , s} such that (ai, qi) ≺ (di, gi) and (ai, gi) 6=
(di, gi), while we obtained a contradiction for all possible (ai, qi) 6= (di, gi). 
Lemma 11. Theorem 1 is true for n = 4 and all admissible ε with critical value
3. Moreover, h0(IX(3)) = 0 for a general Z(τ) for any admissible τ with critical
value > 3.
Proof. With no loss of generality we may assume gi ≥ gj for all i < j and di ≥ dj
for all i < j such that gi = gj. By [11] we may assume gi > 0 for some i. Thus
g1 > 0. By [8] or [9] we may assume s ≥ 2.
We have
(
6
4
)
= 15,
(
7
4
)
= 35 and
(
6
3
)
= 20. Fix ε = (4; s; d1, g1; . . . ; gs) with
critical value 3. Lemma 3 gives h0(IX(2)) = 0. Thus to prove the lemma for ε it
is sufficient to prove that h1(IX(3)) = 0. Fix i ∈ {1, . . . , s} such that di ≥ gi + 4.
We have 3di + 1− gi ≥ 2g1 + 13. Since
(
7
4
)
= 35, either s = 2 or gi = 0 and di ≤ 3
for all i > 2.
(a) Assume s = 3 and g2 > 0. Thus g1 = g2 = 1, d1 = d2 = 5, g3 = 0 and
d3 = 1. Take a general Y = Y1 ∪Y2 ∈ Z(4; 2; 5, 1; 2, 0). Lemma 3 gives hi(IY (2)) =
0, i = 0, 1. Take T = T1 ∪ T2 ∈ Z(H ; 2; 3, 0; 1, 0) with the only restriction that
T1 contains the 2 points of H ∩ Y2. Note that Y ∪ T ∈ Z ′(4; 3; 5, 1; 5, 1; 1). We
obviously have h1(H, IT,H(3)) = 0 and h0(H, IT,H(3)) = 6. Since Y1 ∩ H are 5
general points of H , we have h1(H, I(Y ∩H)∪T (3)) = 0. The residual exact sequence
of H gives h1(IY ∪T (3)) = 0.
(b) Assume s = 2 and d2 ≥ 2. We start with Y = Y1 ∪ Y2 and we add
T = T1 ∪ T2 with deg(T1) = d1 − 5 and deg(T2) = d2 − 2, with the convention
Ti = ∅ if deg(Ti) = 0. We may cover in this way all (d1, g1, d2, g2).
(c) Assume s ≥ 2 and d2 = 1. Thus di = 1 for all i > 1. Take a general
W =W1∪W2 ∪W3 ∈ Z(4; 3; 4, 0; 1, 0; 1, 0). If 1 ≤ g1 ≤ 2 we add in H s− 2 general
line and a curve Z ⊂ H with deg(Z) = d1−4 and pa(W1∪Z) = g1. This is possible
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if (d1, g1) = (5, 1) (resp. (d1, g1) = (6, 2)) taking as Z the a line containing 2 points
of W1 ∩ H (resp. 2 disjoint lines, each of them containing 2 points of W1 ∩ H).
Taking instead of lines higher degree smooth rational curves we get all (d1, g1) with
1 ≤ g1 ≤ 2. If g1 ≥ 6 we start with a general E ∈ Z(4; 1; 10, 6) with hi(IE(2)) = 0,
i = 0, 1, and add in H a suitable curve with lines as connected components except
at most one. If 3 ≤ g1 ≤ 5 we start with a general F = F1 ∪ F2 ∈ Z(4; 2; 7, 3; 1, 0),
which satisfies hi(IY (2)) = 0, i = 0, 1.
(d) Fix η = (4; s; a1, q1; . . . ; as, qs) with critical value > 3. With no loss of
generality we may assume qi ≥ qj for all i < j and ai ≥ aj if i < j and qi = qj . By
[8, 11] we may assume a1 > 0 and s ≥ 2. Set η := (4; s; a1 − 1, q1 − 1; . . . as, qs).
Thus wk(η) = wk(η). If h
0(IT (3)) = 0 for a general T = T1 ∪ · · · ∪ Ts ∈ Z(η), then
h0(IT∪L(3)) = 0 for a general secant line L of T . Since T ∪L ∈ Z ′(τ) (Remark 8),
we get the lemma for ε by semicontinuity. Now assume h0(IT (3)) = 1, but assume
h0(IT∪L(3)) > 0. Thus the only element G of |IT (3)| contains the secant variety Σ
of T1. Since a1− 1 ≥ 4+ q1− 1 ≥ 0, T1 is non-degenerate. Since Σ is singular along
T!, we have deg(Σ) ≥ 3. Since s ≥ 2 and T2 is general, we get a contradiction.
Thus by the first part it is sufficient to test all τ with w3(η) ≤ 33. Such a τ has
w3(τ) = 35 and we tested it. 
Lemma 12. Theorem 1 is true for all ε with critical value 4 and h0(IX(4)) = 0
for a general Z(τ) for any τ with critical value > 3.
Proof. With no loss of generality we may assume gi ≥ gj for all i < j and di ≥ dj
for all i < j such that gi = gj. By [5] we may assume gi > 0 for some i. Thus
g1 > 0. By [11] we may assume s ≥ 2.
We have
(
7
4
)
=
(
7
3
)
= 35 and
(
8
4
)
= 70. We have
(
6
4
)
= 15,
(
7
4
)
= 35 and
(
6
3
)
= 20.
Fix ε = (4; s; d1, g1; . . . ; ds, gs) with critical value 4. Take a general X ∈ Z(ε).
Lemma 11 gives h0(IX(3)) = 0. Thus to prove the lemma for ε it is sufficient to
prove that h1(IX(4)) = 0.
For all generalized admissible numerical sets η and ϑ in P4 we write η ≪ ϑ if
η ≺ ϑ with the definition of ≺ given in Definition 1 for n ≥ 5, not the one given for
P4. With this definition the proofs Lemmas 14 and 16 work verbatim if we control
the Hilbert function of the added curve T ⊂ H . We only need the case k = 4 and
we use Lemma 9 in H . We need to justify that we never need one the 4 exceptional
cases. Since in each exceptional case, T , we have h1(H, IT,H(4)) ≤ 2 (Remark 14
and Examples 3, 4 and 5), it is sufficient to use that #Y ∩ (H \ T ) ≥ 3.
For η = (4; s; a1, q1; . . . ; as, qs) with critical value > 4 we may adapt the proof
just given or the one given in the proof of Lemma 11. 
Proof of Theorem 1 in P4. Let ε = (4; s; d1, g1; . . . ; ds, gs) be an admissible numer-
ical set and let k be the critical value of ε. By Remark 10 and Lemma 3 to prove
the theorem for ε we may assume k ≥ 3. By Lemmas 11 and 12 we may assume
k ≥ 5. Le X be a general element of Z(ε). We need to prove that h1(IX(k)) = 0
and that h0(IX(k − 1)) = 0.
(a) In this step we prove that h1(IX(k)) = 0. Set α :=
(
k+4
4
)
− wk(ε). By
the definition of critical value we have α ≥ 0. Let F be the set of all admissible
generalized sets η ≺ ε with critical value < k. By Lemma 10 F 6= ∅ and a maximal
η = (4; s; a1, q1; . . . ; as, qs) ∈ F satisfies 0 ≤ β :=
(
k+3
4
)
− wk−1(η) ≤ 2k − 2.
The case α ≥ β is done as in step (a1) of the proof of Theorem 1 for n > 4
given in the last section. Now assume β < α. Instead of T we first take a tree
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J with the same degree and e := max{β − α, s − 1} good set of nodes, S. Since
#S ≤ a1 + · · · + as, we may assume that S are general in H . Take S′ ⊆ S with
#S′ = β−α. For each p ∈ S′ let vp be a general arrow of P4 with p as its reduction.
Set Z := ∪p∈S′vp. Since each vp is general among the arrows of P4 with p as its
reduction, Z ∩ H = S′ and ResH(Z) = S
′. By Remark 9 the curve J ∪ Z is a
flat limits of a family of β − α+ 1 disjoint rational curves with prescribed degrees.
Note that (J ∪Z) ∩H = J (scheme-theoretically) and ResH(J ∪ Z) = S′ (scheme-
theoretically). We need that these curves passes though enough general points of
H to pass through the points of Y ∩ H used in step (a) to get a curve T ⊂ H
such that Y ∪ T ∈ Z ′(4; s; d1, g1; . . . ; ds, gs). This is true by Remark 3. The curve
Y ∪ J ∪ Z satisfies h1(IY ∪J∪Z(k)) = 0 by the residual exact sequence of H , the
assumption h1(IY ∪S′(k − 1)) = 0 and [12, Lemma 2.1].
To prove that h0(IX(k − 1)) = 0 we may assume k ≥ 6 by Lemmas 11 and 12
and again mimic the proof of the case n > 4. 
6. n ≥ 5
Now we assume n ≥ 5 and that Theorem 1 is true in H = Pn−1.
Definition 1. Let ε = (n; s; d1, g1; . . . ; ds, gs) and η(n; s; a1, q1; . . . ; as, qs) two ad-
missible generalized numerical sets. We say that η ≺ ε if the following conditions
are satisfied:
(1) qi ≤ gi for all i;
(2) 0 ≤ ai ≤ di if gi = 0;
(3) assume gi > 0; then either qi = 0 and ai = 0 or qi > 0 and 0 ≤ ai −
max{2qi − 1, n+ qi} ≤ di −max{2gi − 1, n+ gi} or di = 2gi − 1 > gi + n,
qi = 0 and 2 ≤ ai ≤ n.
Remark 20. Fix b ≥ 2 distinct points p1, . . . , pb ∈ Pm, m ≥ 3, and a finite set
B ⊂ Pm \ {p1, . . . , pb} such that {p1, . . . , pb} ∪ B is in linearly general position in
Pm, i.e. any k ≤ m + 1 points of of {p1, . . . , pb} ∪ B are linear independent. The
line L1 spanned by p1, p2 contains no point of {p3, . . . , pb} ∪B. If b ≥ 3 there is a
line L2 containing b3 and a point of L1 and with L2 ∩ (B ∪{p1, p2, p4, . . . , pb}) = ∅.
If b ≥ 4 there is a line L3 containing b4 and a point of L2 and with L2 ∩ (B ∪
{p1, p2, p3, p5, . . . , pb}) = ∅. In this way we get a connected nodal curve L1 ∪ · · · ∪
Lb−1 of degree b−1 and arithmetic genus 0 such that {p1, . . . , pb} ⊂ L1∪· · ·∪Lb−1
and (L1∪· · ·∪Lb−1)∩B = ∅. Smoothing these curves for all integers d ≥ x−1 > 0
we may obtain a smooth rational curve T ⊂ Pm with degree d containing x + 1
points of Pm in linear general position.
The following observation explains the reason for Definition 1 for n ≥ 5.
Remark 21. Fix admissible numerical sets (n; 1; d, g) and (n; 1; a, q) such that
(n; 1; a, q) ≺ (n; 1; d, g) and (a, q) 6= (d, g). Fix a general Y ∈ Z(n; 1; a, q). In
particular Y is transversal to H . We want to find an admissible (i.e. with degree
and genera admissible for Pn−1) T ⊂ H such that Y ∪ T ∈ Z ′(n; 1; d, g). Y ∪ T ∈
Z ′(n; 1; d, g). Note that this is always possible in the omitted case a = q = 0,
because in Pn we require that either g = 0 or d ≥ max{2g−1, g+n}, while in Pn−1
we require that either g = 0 or d ≥ max{2g − 1, g + n− 1}.
(a) Assume 2q − 1 ≥ q + n, i.e. q ≥ n + 1. Thus 2g − 1 ≥ g + n. Write
a = 2q − 1 + f and d = 2g − 1 + e with e ≥ f ≥ 0. Thus d − a = deg(T ) = e − f
and d− a ≥ 2(g − q).
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(a1) Assume a ≥ d − a − 1. In this case by Remark 20 we may take as T a
smooth rational curve containing exactly g − q + 1 points of Y ∩H even if Y ∩H
does not contain g − q + 1 general points of H (Remark 20 only requires that the
points of Y ∩H are in linear general position.
(a2) Assume a ≤ d − a − 2. If d − a ≥ g − q + n − 1 we may take as T a
smooth curve of degree d−a and genus g−q containing exactly one point of Y ∩H .
Assume d− a ≤ g− q+ n− 2. Since d− a ≥ 2(g− q), we have n− 2 ≥ g− q. Thus
d− a ≤ 2n− 4 and hence a ≤ 2n− 4. By Remark 1 to find T containing all points
of Y ∩ H and with deg(T ) = d − a and pa(T ) = g − q − a + 1 it is sufficient to
have d − a ≥ (g − q − a+ 1) + n− 1 and d− a ≥ 2(g − q − a+ 1)− 1. Obviously
d− a ≥ g− q− a+1+n− 1, while d− a ≥ 2(g− q− a+1)− 1, because a > 0 and
d− a ≥ 2(g − q).
(b) Assume 2g − 1 ≥ g + n and 2q − 1 ≤ q + n − 1, i.e. g ≥ n + 1 ≥ q + 2.
Since d − 2g + 1 ≥ a − q − n, we have d − a ≥ 2g − q − n − 1. By Condition
(3) in Definition 1 we have q > 0 and hence a ≥ q + n ≥ n + 1. We take T
of genus g − q − n containing n + 1 points of Y ∩ H (to find T containing these
points we use that any two (n+1)-ples of points of H in linear general position are
projectively equivalent). We have d − a ≥ 2g − q − n − 1 ≥ 2(g − q − n) − 1. We
have d− a ≥ 2g − q − n− 1 ≥ (g − q − n) + n, because g ≥ n+ 1.
(c) Assume 2g ≤ g+n, i.e. g ≤ n. By assumption d−a ≥ g−q. If a ≥ g−q+1
we may take as T a smooth rational curve of degree d−a containing g−q+1 points
of Y ∩H (Remark 20). Assume a ≤ g− q. Since g ≤ n and (n; 1; a, q) is admissible,
q = 0. This is excluded by Condition (3) in Definition 1.
Definition 2. Let A be the set of all quadruples (a, q, d, g) such that either a = q =
0 or (n; 1; a, q) is admissible in Pn, either (d, g) = (0, 0) or (n; 1; d, g) is admissible in
Pn, (a, q) = (0, 0) if (d, g) = (0, 0) and (n; 1; a, q) ≺ (n; 1; d, g) if (a, q) 6= (0, 0). For
each (a, q, d, g) ∈ N4 we define the following non-empty subset τ(a, q, d, g) ⊂ N2.
Set τ(0, 0, d, g) := {(d, g)}. If (a, q) 6= (0, 0) let τ(a, q, d, g) ⊂ N2 be the set of all
(b, e) ∈ N2 with the following properties. If (a, q) = (d, g), set τ(a, q, d, g) = {d, g)}.
In all other cases each (b, e) ∈ τ(a, q, d, g) has b = d − a, 0 ≤ e ≤ g − q and
(n− 1; 1; d− a, e) admissible in Pn−1. We have (d− a, e) ∈ τ(a, q, d, g) if and only
if 0 ≤ e ≤ g − q, g − q + 1 ≤ min{a/2, (d− a)/2} and (n− 1; 1; d− a, e) admissible
in Pn−1. Remark 21 shows that τ(a, q, d, g) 6= ∅.
Remark 22. Let ε = (n; s; d1, g1; · · · ; ds, gs) be an admissible numerical set and
let η = (n; s; a1, q1; . . . ; as, qs) be an admissible generalized numerical set such that
η ≺ ε. Fix a general Y = Y1∪· · ·∪Ys ∈ Z(n; s; a1, q1; . . . ; as, qs) with Yi of degree di
and genus gi. Since Y is general, Y is transversal to H and we may apply Remark
21 to each Yi ∩H . We saw in Remark 21 the existence of T ′ = T ′1 ∪ · · · ∪ T
′
s ⊂ H
with each Ti smooth of degree di − ai and some genus bi such that #(Yi ∩ Ti) =
1 + gi − qi − bi. Thus Yi ∪ T ′i ∈ Z
′(n; 1; di, gi). For a general Y we may move all
components Yj 6= Yi keeping fixed Yi. Thus we may find T ′ such that Yi ∩ T ′j = ∅
for all i 6= j. Thus Y ∪ T ′ ∈ Z ′(n; s; d1, g1; . . . ; ds, gs).
Consider the following Assertion R(n, k), n ≥ 4, k ≥ 2:
Assertion R(n, k), n ≥ 4, k ≥ 2 : Fix an admissible numerical set ε =
(n; s; d1, g1; . . . ; ds, gs), s ≥ 2, such that
(
n+k
n
)
≤ wk(ε) ≤
(
n+k
n
)
+ 2k and set
e := wk(ε) −
(
n+k
k
)
. Fix a general S ⊂ H . There are Yi ∈ Z(n; 1; di, gi) such that
CURVES 23
W := Y1 ∪ · · · ∪ Ys is nodal, Sing(W ) = S, each Yi is smooth and hi(IW (k)) = 0,
i = 0, 1.
Lemma 13. R(n, 2) is true.
Proof. Fix an admissible numerical set ε = (n; s; d1, g1; . . . ; ds, gs) such that
(
n+2
n
)
≤
w2(ε) ≤
(
n+2
n
)
+ 4. Set e := w2(ε) −
(
n+2
n
)
. The case e = 0 is true by Lemma 3.
For 0 < e ≤ 2k = 4 we use that ant two sets of e points of H in linear general
position are projectively equivalent and first we apply Lemma 4 and then the proof
of Lemma 3. 
Lemma 14. Let ε = (n; s; d1, g1; . . . ; ds, gs), s ≥ 2, be an admissible numerical set
with critical value k ≥ 3. Let F be the set of all admissible generalized numerical
sets η ≺ ε and with critical value < k.
(i) F 6= ∅.
(ii) Let η = (n; s; a1, q1; . . . ; as, qs) be a maximal element of F . Set a :=(
n+k−1
n
)
−
∑′
((k − 1)ai + 1− qi). Then 0 ≤ a ≤ 2k.
Proof. Assume F = ∅. Let εi be the generalized numerical set (n; s; b1, e1; . . . ; bs, es)
with (bj , ej) = (0, 0) for all j 6= i and (bi, ei) = (di, gi). Since (di, gi) 6= (0, 0), εi is
ann admissible generalized set and εi ≺ ε. Since F = ∅ by assumption, Lemma 1
gives (k−1)di+1−gi ≥
(
n+k−1
n
)
+1. Thus (di, gi) /∈ {(1, 0), (2, 0)}. If either gi = 0
or di ≥ gi + n, then (n; 1; 1, 0) ≺ (n; 1; di, gi) and hence the generalized numerical
set ηi = (n;u1, v1; . . . ;us, vs) with (uj , vj) = (0, 0) for all j 6= i and (ui, vi) = (1, 0)
satisfies ηi ≺ ε and it has critical value 1, contradicting the assumption F = ∅. If
di ≥ 2gi − i > gi + n we use (2, 0) instead of (1, 0) to get a contradiction.
Thus F 6= ∅. Since F is finite, it has at least one maximal element for ≺. Take
η and a as in part (ii). Assume a ≥ 2k + 1. First assume gi = qi for some i and
0 < ai < di. In this case the generalized numerical set τ = (n; s; b1, e1; . . . ; bs, es)
with (bj , ej) = (aj , ej) and (bi, ei) = (ai+1, ei) has critical value ≤ k−1 and τ ≺ ε,
a contradiction. Now assume the existence of an index i such that 0 < qi < gi. By
the definition of ≺ we have 0 ≤ ai−max{2qi−1, n+qi} ≤ di−max{2gi−1, n+gi}.
If ai −max{2qi − 1, n+ qi} < di −max{2gi − 1, n+ gi}, we obtain a contradiction
substituting (ai, qi) with (ai + 1, qi). Now assume ai − max{2qi − 1, n + qi} =
di−max{2gi− 1, n+ gi}. If ai ≤ gi− 1 and ai ≥ n+ qi, we may use (ai+1, qi+1),
keeping fixed the other (aj , qj). Now assume 0 < qi < ai and ai ≤ n+ qi − 1. Thus
aige2qi − 1 In this case instead of (ai, qi) we use (ai + 2, qi + 1). Since a ≥ 2k − 1,
the new numerical set has critical value ≤ k − 1, a contradiction. Now assume
that for all i either (ai, qi) = (di, qi) or (ai, qi) = (0, 0). Since τ has critical value
< k, there is i such that (ai, qi) = (0, 0). First assume gi = 0. In this case taking
(1, 0) instead of (0, 0) we get another element of F , a contradiction. Now assume
gi > 0 and hence di ≥ n+1. In this case substituting (2, 0) to (0, 0) we get another
element of F (because we assumed a ≥ 2k + 1), a contradiction. 
Lemma 15. Fix integers n ≥ 5, k ≥ 3 and take η = (n; s; a1, q1; . . . ; as, qs) as in
part (ii) of Lemma 14. Then a1+ · · ·+as ≥ 8k−1. If n(n+1)(k+1) ≤ k(n+k−1),
then a1 + · · ·+ as ≥
(
n+k−2
n−2
)
.
Proof. With no loss of generality we may assume ai 6= 0 is and only if 1 ≤ i ≤ e.
Since η is admissible and wk(η) ≥
(
n+k
n
)
, we get (k−1)(a1+· · ·+as) ≥
(
n+k
n
)
. Since
n ≥ 5, induction on k starting with the case k = 3 gives (k − 1)(8k − 1) ≥
(
n+k
n
)
.
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For the second inequality just use that if ai 6= 0 we have kai + 1 − qi ≤ (k + 1)ai
and that (k+1)
(
n+k−2
n−2
)
≤
(
n+k−1
n
)
if and only if n(n+1)(k+1) ≤ k(n+k−1). 
Lemma 16. Fix in integers n ≥ 5 and k ≥ 3. Assume Theorem 1 in Pn−1,
Theorem 1 in Pn for all admissible numerical sets with critical value < k and
R(n, k − 1). Then R(n, k) is true.
Proof. Fix an admissible numerical set ε = (n; s; d1, g1; . . . ; ds, gs), s ≥ 2, such
that
(
n+k
n
)
≤ wk(ε) ≤
(
n+k
n
)
+ 2k and set e := wk(ε) −
(
n+k
k
)
. Fix a general
S ⊂ H . Let H be the set of all admissible generalized numerical set η ≺ ε such
that
(
n+k−1
n
)
≤ wk−1(η) ≤
(
n+k−1
n
)
+ 2k.
Fix any η = (n; s; a1, q1; · · · ; as, qs) ∈ H and set b := wk−1(η) −
(
n+k−1
n
)
. Fix
a general S′ ⊂ H with #S′ = e and take Y = Y1 ∪ · · · ∪ Ys satisfying R(n, k − 1)
for η (with Yi = ∅ if (ai, qi) = (0, 0)). We may assume that S ∪ S′ is a general
subset of H . We may assume Y ∩H ⊃ S ∪ S′, because #(S ∪ S′) = b+ e ≤ 4k− 4
and a1 + · · · + as ≥ 8k − 1 (Lemma 15 and Remark 2). Let A ⊂ H be a general
union of e arrows of H with Ared = S
′. Note that Y ∪ A ∈ Z ′(η). Take an
admissible generalized numerical set τ(n − 1; s; b1, e1; . . . ; bses) such that the pair
(τ, η) is associated. By Remark 22 there is T = T1 ∪ · · · ∪ Ts ∈ Z(H, τ) such that
Y ∪ T ∪ A ∈ Z ′(ε). By Theorem 1 in H = Pn−1, T has maximal rank. Since∑′
(kbi+1− ei)+deg(Y )−#(Y ∩T )+ e =
(
n+k−1
n−1
)
, we get h1(H, IT,H(k− 1)) = 0
and in particular h0(H, IT,H(k − 1)) ≥ 0.
Claim 1 Let Z be the union of the e connected components (Y ∩H)∪A with
S′ as their reduction. We claim that h1(H, IT∪Z,H(k)) = 0.
Claim 1: First assume h1(H, IT,H(k − 1)) = 0, 2k(k + 1) ≤
(
n+k−2
n−2
)
and
(n−2, k) /∈ {(3, 4), (4, 3), (4, 4)}. LetM ⊂ H be a general hyperplane ofH . We spe-
cialize S′ to a general subset ofM with cardinality e and Z to a union Z ′ of e general
2-points of general planes ofM . Since e ≤ 2k and 2k(k+1) ≤
(
n+k−2
n−2
)
for n ≥ 5, the
Alexander-Hirschowitz theorem say that e general 2-points ofM gives independent
conditions to H0(OM (k)) ([1, 2, 14]). In particular h1(M, IZ′,M (k)) = 0. Using
[12, Lemma 2.1] we get h1(M, IZ′∪(T∩M),M (k)) = 0. The residual exact sequence
of M in H gives h1(H, IT∪Z′,H(k)) = 0. Claim 1 follows from the semicontinuity
theorem. Now we only assume h1(H, IT,H(k − 1)) = 0. In all exceptional cases
Z ′ works, because it is only union of 2-points of general planes of H . Now assume
h1(H, IT,H(k − 1)) > 0. Since T has maximal rank in H , h0(H, IT,H(k − 1)) = 0
and h1(H, IT,H(k − 1)) > 0, i.e. assume that T has critical value k in H . One
could exclude this possibility for large k by the last sentence of Lemma 15, but
only for large k. At this point we use how we proved that h1(H, IT (k)) = 0 with T
with critical value k. Let A denote the set of all admissible generalized numerical
sets α (in Pn−1) such that α ≺ τ (in Pn−1) and α has critical value < k. We
have A 6= ∅ and any maximal element α of A has wk−1(α) =
(
n+k−2
n−1
)
− f with
0 ≤ f ≤ 2k − 2. To prove that a general T ∈ Z(τ) satisfies h1(H, IT,H(k)) = 0,
without using R(n− 1, k) it is sufficient (see step (a) of Theorem 1 for n ≥ 5 in the
next section) to prove that wk(τ) ≤
(
n+k−1
n−1
)
−f . We useM as hyperplane ofH . By
(1)) this is true if #(Y \ Y ∩ T ) + e ≥ f , which is an obvious inequality by Lemma
15. Using the Alexander-Hirschowitz theorem we also have h1(M, IZ′,M (k)) = 0.
Using [12, Lemma 2.1] we get h1(M, I(T∩M)∪Z′,M (k)) = 0. Then using the residual
exact sequence of M in H we get h1(H, IT∪Z′(k)) = 0.
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To conclude use Claim 1 and [12, Lemma 2.1]. 
Lemma 17. Let Z ⊂ Pm, m ≥ 3, be a general union of z := ⌊(
(
m+3
3
)
− 2)/3⌋
planar 2-points. Then h1(IZ(3)) = 0.
Proof. Assume that the lemma fails and let w < z the maximal integer such that
h1(IW (3)) = 0 for a general union of w planar 2-points. Let B denote the scheme-
theoretic base locus of |IW (3)|. By Lemma 5 dimB ≥ m− 2. 
7. End of the proof for n ≥ 5
In this section we assume n ≥ 5 and that Theorem 1 is true in H = Pn−1. We
fix a positive integer k and prove Theorem 1 for all admissible numerical sets with
critical value k. By Remark 10 and Lemma 3 Theorem 1 is true for all admissible
numerical sets with critical value 1 and 2. Thus it is sufficient to test all numerical
sets with critical values ≥ 3. We fix an integer k ≥ 3. By induction on the critical
value we may assume that Theorem 1 is true for all numerical sets with critical
value < k.
Lemma 18. Fix integers n ≥ 5 and k ≥ 2. Let ε = (n; s; d1, g1; . . . ; ds, gs) be
an admissible numerical such that wk(ε) ≥
(
n+k
n
)
. Then there is an admissible
generalized set η ≺ ε such that η ≺ ε and
(
n+k
n
)
≤ wk(η) ≤
(
n+k
n
)
+ 2k.
Proof. Let F be the set of all admissible generalized sets η such that η ≺ ε and
wk(η) ≥
(
n+k
n
)
. Note that ε ∈ F and that F is finite. Let η be a minimal
element of F . To conclude it is sufficient to prove that wk(η) ≤
(
n+k
n
)
+ 2k. Set
η = (n; s; a1, q1; . . . ; as, qs) and a :=
∑′
(kai+1−qi)−
(
n+k−1
n
)
. To prove the lemma
it is sufficient to prove that a ≤ 2k. Assume a ≥ 2k + 1. Since wk(η) ≥
(
n+k
n
)
,
there is i ∈ {1, . . . , s} such that (ai, qi) 6= (0, 0). Call τ = (n; s; b1, e1; . . . ; bs, es)
an admissible generalized set with (bj , ej) = (aj , qj) for all j 6= i and the following
(bi, ei). We show what we need about (bi, ei) to obtain a contradiction to the
minimality of F . We need kbi+1− ei ≥ kai+1− qi− 2k− 1 to get wk(τ) ≥
(
n+k
k
)
.
We need (bi, qi) ≺ (ai, qi) (so that τ ≺ η) and (bi, qi) 6= (ai, qi), to contradicts the
minimality of η.
First assume gi = 0 and hence qi = 0. In this case we take bi = ai−1 and ei = 0.
We have wk(η) = wk(τ)−
(
n+k
n
)
= a−k− 1 if ai = 1 and wk(η) = wk(τ)−
(
n+k
n
)
=
a−k if ai ≥ 2; note that τ is a generalized numerical set if di = 1. Obviously τ ≺ η
and τ ≺ ε.
Now assume qi > 0, so that 0 ≤ ai−max{2qi−1, qi+n} ≤ di−max{2qi−1, qi+n}.
If ai > max{2qi−1, qi+n}we take (bi, qi) = (ai−1, qi) and getwk(τ)−wk(η) = k−k,
τ ≺ η and η ≺ ε. If ai = max{2qi − 1, qi + n} we take bi = ai = 2 and ei = qi − 1.
Thus wk(η)− wk(τ) = wk(τ) = a− 2k + 1, τ ≺ η and η ≺ ε.
Now assume gi > 0 and qi = 0. We take bi = 0. To get τ ≺ η it is sufficient to
take 0 ≤ bi ≤ ai. If 0 < ai −n ≤ di −max{2gi− 1, n+ gi} or di = 2gi− 1 > gi+ n,
qi = 0 and 2 ≤ ai ≤ n we take (bi, ei) = (ai − 1, 0). If di = 2gi − 1 > gi + n and
3 ≤ ai ≤ n, we take bi = ai − 1. If di = 2gi − 1 > gi + n and ai = 2 we take
bi = 0. 
Thus from now on we assume k ≥ 3, that Theorem 1 is true for all admissible
numerical sets with critical value < k and that R(n, t) is true for all t < k (use
Lemma 13).
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Fix a numerical set ε = (n; s; d1, g1; · · · ; ds, gs) with critical value k. Since Z(ε)
is irreducible, to prove Theorem 1 for ε it is sufficient to find some X ′, X ′′ ∈ Z(ε)
such that h1(IX′(k)) = 0 and h0(IX′′(k − 1)) = 0.
7.1. h1(IX′(k)) = 0.
Lemma 19. Take an admissible generalized numerical set η with critical value
k − 1 and e :=
(
n+k−1
n−1
)
− wk−1(η) ≤ 2k. Take a general Y ∈ Z(η). Then there is
S ⊂ Y ∩H such that #S = e and hi(IY ∪W (k−1)) = 0, i = 0, 1, where W = ∪p∈Svp
and vp is a general arrow of H with p as its reduction.
Proof. We stress that vp ⊂ H for all p ∈ S. To prove the lemma we may assume
e > 0. Assume the existence of A ⊂ Y ∩H with #A = f and h0(IY ∪E(k − 1)) =
e− f , where E is a general union of f arrows of H with Ered = A, but that for any
p ∈ Y ∩H \A and any arrow vp ⊂ H we have h0(IY ∪E∪vp(k − 1)) = e− f , i.e. vp
is in the base locus of |IY ∪E(k − 1)|, i.e. B contains (2p,H) for all p ∈ Y ∩H \A.
Set t := deg(Y ) = a1 + · · ·+ as with ai ≥ aj for all i ≥ j. For a general Y we may
assume that each Yi∩H is in uniform position. Thus Yi∩H ⊂ B if Yi * A. Taking
as A first a1 − 1 points of Y1 ∩ H , then , we get that b contains ∪p∈Y ∩H(2p,H),
unless a1 + · · ·+ as ≤ s+ 2k. In this case there is Y ′ ⊂ Y with Y \ Y union of at
most 2k lines, such that B contains ∪p∈Y ′∩H(2p,H). Thus there is G ∈ |IY (k− 1)|
with this property. Moving H we see that G is singular at each point of Y ′. Since
the singular locus of a hypersurface is the zero-locus of the partial derivatives of its
equation, we get |IY ′(k − 2)| 6= ∅, contradicting Theorem 1 for the critical value
k − 1. 
Now we will prove the existence of X ′ ∈ Z(ε) such that h1(IX′(k)) = 0. Set
α :=
(
k+4
4
)
−
∑s
i=1[(kdi + 1 − gi]. We have α ∈ N. By Lemma 14 there is an ad-
missible generalized numerical set (n; s; a1, q1; . . . ; an, qs) ≺ (n; s; d1, g1; · · · ; ds, gs)
with critical value k − 1 and β :=
(
n+k−1
n
)
−
∑′
[(k − 1)ai + 1 − qi)] ≤ 2k. Take
a general Y = Y1 ∪ · · · ∪ Ys ∈ Z(n; s; a1, q1; . . . ; as, qs) with Yi = ∅ if ai = 0 and
Yi ∈ Z(n; 1; ai, qi) if di > 0. By the inductive assumption we have h1(IY (k−1)) = 0
and h0(IY (k − 1)) = β.
(a) Assume β ≤ α. Take T = T1∪· · ·∪Ts ∈ Z(H ; s; d1−a1, b1; . . . ; ds−as, bs),
where the integers bi and the curves Ti have the following properties. If di = gi,
then bi = 0 and Ti = ∅. Now assume di > ai. By the definition of ≺ discussed in
Remark 22 there are integers bi and ei such that 1 ≤ ei ≤ ai, qi+bi+ei−1 = gi, the
extended numerical set (n− 1; s; d1 − a1, b1; . . . ; ds − as, bs) is admissible for Pn−1.
By Remark 22 we may find T = T1 ∪ · · · ∪ Ts ∈ Z ′(H ; s; d1 − a1, b1; . . . ; ds − as, bs)
with the following properties. If di = ai (and hence qi = gi by the definition of
≺) set Ti = ∅. Now assume di > ai. let Ti be a general of Z(H ; 1; di − ai, 0)
containing exactly gi− qi points of Yi ∩H ; we may do this because gi− qi ≤ di− ai
by the definition of ≺, a general smooth rational curve of degree t contains t + 1
general points of H and the set Y ∩ H is general in H . Set W := Y ∪ T with
Xi = Yi ∪ Ti. By Remark 8 we have W ∈ Z ′(n; s; d1, g1; . . . ; ds, gs). By the
semicontinuity theorem for cohomology to prove the existence of X ′′ it is sufficient
to prove that h1(IW (k)) = 0. Since h1(IY (k− 1)) = 0, the residual exact sequence
of H shows that it is sufficient to prove h1(H, IW∩H(k)) = 0. The schemeW ∩H is
the union of T and the set Y ∩ (H \ T ). By assumption h1(H, IT,H(k)) = 0. Since
β ≤ α, we have #Y ∩ (H \ T ) ≤ h0(H, IT,H(k)) = 0. Now we use the assumption
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that η is admissible and in particular ai ≥ 2qi − 1 for all i. We apply several times
[12, Lemma 2.1].
(b) Assume β > α. Thus α ≤ 2k − 1. Fix a general S ⊂ H with #S = β.
By Lemma 18 and R(n, k − 1) there is an admissible generalized numerical set
τ = (n; s; b1, e1; . . . ; bs, es) ≺ ε with wk−1(τ) =
(
n+k−1
n
)
and M ∈ Z(τ, S) such that
hi(IM (k − 1)) = 0, i = 0, 1. For any p ∈ S we take a general arrow of H (not
of Pn with p as its reduction and set vS := ∪p∈Svp. Set W := M ∪ T ∪ vS . By
Remark 9 we have W ∈ Z ′(ε). Thus it is sufficient to prove h1(IW (k)) = 0. Since
ResH(W ) =M and h
1(IM (k−1)) = 0 by the definition of R(n, k−1), it is sufficient
to prove h1(H, IH∩H,H(k)) = 0. For any p ∈ S the Zariski tangent space of Y ∪ vS
at p is the tridimensional linear space Mp by the union of vp and the tangent lines
at p of the two irreducible components of M containing p. For a general Y the
linear space Ep := Mp ∩ H has dimension 2 and the degree 3 zero-dimensional
scheme (2p,Ep) is the connected component of W ∩H with p as its reduction (use
that Y ∩T = ∅). Set A := ∪p∈S(2p,Ep). Since W ∩H = A∪T ∪ (Y ∩ (H \S ∪T )),
it is sufficient to prove h1(H, IT∪A∪(Y ∩(H\S∪T )),H(k)) = 0.
Claim 1: h1(H, IT∪A,H(k)) = 0.
Proof of Claim 1: We have h1(IT,H(k)) = 0. To conclude the proof use the
Proof of Claim 1 in the proof of Lemma 16.
We order the points p1, . . . , pβ of S. For any b ∈ {0, . . . , β} setAb := ∪i≤b(2pi, Epi)
with the convention A0 = ∅. Let b the maximal b ≤ β such that h1(IT,H(k)) = 0.
Assume b < β. We work backwards. We use that β ≤ 2k and hence the we only
need to prove that h1(H, IT∪Z(k)) = 0, where Z is a general union of 2k 2-planes.
Assume for the moment k > 3 and to have done the case k = 3. Call T3 the
curve obtained for OH(3) and W3 the 6 general planar singularities. Now assume
k ≥ 4. We dismantle T in the following way. We add at each step t =⇒ t + 1,
t = 3, . . . k− 1 a reducible curve Tt and two 2-planar points Wt so that T3∪· · ·∪Tk
is a specialization of the family of curves with β singularities of which T is a general
member. Set T ′ := T3 ∪ · · · ∪ Tk and W ′ := W3 ∪ · · ·Wk. By semicontinuity it is
sufficient to construct T4,W4, . . . , Tk,Wk such that h
1(H, IT ′∪W ′,H(k)) = 0. Let
M ⊂ H be a hyperplane of H . We need to apply t− 3 residual exact sequences in
which both terms on the left and on the right have h1 vanishing. To obtain this
we need to allow to loose something at each step, but at most 2t + 2 in the step
t =⇒ t + 1. Thus we conclude by Lemma 15. To do the case k = 3 we start with
K ∈ Z(H ; e; b1, c1; . . . ; be, ce) with h1(H, IK,H(2)) = 0 and h0(H, IK,H(2)) ≤ 1
and add in a hyperplane M of H the union F 6 general planar 2-points. We have
h1(M, IF,M (3)) = 0. To have h1(M, I(M∩K)∪F,M (3)) = 0 and hence by the residual
exact sequence ofM in H to get h1(H, IM∪F (3)) = 0 it would be sufficient to apply
[12, Lemma 2.1] if we have the necessary condition deg(K) ≤ h0(M, IF,M (3)), i.e.
if deg(K) ≤
(
n+1
3
)
− 18. We have deg(K) = ⌊
(
n+1
2
)
/3⌋ if ci = 0 for all i.
By Claim 1 to get h1(H, IW∩H,H(k)) = 0 it is sufficient to quote [11] as in step
(a).
7.2. h0(IX′′ (k − 1)) = 0. Now we prove that h0(IX′′ (k − 1)) = 0 for a general
X ′′ ∈ Z(ε). Fix a general S ⊂ H with #S = β. By Lemma 18 and R(n, k − 1)
there is an admissible generalized numerical set τ = (n; s; b1, e1; . . . ; bs, es) ≺ ε
with wk−1(τ) =
(
n+k−1
n
)
and W ∈ Z(τ, S) such that hi(IW (k − 1)) = 0, i = 0, 1.
For any p ∈ S let vp be a general arrow of Pn. Set W ′ := W ∪p∈S vp. By
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Remark 9 W ′ ∈ Z ′(η). Since h0(IW (k − 1)) = 0, we have h0(IW ′ (k − 1)) = 0.
By the semicontinuity theorem for cohomology we have h0(IU (k − 1)) = 0 for a
general U ∈ Z(η). By our definition of ≺ there is X ⊇ U with X ∈ Z ′(ε). Thus
h0(IX(k − 1)) ≤ h0(IU (k − 1)) = 0. Then we continue as in the h1-case.
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