Abstract. We study the dual space of the variable Lebesgue space L p(·) with unbounded exponent function p(·) and provide an answer to a question posed in [2] . Our approach is to decompose the dual into a topological direct sum of Banach spaces. The first component corresponds to the dual in the bounded exponent case, and the second is, intuitively, the dual of functions that live where the exponent is unbounded (in a heuristic sense). The second space is extremely complicated, and we illustrate this with a series of examples. In the special case of the variable sequence space p(·) , we show that this piece can be further decomposed into two spaces, one of which can be characterized in terms of a generalization of finitely additive measures. As part of our work, we also considered the question of dense subsets in L p(·) for unbounded exponents. We constructed two examples, one for general variable Lebesgue spaces L p(·) and one in the sequence space p(·) . This gives an answer to another question from [2] .
Introduction
Variable Lebesgue spaces are a generalization of the classical Lebesgue spaces L p , in which the exponent p ∈ [1, ∞] is replaced by a function. Let (Ω, A, µ) be a measure space, and let P(Ω) be the collection of all measurable functions p(·) : Ω → [1, ∞]; we will refer to the elements of P(Ω) as exponent functions. For each p(·) ∈ P(Ω), define the modular
where Ω ∞ := {x ∈ Ω : p(x) = ∞}. Given a measurable function f , we say that f ∈ L p(·) (Ω) if there exists λ > 0 such that ρ p(·) (f /λ) < ∞. This set becomes a Banach function space when equipped with the Luxemburg norm f L p(·) (Ω) := inf λ > 0 : ρ p(·) (f /λ)≤1 .
For ease of notation we usually omit mention of Ω, writing L p(·) for L p(·) (Ω), f p(·) for f L p(·) (Ω) , P for P(Ω) and so on. When Ω = N, A = B(N), and µ is the discrete counting measure, we will denote the space by p(·) . The variable Lebesgue spaces were first introduced by Orlicz [15] . They have been widely studied for the past thirty years, both for their intrinsic interest as function spaces and for their applications to PDEs and the calculus of variations with nonstandard growth conditions. For further details of this history, including extensive references, we refer the reader to the monographs [2, 3] . The variable Lebesgue spaces are an important special case of the more general Musielak-Orlicz spaces [9, 12] .
In the study of the variable Lebesgue spaces, a fundamental distinction is whether the exponent function is unbounded. For convenience, we define p + := ess sup x∈Ω p(x); then it matters greatly whether p + = ∞ or p + < ∞. In the latter case, the spaces L p(·) behave much more like the classical L p spaces, 1 ≤ p < ∞. For instance, in this case bounded functions of compact support and C ∞ c are both dense in L p(·) . Moreover, the dual space can be completely characterized. Define the dual exponent p (·) ∈ P pointwise by 1
where we use the convention that 1/∞ = 0. Then if p + < ∞, the dual of L p(·) is isomorphic to L p (·) , via the mapping g → φ g , where g ∈ L p (·) and
That φ g ∈ (L p(·) ) * follows at once from the generalized Hölder's inequality,
The converse, that given φ ∈ (L p(·) ) * there exists g ∈ L p (·) such that φ = φ g , is more difficult, and the fact that p(·) is bounded is central to the proof. We note in passing that while the map g → φ g is an isomorphism between (L p(·) ) * and L p (·) it is not an isometry unless p(·) is constant. This is related to the fact that the sharp constant in (1.1) is greater than 1 unless p(·) is constant. See [2, Theorem 2.80] for a detailed proof of duality.
On the other hand, when p + = ∞, the space L p(·) exhibits much more pathological behavior. Bounded functions of compact support are not dense, the space is not separable, and it is possible to show that there exist elements in (L p(·) ) * that are not induced by elements of L p (·) . Various authors have studied the topological and function space properties of L p(·) : see, for example, [5, 6, 8, 10, 11] . However, to the best of our knowledge no one has addressed the problem of characterizing the dual of L p(·) when p + = ∞. This was stated explicitly as an open problem in [2, Problem A.3] , but prior to this the question was part of the folklore in the study of variable Lebesgue spaces.
The purpose of this paper is to provide new insight into the dual space (L p(·) ) * when p + = ∞. We will always assume without loss of generality that p(x) < ∞ µ-almost everywhere. For otherwise, we have the natural decomposition
and so
The dual space L ∞ (Ω ∞ ) * is completely characterized: it is isometrically isomorphic to the space of finitely additive measures over Ω ∞ which are absolutely continuous with respect to µ (see Yosida and Hewitt [17, Theorem 2.3] ). Therefore, it remains to characterize the dual space when p(·) is everywhere finite but unbounded.
The remainder of this paper is organized as follows. In Section 2 we will consider the general case and give a decomposition of (L p(·) ) * as the direct sum of L p (·) and the dual of a quotient space we refer to as the germ space, and denote by L p(·) germ . Elements of this quotient space can be thought of as generalized functions defined on the singularity of p(·), which contain the essential data of how a function f ∈ L p(·) behaves with respect to this singularity. In referring to them as "germs" we borrow terminology from sheaf theory. We will give some basic properties of this space, and a series of examples which illustrate the complicated nature of its dual space. We will also consider briefly the case when L ∞ is contained in L p(·) , since in [2, Problem A.3] it was suggested that whether or not L ∞ ⊂ L p(·) might be pertinent to the problem. Our examples suggest that in general it may not be.
In Section 3 we restrict our attention to the special case of the variable sequence spaces p(·) . In this case we show that the dual of the germ space can be further decomposed into two pieces, one of which can be characterized in terms of a natural generalization of finitely additive measures. In the special case when ∞ ⊂ p(·) , one of these pieces is trivial, so at least in the setting of variable sequence spaces this distinction matters.
One approach to characterizing the elements of the dual space of L p(·) is to find suitable dense subsets of L p(·) and describe the linear functionals in terms of their action on these sets. In Section 4 we give a description of a dense subset of L p(·) when p(·) is unbounded. Again in the special case of p(·) we give a different example which actually lets us sketch a characterization of the third piece of the dual space mentioned above. This characterization is both complicated and artificial, and suggests that further work is necessary to fully describe the dual space. We also note that our results on dense subsets answers another question raised in [2, Problem A.2], and we believe that these sets will be useful in studying other problems on variable Lebesgue spaces with unbounded exponents.
Throughout this paper our notation will be standard or defined as needed. For the variable Lebesgue spaces we will follow the notation used in [2] . The value of the constants C, c may change from line to line, but they will always be independent of the other quantities in the expression in which they appear unless we specifically indicate this (for instance, by writing C p(·) to indicate the constant depends on p(·)). For positive numbers A and B, we write A B to mean that there exists a constant c > 0 such that A ≤ cB. We write A B to mean that A B and B A.
General variable Lebesgue spaces
Throughout this section we fix a σ-finite measure space (Ω, A, µ). Given an exponent function p(·) ∈ P(Ω), we are most interested in the case where p + = ∞ but we will generally explicitly assume this fact if we need it. However, following the discussion in the Introduction, we will always assume without comment that µ(Ω ∞ ) = 0.
. Given a measurable set E⊆Ω, let
to be the subspace of functions with p(·)-bounded support,
denote the corresponding quotient space, with the usual quotient norm
We can now state our main result.
germ is trivial. Thus Theorem 2.1 reduces to the known result when
germ is always nontrivial; we will show this fact below in Proposition 2.6.
When p + = ∞, this does not yield every element of the dual space. However, we do have that every element of (L
* is gotten in this way.
and
Then we have
and with g
Since we can write Ω as the union of an increasing sequence of p(·)-bounded sets
, by a standard patching argument there exists a unique measurable function 
Finally, since Our decomposition of the dual can now be proved using some basic results from functional analysis.
Proof of Theorem 2.1. We have the the exact sequence of bounded linear maps
where i is the inclusion map and π is the quotient map. This induces the dual exact sequence
in their kernels. To complete the proof, we first note that by [ 
Remark 2.4. In the first part of proof of Theorem 2.1 we do not actually use any particular property of L p(·) as a Banach space. Thus, we always have that for any Banach space X and a closed subspace Y we can write the dual as
germ . To further characterize the dual of L p(·) we need to understand the structure of (L
* , which in turn means understanding the generalized functions in the germ space. We give several equivalent characterizations of the norm in L p(·) germ and apply them to construct several examples.
be an increasing sequence of p(·)-bounded subsets of Ω such that n∈N E n = Ω, and for n ∈ N define
b , f n converges pointwise a.e. to 0, and [f n ] = [f ] for all n. By the dominated convergence theorem we can find n 0 ∈ N such that for all n ≥ n 0 ,
To prove the reverse inequality, let g ∈ L p(·) b be arbitrary and let λ > 0 be such that
By the definition of the norm g p(·) , for all κ > 0 we have that
Thus, we have that
Therefore, we have the set inclusion
and it follows that
This completes the proof.
As an application of Lemma 2.5 we show that if p(·) is unbounded, then the germ space is never trivial.
Proof. For each n ∈ N, define
Since p(·) is essentially unbounded, D n has positive measure for infinitely many n; let N denote the set of all such n. For each n ∈ N fix a subset E n ⊂ D n with 0 < µ(E n ) < ∞. (We do this just to avoid the possibility that µ(D n ) = ∞.) Define a function f by
On the other hand,
germ contains a nontrivial element.
germ is infinite dimensional; we leave this as an exercise to the reader. 
if and only if for any sequence of sets
Proof. Suppose first that (2.5) holds. Then for each k,
Since ε > 0 is arbitrary, (2.5) holds.
To prove the reverse inequality, fix ε > 0 and take
be a sequence as in Lemma 2.9. Fix ε > 0; then for all k sufficiently large,
Therefore, if we take the infimum over all sets E with E c bounded, we get
If we now take the infimum over all such g, we get the desired inequality.
In computing the germ norm we can replace the infimum by a limit over a particular family of sets.
Remark 2.12. In practice we often apply Lemma 2.11 with the sets E k := {x ∈ Ω : p(x) ≥ k}.
Proof. Since the sets E k are nested, the sequence of norms is decreasing. Thus, the limit exists and in fact we have that
To show the reverse inequality, fix a set E such that E c is p(·)-bounded. Then for all k sufficiently large, p − (E k ) > p + (E c ), and so
Since this is true for every such E, if we take the infimum we get the desired inequality.
Finally, we can characterize the norm in a way analogous to the associate norm on
where E k = {x ∈ Ω : p(x) ≥ k}, and the supremum is taken over all sequences
such that the supremum is attained. Proof. We use the precise constants for the associate norm in L p(·) [2, Theorem 2.34]: for each k > 1,
The desired inequality follows from Lemma 2.11 if we take the limit as k → ∞. Furthermore, since we can choose a sequence
we can also find a sequence such that the supremum is attained.
Motivated by Lemma 2.13 we can construct an explicit collection of elements in (L
be any sequence as in Lemma 2.11, and let
whenever this limit exists.
Proof. Let Φ ∈ ∞ (N) * be a Banach limit. Intuitively, Φ is a positive, bounded linear functional on ∞ which is gotten as an extension (via the Hahn-Banach theorem) from a linear functional on the subspace of convergent sequences. In particular, Φ is such that for every
is a convergent sequence, then
We now define
The linear functional is well defined. By Hölder's inequality, the sequence inside Φ is bounded. Moreover, if h ∈ [f ], then by Lemma 2.11,
As a consequence,
The limit (2.6) follows at once from property (2.7). Finally, essentially the same argument as above with h = 0 shows that
Thus, this set of functionals is relatively large in (L
germ ; to find such a functional T , note that by Lemma 2.13 there exists a sequence
Let Φ be any Banach limit, and define T = T (Φ, {g k } ∞ k=1 ); then by (2.7) we have that
Remark 2.16. In Proposition 2.14, the functional T = T (Φ, {g k } ∞ k=1 ) depends on the choice of the Banach limit Φ, and since (by the Hahn-Banach theorem) there are an infinite number of such objects, T is not unique. If we fix Φ and take a second uniformly bounded sequence {h k } ∞ k=1 , it is unknown when this sequence will induce the same linear functional on L
then they induce the same functional. This follows from the same argument as at the end of the proof of Proposition 2.14.
More generally, we have that this is also the case if 
We claim that the last term is equal to 0. First, clearly the sequence {a k } ∞ k=1 is bounded. Second, as we noted above,
Hence, again by the linearity of Φ, 
(The limit on the right-hand side exists because both sequences are decreasing.) However, this is false: the L
germ norm of an L ∞ function can be arbitrarily smaller than its L ∞ norm. Let Ω = [1, ∞) and let p(x) = x . For each n > 1 define the sets
Then |F n | < ∞. Furthermore, we have that
On the other hand, for any λ > 1/n,
so if we truncate this integral to be on the interval [k, ∞), it will be less than 1 for all k large. Hence, by Lemma 2.11,
but we clearly have lim
Moreover, we can modify this example to show that L p(·) germ contains functions that are unbounded at infinity. Define
Then for all λ > 1,
Variable sequence spaces
In this section we explore the structure of the germ space and its dual in the case of the variable sequence spaces p(·) , that is, when Ω = N, A = B(N) and µ is the counting measure. In this case the fact that Ω is countable and p(·) can be unbounded only at infinity greatly simplifies the situation. But even in this special case we will see that the dual of the germ space is still very complicated unless we impose additional restrictions on the exponent function. The sequence spaces have been much less studied than their continuous counterparts; for the known results, primarily for bounded exponents, see [7, 13, 14] .
We fix some notation specific to this setting. Given a sequence x = {x(k)} ∞ k=1 , the modular ρ p(·) (·) and norm · p(·) are given by
We consider three cases, which intuitively correspond to how "far"
We start with the observation that p(·) ⊆ ∞ , as is the case for the classical sequence spaces p .
Lemma 3.1. Given any p(·) ∈ P(N), for all x ∈ p(·) ,
Proof. Fix x ∈ p(·) and λ > x p(·) . Then
and so for every k ∈ N, |x(k)| p(k) ≤ λ p(k) . Therefore, x ∞ ≤ λ, and taking the infimum over all such λ we get the desired inequality.
If we had the reverse inclusion, then we would have p(·) isomorphic to ∞ , and we could use the classical description of the dual of ∞ . This situation, however, is very easy to characterize. Lemma 3.2. Given p(·) ∈ P(N), the following are equivalent:
(1)
Proof. To prove that (1) implies (2), note that
and so by the definition of the norm,
If (2) holds, then by the dominated convergence theorem with respect to counting measure, if we take B sufficiently large we have that
Therefore, by the definition of the norm in
and so (1) holds.
Remark 3.3. When r < ∞, Nekvinda [13] characterized the exponents p(·) such that p(·) is isomorphic to r . Lemma 3.2 extends his result to the case r = ∞.
From the previous two lemmas we get the following characterization. 
In this special case, we can easily characterize the dual of p(·) , since it will be isomorphic to the dual of ∞ , and in particular, we can immediately identify the dual of the germ space
germ . The dual of ∞ is isomorphic to a space of finitely additive measures [17] . More precisely,
where B(N) is the Σ-algebra of subsets of N and ba(B(N)) is the set of finitely additive signed measures µ on B(N) with |µ|(N) < ∞. The dual pairing can be identified with an integral: there exists an isomorphism ψ :
Moreover, ba(B(N)) is isomorphic to the direct sum 1 ⊕ pba(B (N) ), where sequences in 1 are identified with countably additive measures on B(N) and pba(B (N) ) is the space of purely finitely additive measures on B(N). (Recall that a measure µ is purely finitely additive if µ(E) = 0 for all finite subsets E ⊂ N.)
If we combine these observations with Theorem 2.1 and Proposition 3.4, we get the following characterization of the dual of p(·) .
Theorem 3.5. Given p(·) ∈ P(N), suppose that for some B > 1, (3.1) holds. Then ( p(·) ) * is isomorphic to the external direct sum
In particular, in this case we have that (
germ ) * is isomorphic to pba(B(N)).
Remark 3.6. The restriction that (3.1) holds is a very strong one. It is essentially a growth condition on p(·), and requires p(k) → ∞ quickly. A simple example of this is given by p(k) = log(k) a , k ≥ 2 and a > 0. By the integral test it is easy to see that (3.1) holds if and only if a ≥ 1.
3.2.
p(·) close to ∞ . To generalize Theorem 3.5 we need to understand better how far p(·) is from containing ∞ . We do this by introducing the concept of a set with finite p(·)-content. We now define a set function on M p(·) , which, in some sense, measures how much a given set is affected by the singularity of p(·).
Definition 3.9. Given an exponent p(·) ∈ P(N), and a set A ∈ M p(·) , we define the set function
When there is no possibility for confusion, we will write ω(A) instead of ω p(·) (A).
Proof. By Proposition 2.5,
We can use the set function ω to compute the norms of certain (simple) sequences in the germ space.
Lemma 3.11. Given an exponent p(·) ∈ P(N), suppose x ∈ p(·) is supported in an infinite set A ⊂ N, and furthermore that x converges to α along all divergent sequences in A. Then Proof. Fix ε > 0; then there exists N ∈ A such that |x(k) − α| < ε for every
Since finite sets are p(·)-bounded, for all N , ω(A N ) = ω(A) and
. Therefore, since the above inequality holds for all ε > 0, we get the desired equality.
We would like to extend this result to more general sequences. Given x ∈ p(·) , let acc(x) denote the set of limit points of the sequence. This set could be quite large-indeed, it could contain an arbitrarily large interval. We consider the special case where acc(x) is finite.
Proof. Fix 0 < ε < δ/2. Then there exists N > 0 such that if k ≥ N , there exists a unique i such that k ∈ A i and |x(k) − α i | < ε. Therefore, arguing as we did in the proof of Lemma 3.11, we have that
Since this is true for all i,
To prove the reverse inequality, fix λ greater than the right-hand side. Since the sequence x1 A i converges to α i , By Lemmas 3.11 and 2.5,
Since there are only a finite number of limit points, and since the set
A i is finite, we have that
Therefore, again by Lemma 2.5,
. If we take the infimum over all such λ, we get the desired inequality.
Motivated by this example, we consider the following subspace of p(·) , which generalizes the simple functions. Given p(·) ∈ P(N), define the set of finite p(·)-content simple functions to be
In some sense, the set S p(·) is larger than p(·) b , as the next lemma shows.
and let A = supp(x). By definition, p + (A) < ∞. If A is a finite set, then x ∈ S p(·) , since all finite sets are in M p(·) . If A is infinite, then x(k) → 0 as k → ∞. for if not, there exists > 0 and a subsequence {k j } ∞ j=1 of A such that |x(k j )| ≥ , which means that for any λ > 1,
which contradicts the fact that x ∈ p(·) . But if x(k) → 0, then any truncation of x lies in S p(·) and approximates x in
norm. Hence, x ∈ S p(·) , and the desired inclusion follows at once.
, we can characterize the dual of p(·) , generalizing Theorem 3.5. To state our result, we need the following definition, which generalizes the concept of a finitely additive measure to the set M p(·) (which as we noted above is not a Σ-algebra).
Definition 3.14. Given p(·) ∈ P(N), define pba ω (M p(·) ) to be the vector space of set functions µ defined on M p(·) that satisfy the following properties:
(1) µ(A ∪ B) = µ(A) + µ(B) for any pair of disjoint sets A, B ∈ M p(·) .
(2) There exists C > 0 such that given any collection
Define a norm on pba ω (M p(·) ) by
Remark 3.15. If we assume that ω takes the value 1 when the subset is infinite and 0 otherwise, then we recover the classical definition of pba because condition (2) would imply that µ(A) = 0 for finite sets A and that µ has finite variation.
Since M p(·) is not a Σ-algebra, the elements of pba ω (M p(·) ) are not finitely additive measures. However, they are closely connected to the collection of finitely additive measures: as the next example shows, we can construct elements of pba ω (M p(·) ) from finitely additive measures defined on a fixed element of M p(·) .
Proof. Property (1) follows at once from the fact that µ is a finitely additive measure. Property (2) follows from Theorem 3.5. Since pba(B(D) ) is isomorphic to
* be the bounded linear functional associated to µ. Then we have that
the last inequality follows from the fact that by Proposition 3.12,
Proof. By Theorem 2.1, it suffices to prove that (
). In fact, we will show that there exists an isometric isomorphism.
First, given µ ∈ pba ω (M p(·) ) we will construct a linear functional φ µ . Given
It is immediate that φ µ is linear. Furthermore, by Propositon 3.12 and the definition of µ pbaω(M p(·) ) we have that
Consequently, φ µ may be extended to all of
germ by density of S p(·) . We then have
germ , and so µ φ is well-defined. Property (1) in the definition of pba ω follows immediately from the definition. To prove property (2), suppose that
is a finite collection of pairwise disjoint sets in M p(·) . Then, again by Proposition 3.12,
germ ) * . Finally, it is clear from the definitions that
Hence, the mapping µ → φ µ is an isometric isomorphism and our proof is complete.
Remark 3.18. The functional φ µ defined above can be thought of as a generalized integral with respect to µ ∈ pba ω (M p(·) ); we first define the integral on the dense set S p(·) and then extend it in the usual way. Since M p(·) is not a Σ-algebra, φ µ is not a classical integral.
In light of Theorem 3.17 we would like to characterize when S p(·) is dense in p(·) . We have not been able to do so. Originally, we believed that it was dense if and only if N has finite p(·) content, which would reduce Theorem 3.17 to Theorem 3.5. More precisely, we wanted to argue as follows: if we modify the proof of Proposition 3.12 we can show that for arbitrary x ∈ p(·) ,
If the reverse inequality were true, then S p(·) would always be dense in Proof. Partition N as
where the sets A s are infinite and disjoint. On each set A s , define p(·) to be an increasing exponent such that for k ∈ A s , p(k) = n s n times for each n ≥ s. We define the sequence x by x(k) = 1/s if k ∈ A s . Then we have that x ∈ p(·) ; moreover, [x] p(·) germ = 1. To see this, fix any λ > 1; then,
Hence, x ∈ p(·) . Similarly, this sum is infinite for any λ ≤ 1, so by Lemma 2.5,
Finally, to show that x ∈ S p(·) , note first that none of the sets A s have finite p(·)-content: arguing as before, for any λ > 0,
Therefore, given any y ∈ S p(·) , there exists s ∈ N such that y(k) = 1/s for only a finite number of values of k. Hence, there exists N large such that for any λ > 0,
, and this sum is only finite for λ > 1, and so x − y p(·) ≥ 1.
Remark 3.20. By a careful choice of the sets A s , we can take p(·) to be an increasing exponent. In this case, for each n ∈ N, p(·) takes on the value n exactly s n times for 1 ≤ s ≤ n, and so
The first time p(k) = n is for k larger than
Therefore, we have that p(n n ) = n. For x > e, if φ(x) = x log(x), then φ
. Hence, this shows that, roughly,
.
Since if p(k) = log(k), we have that N has finite p(·)-content, this example suggests that S p(·) is dense in p(·) exactly when N has finite p(·)-content.
Since understanding the closure of S p(·) will be important for the final characterization of the dual which we give below, we conclude this section with a straightforward sufficient condition for when a sequence lies in the closure.
Proposition 3.21. Let x ∈ p(·) and suppose that supp(x) ∈ M p(·) . Then x ∈ S p(·) ; furthermore,
x p(·) ≤ C x ∞ , where the constant C depends only on ω(supp(x)). In particular, if N has finite
Proof. Let A := supp(x). Since x is supported on A, we have Then there exists x ∈ p(·) such that supp(x) = N (and so supp(
and so by the root test,
Hence, by Lemma 2.5,
and so by Lemma 3.13,
In the case when S p(·) is not dense in p(·) we are not able to fully characterize the dual space of ( p(·) ) * . We can, however, give a direct sum decomposition which in some sense isolates the remaining difficulties.
Theorem 3.23. Given p(·) ∈ P(N), the dual space p(·) * is isomorphic to the external direct sum
Proof. If we apply Remark 2.4 to the closed subspace S p(·) , we can immediately decompose ( p(·) ) * as the internal direct sum
By Theorem 3.17 we have that
At the end of Section 4 we use the dense subset we define to sketch a possible characterization of the third term, p(·) /S p(·) * . However, this characterization is complicated and somewhat artificial, and the problem of completely characterizing (
4. Dense subspaces of L p(·) and
As the proofs of our main results in Sections 2 and 3 show, there is a close connection between the problem of characterizing (L p(·) ) * and finding practical dense subsets of L p(·) when p(·) is unbounded. This problem is of independent interest and was raised as an open question in [2, Problem A.2] (though the connection with dual spaces was not noted there). In this section we give two answers to this problem, one for general L p(·) spaces, and one specifically for the sequence space p(·) . Neither has yielded a satisfactory characterization of the dual space but we believe that they are interesting in their own right and provide a foundation for further work. 
; then the Ω k are measurable, p(·)-bounded, pairwise disjoint, and their union is all of Ω. Fix ε > 0. The simple functions are dense in L p(·) (Ω k ), so for every k ∈ N there exists a simple function
4.2.
A dense subset of p(·) . As we noted above in Remark 4.2, the set of p(·)-countable functions in p(·) is the whole space, so we do not gain a strictly smaller dense subset. Moreover, as we showed in Example 3.19, the collection S p(·) may not be dense in p(·) . However, we are will show that we can build a nontrivial dense subset out of sequences of elements in S p(·) . Remark 4.6. In Definition 4.5, the sum of the y m makes sense pointwise, since for each k there is at most one y m which contains a non-zero element in the k-th coordinate, so the sum always converges. However, this series may not converge in norm. Therefore, we have that y ∈ Z p(·) and, since ε > 0 is arbitrary, it follows that Z p(·) is dense in p(·) .
We conclude this section by using the set Z p(·) to sketch a characterization of the third term of the dual space ( p(·) ) * given in Theorem 3.23. This characterization is unsatisfactory since it is both complicated and artificial, and we are not able to give reasonable examples of elements in it. Therefore, we present it as a starting point for future work.
To describe this characterization, note first that each element of Z p(·) can be identified with a sequence of ordered pairs {(A k , α k )} x(A k , α k ) .
Conversely, given a sequence {(A k , α k )} ∞ k=1 , where the A k ∈ M p(·) are pairwise disjoint and α k → 0, we can define a bounded sequence {x(j)} ∞ j=1 by setting x(j) = α k if j ∈ A k . However, not every such sequence induces an element of Z p(·) : if p(k) → ∞ slowly, then we can choose the A k so that 1 A k p(·) → ∞ while we choose the α k → 0 so slowly that x(A k , α k ) is not in p(·) . We will denote the larger collection of all such sequences by Z(M p(·) , c 0 ).
The goal is to follow the ideas in Theorem 3.17 and define a collection of set functions on Z(M p(·) , c 0 ) that mimic purely finitely additive measures, but with the additional property that they are zero on any element of S p(·) . Denote these set functions by pba(Z(M p(·) , c 0 )). Such set functions should be linear: given
). They should also be bounded on p(·) /S p(·) : there exists a constant C > 0 such that if x(A k , α k ) ∈ p(·) , then
Given these properties, we can mimic the proof of Theorem 3.17 to show that ( p(·) ) * is isomorphic to the external direct sum p (·) ⊕ pba ω (M p(·) ) ⊕ pba(Z(M p(·) , c 0 )).
Details are left to the interested reader. This characterization is impractical, as it is difficult to exhibit non-trivial elements of pba(Z(M p(·) , c 0 )) even for very simple exponent functions p(·).
