In this study, we propose evolutionary instance selection based on the Takagi-Sugeno (T-S) fuzzy model. The previous neural network with weighted fuzzy membership functions (NEWFM) supports feature selection; thus, it enables the selection of minimum features with the highest performance. The enhanced NEWFM supports a weighted mean defuzzification in the T-S fuzzy model with a confidence interval in the normal distribution; thus, it enables the selection of minimum instances with the highest performance. The enhanced NEWFM has two stages; feature selection is performed in the first stage, whereas instance selection is performed in the second stage. The performance of the enhanced NEWFM is compared with that of the previous NEWFM. In addition, McNemar's test reveals a significant difference between the performances of both NEWFMs (p < 0.05).
Introduction
In recent years, there has been an increase in the volume of data that machine learning methods are required to manage [1] . Moreover, the large amount of data that is available in any research field poses new problems for data mining and knowledge discovery methods. Data reduction is a data preprocessing task that can be applied to ease the problem of dealing with large amounts of data [10] . The best known data reduction processes are feature selection and instance selection. Too many features may result in inefficiency in terms of memory and time consumption, and they may even be inapplicable. Besides, irrelevant data may confuse algorithms, resulting in false conclusions, and hence, poor results. Feature selection is widely used for eliminating redundant or irrelevant features, and it enhances performance by improving accuracy and reducing operation costs using minimum features [4] [11, 12, 13, 14] . The objective of instance selection is to isolate the smallest set of instances that enable a data mining algorithm to determine the class of a query instance with the same quality as the initial data. Efforts to select relevant instances from initial data have stemmed from the need to reduce high storage requirements and computational load [5] .
The previous neural network with weighted fuzzy membership functions (NEWFM) supports feature selection; thus, it enables the selection of minimum features with the highest performance [6, 7] [15, 16] . From the initial features, the minimum features that provide the highest performance are selected using a non-overlap area distribution measurement method. In this study, we propose an enhanced NEWFM that supports a weighted mean defuzzification in the Takagi-Sugeno (T-S) fuzzy model with a confidence interval in the normal distribution; thus, the enhanced NEWFM enables the selection of minimum instances with the highest performance. The remainder of this paper is organized as follows. In Section 2, we review the experimental data and related studies. In Section 3, we describe how the previous NEWFM selects minimum features using a non-overlap area distribution measurement method. In addition, we describe how the enhanced NEWFM selects minimum instances using a weighted mean defuzzification in the T-S fuzzy model with a confidence interval in the normal distribution. In Section 4, we analyze the experimental results of the instance selection algorithms proposed in this study. Finally, the conclusions are stated in Section 5.
Data Description and Related Work

Experimental data
The proposed instance selection algorithm was applied to data provided by the UCI repository of machine learning databases, known as the credit approval and heart disease databases. The credit approval and heart disease databases are mixed databases. The credit approval database has 15 features, nine of which are categorical, while six are numerical. The heart disease database has 13 features, seven of which are categorical, while six are numerical. There are 690 instances with missing feature values in the credit approval database and 303 instances with missing feature values in the heart disease database. In this study, we consider the 653 and 297 instances without missing feature values in the credit approval database and heart disease database, respectively.
Takagi-Sugeno fuzzy model
The Takagi-Sugeno (T-S) fuzzy model [9] is a powerful tool for modeling complex nonlinear systems; its consequent parts perform linear functions that can be regarded as an expansion of a piecewise linear partition.
where 
Normal distribution
In probability theory, the normal distribution is a continuous probability distribution that is often used as a first approximation for describing real-valued random variables that tend to cluster around a single mean value. The normal distribution is given by
where µ is the mean and σ 2 is the variance. The normal distribution is a convenient choice for modeling a large variety of random variables encountered in practice, using a confidence interval that represents the area under the bell curve between µ − nσ and µ + nσ in Figure 
Statistical significance
In this study, McNemar's test is employed to determine whether the difference between the performances of the two classification algorithms, A 1 and A 2 , is statistically significant, using the same data in Table 1 . The test is based on the chi-squared (χ 2 ) statistic; it is computed from two error matrices and given by [8] 
where n 12 denotes the number of instances that are wrongly classified by algorithm A 1 but correctly classified by algorithm A 2 , whereas n 21 denotes the number of instances that are correctly classified by algorithm A 1 but wrongly classified by algorithm A 2 . At the significance level of 0.05, the hypothesis H 0 that there is no difference between the performances of the two algorithms, A 1 and A 2 , is rejected if χ 2 is greater than 3.84. 
Neural network with weighted fuzzy membership function (NEWFM)
A neural network with weighted fuzzy membership functions (NEWFM) is used to select minimum features in the first stage and minimum instances in the second stage to classify C 1 and C 2 into the class nodes shown in Figure 3 .1. The previous NEWFM has the advantage of a non-overlap area distribution measurement method that enables the selection of minimum features [6, 7] [15]. The NEWFM is a supervised classification neuro-fuzzy system that uses the bounded sum of weighted fuzzy membership functions (BSWFMs). In this study, an enhanced NEWFM is proposed for selecting minimum instances on the basis of the Takagi-Sugeno fuzzy model. The structure of the enhanced NEWFM, shown in Figure 3 .1, consists of four layers, i.e., the input, hyperbox, class, and Takagi-Sugeno (T-S) layers. Instance selection is performed after feature selection, as shown in Figure 3 .1. 
Feature selection in the first stage
The previous NEWFM provides feature selection with the highest performance using a non-overlap area distribution measurement method. The method measures the degree of salience of the ith feature on the basis of the non-overlap area distribution using the equation [6, 7] [15].
where Area A and Area B are the A class superior area and the B class superior area, respectively. Examples of Area A and Area B are shown in Figure 3 .2. The larger the value of f (i), the stronger is the feature characteristic implied. The features shown in Figure 3 .2 have two BSWFMs, and they are obtained during the training process of the NEWFM program. The two BSWFMs graphically demonstrate the difference between class A and class B for each input feature. Figure 3 .3 shows examples of good and bad candidate features selected from the initial features. Table 2 shows the minimum features selected from the initial features. 14 minimum features were finally selected from the 15 initial features of the credit approval database and 9 minimum features were finally selected from the 13 initial features of the heart disease database.
Instance selection in the second stage
The enhanced NEWFM proposed in this study provides instance selection with the highest performance by using a weighted mean defuzzification in the T-S fuzzy model with a confidence interval in the normal distribution.
Instance selection involves three steps, i.e., defuzzification, normal distribution, and confidence interval selection. 
Experimental Results
The performance is evaluated after feature selection is completed in the first stage, and again, after instance selection is completed in the second stage. The performance of the enhanced NEWFM is compared with that of the previous NEWFM. In addition, McNemar's test reveals a significant difference between the performances of the two NEWFMs (p < 0.05). Table 3 lists the number of instances used for performance evaluation in instance selection and feature selection. As seen in Table 4 , five instances are correctly classified by feature selection but wrongly classified by instance selection. However, 11 or more instances are correctly classified by instance selection because 16 instances are wrongly classified by feature selection but correctly classified by instance selection. Therefore, instance selection outperforms f eature selection by 1.68% (11/653), as seen in Table 5 . At the significance level of 0.05, χ 2 = 4.76 in equation (2.4) is greater than 3.84; hence, the null hypothesis is rejected. Thus, the performance obtained by the proposed approach (instance selection) is significantly different from that obtained by feature selection, as seen in Table 5 . Table 6 lists the number of instances used for performance evaluation in instance selection and feature selection. As seen in Table 7 , one instance is correctly classified by feature selection but wrongly classified by instance selection. However, 7 or more instances are correctly classified by instance selection because 8 instances are wrongly classified by feature selection but correctly classified by instance selection. Therefore, instance selection outperforms f eature selection by 2.36% (7/297), as seen in Table 8 . At the significance level of 0.05, χ 2 = 4 in equation (2.4) is greater than 3.84; hence, the null hypothesis is rejected. Thus, the performance obtained by the proposed approach (instance selection) is significantly different from that obtained by feature selection, as seen in Table 8 . 
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Conclusion
In this study, we proposed an enhanced NEWFM to support a weighted mean defuzzification in the T-S fuzzy model with a confidence interval in the normal distribution; this enables the selection of minimum instances with the highest performance. The performance of the enhanced NEWFM was compared with that of the previous NEWFM. In addition, McNemar's test revealed a significant difference between the performances of the two NEWFMs. The superiority of the enhanced NEWFM over the previous NEWFM was demonstrated using two experimental data sets.
