We propose an extension to the estimating equations in generalized linear models to estimate parameters in the link function and variance structure simultaneously with regression coefficients. Rather than focusing on the regression coefficients, the purpose of these models is inference about the mean of the outcome as a function of a set of covariates, and various functionals of the mean function used to measure the effects of the covariates. A commonly used functional in econometrics, referred to as the marginal effect, is the partial derivative of the mean function with respect to any covariate, averaged over the empirical distribution of covariates in the model. We define an analogous parameter for discrete covariates. The proposed estimation algorithm not only helps to identify an appropriate link function and to suggest an underlying distribution for a specific application but also serves as a robust estimator when no specific distribution for the outcome measure can be identified. Using Monte-Carlo simulations, we show that the resulting parameter estimators are consistent. The method is illustrated with an analysis of inpatient expenditure data from a study of hospitalists.
Introduction

Most analysis problems in health economics
When X j is an indicator variable, an analogous parameter is ( ) ( 1, ) , where the expected value is over j X − , conditional on X j = 1. It represents the average change in µ(X) when the population with X j = 1 is moved to X j = 0. Examples include prevention of heart attacks in the population of patient who have heart attacks and providing insurance to people who do not have health insurance.
The choice of which if any of these functionals is of interest depends on the specific research question being addressed. A recent example from health economics arises in a two-year study of hospitalists at the University of Chicago (Meltzer et al., 2002) . Hospitalists are physicians who spend three months a year attending on inpatient wards, rather than the one month typical of most physicians in academic medical centers. The policy issues are whether hospitalists provide less expensive care than the traditional arrangement, and if so, what the magnitudes of these effects are. Preliminary evidence shows that, although at the beginning of the study there were no differences in utilization (inpatient expenditures and length of stay) between patients treated by hospitalist and those treated by non-hospitalists, at the end of the two year period and after adjusting for patient demographics and clinical conditions, hospitalist patients had significantly lower utilization rates than non-hospitalist patients (Meltzer et al. 2002) . The behavioral question is whether this difference is due to the higher cumulative inpatient experience (i.e. the number of prior disease-specific cases treated) of attending hospitalists over time. That is, as the number of cases treated increases, do expenditures fall? And, does the introduction of a covariate for diseasespecific cumulative experience eliminate the explanatory power of the indicator for the hospitalists?
Letting 1 X be the hospitalist indicator variable and 2 X the disease-specific experience of the attending physician the analysis involves modeling total inpatient expenditure as a function of 1 X and 2 X , adjusting for patient demographics, clinical conditions and type of care received. The modeling goal is to estimate the incremental effect 1 π of being a hospitalist and the marginal effect 2 ξ of disease-specific experience on average inpatient expenditures across the patient and attending populations.
In some applications, the mean function ( ) x µ is assumed to be a linear model ( ) and a coefficient of kurtosis of about 60 on the raw-scale. Problems with OLS in this setting include at a minimum instability in resulting estimators due to skewness, and inefficiency due to heteroskedasticity.
In addition, experience shows that linear models for positive, skewed outcome variables tend to be less representative of true data generating mechanisms than are other models. Such alternative models include those based on transformation of response , Y as well as the class of generalized linear models (GLM; McCullagh and Nelder, 1989; Blough et. al., 1999) , which rely on transformation of the mean function ( ) x µ . The methodology proposed in this paper is based on an extension of the traditional GLMs, and on the use of this extended class for estimation of marginal and incremental effects.
Econometricians have historically relied on logarithmic or other transformations of , Y followed by regression of the transformed Y on X using OLS, to overcome problems of heteroskedasticity, severe skewness, and kurtosis (Box and Cox, 1964) . In the hospitalist data, for example, the log-scale residual for total inpatient expenditure is better behaved than the raw scale, with a coefficient of skewness of about 0.09 and a coefficient of kurtosis of about 4. The main drawback of transforming Y is that the analysis does not result in a model for ( ) x µ in the original scale, a scale that in many applications is the scale of interest. For example, in the hospitalist study, the scale of interest when modeling inpatient expenditure is dollars while the scale of estimation may be log-dollars used in a log-OLS model. In order to draw inferences about the mean ( ) x µ in the natural scale of , Y one can assume that the error terms in the log-OLS model are normally distributed. In this case, ( ) x µ is given by the retransformation 2 exp( 0.5 ) Duan, 1983; Manning, 1998) , where
When the log-scale errors are iid (and hence homoscedastic), but not necessarily normal, regression coefficients β are estimated consistently, but the retransformation is no longer a valid estimator of ( ) x µ , although Duan's (1983) smearing estimator provides a consistent alternative. Even when the iid errors assumption holds, efficiency of the regression coefficient estimators is sacrificed unless normality also holds. The retransformation is further complicated in the presence of heteroscedasticity on the log-scale, i.e., where Manning, 1998; Mullahy 1998) . In practice, as we seldom know the true form of heteroscedasticity, any retransformation can potentially yield biased estimators of ( ) x µ unless considerable effort is devoted to studying the specific form of heteroscedasticity.
To avoid such problems of retransformation, biostatisticians and some economists have focused on the use of GLMs with quasi-likelihood estimation (Wedderburn, 1974 
Moreover, GLMs allow for heteroscedasticity through a variance structure relating Var( | ) Y X x = to the mean. Correct specification of the variance structure results in efficient estimators (Crowder, 1987) and may correspond to an underlying distribution of the outcome measure. Although log link models with the gamma error distribution are the most common GLM application in health economics (Blough et. al. 1999; Manning and Mullahy, 2001; Basu, Manning and Mullahy 2002) , this specification is not universally correct, and it is often difficult to identify the appropriate link function and variance structure a priori (Blough et. al., 1999; Manning and Mullahy, 2001) . Economic theory has a difficult enough time predicting the signs of the partial derivative of ( ) x µ with respect to some j x , and that theory provides almost no guidance about functional form of ( ) x µ or about distributional characteristics of Y given X.
One approach to this problem is to employ a series of diagnostic tests for candidate link and variance function models; examples include the Pregibon link test (1980) , the Hosmer-Lemeshow test (1995) and the modified Park test (Manning and Mullahy, 2001 ). However, in many cases, even if these tests detect problems, they do not provide any guidance on how to fix those problems. An alternative approach, which we pursue in this paper, is to estimate the link function and variance structure along with other components of the model.
We propose a semi-parametric method to estimate the mean model ( ) x µ and the variance structure for Y given X, concentrating on the case where Y is a positive random variable. We extend the traditional GLM framework via a mean model that contains an additional parameter governing the link function using the Box-Cox transformation (Box and Cox, 1964) , and we propose parametric models for the variance as a function of ( ) x µ . We estimate the regression and link parameters via an extension of quasi-likelihood (Wedderburn, 1974) , and the variance parameters using additional estimating equations.
Finally, we show how to use this fitted model to make inferences about marginal ( j ξ ) and incremental ( j π ) effects. While we focus on j ξ and j π , our methodology would apply equally well to the variants of these parameters discussed above. The flexible algorithm we propose has two primary advantages: first, it helps to identify an appropriate link function and suggests an underlying model for the error distribution for a specific application; second, the proposed method itself is a robust estimator when no specific distribution for the outcome measure can be identified. That is, our approach is semi-parametric in that, while we employ parametric models for the mean and variance of ( | ) Y X , we do not employ further distributional assumptions or full likelihood estimation methods.
Other researchers have proposed methods for estimating link and/or variance functions along with regression coefficients in GLMs. In perhaps the closest work to our approach, Nelder and Pregibon (1987) suggest a profile extended quasi-likelihood function that may be used to obtain correct estimates of ancillary parameters in the link and variance functions. Their method requires iterative estimations of the parameters, holding one or more of the ancillary parameters fixed while estimating β, and then varying these parameters over some interval of interest. Scallan et al. (1984) , Mallick and Gelfand (1994), and Kaiser (1997) (Chiou and Müller, 1997) , where the link function is estimated non-parametrically but the variance function is assumed known (Li and Duan, 1989; Li, 1991; Weisberg and Welsh, 1994; Carroll, Fan, Gijbels and Wand 1997) , and where non-parametric link and variance functions are estimated simultaneously (Chiou and Müller, 1998) .
The rest of this paper is structured as follows. The model definition, basic assumptions and estimation algorithm are presented in Section 2. Section 3 presents a simulation study comparing the performance of the proposed estimator with several other GLM estimators in terms of consistency in estimating functionals of ( ) x µ , specifically the marginal effects j ξ , and in terms of efficiency loss due to estimation of additional parameters, versus cases when the appropriate link and variance are known a priori. In Section 4, we illustrate the application of the proposed method with analysis of inpatient expenditure data from the hospitalist study.
Extended Estimating Equations (EEE) in Generalized Linear Models
Model
Consider N iid observations ( , ) and Nelder, 1989, Chap. 2; Box and Cox, 1964) . Notice that g(µ i ; λ) is continuous in λ and has continuous first derivatives in λ for all µ i > 0 and for all λ, including λ = 0. As λ is allowed to vary, the scale of the linear predictor η i , relative to µ i also varies. However, at η i = 0, we have We consider two such families. The first, which we refer to as the Power Variance (PV) family, Table 1 . Note that we have subsumed the dispersion parameter φ into the variance functions.
Estimation
In traditional GLM (McCullagh and Nelder, 1989) , the regression parameters β are estimated using the well-known quasi score equations (Wedderburn, 1974) ,
McCullagh (1983) showed that solving equations (2.1) is equivalent to maximizing a quasi-likelihood function that behaves in many ways as a likelihood for the regression parameters.
Building on (2.1), we define an extended set of estimating functions for parameter vector γ = (β (Hall and Sevrini, 1998) . The log likelihood for the normal model is given by:
A sketch of the proof is given in Appendix A. Replacing γ byˆN γ and (
a sandwich estimator of the variance-covariance of ˆN γ (Huber, 1972; .
Some studies yield clustered observations. For example in the hospitalist study, individual patients are clustered within physicians. While estimatorˆN γ , albeit inefficient, is still consistent for γ because G γ is unbiased, the variance-covariance estimator given by (2.3) is inconsistent. However, A Fisher scoring algorithm used to solve 0 G γ = is described in Appendix B. The algorithm is implemented in Stata SE (StataCorp, 2001) and is available on request from the corresponding author.
Further details are posted at http:\\home.uchicago.edu\~abasu\EEE\EEEWeb.pdf.
Estimation of marginal and incremental effects
For the model proposed in 2.1, the partial derivative of ( ) 
Here the hat ( ) ∧ onμ indicates that β and λ have been estimated and the hat onˆX E indicates that the sample expected value has replaced the population expected value. To estimate the incremental effect j π of an indicator variable X j , we use the method of recycled predictions (StataCorp, 2001) . In this method, after estimating parameters γ , we assign the value of 1 k = or 0 to X j for every observation in the dataset, keeping other covariates same as before, and then average the predictions 
Variance estimators for the marginal and incremental effect estimatorsˆj ξ andˆj π are obtained using Taylor series approximations. These depend both on the variance of (β ,λ ) and also on the variance of covariates X in the population of interest. We show in Appendix C that the variance for (2.6) is given by
In (2.7), the first term is the sample variance of ˆj π due to using the empirical expected value
rather than the population expected value, assuming γ known. The second term is due to the fact that γ is estimated. An estimator of the variance (2.7) is obtained by replacing γ withγ , and replacing the first term in (2.7) by
Variance estimators for the estimated effect ˆj π that follow from (2.7) may be modified to account for clustered observations. First, A N in (2.7) may be replaced with A M from (2.6). Second the variance estimator ofπ in presence of clustering is given by: An estimator forVar( ) j ξ analogous to (2.7) may be obtained through a similar approach.
Simulations
3.1Design
To evaluate the performance of the extended estimating equations (EEE) approach for estimation of ( ) x µ and associated effects, we performed a simulation study comparing EEE to alternative estimators under a variety of data generating processes. We consider processes yielding strictly positive we generated 500 replicates each of sample size 2,000 N = and 10,000 N = .
For each replicate data set, we estimated the mean function ( ) x µ and the variance
= as a function of x using five different estimators. The first three of these were gamma,
Poisson and inverse Gaussian regression models ofY on X , each with a log link function. These and ofξ . Table 2 provides descriptive statistics for Y across the various data generating mechanisms. For each case, Y is skewed to the right and heavy tailed, with the heteroscedastic log normal distribution exhibiting the greatest skewness and kurtosis. Table 3 shows that the EEE method yields consistent estimators of the link (λ ) and variance function ( 1 2, θ θ ) parameters for all data processes, except for the heteroscedastic log-normal case. In this last case, these parameters are not defined. , and for the heteroscedastic log-normal data, EEE shows a 40% bias at 0.95 x = . These biases are evidently due to small sample size, as the bias reduces to less than 4% for 10,000 N = for the gamma data with inverse link. Even for the log-normal data, for which all models are misspecified, the bias is reduced considerably using EEE with 10,000 N = . is 14.6% for the gamma GLM estimator with log link and 29% for EEE with either PV or QV variance structure. However, the discrepancies in efficiency between GLM and EEE are considerably lower for estimation of ξ , which averages ( ) / x x µ ∂ ∂ over X , and for the larger sample size.
Results
Turning to the three data generating mechanisms without log link (gamma with square root and inverse link, and inverse Gaussian with identity link; and 0.8 respectively, and 17% forξ .
Corresponding biases for the proposed estimator with either PV or QV structure are less than 0.5%, and the coefficient of variation ofξ is lower for EEE than for the GLM estimators.
For heteroscedastic log-normal data with quadratic variance, the true functional form of log{ ( )} x µ is quadratic in x . However, we only use a linear specification in x in our estimation models.
Consequently, all estimators are expected to be biased for ( ) / x x µ ∂ ∂ andξ . The interesting result for this data generating mechanism is that the EEE PV estimator overcomes the problem of covariate misspecification by estimating a suitable link parameter and produces an estimator with considerably reduced bias over the GLM estimators, although considerable sample size is required.
Finally, we note that the estimating equations with QV variance structure fail to converge for a significant number of replicates (80%) of the heteroscedastic log-normal data. Hence we do not report the results obtained from this estimator on this data generating mechanisms. We believe that the variance structure imposed by QV may not be appropriate for modeling heteroscedastic log-normal data resulting in instability in the weights for the mean model. However, the EEE with PV structure converged in all the heteroscedastic log normal data replicates and we do see reasonably good fit in the mean and variance model.
Empirical Example -Hospitalist Study
We now return to the hospitalist study described in the introduction to illustrate the proposed methodology. Subjects are all adult patients ( 6500 N = ) admitted to the medical wards at the University of Chicago over a two-year period. Hospitalist and non-hospitalist attending teams rotated days through the calendar in a fixed order. Thus, patients are assigned to attending physician in a quasi-random manner based on date of admission, ensuring a balance of days of the week and months across the two sets of attending physicians. Patients are clustered within physician and we will account for this clustering in our variance estimation. There are no appreciable differences between the two groups of patients in terms of demographics, diagnoses or other baseline characteristics. Inpatient (facility) expenditure is the outcome of interest in our analysis, with a sample mean of $8530 (sd = $12500; 25 th percentile = $2857; median = $4910; 75 th percentile = $9235). As discussed in the introduction, the two parameters of primary interest are the incremental effect 1 π of the hospitalist indicator variable ( 1 X ) and the marginal effect of disease-specific physician experience on total inpatient expenditure (Y ). Physician experience is measured via the prior number of patients with the same disease treated by that physician ( 2 X ). Adjustor covariates include patient co-morbidities, relative utilization weight of diagnosis, admission month indicator variables, and an indicator for transfer from another institution. A scatter plot of unadjusted inpatient expenditure against disease-specific cases is shown in Figure 4 . Due to the skewed distribution of the experience variable and to the non-linear relationship of expenditure to experience, and also to conform to the specification used by the original investigator (Meltzer et al., 2002) , we use logged count of disease specific experience as a covariate in our model. However, since we are interested in the marginal effect with respect to raw counts, our parameter of interest becomes
the star ( * ) indicating that this effect parameter is slightly different than that defined earlier.
Preliminary analyses revealed no differences in cost per stay between the two groups of attending physicians at the beginning of the study, suggesting that there were no significant or appreciable differences in baseline skills or experience between the hospitalist and traditional attending teams.
Instead, it appears that the differences evolve over time and are directly related to accumulated physician experience on the date of admission of the observation.
We examine four models: (1) a gamma regression model with a log link, as was done in the original study; (2) EEE model with PV variance structure; (3) with M A computed as in (2.4) to account for the fact that patients are clustered within attending physician.
We also replaced the second model with the EEE QV model with very similar results.
In Table 5 , we present estimates of the incremental effect of the hospitalist variable and the marginal effect of the disease specific experience on the inpatient expenditure. Using gamma regression with log link, the incremental effect of the hospitalist variable is evidently incorrectly estimated to be positive. The EEE with PV structure produces the correct sign and significance for this effect as expected from theory. Hospitalists are expected to save costs; however, once physician experience is accounted for, cost savings are not significantly different from zero. The marginal effect of experience, interpreted as the cost savings due to the increase in disease-specific experience of one case averaged over all physicians, is evidently over-estimated (indicating greater cost-savings with additional experience) with gamma log link estimator, although the qualitative result is similar. The percentage bias in this case is estimated to be 22% (=(318-260)/260).
The lack of fit for the gamma model with log link is illustrated in Figure 5 , where the raw scale θ =2.14, 95%CI: 1.97, 2.31), which suggests that ( | )
Y X is close to a gamma distribution. Using this information, we ran the standard gamma GLM model, this time with a square root link. This estimator (Table 5 ) provides a better fit to the data compared to log link estimator and produces marginal effects that are more in line with the EEE model. Note the mild increase in efficiency due to using a known link function.
We compare the robustness of estimating the link parameter using the EEE approach to that using the profile-extended quasi likelihood approach suggested by Nelder and Pregibon (1987) , assuming the underlying distribution to be gamma. Here, the optimal value of λ is found to be 0.39 with a 95%
likelihood-type interval of (0.22, 0.56), which is in general agreement with what we found with the EEE approach. Presumably, the EEE approach is a bit more conservative since it is also estimating the parameters in the variance function, though the loss in precision is negligible.
To see the efficiency benefit of flexibly modeling the variance using EEE, we compared our results to a modified EEE estimator where we incorrectly fixed the variance to be proportional to 0.5 { ( )} x µ , but allowed the link parameter λ to be estimated. Though this estimator is consistent, the standard errors for the incremental and the marginal effects are much larger than when a flexible variance model is used (Table 5 ). Had we used this estimator, we would have concluded that the marginal effect of disease experience is not statistically significant at the 5% level.
Discussion
In this paper, we have proposed estimating equations for parameters in the link and variance functions along with those of the linear predictor in a generalized linear model, and have developed methodology for using this fitted model to estimate marginal and incremental parameters. The work is important since, in many health applications, researchers are primarily interested in estimating the mean and functionals of the mean of the outcome variable in the original versus a transformed scale. We use a generalized linear models approach in order to overcome the problems that may arise when the outcome variable is transformed. However, generalized linear models may pose difficulties in choosing the correct link function and variance structure; difficulties which are addressed by our method.
A critique that may be leveled against methods that involve estimation of a link function is that, as the link function varies, so does the interpretation of regression coefficients β. This is indeed a problem when the primary focus is on β. However, the primary parameters of interest here are the mean function µ(x) and the marginal and incremental effects. Evidence from simulations shows that these estimators, especially those with PV variance structure, perform well in terms of bias and efficiency when the distribution of the outcome variable is not known and/or there is ambiguity about the appropriate link function. Estimation of the link parameter λ does incur a cost in terms of efficiency, but this is partially recovered through simultaneous estimation of the variance structure. One surprising result was that, while relative efficiency losses due to link function estimation were sometimes substantial for effects ( ) / j x x µ ∂ ∂ for given x , corresponding losses were much more modest for integrated effects j ξ . In applications, we recommend the use of PV variance structure for continuous outcome variables such as costs and expenditures since the gamma and inverse Gaussian distributions are special cases of this variance structure. Similarly we recommend the use of QV variance structure for discrete outcomes such as length of stay and counts of physician visits since Poisson and negative binomial distributions are its special cases. Practically, we also found that the new estimators work best in analyses with larger sample sizes, say, over 5000 N = .
Finally, we mention generalized additive models (Hastie and Tibshirani, 1990) as an alternative to the model we propose with flexible link function. While useful in some contexts, in many applications, there are several covariates, and fitting such models with multiple smooth terms becomes difficult. The flexible yet parametric link function approach that we propose offers an added degree of flexibility over the standard generalized linear model, while retaining enough model structure so that the model is still relatively easy to estimate. We hope that this methodology will be increasingly used in the health economics and other areas of research that are plagued by data characteristics that makes a priori choices of link functions and of estimators with distributional assumptions difficult.
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Appendix B:
Initial values of the regression coefficients come from the estimates of regression coefficients from a gamma GLM model with log link. The initial value of the link parameter λ is set to 0.1. For the PV structure, initial value of θ 1 comes from the shape parameter (φ) computed by the gamma GLM model.
The initial value of θ 2 comes from the modified Park test (Manning and Mullahy, 2001) . Parameter estimates are updated using the following equality We ensure that the required condition 0 i i µ > ∀ is met by settingˆi µ to missing for all observations for which this condition is violated at any given iteration. After the estimator has converged we searched for any observation with missingˆi µ . We did not find any such observations for all our simulated datasets and also for the empirical example with the hospitalist data. The variance of the marginal effect can also be obtained through an analogous method. . '+' = True value unknown since distribution does not conform to the particular variance structure assumed. 2.9 (17.2) -2.1 (9.1) -1.6 (21.9) 0.4 (11.9) 0.8 (7.6) -0. 
