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1.  INTRODUCTION: RESEARCH QUESTIONS, FRAMEWORK AND DESIGN 
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1.1. General Introduction 
The intent of this PhD dissertation is to research dynamic relationships between various derivatives 
markets. Pindyck and Rotemberg (1990) introduce the excess co-movement hypothesis (ECH) between 
commodity prices. They find that this co-movement of prices applies to a broad set of commodities that 
are not necessarily associated to one and other, i.e. the cross-price elasticities of demand and supply are 
close to zero. Economic theory suggests that the prices should only move together in response to 
common macro economic shocks. However, tests of the joint behavior of prices across a range of 
commodities cast doubt on the standard competitive commodity price model.    
A potential explanation for the excess co-movement is that commodity price movements are the result of 
herd behavior in financial markets, where traders are alternatively bullish or bearish on all commodities 
without a conceivable economic reason. Various traders, brokers and other market participants in the 
futures markets would not be surprised by such statements, as they have the common belief that 
commodity prices tend to move together. Analyses of commodity futures markets issued by brokers, 
market analysts or financial magazines often refer to copper, or oil, or coffee prices rising due to general 
rise in commodity prices, suggesting that increases in those prices are caused by or have the same 
causes as increases in wheat, cotton, and gold prices.  
This thesis shall attempt to shed more light on the intricate relationships between commodity futures 
prices, and provide more insight to the explanations behind the co-movement relationships. In section 1.2 
a description of the basics of derivatives and futures is presented – indicating the inherent information 
based characteristics of these markets. In section 1.3 an overview of history of derivative markets is 
presented - positioning the derivatives and futures markets at the evolutionary frontier of economics.  In 
section 1.4 gaps in existing researched are outlined while in section 1.5 the major intended empiric and 
conceptual contributions are presented. Section 1.6 presents the research design and the structure of this 
PhD dissertation.  
1.2. Commodities markets and futures contracts 
Commodities markets are frameworks which facilitate trade of various commodities and derivatives. They 
are a product of a sustained and extensive economic evolution that covers centuries, from the commodity 
markets of London and Antwerp to the mercantile exchanges of Chicago and New York. These days, 
dozens of such markets and exchanges exist, and many more are emerging. Most commodities traded 
comprise agricultural products and other raw materials such as copper, tin, and gold. Furthermore, 
energy products such as petroleum and more recently natural gas and ethanol are vigorously traded. 
New exchanges appear to accommodate trade of innovative commodities. For example, the European 
Climate Exchange (ECX) offers a platform for trade in emission rights and related products. Simply put a 
commodity is a tradable good. 
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As the commodities are traded through a commodity market or an exchange, they no longer comprise a 
physical bundle, but instead are represented by contractual rights and obligations which, among others, 
comprise the futures contracts. Every futures contract for such a commodity is a detailed prescription of 
technical requirements alongside explicit details for delivery and payment. During the trade, both the 
buyer and seller are aware of the contractual matters, and, moreover, the legal course of action that will 
be taken to enforce compliance. To recapitulate, with futures contracts, trade has moved from a physical 
transaction to a transaction which specifies a cluster of rights and obligations. The physical commodity is 
only managed at the delivery date or the date of maturity of the futures contract. All contracts are 
eventually settled either through liquidation by offsetting purchases or sales, or by delivery of the actual 
physical commodity. A counterbalanced transaction is the more frequently used method to settle a futures 
contract. Delivery is rare, and generally takes place in less than two percent of all agricultural contracts 
traded. Futures contracts exist for various future months, up to two to three years forward depending on 
the commodity. 
The focal economic purpose of a futures exchange is price risk management and price discovery. The 
exchange functions by providing a trading platform for buyers and sellers. Furthermore, the exchange 
institutes rules to guarantee open and competitive trade. All bids and offers are regulated by the 
exchange and must be made through a designated trading pit or through an electronic trading system.  
Only members of the exchange are entitled to put in orders; non-members can place orders through 
commodity brokers.  
The role of the exchange is to offer a marketplace in which global supply and demand variables find 
equilibrium and provide price discovery. As mentioned before, the futures function as a price discovery 
tool. However, note has to be taken of the fact that the futures price prediction is subject to continuous 
change which reflects the incorporation of additional information about the commodity as it becomes 
available. Thus, in theory and for markets to work properly, futures converge to the spot price as the 
delivery date approaches. As it is important for the buyers and sellers of the contracts that the futures 
represent a good forecast of the future spot price, convergence of both is a crucial factor for futures 
markets.  
The market participants can be divided into two main categories: hedgers and speculators. The futures 
markets are mainly meant for hedging. The word hedge implies protection. Hedging incorporates a 
counterbalancing investment to lessen or try to avoid loss which can present itself due to price changes. 
Hedgers consist of farmers, livestock producers, merchandisers, elevators, food processors, feed 
manufacturers, exporters and importers. This illustrates that hedging forms a tool for all participants in the 
production chain. Subsequently speculators play an important role in the efficiency of futures market. 
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Speculators facilitate the hedging process by providing liquidity* and proper incorporation of available 
information.  
1.3. Hedging with futures, basis, and spreads 
Hedging is based on the principle that spot prices and futures prices tend to move in a similar pattern, 
which is not necessarily indistinguishable. However the movements are parallel enough to lessen the risk 
of a loss in a cash position by taking the opposite positions with the futures. The losses made in one 
market will be offset by gains in the other. Table 1 and 2 provide a structural overview of the transactions 
made for the short- and long hedge respectively. 
Table 1: Short hedge transactions 
 Cash Market Futures market Basis  
(Pre)harvest (Buy) cash crop   St Sell futures      Ft St - Ft Buy Basis 
Preferred offset date Sell cash crop      St+1 Buy futures     Ft+1 St+1 - Ft+1 Sell Basis 
 
Table 2: Long hedge transactions 
 Cash Market Futures market Basis  
(pre)harvest (Sell) cash crop   St Buy futures      Ft St - Ft Buy Basis 
preferred offset date Buy cash crop      St+1 Sell futures     Ft+1t St+1 - Ft+1 Sell Basis 
  
Basis is the link between cash and futures prices. Basis is defined as the difference between the current 
cash price and the futures price. The futures, in theory, reflect the cash price adjusted for variables as 
such as freight, handling, storage, and quality of the commodity next to the local supply and demand. 
Basis is an important factor for hedgers since it can affect the final outcome of a hedge. Therefore, a 
good knowledge and understanding of basis movements is vital for hedgers and commodity traders. 
Buyers and sellers hedged with futures are no longer under the influence of price risk; nevertheless, a 
basis risk still exists. Basis risk is relatively smaller than the risk correlated with prices, although it is still 
an actual market risk. Furthermore, a skilled merchant has the potential to manage basis risk by analyzing 
historical basis movements. As agricultural basis tends to follow historical and seasonal patterns, it is 
important to keep track of historical basis records to be able to manage basis risk. 
A spread is the difference between two futures prices at a specific date  
(Ft+i+it - Ft+it) Spreads connect the buy and sell basis over time. Moreover, spreading refers to 
simultaneous transactions in the futures markets, when a certain quantity of futures contracts (Ft+it) is 
bought, and the same quantity of futures contracts with a different delivery date (Ft+kt) is sold. Spreading 
                                                      
* The ability to enter and exit the market quickly, easily and efficient.  
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allows a seller with a short hedge position, or a buyer with a long hedge position to carry their respective 
positions to a later delivery date. Thus, spreads provide the opportunity to manage the time factor of a 
hedge. Furthermore, if used and managed appropriately, spreads may reduce price risk for a buyer or 
seller and increase the potential gains of an elevator. On the other hand, spreads contain a 
supplementary level of uncertainty, and thus require additional attention and effort from the manager. 
Spreads can be put in place at any given time before the expiration date of the futures contracts. In 
addition, the futures exchange allows for a market participant to pre-spread. This implies that if a 
participant intends to carry her position for an extended period, and in case she determines that current 
spreads are favorable for her expected futures position she has the opportunity to spread before taking 
that position. 
1.4. History of derivative markets 
Derivative markets have been in use for centuries even millennia. However due to limited historical 
records of derivative trading an extensive exploration seems to be absent in present day academia, 
exempt some exceptions (Swan, 2000; Weber, 2009). Historically derivatives contracts have been traded 
between private parties, which today we refer to as over-the-counter (OTC) markets. Furthermore, the 
inherent component of derivative contracts adds to the difficulty of keeping historic statistics of the trades.  
Even today, by the end of each trading day, the value of a futures contract is set back to zero by 
discounting the change in value to the margin account. The general term derivative, which covers various 
derivate products, emerged in the eighties (Swan, 2000). However various new derivate products have 
been introduced, making the previous definition obsolete. A derivate was defined as a financial tool with a 
value derived from the value of a specific underlying asset. This definition implies that the underlying 
asset is some form of a raw material, or an asset with a concrete economic value. Recent developments, 
such as weather derivates, electricity derivatives, and other derivatives which are based on indices do not 
fit the bill of such a definition. Currently, the term derivative is defined as a financial instrument whose 
value depends on a specific variable (Hull, 2006). Even this broad definition does not incorporate the 
credit risk in OTC markets. The plot thickens when we consider the meaning of commodities. Above we 
have briefly mentioned that the definition of a commodity corresponds with the concept of a tradable 
good. Such definition highlights the characteristics which allow for trading. The traditional meaning of a 
commodity alluded to a raw material or primary agricultural produce which is tradable. The general 
definition implies a useful or valuable object (i.e. variable) which is tradable. Thus this implies that any 
derivative is a commodity, which needless to say creates discombobulation among the public. Often, one 
has to rely on the context to truly understand which concepts exactly are implied when one uses these 
terms. An additional component which is often assumed, yet not explicitly mentioned in the definitions, is 
the time- or future component of such contracts. Thus, often if not always, when speaking about 
commodities or derivative contracts, a time component in future direction is implied.  
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Derivative contracts emerged naturally when economies and trade started to expand and hence required 
agreement based on trust in order to fuel the growth. Writing is known to be key for development of 
advanced societies. The first (known) derivative contracts were written in cuneiform on clay tablets (Van 
De Mieroop, 2005). Swan (2000) describes the earliest know short-selling operation with barely. While no 
crop insurance was present, such transaction were possible due to irrigation technology, which greatly 
reduced the production risk for the farmers. Various other historic examples are described which indicate 
derivatives trading (Swan, 2000; Van De Mieroop, 2005; Zohary et al., 2010). The development of 
contracts for future delivery were a must for the growth of long-distance trade and improved the economic 
efficiency of commodity markets in Mesopotamia. Around half a million found clay tablets have been 
found, from which 225 000 have been digitalized†, from which many more examples may be found and 
provide more insight on the historic development of derivative contracts. Such research would be of great 
value, as the market evolution may shed light on the developments in information and transaction costs, 
which are in function of progress in administration, access to information, and transportation. Due to their 
inherent characteristics and specific integration into economies, derivatives and / or commodity futures 
are a rich  locus of study, both from the historic as current perspective.  
 
In the Greek society, contracts for future delivery were permitted in Athens for sea-born trade and import 
of grains from Egypt (Swan, 2000). From the Ptolemaic kingdom various papyri have survived illustrating 
contracts for future delivery. The Roman law around the thirds century BC provides proof of contracts for 
future delivery and risk management under vendito re speratae and vendito spei, the first resembling an 
option based on production and transportation risk and the second a During the 5th century derivatives 
were allowed to be traded OTC after they have been written among third parties (Weber, 2009). 
 
Through the Renaissance the most advance economic regions developed derivative markets. The Italian 
city states developed bills of exchange for long distance trade, which were tradable OTC (Pezzolo, 2005). 
Bruges, being the center of trade in commodities between twelfth and fifteenth century, naturally 
developed forward contracts. A significant innovation occurred in Antwerp in mid-sixteenth century, when 
the city legalized third party trade of the bills of exchange, market participants detected that it is 
nonessential to settle forward contracts by delivery. Instead, the losing party would compensate the 
winning party for the difference between the delivery price and the spot price at the time and location of 
the settlement. The creation and large scale implementation of such contracts for differences (CFDs) was 
unique for the time and limited to Antwerp (Weber, 2009). The following quote by a Spanish humanist 
from the sixteenth century illustrates both the existence of such contracts and the similarity to the current-
day critique on speculation:  
 
                                                      
†By Max Planck Institute for the History of Science and the University of California at Los Angeles   
 http://cdli.mpiwg-berlin.mpg.de/ 
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Of late in Flanders a horrible thing has arisen, a kind of cruel tyranny which 
the merchants there have invented among themselves. They wager among 
themselves on the rate of exchange in Spanish fairs at Antwerp. They call 
these wagers parturas according to the former manner of winning money at 
a birth (parto) when a man wagers whether the child shall be a boy or a girl. 
In Castile this business is called apuestas, wagers. One wagers that the 
exchange rate shall be at 2 per cent., premium or discount, another at 3 per 
cent., etc. They promise each other, to pay the difference in accordance with 
the result. This sort of wager seems to me to be like Marine Insurance 
business. If they are loyally undertaken and discharged, there is nought to 
be said against them. But there are many ruinous tricks practiced therein. … 
This is a great sin.” 
    Cristobal de Villalon 1542. Quoted in Ehrenberg and Lucas (1985) 
 
The development of CFDs was an important evolutionary step towards the futures markets. The final step 
required was the elimination of credit default risk via margin accounts. Note that the development of 
exchanges and central clearing houses effectuate exactly the elimination of the credit risk between 
parties.  
 
Parallel with the invasion of Spanish troops in Antwerp, began the Golden Age of Amsterdam. In the early 
seventeenth century the Dutch East India and consequently the West India Company were founded, 
creating a primer for gathering funds via issuing of shares. In parallel with extensive commodities trading, 
the maritime trade created a large influx of forward contracts and CFDs. During these developments the 
first large scale naked short selling operations were put in practice. Due to negative public opinion, 
especially during down markets, short selling was banned in 1610 (Weber, 2009). The ban on short 
selling proved to be ineffective due to difficult enforcement, without hampering markets operations. In 
1688, Joseph de la Vega – at the time residing in Amsterdam - wrote a masterpiece titled Confusion de 
Confusiones. In his book de la Vega provides an intricate compendium of various (exotic) derivative 
trades and speculation. Interestingly, his four rules for speculation are still entirely applicable today: never 
advise anyone to buy or sell shares; accept both profits and losses; profits do not last; you need both 
money and patience. The title of his book is more beyond decorous, especially in the context of the 
events unfolding in his book and at the markets. The Tulip Mania is one of those unconceivable events, 
which is the first documented asset bubble. Tulips, indigenous Turkish, became popular with the wealthy 
in the Netherlands around the end of sixteenth century. In 1636-1637 a speculative hysteria ensued – 
Figure 1 presents the tulip-bulb index. Via the use of CFDs, speculation became possible with limited 
capital (i.e. via leverage). It is important to note that even though the authorities tried to undermine CFDs 
by making them unenforceable in court, the trading continued extensively due to a reputation based 
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system. The reputation based system, was of outmost importance for the success of the trading – given 
the continuous presence of credit default risk. Joseph de la Vega describes the process and importance 
of reputation in CFDs trading eloquently in his epitome. OTC trading might imply credit risk, however even 
today large volumes of trades are conducted over –the-counter. While there were no formal enforcement 
possibilities, failing to meet delivery requirements directly implied an expulsion from the market.        
 
 
Figure 1: Graphical representation of the Tulip Mania bubble (Source: Unknown) 
Even though the Royal Exchange of London – a commodities exchange – was established in 1560s, 
various soci-economic factors kept the trades on the margin. In the late seventeenth century, William of 
Orange and his wife Mary were jointly crowned and moved from Amsterdam to London. Partly through 
this move, the English benefited greatly from the commercial, scientific and administrative exploits of the 
Dutch (Jardine, 2009). The development of derivative trading in Paris started to pick up in 1820s and was 
closely linked to trading in government bonds after Napoleon’s defeat and consequent reparation 
payments. In Germany, bills of exchange were widely traded until eighteenth century. In the nineteenth 
century, the German derivative markets resembled the French pattern, and Frankfurt became the leading 
financial center of Germany. The roots of Zurich as a financial center date back to 1850s and were mainly 
linked to bills of exchange and shares of banks. Derivative trading spread throughout Europe, however 
due to a lack of proper literature widespread adoption remained absent until the introduction of profit 
charts in 1870s.  
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1.5. Gaps in existing research  
Pindyck and Rotemberg (1990) argue that due to herd behavior in financial markets prices tend to move 
together. Commodity traders and speculators consider it quite normal for commodity prices to move 
together for reasons other than the influence of macroeconomic shocks. They usually attribute this to 
liquidity effects or to sympathetic speculative buying (Palaskas and Varangis, 1991). Various reasons are 
suggested as to why market participants consider co-movement normal even for unrelated commodities 
in terms of cross price elasticities of supply and demand.  Palakas and Varangis (1991) hypothesize that 
a fall in the price of one commodity causes other commodity prices to fall due to reduced liquidity of 
speculators who are long in several commodities at once. Speculators in futures sell other commodities to 
cover margin calls in the commodity in which they are long. Palakas and Varangis (1991) examine the 
excess co-movement hypothesis introduced by Pindyck and Rotemberg. Via cointegration tests they find 
that 14 out of 42 pairs to exhibit excess co-movement, suggesting that co-movement is rather an 
exception than the rule. In a study between financial markets and primary commodity markets, Palaskas 
obtained the differing results and concluded that there is an excess co-movement between these two 
markets (Palaskas, 1996). Deb and Triverdi (1996) find weak evidence of excess co-movement. More 
recent work (Barberis et al., 2005) attributes co-movement of prices to friction or sentiment delinking it 
from fundamentals. Weiner (2006) examines speculative behavior in the international oil market by 
focusing on individual trader positions in crude-oil and heating-oil futures markets, and finds evidence that 
subgroups of speculators do tend to act in parallel or flock. Ai and Chatrath (2006) use quarterly inventory 
and harvest data for a number of agricultural commodities between 1957 and 2002. They assign much of 
the co-movement to common tendencies in demand and supply factors. Campiche (2007) examined the 
co-movement between crude oil prices and a series of agricultural commodities 2003-2007 through 
Johansen cointegration tests. Only a sub-sample between 2006-2007 period revealed cointegration 
between soybean and corn prices with crude oil. Steen and Gjolberg (2012) analyze monthly prices of 20 
commodities for the period 1986–2010, and find a tendency toward increased co-movements across 
commodities and between commodities and the stock market after 2004.   
In parallel with research on co-movement of commodity prices, various studies find evidence in favor of 
herding behavior (Bhaduri and Mahapatra, 2013; Blasco et al., 2012; Caparrelli et al., 2004; Chen, 2012; 
Demirer et al., 2010; Guo and Shih, 2008; Hsin and Tseng, 2012). Klein (2013) finds that during periods 
of crisis, like the recent global financial crisis and the period after the dot.com bubble bursting, stock 
prices are much more driven by behavioral effects compared to tranquil times. Chiang and Zheng (2008) 
confirm an increase in herding behavior during turbulent economic periods.  
Furthermore, movements in commodity prices may have a common trend due to the influence of 
exogenous factors such as macroeconomic aggregate demand, inflation, exchange rates and interest 
rates that are common determinants (Baffes, 2010). These macroeconomic factors may add to co-
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movement next to herd behavior and sympathetic speculative buying as mentioned above. Leybourne et 
al. (1994)  offer a compromise between Pindyck and Rotemberg (1990) and Palaska and Varangis 
(1991). They suggest that excess co-movement is the result of herding behaviour and the capital 
movement’s effects. Furthermore, the stock market phenomena occurring in the short run, reflect the mid- 
and long-term dynamics of primary commodity markets (Piot-Lepetit et al., 2011). Frankel (2006) claims 
and supports empirically that low real interest rates lead to high real commodity prices. While high interest 
rates lead to an increase in supply of primary commodities and reduce the demand for storable 
commodities causing their prices to fall.   
Piot-Lepteit et al. (2011) note that  the hypothesis of excess co-movements is an object of econometric 
modeling. Research on the assumption of excess co-movements focused more on the nature of excess 
co-movements than on the causes themselves. Furthermore they note that cointegration of two variables 
is necessary but not sufficient to show an excess co-movement. Co-movements are important as the 
economic variables are themselves cointegrated. Leybourne et al. (1994) make a distinction between 
strong excess co-movements where commodity prices have a common trend and weak excessive joint 
movements without common trend.  The existence of excess co-movements between prices of two 
commodities implies the existence of a non excess co-movement but it is not a prerequisite for the 
existence of significant relationship between residuals of price equations. In case when primary 
commodity prices are linked to the same macroeconomic variables, yet are not cointegrated thus do not 
have the same trend, there is weak excess co-movement (i.e. absence of a common trend). Co-
movement is verified when residuals of prices are correlated. Price co-movement indicates that prices 
move in parallel when they are cointegrated and that such movement is linked to a long-term common 
behavior.  
Interactions between prices and primary commodity markets lead to convergence or divergence 
phenomena in primary commodity market dynamics (Saadi, 2005). Mid- and long-run price dynamics are 
caused by the endogenous mechanisms of supply and demand resulting in delayed reactions. These 
endogenous mechanisms lead to similarities in the evolution of many primary commodity markets, 
however certain markets have specific characteristics that lead them to move in different ways (Piot-
Lepetit et al., 2011). Furthermore, the substitution and complementarities effects support relationships 
between prices of primary commodities causing interdependence between markets.  
From the description above it is noticeable that there seems to be limited consensus about the concept of 
(excess) co-movement between commodity prices. The discussions complicates with a legion of reasons 
supposedly causing such co-movement. While there exists an exuberant body of literature about and 
around the topic of price relationships, there seems to be a lack of a holistic approach, which tries to find 
a common ground between the different ideas and conclusions. The literature at the moment is like a 
patchwork of different ideas, approaches, and conclusions without any adhesive structure.  Furthermore, 
there seems to be no explicit differentiation to the applied approaches. These lacunas are confirmed by 
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several literature reviews (Carter, 1999; Gray and Rutledge, 1971; Kamara, 1982). Moreover, in the 
editorial comment in the Journal of Futures Markets Powers (1994) indicates a deficiency in 
understanding the futures markets even after publication of more than 700 articles.   
 
1.6. Intended research contribution   
1.6.1. Intended empiric contribution 
The common unifying theme of this doctoral research is uncovering the complicated dynamic 
interrelationships between financial asset markets, energy markets and traditional agricultural commodity 
markets. Over the last few decades a number of factors have dramatically changed the economic 
relationships between these important markets. In particular, the ever increasing drive and competition for 
finite energy resources and raw commodities among developed and developing economies has 
contributed to greater price volatility in these markets and further complicated price transmission across 
these markets. It is the overarching goal of this research to shed greater light on how price discovery and 
price formation takes place in financial asset markets, energy markets and agricultural commodity 
markets and to better model and understand the intricate and dynamic prices relationships that exist 
between these markets. Stock exchanges, futures exchanges and other derivative markets provide the 
natural laboratory in which to examine these relationships as they are the main price discovery points for 
these markets. These price relationships are best explored through advanced time-series methods, which 
are able to capture long and short-run dynamic price relationships between assets markets while allowing 
the econometrician the flexibility to account for changing policy environments. 
This doctoral thesis applies cointegration techniques to stock and futures markets data to analyze the 
price relationships between world stock, commodity and energy markets. Specifically, four applied pricing 
relationship issues are examined with respect to agricultural commodities and crude oil markets; crude oil 
and BRIC stock markets; crude oil, corn and ethanol markets; and Indian government sugar policy and 
global sugar and commodity futures indices. The final section of this doctoral thesis re-examines and 
extends the discussion of the theoretical underpinnings of how assets markets pricing occurs and how 
information is processed by traders in these markets. 
The US energy policy has spurred a food versus fuel debate and generated much discussion as to the 
extent, if any, that such a policy has contributed to higher and more volatile raw commodity and food 
prices around the globe. Even though significant attempts have appeared in literature, the current 
perception of co-movement and commodity prices spillover appear inadequate and static. In particular, in 
chapter two price movements between crude oil futures and a series of agricultural commodities and gold 
futures are analyzed. A comparative framework is applied to identify changes in relationships through 
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time and various cointegration methodologies and causality tests are employed. The results indicate that 
co-movement is a dynamic concept and that some economic and policy development may change the 
relationship between commodities. Furthermore we show that biofuel policy buffers the co-movement of 
crude oil and corn futures until the crude oil prices surpass a certain threshold. In addition, by considering 
the interaction between corn futures and crude oil futures with the recent surge of mandated biofuel 
production, a deeper insight is offered on specific changes in markets and their relationships. 
In a similar vein, the crude oil market, which is the main engine for economic growth, has played an 
increasingly pivotal role in transmitting important economic pricing signals – such as geopolitical “news” 
and uncertainties – to emerging nations stock markets. Chapter three complements the debate on the 
linkages between crude oil and BRIC stock markets. The specific economic relationship of each of the 
BRIC countries with raw materials is of significant importance for their economies, yet has varying 
characteristics. By analyzing the stock price indices of these countries and their relationship with crude oil 
futures, an insight can be gained of information flow from raw materials (physical) to their corresponding 
derivative products (futures) and consequently to the overall stock indices of these countries. 
Furthermore, the usage of the most recent data with daily frequency within a period of two economic 
crises makes this study very timely and its results valuable both in academia as for market participants. 
The impact of crude oil price on dissimilar BRIC economies is analyzed. The main results indicate linear 
cointegration of Chinese and Brazilian stock markets with crude oil prices, whereas in case of India and 
Russia threshold cointegration is present. The study also shows that India’s BSE30 precedes crude oil 
futures, whereas China, Russia and Brazil have a bi-directional causality between the stock markets and 
crude oil prices. 
Chapter four presents a holistic study on the complex relationships between crude oil, corn and ethanol 
during a turbulent period between 2006 and end of 2011. Through a holistic mapping of the current 
market situation and a contextual analytical design we show that there exists a strong relationship 
between crude oil and corn markets on one side, and crude oil and ethanol on the other. However, the 
price relationship between corn and ethanol was revealed to be less straightforward, and is driven by US 
government fuel policy. Furthermore the study indicates that corn markets have became more prone to 
volatility due to ethanol (policy mandated) production, especially when the demand for corn is high and/or 
the crude oil prices are high enough to create a competitive market for ethanol. The specific analytic 
design and the holistic approach shed light on the complex markets’ trend and show the huge 
dependency on information shifts breaking loose from traditional considerations of market linkages. 
 
In the fifth chapter, the market situation of Indian and global sugar and commodity futures indices is 
considered. A unique and comprehensive overview is presented of the complex and heterogeneous 
Indian sugar policy, complemented by an overview of other factors contributing to an intricate market 
condition. Direct linkages between crude oil, sugar futures and commodity indices agricultural futures 
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have been analyzed. Furthermore, this study considers whether certain relationships change due to local 
(Indian) contrasts. In such context, the results indicate decoupling between the Indian sugar futures 
prices and the regional prices. Market participants active on the Indian sugar futures markets are led by 
the smooth information flow from global commodity markets. The multidimensional complexity of the 
market is cascading through to its price relationship between national and global (agricultural) markets – 
represented by commodity indices and crude oil. The clear difference in price formation in Indian regional 
(spot) sugar markets and the futures markets indicates a distinct variation in the underlying process.    
Finally, a consideration of the price formation of derivative markets is presented. Hereby a proposition is 
presented about the decision-making process of market participants. The historic overview of derivatives 
illustrates the natural development of commodities futures. The developments of derivative markets in the 
twentieth century were mainly around the institutionalization of the derivatives trading.  In other words, the 
main focus was put on removing credit default risk. In parallel research has mainly focused on explicit 
price analyses of the market and theoretical work was limited to the Random Walk Hypothesis (RWH) and 
the Efficient Market Hypothesis (EMH). Further refinement of the conceptual theory of commodities 
futures and derivative markets in general remained absent. The concepts and definitions of terms such as 
commodity and derivatives have insufficiently been discussed and even neglected in current market 
research. Implicit assumptions on these basic ideas and definitions created a mismatch of studies with 
contradicting results. The fundamental meaning of a commodity – implies a certain variable that has its 
value directly linked to a continuous flow of information which pertains on that variable. That being said, 
several aspects require extensive attention. The idea that information affects the markets is far from 
novel, however in present context of globalization in parallel with digitalization has a considerable impact 
on this information flow and the speed of absorption by the market. The historical development of CFDs 
allowed for market participants to move away from physical settlement and instead shifting towards a 
monetary compensation based on information. In other words, one can postulate that most market 
participants trade information – of a certain variable – and have moved beyond the functional 
characteristics of such variables or commodities. While at first seemingly absurd, such evolutionary 
developments seem to be quite natural if we consider how economies themselves evolve. Every 
economist has been taught that economies go through a transition of focus from primary (agriculture) to 
secondary (industry) to tertiary (services and knowledge) sector. The trading mechanics seem to follow a 
similar pattern where commodities futures and derivatives are the final frontier of trade. In a nutshell, a 
theoretical perspective is presented suggesting that in commodity futures markets, information is traded 
in a process one may call mental economics.  
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1.6.2. Intended conceptual contribution 
In the previous section we have concluded that there seems to be a lack of academic consensus about 
the concept of parallel price movements and the underlying causes driving such price relationships. The 
idea of co-movement implies long run relationships between prices of assets and derivatives such as 
commodities. What is more, a myriad of causes or drivers for such parallel price behavior has been 
indicated in the literature, namely:  
 Contagion;  
 Herd behavior; 
 Flocking (by subgroups); 
 Friction, or sentiment driven behavior; 
 Common tendencies in supply and demand; 
 Increased behavioral effects during turbulent times; 
 Influence of exogenous factors such as; aggregate demand, inflation, exchange rates, and 
interest rates; 
 Endogenous mechanisms of supply and demand; 
 Storage levels of commodities; 
 Capital movements effect; 
 Substitution and complementarities effect.  
In addition, several studies have debunked the idea that index fund investments cause bubbles in 
commodity futures markets (Etienne et al., 2013; Irwin and Sanders, 2011). However, the process of the 
so called financialization of commodity markets may have contributed to the intricacies of price 
relationships between different commodity markets. Since Exchange Traded Funds (ETFs) may take up 
similar positions in different commodity markets, which can cause an additional linkage between markets.  
That being said, most studies are based on empirical case studies while providing generalized 
conclusions a posteriori. In this thesis, we attempt to build an analytical framework – based on a priori 
knowledge about several specific markets. Consequently, after carrying out several specific case studies, 
an attempt shall be made to provide a generalized conclusion on market relationships based on the 
unique framework of this thesis and the results of these specific case studies. Specifically, the intent is to 
indicate that the concept of parallel price movements in commodity futures markets is intertemporal and 
dynamic. That being said, all the potential drivers mentioned above could be active in linking prices to one 
and other – at a specific moment in time. From that perspective, a novel perception of market price 
relationship under the form of information flow theory is presented in chapter 6. In complement, a 
discussion is presented about the importance of market participatory perspective in parallel to the 
economic theory. Since most market participants are comprised of speculators, and their main interest is 
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to make profit (i.e. forecast the future price movement) regardless of the theoretic background of these 
markets. These ideas result in the universal model of perception presented in chapter 6.     
 
1.7. Research design of the thesis  
The structure of this thesis is centered on the parallel movement of energy prices (i.e. crude oil futures) 
with a spectrum of commodities futures and stock market indices. Cointegration methodologies are 
selected in order to analyze potential parallel movements between prices. In the previous sections we 
have indicated various potential causes for linkages between markets. Consequently, to gain a deeper 
understanding on the price relationships, we group these potential causes in the following manner:  
 Physical causes 
Common tendencies in supply and demand; 
Storage levels of commodities; 
Substitution and complementarities effect; 
Endogenous mechanisms of supply and demand; 
Production factors; 
 Macro-economic causes 
Capital movements effect; 
Influence of exogenous factors such as; aggregate demand, inflation, exchange rates, and 
interest rates; 
 Intangible - behavioral causes 
Contagion; 
Herd behavior; 
Flocking (by subgroups); 
Friction, or sentiment driven behavior; 
Increased behavioral effects during turbulent times. 
The research design of this thesis is structured in a way to create optimal understanding of the market 
relationships while at the same time safeguard the econometric model against misspecification. The 
underlying thought for putting crude oil in the center of the research is based on several factors. Crude oil 
– being a proxy for energy prices - is by far the largest and most mature commodity derivative market 
(both in terms of volume and liquidity). Next to that, there is a direct link between crude oil prices and cost 
of production of agricultural commodities, complemented by transportation costs. Furthermore a body of 
literature (see chapter 2; 3; 4) indicates a linkage between crude oil prices and economic activity and 
macro-economic linkages. In other words, crude oil futures have the potential to bind other markets via 
each group of linkage-agents stated above.    
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In addition, using crude oil prices as a reference point in the research allows for relative comparison 
between different markets. For example, in chapter 2 crude oil prices have been paired with cocoa, 
coffee, corn, soybeans, soybean oil, wheat, rice, sugar and gold. While such a framework allows for 
additional insight in the market relationships, it also functions as a robustness check for the model and its 
results. For example, the substitution effect between corn and soybeans and complementarity between 
soybeans and soybean oil should be properly reflected in the obtained results.  
The relative temporal comparison obtained by the breakdown of a full sample in several intervals provides 
an additional dimension to understanding the dynamic linkages between markets. Once again such an 
approach allows for a reliability check. The results from the subsamples should be consistent with the 
results obtained from the full sample. Furthermore, a priori knowledge of drastic changes – such as policy 
changes for coffee market liberalization, or the introduction of biofuels – in certain periods should as well 
be reflected in the results.      
As mentioned before, cointegration allows for analyzing time-series data in order to find potential parallel 
price movements or a common trend. In layman terms cointegration is often illustrated via the notion of 
the drunk (i.e. random walk) walking with her dog. Opposite to two drunks (random walks), there is a 
connection between the drunk and her dog even though each path individually is still an unpredictable 
random walk. When applying cointegration analyses selection of the frequency of time-series data 
requires further attention. Literature on the power of cointegration tests implies that the sample size and 
the frequency of data are of importance to avoid spurious results (Hakkio and Rush, 1991; Hooker, 1993; 
Lahiri and Mamingi, 1995; Lin and Mccrae, 2002; Otero and Smith, 2000; Zhou, 2001). Most studies 
indicate that low frequency data, such as yearly data versus monthly or daily and small sample size favor 
acceptance of cointegration. Consequently, this research focuses on monthly and daily prices and a 
minimum sample size of 200 observations. In addition to paying attention to potential issues with 
cointegration analyses this research relies on a robust design. Table 3 presents an overview of the 
applied research design. Column A exemplifies a case where a trivariate model has two cointegrating 
vectors. This example illustrates the robustness of the research design. The downward cascading results 
in case A should all reflect the initial results of the full period trivariate model. Case B represents a 
realistic (mirrors the results of chapter 5) and consistent analysis. Case C entails two inconsistencies 
would raise question about the validity of the overall results. When unable to reject cointegration in the full 
period, it is expected that this should be as well reflected in the subperiods. Furthermore, when variable X 
and variable Y are found to be cointegrated with crude oil (in period 2), it is expected that a cointegrating 
relationship should be found between them as well. When multivariate results have been presented, they 
served as a robustness check of the model design. 
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Table 3: Overview of the research design 
Trivariate model A B C 
Crude oil - X  - Y Full period  Full period  Full period  
r=1 Not rejected Rejected Not rejected 
r=2 Not rejected Rejected Rejected 
Crude oil - X - Y Period 1 Period 2 Period 1 Period 2 Period 1 Period 2 
r=1 Not rejected Not rejected Rejected Not rejected Rejected Not rejected 
r=2 Not rejected Not rejected Rejected Rejected Rejected Rejected 
Bivariate model 
Crude oil - X Full Period Full Period Full Period 
r=1 Not rejected Rejected Rejected 
  Period 1 Period 2 Period 1 Period 2 Period 1 Period 2 
r=1 Not rejected Not rejected Rejected Not rejected Rejected Not rejected 
Crude oil - Y Full Period Full Period Full Period 
r=1 Not rejected Rejected Rejected 
Period 1 Period 2 Period 1 Period 2 Period 1 Period 2 
r=1 Rejected Not rejected Rejected Not rejected Rejected Not rejected 
              
X - Y Full Period  Full Period  Full Period  
r=1 Not rejected Rejected Rejected 
  Period 1 Period 2 Period 1 Period 2 Period 1 Period 2 
r=1 Not rejected Not rejected Rejected Not rejected Rejected Rejected 
 
Generally, the choice was made to focus on bivariate cases to smooth the progress of the economic 
interpretation from the time-series analysis. In several cases, asymmetric cointegration techniques were 
applied to complement the linear analyses. Table 4 present the logical framework behind such analyses.   
Table 4:  Framework of linear versus asymmetric cointegration analyses 
i Johansen Linear cointegration   No cointegration  base analysis  
ii Seo (2002) Linear cointegration Treshold cointegration   obtain beta- and gamma values 
iii Seo (2006)   Treshold cointegration No cointegration  validate threshold results 
 
Consequently, four case studies are presented analyzing the dynamic relationships between financial 
asset markets, energy markets and traditional agricultural commodity markets. These markets have been 
selected to represent a wide spectrum, where crude oil futures have been used as a proxy for the global 
energy markets. Figure 2 presents an overview of the research on price linkages between various 
markets. The red arrows indicate the focus and contribution of this thesis.  
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Figure 2: Overview of price interaction research between various markets 
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2.1. Introduction  
Various studies on co-movement in commodity markets have presented contradicting results. The 
linkages between energy and agricultural markets have recently received increased attention and have 
often been attributed to biofuels albeit with only questionable empirical evidence. The complexity of these 
issues and the narrow perspective of the analyses make it difficult for the market participants, and 
especially policymakers, to see the ‘forest for the trees.’ In this study we attempt to take a more holistic 
perspective on these issues. Furthermore, we make more direct use of the price discovery role of futures 
markets through which supply and demand shocks and price spillovers between markets can be 
accurately determined. In terms of the scope of the analysis, we are able to present a before and after 
perspective by looking at two periods, namely the one before and after the massive introduction of 
biofuels. More importantly, not only does this approach provides insight on whether linkages between 
markets change over longer time periods, it also offers us a relative comparison of the linkages between 
energy and agricultural markets before and after the exponential growth in production of biofuels. Simple 
calculations with the 2010 data from Food and Agricultural Policy Research Institute (FAPRI) indicate that 
32% of total US corn production corn was allocated to ethanol production. Furthermore, 98% of total 
ethanol production was dependent on corn. The biofuel market is an artificial market and its production 
was mainly imposed by governments. The Energy Policy Act of 2005 established the renewable fuel 
standard starting at 4 billion gallons in 2006 and rising to 7.5 billion in 2012. The Energy Independence 
and Security Act of 2007 established a renewable fuel standard totaling 36 billion gallons (1billion 
biodiesel) by 2022. 
  
Various reasons may be behind the structural change of price movements in 2002, such as depreciation 
of US dollar, global inflation, oil supply manipulation by OPEC and various geopolitical events (Zhang and 
Wei, 2010). Furthermore, this breakpoint allows us to analyze whether exchange-traded funds (ETFs), 
which bind a basket of commodities, have an influence on the co-movement of prices. Through the 
Quarterly Index Investment Data‡ reports of the Commodity Futures Trading Commission (CFTC) one 
can observe increase in momentum of the ETFs from 2002, ranging from $12 billion and growing steadily 
to up to $200 billion in 2008 and more recently to $160 billion in 2010.  
 
In addition, our analysis may shed some light on how the ethanol market’s growth, induced by policy in 
the past decade, might affect the co-movement of crude oil and agricultural commodities such as corn, 
soybeans and soybean oil. Past studies using cointegration methods seem to come short in offering 
convincing results. Campiche (2007) examined the co-variability between crude oil prices and corn, 
sorghum, sugar, soybeans, soybean oil, and palm oil prices during 2003-2007 through Johansen 
cointegration tests. The analysis revealed no cointegrating relationships over the full sample period. 
                                                      
‡ http://www.cftc.gov/MarketReports/IndexInvestmentData/index.htm 
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However, an analysis of the sub-sample 2006-2007 period revealed that soybean and corn prices were 
cointegrated with crude oil. Since ethanol production started to increase exponentially from 2002 onward, 
our analysis of the before and after period will provide a more clear picture of a potential link between the 
markets. 
 
Specifically, we analyze the relationships between crude oil and agricultural commodities cocoa, coffee, 
corn, soybeans, soybean oil, wheat, rice, sugar but also gold. Gold is included in the analysis because it 
is a broad measure of economic conditions. It has been and still is the most important precious metal and 
thus plays a unique role as a store of value particular in times of political and economic uncertainties 
(Aggarwal and Lucey, 2007). Thus it is of importance to analyze the cointegration relationship and 
causality of crude oil and gold futures to interpret the dynamics of the commodity futures markets in a 
macroeconomic context. 
 
The paper is structured in the following manner. In the literature review section we attempt to offer a 
comprehensive overview of previous studies to outline the framework of our study. In the methodology 
section we discuss the techniques used in our analysis. Consequently, results and the rationale behind 
the selected time periods are presented. In the following section we discuss the results and policy 
implications. In the final part concluding remarks and recommendations are offered. 
 
2.2. Literature review 
Pindyck and Rotemberg (1990) introduce the excess co-movement hypothesis (ECH) between 
commodity prices, arguing that due to herd behavior in financial markets prices tend to move together. 
Palakas and Varangis (1991) scrutinizes Pindyck and Rotemberg’s results in a working paper for the 
World Bank. Using cointegration techniques developed by Engle and Granger (1987b) they argue that 
there is no excess co-movement between various commodities. Nonetheless, they find 14 out of 42 pairs 
to exhibit excess co-movement. Deb and Triverdi (1996) find weak evidence of excess co-movement 
using univariate and multivariate GARCH(1,1) models. Ai and Chatrath (2006) use quarterly inventory 
and harvest data for wheat, barley, corn, oats, and soybeans, from January 1957 to September 2002 to fit 
a partial equilibrium model. Dismissing the claim of excessive co-movement they ascribe much of the co-
movements to common tendencies in demand and supply factors. In contrast to the studies cited above, 
we take a more nuanced approach on co-movement between commodities. Foremost, the concept of 
excess co-movement is a relative one and requires a point of reference. We are more concerned about 
parallel movement of prices between commodities futures and whether these relationships change over 
time, without making statements on potential excessiveness of the relationships. We analyze whether 
commodity future prices are linked to the price of crude oil resulting in a co-movement between crude oil 
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and a series of commodity futures prices. Furthermore, if herd behavior in financial markets is observable, 
futures markets should reflect this behavior due to their inherent nature as speculative instruments. Since 
the volume of trade of crude oil futures far surpasses that of any other commodity, we focus on paired 
movements between crude oil futures prices and a series of agricultural commodities and gold.  
 
The main driver for the expansion of the oil market can be traced back to the change of oil industry in 
1970s (Reynolds and Kolodziej, 2007). The nationalization of Exploration and Production (E & P) in major 
oil producing countries decoupled the upstream and downstream (i.e. refining and distribution). The major 
private oil companies lost access to large volumes of equity crude oil and thus were forced to buy large 
quantities at arm’s length from the newly nationalized oil companies. Consequently, the global oil market 
expanded swiftly. Companies started to sell and buy oil outside their network and in doing so stimulated 
the growth of the physical cash market.  
 
At the same time, the price volatility of crude oil prices (see Figures 3-11) prompted hedging needs for 
market participants causing the growth of the largest commodity derivative. The most notable feature of 
Figures 3-11 is without a doubt the rally of oil prices in late 2007 – early 2008 followed by a rapid collapse 
in mid-2008. The financial crisis has been blamed for this erratic price behavior of crude oil (Zhang et al., 
2009). Kesicki (2010) offers a more detailed picture of the most recent oil price surge. In parallel, 
commodities prices seem to follow the crude oil price and ostensibly its volatility (Figures 3-11) to some 
extent. Consequently the question arises as to whether the co-movement is merely a short-run 
phenomenon linked to financial crisis and current energy policies as opposed to a long-run stable price 
relationship. 
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The excessive price fluctuations have generated much interest resulting in various studies and economic 
analyses designed to understand the influences and aftereffects of financial crisis and energy policies. 
For example, biofuels draw a great deal of attention in an attempt to link the energy markets and 
agricultural commodities (Campiche et al., 2007; Francisco and Augusto, 2009; Harri et al., 2009; Hertel, 
2010; Peri and Baldi, 2010; Tyner, 2009; Yu et al., 2006). Even though the authors often conclude that a 
noticeable link is present between energy markets and agricultural commodities through biofuels, there is 
no clear-cut evidence of such a link. Since our analysis encompasses a relative comparison of a period 
with negligible biofuel production and a period with relatively large production, it may offer insight on the 
potential linkage of biofuels between agricultural and energy markets. 
 
Energy prices affect world economies and markets in many ways. Higher energy prices result in 
increased production costs both in the mid- and long run. In addition to direct impacts of changing energy 
prices the commodities markets are affected through macro-economic effects (Gohin and Chantret, 
2010). Uri (1996) indicated the effect of changes in the price of crude oil on agricultural employment in the 
USA between 1947 and 1995 using Granger Causality. Lardic and Mignon (2008) studied the long-term 
relationship between oil prices and economic activity, proxied by GDP, for the US, G7, Europe and Euro 
area economies. They find evidence for asymmetric cointegration between oil prices and GDP indicating 
that rising oil prices seem to retard aggregate economic activity further than falling oil prices stimulate it. 
Correspondingly, He (2010) established a cointegration relationship between real futures crude oil prices 
and global economic activity, using the Kilian index. Crude oil markets even seem to affect, be it through 
an irregular relationship, the stock markets (Ciner, 2001; Ghouri, 2006; Miller and Ratti, 2009; 
Papapetrou, 2001). Various other studies suggest that crude oil prices have a statistically significant 
effect on economic activity (Adrangi et al., 2001; Berument et al., 2010; Brown and Yücel, 2001; 
Costantini and Martini, 2010; Fofana et al., 2009; Hamilton, 2009a; Hamilton, 2009b; Hanabusa, 2009; 
Hsing, 2007; Huang et al., 1996; Jayaraman and Choong, 2009; Jiao and Ma, 2006; Jones et al., 2004; 
Odusami, 2010; Oladosu, 2009; Papapetrou, 2001; Rafiq et al., 2009; Reynolds and Kolodziej, 2007; 
Zagaglia, 2010). This paper complements these studies through investigation of direct linkages between 
crude oil and agricultural futures. In addition, our study analyses whether certain relationships change 
over long(er) time periods.  
 
The effects of energy prices and crude oil in particular on commodities futures seem to be complicated 
and multifaceted. Gohin and Chantret (2010) measure the long-run impact of energy prices on world 
agricultural markets including macro-economic linkages. By incorporating a general equilibrium (GE) 
model they find a significant relationship. Besides identifying a positive relationship due to the cost push 
effect, they find that the introduction of the real income effect may imply a negative relationship between 
world food and energy prices. Baffes (2007) argues that if crude oil prices remain high then the food 
commodity price boom is expected to continue much longer. Plourde and Watkins (1998) compare crude 
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oil volatility to a series of commodities. Their results imply that short-term price volatility of various 
commodities, among which are wheat and gold, has tended to be lower than that for oil. However the 
volatility of crude oil does not seem to be a clear outlier.  
 
Taking the above studies into account, it is of little surprise that crude oil futures might have an impact on 
the prices of other commodity futures markets. As mentioned before, if herd behavior is present in 
commodity futures markets, an analysis to uncover potentially excessive price movements in crude oil 
futures prices is of interest. However, the notion that traders, for no apparent reason, take similar 
speculative positions across a range of different commodities is a heroic assumption, and one which we 
are not prepared to make. In the light of the above, we base our analysis upon the fact that crude oil 
might be a catalyst for traders to make decisions about their positions with respect to other commodity 
markets. Due to the complexity of inter-relations between crude oil and various commodities and the 
whole economy, traders might excessively transfer price movements from one market to the other. That 
being said, trading behavior might change in different economic environments. We attempt to uncover 
potential changes in trading behavior and linkages between markets through a simple setup and 
framework of our analysis.   
 
2.3. Methodology  
2.3.1. Johansen co-integration 
In the case of non-stationarity of the time-series, cointegration provides appropriate statistical techniques 
to investigate if there is a statistically significant relationship between the non- stationary time-series. 
Therefore we test the price series for stationarity in levels and in first differences. In time series 
econometrics, it is said that prices are integrated of order one denoted by P୲~I(1) and prices are 
integrated of order zero denoted by ∆P୲~I(0). When price series are found to be non-stationary in levels 
but stationary in first differences, cointegration tests may be applied. The cointegration procedure is 
based upon an unrestricted vector autoregressive (VAR) model specified in error-correction form 
(Johansen (1988) and Johansen and Juselius (1990)):   
                                           ΔX୲ = ΠX୲ି୩ + ∑ Γ୧୩ିଵ୧ୀଵ ΔX୲ି୧ + ΦD୲ + v୲                        (1) 
Where Xt includes all N variables of the model which are defined as ~I(1), and Π, Γ୧, and Φ are parameter 
matrices to be estimated. D୲ is a vector within deterministic elements (constant, trend, and dummy), k 
represents the number of lags, and v୲ is a vector of random errors which follow a Gaussian white noise 
process.  
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So, if ∆P୲~I(0), then  will be a matrix of zeros, except when a linear combination of the variables in P୲ is 
stationary. The Johansen test for cointegration evaluates the rank (r) of the matrix Π. If r = 0, all variables 
are I(1), and thus they are not cointegrated. In case 0 < r < N, there exist r cointegrating vectors. In the 
third case, if r = N all variables are I(0), and thus they are stationary, and any combination of the 
stationary variables will also be stationary. On the other hand, Π represents the long response matrix, and 
is defined as the product of two matrices: α with dimension (N x r) and β’, with dimension (r x N), 
respectively. The β matrix contains the long-run coefficients of the cointegrating vectors; α is known as 
the adjustment parameter matrix and is similar to an error correction term. The linear combination(s) β’xt-k 
of this matrix will be I(0) in the case where the times series are cointegrated.    
In other words, if rank of  = r = N, the variables in levels are stationary meaning that there is no 
cointegration; if rank  = r = 0, denoting that all the elements in the adjustment matrix will have zero 
value. Therefore, none of the linear combinations are stationary. According to the Granger representation 
theorem of Engle and Granger (1987), when r > 0 and rank of  (r) < N, there are r cointegrating vectors 
or r stationary linear combinations of the variables. The Johansen cointegration method estimates the  
matrix through an unrestricted VAR model and tests whether one can reject the restriction implied by the 
reduced rank of .  
2.3.2. Vector Error Correction Model (VECM) and causality analysis  
The existence of cointegration in the bivariate relationship implies that Granger causality at least in one 
direction under certain restrictions can be tested within the framework of the Johansen cointegration by 
the Wald test (Dolado and Lütkepohl, 1996; Mosconi and Giannini, 1992).. The pair-wise causal 
relationship can be represented through the following equation:   
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In this equation, parameters contained in matrices Ak measures the short-run causality relationship, while 
β is the cointegrating parameter that characterizes the long-run equilibrium relationship among series. 
Through Equation (4), there are three possibilities for the long-run causality may be identified: i) α1 ≠ 0, α2 
≠ 0; ii) α1 = 0, α2 ≠ 0, and iii) α1 ≠ 0, α2 = 0. The first case indicates bi-directional causality, while the 
second and the third imply a unidirectional causality.  
To analyze the short and long-run causality, we can apply the Wald test with the null hypothesis that the 
joint contribution of the lags of endogenous variables is equal to zero. If the null hypothesis cannot be 
rejected, it implies that the respective endogenous variables can be treated as an exogenous variable in 
the system.  Of course, lack of Granger causality does not imply a variable to be exogenous as (i) there 
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can still be long-run causality through the ECM term and (ii) short-run causality through the 
contemporaneous impact (which is left in the residuals in the reduced form). 
In a specific case of bivariate models, the Johansen cointegration test in Equation (1) can be rewritten as: 
           ∆Xଵ,୲ୀμଵ +∑ β୧∆Xଵ,୲ି୧ +∑ β୨∆Xଶ,୲ି୨୩ଶ୨ୀଵ +୩ଵ୧ୀଵ αଵECT ୲ିଵ + ε୲,ଵ                                       (3)           
 ∆Xଶ,୲ୀμଶ + ∑ β୧∆Xଵ,୲ି୧ + ∑ β୨∆Xଶ,୲ି୨୩ଶ୨ୀଵ +୩ଵ୧ୀଵ αଶECT ୲ିଵ + ε୲,ଶ                                      (4) 
Where, X1,t and X2,t are time series (prices in our study) and the ECT is the error correction term. We test 
the long-run causality through Equations (5) and (6) by examining the significance of all lagged dynamic 
terms, when we find significant cointegrating relationships. 
2.3.3. Threshold Cointegration  
Threshold cointegration allows for an extension of the classical case of linear cointegration.. The 
adjustment from equilibrium may take place only after the deviation exceeds a certain threshold. Through 
the perspective of economic theory, the non-linearity will be valid in the presence of transaction costs 
(Balke and Fomby, 1997) or in certain policies (Lo and Zivot, 2001) those will likely affect and buffer 
markets until the deviations exceed a certain threshold. In similar, threshold cointegration analysis states 
that once a threshold level is surpassed prices will adjust back to a long-run equilibrium. To address this 
possible issue, following Hansen and Seo (2002), we define a two-regime threshold cointegration model 
in the following form:  
∆X୲ =  ቊB′ଵ  X୲ି୩ +  μ୲    if    β′X୲ି୩  ≤  γB′ଶ  X୲ି୩ + μ୲    if    β′X୲ି୩  >  γ                                                        (5) 
Where γ represents the threshold parameter. Equation (7) can be written in detail as follows:                    ∆X୲ =  B′ଵ  X୲ି୩(β)dଵ୲(β, γ) +  B′ଶ  X୲ି୩(β)dଶ୲(β, γ) +  μ୲                                          (6) 
Where, dଵ୲(β,γ) = 1   (if β′X୲ି୩  ≤  γ)  and  dଶ୲(β, γ) = 1   (if β′X୲ି୩  >  γ) . In addition, the coefficient 
matrices (B1 and B2) would determine dynamics of the two regimes. Besides the cointegrating vector β, all 
coefficients are permitted to switch between the two regimes. Hansen and Seo (2002) also impose that 
the threshold effect is consistent only if 0 < ܲ(β′X୲ିଵ  ≤ γ) < 1, otherwise the model would reduce to a 
linear cointegration model.  
This constraint is imposed by assuming the following:  
                                          π଴ ≤ P( β′X୲ିଵ ≤ γ)  ≤ 1 − π଴                                                          (7) 
Where, π଴ > 0 is a trimming parameter. In the empirical application π଴ = 0.05  is important to ensure 
sufficient sample variation for every alternative of γ. The estimation of model in Equation (8) is conducted 
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through maximum likelihood under the assumption of iid Gaussian errors. The estimates are based on a 
grid search procedure, as the bivariate TVECM can be estimated with an OLS like estimator. The 
difference between OLS and MLE estimator is in its starting value. Given its conditionality on the 
threshold and cointegrating value the MLE estimator can be considered as LS (Antonio et al. 2009). 
Furthermore, the threshold model of Hansen and Seo (2002) has the null hypothesis of no threshold 
against the alternative hypothesis of the linear cointegration. However, in our analysis we are interested 
in applying a threshold cointegration model only in the case we cannot find a linear cointegration. At this 
point, Seo (2006) offers a test procedure which will complement our analysis, and enables us to in a way 
to check the robustness of our empirical results. Seo (2006) proposes a test of no cointegration against 
threshold cointegration based on the Threshold Vector Error Correction Model (TVECM) as specified in 
Equation (8). The test is based on the idea that when the cointegrating vector is known (we use beta 
values from Hansen-Seo procedure), a test of no cointegration versus threshold cointegration can be 
performed by testing whether coefficients from the ECT are significant. As the asymptotical distribution is 
seen to perform badly in small samples, Seo (2006) provides a residual based bootstrap and shows its 
asymptotic consistency.  
Seo’s  (2006) Threshold Vector Error Correction Model (TVECM) is as follows:      ∆X୲ =  δଵ(γ)dଵ୲(β, γ) + δଶ(γ)dଶ୲(β, γ) +  μ(γ) + ߶ଵ(γ)∆X୲ିଵ + ⋯+ ߶௤(γ)∆X୲ି୯ + ε୲(γ)                (8) 
 In this equation, ߶ is a qth-order polynomial in the lag operator defined as ܫ −  ߶ଵ −  …−  ߶௤. Table 4 
shows an overview of all of these methodological steps. We have to note a potential issue could stem 
forth from the fact that the Seo (2006) test of no cointegration against threshold cointegration requires a 
known beta – while we implement an estimated beta from the Seo (2002) results. However, our 
application of the Seo (2006) test is intended to provide more robust results. The Seo (2002) test has the 
null hypothesis of linear- versus threshold cointegration, the Seo (2006) test serves as a complement to 
the pervious. In order to be able to exclude systems from threshold cointegration, which a priori were 
known not to exhibit linear cointegration.  
 
2.4. Results 
The data used in the empirical analysis comprises monthly futures prices of crude oil, cocoa, coffee, corn, 
soybeans, soybean oil, wheat, rice, sugar and gold starting July 1989 until February 2010. Monthly prices 
for the nearest futures contracts§ are analyzed. To account for the problem of comparing disparate price 
                                                      
§ Crude Oil (Brent), CB; Cocoa (Ivory Coast), CC; Coffee (Colombian), KC; Sugar (#11/World Raw), SB: Intercontinental Exchange 
(ICE) 
Corn (No. 2 Yellow), C-; Soybeans (No. 1 Yellow), S-; Soybean Oil, BO; Wheat (No. 2 Soft Red), W-; Rice (No. 2 Rough) RR; 
Chicago Board of Trade (CBOT) part of CME Group 
Gold, GC: New York Mercantile Exchange (NYMEX) part of CME Group  
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units, the data is indexed based on the price of August 1999 for each commodity respectively. Previous 
co-movement studies have used time periods of several decades. In contrast, after analyzing for the full 
period, 1989-2010, we break down our sample into 2 periods. We chose January 2002 as the breakpoint 
for our analysis. Figures 2-10 indicate that a clear structural change can easily be detected during late 
2001 – early 2002. For sake of simplicity we will refer to the 1989M07-2010M02 period as the full sample 
period; the 1993M11-2001M12 period as the first sample period ; and 2002M01-2010M02 as the second 
sample period.  
 
To determine whether the series are stationary, the Augmented Dickey-Fuller (ADF) test and the Phillips-
Perron (PP) test are carried out. For all time series the tests point to the existence of one unit root I(1)**. 
Thus, the difference of each time series can be regarded as stationary. In order to identify a possible 
influence of crude oil price on various commodities prices, each time series was paired with crude oil 
price, providing us with 9 bivariate systems. Since the time series are integrated of the same order, 
cointegration techniques can be used to determine whether a stable long-run relationship exists between 
each pair. Johansen's tests for cointegration are performed. The VAR specification is estimated by 
applying one to 12 lags. The Likelihood Ratio (LR) criterion was utilized to select optimal lag length.  
 
Tables 6, 7 and 8 show detailed results for the full period (1989-2010), first period (1993-2001) and 
second period (2002-2010) respectively. The trace and maximum eigenvalues tests are based on 
likelihood ratio from the estimated restricted VAR model. Table 5 offers a summary of the results 
comparing the three analyses. The results indicate that cocoa, wheat and gold prices are cointegrated 
over the full sample period, which implies that the prices of these commodities move together with crude 
oil in the long run. The results of the first and second period are consistent with the full sample period for 
cocoa, wheat and gold prices. In the first period, we observe cocoa, soybeans, soybean oil, wheat, corn 
and gold futures prices to be cointegrated with crude oil futures prices. In the second period however we 
only observe coffee prices besides cocoa, wheat and gold prices, to be cointegrated with crude oil prices. 
The contrast between the first and second period is remarkable and further analysis seems to be 
required.  
  
                                                      
** Detailed results can be found in appendix 1 
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Table 5: Summary of the bi-variate Johansen cointegration rank tests 
1989 - 2010 PERIOD 
 
1993-2001 PERIOD 
 
2002-2010 PERIOD 
Crude Oil vs r = 1 
 
r = 1 
 
r = 1 
Cocoa not rejected 
 
not rejected 
 
not rejected 
Rough Rice rejected 
 
rejected 
 
rejected 
Soybeans rejected 
 
not rejected 
 
rejected 
Soybean Oil rejected 
 
not rejected 
 
rejected 
Wheat not rejected 
 
not rejected 
 
not rejected 
Corn rejected* 
 
not rejected 
 
rejected 
Coffee rejected 
 
rejected 
 
not rejected 
Sugar rejected 
 
rejected 
 
rejected 
Gold not rejected 
 
not rejected 
 
not rejected 
Complete results can be found in tables 6; 7; 8 for the respective period. 
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Table 6: Bi-variate Johansen cointegration rank test (1989-2010 Period) 
 
 
Crude Oil vs 
MODEL 2 MODEL 3 
Test 
statistics 
 
Critical 
values 
( 0.95) 
Decision Test 
statistics 
 
Critical 
values 
( 0.95) 
Decision 
Cocoa (k=12 ; Criteria: LR)       
trace       
ܪ଴:  ݎ = 0  ݒݏ ܪଵ: ݎ ≥ 1 22.13 20.26* rejected 19.60 15.50* rejected 
ܪ଴:  ݎ ≤ 1 ݒݏ ܪଵ: ݎ ≥ 2 2.00 9.17 not rejected  0.002 3.84 not rejected  
max       
ܪ଴:  ݎ = 0  ݒݏ ܪଵ: ݎ = 1 20.14 15.89* rejected 19.59 14.27* rejected 
ܪ଴:  ݎ ≤ 1  ݒݏ ܪଵ: ݎ = 2 2.00 9.17 not rejected  0.00 3.84 not rejected  
Rough rice (K=12; Criteria: LR )       
trace statistics       
ܪ଴:  ݎ = 0  ݒݏ ܪଵ: ݎ ≥ 1 6.54 20.26 not rejected   not rejected 
ܪ଴:  ݎ ≤ 1  ݒݏ ܪଵ: ݎ ≥ 2 - - - - - - 
max statistics       
ܪ଴:  ݎ = 0  ݒݏ ܪଵ: ݎ = 1 5.25 15.89 not rejected   not rejected 
ܪ଴:  ݎ ≤ 1  ݒݏ ܪଵ: ݎ = 2 - - - - - - 
Soybeans: (K=8; Criteria: LR )       
trace       
ܪ଴:  ݎ = 0  ݒݏ ܪଵ: ݎ ≥ 1 11.51 20.26 not rejected  10.62 15.50 not rejected  
ܪ଴:  ݎ ≤ 1  ݒݏ ܪଵ: ݎ ≥ 2 - - - - - - 
max       
ܪ଴:  ݎ = 0  ݒݏ ܪଵ: ݎ = 1 9.53 15.89 not rejected  9.31 14.26 not rejected  
ܪ଴:  ݎ ≤ 1  ݒݏ ܪଵ: ݎ = 2 - - - - - - 
Soybean Oil: (K=8; Criteria: LR )       
trace       
ܪ଴:  ݎ = 0  ݒݏ  ܪଵ: ݎ ≥ 1 9.13 20.26 not rejected  8.27 15.50 not rejected  
ܪ଴:  ݎ ≤ 1  ݒݏ ܪଵ: ݎ ≥ 2 - - - - - - 
max       
ܪ଴:  ݎ = 0  ݒݏ ܪଵ: ݎ = 1 7.43 15.89 not rejected  7.29 14.264 not rejected  
ܪ଴:  ݎ ≤ 1  ݒݏ ܪଵ: ݎ = 2 - - - - - - 
 
Wheat (K=12; Criteria:LR ) 
      
trace       
ܪ଴:  ݎ = 0  ݒݏ ܪଵ: ݎ ≥ 1 18.52 20.26 not rejected 16.70 15.50* rejected  
ܪ଴:  ݎ ≤ 1  ݒݏ ܪଵ: ݎ ≥ 2 1.55 9.17 not rejected  0.56 3.84 not rejected  
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max       
ܪ଴:  ݎ = 0  ݒݏ ܪଵ: ݎ = 1 16.97 15.89* rejected 16.14 14.26* rejected  
ܪ଴:  ݎ ≤ 1  ݒݏ ܪଵ: ݎ = 2 1.55 9.17 not rejected  0.56 3.84 not rejected  
Corn (K= 0 ; Criteria: LR )       
trace       
ܪ଴:  ݎ = 0  ݒݏ ܪଵ: ݎ ≥ 1 16.10 20.26 not rejected    
ܪ଴:  ݎ ≤ 1  ݒݏ ܪଵ: ݎ ≥ 2 - - -    
max       
ܪ଴:  ݎ = 0  ݒݏ ܪଵ: ݎ ≥ 1 13.31 15.89 not rejected    
ܪ଴:  ݎ ≤ 1  ݒݏ ܪଵ: ݎ ≥ 2 - - -    
Coffee (K=5; Criteria:LR )       
trace       
ܪ଴:  ݎ = 0  ݒݏ ܪଵ: ݎ ≥ 1 7.64 20.26 not rejected  7.101 15.50 not rejected  
ܪ଴:  ݎ ≤ 1   ݒݏ ܪଵ: ݎ ≥ 2 - - - - -  
max       
ܪ଴:  ݎ = 0   ݒݏ ܪଵ: ݎ ≥ 1 5.63 15.89 not rejected  5.509 14.27 not rejected  
ܪ଴:  ݎ ≤ 1  ݒݏ ܪଵ: ݎ ≥ 2 - - - - -  
Sugar (K=4 ; Criteria: LR )       
trace       
ܪ଴:  ݎ = 0  ݒݏ ܪଵ: ݎ ≥ 1 10.00 20.26 not rejected  9.41 15.50 not rejected  
ܪ଴:  ݎ ≤ 1  ݒݏ ܪଵ: ݎ ≥ 2 - - - - - - 
max       
ܪ଴:  ݎ = 0  ݒݏ ܪଵ: ݎ ≥ 1 7.61 15.89 not rejected  7.60 14.27 not rejected  
ܪ଴:  ݎ ≤ 1  ݒݏ ܪଵ: ݎ ≥ 2 - - - - - - 
Gold (K=12; Criteria: LR )       
trace       
ܪ଴:  ݎ = 0  ݒݏ ܪଵ: ݎ ≥ 1 26.37 20.26* rejected 23.021 15.50 rejected 
ܪ଴:  ݎ ≤ 1  ݒݏ ܪଵ: ݎ ≥ 2 2.85 9.17 not rejected  1.50 3.84 not rejected  
max       
ܪ଴:  ݎ = 0  ݒݏ ܪଵ: ݎ ≥ 1 23.53 15.89* rejected 21.52 14.26 rejected 
ܪ଴:  ݎ ≤ 1  ݒݏ ܪଵ: ݎ ≥ 2 2.85 9.17 not rejected  1.50 3.84 not rejected  
Model 2-no deterministic trend (restricted constant) 
Model 3-Linear deterministic trend model  
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Table 7: Bi-variate Johansen cointegration rank test (1993-2001 Period) 
 
 
Crude Oil vs 
MODEL 2  MODEL 3 
Test 
statistics 
 
Critical 
values 
( 0.95) 
Decision Test 
statistics 
 
Critical 
values 
( 0.95) 
Decision 
Cocoa (k=10; Criteria: LR )       
trace statistics       
ܪ଴:  ݎ = 0  ݒݏ ܪଵ: ݎ ≥ 1 16.47 20.26 not rejected 16.19 15.50** rejected 
ܪ଴:  ݎ ≤ 1 ݒݏ ܪଵ: ݎ ≥ 2 - - - 1.96 3.84 not rejected 
max statistics       
ܪ଴:  ݎ = 0  ݒݏ ܪଵ: ݎ = 1 14.44 15.89 not rejected 14.24 14.26 not rejected 
ܪ଴:  ݎ ≤ 1  ݒݏ ܪଵ: ݎ = 2 - - - - - - 
Rough Rice (K=1; Criteria:LR )       
trace statistics       
ܪ଴:  ݎ = 0  ݒݏ ܪଵ: ݎ ≥ 1 11.21      20.26 not rejected 8.73 15.50 not rejected 
ܪ଴:  ݎ ≤ 1  ݒݏ ܪଵ: ݎ ≥ 2 - - - - - - 
max statistics       
ܪ଴:  ݎ = 0  ݒݏ ܪଵ: ݎ = 1 8.50 15.89 not rejected 7.27 14.27 not rejected 
ܪ଴:  ݎ ≤ 1  ݒݏ ܪଵ: ݎ = 2 - - - - - - 
Soybeans: (K=12; Criteria: LR  )       
trace statistics       
ܪ଴:  ݎ = 0  ݒݏ ܪଵ: ݎ ≥ 1 30.60 20.26*** rejected 30.00 15.50*** rejected 
ܪ଴:  ݎ ≤ 1  ݒݏ ܪଵ: ݎ ≥ 2 0.71 9.17 not rejected 0.29 3.84 not rejected 
max statistics       
ܪ଴:  ݎ = 0  ݒݏ ܪଵ: ݎ = 1 29.89 15.89*** rejected 29.71 14.27*** rejected 
ܪ଴:  ݎ ≤ 1  ݒݏ ܪଵ: ݎ = 2 0.71 9.17 not rejected 0.29 3.84 not rejected 
Soybean Oil (K=11; Criteria:LR )       
trace statistics       
ܪ଴:  ݎ = 0  ݒݏ  ܪଵ: ݎ ≥ 1 23.80 20.26** rejected 17.272 15.50** rejected 
ܪ଴:  ݎ ≤ 1  ݒݏ ܪଵ: ݎ ≥ 2 4.36 9.17 not rejected 0.00 3.84 not rejected 
max statistics        
ܪ଴:  ݎ = 0  ݒݏ ܪଵ: ݎ = 1 19.45 15.89** rejected 17.27 14.27** rejected 
ܪ଴:  ݎ ≤ 1  ݒݏ ܪଵ: ݎ = 2 4.36 9.17 not rejected 0.00 3.84 not rejected 
Wheat (K=12; Criteria:LR )        
trace statistics       
ܪ଴:  ݎ = 0  ݒݏ ܪଵ: ݎ ≥ 1 17.97 20.26 not rejected 17.77 15.50** rejected 
ܪ଴:  ݎ ≤ 1  ݒݏ ܪଵ: ݎ ≥ 2 - - - 2.731 3.84 not rejected 
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max statistics       
ܪ଴:  ݎ = 0  ݒݏ ܪଵ: ݎ = 1 15.18 15.89 not rejected 15.04 14.27** rejected 
ܪ଴:  ݎ ≤ 1  ݒݏ ܪଵ: ݎ = 2 - - - 2.73 3.84 not rejected 
Corn (K=12 ; Criteria:LR)       
trace statistics       
ܪ଴:  ݎ = 0  ݒݏ ܪଵ: ݎ ≥ 1 22.96 20.26** rejected 22.89 15.50** rejected 
ܪ଴:  ݎ ≤ 1  ݒݏ ܪଵ: ݎ ≥ 2 3.07 9.17 not rejected 3.07 3.84 not rejected 
max statistics       
ܪ଴:  ݎ = 0  ݒݏ ܪଵ: ݎ ≥ 1 19.89 15.89** rejected 19.83 14.27*** rejected 
ܪ଴:  ݎ ≤ 1  ݒݏ ܪଵ: ݎ ≥ 2 3.07 9.17 not rejected 3.07 3.84 not rejected 
Coffee (K=1; Criteria:LR )       
trace statistics       
ܪ଴:  ݎ = 0  ݒݏ ܪଵ: ݎ ≥ 1 9.25 20.26 not rejected 9.07 15.50 not rejected 
ܪ଴:  ݎ ≤ 1   ݒݏ ܪଵ: ݎ ≥ 2 - - - - - - 
max statistics       
ܪ଴:  ݎ = 0   ݒݏ ܪଵ: ݎ ≥ 1 7.16 15.89 not rejected 7.121 14.27 not rejected 
ܪ଴:  ݎ ≤ 1  ݒݏ ܪଵ: ݎ ≥ 2 - - - - - - 
Sugar (K=12 ; Criteria:LR  )       
trace statistics       
ܪ଴:  ݎ = 0  ݒݏ ܪଵ: ݎ ≥ 1 27.51 20.262*** rejected 21.18 15.50*** rejected 
ܪ଴:  ݎ ≤ 1  ݒݏ ܪଵ: ݎ ≥ 2 7.81 9.17 not rejected 2.03 3.84 not rejected 
max statistics       
ܪ଴:  ݎ = 0  ݒݏ ܪଵ: ݎ ≥ 1 19.71 15.89** rejected 19.15 14.27*** rejected 
ܪ଴:  ݎ ≤ 1  ݒݏ ܪଵ: ݎ ≥ 2 7.81 9.17 not rejected 2.03 3.84 not rejected 
Gold (K=12; Criteria:LR  )       
trace statistics       
ܪ଴:  ݎ = 0  ݒݏ ܪଵ: ݎ ≥ 1 27.28 20.26** rejected 26.21 15.50*** rejected 
ܪ଴:  ݎ ≤ 1  ݒݏ ܪଵ: ݎ ≥ 2 2.65 9.17 not rejected 2.05 3.84 not rejected 
max statistics       
ܪ଴:  ݎ = 0  ݒݏ ܪଵ: ݎ ≥ 1 24.63 15.89** rejected 24.16 14.27*** rejected 
ܪ଴:  ݎ ≤ 1  ݒݏ ܪଵ: ݎ ≥ 2 2.65 9.17 not rejected 2.05 3.84 not rejected 
Model 2-no deterministic trend (restricted constant) 
Model 3-Linear deterministic trend model  
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Table 8: Bi-variate Johansen co-integration rank test (2002-2010 Period) 
 
 
Crude Oil vs 
MODEL 2 MODEL 3 
Test 
statistics 
 
Critical 
values 
( 0.95) 
Decision Test 
statistics 
 
Critical 
values 
( 0.95) 
Decision 
Cocoa (k=12 ; Criteria: LR )       
trace statistics       
ܪ଴:  ݎ = 0  ݒݏ ܪଵ:ݎ ≥ 1     29.90 20.26*** rejected 27.53 15.50*** rejected 
ܪ଴:  ݎ ≤ 1 ݒݏ ܪଵ:ݎ ≥ 2 4.99 9.17 not rejected 2.75 3.84 not rejected 
max statistics       
ܪ଴:  ݎ = 0  ݒݏ ܪଵ: ݎ = 1 24.91 15.89*** rejected 24.78 14.27*** rejected 
ܪ଴:  ݎ ≤ 1  ݒݏ ܪଵ:ݎ = 2 4.99 9.17 not rejected 2.75 3.84 not rejected 
Rough Rice (K=6;Criteria: LR )       
trace statistics       
ܪ଴:  ݎ = 0  ݒݏ ܪଵ:ݎ ≥ 1 7.64 20.26 not rejected 7.07 15.50 not rejected 
ܪ଴:  ݎ ≤ 1  ݒݏ ܪଵ:ݎ ≥ 2 - - - - - - 
max statistics       
ܪ଴:  ݎ = 0  ݒݏ ܪଵ: ݎ = 1 4.33 15.89 not rejected 3.77 14.27 not rejected 
ܪ଴:  ݎ ≤ 1  ݒݏ ܪଵ:ݎ = 2 - - - - - - 
Soybeans (K=12; Criteria: LR  )       
trace statistics       
ܪ଴:  ݎ = 0  ݒݏ ܪଵ:ݎ ≥ 1 9.12 20.26 not rejected 8.05 15.50 not rejected 
ܪ଴:  ݎ ≤ 1  ݒݏ ܪଵ:ݎ ≥ 2 - - - - - - 
max statistics       
ܪ଴:  ݎ = 0  ݒݏ ܪଵ: ݎ = 1 6.22 15.89 not rejected 5.67 14.27 not rejected 
ܪ଴:  ݎ ≤ 1  ݒݏ ܪଵ:ݎ = 2 - - - - - - 
Soybean Oil (K=12; Criteria: LR 
) 
      
trace statistics       
ܪ଴:  ݎ = 0  ݒݏ  ܪଵ:ݎ ≥ 1 9.07 20.26 not rejected 7.83 15.50 not rejected 
ܪ଴:  ݎ ≤ 1  ݒݏ ܪଵ:ݎ ≥ 2 - - - - -  
max statistics        ܪ଴:  ݎ = 0  ݒݏ ܪଵ: ݎ = 1 5.84 15.89 not rejected 5.52 14.27 not rejected 
ܪ଴:  ݎ ≤ 1  ݒݏ ܪଵ:ݎ = 2 - - - - - - 
Wheat (K=12; Criteria:LR ) (M 
4) 
      
trace statistics       
ܪ଴:  ݎ = 0  ݒݏ ܪଵ:ݎ ≥ 1 15.50 20.26 not rejected  26.53 25.87** rejected 
ܪ଴:  ݎ ≤ 1  ݒݏ ܪଵ:ݎ ≥ 2 - - - 4.48 12.52 not rejected 
max statistics       
ܪ଴:  ݎ = 0  ݒݏ ܪଵ: ݎ = 1 12.57 15.892 not rejected 22.05 19.39** rejected 
ܪ଴:  ݎ ≤ 1  ݒݏ ܪଵ:ݎ = 2 - - - 4.48 12.52 not rejected 
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Corn (K=12; Criteria:LR)       
trace statistics       
ܪ଴:  ݎ = 0  ݒݏ ܪଵ:ݎ ≥ 1 9.07 20.26 not rejected 7.40 15.50 not rejected 
ܪ଴:  ݎ ≤ 1  ݒݏ ܪଵ:ݎ ≥ 2 - - - - - - 
max statistics       
ܪ଴:  ݎ = 0  ݒݏ ܪଵ:ݎ ≥ 1 5.10 15.89 not rejected 4.75 14.27 not rejected 
ܪ଴:  ݎ ≤ 1  ݒݏ ܪଵ:ݎ ≥ 2 - - - - - - 
Coffee (K=1; Criteria:LR )       
trace statistics       
ܪ଴:  ݎ = 0  ݒݏ ܪଵ:ݎ ≥ 1 20.18 20.26 not rejected 18.67 15.50** rejected 
ܪ଴:  ݎ ≤ 1   ݒݏ ܪଵ:ݎ ≥ 2 - - - 2.73 3.84 not rejected 
max statistics       
ܪ଴:  ݎ = 0   ݒݏ ܪଵ:ݎ ≥ 1 15.92 15.89** rejected 15.92 14.27** rejected 
ܪ଴:  ݎ ≤ 1  ݒݏ ܪଵ:ݎ ≥ 2 4.25 9.17 not rejected 2.73 3.84 not rejected 
Sugar (K=12 ; Criteria:LR  )       
trace statistics       
ܪ଴:  ݎ = 0  ݒݏ ܪଵ:ݎ ≥ 1 9.94 20.26 not rejected 6.51 15.50 not rejected 
ܪ଴:  ݎ ≤ 1  ݒݏ ܪଵ:ݎ ≥ 2 - - - - -  
max statistics       
ܪ଴:  ݎ = 0  ݒݏ ܪଵ:ݎ ≥ 1 6.65 15.89 not rejected 5.69 14.27 not rejected 
ܪ଴:  ݎ ≤ 1  ݒݏ ܪଵ:ݎ ≥ 2 - - - - - - 
Gold (K=12; Criteria:LR  )       
trace statistics       
ܪ଴:  r = 0  vs Hଵ: r ≥ 1 20.92 20.26** rejected 13.02 15.505 not rejected H଴:  r ≤ 1  vs Hଵ: r ≥ 2 3.48 9.17 not rejected - - - 
max statistics       H଴:  r = 0  vs Hଵ: r ≥ 1 17.44 15.89** rejected 10.65 14.27 not rejected H଴:  r ≤ 1  vs Hଵ: r ≥ 2 3.48 9.17 not rejected - - - 
** indicate the 5% probability level 
Model 2-no deterministic trend (restricted constant) 
Model 3-Linear deterministic trend model  
Model 4- allows linear trend in the cointegrating space 
Table 9 presents the following parameter estimates: the speed of adjustment from the estimated 
Johansen VAR (restricted VAR model); t-tests for the cointegrating vector and the speed of 
adjustment. The main highlight of the results of the full period is the relatively larger parameter 
estimate (β) of gold –crude oil pair. This implies that crude oil and gold are strongly linked. The 
estimates of the first period are consistent, with soybean having a relatively lower β. The linkage 
between soybeans is expected to be relatively weaker than with soybean oil. For the second period, 
the main observation is that the β estimate for coffee is relatively small. Figure 8 confirms that the 
movement between crude oil and coffee futures is relatively weak.  
42 
 
Table 9: Estimates of long run & the speed of the adjustment from ECM 
 
1989 - 2010 PERIOD 
 
1993-2001 PERIOD 
 
2002-2010 PERIOD 
Models Regressors 
Parameter 
estimates 
t-test   Regressors 
Parameter 
estimates 
t-test   Regressors 
Parameter 
estimates 
t-test 
Crude oil-Cocoa¢ 
β -0.51** -6.08   β -1.92** 6.81   β 1.86** -4.67 
ECTt-1 -0.11** -3.94   ECTt-1 -0.11* 1.72   ECTt-1 -0.06** -3.80 
Crude oil-Rough rice 
β - -   β - -   β - - 
ECTt-1 - -   ECTt-1 - -   ECTt-1 - - 
Crude oil-Soybeans 
β - -   β 1.72** 6.30   β - - 
ECTt-1 - -   ECTt-1 -0.18** -4.99   ECTt-1 - - 
Crude oil-Soybean oil 
β - -   β -0.49*** -4.14   β - - 
ECTt-1 - -   ECTt-1 -0.30*** -3.70   ECTt-1 - - 
Crude oil-Wheat¢ 
β -0.30** -395   β 3.21** 3.66   β 1.15** 2.61 
ECTt-1 -0.11** -3.61   ECTt-1 -0.06** -3.27   ECTt-1 -0.15** -3.62 
Crude oil-Sugar 
β - -   β 2.25** 4.52   β - - 
ECTt-1 - -   ECTt-1 -0.11** -3.94   ECTt-1 - - 
Crude oil-Corn 
β -0.25** -3.45   β 3.14** 4.32   β - - 
ECTt-1 -0.10** -3.58   ECTt-1 -0.07** -3.92   ECTt-1 - - 
Crude oil-Coffee 
β - -   β - -   β 0.30** -8.20 
ECTt-1 - -   ECTt-1 - -   ECTt-1 -0.48** 3.28 
Crude oil-Gold¢   
β -1.88** -5.69   β 1.63** 4.97   β -0.96** -5.72 
ECTt-1 -0.02** -3.35   ECTt-1 -0.14** -4.49   ECTt-1 -0.11** -3.66 
** indicates the significance level at 5%  
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Turning to our VECM results, ECT estimates are fairly consistent throughout the 3 analyses. The ECT 
for gold in the full period is relatively small, which confirms the strong relationship between the two 
commodities. In the first period we observe that ECT of soybeans and soybean oil pairs is relatively 
larger. ECT of coffee model in the second period is relatively larger, which is consistent with the 
previous results and the context of that market. 
 
Once cointegration between time series is established it is of interest to analyze for causality of each 
cointegrating pair. Long run causality from the estimated Johansen VECM is analyzed through a 
likelihood ratio (LR) test by restricting the disequilibrium error term. Table 8 presents the results of 
these tests. The results of the first period indicate that cocoa, soybeans, wheat, corn, sugar and gold 
futures precede crude oil futures. In case of soybean oil we find bi-directional causality, however the 
probability level of soybean influencing crude oil is 0.08. 
 
Table 10: Short run Granger causality test 
 
1993-2001 PERIOD 2002-2010 PERIOD 
 Models Causality test Causality 
Decision   
Causality test 
Causality 
Decision      A B     A B  
Cocoa-Crude Oil¢  
  
3.35* 
(0.07) 
9.74*** 
(0.00) 
Cocoa → 
Crude Oil   
14.75*** 
(0.00) 
0.19 
(0.66) 
Crude Oil→ 
Cocoa 
Rough rice-Crude Oil 
  - - -   - - - 
Soybeans-Crude Oil 
  
1.58 
(0.21) 
28.85*** 
(0.00) 
Soybeans → 
Crude Oil   - - - 
Soybean Oil-Crude 
Oil¢   
13.56**
* (0.00) 
3.10* 
(0.08) 
Crude Oil ↔ 
Soybean Oil   - - - 
Wheat-Crude Oil¢ 
  
0.92 
(0.34) 
11.62*** 
(0.00) 
Wheat → Crude 
Oil   
2.51 
(0.11) 
13.65*** 
(0.00) 
Wheat → 
Crude Oil 
Corn-Crude Oil 
  
0.24 
(0.63) 
16.37*** 
(0.00) 
Corn → Crude 
Oil   - - - 
Coffee-Crude Oil 
  - - -   
0.64 
(0.42) 
7.78** 
(0.01) 
Coffee → 
Crude Oil 
Sugar-Crude Oil 
  
0.00 
(0.95) 
11.79*** 
(0.00) 
Sugar → Crude 
Oil   - - - 
Gold-Crude Oil¢ 
  
0.35 
(0.56) 
21.97*** 
(0.00) 
Gold → Crude 
Oil   
13.71*** 
(0.00) 
1.03 
(0.31) 
Crude Oil → 
Gold 
 
 
Corn, soybeans and soybean oil exhibit co-movement with crude oil after 2002. Figures 2 through 10 
illustrate that besides the peak of 2008 these commodities futures do not seem to have a close 
relationship with crude oil. Nonetheless, due to developments in the past decade linked to biofuel 
implementation, it is of interest to look closer into these three bivariate systems. Since the Johansen 
test, investigates linear cointegration it is appropriate to consider asymmetric cointegration for these 
pairs. Hansen and Seo (2002) offer a model to test for threshold cointegration. The null hypothesis of 
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the test is linear cointegration, versus threshold cointegration. Considering that we rejected the 
hypothesis of linear (Johansen) cointegration it is likely that we might a priori find results for threshold 
cointegration. To keep our analysis consistent,  we implement the Seo (2006) test, with the null of no-
cointegration versus threshold cointegration. Consequently, we implement the Hansen and Seo (2002) 
model to obtain the threshold values for the significant pair(s). We use data between January 2000 
and February 2010 for the threshold cointegration analysis.  
 
Table 11 shows the results of the test of no cointegration versus threshold cointegration. We observe 
that only in case of crude oil – corn pair no cointegration can be rejected at a significant level.  
 
Table 11: Test of no cointegration versus threshold cointegration (Antonio et al., 2009; Seo, 
2006) -  1000 bootstrap 
Crude Oil - Test Statistic P-value 
Threshold 
parameter (L) 
Threshold 
parameter (H) 
Corn 29.21** 0.02 0.72 1.94 
(26.61) 
Soyabeans 19.89 0.12 0.55 1.68 
(21.81) 
Soyabean Oil 
  
30.73 0.2 0.97 1.75 
(35.83)       
Critical values (95%) are shown in parentheses under the respective test statistic  
In the context of biofuel policy implementation discussed in the introduction, we apply the threshold 
cointegration methodology to control whether such a situation can be empirically verified.  In other 
words, the p’-p price difference depicted in Figure 12 can be interpreted as a threshold value that 
needs to be surpassed for the market to behave normally.  
 
Figure 12: Graphical representation of subsidy effects on inputs for biofuel such as corn 
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Turning to our TVEM results, parameter estimates are presented in equation (11) below. 
൬
∆Crude Oil୲
∆Corn୲ ൰ =  ቐቀ−0.080.02 ቁቀ−0.090.05 ቁ
ECTି ଵ +  ቀ−0.070.02 ቁ + ቀ 0.20 −0.10−0.07 −0.15ቁ  ൬∆Crude Oil୲ିଵ∆Corn୲ିଵ ൰  ≤  0.38 ECTି ଵ + ቀ 0.23−0.15ቁ + ቀ0.57 0.580.19 0.25ቁ  ൬∆Crude Oil୲ିଵ∆Corn୲ିଵ ൰ > 0.38      (11) 
 
The percentage of observation in each regime is 68.3 and 31.7 respectively. Figure 13 shows the grid 
search of threshold parameter γ, LM statistics of the ECT values and of  bootstrap distribution. 
Keeping in mind that the count of observation in each regime is not a continuous one we need to 
examine the results of the TVECM properly in order to interpret the threshold cointegration in an 
economic context. To find the value of the crude oil price above which the corn prices resume co-
movement, we need to consider the TVECM results in parallel with the prices of the two commodities. 
In Figure 14 we plot (indexed) price values of the two commodities and ∆Crude Oıl୲෣  of the TVECM of 
the upper threshold (i.e. the regime where we find threshold cointegration). 
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Figure 13: Testing for TVECM (Antonio et al., 2009; Hansen and Seo, 2002)
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Figure 14: Interpretation of threshold cointegration for the bivariate system of crude oil – corn 
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2.5. Discussion 
The cointegration results indicate that the coffee market exhibits opposite traits to other commodities. 
It seems that in the second period the coffee futures prices follow crude oil futures prices. This change 
in price relationship may be attributed to coffee market liberalization, which began in the ‘90s and 
continued throughout the decade (Akiyama, 2001). Gold futures are found to be cointegrated with 
crude oil futures throughout the full period. Our results are consistent with previous studies (Zhang and 
Wei, 2010). For two markets, rough rice and sugar, the results indicated no trace of linear 
cointegration. The rough rice futures market is relatively new compared to the well-established futures 
markets for corn, wheat, and soybeans and rice industry participants have referred to the rice futures 
market as a thinly traded futures market (McKenzie, 2002). In the case of rough rice, the futures 
market seems to exhibit price movements unrelated to macroeconomic factors. Sugar futures seem to 
have a quasi-independent movement from crude oil. Further study is required to analyze that specific 
market.  
 
In terms of causality it may seem out of the ordinary for crude oil futures price to be led by other 
commodities. However, one must keep in mind that causality indicates no more than one series 
preceding the other. In the literature review section we have established that crude oil prices are linked 
with the economies and that the price movements of crude oil could be supply or demand driven. Thus 
our results indicate that in the first period crude oil price movements were mainly demand driven and 
mainly pushed by economic activity. The results of the second period are more muddled with crude oil 
futures preceding cocoa and gold futures, while wheat and coffee futures precede crude oil futures. 
This implies a more chaotic situation in the market, which may be attributed to political and economic 
uncertainties.  
 
The results of the test of no cointegration versus threshold cointegration seem to be consistent with 
general expectations that interaction between crude oil and corn is relatively stronger through the 
biofuel production linkage. Furthermore, it should not come as a surprise that linear cointegration was 
rejected for crude oil - corn bivariate system. Lo and Zivot (2001) notice that cointegration is not found 
for goods subject to policy intervention. 
 
The subsidies offered throughout the production chain of biofuels affect the demand and thus the 
prices of agricultural commodity prices such as corn. US Government subsidies designed to support 
US biofuels-production has resulted in agricultural commodity prices that are actually less dependent 
on energy prices, at least when energy prices are at relatively lower levels (i.e. below around 
$75/barrel). Figure 12 illustrates how government subsidies for biofuel production function as a buffer 
for price transmission from crude oil markets to agricultural commodities. The difference in prices (p’-
p) is a result of the shift in demand due to government policy to subsidize biofuel production.  
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Discussing the results of the TVECM we note that between April and July 2004 corn futures prices 
adjusts to news of the Energy Policy Act of 2005. Especially in futures markets traders tend to adjust 
their positions as soon as the news is made public. Furthermore, by looking at Figure 14, it is 
noticeable that between mid 2004 until July 2006 the futures prices of corn do not move together with 
crude oil due to policy interventions on biofuels. This is consistent with our results as we do not find 
linear nor threshold cointegration. Moreover we find confirmation of our results in Campiche’s (2007) 
paper. In his analysis of 2003-2007 period, cointegration was only found in the 2006-2007 period. It 
seems that at a certain point - July 2006 - crude oil futures prices surpassed a certain threshold 
(Figure 14) - 75 $/barrel - after which the corn market resumed co-movement with crude oil.   
 
The policy implications of the above should not be underestimated. In the OECD (2008) report on the 
economic assessment of biofuel support policies the Aglink-Cosimo partial equilibrium model is 
applied to, among others, analyze the impact of biofuel policies on prices of agricultural commodities. 
The OECD (2008) analysis shows that agricultural markets are sensitive to changes in energy prices, 
and that this sensitivity has increased with the emergence of biofuels. While this notion is generally 
accepted, we have shown that the real market situation is more convoluted. The assumption that 
additional, artificial demand of biofuels pushes agricultural prices up seems to be an oversimplification. 
What is more, it seems that biofuel policy could be potentially used as a tool to stabilize agricultural 
commodity markets notwithstanding its dependence on crude oil price. An in depth study into this 
matter is required in order to analyse whether various market conditions have an impact on the 
stabilizing effect.   
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2.6. Conclusions 
This paper offers a comprehensive study on the interaction between crude oil futures market and 
cocoa, coffee, corn, soybeans, soybean oil, wheat, rice, sugar and gold futures markets. To provide 
insight on recognizing and analyzing the dynamics of crude oil futures market, gold futures market and 
the whole large agricultural commodities markets, the concept of co-movement (i.e. price 
cointegration) and price causality of markets is analyzed. Once more we highlight that futures prices 
by definition incorporate all available information and thus are more appropriate to identify supply and 
demand shocks and price spillovers than real prices. That being said, a similar analysis with spot price 
could yield different results. Furthermore, we scrutinize two distinct time periods set apart by various 
economic and geopolitical events. Through this relative comparison we can make conclusions about 
evolution in price movements without carrying the burden of making absolute statements.      
 
Through use of cointegration methodologies we have shown that co-movement of commodity prices is 
a temporal concept and should be treated accordingly. Parallel movement between crude oil and 
cocoa, wheat and gold pairs have been found for the past two decades, which indicates strong 
linkages between crude oil and these markets. Looking at the two split periods separately, we find 
confirmation that coffee exhibits co-movement with crude oil after the liberalization of the coffee 
markets. In case of soybeans, soybean oil and corn especially the results indicate that biofuel  policy 
has buffered the price relationship between those markets and crude oil futures, be it until crude oil 
prices surpass a certain threshold level. An in depth focus on the crude oil – corn relationship through 
threshold cointegration methods revealed that biofuel policy buffers the co-movement of the two 
markets until crude oil futures prices rise to a level of 75$/barrel or higher. 
 
In general we can conclude that mature and well established commodity futures markets exhibit co-
movement with crude oil in the long run. However we must note that policy interventions, changing 
weather patterns, economic crises, changes in price interactions, geopolitics, and rising global 
population not only increase uncertainty and volatility, but instigate change and increase the 
complexity of price dynamics between crude oil and agricultural commodities. By understanding better 
the mechanisms behind these dynamics, better policy measures could be put in place to optimize and 
stabilize the markets. 
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3.1. Introduction 
While several studies have attempted to dissect the complex relationship between crude oil prices and 
stock markets, the final results and conclusions have failed to converge to a consensus (Basher & 
Sadorsky, 2006; Maghyereh, 2004; Miller & Ratti, 2009; Sadorsky, 1999). That being said, mulling over 
the economic rationale behind the potential relationship in this context seems sensible. Energy prices 
affect world economies and markets in many ways. Higher energy prices result in increased production 
and transportation costs both in the short- and long run. Furthermore, price changes of crude oil could be 
demand or supply driven and various scenarios could occur. When economies prosper and grow the 
demand for oil as the main energy commodity increases and thus its prices. In a situation like this it 
seems plausible that crude oil moves in parallel with stock prices. Under these circumstances even the 
causality seems evident. On the other hand, due to uncertainties and geopolitical events crude oil prices 
are subject to changes stemming from external shocks which in turn affect the speed of economic growth. 
In reality, the situation is more complex and nuanced and should be treated accordingly. Crude oil is the 
most traded commodity exceeding daily values of trillions which in addition to speculative opportunities in 
stock markets might result in a dynamic and entwined relationship. It is undeniable that the amount and 
speed of available information for markets participants have increased and improved, which might have 
an impact on such a relationship.  
 
We focus on stock markets in Brazil, Russia, India and China or BRIC as coined by Jim O’Neil (2001). 
Since the characteristics of large emerging economies differ from well-established ones which might be 
used to shed more light on the issue. Consequently, the contrasts between the BRIC economies would 
allow us to distinguish changes and similarities: Brazil with its large scale ethanol production, Russia with 
large oil reserves and oil exports, India with its struggles after the economic reform of 1991, and China as 
the fastest growing major and second largest economy. According to IMF (2011), recently India is closing 
in on China with a yearly growth surpassing 10% in 2010, while Brazil and Russia enjoyed a yearly 
growth of 7% and  4% respectively. The Energy Information Administration (EIA) (2011) reports that 
roughly 20% of the total annual oil demand in 2011 came from the BRIC countries. In terms of oil 
consumption Brazil is achieved self-sufficiency through combining investment in oil exploration and a 
significant ethanol production. Brazilian self-sufficiency and ethanol production in combination with limited 
refining capabilities create a complex dynamism of price influences of global energy, stock and 
agricultural markets. Historically a net exporter of crude oil, Russia exporting the largest volume in 2010 
according to the International Energy Agency (IEA). The energy exports are of great importance to 
Russia's economy, making it exposed to fluctuations in world oil price. India, historically a net oil importer, 
has a production size of 1% of the global total while a demand of around 3% of the global total (IEA 
2011). IEA’s oil market report (2011) indicates that Chinese demand for oil comes close to 10% of the 
global total leaving a deficit of around 6% of the global total, making China one of the largest oil 
importers.  
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In this study we attempt to tackle these issues by a specific framework, allowing us to detect and 
distinguish linear relationships; a relationship between prices after a certain threshold; and potentially lack 
of parallel movement: 
 
We use daily data between early January 2006 and late August 2011. Since the focus of the study is to 
analyze the relationship between crude oil prices and stock markets, the frequency of sampling is crucial 
for analysis in such a context. In addition to the above, our study allows us to analyze the impact of the 
financial crisis in 2008 and the current crisis consequently. Finally, a causality analysis may shed light on 
the direction of the relationship between crude oil and stock markets. To our knowledge, no previous 
study has made such an attempt within the context described above. 
 
The paper is structured in the following manner: In the literature review section we attempt to offer a 
comprehensive overview of previous studies to outline the framework of our study. In the methodology 
section we discuss the techniques used for our analysis. In the following section we present and discuss 
the results. In the final part concluding remarks and recommendations are offered. 
 
3.2. Literature 
The pioneering work of James Hamilton (1983) opened the debate on the relation between the price of 
crude oil and macroeconomic variables such as GNP, inflation, unemployment. Recent studies focus on 
changes in the price of crude oil and its impact on fluctuations in stock prices. Research based on 
empirical studies found contradictory results about the relationship between stock prices and the price of 
crude oil. On the one hand, researchers pointed out a significant negative relation between crude oil price 
rise and stock prices (Basher & Sadorsky, 2006; Ciner, 2001; Miller & Ratti, 2009; Nandha & Faff, 2008; 
Park & Ratti, 2008; Sadorsky, 1999). On the other hand, studies also indicate insignificant or smaller 
effects of oil price fluctuations on stock prices (Blanchard & Gali, 2008; Cologni & Manera, 2005; Kilian, 
2008).  
Johansen Cointegration 
Parallel movement of prices 
(linear relationship) 
No parallel movement 
Hansen & Seo 2002:  
Threshold cointegration Obtain threshold values 
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Sadorsky (1999) using vector auto regression confirms that oil prices and oil price volatility both play 
important roles in affecting economic activity. The results suggest that changes in oil prices impact 
economic activity while changes in economic activity have little impact on oil prices. Impulse response 
functions show that oil price movements are crucial in explaining movements in stock returns. 
Papapetrou’s (2001) empirical study suggests that oil prices significantly affect economic activity and 
employment. Oil price shocks explain a significant proportion of the fluctuations in output growth and 
employment growth. Ciner (2001) used nonlinear causality tests and found that oil shocks affect US stock 
index returns. More recently, Park and Ratti (2008) concluded that that oil price shocks have a statistically 
significant impact on real stock returns in the same month or within one month and that this result is 
robust to reasonable changes in the VAR model of variable order and inclusion of additional variables. 
Miller and Ratti (2009) studied the long-run relationship between crude oil and stock markets for six 
OECD countries and found that the stock market indices respond negatively to increases in the oil price in 
the long run. Kilian and Park (2009) developed a new methodology for understanding stock market 
fluctuations associated with oil price shocks. They documented that the response of U.S. real stock 
returns to oil price shocks differ substantially, depending on the underlying causes of the oil price 
increase. They argue that shocks to the production of crude oil are less important for understanding 
changes in stock prices than shocks to the global aggregate demand for industrial commodities or shocks 
to the precautionary demand for oil that reflect uncertainty about future oil supply shortfalls. Their analysis 
suggests that the traditional approach to thinking about oil price changes and stock prices must be 
rethought in a dynamic context. 
 
Complementarily, a large body of literature suggests that crude oil prices have a statistically significant 
effect on economic activity (Adrangi, et al., 2001; Berument, et al., 2010; Brown & Yücel, 2001; Costantini 
& Martini, 2010; Fofana, et al., 2009; Hamilton, 2009a, 2009b; Hanabusa, 2009; Hsing, 2007; Huang, et 
al., 1996; Jayaraman & Choong, 2009; Jiao & Ma, 2006; Jones, et al., 2004b; Odusami, 2010; Oladosu, 
2009; Papapetrou, 2001; Rafiq, et al., 2009; Reynolds & Kolodziej, 2007; Zagaglia, 2010). Uri (1996) 
indicated the effect of changes in the price of crude oil on agricultural employment in the USA between 
1947 and 1995 using Granger Causality. Lardic and Mignon (2008) studied the long-term relationship 
between oil prices and economic activity, proxies of GDP for the US, G7, Europe and Euro area 
economies. They found evidence for an asymmetric cointegration between oil prices and GDP indicating 
that rising oil prices seem to retard aggregate economic activity further than falling oil prices stimulate it. 
Correspondingly, He (2010) established a cointegration relationship between real futures crude oil prices 
and global economic activity, using the Kilian index. Furthermore, changing energy prices seem to affect 
commodities markets through macro-economic effects (Gohin & Chantret, 2010; Natanelov, et al., 2011). 
The relationship between energy and economic activity and crude oil prices with commodity markets may 
complete the circle and strengthen the relationship especially in BRIC countries where commodities 
encompass an important part of their economies and might cause significant spillover effects.    
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The growing importance of emerging markets in the global economy brought the attention of researchers 
to study the relationship between crude oil prices and stocks market returns in the emerging market 
context. Basher & Sadorsky (2006) found that there is a significant but negative relationship between oil 
price movements and stock returns in 21 emerging stock markets. Using VAR models, Ono (2011) 
examined the impact of oil prices on real stock returns for BRIC countries. The results of his study 
suggest that for China, India and Russia stock returns respond positively to the oil price indicators, 
however, Brazil does not show any significant responses. The study also pointed out that there are 
significant asymmetric effects of oil price fluctuation in the Indian context. Using the variance 
decomposition analysis the study concludes that the oil price shocks to volatility in real stock returns is 
large and significant for China and Russia.  Bhar & Nikolova (2009) found that the level of impact of oil 
prices on stock price returns and volatility depends on the BRIC countries’ dependency on the oil import 
and export. Being Brazil the net exporter of oil which implies higher export  revenues make Brazil more 
susceptible to changes in global oil prices. On the other hand, India and China are net importers. Their 
study found that changes in oil price affect the conditional volatility of stock price returns in the Indian and 
Chinese markets.  
 
This paper complements the above studies through the investigation of direct linkages between crude oil 
and BRIC stock indices. In addition, our study analyses may shed light on contrasting movements 
between the BRIC countries. The usage of the most recent data with daily frequency within a period of 2 
economic crises makes the study very timely and prominent. Natanelov (2011) indicates that linkages 
between markets are a temporal concept and should be treated accordingly. Utilizing the most current 
data, this study may contribute to the literature by studying how the relationship between crude oil and 
stock markets evolves while being subject to two consequent crises. Within this context, contrasting 
effects on dissimilar BRIC economies can be studied. The causality analysis may offer more nuanced 
results given the daily frequency of the data which captures short-run dynamics. 
 
3.3. Methodology 
3.3.1. Johansen co-integration 
In the case of non-stationarity of the time-series, cointegration provides appropriate statistical techniques 
to investigate if there is a statistically significant relationship between the non- stationary time-series. 
Therefore we test the price series for stationarity in levels and in first differences. In time series 
econometrics, it is said that prices are integrated of order one denoted by P୲~I(1) and prices are 
integrated of order zero denoted by ∆P୲~I(0). When price series are found to be non-stationary in levels 
but stationary in first differences, cointegration tests may be applied. The cointegration procedure is 
based upon an unrestricted vector autoregressive (VAR) model specified in error-correction form 
(Johansen (1988) and Johansen and Juselius (1990)):   
                                           ΔX୲ = ΠX୲ି୩ + ∑ Γ୧୩ିଵ୧ୀଵ ΔX୲ି୧ + ΦD୲ + v୲                        (1) 
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Where Xt includes all N variables of the model which are defined as ~I(1), and Π, Γ୧, and Φ are 
parameter matrices to be estimated. D୲ is a vector within deterministic elements (constant, trend, and 
dummy), k represents the number of lags, and v୲ is a vector of random errors which follow a Gaussian 
white noise process.  
So, if ∆P୲~I(0), then  will be a matrix of zeros, except when a linear combination of the variables in P୲ is 
stationary. The Johansen test for cointegration evaluates the rank (r) of the matrix Π. If r = 0, all variables 
are I(1), and thus they are not cointegrated. In case 0 < r < N, there exist r cointegrating vectors. In the 
third case, if r = N all variables are I(0), and thus they are stationary, and any combination of the 
stationary variables will also be stationary. On the other hand, Π represents the long response matrix, and 
is defined as the product of two matrices: α with dimension (N x r) and β’, with dimension (r x N), 
respectively. The β matrix contains the long-run coefficients of the cointegrating vectors; α is known as 
the adjustment parameter matrix and is similar to an error correction term. The linear combination(s) β’xt-k 
of this matrix will be I(0) in the case where the times series are cointegrated.    
In other words, if rank of  = r = N, the variables in levels are stationary meaning that there is no 
cointegration; if rank  = r = 0, denoting that all the elements in the adjustment matrix will have zero 
value. Therefore, none of the linear combinations are stationary. According to the Granger representation 
theorem of Engle and Granger (1987), when r > 0 and rank of  (r) < N, there are r cointegrating vectors 
or r stationary linear combinations of the variables. The Johansen cointegration method estimates the  
matrix through an unrestricted VAR model and tests whether one can reject the restriction implied by the 
reduced rank of .    
3.3.2. Vector Error Correction Model (VECM) and causality analysis  
The existence of cointegration in the bivariate relationship implies that Granger causality at least in one 
direction under certain restrictions can be tested within the framework of the Johansen cointegration by 
the Wald test (Dolado and Lütkepohl, 1996; Mosconi and Giannini, 1992).. The pair-wise causal 
relationship can be represented through the following equation:   
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In this equation, parameters contained in matrices Ak measures the short-run causality relationship, while 
β is the cointegrating parameter that characterizes the long-run equilibrium relationship among series. 
Through Equation (4), there are three possibilities for the long-run causality may be identified: i) α1 ≠ 0, α2 
≠ 0; ii) α1 = 0, α2 ≠ 0, and iii) α1 ≠ 0, α2 = 0. The first case indicates bi-directional causality, while the 
second and the third imply a unidirectional causality.  
To analyze the short and long-run causality, we can apply the Wald test with the null hypothesis that the 
joint contribution of the lags of endogenous variables is equal to zero. If the null hypothesis cannot be 
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rejected, it implies that the respective endogenous variables can be treated as an exogenous variable in 
the system.  Of course, lack of Granger causality does not imply a variable to be exogenous as (i) there 
can still be long-run causality through the ECM term and (ii) short-run causality through the 
contemporaneous impact (which is left in the residuals in the reduced form). 
In a specific case of bivariate models, the Johansen cointegration test in Equation (1) can be rewritten as: 
           ∆Xଵ,୲ୀμଵ + ∑ β୧∆Xଵ,୲ି୧ + ∑ β୨∆Xଶ,୲ି୨୩ଶ୨ୀଵ +୩ଵ୧ୀଵ αଵECT ୲ିଵ + ε୲,ଵ                                      (3)           
 ∆Xଶ,୲ୀμଶ + ∑ β୧∆Xଵ,୲ି୧ + ∑ β୨∆Xଶ,୲ି୨୩ଶ୨ୀଵ +୩ଵ୧ୀଵ αଶECT ୲ିଵ + ε୲,ଶ                                      (4) 
Where, X1,t and X2,t are time series (prices in our study) and the ECT is the error correction term. We test 
the long-run causality through Equations (5) and (6) by examining the significance of all lagged dynamic 
terms, when we find significant cointegrating relationships. 
3.3.3. Threshold Cointegration  
Threshold cointegration allows for an extension of the classical case of linear cointegration.. The 
adjustment from equilibrium may take place only after the deviation exceeds a certain threshold. Through 
the perspective of economic theory, the non-linearity will be valid in the presence of transaction costs 
(Balke and Fomby, 1997) or in certain policies (Lo and Zivot, 2001) those will likely affect and buffer 
markets until the deviations exceed a certain threshold. In similar, threshold cointegration analysis states 
that once a threshold level is surpassed prices will adjust back to a long-run equilibrium. To address this 
possible issue, following Hansen and Seo (2002), we define a two-regime threshold cointegration model 
in the following form:  
∆X୲ =  ൜B′ଵ X୲ି୩ +  μ୲    if    β′X୲ି୩  ≤  γB′ଶ X୲ି୩ +  μ୲    if    β′X୲ି୩  >  γ                                                        (5) 
Where γ represents the threshold parameter. Equation (7) can be written in detail as follows:                    ∆X୲ =  B′ଵ X୲ି୩(β)dଵ୲(β, γ) +  B′ଶ X୲ି୩(β)dଶ୲(β, γ) +  μ୲                                          (6) 
Where, dଵ୲(β, γ) = 1   (if β′X୲ି୩  ≤  γ)  and  dଶ୲(β, γ) = 1   (if β′X୲ି୩  >  γ) . In addition, the coefficient 
matrices (B1 and B2) would determine dynamics of the two regimes. Besides the cointegrating vector β, all 
coefficients are permitted to switch between the two regimes. Hansen and Seo (2002) also impose that 
the threshold effect is consistent only if 0 < ܲ(β′X୲ିଵ  ≤ γ) < 1, otherwise the model would reduce to a 
linear cointegration model.  
This constraint is imposed by assuming the following:  
                                          π଴ ≤ P( β′X୲ିଵ ≤ γ)  ≤ 1 − π଴                                                          (7) 
Where, π଴ > 0 is a trimming parameter. In the empirical application π଴ = 0.05  is important to ensure 
sufficient sample variation for every alternative of γ. The estimation of model in Equation (8) is conducted 
through maximum likelihood under the assumption of iid Gaussian errors. The estimates are based on a 
grid search procedure, as the bivariate TVECM can be estimated with an OLS like estimator. The 
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difference between OLS and MLE estimator is in its starting value. Given its conditionality on the 
threshold and cointegrating value the MLE estimator can be considered as LS (Antonio et al. 2009). 
 
3.4. Empirical results and discussion 
The data used in the empirical analysis comprises daily prices of crude oil and stock indices of the BRIC 
countries: BVSP; RTS; BSE30; and CSI300 index respectively, starting 10 January 2006 until 28 August 
2011. We use West Texas Intermediate (WTI), traded at the New York Mercantile Exchange (NYMEX), 
as a proxy for the global crude oil price. To account for the problem of comparing disparate price units, 
the data is indexed based on the price of January 2006 for each time series. Figure 15 illustrates the 
movement of the time series. The eye catcher if figure 15 is without a doubt China’s remarkable growth 
which is expressed in the movements of its main stock index. 
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Figure 15: Indexed daily price evolution between 10 January, 2006 and 25 August, 2011 
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To determine whether the series are stationary, the Augmented Dickey-Fuller (ADF) test and the Phillips-
Perron (PP) test are carried out. For time series the tests point to the existence of one unit root I(1). Thus, 
the difference of each time series can be regarded as stationary. Detailed results are presented in Table 
12. In order to identify a possible influence of crude oil price on various stock indices, each time series 
was paired with crude oil price, providing us with 4 bivariate systems. Since the time series are integrated 
in the same order, cointegration techniques can be used to determine whether a stable long-run 
relationship exists between each pair. Johansen's tests for cointegration are performed, and presented in 
table 13. The VAR specification is estimated by applying one to 20 lags. As we utilize daily frequencies a 
potential lag of up to one month (i.e. 20 working days) has been noticeable. The Akaike Information 
Criterion (AIC) was utilized to select optimal lag length. Consequently the inverse root of AR characteristic 
polynomial is evaluated  to confirm a proper lag selection for each bi-bariate system. The results for 
China and Brazil indicate that CSI300 and BVSP series are cointegrated with crude oil. This confirms the 
fact that oil prices respond to economic fundamentals like real economic activity but also to movements in 
emerging stock prices (Basher & Sadorsky, 2006).  
 
Table 12: Unit Root tests using the Augmented Dickey-Fuller & Phillips-Perron 
 
  
Augmented Dickey-
Fuller Phillips-Perron 
Variable 
(price) Drift Trend Drift  Trend 
Crude Oil  -1.98 -2.00 -1.96 -1.98 
∆ Crude Oil  -34.63® -34.63® 
CSI300 -1.96 -1.70 -1.97 -1.71 
∆ CSI300 
-34.37® -34.37® 
BSE30 -2.09 -2.04 -2.09 -2.04 
∆ BSE30 -33.47® -33.47® 
RTS -1.84 -1.90 -1.77 -1.84 
∆ RTS 
-29.03® -28.88® 
BVSP -2.23 -2.24 -2.03 -1.88 
∆ BVSP -33.97® -34.59® 
Lag length for ADF tests are based on SIC.  
Maximum Bandwidth for PP tests are decided based on Newey-West (1994)  
Critical values are -2.89 (5%), -3.49 (1%) with drift only and; -3.45 (5%), and –3.49 (1%) for a model with constant 
and trend; -1.94 (5%) and –2.58 (1%) for a pure random walk model (Mackinnon, 1996)  
® indicates the pure random walk model 
 
In case of India’s stock index, BSE30, we find cointegration only with trace statistics of Model 1. Even 
though a relationship of Russia’s main stock index, RTS, with crude oil cannot be rejected, the statistics 
seem to indicate 2 cointegrating vectors which seems unlikely for a bi-variate system with I(1). These 
results from emerging markets are aligned with the literature (Basher & Sadorsky, 2006; Jonathan, 2000; 
Tang & Shum, 2003). The asymmetries and inconsistent test statistics for the Russian and Indian oil and 
stock market price relationship attributed to each country’s complex economic policies and structural 
breaks (Ono, 2011). 
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Table 13: Bi-variate Johansen cointegration rank test 
 
 
Crude Oil vs 
 
Test 
statistics 
 
Critical 
values 
( 0.95) 
Decision Test 
statistics 
 
Critical 
values 
( 0.95) 
Decision 
CSI300 (K=1; Criteria:AIC)  Model 2   Model 4  
trace statistics       
ܪ଴:  ݎ = 0  ݒݏ ܪଵ:ݎ ≥ 1 29.41 20.26 Rejected 28.89 25.87 Rejected 
ܪ଴:  ݎ ≤ 1 ݒݏ ܪଵ:ݎ ≥ 2 9.33 12.76*** Not rejected 9.32 12.52 Not rejected 
max statistics       
ܪ଴:  ݎ = 0  ݒݏ ܪଵ: ݎ = 1 20.09 15.89 Rejected 19.63 19.39 Rejected 
ܪ଴:  ݎ ≤ 1  ݒݏ ܪଵ:ݎ = 2 9.33 12.76*** Not rejected 9.32 12.52 Not rejected 
BSE30 (K=1; Criteria:AIC)  Model 1   Model 3  
trace statistics       
ܪ଴:  ݎ = 0  ݒݏ ܪଵ:ݎ ≥ 1 11.13    10.47* Rejected 19.07 15.49 Rejected 
ܪ଴:  ݎ ≤ 1  ݒݏ ܪଵ:ݎ ≥ 2 0.00 2.98* Not rejected 8.03 3.84 Rejected 
max statistics       
ܪ଴:  ݎ = 0  ݒݏ ܪଵ: ݎ = 1 11.13 9.47* Rejected 11.04 14.26 Not rejected 
ܪ଴:  ݎ ≤ 1  ݒݏ ܪଵ:ݎ = 2 0.00 2.98* - - - - 
RTS: (K=5; Criteria: AIC  )  Model 3   Model 5  
trace statistics       
ܪ଴:  ݎ = 0  ݒݏ ܪଵ:ݎ ≥ 1 19.14 15.49 Rejected 21.76 18.40 Rejected 
ܪ଴:  ݎ ≤ 1  ݒݏ ܪଵ:ݎ ≥ 2 7.81 3.84 Rejected 8.68 3.84 Rejected 
max statistics       
ܪ଴:  ݎ = 0  ݒݏ ܪଵ: ݎ = 1 11.33 14.26 Not rejected 13.08 17.15 Rejected 
ܪ଴:  ݎ ≤ 1  ݒݏ ܪଵ:ݎ = 2 - - - - - not rejected 
BVSP (K=1; Criteria: AIC )  Model 1   Model 4  
trace statistics       
ܪ଴:  ݎ = 0  ݒݏ  ܪଵ:ݎ ≥ 1 15.39 12.32 Rejected 24.12 19.39 Rejected 
ܪ଴:  ݎ ≤ 1  ݒݏ ܪଵ:ݎ ≥ 2 0.13 4.13 Not rejected 11.44 12.52 Not rejected 
max statistics        
ܪ଴:  ݎ = 0  ݒݏ ܪଵ: ݎ = 1 15.26 11.22 Rejected 24.12 19.39 Rejected 
ܪ଴:  ݎ ≤ 1  ݒݏ ܪଵ:ݎ = 2 0.13 4.13 Not rejected 11.44 12.52 Not rejected 
Model 1-no intercept and no deterministic trend 
Model 2-no deterministic trend (restricted constant) 
Model 3-Linear deterministic trend model  
Model 4-allows linear trend in the cointegrating space 
Model 5-allows linear trend in the cointegrating space and intercept in VAR 
* Indicates the 10% probability level       *** Indicates the 1% probability level 
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Table 14 presents the speed of adjustment from the estimated Johansen VAR (restricted VAR model); t-
tests for the cointegrating vector and the speed of adjustment. The relatively small parameter estimate (β) 
of CSI300 and crude oil implies a weak link between China’s main stock market index and crude oil 
prices. As stated in the introduction section, China is closely competing with the US as the main importer 
and consumer of crude oil. Taken that into account the results in Table 14 seem to be contradictory. 
Though, the so-called Beijing’s Oil Diplomacy, a robust risk management strategy, uses trade 
agreements and acquisitions of oil interests in Russia, Iran, Central Asia, Venezuela and several others to 
support  China’s thirst for crude oil. In case of India and Brazil the relationship appears relatively stronger.  
 
Table 14: Estimates of long-run & the speed of adjustment from ECM  
   
Model Regressors 
Parameter 
estimates 
t-test   
Crude oil-CSI3004 
β -0.05 -0.81   
ECTt-1 -0.11 -3.94   
Crude oil- BSE301 
β -0.79 -15.05   
ECTt-1 -0.01 -3.29   
Crude oil-RTS3 
β -0.34 -1.67   
ECTt-1 -0.01 -2.47   
Crude oil-BVSP4 
β -1.53 -6.18   
ECTt-1 -0.02 -4.91   
1, 3, 4 indicates that the results are derived from model 1, 3, 4 respectively l 
Turning to our VECM results, the ECT estimates for all bi-variate systems are relatively small, except of 
CSI300, which implies limited deviations from the cointegrating relationship. These results confirm a close 
relationship between the 3 bi-variate systems.  
 
Once cointegration between time series is established it is of interest to analyze for causality of each 
cointegrating pair. Long run causality from the estimated Johansen VECM is analyzed through a 
likelihood ratio (LR) test by restricting the disequilibrium error term. Table 15 presents the results of these 
tests. The findings indicate that India’s BSE30 precedes crude oil futures. In case of CSI300, RTS, and 
BSP-pairs we find a bi-directional causality. 
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Table 15: Short run Granger causality test 
 Models Causality test 
Causality Decision      A B  
Crude oil-CSI3004   
5.23 
(0.01) 
7.84 
(0.00) Crude Oil ↔ CSI300 
Crude oil- BSE301   
8.54 
(0.00) 
2.17 
(0.11) Crude Oil → BSE30 
Crude oil-RTS3   
4.82 
(0.00) 
5.88 
(0.00) Crude Oil ↔ RTS 
Crude oil-BVSP4   
13.53 
(0.00) 
3.18 
(0.02) Crude Oil ↔ BVSP 
Parentheses indicate the probability level 
1, 3, 4 indicates that the results are derived from model 1, 3, 4 respectively 
→ indicates unidirectional causality 
↔ indicates bi-directional causality 
 
Since the linear cointegration results for India and Russia imply asymmetries we implement TVECM for 
these two bivariate systems. Figures 16 and 17 show the results for BSE30 and RTS-crude oil pair 
respectively. The results indicate existence of threshold cointegration with 90% and 95% confidence level 
and the threshold parameter γ is 0.16 and 0.25 respectively. Furthermore, since the results indicate 
asymmetries we estimate parameters β with our TVECM. In case of Crude oil- BSE30 system, the 
estimate is close to the estimation from the linear model, namely 0.79. For the Russian model the results 
indicate a β estimate close to 1. 
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Figure 16: Testing Crude oil-BSE30 with TVECM (Antonio, et al., 2009; Hansen & Seo, 2002) 
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Figure 17: Testing Crude oil-RTS with TVECM (Antonio, et al., 2009; Hansen & Seo, 2002) 
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3.5. Conclusion 
The result of the study provides a better understanding of the dynamic relationship between crude oil 
prices and stock market returns among BRIC countries in the middle of two financial crises. The findings 
of this paper supports the hypothesis that fluctuations in stock prices respond to movements of crude oil 
prices. However, the degree and dimension of interaction varies substantially among countries. This may 
be attributed to the country specific factors such as China’s remarkable economic growth, India’s 
regulated oil sector, Russia’s oil reserves and Brazil’s steady growth. Through modern time series 
methodologies we have indicated that Chinese and Brazilian stock markets are moving in parallel with 
crude oil. Furthermore, the relationship between Chinese stocks and crude oil prices seems to be 
relatively weak, which can be attributed to China’s vigorous risk management strategy, diversification of 
import-channels and acquisition of crude oil assets in various regions. Brazil’s crude oil self-sufficiency 
and possibility of ethanol substitutability seems to buffer any change in relationships between crude oil 
prices and stock returns throughout the two crises. In addition, Brazil’s position as large agricultural 
producer in a period of historically high prices in combination with its large ethanol production capability 
creates a stable relationship between crude oil and stock returns. For the Indian case, the results point to 
the heterogeneity of the crises. Pre-2008-crisis, the price relationship is unbalanced and distorted, while 
during the current crisis the relationship is stronger and more balanced. This should not come as a 
surprise as India has seen a remarkable growth of 6.8% and 10.4% in 2009 and 2010 respectively (IMF, 
2011). Russia exhibits a similar pattern of changing relationship, however the causes are of a more 
negative nature. Pre-2008-crisis, the markets seem to be only partially influenced by one and other. The 
results indicate that much of Russia’s non-oil related economic activity has been crushed during the 2008 
crises, and that the relationship between Russian stock returns and crude oil prices became almost 
perfectly parallel. These results are consistent with other empirical papers that find country specific 
factors influences relationship between crude oil price and stock index movement(Basher & Sadorsky, 
2006; Cheung & Ng, 1998; Jones, et al., 2004a; Nandha & Faff, 2008)  The findings of this study have a 
number of policy implications and also pave the way for further research in this topic. Stock index not only 
respond to demand and supply of the crude oil price but also to economic fundamentals of the country. 
The investors must consider the country specific macro indicators and economic policies before making 
any decision to invest. For policy makers as well, it is important to look into the sensitivity of crude oil and 
stock index relation with respect to all policy changes. Future research will look into the changes in the 
composition of the BRIC stock-market indices and the effect on the crude oil relationship. Furthermore, 
the inclusion of other economic variables, such as inflation, interest rates, and employment could offer a 
better understanding of the interaction between oil and stock price in BRIC countries. Another potential 
research question could be the interaction between core stock prices of individual countries and crude oil 
price to understand sector specific influences. 
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4. CRUDE OIL – CORN – ETHANOL – NEXUS: A CONTEXTUAL APPROACH 
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4.1. Introduction  
The production of ethanol has seen a brisk increase from early 2000. Since 2006 the United States is the 
largest producer of ethanol with over 50% of the global production. The incentives for ethanol production 
were mainly driven by government support policy, such as budgetary support measures, blending or 
mandatory use, and trade barriers. Refraining from an in-depth analysis on the reasons behind the 
political decisions concerning ethanol production we may speculate that factors such as the high, and still 
growing demand for energy; the need for reductions of greenhouse gas (GHG) emissions; crude oil 
dependency – and thus a reliance on oil producing countries implying a prospective geopolitical instability 
– are the main drivers for the government support measures.  
 
Current technologies to produce biofuels are mainly based on commodities such as cereals, sugar, and 
oilseeds. This implies that in conjunction with the growing demand for biofuels an even higher increase in 
demand for these crops can be expected. The limited amount of arable land and the rising global demand 
for food are important inhibitors for the production of first generation biofuels. Second generation biofuels 
are now being developed. Biofuels derived from cellulosic plant material could provide a possible means 
to tackle the limitations of first generation biofuels. However, there is still no large scale production of 
second generation biofuels, mainly due to their high production cost.  
 
Due to the tight linkage between feedstock and first generation biofuels, the cost of production is directly 
dependent on the feedstock prices which, in turn, have risen due to high world market demand. However, 
the tale of linkage is far more intricate. The US tax credits for ethanol production are fixed and therefore 
do not adjust to market conditions. These fixed cash in-flows into ethanol production create a stable 
demand for corn and consequently (in theory) helps to stabilize corn prices. In addition, policies such as 
corn-for-ethanol magnify this effect. For an extensive analysis of this issue we refer to previous work 
(Natanelov et al., 2011), where we have shown that US ethanol production, contrary to general belief, 
stabilized corn prices in relation to crude oil prices – until crude oil prices breach a threshold value of 75 
USD/barrel.  
 
Furthermore, when discussing the issue of price linkages it is crucial to take on a holistic view and 
consider certain external shocks to the markets. To exemplify, figure 18, clearly presents a huge peak in 
ethanol prices in 2006. Closer examination of adjacent markets shows that because of health concerns, 
due to problems with contamination of drinking water by methyl tert-butyl ether (MTBE), the US has 
drastically reduced its production of MTBE and banned it as a fuel additive in 2006.  
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Figure 18: Indexed price evolution between 23 March 2005 and 15 December 2011
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In previous work (Natanelov et al., 2011) we have indicated that the linkages between energy and 
agricultural markets are much more intricate and nuanced than considered by most. In this paper, we 
analyze deeper the specific linkages between corn, ethanol and crude oil prices. We shall attempt – 
within a broad context – to zoom into the most recent period, which is marked by crises; unprecedented 
price jumps of agricultural commodities; and higher levels of volatility and speculation. Within this context, 
we shall analyze the dynamic relationships between corn, crude oil and ethanol prices. Through our 
results, logic, contextual and holistic approach we hope to be able to shed some light on the 
characteristics of these markets in the current environment and provide a logical and intuitive explanation 
for the change in relationships through time.      
 
The paper is structured in the following manner. In the literature review an overview of previous research  
is presented. In the methodology section we discuss the technique used in our analysis. In the 
subsequent section we present and discuss the results. In the final part concluding remarks and 
recommendations are offered. 
 
4.2. Literature review 
Dynamic price relationships between commodity and energy markets has been widely discussed in 
recent literature. Zhang et al. (2009; 2010) support the derived demand theory for ethanol, corn, and 
soybean relationships with oil and gasoline. The authors highlight the role of agricultural commodity 
prices as market signals enabling commodity markets to restore their equilibriums after a demand or 
supply shock. Market shocks may in the short-run increase agricultural commodity prices, however 
decentralized freely operating markets, such as futures markets, will mitigate the persistence of these 
shocks. Furthermore, their results did not reveal  long-run relationships between fuel (ethanol, oil and 
gasoline) prices and agricultural commodity (corn and soybean) prices. Similarly, Lewis and Tonsor 
(2011) analyze the impact of ethanol production on spatial corn markets in the US using cointegration. 
Their results suggest that spatial corn prices operated in a long-run equilibrium between 1998 and 2008 
and that ethanol production has not altered these spatial price relationships. Du and Hayes (2009) 
analyze the impact of ethanol production on US and regional gasoline prices. Their analysis indicates that 
the gasoline prices are lower due to the ethanol production. The Midwest region has the highest reduction 
of gasoline prices due to ethanol, which is not all that surprising given the high concentration of ethanol 
production plants in that region. Due to its high policy relevance the authors recommend a thorough study 
of the linkages between the energy and agricultural sectors.  
 
In contrast, Anderson and Coble (2010) investigate the impact of renewable fuels standard ethanol 
mandates on corn prices and corn production levels. The focus of the study is on the mandates’ influence 
on market participants expectations. Their results indicate that through the stochastic nature of supply 
and demand shocks, a nonbinding mandate can have substantial impact on corn prices and volumes due 
to the price-responsiveness of demand from the US ethanol sector instigated by the mandate. They note 
that the ethanol production levels are on a similar level as the mandates resulting in market participants 
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believing that any reduction in corn supply will be met by a relatively inelastic demand – or large price – 
response from the ethanol sector. In  a similar study, McPhail and Babcock (2012) support the results of 
Anderson and Coble (2010), and find that the mandates reduce price elasticity of demand for corn and 
gasoline, which in turn increases price variability when supply shocks hit the markets. A recent study 
(Serra et al., 2011) analyzed monthly prices of ethanol, corn, oil, and gasoline between 1990 and 2008. 
The authors indicate that the four commodity prices are related in the long run, with an especially strong 
link between corn and energy markets. This link between corn and energy markets is attributed to price 
responses in ethanol market. Gohin and Chantret (2010) measure the long-run impact of energy prices 
on world agricultural markets including macro-economic linkages. By incorporating a general equilibrium 
(GE) model they find a significant relationship. Besides identifying a positive relationship due to the cost 
push effect, they find that the introduction of the real income effect may imply a negative relationship 
between world food and energy prices. In an analogous study, Gohin and Treguer (2010) indicate that to 
the  farmers’ downside risk aversion in combination with the reduced variation of corn prices due to 
biofuels  dampens the quantity effect of biofuels. The third column of Table 14 provides a summary of 
various studies indicating an linkage between crude oil prices and corn. Consequently, energy price, 
crude oil in particular, affect world economies and markets in many ways. The first and second column of 
Table 14 show an overview of studies that analyze and confirm linkages between crude oil prices and the 
economic activity and the stock markets respectively. This broader context indicates that price linkages 
between crude oil and agricultural markets should not come as a surprise. Furthermore, various studies 
(Ciaian and Kancs, 2011; Esmaeili and Shokoohi, 2011; Natanelov et al., 2011; Nazlioglu and Soytas, 
2012) indicate a significant historic link between crude oil prices and corn before the introduction of 
ethanol.  
 
The commoditization and increased popularity of agricultural markets is expressed via large increases in 
trades of futures contracts. The open interest of corn futures almost tripled between early 2000-2006 
(Demirer et al., 2012). The hypothesis that ethanol markets have intensified the linkage between corn and 
crude oil prices seems to be a hasty conclusion, as the market situation seems to be much more 
complex. That being said, various studies have confirmed an increased volatility spillover effect after mid-
2000. A study on speculation and volatility spillover in the crude oil, corn and wheat weekly futures prices 
between 1998 and 2009  (Du et al., 2011) finds evidence of volatility spillover between the markets after 
2006. Similarly, Trujillo-barrera et al. (2012) show a brisk increase in volatility from 2006 in the corn 
markets, resulting from an increased volatility spillover from the crude oil market. Wu et al. (2011) and Ji 
and Fan (2012) confirm the increased volatility spillover with their results. Crude oil is the most traded 
commodity exceeding daily values of trillions. It is undeniable that the amount and speed of available 
information for markets participants have increased and improved, which might have an impact on such a 
relationship. 
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Table 16: Summary of the literature on crude oil price effects 
ECONOMIC ACTIVITY STOCK MARKETS AGRICULTURAL MARKETS 
(Adrangi et al., 2001; Berument et 
al., 2010; Brown and Yücel, 2001; 
Costantini and Martini, 2010; 
Cunado and Perez de Gracia, 2005; 
Fofana et al., 2009; Hamilton, 2009a; 
Hamilton, 2009b; Hanabusa, 2009; 
He et al., 2010; Hsing, 2007; Huang 
et al., 1996; Huang and Chao, 2012; 
Jayaraman and Choong, 2009; Jiao 
and Ma, 2006; Jones et al., 2004; 
Lardic and Mignon, 2008; Odusami, 
2010; Oladosu, 2009; Papapetrou, 
2001; Rafiq et al., 2009; Reynolds 
and Kolodziej, 2007; Zagaglia, 2010)  
(Basher et al., 2012; Chortareas and 
Noikokyris, 2013; Ciner, 2001; Creti 
et al., 2013; Ghouri, 2006; Lardic 
and Mignon, 2006; Li et al., 2012; 
Miller and Ratti, 2009; Natanelov et 
al., 2012; Papapetrou, 2001; 
Sadorsky, 1999; Wang et al., 2013; 
Zhu et al., 2011) 
(Baffes, 2007; Balcombe and 
Rapsomanikis, 2008; Cha and Bae, 
2011; Chen et al., 2010; Ciaian and 
Kancs, 2011; Esmaeili and 
Shokoohi, 2011; Gohin and Treguer, 
2010; Ji and Fan, 2012; Nazlioglu, 
2011; Nazlioglu and Soytas, 2012; 
Serra et al., 2011; Trujillo-Barrera et 
al., 2012)  
 
Similar to our study, Balcombe and Rapsomanikis (2008) analyze the Brazilian sugar-ethanol-oil nexus. 
They suggest that the long-run drivers of Brazilian sugar prices are oil prices and that there are 
nonlinearities in the adjustment processes of sugar and ethanol prices to oil price, but linear adjustment 
between ethanol and sugar prices. The nonlinear adjustment process of sugar and ethanol in contrast to 
the linear adjustment between ethanol and sugar prices may suggest global versus regional drivers. 
However, a clear differentiation between the Brazilian and the US nexus exists. The Brazilian ethanol 
market is far more mature that the market in US. Also, when discussing price linkages, it is essential to be 
aware of the characteristics of the market and price system one is analyzing. Every new commodity 
futures contract follows a series of steps before a viable market for that commodity occurs. As the 
commodity matures, the volume of traded contracts6 will often increase as the number of agents that buy 
and sell the commodity contracts increases, thus providing liquidity to the market. The US ethanol futures 
market is relatively new compared to the well-established futures markets for corn, wheat, and soybeans. 
Ethanol futures trading was only introduced at the Chicago Board of Trade (CBOT) in May 2005. Ethanol 
futures can certainly be considered as a thinly traded futures market. Thin markets are typically 
characterized by problems associated with imperfect competition, price inaccuracy and market 
inefficiency (Bessler, 1980; Gray, 1960; Hayenga 1978; Schrader, 1984; Sporleder, 1984). Market 
makers in thinly traded futures markets often require large bid-ask spreads which results in higher  
transaction costs (Frino et al., 2007). Furthermore, Chordia et al. (2008) provides strong empirical 
evidence to support the notion that market liquidity promotes market efficiency. However, in case of 
ethanol futures, market efficiency7 may be attributed to its strong linkage to over-the-counter (OTC) 
ethanol swaps market. An exchange-for-risk provision allows highly liquid OTC swap products to be 
                                                     
6 We make use of the price discovery role of futures markets through which supply and demand shocks and price spillovers 
between markets can be accurately determined. 
7 Following McKenzie and Holt (2002) we have conducted  market efficiency analysis with results indicating that the ethanol futures 
market is both efficient and unbiased in the long and short-run. To refrain from discombobulating the reader due to similar 
methodologies yet different context, we do not include the analysis in this paper. The analysis and results, however, are available 
upon request.  
75 
 
traded for ethanol futures, and in so doing has the effect of tying the two derivatives markets together 
(Berry, 2009). Dahlgran (2009), also notes that because ethanol futures positions can be exchanged for 
ethanol swaps, and that the swap market is very liquid, the thinness of the ethanol futures market is not 
an issue in terms of its ability to provide effective risk management. In this sense price discovery and 
hedging through ethanol futures is aided by the OTC ethanol swaps market which is actively traded side 
by side with ethanol futures. Cavalcanti et al. (2012), among others indicate even that a variation in the 
Brent spot price does not automatically cause a variation in gasoline prices in Brazil. Furthermore, the 
different market characteristics of sugar and corn may induce different dynamics in linkages. The intricate 
global trade system furthers complicates matters. To illustrate more in detail, the historic high sugar 
prices in 2011 resulted in extensive exports by Brazil, causing an input shortage for ethanol production. In 
turn, this resulted in corn imports from the US to meet the demand. 
 
Due to the complexity of inter-relations between crude oil and various commodities and the whole 
economy (Oladosu, 2009), traders might excessively transfer price movements from one market to the 
other, especially in the futures markets. That being said, trading behavior might change in different 
economic environments. Furthermore, concepts such as volatility or speculation are relative terms and 
need to be considered as such. Since speculators are the main market actors who transfer information 
into price movements, it seems evident that speculators are more active in volatile periods, implying that 
cause and effect are practically indistinguishable. Furthermore, Chorteas and Noikokyris (2013) note that 
the news component about real economic activity impacts the position of traders. Similarly, Roberdo 
(2011) indicates that the oil market is ‘one great pool’ in contrast to a more regionalized perspective, 
implying that the global news component is prominent. Given the intrinsic nature of futures markets, in 
parallel with the digitalization of the global markets information systems, yields a situation where market 
connections are easily established and broken up by market participants.   
The main goal of this paper is to analyze price movements of the crude oil, corn and ethanol and attempt 
to understand their dynamic relationship and what is behind the changes it undergoes in a broad 
economic context.  
 
4.3. Methodology 
The maximum likelihood (ML) method and inference on cointegration developed by Johansen (Johansen, 
1988; Johansen, 1991; Johansen and Juselius, 1990) has been widely used in various academic fields. A 
swift search of the three papers, on which the cointegration method is based, indicates almost twenty 
thousand citations combined. However, given the relatively complex mathematics behind the method, a 
non-expert may find it difficult to develop an intuitive understanding of the logic behind the methodology. 
To aid in this understanding we present an intuitive explanation of the technique in chapter 4.3.3., where 
we show the calculations used to implement the method in terms of simple mathematic transformations.  
We believe it essential for the reader to go beyond understanding the methodology and to develop a 
certain level of fingerspitzengefühl with its application.  
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4.3.1. Data 
The data used in the empirical analysis comprises daily futures prices of crude oil, corn, and ethanol from 
23 March 2005 until 15 December 2011. Daily prices for the nearest futures contracts8 are analyzed. To 
account for the problem of comparing disparate price units, the data is indexed based on the price of 23 
March 2005 for each commodity respectively. Figure 18 depicts a graphical representation of the data.  
4.3.2.  Johansen co-integration 
In the case of non-stationarity of the time-series, cointegration provides appropriate statistical techniques 
to investigate if there is a statistically significant relationship between the non- stationary time-series. 
Therefore we test the price series for stationarity in levels and in first differences. In time series 
econometrics, it is said that prices are integrated of order one denoted by P୲~I(1) and prices are 
integrated of order zero denoted by ∆P୲~I(0). When price series are found to be non-stationary in levels 
but stationary in first differences, cointegration tests may be applied. The cointegration procedure is 
based upon an unrestricted vector autoregressive (VAR) model specified in error-correction form 
(Johansen (1988) and Johansen and Juselius (1990)):   
                                           ΔX୲ = ΠX୲ି୩ + ∑ Γ୧୩ିଵ୧ୀଵ ΔX୲ି୧ + ΦD୲ + v୲                        (1) 
Where Xt includes all N variables of the model which are defined as ~I(1), and Π, Γ୧, and Φ are 
parameter matrices to be estimated. D୲ is a vector within deterministic elements (constant, trend, and 
dummy), k represents the number of lags, and v୲ is a vector of random errors which follow a Gaussian 
white noise process.  
So, if ∆P୲~I(0), then  will be a matrix of zeros, except when a linear combination of the variables in P୲ is 
stationary. The Johansen test for cointegration evaluates the rank (r) of the matrix Π. If r = 0, all variables 
are I(1), and thus they are not cointegrated. In case 0 < r < N, there exist r cointegrating vectors. In the 
third case, if r = N all variables are I(0), and thus they are stationary, and any combination of the 
stationary variables will also be stationary. On the other hand, Π represents the long response matrix, and 
is defined as the product of two matrices: α with dimension (N x r) and β’, with dimension (r x N), 
respectively. The β matrix contains the long-run coefficients of the cointegrating vectors; α is known as 
the adjustment parameter matrix and is similar to an error correction term. The linear combination(s) β’xt-k 
of this matrix will be I(0) in the case where the times series are cointegrated.    
In other words, if rank of  = r = N, the variables in levels are stationary meaning that there is no 
cointegration; if rank  = r = 0, denoting that all the elements in the adjustment matrix will have zero 
value. Therefore, none of the linear combinations are stationary. According to the Granger representation 
theorem of Engle and Granger (1987), when r > 0 and rank of  (r) < N, there are r cointegrating vectors 
or r stationary linear combinations of the variables. The Johansen cointegration method estimates the  
                                                     
8 Crude Oil (Brent), - Intercontinental Exchange (ICE) 
Corn (No. 2 Yellow); Ethanol (AC) - Chicago Board of Trade (CBOT) part of CME Group 
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matrix through an unrestricted VAR model and tests whether one can reject the restriction implied by the 
reduced rank of .    
4.3.3.  Representation of the Johansen Maximum Likelihood (ML) Estimator 
The ML cointegration method is based on a simple vector autoregressive (VAR(k)) model with Gaussian 
errors in the error correction form 
∆y୲ = μ + Γଵ∆y୲ିଵ + ⋯+ Γ୩ିଵ∆y୲ି୩ାଵ + Πy୲ି୩ + ε୲      (1) 
where εt (t = 1, …, T) are independent p-dimensional Gaussian variables with mean zero and variance 
matrix Λ. The (n x 1) variables yt are integrated of order one – I(1), and thus ∆ݕ୲ is I(0). The arguments Γ1, 
…, Γk-1, μ and Λ may vary without restrictions. In case the coefficient matrix Π has reduced rank (r < n) 
there are (n x r) α and β matrices with rank r so that β’ yt is stationary and Π = α β’.  Under the assumption 
of cointegration of order r 
∆y୲ = μ + Γଵ∆y୲ିଵ + ⋯+ Γ୩ିଵ∆y୲ି୩ାଵ + αβᇱy୲ି୩ + ε୲     (2) 
where ߙ and ߚ both have dimensions ݌ × ݇. The number of parameters in the unrestricted model is 
݌ + ݇݌ଶ + ݌(݌ + 1)/2. The elements of  α are the adjustment parameters in the VECM while each column 
of β represents a cointegrating relationship.  
 
Johansen introduces two different likelihood ration tests of the reduced rank of the Π matrix: the trace 
test (3) and the maximum eigenvalue test (4).  
λ୲୰ୟୡୣ = −T ෍ ln (1 −୬
୧ୀ୰ାଵ
λ෠ଶ୧)     (3) 
λ୫ୟ୶(r, r + 1) = −Tln൫1 − λ෠୰ାଵ൯    (4)    
 
In equation 2 the first k data points are assumed to be fixed and the calculation of the likelihood function 
is based on their values. Let ܼ଴௧ = ∆y୲  ∧  ܼଵ௧ = ൫∆yᇱ୲ିଵ , … ,∆yᇱ୲ି୩ାଵ , 1൯ ∧ ܼ௞௧ = y୲ି୩  and define the 
moment matrices  
ܯ௜௝ = ܶିଵ ∑ ܼ௜௧்௧ୀଵ ܼ′௝௧            (݅, ݆ = 0, 1,݇) 
We regress ܼ௜௧ , ݅ = 0, ݇ on ܼଵ௧ and get residuals ܴ௜௧ , ݅ = 0,݇. Denote the residual sum of squares from 
regressing ܼ଴ and ܼ௞ on ܼଵ as ௜ܵ௝  ; ݅, ݆ = 0, ݇. Define the sample covariance matrices 
௜ܵ௝ =  ܶିଵ෍ܴ௜௧்
௧ୀଵ
ܴ′௝௧                   (5) 
The maximum likelihood estimator of ߙ and ߚ is a function of these residuals (Johansen, 1988; Johansen, 
1991). Computing the eigenvalues and eigenvectors of  ଵܵ଴ܵ଴଴ିଵܵ଴ଵ with respect to ଵܵଵ amounts to solving 
the eigenvalue problem 
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|ߣ ଵܵଵ − ଵܵ଴ܵ଴଴ିଵܵ଴ଵ| = 0     (6) 
The maximum likelihood estimation is in function of the deterministic term and the stationary effects. In 
other words we consider the following multivariate linear regressions:  
∆ܡ୲ = ߛ଴ + Ωଵ∆y୲ିଵ + ⋯+ Ω୩ିଵ∆y୲ି୩ାଵ + ࢛௧     (7) 
ܡ୲ିଵ = ߛଵ + Φଵ∆y୲ିଵ + ⋯+ Φ୩ିଵ∆y୲ି୩ାଵ + ࢜௧    (8) 
 
The sample covariance matrices can be written as 
ܵ଴଴ =  ଵ்ି௞∑ ࢛௧ෞ்௧ୀ௞ାଵ ࢛′௧෢    ,        ܵ଴ଵ =  ଵ்ି௞∑ ࢛௧ෞ்௧ୀ௞ାଵ ࢜′௧෢   ,      ଵܵଵ =  ଵ்ି௞∑ ࢜௧ෞ்௧ୀ௞ାଵ ࢜′௧෢  
For sake of clarity of the algebraic interpretation of the sample covariance matrices we will briefly 
continue in a 2-dimensional space. Considering 2 time series y୲ = ቂyଵ,୲yଶ,୲ቃ we can specify the residuals from 
the auxiliary regressions (7) and (8) with corresponding residual matrices ࢛௧ = [uଵ,୲ uଶ,୲]  and  ࢜௧ =[vଵ,୲ vଶ,୲]. 
ܵ଴଴ =  ଵ்ି௞∑ (்௧ୀ௞ାଵ uଵ,୲ଶ + uଶ,୲ଶ)                mean(t) squared magnitude of u    ‖࢛‖ଶ 
ܵ଴ଵ = ଵܵ଴ =  ଵ்ି௞∑ (்௧ୀ௞ାଵ uଵ,୲vଵ,୲ + uଶ,୲vଶ,୲)   meant(t) of 〈࢛,࢜〉 
ଵܵଵ =  ଵ்ି௞∑ (்௧ୀ௞ାଵ vଵ,୲ଶ + vଶ,୲ଶ)      mean(t) squared magnitude of v   ‖࢜‖ଶ 
Figure 19 presents the 2-dimensional representation of the eigenvalue problem graphically. It is evident 
that the algebraic representation is valid for an n-dimensional space and thus the  eigenvalue problem 
specified in (6) can be transformed to the following form:  
ቤߣ ‖࢜‖ଶ − 〈࢛,࢜〉ଶ
‖࢛‖ଶ
ቤ = 0         (9) 
 
Figure 19: 2-dimensional representation of the eigenvalue problem 
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From equation 9 we can deduct that: 
ߣመ  = 〈࢛,࢜〉ଶ
‖࢛‖ଶ ‖࢜‖ଶ  =  (cosߠ)ଶ     (10) 
Furthermore, the Cauchy–Schwarz inequality states that  〈࢛,࢜〉ଶ  ≤  ‖࢛‖ଶ ‖࢜‖ଶ  which implies that  ߣመ ≤ 1. 
Looking back at (3) and (4) we can state that Johansen cointegration test, in a very intuitive way, may be 
characterized by the (mean(t)) angle between the vectors of residuals in equation (7) and (8).  
4.3.4. Causality from vector error correction model (VECM) 
The existence of existence of cointegration in the bivariate relationship implies that Granger causality at 
least in one direction under certain restrictions can be tested within the framework of the Johansen 
cointegration by the Wald test (Dolado and Lütkepohl, 1996; Mosconi and Giannini, 1992).. The pair-wise 
causal relationship can be represented through the following equation:   
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              (2) 
In this equation, parameters contained in matrices Ak measures the short-run causality relationship, while 
β is the cointegrating parameter that characterizes the long-run equilibrium relationship among series. 
Through Equation (4), there are three possibilities for the long-run causality may be identified: i) α1 ≠ 0, α2 
≠ 0; ii) α1 = 0, α2 ≠ 0, and iii) α1 ≠ 0, α2 = 0. The first case indicates bi-directional causality, while the 
second and the third imply a unidirectional causality.  
To analyze the short and long-run causality, we can apply the Wald test with the null hypothesis that the 
joint contribution of the lags of endogenous variables is equal to zero. If the null hypothesis cannot be 
rejected, it implies that the respective endogenous variables can be treated as an exogenous variable in 
the system.  Of course, lack of Granger causality does not imply a variable to be exogenous as (i) there 
can still be long-run causality through the ECM term and (ii) short-run causality through the 
contemporaneous impact (which is left in the residuals in the reduced form). 
In a specific case of bivariate models, the Johansen cointegration test in Equation (1) can be rewritten as: 
           ∆Xଵ,୲ୀμଵ + ∑ β୧∆Xଵ,୲ି୧ + ∑ β୨∆Xଶ,୲ି୨୩ଶ୨ୀଵ +୩ଵ୧ୀଵ αଵECT ୲ିଵ + ε୲,ଵ                                      (3)           
 ∆Xଶ,୲ୀμଶ + ∑ β୧∆Xଵ,୲ି୧ + ∑ β୨∆Xଶ,୲ି୨୩ଶ୨ୀଵ +୩ଵ୧ୀଵ αଶECT ୲ିଵ + ε୲,ଶ                                      (4) 
Where, X1,t and X2,t are time series (prices in our study) and the ECT is the error correction term. We test 
the long-run causality through Equations (5) and (6) by examining the significance of all lagged dynamic 
terms, when we find significant cointegrating relationships 
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4.4. Results and Discussion  
First let us turn to figure 18, which graphs evolution of ethanol, corn and crude oil prices from March 2005 
through December 2011. As mentioned in the first section, the ethanol peak of 2006 immediately catches 
the eye. Next, we notice the spike in all three price series which occurred in 2008. In addition, a 
noticeable jump in corn prices occurred during the 2010-2011 period. Besides these unmistakable price 
movements, we also notice over this period, that the prices clearly exhibit a structural change in their 
relationships. Furthermore, as indicated in the literature review various studies have indicated this 
change. The sample period to the left of the dotted line (in figure 18) indicates the period where corn 
prices resumed their conventional market movement in the wake of  the crude oil price hike. This large 
increase in crude oil prices breached a threshold level making ethanol competitive with crude oil and thus 
generating normal market conditions in the corn market (Natanelov et al., 2011). To continue, we break 
down our analysis into 2 dimensions: i) we apply a trivariate and a bivariate cointegration model; and ii) 
we break down our sample into 2 distinct periods, as denoted by the dotted line in figure 18.  
 
To determine whether the price series are stationary, the Augmented Dickey-Fuller (ADF) test and the 
Phillips-Perron (PP) test are carried out. For all prices the tests point to the existence of a single unit root 
I(1) in levels9. In contrast, each series is stationary in first differences. Since the price series are 
integrated of the same order, cointegration techniques may be applied to determine whether a stable 
long-run relationship exists between the time series. Johansen's tests for cointegration are performed. 
The VAR specification is estimated by applying one to 20 lags. The Akaike’s information criterion (AIC) 
was utilized to select optimal lag length. 
 
Initially a tri-variate model of crude oil, corn, and ethanol was analyzed, detailed results to be found in 
table 17. The results are broken down into three parts: where initially we analyze the whole sample 
period; subsequently we analyze the period between March 2005 and August 2008; and finally we 
analyze the period between August 2008 and December 2011.  
 
  
                                                     
9 Detailed results can be found in appendix 2. 
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Table 17: tri-variate (Crude Oil – Corn – Ethanol)  Johansen cointegration rank test 
 
 
 
 
Test 
statistics 
 
Critical values 
( 0.95) 
Decision 
(March 2005 - December 2011) 
(k=1 ; Criteria: AIC) 
 Model 3  
trace    
ܪ଴:  ݎ = 0  ݒݏ ܪଵ: ݎ ≥ 1 19.41 29.80 Not rejected 
ܪ଴:  ݎ ≤ 1 ݒݏ ܪଵ: ݎ ≥ 2 
 
- -  
ܪ଴:  ݎ ≤ 2 ݒݏ ܪଵ: ݎ ≥ 3 
 
- -  
max    
ܪ଴:  ݎ = 0  ݒݏ ܪଵ: ݎ ≥ 1 12.02 21.13 Not rejected 
ܪ଴:  ݎ ≤ 1 ݒݏ ܪଵ: ݎ ≥ 2 
 
- -  
ܪ଴:  ݎ ≤ 2 ݒݏ ܪଵ: ݎ ≥ 3 
 
- -  
(March 2005 - August 2008) (k=3 
; Criteria: AIC) 
 Model 3  
trace    
ܪ଴:  ݎ = 0  ݒݏ ܪଵ: ݎ ≥ 1 13.08 29.80 Not rejected 
ܪ଴:  ݎ ≤ 1 ݒݏ ܪଵ: ݎ ≥ 2 
 
- -  
ܪ଴:  ݎ ≤ 2 ݒݏ ܪଵ: ݎ ≥ 3 
 
- -  
max    
ܪ଴:  ݎ = 0  ݒݏ ܪଵ: ݎ ≥ 1 
 
7.78 21.13 Not rejected 
ܪ଴:  ݎ ≤ 1 ݒݏ ܪଵ: ݎ ≥ 2 
 
- -  
ܪ଴:  ݎ ≤ 2 ݒݏ ܪଵ: ݎ ≥ 3 
 
- -  
(August  2008 - December 2011) 
(k=0 ; Criteria: AIC) 
 Model 4  
trace    
ܪ଴:  ݎ = 0  ݒݏ ܪଵ: ݎ ≥ 1 43.11 42.92 Rejected 
ܪ଴:  ݎ ≤ 1 ݒݏ ܪଵ: ݎ ≥ 2 
 
16.18 25.87 Not rejected 
ܪ଴:  ݎ ≤ 2 ݒݏ ܪଵ: ݎ ≥ 3 
 
5.35 12.52 Not rejected 
max    
ܪ଴:  ݎ = 0  ݒݏ ܪଵ: ݎ ≥ 1 26.94 25.82 Rejected 
ܪ଴:  ݎ ≤ 1 ݒݏ ܪଵ: ݎ ≥ 2 10.83 19.39 Not rejected 
ܪ଴:  ݎ ≤ 2 ݒݏ ܪଵ: ݎ ≥ 3 
 
5.35 12.52 Not rejected 
Model 3 - linear deterministic trend. 
Model 4 – allows linear trend in the cointegrating space. 
 
Our tri-variate results with respect to the whole sample period show no cointegrating long-run relationship 
exists between the prices. In the case of the 2005-2008 sample period, again we find no evidence of 
cointegration. Thus these initial results indicate that the respective prices appeared to evolve 
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independently and were not bound together by underlying economic forces. In the context of our holistic 
approach, our results are unsurprising. The evolution of the ethanol price peak of 2006 due to the MTBE 
issue, and the shift in the corn – crude oil price relationship in late 2006, as mentioned above, clearly 
disrupted any co-movement among the price series.. Interestingly, with respect to the 2008 – 2011 
sample period we find the price series to be cointegrated. Trujillo-Barrera et al. (2012) have indicated a 
peak in volatility spill over in that period between crude oil and corn markets. In addition, a combination of 
increasing volumes corn-for-ethanol flow and steady corn exports have could have added to a closer 
relationships between the markets.  
 
Since the results of the trivariate model fail to indicate specific relationships between identified time series 
we repeat the analysis for 3 bivariate systems, namely: crude oil – corn; crude oil – ethanol; and corn – 
ethanol. Tables 18 through 20 show the bivariate results for: the full sample period; the March 2005 – July 
2008 sample period; and the August 2008 – December 2011 sample period. Tables 18 and 19 show that 
for each bivariate system, over the full sample period and over the 2005-2008 sample period, we find no 
evidence of cointegration. Closer scrutiny of the design of the analysis may elucidate the rationale behind 
it. First, we note that per time period 3 different bivariate systems may be constructed, allowing for more 
detailed model specifications. Various permutations allow each analysis (i.e. specific market interactions) 
to be optimized according to specific model specifications.  
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Table 18: Bi-variate Johansen cointegration rank test (March 2005 -  December 2011) 
 
 
 
MODEL 2 MODEL 3 
Test 
statistics 
 
Critical 
values 
( 0.95) 
Decision Test 
statistics 
 
Critical 
values 
( 0.95) 
Decision 
Crude Oil – Corn  
(k=12 ; Criteria: AIC) 
      
trace       
ܪ଴:  ݎ = 0  ݒݏ ܪଵ:ݎ ≥ 1 10.24 20.26 Not rejected 9.32 15.49 Not rejected 
ܪ଴:  ݎ ≤ 1 ݒݏ ܪଵ:ݎ ≥ 2 - - - - - - 
max       
ܪ଴:  ݎ = 0  ݒݏ ܪଵ: ݎ = 1 7.47 15.89 Not rejected 7.45 14.26 Not rejected 
ܪ଴:  ݎ ≤ 1  ݒݏ ܪଵ:ݎ = 2 - - - - - - 
Crude Oil – Ethanol  
(k=1; Criteria: AIC ) 
      
trace statistics       
ܪ଴:  ݎ = 0  ݒݏ ܪଵ:ݎ ≥ 1 10.52 20.26 Not rejected 9.92 15.49 Not rejected 
ܪ଴:  ݎ ≤ 1  ݒݏ ܪଵ:ݎ ≥ 2 - - - - - - 
max statistics       
ܪ଴:  ݎ = 0  ݒݏ ܪଵ: ݎ = 1 7.60 15.89 Not rejected 7.58 14.26 not rejected 
ܪ଴:  ݎ ≤ 1  ݒݏ ܪଵ:ݎ = 2 - - - - - - 
Corn – Ethanol 
 (k=1; Criteria: AIC) 
      
trace       
ܪ଴:  ݎ = 0  ݒݏ ܪଵ:ݎ ≥ 1 9.22 20.26 Not rejected  8.38 15.49 Not rejected  
ܪ଴:  ݎ ≤ 1  ݒݏ ܪଵ:ݎ ≥ 2 - - - - - - 
max       
ܪ଴:  ݎ = 0  ݒݏ ܪଵ: ݎ = 1 7.41 15.89 Not rejected  7.12 14.26 Not rejected  
ܪ଴:  ݎ ≤ 1  ݒݏ ܪଵ:ݎ = 2 - - - - - - 
Model 2 - no deterministic trend (restricted constant). 
Model 3 - linear deterministic trend. 
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Table 19: Bi-variate Johansen cointegration rank test (March 2005 - July 2008) 
 
 
 
MODEL 2 MODEL 3 
Test 
statistics 
 
Critical 
values 
( 0.95) 
Decision Test 
statistics 
 
Critical 
values 
( 0.95) 
Decision 
Crude Oil – Corn  
(k=12 ; Criteria: AIC) 
      
trace       
ܪ଴:  ݎ = 0  ݒݏ ܪଵ:ݎ ≥ 1 9.54 20.26 Not rejected 5.40 15.49 Not rejected 
ܪ଴:  ݎ ≤ 1 ݒݏ ܪଵ:ݎ ≥ 2 - - - - - - 
max       
ܪ଴:  ݎ = 0  ݒݏ ܪଵ: ݎ = 1 5.57 15.89 Not rejected 5.24 14.26 Not rejected 
ܪ଴:  ݎ ≤ 1  ݒݏ ܪଵ:ݎ = 2 - - - - - - 
Crude Oil – Ethanol  
(k=1; Criteria: AIC ) 
      
trace statistics       
ܪ଴:  ݎ = 0  ݒݏ ܪଵ:ݎ ≥ 1 8.59 20.26 Not rejected 5.36 15.49 Not rejected 
ܪ଴:  ݎ ≤ 1  ݒݏ ܪଵ:ݎ ≥ 2 - - - - - - 
max statistics       
ܪ଴:  ݎ = 0  ݒݏ ܪଵ: ݎ = 1 6.20 15.89 Not rejected 5.23 14.26 not rejected 
ܪ଴:  ݎ ≤ 1  ݒݏ ܪଵ:ݎ = 2 - - - - - - 
Corn – Ethanol 
 (k=5; Criteria: AIC) 
      
trace       
ܪ଴:  ݎ = 0  ݒݏ ܪଵ:ݎ ≥ 1 8.29 20.26 Not rejected  6.06 15.49 Not rejected  
ܪ଴:  ݎ ≤ 1  ݒݏ ܪଵ:ݎ ≥ 2 - - - - - - 
max       
ܪ଴:  ݎ = 0  ݒݏ ܪଵ: ݎ = 1 6.69 15.89 Not rejected  6.00 14.26 Not rejected  
ܪ଴:  ݎ ≤ 1  ݒݏ ܪଵ:ݎ = 2 - - - - - - 
Model 2 - no deterministic trend (restricted constant). 
Model 3 - linear deterministic trend model.  
 
Finally, Table 20 shows that for each bivariate system we find a cointegrating relationship during the 
2008-2011 sample period. Our results illustrate the importance of accounting for economic events/factors 
that change the data generating process of the time series under consideration. The results in Table 20 
indicate that there is a linear relationship between crude oil – corn markets, and crude oil – ethanol 
markets. However, with respect to the corn – ethanol pairing, we only find evidence of cointegration at 
10% significance level, suggesting a weaker long-run relationship exists between these two markets. 
Table 21 shows a summary of the cointegration tests.  
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Table 20: Bi-variate Johansen cointegration rank test (August 2008 - December 2011) 
 
 
 
 MODEL 4 
Test 
statistics 
 
Critical 
values 
( 0.95) 
Decision Test 
statistics 
 
Critical 
values 
( 0.95) 
Decision 
Crude Oil – Corn  
(k=0 ; Criteria: AIC) 
 Model 1     
trace       
ܪ଴:  ݎ = 0  ݒݏ ܪଵ:ݎ ≥ 1 11.66 10.47* Rejected 31.32 25.87 Rejected 
ܪ଴:  ݎ ≤ 1 ݒݏ ܪଵ:ݎ ≥ 2 0.13 2.98* Not rejected 4.96 12.52 Not rejected 
max       
ܪ଴:  ݎ = 0  ݒݏ ܪଵ: ݎ = 1 11.53 11.22* Rejected 26.39 19.39 Rejected 
ܪ଴:  ݎ ≤ 1  ݒݏ ܪଵ:ݎ = 2 0.13 4.13* Not rejected 4.96 12.52 Not rejected 
Crude Oil – Ethanol  
(k=0; Criteria: AIC ) 
 Model 3     
trace statistics       
ܪ଴:  ݎ = 0  ݒݏ ܪଵ:ݎ ≥ 1 12.47 15.49 Not rejected 30.72 25.87 Rejected 
ܪ଴:  ݎ ≤ 1  ݒݏ ܪଵ:ݎ ≥ 2 - - - 6.00 12.52 Not rejected 
max statistics       
ܪ଴:  ݎ = 0  ݒݏ ܪଵ: ݎ = 1 10.07 14.26 Not rejected 24.72 19.39 Rejected 
ܪ଴:  ݎ ≤ 1  ݒݏ ܪଵ:ݎ = 2 - - - 6.00 12.52 Not rejected 
Corn – Ethanol 
 (k=5; Criteria: AIC) 
 Model 3     
trace       
ܪ଴:  ݎ = 0  ݒݏ ܪଵ:ݎ ≥ 1 14.10 13.43* Rejected  22.82 25.87 Not rejected  
ܪ଴:  ݎ ≤ 1  ݒݏ ܪଵ:ݎ ≥ 2 1.74 2.71* Not rejected - - - 
max       
ܪ଴:  ݎ = 0  ݒݏ ܪଵ: ݎ = 1 12.36 12.30* Not rejected  15.23 19.39 Not rejected  
ܪ଴:  ݎ ≤ 1  ݒݏ ܪଵ:ݎ = 2 1.74 2.71* Rejected - - - 
Model 1 - no intercept and  no deterministic trend. 
Model 3 - linear deterministic trend. 
Model 4 – allows linear trend in the cointegrating space.  
*Indicates the 10% probability level. 
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Table 21: Summary of the Johansen cointegration rank tests 
Trivariate model 
Crude oil - Corn - Ethanol March 2005 -  December 2011 
r=1 Rejected 
Crude oil - Corn - Ethanol March 2005 - July 2008 August 2008 - December 2011 
r=1 Rejected Not rejected 
r=2 Rejected Rejected 
Bivariate model 
Crude oil - Corn March 2005 -  December 2011 
r=1 Rejected 
March 2005 - July 2008 August 2008 - December 2011 
r=1 Rejected Not rejected 
    
Crude oil - Ethanol March 2005 -  December 2011 
r=1 Rejected 
March 2005 - July 2008 August 2008 - December 2011 
r=1 Rejected Not rejected 
Corn - Ethanol March 2005 -  December 2011 
r=1 Rejected 
March 2005 - July 2008 August 2008 - December 2011 
r=1 Rejected Not rejected 
Complete results can be found in tables 15 through 18. 
 
Once cointegration between time series is established it is of interest to analyze for causality of each 
cointegrating pair. Causality from the estimated Johansen VECM is analyzed through a likelihood ratio 
(LR) test by restricting the disequilibrium error term. Table 22 presents the results of these tests. The 
results indicate that crude oil granger causes corn and ethanol. In case of corn-ethanol relationship we 
find that corn precedes ethanol.  
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Table 22: Short run Granger causality test  
 Models Causality test 
Causality Decision      A B  
Crude oil - Corn4   
3.78 
(0.02) 
0.36 
(0.70) Crude Oil → Corn 
Crude oil - Ethanol4   
3.38 
(0.03) 
0.09 
(0.91) Crude Oil → Ethanol 
Corn - Ethanol3   
0.82 
(0.57) 
1.09 
(0.36) Corn  → Ethanol 
Parentheses indicate the probability level 
3, 4 indicates that the results are derived from model 1, 3, 4 respectively 
→ indicates unidirectional causality 
 
To further elaborate on our results consider Figure 20, which graphically represents the crude oil – corn – 
ethanol nexus as discussed in the previous sections. The thick black arrows symbolize the supply and 
demand in each market. Here we note that in the case of the ethanol market, the demand is government 
mandated and thus no arrow is shown as demand is in effect fixed. The highlighted part of Figure 20 
indicates the so called corn-for-ethanol10, which addresses the inelastic demand response – to corn 
supply side shocks – by the ethanol industry. This corn-for-ethanol interaction means corn market is 
relatively more sensitive to corn supply (production) shocks and demand shocks emanating from sources 
other than the ethanol sector. In other words, the policy driven ethanol market has no direct impact on the 
price level of corn through its own demand needs, but ethanol policy indirectly makes the corn markets 
more prone to supply and non-ethanol induced demand shocks, and as a result increases overall corn 
price volatility. The grey lines indicate the price relationships between crude oil – corn and crude oil – 
ethanol. This indirect policy induced link between corn and ethanol markets explains our weaker 
cointegration results and implies that prices in the two markets are not as tightly linked as prices are 
between corn and crude oil markets; or between ethanol and crude oil markets.  
                                                     
10 Next to the implications of government policy, we have to consider the daily management practices of farmers where forward 
contracting – especially in the case of corn production for ethanol – is a common practice, in continuum with Anderson and Coble 
(2010) indicating that the ethanol production levels are on a similar level as the mandates resulting in market participants inferring 
that any reduction in corn supply will be met by a relatively inelastic demand response from the ethanol sector, as already 
mentioned in the literature review. 
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Figure 20: Graphic representation of crude oil – corn – ethanol linkages 
 
4.5. Concluding remarks 
The policy driven increased production of ethanol – mainly reliant on first generation technologies – 
combined with a turbulent period in the global (commodities) markets created a complex dynamic 
scenario of market linkages. This paper offers a holistic study on the complex relationships between 
crude oil; corn; and ethanol during a turbulent period between 2006 and end of 2011. Using futures prices 
as our data source, we are able to capture all potential market linkages, either based on physical 
(production) linkages or macroeconomic linkages reflected in information based trade. After considering a 
holistic mapping of market situations over our sample period we put considerable effort into building a 
contextual design for the analysis. Through the use of the widely accepted Johansen cointegration 
methodology – for which we  offer an intuitive primer – we were able to discern interesting and unique 
results. Namely, we have shown that there exists a strong relationship between crude oil and corn 
markets on one side, and crude oil and ethanol on the other. The relationship between corn and ethanol 
was revealed to be less straightforward, as it is driven more by government policy than the marketplace. 
With this in mind we argue that ethanol and corn market prices – contrary to common belief – are not 
strongly bound by a long-run cointegrating relationship. Instead we argue that price transmission between 
the two sectors is determined by the government mandated levels of ethanol use in gasoline production. 
Furthermore, while discussing market relationships a broader perspective needs to be taken into account. 
Various factors played an important part in the dynamics of price interaction between crude oil, corn and 
ethanol markets, such as: The Energy Policy Act of 2005; abolition of MTBE in 2006; crude oil price level 
surpassing the threshold of 75 USD/barrel; steady corn export; financial crisis of 2008; and the 
commoditization of agricultural markets. In addition considering the inherent nature of futures markets, 
where the news component plays a crucial role (i.e. information is rapidly incorporated on a global scale), 
results in a scenario of various forces pulling the markets in different directions in function of present-day 
market conditions.  
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5.1. General introduction 
Price relationships between markets have received considerable attention in the literature. Our previous 
work added to the literature with a focus on co-movement between crude oil and agricultural commodities 
(Natanelov et al., 2011); crude oil prices and BRIC stock markets (Natanelov et al., 2012) and the 
relationships between crude oil, corn and ethanol (Natanelov et al., 2013). The literature comprises market 
studies between different asset classes. Figure 21 represents an overview on the market relationships 
research analyzed or discussed via literature in our previous work.  
Figure 21: Overview of price interaction research between various markets. 
A series of potential causes behind the linkages have been asserted, which we have grouped under 
physical- or fundamental causes; macro-economic causes; and intangible- or behavioral causes. It seems 
difficult or close to impossible to differentiate between these three classifications and their disjoint impact 
on market relationships. As indicated in Figure 21, we dissociate markets from emerging economies from 
the other linkages. In continuation, a series of studies of stock market price movement have been 
conducted. However studies including emerging economies stock market prices yield somewhat dissimilar 
results. When including emerging economies, co-movements seem to be rather uncommon phenomena 
(Chan et al., 1997; Harper et al., 2013). Ratanapakorn and Sharma  (2002) investigated and long-run 
relationships among stock indices of the US, Europe, Asia, Latin America, and Eastern Europe–Middle 
East for the pre-Asian crisis and for the crisis period. They only confirm cointegration post-crisis and credit 
increased globalization for their cointegrating results. Liberalization policies enhances capital market 
ingegration, and results in linkages between emerging markets stock market prices and other global stock 
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indices (Negi et al., 2012). Sharma and Seth (2012) provide a literature review on stock market integration 
and indicate an increase in results favoring integration in the recent years.  
It seems that emerging economies might provide an opportune framework to improve our understanding 
of market linkages. In subsequent section we shall further elaborate how the specific case of India will 
allow for a realistic situation where so called physical- or fundamental causes and macro-economic 
causes of market linkages might be blocked or in the least minimized. This allows for an additional 
perspective and contribution to the co-movement research. Consequently, we analyze direct linkages 
between crude oil, sugar futures and commodity indices agricultural futures via advanced cointegration 
methodologies. 
 
5.2. The case of India 
The world indicator price for raw sugar witnessed a succession of peaks and downward corrections in 
2010 before soaring to a 30-year high of USD 36 cents/lb in February 2011. World sugar stocks fell to 
their lowest level in 20 years in 2010-11, supporting higher as well as more volatile market prices (OECD, 
2011).   
For decades now, continuous demand-supply variations have made it difficult to predict the distribution of 
agricultural commodity prices. The highly protected Indian sugar market holds no exception from the 
precarious nature of these markets. Globally, as the largest producer of sugar, Brazil’s policies on 
diversion of cane to ethanol production along with its sugar production costs have had long term impacts 
on the global sugar prices. However, recent studies have attributed the current high volatility of sugar 
prices to the increasingly volatile production cycles in Asia’s large sugar-consuming markets (McConnell 
et al., 2010). In view of the reliance of the world sugar market on the major producers, the slumping of 
global production in 2008-2009 may be attributed to drought in India and excess rainfall in Brazil during 
crushing period of 2009.  
As the world’s largest consumer and second largest producer of sugar, in parallel with intricate policy 
measures, the dynamics of the Indian sugar- and agro markets display unique characteristics. A decline in 
sugar production has shifted India from net exporter to net importer during 2009-2010, adding to an 
increase in global sugar prices. The production decline is primarily due to a policy-induced cycle that is 
becoming increasingly distinct (Harris, 1987; Landes, 2010a). 
Furthermore, in such a context one can expect that the relationship between Indian and global markets 
are more intricate than other market relationships.  Mittal and Reimer (2008) applied various conceptual 
models to suggest that Indian farmers were more closely tied to international markets than might 
otherwise be anticipated. A 10% rise in world prices was found to be followed by a near term domestic 
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price rise of 8.7%. However, we must note that due to intricate and precarious Indian agricultural policy, 
meager studies have emerged around the topic of linkages between markets.  
The Indian population and their GDP have been increasing over the past years, indicating a potential 
increase in demand for sugar and other agricultural commodities. An additional difficulty in analyzing the 
Indian sugar- and agricultural commodity markets rises with significant variations in demand over relatively 
short periods. Festivals in India are often coupled with a peak in sugar consumption. Appendix 3 shows 
important Indian festivals and their dates throughout the past years. Since the Hindu calendar determines 
the dates of festivals, each year the dates correlate differently to the Gregorian calendar, displaying 
discrepancies of several weeks up to a month. The combination of intricate policy measures; India’s status 
as largest consumer and second largest producer; and specific local variations in consumptions – 
uncorrelated with the global dates, complicates every analysis of the markets.  
5.2.1. Biofuels and Energy 
In recent times, the production of biofuels has further made intricate the price relationships between 
markets. In Brazil, policy support for ethanol production has led to a dramatic growth in the diversion of 
sugarcane for ethanol. Furthermore, ethanol is a major transportation fuel in Brazil and hence links the oil 
and gasoline markets to the global sugar and sugarcane markets. The intricate global trade system 
furthers complicates matters. To illustrate more in detail, the historic high sugar prices in 2011 resulted in 
extensive exports by Brazil, causing an input-lacuna for ethanol production. In turn, this resulted in corn 
imports from the US – recently the largest ethanol producer in the world – to meet the demand. 
In India, biofuel production is still in its infancy. Its principal inputs are molasses and jatropha. Molasses is 
a by-product of sugarcane and the amount of it produced is directly linked to the quantity of sugarcane 
beaten into sugar. Therefore, sugar production is a direct indication of the quantity of molasses available 
and hence the bio fuel produced. In 2002, the Planning Commission of the Indian Government established 
the Committee on Development of Biofuels. However, major supply shortfalls of molasses plagued the 
program and in 2004, oil companies were able to purchase only 196 of the 363 million liters needed as a 
result of drought plaguing the sugar industry. This led to the halting of blending until late 2005 (Hira, 
2011). Since it is molasses and not sugarcane that is used for bio fuel production in India, the impact of 
local biofuel production on domestic sugar prices is insignificant. The amount of biofuels produced will be 
directly correlated to the amount of sugar (molasses) being produced. 
Energy prices affect world economies and markets in many ways. Higher energy prices result in increased 
production costs both in the mid- and long run. In addition to the direct impacts of changing energy prices, 
the commodities markets are affected through macro-economic effects (Gohin and Chantret, 2010). Lardic 
and Mignon (2008) studied the long-term relationship between oil prices and economic activity, proxied by 
GDP, for the US, G7, Europe and Euro area economies. Evidence indicated an asymmetric cointegration 
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between oil prices and GDP indicating that rising oil prices seem to retard aggregate economic activity 
further than falling oil prices stimulate it. Correspondingly, He (2010) established a cointegration 
relationship between real futures crude oil prices and global economic activity, using the Kilian index. 
Crude oil markets even seem to affect, be it through an irregular relationship, the stock markets (Ciner, 
2001; Ghouri, 2006; Miller and Ratti, 2009; Natanelov et al., 2012; Papapetrou, 2001).  
The effects of energy prices and crude oil particularly on commodities futures seem to be complicated and 
multifaceted. Gohin and Chantret (2010) measure the long-run impact of energy prices on world 
agricultural markets including macro-economic linkages. By incorporating a general equilibrium (GE) 
model, they find a significant relationship. Besides identifying a positive relationship due to the cost push 
effect, they find that the introduction of the real income effect may imply a negative relationship between 
world food and energy prices. Baffes (2007) argues that if crude oil prices remain high then the food 
commodity price boom is expected to continue much longer. Plourde and Watkins (1998) compare crude 
oil volatility to a series of commodities. Their results imply that short-term price volatility of various 
commodities, among which are wheat and gold, has tended to be lower than that for oil. However, the 
volatility of crude oil does not seem to be a clear outlier. In our previous work (Natanelov et al., 2011) we 
have shown that co-movement of commodity prices is a temporal concept and should be treated 
accordingly. Parallel movement between crude oil and cocoa, wheat and gold pairs have been found for 
the past two decades, which indicates strong linkages between crude oil and these markets. Furthermore, 
our results indicated that biofuel  policy has buffered the price relationship between corn markets and 
crude oil futures until crude oil prices surpass a certain threshold level,illustrating the complex distortive 
effect of policy on commodity futures price relationships. This paper complements these studies through 
investigation of direct linkages between crude oil, sugar futures and commodity indices agricultural 
futures. In addition, our study analyses whether certain relationships change due to local (Indian) 
contrasts.  
5.2.2. Government regulation of the sugar market in India 
Only around 30% of the world sugar production is exported and in almost every country the domestic 
sugar market is protected. Additionally, around one third of world sugar exports are based on preference 
agreements or long-term contracts. Consequently, only around 20% of the world sugar production is 
traded under free market conditions (Zimmermann and Zeddies, 2002). It has been a long debate on 
whether India’s price movement is too protected or has an acknowledgeable degree of parallel movement 
with global prices. In this paper, we attempt to provide an answer to the extent of impact of these 
regulations on sugar prices.  Government of India (GOI) has laid down strict regulations for the storage, 
pricing and trading of sugar in India.  Most of these regulations have been laid down with aim of protecting 
rights of farmers and ensuring surplus in the market.  
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GOI regulations have three systems of fixing the price paid to farmers. The first system is the central 
government scheme of pricing is called Minimum Statutory Price (MSP). Across India, this is the minimum 
price that mills have to pay sugarcane farmers. The amount is fixed regularly based on the cost of 
cultivation estimated by the Commission for Agricultural Costs and Prices. For the mills, the main 
disadvantage of this system is that they have to pay farmers the minimum price irrespective of the quality 
of the cane. For the farmers, MSP does not cover the state wise differences in cost of production or 
productivity. To address this problem, state governments have included the above criteria of cost of 
production and productivity to fix a second system of pricing called the State Advised Price (SAP). The 
SAP is usually much higher than the MSP.  In the case of co-operative sector mills, the tendency is to 
offer prices which initially are slightly higher than the MSP, while the private sector mills generally pay 
SAP (FAO, 1998). A third system of pricing was included later by the central government called the fair 
and remunerative price (FRP). Details about FRP have been covered in a subsequent part of this section. 
In India, an additional determinant of the pricing in the sugar industry is the demand for sugarcane as 
input for the Gur11 and Khandsari12 industry.  Around 50% of sugarcane output is used for the production 
of Gur and Khandsari. These markets, unlike sugar, are not regulated (Ferrier et al., 2002).     
 
In the case of a bumper harvest of sugarcane, the market price is expected to drop. It is now likely that 
farmers would prefer to sell their crop at fixed SAP to sugar mills rather than to the manufacturers of 
traditional sugars at low market prices. However, in case of poor sugarcane harvest, the market price for 
sugarcane consequently rises. Here, farmers would gain more by diverting their crop to the traditional 
sugar industry rather than settling for the SAP. This concept is essential in realizing that the harvest of 
sugarcane is not directly indicative of the available sugarcane for the sugar industry and often sugar mills 
have to pay much higher prices than anticipated for the same quantity of sugarcane in order to overcome 
the competition from the traditional sugar industry.  
 
Sugar produced by the mills can be sold in two ways; through a public distribution system (PDS) or in the 
free market. Through PDS, the sugar sold is called levy sugar. Currently, GOI regulations asks for 10% of 
all sugar produced to be sold at Rs.13/kg through this system. To make up for the losses from these lower 
than market rates, higher prices prevail in the free market. However, the quantum of sugar sold in the free 
market is restricted by the government to ensure that there is surplus in the market even if sugar 
production falls. This could cause variations in prices from the expected price if these stored stocks are 
released in times of a deficit in sugar production. 
 
Levy sugar prices are set in accordance to MSP and not SAP. This means that mills are made to pay SAP 
to get their sugarcane while they get paid only in proportion to a lower MSP through the Public Distribution 
                                                      
11 Also called Jaggery. It is a traditional, unrefined, lumpy brown-coloured sugar. Its manufacture process does not involve the 
separation of molasses. 
12  Khandsari is a traditional sugar which is less refined and is typically consumed by sweet makers in India. 
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System for their sugar. This results in losses for the mills. With these losses building up, mills are unable 
to pay off the sugarcane farmers for the cane. Without their income, farmers tend to see sugarcane for 
sugar as unprofitable. They normally react in one of two ways. Firstly, they end up diverting their cane to 
the traditional sugar industry. Secondly, they switch from cultivating sugarcane to more steady and 
lucrative options such as rice or wheat. With this lack of supply of cane for the production of sugar, higher 
prices prevail in the free sugar market and mills are able to clear out their debts with the sugarcane 
farmers. This bullish trend of prices encourages farmers to switch back to sugarcane once again. This 
would mean an increase in production of sugar with a fall in market price, thus setting up a vicious cycle of 
increasing and decreasing supply of sugarcane and price of sugar. Acknowledging the unsteady outcome 
of the method of setting levy prices, the GOI set up a new central system of pricing sugarcane called FRP 
in 2009. This system includes ‘risk’ and ‘profit’ as factors, over and above the cost of production used for 
SMP. Levy sugar price is now fixed according to the FRP. As FRP is higher than MSP, this turns out to be 
a better deal for the mills. So far, FRP is still less than SAP and has not yet been able to end the cycle of 
variation. A study on sugar and cane regulation in India (Reddy, 2011) criticizes the FRP for ignoring both 
domestic and international free market prices. The study highlights that this is also one of the reasons for 
the higher volatility in domestic sugar demand and supply conditions as well as the increase in free market 
prices.  
 
In terms of trading sugar, India imposes a 60% import tariff plus countervailing tariff of 950 Rupees per 
MT. The countervailing duty is in lieu of local taxes and fees imposed on domestic sugar. Sugar mills are 
allowed to import raw sugar duty free against a future export commitment under an advance license 
scheme. However, they must re-export an equal amount of refined sugar for every ton of raw sugar they 
import within a specified period. Sugar imports are also subject to various non-tariff barriers such as the 
levy sugar obligation and a market quota release system. In addition to other exemptions, India 
periodically announces export incentives in the form of transport subsidies for sugar exports when there is 
a surplus in the domestic market (Elobeid, 2009). Further, in order to ensure an adequate supply of sugar 
to the end consumers, the Essential Commodity Act had the government imposing a stock holding limit in 
August, 2009 on bulk consumers13. Initially, these consumers were asked to maintain stocks no greater 
than a 20 days requirement. After much change and assessment of the domestic supply situation, on 
August 18, 2010 the government relaxed the stock holding limit for bulk consumers to 90 days. In order to 
augment the sugar supply in retail markets and to tame food price inflation, the GOI raised the 
stockholding limit for traders and wholesale dealers to 500 tons from 200 metric tons and also extended 
the period of stock holding limit by six months to September 30, 2011. The stock holding limits were in 
force till March 31, 2011. Under strong government regulations, India has varied from a net exporter to 
importer and back. Recently, India switched from a net exporter of 5.8 million metric tons in 2007/08 to a 
                                                      
13 Food and beverage industries who consume more than 1 metric ton per month. 
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net importer of nearly 4.5 million metric tons in 2009/10, representing about 11 and 9 percent of global 
trade, respectively (McConnell et al., 2010).      
 
Although the GOI regulations aim at serving as a buffer to stabilize sugar and sugarcane prices, it has 
often been conjectured that it is these very regulations that have caused variations in sugarcane crop area 
which in turn have resulted in volatile production cycles. Also, a political dimension influences the 
domestic sugar industry. Below, in Figure 22 we present a graphical representation of the Indian sugar 
policy. 
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Figure 22: Overview of Indian sugar policy 
 
99 
 
5.2.3. Other factors of variability 
Unpredictability of the monsoons generates volatility in prices. A good and timely monsoon brings with it 
an assurance of a good sugarcane crop. Droughts in India and (the) People’s Republic of China in 2002–
2003 alone caused a reduction of world cane production of 4% (Kostka et al., 2009). In contrast, owing to 
the good monsoons in 2011/2012, India was expected to produce a total 26 million tons in 2011/12, 
higher than annual demand of about 22 million tones. 
 
Productivity of cane is affected by location and farm acreage. It has been observed that tropical states 
have much higher productivity of cane over the sub-tropical ones. Ironically, 70% of sugarcane 
plantations lie in the subtropical regions. Due to high productivity (94.39 t/ha), tropical zone contributed 
52% in India’s total cane production from 42.3% area. Subtropical zone though occupying higher cane 
area (58.6%) contributed only 48% in cane production because of lower productivity (56.04 t/ha). Also, it 
is important to note that most of the tropical states start sugarcane crushing during first week of October 
while subtropical region starts crushing from the month of November and December. A total of 69.18% 
sugar was produced in three months i.e., December, January and February in India (Kumar and Hasan, 
2011). These months would be vital in approximating the cane availability for the year. 
 
In India, sugarcane is harvested for three years with highest crop returns in the first year of harvest. 
Consequently, what determines output is how much sugarcane area is in the first year of harvest. The 
area under sugarcane cultivation in India is hardly ever constant. There are two plausible explanations for 
this change. First, a decrease in SAP would make sugarcane cultivation less profitable thus encouraging 
farmers to decrease the sugarcane cropping area. Secondly, in such times, high MSP (Minimum Support 
Price)14 offered for rice and wheat makes them more attractive options.  Also, rice and wheat are less 
labor-intensive and have shorter growth periods compared to sugarcane. A major problem faced here is 
that there is a lag in the response of area change to variation of SAPs and MSPs. Drops in area 
harvested in 2003/04 and 2004/05 were preceded by declines in real SAPs, and higher SAPs in 2004/05 
and 2005/06 corresponded with increased area in 2005/06 and 2006/07. More recently, the drop in area 
in 2008/09 was preceded by sharply lower real SAPs in 2007/08. This was most likely influenced by the 
unusually large increases in Minimum Support Prices (MSPs) for wheat and rice (Landes, 2010a). The 
delayed acreage response tends to prolong periods of surplus or deficit on a production graph, having a 
similar effect on sugar prices.   
                                                      
14 Unlike the SMPs for sugarcane, the MSPs set by the central government for wheat and rice are good indicators of prices received 
by growers because a large share of the marketed surplus of wheat and rice is purchased at the MSPs (Landes, M. R. (2010b). 
'Indian Sugar Sector Cycles Down, Poised To Rebound', USDA-Outlook.  
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5.2.4. Futures markets 
Among others, the problem of delayed acreage response is one that could be helped with the study of 
futures markets, assuming it to be the best form of market forecast. However, the effectiveness of futures 
in forecasting would depend on the awareness of farmers and their ability to use the markets to their 
benefit. In India, the spot market in commodities is controlled to a large extent by the State Governments. 
They have restrictions on holding of stocks, turnover, movement of goods and there are variations in the 
duties levied by each of them. This fragments the commodity spot markets and impedes the commodity 
futures markets from reaching the market players outside the boundaries of the states, or zones in which 
the exchanges are located (Ahuja, 2005).  Often farmers are not aware of the best price they can avail 
and this leads to a system of quasi-monopoly by mandis15. At the same time, there is a lack of 
standardization of certification and an assurance of a basic price corresponding to the SAP for the 
farmers irrespective of the quality of their sugarcane. This leads to lower productivity levels. 
 
Futures trading is important towards price discovery, in order for farmers to reach a conclusion on which 
crop would give maximum return for the coming season. Also, it helps farmers pass on the risk to 
speculators. With the good use of futures, more predictability could be brought in to sugar price variation. 
Furthermore, futures markets help build a competitive edge and enable businesses to smoothen their 
earnings because non-hedging of the risk would increase the volatility of their quarterly earnings (Ahuja, 
2005). 
 
The effectiveness of future markets in India in keeping a check on sugar prices has been a long debated 
topic. A 2008 report released by a government-appointed panel reveals no statistical evidence that 
agricultural commodity futures are responsible for the climbing prices. Related data even showed that in 
recent years, commodity prices usually did not drop after the government prohibited commodity futures 
trading. Contrary to this finding, in May 2009, the Indian government banned the trading of sugar futures 
in the hope that it would curb rising prices. However, in the months that followed, sugar prices grew by 
around 75%, reaching its peak in May 2010. This ban was lifted on Dec 27, 2010 following a bumper 
cane crop production.   
 
                                                      
15 Mandi, in Hindi, refers to a trading hub or a market, generally for agricultural produce. 
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5.3. Methodology 
5.3.1. Johansen co-integration 
In the case of non-stationarity of the time-series, cointegration provides appropriate statistical techniques 
to investigate if there is a statistically significant relationship between the non- stationary time-series. 
Therefore we test the price series for stationarity in levels and in first differences. In time series 
econometrics, it is said that prices are integrated of order one denoted by P୲~I(1) and prices are 
integrated of order zero denoted by ∆P୲~I(0). When price series are found to be non-stationary in levels 
but stationary in first differences, cointegration tests may be applied. The cointegration procedure is 
based upon an unrestricted vector autoregressive (VAR) model specified in error-correction form 
(Johansen (1988) and Johansen and Juselius (1990)):   
                                           ΔX୲ = ΠX୲ି୩ + ∑ Γ୧୩ିଵ୧ୀଵ ΔX୲ି୧ + ΦD୲ + v୲                        (1) 
Where Xt includes all N variables of the model which are defined as ~I(1), and Π, Γ୧, and Φ are 
parameter matrices to be estimated. D୲ is a vector within deterministic elements (constant, trend, and 
dummy), k represents the number of lags, and v୲ is a vector of random errors which follow a Gaussian 
white noise process.  
So, if ∆P୲~I(0), then  will be a matrix of zeros, except when a linear combination of the variables in P୲ is 
stationary. The Johansen test for cointegration evaluates the rank (r) of the matrix Π. If r = 0, all variables 
are I(1), and thus they are not cointegrated. In case 0 < r < N, there exist r cointegrating vectors. In the 
third case, if r = N all variables are I(0), and thus they are stationary, and any combination of the 
stationary variables will also be stationary. On the other hand, Π represents the long response matrix, and 
is defined as the product of two matrices: α with dimension (N x r) and β’, with dimension (r x N), 
respectively. The β matrix contains the long-run coefficients of the cointegrating vectors; α is known as 
the adjustment parameter matrix and is similar to an error correction term. The linear combination(s) β’xt-k 
of this matrix will be I(0) in the case where the times series are cointegrated.    
In other words, if rank of  = r = N, the variables in levels are stationary meaning that there is no 
cointegration; if rank  = r = 0, denoting that all the elements in the adjustment matrix will have zero 
value. Therefore, none of the linear combinations are stationary. According to the Granger representation 
theorem of Engle and Granger (1987), when r > 0 and rank of  (r) < N, there are r cointegrating vectors 
or r stationary linear combinations of the variables. The Johansen cointegration method estimates the  
matrix through an unrestricted VAR model and tests whether one can reject the restriction implied by the 
reduced rank of .  
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5.3.2. Vector Error Correction Model (VECM) and causality analysis  
The existence of cointegration in the bivariate relationship implies that Granger causality at least in one 
direction under certain restrictions can be tested within the framework of the Johansen cointegration by 
the Wald test (Dolado and Lütkepohl, 1996; Mosconi and Giannini, 1992).. The pair-wise causal 
relationship can be represented through the following equation:   
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In this equation, parameters contained in matrices Ak measures the short-run causality relationship, while 
β is the cointegrating parameter that characterizes the long-run equilibrium relationship among series. 
Through Equation (4), there are three possibilities for the long-run causality may be identified: i) α1 ≠ 0, α2 
≠ 0; ii) α1 = 0, α2 ≠ 0, and iii) α1 ≠ 0, α2 = 0. The first case indicates bi-directional causality, while the 
second and the third imply a unidirectional causality.  
To analyze the short and long-run causality, we can apply the Wald test with the null hypothesis that the 
joint contribution of the lags of endogenous variables is equal to zero. If the null hypothesis cannot be 
rejected, it implies that the respective endogenous variables can be treated as an exogenous variable in 
the system.  Of course, lack of Granger causality does not imply a variable to be exogenous as (i) there 
can still be long-run causality through the ECM term and (ii) short-run causality through the 
contemporaneous impact (which is left in the residuals in the reduced form). 
In a specific case of bivariate models, the Johansen cointegration test in Equation (1) can be rewritten as: 
           ∆Xଵ,୲ୀμଵ + ∑ β୧∆Xଵ,୲ି୧ + ∑ β୨∆Xଶ,୲ି୨୩ଶ୨ୀଵ +୩ଵ୧ୀଵ αଵECT ୲ିଵ + ε୲,ଵ                                      (3)           
 ∆Xଶ,୲ୀμଶ + ∑ β୧∆Xଵ,୲ି୧ + ∑ β୨∆Xଶ,୲ି୨୩ଶ୨ୀଵ +୩ଵ୧ୀଵ αଶECT ୲ିଵ + ε୲,ଶ                                      (4) 
Where, X1,t and X2,t are time series (prices in our study) and the ECT is the error correction term. We test 
the long-run causality through Equations (5) and (6) by examining the significance of all lagged dynamic 
terms, when we find significant cointegrating relationships. 
5.3.3. Threshold Cointegration  
Threshold cointegration allows for an extension of the classical case of linear cointegration.. The 
adjustment from equilibrium may take place only after the deviation exceeds a certain threshold. Through 
the perspective of economic theory, the non-linearity will be valid in the presence of transaction costs 
(Balke and Fomby, 1997) or in certain policies (Lo and Zivot, 2001) those will likely affect and buffer 
markets until the deviations exceed a certain threshold. In similar, threshold cointegration analysis states 
103 
 
that once a threshold level is surpassed prices will adjust back to a long-run equilibrium. To address this 
possible issue, following Hansen and Seo (2002), we define a two-regime threshold cointegration model 
in the following form:  
∆X୲ = ൜B′ଵ X୲ି୩ + μ୲    if    β′X୲ି୩  ≤  γB′ଶ X୲ି୩ + μ୲    if    β′X୲ି୩  >  γ                                                        (5) 
Where γ represents the threshold parameter. Equation (7) can be written in detail as follows:                    ∆X୲ =  B′ଵ X୲ି୩(β)dଵ୲(β,γ) + B′ଶ X୲ି୩(β)dଶ୲(β, γ) + μ୲                                          (6) 
Where, dଵ୲(β,γ) = 1   (if β′X୲ି୩  ≤  γ)  and  dଶ୲(β, γ) = 1   (if β′X୲ି୩  >  γ) . In addition, the coefficient 
matrices (B1 and B2) would determine dynamics of the two regimes. Besides the cointegrating vector β, all 
coefficients are permitted to switch between the two regimes. Hansen and Seo (2002) also impose that 
the threshold effect is consistent only if 0 < ܲ(β′X୲ିଵ  ≤ γ) < 1, otherwise the model would reduce to a 
linear cointegration model.  
This constraint is imposed by assuming the following:  
                                          π଴ ≤ P( β′X୲ିଵ ≤ γ)  ≤ 1 − π଴                                                          (7) 
Where, π଴ > 0 is a trimming parameter. In the empirical application π଴ = 0.05  is important to ensure 
sufficient sample variation for every alternative of γ. The estimation of model in Equation (8) is conducted 
through maximum likelihood under the assumption of iid Gaussian errors. The estimates are based on a 
grid search procedure, as the bivariate TVECM can be estimated with an OLS like estimator. The 
difference between OLS and MLE estimator is in its starting value. Given its conditionality on the 
threshold and cointegrating value the MLE estimator can be considered as LS (Antonio et al. 2009). 
Furthermore, the threshold model of Hansen and Seo (2002) has the null hypothesis of no threshold 
against the alternative hypothesis of the linear cointegration. However, in our analysis we are interested 
in applying a threshold cointegration model only in the case we cannot find a linear cointegration. At this 
point, Seo (2006) offers a test procedure which will complement our analysis, and enables us to in a way 
to check the robustness of our empirical results. Seo (2006) proposes a test of no cointegration against 
threshold cointegration based on the Threshold Vector Error Correction Model (TVECM) as specified in 
Equation (8). The test is based on the idea that when the cointegrating vector is known (we use beta 
values from Hansen-Seo procedure), a test of no cointegration versus threshold cointegration can be 
performed by testing whether coefficients from the ECT are significant. As the asymptotical distribution is 
seen to perform badly in small samples, Seo (2006) provides a residual based bootstrap and shows its 
asymptotic consistency.  
Seo’s  (2006) Threshold Vector Error Correction Model (TVECM) is as follows:      ∆X୲ =  δଵ(γ)dଵ୲(β,γ) + δଶ(γ)dଶ୲(β, γ) +  μ(γ) + ߶ଵ(γ)∆X୲ିଵ + ⋯+ ߶௤(γ)∆X୲ି୯ + ε୲(γ)                (8) 
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 In this equation, ߶ is a qth-order polynomial in the lag operator defined as ܫ −  ߶ଵ −  …−  ߶௤. Table 4 
shows an overview of all of these methodological steps. We have to note a potential issue could stem 
forth from the fact that the Seo (2006) test of no cointegration against threshold cointegration requires a 
known beta – while we implement an estimated beta from the Seo (2002) results. However, our 
application of the Seo (2006) test is intended to provide more robust results. The Seo (2002) test has the 
null hypothesis of linear- versus threshold cointegration, the Seo (2006) test serves as a complement to 
the pervious. In order to be able to exclude systems from threshold cointegration, which a priori were 
known not to exhibit linear cointegration. Table 23 shows an overview of all of these methodological 
steps.  
Table 23:  Framework of linear versus asymmetric cointegration analyses 
i Johansen Linear cointegration   No cointegration  base analysis  
ii Seo (2002) Linear cointegration Treshold cointegration   obtain beta- and gamma values 
iii Seo (2006)   Treshold cointegration No cointegration  validate threshold results 
 
5.4. Empirical results 
The data used in the empirical analysis comprises daily futures16 prices of crude oil, commodity index 
(CI)17, sugar, Indian agricultural index (MCXAGRI)18, and Indian sugar futures starting 2 January 2009 
until 13 March 2012. Prices for the nearest futures contracts are analyzed. To account for the problem of 
comparing disparate price units, the data is indexed based on the price of 2 January 2009 for each 
commodity respectively. Glimpsing at figure 23 we can see a gap in data of the Indian sugar futures. 
While creating some challenges for the structure of our empirical analysis, the lack of data might offer 
more insight on the characteristics of Indian sugar futures market. MCX suspended trade in sugar futures 
in May 2009, due to rising global prices surpassing historic maxima on one hand and an anticipated 
shortfall in national cane production on the other. The suspension in such a context indicates a lack of 
maturity of Indian sugar futures market and facile intervention of institutions and government in such 
markets. Rendering back to our analysis, when working with bivariate systems including the Indian sugar 
(M) futures, the data set is limited between 3 January 2011 and 13 March 2012. 
                                                      
16 Crude Oil (CL) - New York Mercantile Exchange (NYMEX) part of CME Group;  
Continious commodity index (CI) - Intercontinental Exchange (ICE);  
Sugar - #11/World Raw (SB) - Intercontinental Exchange (ICE); 
Indian agricultural index (MCXAGRI) - Multi Commodity Exchange of India (MCX);  
Sugar (M) - Multi Commodity Exchange of India (MCX).  
17 Detailed composition of CI can be found in appendix 1.2. 
18 Detailed composition of MCXAGRI can be found in appendix 1.3. 
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Figure 23: Indexed price evolution between 2 January 2009 and 19 March 2012
Sugar (M) MCXAGRI Crude Oil (CL)
Sugar (SB) CI
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To determine whether the series are stationary, the Augmented Dickey-Fuller (ADF) test and the Phillips-
Perron (PP) test are carried out. For all time series the tests point to the existence of one unit root I(1)19. 
Thus, the difference of each time series can be regarded as stationary. Since the time series are 
integrated of the same order, cointegration techniques can be used to determine whether a stable long-
run relationship exists between each pair. Given the potential intricate relationships between various 
markets, we opt to work with bivariate systems. Table 24 shows the various permutations of the bivariate 
systems. The analysis of potential relationship between crude oil and global sugar (SB) prices has 
already been conducted in our previous work (Natanelov et al., 2011) finding no significant relationship 
between the two markets. Considering the composition of the Indian agricultural index (MCXAGRI) in 
appendix 4, it would be economically inappropriate to create a bivariate system with sugar (SB).  
 
Table 24: Summary of the bi-variate Johansen cointegration rank tests (r = 1) 
  Sugar (M) MCXAGRI Crude Oil (CL) Sugar (SB) CI 
Sugar (M) 
 
Rejected Rejected Rejected Not rejected 
MCXAGRI 
  
Not rejected - Rejected 
Crude Oil (CL) 
   
- Rejected 
Sugar (SB) 
    
Rejected 
CI 
     Complete results can be found in tables 23; 24; 25 for the respective period. 
 
In order to understand cross commodity futures price relationships eight bivariate systems have been 
created. Since the time series are integrated of the same order, cointegration techniques can be used to 
determine whether a stable long-run relationship exists between each pair. Johansen's tests for 
cointegration are performed. The VAR specification is estimated by applying one to 20 lags. The Akaike 
Information Criterion (AIC) criterion was utilized to select optimal lag length.  
 
Tables 25 and 26 show detailed results. The trace and maximum eigenvalues tests are based on 
likelihood ratio from the estimated restricted VAR model. Table 24 offers a summary of the results cross 
comparing analyses. The analyses yield quite interesting results, considering all linear cointegration 
relationships are rejected except Sugar (M) – CI system; and MCXAGRI – Crude oil (CL) system. 
Furthermore, we note that through the use of daily values and markets volatility linear cointegration 
relationships are more challenging to determine. Which in turn implies that even though unexpected, the 
results may be considered reliable. 
                                                      
19 Detailed results can be found in appendix 6 
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Table 25: Bi-variate Johansen cointegration rank test (January 2011 - March 2012) 
 
 
 
MODEL 2 MODEL 3 
Test 
statistics 
 
Critical 
values 
( 0.95) 
Decision Test 
statistics 
 
Critical 
values 
( 0.95) 
Decision 
Sugar (M) – Sugar (SB) 
(k=1 ; Criteria: AIC) 
      
trace       
ܪ଴:  ݎ = 0  ݒݏ ܪଵ:ݎ ≥ 1 14.66 20.26 Not rejected 12.66 15.49 Not rejected 
ܪ଴:  ݎ ≤ 1 ݒݏ ܪଵ:ݎ ≥ 2 
 
- - - - - - 
max       
ܪ଴:  ݎ = 0  ݒݏ ܪଵ: ݎ = 1 10.25 15.89 Not rejected 8.31 14.26 Not rejected 
ܪ଴:  ݎ ≤ 1  ݒݏ ܪଵ:ݎ = 2 - - - - - - 
Sugar (M) – MCXAGRI 
(k=0; Criteria: AIC ) 
      
trace statistics       
ܪ଴:  ݎ = 0  ݒݏ ܪଵ:ݎ ≥ 1 12.77 20.26 Not rejected 9.70 15.49 Not rejected 
ܪ଴:  ݎ ≤ 1 ݒݏ ܪଵ:ݎ ≥ 2 
 
- - - - - - 
max statistics       
ܪ଴:  ݎ = 0  ݒݏ ܪଵ: ݎ = 1 11.44 15.89 Not rejected 9.64 14.26 Not rejected 
ܪ଴:  ݎ ≤ 1  ݒݏ ܪଵ:ݎ = 2 - - - - - - 
Sugar (M) – Crude Oil      (k=0; 
Criteria: AIC) 
      
trace       
ܪ଴:  ݎ = 0  ݒݏ ܪଵ:ݎ ≥ 1 14.06 20.26 Not rejected 11.32 15.49 Not rejected 
ܪ଴:  ݎ ≤ 1 ݒݏ ܪଵ:ݎ ≥ 2 
 
- - - - - - 
max       
ܪ଴:  ݎ = 0  ݒݏ ܪଵ: ݎ = 1 9.66 15.89 Not rejected 7.42 14.26 Not rejected 
ܪ଴:  ݎ ≤ 1  ݒݏ ܪଵ:ݎ = 2 - - - - - - 
Sugar (M) – Cl  
(k=0; Criteria: AIC) 
      
trace       
ܪ଴:  ݎ = 0  ݒݏ ܪଵ:ݎ ≥ 1 21.28 20.26 Rejected 19.24 15.49 Rejected 
ܪ଴:  ݎ ≤ 1 ݒݏ ܪଵ:ݎ ≥ 2 
 
3.49 9.16 Not rejected 2.37 3.84 Not rejected 
max       
ܪ଴:  ݎ = 0  ݒݏ ܪଵ: ݎ = 1 17.80 15.89 Rejected 16.88 14.26 Rejected 
ܪ଴:  ݎ ≤ 1  ݒݏ ܪଵ:ݎ = 2 3.49 9.16 Not rejected 2.37 3.84 Not rejected 
Model 2 - no deterministic trend (restricted constant). 
Model 3 - linear deterministic trend. 
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Table 26: Bi-variate Johansen cointegration rank test (January 2009 - March 2012) 
MCXAGRI – Crude Oil      
 (k=5; Criteria: AIC) 
 Model 1   Model 2  
trace       
ܪ଴:  ݎ = 0  ݒݏ ܪଵ:ݎ ≥ 1 16.49 12.32 Rejected  18.83 17.98* Rejected  
ܪ଴:  ݎ ≤ 1 ݒݏ ܪଵ:ݎ ≥ 2 
 
3.77 4.13 Not rejected 4.81 7.56* Not rejected 
max       
ܪ଴:  ݎ = 0  ݒݏ ܪଵ: ݎ = 1 12.71 11.22 Not rejected  14.02 13.91* Rejected  
ܪ଴:  ݎ ≤ 1  ݒݏ ܪଵ: ݎ = 2 3.77 4.13 Rejected 4.81 7.56* Not rejected 
CI – Crude Oil 
(k=1; Criteria: AIC ) 
 Model 2   Model 3  
trace statistics       
ܪ଴:  ݎ = 0  ݒݏ ܪଵ:ݎ ≥ 1 7.62 20.26 Not rejected 5.78 15.49 Not rejected 
ܪ଴:  ݎ ≤ 1 ݒݏ ܪଵ:ݎ ≥ 2 
 
- - - - - - 
max statistics       
ܪ଴:  ݎ = 0  ݒݏ ܪଵ: ݎ = 1 5.50 15.89 Not rejected 4.21 14.26 Not rejected 
ܪ଴:  ݎ ≤ 1  ݒݏ ܪଵ: ݎ = 2 - - - - - - 
CI – MCXAGRI 
(k=1; Criteria: AIC ) 
 Model 2   Model 3  
trace statistics       
ܪ଴:  ݎ = 0  ݒݏ ܪଵ:ݎ ≥ 1 9.50 20.26 Not rejected 5.84 15.49 Not rejected 
ܪ଴:  ݎ ≤ 1 ݒݏ ܪଵ:ݎ ≥ 2 
 
- - - - - - 
max statistics       
ܪ଴:  ݎ = 0  ݒݏ ܪଵ: ݎ = 1 4.80 15.89 Not rejected 4.70 14.26 Not rejected 
ܪ଴:  ݎ ≤ 1  ݒݏ ܪଵ: ݎ = 2 - - - - - - 
CI – Sugar (SB) 
(k = 1; Criteria: AIC ) 
 Model 2   Model 3  
trace statistics       
ܪ଴:  ݎ = 0  ݒݏ ܪଵ:ݎ ≥ 1 12.45 20.26 Not rejected 10.31 15.49 Not rejected 
ܪ଴:  ݎ ≤ 1 ݒݏ ܪଵ:ݎ ≥ 2 
 
- - - - - - 
max statistics       
ܪ଴:  ݎ = 0  ݒݏ ܪଵ: ݎ = 1 8.13 15.89 Not rejected 7.74 14.26 Not rejected 
ܪ଴:  ݎ ≤ 1  ݒݏ ܪଵ: ݎ = 2 - - - - - - 
Model 1 - no intercept and  no deterministic trend. 
Model 2 - no deterministic trend (restricted constant). 
Model 3 - linear deterministic trend. 
*Indicates the 10% probability level.  
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Table 27 presents the following parameter estimates: the speed of adjustment from the estimated 
Johansen VAR (restricted VAR model); t-tests for the cointegrating vector and the error correction term 
(ECT) estimates.  Once cointegration between time series is established it is of interest to analyze for 
causality of each cointegrating pair. Long run causality from the estimated Johansen VECM is analyzed 
through a likelihood ratio (LR) test by restricting the disequilibrium error term. Table 28 presents the 
results of these tests. The results of the CI – sugar (M) system indicate that CI futures precede the Indian 
sugar (M) futures. In case of MCXAGRI – crude oil, we find that crude oil futures granger cause the 
MCXAGRI futures prices. For both bivariate systems the results are coherent in the macro-economic 
context. Both crude oil futures as the commodity index serve as a proxy for the global economic situation.   
 
Table 27: Estimates of long run & the speed of the adjustment from ECM 
Model Regressors 
Parameter 
estimates 
t-test   
Sugar (M) – Cl 
β -0.64** -3.91   
ECTt-1 -0.37** -1.33   
MCXAGRI – Crude Oil       
β -0.88 -32.82   
ECTt-1 - -   
** indicates the significance level at 5% 
 
Table 28: Short run Granger causality test 
Sugar (M) – Cl 
 
Causality Decision 
CI  does not Granger cause Sugar (M)    2.99 
(0.05) CI  Sugar (M) 
Sugar (M)  does not Granger cause CI  2.39 
 (0.09) 
  
Sugar (M) – Cl 
 
Crude Oil    MCXAGRI 
CI  does not Granger cause Sugar (M)    2.46 
(0.02) 
 
Sugar (M)  does not Granger cause CI 1.21 
(0.30) 
 
Parentheses indicate the probability level. 
Results derived from model 3 and model 1 respectively. 
→ indicates unidirectional causality 
 
Following our methodological design, illustrated in Table 23, we specifically focus on the bivariate 
systems, which cannot be accepted for linear cointegration under the Johansen test. However, Hansen 
and Seo (2002) offer a model to test for threshold cointegration. The null hypothesis of the test is linear 
cointegration, versus threshold cointegration.  In this context, we take into account all bivariate systems, 
to check the consistency of the results from the previous tests. Consequently Seo (2006) test is applied 
for the bivariate systems which do not exhibit linear cointegration, in order to test for asymmetric 
cointegration. Table 29 shows the results of the test of linear versus threshold cointegration. First and 
foremost, we can verify that we cannot reject the null of linear cointegration for sugar (M) – CI and 
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MCXAGRI – Crude oil systems. These results are consistent with our previous findings from the 
Johansen’s cointegration tests.   
 
Table 29: Test of linear versus threshold cointegration (Seo, 2002)  
 
Test Statistic P-value Threshold value Beta estimate 
Sugar (M) – MCXAGRI 14.84 0.33 0.23 -0.40 
 
(19.75)     
Sugar (M) – Crude Oil 11.01 0.85 0.17  (0.72) 
 
(20.12)   
Sugar (M) – Sugar (SB) 10.93 0.85 0.19 -0.65 
 
(20.07)     
Sugar (M) – CI 19.39 0.05 0.29 -0.65 
  (19.20)     
CI – MCXAGRI 13.37 0.52 0.16 0.90 
 (20.46)    
CI – Sugar (SB) 14.86 0.49 0.21 0.70 
 (21.64)    
CI – Crude oil (CL) 16.72 0.26 0.28 0.80 
  (21.35)     
MCXAGRI – Crude oil (CL)  24.62 0.08 0.06 0.90 
  (24.02*)     
Critical values (95%) are shown in parentheses under the respective test statistic.  
* Indicates 10% probability level. 
** Indicates 1% probability level.  
For the other bivariate systems the tests, reject linear cointegration and thus implies threshold 
cointegration, yielding beta estimats and threshold values. However since the setup from the previous 
test was one of linear – versus threshold, such results can be considered inconclusive. Therefore we 
apply the Seo (2006) test with a null hypothesis of no cointegration versus threshold cointegration. Here 
we are bound to make an assumption concerning the beta values. The Seo (2006) test requires known 
beta values – while we only posses the estimated beta values from the Seo (2002) test. While 
acknowledging this limitation, the additional analysis shall allow testing no cointegration versus threshold 
cointegration providing the opportunity to weed out some of the cases where our previous tests indicate 
threshold cointegration by design. Table 30 presents the results of this test. Here we find two cases which 
are confirmed to exhibit threshold cointegration, namely sugar (M) – sugar (SB) and CI – crude oil. While 
in all the other case we cannot accept any form of cointegration. We observe that in case of crude oil – 
sugar (M) pair and the sugar (M) – sugar (SB) threshold cointegration cannot be rejected. 
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Table 30: Test of no cointegration versus threshold cointegration (Antonio et al., 2009; Seo, 2006)  
 
Test Statistic P-value 
Sugar (M) – MCXAGRI 20.14 0.92 
 
(30.92)   
Sugar (M) – Crude Oil 8.33 0.12 
 
(8.93) 
Sugar (M) – Sugar (SB) 19.39 0.06 
 
(19.70*)   
CI – MCXAGRI 8.73 0.14 
 (9.62)  
CI – Sugar (SB) 16.91 0.13 
 (17.50)  
CI – Crude oil (CL) 14.44 0.01 
 13.63  
Critical values (95%) are shown in parentheses under the respective test statistic.  
* Indicates 10% probability level. 
** Indicates 1% probability level.  
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5.5. Discussion & conclusion 
A broad analysis of the relationships between the Indian and global sugar and commodity-indices futures 
is presented.  Through use of advanced cointegration methodologies direct linkages between crude oil, 
sugar futures and commodity indices agricultural futures have been scrutinized. In addition, our study 
analyses whether certain relationships change due to local (Indian) contrasts. In addition a unique and 
comprehensive overview has been presented of the complex and heterogeneous Indian sugar policy, 
complemented with an additional layer of intricacy by cross border trade interventions.  
 
The overview of the Indian government mediation in the sugar market clearly illustrates a 
multidimensional complexity of the market, and cascading through to its price relationship to global 
(agricultural) markets – represented by commodity indices and crude oil. Next to that, the local demand 
peeks, which correspond to oblique festivals dates, increase the complexity of the potential price 
relationships with the global markets. The traditional unregulated markets, which use sugarcane as an 
input, imply that the sugarcane harvest is not directly correlated to the availability for the sugar 
(processing) industry. Thus, the lagged shifts of volume between the two markets are in the least 
dependent on fluctuating sugar prices, and vice versa. An additional issue of price adjustment with 
multiple-months-lag is found with variation in harvest and crushing time between (sub)tropical regions. In 
continuation, the traditional substitution effect causes yet again a lagged variation in the area under 
sugarcane cultivation. To conclude, the futures markets add an additional layer of complexity. In essence, 
the price discovery role could provide an elegant solution to the intricacies mentioned above. However, 
various thresholds exist, especially in the Indian context, to access this information. In turn this results  in 
difficult and incomplete information processing by the futures markets.  Before discussing our empirical 
results in the above context, we concisely sum up all the points mentioned above for the readers 
convenience:  
 Intricate national government policy (Figure 22); 
 International (complicated) trade policy interventions; 
 Demand peeks during festivals – with discrepant calendar dates (in relation to the western 
calendar); 
 Unregulated traditional (gur and khandsari) markets; 
 Timing of crushing varies with months between regions; 
 Variable area under cultivation (substitution effect);  
 Discovery via futures prices is only accessible to advanced farmers and traders. 
Eight bivariate systems were studied to understand the cross-commodity futures price relationships. To 
find significant relationships between non-stationary time series, the Johansen co-integration technique 
was applied. The results rejected all linear co-integrating relationships except for Sugar (M) – CI system 
and MCXAGRI – Crude oil (CL) system. At first, it might seem surprising that the Indian sugar markets 
are moving in parallel with the international commodity index (CI) and not the local (MCXAGRI) 
commodity index. However, in the context of the above it seems that there is a decoupling between the 
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Indian sugar futures prices and the regional prices20. In other words, the market participants active on the 
Indian sugar futures markets are led by the smooth information flow from global commodity markets. The 
results of the MCXAGRI – Crude oil (CL) relationship are a strong confirmation of this statement. The 
causality results indicate that CI futures precede the Indian sugar (M) futures and that crude oil futures 
granger cause the MCXAGRI futures prices, hence strengthening our argument. This has a strong 
implication about the Indian sugar market. Even though India is one of the largest producers of sugarcane 
in the world, its sugar futures prices are led by external information-flows. The origin of this outcome is 
two-sided. On the one hand we detect a multidimensional complexity of the Indian market, and on the 
other there is an evident lack of maturity of the Indian futures markets. Both aspects are expressed in the 
MCX’s trade suspension of sugar futures in May 2009 – without any impact on its national prices. The 
threshold results of the CI – sugar (M) and sugar (M) – sugar (SB) pair provide an additional confirmation 
to the scenario presented above. It seems that the Indian sugar prices are asymmetrically linked to the 
international commodity index, while there is no relationship found between Indian sugar prices and the 
Indian commodity index (MCXAGRI). Furthermore, the asymmetric relationship between Indian (M) and 
global (SB) sugar prices might not be a huge surprise, however the price relationship seems to be a 
negative one, implying converse price movements.  
Before moving to concluding remarks, we would like to encourage any scholar with access to the mandis 
price data, to analyze the relationships between the mandis- ; spot- ; and futures prices of sugar in India. 
Such analyses would elucidate the Indian sugar market further and allow for additional coherent policy 
recommendations. Sekhar (2012) notes that heterogenous inter-regional policy approach reduces market 
integration of a given commodity, and concludes that the markets can play a more effective role if 
supplemented with more open policy initiatives. By design, this paper’s main policy recommendation 
would be for more transparent and simplistic government interventions. A positive step in this direction 
was taken when the Indian government announced partial decontrol of sugar in April 2013. The final 
recommendation is valid for most, if not all, countries. An improvement of access; dissemination; and 
knowledge of the futures markets would have a tremendous impact on efficient price formation. It is 
essential to keep in mind that the price discovery role of futures markets, is one of few practical examples 
where the economic assumption of accessibility to market information can be made valid.  
Our attempt to investigate price linkages in a global versus emerging economy context yielded quite 
interesting results. It seems that our proposition, that in case of emerging economies price linkages 
between futures markets encounter obstructions of the so called physical- or fundamental causes and 
macro-economic causes of market linkages. These obstructions take the shape of national government 
policies, trade interventions and other local variations summed up in the introduction and summarized 
above. Furthermore, the so called intangible or behavioral causes are reflected in some unexpected price 
relationships, and confirm a sentiment driven relationship rather one built on fundamentals or macro-
economic bases.  
                                                     
20 Please note that with regional prices we imply the prices quoted on mandis and not the spot prices quoted on the exchanges. 
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6. GENERAL CONCLUSIONS & THEORETICAL PERSPECTIVES 
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6.1. Empiric Conclusions 
Initially the interaction between crude oil futures market and cocoa, coffee, corn, soybeans, soybean 
oil, wheat, rice, sugar and gold futures markets has been analyzed. The dynamics of crude oil futures 
market and the whole large agricultural commodities markets is considered in distinct time periods set 
apart by various economic and geopolitical events. Via the design of a relative comparison it is 
indicated that co-movement of commodity prices is a temporal concept and should be treated 
accordingly. To control for cohesion with real market situation, the results of gold and coffee markets 
clearly correspond with known market conditions. Interestingly, the research points out that biofuel 
policy measures buffer historic price relationship between several agricultural markets such as corn 
and crude oil futures. However, this buffer is breached after a specific threshold level of crude oil 
prices is surpassed. Overall, crude oil futures seem to be affecting mature commodity futures markets 
in stable market conditions. However, when new factors are introduced which affect the established 
market conditions, next to increased uncertainty and volatility they instigate change and increase the 
complexity of price dynamics between crude oil and agricultural commodities. 
 
Considering, in the middle of two financial crises, the relationship between between crude oil prices 
and financial assets such as stock market returns among BRIC countries, the research indicates that 
fluctuations in stock prices respond to movements of crude oil prices. Though, the degree and 
dimension of interaction seems to be in function of country specific contexts. There seems to be 
interplay between the global demand and supply of the crude oil price and the variation in economic 
fundamentals of the country. The joint analysis between countries and between distinct periods shows 
a distinct contrast and differentiation between economies and their sensitivity to crude oil price 
variations. The analysis of the Russian markets allows for a lucid interpretation. The immature non-oil 
related economy appears to be least resilient and was not able to handle the 2008 crises. 
Consequently, the Russian stock returns and crude oil prices became almost perfectly parallel during 
the post-crisis period, which is not all that surprising given its leading role in global oil production. 
Furthermore, current Russia’s geopolitical behavior to preserve stability in the Middle East may be an 
additional representation of its dependency on crude oil price stability.  Contrary to Russia, the 
Chinese economy shows strong resilience in relation to crude oil futures prices. However, the trend of 
crude oil prices still seems to steer its massive economy. The Indian economy seems to express 
incoherent symptoms, which might be due to its large yearly growth, combined with a huge inflation 
rate of its currency and government subsidies for local energy consumption. In comparison, Brazil 
exhibits most resilience. Its crude oil self-sufficiency and possibility of ethanol substitutability seems to 
buffer any change in relationships between crude oil prices and stock returns throughout the two 
crises. In addition, Brazil’s position as large agricultural producer in a period of historically high prices 
in combination with its large ethanol production capability creates a stable relationship between crude 
oil and stock returns. Brazil’s joint energy and agricultural capacity create an interesting advantage 
over other economies in the context of great volatility in energy and agricultural commodities prices. 
Overall, crude oil futures prices seem to have a two-dimensional impact. On one side, the price 
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volatility of crude oil futures affects the economies, since crude oil – being the main proxy for energy – 
is the main component in production and transport. On the other hand, the information component of 
crude oil futures price fluctuations seems to impact markets on a parallel level. These two levels 
create an intricate situation which requires holistic research which traditional research has 
disregarded.  
 
In chapter four a holistic study on the complex relationships between crude oil; corn; and ethanol 
during a turbulent period between 2006 and end of 2011 is presented. An overview of studies confirms 
linkages between crude oil prices and the economic activity and the stock markets respectively. 
However, an intricate dynamic situation of market linkages has been created via the policy driven 
increased production of ethanol – mainly reliant on first generation technologies – combined with a 
turbulent period in the global commodities markets. Market linkages based on physical (production) 
side or macroeconomic linkages reflected in information based trade have been considered.  The 
research indicates a strong relationship between crude oil and corn markets on one side, and crude oil 
and ethanol on the other. The relationship between corn and ethanol was shown to be only existent 
via a bypass through the crude oil futures markets. In addition, a case is presented that different 
information factors need to be considered while analyzing such relationships.   
 
Finally, an extensive analysis of the relationships between the Indian and global sugar and 
commodity-indices futures is provided. Furthermore, a unique and ample overview has been 
introduced of the composite and diverse Indian sugar policy. The local differences are an additional 
source of potential factors affecting the price relationships. This multidimensional market entanglement 
has been shown to cascade through to its price relationship to global commodity indices and crude oil 
markets. The inherent nature of futures markets adds an additional layer of difficulty. In the Indian 
context, various thresholds exist which distort the price discovery role of futures markets. This results 
in complicated and incomplete information processing by the futures markets.  That being said, there 
appears a decoupling between the Indian sugar futures prices and the regional sugar prices, where 
the global information flow is guiding the Indian sugar futures prices. A simpler and more transparent 
regional sugar policy is proposed to allow for the Indian sugar futures to work effectively.  
 
The contributions of this research can be summarized as:  
(i) Novel use of threshold cointegration techniques to model policy interventions. The use 
of threshold cointegration techniques has typically been used to model barriers to 
trade such as transportation costs, and unobservable transaction costs to trade. 
Government intervention, such as ethanol mandates and Indian sugar policy can be 
seen as a real cost to free market trade. Threshold cointegration modeling is able to 
adequately capture these effects.  
 
(ii) The research clearly illustrates the importance of design of analysis in order to 
incorporate policy and regime changes that could affect price transmission in 
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commodity markets. The lack of such design might prompt incoherent conclusions 
since time series data and methodologies are sensitive to shocks. In other words, 
without explicitly taking into account structural breaks in the underlying data 
generating processes could lead to erroneous conclusions with respect to price 
relationships. The underlying principle addressed here is that the analytic design of 
analyses should be inductive (as initially proposed by Sir Francis Bacon). In a 
nutshell, this implies that the complete process must be understood as the joining of 
the parts into a systematic chain and at every stage the whole process has to be kept 
in mind. 
 
(iii) Policy price interventions generate unintended outcomes such as the impaired 
functioning of the futures markets. This research indicates that futures markets are 
unable to function efficiently and effectively in terms of their price discovery role when 
intervention exists.  
 
(iv) Throughout this research it has been consistently shown that traditional raw 
agricultural commodities are now influenced by information related to energy and 
adjacent markets. Moreover, world commodity markets are responsive more than ever 
to information and experience price and volatility spillover effects among themselves.   
 
6.2. Issues with current theories 
In section 1.4 a brief overview of current research and ideas concerning market relationships has been 
presented. It was noted that current ideas and theories are, at best, partially explain the market 
relationships and the dynamics over time. In order to understand the roots behind the limited 
conclusions the research has provided thus far, below a concise overview is presented of the main 
issues in current theories.  
6.2.1. The efficient market hypothesis (EMH) 
The efficient-market hypothesis (EMH) emphasize that derivative markets are informationally efficient. 
This implies that, given information is available to the market, one cannot consistently obtain returns in 
excess in relation to the average market returns on a risk-adjusted basis. Fama (1990; 1970; 1991) 
introduced three main descriptions of the hypothesis based on the amount of information implemented 
by the market, namely weak; semi-strong; and strong. The strong form EMH implies that prices reflect 
all past available information; information gets instantly incorporated by the market and; concealed – 
insider information is immediately reflected in prices. The semi-strong and weak form of EMH 
consequently reduce the assumption of the amount and speed of information incorporated in prices. 
While EMH has a considerable amount of critics, the general consensus is that EMH is here to stay 
(Malkiel, 2003; Yen, 2008). Furthermore the broad discussion around EMH is mainly based on 
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empirical findings, and while some efforts have been allocated towards opening the discussion on a 
philosophical and theoretical level (Bernstein, 1999) the necessary big picture perspective seems to 
be absent. Yen and Lee (2008) review the empirical results from 1960s through 1990s and into the 
21st century. Throughout the decades the authors note a decline in empirical evidence supporting the 
EMH. The ongoing debate in the 21st century continues to focus on empirical evidence of EMH 
models. A sporadic attempt to present an alternative for the EMH resulted in the Incomplete 
Revelation hypothesis (IRH) by Bloomfield (2002).  Based on noisy rational expectation models the 
IRH makes the assumption that the costs of extracting useful statistics are hampering the 
interpretation of those statistics.  
 
In the context of the recent global financial crisis, EMH has been under stern attack. Brown (2011) 
guards the hypothesis and concludes that EMH is a useful point of reference with significant practical 
implications. Brown in concurrence with Acharya and Richardson (2009) consider the increase in the 
leverage and resulting heavy debt burden taken on by financial institutions as the main causes for the 
recent financial crisis. The EMH is based on certain neo-classical assumptions which are de facto 
questioned on their level of realism in relation to the market, yet accepted as the best possible 
description of the market. However, certain aspects such as utility maximization and rationality require 
more scrutiny especially in the context of derivatives trading, such as (commodities) futures21  where 
scarcity is non-existent between the dates of releasing a contract and its expiration and rationality a 
concept which could be replaced by decision making based on (uncertain – i.e. unknown probability 
distribution) information.  
6.2.2.  Marginal utility 
Utility is described as a representation of preference, which has to be transitive, complete and 
continuous. However, from the early 20th century, the marginal utility theorem has received 
considerable critique, especially in relation to choices under risk. Vickrey’s  (1945) publication in 
Econometrica neatly indicates various issues with the theorem which are still applicable today. He 
suggests to use alternative approaches incorporating risk – and concludes the paper with the following 
statement:  
 
 
 
 
 
                                                     
21 As a derivative product, commodity futures share characteristics with general financial assets. However, due to an intrinsic 
link to physical/spot markets – which in parallel links the production based economy to the knowledge based economy – it 
becomes a locus of study. 
Determining a utility function by reference to choices 
involving risk, while simple in theory, is not easy in practice. Such a 
procedure does not entirely avoid the making of assumptions that 
may be seriously remote from reality. A risk utility function is also 
likely to be considerably more difficult to determine from the 
available data than an independence utility function. Yet if and when 
it is determined, it will be considerably more definite in concept and 
more logically applicable to problems at hand. 
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More recent work by Rabin (2000) indicates that the expected utility model implies unrealistic risk 
aversion over large stakes. In a consequent study, Rabin and Thaler (2001) offer various examples of 
how the expected-utility framework has misled economists, and strongly suggest to include loss 
aversion and mental accounting to explain for risk aversion in decision making. In a nutshell, they 
propose:  
 
 
 
Cummins (2011) disputes the assumption that  the relationship between wealth and subjective 
wellbeing is caused by cognitive comparison processes. The foundations of his research are rooted in 
psychological theories such as affect heuristics (Finucane et al., 2000) and Subjective Wellbeing 
(SWB) Homeostasis (Gullone et al., 2002) – combined with empirical data. Trough examination of 
affect, he scrutinizes alternatives for decreasing marginal utility and the Easterlin Paradox - and 
concludes that affective processes offer a consistent alternative explanation.  
 
A consideration of recent research in neuroscience is opportune. Pine et al. (2009) published a paper 
titled Encoding of Marginal Utility across Time in the Human Brain. The authors build their case 
starting from the work of Adam Smith (1776) , who stipulated the connection between the objective 
property of the magnitude of rewards and their subjective value. Consequently, they discuss the 
research on decision making process under risk (Kahneman and Tversky, 1979; von Neumann, 1961) 
and stipulate that the link between risk aversion and decreasing marginal utility is merely theoretical. 
Alternatively, a choice behavior model is presented which combines temporal discounting and 
marginal utility – focusing on neural implementation of temporal discounting. The authors conclude 
that human preferences are inherently intertemporal and a model describing marginal diminishing 
utility should incorporate temporal discounting.  
 
Consequent on the above, it is clear that in the scenario where a futures trader (and for sake of 
simplicity we consider a speculator – the lion share of market participants) is trying to, simply put, 
make money - the traditional utility maximization principle plainly does not hold. Since the market 
participant is not interested in the amount – or a specific price level, all she cares about is the 
movement of prices. Which can be either up; down; or stagnation. In order to make money she needs 
to make a decision – buy; sell; or hold. While this idea deserves an extensive description in itself, we 
trust that the above in complement with what follows shall be sufficient for the reader to understand 
the main idea conveyed in this final chapter.  
6.2.3. Rationality 
 
The expected utility parrot may well be saying that "the report of my 
death was an exaggeration". 
It is time for economists to recognize that expected utility is an ex-
hypothesis. 
Thus, no such thing exists as a rationality that is not the rationality of 
some tradition (MacIntyre 1988) 
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MacIntyre’s (1988) book on rationality is more than decorous for the storyline of this dissertation. In a 
nutshell, he logically postulates that rationality - as considered in economics - is a contextual concept. 
He suavely implies that only when we are aware of the (historic) context(s) of development and use of 
such concepts, only then shall we be able to restore rationality properly into our moral attitudes.  
Rationality entails clear and plain preferences in a decision-making-process, which is based on 
expected values. Furthermore, the decision is always in function of optimal outcome. While less 
evident, the concept of rationality is not directly projectable on derivative markets such as commodities 
futures. That being said, it is noteworthy to mention that both the concept of rationality and utility stem 
forth from the neoclassical theory, which is based on production and holds historic roots in 
industrialization. However embedded the theory might be in the mind of economists, none can claim 
that there is not a significant difference between a knowledge- or information-based economy and a 
production based economy. Furthermore, rationality, be it indirectly, implies the assumption that in 
general market participants are able to process all available information properly and incorporate the 
knowledge22 (i.e. being able to understand the patterns) into the markets. While at first seemingly an 
issue of semantics, data; information; and knowledge are different concepts and should be considered 
as a flow (illustrated in Figure 24). Distinguishing between information and knowledge puts traditional 
economic thinking on a slope.  
 
Figure 24: Flow of data, information and knowledge. 
Source: systems-thinking.org/dikw 
 
When touching upon the topic of information processing one is bound to reflect upon the work of 
Alfred Korzybski (1958), the father of the theory of General Semantics. Korzybski’s work explains the 
process of perceiving reality. Figure 25 presents an overview of his hypothesis which describes the 
evaluative steps performed in the human brain. His famous statement “The map is not the territory” 
encapsulates the idea that humans lack direct access to reality and instead can retrieve perceptions of 
                                                     
22 Knowledge indicates processed information, and is by definition subjective.  
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reality.  In a nutshell, Korzybski postulates that our perceived reality is limited by our knowledge and 
the structure of language.  
 
Figure 25: Silent and Verbal Levels  
Source: General Semantics Bulletin, Numbers 4-5, Autumn-Winter 1950-1951, p. 10. 
Institute of General Semantics. 
While at first it seems that the structure of language has little to do with economics, we seem to lose 
track of the fact that economics is a social science, dealing with human behavior (i.e. decision making 
process) in a socio-cultural context. Economists often make various assumptions, and we are taught 
that as long as they are made explicit they are justified. However, often we forget how contextual (our) 
language is in itself. If we merely consider the various definitions of market:  
 
I.    A public gathering held for buying and selling merchandise;  
II.  A place where goods are offered for sale; 
III. The business of buying and selling a specified commodity; 
IV. An exchange for buying and selling stocks or commodities; 
V.  The entire enterprise of buying and selling commodities and securities. 
 
Each of the definitions implies a dissimilar concept behind it. (I) denotes two activities – one of 
gathering and the other of trading; (II) denotes a specific location; (III) denotes a relatively vague (and 
broad) activity; (IV) denotes a location (recently not necessarily physical) combined with an activity; 
and (V) represents a divers spectrum of activities. The fact that one word can comprise so many 
(combinations of) concepts clearly indicates that we continuously use context to distill the “intended” 
meaning. Tversky and Kahneman (1981) demonstrate that people’s decisions can vary depending on 
the wording, description or “framing” of a problem, rather than its objective characteristics.    
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6.2.4. Risk and uncertainty 
Various noble attempts have been made to describe the decision-making-process under risk. Probably 
the most notable, the Prospect Theory by Kahneman and Tversky (1979), which  describes and 
indicates a bias of market participants towards risk aversion. While potent, the prospect theory 
assumes that the probabilities of outcomes are known. In reality however, most market participants 
can only guesstimate the probability and that only of the common causes. Shewhart (1931) 
distinguishes between common and special causes. He identifies common causes as the general 
phenomena continuously active within the system with a predictable variation. Special causes23 
indicate new, unexpected and unpredictable variation within the system, a surprise to its fullest 
meaning. Thus, a distinction is made between (radical) uncertainty and risk.(Taleb) 
 
6.3. Conceptual conclusions and directions for future research 
The research on market dynamics between various commodity futures prices has revealed that the 
relationships are quite heterogeneous and dynamic in terms of the underlying causes linking various 
markets. Furthermore, the different causes (physical-; macro-economic; and intangible or behavioral 
causes introduced in 1.7) seem to influence the market linkages in tandem, each with an ever-
changing degree of impact on market linkages. In the following subsections we present a 
comprehensive framework capturing all these ideas and concepts. The information flow theory 
presents an extrospective perspective on the market linkages – while the universal model of 
perception complements the concept introspectively. Both concepts work in unison and are logically 
consistent.   
6.3.1. Information Flow Theory 
It is often stated that derivative markets incorporate all the available information. However economics 
lacks a detailed description of the flow of information and the so called incorporation of this available 
and/or relevant information for a specific market. In gradual steps, an attempt is made to understand 
these concepts more in detail and present a theoretical model based analogous to hydraulic 
principles.  
The information flow can be easily considered turbulent. The turbulence of a flow is determined by the 
relative importance of fluid friction (viscosity) and flow inertia. If the flow velocity is relatively small, the 
flow will be laminar, and if the flow velocity exceeds a certain boundary value, the flow becomes 
turbulent. Figure 26 illustrates a laminar (black area) and turbulent flow (white area). Without going in 
great detail into the hydraulics, it is unambiguous that in case various laminar or turbulent flows with 
different viscosities and flow inertias come together and join to a single flow, the resulting flow will be a 
turbulent one.  
                                                     
23 Special causes are also known as Knightian uncertainty and more recently popularized by Nassim Nicholas Taleb (2010) as 
the Black Swan Theory.  
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Figure 26: Illustration of the information flow theory 
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Since various information flows join into the general information flow, and the speed of these flows 
varies both between flows as in time, the information flow may be considered a massive turbulent flow 
with an infinite propagation and varying, dynamic turbulence characteristics.Any physical flow is 
generally three-dimensional and turbulent, which is difficult or close to impossible to calculate. A 
turbulent flow is characterized by velocity fluctuations in 3 dimensions (x, y, z) and highly-disordered 
motion. The random and rapid fluctuations of swirling fluid particles are called eddies. These 
fluctuations provide additional mechanisms for momentum and energy transfers.  
Markets as suspended bodies in the information flow 
Commodities futures markets are continuously suspended in the information flow. The process of 
information incorporation or information affecting the market or the market price can be paralleled with 
bodies suspended in a liquid flow. In such an equivalent, the bodies suspended in a fluid create 
additional eddies and add to the turbulence due to friction drag. In addition, these bodies can be 
considered having a semi permeable membrane, absorbing the information currents the market 
deems relevant and within its capacity to incorporate. The currents entering the body (i.e. the market) 
propagate and create additional eddies. Finally, when exiting the body, external eddies are created 
affecting the general flow by increasing turbulence. Consequently, next to the general turbulent flow, 
these eddies affect the surrounding bodies or markets. In other words, one markets reaction to the 
information flow in itself affects the surrounding markets. Next to providing an intuitive understanding 
of market interactions, this analogy also provides a differentiation and a certain level of chronology 
between physical-; macro-economic; and intangible or behavioral causes introduced in 1.7. The 
physical causes may be related to the information streams in the system; the macro-economic causes 
are represented by the overall turbulent flow (i.e. aggregation of separate streams); and the intangible 
or behavioral causes are represented by eddies. These eddy-flows result from the interaction of  
information streams and the suspended bodies.   
Price movements analogue to suspended body movements 
The processes described above result in a movement of the body within the 3-dimensional system, 
with coordinate change (x, y, z)t   (x’, y’, z’)t+1. In this analogy, the market output (e.g. price) is 
related to the coordinate changes of the suspended bodies. That being said, for future research it is 
recommended to consider additional market output variables such as volume (V) and open interest 
(OI) in complement to prices (P). Hereby it is implied to change the perception of the random walk 
from a two dimensional concept of price over time (P)t into a four dimensional random walk of price, 
volume and open interest over time (P, V, OI)t. Consequently, market relationships and parallel 
movements could be considered in a corresponding manner. Furthermore, the body suspended is 
considered to have a relative plasticity depending on its internal structure. That being said, both the 
internal working as the external turbulence can affect the shape of the body, affecting its future 
movement dynamics. In other words, descriptive research on futures markets should take into account 
these temporal dynamic characteristics, and always consider the appropriate context for such markets. 
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6.3.2. The universal model of perception 
In the previous section the information flow model has been presented to describe the market 
dynamics within the information flow context. In this section an attempt is made to complement the 
previous from an introspective view. Specifically we focus on the inherent market features – 
representing the shape; permeability; and internal dynamics of the suspended bodies (i.e. markets). 
These traits are dependent on and represent the market participants’ behavior and decision making 
process. The shape of the market represents the specific volume and unique structure market 
participants create within a specific market. The permeability of the membrane is analogues to the 
knowledge and ability of market participants to recognize relevant information and absorb it. Finally the 
internal dynamics within the body symbolizes the decision-making process of the market participants 
and its effect on one and other.    
We focus further on the market participant whose objective is to maximize her profit. Within the context 
of derivative markets, the profit is in function of data, information and the (in)ability to process it. Put 
differently, the profit of the market participant is in function of common- and special causes and her 
ability to manage risk and her level of resilience to overcome special causes. Taking this into 
consideration, the decision-making-process of the market participant coincides precisely with the 
Ellsberg paradox (Ellsberg, 1961)24. Interestingly enough, both from decision theory as from 
experimental economics, the Ellsberg paradox clearly violates the expected utility hypothesis. For a 
more elaborate description we refer to Ellsberg’s seminal paper (1961).  
 
In the context of above, let us attempt to connect the dots by working our way inward in figure 27. 
Consider an all encompassing universal system25, represented by the red line, and is the birthplace of 
special causes. The black ellipse designates a system which is know and perceived by us (i.e. the 
market) – let us call it the perceptive system. Important to notice, the perceptive system next to being 
a subset of the universal system, is flexible and dynamic and its outward growth is in function of 
intellect and technology26. Consequently, while a separation exists, special causes can be transformed 
into common causes. On the next level we find the stickman, representing the market or an 
agglomeration of the market participants. Obviously, the market is a subset of the perceptive system 
and receives constant pulses from common causes and the occasional special causes which are not 
(yet) perceived by the market and are experienced as surprises.  
 
                                                     
24 The simplest way to illustrate the Ellsberg paradox is via the 1 urn condition. Suppose an urn contains 50 orange balls and 
100 undefined balls (either blue or green). Consequently one is given a choice between gamble: 
A) If an orange ball is drawn, the receive 100 euro 
B) If a blue ball is drawn, receive 100 euro 
In parallel the participant is given the choice between two alternative gambles from the same urn: 
C) If an orange or green ball is drawn, receive 100 euro 
D) If an blue or green ball is drawn, receive 100 euro 
25 This could be even interpreted literally, and further as all the universes and everything known and certainly the unknown to 
the market.  
26 In this context, technology implies the increased ability to obtain larger sets of data, structure, and process it.  
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Figure 27: The universal model of perception
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Traditionally, economists model market behavior based on a posteriori situations and consequently use 
data and information which reflects decisions already made. These decisions had a certain contribution to 
the general economic process – be it positive or negative. However when considering futures markets, 
the decision-making process is based on a priori situation or information about the future. Hereby it is 
implied that the link to market phenomena are replaced by noumena or the world of ideas and thoughts. 
The final observed market linkages are result of perceived connections in market participants’ minds. 
While this discussion deserves a much more generous description than what is offered, the main goal 
here is merely to touch upon the subject in the hope that future research shall devote some attention to 
perspectives presented. The following quotes from Sir Francis Bacon’s work, Novum Organum, still 
resonate with present-day concepts such as: herd behavior; (ir)rationality; information processing; and 
impact of media or news on the markets.  
 
Idols of the Tribe (Idola tribus) 
“Idols of the Tribe are rooted in human nature itself and in the very tribe or race of men. For people falsely 
claim that human sense is the measure of things, whereas in fact all perceptions of sense and mind are 
built to the scale of man and not the universe.” (aphorism 41) 
Idols of the Cave (Idola specus) 
“Idols of the Cave belong to the particular individual. For everyone has (besides vagaries of human nature 
in general) his own special cave or den which scatters and discolours the light of nature. Now this comes 
either of his own unique and singular nature; or his education and association with others, or the books 
he reads and the several authorities of those whom he cultivates and admires, or the different 
impressions as they meet in the soul, be the soul possessed and prejudiced, or steady and settled, or the 
like; so that the human spirit (as it is allotted to particular individuals) is evidently a variable thing, all 
muddled, and so to speak a creature of chance.” (aphorism 42) 
Idols of the Market (Idola fori) 
“There are also Idols, derived as if from the mutual agreement and association of the human race, which I 
call Idols of the Market on account of men's commerce and partnerships. For men associate through 
conversation, but words are applied according to the capacity of ordinary people. Therefore shoddy and 
inept application of words lays siege to the intellect in wondrous ways.” (aphorism 43) 
Idols of the Theatre (Idola theatri) 
“Lastly, there are the Idols which have misguided into men's souls from the dogmas of the philosophers 
and misguided laws of demonstration as well; I call these Idols of the Theatre, for in my eyes the 
philsophies received and discovered are so many stories made up and acted out stories which have 
created sham worlds worth of the stage.” (aphorism 44) 
 
     Sir Francis Bacon, Novum Organum (1620).  
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6.3.3. Structured heuristic models as empirical tools? 
In the section above we concluded that in our theory – which reflects the reality – concludes on a 
paradox. Yet, the market participants keep making decisions and prices keep moving based on those 
decisions. And thus we are forced to enter the woods of heuristics. Here again, there exist a de facto 
acceptance that homo sapiens are making decisions based on heuristics. Thus far economists were 
unable to find a theory to describe and model these heuristics. Above, an attempt has been made to offer 
an encompassing theoretic base, however without proper tools to apply such a theory, lifeless it shall 
remain.  
Heuristic models are already being applied under the flag of neural networks and artificial intelligence 
algorithms and other approaches. Academia has remained very skeptical, and rightly so, about such 
models. Far from being a proponent of heuristic models, the theory described above indicates a necessity 
to address such models if we want to converge to reality as closely as possible. One cannot stress 
enough that any heuristic model needs to be properly justified and embedded in a theory and even more, 
a specific (market) context.  
The theoretic rational forces a certain heuristic approach. However, once again this does not imply that a 
heuristic model is per se a useful model and any research in that field requires certain indicators which 
can verify the model a posteriori, based on a priori knowledge. Next to that, we need to mention the 
importance of the self adjusting component of our proposed model. Through figure 27 we indicate that 
there are three levels of dynamism within our framework, namely: various common causes; special 
causes; and the dynamic aspect of the perceptive system itself. In order to maintain a certain robustness 
of the model within various scenarios, self adjustment is far from a luxury but rather a necessity 
In appendix 7 a rough outline is presented for a multivariate Group Method of Data Handling (GMDH) 
feed forward self adjusting network in order to analyze the US-ethanol-futures market. The choice of the 
specific market is very intentional, due to its artificial character which allows for a manageable amount of 
variables which have an impact on its price. Furthermore, its suggested to build on the theory proposed 
above, by utilizing prices of commodities directly impacting ethanol prices, namely: crude oil; corn; and 
sugar27. 
Furthermore, the information flow model allows for a more structured approach when applying heuristics. 
Here, structured implies a certain specification of the model which could be applied in two manners. (i) 
Research can be devoted to mimic the information flow theory to its fullest. Hereby, large live streaming 
of data from the internet– and subsequent transformation of any kind of information into a digital listing 
format is required. In additional, super computing power is required to continuously fit all this data to 
create the information flow model and even generate visual representation of the markets and their 
dynamic behavior. While a fascinating direction, such an attempt shall require considerable resources 
and time to put in practice. (ii) A more straightforward approach is available, which is based on a step 
                                                     
27 Sugar might be considered of low relevance in the context of impact on the US-ethanol market, however it still might be relevant 
to some extent in certain time periods. Even more, the model should reflect the relative importance of each input which provides in 
the least some sense of model appropriateness, which is one of the main challenges of working with such complex heuristic models.  
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wise approach partially presented in this thesis. The example of the ethanol market described above 
might be of interest to elaborate on this concept. Initially price relationships between markets need to be 
analyzed in a four dimensional random walk of price, volume and open interest over time (P, V, OI)t. 
Based on the findings an advanced heuristic model can be constructed incorporating the additional 
dimensions and the related relationships.  
   
6.4. Final remarks and some policy considerations 
The general public often connects commodity futures markets to various adjacent issues. The topic of 
speculation in food commodity markets is one of great controversy. Public opinion seems to be quite 
negative concerning speculative matters. This may stem forth from historical, socio-cultural reasons in 
combination with the lofty opacity of the topic. Current crises, great levels of volatility and considerable 
policy changes – such as the EU’s Common Agricultural Policy (CAP) adjustments only increase the 
complexity of the matter.  
From the policy makers’ perspective one can divide the general issue in three components: (i) general 
public (opinion); (ii) farmers & processors; and (iii) the derivative sector. A short discussion is presented 
concerning the two primary components, since it is here where additional attention is required. The 
combination of the relative high complexity of commodity futures markets on one hand – and the 
implication of basic commodities as food crops on the other, presents a breeding ground for potentially 
inflammatory situations. Furthermore, while the initial concept of derivative markets as commodity futures 
originates from the need of farmers (or producers in general) and processors to protect themselves (i.e. 
hedge) against price risk – the reality is that most market participants are mainly involved in the financial 
sector and have relatively little affinity with the production or processing side of these commodities. This 
widens the gap between the people unfamiliar with derivative markets and the ones actively involved with 
them.  
That being said, several policy measures could be introduced to improve the situation. The priority would 
go without a doubt to subsidizing education to improve and spread the knowledge around commodities 
markets and derivatives. In parallel to the general public, society and markets would benefit if policy 
makers themselves gained deeper insight in the background and workings of commodity and derivative 
markets. This would result in reduced threshold and greater market transparency – both for the general 
public as the (agricultural) producers and processors. In addition this could ameliorate current issues of 
market power asymmetry in agro-food sector, and unclear price transmission issues. Complementary, 
easily accessible quality information is required to facilitate the cooperatives and producer organizations 
in their price risk management strategies.    
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7. SUMMARY 
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This doctoral thesis discerns the complicated dynamic interrelationships between financial asset markets, 
energy markets and traditional agricultural commodity markets. Recently, various factors have 
dramatically changed the economic relationships between these important markets which contributed to 
greater price volatility and complex price transmissions across these markets. Via the use of cointegration 
methodologies on stock and futures markets four price relationships have been scrutinized with respect to 
agricultural commodities and crude oil markets; crude oil and BRIC stock markets; crude oil, corn and 
ethanol markets; and Indian government sugar policy and global sugar and commodity futures indices. 
Crude oil futures are shown to be affecting mature commodity futures markets. Recently, policies 
encouraging biofuel production have changed the mechanisms of influence of crude oil futures prices on 
several agricultural commodity markets. It has been shown that co-movement is a dynamic concept and 
that some economic and policy development may change the relationship between commodities. 
Specifically, biofuel policy buffers the co-movement of crude oil and corn futures until the crude oil prices 
surpass a certain threshold. Consequently, the impact of crude oil price movements on heterogeneous 
BRIC economies is analyzed. Crude oil futures prices are found to have an impact on markets in two 
distinct manners. The first being the traditional impact of energy, being one of the main production 
factors, on the economies. In parallel, the information component of crude oil futures price fluctuations 
has an additional impact on the markets. In case of the complex relationships between crude oil, corn and 
ethanol futures markets, a strong relationship between crude oil and corn markets on one side, and crude 
oil and ethanol on the other has been found. In addition, corn futures market became more sensitive to 
volatility due to ethanol demand-sinks. Overall, the markets exhibit great dependency on information 
shifts. Consequent analysis of the Indian and global sugar and commodity indices futures offers additional 
insight on the bigger picture. The heterogeneous and complex Indian sugar policies, in combination of 
limited access and knowledge of futures markets, cause decoupling between the Indian sugar futures 
prices and the regional prices. Indian sugar futures markets are led by the information from global 
commodity markets. This division in price formation of Indian regional (spot) sugar markets and the 
futures markets indicates a distinct difference in the underlying price formation process.  
 
The main contributions of this research are: (i) novel use of threshold cointegration techniques to model 
policy interventions; (ii) inductive analytic design incorporates policy and regime changes that could affect 
price transmission; (iii) policy price interventions cause impaired functioning of the futures markets; and 
(iv) agricultural commodities and commodity markets in general are more than ever responsive to 
information flows and experience price and volatility spillover effects among themselves. Finally, it is 
hinted to reconsider futures markets theory, from the perspective that the decision-making process in 
futures markets is based on a priori situation or information. 
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8. SAMENVATTING 
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Dit proefschrift ontleedt de ingewikkelde dynamische relaties tussen de markten voor financiële activa, 
energiemarkten en de traditionele agrarische grondstof termijnmarkten. Recentelijk hebben verschillende 
factoren de economische relaties tussen deze belangrijke markten drastisch veranderd. Dit heeft 
bijgedragen tot een grotere prijsvolatiliteit en nog complexere prijs transmissies tussen deze markten. Via 
het gebruik van cointegratie methodieken op aandelenindices en termijnmarkten zijn er vier prijsrelaties 
onderzocht met betrekking tot landbouwproducten en ruwe oliemarkten; ruwe olie en BRIC-economieën; 
ruwe olie, maïs en ethanol markten; en het Indiase suikerbeleid en de wereldwijde suiker en 
termijnmarkten indices. Er wordt aangetoond dat ruwe olie termijnmarkten de volwassen termijnmarkten 
beïnvloeden. De actuele stimulatie van biobrandstof productie via beleidsmechanismen hebben de 
mechanismen van invloed van de ruwe olie futures-prijzen op verschillende 
landbouwgrondstoffenmarkten veranderd. Het is aangetoond dat parallelle beweging van prijzen een 
dynamisch concept is en dat sommige economische en politieke ontwikkeling de relatie tussen 
termijnmarkten kunnen veranderen. Specifiek werd er aangetoond dat biobrandstofbeleid de parallelle 
beweging tussen ruwe olie en maïs termijnmarkten buffert totdat de prijzen voor ruwe olie een bepaalde 
drempel overschrijden. Verder wordt de impact van ruwe olie prijsschommelingen op heterogene BRIC-
economieën geanalyseerd. Er wordt aangetoond dat ruwe olie termijnmarktprijzen een impact hebben op 
de markten op twee verschillende. Ten eerste, via de traditionele invloed van energie, een van de 
belangrijkste productiefactoren, op de economie. Parallel, heeft de informatie component van 
prijsvariaties van ruwe olie termijnmarkten een extra effect op de markten in kwestie. In geval van de 
complexe relaties tussen ruwe olie, maïs en ethanol termijnmarkten, werd er een sterke relatie tussen 
ruwe olie en maïs markten enerzijds en ruwe olie en ethanol anderzijds gevonden. Bovendien werd de 
termijnmarkt voor maïs gevoeliger voor volatiliteit als gevolg van ethanol productie. Over het algemeen 
vertonen de markten grote afhankelijkheid van informatie stromingen. Consequente analyse van de 
Indiase en wereldwijde suiker en grondstoffenindices termijnmarkten biedt extra inzicht op het grotere 
plaatje. De heterogene en complexe Indiase suikerbeleid, in combinatie met een beperkte toegang en 
kennis van de termijnmarkten, veroorzaakt ontkoppeling tussen de Indiase suiker termijnmarktprijzen en 
de regionale suiker prijzen. Indische suiker termijnmarkten worden geleid door de informatie van de 
mondiale grondstoffenmarkten. Dit schisma in de prijsvorming van de Indiase regionale (spot) suiker en 
de termijnmarkten geeft een duidelijk verschil aan in de onderliggende prijsvorming. 
De belangrijkste bijdragen van dit onderzoek zijn: (i) origineel gebruik van drempel cointegratie 
technieken om beleidsinterventies te modelleren; (ii) inductieve analytische ontwerp van onderzoek 
incorporeert veranderingen die van invloed kunnen zijn op prijstransmissie; (iii) prijsinterventies via 
overheidsbeleid veroorzaken ondoeltreffende termijnmarkten en ondermijnen hun werking; en (iv) 
agrarische termijnmarkten en termijnmarkten in het algemeen zijn meer dan ooit gevoelig voor de 
informatiestromen en ervaren prijs en volatiliteit spillover tussen de markten. Ten slotte wordt er 
aangewezen op het feit dat het besluitvormingsproces op de termijnmarkten gebaseerd is op a priori 
informatie en gesuggereerd om er dieper op in te gaan in de toekomst.  
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Appendix 1: Unit Root tests using the Augmented Dickey-Fuller & Phillips-Perron (CH2) 
1989 - 2010 Period 1993-2001 Period 2002-2010 Period 
  
Augmented Dickey-
Fuller Phillips-Perron 
Augmented Dickey-
Fuller Phillips-Perron 
Augmented Dickey-
Fuller Phillips-Perron 
Variable 
(price) Drift Trend Drift  Trend Drift Trend Drift  Trend Drift Trend Drift  Trend 
Crude Oil  -1.68 -3.23 -1.51 -2.91 -1.98 -2.13 -1.89 -2.11 -2.03 -3.06 -1.89 -2.60 
∆ Crude Oil  -10.60® -10.59® -11.33® -11.34® -6.21® -6.20® 
Cocoa -0.53 -1.87 -0.98 -2.46 -1.79 -1.95 -1.67 -1.82 -0.88 -1.81 -1.27 -2.27 
∆ Cocoa 
-20.46® -20.52® 
12.50® 12.37® -13.13® -13.43® 
Rough rice -1.86 -2.29 -2.12 -2.54 -1.17 -1.42 -1.17 -1.48 -1.53 -2.32 -1.51 -2.53 
∆ Rough rice -9.84® -16.85® -11.28® -11.18® -11.30® -11.18® 
Soybeans -1.91 -2.41 -2.23 -2.83 -1.16 -1.91 -1.16 -1.91 -1.92 -2.36 -1.96 -2.46 
∆ Soybeans 
-10.46® -16.42® 
 
-8.76® 
 
-8.75® 
 
-6.44® 
 
-10.45® 
Soybean Oil -1.99 -2.46 -2.21 -2.72 -1.11 -3.23 -0.78 -3.30 -1.77 -2.20 -1.79 -2.33 
∆ Soybean Oil 
-16.78® -16.76® 
 
-10.51® 
 
-10.87® 
 
-10.61® 
 
-10.58® 
Wheat -2.11 -2.50 -2.07 -2.47 -1.66 -2.47 -1.45 -2.47 -1.58 -1.74 -1.59 -1.74 
∆ Wheat 
-16.12® -16.12® 
-11.35® -11.57® -9.67® -9.68® 
Corn -3.09 -3.42 -2.72 -3.03 -1.84 -2.75 -2.00 -2.48 -1.61 -2.07 -1.84 -2.45 
∆ Corn 
-8.77® -16.12® 
-5.47® -10.66® -5.37® -9.81® 
Coffee -2.98 -2.99 -2.83 -2.84 -2.06 -3.22 -2.14 3.23 -1.69 -3.61** -1.75 -3.39 
∆ Coffee -18.14® -18.04® -10.97® -10.93® -12.92® -12.81® 
Sugar -1.20 -1.50 -1.45 -1.65 -1.44 -2.54 -1.61 -2.79 -0.53 -1.93 -0.42 -1.98 
∆ Sugar 
-14.09® -14.04® 
-9.46® -9.48® -8.65® -8.53® 
Gold -2.21 0.57 3.27 1.25 -0.93 -2.71 -0.67 -2.47 0.13 -2.80 0.74 -2.67 
∆ Gold -17.56® -17.57®  -12.42® -12.72® -10.93® -10.93® 
Lag length for ADF tests are based on SIC.    ||    Maximum Bandwidth for PP tests are decided based on Newey-West (1994)    ||    ® indicates the pure random walk model 
Critical values are -2.886 (5%), -3.486 (1%) with drift only and;-3.447 (5%), and –3.486 (1%) for a model with constant and trend; -1.943 (5%), and –2.584 (1%) for a pure 
random walk model (Mackinnon, 1996)      
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Appendix 2: Unit Root tests using the Augmented Dickey-Fuller & Phillips-Perron 
1989 - 2010 PERIOD 
  
Augmented Dickey-
Fuller Phillips-Perron 
Variable 
(price) Drift Trend Drift  Trend 
Crude Oil  -1.59 -1.90 -1.53 -1.86 
∆ Crude Oil  -42.91® -42.93® 
Corn -1.68 -2.00 -1.43 -2.06 
∆ Corn 
-39.57® -39.57® 
 
Ethanol -2.57 -2.53 -2.78 -2.73 
∆ Ethanol -38.16® -35.52® 
Lag length for ADF tests are based on AIC.  
Maximum Bandwidth for PP tests are decided based on Newey-West (1994)  
Critical values are -2.89 (5%), -3.49 (1%) with drift only and;-3.45 (5%), and –3.49 (1%) for a model with constant and 
trend; -1.94 (5%), and –2.58 (1%) for a pure random walk model (Mackinnon, 1996)  
® indicates the pure random walk model 
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Appendix 3: Important festivals and their dates throughout the past years (CH5 – 1.1) 
FESTIVAL 2012 2011 2010 2009 
Durga pooja- Dusshera  Oct 24 Oct 6 Oct 17 Sept 28 
Diwali Nov 13 Oct 26 Nov 5 Oct 
Ganesh Chaturti Sept 19 Sept 1 Sept 11 Aug 23 
Holi  March 7 March 19-20 Feb 28 March 11 
Raksha Bandhan Aug 2 Aug 13 Aug 24 Aug 5 
Makara Sankranthi  Jan 14 Jan 14 Jan 14 Jan 14 
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Appendix 4: Continious Commodity Index (CI) composition 
COMMODITY  INDEX WEIGHT SECTOR WEIGHT 
WTI Crude Oil 5.88% Energy  17.64% 
Heating Oil 5.88% 
Natural Gas 5.88%   
Corn 5.88% Grains 17.64% 
Wheat 5.88% 
Soybeans 5.88% 
Live Cattle 5.88% Livestock 11.76% 
Lean Hogs 5.88%   
Sugar 5.88% Softs 29.40% 
Cotton 5.88% 
Coffee 5.88% 
Cocoa 5.88% 
Orange Juice 5.88%   
Gold 5.88% Metals 23.52% 
Silver 5.88% 
Platinum 5.88% 
Copper 5.88%   
 
CI is weighted both for arithmetic and geometric averaging of individual commodity months and evenly 
among 17 commodities. All futures prices six months forward are used for averaging, up to a 
maximum of five delivery months and a minimum of two delivery months per commodity. Contracts in 
the delivery period are excluded from the computation. Each commodity is arithmetically averaged 
across time (six month window) and the 17 factors are geometrically averaged together. The 
continuous rebalancing reduces exposure to commodity markets gaining in value and increase 
exposure to markets declining in value. 
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Appendix 5: MCXAGRI composition (CH5 – 1.3.) 
COMMODITY  INDEX WEIGHT 
Ref. Soy Oil 19.55% 
Potato 23.80% 
Chana 20.70% 
Crude Palm Oil 15.95% 
Kapaskhalli 10.00% 
Mentha Oil 10.00% 
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Appendix 6: Unit Root tests using the Augmented Dickey-Fuller & Phillips-Perron 
 VARIABLE (PRICE) AUGMENTED DICKEY-FULLER PHILLIPS-PERRON 
Drift Trend Drift  Trend 
Sugar (M)  -2.84 -3.62 -2.89 -3.84 
∆ Sugar (M) -19.00® -18.92® 
MCXAGRI -1.03 -3.01 -0.90 -2.85 
∆ MCXAGRI -27.44® -27.60® 
Crude Oil  -1.68 -3.05 -1.68 -3.05 
∆ Crude Oil  -27.72® -27.72® 
Sugar (SB) -2.07 -2.12 -2.01 -2.05 
∆ Sugar (SB) -29.12® -29.18® 
CI  -1.43 -1.34 -1.43 -1.31 
∆ Cl  -28.10® -28.11® 
Lag length for ADF tests are based on SIC.  
Maximum Bandwidth for PP tests are decided based on Newey-West (1994)  
Critical values are -2.886 (5%), -3.486 (1%) with drift only and;-3.447 (5%), and –3.486 (1%) for a model with 
constant and trend; -1.943 (5%), and –2.584 (1%) for a pure random walk model (Mackinnon, 1996)  
® indicates the pure random walk model 
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Appendix 7  
 
Figure 1 – App: Multivariate GMDH feed forward network 
 
Group Method of Data Handling 
 
The Group Method of Data Handling (GMDH) was initially introduced by Ivakhnenko (1970; 1971; 1963). 
The method itself is based on a combinatorial multi-layer algorithm, which uses an input stream of data to 
generate a network of layers and nodes. The network topology  is determined by a trimming process of 
layer by layer based on a preselected criteria that identify optimal nodes on each level. The conventional 
GMDH is based on the Volterra serries which is also used in pattern recognition systems (Roy and 
Sherman, 1967). The output of a Volterra series depends on the input to the nonlinear system at each 
observation. This characteristic allows for a retentiveness of effects in the past. The Kolmogorov-Gabor 
polynomial (equation 1) is often used as the base function 
ݕ = ܽ଴ + ෍ܽ௜ݔ௜௠
௜ୀଵ
+ ෍෍ܽ௜௝ݔ௜ݔ௝௠
௝ୀଵ
௠
௜ୀଵ
+ ෍෍෍ܽ௜௝௞ݔ௜ݔ௝ݔ௞௠
௞ୀଵ
௠
௝ୀଵ
௠
௜ୀଵ
+  …       (1) 
To assemble a GMDH model, every arrangement of the inputs is produced and sent into the first layer of 
the system. Consequently, the outputs of the first layer are graded and drawn into the second layer. This 
procedure proceeds until a successive layer produces results inferior to a previous layer.  
 
Each layer is comprised of nodes, the source of which is a unique pair of inputs. Consequently, each 
node generates a set of coefficients ܽ௜  ݓℎ݁ݎ݁ ݅ ∈  {0, 1, … ,5} which are estimated in equation (2) through 
the training data. 
ݕ௧ෝ = ܽ଴ + ܽଵݔ௜೟ + ܽଶݔ௝೟ + ܽଷݔ௜೟ݔ௝೟ + ܽସݔ௜೟ଶ + ܽହݔ௝೟ଶ       (2) 
Equation (2) is tested for goodness of fit by computing the mean square error (MSE) of the predicted ݕො 
and the actual y values as indicated in equation (3).  
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ࢋ = ෍(்
௧ୀଵ
ݕ௡ෞ− ݕ௡)²       (3) 
Determining the optimal coefficient values to obtain the best fit  partial derivatives of equation (2) ߲ࢋ ߲ࢇ࢏⁄  
are taken and set equal to zero. The derived system of equations can be written as:  
෍࡮ࢇ
ே
௡ୀଵ
= ෍ࢉே
௡ୀଵ
          (4) 
Where A represents a 6x6 matrix of all permutations of xi and xj from equation (2),  a the vector of 
coefficients (a0, … , a5) and c a 6x1 matrix of (ݕ   ݕݔ௜    ݕݔ௝    ݕݔ௜ݔ௝    ݕݔ௜ଶ   ݕݔ௝ଶ)். The system of equations (4) 
is solved through the training data set. Consequently, the error as specified in equation (3) is computed 
by processing testing data through the node, which is used as a measure of nodal fitness. The nodes are 
sorted based on the nodal fitness and the best nodes provide input for the consequent layer. Each node 
generates yt outputs, however only the outputs from the nodes with the best nodal fitness are allowed to 
pass through to the next layer. The system remembers the nodes which provided the smallest testing 
data error (see Figure 3) so that new data submitted to the network will follow the same path throughout 
the layers.  
 
Self-organization with Active Neurons 
 
An important aspect of any forecasting model is its flexibility and more importantly adaptability to 
changes. This characteristic is a necessity within the current economic context, where change is inherent 
to the system. That being said, each neuron selects its input connections itself based on a particular 
criterion, without interference from its environment. The environment sets certain limits for the selection of 
stimuli based on external criteria. The connections selected by active neurons uniquely define the 
structure of connections for the entire network (Ivakhnenko, 1995).    
 
In case of an unchanging cascading iteration rule throughout the layers, we refer to the traditional 
algorithm specified in equation (1) as a multilayered iterative GMDH algorithm (MIA). Figure 1 illustrates 
five steps of a MIA. 1) Data sampling; 2) complexing layers of partial descriptions; 3) form of partial 
descriptions; 4) choice of optimal model; and 5) additional model.    
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Figure 2 – App: Multilayered iteration algorithm (Ivakhnenko, 1995) 
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