We review and expand on the continuous monitoring of a qubit through its spontaneous emission. Contemporary experiments have been able to collect the fluorescence of an artificial atom in a cavity and transmission line, and then make measurements of that emission to obtain diffusive quantum trajectories in the qubit's state. We give a straightforward overview of such scenarios, using a simple and flexible theoretical framework across common types of measurements, such as photodetection, homodyne, and heterodyne monitoring. Specifically, we adopt an approach using Kraus operators derived from a Bayesian-update concept, and apply it across a wider range of measurements than it has been previously used for in the literature; we demonstrate the equivalence between this approach and other common ones, such as a stochastic master equation, for every type of measurement we consider. Our emphasis is on simple examples explained through a single theoretical framework, rather than on developing wholly new results; our aim is to offer a pedagogical review of this research area. Special emphasis is given to homodyne (phase-sensitive) monitoring of fluorescence, the time symmetry of the resulting dynamical equations, and the optimal paths connecting different states under such measurements.
I. INTRODUCTION
The literature on quantum theory and quantum optics is replete with works concerning the spontaneous emission of atoms, across virtually all of its centurylong history [1] [2] [3] [4] [5] [6] [7] [8] . The spontaneous emission of a twolevel system, which emits energy in the form of a photon according to statistics that generically follow an exponential decay in time, are a paradigmatic phenomenon in quantum optics. More recently, both the theory [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] and experiments [21] [22] [23] about continuous quantum measurement have received considerable attention, and seen rapid progress, revealing new phenomena and insights into the quantum measurement process [24] [25] [26] [27] [28] [29] , and applications to quantum control [30] [31] [32] . Such generalized measurements [11, 33] typically involve a quantum system (e.g. a qubit) which is probed with some auxiliary quantum system (e.g. an optical field) that connects the primary system to some meter which reports measurement outcomes; those outcomes allow inferences to be made about the state of the primary quantum system, and the interaction between the system and meter mediated by the auxiliary system necessarily leads to some disturbance of the primary system, as required by quantum mechanics. Such measurements can be weak (a small amount of information is acquired about the system state, with correspondingly little disruption to its prior behavior), or strong / projective (in which the system is "collapsed" to an eigenstate of the measurement operator, such that we have acquired a lot of information at once and disturbed the state by corresponding ramifications in the process). * plewalle@ur.rochester.edu
In the present text we aim to provide a pedagogical overview of the theory lying at the intersection of these two topics; there has been considerable recent work in which a qubit is continuously monitored by homodyne or heterodyne detection of its spontaneous emission, leading to diffusive quantum trajectories [34] [35] [36] [37] [38] [39] [40] [41] [42] . The physical setup we have in mind throughout this work involves a single qubit placed inside an optical cavity, such that photons emitted by the qubit via spontaneous emission are coupled into a transmission line leading to a measurement device, but photons in other modes (e.g. to implement some Rabi rotations on the qubit) are not routed to the measurement device. These ideas are consistent with recent experiments in this area, which have been performed in the microwave photon regime, using superconducting transmon qubits. Such devices allow for high collection efficiency of emitted photons, in contrast with situations in which an atom emits into free space. See Fig. 1 for a cartoon diagram of such setups, and e.g. refs. [43, 44] for guides to the experimental details.
We will focus on the theory describing such continuous measurement processes, and to this end, we review the qubit state update operators of the form used in ref. [36] ; a detailed description of the use of these operators in the context of heterodyne monitoring (phase-preserving amplification) has been worked out in that reference. We review the key methods there, setting them up for use in across a wider set of measurements. We will generally parameterize our single-qubit density matrix with Bloch coordinates according to ρ = 1 2 1 + z x − iy x + iy 1 − z
throughout the forthcoming derivations, where (1 + z)/2 = ρ ee denotes the excited state population (i.e. z = 1 is the excited state and z = −1 is the ground state). Our emphasis here is on devices in which the emission is captured in a cavity / transmission line, and routed to a detector, such as (b) a photodetector, or (c) a homodyne or heterodyne setup which measures one or both of the signal field's quadratures (typically implemented in contemporary circuit QED experiments with quantum-limited amplifiers / QLAs built from Joesphson junctions). The single-photon signal is mixed with a strong local oscillator (LO) / pump tone for dyne detection, leading to a readout of one (homodyne) or both (heterodyne) quadratures of the field. The measurement axis in the quadrature phase space is determined by the relative phase θ between the signal and LO. The LO is mixed with the signal on a 50/50 beamsplitter for balanced dyne detection. In (d) we illustrate a simple model for measurement inefficiency, in which an unbalanced beamsplitter splits the ideal signal into a measured portion with probability η ∈ [0, 1] and a lost portion. See Sec. IV D for further details on this last point.
State updates conditioned on the outcomes of generalized measurements obtained over a timestep dt are often implemented by [11, 33] 
The form of the operatorsM which we will use to describe a measurement of a qubit's emitted fluorescence can be justified on the basis of Bayesian probability analysis. To see this, it is useful to consider a pure state of the qubit and the field mode it emits into (in vacuum)
such that z = 2|ζ| 2 −1. There is a probability P (e) = |ζ| 2 to find the qubit in |e and probability P (g) = |φ| 2 to find the qubit in |g , with P (e) + P (g) = 1. On phenomenological grounds, we suppose that the probability for an emission event in a time interval dt is given by P (1|e) = = γ dt, where γ is some characteristic rate at which the qubit fluoresces (i.e. γ = 1/T 1 is a measurable quantity for a qubit-cavity system). Then P (1|e)P (e) = |ζ| 2 = P (e|1)P (1) and/or P (0|e)P (e) = (1 − )|ζ| 2 = P (e|0)P (0) according to Bayes' theorem. A quantum-coherent state assignment after the short interval dt which reflects these probabilistic considerations is
In other words, there is some probability for an emission event which involves a photon being created in the optical mode (0 → 1), and which shifts qubit population from |e → |g , reflecting a common sense understanding of spontaneous emission. Below we will always assume that the state update / measurement time is much faster than the characteristic decay time of the qubit, i.e. dt T 1 , or 1. We may rewrite the change of state as
where a † creates a photon in the relevant cavity/field mode (a † |0 = |1 ). The Kraus operatorsM in (2) act only on the qubit state, and are obtained by projecting out the optical mode in an initial (vacuum) and final state corresponding to some outcome from measuring the field,
where |ψ f could be any state of the optical mode, which should be chosen based on the kind of measurement being performed. A large part of what we do below involves showing which choices of |ψ f correspond to different types of measurements on the emitted photons. Considerable time will be devoted to comparing a state update (2) with operators of the form (6), against the state update given by the stochastic master equation (SME), which is commonly used to model continuous quantum measurement. The general form of the SME that we use for diffusive quantum trajectories reads [11, 16, 45] 
and the measurement backaction term
Each of the operatorsL c describes a particular measurement channel, which is monitored with efficiency η c ∈ [0, 1] (where 1 denotes perfect measurement efficiency, and η c is dimensionless). Channels which are open to the environment, but un-monitored (e.g. typical dephasing mechanisms, or the decay channel in the unmonitored case), can be modeled by placing an operator in the sum which is monitored with efficiency η c = 0. The HamiltonianĤ describes any unitary processes applied to the system (e.g. Rabi drive on a qubit). The measurement record associated with any monitored channel goes
, where ξ c (t) = dW c (t)/dt denotes a Wiener process (i.e. delta-correlated Gaussian white noise) which models the stochastic nature of the outcomes of quantum measurements for diffusive trajectories [46] . Such an expression for the readout is easy to interpret as a signal L c +L † c , attenuated due to inefficiency by a factor √ η c , plus quantum noise ξ c intrinsic to the measurement process. The form of the SME derived above assumes a derivation based on Itô calculus, in which expansions are made to O(dt) using the rule dW 2 = dt. The outline we follow in reviewing and presenting results below is as follows: We begin in sec. II by showing that we may straightforwardly use the ideas introduced above to re-derive the standard equations for a decaying two-level quantum system, and then demonstrating how to simulate a jump process under photodetection. We then review the most basic results from [36] , concerning heterodyne detection, in sec. III. We re-derive the known heterodyne results, and the typical relationship between the [Bayesian] Kraus operator approach and SME in detail. In sec. IV, we develop our model for homodyne detection, which has been treated in detail in the literature, but never with the particular methods we are using here. We contrast the homodyne derivation with that for heterodyne we just reviewed, and demonstrate the equivalence between our present treatement of homodyne fluorescence detection, and those approaches already considered in the literature. As we do this, we are able to develop simple pedagogical examples highlighting specific works, concerning the arrow of time in continuous measurement processes [27, 29] , and the use of optimal path methods [18, 19, 23, 25, 28, 36, 40, 47] for diffusive quantum trajectories. We discuss some conclusions and outlook in sec. V.
II. UN-MONITORED DECAY CHANNEL
We review the case of a single qubit whose fluorescence goes unmonitored in three parts. First we review the standard treatment of Weisskopf and Wigner [3] ; we then show that both our operator method, and the SME result in equivalent descriptions of the qubit state dynamics.
A. Standard quantum-mechanical treatment
We summarize the typical approach, originally by Weisskopf and Wigner, as a point of departure in describing spontaneous emission. A more complete derivation of the results we summarize can be found in [16] . We again begin with an atomic state |ψ = ζ |e + φ |g . The Hamiltonian describing the joint system including the qubit and a single mode of the electromagnetic field is of the form
where ω q is the energy separation between the two qubit levels of interest, ω f denotes the frequency of the field mode, and g is a coupling constant between the field and qubit. The first two terms represent the qubit and field, respectively, while the third term describes their interaction. We have σ + = |e g| and σ − = |g e|, and a |n = √ n |n − 1 and a † |n = √ n + 1 |n + 1 for Fock states |n . More specifically, gσ + a describes the possibility for the atom to become excited by absorbing a photon (which is removed from the field); the adjoint of this term denotes the reverse process, in which the qubit loses energy, emitting a photon which is added to the field mode. We may use the Schrödinger equation to compute the evolution of the qubit state amplitudes under the influence of this Hamiltonian. Such an analysis requires averaging over the available density of free-space optical modes and summing over polarizations [16] , with each mode coupled to the qubit as shown above. To good approximation (i.e. the approximations first made by Weisskopft and Wigner), we may simplify the dynamics at timescales much longer than optical periods, eliminate optical modes far from the qubit frequency, and obtain evolution of the excited state amplitudė
where the rotations iω q can be suppressed by moving into a rotating frame whereζ = ζe iωqt . We have introduced the spontaneous emission rate γ = T −1 1 which is equal to the density of modes coupled resonantly to the qubit via γ = k |g k | 2 δ(ω q − ω k ). Here, g k stands for the strength of the coupling to the k th mode of the electromagnetic reservoir. The contributions of all the non-resonant modes oscillate and quickly average to zero over a typical time τ corr γ −1 . The same phenomenon allows us to obtain a Markovian description Eq. (11) of the qubit evolution, of which the reservoir dynamics can be completely eliminated. A precise discussion of the approximations leading to Eq. (11) and the order of the associated errors can be found in Ref. [48] , Chapter 4.
Equivalently, the excited state population is described by the density matrix element
in either frame. It is straightforward to compute that (11) and (12) implẏ
The result that spontaneous emission leads to exponential decay of the excited state population at rate γ (or with characteristic time T 1 = γ −1 ), absent other dynamics, is among the most fundamental phenomena in the quantum optics literature. The use of the rotating variables corresponds to the suppression of rotations in the xy-plane of the Bloch sphere.
The presence of a cavity can change the effective decay rate, and other physics, because it changes the density of available optical states which the qubit might emit into [8] . In the presence of additional optical tones, the emission spectrum of the qubit contains multiple peaks (for a monochromatic drive, this is the famous Mollow triplet [4] ). Due to asymmetry in the density of field states at these different frequencies, the form of the damping may be drastically modified, for instance preparing a stationary state which is a superposition of the free excited and ground states. This effect was e.g. exploited in Ref. [49] to stabilize an arbitrary state of the Bloch sphere. However, this effect can be safely ignored provided the drives are weak enough (Rabi frequencies much smaller than the qubit frequencies), and there is no cavity or other resonance close to the driven qubit's emission spectrum peaks [50] ; under these circumstances, Eq. (13) as well as the corresponding master equation Eq. (14) presented in next section remain valid. Finally, the effect of additional tones complying with these constraints reduces to an additional rotation term in the Bloch sphere, easily captured by a Hamiltonian term in the master equation (14) .
B. Master equation treatment
We next turn our attention to writing down the SME treatment which corresponds to the analysis we have just summarized. Interaction with the un-monitored environment can be modeled by "measuring" the channel L = √ γσ − with zero efficiency (choosing η = 0 eliminates the stochasticity of the equation, by eliminating the measurement backaction term). With bare decay (i.e. in the rotating frame), there is no unitary part of the evolution, and the SME is reduced to the master equation, with a Lindblad dissipation term only, which readṡ
We can get equations of motion in the Bloch coordinates by computingq = tr(σ qρ ), yieldinġ
We plot the evolution of the qubit state under the unmonitored fluorescence dynamics (15) in the xz-plane of the Bloch sphere, originating from a variety of initial pure states. The excited state is at the top of the sphere, and all paths converge towards the ground state at the bottom. Color denotes the time evolution along each path. The trajectories in the qubit state tend to become impure / mixed, because no information is collected about fluorescence output; we have an open system with lost information in this case. These dynamics are often represented with an equivalent picture in which the Bloch ball contracts into an ellipsoid near the ground state under the influence of a decay channel [33] .
in perfect agreement with the treatment above. If desired, the effect of the rotating frame can be re-introduced by adding a unitary term back into the SME to drive the rotations in the xy-plane. This result shows that the standard treamtent of spontaneous emission is interpretationally equivalent to any of the following: 1) opening the qubit to an unmonitored decay channel L = √ γσ − , 2) measuring the qubit fluorescence/decay according to L = √ γσ − with efficiency zero, or 3) the average dynamics over an ensemble of stochastic trajectories obtained by continuously monitoring the qubit fluorescence as per L = √ γσ − .
C. Kraus operator treatment
Finally, we show that our operator methods (6) based on [36] are equivalent to the treatment above. We may define Kraus operatorsM 1 (M 0 ) for the single-qubit state update conditioned on a click (no-click) in a de-tector monitoring the fluorescence, according tô
It is easy to verify thatM † 0M 0 +M † 1M 1 = I, such that these measurement operators form a positive operator value measure (POVM) [33] . We again have = γ dt = dt/T 1 . In the case where we do not monitor the system, and therefore do not know which outcome the hypothetical detector obtains in any given timestep, we average the state update over both outcomes, i.e.
An equation of motion can be obtained by takinġ
where the numerator on the RHS is expanded to O(dt).
It is then straightforward to verify that the equations (15) reappear exactly, i.e. the procedure just described to obtainρ leads to exactly the same expression as the master equation described above. The decay curves, according to (15) , from various pure states in the xz-plane of the Bloch sphere, are plotted in Fig. 2 . We can also straightforwardly use the tools derived here to model photodetection of the emitted field and subsequent jump trajectories describing the qubit state. In such a situation, with ideal measurement efficiency, we get a binary measurement outcome at each timestep, in which the detector either clicks, leading to a jump according to
or does not click, in which case the state is updated by
The probability of a click in any given timestep is
, and the probability of no-click is w 0 = tr(M 0 ρ(t)M † 0 ), with w 0 + w 1 = 1. These expressions reflect the common-sense result that w 1 must vanish when the qubit is in the ground state, i.e. w 1 = 0 for z = −1. Simulations can then be performed by drawing a click/no-click readout from a binomial distribution at each short timestep of duration dt T 1 , and subsequently updating according to the appropriate rule above. Results of such a simulation are shown in Fig. 3(a) .
III. SINGLE-QUBIT HETERODYNE TRAJECTORIES
We begin looking at diffusive quantum trajectories due to heterodyne detection. What follows is essentially a review of the simplest non-trivial case treated more extensively in ref. [36] , and corresponding to the experimental implementation e.g. of ref. [37] . We will restrict ourselves to the idealized case of perfect measurement efficiency for brevity, and instead devote more time to developing our methods in the context of homodyne detection in the next section, where our specific approach has not been taken before. In the language of quantum-limited amplifiers (QLAs), which are essential realizing experiments involving individual quantum trajectories, our meaning of "heterodyne" corresponds to "phase-preserving" amplification (e.g. see [51, 52] or similar, regarding implementations in circuit QED scenarios). See Fig. 1 .
A. Stochastic Master Equation Treatment
The SME is given in (7), and provides one of the mostused approaches to modeling diffusive quantum trajectories arising from continuous weak measurement [15, 16] . We will consider an idealized measurement in the rotating frame, characterized byĤ = 0 (no unitary dynamics), L I = σ − γ/2, and L Q = iσ − γ/2, where there is no dephasing channel and the measurement efficiency η = 1 is perfect. We can make qualitative sense of the two operators L I and L Q by understanding that σ − indicates that our measurement is being made through a decay channel, and that heterodyne monitoring involves a measurement of both field quadratures I and Q; the factor i between L I and L Q is the 90
• phase between these two orthogonal directions in the IQ-plane. The resulting SME is theṅ (22) whereL andM are still the Lindblad dissipation, and measurement backaction terms, respectively. The Gaussian white noise for the measurement channels is characterized by each ξ(t) ∼ dW/dt. We may obtain equations of motion in terms of Bloch sphere coordinates using the usualq = tr(σ qρ ), which reaḋ
in agreement with the result in eq. (25) of [36] (for u = 1+ z, η = 1, and γ φ = 0, in their notation). The stochastic readouts (signals arising from the measurement process) are given by
Notice that the average path given by these equations (where averages over an ensemble lead to ξ → 0, since these are zero-mean stochastic variables) obeys the same basic fluorescence relations (15) . Therefore we now have individual quantum trajectories which have stochastic measurement backaction from continuous monitoring, but which still obey the basic fluorescence dynamics expected from the un-monitored case on average. We will interpret the equations (23) as being equations suitable for Itô integration and stochastic calculus (consistent with the assumptions used to derive (7) in the first place [16] ). It will also be useful to have the corresponding Stratonovich versions of this system of equations, which can be manipulated using regular calculus. An Itô equation of the form
can be converted to a Stratonovich equatioṅ
according to the transformation [53]
where k are the coordinates (components of q), and j is a sum over the independent noises (e.g. I and Q, in this case). We could equivalently write
for the specific problem at hand. The Stratonovich equations we obtain via this conversion have the new drift terms
which should be put into (26) to obtain a new trio of stochastic differential equations (SDEs).
B. Kraus Operator Treatment
We now consider the corresponding treatment of this system by our Kraus operator formalism [36] . As discussed previously, the effect of a heterodyne measurement is effectively to project the fluorescence signal onto a coherent state (provided by the LO / amplifier pump tone) at each measurement timestep, such that we write down an operator
(30) We will use a substitution for the readouts given by
the prefactor dt/2 is chosen because it generates statistics consistent with the shot-noise of the coherent state LO; for clarification see [36] and/or appendix A. With this substitution, we have a Kraus operator
which may be used to update the state via
conditioned on acquiring a measurement record drawn from the probability density ℘(r I , r Q |ρ(t)) =
where N is a normalization constant. The measurement operators form a proper POVM [33] , in that
(i.e. the readouts we have defined constitute a complete set of measurement outcomes). It will be useful to take a closer look at the probability density from which the readouts are drawn. Following the procedure we have typically used for optimal paths (OPs) [18, 19, 25, 28, 36] , we will expand the log of the probability density to O(dt), defining a term
We show simulations of the decay from |e to |g under ideal measurements, including photodetection (a), heterodyne detection for θ = 0 (b), and homodyne detection for θ = 0 (c). In every case, we plot a dozen individual trajectories in grey, the average trajectory over an ensemble of 10,000 simulated trajectories in solid blue, and the unmonitored curve integrated from (15) in dotted red. As required by the SME, we see good agreement between the simulated paths averaged over measurement noise realizations (solid blue), and a direct computation of the un-monitored dynamics, which in the present case must simply follow z(t) = 2e −γt − 1 (dotted red). We can see the qualitative similarity between the diffusive homodyne and heterodyne trajectories in (b) and (c), respectively, as well as their stark difference with the jump trajectories generated by photodetection (a); these contrasts are clear and important, as is the average dynamics common to all three schemes, which follows from their shared underlying decay process at the heart of all three measurements considered here.
We also use the Kraus operator to obtain some equations of motion. Consider the exapansion of the Kraus operator itself to O(dt), which readŝ
We can then follow more or less the same program detailed in the appendix of [25] to get equations of motion. We can strip the Gaussian factor e −|r| 2 dt/4 from the operator for this purpose, since it appears in both the numerator and denominator of the state update expression, and thereby cancels off. Consider the following series of approximations, assuming small dt:
which can then be rearranged according to
This can be expressed in Bloch coordinates bẏ
It is then straightforward to make the substitutions r I = x γ/2 + ξ I and r Q = y γ/2 + ξ Q (24) , and see that these equations from the Kraus operator approach are identical to the Stratonovich equations (26) & (29) from the SME approach; this relationship between a Kraus operator based on Bayesian logic, and the SME, is consistent with previous results for this particular measurement [36] , and other types of continuous qubit measurements leading to diffusive SQTs [19] [20] [21] 25] . Simulations can be generated by applying the state update rule (33) , with a pair of readouts drawn from Gaussians of means and variances described above, at each timestep. The resulting stochastic trajectories diffuse as expected, and recreate the required decay dynamics on average, as shown in Fig. 3(b) .
C. Generalizations
It is straightforward to described the effects of a Rabi drive to the system by the addition ofĤ to the SME, or a corresponding operatorÛ = e −iĤdt to the measurement scheme with the Kraus operator (where the resulting equations of motion are insensitive to the order of operations, since they are only to O(dt)). Without loss of generality, we useĤ = δσ z /2 + Ωσ y /2, where we have denoted the detuning δ = ω q − ω dr , with ω dr the frequency of the tone. Such a tone induces a rotation around an axis tilted by an angle arctan(Ω/δ) with respect to the z-axis. Note that the assumption in our derivation has been that only photons emitted by the qubit enter the transmission line which leads to the measurement apparatus; for this to hold with the Rabi drive on, there is an implied constraint that the drive is being implemented by a tone which is off-resonant with the qubit/cavity/transmission line, such that the qubit photons couple to the output leading the measurement device only, and the drive photons couple to their own output only. As discussed earlier, this assumption also requires us to have the cavity resonance far from any of the Mollow triplet peaks, which are centered around ω dr and ω dr ± Ω eff , where Ω eff = √ Ω 2 + δ 2 is the generalized Rabi frequency; this regime and assumption is necessary if we want to treat the form of the decay channel as being unaffected by the drive. Ostensibly, real world imperfections in these assumptions are part of what contributes to measurement inefficiency in experiments, which we have neglected so far.
Note that it is possible to generalize this heterodyne measurement by choosing the phase θ of the LO; the effect of such a change is effectively to rotate the quadrature pair being measured. Mathematically, we can assign readouts according to
which leads to the readouts being drawn according to
(Effectively, rotations in the quadrature space of the coherent state we project the signal onto in making the heterodyne measurement correspond to rotating the effects of those measurements on the qubit in the xy-plane of the Bloch sphere). The operators for the SME which match the pair of observables we infer from the means of G are
The relationship between the Kraus operator equations of motion and SME equations of motion (Itô or Stratonovich) which we found in the θ = 0 above, hold for arbitrary θ. The phase θ is a relative phase between the signal and LO, so it is equivalent to think of a phase plate having been put in the signal line instead of the LO such that a † → e −iθ a † in (30) , with interference against a fixed pump. It is straightforward to see that this view is mathematically identical to that implied by (40) .
We have reviewed the most basic features of an idealized heterodyne measurement. We could continue with this example, but a detailed analysis using these methods already exists [36] ; consequently we will shift to the less-studied homodyne case now.
IV. SINGLE-QUBIT HOMODYNE FLUORESCENCE TRAJECTORIES
We'll follow the same program as in the heterodyne case above, more briefly, and in a somewhat different order. Homodyne detection corresponds to "phasesensitive" amplification. Several experiments and some theory have been published about these kinds of measurement [39] [40] [41] , but the generalization of our Kraus operator methods to this case is more novel, and we will consequently continue past the most-basic case in order to develop particular examples showing the agreement between our approach and previously-known results.
A. Kraus Operator and Equations of Motion
Homodyne detection involves interference of our signal with a strong LO. Instead of amplifying both quadratures of the resulting signal as in heterodyne detection, homodyne detection involves amplifying one quadrature and de-amplifying the other [54] . We obtain a single readout, and this procedure amounts to squeezing out the quadrature that isn't measured. In the limit of ideal squeezing, this procedure reduces to effectively projecting our signal onto a single quadrature's eigenstate, instead of onto a coherent state [11, 14] . In other words, we will follow the same recipe as in the heterodyne case, except that we project onto a final state |X (the eigenstate of thê X = (a † + a)/ √ 2 operator in the quadrature space, corresponding to I for θ = 0 above), instead of the coherent state |α . For dimensionless X, recall that we have the following solutions to the quantum harmonic oscillator, which models the field mode: 4 on all terms, we get
Then using a readout substituted in according to
we find that the POVM is normalized, i.e.
The relationship between X and r is again set based on comparing the readout statistics with LO's shot noise, as discussed in appendix A. Those readout statistics can be readily understood from the expression
(which again comes from expanding the logarithm of
. We infer that projecting onto |X in the photon space leads to a signal related to x in the qubit space, since r has a mean √ γx, and variance 1/dt. Based on the analysis from the heterodyne case, it is then easy to hypothesize that the corresponding operator for the SME should be L = √ γσ − .
We can further infer that an operator for the SME which generalizes our result for arbitrary phase θ of the LO reads L = √ γe −iθ σ − . A simple way to extend the result in the Kraus operator case is to writê
(from X → re −iθ dt/2, with |X| 2 in the exponent, or a phase in the signal line such that a † → e −iθ a † ), which still generates a properly normalized POVM according to
and gives us
such that the mean of the Gaussian in r matches the observable L + L † = √ γ(σ x cos θ − σ y sin θ) suggested by the SME operator.
We proceed to find the equations of motion. Note that we can approximateM x as we didM α (36), such that
(51) Then by the logic of (37) and (38), we havė
The equations of motion that result, expressed in the usual Bloch coordinates, arė
We have again used a Rabi drive characterized byĤ = Ωσ y /2 + δσ z /2, orÛ ≈ 1 − iΩσ y dt/2 − iδσ z dt/2. Although, as we have noted above, the term δ technically must be non-zero, it is often possible to eliminate it from the equations and retain an adequate description of the state evolution [40] . As above, these equations are consistent with those derived from the SME, provided the SME output is correctly interpreted as an Itô equation, whose Stratonovich form then matches the above exactly. Once again, the corresponding operator for the SME has to be L = √ γe −iθ σ − , with readout r = √ γ(x cos θ−y sin θ)+ξ.
Simulated trajectories for the case θ = 0 and Ω = 0 are shown in Fig. 3(c) . These are again implemented by direct application of our Kraus operator and state update rule, with the readout drawn randomly from the appropriate Gaussian distribution at each timestep. The standard exponential decay, matching the un-monitored dynamics, is again recovered from averaging over an ensemble of simulated trajectories. As we have now successfully adapted our methods to homodyne detection and established that they behave correctly, as compared with previous known and accepted approaches, we can proceed by extending our analysis of this system into new examples which fill some gaps and clarify arguments made elsewhere in the literature.
B. Time reversal symmetry of the homodyne equations of motion
Here we show explicitly that the dynamical equations (53) which describe homodyne measurement of fluorescence are time-reversal symmetric, using the approach presented in ref. [27] , wherein similar and detailed analysis was performed for the heterodyne case. Timereversibility of the equations of motion may be surprising, since the fluorescence process appears to exhibit such a clear arrow of time. The irreversibility of fluorescence, despite the time-symmetry of dynamical equations, is manifest in having different probabilities for the forward and backward processes in general, associating a statistical arrow of time for the fluorescence measurement [26, 27, 29] . Here, the time-reversed dynamics can be considered as a legitimate measurement dynamics, starting from the time-reversed final state, Θ|ψ f evolving through the time-reversed counterpart of the forward sequence of states, back to the time-reversed initial state Θ|ψ i . The measurement operators of the backward dynamics are related to the forward dynamics by a Hermitian conjugate operation, i.e.,M B =M † F ; therefore the dynamical equations which describe the backward dynamics are also similar to the retrodicted dynamical equations [55] , but starting from the time-reversed final state.
To demonstrate the time reversal symmetry of homodyne detection of fluorescence, we look at the retrodicted dynamical equations corresponding to a homodyne measurement, where the quantum state is updated bȳ
We have parameterized the single-qubit density matrix ρ with Bloch coordinates according tō
Using the form of measurement operators given in Eq. (48) The dynamical equations now take the form,
Note that the retrodicted equations under the timereversal operation,x → −x,ȳ → −y,z → −z, and t → −T − t (i.e.,dt → −dt) looks exactly like the forward dynamical equations (53), demonstrating their time-reversal invariance; we have eliminated the drive in the equations above for brevity, but including it does not affect the result. Time reversal symmetry of the dynamical equations suggests that the forward dynamics and the reverse dynamics both represent a physical quantum trajectory on the Bloch sphere. Given the measurement record, one can associate a probability each to the forward and backward trajectories, which can be used to infer an arrow of time for the measurement dynamics, and subsequently characterize the irreversibility of homodyne measurement of fluorescence using the associated fluctuation theorems [26, 27, 29] .
C. Optimal Paths in the Ideal Case
We derive the optimal paths (OPs) [18, 19, 25, 28, 36, 47] for this system. OPs can be understood as the path extremizing the probability to get from one quantum state q i to another q f in a particular time interval, under the dynamics due to backaction from the continuous weak quantum measurement. Typically OPs will be most-likely paths (MLPs), which maximize the probability of the measurement record connecting a pair of boundary conditions, and follow the peak density of a post-selected sub-ensemble of trajectories initialized at q i . Generally, OPs should be confused neither with a globally most-likely path (i.e. the particular MLP postselected on the most likely final state after a given time interval), or with an average path. OPs are solutions to dynamical equations derived by expressing the joint probability for a sequence of quantum states and readouts in terms of an action
written in terms of the "stochastic Hamiltonian" H = p · F + G, where F[q, r] is a system of equations for the quantum state evolution under continuous monitoring, e.g. like (53) , and G[q, r] comes from expanding the probability density for the readout(s), e.g. like (50) . The variables p are some "momenta" conjugate to the generalized Bloch coordinates q which arise from the optimization process. The OPs, derived by a variational principle, are then solutions to Hamilton's equationsq = ∂ p H = F andṗ = −∂ q H, plus a key condition which optimizes the measurement record ∂ r H| r=r = 0. The Hamiltonian H (q, p) is obtained from H(q, p, r) either by substituting in r (q, p), or by directly integrating out Dr (which is straightforward analytically, in all cases where the integrand is Gaussian in r). The OPs are themselves possible quantum trajectories (sinceq = F is preserved, by construction), even though they are smooth curves satisfying a system of ordinary differential equations instead of a system of SDEs. The momenta p are not directly measurable, but play a substantive mathematical role, in that they effectively generate displacements in the quantum state q according to the optimal measurement record r . The degree of freedom in choosing an initial momentum p i is the same degree of freedom which allows for post-selections to many q f , although the mapping between the two is not necessarily one-to-one (see our work on "multipaths" for clarification of this point [25, 28, 40] ). For a more thorough review of the OP formalism, see appendix B, and/or the references therein.
Our focus now will be on applying it to the system at hand, namely a single qubit being continuously monitored via homodyne detection of its fluorescence signal; some work in this vein, albeit with a different emphasis, appears in [40] . Notice that the system of equations (53) can be simplified straightforwardly;ẏ = 0 if y = 0 and θ = 0, and then all the dynamics are in the xz-plane of the Bloch sphere. It is then easy to write down a stochastic Hamiltonian
for the OP dynamics (see appendix B) based on the for-mulas we have already derived above to describe the measurement, its backaction, and statistics [56] . The optimal readout obeys ∂ r H xz hom | r = 0, which we solve to obtain
we see that we have the signal √ γx, plus some additional terms which depend on the conjugate momenta p x and p z , which implement the optimized effect of the noise. We reiterate that the momenta p x and p z play a role in implementing changes in the state caused by the noise / measurement backaction; in the stochastic picture, the subsequent diffusion leads to many final states over an ensemble of noise realizations. In the OP picture, choosing a particular value of p i singles out a particular final state at later times, and the OP computed in this way is the quantum trajectory which connects the initial and final states by the extremal-probability measurement record r . We can simplify the equations even more. Consider a change to polar coordinates according to the canonical transformation
which preserves the Poisson brackets between all of the pairs of conjugate variables. Then we see that for the choice R = 1 and p R = 0, we haveṘ = ∂ p R H ,Rϑ hom = 0, meaning that we can look at dynamics purely on the great circle of the Bloch sphere at R = 1 (pure states), where states are parameterized entirely by a single coordinate ϑ (with ϑ = 0 ↔ |e and ϑ = π ↔ |g ). All together, this yields the Hamiltonian
which generates the OPs in the simplest case we can consider for this system. The phase space for this Hamiltonian is plotted in Fig. 4 , along with the time-derivative of the stochastic action S which is extremized by the OP dynamics (effectively,Ṡ gives an approximate representation of the probability cost involved with traversing certain regions of the OP phase space). A careful reading of these plots can provide an insightful overview of the system dynamics. First, we can immediately infer a rule of thumb: OPs with higher stochastic energy generically correspond to events which occur with lower probabilities (this is true to the extent that regions of large E correspond to regions of more-negativeṠ). Secondly, we see that all paths in the OP phase space eventually approach |g Fixed points appear at ϑ = 0 and π, at p = 0; the separatrices which pass through these points are shown in magenta. Those separatrices bound off distinct regions X, Y, and Z; each has some distinct behavior, all of them ultimately lead their paths to the ground state θ = π. The regions come in pairs due to the symmetry of the phase space, where + denotes that the paths in that region approach the ground state from below (with ϑ increasing), and their mirror images -approach from above (with ϑ decreasing). We plotṠ = H −pθ in the bottom panel; this quantity can be regarded as an approximate rate of probability decay, such that paths which spend time regions of more negativeṠ correspond to sequences of measurement results which are relatively less likely. The OP phase space regions are overlaid on the bottom plot in blue for reference.
Comparing the two panels, we see that we can associate paths with larger stochastic E with less-likely dynamics (as a rule of thumb).
(ϑ = π) in the long-time limit, as we expect they must; there are possibilities for this to occur in either direction around the Bloch sphere with some probabilities, but these pure-state OPs never cross through ϑ = π. The uni-directionality of the flow towards |g after t T 1 reflects our intuition that there should be a statistical arrow of time in the measurement-induced dynamics, as is discussed above and in detail elsewhere [27, 29] . A particular point in the phase space is worthy of further attention; the unstable fixed point at ϑ = 0 and p = 0 describes an OP which is stationary at |e for all time; this does not violate our intuition however, since the probability cost involved with sitting at that point is greater than for sitting very close to |g , such that it is still virtually impossible to post-select on a state still at |e after t T 1 . A less intuitive feature of the backaction revealed by this phase portrait is that it is possible for paths to start near the ground state, and pass through |e before asymptotically approaching |g again [57] . This suggests that the measurement process can actually cause the probability of the qubit being found in the more energetic of its states to rise in some realizations. Such behavior has been noted elsewhere [35] in simulations, as well as in our own; it is clear from Fig. 3(b-c) that the diffusive trajectories do not diffuse monotonically toward ground. A detailed description of the thermodynamics of these trajectories falls beyond our present scope, but is a fascinating area, enjoying increased recent research interest [58, 59] . Further details about OPs this system, for the case of Ω = 0, can be found in [40] , and more detailed investigations of the corresponding heterodyne cases can be found in [36] .
D. Inefficient Measurements
Inefficient measurement is easily included in the SME (7), and is completely described by the dimensionless parameter η ∈ [0, 1]. In the Kraus operator picture, we must modify amplitude of the signal going into the measurement apparatus; we will find a case intermediate between perfect measurements (2) and no measurement (18) , reflecting that some fraction of the information is lost rather than collected. A straightforward way to represent this is with an unbalanced beamsplitter placed in front of our (still otherwise ideal) measurement device, as shown in Fig. 1(d) . If a † creates a photon in the emitted field mode, the beamsplitter transforms it according to
where the surviving signal a † s goes to the detector, but the information in channel a † is lost, and outcomes (all of which could have occurred) in the latter channel must be traced out. We will do the trace of the lost channel in the Fock basis for simplicity (a sum of two terms is simpler than an integral over a continuous homodyne or heterodyne readout, although averaging over any complete set of hypothetical measurement outcomes is technically correct). The scheme we are describing, for homodyne detection with efficiency η, can be implemented with a pair of operatorŝ
for Fock states j = 0, 1 in the lost mode, i.e.
with a state update rule
The measured homodyne signal is computed according to projection onto the states |X exactly as above, and a drive could be added with unitaries in the same manner as above. The new operators (63) again denote a welldefined measurement, in that they form POVM elements, i.e.
We find the same agreement between the expansion of the state update (65) to O(dt), and the SME with finite η (converted to its Stratonovich form), as in every case discussed. Thus the description of η supposed by Fig. 3(d) and (62) is entirely equivalent to the description implicit in the SME, and clarifies the meaning of measurement "inefficiency". This is also readily connected to scenarios in which several observers simultaneously make measurements, and each gets only partial information [16] .
E. Simulations: Correspondence between Theory and Experiment, and the Physicality of the OP Lagrangian Manifold
We develop one more example in detail before concluding. In the homodyne θ = 0 case, the readout is r = √ ηγ x + ξ, and the equations of motion from either expanding (65) to O(dt), or converting the requisite SME from Itô to Stratonovich, arė
(a)
We show the evolution of the qubit state from |e , under the dynamics described by (67) and (69), for a realistic measurement efficiency η = 0.45. We show the density of simulated quantum trajectories at different times in (a-d); our methods reproduce the ellipses (70) described in the literature, demonstrating quantitative agreement with the relevant experimental literature [39, 41] . In (e), we plot the Lagrangian manifold projected down into the xz Bloch plane from the OP phase space at different times, starting with t = T1/2, up to t = 4T1 in increments of T1/2. The known analytic solutions (70) are plotted in grey, such that we can see the exact correspondence between the sampled LM, literature, and our simulations.
We immediately see that for this choice of measured quadrature, the y component of the dynamics can be eliminated with the choice y = 0, leaving only dynamics in the xz-plane of the Bloch sphere; we will assume y = 0 for the remainder of this section. These assumptions, with imperfect η, give us the simplest version of this system that can be compared directly with existing experiments. The last piece we need is an understanding of the probability density function from which the readouts are drawn; using the same methods as above, we find
Thus we see that simulations involve repeated state updates as per (65), with readouts drawn at each step from a Gaussian of mean x √ ηγ and with variance dt −1 . Optimal paths are derived from a stochastic Hamiltonian
where f x and f z are the RHS of (67a) and (67c), respectively. Our aim below will be to show the basic aspects of the dynamics revealed by these tools, and show that our simulations and OPs match relevant results in the experimental literature.
A particularly important feature of the dynamics under homodyne fluorescence detection (absent a Rabi drive or other dynamics) is that all trajectories are constrained to an ellipse in the Bloch sphere at any given time [39, 41] (and a similar ellipsoid is apparent in the heterodyne case [38] ). The functional form of these ellipses has been derived in the literature [41] , and follows
for the time-dependent function
where u 0 is set by the initial state according to
For example, with the initial state |e , we have u 0 = 1 at t = 0, and at any time t > 0 all possible trajectories evolving from |e under dynamics from the inefficient homodyne measurement can be found on the ellipse (70) (as a function of x); this ellipse is initially the great circle bounding the xz-plane of the Bloch sphere, and decays towards the ground state according to the time dependence (71). We develop this example in Fig. 5 . In the left four panels (a-d) we show the density of simulated trajectories originating at |e after different evolution times; we find essentially perfect agreement between the histograms of these simulated trajectory densities, and the analytic curves (70) known from the literature. We stress that in departure from many other quantum measurement scenarios, there are final states on which it is impossible to post-select in the present system; typically some states appear very rarely in the dynamics, but here large regions of the Bloch sphere are forbidden entirely. This serves as a confirmation that our model and simulation methods are correct, properly reflecting the experimental results available in this area.
We have often used a particular Lagrangian Manifold (LM) in the OP phase space to describe multipath dynamics [25, 28, 40] ; the LM in question is defined by a particular initial state q i , and a range of initial momenta p i , and is thus an N -dimensional surface living in the 2N -dimensional OP phase space. By choosing all p i for a particular state q i , this LM effectively contains the OP representation of all possible dynamics and outcomes that can happen from the specified initial state q i (because each p i generates a different optimal readout r , corresponding to a different post-selection q f after some given time) [60] . This is true generally across any continuous quantum measurement problems with diffusive trajectories, which are suitable for analysis with the OP formalism; however, the relative simplicity of the dynamics at hand make our current example ideal to illustrate this concept. In Fig. 5 (e) we show the projection of the LM just described into the xz-plane of the Bloch sphere (i.e. we evolve the OP equations from the initial LM we have described, and then flatten the manifold living in the four-dimensional phase space into a plot that appears in the coordinates only, at selected times). We then see that we have exact agreement between the LM and the analytic curves (70), consistent with the fact that the OPs are themselves possible quantum trajectories. This reinforces our statements about the consistency between the methods reviewed here, and the broader literature on continuous monitoring of fluorescence, but also serves to illustrate the role of the initial momenta p i in the OP formalism. Selecting a particular p i selects particular boundary conditions from the possible multitude, and the complete set of p i index a complete set of possibilities for the OPs originating at a particular state. The LM in question may seem a somewhat abstract mathematical object, but the example at hand highlights the ways in which it represents the physics of the system, and how initial states and optimal measurement records may be connected to different final boundary conditions implicit in the definition of the OP.
V. CLOSING REMARKS
Above we have presented a variety of old and new results concerning continuous monitoring of a qubit's fluorescence, with our treatment here originating from the basic rule (5) in all cases. This point of departure has previously been used quite successfully in describing heterodyne detection [36] of a qubit's fluorescence, generic open system decay channels [33] , and in studies of the arrow of time in quantum trajectories [27, 29] . We have reviewed all of these results above at at least a basic level. Some small, novel results are sprinkled in with the review of the old: we have extended the use of methods based on (5) to account for homodyne detection of qubit fluorescence, and demonstrated agreement between our procedure and those which have been used elsewhere concerning this type of measurement [14, [39] [40] [41] . We have additionally done full simulations of stochastic trajectories for photodetection, heterodyne, and homodyne detection, all in the same place for the first time, demonstrating utility of our methods as the basis of numerical simulation, and highlighting the similarities and differences between these different types of measurements.
We can take a larger view of the processes we have described. We are accustomed to talking about the fluorescence process in terms of the emission of individual photons at particular times, from a sudden jump in the qubit state, i.e. we typically discuss fluorescence in language which lends itself naturally to the photodetection case shown in Fig. 3(a) . This notion of a jump and photon emerging at a particular time were mathematically enforced in our framework by choosing outcomes in the Fock basis of the optical field, and with perfect measurement efficiency, we can say that we have collected complete information about the optical mode. The other measurements we have discussed, are however, just as "complete" (in the sense that we have a POVM, and a pure state at any given time, which reflects some tomographically-verifiable information about the qubit [38, 39] ). Our dyne measurements do not readily admit interpretation in terms of a photon emerging at any particular time; there is no single point along a trajectory in Fig. 3(b or c) to which we can point and say "this is when the photon was emitted". We can say that there was a pure qubit state at any given time, that its evolution reflects our having collected complete information about the environment, that that evolution depends how or what type of environmental information was collected, and that the dynamics on average reflect the same decay statistics we are used to regardless of the measurements (which is always the case in such continuous quantum measurement problems, and more or less the only thing we directly baked in from the start to derive our results). In other words, we have measured some sensible qubit evolution, at some point it began in |e and eventually wound up in |g following the same statistics that spontaneous emission always does, but none of the other details of our photodetection story carry over in a simple way to the case of generalized measurements. Quantum trajectories generally serve as an excellent point of departure for discussions about the foundations of quantum measurement, and the particular systems we have discussed here are no exception.
Lastly, we reiterate that we can make connections to other branches of the literature through the examples we have developed here. The decay statistics we have discussed imply an arrow of time, and prior analyses of the arrow of time in fluorescence measurements [27, 29] have emphasized heterodyne detection; we have extended those comments here to the homodyne case as well, clarifying the nature of that uni-directionality. Such issues fall more broadly under the purview of quantum thermodynamics; the examples we develop above can serve as a good entry point into this area. We were also able to make further connections with the optimal path description of quantum measurement [18, 19, 25, 28, 40, 47] . The particular examples we consider in the OP picture have not been published before, and we hope that the current presentation serves to further elucidate the role of the "momenta" in the OP equations, as well as to highlight the physical meaning of the LM used previously in analyses of multipath dynamics [25, 40] and chaos [28] . Our aim in drawing together these various elements in a single document is primarily pedagogical, and attempts to fill in some small gaps in the existing literature, to better connect existing works; we hope that our review of these results will make both past and future works based on the methods presented here easily accessible to the wider community. We consider the logic behind the scaling of the readouts in time in the dyne measurements, i.e. we justify the expressions (31) and (45) . The argument we offer follows directly from ref. [36] . Dyne measurements involve interfering the signal beam (which here contains only zero or one photon) with a strong coherent state LO. Recall that a coherent state
has a mean photon number
with fluctuations
This is a direct result of the fact that a coherent state generates the Poisson statistics expected from random arrival times around a constant underlying rate of photons, if we were to count them. A constant underlying rate is, of course, consistent with an assumption that the LO has constant power (on average, up to the quantum fluctuations). If hν is the energy per photon at frequency ν in the LO beam, then the LO power corresponds to the average photon number arriving in a time interval dt according to P = N hν/dt, and with fluctuations we have
Thus we stress that for fixed ν and P , the fluctuations in the LO go like √ dt. In other words, for fixed LO power, there are Gaussian fluctuations in the photocurrent with variance 1/dt for the signal to noise ratio, and it is precisely these physics which motivate the assignments (31) and (45) in modeling the heterodyne and homodyne measurements, respectively. That our formalism leads to agreement with standard tools like the SME, and with experimental data, further justifies the use of this intuition.
Appendix B: Review of Optimal Paths
We briefly review the derivation of optimal paths (OPs) for continuous quantum measurement, from the CDJ (Chantasri/Dressel/Jordan) path integral [18, 19, 47] , which has since been used for a variety of measurement types, and to elucidate a variety of phenomena in continuous quantum measurement [23, 25, 28, 36, 40] . We first review the theoretical derivation, used in the main text, and then comment briefly on the connection between that theory and experiment / simulation.
Deriving the Stochastic Hamiltonian and Equations of Motion
We begin by writing down the joint probability associated with a path (a sequence of readouts {r} and their associated states {q}), which may be expressed by
The δ-functions at the initial and final points apply the initial and final boundary conditions. The indices k run over time, such that if ρ k = ρ(t), then ρ(t + dt) = ρ k+1 and so on. We use
is an equation of motion, e.g. like (39) . The readouts are stochastic, and drawn from the density e.g. ℘(r k |ρ k ) = tr Mρ k M † , where M represents whatever measurement operation(s) is(are) being used (ample examples above). Recall that a δ-function may be written δ(q) = (2πi)
−dim(q) i∞ −i∞ dp exp [−p · q], where dim(q) is the dimension of q, and dp = dp 1 dp 2 ... dp dim(q) . We apply this identity to all δ-functions in (B1), such that in the time-continuum limit we have
for the boundary terms, and the shorthand G for the expansion to O(dt) of the log-probability for the readouts ln ℘(r|q) (see e.g. (35)).
In summary then, the probabilities of paths connecting boundary conditions can be written in a way which admits an optimization according to a least-action principle. Extremizing the probability corresponds to extremizing the stochastic action
where
is the stochastic Hamiltonian, assembled from a first-order equation of motion F for the system state, and first-order expansion of the log-probability density describing the readout statistics G. Action extremization in this case can be expressed much the same way as it is in classical mechanics,
which indicates that the OPs obey the equationṡ
These are Hamilton's usual equations in the coordinates (which now describe a quantum state, i.e. the q are generically some generalized Bloch coordinates), some conjugate momenta p, plus an additional equation which stipulates that the stochastic readouts be optimized, leading to some smooth r instead of the stochastic r. The OPs are thus smooth curves, and are solutions to a system of ODEs, rather than the SDEs which generate individual stochastic trajectories which arise in individual runs of an experiment. We will often solve for r (q, p), substitute it back into H, and then work with H (q, p) instead of H(q, p, r). H can equivalently be found "upstairs" in the path integral after integrating out D[r], which is possible analytically as long as the relevant expressions are Gaussian in r (we have yet to encounter a system where this is not the case). We reiterate that OPs are typically most-likely paths (MLPs), which can be understood as maximizing the probability to get from one quantum state q i to another q f in a particular time interval, under the dynamics due to backaction from the continuous weak quantum measurement. In other words, the formalism allows us to derive the optimal measurement record connecting any pair of boundary conditions. Ample discussion of the finer points of constructing and interpreting the OPs can be found in the references, and in the examples included in the main text above.
Comparing Theoretically Most-Likely Paths to Simulation
Our expectation in deriving most-likely paths (MLPs) according to the recipe above, is that they should correspond to a highest-probability peak in the post-selected sub-ensemble of trajectories connecting an initial and final state. Our aim here is to describe the procedure by which we approximate this concept in extracting a MLP from simulated SQTs or data, and show by example that such results are in good correspondence with those given by our theory. This has been performed in a variety of cases elsewhere [23, 28, 40] , and we here describe and perform the requisite analysis for solutions of (61) and the corresponding simulation.
We generically suppose that we are given a simulated ensemble of SQTs {ρ(t)}, initialized at a particular ρ 0 ; such trajectories are necessarily sampled over some small but discreet timestep dt, consistent with the simulation procedures described in the main body of the text above. We describe the numerical manipulations we perform on such a set of {ρ(t)} to extract an "experimental MLP" which may be compared directly with theory. These go as follows:
1. We begin by imposing the final boundary condition, i.e. we post-select on the desired ρ T , at a later time T . This means that we must pick a distance measure D(ρ 1 , ρ 2 ) between quantum states (e.g. fidelity, Bures distance, or similar), and keep the sub-ensemble for which D(ρ(t = T ), ρ T ) ≤ W , where W is some small widow or allowed tolerance about the chosen final state. We'll call the postselected sub-ensemble (PSSE) {ρ(t)} ps ; this is, by construction, the set of trajectories which connect ρ 0 to ρ T .
2. Our intuition about the meaning of the MLP is that it should follow a densest cluster of trajectories in {ρ(t)} ps ; in order to approximate this concept of a "densest cluster" numerically, we must rank each SQT in {ρ(t)} ps according to its distance to all other SQTs in {ρ(t)} ps . It is useful to construct a matrix of elements D nm , where n and m are indices which run over the SQTs in {ρ(t)} ps ; we write
where the sum over k runs over all the timesteps between t = 0 and t = T . The matrix D will be symmetric as long as the distance measure D is symmetric (we highly discourage the use of any distance measures for which this isn't the case, for our present purposes). Then each SQT can be assigned a distance score relative to all other elements We compare ideal (pure-state) simulations against OPs generated by (61), between a few boundary conditions. All times (x-axes) are expressed in units of T1, and all cases shown use Ω = 0. We plot the density of trajectories initialized at a given state ϑi, and post-selected to within ϑ f ± 0.01 at the final time on each plot; the density scale, which is normalized between the initial and final timesteps, is shown on the accompanying colorbar. The "experimental MLP" extracted from the post-selected SQTs, as described in sec. B 2, is shown over the density in dotted black, while the corresponding curve derived from the stochastic Hamiltonian (61) is shown in solid blue. In (a), we use ϑi = 1 2 , and ϑ f = −π + 0.01 at T = 10.1T1 (the post-selection window keeps SQTs which satisfy ϑ(10.1) ∈ [−π, −π + 0.02]). These boundary conditions are chosen such that the MLP shown approximately follows the separatrix in Fig. 4 from a state near |e , over the excited state, before decaying towards |g . In (b), we choose ϑi = π/2 = ϑ f , i.e. we pre-and post-select on
(|e + |g ), with evolution over a single decay time T1. We note that although the MLP stays basically stationary, the distribution underneath it is quite asymmetric; paths go further towards |e , on aggregate, than towards |g before turning around. Although getting good simulation statistics between these boundary conditions for long evolution times is difficult, we surmise that this trend continues, and ultimately bends the centroid of the distribution towards |e ; we conclude this based on the fact that the boundary conditions in question require a MLP from region Z+, as labeled on Fig. 4. of {ρ(t)} ps according toD n = m D nm , where a relatively smaller value ofD n indicates that trajectory n of is closer to other trajectories in the postselected set. These distances scores thus allow us to rank all of the trajectories in the PSSE.
3. The final step in the procedure is a simple average; we take the the closest-clustered 5%-10% of trajectories in {ρ(t)} ps , (those with the smallest 5%-10% ofD n ), and average them. The intent is that this be a smooth curve following the densest cluster of SQTs in {ρ(t)} ps .
We apply this procedure, and compare with the analytic solutions to (61), for a few selected boundary conditions, in Fig. 6 . We close with a few remarks about the procedure we have just described. We lack a formal proof that the numerical procedure just outlined necessarily always converges to the optimization we perform by the CDJ path integral method [18] . We nonetheless see in Fig. 6 that the present case continues to support the agreement between SQTs (from either simulation, or real data) and OPs, which have been successfully compared in many other scenarios as well [23, 28, 40] . In terms of practical considerations, we point out that the "experimental MLP" procedure above leads to an attrition in the number of SQTs used at each step, first due to post-selection, and then due to the ranking procedure. In order to obtain smooth results, it is necessary that at least several hundred SQTs make it into the final, most-closely clustered group which are averaged in step 3 above. The number of trajectories before post-selection, the size of the postselection window, and the overall probability for trajectories to reach the desired final state, all play a role in these final numbers. The finer the post-selection window, the more initial trajectories are required at the beginning in order to obtain smooth results. Post-selections on very rare events may be prohibitively difficult to verify in practice, simply due to the overwhelming amount of data that would need to be collected / generated in order to have an appropriate number of SQTs in the PSSE.
