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Abstract
Generative Adversarial Networks (GANs) are widely used models to learn complex real-
world distributions. In GANs, the training of the generator usually stops when the discrimi-
nator can no longer distinguish the generator’s output from the set of training examples. A
central question of GANs is that when the training stops, whether the generated distribu-
tion is actually close to the target distribution, and how can the training process reach to
such configurations efficiently? In this paper, we established a theoretical results towards un-
derstanding this generator-discriminator training process. We observe that during the earlier
stage of the GANs training, the discriminator is trying to force the generator to match the
low degree moments between the generator’s output and the target distribution. Moreover,
by simply matching these empirical moments over polynomially many training examples, we
prove that the generator can already learn notable class of distributions, including those that
can be generated by two-layer neural networks.
1 Introduction
Generative Adversarial Networks (GANs) [38] is one of the most popular models for generating
real-life data. Due to its great success, many variants have been proposed to improve the training
and generalization of GANs [39, 63, 43, 59, 76, 64, 75]. The goal of the GANs is to train a generator
(usually a deep neural network) G whose input x follows from the standard Gaussian distribution,
and whose output G(ω) is (in distribution) as close to the target distribution D? as possible. To
achieve the goal, a discriminator network D is simultaneously trained to distinguish G(ω) from D?.
The training process stops when a sufficiently trained discriminator can not distinguish G(ω) from
D? better than random guessing. In this case, we also call the generator G(ω) wins the game [16].
In this paper we focus on a popular variant of GANs called the Wasserstein GAN [13]. The
Wasserstein distance is a measurement between two probability distributions p, q, defined as:
WF (p, q) = sup
f∈F
|Ex∼pf(x)− Ex∼qf(x)|
Where F is certain set of functions. In Wasserstein GAN, the set of functions F is usually taken
to be a set of certain structured neural networks (the discriminators D). Therefore, the generator
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will win the game when:
sup
D∈F
|Eω∼N(0,I)D(G(ω))− EX∼D?D(X)| ≈ 0
Despite the great empirical success of Wasserstein GANs, the following fundamental question
still does not have a satisfying theoretical answer:
What does the generator G(ω) learn after it wins the game? How can it reach this wining
configuration efficiently?
Towards answering this question, many theoretical works have been proposed. Notably, the
works [20, 16, 21] studied the learnt distribution of the generator when the generator and discrim-
inator reaches the global optimal solution (or a Nash Equilibrium). However, the on the training
side, the theoretical works [62, 41, 58, 28, 29, 37, 54, 61, 55] have only established the local conver-
gence property of the GANs training process, or the convergence to such a global optimal solution
when the objective is convex-concave, leaving a huge gap between the local convergence results of
GANs and the learnt distribution of GANs after global convergence. Moreover, to the best of our
knowledge, up to now, there remains no theoretical result supporting the quality of a local optimal
solution of the GANs training objective. Even worse, it is a well-known empirical fact that there
can be an enormous amount of bad local optimal solutions for the GANs training objective, and
a careful balance between the generator and discriminator must be maintained during the training
to arrive at a good final solution. On the other hand, unlike in supervised training where the
training objective involving a (over-parameterized) deep neural network can be approximately con-
vex [9, 48, 4, 10, 31, 15, 14, 80, 30, 27, 42, 36, 52, 40, 74, 26, 81, 26], to the best of our knowledge,
there are also no theoretical result showing that the GANs training objective can be convex-concave,
when neural networks with non-linear activation functions are involved.
To bridge this gap between the convergence analysis of GANs training and the quality of the
final solution, in this paper, instead of studying the equilibrium conditions at the late stage of
the training, we propose to study the early phase of the GANs training – When the generator
and discriminator are not sufficiently trained yet. In particular, we ask the following fundamental
question:
What are the initial signals pick up by the generator G(ω) at the beginning of the training? What
are the initial functions learnt by the discriminator to distinguish G(ω) from the true distribution?
“Well begun is half done.” - Aristotle.
The recent advance in deep learning theory [8, 15] indicates that during the earlier phase of
training a (over-paramterized) neural network, the network is capable of learning a specific class of
functions: The class of low degree polynomials. In our case, when the discriminator falls into this
function class, in theory, the GANs learning process reduces to one of the most famous distribution
learning framework: The Method of Moments Learning. Specifically, the discriminator now
seeks for a mismatch between the low degree moments of the generator’s output and that of the
target distribution. The important observation is that:
Claim 1 (Method of Moment Learning). For every integer q ≥ 0, when F is the class of (bounded
coefficient) degree q polynomials,
sup
D∈F
|Eω∼N(0,I)D(G(ω))− EX∼D?D(X)| ≈ 0
2
if and only if for all non-negative integers c ≤ q:
Eω∼N(0,I)[G(ω)⊗c] ≈ EX∼D? [X⊗c]
Figure 1: Illustration of how the generator learn to match the moments between the output and
the true distribution on MNIST data set. X-axis: The average mismatch (`2 error) between the
moments. Y-axis: The number of training epochs. Left: A successful training where the generator
indeed learn to match the moments, Right: A unsuccessful training where the generator get stuck
and fail to match the moments. The two cases are generated under the same training configuration
and different random seeds. Purple line: the error reaches 0.05.
Following this framework, it remains to answer the question about what signals can the generator
network pick by simply matching the moment of the true distribution. This question has been widely
studied in the case when c = 2. In this case, the classical frameworks of PCA and CCA [2, 1, 3]
indicate that the generator will actually learn to match the variance of its output comparing to the
target distribution, in every single direction. However, for many more complicated distributions,
matching the variance would be insufficient to recover the true target. Towards this end, the
case when c > 2 has also received a notable amount of attention, and the tensor decomposition
framework [12] is proposed to show that matching moments of c > 2 can efficiently learn certain
classes of target distributions given by linear generative models, such as sparse coding, non-negative
matrix factorization etc. In this work, we extend the scope of method of moments to formally study
the signals learnt by a generator as a non-linear neural network. In particular, we show the following
theory:
Theorem (Main, Method of Moments, Sketched). Suppose the target distribution D? is generated
by D? = G∗#N (0, Id) for an unknown (poly-size) two-layer neural network G? with polynomial
activations, then for a learner two layer neural network G of the same or larger size, for every
ε > 0, given N = poly(d/ε) training examples ω1, ω2, · · · , ωN ∼ N(0, I) and X1, · · · , XN ∼ D?,
when a norm bounded generator G satisfies that for every r = O(1):∥∥∥∥∥∥ 1N
∑
i∈[N ]
G(ωi)
⊗r − 1
N
∑
i∈[N ]
X⊗ri
∥∥∥∥∥∥
2
F
≤ ε
then we must have that W (G(ω),D?) ≤ ε
In other words, the theorem says that the learner generator can sample efficiently recover the
true distribution generated by an unknown two-layer neural network G?, by matching the low-order
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moments between G(ω) and D?. Moreover, motivate by the tensor decomposition algorithm, we
also include an algorithm at the end to show how such generator G can be found computationally
efficiently as well. Moreover, given the recent advance in training neural network using gradient
descent [51], such generator could potentially be found by simply doing gradient descent starting
from random initialization as well. In figure 2, we demonstrate that one-hidden layer polynomial
generator can already learn to generate non-trivial images by matching the low degree moments.
Figure 2: Left: Samples generated by a two-layer generator neural network with quadratic activa-
tion functions trained on LSUN church data set (right). The discriminator is a three-hidden-layer
network with quadratic activation functions. Thus, the low-degree polynomial generator can
already learn highly non-trivial images by merely matching the moments up to order
8.
2 Related works
Generative Adversarial Networks The works [62, 41, 58, 28, 29, 37, 54, 61, 55] considered
either local convergence property of the GAN training, or the global convergence property when
the objective is convex-concave However, there is no clear evidence of how the local property can be
transferred to learning the real distribution D∗, and it is also not clear when the training objective
of GAN is convex-concave.
The works [32, 45] studied the global convergence of Wasserstein GAN when the generator
network is one-layer neural network and the discriminator is a (specially designed) quadratic/linear
function. Since the discriminators are no more than quadratic, the training objective reduces to
solving an Cholesky decomposition of a matrix M . In our case, to learn a good generator, a high
degree discriminator is required, and the training objective involves tensor decomposition.
The work [21] focused on the situation when the generator is invertible (or injective). In this
case, the image of both G(ω) and G∗(ω) each have density functions p and q that cover the entire
space. Thus, one can use discriminator D to compute log p− log q and minimize the KL-divergence
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between p, q. In this special case, it can also minimize the Wasserstein distance. Our work does not
require the image of G,G∗ to be injective, so there could be no density function for G and G∗. Our
result relies on a different technique to match the moment between G and G∗ instead of minimizing
the KL-divergence.
The work [77] showed that one-layer neural networks with ReLU activation are dense in the space
of Lipschitz functions, however, it does not provide any efficient sample complexity guarantee.
Learning one hidden layer neural network with Gaussian inputs Learning one-hidden-
layer neural network under standard Gaussian inputs is a popular research direction. However, most
of the existing works focus on supervised learning setting. We refer to [53, 34] and the citations
therein. In particular, the recent work [51] shows that a tensor-decomposition-like objective can
be learnt using a two-layer ReLU neural network efficiently by simply doing gradient descent from
random initialization.
Method of Moments Our work is also related to the Method of Moments, a well-known ap-
proach to learn an underlying distribution. Method of Moments has been used in many other
machine learning problems such as mixture of Gaussian distribution [71, 60], topic models [11],
hidden Markov models [12], dictionary learning [17], mixture of linear regression [48] and so on,
and has been used to design practical GANs [46] as well. To the best of our knowledge, method
of moments (beyond order two) has not been explicitly studied to understand the performance of
Wasserstein GANs.
3 Preliminary
We begin by introducing some notations: For a function f : Rd → R, we define the Lipschitz
constant of the function f as:
‖f‖Lip = sup
x 6=y
|f(x)− f(y)|
‖x− y‖2
For random variables X,Y in Rd, we define the Wasserstein-1 distance W1(X,Y ) as:
W1(X,Y ) = sup
f :Rd→R,‖f‖Lip≤1
E[f(X)]− E[f(Y )]
We use G : Rd → RD to denote the generator network in the learner, and D : RD → R to
denote the discriminator network in the learner. We use D∗ to denote the true distribution where
the training data X are sampled from. We use N to denote the number of training examples. For
a (finite) set Z of training examples, we use X ∼ Z to denote X is a uniformly at random sample
from the set Z.
We use N (µ,Σ) to denote a normal distribution with mean µ and covariance Σ. We use Id (or
sometimes I for simplicity) to denote the identity matrix in dimension d. We use G#N (0, Id) to
denote the random variable G(ω) where ω ∼ N (0, Id)).
We use λ(X), σ(X) to denote the set of eigenvalues of matrix X and the set of singular values
of X respectively. Also:
λmin(X) = min
λ∈λ(X)
|λ|, σmin(X) = min
σ∈σ(X)
|σ|
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Last but not least, we list some notations on tensor decomposition theory. For vector α ∈ Rd,
we use α⊗3 to denote a d× d× d tensor T where:
Tijk = αiαjαk
Also, for a tensor T ∈ Rd×d×d and matrix G ∈ Rd×d, we denote T ′ = T [G,G,G] as a new tensor
with the same shape as T where:
T ′ijk =
d∑
a,b,c=1
TabcGiaGjbGkc
Our Model Our work focus on the Wasserstein GAN model. In this model, the the set of all
functions (with Lipschitzness bounded by one) is replaced by a set of (norm bounded) discriminator
neural networks. Given N i.i.d. samples Z = {Xi}Ni=1 from distribution D∗ and N i.i.d. samples
S = {ωi}Ni=1 from N (0, Id), the Wasserstein GAN training objective is given as:
L(G,D) = EX∼Z [D(X)]− Eω∼S [D(G(ω))]
In this paper, we focus on the realizable case where the distribution D∗ is realizable by a two-
layer neural network, given as:
G∗k(ω) =
r∑
i=1
α
∗(i)
k h(v
∗(i)
k · ω) (k = 1, 2, · · · , D)
Where h is an activation function. We shall parameterize the learner network as
Gk(ω) =
r∑
i=1
α
(i)
k h(v
(i)
k · ω) (k = 1, 2, · · · , D)
Where α
(i)
k ∈ R and v(i)k ∈ Rd are trainable parameters. In the end, we also consider the
discriminator network as D(X) = ReLU(〈g, X〉 + b), where g ∈ Rd and b ∈ R are trainable
parameters. We shall summarize our main result in the following section.
4 Statement of the main result
Our main result shows that when the weights in the target generator network α
∗(i)
k and v
∗(i)
k is
sampled from a smooth distribution, then using the aforementioned generator and discriminator as
the learner network, the Wasserstein GAN training objective can minimize the Wasserstein distance
between G(ω) and D∗ almost surely. Here, we consider a smooth distribution as α∗(i)k ∼ ([α∗(i)k ]0, σ2)
and (v
∗(1)
k ,v
∗(2)
k , · · · ,v∗(r)k ) is the first r columns of a random d× d orthogonal matrix (under Haar
Measure). For regularity, we assume that |α∗(i)k | = Θ(1) and σ = o(1). Given ground truth
distribution D∗ generated by this G∗, our main theory can be summarized as the follows:
Theorem (Main; Method of Moment). For every σ, ε > 0, for every constant p, r satisfies the
generic condition, for every h(z) being a degree-p polynomial of z with constant coefficient, for
N0 = poly
(
1
δ ,
1
σ
) · poly(D, d, 1 ), given N = Ω(poly(N0)) training examples {Xi}Ni=1 sampled from
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D∗, with probability at least 1 −D2δ, for every generator network G with |α(i)k |, ‖v(i)k ‖2 ≤ poly(d)
such that ∥∥∥∥∥∥ 1N
∑
i∈[N ]
G(ωi)
⊗r − 1
N
∑
i∈[N ]
X⊗ri
∥∥∥∥∥∥
2
F
≤ poly(ε)
N0
We must have that
W1(G#N (0, I),D∗) ≤ ε
where G#N (0, I) stands for the pushforward measure, which means the distribution sampled by
G(z), z ∼ N (0, I).
We defer the definition of the generic condition to Equation (1) as well as Section A of Appendix
for a more general version. Moreover, we point out that the generic condition holds for every
constant p ≤ 10 and r ≤ 100.
Our approach: Method of Moments Our approach is based on the recent technique of tensor
decomposition [12]. We first show that when the moment of one coordinate: Gk(ω) matches the
moment of G?k(ω), then for all i, the coefficient α
(i)
k must matches α
∗(i)
k . After that, we consider the
moment between the coordinates of Gk and G
?
k. Using a careful reduction to tensor decomposition,
we can show that when the joint moment of Gk, Gk′ matches G
?
k, G
?
k′ , then the vectors v
(i)
k and
v
?(i)
k must be close as well, hence we conclude that the Wasserstein distance between G and G
? is
small.
Extensions to ReLU discriminators We also observe that a one-hidden-layer ReLU discrim-
inator can be used to efficiently simulate any low degree polynomial, i.e. For any p(z) = zq and
ε > 0, there must be weights w1, · · · , wC , b1, · · · , bC for some value C depends on log 1ε and q such
that
∑
i ReLU(wiz + bi) ∈ [p(z) − ε, p(z) + ε] for every z with |z| ≤ 1. Thus, if the generator
wins against the ReLU discriminator, then the generator wins against any low degree polynomial
discriminator. In this case, we then show that the generator must (approximately) match all the
low degree moment between G(ω) and G?(ω) as well.
How Wasserstein GAN minimizes Wasserstein distance Our method also sheds light on
how Wasserstein GAN can learn the true distribution: Since now instead of learning the true
distribution of G?(ω) and find a mismatch between the distribution of G and G? (which could
be very hard), the discriminator will simply try to find a mismatch of the lower order moment
between G(ω) and the true distribution. Thus, the generator will simply update its weights to
match all the lower order moment of D∗. By doing so, we actually show that the generator is
already learning the distribution: In fact, the generator needs to minimize a objective consists of
certain tensor Frobenius norm difference between a,v and a?,v?. Our main theorem shows that
such an objective must imply that a,v is close to a?,v?. Moreover, Prior works have also shown
how such a tensor Frobenius minimization problem can be solved efficiently using gradient descent
in certain cases [33].
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5 Warm Up: two-layer Generator with Cubic Activations
To present the simplest form of our result, we first consider the situation where both the learner
and target generators are two-layer networks with cubic activations (or cubic generators for short).
Denote G,G∗ : Rd → RD be the learner and target generators with the following form:
Gk(ω) =
r∑
i=1
α
(i)
k (v
(i)
k · ω)3, G∗k(ω) =
r∑
i=1
α
∗(i)
k (v
∗(i)
k · ω)3 (k = 1, 2, · · · , D)
Here, both v
(i)
k (i = 1, 2, · · · , r) and v∗(i)k (i = 1, 2, · · · , r) are orthonormal vector groups, and the
weights of the ground truth generator α
∗(i)
k > 0. (This assumption is reasonable since we can shift
the direction of v if its corresponding α < 0). The input vector of generators is drawn from normal
Gaussian distribution: ω ∼ N (0, Id). Firstly, we introduce a concept of (τ,A)-robustness.
Definition 1. (τ,A)-robustness: A rank-r cubic generator G∗k is called (τ,A)-robust if its weights
α
∗(i)
k i ∈ [r], k ∈ [D] satisfy the following conditions:
∀i ∈ [r], k ∈ [D] : τ < α∗(i)k < A
∀i 6= j ∈ [r], k ∈ [D] : |α∗(i)k − α∗(j)k | > τ
In the following parts, we assume that the ground truth generator satisfies the (τ,A)-robustness,
and furthermore we prove that the learner generator can uniquely determine the target generator
only by polynomial discriminators. We will also give the corresponding sample complexity which
means the number of inputs we need to sample to make the learner generator creates a distribution
that is -approximated to the ground truth:
W1
(
G#N (0, Id), G∗#N (0, Id)
)
< 
Here, W1 stands for the Wasserstein-1 distance between distributions and # stands for the push-
forward measure.
5.1 Identifiability with Polynomial Discriminator
5.1.1 Intro-component Moment Analysis
Theorem 1. For ∀k ∈ [D], if M i(Gk) = M i(G∗k) for i = 2, 4, · · · , 2r, then there exists a permuta-
tion σ : [r]→ [r] such that: α(σ(i))k = α∗(i)k holds for ∀i ∈ [r]. Here:
M i(Gk) = E
ω∼N (0,I)
[Gk(ω)]
i, M i(G∗k) = E
ω∼N (0,I)
[G∗k(ω)]
i
are the order-i moments of variables Gk(ω) and G
∗
k(ω).
Remark. The theorem above means that for any single node, if its moments of order 2, 4, · · · , 2r
are identified, then its coefficients α
(i)
k (i = 1, 2, · · · , r) are also uniquely determined. It’s worth
mentioned that we only use moments of even number order because for each odd number i, it’s ob-
vious that M i(Gk) = M
i(G∗k) = 0 because both [Gk(x)]
i and [G∗k(x)]
i are homogeneous polynomials
with order 3i, which is an odd number. It leads to the zero expectation of variables Gk(ω) and
G∗k(ω). Therefore, only when i is even, the equation M
i(Gk) = M
i(G∗k) is nontrivial.
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5.1.2 Inter-component Moment Analysis
In the section above, we conduct moment analysis for each component, which proves the identifia-
bility of weights α
(i)
k k ∈ [D], i ∈ [r]. In this section, we will show the relationship between v(i)k and
v
∗(i)
k by calculating the inter-component moments. Before that, we introduce a concept of Cubic
Expectation Matrix (CE-Matrix) and give an assumption of its invertibility.
Definition 2. CE-Matrix: Given a dimension r, r coefficients λ1, λ2, · · · , λr and r independent
random variables ω1, ω2, · · · , ωr which follows the normal Gaussian distribution. Denote:
Q = λ1ω
3
1 + λ2ω
3
2 + · · ·+ λrω3r
Then we list all the 3-order and 1-order monomials with variables ω1, · · · , ωr. It’s not difficult to
know that there are altogether r +
(
r+2
3
)
= 16r(r
2 + 3r + 8) , Kr different monomials. We denote
them as: P1, P2, · · · , PKr .
P1 = ω
3
1 , · · · , Pr = ω3r , Pr+1 = ω21ω2, · · · , PKr = ωr
The CE-Matrix is a Kr ×Kr polynomial matrix in the following form:
Tij = E
ω∼N (0,1)
[
Pi ·Q2j−1
]
i, j ∈ [Kr]
We mark this CE-Matrix as: T = CE[λ1, λ2, · · · , λr].
Invertibility of CE-Matrix For any dimension 2 6 r 6 50, we have verified by computer that
the polynomial matrix above is invertible. Or in other words, the determinant of CE-Matrix isn’t
equal to zero polynomial.
det (CE[λ1, λ2, · · · , λr]) 6= 0 (1)
We believe that CE-Matrix is always invertible for every r ≥ 2. When the inequality above holds,
we say that this r satisfies the generic condition.
Theorem 2. According to the invertibility of CE-Matrix, once α
(i)
k = α
∗(i)
k holds for ∀k ∈ [D], i ∈
[r], assume for ∀i 6= j ∈ [D]:
E
ω∼N (0,I)
(Gi(ω))
K
Gj(ω) = E
ω∼N (0,I)
(G∗i (ω))
K
G∗j (ω)
holds for K = 1, 3, · · · , 2Kr − 1. Then we have:
v
(a)
i · v(b)j = v∗(a)i · v∗(b)j
holds for a, b ∈ [r].
5.2 Sample Complexity
After the identifiability we discuss above, there is another important property which is the sample
complexity. Firstly, we state our conclusion on the sample complexity of intro-component moment
analysis. With loss of generality, assume α
(1)
k < α
(2)
k < · · · < α(r)k , α∗(1)k < α∗(2)k < · · · < α∗(r)k holds
for ∀k ∈ [D].
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Theorem 3. For each k ∈ [D], we list r equations:
M i(Gk) =
1
N
N∑
t=1
(
G∗k(ω
(t))
)i
= M i(G∗k) (i = 2, 4, · · · , 2r)
here the M i(G∗k) stands for the empirical mean since we can’t obtain the knowledge about the
moment of the target generator in advance. After solving these equations, we can get a unique
learner generator Gk which satisfies:(
r∑
i=1
|α(i)k − α∗(i)k |2
)1/2
<
(
C1(6r)
3r · Ar+1
τ
)3r
·
√
log(Dre2/δ)
N
holds for ∀k ∈ [D] with probability at least 1 − δ over the choice of samples ω(t). Here C1 is an
absolute constant.
Next, we state the sample complexity of inter-component moment analysis.
Theorem 4. For each i 6= j ∈ [D], we list Kr equations:
Mk,1(Gi, Gj) =
1
N
N∑
t=1
(G∗i (ω
(t)))k · (G∗j (ω(t))) = Mk,1(G∗i , G∗j ) (k = 1, 3, · · · , 2Kr − 1)
After solving these equations, we can get a learner generator Gk, such that: with probability larger
than 1− 5δ over the choice of α∗(i)k ,v∗(i)k k ∈ [D], i ∈ [r], it holds that:
|v(a)i · v(b)j − v∗(a)i · v∗(b)j | <
(
C ′r23A6
τδ
√
σ
)9r6
· d8
√
log(e2(Dr + 2r3)/δ)
N
+O
(
1
N
)
, µ3
where C ′ is an absolute constant.
After we analyze the intro-component and inter-component moments between learner generator
and target generator, we are finally able to estimate their Wasserstein distance.
W1(G#N (0, I), G∗#N (0, I)) = sup
Lip(D)61
[
E
ω∼N (0,I)
D(G(ω))− E
ω∼N (0,I)
D(G∗(ω))
]
Theorem 5. (Main theorem) With probability at least 1 − 5D22 δ over the choice of the target
generator G∗, we can efficiently obtain a learner generator G only by polynomial discriminators,
such that:
W1(G#N (0, I), G∗#N (0, I)) <
√
D · d4
(
Cr23A6
τδ
√
σ
)5r6
4
√
log(e2(Dr + 2r3)/δ)
N
+ o
(
1
N1/4
)
Here, each α
∗(i)
k is sampled independently by distribution N (M,σ). Each vk = (v∗(1)k ,v∗(2)k , · · · ,v∗(r)k ) ∈
Rd×r is the first r column of an arbitrary orthogonal matrix. M is a constant positive integer. We
also assume that the target generator satisfies the (τ,A)-robustness. This theorem also tells us that
in order to make the Wasserstein distance smaller than , the number of samples we need is:
N = Ω˜
(
poly
(
r,
A
τ
,
1
δ
,
1
σ
)poly(r)
· d16D2
(
1

)4)
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6 Other Forms of Generators and Discriminators
In this section, we will show that cubic generator can be extended to higher degree generator, and
the polynomial-type discriminator can be extended to a more general two-layer ReLU network.
6.1 Extension of Generators to Higher Order
Actually, we can use very similar approaches to prove the identifiability and sample complexity
of higher degree generators. Firstly, we list r intro-component moments for each component and
uniquely determine the parameters α
(i)
k by Vieta’s Theorem. Then, we list K
(d)
r inter-component
moments for each component pair. Here, the definition of K
(d)
r is similar to the one above, and:
K(d)r =
d∑
i=1
(
r + 2i− 2
2i− 1
)
Then we can get a tensor decomposition form of the inner products of each vector pairs (like the
v
(a)
k and v
(b)
l ) above. And finally, due to the uniqueness of tensor decomposition and Lemma 4.
We can uniquely determine the learner generator to be exactly the same as target generator.
After extending our generators to be with higher order, we consider the situation where both
the learner and target generators are order-p rank r < d orthogonal tensor multiplication functions.
Denote G,G∗ : Rd → RD be the learner and target generator functions with the following form:
Gk(ω) =
r∑
i=1
α
(i)
k (v
(i)
k · ω)p, G∗k(ω) =
r∑
i=1
α
∗(i)
k (v
∗(i)
k · ω)p (k = 1, 2, · · · , D)
Here, both v
(i)
k (i = 1, 2, · · · , r) and v∗(i)k (i = 1, 2, · · · , r) are orthonormal vector groups, and
the weights of the ground truth generator α
∗(i)
k > 0. The input vector of generators is drawn from
normal Gaussian distribution: ω ∼ N (0, Id). Similarly, we assumeG∗ satisfies the (τ,A)-robustness.
With almost the same mathematical techniques, we can guarantee its identifiability with polynomial
discriminators (or in other words, under moment analysis). Just like cubic generators, we can also
calculate its corresponding sample complexity.
Theorem 6. (Intro-component Moment Analysis) For each k ∈ [D], we list r equations:
M i(Gk) =
1
N
N∑
t=1
(
G∗k(ω
(t))
)i
= M i(G∗k) (i = 2, 4, · · · , 2r)
After solving these equations, we can get a unique learner generator Gk which satisfies:(
r∑
i=1
|α(i)k − α∗(i)k |2
)1/2
< O˜
(
1√
N
· poly
(
p, r,
A
τ
,
1
δ
)poly(p,r))
holds for ∀k ∈ [D] with probability at least 1− δ over the choice of samples ω(t).
Theorem 7. (Inter-component Moment Analysis) For each i 6= j ∈ [D], we list K(p)r equations:
Mk,1(Gi, Gj) =
1
N
N∑
t=1
(G∗i (ω
(t)))k · (G∗j (ω(t))) = Mk,1(G∗i , G∗j ) (k = 1, 3, · · · , 2K(p)r − 1)
11
After solving these equations, we can get a learner generator Gk, such that: with probability larger
than 1− δ over the choice of α∗(i)k ,v∗(i)k k ∈ [D], i ∈ [r], it holds that:
|v(a)i · v(b)j − v∗(a)i · v∗(b)j | < O˜
(
poly(d)√
N
· poly
(
p, r,
A
τ
,
1
δ
,
1
σ
)poly(p,r))
Theorem 8. (Main theorem for Cubic Generators) With probability at least 1 − D2δ over the
choice of the target generator G∗, we can efficiently obtain a learner generator G only by polynomial
discriminators, such that:
W1(G#N (0, I), G∗#N (0, I)) < O˜
(√
D · poly(d)
N1/4
· poly
(
p, r,
A
τ
,
1
δ
,
1
σ
)poly(p,r))
Here, just like the cubic occasion, each α
∗(i)
k is sampled independently by distribution N (M,σ).
Each vk = (v
∗(1)
k ,v
∗(2)
k , · · · ,v∗(r)k ) ∈ Rd×r is the first r column of a random orthogonal matrix
(under Haar Measure). M is a constant positive integer. We also assume that the target generator
satisfies the (τ,A)-robustness. This theorem leads to the sample complexity estimation we need:
N = Ω˜
(
poly
(
p, r,
A
τ
,
1
δ
,
1
σ
)poly(p,r)
· poly
(
D, d,
1

))
6.2 Extension of Discriminators to 2-layer Networks
On the other hand, we will discuss the extension from polynomial type discriminator to two-
layer ReLU discriminator. According to the existing results [57, 23], we know that any Lipschitz
function can be approximated by two-layer ReLU networks under L∞, which obviously include the
polynomial functions with finite degree. Therefore, a more general two-layer ReLU networks can
overlap the polynomial functions, which makes our conclusion verified.
6.3 Extension of Cubic Generators to Polynomial Generators
In the cubic generators, we have the following form:
G∗k(ω) =
r∑
i=1
α
∗(i)
k h(v
∗(i)
k · ω) (k = 1, 2, · · · , D).
Here, h(z) = z3 is the cubic function. In this section, we introduce a more general setting where
the activation function h can be any high-degree polynomial with generic condition. Under this
new setting, we name our generators to be polynomial generators, which is much more general than
cubic ones. For polynomial generators, we have similar results as that of cubic generators above in
Section 5.
For intro-component moment analysis, the only difference we have is the moments of random
variables Y = h(ω) and Z = ω3. It will change some coefficients in the proofs of Theorem 1 and
Theorem 3, but won’t change the proof lines. Similarly, we have:
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Theorem 9. (Intro-component Moment Analysis for Polynomial Generators) For each k ∈ [D],
we list r equations:
M i(Gk) =
1
N
N∑
t=1
(
G∗k(ω
(t))
)i
= M i(G∗k) (i = 2, 4, · · · , 2r)
where, Gk(ω) =
∑r
i=1 α
(i)
k h(v
(i)
k · ω) is the learner generator, G∗k(ω) =
∑r
i=1 α
∗(i)
k h(v
∗(i)
k · ω) is the
target generator, and h is the polynomial activation function. After solving these equations, we can
get a unique learner generator Gk which satisfies:(
r∑
i=1
|α(i)k − α∗(i)k |2
)1/2
< O˜
(
1√
N
· poly
(
κ, p, r,
A
τ
,
1
δ
)poly(κ,p,r))
holds for ∀k ∈ [D] with probability at least 1 − δ over the choice of samples ω(t). Here, κ is the
degree of polynomial h.
For inter-component analysis, the situation is also very similar. Only we need is a CE-Matrix
with a larger size. We have:
Theorem 10. (Inter-component Moment Analysis for Polynomial Generators) For each i 6= j ∈
[D], we list K equations:
Mk,1(Gi, Gj) =
1
N
N∑
t=1
(G∗i (ω
(t)))k · (G∗j (ω(t))) = Mk,1(G∗i , G∗j ) (k = 1, 2, · · · ,K),
where, K = O
(∑κ
i=1
(
r+i
i+1
))
. After solving these equations, we can get a learner generator Gk,
such that: with probability larger than 1 − δ over the choice of α∗(i)k ,v∗(i)k k ∈ [D], i ∈ [r], it holds
that:
|v(a)i · v(b)j − v∗(a)i · v∗(b)j | < O˜
(
poly(d)√
N
· poly
(
κ, p, r,
A
τ
,
1
δ
,
1
σ
)poly(κ,p,r))
.
Finally, we obtain the main theorem on the sample complexity upper bound.
Theorem 11. (Main theorem for Polynomial Generators) With probability at least 1−D2δ over the
choice of the target generator G∗, we can efficiently obtain a learner generator G only by polynomial
discriminators, such that:
W1(G#N (0, I), G∗#N (0, I)) < O˜
(√
D · poly(d)
N1/4
· poly
(
κ, p, r,
A
τ
,
1
δ
,
1
σ
)poly(κ,p,r))
Here, just like the cubic occasion, each α
∗(i)
k is sampled independently by distribution N (M,σ).
Each vk = (v
∗(1)
k ,v
∗(2)
k , · · · ,v∗(r)k ) ∈ Rd×r is the first r column of a random orthogonal matrix
(under Haar Measure). M is a constant positive integer. We also assume that the target generator
satisfies the (τ,A)-robustness. This theorem leads to the sample complexity estimation we need:
N = Ω˜
(
poly
(
κ, p, r,
A
τ
,
1
δ
,
1
σ
)poly(κ,p,r)
· poly
(
D, d,
1

))
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7 Experimental Results
In this section, we conduct some simple experiments to test and verify our conclusions. In our
experiment, we use quadratic functions, 4-degree functions or 6-degree functions with rank 2 as
both learner and target generator G,G∗ : R4 → R8.
Gk(ω) =
r∑
i=1
(α
(i)
k · ω)p, G∗k(ω) =
r∑
i=1
(α
∗(i)
k · ω)p k ∈ [D]
In the following figures, we use linear functions, quadratic functions, 1-layer ReLU networks, 2-layer
ReLU networks as discriminators respectively. The left one shows the change of Wasserstein loss
L(G,D) by iterations while the right one shows the change of the parameter distance between the
learner generator and target generator. We calculate the actual parameter distance by directly
comparing their parameters.
d(G,G∗) = ‖KTK −K∗TK∗‖F
Here, K = (α
(1)
1 , α
(2)
1 , · · · , α(1)D , α(2)D ), K∗ = (α∗(1)1 , α∗(2)1 , · · · , α∗(1)D , α∗(2)D ). As our results show, the
parameter distance can well approximate the actual Wasserstein distance between G#N (0, I) and
G∗#N (0, I).
While training, we use the Wasserstein loss with gradient penalty as loss function. We use 1e-3
and 1e-4 as the learning rate of the generator optimization step and discriminator optimization
step. From the results, we can see that, when using linear, quadratic and cubic discriminators, the
parameter distance does not converge to 0. That’s because linear, quadratic and cubic discrimi-
nators are too weak to distinguish different generators, or in other words, using moments ≤ 3 are
not enough. When using much complicated one-hidden-layer ReLU networks, the Wasserstein loss
converges and the parameter distance also converges to 0 very quickly. The higher the function
degree is, the quicker the parameter distance converges to 0.
(a) Wasserstein Loss (b) Parameter Distance
Figure 3: Discriminators as Linear Functions
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(a) Wasserstein Loss (b) Parameter Distance
Figure 4: Discriminators as Quadratic Functions
(a) Wasserstein Loss (b) Parameter Distance
Figure 5: Discriminators as Cubic Functions
(a) Wasserstein Loss (b) Parameter Distance
Figure 6: Discriminators as one-hidden-layer ReLU Networks
8 Discussion
In this paper we made a preliminary step understanding how the generator-disciminator training
framework in GANs can learn the true distribution. We immediately see a sequence of open
directions following our work: First, one can study the later phase of the training, when the
discriminator starts to learn more complicated functions than low degree polynomials. Second,
one can hope to extend our framework to generator neural networks with more layers. The recent
advance in deep learning [5, 6] that extends the study of two-layer neural networks [44, 68, 73,
35, 67, 70, 25, 79, 53, 24, 50, 72, 22, 78, 47, 49] might make this direction a not-so-remote goal.
Another possible direction is to extend our study to other popular target distributions such as
15
(a) Wasserstein Loss (b) Parameter Distance
Figure 7: Discriminators as 2-layer ReLU Networks
sparse coding/non-negative matrix factorization [18, 19, 49, 47, 7]
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9 Omitted Proofs in Section 6
9.1 Some Simple Lemmas and Properties
Before we start to prove our main theorems, we give some useful properties and lemmas first.
Lemma 1. Assume random variable ω is sampled from the standard Gaussian distribution with
dimension n, then for any orthogonal matrix G ∈ Rn×n, distribution of random variable G · ω is
also the standard Gaussian. Or in other words,
G#N(0, In) = N(0, In)
Here, # is the pushforward measure.
Lemma 2. For orthonormal vectors α1, α2, · · · , αk ∈ Rn (k 6 n), there exists an orthogonal
matrix G, such that:
∀i ∈ [k], Gαi = ei
Here, ei ∈ Rn is a unit vector with the i-th component 1 and the others 0.
proof. Let {β1, β2, · · · , βn−k} be a set of orthonormal basis of linear space [span(α1, α2, · · · , αk)]⊥.
Then matrix G = (α1, · · · , αk, β1, · · · , βn−k)T is orthogonal and it’s easy to verify that: Gαi = ei
holds for all i ∈ [k], which comes to the conclusion.
Lemma 3. Vectors αi, βi ∈ Rm (i = 1, 2, · · · , n) (n > m) satisfy the following conditions:
(1) Both A = (α1, α2, · · · , αn) and B = (β1, β2, · · · , βn) are full rank matrices.
(2) ∀i, ‖αi‖2 = ‖βi‖2
(3) ∀i 6= j, αi · αj = βi · βj
Then, there exists an orthonormal matrix G ∈ Rm×m, such that: ∀i ∈ [n], αi = Gβi.
proof. Without loss of generality, assume that α1, α2, · · · , αm are linearly independent. Denote
A = (X,A1) and B = (Y,B1). Here, X,Y ∈ Rm×m, A1, B1 ∈ Rm×(n−m). According to condition
(2) and (3), we have: ATA = BTB and we need to prove that there exists an orthogonal matrix
such that: A = GB.
ATA = BTB ⇒
(
XT
AT1
)
(X,A1) =
(
Y T
BT1
)
(Y,B1)
⇒ XTX = Y TY,XTA1 = Y TB1 (2)
According to the polar decomposition of matrices, we know that there exists orthogonal matrices G1
and G2, such that:
X = G1
√
XTX,Y = G2
√
Y TY = G2
√
XTX
which means for orthogonal matrix G = G1G
−1
2 , X = GY . Since we have assumed that X is
invertible, Y is also invertible and moreover:
XTA1 = Y
TB1 ⇒ Y TGTA1 = Y TB1 ⇒ A1 = GB1 ⇒ A = GB
which comes to our conclusion.
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Lemma 4. Given k unit vectors x1, x2, · · · , xk ∈ Rd, then there exists another unit vector y ∈ Rd,
such that for ∀i ∈ [k],
|〈xi, y〉| > 2
pidk
proof. Denote t = 2pidk and Ki = {y ∈ Rr : ‖y‖2 = 1, |〈xi, y〉| > t}. Also, we denote ei be the
r-length vector with its i-th element 1 and others 0. Next we will calculate the surface area of Ki.
A(Ki) =
∫
w∈Sd−1,|w·xi|6t
dS =
∫
w∈Sd−1,|w·ed|6t
dS
=
∫
x21+···+x2d=1,
|xd|6t
1
|xd|dx1dx2 · · · dxd−1
=
∫
1−t26x21+···+x2d−161
1√
1− x21 − · · · − x2d−1
dx1 · · · dxd−1
=
∫ 1
√
1−t2
dρ
∫ pi
0
dφ1 · · ·
∫ 2pi
0
dφd−2
1√
1− ρ2 ρ
d−2 sind−3 φ1 · · · sinφd−3
=
∫ 1
√
1−t2
ρd−2√
1− ρ2 dρ
∫ pi
0
sind−3 φ1dφ1 · · ·
∫ 2pi
0
dφd−2
Combining the surface area of Sd−1:
A(Sd−1) =
∫ 1
0
ρd−2√
1− ρ2 dρ
∫ pi
0
sind−3 φ1dφ1 · · ·
∫ 2pi
0
dφd−2
We know that:
A(Ki)
A(Sd−1)
=
∫ 1√
1−t2
ρd−2√
1−ρ2 dρ∫ 1
0
ρd−2√
1−ρ2 dρ
6
∫ arcsin t
0
(cos θ)d−2dθ∫ 1
0
ρd−2dρ
6 (d− 1) arcsin t < pi
2
td (3)
Therefore:
A(K1 ∪K2 ∪ · · · ∪Kk) 6
k∑
i=1
A(Ki) <
pi
2
tdk ·A(Sd−1) = A(Sd−1)
which means there exists a unit vector y ∈ Rd, such that:
∀i ∈ [k], |〈xi, y〉| > t = 2
pidk
which comes to our conclusion.
9.2 Concentration Inequality for Polynomials
In this section, we introduce some definitions and properties in the field of multilinear polyno-
mial and the concentration inequality for polynomial of independent random variables which are
originally proposed in [66].
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Definition 3. A random variable X is called moment bounded with parameter L > 0, if for any
integer n, it holds that:
E(|X|n) 6 nL · E(|X|n−1)
Then, we show that normal Gaussian distribution is moment bounded with parameter L = 1.
Lemma 5. Normal Gaussian distribution N (0, 1) is moment bounded with L = 1.
proof. Actually, we can calculate the moments:
E
X∼N (0,1)
|X|n =

(n− 1)!! (n is even.)√
2
pi
· (n− 1)!! (n is odd.)
Therefore, we have:
E|X|2k
2k · E|X|2k−1 =
√
pi
2
· (2k − 1)(2k − 3) · · · 1
(2k)(2k − 2) · · · 2 6
√
pi
2
· 1
2
< 1
E|X|2k+1
(2k + 1) · E|X|2k =
√
2
pi
· (2k)(2k − 2) · · · 2
(2k + 1)(2k − 1) · · · 1 6
√
2
pi
< 1
(4)
which means that:
∀n ∈ N, E(|X|n) 6 n · E(|X|n−1)
and it comes to our conclusion.
Next, we further introduce some basic concepts about hypergraph and its relationship with
polynomials.
Definition 4.
(1) Concepts of hypergraphs: A powered hypergraph H consists of a vertex set V(H) and a powered
hyperedge set H(H). A powered hyperedge h consists of a set V(h) ⊆ V(H) of |V(h)| = η(h) vertices
and its corresponding power vector τ(h) with length η(h). The power vector τ(h) has elements
τ(h)v = τhv ∀v ∈ V(h). All these τhv are strictly positive integers. Besides, for each hyperedge
h, define q(h) =
∑
v τhv. For the whole hypergraph H, define Γ = maxh∈H(H),v∈V(H) τhv as the
maximal power in H.
(2) Priority relationship between hypergraphs: For powered hyperedges h1, h2 ∈ H(H), we write
h1  h2 if V(h1) ⊇ V(h2) and τh1v = τh2v holds for ∀v ∈ V(h2).
(3) Relationship with polynomials: For powered hypergraph H, and real-valued weights wh for each
hyperedge h ∈ H(H), we can define a polynomial f : R|V(H)| → R.
f(x) =
∑
h∈H(H)
wh
∏
v∈V(h)
xτhvv
each hyperedge corresponds to a monomial with weight wh.
(4) Order-r Parameters: Assume X1, · · · , X|V(H)| be independent random variables. We define:
µr(w,X) = max
h0:V(h0)⊆V(H),q(h0)=r
 ∑
h∈H(H):hh0
|wh|
∏
v∈V(h)\V(h0)
E(|Xv|τhv )

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Theorem 12. Given n independent moment bounded random variables X = (X1, X2, · · · , Xn)
with the same parameter L. For a general polynomial f(x) with total power q and maximal variable
power Γ, then:
Pr(|f(X)− Ef(X)| > t) 6 e2 ·max
(
max
16r6q
e−
t2
µ0µr·LrΓr·Rq , max
16r6q
e−(
t
µrLrΓr·Rq )
1/r
)
where R > 1 is an absolute constant.
9.3 Properties and Conclusions about Tensor Decomposition
In this section, we review the famous tensor decomposition algorithm, Jenrich’s Algorithm, as well
as the whitening and un-whitening process which are used in tensor decomposition. Assume tensor
L ∈ Rr×r×r has the following decomposition.
L = u⊗31 + u⊗32 + · · ·+ u⊗3r
where u1,u2, · · · ,ur are linearly independent. The following algorithm will output the r vectors
u1, · · · ,ur after we input the tensor L.
9.3.1 Whitening Process
Firstly we properly sample a unit vector x ∈ Rr, which satisfies: x · ui > 0 ∀i ∈ [r]. Next we slice
the tensor L into r matrices and calculate the weighted sum of these matrices:
Lx = x1L[1, :, :] + x2L[2, :, :] + · · ·+ xrL[r, :, :] =
r∑
i=1
(ui · x) · u⊗2i = UEUT
Here, U = (u1,u2, · · · ,ur) and E = diag(〈ui, x〉 : i ∈ [r]). Since the matrix Lx is symmetrical,
there exists an orthogonal matrix Q and diagonal matrix D, such that:
Lx = QDQT
Here, we notice that since x · ui > 0, all of the diagonal elements of E are positive. Therefore,
matrix Lx is positive definite which means all of the diagonal elements of D are positive. Finally,
we calculate the matrix G = QD−1/2.
Lemma 6. This matrix G satisfies that: GTu1, G
Tu2, · · · , GTur are orthogonal with each other.
Proof.
Lx = UEUT = QDQT ⇒ D = QTUEUTQ⇒ I = QTUEUTQD−1
⇒ I = EUTQD−1QTU ⇒ UTQD−1QTU = E−1
which means: E−1 = (GTU)T · (GTU) is also a diagonal matrix and that proves the conclusion.
Then:
L[G,G,G] =
r∑
i=1
(GTui)
⊗3 =
r∑
i=1
λi
(
1
λ˜i
GTui
)⊗3
(5)
Here, λ˜i = ‖GTui‖2, λi = λ˜3i > 0, and the equation above is an orthogonal tensor decomposition.
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9.3.2 Orthogonal Tensor Decomposition for Tensors
We re-write the vector 1
λ˜
GTui , vi, and then v1,v2, · · · ,vr are orthonormal vectors. Then we will
solve the orthogonal tensor decomposition problem:
T , L[G,G,G] =
r∑
i=1
λiv
⊗3
i
Similarly, we randomly sample a r-length vector y and calculate the weighted sum:
Ty = y1T [1, :, :] + y2T [2, :, :] + · · ·+ yrT [r, :, :] =
r∑
i=1
λi(vi · y) · v⊗2i = V D1V T
We know that with probability 1 over the choice of y, the diagonal elements of D1 are distinct.
Therefore, we can uniquely determine the eigenvalue matrix D1 and unit eigenvectors regardless of
their sign. Assume that the eigenvalues of Ty are d1 > d2 > · · · > dr and their corresponding unit
eigenvectors are w1,w2, · · · ,wr. Then let D1 = diag(d1, d2, · · · , dr) and then vi = ±wi. Since
di = λi(vi · y), we can determine the sign by the fact that λi > 0. Therefore, we can determine the
λi and vi uniquely.
9.3.3 Un-whitening Process
Finally, we need to use the results of the previous step to calculate u1,u2, · · · ,ur. According to
the equations above,
GTui =
3
√
λivi ⇒ ui = 3
√
λiG
−Tvi =
3
√
λiQD
1/2vi (6)
Till now, we can imply that tensor decomposition problem has a guaranteed unique solution.
9.4 Properties and Conclusions about Matrix Perturbation Theory
Lemma 7. (Perturbation of Inverses) Given matrices A,E ∈ Rk×k. If A is invertible, ‖A−1E‖2 <
1, then A˜ = A+ E is also invertible, and:
‖A˜−1 −A−1‖2 6 ‖E‖2‖A
−1‖22
1− ‖A−1E‖2
The proof of this lemma can be found in [69].
Lemma 8. (Weyl’s Theorem) Let A,E ∈ Rn×n be two symmetrical matrices. Denote λi(X) be the
i-th largest eigenvalue of matrix X, then it holds that for ∀i ∈ [n]:
|λi(A+ E)− λi(A)| 6 ‖E‖2
Lemma 9. (Perturbation of Eigenvectors) Assume symmetrical matrix X has distinct eigenvalues.
λ is one of these eigenvalues and x is its corresponding eigenvector with its norm ‖x‖2 = 1. Then
there exists an orthogonal matrix U = (x, U2) such that:
UTXU = D =
(
λ 0
0 D2
)
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which is a diagonal matrix. Once we perturb the matrix X into another symmetrical matrix X˜ =
X +E, then there exists an eigenvalue λ˜ of X˜ and its corresponding unit eigenvector x˜, such that:
|λ˜− λ| 6 ‖E‖2 and ‖x˜− x˜‖2 6 ‖ΣT ‖2 · ‖E‖2 +O(‖E‖22)
Here:
Σ = U(λI −D)†UT
and X† stands for the Moore-Penrose inverse of matrix X.
Lemma 10. (Wedin’s Theorem) Let A,E ∈ Rm×n. Let A have the singular value decomposition:UT1UT2
UT3
A(V1 V2) =
 Σ1 00 Σ2
0 0

Let A˜ = A + E, with analogous singular value decomposition (U˜1, U˜2, U˜3, Σ˜1, Σ˜2.V˜1, V˜2). Let Φ be
the matrix of canonical angles between range(U1) and range(U˜1), and Θ be the matrix of canonical
angles between range(V1) and range(V˜1). If there exists δ, α > 0, such that
min
i
σi(Σ˜1) > α+ δ, max
i
σi(Σ2) 6 α
then we have the stability property:
max (‖ sin Φ‖2, ‖ sin Θ‖2) 6 ‖E‖2
δ
Lemma 11. (Distance between Right-side Orthogonal Equivalence Classes) Given two matrices
A,A∗ ∈ RN×d (N > d), which satisfy the following inequality.
‖AAT −A∗(A∗)T ‖2 < 
Also, assume all the d singular values of A∗ are larger than δ. Then, it holds that:
min
GT1 G1=G
T
2 G2=Id
‖AG1 −A∗G2‖F 6
√
d+O()
proof. Consider the singular value decomposition of matrices A,A∗.
A = (U1, U2)
(
Σ1
0
)
V T1 , A
∗ = (U∗1 , U
∗
2 )
(
Σ∗1
0
)
V ∗T1
Here, Σ1, V1,Σ
∗
1, V
∗
1 ∈ Rd×d and U2, U∗2 ∈ RN×(N−d), U1, U∗1 ∈ RN×d. Then:
AAT = (U1, U2)
(
Σ21 0
0 0
)(
UT1
UT2
)
, A∗(A∗)T = (U∗1 , U
∗
2 )
(
Σ∗21 0
0 0
)(
U∗T1
U∗T2
)
According to Weyl’s Theorem (Lemma 8), for ∀i ∈ [N ], it holds that: |λi(AAT )− λi(A∗(A∗)T )| 6
‖AAT −A∗(A∗)T ‖2 < , which means:
‖Σ21 − Σ∗21 ‖2 <  ⇒ ‖Σ1 − Σ∗1‖2 <
√

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On the other hand, according to the Wedin’s Theorem (Lemma 10) and the assumption that each
singular value of A∗ is larger than δ, we can properly choose the U1, U∗1 above such that: for ∀i ∈ [d]:
〈(U1)i, (U∗1 )i〉 >
√
1− 
2
(δ −√)2 ⇒ ‖(U1)i − (U
∗
1 )i‖22 6 2
(
1−
√
1− 
2
(δ −√)2
)
=
2
δ2
+O(5/2)
Here, we use the fact that all column vectors of U1, U
∗
1 are unit vectors. And from the inequality
above, we know that: ‖U1 − U∗1 ‖2F 6 d · 
2
δ2 +O(
5/2) Therefore, we can get the final conclusion:
min
GT1 G1=G
T
2 G2=Id
‖AG1 −BG2‖2 6 ‖AV1 −A∗V ∗1 ‖2 = ‖U1Σ1 − U∗1Σ∗1‖2
6‖U1‖2 · ‖Σ1 − Σ∗1‖2 + ‖Σ∗1‖2 · ‖U1 − U∗1 ‖2 <
√
d+ ‖A∗‖2 ·
√
d2
δ2
+O(5/2)
=
√
d+O()
which comes to our conclusion.
9.5 Proof of Theorem 1
proof. For a given k ∈ [D], we denote xi = α(i)k , x∗i = α∗(i)k for simplicity. Since it holds that
v
(i)
k (i = 1, 2, · · · , r) is an orthogonal vector group, according to Lemma 1 and Lemma 2, there
exists an orthogonal matrix Q such that Qv
(i)
k = ei. Therefore,
M i(Gk) = E
ω∼N(0,I)
 r∑
j=1
xj(v
(i)
k · ω)3
i = E
ω∼N(0,I)
 r∑
j=1
xj((Qv
(i)
k ) · ω)3
i
= E
ω∼N(0,I)
 r∑
j=1
xjω
3
j
i
(7)
According to the following property of Gaussian distribution:
E
t∼N(0,1)
t2k−1 = 0, E
t∼N(0,1)
t2k = (2k − 1)!!
We can completely extend the moment formula above. When 1 6 n 6 r
M2n(Gk) = E
ω∼N(0,I)
 r∑
j=1
xjω
3
j
2n
=
r∑
j=1
∑
a1+···+aj=n
16a1,··· ,aj
(
2n
2a1 2a2 · · · 2aj
)
(6a1 − 1)!! · · · (6aj − 1)!!
∑
16i1<···<ij6r
x2a1i1 x
2a2
i2
· · ·x2ajij
=
n∑
j=1
∑
a1+···+aj=n
16a16···6aj
(2n)!
(
j∏
k=1
(6ak − 1)!!
(2ak)!
)
1
(#1)!(#2)! · · · (#n)!
∑
16i1,··· ,ij6r
i1,··· ,ij are distinct
x2a1i1 x
2a2
i2
· · ·x2ajij
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=n∑
j=1
∑
a1+···+aj=n
16a16···6aj
(2n)!
(
j∏
k=1
(6ak − 1)!!
(2ak)!
)
1
(#1)!(#2)! · · · (#n)!
∑
16i1,··· ,ij6r
i1,··· ,ij are distinct
ya1i1 y
a2
i2
· · · yajij
=
n∑
j=1
∑
a1+···+aj=n
16a16···6aj
(2n)!
(
j∏
k=1
(6ak − 1)!!
(2ak)!
)
1
(#1)!(#2)! · · · (#n)!Fy[a1, a2, · · · , aj ] (8)
Here, #t means the number of ts in a1, a2, · · · , aj. yk = x2k, k = 1, 2, · · · , r and most importantly,
we define:
Fy[a1, a2, · · · , aj ] =
∑
16i1,··· ,ij6r
i1,··· ,ij are distinct
ya1i1 y
a2
i2
· · · yajij
which is an r-variable homogeneous symmetric interchangeable polynomial. We can omit the sub-
script y if there is no ambiguity. Similarly, we can also define F ∗y [a1, a2, · · · , aj ] and y∗k = (x∗k)2.
Specifically, Fy[n] = y
n
1 + y
n
2 + · · ·+ ynr . Once we prove Fy[l] = F ∗y [l] (l = 1, 2, · · · , r), we can con-
clude that {y1, y2, · · · , yr} = {y∗1 , y∗2 , · · · , y∗r} by simply using Newton formula and Vieta theorem.
Therefore, according to the conditions that xi, x
∗
i > 0 , we will have:
{x1, x2, · · · , xr} = {x∗1, x∗2, · · · , x∗r}
which comes to our conclusion.
In the following part, we will prove Fy[l] = F
∗
y [l] (l = 1, 2, · · · , r) by using induction on l.
(1) In the case where l = 1, from Equation (8), we know that:
M2(Gk) = 15Fy[1], M
2(G∗k) = 15F
∗
y [1]
Since M2(Gk) = M
2(G∗k), we have Fy[1] = F
∗
y [1].
(2) If Fy[l] = F
∗
y [l] holds for l = 1, 2, · · · , n−1 (n 6 r), then we try to prove Fy[n] = F ∗y [n]. Before
we do further proofs, we introduce an important lemma about Fy.
Lemma 12. Given a1, a2, · · · , aj > 1, let n = a1 + a2 + · · ·+ aj, then:
Fy[a1, a2, · · · , aj ] = P (Fy[1], Fy[2], · · · , Fy[n− 1]) + (−1)j−1(j − 1)! · Fy[n]
Here, P (·) is some polynomial.
Proof. We use induction on j. When j = 1, the conclusion above is obvious and P ≡ 0. Assume
the lemma holds for j, then for j + 1, we have j + 1 positive integers a1, a2, · · · , aj+1. Denote
N = a1 + a2 + · · ·+ aj+1.
Fy[a1, a2, · · · , aj+1] =
∑
16i1,··· ,ij+16r
i1,··· ,ij+1 are distinct
ya1i1 y
a2
i2
· · · yaj+1ij+1
=
(
r∑
i1=1
ya1i1
)
·
 ∑
16i2,··· ,ij+16r
i2,··· ,ij+1 are distinct
ya2i2 y
a3
i3
· · · yaj+1ij+1
− ∑
16i1,··· ,ij+16r
i2,··· ,ij+1 are distinct
i1∈{i2,··· ,ij+1}
ya1i1 y
a2
i2
· · · yaj+1ij+1
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=Fy[a1] · Fy[a2, · · · , aj+1]−
j+1∑
k=2
∑
16i2,··· ,ij+16r
i2,··· ,ij+1 are distinct
ya1ik y
a2
i2
· · · yaj+1ij+1
=Fy[a1] · Fy[a2, · · · , aj+1]−
j+1∑
k=2
Fy[a1 + ak, a2, · · · , ak−1, ak+1, · · · , aj+1]
=P1 (Fy[1], Fy[2], · · · , Fy[n− 1])−
j+1∑
k=2
[
Pk (Fy[1], Fy[2], · · · , Fy[n− 1]) + (−1)j−1(j − 1)! · Fy[n]
]
=P (Fy[1], Fy[2], · · · , Fy[n− 1]) + (−1)jj! · Fy[n] (9)
which comes to our conclusion.
After applying this lemma to Equation (8), we have:
M2n(Gk) =
n∑
j=1
∑
a1+···+aj=n
16a16···6aj
(2n)!
(
j∏
k=1
(6ak − 1)!!
(2ak)!
)
1
(#1)!(#2)! · · · (#n)! ·
(
P (Fy[1], Fy[2], · · · , Fy[n− 1]) + (−1)j−1(j − 1)! · Fy[n]
)
= P (Fy[1], Fy[2], · · · , Fy[n− 1]) + Sn · Fy[n] (10)
Here, P (·) means some polynomial and P s in different lines may stand for different polynomials,
and:
Sn =
n∑
j=1
∑
a1+···+aj=n
16a16···6aj
(−1)j−1(j − 1)! · (2n)!
(
j∏
k=1
(6ak − 1)!!
(2ak)!
)
1
(#1)!(#2)! · · · (#n)!
Since Fy[l] = F
∗
y [l] (l = 1, 2, · · · , n− 1) and M2n(Gk) = M2n(G∗k), once we prove that Sn 6= 0, we
can conclude that Fy[n] = F
∗
y [n], which completes the induction and proves our theorem. Therefore,
in the last part, we introduce a lemma to show that Sn 6= 0.
Lemma 13. For any positive integer n,it holds that
Sn =
n∑
j=1
∑
a1+···+aj=n
16a16···6aj
(−1)j−1(j − 1)!(2n)! ·
(
j∏
k=1
(6ak − 1)!!
(2ak)!
)
1
(#1)!(#2)! · · · (#n)! 6= 0
Proof. When n = 1, 2, the inequality is easy to verify. We consider the situation where n > 3. In
fact, it’s not difficult for us to see that:
Sn
(2n)!
=
n∑
j=1
∑
a1+···+aj=n
16a16···6aj
(−1)j−1(j − 1)! ·
(
j∏
k=1
(6ak − 1)!!
(2ak)!
)
1
(#1)!(#2)! · · · (#n)!
=
(6n− 1)!!
(2n)!
+
n∑
j=2
∑
a1+···+aj=n
16a16···6aj
(−1)j−1(j − 1)! ·
(
j∏
k=1
(6ak − 1)!!
(2ak)!
)
1
(#1)!(#2)! · · · (#n)!
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, T1 +
n∑
j=2
Tj (11)
In order to have Sn(2n)! 6= 0, we only need to prove that: T1 > |T2| + · · · + |Tn|. Before we do that,
we analyze the following sequence.
F (k) =
(6k − 1)!!
(2k)!
(k = 1, 2, · · · )
Since Fk+1Fk =
(6k+5)(6k+3)(6k+1)
(2k+1)(2k+2) which is increasing with k. Therefore, according to the properties
of convex sequence, when a1 + a2 + · · ·+ aj = n:
F (a1)F (a2) · · ·F (aj) 6 F (1) · F (1) · · ·F (1) · F (n− j + 1) =
(
15
2
)j−1
· (6n− 6j + 5)!!
(2n− 2j + 2)!
Finally, we have:
n∑
j=2
|Tj |
T1
=
n∑
j=2
∑
a1+···+aj=n
16a16···6aj
(j − 1)!
T1
·
(
j∏
k=1
F (ak)
)
1
(#1)!(#2)! · · · (#n)!
6
n∑
j=2
∑
a1+···+aj=n
16a16···6aj
(j − 1)!
T1
·
(
15
2
)j−1
· (6n− 6j + 5)!!
(2n− 2j + 2)!
<
n∑
j=2
(j − 1)!
T1
·
(
15
2
)j−1
· (6n− 6j + 5)!!
(2n− 2j + 2)! ·
(
n− 1
j − 1
)
=
n∑
j=2
(
15
2
)j−1
(2n)(2n− 1) · · · (2n− 2j + 3)
(6n− 1)(6n− 3) · · · (6n− 6j + 7) · (n− 1)(n− 2) · · · (n− j + 1)
=
n−2∑
j=0
(
15
2
)n−j−1
(2n)(2n− 1) · · · (2j + 3)
(6n− 1)(6n− 3) · · · (6j + 7) · (n− 1)(n− 2) · · · (j + 1)
=
n−2∑
j=0
(
15
2
)n−j−1(
2j + 3
6j + 7
· 2j + 4
6j + 9
· · · 2n
2j + 4n+ 1
)
·
(
j + 1
2j + 4n+ 3
· · · n− 1
6n− 1
)
<
n−2∑
j=0
(
15
2
)n−j−1
·
(
1
2
)2n−2j−2
·
(
1
4
)n−j−1
<
n−2∑
j=0
(
1
2
)n−j−1
< 1 (12)
which comes to our conclusion. The lemma is proved.
9.6 Proof of Theorem 3
proof. This proof contains several individual parts below, and we use different lemmas to demon-
strate. Since we assume that the target generator satisfies the (τ,A)-robustness, it holds that:
|α∗(i)k | > τ, |α∗(i)k − α∗(j)k | > τ, |α∗(i)k | < A
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In the following lemma, we use concentration inequality for polynomials to estimate the difference
between the empirical mean
M2n(Gk) =
1
N
N∑
i=1
[G∗k(ω
(i))]2n
and its expectation
M2n(G∗k) = E
ω∼N (0,I)
[G∗k(ω)]
2n
Lemma 14. With probability greater than 1− δ, the following inequalities hold simultaneously.
|M2n(Gk)−M2n(G∗k)| < (C1A · r3)3r ·
√
log(re2/δ)
N
, µ ∀n = 1, 2, · · · , r
where C1 is an absolute constant.
Proof. According to Theorem 12, considering the polynomial:
f(ω) =
1
N
N∑
j=1
[α
∗(1)
k ω
3
j1 + α
∗(2)
k ω
3
j2 + · · ·+ α∗(r)k ω3jr]2n
Since polynomial f(ω) is homogeneous with degree q = 6n and maximal variable power Γ = 6n. It
holds that: µ1(w,ω) = µ2(w,ω) = · · · = µ6n−1(w,ω) = 0 since each nonempty hyperedge h satisfies
q(h) = 6n. Then we estimate the upper bound of µ0(w,ω) and µ6n(w,ω).
µ0(w,ω) =
∑
h
|wh|
∏
v∈V(h)
E(|ωv|τhv ) = E
 1
N
N∑
j=1
[
α
∗(1)
k |ωj1|3 + α∗(2)k |ωj2|3 + · · ·+ α∗(r)k |ωjr|3
]2n
= E
([
α
∗(1)
k |ω1|3 + α∗(2)k |ω2|3 + · · ·+ α∗(r)k |ωr|3
]2n)
< r2nA2n · (6n− 1)!! < (rA)2n · (6n)3n
µ6n(w,ω) = max
h0∈H(H)
|wh0 | <
1
N
A2n · (2n)! < 1
N
(2nA)2n
Here, we use the simple inequality that for a1+a2+· · ·+ar = 3n, (2a1−1)!!·(2a2−1)!! · · · (2ar−1)!! 6
(6n−1)!! and the obvious fact that h0 itself is the only hyperedge h that satisfies h  h0. According
to Theorem 5, normal Gaussian distributionN (0, 1) is moment bounded by parameter L = 1. Then:
e
− t2
µ0µ6n·L6nΓ6n·R6n < exp
(
− t
2N
(2nA)2n · (rA)2n · (6n)3n · (6Rn)6n
)
e
−
(
t
µrL6nΓ6n·R6n
)1/6n
< exp
(
−
(
tN
(2nA)2n · (6Rn)6n
)1/6n) (13)
Therefore, using Theorem 12, with probability at least 1− δ, it holds that:
|f(ω)− Ef(ω)| < max
(
(2nrA2)n(6n)3n/2(6Rn)3n
√
log(e2/δ)
N
, (2nA)2n(6Rn)6n · (log(e
2/δ))6n
N
)
< max
(
(C1n
2A√r)3n
√
log(e2/δ)
N
, (2nA)2n(6Rn)6n · (log(e
2/δ))6n
N
)
(14)
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Here, C1 is also an absolute constant. Note that when N is sufficiently large, the former one is
bigger than the latter. Therefore,
|M2n(Gk)−M2n(G∗k)| = |f(ω)− Ef(ω)| < (C1n2A
√
r)3n
√
log(e2/δ)
N
< (C1A · r3)3r
√
log(e2/δ)
N
(15)
holds for n = 1, 2, · · · , r with probability higher than 1−δ. In order to make the r inequalities hold
simultaneously, we replace δ with δ/r and it comes to our conclusion.
Next, we will learn how the sampling error influences the difference between α
(i)
k and α
∗(i)
k
with Equation (8). Before that, we need to explicitly express the polynomial P (·) in Lemma 12
and furthermore show the relationship between moments M2n(Gk) and homogeneous symmetric
interchangeable polynomials Fy[n]. Here yi = (α
(i)
k )
2.
Lemma 15.
F [a1, a2, · · · , at] ≡
∑
T=T1∪T2∪···∪Tk
is a partition of
{a1,··· ,at}
(−1)t−k(|T1| − 1)! · · · (|Tk| − 1)! · F [s(T1)] · · ·F [s(Tk)]
Here, s(T ) stands for the sum of all elements in set T , and it’s easy to tell that Lemma 12 is a
much simpler version of this one.
Proof. We use induction on t. When t = 1, 2, this conclusion is obvious. If this lemma holds for t,
we will prove that this lemma also holds for t+ 1. According to Equation (9),
F [a1, a2, · · · , at+1] = F [a1, a2, · · · , at] · F [at+1]−
t∑
j=1
F [a1, · · · , aj + at+1, · · · , at]
=
∑
T=T1∪T2∪···∪Tk
is a partition of
{a1,··· ,at}
(−1)t−k(|T1| − 1)! · · · (|Tk| − 1)! · F [s(T1)] · · ·F [s(Tk)] · F [at+1]
− (−1)t−k(|T1| − 1)! · · · (|Tk| − 1)!
t∑
j=1
F [S(T1)] · · ·F [S(Tj) + at+1] · · ·F [S(Tk)] · |Tj |
=
∑
T=T1∪T2∪···∪Tk
is a partition of
{a1,··· ,at}
(−1)t+1−(k+1)(|T1| − 1)! · · · (|Tk| − 1)!(1− 1)! · F [s(T1)] · · ·F [s(Tk)] · F [s({at+1})]
+ (−1)t+1−k
t∑
j=1
(|T1| − 1)! · · · (|Tj−1| − 1)! · (|Tj ∪ {at+1}| − 1)! · · · (|Tk| − 1)!·
F [S(T1)] · · ·F [S(Tj ∪ {at+1})] · · ·F [S(Tk)]
=
∑
T=T1∪T2∪···∪Tk
is a partition of
{a1,··· ,at+1}
at+1 is alone.
(−1)t+1−k(|T1| − 1)! · · · (|Tk| − 1)! · F [s(T1)] · · ·F [s(Tk)]
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+
∑
T=T1∪T2∪···∪Tk
is a partition of
{a1,··· ,at+1}
at+1 is not alone.
(−1)t+1−k(|T1| − 1)! · · · (|Tk| − 1)! · F [s(T1)] · · ·F [s(Tk)]
=
∑
T=T1∪T2∪···∪Tk
is a partition of
{a1,··· ,at+1}
(−1)t+1−k(|T1| − 1)! · · · (|Tk| − 1)! · F [s(T1)] · · ·F [s(Tk)] (16)
which completes the induction and comes to our conclusion.
After that, we use the following two lemmas to estimate the error between α
(i)
k and α
∗(i)
k , which
is caused by the sampling gap between M2n(Gk) and M
2n(G∗k). In the first lemma, we prove the
gap between Fy[n] and Fy∗ [n] while in the second lemma, we prove the gap between α
(i)
k and α
∗(i)
k .
Lemma 16. Assume that Fy[n] (n = 1, 2, · · · , r) are calculated through M2n(Gk) (n = 1, 2, · · · , r).
Under the condition of Lemma 14, we have:
|Fy[n]− Fy∗ [n]| 6 ((6r)8rA2r)n−1µ+O(µ2)
Proof. Again, we use induction on n. When n = 1, we know that:
M2(Gk) = E
(
α
(1)
k ω
3
1 + α
(2)
k ω
3
2 + · · ·+ α(r)k ω3r
)2
= 15
r∑
i=1
(α
(i)
k )
2 = 15Fy[1]
Similarly, M2(G∗k) = 15Fy∗ [1]. Therefore,
|Fy[1]− Fy∗ [1]| = 1
15
|M2(Gk)−M2(G∗k)| 6
µ
15
< µ
Assume the lemma holds for n − 1 (n 6 r), then we prove for n. According to Lemma 15, we
denote:
H[a1, a2, · · · , at] =
∑
T=T1∪T2∪···∪Tk
is a partition of
{a1,··· ,at},k>2
(−1)t−k(|T1| − 1)! · · · (|Tk| − 1)! · F [s(T1)] · · ·F [s(Tk)]
Then, Fy[a1, · · · , at] = Hy[a1, · · · , at] + (−1)t−1(t− 1)! · Fy[a1 + · · ·+ at]. By using Equation (8):
M2n(Gk) =
r∑
j=1
∑
a1+···+aj=n
16a16···6aj
(2n)!
(
j∏
k=1
(6ak − 1)!!
(2ak)!
)
1
(#1)!(#2)! · · · (#n)!Hy[a1, a2, · · · , aj ]+SnFy[n]
(17)
Denote  = ((6r)8rA2r)n−2µ, and then by induction assumption:
|Fy[i]− Fy∗ [i]| 6 +O(µ2) ∀i = 1, 2, · · · , n− 1
Therefore: when a1 + a2 + · · ·+ at = n and 1 6 t 6 r:
Fy[m] =
r∑
i=1
(α
(i)
k )
2m 6 rA2m
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and then:
|Hy[a1, a2, · · · , at]−Hy∗ [a1, a2, · · · , at]|
6
∑
T=T1∪T2∪···∪Tk
is a partition of
{a1,··· ,at},k>2
(|T1| − 1)! · · · (|Tk| − 1)! ·
∣∣∣∣∣
k∏
i=1
Fy[s(Ti)]−
k∏
i=1
Fy∗ [s(Ti)]
∣∣∣∣∣
6
∑
T=T1∪T2∪···∪Tk
is a partition of
{a1,··· ,at},k>2
(|T1| − 1)! · · · (|Tk| − 1)! ·
 k∑
i=1
∏
j 6=i
Fy∗ [s(Tj)] +O(µ
2)

6
∑
T=T1∪T2∪···∪Tk
is a partition of
{a1,··· ,at},k>2
(|T1| − 1)! · · · (|Tk| − 1)! ·
(
k · rk−1A2(s(T1)+···+s(Tk)) +O(µ2)
)
<
∑
T=T1∪T2∪···∪Tk
is a partition of
{a1,··· ,at},k>2
(t− k)! · (k · rk−1A2n +O(µ2))
<(r − 1)! · r · rr−1A2n ·#(partitions of a t-element set) +O(µ2)
<r2r−1A2n · tt +O(µ2) 6 r3r−1A2n+O(µ2) (18)
In the inequality above, we use the following simple fact:
n1!n2! · · ·nm! 6 (n1 + n2 + · · ·+ nm)!
Connecting with Equation (17), we know that:
|Sn · (Fy[n]− Fy∗ [n])| 6 |M2n(Gk)−M2n(G∗k)|+
r∑
j=1
∑
a1+···+aj=n
16a16···6aj
C(a1, · · · , aj)·
|Hy[a1, a2, · · · , aj ]−Hy∗ [a1, a2, · · · , aj ]| (19)
Here:
C(a1, a2, · · · , aj) = (2n)!
(
j∏
k=1
(6ak − 1)!!
(2ak)!
)
1
(#1)!(#2)! · · · (#n)!
< (2r)!(6r − 1)!! < (2r)2r · (6r)3r < (6r)5r (20)
Also, there is a famous upper bound of the number of partitions of integer n introduced in [65]:
p(n) 6 exp
(√
20
3
n
)
Therefore: |Sn · (Fy[n]− Fy∗ [n])| < µ+ p(n)(6r)5r · r3r−1A2r < (6r)8rA2r+O(µ2).
Since |Sn| > 1 and  = ((6r)8rA2r)n−2µ, we get the conclusion that:
|Fy[n]− Fy∗ [n]| 6 ((6r)8rA2r)n−1µ+O(µ2)
which completes the induction.
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Lemma 17. There exists a permutation pi : [r]→ [r], such that:
r∑
i=1
|α(pi(i))k − α∗(i)k |2 <
(
D
σδ
· (6r)4rAr
)2r
µ+O(µ2)
Proof. Consider the map γ : Rr+ → Rr.
γ : (x1, x2, · · · , xr)T 7→
(
1
2
r∑
i=1
x2i ,
1
4
r∑
i=1
x4i , · · · ,
1
2r
r∑
i=1
x2ri
)T
is a bijection from the neighbourhood of (α
∗(1)
k , α
∗(2)
k , · · · , α∗(r)k )T to the neighbourhood of its imag-
ing point (Fy∗ [1], Fy∗ [2], · · · , Fy∗ [r])T since the Jacobian matrix of this point:
J =

α
∗(1)
k α
∗(2)
k · · · α∗(r)k
(α
∗(1)
k )
3 (α
∗(2)
k )
3 · · · (α∗(r)k )3
...
... · · · ...
(α
∗(1)
k )
2r−1 (α∗(2)k )
2r−1 · · · (α∗(r)k )2r−1
 (21)
is invertible. Denote α = (α
(1)
k , α
(2)
k , · · · , α(r)k )T , α∗ = (α∗(1)k , α∗(2)k , · · · , α∗(r)k )T , then:
γ(α∗) = (Fy∗ [1], Fy∗ [2], · · · , Fy∗ [r])T , γ(α) = (Fy[1], Fy[2], · · · , Fy[r])T
Since γ(α) is in the neighbourhood of γ(α∗) when N is sufficiently large, there is a pre-image β
in the neighbourhood of α∗ such that γ(β) = γ(α∗). By Newton formula, Vieta Theorem and
positiveness of α∗ as well as β, we know that β is simply a permutation of α. Without loss of
generality, assume β = α. Then we can further infer that:
γ(α)− γ(α∗) = J(α− α∗) +O(‖α− α∗‖22)
Connecting with the result of Lemma 16 which demonstrates that:
‖γ(α)− γ(α∗)‖2 <
√
r · ((6r)8rA2r)r−1µ+O(µ2)
we get the following result:
‖α− α∗‖2 = ‖J−1 · (γ(α)− γ(α∗))‖2 +O(‖γ(α)− γ(α∗)‖22) 6 ‖J−1‖2 · ‖γ(α)− γ(α∗)‖2 +O(µ2)
6 ‖J−1‖F ·
√
r · ((6r)8rA2r)r−1µ+O(µ2) (22)
Next, we will give an upper bound of ‖J−1‖F . Actually, there is an explicit expression of the inverse
of Vandermonde matrix, by which we can express every element of matrix J−1.
(J−1)ij =
(−1)j+1
α
∗(i)
k
 ∑
16p1<p2<···<pr−j6r
p1,··· ,pr−j 6=i
(
α
∗(p1)
k α
∗(p2)
k · · ·α∗(pr−j)k
)2÷
 ∏
16t6r,t 6=i
((α
∗(t)
k )
2 − (α∗(i)k )2)

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Therefore,
|(J−1)ij | 6 A
2(r−j)
τ2r
·
(
r − 1
r − j
)
<
(A
τ
)2r
·
(
r − 1
r − j
)
Connected with Equation (22), we get the upper bound of ‖α− α∗‖2.
‖α− α∗‖2 = ‖J−1‖F ·
√
r · ((6r)8rA2r)r−1µ+O(µ2)
<
(A
τ
)2r√√√√ r∑
i,j=1
(
r − 1
r − j
)2√
r · ((6r)8rA2r)r−1µ+O(µ2)
=
(A
τ
)2r√
r
(
2r − 2
r − 1
)
· √r · ((6r)8rA2r)r−1µ+O(µ2)
<
(
(6r)4rAr
τ
)2r
µ+O(µ2) (23)
which comes to our conclusion.
Finally, combining Lemma 14 and Lemma 17, we can get the final conclusion: with probability
at least 1− δ, it holds for each k ∈ [D] that there exists a permutation σ, such that:(
r∑
i=1
|α(σ(i))k − α∗(i)k |2
)1/2
<
(
C1(6r)
3r · Ar+1
τ
)3r
·
√
log(Dre2/δ)
N
Without loss of generality, assume α
(1)
k < α
(2)
k < · · · < α(r)k , α∗(1)k < α∗(2)k < · · · < α∗(r)k holds for
∀k ∈ [D]. Then the permutation σ = id, and till now, Theorem 3 is proved.
9.7 Proof of Theorem 2
proof. Without loss of generality, assume that i = 1, j = 2. In order to simplify the notifications,
we re-express G1 and G2 as:
G1(ω) =
r∑
i=1
α(i)(v(i) · ω)3, G2(ω) =
r∑
i=1
β(i)(w(i) · ω)3
G∗1(ω) =
r∑
i=1
α(i)(v∗(i) · ω)3, G∗2(ω) =
r∑
i=1
β(i)(w∗(i) · ω)3
(24)
Here, the vector groups v(i),w(i),v∗(i),w∗(i) are orthonormal. Denote Pij = v(i) · w(j), P ∗ij =
v∗(i) ·w∗(j), and we only need to prove that Pij = P ∗ij holds for ∀i, j ∈ [r]. Firstly, we give a clear
expression on the inter-component moment expectation E[G1(ω)kG2(ω)]. According to Lemma 3,
there exists an orthogonal matrix Q, such that:
Qv(1) = e1, · · · , Qv(r) = er, Qw(j) = (P1j , P2j , · · · , Prj , Qj , 0, · · · , 0)T
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Here, Qj =
√
1− P 21j − P 22j − · · · − P 2rj.
Sk , E
ω∼N (0,I)
(
G1(ω)
kG2(ω)
)
= E
r∑
j=1
(
r∑
i=1
α(i)(v(i) · ω)3
)k
· β(j)(w(j) · ω)3
=
r∑
j=1
E
(
r∑
i=1
α(i)ω3i
)k
· β(j)(P1jω1 + P2jω2 + · · ·+ Prjωr +Qjωr+1)3
= E
(
r∑
i=1
α(i)ω3i
)k
·
r∑
j=1
β(j)(P1jω1 + P2jω2 + · · ·+ Prjωr +Qjωr+1)3
= E
(
r∑
i=1
α(i)ω3i
)k
·
 r∑
j=1
β(j)(P1jω1 + P2jω2 + · · ·+ Prjωr)3 + 3Q2j (P1jω1 + P2jω2 + · · ·+ Prjωr)

=
r∑
j=1
r∑
x,y,z=1
β(j)PxjPyjPzj · E
ωxωyωz ( r∑
i=1
α(i)ω3i
)k+ r∑
j=1
r∑
x=1
3β(j)PxjQ
2
j · E
ωx( r∑
i=1
α(i)ω3i
)k
=
r∑
j=1
r∑
x=1
β(j)P 3xj · E
ω3x
(
r∑
i=1
α(i)ω3i
)k+ 3 r∑
j=1
∑
x 6=y
β(j)P 2xjPyj · E
ω2xωy
(
r∑
i=1
α(i)ω3i
)k+
6
r∑
j=1
∑
x<y<z
β(j)PxjPyjPzj · E
ωxωyωz ( r∑
i=1
α(i)ω3i
)k+ 3 r∑
j=1
r∑
x=1
β(j)PxjQ
2
j · E
ωx( r∑
i=1
α(i)ω3i
)k
Let k = 1, 3, · · · , 2Kr − 1, we can rewrite the equations above as:
(S1, S3, · · · , S2Kr−1) = p ·
(
CE[α(1), α(2), · · · , α(r)]
)
Here, p is a vector with length Kr. Its elements are:
p =
( r∑
j=1
β(j)P 31j , · · · ,
r∑
j=1
β(j)P 3rj , 3
r∑
j=1
β(j)P 21jP2j , · · · , 3
r∑
j=1
β(j)P 2rjPr−1,j ,
6
r∑
j=1
β(j)P1jP2jP3j , · · · , 6
r∑
j=1
β(j)Pr−2,jPr−1,jPrj , 3
r∑
j=1
β(j)P1jQ
2
j , · · · , 3
r∑
j=1
β(j)PrjQ
2
j
) (25)
Similarly, the same relationship holds for the target generator.
(S∗1 , S
∗
3 , · · · , S∗2Kr−1) = p∗ ·
(
CE[α(1), α(2), · · · , α(r)]
)
(26)
Here, S∗k = E
(
(G∗1(ω))
kG∗2(ω)
)
(k = 1, 3, · · · , 2Kr − 1) and
p∗ =
( r∑
j=1
β(j)P ∗31j , · · · ,
r∑
j=1
β(j)P ∗3rj , 3
r∑
j=1
β(j)P ∗21j P
∗
2j , · · · , 3
r∑
j=1
β(j)P ∗2rj P
∗
r−1,j ,
6
r∑
j=1
β(j)P ∗1jP
∗
2jP
∗
3j , · · · , 6
r∑
j=1
β(j)P ∗r−2,jP
∗
r−1,jP
∗
rj , 3
r∑
j=1
β(j)P ∗1jQ
∗2
j , · · · , 3
r∑
j=1
β(j)P ∗rjQ
∗2
j
) (27)
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According to the invertibility of CE-Matrix, det(CE[α(1), α(2), · · · , α(r)]) 6= 0, which leads to the
fact that the following region{(
α(1), α(2), · · · , α(r)
)
: det(CE[α(1), α(2), · · · , α(r)]) = 0
}
has zero measure. Therefore, with probability 1 over the choice of α(1), α(2), · · · , α(r), the Cubic
Expectation Matrix CE[α(1), α(2), · · · , α(r)] is invertible. Since
(S1, S3, · · · , S2Kr−1) = (S∗1 , S∗3 , · · · , S∗2Kr−1)
it holds that p = p∗. Then we have:
r∑
j=1
β(j)PxjPyjPzj =
r∑
j=1
β(j)P ∗xjP
∗
yjP
∗
zj ∀x, y, z ∈ [r] (28)
Furthermore, since Q2j = 1− P 21j − · · · − P 2rj, it also holds that for ∀x ∈ [r]:
r∑
j=1
β(j)PxjQ
2
j =
r∑
j=1
β(j)P ∗xjQ
∗2
j
⇒
r∑
j=1
β(j)Pxj −
r∑
j=1
β(j)
r∑
t=1
PxjP
2
tj =
r∑
j=1
β(j)P ∗xj −
r∑
j=1
β(j)
r∑
t=1
P ∗xjP
∗2
tj
⇒
r∑
j=1
β(j)Pxj =
r∑
j=1
β(j)P ∗xj
(29)
Notice that Equation (28) is equivalent to the following tensor decomposition form.
β(1)

P11
P21
...
Pr1

⊗3
+ β(2)

P12
P22
...
Pr2

⊗3
+ · · ·+ β(r)

P1r
P2r
...
Prr

⊗3
= β(1)

P ∗11
P ∗21
...
P ∗r1

⊗3
+ β(2)

P ∗12
P ∗22
...
P ∗r2

⊗3
+ · · ·+ β(r)

P ∗1r
P ∗2r
...
P ∗rr

⊗3 (30)
Before using the property of tensor decomposition, we introduce a lemma to show that the following
matrix P∗ has full rank with probability 1 over the choice of v∗(i),w∗(i).
P∗ =

P ∗11 P
∗
12 · · · P ∗1r
P ∗21 P
∗
22 · · · P ∗2r
...
...
...
P ∗r1 P
∗
r2 · · · P ∗rr

Lemma 18. The matrix P∗ has full rank with probability 1 over the choice of v∗(i),w∗(i) i ∈ [r].
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Proof. If matrix P∗ isn’t invertible. Then there exists a non-zero vector (x1, x2, · · · , xr) such that:
P ∗11 P
∗
12 · · · P ∗1r
P ∗21 P
∗
22 · · · P ∗2r
...
...
...
P ∗r1 P
∗
r2 · · · P ∗rr
 ·

x1
x2
...
xr
 = 0
Since P ∗ij = v
∗(i) ·w∗(j), we know that:
v∗(i) · (x1w∗(1) + x2w∗(2) + · · ·+ xrw∗(r)) = 0 ∀i ∈ [r]
Therefore, the invertibility of matrix P∗ is equivalent to:(
span(v∗(1),v∗(2), · · · ,v∗(r))
)⊥
∩ span(w∗(1),w∗(2), · · · ,w∗(r)) 6= ∅ (31)
Assume v∗(1),v∗(2), · · · ,v∗(r),u∗(1), · · · ,u∗(d−r) is an orthonormal basis. Then the statement above
is equivalent to:
span(u∗(1), · · · ,u∗(d−r)) ∩ span(w∗(1),w∗(2), · · · ,w∗(r)) 6= ∅
⇔ u∗(1), · · · ,u∗(d−r),w∗(1),w∗(2), · · · ,w∗(r) is not a basis of Rd
⇔ det
(
u∗(1), · · · ,u∗(d−r),w∗(1),w∗(2), · · · ,w∗(r)
)
= 0
(32)
which probability is 0.
By the uniqueness of tensor decomposition (Section 7.3), we know that the r-vector group
3
√
β(1)(P11, P21, · · · , Pr1)T , 3
√
β(2)(P12, P22, · · · , Pr2)T , · · · , 3
√
β(r)(P1r, P2r, · · · , Prr)T
is a permutation of
3
√
β(1)(P ∗11, P
∗
21, · · · , P ∗r1)T , 3
√
β(2)(P ∗12, P
∗
22, · · · , P ∗r2)T , · · · , 3
√
β(r)(P ∗1r, P
∗
2r, · · · , P ∗rr)T
Denote α∗i =
3
√
β(i)(P ∗1i, P
∗
2i, · · · , P ∗ri)T and assume 3
√
β(i)(P1i, P2i, · · · , Pri)T = α∗σ(i). Here, σ :
[r]→ [r] is a permutation. According to Equation (31):
β(1)(P11, P21, · · · , Pr1)T + β(2)(P12, P22, · · · , Pr2)T + · · ·+ β(r)(P1r, P2r, · · · , Prr)T
= β(1)(P ∗11, P
∗
21, · · · , P ∗r1)T + β(2)(P ∗12, P ∗22, · · · , P ∗r2)T + · · ·+ β(r)(P ∗1r, P ∗2r, · · · , P ∗rr)T
(33)
which leads to:
(β(1))2/3α∗1 + (β
(2))2/3α∗2 + · · ·+ (β(r))2/3α∗r = (β(1))2/3α∗σ(1) + (β(2))2/3α∗σ(2) + · · ·+ (β(r))2/3α∗σ(r)
Since β(i) i ∈ [r] are distinct and vectors α∗1, α∗2, · · · , α∗r are linearly independent. We can conclude
that: σ = id. Therefore, for ∀i, j ∈ [r], it holds that Pij = P ∗ij, which comes to our conclusion.
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9.8 Proof of Theorem 4
proof. Without loss of generality, we consider G1, G2, G
∗
1, G
∗
2. To simplify our notifications, we
rewrite them as:
G1(ω) =
r∑
i=1
α(i)(v(i) · ω)3, G2(ω) =
r∑
i=1
β(i)(w(i) · ω)3
G∗1(ω) =
r∑
i=1
α∗(i)(v∗(i) · ω)3, G∗2(ω) =
r∑
i=1
β∗(i)(w∗(i) · ω)3
(34)
Similar to the proof of Theorem 2, we firstly estimate the difference between the expectation:
S2k−1(G∗1, G
∗
2) = E (G∗1(ω))
2k−1
G∗2(ω)
=E
(
r∑
i=1
α∗(i)ω3i
)2k−1
·
 r∑
j=1
β∗(j)(P ∗1jω1 + P
∗
2jω2 + · · ·+ P ∗rjωr +Q∗jωr+1)3

and the empirical mean:
S2k−1(G1, G2) = E (G1(ω))2k−1G2(ω)
=
1
N
N∑
t=1
(
r∑
i=1
α∗(i)ω3ti
)2k−1
·
 r∑
j=1
β∗(j)(P ∗1jωt1 + P
∗
2jωt2 + · · ·+ P ∗rjωtr +Q∗jωt,r+1)3

Lemma 19. When N is sufficiently large, with probability greater than 1−δ, the following inequal-
ities hold simultaneously for each k = 1, 2, · · · ,Kr.
|S2k−1(G1, G2)− S2k−1(G∗1, G∗2)| < (C2r7A)6r
3 ·
√
log(2e2r3/δ)
N
Here C2 is an absolute constant.
Proof. According to Theorem 14, considering the following polynomial:
f(ω) =
1
N
N∑
t=1
(
r∑
i=1
α∗(i)ω3ti
)2k−1
·
 r∑
j=1
β∗(j)(P ∗1jωt1 + P
∗
2jωt2 + · · ·+ P ∗rjωtr +Q∗jωt,r+1)3

This polynomial f(ω) is homogeneous with degree q = 6k and maximal variable power Γ = 6k.
Therefore:
µ1(w,ω) = µ2(w,ω) = · · · = µ6k−1(w,ω) = 0
since each nonempty hyperedge h has power 6k. Then we estimate the upper bound of µ0(w,ω)
36
and µ6k(w,ω).
µ0(w,ω) =
∑
h
|wh|
∏
v∈V(h)
E(|ωv|τhv )
= E
1
N
N∑
t=1
(
r∑
i=1
α∗(i)|ωti|3
)2k−1
·
 r∑
j=1
β∗(j)(P ∗1j |ωt1|+ P ∗2j |ωt2|+ · · ·+ P ∗rj |ωtr|+Q∗j |ωt,r+1|)3

= E
(
r∑
i=1
α∗(i)|ωi|3
)2k−1
·
 r∑
j=1
β∗(j)(P ∗1j |ω1|+ P ∗2j |ω2|+ · · ·+ P ∗rj |ωr|+Q∗j |ωr+1|)3

6 r2k−1 · r(r + 1)3A2k · (6k − 1)!! < (r + 1)3(rA)2k · (6k)3k
µ6k(w,ω) = max
h0∈H(H)
|wh0 | <
1
N
· (2k − 1)!A2k−1 · 6A = 6
N
(2kA)2k
By Theorem 12, when N is sufficiently large, it holds that: with probability larger than 1− δ,
|f(ω)− Ef(ω)| < max
(
(5Rk2rA)3k ·
√
log(e2/δ)
N
, 6(12Rk2A)6k · (log(e
2/δ))6k
N
)
= (5Rk2rA)3k ·
√
log(e2/δ)
N
= (C2k
2rA)3k ·
√
log(e2/δ)
N
(35)
Here, k = 1, 2, · · · ,Kr. Kr = 16r(r2 + 3r + 8) 6 2r3. In order to make the inequality holds
simultaneously for k = 1, 2, · · · ,Kr, we use δ/Kr to replace δ. Therefore, with probability larger
than 1− δ,
|S2k−1(G1, G2)− S2k−1(G∗1, G∗2)| < (C2k2rA)3k ·
√
log(e2Kr/δ)
N
< (C2r
7A)6r3 ·
√
log(2e2r3/δ)
N
holds for each k = 1, 2, · · · ,Kr. Here, C2 is an absolute constant. Denote Sk = Sk(G1, G2), S∗k =
Sk(G
∗
1, G
∗
2) and
s = (S1, S3, · · · , S2Kr−1), s∗ = (S∗1 , S∗3 , · · · , S∗2Kr−1)
From the lemma above, we know that with probability larger than 1− δ:
‖s− s∗‖2 <
√
Kr · (C2r7A)6r3 ·
√
log(2e2r3/δ)
N
< (C ′2r
7A)6r3 ·
√
log(2e2r3/δ)
N
Also, since:
S2k−1(G∗1, G
∗
2) 6 µ0(w,ω) < (r + 1)3(rA)2k · (6k)3k
we can estimate the upper bound of ‖s∗‖2:
‖s∗‖2 <
√
Kr · (r + 1)3(rA)2Kr · (6Kr)3Kr < 12r5(rA)4r3 · (12r3)6r3 < (24r6A)6r3
According to Equation (26),
s = p ·
(
CE[α(1), α(2), · · · , α(r)]
)
, s∗ = p∗ ·
(
CE[α∗(1), α∗(2), · · · , α∗(r)]
)
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Here:
p =
( r∑
j=1
β(j)P 31j , · · · ,
r∑
j=1
β(j)P 3rj , 3
r∑
j=1
β(j)P 21jP2j , · · · , 3
r∑
j=1
β(j)P 2rjPr−1,j ,
6
r∑
j=1
β(j)P1jP2jP3j , · · · , 6
r∑
j=1
β(j)Pr−2,jPr−1,jPrj , 3
r∑
j=1
β(j)P1jQ
2
j , · · · , 3
r∑
j=1
β(j)PrjQ
2
j
)
p∗ =
( r∑
j=1
β(j)P ∗31j , · · · ,
r∑
j=1
β(j)P ∗3rj , 3
r∑
j=1
β(j)P ∗21j P
∗
2j , · · · , 3
r∑
j=1
β(j)P ∗2rj P
∗
r−1,j ,
6
r∑
j=1
β(j)P ∗1jP
∗
2jP
∗
3j , · · · , 6
r∑
j=1
β(j)P ∗r−2,jP
∗
r−1,jP
∗
rj , 3
r∑
j=1
β(j)P ∗1jQ
∗2
j , · · · , 3
r∑
j=1
β(j)P ∗rjQ
∗2
j
)
(36)
Next, we will estimate the upper bound of ‖p− p∗‖2.
Lemma 20. Denote T = CE[α(1), α(2), · · · , α(r)], T ∗ = CE[α∗(1), α∗(2), · · · , α∗(r)]. Then we
estimate the upper bound of ‖(T ∗)−1‖F . Assume that the ground truth weights α∗(1), α∗(2), · · · , α∗(r)
are chosen independently from Gaussian distribution with positive integer M and standard deviation
σ, then with probability larger than 1− δ over the choice of α∗(1), α∗(2), · · · , α∗(r), we have:
‖(T ∗)−1‖F <
(
C3A3r18
δ
√
σ
)4r6
Here, C3 is an absolute constant.
Proof. Consider the matrix T ∗ = CE[α∗(1), α∗(2), · · · , α∗(r)] ∈ RKr×Kr . According to the definition
of Cubic Expectation Matrix.
T ∗ij = E
(
Pi(ω1, · · · , ωr) · (α∗(1)ω31 + · · ·+ α∗(r)ω3r)2j−1
)
< (rA)2j−1(6j − 1)!!
< (rA)2Kr (6Kr)3Kr
(37)
The inequality above holds because the expectation of each monomial is smaller than (6j−1)!! and
there are in all r2j−1 monomials. Therefore, for each element of adjoint matrix of T˜ ∗. Its element:
|T˜ ∗ij | = |det(W ∗ji)| 6 (Kr − 1)! ·
(
(rA)2Kr (6Kr)3Kr
)Kr−1
< (2r3 · (12r4A)6r3)2r3 < (16r4A)12r6
Here, W ∗ji is the ji-th algebraic cofactor of T
∗. On the other hand, since det(T ) is an integer-
coefficient homogeneous polynomial with r variables α∗(1), α∗(2), · · · , α∗(r) and degree 1 + 3 + 5 +
· · ·+ (2Kr − 1) = K2r .
According to the anti-concentration property of Gaussian polynomials introduced by [56], as-
sume that the ground truth parameters α∗(1), α∗(2), · · · , α∗(r) are chosen from a Gaussian distribu-
tion with positive integer mean M and standard deviation σ, then:
Pr
[
|det(T ∗)| 6  ·
√
C(det(T ∗)) · σK2r/2
]
6 C3K2r · 1/K
2
r
Here, C(det(T ∗)) is the sum of squares of all the monomial coefficients of CE[M + x1,M +
x2, · · · ,M+xr]. Since this is a non-zero integer-coefficient polynomial, it’s safe to say C(det(T ∗)) >
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1. Therefore, with probability at least 1− δ, it holds that:
|det(T ∗)| >
(
δ
√
σ
C3K2r
)K2r
Finally, we can estimate the upper bound of the Frobenius norm of T ∗. With probability larger
than 1− δ over the choice of α∗(1), α∗(2), · · · , α∗(r),
‖(T ∗)−1‖F =
∥∥∥∥ 1det(T ∗) T˜ ∗
∥∥∥∥
F
< Kr
(
C3K
2
r
δ
√
σ
)K2r
· (16r4A)12r6
<
(
2C3 · 4r6 · 163r12A3
δ
√
σ
)4r6
=
(
C ′3A3r18
δ
√
σ
)4r6
Here, C3, C
′
3 are absolute constants.
Next, we use the lemma above to estimate the gap ‖p− p∗‖2.
Lemma 21. With probability larger than 1− 3δ over the choice of α∗(1), α∗(2), · · · , α∗(r):
‖p− p∗‖2 <
(
Cr23A6
τδ
√
σ
)8r6
·
√
log(e2(Dr + 2r3)/δ)
N
+O
(
1
N
)
, µ2
Here, C is an absolute constant.
Proof. Denote E = T − T ∗. According to Theorem 3, we have:
|α(i) − α∗(i)| < µ1 = O
(
1√
N
)
Therefore,
Eij = EPi ·
(
(α(1)ω31 + α
(2)ω32 + · · ·+ α(r)ω3r)2j−1 − (α∗(1)ω31 + α∗(2)ω32 + · · ·+ α∗(r)ω3r)2j−1
)
< EPi(|ω1|, |ω2|, · · · , |ωr|) · (2j − 1)(µ1|ω1|3 + µ1|ω2|3 + · · ·+ µ1|ωr|3)·
(α∗(1)|ω1|3 + · · ·+ α∗(r)|ωr|3)2j−2 +O(µ21)
< µ1(rA)2j(6j − 1)!! +O(µ21) < µ1(rA)2Kr · (6Kr)3Kr +O(µ21) (38)
with probability larger than 1− δ,
µ1 =
(
C1(6r)
3r · Ar+1
τ
)3r
·
√
log(Dre2/δ)
N
Therefore:
‖E‖F < Kr · µ1(rA)2Kr · (6Kr)3Kr +O(µ21) <
(
C4r
4A2
τ
)6r3
·
√
log(Dre2/δ)
N
+O
(
1
N
)
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According to Theorem 7: with probability at least 1− 2δ,
‖T−1 − (T ∗)−1‖2 6 ‖E‖2‖(T
∗)−1‖22
1− ‖(T ∗)−1E‖2 = ‖E‖2‖(T
∗)−1‖22 +O
(
1
N
)
6 ‖E‖F ‖(T ∗)−1‖2F +O
(
1
N
)
<
(
C5r
19A5
τδ
√
σ
)8r6
·
√
log(Dre2/δ)
N
+O
(
1
N
) (39)
Combining the equation above with Lemma 19, with probability larger than 1− 3δ:
‖p− p∗‖2 = ‖s · T−1 − s∗ · (T ∗)−1‖2 < ‖s− s∗‖2 · ‖(T ∗)−1‖F + ‖T−1 − (T ∗)−1‖2 · ‖s∗‖2 +O
(
1
N
)
<
(
C5r
19A5
τδ
√
σ
)8r6
(24r6A)6r3
√
log(Dre2/δ)
N
+
(
C ′3r
18A3
δ
√
σ
)4r6
(C ′2r
7A)6r3
√
log(2e2r3/δ)
N
+O
(
1
N
)
<
(
Cr23A6
τδ
√
σ
)8r6
·
√
log(e2(Dr + 2r3)/δ)
N
+O
(
1
N
)
, µ2
Here, C is an absolute constant.
Since the form of p,p∗ is equivalent to tensor decomposition. Denote:
L = β(1)

P11
P21
...
Pr1

⊗3
+ β(2)

P12
P22
...
Pr2

⊗3
+ · · ·+ β(r)

P1r
P2r
...
Prr

⊗3
= (u(1))⊗3 + (u(2))⊗3 + · · ·+ (u(r))⊗3
L∗ = β∗(1)

P ∗11
P ∗21
...
P ∗r1

⊗3
+ β∗(2)

P ∗12
P ∗22
...
P ∗r2

⊗3
+ · · ·+ β∗(r)

P ∗1r
P ∗2r
...
P ∗rr

⊗3
= (u∗(1))⊗3 + (u∗(2))⊗3 + · · ·+ (u∗(r))⊗3
(40)
Then ‖L−L∗‖F 6 ‖p−p∗‖2 < µ2. Here, u(i) = 3
√
β(i)(P1i, P2i, · · · , Pri)T , u∗(i) = 3
√
β∗(i)(P ∗1i, P
∗
2i, · · · , P ∗ri)T .
In the next lemma, we will use the uniqueness and perturbation property of tensor decomposition
to estimate the solution gap
∑r
i=1 ‖u(i) − u∗(i)‖2. According to the Jenrich’s Algorithm of tensor
decomposition, firstly we find a matrix G ∈ Rr×r such that: GTu∗(1), GTu∗(2), · · · , GTu∗(r) are or-
thonormal vectors. Denote U = (u(1), u(2), · · · , u(r)) and U∗ = (u∗(1), u∗(2), · · · , u∗(r)). Then GTU∗
is an orthogonal matrix and we conduct the whitening process, using the same G to the whitening.
U , L[G,G,G] =
r∑
i=1
(GTu(i))⊗3, U∗ , L∗[G,G,G] =
r∑
i=1
(GTu∗(i))⊗3
40
Then we can properly sample an r-length unit vector x and calculate the weighted sum of r slices
of sub-matrices of U and U∗. Denote v(i) = GTu(i), v∗(i) = GTu∗(i).
Ux = x1U [1, :, :] + x2U [2, :, :] + · · ·+ xrU [r, :, :] =
r∑
i=1
(v(i) · x) · (v(i))⊗2 = V DV T
U∗x = x1U∗[1, :, :] + x2U∗[2, :, :] + · · ·+ xrU∗[r, :, :] =
r∑
i=1
(v∗(i) · x) · (v∗(i))⊗2 = V ∗D∗(V ∗)T
Notice that V ∗ is the orthogonal eigenvector matrix of U∗x . We calculate the orthogonal eigenvector
matrix V, V ∗ of both Ux and U∗x , and we can give an upper bound of their difference with theoretical
guarantee, which leads us to the stability of U∗. Firstly, we analyze the stability property of V, V ∗
by using Lemma 9.
Lemma 22. Given the whitening matrix G, we can estimate the upper bound of the difference of
V and V ∗.
‖V − V ∗‖F 6 r2µ2 · ‖G‖3F +O
(
1
N
)
Proof. Notice that V ∗ is an orthogonal matrix, which means v∗(1), v∗(2), · · · , v∗(r) are orthonormal
vectors. We can properly choose a unit vector x:
x = αv∗(1) + (2α)v∗(2) + · · ·+ (rα)v∗(r)
where α = 1/
√
12 + 22 + · · ·+ r2 = √6/r(r + 1)(2r + 1). Then the diagonal matrixD∗ = diag(α, 2α, · · · , rα).
According to Lemma 9:
‖v(i) − v∗(i)‖2 6 ‖Ux − U
∗
x‖2
α
+O(‖Ux − U∗x‖22)
Then we estimate the upper bound of ‖Ux − U∗x‖2:
‖U − U∗‖2F = ‖L[G,G,G]− L∗[G,G,G]‖2F =
r∑
i,j,k=1
 r∑
a,b,c=1
(Labc − L∗abc)GiaGjbGkc
2
6
r∑
i,j,k=1
 r∑
a,b,c=1
(Labc − L∗abc)2
 ·
 r∑
a,b,c=1
(GiaGjbGkc)
2
 = ‖L− L∗‖2F · ‖G‖6F
⇒‖U − U∗‖F 6 ‖L− L∗‖F · ‖G‖3F < µ2‖G‖3F
⇒‖Ux − U∗x‖F 6
r∑
i=1
|xi| · ‖U [i, :, :]− U∗[i, :, :]‖F 6
√√√√ r∑
i=1
|xi|2 ·
r∑
i=1
‖U [i, :, :]− U∗[i, :, :]‖2F
= ‖U − U∗‖F < µ2‖G‖3F
Therefore:
‖V − V ∗‖F 6
√
r
(
µ2‖G‖3F
α
)
+O
(
1
N
)
< r2µ2 · ‖G‖3F +O
(
1
N
)
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After we estimate the gap between V and V ∗, there is also one step away from estimating the
gap between U and U∗, which is estimating the upper bound of ‖G‖F and ‖G−1‖2. The whitening
process above shows how to get this G. We firstly properly choose a unit vector y and calculate the
weighted sum.
L∗y = y1L
∗[1, :, :] + y2L∗[2, :, :] + · · ·+ yrL∗[r, :, :] = U∗EU∗T
Here, E = diag(〈u(i), y〉 : i ∈ [r]). Since L∗y is a symmetrical matrix, we can conduct the orthogonal
decomposition as: L∗y = QFQ
T , and our whitening matrix G = QF−1/2. Then we estimate the
upper bound of ‖G−1‖2.
Lemma 23. For the whitening matrix G mentioned above, we can estimate the upper bound of its
2-norm.
‖G−1‖2 6
√
rA (41)
Proof. In fact, it’s not difficult to notice that:
‖G−1‖2 = ‖F 1/2‖2 6
√
‖F‖2 =
√
‖L∗y‖2 6
√
‖L∗y‖F 6
√√√√ r∑
i=1
|yi| · ‖L∗[i, :, :]‖F
6 4
√√√√ r∑
i=1
|yi|2 ·
r∑
i=1
‖L∗[i, :, :]‖2F =
√
‖L∗‖F 6
√√√√ r∑
i=1
|β∗(i)| · ‖(P ∗1i, P ∗2i, · · · , P ∗ri)T ‖32
6
√
rA (42)
Here, we use the fact that: P ∗21i + P
∗2
2i + · · ·+ P ∗2ri 6 1.
On the other hand, we will estimate the upper bound of ‖G‖F .
Lemma 24. With probability larger than 1− 2δ over the choice of v∗(i),w∗(i) i ∈ [r], we have:
‖G‖F 6 2r
2
√
d
δ5/2 · 6√τ
Proof. It’s obvious that: ‖G‖F 6
√
r · ‖G‖2 =
√
r · ‖F−1/2‖2 =
√
r√
λmin(L∗y)
. Here, λmin(X) is the
absolute value of the eigenvalue of X which is closest to 0. Next,
λmin(L
∗
y) = λmin(EU
∗TU∗) > λmin(E) · σ2min(U∗)
Since U∗ ∈ Rr×r has the following form:
U∗i =
3
√
β∗(i)(P ∗1i, P
∗
2i, · · · , P ∗ri)T = 3
√
β∗(i)(v∗(1)·w∗(i),v∗(2)·w∗(i), · · · ,v∗(r)·w∗(i))T = 3
√
β∗(i)A∗TB∗i
Here, A∗ = (v∗(1),v∗(2), · · · ,v∗(r)) ∈ Rd×r, B∗ = (w∗(1),w∗(2), · · · ,w∗(r)) ∈ Rd×r. Therefore,
U∗ = A∗TB∗. According to the conditions of v∗(i),w∗(i), matrices A∗, B∗ can be treated as the
first r columns of two random d×d orthogonal matrices (with regard to Haar Measure). Firstly, we
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analyze the lower bound of λmin(E). According to the rotational symmetrical property and Lemma
4, we can estimate the lower bound of ‖U∗i ‖2 with high probability.
P (‖U∗i ‖2 6 t) 6 P
(
|v∗(1) ·w∗(i)| 6 t
3
√
τ
)
6 pi
2
d · t
3
√
τ
<
2dt
3
√
τ
(43)
Therefore, with probability at least 1 − δ, it holds that: ‖U∗i ‖2 > δ
3
√
τ
2d . After combining all these
i = 1, 2, · · · , r together, we can conclude that, with probability at least 1− δ, we have:
‖U∗i ‖2 >
δ 3
√
τ
2rd
(i = 1, 2, · · · , r)
Also, by using Lemma 4, we can properly choose a unit vector y, such that:
|Uˆ∗i · y| >
2
pir2
>
1
2r2
⇒ |U∗i · y| >
δ 3
√
τ
4r3d
⇒ λmin(E) > δ
3
√
τ
4r3d
Then, we estimate the lower bound of σmin(U
∗) > λmin(U∗). Since matrix U∗ can be treated as
the top left r × r submatrix of a random orthogonal matrix (under Haar Measure), we use an
important equation about the relationship between lower bound of the smallest eigenvalue and
distance between subspaces.
r∑
i=1
λi(U
∗)−2 =
r∑
i=1
D−2i
Here, Di denotes the distance between the i-th column vector of U
∗ and the subspace spanned
by other column vectors. We analyze D1 first, which is the distance between α = U
∗
1 and r − 1
dimensional hyperplane Γ = span(U∗2 , U
∗
3 , · · · , U∗r ). Since U∗1 , · · · , U∗r can be treated as the first r
elements of r orthonormal vectors U˜∗1 , · · · , U˜∗r . Therefore, for any given hyperplane Γ in Rr, α can
be the first r elements of any random unit vector in the complementary space in span(U˜∗2 , · · · , U˜∗r )⊥.
Then we can estimate the lower bound of D1 with high probability.
P (D1 < ) 6 P (‖α‖2 <
√
) + P (|〈αˆ,Γ⊥〉| < √)
6 P (‖U˜∗1 ,n‖2 <
√
) + P (|〈αˆ,Γ⊥〉| < √)
<
pi
2
d
√
+
pi
2
d
√
 = pid
√

Here, n = (1/
√
r, · · · , 1/√r, 0, · · · , 0)T is a unit vector. Therefore,
P (λmin(U
∗) 6 t) 6 P (
∑
λ∈λ(U∗)
λ−2 > t−2) = P (
r∑
i=1
D−2i > t−2) > rP (D−21 > 1/rt2) = rP (D1 6
√
rt)
Let
√
rt = , we know that:
P (λmin(U
∗) 6 √
r
) 6 rP (D1 < ) = pird
√

In other words, with probability greater than 1− δ, it holds that:
λmin(U∗) > δ
2
r5/2d2
43
After summing up all the inequalities above, we can conclude that, with probability larger than
1− 2δ over the choice of v∗(i),w∗(i) i ∈ [r],
‖G‖F 6
√
r√
δ 3
√
τ
4r3d · δ
2
r5/2d2
=
2r2
√
d
δ5/2 · 6√τ
Finally, we are able to estimate the gap between U and U∗ and furthermore, the gap between
Pij and P
∗
ij and finish the proof of Theorem 4.
Lemma 25. For ∀i, j ∈ [r], it holds that:
|Pij − P ∗ij | <
(
C ′r23A6
τδ
√
σ
)9r6
· d8 ·
√
log(e2(Dr + 2r3)/δ)
N
+O
(
1
N
)
where C ′ is an absolute constant.
Proof. Since V = GTU ⇒ U = G−TV . It holds that:
‖U − U∗‖2 6 ‖G−1‖2 · ‖V − V ∗‖2 6
√
rA · r2µ2 · 8r
27/2d15/2
δ21/2
√
τ
+O
(
1
N
)
=
(
Cr23A6
τδ
√
σ
)8r6
·
√
log(e2(Dr + 2r3)/δ)
N
· 8r
14d8
δ11
√
A
τ
+O
(
1
N
)
Therefore, for ∀i, j ∈ [r], it holds that:
|Pij − P ∗ij | <
1
3
√
τ
‖U − U∗‖2 <
(
C ′r23A6
τδ
√
σ
)9r6
· d8
√
log(e2(Dr + 2r3)/δ)
N
+O
(
1
N
)
where C ′ is an absolute constant. Till now, we’ve finished the proof of Theorem 4.
9.9 Proof of Theorem 5
proof. Denote:
V = (v(1)1 ,v(2)1 , · · · ,v(r)1 ,v(1)2 , · · · ,v(r)D )T ∈ RDr×d
V∗ = (v∗(1)1 ,v∗(2)1 , · · · ,v∗(r)1 ,v∗(1)2 , · · · ,v∗(r)D )T ∈ RDr×d
Then, according to Theorem 4, with probability larger than 1− 5D22 δ, it holds that:
‖VVT − V∗V∗T ‖∞,∞ 6 µ3
By Lemma 11, there exists orthogonal matrices G1, G2 ∈ Rd×d, such that:
‖VG1 − V∗G2‖F 6
√
Ddrµ3 +O(µ3)
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Denote (v
(i)
k )
TG1 = w
(i)
k , (v
∗(i)
k )
TG2 = w
∗(i)
k . Finally, we are able to estimate the Wasserstein
distance.
W1(G#N (0, I), G∗#N (0, I)) = sup
Lip(D)61
[
E
ω∼N (0,I)
D(G(ω))− E
ω∼N (0,I)
D(G∗(ω))
]
= sup
Lip(D)61
[
E
ω∼N (0,I)
D(G(GT1 ω))− E
ω∼N (0,I)
D(G∗(GT2 ω))
]
6Eω‖G(GT1 ω)−G∗(GT2 ω)‖2 6 Eω
 D∑
k=1
(
r∑
i=1
α
(i)
k (w
(i)
k · ω)3 −
r∑
i=1
α
∗(i)
k (w
∗(i)
k · ω)3
)21/2
6
 D∑
k=1
Eω
(
r∑
i=1
α
(i)
k (w
(i)
k · ω)3 −
r∑
i=1
α
∗(i)
k (w
∗(i)
k · ω)3
)21/2
Since:
Eω
(
r∑
i=1
α
(i)
k (w
(i)
k · ω)3 −
r∑
i=1
α
∗(i)
k (w
∗(i)
k · ω)3
)2
6(2r)
(
r∑
i=1
Eω
(
α
(i)
k (w
(i)
k · ω)3 − α∗(i)k (w(i)k · ω)3
)2
+
r∑
i=1
Eω
(
α
∗(i)
k (w
(i)
k · ω)3 − α∗(i)k (w∗(i)k · ω)3
)2)
6(2r)
(
15
r∑
i=1
|α(i)k − α∗(i)k |2 +A2
r∑
i=1
Eω
(
3((w
(i)
k −w∗(i)k ) · ω)(w∗(i)k · ω)2
)2
+O
(
1
N3/4
))
62r · 9A2
r∑
i=1
√
E((w(i)k −w∗(i)k ) · ω)4 · E(w∗(i)k · ω)8 +O
(
1
N3/4
)
=18rA2
r∑
i=1
√
105 · 15‖w(i)k −w∗(i)k ‖42 +O
(
1
N3/4
)
< 720rA2
r∑
i=1
‖w(i)k −w∗(i)k ‖22 +O
(
1
N3/4
)
Therefore,
W1(G#N (0, I), G∗#N (0, I)) <
(
720rA2
D∑
k=1
r∑
i=1
‖w(i)k −w∗(i)k ‖22 +O
(
1
N3/4
))1/2
=
(
720rA2 · ‖VG1 − V∗G2‖2F +O
(
1
N3/4
))1/2
< 30
√
rA ·
√
Ddrµ3 + o(
√
µ3)
<
√
D · d4
(
Cr23A6
τδ
√
σ
)5r6
4
√
log(e2(Dr + 2r3)/δ)
N
+ o
(
1
N1/4
)
(44)
Till now, the main theorem has been proved.
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10 An Efficient Algorithm to Determine Generators by Mo-
ment Analysis
In this section, we summarize the sections above, and introduce an efficient algorithm (Algorithm
1) to determine the learner generator G only by moment analysis.
Algorithm 1 Efficient Algorithm of Determining Generators by Moment Analysis
Input: Various low-order moments of target generator G∗.
Output: The Learner Generator G.
Stage 1: Intro-component Moment Analysis
1: for k = 1, 2, · · · , D do
2: if k = 1 then
3: F [1] = 115M
2(G∗k).
4: else
5: Calculate F [k] according to Lemma 15 and Equation (17).
6: Solve the equation group: xk1 + x
k
2 + · · ·+ xkr = F [k] (k = 1, 2, · · · , r).
7: Let α
(i)
k =
√
xi i = 1, 2, · · · , r.
Stage 2: Inter-component Moment Analysis
1: for i < j ∈ {1, 2, · · · , D} do
2: Obtain the moments Sk = E(G∗i )kG∗j , k = 1, 3, · · · , 2Kr − 1.
3: Calculate the vector p = (S1, S3, · · · , S2Kr−1) · (CE[α(1)i , · · · , α(r)i ])−1
4: Solve the following tensor decomposition problem: u⊗31 +u
⊗3
2 + · · ·+u⊗3r = P , Tensor(p).
5: Choose a permutation σ : [r] → [r], such that: (α(1)j )−2/3uσ(1) + (α(2)j )−2/3uσ(2) + · · · +
(α
(r)
j )
−2/3uσ(r) = p , V ector(p).
6: Let v
(a)
i · v(b)j = (α(b)j )−1/3(uσ(b))a (a, b = 1, 2, · · · , r).
Stage 3: The Learner Generator G.
Denote V = (v
(1)
1 , · · · ,v(r)1 , · · · ,v(r)D ) ∈ Rd×Dr. After we get all the α(i)k and V TV , we can finally
calculate the vector V and furthermore, obtain the learner generator G.
Here, as we expressed in Proof of Theorem 2:
p =
( r∑
j=1
β(j)P ∗31j , · · · ,
r∑
j=1
β(j)P ∗3rj , 3
r∑
j=1
β(j)P ∗21j P
∗
2j , · · · , 3
r∑
j=1
β(j)P ∗2rj P
∗
r−1,j ,
6
r∑
j=1
β(j)P ∗1jP
∗
2jP
∗
3j , · · · , 6
r∑
j=1
β(j)P ∗r−2,jP
∗
r−1,jP
∗
rj , 3
r∑
j=1
β(j)P ∗1jQ
∗2
j , · · · , 3
r∑
j=1
β(j)P ∗rjQ
∗2
j
) (45)
P , Tensor(p) ∈ Rr×r×r is the tensor with elements:
Pabc =
r∑
i=1
β(j)P ∗ajP
∗
bjP
∗
cj (a, b, c,= 1, 2, · · · , r)
46
p , V ector(p) ∈ Rr denotes the vector with elements:
pk =
r∑
j=1
β(j)P ∗kj (k = 1, 2, · · · , r)
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