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I. INTRODUCTION
In condensed matter physics vortices appear in many systems with continuously degenerate ground states, whose properties are determined by some phase-like variable φ, including superfluids 1 and superconductors, conventional ones 2 as well as high-temperature ones, 3 dilute Bose-Einstein condensates, 4, 5 and some models of magnets, see Refs. 6-8. At low temperatures vortices are bound into pairs, forming a Berezinskii phase with absence of long range order, but with the presence of quasilong-range order. 9 The unbinding of the vortex pairs at high enough temperatures T > T BKT leads to the Berezinskii -Kosterlitz -Thouless phase transition, see Refs. 9-11. Vortices, free as well as bound into pairs, also play an essential role in thermal and dynamical properties of 2D magnets 12, 13 and Helium II. 2 In particular, translational motion of vortices leads to a central peak in dynamic correlation functions, 12, 13 which has been observed experimentally see Refs. 14 and references therein.
In this article we analyze the vortices in an easy-plane (EP) ferromagnet (FM) with a magnetic field H directed along the hard axis, 15 also referred to as the cone-state model. There are many reasons for this interest. The initial xy-symmetry is not broken by the magnetic field; but for magnetic field smaller than an anisotropy field H a , the magnetization in the ground state is directed along one of the directions on the cone with the polar angle θ 0 = π/2, and the FM is in so-called cone state, see 15 . As H → H a , the cone angle closes, θ 0 → 0, and the Landau -Lifshitz equation for magnetization becomes equivalent to a repulsive non-linear Schrodinger equation, 6, 7 which is in fact the Gross-Pitaevsky (GP) equation used in the theory of superfluids. 16 The so-called out-of-plane vortices for the cone-state model have two possible directions of the magnetization at the origin, with the "polarization", p = m z (0) = ±1, considered as a π 2 topological charge. This charge is in addition to the usual vorticity q, which has the sense of a π 1 topological charge, where q is an integer which determines the change of a phase-like variable φ (the condensate phase, or, for EP magnets, the azimuthal angle) along a closed contour surrounding the vortex center, ∆φ = 2πq. At zero magnetic field, the vortices with p = ±1 are energetically degenerate. Under the presence of H > 0, the two possible states of a cone-state vortex with different polarizations p = ±1 are non-equivalent, and separated by a finite energy barrier. Those with m(0) parallel to the magnetic field have a lower energy (light vortices) compared to those with m(0) antiparallel to the field (heavy vortices). 15 We show that the heavy vortices lose their stability for large enough fields, and the magnetic model becomes equivalent to the GP one. The presence of a gyroscopical (Magnus) force is also a common feature for different vortices -in superfluids 1 and superconductors, 2 for optical vortices 17 , for vortices in ferromagnets see Refs. 18, 12, and for vortices in EP antiferromagnets with a magnetic field. 19 For magnetic vortices the gyroforce effects are proportional to the core out-of-plane magnetization m z (0), thus it can be expected that light and heavy vortices may exhibit different gyroscopic effects.
The cone-state model also can be considered as intermediate between different models supporting vortices. Consider the deviation of the amplitude-type variable (amplitude of condensate, or out-of-plane magnetization for EP magnets), from its equilibrium value far from the vortex core. The radial dependence of this deviation is different for vortices in EP magnets and in media described by equations of GP type. The latter type (vortices in superfluidity and optics) have power law decay of this deviation far from the vortex core, in contrast with the characteristic exponential decay for vortices in EP magnets. [6] [7] [8] The cone-state model is intermediate between these cases, ranging from pure EP at H = 0 to GP as H → H a . It is natural to expect that this important difference could produce differences in dynamical properties, especially in scattering of linear excitations on a vortex and in the properties of local and quasilocal modes.
During recent years the problem of magnetic vortices for finite size magnetic particles, especially their dynamics, has become very important in connection with novel composite magnetic materials -such as magnetic dot arrays, see Refs. 20 . These magnetic dots are submicron sized islands made from soft magnetic materials on a nonmagnetic substrate. They are important from a practical standpoint (high-density magnetic storage) and are interesting as fundamentally new objects in the basic physics of magnetism. The distribution of magnetization in such a dot is quite nontrivial: when the dot size R is above the critical value R cr , an inhomogeneous state with an out-of plane magnetic vortex occurs, stable due to competition between exchange and dipole interactions. 21 This vortex state has been experimentally observed for disk-shaped magnetic dots with the diameter 2R = 200 -800 nm and thickness L = 20 -60 nm. 22 It it is expected that these non-uniform states will drastically change the dynamic and static properties of a dot in comparison with a uniformly magnetized magnetic disk. The cone state vortices are also important for the description of real systems of sub-micron magnetic dots, because the magnetic dipole interaction of dots in the lattice produces a magnetic field perpendicular to the dots' plane. This field could be either parallel or antiparallel to the magnetization of the core of the vortex of the dot, implying the presence of both light and heavy cone-state vortices, respectively.
To construct an adequate description of the vortex ensemble and vortex contributions to the dynamical response functions, it is necessary to investigate the dynamical properties of single vortices, including the translational motion as well as the properties of local and quasilocal modes (internal modes) on the vortex. The investigation of vortex dynamics (translational and internal) has been carried out using different methodsnumerically, for discrete models, mainly for circular samples cut from large lattice systems, see Refs. 23, 24, and for continuum models as well, both analytically, see Refs. 25-27 and numerically, see Refs. 28, 29. A better understanding of this the problem of vortex dynamics in the finite-size circular magnets was developed in Refs. 30, 29. These problems are deeply connected with the problem of scattering of linear excitations by a vortex, which we investigate in detail here. For example, knowledge of the S-matrix for vortex-magnon scattering gives the possibility to describe the results of numerical simulations of the motion of the magnetic vortex, and to verify a non-Newtonian dynamical equation for the vortex center coordinate, see Ref. 30. Due to the above reasons, in this article we concentrate on developing the theory for scattering of magnons by a cone-state vortex, determining scattering data for both light and heavy vortices. We find particularly interesting features, including a strongly magnetic-field-dependent splitting of doubly degenerate modes. As part of our calculations, we determined the stable light and heavy vortex structures as functions of magnetic field. The main body of the article is organized as follows. In Sec.
II we present the model, and discuss its ground state, free magnon excitations, and the cone-phase out-of-plane vortices. The stability of these vortices is investigated numerically and through a variational calculation. In Sec. III we describe the numerical calculation of modes on a vortex, and also give the basic theory for magnon modes on a vortex, as derived from the Landau-Lifshitz dynamical equations. In Sec. IV we focus on analysis and presentation of results for finite-radius circular magnetic particles in the cone state, where finite size effects play a strong role. The main conclusions of our work are summarized in Sec. V.
We consider the classical two-dimensional (2D) model of a Heisenberg ferromagnet (FM) in the presence of an external magnetic field H, with the Hamiltonian
Here J > 0 is the exchange integral, and 0 ≤ λ < 1 describes easy-plane anisotropy with (xy) as the easy plane. The spins S are classical vectors on a square lattice with the lattice constant a. ( n, n ) denotes nearest-neighbor lattice sites, counting each bound only once. The magnetic field H is directed along the hard axis, because only in this case is the initial xy-symmetry not broken by the magnetic field; g is Lande factor, µ B is the Bohr magneton. Our main interest lies in the small anisotropy case, which corresponds to 1 − λ 1, for which a continuum limit analysis is valid.
A continuum limit for the FM model can be derived from (1) in the usual way, defining the unit vector of magnetization as a function of continuous variables r and t: m( r, t) = S n (t)/S. The dynamical equation for m has the form of the well-known Landau-Lifshitz equation, see Refs. 6, 7. In usual angular variables [m x + im y = sin θ exp(iφ), m z = cos θ], its form is dictated by the continuum energy functional E[θ, φ], according to
For the model (1), in the lowest approximation with small parameter 1−λ and small gradients of magnetization, the energy functional can be presented in the form
Here we introduced the characteristic length scale, r v , which gives the vortex core size at H = 0, and the dimensionless magnetic field, h, normalized by the anisotropy field H a , which are defined by
For a material with a typical exchange interaction J ≈ 10 K, g = 2, and one-percent anisotropy, λ ≈ 0.99, this gives an anisotropy field of H a ≈ 0.3 Tesla and a vortex core size r v ≈ 5a, where a is the lattice constant.
A. Ground State
For small fields h < 1 (valid for small laboratory fields and real materials), the minimization of the energy (3) shows that the ground state is the so-called cone state, in which the asymptotic value of θ = θ ∞ = π/2, is determined by the normalized magnetic field strength,
and the value of φ is arbitrary; see Refs. 6, 7 for details. In this state the symmetry of the ground state is lower than that of the model. For zero magnetic field, θ ∞ = π/2, and we have a usual easy plane ferromagnet. For large enough fields, h ≥ 1, the collinear phase with the magnetization parallel to the magnetic field (θ = 0) is realized. The dynamical equations for this model can be written as
where c 0 = 2JSa √ 1 − λ is the magnon speed at H = 0. Note that the equations (3) and (6) arise in the longwave approximation (a|∇ m| 1) not only for the model we are considering here, but for a set of discrete models, for example, on different uniaxial lattices, like triangular and hexagonal. Merely the expressions for c and r v , defined through the microscopic parameters J and λ, change. We should point out, however, that the terms describing the inhomogeneous exchange interaction for the model (1) read (λ sin 2 θ + cos 2 θ)(∇θ) 2 + (∇φ) 2 sin 2 θ. We work with the more symmetric form of the energy displayed in (3), for the following reasons. First, for small anisotropy (λ 1), the theta-dependence of the multiplier before (∇θ) 2 is unimportant. Second, and more essential, Eq. (3) holds for various models, for example, for FMs on different kinds of lattices and FMs with additional single-ion anisotropy. For all of these models, with small enough anisotropy (r v a), the energy (3) is universal in the long wavelength approximation, instead of having different non-symmetrical generalizations like the one presented above.
B. Free Magnons
For the homogeneous ground state (all spins are parallel and confined to one of the directions on the cone cos θ = h) the 2D model has well-known magnon excitations with the gapless dispersion law
where k = | k| and k is the magnon wave vector, and the parameters are
These have the same physical sense for a FM in the presence of the magnetic field as (4) and (6) for H = 0. It is important to note that the presence of the magnetic field increases the value of r v and makes the region of applicability of the continuum model wider. For example, even for the XY -model, which has extremely high anisotropy, the value of r v (h) for nonzero fields is finite, and becomes more than the lattice constant for H ∼ = H a . On the other hand, for some type of vortices (so-called heavy ones, discussed below) the simplest continuum model (3) fails, and the next powers of gradients of magnetization have to be taken into account.
C. Cone-Phase Out-of-Plane Vortices
For the weak anisotropy considered here (λ 1), or for large enough magnetic field, the stable vortex excitations have a nonzero out-of-plane (S z ) component. These outof-plane (OP) vortices are described by the formulas
where r and χ are polar coordinates in the FM's easy plane, and q = ±1, ±2, ... is the π 1 − topological charge (vorticity). The function θ 0 (r) is the solution of a nonlinear ordinary differential equation, 6, 7 with the natural boundary conditions, sin θ 0 → 0 at r → 0, giving the absence of a singularity at the origin, and cos θ ∞ = h far from the vortex. The value of cos θ 0 (0) = ±1 determines two possible states of the vortex with given q. For the case H = 0, the vortices with p = cos θ 0 (0) = ±1 correspond to the mapping of the FM's plane onto the upper and lower half-spheres of the sphere m 2 = 1. Thus, the value of p = cos θ 0 (0) can be considered as a π 2 topological charge, the so-called polarization. For zero field the vortices with p = ±1 have the same energies, but can be transformed into each other only by the creation of discontinuities of the magnetization field (2D analog of hedgehog-like singular points, which is common to inplane vortices), see Ref. 31 . The energy barrier that has to be overcome to reverse the vortex polarization is finite, in contrast with the infinite energy barrier to change the π 1 topological charge vorticity. For the case h = 0, the vortices with m(0) parallel to the magnetic field have a lower energy (light vortices) compared to the vortices with m(0) antiparallel to the field (heavy vortices). Alternatively, we find it is more convenient to always put cos θ 0 (0) = +1, and then allow both positive and negative values of the magnetic field. Then the case h > 0 corresponds to light vortices, and h < 0 corresponds to heavy ones.
Light and Heavy Vortices: Theory
Both light and heavy vortices can be described in continuum theory. For the simplest model (3), their structure can easily be found by numerical integration of the second order differential equation for θ 0 (r), which for this model reads
where x = r/r v , with the boundary conditions
Only the case q 2 = 1 will be discussed here. Numerical integration (also see following section) gives solutions for all values of the magnetic fields −1 < h < 1, where h > 0 corresponds to the light vortices, and h < 0 to the heavy ones. 15 Let us discuss briefly the vortex structure. At x → 0 the value of θ → Cx, just as for the case h = 0, but with the constant C depending strongly on h. Far from the vortex, the asymptotics change drastically and follow the power law, cos θ 0 = h + h/x 2 , instead of the exponential one, cos θ 0 ∼ exp(−x) for h = 0. This power law dependence is valid for both signs of the magnetic field, e.g. for both light and heavy vortices, at the values x max{1, h/ √ 1 − h 2 }. The power law decay is a typical property of vortices for different media, like those in hydrodynamics and superfluidity, whereas the exponential dependence can be considered an exception. As we will see later, the appearance of power law asymptotics produces very important differences in the dynamical properties of the magnetic vortices at h = 0 and h = 0.
For light vortices, with growing magnetic field the amplitude of the function cos θ 0 (r) decreases and the region of its localization ∆r ∼ r v (h) increases. On the other hand, even for values of (1−λ) significantly different from zero, including up to λ = 0 (XY -model), the continuum approximation can be valid at large positive values of h 1. For example, for λ = 0, we have r v (h) = 3.5a at H = 0.99H a and r v (h) = 11.2a at H = 0.999H a . For finite systems, even for large system radii R r v , the light vortex core width r v (h) can become larger than the system radius R at large enough fields, (1 − h) < (r v /R) 2 . In this case some special approximations based on an isotropic model must be considered, and are presented below.
For heavy vortices the situation is opposite: at h → −1 the function cos θ 0 (r) becomes very sharp near the origin and the region of the vortex core becomes very narrow, even less than a lattice constant, see Ref. 15 . Thus, if one starts with small values of the anisotropy parameter (1 − λ), the continuum approximation fails at values of h near −1. Note that this behavior is not connected with the value of r v (h), which becomes large for positive and negative fields. As was shown numerically in Ref. 15 , for large negative fields there are two different scales in the vortex structure: the large value r v (h) determines the asymptotics far from the vortex core, while the vortex core width can be much smaller. This feature manifests itself in the properties of the vortices in the finite sized discrete model.
Light and Heavy Vortices: Numerical Relaxation and Discussion
An alternative way to construct the vortex states is the direct energy minimization of the discrete model (1), see Ref. 28 . Starting from a very rough approximation for the vortex spin directions on a circular square lattice system, with cone phase boundary conditions, cos θ(R) = h, we relaxed the configuration with a method that directly seeks the energy minimum for the given field h. We started from zero field, relaxed the configuration, then used that configuration as the initial state for the relaxation at the next field strength, and so on, thereby determining the vortex structure for a sequence of positive or negative field strengths.
Results for the spin configuration cos θ 0 (r) for light vortices are shown in Fig. 1 . The vortex core width w(h) increases with applied field; the vortex becomes smoother with increasing field strength. For λ close to 1, the results are universal functions of r/r v (0), as expected where the continuum limit applies. As λ is allowed to deviate more from 1, minor differences from the continuum results appear, especially in the core region of the vortex. In general, however, discreteness of the lattice has a minimal effect on the structure of the light vortices.
For heavy vortices, the lattice plays a stronger role, especially as λ deviates from 1. First, for λ = 0.999, where r v (0) = 15.8a, discreteness effects are weak. In Fig. 2 , the resulting spin configurations are shown, where it is seen that the vortex core width w(h) decreases strongly at negative fields. When w(h) gets sufficiently small, the heavy vortex becomes unstable towards conversion to a light vortex, as seen at h = −0.9, where cos θ 0 (0) = −1 resulted (the core spins reversed during the relaxation, because there is no topological constraint on them in a discrete system). This discrete effect is stronger at λ = 0.96, as seen in Fig. 3 , where the conversion to light vortices occurs around h ≈ −0.4. Certainly this is because the value r v (0) = 2.45a is much smaller in this case, so the heavy vortex destabilizes at a much weaker field. Generally, the conversion to light vortices occurs when the field-dependent vortex core width becomes smaller than r v (0), but is still larger than the lattice constant. We explain this heavy vortex instability effect below.
In Fig. 4 we also show the total vortex energy E minus the ground state energy per site in the cone state, E c , which has cos θ(r) = h everywhere. By this definition, there is a logarithmic dependence of the vortex energy on the system radius R. In Figure 4 the curves at different λ were all calculated using the same system radius, R = 50a. The curves are of finite extent on the negative haxis, due to the instability of the heavy vortices there at some critical value of the magnetic field, h = h c < 0. This instability never appears in a continuum model.
Thus, for heavy vortices, we have a qualitative discrepancy between the results of continuum and discrete models. For the continuum model, heavy vortices are present for all fields −1 < h < 0; for the discrete model, some critical field appears. Note that the instability field h c is not too close to -1 even for small anisotropies, like λ = 0.999. We have found that to describe this interesting feature, it is necessary to go beyond the simplest continuum model (3), and take into account the higher space derivative terms. In principle, there is no problem to write down equations to include such terms, but it is not customary to do so for the 3D case. The reason is as follows: these terms have the next higher powers of the smallest scale of the problem, the lattice constant a. If the characteristic width of the soliton is much larger than a, these terms are small and unimportant corrections. If this width becomes comparable with a, it seems senseless to limit oneself to accounting for only one more term, all the terms might give comparable contributions. As we will see, for 2D this is not the case, and the contributions from derivatives higher than four are negligible. This feature has the same origin as the observation mentioned above, that the vortex core width at the instability point, w c ≡ w(h c ), lies between two characteristic values, r v (0) and a.
Heavy vortices: discrete lattice instability
To investigate the vortex structure and stability with fourth derivative terms, it is enough to expand the Hamiltonian of discrete model (1) up to higher powers of ∇ m, so that an additional term ∆E appears in the energy,
Note that in this expression, valid for a square lattice, we kept the full derivative terms. They could be important if the functions with jumps of derivatives [like (17) below] are used. In principle, one could rewrite this term in angular variables, and construct the corresponding Lagrange equation for this energy functional and find the solution describing the vortex. But realization of this program is a much more complicated task than the vortex description for the simplest model (3) with ∆E = 0. This is because, first and foremost, the terms with higher derivatives produce fourth-order anisotropy in coordinate space, and the simple ansatz (9) becomes invalid. Then a general solution like θ = θ(r, χ), φ = φ(r, χ) must be considered. Unfortunately, there are no general methods to solve such problems, and an analysis may be carried out only numerically with the use of different variational methods.
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Thus, the exact solution of the set of two partial differential equations for these functions cannot be found. In order to simplify the problem, suppose that the fourthorder anisotropy is weak, and φ(r, χ) can be approximated by the more symmetrical form (9) . Using this approximation, we arrive at some functional involving the angle θ(r). Minimization of this functional gives us a fourth order ordinary differential equation for θ(r). But even with this approximation the problem is still challenging. Note that the solutions for the second order equation (10), as for any dynamical problem with one degree of freedom, can easily be presented on the phase plane. The separatrix solution can easily be constructed numerically by use of a usual one-parameter shooting method. The fourth order equation, however, is equivalent to a much more complicated dynamical problem with two degrees of freedom. Its solutions are trajectories in four dimensional phase space, which could manifest strange attractors, quasi-stochastic behavior and other complex features. To find the separatrix solution, (it is just an approximate solution of the original partial differential equation) one needs to use a three-parameter shooting scheme, and we do not know any examples of its numerical realization.
In this situation we have used a simpler qualitative analysis. Let the vortex structure be described by some universal function θ = f (r/W ), with a characteristic vortex core size W . This immediately gives the vortex energy as a function of W in the form
where A(h), B(h), C(h), are determined by the function f (x), and depend only on the magnetic field, or, equivalently, on the ground state value of the polar angle θ 0 . Minimization of this energy with respect to W gives a biquadratic equation for the vortex core width W , whose solution,
depends primarily on the functions A(h), B(h), which are smooth and nonzero for all −1 < h < 0, in the region of interest, π/2 < θ 0 < π. Then the features mentioned above (heavy vortex instability) immediately become obvious. It is found that the equation for W has a solution only for h above a (negative) critical value, h c < 0. If h < h c , where the critical value of magnetic field h c is the solution of transcendental equation,
the minimum is absent and the heavy vortex is unstable. At the point of instability the value of the vortex core width W c can be written as
. (16) Thus, the vortex core width W (h) near the instability point h c has the order of magnitude √ ar v , and a W (h c ) r v . W (h c ) is smaller than the characteristic length r v , but at the same time, much larger than the lattice constant a, This means that (i) the generalized macroscopic approximation including fourth derivative terms is valid down to the critical value of magnetic field, h c < 0; (ii) terms in the energy with space derivatives higher than four are unimportant. So the estimate given here is self-consistent.
Two more results are clearly seen from Eq. (15): (i) the critical value 1 − h c is proportional to √ 1 − λ for extremely small anisotropies, namely, 1 − |h c | →
(1 − λ)A(−1)B(−1) as λ → 1, and (ii) heavy vortices could be absent for high enough anisotropy. If the value of 4A(0)B(0) is larger than 1 (as we will see, it is the case), for λ = λ c , where 1 − λ c = 1/[4A(0)B(0)], the value of h c becomes equal to zero, and for λ < λ c , the concept of heavy vortices loses sense. These features are in good agreement with our numerical simulation data, see Figs. 2 -4.
To make concrete estimates of h c and λ c , and test the above predictions, we choose a specific one-parameter variational function for the heavy vortex,
where the variational parameter W can be considered as the vortex core size. Due to general properties of variational methods, if the solutions of such equations are known with the accuracy δ 1, the energy calculated using this approximate solution gives the vortex energy with the accuracy δ 2 . In particular, the corrections linear and quadratic in these small corrections have the same order of magnitude. Thus we believe that using even the simple function (17) could explain, at least semi-qualitatively, the features mentioned above (i.e., unstable heavy vortices) and absent for the simplest continuum model (3) .
Inserting this trial function into the energy [including (3) and the fourth order terms of Eq. (12)], after long but simple algebra we arrive at a concrete form for the coefficients A, B, C. It is convenient to write them in terms of θ 0 , related to h via Eq. (11), as
.
Here A is presented for λ = 1; there are minor corrections as λ deviates from 1. C(θ 0 ) is useful for absolute comparison of the variational theory with simulations. The first term in C is the ground state energy of the cone state; the other terms are due to the presence of the vortex. Calculation of the integrals in A and then solving Eq. (15) can only be done numerically, and gives us the possibility to describe the dependence h c (λ). This theoretical dependence is plotted and compared with estimates of h c from numerical simulation of heavy vortices in Fig. 5 . The theory is in good agreement with the critical field as found for vortices on a lattice, which is rather surprising when we consider that we used a rather rough trial function. The simulation data does not fit to any simple power law over the range of anisotropy studied, but as λ → 1, follows approximately the form,
0.34 . For extremely small anisotropy (1 − λ) 1, then 1 − |h c | 1, and one can use the limiting values: A(h → −1) ≈ 9.9053, B(h → −1) ≈ 2.7577. These result in the estimated asymptotic dependence, (1 − |h c |) theory ≈= 5.23 √ 1 − λ, whereas the numerical data give a slightly different power and prefactor, as mentioned above. The discrepancy probably can be attributed to the fact that in the numerical simulations, the lowest anisotropy values used, (1 − λ) ≈ 10 −3 , are not far enough into the asymptotic regime, see inset of Fig. 5 . Similarly, using the limiting values as h → 0, we estimated the limiting value of the anisotropy constant, (λ c ) theory ≈ 0.8, below which heavy vortices should be absent. In the numerical solution, we found stable heavy vortices down to λ ≈ 0.72 and perhaps slightly lower, which is actually out to the anisotropy limit where all vortices become inplane (where no heavy/light vortex distinction is possible). From these results using the linearized ansatz for the vortex structure, we can conclude that both stability limits are essentially caused by discreteness effects due to the lattice, which are taken into account to leading order by the fourth order derivative terms.
III. MAGNON-VORTEX SCATTERING AND NORMAL MODES
Once the static cone-phase vortex structure has been found, we are interested in the presence of magnons on top of that structure. As mentioned in the Introduction, the presence of the H-field leads to interesting new features in the magnon spectrum, in particular, it induces a large splitting of states that are barely split at zero field. In this section we first present the numerical calculation of the vortex-magnon modes, followed by a theoretical analysis of the doublet splitting and the other new features.
A. Numerical calculation of the modes
We consider a semiclassical calculation of the magnon modes on top of a vortex in a finite circular system of radius R, with the spins on an underlying square lattice. If φ 0 n and θ 0 n represent the vortex structure on lattice sites n, then we assume a perturbation to this structure in the form,
where the equations of motion need to be linearized in terms of the small fluctuations, ϕ n and ϑ n . In Ref.
24, a formalism and set of coordinates were described for finding magnon-vortex scattering on lattice systems. For determination of the modes numerically, local Cartesian coordinates for the spins are more convenient than spherical coordinates. The unperturbed spins of the static vortex structure, S 0 n , are considered to define local quantization axesz n , different at every site, specifically,
Then the perturbation of this structure involves fluctuations orthogonal to thez n -axis, along two other local Cartesian axesx n andỹ n . Thex n -axis is taken to be along the direction defined by the cross product x n = z n ×z n , which is within the original xy (easy) plane. The last axis of the local coordinates for a site isỹ n =z n ×x n . Then the perturbation of the static vortex structure can be expressed in terms of its spin components along the new local axes:
A short calculation shows that these are related to the angular perturbation coordinates by
The variables Sx n and ϕ n relate to purely in-plane spin motions, while Sỹ n and ϑ n measure the change in out-ofeasy-plane tilting, relative to the local spin direction in the unperturbed vortex. For circular systems of radius R, we used a GaussSeidel relaxation scheme 33 to calculate some of the lowest magnon modes with either a single light or heavy vortex present in the system. We considered different values of λ close to 1, and the applied field h was allowed to vary between some (negative) lower critical limit h c and 1. Although the continuum limit would be better represented by using λ very close to 1, this would result in the vortex radius r v (0) easily exceeding the system size that can be solved numerically. Therefore, we show some results with λ = 0.96, where r v (0) ≈ 2.45a, so even for "very light" vortices with h = 0.99, the field dependent core radius [Eq. (4)] is r v (h = 0.99) = 17.4a, well less than the system size chosen, and we avoid finite size effects. Other data are presented for λ = 0.99, for which r v (0) ≈ 4.97a, and r v (h = 0.99) = 35.2a. In this latter case, some finite size effects might be expected in moderate sized systems as h → 1.
In general, a given mode has a e imχ spatial dependence on the azimuthal coordinate χ, where m is some integer. In fact, in the continuum theory [Sec. III B] m is a good quantum number, due to rotational invariance. This symmetry is weakly broken on a lattice, but for long-wavelength modes, m can be considered a good quantum number even on a lattice. At zero magnetic field, the modes ±m are degenerate when the anisotropy is strong enough to produce only stable in-plane vortices. For the weak easy-plane anisotropy considered here, the ±m modes on the stable out-of-plane (and cone state) vortices are nondegenerate. All modes can also be labeled by a radial quantum number n, which is the number of nodes in the radial direction, including a node at the system boundary, due to our application of Dirichlet boundary conditions there.
In Figs. 6, 7 and 8 we show some of the lowest mode wavefunctions, with a single vortex present at the center of the system, and how these wavefunctions vary with the magnetic field. The system has R = 20a and λ = 0.99. In these diagrams the Sx (or ϕ n ) amplitudes (certain magnitude and phase) are shown as arrows with triangular heads, and Sỹ (or θ n ) amplitudes are shown as arrows with v-heads. 34 The number of rotations of the arrows as one moves along a contour around the vortex (at center of the system) is used to determine m. In most modes the Sx (in-plane) fluctuations dominate, except when h approaches closer to 1.
In Fig. 9 we show the field dependence of some of the mode frequencies, calculated for R = 30a, where h < 0 corresponds to heavy vortices and h > 0 corresponds to light vortices. As h increases above 0, we see that the lowest ω +2 grows while the lowest ω −2 diminishes; the magnetic field induces a large splitting of this doublet compared to that at h = 0. For large enough negative h the splitting is reversed in sign. There are corresponding changes in the wavefunctions: the wavefunction for m = +2 becomes more spread out with increasing h, while the wavefunction for m = −2 becomes more centralized with increasing h. On the other hand, the lowest m = −1 mode becomes more spread out with increasing h, and more importantly, as h → h c (h c ≈ −0.6), its wavefunction is very localized on the core of the vortex. Thus it appears that this mode could be associated with the instability of the heavy vortices at large negative h. Next we consider whether some of these features can be explained on theoretical grounds.
B. Theoretical analysis of magnon-vortex scattering
For the continuum description we consider small deviations ϑ, µ, from the static vortex solutions in the form
The additional factor (sin θ 0 ) −1 in (23) is introduced for convenience, making µ, ϑ, equivalent to the variables Sx/S and Sỹ/S, respectively, introduced above for the analysis of modes in a lattice system. Substituting (23) in the Landau-Lifshitz equations (6) and linearizing in ϑ and µ gives the following set of coupled partial differential equations, symmetric in ϑ and µ, with Schrödinger-type differential operators:
Here x = r/r v and ∇ x = r v ∇, and the potentials
In order to solve (24) the following ansatz for ϑ and µ is appropriate:
is a full set of numbers labeling the magnon eigenstates, with principle quantum number n and azimuthal quantum number m, and the δ m are arbitrary phases. Substituting this ansatz gives an eigenvalue problem (EVP) having the form of coupled equations for the functions f, g,
where the index α is omitted. Without loss of generality, at this point we choose the sign of the topological charge, q = +1. f and g cannot be determined analytically from Eqs. (27) , but some useful results can be obtained without a full solution. Comparing Eqs. (26a) with the definition of the variables Sx n , Sỹ n above, we see that the µ and ϑ fields are 90 o out of phase, which implies that the Sx and Sỹ arrows in the wavefunction plots must be orthogonal. A related important result is that for pure modes with a well-defined value of m, a plot of the wavefunction corresponds to a vortex-like structure of the Sx, Sỹ arrows with an apparent "vorticity" or winding number equal to m, as we saw above. This feature is useful for identification of m in the different modes obtained numerically for lattice systems.
The asymptotic behavior of f and g can be calculated also. For r → 0 we obtain the same result as for H = 0, namely, f, g ∼ r |q+m| , which describes the presence of a 'hole' in the functions µ, ϑ, at the vortex core for large values of m. For large radius, in contrast with the case of zero field, 30 the asymptotics are more complicated, because the term with cos θ 0 in the RHS of equations (27) does not fall exponentially, but only as h/x 2 . We show below that this produces a crucial difference in the magnon modes of these cases, namely, "giant doublet splitting", which is a giant field dependence of the splitting, observed in the numerical calculations of the modes.
Consider the equations (27) far from the vortex. Using the asymptotics cos
2 ), and keeping the terms with the lowest powers of the small function 1/x 2 only, the potentials in these equations can be presented in the form
The potential V 1 having the term finite at x → ∞, an expression for f in terms of g can be constructed as an expansion in powers of 1/x 2 . To do this, rewrite Eq. (27a) in lowest order in 1/x 2 ,
Now let g ∝ Z ν (z), where Z is one of the cylindrical (Bessel) functions J ν or Y ν , and z = kr, where k is a magnon wave number whose value is determined by ω through the dispersion relation (7). The index ν will be allowed to differ slightly from the integer value m (we check this below). Then, in this lowest approximation f is also proportional to Z ν (z), specifically,
Continuing this way, we can find f in the form, f = f (0) (1 + a/x 2 + b/x 4 + ...). Also, assuming small k, with kr v 1, we arrive at
The expansion of f in the small quantities kr v and 1/x 2 could be constructed with arbitrary accuracy, but for our case it is enough to use this expression. Note that only the term with 2mh/x 2 is kept here, because it can be as large as or larger than the first term when ω is small. Using this formula and Eq. (27b), far from the vortex we get an EVP for g(z) only. It can be written as
where κ = kr v (0) and the index is given by
Thus, two unusual features are present for cone state vortices at nonzero magnetic field. First, non-integer ν appear, and second, terms like 1/x 4 appear, caused by non-exponential decay of the out-of-plane spin components in the vortex. As was shown in Ref. ( 26) , the terms with 1/x 4 are very important for the description of magnon scattering by Belavin -Polyakov solitons present in isotropic magnets. Accounting for these modifications changes not only coefficients but even the dependence of the scattering amplitude on k. To our knowledge, equations with non-integer ν have not appeared before in the description of soliton -magnon scattering. Next we discuss the role of these terms in detail.
Obviously, at large distances, r r v , the solution should describe the free magnons scattered by the vortex. For free magnons the solution is a combination of plane waves in a form g 0 ∝ exp(i k · r), and g m = g 0 m ∝ J m (kr). If a vortex is present we can use the scattering approximation, then the function g m at kr → ∞ could be rewritten as
where J m (z), Y m (z) are the Bessel and Neumann functions respectively, with integer index m, and the quantity σ m = σ m (κ) (scattering amplitude) determines the intensity of the magnon scattering due to the presence of the vortex. If one writes σ m = − tan δ m , in standard notation for scattering problems, the S-matrix can be written as S m = exp(2iδ m ).
On the other hand, the solution of Eq. (31) without the terms κ 2 /z 4 at r → ∞ could be written as
where the index of the Bessel and Neumann functions determined by Eq. (32) is non-integer. Then, at large but finite distances, some corrections caused by the term proportional to κ 2 /z 4 in Eq. (31) must be taken into account. In the long-wave approximation, κ 1, these corrections are small, and they decay faster than the cylindrical functions, but they are also important for the soliton-magnon scattering by the Belavin-Polyakov solitons in isotropic ferromagnets, as was shown in Ref ( 26) . Therefore, for non-zero field, the solution can be written in the form
where the non-integer value |ν| ≈ |m| is determined by Eq. (32), and ∆g m (k, z) represents the contribution of the term with (1/z 4 ) in Eq. (31). The function ∆g m (k, z) can be considered as a small correction, see Ref. 26 for details. The role of the term ∆g m (k, z) could be important at small z, and this correction must be taken into account in the region r 0 r 1/κ, which is used for calculation of scattering amplitude σ m (κ) in the long wavelength approximation, see Refs. 30, 27, 26. For example, this term gives the dominant contribution to σ m for all |m + 1| > 1, for BelavinPolyakov solitons in isotropic ferromagnets. 26 But we have shown that for the cone state vortex case their accounting gives higher powers of small parameter kr v to the scattering amplitude and these corrections could be omitted. These terms are important for the analysis of magnon modes for the finite size magnet with R ≤ r v , see the last section. Thus, in contrast with the BelavinPolyakov case, these corrections are unimportant in the scattering approximation (far from the vortex) and they can be omitted. Now we are in a position to analyze the function g [Eq. (35) ] describing magnon mode and magnon-vortex scattering. The most important thing for our problem is that the value ofσ m (κ), see Eq. (34), could differ from the real scattering amplitude σ m (κ). In the long-wave approximation, this can be seen if we take into account that the terms with σ m (kr v ) and r 2 v k 2 , as well as the difference |ν − m|, are small. Then, the Bessel function J ν (z) can be expanded in powers of small quantity |ν − m| and represented through J m (z). Using the formula (dJ ν /dν) m ≈ πY m /2 at z → ∞ see Ref. 35 , and the concrete value of ν −m from Eq. (32), the desired relation between theσ m (κ) and the scattering amplitude σ m (κ) can be written as
The value ofσ m (κ) is determined by the region near the vortex core, 30 and could be calculated using the same method as in this article. Note that for all the modes Eq. (36) 
For the most interesting case, the translational modes with |m| = 1, the value ofσ ∝ κ, and we need to calculate it. It can be done in the same way as for h = 0, see Ref. 30 ; we discuss these calculations only briefly. We present f (x), g(x) in the form
where f (0) (x), g (0) (x) are known zeroth solutions describing the soliton displacement,
and functions α, β are proportional to the small parameter ωr v /c. Then, in an approximation linear in α, β, and ωr v /c, for x 1 one can get
This equation at h = 0 coincides with one from Ref. 30 . Comparing this expression with Eq. (33), in the region 1 x kr 0 , where both are valid, and using the asymptotics of the cylindrical functions for z 1, specifically, J 1 ≈ z/2, Y 1 ≈ −2/(πz), we arrive at the formulã σ = −(πκ 2 c 0 r 0 /ω)(1 + h)sign(m). The logarithm in Eq. (40) gives higher powers of the small quantity κ, and the corresponding terms inσ are omitted. Using Eq. (36), we can present the scattering amplitude σ(κ) in the form
For the mode with m = 0 the term linear in ω is absent, and the dependence σ 0 ∝ ω 2 ln ω found for h = 0 27 still holds for h = 0. Thus, for all the modes with |m| > 1, the presence of the magnetic field changes the scattering amplitude drastically: terms linear in ω appear and the scattering amplitude at h = 0 becomes much larger than that for zero field. We find that this produces a large splitting of the doublets ±m, which has been verified by our numerical calculations. More detailed investigation of these regularities, important for the description of magnon modes for small particles in the so-called vortex state, 21 will be carried out in the next section.
IV. MAGNON MODES FOR CIRCULAR MAGNETIC PARTICLE IN THE VORTEX CONE STATE
As was shown in Ref. 30 , the scattering amplitude is a very convenient tool for calculation of frequencies of magnon modes for finite sized circular magnets. This amplitude can be calculated analytically, or numerically with the use of a shooting method 30, 28, 26, 27 for infinite system size, or extracted from numerical diagonalization for discrete finite size systems with particular boundary conditions. If the function σ m (κ) is known, it is easy to calculate magnon frequencies for arbitrary system sizes and boundary conditions. For example, in Ref. 30 the values of σ m (κ) taken from numerical data for the magnet with fixed (Dirichlet) b.c. and sizes R = 20a to R = 100a were brought together and used to describe the computer simulation of the vortex oscillations for the R = 72a system with free b.c.
During recent years the problem of magnon modes for finite size magnetic particles has become very important in connection with novel magnetic materials -granular magnets or magnetic dot arrays. These magnetic dots are micron sized islands on a non-magnetic substrate, made from different soft magnetic materials and having different shapes -circular, elliptical or rectangular. They are interesting both from the practical (high-density magnetic storage media) and fundamental points of view, see Refs. 20. Resonance experiments for such dot arrays show the presence of discrete magnon modes 36 caused by space quantization due to the finite dot size.
The theory of such modes was constructed for homogeneous in-plane magnetization. 37 On the other hand, it is known that small particles can be in different inhomogeneous states, namely, vortex states, 21 and so-called leaf or flower states. 38 In this section, we apply our vortexmagnon scattering theory to a finite-sized circular magnet in the cone vortex state. Note that we do not intend a quantitative description of the magnon modes in a real circular or cylindrical particle in the vortex state. The vortex state is formed by the long-range magnetic dipole interaction, 21 and this interaction is not included in our model, but does play an important role in forming the magnon mode spectrum, see Ref. 37 . On the other hand, the main features of the model investigated below, such as the doublet splitting and the presence of anomalous low frequencies, must be model-independent and present for real particles in vortex states.
We discuss the magnon modes for a two-dimensional circular magnet with radius R (or, a thin cylinder) and some boundary condition at r = R. For definiteness, we apply fixed boundary conditions, θ = θ 0 at r = R. For h = 0 and large enough R r v , the frequencies are completely determined by the scattering amplitude, 30 but for the cone state the situation is more complicated.
As was shown in the previous section, due to the slow (power) decay of the out-of-plane magnetization in the vortex, the correction ∆g m (k, z) proportional to k 2 h 2 appears in the solution [See Eq. (35] . Moreover, the equation (dJ ν /dν) ν=m = (π/2)Y m , used for the derivation of the scattering approximation, is only valid at argument kr 1. But for the more interesting low-frequency magnon modes, with small principal quantum numbers n, the values of kR are not large; in the lowest approximation the boundary conditions force kR to be zeros of Bessel functions, see below. Thus, the universal connection between σ(κ) and magnon frequencies at h = 0 can be established only for n 1. To investigate the cases of interest, n = 1, 2, ..., one needs to use the exact formula for (dJ ν /dν) ν=m and take into account the corrections caused by the terms 1/z 4 in Eq. (31). This is a complicated problem, the full solution of which is far from the aim of this article. Two interesting limiting cases are considered here. The first is the case of small field, where the correction ∆g m (k, z), quadratic in h, can be omitted. For small fields the vortex core size is equal to r 0 , and it could be much less than the system size R. The second case deals with the limit H ≈ H a . There the vortex core size W grows as H → H a , and for arbitrarily large values of R/a, the values of W and R become comparable for some H nearly equal to H a . Obviously, the scattering approximation fails in this limit, and to describe it a special technique is presented below.
A. Large system size, small field To calculate the magnon modes for small but nonzero field, the correction ∆g m (k, z) can be omittted, and it is more convenient to present the solution (33) through J ν and J −ν instead of J m and Y m ,
where ν is considered a positive non-integral number, ν = |m| + (2hωr 0 /c)sign(m), for h 1, h = 0. The functioñ σ ν (κ) can easily be written throughσ m (κ); it is zero in the absence of scattering.
For modes with m = 0, ±1, the values ofσ (orσ) are negligibly small, and the b.c. immediately gives us the equation for the frequencies of the modes with given m, n, in the form ω m,n = j ν,n c(h)/R, where j ν,n is the n th zero of J ν (z). Thus, for small ν − |m|, and c(h) ≈ c 0 , the frequency for m = 0, ±1 takes the form,
where ω (0) m,n determines the frequency in the main approximation on a/R, and depends on |m|,
As for the homogeneous case, it is seen that in this approximation, doubly degenerate modes (i.e., doublets) appear. The next correction δω m,n can be written as
This term produces the characteristic feature of magnon modes for vortex state particles, namely, the splitting of the doublets. This splitting is clearly seen in numerical results, see Fig. 9 . This splitting for m = 0, ±1 is proportional to the magnetic field,
The values of (dj ν /dν) ν=|m| can be expressed through some long, but finite combinations of Bessel functions, see Ref. 35 , or found numerically. At n 1, the simple ex-
The formula (46) is in good agreement with our numerics for m = 2, 3, 4 (only n = 1 was considered). For comparison of the analytical and numerical results the dimensionless quantity
is most convenient. Some doublet splitting results from numerical simulations for |m| > 1 on an R = 30a system are shown in Fig. 10 Note that the numerical data do not go exactly through ∆Ω = 0 at h = 0, due to the breaking of the degeneracy there caused by the lattice. However, the trends of slopes increasing with m are consistent with the theory, and the linear dependence on h is verified, provided h is not too close to +1. For modes with m = ±1 it is necessary to calculate the value ofσ m . For the lowest (the translational Goldstone mode, TGM), it is enough to use the expansion (40), which gives
The appearance of a mode with extremely low frequency,
, is a specific feature of large enough systems in the vortex state. The theoretical prediction, Eq. (48), agrees very well with the numerical simulations for h near zero, see Fig. 11 .
For other modes with |m| = 1, the splitting of the doublets is
For h = 0, this coincides with results in Ref. 30 . For these modes, ω(m = −1) in the same doublet is higher than ω(m = 1). For n = 1, and using (dj ν,1 /dν) ν=1 ≈ 1.34, the splitting of the lowest doublet can be written
a result that is found to be in reasonable agreement with our numerical data, as shown in Fig. 11 .
B. Small system size and large field
In the previous subsection we have shown for the finite system that as the field increases the translational mode frequency grows, ω T GM ∝ (1 + h)/R 2 , but the other mode frequencies decrease, ω m,n ∝ √ 1 − h 2 /r v R. It is clear that the frequencies of these modes become comparable at some value of the magnetic field. Comparing the formulas for ω T GM and ω m,n one can see that they are comparable when ( 
Thus, it happens at fields such that the vortex core size r v (h) becomes comparable with the system size R. It is seen that frequency of the lowest mode with m = −1 (the mode of vortex translational motion) has the same order of magnitude as other modes.
This limiting case, R r v (h), is unrelated to the vortex dynamic problem in the infinite FM. However, it precisely appears to be most fascinating for another actual problem, namely, the problem of the eigenmodes for small ferromagnetic particles in a non-uniform vortex state. Therefore, let us go into details.
In the limiting case R r v (h), one can expect that characteristic gradient values of θ 0 (r) are considerably higher than that for a vortex in an infinite FM at the same field. Then, within the main approximation in a small parameter R/r v (h), Eq. (10) only has terms containing derivatives θ 0 (r) or the term with 1/r 2 . This means that anisotropy and magnetic field energies can be disregarded here, i.e. the case of the isotropic model is in fact realized. For the isotropic FM, in this approximation Eq. (10) might be integrated once, which gives dθ 0 /dr = (1/r) sin θ 0 . Then the analysis is simplified, and the soliton structure can be found exactly 39 . Taking into account the boundary conditions, θ 0 (0) = 0, θ 0 (R) = θ ∞ , the soliton structure is determined by the formula tan(θ/2) = (r/R) tan(θ ∞ /2). The calculation of the small corrections caused by the anisotropy energy and the magnetic field gives the solution in the form of a series expansion in powers of small parameters r/r v (h) ≤ R/r v (h),
An analysis of the normal modes on the background of this soliton in the isotropic case is also considerably simpler than for the anisotropic magnets. In particular, one can exactly construct the normal mode wave functions at ω → 0 25 and reveal their structure for small ω.
26
On the basis of these solutions one can solve the problem even for non-small θ ∞ , that corresponds to 1 − h ∼ h and R ∼ r v . But we are only interested in the case R r v (h), that requires 1 − h 1. Then the further analysis will be carried out for this limiting case. Therewith we restrict ourselves to a linear approximation in 1−h. In this case it is convenient to write the Eqs. (24) as the set of equations for the functions u = (f + g)/2 and v = (f − g)/2, which at θ 1 are easily presented in the form
where both U (x), V (x) are small (linear in 1 − h) at h → 1,
In the limit of h → 1 this system transforms to two uncoupled equations, which go over into each other by substituting m for −m and ω for −ω. It is clear that for the solutions with ω > 0 we are interested in, for small (1 − h), the function v ∼ (1 − h)u u. Then, the contribution of the term with v is of the order (1 − h) 2 and it can be omitted. Consequently, the eigenmodes of the system are determined by a causal Schrödinger EVP for u(x) derived from (52a). In a zeroth approximation its solution can be written in terms of Bessel function J ν (kr) with integer index ν 2 = (m + 1) 2 . Using the boundary conditions u(R) = 0 one obtains a zeroth solution,
where ν = |m + 1| and j ν,n is the n-th zero of the Bessel function J ν (x). It is easy to see that within the zeroth approximation in (1 − h) (i.e., h = 1), the modes with m = −1 + ν and m = −1 − ν, where ν is a positive integer, have the same frequencies and at m = −1 form doublets. For small enough values of (1 − h), we have a linear vortex profile (as in Fig. 1 
Calculating the contribution of the potential U (x) within perturbation theory, the eigenfrequencies can be presented as
Thus, this degeneracy disappears if one takes into account the terms linear in (1 − h) . Both the presence of the doublets containing the modes with m = −1 ± ν and the splitting of these doublets linear in (1−h) are in good agreement with the numerical data at h ≈ 1. For modes which do not manifest discreteness effects and have welldefined m, Eq. (56) gives a fairly good quantitative agreement with the numerical data. These data can be fit by the function ω m,n R 2 /Js 2 a 2 = A (0) m,n + A m,n (1 − h) with good accuracy, comparing results of numerical simulations for R = 30a with the theoretical expression (56), see Table I . The values of A (0) m,n are consistently within a few percent of the theoretical value, j 2 |m+1|,n . The coefficient A m,n does not depend on n for ν = |m+1| = 1 and it can be presented as −2(m+2)−12.1, which describes well the observed values of A 0,1 , A 0,2 , and A −2,1 , A −2,2 . Generally, the trends of the A m,n coefficients as m, n increase are correctly predicted, such as the reversals of sign seen for m = −4, −5, although the actual numerical values are less accurately described. Also, the formula (56) shows that the splitting ∆ω ν = ω −1−ν − ω −1+ν of the doublets can be written, for fixed n, as ∆ω ν R 2 /JS 2 a 2 = 4ν(1−h). So the slope of the splitting vs. (1 − h) is predicted to be 4ν, independent of n; the data of Table I give slopes of 3.6, 9.1, and 12.4 for n = 1 and ν = 1, 2, 3, respectively, and a slope of 4.3 for n = 2, ν = 1, consistent with the theory.
For those doublets in which the mix of the states with various m (for instance m = 1 and −3) occurs due to discreteness effects, the limiting value of the frequency at h = 1 is reasonably well described by the expression. The term depending on (1 − h) in (56), however, deduced under the assumption of an individual m in the mode, does not describe the observed h-field dependencies for these partially superposed modes. For example, for modes with m = 1 and m = −3 (ν = 2), there are notable differences between the simulation and theory results for the A m,n coefficients (Table I) ; see also the ν = 4 doublet. However, for the field dependence of the mean doublet frequency, (ω −1−ν,n + ω −1+ν,n )/2, the simulation and theory results have somewhat better agreement. However, the doublets at ν = 2, ν = 4 are split even at h = 1, due to discreteness effects of the lattice, and it is clear that this makes application of Eq. (56), derived from continuum theory, problematical for these cases. With this exception, however, the theory given here enables us to describe eigenfrequencies with a given m in the case r v R r v (h).
V. CONCLUSIONS
Easy-plane anisotropy combined with a magnetic field perpendicular to the easy plane leads to interesting new features in the vortex properties and their effect on the scattering of magnons. This combination of anisotropy and field leads to the so-called cone state, where the spins tilt at an angle determined by the magnetic field relative to anisotropy strength, cos θ 0 = h, at an arbitrary in-plane angle. In the presence of weak anisotropy [(1 − λ) < 0.28 for square lattice], the stable out-of-plane vortices are modified by the magnetic field into light and heavy branches, depending on whether the magnetic field is aligned with (h > 0) or contrary to (h < 0) the out-ofplane component (S z ) of the vortex. In the limit h → 1, the light vortex energy goes to zero, as seen in Fig. 4 , and the vortex width becomes larger than the system size. On the other hand, at large negative magnetic field, the heavy vortex width decreases, and at a certain critical field h c < 0, the vortex becomes unstable. Beyond this limit there are no heavy vortices; the central core region spins reverse and the vortex transforms to a light vortex. This instability can be explained as due to discreteness effects of the lattice, which can be accounted for, to leading order, by including fourth order derivative terms in the continuum limit Hamiltonian, together with a variational ansatz for the vortex out-of-plane structure. This theory also gave a reasonable description of the dependence of h c on the easy-plane anisotropy strength (1−λ), as presented in Fig. 5 .
The presence of a cone state vortex modifies the spectrum of magnons, which we analyzed through a numerical relaxation procedure and through analysis of the dynamical oscillations about the vortex structure. The most significant effect of the magnetic field on this spectrum is its influence on doubly degenerate modes. For small fields |h| 1, pairs of modes ω ±m,n , with |m| > 1, that are nearly degenerate at h = 0, obtain a splitting proportional to the magnetic field. The frequency of the mode with m > 0 increases with h, while the frequency of the mode with m < 0 decreases with h. Lack of exact degeneracy at h = 0 is attributed to the scattering amplitudẽ σ m (κ) [See Eq. (34)], which is small but nonzero even at h = 0, as well as to lattice effects. For the modes with |m| = 1, there is also a linear dependence of the frequency on h at small fields, although a finite splitting is present in these doublets even at h = 0.
In the limit h → 1, a different set of doublets is present, those with equal values of |m + 1|, or equivalently, the pairs with m = −1 ± ν, where ν is a positive integer. This clearly appears in Fig. 9 . For these doublets, the mode with the more negative m is higher in frequency, and their splitting is proportional to (1 − h), with the pairs being very close to degenerate at h = 1 (except for small effects due to the lattice).
This latter limit also is relevant for consideration of modes in small magnetic particles: when the particle size is smaller than the vortex core size for that magnetic field [R r v (h)], this leads to the presence of the weakly split doublets near h → 1. Also, such particles will be expected to have an anomalously low frequency mode (the translational Goldstone mode) once the magnetic field is adjusted to small values h 1. The general features found in the model system considered here are expected to appear in real particles, although the details due to influence of different geometry and dimensionality may be different. Thus it may be interesting to look for either type of weakly split doublets, either near h = 0 or near h = 1, in resonance experiments on small particles supporting vortex states. Numerical results for frequencies of the lowest spinwave modes in the presence of a light (h > 0) or heavy (h < 0) vortex in a circular system with radius R = 30a and anisotropy parameter λ = 0.99, vs. the magnetic field h. Numbers by the curves indicate the assignments of azimuthal quantum numbers, m, which were based on the associated wavefunctions. Note the double degeneracies of modes m, −(m + 2), in the limit h → 1, and the strong splitting of modes ±m as h deviates away from 0. 
