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Abstract 
A significant challenge when using industrial robots as flexible handling devices - for example in the area of creating miniaturized conductive 
patterns on three dimensional molded interconnect devices - is their relatively low absolute accuracy, which is caused by inaccuracies in the 
robots kinematic chain. This characteristic has to be considered, especially if complex and precise 3D-movements are needed. One approach to 
overcome this problem investigated at FAPS is the usage of a specially designed robot control system with parallel data processing for  
real-time correction value determination and usage of these values for remote control of a robot to improve its accuracy. 
The developed control system utilizes existing network technologies and uses data of sensor systems for continuous process monitoring to 
derive the robots actual state in course of its movement. In case of a high speed camera the image data is acquired by the control system via a 
first thread and subsequently the actual robot position is calculated based on this data. At the same time, for determining the robots target state, 
the system continuously requests the robots nominal position from the robot controller by utilizing a parallel second thread. The information 
describing the robots actual state is then compared with the sensor data for calculating offset values. These offset values are subsequently  
filtered and a correction value is calculated. In a third parallel thread new movement instructions are generated, considering the offset values as 
well as the robots target trajectory. Finally, for remote control of the robot, these movement instructions are transferred to the robot controller. 
© 2014 The Authors. Published by Elsevier B.V. 
Selection and peer-review under responsibility of the International Scientific Committee of 5th CATS 2014 in the person of the Conference 
Chair Prof. Dr. Matthias Putz matthias.putz@iwu.fraunhofer.de. 
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1. Introduction 
Three dimensional molded interconnect devices (3D-MID) 
are 3D shaped thermoplastic circuit boards, carrying  
electronic and electromechanical components. Due to the 
combination of mechanical, electronic and electromechanical 
functions, they bear a vast number of benefits compared to 
conventional electronic assemblies. These benefits include a 
high density and integration of functions, a reduced number of 
assembly steps - caused by a reduced number of individual 
parts - and as one of the main benefits great design flexibility 
[4]. These advantages lead to an increased usage of this tech-
nology in the automotive industry, the medical branch and the 
communication sector. By exploiting the multiple beneficial 
features an increasing number of miniaturized MID products 
with growing complexity are developed. Several actual MID 
products are shown in figure 1.  
 
Fig. 1: Exemplary 3D-MID applications [1][7][8] 
To allow a miniaturization and increasing functional inte-
gration, highly developed process technologies are required, 
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making a production of sophisticated 3D-MID products  
possible. The added value chain of 3D-MID manufacturing 
can be basically clustered in the following steps: production 
of the substrate, structuring, selective metallization for creat-
ing the conductive pattern layout, application of the solder 
paste, assembly of the electronic component and finally a 
soldering process. One particularly challenging step of the 
MID production process is the creation of the conductive 
pattern layout on the different surfaces of the substrate. [1][3]  
For this process innovative printing technologies can be 
used, whereby the material which forms the conductive pat-
terns is directly sprayed onto the substrate via a nozzle. With 
this class of processes no product specific tools are required 
and hence a fast and flexible responding to product variants, 
small batch sizes and prototypes can be achieved. [1][5] 
One of the most advanced techniques for additive  
conductive pattern generation on 3D-MID surfaces is the 
Aerosol Jet Printing, a non-contact maskless process. By 
using this method functional inks can be selectively sprayed 
onto the substrate. Since particle sizes of the raw material are 
in the range of 50 nm, the method allows very fine pitched 
conductive pattern structures. Other beneficial features are its 
large working area and different applicable ink materials, 
which allow a wide range of functional requirements to be 
met. The main process components are shown in figure 2. [3] 
 
Fig. 2: Schematic representation of the Aerosol Jet Printing process [3] 
During the Aerosol Jet Printing process the functional ink 
is atomized by pneumatic pressure (1) and mixed with an inert 
carrier gas. Subsequently, the created aerosol is conveyed to 
the nozzle, whereby a reduction of the carrier gas takes place 
(2). Before the aerosol is discharged via the nozzle, it is en-
veloped by a shielding gas (3) inside the printing head. Finally 
the aerosol is sprayed on the substrate (4). [3][6]  
One main challenge which accompanies the printing tech-
nologies is the geometrically exact definition of the process 
places on the 3D-MID substrates surfaces, since the  
conductive pattern material is applied at a very small process 
spot size. For defining the process places conventionally, the 
substrate is guided three dimensionally relative to the fixed 
process nozzle. This movement has to be performed with a 
high accuracy for meeting the demands of miniaturized 
conductive patterns. To enable such a movement,  
sophisticated handling devices have to be provided. [1][5] 
2. Approach for accuracy improvement of standard robots  
Especially due to their high flexibility of movement in 
combination with low costs and an easy programmability, 
standard 6-axis industrial robots qualify themselves to be used 
for moving the substrate in course of this process. Based on 
this flexibility they meet the high demands which accompany 
the great design flexibility of the 3D-MID approach, since the 
different surfaces to be processed can be easily accessed by 
the process equipment. [1][2] 
The main drawback of using standard robots as handling 
devices for this task is their relatively low “absolute accuracy” 
of a few hundred microns for small scale robots. The absolute 
accuracy is especially of relevance for offline generated robot 
control programs created with software tool assistance, be-
cause individual geometric deviations of the robot - based for 
example on tolerances in their kinematic chain - cannot be 
considered and compensated during the planning. This cir-
cumstance results in a geometric deviation of the target posi-
tions given in the robot control program and the according 
actual positions of the robot in course of its movement. Com-
monly used approaches to overcome this problem like a man-
ual reprogramming of the offline generated robot control 
programs are not feasible in this case, due to the high number 
of control points and their small distances. Since lateral devia-
tions and geometric tolerances of the conductive patterns to be 
applied on the 3D-MID surfaces beyond 100 microns are not 
acceptable, a suitable methodology has to be developed to 
increase the accuracy of the robots trajectory. Therefore a new 
approach is researched at the Institute for Factory Automation 
and Production Systems, using modern optical sensor systems 
for online process monitoring and an automatic correction of 
the robots trajectory derived from sensor data. [1][2][9] 
A principal overview of the investigated system architec-
ture for a closed-loop control of the robot is given in figure 3. 
 
Fig. 3: Overview of the investigated closed-loop control system 
An efficient robot programming for complex tasks can be 
done by utilizing modern robot kinematic simulation tools 
with the possibility of generating robot control programs in a 
robot manufacturer specific language (1). Transferred to the 
robot controller (3) an attached robot (4) can move the 3D-
MID substrate (5) according to the programmed trajectory 
relative to the static process nozzle (6), spraying the conduc-
tive pattern material onto the surface. This motion is executed 
with the discussed absolute accuracy, being insufficient for 
the selective metallization of miniaturized 3D-MID. 
To achieve an improved robot accuracy, in actual research 
activities a high-speed camera system is utilized (7), monitor-
ing the process in course of its progress to extract the exact 
position where the coating material is actually sprayed onto 
the substrate. The camera is fixedly mounted next to the pro-
cess nozzle and continuously records the three-dimensional 
process, while the substrate is moved by the robot. To deter-
mine the actual position of the process spot relative to the 
substrate, the actual process position has to be set in relation 
to distinct features of the 3D-MID. In the specific application 
this is done by referring to marks, so called reference features 
(8, 10), which are applied to the substrate before the process 
itself starts. These reference features are applied to the sub-
strate thus, that during the whole metallization process at least 
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one reference feature is visible by the camera system. By 
continuously determining the position where the conductive 
pattern material is sprayed onto the substrate (9, 11) and set in 
relation to these reference features of the 3D-MID, the actual 
robot position is subsequently derived (12). This data can be 
used further in a control system (2) to continuously determine 
deviations between the actual and the target position to realize 
a closed-loop control for an optimization of the robots accura-
cy. This control system is described in the next sections. 
3. System for highly efficient robot control 
Whereas conventional textual robot control programs offer 
a low flexibility, a robot control which determines the  
3D-MID motion during the conductive pattern generation  
- especially for prototypes and small batch sizes - is  
preferably designed flexible. This results from the necessity to 
manipulate the robots trajectory during its execution by inte-
grating correction values, which consider deviations between 
actual state and target state during the movement, as has been 
discussed beforehand. For continuously considering correc-
tion values in course of this movement, a very efficient meth-
odology for the robot control has to be provided. Therefore a 
flexible control software for the robot is required, which is 
capable to process robot control programs (target state date) 
and sensor data (actual state data) for determining correction 
values. Conventional proprietary robot controllers and robot 
programming languages are not suitable for this kind of pur-
pose, since most robot controllers provide only a single CPU 
for data processing or a parallel data processing is not possi-
ble. Even if a multithreading on the controller is provided, the 
existing limited programming libraries do not allow an im-
plementation of more complex processing systems directly on 
the controller, like a sophisticated image data processing. 
Modern object orientated programming languages enable - 
a powerful PC hardware provided - to implement an efficient 
parallel data processing. However most modern programming 
languages cannot be directly used on the robot controllers. To 
overcome this problem, a hybrid solution has been developed. 
3.1. System Overview 
Therefore a distributed application, consisting of a desk-
top-PC based control unit (client) and a robot programming 
language specific implementation of an execution unit  
(server) on the robot controller has been developed. For the 
data transmission between client and server socket interfaces 
based on the network technology TCP / IP over Ethernet are 
used. A rough overview of the system is given in figure 4. 
 
Fig. 4: System overview 
The aim of the developed software system is the provision 
of a highly efficient robot control, which is capable of a  
parallel processing of sensor data to determine the robots 
actual position and a calculation of correction values at the 
same time, taking target position values into account. Fur-
thermore, movement instructions which can be interpreted by 
the robot controller have to be generated and transmitted. 
These tasks are processed on the client side. Additionally, a 
time efficient interpretation and consideration of the received 
movement instructions on the robot controller has to be guar-
anteed, which is done by the server. This two-component 
architecture combines a high amount of processing possibili-
ties on the client side with a robot type and manufacturer 
specific control of the kinematics hardware on the server side. 
Both components and the applied network connection are 
described more closely in the following sections. 
3.2. Control Unit (Client) 
For the control unit a scalable, object-oriented, multi-
threading software design is chosen to enable best possible  
resource utilization. This allows, depending on the available 
number of processing cores, to distribute the data processing 
on the hardware and to parallelize processing steps. C#  
Libraries used specifically for this purpose contain  
instructions for multithreading and parallel data processing. 
The main software components are a drive control, sup-
porting different types of robot controllers, a trajectory read-
ing module called “Path Collector”, a component to determine 
the robots actual and target state and a correction value de-
termination component. Moreover, a by now rudimentary 
process control module is provided. To increase the usability 
the application offers a graphical user interface. 
Figure 5 shows the steps required prior to data processing. 
 
Fig. 5. Basic components and procedure of application start 
Initially textual robot control program which describes the 
robots movement during the process is imported using the 
path collector. Subsequently the robot controller and the  
sensor system are connected via the connection management. 
After a successful completion of these preliminary steps, the 
data processing can be started. 
The data processing itself consists of four parallel threads, 
being executed at the same time. Figure 6 shows these  
individual threads as well as their data-linking. 
 
Fig. 6. Processing threads and data interconnection 
The thread ‘drive control’ (1) continuously generates 
movement instructions for the robot controller. Therefore in a 
first step the previously imported robot control program is 
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split into its individual commands and the fragments are put 
onto a movement stack. Subsequently robot instructions are 
created by taking data from this stack, transforming it into an 
associated robot specific command structure and charging it 
with correction values, which is described more closely later 
on. Afterwards these instructions are transmitted to the robot 
controller by using network sockets assigned by the  
connection management. 
After the movement of the trajectory is started according to 
the imported robot control program, a continuous determina-
tion of the actual as well as the target state takes place (2). 
While the actual state data is derived from a sensor system 
(e.g. a camera), the target state data is requested from the 
position data available in robot controller. This data can be 
directly taken from the robot controller, since the controller is 
not aware of the existing geometrical deviation between  
actual and target state. Using the target state data from the 
robot controller is moreover reasonable, since the imported 
robot control program does not necessarily contain all  
movement information for every time step (e.g. every  
interpolation cycle).  
Subsequently the actual and target state data is synchro-
nized regarding time and deposited into the runtime environ-
ment as objects. These objects are now used to calculate cor-
rection values regarding geometrical offsets or velocity and 
acceleration (3) of the robot. 
The fourth thread Process Control (4) is used to manipulate 
process parameters during the process runtime. Depending on 
the individual printing process these parameters might include 
for example a manipulation of the material or gas feed rate. 
Before the robots motion is started, a calibration has to 
take place considering possible displacements of the substrate 
in the gripper. Therefore the substrate is moved in a calibra-
tion position next to the camera and the introduced reference 
features on the substrate are detected as well as reference 
features applied to the gripper system. Set in relation to each 
other, a mathematical correction matrix can be determined 
describing this displacement. By taking this matrix into  
account the complete robot control program is now trans-
formed to generate a target trajectory. Afterwards the process 
can be started and the newly generated trajectory data is used 
for moving the robot. 
During this movement the actual and the target position of 
the substrate is determined by using data from a camera and 
from the robot controller. A principal overview of the setup is 
given in figure 7. 
 
Fig. 7. Determination of IR actual & target state/position 
The preprocessed data from the camera is transmitted event 
based directly in the application environment of the client 
software. This event is triggered when the associated frame 
grabber card contains new image data. For determining the 
robots target state, the system continuously requests the robots 
nominal position, whereby the nominal position is extrapolat-
ed from the movement stack of the robot controller. Subse-
quently the target and actual state position data is synchro-
nized based on their timestamps. With this information avail-
able, geometrical offset values between actual and target state 
can be calculated continuously and used for further pro-
cessing. Figure 8 shows schematically the calculation of the 
correction values. 
 
Fig. 8. Offset value filtering and averaging 
In a first step, the calculated offset values are cleaned of 
outdated and implausible values by a filter algorithm. Next an 
adjustable amount of offset values are averaged, using a flexi-
ble window size for this operation, depending for example on 
the control point distance or the robot speed. This averaging is 
performed to obtain damped correction values since un-
damped values might result in a trembling movement of the 
robot. These correction values can now be transferred to the 
discussed drive control and the process control thread. 
The drive control component continuously picks and  
removes instructions from the movement stack based on the 
target trajectory and adds the most recent correction values. 
This procedure takes the six-dimensional robot pose infor-
mation into account, as well as the robots speed, acceleration 
and other robot-typical motion settings. A continuous compar-
ison between the robots target state and the next command to 
be sent prevents a transmission of to many  
instructions. This is necessary to allow a controlled manipula-
tion of the robot movement during its runtime. Additionally 
the amount of transferred information is kept low to increase 
the network throughput and furthermore decreases the neces-
sary processing load on the execution unit. Therefore a short-
ening algorithm is used, which reduces the different elements 
of the commands to be sent to the minimum measure required 
for a further processing on the execution unit (server). 
3.3. Execution Unit (Server) 
The execution unit (server) is designed relatively lean. This 
is due to the fact that the processing on the robot controller is 
significantly slower compared to the PC hardware on the 
client side. Thereby additionally an easy adaption of the serv-
er program to proprietary robot controllers of different robot 
manufacturers can be achieved. Prerequisites for such an 
adaption are the availability of network sockets and the ability 
of simple string processing on the individual robot controller. 
Since most robot controllers provide string processing and 
TCP / IP over Ethernet is broadly available, a cross-vendor 
compatibility of the described approach is given. 
The implemented solution in the specific robot program-
ming language is written in a procedural programming style. 
The focus is set on a timely processing of the transmitted data 
in the manufacturer dependent language and hardware  
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framework. Figure 9 illustrates the processing sequence with-
in the execution unit. 
 
Fig. 9. Execution unit – Processing overview 
The Command Input reads a fixed number of bytes from 
the TCP-buffer. Those bytes are stored in a data array and are 
subsequently composed in a string-chain. In case a separator 
or wildcard character is detected during the composition - 
which means the end of the transmitted command is reached - 
the processing jumps directly to the next processing step. This 
processing component is a string parser, which searches the 
string-chain for typical proprietary robot programming lan-
guage specific command patterns. In this step the string is 
separated into a command and a parameter part. In case of a 
valid command, the parameter part is broken down further 
and converted into the data types required for the robot-
specific command (e.g. coordinates, angles, velocities). 
In the next step the requested instruction is called up. De-
pending on the type of command, it is either executed imme-
diately or stored on the robot controllers internal movement 
stack. If requested by the client, a return value can be sent 
through the network by the communication component, for 
example confirming the execution of a specific command. 
The transmission of this return value is done in a parallel task 
in order not to slow down the command processing. 
If additional instructions have to be executed - as in the 
case of processing a trajectory consisting of multiple move-
ment instructions - the processing returns after these steps to 
the Command Input and reads the next bytes from the buffer. 
3.4. Network 
To ensure the compatibility of different desktop-PC hard-
ware and minimize cost, the broadly used standard interface 
TCP / IP over Ethernet is used for transmitting data between 
client and server. This technology is provided by most of the 
standard robot controllers and hence no highly specialized and 
cost intensive interface cards are needed. 
The system uses a bidirectional communication between 
client and server. Therefore three network socket connections 
for transmitting data are established. In detail these are a con-
trol socket, a drive control socket and a target state socket. 
The control socket is used for sending instructions, which 
enable a management and initialization of server sided tasks 
and sub-routines. Moreover, acknowledgments are transmitted 
back to the client via this socket. To allow a high safety level 
and system-reactivity, this socket is used for higher-level 
instructions only. 
The drive control socket is used for sending movement in-
structions to the execution unit. The control of the drives of 
the robot itself is done by the robot controller. Hence the 
transmitted information is limited to approximately 50 Byte 
per instruction only. Since compared to a direct control of the 
robots axis via Ethernet the amount of data is much lower and 
the required latency is allowed to be higher, real-time  
transmission requirements are relatively small.  
Via the target state socket the target position of the robot 
requested by the control unit (client) is transmitted to the 
robot target state determination thread. 
4. Experimental setup and results 
The approach introduced in chapter 2 regarding accuracy 
optimization of industrial robots is broken down in multiple 
modular work packages like a suitable offline robot control 
program generation, image data processing, metallization 
process investigations and the discussed robot control system. 
These modules are developed in parallel and will be  
integrated in a single comprehensive software system. Within 
this system a high time efficiency regarding the functionalities 
of the introduced robot control system is required. Therefore 
the main focus of the subsequently described analysis lays on 
the processing speed of the individual components (client and 
server) as well as the network used for the data transmission. 
The test system currently used consists of the widely used 
Stäubli CS8C robot controller (interpolation cycle time 4 ms; 
CPU clock speed 400 MHz; memory 64 MB), a Stäubli 
TX60L manipulator and a desktop-PC (CPU: Intel Core i7 
2700K, 8 GB RAM). Regarding the network connection a 
100Base-TX Fast Ethernet (100 Mbit/s) is utilized. For deter-
mining the actual state by now a single high speed camera is 
used and a high speed stereo camera system is just being  
developed. The control unit was implemented in C# Version 
5.0. and the execution unit was realized with the Stäubli  
specific robot programming language VAL 3 Version 6.8. 
First the efficiency of the control unit has been investigat-
ed. The main tasks of the introduced Drive Control are to 
derive and transmit movement commands to the robot con-
troller. Since it can be assumed, that the accuracy between 
two succeeding robot control points for very short distances 
lower than 1 mm does not vary dramatically and shows a 
certain trend in its behavior, an averaged correction value 
considering several offsets can be used. Thereby, regarding 
time, the average correction value calculation and subsequent 
derivation of movement commands can be assumed to be 
uncoupled in some degree from the image data processing and 
the individual offset value calculation. Time measurements 
show that movement commands can be generated and sent by 
the control unit within a time frame of 0.001 ms and 1 ms. In 
course of experiments considering more than 15.000 instruc-
tions being processed, the average time per instruction has 
been found to be 0.016 ms. Maximum values of 1 ms occur, if 
a sequence of commands is still being processed by the execu-
tion unit and hence the control unit has to wait before sending 
further instructions. 
Next the efficiency of the network connection between 
control unit and execution unit has been evaluated. Time 
Measurements show that up to the maximum transmission 
unit (MTU) filled Ethernet frames require 0.150 to 0.200 ms 
for transmission. Since one Ethernet frame is able to carry 
approximately 30 single robot commands - considering the 
size for one command being 50 bytes - this means a transfer 
time of approximately 0.006 ms for each command. In prac-
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tice this value increases, since TCP transmits additionally to 
the relevant information as well acknowledgment packets and 
not optimally filled frames occur, which leads to inefficien-
cies of the data transfer. For these reasons, an average trans-
mission time of each frame is assumed of 0.330 ms. For a 
single command, this means a transfer time of 0.011 ms. In 
conclusion, approximately 90,000 commands can be send per 
second, which is more than sufficient for the specific task. 
The execution unit running on the robot controller is  
expected to be the slowest part of the distributed application. 
This is mainly due to the relatively weak single-core proces-
sor and the small amount of memory available. For processing 
a single command on the robot side the following average 
time efforts have been evaluated: 
x Reading data from the TCP-Buffer: 1.78 ms 
x Converting byte-array to string-chain: 1.90 ms 
x Parsing the string:    1.06 ms 
x Calling up the requested command:  12.9 ms 
The time value for calling up the requested command  
essentially depends on the motion control of the robot control-
ler. The movement commands are processed and interpreted 
by the internal motion planner of the robot controller. Due to 
the moderate hardware capabilities used, this step is having by 
far the highest time consumption. Using the latest robot con-
troller would lead to an improvement of this value by a factor 
assumed to be around 4. Since the developed execution unit is 
supposed to work as well with moderate robot controller 
hardware, an alternative approach will be investigated in fu-
ture work, bypassing the internal motion planer. This ap-
proach will be explained more closely in the following out-
look. 
5. Summary and outlook 
In this paper the 3D-MID technology as well as the  
Aerosol Jet Printing process technology for conductive pattern 
generation has been introduced. For guiding the substrate 
three dimensionally in course of this process a flexible  
handling device like an industrial robot is needed. Since  
actual industrial robots do not meet the high accuracy  
demands of the conductive pattern generation especially for 
miniaturized 3D-MID, a sensor system can be utilized for 
process monitoring and determination of the actual position of 
the robot in course of its movement. Based on the processed 
sensor data a determination of the deviation between target 
state and actual state can be carried out. This information is 
used to establish a closed-loop control of the robot and im-
prove the movement accuracy. Therefore a highly efficient 
robot control system is required which renders a control of the 
robot with small latency possible. A suitable system has been 
introduced in the main part of this paper. During its develop-
ment it has been taken care that additionally to a high time 
efficiency no specialized and cost intensive hardware is need-
ed and a compatibility of the approach for different robot 
types and manufacturers is given. A modular design guaran-
tees the extendibility and possibility of a continuous refine-
ment of the systems functionalities. 
The control system consists of a control unit (client) run-
ning on a desktop-PC and an execution unit (server) provided 
on the robot controller, which communicate via TCP / IP over 
Ethernet. Until now the functions of the control unit comprise 
the import of robot target trajectories, the connection of exter-
nal sources for obtaining data regarding the actual position 
and the target position of the robot as well as the possibility of 
calculating deviations between actual and target state. Based 
on this data suitable corrected movement instructions are 
generated and sent to the execution unit running on the robot 
controller. The execution unit continuously reads the data 
received via TCP / IP over Ethernet and transforms the infor-
mation in robot programming language specific commands 
for an adapted robot control. Experiments focusing on a de-
termination of the time consumption of the functions of the  
components already show promising results. 
Even though good results have been reached so far with the 
approach chosen, further effort is needed. By now for a better 
distribution of the functionalities to be developed there is a 
separation between the sensor data processing and the robot 
control. To obtain a further efficiency improvement and better 
synchronization possibilities of actual and target position data, 
the different modules will be integrated in a single compre-
hensive system. Additionally by now absolute position data is 
sent to the robot controller and the motion planning to reach 
these positions is done by the robot controller. This is accom-
panied by a relatively high time effort for doing the necessary 
calculations on the robot controller, due to the low perfor-
mance of the robot controller hardware compared to the per-
formance of standard desktop-PCs. This circumstance is well 
proven by the experimental results. Therefore future work will 
address a motion planning on desktop-PC side and the thus 
obtained values will be sent to a lower robot software level, 
bypassing the robot controller internal motion planning. 
Thereby a reduction of the data processing time consumption 
on the robot controller by factor 5 is assumed.  
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