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a b s t r a c t
In this paper we consider the joint performance of fountain codes and 802.11a/g PHY
modulation/coding. We consider optimality both in terms of maximizing goodput and
minimizing energy, and results are presented for both theoretical and experimental
channel models. In contrast to studies in cellular networks, we find that in 802.11a/g
WLANs the cross-layer approach of a higher-layer fountain coding with a PHY layer
modulation and FEC coding can yield very limited gains, and the PHY modulation/rate
that optimizes the uncoded multicast performance is also close to that for fountain-coded
multicast traffic over a wide-range of network conditions. This is potentially an important
observation as it indicates that in 802.11a/g WLANs cross-layer design for multicast rate
control would bring few benefits and PHY layer rate control can be carried out without
regard to the use of fountain coding at higher layers.
© 2013 Elsevier B.V. All rights reserved.1. Introduction
In this paperwe consider the joint performance of foun-
tain codes and 802.11a/g PHY modulation/rate. Fountain
codes have been the subject of much interest in recent
years, both in the context of wireless video multicast
(e.g. see [1–3]) and of network coding and joint coding/
routing (e.g. see [4]). However, although there is a wealth
of literature on the subject of fountain codes, there have
been relatively few studies of fountain code performance
in 802.11WLANs and even fewer on the cross-layer trade-
offs between higher-layer fountain coding and PHY layer
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selection. The use of fountain codes in 802.11 WLANs is
nevertheless of considerable interest in view of their ubiq-
uitous deployment and the trend towards their use for
multimedia distribution within the home and elsewhere.
Fountain coding is a higher layer technology since
it makes use of an erasure channel abstraction where
received symbols are labelled to indicate whether they are
erased (i.e. corrupted by errors) or error-free. In a packet-
switched network, the fountain code symbols are typically
packets and a cyclic redundancy check (CRC) checksum is
used to mark each packet as either erased or error-free.
This abstraction essentially provides an interface to the
PHY layer which in turn interfaces with the actual wireless
channel. In the erasure channel model the probability
that a packet is erased is strongly coupled to the choice
of modulation and FEC coding scheme used at the PHY
layer. To understand system performance, it is therefore
necessary to consider the joint fountain code and PHY
modulation/coding performance.
Some prior work has been done on the joint perfor-
mance of a concatenated higher layer fountain code and
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off in a general single-user wireless setting. In our setting
we consider multicast rather than single-user operation
and include the specific constraints imposed by 802.11
technology. Paper [6] considers multicast and the use of
Raptor codes in 802.11-likeWLANs. Their analysis is based
on an access mechanism different from the IEEE 802.11
standards, and it does not consider the rate-selection prob-
lem in comparison to the uncoded setting. Paper [7] con-
siders a fundamentally different multi-receiver scenario
from the standard multicast setting with the objective for
a group of M client stations to cooperatively receive a
block of N packets rather than for each individual client to
receive all N packets successfully. To our knowledge the
present paper is the first detailed study on the choice PHY
modulation/rate with and without fountain codes in stan-
dard 802.11 WLANs.
In contrast to studies in cellular networks [8,9], we find
that in 802.11a/g WLANs the PHY modulation/rate that
optimizes uncoded multicast performance is also close to
that for fountain-codedmulticast traffic. This is potentially
an important observation as it indicates that in 802.11a/g
WLANs cross-layer design formulticast rate-control would
bring few benefits and PHY layer rate-control can be
carried out without regard to the use of fountain coding
at higher layers.
The rest of this paper is organized as follows. Analytical
expressions to determine the packet error rate (PER)
given a signal to noise ratio (SNR) value for each of
the PHY rates provided by 802.11a/g in both AWGN
and Rayleigh channels are given in Section 2. Given a
fixed set of PER and PHY rate, the goodput performances
of multicast traffic with and without fountain coding
are evaluated in Section 3. Combining the analysis in
Section 2 and Section 3, the choices of PHY rates which
respectively maximize goodput and minimize energy are
determined using numerical search method in Section 4
and Section 5. Results are presented for both theoretical
and experimental channel models. Discussions on the
model setting and generalizations are given in Section 6.
2. 802.11a/g PHY modulation and FEC
We begin by briefly reviewing the modulation and FEC
choices supported by the 802.11a/g PHY (802.11a and
802.11g share identical modulation and FEC schemes).
The 802.11a/g PHY layer is OFDM based. A high-speed
binary data stream is encoded by a convolutional encoder
and then partitioned into low-speed substreams, with
each substream then being modulated and transmitted
over an orthogonal subchannel. At the receiver side,
after demodulation, a Viterbi decoder performs hard or
soft decision decoding for the convolutional coded bit
sequence. In terms of the convolutional code rate and
the modulation scheme used in each subcarrier, 802.11a/g
provides eight PHY rates. Given a physical channel model,
we can derive the relationship between the packet error
rate (PER) and signal to noise ratio (SNR) for each
modulation/coding choice as follows.2.0.1. AWGN channel
The Viterbi algorithm searches through the trellis of a
convolutional code to determine a path thatmaximizes the
probability that the received signals represent the coded
bit sequence expressed by this path. For this purpose,
the decoder associates a metric for each path. Depending
on whether the Viterbi decoder performs a hard or soft
decision, the corresponding metric is either a Hamming
metric or a Euclideanmetric, respectively. An upper bound
on the PER in Viterbi decoding is given by [10]
Pp < 1− (1− Pe)L (1)
where L is the length of packet in bits, and Pe is the
union bound on the first-event error probability, which is
calculated as follows:
• Viterbi hard decision decoding (HDD):
When Viterbi HDD is used, analytic expressions for
the bit error rate (BER) in an additive white Gaussian
noise (AWGN) channel when using each of the various
802.11a/gmodulation schemes are described in [11]. As
the demodulator is followed by the Viterbi decoder, we
need to adjust the demodulation BER to take account of
the error correction provided by convolutional coding.
With Viterbi HDD, Pe is given by [12]
PeHDD ≤
∞
d=dfree
αd · P2(d) (2)
where dfree is the minimum free distance of the convo-
lutional code, αd is the total number of paths with de-
gree d, and P2(d) is the probability that an incorrect path
with degree d is selected, which is given by
P2(d) =

d
k=(d+1)/2

d
k

· ρk · (1− ρ)d−k if d is odd
1
2
·

d
d/2

· ρd/2 · (1− ρ)d/2
+
d
k=d/2

d
k

· ρk · (1− ρ)d−k
if d is even
(3)
with ρ being the HDD demodulation BER, which is a
function of the receiving SNR.
• Viterbi soft decision decoding (SDD):
Since the path metric in Viterbi SDD is based on the Eu-
clidean distance, the probability of choosing a wrong
path in a pairwise comparisonwith the all-zero path de-
pends not only on the degree d, but on the modulation
scheme used in the communication system, i.e. the se-
ries of symbols constructed along that path. The union
bound on the first-event error probability in SDD is then
expressed as
PeSDD ≤
∞
d=dfree
αd
i=1
P2(dis(d)) (4)
where P2(dis(d)) is the probability that the ith d-degree
pathwith dis(d) different symbols from the all-zero path
is wrongly chosen.
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Fig. 1. 802.11a/g packet error rate (PER) vs. channel SNR for the range of modulation and coding schemes available.The derivation of P2(dis(d)) for a coherent M-ary QAM
demodulator in an AWGN channel is described in [13],
given by,
P2(dis(d)) = Q

 d
i
s(d)
l=1
∥Cl − C0∥2
2N0

= Q

 d
i
s(d)
l=1
D2l
2N0
 (5)
where C0 is the all-zero symbol; Cl is the lth symbol that
differs from C0 along the path; N0 is the noise spectral
density; Dl = ∥Cl − C0∥ is the Euclidean distance be-
tween a non-zero symbol Cl and the all-zero symbol C0
in the constellation.
In 802.11a/g standards, the convolutional coded bit se-
quence is converted into constellation points by Grey-
coded constellation mapping [14]. For BPSK and QPSK,
the union bound on the SDD first-event error probabil-
ity is given by
PeSDD(γb)BPSK/QPSK ≤
∞
d=dfree
αdQ

2dγb

(6)
where γb is the receiver side SNR per bit.
For 16-QAM and 64-QAM, since the value of P2(dis(d))
is not equal for every d-degree path, an upper bound on
it, i.e. the highest probability that a path with degree
d is selected in SDD, can be established by determin-
ing a combination of symbols that minimize
dis(d)
l=1 D
2
l .
Since symbols modulating the same number of bit ‘‘1’’s
may have different Euclidean distances to C0 in the con-
stellation, we actually need to minimize
dis(d)
l=1 D
l
min
2,
where Dlmin is the minimum Euclidean distance to C0
among symbols modulating the same number of bit‘‘1’’s as symbol Cl. Therefore, the union bound on the
SDD first-event error probability for 16-QAM can be
upper-bounded by
PeSDD(γb)16−QAM ≤
∞
d=dfree
αdQ

4
5
dγb

(7)
and the union bound on the SDD first-event error prob-
ability for 64-QAM can be upper-bounded by
PeSDD(γb)64−QAM ≤
∞
d=dfree
αdQ

2
7
dγb

. (8)
The receiving SNR γ can be expressed by the SNR per bit
γb, given by γ = γb RB , in which R is the transmission PHY
rate, and B is the channel bandwidth, which is 20 MHz in
the 802.11a/g OFDMPHY [14]. Fig. 1(a) shows the resulting
HDD and SDD PER versus γ for each of the 802.11a/g
modulation/coding schemes for a packet length of 1024
bytes. It can be seen that Viterbi SDD provides a lower PER
than HDD for any given SNR.
2.0.2. Rayleigh channel
The hard-decision demodulation BER is calculated fol-
lowing the analysis in [15] for Nakagami-m fast-fading
channels, i.e. each symbol experiences an independent fad-
ing realization. We note that a Rayleigh channel corre-
sponds to a Nakagami channel with m = 1. The average
hard-decision BER of BPSK in a Nakagami-m fast fading
channel is given by
ρBPSK = 12
1− µ m−1
k=0

2k
k

1− µ2
4
k (9)
where
µ =

γ s
m+ γ s
(10)
with γ s being the average SNR per symbol.
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Nakagami-m fast fading channels is given by
ρM-QAM = 4
√
M − 1√
M

1
log2 M

×
√
M/2
i=1
1
2
1− µi m−1
k=0

2k
k

1− µ2i
4
k (11)
where
µi =

1.5(2i− 1)2γ s
m(M − 1)+ 1.5(2i− 1)2γ s
. (12)
With the average demodulation BER, the HDD PER can
be calculated in the same way as for an AWGN channel.
The receiving SNR γ can be expressed by the average SNR
per symbol γ s, given by γ = γ sk · RB , in which k is the
number of bits modulated per symbol. Fig. 1(b) shows the
corresponding HDD PER versus γ for a Rayleigh channel.
The analysis for SDD PER for a Rayleigh channel is too
complicated. In this paper we only consider Viterbi SDD
for an AWGN channel. It is also worth noting that for a
packet payload size of 992 bytes, as considered in the
following numerical analysis, the upper bound on the HDD
first-event error probability Pe is always tight for both the
AWGN and Rayleigh channels [16].
3. Performance modelling
We consider an 802.11a/g single-hop downlink mul-
ticast network with one access point (AP) and M client
stations. Without higher-layer coding, to achieve reliable
multicast it is necessary for each client station to transmit
higher-layer acknowledgement packets to inform themul-
ticast sender of which packets were noise-corrupted and
so need to be retransmitted. As the number M of client
stations increases, the probability of a given packet being
successfully received over a noisy channel by all stations
often becomes small andwemay quickly end up in a situa-
tion where almost every packet requires to be retransmit-
ted at least once and perhaps multiple times. In contrast,
fountain coding allows a block of N packets to be recov-
ered, on average, from reception of any N + δ coded pack-
ets, where δ is the decoding overhead counted in terms of
number of extra packets that need to be transmitted for
decoding with high probability. Fountain coding therefore
fundamentally changes the scaling behaviour of network
performance with the number M of client stations. In this
section we derive analytic expressions for the mean num-
ber of transmissions and acknowledgements required for
all M clients to successfully receive a block of N multicast
packets over a noisy channel with and without fountain
coding.
3.1. Fountain encoding
We consider both systematic and non-systematic foun-
tain codes and so the analysis encompasses both Rap-
tor and LT codes. The non-systematic fountain code weuse in our numerical results is the random linear foun-
tain code [17]. Source packets are selected in terms of a
Bernoulli (1/2) random vector and then summed, mod-
ulo 2, to construct a coded packet. The systematic foun-
tain code we consider in the numerical results is proposed
in [18], which uses uncoded source packets for the first N
transmissions and the subsequent transmissions are coded
packets constructed using an equiprobable random linear
fountain code. It is shown in [18] that this class of foun-
tain codes stochasticallyminimizes the number of received
packets necessary for recovery of coded packets over a
large class of fountain codes including Raptor and LT codes,
and has low decoding complexity for small block sizes.
In our proposal fountain coding is carried out at the
application layer. An application file is first divided into
multiple equal-length blocks, and each block is then
individually encoded. A block sequence number is included
in the header of each coded packet to indicate which block
it belongs to. In addition, the header contains the pseudo-
random seed used to generate the Bernoulli (1/2) random
vector associated with a coded packet, which is needed to
reconstruct the generatormatrix for decoding.We account
for these overheads in our analysis, see Section 3.6, in
addition to the coding overhead.
3.2. Higher-layer ACK/NACK modelling
For reliable multicast without fountain coding it is nec-
essary for clients to use higher-layer ACK/NACK transmis-
sions to inform themulticast sender of which packets have
been successfully received. To derive the corresponding
goodput expression we assume the use of the following
signalling scheme. Namely, after transmission of a block
of N packets, each client checks whether it has success-
fully received the whole block or not. If it has, an appli-
cation layer ACK is transmitted to inform the multicast
sender. Otherwise, an application layer NACK is transmit-
tedwhich identifies themissing packets. Since our interest
is in obtaining an upper bound on performance,we assume
that higher-layer ACK/NACK transmissions are scheduled
in such a way that they never collide and that their trans-
missions are error-free. At the next round, the multicast
sender retransmits the union of any packets that were not
received, and this is repeated until all clients have received
the block of N packets.
When fountain coding is used, we assume that each
client transmits an application layer ACK on successfully
decoding a block of N packets. No further signalling is
required, and again it is assumed that the higher-layer
ACKs never collide and that their transmissions are error-
free.
3.3. Mean #transmissions without higher-layer fountain
coding
Let p denote the PER—given the channel SNR this can
be obtained from Fig. 1 following the analysis presented in
Section 2. We assume that every client has the same p at
each PHY rate. The probability that client j ∈ {1, 2, . . . ,M}
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is
P(ri,j = k) = pk−1(1− p). (13)
That is, given a pair i and j, the number of transmissions
ri,j is a Geometric(1 − p) random variable. The number of
transmissions required before the ith packet is received by
allM clients is the random variable
t(i) = max
j∈{1,2,...,M}
ri,j. (14)
The total number of transmissions to receive the full block
of N packets is
Tucd =
N
i=1
max
j∈{1,2,...,M}
ri,j. (15)
The mean of the total number of transmissions is given by
E[Tucd] =
N
i=1
E[ max
j∈{1,2,...,M}
ri,j]
= N

1+
∞
t=1

1−

t
x=1
(1− p)px−1
M
= N

1+
∞
t=1

1− (1− pt)M

= N

1+
∞
t=1
M
i=1

M
i

(−1)i+1(pt)i

= N

1+
M
i=1

M
i

(−1)i+1
∞
t=1
(pi)t

= N

1+
M
i=1

M
i

(−1)i+1 p
i
1− pi

. (16)
The number of higher-layer acknowledgement packets
(including ACKs and NACKs) is
Aucd =
M
j=1
max
i∈{1,2,...,N}
ri,j (17)
and the mean of it is then given by
E[Aucd] = M

1+
∞
t=1

1−

t
x=1
(1− p)px−1
N
= M

1+
∞
t=1

1− (1− pt)N

= M

1+
N
i=1

N
i

(−1)i+1 p
i
1− pi

. (18)
3.4. Mean#transmissionswith non-systematic fountain code
With fountain coding, to receive a block of N packets
the requirement becomes that every client has on average
to successfully receive N + δ packets, where δ is thecoding overhead (usually a fixed sublinear function of
N depending on the code). The probability that client j
receives N + δ packets after k ≥ N + δ transmissions is
P(Yj = k) =

k− 1
N + δ − 1

pk−N−δ(1− p)N+δ. (19)
Thus Yj is a Negative Binomial (N + δ, 1 − p) random
variable. The number of transmissions required for all M
clients to successfully decode a block of N packets is the
random variable
Tnonsys = max
j∈{1,2,...,M}
Yj. (20)
The mean number of transmissions is then given by
E[Tnonsys] = N + δ +
∞
t=N+δ

1− (1− p)(N+δ)M
×

t
x=N+δ

x− 1
N + δ − 1

px−N−δ
M
= N + δ +
t ′
t=N+δ

1− (1− p)(N+δ)M
×

t
x=N+δ

x− 1
N + δ − 1

px−N−δ
M
+O(1) (21)
for some large t ′ and where O(1)→ 0 as t ′ →∞.
Unfortunately, we cannot analytically derive closed-form
expressions for E[Tnonsys] due to the series not being any
standard known series. It is, however, easy to see that the
series is summable so in this paper we use the summation
of a finite number of terms to t ′ as an approximation, and
t ′ is chosen to be 20000. Unless otherwise stated, t ′ will be
taken the same value for all our numerical results.
The corresponding number of higher-layer ACK trans-
missions is Anonsys = M .
3.5. Mean #transmissions with systematic fountain code
When a systematic fountain code is used, the first
N transmissions are uncoded packets while subsequent
transmissions are coded. Let rj denote the number of
uncoded packets successfully received by client j, out of
the N uncoded packets transmitted. If rj is less than N , an
additional N + δ − rj coded packets must be received for
the client to decode the block. Let Yj denote the number of
transmissions required for client j to successfully receive
rj uncoded packets and N + δ − rj coded packets. We
notice that Yj is a Negative Binomial (N+ δ, 1−p) random
variable. It follows that the total number of transmissions
required for all clients to recover a block ofN packets is the
random variable
Tsys =

N, (1− p)MN
max
j∈{1,...,M}
Yj, 1− (1− p)MN . (22)
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E[Tsys] = (1− p)MN · N +

1− (1− p)MN
× E[ max
j∈{1,...,M}
Yj] (23)
where E[maxj∈{1,...,M} Yj] is the mean number of transmis-
sions when using the non-systematic fountain code, given
by expression (21).
The number of higher-layer ACK transmissions is Asys
= M .
3.6. Goodput
Goodput here is defined as the mean number of
application layer information bits correctly received by
each client per second. For 802.11 WLANs goodput can be
expressed as
G = N · L
E[T ] · (Ddata + Dcw + DDIFS)+ E[A] · (Dack + DSIFS) (24)
where E[T ] is the mean number of transmissions required
for all clients to receive a block of N packets, given by (16),
(21) and (6); E[A] is the corresponding mean number of
higher-layer acknowledgement packets; L is the applica-
tion layer payload size, which is taken to be 992 bytes in
the following numerical analysis; DDIFS and DSIFS are re-
spectively the durations of DIFS and SIFS, which are 34
and 16 µs in 802.11a. DIFS is the 802.11 distributed co-
ordination function (DCF) interframe space, and SIFS is
the short interframe space [14]. Dcw is the mean of the
802.11 contention window countdown duration. When
there is a singlemulticast sender and no collisions between
higher-layer acknowledgements and data packets, the ran-
dom backoff number is uniformly selected between 0 and
CWmin, where CWmin is the minimum 802.11 contention
window, and CWmin = 15 in 802.11a/g. The value of Dcw
is hence σCWmin/2 where σ is 9 µs, the duration of a PHY
idle slot. If desired, a more sophisticated calculation of Dcw
could also be carried out using modelling approaches such
as that in [19]. Ddata is the transmission duration of a data
packet. For a UDP packet over 802.11a/g this is given by
Ddata = DPHYhdr + Dsymbol
·

(L+ hdrAPP + hdrUDP + hdrIP + hdrMAC)× 8+ 22
DBPS

(25)
where hdrAPP, hdrUDP, hdrIP and hdrMAC are respectively 3,
8, 20 and 24, the length in bytes of the APP, UDP, IP and
MAC headers; DBPS is the number of data bits per symbol,
which is determined by the transmission mode; Dsymbol is
the OFDM symbol duration, which is 4 µs in 802.11a/g;
DPHYhdr is the duration of the PHY header, including the
PLCP preamble and PLCP header but excluding the 16 bit
SERVICE field, which is 20 µs in 802.11a/g [14]. Simi-
larly, Dack is the transmission duration of a higher-layer
ACK/NACK packet. In the following we assume that the ac-
knowledgement packet has a 8 byte payload, and is trans-
mitted at the basic PHY rate of 6 Mbps.
Fig. 2 shows typical behaviours of goodput vs. PER for
a fixed 802.11a/g PHY rate of 6 Mbps and M = 10 clients.0
1
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Fig. 2. Goodput vs. packet error rate (PER) for an 802.11a/g PHY rate
of 6 Mbps. M = 10 client stations, block size N = 50 packets, coding
overhead δ = 2 packets.
We use a fountain code block size N of 50 packets and as-
sume an overhead δ of 2 packets for both systematic and
non-systematic fountain codes (this is a lower bound on
the decoding overhead, see [18])—unless otherwise stated
we also use these values of N and δ in the remainder of
the paper. At low PERs, uncoded and systematic fountain
coded traffic have similar goodputs and this is higher than
the goodput with a non-systematic fountain code owing to
the decoding overhead δ. At higher PERs, both the system-
atic and non-systematic fountain codes exhibit similar per-
formance, with the achieved goodput substantially higher
than the uncoded case.
4. Maximizing goodput: PHY modulation/rate choice
By combining the analysis in Section 3 (which gives
goodput as a function of PER) with the channel models in
Section 2 (which yield PER as a function of SNR and PHY
modulation) we can obtain goodput as a function of SNR
and PHY modulation. We can then determine (by numer-
ical search) the choice of PHY modulation/rate that max-
imizes goodput for a range of channel SNRs and for both
AWGN and Rayleigh channels. Fig. 3 shows a plot, ob-
tained using this approach, of maximum goodput and the
choice of PHY rates to achieve the maximum goodput ver-
sus channel SNR, M = 10 client stations and a block of
N = 50 packets. A first observation is that fountain cod-
ing yields uniformly higher goodputs at all SNRs. At some
SNRs the increase is significant, while at other SNRs it is
minor. We observed this consistently in all of our results,
evenwith Viterbi SDD.We also observed that at those SNRs
where the difference in goodput is significant, the PERwith
fountain coding is around 10%–30% and higher than that
without coding. At other SNRs however, the PER value is
very low (close to 0), and therefore there is only a small
difference in goodput.
Our primary interest here, however, is in the impact
of fountain coding on the choice of PHY modulation/rate.
It can be seen from Fig. 3 that use of fountain coding al-
lows the PHY rate to be stepped up slightly sooner as SNR
rises. However, the SNR interval over which fountain cod-
ing yields an advantage is rather narrow (less than 1 dB
wide), and hence the performance loss of operating foun-
tain coding with uncoded PHY rate selection is rather mi-
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Fig. 3. PHY rates maximizing goodput vs. SNR, M = 10 client stations,
block size N = 50 packets. The three goodput lines at the bottom corre-
spond to the left y-axis, and the two PHY rate lines at the top correspond
to the right y-axis.
nor. This is perhaps unsurprising with only 10 client sta-
tions, since theremay be insufficient diversity. Fig. 4 shows
the corresponding results forM = 100 client stations and a
Rayleigh channel. This is, of course, a very large number of
clients in the context of 802.11 WLANs. It can be seen that
evenwith this larger number of clients and over a Rayleigh
channel, the difference in goodput is still quite small, al-
though the difference in the PHY rate choice between foun-
tain coded and uncoded traffic is more pronounced with
the SNR range where fountain coding allows a higher PHY
rate used now around 4 dB wide. However, this is quite an
extreme regime and for smaller numbers of client stationsFig. 4. PHY rates maximizing goodput vs. SNR, Rayleigh channel, HDD,
M = 100 client stations, block size N = 50 packets. The three goodput
lines at the bottom correspond to the left y-axis, and the two PHY rate
lines at the top correspond to the right y-axis.
Fig. 5. PHY rates maximizing goodput vs. RSSI, with M = 10 clients,
block size N = 50, outdoor measurement. The three goodput lines at the
bottom correspond to the left y-axis, and the two PHY rate lines at the top
correspond to the right y-axis.
(up to around 50 clients) the SNR interval continues to be
only about 1 dB even over a Rayleigh channel.
We also evaluate the maximum goodput and the PHY
rate choice using a set of experimental PER values for the
set of 802.11a/g OFDM-based PHY rates. The measure-
ments are taken in an outdoor open space. An Asus Eee
PC 4G Surf equippedwith an Atheros AR5BXB63 802.11b/g
chipsets (AR2425, MAC 14.2, RF5424, PHY 7.0) was used
as the transmitter, running FreeBSD 8.0 with the RELEASE
kernel and using the standard FreeBSD ATH driver. A Fu-
jitsu E series Lifebook equipped with a Netgear dual band
802.11a/b/g wireless PC card WAG511 using an Atheros
AR5212 chipset was used as a receiver, running Ubuntu
11.04 with the RELEASE kernel and using a modified Linux
Madwifi driver. The distance between them is altered to
achieve different values of PER. Fig. 5 shows the maximum
goodput and the choice of PHY rates versus RSSI (Received
Signal Strength Indicator) with M = 10 clients and block
size N = 50. It can be seen that the range of RSSI where
the choices of PHY rates for coded and uncoded traffic are
different becomes much wider, but again the difference in
goodput is so small that the goodput loss of operating foun-
tain coding at uncoded PHY rates is rather minor.
In summary, we find that fountain coding uniformly
increases network goodput which is as expected. The
choice of PHY rates that maximizes goodput with fountain
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Fig. 6. PHY rates minimizing energy for a given target goodput, withM = 100 clients, block size N = 50. The three Eb/N0 lines at the bottom correspond
to the left y-axis, and the two PHY rate lines at the top correspond to the right y-axis.coding generally differs from that for uncoded traffic,
which is again as expected. Interestingly, however, the
difference in goodput is extremely small over a wide
range of network conditions, and hence the goodput loss
associated with operating fountain coding at uncoded
PHY rates is minor. Therefore the choice of PHY rates for
uncoded traffic is close to that for fountain-coded traffic.
5. Minimizing energy: joint PHY power and modula-
tion/rate choices
We now extend consideration to the choices of PHY
power and rate to minimize energy expenditure for a
given goodput. This is a key issue in the context of battery
powered mobile devices, and in sensor networks.
Let Eb/N0 denote the SNR per bit. We are interested
in the choice of PHY rates which minimizes Eb/N0 while
achieving a target goodput. For a given choice of PHY
modulation/rate, the analysis in Section 3 relates PER to
goodput. We can invert this relationship to obtain the
maximum permissible PER for a given PHY modula-
tion/rate and target goodput, and then use the channel
models described in Section 2 relating PER to SNR to de-
termine the corresponding minimum SNR per bit Eb/N0.
Given a target goodput value, the minimum Eb/N0 and the
corresponding PHY rate at which the minimum Eb/N0 is
achieved can be obtained by numerical search amongst the
PHY rate set supported by 802.11 a/g.
This yields Fig. 6(a). It can be seen that fountain
coding uniformly reduces the energy required to achieve
a target goodput, and the choice of PHY rates is almost
identical for coded and uncoded traffic. Fig. 6(b) shows
the corresponding results based on the experimental PER
performance. Again, it can be seen that the choices of
PHY rates for both fountain-coded and uncoded traffic
are almost the same. Therefore, we find that fountain
coding uniformly decreases energy requirements, and the
PHY rates minimizing energy usage for coded/uncoded
traffic are almost the same over a wide range of network
conditions, so that the energy loss of operating fountain
coding using uncoded PHY rate choices is extremely
minor.6. Discussion
The joint performance of a fountain code concatenated
with a PHY layer code has previously been considered in
[8,9] in the context of 3G cellular networks, and more
recently in [5–7] in a general wireless context. In both
cases it is concluded that when fountain codes are used
at higher-layers then the overall system performance is
improved if the PHY layer modulation/rate is selected to
operate at much higher packet error rate (a 20%–30% loss
rate in [9]) than would normally be used for uncoded
traffic. That is, a cross-layer approach, whereby the PHY
layer rate control exploits knowledge of the use of fountain
coding at higher layers, can yield significant performance
gains. We find in the context of the PHY modulation/rate
choices available in 802.11a/g WLANs that a higher PHY
rate associated with a higher PER (10%–30%) is selected at
some conditions, i.e. at some SNR values, as can be seen
in Figs. 3 and 4, or at some target goodput values, as can
be seen in Fig. 6. However, we also find that it holds only
at a small number of SNRs and target goodputs, and thus
offers limited benefits. The main reason for this is that the
PHY rate-set choice in 802.11a/g is not rich enough that
one can always operate close to a 10%–30% packet error
rate. Therefore over awide range of network conditions the
choice of PHY rate/modulation is similar for both fountain
coded and uncoded traffic. Moreover this is true not only
when the objective is to maximize goodput but also when
we seek to minimize energy expenditure.
The paper [9] considers a very similar setup to that
considered here, but focuses specifically on Raptor codes
(a particular systematic fountain code) over a UMTSMBMS
service that uses QPSK modulation and turbo-coded FEC
concatenated with a physical layer FEC. The performance
objective is to minimize energy rather than maximize
goodput. The authors in [9] observe that an optimum
level of PHY level FEC exists, however this is intimately
related to the FEC options supported by the PHY layer.
Additionally, they only consider scenarios with 500 client
stations. This is far higher than the number of clients likely
to be present in an 802.11WAN. We have already noted in
our own analysis that the impact of coding becomes more
pronounced as the number of client stations increases. This
X. Chen et al. / Physical Communication 9 (2013) 135–144 143Fig. 7. PHY rates maximizing goodput vs. SNR of class 1 stations, with
M1 = 5 class 1 stations and M2 = 5 class 2 stations, block size N = 50,
AWGN channel. The three goodput lines at the bottom correspond to the
left y-axis, and the two PHY rate lines at the top correspond to the right
y-axis.
suggests that it might be interesting to repeat the analysis
in [9] for smaller numbers of client stations to evaluate
how this changes the cross-layer trade-off.
We have assumed that all client stations have the same
PER at every PHY rate. This is not the case in a wireless
network where clients are in different locations owing to
different path loss, shadow fading and interference effects.
However, this assumption has little effect on our conclu-
sions. To illustrate this, consider a heterogeneousmulticast
network with two classes of client stations, with M1 sta-
tions in class 1 and M2 in class 2. All stations in the same
class have the same SNR. Class 1 is subjected to noisy re-
ception (PER ≥ 0); while class 2 experiences reliable re-
ception at any of the available PHY rates (PER = 0). Fig. 7
shows the maximum goodput and the choice of PHY rates
versus SNR of class 1 for a network with M1 = 5 class 1
stations and M2 = 5 class 2 stations and an AWGN chan-
nel. It can be seen that even though the PER is different
among client stations, the conclusion remains the same.
The reason is that as our objective is for each individual
client station to receive all N packets in each block, the
number of transmissions is determined by the station(s)
with the lowest PER. When the worst client(s) receive(s)
the whole block, all other clients with higher SNRs have
already received everything. The homogeneous setting is
therefore the worst-case setting. Even though we may
quantitatively get a different maximum goodput value,
qualitatively the behaviour will be the same as in the het-
erogeneous case. If the objective changes, e.g. to ensure
only 95% clients decode successfully, we just need to re-
duce the number of decoding overheads, hence the con-
clusion will still hold.
For the setting of this paperwehave assumed aRayleigh
flat fast-fading channel. It is known that multipath-fading
will lead to a diversity gain of the order of the number of
distinguishable multipath components. Flat fading is the
worst-case setting for our problem, in that it will yield the
greatest difference between fountain coded and uncoded
performances. For the purpose of illustration results for
HDD Nakagami-6 fast-fading model are shown in Fig. 8.
Similar behaviours to the AWGNand Rayleigh channels are
observed. This indicates that our conclusion is insensitive
to the channel model considered.Fig. 8. PHY rates maximizing goodput vs. SNR, M = 10 client stations,
block sizeN = 50packets, Nakagami-6 fading channel. The three goodput
lines at the bottom correspond to the left y-axis, and the two PHY rate
lines at the top correspond to the right y-axis.
7. Conclusions
In this paper we consider the joint performance of
fountain codes and 802.11a/g PHYmodulation/coding. We
consider optimality both in terms of maximizing goodput
and minimizing energy, and results are presented for
both theoretical and experimental channel models. To
our knowledge the present paper is the first detailed
study on the selection of PHY modulation/coding to use
with and without fountain codes in standard 802.11a/g
WLANs. In contrast to studies in cellular networks, we find
that in 802.11a/g WLANs the cross-layer approach of a
higher-layer fountain coding with a PHY layer modulation
and FEC coding can yield very limited gains, and the
PHY modulation/rate that maximizes uncoded goodput or
minimizes uncoded energy is close to that for fountain-
coded multicast traffic over a wide range of network
conditions, principally because of the limited PHY rate-set
choice available in 802.11a/g WLANs. This is potentially
an important observation as it indicates that in 802.11a/g
WLANs cross-layer design formulticast rate-control would
bring few benefits, and PHY layer modulation/rate-control
can be carried out without regard to the use of fountain
coding at higher layers.
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