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Abstract
Dressed states were proposed to define the infrared (IR) finite S-matrix in QED
or gravity. We show that the original Kulish-Faddeev dressed states are not enough
to cure the IR divergences. To illustrate this problem, we consider QED with back-
ground currents (Wilson lines). This theory is exactly solvable but shares the same
IR problems as the full QED. We show that naive asymptotic states lead to IR di-
vergences in the S-matrix and are also inconsistent with the asymptotic symmetry,
even if we add the original Kulish-Faddeev dressing operators. We then propose new
dressed states which are consistent with the asymptotic symmetry. We show that
the S-matrix for the dressed states is IR finite. We finally conclude that appropriate
dressed asymptotic states define the IR finite S-matrix in the full QED.
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1 Introduction
S-matrix is the central object for scattering physics in quantum field theories. However,
the conventional S-matrix is not well-defined for some theories involving massless particles
because of infrared (IR) divergences. A famous example of such theories is quantum electro-
dynamics (QED) in 4-dimensional Minkowski spacetime. When we compute the S-matrix
perturbatively, the contributions from low-energy virtual photons cause divergences of loop
diagrams. Because the infrared divergences cannot be eliminated by any renormalization
procedure, the S-matrix is not a well-defined object at any order of perturbation (except
for the tree level). The resummation of all orders of the IR divergent terms gives exponen-
tially suppressed factors to S-matrix elements for any nontrivial processes, and makes the
S-matrix trivial [1, 2, 3, 4].
The traditional prescription for avoiding the infrared problem is to calculate the in-
clusive cross-sections [5]. In this prescription, we compute the sum of the cross-sections
for all processes including possible emissions of real soft bosons (photons, gravitons) that
are physically indistinguishable. As is well known, the inclusive cross-sections are IR fi-
nite. The IR divergences caused by virtual soft bosons are canceled out by those arising
from emissions of real soft bosons. However, the S-matrix itself remains ill-defined in this
prescription.
An alternative approach is to directly construct the well-defined S-matrix without IR
divergences by using more appropriate asymptotic states instead of Fock states [6, 7, 8,
9, 10, 11, 12, 13]. In conventional computations of S-matrix, it is usually assumed that
the asymptotic states for charged particles obey free dynamics although massless bosons
mediate infinitely long-range interactions. The key idea of the alternative approach is to
use appropriate asymptotic states incorporating the effect of long-range interactions to
compute the S-matrix.
A candidate for such asymptotic states was first proposed in QED by Chung [6]. The
states are dressed by an infinite number of coherent soft photons, which are sometimes
referred to as dress or cloud of soft photons. It was shown that the naive S-matrix for the
dressed states is infrared finite to all orders perturbatively [6]. Kulish and Faddeev derived
other similar dressed states by solving the asymptotic dynamics of QED [12]. Analogous
dressed states for perturbative gravity were also obtained by [14]. It is also known that
the Kulish-Faddeev (KF) dressed states can be obtained by solving the gauge invariant
(BRST) condition in asymptotic regions [15].1
Although the dressed states were proposed many years ago, they have been recently
reinvestigated in the connection to the asymptotic symmetry (see, e.g., [16, 17, 18, 19, 20,
21, 22, 15, 23, 24, 25, 26]). The asymptotic symmetry in QED is a part of large U(1)
gauge transformations. It is a physical symmetry in the sense that the conservation law of
1In [12], the dressed states derived by solving the infrared dynamics are modified by introducing an
artificial null vector cµ in order to resolve the problem that the dressed states do not satisfy the conven-
tional Gupta-Bleuler condition (kµaµ(k) |ψ〉 = 0). In [15], it is shown that the condition is not adequate
for dressed states and also shown that the unmodified KF dressed states are gauge invariant without
introducing the vector cµ. In this paper, KF dressed states mean the unmodified states.
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the Noether charge associated with the symmetry leads to a nontrivial constraint. It was
pointed out in [18] that the vanishing of S-matrix elements in the conventional computa-
tions is consistent with the asymptotic symmetry of QED. Initial and final Fock states used
in the conventional computations generally belong to different sectors of the asymptotic
symmetry. Therefore, the amplitude between them should vanish since otherwise it breaks
the conservation law. Thus it was argued that dressed states are needed in order to obtain
non-vanishing amplitudes [18].
Let us mention a slight but important difference between Chung’s dressed states that
are a candidate for the well-defined S-matrix and the KF dressed states that are naturally
appeared by solving the dynamics of QED. The difference is the existence of the oscillating
phase factors taking the form of exp
(
±ip·k
Ep
t
)
in KF dresses (see (2.27), (2.28)). Here
pµ = (Ep, ~p) is a four momentum of an (anti)electron, k
µ is that of a photon, and t is the
time when the initial or final state of the scattering is defined. We will take the limit as
t→ ±∞ at the end of the calculation. The phase factors naturally appear in the dress by
solving the asymptotic dynamics in QED [12] or by requiring the gauge invariance [15]. In
[12] and the literature, the phase factors are set to one by adopting the approximation:
exp
(
±ip · k
Ep
t
)
∼ 1 (1.1)
for“small” k. If we use this approximation, the KF dressed states become almost identical
to Chung’s ones. However, the approximation (1.1) is valid only for the parameter region∣∣∣∣p · kEp
∣∣∣∣ ∣∣∣∣1t
∣∣∣∣ . (1.2)
When we take the limit t→ ±∞, this parameter region disappear. Therefore the approx-
imation (1.1) is not justified in this limit.
In this paper, we propose new gauge invariant dressed states which are consistent with
the asymptotic symmetry in QED, and show that the S-matrix for the dressed states is
IR finite. If we remember the derivation of the soft photon theorems [2] or evaluation of
IR divergences in the loop diagrams in QED, the leading divergences are caused by soft
photons interacting with on-shell charged particles. This fact suggests that we can replace
the charged current by a background current of point-particles if we focus just on the IR
problem. Thus we first consider QED with the background current. In other words, we
consider the Maxwell theory with background Wilson lines, which is exactly solvable but
shares the same IR problems as the full QED. The dynamics of this theory is actually
identical to the “asymptotic dynamics” considered by Kulish and Faddeev [12]. We see in
the model that usual Fock states lead to IR divergences in the S-matrix. In addition, the
original KF dressed states cannot remove the IR divergences, and are also inconsistent with
the asymptotic symmetry. The consistency with the asymptotic symmetry implies that
we should introduce an additional dressing factor. We confirm that we can use Chung’s
dressing factor as the additional one. After all, we have to use simultaneously both of
Chung’s dressing factor and KF’s one. We then show that the S-matrix for the new
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dressed states is IR finite. We finally argue that we can apply the new dressed states to
the full QED, and conclude that appropriate dressed asymptotic states define the IR finite
S-matrix.
The rest of this paper is structured as follows. In section 2, we resolve the IR problem in
QED with a fixed current of point-particles which we call the background current model.
We first explain the model in section 2.1 and construct the S-matrix in the model in
section 2.2. In section 2.3, we see that the same IR divergences as QED appear in the
model, and also that the IR divergences cannot be eliminated even if we add the KF
dressing operators to initial and finial states. In section 2.4, we obtain physically allowed
dressed states by solving the gauge invariant condition. In section 2.5, we express that the
asymptotic symmetry requires an additional dressing factor other than KF’s factor. We
find that the additional factor can be Chung’s one. In subsection 2.5.1, we present the
expressions of charges associated with asymptotic symmetry at asymptotic regions and also
comment on their conservation laws. Section 2.6 shows that the S-matrix for new dressed
states has no IR divergences. In section 3, the implications for the full QED are discussed.
Section 4 contains our conclusion and discussions about future directions. Appendix B
shows the basic results of BRST quantization of our model. Appendix C contains the
derivation of charges of asymptotic symmetry in our model. Appendix D shows that the
Lie´nard-Wiechert potential does not contribute to the charge of asymptotic symmetry in
the asymptotic limit. Appendix E shows that the current can be approximated by the
point-particles current at asymptotic region in QED.
2 Resolution of IR problem in background current
model of QED
In this section, we consider QED with a fixed current of point-particles. We call this theory
the background current model. This model shares the same IR problem as the full QED,
and we see how dressed states resolve it.
2.1 QED with a fixed current
The IR problem in QED is universal in the sense that the detailed information of scatterings
is not important. More concretely, the IR divergences of S-matrix elements depend only on
charges and momenta of the initial and the final states of charged particles. It is expected
that the detailed dynamics of charged particles are not so relevant to understand the IR
structure. It leads us to consider QED with a fixed current as
L = −1
4
FµνF
µν + jµppAµ, (2.1)
where
jµpp(x) = Θ(−t)
∑
n∈I
enp
µ
n
En
δ3(~x− ~pnt/En) + Θ(t)
∑
n∈F
enp
µ
n
En
δ3(~x− ~pnt/En). (2.2)
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This current jµpp corresponds to uniformly moving charged point-particles. Initially the
charged particles have momenta {pn}n∈I , then scatter instantaneously at t = 0, and finally
have momenta {pn}n∈F (see Fig. 1). Here, I and F denotes initial and final.
t
t = 0
???
???
pn
en
en′ 
pn′ 
Figure 1: The trajectories of charged particles corresponding to (2.2).
We represent the mass of each particle as mn where p
2
n = −E2n+~p 2n = −m2n. We suppose
that the total charge is conserved;
∑
n∈I en =
∑
n∈F en. It ensures the current conservation
∂µj
µ
pp = 0. The trajectories of charged particles in eq. (2.2) mean that we have cusped
Wilson lines with the cusp at the origin x = 0. It implies that this theory can be a good
approximation of the full QED when the charged particles are very massive, and shares
the same IR structures with the full QED. In fact, we will see that the naive S-matrix
in the theory (2.1) has the same IR divergences as in the full QED for the scatterings of
charged particles {pn}n∈I → {pn}n∈F and hard photons. Therefore, this theory is a good
toy model to understand the IR problems in QED. Note that the term jµppAµ in eq. (2.1)
is actually nothing but the “asymptotic interaction” considered by Kulish and Faddeev in
[12].
Before proceeding, we briefly comment on the classical counterpart of this theory. The
theory (2.1) is the free Maxwell theory with a fixed source. In the Lorenz gauge, the
general solutions of the classical equation of motion, 2Aµ = −jµpp are given by
Aµ(x) = Aµin(x) +
∫
d4x′G(x, x′)jµpp(x
′), (2.3)
where Aµin is an initial configuration satisfying 2A
µ
in = 0, and G(x, x
′) is the retarded
Green’s function. The second term does not depends on the initial field Aµin. In this sense,
the scattering of electromagnetic waves is trivial in this simplified situation. We will see the
same result in the quantum case. In the case, the effect of the second term is realized as a
dressing operator (which is a displacement operator creating a coherent state of photons).
Except for this dressing effect, the scattering of photons should be trivial. It means that
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for appropriate dressed asymptotic states the S-matrix of the photon sector is trivial in
this simple toy model (2.1).
2.2 Dyson’s S-matrix
We consider the time-evolution for the theory (2.1). In the Feynman gauge, the Hamilto-
nian in the Schro¨dinger picture2 is given by3
Hs(t) = H0 + V
s(t) (2.4)
where
H0 =
∫
d3x
[
1
2
ΠsµΠ
µs + (∂iΠ
s
0)A
is + (∂iΠ
is)A0s +
1
4
F sijF
ijs
]
, (2.5)
V s(t) = −
∫
d3xjµpp(t, ~x)A
s
µ(~x), (2.6)
and Πµ are the conjugate momenta of A
µ satisfying the commutation relation
[Asµ(~x),Π
s
ν(~x
′)] = iηµνδ3(~x− ~x′). (2.7)
Note that the Hamiltonian has an explicit time-dependence, even in the Schro¨dinger pic-
ture, through the classical background current.
Introducing the annihilation and creation operators of photons with the commutation
relation
[aµ(~k), a
†
ν(
~k′)] = (2ω)ηµν(2pi)3δ3(~k − ~k′), (2.8)
we can write the fields Aµ,Πµ as
Asµ(~x) =
∫
d˜3k
[
aµ(~k)e
−iωts+i~k·~x + a†µ(~k)e
iωts−i~k·~x
]
, (2.9)
Πs0(~x) = −i
∫
d˜3k
[
kµaµ(~k)e
−iωts+i~k·~x − kµa†µ(~k)eiωts−i~k·~x
]
, (2.10)
Πsi(~x) = −i
∫
d˜3k
[
(kia0(~k) + ωai(~k))e
−iωts+i~k·~x − (kia†0(~k) + ωa†i (~k))eiωts−i~k·~x
]
, (2.11)
where ∫
d˜3k :=
∫
d3k
(2pi)3(2ω)
(2.12)
2The superscript “s” denotes the Schro¨dinger picture. We also use the superscript “I” for the interaction
picture.
3See section 2 in [15] for more details.
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is the Lorentz invariant measure and ts is an arbitrary time that defines operators in the
Schro¨dinger picture. The free Hamiltonian is given by (up to the zero point energy)
H0 =
∫
d˜3k ω a†µ(~k)a
µ(~k), (2.13)
and the interaction is
V s(t) = −
∫
d˜3k
[
aµ(~k)j
µ
pp(t,−~k)e−iωts + a†µ(~k)jµpp(t,~k)eiωts
]
, (2.14)
where
jµpp(t,
~k) :=
∫
d3x e−i
~k·~xjµpp(t, ~x). (2.15)
The time-evolution operator in the Schro¨dinger picture is given by
U(t1, t2) = T exp
(
−i
∫ t1
t2
dtHs(t)
)
, (2.16)
where T represents the time-ordering. What we want to compute is the amplitude defined
as
Sα,β := 〈α(tf )|s U(tf , ti) |β(ti)〉s (2.17)
for scattering states |α(tf )〉s and |β(ti)〉s.
We also introduce the free time-evolution operator as
U0(t1, t2) = e
−iH0(t1−t2). (2.18)
The time-evolution operator (2.16) is the same as that for the “asymptotic interaction”
in [12] and can be computed easily as follows (see also [15]). Using the Møller operator
defined by
Ω(t) := U(ts, t)U0(t, ts), (2.19)
we can write the operator (2.16) as
U(tf , ti) = U0(tf , ts)Ω
†(tf )Ω(ti)U0(ts, ti) := U0(tf , ts)S0(tf , ti)U0(ts, ti), (2.20)
where S0(tf , ti) := Ω
†(tf )Ω(ti) is the usual (finite time) S-matrix operator in the interaction
picture. It can be expressed by the Dyson series as
S0(tf , ti) = T exp
(
−i
∫ tf
ti
dt V I(t)
)
, (2.21)
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where V I is the interaction term in the interaction picture
V I(t) := U0(t, ts)
−1V s(t)U0(t, ts) = −
∫
d˜3k
[
aµ(~k)j
µ
pp(t,−~k)e−iωt + a†µ(~k)jµpp(t,~k)eiωt
]
.
(2.22)
Since V I is linear in aµ or aµ†, the commutator [V I(t1), V I(t2)] is a c-number function as
[V I(t1), V
I(t2)] = −2i
∫
d˜3k ηµνj
µ
pp(t1,−~k)jνpp(t2, ~k) sin[ω(t1 − t2)]. (2.23)
We can simplify the time-ordering in (2.21) as
S0(tf , ti) = e
iΦ(tf ,ti)e−i
∫ tf
ti
dtV I(t), (2.24)
where
Φ(tf , ti) :=
i
2
∫ tf
ti
dt1
∫ t1
ti
dt2[V
I(t1), V
I(t2)] (2.25)
which takes a real value because [V I(t1), V
I(t2)] is pure imaginary as (2.23). Thus, e
iΦ(tf ,ti)
is just an oscillating factor with phase Φ(tf , ti). See (A.2) and (A.3) in appendix A for the
concrete expression of the phase Φ(tf , ti). The expression (2.24) is a general formula which
holds for any background current. Using the explicit form of jµpp in (2.2), we obtain
4
−i
∫ tf
ti
dt V I(t) = Rout(tf )−Rout(0) +Rin(0)−Rin(ti) (2.26)
with
Rout(t) :=
∑
n∈F
∫
d˜3k
enp
µ
n
pn · k
[
aµ(~k)e
i pn·k
En
t − a†µ(~k)e−i
pn·k
En
t
]
, (2.27)
Rin(t) :=
∑
n∈I
∫
d˜3k
enp
µ
n
pn · k
[
aµ(~k)e
i pn·k
En
t − a†µ(~k)e−i
pn·k
En
t
]
. (2.28)
Note that Rout and Rin are anti-Hermitian operators, and thus e
Rout and eRin are unitary
operators.
In short, the time-evolution operator (2.16) can be written as
U(tf , ti) = U0(tf , ts)e
iΦ(tf ,ti)eRout(tf )+∆R−Rin(ti)U0(ts, ti), (2.29)
where
∆R := Rin(0)−Rout(0) . (2.30)
Using the expression (2.29), we can write the S-matrix in (2.17) as
Sα,β = e
iΦ(tf ,ti) 〈α(tf )|I eRout(tf )+∆R−Rin(ti) |β(ti)〉I , (2.31)
where we have written the states in the interaction picture by using |α(t)〉I := U0(ts, t) |α(t)〉s.
4In this paper, we assume tf > 0 and ti < 0.
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2.3 Naive IR divergences
Here we see that IR divergences generally appear in the transition amplitude (2.31) unless
we prepare appropriate states |α〉 , |β〉.
First, the phase Φ in (2.25) has terms which diverge in the limit ti → −∞, tf →∞ as
explained in appendix A. The divergent part is given by (A.4). The divergence does not
so matter because such a divergent phase can be eliminated by simultaneously redefining
the basis states. (See appendix A for more concrete discussion.)
Next, we consider the operator eRout(tf )+∆R−Rin(ti) in (2.31). This is a displacement
operator of photons because Rout and Rin are anti-Hermitian and linear in aµ or a
†
µ as
(2.27) and (2.28). In general a displacement operator
D := exp
(∫
d˜3k
[
Cµ(~k)aµ(~k)− Cµ∗(~k)a†µ(~k)
])
(2.32)
can be rewritten into the normal ordering as
D = e−
1
2
∫
d˜3k Cµ(~k)C∗µ(~k)e−
∫
d˜3k Cµ∗(~k)a†µ(~k)e
∫
d˜3k Cµ(~k)aµ(~k). (2.33)
The first factor may have IR divergences. These divergences are real numbers unlike the
divergence in the phase iΦ.
For example, the transition amplitude between the Fock vacuum for the operator e∆R
is given by
〈0| e∆R |0〉 = 〈0| e−Rout(0)+Rin(0) |0〉
= exp
(
−1
2
∑
n,n′
ηnηn′enen′
∫
d˜3k
pn · pn′
(pn · k)(pn′ · k)
)
, (2.34)
where ηn = −1 for incoming particles (n ∈ I) and ηn = 1 for outgoing particles (n ∈ F ).
This integral is IR divergent and in fact is the same as that appearing in the S-matrix
element for the process {pn}n∈I → {pn}n∈F in the full QED (see, e.g., [3]). As explained
in [3], if we introduce the cutoff in the k-integral as λ < |~k| < Λ, (2.34) depends on the
cutoff as
exp
(
−1
2
∑
n,n′
ηnηn′enen′
∫
d˜3k
pn · pn′
(pn · k)(pn′ · k)
)
∝
(
λ
Λ
)A
(2.35)
where A is a positive constant for any nontrivial scattering process [3, 4]. The limit λ→ 0
makes the amplitude vanish.
Because the first factor in (2.33) is independent of photon states, we always have the
vanishing factor
(
λ
Λ
)A
in any transition amplitudes unless states have something cancelling
it. Thus, transition amplitudes 〈γ1| e∆R |γ2〉 between arbitrary Fock states of hard photons
|γ1,2〉 vanish in the limit λ → 0. This is not the case for dressed states including soft
photons as we will see in section 2.6.
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The result that there is no transition between Fock states is actually the conservation
law of the asymptotic symmetry in QED as pointed out in [18]. In a scattering process,
the asymptotic symmetry requires that the initial and final states belong to different soft-
charge sectors.5 Since the Fock states belong to the same sector, the transition between
them are not allowed. It means that we have to dress the initial or final states so that
it is consistent with the asymptotic symmetry. We will show this in section 2.5 for the
background current model (2.1).
In the above discussions, we have ignored Rout(tf ) and Rin(ti) in e
Rout(tf )+∆R−Rin(ti)
for simplicity. One might think that these extra operators cancel the IR divergences in
(2.34). Such cancellation does not occur. In [12] and the literature, it is discussed that the
oscillating factors e
±i pn·k
Epn
t
in (2.27) and (2.28) can be set to 1 because we consider the IR
region |~k|  1. If this is correct, we have Rout(tf ) ∼ Rout(0) and Rout(ti) ∼ Rin(0), and
there is no IR divergence in eRout(tf ))+∆R−Rin(ti) because
eRout(tf )+∆R−Rin(ti) = eRout(tf )−Rout(0)+Rin(0)−Rin(ti) ∼ e0 . (2.36)
However, we cannot use this approximation because it is only valid for the parameter
region,
∣∣∣p·kEp ∣∣∣ ∣∣1t ∣∣ , and this region vanishes when we take the limit t→ ±∞. In general,
eRout(tf )−Rin(ti) produces IR divergences oscillating with tf , ti which are not the same as
(2.34). Nevertheless, we do not need to worry much about these divergences from Rout(tf )
and Rin(ti). As we will see in next section, the gauge invariance requires the asymptotic
states have the dressing factors e−Rout(tf ), eRin(ti) which almost cancel Rout(tf ) and Rin(ti)
coming from the time-evolution operator (2.29). After this cancellation, we still have the
IR divergence given by (2.34).6 This is the reason why we need other dressings in addition
to e−Rout(tf ), eRin(ti).
2.4 Gauge invariant states are dressed states
The initial and final states should be physical states. In the BRST formalism, the physical
state condition is given by the BRST closed condition [28],
QBRST |phys〉 = 0. (2.37)
It was shown in [15] that the physical states cannot be the Fock states if there are in-
teractions. This fact just represents that Coulomb-like fields must exist around charged
particles. This fact also holds in the background current model (2.1). The discussion is
slightly different from the full QED because of the explicit time-dependence of the back-
ground current. Thus, we briefly review the analysis of the physical state condition (2.37)
in [15] for the background current model (2.1).
5More precisely, the initial and final states must have the same asymptotic charge Qas = Qsoft+Qhard.
The hard charge Qhard generally changes in the scattering, and thus the soft charge Qsoft also has to
change.
6Some problems on the Kulish-Faddeev dressed sates are also discussed for a massless Yukawa model
in [27].
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The BRST charge in the Schro¨dinger picture is given by
QsBRST (t) = −
∫
d˜3k
[
c(~k){kµa†µ(~k) + e−iωtsj0pp(t,−~k)}+ c†(~k){kµaµ(~k) + eiωtsj0pp(t,~k)}
]
,
(2.38)
where c(~k), c†(~k) are annihilation and creation operators of the ghost field. We summarize
the BRST formalism in appendix B.
The physical Hilbert space is given by the BRST cohomology of this BRST charge.
However, there is a tricky point because the BRST charge (2.38) does not commute with
the Hamiltonian unlike the full QED case (see appendix B). Thus, one might worry that
the BRST closed condition is not consistent with the time-evolution. This is not the case.
The BRST charge (2.38) has an explicit time-dependence through the background current
jµpp, and it helps the consistency. One can show (see appendix B for the proof) that if a
state |ψ(t)〉s is a BRST closed state at time t as QsBRST (t) |ψ(t)〉s = 0, the time-evolved
state U(t′, t) |ψ(t)〉s is also a BRST closed state at time t′ as QsBRST (t′)U(t′, t) |ψ(t)〉s = 0.
We now solve the BRST closed condition QsBRST (t) |ψ(t)〉s = 0. We restrict states to
the ghost vacuum as c(~k) |ψ(t)〉s = 0 since the ghost is decoupled from the dynamics of
gauge fields. The condition QsBRST (t) |ψ(t)〉s = 0 then becomes[
kµaµ(~k) + e
iωtsj0pp(t,
~k)
]
|ψ(t)〉s = 0 (2.39)
for any ~k. The key point is that this condition is different from the conventional Gupta-
Bleuler condition kµaµ(~k) |ψ(t)〉s = 0. The form of (2.39) means that physical states are
coherent states. Non-zero charges must be surrounded by an infinite number of (longitudi-
nal) photons, namely Lie´nard-Wiechert potential. In this sense, the states are not elements
of the Fock space where the number of photons is finite.
In the interaction picture, the condition (2.39) is written as[
kµaµ(~k) + e
iωtj0pp(t,
~k)
]
|ψ(t)〉I = 0 . (2.40)
The explicit form of the background current (2.2) means
j0pp(t,
~k) = Θ(−t)
∑
n∈I
en e
−i ~pn·~k
En
t + Θ(t)
∑
n∈F
en e
−i ~pn·~k
En
t. (2.41)
Using this, we can solve (2.40) as7
|ψ(t)〉I =
{
eRin(t) |ψ〉0 (t < 0)
eRout(t) |ψ〉0 (t > 0)
, (2.42)
where |ψ〉0 are arbitrary states satisfying the conventional Gupta-Bleuler condition kµaµ(~k) |ψ〉0 =
0, and Rout and Rin are given in (2.27), (2.28). These Rout and Rin are nothing but
7We suppose Θ(0) = 1/2. It implies that |ψ(t = 0)〉I = e
1
2 (Rin(0)+Rout(0)) |ψ〉0.
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the Kulish-Faddeev dressing operators [12]. As mentioned above, the condition (2.39) is
Gauss’s law. The dressing factors in (2.42) actually correspond to the Lie´nard-Wiechert
potential [29, 15].
An important remark is that the states |ψ〉0 in (2.42) are not necessarily the Fock states.
|ψ〉0 also can be dressed states if they satisfy the condition kµaµ(~k) |ψ〉0 = 0. In this sense,
the dressing factors are not uniquely fixed by Gauss’s law condition (2.40). It was argued
in [15] that this freedom of the dressing factors is important in the conservation law of
asymptotic symmetry. We will see that we need dressing factors other than Rout(t), Rin(t)
to have IR finite S-matrix elements.
2.5 Asymptotic symmetry requires a new dress
Gauge theories on manifolds with asymptotic boundaries generally have asymptotic sym-
metries. For QED on 4d Minkowski space, the asymptotic symmetry consists of large U(1)
gauge transformations [30, 31, 32]. Although the asymptotic symmetry is a part of local
U(1) symmetry, it is not a gauge redundancy.8 In general, a physical symmetry leads
to a conservation law. For example, total electric charges must conserve in any scatter-
ing process. This is the global U(1) charge conservation. Similarly, we have an infinite
number of conservation laws associated with a part of large U(1) gauge transformations.
The relation between the asymptotic symmetry and dressed states was discussed, e.g., in
[16, 17, 18, 21, 15]. In [15], it was argued that the Kulish-Faddeev dressing operator is
not enough to realize the conservation laws of the asymptotic symmetry. In this section
we will see that the asymptotic symmetry requires additional dressing factors in order to
have non-vanishing S-matrix elements.
The background current model (2.1) with the Feynman gauge is invariant under the
residual gauge symmetry Aµ → Aµ+∂µ where the gauge parameter  satisfies 2 = 0. The
asymptotic symmetry is then given by these transformations such that the parameters (x)
are O(1) at the asymptotic boundary. We can reach the future null infinity I + by taking
t, r → +∞ with the retarded time u = t− r fixed. I + is parameterized by u and angular
coordinates ΩA (A = 1, 2). By solving 2 = 0 near the future null infinity I +, we can find
that the asymptotic behavior of (x) at I + is given by an arbitrary function of the angular
coordinates (0)(Ω). If we specify this boundary behavior (0)(Ω), the bulk parameter (x)
is fixed up to an addition of “small” gauge parameter which is a gauge redundancy. Thus,
the asymptotic symmetry is an infinite dimensional symmetry parameterized by functions
(0)(Ω) on the unit two-sphere. The expression of (x) as a functional of (0)(Ω) is given by
(C.1) in appendix C.
In the Schro¨dinger picture, the Noether charge for the gauge transformation is given
by
Qsas[] =
∫
d3x
[−Π0s∂0− Πis∂i+ j0pp] . (2.43)
8See [33] for an explanation in the BRST formalism.
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Note that, in order to match the convention with that in the full QED, we have added the
last term j0pp, which is a trivial operator (c-number) because j
µ
pp is a classical background
current. If  vanishes at the asymptotic boundary, the charge (2.43) is BRST exact9 and
does not play any role on the physical Hilbert space. It just means that Qsas[] for a
“small” gauge parameter  generates a gauge redundancy which is not physical symmetry.
If  is a “large” gauge parameter as discussed above, Qsas[] is a charge for the asymptotic
symmetry, which we call the asymptotic charge. It can act nontrivially on the physical
Hilbert space unlike small gauge charges. We can classify physical states by the values
of the asymptotic charges because Qsas[] are commutative [Q
s
as[], Q
s
as[
′]] = 0 and also
commute with the BRST charge [Qsas[], Q
s
BRST (t)] = 0.
We now consider a time-evolution of an initial state |β(ti)〉s, which is converted to
the interaction picture as |β(ti)〉s = U0(ti, ts) |β(ti)〉I where |β(ti)〉I should be dressed
as eRin(ti) |β〉0 (see (2.42)). For simplicity, we assume that |β(ti)〉I is an eigenstate of
QIas[(ti)].
10 It means that |β〉0 is also an eigenstate of QIas[(ti)] because the commutator
of QIas[(ti)] and the dressing factor Rin(ti) is a c-number. Supposing that the eigenvalue
for |β〉0 is Qβ[(ti)], we have
QIas[(ti)] |β(ti)〉I =
(
[QIas[(ti)], Rin(ti)] +Qβ[(ti)]
) |β(ti)〉I . (2.44)
We can also find that a time-evolved state |β(tf )〉I is an eigenstate of QIas[(ti)] (not
QIas[(tf )]) as follows. From (2.29), |β(tf )〉I can be written as
|β(tf )〉I = U−10 (tf , ts)U(tf , ti) |β(ti)〉s = eiΦ(tf ,ti)eR˜ |β(ti)〉I , (2.45)
where
R˜ := Rout(tf ) + ∆R−Rin(ti). (2.46)
Using the expression, we obtain
QIas[(ti)] |β(tf )〉I = eiΦ(tf ,ti)QIas[(ti)]eR˜ |β(ti)〉I
= eiΦ(tf ,ti)
(
[QIas[(ti)], e
R˜] + eR˜QIas[(ti)]
)
|β(ti)〉I
=
(
[QIas[(ti)], R˜] + [Q
I
as[(ti)], Rin(ti)] +Qβ[(ti)]
)
|β(tf )〉I , (2.47)
where we have used the fact that [QIas[(ti)], R˜] is a c-number and eq.(2.44) in the third
equality. Putting (2.46) into (2.47), we obtain
QIas[(ti)] |β(tf )〉I =
(
[QIas[(ti)], Rout(tf )] + ∆Q+Qβ[(ti)]
) |β(tf )〉I , (2.48)
9This charge can be written as Qsas[] = −
∫
d3x ∂i(Π
is) +
{
QsBRST ,
∫
d3x(−c¯s∂0+ ipis(c))
}
where
c¯s, pis(c) are ghost operators (see appendix B).
10General states can be obtained by the superposition of the eigenstates.
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where
∆Q := [QIas[(ti)],∆R]. (2.49)
Therefore, |β(tf )〉I is the eigenstate of QIas[(ti)] with the eigenvalue [QIas[(ti)], Rout(tf )] +
∆Q + Qβ[(ti)]. This is an important result for finding the appropriate asymptotic state
for the following reason.
The amplitude in (2.17)
Sα,β = 〈α(tf )|s U(tf , ti) |β(ti)〉s = 〈α(tf )|β(tf )〉I I (2.50)
vanishes unless |α(tf )〉I has the same eigenvalue [QIas[(ti)], Rout(tf )] + ∆Q + Qβ[(ti)] of
QIas[(ti)] as |β(tf )〉I . On the other hand, the gauge invariance requires that |α(tf )〉I be
dressed as |α(tf )〉I = eRout(tf ) |α〉0. It means that, in order to have a non-zero amplitude
Sα,β, the state |α〉0 must satisfy the following eigenstate equation:
QIas[(ti)] |α〉0 = (∆Q+Qβ[(ti)]) |α〉0 . (2.51)
Here let us represent the Hilbert space satisfying the conventional Gupta-Bleuler condition
by H0,
|φ〉 ∈ H0 ⇔ kµaµ(k) |φ〉 = 0 for any kµ, (2.52)
and the subspace by H0Q where the eigenvalue of QIas[(ti)] is Q[(ti)]. Then the above
says that |α〉0 and |β〉0 need to belong to different sectors with respect to the asymptotic
charges QIas[(ti)] as
|β〉0 ∈ H0Q ⇒ |α〉0 ∈ H0Q+∆Q , (2.53)
in order to have the non-zero matrix element Sα,β. We need a dressing factor associated
to the shift ∆Q in |α〉0. This transition can be realized by adding the transverse part of
the dressing operator ∆R as follows.
We first introduce our notation of the polarization vectors. We represent two transverse
polarization vectors by µA(kˆ) = (0,~A(kˆ)) (A = 1, 2) where ~A depends only on the direction
of photon momentum ~k and satisfies ~k · ~A(kˆ) = 0. Here, we take a real basis such that
µA = 
µ∗
A . We also represent the inner product of two polarization vectors by η
T
AB as
ηTAB(kˆ) = ηµν
µ
A(kˆ)
ν
B(kˆ). This matrix η
T
AB must be invertible so that the two polarization
vectors are independent. We have the completeness relation
ηµν = ηABT 
µ
A(kˆ)
ν
B(kˆ)−
kµk˜ν + k˜µkν
2ω2
, (2.54)
where ηABT is the inverse matrix of η
T
AB as η
AB
T η
T
BC = δ
A
C , and k˜
µ is the spatially reflected
vector of kµ as k˜µ = (ω,−~k) for kµ = (ω,~k). Then, we can decompose the dressing operator
∆R into the transverse and longitudinal parts as
∆R = −Rout(0) +Rin(0) = ∆RT + ∆RL (2.55)
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with
∆RT = −
∑
n
∫
d˜3k ηABT (kˆ)
ηnenpn · A(kˆ)
pn · k
[
B(kˆ) · a(~k)− B(kˆ) · a†(~k)
]
, (2.56)
∆RL =
∑
n
∫
d˜3k
2ω2
ηnen
[
k˜ · a(~k)− k˜ · a†(~k)
]
+
∑
n
∫
d˜3k
2ω2
ηnenpn · k˜
pn · k
[
k · a(~k)− k · a†(~k)
]
=
∑
n
∫
d˜3k
2ω2
ηnenpn · k˜
pn · k
[
k · a(~k)− k · a†(~k)
]
, (2.57)
where we have used the total electric charge conservation
∑
n ηnen = 0. One can easily
show that the longitudinal part ∆RL commutes with Π
I
µ. It means that ∆RL commutes
with the asymptotic charges QIas[] =
∫
d3x
(−Π0I∂0− ΠiI∂i+ j0pp). Thus, the shift of
the asymptotic charges ∆Q = [QIas[(ti)],∆R], which appeared in (2.51), can be written as
∆Q = [QIas[(ti)],∆RT ]. (2.58)
It shows that the dressing factor e∆RT shifts the asymptotic charges by ∆Q. If a state |ψ〉0
satisfies the conventional Gupta-Bleuler condition, the dressed state e∆RT |ψ〉0 also does,
because ∆RT consists only of transverse components. Therefore, the transition from H0Q
to H0Q+∆Q can be implemented by the dressing factor e∆RT as
H0Q+∆Q = e∆RTH0Q. (2.59)
Note that each term in the sum in ∆RT is the same as Chung’s dressing operator which
is acted on each charged particle to cancel IR divergences in [6]. We will see in section 2.6
that this additional factor e∆RT makes the S-matrix IR finite.
2.5.1 Asymptotic charge conservation
In this subsection, we comment on the conservation law of the asymptotic symmetry.11
We have shown that |α〉0 and |β〉0 belong to different sectors with respect to the asymp-
totic charges QIas[(ti)] as (2.53). The point is that we considered Q
I
as[(ti)], not Q
I
as[(tf )],
even for the final state |α〉0. It is difficult to find the relation between QIas[(ti)] and
QIas[(tf )] for finite ti and tf . However, a simplification occurs in the asymptotic limit
tf →∞, ti → −∞. We will show that, if the initial state |β〉0 is an eigenstate of the past
charge limti→−∞Q
I
as[(ti)] with the eigenvalue Q[
(0)], the final state |α〉0 is an eigenstate
of the future charge limtf→∞Q
I
as[(tf )] with the same eigenvalue Q[
(0)] in order to have
the nonzero amplitude 〈α(tf )|s U(tf , ti) |β(ti)〉s.
We first consider the asymptotic limits of the asymptotic charge, limt→±∞QIas[(t)].
The gauge parameter (x) approaches a function on the celestial sphere, (0)(Ω), near the
11You may skip this part if you would like to see soon the IR finiteness of the S-matrix.
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future null infinity I +. As will be shown in appendix C, the limits of the asymptotic
charge can be computed as
Q−Ias [
(0)] := lim
ti→−∞
QIas[(ti)] = Q
in
hard[
(0)] +Qsoft[
(0)] ,
Q+Ias [
(0)] := lim
tf→+∞
QIas[(tf )] = Q
out
hard[
(0)] +Qsoft[
(0)], (2.60)
where
Q
out / in
hard [
(0)] :=
∑
n∈F / I
∫
d2Ω
√
γ
enm
2
n
(0)(Ω)
4pi(−En + ~pn · xˆ(Ω))2 , (2.61)
Qsoft[
(0)] :=
1
8pi
lim
ω→0
ω
∫
d2Ω
√
γγAB∂Axˆ
i∂B
(0)
[
ai(ωxˆ) + a
†
i (ωxˆ)
]
. (2.62)
The hard charges Q
out/in
hard are c-numbers which agree with those computed in the classical
case in [33]. Qsoft is an operator acting on the soft photon sector.
In the asymptotic limit, ∆Q appeared in (2.51) is also simplified as
lim
ti→−∞
∆Q = [Qsoft,∆R] = −Qouthard +Qinhard. (2.63)
We suppose that the initial state |β〉0 is an eigenstate of Q−Ias [(0)] with the eigen-
value Q[(0)]. Then, as shown by eq.(2.51), in order to have the nonzero amplitude
〈α(∞)|s U(∞,−∞) |β(−∞)〉s, the final state |α〉0 must be the eigenstate of the past charge
Q−Ias [
(0)] with the eigenvalue
Q[(0)] + lim
ti→−∞
∆Q = Q[(0)]−Qouthard +Qinhard. (2.64)
Combining this equation and eq.(2.60), we find that |α〉0 is the eigenstate of the future
charge Q+Ias [
(0)] with the eigenvalue Q[(0)].
The above properties of the eigenvalues of the asymptotic charges mean the asymptotic
charge conservation, that is, the equation
〈α(∞)|I Q+Ias [(0)]S0(∞,−∞) |β(−∞)〉I = 〈α(∞)|I S0(∞,−∞)Q−Ias [(0)] |β(−∞)〉I
(2.65)
holds if the amplitude 〈α(∞)|I S0(∞,−∞) |β(−∞)〉I is nonzero. Since |β(ti)〉I = eRin(ti) |β〉0,
the initial state |β(ti)〉I is the eigenstate of QIas[(ti)] with the eigenvalue
Q[(ti)] + [Q
I
as[(ti)], Rin(ti)] (2.66)
if |β〉0 has the eigenvalue Q[(ti)]. The commutator [QIas[(ti)], Rin(ti)] is computed as
[QIas[(ti)], Rin(ti)] =
∑
n∈I
∫
d3xFLW0i (ti, ~x; pn)∂
i(ti, ~x), (2.67)
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where FLW0i (x; pn) represents the classical Coulomb field for the Lie´nard-Wiechert potential
of a uniformly moving charged particle with momentum pn,
FLW0i (x; pn) := ien
∫
d˜3k
Enki − pniω
pn · k
(
e
−i~k·
(
~x− ~pnti
En
)
− ei~k·
(
~x− ~pnti
En
))
. (2.68)
The charge (2.67) represent the contribution of the Coulomb field to the asymptotic charge.
It vanishes at asymptotic infinities because the Coulomb field falls off at asymptotic infinity
(see appendix D for more detailed analysis.). Thus, |β(−∞)〉I has the same eigenvalue of
Q−Ias [
(0)] as |β〉0. Similarly, |α(∞)〉I has the same eigenvalue of Q+Ias [(0)] as |α〉0. Since the
eigenvalue of Q+Ias [
(0)] for |α〉0 agrees with that of Q−Ias [(0)] for |β〉0 as shown above, we
obtain the asymptotic conservation law (2.65). This conservation law can be symbolically
written as
Qsoft +Q
out
hard = Qsoft +Q
in
hard. (2.69)
This is the quantum analog of the electromagnetic memory effect [34, 35, 33] (see also
section 4 in [15]).
2.6 IR finiteness of dressed S-matrix
We now reconsider the transition amplitude Sα,β in (2.17) and see that there is no IR
divergences for appropriate dressed states. As shown in section 2.4, the gauge invariance
requires that the initial and final states be dressed states. In the interaction picture, the
initial states |β(ti)〉I are dressed as |β(ti)〉I = eRin(ti) |β〉0. The state |β〉0 is an element of
H0 subject to the conventional Gupta-Bleuler condition kµaµ(~k) |β〉0 = 0. The space H0
can be classified by the eigenvalues of the asymptotic charges QIas[(ti)] as H0 = ⊕QH0Q.
We focus on the case where the state |β〉0 has a definite eigenvalue Q, i.e. |β〉0 ∈ H0Q, since
arbitrary states in H0 can be written as superposition of eigenstates of QIas[(ti)]. As we
showed in section 2.5, the final state has to have an additional dressing factor to realize
the shift of the asymptotic charges. We dress the final state as
|α(tf ); ∆RT 〉I = eRout(tf )e∆RT |α〉0 with |α〉0 ∈ H0Q, (2.70)
where we write ∆RT in the ket to stress that the dressing is different from |β(ti)〉I by the
additional dressing factor e∆RT .12 Then, the amplitude Sα,β turns out to be diagonal as
Sα,β = 〈α(tf ); ∆RT |s U(tf , ti) |β(ti)〉s
= eiΦ(tf ,ti) 〈α|0 e−∆RT e−Rout(tf )eRout(tf )+∆R−Rin(ti)eRin(ti) |β〉0
= eiΦ(tf ,ti)e−
1
2
[Rout(tf )−Rin(ti),∆R]+ 12 [Rout(tf ),Rin(ti)] 〈α|0 e∆RL |β〉0
= eiΦ˜(tf ,ti)δα,β, (2.71)
12Note that |α〉0 is different from that in section 2.5 where |α〉0 ∈ H0Q+∆Q.
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where the phase Φ˜ is a c-number defined by
iΦ˜(tf , ti) := iΦ(tf , ti)− 1
2
[Rout(tf )−Rin(ti),∆R] + 1
2
[Rout(tf ), Rin(ti)], (2.72)
which is independent of states α, β. Note that ∆RL given by (2.57) contains only longitu-
dinal photons, and thus we have 〈α|0 e∆RL |β〉0 = 〈α|β〉0 0 = δα,β.
Combining the expression of Φ given by (A.2) with (A.3), we can find that the total
phase Φ˜ is given by
Φ˜(tf , ti) = −θout(tf ) + θin(ti) (2.73)
where
θout(tf ) :=
∑
n∈F
∫
d˜3k
e2nm
2
n
(k · pn)En tf +
∑
n,m∈F
n6=m
∫
d˜3k
enem(vn · vm)
(k · vm) [k · (vn − vm)] sin (k · (vn − vm) tf ) ,
(2.74)
θin(ti) :=
∑
n∈I
∫
d˜3k
e2nm
2
n
(k · pn)En tI +
∑
n,m∈I
n6=m
∫
d˜3k
enem(vn · vm)
(k · vm) [k · (vn − vm)] sin (k · (vn − vm) ti) .
(2.75)
The first terms in θout(tf ), θin(ti) are linear of tf , ti respectively, and diverge in the limit
tf → ∞, ti → −∞. Because the phases are independent of photon states, we may also
absorb the phases into the dressing factor as
|α(tf ); ∆RT 〉I := eRout(tf )e∆RT e−iθout(tf ) |α〉0 , (2.76)
|β(ti)〉I := eRin(ti)e−iθin(ti) |β〉0 . (2.77)
Using these redefined dressed states, the S-matrix is trivial in the sense as
Sα,β = 〈α(tf ); ∆RT |s U(tf , ti) |β(ti)〉s = 〈α|β〉0 0 = δα,β . (2.78)
Thus we have confirmed that the S-matrix for the dressed states is IR finite. This re-
sult shows that the S-matrix in this model is trivial except for the dressing operators
Rout(tf ), Rin(ti),∆RT and e
−iθout(tf ), e−iθin(ti). The first two operators Rout(tf ), Rin(ti) are
necessary for Gauss’s law constraint. ∆RT is an operator realising the shift of the asymp-
totic charges, and e−iθout(tf ), e−iθin(ti) are state-independent overall phases. This is consis-
tent with the classical situation where the scattering of electromagnetic waves is trivial as
discussed around eq. (2.3).
3 Discussion on full QED
We have seen that there are no IR divergences in the S-matrix elements in the background
current model if we use the appropriate dressed states. We will discuss that this is true
even for the full QED.
19
As we saw, the naive IR divergences take the same expressions (2.34) in the background
current model and the full QED. In fact, this result is roughly the soft photon theorem as
follows. We define the classical current operator jµpp as
jµpp(t, ~x) :=
∑
n
en
∫
d3p
(2pi)3(2Ep)
pµ
Ep
δ3(~x− ~pt/Ep)ρn(~p), (3.1)
ρn(~p) := b
†
n(~p)bn(~p)− d†n(~p)dn(~p), (3.2)
where b†n (and d
†
n) are creation operators of the charged particles with charge en (and anti-
particles).13 The operator jµpp acts on the charged particle sectors as the classical current
of point particles like (2.2). In the Feynman diagrams for the full QED, the IR divergences
arise when virtual soft photons interact with the external lines. This interaction among
soft photons and the on-shell charged particles is classical in the sense that we can replace
the current operator jµ with the above classical current operator jµpp as shown in the
appendix E. The proof is almost the same as that of soft photon theorem [2]. Thus, when
we evaluate IR divergences in the full QED, we can approximate the interaction Aµj
µ by
Aµj
µ
pp. This is the reason why we have the same IR divergences in the background current
model and the full QED.
Since the structure of IR divergences are the same in the both model, the divergences
in the full QED are canceled if we can use the same dressed states used in section 2.6. We
need a clarification of the usage of these dressed states because the physical state condition
is now given by [
kµaµ(~k) + e
iωtsj0(t,~k)
]
|ψ(t)〉s = 0, (3.3)
which is different from (2.39) in the current term. Nevertheless, we can replace j0(t,~k)
by the classical current operator j0pp(t,
~k) in the asymptotic regions t ∼ ±∞ using the
saddle point approximation which becomes exact at t = ±∞ [15]. Thus, we can use as the
asymptotic states in the full QED the same dressed states used in the background current
model. Then, there are no IR divergences in the S-matrix elements for these dressed states
as we saw in the last section. Of course, the S-matrix in the full QED is non-trivial unlike
the background current model because the interaction involving hard photons is not the
same. It would be an interesting future work to compute S-matrix elements for the full
QED in our dressed state formalism.
4 Conclusion and outlook
We have shown that the Kulish-Faddeev dressed states are not enough to remove IR
divergences in the S-matrix of QED. Although the Kulish-Faddeev dressed states, which
were derived by solving the asymptotic dynamics in [12], are a solution of the physical
13Here we omit labels for spins to simplify the expression. The normalization of the ladder operators is
the same as [33, 15]. ρn represents the number density of charge en.
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state condition (2.40) as eq. (2.42), it is able to add another dressing operator. The
asymptotic symmetry actually requires us to add such another dressing operator at least
to the initial or final state as we saw in section 2.5. Reflecting this fact, if we use the
original Kulish-Faddeev dressed states in both of the initial and final states, we encounter
the IR divergences. In this paper, we suggest putting the additional dressing operator e∆RT
in addition to the original Kulish-Faddeev dressing operator eRout(tf ) to the final state.14
For the new dressed states, IR divergences completely disappear, and the S-matrix is IR
finite.
The dressing operator e∆RT is almost the same as that in Chung’s paper [6]. Chung’s
dressing is necessary to cancel IR divergences, but it is not compatible with the gauge
invariance unless we add another dressing involving longitudinal photons. Kulish and
Faddeev argued that their dressing is the same as Chung’s dressing because the difference
is just a factor like ei
p·k
E
t which becomes 1 for soft momenta k ∼ 0 if t is finite. However,
we cannot use this approximation because we take the limit |t| → ∞. Therefore, Kulish-
Faddeev dressing is different from Chung’s one. After all, we need both of them to cure
IR divergences in a gauge invariant way, that is, our new dressed states are a mixture of
the Chung and Kulish-Faddeev dressed states.
Here we would like to stress that the conservation law of the asymptotic symmetry
is a necessary condition to obtain the non-vanishing S-matrix elements, but it is not the
sufficient condition. We introduced ∆RT to realize the shift of the soft charges like (2.51).
Just to realize this shift, we have many other possibilities. However, such dressings might
not cancel the IR divergences.
We also have a comment on the movability of the photon clouds discussed in [18, 20].
The dressing factor e∆RT which we put to the final state in this paper can be moved to the
initial state. Furthermore, we can decompose ∆RT into two parts, and put a part of ∆RT
to the final states and the rest to the initial state. Any decomposition is compatible with
the gauge invariance and the asymptotic symmetry. The IR finiteness still holds, since
the decomposition changes only an overall finite phase factor of the S-matrix element.
However, we cannot move the Kulish-Faddeev dressing operators because of the gauge
invariance. The KF dressing is a realization of Gauss’s law, and we always need a cloud
of photons associated with a charged particle. Thus, a charged particle without a photon
cloud is not allowed.
We have considered uniformly moving charges as (2.2) in the classical background model
in this paper. Although this is enough to look at the leading IR behaviors of QED, the
true trajectories of particles deviate because of the interaction of them. The deviation is
proportional to log |t| in the asymptotic region [36, 37, 38]. It is discussed in [37] that
this log behavior is related to the subleading soft factor proportional to logω where ω
is the energy of a soft photon. It would be interesting to incorporate the log deviation
into the classical current (2.2), and see how the obtained dressed states are related to the
subleading soft factor and also sub-subleading factor [39].
14We also need to put some time-dependent but photon-state-independent phase factors to the initial
and final states if we want to avoid an overall phase factor which infinitely oscillates in the asymptotic
limit ti → −∞, tf →∞.
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In addition, we have assumed that the linear trajectory go through ~x = 0 at t = 0.
We can change it so that ~x 6= 0 at t = 0. In [40], it is shown for the classical case
that such a change affects the subleading behavior of the Lie´nard-Wiechert potential and
the subleading soft factor in Low’s subleading soft theorem [41, 42, 43, 44] is obtained.15
Thus, if we consider the point-particle current of the shifted trajectories, the dressed states
probably include the subleading soft factor. Low’s subleading soft factor contains the total
angular momentum of the charged particles. On the other hand, the analysis in [40] is
classical, and reproduces only the orbital angular momentum. It is unclear whether we
can obtain the spin angular momentum in our background current model. Dressed states
containing the information of this subleading factor is considered in [24].16 It is worth
investigating the dressed states from the shifted trajectories mentioned above.
It is also important to extend our dressed state formalism to non-abelian gauge theories
and gravity.
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A Concrete expression of the phase factor (2.25)
The phase given in (2.25) can be written as
Φ(tf , ti) =
i
2
∑
n,m
enem(vn · vm)
∫ tf
ti
dt1
∫ t1
ti
dt2
∫
d˜3k Θ(ηnt1)Θ(ηmt2)
(
eik·(vnt1−vmt2) − (c.c)) ,
(A.1)
where vµn :=
pµn
En
is the relativistic velocity for the n-th particle, and ηm takes −1 for
m ∈ I and +1 for m ∈ F . After some straightforward calculations, we obtain the concrete
expression of the phase as
Φ(tf , ti) =
∫
d˜3kΦ(k; tf , ti), (A.2)
15Low’s subleading soft factor is O(ω0) and different from the subleading logω term discussed above.
16Dressed states containing the subleading information are also investigated recently for general Non-
abelian gauge theories by using the worldline formalism [45].
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where
Φ(k; tf , ti)
=
∑
n,m∈I
[
enem(vn · vm)
k · vm k · (vn − vm) sin (k · (vn − vm) ti)−
enem(vn · vm)
k · vm k · vn sin (k · vmti)
]
+
∑
n∈F,m∈I
enem(vn · vm)
k · vm k · vn
[
sin (k · (vntf − vmti))− sin (k · vntf ) + sin (k · vmti)
]
+
∑
n,m∈F
[
− enem(vn · vm)
k · vm k · (vn − vm) sin (k · (vn − vm) tf ) +
enem(vn · vm)
k · vm k · vn sin (k · vmtf )
]
.
(A.3)
Part of the phase Φ diverges in the limit ti → −∞, tf → ∞. More concretely, the first
and fifth terms in (A.3) with n = m diverge. The divergent part can be evaluated by
decomposing Φ(k) in (A.3) as Φ(k) = Φdiv(k) + Φother(k) where
Φdiv(k; tf , ti) = −
∑
n∈I
e2nm
2
n
(k · pn)En ti +
∑
n∈F
e2nm
2
n
(k · pn)En tf , (A.4)
and
Φother(k; tf , ti)
=
∑
n,m∈I
n6=m
enem(vn · vm)
k · vm k · (vn − vm) sin (k · (vn − vm) ti)−
∑
n,m∈I
enem(vn · vm)
k · vm k · vn sin (k · vmti)
+
∑
n∈F,m∈I
enem(vn · vm)
k · vm k · vn [ sin (k · (vntf − vmti))− sin (k · vntf ) + sin (k · vmti) ]
−
∑
n,m∈F
n6=m
enem(vn · vm)
k · vm k · (vn − vm) sin (k · (vn − vm) tf ) +
∑
n,m∈F
enem(vn · vm)
k · vm k · vn sin (k · vmtf ) .
(A.5)
Then, the integral ∫
d˜3kΦdiv(k; tf , ti) (A.6)
is IR finite for finite ti, tf ,
17 but it diverges in the limit ti → −∞, tf →∞. Thus, the phase
is an IR divergent quantity. The other part
∫
d˜3kΦother(k; tf , ti) is finite and independent
of ti, tf because the integral with respect to ω is given by the following finite integral∫ ∞
0
dω
ω
sin(ωa) =
pi
2
(A.7)
17This phase is UV divergent, and we need a UV regularization. We do not care about UV divergences
in this paper.
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which is independent of a constant a appeared in the integrand.
The divergence does not so matter because eiΦ is a phase factor. The divergent phase
takes the form eig(tf−ti) where g is a constant independent of photon states. We may absorb
the phase by simultaneously redefining final and initial states as |α(tf )〉s → eigtf |α(tf )〉s
and |β(ti)〉s → eigti |β(ti)〉s. Even for the full QED case, the divergent phase would not be
important for the following reason. First the divergent phase can be decomposed as
eiΦdiv(tf ,ti) =
∏
n∈F
eiΦn(tf ) ·
∏
n∈I
e−iΦn(ti) (A.8)
where Φn(t) :=
∫
d˜3k e
2
nm
2
n
(k·pn)En t. Because the phase is diagonal in the momentum space
of charged particles, we can absorb the phase by simultaneously redefining the basis for
charged sector as e−iΦn(ti) |pn(ti)〉s → |pn(ti)〉s, e−iΦn(tf ) |pn(tf )〉s → |pn(tf )〉s. Thus this
phase is not relevant for quantum interference.
B BRST formalism in the background current model
We consider the BRST formalism in the background current model where the Lagrangian
is given by
L = −1
4
FµνF
µν + jµppAµ −
1
2
(
∂µA
µ
)2
+ i ∂µc¯ ∂µc, (B.1)
where the Nakanishi-Lautrup B field is already integrated out. The model has the following
BRST symmetry:
δAµ = ∂µc, δc = 0, δc¯ = i∂µA
µ. (B.2)
We represent the conjugate momentum fields of Aµ, c, c¯ by Πµ, pi(c), p¯i(c) which are defined
as
Π0 = −∂µAµ, Πi = F0i, pi(c) = −i∂0c¯, p¯i(c) = i∂0c. (B.3)
If we quantize them, the canonical commutation relations are
[Asµ(~x),Π
s
ν(~y)] = iηµνδ
3(~x− ~y), {cs(~x), pis(c)(~y)} = {c¯s(~x), p¯is(c)(~y)} = iδ3(~x− ~y). (B.4)
The Noether charge generating the BRST transformation (B.2) is given by
QsBRST (t) = −
∫
d3x
[
ip¯is(c)Π
0s − ∂icsΠis + csj0pp(t, ~x)
]
. (B.5)
Note that this BRST charge has an explicit time-dependence through the classical back-
ground current even in the Schro¨dinger picture. This BRST charge acts on the fields
as
[QsBRST , A
s
0] = −p¯is(c), [QsBRST , Asi(~x)] = −i∂ics, [QsBRST ,Πsµ] = 0, (B.6)
{QsBRST , c¯s} = Π0s, {QsBRST , pis(c)} = −i(∂iΠis + j0cl), {QsBRST , cs} = {QsBRST , p¯is(c)} = 0.
(B.7)
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We introduce the annihilation and creation operators as (2.9), (2.10), (2.11), and
cs(~x) =
∫
d˜3k
[
c(~k)e−iωts+i
~k·~x + c†(~k)eiωts−i
~k·~x
]
, (B.8)
c¯s(~x) =
∫
d˜3k
[
c¯(~k)e−iωts+i
~k·~x + c¯†(~k)eiωts−i
~k·~x
]
, (B.9)
pis(c)(~x) = −
∫
d3k
(2pi)3
1
2
[
c¯(~k)e−iωts+i
~k·~x − c¯†(~k)eiωts−i~k·~x
]
, (B.10)
p¯is(c)(~x) =
∫
d3k
(2pi)3
1
2
[
c(~k)e−iωts+i
~k·~x − c†(~k)eiωts−i~k·~x
]
, (B.11)
where the anti-commutation relations are
{c(~k), c¯†(~k′)} = i(2ω)(2pi)3δ3(~k − ~k′), {c¯(~k), c†(~k′)} = −i(2ω)(2pi)3δ3(~k − ~k′). (B.12)
Then, the BRST charge can be written as
QsBRST (t) = −
∫
d˜3k
[
c(~k){kµa†µ(~k) + e−iωtsj0pp(t,−~k)}+ c†(~k){kµaµ(~k) + eiωtsj0pp(t,~k)}
]
.
(B.13)
Unlike the full QED, this BRST charge does not commute with the Hamiltonian which
is given by
Hstot(t) = H0 + V
s(t) +Hghost (B.14)
where H0, V
s(t) are given in (2.6), and the ghost Hamiltonian is
Hghost =
i
2
∫
d3k
(2pi)3
[
c†(~k)c¯(~k)− c¯†(~k)c(~k)
]
. (B.15)
We actually have
[QsBRST (t), H
s
tot(t)] = i
∫
d˜3k
[
c(~k)∂tj
0
pp(t,−~k)e−iωts + (c.c.)
]
= −i∂tQsBRST (t), (B.16)
where we have used the current conservation ∂µj
µ
pp(x) = 0 which means kij
i
pp(t,
~k) =
i∂tj
0
pp(t,
~k). This non-commutativity (B.16) is due to the time-dependence of the back-
ground current jµpp. Nevertheless, the physical state condition Q
s
BRST (t) |ψ(t)〉s = 0 is
preserved under the time-evolution. Indeed, if we have QsBRST (t) |ψ(t)〉s = 0, the infinites-
imally time-evolved state at t+ δt satisfies the physical state condition at that time as
QsBRST (t+ δt)U(t+ δt, t) |ψ(t)〉s ' δt (∂tQsBRST (t)− iQsBRST (t)Hstot(t)) |ψ(t)〉s
= −iδtHstot(t)QsBRST (t) |ψ(t)〉s = 0. (B.17)
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C Large gauge parameters and the asymptotic charges
We use arbitrary coordinates ΩA(A = 1, 2) to parameterize the celestial two-sphere where
the metric components are represented by γAB. The Minkowski metric is then given by
ds2 = −dt2 + dr2 + r2γABdΩAdΩB.
Using the coordinates, the large gauge parameter in the Lorenz gauge is given by (see
[31, 33])
(x) =
∫
d2Ω′
√
γ(Ω′)G(x; Ω′)(0)(Ω′) , (C.1)
G(x; Ω′) = − 1
4pi
xµxµ
(−t+ xˆ(Ω′) · ~x)2 , (C.2)
where xˆ(Ω′) is a three-dimensional unit vector representing a point of the celestial sphere.
This (t, r,Ω) becomes (0)(Ω) in the limit t → +∞ with u = t − r fixed and similarly
(0)(Ω¯) in the limit t→ −∞ with v = t + r fixed, where Ω¯ represents the antipodal point
of Ω on the two-sphere, i.e., xˆ(Ω¯) = −xˆ(Ω).
The asymptotic charge in the interaction picture is given by
QIas[] =
∫
d3x
[−Π0I∂0− ΠiI∂i+ j0pp] (C.3)
in the background current model. We now consider the asymptotic limits of this charge.
Using the above expression of , we can easily find that∫
d3xj0pp =
∫
d2Ω
√
γ(Ω)(0)(Ω)
[
Θ(−t)
∑
n∈I
enm
2
n
4pi(−En + ~pn · xˆ(Ω))2 + Θ(t)
∑
n∈F
enm
2
n
4pi(−En + ~pn · xˆ(Ω))2
]
(C.4)
for the classical current (2.2). We define past and future “hard charges” as
Qinhard :=
∑
n∈I
∫
d2Ω
√
γ(0)(Ω)
enm
2
n
4pi(−En + ~pn · xˆ(Ω))2 , (C.5)
Qouthard :=
∑
n∈F
∫
d2Ω
√
γ(0)(Ω)
enm
2
n
4pi(−En + ~pn · xˆ(Ω))2 , (C.6)
and then obtain ∫
d3xj0pp = Θ(−t)Qinhard + Θ(t)Qouthard. (C.7)
In the asymptotic future region I +, we have (see, e.g., [46])
lim
t→+∞
AIµ(t, r = t− u,Ω) = −
i
8pi2t
∫ ∞
0
dω
[
aµ(ωxˆ(Ω))e
−iωu − a†µ(ωxˆ(Ω))eiωu
]
. (C.8)
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From this, we can obtain (see, e.g., [33])
lim
t→∞
∫
d3xΠiI(t, ~x)∂i(t, ~x) = − 1
8pi
lim
ω→0
ω
∫
d2Ω
√
γγAB∂Axˆ
i∂B
(0)
[
ai(ωxˆ) + a
†
i (ωxˆ)
]
:= −Qsoft. (C.9)
Similarly, in the past limit, we have
lim
t→−∞
∫
d3xΠiI(t, ~x)∂i(t, ~x) = −Qsoft. (C.10)
Since Π0 is the BRST exact, we can ignore the first term in (C.3) on the physical Hilbert
space. Therefore, we have
Q+Ias [
(0)] := lim
t→∞
QIas[] = Qsoft +Q
out
hard, (C.11)
and
Q−Ias [
(0)] := lim
t→−∞
QIas[] = Qsoft +Q
in
hard. (C.12)
Note that the asymptotic charge becomes the same operator Qsoft in the asymptotic future
and past except for the classical hard charge parts.
D Fall-off of the Coulomb fields
In this appendix, we show that the integral (2.67),
[QIas[(ti)], Rin(ti)] =
∑
n∈I
∫
d3xFLW0i (ti, ~x; pn)∂
i(ti, ~x) (D.1)
vanishes in the limit ti → −∞. Because the asymptotic region at ti → −∞ consists of the
past timelike infinity i− and the past null infinity I −, (D.1) can be decomposed as
lim
ti→−∞
[QIas[(ti)], Rin(ti)] = Q
LW
i− +Q
LW
I− (D.2)
where
QLWi− :=
∑
n∈I
∫
i−
dΣµi−F
LW
µν ∂
ν , (D.3)
QLWI− :=
∑
n∈I
∫
I−
dΣµI−F
LW
µν ∂
ν. (D.4)
Above, dΣµi− and dΣ
µ
I− denote the directed surface elements on i
− and I −, respectively.
QLWi− and Q
LW
I− represent the contributions from the Lie´nard-Wiechert potential to the hard
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charge and the soft charge, respectively. First, we can easily show that QLWI− vanishes since
Coulomb fields do not reach the null infinities.18 Next, we evaluate QLWi− . To focus on the
physics at timelike infinity i±, we introduce the coordinates (τ, ρ,ΩA) on 4d Minkowski
spacetime as
ds2 = −dτ 2 + τ 2
[ dρ2
1 + ρ2
+ ρ2γABdΩ
AdΩB
]
, (D.5)
where γAB is a metric on S
2. These coordinates can be obtained by the following coordinate
transformation from the Minkowski coordinates,
τ 2 = t2 − r2 , ρ = r√
t2 − r2 . (D.6)
These coordinates are useful to study the asymptotic behaviors of fields at timelike infinity
i± because τ = ±∞ surface spanned by (ρ,ΩA) corresponds to i± (e.g., see [31, 46]). The
surface element on a τ= constant hypersurface is given by dΣµi− = δ
µ
τ dρd
2Ω
|τ |3ρ2√γ√
1+ρ2
. In these
coordinates, the integral (2.67) can be expressed as
QLWi− = lim
τ→−∞
∑
n∈I
∫
dρd2Ω
√
γ|τ |
(
ρ2
√
1 + ρ2FLWτρ ∂ρ+
γAB√
1 + ρ2
FLWτA ∂B
)
. (D.7)
We can also show that the classical Coulomb field falls off around the timelike infinity as
FLWτρ (τ, ρ,Ω; pn) = O(τ−2) , FLWτA (τ, ρ,Ω; pn) = O(τ−2) . (D.8)
Therefore, (D.7) vanishes.
E Soft theorem for charged states
We will show that the current operator jµ(t,~k) can be approximated by the classical current
operator jµpp(t,
~k) in the soft limit ~k → 0 when it acts on on-shell charged states.
For example, for a 1-particle fermion state |p, s〉 = b†s(~p) |0〉 with charge e , the current
operator jµ acts on this state as
jµ(t,~k) |p, s〉 = ie
2Ep′
∑
s′
u¯s
′
(p′)γµus(p)ei(Ep′−Ep)t |p′, s′〉 , (E.1)
where ~p′ = ~p − ~k. In the soft limit, we have lim~k→0 u¯s
′
(p′)γµus(p) = −2ipµδs′,s. We thus
obtain the approximation
jµ(t,~k) |p, s〉 ∼ e pµ
Ep
e
−i ~p·~k
Ep
t |p, s〉 for ~k ∼ 0, (E.2)
18More concretely, Fvt∂v = O(r3) as t→ −∞ with v = t+ r fixed.
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where we have kept the phase factor e
−i ~p·~k
Ep
t
because we cannot suppose that ~p·
~k
Ep
t is small for
large t. The right-hand side of (E.2) is exactly the same as the action of (the momentum
representation of) the classical current operator defined in (3.1) as
e
pµ
Ep
e
−i ~p·~k
Ep
t |p, s〉 = jµpp(t,~k) |p, s〉 . (E.3)
Thus, the approximation
jµ(t,~k) |p, s〉 ∼ jµpp(t,~k) |p, s〉 (E.4)
holds for the soft momentum ~k ∼ 0. The extension to multi-particle states is trivial.
Hence, for any free multi-particle states |ψ〉, we obtain
jµ(t,~k) |ψ〉 ∼ jµpp(t,~k) |ψ〉 . (E.5)
This is the soft theorem at the state level. The conventional soft photon theorem is easily
derived from eq. (E.5).
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