Variance generalised gamma convolution processes are multivariate Brownian motions weakly subordinated by multivariate Thorin subordinators. Within this class, we show that a drift-less Brownian motion gives rise to a self-decomposable process. Under a moment condition on the underlying Thorin measure, we show that this condition is also necessary. Our conditions generalises earlier results relating to selfdecomposability when the Thorin subordinator has indistinguisdhable components. We apply our results to some prominent processes in the mathematical finance such as the variance-gamma process and the variance-alpha-gamma process.
Introduction
An n-dimensional random vector X is called self-decomposable (SD), provided that for any 0 < b < 1, there exists a R n -valued random vector Z b , independent of X, such that
(1.1)
Self-decomposable distributions occur as limits of sums of independent random variables (see [38] , his Theorem 15.3) and as stationary distributions of multivariate Lévy-driven Ornstein-Uhlenbeck processes (see [38] , his Theorem 17.5). As such, self-decomposability has many important financial applications, such as modelling stochastic volatility [5] , stock returns [11, 30] , and additional applications are reviewed in [9, 18] . While it is clear that alpha-stable distributions, including the normal distribution and gamma distribution are SD, it was not until [24] that selfdecomposability was established for the Student t-distribution. Thorin introduced the self-decomposable class of distributions of generalised gamma convolutions (GGC), to establish that both the Pareto distribution and the log-normal distribution are SD [41, 42] . His method was applied in [26] to show that the generalised inverse Gaussian is GGC, and thus SD (see the survey article [27] and the monographs [12, 40] ). Multivariate extensions of Thorin' s results have been investigated in [3, 13, 14, 15, 35] .
In the context of Lévy processes, GGC distributions are infinitely divisible with the associated process called a Thorin subordinator. Grigelionis [23] used univariate subordination of Brownian motion and univariate Thorin subordinators to construct the class of variance univariate generalised gamma convolutions (V GG n,1 ), containing many prominent Lévy processes used in mathematical finance [10, 20, 31] . He showed that the corresponding V GG n,1 distributions are SD if n = 1, or n ≥ 2 and the Brownian motion was driftless. However, if the Brownian motion is not drift-less in n ≥ 2 case, then the distribution is not SD under some moment conditions on the Thorin measure (see our Lemma 3.1 below).
In [14] , the V GG n,1 class was extended to the V GG n,n -class of variance multivariate gamma convolutions using independent-component Brownian motion subordinated with multivariate Thorin subordinators. The V GG n,nclass contains a number of recently introduced parametric classes of Lévy processes [25, 39] (see [14] and [29] , their Subsection 2.6 and Section 3, respectively). In [15] , we introduced the overarching class of variance generalised gamma convolutions V GG n ⊇ V GG n,1 ∪ V GG n,n , using the notion of weak subordination, without the restriction that the Brownian motion has independent components. Subclasses of V GG n processes, such as weak variance-α-gamma processes, have been used in instantaneous portfolio theory [30] , and to model multivariate stock return data [16, 33, 34] , and the data analysis in [16] supports the hypothesis that log returns are self-decomposable.
In the present paper, we are concerned with the self-decomposability in the weak variance generalised gamma convolution class V GG n and provide necessary and sufficient conditions for self-decomposability. In particular, we show that if the Brownian motion subordinate is drift-less, then the V GG n distribution is SD, while the converse holds under moment conditions on the Thorin measure, which extend and refine the results of Grigelions [23] . We obtain a complete characterisation of the self-decomposability of the weak variance-α-gamma process, provided that the covariance of the Brownian motion is nonsingular. Moreover, the stock returns modelled in [15] using this result supports the hypothesis of self-decomposability.
The remaining parts of the paper are organised as follows. In Section 2, we introduce our notation and revise important properties of generalised variance gamma convolutions. Section 3 contains our main results. Specifically, the sufficient condition relating to the Brownian motion subordinate being drift-less is given in Theorem 3.1, while necessary conditions are given in Theorem 3.2. In Section 4, we apply our self-decomposability conditions to V GG n,1 , V GG n,n , and weak variance-α-gamma processes, and other examples. Section 5 contains technical proofs. We conclude in Remark 4.2.
Variance Generalised Gamma Convolutions
We introduce basic notation. Let R n be n-dimensional Euclidean space, whose elements are row vectors x = (x 1 , . . . , x n ), with canonical basis {e k : 1 ≤ k ≤ n}, and let e := (1, . . . , 1) ∈ R n . If A ⊆ R n , set A * := A\{0} and let 1 A (ω) = δ ω (A) denote the indicator function and the Dirac measure, respectively. Let x , Σ denote transpose of a vector x and a matrix Σ, respectively. Let x, y = xy denote the Euclidean product with Euclidean norm x 2 = x, x = xx , and set x, y Σ = xΣy and x 2 Σ := x, x Σ for x, y ∈ R n and Σ ∈ R n×n . Let D := {x ∈ R n : x ≤ 1} be the Euclidean unit ball centred at the origin. Let S := {s ∈ R n : s = 1} ⊆ D be the Euclidean unit sphere, while
n and S * := S ∩ (R * ) n are subsets of S. The minimum and maximum of x, y ∈ R is denoted by x ∧ y = min{x, y} and x ∨ y = max{x, y}, respectively, while ln : C\(−∞, 0] → C refers to the principal branch of the logarithm. The decomposition of an extended real number x ∈ [−∞, ∞] into its positive and negative parts is denoted by x = x + − x − , where x + = x ∨ 0 and
For n-dimensional processes X and Y , X D = Y indicates that X and Y are identical in law, that is their systems of finite dimensional distributions are equal. Lévy processes. The reader is referred to the monographs [1, 8, 38] for necessary material on Lévy processes while our notation follows [14, 15] . In particular, the law of a Lévy process X = (X 1 , . . . , X n ) = (X(t)) t≥0 is determined by its characteristic function
with Lévy exponent Ψ X = Ψ where, θ ∈ R n ,
where µ = (µ, . . . , µ n ) ∈ R n , Σ = (Σ kl ) ∈ R n×n is a covariance matrix, while X is a nonnegative Borel measure on R n * so that
refers to an n-dimensional Brownian motion B with linear drift E[B(t)] = µt and covariance matrix Cov(B(t)) = tΣ, t ≥ 0.
A Lévy process X is called self-decomposable (SD), if the random vector X(1) is self-decomposable by (1.1). Specifically, X is self-decomposable, if for any 0 < b < 1, there is a R n -valued random variable Z b such that
The self-decomposability of X is equivalent to its Lévy measure having polar decomposition X (A) = S (0,∞)
1 A (rs)k(s, r)(dr/r)S(ds), where S is a finite Borel measure on S and r → k(s, r) nonincreasing, nonnegative and S-measurable (see [38] , his Theorem 15.10). Finite variation and subordinator. We write
n denoting the drift of X, provided the paths of X are of (locally) finite variation, equivalently, Σ = 0 and
refers to an n-dimensional subordinator, that is a Lévy process with nondecreasing components with drift d ∈ [0, ∞) n .
Gamma subordinator. If a, b > 0, a subordinator G is a gamma subordinator if and only if its marginal G(t) ∼ Γ(at, b), t ≥ 0 is gamma distributed with shape parameter at and rate parameter b. A drift-less subordinator G with Lévy measure G a,b is a gamma subordinator with parameters a, b, provided its Lévy measure satisfies
If a = b, we refer to G as a standard Gamma subordinator, in short, G ∼ Γ S (b) := Γ S (b, b) and its Lévy measure is denoted by G b . A Gamma subordinator G is a standard Gamma subordinator if and only if E[G(1)] = 1. Thorin subordinator. The class of gamma distribution is not closed under convolutions, and it is thus convenient to draw our subordinators from the multivariate class of Thorin subordinators. We follow [14] in our exposition).
A nonnegative Borel measure
n has nonnegative entries and U is a Thorin measure, we call an n-
n , it has Laplace exponent
All Thorin subordinators are self-decomposable, specifically GGC n S ⊆ SD (see [3] ; their equation (2.14); also see [35] ). The distribution of a Thorin subordinator is uniquely determined by d and U.
, where (see [15] , their Lemma 4.1)
Strongly subordinated Brownian motion. Let T = (T 1 , . . . , T n ) be an ndimensional subordinator, and B = (B 1 , . . . , B n ) be an n-dimensional Brownian motion, called the subordinate. Subordination is the operation that produces the n-dimensional process B • T defined by
For independent B and T , B • T is a Lévy process if T ≡ T 1 e has indistinguishable components [6, 37, 38, 43] or B has independent components [4] , otherwise it may not be (see [15] , their Proposition 3.9). In contrast, using weak subordination, we always stay the framework of Lévy processes.
Weakly subordinated Brownian motion.
n and t Σ ∈ R n×n as an outer products by t µ := (t 1 µ 1 , . . . , t n µ n ) and (t Σ) kl :
is Brownian motion and T ∼ S n (d, T ) is a subordinator, we refer to an n-dimensional Lévy process X as B, weakly subordinated by T [15] , provided in short (see [15] , their Proposition 3.2), for
Alternatively, a Lévy process X is characterised as weakly subordinated
, provided its characteristic exponent takes on the following form (see [15] , their Proposition 3.1), θ ∈ R n ,
Assuming independent B and T , B T D = B • T , provided T has indistinguishable components or B has independent components (see [15] , their Proposition 3.3).
Variance generalised gamma convolutions. Assume an n-dimensional
For specific examples we refer the reader to Section 4.
Main Results
Sufficient Conditions.
δ ve V(dv) for some d ≥ 0 and a univariate Thorin measure V (see [15] , their Remark 4.2). The V GG n,1 -class occurs when a multivariate Brownian motion is subordinated in the traditional sense with a univariate Thorin subordinator.
The self-decomposability of the V GG n,1 -class was investigated in [23] and his Proposition 3 is stated here was a lemma. If n = 1, the result was shown by [26] (see his Section 3).
As an analog for Lemma 3.1(i), we give a sufficient condition to ensure that a V GG n -process is self-decomposable.
Proof. If n = 1, Theorem 3.1 specialises to Lemma 3.1(i). For the remaining part of the proof, suppose n ≥ 2.
If X ∼ V GG n (d, µ, Σ, U), the associated characteristic exponent Ψ X was derived in [15] (see their Theorem 4.1), θ ∈ R n ,
and thus, by (3.1), n * is a locally compact space, so there exists a sequence of finitely supported Borel probability measures (U 1 k ) k∈N such that U 1 k converges weakly to U 1 as k → ∞ (see [7] , his Corollaries 30.5 and 30.9). For k ∈ N, introduce a finitely supported Thorin measure
n * , where g(r) := ln{1+(C/r)} w(r), r > 0. Here g(r) can be continuously extended by setting g(0) := g(0+) = 1. Besides this, note g(r) = r ln{1 + (C/r)} ≤ C, r ≥ 1. Thus, g is uniformly bounded on [0, ∞) and so is g θ on [0, ∞)
The class of self-decomposable processes is closed under weak convergence, which implies the self-decomposability of X.
This completes the proof as adding in an independent drift-less Brownian motion does not effect the self-decomposability.
2
Necessary conditions. To state the converse, assume n ≥ 2, an invertible
Here, U is an arbitrary n-dimensional Thorin measure. Let X be the Levy measure of X, and X * be the restriction of X to (R * ) n , which is absolutely continuous with respect to Lebesgue measure dx.
As shown by [15] (see their Theorem 4.1), the Lévy measure X is related to the Lévy measure V b,µ,Σ of the V G n (b, µ, Σ) process as
Consequently, its density on (R * ) n is given by (dX
where
Here K ρ (r) := r ρ K ρ (r), ρ ≥ 0, r > 0, and K ρ is a modified Bessel function of the second kind (see Subsection 5.3).
Due to Oppenheim's inequality (see (5.2)), the invertibility of Σ is inherited by u Σ, u ∈ (0, ∞) n , and we may introduce the following quantities
Note that U D a Borel measure on (0, ∞) n . The variable names E, A and D stand for "exponent", "argument" of the Bessel function and "denominator", respectively, and relevant properties are derived in Subsections 5.1-5.2.
Let r > 0, u ∈ (0, ∞) n , z ∈ (R * ) n , and define
By (3.2), the Lévy measure X in Euclidean polar-coordinates of Borel sets
where ds is the Lebesgue surface measure on S. Integrating out u in h with respect to U yields
In particular, (s, r) → H s (r), r > 0, s ∈ S * is the Lévy density of X in Euclidean polar-coordinates.
We need the following technical lemma which is a modification of the arguments in [23] (see his Propositions 1 and 3(ii)).
, n ≥ 2 and |Σ| = 0, then X is not SD, provided there exist a Borel set B ⊆ S * of strictly positive (n − 1)-dimensional Lebesgue surface measure such that, for all s ∈ B, r → H s (r) is strictly increasing at some point r 0 ∈ (0, ∞).
We generalise the argument in [23] to the multivariate case who computed the derivative of H under the integral, to show that H is strictly increasing, assuming additional moment conditions.
As we assumed z ∈ (R * ) n , Lemma 5.1 states that ζ :
n by (5.9). Thus, the integrals H(r) := H z (r) and
, r > 0, are finite. Using the linearity of the participating integrals yields
The function r → K n/2 (r) in (5.7) is nonnegative, nonincreasing and has a finite right-hand limit K n/2 (0+). As e x −1 ≥ x, x ∈ R, Fatou's lemma states that, with a possibly infinite RHS,
, where the RHS is finite. As we assumed (3.7), dominated convergence ensures a finite limit in
To summarise, we have lim inf
where the RHS is positive, by (3.8). Next, note
As we assumed (3.6), dominated convergence is applicable, finally showing 0 ≤ (H(r)−H * (r))/r → 0, r ↓ 0, as desired. 2
Remark 3.1. Clearly, (3.8) vanishes for µ = 0, which is consistent with Theorem 3.1. The assumptions (3.6)-(3.7) ensure asymptotic negligibility of the main error term and a well-defined integral in (3.8), respectively. It is possible to replace positivity in (3.8) with negativity, and the result still holds, provided (3.6)-(3.7) are adjusted. 2
While (3.6)-(3.8) show delicate dependencies on µ, Σ and z, we can replace (3.6) with the more robust condition (3.10) next.
) holds with z replaced by y ∈ R n * , provided we have n and u 0 := u/ u , by noting u n |u 0 Σ| = |u Σ| and using (5.2), we have
In particular, (3.6) holds for y ∈ R n * , as we assumed (3.10). (cos(θ 2 ) sin(θ 2 )) −1/2 dθ is not finite though U is a well-defined Thorin measure.
In the context of the V GG n,1 -class, Lemma 3.1(ii) states that under some moment conditions on U, µ = 0 is incompatible with self-decomposability. We generalise this result to the V GG n -class, thus giving a necessary condition for self-decomposability. 
n and univariate Thorin measures U k , where
Proof. (i) The proof is completed by Lemmata 3.2-3.3.
(ii) By Lemma 3.4, (3.6) is implied by (3.10). As we assumed µ = 0, Proposition 5.1 states that E(µ 0 , u) is strictly positive for u ∈ (0, ∞) n , µ 0 := µ/ µ ∈ R n * . Consequently, the integral in (3.7) vanishes when z is replaced with y = µ 0 , while the one in (3.8) is strictly positive when z is replaced with y = µ 0 , as we also assumed U((0, ∞)
Combining ( 
To see that (3.10) holds, note that the RHS in the last display is bounded above by
The proof is completed by Part (ii). 2 Remark 3.3. Theorem 3.2(iii) prepares our applications in Section 4. Here the Thorin measure is often supported on a finite number of points (see [14] , their Subsection 2.5), or, more generally, they are supported on a finite union of rays (see [29] for examples). Condition (3.11) entails that the weakly subordinated process Y D = B T have paths of bounded variation (see [14] and [15] , their Proposition 2.6(a) and their Proposition 4.1,respectively). 2
Applications
Variance univariate GGC. Let µ ∈ R n , a > 0, an arbitrary covariance matrix Σ ∈ R n×n and U be a univariate Thorin measure. Suppose B ∼ BM n (µ, Σ) and T ∼ GGC 
δ ve U(dv). Next, we give a refinement of Lemma 3.1.
Proof. Parts (i) and (ii) follow from Theorem 3.1 and Theorem 3.2(iii), respectively.
An n-dimensional Lévy process X is a V G n (b, µ, Σ)-process if and only if its characteristic exponent has the form (see [14] , their Formula (2.9))
Plainly, V G n -process [31] provides us with an example of a V GG n,1 -process.
, then X is SD, provided n = 1, or n ≥ 2 and µ = 0. Otherwise, if n ≥ 2, |Σ| = 0 and µ = 0, then X is not SD.
Next, we state a corresponding criterion for the V GG n,n -class.
Corollary 4.3. Assume X ∼ V GG n,n (d, µ, Σ, U) for a diagonal matrix Σ. (i) If n = 1 or n ≥ 2 and µ = 0, then X is SD (ii) If n ≥ 2, |Σ| = 0 and µ = 0, X is not SD, provided U((0, ∞) n ) > 0 and (3.10) hold simultaneously. [15] , their Remark 4.2). Parts (i) and (ii) follow from Theorem 3.1 and Theorem 3.2(iii), respectively.
We now recall the weak variance-α-gamma process in V GG n , and apply our self-decomposability result to it. α-gamma subordinator. Assume n ≥ 2. Let a, b > 0, α = (α 1 , . . . , α n ) ∈ (0, ∞) n such that b > aα k for k = 1, . . . , n. Introduce β k := (b−aα k )/α k , and let G 0 , . . . , G n be independent gamma subordinators such that
As perceived in [39] , the components of T are univariate standard gamma
An n-dimensional drift-less subordinator T with Lévy measure T is an α-gamma subordinator with parameters a, b, α if and only if
is a drift-less Thorin subordinator, where U a,b,α := aδ bα/ α 2+ n k=1 β k δ be k /α k (see [15] , their Remark 4.1). Variance-α-gamma. Assume n ≥ 2, µ = (µ 1 , . . . , µ n ) ∈ R n and a diagonal matrix Σ ∈ [0, ∞) n×n . Assume independent B ∼ BM n (µ, Σ) and T , where
we call X a (strong) variance-α-gamma process [39] with parameters a, b, α, µ, Σ, in short,
A V AG n -process is a V GG n,n -process, so it is possible to use Corollary 4.3 to provide a characterisation of self-decomposability. Weak variance-α-gamma. Assume n ≥ 2, µ = (µ 1 , . . . , µ n ) ∈ R n and an arbitrary covariance matrix Σ = (Σ kl ) ∈ R n×n . If X D = B T , where B ∼ BM n (µ, Σ) is Brownian motion, and T ∼ AG n (a, b, α) is an AGsubordinator, then we call X a weak variance-α-gamma process [15] with parameters a, b, α, µ, Σ, in short,
A given W V AG-process belongs to the V GG n -class, though it may not be an element of the V GG n,1 ∪ V GG n,n -class. The components of weak and strong V AG n process are univariate V G 1 -processes. Weak subordination is a consistent extension of strong subordination, and thus V AG n ⊆ W V AG n ⊆ V GG n .
. Assuming µ = 0 and an invertible Σ, the proof of necessity is completed by Theorem 3.2. Sufficiency follows from Theorem 3.1.
Remark 4.1. In the same way as Corollary 4.4, we can conclude that processes in weakly subordinated version of the V MΓ n -class, n ≥ 2, (see [14] , their Section 2.5) are self-decomposable when µ = 0, and are non-selfdecomposable when |Σ| = 0 and µ = 0. This is immediate because the associated MΓ n subordinator has a finitely supported Thorin measure. Imposing the addition assumption that b > 1/2, we have
the integral is bounded near 0 by the Thorin property and bounded near infinity because, as x → ∞,
Assume n ≥ 2, and let B ∼ BM n (µ, Σ) with |Σ| = 0. For any multivariate subordinator of the form T = m k=1 T k α k , where α k ∈ [0, ∞) n * for all k = 1, . . . , m, and
are independent for k = 1, . . . , m, it follows from Theorem 3.1 that B T is self-decomposable when µ = 0 and not self-decomposable when µ = 0 by Theorem 3.2(iii).
Note that this is an improvement to using the corresponding condition in Lemma 3.1 as it would show non-self-decomposability only when m = 1, 
we call is X a CGM Y process with parameters c, g, m, y, in short, X ∼ CGM Y (c, g, m, y). The CGM Y process [17] is a subordinated Brownian motion [32] .
y/2−1 du and U 2 be the probability measure of
, where V (y/2, 1/2) is a beta distribution of the second kind with parameters y/2 and 1/2. By noting that (1 + (u + v) 1/2 )u y/2−1 du diverges for all v > 0 and y ∈ (0, 2), the integral condition in Corollary 4.1(ii) is not satisfied for n ≥ 2 and |Σ| = 0, so as with the condition in Lemma 3.1, we are unable to conclude whether or not the multivariate CGM Y process formed by strong subordination BM (µ, Σ) • (T e), diag(Σ) = e, is self-decomposable for µ = ((g−m)/2)e = 0, and similarly for the multivariate CGM Y process outlined in [29] (see their Section 3.4). Generalised hyperbolic. The generalised inverse Gaussian subordinator T ∼ GIG(α, β, γ) with parameters (α, β, γ) ∈ R × (0, ∞) 2 ∪ (0, ∞) 2 × {0} ∪ (−∞, 0) × {0} × (0, ∞) was characterised as a Thorin subordinator in [26] . More specifically, a T ∼ GGC 1 S (0, U α,β,γ ), where
J ρ and Y ρ are Bessel functions of the first and second kind, respectively. Let n ≥ 1, µ ∈ R n , Σ be a covariance matrix, and B ∼ BM n (µ, Σ) be a Brownian motion independent of T . The process X D = B•T is called a generalised hyperbolic process and is denoted by X ∼ GH n (α, β, γ, µ, Σ). Suppose further that n ≥ 2 and |Σ| = 0. As noted in [23] Example 1, g ρ (u) is asymptotically proportional to u −1/2 as u → ∞, so the integral condition in Corollary 4.1(ii), although less stringent than the condition in Lemma 3.1, is infinite unless γ = 0. Thus, as in [23] , no conclusion about the self-decomposability of X can be drawn when γ = 0, µ = 0. We conclude with a remark.
Remark 4.2. While we cannot show non-self-decomposability for GH n (α, β, γ, µ, Σ), µ = 0, γ = 0 using our integral condition, we can examine the function r → H s (r), r > 0 for particular parameter values. The proof of Theorem 3.2 uses Lemma 3.2 and attempts to show that r → H s (r) is increasing at the origin. Suppose that X ∼ GH 3 (−1, 2, 0.5, (−5, 0, 0), diag(0.05, 1, 1)), a plot r → H s (r) at s = (−1, 0, 0) is given in Figure 1 . This numerical experiment shows that it could be possible for H s to be decreasing at the origin but strictly increasing at an alternative point. If this behaviour extends to a set s ∈ S * of strictly positive Lebesgue surface measure, X cannot be selfdecomposable. This also suggests that in order to prove or disprove the conjecture that µ = 0 is equivalent to self-decomposability for V GG n -processes requires methods that considers the function r → H s (r) on its entire domain, not just near the origin and that relax the moment conditions. Nevertheless, we believe that our analysis is an important step towards resolving this problem. 2
Technical Results

Tools from linear algebra
Assume Σ ∈ R n×n is an invertible covariance matrix. Recall S ++ := S ∩ (0, ∞) n , and set (0, ∞)
n , and let * denote the Hadamard product of matrices. Hadamard's and Oppenheim's Inequalities. Recall that for symmetric and nonnegative definite matrices A = (A kl ), B = (B kl ) ∈ R n×n , (see [2] , their Theorems 3.6.3 and 3.7.5)
If u ∈ (0, ∞) n , u Σ is an invertible covariance matrix by (5.1) as Coordinate permutation. If P ∈ R n×n is a permutation matrix, note
n−1 and invertible covariance matrix Σ ∈ R (n−1)×(n−1) , thus having,
For the proof of Theorem 3.2, we need the following lemma.
Proof. Set i y := inf u∈S ++ y If n ≥ 2, we consider u = (u 1 , . . . , u n ) ∈ S ∩ (0, ∞) n The finiteness of the iterated supremum is implied by Lemma 5.1.
(ii) If n ≥ 2 and Σ ∈ R n×n is an invertible covariance matrix, introduce M n (Σ) := 2 n−1 l=1 max P sup u |E σ P , Σ P ( e l , u)|, where the maximum and the supremum have to be taken over all permutation matrices P ∈ R n×n and (n−1)-dimensional u ∈ S ++ ⊆ R n−1 , respectively. Here e 1 , . . . , e n−1 are the canonical basis vectors of R n−1 , while Σ P := P ΣP = [ Σ P , σ P ; σ P , σ P ] for σ P ∈ (0, ∞), σ P ∈ R n−1 , Σ P ∈ R (n−1)×(n−1) determines the other quantities for a permutation matrix P ∈ R n×n . Lemma 5.1 states M n (Σ) ∈ [0, ∞). Let y = (y 1 , . . . , y n ) ∈ R n * . We show that there are ε := ε(y) ∈ (0, 1),
2 for all x ∈ y+εA(y), u ∈ S ++ , thus completing the proof of Part (ii).
If n = 1, note u = 1, y = 0 and A(y) = [−|y|, |y|], while ||x|−|y|| ≤ |x−y| ≤ ε|y| implies |x| ≥ (1−ε)|y| > 0 and, thus,
. Setting C 1 (Σ) := 1/Σ and D 1 (Σ) := 0 shows that the assertion holds for n = 1.
Next, assume n ≥ 2 and the hypothesis holds for n−1.
be the invertible covariance matrix obtained from Σ by removing its kth column and its kth row. Set C n (Σ) := min 1≤k≤n C n−1 (Σ (k) ) and D n (Σ) := max 1≤k≤n D n−1 (Σ (k) ). Let u ∈ S ++ . Without loss of generality, we may assume that u ∈ (0, ∞) n ≤ , in view of (5.3). Write u = ( u, u) for u ∈ (0, ∞), u ∈ (0, ∞)
n , which implies max 1≤k≤n−1 |x k | ≤ ε|y| and thus, 2|E σ, Σ ( x, u)| ≤ M n (Σ) max 1≤k≤n−1 |x k | ≤ M n (Σ)ε|y| for 0 < ε < 1. By (5.2), (5.4) and ||x|− |y|| ≤ |x−y| ≤ ε|y|, we have
and, thus, x
, and M n (Σ)ε(1+ε) < (1−ε) 2 for 0 < ε < 1 sufficiently small. To summarise, there exists 0 < ε < 1 such that
2 holds for all y ∈ R n * , u ∈ S ++ , x ∈ y + εA(y), where 
Positivity
Let n ∈ N, µ ∈ R n * and Σ ∈ R n×n be an invertible covariance matrix. In this section, we show that inf u∈(0,∞) n E µ,Σ (µ, u) > 0. This result, which is stated in Proposition 5.1, is needed on our proof of Theorem 3.2.
We can see that the result straightforwardly holds in some limited cases. If n = 1, then E µ,Σ (µ, u) ≡ µ 2 /Σ is independent of u > 0, which implies the strict positivity of inf u>0 E µ,Σ (µ, u) for µ = 0 and Σ > 0.
Assume n ∈ N, µ ∈ R n * and an invertible covariance matrix Σ ∈ R n×n .
n,n -processes, Σ is a diagonal matrix, so that E µ,Σ (µ, u) = µ 2 Σ −1 > 0, independent of u ∈ R n > 0. However, for W V AG n -processes, E µ,Σ (µ, gα) = µ, α µ (α Σ) −1 , g > 0, and strict positivity is non-trivial.
We now prepare for general result outlined in Proposition 5.1. If n = 1, set Ξ n (x) ≡ 2, x ∈ R, and otherwise, if n = 2, 3, 4 . . . and x = (x 1 , . . . , x n−1 ) ∈ R n−1 , let Ξ n (x) = (Ξ n,kl ) ∈ R n×n be a square matrix, defined by Ξ n,kk := 2, 1 ≤ k ≤ n, Ξ n,kl = x k , 1 ≤ k < n, l ∈ {1, . . . , n}\{k}, Ξ n,nl = 1, 1 ≤ l < n.
Proof. If n = 1, then this is clear. Otherwise, if n ∈ N, note Ξ n+1 (e), e = (1, . . . , 1) ∈ R n , turns into the n+1-dimensional covariance matrix for equicorrelated variables, where |Ξ n+1 (e)| = 2 + n (see [22] , his Theorem 8.4.4).
Set
Expanding the determinants along its first row yields h n (x) = 2h n−1 ( x)+ x 1 r n−1 ( x), x = (x 1 ,x) for x 1 ∈ R, x = (x 2 , . . . , x n ) ∈ R n−1 for a remainder polynomial x → r n−1 ( x). Freezing the variables x 2 , . . . , x n , x → h n (x, x), turns into an affine function so that ∂ 2 x 1 h n (x 1 , x) ≡ 0. Note h n is invariant under coordinate permutations h n (xP ) = h n (x) for any permutation matrix P ∈ R n×n . Particularly, h n is a harmonic function as div(h n ) ≡ 0.
n denoting the boundary of the set [0, 1] n relative to R n , the maximum principle for harmonic functions states that inf x∈[0,1] n h n (x) = min x∈∂[0,1] n h n (x) and sup x∈[0,1] n h n (x) = max x∈∂[0,1] n h n (x) (see [19] , his Subsection I.1.4).
Taking this into account and also the permutation invariance, observe that inf x∈[0,1] n h n (x) = min x∈Fn h n (x) and sup x∈[0,1] n h n (x) = max x∈Fn h n (x), where
Proof. Assume n ≥ 2 and v ∈ [0, 1] n−1 . Successively, from k = 1 to k = n−1, in Υ n (v), multiply its (k + 1)th column with v k and subtract this from its kth column and then multiply its (k + 1)th row with v k and subtract this from its kth row. Afterwards, take out the factor
n×n is the matrix in Lemma 5.3 and thus,
n−1 . Otherwise, if there is some x k = 0, 1 ≤ k < n, then the kth column is zero, so we get
n−1 . Every other principal submatrix of Υ n (v), formed by keeping the rows and columns in the index set {a 1 , . . . a m }, 1 ≤ a 1 < . . . < a m ≤ n, 1 ≤ m ≤ n − 1, and the deleting the rest, is given by Υ m (v), where v := (
Using an argument similar to the preceding paragraph shows that
n−1 , in view of (5.2). It remains to show invertibility for v = (v 1 , . . . , v n−1 ) ∈ B n , where
and Σ = [ Σ, σ ; σ, Σ nn ], respectively. Otherwise, we find a 1 < k < n− 1 such that v k = 0, and we may block Σ into Σ = [ Σ 11 , Σ 12 ; Σ 21 ,
] is invertible by induction hypothesis, completing the proof.
Introduce the set V + µ,Σ of points x ∈ R n , where strict positivity holds
Proposition 5.1. Assume Σ is an invertible covariance matrix and µ ∈ R n . Always, V Cauchy-Schwarz inequality states that |E µ,Σ (x, u)−E µ,Σ (y, u)| ≤ C x− y and thus E µ,Σ (y, u) ≥ E µ,Σ (x, u) − C x − y , x, y ∈ R n , u ∈ (0, ∞) n , where C := 1+ n k=1 sup u∈(0,∞) n E 2 µ,Σ (e k , u) 1/2 . Note C is a positive and finite constant, the latter by Lemma 5.1. Assume x ∈ V + µ,Σ so that E := inf u∈(0,∞) n E µ,Σ (x, u) > 0. If y ∈ R n so that x − y ≤ E/(2C), then noting inf u∈(0,∞) n E µ,Σ (y, u) ≥ E/2 yields y ∈ V n , where the RHS is positive for µ ∈ R n * and an invertible covariance matrix Σ, provided we can show that the associated symmetrisation 2Σ s (u, Σ) := (u Σ)diag(1/u)+((u Σ)diag(1/u)) ∈ R n×n is positive definite. Introduce t(u) := (1 ∧ u) + (1 ∧ (1/u)) ∈ (1, 2], u > 0, and the symmetric matrix Θ n (u) := (Θ n,kl (u)) 1≤k,l≤n ∈ R n×n for Θ n,kl (u) := t(u k /u l ), 1 ≤ k, l ≤ n, u = (u 1 , . . . , u n ) ∈ (0, ∞) n . By noting that 2Σ s (u, Σ) = Θ n (u) * Σ, u ∈ (0, ∞) n , Σ is assumed to be an invertible covariance matrix, and Θ n (u) has positive diagonal entries Θ n,kk (u) ≡ 2, 1 ≤ k ≤ n, the positive definiteness of Σ s (u, Σ) follows from Oppenheim's inequality, the RHS in (5.1), provided we can show that Θ n (u) is nonnegative definite, n ∈ N, u ∈ (0, ∞) n . Indeed, |Θ 1 (u)| ≡ 2, u > 0, while |Θ 2 (u)| = 4 − t 2 (u 1 /u 2 ) ∈ [0, 3], u = (u 1 , u 2 ) ∈ (0, ∞) 2 . Further, note |Θ n (uP )| = |P Θ n (u)P | = |Θ n (u)|, u ∈ (0, ∞) n , for permutation matrices P ∈ R n×n , n ∈ N. Without loss of generality, we may assume u ∈ (0, ∞) n−1 , for v k := u k /u k+1 , 1 ≤ k ≤ n, and note Θ n (u) = Υ n (v), where Υ n (v) is the nonnegative definite matrix in Lemma 5.4, thus completing the proof of positivity. Strict positivity. If n = 1, the result is obvious as E µ,Σ (µ, u) ≡ µ 2 /Σ, so that we may assume n ≥ 2 in the sequel. Let E := inf u∈(0,∞) n E µ,Σ (µ, u), and note E = inf u∈S ++ E µ,Σ (µ, u). Plainly, there exists a sequence (u m ) ⊆ S ++ such that lim m→∞ E µ,Σ (µ, u m ) = E. Without loss of generality, choosing a suitable subsequence, if necessary, we may assume that u m → u 0 for some u 0 ∈ S + , m → ∞.
If u 0 ∈ S ++ , E = E µ,Σ (µ, u 0 ) > 0 follows from the established positivity. Next, assume that u 0 ∈ S + \S ++ . Without loss of generality, assume that (u m ) m≥1 ⊆ (0, ∞) 
Bessel Functions
We revise some properties of the modified Bessel function K ρ of the second kind ρ ≥ 0. For ρ ≥ 0, s > 0, define (see [21] , their Equation (3.471)-9; see [44] ), 
