Abstract. Simple inequalities from information theory prove Hadamard's inequality and some of its generalizations. It is also proven that the determinant of a positive definite matrix is log-concave and that the ratio of the determinant of the matrix to the determinant of its principal minor g, I/Ig,-1 is concave, establishing the concavity of minimum mean squared error in linear prediction. For Toeplitz matrices, the normalized determinant g, TM is shown to decrease with n.
1. Introduction. The entropy inequalities of information theory have obvious intuitive meaning. For example, the entropy (or uncertainty) of a collection of random variables is less than or equal to the sum of their entropies. Letting the random variables be multivariate normal will yield Hadamard's inequality [1] , [2] . We shall find many such determinant inequalities using this technique. We use throughout the fact that if -(1/2)xtK-lx (1) b/c(x) (27r)n/21K I/2 e is the multivariate normal density with mean 0 and covariance matrix K, then the entropy h(X1, X2, Xn) is given by (2) h(X1,X, ,
4:ln 4=
In (2re)lKI,
where KI denotes the determinant of K, and In denotes the natural logarithm. This equality is verified by direct computation with the use of (3) f K(X)xtK-lx dx ,, gij(g-l)o FI In e n j First we give some information theory preliminaries, then the determinant inequalities.
2. Information inequalities. In this section, we introduce some of the basic information theoretic quantities and prove a few simple inequalities using convexity. We assume throughout that the vector (Xl, X2, "", Xn) has a probability density f(x,x:z, ,Xn). We need the following definitions.
DEFINITION. The entropy h(X1, X:,..., Xn), sometimes written h(f), is defined by (4) h(X,, X2, "", Xn) 
We will also need the entropy maximizing property of the multivariate normal. LEMMA 6 (8)
We now prove that h n) _-< h _ for all k -< n, by first conditioning on a k-element subset, then taking a uniform choice over its (k 1)-element subsets. For each k-element
subset, hk hk-l, and hence the inequality remains true after taking the expectation over all k-element subsets chosen uniformly from the n elements, ff]
COROLLARY. Let r > O, and define
( 1 1) gn)
. , erhtXtS))/k.
S: ISI k
Then (12) Proof Starting from (10) in the proof of Lemma 7, we multiply both sides by r, exponentiate, and then apply the arithmetic mean geometric mean inequality to obtain for all r >-0, which is equivalent to g) =< g(nn)--1. Now we use the same arguments as in Lemma 7,  taking an average over all subsets to prove the result that for all k < n, g(") < g)_ 1.
["]
Finally, we have the entropy power inequality, the only result we do not prove.
LEMMA 8 . If X and Y are independent random n-vectors with densities, then
Proof See Shannon [3] for the statement and Stam [4] and Blachman [5] for the
3. Determinant inequalities. Throughout we will assume that K is a nonnegative definite symmetric n n matrix. Let KI denote the determinant of K.
We first prove a result due to Ky Fan [6] . THEOREM 1. In gl is concave.
Proof Let X1 and X2 be normally distributed n-vectors, Xi 4K/(x), 1, 2.
Let the random variable 0 have distribution Pr {0 1) X, Pr {0 2) X, 0 =< ), =< 1. Let 0, X1, and X2 be independent and let Z X0. Then Z has covariance Kz XK + (1 X)K2. However, Z will not be multivariate normal. By first using Lemma 6, followed by Lemma 3, we have 1 / 2 In (2re)n XKI + (1 
The next theorem, used in [7] , is too easy to require a new proof, but we provide it anyway. 
V1
We now give Hadamard's inequality using the proof in [2] . See also [1] for an alternative proof. (1/n) In P + 1 / 2 In 27re.
THEOREM 3 (Hadamard
We can also prove a related theorem. Proof This follows directly from the corollary to Lemma 7, with the identification gn) (2re)Sn), and r 2 in (11) and (12 which is one of the simple limit theorems for determinants that can be proved using information theory.
In problems connected with maximum entropy spectrum estimation, we would like to maximize the value of the determinant of a Toeplitz matrix, subject to constraints on the values in a band around the main diagonal. Choi and Cover [10] use information theoretic arguments to show that the matrix maximizing the determinant under these constraints is the Yule-Walker extension of the values along the band.
The proof of the next inequality (Oppenheim 11 ], Marshall and Olkin 12, p. 475])
follows immediately from the entropy power inequality, but because of the complexity of the proof of the entropy power inequality, is not offered as a simpler proof.
THEOREM 7 (Minkowski inequality [13] ).
IK +K)_l'm>= IK I'/"+ IKzl TM.
Proof Let Xl, X 2 be independent with X (Ki. Noting that X + X 2 (])K1 + K2
and using the entropy power inequality (Lemma 8) yields
>= e (2/n)h(x) + e (2/n)h(x2) (2re)I g TM + (27re) lg21TM.
I--I 4. Inequalities for ratios of determinants. We first prove a stronger version of Hadamard's theorem due to Ky Fan [8] . K kS -Jr-X)Tn.
The following chain of inequalities proves the theorem" X In (2re)PlSnl/ISn_l /(1 X) In (2re)P Zl/I Zn-pl (a) kh(Xln,Xl,n-1, ,Xl,n-p+ 11Xll, ,Xl,n-p) 
