Abstract. The first main result of this paper is a novel nonuniform discretization approximation method for the kinodynamic motion-planning problem. The kinodynamic motion-planning problem is to compute a collision-free, time-optimal trajectory for a robot whose accelerations and velocities are bounded. Previous approximation methods are all based on a uniform discretization in the time space. On the contrary, our method employs a nonuniform discretization in the configuration space (thus also a nonuniform one in the time space). Compared to the previously best algorithm of Donald and Xavier, the running time of our algorithm reduces in terms of 1/ε, roughly from O((1/ε) 6d−1 ) to O((1/ε) 4d−2 ), in computing a trajectory in a d-dimensional configuration space, such that the time length of the trajectory is within a factor of (1 + ε) of the optimal. More importantly, our algorithm is able to take advantage of the obstacle distribution and is expected to perform much better than the analytical result. This is because our nonuniform discretization has the property that it is coarser in regions that are farther from all obstacles. So for situations where the obstacles are sparse, or the obstacles are unevenly distributed, the size of the discretization is significantly smaller.
1. Introduction. Nonholonomic motion planning involves planning a collisionfree path (or trajectory) for a robot subject to nonholonomic constraints on its dynamics. A holonomic constraint is one that can be expressed as an equation of the robot's configuration parameters (a placement of a robot with k degrees of freedom can be uniquely specified by k such parameters), while a nonholonomic one can only be expressed as a nonintegrable equation involving also the derivatives of the configuration parameters (see [30] for a more detailed discussion on nonholonomic constraints). Examples of nonholonomic constraints are bounds on velocities, accelerations, and curvatures. Although there has been considerable recent work in the robotics literature (see [2, 3, 4, 5, 6, 7, 19, 24, 27, 28, 29, 31, 33, 34, 39, 42, 45, 47, 48] and references therein) on nonholonomic motion-planning problems, relatively little theoretical work has been done on these problems. Nonholonomic motion planning is considerably harder than holonomic. For one thing, a robot with k degrees of freedom cannot be described completely by k parameters. A complete description has to include the k parameters and their derivatives. The configuration-space approach, which is widely used for the holonomic motion-planning problems, does not apply to the problems with nonholonomic constraints because such constraints are not expressed by the configuration-space representation. On the other hand, these problems bear major significance in robotic engineering. In reality, a robot arm has to move not only in a collision-free fashion, but also in conformation of the dynamic bounds due to limited force or torque from motors.
It is also desirable, in many cases, to minimize the cost of a motion plan under some cost function (e.g., path length, time length, number of turns, clearance, etc.). Finding an optimal solution is significantly harder than just finding any solutions. For example, the seemingly easy problem of finding the shortest path for a point robot in three dimensions among polyhedral obstacles is already NP-hard (see Canny and Reif [10] ), even without constrained dynamics.
In this paper, we study two optimal nonholonomic motion-planning problems: the kinodynamic motion-planning problem and the curvature-constrained shortestpath problem. The kinodynamic motion-planning problem studies the problem of finding collision-free time-optimal trajectories for a robot whose motion is governed by Newtonian dynamics and whose accelerations and velocities are bounded. A trajectory of a robot with d degrees of freedom is a map Γ:
given by Γ(t) = (p(t),ṗ(t)), where p(t) andṗ(t) give the location and the velocity at time t, respectively, in a d-dimensional configuration space.p(t) is the acceleration function, which determines a trajectory uniquely once an initial state is fixed. The constraints on dynamics are given by bounding the norms of the accelerations and velocities. The most studied norms are the L ∞ -norm (called the decoupled case) and the L 2 -norm (called the coupled case). In this paper, we study the coupled kinodynamic problem, which happens to be harder than the decoupled one. The decoupled case is simpler because each dimension is independent of the others, and a d-dimensional problem can be reduced to a one-dimensional (1D) one.
The curvature at one point on a path describes how fast the direction of the path changes at that point. Generally, a curvature constraint requires that a path has a curvature of at most c at every point along the path, where c > 0 is a given parameter. The curvature-constrained shortest-path problem is to compute a shortest collision-free path such that the path satisfies the given curvature constraint.
Our major contribution in this paper is a nonuniform discretization approximation method for the kinodynamic motion-planning problem. The discretization is nonuniform in the sense that it is coarser in regions which are farther from all obstacles. The intuition behind this is that in regions that are far away from all obstacles, even with a coarse discretization, we are still able to find an approximation trajectory which does not intersect obstacles. The nonuniform discretization on one hand reduces the search space and the running time, and on the other hand still enables us to obtain a collision-free trajectory whose time length is within a given factor of the optimal time length. Nonuniform discretization is widely used in solving PDEs (see Miller et al. [35, 36] and references therein), but research in that area focuses on quite different issues. Applying the idea to kinodynamic motion planning was first suggested by Xavier [49] but without a rigorous proof. As it happens, provably good bounds given by us are quite intriguing to obtain.
Our nonuniform discretization is based on a box decomposition of the configuration space. Other geometric algorithms using similar box decompositions include the work of Mitchell, Mount, and Suri [38] on ray-shooting problems and that of Hershberger and Suri [21] on two-dimensional (2D) shortest-path problems without constraints. Using nonuniform discretization for geometric planning with nonholonomic constraints presents a new challenge.
Instead of using a deterministic discretization, Kavraki et al. [25, 26] developed a random sampling technique, where in preprocessing, grid-points (called milestones) are chosen randomly and are connected by feasible paths to form a network. The method is similar to ours in that both do a preprocessing to obtain a set of valid paths (or trajectories) which are used later in answering planning queries. However, they have to preprocess for each new environment, where in our method, the preprocessing is only done once for some fixed parameters, and can be used repeatedly for different environments.
Previous work on the kinodynamic motion-planning problem.
With the exceptions of 1D and 2D cases (seeÓ'Dúnlaing [40] and Canny, Rege, and Reif [9] ), there are no exact solutions for the kinodynamic motion-planning problem. In fact, as an implication of the result of [10] , the problem is at least NP-hard in three and higher dimensions. In light of this lower bound, most study has been focusing on finding approximation solutions. The earlier approximation algorithms of Sahar and Hollerbach [44] did not guarantee goodness of their solutions. Moreover, the running time was exponential in the resolution. Canny et al. [8, 16] developed the first provably good, polynomial-time approximation algorithm for the decoupled kinodynamic case. Their work was followed up by a series of work in which Donald and Xavier [11, 15] improved the running time for the decoupled case, Heinzinger et al. [20] and Donald and Xavier [13, 14] investigated the problem for open chain manipulators, and independent work of Donald and Xavier [12, 13, 15] and Reif and Tate [43] gave approximation algorithms for the coupled kinodynamic problem. The best-known result for the coupled case, given by [15] , is that given an ε > 0, one can compute in
an approximation trajectory whose time length is at most (1 + ε) times the time length of an optimal safe trajectory (roughly speaking, a safe trajectory is one that can be perturbed without intersecting obstacles), where d is the dimension, L is the size of the configuration space to which the robot is confined, n is the number of equations describing the configuration obstacles, c(d) is a function depending solely on d, and p(n, ε, d) is a lower-order polynomial in n, ε, and d.
1.2.
Previous work on the curvature-constrained shortest-path problem. Dubins [17] was perhaps the first to study the curvature-constrained shortest paths who gave a characterization of the shortest paths in 2D in the absence of obstacles. Reeds and Shepp [41] extended the obstacle-free characterization to robots that can make reversals. (Boissonnat, Cerezo, and Leblond [4] gave an alternative proof for both cases, using ideas from control theory.) In the presence of obstacles, Fortune and Wilfong [18] gave a 2 poly(n,m) -time algorithm, where n is the number of vertices and m is the number of bits of precision with which all points are specified; their algorithm only decides whether a path exists, without necessarily finding one. Jacobs and Canny [23] gave an O(( n+L ε ) 2 + ( n+L ε )n 2 log n)-time algorithm that computes an approximation path whose length is at most (1 + ε) times the length of an optimal path, where n is the number of obstacle vertices and L is the total edge length of the obstacles. This running time was later improved significantly by Wang and Agarwal [46] to O((n 2 /ε 2 ) log n). Agarwal, Raghavan, and Tamak [1] studied a special case when the boundaries of obstacles are also constrained to have a curvature of at most 1. There has also been work on computing curvature-constrained paths when the robot is allowed to make reversals [2, 32, 37] . However, no result has been obtained for the curvature-constrained problem in three or higher dimensions, even in the absence of obstacles.
Models and results.
Let B be a point robot moving in a d-dimensional configuration space. The velocity of B is bounded by v max in L 2 -norm and the acceleration of B is bounded by a max in L 2 -norm, where v max > 0 and a max > 0 are arbitrary. In section 2.7, we show that we can always scale v max and a max to 1 by scaling both time and the size of the configuration space. Therefore, without loss of generality, we will set v max = 1 and a max = 1.
A state x of B is a pair (loc(x), vec(x)), where loc(x) is a point representing the location of B in the d-dimensional configuration space and vec(x) is a vector representing the velocity of B. A trajectory is an (ā,v)-trajectory if at any time during the trajectory, the acceleration is bounded byā and the velocity is bounded byv, both in L 2 -norm. Thus only (1, 1)-trajectories are valid trajectories for robot B.
Let Ω be a set of configuration obstacles. A trajectory is collision free if its path does not intersect the interior of Ω. A trajectory from state x to state y is optimal if it is a collision-free (1, 1)-trajectory with a minimum time length, where the minimum is taken over all collision-free (1, 1)-trajectories from x to y. The kinodynamic motionplanning problem is to compute such optimal trajectories.
Since we have seen that computing exact solutions is hard, we focus on developing fast approximation algorithms. To discuss approximation solutions, the notion of a safe trajectory needs to be introduced. A point p has a clearance of µ if for any point q ∈ Ω, p − q ∞ ≥ µ, where · ∞ denotes the L ∞ -norm operation. A path is µ-safe if for any point p along the path, p has a clearance of µ. A trajectory is a µ-safe trajectory if its path is µ-safe. A trajectory is an optimal µ-safe trajectory from state x to state y if its time length is the minimum over all µ-safe (1, 1)-trajectories from x to y.
The first main result of this paper is a faster algorithm for computing approximations to optimal safe trajectories. Let W be a d-dimensional configuration space of size L (without loss of generality, we can assume that W is a d-dimensional cube), where the point robot is confined to move. Let Ω be a set of configuration obstacles defined by a total of n algebraic equations, each of O(1) degrees. Given the initial and the final states i and f and two parameters l > 0 and ε > 0, we can compute an approximation to the optimal 3l-safe (1, 1)-trajectory from i to f in time
The time length of the computed trajectory is at most (1 + ε) times the time length of the optimal trajectory. The computed trajectory connects two states which are close to i and f , respectively. More precisely, if the computed trajectory is from state i
Here we introduce two parameters ε and l, which are independent except that in general ε < l. ε describes how close the approximation should be to the optimal safe trajectory in time, while l describes how safe the optimal trajectory is. If we require that l be as small as ε, the running time of our algorithm in terms of ε is roughly O((1/ε) 5d−2 ), which improves over the running time O((1/ε) 6d−1 ) of the previously best algorithm of Donald and Xavier. If we choose a big l, our algorithm may fail to find a trajectory because 3l-safe trajectories connecting the initial state to the final state may not exist due to, for example, the crowded obstacles. However, we can still choose the parameters such that l ≫ ε, with both parameters being small. In this case, the running time of our algorithm in terms of ε is O((1/ε) 4d−2 ). Moreover, because of our nonuniform discretization, there are cases when the number of boxes is much smaller than the worst-case bound of N = O((L/l) d ). In these cases, our algorithm is expected to perform much better than the given time bound. Such cases include sparse obstacle distributions and uneven obstacle distributions. As will be pointed out in the conclusion section, one future work is to look for more accurate bounds on the number of boxes with respect to different obstacle distributions.
By showing that the approximation techniques for kinodynamic motion planning are applicable to the curvature-constrained shortest-path problem, we are able to obtain the second main result of this paper-the first known polynomial-time approximation algorithm for the curvature-constrained shortest-path problem in three and higher dimensions. The detailed model and result are presented in section 3.
2. The kinodynamic motion-planning problem.
2.1. Preliminaries. In this paper, we generally use · ∞ to denote the L ∞ -norm operation and · the L 2 -norm one.
Given a trajectory Γ, let T (Γ) be the time length of Γ. Let p Γ (t), v Γ (t), a Γ (t) for 0 ≤ t ≤ T (Γ) be the location, the velocity, and the acceleration of Γ, respectively, at time t.
Let Π be a path and A a subset of the configuration space. We say that d(Π, A) ≤ ρ for some real number ρ ≥ 0 if for every point p ∈ Π, there is a point q ∈ A such that p − q ∞ ≤ ρ. d(Π, A) = 0 if every point p ∈ Π is also in A. Similarly, for two paths Π and Π ′ , we say that d(Π ′ , Π) ≤ ρ if for every point p ∈ Π ′ , there is a point q ∈ Π such that p − q ∞ ≤ ρ. Let Γ and Γ ′ be two trajectories and let Π and Π ′ be the paths of Γ and Γ ′ , respectively.
where A is a subset of the configuration space. For a state x, define
for some ρ, ν > 0. Thus ngb(x, ρ, ν) defines a set of states which are close to x. Notice that if x ′ ∈ ngb(x, ρ, ν), then x ∈ ngb(x ′ , ρ, ν). Lemma 2.1 (time-rescaling lemma, Hollerbach [22] ). Let Π be the path of an (ā,v)-trajectory Γ. Π can be traversed by an
The time-rescaling lemma shows a trade-off between time and the dynamic bounds. Later we will see that in our approximation algorithm, we first compute a trajectory whose acceleration and velocity bounds are slightly bigger than 1. Then applying the time-rescaling lemma, we can reduce the dynamic bounds to 1 by sacrificing the time length by a small factor.
The T C-graph method developed in [13] by Donald and Xavier applies a graphsearching technique to compute approximations to time-optimal trajectories (for a brief description of the method, see the appendix). The following corollary states a result of the T C-graph method.
Corollary 2.2 (see [13] ). Let W be a d-dimensional configuration space of size L. Let Γ be a (1, 1)-trajectory from state i to state f such that Γ lies inside W . Given any ε > 0 and ρ = O(1), applying the T C-graph method with appropriate parameters,
The above corollary states that by applying the T C-graph method, one can compute in polynomial time (in terms of L and ε) a trajectory which obeys the dynamic constraints and which approximates the given trajectory in the following ways. The computed trajectory connects two states which are close to the given initial and final states, respectively. The time length of the computed trajectory is within (1 + ε) times that of the given trajectory. Also the path of the computed trajectory stays close to the region W , within which the path of the given trajectory lies.
We will see that in later sections we apply the T C-graph method to precompute a set of trajectories which in turn become the building-block trajectories in our approximation method. Here we present the result for cases where there are no obstacles. This is sufficient for our purpose, though the T C-graph method works also in the presence of obstacles.
In the rest of the paper, we fix l > 0 and ǫ > 0 unless otherwise stated, where l gives the size of the smallest box in the box decomposition and ǫ describes the fineness of the discretization.
2.2. Overview of the algorithm. Following the framework of many motionplanning algorithms, our algorithm reduces the problem to that of computing and then searching on a graph. The nodes of the graph correspond to a set of states (see section 2.3) which are induced by a nonuniform discretization over the configuration space. Therefore, we term our method the CS-graph method, where C stands for the configuration space and S the state space. Section 2.5 describes how to compute the edge set of the graph. Each edge corresponds to a collision-free, near-optimal trajectory between two nodes. It is shown in this section that the graph satisfies the property that if there is an optimal safe trajectory, then there exists a path in the graph that corresponds to a collision-free trajectory whose time length is near optimal. Thus the problem is reduced to a shortest-path search on the computed graph.
In order to compute the edge set efficiently, we perform precomputations. We derive a set of canonical trajectories (section 2.4), which are sufficient for building the graph. These trajectories, once computed, can be used repeatedly for different problem instances with different distributions of obstacles.
A technical lemma, the correcting lemma (Lemma 2.15), is described in section 2.6. This lemma is a precise statement of our intuition that the discretization can be coarser in regions farther away from all obstacles.
2.3. Nonuniform grids. The set of nonuniform grids is generated based on a box decomposition of the configuration space (see section 2.3.1). The decomposition is such that the size of a box is roughly proportional to the smallest distance between the box and the obstacles. Each box contributes the same number of grids, despite its size; the distances among grids induced by larger boxes are larger. Thus the grids are nonuniform (see section 2.3.2). Given a d-dimensional box of size s, we can decompose it into 2 d boxes, each of size s/2. Each of them can be further decomposed into 2 d boxes of size s/4 and so on. We stop further decomposing until certain conditions hold. We refer to this procedure, as well as the collection of nondecomposed boxes obtained, as a box decomposition.
When we refer to a box of a decomposition, we mean a nondecomposed box. Let W be a d-dimensional configuration space (assuming without loss of generality that W is a d-dimensional box) of size L, with a set Ω of configuration obstacles. (We consider the initial and final locations also as obstacle vertices.) A box is free if it does not intersect the interior of Ω. A box is occupied if it is a subset of Ω. Otherwise a box is called partially occupied. A box B 1 is adjacent to a box B 2 (or B 1 and B 2 are neighbors) if B 1 and B 2 share common points. We perform a box decomposition on W until the following conditions are satisfied:
C1. The size of every partially occupied box is l. C2. If a free box is adjacent to a nonfree box, or to a free box with nonfree boxes as neighbors, its size is l. C3. The decomposition is balanced, i.e., a free box has only adjacent free boxes whose sizes are either twice as large or half as small. Figure 2 .1 shows an example of a box decomposition in two dimensions. The shaded triangle is an obstacle, and the shaded disk represents the initial location. Figure 2 .1(a) gives a box decomposition only satisfying C1. In Figure 2 .1(b), boxes are further decomposed to satisfy C2 (e.g., boxes Ξ 1 and Ξ 2 ) and C3 (e.g., boxes Ξ 3 and Ξ 4 ).
We use a tree structure to represent the box decomposition, where an internal node represents a decomposed box and a leaf node a nondecomposed one. Each internal node has 2 d children. We can perform the box decomposition in two stages. In the first stage, decompose until C1 is satisfied. Let M be the number of boxes obtained after this stage. It is easy to see that this stage can be computed in time O(nM ), where n is the number of obstacle constraints. In the second stage, we further decompose certain boxes until C2 and C3 are satisfied. Basically, we check all the leaf nodes in a bottom-up manner, working from small boxes to large ones. For each leaf node, find its neighbors and further decompose them if their sizes are too large. Let N be the size of the final box decomposition. We claim that the time spent in this stage is O(N log(L/l)). Since the size of the smallest box is l, the box-decomposition tree has a depth of O(log(L/l)). Thus finding the neighbors of a box takes at most O(log(L/l)) time. Since we find neighbors for at most N boxes, the total running time is O(N log(L/l)).
Notice that in the worst case, N = O((L/l) d ), but N tends to be much smaller for cases where the obstacles are sparse.
Let B be the final box decomposition of W . Later, when we refer to a box (resp., a face) of B, we mean a nondecomposed box (resp., face) of B.
2.3.2. Discretization. Let B be the box decomposition of W (with respect to Ω) satisfying C1-C3. For each face ∆ of B such that ∆ is not further decomposed (recall that ∆ is a (d−1)-dimensional box), we select (2/ǫ) d−1 uniformly spaced points on ∆, with spacing ǫs/2, where s is the size of ∆. The set of points obtained in this way are called the CS grid points of B. Notice that the number of grid points on each face is the same, while the spacing of grid points grows linearly with the size of the faces. Thus we obtain a nonuniform discretization of the configuration space.
Let
V is called the set of grid velocities. A state a is called a CS grid state of B if loc(a) is a CS grid point of B and vec(a) ∈ V. The grid states of B (including the initial and the final states) are the nodes of the graph to be constructed.
For a state a that lies on a face ∆, let s(a) be the function returning the size of the face ∆. Define ngb(a) = ngb(a, ǫs(a)/4, ǫ/2). By the construction of the grid states, it is easy to show the following result.
Lemma 2.3. If a is a state such that loc(a) lies on a face ∆ of B, there exists a CS grid state a ′ such that a ∈ ngb(a ′ ).
Precomputing canonical trajectories.
In this section, we derive a set of canonical trajectories, which once computed can be used repeatedly for different problem instances with different obstacle distributions. These canonical trajectories are from grid states to grid states which lie on the faces of an extended box. The extended boxes are to guarantee that each canonical trajectory has a length at least proportional to the size of the box it lies in (see section 2.4.1). Section 2.4.2 describes the canonical trajectories and how to compute them.
Extended boxes.
Let B be the box decomposition of W . Given a state a, define ξ(a) to be the extended box of a, which is the smallest region composed of boxes such that (i) the boundary of the union of these boxes forms a closed (d − 1)-dimensional surface and (ii) for any point q that lies on the closed surface, loc(a) − q ∞ ≥ s(a)/2.
Let ∆ be a face of B of size s and let Ξ be the box that contains ∆ (pick one arbitrarily if both of the two boxes containing ∆ have size s). Decompose ∆ into 2
boxes, each of size s/2, and label them ∆ 1 , . . . , ∆ 2 d−1 . Given any two states a and b, if both loc(a) and loc(b) lie in the interior of ∆ j , then ξ(a) and ξ(b) are the same. This implies that we can extend the definition of extended boxes for faces. Define ξ(∆ j ) to be the extended boxes of ∆ j , which are the same as the extended boxes of ξ(a), for any state a such that loc(a) lies in the interior of ∆ j . ξ(∆ j ) is called an extended box of size s/2, since ∆ j is a face of size s/2.
An extended box (resp., a box) is said to have a clearance of µ if for any point p that lies in the extended box (resp., the box), p has a clearance of µ. Notice that a free box has a clearance of s if all its neighbors are free boxes and have a size of at least s. The following two lemmas describe the clearance properties of extended boxes of different sizes.
Lemma 2.4. An extended box of size s ≥ 2l has a clearance of at least s/2; an extended box of size l has a clearance of at least l. Proof. Suppose that the extended box is an extended box of face ∆ j whose size is s. Let Ξ be the box containing ∆ j and the size of Ξ be 2s. Each other box in the extended box is a neighbor of Ξ. Thus their sizes are at least s, by the balanced property of the box decomposition.
If s ≥ 2l, for any box Ξ ′ in the extended box, its neighbors must have sizes ≥ s/2. By property C2 of the box decomposition, these neighbor boxes must be free. Otherwise, the size of Ξ ′ cannot be larger than l. Thus Ξ ′ has a clearance of ≥ s/2. This implies that the extended box has a clearance of ≥ s/2. If s = l, then Ξ is a box of size 2l. Since the box decomposition satisfies C2, we know that all Ξ's neighbors and all their neighbors are free boxes whose sizes are at least l. This implies that the extended box has a clearance of l. This completes the proof.
Lemma 2.5. Let ξ(∆ j ) be an extended box of a face ∆ j of size l/2. If there exists a point p on ∆ j such that p has a clearance of 3l, then the clearance of the extended box is at least l.
Proof. It suffices to prove that for each point q on the boundary of ξ(∆ j ), q has a clearance of l. If q lies on the face of a box of size l, then q − p ∞ ≤ 2l. Since the clearance of p is 3l, the clearance of q is at least 3l − 2l = l. If q lies on the face of a box of size ≥ 2l, its clearance is at least l, since the clearance of this box is at least l.
is called the canonical face of size s/2. We can transform ∆ j , Ξ, and ξ(∆ j ) by translation, rotation, and reflection such that Ξ becomesΞ(s), the canonical box of size s, and ∆ j becomes∆(s/2). The transformed extended box ξ(∆ j ) is called a canonical extended box of∆(s/2), or a canonical extended box of size s/2. Since the box decomposition B is balanced, the number of canonical extended boxes of a fixed size is a function depending only on the number of dimensions d, but not on the size or the location. Let ξ(s) be the set of canonical extended boxes of∆(s). We can give an order to ξ(s) and let ξ(s, j) be the jth canonical extended box of∆(s) for some valid j. Figure 2 .2 gives some examples of canonical extended boxes in two dimensions. Let P(s) be the set of (1/ǫ) d−1 uniformly spaced points on∆(s) with spacing ǫs. Define Q(s, j) as follows. If ∆ is a face of size s ′ belonging to the boundary of ξ(s, j), include the set of (2/ǫ) d−1 uniformly spaced points with spacing ǫs ′ /2 on ∆ in Q(s, j). Let I(s) = P(s) × V and F(s, j) = Q(s, j) × V. A state in the set I(s) is called a canonical starting state and a state in the set F(s, j) is called a canonical ending state of ξ(s, j). It is easy to see that
. This is because of the balanced property of the box decomposition. The boundary of ξ(s, j) can contain at most O(d) faces, each contributing O((1/ǫ) 2d−1 ) states.
Computing connection tables.
Let ξ(s, j) be the jth canonical extended box of∆(s) for some valid s and j. Let CT (s, j) be the connection table of ξ(s, j). The connection table contains precomputed trajectories which connect canonical starting states and canonical ending states. In this section we describe how to compute the connection tables.
First we introduce our correcting lemma (whose proof can be found in section 2.6), which states a result essential to the proofs of other lemmas.
Lemma 2.6 (correcting lemma). Fix a constant c ≤ 1 and let ρ c =v 2 /(cā), wherē a,v > 0 are arbitrary. Let Γ be an (ā,v)-trajectory from i to f . Given any ρ > 0 and ε > 0 and given any two states g and h, if ρ > ρ c , loc(f ) − loc(i) ∞ ≥ ρ, g ∈ ngb(i, ερ/2, εv/2), and h ∈ ngb(f, ερ/2, εv/2), we can construct a trajectory Γ ′ from g to h by correcting Γ such that Γ ′ satisfies the following properties:
Here onwards, we fix
where l is the size of the smallest box. In our later application of this lemma, it always holds thatv 2 /ā = 1, thus ρ c = 1/c. This implies that
Consider a pair of states (i, f ) that lie on the boundary of an extended box ζ. A (1, 1)-trajectory from i to f is called legal if its path lies inside ζ. The pair (i, f ) is legal if there exists at least a legal trajectory from i to f . We will see later that these legal trajectories are the potential trajectories that we need to approximate. We call a pair of grid states (i, f ) good if there exists at least a legal pair (g, h) such that g ∈ ngb(i) and h ∈ ngb(f ). Recall that ngb(i) = ngb(i, ǫs(i)/4, ǫ/2), where s(i) gives the size of the face where the location of state i lies. Roughly speaking, the next lemma (existence lemma) states that if (i, f ) is a good pair, then there exists a trajectory Γ from i to f such that Γ approximates any legal trajectories for any legal pair (g, h), where g ∈ ngb(i) and h ∈ ngb(f ). Thus for our purpose of approximation, it is enough to compute only the trajectories for good pairs. For a pair of legal states (a, b), letT (a, b) be the time length of the legal trajectory from a to b whose time length is the smallest among all legal trajectories from a to b.
Lemma 2.7 (existence lemma). Let ξ(s, j) be the jth canonical extended box of ∆(s) for some valid s and j. For any i ∈ I(s) and f ∈ F(s, j), if (i, f ) is good, then there exists a trajectory Γ from i to f such that the trajectory satisfies the following properties:
P1. For any i ′ ∈ ngb(i) and
Proof. Let g ∈ ngb(i) and h ∈ ngb(f ) be such that (g, h) is legal and thatT (g, h) is the smallest among those of all such legal pairs;let Γ ′ be the (1, 1)-trajectory from g to h whose time length isT (g, h). We will show the existence of a trajectory satisfying P1-P3 by constructing one from Γ ′ . There are three cases depending on whether s(f ) (the size of the face where f lies) is s, 2s, or 4s. We will prove the case when s(f ) = 4s; this case gives the worst bounds. The other two cases can be handled in a similar way.
Let Γ be the trajectory obtained by correcting Γ ′ . Letā = 1,v = 1, and ρ = 2s in the correcting lemma (Lemma 2.6). Since s ≥ l/2, ρ = 2s ≥ l > ρ c . We can show that loc(h) − loc(g) ∞ ≥ 2s = ρ. Since g ∈ ngb(i), g ∈ ngb(i, ǫ s(i)/4, ǫ/2). Since ρ = 2s = s(i), it is also true that g ∈ ngb(i, ǫρ/2, ǫ/2). This implies that i ∈ ngb(g, ǫρ/2, ǫ/2). Similarly, f ∈ ngb(h, ǫρ/2, ǫ/2). Thus the conditions of the correcting lemma are satisfied. This implies that T (Γ) ≤T (g, h), satisfying P1. Γ is a ((1 + eǫ) 2 , (1 + eǫ))-trajectory, and
For a good pair (i, f ) (with respect to ξ(s, j)), our goal is to approximate (since we do not know how to compute exactly) such a trajectory Γ as stated in the existing lemma (Lemma 2.7). The approximation is done in two steps. First, we apply the T Cgraph method to compute a trajectory Γ ′ which is close to Γ timewise and spatially. However, the T C-graph method does not guarantee that Γ ′ is from i to f . Instead, we only know that Γ ′ is from some i ′ close to i to some f ′ close to f . Second, we correct Γ
′ to obtain a trajectory Γ ′′ which is really from i to f . By the correcting lemma, Γ ′′ approximates Γ ′ , and thus approximates Γ. In the first step, by setting ρ = l/2 and ε = ǫ in Corollary 2.2, we are able to guarantee that
• Γ ′ is a ((1+eǫ) 2 , (1+eǫ))-trajectory. (Notice that even though Corollary 2.2 is about (1, 1)-trajectories, the results apply to ((1 + eǫ)
The existence of a trajectory satisfying this condition in the T C graph is due to the fact that d(Γ, ξ(s, j)) ≤ (17/8)ǫs and to the existence of a trajectoryΓ in the graph such that d(Γ, Γ) ≤ ǫl/2. In the second step, settingā = (1 + eǫ) 2 ,v = 1 + eǫ, and ρ = l/2 ≥ ρ c , we can see that the conditions of the correcting lemma are satisfied. Thus Γ ′′ is a ((1 + eǫ)
)ǫs + (33/32)ǫl ≤ 5ǫs (using the fact that s ≥ l/2). In summary, we obtain the following result.
Lemma 2.8 (loose-tracking lemma). Let ξ(s, j) be the jth canonical extended box of∆(s) for some valid s and j. Let i ∈ I(s) and f ∈ F(s, j). If (i, f ) is good, then Γ ′′ computed as above satisfies the following properties:
. Fix a canonical extended box ξ(s, j) for some valid s and j. For each i ∈ I(s) and f ∈ F(s, j), we precompute a trajectory from i to f as described above. We store the trajectory (i.e., the initial state i, the final state f , the acceleration function, and the time length) in the connection table CT (s, j). A connection table computed in this way satisfies the following property.
Lemma 2.9 (connection-table property). Let ξ(s, j) be the jth canonical extended box of∆(s) for some valid s and j and let CT (s, j) be the connection table for ξ(s, j). For any canonical starting state i ∈ I(s) and any canonical ending state f ∈ F(s, j), if (i, f ) is good, then CT (s, j) contains a trajectory Γ from i to f and Γsatisfies the following properties:
P1. For any g ∈ ngb(i) and ξ(s, j) 
To correct a trajectory takes only O(1) time, since it basically involves computing and adding O(1) number of corrective acceleration terms (see section 2.6). So the time complexity of computing a connection table CT (s, j) is determined by how fast we can compute a trajectory Γ ′ for each pair of canonical starting and ending states. We can compute the trajectories using the T C-graph method in the following manner. For each canonical starting state i, compute the T C graph rooted at i. Expand the graph until all the canonical ending states of ξ(s, j) are reached, or no new nodes can be added. A shortest graph path from i to a canonical ending state gives a trajectory between these two states. All these paths can be stored in a concise way by storing at each node its preceding node along the paths. Since the extended box is of size s, the graph has O(s 2.5.1. The algorithm. In this section we present our approximation algorithm for computing collision-free near-optimal trajectories in the presence of obstacles. Let W be a d-dimensional configuration space of size L with a set Ω of obstacles. Let i and f be the initial and the final states, respectively. And let B be the box decomposition of W satisfying C1-C3 (recall that we presented C1-C3 and how to obtain such a box decomposition in section 2.3.1). Our approximation algorithm constructs a weighted directed graph G = (V, E), where V includes i, f , and a subset of CS grid states induced by B. A CS grid state a is included in V if (i) s(a) ≥ 2l or (ii) s(a) = l and the clearance of ξ(a) is at least l.
Let a and b be two states that lie within an extended box ζ. To see if there is a precomputed trajectory from a to b, we transform ζ to its canonical form, and also a and b with it. If T is the transformation, we say that there is a precomputed trajectory from a to b if there is a trajectory from T from a to b. It is easy to see that T −1 • Γ satisfies the connection-table properties P1-P3 (see Lemma 2.9) with respect to ζ.
We construct the edge set in the following way. For node i, add an edge from i to another node a if (i) i lies within ξ(a) and (ii) there is a precomputed trajectory from 1 a − to i − . Similarly, for node f , add an edge from a node a to f if (i) f lies within ξ(a) and (ii) there is a precomputed trajectory from a to f . For any other node a, add an edge from a to another node b if (i) b lies on the boundary of ξ(a) and (ii) there is a precomputed trajectory from a to b. The weight of each edge is equal to the time length of its corresponding trajectory.
Theorem 2.11 (safe loose-tracking theorem). If there exists an optimal 3l-safe (1, 1)-trajectory Γ from state i to state f , then the graph G, constructed as above, contains a path whose corresponding trajectory Γ ′ satisfies the following properties:
′ does not intersect the interior of Ω. P4. Γ ′ is from some i ′ ∈ ngb(i, ǫl/2, ǫ/2) to some f ′ ∈ ngb(f, ǫl/2, ǫ/2). Proof. Let Γ be divided into segments of trajectories Γ a0a1 Γ a1a2 . . . Γ am−1am such that a 0 = i, a m = f , and each a j is the state where Γ first exits ξ(a j−1 ) for 1 ≤ j ≤ m − 1. Figure 2 .3 gives an example in 2D. The optimal (1, 1)-trajectory from i to f (drawn in thick curve) is divided into 10 segments (each dark circle represents an a j for 1 ≤ j < 10). Some of the extended boxes are shown as shaded regions. We consider the following parts Γ a0a1 , Γ a1a2 . . . Γ am−2am−1 , and Γ am−1am separately.
Since each a j , for 1 ≤ j ≤ m − 1, is on some face of B, by Lemma 2.3, we can find a CS grid state b j such that a j ∈ ngb(b j ). If s(a j ) ≥ 2l, then s(b j ) ≥ 2l and b j is in the node set V . Otherwise, since a j is 3l-safe, ξ(a j ) has a clearance of at least l. Since ξ(b j ) = ξ(a j ), ξ(b j ) also has a clearance of at least l and b j is in the node set V . We will show that the graph path (b 1 , b 2 ) . . . (b m−2 , b m−1 ) corresponds to a trajectory satisfying P1-P3. To this end, we show that there is an edge from b j−1 to b j whose corresponding trajectory Γ bj−1bj satisfies P2, P3, and T (Γ bj−1bj ) ≤ (1 + ǫ) T (Γ aj−1aj ) for 1 < j < m.
By the way Γ is divided, d(Γ aj−1aj , ξ(a j−1 )) = 0. Thus each pair (a j−1 , a j ) is legal. This implies that each (b j−1 , b j ) is good. By the connection table property (Lemma 2.9), there is a precomputed trajectory Γ bj−1bj from b j−1 to b j . Thus an edge from b j−1 to b j is added in the construction of G. Also by the connection table property, Γ bj−1bj is a ((1 + eǫ) 4 , (1 + eǫ) 2 )-trajectory, and its time length is no more than (1 + ǫ)T (Γ aj−1aj ). Next we need to show that Γ bj−1bj is collision free.
Let s be the size of ξ(b j−1 ). We consider the three cases s ≥ 2l, s = l, and s = l/2 separately. If s ≥ 2l (resp., s = l), the extended box ξ(b j−1 ) has a clearance of s/2 (resp., l). On the other hand, d(Γ bj−1bj , ξ(b j−1 )) ≤ 5ǫs. Thus if ǫ ≤ 1/10 is chosen small enough, Γ bj−1bj is collision free. When s = l/2, ξ(b j−1 ) has a clearance of at least l. This is because a j−1 is 3l-safe. By Lemma 2.4, ξ(a j−1 ) has a clearance of at least l. This implies that ξ(b j−1 ) has a clearance of at least l, since ξ(b j−1 ) = ξ(a j−1 ). Since d(Γ bj−1bj , ξ(b j−1 )) ≤ (5/2)ǫl, Γ bj−1bj is collision free if ǫ is chosen small enough. Now consider the part Γ am−1am , which lies inside ξ(a m−1 ). When constructing B, loc(f ) is considered as an obstacle vertex. Thus the box containing loc(f ) and its neighbors all have size l. This means that ξ(a m−1 ) is an extended box consisting of four boxes of size l. By Lemma 2.10, there exists in CT 0 a precomputed trajectory Γ bm−1f from b m−1 to some f ′ ∈ ngb(f, ǫl/2, ǫ/2). Thus an edge from b m−1 to f is added in the construction of G. Also Γ bm−1f is a (1, 1)-trajectory whose time length is no more than (1 + ǫ)Γ am−1am . To show that Γ bm−1f is collision free, notice that the clearance of ξ(a m−1 ) is at least l, since a m−1 is 3l-safe. But d(Γ bm−1f , ξ(b m−1 )) ≤ ǫl/2, so this trajectory is also collision free. We can show similar results for Γ a0a1 . This completes the proof of this theorem.
Thus the approximation problem is transformed to one of searching for a shortest path on the graph G. Notice that in order for this algorithm to be correct, each edge introduced in G must correspond to a collision-free trajectory. This is guaranteed by the way we choose the node set V and the connection table properties (a proof similar to the one showing that each Γ bj−1bj is collision free, used in the above theorem). We do not have to explicitly check whether each trajectory segment is collision free. The obtained shortest path corresponds to a ((1 + eǫ) 4 , (1 + eǫ) 2 )-trajectory. Applying the time-rescaling lemma (Lemma 2.1) with a scaling factor of (1 + eǫ) 2 , we can obtain the following.
Corollary 2.12. Let W be a d-dimensional configuration space of size L and Ω a set of obstacles. Let Γ be an optimal 3l-safe (1, 1)-trajectory from i to f . We can compute a (1, 1)-trajectory Γ ′ from some i ′ ∈ ngb(i, ǫl/2, 3eǫ) to some f ′ ∈ ngb(f, ǫl/2, 3eǫ) such that T (Γ ′ ) is at most (1 + 3eǫ) times T (Γ).
The time complexity.
The running time of the algorithm consists of the following components:
1. Time to generate the graph nodes (i.e., the grid states). If N is the total number of boxes in the final decomposition, the time to perform the decomposition is O(nN + N log N ), where n is the number of constraints defining the configuration obstacles. Since each box contributes at most O((1/ǫ) 2d−1 ) grid states, the time to generate the grid states, after a decomposition, is O (N (1/ǫ) 2d−1 ). 2. Time to compute the graph edges. Since each node is connected to at most O((1/ǫ) 2d−1 ) other nodes, the total number of edges is O(N (1/ǫ) 4d−2 ). This bounds the time to compute the edges, since it takes O(1) time to compute an edge. 3. Time to search for a shortest graph path. Using Dijkstra's algorithm with the priority queue implemented with a binary heap, this time is O((|V | + |E|) log |V |), where |V | and |E| are the number of nodes and edges, respec-tively. Plugging in our numbers, the searching time is roughly O(dN log N (1/ǫ) 4d−2 ). 4. Time to rescale the obtained trajectory to a (1, 1)-trajectory, which is O(1). Combining Corollary 2.12 and the time-complexity analysis, and choosing ǫ sufficiently small, we obtain the following result.
Theorem 2.13. Fix an l > 0 and an ε > 0. After some precomputation, we can achieve the following.
Let W be a d-dimensional configuration space of size L. Let Ω be a set of configuration obstacles defined by a total of n algebraic equations, each of O(1) degrees. Given any two states i and f , we can compute a collision-free (1, 1)-trajectory from i ′ to f ′ such that the time length of the trajectory is at most (1+ε) times the time length of an optimal 3l-safe (1, 1)-trajectory from i to f . Furthermore,
2.6. Correcting a trajectory. In this subsection we prove the correcting lemma (Lemma 2.6). The correcting lemma roughly states the following. Let Γ be an (ā,v)-trajectory from a state i to a state f . Given another pair of states g and h, we can construct a trajectory Γ ′ from g to h by correcting Γ. Furthermore, we show that if g and h are close to i and f , respectively, the correction is small. Note that in this subsection, the results are presented in the absence of obstacles.
For simplicity of illustration and analysis, we first look at the 1D case. Let δa(t) be the corrective acceleration, i.e., a
Our object is to find δa(t) such that Fig. 2.4 . The correcting scheme.
where T = T (Γ). We also want to keep the absolute values of δv(t), δa(t), and δp(t) small. Fix a constant c ≥ 1 and let
Assume that
for some ρ, and let
Thus T (Γ) ≥ φ. Our correcting scheme is illustrated in Figure 2 .4. Basically, we correct in three phases. In the first phase, we use a constant corrective acceleration to make δv(t) become 0, while in the last phase, we use a constant corrective acceleration to make δv(t) become ∆v f . The middle phase is used to correct the distance. Notice that at the beginning and the end of the second phase, δv(t) = 0. The time length of the first and the last phases is φ/8. Let ∆a 1 be the constant corrective acceleration used in the first phase. Then
If ∆p 1 is the distance covered in this phase, then ∆p 1 = ∆v i φ/16. In this phase, |δv(t)| is getting smaller and is upper bounded by |∆v i |, while |δp(t)| is upper bounded by |∆p i | + |∆p 1 |. Let ∆a 3 be the constant corrective acceleration used in the last phase. Similarly, we have
∆p 3 = ∆v f φ/16 is the distance covered in this phase. In this phase, |δv(t)| is upper bounded by |∆v f |. At the beginning of this phase, δp(t) = ∆p f − ∆p 3 . Thus |δp(t)| is upper bounded by |∆p f | + |∆p 3 | during this phase. Let T ′ = T (Γ) − φ/4 be the time spent in the second phase. This phase is divided into two subphases of equal length. The corrective accelerations used in these two subphases have the same absolute value but opposite directions. The effect is that at the end of this phase, δv(t) becomes 0 again. If ∆p 2 is the distance covered in this phase, ∆p 2 = ∆p f − ∆p i − ∆p 1 − ∆p 3 . Notice that |∆p 2 | and δp(t) are both upper bounded by |∆p i | + |∆p 1 | + |∆p 3 | + |∆p f |. Let ∆a 2 be the corrective acceleration used in the first subphase. Then
In this phase, |δv(t)| is upper bounded by 2|∆p 2 |/T ′ . Lemma 2.14. For any ε > 0 and any two states g and h, if g ∈ ngb(i, ερ/2, εv/2) and h ∈ ngb(f, ερ/2, εv/2), where ρ is defined as above, then the trajectory Γ ′ , constructed as above, satisfies the following properties:
Proof. P1 holds obviously. During the whole time period T (Γ), the maximum difference in position is upper bounded by
This implies that |p
)ερ, proving P3. The maximum difference in velocity is upper bounded by
The maximum difference in acceleration is upper bounded by
Thus the velocity of Γ ′ is upper bounded by (1+4cε)v and the acceleration is bounded by (1 + 4cε) 2ā , proving P2. In higher dimensions, we can add corrective accelerations for each dimension separately. Since the time length of the trajectory is not changed, the corrections can be carried out simultaneously without affecting each other. Let v j Γ (t) be v Γ (t) projected in the jth dimension for 1 ≤ j ≤ d. By Lemma 2.14, we have
By the triangle inequality,
Similarly for the acceleration, we can obtain that
In summary, we have Lemma 2.6, reproduced here as Lemma 2.15. Lemma 2.15 (correcting lemma). Fix a constant c ≥ 1 and let ρ c =v 2 /(cā), whereā,v > 0 are arbitrary. Let Γ be an (ā,v)-trajectory from a state i to a state f . Given any ρ > 0 and ε > 0 and given any two states g and h, if ρ > ρ c , loc(f ) − loc(i) ∞ ≥ ρ, g ∈ ngb(i, ερ/2, εv/2), and h ∈ ngb(f, ερ/2, εv/2), then we can construct a trajectory Γ ′ from g to h by correcting Γ such that Γ ′ satisfies the following properties:
2.7. Scaling the dynamic bounds. So far, our presentation considers only the case when both the accelerations and the velocities are upper bounded by 1. This is sufficiently general because, as we mentioned in section 1.3, we can scale arbitrarily given bounds to 1 by scaling time and the configuration space. In this section, we will show how the scaling is done. Basically, for given arbitrary bounds, we scale the configuration space (also the locations and the velocities of the initial and final states) by some appropriate factors decided by the given bounds. We then apply the algorithm described in section 2.5 to compute a trajectory in the scaled configuration space with both dynamic bounds set to 1. Finally we "scale back" the computed trajectory. We will see that the scaled trajectory abides by the given dynamic bounds and is a close approximation to an optimal trajectory.
For a path Π, we use L(Π) to denote the path length of Π. Let Π and Π ′ be two paths. We say that
In the following, we first present the velocity-scaling lemma, which shows the scaling relation between the velocity and the time and the space. Next, the accelerationscaling lemma shows how to scale the acceleration by scaling the time and the space. By combining these two lemmas, we obtain the acceleration-velocity scaling lemma. Note that unlike the time-rescaling lemma (Lemma 2.1), the acceleration and the velocity can be scaled by different and unrelated factors in our lemma.
Lemma 2.16 (velocity-scaling lemma). Let Γ be an (ā,v)-trajectory and Π be its path. The path (1/α 2 )Π can be traversed by an (ā,v/α)-trajectory Γ ′ in time T (Γ)/α. Moreover Γ is an optimal (ā,v)-trajectory if and only if Γ ′ is an optimal (ā,v/α)-trajectory.
Proof. Define Γ ′ to be the following:
This is because
Let Π ′ be the path traversed by Γ ′ , and let ℓ and t be such thatΠ
This implies that Π(α 2 ℓ) = p Γ (αt). Since
The scaling preserves the optimality. This completes the proof of the lemma.
Lemma 2.17 (acceleration-scaling lemma). Let Γ be an (ā,v)-trajectory and Π be its path. The path (1/α)Π can be traversed by an (ā/α,v/α)-trajectory Γ ′ in time T (Γ). Moreover Γ is an optimal (ā,v)-trajectory if and only if Γ ′ is an optimal (ā/α,v/α)-trajectory.
Proof. Define Γ ′ to be the following: 
This is because
and
therefore this trajectory is the one desired. By applying the acceleration-velocity scaling lemma, we obtain the following corollary.
Corollary 2.19. Given a kinodynamic motion-planning problem with the following parameters: the size of the configuration space L, the dynamic boundsā and v, the two parameters l and ε, the initial state i, and the final state f , we can scale the problem to one withā = 1 andv = 1 by scaling the initial and final velocities by a factor of (1/v) and scaling the configuration space (including the obstacles, the parameter l, loc(i), and loc(f )) by a factor of (ā/v 2 ). Let Γ be the trajectory obtained for the scaled problem. Then the trajectory Γ ′ such that
is the solution for the original problem.
3. The curvature-constrained shortest-path problem in three and higher dimensions.
3.1. Introduction. Let P : I → R d be a d-dimensional differentiable path parameterized by arclength s ∈ I. The average curvature of P in the interval [s 1 , s 2 ] ⊆ I is defined by Ṗ (s 1 ) −Ṗ (s 2 ) /|s 1 − s 2 |. In the curvature-constrained shortest-path problem, we require that the path have an average curvature of at most 1 in every interval. Again, we can always scale an arbitrarily given curvature bound to 1 by scaling the configuration space, thus it is general enough to consider the case when the bound is 1. Notice that we use average curvature instead of curvature because the curvature of a differentiable path may not exist at certain points. Also, the curvature of a path, wherever it is defined, is bounded by 1 if and only if its average curvature is bounded by 1 for all intervals.
A position X is a pair (loc(X), orn(X)), where loc(X) is a point in the ddimensional space and orn(X) is a vector representing an orientation in the ddimensional space. Notice that orn(X) = 1. Given a set Ω of obstacles in a d-dimensional space, an initial position I, and a final position F , the curvatureconstrained shortest-path problem is to find a shortest path from I to F such that the path obeys the curvature constraint and does not intersect Ω.
It has been observed in [18] that the curvature-constrained shortest-path problem is a restricted case of the kinodynamic motion-planning problem, with the L 2 -norms of the velocities fixed to be 1. However, if we require that the velocities of the approximation trajectories be fixed in L 2 -norm, the techniques developed so far for the general kinodynamic case cannot be applied to this restricted case. As pointed out in [12] , a necessary condition for the techniques to apply is that the set of feasible instantaneous accelerations (accelerations that can be applied without violating the dynamic constraints) spans d dimensions. On the other hand, if the velocities are fixed in L 2 -norm, the set of instantaneous accelerations spans only d − 1 dimensions, because they have to be perpendicular to the instantaneous velocity.
Our contribution is that we look at the curvature-constrained shortest-path problem from a different viewpoint, which enables us to overcome the difficulty mentioned above. Basically, instead of requiring that the L 2 -norms of the velocities be fixed to be 1, we only force them to fall within a small range close to 1. In this way, we are able to obtain a path whose maximum curvature is slightly larger than, but can be arbitrarily close to, 1. It should be noted that under this same variation, the former approximation algorithms of Donald and Xavier [15] and Reif and Tate [43] can also be applied to compute approximating solutions for the curvature-constrained shortest-path problem.
In this section, we use lowercase letters to denote states as defined for the kinodynamic case, but uppercase letters (usually X, Y, U, V ) to denote positions (i.e., orn(X) = orn(Y ) = orn(U ) = orn(V ) = 1). A path is called a cconstrained path if its average curvature is at most c. We say that Γ is a (1,1)-trajectory if a Γ (t) ≤ 1 and v Γ (t) = 1 for 0 ≤ t ≤ T (Γ). Given a path Π, let L(Π) be its path length. Notice that the notation of ngb extends to positions. Therefore, for a position X, a position
3.2. Approximating in the absence of obstacles. The following lemma states a result similar to Corollary 2.2 but for the curvature-constrained case. This lemma enables us to apply the method developed in the previous sections to the curvature-constrained shortest-path problem. 
′ is from some position X ′ ∈ ngb(X, ερ/2, ε/2) to some position Y ′ ∈ ngb(Y, ερ/2, ε/2). Proof. Let δ = ε/8, η x = ερ/2, and η v = ε/(8 √ d). We consider Π to be the path of a trajectory Γ such that Γ is from state i = (loc(X), orn(X)/(1 + δ)) to state f = (loc(Y ), orn(Y )/(1 + δ)) and v Γ (t) = 1/(1 + δ). Notice that T (Γ) = (1 + δ) L(Π). Since Π is a 1-constrained path, and at any time t, the curvature of Π is given by a Γ (t) / v Γ (t) 2 , the acceleration of Γ is bounded by
This implies that Γ is a (1/(1 + δ) 2 , 1/(1 + δ))-trajectory. Let A δ be the set of accel-erations whose L 2 -norms are bounded by 1/(1 + δ) 2 . This is the set of accelerations used by Γ.
Let µ = κ l = δ/(4 √ d) and A µ be the set of accelerations as defined in the appendix (see (A.5) and (A.6)). Thus A µ has a uniform advantage of κ l over A δ . By the tracking lemma (see the appendix), there exists a τ = O(ε) (satisfying (A.4) ) and a τ -bang trajectory Γ ′ using A µ such that T (Γ ′ ) = T (Γ) and Γ ′ tracks Γ to a tolerance of (η x , η v ). This implies that
Let Π ′ be the path of trajectory Γ ′ . We will show that Π ′ satisfies P1-P4. Since a Γ ′ (t) ≤ 1, this bounds the maximum curvature of Π ′ to be at most
proving P2, where (1 + ε 8 ) is the upper bound on v Γ ′ (t) . P3 follows directly from the fact that Γ ′ tracks Γ to a tolerance of (η x , η v ) with η x = ερ/2, and that Γ lies inside W .
Let i ′ and f ′ be the initial and the final states of Γ ′ , and X ′ and Y ′ be the initial and the final positions of Π ′ . Thus loc(
, and
Similarly we can show that orn(
Such a trajectory Γ ′ (and thus a path Π ′ ) can be obtained by the T C-graph method. In constructing the graph, an edge is added if (i) it is a (µ, τ )-bang, (ii) the bang does not diverge from W by more than ερ/2, and (iii) the L 2 -norms of the velocities of the bang fall into [1 − ε/4, 1 + ε/8]. Since µ and τ are O(ε), the number of edges in this graph is bounded by O(L d (1/ε) 6d−1 ), and thus so is the running time. This completes the proof of the lemma.
Notice that we do not explicitly constrain the velocities of the tracking trajectory Γ ′ . This allows us to apply the tracking lemma (Lemma A.1). However, it happens that v Γ ′ (t) falls into a small range of [1 − ε/4, 1 + ε/8] by being able to track closely a trajectory Γ whose velocities are fixed to be 1 in L 2 -norm. By upper bounding the accelerations and lower bounding the velocities of Γ ′ , we are able to bound the curvature of Π ′ .
3.3. Approximating with obstacles. Let W be a d-dimensional configuration space of size L with a set Ω of obstacles. Let B be the box decomposition of W , as described in section 2.3.1. Let Π be an optimal 3l-safe 1-constrained path from position X to position Y .
As we did in the proof of the safe loose-tracking theorem (Theorem 2.11), we can divide Π into segments of paths, Π U0U1 . . . Π Um−1Um , such that U 0 = X, U m = Y , and each U i is the position where Π first exits ξ(U i−1 ) for 1 ≤ i ≤ m. Each segment Π UiUi+1 is a 1-constrained path from U i to U i+1 and lies inside ξ(U i ). These are the paths we need to approximate.
We define the set of CS grid states, the canonical extended boxes, the canonical starting states, and the canonical ending states in the same way as we did in the previous sections, except that we let V be the set of unit vectors that are uniformly spaced with spacing δ. If δ = O(ǫ) is chosen small enough, for any unit vector v, there is a unit vector v ′ ∈ V such that v ′ − v ∞ ≤ ǫ/2. Thus V suffices for the curvature-constrained case, since if we consider U i as a state then vec(U i ) = 1 for all U i 's along Π. The following corollary can be derived from the correcting lemma (Lemma 2.6).
Corollary 3.2. Fix a constant c > 1 and let ρ c = 1/(cκ), where κ > 0 is arbitrary. Let Π be a κ-constrained path from position I to position F . Given any ρ > 0 and ε > 0 and given any two positions U and V , if ρ > ρ c , loc(F )−loc(I) ∞ ≥ ρ, U ∈ ngb(I, ερ/2, ε/2), and V ∈ ngb(F, ερ/2, ε/2), we can construct a path Π ′ from U to V by correcting Π such that Π ′ satisfies the following properties:
The consequence of Lemma 3.1 and Corollary 3.2 is that we are able to precompute paths which approximate U ii+1 's and store them in the connection tables. Similar to what we did for the kinodynamic case, we can prove a version of the loose-tracking lemma (Lemma 2.8) and the safe loose-tracking theorem (Theorem 2.11) for the curvature-constrained case. Since |V| = O((1/ǫ) d−1 ) (as opposed to O((1/ǫ) d ) for the kinodynamic case), the number of edges in the CS graph is reduced to O((1/ǫ) 4d−4 ). Combining the above, and choosing small enough ǫ = O(ε), we can obtain the following result.
Theorem 3.3. Fix an l > 0 and an ε > 0. After some precomputation, we can achieve the following.
Let W be a d-dimensional space of size L and let Ω be a set of obstacles with a total of n vertices. Given any two positions X and Y , we can compute a collisionfree (1 + ε)-constrained path from a position X ′ ∈ ngb(X, εl, ε) to a position Y ′ ∈ ngb(Y, εl, ε), such that the path length is at most (1 + ε) times the length of an optimal 1-constrained 3l-safe path from X to Y .
The running time of our algorithm is
4. Conclusions. In this paper we have presented a faster approximation algorithm for the kinodynamic motion-planning problem. Contrary to the previous approximation algorithms which all use a uniform discretization in time, our method employs a nonuniform discretization in the configuration space. The discretization is nonuniform in that it is coarser in regions which are farther from all obstacles. The nonuniform discretization leads to a smaller search space and thus a faster algorithm. Moreover, our method is sensitive to the distribution of obstacles in the configuration space. It is expected to perform better (i.e., faster) than the given theoretical time bound in cases where the obstacles are sparsely or unevenly distributed. In developing the approximation algorithm, we utilize a hierarchical decomposition of the configuration space. We also developed the idea of using trajectories precomputed in the absence of obstacles as building blocks to construct trajectories in the presence of obstacles. Finally, we have applied this algorithm to give the first-known polynomialtime approximation algorithm for the curvature-constrained shortest-path problem in three and higher dimensions. The computed paths may have curvatures slightly larger (but can be arbitrarily close to) the given curvature bound.
It should be pointed out that, though improved, the time complexity of our approximation algorithm is still too high for the method to have real-world applications. At this point, the proposed method and results are of pure theoretical interest.
One future research direction is to give a more precise bound on N , the number of boxes in the box decomposition. Instead of describing N as a function of L, the size of the configuration space, we would prefer to describe N as a function of some parameters that describe the obstacle scene, for example, the aspect ratios of the obstacles.
In the kinodynamic motion-planning problem, we only considered Cartesian robots, i.e., robots whose inertia tensor is constant (see [15] for a more precise definition). We believe that our approach can also be applied to more general robots with open kinematic chains. In order to do this, we need to generalize our correcting lemma (Lemma 2.6) to open chains.
A key further problem is to determine cases of kinodynamic motion-planning problems that we can solve in closed forms, or for which we can give sufficient characterizations for developing fast algorithms. An example along this line is the case of planning for a point robot moving on a plane amid polygonal obstacles and with decoupled kinodynamic constraints. It is characterized in [9] that the minimum-time trajectory is a sequence of segments, where each segment is a "bang-bang" control between two obstacle boundary points. It is interesting to investigate whether such characterizations extend to coupled cases and higher dimensions.
The complexity of the kinodynamic motion-planning problem in two dimensions is still open.
Appendix. The T C-graph method. For the sake of completeness, we describe the gist of the tracking lemma (Lemma A.1) and the T C-graph method in this section.
A trajectory Γ ′ is said to track another trajectory Γ to a tolerance (η x , η v ) if for all t ∈ [0, T ], p Γ (t) − p Γ ′ (t) ∞ ≤ η x and (A.1)
Notice that (A.1) implies that d(Γ ′ , Γ) ≤ η x . A τ -bang is a trajectory segment of time duration τ during which a constant acceleration is applied.
2 A τ -bang trajectory is a trajectory consisting of a sequence of τ -bangs. The set of bang trajectories is a restricted set of trajectories. But they suffice to track any nonrestricted trajectories if the acceleration set used by the bang trajectories has some advantage over the acceleration set used by the nonrestricted trajectories. Next we define the notion of advantage more formally.
Let P and Q be two sets of accelerations. For any acceleration a ∈ P and any direction given by a d-length vector σ of 1's and −1's, if there exists an acceleration b ∈ Q such that
for 1 ≤ j ≤ d, then Q is said to have a uniform κ l advantage over P (α j means the jth element of a vector α). The tracking lemma relates the parameter τ to the uniform advantage κ l and the tracking tolerance (η x , η v ).
Lemma A.1 (tracking lemma [15] ).
3 Let P and Q be two sets of accelerations such that for each a ∈ Q, a ≤ 1, and Q has a uniform κ l advantage over P.
Let Γ be a trajectory that uses P. Let (η x , η v ) be a tracking tolerance. There exists a time step τ , and a τ -bang trajectory Γ ′ that uses Q such that Γ ′ tracks Γ to tolerance (η x , η v ).
Moreover, it is sufficient that τ = O(min(η v , √ η x κ l )). (A.4) Let A (resp., A ǫ ) be the set of accelerations whose L 2 -norms are bounded by 1 (resp., 1/(1 + ǫ)
2 ). Next we show how we can choose a finite set of accelerations such that this set has a uniform advantage over A ǫ . Given a parameter µ, a set of grid-points of A with spacing µ is defined to be A τ -bang (resp., τ -bang trajectory) is a (µ, τ )-bang (resp., (µ, τ )-bang trajectory) if the acceleration set used is A µ . Given a tracking tolerance (η x , η v ) and any ǫ > 0, there exist µ (satisfying (A.6)) and τ (satisfying (A.4)) such that for any (1/(1 + ǫ)
2 , 1/(1 + ǫ))-trajectory Γ, there exists a (µ, τ )-bang trajectory Γ ′ (also a (1, 1)-trajectory) that tracks Γ to a tolerance of (η x , η v ). To approximate any given (1, 1)-trajectory Γ to within a factor of (1 + ǫ) in time length, we first time-rescale Γ to a (1/(1 + ǫ) 2 , 1/(1 + ǫ))-trajectory Γ ′ , with time length extended by a factor of (1 + ǫ). Since there exists a (µ, τ )-bang trajectory Γ ′′ that tracks Γ ′ to a tolerance of (η x , η v ), Γ ′′ approximates Γ in that T (Γ ′′ ) ≤ (1 + ǫ) T (Γ). But Γ ′′ does not track Γ to the tolerance of (η x , η v ). However, d(Γ ′′ , Γ) ≤ η x . This is because Γ ′ and Γ trace the same path and d(Γ ′′ , Γ ′ ) ≤ η x . Also the two end states of Γ ′′ are close to the two end states of Γ, respectively.
Having discovered the existence of a tracking bang trajectory, the next question is how to compute one. What makes it more difficult is that most of the time, the original (1, 1)-trajectory Γ is not given except in its initial and final states. The T Cgraph method transforms this problem to that of finding a shortest path in a directed graph. (In the following, we only describe the T C-graph method in the absence of obstacles, where we do not have to do collision-free checking.) The T C graph G is roughly as follows: (i) the root node of G approximates the initial state of Γ; (ii) a directed edge corresponds to a (µ, τ )-bang whose velocities are also bounded by 1 in L 2 -norm; the weight of the edge is always τ ; (iii) the graph is generated and explored from the root node in a breadth-first manner, and the search terminates when either a node approximating the final state is found or when no new nodes aregenerated.
Note the following:
• The size of G is finite (see the following analysis).
• The breadth-first search produces a trajectory whose time length is no more than (1 + ǫ) T (Γ). The breadth-first search suffices for finding a shortest path since each edge has a uniform weight of τ .
• Suppose that Γ lies within a subset W of the configuration space. Since there exists a bang trajectory Γ ′′ satisfying d(Γ ′′ , Γ ′ ) ≤ η x , then d(Γ ′′ , W ) ≤ η x . We can find such a trajectory by considering only those edges whose corresponding bangs do not diverge from W by more than η x . Notice that it still holds that T (Γ ′′ ) ≤ ( 
