Bohm s theory of quantum mechanics
For a single particle, the Bohm formalism follows from writing the wavefunction ψ as a product of amplitude and phase information ψ(x, t) = R(x, t)e iφ(x,t)/ , (S1) where x is the position vector and t the time. Using this form for ψ, the Schrödinger equation yields
where V ext is the external potential, and we have introduced the Bohm potential V B , given by
Eq. ( ) provides a description of probability continuity, while Eq. ( ) is of the form of a Hamilton-Jacobi equation, with the additional quantum potential given by (4). Bohm's method exploits the form of these equations by treating the quantum system as an ensemble of classical systems. We can treat R 2 as representing the density of a set of classical systems in configuration space. By then allowing the classical systems to evolve in time according to the modified Hamilton Jacobi equation, Eq. ( ), we can obtain the time evolution of R 2 , representing the time evolution of the probability density of the quantum system. Generalizing this idea to many-body systems, R 2 represents the probability density of classical N -body points in configuration space. These phase space points within the ensemble evolve via
where x and v label the positions and velocities in configuration-space, respectively. This relationship to the velocities allows for a quasi-classical description of trajectories, or a large ensemble of N -body points to be evolved concurrently. The statistical properties of the classical trajectories then reproduce the quantum mechanical results.
Correlation losure
We seek a closure approximation to the full correlation function g appearing in Eq.
(1) in the main paper, in such a way that the Bohm potential can be constructed for the system. The simplest, non-trivial approximation of this kind is a direct product representation in terms of pair correlation functions
where the pair correlation g(x i , x j ) is the full correlation function with all other coordinates integrated out
Here, Ω is a normalization volume. Combining Eqs.
(1) of the main paper and Eq . ( ) we arrive at an easily calculable expression for the Bohm potential
For computational efficiency, we have retained interactions up to pair terms only, and have generalized the dependence on λ to a set of λ ij to accommodate different particle species.
Fermi tatistical orrections
At the base level of the linearized Bohmian approach, we model the system within the Hartree approximation -effects due to the electron exchange interaction are not accounted for. To rectify this, we introduce an additional potential term. By inverting the known pair correlations of the non-interacting electron gas using inverse Monte Carlo (IMC) [ ], we find pair potentials that reproduce the quantum correlations of the free electron gas exactly. Now we can introduce these pair potentials as additional contributions to the Hamiltonian. A similar procedure was pursued originally by Lado [29] , and subsequently used in the classical-map method of Perrot and Dharma-wardana for numerous applications [30, 33, 34] .This technique has also proven to be successful in related semi-classical correlation studies [35] [36] [37] and can be seen as analogous to correcting for the Pauli pressure in quantum hydrodynamics [27] . By insisting that the total potential is equal to the IMC result V IMC , when applied to a non-interacting electron gas, we arrive at an expression for the additional Pauli potential
Here, g 0 is the ideal electron gas pair correlation, and V B (x|g 0 ) is the Bohm potential evaluated at g 0 . The full system potential V is now given by
where V ext is an external potential (which is set to zero throughout our calculations), V int is the contribution from direct pair interactions of the simulated particles (e.g., the Coulomb potential), V B is the Bohm potential, and V P is the Pauli potential of Eq. ( 9).
Pseudopotentials
In the description above, all particles are treated on equal footing. However, the core electrons of the ion species require an explicitly separate treatment from the (effectively free) valence electrons. The pseudopotential approximation, commonly used in implementations of DFT, provides a simple alternative to modeling the core electrons directly. Core electrons are removed from the system to be simulated and ion-electron potentials are constructed in a way that valence electrons form the correct density profile in a reference calculation. There are several possible routes to constructing pseudopotentials -the simplest of these uses a reference single ion DFT calculation to determine an electron density profile and corresponding effective potential. One possibility is a variant of the Troullier-Martins approach also used for DFT pseudopotentials [ first perform scalar-relativistic electron density calculations within DFT for an isolated ion with both n core and n core + 1 electrons. The difference of these densities can then be used as an input valence electron density. We can then construct the pseudopotential by requiring the following properties:
1. The radially integrated electron density up to a cutoff, r c , is the same for both the full ion system and pseudosystem. When solving for the two-body electron-ion pseudosystem via the Schrödinger equation, we must have the same total electron density within r c as we found with the full DFT calculation.
2. The pseudopotential for r > r c is equal to the (screened) Coulomb potential 3. The pseudopotential is smooth and continuous at r c (Ref.
[ requirement)
Due to the direct connection to the approach used in standard DFT implementations, it is also possible to repurpose existing pseudopotential generation codes for the method explained here. This should prove useful for materials with complex bound state structures where more sophisticated pseudopotential construction schemes have been shown to provide greater accuracy. While the scheme above is more accessible and easily implemented, we have additionally developed a more robust pseudopotential generation technique, beginning from first-principles data for a full electron-ion system. Given ion-ion and electron-ion radial distribution functions (RDFs) for a system, we can combine traditional Inverse Monte Carlo and the Generalized IMC technique (see next section for details) to obtain best-fit values of both the electron-ion potential and λ simultaneously. The pseudopotential is then determined as the difference between the IMC result and the Bohm potential evaluated for the given RDFs, as per eq. mines the linearized Bohm potentials for the given system conditions, and generates the pseudopotential as a side effect for further use. This 'on-the-fly' method guarantees optimal static property matching for the Bohm model for the input configuration. As a future extension beyond the present work, we propose application of this on-the-fly method for every density and temperature we seek to model, rather than relying on the transfer of pseudopotentials from other conditions. This renders potential transferability unimportant, at the cost of the need for more detailed DFT inputs -both ion-ion and electron-ion static correlations are required at each temperature/density under consideration. The potential construction procedure then becomes analogous to classical map techniques [36] , in which potentials are moulded to replicate known properties of the exact system, but with electronic potentials constrained to our linearized Bohmian potential form. Together with our quantum thermostat for the dynamics, the constraint on potentials to be consistent with Bohmian mechanics ensures our system is consistent with our quantum approximation model, as opposed to emerging from a purely classical statistical approach. Accompanying the application of pseudopotentials is the sacrifice of correctly treating bound-free electron 32 38]. We can 38] discusses the specifics of the smoothing S S9. This fully detertransitions. As the number of valence electrons must be known a priori, as in implementations of orbital free DFT (OFDFT), we must restrict our method here to cases where these numbers are known and reasonably well-defined.
Generalized IMC arameter earch
We now set out how the search for the optimal value of λ, the parameter in the linear Bohm potential, can be performed numerically. Due to the low computational demands associated with calculating g for a given λ, we note that a brute force search should be adequate in most cases. However, a more robust approach, that is also applicable to potential forms with arbitrary numbers of free parameters, is possible through a generalization of IMC. We begin along the original lines of IMC by writing the positional Hamiltonian of the system as a sum over pair energies
Here, K α represents the potential between two bodies at a particular distance with discrete distance bins labelled by α, and S α is the number of pairs of bodies separated by that distance in the system, i.e., the number of pairs in the α th bin. Our goal is to obtain a set of updates to a set of parameters defining the potential, ∆λ i , that we can effectively adjust the mean bin counts to match our desired pair correlations. In our case, unlike the original formulation of IMC, the potential K α are functionals of the thermally averaged correlations of the system, and are also functions of the chosen λ values, via K α = K α ({ S α } , {λ i }). Here the thermal expectation X of an arbitrary function of the system coordinates X(q) is defined by
where Z is the partition function, β = 1/k B T , and q is the set of all positional coordinates of the system. That is to say, the potentials of the system depend on both the set of λ i linearization parameters, and also the thermally averaged set of pair correlations between bodies (as per Eq. ). Applying Eq. ( 12) to S α and differentiating with respect to λ i , we obtain
where the matrix M iγ is given by
Combining Eqs. ( ) and ( ), we find a separate set of linear equations for each λ i
(S15) Using these relationships, we can now perform a directed search for the optimal λ i values. To leading order, we can write an equation for changes in S α in terms of changes in λ i
If we perform a calculation of g with a given set of λ i values, we can simultaneously calculate values of S α and S α S γ numerically. We can then solve the linear equations ( ) and, in turn, have an overdetermined set of equations (Eq.
) for the required changes in the parameters to match the desired pair correlations. The optimal changes in λ i can then be determined by leastsquares inversion of this equation. Defining the matrix of values A αi = ∂ S α /∂λ i , the formal solution is
This can be determined directly, or implicitly through QR factorization [ update procedure can then be applied iteratively to arrive at the optimal parameters λ i .
Modified hermostats
Most modern DFT-MD simulations rely on either the Nosé-Hoover or Langevin thermostat to establish an ion dynamics at a given temperature [ of the Nosé-Hoover thermostat, an additional dynamic variable, coupled linearly to particle momenta through a friction term, is introduced to the equations of motion [ ]. The parameters for the thermostat can be chosen to ensure a balance between temperature stability and the equilibration time, but in general the dynamics are parameter-insensitive. The Langevin thermostat, on the other hand, adds both a frictional term and a stochastic noise term to the equations of motion [ ]. Again, this ensures the canonical distribution is sampled. The magnitude of the friction and noise are controlled by a free parameter, the Langevin friction σ, which must be chosen to be sufficiently small to minimize spurious effects on the particle dynamics, while remaining large enough that the correct distribution is sampled in a reasonable time-frame. An advantage of this approach is that σ can be scaled up to a larger value to attempt to mimic electron-ion collisions, while still maintaining the canonical distribution [ ]. In principle, the Born-Oppenheimer approximation can then be employed while still attempting to include the effects of the electron dynamics. However, the accurate setting of σ for this purpose is a difficult task without an obvious solution (Ref.
[ ] suggests some possible approaches, although the most appropriate choice is still unknown). Furthermore, this technique implicitly neglects all frequency dependence of the coupling between the electron and ion dynamics as the Langevin coupling is being approximated as white noise. As our method does not rely on the Born-Oppenheimer approximation, we can employ the parameter-insensitive Nosé-Hoover thermostat for the ions. This represents the key advantage of our approach: the electron dynamics is modeled directly. Therefore, the ion thermostat -and accordingly the ion dynamics we wish to calculate -does not rely on the unknown free parameter σ to mimic the dynamic electrons. In dealing directly with dynamic electron trajectories, in contrast to Born-Oppenheimer DFT-MD, we must develop an appropriate thermostat for the electrons as well.
In the degenerate and semi-degenerate cases, the velocity distribution of electrons is, however, known to be far from the Boltzmann distribution. While a standard thermostat allows us to move past the Born-Oppenheimer approximation and include dynamic electrons, it cannot capture the effect of Fermi-statistics on the electron motion. To more accurately capture the effect of the electron dynamics on the ions, we desire a thermostat that ensures static correlations are maintained, while enforcing a nonBoltzmann, that is Fermi, distribution of velocities. We highlight here modifications of standard Langevin and Nosé-Hoover thermostats to achieve this aim.
Langevin-Style Thermostat
The equations of motion of a particle in a stochastic force field can be written quite generally as
where
Here, µ i is the i th component of the deterministic part of the particle's acceleration. X is a vector containing the particle's position (X 1 , X 2 , X 3 )
T and velocity (V 1 , V 2 , V 3 )
T , σ represents the stochastic collision frequency, and W is a multidimensional Wiener process [ ]. We take the driving noise to be uniform and isotropic in velocity space. Hence
we can then write, for this system, a Fokker-Planck equation for the equilibrium particle's probability density, p, in configuration space at long times [ ]. We have
which reduces to
We approximate the probability density distribution of the particles as decoupled in momentum and position space, via
where U is the potential energy, A is a normalization constant, and µ c is the chemical potential. By inserting p from eq. ( ) into eq. ( ) we can solve for η; the equations of motion in eq. ( ) can then be written as
where m is the particle's mass, E = mV 2 /2 − µ c and F = −∂U/∂R. The boundary conditions were set to ensure that the standard Langevin equation is recovered at high energy. These represent the modified equations of motion, solvable with standard methods, which have the desired equilibrium distribution function.
Nosé-Hoover-Style Thermostat
By analogy with the Langevin case, we begin with the equations for the dynamicṡ ρ(E)(a.u.)
Thermostat Driven Fermi Distribution Boltzmann Distribution
The system consideredwas comprised of particles at the same density/temperature as valence electrons in twice-compressed-Al at 3.5 eV.A simple exponential pair potential V = V0 exp(−κr) with V0 = 1 Ha and κ = 1 a where α is a new dynamic variable coupling the system to the heat bath. In equilibrium, our deterministic system must now satisfy the generalized Liouville equation [ ]
where the probability distribution p N H is given by p N H = p L exp(−βα 2 /2m α ) -in which we force α to have a Gaussian distribution, in analogy with the standard Nosé-Hoover scheme -and m α is a thermostat mass. Again, asserting that we must recover the standard Nosé-Hoover thermostat in the classical limit, we can solve this equation forα. We obtaiṅ
1 − e βE 1 + e βE + 3 (S33)
which, in combination with Eqs. ( ) and ( ), forms a closed dynamical system with the desired equilibrium distribution. For multiple particles,α is just a sum over terms of this form for each particle. Fig. 1 demonstrates the recovery of the desired momentum distribution for a sample system.
Simulation arameters
The linearization factors and Bohm potentials were constructed according to the theory described in the main paper. The information about static correlations needed as input, specifically the radial distribution function of the ionic system, was produced with OFDFT calculation running the using VASP package [ -] for short times. For this purpose, we used plane wave and augmentation energies of 250 eV and 500 eV, respectively, the 3e Al pseudopotential provided with VASP, and a simulation box containing 256 atoms. A total of 2680 electron bands were included, such that the occupations of the highest energy bands were less than 10 −6 . This simulation was run for 5000 time steps of 1 fs.
Electron density profiles required to produce pseudopotentials were calculated using the GPAW DFT package [ -] with the PBE functional [ ]. The MD simulation step was carried out with a standard MD code, inclusive of our novel thermostat. As usual, periodic boundary conditions were employed. The simulation box contained 256 aluminum ions and the simulations were run with a time step of 0.1 a.u. All properties were extracted by averaging over multiple simulation runs each having 10 7 time steps. 
