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We suggest a possible programme to associate geometric ‘‘ﬂag-like’’ data
to an arbitrary simple quantum group, in the spirit of the noncommutative al-
gebraic geometry developed by Artin, Tate, and Van den Bergh. We then carry
out this programme for the standard quantum SLðnÞ of Drinfel’d and Jimbo,
where the varieties involved are certain T-stable subvarieties of the (ordinary) ﬂag
variety. # 2002 Elsevier Science (USA)0. INTRODUCTION
The study of quantum analogues ofﬂag varieties, ﬁrst suggested by Manin
[31], has been undertaken during the past decade by several authors, from
various points of view; see e.g. [1, 8, 13, 16, 17, 23, 26, 29, 35, 38, 39, 40].
Around the same time, an approach to noncommutative projective algebraic
geometry was initiated by Artin et al. [4, 5] and Artin and Van den Bergh [6],
and considerably developed since (see e.g. [3, 7, 9, 24, 28, 37, 41, 42, 44]). One
attractive feature of their approach is the association of actual geometric
data to certain classes of graded noncommutative algebras.
The present work is an attempt to study quantum ﬂag varieties from this
point of view. As a consequence, our ‘‘quantum ﬂag varieties’’ will be actual
varieties (with some bells and whistles).
Recall the original idea of [4–6]. If A is the homogeneous coordinate ring
of a projective scheme E; then the points of E are in one-to-one
correspondence with the isomorphism classes of the so-called point modules
of A; i.e. N-graded cyclic A-modules P such that dim Pn ¼ 1 for all n:Now if
A is an N-graded noncommutative algebra, one may still try to parametrize1New permanent address: Universite´ de Valenciennes, Laboratoire de Mathe´matiques, Le
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CHRISTIAN OHN104its point modules by the points of some projective scheme E: Of course, one
cannot hope to reconstruct A from E alone, but there is now an additional
ingredient: the shift operation s : P/P½1; where P½1 is the N-graded
A-module deﬁned by P½1n :¼ Pnþ1: (When A is commutative, this shift is
trivial: P½1 ’ P for every point module P:) Assume that s may be viewed as
an automorphism of E: one may then hope, at least in ‘‘good’’ cases, to
recover A from the triple ðE; s;LÞ; where L is the line bundle over E
deﬁned by its embedding into a projective space. The ﬁrst step of this
recovery is the construction of the twisted homogeneous coordinate ring
BðE; s;LÞ of a triple ðE; s;LÞ; deﬁned in [6] as follows:
BðE; s;LÞ ¼
M
n2N
Bn; Bn :¼ H0ðE;L	Ls 	 
 
 
 	Lsn1Þ
(where Ls denotes the pullback of L along s), the multiplication being
given by ab :¼ a	 bsm for all a 2 Bm; b 2 Bn: (When s is the identity, this
algebra coincides, in high degree, with the (commutative) homogeneous
coordinate ring of E w.r.t. the polarizationL:) If the triple ðE; s;LÞ comes
from an algebra A as above, the second step then consists in analysing the
canonical morphism A ! BðE; s;LÞ: The initial success of this method has
been a complete study of all regular algebras of dimension three [4] (where
the kernel of A ! BðE; s;LÞ turns out to be generated by a single element
of degree three).
The present paper is organized as follows.
In Part I, we give a general outline of a possible theory of ﬂag varieties for
quantum groups, using a multigraded version of the ideas of [4–6] recalled
above, some of which have already been introduced by Chan [10]. This part
is largely conjectural and contains no (signiﬁcant) new results; its purpose is
rather to set up a framework that will be used in Parts II and III.
More speciﬁcally, we proceed as follows. Let G be a simple complex
group; our interest in ﬂag varieties allows us to assume without harm that G
is simply connected. Let Pþ be the monoid of dominant integral weights of
G (w.r.t. some Borel subgroup B  G): the shape algebra M of G is a Pþ-
graded G-algebra whose term of degree l is the irreducible representation of
G of highest weight l: Now consider the deﬁnition of a point module (see
above), but with N-gradings replaced by Pþ-gradings: we obtain the notion
of a flag module of M (Deﬁnition 2.1); this terminology is justiﬁed by the
fact that the isomorphism classes of such modules are indeed parametrized
by the points of the ﬂag variety G=B (Proposition 2.2).
If a quantum group has the ‘‘same’’ representation theory as G (in the
sense of Deﬁnition 1.1), then the we may still deﬁne a (Pþ-graded) shape
algebra. We then discuss the possibility to parametrize the latter’s ﬂag
modules (up to isomorphism) by the points of some scheme E; and to realize
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sufﬁcient to know the automorphisms s1; . . . ; s‘ associated to the funda-
mental weights $1; . . . ; $‘; which freely generate P
þ: Moreover, since we
are in a multigraded situation, it will be more natural to view E as a
subscheme of a product of ‘ projective spaces, corresponding to ‘ line
bundles L1; . . . ;L‘ over E:
We then consider the converse problem of reconstructing the shape
algebra from E; the si; and the Li; using Chan’s construction [10] of a
twisted multihomogeneous coordinate ring: this is the Pþ-graded algebra
BðE; s1; . . . ; s‘;L1; . . . ;L‘Þ :¼
M
l2Pþ
H0ðE;LlÞ;
where the line bundlesLl are constructed inductively from the rulesL$i ¼
Li;L$iþl ¼Li 	Lsil : (Again, if E ¼ G=B; if each si is the identity, and if
the Li are the line bundles associated with the fundamental G-modules
V 1; . . . ;V ‘; then this algebra is the (commutative) multihomogeneous
coordinate ring of G=B  PðV 1Þ  
 
 
  PðV ‘Þ; which in turn is equal to the
shape algebra OðG=UÞ; U the unipotent radical of B:)
We stress that the ideas developed in this Part are not restricted to the
standard quantum groups of Drinfel’d [14] and Jimbo [22], but could, in
principle, be applied to other quantum groups as well, as long as they have
the ‘‘same’’ representation theory as a given simple complex group.
(Potential other examples include the multiparameter quantum groups of
Artin et al. [2, 19], the quantum SLðnÞ of Cremmer and Gervais [11, 18], or
the quantum SLð3Þ’s classiﬁed in [32].)
In Parts II and III, we do restrict ourselves to a standard Drinfel’d–Jimbo
quantum group ODJq ðGÞ; with q not a root of unity. Thanks to the results of
Lusztig [30] and Rosso [34], ODJq ðGÞ has the ‘‘same’’ representation theory as
the group G; so one can deﬁne a shape algebra MDJ:
In Part II, we construct geometric data EDJ; si; andLi; and we conjecture
that these data indeed correspond to MDJ as described above (Conjectures 9.1
and 9.2). The scheme EDJ will actually be a union of certain T-stable
subvarieties of the (ordinary) ﬂag variety G=B: Since the latter may be of
independent interest to algebraic geometers, we have decided to describe them
in a separate note [33] (but we recall their construction here, without proofs).
In Part III, we prove Conjecture 9.1 for G ¼ SLðnÞ; thus obtaining a ‘‘ﬂag
variety’’ for the standard Drinfel’d–Jimbo quantum SLðnÞ: The proof uses
special features of the group SLðnÞ (the Weyl group is the symmetric group,
all fundamental representations are minuscule, etc.) and is essentially
combinatorial; it is therefore not likely to be extendable to an arbitrary G:
Conventions. All vector spaces, dimensions, algebras, tensor products,
varieties, schemes, etc. will be over the ﬁeld C of complex numbers. If G is a
CHRISTIAN OHN106linear algebraic group, we denote by OðGÞ the Hopf algebra of polynomial
functions on G: If A is a (co)algebra, then the dual of a left A-(co)module is a
right A-(co)module, and vice versa; morphisms of A-(co)modules will simply be
called A-morphisms. When V is a vector space and v 2 V is nonzero, we will
sometimes still denote by v the corresponding point in the projective space PðVÞ:
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PART I. AN APPROACH TO QUANTUM FLAG VARIETIES:
GENERAL OUTLINE
This part contains no (signiﬁcant) new results. It rather discusses a
possible theory of ﬂag varieties for simple quantum groups, asking several
questions along the way (as well as two ambitious problems at the end).
Most of what we will say here is a multigraded version of some of the
main ideas of [4–6], applied in a Lie-theoretic setting.
1. SIMPLE QUANTUM GROUPS AND THEIR SHAPE ALGEBRAS
Let G be a simply connected simple complex group, B  G a Borel
subgroup, and Pþ the set of dominant integral weights of G w.r.t. B: For
each l; m; n 2 Pþ; denote by
* dl the dimension of the simple G-module of highest weight l; and by
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the tensor product of those of highest weights l and m:
Bearing in mind that the algebra OðGÞ of polynomial functions on G is a
commutative Hopf algebra, and that (ﬁnite-dimensional) left G-modules
correspond to right OðGÞ-comodules, recall the following deﬁnition from
[32].
Definition 1.1. We call a quantum G any (not necessarily commu-
tative) Hopf algebra A (over C) such that
(a) there is a family fVl j l 2 Pþg of simple and pairwise noniso-
morphic (right) A-comodules, with dim Vl ¼ dl;
(b) every A-comodule is isomorphic to a direct sum of these,
(c) for every l; m 2 Pþ; V l 	 Vm is isomorphic to n clmn V n:
For convenience, we will write
Vl :¼ ðVlÞn:
For every l; m 2 Pþ; Deﬁnition 1.1(c) yields an injective A-morphism
V lþm ! Vl 	 Vm that is unique up to scalars. Denote by
mlm : Vl 	 Vm ! Vlþm
the corresponding projection. Gluing these together on
MA :¼
M
l
Vl;
we get a (not necessarily associative) multiplication m : MA 	 MA ! MA:
Definition 1.2. The algebra MA is called the shape algebra of A:
Question A. Is it possible to renormalize the mlm in such a way that the
multiplication m becomes associative?
Recall that this question has a positive answer in the commutative case
A ¼ OðGÞ: if U is a maximal unipotent subgroup, then by the Borel–Weil
theorem, we may set
MOðGÞ ¼ OðG=UÞ :¼ ff 2 OðGÞ j f ðguÞ ¼ f ðgÞ 8g 2 G; 8u 2 Ug:
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A. We ﬁrst introduce some more notation: let ‘ be the rank of G; denote by
$1; . . . ; $‘ the fundamental weights, and let us use the shorthand notation
Vi :¼ V$i ; Vi :¼ V$i ; 14i4‘:
For every 14i; j; k4‘;Deﬁnition 1.1(c) implies that Vi 	 Vj 	 Vk contains a
unique subcomodule isomorphic to V$iþ$jþ$k ; denote this subcomodule by
Wijk:
Proposition 1.3. Question A has a positive answer (for a given A) if and
only if there exist A-isomorphisms Rij :Vi 	 Vj ! Vj 	 Vi for all i > j; such
that the braid relation
ðRjk 	 idÞðid	 RikÞðRij 	 idÞjWijk ¼ ðid	 RijÞðRik 	 idÞðid	 RjkÞjWijk ð1:1Þ
holds for all i > j > k:
We defer the proof to Appendix A.
Corollary 1.4. Question A has a positive answer in each of the following
situations:
* when G is of rank 2;
* when A is dual quasitriangular,
* when G ¼ SLðnÞ (by the main result of [25]).
Since$1; . . . ; $‘ generate the monoid P
þ; and since the mlm are surjective,
the algebra MA is generated by
M1 :¼ V1  
 
 
  V‘:
In this way, MA may be viewed as an N-graded algebra. More explicitly,
if l 2 Pþ decomposes as Pi ai$i (with each ai 2 N), and if we write
hðlÞ :¼P ai for the height of l; then the N-grading on MA is given
by Mk :¼ hðlÞ¼k Vl:
Question B. Is the shape algebra MA quadratic (as an N-graded
algebra)?
In the commutative case A ¼ OðGÞ; the shape algebra OðG=UÞ is indeed
quadratic by a well-known theorem of Kostant (see [27, Theorem 1.1] for a
proof). This remains true for the standard Drinfel’d–Jimbo quantum SLðnÞ:
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(quadratic) relations has been given by Taft and Towber [40].
Question C. Is the shape algebra MA a Koszul algebra?
To ﬁnish this section, let us take a closer look at the quadratic relations in
MA: For every 14i; j4‘; let Kij be the kernel of the multiplication Vi 	
Vj ! V$iþ$j : By Deﬁnition 1.1(c), the A-comodules Vi 	 Vj and Vj 	 Vi are
isomorphic, and, rescaling the A-isomorphism Rij : Vi 	 Vj ! Vj 	 Vi of
Proposition 1.3 if necessary, we may assume that the diagram (A.1) (in
Appendix A) commutes. Using Deﬁnition 1.1(c), we see that the quadratic
relations in MA of degree $i þ$j are of two kinds:
ðIÞij x ¼ 0; for x 2 Kij;
ðIIÞij x ¼ RijðxÞ; for x 2 Vi 	 Vj:
Remark 1.5. By Deﬁnition 1.1(c), relations ðIÞij and ðIIÞij for arbitrary
i; j are consequences of relations ðIÞij for i5j only and relations ðIIÞij for
i > j only.
2. THE SCHEME OF FLAG MODULES
Assume that Question A has a positive answer. The following deﬁnition is
a multigraded analogue of the point modules introduced in [5].
Definition 2.1. A flag module is a Pþ-graded right MA-module F such
that
(a) dim Fl ¼ 1 for each l 2 Pþ;
(b) F is cyclic.
The terminology is justiﬁed by the commutative case. Indeed, let B  G be
a Borel subgroup and U the unipotent radical of B: Then we have the
following
Proposition 2.2. The isomorphism classes of flag modules of MOðGÞ ¼
OðG=UÞ are parametrized by the points of the flag variety G=B:
Proof. First, recall from the Borel–Weil theorem that the decomposition
OðG=UÞ ¼ l2Pþ Vl is given by
Vl ¼ ff 2 OðGÞ j f ðgbÞ ¼ lðbÞf ðgÞ 8g 2 G; 8b 2 Bg:
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module structure deﬁned by
el:f ¼ f ðgÞelþm for all f 2 Vm:
If we replace g by gb for some b 2 B; the expression for el:f is just multiplied
by mðbÞ; so up to isomorphism (of graded modules), the ﬂag module thus
obtained only depends on the class gB 2 G=B:
Conversely, assume that F is a ﬂag module of OðG=UÞ; and choose a
graded basis fel j l 2 Pþg of F : For each l; m 2 Pþ; let vml 2 Vm be deﬁned
by
el:f ¼ hf ; vmli elþm for all f 2 Vm:
Since the algebra OðG=UÞ is commutative, we have ðe0:f Þ:f 0 ¼ ðe0:f 0Þ:f for
every f 2 Vl; f 0 2 Vm; hence
vl0 	 vml ¼ vlm 	 vm0 : ð2:1Þ
It follows that vml is a multiple of v
m
0 ¼: vm; say vml ¼ alvm: Inserting back into
(2.1) yields al ¼ am; for all l; m 2 Pþ: Since a0 ¼ 1; we get al ¼ 1 for all
l 2 Pþ: Therefore,
e0:f ¼ hf ; vmi el for all f 2 Vl:
The collection fvl j l 2 Pþg deﬁnes a linear form v on OðG=UÞ:
Furthermore, we have e0:ðff 0Þ ¼ ðe0:f Þ:f 0 for all f 2 Vl; f 0 2 Vm; so hff 0;
vlþmi ¼ hf ; vlihf 0; vmi; which shows that the linear form v is a character on
OðG=UÞ; corresponding to a point x of the afﬁne variety G=U : Moreover,
since F is cyclic, each vl must be nonzero, so x actually lies in G=U ; say
x ¼ gU : This yields an element gB 2 G=B:
It is clear that these two constructions are inverse to each other. ]
We will now discuss a possible picture of this kind in the noncommutative
situation: if A is a quantum G; we would like to parametrize the
isomorphism classes of ﬂag modules over the shape algebra MA by the
(closed) points of some scheme E:
Moreover, given a ﬂag module F and a weight l 2 Pþ; consider the shifted
ﬂag module F ½l; deﬁned as the Pþ-graded module such that F ½lm :¼ Flþm:
We would then like that, for each l; the shift operation F/F ½l
corresponds to an automorphism of schemes sl : E ! E:
To achieve this, let us encode the structure of a ﬂag module more
geometrically, as follows. If F is a ﬂag module with basis fel j l 2 Pþg; then
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el:f ¼ hf ; vili elþ$i for all f 2 Vi: ð2:2Þ
Replacing F by an isomorphic ﬂag module (i.e. rescaling the el) only
multiplies each vil by a scalar, so let p
i
l be the corresponding point in PðV iÞ:
To simplify notation, let us write
P1...‘ :¼ PðV1Þ  
 
 
  PðV ‘Þ
and denote by pri :P1...‘ ! PðV iÞ the natural projection. For any point
p 2 P1...‘; we use the shorthand notation pi :¼ priðpÞ: Thus, to an
isomorphism class of ﬂag modules, we associate a collection of points fpl j
l 2 Pþg in P1...‘:
From now on, we assume that Question B has a positive answer. The
quadratic relations (I) and (II) in MA (see the end of Section 1) impose some
conditions on this collection of points, which we now analyse.
For relations of type (I), identify PðViÞ  PðV jÞ with its image in PðVi 	
V jÞ under the Segre embedding. Relations ðIÞij may be viewed as equations
deﬁning a subscheme Gij of PðV iÞ  PðV jÞ: We then have
ðpil; pjlþ$iÞ 2 Gij ð2:3Þ
for all l 2 Pþ and all 14i; j4‘:
Similarly, for relations of type (II), we consider the map PðRjiÞ :PðV j 	
V iÞ ! PðV i 	 V jÞ; where Rji denotes the transpose of Rij: Then we must
have
ðpil; pjlþ$iÞ ¼ PðRjiÞðp
j
l; p
i
lþ$j Þ ð2:4Þ
(again identifying PðV iÞ  PðV jÞ with its image under the Segre embed-
ding).
Gluing together conditions (2.3) and (2.4) for all i; j; we are led to consider
the subscheme G  ðP1...‘Þ‘þ1 of all ð‘þ 1Þ-tuples ðp0; p1; . . . ; p‘Þ satisfying
ðpi0; pjiÞ 2 Gij ;
ðpi0; pjiÞ ¼ PðRjiÞðpj0; pijÞ
for all 14i; j4‘: We may now rephrase conditions (2.3) and (2.4) by saying
that the collection fpl j l 2 Pþg satisﬁes
ðpl; plþ$1 ; . . . ; plþ$‘Þ 2 G for all l 2 Pþ: ð2:5Þ
Proposition 2.3. Assume that MA is quadratic (as an N-graded
algebra). Then there is a one-to-one correspondence between isomorphism
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P1...‘ satisfying (2.5).
Proof. It remains to show that the above construction can be
reversed, so assume that fpl j l 2 Pþg is a collection of points in
P1...‘ satisfying (2.5). Choose a (nonzero) representative vil 2 V i
for each pil; and endow a vector space l2Pþ Cel with the ﬂag
module structure deﬁned by rule (2.2). By (2.3), this rule is compa-
tible with relations of type (I) in MA: By (2.4), it is also compatible
with relations of type (II), provided that, for each l 2 Pþ and each
14i; j4‘; we suitably rescale one of vil; v
j
lþ$i ; v
j
l; v
i
lþ$j : Proceeding
by induction over the height hðlÞ; we may perform this rescaling in a
consistent way.
It is clear that the two constructions are inverse to each other. ]
Remark 2.4. Rescaling the mlm only multiplies the Rij by scalars.
Therefore, the scheme G does not depend on the normalizations of the
multiplication in MA; but only on A itself.
The following question is inspired by the description given in the
Introduction of [4].
Question D. Do there exist a subscheme E of P1...‘ and ‘ pairwise
commuting automorphisms s1; . . . ; s‘ : E ! E such that the scheme G is
given by
G ¼ fðp; s1ðpÞ; . . . ; s‘ðpÞÞ j p 2 Eg? ð2:6Þ
A positive answer to this question would fulﬁll the aim of parametrizing
ﬂag modules, as expressed at the beginning of this section. Indeed, assume
that E and s1; . . . ; s‘ as in Question D do exist. For each weight l ¼
P
ai$i;
deﬁne sl :¼ sa11 . . .sa‘‘ ; since the si commute, we have slþm ¼ slsm: Then for
every family fpl j l 2 Pþg of points in P1...‘ satisfying (2.5), the realization
(2.6) shows that pl ¼ slðp0Þ for all l 2 Pþ; with p0 2 E: Conversely, for
every p 2 E; the family fslðpÞ j l 2 Pþg satisﬁes (2.5) and thus deﬁnes an
isomorphism class of ﬂag modules by Proposition 2.3. Therefore, if Question
D had a positive answer, ﬂag modules (up to isomorphism) would be
parametrized by the points of E; with sl corresponding to the shift
operation F/F ½l:
Finally, for future reference, we deﬁne, for each 14i4‘; the line bundle
Li over E as the pullback of OPðViÞð1Þ along pri (restricted to E), and we call
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TðMAÞ :¼ ðE; s1; . . . ; s‘;L1; . . . ;L‘Þ
the flag tuple associated to A:
3. BRAIDED TUPLES AND RECONSTRUCTION OF SHAPE
ALGEBRAS
Chan [10] has given a construction in the opposite direction, starting from
a scheme E; automorphisms s1; . . . ; s‘ of E; and line bundles L1; . . . ;L‘
over E (satisfying some compatibility conditions; see Deﬁnition 3.1), and
building a Pþ-graded algebra from these data. Let us brieﬂy recall his
construction. To improve legibility, we will write Ls for the pullback of a
line bundle L along a map s:
Definition 3.1. We call a tuple T ¼ ðE; s1; . . . ; s‘;L1; . . . ;L‘Þ as
above a braided tuple if
(a) the si pairwise commute,
(b) for every i > j; there exists an equivalence Rij :Li 	Lsij !

Lj 	
L
sj
i of line bundles such that the braid relation
ðRjk 	 idÞðid	 RsjikÞðRij 	 idÞ ¼ ðid	 Rskij ÞðRik 	 idÞðid	 RsijkÞ ð3:1Þ
holds for every i > j > k (both sides being equivalences Li 	Lsij 	
L
sisj
k !

Lk 	Lskj 	Lsksji ).
Note that if we set Rii :¼ id for all i and Rji :¼ R1ij for all i > j; then (3.1)
becomes true for all i; j; k:
If l 2 Pþ decomposes as l ¼P ai$i; then deﬁne sl :¼ sa11 . . .sa‘‘ ; as
before (so slþm ¼ slsm). Deﬁne a line bundle Ll over E by the following
inductive rules (with L0 the trivial bundle):
L$i ¼Li; 14i4‘;
Llþm ¼Ll 	Lslm : ð3:2Þ
As is shown in [10], this procedure is, thanks to (3.1), well deﬁned up to
unique equivalences of line bundles built from the Rij (cf. also the proof of
Proposition 1.3). Now deﬁne the product of two section, a 2 H0ðE;LlÞ and
b 2 H0ðE;LmÞ by
ab :¼ a	 bsl 2 H0ðE;LlþmÞ: ð3:3Þ
CHRISTIAN OHN114Theorem 3.2 (Chan [10]). The product rule (3.3) turns the direct sum
BðTÞ :¼
M
l2Pþ
H0ðE;LlÞ
into an associative Pþ-graded algebra.
The algebra BðTÞ is not quadratic in general, so we consider its quadratic
cover
MðTÞ :¼ BðTÞð2Þ:
(If B is any N-graded algebra, we deﬁne its quadratic cover Bð2Þ as follows:
consider the canonical homomorphism TðB1Þ ! B and its kernel J ¼
k52 Jk; then set Bð2Þ :¼ TðB1Þ=ðJ2Þ: Here we view BðTÞ as an N-graded
algebra via the height function hðlÞ:)
The quadratic algebra MðTÞ may also be described more directly in terms
of the braided tuple T ; as follows. For each 14i4‘; set Vi :¼ H0ðE;LiÞ;
denote by V i the dual of Vi; and consider the map Pl
i : E ! PðViÞ
corresponding to the line bundle Li: For every 14i; j4‘; the map
Pli2ðPljÞsi corresponding to the line bundle Li 	Lsij is then given
by the composite
E !diag: E  E !idsi E  E !Pl
iPlj
PðViÞ  PðV jÞ !SegrePðVi 	 VjÞ: ð3:4Þ
Denote by Gij the image of this map and by Kij  Vi 	 Vj the subspace of
linear forms on V i 	 V j vanishing on Gij :
For every 14i; j4‘; Deﬁnition 3.1 implies that there exists a linear
isomorphism Rji : V j 	 Vi ! Vi 	 Vj such that the following diagram
commutes:
ð3:5Þ
Let Rij : Vi 	 Vj ! Vj 	 Vi be the transpose of Rji: It is clear that modulo Kij
and Kji; the map Rij is unique up to a scalar.
The algebra MðTÞ is then generated by V1  
 
 
  V‘; with relations given
by ðIÞij and ðIIÞij for all 14i; j4‘ (see the end of Section 1; Remark 1.5 still
applies).
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MðTÞ ! BðTÞ?
Having constructed the algebra MðTÞ from a braided tuple T ; we may
formulate a converse to Question D:
Question F. Assume that A is a quantum G such that the shape algebra
MA is quadratic. Does there exist a braided tuple T such that MA ¼ MðTÞ?
This Question is a priori weaker than Question D, for the following
reason. If MA is quadratic and does admit a ﬂag tuple T as in Question D,
then the reconstructed algebra MðTÞ is canonically isomorphic to MA:
However, we might also have MðT 0Þ ¼ MA for some subtuple T 0 of T (i.e. a
subscheme E0 of E stabilized by each si; with s0i and L
0
i the obvious
restrictions).
Problem G. Given a simple complex group G; characterize the ﬂag
tuples of all quantum G’s intrinsically (i.e. as braided tuples).
For G ¼ SLð2Þ; this is elementary: E must be the projective line P1; s can
be an arbitrary automorphism of inﬁnite order, andL ¼ OP1ð1Þ: The three
possible forms of s correspond to three different quantum SLð2Þ’s, namely,
OðSLð2ÞÞ (when s ¼ id), the standard Drinfel’d–Jimbo quantum SLð2Þ for q
not a root of unity (when s has two ﬁxed points), and the Jordanian
quantum SLð2Þ [12] (when s has one ﬁxed point). These are known [43] to be
the only quantum SLð2Þ’s (in the sense of Deﬁnition 1.1). The associated
shape algebras are Chx; yi=ðxy  yxÞ; Chx; yi=ðxy  q yxÞ; and Chx; yi=ðxy
yx  y2Þ; respectively.
Problem H. Reconstruct not only a shape algebra, but a quantum G
itself from a braided tuple satisfying the conditions found in Problem G.
PART II. A CONJECTURAL FLAG TUPLE FOR THE STANDARD
DRINFEL’D–JIMBO QUANTUM GROUPS
In this part, we describe ingredients for a potential braided tuple, and we
conjecture that these geometric data provide positive answers to Questions
F and D for the standard quantum groups of Drinfel’d and Jimbo. (The
conjecture concerning Question F will be proved for SLðnÞ in Part III.)
Again, G will denote a simply-connected simple complex group.
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Let g be the Lie algebra of G: Drinfel’d [14] and Jimbo [22] have
deﬁned (independently) a Hopf algebra UDJq ðgÞ that depends on a parameter
q 2 Cn and that is a ‘‘quantum analogue’’ of the universal enveloping
algebra UðgÞ (in the sense that its comultiplication is no longer
cocommutative). When q is not a root of unity, ﬁnite-dimensional UDJq ðgÞ-
modules have been studied (independently) by Lusztig [30] and by Rosso
[34]: in particular, discarding unwanted nontrivial one-dimensional mod-
ules, there still exists a family fVl j l 2 Pþg of UqðgÞ-modules satisfying
conditions (a) and (c) of Deﬁnition 1.1 (condition (c) follows e.g. from
Theorem 4.12(b) of [30]).
Therefore, if ODJq ðGÞ denotes the subspace of UDJq ðgÞn spanned
by the matrix coefﬁcients of the modules Vl; then O
DJ
q ðGÞ (for q not a
root of unity) is a quantum G in the sense of Deﬁnition 1.1. (If G is not
assumed to be simply connected, then ODJq ðGÞ may still be deﬁned in this
way, provided Pþ is replaced by the appropriate submonoid.) We call ODJq
ðGÞ the standard quantum G: When G ¼ SLðnÞ; SOðnÞ; or SpðnÞ; a
presentation of ODJq ðGÞ by generators and relations has been given by
Faddeev et al. [15].
5. RECOLLECTIONS FROM [33]
Choose a Borel subgroup B  G and a maximal torus T  B; and let
W :¼ NGðTÞ=T be the associated Weyl group. Denote by F and Fþ the root
system and the set of positive roots, respectively. To each a 2 F are
associated a reﬂection sa 2 W ; a root group Ua; and a copy La ¼ hUa;Uai
of ðPÞSLð2Þ in G:
Recall the following construction from [33]: an orthocell (of rank d) is a
left coset in W of the form
C ¼ Cðw; a1; . . . ; adÞ :¼ whsa1 ; . . . ; sad i;
where w 2 W and a1; . . . ; ad are positive and pairwise orthogonal roots.
Warning: the ak are not assumed to be strongly orthogonal, i.e. the sum of
two of them may well be a root.
By orthogonality, the reﬂections sa1 ; . . . ; sad pairwise commute. Therefore,
the following notation makes sense, and we will use it frequently:
sL :¼
Y
k2L
sak ; L  f1; . . . ; dg:
(Note that the elements of C are those of the form wsL:)
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nonincreasing, in the sense that ak5ak0 for all kok0; then deﬁne
EðCÞ :¼ f ’wg1 . . . gdB j gk 2 Lak 8kg  G=B;
where ’w 2 NGðTÞ is some representative of w: In [33], we show that
EðCÞ only depends on C as a coset (and not on the choice of w in C;
nor of its representative ’w; nor on the chosen nonincreasing
ordering of the ak). Furthermore, we show that EðCÞ is a T-stable
subvariety of G=B; isomorphic to the product P1  
 
 
  P1 of d projective
lines.
Remark 5.1. Orthocells may also be deﬁned in terms of right cosets: if
we set
Cða1; . . . ; ad ; wÞ :¼ hsa1 ; . . . ; sad iw;
then Cða1; . . . ; ad ; wÞ ¼ Cðw; w1a1; . . . ;w1adÞ: Moreover, recall (see [36],
end of Section 9.2.1) that for each w 2 W and each root a; we have
wUaw
1 ¼ Uwa; and hence wLaw1 ¼ Lwa: It follows that for C ¼
Cða1; . . . ; ad ; wÞ; we have
EðCÞ ¼ fg1 . . . gdwB j gk 2 Lak 8kg:
6. MONOGRESSIVE ORTHOCELLS AND THE VARIETY EDJ
Denote by o the Bruhat order on W and by } the associated
cover relation (i.e. w}w0 if wow0 and if no element of W lies between
w and w0). Denote also by ‘ðwÞ the length of an element w 2 W :
Recall the following combinatorial characterization (see e.g. [20, Sect. 5.9,
5.11]):
w}w0 , ‘ðw0Þ ¼ ‘ðwÞ þ 1 and w0 ¼ ws for some reflection s:
Assume that w 2 C has been chosen of minimal length.
Definition 6.1. An orthocell C ¼ Cðw; a1; . . . ; adÞ will be called mono-
gressive if
wsL}wsLsak 8L  f1; . . . ; dg; 8k =2 L;
or, equivalently, if
‘ðwsLÞ ¼ ‘ðwÞ þ jLj 8L  f1; . . . ; dg:
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EDJ :¼
[
C monogressive
EðCÞ:
7. THE AUTOMORPHISMS s1; . . . ; s‘
Let b1; . . . ; b‘ be the simple roots. Then the morphism
T ! ðCnÞ‘ : t/ðb1ðtÞ; . . . ; b‘ðtÞÞ
is surjective, so we may choose, for each 14i4‘; an element ti 2 T such that
bjðtiÞ ¼ qð$i jbjÞ ¼
qðbj jbjÞ=2 if j ¼ i;
1 if jai:
(
By (multiplicative) linearity, it then follows that aðtiÞ ¼ qð$i jaÞ for every
root a 2 F:
Now let C ¼ Cðw; a1; . . . ; adÞ be a monogressive orthocell. Since EðCÞ is
T-stable in G=B; the automorphism
si;C : EðCÞ ! EðCÞ : gB/wtiw1gB
is well deﬁned, and it is independent of the choice of ti because the kernel of
the above morphism T ! ðCnÞ‘ is equal to the centre of G (see e.g. [36,
Proposition 8.1.1]).
Proposition 7.1. For each i; the automorphisms si;C glue together to
form a well defined automorphism si of EDJ:
We defer the proof to Appendix B.
8. THE LINE BUNDLES L1; . . . ;L‘
Recall that for each l 2 Pþ; the highest weight point in PðVlÞ is ﬁxed by
B; hence we get a well-deﬁned Pl .ucker map
Pll : G=B ! PðVlÞ:
Let $1; . . . ; $‘ be the fundamental weights and write Pl
i :¼ Pl$i for each i:
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restricted to EDJ:
Warning. We may not deﬁne Ll to be the pullback of OPðVlÞð1Þ for all
l 2 Pþ: this would cause a conﬂict with the recursion rule (3.2).
9. MAIN CONJECTURES AND RESULT
Conjecture 9.1 (Positive Answer to Question F). Assume that q 2 Cn
is not a root of unity. The tuple TDJ ¼ ðEDJ; s1; . . . ; s‘;L1; . . . ;L‘Þ defined
in Section 6–8 is a braided tuple (see Definition 3.1), and the associated
quadratic algebra MðTDJÞ is the shape algebra of the standard quantum group
ODJq ðGÞ:
Conjecture 9.2 (Positive Answer to Question D). Moreover, the same
tuple TDJ is the flag tuple associated to ODJq ðGÞ (i.e. EDJ parametrizes all flag
modules of the shape algebra of ODJq ðGÞ).
Theorem 9.3. Conjecture 9.1 is true for G ¼ SLðnÞ:
PART III. THE STANDARD QUANTUM SLðnÞ
In this part, we will describe the objects of Sections 5–7 more explicitly
when G ¼ SLðnÞ; and we prove Conjecture 9.1 in that case.
10. THE VARIETIES EðCÞ
From now on, it will be more convenient to view orthocells as right cosets
(see Remark 5.1).
Let us ﬁrst recall the usual realization of the ﬂag variety SLðnÞ=B; of the
Pl .ucker maps Pli; and of the subgroups La:
We let B  SLðnÞ be the subgroup of all upper triangular matrices, i.e. the
stabilizer of the ﬂag
Ce1  Ce1  Ce2  
 
 
  Ce1  
 
 
  Cen1;
where e1; . . . ; en denotes the canonical basis of C
n: This identiﬁes SLðnÞ=B
with the set of all (full) ﬂags in Cn (or in Pn1 :¼ PðCnÞ).
We also let T  B be the subgroup of all diagonal matrices: the Weyl
group W then identiﬁes with the symmetric group Sn; and the reﬂections
correspond exactly to the transpositions.
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V$i is given by the exterior power LiCn; and that the map Pli : SLðnÞ=B !
PðLiCnÞ may be described as follows: given a ﬂag F 2 SLðnÞ=B; choose a
basis f1; . . . ; fi of its component Fi of dimension i; then send F to the point
f1 ^ 
 
 
 ^ fi 2 PðLiCnÞ (which is independent of the choice of the basis).
Moreover, the elements
eiw :¼ ewð1Þ ^ 
 
 
 ^ ewðiÞ; w 2 Sn;
form a basis of LiCn (up to obvious redundancies).
Let a 2 Fþ and write sa ¼ ða bÞ; 14aob4n: Then the subgroup La 
SLðnÞ is the group SLð2Þ acting naturally on Cea  Ceb and trivially on all
other ec: Clearly, if sa; sb commute (i.e. if a; b are orthogonal), then so do La
and Lb: (This is not true for arbitrary G:)
Now ﬁx an orthocell C ¼ Cða1; . . . ; ad ; wÞ and let us describe the variety
EðCÞ; or rather, its images under the maps Pli; 14i4n  1:
Remark 10.1. For each 14k4d; the following conditions are equiva-
lent:
* sak w$i ¼ w$i;
* the transposition sak leaves the set fwð1Þ; . . . ;wðiÞg invariant,
* eisak w
¼ eiw:
Number the ak in such a way that for some 14a4d; the above conditions
hold for 14k4a and do not hold for a þ 14k4d: For each k; write sak ¼
ðak bkÞ; akobk; and pick an element gk 2 Lak acting as xkyk **
 
on Ceakþ
Cebk (and trivially on the other ec). For any subset L  f1; . . . ; ag; write
%L :¼ f1; . . . ; ag=L; xL :¼
Y
k2L
xk; yL :¼
Y
k2L
yk:
The above description of the map Pli and of the subgroups Lak now imply
that
Pliðg1 . . . gdwBÞ ¼
X
Lf1;...;ag
x %LyL e
i
sLw
2 PðLiCnÞ: ð10:1Þ
Remark 10.2. The variety EðCÞ being a product of d projective lines, we
may view ðx1 : y1Þ; . . . ; ðxd : ydÞ as homogeneous coordinates on these lines.
A more geometric description of the varieties EðCÞ (not needed here) can
be found in [33, Example 5.1].
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Let us ﬁrst recall a more explicit description of the Bruhat cover relation
in Sn: Write a permutation w 2 Sn as an array ½wð1Þ . . . wðnÞ; and write e.g.
w ¼ ½
a 
 b 
 c
 to signify that in the array w; a appears to the left of b and b
appears to the left of c:
If s 2 Sn is a transposition, say s ¼ ða bÞ with aob; then w}sw if and only
if (i) w ¼ ½
a 
 b
 and (ii) whenever w ¼ ½
a 
 c 
 b
; c is outside of the
(numerical) interval ½a; b: For example, if n ¼ 7 and s ¼ ð4 6Þ; then we have
½3472651}½3672451; but ½74156235
 ½7615423 because the subarray
½4156 contains 5:
Now let C ¼ Cða1; . . . ; ad ; wÞ be an orthocell, and write again sak ¼
ðak bkÞ; akobk; for all k: The above description of the Bruhat cover relation
shows the following
Criterion 11.1. With the above notation, the orthocell C is monogressive
if and only if the following conditions hold for all k:
* w ¼ ½
ak 
 bk
;
* whenever w ¼ ½
ak 
 c 
 bk
; c is outside of the interval ½ak; bk;
* whenever w ¼ ½
ak 
 ak0 
 bk
 for some k0ak; both ak0 and bk0 are
outside of the interval ½ak; bk; and similarly whenever w ¼ ½
ak 
 bk0 
 bk
:
Example 11.2 ðn ¼ 4Þ: There are 58 monogressive orthocells of rank 1;
viz. those of one of the following forms:
* f½ijkl; ½jiklg; f½kijl; ½kjilg; or f½klij; ½kljig ðiojÞ;
* f½ikjl; ½jkilg or f½likj; ½ljkig ðioj; k =2 ½i; jÞ;
* f½iklj; ½jklig ðioj; k; l =2 ½i; jÞ:
There are 11 monogressive orthocells Cða1; a2; wÞ of rank 2; given by
* sa1 ¼ ð1 2Þ; sa2 ¼ ð3 4Þ; w ¼ ½1234; ½3412; ½1324; ½3142; ½1342; or
½3124;
* sa1 ¼ ð1 3Þ; sa2 ¼ ð2 4Þ; w ¼ ½1324 or ½2413;
* sa1 ¼ ð1 4Þ; sa2 ¼ ð2 3Þ; w ¼ ½1423; ½2314; or ½2143:
(Pictures for the corresponding varieties EðCÞ may be found in [33,
Example 5.1].)
Example 11.3 ðn ¼ 3Þ: View SLð3Þ=B as the set of ﬂags ðp; lÞ in P2 ¼
PðC3Þ: Consider e1; e2; e3 as points in P2 and let eab  P2 be the line through
FIG. 1. The subvariety EDJ in SLð3Þ=B: Its eight irreducible components intersect in six
points. Next to each point is a small picture, viewing it as a ﬂag in P2: The ‘‘missing’’ diagonal
corresponds to the orthocell f½123; ½321g; which is not monogressive.
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DJ is the union of the following eight curves in SLð3Þ=B:
fðea; lÞ j ea 2 lg; a ¼ 1; 2; 3;
fðp; eabÞ j p 2 eabg; ab ¼ 12; 13; 23;
fðp; lÞ j e12 3 p 2 l 3 e3g;
fðp; lÞ j e23 3 p 2 l 3 e1g:
See Fig. 1.
12. THE AUTOMORPHISMS si
Denote again the simple roots by b1; . . . ; bn1: If t ¼ diagðx1; . . . ; xnÞ 2 T
(with
Q
j xj ¼ 1), then recall that biðtÞ ¼ xix1iþ1: Therefore, ti 2 T is equal, up
to a factor, to the matrix diagð1; . . . ; 1; q; . . . ; qÞ (i times 1 and n  i times q).
If C ¼ Cða1; . . . ; ad ; wÞ; with sak ¼ ðak bkÞ as before, then the action of the
associated automorphism si : gB/wtiw1gB on EðCÞ may be described
more explicitly using the homogeneous coordinates ðx1 : y1Þ; . . . ; ðxd : ydÞ of
Remark 10.2:
si : ðxk : ykÞ/
ðxk : qykÞ if sak w$iaw$i;
ðxk : ykÞ if sak w$i ¼ w$i:
(
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Example 11.3), s1; s2 act as homotheties (viewing the two T-stable points on
this component as 0 and 1). The ratios for s1 are, respectively, 1; 1; 1; q;
q; q; q; q; and those for s2 are q; q; q; 1; 1; 1; q; q:
13. PROOF OF CONJECTURE 9.1 FOR G ¼ SLðnÞ
For each 14i4n  1; consider the vector space V i :¼ LiCn: On one hand,
SLðnÞ acts on it naturally, and the corresponding map SLðnÞ=B ! PðViÞ
induces a line bundle Li on E
DJ  SLðnÞ=B (see Section 8). On the other
hand, we will make UDJq ðslðnÞÞ act on V i (see below, before Lemma 13.4),
turning Vi into the simple UDJq ðslðnÞÞ-module of highest weight $i:
Both the algebra MðTDJÞ and the shape algebra MDJ thus become
quotients of the tensor algebra TðV1  
 
 
  Vn1Þ (where Vi :¼ ðV iÞn).
Note also that MðTDJÞ is quadratic by deﬁnition, and MDJ is quadratic by
Taft and Towber [40]. So we need to show that relations of types (I) and (II)
(see end of Section 1) agree for both algebras (and, of course, that the tuple
TDJ is braided in the ﬁrst place).
We will break down the proof into several lemmas.
Definition 13.1. Let 14i; j4n  1: An orthocell C ¼ Cða1; . . . ; ad ; wÞ
will be called ij-effective if, for every 14k4d; we have both sak w$iaw$i
and sak w$jaw$j: In this case, we deﬁne the following element of V
i 	 V j:
e
ij
C :¼
X
Lf1;...;dg
qjLjeis %Lw 	 e
j
sLw
;
where, as before, sL :¼
Q
k2L sak and %L :¼ f1; . . . ; dg=L:
We denote by V ij  Vi 	 Vj the linear span of the image of the map
Pli2ðPljÞsi (see (3.4)).
Lemma 13.2. The subspace Vij is linearly spanned by the eijC for C
monogressive and ij-effective.
Proof. First, let C ¼ Cða1; . . . ; ad ; wÞ be monogressive and ij-effective.
If a point p 2 EðCÞ has homogeneous coordinates ðx1 : y1Þ; . . . ; ðxd : ydÞ
(see Remark 10.2), then by ij-effectiveness, the coordinates of siðpÞ are
ðx1 : qy1Þ; . . . ; ðxd : qydÞ: Using (10.1), we therefore see that Pli2ðPljÞsi
sends p to the following point in PðV i 	 V jÞ:X
L;Mf1;...;dg
qjMjx %Lx %MyLyM e
i
sLw
	 ejsM w:
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L \M; and N :¼ M =L ¼ M =J  I ; this expression may be rewritten as
X
I ;Jf1;...;dg
I\J¼|
qjJjðxI[JÞ2xI yI ðyJÞ2
X
NI
qjNjeis %N sJ w 	 e
j
sN sJ w
 !
¼
X
I ;Jf1;...;dg
I\J¼|
qjJjðxI[JÞ2xI yI ðyJÞ2 eijCðaI ;sJ wÞ;
where aI is shorthand for the set fak j k 2 Ig: By induction over d; we may
assume that e
ij
C0 2 Vij for all monogressive ij-effective orthocells C0 of rank
smaller than d (the case d ¼ 0 being trivial). Since the above sum is in Vij by
deﬁnition, the only remaining term, namely e
ij
C ; is in V
ij as well.
We still need to show that the image of a point p 2 EðCÞ is in the span of
the e
ij
C0 (for C
0 monogressive and ij-effective) even if C is not ij-effective (but
still monogressive). Reordering the ak if necessary, we may assume that, for
some 14a4b4c4d; they satisfy
sak w$iaw$i; sak w$jaw$j if 14k4a;
sak w$iaw$i; sak w$j ¼ w$j if a þ 14k4b;
sak w$i ¼ w$i; sak w$jaw$j if b þ 14k4c;
sak w$i ¼ w$i; sak w$j ¼ w$j if c þ 14k4d:
Let again ðx1 : y1Þ; . . . ; ðxd : ydÞ be homogeneous coordinates for a point
p 2 EðCÞ: This time, the coordinates for siðpÞ are obtained by multiplying
yk by q only for 14k4b: Furthermore, we have
PliðpÞ ¼
X
Lf1;...;ag
L0faþ1;...;bg
x %Lx %L0yLyL0 e
i
sLsL0w
;
and a similar expression for PljðpÞ; with fa þ 1; . . . ; bg replaced by fb þ
1; . . . ; cg: A computation similar to the one above shows that Pli2ðPljÞsi
now sends p to
X
I ;Jf1;...;ag
I\J¼|
L0faþ1;...;bg
M 0fbþ1;...;cg
qjJjðxI[JÞ2xI x %L0x %M 0yI ðyJÞ2yL0yM 0 eijCðaI ;sJ sL0 sM0wÞ ð13:1Þ
(where we have used the fact that eiw ¼ eisM0w and ejw ¼ ejsL0w). ]
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dim V ij4Dn;i;j :¼
n
i
 !
n
j
 !
 n
i  1
 !
n
j þ 1
 !
:
Proof. Consider a monogressive ij-effective cell C ¼ Cða1; . . . ; ad ; wÞ:
For each 14k4d; write again sak ¼ ðak bkÞ; akobk (hence w ¼ ½
ak 
 bk
 by
monogressivity). Reorder the ak in such a way that b1o 
 
 
obd : By ij-
effectiveness, each ak must appear in the subarray ½wð1Þ . . . wðiÞ; and each bk
in the subarray ½wðj þ 1Þ . . . wðnÞ: Now let Sij :¼ Si  Sji  SnðiþjÞ  Sn;
and note that for each p 2 Sij ; replacing w by wp in C leaves eijC invariant up
to a sign. Choosing p appropriately, we may assume that w takes the
following form:
½wð1Þ . . . wði  dÞ a1 . . . ad wði þ 1Þ . . . wðjÞ bd . . . b1 wðj þ d þ 1Þ . . . wðnÞ;
with, say, the following orderings:
wð1Þ > 
 
 
 > wði  dÞ; wði þ 1Þ > 
 
 
 > wðjÞ;
wðj þ d þ 1Þ > 
 
 
 > wðnÞ:
This rearrangement does not affect the monogressivity of C (nor, for that
matter, its ij-effectiveness). Indeed, the only nonobvious point here is the
relative ordering of the ak and the bk: by monogressivity, we have w}sak w
}sak sak0 w and w}sak0 w}sak sak0 w; so if kok0; then, whatever the order in
which ak; ak0 ; bk; bk0 appear in the original array ½wð1Þ . . . wðnÞ; we must have
either akobkoak0obk0 ; or ak0oakobkobk0 : In both cases, ak0 and bk0 are
outside of the (numerical) interval ½ak; bk; so they may indeed appear
between ak and bk in the new array without affecting monogressivity.
An orthocell thus modiﬁed will be called ij-normal. The proof will be
ﬁnished if we show that there are Dn;i;j ij-normal orthocells in Sn: Since we
have the recursion rule
Dnþ1;i;j ¼ Dn;i1;j1 þ Dn;i1;j þ Dn;i;j1 þ Dn;i;j;
it is enough to show that the number of ij-normal orthocells in Snþ1 satisﬁes
the same recursion rule. If C is such an orthocell, there are two possibilities.
* Either each sak ﬁxes n þ 1: Removing n þ 1 from the array ½wð1Þ . . .
wðn þ 1Þ; we then obtain an orthocell in Sn; which is ði  1Þðj  1Þ-normal,
iðj  1Þ-normal, or ij-normal, according to the position of n þ 1 in the array,
relative to wðiÞ and wðjÞ:
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Removing again n þ 1 from the array, and discarding ad from C; we then
obtain an ði  1Þj-normal orthocell in Sn:
Clearly, this procedure may be reversed, starting from a normal orthocell
in Sn and inserting n þ 1 at all possible places in the corresponding array.
Hence the desired recursion rule. ]
Now let us recall a presentation for the quantized enveloping algebra
UDJq ðslðnÞÞ; following e.g. [21]: it is generated by 4ðn  1Þ elements Kb; K1b ;
Xb; Yb (b a simple root), subject to the commutation relations
KbK
1
b ¼ 1 ¼K1b Kb; KbKg ¼ KgKb;
KbXgK
1
b ¼ qðbjgÞXg;
KbYgK
1
b ¼ qðbjgÞYg;
XbYg  YgXb ¼ dbg
Kb  K1b
q  q1 ;
as well as the quantized Serre relations
X 2bXg  ðq þ q1ÞXbXgXb þ XgX 2b ¼ 0 if b; g adjacent;
XbXg  XgXb ¼ 0 if b; g not adjacent;
Y 2bYg  ðq þ q1ÞYbYgYb þ YgY 2b ¼ 0 if b; g adjacent;
YbYg  YgYb ¼ 0 if b; g not adjacent:
Moreover, UDJq ðslðnÞÞ is a Hopf algebra whose comultiplication is given on
the generators by
DK1b ¼K1b 	 K1b ;
DXb ¼Xb 	 1þ Kb 	 Xb;
DYb ¼Yb 	 K1b þ 1	 Yb: ð13:2Þ
We then deﬁne a UDJq ðslðnÞÞ-module structure on V i as follows. For every
w 2 W and every simple root b; we set
Kbe
i
w ¼ qðw$i jbÞeiw; K1b eiw ¼ qðw$i jbÞeiw;
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Xbe
i
w ¼ 0; Ybeiw ¼ eisbw if ðw$ijbÞ ¼ 1;
Xbe
i
w ¼ 0; Ybeiw ¼ 0 if ðw$ijbÞ ¼ 0;
Xbe
i
w ¼ eisbw; Ybeiw ¼ 0 if ðw$ijbÞ ¼ 1:
(These are the only possible values for ðw$ijbÞ; because $i is minuscule.) It
is straightforward to check that this module structure is well deﬁned, and
that it is the simple UDJq ðslðnÞÞ-module of highest weight $i:
Lemma 13.4. The subspace V ij is a UDJq ðslðnÞÞ-submodule of V i 	 V j:
By Lemma 13.2, the statement means that the action of a generator of
UDJq ðslðnÞÞ on a vector eijC ; C monogressive and ij-effective, must again be a
linear combination of such vectors. We postpone these rather tedious
computations to Appendix C.
Corollary 13.5. The subspace Vij is equal to the (unique) UDJq ðslðnÞÞ-
submodule of V i 	 V j of highest weight $i þ$j; and the eijC (for C
monogressive and ij-effective) are linearly independent.
Proof. The vector e
ij
Cð2;1Þ ¼ ei1 	 ej1 is a highest weight vector, of weight
$i þ$j : Now apply Lemmas 13.2 and 13.3, noting that the dimension of
the simple module of highest weight $i þ$j is precisely Dn;i;j: ]
Lemma 13.6. The linear map Rji : Vji ! V ij defined by
RjiðejiCÞ ¼ eijC for all monogressive ij-effective C ð13:3Þ
is an isomorphism of UDJq ðslðnÞÞ-modules.
Proof. This is immediate from the action of the generators of UDJq ðslðnÞÞ
on the basis elements of Vij and V ji; as described in Appendix C: the
formulas obtained there are symmetric in i and j: ]
Extend Rji to an isomorphism Vj 	 Vi ! V i 	 V j of UDJq ðslðnÞÞ-modules
(in an arbitrary way).
Lemma 13.7. The maps Rji induce isomorphisms Rij :Li 	Lsij !

Lj 	
L
sj
i of line bundles over E
DJ; and the latter satisfy (3.1) for all i; j; k:
Proof. The ﬁrst statement amounts to the commutativity of the diagram
(3.5), which immediately follows from (13.1) and (13.3).
CHRISTIAN OHN128For the second statement, consider the composite map
EDJ !diag: EDJ  EDJ  EDJ !idsisisj EDJ  EDJ  EDJ
!Pl
iPljPlk
PðViÞ  PðV jÞ  PðV kÞ !SegrePðV i 	 V j 	 VkÞ ð13:4Þ
corresponding to the line bundle Li 	Lsij 	Lsisjk ; and denote by V ijk 
V i 	 V j 	 Vk the linear span of the image of this map.
Claim A. The subspace V ijk is contained in the unique simple UDJq ðslðnÞÞ-
submodule W ijk of V i 	 V j 	 V k of highest weight $i þ$j þ$k:
Indeed, let Kij be the kernel of a projection Vi 	 Vj ! V$iþ$j ; and deﬁne
similarly Kjk; Kijk: Since M
DJ is quadratic (cf. [40]), we have Kijk ¼
Kij 	 Vk þ Vi 	 Kjk; so dually, W ijk ¼ Vij 	 Vk \ Vi 	 Vjk; and Vijk is
clearly contained on the right-hand side. This shows Claim A.
The proof will be ﬁnished if we show the following claim (from which
(3.1) follows):
Claim B. Consider the maps ðRji 	 idÞðid	 RkiÞðRkj 	 idÞ and ðid	
RkjÞðRki 	 idÞðid	 RjiÞ from V k 	 V j 	 V i to Vi 	 Vj 	 V k: Their restric-
tions to V kji agree.
By Claim A, it will be enough to show that the restrictions to W kji agree.
Since both maps are morphisms between the simple UDJq ðslðnÞÞ-modules
W kji and W ijk; they must be equal up to a constant. But they both send the
(highest weight) vector ek1 	 ej1 	 ei1 to ei1 	 ej1 	 ek1 ; so this constant is equal
to 1: This shows Claim B. ]
It now follows from Lemma 13.7 that the tuple TDJ ¼ ðEDJ; s1; . . . ; s‘;
L1; . . . ;L‘Þ is braided. It also follows from Corollary 13.5 and Lemma 13.6
that the quadratic algebras MðTDJÞ and MDJ agree (as quotients of
TðV1  
 
 
  Vn1Þ). Conjecture 9.1 is thus proved for G ¼ SLðnÞ:
APPENDIX A. PROOF OF PROPOSITION 1.3
Assume that MA is associative. By Deﬁnition 1.1(c), there exists an A-
isomorphism Rij : Vi 	 Vj ! Vj 	 Vi: Rescaling Rij if necessary, we may
assume that the diagram
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commutes. Now consider the following diagram:
where we have omitted all tensor product symbols and written Viþj instead
of V$iþ$j ; etc. (The arrows are the obvious ones, coming either from the
multiplication m or from the Rij:) All diamonds commute by associativity,
and all triangles commute, being instances of (A.1). Moreover, each object
in the diagram contains a unique copy of V$iþ$jþ$k ; and when all arrows
are restricted to these subcomodules, they become isomorphisms. Therefore,
the outer rim commutes, i.e. (1.1) holds.
Conversely, assume that (1.1) holds for all i > j > k: We ﬁrst extend the
deﬁnition of the Rij by setting Rii :¼ id for all i and Rji :¼ R1ij for all i > j:
Relation (1.1) then holds for all i; j; k:
We will realize MA as a quotient of the tensor algebra TðV1  
 
 
  V‘Þ:
Let G be the free monoid on f1; . . . ; ‘g: For every I ¼ i1 . . . ir 2 G; let
$I :¼ $i1 þ 
 
 
 þ$ir ; V	I :¼ Vi1 	 
 
 
 	 Vir ;
so TðV1  
 
 
  V‘Þ ¼ I2G VI : By Deﬁnition 1.1(c), V	I contains a unique
copy of V$I ; let KI  V	I be its unique invariant supplement. Then the
direct sum K ¼ I2G KI is a (two-sided) ideal in TðV1  
 
 
  V‘Þ (again by
Deﬁnition 1.1(c)), so we get a quotient algebra
TðV1  
 
 
  V‘Þ=K ¼:
M
I2G
VI :
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be fairly standard: use the Rij to exchange generators from different Vi’s,
and check that this is consistent, using (1.1). More explicitly, denote by Sr
the symmetric group. If p 2 Sr and I ¼ i1 . . . ir 2 G; deﬁne pI :¼ ipð1Þ . . . ipðrÞ:
Denote the usual generators of Sr by sj :¼ ðj; j þ 1Þ; 14j4r  1; and deﬁne
an A-isomorphism RI ;j : V
	I ! V	sjI by Rijijþ1 on Vij 	 Vijþ1 and by id on all
other Vik : If p 2 Sr decomposes as p ¼ sj1 . . . sjt (not necessarily in a reduced
way), deﬁne RI ;p : V
	I ! V	pI by RI ;p :¼ RI ;j1 . . . RI ;jt : Since this is an A-
isomorphism, it restricts to RI ;p : VI ! VpI : Note that this restriction does
not depend on the chosen decomposition of p; thanks to Rii ¼ id; to RijRji ¼
id; and to (1.1).
Now consider TðV1  
 
 
  V‘Þ=K as a Pþ-graded algebra, the term of
degree l 2 Pþ being Ul :¼ I : $I¼l VI : Let Sl  Ul be the span of all
elements x  RI ;pðxÞ; x 2 VI ; where I runs over all elements of G such that
$I ¼ l: Then Ul=Sl consists of just one copy of Vl: indeed, on one hand,
$I ¼ $J if and only if J ¼ pI for some p 2 Sr; and on the other hand, the
construction of the RI ;p implies that
RI ;pp0 ¼ Rp0I ;pRI ;p0 :
Moreover, the direct sum S :¼ l2Pþ Sl is an ideal in TðV1  
 
 
  V‘Þ=K ;
so the corresponding quotient yields the desired associative realization of
the shape algebra MA:
APPENDIX B. PROOF OF PROPOSITION 7.1
We need to show that for any monogressive orthocells C1;C2; the
automorphisms si;C1 and si;C2 agree on EðC1Þ \ EðC2Þ: Since this inter-
section is clearly T-stable and closed, it is a union of T-orbit closures in each
of EðC1Þ and EðC2Þ; hence [33, Corollary 6.2] a union of EðC0Þ with C0 a
common subcell of C1 and C2:
It is therefore enough to show that the si;C are compatible with restriction
to subcells. Consider a monogressive orthocell C ¼ Cðw; a1; . . . ; adÞ and a
subcell, say, C0 ¼ CðwsL; a01; . . . ; a0eÞ; with L  f1; . . . ; dg; fa01; . . . ; a0eg 
fa1; . . . ; adg; and ak =2 fa01; . . . ; a0eg for all k 2 L (so that wsL is again of
minimal length in C0). For each a 2 F; ﬁx an isomorphism ua : ðC;þÞ ! Ua
such that tuaðzÞt1 ¼ uaðaðtÞzÞ for all t 2 T and all z 2 C [36, Proposition
8.1.1(i)]. Then the set of all ’w’sLua0
1
ðz1Þ . . . ua0eðzeÞB; ðz1; . . . ; zeÞ 2 Ce; is an
open dense subset of EðC0Þ (cf. [33, Proof of Theorem 4.1]), and the action
of si;C0 on such an element is given by
wsLtis
1
L w
1 ’w’sLua1ðz1Þ . . . uad ðzdÞB
‘‘CLASSICAL’’ FLAG VARIETIES FOR QUANTUM GROUPS 131¼ ’w’sLtiua1ðz1Þ . . . uad ðzdÞB
¼ ’w’sLua1ða1ðtiÞ1z1Þ . . . uad ðadðtiÞ1zdÞB;
whereas the action of si;C (i.e. multiplication by wtiw1 instead of
wsLtis
1
L w
1) is given by the same expression, with ti replaced by s1L tisL:
But since sL is a product of reﬂections w.r.t. roots orthogonal to each a0k; we
have a0kðs1L tsLÞ ¼ ðsLa0kÞðtÞ ¼ a0kðtÞ: Thus, the restriction of si;C to C0
coincides with si;C0 ; and the result follows.
APPENDIX C. PROOF OF LEMMA 13.4
We begin by collecting some more explicit information on the root system
of SLðnÞ: First, ðajaÞ ¼ 2 for every root a; so in particular,
saðlÞ ¼ l ðljaÞ a
for any weight l: Recall also that all fundamental weights $1; . . . ; $n1 are
minuscule, so for any w 2 Sn and any root a; ðw$ijaÞ ¼ 0; 1; or 1:
Moreover, if a > 0; then
wosaw )ðw$ijaÞ ¼ 0 or 1;
w > saw )ðw$ijaÞ ¼ 0 or  1:
Now let aaa0 be two positive roots and sa ¼ ða bÞ; sa0 ¼ ða0 b0Þ; with aob
and a0ob0: Then
ðaja0Þ ¼
1 if a ¼ a0 or b ¼ b0 ðbut not bothÞ;
0 if fa; bg \ fa0; b0g ¼ |;
1 if a ¼ b0 or b ¼ a0:
8><
>:
The preceding information will be used freely in the sequel, without explicit
reference.
We ﬁx a simple root b: Consider ﬁrst the action of the generator Kb on a
vector e
ij
C ; where C ¼ Cða1; . . . ; ad ; wÞ is monogressive and ij-effective.
Recalling expression (13.2) for DKb; we get
Kbe
ij
C ¼
X
Lf1;...;dg
qðs %Lw$i jbÞþðsLw$j jbÞqjLj eis %Lw 	 e
j
sLw
:
CHRISTIAN OHN132For each 14k4d; we have sak w$j ¼ w$j  ak: More generally, sLw$j ¼
w$j 
P
k2L ak; and similarly for sLw$i; therefore,
Kbe
ij
C ¼ q
ðwð$iþ$jÞjbÞ
Pd
k¼1
ðak jbÞ
e
ij
C :
A similar formula holds for K1b e
ij
C :
Now we study the action of Xb and of Yb on a vector e
ij
C : Note that the
root b will be orthogonal to all deﬁning roots of the orthocell C; except at
most two. Thus, there are four cases to consider:
Case I. C ¼ Cða; a0; a1; . . . ; ad ; wÞ:
Case II. C ¼ Cða; a1; . . . ; ad ; wÞ:
Case III. C ¼ Cða1; . . . ; ad ; wÞ:
Case IV. C ¼ Cðb; a1; . . . ; ad ; wÞ; where, in all cases, a; a0; a1; . . . ; ad are
pairwise orthogonal, ðbjaÞ ¼ 1; ðbja0Þ ¼ 1; and ðbjakÞ ¼ 0 for all k:
We will ﬁrst treat these four cases when d ¼ 0; and then describe how to
deduce results for arbitrary d from this particular case.
Let us use the notation c}c0 even when c; c0 are integers, meaning that
c0 ¼ c þ 1: We will also use the following notation throughout:
s :¼ sa ¼: ða bÞ; s0 :¼ sa0 ¼: ða0 b0Þ; t :¼ sb;
with aob and a0ob0: Note that monogressivity and ij-effectiveness exclude
the orderings aoa0obob0 and a0oaob0ob:
Case I. C ¼ Cða; a0; wÞ:
Subcase I.1: ðbjaÞ ¼ ðbja0Þ ¼ 1: Exchanging a; a0 if necessary, we may
assume that aoa0: Then we must have aob}a0ob0 and t ¼ ðb a0Þ:
Furthermore, ðsw$ijbÞ ¼ ðs0w$ijbÞ ¼ ðw$ijbÞ  1 and ðss0w$ijbÞ ¼ ðw$ijbÞ
2: Since all these inner products must be equal to 0; 1; or 1; we get
ðw$ijbÞ ¼ 1; ðsw$ijbÞ ¼ ðs0w$ijbÞ ¼ 0; ðss0w$ijbÞ ¼ 1;
and similarly for $i replaced by $j: Recalling expression (13.2) for DXb and
DYb; we obtain
Xbe
ij
C ¼Xbðq2eiw 	 ejss0w þ q eisw 	 ejs0w þ q eis0w 	 ejsw þ eiss0w 	 ejwÞ
¼ q2Xbeiw 	 ejss0w þ Kbeiss0w 	 Xbejw
¼ q2eitw 	 ejss0w þ q eiss0w 	 ejtw;
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Ybe
ij
C ¼ q2eiw 	 ejtss0w þ q eitss0w 	 ejw:
The vanishing inner products obtained above imply that tsw$i ¼ sw$i and
ts0w$i ¼ s0w$i: Using the Coxeter relations ðtsÞ3 ¼ ðts0Þ3 ¼ 1; we then also
have the equalities
tw$i ¼ stw$i ¼ s0tw$i ¼ ss0tw$i;
ss0w$i ¼ sts0w$i ¼ s0tsw$i ¼ ss0tss0tw$i;
w$i ¼ tstw$i ¼ ts0tw$i ¼ tss0tw$i;
tss0w$i ¼ stss0w$i ¼ s0tss0w$i ¼ ss0tss0w$i
(and similarly for $i replaced by $j), which may be used in the above
expressions for Xbe
ij
C and Ybe
ij
C ; cf. Remark 10.1. Since aoboa0ob0;
monogressivity implies that there are four possible relative positions of
a; b; a0; b0 inside the array w; yielding the following expressions for
Xbe
ij
C and Ybe
ij
C :
These results are valid provided all orthocells involved are monogressive
(their ij-effectiveness being clear). In each case, this may easily be checked
using Criterion 11.1. For example, in the ﬁrst line, we have w ¼ ½
a 
 a0 
 b 

b0
; ss0tw ¼ ½
b 
 a 
 b0 
 a0
; and sss0ðbÞ ¼ ða b0Þ: since C ¼ Cða; a0; wÞ is
monogressive by assumption, the subarray ½a0 . . . b of w contains no
numbers in the (numerical) interval ½a; b; nor in ½a0; b0; and therefore not in
½a; b0 (because aob}a0ob0); thus, the orthocell Cðss0ðbÞ; ss0twÞ is again
monogressive.
Subcase I.2: ðbjaÞ ¼ 1 and ðbja0Þ ¼ 1: Here we must have either a}a0
ob0ob and t ¼ ða a0Þ; or aoa0ob0}b and t ¼ ðb0 bÞ: Furthermore,
ðw$ijbÞ ¼ ðss0w$ijbÞ ¼ 0; ðsw$ijbÞ ¼ 1; ðs0w$ijbÞ ¼ 1;
CHRISTIAN OHN134and similarly for $i replaced by $j: It follows that
Xbe
ij
C ¼ q eitsw 	 ejs0w þ q2eis0w 	 ejtsw;
Ybe
ij
C ¼ q eisw 	 ejts0w þ q2eits0w 	 ejsw:
Arguments similar to those of Subcase I.1 then show (whether t ¼ ða a0Þ or
t ¼ ðb0 bÞ) that the orthocells Cðss0ðbÞ; s0twÞ and Cðss0ðbÞ; ts0twÞ are
monogressive and that
Xbe
ij
C ¼ q eijCðss0ðbÞ;s0twÞ; YbeijC ¼ q eijCðss0ðbÞ;ts0twÞ:
(We omit the details.)
Subcase I.3: ðbjaÞ ¼ ðbja0Þ ¼ 1: These inner products force aoa0obob0
or a0oaob0ob; contradicting the fact that Cða; a0; wÞ is monogressive and
ij-effective. Therefore, this Subcase is impossible.
Case II. C ¼ Cða; wÞ:
Subcase II.1: ðbjaÞ ¼ 1: We must have either c}aob and t ¼ ðc aÞ; or
aob}c and t ¼ ðb cÞ: Moreover, since ðsw$ijbÞ ¼ ðw$ijbÞ þ 1; and
similarly for $j ; we obtain the following cases.
* If ðw$ijbÞ ¼ ðw$jjbÞ ¼ 1; then arguments similar to those of Case
I show that
Ybe
ij
C ¼ 0
and that Xbe
ij
C ¼ q eitw 	 ejsw þ eisw 	 ejtw is given by the following table:
* If ðw$ijbÞ ¼ ðw$jjbÞ ¼ 0; then
Xbe
ij
C ¼ 0
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C ¼ q eiw 	 ejtsw þ eitsw 	 ejw is given by the following table:
* If ðw$ijbÞ ¼ 1 and ðw$jjbÞ ¼ 0; or vice versa, then
Xbe
ij
C ¼ q eijCð2;stwÞ; YbeijC ¼ q eijCð2;stswÞ:
Subcase II.2: ðbjaÞ ¼ 1: Here we have either a}cob and t ¼ ða cÞ; or
aoc}b and t ¼ ðc bÞ: Moreover, since ðsw$ijbÞ ¼ ðw$ijbÞ  1; and
similarly for $j ; we obtain the following cases.
* If ðw$ijbÞ ¼ ðw$jjbÞ ¼ 1; then
Xbe
ij
C ¼ 0; YbeijC ¼ eijCðsðbÞ;twÞ:
* If ðw$ijbÞ ¼ ðw$jjbÞ ¼ 0; then
Xbe
ij
C ¼ eijCðsðbÞ;twÞ; YbeijC ¼ 0:
* The case ðw$ijbÞ ¼ 1 and ðw$jjbÞ ¼ 0; or vice versa, contradicts the
ij-effectiveness of C and is therefore impossible.
Case III: C ¼ Cð2; wÞ: We obtain the following table:
CHRISTIAN OHN136Case IV: C ¼ Cðb; wÞ: Since C is monogressive and ij-effective, we must
have ðw$ijbÞ ¼ ðw$jjbÞ ¼ 1; hence
Xbe
ij
C ¼ ðq2 þ 1ÞeijCð2;wÞ; YbeijC ¼ ðq2 þ 1ÞeijCð2;twÞ:
Finally, we show how, in the preceding four cases, one can deduce the
action of Xb and Yb for arbitrary d from that for d ¼ 0: The idea is that
a1; . . . ; ad ; being orthogonal to b; a; a0; do not ‘‘interfere’’ with the
computations done above. To make this idea precise, we will restrict
ourselves to the very ﬁrst case treated above (all other cases being similar),
namely, the action of Xb on e
ij
C when C ¼ Cða; a0; a1; . . . ; ad ; wÞ; ðbjaÞ ¼
ðbja0Þ ¼ 1; ðbjakÞ ¼ 0 for all k; sa ¼ ða bÞ and sa0 ¼ ða0 b0Þ with aob}a0
ob0 (so t :¼ sb ¼ ðb a0Þ), and w ¼ ½
a 
 a0 
 b 
 b0
:
Since b is orthogonal to each ak; we have ðsLljbÞ ¼ ðljbÞ for any weight l
and any L  f1; . . . ; dg; so we still get
ðsLw$ijbÞ ¼ 1; ðssLw$ijbÞ ¼ ðs0sLw$ijbÞ ¼ 0; ðss0sLw$ijbÞ ¼ 1:
Therefore, the action of Xb on each term of
e
ij
Cða;a0;a1;...;ad ;wÞ ¼
X
Lf1;...;dg
qjLjðq2eis %Lw 	 e
j
ss0sLw þ q eiss %Lw 	 e
j
s0sLw
þ q eis0s %Lw 	 e
j
ssLw
þ eiss0s %Lw 	 e
j
sLw
Þ
is still computed in a similar way to that on e
ij
Cða;a0;wÞ; viz.,
Xbe
ij
Cða;a0;a1;...;ad ;wÞ ¼
X
Lf1;...;dg
qjLjðq2eits %Lw 	 e
j
ss0sLw þ q eiss0s %Lw 	 e
j
tsLwÞ:
It follows that
Xbe
ij
Cða;a0;a1;...;ad ;wÞ ¼ q e
ij
Cðss0ðbÞ;a1;...;ad ;ss0twÞ;
provided the orthocell Cðss0ðbÞ; a1; . . . ; ad ; ss0twÞ is monogressive. But it is
easy to see that the analysis of the monogressivity of Cðss0ðbÞ; ss0twÞ made
earlier, using Criterion 11.1, remains valid if a1; . . . ; ad are added to the
orthocells Cða; a0; wÞ and Cðss0ðbÞ; ss0twÞ:
ACKNOWLEDGMENT
The author thanks the Universit!e de Reims for granting a sabbatical leave during the year
1999–2000, when part of this work has been done.
‘‘CLASSICAL’’ FLAG VARIETIES FOR QUANTUM GROUPS 137REFERENCES
1. H. H. Andersen, P. Polo, and K. Wen, Representations of quantum algebras, Invent. Math.
104 (1991), 1–59.
2. M. Artin, W. Schelter, and J. Tate, Quantum deformations of GLn; Commun. Pure Appl.
Math. 44 (1991), 879–895.
3. M. Artin and J. T. Stafford, Noncommutative graded domains with quadratic growth,
Invent. Math. 122 (1995), 231–276.
4. M. Artin, J. Tate, and M. Van den Bergh, Some algebras associated to automorphisms of
elliptic curves, in ‘‘The Grothendieck Festschrift,’’ vol. I, Birkh.auser, Basel, 1990.
5. M. Artin, J. Tate, and M. Van den Bergh, Modules over regular algebras of dimension 3,
Invent. Math. 106 (1991), 335–388.
6. M. Artin and M. Van den Bergh, Twisted homogeneous coordinate rings, J. Algebra 133
(1990), 249–271.
7. M. Artin and J. J. Zhang, Noncommutative projective schemes, Adv. Math. 109 (1994),
228–287.
8. A. Braverman, On quantum ﬂag algebras, C. R. Acad. Sci. Paris (S!erie I) 320 (1995), 1055–
1059.
9. T. Cassidy, Global dimension 4 extensions of Artin–Schelter regular algebras, J. Algebra
220 (1999), 225–254.
10. D. Chan, Twisted multi-homogeneous coordinate rings, J. Algebra 223 (2000), 438–456.
11. E. Cremmer and J-L. Gervais, The quantum group structure associated with non-linearly
extended Virasoro algebras, Commun. Math. Phys. 134 (1990), 619–632.
12. E. E. Demidov, Yu. I. Manin, E. E. Mukhin, and D. V. Zhdanovich, Non-standard
quantum deformations of GLðnÞ and constant solutions of the Yang–Baxter equation, Prog
Theor. Phys. Suppl. 102 (1990), 203–218.
13. J. Donin and D. Gurevich, Quasi-Hopf algebras and R-matrix structures in line bundles
over ﬂag manifolds, Selecta Math. 12 (1993), 37–48.
14. V. G. Drinfel’d, Hopf algebras and the quantum Yang–Baxter equation, Soviet Math. Dokl.
32 (1985), 254–258.
15. L. D. Faddeev, N. Yu. Reshetikhin, and L. A. Takhtajan, Quantization of Lie groups and
Lie algebras, Leningrad Math. J. 1 (1990), 193–225.
16. R. Fioresi, Quantum deformation of the ﬂag variety, Commun. Algebra 27 (1999), 5669–
5685.
17. M. Gorelik, The prime and primitive spectra of a quantum Bruhat cell translate, J. Algebra
227 (2000), 211–253.
18. T. J. Hodges, On the Cremmer–Gervais quantizations of SLðnÞ; Internat. Math. Res. Not.
(1995), 465–481.
19. T. J. Hodges, T. Levasseur, and M. Toro, Algebraic structure of multiparameter quantum
groups, Adv. Math. 126 (1997), 52–92.
20. J. E. Humphreys, ‘‘Reﬂection Groups and Coxeter Groups,’’ Cambridge Univ. Press,
Cambridge, 1990.
21. J. C. Jantzen, ‘‘Lectures on Quantum Groups,’’ American Math. Soc., Providence, RI,
1996.
22. M. Jimbo, A q-difference analogue of UðgÞ and the Yang–Baxter equation, Lett. Math.
Phys. 10 (1985), 63–69.
23. A. Joseph, Faithfully ﬂat embeddings for minimal primitive quotients of quantized
enveloping algebras, Israel Math. Conf. Proc. 7 (1993), 79–106.
24. D. S. Keeler, Criteria for s-ampleness, J. Amer. Math. Soc. 13 (2000), 517–532.
25. D. Kazhdan and H. Wenzl, Reconstructing monoidal categories, Adv. Soviet Math. 16
(1993), 111–136.
CHRISTIAN OHN13826. V. Lakshmibai and N. Reshetikhin, Quantum ﬂag and Schubert schemes, Contemp. Math.
134 (1992), 145–181.
27. G. Lancaster and J. Towber, Representation-functors and ﬂag-algebras for the classical
groups. I, J. Algebra 59 (1979), 16–38.
28. L. Le Bruyn, S. P. Smith, and M. Van den Bergh, Central extensions of three dimensional
Artin–Schelter regular algebras, Math. Z. 222 (1996), 171–212.
29. V. A. Lunts and A. L. Rosenberg, Localization for quantum groups, Selecta Math. 5
(1999), 123–150.
30. G. Lusztig, Quantum deformations of certain simple modules over enveloping algebras,
Adv. Math. 70 (1988), 237–249.
31. Yu. I. Manin, ‘‘Quantum Groups and Noncommutative Geometry,’’ Universit!e de
Montr!eal, Montr!eal, 1988.
32. Ch. Ohn, Quantum SLð3;CÞ’s with classical representation theory, J. Algebra 213 (1999),
721–756.
33. Ch. Ohn, A class of T-stable ðP1  
 
 
  P1Þ’s in G=B; preprint, math.AG/0007006.
34. M. Rosso, Finite dimensional representations of the quantum analog of the enveloping
algebra of a complex simple Lie algebra, Commun. Math. Phys. 117 (1988), 581–593.
35. Ya. S. Soibel’man, On the quantum ﬂag manifold, Funct. Anal. Appl. 26 (1992), 225–227.
36. T. A. Springer, ‘‘Linear Algebraic Groups,’’ 2nd ed., Birkh.auser, Basel, 1998 .
37. D. R. Stephenson, Artin–Schelter regular algebras of global dimension three, J. Algebra 183
(1996), 55–73.
38. J. V. Stokman and M. S. Dijkhuizen, Quantized ﬂag manifolds and irreducible *-
representations, Commun. Math. Phys. 203 (1999), 297–324.
39. P. $S$tov!ı$cek and R. Twarock, Representations of UhðsuðNÞÞ derived from quantum ﬂag
manifolds, J. Math. Phys. 38 (1997), 1161–1182.
40. E. Taft and J. Towber, Quantum deformation ofﬂag schemes and Grassmann schemes. I. A
q-deformation of the shape algebra for GLðnÞ; J. Algebra 142 (1991), 1–36.
41. M. Vancliff and K. Van Rompay, Embedding a quantum nonsingular quadric in a quantum
P3; J. Algebra 195 (1997), 93–129.
42. M. Van den Bergh, Blowing up non-commutative smooth surfaces, Mem. Amer. Math. Soc.
154 (2001), no. 734.
43. S. L. Woronowicz, New quantum deformation of SLð2;CÞ: Hopf algebra level, Rep. Math.
Phys. 30 (1991), 259–269.
44. J. J. Zhang, Twisted graded algebras and equivalences of graded categories, Proc. London
Math. Soc. 72 (1996), 281–311.
