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Abstract
We construct topological conjugacies between linear and nonlinear evolution operators that admit ei-
ther a nonuniform exponential contraction or a nonuniform exponential dichotomy. We consider evolution
operators defined by nonautonomous differential equations x′ = A(t)x + f (t, x) in a Banach space. The
conjugacies are obtained by first considering sufficiently small linear and nonlinear perturbations of linear
equations x′ = A(t)x. In the case of linear perturbations, we construct in a more or less explicit manner
topological conjugacies between the two linear flows. In the case of nonlinear perturbations, we obtain
a version of the Grobman–Hartman theorem for nonuniformly hyperbolic dynamics. Furthermore, all the
conjugacies that we construct are locally Hölder continuous provided that the vectors fields are of class C1.
As a byproduct of our approach, we give conditions for the robustness of strong nonuniform exponential
behavior, in the sense that under sufficiently small perturbations the structure determined by the stable and
unstable bundles persists up to small variations. We also show that the constants determining the nonuniform
exponential contraction or nonuniform exponential dichotomy vary continuously with the perturbation. All
the results are obtained in Banach spaces.
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1.1. Motivation
In the qualitative theory of differential equations and dynamical systems it is crucial to
understand what (qualitative) properties of a given dynamics persist under sufficiently small
perturbations. This motivates the introduction of the notions of conjugacy and semiconjugacy.
Roughly speaking, a semiconjugacy provides a correspondence between orbits of two given dy-
namics. It is called a conjugacy if the correspondence is bijective. We can look for conjugacies in
several regularity classes, thus given rise for example to topological or differentiable conjugacies,
respectively when these are continuous or differentiable. We can also allow time changes along
each orbit, in which case the conjugacy takes orbits into orbits although possibly with different
speeds.
For example, a fundamental problem in the study of the local behavior of a given dynamics
is whether the linearization of the system along a given solution approximates well the solution
in some open neighborhood of it. In other words, we look for an appropriate conjugacy, that can
take the system into a linear one. The solution of this problem is the content of the Grobman–
Hartman theorem, which says that in a neighborhood of a hyperbolic trajectory the dynamics is
topologically conjugated to the dynamics of the linearization along the trajectory. The original
references for the Grobman–Hartman theorem are Grobman [7,8] and Hartman [9,10]. Using
the ideas in Moser’s proof in [12] of the structural stability of Anosov diffeomorphisms, the
Grobman–Hartman theorem was extended to Banach spaces independently by Palis [13] and
Pugh [15]. See [1] for more details. On the other hand, we emphasize that in general the conju-
gacy is not more than Hölder continuous. More precisely, the work of Sternberg [17,18] showed
that there are algebraic obstructions, expressed in terms of resonances between the eigenvalues
of the linear approximation, that prevent the existence of conjugacies with a prescribed high
regularity (see also [5,6,11,16] for further related work).
1.2. Main problems
Instead of only comparing a given dynamics with its linearization (as in the Grobman–
Hartman theorem), one can try, more generally, to compare two arbitrary dynamics even if
their linear parts are different, at least for hyperbolic trajectories (we note that in the Grobman–
Hartman theorem the linear parts of the two dynamics are equal). This is the main theme of our
paper. Namely, we want to study several related problems and obtain considerable generaliza-
tions of the available results in the literature. More precisely, we consider the following topics:
Nonuniformly hyperbolic dynamics
We want to consider the general case of nonuniformly hyperbolic dynamics, here understood
in the sense that the exponential hyperbolicity estimates can be spoiled along each orbit, also ex-
ponentially although with small exponentials when compared with the Lyapunov exponents. We
note that unlike with their uniform counterparts, the notions of nonuniform exponential contrac-
tion and nonuniform exponential dichotomy are much less restrictive. Indeed, they are ubiquitous
in some categories of linear equations x′ = A(t)x with nonzero Lyapunov exponents. This hap-
pens for example in the context of ergodic theory in which the linear variational equations
obtained from almost all trajectories of a measure preserving flow either admit a nonuniform
contraction or a nonuniform dichotomy (see [3] for a related discussion).
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We want to compare two arbitrary dynamics that may not have the same linear part. For
example, we want to consider nonautonomous equations
x′ = A(t)x + f (t, x) and y′ = B(t)y + g(t, y) (1)
such that the associated linear equations
x′ = A(t)x and y′ = B(t)y
have the same number of positive and negative Lyapunov exponents (although their actual values
need not coincide), and still ask whether the dynamics defined by the two nonlinear equations in
(1) are conjugated (this result should be considered classical in the case of autonomous equations
in finite-dimensional spaces, although it is difficult to find explicit formulations in the literature).
In the case of linear equations we describe the conjugacies in a more or less explicit manner
(see the discussion after Theorem 3). To our best knowledge, explicit conjugacies are given
here for the first time, even in the particular case of uniform exponential dichotomies (for a
nonautonomous dynamics). In the case of nonlinear equations the conjugacies are given by an
appropriate Grobman–Hartman theorem in the Hölder continuous category.
Hölder continuous conjugacies
In addition, we show not only the existence of topological conjugacies but also of locally
fact Hölder conjugacies, always for nonautonomous dynamics, both linear and nonlinear. The
Hölder exponent of the conjugacies can be characterized in terms of the Lyapunov exponents
or equivalently of the exponential growth rates in the notions of exponential contraction and
exponential dichotomy.
2. Main results: the case of contractions
We present in this section our main results in the case of nonuniform exponential contractions.
Sometimes, in view of clarity, we present a weaker statement than the corresponding one proved
later on. No proofs are given in this section, with the purpose of avoiding the more technical
material.
2.1. Preliminaries
Let B(X) be the space of bounded linear operators in the Banach space X. For a continuous
function A :R → B(X) we consider the linear equation
x′ = A(t)x. (2)
We always assume in the paper that each solution of (2) is defined on the whole R. We denote
by T (t, s) the evolution operator associated to (2), i.e., the operator such that T (t, s)x(s) = x(t)
for every t, s ∈ R, for each solution x(t) of (2). Clearly
T (t, τ )T (τ, s) = T (t, s), t, τ, s ∈ R.
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such that f (t,0) = 0 for every t ∈ R. We assume that there exist δ, γ > 0 such that for every
t ∈ R and x, y ∈ X, ∥∥f (t, x)− f (t, y)∥∥ δe−γ |t | min{1,‖x − y‖}. (3)
We consider the equation
x′ = A(t)x + f (t, x). (4)
Let U(t, s) be the evolution operator associated to Eq. (4). It satisfies the variation of constants
formula
U(t, s)x = T (t, s)x +
t∫
s
T (t, τ )f
(
τ,U(τ, s)x
)
dτ (5)
for every t, s ∈ R and x ∈ X for which U(t, s)x is well defined.
We also consider the autonomous equations
t ′ = 1, x′ = A(t)x
and
t ′ = 1, x′ = A(t)x + f (t, x).
Let Φτ and Ψτ be the associated flows. These are given respectively by
Φτ (s, x) =
(
s + τ, T (s + τ, s)x), Ψτ (s, x) = (s + τ,U(s + τ, s)x). (6)
2.2. Formulation of the results
We consider:
1. Continuous functions A,B :R → B(X);
2. Continuous functions f,g :R ×X → X such that f (t,0) = g(t,0) = 0 for every t ∈ R, and
for some δ, γ > 0 and every t ∈ R and x, y ∈ X,∥∥f (t, x)− f (t, y)∥∥ δe−γ |t | min{1,‖x − y‖},∥∥g(t, x)− g(t, y)∥∥ δe−γ |t | min{1,‖x − y‖}.
Let TA(t, s) and TB(t, s) be respectively the evolution operators of the equations
x′ = A(t)x, x′ = B(t)x. (7)
Let also UA,f (t, s) and UB,g(t, s) be respectively the evolution operators of the equations
x′ = A(t)x + f (t, x), x′ = B(t)x + g(t, x).
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t, s ∈ R.
We say that Eq. (2) admits a strong nonuniform exponential contraction in R if for some
constants b a > 0, D > 0 and ε  0 we have∥∥T (t, s)∥∥De−a(t−s)+ε|s|, t  s, (8)
and ∥∥T (s, t)∥∥Deb(t−s)+ε|t |, t  s. (9)
We denote by ε(A) the infimum of all constants ε > 0 for which there exist b a > 0 and D > 0
satisfying (8) and (9).
We now formulate some of our main results for contractions.
Theorem 1. Assume that the equations in (7) admit strong nonuniform exponential contractions.
If δ, ε(A)/γ , and ε(B)/γ are sufficiently small, then there exist homeomorphisms ht :X → X
for t ∈ R such that
UA,f (t, s) ◦ hs = ht ◦UB,g(t, s), t, s ∈ R. (10)
Theorem 1 follows readily from combining Theorems 7 and 8. We refer to Theorem 4 for the
Hölder regularity of the maps ht and h−1t .
Considering the flows Φτ in (6) written now in the form
ΦA,f
(
τ, (s, x)
)= Φτ (s, x),
and setting H(s, x) = (s, hs(x)), the identities in (10) reduce to this single identity:
ΨA,f ◦H = H ◦ΨB,g.
One can easily verify that H is an invertible map on R × X, which thus provides a conjugacy
between the flows ΨA,f and ΨB,g . Notice that H takes bijectively orbits of ΨB,g into orbits
of ΨA,f .
In particular, we can consider both linear and nonlinear perturbations. For example, setting
A = B and g = 0 we obtain from Theorem 1 the following version of the Grobman–Hartman
theorem for nonuniform contractions.
Theorem 2. Assume that the equation x′ = A(t)x admits a strong nonuniform exponential
contraction, and that (3) holds. If δ and ε(A)/γ are sufficiently small, then there exist home-
omorphisms ht :X → X for t ∈ R such that
T (t, s) ◦ hs = ht ◦U(t, s), t, s ∈ R.
By (5), this means that for every t, s ∈ R,
T (t, s)hs(x) = ht
(
T (t, s)x +
t∫
T (t, τ )f
(
τ,U(τ, s)x
)
dτ
)
.s
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large exponential rate in t), not only a given exponential contraction remains asymptotically
stable to zero but in fact the dynamics is topologically conjugated to the one of the original
contraction. We emphasize that Theorem 2 does not allow to consider differential equations with
different linear part.
We now consider linear perturbations. Setting f = g = 0 in Theorem 1, provided that both
equations in (7) admit a strong nonuniform exponential contractions, if ε is sufficiently small,
then there exist homeomorphisms ht :X → X for t ∈ R such that
UA,0(t, s) ◦ hs = ht ◦UB,0(t, s), t, s ∈ R. (11)
On the other hand, provided that A(t) and B(t) are sufficiently close (in a precise sense), we
only need to require that one of the equations in (7) admits a strong nonuniform exponential
contraction.
Theorem 3. If ‖A(t) − B(t)‖  δe−ε|t | for every t ∈ R, with δ and ε sufficiently small, and at
least one of the equations in (7) admits a strong nonuniform exponential contraction, then there
exist homeomorphisms ht :X → X for t ∈ R satisfying (11).
Theorem 3 follows readily from combining Theorems 5 and 8. We briefly describe the con-
struction of the maps ht in Theorem 3 (see Section 5.1 for details). For each t ∈ R and x ∈ X,
we set
qA(t, x) =
∞∫
0
∥∥UA,0(t + τ, t)x∥∥dτ, qB(t, x) = ∞∫
0
∥∥UB,0(t + τ, t)x∥∥dτ.
Then for each t ∈ R we define
ht (x) =
{
UB,0(t,τ )UA,0(τ,t)x
qB(τ,UA,0(τ,t)x)
if x 	= 0,
0 if x = 0,
where τ is the unique real number satisfying qA(τ,UA,0(τ, t)x) = 1.
We also discuss the regularity of the conjugacies.
Theorem 4. If the vectors fields originating the evolution operators are of class C1, then for each
t ∈ R, the homeomorphisms ht and h−1t in Theorems 1–3 are locally Hölder continuous, and are
locally Lipschitz outside the origin.
Theorem 3 is a combination of Theorem 7 (see (29), (30)) and Theorem 9. It is simple to give
examples (even when X = R) of linear equations without Lipschitz conjugacies. We refer to [2]
for a related discussion.
3. Robustness of nonuniform exponential behavior
We consider here the problem of robustness of strong nonuniform exponential behavior.
Roughly speaking, a nonuniform exponential contraction (respectively dichotomy) is robust if
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(respectively dichotomy).
The results in this section build on our former work in [4] that includes a related discussion of
the robustness of nonuniform exponential behavior, although without the adjective “strong.” Here
we discuss instead the robustness of strong nonuniform exponential behavior. For example, in the
case of contractions this means that in addition to condition (8) (that characterizes the notion of
nonuniform exponential contraction) we assume that condition (9) also holds. We emphasize that
none of the results (here and in [4]) follows from results in the other paper.
Although the robustness of contractions is a simple consequence of the robustness of di-
chotomies, we shall consider both cases separately since this allows us to obtain better constants
in the case of contractions than those coming directly from the dichotomies.
3.1. Nonuniform exponential contractions
Let A :R → B(X) be a continuous function, where B(X) is the set of bounded linear opera-
tors on the Banach space X. We recall that Eq. (2) admits a nonuniform exponential contraction
in R if for some constants a,D > 0 and ε  0 the inequality (8) holds, i.e.,∥∥T (t, s)∥∥De−a(t−s)+ε|s|, t  s,
where T (t, s) is the evolution operator associated to (2). Clearly, if Eq. (2) admits a strong
nonuniform exponential contraction (see (8), (9)), it also admits a nonuniform exponential con-
traction.
The following is our robustness result for contractions.
Theorem 5. Let A,B :R → B(X) be continuous functions such that:
1. x′ = A(t)x admits a strong nonuniform exponential contraction in R;
2. ‖B(t)‖ δe−ε|t | for every t ∈ R.
If δ < a/D, then the perturbed equation
x′ = [A(t)+B(t)]x (12)
admits a strong nonuniform exponential contraction in R, with the constants a and b in (8), (9)
replaced respectively by a − δD and b + δD (with D and ε unchanged).
Proof. It follows from [4, Theorem 1] that Eq. (12) admits a nonuniform exponential contraction
in R with the constant a replaced by a − δD. It remains to prove that Eq. (12) also admits a
strong nonuniform exponential contraction. For this we need to obtain an upper bound for the
norm of the evolution operator associated to Eq. (12), say U(s, t), when t  s. By the variation
of constants formula we have
U(s, t) = T (s, t)+
s∫
t
T (s, τ )B(τ)U(τ, t) dτ.
Therefore, using (9) we obtain
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s
∥∥T (s, τ )B(τ)U(τ, t)∥∥dτ
Deb(t−s)+ε|t | +Dδ
t∫
s
eb(τ−s)+ε|τ |e−ε|τ |
∥∥U(τ, t)∥∥dτ. (13)
Setting Γ (τ) = ‖U(τ, t)‖e−b(t−τ)−ε|t |, it follows from (13) that
Γ (s)D +Dδ
t∫
s
eb(τ−s)−b(t−s)−ε|t |
∥∥U(τ, t)∥∥dτ
= D +Dδ
t∫
s
Γ (τ ) dτ. (14)
Set now w(z) = Γ (t − z). Then, by (14),
w(t − s)D + δD
t∫
s
w(t − z) dz = D +Dδ
t−s∫
0
w(u)du.
By Gronwall’s lemma we obtain Γ (s) = w(t − s)DeδD(t−s) and thus,∥∥U(s, t)∥∥De(b+δD)(t−s)+ε|t |.
This completes the proof. 
It should be noted that the constants a − δD and b+ δD vary continuously with the perturba-
tion. More precisely, for a given ε  0, set
‖A‖′ = sup{∥∥A(t)∥∥eε|t |: t ∈ R}. (15)
It follows from Theorem 5 that the constants a = a(A) and b = b(A) in the definition of nonuni-
form exponential contraction can always be chosen to satisfy∣∣a(A)− a(B)∣∣D‖A−B‖′, ∣∣b(A)− b(B)∣∣D‖A−B‖′,
provided that ‖A−B‖′ is sufficiently small.
3.2. Nonuniform exponential dichotomies
We now consider the problem of robustness of strong nonuniform exponential dichotomies.
We recall that Eq. (2) admits a nonuniform exponential dichotomy if there exist projections
P(t) :X → X for t ∈ R such that
T (t, s)P (s) = P(t)T (t, s), t, s ∈ R, (16)
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where Q(s) = Id−P(s). We say that Eq. (2) admits a strong nonuniform exponential dichotomy
if there exist projections P(t) :X → X for t ∈ R satisfying (16), and for some constants b 
a > 0, D > 0 and ε  0, the inequalities in (17) and (18) hold, as well as∥∥T (t, s)P (s)∥∥Deb(s−t)+ε|s|, t  s, (19)∥∥T (t, s)Q(s)∥∥Deb(t−s)+ε|s|, t  s. (20)
The following is our robustness result for dichotomies. Set
a˜ = a√1 − 2δD/a, b˜ = b + 2Dδ and D˜ = D
1 − δD/(a˜ + a) .
Theorem 6. Let A,B :R → B(X) be continuous functions such that:
1. x′ = A(t)x admits a strong nonuniform exponential dichotomy in R with ε < a;
2. ‖B(t)‖ δe−2ε|t | for every t ∈ R.
If δ is sufficiently small, then Eq. (12) admits a strong nonuniform exponential dichotomy in R,
with the constants a, b, D and ε replaced respectively by a˜, b˜, 8D2D˜ and 3ε.
Proof. Under the assumption that equation x′ = A(t)x admits a nonuniform exponential di-
chotomy in R, the following result was established in [4].
Lemma 1. If δ is sufficiently small, then Eq. (12) admits a nonuniform exponential dichotomy
in R, with the constants a, D and ε in (17), (18) replaced respectively by a˜, 4DD˜ and 2ε.
Let Pˆ (t) be the projections associated to the exponential dichotomy in Lemma 1, and set
Qˆ(t) = Id−Pˆ (t). In view of the lemma, to prove Theorem 6 we only need to show that (19),
(20) hold for the evolution operator U(t, s) of Eq. (12). Notice that
Pˆ (t)U(t, s) = U(t, s)Pˆ (s), t, s ∈ R.
Thus, by the variation of constants formula we have
Pˆ (t)U(t, s) = T (t, s)Pˆ (s)+
t∫
s
T (t, τ )B(τ)Pˆ (τ )U(τ, s) dτ,
Qˆ(t)U(t, s) = T (t, s)Qˆ(s)+
t∫
T (t, τ )B(τ)Qˆ(τ )U(τ, s) dτ. (21)s
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By (18) and (19), for t  s we have∥∥T (t, s)∥∥= ∥∥T (t, s)(P(s)+Q(s))∥∥

∥∥T (t, s)P (s)∥∥+ ∥∥T (t, s)Q(s)∥∥ 2Deb(s−t)+ε|s|. (22)
Therefore, ∥∥T (t, s)Pˆ (s)∥∥ 8D2D˜eb(s−t)+3ε|s|. (23)
Set now x(t) = ‖U(t, s)Pˆ (s)‖. Using (21), it follows from (22) and (23) that for t  s,
x(t) 8D2D˜eb(s−t)+3ε|s| + 2Dδ
s∫
t
eb(τ−t)−ε|τ |x(τ) dτ. (24)
Let Γ (τ) = x(τ)e−b(s−τ). Then, by (24),
Γ (t) 8D2D˜e3ε|s| + 2Dδ
s∫
t
Γ (τ ) dτ.
Setting w(z) = Γ (s − z) we obtain
w(s − t) 8D2D˜e3ε|s| + 2Dδ
s−t∫
0
w(u)du,
and by Gronwall’s lemma,
w(s − t) 8D2D˜e3ε|s|+2Dδ(s−t).
This yields
x(t) 8D2D˜e(b+2Dδ)(s−t)+3ε|s|.
We now estimate ‖U(t, s)Qˆ(t)‖. In a similar manner, using (17) and (20) we find that for
t  s, ∥∥T (t, s)∥∥ 2Deb(t−s)+ε|s|, (25)
and thus ∥∥T (t, s)Qˆ(s)∥∥ 8D2D˜eb(t−s)+3ε|s|. (26)
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y(t) 8D2D˜eb(t−s)+3ε|s| + 2Dδ
t∫
s
eb(t−τ)−ε|τ |y(τ) dτ.
Proceeding as above we find that
y(t) 8D2D˜e(b+2Dδ)(t−s)+3ε|s|.
This completes the proof of the theorem. 
A similar discussion to the one at the end of Section 3.1 shows that the constants a, b and D
in the definition of nonuniform exponential dichotomy vary continuously with the perturbation,
with respect to the norm in (15).
4. A Grobman–Hartman theorem
We obtain here conjugacies between a nonuniform exponential dichotomy (or a nonuniform
exponential contraction), and each of its sufficiently small nonlinear perturbations. More pre-
cisely, as in the former sections, let T (t, s) be the evolution operator associated to a linear
equation x′ = A(t)x. We shall assume that the equation admits a nonuniform exponential di-
chotomy. Let also U(t, s) be the evolution operator associated to the perturbed equation
x′ = A(t)x + f (t, x).
The purpose of this section is to obtain, for any sufficiently small nonlinear perturbation f ,
a family of homeomorphisms ht such that T (t, s) ◦ hs = ht ◦ U(t, s). Furthermore, we want to
show that the maps ht can always be chosen to be Hölder continuous. The results will be obtained
from corresponding statements in the case of maps.
4.1. Formulation of the results
We continue to denote by B(X) the set of bounded linear operators on the Banach space X.
Theorem 7. Let A :R → B(X) and f :R ×X → X be continuous functions such that:
1. x′ = A(t)x admits a strong nonuniform exponential dichotomy in R (with constants a, b, D
and ε);
2. There exists δ > 0 such that for every t ∈ R and x, y ∈ X,∥∥f (t, x)− f (t, y)∥∥ δe−6ε|t | min{1,‖x − y‖}. (27)
For each α ∈ (0, a/b), if δ is sufficiently small (depending on α), then there exist homeomor-
phisms ht :X → X for t ∈ R and a constant K > 0 (depending on α and δ) such that
T (t, s) ◦ hs = ht ◦U(t, s), t, s ∈ R, (28)
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for every t ∈ R and x, y ∈ X with ‖x − y‖ e−3ε|t |.
The proof of Theorem 7 is given in Section 4.3, as a consequence of corresponding results for
maps that are presented in Section 4.2.
We note that we can replace “dichotomy” by “contraction” in the first condition of Theorem 7.
Indeed, by simply considering the stable part of the dichotomy (or equivalently by considering a
dichotomy with projections P(t) = Id for every t , which is thus a contraction), and repeating the
arguments in the proof we readily obtain the statement in Theorem 7 in the case when x′ = A(t)x
admits a strong nonuniform exponential contraction.
A version of the Grobman–Hartman theorem for nonautonomous differential equations x′ =
A(t)x was obtained by Palmer in [14] (with the exception of the Hölder continuity of the con-
jugacy), although only for uniformly hyperbolic dynamics, i.e., assuming the existence of a
(uniform) exponential dichotomy.
4.2. Conjugacies for maps
We recall here a nonuniform version of the classical Grobman–Hartman theorem, that was
established in [1] in the case of discrete time. We always consider:
1. Invertible operators Am ∈ B(X) for m ∈ Z with inverse in B(X);
2. Maps fm :X → X for m ∈ Z, such that for some constant δ¯ > 0 and each m ∈ Z,
‖fm‖∞ := sup
{∥∥fm(x)∥∥: x ∈ X} δ¯e−ε|m|, (31)∥∥fm(x)− fm(y)∥∥ δ¯e−4ε|m|‖x − y‖, x, y ∈ X. (32)
We now recall the notion of nonuniform exponential dichotomy in the case of discrete time.
Set
A(m,n) =
⎧⎨⎩
Am−1 · · ·An, m> n,
Id, m = n,
A−1m · · ·A−1n−1, m < n.
(33)
We say that the sequence (Am)m∈Z admits a nonuniform exponential dichotomy if there exist
projections Pn ∈ B(X) for n ∈ Z such that
PmA(m,n) = A(m,n)Pn, m,n ∈ Z, (34)
and constants a, D¯ > 0 and ε  0 such that for every m,n ∈ Z with m n we have∥∥A(m,n)Pn∥∥ D¯e−a(m−n)+ε|n|, ∥∥A(m,n)−1Qm∥∥ D¯e−a(m−n)+ε|m|,
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Em = PmX and Fm = QmX
for each m ∈ Z. Clearly, X = Em ⊕ Fm for every m ∈ Z.
We now introduce an appropriate family of norms. Choose 
 ∈ (0, a). For each m ∈ Z we set
‖x‖′m =
∑
km
∥∥A(k,m)x∥∥e(a−
)(k−m) for x ∈ Em,
‖y‖′m =
∑
km
∥∥A(m, k)−1y∥∥e(a−
)(m−k) for y ∈ Fm.
Given (x, y) ∈ Em × Fm we define∥∥(x, y)∥∥′
m
= ‖x‖′m + ‖y‖′m. (35)
We also consider the space X of sequences (um)m∈Z of continuous functions um :X → X such
that
sup
{‖um(x)‖′m: x ∈ X,m ∈ Z}< ∞.
The following statement is a combination of results in [1].
Lemma 2. If the sequence (Am)m∈Z admits a nonuniform exponential dichotomy, then there exist
unique sequences (um)m∈Z, (vm)m∈Z ∈ X such that for every m ∈ Z we have
Am ◦ ûm = ûm+1 ◦ (Am + fm), v̂m+1 ◦Am = (Am + fm) ◦ v̂m,
where ûm = Id+um and v̂m = Id+vm. Furthermore, the maps ûm and v̂m are homeomorphisms
and satisfy
ûm ◦ v̂m = v̂m ◦ ûm = Id, m ∈ Z.
We also require the Hölder regularity of the conjugacies. For this we need to consider a
stronger version of dichotomy. We say that the sequence (Am)m∈Z admits a strong nonuni-
form exponential dichotomy if there exist projections Pn ∈ B(X) for n ∈ Z satisfying (34), and
there exist constants
b a > 0, D¯ > 0 and ε  0
such that for every m,n ∈ Z with m n we have∥∥A(m,n)Pn∥∥ D¯e−a(m−n)+ε|n|, ∥∥A(m,n)−1Qm∥∥ D¯e−a(m−n)+ε|m|,
and for every m,n ∈ Z with m n we have∥∥A(m,n)Pn∥∥ D¯eb(n−m)+ε|n|, ∥∥A(m,n)−1Qm∥∥ D¯eb(n−m)+ε|m|.
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chotomy, then for each α ∈ (0, a/b), provided that δ¯ in (31) and (32) is sufficiently small
(depending on α), for the unique sequences in Lemma 2 there is a constant K¯ > 0 (depending
on α and δ¯) such that
∥∥um(x)− um(y)∥∥ K¯e2εα|m|‖x − y‖α,∥∥vm(x)− vm(y)∥∥ K¯e2εα|m|‖x − y‖α
for every m ∈ Z and x, y ∈ X with ‖x − y‖ e−2ε|m|.
4.3. Proof of Theorem 7
We first reduce the results to discrete time. Fix r ∈ [−1,1]. For each m ∈ Z we define invert-
ible linear operators
Am = Am,r = T (m+ r,m+ r − 1), (36)
and maps
fm(u) =
m+r∫
m+r−1
T (m+ r, τ )f (τ, v(τ,u))dτ, (37)
where v(t, u) is the solution of the differential equation v′ = A(t)v + f (t, v) with
v(m+ r − 1) = u. For every t ∈ R we have
v(t, u) = T (t,m+ r − 1)u+
t∫
m+r−1
T (t, τ )f
(
τ, v(τ,u)
)
dτ, (38)
and thus in particular v(m+ r, u) = Amu+ fm(u).
Lemma 4. Under the hypotheses of Theorem 7 and for each δ¯ > 0, if δ is sufficiently small, then:
1. The sequence (Am)m∈Z admits a strong nonuniform exponential dichotomy (with constants
a, b, Deε and ε);
2. The maps fm satisfy (31), (32) with the above δ¯.
Proof. The first statement follows immediately from the definitions. For the second statement
we note that by (17)–(20), for each t  s we have∥∥T (t, s)∥∥ ∥∥T (t, s)P (s)∥∥+ ∥∥T (t, s)Q(s)∥∥ 2Deb(t−s)+ε|s|. (39)
By (27), since r ∈ [−1,1] we obtain
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u∈X
∥∥∥∥∥
m+r∫
m+r−1
T (m+ r, τ )f (τ, v(τ,u))dτ∥∥∥∥∥

m+r∫
m+r−1
∥∥T (m+ r, τ )∥∥ · sup
u∈X
∥∥f (τ, v(τ,u))∥∥dτ
 2Dδ
m+r∫
m+r−1
eb(m+r−τ)e−5ε|τ | dτ
 2Dδe10εe−5ε|m|
m+r∫
m+r−1
eb(m+r−τ) dτ
= 2Dδe
10εe−5ε|m|(eb − 1)
b
.
Thus, provided that δ is sufficiently small, (31) holds for any given δ¯ > 0.
It remains to establish (32). We first show that there exists D′ > 0 such that for any m+r−1
t m+ r and x, y ∈ X, ∥∥v(t, x)− v(t, y)∥∥D′eε|m|‖x − y‖. (40)
By (38) and (27),
∥∥v(t, x)− v(t, y)∥∥ ∥∥T (t,m+ r − 1)∥∥ · ‖x − y‖
+ δ
t∫
m+r−1
∥∥T (t, τ )∥∥e−6ε|τ |∥∥v(τ, x)− v(τ, y)∥∥dτ.
Using (39), since t m+ r we have
∥∥v(t, x)− v(t, y)∥∥ 2Deb+ε|m+r−1|‖x − y‖
+ 2δDeb
t∫
m+r−1
∥∥v(τ, x)− v(τ, y)∥∥dτ.
Applying Gronwall’s lemma we obtain
∥∥v(t, x)− v(t, y)∥∥ 2Deb+2ε+ε|m|e2δDeb‖x − y‖
for any m+ r − 1 t m+ 1, which establishes (40). By (39), (27), and (40), for any x, y ∈ X
and m ∈ Z,
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m+r−1
eb(m+r−τ)e−5ε|τ |
∥∥v(τ, x)− v(τ, y)∥∥dτ
 2δDD′eε|m|‖x − y‖
m+r∫
m+r−1
ebv(m+r−τ)e−5ε|τ | dτ
 2δDD′e5ε e
b − 1
b
e−4ε|m|‖x − y‖.
Provided that δ is sufficiently small, this yields (32) for any given δ¯ > 0. 
We now establish the Grobman–Hartman theorem for flows.
Proof of Theorem 7. Take r ∈ [−1,1]. In view of Lemma 4, we can apply Lemma 2 to obtain
homeomorphisms Gm,r :X → X, m ∈ Z such that
T (m+ r,m+ r − 1)Gm,r = Gm+1,rU(m+ r,m+ r − 1), m ∈ Z. (41)
The uniqueness statement in Lemma 2 can be used to show the following.
Lemma 5. We have Gm,r = Gm¯,r¯ whenever m¯+ r¯ = m+ r .
Proof of the lemma. Let ‖ · ‖′m,r be the family of norms defined as in (35) when we replace
the operators An in (33) by those in (36) (which now depend on r). One can easily verify that
‖x‖′m,r = ‖x‖′m¯,r¯ for every x ∈ X whenever m+r = m¯+ r¯ : it follows from (36) that Am,r = Am¯,r¯
and thus that
Ar (m+ k,m+ l) = Ar¯ (m¯+ k, m¯+ l), k, l ∈ Z,
where Ar and Ar¯ are obtained as in (33) respectively using the sequences of operators An,r and
An,r¯ . In particular, this shows that
sup
m∈Z
sup
x∈X
∥∥Gm,r(x)− x∥∥′m+1,r−1 = sup
m∈Z
sup
x∈X
∥∥Gm,r(x)− x∥∥′m,r < ∞ (42)
for every r ∈ [0,1]. Similarly,
sup
m∈Z
sup
x∈X
∥∥G−1m,r (x)− x∥∥′m+1,r−1 = sup
m∈Z
sup
x∈X
∥∥G−1m,r (x)− x∥∥′m,r < ∞.
Furthermore, by (41) we have that
T (m+ r¯ ,m+ r¯ − 1)Gm−1,r = Gm,rU(m+ r¯ ,m+ r¯ − 1), m ∈ Z, (43)
for any r¯ = r − 1 with r ∈ [0,1]. It follows from (42) and the uniqueness statement in Lemma 2
that the sequence (Gm−1,r )m∈Z coincides with the unique sequence of homeomorphisms in
Lemma 2 satisfying (43), i.e., the sequence (Gm,r¯ )m∈Z. In the other words, when r ∈ [0,1] we
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manner. This establishes the desired statement. 
By Lemma 5 we can define homeomorphisms
Jt = Gm,r with m = [t] and r = t − [t],
where [t] denotes the integer part of t . For each s ∈ R we define the map hs :X → X by
hs(x) =
1∫
0
T (s, τ + s)Jτ+sU(τ + s, s)(x) dτ, (44)
where for simplicity the composition is denoted as multiplication. To verify that the integral is
well defined, we will show that for each s ∈ R and x ∈ X the integrand in (44) is bounded in
τ ∈ [0,1]. For this we will use Lemma 3. We first note that for the functions Am and fm in (36),
(37), the constants K¯ and α in Lemma 3 can be chosen independently of r ∈ [−1,1].
In a similar manner to that in (39), using (18), (19) we find that∥∥T (s, t)∥∥ 2Deb(t−s)+ε|t |, t  s. (45)
By (45) and Lemma 3, when M := ‖U(τ + s, s)(x)‖ < e−2ε(1+|s|) we have
N := ∥∥T (s, τ + s)Jτ+sU(τ + s, s)(x)∥∥
 Debτ+ε(1+|s|)
∥∥Jτ+sU(τ + s, s)(x)∥∥
 2Debτ+ε(1+|s|)
[
e−2ε(1+|s|) + ∥∥(Jτ+s − Id)U(τ + s, s)(x)∥∥]
 2Deb
(
e−ε(1+|s|) + K¯eε(1+|s|)), (46)
and when M  e−2ε(1+|s|),
N  2Deb+ε(1+|s|)
[
M + K¯(1 + e2ε(1+|s|)M)]. (47)
We now estimate M . In view of (39) and (27), since 0 τ  1 we have
M 
∥∥T (τ + s, s)x∥∥+ τ+s∫
s
∥∥T (τ + s, r)f (r,U(r, s)(x))∥∥dr
 2Debτ+ε|s|‖x‖ + 2Dδ
τ+s∫
s
eb(τ+s−r)+ε|r|e−6ε|r| dr
 2Deb+ε|s|‖x‖ + 2Dδe
b
b
.
Together with (46), (47), this shows that for each s and x the integrand in (44) is bounded in
τ ∈ [0,1] and thus the integral is well defined.
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more, hs is invertible with inverse given by
h−1s (x) =
1∫
0
U(s, τ + s)J−1τ+sT (τ + s, s)(x) dτ.
Clearly, each map h−1s is also continuous.
We now establish the identity in (28). Note that for each s, t ∈ R we have
T (t, s)hs =
1∫
0
T (t, τ + s)Jτ+sU(τ + s, s) dτ
=
1∫
0
T (t, τ + s)Jτ+sU(τ + s, t) dτ ◦ U(t, s). (48)
We will show that
P :=
1∫
0
T (t, τ + s)Jτ+sU(τ + s, t) dτ = ht . (49)
Making the change of variables w = τ + s − t , since U(t,w + t)−1 = U(w + t, t) we obtain
P =
0∫
s−t
T (t,w + t)Jw+tU(w + t, t) dw +
1+s−t∫
0
T (t,w + t)Jw+tU(w + t, t) dw. (50)
But from (41) and Lemma 5 we have
T (w + t + 1,w + t)Jw+t = Jw+t+1U(w + t + 1,w + t),
and thus the first integral in (50) can be written in the form
0∫
s−t
T (t,w + t + 1)T (w + t + 1,w + t)Jw+tU(w + t, t) dw
=
0∫
s−t
T (t,w + t + 1)Jw+t+1U(w + t + 1, t) dw
=
1∫
T (t, t + τ)Jt+τU(t + τ, t) dτ.
1+s−t
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P =
1∫
0
T (t, t + τ)Jt+τU(t + τ, t) dτ = ht ,
which establishes (49). By (48) we conclude that (28) holds.
It remains to obtain the Hölder estimates. It follows from (44) and (45) that
∥∥hs(x)− hs(y)∥∥ 1∫
0
2Debτ+ε|s+τ |a(τ) dτ, (51)
where
a(τ) = ∥∥Jτ+sU(τ + s, s)(x)− Jτ+sU(τ + s, s)(y)∥∥.
Assume now that ‖x − y‖ e−3ε|s|. We claim that∥∥U(τ + s, s)(x)−U(τ + s, s)(y)∥∥Ke−2ε(1+|s|) (52)
for some constant K > 0 (independent of s). Indeed,
U(t, s)(x)−U(t, s)(y)
= T (t, s)(x − y)+
t∫
s
T (t, u)
[
f
(
u,U(u, s)(x)
)− f (u,U(u, s)(y))]du,
and letting b(t) = ‖U(t, s)(x)−U(t, s)(y)‖, for t  s we obtain
b(t) 2Deb(t−s)+ε|s|‖x − y‖ +
t∫
s
2Deb(t−u)δe−6ε|u|b(u)du,
using (39) and (27). Setting Φ(t) = e−b(t−s)b(t), for each t  s we have
Φ(t) 2Deε|s|‖x − y‖ +
t∫
s
2DδΦ(u)du,
and by Gronwall’s lemma,
Φ(t) 2Deε|s|e2δD(t−s)‖x − y‖.
Hence, for any τ ∈ [0,1] we have
b(τ + s) 2Debτ+ε|s|e2δDτ‖x − y‖ 2Deb+2δD+ε|s|e−3ε|s|. (53)
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a(τ) b(τ + s)+K ′e2εα(1+|s|)b(τ + s)α,
since Jτ+s = Id+(Jτ+s − Id), for some constant K ′ > 0 (independent of s). It follows from the
first inequality in (53) that since ‖x − y‖ 1 we have
a(τ) 2Deb+2δD+ε|s|‖x − y‖ +K ′e2εα(1+|s|)(2Deb+2δD+ε|s|‖x − y‖)α
 Leε(1+3α)|s|‖x − y‖α,
for some constant L> 0 (independent of s). By (51) we obtain∥∥hs(x)− hs(y)∥∥ 2Deb+εLeε(2+3α)|s|‖x − y‖α.
This completes the proof of the theorem. 
5. Conjugacies of linear equations
This section is dedicated to the construction of conjugacies, as explicitly as possible, between
the evolution operators defined by two linear differential equations. We also discuss the Hölder
regularity of the conjugacies.
5.1. Topological conjugacies for contractions
Let A, Aˆ :R → B(X) be continuous functions. We assume here that the linear equations
x′ = A(t)x and x′ = Aˆ(t)x admit strong nonuniform exponential contractions in R. Without
loss of generality we shall always take for the two contractions the same constants a, b, D and ε
in the definition of nonuniform exponential contraction (see (8), (9)). Although this assumption
prevents us from obtaining certain optimal constants in the course of the proof, it is not a matter
of essential nature in perturbation theory, which always deals with sufficiently small perturba-
tions (for which, in view of Theorem 5, the constants in the notion of nonuniform exponential
contraction vary continuously with the perturbation; see the discussion at the end of Section 3.1).
We denote by T (t, s) and Tˆ (t, s) respectively the evolution operators associated to the equations
x′ = A(t)x and x′ = Aˆ(t)x.
Theorem 8. Assume that x′ = A(t)x and x′ = Aˆ(t)x admit strong nonuniform exponential con-
tractions. If a > 2ε, then there exist homeomorphisms ht :X → X for t ∈ R such that
ht ◦ T (t, s) = Tˆ (t, s) ◦ hs, t, s ∈ R. (54)
Proof. For t ∈ R and x ∈ X, we consider the function
q(t, x) =
∞∫ ∥∥T (t + τ, t)x∥∥dτ.0
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q(t, x)D‖x‖
∞∫
0
e−aτ+ε|t | dτ = De
ε|t |
a
‖x‖ < ∞. (55)
Furthermore,
q
(
t, T (t, s)x
)= ∞∫
0
∥∥T (t + τ, t)T (t, s)x∥∥dτ
=
∞∫
0
∥∥T (t + τ, s)x∥∥dτ = ∞∫
t
∥∥T (u, s)x∥∥du. (56)
Hence, we can take derivatives with respect to t to obtain
d
dt
q
(
t, T (t, s)x
)= −∥∥T (t, s)x∥∥. (57)
In particular, when x 	= 0, the derivative in (57) is negative, and thus the function t →
q(t, T (t, s)x) is strictly decreasing. Using (9) we find that
q(t, x) ‖x‖
∞∫
0
1
‖T (t, t + τ)‖ dτ
 1
D
‖x‖
∞∫
0
1
ebτ+ε|t+τ |
dτ
 1
D
‖x‖
∞∫
0
1
e(b+ε)τ+ε|t |
dτ = 1
D(b + ε)‖x‖e
−ε|t |. (58)
Setting α = 1/(D(b + ε)) and β = D/a, by (55) and (58) we obtain
αe−ε|t |‖x‖ q(t, x) βeε|t |‖x‖. (59)
On the other hand, in view of (56) we have that q(t, T (t, s)x) → 0 as t → +∞. Furthermore, by
(59) and (8), for t  s we have
q
(
t, T (t, s)x
)
 α
∥∥T (t, s)x∥∥e−ε|t |
 α‖x‖e
−ε|t |
 α‖x‖ea(s−t)−2ε|t |, (60)‖T (s, t)‖ D
L. Barreira, C. Valls / Journal of Functional Analysis 253 (2007) 324–358 345and thus since a > 2ε, we find that q(t, T (t, s)x) → +∞ as t → −∞. Therefore, in view of (57)
(see also the discussion after the equation), for each s ∈ R and x ∈ X \ {0} there exists a unique
t = τs,x ∈ R such that q(t, T (t, s)x) = 1.
We now construct the conjugacy. For each t ∈ R, we define a map ht :X → X by
ht (x) =
{
Tˆ (t,τt,x )T (τt,x ,t)x
qˆ(τt,x ,T (τt,x ,t)x)
if x 	= 0,
0 if x = 0,
(61)
where
qˆ(t, x) =
∞∫
0
∥∥Tˆ (t + τ, t)x∥∥dτ.
For y = T (t, s)x and τ = τt,y , we have
q
(
τ, T (τ, s)x
)= q(τ, T (τ, t)y)= 1.
Therefore, τs,x = τt,y = τt,T (t,s)x (in view of the uniqueness), and for every t ∈ R we obtain
ht
(
T (t, s)x
)= Tˆ (t, τt,T (t,s)x)T (τt,T (t,s)x, t)T (t, s)x
qˆ(τt,T (t,s)x, T (τt,T (t,s)x, s)x)
= Tˆ (t, τs,x)T (τs,x, s)x
qˆ(τs,x, T (τs,x, s)x)
= Tˆ (t, s) Tˆ (s, τs,x)T (τs,x, s)x
qˆ(τs,x, T (τs,x, s)x)
= Tˆ (t, s)hs(x).
This establishes the identities in (54).
Lemma 6. For each t ∈ R the function ht is continuous at 0.
Proof of the lemma. By (56) and (57), for a fixed t and x sufficiently close to zero we have that
τt,x < t . Furthermore, τt,x → −∞ as x → 0 (for each fixed t). It follows from (59) that
∥∥ht (x)∥∥ eε|τt,x |
α
q
(
τt,x, ht (x)
)
 ‖Tˆ (t, τt,x)‖e
ε|τt,x |
αqˆ(τt,x, T (τt,x, t)x)
q
(
τt,x, T (τt,x, t)x
)
. (62)
Proceeding as in (60) (with q replaced by qˆ , t by τt,x , and s by t), we obtain
qˆ
(
τt,x, T (τt,x, t)x
)
 α‖x‖
D
ea(t−τt,x )−2ε|τt,x |  α‖x‖
D
e(a−2ε)(t−τt,x )−2ε|t |. (63)
Furthermore, using (8) we conclude that∥∥Tˆ (t, τt,x)∥∥eε|τ(t,x)| De−a(t−τt,x )+2ε|τt,x |‖x‖
De−(a−2ε)(t−τt,x )+2ε|t |‖x‖. (64)
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∥∥ht (x)∥∥ D2
α
e−2(a−2ε)(t−τt,x )+4ε|t |.
Since a > 2ε we conclude that ht (x) → 0 as x → 0. 
Lemma 7. There exists a continuous function K :R × (X \ {0})2 → R such that for every t ∈ R
and x, x¯ ∈ X \ {0},
|τt,x − τt,x¯ |K(t, x, x¯)‖x − x¯‖.
Proof of the lemma. Take x, x¯ ∈ X \ {0} and write τ = τt,x and τ¯ = τt,x¯ . By (56) we have
∞∫
τ
∥∥T (u, t)x∥∥du = ∞∫
τ¯
∥∥T (u, t)x¯∥∥du = 1. (65)
We rewrite the first identity in (65) in the form
∞∫
τ¯
(∥∥T (u, t)x∥∥− ∥∥T (u, t)x¯∥∥)du = τ∫
τ¯
∥∥T (u, t)x∥∥du.
Set
I =
∞∫
τ¯
∣∣∥∥T (u, t)x∥∥− ∥∥T (u, t)x¯∥∥∣∣du, J = ∣∣∣∣∣
τ∫
τ¯
∥∥T (u, t)x∥∥du∣∣∣∣∣.
Clearly, I  J . Without loss of generality we assume from now on that τ  τ¯ . We consider three
cases.
Case 1: t  τ  τ¯ . In this case we have
I 
∞∫
t
∥∥T (u, t)x − T (u, t)x¯∥∥du ‖x¯ − x‖ ∞∫
t
∥∥T (u, t)∥∥du.
Using (8) we obtain
I D‖x − x¯‖eε|t |
∞∫
t
e−a(u−t) du D
a
eε|t |‖x − x¯‖. (66)
On the other hand,
J =
τ¯∫ ∥∥T (u, t)x∥∥du τ¯∫ ‖x‖‖T (t, u)‖ du.τ τ
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J  ‖x‖
D
τ¯∫
τ
e−b(u−t)−ε|u| du
 ‖x‖e
−ε|t |
D
τ¯∫
τ
e(b+ε)(t−u) du
 ‖x‖e
−ε|t |
D
e(b+ε)t |τ¯ − τ | inf
u∈[t,τ¯ ] e
−(b+ε)u
= ‖x‖e
−ε|t |
D
e(b+ε)(t−τ¯ )|τ¯ − τ |. (67)
By (59) we have
1 = q(τ¯ , T (τ¯ , t)x¯) βDe−a(τ¯−t)+ε|t |+ε|τ¯ |  βDe−(a−ε)(τ¯−t)+2ε|t |‖x¯‖,
and hence
et−τ¯ 
(
e−2ε|t |
Dβ‖x¯‖
)1/(a−ε)
.
Together with (67) this implies that
J  ‖x‖
D
e−ε|t |
(
e−2ε|t |
Dβ‖x¯‖
)(b+ε)/(a−ε)
|τ¯ − τ |. (68)
It follows from (66) and (68) that
|τ¯ − τ |K1(t, x, x¯)‖x¯ − x‖, (69)
for some continuous function K1.
Case 2: τ  t  τ¯ . Proceeding as in Case 1 we find that I satisfies (66) (note that we have only
used the fact that t  τ¯ ). On the other hand,
J 
t∫
τ
‖x‖
‖T (t, u)‖ du+
τ¯∫
t
‖x‖
‖T (t, u)‖ du.
Proceeding as in (67) we obtain
J  ‖x‖
D
( t∫
ea(t−u)−ε|u| du+
τ¯∫
e−b(u−t)−ε|u| du
)
τ t
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−ε|t |
D
(
e(a−ε)t
t∫
τ
e−(a−ε)u du+ e(b+ε)t
τ¯∫
t
e−(b+ε)u du
)
 ‖x‖e
−ε|t |
D
(
|t − τ | +
(
e−2ε|t |
Dβ‖x¯‖
)(b+ε)/(a−ε)
|τ¯ − t |
)
 ‖x‖e
−ε|t |
D
min
{
1,
(
e−2ε|t |
Dβ‖x¯‖
)(b+ε)/(a−ε)}
|τ¯ − τ |. (70)
It follows from (66) and (70) that
|τ¯ − τ |K2(t, x, x¯)‖x¯ − x‖,
for some continuous function K2.
Case 3: τ  τ¯  t . In this case we have
I 
t∫
τ¯
∣∣∥∥T (u, t)x∥∥− ∥∥T (u, t)x¯∥∥∣∣du+ ∞∫
t
∣∣∥∥T (u, t)x∥∥− ∥∥T (u, t)x¯∥∥∣∣du. (71)
The second integral in (71) has the bound in (66), i.e.,
∞∫
t
∣∣∥∥T (u, t)x∥∥− ∥∥T (u, t)x¯∥∥∣∣du D
a
eε|t |‖x − x¯‖.
For the first integral we note that by (9),
t∫
τ¯
∣∣∥∥T (u, t)x∥∥− ∥∥T (u, t)x¯∥∥∣∣du D
b
eε|t |eb(t−τ¯ )‖x − x¯‖. (72)
Proceeding as in (60) (with x replaced by x¯, s by t , and t by τ¯ ), and using the fact that t  τ¯ we
obtain
1 α
D
‖x¯‖ea(t−τ¯ )−2ε|τ¯ |  α
D
‖x¯‖e(a−2ε)(t−τ¯ )−2ε|t |,
and hence,
et−τ¯ 
(
De2ε|t |)
α‖x¯‖
)1/(a−2ε)
.
It follows from (72) that
t∫ ∣∣∥∥T (u, t)x∥∥− ∥∥T (u, t)x¯∥∥∣∣du Deε|t |
b
(
De2ε|t |
α‖x¯‖
)b/(a−2ε)
‖x − x¯‖. (73)
τ¯
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J 
τ¯∫
τ
‖x‖
‖T (t, u)‖ du
 ‖x‖
D
e−ε|t |e(a−ε)t |τ¯ − τ | inf
ut
e−(a−ε)u
 ‖x‖
D
e−ε|t ||τ¯ − τ |. (74)
It follows from (73) and (74) that
|τ − τ¯ |K3(t, x, x¯)‖x¯ − x‖, (75)
for some continuous function K3. Together with (69) and (75) this implies that∣∣τ(t, x)− τ(t, x¯)∣∣K(t, x, x¯)‖x − x¯‖,
where K = max{K1,K2,K3} is a continuous function. This completes the proof of the
lemma. 
We observe that Lemma 7 implies that the function x → τt,x is locally Lipschitz (and thus in
particular continuous) on X \ {0} for each fixed t .
Lemma 8. For each t ∈ R, the function x → qˆ(τt,x, T (τt,x, t)x) is continuous on X \ {0}.
Proof of the lemma. Take x, x¯ ∈ X \ {0} and write
τ = τt,x and τ¯ = τt,x¯ . (76)
Let also
y = Tˆ (t, τ )T (τ, t)x and y¯ = Tˆ (t, τ¯ )T (τ¯ , t)x¯. (77)
We have
qˆ
(
τ, T (τ, t)x
)= qˆ(τ, Tˆ (τ, t)y)
=
∞∫
0
∥∥Tˆ (τ + u, t)y∥∥du = ∞∫
τ
∥∥Tˆ (z, t)y∥∥dz, (78)
and
qˆ
(
τ¯ , T (τ¯ , t)x¯
)= ∞∫ ∥∥Tˆ (z, t)y¯∥∥dz. (79)
τ¯
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continuous functions K4 = K4(t, τ ) and K5 = K5(t, x, x¯, y, τ ) such that
Z := ∣∣qˆ(τ, T (τ, t)x)− qˆ(τ¯ , T (τ¯ , t)x¯)∣∣
 K4‖x − x¯‖ +K5‖y − y¯‖. (80)
Indeed, in view of Lemma 7 and since the maps (t, s, x) → T (t, s)x and (t, s, x) → Tˆ (t, s)x are
continuous, we find that x → y (with y as in (77)) is continuous, and thus x → qˆ(τ, T (τ, t)x) is
also continuous. It thus remains to prove (80). In view of (78) and (79) we have
Z 
∣∣∣∣∣
∞∫
τ
∥∥Tˆ (u, t)y∥∥du− ∞∫
τ¯
∥∥Tˆ (u, t)y¯∥∥du∣∣∣∣∣.
Without loss of generality we assume that τ  τ¯ and we consider three cases.
Case 1: t  τ  τ¯ . In this case we have
Z 
τ¯∫
τ
∥∥Tˆ (u, t)y∥∥du+ ∞∫
τ¯
∣∣∥∥Tˆ (u, t)y∥∥− ∥∥Tˆ (u, t)y¯∥∥∣∣du. (81)
Set
I =
∞∫
τ¯
∣∣∥∥Tˆ (u, t)y∥∥− ∥∥Tˆ (u, t)y¯∥∥∣∣du, J = ∣∣∣∣∣
τ∫
τ¯
∥∥Tˆ (u, t)y∥∥du∣∣∣∣∣.
Proceeding as in (66) we find that
I  D
a
eε|t |‖y − y¯‖. (82)
On the other hand, by (8),
J D‖y‖
τ¯∫
τ
e−a(u−t)+ε|t | duD‖y‖eε|t ||τ − τ¯ | sup
u∈[τ,τ¯ ]
e−a(u−t).
Since t  τ  τ¯ , using Lemma 7 we obtain
J D‖y‖eε|t ||τ − τ¯ |K(t, x, x¯)D‖y‖eε|t |‖x − x¯‖. (83)
Thus, in view of (81), (82), and (83),
Z  C(t)‖y − y¯‖ +C1(t, x, x¯, y)‖x − x¯‖, (84)
for some continuous functions C and C1.
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t  τ¯ ). On the other hand, using (8), (9) we obtain
J =
t∫
τ
∥∥Tˆ (u, t)y∥∥du+ τ¯∫
t
∥∥Tˆ (u, t)y∥∥du
D‖y‖eε|t |
( t∫
τ
eb(t−u) du+
τ¯∫
t
e−a(u−t) du
)
D‖y‖eε|t |(|τ¯ − t |eb(t−τ) + |t − τ |)
D‖y‖eε|t |eb(t−τ)|τ − τ¯ |. (85)
It follows from Lemma 7 that
J  C2(t, x, x¯, y, τ )‖x − x¯‖, (86)
for some continuous function C2. Thus, in view of (81), (82), and (86),
Z  C(t)‖y − y¯‖ +C2(t, x, x¯, y, τ )‖x − x¯‖. (87)
Case 3: τ  τ¯  t . In this case we have
I =
t∫
τ¯
∣∣∥∥Tˆ (u, t)y∥∥− ∥∥Tˆ (u, t)y¯∥∥∣∣du
+
∞∫
t
∣∣∥∥Tˆ (u, t)y∥∥− ∥∥Tˆ (u, t)y¯∥∥∣∣du. (88)
The second integral in (88) satisfies (82) while for the first one using (9) we can write
t∫
τ¯
∣∣∥∥Tˆ (u, t)y∥∥− ∥∥Tˆ (u, t)y¯∥∥∣∣du D
b
eε|t |eb(t−τ¯ )‖y − y¯‖.
This implies that
I 
(
C(t)+C3(t, τ¯ )
)‖y − y¯‖ = C4(t, τ¯ )‖y − y¯‖, (89)
for some continuous functions C3 and C4. On the other hand, proceeding as in (85) we find that
J D‖y‖eε|t |
τ¯∫
τ
eb(t−u) du
D‖y‖eε|t |eb(t−τ)|τ − τ¯ | C2(t, x, x¯, y, τ )‖x − x¯‖, (90)
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Z  C4(t, τ¯ )‖y − y¯‖ +C2(t, x, x¯, y, τ )‖x − x¯‖. (91)
It follows from (84), (87), and (91) that
Z K4(t, τ¯ )‖y − y¯‖ +K5(t, x, x¯, y, τ )‖x − x¯‖, (92)
where K4 = max{C,C4} and K5 = max{C1,C2} are continuous functions. This completes the
proof of the lemma. 
Lemma 9. For each t ∈ R the function ht is continuous on X \ {0}.
Proof of the lemma. The continuity of each map ht follows immediately from Lemmas 7 and 8
taking into account that qˆ(τt,x, T (τt,x, t)x) 	= 0 whenever x 	= 0. 
We now construct the inverse of ht . For each t ∈ R, we define a map gt :X → X by
gt (x) =
{
T (t,τˆt,x )Tˆ (τˆt,x ,t)x
q(τˆt,x ,Tˆ (τˆt,x ,t)x)
if x 	= 0,
0 if x = 0,
(93)
where τˆt,x is the unique real number such that qˆ(τˆt,x, Tˆ (τˆt,x, t)x) = 1 (it exists and is unique for
the same reason as the identity q(τt,x, T (τt,x, t)x) = 1 defines uniquely the number τt,x ). Hence,
ht (gt (x)) = Tˆ (t, τ )T (τ, τˆ )Tˆ (τˆ , t)x
qˆ(τ, T (τ, t)gt (x))q(τˆ , Tˆ (τˆ , t)x)
, (94)
where τ = τ(t, gt (x)) and τˆ = τˆ (t, x). We will show that τ = τˆ . We first observe that
1 = q(τ, T (τ, t)gt (x))
= q
(
τ, T (τ, t)
T (t, τˆ )Tˆ (τˆ , t)x
q(τˆ , Tˆ (τˆ , t)x)
)
= q(τ, T (τ, τˆ )Tˆ (τˆ , t)x)
q(τˆ , Tˆ (τˆ , t)x)
, (95)
and thus
f (τ) := q(τ, T (τ, τˆ )Tˆ (τˆ , t)x)= q(τˆ , Tˆ (τˆ , t)x).
Proceeding as for τt,x , we can easily show that for each α > 0 there exists a unique real number τ
such that f (τ) = α. But f (τˆ ) = q(τˆ , Tˆ (τˆ , t)x), and thus, by the uniqueness property, we obtain
that τ = τˆ .
On the other hand, proceeding in a similar manner to that in (95) and using the fact that τ = τˆ ,
we obtain
qˆ
(
τ, T (τ, t)gt (x)
)= qˆ(τ, Tˆ (τ, t)x)ˆ = qˆ(τˆ , Tˆ (τˆ , t)x)ˆ = 1ˆ .q(τ, T (τ, t)x) q(τ, T (τ, t)x) q(τ, T (τ, t)x)
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ht
(
gt (x)
)= Tˆ (t, τ )Tˆ (τ, t)x
qˆ(τ, T (τ, t)gt (x))q(τ, Tˆ (τ, t)x)
= x.
Therefore, gt is the inverse of ht .
The continuity of h−1t = gt follows immediately from the fact that ht is continuous, by inter-
changing A and Aˆ. This completes the proof of the theorem. 
5.2. Hölder conjugacies for contractions
When the functions t → A(t) and t → Aˆ(t) are of class C1 (meaning that they have con-
tinuous Fréchet derivatives) we obtain a stronger statement. Namely, in this case we can show
that the topological conjugacies constructed in Theorem 8 are locally Hölder, and in fact locally
Lipschitz outside the origin.
Theorem 9. Assume that x′ = A(t)x and x′ = Aˆ(t)x admit strong nonuniform exponential con-
tractions. If a > 2ε and A, Aˆ :R → B(X) are of class C1, then the maps ht constructed in
Theorem 8 are locally Hölder with Hölder exponent equal to
α = a − 2ε
b + ε ∈ (0,1], (96)
and are locally Lipschitz outside zero. The same happens with the maps h−1t .
Proof. We start with an auxiliary statement.
Lemma 10. For each t ∈ R there exists a constant C = C(t) > 0 such that ‖ht (x)‖ C‖x‖α for
all sufficiently small x, with α as in (96).
Proof of the lemma. By (56), for a fixed t we have that τt,x → −∞ when x → 0. In particular,
τt,x < t for all sufficiently small x. Furthermore, by (61) and (59) (with q replaced by qˆ , t by
τt,x , and x by T (τt,x, t)x) we obtain
∥∥ht (x)∥∥ ∥∥Tˆ (t, τt,x)∥∥ · ‖T (τt,x, t)x‖
qˆ(τt,x, T (τt,x, t)x)
 1
α
eε|τt,x |
∥∥Tˆ (t, τt,x)∥∥.
Using (8), we find that
∥∥ht (x)∥∥ D
α
e−a(t−τt,x )+2ε|τt,x |  D
α
e−(a−2ε)(t−τt,x )+2ε|t |. (97)
Again by (59),
1 = q(τt,x, T (τt,x, t)x) βeε|τt,x |∥∥T (τt,x, t)x∥∥,
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1Dβeε|τt,x |eb(t−τt,x )+ε|t |‖x‖Dβe(b+ε)(t−τt,x )+2ε|t |‖x‖.
This yields
et−τt,x 
(
1
Dβe2ε|t |‖x‖
)1/(b+ε)
.
Together with (97) this implies that
∥∥ht (x)∥∥ D
α
e2ε|t |
(
Dβe2ε|t |
)(a−2ε)/(b+ε)‖x‖(a−2ε)/(b+ε).
This completes the proof of the lemma. 
We proceed with the proof of the theorem. Take points x, x¯ ∈ X \ {0}. Using the notation
in (76), (77) we can write
ht (x)− ht (x¯) = y − y¯
qˆ(τ, T (τ, t)x)
+ y¯ qˆ(τ¯ , T (τ¯ , t)x¯)− qˆ(τ, T (τ, t)x)
qˆ(τ, T (τ, t)x)qˆ(τ¯ , T (τ¯ , t)x¯)
. (98)
Since A and Aˆ are of class C1, the maps (t, s, x) → T (t, s)x and (t, s, x) → Tˆ (t, s)x are also of
class C1. Thus, by Lemma 7, we conclude that the map f :X \ {0} → X \ {0} defined by
f (x) = y = Tˆ (t, τt,x)T (τt,x, t)x
is locally Lipschitz. Furthermore, in view of (92) this implies that the map g :X\{0} → R defined
by
g(x) = qˆ(τt,x, T (τt,x, t)x)
is also locally Lipschitz. On the other hand, it follows from (98) that
∥∥ht (x)− ht (y)∥∥ ‖f (x)− f (x¯)‖
g(x)
+ ‖f (x¯)‖
g(x)g(x¯)
∣∣g(x)− g(x¯)∣∣,
and the “coefficients” 1/g(x) and ‖f (x¯)‖/(g(x)g(x¯)) are continuous. This readily implies that
ht is locally Lipschitz (and thus in particular locally Hölder) outside the origin. Furthermore, it
follows from Lemma 10 that ht is locally Hölder on the whole X. All statements hold for h−1t as
well. 
5.3. Conjugacies for dichotomies
We construct here conjugacies between the evolution operators defined by two linear equa-
tions x′ = A(t)x and x′ = Aˆ(t)x that admit nonuniform exponential dichotomies. Let T (t, s) and
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tions P(t) and Pˆ (t), and we define the linear subspaces
E(t) = P(t)X and F(t) = Q(t)X,
where Q(t) = Id−P(t) for each t ∈ R. Clearly, X = E(t) ⊕ F(t) for each t . We define analo-
gously the linear subspaces Eˆ(t) and Fˆ (t).
Theorem 10. Assume that x′ = A(t)x and x′ = Aˆ(t)x admit strong nonuniform exponen-
tial dichotomies, and that Eˆ(0) = S(E(0)) for some invertible linear operator S :X → X. If
min{a, b} > 2ε, then there exist homeomorphisms ht :X → X for t ∈ R such that
ht ◦ T (t, s) = Tˆ (t, s) ◦ hs, t, s ∈ R. (99)
Proof. We first construct conjugacies separately for the stable and unstable parts. It follows from
(16) that
T (t, s)E(s) = E(t) and T (t, s)F (s) = F(t),
Tˆ (t, s)Eˆ(s) = Eˆ(t) and Tˆ (t, s)Fˆ (s) = Fˆ (t).
Furthermore, by (17)–(20) we have∥∥T (t, s)|E(s)∥∥De−a(t−s)+ε|s|, t  s, (100)∥∥T (t, s)|F(s)∥∥De−a(s−t)+ε|s|, t  s, (101)∥∥T (t, s)|E(s)∥∥Deb(s−t)+ε|s|, t  s, (102)∥∥T (t, s)|F(s)∥∥Deb(t−s)+ε|s|, t  s. (103)
The evolution operator Tˆ (t, s) satisfies similar inequalities (with the same constants, by choice).
In particular, using (100) and (102) and repeating the proof of Theorem 8 we find homeomor-
phisms h−t :E(t) → Eˆ(t) for t ∈ R such that
h−t ◦ T (t, s) = Tˆ (t, s) ◦ h−s on E(s), t, s ∈ R. (104)
Similarly, using (101) and (103) and again repeating the proof of Theorem 8 for the evolution
operators S(t, s) = T (−t,−s) and Sˆ(t, s) = Tˆ (−t,−s) (which are nonuniform exponential con-
tractions “along” the subspaces F(t) and Fˆ (t)), we find homeomorphisms h+t :F(t) → Fˆ (t) for
t ∈ R such that
h+t ◦ S(t, s) = Sˆ(t, s) ◦ h+s on F(−s), t, s ∈ R. (105)
One can easily verify that for each t ∈ R the map ht :X → X defined by
ht (x, y) = h−t (x)+ h+−t (y), (x, y) ∈ E(t)× F(t), (106)
is a homeomorphism. Furthermore, the identities in (99) follow readily from (104) and (105). 
356 L. Barreira, C. Valls / Journal of Functional Analysis 253 (2007) 324–358We can also discuss the Hölder regularity of the conjugacies.
Theorem 11. Assume that x′ = A(t)x and x′ = Aˆ(t)x admit strong nonuniform exponen-
tial dichotomies, and that Eˆ(0) = S(E(0)) for some invertible linear operator S :X → X. If
min{a, b} > 2ε, and A, Aˆ :R → B(X) are of class C1, then the maps ht and h−1t in Theorem 10
are locally Hölder with Hölder exponent as in (96), and are locally Lipschitz outside zero.
Proof. Since A is of class C1, the map (t, s, x) → T (t, s)x is of class C1 and thus also Lipschitz
on R2 ×X. A similar observation can be made for the evolution operator Tˆ (t, s). Hence, we can
repeat the arguments in the proof of Theorem 9 (separately for the stable and unstable parts) to
show that the desired statement holds for the maps h−t and h+t . We now rewrite (106) in the form
ht = h−t ◦ P(t)+ h+−t ◦Q(t).
It follows from (17), (18) that∥∥ht (x)− ht (y)∥∥ ∥∥h−t (P(t)x)− h−t (P(t)y)∥∥+ ∥∥h+−t(Q(t)x)− h+−t(Q(t)y)∥∥
 c
∥∥P(t)x − P(t)y∥∥α + c∥∥Q(t)x −Q(t)y∥∥α
 2cDαeεα|t |‖x − y‖α,
for some constant c > 0 and with α as in (96). Furthermore, whenever x, y ∈ X \ {0} are suffi-
ciently close we have∥∥ht (x)− ht (y)∥∥ ∥∥h−t (P(t)x)− h−t (P(t)y)∥∥+ ∥∥h+−t(Q(t)x)− h+−t(Q(t)y)∥∥
 d
∥∥P(t)x − P(t)y∥∥+ c∥∥Q(t)x −Q(t)y∥∥
 2dDeε|t |‖x − y‖,
for some constant d > 0. This completes the proof of the theorem. 
Finally we give a simple example that illustrates the construction of the conjugacies. Let
ω > γ > 0 be real parameters and consider the equation in R2 given by
x′ = −(ω + γ t sin t)x, y′ = (ω + γ t sin t)y. (107)
It is easy to verify that x(t) = U(t, s)x(s) and y(t) = V (t, s)y(s), where
U(t, s) = e−ωt+ωs+γ t cos t−γ s cos s−γ sin t+γ sin s
and
V (t, s) = eωt−ωs−γ t cos t+γ s cos s+γ sin t−γ sin s .
Furthermore, the evolution operator T (t, s) = (U(t, s),V (t, s)) associated to the equation
in (107) admits a strong nonuniform exponential dichotomy with a = ω − γ , b = ω + γ , and
ε = 2γ (note that T (t, s)P (s) = U(t, s) and T (t, s)Q(s) = V (t, s)). We refer to [3] for details.
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x′ = −x. Both admit strong nonuniform exponential contractions, and according to Theorem 8
there exist homeomorphisms gt :R → R for t ∈ R such that
U(t, s)gs(x) = gt
(
e−(t−s)x
)
for every t, s, x ∈ R. The map gt is given by (93), that is,
gt (x) =
{
U(t,τˆt,x )e
−(τˆt,x−t)x
q(τˆt,x ,e
−(τˆt,x−t)x) if x 	= 0,
0 if x = 0.
(108)
Here τˆt,x is the unique real number such that qˆ(τˆt,x, e−(τˆt,x−t)x) = 1, where
qˆ(s, y) =
∞∫
0
e−(s+u−s)|y|du = |y|.
We have 1 = qˆ(τˆt,x, e−(τˆt,x−t)x) = e−(τˆt,x−t)|x|, and thus τˆt,x = t + log |x|. Substituting in (108),
for x 	= 0 we obtain
gt (x) = U(t, t + log |x|)x
q(t + log |x|, x) =
U(t, t + log |x|)∫∞
0 U(t + log |x| + u, t + log |x|) du
· x|x| .
We can obtain a similar description for g−1t although also implicit.
Similarly, there exist homeomorphisms ht :R → R for t ∈ R such that
ht
(
V (t, s)x
)= et−shs(x)
for every t, s, x ∈ R, that correspond to a conjugacy between the evolution operators of the pair
of equations y′ = (ω+γ t sin t)y and y′ = y. A conjugacy between the evolution operator T (t, s)
of (107) and the one of (x, y)′ = (−x, y) is given by the homeomorphisms ft :R2 → R2 defined
by
ft (x, y) =
(
g−1t (x), ht (y)
)
.
For every t, s ∈ R and (x, y) ∈ R2 we have
ft
(
T (t, s)(x, y)
)= ( es−t 0
0 et−s
)
fs(x, y).
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