In this work we consider the Successive Overrelaxation (SOR) method for the solution of a linear system Ax = b, when the matrix A has a block p X P partitioned p-cyclic form and its associated block Jacobi matrix J p 1s weaJdy cyclic of index p. Following the pioneering work by Young and Varga in the 50s many researchers have considered various cases for the spectrum 0'( J p ) and have determlned (optimal) values for the relaxation factor w E (0,2) so that the SOR method converges as fast as possible. After l.he most recent work on the best block p-cyclic repartitionlng and that on the solution of large scale systems arising in queueing network problems in Markov analysis, the optimization of the convergence of the p-cyclic SOR for more complex spectra (J'(Jp) has become more demanding. Here we state the "one-point" problem for the general p-cyclic complex SOR case. The existence and the uniqueness of its solution are established by analyzing and developing further the theory of the associated hypocycloidal curves. For the determination of the optimal parameter(s) an algorithm is presented and a number of illustrative numerical examples are given.
Introduction
Block iterative methods are suitable for the solution of large sparse linear systems having matrices that possess a special structure. In the present work we consider the block p-cyclic and ::c(0) E (C' arbitrary. It is well known that, for nonsingular linear systems (1.1), SOR converges iff p(£w) < Ii also that, for w E JR, W E (0,2) constitutes a necessary condition for SOR to converge. For arbitrary matrix coefficient A in (1.1), little is known about the value of the optimal relaxation factor w that minimizes p(£w). However, for the case where A has a special block cyclic structure more is known. In this case we assume, without loss of generality, that A has the block form An a a
A" a a (1.5) Matrices of the form (1.6) were defined by Varga [20] to be weakly cyclic of index p, and in this case A in (1.5) is termed block p-cyclic and consistently ordered. For such matrices Varga [20] proved the relationship (1.7) between the eigenvalues p, of J p and), of £Wl generalizing in this way Young's relationship for p = 2 [23] . Under the further assumption that all eigenvalues of J& satisfy Young and Varga determined the unique optimal values for the parameter w, denoted from now on by w(see also [21] , [24] , [1D. Similar results have been obtained (see [10, 12, 13, 22, 5D for the case where the eigenvalues of J: are nonpositive, that is,
-( --.!'.-2)' < -p(J;) S~' SO.
p-
For the case where the eigenvalues of J: are real the corresponding problem has been solved very recently [2, 15] . Meanwhile and only for p = 2 the known as the J1 one-point" problem that is when u(J 2 ) is complex and lies in a rectangle, which is symmetric wrt the real and the imaginary axes and is strictly within the infinite unit strip, was solved in [9, 18] . (Note: The term "one-point" comes from the fact that the only information needed to find the optimal w (w) is the coordinates of the vertex of the rectangle in the first quadrant.) Later, Young and Eidson [25] obtained the solution to the more general "many-point" problem (see also [24] ). It is also important to note here that for the solution of all the arising minimization problems one uses, directly or indirectly, conformal mapping transformations. Because of the transformations involved one deals with ellipses for p = 2 and with hypocycloidal curves of cusped, shortened and stretched type for p~3 (see, e.g., [14, 22] ) which are depicted in Figure 1 .
After the most recent work on the best block p-cyclic repartitioning by Markham, Neumann and Plemmons [11] , Pierce, Hadjidimos and Plemmons [16] , Eiermann, Niethammer and Ruttan [2] and Galanis and Hadjidimos [4] and the work on the solution of large scale systems arising in queueing network problems in Markov analysis, with direct applications to computer, communication and transportation systems, by Kontovasilis, Plemmons and Stewart [8] and Hadjidimos and Plemmons [6, 7] the optimization of the convergence of the p-cyclic SOR for more complex spectra f7(J p ) has become more demanding.
It is the main objective of this paper to study and solve the more general problem of the minimization of the spectral radius of the SOR iteration matrix in the case of the"one-point" problem for p~3. The present work is organized as follows. In Section 2 the main problem is described and various properties of a class of hypocycloidal curves, referred to as IIhypos" from now on, associated with the problem of interest are analyzed and studied. Based on the properties of the hypos through a given point and their associated SOR methods it is proved in Section 3 that the optimal solution to the lIone_point" problem, if it exists, is given by means of a shortened hypo. In Section 4, the existence and the uniqueness of the solution to our problem are established. Finally, in Section 5, a numerical algorithm is presented for the determination of the solution and a number of numerical examples are given. 
Analysis and Study of a Class of Hypocycloids
Let u(J p ) be the spectrum of the Jacobi matrix J p in (1.6) . This has a p-cyclic symmetry about the origin (see [21] 
Suppose that either Per, 'IjJ) or its symmetric wrt the real axis, pl(r, -'1/;), is an element of u(J p ). Suppose also that all possible hypos with p "verlices" that are symmetric wrt the real axis and pass through P contain a(J p ) in the closure of their interior. Our main problem is then that of determining, among all the associated convergent block SOR methods in case such SORs exist, the one that is asymptotically faster. For this, an analysis and a study of some further properties of the class of all the aforementioned hypos through P must be made.
The parametric equations of the cartesian coordinates of the points of a hypo, when the parameter t takes all values in [O,2'1l"), are given by the expressions
(see, e.g., [19J or [22J) . In (2.2), b and a are to be called the "real" and the "imaginary" semiaxes of the hypo because in the trivial case p = 2 they are nothing but the corresponding semi axes of an ellipse. In view of the p-cyclic symmetry of the hypo we will consider that t E [0, 11:] . So the associated arc of the hypo will lie in the last (2p) -ant since it is described , in a clockwise fashion when t increases. The real and the imaginary semiaxes of the hypo will lie then along the real positive semiaxis and the ray with argument -~, respectively. Let t = 0 be the value of the parameter corresponding to the point P of a hypo passing through it with semiaxes b and a (see Fig. 2 ). From (2.1) and (2.2) it can be obtained that
3)
We begin our analysis with a number of propositions that will be stated and proved. In order to simplify the notation we will be using "A"", B" to denote that the two quantities or expressions A and B are of the same sign, that is sign(A) = sign(B). Lemma 2.1 The semiaxes of any hypo passing through P are given by the expressions COs 2 (")sin{(~-1)9 -,p). From now on a hypo through P will be termed hypo of type I, or simply hypo I, iff b > a or, equivalently, iff 0 E (-,p, ;;,). It will be termed hypo II iff b < a or iff 0 E (0, -,p) (see Fig. 1 ). If b = a the hypo is a circle and constitutes a limiting case of both types of hypos I and II. Lemma 2.3 There exist uniquely determined cusped hypos I and II through P corresponding to t = Of E (O,~) and t = OT! E (0,~), respectively. For these hypos there hold
Furthermore, fh and ()II satisfy the inequalities
Proof: The proof will be given for the cusped hypo I since the corresponding proof for the cusped hypo II is similar. As is known for the cusped hypo I it is a = 7b. Hence, using the expressions from (2.1) and (2.2) one obtains
(see also (3.1) of [3] 
(see also (3.1') of [3] ). 0
Having done the analysis so far we are now able to prove that the semiaxes b and a of the hypos through P are continuous functions of 0 E (0,~). Moreover, they have derivatives wrt 0 that are of constant sign in specified subintervals of O. The latter will establish the strictly monotonic behavior of each of the three elements (variables) u, band 8 in terms of ci t her of the others.
For this, we define the functions F and G below by using the middle expressions in (2.4) and by simple manipulation, using the middle expression for b from (2.4) and the expressions for a and f3 from (2.1), we obtain that
However, from (2.5) for hypos l·we have that both sines in k(O,'IjJ) in (2.13) are positive.
-).
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On the other hand, for hypos II, we readily obtain from (2.13) that 
Relationships (2.14) and (2.16) can be written together as follows: The behavior of the semiaxes b and a as functions of (J together with the kind and type of the corresponding hypo are given in the self-explained Table 1 . Some names of the hypos are given in an abbreviated form.
Remarks: From Lemmas 2.4, 2.5 and Table lone Based on the Remarks made previously and having always in mind the conclusions of Lemmas 2.4 and 2.5 as well as of Table 1 , one notes that if one restricts oneself to considering only one kind of hypos through P, either shortened or stretched, then there is a one-to-one correspondence between any two of the three elements (variables) b, a and () of them so that anyone of them can be given as a function of either of the others.
As is known from the analysis of convergent p-cyc1ic SOR methods, associated with shortened and stretched hypos, the elements that play the most important role are the two semiaxes of the hypos (see [2] and [15] , respectively). In the case of shortened hypos the two scmiaxes are directly involved in the formulas that give the corresponding parameters of the SOR. However, in the case of the stretched hypos the parameters that are directly involved are for hypos I the imaginary semiaxis, the intercept on the real semiaxis, denoted from now on by b'", and the value of the parameter t that corresponds to b"', denoted by fr, and for hypos II the real semiaxis, the intercept on the imaginary semiaxis a-and the value of t = O· corresponding to a-(see Fig. 2 ).
For stretched hypos I, not necessarily passing through P, with semiaxes b and a we have (2.23)
In view of (2.23), assuming that the hypo in question has intercept b· on the real scmiaxis, in other words it passes through P"(b", 0), it is implied, after some simple manipulation, that from (2.2) that
,.
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A statement very useful in the subsequent analysis based on the functions 81 and 52, defined in (2.24), is given in the sequel. Part of it can also be found in [15] . is strictly increasing. The end points of the interval for the values of 81 are readily obtained by considering the limits of S1 as 0" tends to 0 and ;, respectively. For the function 8Z, the proof is similar and is not given here. (See, e.g., Lemma 1 of [15] ). For a fixed a, the monotonic behavior of band b-and their common limiting value as f)'" tends to 0 are trivially verified. 0 Remarks: i) In Lemma 2.6, for a given ratio~E (~, 00) a family of stretched hypos I are defined for which 0" exists in (0,~) and is unique. This unique value of rr is shared by all the members of the family. ii) If the stretched hypo I of Lemma 2.6 passes through P then 0 < O· < () since the point p'" precedes P on the hypo.
An analogous analysis for stretched hypos II reveals that the corresponding point of intersection, P"( a-I -; ) , with intercept a-on the imaginary semiaxis, will satisfy the rela-
tan ( 2 ) ..:
The following statement analogous to Lemma 2.6 is given without proof. Remarks analogous to the ones after Lemma 2.6 can be made. This time, however, if the stretched hypo II passes through P it will be 0 < rr < 11:. ,
To close this section we give below one more statement that will be used in Section 3. It is closely related to the two previous Lemmas. are related to the real and the imaginary semiaxes of the associated hypo through the relationships below
For a given point P, defined in the beginning of Section 2, let a E (al,rcos(~+ 1/J)) and b st , Ost, b" and 0"' be the real semiaxis, the value of the parameter t at P, the intercept on the real semiaxis and the value of tat P'"(b",O) , respectively, of the stretched hypo I with imaginary semiaxis a. Let also b sh and Osh be the real semiaxis and the value of t at P of the shortened hypo I through P with imaginary semiaxis a. For the SOR that is a.<;sociated with the previously defined stretched hypo to be convergent there must hold
(see ThIn 4a of [15] ). The first set of inequalities in (3.3) are satisfied due to the fact that a E (aI, rcos(~+1/J)) and the theory developed so far. In view of (2.24), however, the second P inequality holds iff (3.4) or, equivalently, iff
Under the assumption (3.4), or its equivalent (3.5), it is obvious that (3.5) (3.6) and therefore the SOR method associated with the shortened hypo with semiaxes b sh and a does also converge. Together with the two hypos above (stretched and shortened) that lead to convergent SORs we also consider the cusped hypo I which shares with the two previous hypos their imaginary semiaxis a. This cusped hypo will have a real semiaxis b = a~. It is clear that b~th b"' and b sh will be strictly less than b = a~. However, in view of (3.5), (2.24) also
ian(T) E.;; tan(T) P
Consequently, b = a~< 1 and the cusped hypo I with semiaxes b = a~and a is also associated with a convergent SOR. Note that for a fixed and 0" varying to produce a convergent SOR associated with a stretched hypo I, the latter cannot take all the values in [0,~l. but only those in [0, 0"), where f}'" is the unique value of 0" that makes the strict inequality in (3.6) be an equality.
Let Wst, WSh and We denote the (optimal) relaxation factors of the stretched, shortened and cusped hypos that share their imaginary semiaxis a E (aI, TCOS(; +'¢')) and the first two pass through P. The respective (optimal) spectral radii of the three associated SORs will be given by the following expressions (see [2, 20, 22, 5, 15] ):
.. szn sznp (3.7) (3.8) (3.9)
To prove one of the main results of this section we need the following statement whose proof will only be outlined. Proof: The inequalities in (3.10) and the proofs of our main assertions almost duplicate the corresponding ones in Thms 4a and 7a of [15] but refer to quite different hypos. The inequalities 1 < WSh1Wst < 2 trivially hold because of the middle expressions in (3.7) and (3.9) and in view of the convergence of the associated SOR method. The second inequality from the left can be easily verified to be true in a way similar to that in [15] with the only difference being that in our case a is fixed and b sh varies instead of the other way around. Very briefly, differentiate the two rightmost members of the equation in (3.7) wrt to bali 1 next replace the expression [(b.h2 +a)W s hr appearing in the resulting equation by using the second expression in (3.7) and finally solve for~~:h to obtain ., .
-f(-0")= [sin(p-IJO"b"_ ],_sin(p-IjOo( _ _ )
. 
= s(O")(w,,(O") -I) < s(O)(W,,(O") -I)
and 
2cos(""f')sin((i -1)0,,, -,p) 2cos(T)sin(i -1)0"
However, in view of Lemma 2.8 the left hand side of (3.18) is strictly less than p -1. On the other hand, by virtue of the first inequality of (2.22) the function l ( 0,,,, ,p) = -sin((p -1)0,,, -,p) +(p -I )sin(0,,, + ,p Similarly, statements analogous to Lemma 3.1 and Thm 3.2 can be stated and proved for stretched hypos II that pass through the point P and are associated with convergent SOR methods. We simply note that one uses the theory developed so far and also the corresponding results of [15] in a similar way. Here we only present the main results pertaining to stretched hypos II. For this we must bear in mind that we consider the point P again and a stretched hypo II trough P that is associated with a convergent SOR. Let b E (b Il , rcos1jJ), its real semiaxis, be fixed and let as! be its imaginary semiaxis with intercept a-on it. Let rr be the value of the parameter tat P'"(a'", -~). Consider also the shortened hypo II through p P, with the same real semiaxis b, and imaginary semiaxis ash as well as the cusped hypo II with real semiaxis b. Using the same notation to denote the optimal relaxation factors and the spectral radii of the SORs associated with the three hypos it can be proved that:
and p(£w,,J < p(£wJ « 1). The previous discussion and the identical results (3.15) and (3.20) lead us to the following general conclusion which we give in the form of a theorem. Theorem 3.3: For any stretched hypo that passes through the point P and is associated with a convergent SOR method there is a unique shortened hypo of the same type (I or II) that passes through P, shares with the stretched hypo one of the semiaxes (a or b, respectively) and is associated with a faster convergent SOR method.
In view of Thm 3.3, it is obvious that in order to solve the one-point problem described in Sections 2 and 3 it suffices to find among all the shortened hypos that pass through P and are associated with convergent SORs, if any, the one that corresponds to the (asymptotically) fastest SOR. The analysis, the study and the determination of the optimal one-point shortened hypo, in the sense just explained, will be done in the next section.
Optimal One-Point Shortened Hypocycloid
We begin our analysis by considering the point P as in the two previous sections and all the shortened hypos through it as well as the two cusped ones. From Lemmas 2.4, 2.5 and Table 1 it is clear that for°E (Oll,OI) the semiaxes b and a of the class of all the hypos we consider are differentiable functions of 0. Also, a is differentiable wrt b and vice versa in their respective intervals. In the sequel the analysis is facilitated if one considers all the elements (parameters) of the hypos of interest as differentiable functions of b.
For the various derivatives involved analytic expressions can be found which are of constant sign. These expressions are presented in a series of lemmas that follow. As is known for a shortened hypo, which is a member of the class we have been studying so far, to be associated with a convergent SOR method the point (1,0) of the complex plane must not belong to the closure of the interior of the hypo in question. This suggests that the real semiaxis b of the hypo considered must be strictly less than 1. Consequently, if Recalling the relationships (3.1) and (3.2) of a convergent SOR, we introduce the symbol x to denote either of the two equivalent quantities 1 ,
dD,pa 2cot
On elimination of w from the equations in (3.2) the polynomial equation in x below In the right hand side of the above equation we replace Dusing (4.1) and then in the expression obtained we replace b and a using the rightmost expressions in (2.4). So after some algebraic manipulation involving simple trigonometric transformations we take
Since Xo E (0,1) must be a root of equation (4.6) the value of it just obtained must verify this equation. Thus, if we use (4.12) and the rightmost expressions in (2.4) for b and a in (4.6), we have that
from which a value of 8 E (OH,OJ) can be obtained. Therefore, we have effectively proved the fonowing statement. (b) . ii) One has to have in mind and apply the previous note even in cases where ' ljJ is very close to 0 or to -; to avoid possible instabilities due to round-off errors.
In the following theorem we establish the uniqueness of the minimum point. which completes the proof. 0
As an immediate consequence of the last three theorems we can have the following one whose proof is obvious. [O,OD, where b (resp. 0) is the value of b (resp. 0) at which the minimum occurs. Moreover, the value of {j is given as the unique root of (4.13) in the interval (OIl, 8) while the value xof the minimum attained is then given by (4.12).
Based on the theory so far we would like to comment on the common region in the last (2p) -ant enclosed by all the shortened (and cusped) hypos through P. Since, as a by-product of the analysis done, one can show that a shortened hypo through P cannot have more than one common point with either cusped hypo I or II through P in the last We close this section with the following remark regarding the case p = 2.
Remark: The theory of this paper holds also in the case p = 2. We have confirmed 20 it both theoretically and computationally. Very briefly, for p = 2 the parametric equations (2.2) give the corresponding ones of an ellipse. Obviously, to have convergent SORs (b < 1) the polar coordinates of the point P must satisfy rcos.,p < 1. Then, following step by step the theory developed we can verify that the optimal value of p(£w) is given by the expression in (4.12), where () is the unique solution of (4.13) in (0,~). It is noted that the cusped hypo I corresponds to Of =~with b I = 00, aI = -Tsin'I/J and the ellipse in question becomes a pair of straight lines parallel to the real axis. The cusped hypo II corresponds to On = 0 with b n = TCOS'I/J, all = 00 and is a similar pair parallel to the imaginary axis_ So, we can consider the ellipses through P as shortened hypos and the elements of their associated optimal sons can be obtained by our theory or by the theory described in [24] . There arc also two limiting cases corresponding to .,p = 0 and .,p = -~that give degenerate ellipses (double straight line segments) along the real and the imaginary axes, with b = r, a = 0 and b = 0, a = 7', respectively. Using (4.6), (4.5), and either of (3.2), the well-known optimal SOR formulas and results associated with the degenerate ellipses are readily recovered.
Algorithm and Numerical Examples
Having completed the analysis in the previous sections we can now give in pseudocode an algorithm which will allow us to solve computationally the one-point problem in the general case. The algorithm just presented is applied to a number of numerical examples for the values of p = 3,4,5. For each p three different cases have been worked out. All the input and the output information is presented in Table 2 . In the very first case, p = 3, P(0.5, -;;), it is found that b Il < b I < 1 so that for all b E [bIll hI] all shortened and cusped hypos through P lead to convergent SORs. For the optimal hypo it is b > ii (hypo I) that gives W > 1 (see (3.2) it is b Il > 1 so that no convergent SOR, yielded by a shortened (cusped) hypo through P, can exist. All the other examples illustrated in Table 2 can be explained in an analogous way. 
NO CONVERGENT SOIL EXISTS
We conclude the present work by noting the various difficult issues one had to address and resolve for the solution of the "one-point" problem to be accomplished. However, the solution of this problem may undoubtedly constitute the basis for one to attack the more challenging and the much more complicated "two~point and "many-point" problems, in the general case, which still remain open.
