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Abstract: 
Monitoring environmental health is becoming increasingly important as human activity and climate 
change place greater pressure on global biodiversity. Acoustic sensors provide the ability to collect 
data passively, objectively and continuously across large areas for extended periods. While these 
factors make acoustic sensors attractive as autonomous data collectors, there are significant issues 
associated with large‐scale data manipulation and analysis. We present our current research into 
techniques for analysing large volumes of acoustic data efficiently. We provide an overview of a 
novel online acoustic environmental workbench and discuss a number of approaches to scaling 
analysis of acoustic data; online collaboration, manual, automatic and human‐in‐the loop analysis. 
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Analysing Environmental Acoustic Data through Collaboration and 
Automation  
1 Introduction 
Monitoring environmental health is becoming increasingly important as human activity and climate 
change place greater pressures on global biodiversity. Protecting biodiversity and developing 
effective conservation strategies requires a thorough understanding of natural systems, the 
relationship between organisms and environment and the effects of climate change [1]. This 
understanding is traditionally derived from field observations using manual methods such as fauna 
and vegetation surveys [2]. While manual fauna survey methods can provide an accurate measure of 
species richness they are resource intensive and  therefore  limited in their ability to provide the 
large scale spatiotemporal observations required to monitor the effects of environmental change [3, 
4]. In this context, there is a need to provide scientists with technology and tools to rapidly collect 
and analyse environmental data on a large scale [5, 6].  
Acoustic sensors have the potential to increase the scale of ecological research by providing 
ecologists with acoustic environmental 'observations' simultaneously from numerous sites over 
extended periods of time. This delivers far more information, more rapidly than traditional manual 
methods [7, 8]. There are limitations to the use of acoustic sensor technology however. Most 
obviously, acoustic sensors are typically confined to species with audible and predictable 
vocalisations such as some amphibian species, insect and avian species (with some notable 
exceptions, for example bat species [9]). Acoustic sensors are subject to extraneous noise such as 
wind and rain [10]. They also produce large volumes of complex data, which must be analysed to 
derive detailed species information. It is the analysis of large volumes of acoustic sensor data which 
this research seeks to address, through the use of online collaboration and automation tools. 
Analysis of acoustic sensor data is a complex task. Acoustic sensors generate large quantities of raw 
acoustic data which must be stored, analysed and summarised. For example, traditional avian point 
counts may involve ecologists making ten‐minute observations at dawn, noon and dusk over a 
period of five days at a single site.  At 2.5 hours, the total observation time for a short‐term manual 
survey is a fraction of the potential 120 hours of a continuous automated acoustic sensor recording 
over the same period, at the same site. At long‐term scales, even scheduled recordings (e.g. five 
minute recordings every 30 minutes) provide ecologists with significantly more data than manually 
collected long term surveys. Detecting specific species in large volumes of acoustic data is a daunting 
task given factors such as varying levels of background noise, variation in species vocalisations and 
overlapping vocalisations. Because of this complexity, a ‘one size fits all’ automated approach to 
analysis of environmental acoustic sensor data is currently infeasible.  
This paper describes a novel online Acoustic Environmental Workbench, which addresses some of 
the challenges of manipulating and analysing large volumes of acoustic data through collaboration 
and human‐in‐the‐loop semi‐automation. The workbench is a web‐based application that includes 
data upload, storage, management, playback, analysis and annotation tools all of which enable users 
to work collaboratively to scale acoustic analysis tasks. 
In section 2 of this paper, we outline the basic architecture of our system. In section 3, we describe 
our analysis techniques. Section 4 describes its implementation and section 6 discusses the results of 
our implementation and future work. 
2 Online Environmental Workbench 
Part of our ongoing research has been to compare acoustic sensors with traditional manual fauna 
survey methods. This required us to work closely with ecologists to manually analyse large volumes 
of data (over 400 hours) to identify vocal species for comparison with tradition field survey results. 
Performing this analysis identified the need to provide ecologists with a framework, which facilitates 
close interaction with acoustic data, and the ability to work collaboratively with other scientists. The 
result of this collaboration is an environmental acoustic workbench for the analysis of acoustic 
sensor data. The workbench is a collection of online tools, which allow users to visualise and hear 
recordings to identify individual species and record their analysis results. The following is the core 
workbench functionality we have implemented to achieve this: 
 Acoustic data upload and storage. 
 Acoustic data organisation and structure. 
 Recording playback and visualisation. 
 Recording analysis and annotation. 
 Discussion and review facility. 
We describe these core functions in turn. 
2.1 Acoustic Data Upload and Storage 
Acoustic recording devices are widespread and capable of recording in many different formats (e.g. 
MP3, WAV etc.). The acoustic workbench provides web‐based access to recordings collected from a 
variety of sources including, but not limited to, networked sensors and standalone data loggers such 
as commercially available MP3 recorders. Acoustic data in either MP3 or WAV format may be 
uploaded from any device capable of generating files in these formats. 
All acoustic sensor data is uploaded to a centralised, online repository. This centralised approach 
provides a number of advantages: 
 Online access and collaboration: multiple users have access to the same data and same 
analysis tools, enabling users to collaborate on analysis tasks. 
 Data retention: all raw data is retained to allow future analysis as techniques improve, to 
enable long‐term comparisons of historical data and to verify analyses. 
 Data security and backup: all data is stored securely with regular backups and recovery 
facilities to prevent data loss. 
 Data provenance and context retention (metadata): key experimental design details are 
retained to ensure accurate comparisons between datasets. 
 
In this case however, there are a number of drawbacks to data centralisation. Most notably, 
accessing large volumes of acoustic data via the internet requires relatively high speed internet 
access and sufficient download quota. We have found that many of our users do not have access to 
high‐speed internet. We have therefore implemented a distributed system whereby raw acoustic 
data is installed to user’s machines and accessed by our Silverlight audio player utilising Isolated 
Storage. Species annotation data is still stored in our centralised database, however data transfer is 
reduced by a factor of four. 
2.2 Acoustic Data Organisation and Structure 
The acoustic workbench allows users to browse and manipulate data in a logical, structured manner. 
Acoustic data are structured on a hierarchical model of Projects, Sites and Recordings. Projects are 
the top level. A project can represent any logical collection of experiments or studies and can be 
shared with other users. Each project consists of a collection of Sites. Sites are physical locations 
(identified by GPS coordinates), with sensors deployed at each site. Sensors are physical recording 
devices whose details are stored to ensure retention of experimental design details. Recordings are 
the raw acoustic data collected from sensor devices in the field and uploaded to the website. Fig. 1 
illustrates the workbench data organisation and structure. 
Fig. 1. Workbench data organisation and structure. 
Users are granted role‐based permissions on a project‐by‐project basis. These control the level of 
access to data and analysis tasks. Access levels include: 
 None (default): user has no access to any data or any function in the project. 
 Read Only: user can view/play acoustic data, can annotate spectra, but cannot upload data 
and cannot perform analysis tasks. 
 Full: user can view/play acoustic data, can annotate spectra, can upload data and can 
perform analysis tasks. 
These access levels allow collaborative tagging, review and discussions of tagging as required for the 
semi‐automated analyses of data. 
2.3 Recording Playback and Visualisation 
Recordings can be played online using a custom‐developed Microsoft Silverlight audio playback tool 
developed for the workbench. The playback tool plays audio and displays a spectrogram which 
allows the user to visualise and hear audio simultaneously. Long recordings are split into fixed‐length 
segments (with configurable lengths) which are loaded dynamically as the player reaches the end of 
each segment. For example, a continuous 24‐hour recording can be divided into 240 six‐minute 
segments. This allows the user to start listening without waiting for the entire 24‐hour recording to 
download. Fig. 2 shows a screenshot of the workbench playback and visualisation tool with several 
annotated vocalisations. 
Fig. 2. Workbench playback tool with annotated species vocalisations. 
Users have sequential or random access to the contents of a recording using the player’s navigation 
tools. This provides the ability to scan recordings rapidly or to locate specific times of interest, for 
example dawn and dusk. In addition, several recordings may be selected at once to create a 'playlist' 
of audio to play or to assign to analysis tasks. These playlists are generated using a filtering tool. 
They provide the capability to search recordings based on time and date, project, site and on tags, 
which have been annotated in any recording. 
2.4 Recording Analysis and Annotation 
One of the key goals of this research is to develop automated and collaborative analysis tools to scan 
acoustic data to identify distinct species. The purpose of the analysis is to determine ecological 
measures, such as species richness – a census of species with vocalisations in the recordings.  Long‐
term recordings to monitor species richness or changes in species composition can generate large 
volumes of data. As an indication of the volume of data produced by an acoustic sensor, recording in 
MP3 format at 44.1 kHz, 128 kbps for 24 hours generates 1.3GB of data. Our repository currently 
holds over 1TB of acoustic data.  
To help ecologists to deal with these volumes, the workbench provides a flexible approach to data 
analysis. Users can work alone or in collaboration. They can annotate recordings manually with the 
assistance of call identification libraries, run a number of fully automated tools to find specific 
species, or interact with the system in a semi‐automated fashion to reduce repetitive annotation 
tasks, while leveraging complex manual identification tasks. These tools combine to allow large 
volumes of data to be processed efficiently by a range of users. The goal is to allow users with a 
variety of species identification skills to contribute to the analysis of acoustic data. Analysis 
techniques and tools are discussed further in section 3.   
Annotation of audio recordings involves users playing recordings online using the workbench 
playback tool and identifying species vocalisations both aurally and visually on a spectrogram. Once 
a vocalisation is identified, its visual component is annotated on the spectrogram by electronically 
‘drawing’ a marquee around the call using a tagging tool. The upper and lower frequency bands and 
duration of call are captured in this process. To associate the marquee annotation on the 
spectrogram with a specific species, we have adopted a collaborative tagging approach as opposed 
to a controlled taxonomy. Collaborative tagging allows users to associate tags with content (in this 
case species names with audio data), and is particularly useful for sites with large amounts of 
content  which require the contribution of many users to classify [11]. The workbench allows users 
to tag acoustic content, and browse content tagged by others while a ‘tag cloud’ provides a visual 
representation of popular tags (both for tagging and searching). 
2.5 Discussion and Review Facility 
The results of manual, automatic and human in‐the‐loop species analysis are necessarily subject to 
review and discussion. In some cases automated analyses or even expert users may incorrectly 
identify calls (false positives). We have found that even amongst expert listeners there may also be 
debate about particular calls due to the extensive repertoire of some species, regional variation or 
presence of environmental noise masking calls. These issues are managed in the system through two 
facilities: 
 Tag (analysis) verification, and; 
 Discussion forums where tagged calls may be discussed by users. 
Tag verification enables the checking of analyses – automated, semi‐automated and manual. 
Automated analyses provide a score (either in dB units or normalized in the interval [0,1]) which can 
be used to rank tagged calls. This score provides a confidence rating which indicates the likelihood 
that the recording segment contains a vocalisation of the target species. In a typical analysis, there 
are too many tagged calls for a single user to check manually. For example unique species calls 
tagged at one minute intervals can generate over 6000 tags per day. Hence a suitable score 
threshold must be found by the method of ‘bracketing’, that is, searching the ranked list at intervals 
for a threshold which optimizes the false positive, false negative trade‐off. All tags having above 
threshold score are accepted. This method has the advantage of flexibility because the ‘optimal’ 
threshold is likely to vary according to locations, background noise and other factors peculiar to the 
study.  
For more involved analysis of tagging results, a discussion forum review system is used. The forum is 
linked to the tagged data and allows users to have threaded discussions around particular calls, 
analyses and tags. This is particularly important for expert users who may want to discuss unusual or 
novel calls and provides an audit trail for identification of species which are difficult to identify. 
The discussion forum and tag browsing permit a degree of participatory analysis which allows many 
users to contribute to tagging and analysis. Users can manually tag raw acoustic sensor data, verify 
the accuracy of other manually tagged data or verify and confirm the accuracy of automated or 
semi‐automated analyses. They can also engage in online discussions to assist in identifying cryptic 
or uncommon species. This provides a powerful mechanism for scaling the analysis of captured 
sound by volunteers or citizen scientists. To further enhance the accuracy of tagging, a structured 
review system could be implemented which provides independent tagging of the same vocalisation 
by a number of users – the consensus of the users would be accepted as the correct tag. This is 
similar to the approach adopted by citizen science projects such as Galaxy Zoo (www.galaxyzoo.org) 
and eBird (www.ebird.org).  
3 Online Analysis Techniques 
Recordings of the natural environment are subject to many effects including natural noise (such as 
wind and rain), man‐made noise (such as cars and aeroplanes) and various other forms of 
interference. In addition, many animal species exhibit significant call variation and their call spectra 
vary depending on proximity to the microphone[12]. To deal with these challenges, our research has 
identified the need to provide ecologists with flexibility when analysing acoustic data. To this end, 
we provide the following techniques for analysing acoustic data: 
 Manual analysis. 
 Automated call recognition. 
 Human‐in‐the‐loop analysis. 
3.1 Manual Analysis 
Given the volume of data associated with long term acoustic sensing, the time required to manually 
analyse recordings can be prohibitive. Additionally, manual analysis typically requires highly trained 
users who can discriminate between vocalisations and identify a large number of species. To help 
overcome some of these limitations, the workbench provides a number of tools: 
 Online collaboration: enables users to scale manual analysis by allowing multiple users to 
collaborate on identification and annotation. The workbench incorporates a feedback and 
confidence rating system, which provides the ability to rate the accuracy of collaborating 
users. Collaboration can also be used to focus the attention of ‘expert’ user’s on difficult‐to‐
identify calls. 
 Online species identification library: assists in call identification. To reduce the time taken to 
identify vocalisations and to improve the productivity of novice users, the online species 
identification library can compare a call in a spectrogram with spectrograms of previously 
identified species vocalisation exemplars. To reduce the number of exemplar spectrograms to 
compare, the library can be filtered on features such a frequency band and call duration.  
 Removal of silence and noise: removes sections of recordings with long periods of silence or 
periods with continuous noise pollution (e.g. caused by wind or rain). Automated removal of 
these sections of a recording reduces the volume of acoustic data to analyse, and focuses 
manual effort on those parts of a recording mostly amenable to analysis. 
 Rapid spectrogram scanning: allows a user to visualise a recording in less time that it would 
take to listen. Many vocalisations have a characteristic spectral appearance that the human 
eye can recognise amongst other vocalisations even in complex acoustic environments e.g. 
dawn chorus. Rapid spectrogram scanning allows users to scan quickly through an entire 
recording for a specific species or vocalisation. 
To establish the effectiveness of the manual analysis tools above, a small pilot study was conducted. 
A group of subjects inexperienced in bird identification (n = 6) were allocated 24 minutes of audio 
data to analyse using the online workbench collaboration tool and a standard MP3 audio player 
(Windows Media Player). The audio was split into two, 12‐minute segments of audio. Each 12‐
minute segment of audio contained approximately the same number of unique species (20 species). 
Subjects were instructed to analyse the first 12‐minute segment using the audio player only, without 
visualisation tools or the species reference library. Subjects were then instructed to analyse the 
second 12‐minute segment using the online workbench visualisation and playback tools, with the 
assistance of the species identification library. Subjects were trained in the use of the website and 
tools and instructed to identify and annotate species in the recording. The time taken to annotate 
each 12‐minute segment was recorded for each subject.  
Subjects took between 14 and 25 minutes (mean = 17 minutes) to identify birds without the online 
workbench and achieved identification accuracy between 10% and 25% (mean = 16.7%). Using the 
online workbench with visualisation, playback and reference library tools, 5 out of 6 subjects took 
the allocated 60 minutes (mean = 55 minutes) and identified between 20% and 40% of species 
correctly (mean = 31%). The difference in the number of species correctly identified with and 
without the workbench tools was significant (paired t test: t = 2.57, p = 0.003). These results suggest 
that using the online workbench with the species identification library allows novice users to identify 
a greater number of species in acoustic sensor recordings than playing recordings alone. However, 
the relative cost (time taken to analyse the 12 min segment) also increased.  
3.2 Automated Call Recognition 
Perhaps due to the importance of birds and amphibians as indicator species of environmental 
health, there is a considerable body of work published on the automatic detection of bird and frog 
vocalisations  [13‐22]. A common approach has been to adopt the well‐developed tools of 
Automated Speech Recognition (ASR), which extract Mel‐Frequency Cepstral Coefficients (MFCCs) as 
features and use Hidden Markov Models (HMMs) to model the vocalisations.  
Unfortunately, it is not so easy to translate ASR to the analysis of environmental recordings because 
there are far fewer constraints in the latter task. The two main issues are noise and variability. ASR 
tasks are typically restricted to environments where noise is tightly constrained, for example over 
the telephone. By contrast, environmental acoustics can contain a wide variety of non‐biological 
noises having a great range of intensities and a variety of animal sounds which are affected by the 
physical environment (vegetation, geography etc.). Furthermore, the sources can be located any 
distance from the microphone. Secondly, despite its difficulty, ASR applied to the English language 
requires the recognition of about 50 phonemes (or 150 tri‐phones). By contrast, bird calls offer 
endless variety; variety in call structure between species, variety between populations of the one 
species and variety within and between individuals of the one population. Many species have 
multiple calls and many are mimics. To give some indication of the difficulty of bird call recognition, 
a state‐of‐the‐art commercial system using an ASR approach that has been under development for 
more than a decade, achieves, on unseen test vocalisations of 54 species, an average accuracy of 
65% to 75% [23]. 
One approach to the automated recognition of bird/animal calls is to build a one‐classifier‐
recognizes‐all. This is the approach used by those who apply ASR methods (MFCC cepstral coefficient 
features and HMM classifiers) to the problem. We have not found this approach to be successful for 
a number of reasons. First, HMMs have many degrees of freedom and require a lot of training data. 
In many cases, particularly with cryptic species, training data in the form of a wide range of species 
vocalisations is not available. Second, MFCC features are inappropriate for some bird call features, 
notably pure tone whistles. Third, the results of an HMM are sensitive to the selected noise model 
and it is not practical to have a separate noise model for each of the many situations that occur in an 
uncontrolled recording. Note that the MFCC‐HMM approach was developed for ASR under 
conditions where noise and recording conditions are tightly controlled.  Fourth, an all‐in‐one‐
recognizer must be retrained every time the user decides to omit or include another call from the 
study. The retraining of HMMs is not a trivial exercise and it makes more sense to train recognizers 
only once, as they are required.  
The opposite approach might be to train a unique recognizer for every call type. However this would 
also involve a lot of duplicated effort. Thus for all the above reasons our approach was to build 
comparatively few recognizers capable of recognizing generic features such as oscillations, whistles, 
whips and stacked harmonics. Recognizers can be trained for individual call types by supplying 
appropriate parameters. Furthermore, not all noise types and all species occur at all locations so it is 
possible to achieve useful recognition results without building a universal‐classifier. 
While some animal and bird calls have complex structures [20], species recognition does not 
necessarily require recognition of an entire call. For example, it is not necessary to model the 
complex structure of 30 second male Koala (Phascolarctos cinereus) bellow. Instead, the oscillatory 
characteristic of its exhalations provides a suitable feature on which to train a recogniser. Likewise 
the Bush Stone Curlew (Burhinus grallarius) has a multi‐syllable call structure with harmonics, but 
recognition can be limited to detection of a single characteristic formant. Even highly variable bird 
calls such as that of the Golden Whistler (Pachycephala pectoralis) may be confined to a particular 
frequency band and have characteristic frequency modulated whistles. Many multi‐syllable calls 
consist of the same repeated syllable (e.g. the cane toad (Bufo marinus)) or different syllables 
varying in pitch (e.g. the ground parrot (Pezoporus wallicus)), duration or both (e.g. the whistle and 
whip of the Eastern Whipbird (Psophodes olivaceus)).   
While all these call types exhibit some form of variability, nevertheless each has an invariant feature 
to which a recogniser can be tuned. Representative examples of recognition techniques we have 
implemented include: 
MFCC features + HMMs: We have found this technique to be suitable only for high quality single‐
syllable calls. We used the Hidden Markov Model Tool Kit (HTK) [24] and applied it to the recognition 
of Pied Currawong (Strepera graculina) calls. The Hidden Markov Model Toolkit is a suite of software 
development tools for constructing and manipulating hidden Markov models, traditionally used for 
speech recognition research. 
Oscillation Detection (OD): We used a Discrete Cosine Transform to find repeating or oscillating 
elements of calls within a user specified bandwidth. This method is highly sensitive and does not 
require prior noise removal. For more details see [25]. 
Event Pattern Recognition (EPR): This technique models a call as a 2D distribution of acoustic events 
in the spectrogram. Step 1: Acoustic Event Detection (AED). Extract acoustic events from the 
spectrogram. Each call syllable should be isolated as a single event. Step 2: Detect a 2D pattern of 
events whose distribution matches a template. Note that the content of the syllables themselves is 
not modelled. The advantage of this method is that it is resistant to background noise and other 
acoustic events. For more details see [26]. 
Syntactic Pattern Recognition (SPR): this technique models a call as a symbol sequence, each 
symbol selected from a finite alphabet representing ‘primitive’ elements of the composite pattern. 
In our case the primitives are short straight‐line segments at different angles in the spectrogram. 
Step 1: Isolate Spectral Peak Tracks (SPTs) which appear as ridges in the spectrogram. Step 2: 
Describe the spectral tracks as piece‐wise, straight‐line segments. We apply this technique to 
Eastern Whipbird calls that can be modelled as a series of horizontal line segments (the whistle) 
followed by a series of near‐vertical line segments (the whip). 
To test these methods we used data sets selected by an ecologist based on judgements as to what 
selection of recordings at different times of the day would provide interesting information about the 
locality. An ecologist tagged all calls of interest, even those at the limits of audibility and not 
expected to be detected by automated means. Our objective was to devise experimental conditions 
that would reflect how an ecologist would use the acoustic workbench. Results are displayed in 
Table 1. We use the following definitions of recall and precision: 
recall = TP/(TP+FN) 
precision = TP/(TP+FP) 
Where TP is True Positive, FP is False Positive and FN is False Negative. 
Table 1. 
Recogniser results from experiments using four automated recognition techniques. 
Call 
structure 
Recognition 
technique 
Call type  Recordings 
(Files in 
Datasets) 
# Files 
with 
Calls 
Recall  Precision  Accuracy 
Single 
syllable  
MFCC features + 
HMM 
Currawong  29 x 4‐mins  7  28.6%  100%  75.9% 
Oscillating 
single 
syllables in 
time 
domain 
Detection of 
temporal 
oscillations within 
a characteristic 
frequency band 
of the STFT. 
Cane Toad  337 x 2‐mins  55  92.5%  98.0%  98.5% 
Asian 
House 
Gecko 
270 x 2‐mins  77  90.9%  89.7%  94.4% 
Male Koala 
(bellows) 
115 x 4‐mins  12  75.0% 
 
75.0% 
 
94.8% 
Static 
pattern in 
time and 
frequency 
Detection of a 
characteristic 
pattern of 
acoustic events in 
the STFT. (AED + 
EPR) 
Ground 
Parrot (one 
call type) 
 
405 x 1‐min 
 
23 
 
87.0% 
 
87.0% 
 
98.5% 
Complex 
single/ 
multiple‐
line 
patterns 
Detect whistle 
followed by whip 
using Syntactic 
Pattern 
Recognition. 
 
Whipbirds 
 
38 x 2‐mins 
 
14 
 
100% 
 
66.7% 
 
81.6% 
 
Accuracy is defined as the total number of correctly classified 1‐4‐minute file segments in the test 
set. We adopted the convention that where a recogniser detected a true positive (TP) in a single 1‐4 
minute file yet made an error in the same file (either a false positive ‐ FP ‐ or false negative ‐ FN) we 
labelled that file correctly classified. On the other hand, we observed many instances where multiple 
TPs were obtained in one recording but offset by a single error in another file. The most common 
errors were FN due to a distant call or call lost in noise. We chose this form of presenting accuracy 
because it is more efficient for ecologists using the acoustic workbench to work with audio segments 
of 1‐4 minute rather than manipulate hours of recording. Furthermore, birds tend to call in clusters 
and reporting on a file basis reduces the length of a report. 
It is notable that the use of MFCCs and HMMs was the least successful technique tested (Table 1). 
This was due to the inadequacy of the noise model for the detection of Currawong calls. Although 
the accuracy figures presented should only be regarded as general indications of performance in a 
real operational environment, they nevertheless demonstrate that useful accuracy rates can be 
achieved for automated recognition when appropriate algorithms are selected for specific 
vocalisations. At the present time, selection of an appropriate algorithm must be done by an 
experienced user who inspects the call’s spectrogram and determines which of its features 
(oscillations, stacked harmonics, etc.) would be most amenable to which algorithm. A call could well 
have features detectable by more than one algorithm. In this instance, the generic classifiers can be 
utilised in sequence and the results aggregated to improve the likelihood for detection. 
3.3 Human‐in‐the‐Loop Analysis 
Human‐in‐the‐loop analysis provides a hybrid approach which addresses the respective strengths 
and weaknesses of the manual and automated techniques. Manual analysis utilises the sophisticated 
recognition capabilities of a human user, but cannot be efficiently scaled to process the volumes of 
data collected in long‐term sensor deployments. Automated techniques are effective for identifying 
some targeted species in large volumes of data, but they require a high degree of skill to develop 
and are currently not able to cope with the variability found in animal calls. 
Combining manual and automated approaches provides users with the ability to analyse large 
volumes of acoustic data interactively and systematically. Human‐in‐the loop analysis recognises 
that: a) many species (particularly avian species) have a broad range of vocalisations and these 
vocalisations may have significant regional variation; b) environmental factors such as wind, rain, 
vegetation and topography can attenuate, muffle and distort vocalisations considerably and c) 
human analysis capabilities are currently superior to that of automated computational analysis tools. 
The human‐in‐the‐loop technique provides users with the ability to: 
 Associate many different vocalisations with a single species. 
 Automate repetitive annotation tasks. 
 Leverage expert user time by searching a set of recordings with a number of identifying 
vocalisations. 
 Locate vocalisations which have not been identified i.e. identify novelty. 
 Develop a comprehensive, geographical‐specific library of vocalisations to apply to other 
recordings 
To illustrate this technique, the following is an example of a typical human‐in‐the‐loop scenario. 
A user is tasked with producing a species list and associated call frequency data for avian species in a 
seven day (168 hour – 9.1GB) continuous acoustic recording. The user is also tasked with building up 
a library of representative calls of interest in the recording. This library could be used later to assist 
call identification in other recordings at the same geographic location. 
The recording is first uploaded to the workbench using web‐based tools and processed segment‐
wise to remove background noise. The analysis process begins by performing a manual scan of the 
first minutes of the recording to identify calls of interest. These calls are manually tagged and placed 
in the call library. At present we use a binary matrix to represent the shape of calls in a spectrogram. 
These steps are represented in Fig. 3 as the arrows from ‘Start’ to ‘New Tags’ to ‘Library of Calls’.  
The automated component of the human‐in‐the‐loop process (the top section of Fig. 3) is to scan the 
entire recording with the templates in the call library. The recall/precision trade‐off is controlled 
with a sensitivity parameter. At present we use a nearest‐neighbour recogniser but in principle a 
number of recognition algorithms could be used. This automated step returns a list of ‘hits’, some 
number of which will be false positive errors. The recogniser will also have missed some true calls 
(false negatives). 
The user now identifies and corrects errors (see Error Correction box in Fig. 3) and adds new 
examples of calls including those incorrectly identified in the previous scan. The expanded library is 
now used as the basis for a second scan of the entire recording.  
The above process is iterated until all vocalisations of interest have been annotated. Note that 
iterative identification and annotation of vocalisations builds up a call library that not only covers the 
species range but also the variation within species for that location. Since calls in the library are 
annotated with their location, filtering for geographic proximity reduces the number of vocalisations 
to be compared. 
Fig. 3. Semi‐automated analysis (human‐in‐the‐loop). 
To give some idea of the performance of the nearest‐neighbour recogniser (which also requires any 
similarity measure to exceed a threshold for positive identification) we used it to detect Bush Stone 
Curlew calls in a two‐hour recording. We used a single template describing just one of the several 
syllable types characteristic of a Bush Stone Curlew call. Dividing the recording into 4‐minute 
segments, the single syllable recogniser achieved a recall rate of 63%, precision of 100% and 
accuracy of 76%. The addition of more syllables to the call library would increase recognition 
performance correspondingly. 
4 System Implementation 
Fig. 4 shows an overview of the system architecture. All data is stored centrally and accessed 
through a web based interface [6]. The centralised data store and web interface support a 
collaborative interface.  For example, the results of analyses can be collaboratively reviewed.  The 
web interface is realised by a mixture of conventional HTML for authenticating, navigating projects 
and sites etc. and a custom Silverlight control for playing and annotating data. The player control is 
similar to a standard media play but with additional features for displaying a high resolution 
spectrogram and for creating and viewing annotations. Silverlight was chosen for its rich features 
available for playing sound, viewing images and annotating spectrograms. Flash technology or the 
emerging HTML 5 standard could equally have been used.  
Data is stored on a central server; raw sound is stored in a file system and sound metadata, tags and 
other data are stored in a database. In this way, large sound files can be stored efficiently in a 
regular file system: currently this is hosted by a dedicate file server. The simple file based interface 
lends itself to more sophisticated hosting for example by portioning across a set of file servers or 
even a cloud based solution.  On the other hand meta‐data is stored in a relational database (SQL 
Server) permitting the efficient querying and selection of meta‐data. This is important to enable fast 
and efficient navigation to data on the web server. It also permits complex data sets to be formed 
through relational joining of metadata. 
Fig. 4. System architecture 
The automated analysis of large quantities of sound is computationally expensive. The approach we 
adopted is to break sound up into configurable, fixed size segments and to process these on a high 
performance computing (HPC) cluster computer. The sound can be cached on the cluster and all 
processing is independent hence the problem becomes embarrassingly parallel. Other solutions 
might be to use GPUs or a hybrid cloud based system for undertaking the analyses [27]. The 
computation is a mixture of regular and custom digital signal processing (DSP) tasks including Fast 
Fourier transforms. These are potentially well suited to a GPU implementation. However, they would 
have necessitated rewriting the analysis code; the partition data and computation over a cluster was 
deemed a simpler and hence more attractive option. This is demand driven based on the analyses 
requested by the user.  
In addition to the web user interface the web server also presents a lightweight REST‐style web 
service interface[28]. These simple web service interfaces enable applications to query the server 
and upload and download data; for example, the Silverlight control uses this to communicate with 
the server accessing audio data and spectrogram images. A similar interface is used to communicate 
with the HPC server and to upload sound data into the system. All data and metadata can be 
addressed by URLs. This facilitates linking of data, meta‐data and discussions through sharing of 
URLs; it also simplifies the web client and other web service consumers. Developing clients for REST 
style web interfaces is simple and supported across different platforms. This allows different 
sensors, applications and web clients to communicate with the audio servers through a common 
interface.  
One drawback of the current web‐based system is the need to download all sound data onto clients 
for playing sound. When users have fast and unlimited broadband access this is not a problem. For 
other more remote users such a system can stress download quotas and bandwidth. To alleviate this 
problem we support the local caching of raw sound data. This can be transmitted out of band to the 
user, for example on a portable hard drive/DVD through the postal system. 
5 Related Systems 
A number of other systems exist to analyse acoustic data. The Cornell Lab of Ornithology RAVEN 
sound analysis software provides extensive support for viewing spectrograms, playing audio, 
automated detection and spectrogram annotation. RAVEN provides user configurable detection 
algorithms based on amplitude or band limited energy. An extensible detection application 
programming interface (API) is also provided to allow users to develop custom detection algorithms 
in Java or Python. RAVEN automated analysis suffers from the same automated analysis issues as the 
online workbench. The presence of high background noise, low signal strength, signal complexity or 
clutter all have a detrimental effect on the accuracy of detection.  
XBAT (http://xbat.org/home.html) is also developed and made available by the Cornell Lab of 
Ornithology. XBAT is a MATLAB extension for the sophisticated analysis of acoustic data with a GUI 
development environment. XBAT offers a rich and powerful suite of tools for visualising, filtering, 
detecting, measuring and annotating acoustic data. While XBAT is made available as open‐source 
software under the GPL, the requirement for a licensed version of MATLAB and MATLAB 
development skills may restrict the widespread use of XBAT as an acoustic sensor data analysis tool.   
Song Scope (http://www.wildlifeacoustics.com) is a commercial acoustic analysis application 
developed by Wildlife Acoustics. Song Scope has rich support for long audio recordings, spectrogram 
visualisation, annotation and interactive automated detection development. Using training data 
(representative vocalisations for the target species), Song Scope can generate a custom detection 
algorithm which can be used to analyse large volumes of data. As with other automated detection 
algorithms and tools which operate on unconstrained recordings of the natural environment, the 
presence of high levels of noise, signal strength and variation compete with the detection accuracy. 
Wildlife acoustics claim a typical 80% detection rate for complex, variable vocalisations in noisy 
environments (http://www.wildlifeacoustics.com/songscope.php). 
There are a number of notable differences and similarities between RAVEN, XBAT, Song Scope and 
the online workbench. Firstly, RAVEN, XBAT and Song Scope are standalone applications, which have 
limited online collaboration capabilities. The online workbench is specifically designed to allow large 
numbers of users to collaborate online to collect, store and analyse large volumes of acoustic data. 
RAVEN and XBAT allow the user to interactively adjust detection parameters to improve detection 
performance for a given environment as does the online workbench. Because of their standalone 
nature, XBAT, RAVEN and Song Scope provide a rich and mature sound analysis environment with a 
greater range of visualisation and analysis tools than is currently available in the online workbench.  
6 Discussion and Future Work 
Acoustic sensors are set to play an important role in protecting biodiversity as we face increasing 
environmental challenges. Sensors provide scientists with the capability to collect data over large 
spatial and temporal scales, far exceeding what would be traditionally possible using manual 
methods. With this ability however comes the problem of analysing large volumes of data. 
Collecting, storing and analysing large volumes of data is becoming increasingly challenging with 
large‐scale eScience applications [29]. This research has adopted a ‘toolbox’ approach to the analysis 
of acoustic data, providing scientists with an online environment to store, access and collaborate on 
data collected from acoustic sensors. Ultimately, these tools are aimed at providing scientists with 
the ability to detect and identify species in large volumes of acoustic data. These data can be 
analysed over time to observe fluctuations in species richness, detect the presence of rare or 
invasive species, and to monitor the effects of climate change on the environment.  
The design of e‐Science systems such as this is necessarily cross‐disciplinary, combining the skills of 
computer scientists, ecologists and many other disciplines. There are many challenges in developing 
systems that take traditional methods of scientific investigation (such as ecology) and attempt to 
redefine the ways in which that investigation is conducted. At its core, this system attempts to move 
the estimation of avian species composition from the field (i.e. ecologists in the field making visual 
and auditory observations of avian species) to cyberspace, and to the masses, using acoustic sensors. 
This is a fundamental paradigm shift for many ecologists, and developing strategies to ensure that e‐
Science projects such as this maintain the appropriate levels of scientific rigour is essential. To this 
end, we have engaged extensively and comprehensively with ecologists to ensure that the objectives 
of traditional ecological research can be met by the system. Analysis verification processes which 
ensure data accuracy, and online species identification libraries which improve the performance of 
novice users are classic examples of contributions from ecologists to this system.  
We have taken an agile approach to the research, design and development of the system; system 
components have been iteratively researched, built and evaluated with input and feedback from 
ecologists at each stage of development. Team members have actively participated in ecological 
studies utilising the system, and research students have been jointly supervised by ecologists and 
computer scientists. In this way the system’s research has been kept ‘ecologically honest’. As is often 
the case in e‐Science, key research problems are often found to be different from those originally 
envisaged. The acid test is whether the system allows ecologists to conduct research in new or 
innovative ways. Another somewhat surprising finding is that ecologists are very tolerant of a new 
system providing it enables them to undertake new otherwise infeasible research.   
The automated recognition of animal calls has not yet reached a level of reliability that allows 
ecologists to use the methods without careful verification of results. Any application that offers 
analysis tools to ecologists must necessarily offer graded levels of utility from fully manual to fully 
automated. Thus, our manual and semi‐automated tools offer an adjustable degree of user 
interaction with the data.  
To this end, the automated recognisers in our Acoustic Environmental Workbench have a number of 
features that adapt them to the real world of manual and semi‐automated classification as opposed 
to the optimised world of a specialised machine learning laboratory. In particular: 
1) We have developed collaboration and manual species identification tools to allow for large‐scale 
manual analysis of acoustic data utilising novice users. In recent years there has been enormous 
growth in participatory sensing and the popularity of many amateur environmental activities such as 
bird watching. This means there are a large number of amateur enthusiasts who may be willing to 
assist with the analysis of large volumes of sensor data [30]. The rise of internet‐enabled citizen 
science projects has led to masses of information being collected and analysed across numerous 
fields. Web‐based tools and processes allow citizen scientists to contribute more effectively to 
environmental monitoring. Further development of tools and technology to support reputation 
modelling, consistency and accuracy checking specifically for acoustic sensor data analysis will be 
critical to the wide‐spread adoption of collaborative sensor data analysis [31]. 
2) We have constructed generic classifiers that respond to a particular feature, which is common to 
many animal calls. The most obvious example in our work is the Oscillation Detector. Another 
feature of our generic recognisers is that they have parameters whose tuning is relatively intuitive. 
The only exception to this rule is the use of HMMs in HTK. These classifiers require IT expertise to 
construct. Reporting the accuracy of call classifiers based on carefully prepared data sets is not an 
accurate reflection of the typical ecologist’s requirements. 
3) Except for our HMM classifiers, we have prepared generic classifiers that can be ‘trained’ with 
very few (even just one) instance. This is necessary because many bird species of interest are cryptic. 
As more calls are identified, the classifier can be improved in a boot‐strap manner. 
4) We have constructed classifiers that can be used in both a multi‐class context (e.g. as a nearest‐
neighbour classifier) or as stand‐alone binary classifiers. The latter option is necessary because in 
many situations an ecologist is interested in a particular species and has no need of a classifier that 
recognisers multiple species. The difficulty to be solved in order to achieve this outcome is to 
normalise classification scores independently over a broad range of call types. 
The identification of animal calls in arbitrary recordings of the environment remains a difficult task. 
An enormous investment has been necessary to make human speech recognition work, and then 
only in very constrained cases, for example for the English language, low noise and a single speaker 
environment. Thus it seems unlikely that automated recognition of animal vocalisations will be 
achieved in the near future, certainly not having sufficient accuracy to replace human identification. 
Consequently large scale manual collaborative and human‐in‐the‐loop analysis will be required for 
analysis of environmental acoustic data for the foreseeable future. Our workbench recognises this 
reality, however, we anticipate that we will continue to improve the effectiveness of our manual, 
semi‐automated and fully‐automated tools. These features will be added to the online acoustic 
workbench as they become available. The workbench can be accessed at sensor.mquter.qut.edu.au.   
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