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Abstract. This paper addresses the following question: “Suppose that a
state-feedback controller stabilizes an infinite-dimensional linear continuous-
time system. If we choose the parameters of an event/self-triggering mecha-
nism appropriately, is the event/self-triggered control system stable under all
sufficiently small nonlinear Lipschitz perturbations?” We assume that the sta-
bilizing feedback operator is compact. This assumption is used to guarantee
the strict positiveness of inter-event times and the existence of the mild solu-
tion of evolution equations with unbounded control operators. First, for the
case where the control operator is bounded, we show that the answer to the
above question is positive, giving a sufficient condition for exponential stabil-
ity, which can be employed for the design of event/self-triggering mechanisms.
Next, we investigate the case where the control operator is unbounded and
prove that the answer is still positive for periodic event-triggering mechanisms.
1. Introduction. In this paper, we study event/self-triggered control for infinite-
dimensional systems. As the time-discretization of control systems, periodic sam-
pling and control-updating are widely used. Various problems on periodic sampled-
data control have been studied for infinite-dimensional systems; for example, sta-
bilization [14, 15, 21, 22, 24, 29, 34, 38], robustness analysis of continuous-time sta-
bilization with respect to periodic sampling [23, 30, 31], and output regulation
[17–19,25,37]. Event/self-triggering mechanisms are other time-discretization meth-
ods, which send measurements and update control inputs when they are needed.
In event-triggered control systems, a sensor monitors the plant output and de-
termines when it sends the data to a controller (Figure 1). On the other hand,
in self-triggered control systems, the controller computes times at which the sen-
sor transmits the data to the controller (Figure 2). The major difference is that
the current output can be used to determine transmission times in event-triggered
control systems but not in self-triggered control systems. Therefore, in the state
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Figure 1. Event-triggered control system.
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Figure 2. Self-triggered control system.
feedback case where we denote by x(t) the state at time t ≥ 0, the transmission
times {tk}k∈N0 of event-triggered control systems are typically computed in the
form tk+1 = inf
{
t > tk : Fe
(
x(t), x(tk)
)
> 0
}
and those of self-triggered control
systems are in the form tk+1 = tk + Fs
(
x(tk)
)
for some functions Fe and Fs.
Event/self-triggered control has been an area of intense research, starting from
the seminal works of [1, 33, 39] for finite-dimensional systems. Adaptation of sam-
pling periods in sampled-data systems is a topic close to event/self-triggered control,
which has been also explored in [12] for finite-dimensional systems. Event-triggered
control methods have been extended to some classes of infinite-dimensional sys-
tems, e.g., systems with output delays and packet losses [20], first-order hyper-
bolic systems [6, 7], second-order hyperbolic systems [3], second-order parabolic
systems [13,16,32] and abstract linear evolution equations [36]. However, relatively
little work has been done on self-triggered control for infinite-dimensional systems,
compared with event-triggered control.
We consider the following system with state space X and input space U (both
Hilbert spaces):
x˙(t) = Ax(t) +Bu(t) + φ
(
x(t)
)
, t ≥ 0; x(0) = x0 ∈ X, (1)
where A is the generator of a strongly continuous semigroup T (t) on X, the control
operator B is a bounded linear operator from U to the extrapolation space X−1
associated with T (t) (see the notation section for the definition of the extrapolation
space X−1), and the perturbation φ is a nonlinear operator on X satisfying φ(0) = 0
and the Lipschitz condition
‖φ(ξ1)− φ(ξ2)‖ ≤ L‖ξ1 − ξ2‖ ∀ξ1, ξ2 ∈ X
for some constant L ≥ 0. We call the control operator B in (1) bounded if B maps
boundedly from U into X. Otherwise, we call B unbounded.
Choose a bounded linear operator F from X to U such that the state-feedback
controller u(t) = Fx(t) exponentially stabilizes the linear system x˙(t) = Ax(t) +
Bu(t), that is, the strongly continuous semigroup generated by A + BF is expo-
nentially stable. For the infinite-dimensional system (1), we here implement an
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event/self-triggering controller, which is given by
u(t) = Fx(tk), tk ≤ t < tk+1, k ∈ N0, (2)
where {tk}k∈N0 is determined by a certain event/self-triggering mechanism. If we
appropriately choose the parameters of the event/self-triggering mechanism, then
the inter-event times tk+1− tk can be small. Therefore, we would expect intuitively
that the event/self-triggered controller (2) exponentially stabilizes the system (1) for
all perturbations with sufficiently small Lipschitz constants L. The main objective
of this paper is to show that this intuition is correct.
In addition to stabilization, the minimum inter-event time, infk∈N0(tk+1 − tk),
needs to be strictly positive. Otherwise, data transmissions might occur infinitely
fast, which cannot be executed in practical implementation. This is an example of
Zeno behavior studied in the context of hybrid systems; see, e.g., [9]. A more care-
ful treatment of the minimum inter-event time is required for infinite-dimensional
systems. In fact, for finite-dimensional systems, if we use the following standard
event-triggering mechanism proposed in [33]:
tk+1 = inf{t > tk : ‖x(tk)− x(t)‖ > ε‖x(t)‖}, k ∈ N0, ε > 0, (3)
then there exists θ > 0 such that satisfies infk∈N0(tk+1 − tk) ≥ θ for all x ∈ X and
ε > 0. However, for infinite-dimensional systems, the same mechanism may not
guarantee that the minimum inter-event time is bounded from below by a positive
constant; see, e.g., Examples 3.1 and 3.2 in [36].
The important assumption of this paper is that the feedback operator F is com-
pact, which is used for two purposes. First, we guarantee the strict positiveness
of inter-event times, using the compactness of the feedback operator. Second, this
assumption is employed to prove the existence of the mild solution of the evolution
equation (1) and (2) in the unbounded control case.
We first study the case in which B is bounded. In the previous work [36], the
following event-triggering mechanism has been considered for the system (1) in the
unperturbed case φ ≡ 0:
tk+1 = min
{
tk + τmax, inf{t > tk : ‖Fx(tk)− Fx(t)‖U > ε‖x(tk)‖}
}
(4)
for k ∈ N0, where τmax > 0 is an upper bound of inter-event times. The self-
triggering mechanism we propose in this paper is based on (4). Before describing it,
we briefly explain two different points of the event-triggering mechanism (4) from the
standard one (3). First, the mechanism (4) has the upper bound τmax of inter-event
times. Since ‖x(tk)‖ is used for the estimation of the implementation-induced error
‖Fx(tk)−Fx(t)‖U in the mechanism (4), exponential convergence is not guaranteed
without adding an upper bound of inter-event times. The exponential stability of
the unperturbed event-triggered control system is achieved for every τmax > 0 under
some condition on the threshold ε, although the decay rate becomes small as τmax
increases; see Theorem 4.1 in [36]
Second, the implementation-induced error of the input, ‖Fx(tk) − Fx(t)‖U , is
considered in (4). Similarly to the case (3), the event-triggering mechanism using
the condition ‖x(tk) − x(t)‖ > ε‖x(tk)‖ does not generally guarantees that the
minimum inter-event time is bounded from below by positive constant for infinite-
dimensional systems. However, it has been shown in Theorem 3.6 of [36] that the
minimum inter-event time of (4) is strictly positive if the feedback operator F is
compact.
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Event-triggering mechanisms using the feedback operator F are not practical
in some situations. This is the main motivation of the extension of (4) to a self-
triggering mechanism. It is reasonable that the controller uses the mechanism (4)
for the computation of transmission times at which the controller sends the control
input to the actuator. However, it makes little sense that the sensor uses the mecha-
nism (4) in the situation where the sensor and the controller are separated. Indeed,
since the control input is computed in the mechanism (4), the sensor may directly
transmit the control input to the actuator without going through the controller; see
also the discussion in Section VII-B of [33].
For the bounded control case, we propose the following self-triggering mechanism:
tk+1 = tk + min
{
τmax, inf{τ > 0 : αL,ε(x(tk), τ) ≥ ε‖x(tk)‖}
}
(5)
for k ∈ N0, where αL,ε : X × R+ → R+ is a certain function; see Section 2.2
for details. Instead of monitoring the state x(t) continuously, the self-triggering
mechanism (5) predicts it to estimate ‖Fx(tk) − Fx(t)‖U , by using the nominal
linear model (T (t), B, F ), the Lipschitz constant L, and the latest transmitted state
x(tk). Consequently, the self-triggering mechanism (5) can be implemented in the
controller. The function αL,ε is defined so that
‖Fx(tk)− Fx(t)‖U ≤ αL,ε(x(tk), t− tk)
holds for every t ∈ [tk, tk+1) and k ∈ N0. Therefore, under the self-triggering
mechanism (5), we obtain
‖Fx(tk)− Fx(t)‖U ≤ ε‖x(tk)‖
for every t ∈ [tk, tk+1) and k ∈ N0 as under the event-triggering mechanism (4). We
guarantee the strict positiveness of the inter-event times tk+1 − tk and provide a
sufficient condition for the exponential stability of the self-triggered control system.
Another solution to avoid the use of the feedback operator F in the sensor is the
following event-triggering mechanisms:
tk+1 = min
{
tk + τmax, inf{t > tk + τmin : ‖x(tk)− x(t)‖ > ε‖x(tk)‖}
}
(6)
for k ∈ N0, where τmin ∈ (0, τmax) is a prespecified lower bound of inter-event times.
The event-triggering mechanism (6) is based on the one studied in [11] for finite-
dimensional systems. The difficulty here is that the event-triggering mechanism (6)
does not guarantee that the error ‖x(tk)−x(tk+s)‖ is small for 0 < s < τmin. How-
ever, we show that if the lower bound τmin is chosen appropriately, then exponential
stability is preserved under the event-triggering mechanism (6) for all sufficiently
small Lipschitz constants L > 0 and thresholds ε > 0. For the unperturbed case
φ ≡ 0, we also provide a simple sufficient condition for exponential stability, in
which the upper bound τmax of inter-event times does not appear as in the case
of the event-triggering mechanism (4). It is worthwhile noticing that the stability
analysis under the event-triggering mechanism (6) is new even without Lipschitz
perturbations.
Next we investigate the case in which B is unbounded. As in the unperturbed
case φ ≡ 0 in Section 5.2 of [36], we apply the following periodic event-triggering
mechanism:
tk+1 := min
{
tk + `maxh, min{`h > tk : ‖x(tk)− x(`h)‖ > ε‖x(tk)‖, ` ∈ N}
}
, (7)
where h > 0 and `max ∈ N. The periodic event-triggering mechanism has been
studied for finite-dimensional linear systems in [10] and then has been extended
to finite-dimensional nonlinear Lipschitz systems in [8]. Compared with the above
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mechanisms (3), (4), and (6), the periodic event-triggering mechanism (7) behaves
in a more time-triggering fashion, because the condition is verified only periodically.
This periodic aspect leads to several benefits. First, the minimum inter-event time
is bounded from below by h. Second, the sensor needs to monitor the state and
check the condition only at sampling times, and hence the periodic event-triggering
mechanism (7) is more suitable for practical implementations.
In the unbounded control case, we begin by showing that a mild solution of the
evolution equation (1) and (2) uniquely exists in C(R+, X). The difficulty arises
from the combination of the unboundedness of the control operator B and the
nonlinearity of the perturbation φ. To solve the difficulty, we use the fact that if F
is compact, then ShFx
0 is continuous with respect to h in the norm of X, where
Sh :=
∫ h
0
T (s)Bds.
Next, assuming that the operator ∆h := T (h) + ShF, which governs the state
evolution of the discretized system, is power stable, we extend the stability analysis
developed in [36] to the perturbed case and guarantee the exponential stability
of the periodic event-triggered control system for all sufficiently small Lipschitz
constants L > 0. This is only an existence result, because it is generally difficult in
the unbounded control case to estimate how small the sampling period h has to be
in order to achieve the exponential stability of the periodic sampled-data system.
However, returning to the bounded control case, we develop a simple sufficient
condition for exponential stability. Similarly to the cases (4) and (6), the upper
bound `maxh of the inter-event times does not appear in this sufficient condition,
although the decay rate of the closed-loop system becomes small as `maxh increases.
This paper is organized as follows. In Section 2, we consider the case in which the
control operator B is bounded. First we analyze the minimum inter-event time and
the exponential stability of the self-triggered control system with the mechanism
(5). Next, exponential stability under the event-triggering mechanism (6) is studied.
Before proceeding to the unbounded control case, we provide a numerical example
in Section 3 to illustrate the proposed event/self-triggering mechanisms for bounded
control case, where a heat equation in cascade with an ordinary differential equation
(ODE) is considered. In Section 4, we study the case in which the control operator B
is unbounded. After proving that a mild solution of the evolution equation uniquely
exists, we apply the periodic event-triggering mechanism (7) to infinite-dimensional
systems with Lipschitz perturbations.
Notation. We denote by Z and N the set of integers and the set of positive integers,
respectively. Define N0 := N ∪ {0} and R+ := [0,∞). Let X and Y be Banach
spaces. Let us denote the space of all bounded linear operators from X to Y by
B(X,Y ), and set B(X) := B(X,X). Denote by K(X,Y ) the closed subspace of
B(X,Y ) consisting of all compact operators. Let A be a linear operator from X to
Y . The domain of A is denoted by dom(A). The resolvent set of a linear operator
A : dom(A) ⊂ X → X is denoted by %(A). For the interval I ⊂ R, we denote by
C(I,X) the space of all continuous functions f : I → X and by C1(I,X) the space
of all continuously differentiable functions f : I → X.
Let X be a Banach space. An operator ∆ ∈ B(X) is said to be power stable if
there exist Ω ≥ 1 and ω ∈ (0, 1) such that ‖∆k‖B(X) ≤ Ωωk for every k ∈ N0. Let
T (t) be a strongly continuous semigroup on X. We say that T (t) is exponentially
stable if there exist Γ ≥ 1 and γ > 0 satisfy ‖T (t)‖B(X) ≤ Γe−γt for all t ≥ 0. Let
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A be the generator of T (t). For λ ∈ %(A), the extrapolation space X−1 associated
with T (t) is the completion of X with respect to the norm ‖x‖−1 := ‖(λI−A)−1x‖.
Different choices of λ lead to equivalent norms on X−1. The semigroup T (t) can be
extended to a strongly continuous semigroup on X−1, and its generator on X−1 is
an extension of A to X. We shall use the same symbols T (t) and A for the original
ones and the associated extensions. We refer the reader to Section II.5 in [5] and
Section 2.10 in [35] for more details on the extrapolation space X−1.
2. Event/self-triggering mechanisms for bounded control. In this section,
we study event/self-triggered control systems with bounded control operators, i.e,
B ∈ B(U,X). First, we introduce the infinite-dimensional system we here con-
sider. Next, we propose a self-triggering mechanism employing the input error and
then analyze the minimum inter-event time and the exponential stability of the
self-triggered control system. Finally, we study the exponential stability of event-
triggered control systems with mechanisms in which a lower bound of the minimum
inter-event time is prespecified.
2.1. Plant dynamics and preliminaries. Let us denote by X and U the state
space and the input space, and both of them are Hilbert spaces. We denote by ‖ · ‖
the norm of X. For τmin > 0, let an increasing sequence {tk}k∈N0 satisfy t0 = 0
and tk+1 − tk ≥ τmin for every k ∈ N0. Consider the following infinite-dimensional
system:
x˙(t) = Ax(t) +Bu(t) + φ
(
x(t)
)
, t ≥ 0; x(0) = x0 ∈ X (8a)
u(t) = Fx(tk), tk ≤ t < tk+1, k ∈ N0, (8b)
where x(t) ∈ X is the state and u(t) ∈ U is the input for t ≥ 0. We assume that A is
the generator of a strongly continuous semigroup T (t) on X. The control operator
B and the feedback operator F satisfy B ∈ B(U,X) and F ∈ B(X,U), respectively.
The perturbation φ : X → X is a nonlinear operator satisfying
φ(0) = 0, ‖φ(ξ1)− φ(ξ2)‖ ≤ L‖ξ1 − ξ2‖ ∀ξ1, ξ2 ∈ X (9)
for some constant L ≥ 0.
To study the solution of the evolution equation (8), we consider the following
integral equation:
x(0) = x0 ∈ X (10a)
x(tk + τ) = T (τ)x(tk) +
∫ τ
0
T (τ − s)
(
BFx(tk) + φ
(
x(tk + s)
))
ds (10b)
for all τ ∈ (0, tk+1 − tk] and all k ∈ N0. The integral equation (10) has a unique
solution in C(R+, X) by Theorem 1.2 on p. 184 of [27]. Moreover, this solution
satisfies the evolution equation (8) in a certain sense; see, e.g., Theorem 4.2 in the
unbounded control case for details. We say that the continuous solution of the
integral equation (10) is a (mild) solution of the evolution equation (8).
We define the exponential stability of the closed-loop system (8).
Definition 2.1 (Exponential stability). The closed-loop system (8) is exponentially
stable if there exist Γ ≥ 1 and γ > 0 such that the solution x of the integral equation
(10) satisfies
‖x(t)‖ ≤ Γe−γt‖x0‖ ∀x0 ∈ X, ∀t ≥ 0.
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Define the operators Sτ ∈ B(U,X) and ∆τ ∈ B(X) by
Sτ :=
∫ τ
0
T (s)Bds, ∆τ := T (τ) + SτF. (11)
Using this operator ∆τ , we can rewrite (10b) as
x(tk + τ) = ∆τx(tk) +
∫ τ
0
T (τ − s)φ(x(tk + s))ds. (12)
for all τ ∈ (0, tk+1 − tk] and all k ∈ N0.
A simple calculation (see, e.g., Exercise 3.3 on p. 129 in [4]) yields the following
equivalence of solutions:
Lemma 2.2. Let τ > 0. Assume that A generates a strongly continuous semigroup
T (t) on X, B ∈ B(U,X), F ∈ B(X,U), and u ∈ L1([0, τ), U). Then the mild
solution of
x˙(t) = Ax(t) +Bu(t), 0 ≤ t < τ ; x(0) = x0 ∈ X
equals the mild solution of
x˙(t) = (A+BF )x(t) +B[u(t)− Fx(t)], 0 ≤ t < τ ; x(0) = x0 ∈ X.
Let TBF (t) denote the strongly continuous semigroup generated by A + BF .
Since the evolution equation (8) is rewritten as
x˙(t) = (A+BF )x(t) + φ
(
x(t)
)
+BF [x(tk)− x(t)], tk ≤ t < tk+1, k ∈ N0,
Lemma 2.2 yields another representation of the solution x given in (10b):
x(tk + τ) = TBF (τ)x(tk) +
∫ τ
0
TBF (τ − s)φ
(
x(tk + s)
)
ds
+
∫ τ
0
TBF (τ − s)BF [x(tk)− x(tk + s)]ds (13)
for every τ ∈ (0, tk+1 − tk] and every k ∈ N0.
The following lemma provides an upper bound of the state norm between trans-
mission times.
Lemma 2.3. Assume that the semigroup TBF (t) generated by A+BF is exponen-
tially stable, i.e,
‖TBF (t)‖B(X) ≤ Γe−γt ∀t ≥ 0. (14)
holds for some Γ ≥ 1 and γ > 0. If the solution x of the integral equation (10)
satisfies
‖Fx(tk)− Fx(tk + τ)‖U ≤ ε‖x(tk)‖ ∀τ ∈ [0, tk+1 − tk), ∀k ∈ N0 (15)
for some ε > 0, then
‖x(ttk+τ)‖ ≤ ΓeΓLτ [(1−b1ε)e−γτ+b1ε]‖x(tk)‖ ∀τ ∈ [0, tk+1−tk), ∀k ∈ N0, (16)
where b1 := ‖B‖B(U,X)/γ.
8 MASASHI WAKAIKI AND HIDEKI SANO
Proof. Let τ ∈ [0, tk+1 − tk) and k ∈ N0. Using (13) and (15), we obtain
‖x(tk + τ)‖ ≤ Γe−γτ‖x(tk)‖+
∫ τ
0
Γe−γ(τ−s)
∥∥φ(x(tk + s))∥∥ds
+ Γ
∫ τ
0
e−γ(τ−s)‖B‖B(U,X) · ‖Fx(tk)− Fx(tk + s)‖Uds
= Γ[(1− b1ε)e−γτ + b1ε]‖x(tk)‖+ ΓL
∫ τ
0
e−γ(τ−s)‖x(tk + s)‖ds,
where b1 := ‖B‖B(U,X)/γ. Define y(tk + τ) := eγτ‖x(tk + τ)‖. Then
y(tk + τ) ≤ Γ[(1− b1ε) + b1εeγτ ]y(tk) + ΓL
∫ τ
0
y(tk + s)ds.
Gronwall’s inequality yields
y(tk + τ) ≤ ΓeΓLτ [(1− b1ε) + b1εeγτ ]y(tk).
Thus, we obtain the desired estimate (16).
We write the coefficient of ‖x(tk)‖ in (16) as ηL,ε(τ):
ηL,ε(τ) := Γe
ΓLτ [(1− ε‖B‖B(U,X)/γ)e−γτ + ε‖B‖B(U,X)/γ], τ ≥ 0. (17)
Suppose that the semigroup TBF (t) is exponentially stable, i.e., (14) holds for
some Γ ≥ 1 and γ > 0. Then we define a new norm | · | on X by
|x| := sup
t≥0
‖eγtTBF (t)x‖, (18)
as in the proof of Theorem 3.1 in [23]. It has been shown there that this norm
satisfies
‖x‖ ≤ |x| ≤ Γ‖x‖, |TBF (t)x| ≤ e−γt|x| ∀x ∈ X. (19)
2.2. Self-triggering mechanism employing input errors. Throughout this
and next sections, we place the following assumption.
Assumption 2.4. Assume that A generates a strongly continuous semigroup T (t)
on X, B ∈ B(U,X), F ∈ K(X,U), and a nonlinear operator φ : X → X sat-
isfies (9). Moreover, assume that the semigroup TBF (t) generated by A + BF is
exponentially stable, i.e, (14) holds for some Γ ≥ 1 and γ > 0.
We propose a self-triggering mechanism that constructs {tk}k∈N0 only from the
data on the nominal linear model (T (t), B, F ), the Lipschitz constant L, and the
latest transmitted state x(tk). For ξ ∈ X and τ ≥ 0, define
αL,ε(ξ, τ) := ‖F (I −∆τ )ξ‖U + L
∫ τ
0
‖FT (τ − s)‖B(X,U)ηL,ε(s)ds‖ξ‖,
where ηL,ε is defined by (17). For constants ε, τmax > 0, we consider the following
self-triggering mechanism:
tk+1 = tk + min{τmax, τk}; t0 = 0 (20a)
τk := inf
{
τ > 0 : αL,ε(x(tk), τ) ≥ ε‖x(tk)‖
}
, k ∈ N0. (20b)
The important feature of this mechanism is to determine the transmission times
{tk}k∈N0 without the present state x(t). Therefore, it can be implemented at the
controller.
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Remark 2.5 (Role of τmax). By (16), we only have lim supτ→∞ ‖x(tk + τ)‖ ≤
Γb1ε‖x(tk)‖ even in the unperturbed case φ ≡ 0. To achieve exponential stability, we
set an upper bound τmax of the inter-event times when we use triggering mechanisms
that compare the last-released data ‖x(tk)‖, not the present data ‖x(t)‖, with the
implementation-induced error (αL,ε(x(tk), τ) in the case (20)). In Theorem 4.2
of [36], event-triggering mechanisms that compare the present data ‖x(t)‖ with
the implementation-induced error was investigated for infinite-dimensional systems,
and a sufficient condition for exponential stability was obtained with the help of
the classical Lyapunov equation. In this theorem, however, the rather restrictive
assumption that a lower bound on the decay of T (t) is strictly positive is placed.
The recent developments of input-to-state stability (ISS) Lyapunov functions (see,
e.g. [26]) may yield interesting results on event/self-triggered control for infinite-
dimensional systems, but we leave it for future work.
To investigate the minimum inter-event time, we use the following result, in
which the compactness of the feedback operator F plays an important role.
Lemma 2.6 (Lemma 3.5 in [36]). Let T (t) be a strongly continuous semigroup on
X, B ∈ B(U,X), and F ∈ K(X,U). Then the operator ∆τ ∈ B(X) defined by (11)
satisfies
lim
τ↓0
‖F (I −∆τ )‖B(X,U) = 0.
With the help of this lemma, we now show that the minimum inter-event time
of the self-triggered control system is bounded from below by a positive constant.
Moreover, we provides a sufficient condition for exponential stability.
Theorem 2.7. Under Assumption 2.4, the following two statements hold:
a) For every L ≥ 0 and ε, τmax > 0, there exists θ > 0 such that for every x0 ∈ X,
the increasing sequence {tk}k∈N0 defined by the self-triggering mechanism (20)
satisfies infk∈N0(tk+1 − tk) ≥ θ.
b) The system (8) with the self-triggering mechanism (20) is exponentially stable
if L ≥ 0 and ε, τmax > 0 satisfy
max
{
Γ
γ
L,$(L, ε, τmax)
}
+
Γ‖B‖B(U,X)
γ
ε < 1, (21)
where
$(L, ε, τ) :=
1
eγτ − 1
((
1− εΓ‖B‖B(U,X)
γ
)
(eΓLτ − 1)
+
εΓ‖B‖B(U,X)
γ
ΓL(e(ΓL+γ)τ − 1)
ΓL+ γ
)
. (22)
Proof. a) Let L ≥ 0, and ε, τmax > 0 be given. For the first term of αL,ε, we obtain
‖F (I −∆τ )ξ‖U ≤ ‖F (I −∆τ )‖B(X,U)‖ξ‖ ∀ξ ∈ X,
and limτ↓0 ‖F (I −∆τ )‖B(X,U) = 0 by Lemma 2.6. Moreover, the integral term of
αL,ε, ∫ τ
0
‖FT (τ − s)‖B(X,U)ηL,ε(s)ds,
is continuous with respect to τ (see, e.g., Proposition 1.3.2 on p. 24 of [2] for the
continuity property of convolutions) and goes to 0 as τ → 0. Hence t1 − t0 ≥ θ for
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some θ > 0, and θ does not depend on the initial state x0. Since x(tk) ∈ X for
every k ∈ N, we obtain infk∈N0(tk+1 − tk) ≥ θ by induction.
b) We first show that
‖Fx(tk)− Fx(tk + τ)‖U ≤ ε‖x(tk)‖ ∀τ ∈ [0, tk+1 − tk), ∀k ∈ N. (23)
Assume, to get a contradiction, that there exists k ∈ N such that
τ1 := inf{τ ≥ 0 : ‖Fx(tk)− Fx(tk + τ)‖U > ε‖x(tk)‖} ∈ (0, tk+1 − tk).
By the continuity of x,
‖Fx(tk)− Fx(tk + τ1)‖U = ε‖x(tk)‖. (24)
Moreover,
‖Fx(tk)− Fx(tk + τ)‖U ≤ ε‖x(tk)‖ ∀τ ∈ [0, τ1],
and hence (12) and Lemma 2.3 yield
‖Fx(tk)− Fx(tk + τ)‖U ≤ αL,ε(x(tk), τ) ∀τ ∈ [0, τ1].
Since τ1 < tk+1 − tk, it follows from the self-triggering mechanism (20) that
αL,ε(x(tk), τ) < ε‖x(tk)‖ ∀τ ∈ [0, τ1].
This implies that
‖Fx(tk)− Fx(tk + τ1)‖U < ε‖x(tk)‖,
which contradicts (24).
Using the same argument as in Lemma 2.3, we have from (19) and (23) that
|x(tk + τ)| ≤ eΓLτ [(1− bsε)e−γτ + bsε]|x(tk)|
for every τ ∈ (0, tk+1− tk] and every k ∈ N0, where bs := Γ‖B‖B(U,X)/γ. Therefore,∣∣∣∣∫ τ
0
TBF (τ − s)φ
(
x(tk + s)
)
ds
∣∣∣∣ ≤ ΓL∫ τ
0
e−γ(τ−s)|x(tk + s)|ds
≤ ΓL
∫ τ
0
e−γ(τ−s)eΓLs[(1− bs)εe−γs + bsε]ds|x(tk)|
for every τ ∈ (0, tk+1 − tk] and every k ∈ N0. Note that $(L, ε, τ) defined by (22)
satisfies
$(L, ε, τ) =
ΓL
1− e−γτ
∫ τ
0
e−γ(τ−s)eΓLs[(1− bsε)e−γs + bsε]ds.
Moreover, a routine calculation shows that
sup
0<τ≤τmax
$(L, ε, τ) = max
{
lim
τ↓0
$(L, ε, τ), $(L, ε, τmax)
}
= max
{
Γ
γ
L,$(L, ε, τmax)
}
=: $s(L, ε, τmax).
It follows that∣∣∣∣∫ τ
0
TBF (τ − s)φ
(
x(tk + s)
)
ds
∣∣∣∣ ≤ $s(L, ε, τmax)(1− e−γτ )|x(tk)| (25)
for every τ ∈ (0, tk+1 − tk] and every k ∈ N0.
Using (19) and (23) again, we obtain∣∣∣∣∫ τ
0
TBF (τ − s)BF [x(tk)− x(tk + s)]ds
∣∣∣∣ ≤ bsε(1− e−γτ )|x(tk)| (26)
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for every τ ∈ (0, tk+1 − tk] and every k ∈ N0. Applying these estimates (25) and
(26) to (13), we have
|x(tk + τ)| ≤ e−γτ |x(tk)|+ ($s(L, ε, τmax) + bsε)(1− e−γτ )|x(tk)|
for every τ ∈ (0, tk+1−tk] and every k ∈ N0. By the condition (21), βs(L, ε, τmax) :=
$s(L, ε, τmax) + bsε < 1. Define
fs(τ) :=
− log (e−γτ + βs(L, ε, τmax)(1− e−γτ ))
τ
.
Since
e−γτ + βs(L, ε, τmax)(1− e−γτ ) = [1− βs(L, ε, τmax)]e−γτ + βs(L, ε, τmax) < 1
for all τ > 0, it follows that fs(τ) > 0 for every τ > 0. Moreover, we observe with
a simple observation that fs is monotonically decreasing on (0,∞). Hence
|x(tk + τ)| ≤ e−γ0τ |x(tk)| ∀τ ∈ (0, tk+1 − tk], ∀k ∈ N0,
where γ0 := fs(τmax) > 0. By induction on k ∈ N0, we obtain
‖x(tk + τ)‖ ≤ |x(tk + τ)| ≤ e−γ0τ |x(tk)| ≤ Γe−γ0(tk+τ)‖x0‖
for every x0 ∈ X, τ ∈ (0, tk+1 − tk], and k ∈ N0. Thus, the system (8) with the
self-triggering mechanism (20) is exponentially stable.
Remark 2.8 (Dependency on τmax). As seen in the proof of Theorem 2.7, the
upper bound τmax of the inter-event times affects the performance of the closed-
loop system in the following two ways. First, L and ε depend on τmax in (21) if
$(L, ε, τmax) ≥ γL/Γ, which occurs, e.g., for large τmax and L. Second, the lower
bound γ0 of the decay rate of the self-triggered control system becomes smaller as
τmax increases.
2.3. Event-triggering mechanism enforcing minimal inter-event time. For
given τmax > τmin > 0 and ε ≥ 0, we here define the increasing sequence {tk}k∈N0
by
tk+1 = min{tk + τmax, t¯k+1}; t0 = 0 (27a)
t¯k+1 := inf
{
t > tk + τmin : ‖x(tk)− x(t)‖ > ε‖x(tk)‖
}
, k ∈ N0. (27b)
By construction, tk+1 − tk ≥ τmin for every k ∈ N0. Here we consider the situation
where the sensor capacity is enough but the capacities of the communication channel
and the actuator are limited, i.e., we cannot transmit data or update control inputs
so frequently. Practically, τmin is first determined, and then we choose the threshold
ε so that the event-triggered control system is exponentially stable.
If the threshold ε = 0, then the event-triggered control system with the mecha-
nism (27) can be regarded as a periodic sampled-data system with sampling period
τmin. Unlike the case of periodic sampling, the sensor needs to measure the state
x(t) continuously after t > tmin in the event-triggering mechanism (27). Therefore,
the processing load of the sensor is high in the event-triggered control system. How-
ever, the event-triggering mechanism (27) has a potential to reduce the number of
data transmission, because it determines transmission times depending on the state
x(t). We see it from numerical simulations in Section 3.
We first show that a suitable choice of the threshold ε and the lower bound τmin
of inter-event times makes the event-triggered control system exponentially stable
under all sufficiently small Lipschitz perturbations.
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Theorem 2.9. Suppose that Assumption 2.4 holds. For every τmax > 0, there exist
constants L∗, ε∗ > 0 and τ∗min ∈ (0, τmax) such that the system (8) with the event-
triggering mechanism (27) is exponentially stable for every L ∈ [0, L∗), ε ∈ [0, ε∗),
and τmin ∈ (0, τ∗min).
Proof. In the proof, we first investigate the integral terms in the mild solution (13)
and obtain upper bounds of their norm | · | defined by (18). Using these upper
bounds, we next prove that
|x(tk + τ)| ≤ e−γ0τ |x(tk)| ∀τ ∈ [τmin, tk+1 − tk], ∀k ∈ N0 (28)
for some γ0 > 0. Finally, we show that the event-triggered control system is ex-
ponentially stable, by using the above estimate (28) and the properties (19) of the
norm | · |.
1. Under the event-triggering mechanism (27), the solution x of the integral
equation (10) satisfies
‖x(tk)− x(tk + s)‖ ≤ ε‖x(tk)‖ ∀s ∈ [τmin, tk+1 − tk), ∀k ∈ N0
Note that the above condition may not hold for s ∈ (0, τmin). Therefore, compared
with the case of the event-triggering mechanism (4) studied in the previous study
[36], the careful estimate of the term in the mild solution (13),∫ τ
0
TBF (τ − s)BF [x(tk)− x(tk + s)]ds,
is required.
From the properties (19) of the norm |·|, it follows that for every τ ∈ [τmin, tk+1−
tk], ∣∣∣∣∫ τ
τmin
TBF (τ − s)BF [x(tk)− x(tk + s)]ds
∣∣∣∣
≤ Γ‖BF‖B(X)
∫ τ
τmin
e−γ(τ−s)‖x(tk)− x(tk + s)‖ds
≤ beε
(
1− e−γ(τ−τmin))|x(tk)|, (29)
where be := Γ‖BF‖B(X)/γ. To estimate∣∣∣∣∫ τmin
0
TBF (τ − s)BF [x(tk)− x(tk + s)]ds
∣∣∣∣ , τmin ≤ τ ≤ tk+1 − tk,
we define
c1 := c1(τmin) = sup
0≤τ≤τmin
‖∆τ‖, c2 := c2(τmin) = sup
0≤τ≤τmin
‖T (τ)‖. (30)
By (12) and Gronwall’s inequality,
‖x(tk + τ)‖ ≤ c1‖x(tk)‖+ c2L
∫ τ
0
‖x(tk + s)‖ds ≤ c1ec2Lτ‖x(tk)‖ (31)
for every τ ∈ [0, τmin] and every k ∈ N0. Therefore, using (12) again, we obtain
‖BF [x(tk)− x(tk + τ)]‖ ≤
(‖BF (I −∆τ )‖B(X) + c1‖BF‖B(X)(ec2Lτ − 1)) ‖x(tk)‖.
Define
g(L, τmin) := Γ sup
0≤τ≤τmin
(‖BF (I −∆τ )‖B(X) + c1‖BF‖B(X)(ec2Lτ − 1)) .
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The properties (19) of the norm | · | yield∣∣∣∣∫ τmin
0
TBF (τ − s)BF [x(tk)− x(tk + s)]ds
∣∣∣∣ ≤ τming(L, τmin)|x(tk)| (32)
for every τ ∈ [τmin, tk+1 − tk].
To estimate the other integral term in the mild solution (13),∫ τ
0
TBF (τ − s)φ
(
x(tk + s)
)
ds,
first note that, in the same way as in the proof of Lemma 2.3, one can obtain
‖x(tk + τ)‖ ≤ Γe(ΓL−γ)(τ−τmin)‖x(tk + τmin)‖+ η˜L,ε(τ − τmin)‖x(tk)‖
for every τ ∈ [τmin, tk+1 − tk), where
η˜L,ε(τ) :=
εΓ‖BF‖B(X)
γ
(eΓLτ − e(ΓL−γ)τ ).
Combining this with (31), we obtain
‖x(tk + τ)‖ ≤ ΥL,ε,τmin(τ)‖x(tk)‖ ∀τ ∈ [0, tk+1 − tk),
where
ΥL,ε,τmin(τ) :=
{
c1e
c2Lτ , 0 ≤ τ ≤ τmin,
c1Γe
c2Lτmine(ΓL−γ)(τ−τmin) + η˜L,ε(τ − τmin), τ ≥ τmin.
Then ∣∣∣∣∫ τ
0
TBF (τ − s)φ
(
x(tk + s)
)
ds
∣∣∣∣ ≤ ΓL∫ τ
0
e−γ(τ−s)ΥL,ε,τmin(s)ds|x(tk)|
≤ βe(L, ε, τmin, τmax)(1− e−γτ )|x(tk)|, (33)
for every τ ∈ (τmin, tk+1 − tk] and every k ∈ N0, where
βe(L, ε, τmin, τmax) := sup
τmin≤τ≤τmax
ΓL
1− e−γτ
∫ τ
0
e−γ(τ−s)ΥL,ε,τmin(s)ds. (34)
2. Combining (13) with the estimates (29), (32), and (33), we obtain
|x(tk + τ)| ≤ ν(τ)|x(tk)| ∀τ ∈ [τmin, tk+1 − tk], ∀k ∈ N0, (35)
where
ν(τ) := e−γτ + τming(L, τmin) +βe(L, ε, τmin, τmax)(1− e−γτ ) + beε
(
1− e−γ(τ−τmin)).
We will prove supτ≥τmin ν(τ) < 1. To this end, define
κ1(τ) := e
−γτ + τg(L, τ)
κ2(τ) := e
−γτ − e−γτmin + βe(L, ε, τmin, τmax)(1− e−γτ ) + beε
(
1− e−γ(τ−τmin)).
Then ν(τ) = κ1(τmin) + κ2(τ).
First we investigate κ1(τmin). Since e
−γτ < 1−γτe−γτ for every τ > 0, it follows
that
κ1(τ) < 1− γτ + [γ(1− e−γτ ) + g(L, τ)]τ ∀τ > 0.
Choose ς ∈ (0, γ) arbitrarily. Lemma 2.6 shows that for every L > 0,
lim
τmin↓0
g(L, τmin) = 0.
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Let L∗0 > 0. There exists τ
∗
min ∈ (0, τmax) such that
γ(1− e−γτ∗min) + g(L∗0, τ∗min) ≤ ς. (36)
Let τmin ∈ (0, τ∗min) be given. Then
κ1(τmin) < 1− (γ − ς)τmin. (37)
To estimate κ2(τ), we first obtain
κ′2(τ) = γ (βe(L, ε, τmin, τmax) + beεe
γτmin − 1) e−γτ .
Since
lim
τ↓0
1
1− e−γτ
∫ τ
0
e−γ(τ−s)ΥL,ε,τmin(s)ds =
c1
γ
,
it follows from the definition (34) of βe that there exist L
∗ ∈ (0, L∗0] and ε∗ > 0 such
that
sup
0≤τmin≤τ∗min
(βe(L
∗, ε∗, τmin, τmax) + beε∗eγτmin) <
γ − ς
γ
(< 1). (38)
Choose L ∈ [0, L∗) and ε ∈ [0, ε∗). Then κ′2(τ) < 0 for every τ > 0, and hence
κ2(τ) ≤ κ2(τmin) = βe(L, ε, τmin, τmax)(1− e−γτmin) ∀τ ≥ τmin. (39)
By (37) and (39),
ν(τ) ≤ κ1(τmin) + κ2(τmin) < 1− (γ − ς)τmin + βe(L, ε, τmin, τmax)(1− e−γτmin)
for every τ ≥ τmin. If we define a function w on (0,∞) by
w(τ) :=
(γ − ς)τ
1− e−γτ ,
then w is increasing on (0,∞) and limτ↓0 w(τ) = (γ − ς)/γ. Since
(γ − ς)τmin
1− e−γτmin >
γ − ς
γ
> βe(L, ε, τmin, τmax) ∀τmin > 0,
it follows that supτ≥τmin ν(τ) < 1. Hence
γ0 := inf
τmin≤τ≤τmax
− log ν(τ)
τ
> 0,
and (35) yields
|x(tk + τ)| ≤ e−γ0τ |x(tk)| ∀τ ∈ [τmin, tk+1 − tk], ∀k ∈ N0. (40)
3. Substituting τ = tk+1 − tk into (40), then
|x(tk+1)| ≤ e−γ0(tk+1−tk)|x(tk)| ∀k ∈ N0.
Applying induction, we obtain
|x(tk)| ≤ e−γ0tk |x0| ∀x0 ∈ X, ∀k ∈ N0.
By (31) and (40), there exists M ≥ 1 satisfying
‖x(tk + τ)‖ ≤M‖x(tk)‖ ∀τ ∈ [0, tk+1 − tk], ∀k ∈ N0.
Therefore,
‖x(tk + τ)‖ ≤M‖x(tk)‖ ≤M |x(tk)| ≤Me−γ0tk |x0| ≤
(
MΓeγ0τmax
)
e−γ0(tk+τ)‖x0‖
for all x0 ∈ X, τ ∈ [0, tk+1 − tk], and k ∈ N0. Thus, the event-triggered control
system is exponentially stable.
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Remark 2.10. We see from (36) and (38) that, for a given τmax > 0, the bounds
L∗, ε∗ > 0 and τ∗min ∈ (0, τmax) in Theorem 2.9 have to satisfy the following two
inequalities:
γe−γτ
∗
min − Γ sup
0≤τ≤τ∗min
(
‖BF (I −∆τ )‖B(X) + c1(τ∗min)‖BF‖B(X)(ec2(τ
∗
min)L
∗τ − 1)
)
=: ς1 > 0
sup
0≤τ≤τ∗min
(
βe(L
∗, ε∗, τ, τmax) +
ε∗eγτΓ‖BF‖B(X)
γ
)
<
ς1
γ
,
where we define c1(τmin) and c2(τmin) by (30) and βe(L, ε, τmin, τmax) by (34).
The conditions given in Remark 2.10 look complicated. However, in the unper-
turbed case φ ≡ 0, we obtain a simple sufficient condition for exponential stability,
which can be used for the design of the event-triggering mechanism (27). Here we
assume that BF 6= 0; otherwise T (t) is exponentially stable under Assumption 2.4.
Hence the stabilization problem we consider would be trivial.
Corollary 2.11. Let Assumption 2.4, BF 6= 0, and φ ≡ 0 be satisfied. If ε ≥ 0
and τmin ∈ (0, τmax) satisfy
ε <
γe−γτmin − Γ sup0≤τ≤τmin ‖BF (I −∆τ )‖B(X)
Γeγτmin‖BF‖B(X) , (41)
the system (8) with the event-triggering mechanism (27) is exponentially stable for
every τmax > 0.
Proof. Substituting L∗ = 0 into the conditions in Remark 2.10, we obtain the
condition (41).
Remark 2.12 (Dependency on τmax). In (41), τmax does not appear. However,
the decay rate of the closed-loop system may become small as τmax increases, as in
the self-triggered case.
Remark 2.13 (Robustness to linear perturbations). Note that the event-triggering
mechanism (27) may allow larger linear perturbations than the self-triggered mech-
anism (20). The reason is that the event-triggering mechanism (27) does not use
the model of the plant. To see this, suppose that the plant (A,B) is changed
to (A˜, B˜), where A˜ is the generator of a strongly continuous semigroup on X and
B˜ ∈ B(U,X). The perturbed event-triggering control system is exponentially stable
as long as ε > 0 and τmin ∈ (0, τmax) satisfies the counterpart of (41) in the per-
turbed case (A˜, B˜). We observe this robustness of the event-triggering mechanism
(27) against linear perturbations from numerical simulations in Section 3.
Remark 2.14 (Periodic case). Consider the unperturbed periodic sampled-data
system, that is, the case φ ≡ 0 and tk+1 − tk ≡ h. In the proof of Theorem 3.1
of [23], the following sufficient condition for the periodic sample-data system to be
exponentially stable is provided under the same hypotheses as Corollary 2.11:
γ(1− e−γh) + Γ sup
0≤t≤h
‖T (h− t)BF [I − TBF (t)]‖B(X) < γ. (42)
From (41) with ε = 0, we also obtain a sufficient condition
Γeγh sup
0≤t≤h
‖BF (I −∆t)‖B(X) < γ. (43)
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for the periodic sample-data system with tk+1 − tk ≡ h to be exponentially stable.
These sufficient conditions (42) and (43) are essentially same, because the technique
used to prove Theorem 3.1 of [23] is applied for the inequality (37) in the proof of
Theorem 2.9.
3. Numerical example in bounded control case. In this section, we consider
a heat equation in cascade with an ODE and provide numerical simulations of the
event/self-triggering mechanisms studied in Section 2.
3.1. Heat equation in cascaded with ODE. We consider the following cascaded
system:
∂z1
∂t
(ξ, t) =
∂2z1
∂ξ2
(ξ, t) + b(ξ)ψ
(
z2(t)
)
, ξ ∈ [0, 1], t ≥ 0 (44a)
∂z1
∂ξ
(0, t) = 0,
∂z1
∂ξ
(1, t) = 0, t ≥ 0; z1(ξ, 0) = z01(ξ), ξ ∈ [0, 1] (44b)
z˙2(t) = Gz2(t) +Hu(t), t ≥ 0; z2(0) = z02 , (44c)
where b =
[
b1 · · · bp
] ∈ L2([0, 1],R)1×p, G ∈ Rp×p, and H ∈ Rp×m. In (44),
z1(ξ, t) ∈ R is the temperature at position ξ ∈ [0, 1] and time t ≥ 0, z2(t) ∈ Rp
is the state of the ODE, u(t) ∈ Rm is the input, and ψ : Rp → Rp represents the
actuator nonlinearity of the heat equation.
First we reformulate the cascaded system (44) as an abstract evolution equation
in the form of (8a). We write L2(0, 1) in place of L2([0, 1],C). The state space X
and the input space U are defined by X := L2(0, 1)×Cp and U := Cm, respectively.
The state space X is a Hilbert space endowed with the inner product〈[
x1
x2
]
,
[
y1
y2
]〉
:= 〈x1, y1〉L2 + 〈x2, y2〉Cp .
Set
x(t) :=
[
x1(t)
x2(t)
]
with x1(t) := z1(·, t) and x2(t) := z2(t); x0 :=
[
z01
z02
]
∈ X.
Let f0(ξ) := 1 and fn(ξ) :=
√
2 cos(npiξ) for n ∈ N. Then {fn}n∈N0 forms an
orthonormal basis for L2(0, 1). Define A1 : D(A1) ⊂ L2(0, 1)→ L2(0, 1) by
A1x1 := −
∞∑
n=0
n2pi2〈x1, fn〉L2fn (45)
with domain
D(A1) :=
{
x1 ∈ L2(0, 1) :
∞∑
n=0
n4pi4|〈x1, fn〉L2 |2 <∞
}
and B1 : Cp → L2(0, 1) by
B1x2 := bx2, x2 ∈ Cp.
If we define the operators A : D(A) ⊂ X → X, B : U → X, and φ : X → X by
A :=
[
A1 B1
0 G
]
with D(A) := D(A1)× Cp
B :=
[
0
H
]
, φ
([
x1
x2
])
:=
[
B1ψ(x2)−B1x2
0
]
,
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then the cascaded system (44) is reformulated as an abstract evolution equation
(8a); see, e.g, Example 2.3.7 on p. 45 in [4] for the expansion (45) of A1 that
governs the state evolution of the uncontrolled heat equation.
Let the feedback operator F : X → U be in the form of
F
[
x1
x2
]
:= F1〈x1, f0〉+ F2x2,
where F1 ∈ Cm and F2 ∈ Cm×p. By construction, the controller uses the average
temperature 〈x1(t), f0〉 for the computation of the control input u(t). Similarly,
the self-triggering mechanism (20) computes the transmission time tk+1 from the
average temperature 〈x1(tk), f0〉 and the L2 norm ‖x1(tk)‖L2 . In fact, a simple
calculation shows that
FT (t)
[
x1
x2
]
=
[
F1 Q(t)
] [〈x1, f0〉
x2
]
(46a)
FStF
[
x1
x2
]
=
[∫ t
0
Q(s)HF1ds
∫ t
0
Q(s)HF2ds
] [〈x1, f0〉
x2
]
(46b)
for every t ≥ 0, where Q(t) ∈ Cm×p is defined by
Q(t) := F1
[〈b1, f0〉L2 · · · 〈bp, f0〉L2] ∫ t
0
eGsds+ F2e
Gt, t ≥ 0.
Moreover, this implies that {tk}k∈N0 can be computed by matrix computations.
3.2. Numerical simulation: Self-triggered control. Let p = m = 1 and
b = b1 = 51[0.4,0.6], G = 1, H = 1, F1 = −4, F2 = −5, (47)
where 1[0.4,0.6] is the indicator function of the interval [0.4, 0.6]. By Proposition 6.1
and its proof of [36], for every γ ∈ (0, 2), there exists Γ ≥ 1 such that
‖TBF (t)‖B(X) ≤ Γe−γt ∀t ≥ 0. (48)
We see that Γ = 1.92 and γ = 1 satisfies (48) from numerical computation based
on the eigenfunction decomposition by {fn}n∈N0 as in Section 6 of [36]. The initial
states z(ξ, 0) and x(0) are given by z(ξ, 0) ≡ 2 and x(0) = −2.
In the simulation, the actuator nonlinearity ψ : R → R of the heat equation is
given by
ψ(x) :=

(1 + r1)x, 0 ≤ x < ϑ,
(1− r2)x+ (r1 + r2)ϑ, x ≥ ϑ,
−ψ(−x), x < 0
for ϑ > 0 and 0 < r1, r2 < 1. This nonlinearity ψ represents the energy efficiency
of the actuator of the heat equation. The actuator efficiency takes the higher value
1 + r1 than the nominal value 1 for small inputs but the lower value 1− r2 for large
inputs.
Define ψ0(x) := ψ(x) − x for x ∈ R and r := max{r1, r2}. Then |ψ0(x) −
ψ0(y)| ≤ r|x−y| for every x, y ∈ R. Hence the Lipschitz constant L of φ is given by
L = ‖B1‖B(U,L2(0,1))r =
√
5r, which does not depend on the threshold ϑ because we
consider a global Lipschitz condition. Therefore, we do not need to know the exact
value of the threshold ϑ for the design of the event/self-triggering mechanisms. We
set ϑ = 0.5 in the simulations below.
Figures 3 and 4 shows the state norm ‖x(t)‖ and the input u(t) of the self-
triggered control system with the mechanism (20), respectively. We set τmax = 0.5
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Figure 3. State norm of self-triggered control system.
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Figure 4. Input of self-triggered control system.
and consider the large perturbation case (r1, r2, ε) = (0.1, 0.1, 0.29) and the small
perturbation case (r1, r2, ε) = (0.05, 0.05, 0.40), both of which satisfy the sufficient
condition (21) for exponential stability. The blue and red lines in Figures 3 and
4 depict the responses in the the large perturbation case and the small perturba-
tion case, respectively. We see from Figure 3 that the convergence speed of the
state norm in the large perturbation case is slower due to the low efficiency of the
actuation of the heat equation. Moreover, by looking at the update behavior on
[0.3, 0.5] in Figure 4, we find that the self-triggering mechanism in the large pertur-
bation case is conservative, i.e., the control input updates even when the difference
Fx(tk+1) − Fx(tk) is small. It is worthwhile to mention that if τmax > 0.91, then
(r1, r2, ε) = (0.1, 0.1, 0.29) does not satisfy the sufficient condition (21).
Figure 5 illustrates inter-event times tk+1−tk in the large perturbation case (blue
circle) and the small perturbation case (red squire). The following lower bounds θ
of the minimum inter-event time infk∈N0(tk+1 − tk) can be computed:
inf
k∈N0
(tk+1 − tk) ≥ θ := inf
τ≥0
{
‖F (I −∆τ )‖+ L
∫ τ
0
‖FT (τ − s)‖ηL,ε(s)ds ≥ ε
}
.
Indeed, using the matrix representations (46), we obtain θ = 0.0102 in the large
perturbation case and θ = 0.0147 in the small perturbation case. As expected
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Figure 5. Inter-event times of self-triggered control system.
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Figure 6. Bound on threshold ε of event-triggering mechanism (27).
from Figure 4, the state is frequently transmitted in the large perturbation case.
Moreover, the inter-event times in the large perturbation case take values close to
the lower bound θ = 0.0102 for 7.6 ≤ t ≤ 7.8. We see from Figure 5 that the
behaviors of inter-event times in the two cases are different. The understanding
of the behaviors of inter-event times remains limited even for finite-dimensional
linear systems; see, e.g., [28]. Further investigation would be needed to establish
the analysis of inter-event times.
3.3. Numerical simulation: Event-triggered control. Next, we provide nu-
merical simulations of the event-triggering mechanism (27). To see the robustness
against linear perturbations commented in Remark 2.13, we here do not consider
the nonlinear perturbation, that is, we assume that ψ(x2) = x2 for every x2 ∈ R.
Figure 6 shows upper bounds on the threshold ε obtained from the sufficient con-
dition (41). The blue and red lines depict the bounds in the cases G = 1 and
G = 2, respectively, and the other parameters of the plant and the controller are
set as in (47). In the case G = 2, we set Γ = 2.101 and γ = 1.1 for (48). We see
from Figure 6 that the difference is small between the cases G = 1 and G = 2 and
that for example, (ε, τmin) = (0.07, 0.001) satisfies (27) in both cases. Therefore,
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Figure 8. Comparison of input between event-triggered control
system and periodic sampled-data system.
the event-triggering mechanism (27) with (ε, τmin) = (0.07, 0.001) achieves expo-
nential stability for both G = 1 and G = 2. In contrast, it is not guaranteed
that the self-triggering mechanism (20) we constructed for G = 1 achieves expo-
nential stability for any threshold ε > 0 if G = 2. This is because (21) is violated
for L = 1. Note that there is no point in comparing the thresholds ε between
the event-triggering mechanism (27) and the self-triggering mechanism (20). The
event-triggering mechanism (27) measures ‖x(tk)−x(t)‖, whereas the self-triggering
mechanism (20) estimates ‖Fx(tk)− Fx(t)‖.
Figures 7 and 8 compare the time responses of the event-triggered control system
and the periodic sampled-data system in the unperturbed case. We depict the
state norm ‖x(t)‖ in Figure 7 and the input u(t) in Figure 8. The blue and red
lines in these figures are for the cases of the event-triggered control system and
of the periodic sampled-data system, respectively. We set the parameters of the
plant and the controller as in Section 3.2. The parameters of the event-triggering
mechanism (27) are (ε, τmin, τmax) = (0.07, 0.001, 0.5). The sampling period of the
periodic system is h = 0.0205, which is the numerically obtained maximum value
satisfying the sufficient condition (42) for exponential stability. We see from Figure 7
that the state norms of the event-triggered control system and the periodic system
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Figure 9. Comparison of inter-event times between event-
triggered control system and periodic sampled-data system.
look almost identical. In Figure 9, the blue circles and the red squires depict the
inter-event times of the event-triggered control system and the periodic system,
respectively. We see from Figures 8 and 9 that the number of data transmissions in
the even-triggered control system is much smaller than that in the periodic system.
This illustrates the effectiveness of event-triggering mechanisms, whose advantage
is to change transmission times depending on the state.
4. Periodic event-triggering mechanism for unbounded control. In this
section, we study event-triggered control for infinite-dimensional systems with un-
bounded control operators. We consider the evolution equation in the form of (8),
but the difference from the bounded control case in Section 2 is that the control
operator B ]is unbounded, i.e., B ∈ B(U,X−1), where X−1 is the extrapolation
space of X associated with T (t). Due to this unboundedness, we cannot apply
the standard results on solutions of evolution equations with Lipschitz perturba-
tions developed in Section 6 of [27]. Therefore, we need to begin by showing that,
even in the unbounded control case, the integral equation (10) has a unique solu-
tion and that this solution satisfies the evolution equation (8) interpreted in X−1.
To this end, the compactness of the feedback operator plays an important role.
Next, we provide the existence result of periodic event-triggering mechanisms that
achieve exponential stability. Finally, we turn back to the bounded control case
and give a simple sufficient condition for the exponential stability of the periodic
event-triggered control system.
4.1. Solution of evolution equation. The following properties of Sτ obtained in
Lemma 2.2 of [23] are useful in the analysis of the infinite-dimensional system (8)
with an unbounded control operator:
Lemma 4.1 (Lemma 2.2 of [23]). Let T (t) be a strongly continuous semigroup on
X and B ∈ B(U,X−1), where X−1 is the extrapolation space of X associated with
T (t). For any τ ≥ 0, the operator Sτ : U → X defined by
Sτ :=
∫ τ
0
T (s)Bds
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satisfies Sτ ∈ B(U,X) and
sup
0≤t≤τ
‖St‖B(U,X) <∞.
Moreover, for every F ∈ K(X,U),
lim
τ↓0
‖SτF‖B(X) = 0.
Using these properties of Sτ , we obtain a result on the existence and regularity
of the solution of the integral equation (10)
Theorem 4.2. Let τmin > 0 and an increasing sequence {tk}k∈N0 satisfy t0 = 0
and tk+1− tk ≥ τmin for every k ∈ N0. Assume that A is the generator of a strongly
continuous semigroup T (t) on X, B ∈ B(U,X−1), F ∈ K(X,U), and a nonlinear
operator φ : X → X satisfies (9). Then the integral equation (10) has a unique
solution x in C(R+, X). Furthermore, this solution x satisfies
x|[tk,tk+1) ∈ C1
(
[tk, tk+1), X−1
) ∀k ∈ N0
and
x˙(t) = Ax(t) +BFx(tk) + φ
(
x(t)
) ∀t ∈ (tk, tk+1), ∀k ∈ N0,
which is interpreted in the extrapolation space X−1.
By this theorem, we say as in the bounded control case that the solution of the
integral equation (10) is called a (mild) solution of the evolution equation (8).
Let t1 > 0 be given. We begin by investigating the integral equation
x(t) = T (t)x0 +
∫ t
0
T (t− s)
(
BFx0 + φ
(
x(s)
))
ds, t ∈ [0, t1]; x0 ∈ X. (49)
Lemma 4.3. Assume the same hypotheses on A,B, F, φ as in Theorem 4.2. Then
the integral equation (49) has a unique solution in C
(
[0, t1], X
)
.
Proof. By Corollary 1.3 on p. 185 in [27], it suffices to show that
ζ(t) :=
∫ t
0
T (t− s)BFx0ds = StFx0
satisfies ζ ∈ C([0, t1], X).
Let t ∈ [0, t1) and τ ∈ (0, t1− t) be given. By the strong continuity of T (t), there
exists c ≥ 1 such that ‖T (t)‖B(X) ≤ c for every t ∈ [0, t1]. Since
St+τFx
0 − StFx0 =
∫ t+τ
t
T (s)BFx0ds = T (t)
∫ τ
0
T (s)BFx0ds = T (t)SτFx
0,
it follows that
‖St+τFx0 − StFx0‖ ≤ c‖SτFx0‖.
Lemma 4.1 yields
lim
τ↓0
‖ζ(t+ τ)− ζ(t)‖ = 0,
which implies that ζ is right continuous on [0, t1). Similarly, one can show that ζ is
left continuous on (0, t1]. Thus, ζ ∈ C
(
[0, t1], X
)
.
We next study the differentiability of the solution of the integral equation (49).
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Lemma 4.4. Assume the same hypotheses on A,B, F, φ as in Theorem 4.2. The
solution x ∈ C([0, t1], X) of the integral equation (49) satisfies
x|[0,t1) ∈ C1
(
[0, t1), X−1
) ∀k ∈ N0
and
x˙(t) = Ax(t) +BFx(tk) + φ
(
x(t)
) ∀t ∈ (0, t1), ∀k ∈ N0,
which is interpreted in the extrapolation space X−1.
Proof. Define g1(t) := BFx
0 and g2(t) := φ
(
x(t)
)
for t ∈ [0, t1). By Theorem 2.4
on p. 107 in [27], it is enough to show that for each i ∈ {1, 2}, gi ∈ C
(
[0, t1), X−1
)
and vi defined by
vi(t) :=
∫ t
0
T (t− s)gi(s)ds ∀t ∈ [0, t1)
satisfies vi ∈ X for every t ∈ [0, t1) and Avi ∈ C
(
[0, t1), X−1
)
.
Clearly, the constant function g1 belongs to C
(
[0, t1), X−1
)
. Since
v1(t) = StFx
0,
it follows from Lemma 4.1 that v1(t) ∈ X for every t ∈ [0, t1). Moreover,
Av1(t) = (T (t)− I)BFx0,
and hence Av1 ∈ C
(
[0, t1), X−1
)
by the strong continuity of T (t).
Let us next investigate g2 and v2. Since x ∈ C
(
[0, t1], X
)
and φ is Lipschitz
continuous on X, it follows that g2 ∈ C
(
[0, t1), X
)
. Let λ ∈ %(A) and (X−1, ‖·‖X−1)
be the completion of (X, ‖ · ‖−1), where ‖x‖−1 := ‖(λI −A)−1x‖ for x ∈ X. Since
‖x‖X−1 = ‖x‖−1 ≤ ‖(λI −A)−1‖B(X)‖x‖ ∀x ∈ X, (50)
it follows that g2 ∈ C
(
[0, t1), X−1
)
. By definition, v2(t) ∈ X for every t ∈ [0, t1). To
show Av2 ∈ C
(
[0, t1), X−1
)
, it is enough to prove Ag2 ∈ C
(
[0, t1), X−1
)
, because
Av2(t) =
∫ t
0
T (t− s)Ag2(s)ds;
see, e.g., Propsoition 1.3.4 on p. 24 in [2] for the continuity property of convolutions.
Since λI −A is an isometry from X to X−1 (see, e.g., Theorem II.5.5 on p. 126
in [5]), it follows that for every t, s ∈ [0, t1),
‖Ag2(t)−Ag2(s)‖X−1 ≤
∥∥φ(x(t))− φ(x(s))∥∥+ |λ| · ∥∥φ(x(t))− φ(x(s))∥∥
X−1
.
Using x ∈ C([0, t1], X), the Lipschitz continuity of φ on X, and (50), we obtain
Ag2 ∈ C
(
[0, t1), X−1
)
. This completes the proof.
Proof of Theorem 4.2. Since x(tk) ∈ X for every k ∈ N0 by Lemma 4.3, we obtain
the desired conclusion by repeating the argument in Lemmas 4.3 and 4.4.
4.2. Periodic event-triggering mechanism. Let h > 0, ε ≥ 0, and `max ∈ N,
and define the increasing sequence {tk}k∈N0 by
tk+1 = min{tk + `maxh, t¯k+1}; t0 := 0 (51a)
t¯k+1 := min
{
`h > tk : ‖x(`h)− x(tk)‖ > ε‖x(tk)‖, ` ∈ N
}
, k ∈ N0, (51b)
which is called a periodic event-triggering mechanism [10]. If ε = 0, then the state
x(t) is transmitted at every t = kh, k ∈ N0, unless x(kh + h) = x(kh). Therefore,
the periodic event-triggering mechanism (51) with ε = 0 can be regarded as the
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conventional periodic sampling process. The periodic event-triggering mechanism
(51) checks the condition only periodically unlike the event-triggering mechanism
(27). This discrete behavior may degrade the control performance for a large h, but
it makes the periodic event-triggering mechanism (51) better suited for practical
implementations.
We analyze the periodic event-triggered control system by discretizing the closed-
loop system with period h. The resulting discrete-time system has a bounded control
operator by Lemma 4.1. Combining this with the estimate of the perturbation term
by Gronwall’s inequality, we obtain a sufficient condition for exponential stability.
Lemma 4.5. Assume that A generates a strongly continuous semigroup T (t) on
X, B ∈ B(U,X−1), F ∈ K(X,U), and a nonlinear operator φ : X → X satisfies
(9). Moreover, assume that ∆h defined by (11) is power stable for some h > 0, i.e.,
there exist Ω ≥ 1 and ω ∈ (0, 1) such that
‖∆kh‖B(X) ≤ Ωωk ∀k ∈ N0.
Then the event-triggered control system (8) with the mechanism (51) is exponentially
stable for every `max ∈ N if L, ε ≥ 0 satisfy
ε[Ω‖ShF‖B(X) + c3(ec2Lh − 1)] < 1− ω − c1(ec2Lh − 1), (52)
where
c1 := sup
0≤τ≤h
‖∆τ‖B(X), c2 := sup
0≤τ≤h
‖T (τ)‖B(X), c3 := sup
0≤τ≤h
‖SτF‖B(X). (53)
Proof. As in the proof of Theorem 5.8 in [36], define a new norm | · |d on X by
|x|d := sup
`∈N0
‖ω−`∆`hx‖.
Similarly to the norm | · | defined by (18), the discrete-time counterpart | · |d satisfies
‖x‖ ≤ |x|d ≤ Ω‖x‖, |∆khx|d ≤ ωk|x|d ∀x ∈ X.
For the time sequence {tk}k∈N0 defined by (51), let `k ∈ N0 satisfy tk = `kh.
The error e induced by the event-triggering implementation is given by
e(`h) := x(`kh)− x(`h) ∀` ∈ [`k, `k+1) ∩ N0, ∀k ∈ N0.
Under the periodic event-triggering mechanism (51), the error e satisfies
‖e(`h)‖ ≤ ε‖x(`kh)‖ ∀` ∈ [`k, `k+1) ∩ N0, ∀k ∈ N0.
The solution of the integral equation (10) can be rewritten as
x(`h+ τ) = ∆τx(`h) +
∫ τ
0
T (τ − s)φ(x(`h+ s))ds+ SτFe(`h)
for every τ ∈ (0, h] and ` ∈ N0. Gronwall’s inequality yields
‖x(`h+ τ)‖ ≤ (c1‖x(`h)‖+ εc3‖x(`kh)‖)+ c2L∫ τ
0
‖x(tk + s)‖ds
≤ ec2Lτ(c1‖x(`h)‖+ εc3‖x(`kh)‖) (54)
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for every τ ∈ (0, h], ` ∈ [`k, `k+1) ∩ N0, and k ∈ N0, where c1, c2, c3 ≥ 0 are defined
by (53). Therefore,∣∣x((`+ 1)h)∣∣
d
≤ ω|x(`h)|d + εΩ‖ShF‖B(X)|x(`kh)|d
+ c2L
∫ h
0
ec2Lsds
(
c1|x(`h)|d + εc3|x(`kh)|d
)
≤ ω˜1(L)|x(`h)|d + δ1(L, ε)|x(`kh)|d, (55)
where
ω˜1(L) := ω + c1(e
c2Lh − 1), δ1(L, ε) := ε[Ω‖ShF‖B(X) + c3(ec2Lh − 1)].
Proceeding by induction, we have∣∣x(`k+1h)∣∣d ≤ ω˜1(L)pk |x(`kh)|d + 1− ω˜1(L)pk1− ω˜1(L) δ1(L, ε)|x(`kh)|d
=
(
ω˜1(L)
pk [1− δ2(L, ε)] + δ2(L, ε)
)|x(`kh)|d ∀k ∈ N0,
where
pk := `k+1 − `k, δ2(L, ε) := δ1(L, ε)
1− ω˜1(L) .
For L, ε ≥ 0, (52) holds if and only if ω˜1(L) < 1 and δ2(L, ε) < 1. Let L, ε ≥ 0
satisfy (52), and define ω˜ := ω˜1(L) and δ := δ2(L, ε). If we define the function fp
on N by
fp(`) :=
− log(ωp(1− δ) + δ)
`h
,
then fp is positive and monotonically decreasing on N. Therefore,∣∣x(`k+1h)∣∣d ≤ e−γ0pkh|x(`kh)|d ∀k ∈ N0,
where γ0 := fp(`max) > 0. By induction, we obtain
|x(`kh)|d ≤ e−γ0`kh|x0|d ∀x0 ∈ X, ∀k ∈ N0.
Using (54) and (55) again, we obtain
‖x(`kh+ τ)‖ ≤Me−γ0`kh‖x0‖
≤ (Meγ0`maxh)e−γ0(`kh+τ)‖x0‖ ∀τ ∈ [0, pkh], ∀k ∈ N0
for some M > 0. Thus, the event-triggered control system is exponentially stable.
Define an operator ABF on X by
ABFx = (A+BF )x with dom(ABF ) := {x ∈ X : (A+BF )x ∈ X}, (56)
which we distinguish from the unbounded operator A+BF on X−1 with dom(A+
BF ) = X. Under the assumption that T (t) is analytic, Theorem 4.8 in [23] shows
that the exponential stability of linear periodic sampled-data systems is robust with
respect to sampling.
Theorem 4.6 (Theorem 4.8 in [23]). Assume that A generates an analytic semi-
group T (t) on X, B ∈ B(U,X−1), and F ∈ K(X,U). Moreover, assume that
the semigroup generated by ABF in (56) is exponentially stable. Then there exists
h∗ > 0 such that for every h ∈ (0, h∗), the linear periodic sampled-data system (8)
with φ ≡ 0 and tk+1 − tk ≡ h is exponentially stable.
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See also [31] for another result on robustness of stabilization with respect to
sampling in the unbounded control case.
Combining Lemma 4.5 and Theorem 4.6, we obtain a result on the existence of
a periodic event-triggering mechanism that achieves exponential stability.
Theorem 4.7. Assume the same hypotheses on A,B, F, T (t) as in Theorem 4.6,
and choose h > 0 so that the linear periodic sampled-data system (8) with φ ≡ 0 and
tk+1 − tk ≡ h is exponentially stable. Moreover, assume that a nonlinear operator
φ : X → X satisfies (9). Then there exist ε∗ = ε∗(h) > 0 and L∗ = L∗(h) > 0 such
that for every ε ∈ [0, ε∗) and every L ∈ [0, L∗), the system (8) with the periodic
event-triggering mechanism (51) is exponentially stable.
Proof. By Lemma 2.3 in [23], the linear periodic sampled-data system (8) with
φ ≡ 0 and tk+1 − tk ≡ h is exponentially stable if and only if the operator ∆h is
power stable. Combining this with Lemma 4.5, we obtain the desired result.
Finally, we return to the bounded control case B ∈ B(U,X). Suppose that the
semigroup TBF (t) is exponentially stable, i.e, (14) holds for some Γ ≥ 1 and γ > 0.
For h > 0, define
W (h) := γ(1− e−γh) + Γ sup
0≤t≤h
‖T (h− t)BF [I − TBF (t)]‖B(X). (57)
As state in Remark 2.14, ∆h defined by (11) is power stable if W (h) < γ. In such
cases, we obtain
‖∆kh‖B(X) ≤ Γωk ∀k ∈ N0,
where ω := 1 − [γ − W (h)]h; see the last equation in the proof of Theorem 3.1
of [23]. This fact, together with Lemma 4.5, yields a simple sufficient condition
for the exponential stability of the periodic event-triggered control system. To
avoid the trivial case in which the open-loop system is exponentially stable, we here
additionally assume that ShF 6= 0 holds for every h > 0 satisfying W (h) < γ.
Theorem 4.8. Suppose that Assumption 2.4 is satisfied and ShF 6= 0 holds for
every h > 0 satisfying W (h) < γ. The system (8) with the periodic event-triggering
mechanism (51) is exponentially stable for every `max ∈ N if h > 0 and L, ε ≥ 0
satisfy
ε <
[γ −W (h)]h− c1(ec2Lh − 1)
Ω‖ShF‖B(X) + c3(ec2Lh − 1) , (58)
where we define c1, c2, c3 ≥ 0 by (53) and W (h) by (57).
For the numerical example of the unperturbed case ψ(x2) = x2 in Section 3, one
can observe that the bounds of the parameters (ε, h) satisfying (58) are similar to
to those of (ε, τmin) shown in Figure 6. Moreover, as expected easily, if h is small,
then numerical simulations of the periodic event-triggered control systems are also
closely similar to those in Figs 7–9. We omit these figures because they show almost
identical trends as Figures 6–9.
5. Conclusion. In this paper, we have analyzed the exponential stability of infinite-
dimensional event/self-triggered control systems with Lipschitz perturbations. The
fundamental assumption is that the feedback operator is compact, which guarantees
the strict positiveness of inter-event times and the existence of the mild solution of
the evolution equation with an unbounded control operator. We have shown that
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if the parameters of the event/self-triggering mechanisms are appropriately cho-
sen, then exponential stability is preserved under all perturbations with sufficiently
small Lipschitz constants. Moreover, in the bounded control case, we have provided
simple sufficient conditions for exponential stability.
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