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Using a simple two-band model for Fe-based pnictides and the generalized Eilenberger equation, we
present a microscopic derivation of a time-dependent equation for the amplitude of the spin density wave
near the quantum critical point where it turns to zero. This equation describes the dynamics of the mag-
netic—m, as well as the superconducting order parameter—∆. It is valid at low temperatures T and small m
(T,m¿∆) in a region of coexistence of both order parameters,m and∆. The boundary of this region is found
in the space of the nesting parameter {µ0,µφ} where µ0 describes the relative position of the electron and
the hole pockets on the energy scale, and µφ accounts for the ellipticity of the electron pocket. At low T the
number of quasiparticles is small due to the presence of the energy gap ∆, and therefore the quasiparticles
do not play a role in the relaxation of m. This circumstance allows one to derive the time-dependent equa-
tion for m in contrast to the case of conventional superconductors for which the time-dependent Ginzburg–
Landau equation can be derived near Tc only in some special cases (high concentration of paramagnetic
impurities1). In the stationary case the derived equation is valid at arbitrary temperatures. We find a solu-
tion of the stationary equation which describes a domain wall in the magnetic structure. In the center of
the domain wall the superconducting order parameter has a maximum, which means a local enhancement
of superconductivity. Using the derived time-dependent equation for m, we investgate also the stability of
a uniform commensurate SDW and obtain the values of {µ0,µφ} at which the first order transition into the
state with m = 0 takes place or the transition to the state with an inhomogeneous SDW occurs.
PACS numbers: 74.45.+c, 74.50.+r, 75.70.Cn, 74.20.Rp
I. INTRODUCTION
Over the last decade, the interest in the quantum phase
transitions (QPT) increased, i.e., in transitions of a system
from one state to another, that may occur if a parameter
of the system is varied by, e.g., doping at zero tempera-
ture (for a review see Refs. 2 and 3 and references therein).
These transitions can take place in systems with two com-
peting order parameters (OP). An example are the so-called
Fe-based pnictides, where, as it was established theoret-
ically and experimentally,4–9 superconductivity (SC) coex-
ists with the spin density wave (SDW), see also Ref. 10 and
references within. As is generally known, superconductiv-
ity is characterized by the superconducting OP ∆, whereas
the spin density wave—by the antiferromagnetic ordering
OP m, i.e., by the magnetic moment in one of the magnetic
sublattices.
Varying the doping level x in these superconductors, the
amplitude m of the SDW OP can become zero at a finite
value of ∆ and a certain point xm as well as the SC OP ∆
can vanish at a finite value of m and a certain xs. At low
temperatures, these points can be called quantum critical
points (QCP).
A sharp peak in the doping dependence of the London
penetration length λL has been observed in a recent work.11
This fact was conjectured as a sign of the strong quantum
fluctuations near the QCP. Based on the diagram technique
for the Green’s functions the contribution of the fluctuations
of m to the response of the superconductor to the magnetic
field was calculated and it was shown that, indeed, λL has a
peak near xm.12–14
The properties of superconductors can be completely de-
scribed in terms of the Green’s functions G(r, t ;r′, t ′). The
equations for these functions, which in case of supercon-
ductors consist of normal and anomalous Green’s functions,
have been derived by Gor’kov.15 In most cases, the informa-
tion contained in G(r, t ;r′, t ′) is not needed, and it is suf-
ficient to know the Green’s functions at coinciding points
in space r= r′. In this approximation, the quasiclassical
Green’s functions g (r, t ; t ′) introduced by Eilenberger obey
the Eilenberger equations that have been derived on the ba-
sis of the Gor’kov’s equations.16–18 They are simpler than
the Gor’kov’s equations because the functions g (r, t ; t ′) de-
pend only on one coordinate r and on the orientation of the
momentum p. The method of quasiclassical Green’s func-
tions has been well developed and used successfully to de-
scribe many properties of superconductors (for a review, see
Refs. 19–21).
However, the simplest tool for studying superconductiv-
ity are the Ginzburg–Landau (G–L) equations which have
been derived22 on a phenomenological basis even before
the microscopic theory of superconductivity was developed
by Bardeen, Cooper and Schrieffer in 1957.23 The derivation
of the G–L equations is based on the Landau’s approach to
the description of the phase transition of the second type
in the vicinity of the critical point Tc.24 As is well known, in
this method the thermodynamic potentialΩ is expanded in
powers of the amplitude η of the OP which is small near Tc.
The dynamics of η is described by a simple equation
∂tη=−γr∂ηΩ (1)
where γr is a phenomenological relaxation rate.25 Gener-
ally speaking, such a simple equation is not valid in the
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2case of superconductors. As was shown by Gor’kov and
Eliashberg, a simple generalization of the G–L equations
for a time-dependent ∆ is possible only in a rather exotic
case of superconductors with a high concentration of para-
magnetic impurities when the gap in the excitation spec-
trum disappears.1 In ordinary superconductors, the dynam-
ics of∆ is determined by the time evolution of the quasipar-
ticle distribution function fqp. This means that the kinetic
equation for fqp should be solved with account for inelastic
relaxation processes.1,21
In this paper, we derive an equation for m similar
to Eq. (1) in the vicinity of the QCP xm, when the inequality
m¿∆ holds. This equation describes both spatial and tem-
poral behavior of the amplitude of the SDW m. We consider
the case of low temperatures, T ¿∆, when the number of
quasiparticles is small (at small m the gap in the excita-
tion spectrum is ∆) and, therefore, they do not affect essen-
tially the OPs ∆ and m. This is the essential difference from
the case of ordinary superconductors in which the deriva-
tion of the Ginzburg–Landau equation is justified, strictly
speaking, only near the superconducting critical tempera-
ture Tc where the number of quasiparticles is large and they
determine the dynamics of the superconducting order pa-
rameter ∆. In particular, we find the region in the space
of nesting parameters where the derived equation is valid
and write down a solution for m(x) that describes a domain
wall (DW).
We use the mean-field approximation and do not take
into account fluctuations of the order parameters. This
means that our considerations are valid not too close to the
QCP (see Refs. 13 and 14). In addition, we restrict ourselves
to the case of a fixed magnetization direction, i.e., the de-
rived equations do not take into account a possible rotation
of the magnetization m. The plan of the paper is as follows.
In Sec. II we write the generalized Eilenberger equations
for a rather general case of a non-ideal nesting when the
superconducting and magnetic OPs coexist.26 The expres-
sions for the quasiclassical Green’s functions for this case
are presented in Appendix C. Using the generalized Eilen-
berger equation, we derive in Sec. III the stationary, Eq. (26),
and in Sec. IV—the time-dependent equation, Eq. (31), for
the amplitude of the SDW. This equation is similar to Eq. (1)
and to the time-dependent Ginzburg–Landau equation. We
find the region in the space of the nesting parameter (rep-
resented by µ0 and µφ), where the state with a uniform
SDW (m 6= 0) is stable, and determine the values µ0 and µφ
at which the first order transition into the state with m = 0
or a transition into a state with non-uniform SDW occurs.
The parameter µ0 describes the relative position of the elec-
tron and the hole bands on the energy scale, and µφ ac-
counts for the ellipticity of the electron pocket. In Sec. V we
present solutions for m(x) and ∆(x) that describe a domain
wall and, respectively, the enhancement of superconductiv-
ity approaching the center of the domain wall. The obtained
results are discussed in the concluding Section VI.
II. EILENBERGER EQUATION
As in our previous works,26 we consider a simple two-
band model of a superconductor with an SDW developed
in Refs. 27 and 28. This model of a multiband (hole and
electron bands) superconductor allows for the coexistence
of the superconducting and the magnetic, i.e., SDW order
parameters. It has been shown that the most energetically
favorable state in this model is the so-called s+−-state, in
which the superconducting order parameters in the elec-
tron and hole bands have opposite signs.27–30 This widely
accepted model provides a good description of the coexis-
tence realm and the qualitative behavior of the SDW, but
fails in describing the correct doping dependence of the su-
perconducting order parameter outside the coexistence re-
gion yielding a doping-independent ∆ as opposed to exper-
imentally measured superconducting domes in real materi-
als like Fe-based pnictides (see, e.g., Refs. 31 and 32).
It is well known that the method of quasiclassical Green’s
functions is a powerful and effective method for the the-
oretical study of superconductors.16,17,19–21 This method
has been applied also to systems with different kind of or-
der parameters. For example, the systems with the charge
(spin) density waves may be described by the quasiclassical
Green’s functions.26,33 Recently, this method was applied to
describe topological superconductors.34 In several papers
the method of quasiclassical Green’s functions has been ap-
plied for the description of two-band superconductors.35–38
In the considered case of multiband superconductors with
the SDW these functions are 8× 8 matrices gˇ in the band,
Gor’kov–Nambu and spin spaces. These matrix functions
obey a generalized Eilenberger equation26 that contains the
superconducting and antiferromagnetic order parameters
(
Xˇ030∂t gˇ +∂t ′ gˇ Xˇ030
)+v∇gˇ + i(Λˇgˇ − gˇ Λˇ)= 0, (2)
where v= ∂pξ(pF) is the vector of Fermi velocity and
the matrix Λˇ=µXˇ300− i
(
∆′Xˇ323+∆′′Xˇ013
)+ imXˇ123 con-
sists of the parts describing the deviation from the ideal
nesting—µ≡µp =
(
ξ1(p)+ξ2(p)
)
/2=µ0+µφ cos(2φ), the
superconductivity—∆=∆′+ i∆′′, and the spin density
wave—m, the magnetization vector being oriented along
the z-direction. The SC order parameter is related to the
SC order parameters in the first and the second band as
∆1 =∆∗ =−∆2 in the case of the s+−-pairing (we assume,
for simplicity, |∆1| = |∆2| = |∆|). In the expression for µ the
term µ0 takes into account the difference in the electron
and hole masses, whereas µφ describes the ellipticity of
the electron pocket (m2,x 6=m2,y ), see Appendix A. The
matrices Xˇi j k = ρˆi · τˆ j · σˆk are composed of Pauli matrices
in the band (ρˆ), Gor’kov–Nambu (τˆ) and spin space (σˆ),
respectively, with additional 2×2 unity matrices (ρˆ0, τˆ0 and
σˆ0), and the dot denotes the tensor product. Note that the
coexistence of the superconducting and the magnetic order
parameters is only possible27,28 if µ 6= 0.
The Eilenberger equation (2) for the quasiclassical
Green’s function matrix gˇ is supplemented with the normal-
3ization condition
gˇ · gˇ = 1ˇ . (3)
The superconducting and magnetic order parameters are
expressed in terms of the quasiclassical Green’s functions
via the self-consistency equations
∆= λs
16
∫ Ωs
−Ωs
dε
〈
Tr
{
Xˇ323(gˇ
R− gˇA)}〉 tanh(ε/2T ) , (4)
m = λm
16
∫ Ωm
−Ωm
dε
〈
Tr
{
Xˇ123(gˇ
R− gˇA)}〉 tanh(ε/2T ) , (5)
where the angle brackets mean averaging over the direc-
tions along the Fermi surface, i.e., 〈(. . .)〉 = (2pi)−1 ∫ (. . .)dφ.
We assume that the layers in the considered quasi-two-
dimensional crystal lay in the x-z-plane, the magnetization
in the SDW M is oriented along the z-axis, M = (0,0,M),
and all quantities depend on the x-coordinate. The retarded
and advanced quasiclassical Green’s functions gˇR(A)(ε) are
related to the functions gˇ (ω) in the Matsubara representa-
tion if the frequency ω is replaced as ω→±iε.
III. STATIONARY CASE
First, we consider the stationary equilibrium case. We
derive an equation describing the coordinate depen-
dence of the magnetic order parameter in the vicinity
of the points µ0,m and µφ,m defined by m(µ0,m)= 0 and
m(µφ,m)= 0, respectively (cf. Fig. 1). Note that the val-
ues µ0,m and µφ,m are related with each other by the con-
dition of coexistence of the superconducting and magnetic
OPs (see Fig. 2).
In the equilibrium case considered in this section we use
the quasiclassical Green’s functions in the Matsubara repre-
sentation. We expand these matrix function gˇ (see Eq. (A5))
in the small parameter m, using the self-consistency equa-
tions (4) and (5), and by solving Eq. (2). In zero order ap-
proximation we have
gˇ0 = ζ−1c Λˇ∆,c , with Λˇ∆,c =ωXˇ030+∆cXˇ323 , (6)
where ζc =
√
ω2+∆2c and ∆c is the superconducting OP at
the QCP. The matrix gˇ0 obeys the normalization condition
gˇ0 · gˇ0 = 1ˇ and does not depend neither on the coordinate
nor on the critical value of µc defined by m(µc)= 0, see
Fig. 1.
Expanding gˇ = gˇ0+ gˇ1+ gˇ2+ gˇ3+ . . . up to the third order,
we obtain from Eq. (2) a recursive equation for the (n+1)st
correction for gˇ which can be solved using Eq. (6) as input,
see Appendix B.
We will obtain the terms in gˇ2 and gˇ3, which do not con-
tain the derivative, i.e., the term proportional to k, in an eas-
ier way (see below). Thus, we can concentrate on the deriva-
tive term gˇ3,k only and, calculating the third order correc-
tion and keeping in eye the gradient term only, we obtain
gˇ3,k = v2x
ζc(ζ2c−3µ2c)
4D3c
∂2xm · Xˇ123 , (7)
FIG. 1. (Color online.) Definition of µc. The dependence of m
(dashed red line) respectively ∆ (solid blue line) on µ0 (left) re-
spectivelyµφ (right) is shown (all quantities are normalized toTm).
In the region between µ0,s and µ0,m respectively between µφ,s
and µφ,m both order parameters coexist. The µc in the text is the
magnetic critical nesting parameter µc = µ0,m+µφ,m cos(2φ). We
used Tm/Ts = 5 and µφ/Tm = 1.26 on the left, and Tm/Ts = 2 and
µ0/Tm = 0.82 on the right. The hatched region on the left denotes
the inhomogeneous SDW phase, cf. Section VI.
where Dc = ζ2c+µ2c and vx = v cos(θ) with the modulus of
the Fermi velocity v and the angle between the x-axis and
the orientation of the elliptic Fermi surface θ. This term will
be included in the homogeneous equation for m on a later
stage (see below).
Now, knowing the quasiclassical Green’s function matrix
Eq. (A5) in the homogeneous stationary case, we obtain the
terms in the equation for m in the following way.
We rewrite the self-consistency equations (4) and (5) in
the form
∆/λs = 2piT
Ωs∑
ω=0
〈g323〉 (8)
and
m/λm = 2piT
Ωm∑
ω=0
〈g123〉 , (9)
where g323 =Tr
{
Xˇ323 · gˇ
}
/8, g123 =Tr
{
Xˇ123 · gˇ
}
/8, and Ωs/m
are the frequency cut-offs for the superconducting and the
magnetic order parameters, respectively. We expand the co-
efficients g123 and g323 (see Eqs. (A8) and (A11)) in the small
parameter m2 and obtain
g123 ≈m
[
ζD−1+m2ζcD−3c
(
3µ2c−ζ2c
)
/2
]
(10)
and
g323 ≈∆
[
ζ−1+m2ζ−1c D−2c
(
µ2c−ζ2c
)
/2
]
, (11)
where ζ=
p
∆2+ω2 and D = ζ2+µ2. Equations (8) and (9)
acquire the form
λ−1s = 2piT
Ωs∑
ω=0
〈
ζ−1+m2ζ−1c D−2c
(
µ2c−ζ2c
)
/2
〉
(12)
and
λ−1m = 2piT
Ωm∑
ω=0
〈
ζD−1+m2ζcD−3c
(
3µ2c−ζ2c
)
/2
〉
. (13)
4A. Determining the coexistence region
In order to find the region of existence of the QCP in
terms of the nesting parameter, i.e., the region in the
(µ0,µφ)-plane where m = 0 and∆=∆c, we have to set m = 0
in Eqs. (12) and (13). Then, the values of ∆c and µc at the
magnetic QCP, i.e., at the point wherem = 0, are determined
by the equations
λ−1s = 2piT
Ωs∑
ω=0
ζ−1c (14)
and
λ−1m = 2piT
Ωm∑
ω=0
〈
ζcD
−1
c
〉
. (15)
At low temperatures we find from Eqs. (14) and (15)〈
scρ
−1
c ln(sc+ρc)
〉= ln(r ) , (16)
where sc =µc/∆c, ρc =
√
1+ s2c and r = Tm/Ts with the crit-
ical temperatures of the antiferromagnetic (Tm) when ∆= 0
and the superconducting (Ts) when m = 0 transitions. This
equation couples the values of the superconducting and
the magnetic order parameters at zero temperature related
to Ts and Tm, respectively, with the critical value of the
nesting parameterµc =µ0,c+µφ,c cos(2φ), i.e., for a fixed ra-
tio r = Tm/Ts we find a curve in the (µ0,µφ)-plane along
which m = 0 and ∆=∆c. Actually, we have to introduce
a third parameter describing the ratio between the super-
conducting transition temperature Ts and the critical value
of the superconducting order parameter at the magnetic
QCP ∆c. However, since, for m = 0, as follows directly from
the self-consistency equation for ∆ (see also, e.g., Refs. (38)
and (28)), Ts is independent of µ, we can take its value
at µ= 0 leading to the BCS-like relation between ∆c and Ts.
In Fig. 2 we plot the curve defined by Eq. (16) for different
values of r . At this point our results reproduce those ob-
tained by Vavilov et al.39 Remarkable is the fact that µφ,c
becomes a multivalued function of µ0,c with increasing r .
Also, the allowed values of µ0,c and µφ,c are limited to about
µ0,c. 1.7Tm and µφ,c. 1.8Tm for all r .
B. Time-independent Ginzburg–Landau-like equation
Now, we proceed with the derivation of the stationary
equation for m. Subtracting Eq. (14) from Eq. (12), and
Eq. (15) from Eq. (13) we arrive at
0= 2piT
∞∑
ω=0
〈
ζ−1−ζ−1c +m2ζ−1c D−2c
(
µ2c−ζ2c
)
/2
〉
(17)
and
0= 2piT
∞∑
ω=0
m
〈
ζD−1−ζcD−1c +m2ζcD−3c
(
3µ2c−ζ2c
)
/2
〉
,
(18)
FIG. 2. (Color online.) Curves in the (µ0,µφ)-plane along which
m = 0 and ∆=∆c for different values of r = Tm/Ts at low tem-
peratures. The value of r increases from bottom left to top right:
r ≈ 1.01, r = 1.1, r = 1.4, r = 2.0, r = 3.2, r = 4.9, r = 7.5, r = 10.0.
where ζc =
√
ω2+∆2c and the sum now runs to infinity. The
terms in the sums coincide with Tr
{
Xˇ323 · (gˇ1+ gˇ2+ gˇ3)
}
/8
and Tr
{
Xˇ123 · (gˇ1+ gˇ2+ gˇ3)
}
/8, respectively, calculated fol-
lowing the scheme in Appendix B but without the gradient
term. The gradient term in the equation describing the be-
havior of m in the vicinity of the magnetic QCP is obtained
adding the term Tr
{
Xˇ123 · gˇ3,k
}
/8, see Eq. (7), to the right
hand side of Eq. (18), i.e.,
0= 2piT
∞∑
ω=0
〈(
ζD−1−ζcD−1c
)
m
+ζcD−3c 2−1
(
3µ2c−ζ2c
)(
m3−2−1v2x∂2xm
)〉
. (19)
This equation contains terms of higher order than the
here considered third order correction and thus we ex-
pand in the next step the terms ζ−1−ζ−1c and ζD−1−ζcD−1c
in δ∆=∆−∆c and δµ=µ−µc obtaining
ζ−1−ζ−1c '−ζ−3c ∆cδ∆ (20)
and
ζD−1−ζcD−1c '−D−2c
(
2ζcµcδµ+ζ−1c
(
ζ2c−µ2c
)
∆cδ∆
)
, (21)
respectively. By virtue of these relations we can eliminateδ∆
from Eqs. (17) and (19)—it follows from the first of them that
∆cδ∆=−κm2 (22)
with
κ= A1/(2A0) , (23)
where
A1 = 2piT
∞∑
ω=0
〈
D−2c ζ
−1
c
(
ζ2c−µ2c
)〉
(24)
5and
A0 = 2piT
∞∑
ω=0
ζ−3c . (25)
Thus, we arrive at the equation form solely, which has the
form of a Ginzburg–Landau equation,
−α∂2x˜m˜+
(
γδµ˜+βm˜2)m˜ = 0, (26)
where we introduced the dimensionless quantities x˜ = x/l
with l = v/Tm, δµ˜= δµ/Tm and m˜ =m/Tm, and the coeffi-
cients α, β and γ are defined in the Appendix C in terms of
the microscopic parameters of the system.
In Fig. 3 we show the dependence of these coefficients on
the parameters µ0,φ and r . For a given material these pa-
rameters are determined by the doping level. The region of
the coexistence of the superconducting and magnetic order
parameters corresponds to those values of µ0,φ and r , for
which the coefficientsα and β are positive (the coefficient γ
is always positive). It follows from the correspondence of
the coefficients α, β, and γ with the coefficients of the ex-
pansion of the free energy in the small parameter m, that
if β> 0, the quantum phase transition takes place at µ=µc.
Negative β corresponds to the first order transition. In the
case of positive β a uniform SDW state is stable provided
that α> 0. Otherwise the amplitude of the SDW m will be
modulated in space with some wave vector q and an incom-
mensurate SDW or the so-called soliton phase40 may arise
in the system (see the next section).
Although Eq. (26) looks like the stationary Ginzburg–
Landau equation or, in a more general case, like an equa-
tion which describes the spatial dependence of an order pa-
rameter in the vicinity of the critical temperature Tc,25,41
there is an essential difference between these two types of
equations. In the Landau approach to the description of the
phase transition of the second type near the critical temper-
ature Tc, the second term in Eq. (26) contains a small pa-
rameter (Tc−T ) and the temperature T is assumed to be
close to Tc, whereas in the case under consideration the de-
viation from the critical point (critical doping), δµ, is a small
parameter and T can be much smaller than Tc.
The key point in the derivation of Eq. (26) is the presence
of the energy scale ∆c Àm in the coexistence region, due
to which an expansion of the Green’s functions in the small
parameter m/∆c is possible and, thus, the derived equation
is valid at arbitrary temperatures T < Ts < Tm.
Equation (22) shows that the spatial (and temporal) be-
havior of the superconducting order parameter ∆ is de-
termined by the dependence m(x) (or m(x, t ) in the non-
stationary case) of the SDW order parameter.
Note that in Eq. (26) we assume δµ≡ δµ0—otherwise one
should include δµ= δµ0+δµφ cos(2φ) into the averaging
procedure, i.e., the first term in the brackets has in general
the form (cf. Eq. (C4))
2piT
∞∑
ω=0
〈
2D−2c µcζcδµ
〉
. (27)
In Section IV we derive the time-dependent equation
for m and investigate the stability of a uniform SDW state.
IV. TIME-DEPENDENT EQUATION FOR THE MAGNETIC
ORDER PARAMETER NEAR THE MAGNETIC QCP
In contrast to ordinary superconductors with two char-
acteristic energies, ∆ and T , in the considered case of su-
perconductors with an SDW there exist three characteristic
parameters, i.e., m, ∆ and T . As is well known, the station-
ary Ginzburg–Landau equations for∆ in ordinary supercon-
ductors can be obtained by using an expansion of the free
energy in powers of a small parameter ∆/T near the critical
temperature Tc, i.e., in the region |T −Tc|¿ Tc.22,42 This ex-
pansion was employed by Landau who developed a rather
general theory of the phase transition of the second type.43
Generalization of the Ginzburg–Landau equations to a
non-stationary case is not an easy task. Moreover, in a gen-
eral case one can not obtain a closed equation for the time-
dependent ∆(t ). The point is that near Tc the order param-
eter ∆ is determined by the quasiparticle distribution func-
tion n(ε, t ) the relaxation of which is due to inelastic scat-
tering processes. Therefore, one needs to solve a compli-
cated kinetic equation for n(ε, t ) with account for inelas-
tic processes. In a general case it is not possible to find a
solution for the distribution function in terms of the time-
dependent ∆(t ).
Using the technique of thermal Green’s functions and
making a subsequent analytical continuation to real fre-
quencies, Gor’kov and Eliashberg have shown that only
in an exotic case of superconductors with a large con-
centration of paramagnetic impurities the time-dependent
Ginzburg–Landau equation can be obtained.1 Namely, the
generalization of the Ginzburg–Landau equation to a non-
stationary case is possible only in the extreme case of a high
density of paramagnetic impurities (Tcτsf ¿ 1, where τsf is
a spin-flip scattering time) when the gap in the excitation
spectrum disappears (the so-called gapless superconduc-
tivity).
In the considered case the expansion is performed with
respect to another small parameter, i.e., m(t )/∆, whereas
the temperature T is assumed to be low, T ¿∆. Then, the
number of quasiparticles is small and their influence on the
amplitudes of the SDW m is negligible.
Note an important point. The dynamic equation for m(t )
is analogous to Eq. 1, but not to the non-stationary
Ginzburg–Landau equation. The latter describes the dy-
namics of a complex OP∆, i.e., the temporal evolution of the
modulus |∆| and phase χ of the OP ∆ or, to be more exact,
it describes the behavior of |∆| and of the gauge-invariant
quantity µχ = ∂tχ+2eV , where V is the electrical potential.
Besides, the expression for the current contains a gauge-
invariant velocity of the condensate. In contrast to ordinary
superconductors, in the case under considerationm is a real
quantity.
The time-dependent equation form can be used to inves-
tigate the time evolution of the order parameters involved21
(e.g., in alternating external fields, in treating transport phe-
nomena or also problems with dissipative terms induced by
a d.c. electric field) as well as to analyze the stability of the
stationary solutions.
6FIG. 3. (Color online.) The coefficients α, β, and γ in arbitrary units along the trajectories in the (µ0,µφ)-plane at the critical point, as
calculated from Eq. (16) for different r = Tm/Ts, cf. Fig. 2. The black surface highlights the zero level. The coefficient γ is always positive,
whereasα andβ change their sign depending onµ0 andµφ as well as on r . Note that for sufficiently close transition temperatures (r . 1.4)
α is positive along the corresponding trajectory. Also, α depends on the angle θ—plotted is α(θ = 0) as being the most restrictive value,
cf. Fig 4 and discussion in the text.
Unlike the Gor’kov’s and Eliashberg’s approach based
on the use of the thermal Green’s functions,1 we will ap-
ply the method of time-dependent Green’s functions (in
other words, the real-time Green’s functions) in the Keldysh
technique.44 In this method, there is no need to use the an-
alytical continuation. We rewrite the self-consistency equa-
tion (5) in the form
m(t )=λm
∫
dt1
〈
gR123(t , t1)F (t1− t )−F (t − t1)gA123(t1, t )
〉
,
(28)
where F (t ) is the equilibrium distribution function with
the Fourier transform F (ε)= tanh(ε/2T )= ∫ dt F (t )exp(iεt )
and gR,A123 are the retarded (advanced) quasiclassical Green’s
functions which can be obtained from the thermal Green’s
functions used in Section III in equilibrium case if we make
a substitution ω→−i(ε± i0) for gR(A)123 . Further, we take into
account that actual frequencies Ω∼ (kv)2 ∼ δµ (where k is
a characteristic wave vector) near the QCP are much lesser
than the characteristic energies in the integral of Eq. (28),
εch ∼max{T,∆}. Thus, going over to the Fourier compo-
nents one can write Eq. (28) as follows
m(t )= 2piλm
∫
dε
〈[
gR123(ε, t )− gA123(ε, t )
]
−2−1i∂t
[
gR123(ε, t )+ gA123(ε, t )
]
∂ε tanh(ε/2T )
〉
. (29)
Integrating the second term by parts we obtain in the Mat-
subara representation
m(t )/λm = 2piT
Ωm∑
0
〈
g123(ω, t )+2−1∂tm∂ωζcD−1c
〉
, (30)
where g123(ω, t ) is the stationary part found above, see
Eq. (A8) and Eq. (7). Now, we have to take into account
that m slowly depends on time. It can be shown that the de-
pendence of the functions g123(ε, t )R,A onΩ is much weaker
than that given by the last term in Eq. (30). The reason is that
there appear small corrections of higher orders, i.e., propor-
tional to (Ω/∆c)2.
Calculating the last term in Eq. (30) at low tempera-
tures (T ¿ ∆c) and adding it to the right hand side of
Eq. (26), we obtain the generalized equation, which de-
scribes the time and the space evolution of the magnetic or-
der parameter m near the QCP
−α∂2x˜m˜+
(
γδµ˜+βm˜2)m˜ =−ς∂t˜m˜ (31)
with ς= 2−1Tm∆−1c
〈(
1+ s2c
)−1〉 and t˜ = Tmt in the limit of
low temperatures (cf. Eq. (C14)).
As concerns the corrections of δ∆, the relation be-
tween δ∆ and m remains unchanged in the main ap-
proximation since the time derivative ∂tδ∆ is small. The
generalized relation between δ∆ and m has the form
c1∂t˜δ∆˜+δ∆˜=−κm˜2, where c1 ' 1. As follows from Eq. (31),
|∂t˜δ∆˜|∝ |δµ˜δ∆˜|¿ |κδ∆˜|. Thus, the time derivative of δ∆
can be neglected in Eq. (31).
The obtained time-dependent equation (31) looks like
Eq. (1) derived by Landau and Khalatnikov25,41 to describe
the relaxation of an order parameter to its equilibrium value
in the vicinity of the critical temperature for a second order
phase transition. It allows to draw conclusions about the
states of coexistence of superconducting and magnetic or-
der parameters as well as about the stability of these phases.
Our approach is complementary to the one based on the
analysis of the free energy used in Refs. 28 and 38. In-
deed, we can study the stability of the states withm0 = 0 and
m1 =
√
−γβ−1δµ=
√
γβ−1|δµ| linearizing Eq. (31) with re-
spect to the deviation from equilibrium δm written in the
form δm0,1(x, t )∝ exp(iΩt − ikx), where δm0,1 are the am-
plitudes of the deviations from these two possible states m0
and m1, respectively. Since the coefficient γ> 0 (see Eq. (26)
and Fig. 3) is always positive, the coefficient β should
7be positive—otherwise we would have a transition of the
first order to a state with a finite amplitude—and thus the
quantity δµ must be negative. In the first case we ob-
tain iΩ=−γς−1δµ−ας−1k2. The first term here is positive
(δµ< 0), and this means that this state is unstable provided
that α> 0.
For the second case we find iΩ= 2γς−1δµ−ας−1k2, i.e.,
this state is stable if α> 0. If the coefficient α is negative for
some µc, nonuniform perturbations will grow in time with
increasing k. As a result, a modulation of the SDW ampli-
tude would be established in the system.
It is important to note that the coefficient α depends on
the angle θ. For sufficiently close transition temperatures
(r . 1.4) this dependence is negligible, sinceα> 0 for all rel-
evant values of µ0 and µφ independent on θ. For larger ra-
tios of Tm/Ts there exists a segment of the critical coexis-
tence curve where for some fixed values of parameters µ0
and µφ lying in the region where β> 0 the coefficient α is
positive for θ =pi/2, but turns negative for θ = 0 i.e., a mod-
ulation of the SDW may occur in the direction parallel to the
major axis of the elliptic Fermi surface. In Fig. 4 we indicate
the dependence of α(θ) showing the α= 0 line for two lim-
iting values of θ, i.e., for θ = 0 and θ =pi/2.
V. DOMAIN WALL
As already noted above, domain walls in real samples are
related most likely not with the change of the value of m,
but with the rotation of the vector m. Nevertheless, in order
to understand qualitatively the behavior of different quanti-
ties, we present a solution for the domain wall (DW) caused
by variation in space of the magnitude of the magnetic order
parameterm. For example, we show that the superconduct-
ing order parameter gets enhanced in the center of the DW.
Since the coefficient γ is positive (cf. Fig. 3), the deviation
from the perfect nesting δµ must be negative provided the
coefficient β is positive and vice versa. The solution of this
equation for a DW has the well known form40,45
m˜(x)= m˜0 tanh(x˜/l0) , (32)
with the amplitude of the SDW DW m˜0 =
√
−γβ−1δµ˜. The
width of the DW l0 equals l0 = l
√
−2αγ−1δµ˜−1, i.e., it be-
comes infinitely large at the magnetic QCP.
Note that unlike Ref. 40, where the DW was studied for
a spatial distribution of a scalar order parameter related to
the nesting between different bands in a two-band mate-
rial in the absence of superconductivity, we consider the DW
in the SDW in the presence of superconductivity. Thus, the
characteristic size of the DW l0 depends on ∆ (see Eqs. (C2)
and (C4) for α and γ).
The coefficient α also has to be positive in order for the
solution to be valid. These two conditions restrict us to a
segment on one of the lines in Fig. 2, see Fig. 4. Note that
the width of this segment is, for a given r > 1.4, strongly de-
pendent on the angle θ as shown in Fig. 4, i.e., the line α= 0
approaches the line β= 0 already if the deviation of θ from
zero is very small, thus extending the segment where the
FIG. 4. (Color online.) Different regions in the (µ0,µφ)-plane. We
used r ≈ 1.3 in the top panel and r ≈ 10.0 on the bottom panel.
The solid red line is one of the critical coexistence curves from
Fig. 2. The dash-dotted green line, along which β= 0, divides the
curve into segments of first (β< 0) respectively second (β> 0) or-
der phase transition between the SC and the SDW states. The long
dashed blue line, along which α= 0 (for θ = 0), subdivides the lat-
ter into segments of uniform (α> 0 independent on θ) and non-
uniform (α changes sign as function of θ) SDW states. The de-
pendence on θ is indicated by the short-dashed blue line, along
which α= 0 now for θ =pi/2 and the lines for other values of θ lie
between these two blue curves. In the uniform state the solution
of Eq. (31) describes a domain wall. Note that in the case of suf-
ficiently small r (approximately r < 1.4) α is always positive along
the coexistence line (top panel), thus only the uniform SDW exists.
In the bottom panel we also show the curve along which κ= 0, be-
ing positive above this line (short-dashed orange), which means a
negative correction to ∆c outside the center of the domain wall.
DW solution is valid. Note also that in the vicinity of the
β= 0 line our approach breaks down, for in this region m is
very large being proportional to
√
β−1. The plots in Fig. 4
should be read as follows. First, we determine the region
where α and β are positive respectively negative regardless
the true values of µ0,c and µφ,c where they should be evalu-
8FIG. 5. (Color online.) The dashed blue line shows the domain
wall as described by Eq. (26). It has the width l0 = l
√
−2αγ−1δµ˜−1.
The solid green line shows the corresponding dependence δ∆(x)
counted from its bulk value.
FIG. 6. (Color online.) The dashed line shows the domain wall in
the corresponding sublattice, distinguished by the color. The be-
havior of the magnetization showed on Fig. 5 corresponds to the
green line here.
ated. Then, we check if theµc-line (calculated from Eq. (16))
lies in the obtained region. Thus, we obtain a segment of the
µc-line where the DW solution is valid, as the values of the
coefficientsα,β andγhave their meaning, strictly speaking,
only along the respective critical coexistence curve.
In Fig. 5 we show an example of a DW and the
corresponding coordinate dependence of δ∆˜=−κ˜m˜2
with κ˜=∆−1c Tmκ and sketch, based on this, how the anti-
ferromagnetic order might look like in the corresponding
sublattice in Fig. 6.
One can see that the superconducting OP ∆ has a small
peak in the center of the DW, at x = 0, where the magnetic
OP turns to zero. A similar effect of enhancement of su-
perconductivity at the ferromagnetic DW takes place also in
S/F structures.46,47 This effect is quite intelligible. Always,
when we have two competing OPs, the suppression of one
OP leads to an enhancement of the other OP regardless of
the cause of the suppression. For example, impurity scat-
tering suppresses the amplitude of the SDW48 and an en-
hancement of the critical temperature of the superconduct-
ing transition temperature Ts takes place. A similar effect of
increasing Ts due to impurities was predicted long ago for
quasi-one-dimensional conductors where transitions into
the superconducting state and into a state with a charge
density wave are possible.49
VI. DISCUSSION
We derived a time-dependent equation (31) which de-
scribes the relaxation and the spatial behavior of the am-
plitude m of the SDW in the vicinity of the magnetic QCP,
where the phase transition of the second order takes place.
At this point, the amplitude m turns to zero while the su-
perconducting OP ∆c remains finite. The derived time-
dependent equation is valid at low temperatures when the
number of quasiparticles is low and the quasiparticles do
not affect essentially the dynamics of m and ∆. Therefore,
the conditions {T,m}¿∆ should be satisfied. However, in
the stationary case the Ginzburg–Landau-like equation (26)
is valid at arbitrary temperatures. Note that we considered
only the case of a fixed orientation of the magnetization in
the SDW (no rotation of the m vector).
The coefficients in this equation are expressed in terms
of microscopic characteristics of the system, i.e., the nest-
ing parameter µ=µ0+µφ cos(2φ), the superconducting OP
at the QCP∆c, and the Fermi velocity v . We found regions of
the second order transition in the (µ0,µφ)-plane. These re-
gions are in agreement with the results of Vorontsov et al.39
who analyzed the free energy in the system.
The derived equation is valid if the influence of fluctua-
tions can be neglected. This requirement imposes a restric-
tion on temperatures
δµ¿ T ¿ δµ
(
EF
Tm
)2
, (33)
The left inequality means that quantum fluctuations can be
neglected25 and the right one is similar to the Ginzburg–
Levanjuk criterium for the applicability of the Ginzburg–
Landau equation for superconductors.2,24,50
On the basis of Eq. (26) a solution that describes a domain
wall in the stationary case has been obtained. The width of
the DW diverges when µ→µc defined by the criticality line
Eq. (16), see Fig. 2. The superconducting OP increases in the
center of the DW as compared to its value far away from the
DW, i.e., we find an enhancement of superconductivity.
Using the time-dependent Eq. (31) we studied also the
stability of the state with a uniform SDW in the vicinity
of the magnetic QCP where the magnetic order parameter
vanishes. It was shown that a homogeneous commensu-
rate SDW is stable on the upper part of the curve defined
by the Eq. (16) which describes the region of coexistence of
superconducting and magnetic OP (see Fig. 4). Below this
region the homogeneous SDW is unstable against pertur-
bations with a finite wave vector k propagating along the
x-axis chosen to be the direction parallel to the major axis
of the elliptic Fermi surface. This instability leads to the
appearance of incommensurate SDW39 or of a inhomoge-
neous SDW similar to a soliton lattice discussed by Gor’kov
and Teitelbaum (see Ref. 40 and references therein).
In Fig. 1 we show the region of a homogeneous stable
SDW coexisting with superconductivity (δµ< 0) and the re-
gion of an inhomogeneous SDW (δµ> 0) state (compare
with Fig. 1 in Ref. 40). The issue of finding the form of the
inhomogeneous SDW deserves a separate consideration.
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Appendix A: Quasiclassical Green’s functions—full expressions
The dispersions in the hole (1) and electron (2) bands
have the form
ξ1(p)=µ1− p
2
2m1
, ξ2(p)=−µ2+
p2x
2m2,x
+
p2y
2m2,y
, (A1)
where the momenta p in ξ1 are measured from the Γ-point
and in ξ2—from the nesting vector Q0 see Fig. 7.
Defining
ξ(p)= ξ2(p)−ξ1(p)
2
(A2)
and
µ= ξ2(p)+ξ1(p)
2
(A3)
we can write the dispersions in the form
ξ1,2(p)=∓ξ(p)+µ . (A4)
The parameter µ describing the deviation from the
perfect nesting can be written as38 µ=µ0+µφ cos(2φ),
where µ0 takes into account the difference in the elec-
tron and hole masses, whereas µφ describes the elliptic-
ity of the electron pocket (m2,x 6=m2,y ), they correspond
up to a constant factor with the nesting parameters in the
Vorontsov et al. notations.27,38 Within the quasiclassical ap-
proximation, the ellipticity can be neglected in the expres-
sion for the Fermi velocity v.
In the stationary and uniform case the ma-
trix gˇ = (i/pi)∫ dξ (τˇ3 ·Gˇ) can be found from the exact
Green’s function Gˇ , which obeys Eq. (3.3) in Ref. 26, i.e.,
Gˇ−1 ·Gˇ = 1ˇ, by inverting the matrix Gˇ−1 and integrating
over ξ.
In the case of the assumed s+−-pairing,26 this procedure
yields the following expression for gˇ in the Matsubara rep-
resentation
gˇ = ∑
mnα
gmnα · Xˇmnα , (A5)
where only the six following coefficients gmnα are not zero
and all the other vanish
g030 =ωζ−1|χ+|−2
(
ζℜ{χ+}+µℑ{χ+}
)
, (A6)
g100 = i∆mζ−1|χ+|−2ℑ{χ+} , (A7)
g123 =m|χ+|−2ℜ{χ+} , (A8)
g213 = iωmζ−1|χ+|−2ℑ{χ+} , (A9)
g300 = i|χ+|−2
(
ζℑ{χ+}−µℜ{χ+}
)
, (A10)
g323 =∆ζ−1|χ+|−2
(
ζℜ{χ+}+µℑ{χ+}
)
, (A11)
where we defined ζ=
p
∆2+ω2 and χ+ =
√
m2+ (ζ+ iµ)2,
with ∆= |∆|.
Direct calculations show that the matrix gˇ satisfies the or-
thogonality condition Eq. (3).
Appendix B: Derivation of the third-order correction to gˇ
Expanding gˇ = gˇ0+∑n=1 gˇn , we obtain for the (n+1)st
correction from Eq. (2) in Matsubara representation
([· , ·] denoting the commutator)[
Π , gˇn+1
]= [δΠ , gˇn]+ rn gˇn , (B1)
where Π= ζc gˇ0− iµc Xˇ300, r0 = 0 and rn = ivxkXˇ000
for n 6= 0 with the projection of v on the x-axis—vx ,
and δΠ=mXˇ123−δ∆Xˇ323− iδµXˇ300 with δ∆=∆−∆c and
δµ=µ−µc describing deviations from the critical values
of the superconducting order parameter and nesting, re-
spectively. From the normalization condition for gˇ , Eq. (3),
we obtain the following relation for n 6= 0 ({· , ·} denoting the
anticommutator)
0=
n∑
i=0
{
gˇi , gˇn−i
}
. (B2)
Thus, we arrive at the following recursive equation for gˇn+1
2ζc gˇ0 gˇn+1− iµc
[
Xˇ300 , gˇn+1
]=Rn , (B3)
where we defined
Rn =
[
δΠ , gˇn
]− 1
2
n∑
i=1
{
gˇi , gˇn+1−i
}+ rn gˇn . (B4)
Splitting gˇn+1 into parts commuting (gˇ−n+1) and anticom-
muting (gˇ+n+1) with the matrix Xˇ300 we obtain, again
using the normalization condition for gˇ0 and introduc-
ing the commuting and anticommuting with Xˇ300 parts
of R¯n = R¯−n + R¯+n with
[
R¯−n , Xˇ300
]= 0= {R¯+n , Xˇ300}, where
R¯n = ζ−1c gˇ0Rn/2
gˇ−n+1 = R¯−n , (B5)
gˇ+n+1 =
1+ iµcζ−1c gˇ0 Xˇ300
1+ζ−2c µ2c
R¯+n . (B6)
Using the simple relations M− = 2−1{M , Xˇ } · Xˇ and
M+ = 2−1[M , Xˇ ] · Xˇ for a matrix M =M−+M+ with
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[
M− , Xˇ
]= 0= {M+ , Xˇ }we easily find, subsequently, all the
corrections gˇn+1. For example, the correction gˇ1 is found,
setting n = 0, to be
gˇ−1 =−i
ωδ∆
ζ2c
gˇ0 · Xˇ313 , (B7)
gˇ+1 =−
m
Dc
Aˇ · gˇ0 · Xˇ123 , (B8)
where Dc = ζ2c+µ2c and Aˇ = ζc gˇ0+ iµcXˇ300 with
ζc =
√
∆2c+ω2. A correction due to the variation of the
parameter µ does not arise in this order because the
commutator
[
Xˇ300 , gˇ0
]
is zero.
We concentrate on the derivative term gˇ3,k only and, cal-
culating the third order correction and keeping in eye the
gradient term only, we obtain
gˇ3,k = v2x
ζc(ζ2c−3µ2c)
4D3c
∂2xm · Xˇ123 . (B9)
Appendix C: Coefficients in the Ginzburg–Landau-like equation
The Ginzburg–Landau-like equation (26) equation is
written, using the dimensionless quantities m˜ =m/Tm,
δµ˜= δµ/Tm and x˜ = x/l with l = v/Tm, in the form
−α∂2x˜m˜+
(
γδµ˜+βm˜2)m˜ = 0, (C1)
where we defined the coefficients
α= 2piT
∞∑
ω=0
〈
8−1ζcD−3c
(
ζ2c−3µ2c
) · (1+cos(2φ)cos(2θ))〉 ,
(C2)
β= T
2
m
2
(
2piT
∞∑
ω=0
〈
ζcD
−3
c
(
ζ2c−3µ2c
)〉− A21A−10 ) , (C3)
γ= 2piTTm
∞∑
ω=0
〈
2D−2c µcζc
〉
, (C4)
with
A0 = 2piT
∞∑
ω=0
ζ−3c , (C5)
A1 = 2piT
∞∑
ω=0
〈
D−2c ζ
−1
c (ζ
2
c−µ2c)
〉
, (C6)
and θ is the angle between the Fermi velocity v and the
x-axis.
In the limit of low temperatures T ¿min(∆c,µc) the co-
efficients can be represented in the form
α=−(4∆c)−2〈ρ−4c (3scρ−1c ln(sc+ρc)+ s2c −2)
× (1+cos(2φ)cos(2θ))〉 , (C7)
β= T 2m
(
2∆c
)−2〈
ρ−4c
(
2− s2c −3scρ−1c ln(sc+ρc)
)−2A˜21 A˜−10 〉 ,
(C8)
γ= Tm∆−1c
〈
ρ−3c
(
scρc+ ln(sc+ρc)
)〉
, (C9)
with
A˜0 = 1, (C10)
A˜1 =
〈
ρ−2c
(
1− scρ−1c ln(sc+ρc)
)〉
, (C11)
where sc =µc/∆c and ρc =
p
sc+1.
The time-dependent equation for m, Eq. 31, is
−α∂2x˜m˜+
(
γδµ˜+βm˜2)m˜ =−ς∂t˜m˜ , (C12)
where t˜ = Tmt and the coefficient ς is
ς= 2piTTm
∞∑
ω=0
〈
2−1ζ−1c D
−2
c ω
(
ζ2c−µ2c
)〉
, (C13)
which in the limit of low temperatures reads
ς= 2−1Tm∆−1c
〈(
1+ s2c
)−1〉 . (C14)
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