Abstract-Most of the existing techniques for DOA estimation of broadband sources use both spatial and temporal modeling. This may lead to increased complexity besides a large algorithmic delay. In this paper, we propose a technique that employs only spatial information in the form of a single spatial array covariance matrix. Assuming the source to have an ideal bandpass power spectral density, we formulate two subspace-based search functions for the estimation of DOA's of broadband sources. One of these employs a multidimensional search in the parameter space, whereas the other requires a MUSIC like one-dimensional (1-D) search. The multidimensional cost function is shown to be consistent, yields performance close to the CR bound, and is insensitive to correlation between sources. Both the proposed methods are shown to be robust to deviations from the assumption of ideal bandpass power spectral density used in their formulation.
I. INTRODUCTION
T HE PROBLEM of estimating signal location parameters like the DOA's from observed sensor array broadband data has been of considerable interest to the signal processing community in recent years. The problem of wideband source location has applications in several fields such as radar and sonar, radio astronomy, and, more recently, speech processing via microphone arrays.
The major recent contributions to DOA estimation of broadband sources include the works of Wax et al. [1] , Wang and Kaveh [2] , Bienvenu [3] , Buckley and Griffiths [4] , Grenier [5] , Morf and Su [6] , Doron et al. [7] and Agrawal and Prasad [8] . These methods variously attempt to carry out incoherent or coherent aggregation of the parameters via intermediate narrowband processing on the one hand [1] , [2] and complex spatiotemporal processing on the other [3] - [8] . The recent work of Agrawal and Prasad [8] proposes a practical algorithm for the maximum likelihood DOA estimation of broadband sources via a uniform linear array.
The various techniques outlined above can be classified into those that utilize a complete knowledge of the source power spectrum and those that do so only partially. In fact, one of the common factors that complicates the processing of wideband array signals may well be attributed to an implicit attempt to simultaneously effect a good model of each source, both in terms of its spatial location and its power spectrum. This complication manifests itself in different forms. Most of the formulations, including the rigorous (stochastic) maximum likelihood formula-tions, require use of several, frequency domain source covariance matrices (FDSCM's) or, equivalently, a covariance matrix of a large array of space-time samples (via, for example, the use of a tapped delay line following each sensor). Other methods, notably the signal subspace algorithms based on MUSIC etc., do not use the spectral knowledge explicitly but, nevertheless, require construction of devices like focussing matrices to map or aggregate the signal subspace at different frequencies onto a single central frequency.
In terms of performance, it has been shown by Messer [16] via extensive study of the Cramér-Rao bound for different wideband scenarios that the performance improvement through the use of spectral information is potentially significant mainly when separation between sources is smaller than the beamwidth of the array pattern. Even in such conditions, the potential gain is mostly in the unrealistic case where the source spectrum is completely known and can be properly utilized. In all other cases of using partial knowledge of source spectra, the improvement is rather limited.
These arguments justify adequately the use of signal space techniques [3] - [5] , [8] for the wideband case as well, where source spectrum information, even where available, cannot be used completely.
Motivated by these results, in this paper, we attempt to find simple yet robust techniques that may enable high-resolution DOA estimation of wideband sources without the need for constructing a complex spatio-temporal model in the process. More specifically, we attempt to obtain a spatial-only model for the array data, assuming all the sources to have a flat power spectrum over the region of their spectral support. 1 This leads us to the formulation of two signal-subspace based techniques using a single measured spatial covariance matrix of the array data, unlike the multiple covariance methods used in [1] - [7] . One of these involves a MUSIC-like, one-dimensional (1-D) search over the null space of the observed covariance matrix, whereas the other involves a multidimensional search over the space spanned by a suitably constructed cross covariance vector. The formulations are general in the sense that these apply to arbitrary sensor geometries.
Extensive simulation results show that the two methods work well over a wide range of difficult situations. The multidimensional search function proposed here is seen to achieve the Cramér-Rao bound asymptotically and is also shown to work equally well for both coherent and noncoherent wideband sources. Finally, it is demonstrated that the proposed methods are relatively insensitive to the assumption of a flat power spectral shape used in their formulation. This leads us to believe that these methods may be of value in several applications.
The paper is arranged in the following manner. The problem of wideband DOA estimation from a single sample correlation matrix of array data is formulated in Section II. Two signal subspace-based solutions are proposed in Section III. One of these involves a multidimensional search, whereas the other involves a simpler single-dimensional formulation. Some properties of the proposed solutions, as well as their performance analysis, are summarized in Section IV. Results of extensive simulation studies that bring out detailed behavior of the two algorithms are discussed in Section V.
II. PROBLEM FORMULATION
In the broadband DOA estimation formulation proposed here, we model all broadband sources to have an ideal bandpass power spectrum over a given bandwidth. The signal received by the th sensor of an sensor array, from the th source located at relative to the broadside of the array, can then be written as (1) where is the frequency support of the signal, and denotes a measure of the signal spectrum at frequency " ." Here, denotes the propagation delay corresponding to the th sensor with respect to a given reference sensor. For the case of a uniform linear array, , where denotes the sensor spacing. Hence, the received signal at the th sensor due to all the sources present is given by (2) Assuming sources to be uncorrelated, the contribution to the th element of the spatial covariance matrix of the received signal from the th source is given by
Making use of the assumption of an ideal bandpass power spectrum for each source, we can write (5) Here, denotes the power spectral density of the source with its power distributed uniformly over . We have also made the usual assumption that the spectral components at different frequencies are mutually orthogonal. Substituting (5) into (4), the array covariance matrix due to the th source is given as (6) where . Assuming the additive noise at each sensor to be white Gaussian, the overall covariance matrix is given by (7) where is given by (6) . It is seen that the matrix no longer has the convenient structure of the type , as is available in the narrowband case, which could lead directly to efficient subspace search techniques like MUSIC. However, the matrix composition as depicted in (6) clearly has information about the source DOA's imbedded in it. The problem of interest here is to devise a convenient method of finding the source DOA's from the elements of . In the next section, we propose two such approaches.
III. SUBSPACE-BASED FORMULATIONS FOR DOA ESTIMATION
Here, we present two formulations for DOA estimation from the matrix . The first one requires a -dimensional search, and the second needs a single-dimensional search procedure.
1) Multidimensional Formulation:
We define a vector as (8) of cross covariances between the output of the first sensor and each of the remaining sensors. Thus, corresponds to the th element of the covariance matrix . Assuming the noise at the various sensors to be uncorrelated, it is easy to see that the vector , which consists of the first column of the matrix without the topmost element, can be written as (9) where is given by sinc sinc sinc (10) Alternatively, we can write (9) in matrix form (11) where (12) and is defined as the vector of source powers i.e.,
Equation (11) implies that lies in the space spanned by the columns of the matrix i.e., span (
A convenient mathematical way of expressing (14) is to write plus3ptplus3pt (15) where (16) is an orthogonal projection matrix that projects a given vector onto span . Equivalently, we can write (15) as (17) where is the orthogonal complement of and projects onto the orthogonal complement of span . In our subspace formulation here, we use (17) to define a cost function to find the unknown directions. Given , we need to find a matrix (having a structure given by (12) ) such that lies in the span of . Hence, we use the following -dimensional search function to estimate the DOA's
This cost function uses the inner product (and hence angle) of the observed with its projection onto the span for given as a measure of its closeness to the test span . A few other relevant remarks about this choice of the cost function are in order.
Remarks: 1) First, we make the following very important observation regarding the usefulness of this cost function in a scenario with broadband correlated sources. Proceeding as in (1)- (9) for this scenario, it is easy to see that the vector can now be written as a more complex function of the kind
where is a measure of the cross-correlation between the th and the th sources and where the vectors can be suitably identified. It is clear that now, lies in the union of the column spans of and a suitably defined matrix in terms of , i.e., span span (19b)
In any case, the vector continues to have a component in the span of . The use of (18a) now implies a constrained search of to yield a span that is highly correlated with (or, is close to) . Thus, even though, as implied by (19a), no longer lies completely in span , the search yields a matrix whose span is closest to the observed vector and thus leads to good estimates of DOA's in a correlated sources scenario. We hasten to add here, however, that it is not at all obvious from the expression for that for the correlated sources scenario, this function will have a convex nature. In fact, its behavior is likely to depend a great deal on the separation between sources and their cross correlation coefficient. Therefore, no definite conclusions can be drawn about in the presence of correlated sources, as far as its convexity and minima are concerned. However, a constrained search, which is explicitly based on construction of , seems to enable us to handle correlated sources quite well. This is amply supported by extensive simulations carried out by us even for closely spaced sources. 2) A more general cost function involving more elements of the covariance matrix may be defined as (20) where is a vector of cross covariances corresponding to the use of the th sensor as a reference sensor, and is the orthogonal projection matrix corresponding to , which is related to in a similar manner as is to in (11) . Simulation studies show that the use of in lieu of can help improve the performance, especially at low signal-to-noise ratios.
3) It is clear that the number of sources should be less than in order for the criteria (18) and (20) to be nontrival. 4) Clearly, obtaining the value of requires a dimensional search for the minima of the nonlinear functions defined in (18a) and (20). This can be a computationally complex exercise. We note, however, that whereas the spatial-temporal modeling of [3] - [5] uses matrices of size , where each sensor is followed by an FIR filter of order , the frequency domain approaches of [1] and [2] use frequency domain source covariance (FDSC) matrices of size . In comparison, the method proposed here uses a single covariance matrix, thus partially offsetting the higher cost of multidimensional search. Futhermore, it is possible to carry out this search rather efficiently via algorithms like the alternate projection method [11] . Hence, it can be said that the computational complexity of the search associated with is no more than that of the search associated with the narrowband maximum likelihood cost functions, which are similar to (18) in form. Alternatively, it is possible to reformulate the problem to estimate via a single-dimensional (MUSIC-like) suboptimal search procedure. This is discussed next.
2) Single-Dimensional Formulation [12] : We start by noting that is a -dimensional rank deficient matrix [5] . Let denote the null space of s.t. implies that . In the absence of noise, the null spaces of and are related via
Let be an -dimensional vector in the null space of , i.e.,
Then, (21) implies that (22a)
In view of the explicit relationship between elements of and, hence, to the direction as given in (6), the LHS of (23) can be seen to be a function of " ." This can be used to construct a search function for given in (24) where (24a) Note that . Hence, when plotted w.r.t. , the minima of would yield the required DOA's. If the null space of the array covariance matrix spans a -dimensional subspace, then we may consider the use of the modified cost function given by (25) Thus, the single-dimensional search approach is comprised of first finding the null space of the covariance matrix, followed by the single-dimensional search for the minima of the scalar variable function given in (25). Clearly, the dimensionality of the null space has an important bearing on this cost function. Unlike the narrowband case, this dimensionality is not easy to predict in terms of numbers of sources and sensors. Grenier [5] has reported an interesting experimental study of the rank of a related (though larger) array covariance matrix due to broadband sources. It is shown that even for a single source, the rank is a function of direction of arrival, varying between 3 and 6. This makes it somewhat difficult to predict the rank and, hence, the dimensionality of the null space, as the number of sources increases. For the single, spatial only covariance matrix of interest here, this implies the loss of some degrees of freedom (i.e., reduction in the dimensionality of the noise subspace) and, hence, a reduction in the number of sources, which can be estimated using this criterion.
As in the narrowband methods like MUSIC, the cost function also suffers from the loss of rank structure in the presence of correlated sources, making it unreliable in such scenarios.
IV. ANALYSIS OF THE MULTIDIMENSIONAL SEARCH FUNCTION
In this section, we present a brief analysis of the multidimensional search function . An appropriate expression for the Cramér-Rao bound is also given here to serve as a benchmark on the performance.
A. Consistency
The multidimensional estimator proposed here can be shown to be consistent, i.e., it attains minima at actual source directions as the number of observations is increased to infinity. In order to prove this, we note that the covariance matrix is estimated from the observed snapshots via
It is well known that bold converges to asymptotically, i.e., w.p. 1 (27) and, in particular, (w.p. 1). Then, with the observed covariance vector, the cost function (18) becomes (28) The RHS of (28) can be seen to be the norm of the projected vector . Since the norm of a vector is always greater than or equal to zero, it follows that 
Since
(w.p. 1) as , it follows from (15) that (31) will be satisfied asymptotically, and hence, it follows that (w.p. 1) as , provided the sources are uncorrelated. This proves that obtained by minimizing is consistent. A simple extension of this proof can be used to show that the more general criterion also leads to a consistent estimate of . The above argument does not hold when the sources are correlated since, as observed earlier in (19), no longer lies completely in span . However, as mentioned earlier, since continues to have component in the span , the criterion does exhibit a sort of minimum when is selected to correspond to the actual directions. However, it is no longer possible to argue that there is a unique minimum.
B. Covariance Matrix of the Estimator
The cost function is a highly nonlinear function of the unknown directions, and a general analysis of its performance is rather intractable. However, for the case of a single source, reduces to the typical MUSIC-like cost function used for the narrowband case. Thus, the analysis carried out by Porat and Friedlander [13] becomes applicable for when considered for the single source case. Using the results of [13] , we can express the covariance of the estimate as cov cov (32) Furthermore, the value of cov is given for this case, via [14] cov (33) where and are defined via the relation (33a)
The derivative terms in the expression (32) for the cost function can be evaluated in a straightforward way and are omitted here for the sake of brevity.
C. Cramér-Rao Bound
The expression for the Cramér-Rao bound for the DOA estimation problem of broadband sources comprised of frequency components can be calculated by [16] where is the source covariance matrix corresponding to the th frequency.
V. SIMULATIONS
In this section, we give results of extensive simulation experiments carried out to study the behavior of the two proposed DOA estimators for broadband sources under various conditions of practical interest. Besides demonstrating the effectiveness of the two approaches (and their comparison), we also examine the performance of the two estimators under conditions of correlated sources as well as when there are significant deviations from the assumed flat power spectrum of the sources under consideration.
The simulations reported here are around a uniform linear array with a sensor spacing of corresponding to the center frequency of the band. The spectral support of the signal is taken to be the normalized frequency interval , representing a b.w. of 40% of the center frequency. All performance curves given below are obtained by averaging the results over 100 independent trials. Fig. 1 shows the experimental mean square error (MSE) for the case of a single source placed at 10 with respect to the broadside of an array of eight sensors as a function of SNR. The corresponding curves obtained from the Cramér-Rao bound (34) and the approximate analysis equation (32) are also shown. It is seen that use of all the criteria, viz., and yield reasonable performance in this simple case, at least for high SNR's. However, the multidimensional search functions appear to approach the CR bound asymptotically, whereas the single-dimensional search function does not perform as well. Both and exhibit threshold behavior at lower SNR's as they appear to break down at SNR's of 5 dB or less. However, the threshold gets considerably extended for the multidimensional function . This may possibly be due to the fact that makes a better use of all the statistical information available in . However, there is little to choose between and at higher SNR's, both of which seem to be close to the approximate performance analysis based on . Figs. 2  and 3 show the behavior of the mean square error as a function of the number of snapshots and number of sensors, respec- tively. Once again, the functions and appear to yield asymptotically optimal performance, whereas does not. Fig. 4 depicts the performance in the presence of two closely spaced sources (with a separation of 5 ) for an eight element array. Once again, both and perform fairly well, remaining quite close to the Cramér-Rao bound. In addition, as in the single source case, exhibits a threshold behavior at low SNR's, whereas does not. At high SNR's, the performance of the two criteria is almost identical. Fig. 5 depicts the performance by plotting the MSE for the location of the second source as a function of its separation from a reference source fixed at 10 . It is satisfying to note that in almost all cases, the methods based on or yield results close to the CR bound.
Next, we study the effect of source correlation on the performance of the two estimators. Fig. 6 shows the behavior of the MSE as functions of SNR when two fully correlated sources are present in the scenario. Like its narrowband counterpart (such as MUSIC), the 1-D cost function is seen to completely breakdown. The functions and , however, continue to perform well, even in the presence of source correlation. This corroborates our contention made earlier that the multidimensional formulation based on or can handle both uncorrelated and correlated sources with equal ease.
Next, we compare the performance of the proposed method with that of Buckley and Griffiths' [4] spatio-temporal, eigenstructure-based method. This method uses a set of tapped delay elements and is based on higher dimensional matrices , where is the number of taps following each sensor. Its performance, therefore, depends on the number of tapped elements used. We have used for comparison. Fig. 7 (a) and (b) show the comparative performance of our 1-D criterion with that of Buckley and Griffiths [4] for different combinations of source separations and source SNR's. The performance in all cases is comparable. It is seen that the proposed yields better or almost the same resolution performance at lower SNR's. It is, however, associated with somewhat larger variability as seen from the spread of the function plots for different runs.
A complete graphical depiction of the comparative performance with the estimator based on , however, is more difficult, because of its multidimensional nature. In the same figures, therefore, we have shown the cloud (though the use of overlapping stars) associated with the estimates of the two directions via . In all cases studied here, is seen to outperform both the estimates obtained via Buckley and Griffiths' [4] approach as well as by . When two closely spaced sources have unequal power, use of or is able to resolve the two sources well, but the source with the smaller power exhibits a corresponding larger value of the mean square error [see Fig. 8(a) ]. Fig. 8(b) shows the spatial spectrum obtained via the Buckley and Griffiths' [4] approach and via the use of for sources of unequal strength present at {10 15 } and SNR's of 20 dB and 10 dB, respectively. While the Buckley and Griffiths' [4] spectrum shows significant error for the weaker source, is still able to resolve the two sources well, whereas gives very good estimates for both sources.
Finally, we consider the effect of deviation of the power spectrum of the source from the assumed flat bandpass shape. A source at 10 is taken with the same spectral support as before but with a symmetrical triangular power spectrum density. The resulting MSE for both the 1-D and multidimensional cases are depicted in Fig. 9 . The experiment was repeated for two closely spaced sources, with the same spectral shape (triangular) and support. Fig. 10 shows the MSE as a function of SNR for and . Note that the results for this case compare well with those of Fig. 4 showing a minor degradation. Fig. 10(b) shows the directional contour obtained from while also comparing it with the Buckley and Griffiths method at an SNR of 20 dB. It can be seen that all the three formulations proposed here are relatively insensitive to this assumption, whereas the Buckley and Griffiths method starts to fail at this SNR.
VI. CONCLUSION
Using a spatial-only model for the broadband array data and assuming all the sources to have a flat power spectrum over a given passband region, we have proposed two simple formulations of signal subspace based techniques for DOA estimation of broadband sources from a single measured covariance matrix of the array data. It is demonstrated that the methods are not sensitive to the assumption of a flat power spectrum and that the multidimensional search-based method proposed here work quite well even for the case of coherent sources.
