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Quantum-mechanical reactions can be used to probe the nature of composite particles if relations be-
tween reaction and structure observables are known. Such correlations are, however, often hard to
obtain theoretically, especially when constituent particles participate in the reaction or when interac-
tions involve many parameters. Effective field theories (EFTs) provide a promising way to reduce the
number of relevant particles and interaction parameters in the low-energy limit. At the same time, EFT
correlations come along with quantitative uncertainty estimates and can be improved systematically if
needed. We exemplify this approach at the example of three systems in hadron, nuclear, and atomic
physics.
The first system is the exotic charmonium state X (3872). Its mass lies less than 200keV away from the
D0D¯0∗ threshold, reinforcing its interpretation as a loosely bound dimeson. To confirm this picture, the
mass has to be measured with a high precision, for example in the B±→ K± + X (3872)→ K± + D0D¯0pi0
decay reaction. Threshold effects, however, are known to disguise the true pole position in this process.
For this reason, we propose a novel EFT to extract the mass and width of the X (3872) from its line shape.
The theory uses Galilean-invariant contact interactions among D0, D¯0, and pi0 fields. The D0∗ enters as
a D0pi0 p-wave resonance, allowing for a systematization of pion interactions.
The second part is a pilot study exploring the potential of halo effective field theory to describe nu-
clear (d, p) reactions. As a test case, we use the neutron transfer reaction 10Be (d, p) 11Be. The relevant
degrees of freedom for this process are the 10Be core nucleus, the neutron, and the proton, which we
treat as point-like particles. In contrast, the halo nucleus 11Be and the deuteron are generated by contact
interactions using experimental and ab initio input. As opposed to the X (3872) system, Coulomb repul-
sion occurs in addition to strong interactions in the 10Be-proton sector. The leading photon exchange
diagrams are identified in a scaling analysis and iterated in a Faddeev equation.
In the third part, we investigate loss effects in an ultracold polarized 6Li Fermi gas due to three-body
recombination 36Li→ 6Li2(d)+6Li into deeply bound molecules. This process is enhanced in the presence
of a p-wave Feshbach resonance. In leading order, atom-atom interactions can then be described by the
large scattering volume and the initially unknown p-wave effective range only. By fitting our leading-
order theory to data for the loss coefficient at nonzero temperature, we predict a value for the p-wave




In vielen Gebieten der Physik kann die Struktur zusammengesetzter Teilchen durch quantenmechani-
sche Reaktionsprozesse untersucht werden. Voraussetzung hierfür ist die Kenntnis über Zusammenhänge
einzelner Reaktions- und Strukturobservablen. Die theoretische Ermittlung solcher Korrelationen erweist
sich oft als schwierig, insbesondere wenn einzelne Teilchenkomponenten aktiv an der Reaktion beteiligt
sind und Wechselwirkungen viele freie Parameter aufweisen. Effektive Feldtheorien (EFTen) bieten eine
vielversprechende Methode, die Zahl aktiv beteiligter Teilchen und freier Parameter bei niedrigen Ener-
gien zu reduzieren. Zugleich gehen EFT-Korrelationen einher mit quantifizierbaren Unsicherheiten und
können, falls benötigt, systematisch verbessert werden. In dieser Arbeit werden EFTen zur Beschreibung
von Systemen der Hadronen-, Kern- und Atomphysik verwandt.
Zunächst wird der exotische Charmonium-Zustand X (3872) untersucht. Da seine Masse weniger
als 200keV entfernt ist von der D0D¯0∗-Schwelle, liegt es nahe, das X (3872) als schwach gebundenes
Dimeson zu interpretieren. Um dieses Bild überprüfen zu können, muss die X (3872)-Masse mit hoher
Genauigkeit ermittelt werden, z. B. mithilfe der Zerfallsreaktion B±→ K± + X (3872)→ K± + D0D¯0pi0.
Schwelleneffekte verschleiern jedoch bekanntermaßen die wahre Position des X (3872)-Pols in diesem
Prozess. Mithilfe der in dieser Arbeit entwickelten EFT können Masse und Zerfallsbreite des X (3872) aus
seiner experimentellen Signalform extrahiert werden. Die Theorie verwendet Galilei-invariante Wech-
selwirkungen zwischen D0-, D¯0-, and pi0-Feldern. Das D0∗ tritt als p-Wellen-Resonanz im D0pi0-Sektor in
Erscheinung. Dies ermöglicht eine rigorose Systematisierung von Pion-Wechselwirkungen.
Der zweite Teil der Arbeit ist eine Pilotstudie, die die Anwendbarkeit von Halo-EFT auf kernphy-
sikalische (d, p)-Reaktionen untersucht. Als Fallbeispiel dient die Reaktion 10Be (d, p) 11Be. Sie wird
beschrieben durch einen 10Be-Rumpfkern, ein Neutron und ein Proton. Diese Teilchen werden als punkt-
förmig betrachtet. Der 11Be-Halokern und das Deuteron werden dynamisch durch Kontaktwechselwir-
kungen der drei Teilchen erzeugt. Hierbei kommen Input-Parameter aus experimentellen Messungen und
Resultate aus ab initio-Rechnungen zum Einsatz. Im Gegensatz zum X (3872)-System muss zusätzlich zur
starken Wechselwirkung auch die Coulomb-Abstoßung von Rumpfkern und Proton berücksichtigt wer-
den. Die führenden Photon-Austauschdiagramme werden im Rahmen einer Skalenanalyse identifiziert
und dann in einer Faddeev-Gleichung iteriert.
Der dritte Teil der Arbeit beschäftigt sich mit Teilchenverlusten eines ultrakalten polarisierten 6Li-
Fermigases aufgrund von Dreiteilchenrekombination 36Li → 6Li2(d) + 6Li in tiefgebundene Moleküle.
Dieser Prozess tritt gehäuft in Anwesenheit einer p-Wellen-Feshbach-Resonanz auf. In führender Ord-
nung werden Wechselwirkungen zwischen den Atomen durch das Streuvolumen und die zunächst un-
bekannte p-Wellen-effektive Reichweite parametrisiert. Durch einen Fit der Theorie an Daten für den Ver-
lustkoeffizienten bei nichtverschwindenden Temperaturen ergibt sich ein Wert für die p-Wellen-effektive
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Most physical phenomena can ultimately be traced back to the standard model (SM) of particle physics,
until today the most fundamental theory of nature [1]. One of its cornerstones, quantum chromo-
dynamics (QCD), describes strong interactions among quarks and gluons; see the left-most sketch in
Fig. 1.1. Nowadays, the light hadron spectrum, including the nucleon, can be correctly predicted using
a nonperturbative approach called lattice QCD [2, 3]. However, precise calculations of light nuclei or
threshold states like the exotic X (3872) meson are still challenging [4, 5]. The main reason is the large
value of the QCD coupling constant at low energies. It renders perturbative approaches impossible and
thus requires expensive supercomputer calculations.
Effective field theories (EFTs) provide an alternative promising gateway to the low-energy
regime [6, 7]. These systematic approximations of the SM make explicit use of the relevant degrees
of freedom at a certain length or energy scale. Interactions are described by low-energy constants which
can be matched to experiments or to more fundamental theories. In this sense, EFTs are complementary
to microscopic approaches like lattice QCD. The idea of developing phenomenological Lagrangians arose
from Weinberg’s insight that a quantum field theory has no other content but analyticity, unitarity, cluster
decomposition, and symmetry [8]. Details on how EFTs can be constructed will be given in Chapter 2.
A prominent example of an EFT is chiral perturbation theory (χPT); see Refs. [9, 10] for reviews. It
describes strong interactions if relevant momenta are of the order of the pion mass1 mpi ≈ 135MeV. At
the corresponding length scale 1/mpi ∼ 1.5 fm, quarks and gluons cannot be resolved anymore. Hadrons,
e.g., the proton, neutron, and pion shown in the second sketch of Fig. 1.1, become the new relevant
particles. Upon being developed for pions exclusively by Gasser and Leutwyler in the mid-80s [11, 12],
χPT was extended to nucleons (N) in the early 90s [13–15]. This important achievement enabled
a systematic calculation of effective N-N potentials for application to larger nuclei and even nuclear
matter [16, 17]. Nowadays, χPT can be used to describe strong interactions of a variety of hadrons,
including also heavy D and B mesons [18].
As soon as typical momenta become smaller than mpi, further simplifications can be made. Firstly, all
hadrons then behave nonrelativistically and Lorentzian symmetry can be replaced by Galilean symmetry.
Secondly, particle number conservation becomes a new symmetry since pair creation is suppressed.
Thirdly, if pions only occur as exchange particles in a certain process, they represent short-range physics











Figure 1.1.: Composition of visible matter (sketches not to scale). The relevant degrees of freedom
needed to describe the four depicted systems are named above.
1
and can be integrated out. For example, pionless effective field theory (EFT(pi)) describes N-N scattering
at low momenta in terms of contact terms, i.e., delta-type interactions, which incorporate the effect of
pions effectively [19]. In a Galilean-invariant framework with contact interactions, one then recovers
the well-known effective range expansion (ERE) of nonrelativistic quantum mechanics [20]. It states
that scattering at low energies is described accurately by only a few observables, usually given by the
scattering length and the effective range parameter.
If certain ERE coefficients are enhanced, then weakly bound states and near-threshold resonances
fall into the scope of the short-range EFT [21]. In nuclear physics, such states are, for example, given
by the deuteron [19] and by so-called halo nuclei which have a small one- or two-nucleon separation
energy [22]. Short-range EFTs were also used to describe threshold states in quarkonium spectra like the
X (3872) [23] and even to describe few-body physics in ultracold atomic gases [21]; see the right-most
sketch in Fig. 1.1.
1.1 Joining structure and reaction theory
Traditional reaction theories often suffer from the fact that their structure and reaction parts are de-
scribed by separate unconnected models. A great advantage of EFTs is that they treat these parts on the
same footing. That allows for the calculation of systematic correlations between structure and reaction
observables. At some predefined calculation accuracy, theoretical uncertainties can be expressed in terms
of typical momentum scales. The description can be improved by increasing the amount of inputs.
Correlations obtained from an EFT can then be used to extract structure information from scattering-
related observables like phase shifts. For example, Ji et al. used low-energy neutron-neutron and 4He-
neutron scattering data to calculate the binding energy of the Borromean halo nucleus 6He in Halo
EFT [24]. Vice versa, EFTs enable predictions for reaction rates at experimentally unaccessible low
energies, given structure input. For example, the neutron-proton fusion reaction n + p→ d + γ, as part
of big-bang nucleosynthesis, happens at low kinetic energies ≤ 1MeV. Its cross section was predicted
in EFTs both with and without explicit pions, using, among other structure observables, the deuteron
binding energy [25–27].
It is the goal of this thesis to develop short-range EFTs for three, at first glance totally different reactions
in hadron, nuclear, and atomic physics. Below, we introduce the three systems phenomenologically and
motivate the respective studies.
1.2 X(3872)
The novel charmonium state X (3872) was initially observed as a narrow peak in the B±→ K± J/ψpi+pi−
decay by the Belle Collaboration in 2003 [28]. The signal was quickly confirmed by the CDF II Colla-
boration in 2004 [29]. At the time, the new state attracted much attention since it does not fit into the
conventional quark model. In particular, it cannot be a pure cc¯ state since it violates isospin symmetry.
This attribute can be seen from its decay channels. On the one hand, the two pions in the discovery
mode predominantly result from a ρ meson (isospin T = 1) [30]. On the other hand, in the decay mode
J/ψpi+pi−pi0, which has a comparable branching ratio, pions result from an ω meson (isospin T = 0).
Many assignments have been discussed for the X (3872), including a tetraquark explanation [31–33].
For over a decade, also the quantum numbers remained unknown, until the LHCb Collaboration finally
determined them to be J PC = 1++ in 2013 [34].
A remarkable feature of the X (3872) is its extreme vicinity to the neutral D0D¯0∗ threshold. The current
mass2 value mX = 3871.69(17)MeV implies a tiny mass difference
δX ≡ (mD0 +mD0∗)−mX = (−0.01± 0.2)MeV , (1.1)
2 In this thesis, we define the mass m (and also binding/resonance energy) of a particle by the real part of its energy pole







Figure 1.2.: Sketch of the exotic X (3872) particle as a D0D¯0pi0 resonance. The antiparticle configuration
is omitted.
which could be positive or negative [35,36]. The small value of δX and the quantum numbers give rise
to a large s-wave D0D¯0∗ molecule component, an interpretation discussed by many authors [23,37–41].
The possible existence of dimeson states around 4GeV was already pointed out by Voloshin et al. in







is in line with J PC = 1++ since D0 (D¯0) and D¯0∗ (D0∗) are pseudoscalar (J PC = 0−) and vector (J PC = 1−)
mesons, respectively. The isospin violation follows from the fact that the splitting ν ≈ 8MeV between
the neutral channel and the charged channel (D+D−∗ + D−D+∗)/
p
2 is much larger than |δX | [36].
The X (3872) has a large branching ratio for decays to D meson final states [36]. It follows natu-
rally from constituent decays D0∗ → D0pi0 and D0∗ → D0γ (D¯0∗ analogous). The small energy release
δ ≈ 7MeV in the pionic channel will allow us to treat the vector mesons as nonrelativistic p-wave reso-
nances of D0pi0 (D¯0pi0). It follows that the X (3872) can be seen as a D0D¯0pi0 three-body resonance; see
Fig. 1.2.
At the moment, neither the mass difference δX nor the width ΓX < 1.2MeV of the X (3872) are known
accurately [30].3 Both are, however, needed to test the molecular picture. In particular, Braaten pointed
out in Ref. [43] that a dimeson-type X (3872) would either be bound or virtual (δX > 0) due to s-wave
universality [21]. A negative value for δX would contradict this claim as it would imply a resonance
above the D0D¯0∗ threshold. A definite answer could be obtained by precisely measuring X (3872) line
shapes in different decay modes. In addition, one needs an appropriate theory to extract the values of
δX and ΓX .
In this thesis, we propose such a theory for the line shape in the B±→ K± + X (3872)→ K± + D0D¯0pi0
decay rate. Braaten and Lu showed in a zero-range approximation4 that it is strongly enhanced above
the D0D¯0∗ threshold due to the finite D0∗ width [44]. This effect disguises the true pole position for small
δX , such that it cannot be identified by the peak position and the full width at half maximum (FWHM).
In 2007, Fleming et al. calculated the partial decay width Γ [X (3872)→ D0D¯0pi0], i.e., the pole position,
in XEFT, a newly developed EFT including D and pi meson fields. They showed that pions can be treated
perturbatively. The connection between the pole and the line shape, however, was not studied. XEFT was
later improved by Braaten who restored explicit Galilean invariance [45]. For details on both versions of
XEFT, we refer to Chapter 3. Another important study was performed by Baru et al. [46]. They calculated
the line shape in a coupled channel Faddeev approach, including neutral and charged D and pi mesons
to all orders. The peak position and FWHM were identified with the pole position for δX ≥ 0.1MeV. We
will see that this approximation is no more valid for smaller δX values due to the threshold enhancement.
3 The upper bound for ΓX stems from the detector resolution.
4 The zero-range limit is defined by vanishing higher-order coefficients in the effective range expansion. s-wave scattering
















Figure 1.3.: (a) Excerpt of the nuclear chart. Neutron and proton halo nuclei (colored) lie away from
the valley of stability (black). (b) Sketch of the one-neutron halo nucleus 11Be. Compared
to the radius Rc ∼ 2.6 fm of the tightly bound core 10Be, the radius Rh ≈ 7 fm of the halo is
unnaturally large.
The EFT we propose in this thesis uses explicit Galilean invariance to treat the X (3872) as an effective
D0D¯0pi0 resonance. For simplicity, we will call it “D0D¯0pi0 EFT”. Both pole position and line shape are
calculated at next-to-leading order accuracy. In doing so, we provide correlations between the peak
maximum, the FWHM, the binding energy δX , and the width ΓX .
1.3 Halo nuclei
Near-threshold (“shallow”) states like the X (3872) can also be found in nuclear physics. Since the 1980s,
a bunch of nuclei with unusually large matter radius have been observed near the neutron dripline at
radioactive beam facilities [47]; see Fig. 1.3(a). Jonson and Hansen identified the large spatial extend as
a consequence of their comparably small one- or two-neutron separation energies [48]. In many of these
so-called halo nuclei, the valence neutrons reside mostly outside the radius of the inert core [49–52].
More generally, the term halo nucleus can be used for ground or excited states which are weakly bound
with respect to the one- or two-nucleon separation threshold.5 This picture also includes the deuteron
(d), the lightest of all halo nuclei.
Figure 1.3(b) shows a prime example of a one-neutron halo nucleus, the ground state 11Be of
Beryllium-11.6 The neutron-core distance (“halo radius”) Rh ∼ 7 fm is large compared to the core
radius Rc ∼ 2-3 fm and to matter radii of other Beryllium isotopes [53]. In line with the explanation
of Jonson and Hansen, the neutron separation energy Bσ = 0.50MeV is unusually small, for example
compared to the core’s excitation energy Ex = 3.37MeV. Based on this separation of scales, Hammer
and Phillips developed a short-range EFT description for Beryllium-11 (and other halo nuclei) called
Halo EFT [54]. It treats the 10Be core as an explicit degree of freedom and the ground and first excited
levels of Beryllium-11 as one-neutron halo states. The theory was used to calculated electromagnetic
properties and transitions in an Rc/Rh expansion. The Halo EFT formalism has also been applied to
Coulomb dissociation and radiative capture processes. It has also been extended to two-neutron halo
nuclei, one-proton halo nuclei, and even shallow resonances. For a recent review, see Ref. [22].
Studying halo nuclei experimentally is a challenging task as they undergo radioactive decay. Thus,
ongoing effort is put into improving measurement techniques at existing radioactive beam facilities and
5 We will specify the term “weak” in Chapter 4.







Figure 1.4.: Sketch of the three-body recombination reaction 36Li → 6Li2(d) + 6Li. The large binding
energy of the deeply bound diatom 6Li2(d) is released as kinetic energy, such that the
diatom-atom pair leaves the optical trap. Recombination is enhanced at energies close to
the Feshbach resonance-induced shallow diatom state 6Li2(e).
new facilities like NUSTAR at FAIR are on the way [55, 56]. One technique to probe halo structures
directly is to populate them in neutron transfer reactions [57,58]. For example, Schmitt et al. measured
the differential cross section of the reaction 10Be (d, p) 11Be in inverse kinematics at comparably low
deuteron beam energies Ed ≤ 21.4MeV [59,60].
Traditional reaction models have been successful in describing nearly all experimental data points of
the Schmitt et al. data. However, they do not provide information on theoretical uncertainties. How to
obtain such uncertainties for reaction models remains subject to ongoing research [61, 62]. Moreover,
reaction models have limited predictive power due to energy-dependent fitting parameters. A desirable
reaction theory would predict cross sections over a large energy and angular range from minimal experi-
mental input. Tremendous progress in achieving this goal for lighter systems was made by Navrátil et al.
who combined the variational approach of the resonating group model and the no-core shell model into
the no-core shell model with continuum [63]. The microscopic N-N interaction needed for the ab initio
calculation was obtained from χPT. Recently, Capel et al. combined the dynamical eikonal approximation
with a Halo EFT description of 11Be to calculate 11Be breakup on Pb and C targets [64].
In this thesis, we go one step further compared to the study by Capel et al. by using only Halo EFT
to describe reactions at low energies. In particular, we explore the potential of Halo EFT to describe
neutron transfer reactions at the example of 10Be (d, p) 11Be. In doing so, we provide a theory predicting
low-energy cross sections – including uncertainty estimates – from only a few input observables, e.g.,
binding energies and ERE coefficients.
1.4 Ultracold Fermi gases
Ultracold gases provide a versatile playground to study universal aspects of shallow quantum states. As
opposed to hadron or nuclear physics systems, Feshbach resonances in different partial wave channels
can be used to artificially tune low-energy scattering observables [65]. For example, in s-wave inter-
acting gases, the scattering length a0 can be brought near divergence by an external magnetic field B.
For a0 > 0, the binding energy ∝ a−20 of the corresponding shallow diatom state is then exactly deter-
mined by the large scattering length since short-range corrections become arbitrarily small (zero-range
limit) [21].
In general, two-body interactions depend on the atoms’ polarizations. Consequently, there can be
several Feshbach resonances per partial wave type, corresponding to equal- or opposite-spin pairs. For
example, the 6Li Fermi gas exhibits several s-wave resonances at B ∈ [690, 834]G and p-wave resonances
at B ∈ [159, 215]G [66, 67]. They can be used to study remarkable features of condensed matter. For
example, an opposite-spin s-wave Feshbach resonance has been used by Yi and Duan to implement
a BEC-BCS phase transition experimentally [68, 69]. In Ref. [70], Waseem et al. polarized 6Li atoms
to obtain a gas of identical fermions, in which s-wave interactions are forbidden. One of the p-wave
Feshbach resonances was then used to study universal aspects of p-wave interactions; see below.
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Typically, ultracold gases are studied in optical traps [71]. One difficulty that arises then is the loss of
particles from the trapping potential. A main loss source is often given by three-body recombination, i.e.,
a reaction in which two atoms form a bound diatom in the presence of a third atom; see Fig. 1.4. The
binding energy is released as kinetic energy, which leads to the loss of three atoms per recombination
event. Close to a Feshbach resonance, the process is particularly strong since it can proceed through
the channel related to the shallow diatom state. In general, the recombination rate depends on the
temperature of the gas, i.e., on typical kinetic energies of the atoms. It can be obtained experimentally
by measuring the density profile of the gas in time-of-flight experiments [70].
Recombination of three identical spinless bosons close to an s-wave Feshbach resonance has been
studied thoroughly using short-range EFT. The recombination rate K3 at zero temperature is a function
of a0. One then has to distinguish between recombination into shallow and deep diatoms. The rescaled
rate K3a
−4
0 for recombination into a shallow diatom state is log-periodic in a0κ∗ if a0 > 0 (diatom is
bound) and zero if a0 < 0 (diatom is unbound) [72]. Here, κ∗ is a three-body parameter. The rescaled
rate for recombination into deep diatom states is almost constant if a0 > 0 [73]. For a0 < 0, it has
consecutive maxima whenever an Efimov state hits the three-atom threshold [74]. Zero-range results at
nonzero temperatures in Ref. [75] agree with data for the 133Cs gas.
In this thesis, we use short-range EFT to calculate the three-body recombination rate for identical
6Li fermions near a p-wave Feshbach resonance. Suno et al. calculated the recombination rate using
model potentials [76]. They focussed on the total angular momentum channel J P = 1+ which is dom-
inant at low enough energies [77]. We also focus on this channel and on magnetic fields B above the
Feshbach resonance, where data for the loss coefficient7 is available [70]. On this side, the shallow
diatom 6Li2(e) is a p-wave resonance and atoms only recombine into deep states 6Li2(d). By fitting our
theory to data at nonzero temperature, we predict the existence of a low-energy three-body state and
extract a value for the p-wave effective range parameter in the two-body sector.
1.5 Overview
This thesis is structured as follows. In Chapter 2, we give a theoretical introduction to low-energy scat-
tering. The concept of fine-tuning and universal aspects of shallow two-body states are explained using
short-range potentials in configuration space and the scattering amplitude in momentum space. More-
over, we explain how to construct an EFT for a given physical system. Afterwards, we develop EFTs
for low-energy reactions in different physical systems. The first reaction in Chapter 3 is a high-energy
B meson decay, followed by a low-energy D0D¯0pi0 decay of the exotic X (3872) particle. Here, we use a
short-range EFT to extract the mass and width of the X (3872) from its experimental line shape. In Chap-
ter 4, we present a pilot study for the direct calculation of nuclear (d, p) cross sections from structure
input. As a first application, we benchmark the theory using data for the reaction 10Be (d, p) 11Be [59,60].
Lastly, we calculate the loss rate due to the three-body recombination process 36Li→ 6Li2(d) + 6Li in an
ultracold 6Li Fermi gas in Chapter 5. The diatom state related to the Feshbach resonance is described
using a short-range EFT for shallow p-wave states. Results are compared using data from Ref. [70]. We
conclude this thesis with a summary for all three studies. Based on the findings, we formulate open
issues for future projects.
7 The loss coefficient is proportional to the thermally averaged recombination rate; see Chapter 5.
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2 Theoretical foundations
Before we start calculating reaction processes, we briefly summarize relevant theoretical concepts of
nonrelativistic scattering in this chapter. In particular, we argue that the low-energy limit implies a
reduction of relevant degrees of freedom and partial wave channels. Moreover, we explain the occur-
rence of weakly bound states and near-threshold resonances by means of fine-tunings in the underlying
interaction.
Firstly, we choose the vivid picture of an isotropic short-range potential to explain the above points.
Afterwards, we quantify our arguments by discussing the two-body scattering amplitude in the low-
energy limit. Finally, we introduce the concept of an effective field theory. This theoretical framework
will be used in subsequent chapters to systematize relevant contributions to the amplitude – and thus to
reaction observables – in tailor-made low-momentum expansions.
2.1 Low-energy simplifications
In general, quantum-mechanical reactions represent complicated many-body processes between the fun-
damental particles of the standard model (quarks, leptons, etc.). However, a microscopic derivation of
cross sections and other reaction observables is usually very complicated and computationally not vi-
able. Fortunately, it is not at all necessary if the relevant degrees of freedom are given by cluster states,
i.e., by nucleons, nuclei, or even atoms. The reaction can then be described as a sequence of effective
interactions between these states, i.e., it thus reduces to a few-body problem.
The cluster picture is particularly appropriate when typical momenta p are small. In particular, if the
(reduced) de Broglie wave length λ = 1/p is larger than the interaction range R of the clusters’ con-
stituents, then the constituents themselves are not resolved. For example, the 10Be nucleus in Fig. 1.3(b)
will be treated as a structureless (pointlike) “particle”, even though it consists of many individual nucle-
ons. In this thesis, all considered reactions are effective three-body problems.
If the typical momentum p of a single particle is smaller than its rest mass m, the relativistic dispersion
relation can be expanded in the ratio p2/m2 1 yielding
Etot =
Æ
p2 +m2 = m+
p2
2m
+O  p4/m3 . (2.1)
In this thesis, relativistic corrections in Eq. (2.1) will be largest for the neutral pion pi0, the lightest of
all hadrons. An analysis in Chapter 3 will reveal that pi0 can still be treated nonrelativistically to a good
approximation in the reaction of interest. Thus, in the following, we neglect relativistic corrections.
In the rest of this chapter, we will work in the center-of-mass system of two nonrelativistic particles
with masses m1, m2. The total kinetic energy in this frame,




is simply referred to as “center-of-mass energy”.
2.1.1 Short-range interactions
Having identified the relevant degrees of freedom, the remaining task is to define appropriate two-body
interaction potentials V (r , r ′) between them.1 Here, r and r ′ denote distance vectors. Given such an
1 Two-body forces alone will not be sufficient to calculate physical observables in this thesis. Explicit three-body forces will
















Figure 2.1.: Sketches of the effective potential V (l)eff (solid curves) for a spherical square well potential as
functions of the particle distance r for l ≤ 2. For low center-of-mass energies Ecm (dashed
curves), the angular momentum barrier (dash-dotted curves) lowers the probability of scat-
tering via the short-range potential V (r) = V0 θ (R−r) with V0 < 0 (dotted curves). Two-body
bound states also become less likely since the region V (l)eff (r)< 0 shrinks (gray areas).








d3r ′ V (r , r ′) ψ(r ′) = Ecmψ(r ) , (2.3)
with reduced mass µ≡ m1m2/(m1 +m2).
Since fundamental interactions happen only at small ranges R, the potential is essentially zero for
r > R or r ′ > R. In fact, it is possible to construct a potential only from delta functions and their
derivatives3, i.e., from contact terms. It will be written





←−∇ 2r +−→∇ 2r ′+ · · ·δ(3)(r ′)
+δ(3)(r )





←−∇ 2r +−→∇ 2r ′+ · · ·δ(3)(r ′) + · · · . (2.4)
The coefficients c(2n)l (l,n ≥ 0) contribute to the l th partial wave.4 Operators with additional derivatives
are typically less important since they introduce momentum factors which are small.5 Thus, for each
l, the series is usually truncated at some small n. The remaining coefficients are chosen such that
they reproduce certain low-energy observables like binding energies or scattering phase shifts. In this
thesis, all interactions will be described by contact terms of Eq. (2.4). They represent a complete set of
interactions in the sense that they describe every phase shift analytic in the energy; see the subsequent
chapters.
Note that partial wave contributions l ≥ 1 in Eq. (2.4) introduce at least 2l momentum factors. Thus,
by construction, scattering at higher l usually becomes negligible at lower energies. This behavior is
2 The symbol ∇r denotes the gradient operator with respect to r . If not further specified, it acts to the right.
3 The derivative of a delta function is defined via its action
∫
d3r [∇rδ(3)(r )] f (r )≡ −∇r f (r )|r=0.
4 Truncations of this series can in general not be written in the form V (r )δ(3)(r − r ′). They are still local in the sense that
they vanish everywhere but at r = r ′ = 0.
5 We will specify this statement when having introduced the knowledge of an effective field theory.
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a generic feature of short-range potentials. It can be understood more vividly using a local, isotropic
potential V (r , r ′) ≡ V (r)δ(3) (r − r ′). The suppression of l ≥ 1 scattering is due to the presence of a
repulsive centrifugal barrier in the effective potential






of the l th partial wave [78]. Here, µ denotes the reduced mass. In Fig. 2.1, we illustrate the impact
of the barrier using a square well potential V (r) ≡ V0 θ (R − r) with V0 < 0 (attractive). For l = 0,
no barrier exists. The particles can approach each other down to short distances and scatter via the
attractive potential. For l ≥ 1, however, scattering at low center-of-mass energies Ecm implies that the
particles must tunnel through the barrier. The tunneling probability becomes smaller as l increases and
eventually vanishes for large l.
2.1.2 Shallow bound and resonance states
In some physical systems, scattering observables are significantly smaller or larger than expected from
the scale of the interaction range R. Such systems often exhibit two-body bound states very close to
threshold. For example, 11Be is a bound 10Be-n state; see Fig. 1.3. Its small binding energy can be
translated into the length scale ≈ 7 fm which is much larger than the typical range R ∼ 2-3 fm of the
nuclear force. Such states will be called “shallow”. They have a significant impact on reaction observables
and need to be reproduced by the coefficients in Eq. (2.4).
The “unnaturalness” of certain observables can be explained by a fine-tuning in the underlying the-
ory [79]. How such a fine-tuning can lead to shallow bound states can be exemplified using the square
well potential of Fig. 2.1. For this interaction, bound state solutions Ecm = −B in the s-wave channel







with b ≡ R2 2µB and v0 ≡ R2 2µV0. In order to have a shallow bound state with B R−2/(2µ)⇔ b ≈ 0,
the quantity v0 has to be sufficiently close to one of the values −pi2(1/2 + n)2 (n ≥ 0). To fulfill this
condition, V0 and R have to be highly correlated (“fine-tuned”).
Asymptotically, the wave function of an s-wave bound state falls off exponentially like exp(−γr) with
binding momentum γ ≡ (2µB)1/2. In the shallow case γ R−1, this tail extends far beyond the interac-
tion range R. The two particles are then predominantly found in the classically forbidden region outside
the potential. In nuclear physics, this quantum physical phenomenon explains why the root-mean-square
radius of weakly bound halo nuclei is often much larger than expected from a naive A1/3 estimation.
Most shallow bound states in hadron, nuclear, and atom physics correspond to a small orbital angular
momenta l ≤ 2. The reason is again the angular momentum barrier. Bound states require that there are
regions where V (l)eff < 0. As indicated in Fig. 2.1, these regions quickly shrink as l increases (gray areas).
The formation of a shallow bound state thus becomes less and less likely. In order to still have a shallow
bound state, one usually needs further fine-tunings [80].
For l ≥ 1, the effective potential can also support quasi-bound states (“resonances”) at Ecm = δ > 0
below the barrier maximum. In cross sections, they occur as peaks with a width Γ . Resonances have a
finite life time τ∼ 1/Γ since they eventually tunnel through the barrier into the two-particle continuum.
Note, however, that for very thick barriers, resonances can become long-lived. The width Γ is then small
and the resonance is called “narrow”. In this thesis, we will encounter two examples of shallow (and
narrow) p-wave resonances, namely the D0∗ dimeson and the 6Li2(e) diatom.
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2.2 Scattering amplitude
The connection between bound and resonance states and the concept of fine-tuning can be formulated
more quantitatively in terms of the scattering amplitude. Throughout this thesis, this quantity will be
used as a starting point for the calculation of reaction rates and cross sections. In this section, we define
it for the simple case of two nonrelativistic, distinguishable, and spinless particles, following Ref. [78].
Moreover, we assume that no other scattering channel is present and interactions are short-ranged. In
subsequent chapters, we will then extend the concept of the scattering amplitude to spin structures,
indistinguishable particles, inelastic channels, particles with substructure, and long-range forces.
Elastic scattering in the center-of-mass system maps an incident plain wave state onto an asymptotic
scattering wave function ψk(r ) with r much larger than the interaction range R. The asymptotic wave
is a superposition of the plain wave and a scattered radial wave,








(r  R) . (2.7)
The complex-valued function t is called (on-shell) scattering amplitude.6 It depends on the incoming
and outgoing relative momenta k and k ′ ∝ r . In elastic scattering, kinetic energy is conserved. The
momenta then fulfill k2 = k ′2 = 2µEcm ≡ k¯2, where k¯ is called “on-shell relative momentum”.7
To calculate the scattering amplitude directly from a given potential, we introduce abstract position
and momentum eigenstates with normalization properties

r ′
 r= δ(3)  r − r ′ , (2.8a)

l ′
 l= (2pi)3δ(3)  l − l ′ , (2.8b)
such that 〈r | l〉= exp(il · r ) = 〈l | r 〉∗. Momentum states are eigenstates of the free Hamiltonian Hˆ0 with
eigenvalues Ecm = l2/(2µ), i.e., (Ecm − Hˆ0) |l〉= 0.
Let |k〉 be the incident state (on shell). In the presence of the potential V (r , r ′) ≡ 〈r ′| Vˆ |r 〉, the
asymptotic state |ψk〉 fulfills (Ecm − Hˆ0 − Vˆ ) |ψk〉 = 0. We demand |ψk〉 → |k〉 in the limit of no
interaction (Vˆ → 0) and obtain the self-consistent Lippmann-Schwinger equation
|ψk〉= |k〉+
 
Ecm − Hˆ0 + iε
−1
Vˆ |ψk〉 (2.9)
for the asymptotic state. The quantity
Gˆ0(Ecm)≡
 
Ecm − Hˆ0 + iε
−1
(2.10)




 Gˆ0(Ecm) |r 〉= − µ2pi eik¯|r−r ′||r − r ′| , (2.11a)

l ′
 Gˆ0(Ecm) |l〉= (2pi)3δ(3) (l − l ′)
Ecm − l22µ + iε
; (2.11b)
see for example Ref. [78].
6 Note that in text books, the term scattering amplitude is often used for the function f (k, k ′)≡ µ/(2pi) t(k, k ′).
7 Throughout the thesis, we treat Ecm and k¯ synonymously. Later, we generalize relative momenta k to off-shell values
k2 6= 2µEcm.
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Equation (2.9) can be translated to an equation for ψk(r ) by multiplying 〈r | from the left. We obtain










 Vˆ |ψk〉 (2.12a)









 Vˆ |ψk〉 (2.12b)





Vˆ ψk eik¯rr , (2.12c)
since k¯|r − r ′| → k¯(r − rˆ · r ′) = k¯r − k ′ · r ′. By comparing this result with Eq. (2.7), we find that the
scattering amplitude is connected to the potential via t(k, k ′) = − 
k ′ Vˆ ψk . We can now interpret




≡ t  k, k ′; Ecm≡ 
k ′ Tˆ (Ecm)k (2.13)
of the scattering operator Tˆ ≡ Tˆ (Ecm). Per definition, it obeys the relation Tˆ (Ecm) |k〉 = −Vˆ |ψk〉 for on-
shell momenta k = k¯ kˆ. Equation (2.9) for the wave function holds if Tˆ fulfills the Lippmann-Schwinger
equation
Tˆ = −Vˆ + Vˆ Gˆ0(Ecm) Tˆ = −Vˆ + Tˆ Gˆ0(Ecm) Vˆ . (2.14)
In subsequent chapters, we will recover the momentum space representation
t
 
k, k ′; Ecm












l, k ′; Ecm

(2.15)
of Eq. (2.14) using diagrammatic methods. The momenta k, k ′, l are then firstly off shell.
Note that one of the two particles will be a two-body state itself. The potential will then be generalized
to an energy-dependent particle exchange interaction Vˆ (E) and E will be the energy with respect to
the three-particle threshold. The scattering equation might then still look like a Lippmann-Schwinger
equation, but it really includes the full three-body dynamics. For this reason, it will be called a Faddeev
equation.
2.2.1 Unitarity
Let us postpone the description of three-body systems to later chapters and come back to two particles
without substructure. Now that we know how to obtain the on-shell amplitude t(k, k ′) from a given
potential, we can discuss its mathematical properties.
The amplitude only depends on Ecm (or equivalently k¯) and the scattering angle θ = ∠(k, k ′). In












Pl(cosθ ) . (2.16)
If l is a good quantum number, we can relate the partial wave amplitudes to the S matrix element






≡ exp  2iδl(k¯) (2.17)
8 Note that our definition of Tˆ includes a relative minus sign compared to the one in Ref. [78].
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with phase shift δl(k¯) [78]. In the absence of inelastic channels, probability in the l th partial wave is
conserved and s(l)(k¯) is constraint to unitarity, i.e., |s(l)(k¯)| = 1. The phase shift parametrization then
implies δl(k) ∈ R.9









k¯2l+1 cotδl(k¯)− ik¯2l+1 . (2.18)
Note that unitarity places an upper bound on the amplitude at Ecm, k¯ > 0. In particular, we havet(l)(k¯)2 δl (k¯)∈R∝ k¯4l k¯2l+1 cotδl(k¯)2 + −ik¯2l+12−1 max−−→ k¯4l −ik¯2l+1−2 . (2.19)
Correspondingly, one speaks of the “unitary limit” if k¯2l+1 cotδl(k¯) → 0. Note that this limit cannot
always be reached due to causality restrictions; see below.
2.2.2 Analytic properties and the effective range expansion
The first denominator term in Eq. (2.18), k¯2l+1 cotδl(k¯), carries all information on the scattering process.
In the years 1947-1950, Schwinger and Bethe independently proved for nucleon-nucleon s-wave scat-
tering that k¯ cotδ0(k¯) is analytic in Ecm∝ k¯2 [20,81,82]. This important finding holds for scattering in
higher partial waves if the interaction potential is short-ranged in the sense that it falls of exponentially
as r →∞ [83]. The corresponding Taylor series
k¯2l+1 cotδl(k¯)≡ −a−1l + rl2 k¯
2 +O  k¯4 . (2.20)
is called “effective range expansion”.10
For l = 0, the coefficients a0 and r0 are called “scattering length” and “effective range”, respectively.
They both have dimensions of a length. For l = 1, the terms “scattering volume” and “p-wave effective
range” are used. They have dimensions of a spatial volume and a momentum, respectively. At low
momenta, higher-order terms in the series become unimportant and scattering is determined only by
a few scalar parameters. This remarkable finding implies that the specific shape of the short-range
potential is irrelevant for low-energy scattering, as long as the numbers al , rl , etc. are reproduced to
some accuracy.
Note that the analyticity of Eq. (2.20) implies that partial wave amplitudes t(l)(k¯) become proportional
to k¯2l for small k¯. This finding reproduces our earlier claim that l ≥ 1 scattering is negligible for short-
range interactions at small enough energies.
The so-called “unitary cut term” −ik¯2l+1 in Eq. (2.18) is not analytic in Ecm at Ecm = 0. It introduces a
square root cut to t(l). The mapping Ecm 7→ k¯ is well defined using the definition
k¯ ≡ ip−2µEcm − iε (2.21)
with implicit limit ε↘ 0 [78]. For Ecm > 0, one has k¯ > 0 and for Ecm < 0, the imaginary part of the
momentum k¯ = +i| k¯ | is positive.
9 In Chapter 3, unitarity in p-wave elastic D0pi0 scattering will be violated due to the inelastic channel D0γ. In this case,
the phase shift will be generalized to complex values.
10 If the potential, however, has a power-law tail 1/rν (ν ≥ 1), analyticity in Ecm is in general not given. For example, the
van der Waals interaction between two ultracold atoms induces a term linear in k¯ for l = 1 due to its 1/r6 tail [84]. We

















Figure 2.2.: Pole structure of the scattering amplitude. Bound (virtual) states occur on the positive (neg-
ative) imaginary axis of k¯. Resonances lie in the fourth quadrant. States in the low-energy
regime (blue) are called shallow. In this thesis, bound states of s-wave (p-wave) type can
be transferred into virtual states (resonances) by tuning the scattering length a0 (scattering
volume a1).
2.2.3 Pole structure
Two-body states11 of l-wave type can be identified as poles in the partial wave amplitude t(l). We
illustrate the locations of the different types of states as red dots in the complex k¯ plane in Fig. 2.2.
Bound states live on the positive imaginary axis, i.e., at k¯ = iγ with some binding momentum γ > 0.
Resonance poles lie in the fourth quadrant. Their imaginary part is connected to the resonance width.
Poles on the negative imaginary axis, i.e., at k¯ = iγ with γ < 0, correspond to virtual states. One such
pole occurs in neutron-neutron scattering; see Chapter 4. If a pole lies in the low-energy regime (blue),
the state is called shallow.
Shallow s-wave states usually result from a fine-tuning of the scattering length a0 R [78]. For large
enough a0 and low momenta k¯ ∼ a−10 , the partial wave amplitude becomes proportional to [−a−10 −ik¯]−1.
The fine-tuning thus leads to a shallow pole at k¯ = iγ with γ ≈ a−10 . Depending on the sign of a0, the
s-wave state is bound (a0 > 0) or virtual (a0 < 0). The transition through γ ≈ a−10 = 0 is indicated as a
dashed arrow in Fig. 2.2.
For shallow l ≥ 1 states, the manifestation of the fine-tuning differs from system to system [85]. In
this thesis, we will discuss three different shallow p-wave states. In Chapter 3, the resonance D0∗ will
be due to an enormously large p-wave effective range |r1|  R−1. In contrast, the bound state 11Be∗ in
Chapter 4 results from a large scattering volume a1  R3. The third p-wave state will be the diatom
6Li2(e) in Chapter 5. Its scattering volume a1 is driven to arbitrarily large values by an external magnetic
field, i.e., by an experimental fine-tuning. We will find that 6Li2(e) can be transferred from a bound state
to a resonance if a−11 crosses the value 0 from above; see Fig. 2.2.
In the Ecm plane, bound states lie at negative energies −B (B > 0). Resonances and virtual states are
hidden on the second Riemann sheet due to the nonanalyticity of the unitary cut term.
11 In this thesis, the term “two-body state” refers to bound, resonance, or virtual states specifically.
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2.2.4 Unitary limit and universality
As mentioned above, the unitary limit corresponds to the hypothetical situation in which the term
k¯2l+1 cotδl(k¯) can be neglected against the unitary cut term. If the limit can be taken, the resulting
partial wave amplitude looses all information on the specific physical system. For short-range interac-
tions, the unitary limit implies vanishing threshold parameters a−1l , rl , etc. Some physical s-wave systems
come pretty close to this situation. For example, the modulus of the scattering length a0 ≈ −23.71 fm in
1s0 nucleon-nucleon scattering is much larger then the effective range r0 = 2.75 fm [86]. The latter is of
the order of the nuclear interaction range R. If typical momenta fulfill r0 < k¯
−1 < |a0|, the unitary limit is
a good approximation. König et al. demonstrated that such a description for the 1s0 channel yields good
results for the 3H and 3He binding energies [87].
In systems with k¯ ∼ a−10 , the unitary limit may not be a good approximation. Still, if r0 can be
neglected against a0, the theory greatly simplifies. All low-energy observables, e.g., binding energies or
cross sections, are then determined by a0 alone. Such a system has universal properties in the sense
that it is insensitive to short-range details of the interaction. Since r0 typically represents the interaction
range R, a theory only including a0 is called zero-range theory.
For l ≥ 1, the unitary limit a−11 , r1 → 0 cannot be reached completely. In fact, it violates causality
as was shown by Hammer and Lee [88]. For example, the p-wave effective range is restricted by the
Wigner bound r1 ≤ −2/R if a−11 = 0 and R is the interaction range. Similar bounds can be calculated for
a−11 6= 0 and for l ≥ 2. The Wigner bound shows that scattering in higher partial waves is more sensitive
to short-range physics than in the s-wave case. Still, we will demonstrate in subsequent chapters that
systems with shallow p-wave states can be described using only the two parameters a1 and r1.
2.3 Effective field theories
Above we saw that different short-range interactions can describe the same low-energy physics in terms
of scattering lengths, binding energies, etc. This observation has led to the more modern approach to
build a theory not upon some microscopic interaction model, but solely upon observables accessible at
the (low) energy scale of interest.
Nucleon-nucleon (N-N) scattering is a perfect example to illustrate this paradigm shift. Over the
years, many different N-N potentials like Nijmegen I, II [86], AV18 [89], and CD-Bonn [90] have been
constructed, accurately describing phase shifts up to momenta of order 350MeV. They all mimic the
effect of microscopic meson-exchange interactions (pi, ρ, etc.) relevant at kinetic energies of order mpi ≈
135MeV. At low energies of a few MeV, however, N-N physics is described to very good accuracy by the
3s1 and
1s0 scattering lengths a0 and effective ranges r0 only. In the
3s1 channel, these two parameters
reproduce the deuteron binding momentum (a low-energy phenomenon) with an accuracy of ≈ 95%.
Precise knowledge of microscopic physics is then irrelevant for the low-energy theory.12
This point brings us back to the start of this chapter, where we stated that physics related to high-
energy degrees of freedom (here: meson exchanges) cannot be resolved at low energies. Kaplan and
Wise demonstrated in Ref. [19] that all short-range details of meson exchanges can be absorbed into a
series of local N-N operators. Just one of them is needed to reproduce a0 and a second one can be used
for r0.
13 These two operators are nothing but the first two contact terms of the short-range “potential”
of Eq. (2.4) (c(0)0 and c
(2)
0 ).
The theory of Kaplan and Wise is an example of an effective field theory (EFT). Such quantum field
theories provide a systematic way to describe physics at a certain energy scale at a desired accuracy.
In the following, we elucidate how to construct such a theory “bottom-up”, i.e., starting directly from
12 It is true that the values of a0 and r0 are ultimately determined by microscopic physics. For a low-energy description of
the N-N system, however, the precise origin is irrelevant and the values can be treated much like natural constants.
13 More generally, one needs a single operator for each effective range coefficient.
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observables at a certain energy scale. Afterwards, we discuss the “top-down” approach, in which an
existing microscopic theory is simplified by an EFT expansion at low energies.
2.3.1 Bottom-up
The bottom-up approach can be chosen if the values (or at least the scalings) of all relevant low-energy
observables are known. In this thesis, we use it to describe the transfer reaction 10Be (d, p) 11Be and the
three-body recombination process 36Li→ 6Li2(d) + 6Li.
1. First of all, one identifies particles and symmetries which describe the system at the energy scale under
consideration.
For example, to describe the deuteron, one needs only a proton and a neutron. Important sym-
metries in nonrelativistic theories are Galilean invariance, i.e., frame independence, and particle
number conservation.
2. A (spinor) quantum field is assigned to each particle. One then writes down a Lagrangian containing
all local operators which respect the analyticity and unitarity properties of the scattering amplitude.
The operators also have to be compliant with the proposed symmetries.






















They annihilate and create a particle at space-time x ≡ (x , t), respectively, with polarization α.
For indistinguishable bosons (fermions), the fields obey certain (anti)commutation relations; see
subsequent chapters.
Galilean-invariant operators only depend on relative momenta k,k ′. Thus, local operators for
two-body scattering of (spinless, equal-mass) particles φ,ψ have the form













+ · · · (2.23a)






+ · · · . (2.23b)
The ellipses in Eq. (2.23a) include further derivatives and “H.c.” is the Hermitian conjugate. The
momentum space form in Eq. (2.23b) is nothing but a Fourier transform of Eq. (2.4).
3. Usually, an infinite amount of terms obey the symmetry restrictions. To obtain reasonable predictions
with only a finite number of terms, a “power counting” must be developed which orders the terms
according to their importance.
If the φ-ψ scattering length a0 is much larger than the effective range r0, then they define the
typical low and high momentum scales Klo ∼ a−10 and Khi ∼ r−10 . In this case, the system exhibits
an intrinsic “separation of scales”. The scattering amplitude can then be expanded in terms of
χ2 ≡ Klo/Khi < 1. In particular, for scattering at k ∼ Klo, the first two operators scale like c(0)0 ∼
a0 ∼ K−1lo (leading order) and c(2)0 k2 ∼ a20 r0k2 ∼ K−1hi (next-to-leading order) [19]. By truncating at
a fixed power counting order, the remaining uncertainty is some power of χ2 = Klo/Khi. Additional
expansion parameters in the three-body sector will be denoted χ3.
Due to the fact that the effective Lagrangian has usually infinitely many terms, EFTs are not renor-
malizable in the classical sense. In fact, infinitely many counterterms are needed to absorb ultraviolet
divergences in amplitudes. However, at fixed power counting order, only a finite number of counterterms
is needed. EFTs in this thesis are then renormalizable “order by order”.
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2.3.2 Top-down
Sometimes, a given (effective) quantum field theory contains too many short-range details for an efficient
computation of low-energy observables. One then expands this theory in terms of low momenta or an
intrinsic separation of scales to obtain a simpler EFT. In this process, one produces a series of low-energy
constants which can be matched to parameters of the underlying theory.
A prominent example is Fermi’s theory for the nuclear beta decay [91]. It is an approximation for the
weak interaction if momenta are smaller than the W boson mass mW ≈ 80GeV [36]. After expanding the
W boson propagator at low momenta, the leading low-energy constant (Fermi’s constant GF) is sufficient
to describe nuclear beta decay accurately. It can be matched to the underlying theory by expressing it in
terms of the weak coupling and mW .
The first reaction described in this thesis is D0D¯0pi0 production at energies around the X (3872). Here,
we will choose a top-down approach to match the unknown D0∗ decay width to a coupling constant of
Heavy Hadron Chiral Perturbation theory.
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3 X(3872) line shape in D0D¯0pi0 production
In this chapter, we develop a novel EFT for the charmonium state X (3872), based on its interpretation as
a D0D¯0pi0 three-body resonance. The theory is used to relate the mass mX and width ΓX of the X (3872)
to its asymmetric line shape in the D0D¯0pi0 production reaction
B±→ K± + X (3872)→ K± + D0D¯0pi0 . (3.1)
Note that the total mass difference mB± − mK± − 2mD0 − mpi0 ≈ 921MeV is larger than the masses of
the outgoing pi0 and K± mesons [36]. Thus, it might seem counterintuitive to study the process in a
nonrelativistic theory. In fact, it was shown that the line shape, i.e., the form of its experimental peak, is
fully determined by the three-body decay of the X (3872) [44, 92]. This subprocess is of nonrelativistic
nature since it involves only a tiny energy excess ≈ 7MeV mpi0  mD0; see Fig. 3.1.
We start by deriving a Galilean-invariant EFT Lagrangian for pseudoscalar D and pi mesons in the
kinematic region of the X (3872) from heavy-hadron chiral perturbation theory (HHχPT). Afterwards,
we calculate the X (3872) line shape, closely following the lines of our publication “Threshold effects and
the line shape of the X (3872) in effective field theory” in Physical Review D 98, 014032 (2018) [93]. We
obtain results for the X (3872) width ΓX and its line shape up to NLO in the equally small expansion
parameters












of the two- (Dpi) and three-body (DDpi) sectors.1 In Eq. (3.2),
δ ≡ mD0∗ − (mpi0 +mD0) = 7.04(3)MeV , (3.3a)
ν≡ (mD+ +mD+∗)− (mD0 +mD0∗) = 8.16(9)MeV ∼ δ , (3.3b)
are the small mass differences between D0D¯0pi0↔ D0D¯0∗↔ D+D−∗ and δX = (−0.01±0.2)MeV is the
tiny mass difference of the X (3872) with respect to D0D¯0∗; see Fig. 3.1. Moreover, µDpi and µ∗ denote
reduced masses defined in Eqs. (3.23a)-(3.23b). We conclude the chapter by extending the theory to







δ ≈ 7 MeV ν ≈ 8 MeV
δX < 0.2 MeV
Figure 3.1.: Thresholds close to the X (3872) (to scale, antiparticle states omitted). The X (3872) occurs
near the D0D¯0∗ threshold at a tiny separation δX . The mass splitting δ in the decay D0∗ →
D0pi0 and the distance ν between the neutral and charged DD∗ thresholds are also small
compared to the particle masses. Precise values are given in Eqs. (1.1), (3.3a), and (3.3b).















δ ≈ 7 MeV
mpi ≈ 135 MeV
2ms ≈ 190 MeV Λχ ∼ 500 MeV
Figure 3.2.: The “D0D¯0pi0 EFT” used in this thesis follows from (a) HHχPT after integrating out the high
scales (b) 2ms (mass of two strange quarks) and (c) mpi (pion mass), (d) restoring Galilean
invariance, and (e) reformulating vector D mesons as pure p-wave Dpi resonances. These
steps are explained in the sections below.
3.1 Top-down derivation of D0D¯0pi0 EFT
Given the quantum numbers, masses, and widths of the particles in Fig. 3.1, one could in principle write
down a bottom-up EFT for the X (3872) line shape only from phenomenological observations. At the
moment, however, this approach would suffer from the fact that the width Γ0∗ ≡ Γ [D0∗]< 2.1MeV [36],
on which the line shape crucially depends, has not been measured accurately yet. Thus, one would need
to estimate Γ0∗, e.g., using naturalness arguments, already at LO.
In order to gain more predictive power, we will instead determine Γ0∗ from the well-known width
Γc∗ ≡ Γ [D+∗] = 82(2)keV of the charged vector mesons [36]; see also Table 3.2. As pointed out by
Braaten in Ref. [94], the two widths can be connected assuming isospin symmetry between the vertices
of the neutral and charged D∗ → Dpi decays; see Sec. 3.2.2. To implement this constraint, we choose
a top-down approach and derive the EFT directly from HHχPT [18, 95–97] by conducting the steps in
Fig. 3.2.
3.1.1 SU(2)flavor heavy-hadron chiral perturbation theory
HHχPT is an approximation of QCD formulated to describe interactions between mesons containing
one light and one heavy (anti)quark (q¯Q or Q¯q). At LO, the theory takes the limit mQ → ∞, where
u-, d-, and also s-quarks can be considered light. Forces are then mediated by the Goldstone bosons of
the SU(3)flavor group (pi, η, and K mesons). The breakdown scale of HHχPT is set by the chiral scale
Λχ ∼ 500MeV as indicated in Fig. 3.2.
For the X (3872), we set Q = c (Q¯ = c¯), where c denotes the charm quark with mass mc ≈
1275MeV [36]. Each heavy-light pair q¯c (c¯q) then couples either to a pseudoscalar (J P = 0−) or a
vector (J P = 1−) meson. Thus, for q¯ ∈ {u¯, d¯, s¯}, three q¯c-type D meson pairs can be constructed. They
are given by (D0, D0∗), (D+, D+∗), and (D+s , D+∗s ), respectively, and the antiparticles (c¯q) read (D¯0, D¯0∗),
(D−, D−∗), and (D−s , D−∗s ). Potentially, all these particles contribute to the X (3872) wave function. How-
ever, due to the large strange meson mass ms ≈ 95MeV, the physical D+s D−∗s threshold lies roughly
208MeV ∼ 2ms  δ ∼ ν away from the X (3872) [36]. Thus, while being important in the original
1/mQ counting, strange mesons can be safely integrated out in an expansion in χ2 ∼ χ3 in Eq. (3.2); see





















Figure 3.3.: Isospin doublets (dotted lines) of pseudovector (0−) and vector (1−) D mesons (charmness
C = ±1). Charge conjugation corresponds to a reflection at the origin.
As suggested by Hu and Mehen, we begin our derivation with a version of SU(2)flavor-HHχPT which
is formulated explicitly in the heavy meson rest frame [98]. The fact that this choice breaks Lorentzian
invariance is no problem for our purposes since we aim at a nonrelativistic description of the X (3872).
At the end of the derivation, we will restore the correct nonrelativistic symmetry, which is Galilean
invariance. The Lagrangian will be divided into a part for the heavy D(∗) mesons, a part for the pions,
and an interaction part by writing
LHM =LHM,H +LHM,pi +LHM,Hpi . (3.4)
Three-body terms will be neglected until the very end of our derivation.
D mesons






































Upper (lower) entries in Eqs. (3.5a)–(3.5b) correspond to isospin projections I3 = −1/2 (I3 =
+1/2) [99]. The sign convention coincides with Ref. [100]. It is chosen such that meson and an-
timeson states fulfill the charge conjugation relation
Cˆ |M〉= M¯ . (3.6)
Appropriate interpolating di-quark fields2 can be found in Ref. [46]. Figure 3.3 summarizes the above D
mesons in charmness and isospin space.
The mass splittings ∆H ≡ mD∗ −mD between the pseudoscalar and vector mesons are small compared
to the masses themselves (some GeV). Thus, HHχPT exhibits approximate heavy-quark spin symme-
try and the quantum fields of the pairs are typically treated as heavy-quark spin doublets. They are
summarized into superfields
Ha ≡ Pa + Pa ·σ , (3.7a)
H¯a ≡ P¯a + P¯a ·σ , (3.7b)
2 The global minus sign between (P1, P2)T and (P1, P2)T in Eq. (3.5b) follows from the charge conjugation relations
Cˆ−1γ5Cˆ = γ5 and Cˆ−1γµCˆ = −γµ of the gamma matrices appearing in the interpolating fields.
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where σ is the vector of Pauli matrices and a ∈ {1, 2}. The Lagrangian formulated by Hu and Mehen in












+ c.c. , (3.8)
where “c.c.” denotes the charge conjugate. The second term of Eq. (3.8) explicitly breaks heavy-quark
spin symmetry by introducing the mass splitting ∆H . In the following, we choose the masses to be the
physical neutral meson masses, i.e., mD(∗) ≡ mD0(∗) with ∆H ≈ 142MeV; see also Table 3.1.
Pions
We summarize the relativistic pion fields into an isovector pi ≡ (pi−, pi0, pi+)T with uniform pion mass
mpi ≡ mpi0 ≈ 135MeV. The pion term in Eq. (3.4) then reads
LHM,pi = 12pii
−∂ 2 −m2pipii +O  pi4 . (3.9)
Interactions between D and pi mesons are described by the Lagrangian term
LHM,Hpi = −gHHχPT Tr

H†a Hbσ · Aba

(3.10)
being proportional to the coupling constant gHHχPT ∼ 1. The interaction involves the axial vector field
















and the pion decay constant3 fpi ≈ 130MeV [98].
Higher-order terms in Eqs. (3.9) and (3.11) involve at least two more pion fields. Nonrelativistically,
they induce many-body forces, e.g., pipi↔ pipi or Dpipi↔ D∗pi, not appearing in the X (3872) sector.
Moreover, the O  pi2 part of the chiral covariant derivative





in Eq. (3.8) induces Weinberg-Tomozawa vertices of types D∗pi↔ D∗pi and Dpi↔ Dpi (s-wave) with
at least one charged pion [101]. While the first type is again irrelevant for the X (3872) amplitude,
contributions from the second type involve two or more virtual charged pions. Such diagrams are at
least suppressed by multiples4 of (µDpi/µ∗)2 ≈ 0.01 (N2LO in the χ2 ∼ χ3 counting of Eq. (3.2)); see
Sec. 3.3.4. Further suppression is expected to come from the fact that there is no resonant s-wave Dpi
state near the X (3872). Thus, Weinberg-Tomozawa vertices are expected to be negligible in this work.
After field redefinitions Ha→ Ha exp (i 3∆H t/4)/p2, the Lagrangian takes the form
LHM = P†a [i∂0 −∆H]Pa + P†a [i∂0] Pa + c.c.+LHM,pi
− gHHχPT
 
P†a Aba Pb +H.c.
− i gHHχPT P†a · (Pb × Aba) + c.c. , (3.14)
where “H.c.” denotes the Hermitian conjugate.
3 The pion decay constant always comes along with gHHχPT in this thesis. Its precise value is not relevant for our purposes
since fpi/gHHχPT will be matched to the experimental D
+∗ width; see Eqs. (3.35) and (3.49).
4 For definitions of the reduced masses see Eqs. (3.23a)-(3.23b).
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3.1.2 XEFT for neutral and charged mesons
The Lagrangian in Eq. (3.14) is appropriate for energies of the order E ∼∆H ∼ mpi. However, as can be
seen from Fig. 3.1, the process X (3872)→ D0D¯0pi0 is sensitive to much smaller energies δ ∼ ν. Thus,
the scales ∆H ∼ mpi will be integrated out; see step (b) in Fig. 3.2. We identify parts in Eq. (3.14) related
to the large scales by introducing creation/annihilation operators pˆi0 (†) and pˆi± (†), which do not involve










pˆi± e−impi t + pˆi∓ † eimpi t

. (3.15b)
Afterwards, we perform field redefinitions P(†)a → P(†)a exp (∓impi t) and P¯(†)a → P¯(†)a exp (∓impi t). Those
Lagrangian terms still involving powers of the phase factor exp (impi t) are dropped. The result reads

















 ∇ Mˆba Pb +H.c.+ c.c. (3.16)
The rest masses of the pions and pseudoscalar D mesons are now set to zero and the vector D mesons
possess the small rest mass δ = ∆H − mpi  ∆H ,mpi. In Eq. (3.16), the hats in Mˆba and pˆii are to be
applied to each SU(2)flavor component.
Note that the pion kinetic term in Eq. (3.16) involves a piece quadratic in the energy. It summarizes rel-
ativistic corrections to the pion propagators. We show in Appendix D.3, that in the region of the X (3872),
this piece is suppressed by δ/(mpi) ∼ χ2 compared to the linear term. Moreover, in Sec. 3.3.4 we show
that the overall impact of dynamical pions on the X (3872) pole is further suppressed by µDpi/µ∗ ∼ χ3.
Thus, the quadratic piece is at most of N2LO size in the χ2 ∼ χ3 counting of Eq. (3.2) and will be
neglected in this thesis.
Rest masses
Up to this point, neutral and charged mesons possess equal rest masses. However, in order to describe
physics at energies E ∼ δ correctly, we need to break SU(2)flavor symmetry explicitly by adding the
physical mass splittings
∆mc,D∗ ≡ mD+∗ −mD0∗ = 3.41(7)MeV , (3.17a)
∆mc,D ≡ mD+ −mD0 = 4.75(8)MeV , (3.17b)
∆mc,pi ≡ mpi+ −mpi0 = 4.5936(5)MeV , (3.17c)
to the rest masses of the charged mesons [36]. Thus, we introduce the terms
L∆mc = −D+†∆mc,D∗ D+ − D+†∆mc,D D+ − pˆi+†∆mc,pi pˆi+ + c.c. (3.18)
to the Lagrangian. Moreover, the D mesons’ kinetic energy terms, scaling like 1/mQ and thus formerly
subleading, have to be restored at small energies [102].
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D0† · (∇pi0)D0 −p2D0† · (∇pi−)D+ +H.c.
−p2D+† · (∇pi+)D0 − D+† · (∇pi0)D+ +H.c.+ c.c. , (3.19)
recovers the Dpi sector of the well-known XEFT Lagrangian of Fleming et al. [102] and generalizes it
to charged mesons. For convenience, we dropped the hats of the pion creation/annihilation fields in
Eq. (3.19).
Even though neutral and charged particles now have different masses, the D∗↔ Dpi vertices exhibit
SU(2)flavor symmetry as desired. As a consequence, charged pion couplings exhibit an additional factorp
2 compared to those with neutral pions. This detail will be important when we relate the widths Γ0∗
and Γc∗ later on.
Note that in addition to the Dpi couplings of Eq. (3.19), original XEFT also involves direct couplings
between DD∗-type states [102]. We will show in this thesis that the vector mesons can be interpreted as
Dpi p-wave resonances. Their quantum fields could in principle be integrated out, a procedure, which
turns DD∗-DD∗ couplings into DDpi-DDpi three-body forces. Indeed, a three-body force will be needed
to produce the X (3872) pole. It will be introduced at the end of the derivation.
Power counting and limitations of XEFT
In the power counting of XEFT, the D0pi0 ↔ D0∗ (D¯0pi0 ↔ D¯0∗) energy gap δ ≈ 7MeV is counted5
as Q2, where Q ∼ (2mpiδ) ≈ 42MeV must be compared with the high scale mpi [102]. That yields
an XEFT expansion parameter Q/mpi ∼ 0.3. The binding energy δX < 0.2MeV of the X (3872) is also
counted like Q. At the time of publication of XEFT, the experimental value for the binding energy,
(δX ) [102] = (0.6 ± 0.6)MeV, was already smaller than δ, and is has shrunk even further until today.
Consequently, in this thesis we will explicitly distinguish between the two scales in the D0D¯0pi0 three-
body sector, where δX occurs. That yields the two expansion parameters (δX/δ)1/2 ∼ (δX/ν)1/2 with
δ ∼ ν in Eq. (3.2).
As its first application, Fleming et al. used XEFT in 2007 to calculate the partial decay width
Γ [X (3872) → D0D¯0pi0], i.e., the imaginary part of the X (3872) pole. The LO result was in line with
the D0D¯0∗+ c.c. zero-range prediction by Voloshin from 2003 [39], justifying the perturbative treatment
of dynamical pions at NLO. A major problem of XEFT, however, is its limitation to NLO accuracy. It re-
sults from the fact that counterterms in the XEFT Lagrangian can cancel ultraviolet divergences in NLO
calculations only if results are expanded in the small mass ratio (mpi/mD)1/2 ∼ 0.3 ∼ Q/mpi [45]. Alter-
natively, one would need to introduce further counterterms leading to less predictive power. Moreover,
a preferred frame has to be chosen in each XEFT calculation. As pointed out by Braaten in Ref. [45],
the root of these problem lies in the formulation of XEFT as a nonrelativistic theory violating Galilean
invariance. The steps needed to restore this symmetry will be performed in the next section.
5 Masses mkin in nonrelativistic kinetic energies Q
2/(2mkin) are not counted since they factor out.
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The renormalization scheme of XEFT make it difficult to incorporate the electromagnetic decay width
Γ [D0∗→ D0γ], which has a branching ratio of approximately one third; see Table 3.2. A correct descrip-
tion of the total D0∗ (D¯0∗) width
Γ0∗ ≡ Γ [D0∗→ D0pi0] + Γ [D0∗→ D0γ]≡ ΓD0pi0 + ΓD0γ , (3.20)
however, is especially important for the line shape in X (3872)→ D0D¯0pi0 since the X (3872) lies directly
at the D0D¯0∗ + c.c. threshold. As a solution to the problem, Braaten suggesting the novel “complex
on-shell renormalization scheme” [45]. It fixes the complex mass of the vector mesons already at LO,
including the full width Γ0∗. We will adopt this scheme by expanding the full D0∗ (D¯0∗) propagator at the
physical pole. The partial width ΓD0γ will enter effectively via imaginary D
0pi0 (D¯0pi0) interactions; see
below.
3.1.3 Galilean-invariant XEFT
In Ref. [45], Braaten showed how to modify XEFT for neutral mesons in order to implement explicit
Galilean invariance. In the following, we will conduct his steps for neutral and charged mesons; see step
(c) in Fig. 3.2.
Conservation of kinetic mass
Galilean invariance requires the conservation of “kinetic mass” mkin appearing in the nonrelativistic dis-
persion relation E = mrest + k2/(2mkin), as opposed to the “rest mass” mrest. I.e., a two-body state
formed by point-like particles with kinetic masses mkin1 and mkin2 must have a total kinetic mass
mkin12 = mkin1 +mkin2.6
In the system at hand, we have to set the kinematic mass of the neutral vector meson D0∗ (D¯0∗) to
MDpi ≡ mD +mpi . (3.21)











This error is comparable to three orders in χ2 ∼ χ3 and thus negligible up to N2LO. The necessity of
kinetic mass conservation will become immediately visible in Sec. 3.2.1, where divergences from the D0∗
(D¯0∗) self-energy can only be cured if mkin = MDpi. Since reduced masses always result from kinetic
masses, we define the Dpi two-body reduced mass and the DD∗ three-body reduced mass to be
µDpi ≡ mpimD/(mpi +mD) = 125.8667(5)MeV (3.23a)
µ∗ ≡ mDMDpi/(mD +MDpi) = 964.98(2)MeV . (3.23b)
For two reasons we neglect direct couplings D0∗ → D+pi− (D¯0∗ → D−pi+) in this thesis. Firstly, this
channel does not contribute to the D0∗ (D¯0∗) width (let alone the X (3872) width) because it is purely
virtual in the pole region. Secondly, charged pion exchanges in the X (3872) are suppressed by at least a
factor (µDpi/µ∗)2 ≈ 0.01 (∼N2LO). The charged vector meson D+∗ (D−∗), however, does receive partial
widths from both combinations D0pi+ and D+pi0 (D0pi− and D−pi0). Galilean invariance then demands
that the total kinetic masses of both combinations be equal. One achieves that by neglecting the tiny
difference ∆mc,D −∆mc,pi = 0.16(8)MeV between the mass shifts in Eqs. (3.17b)-(3.17c). In order to
keep the systematic error small, we replace ∆mc,D → ∆mc,pi in the D+ (D−) kinetic mass (systematic
error 0.009%, ∼N4LO), while keeping the pi+ (pi−) untouched. The kinetic mass of the D+∗ (D−∗) is
then replaced by mD0 +mpi+ = MDpi +∆mc,pi (systematic error 0.3%, ∼N3LO). Table 3.1 summarizes all
mass modifications by contrasting the experimental masses with the chosen rest and kinetic masses.
6 The total rest mass of a bound (resonance) state, in contrast, lies below (above) the sum of the components’ rest masses.
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Table 3.1.: Experimental masses from Ref. [36] and rest/kinetic masses used in calculations. Experimental
values of δX , δ, and ν are given in Eqs. (1.1), (3.3a), and (3.3b).
Particle Mass (exp.) Rest mass (calc.) Kinetic mass (calc.)
pi0 mpi0 ≡ 134.9770(5)MeV 0 mpi ≡ mpi0 (exp.)
D0 (D¯0) mD0 ≡ 1864.83(5)MeV 0 mD ≡ mD0 (exp.)
D0∗ (D¯0∗) mD0∗ ≡ 2006.85(5)MeV δ ≡ mD0∗ −mpi0 −mD0 MDpi ≡ mD +mpi
pi+ (pi−) mpi+ ≡ 139.57061(24)MeV ∆mc,pi ≡ mpi+ −mpi0 mpi+ (exp.)
D+ (D−) mD+ ≡ 1869.58(9)MeV ∆mc,D ≡ mD+ −mD0 mD +∆mc,pi
D+∗ (D−∗) mD+∗ ≡ 2010.26(5)MeV δ+∆mc,D∗ ≡ δ+ (mD+∗ −mD0∗) MDpi +∆mc,pi
X (3872) mX ≡ 3871.69(17)MeV δ−δX (see results) –
Frame independence
The D∗ ↔ Dpi vertices exhibit spatial derivatives for the pion field, resulting from the axial vector in
Eq. (3.11). Applied to plain wave states, they produce powers factors of the pion momentum kpi. This
quantity, however, is not conserved under Galilean boosts of the total Dpi two-body system. To ensure
Galilean invariance, the vertices must instead produce factors of the Dpi relative momentum
k ≡ 1
mD +mpi




≈ 0.93 . (3.25)
Thus, we replace all vertex terms of type D† · (∇pi)D + H.c. by expressions D† · (pi←→∇ D) + H.c. The
Galilean-invariant derivative is generically defined as
←→∇ ≡ 1←−−mkin +−−→mkin
−−→mkin←−∇ −←−−mkin−→∇ . (3.26)
It involves spatial derivatives
←−∇ (−→∇) and kinetic mass operators ←−−mkin (−−→mkin) acting to the left (right).
These replacements recover terms of order 1/mQ, which are subleading in the power counting of HHχPT.
3.1.4 D0D¯0pi0 EFT
With the above modifications, the Lagrangian of Eq. (3.19) is now explicitly Galilean-invariant. How-
ever, it does not represent the most general Lagrangian compliant with the symmetry. In the following
we implement higher-order corrections by reformulating the vector meson fields as p-wave resonance
auxiliary fields; see step (d) in Fig. 3.2.
From now on we focus explicitly on the neutral sector D0D¯0pi0 as done in Refs. [45, 93, 102]. It is
the only three-body state lying below the X (3872) and thus directly contributing to the X (3872) width.
Virtual contributions from the charged channels will be discussed in Sec. 3.3.4.
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Higher-order terms
Higher-order corrections could in principle be implemented via vertices with multiples
←→∇ 2n ∼ (k2)n
(n≥ 1) of the Galilean derivative. However, it is more convenient to introduce them in the vector meson
kinetic term; see for example [103]. Due to the above modifications, the kinetic term now involves the
derivative combination




with −−→mkin ' MDpi. We call this operator “center-of-mass derivative” since its eigenvalues are the center-
of-mass-energies




of a constituent D0pi0 pair with total energy p0 and total momentum p = kpi + kD. In the on-shell case,
Ecm = k2/(2µpiD) (+ constituent rest masses), where k is the relative momentum of Eq. (3.24). Thus,









D0 + c.c. (3.29)
with sign ∆1 = ±1. The coefficients ∆n ∈ R (n≥ 0) with mass units MeV1−n will reproduce the effective
range expansion (ERE) of the D0pi0 (D¯0pi0) scattering matrix; see Sec. 3.2.
Note that the sign ∆1 cannot be changed by field redefinitions and has to be determined in the re-
normalization procedure. If ∆1 = −1, the vector meson fields would, in the absence of interactions,
create/annihilate states of negative norm. In order not to loose the connection to GI-XEFT, the two-body
power counting we develop in Sec. 3.2 should yield ∆0 ≈ −δ and ∆1 = +1. Moreover, it should state
that D0 †[i∂cm−δ]D0 is the LO kinetic term and that higher-order terms∝∆n are strongly suppressed.
All these relations will indeed be fulfilled in the δ/(mpi/2) power counting of Sec. 3.2.
Extension to radiative decays
The D0∗ (D¯0∗) does not only decay to D0pi0, but also radiatively to D0γ (D¯0γ). The respective branching
ratioBD0γ ≡ 35.3(9)% is large; see Table 3.2. Thus, the partial decay width ΓD0γ = 18.9(9)keV is of LO
if one wants to develop a theory for the X (3872) pole position near the D0D¯0∗ threshold. At this point,
it might seem problematic that radiative decays involve relative momenta ∼ 137MeV ∼ mpi outside the
order of our EFT [36]. In fact, one can implement effects of the “deep” D0γ (D¯0γ) channel effectively by
complexifying the coefficients ∆n → ∆n + iWn in Eq (3.29) [94]. As shown in Fig. 3.4, the coefficients
Wn represent imaginary D
0∗ (D¯0∗) self-interactions, which result from integrating out the deep state. At
LO in the δ/(mpi/2) power counting, the radiative decay width is given by W0 ≈ ΓD0γ/2. Thus, the above
substitutions implement the radiative decay width at Lagrangian level.
Instead of ΓD0γ, Braaten directly introduced the full D
0∗ width Γ0∗ to the Lagrangian [45]. This choice
makes it particularly easy to identify the LO D0∗ propagator ∼ [Ecm − δ+ iΓ0∗/2]−1 in the vicinity of the
X (3872). However, it might convey the impression that the pionic part of Γ0∗ = ΓD0pi0 + ΓD0γ results from
imaginary couplings just like the radiative part. In fact, ΓD0pi0 follows from D
0pi0 self-energy bubbles in
the full D0∗ propagator. We note that our scheme indeed reproduces the LO propagator of Braaten, but
based on the δ/(mpi/2) power counting.
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Table 3.2.: Experimental widths and branching ratios from Ref. [36] and widths used in calculations. The
D0∗ (D¯0∗) width Γ0∗ is predicted in Sec. 3.2.2. The X (3872) width ΓX (δX ) depends on the
binding energy δX of the X (3872); see Sec. 3.3.5.
Particle Width (exp.) Width (calc.) Branching ratios (exp.)
D0∗ (D¯0∗) Γ [D0∗]< 2.1MeV Γ0∗ = (53.6± 1.0)keV BD0pi0 ≡ 64.7(9)%
(our prediction) BD0γ ≡ 35.3(9)%
D+∗ (D−∗) Γ [D+∗] = (83.4± 1.8)keV Γc∗ ≡ Γ [D+∗] (exp.) BD0pi+ ≡ 67.7(5)%BD+pi0 ≡ 30.7(5)%BD+γ ≡ 1.6(4)%











Figure 3.4.: Integrating out the deep-lying D0γ state. The induced imaginary D0∗ self-interactions iWn
(n ≥ 0) effectively describe the partial decay width ΓD0γ ≡ Γ [D0∗ → D0γ] with its large
branching ratio BD0γ = 35.3(9)%. Due to Galilean invariance, higher-order terms involve
powers of Ecm ∼ δ, as defined in Eq. (3.28), divided by the large scale mpi. The same picture
can be drawn for the D¯0∗ → D¯0γ channel. Radiative decays of charged D±∗ mesons are
neglected due to the small branching ratioBD+γ = 1.6(4)%; see Table 3.2.
Lagrangian
For clarity, the Lagrangian used in this thesis,
L ≡Lkin +LDpi +LDDpi , (3.30)














involves only pseudoscalar mesons D0 (D¯0) and pi0 with nonrelativistic propagators
iGa(k
0, k) = i

k0 + iε− k2
2ma
−1
(a ∈ {D0, pi0}) . (3.32)
In Feynman diagrams, they are represented by solid and dashed lines, respectively; see Fig. 3.5.
In contrast, the vector meson fields D0 and D¯0 represent two-body auxiliary fields, similar to the one




(∆0 + iW0) + (1+ iW1) i∂cm +
∑
n≥2










Figure 3.5.: The propagators of the D0 (D¯0) and pi0 mesons are depicted by solid and dashed lines, re-
spectively. The vector mesons D0∗ (D¯0∗) represent D0pi0 (D¯0pi0) two-body states and are
consequently depicted by solid-dashed double lines. The empty circle tells that the propaga-







Figure 3.6.: (a) The D0pi0 → D0∗ (D¯0pi0 → D¯0∗) vertex has the Feynman rule −g ki′ , where k and
i′ ∈ {1, 2, 3} denote the relative incoming momentum and vector meson polarization, re-
spectively. (b) The Feynman rule for the time-reversed process reads +g k′i .
In Appendix D.1 we show that D0 (D¯0) could in principle be eliminated using the equation of motion.7
That corresponds to performing the Gaussian path integral, i.e., a Hubbard-Stratonovich transformation.
However, for our purposes the auxiliary field formalism is more convenient. It allows us to treat the
D0D¯0pi0 three-body system as an effective D0D¯0∗ + c.c. two-body problem.
The first row in Eq. (3.33) defines the bare D0∗ (D¯0∗) propagator
i G(b)∗ (Ecm) = i

(∆0 + iW0) + (1+ iW1) (Ecm + iε) +
∑
n≥2




which is represented by a solid-dashed double line with empty circle; see Fig. 3.5.8 The D0∗↔ D0pi0







which has units MeV−3/2. Note that g must not be confused with the same-named one used by
Baru et al. [46]. The two are connected via g ≡ gBaru(2pi)3/2 since the momentum state normaliza-
tion 〈p1 | p2〉 = δ(3) (p1 − p2) in Ref. [46] lacks a factor (2pi)3. Due to the Galilean-invariant derivative,
the transition vertices involve the incoming/outgoing relative momentum of D0pi0 (D¯0pi0); see caption
of Fig. 3.6.
As the last step in our derivation, we equip our theory with a three-body force C0, depicted by an
empty square in Fig. 3.7. Its vertex is defined by the Lagrangian part
LDDpi = −C0 12

D0D¯0 + D¯0D0
† · D0D¯0 + D¯0D0+ · · · , (3.36)
which connects states (D0D¯0∗ + D¯0D0∗)/
p
2 with positive charge conjugation C = + in relative s-waves.
This specific choice respects the quantum numbers J PC = 1++ of the X (3872). Later, C0 will renormalize
the three-body amplitude by generating the X (3872) pole near the D0D¯0∗ + c.c. threshold.
7 In doing so, one recovers D0pi0 contact terms given by the second row of Eq. (2.4).
8 In Feynman diagrams, vector meson propagators have to be multiplied by the polarization-conserving factor δii
′
, which
we omit in the following.
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Figure 3.7.: The vertex −iC0δii′ , depicted by an empty square, connects (D0D¯0∗ + D¯0D0∗)/p2 combina-
tions in a relative s-wave.
Let us note that the vertex structure of C0 in Eq. (3.36) coincides with the one used in XEFT [102].
At LO, XEFT is a DD∗ zero-range theory with contact force C0 and no explicit pions. In fact, our LO
three-body amplitude will look very similar to the one of LO-XEFT. The important difference, however, is
that the vector mesons’ rest mass will contain the constant width term −iΓ0∗/2. A large part of the width
results from pion interactions within the vector meson propagators. Thus, as opposed to XEFT, we do
include pions already at LO.
Another conceptual difference between D0D¯0pi0 EFT and XEFT lies in the treatment of higher-order
terms summarized into the ellipses of Eq. (3.36). In XEFT, such terms are included in order to estimate
NLO corrections from the unknown DD∗ ERE coefficients. In order to gain more predictive power, we
include higher-order three-body terms only if needed to eliminate divergences from higher-order Dpi
two-body interactions. In fact, it turns out that C0 is sufficient to renormalize the theory up to NLO.
Higher-order three-body forces will thus be neglected in this work.
3.2 Two-body system: the D0∗ resonance
Due to the extreme proximity of the X (3872) to the D0D¯0∗ + c.c. threshold, the width and line shape of
the X (3872) crucially depend on the chosen vector meson propagator. Consequently, in this section, we
identify the leading D0∗ (D¯0∗) propagator in the kinematic region of the X (3872).
Given the EFT Lagrangian of Eq. (3.30), we implement the D0∗ as a p-wave resonance in D0pi0 scat-
tering. Due to charge conjugation symmetry of the X (3872), all steps in this section equally apply to
the D¯0∗ resonance in D¯0pi0 scattering. After recovering the p-wave ERE from (real) interactions in the
Lagrangian, we analyze its coefficients in terms of characteristic momentum scales. This analysis lays
the ground for the D0pi0 power counting with its expansion parameter δ/(mpi/2), which gives a nat-
ural explanation for the narrowness of the D0∗ resonance. The scheme is then extended to complex
D0∗ self-interactions capturing effects of the deep channel D0γ. At the end of the section, we derive an
appropriate expansion for the D0∗ propagator in the vicinity of the X (3872).
3.2.1 Self-energy and effective range expansion
The full D0∗ propagator can be obtained by dressing the bare one in Eq. (3.34) with self-energy bubbles
−iΣ∗(Ecm) to all orders. The corresponding Dyson series is depicted in Fig. 3.8. Due to Galilean invari-
ance, each ingredient depends only on the D0∗ center-of-mass energy Ecm as defined in Eq. (3.28). Let us
for the moment neglect all imaginary D0∗ self-interactions Wn in Eq. (3.34). The resummation procedure
then yields the full propagator9







∆0 + (Ecm + iε)−Σ∗(Ecm) +
∑
n≥2




9 The superscripts “(f)” and “(b)” indicate full and bare propagators, respectively, throughout the thesis.
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Figure 3.8.: The full D0∗ propagator iG(f)∗ (Ecm) is depicted by a solid-dashed double line with filled circle.
It can be expressed as a Dyson series of the bare propagator iG(b)∗ (Ecm) (with empty circle)
and the D0pi0 self-energy −iΣ∗(Ecm).
An explicit expression for the self-energy can be obtained by applying the Feynman rules in the caption of
Fig. 3.6 and integrating over the relative D0pi0 momentum l and energy l0 in the bubble.10 We perform
this calculation in Appendix D.2.
Note that the loop integral is divergent and has to be regularized. For example, one could use dimen-
sional regularization and the Power Divergence Subtraction (PDS) scheme with mass scale ΛPDS [19]. In
this scheme, the integral’s linear divergence in d = 2 dimensions is removed, which introduces a term
∝ ΛPDSEcm in the self-energy.11 At this point one sees that Galilean invariance is needed for a consistent
renormalization. Would we choose the D0∗ kinetic mass different from MDpi, e.g., to be mD0∗ > MDpi, the
bare propagator part in Eq. (3.37b) would not represent a series in Ecm anymore. The ΛPDSEcm term of
the self-energy could then not be eliminated. For further details, we refer to Appendix D.2.
For convenience, we use Minimal Subtraction (MS) instead of PDS for all practical calculations, which
is obtained from PDS by taking the limit ΛPDS→ 0. This choice renders the scaling analysis below much
more transparent since all Lagrangian parameters can be directly analyzed in terms of physical scales. In
any case, observables do not dependent on the choice of renormalization scheme. In MS, the self-energy
takes the form






In Eq. (3.38b), we express the self-energy in terms of the on-shell relative momentum
k¯ ≡ i [−2µDpi(Ecm + iε)]1/2 , (3.39)
a form, which will be convenient for the following analysis. Note that the self-energy is purely imaginary
for Ecm > 0⇔ k¯ > 0. It will thus introduce the nonzero pionic partial width ΓD0pi0 to the D0∗ pole; see
Fig. 3.9.
In the auxiliary field formalism, the full D0pi0 scattering amplitude i t∗ can be obtained by attaching
external D0pi0 legs to the full propagator as shown in Fig. 3.10. In doing so, we recover the ERE for
p-wave scattering [79]




k · k ′

−a−1∗ + r∗2 k¯





10 This choice of integration variables is convenient since it exploits the EFT’s explicit Galilean invariance.
11 A hard cutoff λ≥ |l| would lead to a similar term∝ λEcm. In addition, one obtained a scale-less cubic term∝ λ3.
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Figure 3.9.: Imaginary part of the self-energy Σ∗(Ecm) as function of the center-of-mass energy Ecm. At
resonance (Ecm = δ), it yields the pionic partial width ΓD0pi0 ; see Eq. (3.48b). Values for g2




Figure 3.10.: The full D0pi0 scattering amplitude i t∗(k, k ′; Ecm) is given by the full D0∗ propagator, at-
tached with external D0pi0 legs.
The p-wave unitary cut term −ik¯3 in Eq. (3.40b) is nothing but the rescaled self-energy. The scattering
volume a∗ (in MeV−3), the p-wave effective range r∗ (in MeV), and higher-order shape coefficientsP (2n)∗
(in MeV3−2n) can be matched to the Lagrangian parameters via











P (2n)∗ = − 6piµDpi
∆n
(2µDpi)n g2
(n≥ 2) . (3.41c)
These ERE coefficients will be analyzed in terms of characteristic momentum scales in the following.
3.2.2 Scaling analysis at threshold
It is known from experiment that the D0∗ resonance occurs at a D0pi0 center-of-mass energy of δ =
7.04(3)MeV [36]; see Fig. 3.1. This energy is much smaller than the already smallest meson mass
mpi ≈ 135MeV. As a consequence, we decided to integrate out high energy modes∼ mpi in the derivation
of D0D¯0pi0 EFT in Sec. 3.1. The energy scale separation δ/mpi  1 can be explained by an accidental
fine-tuning in the underlying theory, which is QCD.
As usual, we express the scale separation in terms of momenta. The small relative D0pi0 momentum
Klo required to see the resonance and the natural (high) scale Khi are set by
Klo ≡
Æ
2µDpiδ ≈ 42MeV , (3.42a)
Khi ≡ mpi ≈ 135MeV . (3.42b)
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Due to the fact that we use a nonrelativistic theory, the relativistic momentum Klo = mpi represents also






∼ 0.3 , (3.43)
which is not particularly small. Note, however, that the actual expansion parameter in the two-body
system will be χ2 = (Klo/Khi)2 ≈ δ/(mpi/2)≈ 0.1, as proposed in Eq. (3.2). This will be a consequence of
the ERE in Eq. (3.40b) being a series in k¯2. Thus, we expect quick convergence of the final D0∗ propagator
expansion. Below, we perform a scaling analysis for the leading resonance parameters [steps a)-e)].
a) Natural higher-order parameters
We may allocate to each ERE term and to the unitary cut a certain scaling behavior in Klo and Khi. Firstly,
near the D0∗ pole, the on-shell relative momentum k¯ ∼ Klo and thus | − ik¯3| ∼ K3lo. Secondly, due to the
fine-tuning δ mpi, also some ERE coefficients will involve the unnaturally small scale Klo. We assume
that these parameters are either a∗, r∗/2, or both of them. Thirdly, we assume that each higher-order
parameters P (2n)∗ scales with appropriate powers of the natural scale Khi, i.e.,
P (2n)∗ ∼ K3−2nhi (n≥ 2) . (3.44)
If the parameters P (2n)∗ would also involve powers of Klo, the theory exhibited even more fine-tunings,
a scenario unlikely to occur in nature [85, 105]. Higher-order terms are consequently suppressed by at
least one order in Klo/Khi compared to the unitary cut. The relation holds for higher-order coefficients
in the D0∗ propagator compared to the self-energy at resonance, i.e.,





(n≥ 2) . (3.45a)





(n≥ 2) . (3.45b)
The remaining scalings of a∗ and r∗/2 will be discussed below.
b) Consequences from the small D0∗ width
Given that higher-order terms ∝ ∆n in the propagator are small compared to the self-energy, we can
now match the remaining Lagrangian parameters, ∆0 and g, to the D
0∗ pole position. Without imaginary
interactions iWn, the D
0∗ decays only hadronically. We may thus demand
G(f) −1∗ (Ecm = δ− iΓD0pi0/2)≡ 0 . (3.46)
While a value for the partial width ΓD0pi0 has not been determined yet, an upper bound ΓD0pi0 < 1.4MeV
is known from experiment [36]. Thus, the ratio of the pole’s imaginary and real parts,
N ≡ ΓD0pi0/2
δ
< 0.1 , (3.47)
which indicates the “narrowness” of the resonance, is small. It can be used to derive approximate
relations for ∆0 and g















These relations are exact up to tiny corrections N Klo/Khi < 3%. In order for the approximations to fail,
the higher-order parameter P (4)∗ would have to be enhanced by a factor of order (N Klo/Khi)−1 > 33
which is unlikely. Later, we will obtain a narrowness parameter N ≈ 0.0025  0.1, which secures
the validity of the above approximations. Equation (3.48a) shows that our power counting fulfills the
demand of Sec. 3.1.4, that D0†[i∂cm − δ]D0 be the LO kinetic term. Moreover, we see that the width is
given by 2|Σ(δ)| to excellent accuracy; see also Fig. 3.9.
c) Parameter fixing: a value for the D0∗ width
While Eq. (3.48a) is determined by the experimental value of δ, Eq. (3.48b) contains two unknowns g2
and ΓD0pi0 . One possibility to resolve this problem is to use the latest Lattice QCD (LQCD) value for the
HHχPT coupling (gHHχPT)LQCD = 0.53(3)(3) from Ref. [106], defined with ( fpi)LQCD = 120MeV. Using
Eqs. (3.35) and (3.48b), we would obtain (g2)LQCD ≈ 3.6(4) ·10−8Mev−3 and (ΓD0pi0)LQCD = 36(4)keV.12
Apparently, LQCD suggest that the width is many orders smaller than the upper bound 1.4MeV.
Similar results are obtained if one decides to use the experimentally known width Γc∗ = 83.4(18)keV
of the charged vector mesons as input. As shown in Table 3.2, the D+∗ obtains partial widths from its
two decay channels D0pi+ and D+pi0 with branching ratios BD0pi+ = 67.7(5)% and BD+pi0 = 30.7(5)%.
The respective D∗ ↔ Dpi couplings read −p2g and −g, respectively, as was shown in Sec. 3.1. Just
like the D0∗, it can be interpreted as a p-wave resonance of its constituents. The respective rest mass
differences13 δ+0 ≡ mD+∗ − mD0 − mpi+ = 5.855(2)MeV and δ++ ≡ mD+∗ − mD+ − mpi0 = 5.69(8)MeV
scale like δ and are much larger than the partial widths ΓD0pi+ and ΓD+pi0 . Thus, the power counting

































= 3.48(8) · 10−8MeV−3 , (3.50a)
ΓD0pi0 = 34.7(9)keV , (3.50b)
which are in excellent agreement with the lattice results. The kinetic masses entering the reduced masses
µD0pi+ and µD+pi0 are given in Table 3.1.
Uncertainties indicated in Eqs. (3.50a)-(3.50b) are due to the experimental uncertainty of Γc∗. As
proposed above, the narrowness parameter N = ΓD0pi0/(2δ) ≈ 0.0025  0.1 is extremely small and
yields negligible theory uncertainties N Klo/Khi ∼ 0.075% (∼N3LO). For this reason, we use the central
values of g2 and ΓD0pi0 in Eqs. (3.50a)-(3.50b) in all later calculations. Our prediction for the full D
0∗
width thus reads
Γ0∗ ≡ ΓD0pi0/BD0pi0 = (53.6± 1.0)keV . (3.51)
d) Fine-tuning scenarios for a∗ and r∗/2
We are now in the position to give predictions for the leading ERE coefficients in Eqs. (3.41a)-(3.41b).
Using the calculated values for g2 and ∆0 of Eqs. (3.48a) and (3.50a), we obtain
a−1/3∗ = − 312(3)MeV (3.52a)
r∗
2
= − 17.1(4)GeV . (3.52b)
12 Here, we neglect the second, fitting-related uncertainty of (gHHχPT)LQCD.

















Figure 3.11.: The predicted value of r∗ in Eq. (3.52b) (horizontal grid line) fulfills Wigner’s causality bound
for p-wave scattering in d = 3 as given in Ref. [88]. The restriction states that r∗ ≤ b1,3(r)
(blue curve) must hold outside the interaction region, i.e., for r ≥ rint ∼ 1/mpi (orange area
and vertical grid line).
As a first step, we may check if these values fulfill Wigner’s causality bound for p-wave scattering (l = 1)
in d = 3 dimensions, which was determined in Ref. [88]. It states that r∗ is bound from above by the
function





outside the interaction region, i.e., for r ≥ rint. As can be seen in Fig. 3.11, the restriction is fulfilled for
rint ∼ 1/mpi and even for much smaller choices of rint.
Apparently, both a∗ and r∗/2 are much larger than the small momentum scale Klo ≈ 42MeV. As for
a∗, this circumstance is a direct consequence of the small width ΓD0pi0 . Due to Eqs. (3.48a)-(3.48b) and
the matching conditions of Eqs. (3.41a)-(3.41b), the separation of the inverse scattering volume and the
unitary cut at resonance is determined by the narrowness parameter like | − ik¯3/a−1∗ | ≈ |Σ(δ)/∆0| ≈
ΓD0pi0/(2δ) =N . Higher-order terms are further suppressed in our power counting. Thus, the existence
of a shallow resonance pole implies also a large p-wave effective range
r∗
2
∼ a−1∗ K−2lo . (3.54)
The resonance condition of Eq. (3.54) only fixes the relative scaling of the two parameters, but not
how they individually scale. In fact, infinitely many options are possible. One scenario that respects
the resonance condition is a−1∗ ∼ K3lo, r∗/2 ∼ Klo. It has been discussed by Bertulani et al. in order
to describe the shallow neutron-alpha p-wave resonance [79]. A disadvantage of this scheme is that it
requires two combinations of Lagrangian parameters,∆0/g
2 and 1/g2, to scale unnaturally. According to
Bedaque et al., a scenario with less fine-tuning should be preferred instead. They suggested the modified
scheme a−1∗ ∼ K2loKhi, r∗/2 ∼ Khi, in which only the combination ∆0/g2 is unnaturally small [85].
However, none of the two schemes seems to be able to explain the extremely large value of r∗/2 in
Eq. (3.52b), which exceeds Khi by many magnitudes.
There is exactly one more scaling scenario which requires a single fine-tuning, being
a−1∗ ∼ K3hi , (3.55a)
r∗
2
∼ K−2lo K3hi . (3.55b)
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This scheme assumes that r∗/2 is enhanced, while a∗ scales naturally. Given that |a−1/3∗ | ≈ 2.3mpi, these
choices are in agreement with the numerical values of Eq. (3.52a)-(3.52b). We thus suggest this scaling
scenario for the D0pi0 sector. Let us emphasize that other scenarios compliant with Eq. (3.54) may be
possible, but they would inevitable involve more than one fine-tuning.
In the new scheme, the coupling is unnaturally small,
1
2µDpig2
∼ K−2lo K3hi µDpi6pi , (3.56)
while ∆0/g

















We see that the narrowness of the D0∗ resonance can be explained naturally in terms of typical D0pi0
momentum scales. For the rest of the thesis, however, we keep the narrowness parameter N in all
scaling analyses explicit, in order to ensure that power counting predictions for the X (3872) width do
not dependent on a certain scaling scheme for a∗ and r∗/2.
3.2.3 Extension for radiative D0∗ decays
The radiative partial width ΓD0γ = 18.9(9)keV ≈ 0.55 ΓD0pi0 is of the order of the hadronic partial width.
Thus, it is as important for the X (3872) width, and we count ΓD0γ ∼ ΓD0pi0 . In order to implement
ΓD0γ in the D
0∗ propagator, we now allow the Lagrangian parameters to be complex, i.e., we allow for
Wn 6= 0 (n ≥ 0). The former scaling relations of the coefficients ∆n (n ≥ 0) shall not be affected by this
procedure. The new pole position will then be given by
E∗ ≡ δ− i Γ0∗2 . (3.58)
Since ΓD0γ/2 ∼ N δ ∼ N (Klo/Khi)2 K2hi/(2µDpi), all imaginary parts Wn are expected to be at least
suppressed by a common factor N (Klo/Khi)2. Other than that, no fine-tunings between different Wn are
assumed. It follows that






δ (n≥ 0) (3.59)





1+O  K2lo/K2hi . (3.60)
3.2.4 Propagator expansion at resonance
In the previous section, we saw that the unitary cut is many times smaller than the leading ERE terms
a−1∗ ∼ r∗/2k¯2. When working close to Ecm = 0, it can consequently be neglected at LO. However,
Bedaque et al. pointed out that this is no longer true if one studies physics close to the resonance, as
is the case for the X (3872). In this region, the two leading terms almost cancel and the unitary cut
becomes the new leading quantity. Due to this “kinematic fine-tuning” |Ecm − δ|/δ 1, the resonance
value of the unitary cut, i.e., the nonzero D0∗ width, has to be included nonperturbatively at LO. The LO
D0∗ propagator in the vicinity of the X (3872) is thus given by the Breit-Wigner form
iG(LO)∗ (Ecm)≡ i [Ecm − E∗ + iε]−1 (3.61)
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= + Σ¯∗ + . . .
with Σ¯∗ = +
Figure 3.12.: Pole expansion of the full D0∗ propagator. The first correction to the LO propagator
iG(LO)∗ (Ecm) (without a circle) contains the self-energy insertion −iΣ¯∗(Ecm). It is given by
the self-energy loop −iΣ∗(Ecm) and a counter term +iΣ∗(E∗) (second row).
with pole position E∗ given in Eq. (3.58). In Feynman diagrams, it will be represented by a simple
solid-dashed double line; see Fig. 3.12.
Subleading corrections to this expression can be obtained by expanding the full propagator around
Ecm = E∗. In order to do so, we write the propagator in the form




(Ecm + iε)−Σ∗(Ecm) +
∑
n≥2
(∆n + i Wn) (Ecm + iε)
n − [Ecm→ E∗]
−1
(3.62a)
= iG(LO)∗ (Ecm) ·

1 −iΣ¯∗(Ecm) · iG(LO)∗ (Ecm)︸ ︷︷ ︸
=O (N 2)+iO (N )
+O (N Klo/Khi) + iO
 N K2lo/K2hi . (3.62b)
Note that the expression [Ecm → E∗] in Eq. (3.62a) is nothing but the constant −(∆0 + iW0) = δ −
iΓD0γ/2+ · · · . All “propagator corrections” in the brackets of Eq. (3.62b) are at least suppressed by the
narrowness parameter N = ΓD0pi0/(2δ)  1 and possibly also by powers of Klo/Khi; see Eqs. (3.45b),
(3.48b) and (3.59). Such corrections involving higher order parameter ∆n (n ≥ 2) or iWn (n ≥ 1) are
condensed into the expression O (N Klo/Khi) + iO
 N K2lo/K2hi.
The first correction,
− iΣ¯∗(Ecm) · iG(LO)∗ (Ecm)≡ Σ∗(Ecm)−Σ∗(E∗)Ecm − E∗ ∼ Σ
′∗(E∗) = O
 N 2+ iO (N ) , (3.63)
is given by the self-energy and a counterterm +iΣ∗(E∗) as shown in Fig. 3.12. The scalings ∼ N 2 and∼N of real and imaginary part in Eq. (3.63) follow from E∗ ∼ δ(1+ iO (N )) and Σ′∗(E∗) ∼ Σ∗(E∗)/E∗.
For illustration, we plot the self-energy correction for complex Ecm in Fig. 3.13 using the values of g
2 and
E∗ obtained above. Indeed, the scaling predictions are correct in the region of the D0∗ pole (indicated by
red dots).
Remarkably, the scalings of Eq. (3.63) do not only hold close to Ecm = E∗, but also close to Ecm = 0;
see Fig. 3.13. That is due to the fact that the difference quotient in Eq. (3.63) collapses to Σ∗(E∗)/E∗ at
this point. All propagator corrections exhibit this feature since they also represent difference quotients
of the terms in Eq. (3.62a). This observation is crucial for this work because both regions are important
for the X (3872) width power counting in Sec. 3.3.
For the X (3872) width, only imaginary parts of the propagator corrections are relevant. The self-
energy correction with its scaling iO (N ) will thus be the most important one. It will modify the X (3872)
width at NLO. All other imaginary corrections are suppressed by even powers of Klo/Khi. That is a direct
consequence of the fact that the ERE is analytic in Ecm ∼ K2lo/(2µDpi). It follows that two-body corrections























































Figure 3.13.: (a) Real part and (b) imaginary part of the self-energy correction −iΣ¯∗(Ecm) · iG(LO)∗ (Ecm) in
Eq. (3.63), in units of N 2 and N . For clarity, we continued Σ¯∗(Ecm) to the second sheet
(Im Ecm < 0), where the D0∗ pole position E∗ = δ− iΓ0∗/2 lies (indicated by red dots).
as proposed already in Eq. (3.2).
A convenient side-effect of the expansion in Eq. (3.62b) is that at each power counting order, there
is only one energy pole representing the D0∗. If one instead directly truncated the denominator of
the full propagator at some higher-order, one would find unphysical deep poles [79]. For example, a
propagator ∼ [Ecm − δ − Σ∗(Ecm)]−1, which includes the full self-energy nonperturbatively, exhibits a
pole at Ecm ≈ −δ/N 2 ≈ −1.13TeV, which lies far outside the EFT’s region of applicability.14 Such
artifacts are avoided when choosing the pole expansion above.
Before we turn to the three-body system, let us mention that relativistic corrections to the D0∗ prop-
agator are strongly suppressed by multiples of the inverse total mass M−1Dpi and can be neglected at the
order we are working; see Appendix D.3.
3.3 Three-body system: the X(3872) resonance
In this section, we implement the X (3872) as an energy pole in the D0D¯0∗ + c.c. Faddeev amplitude.
Firstly, we construct the nonperturbative amplitude in the 1++ channel from Feynman diagrams. For
renormalization, we introduce the three-body force defined in Eq. (3.36).
Secondly, we identify the relevant expansion parameters of the three-body system (χ3 in Eq. (3.2)).
Based on a diagrammatic power counting for the X (3872) width ΓX , we decompose the Faddeev ampli-
tude into an LO part and three NLO corrections, the latter being suppressed by powers of χ2 ∼ χ3 ∼ 0.13.
The power counting exploits the D0∗ (D¯0∗) propagator expansion of Eq. (3.62b).
Lastly, we give predictions for the width ΓX of the X (3872) at LO and NLO in the case of a bound
X (3872). It turns out that the LO width is just given by the D0∗ width, i.e., Γ (LO)X = Γ0∗. At NLO, ΓX
obtains a mild dependence on the binding energy δX . Remarkably, the three NLO corrections cancel
near the experimentally reasonable value δX = 50keV. This observation gives rise to high accuracy of
the width already at LO.
3.3.1 Faddeev amplitude
Due to the fact that the vector mesons are unstable, they can never appear as asymptotic states. Still, we
may define a transition amplitude iT , which connects intermediate D0D¯0∗ + c.c. states, for example in






Figure 3.14.: The full D0D¯0∗ + c.c. Faddeev amplitude iT can be used to calculate the full D0D¯0pi0 three-







Figure 3.15.: The pion exchange diagram −iV connects different flavor eigenstates |ψ〉, ψ¯.
D0D¯0pi0 three-body scattering as shown in Fig. 3.14. In this thesis, we use iT to calculate the D0D¯0pi0
production amplitude.
Construction




of the flavor eigenstates
|ψ〉 ≡ D0D¯0∗ , ψ¯≡ D¯0D0∗ . (3.66)
Let Tˆ be the scattering operator and iTφinφout ≡ 〈φout| i Tˆ |φin〉 the amplitudefor a specific transition.
The desired C = + amplitude iT ≡ iTψ+ψ+ then fulfills
iT = 〈ψ+| i Tˆ |ψ+〉= 12
 
iTψψ + iTψ¯ψ¯ + iTψ¯ψ + iTψψ¯

= iTψψ + iTψ¯ψ . (3.67)
In Eq. (3.67), we applied the relations Tψ¯ψ¯ = Tψψ and Tψψ¯ = Tψ¯ψ, which follow from charge conjugation
symmetry of the Lagrangian in Eq. (3.30). In the following, we discuss the three DD∗ interactions, from
which iT will be constructed up to NLO.
Firstly, different flavor eigenstates are connected via pion exchange. The respective tree-level diagram
for |ψ〉 → ψ¯, denoted −iVψψ¯, is shown in Fig. 3.15. The process is invariant under charge conjuga-
tion. Thus, −iV ≡ −iVψ¯ψ = −iVψψ¯ be the generic pion exchange diagram. For incoming (outgoing)
polarization i ( j), relative DD∗ momentum15 p (q), and total energy E, it is given by
V i j (p, q ; E) = g2
(ξp + q)i (ξq + p) j
E − p22µDpi − q
2
2µDpi
− p·qmpi + iε
, (3.68)
with ξ≡ mD/MDpi ≈ 0.93. The function V will be called “pion exchange potential” in the following.




. In the center-of-mass system, this expression equals
the momentum of the pseudoscalar meson (spectator) p = pD = −pD∗ .
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T = + + Ic
+ T + T + Ic T
Figure 3.16.: The full Faddeev equation for the C = + amplitude iT includes the three-body vertex −iC0
(white square), the pion exchange potential −iV , and an effective s-wave interaction −iIc
from charged mesons. Loop integrals in the second row involve the full D0∗ (D¯0∗) propagator
iG(f)∗ .
Secondly, the three-body vertex of Eq. (3.36) connects all combinations of |ψ〉 and ψ¯ with equal
strength −iC0/2δi j. Thirdly, we allow for an additional DD∗ s-wave interaction −iIc(E)/2δi j which
takes into account NLO contributions from the charged DD∗ threshold; see Fig. 3.1. The full analytic
form of Ic will be given at the end of Sec. 3.3.4.
Symbolically16, we then obtain the coupled amplitude system









G(f)∗ Tψ¯ψ , (3.69a)









G(f)∗ Tψ¯ψ . (3.69b)
Due to Eq. (3.67), an equation for T can be obtained by adding Eqs. (3.69a) and (3.69b), yielding
T = − (C0 + V + Ic) + (C0 + V + Ic) G(f)∗ T . (3.70)
Thus, the two-channel Faddeev amplitude system simplifies to a single equation for T . Diagrammatically,
Eq. (3.70) is shown in Fig. 3.16.
We evaluate the Faddeev equation in the center-of-mass system at energy E (relative to the D0D¯0pi0
threshold). The integrals are performed over the four-momentum qµ ≡ (q0, q) of the respective spec-
tator particle (D meson). In the center-of-mass system, q represents also the relative DD∗ momentum.
The q0 integrals are performed using the residue theorem, similar to the D0∗ self-energy calculation in








+g (−ξp − q)i  −g (−ξq − p) j iG(f)∗ E − q0 − q22MDpi  iT ji′ (q , p ′; E)
q0 − q22mD + iε
h
E − p22mD − q0







g2 (ξp + q)i (ξq + p) j
E − p22mD − q
2
2mD








q , p ′; E

, (3.71b)
where lifting the pole at q0 = q2/(2mD)− iε introduces a factor −i. In Eq. (3.71b), we recover the pion
exchange potential of Eq. (3.68). The full Faddeev equation for T then reads
T ii
′  
p, p ′; E













 T ji′  q , p ′; E . (3.72)
16 We omit intermediate spectator propagators, loop integrals, and polarization sums in this short-hand notation. As exem-
plified below, loop integrals effectively introduce a factor −i.
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An important feature of the given process is that exchanged pions can go on shell for E > 0. That is


















2 + q2)−mpi(E + iε)
pq
. (3.73b)
As a consequence, pion exchanges modify the X (3872) width at NLO (see below).
Partial wave projection
In principle, one could solve Eq. (3.72) for fixed i′, p ′, and E in three spatial dimensions. However,
this equation contains contributions from all spin-parity channels J P , of which only J P = 1+ exhibits the
X (3872) as a pole. Consequently, we perform a partial wave projection onto J = 1 and L ∈ {0, 2}, where
the total angular momentum J ≡ L+ S is build from the orbital angular momentum L and the total spin
S (with S = 1).
Our partial wave projection procedure is inspired by Ref. [46], in which Baru et al. defined projection
operators based on vector spherical harmonics. For each individual interaction in Eq. (3.72) and the
amplitude, these operators absorb dependencies on the polarizations as well as the angular parts pˆ ≡
p/p of the momenta (similar pˆ ′ and qˆ). For a general definition of the projectors and their properties, we
refer to Appendix C. Let Ii j be an interaction or amplitude in Eq. (3.72). The partial wave decomposition
then reads






3L′J (p, q; E) P i j3LJ ,3L′J
(pˆ, qˆ) , (3.74a)
= I
3S1,
3S1 (p, q; E) δi j
+ I
3D1,




δi j − 3 pˆ i pˆ j+ I3S1,3D1 (p, q; E) 1p
2
 
δi j − 3 qˆ iqˆ j
+ I
3D1,




δi j − 3  pˆ i pˆ j + qˆ iqˆ j+ 9 pˆ iqˆ j (pˆ · qˆ)
+ · · · , (3.74b)
where L (L′) denotes the orbital angular momentum in the incoming (outgoing) channel. Note that the
s-wave projector exhibits the simple form P i j3S1,3S1
(pˆ, qˆ) = δi j in our convention.17 Thus, projections of
the interactions C0δ
i j and Ic(E)δi j in Eq. (3.72) are trivial.
We aim at the calculation of the s-wave amplitude T
3S1,
3S1 . Through pion exchanges, it couples to the
s-d-mixing amplitude T
3D1,












(p, q; E) . (3.75)











dq q2 K 1
+





17 In Ref. [46], the projectors exhibit an additional factor 1/(4pi).
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which we regularize with a cutoff Λ≥ q. The dependence of the amplitude T 3S1,3S1 on Λ will be absorbed
into the three-body force C0(Λ). In order to capture all relevant low-energy physics, we will choose
















(p, q; E) (3.77)
and the D0∗ (D¯0∗) propagator function






The partial wave components V
3L1,
3L′1 of the pion exchange potential appearing in the interaction
matrix are calculated in App. D.4. They read
V
3S1,














I (·)pi;D,D (p, q; E) , (3.79a)
V
3S1,










pq tˆ1 + ξ p
2 tˆ2

I (·)pi;D,D (p, q; E) , (3.79b)
V
3D1,
3S1 (p, q; E) = V
3S1,
3D1 (q, p; E) , (3.79c)
V
3D1,

















I (·)pi;D,D (p, q; E) , (3.79d)
with integral functions tˆL I
(·)
pi;D,D (p, q; E) ≡ I (L)pi;D,D (p, q; E) (L ≥ 0) defined in Appendix C.2. For large
loop momenta q p, (mpiE)1/2, the s-wave component
V
3S1,
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≡ V (∞) (3.80b)
approaches the constant V (∞) ≈ −2.72GeV−2 < 0.18 The associated divergence in Λ→∞ can be cured
by shifting the three-body force C0(Λ) by the amount −V (∞) whenever pion exchanges are present; see
Fig. 3.24.
Renormalization




3S1) numerically. More precisely, we
perform an exponential transformation [0, Λ]→ [0, 1] of the integration region putting emphasis onto
momenta q Λ and then discretize the interval using Gaussian quadrature.
At this stage, however, we are not so much interested in the amplitudes themselves, but rather in their
pole structure. In particular, for fixed binding energy δX > 0 and cutoff Λ, we wish to adjust C0(Λ) such
that the amplitudes exhibits a pole at
EX ≡ (δ−δX )− i ΓX (δX )2 . (3.81)



























Figure 3.17.: (a) From NLO, the integration kernel exhibits a three-body cut at E = 0 along the real axis,
stemming from dynamical pion interactions. The two-body cut, starting at E∗ = δ − iΓ0∗/2
(white dot), and the X (3872) pole at EX = δ − δX − iΓX/2 (red dot) are hidden on the
second energy sheet, which lies below the first sheet (shaded area). (b) By rotating the
loop momenta q → q exp (−iϕ) with ϕ > 0, we partially reveal the second energy sheet.
That allows for a direct computation of the Fredholm determinant at the X (3872) pole.
Dimensions on the two sketches are not to scale.
More precisely, we demand a certain real part for the pole, while the imaginary part should come out as
a prediction. Numerically, we determine the pole position EX by searching the complex energy root of
the Fredholm determinant of Eq. (3.76). This procedure is explained in detail in Appendix D.5.1. We
expect that for Λ→∞, the width ΓX (δX ) does not depend on the cutoff. Similarly, the δX dependence
of C0(Λ) will vanish as Λ→∞.
Note that the functions I (l)pi;D,D (p, q; E) in the partial wave components Eq. (3.79a)-(3.79d) exhibit
logarithmic divergences for E > 0. That is a consequence of the possibility for exchanged pions to go
on shell; see Eq. (3.73a). The logarithmic divergences introduce a three-body cut along the positive real
energy axis to the amplitudes. This cut hides the X (3872) pole and the two-body cut starting at E∗,
which both lie on the second energy sheet; see Fig. 3.17(a). The cut also shows up in the Fredholm
determinant which we need to calculate in the renormalization procedure. Thus, from NLO, when pion
exchanges are included, we cannot directly access the pole position of the X (3872) anymore.
We circumvent this obstacle by rotating the loop momenta into the complex plane, i.e., we let q →
q exp (−iϕ) with small angle ϕ > 0. The rotated integration path, which now ends at Λexp (−iϕ) ∈ C,
is followed by a closing arc back to Λ ∈ R. This procedure partially reveals the second sheet as can be
seen in Fig. 3.17(b). If we choose 2ϕ > arg (EX ), we can directly access the X (3872) pole at EX .
3.3.2 Three-body momentum scales
In the following, we will decompose the 1++ Faddeev equation (3.76) into a LO part, some NLO con-
tributions and negligible higher-order ingredients. This simplification procedure is based on a scaling
analysis, which uses the typical momentum scales of the two- and three-body system. In Sec. 3.2, we
already showed that the D0∗ propagator can be expanded in the energy ratio χ2 ∼ δ/(mpi/2) ≈ 0.1,
where δ ≈ 7MeV is an unnaturally small energy scale.
The three-body sector, however, exhibits two small energy scales, given by δ and also the binding
energy δX = (−0.01± 0.2)MeV. These scales define the typical DD∗ momenta19
P∗ ≡
Æ
2µ∗δ ≈ 117MeV , (3.82a)
PX ≡
Æ
2µ∗δX ∈ [0, 20]MeV . (3.82b)
19 In Eq. (3.82b) and in the following we assume δX ≥ 0.
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The PX range given in Eq. (3.82b) follows from the experimental uncertainty of δX . Apparently, the two
scales are strongly separated. Their ratio defines the small three-body expansion parameter
χ3 ≡ PXP∗ =
√√δX
δ
≤ 0.17 . (3.83)
XEFT counts powers of PX and P∗ collectively like a small momentum Q [102]. Our scheme improves
upon this point by distinguishing the two scales. At NLO, we will encounter contributions from the
charged DD∗ threshold, which lies at an energy ν ≈ 8MeV above the X (3872). This number is of the




Given that the centroid of the experimental range δX ∈ [−0.21, 0.19]MeV is close to 0, the actual
value of δX is likely smaller than 0.19MeV. That means that the expansion parameter χ3 is probably
smaller than the upper bound 0.17 indicated in Eq. (3.83). It could even be of the same order as
χ2 = (Klo/Khi)2 ∼ 0.32 = 0.09. Thus, for simplicity, we count χ3 ∼ χ2 in this thesis. This choice
corresponds to the representative binding energy
(δX )χ3=χ2 = δχ
2
2 ∼ 0.092δ ∼ 57keV , (3.85)
i.e., (PX )χ3=χ2 ≈ 11MeV, which we will take as a reference value in calculations.
Let us emphasize that P∗ ≈ 117MeV represents a low momentum scale describable by our EFT, given
that it results from the unnaturally small energy scale δ. Thus, it must not be misinterpreted as a
breakdown point of the theory, even though the value of P∗ is close to the relativistic momentum scale
Khi = mpi ≈ 135MeV of the two-body system. Nonrelativistic charm mesons dynamics can be neglected
as long as momenta are much smaller than mD ≈ 1865MeV. That is the case for momenta of the order P∗.
A breakdown point for the DD∗ system is expected to lie in the chiral breakdown regime Λχ ∼ 500MeV
of HHχPT.
The reason why P∗ seems large is that it is calculated using the three-body reduced mass µ∗ ≈ 965MeV.
It is much larger than µDpi with a ratio
r ≡ µDpi
µ∗
≈ 0.13∼ χ3 (3.86)
comparable to χ3. Thus, one should not directly compare two- and three-body momenta in strongly
mass-imbalanced systems. It is due to the small mass ratio that multi-pion exchanges will be negligible
at NLO. We systematize such mass ratio suppressions by counting r ∼ χ3 in this thesis.
3.3.3 X (3872) width at LO
In Sec. 3.2 we showed that D0∗ propagator corrections are suppressed by the narrowness parameter N
and possibly powers of χ2. Moreover, we claimed that pion exchanges involve powers of the small mass
ratio µDpi/µ∗ and charged meson contributions are suppressed by (δX/ν)1/2. All these claims will be
confirmed in the detailed NLO analysis below.
Let us use the short-hand notation
T00 ≡ T 3S1,3S1 (3.87)
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T (LO) = + T (LO)
Figure 3.18.: Amplitude T (LO) i j = T (LO)00 δ
i j for the calculation of the X (3872) width at LO.
in the following. The LO amplitude T (LO)00 can then be obtained by neglecting all suppressed ingredients
of T00. It is given by an iteration of the LO D
0∗ propagator iG(LO)∗ of Eq. (3.61) alongside the three-body
force C0. The corresponding Faddeev equation is shown in Fig. 3.18.
Since we switched of pion exchanges in Fig. 3.18, the LO amplitude does not depend on relative
momenta, but only on the energy. Moreover, the s-d-mixing component T
3D1,
3S1 vanishes. The Faddeev
equation can then be solved analytically. It reduces to the simple form





E − q22µ∗ − E∗ + iε
T (LO)00 (E) , (3.88a)
= − C0(Λ)

1+ 2µ∗ J (Λ)3,0
− 2µ∗ (E + iε− E∗) T (LO)00 (E) , (3.88b)
with s-wave integral function J (Λ)3,0 given in Eq. (B.11f).
We obtain








Λ−Æ2µ∗ (E∗ − E − iε) +O  Λ−1−1 . (3.89)
Renormalization can also be done analytically. By demanding a pole at E = EX , one directly obtains
Γ (LO)X = Γ0∗ , (3.90a)




Λ−Æ2µ∗δX +O  Λ−1 , (3.90b)
if C0 is chosen real. As stated above, the LO width is given by the full D
0∗ width, independently of δX .
By plugging Eq. (3.90b) into Eq. (3.89), we obtain the renormalized LO amplitude




2µ∗(E∗ − E − iε)
−1 ≡ reg+ Z (LO)
E − E(LO)X + iε
, (3.91)
with LO pole position E(LO)X = E∗ −δX and LO residue
Z (LO) =









Note that the residue is proportional to the small momentum PX = (2µ∗δX )1/2 defined in Eq. (3.82b).
This observation implies that all corrections to the LO X (3872) pole will at least involve one suppression
factor PX ; see below.
The LO amplitude resembles a zero-range s-wave amplitude of two point-like particles, but with com-
plex rest mass E∗. Thus, at LO, the substructure of the vector mesons, reflects itself only in the constant
width. In contrast to the result of Braaten and Lu in Ref. [44], the width is energy-independent. The en-
ergy dependence, which is given by the full D0∗ self-energy, will be introduced at NLO through self-energy
corrections in the D0∗ propagator.
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3.3.4 Scaling analysis and NLO width corrections
Given the momentum scales of the two- and three-body sectors, we are now in the position to demon-
strate the NLO nature of self-energy corrections, pion exchanges, and charged meson states for the
X (3872) width. In principle, these corrections do not only modify the width, but also the binding energy
of the X (3872) pole. Our renormalization scheme, however, keeps the real part of the pole fixed in each
calculation by readjusting the three-body force. Consequently, we focus explicitly on the width in the
subsequent analysis.
In this thesis, we calculate the width only up to NLO. N2LO corrections can be neglected for two
reasons. Firstly, the small expansion parameters χ2 ∼ χ3 ® 0.13 give rise to a fast convergence of the
power counting scheme. NLO predictions are thus already much more accurate compared to EFTs with
larger expansion parameters. Secondly, N2LO corrections ∼ 0.132 ® 2% are expected to be of the order
of the experimental uncertainties of input parameters like the charged width Γc∗ (∼ 3%). For this reason,
a detailed N2LO does not yield any predictive power. In order to demonstrate the convergence of the
power counting scheme, we show that partial N2LO corrections from the d-wave channel are of expected
size.
a) Power counting
We investigate diagrammatic corrections to the LO system of Fig. 3.18 in a comprehensive power count-
ing analysis. The power counting attributes certain mass and momentum factors to propagators, vertices,
integral measures, etc. Given that two low-momentum scales PX and P∗ exist in the three-body system,
we investigate the overall scaling of a loop integral for loop momenta in both regions, i.e., for q ∼ PX
and q ∼ P∗.
In nonrelativistic EFTs, energies are typically counted like squared momenta. That is a consequence
of the nonrelativistic dispersion relation. Consequently, for a relative DD∗ four-momentum qµ = (q0, q),
we count integral measures dq4 ∼ q0q3 ∼ q5/(2µ∗), where q ≡ |q |. For clarity, however, we won’t keep
track of reduced mass factors like 2µ∗ in the power counting since they can be factored out. Charm
meson propagators are then counted like
GD ∼ G(LO)∗ ∼ q−2 (q ∈ {PX , P∗}) . (3.93)
For pion propagators, the governing mass factor is 2µDpi  2µ∗. That can be seen from the pion
exchange potential in Eq. (3.68). Factoring out this factor effectively introduces an overall suppression
of r = µDpi/µ∗ for each exchanged pion. Moreover, the pion propagator depends on both the incoming
and outgoing relative momenta pin and pout [p and q in Eq. (3.68)], such that we count
Gpi ∼ rp2in + p2out
(pin, pout ∈ {PX , P∗}) . (3.94)
In Eq. (3.56) of the two-body sector, we expressed the magnitude of the coupling g in terms of two-
body quantities Klo,Khi, and µDpi. In the three-body sector, however, one has to do so using the quantities
PX , P∗, and µ∗. Numerically, we find 1/(2µ∗g2)≈ 0.8 P∗µ∗/(2pi). Thus, we effectively count
g ∼ P−1/2∗ . (3.95)
Let us, for illustration, apply the above power counting scheme to the two-pion exchange diagram
in Fig. 3.19. In this specific diagram, the momentum factors of the four vertices cancel with those of
the pion exchange propagators, e.g., (p + q)2/(p2 + q2) ∼ 1 on the left-hand side. For fixed q, one
then obtains the expression g4r2q with g4 ∼ P−2∗ . We now pick up contributions from the two low-
momentum regions by formally summing over q ∈ {PX , P∗}. That yields an overall scaling r2P−1∗ of the
diagram. Certainly, this simple scheme yields only a rough estimation of the true integral value. Still, we
will see that it correctly predicts the power counting order of the pionic NLO contributions and even of
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Figure 3.19.: Exemplary power counting of a two-pion exchange diagram.
b) Diagrammatic width estimation
Let I be an arbitrary interaction other than C0. In particular, I could either be an effective D
0D¯0∗ + c.c.
interaction or a certain D0∗ (D¯0∗) propagator correction. Resumming I to all orders leads to a shift in
the LO pole position, i.e., E(LO)X = δ − δX − iΓ0∗/2 → E(I)X ≡ E(LO)X +∆E(I)X . Similarly, the LO residue
of Eq. (3.92) gets shifted like Z (LO) → Z (I) ≡ Z (LO) +∆Z (I). Our goal is now to determine these shifts
diagrammatically for given I.
In the first step, we compare the new amplitude
T (I)00 = reg+
Z (I)
E − E(I)X + iε
= reg+
Z (LO) +∆Z (I)
E − E(LO)X + iε
+
 
Z (LO) +∆Z (I)

∆E(I)X 
E − E(LO)X + iε
2 + · · · (3.96)
with the generic form




+ · · · , (3.97)






∆Z (I) = Z (LO) a(I) . (3.98b)
The coefficients a(I), b(I), etc. summarize I-dependent parts of the different diagrams contributing to
T (I)00 , evaluated at E = E
(LO)





in Eq. (3.97) stands for all diagrams
induced by the interaction I that include exactly two powers of the LO amplitude.
In Ref. [107], Jansen et al. used the above relations to determine NLO contributions to the binding en-
ergy δX in XEFT. Our renormalization scheme, however, fixes δX by resumming an appropriate correction
term ∆C (I)0 alongside I, such that Re∆E
(I)
X = 0 at every order.
Note that the coefficients a(I), b(I) generally dependent on momenta. At the same time, Eq. (3.98a)
demands that the combination b(I)/(1+ a(I)) be just a number. In Ref. [108], this property of the coeffi-
cients was explicitly checked for XEFT at NLO. More generally, however, it follows from the momentum
independence of the LO amplitude; see Eq. (3.91). Since T (LO)00 depends only on E, two loop momentum
integrals connected by T (LO)00 always factorize. Omitting the energy dependence of T
(LO)












′) = f (I)in (p) f
(I)
out(p







= f (I)in (p) T
(LO)
00 b¯
(I) T (LO)00 f
(I)
out(p
′) = f (I)in (p) f
(I)
out(p
′)× b¯(I)  T (LO)00 2 . (3.99b)
The functions f (I)in (p), f
(I)
out(p
′) dress incoming and outgoing channels with interactions I. Moreover, due
to integral factorization, the intermediate factor b¯(I) is just a number. By comparison of Eqs. (3.99a)-
(3.99b), one then finds immediately that b(I)/(1+ a(I)) = b¯(I) is independent of momenta.
45
Σ¯∗
T (LO) T (LO)
b¯(1Σ¯∗) ∼ (N 2 + iN )P∗
(a)
+ T (LO) T (LO)
b¯(1pi) ∼ (r + i r2/4)P∗
(b)
Figure 3.20.: Pion interaction diagrams contributing to ΓX at NLO: The width shift due to single self-
energy corrections is proportional to diagram (a). Diagram (b) determines the shift due to
one-pion exchanges. The indicated scalings are derived in the text.
It follows that the width shift induced by I is given by
∆Γ
(I)
X = −2 Im∆E(I)X = −2 Z (LO) Im b¯(I) . (3.100)
The expression b¯(I) in Eq. (3.100) can be obtained by considering all diagrams with interactions I be-
tween two LO amplitudes, like in Fig. 3.20. As proposed above, all corrections to the width are at least
proportional to the small LO residue, i.e., to PX = (2µ∗δX )1/2. For a given interaction I, we now conduct
the following steps:
1. Identify all diagrams induced by I that contribute to b¯(I) (T (LO)00 )
2.
2. Determine their scaling using the power counting above.
3. Estimate ∆Γ (I)X using Eq. (3.100).
c) Propagator corrections
In order to estimate corrections to the LO width from D0∗ (D¯0∗) self-interactions, we make use of the ex-
pansion derived in Eq. (3.62b). The most important such interaction is given by the self-energy insertions
Σ¯∗ of Eq. (3.63).
The width shift∆Γ (1Σ¯∗)X induced by single self-energy insertions
20 is proportional to the diagram shown
in Fig. 3.20(a), evaluated at E = E(LO)X = E∗ − δX ; see above. Let q be the loop momentum. In the









E∗ , q ∼ PX
0 , q ∼ P∗
. (3.101)
In these two Ecm regions, the self-energy correction [Σ¯∗G(LO)∗ ](Ecm) ∼ N 2 + iN is suppressed by
powers of the narrowness parameter N = ΓD0pi0/(2δ)≈ 0.0025; see Sec. 3.2. The two remaining propa-
gators and the integral measure in Fig. 3.20(a) contribute a factor q, such that the main contribution to
the integral stems from q ∼ P∗. We obtain the overall scaling b¯(1Σ¯∗) ∼ (N 2 + iN )P∗. That leads to
∆Γ
(1Σ¯∗)
X = −2 Z (LO) Im b¯(1Σ¯∗) ∼ 2 PX N P∗ = 2 PXP∗ N P
2∗ ∼ 2χ3N δ ∼ χ3 Γ (LO)X , (3.102)
20 The term “single” means that we discard diagrams with two or more subsequent self-energy insertions.
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where we used the relations Z (LO) ∼ PX [Eq. (3.92)], δ ∼ P2∗ [Eq. (3.82a)], PX/P∗ = χ3 [Eq. (3.83)],
and 2N δ = ΓD0pi0 ∼ Γ0∗ = Γ (LO)X [Eq. (3.57)]. Thus, we expect single self-energy corrections to modify
the width at NLO in the χ2 ∼ χ3 expansion.
The sign of the width shift can also be inferred from Eq. (3.100). After performing the q0 integral,
we can symbolically write sign b¯(1Σ¯∗) = −sign Im [G(LO)∗ Σ¯∗ G(LO)∗ ]. For E = E(LO)X , we have G(LO)∗ < 0.
Moreover, the self-energy correction has a negative imaginary part; see Fig. 3.13. It follows that the
width correction is negative decreases the overall width.
Let us note that the integral b¯(1Σ¯∗) can in fact also be obtained analytically. We perform this calculation
in Appendix D.6. Neglecting higher powers in N and χ3, the analytic result for the width shift is
∆Γ
(1Σ¯∗)
X = −3χ3 ΓD0pi0 . This expression confirms the scaling and sign predictions above.
The imaginary parts of all higher-order propagator corrections (including subsequent self-energy in-
sertions) are further suppressed by powers of χ2; see Sec. 3.2. They can safely be neglected at NLO.
Relativistic corrections to the propagator are even more suppressed; see Appendix D.3.
d) Pion exchanges
Three-body D0D¯0pi0 dynamics does not only modify the X (3872) width through self-energy insertions
Σ¯∗, but also through pion exchanges between DD∗ states. The modification caused by one-pion exchange
interactions is governed by the two-loop integral in Fig. 3.20(b). Let qµ and sµ be the four-momenta of
the left-hand and right-hand loop, respectively. In the above power counting, the pion propagator scales
like Gpi ∼ r/(q2 + s2) with r = µ∗/µDpi. Moreover, the vertices contribute two factors of g(q + s) with
g ∼ P−1/2∗ . Together with the charm meson propagators (∼ q−4s−4) and the integral measures (∼ q5s5),
one obtains an overall product rqsP−1∗ . The absolute value of the integral is thus again governed by the
region q ∼ P∗ ∼ s and we find |b¯1pi| ∼ rP∗.
The imaginary part of the integral, however, turns out to be much smaller than the absolute value.
The reason is that it only occurs when the pion goes on shell. Thus, not all regions of the two integrals
contribute to the width. The on-shell condition can be read off from Eq. (3.73b). For the given loop












2∗ − q2 − s2
2qs
∈ [−1, 1] , (3.103)
with mpi ∼ µDpi. This condition is not fulfilled for the option PX ∼ q s ∼ P∗ or vice versa, because x < 1
in this case. Apparently, on-shell pions require q ∼ s. For small loop momenta q ∼ s ¦ r1/2P∗/2 ≈ 2PX ,
one obtains x ® +1. The overall scaling of the imaginary part in this region is then rqsP−1∗ ∼ r2P∗/4. In
the region q ∼ s ∼ P∗, which was responsible for the overall scaling of the absolute value, one instead
finds x ≈ −1. This antiparallel configuration of q and s leads to a near cancellation of the two vertices
in the pion exchange potential in Eq. (3.68). For q = −s , it is proportional to the suppression factor
(1− ξ)2 ≈ r2/4. For this reason, the region q ∼ s ∼ PX contributes the largest imaginary part and we
find b¯(1pi) ∼ (r + ir2/4)P∗. We conclude that the width shift caused by one-pion exchange scales like
∆Γ
(1pi)





P∗ ∼ χ3N δ ∼ χ3 Γ (LO)X /2 , (3.104)
which is an NLO correction.
The sign of the shift can be inferred as follows. Firstly, the pion propagator produces a negative
imaginary part, which follows from the +iε prescription. Secondly, the product of the two pion vertices
is always negative [(−g) · (+g) = −g2]. Together with the remaining phase factors ±i, one obtains
sign∆Γ (1pi)X = +1. The fact that this width shift is positive will lead to a near cancellation with the





Figure 3.21.: Effective D0D¯0∗ + c.c. interaction −i Ic(E)δii′ for the leading contribution of intermediate
charged states D+D−∗ + c.c.: The shaded vertex −iC˜0δii′ is defined in Eq. (3.105).
Due to the small mass ratio r occurring in each pion propagator, subsequent pion exchanges could be
neglected at NLO. This observation confirms the perturbative nature of pion exchanges for the X (3872)
stated in Ref. [102]. In a strict EFT sense, one has to discard such multi-pion exchanges in the Faddeev
amplitude. Doing so, however, requires an explicit calculation of the integral in Fig. 3.20(b), which is
much more involved than the one of Fig. 3.20(a). For convenience, we keep the pion exchange potential
as is in the integration kernel. This procedure resums partial contributions of N2LO or even higher
orders. However, given that r is very small, our NLO predictions should not be spoiled. Intermediate
d-wave contributions, however, will be discarded at NLO since they involve at least two pion exchanges
(N2LO).
We note that relativistic corrections to the pion exchange propagator enter at N2LO; see Appendix D.3.
They will be neglected in this thesis.
e) Charged meson contributions
So far, we have neglected contributions from the charged threshold D+D−∗ + c.c. to the Faddeev ampli-
tude. In Ref. [46], Baru et al. calculated such contributions by iterating charged pion exchanges between
the DD∗ states to all orders. However, for a single charged state to occur in the Faddeev equations, al-
ready two charged pion exchanges are needed. Just as for neutral ones, each such exchange introduces
a mass suppression factor ∼ r. It follows that charged pions can be neglected at NLO in our power
counting.
Instead of iterating charged pion exchanges, we introduce a contact force C˜0 directly connecting neu-
tral and charged DD∗ combinations in the C = + channel. Such an effective three-body force was also
used in Ref. [46] to renormalize the charged pion exchange part. The effective D0D¯0∗ + c.c. interaction
−iIc(E) entering the Faddeev equation (3.72) is then given by a single charged meson bubble as shown
in Fig. 3.21. This perturbative treatment of charged mesons has several advantages. Firstly, we do not
have to introduce an additional scattering channel, which keeps the kernel matrix small. Secondly, we
will see that the system becomes renormalizable for arbitrary cutoffs, which was not the case in Ref. [46].
We follow the lines of Baru et al. in demanding that the contact force C˜0 be isospin symmetric to the
term C0 in the neutral sector. It follows, that C˜0 involves a factor of 2 compared to C0 [46]. However,
recall that C0 contains a counterterm −V (∞) = 2/3 g2µ2Dpi/mpi [see (3.80b)] whenever neutral pion
exchanges enter the calculation. Such a counterterm must not be part of C˜0 since charged pions are





In order to calculate the diagram in Fig. 3.21, we need to write down propagators for the charged
charm mesons first. Kinetic and rest masses for these particles are given in Table 3.1. For the charged













The charged vector mesons D±∗ are constructed as p-wave resonances similar to the neutral ones. as
discussed above, we may apply the p-wave power counting developed in Sec. 3.2 also to the charged
two-body systems. The self-energy loops and higher-order Dpi are then strongly subleading for Dpi












for the LO charged vector meson propagator. The effective interaction is then proportional to the s-wave
integral function J (Λ)3,0 of Appendix B.2 like
Ic(E) = − C˜20 2µ∗,c J (Λ)3,0










Λ−q2µ∗,c (δ+ ν− E − iε) +O  Λ−1 , (3.108b)
where ν = ∆mc,D +∆mc,D∗ ≈ 8MeV and the D+D−∗ reduced mass µ∗,c ≈ 967MeV is defined using the
kinetic masses indicated in Eqs. (3.106)-(3.107). In calculations we neglect vanishing terms O  Λ−1 in
Eq. (3.108b).



















lowers the width. This observation is in line with the findings of Baru et al. [46]. Due to ν∼ δ, the ratio
(δX/ν)1/2 scales like χ3. Consequently, charged mesons have to be included at NLO.
Summary
We conclude that NLO contributions to the X (3872) width are given by self-energy corrections Σ¯∗ to the
D0∗ propagator, pion exchanges between D0D¯0 + c.c. s-wave states, and the charged meson loop. We
may now write done the final NLO Faddeev equation. It can be obtained from Eq. (3.76) by switching
off the d-wave parts of the pion exchange potential and replacing the full propagator function G (f)∗ (q; E)
by its NLO form
G (NLO)∗ (q; E)≡ 1
E − q22µ∗ − E∗ + iε
1+ Σ¯∗ E − q22µ∗ 
E − q22µ∗ − E∗ + iε
 . (3.110)















3S1 (p, q; E) + Ic(E)
G (NLO)∗ (q; E) T (NLO)00  q, p′; E . (3.111)
Recall that along our derivation so far, we have made use of several experimental input parameters,
which we arranged in Fig. 3.22 and Table 3.3. In the following, we briefly summarize these parameters









ΓD0pi0 , a∗, r∗BD0pi0
ΓD0γ ,Γ0∗
ν δXΓX ,dΓ/dE
Figure 3.22.: Input parameters (circled) and predictions (uncircled) in the two-body sectors (D0∗, D+∗)
and the three-body sector (X (3872)). The meaning of each parameter is explained in the
text. From LO (∼ 1) to NLO (∼ χ2 ∼ χ3 ® 0.13), there is only one additional parameter ν.
Table 3.3.: Input parameter values taken from Ref. [36]. The expansion parameters are χ2 ∼ χ3 ® 0.13.
Order D0∗ D+∗ X (3872)
LO [ O (1) ] δ = 7.04(3)MeV Γc∗ = 82(2)keV [δX < 0.2MeV]BD0pi0 = 64.7(9)% δ+0 = 5.855(2)MeV
δ++ = 5.69(8)MeV
NLO [ O (χ2 ∼ χ3) ] – – ν= 8.16(9)MeV
Initially, we used the charged decay width Γc∗ = Γ [D+∗] and the resonance energies δ++, δ+0 to deter-
mine the coupling g. Its value is in agreement with recent lattice results; see Sec. 3.2. Assuming isospin
symmetry, we then inferred from g and the resonance energy δ the neutral pionic decay width ΓD0pi0
and the D0pi0 (D¯0pi0) threshold parameters a∗, r∗. Afterwards, the radiative width ΓD0γ and total width
Γ0∗ = Γ [D0∗] were inferred from ΓD0pi0 using the branching ratio BD0pi0 . In the renormalization of the
three-body system, neither of these two-body values changes from LO to NLO. The reason is that at NLO
the D0∗ (D¯0∗) propagator expansion does not introduce new parameters; see Eq. (3.62b).
Already at LO, the three-body system requires a value for the binding energy δX of the X (3872). Since
its physical value is not precisely known, all three-body predictions will be functions of δX . Given a fixed
δX , we will be able to infer the width ΓX . At NLO, we also need the mass difference ν between the neutral
and charged DD∗ thresholds as input. Later, we will also predict the line shape dΓ/dE of the X (3872) in
D0D¯0pi0 production.
3.3.5 Numerical renormalization and width predictions
In this section, we numerically renormalize the three-body system up to NLO (∼ χ2 ∼ χ3) using the
three-body force C0(Λ). In doing so, we obtain predictions for the X (3872) width ΓX (δX ), which verify
the power counting analysis of the previous section. NLO corrections to the LO system of Fig. 3.18 are
given by single D0∗ (D¯0∗) self-energy corrections, neutral pion exchanges, and the charged meson loop.
The system will be renormalizable for arbitrary cutoffs Λ. To illustrate the convergence of the power
counting scheme, we will moreover demonstrate that the influence of D0D0∗ d-wave states is indeed
of N2LO. Other corrections like higher-order self-energy insertions, charged pion exchanges, relativistic
effects, etc. are neglected at NLO.
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LO +1Σ +pi (+d-waves) Full NLO Baru et al. Comparison
Figure 3.23.: Width ΓX as a function of δX up to NLO compared to the results of Baru et al. in Ref. [46].
The three arrows indicate the NLO corrections (a) ∆Γ (1Σ)X , (b) ∆Γ
(pi)
X and (c) ∆Γ
(Ic)
X . For the
representative binding energy δX = 57keV of Eq. (3.85) (vertical dashed grid line), we find
the NLO result Γ (NLO)X = (52.5± 2.2)keV.
X (3872) width
We begin by applying the numerical renormalization procedure of Appendix D.5.1 to the LO system
of Fig. 3.18. The numerical result Γ (LO)X = Γ0∗ = 53.6keV verifies the analytical findings above. The
corresponding blue bold line in Fig. 3.23 is independent of the binding energy, which we vary in the
positive part of the experimental uncertainty range, i.e., δX ∈ [0, 0.2]MeV.
Subleading width contributions are at least proportional to χ3 = (δX/δ)1/2. Thus, without explic-
itly calculating NLO corrections, we can estimate them by multiplying the constant D0∗ width by
(1 ± aχ3). Here, a is numerical factor of order 1, which we choose to be 3.21 On top, we take
into account experimental uncertainties by varying the parameters g2 ∈ [3.40,3.56] · 10−8MeV−3 and
BD0pi0 ∈ [63.8, 65.6]% in their uncertainty ranges. The resulting LO uncertainty band is shown in blue
in Fig. 3.23. For the representative value δX = 57keV of Eq. (3.85), we obtain an LO uncertainty of±15%, i.e., Γ (LO)X = 54(8)keV.
To demonstrate the convergence of our power counting scheme, we add the three NLO contributions
step by step. Firstly, the self-energy insertion yields a negative width shift proportional to δ1/2X as ex-
pected. The resulting red dashed curve lies within the LO band. Secondly, pion exchanges between DD∗
s-wave states shift the width up as proposed in the power counting analysis; see the red dot-dashed line.
Note that these first two corrections almost cancel such that the red dot-dashed curve lies only 3keV
above the LO result.
At this point, we may address the overall influence of s-d mixing caused by pion exchanges. Theoret-
ically, its influence is of N2LO size [(µDpi/µ∗)2Γ0∗ ≈ 1keV]; see Sec. 3.3.4. In addition to s-wave pion
exchange, we include the mixing amplitude T
3D1,
3S1 in Eq. (3.76) to the system. The red dot-dashed
result then turns into the red dotted curve, which lies only 0.5keV above. This observation confirms
21 This number is inspired by the analytic self-energy shift in Appendix D.6, which exhibits a factor 3.
51
the power counting and ensures that d-waves can be neglected at NLO. Thus, we exclude them from all
following calculations.
We complete the NLO Faddeev equation of Eq. (3.111) by introducing the charged meson loop of
Eq. (3.108b). Figure 3.23 shows the final NLO result as a red solid line. In agreement with the analytic
findings above, charged mesons lower the width. For the value δX = 57keV, the shift is approximately−4keV ≈ −(δX/ν)1/2 (NLO size). As a result, the final NLO curve lies now only 1keV below the LO width
at this binding energy. After varying g andBD0pi0 in their uncertainty ranges (red band in Fig. 3.23), we
obtain the NLO width prediction
Γ (NLO)X = (52.6± 2.2)keV . (3.112)
The band is of N2LO size as expected. Note that due to experimental uncertainties, the LO and NLO
results are not distinguishable for the large range δX ∈ [0, 75]keV of binding energies. We conclude
that the LO prediction de facto holds up to NLO and that the power counting is fast converging.
Let us emphasize that our NLO calculation neglects many higher-order interactions that have been
taken into account in the multi-channel calculation of Baru et al. [46]. These interactions include charged
pion exchanges and d-waves in both the neutral and charged channel. Moreover, in Ref. [46] the D0∗
self-energy was not treated perturbatively, but resummed to all orders. Thus, by comparing the NLO
width curve to the one obtained in Ref. [46], we can verify their subleading nature without calculating
them explicitly. For that, we choose
(Γ0∗)Baru = 63keV (3.113a)
(g)Baru = 1.29 · 10−5MeV3/2 (3.113b)
and set the vector meson kinetic masses to their physical values. The result of this comparison calculation
is shown in Fig. 3.23 as a green bold-dotted curve. The curve reproduces the two green points of Ref. [46]
up to deviations of 2keV at δX = 0.1keV and 0.5keV at δX = 0.2keV (N2LO). This observation verifies
our power counting arguments.
Note that deviations seem to become larger for smaller binding energies. The reason could lie in the
way Baru et al. determined ΓX . Instead of calculating the complex pole, they fitted a Breit-Wigner shape
to the X (3872) peak in D0D¯0pi0 production. This procedure is reasonable for binding energies δX  Γ0∗.
For smaller δX , however, threshold effects are expected to systematically enhance the full width at half
maximum (FWHM) [44]. We will show that this is indeed the case in the next section.
Three-body force
Results for the three-body force C0(Λ) are shown in Fig. 3.24 for a large range of cutoffs Λ ∈
[0.5, 50]GeV. At LO, the bold blue curve reproduces the analytic result of Eq. (3.90b). Modifica-
tions of self-energy insertions to the real part of the pole are highly suppressed (∼ N 2). Thus, they
do not influence C0(Λ) notably. In contrast, the pion exchanges introduce the constant counterterm−V (∞) ≈ −2.72GeV−2 to C0. Charged mesons solely suppresses parts of C0 vanishing as Λ→∞ by a
factor ≈ 0.4. This suppression factor was also derived in Appendix D.6.
Remarkably, the three-body force in the exemplary d-wave calculation (dotted line in Fig. 3.23) shows
a totally different signature than in all other calculations. It exhibits consecutive singularities for high
cutoffs Λ > 11GeV also observed in Ref. [46]. These singularities are due to deep three-body states, a
generic feature of three-body systems with resonant p-wave interactions [109, 110]. We have checked
that the additional states lie outside the EFT’s region of applicability. Thus, they do not influence low-
energy physics.
However, when taking into account both d-waves and charged mesons in one calculation, the deep
states lead to renormalization artifacts. In particular, Baru et al. saw in their multi-channel calculation




















LO +1Σ + pi (+d-waves) Full NLO
Figure 3.24.: Three-body force C0(Λ) for the different LO and NLO calculations at δX = 0.1MeV.
not occur and the system can be renormalized for all cutoffs. We note that resumming d-waves to all
orders should not be done in a strict N2LO calculation. Instead, one would include them perturbatively,
similarly to the treatment of charged mesons. It remains to be seen if this approach would help avoiding
renormalization artifacts such that C0 alone could produce the X (3872) for arbitrary cutoffs.
3.4 Line shape of the X(3872)
Having renormalized the amplitude T , we are finally in the position to calculate the D0D¯0pi0 production
rate dΓ/dE of the decay in Eq. (3.1), in which the X (3872) occurs as a pronounced peak. The rate can
be measured and thus represents an important link between theory and experiment.
We will see that there are monotonic relations connecting δX to the X (3872) peak’s maximum position
(Emax) and full width at half maximum (FWHM), which we denote by
Emax ≡ δ− δ˜X , (3.114a)
FWHM≡ Γ˜X . (3.114b)
Baru et al. used the approximate relations δ˜X ≈ δX and Γ˜X ≈ ΓX to determine ΓX (δX ) in a Breit-Wigner
fit [46]. For X (3872) peaks close to the D0D¯0∗ + c.c. threshold, however, we will find δ˜X < δX and
Γ˜X > ΓX .
After investigating the line shape for bound X (3872), we calculate it for virtual X (3872) states. That
will be done by linearly extrapolating the three-body force C0.
3.4.1 D0D¯0pi0 production rate
The D0D¯0pi0 production process is described by the matrix element in Fig. 3.25. As stated in the begin-
ning, the line shape is insensitive to how exactly the X (3872)≡ (D0D¯0∗+c.c.)/p2 gets produced at short
distances [44]. Such details can be absorbed into a single factor F ∈ R, diagrammatically represented by
a crossed circle in Fig. 3.25. We derive the mathematical form of the matrix element in Appendix D.7.
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Figure 3.25.: Diagrams contributing to the D0D¯0pi0 production matrix element iM i→D0 D¯0pi0 close to the
X (3872). Short-range processes are absorbed into the factor F indicated by the crossed
circle. All intermediate states are in C = + superpositions.
In order to calculate the D0D¯0pi0 production rate from the matrix element, one has to integrate its
squared modulus over the phase space of the three mesons and average over the incoming polarization


































J∗ (pD0; E) [J∗ (pD¯0; E)]∗

(3.115)
with Heaviside step function θ (·) and expressions



















In each calculation, we will choose the vector meson propagators in Eq. (3.116a) like the ones entering
the amplitude.
Note that the short-range factor F is an unknown parameter governed by physics outside the EFT’s
scope. In fact, F will have to absorb a Λ divergence stemming from the loop integral in Fig. 3.25. In this
thesis, however, we are not interested in the line shape’s overall size, but only in its maximum position
and FWHM. Thus, we follow Braaten and Lu by normalizing the peak. In particular, we choose the
maximum of the δX = 0 line shape to be 1 [44]. Normalized line shapes will then be independent of the
cutoff as Λ→ 0.
3.4.2 Bound X (3872)
In Fig. 3.26, we present numerical results for the normalized production rates at LO (blue) and NLO
(red) for three binding energies δX ∈ {0.5, 57, 100}keV. All curves are calculated for Λ= 1GeV and are
converged in Λ. Due to the near cancellation of NLO width contributions, the NLO curves lie exactly on
top of the LO curves. Thus, in Fig. 3.26 one sees only the uncertainty bands of the LO results.





1+ [E − (δ−δX )]2 /

Γ (NLO)X (δX )/2
2 (3.117)
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Figure 3.26.: Normalized line shapes dΓ/dE as functions of the energy E for δX ∈ {0.5, 57, 100}keV
(dashed grid lines right to left) up to NLO: The D0D¯0∗ + c.c. threshold is indicated by a
solid grid line. The black dotted curves show Breit-Wigner shapes with maximum positions
δ − δX and widths Γ (NLO)X (δX ). All curves are converged in the cutoff, which we take to be
Λ= 1GeV.
with FWHM value Γ (NLO)X (δX ) and maximum position δ − δX . In Fig. 3.26, they are shown as dotted
curves. Apparently, all three line shapes are strongly enhanced at the D0D¯0 + c.c. threshold, as was also
seen by Braaten and Lu [44]. For δX ≥ 50keV ≈ Γ0∗, however, the peaks are still well separated from the
D0D¯0 + c.c. threshold. For that reason, deviations of the peak parameters δ˜X and Γ˜X from δX and ΓX are
negligible at NLO.
As soon as δX becomes smaller, however, threshold effects become more an more important. In the
limit of extremely small binding energies (δX = 0.5keV in Fig. 3.26), the FWHM value Γ˜X is much larger
than the width ΓX . We investigate this phenomenon in more detail in Fig. 3.27. Indeed, threshold effects
set in as soon as δX is as large as ΓX ≈ Γ0∗ ≈ 50keV. The line width then increases up to about Γ˜X ≈ 2.8 ΓX .
The function Γ˜X (δX ) turns out to be strictly monotonic. Thus, it could be inverted in order to determine
the binding energy from an experimental line shape.
The approximation δ˜X ≈ δX is valid down to binding energies δX ≈ 10keV; see upper-most red curve
in Fig. 3.28. Below this value, the peak maximum crosses the D0D¯0∗ + c.c. threshold such that δ˜X < 0.
That can also be seen in Fig. 3.26 for the case δX = 0.5keV. That shows that even if the X (3872) were
bound with δX > 0, it could be confused with a shallow D
0D¯0∗ + c.c. resonance.
This effect becomes even stronger for a nonzero experimental resolution. We may mimic the detector















dE′ gσ(E − E′) dΓdE′ (E
′) . (3.119)
Since the line shape is much larger above E = δ, the peak maximum moves almost linearly upwards
when σ is turned on; see Fig. 3.28. For δX = 57keV, a resolution of σ ≈ 0.2MeV is enough to shift the
peak onto the D0D¯0∗ + c.c. threshold; see Fig. 3.29.
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Figure 3.27.: FWHM Γ˜X as a function of δX . Without threshold effects, Γ˜X = Γ
(NLO)
X (δX ) (dot-dashed line);
cf. Fig. 3.23.
We conclude that the pole position of the X (3872) can only be correctly inferred from an experimental
line shape if the detector resolves peaks with a width of ΓX ≈ 50keV. For comparison, the energy
resolution of the P¯ANDA experiment at FAIR will be of the order 100keV [111].
3.4.3 Virtual X (3872)
We conclude our study of the X (3872) resonance by extending the theoretical framework to virtual
X (3872) states. Generally, a “virtual” state is represented by a pole on the second energy sheet with
respect to the constituents’ unitary cut.
LO system
Let us exemplify the possibility of a virtual pole for the LO system. In order to eliminate the cutoff
dependence of the LO amplitude in Eq. (3.89), the three-body force must have the generic form







 ∈ R , (3.120)
with some γX ∈ R. So far, the positive choice γX = (2µ∗δX )1/2 > 0 ensured that the X (3872) occurs at
some energy E(LO)X = E∗−δX . More generally, however, C (LO) −10 can be tuned such that γX takes any real
value. The LO amplitude




2µ∗(E∗ − E − iε)
−1
(3.121)
then has a pole at the one energy E(LO)X for which the momentum variable
p¯(E)≡ iÆ2µ∗(E∗ − E − iε) (3.122)
takes the value iγX . For γX < 0, that requires that E
(LO)
X lies on the second energy sheet with respect to









σ = 0.2 MeV


















Figure 3.28.: Distance δ˜X = δ − Emax between maximum position Emax of the X (3872) peak and the
D0D¯0∗ + c.c. threshold. LO and NLO results coincide. Without threshold effects, δ˜X = δX
(dot-dashed line). After convoluting the line shape with a Gaussian of standard deviation
σ, the peak maximum lies above the D0D¯0∗ + c.c. threshold (δ˜X < 0).





























Figure 3.29.: Smeared production rate (dΓ/dE)σ as a function of E for δX = 57keV at NLO: The solid
grid line represents the D0D¯0∗+c.c. threshold, the dotted ones mark the maximum positions
Emax = δ− δ˜X .
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Figure 3.30.: Difference∆ΓX = ΓX−Γ0∗ for small binding energies δX at LO and NLO. The dot-dashed curve
shows that ∆ΓX/2< δX always but at NLO for (2µ∗δX )1/2 < 1MeV (δX < 0.5keV).
Numerically, we may produce a virtual pole at some γX < 0 by implementing the LO three-body force
of Eq. (3.120) into the Faddeev kernel. As long as |γX |  Λ, we can moreover linearize the three-body
force in γX , yielding

















From NLO on, the X (3872) width ΓX can be different from Γ0∗, i.e., ∆ΓX ≡ ΓX − Γ0∗ 6= 0. The parameter
γX ≡
Æ
2µ∗(E∗ − EX ) ∈ C , (3.125)
defined by the pole position EX , is then in general complex. For this reason, we call γX a “generalized
binding momentum”. When the X (3872) is bound at EX = E∗ − δX − i∆ΓX (δX )/2 on the first sheet, the
generalized binding momentum reads
γX =
Æ







δ2X + (∆ΓX (δX )/2)








∆ΓX (δX )/2δX−−−−−−−−−→Æ2µ∗δX + iÆ2µ∗δX 12∆ΓX (δX )/2δX . (3.126c)
The approximation in Eq. (3.126c) is valid for all δX > 0.5keV; see Fig. 3.30 For complex γX , the LO
definition γX < 0 of virtualness must be modified. Note that for bound states, one always has ReγX > 0.
Thus, we say a pole is virtual if ReγX < 0.
58

























Figure 3.31.: Normalized three-body force as function of ReγX for Λ = 10GeV. The straight lines show
linear fits of the numerical results at LO (blue points) and NLO (red points). The slope of the
LO line is known to be β (LO)/Λ = pi/(2Λ). At NLO, the fit yields β (NLO)/Λ ≈ 0.6611pi/(2Λ).
The lines are used to extrapolate the three-body force to virtual X (3872) states (ReγX < 0).
Since C0 ∈ R, the three-body force can now be written as the real part of a polynomial in γX . For
example, if Ic(E) was the only NLO interaction, the three-body force would take the form
C (Ic)0 (Λ; γX ) = C
(Ic)






















with (2µ∗ν)1/2 ≈ P∗ ≈ 117MeV and η ≈ 0.38; see Appendix D.6. By including pion exchanges, also
terms involving the momentum (2µ∗δ)1/2 = P∗ itself would come into play. As long as |γX | ∼ PX  P∗
and also P∗  Λ, however, we can neglect all terms besides those linear in γX/Λ. The NLO three-body
force is then linear in ReγX/Λ up to corrections of order PX/P∗ ∼ χ3.
Consequently, we may fit the NLO three-body force of Fig. 3.24 to the functional form







for a fixed cutoff. This procedure allows us to infer the three-body force needed to produce a virtual
pole with certain ReγX < 0. In order to keep corrections to the linear form small, we perform the fit at
the large cutoff Λ = 10GeV. Moreover, we keep ReγX much smaller than P∗ ≈ 117MeV. Data points
(ReγX , C0) for the fit are produced by calculating three-body force and X (3872) width for a set of δX in
the developed renormalization procedure. We then reconstruct the respective ReγX values from δX and
∆ΓX (δX ) = ΓX (δX )− Γ0∗ using Eq. (3.126b).
Figure 3.31 shows results of the fits at LO and NLO. At LO, we recover the analytic values of C (LO)0 (Λ; 0)
and β (LO) above. At NLO, we obtain




β (NLO) ≈ 0.6611pi
2
. (3.129b)
This fit can be used to extrapolate the three-body force to virtual states (ReγX < 0) at NLO.
Extrapolation results
We calculate line shapes of the X (3872) in D0D¯0pi0 production for virtual states using the linearized
three-body forces of Eqs. (3.123) and (3.128). The curves are normalized such that the maximum of the
ReγX = 0 curve equals 1.
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Figure 3.32.: Normalized line shapes up to NLO forΛ= 10GeV (converged). The solid grid line represents
the D0D¯0∗ + c.c. threshold.





















Figure 3.33.: Normalized line shapes at NLO for Λ = 10GeV (converged). Above E = δ, productions
rates for bound and virtual states with equal modulus |ReγX | coincide. The dashed grid
lines shows the respective energies δ−δX for the bound state cases.
Figure 3.32 shows results for ReγX ∈ {−20, 0, 20}MeV at LO and NLO. For the virtual state, the line
shape does not possess a maximum anymore. Instead, it becomes a monotonically increasing function
with maximum slope near the D0D¯0 + c.c. threshold. This signature was also seen in the zero-range
calculation by Braaten and Lu [44], which is similar to our LO calculation. As a consequence, it is no
longer possible to determine an FWHM value of the line shape.
In the bound state case, NLO contributions to the width turned out to be very small. As a consequence,
line shapes for both cases coincide for ReγX = 20MeV. For the virtual state case, we observe the same
feature. That confirms that the developed power counting is also appropriate for virtual state poles not
to far away from the D0D¯0+c.c. threshold. In Figure 3.33 we plot line shapes for more values of ReγX at
NLO. Note that the ReγX = ±20MeV and the ReγX = ±10MeV curves coincide for energies E > 7.3MeV
above δ. Apparently, at these energies above the threshold, the line shapes are no more sensitive to the
sign of ReγX .
We conclude that the nature of the X (3872), i.e., if it is bound, virtual, or a different kind of state, can
only be answered by measuring the line shape with a high precision.
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4 Nuclear (d, p) reactions
In this chapter, we explore the potential of EFT to describe nuclear transfer reactions at low energies.
Being a pilot project, our study focuses on nuclei that can be described using only a small number
of observables. Such a simplified treatment is justified for one-neutron halo nuclei (including the
deuteron). Due to their remarkable scale separations, they can be described as two-body systems
whose constituents interact only via short-range forces. Consequently, we focus on deuteron-induced
transfer reactions AX (d, p) A+1X, where A+1X represents a one-neutron halo nucleus with tightly bound
core AX. Our EFT builds upon EFT(pi) for nucleon-nucleon scattering and Halo EFT for the description
of the halo nucleus [19,22,79,112].
In the first section, we develop the general formalism for a AX-neutron-proton three-body calculation
including both strong contact interactions and Coulomb repulsion. Afterwards, we apply our framework
to the transfer reaction
10Be (d, p) 11Be , (4.1)
which involves the halo nucleus 11Be; see Fig. 1.3(b). We calculate the reaction cross section up to NLO
in the expansion parameters
χ2 ≡ rdγd ≈ 0.4∼ RcRh︸ ︷︷ ︸
2-body
, χ3 ≡ pCpE ≤ 0.2︸ ︷︷ ︸
3-body
(4.2)
of the two- and three-body system. Here, γd, rd are the deuteron binding momentum and effective range,
Rc,Rh denote the radii of
10Be and 11Be, pC is a so-called Coulomb momentum [see Eq. (4.72)], and pE
is the typical three-body relative momentum. Results are compared to cross-section data of Schmitt et al.
from Ref. [60]. Similar to the previous chapter, we follow the lines of our publication “Neutron transfer
reactions in halo effective field theory” in Physical Review C 99, 054611 (2019) [113].
4.1 EFT formalism
In this first section, we show how the deuteron d ≡ 2H (1+) and the generic one-neutron halo state
h ≡ A+1X emerge dynamically from contact interactions between p (proton, 1/2+), n (neutron, 1/2+),
and c ≡ AX (core, 0+); see Fig. 4.1. Afterwards, we calculate elementary three-body diagrams induced
by the contact interactions and discuss the treatment of the Coulomb force.
Often, one-neutron halo states are defined as such states in which the probability for the valence neu-
tron to be found outside the nuclear interaction range is larger than some value [50]. Our EFT, however,
is formulated in momentum space. For this reason, we will use a different definition of the term “halo
state”, which rather builds upon typical momentum scales of the system:
Definition (Halo state): A one-neutron halo state is an energy level in A+1X which represents a c-n bound
state below the c-n separation threshold, such that the c-n binding momentum γh is smaller than the natural
momentum scale of the c-n system. The binding momentum is defined by the binding energy Bh and the c-n
reduced mass1 µNc via γh ≡ (2µNcBh)1/2.
1 See Eq. (4.36) for definition of µNc.
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Figure 4.1.: The three-body system is given by a proton (p), a neutron (n), and a 0+ core (c). The c-n
system exhibits (possibly more than) one bound state h. The p-n system involves the deuteron
and a virtual state. The latter can be neglected in the reaction 10Be (d, p) 11Be up to NLO. All
these two-body states emerge from strong contact interactions. We assume no shallow state
in the c-p subsystem. Instead, these particles interact only via Coulomb repulsion.
The natural momentum scale Khi is typically estimated using the excitation energy Ex > Bh of the
core, i.e., Khi = (2µNcEx)1/2 > γh. As a consequence of the scale separation, the radius of the halo
state Rh ∼ γ−1h is typically enhanced compared to the small core radius Rc ∼ K−1hi [54]. One thus often







The above definition does not put any constraint on the c-n orbital angular momentum l. For exam-
ple, both the ground state 11Be (1/2+) and first excited state 11Be∗ (1/2−) of Beryllium-11 fulfill the
definition; see Fig. 4.7. They represent s- and p-wave halo states (l = 0 and l = 1) of 10Be and n [54].
Another example is Carbon-15, whose ground state 15C (1/2+) and first excited state 15C∗ (5/2+) can be
interpreted as s- and d-wave halo states (l = 0 and l = 2) [80,114].
Moreover, the definition can be applied to the deuteron. It represents a halo state with core c = p
(A = 1) and binding energy Bd = 2.22MeV [86]. The typical momentum scale is set by the pion
mass mpi ≈ 135MeV, which is larger than the binding momentum γd = (mNBd)1/2 ≈ 46MeV. As
a consequence, dynamical pions will be neglected in this chapter. Note that the de facto expansion
parameter in the deuteron sector is slightly larger than γd/mpi ≈ 0.34. It is given by
χ2 ≡ rdγd ≈ 0.4 , (4.4)
where rd = 1.74 fm ∼ 1/mpi denotes the 3s1 effective range [86]; see Eq. (4.2). In the following, we will
discuss the EFT(pi) treatment of p-n scattering in more detail.
4.1.1 Proton-neutron scattering in EFT(pi)
Our treatment of the p-n sector is equivalent to the one in EFT(pi). Usually, proton and neutron are
comprised into a nucleon field N = (p, n)T with spinors p = (p+1/2, p−1/2)T , n = (n+1/2, n−1/2)T and
average nucleon mass mN = 938.918MeV [112]. The relative mass difference (mp −mn)/mN ≈ 0.005
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between proton and neutron enters only at high orders in the γd/mpi power counting of EFT(pi) [36].





= δabδαβ δ(3)(x − y) , (4.5a)
Na,α(x), Nβ ,b(y)
	
= 0 , (4.5b)
where a, b ∈ {+1/2, −1/2} and α,β ∈ {+1/2, −1/2} are isospin and spin indices, respectively.
The field N will be treated nonrelativistically since we want to describe (d, p) reactions at low center-
of-mass energies E mN.2 We thus write







with rest masses set to zero. The covariant derivative
Dµ ≡ ∂µ + ie AµQˆ (4.7)
induces couplings to the photon field Aµ, which we introduce in Sec. 4.1.3. In Eq. (4.7), e denotes the




where τ3 = diag (1, −1) is an isospin Pauli matrix.
Shallow poles and higher partial waves
In p-n scattering, the two s-wave channels 3s1 and
1s0 exhibit unnaturally large scattering lengths com-
pared to the natural nuclear physics length scale 1/mpi ∼ 1.46 fm. As a consequence, both states can be
treated in EFT(pi), as will be explained in the following.
For low center-of-mass energies Ecm, the elastic p-n amplitude in the
3s1 (isospin singlet) channel can










−a−1d − ik¯+ rd2 k¯
2 +O  k¯4m−3pi i−1δmm′ . (4.9)
Here, m ∈ {+1, 0, −1} and k (m′ ∈ {+1, 0, −1} and k ′) denote the incoming (outgoing) total spin
projection and relative momentum. Moreover,
k¯ ≡ i [−mN(Ecm + iε)]1/2 (4.10)
is the on-shell momentum. The scattering length ad = 5.42 fm is much larger than the naturally scaling
effective range rd = 1.74 fm [86]. Higher-order coefficients in the ERE of Eq. (4.9) are assumed to
be natural as well. It follows that the amplitude exhibits a shallow bound state with positive binding
momentum γd ∼ a−1d  mpi. This state is the deuteron. Due to the scale separation, the amplitude can be
described using only few parameters. At LO, we will demand the pole to sit at the well-known deuteron
binding energy Bd = 2.22MeV [86], i.e., γd ≡ (mNBd)1/2 ≈ 46MeV and a(LO)d = γ−1d . At NLO, also rd
enters and a(NLO)d = γ
−1
d (1+ rdγd/2). We note that
3s1-
3d1 mixing enters first at N
2LO in EFT(pi) [112]
and thus also in this thesis.
2 For example, in Ref. [60] the reaction cross section of 10Be (d, p) 11Be was measured for E ≤ 15.61MeV mN.
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In our notation, the amplitude3 i tv of the
1s0 (isospin triplet) channel can be obtained from Eq. (4.9) by
replacing all subscripts d→ v. The scattering length av = −23.71 fm has a negative sign [86], indicating
the existence of a shallow virtual pole. Again, the effective range rv = 2.75 fm is natural [86] and the 1s0
channel can be treated using EFT(pi) as well. Later, however, we will show that the 1s0 channel decouples
from the reaction process AX(d, p)A+1X when all two-body interactions are of s-wave type. That is the
case when the only halo state h in the reaction has quantum numbers 2l j = 2s1/2. For example, our LO
description of the reaction 10Be (d, p) 11Be in Sec. 4.2.4 will involve only the s-wave halo state 11Be. The
additional p-wave halo state 11Be∗, entering at NLO, indeed couples to the 1s0 channel, but this effect will
be of N2LO size. For this reason, the 1s0 channel will never enter three-body calculations in this thesis.
Still, we keep it for the moment in order to show how the virtual state would enter other (d, p) reaction
calculations.
Using dibaryon auxiliary fields d = (d1, d2, d3)T for the deuteron and v for the virtual state, the p-n
interaction part of EFT(pi) can be written
LEFT(pi),pn = d†

∆d,0 +∆d,1 iDcm + · · ·

d + v †
























+ · · · . (4.11)








is defined via i∂cm. Both auxiliary fields have kinetic masses 2mN. In contrast to the dimeson auxiliary
fields D0, D¯0 of Sec. 3.1.4, the dibaryon fields d and v are ghosts with negative signs ∆d,1 =∆v,1 = −1.
These signs are needed to ensure rd, rv > 0 [115]. The ellipses in the first row of Eq. (4.11) indicate that
higher-order ERE coefficients scale naturally, i.e., with powers of mpi. Thus, higher orders in iDcm can be
neglected at NLO.
The vertices in the second row of Eq. (4.11) involve spin-isospin projection operators
P
3s1
i ≡ 1p8σ2σiτ2 (i ∈ {1, 2, 3}) , (4.13a)
P
1s0
A ≡ 1p8σ2τ2τA (A∈ {1, 2, 3}) , (4.13b)
with (cartesian) Pauli matrices σi and τA acting in spin and isospin space, respectively. The couplings
gd, gv (mass units MeV
−1/2) and the parameters ∆d,0,∆v,0 (mass units MeV) can be related to the scat-
tering lengths and effective ranges; see Eqs. (4.29a)-(4.29b) below.
The ellipses in the last row of Eq. (4.11) indicate interactions in partial wave sectors l ≥ 1, which
are neglected up to N2LO in Halo EFT. Due to the absence of fine-tunings, there are no states near the
p-n threshold in these channels and ERE coefficients are assumed to scale naturally. The naturalness
statement can be checked using the Nijmegen partial wave analysis for N-N scattering of Ref. [116]; see
Fig. 4.2. The red phase shifts in the 3p0,
1p1,
3p1, and








of sizes (145MeV)−3, (141MeV)−3, (−171MeV)−3, and (302MeV)−3, all being of the order ∼ m−3pi . For
general l ≥ 1, the partial wave amplitude then behaves like k¯2l/m2l+1pi for small k¯ ∼ γd (orange region
3 The subscript “v” stands for “virtual”.
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Figure 4.2.: p-n scattering phase shifts for l = 0 (blue) and l = 1 (red) as functions of the p-n lab en-
ergy Tlab ≈ 2Ecm. Data is taken from the Nijmegen analysis of Ref. [116]. The indicated
power counting classifications refer to the importance of the channels for the reaction
10Be (d, p) 11Be; see discussions in the text. Power counting classifications of higher partial
waves base on their suppressions in the orange region, where Ecm ∼ Bd. For example, l = 1
phase shifts (and scattering amplitudes) enter at N3LO.
in Fig. 4.2). In contrast, the s-wave amplitudes behave like |av| ¦ ad ∼ γd  m−1pi (b ∈ {d, v}). The
overall suppression of higher partial waves is then given by (k¯2l/m1+2lpi )/|ab| ® (γd/mpi)2l+1 ∼ χ2l+12 and
corresponds to N3LO or higher.
The importance of partial waves l ≥ 0 at nonzero energies can also be estimated using the phase shifts.
Given two specific l- and s- wave amplitudes t l , t0, one finds t l(k¯)t0(k¯)
















Let us consider such center-of-mass energies Ecm = k¯2/mN smaller or equal to the largest c-n-p center-














is then smaller than 30MeV, which is the upper energy limit in Fig. 4.2. The red p-wave phase shifts
then give rise to suppressions stronger than 9% ∼ χ32 ≈ 6.4% compared to the dominating 3s1 channel.
That again corresponds to N3LO in the χ2. In this thesis, we calculate the reaction cross section up to







Figure 4.3.: The propagators iGp of the proton and iGn of the neutron are depicted by dotted and solid
lines, respectively. The bare deuteron and virtual state propagators iG(b)d and iG
(b)
v are rep-
resented by solid-dotted (thickened) double lines with an empty circle. For completeness, we
show here also the dashed propagator iGc of the 10Be core and the (thickened) solid-dashed
bare propagators iG(b)σ and iG
(b)
pi for the
11Be and 11Be∗ bound states.
Particle representation and spherical basis
In this thesis, the proton and the neutron have very different relations to the core c = AX. The c-n
subsystem interacts only via strong interactions and even involves one or more shallow bound states
h = A+1X. In contrast, core and proton do not interact strongly up to NLO; see Sec. 4.1.3. Instead, they
repel each other via the Coulomb force. We make the difference between proton and neutron explicit by
















with α ∈ {+1/2, −1/2}. The propagators iGp and iGn of proton and neutron will be depicted by dotted
and solid lines, respectively; see Fig. 4.3.
Moreover, it will be beneficial to work in the spherical spin basis due to nontrivial spin-orbit cou-
plings later on. We thus transform the deuteron field and the 3s1 projection operator to the spherical
spin basis with indices m ∈ {+1, 0, −1}. That can be done using the basis transformation matrix A
given in Eq. (C.8). The scalar products d† · d = d†i di and d†i P
3s1




















The new projection operators P
3s1
m involve spherical Pauli matrices σm = (A
−1)miσi, which are given in
Appendix C.
















exhibit Clebsch-Gordan coefficients, which make the spin couplings explicit. Further simplification can













Figure 4.4.: The vertices for (a) pn→ d and (b) pn→ v transitions have Feynman rules −i gdC1m′1/2α,1/2β and
−i gvC001/2α,1/2β , respectively. These expressions are invariant under time reversal.
and the (anti)symmetry relations
C1m1/2α,1/2β = C
1m
1/2β ,1/2α , (4.21a)
C001/2α,1/2β = −C001/2β ,1/2α (4.21b)
of the Clebsch-Gordan coefficients. The final p-n interactions part of the EFT Lagrangian then reads
Lpn = d†m
















− gv C001/2α,1/2β v †  pαnβ+H.c.
+ · · · . (4.22)
The bare deuteron propagator iG(b)d is depicted by a solid-dotted (thick) double line with an empty circle;
see Fig. 4.3. The bare virtual state propagator iG(b)v looks similar, but is drawn using thick lines.
Feynman rules for the vertices in Eq. (4.22) are given in Fig. 4.4. They involve Clebsch-Gordan coeffi-
cients coupling the proton and neutron spins to total spins 1 (3s1) or 0 (
1s0).
Self-energies and dibaryon propagators
At LO in EFT(pi), the deuteron and virtual state poles are produced by the scattering lengths and the s-
wave unitary cut terms alone. It is thus necessary to resum p-n self-energy loops −iΣb(Ecm) (b ∈ {d, v})
to all orders already at LO; see Fig. 4.5. In the PDS scheme, the self-energies are given by4
Σ(PDS)b (Ecm) = − g2bmN4pi

ΛPDS −





(b ∈ {d, v}) . (4.23b)
The calculation is done in Appendix E.1.1. As done for the vector mesons D0∗ and D¯0∗ in Sec. 3.2.1,
resummation of the self-energy leads to full dibaryon propagators
iG(f)b (Ecm) = i

G(b) −1b (Ecm)−Σ(PDS)b (Ecm)
−1
(b ∈ {d, v}) . (4.24)






= 0 . (4.25)
4 In calculations, the deuteron self-energyΣd and propagator Gd have to be multiplied by spin projection-conserving factors
δmm
′






Figure 4.5.: The full dibaryon propagators (a) iG(f)d and (b) iG
(f)
v include p-n self-energy loops −iΣd and
−iΣv, respectively, to all orders. The PDS counter terms −i∆Σ(PDS)b are omitted; see Ap-
pendix E.1.1.
We show the validity of this statement in Appendix E.1.1. For simplicity, we will treat the proton and the
neutron as commuting, distinguishable particles for the rest of the thesis.
The elastic p-n amplitude can be obtained by attaching external nucleon fields pαnβ and pα′nβ ′ to the
full dibaryon propagators, i.e.,

pα′nβ ′
 i Tˆ pαnβ  k, k ′; Ecm= − g2d C1m1/2α,1/2β iG(f)d (Ecm)δmm′ C1m′1/2α′,1/2β ′
− g2v C001/2α,1/2β iG(f)v (Ecm) C001/2α′,1/2β ′
+ · · · . (4.26)
The ellipses again denote higher partial waves negligible at NLO. For p-n scattering in the 3s1 (
1s0)






k, k ′; Ecm

= 〈(pn)1m′ | i Tˆ |(pn)1m〉
 









 i Tˆ pαnβ  k, k ′; Ecm (4.27b)




k, k ′; Ecm

= −i g2vG(f)d (Ecm) . (4.28)
















rb (b ∈ {d, v}) . (4.29b)
The MS renormalization scheme can be recovered by sending ΛPDS → 0. At LO (rb = 0 = ∆b,1), the
coupling is not independent of ∆b,0. Instead, the only free parameter is the combination ∆b,0g
−2
b , which
is fine-tuned to yield an unnaturally small value for a−1b . Being a Hermitian theory, the couplings of
EFT(pi) are real, i.e., g2b > 0. Thus, in order to ensure rb > 0 at NLO, the signs ∆b,1 have to be negative
as claimed above. The final dibaryon propagators then read
iG(f)b (Ecm) = −i g−2b 4pimN
h
−a−1b − ik¯+ rb2 k¯























∣ ∣ ∣ a = d (NLO for reaction)
a = σ (NLO for reaction)
a = pi (N2LO for reaction)
Figure 4.6.: The red dotted curve shows the ratio |∆G(NLO)d /G(LO)d | between the leading deuteron propa-
gator terms of Eq. (4.33b) around the pole at Ecm = −Bd (vertical grid line) and for Ecm ∼ Bd
(orange region). In both regions, the ratio is of order rdγd ∼ Rc/Rh (horizontal grid line).
The solid curves show ratios for the propagators of 11Be (red) and 11Be∗ (gray), which scale
more or less similarly. Red (gray) curves indicate that the respective correction i∆G(NLO)a
(a ∈ {d, σ, pi}) enters the reaction 10Be (d, p) 11Be at NLO (N2LO).
In the deuteron channel, we will use the binding energy Bd = γ2d/mN = 2.22MeV as input at each
power counting order. It is thus beneficial to make the pole at k¯ = iγd explicit by writing










+O  k¯4m−3pi i−1 (b ∈ {d, v}) . (4.31)












Even though iG(f)d contains more information on physics in the
3s1 channel than only the position of the
deuteron pole, let us call refer to it as the “deuteron propagator” in the following.
Three-body calculations will involve loop integrals over the deuteron propagator. We utilize the fact
that the largest contribution to loop integrals comes from the pole region and thus expand the deuteron
propagator at k¯ = iγd, i.e.,















= iG(LO)d (Ecm)︸ ︷︷ ︸
∼γ−1d
+ i∆G(NLO)d (Ecm)︸ ︷︷ ︸
∼γ−1d · rdγd
+ · · · , (4.33b)
where we count k¯ ∼ γd. Beyond LO, we moreover write iG(NLO)d ≡ iG(LO)d + i∆G(NLO)d , etc. The scaling
relation i∆G(NLO)d ∼ rdγd · iG(LO)d holds not only around the pole Ecm = −Bd, but also for small Ecm ∼ Bd
in general. That can be seen from Fig. 4.6, where the red dotted line represents the ratio between the























+∆Z (NLO)d︸ ︷︷ ︸
∼γd · rdγd
+ · · · (4.34b)
with Z (NLO)d ≡ Z (LO)d +∆Z (NLO)d , etc. has a similar expansion. In three-body calculations, each external
deuteron state must be normalized with an appropriate factor (Zd)1/2. As done in Chapter 3, the LO
propagator iG(LO)d will be drawn without a circle.
4.1.2 Core-neutron scattering in Halo EFT
As done for the p-n system, we start by considering the elastic c-n amplitude in the 2l j channel of the















 |k|l |k ′|l −a−1h + rh2 k¯2 +∑
n≥2
P (2n)h k¯2n − ik¯2l+1
−1
. (4.35)
Equation (4.35) involves the c-n reduced mass




ERE coefficients a−1h (in MeV
2l+1), rh (in MeV
2l−1), P (2n)h (in MeV2l+1−2n), the on-shell relative momen-
tum
k¯ ≡ iÆ−2µNc (Ecm + iε) (4.37)
and relative c-n momenta k(′) defined below. Since the core has spin-parity 0+, the amplitude only






The scalings of the various ERE coefficients will not be specified in this section since they differ from
system to system. At this point, we only assume the existence of a shallow bound state at Ecm = −Bh.
Due to some fine-tuning, the binding momentum γh = (2µNcBh)1/2 be unnaturally small compared to
some natural high momentum scale Khi, such that only a few ERE coefficients are needed to produce
the pole at LO. For s-wave halo states, the fine-tuning typically occurs in the scattering length ah ∼ γ−1h ,
while higher order coefficients scale naturally [19]. This scheme has been used to describe various one-
neutron halo states, including 11Be [54], 15C [114], 19C [117], and the first excited state 17C∗ [118].
For p-wave halo states like 11Be∗, the shallow pole can for example be produced by an unnaturally small
scattering volume [54, 85]. Moreover, also d-wave halo states have been described in the literature.
One example is the first excited state 15C∗ ( jP = 5/2+) [114]. Different d-wave scaling schemes were
proposed in [79,85,114].
Lagrangian for the halo state A+1X
The 0+ core c = AX enters Halo EFT via the nonrelativistic scalar field c with kinetic mass mc ≡ AmN and
vanishing rest mass. The neutron field is the same as in Eq. (4.17). The Halo EFT kinetic term thus reads














The core propagator is represented by a dashed line in this chapter; see Fig. 4.3. In the following, the
charge of the core is denoted Qc ≥ 1.
Together with the neutron field nα of Eq. (4.17), c couples to the halo auxiliary field hm j .
5 It exhibits
a spherical index m j ∈ { j, · · · , − j}. The respective Lagrangian term is written




















+ · · · . (4.39)
The propagator term in the first row resembles previous Lagrangian terms in this thesis. Due to Galilean
invariance, the halo state possesses kinetic mass
MNc ≡ mc +mN = (A+ 1)mN . (4.40)
Due to the scale separation of h, only a finite number of parameters∆(n)h (mass units MeV
1−n) are needed
at fixed power counting order. Again, we define the auxiliary field such that ∆(1)h = ±1 is a sign.
The vertex term requires a bit more explanation. In contrast to the p-n sector, angular momentum
coupling takes place not between two spins but between the neutron spin 1/2 and the orbital angular
momentum l ≥ 0. Thus, the vertex involves the Galilean-invariant derivative defined in Eq. (3.26).
Applied to c-n momentum states, the operator6 −i←→∇ yields the c-n relative momentum








The Galilean-invariant derivative is embedded in an l-wave tensor structure {·}lml . Since we work in the
spherical representation this structure can conveniently be expressed in terms of spherical harmonics.




|O |l Y mll
 Oˆ  (4.43)
with Oˆ ≡ O /|O |. This expression is normalized such that it gives 1 in the s-wave case (l = 0). The
tensors can be translated to the cartesian basis. For example, one obtains the relations
{k}00 = 1 , (4.44a)
{k}1ml =
¨
(∓k1 − ik2)/p2, ml = ±1





3/2 (∓k1 − ik2)2 /2, ml = ±2p
3/2 (∓k1 − ik2) k3, ml = ±1 
2k23 − k21 − k22

/2, ml = 0
. (4.44c)
5 Different halo states will be distinguished by their quantum number l. Following Ref. [54], we write h = σ,pi, · · · for
s-waves, p-waves, etc.
6 The factor −i could in principle be removed by applying field redefinitions h(†)m j → (±i)l h(†)m j . The “kinematic” term of the
halo state is not affected by such a phase since it is proportional to h†m jhm j .
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The Feynman rule for transitions cn↔ h then readD
hm′j
 i Tˆ  (nαc)kEO (gh) = − i gh C jm′j1/2α,lml {k}lml , (4.45a)¬
(nα′c)k′ | i Tˆ
hm j¶O (gh) = − i gh C jm j1/2α′,lm′l k ′	∗lm′l (4.45b)
and summations over m(′)l are implicit. We will see below that the tensor structure produces the correct
angular dependence for the c-n scattering amplitude.
c-n scattering channels which do not exhibit a shallow state will be neglected in this thesis. They
are assumed to be suppressed due to the lack of further fine-tunings, similar to higher p-n partial wave
channels. Possible interactions at higher power counting orders are condensed in the ellipses at the end
of Eq. (4.39).
Self-energy and full halo-state propagator
The self-energy of h is calculated in Appendix E.1.2. In the PDS scheme it reads7
Σ(PDS)h (Ecm) = − g2h
µNc
2pi(2l + 1)
[2µNc (Ecm + iε)]
l  ΛPDS − [−2µNc (Ecm + iε)]1/2 (4.46a)






and the full propagator is given by





with phase shift term















P (2n)h k¯2n . (4.48b)









2pi (2l + 1)
µ2Nc







with P (2)h ≡ rh/2.






k, k ′; Ecm

=






|k|l k ′l ( j + 1/2) Pl(x)δαα′ − 2i( j − l)P ′l (x)v ·σαα′
k¯2l+1 cotδl(k¯)
(4.50b)
7 Spin-projection conserving factor δm jm
′
j for self-energy and propagator are again omitted here.
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Figure 4.7.: Level scheme of the three-body system 10Be-n-p [120–122]. The center column shows the
ground and first excited state of the core 10Be. Bound and resonance states of the c-n (11Be)
and c-p (11B) systems are depicted in the left and right columns, respectively. We only show
11B levels, which have been seen in the 10Be(p, γ)11B experiment of Ref. [123]. They can be
interpreted as isobaric analog state of the lowest 11Be levels [124]. In this thesis, we explicitly
include those states with thick lines.
with x ≡ kˆ ·kˆ ′ and v ≡ kˆ×kˆ ′. The spin tensor Tα,α′l, j above is now given by the enumerator of Eq. (4.50b).
It was derived using Eq. (34) of Ref. [119]. The first term of the spin tensor represents spin transitions
α = α′ and the second term allows spin flips for l ≥ 1. In the first case, the chosen interaction vertices
recover the familiar Pl(x) dependence one also gets for scattering of two spinless particles.
Note that Halo EFT can be extended to shallow resonance states above the c-n separation threshold. In
fact, such states are treated just like the D0∗ resonance in Chapter 3 [93]. For example, the 2p3/2 channel
of αn scattering exhibits a shallow “Helium-5” resonance. As shown by Bedaque et al., its existence can
be explained by a single fine-tuning [85]. The only conceptual difference to D0pi0 scattering is that the
fine-tuning occurs in the scattering volume and not in the p-wave effective range of αn scattering. The
scheme was later adopted by Ji et al., who used the αn resonance to calculate structure properties of the
two-neutron halo state 6He in an αnn Faddeev calculation [24]. However, in the generic AX(d, p)A+1X
reaction we want to study, at least the outgoing A+1X has to be a bound c-n state. We thus focus on the
description of bound halo states in this thesis.
Application 1: the ground state of Beryllium-11
Let us in the following apply the c-n formalism developed so far to the Beryllium-11 system. Both the
ground state σ ≡ 11Be (2s1/2) and the first excited state pi ≡ 11Be∗ (2p1/2) lie extremely close to the
10Be-n threshold; see Fig. 4.7. The respective binding energies Bσ = 0.50MeV and Bpi = 0.18MeV are
much smaller than the excitation energy Ex = 3.37MeV of the 10Be core [120, 121]. In other words,
the binding momenta γσ = (2µNcBσ)1/2 ≈ 29MeV and γpi = (2µNcBpi)1/2 ≈ 18MeV are smaller than the
typical high momentum scale Khi ≡ (2µNcEx)1/2 ≈ 76MeV and both states fulfill the above definition of
a halo state.
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As a consequence of the scale separation, the experimentally measured radius Rh ≈ 7 fm of the
Beryllium-11 ground state is unnaturally large. In contrast, the core radius represents a natural nu-
clear physics length scale, i.e., Rc ∼ K−1hi ≈ 2.6 fm [53]; see Fig. 1.3(a) for illustration. In Halo EFT it is




∼ 0.4≈ χ2 (4.51)
is then as small as the expansion parameter χ2 = rdγd of the p-n system.
For example, the inverse binding momentum γ−1σ ≈ 6.8 fm is almost exactly as large as Rh and thus one
counts γσ ∼ R−1h in Halo EFT. In contrast, the effective range rσ is counted like Rc. Hammer and Phillips
used Halo EFT to relate the effective range to the low-energy E1 strength of 11Be breakup. Using theory
predictions for the E1 strength of Ref. [125], the effective range was determined to be 2.7 fm ∼ Rc. This
value confirms the scaling assumption of Halo EFT. Higher-order ERE coefficients P (2n)σ ∼ R2n−1c (n ≥ 2)













{k}1ml , respectively. The vertex in (a) is invariant under time reversal. Vertices
for pi→ c n involve a complex-conjugated momentum tensor {k ′}∗1ml .
Using the vertex given in Fig. 4.8(a), we calculate the c-n self-energy loop and resum it; see Fig. 4.9(a).
The full propagator















Figure 4.9.: The full dibaryon propagators (a) iG(f)σ and (b) iG
(f)
pi include
10Be-n self-energy loops −iΣσ
and −iΣpi, respectively, to all orders. Dashed lines represent the 10Be core, solid lines the
neutron. The PDS counter terms −i∆Σ(PDS)h (h ∈ {σ, pi}) are omitted; see Appendix E.1.2.
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has the same structure as the deuteron propagator. The propagator is represented by a solid-dashed





+O  (Rc/Rh)2∼ R−1h . (4.53)
In three-body calculations, we will use the propagator expansion















= iG(LO)σ (Ecm)︸ ︷︷ ︸
∼Rh
+ i∆G(NLO)σ (Ecm)︸ ︷︷ ︸
∼Rh ·Rc/Rh
+ · · · , (4.54b)
where we count momenta k¯ ∼ γσ ∼ R−1h . As for the deuteron, we use the notations iG(NLO)σ ≡ iG(LO)σ +
i∆G(NLO)σ , etc.





















+ ∆Z (NLO)σ︸ ︷︷ ︸
∼R−1h ·Rc/Rh
+ · · · (4.55b)
and Z (NLO)σ ≡ Z (LO)σ +∆Z (NLO)σ , etc. The LO propagator iG(LO)σ will be drawn without a circle.
So far, we have identified 11Be with a pure 10Be-n state (2s1/2). However, in principle,
11Be also
couples to the 4d1/2 and
6d1/2 channels of an excited 2
+ core 10Be∗ and a neutron. Note that the 10Be∗-
n threshold resides far away from the pole at an energy distance Ex + Bσ  Bσ; see Fig. 4.7. Close
to the pole (Ecm ≈ −Bσ), the propagator is insensitive to nonanalyticities of this remote threshold. In
fact, residual modifications to iG(f)σ are automatically taken into account by reproducing ERE observables
and the physical pole position. Thus, core excitation effects enter our effective single-channel description
implicitly through renormalization. In Appendix E.3, we show that our approach is equivalent to a theory
with a dynamical core excitation field.
Lately, the role of core excitations in transfer reactions was also addressed in the context of tradi-
tional reaction model calculations; see for example Refs. [126–130]. In Ref. [126], Deltuva et al. found
that dynamical core excitations in the 11Be bound state do not influence the 10Be (d, p) 11Be cross sec-
tion. That confirms our claim that they can be treated effectively in the 11Be propagator.8 In general,
reaction models have been very successful in reproducing experimental cross sections for various ener-
gies [59, 60]. Still, the utilized two-body potentials (usually complex-valued Wood-Saxon shapes) are
often not motivated by the respective physical systems and involve many fitting parameters. Moreover,
model calculations typically start from the traditional shell model (SM) picture. Here, the 11Be wave
function is defined as a superposition11BeSM ≡ C2s1/2  10Be+ n2s1/2ESM + C4d1/2  10Be∗ + n4d1/2ESM + C6d1/2  10Be∗ + n6d1/2ESM (4.56)
of SM states; see for example Ref. [131]. The absolute squares of the coefficients are called “spectroscopic
factors”. These nonobservable quantities depend on the choice of two-body potentials; see for example
Ref. [64] by Capel et al.. In model calculations, the spectroscopic factors have to be extracted from data
by globally rescaling cross-section predictions [60].
8 Note that breakup can lead to core excitations outside the 11Be propagator. Such contributions have to be analyzed
separately; see Sec. 4.2.3.
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Spectroscopic factors are not needed to obtain cross sections in Halo EFT. Once physics in the pole
region is reproduced at a desired accuracy, the 11Be ground state wave function is fully determined by
low-energy observables [22]. In particular, Eq. (4.52) yields a systematic low-energy expansion for the
asymptotic normalization factor (ANC)
Aσ =
√√ 2γσ
1− rσγσ +O ((Rc/Rh)3) , (4.57)
which normalizes the radial wave function uσ(r) = Aσ exp(−γσr) [22]. Recently, Calci et al. obtained
the ANC value Aσ = 0.786 fm−1 in the no-core shell model with continuum (NCSMC) [132]. Yang and
Capel extracted a similar value Aσ = (0.785± 0.03) fm−1 from cross-section data [133]. The value was
also confirmed in analyses of 11Be breakup at intermediate and high energies in Refs. [64,134].
Given the strong evidence for the validity of the ANC of Calci et al., we use it as input parameter at





1+O  (Rc/Rh)2≈ 3.5 fm (4.58)
which is larger than the one obtained by Hammer and Phillips in Ref. [54]. We will still count rσ ∼ Rc,
since rσγσ ≈ 0.52 differs only by 12% ≈ (Rc/Rh)2 from Rc/Rh ∼ 0.4. From Fig. 4.6 one sees that the
scaling relation i∆G(NLO)σ ∼ Rc/Rh iG(LO)σ is still appropriate for the slightly larger value of rσ (red solid
curve), both around the pole Ecm ≈ −Bσ and for Ecm ∼ Bσ in general.
Application 2: the first excited state of Beryllium-11
The excited halo state pi ≡ 11Be∗ represents a c-n p-wave state. We evaluate Eq. (4.47) for l = 1 and
make the pole at k¯ = iγpi explicit, which yields





−  ik¯3 − γ3pi+O  k¯4Rci−1 . (4.59)
This propagator is represented by a thickened solid-dashed double line with filled circle; see Figs. 4.9(b)
and 4.3.
As was shown in the previous chapter for the D0∗ (D¯0∗) resonance, shallow p-wave states require the
inclusion of two low-energy parameters, in this case γpi and the p-wave effective range rpi, already at
LO. Again, we assume naturally scaling higher-order ERE coefficients P (2n)pi ∼ R2n−3c (n ≥ 2). While
γpi ≈ 18MeV ∼ R−1h , the p-wave effective length rpi ∼ R−1c in Halo EFT. Thus, the fine-tuning needed
to produce the shallow pole at LO does not occur in rpi, as opposed to the D
0∗ (D¯0∗) case. Instead, the
inverse scattering volume







+O  (Rc/Rh)2∼ R−1c R−2h (4.60)
is assumed to be unnaturally small. This claim is confirmed by the large value api = (457 ± 67) fm3
predicted by Typel and Baur [125], which is comparable with Rcγ
−2
pi ∼ 312 fm3. Similar to the ground
state, a value for rpi can be obtained from the respective ANC Api [54]. Using the value Api = 0.129 fm−1/2







≈ −0.95 fm−1 . (4.61)
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The pole expansion we use in three-body calculations reads


















= iG(LO)pi (Ecm)︸ ︷︷ ︸
∼RcR2h
+ i∆G(NLO)pi (Ecm)︸ ︷︷ ︸
∼RcR2h ·Rc/Rh
+ · · · , (4.62b)
















+∆Z (NLO)σ︸ ︷︷ ︸
∼Rc ·Rc/Rh
+ · · · , (4.63b)
and Z (NLO)pi ≡ Z (LO)pi +∆Z (NLO)pi , etc. The LO propagator iG(LO)pi will be drawn without a circle.
Note that the LO propagator is already proportional to one order of Rc < Rh. That means that the c-n
p-wave amplitude i tpi ∼ kk′ iGpi ∼ R−2h · RcR2h ∼ Rc is one order smaller than the c-n s-wave amplitude
i tpi ∼ iGσ ∼ Rh for small momenta. Thus, the excited state itself enters three-body calculations for
10Be (d, p) 11Be not before NLO in Halo EFT. Corrections to iG(LO)pi will consequently be neglected in
this thesis. That comprises the correction i∆G(NLO)pi , which stems from the unitary cut term, i.e., the
self-energy. It only enters at N2LO since i∆G(NLO)pi ∼ Rc/Rh iG(LO)pi . This scaling relation is confirmed
numerically; see gray curve in Fig. 4.6.
In contrast to the 2p1/2 channel, we do not include interactions in the
2p3/2 sector. The reason is
that it does not exhibit a shallow state like 11Be∗. The lowest jP = 3/2− level of Beryllium-11 lies
2.65MeV ∼ K2hi/(2µNc) above the ground state; see Fig. 4.7. This much higher energy gives rise to
naturally scaling ERE parameters in the 2p3/2 sector [54]. Thus, interactions in the
2p3/2 channel are of
order N3LO for 10Be (d, p) 11Be, similar to p-n p-wave interactions; see above.
4.1.3 Core-proton interactions in the presence of Coulomb repulsion
We now let AX be again a generic core and discuss the remaining two-body sector, given by the core and
the proton. Both particles are charged (Qc ≥ 1 and Qp = 1). Thus, they do not only interact strongly,
but also electromagnetically. In fact, the long-ranged Coulomb repulsion turns out to suppress strong c-p
interactions, such that they become negligible at NLO.
Coulomb scattering
In Coulomb gauge, the photon kinetic part can be written








where ηµ = (1, 0)T is a time-like unit vector and Ξ is a gauge parameter [135,136]. Photon couplings of
c and p are introduced in Eqs. (4.17) and (4.38) by the covariant derivative Dµ defined in Eq. (4.7). In
particular, couplings to A0 photons read −iQc e and −ie, respectively. They induce the repulsive Coulomb
potential [136]. In contrast, couplings to transverse photons are strongly suppressed by the tiny kinetic
mass factors 1/(2mN) and 1/(2mc) [136]. They can be neglected at the order we are working.
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Figure 4.10.: The full c-p Coulomb amplitude i t (C)cp (dark ellipses) is given by iterations of the Coulomb
interaction (tree-level diagram).
As done in Ref. [87], we introduce a screened Coulomb photon propagator
iGγ(q)≡ i

q2 +λ2 − iε−1 , (4.65)
which is represented by a curvy line.9 The artificial photon mass λ has to be taken to zero at the end of





= (−iQc e) iGγ(k − k ′) (−ie) = −i 4piQcα
(k − k ′)2 +λ2 − iε (4.66)
of Fig. 4.10 depends on the incoming (outgoing) relative c-p momentum k (k ′) and represents the






By iterating −iVC, one obtains the full c-p Coulomb amplitude i t(C)cp (dark ellipses in Fig. 4.10). For
finite photon mass, it has been calculated analytically by König et al.; see for example Ref. [87]. We
show the expression in Appendix E.4.1. By expanding i t(C)cp in α, one recovers iterations of the one-
photon exchange ∼ αn (n ≥ 1). Multi-photon exchanges have to be included nonperturbatively if the
typical c-p momentum k¯ is small or at least of the same order as the so-called Coulomb momentum
pC ≡ µNcQcα . (4.68)
In the three-body sector, the typical k¯ for pure Coulomb scattering will be of the order of the large
three-body relative momentum pE > pC. Corrections to the tree-level one-photon exchange are then
suppressed by powers of the Sommerfeld parameter η≡ pC/k¯ [137,138]. This suppression will be used
to classify multi-photon exchanges in a Coulomb power counting.
Strong interactions
The full c-p scattering amplitude
i tcp = i t
(C)
cp + i t
(SC)
cp (4.69)
is depicted in the first row of Fig. 4.11 as a hatched blob [139]. The pure Coulomb scattering part
i t(C)cp will induce certain Coulomb diagrams later on in the three-body sector. The remaining part, i t
(SC)
cp ,
mixes strong and Coulomb interactions. Its s-wave part is proportional to the c-p two-body propagator
iG(f)(cp)0(Ecm) (dotted-dashed double line). Note that we describe strong c-p interactions using contact
interactions, as done in the c-n sector.
9 Note that A0 photons do not really “propagate”, i.e., their Feynman Green’s function vanishes [136]. Still, they induce
the Coulomb potential as a nonlocal cn→ cn interaction, which is proportional to the expression iGγ(q). One sees that
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Figure 4.11.: The full c-p amplitude (hatched blob in the upper row) can be split into a pure Coulomb
amplitude i t (C)cp (filled ellipses) and a part i t
(SC)
cp containing both strong and Coulomb inter-
actions. The empty ellipses are c-p Coulomb propagators defined in the lower row. The
dotted-dashed double line represents the Coulomb-modified c-p propagator iG(f)(cp)0 in the
s-wave sector. It contains intermediate Coulomb propagators to all orders.




















with Coulomb-modified ERE coefficients a(C)−1(cp)0 , r
(C)
(cp)0
/2, etc. [139,140]. The denominator of Eq. (4.70)
includes the digamma function ψ(x) ≡ Γ ′(x)/Γ (x). Moreover, it depends on the Coulomb momentum
pC defined in Eq. (4.72), which determines the strength of the Coulomb repulsion. In the limit pC → 0,
the nonanalytic part of the denominator yields the usual unitarity cut term −ik¯. In this thesis, we count
all ERE coefficients in Eq. (4.70) and in higher partial waves naturally, i.e., with powers of Rc. The p-n
propagator iG(f)(cp)0 ∼ Rc is then natural as well.
In order to see at which order strong c-p interactions enter Halo EFT, we may compare i t(SC)cp to an
enhanced c-n amplitude i th ∼ Rh in the halo state channel.10 In particular, we consider the s-wave
part of i t(SC)cp which we expect to dominate at low energies. Compared to the enhanced c-n propagator,
the natural c-p propagator is suppressed by one order in Rc/Rh. Further suppression of i t
(SC)
cp comes
from the Coulomb repulsion in the initial and final states, i.e., from the two loop integrals over Coulomb
propagators (empty ellipses) in Fig. 4.11. In the on-shell region, i.e., near Ecm = k2/(2µNc) = k′2/(2µNc),
the product of these two integrals yields the so-called Gamow factor
C2η,0 ≡ 2piηexp (2piη)− 1 ∈ [0, 1], η≡ pC/k¯ ; (4.71)
see for example Ref. [139]. It describes the probability to find two charged particles at zero separation.
Thus, it can be interpreted as the probability of core and proton to interact via strong interactions. We
expect strong c-p interactions to contribute strongest in the region of (nonshallow) two-body poles, i.e.,
close to c-p resonance states occurring at some relative momenta k¯ ∼ Khi. As long as the typical k¯ is not
too large, the Gamow factor suppresses strong c-p interactions as compared to the c-n sector. Depending
on pC and the typical momentum k¯ under consideration, the suppression can be read off from Fig. 4.12.



















Figure 4.12.: The s-wave Gamow factor Cη,0 as a function of the ratio η = pC/k¯ between the Coulomb
momentum pC = µNcQc e and the on-shell relative momentum k¯. We compare the expo-
nential suppression of the Gamow factor to the expansion parameter Rc/Rh ∼ 0.4 of the
Beryllium-11 sector.
Application: strong 10Be-p interactions
The core c = 10Be has charge number Qc = 4. The corresponding Coulomb momentum
pC ≡ µNcQcα≈ 25MeV (4.72)
is of the order of the 11Be binding momentum γσ ≈ 29MeV. For small c-p momenta k¯ ∼ γσ, the Gamow
factor takes the small value 2.4% which is comparable to four orders in Rc/Rh ∼ 0.4; see Fig. 4.12.
At larger k¯, several 10Be-p resonances have been found in the 10Be(p, γ)11B experiment by Goos-
man et al. [123]. These excited 11B levels have branching ratios for decay to 10Be-p of order 1 and
can be interpreted as isobaric analog states of the lowest 11Be levels [124]; see the level scheme of
Fig. 4.7. The lowest one11 occurs in the 10Be-p s-wave channel ( jP = 1/2+) at a center-of-mass energy
Er,(cp)0 = (1.33± 0.04)MeV with a width Γ(cp)0 = (230± 65)keV [123]. The c-p momentum needed to
see this resonance is given by (2µNcEr,(cp)0)
1/2 ≈ 48MeV.
Let us take a look at the scaling of i t(SC)cp close to this resonance. By demanding a pole at Ecm =
Er,(cp)0− iΓ(cp)0/2 in the c-p propagator of Eq. (4.70), one obtains ERE terms a(C)−1(cp)0 = [(−2.7±0.8) fm]−1
and r(C)(cp)0/2 k¯
2
r = [(−3.5 ± 1.4) fm]−1, both scaling like R−1c . Thus, the propagator iG(f)(cp)0 ∼ Rc scales
naturally. Moreover, the Gamow factor C2η,0 has the small value 0.13 ∼ (Rc/Rh)2 in the vicinity of the
resonance. We conclude that strong 10Be-p interactions are at least of order N3LO and can be neglected
in this thesis.
There are in fact more 11B levels around the 10Be-p threshold not shown in Fig. 4.7. Since they were
not seen in Ref. [123], we assume they do not couple strongly to 10Be-p. Moreover, transitions of 10Be-p
to such states would involve even smaller Gamow factors.
11 This state could also have spin-parity 3/2+ according to Ref. [141]. This possibility should, however, not change the






Figure 4.13.: Neutron exchange diagrams for the reaction 10Be (d, p) 11Be. (a) At LO in Rc/Rh, the di-
agrams −iVσd and −iVdσ connect the halo channel |σ〉 ≡
p+ 11Be and the deuteron
channel |d〉 ≡ 10Be+ d. At NLO, also transfer to the excited halo state channel |pi〉 ≡p+ 11Be∗ is included using the diagrams −iVpid and −iVdpi.
4.1.4 Three-body sector
Once more, we go back to the generic case c = AX and finally turn to the three-body sector. In Chap-
ter 3, two-body D0pi0 (D¯0pi0) interactions induced a pion exchange interaction in the three-body system.
Similarly, c-n and p-n interactions induce a neutron exchange interaction, which will be discussed in the
following. Afterwards, we discuss which Coulomb diagrams are induced by c-p Coulomb scattering.
Neutron exchanges
The reaction AX(d, p)A+1X describes a transition between the two states12
|h〉 ≡ p+ A+1X , (4.73a)
|d〉 ≡ AX+ d . (4.73b)
As far as strong interactions are concerned, these states are connected by iterations of neutron exchange
diagrams −iVhd and −iVdh. For example, the LO amplitude for 10Be (d, p) 11Be will contain the exchange
diagrams −iVσd and −iVdσ of Fig. 4.13(a). At NLO, we will also include transitions to intermediate
excited states 11Be∗ using the exchange diagrams −iVpid and −iVdpi in Fig. 4.13(b).
In the following, we calculate −iVhd and −iVdh for arbitrary quantum numbers l ≥ 0 and j = l±1/2 of
the halo state h. Neutron exchange diagrams −iVhv and −iVvh connecting |h〉 to the virtual state channel|v〉= AX+ (pn)1s0 can be calculated similarly; see Appendix E.2.2. However, they are negligible at NLO
for the reaction 10Be (d, p) 11Be.
We choose the center-of-mass system at energy E and let p (q) be the momentum of the incoming
(outgoing) spectator. Moreover, in each channel we couple the particle spins to a total spin S (S′) with
projection mS (mS′). Using the Feynman rules of Eq. (4.45a)-(4.45b), we then obtain the exchange
diagrams





i Tˆ (pαhm j )p EO (g2)
= i gdghmN (−1)l
Æ






′1 {ξp + q}∗lml
p · q + Un;p,c (p, q; E) , (4.74a)










hd (q , p; E)
i∗
. (4.74b)
12 Three-body states in this chapter are labeled by the respective two-body state, for example by σ = 11Be, pi = 11Be∗ or
d = 2H.
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In Eq. (4.74a), ξ = 1/(1+ 1/A) is the mass ratio and the function Un;p,c is defined in Eq. (C.14). For a
derivation of the tensor structure in Eq. (4.74a), we refer to Appendix E.2.
In the following, we will refer to the functions Vdh and Vhd as “neutron exchange potentials”. They
will enter the Faddeev amplitude for the desired reaction. Note, however, that these functions are more
than just effective interaction potentials. In fact, they involve a dynamical intermediate three-body stateAX+ n+ p due to two-body state breakup and recombination. For E > 0, this state can go on shell, just
like the D0D¯0pi0 three-body state in the previous chapter. Thus, by iterating the exchange potentials, one
automatically includes three-body continuum states to all orders.
The partial wave projections of Eqs. (4.74a)-(4.74b) on total angular momentum J = L + S can be



































dh (p, q; E) = V
Sˆ′L′J ,SˆLJ
hd (q, p; E) . (4.76)
The functions I (k)n;p, c are defined in Eq. (C.15).
Let us take a quick break here and analyze the tensor structure of (4.75). Firstly, the total spin of the
|d〉 state must trivially be equal to 1 since the core is spinless. For fixed J ≥ 0, that implies three possible
orbital angular momenta in the |d〉 channel, being
Ld ∈ {J + 1, J , J − 1} . (4.77)
In the halo channel |h〉, the 6 j symbol in Eq. (4.74a) demands total spins Sh = j ± 1/2 and thus
Lh ∈ {J + j + 1/2, J + j − 1/2, · · · , J − j − 1/2} . (4.78)
Secondly, the last row of Eq. (4.75) puts certain restrictions on the possible changes ∆L ≡ Ld − Lh in
the orbital angular momentum. In particular, the 6 j symbol in Eq. (4.74a) dictates that |∆L| cannot be
larger than the halo state’s quantum number l ≥ 0. In addition, the two Clebsch-Gordan coefficients
demand that (−1)l1+Lh = (−1)k = (−1)l2+Ld . Since l = l1 + l2, this relation implies parity conservation
(−1)Lh+l = (−1)Ld . The two findings can be summarized into the selection rule
|∆L| ∈
¨{l, l − 2, · · · , 0}, l even
{l, l − 2, · · · , 1}, l odd . (4.79)
Another convenient feature of the neutron exchange potentials is more subtle: It comes into play
if only p-n interactions in the 3s1 channel are included in the calculation, i.e., if one can neglect p-n
interactions in the 1s0 channel and in higher partial waves. If that is the case, then the orbital angular
momentum Ld is conserved throughout the scattering process. That can be be seen as follows. If Ld = J
at some point in the reaction, the statement is trivial since the other two options Ld = J ± 1 decouple
due to parity conservation. Thus, we only have to check that transitions Ld = J + 1↔ L′d = J − 1 are
forbidden. Such a transition would be a two-step processd, 3Ld J→ n h, SˆhLhJ¶ o→ d, 3L′d J , (4.80)
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where one has to sum over all allowed Sh and Lh in the intermediate state. Let us consider a fixed Lh in
























− 1/2 1 1/2
Lh − Ld l
l 1/2 − j
L′d 1 J −
 . (4.81)
The bracket in the lower row is a 12 j-symbol of second kind. It is only nonzero if certain quadrupels
( j1, j2, j3, j4) of its entries fulfill the tetragonal condition ja ≤ ∑b 6=a jb [142]. That includes the four
entries (L′d, 1/2, Ld, 1/2) on the antidiagonal. However, for Ld = J + 1 and L
′
d = J − 1, we find Ld =
J + 1  J = L′d + 1/2 + 1/2 and thus the symbol vanishes. We conclude that Ld is conserved if only
p-n interactions in the 3s1 channel are present. Thus, for fixed total J , the scattering equations can be
decomposed into three decoupled systems Ld ∈ {J + 1, J , J − 1}.
In order to calculate a differential cross section for intermediate energies, one needs to take into
account projections of the neutron exchange potentials up to some orbital angular momentum Lmax 1
between p-A+1X and AX-d. In doing so, one then automatically introduces two-body continua in all partial
waves up to l = Lmax to the reaction since the neutron exchange diagrams involve dynamical three-body
states. For example, consider L = 1 in the initial |σ〉 = p+ 11Be state of Fig. 4.13(a). After 11Be
breakup (first, upper vertex), the intermediate state exhibits a 10Be-n pair in l = 0 and L = 1 between
the pair and the proton. This configuration can for example be recoupled to L = 0 between 10Be and
an l = 1 p-n pair. In this specific case, the exchange diagram takes care of the p-n p-wave continuum,
described by plane waves. By including projections up to Lmax, all p-n,
AX-n, and AX-p continua up to
l = Lmax are included.
Coulomb diagrams
Having discussed strong interactions in the three-body sector, we turn to the Coulomb force. Its repulsion
is expected to lower the reaction probability. In reaction model calculations, e.g., the distorted wave
Born approximation (DWBA) or the continuum-discretized coupled channel (CDCC) model, the Coulomb
force is usually included as a static two-body potential in addition to some nuclear model interaction.
In EFT language, such calculations include Coulomb effects to all orders. In contrast to most model
calculations, however, EFT calculations are performed in momentum space. Here, a nonperturbative
Coulomb treatment proves difficult due to the photon propagator’s infrared singularity at vanishing
momentum transfer; see Eq. (4.66). Fortunately, the thorough usage of scale separations often enables
a (semi-)perturbative treatment of Coulomb effects [87,139].
Recall that we separated the pure Coulomb scattering part of the c-p amplitude from negligible strong
interactions in Sec. 4.1.3. This part now induces three-body diagrams with photon exchanges. By
analyzing them in terms of typical momenta, one identifies leading diagrams, which can typically be
solved analytically [87]. Afterwards, they enter a Faddeev equation as effective interactions between the
different scattering states. In this way, it is possible to include Coulomb effects effectively with reliable
uncertainty estimates.
To give an example, the s-wave states |d〉 and |σ〉 of the 10Be (d, p) 11Be reaction are connected by
the Coulomb diagrams shown in Fig. 4.14. They resemble those diagrams considered by König et al.
for the three-nucleon system [87]. However, they exhibit nontrivial dependencies on the mass ratio
y ≡ mN/mc = 1/A 1. We will discuss them in detail in Sec. 4.2.3.
Independently of the halo type, one can classify the induced Coulomb diagrams according to their
topology. One important class is given by so-called “bubble diagrams”, which describe c-p Coulomb
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Figure 4.14.: Coulomb diagram series (a) −iΓdd in the |d〉 channel, (b) −iΓσσ in the |σ〉 channel, and (c, d)−iΓσd, −iΓdσ in the transfer channels of the 10Be (d, p) 11Be reaction. Grayed-out parts are
either induced by direct couplings of the photon to the two-body states (a) deuteron and
(b) 11Be, or they involve multiple-photon exchanges. They will be negligible up to NLO for
the experimental energies used by Schmitt et al. [60]. In cross-section calculations, we will
iterate the black LO diagrams to all orders.
scattering in between breakup and recombination of a two-body state; see for example Fig. 4.14(a)
and (b). At order O (α), these diagrams are proportional to a single Coulomb photon propagator. Due
to its infrared divergence for vanishing photon mass, such diagrams have to be handled with care in
numerical calculations. We will follow König et al. by steadily decreasing the photon mass towards
convergence [87]. For the reaction cross section, convergence takes place around λ ≈ 0.1MeV. Such
small photon masses require a large amount of sampling points in the momentum region around 0.
The next diagram class includes direct couplings of the photon to the two-body auxiliary fields dm and
hm j ; see the grayed out diagrams in Fig. 4.14(a) and (b). These couplings result from higher-order ERE
terms in the Lagrangians of Eqs. (4.22) and (4.39). If the ERE coefficients related to these terms, e.g.,
the effective ranges rd and rσ, are small, then the couplings enter only at higher orders compared to the
bubble diagrams. In this thesis, the “ERE-photon diagrams” are negligible, which is why we grayed them
out. Further details will be given in Sec. 4.2.3.
The third class comprises diagrams with simultaneous photon and neutron exchange; see Figs. 4.14(c)
and (d). They are called “box diagrams”. As opposed to the bubble diagrams, the photon propagator
appears now inside a loop integral. For this reason, the diagram does not exhibit an infrared divergence.
The grayed out terms O  α2 in Fig. 4.14 summarize diagrams with multiple photon exchanges in
between two-body state breakup and recombination. They can be neglected in this thesis due to the
large energies used in the experiment by Schmitt et al. [60]. Note, however, that this simplification
cannot always be made. In particular, it might fail when the typical external momentum pE is of the
order pC.
4.2 Transfer reaction 10Be (d, p) 11Be
In this section, we apply the developed EFT framework to the neutron transfer reaction 10Be (d, p) 11Be,
which was studied experimentally by Schmitt et al. in Ref. [60]. In particular, we construct a Faddeev
equation for the transfer amplitude up to NLO in χ2 = rdγd ∼ rσγσ ∼ Rc/Rh and to zeroth order in
χ3 = pC/pE ∼ χ22 , where pE is a relative momentum; see below. The amplitude is then used to calculate







Figure 4.15.: Sketch of the reaction 10Be (d, p) 11Be. The incident deuteron transfers its neutron (red)
onto a tightly bound 10Be nucleus, such that a weakly bound halo nucleus 11Be is formed. In
the experiment of Schmitt et al. [59, 60], the cross section of the reaction was measured in
inverse kinematics. The angular distribution of the outgoing protons (blue) was measured
at different 10Be beam energies.
Firstly, we discuss the reaction kinematics and identify the typical momentum scales. Secondly, we
write down the EFT Lagrangian and analyze the induced three-body diagrams (neutron exchanges and
Coulomb diagrams) for 10Be (d, p) 11Be in terms of the momentum scales. Thirdly, we construct the LO
transfer amplitude and present results for the reaction cross section. The influence of single Coulomb
diagrams is discussed in detail. At the end of the section, we discuss NLO corrections.
4.2.1 Kinematics
The reaction 10Be (d, p) 11Be describes the transfer of a neutron from an incoming deuteron to a 10Be
nucleus; see Fig. 4.15. This process was studied by Schmitt et al. in inverse kinematics [59,60]. A beam of
long-lived 10Be ions was accelerated onto a deuteron target at beam energies Ec ∈ {60, 75, 90, 107}MeV
(kinetic energy in the lab frame). These energies are equivalent to deuteron beam energies Ed = 0.2 Ec ∈{12, 15, 18, 21.4}MeV. That can can be seen by expressing both Ec and Ed in terms of the c-p-n center-
of-mass energy E. In the rest frame of the deuteron with p˜d = 0, the beam energy Ec = p˜2c/(2mc) is
determined by the core momentum p˜c. In the rest frame of the core, we have Ed = p2d/(4mN) and
pc = 0. Transformations of both frames to the center-of-mass system yields
E + Bd = Ec − (p˜c + p˜d)
2
2(mc + 2mN)








= Ed − (pc + pd)
2
2(mc + 2mN)








⇐⇒ Ed = (1+ 2y) (E + Bd) = 2y Ec (4.82c)
with y = 1/A= 0.1 and Bd = 2.22MeV. The experimental center-of-mass energies are then given by
E ∈ {7.78, 10.28, 12.78, 15.61}MeV . (4.83)
The EFT expansion discussed above is expected to converge fastest for energies E < Ex, where
Ex = 3.37MeV denotes the excitation energy of the 10Be core. However, in the absence of appropri-
ate data, we will compare our theory to the Schmitt et al. data at E ≥ 7.78MeV. In other words, we
perform an extrapolation of a low-energy theory to intermediate and high energies. The extrapolation is
appropriate if couplings of the states
10Be+ d and p+ 11Be to higher-energy states like 10Be∗ + p+ n
are comparably weak. This assumption is supported by the fact that scattering parameters are large in
two-body sectors with weakly-bound states.
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In fact, previous studies suggest that, at least for the lowest beam energies of Schmitt et al., high-
energy states are negligible and the low-energy expansion of Halo EFT is still appropriate. In particular,
Deltuva et al. addressed the role of dynamical core excitations on the cross section in a Faddeev ap-
proach [126]. It turned out that they are negligible for energies ® 10MeV. More recently, Yang and
Capel reanalyzed the data by Schmitt et al. by combining the adiabatic distorted wave approximation
reaction model with a Halo EFT description of 11Be [133]. For lower beam energies and forward angles,
the reaction was found to be purely peripheral. That means that the cross section predominantly de-
pends on the asymptotic form of the 11Be wave function, while being independent of short-range (high
energy) details.
Typical momentum scales
Above we saw that NLO corrections rσγσ ¦ rdγd ≈ 0.40 to the weakly-bound state 11Be and the deuteron
are roughly of the same size. To simplify the power counting, we thus introduce a generic small binding
energy scale γ ∼ γd ∼ γσ ∼ γpi ∼ R−1h and count rd ∼ rσ ∼ Rc. The largest subleading corrections in the
strong sector are then suppressed by the two-body expansion parameter
χ2 ≈ 0.4∼ Rc/Rh . (4.84)
If indeed scattering channels at high energies can be neglected to good approximation, then the largest
part of the available energy E goes into the relative movement of the two-body states and their spectators.
I.e., the typical relative momentum
pE ≡ (2mNE)1/2 ≥ 120MeV (4.85)
between these two is large in the experiment by Schmitt et al.. It was pointed out by Rupak and Kong
in Ref. [143] that one has to keep track of this new momentum scale in Coulomb diagrams. In our case,
pE is much larger than the Coulomb momentum pC ≈ 25MeV ∼ γ of Eq. (4.72). These momenta form a
second expansion parameter
χ3 ≡ pCpE ≤ 0.2∼ χ
2
2 (4.86)
in the three-body sector. It will be the reason why multi-photon exchange diagrams can be neglected in
this work.
4.2.2 Lagrangian
The Lagrangian for 10Be (d, p) 11Be can then be written as the sum























involves also couplings to Coulomb photons A0. The photon part Lγ is given by Eq. (4.64).
In the p-n sector, the virtual state occurs only at N2LO and p-wave interactions are further suppressed;
see Sec. 4.3.2. Up to NLO, we may then write the p-n interaction part in the form
Lpn = g−2d d˜†m













By using the redefined deuteron fields d˜(†)m ≡ gd d(†)m , we effectively remove the unphysical coupling gd
from interaction vertices. As a consequence, we have to multiply the propagator iGd in Eq. (4.33a)
and the residue Zd in Eq. (4.34a) by g
2
d, which removes their gd dependencies. Direct couplings of the
deuteron field to the photon occur at N2LO; see below. As a consequence, we use the usual center-of-mass
derivative i∂cm instead of iDcm in Eq. (4.89).
The c-n system involves two shallow Beryllium-11 states, 11Be and 11Be∗. Up to NLO in Rc/Rh, only
the corresponding channels 2s1/2 and
2p1/2 enter the reaction. The Lagrangian term reads
Lcn = g−2σ σ˜†α
























The prefactor of i∂cm in the piα “kinetic” term is positive as it was for the p-wave state D
0∗ in the previous
chapter. Similar to the p-n sector, we removed the couplings gσ and gpi from the interaction vertices by
using redefined fields and neglected photon couplings to the auxiliary fields.
The reaction cross section will need a single three-body force for renormalization at LO. We implement







+ · · · . (4.91)
A complete NLO renormalization lies beyond the scope of the thesis. Further three-body forces required
at NLO are summarized into the ellipses.
4.2.3 Three-body diagrams up to NLO and beyond
The reaction 10Be (d, p) 11Be will be described by the transfer amplitude Tdσ, which connects the two
states
|d〉 ≡ 10Be+ d , (4.92a)
|σ〉 ≡ p+ 11Be (4.92b)
via neutron exchange potentials Vab and Coulomb diagram interactions Γab. At NLO, also the state
|pi〉 ≡ p+ 11Be∗ (4.93)
will contribute intermediately. The on-shell relative momenta in these channels are given by
p¯d ≡ i
Æ−2µd (E + Bd + iε) , (4.94a)
p¯σ ≡ i
Æ−2µσ (E + Bσ + iε) , (4.94b)
p¯pi ≡ i
Æ−2µpi (E + Bpi + iε) , (4.94c)
where the reduced masses














are of order mN.
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Strong interaction diagrams up to NLO
The relevant neutron exchange potentials for the reaction 10Be (d, p) 11Be are given by the diagrams in
Fig. 4.13. Their analytic forms can be obtained by evaluating Eqs. (4.74a)-(4.74b) for l = 0, j = 1/2
(|σ〉) and l = 1, j = 1/2 (|pi〉). We then find
V
SmS ,1mS′
σd (p, q ; E) = −mNδS1δmSmS′

p · q + p2 + 1
2ξ






dσ (p, q ; E) = V
S′mS′ ,1mS
σd (q , p; E) , (4.96b)
V
SmS ,1mS′









× {ξp + q}∗1ml

p · q + p2 + 1
2ξ










pid (q , p; E)
i∗
, (4.96d)
where we explicitly used Sd = 1. The mass ratio reads ξ= 1/(1+1/A) = 10/11≈ 0.91. As a consequence
of the field redefinitions, the coupling prefactors in the exchange potentials have been removed.
For the exchange potentials, we use the standard power counting of EFT(pi), which counts all momenta
like small binding momenta γ ∼ R−1h . Thus, we have Vσd ∼ Vdσ ∼ mNγ−2 and Vpid ∼ Vdpi ∼ mNγ−1. In
general, loop integrals and one-body propagators propagators are counted like m−1N γ5 and mNγ−2. The
s-wave type deuteron and 11Be propagators are counted like m−1N γ−1 and the 11Be∗ propagator scales
like m−1N Rc γ−2. It follows that neutron exchanges between states |d〉 and |σ〉 have to be resummed to
all orders at LO. Each transfer to an excited state, in contrast, comes along with a suppressed 11Be∗
propagator ∼ Rc since 11Be∗ occurs only intermediately in 10Be (d, p) 11Be. Thus, the excited state enters
at NLO.
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2S′+1L′J ,3LJ






















dpi (p, q; E) = V
2S′+1L′J ,3LJ
pid (q, p; E) , (4.97d)
with tˆL I
(·)
n;p, c (p, q; E) ≡ I (L)n;p, c (p, q; E) (L ≥ 0) defined in Appendix C.2. For transfer between deuteron
and 11Be (11Be∗), the selection rule derived above simplifies to |∆L| = 0 (|∆L| = 1). In the absence of
further exchange diagrams, the quantum numbers of the |σ〉 state are conserved and equal those of the
|d〉 state, i.e., Sσ = Sd = 1 and Lσ = Ld ∈ {J +1, J , J −1}. In contrast, the quantum numbers Spi ∈ {1, 0}
and Lpi of the |pi〉 state. are not conserved.
At LO, strong interactions in the transfer amplitude will be given by Vσd and Vdσ only. Thus, we
can obtain a first impression on how many J channels we have to include to describe the reaction
10Be (d, p) 11Be by reconstructing the full potential Vσd from its partial wave components. For that,
we calculate the sum in Eq. (C.1) up to some Jmax. In Fig. 4.16, we plot partial sums for the lowest
experimental energy E = 7.78MeV used by Schmitt et al. [60] as functions of the angle θ between p
and q (momenta are set on shell). Apparently, the sum converges around Jmax = 8. Thus, to describe
cross-section data, we have to go high up in J already without Coulomb diagrams.
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E = 7.78 MeV
p = p¯σ = 119 MeV














Figure 4.16.: Partial wave decomposition of the LO neutron exchange potential Vσd. For the lowest
center-of-mass energy E = 7.78MeV used in the experiment of Ref. [60], the partial wave
sum converges around Jmax = 8. The relative momenta p, q are chosen such that incom-
ing/outgoing channels are on shell.
Next, we analyze, which partial wave channels are connected by the exchange potentials. Let us
consider a fixed total angular momentum J ≥ 0. Due to parity conservation and the decoupling of
Ld = J ± 1 (see above), this channel falls into three subchannels, which we label using the conserved
quantum numbers [Ld, J]. The three subchannels read
[J + 1, J] :
d, 3(J + 1) ↔ σ, 3(J + 1) ∨ pi, 3J ∨ pi, 1J (J ≥ 0) , (4.98a)
[J , J] :
d, 3J ↔ σ, 3J ∨ pi, 3(J + 1) ∨ pi, 3(J − 1) (J ≥ 1) , (4.98b)
[J − 1, J] : d, 3(J − 1) ↔ σ, 3(J − 1) ∨ pi, 3J ∨ pi, 1J (J ≥ 1) . (4.98c)
For clarity, we omitted the subscripts J in the spectroscopic notations. Each subchannel involves four
different scattering channels.
Note that the subchannels [J ± 1, J] involve the same |pi〉 spin states, even though they decouple.
Thus, it must be possible to define superpositions of the two |pi〉 spin states such that the first occurs only
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Figure 4.17.: The excited state 11Be∗ allows transitions from total spin S = 1 to S = 1 (|d〉 → |pi〉 → |d〉) or
to S = 0 (|d〉 → |pi〉 → np(1s0) + 10Be). The thickened solid-dotted double line represents
the neutron-proton 1S0 virtual state. Multiple transitions via |pi〉 are negligible at NLO.
which we label with barred multiplicities ¯ˆS ∈ {3¯, 1¯}. For J = 0, we have no rotation and 3¯= 3 and 1¯= 1.
The only nonvanishing exchange potentials then read
V
2∓1JJ ,3(J±1)J











ξp tˆJ±1 + q tˆJ

I (·)n;p, c (p, q; E) , (4.100a)
V
3(J±1)J ,2∓1JJ
dpi (p, q; E) = V
2∓1JJ ,3(J±1)J
pid (q, p; E) . (4.100b)
The new subchannels are given by
[J + 1, J] :
d, 3(J + 1) ↔ σ, 3(J + 1) ∨ pi, 1¯J¶ (J ≥ 0) , (4.101a)
[J , J] :
d, 3J ↔ σ, 3J ∨ pi, 3(J + 1) ∨ pi, 3(J − 1) (J ≥ 1) , (4.101b)
[J − 1, J] : d, 3(J − 1) ↔ σ, 3(J − 1) ∨ pi, 3¯J¶ (J ≥ 1) . (4.101c)
Due to the rotation, [J ± 1, J] have been reduced to three scattering channels each.
Strong interaction diagrams beyond NLO
In Sec. 4.1.1 we claimed that the p-n virtual state in the 1s0 sector can be neglected for the reaction
10Be (d, p) 11Be up to NLO. One reason is that neutron exchanges and Coulomb diagrams between s-
wave states conserve the total spin S = 1 of the system. Transitions |d〉 → |σ〉 → |v〉 ≡ np(1s0) + 10Be
are thus forbidden. In the presence of the p-wave state 11Be∗, however, S can change and transitions
|d〉 → |pi〉 → |v〉 become possible; see Fig. 4.17. However, the virtual state is not only suppressed due to
the small 11Be∗ propagator, which precedes it. Since multiple spin changes (∼ (Rc/Rh)2 or smaller) are
negligible at NLO, a virtual state leads to S = 0 in the final state of 10Be (d, p) 11Be. The corresponding
phase space is 1/3 the size of the S = 1 phase space, yielding an overall suppression of Rc/(3Rh) ®
(Rc/Rh)2 (N2LO).
We saw in Sec. 4.1.2 that core excitations within the 11Be propagator are effectively taken care of
by renormalization onto low-energy observables (γσ, rσ, etc.). However, a
11Be propagator could also
break up into a 10Be∗-n pair, followed by a transfer of the neutron to the spectator proton. This process
would introduce an intermediate
10Be∗ + d scattering channel. In Halo EFT, the coupling between 11Be
and the 10Be∗-n pair is assumed to be of natural order. It follows that dynamical core excitations are at
most of N4LO in the low-energy counting; see Appendix E.3 for details.
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Coulomb diagrams up to NLO
In this thesis, we consider such Coulomb diagrams in Fig. 4.14, which are not grayed out. They represent
effective interactions between the states |d〉 and |σ〉. In the following, we analyze them using the
Coulomb power counting developed by Rupak and Kong [143] and calculate them analytically.
Bubble diagrams
Figures 4.14(a) and (b) show Coulomb diagram series in the |d〉 and the |σ〉 channel. They are
collectively denoted by −iΓdd and −iΓσσ, respectively. In both cases, the leading bubble diagram involves
a photon exchange, scaling like pC p
−2
E . Loop momenta within the bubble can be counted like γ because
the p-n (c-n) subsystem is governed by the deuteron (11Be) pole. This statement is supported by on-




E Vσd with pE > γ ∼ pC. Thus, the bubble diagrams are expected to have much smaller influence
on the cross section than neutron exchanges.
However, one important feature of the bubble diagrams is not captured by the Rupak and Kong count-
ing, namely the photon propagator’s infrared divergence at small momentum transfers. In principle, this
enhancement could compensate for the discussed suppression. We account for this possibility by includ-
ing the bubble diagrams already at LO as was done in Ref. [87]. We will then critically assess our choice
by comparing the numerical influence of all Coulomb diagrams on the cross section. This comparison
will reveal that the influence of the bubble diagrams is de facto of NLO, but they improve the overall LO
result significantly; see discussion in Sec. 4.2.4.
The bubble diagrams will be denoted −iΓ (LO)dd and −iΓ (LO)σσ . They can be calculated analytically for
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 pAσ(q; E)−pAσ(p; E)/ Aσ(q; E)−Aσ(p; E)+O (y2)
, (4.102b)
with core charge Qc = 4, mass ratio y = mN/mc = 1/A = 0.1. The ellipses indicate higher-order
diagrams. Both bubble diagrams depend on the function





+ [A1↔A2] , (4.103)
evaluated at expressions
Ad(p; E)≡ 1+ 2y4 p




on shell−−−−−→ γ2d , (4.104a)
Aσ(p; E)≡ 1+ 2y(1+ y)2 p
2 − 2
1+ y




on shell−−−−−→ γ2σ . (4.104b)




; see Eq. (4.102b).
This approximation is justified since y2 = 0.01 is a tiny number. The only angular dependence then
comes from the photon propagator, which can be projected onto certain partial waves analytically; see
below.
Rupak and Kong suggested an even stronger approximation to the bubble diagram expressions for scat-
tering at momenta p < γ [143]. In this limit, the values of f in Eqs. (4.102a)-(4.102b) approach 1/(2γa)
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(a ∈ {d, σ}). König et al. applied this approximation also for larger external momenta p ¦ γ [144]. They
argued that the main contribution from the diagrams comes from the region p − q = 0, where the val-
ues of f yield Aa(p; E)−1/2/2 (a ∈ {d, σ}). If off-shell contributions are small, it should be allowed to
replace this expression by Aa(p¯a; E)−1/2/2 = 1/(2γa) everywhere; see Eqs. (4.104a)-(4.104b). Indeed,
each intermediate bubble diagram comes along with a propagator iGa(Ecm), which is strongly peaked at
Ecm = −Ba = E− p2/(2µa)⇔ p = p¯a. In subsequent studies, however, König et al. avoided this so-called
“bubble approximation” as it cannot be systematized in the EFT’s power counting [87]. Still, it strongly
supports the claim that the bubble is governed by small momenta γ as stated above.
Since Coulomb couplings do not change particle spins, the diagrams are diagonal in the spin quantum











aa (p, q ; E) (a ∈ {d, σ}) , (4.105)






















with Legendre function QL defined in Eq. (C.16).
Box diagrams
Coulomb diagrams in the transfer channels are shown in Figs. 4.14(c) and (d). As opposed to the
bubble diagrams, the photon propagators of the box diagrams are part of loop integrals. For this reason,
it is not immediately clear if momenta in the loop have to be counted like γ or like pE . Since in our
case pE > γ, it is safe to count them like γ, such that the loop ∼ mNγ−3 is not suppressed. This scheme
coincides with the one in Ref. [145]. The overall scaling mNpCγ
−3 implies that box diagrams have to be
resummed to all orders for the reaction cross section.




σd (p, q ; E) = −QcαmN V SmS ,S
′mS′










p · q + p2 + 12ξ q2 −mN(E + iε)




dσ (p, q ; E) = Γ
(LO)S′mS′ ,SmS
σd (q , p; E) . (4.107b)
Apparently, they are proportional to the simple neutron exchange diagrams, but exhibit an opposite
overall sign. This observation suggests that box diagrams strongly suppress the reaction cross section
at LO. Partial wave projections of the box diagrams have to be performed numerically. The angular
integration works analogous to the one in Eq. (4.105).
Coulomb diagrams beyond NLO
Apart from the bubble and box diagrams discussed above, there are many more Coulomb diagrams,
which we neglect at NLO.
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Figure 4.18.: Deuteron bubble diagrams with full Coulomb amplitude between breakup and recombina-
tion. Multi-photon terms are negligible in this thesis.
ERE-photon diagrams
First of all, we omit diagrams with direct couplings between photon and two-body fields. These
couplings are introduced by the ERE terms of the Lagrangian. One example is the grayed-out diagram in
Fig. 4.14(a). It represents a single Coulomb photon exchange between deuteron and proton stemming















+ · · ·

dm . (4.108)
The Feynman rule for the A0 coupling would read −ie (−g−2d ) = iem2Nrd/(8pi); see Eq. (4.29b). It
follows, that the grayed-out diagram in 4.14(a) has the same form as Eq. (4.102a), but with the function
f ∼ 1/(2γd) replaced by the small constant rd/2; see also Ref. [145]. That corresponds to a Rc/Rh
suppression. The same suppression is obtained in Fig. 4.14(b). A0 couplings due to higher-order ERE
terms involve further powers of Rc/Rh.
13 Recall that bubble diagrams are suppressed due to the photon
propagator (de facto NLO; see Sec. 4.3.1). Thus, we neglect direct photon-two-body state couplings,
which are at most of N2LO.
Multi-photon diagrams
Moreover, we neglect bubble and box diagrams with multiple Coulomb photon exchanges in between
two-body breakup and recombination. In principle, one could include such contributions by replacing
the single photon propagator by the full Coulomb scattering amplitude i t(C)cp shown in Fig. 4.10. We
assume that multi-photon exchanges within i t(C)cp are suppressed by χ3 = pC/pE ≤ 0.2 (a Sommerfeld
parameter). It represents the three-body expansion parameter χ3 of our EFT.
Let us check the proposed χ3 ≤ 0.2 suppression by recalculating −iΓdd numerically, but this time
including full Coulomb scattering. The corresponding diagram is shown in Fig. 4.18. Its mathematical
expression (as well as the one of −iΓσσ) can be simplified to a one-dimensional momentum integral; see
Appendix E.4. Results are given in Fig. 4.19, where we plot the ratio between multi-photon (O  α2)
contributions to the full result and the single-photon (LO) approximation. We plot this ratio as a function
of on-shell momenta p = q = p¯d for different angles θ = p · q/(pq). First of all, for θ = 0◦ (zero
momentum transfer, blue curve) the terms O  α2 are arbitrarily unimportant. For larger angles, the
ratio initially increases almost linearly for θ ≤ 30◦, before it starts to saturate. For experimental on-shell
momenta (vertical grid lines) the ratio hits the proposed suppression 0.2 around 60◦ (red curve). Thus,
more or less for the full forward scattering regime, multi-photon contributions scale as proposed and are
negligible. Multi-photon corrections for backward scattering may be less suppressed (≤ 0.28), but in
this regime Coulomb scattering itself is much weaker.
The decreasing behavior of the ratio for large p¯d is in line with χ3 ∝ p−1E ∼ p¯−1d ; see the decreasing
dashed curve in Fig. 4.18. Note, however, that the ratio has a different power law behavior in the
low-energy regime p¯d ∼ pE ≤ γd. Here, it is proportional to p¯d and dimensional analysis yields a
suppression pC p¯d/γ
2
d (increasing dashed curve in Fig. 4.18). This second low-energy suppression was
used by König et al. to neglect multi-photon exchanges in d-p scattering [145]. The transition between
13 Couplings to transverse photons induced by D2/(4mN) are negligible due to 4mN pE > pC.
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Figure 4.19.: Suppression of multi-photon exchanges in the bubble diagram of −iΓdd for different on-
shell momenta p = q = p¯d. Direct photon-two-body state couplings are neglected here.
The vertical grid lines show the on-shell momenta used by Schmitt et al. [60]. The horizontal
grid line indicates the suppression order 0.2 predicted by the power counting. The thick
dashed curves indicate the scaling behaviors for the low-energy (pE < γ) and higher-energy
(pE > γ) regimes; see text.
the two scalings can be understood from the two-photon exchange diagram in Fig. 4.19. This diagram
has two loops, of which the upper one is governed by pE and the lower one by γ. The only propagator
which depends on both scales is the proton propagator in between the two photon exchanges. If pE > γ,
it may be counted like mNp
−2
E , leading to an overall suppression pC/pE of this diagram. If pE < γ, we
may count the propagator like mNγ
−2
d and obtain the suppression pC pE/γ
2
d ∼ pC p¯d/γ2d.
A direct calculation of multi-photon box diagrams is much more difficult since the loop integral has
to be solved with Monte-Carlo methods [145]. This task is particularly challenging for E > 0, where
three-body singularities need to be taken into account. In this thesis, we assume that multi-photon
contributions are suppressed by pC/pE (N
2LO).
Excited-state Coulomb diagrams
Coulomb diagrams including 11Be∗ states are subleading because they come along with at least one
suppressed 11Be∗ propagator.14 A selection of such diagrams is given in Fig. 4.20.
The diagrams in (b) induce E1 transitions between the Beryllium-11 states. They involve a small
photon propagator and are thus negligible at NLO. Note that the photon in the second diagram arises
directly from the derivative-type strong interaction vertex [54]. This photon is transverse and thus the
photon-proton vertex ∼ 1/(2mN) is strongly suppressed. Diagrams in (c) come along with at least two
suppressed 11Be∗ propagators and can also be neglected at NLO.
For the box diagram −iΓ (LO)dpi in (a), the situation is not as clear. In order to estimate its importance,
we compare it numerically to the neutron exchange diagram −iVdpi in Fig. 4.13(b); see Appendix E.4.3.
14 This statement is not true if 11Be∗ is an external state, for example in the reaction 10Be (d, p) 11Be∗. In such a reaction,
certain Coulomb diagrams we can neglect for 10Be (d, p) 11Be would enter already at lower orders.
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Figure 4.20.: Photon diagrams involving 11Be∗ in the (a) |d〉 → |pi〉, (b) |σ〉 → |pi〉, and (c) |pi〉 → |pi〉
channel. Time-reversed diagrams of (a, b) are omitted. All these diagrams can be neglected
at NLO; see text.
Table 4.1.: EFT inputs for the calculation of the reaction cross section up to NLO in χ2 ∼ 0.4.
Order deuteron 11Be 11Be∗
LO [O (1) ] Bd = 2.22MeV [86] Bσ = 0.50MeV [120] –
NLO [O (χ2) ] rd = 1.75 fm [86] Aσ = 0.786 fm−1/2 [132] Bpi = 0.18MeV [120] ,
Api = 0.129 fm−1/2 [132]
For the smallest experimental energy and on-shell momenta, it turns out to be suppressed by roughly
two orders in Rc/Rh. We conclude that the overall influence of the diagram is of N
3LO.
Summary
To conclude this section, let us summarize the scattering channels, three-body diagrams, and EFT input
parameters required to calculate the reaction cross section up to NLO. At LO, strong interactions have
to be included in the 3s1 channel of p-n and the
2s1/2 channel of c-n. The only input parameters in
these channels are the binding energies Bd for the deuteron and Bσ for
11Be. In the three-body sector,
we iterate neutron exchange, bubble and box diagrams (single-photon approximations) between the
scattering states |d〉 and |σ〉.
At NLO, the deuteron and 11Be propagators involve also the effective ranges rd, rσ, the latter being
inferred from the ab initio ANC Aσ. Moreover, strong interactions in the
2p1/2 channel of c-n enter. Here,
we use the 11Be∗ binding energy Bpi and the ab initio ANC Api as inputs. In the three-body sector, the
scattering state |pi〉 is introduced by neutron exchanges between |d〉 and |pi〉.
4.2.4 Transfer amplitude
Having identified the relevant diagrams in the strong and Coulomb sectors up to NLO, we now construct
the transfer amplitude at LO and show the necessity of a three-body force. NLO corrections will be






















Figure 4.21.: The Faddeev equation for the LO transfer amplitude T (LO)
σd is constructed from neutron ex-
change, bubble, and box diagrams as well as a three-body force diagram −iC0(Λ)δmm′
(white square). The diagram multiplication on the right-hand side induces loop integrals
over LO two-body propagators iG(LO)a (a ∈ {d, σ}) (drawn without circles).
Construction at LO
The LO transfer amplitude for the transition |σ〉 → |d〉 will be denoted T (LO)
σd .
15 The corresponding
Faddeev amplitude is shown in Fig. 4.21. It is constructed from neutron exchange diagrams −iVσd,−iVdσ, Coulomb box diagrams −iΓ (LO)σd , −iΓ (LO)dσ , and Coulomb bubble diagrams −iΓ (LO)dd , −iΓ (LO)σσ . Recall
that the bubble diagrams are actually subleading in the Rupak and Kong counting; see Sec. 4.2.3. We
still include them already at LO since the infrared-divergent Coulomb propagators could lead to an
enhancement. Moreover, we include the three-body force C0(Λ) (white square vertex) in the |d〉 sector
for renormalization. All these diagrams are iterated to all orders.
As indicated in Fig. 4.21 the LO transfer amplitude and the corresponding elastic amplitude T (LO)dd can
be summarized into an amplitude vector ~T (LO). As discussed in Sec. 4.2.3, the total angular momentum J
and the orbital angular momentum L ≡ Ld = Lσ ∈ {J +1, J , J −1} are conserved. We label the different











dq q2 K(LO) [L,J] (p, q; E) G (LO) [L,J] (q; E) · ~T (LO) [L,J]  q, p′; E , (4.109)
with LO amplitude vector, interaction and propagator matrices





















G (LO) [L,J] ≡ diag G (LO)d , G (LO)σ  , (4.110c)
and ~e1 ≡ (1, 0)T in channel space. The outer superscripts in Eqs. (4.110a)-(4.110b) are to be understood
component-wise. For convenience, we introduced the new functions




(a ∈ {d, σ}, n ∈ N0) . (4.111)
The reduced masses µa are given in Eqs. (4.95a)-(4.95b). Moreover, we equip the Faddeev equation
with a momentum cutoff Λ (2mN|E|)1/2 γd, γσ, pC.
15 For the cross section, we in fact need the absolute square of the time-reversed amplitude Tdσ. However, it is easily
obtained using |Tdσ|2 = |Tσd|2.
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The full transfer amplitude is given as the sum over the partial wave amplitudes and projection oper-
ators as explained in Appendix C. In all calculations, we truncate the partial wave sum at some maximal
orbital angular momentum Lmax and increase this value until the cross section can be considered con-
verged. At the same time, we steadily decrease the photon mass λ → 0 in calculations with Coulomb
diagrams. We find that the cross section converges at Lmax = 12 and λ = 0.1MeV. For cross-section cal-




At NLO, we will replace the LO propagator functions and the LO residues by their NLO analogues. In
doing so, we take into account range corrections in the deuteron and 11Be∗ sectors. Moreover, the excited
state will introduce further scattering channels, thereby enlarging the interaction matrix. Respective
Faddeev equations will be given in Sec. 4.3.2.
Numerical treatment
In the previous chapter, the two-body propagator of the D0∗ meson had a pole in the complex plane.
This circumstance allowed us to simply integrate along the real axis from q = 0 to q = Λ. In the system
at hand, however, the two-body poles of the propagator functions G (LO)a (q; E) lie on the real axis at
q = p¯a < Λ (a ∈ {d, σ}) if E > −Ba. In the NLO system, the functions G (NLO)a (q; E) (a ∈ {d, σ}) will
have the same pole structure and the excited state propagator function G (LO)pi (q; E) will have a pole at
q = p¯pi < Λ if E > −Bpi.
We subtract the two-body poles using
Ga (q; E)≡ G˜a (q; E) 1q− p¯a − iε = G˜a (q; E)
 P
q− p¯a + ipiδ(q− p¯a)

(a ∈ {d, σ, pi}) . (4.112)
The operator P denotes a principle value integration. The functions G˜a (q; E) are regular at q = p¯a. For
a specific loop integral transition a→ b→ c (a, b, c ∈ {d, σ, pi}), one then obtains∫ Λ
0








q2 Kab (p, q; E) G˜b (q; E) Tbc (q, p′; E)− [q→ p¯b] θ (E + Bb)θ (Λ− p¯b)
q− p¯b












θ (E + Bb)θ (Λ− p¯b) . (4.113)
The remaining integral in Eq. (4.113) has an integrand regular at q = p¯b.
By discretizing the integral to loop momenta {qi, 1 ≤ i ≤ N} ⊆ [0, Λ], one obtains a linear system
of equations for the amplitude values {Tab (qi, p′; E) , a, b ∈ {d, σ, pi}, 1 ≤ i ≤ N + 3} with qN+1 ≡ p¯d,
qN+2 ≡ p¯σ, qN+3 ≡ p¯pi.
Unphysical deep three-body states
The necessity of a three-body force can be seen by setting C0(Λ) ≡ 0 performing an asymptotic analysis
for large incoming and loop momenta p, q  (2mN|E|)1/2  γd, γσ, pC, similar to Ref. [146]. In this
limit, the Coulomb diagrams (∼ pC q−3) are negligible against neutron exchange diagrams (∼ q−2); see
Eqs. (4.96a)-(4.96b), (4.102a)-(4.102b), and (4.107a)-(4.107b). They should leave the qualitative UV
behavior unaltered and can be neglected for the moment.
In Appendix E.5.1 we perform the asymptotic analysis for arbitrary L ≥ 0.16 It turns out that the
transfer and elastic amplitudes are governed by power law behaviors ∼ p−1−s(L) with s(0) = ±is0 =
16 Note that LO interactions are independent of J .
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Figure 4.22.: Unrenormalized three-body spectra at LO without (dashed lines) and with (solid lines)
Coulomb diagrams (λ= 0.1MeV, converged) for cutoffs Λ (2mN|E|)1/2 γd, γσ, pC.
±0.6357i for L = 0 and s(L) > 1 otherwise. It follows that the Faddeev equations produce unique
amplitude solutions, converging for Λ →∞, only for L ≥ 1. The L = 0 system, in contrast, needs a
three-body force. In fact, it exhibits an Efimov effect, i.e., a geometric spectrum of three-body bound
states at energies E = −Bd−B3 and B3 > 0 [21,147,148]. For C0(Λ)≡ 0, the spectrum is log-periodic in
Λ, with a scaling factor exp(pi/s0) ≈ 140. This number reproduces the universal scaling factor of three
distinguishable particles (light-light-heavy with mass ratio y = 0.1) and large scattering lengths for the
light-heavy pairs, presented in Ref. [21].
The three-body spectrum can be calculated numerically by searching the root of the Fredholm deter-
minant of the LO Faddeev equation at E < −Bd. In this region, the Faddeev equation is purely real.
Thus, the root finding is performed in one dimension, as opposed to the one in Chapter 3. We show
the spectrum of the unrenormalized L = 0 system without Coulomb diagrams in Fig. 4.22 as dashed
lines. It exhibits the proposed log-periodicity in Λ. Coulomb diagrams do not influence the large mo-
mentum behavior qualitatively. Three-body bound states are only pushed to higher cutoffs (solid lines in
Fig. 4.22).
The Efimov states have quantum numbers J P = 1+, A= 12 and Z = 5. Were they physical, they would
correspond to J P = 1+ levels of 12B. Three such states are known by experiment, corresponding to
binding energies B3 = 2.374MeV (12B ground state), B3 = 7.384MeV and B3 = 5.774MeV [149]. These
energies correspond to spatial separations R3,d ∼ (2µdB3)−1/2 < 1.47 fm in a deuteron-10Be picture and
R3,σ ∼ (2µσ(B3+Bd−Bσ))−1/2 < 1.74 fm in a 11Be-p picture. Both of these numbers are of natural order
Rc. Thus, they do not give rise to a scale separation in the three-body sector and the cluster pictures are
not justified. As a consequence, the Efimov states are unphysical artifacts of our short-range approach.
Fortunately, they only occur at cutoffs Λ≥ 2.5GeV, which are much larger than all relevant energy scales
of the three-body calculation. Moreover, after renormalization onto cross-section data, the three-body
states will be pushed to binding energies B3 > 19MeV, which lie outside the EFT’ region of applicability;
see Fig. 4.24(b). Thus, the existence of three-body states does not impose a problem for our approach.
4.3 Cross-section results
In this final section, we calculate the cross section of 10Be (d, p) 11Be and compare it to data by
Schmitt et al. [59, 60]. Firstly, we assess the performed Coulomb power counting by analyzing the
cross-section suppressions caused by the relevant Coulomb diagrams. Secondly, we discuss angular and
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energy regions where the reaction can be considered peripheral, i.e., independent of short-range details.
Moreover, we demonstrate the renormalizability of the LO system. Finally, we discuss NLO corrections
to the cross section.
4.3.1 LO study
The reaction cross section is a function of the center-of-mass angle θcm, which lies between the incoming
deuteron momentum p¯d = −p¯d pˆd and the outgoing proton momentum p¯σ = p¯σ pˆ ′p (both on shell). By
averaging over initial spin configurations S = 1,mS ∈ {+1, 0, −1} and summing over final configurations

















σd (p¯σ, p¯d; E)
2 . (4.114)
This expression is derived in Appendix E.6. Cross sections are expressed in units of mb = 0.1 fm2; see
Appendix A.
Coulomb suppression and improved LO system
In the Coulomb power counting above we decided to include both bubble and box diagrams already
at LO. We will now critically assess this choice by comparing cross-section results with and without the
two diagram types for experimental center-of-mass energies E in Eq. (4.83). Moreover, we estimate the
potential impact of the three-body force C0(Λ) by varying Λ in the large range [300, 1500]MeV in each
calculation.
The first calculation is performed without any Coulomb diagram. The corresponding cross sections are
shown in Fig. 4.23 as hatched bands. Each single curve is converged at percent level for Lmax = 12. Ap-
parently, the bands strongly overestimate the reaction cross section. For all four energies, they lie roughly
three times higher than the data. At the same time, the band widths (10-20mb) are small compared to
the average sizes. These observations indicate that the strong interaction does not produce enough re-
pulsion between the scattering partners, even in the presence of a three-body force. We conclude that
the Coulomb force has to be included already at LO.
The relative importance of the Coulomb box and bubble diagrams can be understood by successively
introducing them to the Faddeev equation. Firstly, we include the box diagrams −iΓ (LO)
σd and −iΓ (LO)dσ ,
which are expected to suppress the cross section on a LO scale. This claim is in agreement with numerical
results, shown as light bands surrounded by dotted lines. They are only half the hatched bands’ sizes.
Further suppression is achieved after inclusion of the bubble diagrams −iΓ (LO)dd and −iΓ (LO)σσ ; see the dark
lowermost bands. Apparently, their influence is ® 40% ∼ χ2 smaller than the one of the box diagrams.
A posteriori, the bubble diagrams are of NLO, as opposed to the LO box diagrams. That means that
we have overestimated the influence of the bubble diagrams’ infrared divergences by one order in χ2.
In principle, these diagrams could be neglected at LO. The “pure” LO system would then only contain
neutron exchanges and box diagrams. It follows that ERE-coupling diagrams, which are one order
smaller than the bubble diagrams, can indeed be neglected at NLO.
Even though they are subleading in a strict EFT sense, the bubble diagrams lead to a surprisingly good
agreement with data at the lower beam energies and for forward angles. In other words, they improve
the overall convergence of the EFT expansion. This statement will be confirmed by NLO calculations
later. As a consequence, we refer to the Faddeev equation system in Fig. 4.21 as the “improved LO
system”. Moreover, in contrast to the pure LO system, the improved system can be renormalized onto
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Figure 4.23.: Calculations for the LO cross section of 10Be (d, p) 11Be. The cross section is a function of the
center-of mass angle θcm between deuteron and proton. For different deuteron beam en-
ergies Ed (lab frame), the results are compared to data (black points) of Schmitt et al. [60].
All bands are due to cutoff variations Λ ∈ [300, 1500]MeV. They do not include EFT uncer-
tainties of order 40% due to neglected NLO contributions. Calculations with hatched bands
exclude Coulomb contributions. Such with light (dark) bands include the Coulomb box (and
bubble) diagrams. Dash-dotted curves represent a χ2 fit of the full equation system in
Fig. 4.21 onto the Ed = 12MeV data using the three-body force C0(Λ); see also Fig. 4.24.




Keeping the bubble diagrams in LO calculations does not lead to a loss of predictive power since they do
not introduce any new parameters. Thus, the improved LO system is still independent of any short-range
details like higher-order ERE coefficients or high-energy states. Cross sections are then only affected by
the tail of the two-body wave functions of deuteron and 11Be. I.e., the reaction description is still purely
“peripheral”. Yang and Capel showed that such a theory could be appropriate at lower beam energies
and at forward angles [133]. This claim is supported by our improved LO results, which reproduce data
at the lowest beam energy Ed = 12MeV over the whole angular data range 4.7◦ ≤ θcm ≤ 10.4◦.
According to Yang and Capel, the peripherality region decreases in size by going to higher energies.
We indeed observe that data at Ed = 15MeV is only reproduced by the improved LO band in the forward
scattering region θcm ≤ 4.6◦. Deviations at higher energies are of NLO size and might become smaller at
higher power counting orders.
At Ed = 18MeV, the bands deviate from the available θcm ≥ 4.6◦ data more strongly (∼ 40-80%). The
strong decrease in the data points, however, suggests that the deviation becomes at least of NLO size for
very small angles. Here, the reaction could still be considered peripheral. Note that Schmitt et al. iden-
tified the Ed = 18MeV data set to be systematically smaller than the other three [60]. They extracted
spectroscopic factors for all four energies using two different reaction models. For both models, the spec-
troscopic factor for Ed = 18MeV was 25% smaller than the respective other three. A similar observation
was made by Yang and Capel, who extracted the 11Be ANC from the Schmitt et al. data [133]. All values
were compatible with the ab initio ANC from Calci et al. [132], except the one at Ed = 18MeV, which
was ≈ 15% smaller. We conclude that our Ed = 18MeV result could actually be better than suggested
by Fig. 4.23.
At very high beam energies Ed = 21.4MeV, we do not expect our low-energy theory to be valid
anymore. The steady increase of deviations above Ed = 15MeV indicates that the current low-energy
power counting could fail at these energies. In particular, the counting scheme k¯ ∼ γ in the two-body
sectors could become inappropriate as more and more energy could enter the two-body systems.
Cutoff dependence and renormalizability
In Sec. 4.2.4 we saw that out of all partial wave components L ≤ Lmax = 12, only the L = 0 component
is cutoff dependent. Moreover, the scaling factor of the unphysical Efimov effect is very large. For these
reasons, the improved LO bands (dark in Fig. 4.23) are only 20% the size of the box diagram shift (LO).
Such contributions are negligible up to NLO. In principle, we could thus use for example the bands’
average values as LO estimates. Renormalization is thus not really required at LO. Remarkably, the only
inputs to our LO calculation are then given by the binding energies Bd and Bσ; see Table 4.1.
At much smaller energies, however, the L = 0 channel should be of much greater importance and the
cutoff dependence could not be ignored anymore. Thus, we demonstrate that the LO Faddeev equation
can indeed be renormalized using C0(Λ) only. For that we consider the improved LO system and perform











θ (i)cm ; E = 7.78MeV
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(4.115)
to the depicted Ed = 12MeV data set for various cutoffs Λ ≥ 300MeV. We obtain two solutions for
C0(Λ), shown in Fig. 4.24(a), which have comparable χ2 values 2.23 (dot-dashed curve) and 2.29 (solid
curve). Both values are constant for Λ ≥ 500MeV. The fit result of the dot-dashed solution is shown in
Fig. 4.23 as dot-dashed curves.
After renormalization, the binding energies of the unphysical three-body states become constants for































Figure 4.24.: Renormalization of the improved LO system in Fig. 4.21 using the three-body force C0(Λ).
(a) The dot-dashed and solid curves are the two solutions of C0(Λ) of the χ2 fit with compa-
rable values χ2 ≈ 2.23 and χ2 ≈ 2.29, respectively. (b) Both solutions produce renormalized
spectra outside the EFT regime. The smallest binding energies lie above B3 ≈ 28MeV and
B3 ≈ 19MeV, respectively.
(Λ≈ 7GeV); see Fig. 4.24(b). It lies above B3 ≈ 19MeV (B3 ≈ 28MeV) and converges to an even higher
value as Λ→∞.
4.3.2 NLO corrections
We conclude our study of the reaction 10Be (d, p) 11Be by calculating NLO contributions to the cross
section. They comprise effective range corrections in the deuteron and 11Be sectors and intermediate
transfer to the excited state 11Be∗.
Effective range corrections
We follow Bedaque et al. by replacing the LO propagator functions G (LO)d and G (LO)σ in the Faddeev
equation by their NLO forms
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; (4.116b)
see Eqs. (4.33b), (4.54b), and (4.111) [150]. Correspondingly, we use NLO residues Z (NLO)a in the calcu-
lation of the cross section; see Eq. (4.114). This straightforward technique is often referred to as “partial
resummation” since it induces specific amplitude terms proportional to rnd , r
n
σ (n ≥ 2). However, for
natural cutoffs, they are smaller than NLO terms and do not undermine the power counting [151,152].
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More importantly, the new propagator functions behave like q0 for large loop momenta q, while the
LO expressions fell off like q−1. As a consequence, partial resummation modifies the UV behavior of the
Faddeev kernel and reintroduces a cutoff dependence to the L = 0 channel. In Chapter 3, where we
partially resummed self-energy corrections to the D0∗ propagator at NLO, such a new cutoff dependence
was not seen because the NLO correction term was purely imaginary. In principle, the cutoff dependence
could be cured by readjusting the three-body force C0(Λ) [153].
In order to see the impact of the additional cutoff dependence, we include effective range corrections
in the renormalized improved LO system for various Λ ∈ [500, 1500]MeV. 17 That yields the red hatched
bands in Fig. 4.25. Apparently, they lie well within the ±40% uncertainty region (blue bands enclosed
by thin solid lines) of the improved LO curves (blue, dot-dashed). The band widths are comparably
small, which gives rise to a mild cutoff dependence.
A small fraction of the band widths stems from an unexpected cutoff dependence in the L = 1 sector.
It is an artifact of the partial resummation technique, which modifies the Faddeev kernels’ UV behaviors.
In a fully perturbative approach, no such divergence occurs [146]. In Appendix E.5.2 we investigate this
issue by performing an asymptotic analysis with effective range corrections. Even though desirable, a
fully perturbative NLO treatment lies beyond the thesis’ scope. We checked that the cutoff’s influence on
the L = 1 amplitudes is less than 2% over the chosen Λ range. Thus, we can ignore this issue at NLO.
Contributions from the excited state 11Be∗
The second and last NLO contribution comes from the excited state 11Be∗. It is introduced via neutron
exchange diagrams −iVpid and −iVdpi shown in Fig. 4.13(b). Their partial wave-projected forms are given
in Eqs. (4.97c)-(4.97d) and (4.100a)-(4.100b). Recall that the excited state is subleading due to the fact
that its LO propagator iG(LO)pi ∼ Rc/(γ2mN) involves one power of the small core radius. Propagator
corrections of N2LO or higher will be neglected. Thus, we use the propagator function












in NLO calculations for the cross section.18
As done for the LO system, we label angular momentum channels with superscripts “[Ld, J]”, where
J ≥ 0 and Ld ∈ {J + 1, J , J − 1} are conserved. The NLO amplitude vectors ~T (NLO) [Ld,J] then read
















 (J ≥ 1) , (4.118a)











 (J ≥ 0 and J ≥ 1, respectively) . (4.118b)
17 We start the variation at Λ = 500MeV because the renormalized improved LO results are not yet converged for smaller
cutoffs.
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Figure 4.25.: Cross section for 10Be (d, p) 11Be up to NLO as function of the center-of-mass angle θcm.
Blue bands enclosed by thin solid lines indicate the LO uncertainty regions (±40%) of the
improved LO results (blue dot-dashed curves). By including effective ranges in the deuteron
and 11Be sectors one obtains the red hatched bands (cutoff variations), which lie in the
proposed LO uncertainty region. The second NLO contribution comes from 11Be∗ (red
cutoff-variation bands enclosed by dotted lines). The final NLO bands (red, enclosed by
thick solid lines) take into account remaining EFT uncertainties (±16%).
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They are determined by the interaction and propagator matrices


























pid 0 0 0
V
3(J+1)J ,3JJ
pid 0 0 0
 , (4.119a)



















G (NLO) [J±1,J] = diag G (NLO)d , G (NLO)σ , G (LO)pi  . (4.120b)
Similar to previous calculations, we vary Λ ∈ [500, 1500]MeV and include the LO three-body force
C0(Λ) obtained in the χ2 fit.19 The results of the cutoff variations are shown as red bands enclosed
by dotted lines in Fig. 4.25. These bands lie very close to the improved LO curves. We conclude that
the influence of the excited state is indeed of NLO, in agreement with the power counting. Cutoff
dependencies of the L = 0 and L = 1 sectors are negligible compared to remaining EFT uncertainties of
±16% (red bands enclosed by thick solid lines). Thus, no further renormalization is required at NLO.
Instead of using the NLO parameters rσ = 3.5 fm and rpi = −0.95 fm−1 obtained from the ab initio
ANCs of Calci et al. [132], one could directly use the Halo EFT values rσ = 2.7 fm and rpi = −0.66 fm−1
by Hammer and Phillips [54]. The relative differences 30% and 40% are of size Rc/Rh and should be
negligible at NLO. In fact, we have checked that the final NLO bands would only change by about 5%.
As mentioned earlier, the final NLO results lie almost on top of the improved LO curves. This ob-
servation implies two things. Firstly, the inclusion of the bubble diagrams at LO indeed accelerates the
EFT’s convergence. Secondly, NLO corrections cannot explain the discrepancy between our cross-section
results and data at larger angles and energies. This observation provides strong evidence for the as-
sumption that the reaction is peripheral only for beam energies Ed ® 15MeV. Growing short-range
sensitivities at higher energies are apparently not appropriately described by our power counting. At this
point, one should question the validity of counting all loop momenta like the small scale γ. In a more
sophisticated scheme, short-range effects like breakup towards the core excitation might already occur
at lower orders in the power counting.
In Ref. [60], also the cross section for transfer to 11Be∗ was measured. In principle, it could be obtained
from the amplitudes Tpid occurring in Eqs. (4.118a)-(4.118b). However, Yang and Capel identified the
reaction 10Be (d, p) 11Be∗ as less peripheral than 10Be (d, p) 11Be [133]. For this reason, we cannot expect
our theory to describe this process correctly for experimental energies. Indeed, naive application of our
NLO scheme yields cross sections which strongly overestimate data. At the moment, a modification of
the power counting lies beyond the scope of this thesis.
19 Asymptotic analyses of the NLO systems are performed in Appendix (E.5.3). It turns out that the inclusion of the excited
state does not qualitatively change the UV behavior of the NLO amplitudes.
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5 Three-body losses of a polarized 6Li Fermi gas
In the last two chapters, we developed an EFT framework to describe hadronic and nuclear three-body
reactions. The goal of this last topical chapter is to apply the formalism to much larger atomic systems.
In particular, we investigate three-body losses of an ultracold 6Li Fermi gas (µK regime) in the presence
of a p-wave Feshbach resonance 6Li2(e). The atoms are trapped in the lowest hyperfine ground state|F = 1/2, mF = +1/2〉 and are thus fully spin-polarized. Losses are mainly due to recombination into
deeply bound molecules 6Li2(d).1 This process is enhanced at the 6Li2(e) threshold and can thus be
described as a two-step reaction
36Li→ 6Li2(e) + 6Li→ 6Li2(d) + 6Li ; (5.1)
see Fig. 5.1 and also the sketch of Fig. 1.4.
The Feshbach resonance energy κ2e/m can be tuned to arbitrarily small values using an external mag-
netic field B. For this reason, the EFT’s expansion parameter
χ2 ≡ κere < 0.01 (5.2)
is extremely small. It involves the naturally large p-wave effective range re. We study recombination at
energies E around the Feshbach resonance. Thus, no further scale occurs in the three-body sector. While
NLO corrections are very small, the uncertainties of re and the scattering volume ae turn out to be of
order 50% and 11%, respectively. For this reason, we only perform an LO investigation in this chapter.
Upon presenting the Lagrangian, we infer the LO Faddeev amplitude in the presence of the Feshbach
resonance. We then focus on the J P = 1+ part of the amplitude, which we renormalize using a p-wave
three-body force. Afterwards, we calculate the three-body recombination rate, whose thermal average
yields the loss coefficient L3(T ). Results for this quantity will be compared to data by Waseem et al. [70].
Parts of this chapter will be published under the title “Three-body losses of a polarized Fermi gas in effective
field theory” in collaboration with L. Platter and H.-W. Hammer in the near future.









Figure 5.1.: Level scheme of three spin-polarized 6Li atoms in the hyperfine state |F = 1/2, mF = +1/2〉.
Three-body recombination into a deeply bound state 6Li2(d) proceeds through the Feshbach
resonance state 6Li2(e). Its position E = κ2e/m can be tuned by a magnetic field B.
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5.1 Building blocks
We start our discussion by writing down the EFT Lagrangian. Afterwards, we calculate the diatom
propagator and derive an appropriate LO form in the vicinity of the Feshbach resonance. The propagator
is used to construct the LO Faddeev equation for the recombination process in different partial wave
channels.
5.1.1 Lagrangian
Due to the fact that the 6Li atoms are fully polarized, they can be treated as spinless, indistinguish-
able fermions. According to the Pauli principle, the atoms then predominantly interact via p-waves
at low energies. Let ψ be the atom’s nonrelativistic quantum field with mass m = 6.0151223(5)u ≈
5.97mN [154]; see also Appendix A. Moreover, let eml (ml ∈ {1, 0, −1}) be a diatom field describing the




























As usual, ge is the coupling
2 of two atoms to the diatom field and ∆(0)e , ∆
(1)
e ≡ ±1 introduce the LO
effective range expansion (ERE) coefficients ae and re.
3 For equal mass particles, the derivative operators
read i∂cm = i∂0 +∇2/(4m) and ←→∇ = (←−∇ −−→∇ )/2. The tensor structure {·}1ml is defined in Eq. (4.43).
Moreover, the three-body part Lψψψ contains direct atom-diatom terms. It will be discussed below.
The fermionic nature of the field ψ is encoded in the equal-time anticommutators
ψ(x), ψ†(y)
	
= δ(3) (x − y) , (5.4a)
{ψ(x), ψ(y)}= 0 . (5.4b)








l δ(3) (x − y) , (5.5a)
eml (x), em′l (y)

= 0. (5.5b)
We further assume that atom and diatom fields commute.
5.1.2 Diatom propagator
Similarly to the previous chapters, we resum the atom-atom self-energy −iΣeδmlm′l into the bare propa-
gator. The corresponding Dyson equation is shown in Fig. 5.2. In the calculation of the self-energy, one
has to take care of the anticommutation of the indistinguishable fermions. We perform this calculation
in Appendix F.1.
2 The coupling comes along with a factor 1/
p
2 which compensates for the fermionic symmetry; see Appendix F.1.
3 Due to the long-range nature of the van der Waals interaction, the ERE expansion is only a good approximation to the
scattering amplitude when ae is enhanced by a Feshbach resonance [84].
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Figure 5.2.: Dyson equation for the full diatom propagator iG(f)e (double line with filled circle). The bare
propagator and the LO propagator at resonance are marked with an empty circle and with-
out a circle, respectively. Single lines in the self-energy loop −iΣe represent the 6Li atoms.
After resummation, the full propagator
iG(f)e (Ecm) = −i g−2e 12pim
h
−a−1e + re2 k¯
2 − i k¯3 +O (k¯4)
i−1
(5.6)
obeys the ERE form with on-shell relative momentum k¯ ≡ i(−mEcm − iε)1/2. The scattering volume and


















The value of ae is tunable by an external magnetic field and can be either positive or negative; see below.
In contrast, re is always negative [70].
4 Thus, ∆(1)e = +1 for not too large ΛPDS < |re/2|, just as in
Chapter 3. In atomic physics, it is common to express momenta and lengths in terms of the Bohr radius
aB ≈ 0.529 · 10−10m; see Appendix A for definition. Below, we discuss the values of ae and re in more
detail.
As done in Chapter 4, we eliminate the unphysical coupling ge by performing a field redefinition. This
time, however, we also eliminate mass factors m ∼ MeV which are huge compared to all momentum
scales. The field redefinition reads e(†)ml → e˜(†)ml ≡ (12pi/m)1/2g−1e e(†)ml .
Feshbach resonance








which diverges at the Feshbach resonance B0 = 159.17(5)G for 6Li atoms in the lowest hyperfine ground
state |F = 1/2, mF = +1/2〉 [70]; see Fig. 5.3. The resonant part ae − ae,bg of the equation is propor-
tional to the product of the resonance width ∆B > 0 and the background scattering volume ae,bg < 0.
Nakasuji et al. obtained the value ae,bg∆B = −2.8(3) · 106a3BG in a fit to the thermalization rate of the
spin-polarized 6Li Fermi gas [155]. Using further the prediction ae,bg = (−36 aB)3 of Gautam and Angom
from Ref. [156], the resonance width is of the order ∆B ∼ 60G. Waseem et al. studied 6Li three-body
recombination at magnetic field detunings below B − B0 = 0.5G (orange region in Fig. 5.3). For this
reason, the ratio between the nonresonant and the resonant part of Eq. (5.8), i.e., (B − B0)/∆B, is
below 1%. We conclude that the nonresonant part ae,bg can safely be neglected. We then only take
ae,bg∆B = −2.8(3) · 106 a3BG as input for our calculations.






















Figure 5.3.: Magnetic field dependence of the scattering volume ae near the Feshbach resonance at B =
B0 = 159.17(5)G. The small background scattering volume ae,bg (horizontal dashed grid
line) is negligible at detunings B − B0 ∈ [0, 0.5]G (orange region) used in the experiment by
Waseem et al. [70]. In the figure, we use the values ae,bg∆B = −2.8 · 106 a3B G and ae,bg =
(36 aB)3; see text.
The p-wave effective range re is usually assumed to depend weakly on B in the immediate vicinity of
B0 [70,155,157]. Waseem et al. suggested the near-resonance estimation value
(re)res ≡ 2mδµ ae,bg∆B = −0.182(20) a
−1
B (5.9)
and used it in their analysis of the experimental data [70]. In Eq. (5.9), δµ = 113(7) kBµKG−1 denotes
the relative magnetic moment between the states 6Li2(e) and 26Li and kB ≈ 8.62 · 10−11 eVµK−1 is
Boltzmann’s constant; see Appendix A. We follow the assumption that re is constant in the vicinity of
B0. The estimation (re)res, however, has to be taken with a grain of salt. Firstly, Eq. (5.9) was derived
by Bruun et al. for two bosons near an s-wave Feshbach resonance [158]. It is not immediately clear if
it can be applied to p-wave Feshbach resonances as well. Secondly, Nakasuji et al. obtained a different
value −0.116(10) a−1B (roughly 36% deviation) in their thermalization rate fit [155]. They also cited an
even smaller theory prediction −0.096(6) a−1B by Julienne (Ref. [29] in their work). This value deviates
by roughly 50% from the value in Eq. (5.9). Thus, re introduces the largest uncertainty to our study and
restricts it to LO. For the moment, we will use (re)res as input with an uncertainty of ±50%. At the end
of the chapter, we will try to extract re from data of the three-body loss coefficient.
In the experiment by Waseem et al., the recombination process was studied at detunings B − B0 > 0,
i.e., at scattering volumes ae < 0 [70]. On this side of the Feshbach resonance,
6Li2(e) is a resonance
state occurring at some center-of-mass energy κ2e/m; see Fig. 5.1. The quantity κe = κe(ae, re) is called
resonance momentum in the following. In contrast, for B − B0 < 0, i.e., ae > 0, the state 6Li2(e) is
bound with a binding momentum γe = γe(ae, re). Experimentally, three-body recombination was only
measured on the resonance side, where the process can be distinguished from background losses [70].
Thus, we restrict ourselves to ae < 0 when calculating the loss rate. In this case, recombination can only
take place into the deep diatom state 6Li2(d) and not into 6Li2(e), which is unstable.
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Figure 5.4.: (a) Real part and (b) negative imaginary part of the LO resonance position δ(LO)e − iΓ (LO)e /2 as
functions of the magnetic field B. The thick lines result from the estimation value (re)res =
0.182 a−1B and the bands from ±50% variations of it.
Power counting and LO form
Since re is not influenced by the magnetic fine-tuning, it represents the natural high momentum scale Khi
of the system. In contrast, the momentum |ae|−1/3 is arbitrarily small and thus contains certain powers
of the small momentum scale Klo. The resonance momentum κe (binding momentum γe) depends on ae
and thus on B. It shall define the small scale Klo in the case ae < 0. For naturally scaling higher-order





1+O  K2lo/K2hi= κ(LO)e + · · · ≡ Klo (5.10)
and a−1e ∼ re/2κ2e ∼ KhiK2lo. For the bound state case (ae > 0), one similarly obtains a binding momen-
tum γe = (−2r−1e a−1e )1/2 + · · · . Recall that in Chapter 3, the fine-tuning of the D0∗ resonance occurred
in the p-wave effective range and not in the scattering volume. As a consequence, the unitary cut
term, corresponding to the resonance width for ae < 0, is now only suppressed by one order compared
to the two leading ERE terms, instead of three. The resonance can still be considered narrow since
χ2 ≡ κe/re =< 0.01 (with re ≡ (re)res) is much smaller than in the D0∗ sector (∼ 0.3).
Following the arguments presented in Chapter 3, the unitary cut becomes a leading quantity if ae < 0
and k ≈ κe (“kinematic fine-tuning”); see also Ref. [85]. Indeed, we are going to calculate the recombi-
nation rate for energies around the resonance position. However, instead of resumming the full unitary
cut, we only include the contribution −iκ3e as was done in Chapter 3. The rest part −i(k¯3 − κ3e) is then
suppressed for all k¯ ∼ Klo. For the bound state case (ae > 0), no kinematic fine-tuning occurs and the
unitary cut can always be neglected at LO. We thus define
iG(LO)e (Ecm) = − i
h
−a−1e + re2 k¯
2 − i κ(LO)3e θ (−ae)
i−1
(5.11)
to be the LO propagator.
For the resonance case (ae < 0), the LO
6Li2(e) propagator exhibits a Breit-Wigner form, just like the
one of D0∗. The corresponding pole position lies at Ecm = δ(LO)e −iΓ (LO)e /2 with δ(LO)e = κ(LO)2e /m∼ K2lo/m




e /m∼ K3loK−1hi /m. The resonance energy δe is proportional to the magnetic field;
see Fig. 5.4(a) (thick line). The width Γ (LO)e in Fig. 5.4(b) is proportional to (B−B0)3/2 and much smaller
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T (LO) = + T (LO)
Figure 5.5.: LO atom-dimer amplitude. Possible three-body forces are omitted.
than δ(LO)e as proposed by the power counting (thick line). The fact that re is not known experimentally
has to be taken care of when calculating observables. We do so by varying the estimation (re)res =
0.182 a−1B by Waseem et al. by ±50%, yielding the large bands in Fig. 5.4. Due to the strong dependence
Γe∝ r−5/2e , the uncertainty band width in Fig. 5.4(b) is ≈ 5 times larger than the estimated value (thick
line). In the bound state case (ae > 0), the binding energy will be denoted B
(LO)
e ≡ γ(LO)2e /m∼ K2lo/m. It
is linear in B − B0 just like δ(LO)e .
5.1.3 LO Faddeev amplitude
Next, we construct the LO atom-diatom amplitude T (LO). Note that one the resonance side ae < 0,
the diatom is unstable and cannot occur as an asymptotic state. In the construction of the three-body
recombination matrix element, the amplitude will only enter intermediately, similar to the calculation of
the D0D¯0pi0 production rate in Chapter 3.
Exchange potential
We construct T (LO) by iterating the interaction vertex defined by Eq. (5.3) to all orders; see Fig. 5.5.
Let p (p ′) be the incoming (outgoing) spectator momentum. The center-of-mass E can be expressed in
terms of the momentum
pE ≡ i
p−mE − iε . (5.12)
For an incoming (outgoing) diatom polarization ml (m
′
l), the tree-level exchange diagram reads
− iV 1ml , 1m′le (p, q ; E) = −i24pi
{q + p/2}∗1ml {p + q/2}1m′l
p2 + q2 − p2E + p · q . (5.13)
Note that this function has a different overall sign than the pion exchange potential in Chapter 3. The
reason is the fermionic nature of the 6Li atoms. For a derivation of the exchange potential Ve we refer to
Appendix F.2.
Partial wave projections of the exchange potential Ve can be done analytically. Recall that the
6Li
atoms are treated as spinless particles. The total angular momentum J is thus the sum of the orbital
angular momentum l in the two-body system (l = 1) and the atom-dimer orbital angular momentum L.
The parity is given by (−1)l+L = (−1)1+L. In order to use the projection prescription of Eq. (C.12), we




e (p, q; E) = 12pi
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ψ;ψ,ψ ≡ I (L)ψ;ψ,ψ and
I (L)
ψ;ψ,ψ (p, q; E) = (−1)L 2pq QL

p2 + q2 − p2E
pq

(L ≥ 0) . (5.15)
Unrenormalized J P = 1+ amplitude
In Ref. [77], Esry et al. analyzed the low-energy behavior of the three-body recombination rate in dif-
ferent J P channels. It was shown that for indistinguishable fermions and small enough E, J P = 1+
(∼ E2) is the dominant channel. In contrast, J P = 0+ (∼ E6), J P = 1− (∼ E3) and the J ≥ 2 channels
are subleading. For this reason, we concentrate on the J P = 1+ channel in the following, where both
l = L = 1. It was, however, pointed out that other spin-parity channels might become important in the
immediate vicinity of a Feshbach resonance; see also Ref. [76]. This possibility has to be kept in mind
when analyzing results for the three-body loss rate.
For simplicity, we denote the 3P1 projections of amplitude and exchange potential by T




















dq q2 V 1
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ψ;ψ,ψ (p, q; E) , (5.17a)







Moreover, we equip the Faddeev equation with a cutoff Λ of natural order re or larger.
The amplitude T 1
+
exhibits a spectrum of three-body poles. Due to the fact that atom and diatom are
in a p-wave (L = 1), the pole energies E3 can lie above or below the two-body state threshold E = δ(LO)e
(ae < 0) or E = −B(LO)e (ae > 0), respectively. They become complex when lying above the two- or
three-body threshold. As the cutoff Λ increases, more three-body states cross the low-energy region
from above. In Fig. 5.6, we plot the running of the unrenormalized energies E3 (blue points) for the
bound state case a−1/3e = 1/3 |(re)res/2| ≈ 0.03 a−1B > 0, i.e., for γ(LO)e ≈ 0.018 a−1B . For simplicity, we
only show real-valued three-body state energies below the two-body threshold. The vertical dashed grid
lines marks the occurrence of a new three-body state.
Renormalized J P = 1+ amplitude






































































Figure 5.6.: The unrenormalized J P = 1+ spectrum (blue) exhibits Λ dependent three-body states.
We show only such poles E3 ∈ R below the two-body threshold E = −B(LO)e . Cut-
off and energies are scaled by the p-wave effective range estimation re = (re)res. Us-
ing the rescaled three-body force H1
+
(Λ) (black), the spectrum is renormalized onto
E(1)3 ≡ −4 · 10−4 a−2B /m≈ −(0.11 re)2/m (lowest red line). After renormalization, the three-
body states approach constants as Λ→∞ (red).
which contains three-body forces for all J P channels. The coupled fields are defined
(ψ e˜)(n)(L,1)JmJ ≡
p
2L + 1CJmJLmL ,1ml ψ
¦−i←→∇ ©
LmL
−i←→∇ n e˜ml . (5.19)
In the convention of Eq. (C.1), the sum of three-body forces for fixed L, L′, J and incoming (outgoing)
















The leading three-body force in the J P = 1+ channel is given by C
3P1,
3P1
0 (Λ) pq ≡ H1+(Λ) pq/Λ2.
We substitute V 1
+
e (p, q; E) → V 1+e (p, q; E) + H1+(Λ) pq/Λ2 in Eq. (5.16) and again choose a−1/3e =
1/3 |re/2| > 0 (bound two-body state) with re ≡ (re)res. We demonstrate the renormalizability of the
1+ channel by demanding a fixed three-body pole at E = E(1)3 ≡ −4 · 10−4 a−2B /m ≈ −(0.11 re)2/m for
various cutoffs Λ¦ |re|. For convenience, the pole position is chosen to lie below the two-body threshold
E = −B(LO)e , such that it is purely real.
The rescaled three-body force H1
+
(Λ) is shown in Fig. 5.6 as black points. It exhibits consecutive
singularities each time a new three-body state occurs in the unrenormalized spectrum. The three-body
force pushes the three-body states onto the red curves, which converge as Λ→∞; see the thin arrows.
Thus, a single three-body force is sufficient to renormalize the J P = 1+ channel. Note that the first
three-body state was chosen to be small (−E(1)3 ∼ B(LO)e ∼ K2lo/m). All consecutive three-body poles lie








Figure 5.7.: LO diagrams entering the matrix element iM Jm′J3ψ→dψ for three-body recombination into a deep
state 6Li2(d) + 6Li (crossed short-range vertex).
5.2 Three-body losses
Given the atom-diatom amplitude T 1
+
, we now calculate the rate of three-body recombination into the
deep state 6Li2(d) + 6Li in the J P = 1+ channel. Afterwards, we apply thermal averaging to obtain the
loss coefficient. It will be fitted to data from Ref. [70].
5.2.1 Recombination rate
On the ae < 0 side of the Feshbach resonance, three-body recombination into
6Li2(e)+6Li is energetically
forbidden. Loss effects are thus dominated by recombination into a deep state 6Li2(d) + 6Li outside the
EFT’s region of applicability. Such a process involves a large excess of kinetic energy, i.e., it is associated
with momenta much larger than Klo. In other words, it happens only at small distances and can be
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of sink-like vertices; cf. Eq. (5.19). It is represented by the crossed circle, which enters the recombination
matrix element iM Jm′J3ψ→dψ in Fig. 5.7. Single components of this sum annihilate field combinations
ψ {−i←→∇ }LmL e˜ml and create a deep 6Li2(d) + 6Li state with total quantum numbers Jm′J .
We set all components in Eq. (5.21) to zero, except for F1
+ ≡ F 3P10 > 0. For incoming momenta
p1, p2, p3, we then obtain






























ppi(3), q ; E
G (LO)e (q; E)C1m′J1mL ,1m′l {q}1mL

. (5.22)
Sums over ml , m
′
l , and mL are implicit. Moreover, C3 be the set of even permutations of (123).
To calculate the recombination rate K3(E), one has to integrate the absolute square of the matrix
element over all allowed incoming momenta p1, p2, p3, sum over m
′







































e Λ ≈ 2.2 re






















Figure 5.8.: Three-body recombination rate K1
+
3 as a function of the energy variable pE = (mE)
1/2 for
different three-body forces H1
+
, re = (re)res, Λ = 0.4 a−1B ≈ 2.2 re, and B − B0 = 15mG. The
unknown factor (F1
+
)2/m has been factored out. Around H1
+ ≈ 95.88, a three-body pole
penetrates the two-body threshold pE = κ
(LO)
e ≈ 2.43 · 10−4a−1B .











































dpB pB θ (1− x0)θ (1+ x0)




p2E − p2A − p2B

, (5.25a)






dq q2 T 1
+
(p, q; E)G (LO)e (q; E)q

. (5.25b)











only acts as a global factor and does not influence the shape of the rate. Thus, in Fig. 5.8 we show




)2 as a function of pE = (mE)1/2 for input values re = (re)res = 0.182 a−1B ,
B − B0 = 15mG, and the natural cutoff Λ = 0.4 a−1B ≈ 2.2 re. The four curves correspond to three-
body forces H1
+ ∈ {95.85, 95.87, 95.89, 95.91}. They are all significantly enhanced at pE = κ(LO)e ≈
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Figure 5.9.: Three-body recombination rate K1
+
3 as a function of the energy variable pE = (mE)
1/2 for
different magnetic field detunings B − B0, re = (re)res, and H1+ = 95.94 at Λ = 2.2 re. The
grid lines mark the different thresholds pE = κ
(LO)
e .
2.43 · 10−4a−1B due to the presence of the Feshbach resonance 6Li2(e). Moreover, the rates vanish like
p4E∝ E2 for small E, confirming the threshold law results of Esry et al. [77].
By varying the three-body force, the real part Re E(1)3 of the first pole (approximately given by the peak
positions) can be set to arbitrary values. Around H1
+ ≈ 95.88, the pole crosses the two-body threshold;
see Fig. 5.8. At this point, the enhancements due the threshold and the three-body pole add up and the
rate becomes largest.
The pole position also depends on B. In particular, the peak position changes almost as fast as κ(LO)e
when B is increased; see Fig. 5.9. Here, we choose a constant three-body force H1
+
= 95.94 and the
same cutoff as above. We assume that H1
+
as a three-body quantity does not to depend on B to first
approximation. As B−B0 increases, i.e., when moving away from the unitary regime, the recombination
rate drops drastically. The same behavior will be seen at finite temperature.
5.2.2 Thermal averaging
Data for three-body recombination is only available at finite temperature T ∈ [1, 8]µK [70]. For this
reason, we have to calculate the thermal average






in order to benchmark our LO theory. For a fixed T , the energy E is distributed according to the
Boltzmann distribution f (T )B (E) ∝ g(E)exp[−E/(kBT )], where g(E) denotes the degeneracy of the
energy level E. For three-body recombination, g(E) is proportional to the three-particle phase space
φ3ψ(E)∝ E2 given in Eq. (5.23). Normalization then yields
f (T )B (E) =
1
2(kBT )3
E2e−E/(kBT ) . (5.27)
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Figure 5.10.: Three-body Boltzmann distribution f˜ (T )B (pE) as function of pE for four temperatures T .
Suno et al. and D’Incao et al. used this distribution to obtain the three-fermion and three-boson loss
rates, respectively, in the adiabatic hyperspherical representation [76,159].
In order to get a flavor which regions in Figs. 5.8-5.9 are supported by the Boltzmann distribution at
experimental temperatures, we consider the equivalent distribution











for the energy variable pE . Per construction, it fulfills f˜
(T )
B (pE)dpE = f
(T )
B (E)dE. We plot this function in
Fig. 5.10 for four different T ∈ [1, 8]µK. Its maximum f˜B,max lies at kT ≡ (5/2mkBT )1/2 and already at
pE ≈ 2.34 kT , its value is as small as f˜B,max/1000.
Thus, in calculating the thermal average, we proceed as follows. Firstly, we determine the location
of the two-body resonance momentum κ(LO)e . Secondly, we calculate the position of the three-body pole
using standard techniques explained in previous chapters.5 When sampling the recombination rate we
put emphasize on these two regions. The full sampling region goes from pE = 0 up to pE = 20κ(LO)e ≤
280 · 10−4a−1B , where the area under the integrand in Eq. (5.26) can be considered converged. Lastly,
we map the energy integral region [0,∞] onto [0, 1] using the transformation z ≡ 1/(1 + E) and
numerically integrate an interpolation of the new integrand z−2[K3 f (T )B ](z−1 − 1).
5.2.3 Loss coefficient
The thermal average 〈K3〉(T ) in Eq. (5.26) describes the rate at which recombination events take place.
It is proportional to the so-called loss coefficient L3(T ) measured by Waseem et al. [70]. This quantity
occurs in the rate equation
d
dt
N = −L3(T )
∫
dx [n(x , t)]3 (5.29)
5 The three-body pole will lie close to κ(LO)e in calculations for the loss coefficient.
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Figure 5.11.: Three-body loss coefficient L3 as a function of T for three different detunings B−B0. Data is




) to the data, using
Λ= 0.4 a−1B and ae,bg∆B = −2.8·106 a3B G. The bands are obtained by performing additional
fits for ae,bg∆B ∈ {−3.1, −2.5} · 106a3B G. The colored grid lines mark the temperatures
T0 above which the Boltzmann distribution’s maximum lies above the two-body threshold
(unitary regime).
for the number N of atoms in the trapped gas. Here, n(x , t) denotes the local gas density [70]. Thus,
L3(T ) represents the rate at which single atoms leave the trapped gas. Per recombination event, typically
each of the 3 atoms gets lost. Moreover, there are N3/6 atom triples per unit volume that potentially
undergo recombination. For this reason, the loss coefficient reads
L3(T ) = 3 〈K3〉 (T )/6 ; (5.30)
see also Ref. [160].
In Ref. [70], the temperature dependence of L3 was measured for T ∈ [1, 8]µK at three small detun-
ings B − B0 ∈ {15, 30, 44}mG; see Fig. 5.11. For larger temperatures, the loss coefficient falls off like
T−2. As B − B0 decreases, this region becomes larger, until for B − B0 = 15mG (red) the whole data
region obeys this scaling. The T−2 region is usually referred to as the unitary regime. It represents the
region where κ(LO)e is smaller than the momentum scale kT set by the temperature T . If we identify kT







∈ {0.88, 1.76, 2.59}µK (5.31)
for B − B0 ∈ {15, 30, 44}mG. These temperatures are depicted as vertical grid lines in Fig. 5.11.
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Figure 5.12.: Real part of the three-body state energy Re E(1)3 (blue) as a function of B. For comparison,
we show the real part of the two-body state energy, i.e., of −B(LO)e (B < B0) and δ(LO)e
(B > B0) in black. The thick lines and their bands correspond to the three values for ae,bg∆B
and (re, H1
+
) used and obtained in the χ2 fits. The dashed grid lines marks the point where
the two- and three-body energies cross each other.
To benchmark our approach, we perform a simultaneous χ2 fit to the three data sets by varying the




) at fixed Λ= 0.4 a−1B . 6 The χ2 value is defined7
χ2 =
1









T (i, j), B(i) − B0

. (5.32)
In this way, we obtain an LO prediction for re. Moreover, the result for H
1+ will determine the running
of the first three-body pole E(1)3 with the magnetic field B. Note that both predictions will depend on the
parameter ae,bg∆B which relates B and ae; see Eq. (5.8). The input value ae,bg∆B = −2.8 ·106a3BG from
Ref. [155] has uncertainties ±11%. We take them into account by performing separate fits for various
values ae,bg∆B ∈ [− 3.1,−2.5] · 106a3BG.
The fit results are shown in Fig. 5.11 as colored bands. Their central values (thick lines) correspond
to ae,bg∆B = −2.8 · 106a3BG and their borders to ae,bg∆B ∈ {−3.1,−2.5} · 106a3BG. All separate fits
have comparable χ2 values of approximately 6.5. Thus, the quality of the fit does not depend strongly
on ae,bg∆B. The optimal p-wave effective range value reads re = −0.14+0.00−0.01a−1B . It is comparable to
the estimation (re)res = −0.182 a−1B used by Waseem et al. [70] and stable against changes in ae,bg∆B.





)2/m = 1.47+3.20−0.06 · 10−50a−2B m6s−1. They vary more strongly with ae,bg∆B. Given the fit result for
H1
+
, the running of the three-body state energy E(1)3 with the magnetic field is fixed. The blue band in
Fig. 5.12 shows that its real part is linear in B with a slope slightly smaller than the one of the two-body
energy Ee = −B(LO)e (B < B0) and Re Ee = δ(LO)e (B > B0).
6 The χ2 value reacts very strongly on small changes in H1
+
. For this reason, we actually vary the position of the three-body
pole, which is equivalent to varying H1
+
. Moreover, we vary ln[(F1
+
)2/m] instead of F1
+
.
7 In principle, one should also take into account uncertainties ∆T (i, j) in the experimental temperatures; see Fig. 5.11. One
could, for example, translate them into additional contributions to the ∆L3 values, using an estimation for the slope
∂ L3/∂ T . In any case, such contributions would lower the χ
2 value.
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Our fits describe data at smaller T farely well. Moreover, in the unitary regime, they reproduce the
expected T−2 behavior [161]. However, as opposed to data, the curves are not independent of B in the
unitary regime. Instead, they are separated by factors of 1.3-1.5. This issue has to be investigated in




. This approach, however, is undesirable since it reduces the predictive power of the theory
significantly. Instead, one should first investigate the importance of spin-parity channels different from
J P = 1+. Even though suppressed close to E = 0, they might become LO in the presence of a Feshbach
resonance [76]. Their inclusion might improve the χ2 fit. It would further be instructive to iterate
effects of the sink-like short-range factor. A nonperturbative treatment would presumably change the
energy/temperature behavior at larger energies.
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6 Summary and outlook
In this thesis, we investigated low-energy reactions of three-body systems in hadron, nuclear, and atomic
physics. The first reaction, B± → K± + X (3872) → K± + D0D¯0pi0, is a two-step B meson decay. It
can be used to extract the mass and width of the potential dimeson state X (3872). The second one,
10Be (d, p) 11Be, is a neutron transfer reaction involving the halo nucleus 11Be. In the third one, 36Li→
6Li2(e) + 6Li → 6Li2(d) + 6Li, two 6Li atoms recombine into a deep diatom 6Li2(d) in the presence of a
Feshbach resonance state 6Li2(e). This process occurs in trapped 6Li gases and causes particle losses.
All of these reactions have in common that they exhibit bound and/or resonance states very close to
the respective scattering thresholds. In other words, they exhibit intrinsic momentum-scale separations
due to certain fine-tunings. The connection between fine-tuned scattering parameters and shallow states
was discussed in Chapter 2. We also showed that details of the microscopic interaction have often little
influence on low-energy observables. In this case, a short-range EFT can be used to describe the reaction.
It bases solely on relevant particles and symmetries needed to describe low-energy observables.
6.1 X(3872) line shape in D0D¯0pi0 production (Chapter 3)
In Chapter 3, the X (3872) was treated as an extremely weakly bound D0D¯0∗ + c.c. s-wave molecule
(binding energy below 0.2MeV). At the same time, the vector meson D0∗ (D¯0∗) is a shallow p-wave
resonance of D0pi0 (D¯0pi0), turning the X (3872) into a D0D¯0pi0 three-body resonance. Our EFT describes
interactions among these three particles and has explicit Galilean invariance. It was derived top-to-
bottom from HHχPT [18]. The p-wave power counting needed to describe the D0∗ as a LO pole in the
D0pi0 amplitude is inspired by the one of Bedaque et al. for 5He [85]. It explains the shallow resonance
by a single fine-tuning of the p-wave effective range. Radiative D0∗ decays were included effectively
using an imaginary contact interaction. The LO D0∗ propagator has a simple Breit-Wigner form. The
D0pi0 expansion parameter χ2 ∼ 0.1 is small, implying a fast convergence of the EFT expansion.
The X (3872) occurs as a pole in the D0D¯0∗ + c.c. amplitude. A thorough analysis revealed that the
LO amplitude contains only iterations of the LO D0∗ propagator and a three-body force. It resembles
the zero-range amplitude by Braaten and Lu [44]. NLO corrections are due to D0∗ self-energy insertions,
s-wave pion exchanges, and charged mesons. Only one three-body force is needed for renormalization at
NLO. From the amplitude, we calculated the D0D¯0pi0 production rate in which the X (3872) occurs as a
sharp peak. Correlations between the binding energy δX , the width ΓX , and the line shape of the X (3872)
were extracted at LO and NLO. As predicted by Braaten and Lu [44], the line shape is strongly enhanced
above the D0D¯0∗ threshold due to the nonzero D0∗ width. Our theory provides a tool to systematically
extract the pole position of the X (3872) from the line shape. It can be extended to virtual X (3872)
states. In the following, we list the central findings of our EFT analysis.
1. The D0∗ width reads Γ0∗ = (53.6± 1.0)keV if higher-order parameters are not strongly enhanced.
2. The LO X (3872) width Γ (LO)X = Γ0∗ is fully determined by the D0∗ width if only X (3872)→ D0D¯0pi0
and X (3872) → D0D¯0γ decays are considered. NLO corrections are of the order 13%. For the
representative binding energy δX = 57keV of Eq. (3.85), they are only 2%.
3. For δX > 50keV, the line shape’s full width at half maximum (FWHM) can be identified with the
width ΓX (δX ). For smaller δX , however, the FWHM is up to 2.8 times larger.
4. The correlation FHWM(δX ) is monotonic. It can be inverted to extract δX > 0 from an experimental
line shape. The correlation Γ (NLO)X (δX ) can then be used to infer the width.
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5. The line shape’s maximum position can be identified by δX down to δX ≈ 10keV. A limited detector
resolution, however, can shift the peak above the D0D¯0∗ threshold. To confirm the dimeson nature
of the X (3872) in B±→ K± + D0D¯0pi0, the detector has to resolve structures of size 50keV.
Our theory could be used to analyze data from D0D¯0∗-type X (3872) decays at Belle [162, 163]. In
particular, one could calculate the momentum distribution of D0D¯0pi0, often illustrated in a Dalitz plot.
On the theoretical side, the theory could be extended to account for J/ψ-type X (3872) decays. We could
then use our framework to predict line shapes to be measured at P¯ANDA [111]. Inelastic channels can
be included effectively by allowing for an imaginary three-body force. Note, however, that a value for
the branching ratio of D0D¯0∗-related decays would be needed then.
6.2 Nuclear (d, p) reactions (Chapter 4)
In Chapter 4, we developed a Halo EFT formalism for transfer reactions AX(d,p)A+1X including one-
neutron halo nuclei A+1X. The theory uses fields for the core (c) AX, neutron (n), and proton (p). Contact
interactions between p-n and c-n describe the weakly bound states deuteron and A+1X. Photon couplings
induce the repulsive Coulomb force between c-p. Upon discussing the general framework, we applied
the theory to the reaction 10Be (d, p) 11Be. It includes the one-neutron halo nucleus 11Be. The two-body
expansion parameters, given by the small binding energies and effective ranges of deuteron and 11Be,
are of the order χ2 ∼ 0.4. This number is much larger than in the D0pi0 sector, implying important range
corrections for the reaction cross section. Using scaling arguments, we showed that c-n/p-n interactions
in other partial wave sectors, strong c-p interactions, and dynamical core excitations can be neglected at
NLO in Halo EFT power counting.
The reaction amplitude was constructed diagrammatically up to NLO in χ2. At LO, strong interactions
are described by neutron exchanges between deuteron and 11Be. In addition, we included such Coulomb
photon exchange diagrams leading in the three-body expansion parameter χ3 < 0.2 ∼ χ22 . These inter-
actions were iterated to all orders in the Faddeev equation. A three-body force was used to demonstrate
renormalizability. At NLO, range corrections and also the first excited state of 11Be∗ entered the descrip-
tion. To benchmark the EFT, we compared cross-section results to data by Schmitt et al. [59, 60] and to
the reaction model study by Yang and Capel [133]. Our main findings are the following.
1. Coulomb diagrams significantly lower the cross section at all deuteron beam energies Ed ∈{12, 15, 18, 21.4}MeV and have to be included already at LO.
2. NLO corrections from effective ranges and the excited state 11Be∗ individually modify the cross
section by ca. 40% as predicted. Overall, however, they do not alter the LO results much.
3. The cutoff dependence of the cross section is mild over a large cutoff range. Renormalization is
thus not a requirement at these energies. At LO, the cross section is then determined solely by the
deuteron/11Be binding energies.
4. For beam energies Ed ® 15MeV, our results reproduce data well, especially at forward angles. In
these regions, the reaction is peripheral. That is, it predominantly depends on the long-range tails
of the deuteron/11Be wave functions. This finding confirms earlier claims by Yang and Capel.
5. At larger beam energies, our results strongly overestimate data. This circumstance indicates that
the low-energy power counting of Halo EFT may fail at these energies.
In the future, our study could be continued along many possible paths. Firstly, one could try improving
the three-body power counting, which, at the moment, counts momenta as small suppression factors. In
a power counting tailored to beam energies at and above 15MeV, so-far neglected higher-order contribu-
tions could in principle already enter at NLO. An earlier study by Deltuva et al. suggests that dynamical
core excitations could be such a high-energy ingredient [126]. Moreover, one should investigate the
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impact of not explicitly measured loss channels, in particular due to deep Boron-11 states indicated in
Fig. 4.7. They could be accounted for similarly to the treatment of the inelastic D0γ channel in D0pi0
scattering; see also Ref. [94]. Secondly, since Halo EFT is ideally suited to describe processes at low en-
ergies, one could predict the cross section at astrophysical energies. Multi-photon diagrams could then
become important. Short-range effects like core excitations, however, should be strongly suppressed. At
such low energies, also the less peripheral process 10Be (d, p) 11Be∗ should be describable in Halo EFT.
6.3 Three-body losses of a polarized 6Li Fermi gas (Chapter 5)
In the last study, we described three-body recombination of identical 6Li atoms in an ultracold gas en-
vironment in Chapter 5. Due to the Pauli principle, interactions are restricted to the p-wave sector for
small energies. Recombination was studied in the presence of a p-wave Feshbach resonance. To describe
the corresponding shallow state 6Li2(e), we used again the power counting of Bedaque et al. [85]. As
opposed to the D0pi0 sector, however, we chose a natural p-wave effective range re. Fine-tuning mani-
fests itself in a large scattering volume. This quantity can be tuned near divergence by a magnetic field
B. For negative B detunings, 6Li2(e) is weakly bound and for positive detunings, 6Li2(e) is a shallow
resonance. Since a precise value of re is not available, we left it as a free LO parameter. Close to the
Feshbach resonance, NLO corrections are below 1% and thus much smaller than uncertainties due to re.
We then calculated the J P = 1+ diatom-atom amplitude which is leading at low enough energies.
It can be renormalized by a p-wave three-body force. Using the amplitude, we calculated the rate
for three-body recombination into deeply bound diatoms 6Li2(d) for positive B field detunings where
recombination data is available [70]. Recombination into shallow states is forbidden on this side where
6Li2(e) is an unbound resonance. Since the deep state lies outside the EFT’s range of applicability, the
rate includes a sink-like short-range factor. By applying thermal averaging, we inferred the temperature-
dependent loss coefficient. It was χ2-fitted to data from Ref. [70] by varying the three-body force, the
short-range factor, and the unknown p-wave effective range. We obtained the following results.
1. The fit result for the p-wave effective range, re = −0.14+0.00−0.01 a−1B , agrees with the estimation
(re)res = −0.182 a−1B by Waseem et al. [70].
2. The rate exhibits an E2 behavior at low energies as predicted by Esry et al. [77].
3. The rate moreover exhibits a three-body resonance peak near the 6Li2(e)-6Li threshold. The energy
of this state increases linearly with B, similarly to the two-body resonance energy.
4. Loss coefficient data is described well for very small temperatures T ® 3µK where two atoms do
not see the 6Li2(e) resonance (“nonunitary regime”).
5. For larger temperatures (“unitary regime”), loss coefficient results exhibit the expected T−2 behav-
ior [161]. However, they are not entirely independent of the B field, as opposed to data.
Further investigations should first of all fathom the unexpected B field dependence of the loss coeffi-
cient at larger temperatures. It might be an artifact due to our restriction onto the J P = 1+ channel. It
could also stem from our restriction on B-independent fit parameters. Slight variations of the three-body
force with B could have a large impact on the fit results since the three-body state position would be dif-
ferent. Another idea is to iterate effects of the sink-like short-range factor. A nonperturbative approach
could be achieved by reformulating the short-range factor as the imaginary part of the three-body force.
We plan to publish our results under the title “Three-body losses of a polarized Fermi gas in effective field
theory” in the near future.
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6.4 Comparison and final remarks
The reactions presented in this thesis share many conceptual similarities, although they are not immedi-
ately connected physically.
Each study bases upon the observation that certain quantum states relevant for the reaction couple
resonantly to an unusually close two-body threshold. In particular, the X (3872) mass is extremely close
to the D0D¯0∗ + c.c. threshold and the D0∗ (D¯0∗) itself decays to D0pi0 (D¯0pi0) with a very small energy
release. Moreover, the deuteron and the halo states 11Be and 11Be∗ lie just below the proton-neutron
and 10Be-neutron thresholds, respectively. Most apparently, the diatom state 6Li2(e) of Chapter 5 can
be tuned arbitrarily close to the threshold of two 6Li atoms. Related to each small energy difference
is a two-body momentum scale Klo much smaller than the natural momentum scale Khi of that system.
The EFT power countings we applied to the reactions exploit the scale separations by classifying each
contribution to a physical observable according to its suppression in Klo/Khi < 1.
The scale separations imply two serious simplifications to the reaction mechanisms which are justified
at low power counting order. The first simplification is that the D0∗ (D¯0∗), deuteron, 11Be, 11Be∗, and
6Li2(e) can all be treated as pure two-body bound or resonance states. Couplings to other particle
channels should be suppressed by powers of Klo/Khi. For this reason, we could describe each of the three
reactions in this thesis as a process of only three particles. It is important to note that the few-body
picture fails if typical kinetic energies in the reaction become too large. For example, to describe the
reaction 10Be (d, p) 11Be at larger experimental energies, one might have to include the substructure of
the core nucleus, in particular its first excitation state 10Be∗, explicitly.
The second simplification is related to the two-body interactions. Compared to the large length scale
induced by the shallow bound or resonance state, interactions take place at short distances. Thus, all
interactions can be described by contact forces, i.e., derivatives of delta potentials, only. Each contact
force determines an ERE coefficient of the two-body system. To describe the low-energy phase shift and
the position of the shallow pole, only few ERE coefficients are actually needed. Thus, scale separations
do not only reduce the number of relevant degrees of freedom but also the number of relevant interaction
parameters.
At LO, the shallow s-wave states deuteron and 11Be are described only by the scattering length. At
NLO, also the effective range enters. For the shallow p-wave states D0∗ (D¯0∗), 11Be∗, and 6Li2(e), the
scattering volume and the p-wave effective range are both needed at LO. In these systems, the unitary
cut term −ik¯3 is an NLO correction. Thus, no new scattering parameter enters at this order. Note that the
amount of suppression of the unitary cut term depends on the p-wave power counting. For D0∗ (D¯0∗),
the unitary cut term is suppressed by three orders in Klo/Khi. For
11Be∗ and 6Li2(e), it is suppressed by
only one order in Klo/Khi.
The aforementioned contact forces absorb all short-range interaction details like effects of high-energy
scattering channels through renormalization onto real-valued ERE coefficients. That was shown explic-
itly for the case of 11Be in Appendix E.3. Deep inelastic channels, however, induce imaginary parts to
the scattering amplitude which cannot be absorbed by renormalization. Instead, such effects can be
included effectively using imaginary contact forces. This approach was used to implement the radiative
decay width of D0∗→ D0γ into the D0∗ propagator. Similarly, loss effects due to deep 11B states could be
included in the description for 10Be (d, p) 11Be via imaginary 10Be-proton contact forces. The method is
not at all limited to two-body systems. In fact, the three-body recombination process 36Li→ 6Li2(d)+6Li
was described using a sink-like short-range factor F1
+
, which could be reformulated as an imaginary
6Li2(e)-6Li contact force. Similarly, the D0D¯0∗ + c.c. contact force C0 could be made complex to account
for short-range decays of the X (3872).
We conclude that short-range EFTs provide powerful tools to simplify reaction mechanisms when a sys-
tem exhibits momentum scale separations. In this way, structure and reaction observables can be treated





A Units and natural constants
We give a brief overview on the physical units and constants used in this thesis. Numerical values are
taken from Ref. [36].
For convenience, we use natural units ħh = c ≡ 1. In this convention, momenta, energies, masses,
inverse lengths, and inverse times have the same dimension. In Chapters 3-4, we express them either in
MeV or in fm−1. The two alternatives can be converted into each other using the relation
ħhc = 197.3269788(12)MeV fm= 1 . (A.1)
Cross sections have dimension (length)2 and will be expressed in
mb= 0.1 fm2 . (A.2)
To convert times from meters to seconds, we use
c = 299.792458 · 106ms−1 = 1 . (A.3)
In Chapter 5, we use Bohr radii aB instead of fm for lengths and inverse momenta. In natural units,
one finds
aB ≡ 1meα ≈ 0.52917721067(12) · 10
−10m, (A.4)
where me = 0.5109989461(31)MeV is the electron mass and
α= 1/137.035999139(31) (A.5)
is the fine structure constant. The latter is equivalent to the elementary charge e ≡ (4piα)1/2 > 0. Atom
masses are expressed in atomic mass units
u= 931.4940954(57)MeV . (A.6)
Kinetic energies in atom physics have units a−2B u−1 ≈ 0.0149eV. Finally, the Boltzmann constant kB is
used to convert temperatures T (in µK) into kinetic energies kBT . It reads
kB = 8.6173303(50) · 10−11 eVµK−1 . (A.7)
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B Analytic two-body integrals
Many multi-dimensional integrals in this thesis have a similar structure. In order to ensure a consistent
notation, we discuss how to solve them at this point.




[−l0 + A1(pµ, l) + iε] [l0 + A2(pµ, l) + iε] . (B.1)
The two denominator factors represent propagators of two particles with kinetic masses mkin,1 ≥ mkin,2,
rest masses mrest,1,mrest,2, total four-momentum p
µ = lµ1 + l
µ
2 , and relative four-momentum l
µ = ξlµ2 −
(1− ξ)lµ1 . Here, ξ = mkin,1/(mkin,1 + mkin,2) ∈ [0.5, 1) is a mass ratio. Since all particles in this thesis
are treated nonrelativistically, the denominator expressions are linear in l0. The remaining propagator
terms are condensed in the functions
A1(p









The enumerator function f (l) does only depend on the relative three-momentum since all two-body
interactions in this thesis are energy-independent and Galilean-invariant.
At some points in the thesis, we generalize the integral to D = 1 + d space-time dimensions. In
order not to change the mass dimension of the integral, however, we introduce an arbitrary mass scale
ΛPDS > 0. The old integral then transforms to
ΛPDS
2
4−D ∫ dD l
(2pi)D
f (l)









dl0 g(pµ, l, l0) . (B.3b)
B.1 Residue theorem
The l0 integral in Eq. (B.3b) can easily be solved using the residue theorem. Instead of integrating over
the real axis, let us consider the blue contour shown in Fig. B.1. Due to the l0 independence of f (l),
contributions from the contour’s arc vanish as the radius r increases. Thus, for r →∞, we recover the
integral from −∞ to∞. For each finite r, though, the integral is determined only by the enclosed pole.
The two poles are located at l0 = A1(pµ, l) + iε and l0 = −A2(pµ, l)− iε. For example, by closing the
integral in the upper half of the plane, one gets∫ ∞
−∞
dl0 g(pµ, l, l0) = (−2pii) lim
l0→A1(pµ, l)+iε

l0 − A1(pµ, l)− iε

g(pµ, l, l0) (B.4a)
= i
f (l)







Figure B.1.: Illustration of the residue theorem used to solve l0 integrals of the type of Eq. (B.3a). The
red dots represent the two poles in l0.
The same result is obtained by closing the contour in the lower half of the plane. Thus, the two denomi-
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total kinetic mass mkin,tot = mkin,1 + mkin,2, reduced mass µ = mkin,1mkin,2/mkin,tot and total rest mass
mrest,tot = mrest,1 +mrest,2.
B.2 Momentum integrals
In this thesis, the enumerator function f (l) in Eq. (B.3b) is typically a tensor involving polarization/spin
indices. It can, however, be expressed as a superposition of monomials l2n (n ≥ 0). The remaining
































+O (d − 2) , if d → 2
∆n+1/2 +O (d − 3) , if d → 3 (n≥ 0) (B.7c)
with ∆ ∈ R and Euler-Mascheroni constant γE ≈ 0.577.
In the PDS scheme, one introduces a counter term which removes the d = 2 pole, i.e.,
J (PDS)d,n (∆)≡ Jd,n(∆)−
limd′→2 (d ′ − 2) Jd′,n(∆)
d − 2 (n≥ 0) . (B.8)
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For d = 3 spatial dimensions, one then obtains the result






The MS scheme, in which the d = 2 pole is not removed, is recovered by sending ΛPDS→ 0.
In three-body calculations, we always calculate integrals in d = 3 dimensions. Moreover, we use a
cutoff Λ> 0 instead of dimensional regularization. The integral J3,n(∆) above then takes the form








(n≥ 0) . (B.10)
The scalar integral J (Λ)n (∆) can be solved analytically as well. It reads
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, if n= 1
. (B.11f)
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C Partial wave decomposition
Let us consider a three-body interaction Iαβ (p, q ; E), which connects states with total spins S,S′. The
corresponding polarization quantum numbers α,β can be either spherical indices or cartesian indices;
see below. Moreover, let J ≡ L+ S be the total angular momentum. Dependences of the interaction I on
α,β and on the angular parts pˆ ≡ p/p, qˆ ≡ q/q can be absorbed into projection operators via






2S′+1L′J (p, q; E) Pαβ
2S+1LJ ,2S
′+1L′J























with Clebsch-Gordan coefficient CJmJLmL ,SmS and spherical harmonic Y
mL
L (pˆ) [142].
The vector χmSS is a “spin function”, i.e., an eigenfunction of the spin operators Sˆ
2 and Sˆz, with





S = mS χ
mS
S . (C.4b)
In calculations for the halo reaction 10Be (d, p) 11Be and for three-body recombination of fermionic 6Li





= δmSm (m ∈ {S, S − 1, · · · , −S}) (C.5)
for the spin functions with spherical index m. For the X (3872), however, it is common to express the




i ≡ χmS1 · ei (i ∈ {1, 2, 3}) (C.6)




(−e1 − ie2) , χ01 = e3 , χ−11 = 1p2 (e1 − ie2) . (C.7)
In Sec. 4.1.1, we transform the deuteron field d and certain projection operators from cartesian basis
(di) to spherical basis (dm). Given the above relations, we may do so by using the basis transformation
matrix A with di = Aimdm, dm = (A−1)midi and
Aim ≡ 1p
2





i ∈ {1, 2, 3}, m ∈ {+1, 0, −1} . (C.8)


















= (σ+1, σ0, σ−1)T . (C.9)
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C.1 Projection prescription
By construction, the projection operators P2S+1LJ ,2S′+1L′J fulfill important orthogonality relations. In the
















= δLL′ , (C.10a)
PSˆ1 L1 J1 ,SˆL′1 J1
⊗ P


















Sˆ1 L1 J1 ,
Sˆ′2 L′2 J1
(pˆ1, pˆ2) , (C.10b)
where α,β ,γ can be spherical or cartesian indices. From these relations it follows that the projection
operators are orthogonal with respect to the matrix scalar productD
PSˆL1 J1 ,Sˆ
′L′1 J1
 PSˆL2 J2 ,Sˆ′L′2 J2E≡ TrPSˆ′L′1 J1 ,SˆL1 J1 ⊗ PSˆL2 J2 ,Sˆ′L′2 J2= δL1L2 δL′1L′2δJ1J2 . (C.11)
Equation (C.11) can be used to project out single partial wave components from an interaction. For
the components defined in Eq. (C.1), we find
I
2S+1LJ ,
2S′+1L′J (p, q; E) =
D
P2S+1LJ ,2S′+1L′J
 IE (p, q; E)
=
1







(qˆ , pˆ) Iαβ (p, q ; E) (C.12)
C.2 Particle exchange potentials
Each three-body calculation in this thesis involves at some power counting order a one-particle exchange
potential. Generically, it may be denoted Ve; s, s′ , where the subscripts define the exchanged particle e and
the incoming (outgoing) spectator particles s (s′). For example, the pion exchange potential used in the
calculation for the X (3872) would be written Vpi;D,D in this notation. The generic exchange potential is
proportional to the propagator of the exchanged particle e. For incoming (outgoing) relative momenta
p (q) and a center-of-mass energy E (relative to the respective three-body threshold), it has the form
Ve; s, s′ (p, q ; E)∝









q2 −me (E + iε) (C.14)
depends on kinetic masses me,ms,ms′ of the three particles.
The partial wave projected exchange potential is a linear combination of integrals










−Ue; s, s′ (p, q; E)
pq

(L ≥ 0) , (C.15)
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x − x0 = (−1)
L+1QL(−x0) . (C.16)
Note that we use the convention of Abramowitz and Stegun from Eq. (8.8.3) of Chapter 8.8 in Ref. [164].
In calculations, we use the relations





Ue; s, s′ (p, q; E) + pq
Ue; s, s′ (p, q; E)− pq

pq→0−−−→ 2
Ue; s, s′ (p, q; E)
, (C.17a)




2δL1 − 2L − 1L Ue; s, s′ (p, q; E) IL−1 (p, q; E)−
L − 1
L
pq IL−2 (p, q; E)

pq→0−−−→ 2





Ue; s, s′ (p, q; E)
L
(L ≥ 1) . (C.17b)
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D Calculations for the X(3872) (Chapter 3)
This chapter provides further details on calculations for the X (3872) in D0D¯0pi0 EFT.
D.1 Elimination of vector meson fields

















That leads to an equivalent EFT with only D0, D¯0, and pi0 fields. In the following, we will focus on the
Dpi two-body systems only. Thus, we may set C0 = 0, which decouples the vector meson fields D0 and
D¯0. The more general procedure for C0 6= 0 was performed in the master’s thesis [165].
Let us apply the equations of motion for D0† to the Lagrangian in Eq. (3.33). The left-hand side of the
equation of motion then vanishes. The right-hand side yields
D0 = −gD−1(i∂cm) G (D.2)




(∆n + iWn) (i∂cm)
n , (D.3a)
G ≡ pi0←→∇ D0 = pi0 ξ←−∇ − (1− ξ)−→∇D0 , (D.3b)
and mass ratio ξ = mD/(mD + mpi). A similar relation holds for D¯0. By plugging this result into the
Lagrangian term LDpi, it transforms like
LDpi = D0†D(i∂cm)D0 + g

D0†G +H.c.+ c.c. (D.4a)





←→∇ D0† 1− iW0∆−10 − i∂cm∆−10 + · · · pi0←→∇ D0+ c.c. . (D.4c)
The ellipses denote terms negligible at NLO.
Equation (D.4c) represents a series
pi0
←→∇ D0† c(0)1 + c(2)1 i∂cm + · · ·pi0←→∇ D0+ c.c. (D.5)
of D0pi0 → D0pi0 p-wave interactions. When resummed to all orders and Wn = 0, these interactions re-
produce the same effective range expansion of the amplitude i t∗ as shown in Eq. (3.40b). The couplings
c(0)1 and c
(2)
1 both eliminate divergent terms of the D
0pi0 loop integral; see Ref. [165]. In doing so, they
introduce the scattering volume a∗ and the p-wave effective range r∗, respectively. The inelastic D0γ
channel can be included via imaginary D0pi0 interactions gn ∈ C by choosing Wn 6= 0. The two-body am-
plitude then becomes proportional to the full D0∗ propagator of Eq. (3.62a). Thus, the new Lagrangian
yields the same two-body physics as the one with vector meson fields.
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It is possible to eliminate the energy dependence in the p-wave vertices of Eq. (D.5) using field redef-
initions. At NLO (gn = 0 for n≥ 2), these transformations read




 ∇pi0† ·G + (1− ξ)pi0†∇ ·G , (D.6a)




 ∇pi0† · G¯ + (1− ξ)pi0†∇ · G¯ , (D.6b)




 ∇D0† ·G + ξD0†∇ ·G+ c(2)1 /2
2µDpi
 ∇D¯0† · G¯ + ξD¯0†∇ · G¯ (D.6c)















are then on-shell equivalent to the ones in Eq. (D.5). Note that they resemble the local operators intro-
duced already in Eq. (2.4).
The field redefinitions also introduce c(2)1 dependent three- and four-body terms for sectors like
D0D¯0pi0, D0pi0pi0, D0D¯0pi0pi0, etc. Since the Lagrangian in principle already contains all interactions
allowed by Galilean invariance, these terms are absorbed by existing ones. For further details, we refer
to Ref. [165].
D.2 D0∗ self-energy
In this section we calculate the self-energy loop in Fig. 3.8 using a cutoff, the MS scheme, and the PDS
scheme. Let ξ ≡ mD/MDpi ≈ 0.93, pµ be the total D0pi0 four-momentum, lµ ≡ ξlµpi − (1− ξ)lµD the unde-
termined relative D0pi0 four-momentum, and i, i′ ∈ {1, 2, 3} the incoming/outgoing D0∗ polarizations.









(ξp0 − l0)− (ξp−l)22mD + iε
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− p0 − iε (D.8b)








l2 − 2µDpi(Ecm + iε) . (D.8c)
As follows from Galilean invariance, the bare self-energy is a function of the center-of-mass energy
Ecm = p0− p2/(2MDpi) only. The l0 integral of Eq. (D.8a) has been performed using the residue theorem
as explained in App. B.1. In order to simplify the integral over l in Eq. (D.8b), we distinguish between
the two cases i 6= i′ and i = i′. For i 6= i′, the integral is asymmetric under l i → −l i and thus vanishes.





The integral of Eq. (D.8c) is cubically divergent as can be seen by applying a cutoff λ > |l|. In terms of
the on-shell relative momentum k¯ = i [−2µDpi(Ecm + iε)]1/2, this specific regularization scheme yields


















λ k¯2 + ik¯3 +O  λ−1 (D.9b)











where vanishing parts in λ−1 in Eq. (D.9b) can be neglected. In Eq. (D.9c), nondivergent terms yield the
self-energy Σ∗(Ecm) as given in Eq. (3.38a). Divergent parts can be removed if one allows for cutoff de-
pendent Lagrangian parameters∆0(λ) and g(λ). One sees that already at LO, one needs two Lagrangian
parameters (and thus two ERE coefficients a∗, r∗/2) to describe a shallow resonance.
A more convenient regularization scheme for the integral in Eq. (D.8c) is dimensional regularization.
By turning to d spatial dimensions and introducing an arbitrary mass scale ΛPDS, one obtains




3−d ∫ dd l
(2pi)d
l2
l2 − 2µDpi(Ecm + iε) (D.10a)
= − g2 2µDpi
3
Jd,1
− 2µDpi(Ecm + iε) . (D.10b)
In Eq. (D.10b), we recover the generic momentum integral of Appendix B.2. This expression has no pole
in d = 3, but it does have one in d = 2. In the MS scheme, only poles in d = 3 are removed by counter
terms and thus one directly obtains the self-energy given in Eq. (3.38a). Note that neither ∆0 nor g have
to absorb unphysical parameters in the MS scheme. They are directly given by ERE coefficients as shown
in Eqs. (3.41a)-(3.41b).
In order to gain a deeper understanding of the necessity of Galilean invariance for scheme-independent
renormalization, we compute the self-energy in a third scheme, PDS. Here, one explicitly removes the
d = 2 pole of Eq. (D.10a) [19]. Using the results of Appendix B.2, the respective counter term reads




d − 2 [−2µDpi(Ecm + iε)] . (D.11)
For d = 3 (physical case), the PDS result then reads
Σ(PDS)∗ (Ecm) = −g2 µDpi6pi ΛPDS 2µDpi(Ecm + iε) +Σ∗(Ecm) . (D.12)
If one now allowed for a general kinetic D0∗ mass mkin and neglected higher-order parameter ∆n, the
full propagator would be inversely proportional to
∆0 +∆1



















In order to eliminate the ΛPDS using g
2 for general p, one needs to choose mkin = MDpi. Galilean













The respective relation in MS in Eq. (3.41b) can be recovered by sending ΛPDS→ 0. Neglecting radiative
decays (Wn = 0∀n ≥ 0), the Lagrangian has to be Hermitian and thus g2 > 0. Moreover, we know that
r∗ < 0 for a shallow resonance. As a consequence, in the MS scheme one obtains ∆1 = +1 as proposed
in Sec. 3.1.4. The same holds in the PDS scheme for not too large ΛPDS fulfilling 0≤ ΛPDS < −r∗/2. This
restriction is reasonable since |r∗/2| ≈ 17GeV is much larger than the natural scale Khi ∼ mpi.
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D.3 Relativistic corrections
In this section, we investigate at which power counting order relativistic corrections enter the theory.
The discussion is inspired by the one on nucleon-nucleon scattering in Ref. [112].
Relativistic corrections to the nonrelativistic propagators iGD0 , iGpi0 of the pseudoscalars D
0 (D¯0) and
pi0 can be identified by comparing them to exact Klein-Gordon propagators. Let κµ ≡ (k0+ma, k) be the
relativistic four-momentum of the meson (a ∈ {D,pi}). In the on-shell case, k0 = κ0 −ma is the energy


















, (a ∈ {D, pi}) . (D.15)
The prefactor 1/(2ma) in Eq. (D.15) can be eliminated by redefining the meson fields like D0 (†) →





















Compared to Eq. (3.31), this Lagrangian exhibits terms quadratic in the energy derivative i∂0. They
summarize all relativistic corrections to the respective one-body propagators. In principle, one could


















+ · · ·

D0 , (D.17)





+ · · ·

D0† (D.18)
(similar for D¯0,pi0); see Refs. [112,166].
Each (i∂0)2 term in Eq. (D.16) is suppressed by a factor k0/(2ma) compared to the linear i∂0 term.
Relativistic corrections to D0 (D¯0) propagators in the Faddeev equation are thus suppressed by factors ∼
δ/(2mD) ≈ 0.002 (N3LO). For pion exchanges, suppression of relativistic contributions is much weaker.
Let pin/out be the incoming/outgoing relative DD
∗ momentum in a pion exchange interaction. The kinetic
energy of the exchanged pion is then given by k0 = E − (p2in + p2out)/(2mD). For both low-momentum
scales pin/out ∼ PX ∼ 11MeV and pin/out ∼ P∗ = 117MeV of the three-body sector, this energy lies in
the range [0, E] and thus k0 ≤ E ∼ δ. For this reason, relativistic corrections in exchanged pions are
suppressed by a factor k0/(2mpi) ≤ δ/(2mpi) = χ2. Given the fact that pion exchanges are of NLO,
relativistic pion corrections first enter at N2LO.
Relativistic corrections to the vector meson propagators deserve a more detailed discussion. Let us
consider a Dpi pair moving at a total kinetic energy energy p0 and a total momentum p. As in the two-












The D∗ pole position lies at (p0cm)(pole) = E∗. By plugging this condition into Eq. (D.19) and using
p2 |MDpi + E∗|2, the pole position in the general frame yields





+ . . . . (D.20)
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Near the pole, the full D∗ propagator can thus be written like
i G∗(pµ) =
i Z(p0)
p0 − (p0)(pole) + reg , (D.21)
with p0 = E − p2/(2mD) + p4/(8m3D)− . . . in the DD∗ system. In the nonrelativistic limit, the difference
p0 − (p0)(pole) must recover the Galilean-invariant expression Ecm − E∗ = E − p2/(2µ∗)− E∗, frequently
used in this thesis. Indeed, we obtain this expression by expanding at E∗/MDpi ≈ 0. That gives













+ . . .

− E∗ , (D.22)
where we used 2µ∗ ∼ M . All corrections in the parenthesis are suppressed by the total Dpi mass and are
thus extremely small. The first one (∼ E∗/MDpi ∼ χ32 + iN χ32 ) is of N3LO size. The second and third ones
are even smaller. We conclude that relativistic corrections can be neglected at NLO.
The conclusion that relativistic corrections in the two-body sector are suppressed by the total mass
is a remarkable finding. We have validated this strong statement explicitly by recalculating the Dpi
self-energy loop using the relativistic Klein-Gordon propagators above. Terms involving the small three-
momenta p2 indeed turn out to be suppressed by powers of the total mass.
D.4 Partial wave projection of the pion exchange potential
In this section, we perform the partial wave projection of the pion exchange potential in Eq. (3.68).
Following the projection prescription of Eq. (C.12), the partial wave potentials are given by
V
3L1,
3L′1 (p, q; E) =
D
P3L1,3L′1









(qˆ , pˆ) V i j (p, q ; E) . (D.23)
The pion exchange potential has the form
V i j (p, q ; E) = −g2mpi (ξp + q)
i (ξq + p) j
Upi;D,D (p, q; E) + p · q , (D.24)
with Upi;D,D defined in Eq. (C.14). The calculations of the partial wave potentials are straight-forward
but lengthy. Thus, we only exemplify the procedure for the simplest case L = L′ = 0.
First, we calculate the projector P3S1,3S1 in the cartesian representation using the definitions of
Eq. (C.2), (C.3), and (C.7). We obtain
P i j3S1,3S1






















































= δi j . (D.25c)
The last equation follows from the fact that the spin functions represent a C3 basis. The other three
projection operators are given in Eq. (3.74b).
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Evaluating Eq. (D.23) then gives
V
3S1,














































(p, q; E) . (D.26c)
The integrals I (l)pi;D,D are given in App. C.2. The other three partial wave potentials are given in
Eqs. (3.79b)-(3.79d).
D.5 Numerical solution of the Faddeev amplitude
Let {qi, 1 ≤ i ≤ N} ⊆ C be quadrature points of the interval [0, Λ] with associated weights {wi, 1 ≤ i ≤
N} ⊆ C. The Faddeev equation then takes the approximate form













qi, q j; E
 G (f)∗  q j; E · ~T 1+  q j, p′; E (D.27b)
≡ −Vi(p′; E) +
N∑
j=1




 K (Λ,C0)(E)− 1i j T j(p′; E)≈ Vi(p′; E) , (D.27d)
where the integration kernel and the inhomogeneity are defined as







qi, q j; E
 G (f)∗  q j; E , (D.28a)




 · ~e1 . (D.28b)
For the following discussion, we made the dependence of the integration kernel on Λ and C0 explicit.
The linear Eq. (D.27d) can be solved numerically for the amplitude vector (Ti)1≤i≤N for fixed p′ and
E. Note that the loop integral of the Faddeev equation does not involve a singularity on the real axis
since the pole of the D0∗ (D¯0∗) propagator lies in the complex plain at
qpole =
Æ
2µ∗ (E + iε− E∗) . (D.29)
Thus, we do not have to split the equation into a principle value integral and an imaginary part.
D.5.1 Renormalization for a bound X (3872)
In the vicinity of the X (3872) pole, i.e., at E ≈ EX , the inhomogeneous term of Eq. (D.27d) can be
neglected against the diverging amplitude vector. The equation then looses its dependence on p′ and
becomes homogeneous. It follows that the Fredholm determinant
F (Λ,C0)(E)≡ lim
N→∞det
 K (Λ,C0)(E)− 1 ∈ C (D.30)
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of the Faddeev equation has a root at EX .
For fixed Λ, we renormalize the Faddeev equation onto a certain binding energy δX > 0 of the X (3872).
That is achieved by tuning the three-body force C0 ∈ R. In doing so, we obtain a prediction for the









ReF (Λ,C0) (δ−δX − iΓX/2)
ImF (Λ,C0) (δ−δX − iΓX/2)

∈ R2 . (D.31)
In repeating this procedure for many cutoffs Λ (2µ∗δ)1/2 ≈ 117MeV and δX > 0, we obtain a curve
ΓX (δX ), which should become independent of the cutoff as Λ→∞.
D.6 Analytic expressions for NLO width corrections
In this section, we derive analytic expressions for the NLO width corrections caused by single self-energy
insertions and the charged meson loop.
D.6.1 Self-energy correction
The width correction ∆Γ (1Σ¯∗)X due to single self-energy corrections in the D
0∗ (D¯0∗) propagator can be
obtained by calculating the loop integral in Fig. 3.20(a). For that, we insert the definition of the self-
energy insertion Σ¯∗ given in Fig. 3.12. The integral is then given by two terms, of which the first contains
the dynamical Dpi and the second the self-energy evaluated at Ecm = E∗.
Let i (i′) be the incoming (outgoing) polarization. Moreover, let (q0, q) and (s0, s) be the four-
momenta of the outer DD∗ loop and the inner Dpi self-energy loop, respectively. In D = 1+d dimensions,
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E − q0 − s0 − (ξ(−q)−s)22mD + iε
ih
s0 − ((1−ξ)(−q)+s)22mpi + iε
i




































− (E + iε) s22µDpi − (E∗ + iε) . (D.33d)
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In Eq. (D.33c), the residue theorem was used to solve the s0 integral. After applying the residue theorem
for q0 in Eq. (D.32), we obtain the overall expression



















− (E + iε) s22µDpi − (E∗ + iε) (D.34)
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E + iε− E∗
  
(D.35)
with r = µ∗/µDpi and Euler-Mascheroni constant γ. This expression (without the two LO amplitudes and
the prefactor i) has to be evaluated at E = E(LO)X = E∗ −δX in order to obtain the coefficient b¯(1Σ¯∗).
The overall width shift then reads
∆Γ
(1Σ¯∗)
X (δX ) = − 2 Z (LO) Im b¯(1Σ¯∗) (D.36a)
= − ΓD0pi0




















where we neglected higher orders in N and χ3 = (δX/δ)1/2. Note that dependences of Im b¯(1Σ¯∗) on the
ΛPDS subtractions scale are suppressed by N . Thus, a respective counter part is not needed at NLO.
Interestingly, in the (unphysical) case δX > δ, the shift identically cancels the partial width ΓD0pi0
the X (3872) receives from its constituent D0∗ (D¯0∗). This observation, however, is not surprising. For
δX > δ, the X (3872) turns into a three-body bound state below the D0D¯0pi0 threshold. Thus, it can no
more decay to D0D¯0pi0 and consequently must not exhibit a partial width for this channel.
D.6.2 Charged meson correction
The width shift caused by charged mesons can be calculated by iterating the effective interaction Ic(E)
of Eq. (3.108b) alongside C0 (without pion exchange counterterm +V (∞)). The respective diagram
series can be obtained from Fig. 3.16 by neglecting pion exchanges and choosing LO propagators iG(LO)∗
everywhere. The corresponding Faddeev equation reads





E − q22µ∗ − E∗ + iε
T (Ic)00 (E) . (D.37)
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It has the (unrenormalized) solution




+ 2µ∗ J (Λ)3,0

2µ∗ (E∗ − E − iε)
−1
(D.38)
with s-wave integral function J (Λ)3,0 defined in Eq. (B.11f). Moreover, we the effective interaction is given
by
Ic(E) = −4C20 2µ∗,c J (Λ)3,0

2µ∗,c (δ+ ν− E − iε)

. (D.39)
We renormalize the amplitude by demanding a pole at E(Ic)X = E
(LO)
X − i∆Γ (Ic)X /2. Using the short-hand
notations




E∗ − E(Ic)X − iε

, (D.40a)




δ+ ν− E(Ic)X − iε

, (D.40b)
one then obtains the quadratic equation
C−20 + JC−10 − 4 JJc = 0 (D.41)
for C−10 . It has the two solutions
C−10 = −J2

1±Æ1+ 16 Jc/J  ∈ R. (D.42)
The solution we are interested in is the “+” solution since it recovers the old result C (LO)−10 = −J in the
limit Jc→ 0.
Note that J , Jc ∈ C, but C0 ∈ R if no inelastic three-body channels are present. Thus, Eq. (D.42)
actually represents the equation system















for the two unknowns C0 and ∆Γ
(Ic)
X /2. It can be solved approximately for not too small δX using the
relations ∆Γ (Ic)X /2 δX and (Γ0∗ +∆Γ (Ic)X )/2 ν. That yields










Λ−Æ2µ∗δX (1−η)−ηÆ2µ∗,cν+O  Λ−1 , (D.44a)
∆Γ
(Ic)















 µ∗,c→0−−−−→ 0 . (D.45)
These solutions fulfill the conditions C (Ic) −10 → C (LO) −10 and∆Γ (Ic)X → 0 in the limit of no charged mesons,
i.e., for µ∗,c→ 0. Given Eq. (D.44b), the assumption ∆Γ (Ic)X /2 δX is fulfilled for all δX > 0.04keV.
The µ∗,c dependent prefactor in Eq. (D.44a) suppresses the three-body force C0 globally by a factor of≈ 0.4. This suppression is in agreement with numerical calculations shown in Fig. 3.24.
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D.7 Line shape integral
In this section, we calculate the D0D¯0pi0 production rate dΓ/dE from the matrix element in Fig. 3.25.
D.7.1 Matrix element
In Fig. 3.25, either the outgoing D0 or D¯0 stems from the ultimate D∗ → Dpi decay. Both possibilities
have to be taken into account. Thus, before calculating the matrix element itself, we first calculate
the transition from the initial short-distance channel |φ+〉, a C = + eigenstate, to a specific DD∗ flavor
eigenstate [see notation of Eq. (3.66)]. Moreover, we define
|ψ±〉 ≡ 1p
2
 |ψ〉 ± ψ¯ . (D.46)
We first consider transition to the outgoing flavor eigenstate |ψ〉. Let i, i′ be the polarizations in |φ+〉
and |ψ〉. The short-range vertex (crossed circle) is defined in the 3S1 channel of the X (3872) ≡ ψ+. Its
Feynman rule thus reads F δii
′
with F ∈ R. In addition to the short-range vertex, we have to consider
rescattering in the DD∗ sector (second diagram in Fig. 3.25). For that, let pD0 be the outgoing D0



































dq q2 G (f)∗ (q; E) T00 (q, pD0; E)

, (D.47e)
Equation (D.47c) follows from conservation of C parity. For Eq. (D.47d), we have directly performed the
q0 integral in the usual way. Moreover, Eq. (D.47e) follows from the definition of the short-range factor














dq q2 G (f)∗ (q; E) T00 (q, pD¯0; E)

. (D.48)
The final matrix element is given by a sum over the two possible transitions and attaching a final D∗ →
Dpi vertex. In the center-of-mass system (ppi0 ≡ −pD0 − pD¯0), we obtain




 i Tˆ |φ+〉i (pD0 , pD¯0 , ppi0; E) (D.49a)
= iT i j
φ+ψ
(pD0; E) iG (f)∗ (| − pD0 |; E) g (ξppi − (1− ξ)pD¯0) j
+ iT i j
φ+ψ¯
(pD¯0; E) iG (f)∗ (| − pD¯0 |; E) g (ξppi − (1− ξ)pD0) j (D.49b)




















D.7.2 D0D¯0pi0 production rate
The rate dΓ/dE can be calculated from the matrix element by averaging over incoming degrees of free-


































M i→D0 D¯0pi0 (pD0 , pD¯0 , ppi0; E)2 . (D.50)
The momentum conserving delta function can be performed right away by setting ppi0 = −pD0 − pD¯0




























δ(x − x0) (D.51b)











Moreover, the sum over the squared matrix element in the center-of-mass system reads∑
i










 · pD¯0 + ξpD02Re  J∗ (pD0; E)J∗∗ (pD¯0; E) (D.53)
with J∗ defined in Eq. (3.116a).
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Due to the two Heaviside functions, representing energy conservation, the two momenta pD0 and pD¯0
can maximally be (2µ∗E)1/2. Finally, by inserting x0 as defined above, we obtain the rate as given in
Eq. (3.115).
In numerical calculations, we first discretize the interval [0, Λ] to a set of momenta A≡ {qi, 1 ≤ i ≤
N}. Afterwards, we solve the Faddeev equation for all outgoing momenta p′ ∈ A separately after the
amplitude vector {T00 (qi, p′; E) , 1 ≤ i ≤ N}. The integrals J∗ (qi; E) are then simply given by sums
over the discretized amplitudes. In order to calculate the rate properly, one needs to choose a cutoff
Λ> (2µ∗E)1/2.
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E Calculations for nuclear (d, p) reactions
(Chapter 4)
In this chapter, we present calculations for the study of 10Be (d, p) 11Be in Halo EFT.
E.1 Self-energies
In the following, we give insights into the calculation of the p-n (c-n) self-energies in EFT(pi) (Halo EFT).
E.1.1 Proton-neutron sector
The p-n self-energy loops −iΣb (b ∈ {d, v}) of the dibaryon fields dm (3s1) and v (1s0) are shown
in Fig. 4.5. In order to calculate them correctly, we have to consider the anticommutation relation
{pα, nβ}= 0, which follows from Eq. (4.5b). In fact, we will show that this relation has no influence on
the overall sign of the self-energies and we may switch to commutation relations [pα, nβ] = 0 between
proton and neutron.
The self-energy loops represent interactions which are second order in the couplings gb. For the











































where T is the time ordering operator and “amp., conn.” stands for “amputated, connected”. In
Eq. (E.1b), terms proportional to dm1dm2 and d
†
m1
d†m2 vanish because of particle number conservation.


















dm,p ∼ (−1)2 + (−1)2(−1)2 = +2 . (E.2)
By untangling the p-p and n-n contractions in the first term, we pick up the factor (−1)2 = +1. That
holds for the second term, but we additionally have to anticommute the n-n and p-p pairs, respectively.
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Thus, we obtain (−1)2(−1)2 = +1 as well. The deuteron fields always commute since they represent
bosons. The overall factor +2 then cancels the 1/(2!) factor of Eq. (E.1b). For the virtual state case,
one obtains the same result. Thus, protons and neutrons might as well be treated like distinguishable
particles, whose fields commute.
Let lµ = (lµp−lµn )/2 and pµ = lµp+ln be the relative and total p-n four-momenta in D = 1+d dimensions.
Moreover, we write 2 j+1s j ∈ {3s1, 1s0} for the general case b ∈ {d, v}. The bare self-energy loop integral








4−D ∫ dD l
(2pi)D
i2
−i gb C jm j1/2α,1/2β−i gb C jm′j1/2α,1/2βh
(p0/2− l0)− (p/2−l)22mN + iε
ih
(p0/2+ l0)− (p/2+l)22mN + iε
i (E.3a)







3−d ∫ dd l
(2pi)d
1
l2 −mN (Ecm + iε) . (E.3b)




−mN (Ecm + iε) (E.3c)
In Eq. (E.3b), we used the completeness relations of the Clebsch-Gordan coefficients (For b = v the
projections are zero, i.e., m j = 0= m′j). We recover the s-wave integral function Jd,0 given in Eq. (B.7a).
It exhibits a divergence in d = 2 dimensions, which is removed in the PDS scheme. The final result
Σ(PDS)b is given in Eq. (4.23a).
E.1.2 Core-neutron sector
The core AX and the neutron represent distinguishable particles, whose fields commute. As usual, we
define pµ ≡ lµn + lµc and lµ ≡ ξlµn − (1 − ξ)lµc to be the total and relative c-n four-momenta and Ecm =
p0−p2/(2MNc) be the c-n center-of-mass energy. Here, ξ= 1/(1+1/A). We consider the bare self-energy
loop −iΣh in d = 3 spatial dimensions first, since otherwise we would need to generalize the spherical
harmonics in the h↔ nc vertices to d dimensions. Given the Feynman rules of Eqs. (4.45a)-(4.45b), the









−i gh C jm j1/2α,lml {l}∗lml−i gh C jm′j1/2α,lm′l {l}lm′l

h
(ξp0 − l0)− (ξp−l)22mN + iε
ih
((1− ξ)p0 + l0)− ((1−ξ)p+l)22mc + iε
i (E.4a)





















l2 − 2µNc (Ecm + iε) . (E.4b)
















l2 − 2µNc (Ecm + iε) (E.4c)










l2 − 2µNc (Ecm + iε) (E.4d)







− 2µNc (Ecm + iε) (E.4e)
Due to the orthogonality of the spherical harmonics, the angular part of the integral in Eq. (E.4b) gives
δmlm
′
l . In Eq. (E.4c), we have expressed the factor 4pi by yet another angular integral. such that we
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recover the integral function J3,l defined in Eq. (B.7a). This function can easily be generalized to d
dimensions. The respective integral function Jd,l is solved in Appendix B.2. The final self-energy in the
PDS scheme is given in Eq. (4.46a).
E.2 Neutron exchange potentials
We provide details on the derivation of the neutron exchange potentials for a generic halo state.
E.2.1 Transfer from halo state to deuteron
The tensor structure of the neutron exchange potentials Vhd and Vdh follows from a sum over four
Clebsch-Gordan coefficients. Two stem from the interaction vertices and the other two couple the
















After applying symmetry relation
Cs3m3s1m1,s2m2 = (−1)s1+s2−s3Cs3m3s2m2,s1m1 (E.6)
of the Clebsch-Gordan coefficients of Eq. (10) in Chapter 8.4.3 of Ref. [142], we can expresses the sum






















= (−1)1/2+ j−S δS′1 (−1)3/2+ j+l CSmS1mS′ ,lml
Æ















where in the last step we used the fact that 2 j is odd.
The h → cn vertex introduces a momentum tensor {−ξp − q}∗lml = (−1)l{ξp + q}∗lml to Vhd. Before
we can perform the partial wave projection, we must disentangle the two vectors ξp and q . That can be
achieved using the relation
{a+ b}lml ∝ Y mll
Öa+ b |a+ b|l = ∑
l1+l2=l
al1 bl2
√√ 4pi(2l + 1)!
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CSmSlml ,1mS′ . (E.10b)
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CSmSlml ,1mS′ = (−1)L
′+J+1
√√ 2S + 1








using Eq. (E.6). Using Eq. (E.8), the momentum-dependent part of Eq. (E.10b) involves the product














The dependence on pˆ (qˆ) of this expression can be absorbed in a single spherical harmonic using Eq. (9)
in Chapter 5.6.2 of Ref. [142]. It gives





















To finish the partial wave projection, we express the remaining Clebsch-Gordan sum in terms of yet
another 6 j symbol using Eq. (E.6) and the relations Eq. (10) in Chapter 8.4.3 and Eq. (8) in Chapter 9.1.1
of Ref. [142]. We then arrive at Eq. (4.75).
E.2.2 Transfer from halo state to proton-neutron virtual state
The neutron exchange potentials for transfer between a generic halo state and the p-n virtual state, Vhv
and Vvh can be calculated in complete analogy to the ones involving the deuteron. Even though they are
not used in this thesis, we provide their analytic forms in this subsection.
The unprojected exchange diagrams are obtained by replacing S′ = 1 → 0 in the Clebsch-Gordan
coefficient, the 6 j symbol, and the Kronecker delta of Eq. (4.74a) and 2S′ + 1 = 3 → 1 in the square
root. Moreover, one has to replace gd→ gv and multiply by −1. One then obtains
−iV SmS ,S′mS′hv (p, q ; E) = i gvghmN (−1)l+1
p







× {ξp + q}
∗
lml
p · q + Un;p,c (p, q; E) , (E.14a)




hv (q , p; E)
i∗
. (E.14b)
Partial wave projections can be obtained by performing the same replacements in Eq. (4.75), expect



































vh (p, q; E) = V
Sˆ′L′J ,SˆLJ
hv (q, p; E) . (E.15b)
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E.3 The core excitation 10Be∗
In the main text we mention that 11Be also couples to a 10Be∗-n pair (d-wave), where 10Be∗ denotes the
2+ core excitation; see Fig. 4.7. In this section, we categorize breakup towards this channel within the
Halo EFT power counting. Moreover, we demonstrate that residual effects of this combination in the
11Be pole region are automatically taken care of by renormalizing onto low-energy observables.
We analyze core excitation effects by introducing an explicit 10Be∗ field Cm to the theory. A similar
approach has been chosen by Zhang et al. to analyze effects of the core excitation 7Li∗ on the 7Li(n, γ)8Li
reaction [168]. Moreover, Zhang et al. and Ryberg et al. used a 7Be∗ core excitation field in their calcula-
tion of the S-factor of 7Be(p, γ)8B [169,170]. In both systems, the core excitation occurs at low energies.
In our case, however, it occurs at the natural (high) energy Ex = 3.37MeV, i.e., at the natural relative
momentum (2µNcEx)1/2 ∼ R−1c .









where m ∈ {2, 1, 0, −1 ,−2} stands for the polarization of the 2+ state. The kinetic mass does not involve
the excitation energy since Ex  mc. Together with a neutron, 10Be∗ couples to 11Be in a d-wave. In





















The d-wave nature of the vertex manifests itself in the l = 2 tensor structure defined in Eq. (4.43). Note
that angular momentum conservation allows total 10Be∗-n spins s ∈ {3/2, 5/2}. The couplings g(s)σ,x of
11Be to these states could in principle be different.
Breakup towards 10Be∗
Due to the large energy difference Ex + Bσ, the couplings g(s)σ,x should both be of natural size g
(s)
σ,x ∼ R3/2c .
This scaling scheme follows from the assumption of minimal fine-tuning. The overall coupling g(s)σ,x/gσ ∼
R2c is then natural as well since gσ ∼ r−1/2σ ∼ R−1/2c ; see Eqs. (4.48a)-(4.48b).
Due to the small overall couplings, 11Be breakup (and recombination) towards 10Be∗-n is highly sup-
pressed at low energies. In particular, each corresponding vertex scales like k2R2c ∼ (Rc/Rh)2, where k is
a small reative momentum. One breakup and one recombination yields an overall suppression (Rc/Rh)4
(N4LO). Note that the scaling scheme k ∼ R−1h might become inappropriate for the energies E ¦ Ex used
in the experiment by Schmitt et al..
Contributions of 10Be∗ to the 11Be propagator
The core excitation modifies the 11Be propagator through the 10Be∗-neutron self-energy loop −iΣσ,xδαα′ .
It resembles the neutron-core self-energy loop in Fig. 4.9(a), but the internal core lines (dashed) has to










[2µNc(Ecm − Ex + iε)]2
×  ΛPDS − [−2µNc(Ecm − Ex + iε)]1/2 . (E.18)
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The function Σσ,x is analytic in the low-energy region of the pole, i.e., for Ecm < Ex. Thus, it can be










σ ≡ −1) of the bare 11Be
propagator; see Eq. (4.90). Low-energy ERE coefficients must not be affected by the new parameters.
Thus, in the matching equation (4.48a) we have to replace ∆(n)σ → ∆(n)σ +∆(n)σ,x. Alternatively, one can
take the stand point that the ∆(n)σ,x have been part of the ∆
(n)
σ all the time. In either case, the propagator
expansion around the pole is the same as without the core excitation field.
We conclude that renormalization onto observables γσ (or aσ), rσ, etc. automatically takes care of
core excitation effects at small Ecm, where the pole is located. In other words, Cm does not introduce any
new information to the pole region.
E.4 Higher-order Coulomb diagrams for 10Be (d, p) 11Be
We give expressions for the full (off-shell) c-p Coulomb amplitude, which was calculated by König et al.;
see Ref. [145]. Afterwards, it is used to calculate bubble and box diagrams with multi-photon exchange.
At the end of the section, we estimate the importance of Coulomb box diagrams involving the excited
state 11Be∗ in Fig. 4.20(a).
E.4.1 Core-proton Coulomb scattering

















s2 − 1− ελ + ζλ(s)

(E.20)
with η≡ pC/k¯ and
ελ ≡
 
k2 − k¯2  k′2 − k¯2
k¯2

(k − k ′)2 +λ2 , (E.21a)
ζλ(s)≡
 
k¯2 − k2  λ2 − 2iλk¯s
k¯2

(k − k ′)2 +λ2 . (E.21b)
This form shows that multi-photon exchanges are suppressed by the Sommerfeld parameter η. The













1, iη; 1+ iη; X−λ




k¯2 − k2  k¯2 − k′2 −λ2
k¯2










(k − k ′)2 +λ2 (1±∆λ) +  k¯2 − k2  k¯2 − k′2 −λ2 
k¯2 − k2  k¯+ iλ2 − k′2 . (E.23b)
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E.4.2 Diagrams with multi-photon exchange
In order to check the suppression of multi-photon suppressions numerically, we calculate the bubble dia-
gram of Fig. 4.18, which involves the full Coulomb amplitude. Let Q be the neutron’s three-momentum
in the loop. Following Ref. [145], we obtain
Γ
(∞γ-bubble)1mS ,1mS′









p, q ; E − Q2
2µn(cp)

× Ap + Bp pˆ · Qˆ−1 Aq + Bq qˆ · Qˆ−1 (E.24)
with short-hand notations
Ap ≡ 1+ y2 p
2 +Q2 −mN(E + iε) , Aq ≡ 1+ y2 q
2 +Q2 −mN(E + iε) , (E.25a)
Bp ≡ pQ , Bq ≡ qQ . (E.25b)
The angular part of the Q integration can be performed analytically since the Coulomb two-body
amplitude only depends on Q = |Q|. We find
Γ
(∞γ-bubble)1mS ,1mS′


































where µn(cp) ≡ mN(mN +mc)/(2mN +mc) = µσ and x ≡ pˆ · qˆ . Moreover,
C ≡ A2q − B2q
 
1− x2 , (E.27a)
D ≡ AqBqx , (E.27b)
F ≡ B2pC + A2pB2p − 2ApBpD , (E.27c)
and y = mN/mc = 1/A= 0.1.
The expression for Γ
(∞γ-bubble)SmS ,S′mS′
σσ can be obtained similarly. All one has to do is replacing the
overall factor m2Nδ
mSmS′ → (2µNc)2δSS′δmSmS′ and redefining the above short-hand notations to
Ap ≡ p2 +Q2 − 2µNc(E + iε) , Aq ≡ q2 +Q2 − 2µNc(E + iε) , (E.28a)




Box diagrams with multi-photon exchanges have the form
Γ
(∞γ-box)SmS ,1mS′







−p −Q, q ; E − Q2
2µn(cp)

× Ap + Bp p · Qˆ−1 A′q + B′q q · Qˆ−1 , (E.29a)
Γ
(∞γ-box)1mS ,S′mS′
dσ (p, q ; E) = Γ
(∞γ-box)S′mS′ ,1mS
σd (q , p; E) (E.29b)
with
Ap ≡ p2 +Q2 − 2µNc(E + iε) , A′q ≡ 1+ y2 q
2 +Q2 −mN(E + iε) , (E.30a)
Bp ≡ 2y1+ y pQ , B
′
q ≡ qQ . (E.30b)
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E.4.3 Box diagrams including 11Be∗
Let us consider the box diagram in Fig. 4.20(a). If we choose the intermediate neutron three-momentum

























Ap + Bp pˆ · Qˆ

A′q + B′q pˆ · Qˆ
 (E.31)
with
Ap ≡ 1+ y2 p
2 +Q2 −mN(E + iε) , A′q ≡ q2 +Q2 − 2µNc(E + iε) , (E.32a)
Bp ≡ pQ , B′q ≡ 2y1+ y qQ . (E.32b)





















































































q2 − 1+ y
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p2 −mN(E + iε) . (E.34d)
In order to estimate the importance of the box diagram, we compare it numerically to the neutron















× g1 {p}1ml + g2 {q}1ml  (E.35)
with coefficients
g1 ≡ mN
p · q + 1+y2 p2 + q2 −mN(E + iε)
(E.36a)
g2 ≡ 11+ y g1 . (E.36b)
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E = 7.78 MeV
p = p¯d = 177 MeV









Figure E.1.: Ratios | fi/gi| between the coefficients fi , gi of the one-photon box diagram −iΓ (LO)dpi and the
neutron exchange diagram−iVdpi; see Eqs. (E.33)-(E.34b) and (E.35)-(E.36b).. The ratios are
shown as functions of the scattering angle θ at the lowest experimental energy E = 7.78MeV
(momenta are on shell).
In particular, we plot the ratios | f1/g1| and | f2/g2| of the coefficients for the lowest experimental energy
[momenta on shell; see Eqs. (4.94a)-(4.94c)], as functions of the angle θ between p and q . The results
are shown in Fig. E.1. Apparently, the two ratios are of the order 0.16= (Rc/Rh)2 over the whole angular
range. Given the fact that the box diagram comes along with a suppressed 11Be∗ propagator (∼ Rc/Rh),
we conclude that the overall influence of Γ (LO)dpi (and Γ
(LO)
pid ) is of N
3LO.
E.5 Asymptotic analyses
We analyze the UV behaviors of the LO transfer amplitude and how it is modified by effective range
corrections and the excited state 11Be∗.
E.5.1 LO systems
In order to demonstrate the necessity of a three-body force for the LO Faddeev equation (4.109), we
perform an asymptotic analysis for large incoming and loop momenta p, q  (2mNE)1/2 > γd, γσ, pC,
similar to Ref. [146].
In this limit, we may send γd,γσ → 0. Moreover, the Coulomb diagrams can be neglected compared
to the neutron exchange diagrams since they are suppressed by a factor pC/q. We can further neglect
the inhomogeneity of the Faddeev equation, which alone depends on the outgoing momentum p′. We
also omit the three-body force and send Λ→∞. The LO Faddeev equation (4.109) then reduces to the












































A more symmetric equation can be obtained by defining new amplitudes













, T (L)2 (p)≡ p T (LO)
3LJ ,
3LJ






























Equation (E.39) is invariant under the transformation p → p−1. Therefore, its solutions exhibit a
power law behavior [21]. In the following, we derive a governing equation for the respective exponents.
































with s1/2 ∈ C and q ≡ p x , we find












































L + s+ 1
2
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The original amplitudes contain contributions from both s1 and s2, of which the exponent with the
smallest allowed real part determines the asymptotic behavior. In order to find this value, we summarize

































This equation is invariant under s → −s. Thus, if s solves the equation, so does −s. Let M (L) ⊆ C be
the set of all solutions s. For each L, we search for the complex values s(L) in
s(L) ∈ M (L) : Re s(L) =min{s ∈ M (L) : Re s+ 1> 0}	 , (E.45)
which have the smallest possible real part. They determine the asymptotic behaviors ∼ p−1−s(L) of the
original amplitudes. For L ≤ 3 we find
s(0) ≈ ±0.6357i ≡ ±is0 , s(1) ≈ 1.6387 , s(2) ≈ 2.8087 , s(3) ≈ 3.8875 . (E.46)
For L ≥ 1, the amplitudes have unique solutions. For L = 0, however, s(0) can be one of the two
solutions ±is0. Thus, the rescaled amplitudes T1/2(p) are superpositions of the periodic functions p±is0 =
exp(±is0 ln(p)). One of the two respective coefficients is fixed by the inhomogeneity of the Faddeev
equation. In order to fix the second one, we need a three-body force. This quantity will then exhibit a
limit-cycle behavior with scaling factor
exp(pi/s0)≈ 140.091 . (E.47)
This value coincides with the result of Braaten and Hammer [21]. It is much larger than the scaling
factor 22.69 of three identical bosons.
E.5.2 Effective range modifications
Effective range corrections are implemented by replacing G (LO)a (a ∈ {d, σ}) with NLO propagator
functions G (NLO)a given in Eqs. (4.116a)-(4.116b). As mentioned in the text, this approach leads to a
modification of the UV behavior of the Faddeev kernel. In particular, we find
G (NLO)d (q; 0)






q ≡ ρd q
√√1+ y
2
 1 , (E.48a)
G (NLO)σ (q; 0)






q ≡ ρσ q 1 . (E.48b)



























The definition of the amplitudes T (L)i is the same as in Eq. (E.38).
The new asymptotic equation is not invariant under p → p−1 anymore. Thus, we cannot expect a












The new transformation matrix
S˜ ≡












































≈ 1.06 fm= (186MeV)−1 . (E.54)
We see that the old equation for s can be restored by setting p (ρdρσ)1/2 ≡ 1 and replacing s˜(p)→ s+1.
Thus, we expect the new amplitudes to fall off roughly one order faster in p (for not too large p)
compared to the old amplitudes. Moreover, if s˜(p) is a solution, so are the values s˜ ∗(p), −s˜(p) + 2, and
−s˜ ∗(p) + 2. That is a consequence of the symmetry relations
Γ (z∗) = [Γ (z)]∗ , (E.55a)
2F1 (a
∗, b∗; c∗; z∗) = [ 2F1 (a, b; c; z)]∗ (z /∈ (1,∞)) , (E.55b)
2F1 (a, b; c; z) = 2F1 (b, a; c; z) . (E.55c)
Let M˜ (L)(p) be the set of solutions s˜(p) for fixed L ≥ 0 and p ≥ (ρdρσ)−1/2. Again, we search for
the values s˜(L)(p) ∈ M˜ (L)(p) with minimal allowed real part. Numerical results for L ≤ 3 are shown in
Fig. E.2. The L = 0 system has again two solutions s˜(0)(p) = 1± is˜0(p) (complex conjugates) and still
needs a three-body force. As opposed to the LO system, the new imaginary part s˜0(p) is logarithmically
increasing in p, starting at s˜0(p = (ρdρσ)−1/2) = s0 ≈ 0.6357. It follows that T1/2(p) ∼ p−1±is˜0(p) ∼
exp([ln(p)]2)/p.
More remarkably, the L ≥ 1 solutions resemble s˜(0)(p) for large p, i.e., above p ≈ 4 (ρdρσ)−1/2 ≈
744MeV (L = 1), p ≈ 17 (ρdρσ)−1/2 ≈ 3.16GeV (L = 2), and p ≈ 60 (ρdρσ)−1/2 ≈ 11.2GeV (L = 3).
As a consequence, these channels now in principle also need a three-body force, at least if Λ∼ p becomes
very large. In NLO calculations, however, we choose cutoffs Λ ≤ 1500MeV, for which only the L = 0
and L = 1 sectors have more than one amplitude solution. We can thus neglect three-body forces in the
L ≥ 2 sectors. Moreover, it turns out that cutoff dependences of the L = 1 amplitudes are very small
over the large range Λ ∈ [500, 1500]MeV; see main text.
E.5.3 NLO systems
For completeness, we note that asymptotic analyses can also be done for the full NLO systems (including















ξM (Ld)(s˜(p)− 1)−p2ξM (J)(s˜(p)− 2)




























Figure E.2.: Solutions s˜(L) (L ≤ 3) after inclusion of the effective ranges rd, rσ as functions of the rescaled
momentum p (ρdρσ)1/2 ≈ p/(217MeV). Real (imaginary) parts are drawn in blue (orange).
Dashed grid lines indicate the lower bound for the real part, i.e., Re s˜(L) > −1.


















ξM (Ld)(s˜(p)− 1)−p2ξM (Ld+i)(s˜(p)− 2)
× ξM (Ld)(s˜(p)− 1)−p2ξM (Ld+i)(s˜(p)) (Ld = J) , (E.57)









±1 max{J , J ± 1}
2J + 1
. (E.58b)
The NLO elastic and transfer amplitudes then scale like ∼ p−1−s˜(L)(p) with s˜(L)(p) having minimally al-
lowed real part. The previous equations obtained without the excited state are recovered by sending
ρpi→ 0, i.e., r−1pi → 0.
The qualitative behaviors of the new exponent solutions s˜(L) is the same as without the excited state.
In particular, their real parts all approach 1, now even earlier in p than before. The imaginary parts are
again logarithmically increasing in p.
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E.6 Differential cross section
The transfer amplitude T Sm,1m
′
σd can be used to calculate the differential cross section for the reaction
10Be (d, p) 11Be. The general expression for a spin-averaged nonrelativistic two-body cross section dσ















· (2pi)4δ(4)  p′1µ + p′2µ − pµ1 − pµ2 
×
M SmS ,S′mS′  pµ1 , pµ2 → p′1µ, p′2µ2
|v 1 − v 2| . (E.59)










2 → p′1µ, p′2µ

is the matrix element
of the process. The expression which depends on the velocities v i = pi/mkin,i of the incident particles is
called flux factor.
We consider the reaction 10Be (d, p) 11Be in the center-of-mass frame at energy E. The initial 10Be core
and the deuteron have on-shell momenta pc ≡ p¯d = p¯d pˆc and pd = −p¯d. The flux factor then reads
|v c − v d|−1 =
 p¯dmc − −p¯d2mN
−1 = µdp¯d . (E.60)
In the outgoing channel, we set p ′p ≡ p ′ = p′ pˆ ′p for the proton. The momentum-conserving delta function















ensures on-shell evaluation in the outgoing channel, i.e., it sets p ′→ p¯σ ≡ p¯σ pˆ ′p.
The scattering angle θcm is defined via cosθcm ≡ pˆd · pˆ ′p. We set d3p′ ≡ dp′ p′2 d(cosθcm)dϕ ≡
dp′ p′2 dΩ and integrate over the delta functions. The matrix element is then replaced by the trans-
fer amplitude as follows,M SmS ,S′mS′  pµ1 , pµ2 → p′1µ, p′2µ2 δ(3)−−→ pZdZσ T 1mS ,S′mS′dσ  p¯d, p ′; E2 (E.62a)
δ−→
pZdZσ T 1mS ,S′mS′dσ (p¯d, p¯σ; E)2 (E.62b)
=
pZdZσ T S′mS′ ,1mSσd (p¯σ, p¯d; E)2 . (E.62c)
In the last step we used time reversal invariance. The final cross section is then given by Eq. (4.114).
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F Calculations for fermionic three-body losses
(Chapter 5)
In the following, we expand on the calculation of the two-fermion self-energy and the exchange diagram.
F.1 Diatom self-energy
The 6Li2(e) self-energy loop of Fig. 5.2 can be calculated using second order perturbation theory as
done in Appendix E.1.1 for the p-n 3s1 sector. We consider incoming/outgoing
6Li2(e) states with four-
momentum pµ (conserved) and polarizations ml ,m
′
l ∈ {1, 0, −1}. Considering all possible contractions





























 {l}1m′l {l}∗1ml (−1)0 + {l}1m′l {−l}∗1ml (−1)1 





{l}∗1ml {l}1m′l iGψ (pµ/2+ lµ) iGψ (pµ/2− lµ) . (F.1c)
In Eq. (F.1a), the arguments “(x)” and “(y)” indicate the double-integral origin of the respective two
Lagrangian terms Ψ(†)(x) ≡ e†m ψ¦−i←→∇ ©1mψ(†)(x). Note that we only made combinations of the
form Ψ(x)Ψ†(y) explicit. Contractions for Ψ†(x)Ψ(y) give same results and are taken care of by the
prefactors “2”. Matrix elements with Ψ(x)Ψ(y) or Ψ†(x)Ψ†(y) cannot be fully contracted.
Contractions of the eml fields yield factors δ
m′lm1 and δmlm2 . Each ψ contraction is related to a propa-
gating 6Li atom (off shell). In our convention, the two atoms have off-shell momenta lµ
ψ,1/2 = p
µ/2± lµ
with total and relative four-momenta pµ = (p0, p) and lµ = (l0, l), respectively. The tensors
¦−i←→∇ ©
1m
then yield (lψ,1 − lψ,2)/2 = ±l, depending on which fields they act. In the second row of Eq. (F.1a), the
ψ fields are automatically disentangled since the Hermitian conjugate of Ψ†(y) exchanges the order of
the ψ fields. In the third row, one anticommutation is needed.
We observe that the vertex factor 1/
p
2 properly accounts for the two possible contractions. The final
expression resembles the D0 self-energy loop in (D.8a) if g → ge, mpi,mD→ m, ξ→ 1/2 and li → {l}1ml ,
li′ → {l}1m′l . Consequently, the self-energy in PDS reads
Σe(Ecm) = − g2e m12pi
 
ΛPDS m(Ecm + iε) + [−m(Ecm + iε)]3/2

(F.2a)







F.2 Fermion exchange potential
The tree-level fermion exchange diagram in Fig. 5.5 is a matrix element between two atom-diatom
states. The respective momenta be ±p (±q). The exchanged 6Li atom then has a momentum −p − q .
We proceed similar to the self-energy calculation above and find




























































E − p2 + q2
2m
; −p − q

(F.3b)
= + 2i g2e
{q + p/2}∗1ml {p + q/2}1m′l
E − p2+q2m − p·qm + iε
(F.3c)
Note that this result is qualitatively different from the one-pion exchange diagram between D0D¯0∗ and
D¯0D0∗ pairs; cf. Eq. (3.68). Firstly, there is a symmetry factor 2 in front of the expression. Secondly
(and more importantly, the diagram exhibits a different overall sign due to anticommutation. This sign
changes the UV behavior of the integral kernel such that the spectrum is qualitatively different from the
one of the D0D¯0pi0 system.
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