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Introduction
One of the basic questions in harmonic analysis is to study the decay properties of the Fourier
transform of measures or distributions supported on thin sets in Rn. When the support is a smooth
enough manifold, an almost complete picture is available. One of the early results in this direction
is the following: Let f ∈ C∞c (Rn) and dσ be the surface measure on the sphere Sn−1 ⊂ Rn. Then
|f̂dσ(ξ)| ≤ C (1 + |ξ|)−n−12 .
It follows that f̂dσ ∈ Lp(Rn) for all p > 2n
n−1 . This result can be extended to compactly supported
measures on (n − 1)-dimensional manifolds with appropriate assumptions on the curvature. On
the other hand, the results in [2] show that f̂dσ /∈ Lp(Rn) for 1 ≤ p ≤ 2n
n−1 . Similar results are
known for measures supported in lower dimensional manifolds in Rn under appropriate curvature
conditions (See page 347-351 in [40]). However, the picture for fractal measures is far from com-
plete. This thesis is a contribution to the study of Lp-integrability and Lp-asymptotic properties of
the Fourier transform of measures supported in fractals of dimension 0 < α < n for 1 ≤ p ≤ 2n/α.
In the first chapter we recall several notions of dimensions (Hausdorff dimension, Packing
dimension, etc.) and various geometric properties of fractal sets. Let 0 < α < n and Hα denote
the α-dimensional Hausdorff measure. Recall from [41] that a set E is said to be quasi α-regular
if for all 0 < r ≤ 1, there exists a constant a such that arα ≤ Hα(E ∩Br(x)) for all x. We discuss
the relation between quasi α-regular sets and sets of finite α-packing measure (0 < α < n) in
Chapter 2.
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In [1] and [2], the authors related the integrability of the functions and the integer dimension
of the support of its Fourier transform. In [2], it was proved that, if f ∈ Lp(Rn) such that supp
f̂ is carried by a d-dimensional C1-manifold, then f ≡ 0, if 1 ≤ p ≤ 2n
d
. We extend this result
by relating the integrability of the function and the fractal dimension of the support of its Fourier
transform by proving the following:
Theorem A[37]: Let f ∈ Lp(Rn) be such that f̂ is supported in a set E ⊂ Rn. Suppose E is a set
of finite α-packing measure, 0 < α < n. Then f is identically zero, provided p ≤ 2n/α.
Using the example constructed by Salem in R (See page 267 in [8]), we show that Theorem
A is sharp.
Inspired by results in [41], we look for quantitative estimates for Fourier transform of fractal
measures. Let E be a compact set of finite α-packing measure and µ = Pα|E . In Chapter 3, we
obtain quantitative versions of Theorem A by obtaining lower and upper bounds for the following:
lim sup
L→∞
1
Lk
∫
|ξ|≤L
|f̂dµ(ξ)|pdξ,
where k depends on α, p and n.
If µ is a compactly supported locally uniformly α-dimensional measure, that is, µ(Br(x)) ≤
arα for all 0 < r ≤ 1 and some non-zero finite constants a, then in [41], Strichartz proved that
there exists constant C1 independent of f such that
‖f‖L2(dµ) ≥ C1 lim sup
L→∞
1
Ln−α
∫
|ξ|≤L
|f̂dµ(ξ)|2dξ. (0.0.0.1)
In addition, if µ is supported in a quasi α-regular set, then there exists a non-zero constant inde-
pendent of f such that
‖f‖L2(dµ) ≤ C1 lim inf
L→∞
1
Ln−α
∫
|ξ|≤L
|f̂dµ(ξ)|2dξ. (0.0.0.2)
The authors in [21] and [22] have generalized (0.0.0.1) for a general class of measures. Using
Holder’s inequality, we note from (0.0.0.2) that if f ∈ L2(dµ), where µ is a locally uniformly
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α-dimensional measure, then for 1 ≤ p ≤ 2,
‖f‖L2(dµ) ≤ C lim sup
L→∞
1
Ln−αp/2
∫
|ξ|≤L
|f̂dµ(ξ)|pdξ. (0.0.0.3)
First we consider 2 ≤ p < 2n
α
. The above results hold for locally uniformly α-dimensional
measures. But if E is a set of finite α-packing measure, then µ = Pα|E need not be locally
uniformly α-dimensional measure. We first prove an analogue result of (0.0.0.3) for µ = Pα|E ,
where E is of finite α-packing measure:
Theorem B: Let f ∈ L2(dµ) be a positive function where µ = Pα|E and E is a compact set of
finite α-packing measure. Then for 2 ≤ p < 2n/α,∫
Rn
|f(x)|2dµ(x) ≤ C lim inf
L→∞
( 1
Ln−αp/2
∫
|ξ|≤L
|f̂dµ(ξ)|pdξ
)2/p
.
In [1], the authors proved the following:
Theorem 1(Agmon & Hormander): Let u be a tempered distribution such that û ∈ L2loc(Rn) and
lim sup
L→∞
1
Lk
∫
|ξ|≤L
|û(ξ)|2dξ <∞.
If the restriction of u to an open subset X of Rn is supported by a C1 submanifold M of codimen-
sion k, then it is an L2-density u0dS on M and∫
M
|u0|2dS ≤ Clim sup
L→∞
1
Lk
∫
|ξ|≤L
|û(ξ)|2dξ,
where C only depends on n.
We prove an analogue of the above theorem for fractional dimensional sets.
Theorem C: Let u be a tempered distribution supported in a set E of finite α-packing measure
such that for 2 ≤ p < 2n/α,
lim sup
L→∞
1
Ln−
αp
2
∫
|ξ|≤L
|û(ξ)|pdξ <∞.
Then u is an L2 density u0 dPα on E and(∫
E
|u0|2dPα
)p/2
≤ C lim sup
L→∞
1
Ln−
αp
2
∫
|ξ|≤L
|û(ξ)|pdξ <∞.
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In a different direction, we consider the result of Hudson and Leckband in [17]. For 0 <
α < 1, the authors defined α-coherent set in R. A set E ⊂ Rn of finite α-dimensional Hausdorff
measure is called α-coherent if for all x,
lim sup
→0
|E0x()|α−n ≤ CEHα(E0x),
where E0x = {y ∈ E : y ≤ x and 2−α ≤ lim sup
δ→0
Hα(E∩(y−δ,y+δ))
δα
≤ 1} and E0x() denotes the
-distance set of E0x.
Theorem 2(Hudson & Leckband): Let E ⊂ R be either an α-coherent set or a quasi α-regular
set of finite α-dimensional Hausdorff measure, for 0 < α < 1, and f ∈ L1(dµ), where µ = Hα|E .
Then there is a constant C independent of f such that∫
E
|f(x)|
µ(Ex)
dµ(x) ≤ C lim inf
L→∞
1
L1−α
∫ L
−L
|f̂dµ(ξ)|dξ.
The authors in [17] also proved a Hardy type inequality for discrete measures which we state
below. Let ‖u‖pBp.a.p = lim L−1
∫ L
−L |u(x)|pdx. The authors in [17] proved the following:
Theorem 3(Hudson & Leckband): Let ck be a sequence of complex numbers and ak be a se-
quence of real numbers not necessarily increasing. Let fdµ0 be the zero-dimensional measure
f(x) =
∑∞
1 ckδ(x− ak) and let 1 < p ≤ 2. Assume that u(x) = f̂dµ0(x). Then if c∗k denote the
nonincreasing rearrangement of the sequence |ck|,
∞∑
1
|ck|p
k2−p
≤
∞∑
1
|c∗k|p
k2−p
≤ C ‖u‖pBp.a.p.
Using the packing measure and finding a continuous analogue of the arguments in [17], we
extend Theorem 2 to Rn and generalize Theorem 3 to any α, 0 < α < n and n ≥ 1 with a slight
modification in the hypothesis. Let Ex = E∩ (−∞, x1]× ...× (−∞, xn] for x = (x1, ...xn) ∈ Rn:
Theorem D: Let 0 < α < n. Let E be a set of finite α-packing measure. We denote µ = Pα|E ,
where Pα is the packing measure. Let f ∈ Lp(dµ) (1 ≤ p ≤ 2) be a positive function. Then there
exists a constant C independent of f such that∫ |f(x)|p
(µ(Ex))2−p
dµ(x) ≤ C lim inf
L→∞
1
Ln−α
∫
BL(0)
|f̂dµ(ξ)|pdξ.
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The following is the key ingredient of the proof: Let φ be a radial Schwartz function on Rn such
that φ̂ is supported in the unit ball and φ̂(0) = 1. Let φL(x) = φ(Lx). Then φ̂L(x) = L−nφ̂( xL).
We approximate fdµ using φL on a finer decomposition {Sk}k of 1/L-distance set E(1/L) of E
for large L. We then prove the result for p = 1. The result for p = 2 follows from Plancherel
theorem. Then using interpolation we prove the result for 1 < p < 2.
Theorem C and Theorem D can also be proved if the assumptions on E in the hypothesis is
changed to quasi α-regular set of finite α-Hausdorff measure with µ = Hα|E .
As an application, we use Theorem A to prove some Lp-Wiener-Tauberian theorems. N.
Wiener[44] characterized the cyclic vectors (with respect to translations) in Lp(R), for p = 1, 2, in
terms of the zero set of the Fourier transform. He conjectured that a similar characterization should
be true for 1 < p < 2(See page 93 in [44]). Segal [36], Edwards [9], Rosenblatt and Shuman[32]
have disproved the conjecture. Lev and Olevskii in [23] recently proved that for any 1 < p < 2
one can find two functions in L1(R) ∩ C0(R), such that one is cyclic in Lp(R) and the other is
not, but their Fourier transforms have the same (compact) set of zeros. This disproves Wiener’s
conjecture. As is well known, there are no complete answers to Lp-Weiner-Tauberian theorems
when p 6= 1, 2. See pages 234-236 in [8] for initial results. The problem has been studied by ,
Pollard [30], Beurling [6], Herz [15], Newman [29], Kinukawa [20], Rawat and Sitaram [31].
In [6], A. Beurling proved that if the Hausdorff dimension of the closed set where the Fourier
transform of f vanishes is α for 0 ≤ α ≤ 1, then the space of finite linear combinations of trans-
lates of f is dense in Lp(R) for 2/(2 − α) < p. Now using our result we prove a similar result
(including the end points for the range) on Rn where sets of Hausdorff dimension is replaced with
the sets of finite packing α-measure.
C. S Herz studied some versions of Lp- Wiener Tauberian theorems and gave alternative
sufficient conditions for the translates of f ∈ L1 ∩ Lp(Rn) to span Lp(Rn) (See [15]). With an
additional hypothesis on the zero sets of Fourier transform of f , we improve his result.
In [31], Rawat and Sitaram initiated the study of Lp-versions of the Wiener Tauberian theo-
xi
rem under the action of motion group M(n) on Rn. We shall show that some of the results proved
in [31] can be improved using our result. Finally we take up Lp-Wiener Tauberian theorem on the
Euclidean motion group M(2).
The plan of the thesis is as follows. In the next chapter, we set up notation and recall def-
initions and results that are needed for our results. We start Chapter 2 by studying the relation
between quasi α-regular sets and sets of finite α-packing measure and we prove Theorem A and
its sharpness. In Chapter 3 we prove quantitative statements of Theorem A. In Chapter 4 we apply
the Theorem A to prove Wiener-Tauberian type theorems on Rn and M(2). We end the thesis with
a few open problems to be studied in the future.
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Chapter 1
Preliminaries
In this chapter, we recall some definitions and some results from [7], [12] and [24] which will be
used throughout this thesis.
1.1 Fractal Geometry
LetX be a metric space,F a family of subsets ofX such that for every δ > 0 there areE1, E2, ... ∈
F such that diameter of Ek is less than or equal to δ for all k and X = ∪kEk. For 0 < δ ≤ ∞ and
A ⊂ X , we define s-dimensional Hausdorff measure as
Hs(A) = lim
δ→0
Hsδ (A),
where
Hsδ(A) = inf
{ ∞∑
i=1
d(Ei)
s : A ⊂ ∪
i
Ei, d(Ei) ≤ δ, Ei ∈ F
}
and d(E) denotes the diameter of the set E. If the family F of subsets of X is replaced by the
family of closed (or open) balls, then the resulting measure denoted by Ss is called s-dimensional
spherical measure, that is,
Ss(A) = lim
δ→0
Ssδ(A),
1
where
Ssδ (A) = inf {
∞∑
i=1
rsi : A ⊂ ∪
i∈N
Bri(xi), ri ≤ δ}.
Remark 1.1.1. Spherical and Hausdorff measures are related by the inequalities
Ht(A) ≤ St(A) ≤ 2tHt(A).
Hence throughout this thesis, we use F as the family of closed (or open) balls in the definition of
Hausdorff measure.
The Hausdorff dimension of a set A is given by
dimH(A) = sup {s : Hs(A) > 0} = sup {s : Hs(A) =∞}
= inf {t : Ht(A) <∞} = inf {t : Ht(A) = 0}.
For a non-empty subset A of Rn, let A() = {x ∈ Rn : inf
y∈A
|x− y| < } denote the closed
-neighborhood of A. Some authors call A(), the -parallel set of A or -distance set of A. Let
E be a non-empty bounded subset of Rn. The -covering number of E denoted by N(E, ), is the
smallest number of open balls of radius  needed to cover E. The upper and lower Minkowski
dimensions of E are defined by
dimM(E) = inf {s : lim sup
↓0
N(E, )s = 0}
and
dimM(E) = inf {s : lim inf
↓0
N(E, )s = 0}
respectively. Similar to the Hausdorff dimension, the upper and lower Minkowski dimensions are
given by
dimM(E) = sup {s : lim sup
↓0
N(E, )s > 0} = sup {s : lim sup
↓0
N(E, )s =∞}
= inf {t : lim sup
↓0
N(E, )s <∞} = inf {t : lim sup
↓0
N(E, )s = 0}.
dimM(E) = sup {s : lim inf
↓0
N(E, )s > 0} = sup {s : lim inf
↓0
N(E, )s =∞}
= inf {t : lim inf
↓0
N(E, )s <∞} = inf {t : lim inf
↓0
N(E, )s = 0}.
The upper and lower Minkowski α-contents of set E are defined by
M∗α(E) = lim sup
δ→0
(2δ)α−n|E(δ)|,
2
Mα∗ (E) = lim inf
δ→0
(2δ)α−n|E(δ)|,
where |E(δ)| denotes the n-dimensional Lebesgue measure of the δ-distance set of E. Then the
upper and lower Minkowski dimensions of E are given by
dimM(E) = inf {s :M∗s(E) = 0} = sup {s :M∗s(E) > 0},
dimM(E) = inf {s :Ms∗(E) = 0} = sup {s :Ms∗(E) > 0}.
The -packing number of E denoted by P (E, ) is the largest number of disjoint open balls of
radius  with centres in E. The -packing of E is any collection of disjoint balls {Brk(xk)}k with
centres xk ∈ E and radii satisfying 0 < rk ≤ /2. Let 0 ≤ s < ∞. For 0 <  < 1 and A ⊂ Rn,
put
P s (A) = sup {
∑
k
(2rk)
s},
where the supremum is taken over all permissible -packings, {Brk(xk)}k of A. Then P s (A) is
non-decreasing with respect to  and we set the packing pre measure, P s0 as
P s0 (A) = lim
↓0
P s (A).
We have P s0 (∅) = 0, P s0 is monotonic and finitely subadditive, but not countably sub-additive. The
s-dimensional packing measure of A denoted by Ps(A) is defined as
Ps(A) = inf
{ ∞∑
i=1
P s0 (Ai) : A ⊂
∞⋃
i=1
Ai
}
.
where infimum is taken over all countable coverings {Ak}k of A.
Recall that µ is called a Borel regular measure on X , if all Borel sets are µ-measurable and
for every A ⊂ X , there is a Borel set B ⊂ X such that A ⊂ B and µ(A) = µ(B). µ is a Radon
measure if all Borel sets are µ-measurable and
1. µ(K) <∞ for compact sets K ⊂ X ,
2. µ(V ) = sup {µ(K) : K ⊂ V is compact} for open sets V ⊂ X ,
3. µ(A) = inf {µ(V ) : A ⊂ V, V is open} for A ⊂ X .
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Remark 1.1.2. 1. Hausdorff measure is a Borel regular measure. Moreover, if E is a set of
finite α-dimensional Hausdorff measure, then µ, the restriction of α-dimensional Hausdorff
measure to E is a Radon measure.
2. Ps is Borel regular. Similar to Hausdorff measure, if Ps(A) <∞, then ν = Ps|A is a Radon
measure.
(See Theorem 3.11 in [7] for the proof.)
Lemma 1.1.3. Fix  > 0. Let A be a non-empty bounded subset of Rn and |A()| denote the
Lebesgue measure of A(), where A is a non-empty bounded subset of Rn. Then,
1. N(A, 2) ≤ P (A, ) ≤ N(A, /2).
2. ΩnP (A, )n ≤ |A()| ≤ ΩnN(A, )(2)n,
where Ωn denotes the volume of the unit ball in Rn.
3. For 0 ≤ s <∞, P (A, /2)s ≤ P s (A).
(See pages 78-79 in [24].)
The lower and upper packing dimension of any subset A of Rn are defined respectively as
dimP (A) = inf {sup
i
dimM(Ai) : A ⊂ ∪∞i=1Ai, Ai is bounded ∀i},
dimP (A) = inf {sup
i
dimM(Ai) : A ⊂ ∪∞i=1Ai, Ai is bounded ∀i}.
For any A ⊂ Rn,
dimP (A) = sup {s : Ps(A) > 0} = sup {s : Ps(A) =∞}
= inf {t : P t(A) <∞} = inf {t : P t(A) = 0}. (1.1.0.1)
From the definitions, the relation between all the three dimensions is given by the following:
For any set A ⊂ Rn
dimH(A) ≤ dimP (A) ≤ dimM(A) (1.1.0.2)
and
dimP (A) ≤ dimP (A) ≤ dimM(A) ≤ n. (1.1.0.3)
All these inequalities can be strict.
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Example 1.1.4. Let E be a symmetrical perfect set in [0, 1]:
E = ∩
n
En,
where En is the union of 2n non-overlapping intervals of length an, each of them containing two
intervals of En+1. The sequence (an) satisfies a0 = 1, 2an+1 < an. Then Tricot in [43] proved that
dimH(E) = lim inf
n
n ln 2
− ln an ,
dimP (E) = lim sup
n
n ln 2
− ln an .
See pages 72-73 in [43] for more examples that prove the inequalities in (1.1.0.2) and
(1.1.0.3) are strict.
Let α < n. A set E ⊂ Rn is said to be Ahlfors-David regular α-set or α-regular if there
exists non-zero positive finite real numbers a, b such that
0 < arα ≤ Hα(E ∩Br(x)) ≤ brα <∞
for all x ∈ E and 0 < r ≤ 1.
In 1991, A. Salli [35] proved that upper Minkowski dimension of a non-empty bounded
α-regular set is α.(See page 80 in [24] also for the proof of the following theorem.)
Theorem 1.1.5. LetA be a non-empty bounded subset ofRn. Suppose there exists a Borel measure
µ on Rn and positive numbers a, b, r0 and s such that 0 < µ(A) ≤ µ(Rn) <∞ and
0 < ars ≤ µ(Br(x)) ≤ brs <∞ for x ∈ A, 0 < r ≤ r0.
Then dimH(A) = dimM(A) = dimM(A) = s. Hence dimH(A) = dimP (A) = dimP (A) =
dimM(A) = dimM(A) = s.
Definition 1.1.6. A similitude S is a map S : Rn → Rn such that
S(x) = sR(x) + b, x ∈ Rn
for some isometry R, b ∈ Rn and 0 < s < 1. The number s is called contraction ratio or dilation
factor of S. Let S = {S1, ...Sm}, m ≥ 2 be a collection of finite set of similitudes with dilation
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factors s1, ..., sm (so that Sj = sjRj + bj where Rj denotes an isometry and bj ∈ Rn). We say that
a non-empty compact set K is invariant under S if
K = ∪mj=1 SjK.
S satisfies the open set condition if there is a non-empty open set O such that ∪mj=1 Sj(O) ⊂ O
and Sj(O) ∩ Sk(O) = ∅ for j 6= k. We call the invariant set K under S to be self-similar if with
α = dimH(K),
Hα(Sj1(K) ∩ Sj2(K)) = 0 for j1 6= j2.
Theorem 1.1.7. If S satisfies the open set condition, then the invariant set K is self-similar and
0 < Hα(K) <∞, where α = dimH(K). Moreover, α is the unique number for which
m∑
j=1
sαj = 1.
Additionally, if O is the open set asserted to exist by the open set condition such that it contains a
ball of radius c1 and it is contained in a ball of radius c2,
sα
diam(K)α
≤ Hα(E ∩Br(x))
rα
≤ (1 + 2c2)
n
sncn1
, ∀ 0 < r ≤ 1,
where diam(K) denotes the diameter of K and s = minmj=1{sj}. That is, K is an α-regular set.
(See page 67 in [24] and [18] for proof.)
Remark 1.1.8. If m = 2, S1(x) = x/3, S2(x) = x/3 + 2/3 for x ∈ [0, 1] in Theorem 1.1.7, then
the Cantor set K is invariant under S = {S1, S2}. The Hausdorff dimension of K is ln 2/ ln 3 and
it is self-similar. Hence it is ln 2/ ln 3-regular set.
If ν is a measure, the α-upper density of ν at x, Dα(ν, x) is defined as
Dα(ν, x) = lim sup
r→0
(2r)−αν(Br(x)),
where Br(x) is the ball of radius r with centre x. Similarly α-lower density of ν at x, Dα(ν, x) is
defined using lim inf.
In [41], Strichartz defined the following:
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• A set E ⊂ Rn is said to be regular, if Dα(µα, x) = Dα(µα, x) = 1 forHα-almost all x ∈ E
where µα = Hα|E .
• A set E ⊂ Rn is called quasi α-regular if there exists a non-zero finite constant a such that
a ≤ Dα(µα, x) forHα-almost all x ∈ E.
• A set E ⊂ Rn is said to be locally uniformly α-dimensional if there exists a non-zero finite
constant b such thatHα(E ∩Br(x)) ≤ brα for all x ∈ E and for all 0 < r ≤ 1.
• A measure µ is called locally uniformly α dimensional if there exists a non-zero finite con-
stant λ such that for all δ ≤ 1,
µ(Bδ(x)) ≤ λδα. (1.1.0.4)
for µ-almost every x ∈ Rn. Note that E is locally uniformly α-dimensional if and only if
Hα|E is locally uniformly α-dimensional.
A powerful theorem of Besicovitch [5] shows that every Borel set of infinite Hs measure
contains subsets of arbitrary finiteHs measure that are locally uniformly s-dimensional (See page
163 in [41] and page 67 in [12]).
Remark 1.1.9. Clearly, Ahlfors-David α-regular sets are quasi α-regular sets. Also bounded
self-similar sets K with self-similar dimension α, are locally uniformly α-dimensional and quasi
α-regular. (See Theorem 5.8 in page 179 in [41] for proof.)
The following lemma gives the relation between the Hausdorff measure and the packing
measure of a set:
Lemma 1.1.10. Let A ⊂ Rn be any set.
1. Hs(A) ≤ Ps(A).
2. Let Ps(A) <∞. Ps(A) = Hs(A) if and only if Ds(ν, x) = Ds(ν, x) = 1 for Ps-almost all
x ∈ A, where ν denotes the Hausdorff measureHs restricted to A.
3. Let Hs(A) < ∞ and ν denote the Hausdorff measure Hs restricted to A. If Ds(ν, x) > 0
for Ps-almost all x ∈ A, then dimH(A) = dimP (A).
(See pages 84, 96 and 98 in [24] for the proof.)
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The local properties of sets with finite Hausdorff and packing measures can be studied with
the help of the following lemma:
Lemma 1.1.11. SupposeHα(B) <∞, for 0 ≤ α < n. Let µ = Hα|B. Then
1. 2−α ≤ Dα(µ, x) ≤ 1 forHα almost all x ∈ B.
2. Dα(µ, x) = 0 forHα-almost all x /∈ B.
Suppose Pα(B) < ∞, for 0 ≤ α < n. Then Dα(Pα|B, x) = 1 for Pα almost all x ∈ B. (See
pages 89-95 in [24] for the proof.)
Information on upper densities of a Radon measure µ can be used to compare µ with Haus-
dorff measures and similarly information on lower densities of µ can be used to compare µ with
packing measure:
Lemma 1.1.12. Let µ be a Radon measure, B ⊂ Rn and 0 < λ <∞.
1. If Dα(µ, x) ≤ λ for x ∈ B, then µ(B) ≤ 2αλHα(B).
2. If Dα(µ, x) ≥ λ for x ∈ B, then µ(B) ≥ λHα(B).
3. If Dα(µ, x) ≤ λ for x ∈ B, then µ(B) ≤ λPα(B).
4. If Dα(µ, x) ≥ λ for x ∈ B, then µ(B) ≥ λPα(B).
(See pages 95-97 in [24] for the proof.)
A set E ⊂ Rn is called m-rectifiable if there exist Lipschitz maps fi : Rm → Rn, i = 1, 2..,
such thatHm(E \∪fi(Rm)) = 0. A set F ⊂ Rn is called purely m-rectifiable ifHm(E ∩F ) = 0
for every m-rectifiable set E. A Radon measure µ on Rn is said to be m-rectifiable if µ  Hm,
that is, µ is absolutely continuous with respect to the m-dimensional Hausdorff measure Hm, and
there exists an m-rectifiable Borel set E such that µ(Rn \ E) = 0.
Remark 1.1.13. 1. For E ⊂ Rn, Ln(E) = cnHn(E), where Ln denotes the n-dimensional
Lebesgue measure and cn = pi
n
2 2−n
(n
2
)!
. [Refer [12] for the proof]
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2. Hm is a constant multiple of the m-dimensional Lebesgue measure on sets which are m-
rectifiable in Rn for all integers 1 ≤ m < n. [Refer [13] for the proof.]
3. Let E ⊂ Rn(0 < s < n) be a non-zero finite s-packing measurable set. Then Ps(E) =
Hs(E) if and only if s is an integer and Ps|E is s-rectifiable.[Refer [24] for the proof.]
The Fourier dimension of a set A ⊂ Rn, dimF (A) is the unique number in [0, n] such that
for any 0 < β < dimF (A) there exists a non-zero Radon measure µ with support of µ in A and
|µˆ(x)| ≤ |x|−β/2 for x ∈ Rn and that for dimF (A) < β < n, no such measure exists.
Remark 1.1.14. We have for any Borel set A ⊂ Rn, dimF (A) ≤ dimH(A). The inequality is often
strict. The sets with dimF (K) = dimH(K) are called Salem sets.
Example 1.1.15. We recollect examples of Salem sets and sets with different Hausdorff dimension
and Fourier dimension:
1. The ternary Cantor set C has Fourier dimension 0 but Hausdorff dimension ln 2/ ln 3 (See
[19] for the proof).
2. If ψ : [0,∞] → Rn denotes the n-dimensional Brownian motion, then for any compact set
F ⊂ [0,∞], the image ψ(F ) is almost surely a Salem set. (See pages 136-137, 180 in [24]
for proof.)
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Chapter 2
Lp-Integrability of the Fourier transform of
fractal measures
In this chapter, we study the Lp-integrability of the Fourier transform of measures supported on
sets of dimension 0 ≤ α < n. We start by discussing the relation between α-regular sets and sets
of finite α-packing measure. In the subsequent section, we prove that there does not exist any non
zero function in Lp(Rn) with 1 ≤ p ≤ 2n/α if its Fourier transform is supported by a set of finite
packing α-measure where 0 < α < n. It is shown that this assertion fails for p > 2n/α.
2.1 α-regular sets and sets of finite α-packing measure
The following lemma is crucial for us.
Lemma 2.1.1. [37] Let 0 ≤ α < n. Suppose E ⊂ Rn is such that Pα(E) < ∞ and S ⊂ E is a
bounded set. Then
lim sup
→0
|S()|α−n ≤ CnPα(S) <∞,
where |S()| denotes the Lebesgue measure of -distance set of S, S() and Cn is a constant which
depends only on n.
Proof. Since Pα(S) < ∞, for a given δ > 0, there exists a countable cover {A˜i} of S such that
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Pα(S) + δ = ∑Pα0 (A˜i) < ∞. Let R > 0 be such that S ⊂ BR(0). Then {Ai} also covers S,
where Ai = A˜i ∩BR(0) is bounded and
∑
Pα0 (Ai) ≤
∑
Pα0 (A˜i) <∞. By Lemma 1.1.3,
|Ai()| ≤ Ωn(2)nN(Ai, )
≤ Ωn(2)nP (Ai, /2)
≤ Ωn2nn−αPα (Ai).
Hence α−n|Ai()| ≤ CnPα (Ai) for some fixed constant Cn. We also have |S()| ≤
∑ |Ai()|.
Hence, α−n|S()| ≤ Cn
∑
Pα (Ai). So,
lim sup
→0
α−n|S()| ≤ Cn
∑
Pα0 (Ai) = Cn(Pα(S) + δ) <∞.
Hence letting δ to zero,
lim sup
→0
|S()|α−n ≤ CnPα(S) <∞.
Remark 2.1.2. By Lemma 1.1.12, if µ is a Radon measure and E is quasi α-regular with respect
to µ, that is, if there exists a non-zero constant λ such that λ ≤ Dα(µ, x) for µ-almost all x ∈ E,
then λPα(A) ≤ µ(A) for all A ⊂ E.
Lemma 2.1.3. Let 0 ≤ α < n and µ be a Radon measure. If E is quasi α-regular with respect
to µ, that is, if there exists a non-zero constant λ such that λ ≤ Dα(µ, x) for µ-almost all x ∈ E,
then for all bounded subsets S of E, we have
lim sup
δ→0
|S(δ)|δα−n ≤ Cnλ−1µ(S),
where |S(δ)| denotes the n-dimensional Lebesgue measure of δ-distance set, S(δ) of S and Cn
depends only on n.
Proof. The proof follows from the Remark 2.1.2 and Lemma 2.1.1.
We give an example of a set of finite α-packing measure and finite α-dimensional Hausdorff
measure but not quasi regular. Before we explain the construction, let us recall the following:
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Suppose E × F denotes the cartesian product of two non-empty Borel sets E and F in Rn,
then we have
dimH(E) + dimH(F ) ≤ dimH(E × F ) ≤ dimH(E) + dimP (F )
≤ dimP (E × F ) ≤ dimP (E) + dimP (F ), (2.1.0.1)
dimH(E × F ) = dimH(E) + dimH(F ) if dimH(F ) = dimP (F ). (2.1.0.2)
(See page 115 in [24] page 72 in [43] for proof and examples that prove that the inequalities can
be strict.)
Also if K is α-regular, then
dimH(K × ...×K) = n dimH(K). (2.1.0.3)
From Example 1.1.4, we can construct sets of finite α-packing measure but not quasi-regular
with zero α-dimensional Hausdorff measure. The authors in [17] (Proposition 1 in Section 4) con-
structed a set E˜ which is not β-quasi regular (0 < β = ln 2/ ln 3 < 1). Similar to that we construct
a set of finite packing measure and finite Hausdorff measure but not quasi regular.
Given a positive integer k, remove 2k − 1 intervals of equal length from [0, 1] leaving 2k
subintervals of length 3−k. Note that the length of each of the removed intervals is 3
k−2k
3k(2k−1) . Repeat
the excision on each of the 2k subintervals leaving 22k subintervals of length 3−2k. Then at the lth
stage we obtain a setKl with 2kl subintervals, each of length 3−kl. LetC(2k, 3k) = ∩lKl. Note that
C(2, 3) is the Cantor set. For every k, this set C(2k, 3k) has Hausdorff dimension β = ln 2/ ln 3.
In fact C(2k, 3k) are β-regular sets withHβ(C(2k, 3k)) = 1. By Theorem 1.1.7, 3−kβ ≤ Dα(µ, x)
for all x ∈ C(2k3k). By Remark 2.1.2, Pβ(C(2k, 3k)) ≤ 3kβ <∞. Now, let
E˜j =
[
3−(j(j−1)/2)C(2j, 3j) + 1− 3−(j(j−1)/2)]\[1− 3−(j(j+1)/2), 1],
where 3−(j(j−1)/2)C(2j, 3j) + 1 − 3−(j(j−1)/2) is obtained by dilating C(2j, 3j) by 3−(j(j−1)/2) and
then translating by 1− 3−(j(j−1)/2). Note that E˜j’s are disjoint. Let E˜ be the limit set ∪kE˜k. Then
for β = ln 2/ ln 3, 0 < Hβ(E˜) <∞. But Dβ(µ, x) goes to zero as x approaches 1 for µ = Hβ|E˜ .
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However we note the following:
Pβ(E˜) ≤
∞∑
j=1
3jβHβ(E˜j)
≤
∞∑
j=1
3jβ3−β(j(j−1)/2)(1− 2−j)
≤ 3β1/2 + 3β
∞∑
j=1
3−β(j−1))
= 3β(
1
2
+
1
3β − 1) <∞.
It can be proved that the cartesian product E = E˜ × ... × E˜(n times) has non-zero finite α-
dimensional Hausdorff measure, Pα(E) <∞ but not quasi α-regular, for α = nβ.
In general, for given 0 < α < n, fix a large positive integer N and small number η < 1
such that Nηβ = 1, where nβ = α. Then we can construct C(Nk, η−k) as above and prove that
for given α there exists a set E of Hausdorff and packing dimension α, such that E is of finite
α-packing measure and α-dimensional Hausdorff measure but not quasi α-regular.
2.2 Lp-Integrability of the Fourier transform of fractal mea-
sures
In this section, we relate the fractal dimension of the support of the Fourier transform of a func-
tion on Rn with its membership in Lp(Rn) by proving that the Fourier transform of a tempered
distribution supported in a fractal of dimension α (0 ≤ α < n) does not belong to Lp(Rn) for
1 ≤ p ≤ 2n/α. With an example of Salem set, we prove that the assertion fails for p > 2n/α.
In [2], M. L. Agranovsky and E. K. Narayanan have related the integer dimension of the
support of the Fourier transform of a function with its membership in Lp:
Theorem 2.2.1. [2] If f ∈ Lp(Rn) and supp fˆ is carried by a C1-manifold M of dimension d < n
then f = 0 provided 1 ≤ p ≤ 2n/d. If d = 0 then f = 0 for 1 ≤ p <∞
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Also, the older result of Beurling in [6] gives an analogue statement of the above theorem
for fractional dimensional sets in R:
Theorem 2.2.2. [6] If f ∈ Lp(R), p > 2 and the Fourier transform of f is supported by a set of
Hausdorff dimension < 2/p, then the function is identically zero.
Let A ⊆ Rn. A is called a sparse set or thin set if the n-dimensional Lebesgue measure
of A, |A| is zero. For 1 ≤ p ≤ 2, if the Fourier transform of f ∈ Lp(Rn) is supported in a set
of Lebesgue measure zero, then it is trivial that f ≡ 0. So we concentrate on the case p > 2. If
p > 2, then f̂ is a tempered distribution and the support of f̂ is a closed set which may be thin. We
closely follow the arguments in [1] (also see page 174 of [16]) and prove the following Lemma.
Lemma 2.2.3. Let f ∈ Lp(Rn) with 2 ≤ p ≤ 2n/α, for some 0 < α < n. Let χ ∈ C∞c (Rn) be
supported in unit ball and
∫
Rn χ(x)dx = 1. Denote χ(x) = 
−nχ(x/) and u = u ∗ χ where
u = f̂ . Then
‖u‖22 ≤ Cα−nρ
where ρ approaches 0 as  tends to zero.
Proof. By the Plancherel theorem,
‖u‖2 =
∫
Rn
|f(x)|2|χ̂(x)|2 dx =
∞∑
j=−∞
∫
2j6|x|62j+1
|f(x)|2|χ̂(x)|2 dx
6 Cα−n
∞∑
j=−∞
2j(n−α) sup
2j6|x|62j+1
|χ̂(x)|2(2−j)n−α
∫
2j6|x|62j+1
|f(x)|2dx
= Cα−n
∞∑
j=−∞
ajb

j,
where
aj = 2
j(n−α) sup
2j6|x|62j+1
|χ̂(x)|2,
and
bj = (2
−j)n−α
∫
2j6|x|62j+1
|f(x)|2dx.
Since 0 <  < 1 and 2 ≤ p ≤ 2n/α, applying Holder’s inequality,
|bj| 6 C
(∫
2j−16|x|62j+1−1
|f(x)|pdx
)2/p
,
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which goes to zero as  → 0, for any fixed j. Also we have |bj| 6 C‖f‖2p < ∞ for some constant
C independent of  and j. Since
∑
j |aj| is finite, by the dominated convergence theorem, we have
ρ =
∑
j ajb

j → 0 as → 0.
Theorem 2.2.4. [37] Let f ∈ Lp(Rn) be such that supp f̂ is contained in a set E of finite α-
dimensional packing measure. Then f ≡ 0, provided p ≤ 2n
α
.
Proof. By convolving f with a compactly supported smooth function we can assume that f ∈
Lp(Rn) where p = 2n/α. Choose an even function χ ∈ C∞c (Rn) with support in unit ball and∫
Rn χ(x)dx = 1. Let χ(x) = 
−nχ(x/) and u = u ∗ χ where u = f̂ . Then by Lemma 2.2.3,
‖u‖22 ≤ Cα−nρ
where ρ approaches 0 as  tends to zero. Let ψ ∈ C∞c (Rn). Let S = supp f̂ ∩ supp ψ. Then S is
a closed and bounded subset of E and hence µ(S) < ∞ (µ is a Radon measure). By the Lemma
2.1.1,
lim sup
→0
α−n|S| < µ(S) <∞.
So,
| < u, ψ > |2 = lim
→0
| < u, ψ > |2
≤ lim
→0
‖u‖22
∫
S
|ψ|2
≤ lim
→0
Cα−n
∞∑
j=−∞
ajb

j
∫
S
|ψ|2
≤ C ′‖ψ‖2∞ lim
→0
α−n|S|ρ
= 0
Hence f = 0.
From Lemma 2.1.3 and Theorem 2.2.4, we have,
Corollary 2.2.5. Let f ∈ Lp(Rn) be such that supp f̂ is contained in a quasi α-regular set E that
has non-zero finite α-dimensional Hausdorff measure. Then f ≡ 0, provided p ≤ 2n
α
.
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Any d-dimensional C1-smooth manifold M is d-rectifiable and Pd|M is d-rectifiable. By
Remark 1.1.13, Pd(M) = Hd(M) and thus Pd is a constant multiple of d-dimensional Lebesgue
measure. Since Lebesgue measure is locally finite, we can assume M to have finite d-packing
measure. Also by Lemma 1.1.10, the d-density Dd(µ, x) = Dd(µ, x) = Dd(µ, x) = 1, where µ
denotes the d-dimensional Lebesgue measure restricted to M . Hence M is quasi d-regular. Hence
Theorem 2.2.4 extends Theorem 2.2.1.
Remark 2.2.6. For a set E such that Pα(E) < ∞, we have dimP (E) ≤ α. Also, if dimP (E) <
dimM(E) = α, then Pα(E) < ∞. Thus if E has upper Minkowski dimension α and f ∈ Lp(Rn)
with support of its Fourier transform supported in E ,then f ≡ 0 provided p < 2n/α.
Corollary 2.2.7. Let f ∈ Lp(Rn) be such that supp f̂ is contained in a setE where dimP (E) = α.
Then f ≡ 0, provided p < 2n
α
.
Proof. From (1.1.0.1), Pβ(E) = 0 for all β > α. Hence by the Corollary 2.2.5, f ≡ 0, provided
p ≤ 2n
β
for all β > α. Thus f ≡ 0, provided p < 2n
α
.
If dimH(E) ≤ α = dimP (E), then Beurling’s Theorem 2.2.2 implies Corollary 2.2.7. How-
ever, with a weaker hypothesis, Corollary 2.2.5 strengthens Beurling Theorem 2.2.2.
Next we show that Corollary 2.2.5 is sharp and hence the sharpness of the Theorem 2.2.4.
First, let us recall a well known example due to Salem which shows that there exists a measure ν
supported on a Cantor type set K ⊆ R, of Hausdorff dimension β, 0 < β < 1 with Fourier tran-
form ν̂ belonging to Lq(R) for all q > 2/β (See page 263-271 in [8]). Let M = K ×K × ...×K
(n times) and µ = ν × ν × ... × ν (n times). Then µ is supported in M and µ̂ ∈ Lq(Rn) for
q > 2
β
= 2n
α
where α = nβ. Closely following the proof in page 33 in [8] we show that not only
the Hausdorff dimension of M is α, but M is also Ahlfors-David regular (hence quasi α-regular)
set of finite Hausdorff measure, Hα. Then by Lemma 1.1.12, M is of finite α-packing measure.
Thus the range in Theorem 2.2.4 is the best possible.
First, we briefly recall how the above set K ⊆ R is constructed. Choose a positive number η
and an integer N so that Nη < 1 and
Nηβ = 1. (2.2.0.1)
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Choose N independent points ai in the unit interval [0, 1] in such a way that 0 ≤ a1 < a2 < ... <
aN ≤ 1 − η and widely enough spaced so that the distance between two ai is larger than η. The
set K is constructed as the intersection of decreasing sequence of compact sets Kj , where Kj are
defined as follows:
Choose an increasing sequence of non-zero positive numbers ηj converging to η where
η(1− 1
(j + 1)2
) ≤ ηj ≤ η (2.2.0.2)
for all j. The first set, K1, is the union of N intervals of length η1 of the form [ak, ak + η1]. The
second set K2, has N2 intervals of length η1η2 of the form [ai + ajη1, ai + ajη1 + η1η2] and so on.
Inductively, we obtain a sequence Kj of decreasing sets of length η1η2...ηj . Then K = ∩jKj . It is
known that the Hausdorff dimension of K is β. (see [34] and page 268 in [8])
Lemma 2.2.8. [37] Hausdorff dimension of M = K ×K × ..×K (n times) equals α = nβ and
M is an Ahlfors-David α-regular set.
Proof. Let 0 < r < 1 and x ∈ M , that is let x = (x1, x2, ..., xn) where xm ∈ K for all m. For
every m, by construction of K, there exists a smallest integer tm such that K ∩ (xm − r, xm + r)
contains at least one interval Itm of length η1..ηm. Thus
K ∩ (xm − r, xm + r) ⊇ K ∩ It1 × ...×K ∩ Itn . (2.2.0.3)
Since Hausdorff measure is translation invariant, we can assume 2r ≤ η1...ηtm−1. Since
α = nβ,
(2r)α ≤ Πnm=1(ηβ1 ...ηβtm−1). (2.2.0.4)
Among the coverings of M ∩ Br(x) which compete in the definition of Hα(M ∩ Br(x)),
are the coverings Mj(where j = (j1, ..., jn) and large jm > tm − 1) themselves, consisting of
ΠnmN
jm−(tm−1) cubes of volume Πnm=1(η1η2...ηjm). Hence
Hα(M ∩Br(x)) ≤ Πnm=1N jm−(tm−1)(η1η2...ηjm)β
≤ (2r)αΠnm=1N jm−(tm−1)(ηtm+1η2...ηjm)β from (2.2.0.3)
≤ (2r)αN−nΠnm=1N jm−tmη(jm−tm)β from (2.2.0.2)
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Thus from (2.2.0.1) we have
Hα(M ∩Br(x)) ≤ 2
α
Nn
rα (2.2.0.5)
Similarly we prove that Hα(M) ≤ 1 which implies that the Hausdorff dimension of M is at most
α. To show that the dimension of M is exactly α, we show thatHα(M) is not 0.
In computing the Hausdorff measure, it is enough to take the infimum of Σdαi over all cov-
erings of M ∩ Br(x) by countable families of (sufficiently small) open balls Ai, where the end
points of the projection of Ai to mth axis is in the complement of K ∩ (xm− r, xm + r). From the
compactness, it is also clear that these coverings consist of only a finite number of disjoint, open
cubes. Let {Ui} be one such family of sufficiently small cubes that cover M ∩ Br(x), where the
end points of the projection of Ui to mth axis is in the complement of K ∩ (xm − r, xm + r).
Let pim be the smallest integer p such that mth projection of Ui contains at least one interval
of Kp and Pi = (pi1 , pi2 , ...pin). Then, from (2.2.0.3), tm ≤ pim . Let
pim = tm + sim (2.2.0.6)
Let mth projection of Ui contain k
(m)
i number of constituent intervals of Kpm . Then Ui contain
ki = Π
n
m=1k
(m)
i number of cubes of MPi = Kpi1 × ... × Kpin . Let di denote the diameter of Ui.
Then
dni ≥ kiΠnm=1(η1η2...ηpim ). (2.2.0.7)
Let jm’s be large such that ∪Ui contains Mj ∩ M ∩ Br(x) where Mj = Kj1 × ... × Kjn and
Mj ⊂MPi , for all i. Then Ui contains kiN (j1−pi1+...+jn−pin ) cubes ofMj . By (2.2.0.6), Ui contains
kiN
(j1−t1−si1+...+jn−tn−sin ) cubes of Mj . However by (2.2.0.3),
M ∩Br(x) ∩Mj ⊆Mt ⊂M ∩Br(x),
where Mt = (K ∩ It1)× ...× (K ∩ Itn). So the number of cubes of Mj covered by ∪Ui is at least
N j1−t1+...+jn−tn . Since
∑
i kiN
(j1−t1−si1+...+jn−tn−sin ) is the total number of cubes of Mj covered
by ∪Ui, ∑
i
kiN
(j1−t1−si1+...+jn−tn−sin ) ≥ N j1−t1+...+jn−tn . (2.2.0.8)
18
The equation (2.2.0.7) implies that
dαi ≥ (kiΠnm=1(η1η2...ηpim ))β
≥ (2r)α(kiΠnm=1(ηtmηtm+1...ηpim ))β(from (2.2.0.4))
≥ (2r)α(kiΠnm=1ηtmηpim−tm [(1−
1
(tm + 1)2
)...(1− 1
p2im
)])β from (2.2.0.2)
Since ηm is an increasing sequence and by (2.2.0.2), ηt1ηt2 ...ηtn ≥ (34η)n. Fix C = (34η)n. Thus
dαi ≥ C(2r)α
(
kiη
(pi1+...+pin−(t1+...tn))Πnm=1
[
(1− 1
tm + 1
)(1 +
1
pim
)
])β
≥ C(2r)α(kiη(pi1+...+pin−(t1+...tn))Πnm=1[12(1 + 1pim )])β
> Crαkβi η
(pi1+...+pin−(t1+...tn))β,
From (2.2.0.1), we have
N (j1+...jn)−(pi1+...pin )η(j1+...jn−t1−...tn)β = η(pi1+...+pin−(t1+...tn)).
Thus
dαi ≥ Crαkβi N (j1+...jn)−(pi1+...pin )η(j1+...jn−t1−...tn)β. (2.2.0.9)
Also, there exists a constant CN,n (= 2n(N − 1)n), such that 1 ≤ ki ≤ CN,n because of the choice
of pik . Let L = (CN,n)
β−1. Since 0 < β < 1,
kβi > Lki (2.2.0.10)
From (2.2.0.6) and (2.2.0.10), summing over i in (2.2.0.9), we have
Σid
α
i ≥ CLrαη(j1+...jn−t1−...−tn)βΣikiN (j1+...jn)−(t1+...tn+si1+...sin )
≥ CLrαη(j1+...jn−t1−...−tn)βN j1+...jn−t1−...−tn (from (2.2.0.8))
= CLrα (from (2.2.0.1))
> 0
Thus
Hα(M ∩Br(x)) ≥ CLrα (2.2.0.11)
for all x ∈ M and 0 < r < 1. Similarly we prove that Hα(M) > 0. From (2.2.0.5) and (2.2.0.11)
we have proved that there exists non-zero finite constants a and b such that
0 < arα ≤ Hα(M ∩Br(x)) ≤ brα <∞.
for all x ∈M and 0 < r < 1. Hence the proof.
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Remark 2.2.9. The set constructed in the above Lemma 2.2.8 is a fractal even if α is an integer. In
[2], the authors proved the sharpness of Theorem 2.2.1 for any integer α ≥ n/2 by constructing a
smooth manifoldM ⊂ Rn and µ supported onM such that the Fourier transform f = µˆ ∈ Lp(Rn)
for all p > 2n/α. The case 0 < α < n/2, α integer seems to be still open.
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Chapter 3
Lp-Asymptotics of Fractal measures
In this chapter, we give quantitative versions of the Theorem 2.2.4 proved in the previous chapter
by estimating the Lp norm of the Fourier transform of fractal measures µ over a ball centered at
origin with large radius for 1 ≤ p ≤ 2n/α under various fractal geometric assumption on the
support of µ. We study the Lp-asymptotics of the Fourier transform of the fractal measures for
2 ≤ p ≤ 2n/α in the next section and for 1 ≤ p ≤ 2 in the subsequent section.
3.1 Lp-Fourier asymptotic properties of fractal measures for
2 ≤ p ≤ 2n/α
Let µ denote a fractal measure supported in an α-dimensional set E ⊂ Rn and f ∈ Lq(dµ)
(1 ≤ q ≤ ∞). Suppose 2 < p ≤ 2n/α. In this section, we obtain the upper and lower bounds for
1
Ln−
αp
2
∫
|ξ|≤L
|f̂dµ(ξ)|pdξ. (3.1.0.1)
Strichartz proved in [41] an analogue of Radon-Nikodym theorem for positive measure with no
infinite atoms:
Theorem 3.1.1. [41] Let µ be a measure with no infinite atoms, and let ν be σ-finite and absolutely
continuous with respect to µ. Then there exists a unique decomposition ν = ν1 + ν2 such that
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dν1 = φdµ for a non-negative measurable function φ and ν2 is null with respect to µ, that is,
ν2(A) = 0 whenever µ(A) <∞.
Remark 3.1.2. As observed in [41], any locally uniformly α-dimensional measure µ can be written
as dµ = φdHα+dν where ν is null with respect toHα and φ is a non negative measurable function
belonging to L1(Rn).
In [41], Strichartz studied the asymptotic properties of locally uniformly α-dimensional mea-
sures and proved a Plancherel type theorem:
Theorem 3.1.3. [41]
1. Let dµ = φdHα + dν be a locally uniformly α-dimensional measure on Rn (as in Remark
3.1.2). For any f ∈ L2(dµ) we have, for a fixed y and a constant c independent of y,
lim sup
L→∞
1
Ln−α
∫
BL(y)
|(̂fdµ)|2 ≤ c
∫
|f(x)|2φ(x)dHα(x).
2. Let µ′ = µ+ ν be a locally uniformly α-dimensional measure on Rn where µ = Hα|E and ν
is null with respect to Hα. If E is quasi regular, then for fixed y and constant c independent
of y,
c
∫
E
|f |2dHα ≤ lim inf
L→∞
1
Ln−α
∫
BL(y)
|f̂dµ′|2.
These results are analogous to the results proved by Agmon and Hormander in [1] when α
is an integer.
Also, with the use of mean quadratic variation, Lau in [21] investigated the fractal measures
by defining a class of complex valued σ-finite Borel measures µ on Rn,Mpα, for 1 ≤ p <∞ with
‖µ‖Mpα = sup
0<δ≤1
( 1
δn+α(p−1)
∫
Rn
|µ(Qδ(x))|p
)1/p
<∞
and
‖µ‖M∞α = sup
u∈Rn
sup
0<δ<1
1
(2δ)α
|µ|(Qδ(u)) <∞,
where Qδ(u) denotes the half open cube
∏n
j=1(xj − δ, xj + δ]. For 1 ≤ p < ∞, 0 ≤ α < n, Bpα
denotes the set of all locally p-th integrable function f in Rn such that
‖f‖Bpα = sup
L≥1
( 1
Ln−α
∫
BL
|f |p
)1/p
<∞.
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For 0 ≤ α ≤ β < n, we have from [22], Bpβ ⊆ Bpα ⊆ Bp0 ⊆ Lp(dx/(1 + |x|n+1)). For δ > 0, we
define the transformation Wδ as
(Wδf)(x) =
∫
Rn
f(y)Eδ(y)e
2piix.ydy,
where Eδ(y) =
∫
|ξ|≤δ e
2piiyξdξ = 2pi(δ|y|−1)n/2Jn/2(2piδ|y|) and Jn/2 is the Bessel function of
order n/2. If µ is a bounded Borel measure on Rn and f = µ̂, then for δ > 0 and for any
ball Bδ(x), µ(Bδ(x)) = (Wδf)(x) for Lebesgue almost all x ∈ Rn. Lau studied the asymptotic
properties of measures inMpα in [21]:
Theorem 3.1.4. [21]
1. Let 1 ≤ p ≤ 2, 1/p+ 1/p′ = 1 and 0 ≤ α < n. Suppose µ ∈Mpα then µˆ ∈ Bp′α with
sup
L≥1
( 1
Ln−α
∫
BL
|µˆ|p′
)1/p′
= ‖µˆ‖Bp′α ≤ C‖µ‖Mpα ,
for some constant C depending on µ.
2. Let µ be a positive σ-finite Borel measure on Rn and f be any Borel µ-measurable function
on Rn. Let dµf = fdµ. µ is locally uniformly α-dimensional if and only if ‖µf‖Mpα ≤
C‖f‖Lp(dµ) for all f ∈ Lp(dµ), p > 1 and C is a non-zero constant dependent on p.
Applying Holder’s inequality to part (2) of the Theorem 3.1.3, we obtain:
Corollary 3.1.5. Let f ∈ L2(µ) be supported in a quasi α-regular set E of non-zero finite α-
dimensional Hausdorff measure (0 < α < n), where µ is a locally uniformly α-dimensional
measure. Then for p ≥ 2,
‖f‖pL2(µ) ≤ c lim sup
L→∞
1
Ln−
αp
2
∫
|ξ|≤L
|f̂dµ(ξ)|pdξ
where c is a non zero finite constant depending on n, α and p.
The above results are proved for locally uniformly α-dimensional measure. But if a set E is
of finite α-packing measure, then µ = Pα|E need not be locally uniformly α-dimensional measure.
We prove an analogue result to the above corollary for the range 2 ≤ p < 2n/α with µ = Pα|E ,
where Pα(E) <∞.
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Theorem 3.1.6. Let f ∈ L2(dµ) be a positive function where µ = Pα|E and E is a compact set of
finite α-packing measure. Then for 2 ≤ p < 2n/α,∫
Rn
|f(x)|2dµ(x) ≤ C lim inf
L→∞
( 1
Ln−αp/2
∫
BL(0)
|f̂dµ(ξ)|pdξ
)2/p
and ∫
Rn
|f(x)|2dµ(x) ≤ C ′ lim inf
L→∞
( 1
Ln−αp/2
∫
Rn
e−
|ξ|2
2L2 |f̂dµ(ξ)|pdξ
)2/p
,
where the constants C and C ′ are independent of f .
Proof. Since E is compact, without loss of generality we assume that E is contained in a large
cube in the positive quadrant, that is, there exists smallest positive integer m such that for all
x = (x1, ...xn) ∈ E, 0 < xj < m. Let M = {x = (x1, ...xn) ∈ Rn : 0 ≤ xj ≤ m, ∀j}.
Fix 0 <  < 1. For k = (k1, ...kn), (0 < kj ∈ Z),
Qk = {x = (x1, ...xn) ∈M : (kj − 1) < xj ≤ kj, j = 1, ...n}.
Let Q0 be the collection of all such Qk’s whose intersection with E has non-zero µ-measure,
that is, µ(Qk) 6= 0. Since E is compact, there exists finite number of Qk’s in Q0. Let δ˜0 =
minQk∈Q0{µ(Qk)}. Then E = ∪(Qk ∩ E) ∪ E ′ where the union is finite and µ(E ′) = 0.
∫
E
|f(x)|2dµ(x) =
∑
Qk∈Q0
∫
Qk
|f(x)|2dµ(x)
≤ 2
∑
Qk∈Q0
∫
Qk
∣∣∣∣f(x)− 1µ(Qk)
∫
Qk
f(y)dµ(y)
∣∣∣∣2dµ(x)
+2
∑
Qk∈Q0
1
µ(Qk)
∣∣∣∣ ∫
Qk
f(y)dµ(y)
∣∣∣∣2. (3.1.0.2)
Now by Lemma 2.1.1, for each k, there exists δk such that
|(Qk ∩ E)(δ)|δα−n ≤ CnPα(Qk ∩ E) + Cnδ˜0
≤ 2CnPα(Qk ∩ E) = 2Cnµ(Qk), (3.1.0.3)
for all δ ≤ δk. Fix δ0 = min{, δ˜0, δ1, δ2, ..}. Since there are finite Qk’s, δ0 > 0. Let φ be a
positive Schwartz function such that φ̂(0) = 1, support of φ̂ is supported in the unit ball and there
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exists r1 > 0 such that ∫
Ar1 (0)
φ(x)dx =
1
2n+1
, (3.1.0.4)
where Ar1(0) = {x = (x1, ...xn) : −r1 < xj ≤ 0, ∀ j}. Denote φL(x) = φ(Lx) for all L > 0.
Let r = n
1
2 r1. Fix L large such that r/L ≤ δ0. Then we have,∣∣∣∣ ∫
Qk
f(y)dµ(y)
∣∣∣∣2 = 22(n+1)∣∣∣∣ ∫
Qk
∫
Ar1 (0)
φ(x)dxf(y)dµ(y)
∣∣∣∣2
= 22(n+1)L2n
∣∣∣∣ ∫
Qk
∫
Ar1/L(y)
φL(x− y)dxf(y)dµ(y)
∣∣∣∣2
= 22(n+1)L2n
∣∣∣∣ ∫
QLk
∫
Qk
φL(x− y)f(y)dµ(y)dx
∣∣∣∣2, (3.1.0.5)
where
QLk = {x = (x1, ..xn) ∈ Rn : ∃ y = (y1, ...yn) ∈ E such that yj − r1/L < xj ≤ yj, ∀ j}.
Then |QLk | ≤ |(Qk ∩ E)(r/L)|, where (Qk ∩ E)(r/L) denotes the r/L-distance set of Qk ∩ E
(since r =
√
nr1). Also since φ and f are positive,∫
QLk
∫
Qk
φL(x− y)f(y)dµ(y)dx ≤
∫
QLk
φL ∗ fdµ(x)dx.
Thus from (3.1.0.5),
1
22(n+1)
∣∣∣∣ ∫
Qk
f(y)dµ(y)
∣∣∣∣2 ≤ L2n ∣∣∣∣ ∫
QLk
φL ∗ fdµ(x)dx
∣∣∣∣2.
≤ L2n|QLk |
∫
QLk
|φL ∗ fdµ(x)|2dx
≤ L2n|(Qk ∩ E)(r/L)|
∫
QLk
|φL ∗ fdµ(x)|2dx
≤ 2Cnrn−αLn+αµ(Qk)
∫
QLk
|φL ∗ fdµ(x)|2dx by (3.1.0.3).
Thus there exists a constant C1 independent of , L and f such that
1
µ(Qk)
∣∣∣∣ ∫
Qk
f(y)dµ(y)
∣∣∣∣2 ≤ C1Ln+α ∫
QLk
|φL ∗ fdµ(x)|2dx.
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Hence, from (3.1.0.2)∫
E
|f(x)|2dµ(x) ≤ 2
∑
k
∫
Qk
∣∣∣∣f(x)− 1µ(Qk)
∫
Qk
f(y)dµ(y)
∣∣∣∣2dµ(x)
+2C1L
n+α
∑
Qk∈Q
∫
QLk
|φL ∗ fdµ(x)|2dx.
By the choice of r/L < δ0 < , any x ∈ QLk is intersected at most 2n number of other QLk ’s in Q0.
Hence there exists a constant C = 2C12n independent of f,  and L such that for all r/L ≤ δ0∫
E
|f(x)|2dµ(x) ≤ 2e + CLn+α
∫
E(r/L)
|φL ∗ fdµ(x)|2dx, (3.1.0.6)
where
e =
∑
k
∫
Qk
|f(x)− 1
µ(Qk)
∫
Qk
f(y)dµ(y)|2dµ(x).
For given , let g ∈ C∞c (dµ) be such that ‖f − g‖2L2(dµ) < . Then,
e =
∑
k
∫
Qk
∣∣∣∣f(x)− 1µ(Qk)
∫
Qk
f(y)dµ(y)
∣∣∣∣2dµ(x)
≤ 2
∑
k
∫
Qk
∣∣∣∣f(x)− g(x)− 1µ(Qk)
∫
Qk
f(y)− g(y)dµ(y)
∣∣∣∣2dµ(x)
+2
∑
k
∫
Qk
∣∣∣∣g(x)− 1µ(Qk)
∫
Qk
g(y)dµ(y)
∣∣∣∣2dµ(x)
≤ 4
∑
k
∫
Qk
|f(x)− g(x)|2 +
∣∣∣∣ 1µ(Qk)
∫
Qk
f(y)− g(y)dµ(y)
∣∣∣∣2dµ(x)
+2
∑
k
∫
Qk
∣∣∣∣g(x)− 1µ(Qk)
∫
Qk
g(y)dµ(y)
∣∣∣∣2dµ(x)
≤ 8
∑
k
∫
Qk
|f(x)− g(x)|2dµ(x)
+2
∑
k
∫
Qk
∣∣∣∣g(x)− 1µ(Qk)
∫
Qk
g(y)dµ(y)
∣∣∣∣2dµ(x).
Since E = ∪k(Qk ∩ E) ∪ E ′ and µ = Pα|E ,
e ≤ 8‖f − g‖2L2(dµ) + 2
∑
k
∫
Qk
∣∣∣∣g(x)− 1µ(Qk)
∫
Qk
g(y)dµ(y)
∣∣∣∣2dµ(x)
≤ + 2
∑
k
∫
Qk
∣∣∣∣g(x)− 1µ(Qk)
∫
Qk
g(y)dµ(y)
∣∣∣∣2dµ(x). (3.1.0.7)
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Since g is compactly supported continuous function, g is uniformly continuous and
|g(x)− 1
µ(Qk)
∫
Qk
g(y)dµ(y)| → 0
uniformly in x and Qk as µ(Qk)→ 0. As → 0, we have µ(Qk)→ 0. Hence∑
k
∫
Qk
∣∣∣∣g(x)− 1µ(Qk)
∫
Qk
g(y)dµ(y)
∣∣∣∣2dµ(x)
≤
∑
k
µ(Qk) sup
Qk∈Q0
sup
x∈Qk
∣∣∣∣g(x)− 1µ(Qk)
∫
Qk
g(y)dµ(y)
∣∣∣∣2
= µ(E) sup
Qk∈Q0
sup
x∈Qk
∣∣∣∣g(x)− 1µ(Qk)
∫
Qk
g(y)dµ(y)
∣∣∣∣2,
which goes to zero as  goes to zero. Therefore, from (3.1.0.7), e goes to zero as  goes to zero.
Letting  to 0, we have r1/L ≤ δ0 → 0. Thus (3.1.0.6) becomes∫
E
|f(x)|2dµ(x) =
∫
E
(f(x))2dµ(x) ≤ C lim inf
L→∞
Ln+α
∫
E(r/L)
|φL ∗ fdµ(x)|2dx, (3.1.0.8)
∫
E
|f(x)|2dµ(x) ≤ C lim inf
L→∞
Ln+α
∫
E(r/L)
|φL ∗ fdµ(x)|2dx
≤ C lim inf
L→∞
Ln+α
∫
Rn
| ̂φL ∗ fdµ(ξ)|2dξ
≤ C lim inf
L→∞
L−n+α
∫
Rn
|φ̂(ξ/L)|2|f̂dµ(ξ)|2dξ.
Since the support of φ̂ is in the unit ball, we have∫
E
|f(x)|2dµ(x) ≤ C‖φ‖2L1(Rn)lim inf
L→∞
1
Ln−α
∫
BL(0)
|f̂dµ(ξ)|2dξ.
Applying Holder’s inequality,∫
E
|f(x)|2dµ(x) ≤ C lim inf
L→∞
(
1
Ln−αp/2
∫
BL(0)
|f̂dµ(ξ)|pdξ
)2/p
.
The assumption on the support of φ̂ to be in the unit ball is used only in the last step. Consider
φ(x) = e−
|x|2
2 . Proceeding in a similar way, we have∫
E
|f(x)|2dµ(x) ≤ C lim inf
L→∞
1
Ln−α
∫
Rn
e−
|ξ|2
2L2 |f̂dµ(ξ)|2dξ
≤ C˜ lim inf
L→∞
( 1
Ln−αp/2
∫
Rn
e−
|ξ|2
2L2 |f̂dµ(ξ)|pdξ
)2/p
.
Hence the proof.
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Now, we give an analogue result of the Corollary 3.1.5 to any tempered distribution sup-
ported in a set E of finite α-dimensional packing measure. We closely follow the arguments in [1]
(also see page 174 of [16]). We start with the following lemma.
Lemma 3.1.7. Let u be a tempered distribution supported in a compact set E. Let χ be a radial
C∞c function supported in the unit ball and
∫
Rn χ(x)dx = 1. Denote χ(x) = 
−nχ(x/) and
u = u ∗ χ. Let σu(r) =
∫
Sn−1 |û(rω)|2dω. Then,
‖u‖2 ≤ C (α−n)(1−
1
q
)
(
sup
L>1
1
Lk
∫ L
0
(σu(r))
p
2 rn−1dr
) 2
p
,
for some non-zero finite constants C independent of  and k = n− αp
2
−(n−α) p
2q
with 1 < q ≤ ∞
and 2 ≤ p < 2n/α.
Proof. By the Plancherel theorem,
‖u‖2 =
∫
Rn
|û(ξ)|2|χ̂(ξ)|2dξ
=
∫ −1
0
(σu(r))|χ̂(r)|2rn−1dr +
∞∑
j=1
∫ 2j−1
2j−1−1
(σu(r))|χ̂(r)|2rn−1dr.
≤
(∫ −1
0
(σu(r))
p/2rn−1dr
) 2
p
(
−n
∫ 1
0
|χˆ(r)|
2
1− 2p rn−1dr
)1− 2
p
+
∞∑
j=1
(∫ 2j

2j−1

σu(r)
p/2rn−1dr
) 2
p
(
−n
∫ 2j
2j−1
|χˆ(r)|
2
1− 2p rn−1dr
)1− 2
p
≤ (α−n)(1− 1q )
( ∞∑
j=0
aj
(
sup
L>1
1
Lk
∫ L
0
σu(r)
p
2 rn−1dr
) 2
p
)
,
where, for all j > 0
aj =
(
2
2kj
p−2
∫ 2j
2j−1
|χ̂(r)| 2pp−2 rn−1dr
)1− 2
p
and a0 =
(∫ 1
0
|χ̂(r)| 2pp−2 rn−1dr
)1− 2
p
. We have
∑
j aj is finite. Thus
‖u‖2 ≤ (α−n)(1−
1
q
)C
(
sup
L>1
1
Lk
∫ 2L
L
σu(r)
p
2 rn−1dr
) 2
p
since k = n− αp
2
− (n− α) p
2q
.
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Theorem 3.1.8. Fix 0 < α < n. Let M be a compact set such that Pα(M) < ∞. Let u be a
tempered distribution such that support of u is contained in M and σu(r) =
∫
Sn−1 |û(rω)|2dω. Let
2 ≤ p < 2n
α
. Then
‖u‖p1 ≤ C lim sup
L→∞
1
Ln−
αp
2
∫ L
0
(σu(r))
p
2 rn−1dr ≤ C ′ lim sup
L→∞
1
Ln−
αp
2
∫
|ξ|<L
|û(ξ)|pdξ,
where ‖u‖1 = sup{< u, ψ >: ψ ∈ C∞c (Rn), ‖ψ‖L∞(Rn) ≤ 1}, C and C ′ are non zero finite
constants depending only on n, α and p.
In general, for 2 ≤ p < 2n
α+n−α
q
, where 1 < q ≤ ∞
‖u‖pr ≤ C lim sup
L→∞
1
Ln−
αp
2
−(n−α) p
2q
∫ L
0
(σu(r))
p2rn−1dr
≤ C ′ lim sup
L→∞
1
Ln−
αp
2
−(n−α) p
2q
∫
|ξ|<L
|û(ξ)|pdξ,
where 1
r
+ 1
2q
= 1, ‖u‖r = sup{< u, ψ >: ‖ψ‖L2q(Rn) ≤ 1}, C and C ′ are non zero finite constants
depending on n, α, p and q.
Proof. Choose an even function χ ∈ C∞c (Rn) with support in unit ball and
∫
Rn χ(x)dx = 1. Let
χ(x) = 
−nχ(x/) and u = u ∗ χ. Then by Lemma 3.1.7,
‖u‖2 6 C (α−n)(1−
1
q
)
(
sup
L>1
1
Lk
∫ 2L
L
(σu(r))
p
2 rn−1dr
) 2
p
.
Let ψ ∈ C∞c (Rn). Let S = supp u∩ supp ψ where supp ψ is contained in a ball BRψ(0) of radius
Rψ. Since supp u ⊂ M , where M is of finite α-packing measure, S is supported in a set of finite
α-pakcing measure. Since S is a bounded subset of M , by Lemma 2.1.1, we have
lim sup
→0
|S|α−n ≤ cPα(S) <∞.
For given 0 < δ < 1, there exists 0 such that for all  < 0, |S()|α−n ≤ C(Pα(M) + δ) ≤ CM .
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So, for k = n− αp
2
− (n− α) p
2q
,
| < u, ψ > |2 ≤ ‖u‖22
∫
S
|ψ|2
≤ ‖u‖22
(∫
Rn
|ψ|2q
) 1
q
|S|1−
1
q
≤ CM‖ψ‖22q (n−α)(1−
1
q
)‖u‖22
≤ C‖ψ‖22q
(
sup
L>1
1
Lk
∫ L
0
(σu(r))
p
2 rn−1dr
) 2
p .
Thus
‖u‖pr ≤ C lim sup
L→∞
1
Ln−
αp
2
−(n−α) p
2q
∫ L
0
(σu(r))
p2rn−1dr
≤ C ′ lim sup
L→∞
1
Ln−
αp
2
−(n−α) p
2q
∫
|ξ|<L
|û(ξ)|pdξ.
In [1], the authors proved the following:
Theorem 3.1.9. Let u be a tempered distribution such that û ∈ L2loc and
lim sup
L→∞
1
Lk
∫
|ξ|≤L
|û(ξ)|2dξ <∞.
If the restriction of u to an open subset X of Rn is supported by a C1-submanifold M of codimen-
sion k, then it is an L2-density u0dS on M and∫
M
|u0|2dS ≤ C lim sup
L→∞
1
Lk
∫
|ξ|≤R
|û(ξ)|2dξ,
where C only depends on n.
We prove an analogue of the above theorem for fractional dimensional sets.
Theorem 3.1.10. Let u be a tempered distribution supported in a setE of finite α-packing measure
such that for some 2 ≤ p < 2n/α,
lim sup
L→∞
1
Ln−
αp
2
∫
|ξ|≤L
|û(ξ)|pdξ <∞.
Then u is an L2 density u0 dPα on E and(∫
E
|u0|2dPα
)p/2
≤ C lim sup
L→∞
1
Ln−
αp
2
∫
|ξ|≤L
|û(ξ)|pdξ <∞.
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Proof. Let ψ ∈ C∞c (Rn). Let S = supp u∩ supp ψ. Then S is bounded and let M be the smallest
closed cube that contains S. As in Theorem 3.1.6, for 0 < δ < 1, let Q˜0 be the collection of all
half open cubes Qk = {x = (x1, ...xn) ∈ M : (kj − 1)δ < xj ≤ kjδ}, (k = (k1, ...kn), kj ∈
Z) and Q0 be the collection of all Qk ∈ Q˜0 such that Pα(Qk ∩ E) 6= 0. Denote µ = Pα|S .
Pα(S) ≤ Pα(E) < ∞ implies µ is Radon. Since S is bounded, there are finite Qk’s in Q0. Let
δ0 = minQk∈Q0{µ(Qk)}. By Lemma 2.1.1, for each k, there exists δk such that
|(Qk ∩ S)()|α−n ≤ CnPα(Qk ∩ S) + Cnδ˜0δ
≤ 2CnPα(Qk ∩ S) = 2Cnµ(Qk), (3.1.0.9)
|S()|α−n ≤ µ(S) + δ (3.1.0.10)
for all  ≤ δk. Fix 0 = min{δ, δ0, δ1, δ2, ..}. For every  < 0, let Q0 denote the collection of all
Qk in Q˜0 such that |Qk ∩ S()| 6= 0.
α−n
∫
S()
|ψ(x)|2dx = α−n
∑
Qk∈Q0
∫
Qk∩S()
|ψ(x)|2dx
≤ α−n
∑
Qk∈Q0\Q0
∫
Qk∩S()
|ψ(x)|2dx
+2α−n
∑
Qk∈Q0
∫
Qk∩S()
|ψ(x)− 1
µ(Qk)
∫
Qk
ψ(y)dµ(y)|2dx
+2α−n
∑
Qk∈Q0
∫
Qk∩S()
| 1
µ(Qk)
∫
Qk
ψ(y)dµ(y)|2dx.
Since, for Qk ∈ Q0\Q0, µ(Qk) = 0, from (3.1.0.9),
α−n
∑
Qk∈Q0\Q0
∫
Qk∩S()
|ψ(x)|2dx
≤ 2Cn‖ψ‖2∞
∑
Qk∈Q0\Q
µ(Qk) = 0.
Hence,
α−n
∫
S()
|ψ(x)|2dx ≤ 2α−n
∑
Qk∈Q0
∫
Qk∩S()
|ψ(x)− 1
µ(Qk)
∫
Qk
ψ(y)dµ(y)|2dx
+2α−n
∑
Qk∈Q0
∫
Qk∩S()
| 1
µ(Qk)
∫
Qk
ψ(y)dµ(y)|2dx
≤ eδ + 2
∑
Qk∈Q0
α−n|Qk ∩ S()| 1
µ(Qk)
∫
Qk
|ψ(y)|2dµ(y),
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where
eδ = 2
∑
Qk∈Q0
α−n
∫
Qk∩S()
|ψ(x)− 1
µ(Qk)
∫
Qk
ψ(y)dµ(y)|2dx.
By (3.1.0.9),
α−n|Qk ∩ S()| ≤ α−n|(Qk ∩ S)()| ≤ 2Cnµ(Qk).
Hence
α−n
∫
S()
|ψ(x)|2dx ≤ eδ + 4Cn
∑
Qk∈Q0
∫
Qk
|ψ(y)|2dµ(y)
= eδ + 4Cn
∫
E
|ψ(y)|2dµ(y). (3.1.0.11)
Since ψ is compactly supported continuous function, |ψ(x)− 1
µ(Qk)
∫
Qk
ψ(y)dµ(y)| → 0 uniformly
in x and Qk as δ goes to zero. sup
x∈S()
|ψ(x)− 1
µ(Qk)
∫
Qk
ψ(y)dµ(y)| → 0 as δ goes to zero.
eδ = 
α−n ∑
Qk∈Q0
∫
Qk∩S()
|ψ(x)− 1
µ(Qk)
∫
Qk
ψ(y)dµ(y)|2dx
≤ α−n
∑
Qk∈Q0
|Qk ∩ S()| sup
x∈S()
|ψ(x)− 1
µ(Qk)
∫
Qk
ψ(y)dµ(y)|2
≤ α−n|S()| sup
x∈S()
|ψ(x)− 1
µ(Qk)
∫
Qk
ψ(y)dµ(y)|2.
Then together with (3.1.0.10), eδ goes to zero as δ goes to zero. Thus from (3.1.0.11), for given
0 < δ < 1, there exists small 0 such that for all  < 0,
α−n
∫
S()
|ψ(x)|2dx ≤ eδ + 4Cn
∫
E
|ψ(y)|2dPα(y)
= eδ + 4Cn‖ψ‖2L2(dPα|E). (3.1.0.12)
where eδ tends to zero as δ tends to zero.
Now we proceed as in the Theorem 3.1.8. Choose an even function χ ∈ C∞c (Rn) with
support in unit ball and
∫
Rn χ(x)dx = 1. Let χ(x) = 
−nχ(x/) and u = u∗χ. Then by Lemma
3.1.7,
‖u‖2 ≤ C α−n
(
sup
L>1
1
Ln−αp/2
∫ L
0
(σu(r))
p
2 rn−1dr
) 2
p
≤ C α−n
(
sup
L>1
1
Ln−αp/2
∫
|ξ|<L
|uˆ(ξ)|pdξ
) 2
p
. (3.1.0.13)
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We have → 0 as δ → 0. Thus
| < u, ψ > |2 = lim
→0
| < u, ψ > |2
≤ lim
→0
‖u‖22
∫
S
|ψ|2
≤ lim
→0
‖u‖22n−α(eδ + C‖ψ‖2L2(dPα|E)) from (3.1.0.12).
Thus letting δ go to zero, together with (3.1.0.13),
| < u, ψ > |2 ≤ C‖ψ‖2L2(dPα|E)
(
lim sup
L→∞
1
Ln−αp/2
∫
|ξ|≤L
|uˆ(ξ)|pdξ) 2p
Thus u is an L2 density u0 dPα on E and(∫
E
|u0|2dPα
)p/2
≤ C lim sup
L→∞
1
Ln−
αp
2
∫
|ξ|≤L
|û(ξ)|pdξ <∞.
3.2 Lp-Fourier asymptotic properties of fractal measures for
1 ≤ p < 2
Let µ denote a fractal measure supported in an α-dimensional set E ⊂ Rn and f ∈ Lq(dµ)
(1 ≤ q ≤ ∞). Suppose 1 ≤ p ≤ 2 dependent on q. In this section, we obtain upper and lower
bounds for
L−k
∫
|ξ|≤L
|f̂dµ(ξ)|pdξ,
for very large L and positive k dependent on α, p and n.
Let ψ˜t(x) = t−nψ˜(t−1x), where |ψ˜(x)| ≤ ψ(|x|), ψ is decreasing, bounded and
∫∞
0
ψ(r)rn−1dr <
∞. Let ut(x) = ψ˜t ∗ (fdµ)(x) =
∫
ψ˜t(x − y)f(y)dµ(y). Then Strichartz in [41] proved the fol-
lowing:
Theorem 3.2.1. [41]: Let µ = Hα|E . If f ∈ Lp(dµ), (1 ≤ p ≤ ∞), then
1. If E is locally uniformly α-dimensional, for 0 < t ≤ 1,(∫
|ut(x)|p dx
)1/p
≤ ct(α−n)/p′‖f‖Lp(dµ).
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2. If E is only quasi α-regular, then
lim inf
t→0
tn−α|ut(x)| ≥ c|f(x)|
forHα-almost every x in E.
Theorem 3.2.2. Let f ∈ L∞(dPα) be supported in an quasi α-regular set E ⊂ Rn for some
0 ≤ α ≤ n. Then
‖f‖L∞(dµ) ≤ c lim inf
L→∞
1
Ln−α
∫
Rn
e−
|ξ|2
2L2 |f̂dµ(ξ)|dξ, (3.2.0.1)
where c is a constant independent of f and dµ = dHα|E .
Proof. By Theorem 3.2.1, we have
lim inf
t→0
tn−α|ut(x)| ≥ c|f(x)| a.e. x ∈ E (3.2.0.2)
where ut(x) = ψ˜t ∗ (fdµ)(x) =
∫
ψ˜t(x− y)f(y)dµ(y), with ψ˜(x) = e− |x|
2
t .
|f(x)| ≤ c lim inf
t→0
tn−α|ut(x)|
= c lim inf
t→0
t−α
∣∣ ∫
E
e−
|x−y|2
2t2 f(y)dµ(y)
∣∣
= c lim inf
t→0
t−α
∣∣ ∫
E
∫
Rn
e−
|ξ|2
2 ei(x−y).ξ/tdξf(y)dµ(y)
∣∣
= c lim inf
t→0
tn−α
∣∣ ∫
Rn
e−
(t|ξ|)2
2 f̂dµ(ξ)eix.ξdξ
∣∣
≤ c lim inf
t→0
tn−α
∫
Rn
e−
(t|ξ|)2
2 |f̂dµ(ξ)|dξ.
Hence from (3.2.0.2), substituting L = t−1 in the above equation, we get (3.2.0.1). Hence the
proof.
Strichartz proved the following analogue of the Hausdorff-Young inequality in [41].
Theorem 3.2.3. [41] If f ∈ Lp′(dµ) for 2 ≤ p ≤ ∞ and µ is locally uniformly α-dimensional
then
sup
x
sup
L≥1
1
Ln−α
∫
BL(x)
|f̂dµ(ξ)|pdξ ≤ c‖f‖pp′ ,
where 1/p+ 1/p′ = 1 for 2 ≤ p <∞ and for p =∞,
‖f̂dµ‖L∞(Rn) ≤ c ‖f‖L1(dµ).
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Applying Holder’s inequality in Theorem 3.2.3, we obtain the following:
Corollary 3.2.4. Let dµ = φdHα+ν (as in the Remark 3.1.2) be a locally uniformly α-dimensional
measure on Rn. For any f ∈ Lq(dµ) (1 ≤ p ≤ q′ ≤ 2 ≤ q,) supported in a finite µ-measurable set
E, we have for a fixed y and a constant c independent of y,
lim sup
L→∞
1
Ln−αp/q
∫
BL(y)
|(̂fdµ)|p ≤ c
(∫
E
|f(x)|qφ(x)dHα(x)
)p/q
.
Proof.
lim sup
L→∞
L
αp
q
−n
∫
BL(y)
|(̂fdµ)|p
≤ lim sup
L→∞
(Lα−n
∫
Br(y)
|(̂fdµ)|q′)p/q′
≤ c
(∫
E
|f(x)|qφ(x)dHα(x)
)p/q
.
In a different direction, the authors in [17] proved generalized Hardy inequality for discrete
measures:
Theorem 3.2.5. [17] Let ck be a sequence of complex numbers, ak be a sequence of real numbers
and fdµ0 denote the zero dimensional measure f(x) =
∑∞
1 ckδ(x−ak) where δ is the usual Dirac
measure at zero.
1. Let a1 < a2 < ... and assume f̂dµ0 =
∑
cke
iakx belongs to the class of almost periodic
functions. Then,
∞∑
1
|ck|
k
≤ C lim
L→∞
L−1
∫ L
−L
|f̂dµ0(x)|dx.
2. Let ak be a sequence of real numbers, not necessarily increasing and 1 < p ≤ 2. Assume
that u(x) = ̂fdµ0(x) converges to
∑∞
1 cke
iakx in the class of almost periodic functions.
Then ∞∑
1
|ck|p
k2−p
≤
∞∑
1
|c′k|p
k2−p
≤ C limL−1
∫ L
−L
|u(x)|pdx,
where c′k is the nonincreasing rearrangement of the sequence |ck|.
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The authors also proved generalized Hardy inequality for fractal measures fdµ on R1 of
dimension α (0 < α < 1) in [17] by generalizing part (1) of the above theorem with additional
hypothesis on µ. To prove the same, they introduced α-coherent sets in R (0 < α < 1). Given
x ∈ R and a set E ⊂ R, let Ex = E ∩ (−∞, x]. Let s = sup{x : Hα(Ex) < ∞}, E0 = (Es)∗
where, for a set E,
E∗ = {x ∈ E : 2−α ≤ Dα(Hα|E, x) ≤ 1}.
The set E ⊂ R is α-coherent (0 < α < 1), if there is a constant C such that for all x ≤ s,
lim sup
δ→0
|E0x(δ)|δα−1 ≤ CHα(E0x),
where |E0x(δ)| denotes the one dimensional Lebesgue measure of the δ-distance set E0x(δ) of E0x.
The following was proved in [17].
Theorem 3.2.6. [17] Suppose 0 < α < 1, f ∈ L1(dHα) and µ = Hα|E where E is either α-
coherent or quasi α-regular. Then, there exists a non-zero finite constant independent of f such
that ∫
E
|f(x)|dµ(x)
Hα(E0x)
≤ C lim inf
L→∞
Lα−1
∫ L
−L
|f̂dµ(x)|dx.
Remark 3.2.7. Examples in [17] show that there are quasi regular sets in R which are not α-
coherent and there are α-coherent sets which are not quasi regular, for given 0 < α < 1.
In this section, using the packing measure and finding a continuous analogue of the argu-
ments used in the proof of the Theorem 3.2.6, we prove an analogue version of part(2) of the
Theorem 3.2.5 for 0 < α < n, n ≥ 1 and 1 ≤ p ≤ 2 with a slight modification in the hypothesis:
Theorem 3.2.8. Let E ⊂ Rn be a compact set of finite α-dimensional packing measure and µ =
Pα|E . Let f ∈ Lp(dµ) be a positive function, for 1 ≤ p ≤ 2. Then there exists a constant C
independent of f such that∫
E
|f(x)|p
[µ(Ex)]2−p
dµ(x) ≤ C lim inf
L→∞
1
Ln−α
∫
|ξ|≤L
|f̂dµ(ξ)|pdξ, (3.2.0.3)
where Ex = E ∩ [(−∞, x1]× ...× (−∞, xn]] for x = (x1, ...xn) ∈ Rn.
First we prove the following lemma:
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Lemma 3.2.9. Suppose L > 1 and 0 < δ = r/L < 1 are given constants. Let gL ∈ L1(Rn) and
Sδ = ∪si=1∆δi be the union of disjoint cubes such that 0 < |∆δi | < δn. Then, there exists a non-zero
finite constant C2 independent of gL, s, δ and L such that
δ−n
Pδ
∫
Sδ
|gL(x)|dx ≤ C2
∫
Rn
|ĝL(ξ)|dξ, (3.2.0.4)
where Pδ > 1 is a constant dependent on δ.
Proof. For all i = 1, ...s, construct fi ∈ L2(Rn) such that
|f̂i(x)| = δ
−n
Pδ
for x ∈ ∆δi
= 0 for x /∈ ∆δi
f̂i(x)gL(x) ≥ 0.
Since |∆δi | ≤ δn and Pδ > 1, ‖f̂i‖1 ≤ 1 and hence for all ξ, |fi(ξ)| ≤ 1. Denote F0 ≡ 0. For all
i = 1, ..., s, let
Fi(ξ) =
4
5
Fi−1(ξ) exp(
−1
4s2
|fi(ξ)|) + fi(ξ)
20
and denote F ≡ Fs. Since |fi(ξ)| ≤ 1 for all i, we have |F1(ξ)| ≤ 1/4. Note that for all 0 ≤ t ≤ 1
and s ≥ 1,
4
5
exp(
−t
4s2
) ≤ 1− t
5
1
5
exp(
−t
4s2
) +
t
20
≤ 1
4
.
Since for all ξ, |f2(ξ)| ≤ 1, we have
|F2(ξ)| ≤ 1
5
exp(
−|f2(ξ)|
4s2
) +
|f2(ξ)|
20
≤ 1
4
.
Then by induction ‖F‖∞ ≤ 1/4. By construction, we have
F (ξ) =
s−1∑
k=1
[
4s−kfk(ξ)
5s−k20
exp
(−1
4s2
s∑
l=k+1
|fl(ξ)|
)]
+
fs(ξ)
20
. (3.2.0.5)
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Now consider F̂ ,
F̂ (x) =
s−1∑
k=1
[
4s−kfk(ξ)
5s−k20
exp
(−1
4s2
s∑
l=k+1
|fl(ξ)|
)]̂
(x) +
f̂s(x)
20
=
s−1∑
k=1
[
4s−kfk(ξ)
5s−k20
(
exp(
−1
4s2
s∑
l=k+1
|fl(ξ)|)− 1
)]̂
(x)
+
s∑
k=1
4s−kf̂k(x)
5s−k20
.
By the construction of f ′i0s, for all x ∈ ∆δi0 , |f̂i(x)| = 0 for all i 6= i0 and f̂i(x)gL(x) ≥ 0. Hence
Re(F̂ (x)gL(x))
≤
s−1∑
k=1
∣∣∣∣[4s−kfk(ξ)5s−k20 ( exp(−14s2
s∑
l=k+1
|fl(ξ)|)− 1
)]̂
(x)
∣∣∣∣|gL(x)|
+
4s−i0
5s−i020
f̂i0(x)gL(x)
≤
s−1∑
k=1
‖fk‖2
20
∥∥∥∥( exp(−14s2
s∑
l=k+1
|fl(ξ)|)− 1
)̂ ∥∥∥∥
2
|gL(x)|
+
1
20
f̂i0(x)gL(x).
That is, for x ∈ ∆δi0 ,
Re(20F̂ (x)gL(x))− f̂i0(x)gL(x)
≤
s−1∑
k=1
‖fk‖2
∥∥∥∥( exp(−14s2
s∑
l=k+1
|fl(ξ)|)− 1
)̂ ∥∥∥∥
2
|gL(x)|. (3.2.0.6)
Since for all a > 0,
∣∣∣∣ exp(−a)+1a ∣∣∣∣ ≤ 1 and for all i, ‖fi‖2 ≤ δ−n/2 we have
s−1∑
k=1
‖fk‖2
∥∥∥∥( exp(−14s2
s∑
l=k+1
|fl(ξ)|)− 1
)̂ ∥∥∥∥
2
≤
s−1∑
k=1
‖fk‖2
( s∑
l=k+1
‖fl‖2
4s2
)
≤ δ
−n
8
.
Thus from (3.2.0.6), for x ∈ ∆δi0
δ−n|gL(x)| = |f̂i0(x)gL(x)|
≤ |f̂i0(x)gL(x)−Re(20F̂ (x)gL(x))|+Re(20F̂ (x)gL(x))
≤ δ
−n
8
|gL(x)|+Re(20F̂ (x)gL(x)).
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Thus for all i and x ∈ ∆δi0 , 0 ≤ δ−n|gL(x)| ≤ 40Re(F̂ (x)gL(x)). Hence, for all x, 0 ≤
δ−n|gL(x)| ≤ 40Re(F̂ (x)gL(x)) and∫
Sδ
δ−n|gL(x)|dx ≤ 40Re
(∫
Rn
F̂ (x)gL(x)dx
)
≤ 40
∫
Rn
|F (ξ)||ĝL(ξ)|dξ,
Also we have ‖F‖∞ ≤ 1/4. Then,∫
Sδ
δ−n|gL(x)|dx ≤ C2
∫
Rn
|ĝL(ξ)|dξ.
Hence the proof.
Proof of Theorem 3.2.8:
Since E is a bounded set, without loss of generality we assume that m˜ > 1 is the smallest
integer such that for all x = (x1, ...xn) ∈ E, 1 ≤ xj ≤ m˜, j = 1, ...n. Fix 0 <  < 1 and
m = m˜+ 1. Then E(), the -distance set of E is contained in M = (0,m)× ...(0,m).
As in Theorem 3.1.6, we approximate fdµwith a Schwartz function on a fine decomposition
of E(r/L), r/L-distance set of E for very small r/L depending on . First, we construct a set C
as in the proof of Theorem 3.2.6 in [17] such that C has small α-packing measure.
Construct a self-similar Cantor-type set C in [−2/,−1/]× ...[−2/,−1/] ⊂ Rn satisfying open
set condition with dilation factor 0 < η < 1 such that Nηα = 1 and Hα(C) = 1. (See Definition
1.1.6 in Chapter 1.) Let C denote the -dilated C such that C ⊂ [−2,−1] × .. × [−2,−1] =
M1 and Hα(C) = αHα(C) = α. By Theorem 1.1.7, C is α-regular and ηα ≤ Hα(C∩Br(x))rα
for all 0 < r ≤ 1. Then, by the definition of packing measure and part(4) in Lemma 1.1.12,
α = Hα(C) < Pα(C) ≤ η−αHα(C) = (η−1)α. Denote E ′ = E ∪ C. Thus for all x ∈ E,
µ(E ′x) = µ(Ex) + Pα(C). Hence∫
E
|f(x)|p
µ(Ex)2−p
dµ(x) = lim
→0
∫
E
|f(x)|p
(µ(Ex) + (η−1)α + )2−p
dµ(x)
≤ lim
→0
∫
E
|f(x)|p
(µ(E ′x) + )2−p
dµ(x) (3.2.0.7)
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Now to approximate fdµ with a Schwartz function, we proceed as in the Theorem 3.1.6.
Fix 1 < /2. For each k = (k1, ...kn), (0 < kj ∈ Z) denote Qk = {x = (x1, ...xn) ∈
M : (kj − 1)1 < xj ≤ kj1}. Let Q0 denote the finite collection of all such cubes whose
intersection with E that has non zero measure, that is, µ(Qk) 6= 0. For every k = (k1, ...kn),
denote xk = ((k1− 1)1, ...(kn− 1)1), Ek = Exk = E ∩
∏n
j=1(−∞, (kj − 1)1] and E ′k = E ′xk =
E ′ ∩∏nj=1(−∞, (kj − 1)1]. Then for all Qk ∈ Q0 and x ∈ Qk, µ(E ′k) ≤ µ(E ′x). Also for all k,
µ(E ′k) = µ(Ek) + Pα(C) > 0. Since E is compact, Q0 has finite disjoint collection of half open
cubes. Hence∫
E
|f(x)|p
(µ(E ′x) + )2−p
dµ(x) =
∑
Qk∈Q0
∫
Qk
|f(x)|p
(µ(E ′x) + )2−p
dµ(x)
≤
∑
Qk∈Q0
∫
Qk
|f(x)|p
(µ(E ′k) + )2−p
dµ(x)
≤ Cp
()2−p
∑
Qk∈Q0
∫
Qk
∣∣∣∣∣f(x)− 1(µ(Qk))p
∫
Qk
f(y)dµ(y)
∣∣∣∣pdµ(x)
+
∑
Qk∈Q0
µ(Qk)
1−p
(µ(E ′k) + )2−p
∣∣∣∣ ∫
Qk
f(y)dµ(y)
∣∣∣∣p. (3.2.0.8)
Let i1 = infQ∈Q0 µ(Q). Since infimum is taken over cubes in Q0, which is a finite collection and
µ(Q) 6= 0, we have i1 > 0. Now by Lemma 2.1.1, for each k, there exists δk such that
|(Qk ∩ E)(δ)|δα−n ≤ Cnµ(Qk ∩ E) + Cni1,
≤ 2Cnµ(Qk ∩ E) (since  < 1), (3.2.0.9)
|E ′k(δ)|δα−n ≤ Cnµ(E ′k) + Cn, (3.2.0.10)
for all δ ≤ δk. Let δ˜1 ≤ mink{δk}.
Let φ be a positive Schwartz function such that φ̂(0) = 1, support of φ̂ is supported in the
unit ball and there exists r1 > 0 such that∫
Ar1 (0)
φ(x)dx = 1/2n+1, (3.2.0.11)
where Ar1(0) = {x = (x1, ...xn) ∈ Rn : −r1 < xj ≤ 0, ∀j}. Denote φL(x) = φ(Lx) for all
40
L > 0. Fix δ0 ≤ min{, δ˜1}, r = n 12 r1 and L large such that r/L ≤ δ0. Then we have,∣∣∣∣ ∫
Qk
f(y)dµ(y)
∣∣∣∣p = 2p(n+1)∣∣∣∣ ∫
Qk
∫
Ar1 (0)
φ(x)dxf(y)dµ(y)
∣∣∣∣p
= 2p(n+1)Lnp
∣∣∣∣ ∫
Qk
∫
Ar1/L(y)
φL(x− y)dxf(y)dµ(y)
∣∣∣∣p
= 2p(n+1)Lnp
∣∣∣∣ ∫
QkEL
∫
Qk
φL(x− y)f(y)dµ(y)dx
∣∣∣∣p.
whereQkEL = {x = (x1, ...xn) ∈M : ∃y = (y1, ...yn) ∈ E, such that yj−r1/L < xj ≤ yj ∀ j}.
Note that |QkEL| ≤ |(Qk ∩ E)(r/L)|, where (Qk ∩ E)(r/L) denotes the r/L-distance set of
Qk ∩ E (since r = n1/2r1). Since φ and f are positive,
∫
QkEL
∫
Qk
φL(x − y)f(y)dµ(y)dx ≤∫
QkEL
φL ∗ fdµ(x)dx. Thus∣∣∣∣ ∫
Qk
f(y)dµ(y)
∣∣∣∣p
≤ 2p(n+1)Lnp
∣∣∣∣ ∫
QkEL
φL ∗ fdµ(x)dx
∣∣∣∣p
≤ 2p(n+1)Lnp(|QkEL|)p−1
∫
QkEL
|φL ∗ fdµ(x)|pdx
≤ 2p(n+1)r(n−α)(p−1)Ln+α(p−1)(|(Qk ∩ E)(r/L)|(r/L)(α−n)(p−1)
∫
QkEL
|φL ∗ fdµ(x)|pdx.
By (3.2.0.9), there exists a constant C˜ independent of f , , and L such that
1
µ(Qk)p−1
∣∣∣∣ ∫
Qk
f(y)dµ(y)
∣∣∣∣p ≤ C˜Ln+α(p−1) ∫
QkEL
|φL ∗ fdµ(x)|pdx. (3.2.0.12)
Let
e1 =
∑
Qk∈Q0
ek =
∑
Qk∈Q0
∫
Qk
∣∣∣∣∣f(x)− 1(µ(Qk))p
∫
Qk
f(y)dµ(y)
∣∣∣∣pdµ(x). (3.2.0.13)
Then from (3.2.0.8), (3.2.0.10) and (3.2.0.12), there exists a constant C˜1 independent of f ,  and L
such that ∫
E
|f(x)|p
(µ(E ′x) + )2−p
dµ(x)
≤ Cpp−2e1 + CpC˜Ln+α(p−1)
∑
Qk∈Q0
∫
QkEL
|φL ∗ fdµ(x)|p
(µ(E ′k) + )2−p
dx
≤ Cpp−2e1 + C˜1Ln(p−1)+α
∑
Qk∈Q0
∫
QkEL
|φL ∗ fdµ(x)|p
(|E ′k(r/L)|)2−p
dx, (3.2.0.14)
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For given 1, let g ∈ C∞c (dµ) be such that ‖f − g‖pLp(dµ) < 1. Then, as in the proof of
Theorem 3.1.6, we have
e1 ≤ 2C2p
∑
k
∫
Qk
|f(x)− g(x)|pdµ(x)
+Cp
∑
k
∫
Qk
∣∣∣∣g(x)− 1µ(Qk)
∫
Qk
g(y)dµ(y)
∣∣∣∣pdµ(x).
Since E = ∪k(Qk ∩ E) and µ = Pα|E ,
e1 ≤ 2C2p‖f − g‖pLp(dµ) + Cp
∑
k
∫
Qk
∣∣∣∣g(x)− 1µ(Qk)
∫
Qk
g(y)dµ(y)
∣∣∣∣pdµ(x)
≤ 2Cp1 + 2
∑
k
∫
Qk
∣∣∣∣g(x)− 1µ(Qk)
∫
Qk
g(y)dµ(y)
∣∣∣∣2dµ(x). (3.2.0.15)
Since g is compactly supported continuous function, g is uniformly continuous and
|g(x)− 1
µ(Qk)
∫
Qk
g(y)dµ(y)| → 0
uniformly in x and Qk as µ(Qk)→ 0. As 1 → 0, we have µ(Qk)→ 0 for all k. Hence∑
k
∫
Qk
∣∣∣∣g(x)− 1µ(Qk)
∫
Qk
g(y)dµ(y)
∣∣∣∣pdµ(x)
≤
∑
k
µ(Qk) sup
Qk∈Q0
sup
x∈Qk
∣∣∣∣g(x)− 1µ(Qk)
∫
Qk
g(y)dµ(y)
∣∣∣∣p
= µ(E) sup
Qk∈Q0
sup
x∈Qk
∣∣∣∣g(x)− 1µ(Qk)
∫
Qk
g(y)dµ(y)
∣∣∣∣p,
which goes to zero as 1 goes to zero. Therefore, from (3.2.0.15), e1 goes to zero as 1 goes to
zero.
Since r/L < , for each k = (k1, ...kn), QkEL intersects with at most 2n − 1 other cubes Qm ∩
E(r/L), where m = (m1, ...,mn), kj − 1 ≤ mj ≤ kj . Hence for each k, QkEL is the union of
Qk ∩ E(r/L) and at most 2n − 1 other sets Qm ∩ E(r/L). Then for all such m, |E ′m(r/L)| ≤
|E ′k(r/L)|. Thus for each k, ∫
Qk∩E(r/L)
|φL ∗ fdµ(x)|p
|E ′k(r/L)|2−p
dx
repeats at most 2n times. Let Q˜0 denote the collection of all Qk = {x = (x1, ...xn) ∈ M :
(kj − 1)1 < xj ≤ kj1} where k = (k1, ...kn), (0 < kj ∈ Z) such that |Qk ∩ E(r/L)| 6= 0. Thus
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from (3.2.0.14) and (3.2.0.8), there exists a constant C0 independent of f,  and L such that for all
r/L ≤ δ0, ∫
E
|f(x)|p
(µ(E ′x) + )2−p
dµ(x)
≤ Cpp−2e1 + C0Ln(p−1)+α
∑
Qk∈Q˜0
∫
Qk∩E(r/L)
|φL ∗ fdµ(x)|p
|E ′k(r/L)|2−p
dx, (3.2.0.16)
where e1 goes to zero as 1 goes to zero.
Denote δ = r/L. By the construction of C, for all k, |C(δ)| < |E ′k(δ)|. Also, by Lemma
1.1.3, |C(δ)| ≥ CnP (C, δ)δn. Denote Pδ = P (C, δ) > 1, the δ-packing number of C. For
j = 0, 1, ...J , let Sj be the sub-collection of all Qk ∈ Q˜0 such that 2jPδδn ≤ |E ′k(δ)| < 2j+1Pδδn.
We consider only nonempty collections. Denote gL(x) = φL ∗ fdµ(x). Then∑
Qk∈Q˜0
∫
Qk∩E(δ)
|gL(x)|p
|E ′k(δ)|2−p
=
∑
j
∑
Qk∈Sj
∫
Qk∩E(δ)
|gL(x)|p
|E ′k(δ)|2−p
≤
∑
j
(2jPδδ
n)p−2
∑
Qk∈Sj
∫
Qk∩E(δ)
|gL(x)|pdx.
For each j, we can write∪Qk∈SjQk∩E(δ) = Sj = ∪sji=1∆δi as the finite disjoint union of non-empty
sets intersected with cubes of volume δn, that is, 0 < |∆δi | ≤ δn. Then∑
Qk∈ ˜CQ0
∫
Qk∩E(δ)
|gL(x)|p
|E ′k(δ)|2−p
≤
∑
j
(2jPδδ
n)p−2
∫
Sj
|gL(x)|pdx (3.2.0.17)
For every j, applying Lemma 3.2.9, we have
δ−n
Pδ
∫
Sj
|gL(x)|dx ≤ C
∫
Rn
|ĝL(ξ)|dξ. (3.2.0.18)
We recall the following interpolation theorem due to Stein (See page 213 in [4] for the proof):
Theorem 3.2.10. Let (R, µ) and (S, ν) be totally σ-finite measure spaces and let T be a linear
operator defined on the µ-simple functions on R taking values in the ν-measurable functions on
S. Suppose that ui, vi are positive weights on R and S respectively, and that 1 ≤ pi, qi ≤ ∞,
(i = 0, 1). Suppose
‖(Tf)vi‖qi ≤Mi‖fui‖pi , (i = 0, 1)
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for all µ-simple functions f . Let 0 ≤ θ ≤ 1 and define
1
p
=
1− θ
p0
+
θ
p1
,
1
q
=
1− θ
q0
+
θ
q1
and
u = u1−θ0 u
θ
1, v = v
1−θ
0 v
θ
1.
Then, if p <∞, the operator T has a unique extension to a bound linear operator from Lpu into Lqv
which satisfies
‖(Tf)v‖q ≤ M1−θ0 M θ1‖fu‖p,
for all f ∈ Lpu
Let v0 = δ
−n
Pδ
χSj(x) and v1 = u0 = u1 = 1, where χSj denotes the characteristic function on
Sj . Let T be defined as T (ψ) = ψˇ, the inverse Fourier transform of ψ. By (3.2.0.18), we have for
each j and L,
‖(TgL)v0‖1 ≤ C‖ĝL‖1
By Plancherel theorem, we have
‖(TgL)v1‖2 ≤ ‖ĝL‖2
Then applying the Theorem 3.2.10, for 1 < p < 2, we have
(δnPδ)
p−2
∫
Sj
|φL ∗ fdµ(x)|pdx ≤ C ′
∫
Rn
| ̂φL ∗ fdµ(ξ)|pdξ. (3.2.0.19)
whereC ′ is a non-zero finite constant independent of f . Using (3.2.0.17), (3.2.0.16) and (3.2.0.19),
there exists a constant C independent of f ,  and L such that for very large L∫
E
|f(x)|p
(µ(E ′x) + 2)2−p
dµ(x)
≤ e1p−2 + CLn(p−1)+α
∫
Rn
| ̂φL ∗ fdµ(ξ)|pdξ.
Since φ is a Schwartz function such that φ̂ is supported in unit ball, ‖φ̂‖∞ ≤ 1 and φ̂L(ξ) =
L−nφ̂(L−1ξ),∫
E
|f(x)|p
(µ(E ′x) + 2)2−p
dµ(x) ≤ e1p−2 + C Lα+n(p−1)
∫
|ξ|≤L
|f̂dµ(ξ)|p
Lnp
dξ,
for all r/L ≤ δ0, where δ0 goes to zero as 1 < /2→ 0. Hence letting 1 to zero, we have∫
E
|f(x)|p
[µ(E ′x) + 2]2−p
dµ(x) ≤ C lim inf
L→∞
1
Ln−α
∫
|ξ|≤L
|f̂dµ(ξ)|pdξ.
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Letting  go to zero, using (3.2.0.7), we have∫
E
|f(x)|p
[µ(Ex)]2−p
dµ(x) ≤ C lim inf
L→∞
1
Ln−α
∫
|ξ|≤L
|f̂dµ(ξ)|pdξ.
Hence the proof.
Theorem 3.2.11. Let E ⊂ Rn be a compact quasi α-regular set of non-zero finite α-dimensional
Hausdorff measure and µ = Hα|E . Let f ∈ Lp(dµ) for 1 ≤ p ≤ 2. Then there exists a constant C
independent of f such that∫
E
|f(x)|p
[µ(Ex)]2−p
dµ(x) ≤ C lim inf
L→∞
1
Ln−α
∫
|ξ|≤L
|f̂dµ(ξ)|pdξ, (3.2.0.20)
where Ex = E ∩ [(−∞, x1]× ...× (−∞, xn]] for all x = (x1, ...xn) ∈ Rn.
Proof. The proof follows as in the Theorem 3.2.8. The hypothesis E has finite α-packing measure
was used only when we invoked Lemma 2.1.1. In the present case, we can use Lemma 2.1.3.
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Chapter 4
Applications to Wiener Tauberian type
theorems
A classical result of Wiener[44] states that the translates of a function f ∈ L1(Rn) spans a dense
subset of L1(Rn) if and only if the Fourier transform of f , f̂(t) 6= 0 ∀ t ∈ Rn. In fact, if
xf(y) = f(y − x) and g ∈ L∞(Rn) is such that ∫Rn xf(y)g(y)dy = 0 ∀ x ∈ Rn, we get f˜ ∗ g = 0
where f˜(t) = f(−t). Distribution theory tells us that supp ̂˜g ⊆ {x ∈ Rn : f̂(x) = 0} (which is
Wiener Tauberian theorem in disguise. See [33]). If f̂ is nowhere vanishing then it follows that
g ≡ 0. This crucial step in the proof of Wiener’s theorem leads us to the study of functions f in
Lp(Rn) with supp f̂ in a thin set. Thus Theorem 2.2.4 can be used to prove Wiener-Tauberian type
theorems. In this chapter, we apply our results to prove Wiener Tauberian type theorems on Rn
and M(2).
4.1 Lp Wiener Tauberian Theorems on Rn
In this section, we improve the results on Lp versions of Wiener Tauberian type theorems on Rn
obtained in [31]. Consider the motion group M(n) = Rn o SO(n) with the group law
(x1, k1)(x2, k2) = (x1 + k1x2, k1k2).
For a function h on Rn and an arbitrary g = (y, k) ∈ M(n), let gh be the function gh(x) =
h(kx + y), x ∈ Rn. Let ĥ denote the Euclidean Fourier transform of the function h. For h ∈
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L1 ∩ Lp(Rn), 1 ≤ p ≤ ∞, let S = {r > 0 : ĥ ≡ 0 on Cr}, where Cr is the sphere of radius r > 0
centered at origin in Rn. Let Y = Span{gh : g ∈M(n)}. Then the main result from [31] is
Theorem 4.1.1. 1. If p = 1, then Y is dense in L1(Rn) if and only if S is empty and ĥ(0) 6= 0.
2. If 1 < p < 2n
n+1
, then Y is dense in Lp(Rn) if and only if S is empty.
3. If 2n
n+1
≤ p < 2, and every point of S is an isolated point, then Y is dense in Lp(Rn).
4. If 2 ≤ p ≤ 2n
n−1 , and S is of zero measure in R
+, then Y is dense in Lp(Rn).
5. If 2n
n−1 < p <∞, then Y is dense in Lp(Rn) if and only if S is nowhere dense.
We show that the part (3) of the above theorem can be improved:
Theorem 4.1.2. [37] Let f ∈ L1(Rn) ∩ Lp(Rn) and let S = {r > 0 : f̂ ≡ 0 on Cr} be such that
Pβ(S) <∞, for some 0 ≤ β < 1. If 2n
n+1−β ≤ p ≤ 2, then Y = Span{gf : g ∈ M(n)} is dense
in Lp(Rn).
Proof. Fix  < 1. Suppose Y is not dense in Lp(Rn). Let h ∈ Lq(Rn) annihilate all the elements
in Y , where 1
p
+ 1
q
= 1. We can assume h to be smooth, bounded and radial (See the arguments in
[31]). It follows that h ∗ f ≡ 0. Then supp ĥ is contained in the zero set of f̂ . Let α and q be such
that 2 ≤ q = 2n
α
≤ 2n
n−1+β . Choose an even function χ ∈ C∞c (Rn) with support in the unit ball and∫
Rn χ(x)dx = 1. Let χ(x) = 
−nχ(x/) and u = u ∗ χ where u = ĥ. Since 2 ≤ q, as in Lemma
2.2.3,
‖u‖2 6 Cα−n
∞∑
j=−∞
ajb

j,
where aj = 2j(n−α) sup
2j6|x|62j+1
|χ̂(x)|2
and bj = (2
−j)n−α
∫
2j6|x|62j+1
|h(x)|2dx.
and
∞∑
j=−∞
ajb

j → 0 as → 0.
Let ψ ∈ C∞c (Rn). Let M = supp ĥ ∩ supp ψ and let Rψ > 0 be such that M is contained
in a ball of radius Rψ. For x ∈ M , ‖x‖ ∈ S and ‖x‖ ≤ Rψ. Let Sψ = {r ∈ S : r ≤ Rψ}. Then
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Sψ is a bounded subset of S. We claim that
lim
→0
β−1
∫
M
|ψ(x)|2dx <∞. (4.1.0.1)
Then,
| < u, ψ > |2 = lim
→0
| < u, ψ > |2
≤ lim
→0
‖u‖22
∫
M
|ψ|2
≤ Clim
→0
α−n
∞∑
j=−∞
ajb

j
∫
M
|ψ(x)|2dx
≤ Clim
→0
α−n−β+1β−1
∞∑
j=−∞
ajb

j
∫
M
|ψ(x)|2dx,
since 2 ≤ 2n
α
≤ 2n
n−1+β , that is 0 ≤ α − n − β + 1 and lim→0
∑
j ajb

j = 0 we get u ≡ 0 and hence
h ≡ 0.
Proof of (4.1.0.1): The proof is similar to that of Lemma 2.1.1. Since Pβ(Sψ) ≤ Pβ(S) <
∞, let {Ai} be a cover of Sψ such that
∑
i P
α
0 (Ai) < ∞. Then Pα0 (Ai ∩ Sψ) < ∞. For Siψ =
Ai ∩ Sψ, let P (Siψ, ) be the maximum number of disjoint balls with centers {rj} in Siψ, of radius
 and N(Siψ, ) be the -covering number of S
i
. Then
Siψ ⊆ ∪
N(Siψ ,)
j=1 (rj − /2, rj + /2) and
Sψ() ⊂ ∪iSiψ() ⊆ ∪i ∪
N(Siψ ,)
j=1 (rj − , rj + ).
If x ∈M(), then ‖x‖ ∈ Sψ(). We have,∫
M
|ψ(x)|2dx ≤
∫
r∈Sψ()
∫
|ψ(rω)|2dωrn−1dr
≤ (Rψ + )n−1
∫
r∈Sψ()
∫
|ψ(rω)|2dωdr
≤ (Rψ + 1)n−1‖ψ‖2∞Ωn
∑
i
N(Siψ ,)∑
j=1
∫ rj+
rj−
dr
= C1
∑
i
N(Siψ, )(2)
≤ 2C1
∑
i
P (Siψ, /2) (by Lemma 1.1.3)
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where C1 = (Rψ + 1)n−1‖ψ‖2∞Ωn is a constant independent of  and Ωn is the volume of the unit
sphere in Rn.
Remark 4.1.3. Suppose S is isolated. Convolving f with an arbitrary Schwartz class function
whose Fourier transform is compactly supported, we may reduce to the case where S is finite. The
case β = 0 in the above theorem then implies part (3) of Theorem 4.1.1.
Now let f be a function in L1 ∩ Lp(R) and let F denote the closed set where the Fourier
transform of f vanishes. In [6], A. Beurling proved that if for some p in (1, 2), the space of finite
linear combinations of translates of f is not dense in Lp(R), then the Hausdorff dimension of F is
at least 2 − (2/p) (See also page 312 in [8]). In other words, if the Hausdorff dimension of F is
α, for 0 ≤ α ≤ 1, then the space of finite linear combinations of translates of f is dense in Lp(R)
for 2/(2 − α) < p < ∞. Now using Theorem 2.2.4, we prove a similar result (including the end
points for the range) on Rn where Hausdorff dimension is replaced with the packing dimension.
Theorem 4.1.4. Let f ∈ L1(Rn)∩Lp(Rn) for 2n
2n−α ≤ p <∞ and let the zero set of f̂ ⊆ E, where
Pα(E) <∞ for some 0 ≤ α < n. Then X = span{xf : x ∈ Rn} is dense in Lp(Rn).
Proof. Suppose X is not dense in Lp(Rn). Then as above, there exists a non trivial, smooth and
radial h ∈ Lq(Rn) such that h ∗ f1 ≡ 0 for all f1 ∈ X . Clearly the zero set of X(⊂ L1(Rn)),
∩
u∈X
{s ∈ Rn : û(s) = 0} is equal to the zero set of f̂ , Z(f̂). Hence supp ĥ ⊆ Z(f̂). Since
2n
2n−α ≤ p <∞, we have 1 < q ≤ 2nα . By Theorem 2.2.4, h = 0. Thus X is dense in Lp(Rn).
In [15], C. S Herz studied versions of Lp- Wiener Tauberian theorems. From Theorem 1 and
Theorem 4 of [15], we note that for f ∈ L1 ∩ Lp(Rn), p <∞ the alternative sufficient conditions
for the translates of f to span Lp are,
1. |K()| = o(n(1−2/q)) for each compact subset K of E.
2. dimH(E) = α < 2n/q, with the proviso, if n > 2, that q ≤ 2n/(n− 2).
where E denotes the zero set of f̂ and 1
p
+ 1
q
= 1. With an additional hypothesis on E, using
Theorem 4.1.4, we can improve the result in [15]:
Proposition 4.1.5. For f ∈ L1 ∩ Lp(Rn), 1 ≤ p <∞ a sufficient condition that the translates of
f span Lp is : the zero set of f̂ has finite packing α- measure for α ≤ 2n/q where 1
p
+ 1
q
= 1.
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4.2 Lp Wiener Tauberian Theorem on M(2)
In this section, we look at one sided and two sided analogues of Wiener Tauberian Theorems on
M(2) and improve a few results from [28].
The group M(2) is the semi-direct product of R2 with the special orthogonal group K =
SO(2). The group law in G = M(2) is given by
(z, eiα)(w, eiβ) = (z + eiαw, ei(α+β)).
The Haar measure on G is given by dg = dzdα where dz is the Lebesgue measure on C and dα is
the normalized Haar measure on S1. For each λ > 0, we have a unitary irreducible representation
of G realized on H = L2(K) = L2([0, 2pi], dt), given by
[piλ(z, e
it)u](s) = eiλ<z,e
is>u(s− t),
for (z, eit) ∈ G and u ∈ H . Here < z,w >=Re(z.w¯). It is known that these are all the infi-
nite dimensional, non equivalent unitary irreducible representations of G. Apart from the above
family, we have another family {χn, n ∈ Z} (Z is the set of integers) of one dimensional unitary
representations of G, given by χn(z, eiα) = einα. Then the unitary dual Ĝ, of G is the collection
{piλ, λ > 0} ∪ {χn : n ∈ Z} (See page 165, [42]). For f ∈ L1(G), define the ”group theoretic”
Fourier transform of f as follows:
piλ(f) =
∫
G
f(g)piλ(g)dg, λ > 0 and
χn(f) =
∫
G
f(z, eiα)e−inαdzdα, n ∈ Z.
From the Plancherel theorem for G (see page 183, [42]) we have for f ∈ L2(G),
‖f‖22 =
∫ ∞
0
‖piλ(f)‖2HSλdλ,
where ‖.‖HS denotes the Hilbert-Schmidt norm.
For g1, g2 ∈ G, the two sided translate, g1f g2 of f is the function defined by g1f g2(g) =
f(g−11 gg2). For f ∈ L1(G) ∩ Lp(G), let S = {a > 0 : pia(f) = 0}, X = Span {g1f g2 : g1, g2 ∈
G}, S ′ = {λ > 0 : Range of piλ(f) is not dense} and Vf be the closed subspace spanned by the
right translates of f in Lp(G).
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Theorem 4.2.1. Let f ∈ L1(G) ∩ Lp(G).
1. For 4
3−α ≤ p < 2, if S = {a > 0 : pia(f) = 0} is such that Pα(S) <∞ for 0 ≤ α < 1, then
X = span{g1f g2 : g1, g2 ∈M(2)} is dense in Lp(M(2)).
2. If f is radial in the R2 variable and Pα(S ′) <∞ for some 0 ≤ α < 1, then Vf = Lp(M(2))
provided 4
3−α ≤ p ≤ 2.
Proof. To prove part (1), we proceed as in the proof of Theorem 2.1 in [28]. First we prove
Lp(G/K) ⊆ X .
For f ∈ L1(G), the operator pia(f) is well defined for each a > 0. Suppose pia(f) 6= 0, then
there exists w ∈ H = L2(K) = L2([0, 2pi], dt) such that pia(f)(w) 6= 0.
For given a,  > 0, since pia is irreducible, there exists constants c1, c2, ..., cm and elements x1, x2,
... xm ∈ G, such that ‖
∑m
j=1 cjpia(xj)v0 − w‖ < , where v0 is K-fixed vector vo ≡ 1 ∈ H .
Therefore we have, ∣∣∣|pia(f) m∑
j=1
cjpia(xj)v0 − pia(f)w
∣∣∣| < ||pia(f)||
Define Fa =
∑m
j=1 cjf
x−1j . Then ||pia(Fa)v0 − pia(f)w|| < ||pia(f)|| and pia(Fa)v0 6= 0 for small
enough . Let
F#a (x) =
∫
K
Fa(xk)dk, x ∈ G.
Then F#a is a right K-invariant function on G. pia(F
#
a )v0 = pia(Fa)v0 6= 0 and [pia(F#a )(v0)](s) =
ˆ
F#a (aeis) implies
ˆ
F#a is non identically zero on the sphere {x ∈ R2 : ||x|| = a}. Thus whenever
pia(f) 6= 0, we have a right K-invariant function F#a which can be considered as a function on R2,
that is F#a ∈ L1(R2) ∩ Lp(R2) such that its Euclidean Fourier transform is not identically zero on
the sphere Ca = {x ∈ R2 : ‖x‖ = a}.
Define S1 = ∩a∈Sc{r > 0 : F̂#a ≡ 0 on Cr}. Then S1 ⊂ S. We have
Span{gF#a : g ∈ G, a ∈ Sc1} ⊆ Span{g1f g2 : g1, g2 ∈ G}.
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Also using Theorem 4.1.2,
Span{gF#a : g ∈ G, a ∈ Sc1} = Lp(G/K).
Thus Lp(G/K) ⊆ Span{g1f g2 : g1, g2 ∈ G} = X .
Suppose X 6= Lp(G), then let Φ ∈ Lq(G) be such that∫
G
ψ(g)Φ(g)dg = 0 ∀ψ ∈ X,
where 1
p
+ 1
q
= 1. Convolving Φ with an approximate identity we can assume Φ ∈ Lq ∩ L∞(G).
Since X is invariant under right translations by G, there exists an integer m and a non trivial
φ ∈ Lq ∩ L∞(R2) such that
Φ(g) = Φ(z, eis) = φ(z)eims
and ∫
G
ψ(z, eis)φ(z)eimsdzds = 0 ∀ψ ∈ X.
Since Lp(G/K) ⊆ X , choose a rapidly decaying function on R2 of the form h(z) = h(reiθ) =
h1(r)e
inθ. Then for ψw(z, eis) = h(z + eisw) ∈ X for all w ∈ R2 and hence∫
G
h(z + eisw)φ(z)eimsdzds = 0.
Since h(eisz) = einsh(z), we deduce from the above equality that h ∗R2 φn ≡ 0 for φn ∈ Lq ∩
L∞(R2) such that
φn(z) =
∫ 2pi
0
φ(eisz)ei(m+n)sds.
Since ψw(z, eis) = h(z + eisw) ∈ X and h is radial, the zeroes of hˆ is contained in {x ∈ R2 :
||x|| ∈ S}. Hence supp φˆn is contained in {x ∈ R2 : ||x|| ∈ S}. By the assumptions on p and q,
using Theorem 4.1.2 φn ≡ 0 for all n. This contradicts the assumption that φ is non trivial. Hence
X = Lp(G).
To prove part(2), we proceed as in the proof of (c) of Theorem 3.2 in [28]. Let φ(z)eim0α ∈
Lq∩L∞(M(2)) kill all the functions in Vf where 1p + 1q = 1. Then f being radial in theR2-variable
we are led to the convolution equation fm ∗R2 φm = 0 where φm is defined by
φm(z) =
∫ 2pi
0
φ(eiαz)ei(m0+m)αdα.
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and fm is defined by
fm(z) =
∫
S1
f(z, eiα)e−imαdα.
Taking Fourier transform we obtain that supp φ̂m is contained in {z ∈ R2 : ‖z‖ ∈ S}.
Proceeding as in the proof of Theorem 4.1.2, we have < φm, ψ >= 0 for all ψ ∈ C∞c (R2) and m.
Thus φm ≡ 0 for all m.
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Further Questions
In this chapter, we will briefly describe some problems which are related to the results discussed
in this thesis.
(I) Recall that for a positive Radon measure µ with compact support E ⊂ Rn, the α-energy,
Iα(µ) is given by
Iα(µ) =
∫
E
∫
E
|x− y|−αdµ(x)dµ(y)
= C
∫
Rn
|ξ|α−n|µ̂(ξ)|2dξ,
where the constantC depends only on n and α. Let σµ(r) =
∫
Sn−1 |µ̂(rω)|2dω. Thus if Iα(µ) <∞,
there exists constant Cµ depending only on µ such that,
|µ̂(x)|2 ≤ Cµ|x|−α,
σµ(r) ≤ Cµr−α,
for most x and r (See Chapter 12 in [24]). In [25], the author proved that
σµ(r) ≤ CIα(µ)r−α for all 0 < r <∞, 0 < α ≤ 1
2
(n− 1).
See also [38], [39], [10], [11] and [46] for similar results.
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If the restriction exponent p(n, α, β) is defined by
p(n, α, β) = inf {q : (∀µ with µ(Br(x)) ≤ rα and |µ̂(ξ)|2 ≤ |ξ|−β)
(∀f ∈ L2(dµ))(‖f̂dµ‖q ≤ Cq,µ‖f‖L2(dµ))},
for 0 < α, β < n, then Mitsis proved in the Proposition 3.1 in [26] that p(n, α, β) ≥ 2n
α
. See also
in [27] and [3].
Theorem[26]: Let µ be a measure in Rn such that
µ(Br(x)) ≤ C1rα ∀ x ∈ Rn and r > 0,
|µ̂(ξ)| ≤ |ξ|−β/2, ∀ ξ ∈ Rn
for some 0 < α < n. Then for every p ≥ 2(2n−2α+β)
β
, there exists a constant Cp > 0 such that
‖f̂dµ‖p ≤ Cp,n,α‖f‖L2(dµ), (5.1)
for all f ∈ L2(dµ).
When β = α, we have the result for p ≥ 2(2n−α)
α
. In [14], the authors proved the sharpness of
the above theorem for n = 1 by constructing a probability measure µ on a set of dimension α that
satisfies the hypothesis of the above theorem but fails (5.1) for p < 2(2−α)
α
. Note that 2n
α
< 2(2n−α)
α
.
In this thesis, we looked at only the range p < 2n
α
and obtained bounds for
1
Lk
∫
|ξ|≤L
|̂fdPα|E(ξ)|pdξ,
where E is a compact set of finite α-packing measure. We would like to analyze the behaviour
of Lp-average of f̂dµ over a ball of large radius for p < 2(2n−α)
α
, if E is a set of finite α-packing
measure and µ is a measure supported on E such that |µ̂(ξ)| ≤ |ξ|−α/2.
(II) In Lemma 2.1.1 we proved that if E is a set of finite α-packing measure, then |S(δ)|δα−n
is bounded above by the packing measure of S for all bounded subsets S of E as δ approaches
zero. In [17], the authors called a set E ⊂ R of finite α-dimensional Hausdorff measure, an α-
coherent set, if for every x ∈ R, |Ex(δ)|δα−1 is bounded above by the Hausdorff measure of Ex as
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δ approaches zero where Ex = E ∩ (−∞, x]. The author in [45], introduced curvature measures
for the fractals. kth average fractal curvature of a set E, Ck
f
(E) (0 ≤ k ≤ n) is defined as
lim
δ→0
1
− ln δ
∫ 1
δ
skCk(E())
−1d
where Ck(E()) denotes the kth total curvature of the -distance set E() of E, sk is given by
sk = inf{t : tCvark (E())→ 0 as → 0},
where Cvark (E()) denotes the k
th total variation curvature of -distance set of E. In particular,
when k = n, Ck(S()) = |S()|.
We would like to investigate the relation between sets of finite α-packing measure, α-
coherent sets and sets for which nth fractal curvature measure exists. Further, we would like to
study the behaviour of the Fourier transform of the measures supported on these sets.
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