ABSTRACT As an effective nonlinear dynamic data analysis tool, kernel slow feature analysis (KSFA) has achieved great success in continuous process monitoring field during recent years. However, its application to batch process monitoring is unexploited, which is a more challenging task because of the complicated characteristics of batch process data. In this paper, we propose a novel batch process monitoring method based on the modified KSFA method, referred to as multiway global preserving kernel slow feature analysis (MGKSFA), to capture high nonlinearity and inherently time-varying dynamics of process data. In the proposed method, a two-step multiway data unfolding strategy is first utilized to convert the three-way batch process training data set into a two-way matrix. Then, the global structure preserving-based kernel slow feature analysis (GKSFA) is used to build the nonlinear statistical monitoring model, which not only explores the local dynamic data relationships but also considers the mining of global data structure information. Furthermore, a rule based on the cumulative slowness contribution is designed to determine the number of the retained slow features. Last, two monitoring statistics T 2 and SPE are built to detect the process faults. Two case studies, including one simple numerical nonlinear system and the benchmark fed-batch penicillin fermentation process, are used to demonstrate that the proposed MGKSFA method has the superior fault detection performance over the traditional batch process monitoring methods.
I. INTRODUCTION
Batch processes are of great importance in the manufacturing of many high-quality and high value-added products such as bio-chemicals, food and semiconductors. Due to the complexity of batch processes, a very slight change in operation conditions may degrade the final product quality significantly and even lead to serious process failures. To ensure the operation safety and improve the product quality, batch process monitoring and fault diagnosis technologies have attracted a lot of attention from researchers and engineers. With the wide use of computer control systems, rich process data are collected and stored [1] .Therefore, data-based multivariate statistical process monitoring (MSPM) techniques have been the most popular methods in batch process monitoring [2] - [4] .
Some typical MSPM methods for batch process monitoring include multiway principal component analysis (MPCA), multiway partial least squares (MPLS), and multiway independent component analysis (MICA) [5] - [8] . Based on these basic methods, many improved methods have been developed to tackle the nonlinear property of the batch process. Considering that batch process is often characterized with high nonlinearity [9] , [10] , Dong and McAvoy [11] presented a nonlinear PCA method based on principal curves and neural networks to monitor batch process. To avoid the complex neural network optimization, Lee et al. [12] developed multiway kernel PCA (MKPCA) technique, which extracts nonlinear data features by applying kernel trick to map the original data into a linear high-dimensional feature space. Furthermore, multiway kernel partial least squares (MKPLS) was formulated by Di et al. [13] to capture the covariance structure between measurement and quality variables. As independent component analysis (ICA) could extract non-Gaussian components among the process data [14] , [15] , its kernel version kernel independent component analysis (KICA) was applied to detect batch process faults by integrating multiway data analysis [16] , [17] .
Different from continuous processes, batch process is inherent dynamic time-varying instead of having steady operation point and varies from one stage to another stage due to the change of process operation conditions, such as temperature drift in the experimental setup, decreasing reservoirs in (bio)chemical reactors and process disturbances varying with the development of time during the batch run. Taking into account the dynamic characteristic of batch process, Chen and Liu [18] developed multiway dynamic PCA (MDPCA) and multiway dynamic PLS (MDPLS) by using data vector augmentation, while Sang et al. [19] proposed a multivariate autoregressive model based MPCA method to monitor dynamic batch process. In order to deal with nonlinearity and dynamic property simultaneously, a twodimensional dynamic KPCA (2D-DKPCA) method was built by Wang et al. [20] , which combines kernel PCA and auto-regressive moving average exogenous (ARMAX) time series model together. Furthermore, Jia et al. [21] presented a parsimonious scheme called batch dynamic kernel PCA (BDKPCA) to capture both nonlinearities and dynamic behaviors. For the purpose of improving the performance of the weak fault detection, multi-model single dynamic kernel principal component analysis (M-SDKPCA) was suggested by Wang et al. [22] to take the multistage features of batch processes into consideration. The inherently time-varying dynamics of batch process can be modeled by underlying parameters, referred to as underlying driving forces that vary slowly. However, since the extracted latent variables (LVs) in different time slice are still assumed to be independent rather than temporally distributed a priori [23] , [24] in the above mentioned studies, LVs are not correlated to its own preceding values. From this point of view, the existing batch process dynamic monitoring approaches are inadequate in capturing the inherently time-varing dynamics of batch process, because they fail to extract underlying driving forces of batch processes which should be auto-correlated a priori, or in other words, slowly varying.
All these mentioned methods have achieved the successful applications in different cases. However, for some complicated cases, these methods could not provide satisfactory process monitoring results because of their limited feature extraction abilities. Therefore, it is necessary to introduce some new data analytic tools. In recent years, a new dynamic data analytic technology called slow feature analysis (SFA) has emerged, which is a biologically inspired data feature analysis method [23] - [25] . SFA can effectively extract slowly varying features termed as slow features (SFs) from the temporal data and has shown its superiority in many fields such as pattern classification [26] , [27] , image feature extraction [28] , [29] and remote sensing [30] , [31] . At present, SFA and its nonlinear versions have been introduced to monitor continuous industrial processes. Deng et al. [32] firstly presented a fault detection method based on SFA, which extracts slowly changing components from process data for continuous process monitoring. Furthermore, for effective nonlinear dynamic process fault detection, Zhang et al. [33] proposed a dynamic kernel slow feature analysis (DKSFA) method which utilizes kernel trick to mine the nonlinear slow features and applies an augmented matrix to handle the dynamic characteristics in the observed data. In order to identify the fault patterns, Zhang et al. [34] developed the kernel slow feature discriminant analysis (KSFDA) by incorporating the discriminative information to calculate the direction of fault data. Moreover, Zhang et al. [35] constructed KSFDA and support vector data description based process monitoring method. Shang et al. [23] built a SFA based fault detection approach to concurrently distinguish real faults incurring dynamics anomalies from normal changes in operation conditions. Considering the measurement noise and data missing problems, Guo et al. [36] proposed a probabilistic SFA (PSFA) method. As the temporal dynamics indicates control performance changes, Shang et al. [37] further applied the SFA based contribution plot analysis to real-time diagnosis of control performance. The superiority of SFA is that it adopts the temporal coherence to infer SFs that are mutually uncorrelated with different varying frequencies in the case that the input signals are driven by some inherent trends with auto-correlations. Wiskott [38] demonstrated that SFA can be applied to the problem of estimating the underlying driving forces of a nonstationary time series. To make a further extension, when SFA is implemented on batch process observed data, the extracted SFs are slowly varying and can be on behalf of underlying driving forces of batch process. Therefore, SFA is more adequate in mining time-varying dynamic information from batch process data, which is of great significance for improving the batch process monitoring performance.
With the remarkable merit of obtaining uncorrelated slow varying inherent features by performing dynamic and nonlinear data analytic technique, SFA and KSFA have demonstrated their successes in the continuous process monitoring [23] , [24] , [33] , [34] . However, there are still some noteworthy problems. Firstly, all the present studies about SFA and KSFA aim at continuous process monitoring but do not deal with the batch process monitoring problem. How to develop SFA based batch process monitoring technique is a valuable research topic. Secondly, the present SFA and KSFA methods obtain the process latent variables by mining dynamic data relationship, which in fact can be viewed as one kind of local data relationship analysis under the situation that the temporal structure of the data is implicitly defined by the neighborhood relationships in space. The data analytic procedure of SFA and KSFA omits the utilization of global data structure information, which is also very important for process monitoring modeling.
Based on the above analysis, this paper is to propose a new batch process monitoring method, called as Multiway Global preserving Kernel Slow Feature Analysis (MGKSFA). The contribution of the proposed method includes three aspects. The first and the most important one is the presentation of SFA based batch process monitoring. To our best knowledge, we are the first to apply nonlinear SFA to batch process monitoring. By combining multiway data analysis with KSFA, the proposed method could deal with the nonlinearity and time-varying dynamic property of batch process data simultaneously. Secondly, to extract the latent data features of batch process better, global structure analysis is integrated with MKSFA optimization, which is beneficial to improve the process monitoring performance. Thirdly, a criterion is designed to determine the number of retained SFs in MGKSFA model on the basis of the cumulative slowness contribution.
The remaining sections are organized as follows. A brief review of SFA and KSFA is provided in Section II. The proposed MGKSFA method is detailed in Section III. Section IV describes a fault detection strategy based on MGKSFA. The simulation studies on a simple numerical nonlinear dynamic system and the benchmark fed-batch penicillin fermentation process are carried out in Section V. Finally, we give our conclusions in Section VI.
II. SLOW FEATURE ANALYSIS AND ITS KERNEL VERSION A. SLOW FEATURE ANALYSIS
The basic idea of SFA is to find a series of instantaneous scalar input-output mapping functions so that the output signals vary as slow as possible [25] . Specifically, given a m-dimensional input signal vector x(t) ∈ R m with t ∈ [t 0 , t 1 ] indicating the time range, SFA is to seek a mapping function g j (x)(j = 1, 2, · · · , m) so that the output y j (t) = g j (x(t)) has the slowest variations. This could be expressed by the optimization problem as
where the output variable y j (t) is also called the slow features of the original input data x(t),ẏ j represents the first order derivative of the output variable y j (t) with respect to the time variable t, while the symbol . indicates the temporal averaging computation defined as
Here Eq. (1) is the primary SFA optimization objective, which minimizes the temporal variation of the output signals. The Eqs. (2) to (4) are the constraints to ensure the meaningful solution. Eq. (2) is designed to simplify the problem without loss of generality, while Eq.(3) is applied to avoid the trivial solution y j (t) = constant. As original input data is usually mean centered in the data preprocessing procedure, the constraint Eq. (2) is automatically fulfilled. Constraint in Eq.(4) guarantees that the outputs are different. That means, the first output y 1 (t) is the slowest, and the second one y 2 (t) is the second slowest, and so forth. Suppose that g j (.) is one simple linear mapping function, then y j (t) is formulated as
where w j for 1 ≤ j ≤ m is the linear transformation vector. Therefore, the linear SFA optimization is expressed by
where A and B represent the covariance matrix oḟ x(t) and x(t), respectively. Here the temporal variationẋ(t) could be approximated by a finite differencė x(t) = x(t) − x(t − 1) [39] . Given the training data matrix
Solving the optimization problem in Eqs. (7) and (8) leads to the generalized eigenvalue problem as
where λ j is the eigenvalue corresponding to the j-th transformation vector w j . By solving the Eq. (9), a series of eigenvectors w j are obtained and then the slow features y j (t) are computed by Eq. (6).
B. KERNEL SLOW FEATURE ANALYSIS
The analysis in section A assumes the linear property of transformation function. However, industrial process data often exhibit nonlinear relationships. In order to deal with the slow feature extraction problem of nonlinear system data, some nonlinear SFA versions have been studied including the polynomial SFA and kernel SFA [25] , [40] . As a simple and powerful nonlinear SFA tool, kernel SFA (KSFA) utilizes kernel function to develop nonlinear model and has been introduced to some continuous process monitoring cases [33] - [35] .
When KSFA is applied, the original input data with nonlinear relationship is firstly mapped into a new linear space by one nonlinear mapping function, and then linear SFA is applied in the new space. Specifically, a nonlinear mapping function φ(.) is supposed to transform the input vector x(t) into a new vector x φ (t) = φ(x(t)). Then linear SFA is executed on the mapped data x φ (t) to compute the slow features y j (t) = w T j x φ (t). The corresponding optimization problem is expressed by
Considering temporal variationẋ φ (t) could be approximately formulated by a finite differenceẋ φ (t) = x φ (t) − x φ (t − 1) [39] , the KSFA optimization in Eq. (10) and (11) is rewritten as
As the nonlinear mapping function φ(.) is usually unknown, it is difficult to solve the optimization in Eqs. (12) and (13) directly. However, given training data samples X ∈ R n×m , the transformation vector w j could be formulated by [10] , [12] 
where X φ is the abbreviation form of φ(X), α j ∈ R n is the coefficient vector. Substituting Eq. (14) into Eq. (12) and Eq.(13) leads to
By using kernel trick, the inner product of two nonlinear mapped vectors could be computed by their kernel function, i.e. φ(x) T φ(y) = ker(x, y) [12] , where ker(.) represents some kernel function. Therefore, there are the kernel vectors
where the i-th elements of k t and k t−1 are defined by k t,i = ker(x(i), x(t))
and
With the use of these kernel vectors, the optimization in Eqs. (15) and (16) is reformulated with the kernel form as
where
are the covariance matrices of (k t − k t−1 ) and k t , respectively.
The solutions of the optimization task defined with the Eqs. (17) and (18) can be obtained by the eigenvalue problem
where λ φ j is the eigenvalue corresponding to the vector α j .
III. MULTIWAY GLOBAL PRESERVING KSFA A. MULTIWAY KSFA
The present KSFA based process monitoring and fault diagnosis methods focus on continuous process monitoring and there is no paper investigating the KSFA based batch process monitoring. Different to continuous process statistical modeling, the model training data of batch process is a threedimensional data matrix, denoted by X(I × J × K ), where I is the number of batch runs, J denotes the number of process variables and K is the number of samples in a batch run. As KSFA model is developed based on the two-dimensional training data matrix, it can not be directly applied to batch process statistical modeling. Therefore it is necessary to construct a modified KSFA method to monitor batch process.
In this paper, we build a KSFA based batch process monitoring method, which is referred to as multiway KSFA (MKSFA). The main idea of MKSFA includes two parts. Firstly, a two-step multiway data unfolding (TS-MDU) technique is applied to convert the three-way training data matrix of batch process into two-way matrix, and pseudotime series data matrix is constructed based on the unfolded data. Then, KSFA is performed to extract the intrinsic slow features for process monitoring.
Multiway data unfolding (MDU) technology is important to preprocess the batch process training data. In this paper, we utilize a two-step MDU strategy. The first step is a batch-wise unfolding procedure, which converts the three-way matrix X(I × J × K ) into a two-way matrix X(I × KJ ), and then normalize the two-way matrix to zero mean and unit variance along each variable at every sampling instant. The second step is a variable-wise rearrangement procedure. Among this step, data matrix X(I × KJ ) is rearranged into the two-way matrix X(IK × J ) which is variable-wise. The whole MDU process is illustrated in Fig. 1   FIGURE 1 . Diagram of the two-step multiway data unfolding process.
After the two-way matrix X(IK × J ) is constructed, KSFA modeling is to be implemented. However, as shown in Fig. 1 , the data matrix X(IK × J ) is composed of a series of timeslice matrices X k (I × J ), for k = 1, 2, ..., K , which destroys the original temporal structure. For the following KSFA modeling, we construct the pseudo-time series to supply the temporal structure information. In the discrete scenario, neighboring information is usually utilized to generate pseudotime series [39] , [41] . Denote the i-th sample in the timeslice matrix X k (I × J ) as x k (i) ∈ R J for 1 ≤ i ≤ I , its l nearest neighbors in its corresponding time-slice matrix are denoted by x j k (i), j = 1, 2, · · · , l. Then a pseudo-time series regarding to x k (i) is constructed as
Furthermore, the pseudo-time series matrix of
By this analogy, the data matrix X(IK × J ) is extended to a pseudo-time series matrix T (2IKl × J ), which is shown as
For 1 ≤ i ≤ IKl, denote the (2i − 1)-th and 2i-th sample of the pseudo-time series T as τ (2i − 1) ∈ R J and τ (2i) ∈ R J , respectively, it could be considered that there are the temporal variations between these two samples. Based on the matrix T and X, the KSFA optimization could be further executed. As discussed in Section II, a nonlinear mapping function φ(.) is supposed to transform the matrix X and T into φ(X) and φ(T ), denoted as X φ and T φ , respectively. The KSFA optimization task is formulated as
Since w j is the linear combination of φ(x(i)), there exists coefficients α j so that
where α ij is the i-th element of vector α j . Substituting Eq.(24) into Eqs. (22) and (23), we obtain
where the kernel vector k 2i = X φ τ φ (2i), k 2i−1 = X φ τ φ (2i − 1), and the kernel matrix
T , then the above optimization is solved by the eigenvalue decomposition as
Based on the solutions of Eq. (27) , the MKSFA statistical model could be developed.
B. MULTIWAY GLOBAL PRESERVING KERNEL SLOW FEATURE ANALYSIS
When MKSFA modeling is applied, its optimization objective is to minimize the temporal variation of the output signal. As mentioned in Section A, the original time structure of the input data is destroyed and the pseudo-time series matrix T (2IKl × J ) is generated by means of K-nearest neighborhood (K-NN) criterion to construct the pseudo-time structure of matrix X(IK × J ) . So MKSFA is related to the local neighborhood data relationship and omits the global data structure exploration. Motivated by this, an improved version of MKSFA, referred to as multiway global preserving KSFA (MGKSFA) is proposed by integrating the global structure analysis into the MKSFA model. Given the normal operation dataset [34] , [42] , [43] . The objective function is formulated as
where y j = w T j x φ and
. Without the loss of generality, we assume x φ = 0 and reformulate the objective function in Eq.(28) as
Considering that the projection vector w j could be expressed by the linear combinations of the training samples as w j = X T φ α j , the objective function is rewritten as
IK KK
T . In order to preserve the global and local data structure simultaneously, we integrate the KSFA optimization J KSFA with the global optimization J Global together and construct the objective function of MGKSFA as follows
where 0 < β < 1 is a tuning factor balancing the relationship between the global optimization and KSFA local optimization. To ensure the reasonable solution, the constraint is imposed as
As the two objectives J KSFA and J Global have different scales, they should be normalized in the Eqs. (31) and (32) so that the KSFA optimization and global preserving optimization are considered under the same scale. The modified optimization formulation is given by
Here, ρ(.) represents the spectral radius of corresponding matrix. To solve the above optimization problem leads to the eigenvalue decomposition as
The solution of Eq.
(35) brings a series of eigenvectors
are retained to compute the principal slow features. The number of slow features p is an important parameter for process monitoring. However, there are few objective guidelines for choosing the number of slow features. Shang et al. [23] proposed a criterion to determine the number of slow features from a reconstruction standpoint. They suggest removing slow features that are faster than all input variables. Nevertheless, the criterion in [23] is not suitable for the proposed MGKSFA method because the original input variables are mapped into highdimensional feature space via kernel trick. In this paper, we develop a cumulative slowness contribution method to select the parameter p. According to Eq.(35), the eigenvalue λ φ j represents the slowness level of the j-th slow features, i.e.,
By denoting the µ j = 1/ λ φ j , we define the cumulative slowness contribution of the j-th slow features as
For MGKSFA statistical modeling, we select the value of p so that R p could provide 95% cumulative slowness contribution. For a test vector x te , two monitoring statistics T 2 and SPE are built based on the slow features extracted from the MGKSFA model. Specifically, the T 2 statistic is used to measure the dominant slowly-varying trends, defined by
where k te = φ(X )φ(x te ) is the kernel vector corresponding to the test vector x te .
By contrast, the SPE statistic is built to quantify the shortterm fluctuations, defined by (38) After monitoring indices T 2 and SPE are obtained, the confidence limits are calculated to determine whether process is in control. In this work, the confidence limit is determined by the well-known kernel density estimation (KDE) method. The details of KDE could be seen in the related references [33] , [45] .
In order to ensure
x φ (i) = 0, mean centering operation in the high-dimensional feature space should be performed.K
where I IK is the IK × IK matrix whose elements are all equal to 1/IK . And the kernel vector k te should be also mean centered as follows: (40) where I te is the IK × 1 vector with its elements as 1/IK .
IV. FAULT DETECTION STRATEGY BASED ON MGKSFA
The MGKSFA based fault detection procedure includes off-line modeling stage and on-line detection stage, as illustrated in Fig. 2 . In the off-line modeling stage, three-way normal operation data is utilized to build MGKSFA model and the confidence limits of T 2 and SPE are determined using the KDE method [8] , [16] . During the on-line detection stage, test data sample is collected and the corresponding monitoring indices T 2 and SPE are computed to determine whether the process is normal. The detailed fault detection procedure can be summarized as follows.
The offline modeling stage (1) Collect the three-way batch data matrix under the normal operating conditions and unfold it into two-way data matrix using the two-step MDU technique. 
V. CASE STUDIES
To evaluate the fault detection performance of the proposed method, two case studies are demonstrated in this section.
One is a numerical example that simulates a nonlinear dynamic batch process. The other one is a well-known benchmark batch process, fed-batch penicillin fermentation process. In both case studies, the fault detection performance of our proposed MKSFA method and MGKSFA method is compared with three monitoring schemes, namely, the MKPCA method, the BDKPCA method and the MKICA method.
A. A NUMERICAL NONLINEAR SYSTEM
A simple numerical nonlinear system is simulated with the following model [21] , [46] 
where u is the correlated input 
where w(k − 1) is the Gaussian noise with zero mean and unit variance, v(k) is the measurement noise following the Gaussian distribution with zero mean and 0.01 variance, . The neighbor number l in MGKSFA is empirically chosen to be 3. The number of slow feature p is determined according to the 95% cumulative slowness contribution calculated in Eq. (36) . The values and the selection criterions of the parameters in MGKSFA for the numerical nonlinear system are listed in Table 1 . For a fairly comparison, Gaussian kernel function is used in MKPCA, MKICA and MKSFA methods and the kernel parameter c is also set to 300, the trade-off parameter β and neighbor number l in MKSFA are chosen as 0.6 and 3, respectively. For BDKPCA method, its time lag number is set to 2 empirically and the kernel function is chosen as the polynomial kernel function [21] , [22] , the order of polynomial kernel function is determined to be 9 using grid search in the range of [1, 2, · · · , 9, 10]. In MKPCA, BDKPCA, MKICA and MKSFA methods, the number of principal components or dominant independent components is determined by 95% cumulative information contribution rate. For the five monitoring methods, the fault detection threshold of each monitoring statistic is computed by the 99% confidence limit of normal operation data. The fault detection rate is defined as the percentage of the fault samples exceeding the detection threshold over all the fault samples. In order to decrease the false alarms, a fault is detected only when consecutive five samples exceed the 99% confidence limit and the first sample number of them is defined as fault detection time.
The fault monitoring charts of five methods are shown in Fig. 3. From Fig. 3(a) , it could be seen that MKPCA T 2 and SPE statistics detect the fault at the 122-th and 126-th sample, respectively. When BDKPCA is applied, it gives a better monitoring result shown in Fig. 3(b) , where the T 2 and SPE statistics alarm the fault at the 120-th sample and the 110-th sample, respectively. By Fig. 3(c) , MKICA I 2 statistic detects the fault at the 115-th sample while the SPE statistic indicates the fault at the 118-th sample. MKSFA monitoring charts are shown in the Fig. 3(d) , where the T 2 and SPE statistics alarm the fault at the 121-th sample and the 117-th sample, respectively. MKSFA performs better than MKPCA but can not outperform the BDKPCA and MKICA. The monitoring results of MGKSFA are plotted in Fig. 3(e) , which indicates that T 2 statistic detects the fault at the 103-th sample and the SPE statistic does better by alarming at the 102-th sample. Therefore, MGKSFA is the most sensitive to the numerical system fault. The fault detection times and fault detection rates obtained by the five methods are listed in the Table 2 . It is clear that the fault detection rates of MGKSFA T 2 and SPE are 98% and 99%, respectively, which are the highest among the five methods. To sum up, the case study on the numerical nonlinear system shows that MGKSFA outperforms the MKPCA, BDKPCA, MKICA and MKSFA methods in terms of fault detection time and fault detection rate.
B. THE BENCHMARK FED-BATCH PENICILLIN FERMENTATION PROCESS
The fed-batch penicillin fermentation process is a well-known benchmark simulation process which is widely applied to evaluate the batch process monitoring and fault diagnosis methods [16] , [21] , [22] , [46] , [47] . Its flow diagram is shown in Fig. 4 . The fed-batch penicillin fermentation process involves two operation stages including the preculture stage and the fed-batch stage. During the initial preculture stage most of the necessary cell mass is generated and penicillin cells are produced at the cell exponential growth phase. During fed-batch stage, in order to maintain high penicillin production, glucose is supplied continuously into the system so that biomass growth rate is fixed. The fermenter temperature and PH are controlled by the closed-loop controllers to provide the best conditions for the penicillin production.
In this study, a modular simulator Pensim V2.0 is used to generate the simulation data of the penicillin fermentation process [47] . For the purpose of algorithm evaluation, we collect 10 variables shown in Table 3 as the monitored variables and Gaussian noises are added during the variable sampling procedure. Normal operating data including 40 batches are recorded and each batch has the duration of 400 hours, where the former 45 hours are the pre-culture stage and the latter 355 hours are the fed-batch stage. The normal operation conditions are shown in Table 4 . Furthermore, six faulty batches are simulated, which also last 400 hours. The tested faults involve step and ramp changes of the aeration rate, the agitator power and the substrate feed rate. The detailed fault information is listed in Table 5 .
For MGKSFA, the kernel function is chosen as Gaussian kernel. The kernel parameter c and the trade-off parameter β in MGKSFA are determined based on the same grid search method used for the first case study. The neighbor number l is empirically chosen to be 6 and the number of slow feature p is chosen based on the 95% cumulative slowness contribution given in Eq. (36) . The values and the selection criterions of the parameters in MGKSFA for the penicillin fermentation process are listed in Table 6 . To be fair, Gaussian kernel function is used in MKPCA, MKICA and MKSFA methods and the kernel parameter c is also set to 500, the trade-off parameter β and neighbor number l in MKSFA are chosen as 0.8 and 6, respectively. In BDKPCA, the kernel function is chosen as polynomial kernel [21] , [22] where the order is set to 5 according to the grid search and the number of time lags is selected as 2 empirically. In MKPCA, BDKPCA, MKICA and MKSFA methods, the number of principal components or dominant independent components is selected according to the 95% cumulative information contribution rate. For the five monitoring methods, the fault detection threshold is set as the 99% confidence limit of normal operation data. In all monitoring charts, we consider a fault is detected if continuous five samples exceed confidence limit.
Fault F3 is firstly illustrated, which is a step increase of substrate feed rate occurring from the 100-th hour. The monitoring charts obtained by MKPCA,BDKPCA, MKICA, MKSFA and MGKSFA are listed in Fig. 5 . From Fig. 5(a) , MKPCA T 2 and SPE statistics detect this fault at the 122h and 130h, respectively. The monitoring results of BDKPCA and MKICA are shown in Fig. 5(b) and (c), respectively. Although the BDKPCA T 2 and MKICA I 2 statistics alarm the fault later, their SPE statistics achieve better performance than MKPCA. The BDKPCA SPE statistic indicates the fault at the 120h, which is earlier than MKPCA method. MKICA obtains a better performance than BDKPCA and its SPE statistic detects the fault at the 116h. MKSFA method has the similar fault detection time to the MKICA method. In Fig. 5(d) , its T 2 statistic detects the fault at the 118h while the SPE statistic alarms the fault at the 138h. In contrast to the monitoring results of Fig. 5(a) to (d), MGKSFA does best in the Fig. 5 (e) , where it is observed that both T 2 and SPE statistics exceed their confidence limits clearly from the 102h. MGKSFA gives the earliest fault detection results. Generally, MGKSFA demonstrates its great advantage in the monitoring of the fault F3.
When fault F6 occurs, the monitoring charts of five methods are shown in Fig. 6 . According to Fig. 6(e) , MGKSFA obtains the quickest fault detection, which alerts the fault at the 112h and 108h for the T 2 and SPE statistics, respectively. By contrast, MKPCA performs worst in Fig. 6 (a), whose T 2 and SPE statistics detect the fault at the 164h and 146h, respectively. BDKPCA monitoring charts in Fig. 6(b) shows a better performance than MKPCA. The BDKPCA T 2 and SPE fault detection times are the 136h and 126h, respectively. Compared to BDKPCA, MKICA gives a better result in Fig. 6(c) , where the MKICA I 2 statistic alarms the fault at the 126h while the SPE gives the fault alarming at the 124h. MKSFA shows a little improvement to MKICA. From Fig. 6(d) , it is seen that the MKSFA T 2 and SPE statistics indicate the fault at the 122h and 124h, respectively. The monitoring of fault F6 demonstrates that the MGKSFA-based monitoring method can detect the fault F6 much faster than the other four monitoring methods.
Next we investigate the monitoring performance of the five monitoring methods on all the six fault scenarios of the fed-batch penicillin fermentation process. The fault detection times and the fault detection rates obtained by these five methods are tabulated in Table 7 and Table 8 , respectively. From Table 7 , it can be found that all the five monitoring methods can detect step-change faults F1 and F2 immediately. Although all the five methods can not detect the stepchange fault F3 right after it is introduced to the process, VOLUME 5, 2017 the MGKSFA-based method achieves the least fault detection delay time of 2 hours. The fault detection delay is caused by the fact that the effect of glucose substrate feed rate is propagated slowly through the correlated variables, i.e., dissolved oxygen concentration, culture volume. In contrast to the step-change faults, the ramp faults F4 to F6 are more difficult to detect due to their slowly-varying process parameters. For the challenging ramp fault detection problem, our proposed MGKSFA-based monitoring method achieves much faster fault detection than the other four monitoring methods. The results of Table 7 clearly demonstrate the superior ability of the MGKSFA-based method in shortening the fault detection delay for the challenging fault patterns F3 to F6, in comparison with the other four methods. From Table 8 , all the five methods are seen to achieve 100% fault detection rates for the step-change faults F1 and F2. For the challenging faults F3 to F6, our proposed MGKSFA-based monitoring method is observed to obtain higher fault detection rates than the other four methods. The average fault detection rates of each monitoring statistic over the faults F3-F6 are illustrated in Fig. 7 for a more intuitive comparison. The results of Fig. 7 further confirm the superior monitoring performance of the MGKSFA-based method over the MKPCA-based, BDKPCA-based, MKICA-based and MKSFA-based methods.
VI. CONCLUSIONS
In this paper, a new fault detection approach based on MGKSFA has been proposed for monitoring batch process with significant nonlinear and inherently time-varying dynamic characteristics. Considering that the present KSFA methods only aims at the continuous process monitoring, this paper firstly develops a MKSFA based batch process monitoring method, which applies a two-step multiway data unfolding technique to unfold the three-way training data into the two-way data matrix and further constructs a pseudotime series matrix to provide the temporal structure information. Moreover, since the MKSFA model only mines the local dynamic structure information of the batch process data, this paper build an improved MKSFA model by integrating the global structure preserving, which leads to a new optimization problem including both global and local structure information mining. The simulation results obtained from a numerical nonlinear dynamic system and the benchmark fed-batch penicillin fermentation process demonstrate that the proposed MGKSFA method outperforms conventional MKPCA-based, BDKPCA-based, MKICA-based and MKSFA-based monitoring methods in terms of the fault detection time and fault detection rate. 
