In this work we address the problem of distributed optimization of the sum of convex cost functions in the context of multi-agent systems over lossy communication networks. Building upon operator theory, first, we derive an ADMMlike algorithm, referred to as relaxed ADMM (R-ADMM) via a generalized Peaceman-Rachford Splitting operator on the Lagrange dual formulation of the original optimization problem. This algorithm depends on two parameters, namely the averaging coefficient α and the augmented Lagrangian coefficient ρ and we show that by setting α = 1/2 we recover the standard ADMM algorithm as a special case. Moreover, first, we reformulate our R-ADMM algorithm into an implementation that presents reduced complexity in terms of memory, communication and computational requirements. Second, we propose a further reformulation which let us provide the first ADMM-like algorithm with guaranteed convergence properties even in the presence of lossy communication. Finally, this work is complemented with a set of compelling numerical simulations of the proposed algorithms over random geometric graphs subject to i.i.d. random packet losses.
I. INTRODUCTION
From classical control theory to more recent Machine Learning applications, many problems can be cast as optimization problems [1] and, in particular, as large-scale optimization problems given the advent of Internet-of-Things we are witnessing with its ever-increasing growth of large-scale cyber-physical systems. Hence, stemming from classical optimization theory, in order to break down the computational complexity, parallel and distributed optimization methods have been the focus of a wide branch of research [2] . Within this vast topic, typical applications, going under the name of distributed consensus optimization, foresee distributed computing nodes to communicate in order to achieve a desired common goal. More formally, the distributed nodes seek to
where, usually, each f i is owned by one node only. Toward this application among very many different optimization algorithms explored in past as well as in current literature, e.g. subgradient methods [3] , the well known Alternating Direction Method of Multipliers (ADMM), first introduced in [4] and [5] , is recently receiving an ever-increasing interest The because of its numerical efficiency and its natural structure which makes it well-suited for distributed and parallel computing. For an overview of possible applications and convergence results we refer the interested reader to [6] , [7] , [8] , [9] , [10] , [11] . While ADMM can be proficiently applied to distributed setups, rigorous convergence results are usually provided under the assumptions of synchronous updates and lossless communications, which in practice are seldom verified. On the one hand, an extensive body of work has been devoted to overcoming this limitation by adapting the ADMM to operate in an asynchronous fashion. For instance the work [12] proves convergence of the ADMM when the update of a random subset of coordinates is carried out at each instant. The papers [13] , [14] analyze the convergence and convergence rate of a partially asynchronous ADMM -i.e., subject to a maximum allowed delay -for a master-slave architecture. Finally [15] defines a framework for asynchronous operations used to solve a broad class of optimization problems and showing how to derive an asynchronous ADMM formulation. On the other hand, to the best of our knowledge, no work explicitly focuses on the robustness of ADMM to packet losses. The robustness to packet losses however has been studied for the Newton-Raphson consensus algorithm, see [16] , [17] . In the following we resort to the body of literature on (nonexpansive) operator theory to carry out our analysis. Here, the underlying idea is to convert optimization problems into the problem of finding the fixed points of suitable nonexpansive operators [18] . Since, depending on the optimization problem, these fixed point problems might be unwieldy, the class of splitting methods has been developed, which exploit the problem's structure to break it in smaller and more manageable pieces. It is in the framework of splitting operators, and in particular the well recognized Peaceman-Rachford (PRS) [19] and Douglas-Rachford (DRS) [20] , [21] splitting, that the ADMM comes into place. Indeed, the ADMM naturally arises as application of these operators to the Lagrange dual problem of the original optimization problem [22] . The remainder of the paper is organized as follows. Section II reviews the classical ADMM algorithm and its generalized version, introducing the necessary background on operator theory and splitting methods. Section III focuses on the analysis of distributed consensus optimization. Section IV analyzes the case with lossy communication. Section V collects some numerical simulations. Finally, Section VI draws some concluding remarks. Due to space constraints, all the technical proofs can be found in the Appendix of [23] .
II. BACKGROUND ON THE ADMM
In this Section, we first review the popular ADMM algorithm [5] , [6] , then we introduce the more general relaxed ADMM (R-ADMM) algorithm and some notions of operator theory necessary to derive it. Finally we compare the two versions of ADMM.
A. The ADMM Algorithm
Consider the following optimization problem To solve problem (1) via the ADMM algorithm, we first define the augmented Lagrangian as
where ρ > 0 and w is the vector of Lagrange multipliers. The ADMM algorithm consists in keeping alternating the following update equations
(4) x(k + 1) = arg min x L ρ (x, y(k + 1); w(k + 1)).
Notice that the above formulation is equivalent to the one proposed in [6] except for a change in the order of the updates which however does not affect the convergence properties of the algorithm. Moreover, the ADMM algorithm is provably shown to converge to the optimal solution of (1) for any ρ > 0 assuming that L 0 has a saddle point [6] .
B. The Relaxed ADMM
The ADMM described above however is only a particular case of the so-called relaxed ADMM, which is derived from the application of the relaxed Peaceman-Rachford splitting (R-PRS), which we shall briefly introduce in the following, to the dual of problem (1) . First of all, though, we recall the following definition that will be useful.
Definition 1 (Proximal and reflective operators): Let X be a Hilbert space and f : X → R ∪ {+∞} be a closed, proper and convex function. We define the proximal operator of f with penalty ρ > 0, prox ρf : X → X , as
Moreover, we define the relative reflective operator as refl ρf = 2 prox ρf −I.
Consider now the optimization problem min x∈X {f (x) + g(x)} with f , g closed, proper, convex and not necessarily smooth functions. We define the Peaceman-Rachford operator as T P RS = refl ρf • refl ρg and hence the the R-PRS consists of the following iteration
where z is an auxiliary variable and the optimum to the problem can be recovered from the limit z * of the iterate z(k) as x * = prox ρg (z * ).
An implementation of the R-PRS is given by the following equations
where notice that the task of computing the proximal operators at the current iterate is split between equations (7) and (8), hence the name.
Since the PR operator is nonexpansive, i.e. it has Lipschitz constant equal to one, it is possible to prove that the R-PRS converges to a fixed point of T P RS [18] . As mentioned above, the relaxed ADMM (R-ADMM) algorithm can be derived applying the R-PRS method to the Lagrange dual of problem (1) , that is to
and f * , g * are the convex conjugates of f and g 2 . The derivation of problem (10) can be found in [24] , [15] . Observe that, given the structure of problem (1) (i.e., proper closed and convex functions and linear constraints) there is no duality gap and, in turn, the optimal solutions of (1) and of (10) attain the same optimal value. The motivation for dealing with the Lagrange dual problem relies on the fact that the minimization in (10) is performed over a single variable, thus allowing for the use of the R-PRS algorithm described in (7) , (8) and (9) . Lemma 11 in [24] shows now that the update (7) and the update (8), applied to the dual problem, can be conveniently computed by, respectively,
and
The R-ADMM consists therefore in applying iteratively the set of five equations given by the two equations in (11) , the two equations in (12) and equation (9). A more compact formulation of the R-ADMM can be now be derived, which relates it to the ADMM of equations (3)- (5) . Indeed it can be shown that the following updates are equivalent to the five equations of the R-ADMM (11), (12) and equation (9) [24] .
x(k + 1) = arg min
The ADMM algorithm in (3)-(5) can be recovered from this formulation of the R-ADMM by setting α = 1/2, which cancels the additional terms weighted by 2α − 1.
It is of notice that the R-ADMM has two tunable parameters, ρ and α, against the only one of the ADMM, ρ, which is the cause of the greater reliability of the R-ADMM. Moreover, suitably choosing α can lead to larger convergence rates, see Section V.
III. DISTRIBUTED CONSENSUS OPTIMIZATION
This Section introduces the distributed consensus convex optimization problem that we are interested in, and the solutions obtained by applying the R-ADMM algorithm.
A. Problem Formulation
Let G = (V, E) be a graph, with V the set of N vertices, labeled 1 through N , and E the set of undirected edges. For i ∈ V, by N i we denote the set of neighbors of node i in G, namely,
We are interested in solving the following optimization problem
where f i : R n → R ∪ {+∞} are closed, proper and convex functions and where f i is known only to node i. In the following we denote by x * the optimal solution of (16).
Observe that (16) can be equivalently formulated as
By introducing for each edge (i, j) ∈ E the two bridge variables y ij and y ji , the constraints in (17) can be rewritten as 
In next Section we apply the R-ADMM algorithm described in Section II-B to the above problem.
B. R-ADMM for Distributed Convex Optimization
In this section we propose an implementation of the R-ADMM for distributed convex optimization problems. A direct application of equations (13)- (15) to problem (18) leads to a quite cumbersome algorithm, that has high storage requirements. Therefore we provide an alternative algorithm which is derived directly from the application of the set of five equations in (11), (12) and (9) to the dual of problem (18) . First of all we introduce the dual variables w ij and w ji which are associated to the constraints x i = y ij and x j = y ji . Therefore, since the vector z has the same dimension of the vector w, this implies the presence of also the variables z ij and z ji for any (i, j) ∈ E. We have the following Proposition.
Proposition 1: The implementation of the R-ADMM algorithm described in the set of five equations given in (11), (12) and (9) applied to the dual of problem (18) , reduces to alternating between the following two updates
for all i ∈ V , and
for all (i, j) ∈ E.
Remark 1: Observe that the reformulation of (11), (12) and (9) as in Proposition 1 is possible for the particular structure of Problem (18) and, in particular, for the structure of the constraints Ax + y = 0. In general, given a set of constraints Ax + By = c being A, B and c generic matrices and vector, such reformulation might not be possible.
The previous proposition naturally suggests a distributed implementation of the R-ADMM in which each node i stores in its local memory the variables x i and z ij , j ∈ N i . Then, at each iteration of the algorithm, each node i first collects the variables z ji , j ∈ N i ; second, updates x i and z ij according to (19) and the first of (20), respectively; finally, it sends z ij to j ∈ N i . Differently to the natural implementation just briefly described, we present a slightly different implementation building upon the observation that each node i, to update x i as in (19) requires the variables z ji rather than z ij for j ∈ N i . Consequently, we assume node i stores in its memory and is in charge for the update of z ji , j ∈ N i . The implementation is described in Algorithm 1.
Input: Set the termination condition K > 0. For each node i, initialize x i (0) and z ji (0), j ∈ N i . k ← 0; while k < K each agent i do compute x i (k) according to (19) ; for all j ∈ N i , compute the quantity q i→j as
for all j ∈ N i , transmit q i→j to node j; gather q j→i from each neighbor j; update z ji as
k ← k + 1; end Algorithm 1: Modified distributed R-ADMM.
Finally we state the convergence properties of Algorithm 1, which follow from that of the R-PRS.
Proposition 2: Consider Algorithm 1. Let (α, ρ) be such that 0 < α < 1 and ρ > 0. Then, for any initial conditions, the trajectories k → x i (k), i ∈ V , generated by Algorithm 1, converge to the optimal solution of (16), i.e.,
for any x i (0) and z ji (0), j ∈ N i .
IV. DISTRIBUTED R-ADMM OVER LOSSY NETWORKS
The distributed algorithm illustrated in the previous section works under the standing assumption that the communication channels are reliable, that is, no packet losses occur. The goal of this section is to relax this communication requirement and, in particular, to show that Algorithm 1 still converges, under a probabilistic assumption on communication failures which is next stated. Assumption 1: During any iteration of Algorithm 1, the communication from node i to node j can be lost with some probability p.
In order to describe the communication failure more precisely, we introduce the family of independent binary random variables L ij (k), k = 0, 1, 2, . . ., i ∈ V, j ∈ N i , such that 3
We emphasize the fact that independence is assumed among all L ij (k) as i, j and k vary. If the packet transmitted, during the k-th iteration by node i to node j is lost, then L ij (k) = 1, otherwise L ij (k) = 0.
In this lossy scenario, Algorithm 1 is modified as shown in Algorithm 2.
for all j ∈ N i , transmit q i→j to node j; if for j ∈ N i , q j→i is received then update z ji as
Algorithm 2: Robust distributed R-ADMM.
In this case, at k-th iteration node i updates x i as in (19) . Then, for j ∈ N i , it computes q i→j as in (23) and transmits it to node j. If node j receives q i→j , then it updates z ij as z ij (k + 1) = (1 − α)z ij (k) + αq i→j , otherwise z ij remains unchanged, i.e., z ij (k + 1) = z ij (k). This last step can be compactly describes as
We have the following Proposition. Proposition 3: Consider Algorithm 2 working under the scenario described in Assumption 1. Let (α, ρ) be such that 0 < α < 1 and ρ > 0. Then, for any initial conditions, the trajectories k → x i (k), i ∈ V, generated by Algorithm 2, converge almost surely to the optimal solution of (16), i.e.,
with probability one, for all i ∈ V, for any x i (0) and z ji (0), j ∈ N i .
Notice that the idea behind Proposition 3 is to show that the randomized ADMM described above conforms to the stochastic formulation of the PR splitting, introduced in [25] , [12] , whose convergence result therefore holds. The details can be found in the technical note [23] .
Remark 2: We have restricted the analysis to the case of synchronous communication since we were mainly interested in investigating the algorithm performance in the presence of packet losses. The practically more appealing asynchronous scenario will be the focus of future research.
Remark 3: Observe that Proposition 2, for the case of reliable communications, and Proposition 3, regarding the lossy scenario, share exactly the same region of convergence in the space of the parameters. This means that Algorithm 1 remains provably convergent if 0 < α < 1 and ρ > 0 in both cases. However, observe that the result is not necessary and sufficient and, in particular, the convergence might hold also for value of α ≥ 1. Indeed, in the simulation Section V we show that, for the case of quadratic functions f i , i ∈ V, the region of attraction in parameter space is larger. Moreover, despite what suggested by the intuition, the larger the packet loss probability p, the larger the region of convergence. However, this increased region of stability is counterbalanced by a slower convergence rate of the algorithm.
V. SIMULATIONS
In this section we provide some experimental simulations to test the proposed R-ADMM Algorithm 2 to solve distributed consensus optimization problems (16) . We are particularly interested in showing the algorithm performances in the presence of packet losses in the communication among neighboring nodes. To simplify the numerical analysis we restrict to the case of quadratic cost functions of the form
for each node i. In this case the update of the primal variables becomes linear and, in particular, Eq. (19) reduces to
We consider the family of random geometric graphs with N = 10 and communication radius r = 0.1[p.u.] in which two nodes are connected if and only if their relative distance is less that r. We perform a set of 100 Monte Carlo runs for different values of packet losses probability p, step size α and penalty parameters ρ. First of all, for different values of packet loss probability p and for fixed values of step size α = 1 and penalty ρ = 1, Figure 1 shows the evolution of the relative error log x(k) − x * x * computed with respect to the unique minimizer x * and averaged over 100 Monte Carlo runs. As expected, the higher the packet loss probability, the smaller the rate of convergence. Indeed, failures in the communication among neighboring nodes negatively affect the computations. Figure 2 plots the stability boundaries of the R-ADMM Algorithm 2 as function of step size α and penalty ρ for different packet loss probabilities p. More specifically, each curve in Figure 2 represents the numerical boundary below which the algorithm is found to be convergent and above which, conversely, the algorithm diverges. In this case the results turn out extremely interesting. Indeed, given α and ρ, for increasing packet loss probability p, the stability region enlarges. This means that the higher the loss probability is, the more robust the algorithm is. The numerical findings are perfectly in line with the result of Proposition 3, telling us that for α ∈ (0, 1) the algorithm converges for any value of ρ. However, it suggests the additional interesting fact that the theory misses to capture a larger area -in parameters space and depending on p -for which the algorithm still converges. This will certainly be a direction of future investigation. Finally, Figure 3 reports the evolution of the error as a function of different values of the step-size α. Notice that to values of α that are larger than 1/2 correspond faster convergences. Recalling that setting α = 1/2 yields the standard ADMM, then it is clear that the use of the R-ADMM can speed up the convergence, which motivates its use against the use of the classic ADMM. 
VI. CONCLUSIONS AND FUTURE DIRECTIONS
In this paper we addressed the problem of distributed consensus optimization in the presence of synchronous but unreliable communications. Building upon results in operator theory on Hilbert spaces, we leveraged the relaxed Peaceman-Rachford Splitting operator to introduced what is referred to R-ADMM. We showed that the R-ADMM is a generalization of the well known ADMM. Then we introduced an algorithmic reformulation of the R-ADMM that has low computational, memory and communication requirements. Interestingly the algorithm, besides being extremely light from both the communication and memory point of views, turns out the be provably robust to random communication failures. Indeed, we rigorously proved how, in the lossy scenario, the region of convergence in parameters space remains unchanged compared to the case of reliable communication; yet, we numerically showed that the region of convergence is positively affected by a larger packet loss probability. The drawback lies in a slower convergence rate of the algorithm.
There remain many open questions paving the paths to future research directions such as analysis of the asynchronous case and generalization of the results to more general distributed optimization problems.
