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Abstract
In this paper, we use the biorthogonal wavelets recently constructed by Dahlke and Weinreich to implement a highly e cient procedure for solving a certain class of one-dimensional problems, @ 2l @x 2l u = f ; l 2 Z; l > 0 .
For these problems, the discrete biorthogonal wavelet transform allows us to set up a system of Wavelet-Galerkin equations in which the scales are uncoupled, so that a true multiscale solution procedure may be formulated. We prove that the resulting sti ness matrix is in fact an almost perfectly diagonal matrix (the original aim of the construction was to achieve a block diagonal structure) and we show that this leads to an algorithm whose cost is O(n). We also present numerical results which demonstrate that the multiscale biorthogonal wavelet algorithm is superior to the more conventional single scale orthogonal wavelet approach both in terms of speed and in terms of convergence. The aim of the Dahlke-Weinreich construction is to obtain a scale-decoupled system of Wavelet-Galerkin equations for such problems by forcing the sti ness matrix to be block diagonal. With orthogonal wavelets, there is insu cient freedom to achieve decoupling of the scales. The generalization to biorthogonal wavelets, however, provides the extra degrees of freedom needed. The Dahlke-Weinreich construction allows us to generate biorthogonal wavelets which exhibit the scale-decoupling property, using any orthogonal wavelet as a starting point.
We recall that the Daubechies orthonormal compactly supported wavelets 1] have arbitrarily high regularity i.e. they may exactly represent polynomials of degree N=2 ? 1, where N is the number of non-zero lter coe cients de ning the scaling function. When the Dahlke-Weinreich construction is applied to Daubechies' wavelets, the resulting biorthogonal wavelets also exhibit smoothness which increases with N.
Here we outline our own numerical experiments using these new biorthogonal wavelets.
We observe both numerically and theoretically that the resulting sti ness matrices for the above class of problems are not just block diagonal, but almost perfectly diagonal, under the application of the discrete biorthogonal wavelet transform. This allows us to develop an O(n) solution procedure in which we solve for each of the scales separately. We implement the procedure and present convergence and cost results for our implementation.
In our discussion, we focus on problems with periodic boundary conditions. An approach for utilizing wavelet based periodic solvers for elliptic boundary value problems is discussed in 13 
In addition, we require that the primary and dual functions satisfy 
The following scaling relations hold true
where the coe cient sequences are assumed to be of even length, N, and
Note that Eq. (3) are automatically satis ed by the above de nitions of b k andb k .
As with orthogonal wavelets, the non-vanishing integral of the scaling function leads to the constraints X k a k = 2 and
In addition, Eq. (4) leads to the following condition on the lter coe cients: represent a single stage in the decomposition and reconstruction process. In order to obtain the complete transforms these equations must be applied recursively over all scales m.
Next, we give the matrix form of the primary and dual DBWTs and their inverses. We use the notation W n to denote the matrix which operates on some n-dimensional vectorc to produce the rst stage of its primary DBWT. Likewise, we use the notationW n for the rst stage of the dual DBWT. Then Eq. (16) and (17) To conclude this section, we make the following remarks.
1. The application of Eq. (16) and (17) to nite length sequences leads to problems at the boundaries. One possible solution is to develop wavelets which are adapted to an interval on the real line. In this discussion, however, we assume that the sequences are either periodic or periodizable by a smooth extension. The structure of the matrices H, G,H andG re ect this assumption.
2. The DBWT di ers from the orthogonal discrete wavelet transform in that W n is not an orthogonal matrix i.e. W ?1 n 6 = W T n in general. In the language of subband coding, this means that we cannot expect perfect reconstruction if we use the same FIR lters for decomposition and reconstruction. Perfect reconstruction now requires that we have four lters instead of the two that were required with orthogonal wavelets. This is illustrated in Figure 1 , in which we use the symbol x to denote the sequence x k and x to denote the time reversed sequence x ?k .
3. Finally, we note that the DBWT, like its orthogonal counterpart, is an O(n) procedure. This is evident from a factorization of the matrix W n into blocks as described in 2]:
W n = 2 6 6 6 4 odd ? even shuffle 3 7 7 7 5 1 p 2 2 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 
The Dahlke-Weinreich construction to achieve condition (21) is summarized as follows: 
Properties of the Dahlke-Weinreich Wavelets
Recall that the aim of the construction was to achieve 
Note that these are exactly the coe cients of the corresponding nite di erence sti ness matrix. In particular, when l = 1, we obtain the familiar centered di erence scheme for the second derivative operator:
< 00 (:); (: ? k) > = ?1;k ? 2 0;k + 1;k :
(25) Table 1 gives the lter coe cients of the biorthogonal wavelets adapted to @ 2 @x 2 , which are derived from the Daubechies 12 coe cient wavelet. Figure 2 shows the corresponding biorthogonal scaling functions and wavelets. (20) in O(n) time using a Wavelet-Galerkin approach. Our discussion focuses on problems with periodic boundary conditions. An approach for applying Wavelet-Galerkin periodic solvers to more general elliptic boundary value problems is described in 13] and 14]. 
The Wavelet-Galerkin Equations
i:e: 2 2lm 2 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 5 2 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 5 = 2 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 (30) produces a system of equations in which the sti ness matrix is partially diagonalized.
Applying further stages of the dual DBWT leads to a system with an almost perfectly diagonal sti ness matrix:
K deccdec =~s dec (37) wherec dec and~s dec are the primary DBWT ofc m and the dual DBWT of~s m respectively and K dec is the 2D dual DBWT of K m (obtained by applying the 1D transform to every column and then to every row). Since K dec is almost perfectly diagonal, the solution of Eq. (37) requires no more than O(n) operations. We recall that the DBWT and its inverse require O(n) operations, so that the solution of Eq. (30) is also an O(n) procedure. Figure 3a shows the sparse structure of the sti ness matrix, K dec , for the operator @ 4 @x 4 on the periodic interval 0; 1) with m = 7. The biorthogonal wavelets used to form the sti ness matrix were derived from Daubechies 10 coe cient wavelets. Figure 3b shows the structure of the sti ness matrix that would have been obtained if we used Daubechies 10 coe cient orthogonal wavelets instead.
Scaling Function Coe cients and Expansions
Finally, we need to determine the cost of evaluating the scaling coe cients of f m (x) and performing the expansion of u m (x) in Eq. (26). At rst sight, the temptation might be to where f j+n = f j . Eq. (39) leads to the system 2 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 5 = 2 ? m 2 2 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 ::: 0 ::: 0 0 3 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 5 2 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 
i:e: 2 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 :::
u n?1 3 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 5 = 2 m 2 2 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 5 2 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 5 : (42) Thus u m (x) may be computed from its scaling coe cients in O(n) time.
Multiscale Solution Algorithm
Compute the dual scaling function coe cients,~s m , of f(x). O(n) 
where u(x) is periodic with period 1 and has zero mean. ) whereas the truncation error for the orthogonal wavelet This conclusively shows that the multiscale algorithm o ers a considerable improvement in e ciency over the other two methods.
Conclusions
The construction of Dahlke and Weinreich opens new possibilities for the development of rapid and highly accurate solution procedures for ODEs and PDEs. We have shown that their construction leads to an almost perfectly diagonal sti ness matrix when the WaveletGalerkin method is applied to a certain class of problems. This trivializes the task of inverting the sti ness matrix, allowing us to solve such problems is O(n) time.
Work on adaptation of wavelets to more general di erential operators as well as to higher dimensions has been done by Dahlke 
