Abstract. In this article we extend the exact simulation methods of Beskos, Papaspiliopoulos and Roberts [Bernoulli 12 (2006[Bernoulli 12 ( ), 1077[Bernoulli 12 ( -1098 to the solutions of one-dimensional stochastic differential equations involving the local time of the unknown process at point zero. In order to perform the method we compute the law of the skew Brownian motion with drift. The method presented in this article covers the case where the solution of the SDE with local time corresponds to a divergence form operator with a discontinuous coefficient at zero. Numerical examples are shown to illustrate the method and the performances are compared with more traditional discretization schemes.
Introduction

Presentation
Exact simulation methods for trajectories of one-dimensional SDEs have been a subject of much interest in the last years, see for example [4-6, 27, 29] . Unlike the classical simulation methods which all involve some kind of discretization error (we mention [3] for the Euler scheme), the exact simulation methods are constructed in such a way that they do not present any discretization error under the strong hypothesis that the diffusion coefficient is constant and equal to one. In the last years, the original method presented in the fundamental article [4] has been extended to overcome various limitations of the initial algorithm; it has been generalized to include the cases of unbounded drifts ( [5, 7] ). 42 P. Étoré and M. Martinez On the other hand, the numerical simulation of SDEs corresponding to divergence form operators L D r:
a.x/r Ã involving a discontinuous coefficient a has been also the subject of various studies in the last years. Indeed these operators are of great importance since they appear in a wide range of modelling problems involving diffusion phenomena in discontinuous media. Among applications, we can mention ecology ( [9] ), geophysics ( [18, 19] ), astrophysics ( [33] ), or magneto/electroencephalography ( [13] ).
In the one-dimensional context, various random walks and an Euler scheme have been studied for the simulation of the solution of such SDEs: for random walks we mention [10] [11] [12] 21] ; for the Euler scheme see [22] [23] [24] in the case where the discontinuity of the coefficient in the divergence operator appears at point 0.
Of course, for such SDEs, the order of discretization error of these discretization schemes is usually greater than those obtained in a more classical context.
An important problem comes from the fact that SDEs corresponding to divergence form operators do not enter the classical scope of SDEs covered by the exact simulation methods.
The main difficulty is that these SDEs include an additional term, which involves in dimension one the local time of the unknown process (in dimension greater than one, it involves the local time of a one-dimensional auxiliary process; see [8] ). In fact, the laws of the solution of such one-dimensional SDEs are no longer absolutely continuous with respect to the Wiener measure.
In this paper we present a first attempt for the adaptation of the exact simulation methods of [4] to one-dimensional SDEs with an additional term that involves the local time of the unknown process at point 0. Namely, our object of study is .X t / t 0 solution of where jˇj < 1 (withˇ¤ 0) and L 0 t .X/ is the symmetric local time of X in zero at time t ; the reason why we only deal with jˇj < 1 is that there is no solution to (1.1) whenˇ> 1 (the case where jˇj D 1 corresponds to a reflected diffusion and we do not include it in our discussion). The reason why we restrict ourselves to the caseˇ¤ 0 is made clear in Section 3 (see Remark 3.2 and also the conclusion of the paper).
Note that when is identically equal to 1 and N b is identically equal to 0, the solution .X t / of (1.1) is a standard skew Brownian motion (SBM in short). Under mild assumptions concerning N b and standard ellipticity conditions on , it is known that there exists a unique strong solution .X t / t 0 to (1.1) (see [16] for details).
Exact simulation of one-dimensional stochastic differential equations 43 Let us emphasize that this work includes the situation where N b may be discontinuous at 0. So that the results of this paper are also suited for the situation stated in [23, 24] where the solution of (1.1) corresponds to a divergence form operator whose coefficient is discontinuous at 0 (and is sufficiently smooth elsewhere). We show a numerical example to illustrate this interesting case.
Let us now briefly explain our main idea. When Á 1, we show that the law of .X t / t 0 (solution of (1.1)) is absolutely continuous with respect to the law of some SBM with a drift component. The reason why the SBM with drift appears naturally in our computations is explained in Section 3 (see Remark 3.1).
So, contrary to the already mentioned discretization schemes where the standard SBM is used in force, we do not longer deal with a simple SBM but with a SBM that possesses a drift component. As a consequence, in order to adapt the method of [4] in this setting, we have to be able to simulate bridges of the SBM with drift.
In the last section of the paper, we discuss the limitations of the initial algorithm.
The main issue is to relax the boundedness assumptions made on the drift function N b, as done in [5] for "classical" SDEs. In [5] , the authors use some kind of factorisations for the sample state space of the standard Brownian bridge, which are consequences of William's decomposition theorem for Brownian motion. Proving similar factorisations for the skew Brownian bridge with drift seems difficult to us. Nevertheless, we have been able to apply a result stated in Pitman-Yor [26] in the case of the standard skew Brownian bridge, which gives a first partial result. Unfortunately, we have not been able to relax the boundedness assumption on the drift function N b and we think that much remains to do in this direction. In our concluding remarks we discuss the particular problem of being able to produce an exact simulation algorithm in the caseˇD 0, which in our opinion should be regarded as a special separate problem. We also draw bold lines for further investigation.
Organisation of the paper
In Section 2 we precise the hypotheses and define the problem we will deal with. We also introduce notations used in the sequel. In Section 3 we present the exact simulation algorithm, adapted from Beskos et al. to our situation. It turns out that, in order to use the algorithm, we need to sample bridges of a SBM with drift. Section 4 is devoted to the computation of the transition probability density of the SBM with drift. Then Section 5 explains how to sample bridges of a SBM with drift, using rejection sampling with Brownian bridges as proposals. Section 6 presents numerical experiments, including a divergence form case. Finally, we discuss possible extensions in Section 7. Denote by C D C.OE0; T ; R/ the set of continuous mappings from OE0; T to R and by C the Borel -field on C induced by the supreme norm.
Let P be a probability measure on .C; C/ and W be a Brownian motion under P together with its completed natural filtration .F t / t 0 . We will denote
Throughout the whole paper, we will make the following assumptions:
The function N b W R ! R is bounded and differentiable on R ;C and R ; with a possible discontinuity at point ¹0º. We suppose that both limits We seek for an exact simulation algorithm of the paths of the solution of the one-dimensional stochastic differential equation
where L 0 t .X/ is the symmetric local time of X in zero at time t.
2.2 Some recalls on SDEs of type (2.1)
Existence and uniqueness
Under the assumptions of the previous section, equation (2.1) possesses a unique strong solution. In fact, performing the bijective change of variable [16] , which deals with a broader class of stochastic differential equations involving the local time of the unknown process.
Note that whenˇD 1 orˇD C1, equation (2.1) possesses a unique strong solution, which is a reflected diffusion at 0, either reflected below 0 (ˇD 1) or above 0 (ˇD C1).
Let us now briefly explain why there is no solution to equation (2.1) when jˇj > 1. Remember that we are working with the symmetric local time L 0 t .X/. Let us denote by L 0;r t .X / (resp. L 0;l t .X /) the right-hand sided local time of the process X (resp. the left-hand sided local time of X ). It is an exercise to prove that if X is a solution of (2.1), then
In particular, we see that when jˇj > 1, there is no solution to (2.1) (otherwise the symmetric local time of X would be negative!).
Strong Markov property
The proof of the strong Markov property for solutions of equation (2.1) is a separate problem from the one of existence and uniqueness. We refer to [15] for a rigorous proof. In the multidimensional context of diffusion processes with generalized drift, the proof of the Markov property may be found in [32] . Throughout the whole paper, we use the following notations:
We note
2 dy:
We set
the constant K denotes an upper bound of the function Q .
In what follows, Bˇ; will denote the SBM of parameterˇand drift . That is to say Bˇ; is the strong solution of (2.1) in the case N b Á , namely
We will denote by pˇ; .t; x; y/ the transition probability density of Bˇ; .
Note that, with this notation, p 0; .t; x; y/ is the transition probability density of the Brownian motion with constant drift 2 R, namely
Note also that pˇ; 0 .t; x; y/ is the transition probability density of the SBM of parameterˇ(without drift), see [20] .
We set 0 WD inf t 0 W Bˇ; t D 0 with the convention inf.;/ D C1:
We will denote by h.x; / the density of 0 under P x .
Additional assumptions
In this section, we will make the following additional assumptions:
ˇ¤ 0 (for the reason of this last hypothesis, see Remark 3.2).
We assume that the function z 7 ! .z/ is bounded.
We assume that the function u 7 ! expOEB.u/ .u x/ 2 =2T is integrable.
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Change of probability
Recall that in this case b.z/ WD N b.z/ , where is the constant defined by
Note that sinceˇ¤ 0 by assumption, this constant is well-defined. In the case where N b is continuous at point ¹0º, observe that reduces to N b.0/. We have
In particular, we may perform Girsanov's theorem (see [14, Theorem 3.5 .1]) and we write
where
is a Brownian motion under the new probability W SD defined by
From our assumptions on b, we are in position to apply the symmetric Itô-Tanaka formula to the function
and .X t / t 0 . Applying the occupation's time formula, we obtain 
(where`stands for the Lebesgue measure), we see that
Thus, (3.5) implies that for any functional F .X/ of the path up to time T , one has
Remark 3.1. Note that, because of the definition of b, there is no local time appearing in equality (3.7) after the application of the Itô-Tanaka formula. This ensures that there is no local time involved in the exponential martingale of Girsanov's theorem, which makes it tractable for a numerical perspective. Retrospectively, this explains why in the sequel we have to deal with a SBM with drift instead of a simple standard SBM.
Remark 3.2. We now explain our assumptionˇ¤ 0.
Note that in the caseˇD 0, the constant is no more defined. In fact, in the caseˇD 0, because of the discontinuity of N b, it is no longer possible to get rid of the local time as in (3.6). More precisely, there is no constant Â such that proceeding as the computations in (3.4) and (3.5) with b.x/ WD N b.x/ Â we can cancel the local time term appearing in the exponential weight.
For a more detailed discussion on the caseˇD 0 the interested reader is invited to read the conclusion at the end of this paper.
Exact simulation algorithm (after Beskos et al.)
Considering equation (3.4), we see that the law of X under W SD is that of a SBM with parameterˇand drift .
Following the lines of Beskos et al. in [4] , and considering the computations performed in the above section, we give an algorithm that returns an exact simulation of a skeleton of .X t / t 2OE0;T solution of (2.1) starting from x 0 . where C is the normalizing constant such that R h.y/dy D 1. Keep in memory the value z of Z.
(2) Simulate a Poisson point process with unit density on OE0; T OE0; K. The result is a random number n of points of coordinates .t 1 ; z 1 /; : : : ; .t n ; z n /. This algorithm returns an exact sample of .X t 1 ; : : : ; X t n ; X T / (in particular we get an exact simulation of X T , it is the value z of Z used for an accepted trajectory).
Note that in order to apply the methodology of [4] we have to be able to generate bridges of a drifted SBM Bˇ; . Indeed, this is the key one has to reach for in order to perform the Step 3.
4 Computation of the law of the SBM with drift 4.1 Recalls on the construction of the SBM using a "random flipping" of excursions
In this paragraph, we present a construction of the SBM -solution of (3.2) with D 0 and starting from x D 0 -that gives an understanding of its relation with the standard Brownian motion. The construction is made out from a reflecting Brownian motion with a change of sign of each excursion with probability .1 ˇ/=2. It is explained in [28, p. 487, Exercise 2.16] (we use the same notations as [28] in the explanations below).
Suppose that x D 0. The construction is as follows: let .Y n / n 0 be a sequence of independent random variables taking the values 1 and 1 with probabilities .1 Cˇ/=2 and .1 ˇ/=2 and independent of some Brownian motion B. Let us set .F B t / t 0 the natural filtration generated by B and satisfying the usual right continuity and completeness conditions and We also denote by H WD .Y n W n 0/ the corresponding -algebra generated by the whole sequence .Y n / n 0 and E WD .e s W s 0/ the -algebra generated by all the excursions of B so that E F B . The "good" time clock for the pointwise excursion process .e s / s 0 is the process of time-change . t / t 0 defined as the right continuous with left limit (r.c.l.) inverse of the local time .L 0 t .B// t 0 : so that the excursion process .e s / s 0 may be viewed as a Point poisson process on C 0!0 running in the local time scale.
For each ! in the set on which B is defined, the set of excursions e s .!/ is countable and may be ordered. Define a process Bˇby putting
if s Ä t Ä s and where e s is the n s .e/-th excursion in the above ordering. The random number n s .e/ is a random variable measurable with respect to E, which depends on the whole excursion process e D .e u / u>0 and the time variable s in the local time scale. It may be proved that the process thus obtained is a Markov process and that it is a SBM of parameterˇstarting at x D 0. By construction the -algebras H D .Y n W n 0/ and F B are independent; in particular, if we denote by R.e/ the end point of excursion e, then we have
and thus t is measurable with respect to F B . Note that this construction implies that almost surely,
Bˇ// t 0 may be recovered as the r.c.l. inverse of . t / t 0 . Consequently, it is adapted to .F B t / t 0 and it is independent of H .
Remark 4.1. For a possible extension of this "random flipping of excursions" method for the construction of the solution to the more general equation (2.1) (and possibly solutions of (1.1)), we refer to the article of Lejay [17] , which gives a decomposition of the Itô measure associated to X in the general context of solutions of (1.1). At least in the context of equation (2.1), the result stated in [17] should allow to perform a construction along the same lines as above, flipping the excursions of some reflected process whose law should be the same as the law of jXj. However and up to our knowledge, such a construction has never been explicitly written down in the literature, even in the context of equation (2.1).
Computation of the joint law of SBM and its local time
Let us begin with a direct consequence of the construction explained above in Section 4.1.
Exact simulation of one-dimensional stochastic differential equations 51 Lemma 4.2. Let W be a Brownian motion defined on .C; C; P / and let Bˇbe the strong solution of (3.2) with D 0. We have for all t > 0, Let us now state an intuitive result, which is somewhat not so easy to prove without using the construction explained in Section 4.1. The difficulty comes from the presence of the local time in the equalities below.
Lemma 4.4. We have for all t > 0,
Proof. We start from the construction of SBM using a random flipping of excursions coming from a reflected Brownian motion as explained at Section 4.1. Let S be the space of real sequences .a k / k2N and denote byˆW S N ! R the coordinate function defined byˆ..a k / k2N ; n/ D a n . From the independence of H and F B t and since .L 0 t .Bˇ// t 0 is adapted with respect to .F B t / t 0 , from the properties of the conditional expectation, Proceeding similarly on R , we get
therefore the result.
Using the two last lemmas we can prove the following result.
Proposition 4.5. Let W be a Brownian motion defined on .C; C; P / and let Bˇbe the strong solution of (3.2) with D 0. We have for all t > 0; x 0
Remark 4.6. The result of Proposition 4.5 appears as a corollary of a more general result stated in [31] . Note also that the result of Proposition 4.5 (and consequently the result stated in Proposition 4.7 in the next section) differs slightly from results published by T. Appuhamillage et al. in the recent article [1] where there is a computational error (see also [2] for a discussion). We will detail the computations for the sake of completeness and clarification.
Proof of Proposition 4.5. We divide the proof into three steps.
Step 1. Combining the results of Lemmas 4.2 and 4.4, we have
Step 2. Let x > 0. As
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where h.x; / is the density of 0 under P x . But h.x; / is also the density of
Using the first step of the proof, we have
Using again the strong Markov property, we get
Step 3. It is a consequence of the reflection principle that
Using Steps 1-3, we have the result for x 0 on R C R C . In order to retrieve the result on R R C , we use Steps 1 and 2 with 1C2 replaced by 1 2 and 1 y 0
replaced by 1 y<0 , and the fact that for x 0, 
The law of the SBM with drift
We have the following proposition. 
Note that under Q the process Bˇ; starting from 0 is distributed as Bˇstarting from 0 under P . For any bounded continuous function f and any t 0, we have For x > 0, Proposition 4.5 ensures that P x OEBť 2 dyI L 0 t .Bˇ/ 2 d l has a density with respect to dy d l on R R ;C , and gives mass to the segments of R C ¹0º with the density
³Ã dy:
Let us denote
The measure P x OEBť 2 dyI W t x 2 dw has a density g 
Using this and (4.3) in (4.2), we get
We now compute 
.xCy/ 2 2t
which yields the desired result. The cases y < 0 andˇ< 0 are treated in a similar way. For the case x < 0, we perform the change of variable x 7 ! x, y 7 ! y, 7 ! ˇand 7 ! .
Exact simulation of bridges of a skew motion with drift
For 0 < t < T let us denote by qˇ; .t; T; a; b; y/ the probability density of Bˇ; t knowing that Bˇ; 0 D a and Bˇ; T D b. That is to say P Bˇ; t 2 dy j Bˇ; 0 D a; Bˇ; T D b D qˇ; .t; T; a; b; y/dy:
Note that with these notations, q 0;0 .t; T; a; b; y/ is the probability density of W t knowing that W 0 D a and W T D b. As the law of the Brownian bridge is well known, sampling from q 0;0 .t; T; a; b; y/ is easy.
In order to sample along the law given by qˇ; .t; T; a; b; y/ with a rejection algorithm using Brownian bridges values as proposals, we will use the two following results. Proof. This comes from the Markov property for solutions of (2.1) (see Section 2.2.2 and the references therein). 
For .ˇ; / 2 . 1; 1/ R withˇ < 0, set
Then, pˇ; .t; x; y/ Ä 2˛ ˇ; .t; jxj/p 0; .t; x; y/ Proof. Caseˇ 0. Let t > 0 and x 0. Looking at Proposition 4.7 it is clear that for y < 0, pˇ; .t; x; y/ Ä .1 Cˇ/p 0; .t; x; y/:
For y 0 we have pˇ; .t; x; y/ Ä p 0; .t; x; y/ Cp 2 t exp
where we have used .y x/ 2 Ä .y C x/ 2 (because x; y > 0). We can proceed in a similar way for x < 0 and finally, we get that 8t > 0; 8x; y 2 R; pˇ; .t; x; y/ Ä 2˛p 0; .t; x; y/: Caseˇ < 0. Let us denote
For fixed x 2 R, y 7 ! ˇ; .t; x; y/ is an even function. As we have
2 /N c .z/ has negative first derivative on R C . Therefore y 7 ! ˇ; .t; x; y/ is decreasing on R C and we have Using this and the same kind of computations than in the previous case, we get inequality (5.3). As the roles of x and y are symmetric in ˇ; .t; x; y/, we get (5.4).
We then obtain (5.5), using the same computations as for (5.7). Example 6.1. We first deal with a toy example. We consider the following SDE,
withˇD 0:6, and x 0 D 0:2. Note that, here, the drift
Ã is bounded and of class C 1 on the whole real line. For the exact procedure the constant drift involved in Section 3.2, equals
So we will have to sample bridges of SBM with non-zero drift , using the results of Section 5.
We have first to sample X T from
Step 1 of Algorithm 3.3). This can be done by rejecting standard normal random variables with mean x 0 . Indeed, using (5.3), we have here
Then we accept or reject the proposed value X T , using Steps 2-4 of Algorithm 5.5, with bridges of Bˇ; ,
and K D 20 as un upper bound for Q . We plot on Figure 1 (top and bottom figures) the approximated density obtained with 10 6 simulations of X T , sampled with our exact procedure. On the top figure we plot the approximated densities obtained with 10 6 simulations of the Euler scheme used in [22] and [23] , for decreasing time steps. We can observe the convergence of Euler type simulations to exact ones. Note that to have the Euler scheme fitting the exact procedure we have to take a fine time step (namely t D 10 4 ). This is because, as shown in [22] , the rate of weak convergence of the Euler scheme in this situation is of order .t/ 1=2 , for a smooth initial condition.
On the bottom figure the approximated density is compared with the approximated densities obtained with 10 6 simulations of the random walk based method studied in [12] , for decreasing space steps. Again we can observe the convergence of the process with discretization error.
In Table 1 we report the empirical acceptance ratios for the rejection step using Q and the Poisson point process in the Exact Algorithm 3.3 (this corresponds to the column Exact Algorithm in the table), and for the rejection sampling of bridges of the SBM with drift (this is the average acceptance ratio in this case).
Exact Algorithm Bridges
Acceptance ratio 0.28 0.18 Table 1 . Acceptance ratios in Example 6.1.
In Table 2 we report the CPU times needed to get the 10 6 simulations, with the three different methods (and with the different discretization steps we have used). Programs were written in C-language and executed on a personal computer equipped with an Intel Core 2 duo processor, running at 2:23 Ghz.
On this example the exact simulation is competitive, compared to schemes with very fine grids.
Exact
Euler (t D 10 n , n D 2; 4) Random walk (h D Table 2 . CPU times for 10 6 simulations of X T .
Example 6.2. We want now to sample along the law of the continuous Markov process X generated by
Note that a.0C/ D 1 ¤ 2 D a.0 /. The coefficient a.x/ is of class C 1 on R ; and R ;C , and uniformly strictly positive and bounded, which ensures the existence of X; in addition, X solves
Secondly, we have
As . p a/ 0 .x/ is bounded with bounded first derivative on R ; and R ;C , the explicitly known coefficientš We then accept or reject the proposed value Y T by using bridges of Bˇ; and
We take
as an upper bound for Q . We plot on Figure 2 the approximated density computed with 10 7 simulations of X T for x 0 D 0:0 and T D 1, obtained from the exact procedure. We plot on the same figure the approximated densities obtained with the Euler scheme and the random walk approximation mentioned in Example 6.1. We report in Table 3 the acceptance ratios. 
Exact Algorithm Bridges
Acceptance ratio 0.017 0.5 Table 3 . Acceptance ratios in Example 6.2.
Remark 6.3. Note that the acceptance ratio for the algorithm in the first example in Table 1 is quite low but decreases to less than 2% in Table 3 in the context of the second example. These figures are closely related to the measurement of the "distance" between the measure of the initial process from the reference measure and so these limitations of the algorithm arise even in the "classical" setting of the reference article [4] (for example with a rapidly varying drift). Nevertheless, in terms of CPU time, the performance of the algorithm seems quite competitive, in comparison with those of discretization schemes.
Remark 6.4. Note that, at least graphically and contrary to what we can see on Figure 1 , the transition density plotted on Figure 2 seems to be continuous at 0: this matches the well-known theoretical result, which asserts that the transition density of diffusion semigroups corresponding to elliptic divergence form operator of the form (6.2) is always continuous. We refer to Stroock [30] for a proof based on the self-adjoint properties of these semi-groups and Nash's inequality.
Remark 7.2. Note that ifˇD 0, we retrieve after easy computations the wellknown result that gives the Laplace transform of the law of the hitting time of z by a standard Brownian motion starting from x.
Proof. We only sketch the proof. The different cases may be easily conjectured from the description of the excursion measure for the SBM .Bˇ; 0 s / s 0 and the known facts concerning the standard Brownian motion (decomposition of the different cases when a SBM reaches z starting from x). In order to check rigorously the validity of the result, one may verify that the formulas (7.1) yield a solution of Dynkin's problem associated to the generator of .Bˇ; (see [20] ). In particular, the density`ˇ; 0 .t; x; y/dy of the SBM with respect to the speed measure m.dy/ is given bỳˇ; An open problem is to find a description of these laws and to give a procedure in order to simulate these laws exactly.
Concluding remarks
In this paper we presented an extension of the exact simulation method of [4] that permits to sample an exact skeleton of a one-dimensional diffusion process skewed at 0. This method may be applied to diffusions related to strongly elliptic divergence form operators that possess a discontinuous coefficient at 0. The basic idea of this contribution depends highly on the possibility to perform a Girsanov transformation such that no local time appears in the Girsanov exponential weight and such that the reference measure is tractable.
In our opinion, this first work should be extended in several directions. Firstly, it is necessary to give a complete treatment of the caseˇD 0 (see Remark 3.2). In this case, there still exists a way to perform a Girsanov transformation such that no local time appears in the Girsanov exponential weight, but then the reference measure becomes that of a Brownian motion with two-valued drift (see [14] for an introduction to these particular types of Brownian motions). As before, the difficulty arises for the simulation of the bridges in the Step 3 of the algorithm.
Further digging shows that, in this particular situation, the solution of the exact simulation problem in the manner of [4] is closely related to the computation of joint laws for the position together with local and occupation times by an arbitrary Brownian bridge (with no drift) but conditioned on its final position and local time at 0. Even if there exists abundant literature dealing with the Brownian bridge, there is no result for such joint laws.
Consequently, we believe that performing a totally exact simulation algorithm in full generality in the caseˇD 0 appears to be outside the scope of this paper. Note that a satisfactory treatment of the caseˇD 0 is crucial if one has the objective to deal with the even more general case, where the discontinuity of b and the local time appear at distinct space points.
Secondly, various questions arise in the treatment of "skewness": how can we overcome the restraining boundedness assumption on the drift function N b? What about a one-dimensional diffusion process skewed at a finite number of points?
