We compare the short-to medium-term accuracy of five variants or extensions of the LeeCarter method for mortality forecasting. These include the original Lee-Carter, the Lee-Miller and Booth-Maindonald-Smith variants, and the more flexible Hyndman-Ullah and De Jong-Tickle extensions. These methods are compared by applying them to sex-specific populations of 10 developed countries using data for 1986-2000 for evaluation. All variants and extensions are more accurate than the original Lee-Carter method for forecasting log death rates, by up to 61%. However, accuracy in log death rates does not necessarily translate into accuracy in life expectancy. There are no significant differences among the five methods in forecast accuracy for life expectancy.
Introduction
The future of human survival has attracted renewed interest in recent decades. The historic rise in life expectancy shows little sign of slowing, and increased survival is a significant contributor to population ageing. In this context, forecasting mortality has gained prominence. The future of mortality is of interest not only in its own right, but also in the context of population forecasting, on which economic, social and health planning is based. The future provision of health and social security for ageing populations is now a central concern of countries throughout the developed world.
This renewed interest in mortality forecasting has been accompanied by the development of new and more sophisticated methods; for a review, see Booth (2006) . A significant milestone was the publication of the Lee-Carter method (Lee and Carter, 1992) , which is regarded as among the best currently available and has been widely applied (e.g., Lee and Tuljapurkar, 1994; Wilmoth, 1996; Tuljapurkar et al., 2000; Li et al., 2004; Lundström and Qvist, 2004; Buettner and Zlotnik, 2005) . The Lee-Carter method was a significant departure from previous approaches: in particular it involves a two-factor (age and time) model and uses matrix decomposition to extract a single time-varying index of the level of mortality, which is then forecast using a time series model. The strengths of the method are its simplicity and robustness in the context of linear trends in age-specific death rates. While other methods have subsequently been developed (e.g., Brouhns et al., 2002; Renshaw and Haberman, 2003a,b; Currie et al., 2004; Bongaarts, 2005; Girosi and King, 2006) , the Lee-Carter method is often taken as the point of reference.
The underlying principle of the Lee-Carter method is the extrapolation of past trends. The method was designed for long-term forecasting based on a lengthy time series of historic data. However, significant structural changes have occurred in mortality patterns over the twentieth century, reducing the validity of experience in the more distant past for present forecasts. Thus, judgement is inevitably involved in determining the appropriate fitting period. If a longer fitting period is not advantageous, the heavy data demands of the Lee-Carter method can be somewhat relaxed. Whether length of fitting period significantly affects forecast accuracy has not been systematically evaluated. 
where m x,t is the central death rate at age x in year t, k t is an index of the level of mortality at time t, a x is the average pattern of mortality by age across years, b x is the relative speed of change at each age, and x,t is the residual at age x and time t. The a x are calculated as the average of ln m x,t over time, and the b x and k t are estimated by singular value decomposition (Trefethen and Bau, 1997) . Constraints are imposed to obtain a unique solution: the a x are set equal to the means over time of ln m x,t and the b x sum to 1; the k t sum to zero.
The Lee-Carter method adjusts k t by refitting to total observed deaths. This adjustment gives greater weight to ages at which deaths are high, thereby partly counterbalancing the effect of using the logarithm of rates in the Lee-Carter model. The adjusted k t is extrapolated using ARIMA time series models (e.g., Makridakis et al., 1998) . Lee and Carter used a random walk with drift model. The model is
where d is the average annual change in k t , and e t are uncorrelated errors. Lee and Carter used a dummy variable to take account of the outlier resulting from the 1918 influenza epidemic. Forecast age-specific death rates are obtained using extrapolated k t and fixed a x and b x . In this case, the jump-off rates (i.e., the rates in the last year of the fitting period or jump-off year) are fitted rates.
It should be noted that the Lee-Carter method does not prescribe the linear time series model of a random walk with drift for all situations. However, this model has been judged to be appropriate in almost all cases; even where a different model was indicated, the more complex model was found to give results which were only marginally different to the random walk with drift (Lee and Miller, 2001 ). Further, Tuljapurkar et al. (2000) found that the decline in mortality was constant (i.e., k t was linear) for the G7 countries, reinforcing the use of a random walk with drift as an integral part of the Lee-Carter method. 
The Lee-Miller variant
The Lee-Miller variant differs from this basic Lee-Carter method in three ways:
1 the fitting period is reduced to commence in 1950;
2 the adjustment of k t involves fitting to e(0) in year t;
3 the jump-off rates are taken to be the actual rates in the jump-off year.
In their evaluation of the Lee-Carter method, Lee and Miller (2001) noted that for US data the forecast was biased when using the fitting period 1900-1989 to forecast the period 1990-1997.
The main source of error was the mismatch between fitted rates for the last year of the fitting period (1989) and actual rates in that year; this jump-off error or bias amounted to 0.6 years in life expectancy for males and females combined (Lee and Miller, 2001, p.539) . Jump-off bias was avoided by constraining the model such that k t passes through zero in the jump-off year.
It was also noted that the pattern of change in mortality was not fixed over time, as the Lee-Carter model assumes. Based on different age patterns of change (or b x patterns) for 1900 -1950 and 1950 -1995 , Lee and Miller (2001 adopted 1950 as the first year of the fitting period. This solution to evolving age patterns of change had been adopted by Tuljapurkar et al. (2000) .
The adjustment of k t by fitting to e(0) was adopted to avoid the use of population data as required for fitting to D t (Lee and Miller, 2001 ).
The Booth-Maindonald-Smith variant
The Booth-Maindonald-Smith variant also differs from the Lee-Carter method in three ways:
1 the fitting period is chosen based on statistical goodness-of-fit criteria under the assumption of linear k t ; 2 the adjustment of k t involves fitting to the age distribution of deaths;
3 the jump-off rates are taken to be the fitted rates based on this fitting methodology. is computed for all possible fitting periods (i.e., varying the starting year but holding the jump-off year fixed) and the chosen fitting period is that for which this ratio is substantially smaller than for periods starting in previous years.
The procedure for the adjustment of k t was modified. Rather than fit to total deaths, D t , the BoothMaindonald-Smith variant fits to the age distribution of deaths, D x,t , using the Poisson distribution to model the death process and the deviance statistic to measure goodness of fit (Booth et al., 2002) .
The jump-off rates are taken to be the fitted rates under this adjustment.
The Hyndman-Ullah functional data method
The approach of Hyndman and Ullah (2005) uses the functional data paradigm (Ramsay and Silverman, 2005) for modelling log death rates. It extends the Lee-Carter method in the following ways:
1 mortality is assumed to be a smooth function of age that is observed with error; smooth death rates are estimated using nonparametric smoothing methods; 2 more than one set of (k t , b x ) components is used; 3 more general time series methods than random walk with drift are used for forecasting the coefficients; state space models for exponential smoothing are used;
4 robust estimation can be used to allow for unusual years due to wars or epidemics;
The Hyndman-Ullah approach can be expressed using the equation
where a(x) is the average pattern of mortality by age across years, b j (x) is a "basis function" and for j = 1, . . . , J are estimated using principal component decomposition. The error term σ t (x) x,t accounts for observational error that varies with age; i.e., it is the difference between the observed rates and the spline curves. The error term e t (x) is modelling error; i.e., it is the difference between the spline curves and the fitted curves from the model.
In our implementation of the Hyndman-Ullah method, we do not use robust estimation. Rather, the fitting period is restricted to 1950 on, thus avoiding outliers. This was found to give slightly more accurate forecasts than using all the data with robust estimation. We use J = 6 for all data sets. The results seem relatively insensitive to the choice of J provided J is large enough. We forecast the time series coefficients k t, j for each j using damped Holt's method based on the state space formulation of Hyndman et al. (2002) .
The De Jong-Tickle LC(smooth) model
The approach of De Jong and Tickle (2006) uses the state space framework (Harvey, 1989) for modelling log death rates. State space models encompass a wide range of flexible multivariate time series models of which the Lee-Carter model is a special case. The general framework admits a host of specialisations and generalisations, and includes estimation of unknown parameters, inference, diagnostic checking and forecasting including forecast error calculations. The Lee-Carter model (1) may be written in the form
where y t is the vector of the log-central death rates at each age in year t, a and b are vectors of the corresponding Lee-Carter parameters for each age, k t is an index of the level of mortality in year t as in the Lee-Carter model, and ε t is a vector of error terms at each age in year t.
De developed the more general specification
where X is a known "design" matrix with more rows than columns, unless X = I in which case the model reduces to (4). Model (5) addresses an issue with LC model (4) where there is an a and a b parameter for each age, which means that the k t time series has an independent impact at each age.
In model (5), X having fewer columns than rows means that there are fewer a and b parameters than there are age groups. The effects of the k t time series are not independent across age but are constrained by the structure of X , imposing across-age smoothness. The authors thus termed the model LC(smooth).
It is possible to include several time series components in which case k t is a vector and b is a matrix with one column for each component of k t . Various forms of the matrix X and the time series k t are possible. In the current analysis, the matrix X is based on B-splines (Hastie and Tibshirani, 1990 ) which impose a quadratic form on log-mortality between knots at various ages. A single random walk with drift time series has been used. Maximum likelihood estimates of the model are derived using Kalman filtering and smoothing (Harvey, 1989) . The a parameters are derived from the average of the rates in the jump-off year and the previous year, with the effect that the jump-off rates are smoothed average actual rates. As for Hyndman-Ullah, the fitting period is restricted to 1950 on to avoid outliers. Table 1 along with the dates used to define the fitting periods. 1921 1950 1968 1970 1950 1950 Canada 1921 1950 1974 1976 1950 1950 Denmark 1900 1950 1968 1967 1950 1950 England and Wales 1900 1950 1968 1972 1950 1950 Finland 1900 1950 1971 1971 1950 1950 France 1900 1950 1971 1969 1950 1950 Italy 1900 1950 1968 1968 1950 1950 Norway 1900 1950 1969 1963 1950 1950 Sweden 1900 1950 1976 1969 1950 1950 Switzerland 1900 1950 1962 1962 1950 1950 Note: The fitting period is defined by start year to 1985; the forecasting period is defined by 1986 to 2000.
The data consist of central death rates and mid-year populations by sex and single years of age to 110 years. In the evaluation, data at older ages (age 95 and above) were grouped in order to avoid problems associated with erratic rates at these ages. The evaluation seeks to focus on the performance of methods in the context of reasonably regular data rather than on their ability to cope with irregularities. The data for Australia differ from those used in previous work in that overseas
World War II deaths have been excluded. The five methods were fitted to periods ending in 1985 and used to forecast death rates from 1986 to 2000. The methods are evaluated by comparing forecast log death rates with actual log death rates.
Forecasting error in log death rates (forecast − actual) is averaged over forecast years, countries or ages to give different views of the relative bias of the five methods. The absolute errors are also averaged to provide measures of forecast accuracy. In addition to these errors in log death rates, the error in life expectancy (forecast − actual) is examined. Again, these (and the absolute errors) are averaged over countries or years to give different summary measures.
We investigate forecast bias in the methods using t-tests of zero mean applied to the errors in log death rates averaged across forecast horizon and age. The sexes are treated separately. Similarly, we test for zero mean in the errors in life expectancy averaged across forecast horizon.
Forecast evaluation of the five methods
We refer to the three Lee-Carter variants as LC, LM and BMS, and the two extensions as HU and DJT. The overall mean errors for the 20 populations are shown in Table 2 . The p-values in the bottom row are based on t-tests of zero mean applied to the mean errors given in each column.
These results confirm earlier findings (Lee and Miller, 2001; Booth et al., 2005 ) that the original Lee-Carter method consistently and substantially under-estimates mortality especially for females, as indicated by the relatively large negative average errors. Results for the remaining four methods are fairly similar, but only BMS and HU show no evidence of bias in either female or male mortality. Sex differences in this measure are related to the cancellation of positive and negative errors (compare Table 3 ). Age patterns of error in the log death rates are similar across countries; the average of all countries is shown in Figure 1 . There is a tendency for all methods to underestimate mortality for males aged 30-40 and overestimate mortality for males aged 45+. Similarly, all methods underestimate female mortality at ages 20-45. The LC method produces large negative mean errors at the younger ages, particularly for females, and small positive mean errors at the older ages. This is due to the fact that the longer LC fitting period produces estimates of b x that do not reflect the age pattern of change in the forecasting period. The dominance of the large negative errors at the younger ages accounts for the overall underestimation observed for LC in Table 2 , and for males the greater cancelation of errors accounts for their less-biased forecasts.
Averages across age are also shown in Figure 1 . All methods show similar trends in mean errors, though LC starts from a different level (in line with the overall underestimation of this variant). The cancellation of errors again contributes to the less biased male forecasts (Table 2) .
Errors in life expectancy are shown in Table 4 . In general an underestimate of overall mortality (when measuring error in log death rates - Table 2 ) does not necessarily translate into an overestimate of life expectancy (and vice versa), because of the implicit weights applied to the age pattern of errors over age (Figure 1 ). Statistical significance is also affected by this transformation. For males, all methods underestimate life expectancy, whereas for females no method significantly overor underestimates life expectancy despite, in the case of LC, significant underestimation of log death rates. For this measure, LC does not always produce larger errors than the other methods. The results are further summarized in Figure 2 showing the mean error and mean absolute error in life expectancy by year, averaged across countries. The rate of improvement in male life expectancy is underestimated by all five methods: the shorter fitting period for BMS gives the best results except in the very early years. For females, the rate of improvement is underestimated by LC, and slightly overestimated by BMS. 
Decomposition of differences among the three LC variants
The LC variants evaluated in the previous section are just three of many possible combinations of the different adjustment methods, fitting periods and jump-off choices. In this section, we investigate the effect of each of these factors by comparing all combinations.
The three fitting periods are denoted "long", "1950" and "short", corresponding to the periods used in the LC, LM and BMS variants respectively. Similarly, the adjustment methods used are denoted D t , e(0) and D x,t . We also include no adjustment. The two jump-off choices are fitted rates (as in LC and BMS) or actual rates (as in LM) for jump-off. Thus we have 3×4×2 = 24 Lee-Carter variations.
The three factors (fitting period, method of adjustment and jump-off rates) are independent for LC and LM. For BMS, choice of fitting period is dependent on the shape of the fitted k t , which in turn is influenced to some extent by the method of adjustment, particularly where deviations from linearity occur (see Figure 3) . Australia, both sexes combined, 1921 Australia, both sexes combined, -2000 . The e(0) method of Lee and Miller (2001) and the D x,t method of Booth et al. (2002) The mean absolute error in log death rates from each of the combinations is given in Table 6 , averaged over country, sex, forecast year and age. The mean absolute error in life expectancy is similarly given in Table 7 . In both tables, the LC, LM and BMS variants are marked in bold. Tables 6   and 7 show that amongst the three variants, BMS is best for both accuracy measures (log death rates and life expectancy). However, the tables suggest that a better method would use the short fitting period of BMS, but with no adjustment. In fact, for log death rates, the use of no adjustment is most accurate in all cases.
The largest improvement in forecast accuracy of log death rates compared with the LC method is from 0.384 to 0.154 or 60%. The maximum improvement in forecast accuracy of life expectancy rates is from 0.775 to 0.484 or 38%, but poorer accuracy also occurs (despite not occurring for log death rates).
By way of comparison, the mean absolute error in log death rates for HU is 0.149 and for DJT is 0.150 (an improvement of 61% over LC in both cases). The mean absolute error in life expectancy for HU is 0.657 and for DJT it is 0.711. This is consistent with the earlier findings, that HU and DJT are more accurate than the other methods in forecasting log death rates, but this doesn't translate into greater accuracy for life expectancy forecasts. An indication of the gain in accuracy attributable to the greater statistical sophistication of HU and DJT can be obtained by comparing them with the four results for 1950/fitted rates. The maximum gain in accuracy for HU is 20% for log death rates and 31% for life expectancy. DJT achieves gains of up to 20% and 26% respectively.
The effect of different fitting periods is essentially measuring the effect of different trends in k t . It is seen that mean absolute error in log death rates is consistently greatest for the long fitting period, while mean error in life expectancy is consistently smallest for the short fitting period. The use of 1950 to define the fitting period produces less consistent results: for log death rates some errors are smallest while for life expectancy some errors are largest. These results refer, of course, to the 15-year forecasting period under consideration; a different pattern may emerge for longer forecasting periods. Booth, Hyndman, Tickle & De Jong: 31 May 2006 The effect of adjustment is small compared with the effect of fitting period and jump-off bias, and in some cases is extremely marginal. When fitted jump-off rates are used, any adjustment worsens the forecasts of log death rates; this is partly because the fit to the base model is no longer statistically optimal. Adjustment to D t consistently produces the largest errors in log death rates. For life expectancy, any adjustment tends to improve the forecast, except with a short fitting period, but the optimal adjustment varies. The effect of the different adjustments on life expectancy is complex and depends on the cancellation of errors.
Comparison of fitted and actual jump-off rates gives an indication of the contribution of jump-off error to forecast error. Using actual jump-off rates is generally advantageous. The gain in accuracy is largest when the fitting period is long and when adjustment to D t is used. This explains why jump-off error is particularly large for LC (as indicated by Figures 1 and 2 ). When forecast error is small, jump-off error is marginal. When actual rates are used there are only marginal differences in errors in log death rates between fitting periods or adjustment methods. Given the potentially significant error associated with the use of fitted jump-off rates, actual jump-off rates would seem preferable.
Discussion and conclusions
The results of this comparative evaluation show that while each of the four variants and extensions is more accurate in forecasting log death rates than the original Lee-Carter method, none is consistently more accurate than the others. It was found that on average HU and DJT provided the most accurate forecasts of log death rates; however, the differences among the four methods are small and are not significant. BMS provided marginally more accurate forecasts of life expectancy but there were no significant differences between the five methods for this measure.
The changed ranking of methods depending on the measure of interest highlights the conceptual problem in defining forecast accuracy. Demographers have traditionally focussed on life expectancy but, as has been seen, there is little relation between the relative accuracy of this measure and that of the underlying log death rates which are actually modelled. The two transformations, namely Figure 1 ) and in the long-term lead to unrealistic forecasts of the age pattern of mortality, with flow-on effects on forecasts of population structure. While accuracy in forecasting life expectancy may be important, it is not sufficient. To gain an understanding of forecast error, the evaluation of error in log death rates is essential.
Among the factors defining the three Lee-Carter variants, it has been possible to identify those that are generally advantageous. The shorter fitting periods of LM and BMS result in greater accuracy on average than the longer fitting period. Actual jump-off rates generally do better than fitted jump-off rates, particularly when the model is not a good fit to the data. However, there is no compelling evidence in favour of any of the adjustment methods. Further, among the possible combinations of factors, the combination of short fitting period, no adjustment of k t and fitted jump-off rates produced the smallest errors in log death rates (0.154) while actual jump-off rates were more advantageous for life expectancy. Either of these combinations might thus be adopted at least for the short forecast horizons considered here.
It is noted that Tuljapurkar et al. (2000) did not adjust k t ; they combined this with the 1950 fitting period and fitted jump-off rates. The results of this evaluation show that, for 1950/fitted rates, the choice of no adjustment is advantageous for the accuracy of forecast log death rates but disadvantageous for the accuracy of life expectancy. While these effects are moderate for the 1950 fitting period, they are substantial when the long fitting period is used. It is seen in Figure 3 that adjustment makes a noticeable difference to the trend in k t : specifically, when no adjustment is used the decline is less rapid leading to a lower fitted life expectancy in the jump-off year. This general pattern is observed for all ten populations included in this evaluation. (When the fitting period begins in 1950, adjustment makes little difference to the trend.) For life expectancy, the slower rate of increase from a lower jump-off point produces significant underestimation especially in the longer term. Thus caution should be exercised in using no adjustment with longer fitting periods, especially when combined with fitted jump-off rates. The results confirm the findings of Lee and Miller (2001) for a smaller group of populations. The LM use of actual jump-off rates in order to avoid jump-off bias is generally endorsed. This is particularly important for very short horizons. In the longer term, jump-off bias is less important because it diminishes in size over time due to entropy of the life table whereas error in the trend accumulates over time (Figure 2 ). The indication that actual jump-off rates give greater forecast accuracy than fitted rates might be regarded as undermining the model. However, in all three Lee-Carter variants the model is already less than statistically optimal by virtue of the adjustment of k t . BMS and HU aim to reduce jump-off bias by achieving a better fit to the underlying model; for HU this also involves the use of several basis functions. It is noted that the drift term of a random walk with drift is defined by the first and last points of the fitting period. Thus the better the fit of the underlying model (or its first basis function) to the last point in particular, the smaller the jump-off bias and the more accurate the drift.
The LM variant is, in fact, widely referred to by Lee and others as the Lee-Carter method and it is this variant that is now widely applied. However, the original Lee-Carter method (specifically adjustment of k t to match total deaths) is still used as a point of reference (e.g. Renshaw and Haberman, 2003c; Brouhns et al., 2002) . This analysis suggests that not only is the original LC method a rather poor point of reference when the evaluation is focused on log death rates, but also that the LM variant is not the optimal point of reference (at least on the basis of these averaged results). Actual jump-off rates and no adjustment of k t appears to be a better point of reference for all but the short fitting period where fitted rates are advantageous. Bongaarts (2005) uses as a reference the Lee-Carter method without adjustment. Actual rates may be replaced by the average observed rates over the last two or three years of the fitting period (Renshaw and Haberman, 2003a ).
There has been no attempt in this paper to compare the five forecasting methods on any basis other than forecast accuracy. The HU and DJT methods produce forecast rates that are smooth across age, which may be an advantage in some applications. These methods also provide a general framework which is readily adapted to deal with more complex forecasting problems including forecasting several populations with related dynamics such as a common trend.
While the results are limited to the forecasting period and countries adopted, it is likely that they Booth, Hyndman, Tickle & De Jong: 31 May 2006 may be more widely generalised to other developed countries. The extent to which they may be generalised to other forecasting periods is less clear. Other research comparing different forecasting methods has shown that forecast accuracy is highly dependent on the particular period or population (e.g. Keyfitz, 1991; Murphy, 1995) . In this comparison, however, the methods do not differ substantially, and it remains to be examined whether the details of the basic Lee-Carter method have a different effect in different forecasting periods. It is expected that the more flexible methods of HU and DJT will be better able to forecast less regular mortality patterns (e.g. where the time index does not show a linear trend). For the forecasting period adopted and the countries included, however, these methods do not deliver a marked increase in forecast accuracy.
A final consideration is the ease with which the methods can be implemented. To this end, Hyndman (2006) is an R package which implements the HU, LC, LM and BMS methods, as well as other variants of the Lee-Carter method.
