Introduction
Certain dynamic tests enable the reactivity of compressed explosives (PBX) subjected to shocks to be tested. These are namely: the drop-weight test [8] , the Steven-test [11] , [24] and the Taylor shock test. The place and time of the priming of the chemical reaction particularly depend on the conditions of contact with the wall [5] , [13] , [20] . A numerical simulation of one variant of the Taylor test forms a simple illustration of the influence of the friction conditions upon ignition. This test consists in projecting a sample of explosive (cylindrical sample with a diameter and a height of 18mm) against a steel wall assumed to be pressure-resistant. The thermomechanical characteristics of PBX are given in [21] . Figure 1 shows the influence of the friction coefficient f on the maximal temperature reached by the sample during the impact. A very significant difference of around 200K is obtained between the two cases.
During an impact at these velocities, the normal contact pressures and the sliding velocities between steel and explosive are respectively of around 100MPa and 10 to 100m/s.
Our aim is to recreate these velocity and pressure conditions, but in a configuration enabling the friction to be measured. Certain test benches partially fulfil this aim: tribometer with explosively-generated friction [17] , target-projectile assembly with oblique impact [22] , torsional Hopkinson bars [14] , [15] , [22] , [23] , dynamometrical ring with parallelepipedic sample launched by a gas cannon or by a hydraulic machine [19] and possibly pin on rotating disk [5] .
For the sake of safety, the experiments are developed using an inert material, denoted I1. This material is namely a fine compressed powder (mixture of barium meal BaSO 4 -29.3%wt -, of melanime -65.2%wt -and a binder -5.5%wt -made of an epoxy resin). Its mechanical behaviour closely resembles that of an explosive. This behaviour has previously been studied by carrying out triaxial compression tests [1] . Under compressive loading with high hydrostatic pressure (which is different from a purely hydrostatic loading), the material is able to flow when its plasticity threshold has been attained (here the maximal constraints obtained using triaxial tests are assimilated to a plasticity threshold in order to simplify the behaviour model). The plasticity threshold thus identified is of the Drucker-Prager type [1] .
That is σ, P and σ mises respectively the stress tensor, the hydrostatic pressure and the Von Mises equivalent stress:
(1) where the stress C depends on the strain rate. It equals 25MPa at low strain rates and exceeds 80MPa at those strain rates attained during compression tests on Hopkinson bars (typically 100s -1 ). The coefficient α is constant and equal to 0.64. In the event of uniaxial compressive loading, the criterion corresponds to a maximal acceptable stress of around 30MPa for low strain rates and around 100MPa for strain rates reached on Hopkinson bars [1] .
One way of subjecting the interface to high pressures without fracturing the sample is to confine it. For this, a cylindrical sample of I1 is encased in a quasi-rigid tube. This technique is employed to perform compression tests with quasi-uniaxial strain states [1], [9] , [10] . Friction between the tube interface and the sample is here perceived as a drawback and has been studied in [3] , [4] , [27] . Since the mechanical behaviour of the tube is known, the strain measurements made by means of gauges glued to the external face enable the stresses on the interface to be measured. The idea retained is to slide the cylindrical sample into the tube, which acts as both a sliding surface and a confining vessel (given the Poisson effect of the sample). This principle has already been tested with a hollow sample, through whose length a tightening screw [6] passes. Despite the advantages of this principle, this first device does not allow the sample to be subjected to high pressures. The device being studied in this article allows us to overcome this drawback and to reach pressures of 100MPa at the interface. Our study here is limited to the cases of low relative velocities between the bearing faces.
The detailed description of the experimental configuration and the limits linked to the internal sliding are presented in section 2. A model enabling the identification of the friction parameters based on the measurements is described in section 3. The experimental results on the test examples using an inert material are then presented and analysed in section 4. Finally, section 5 focuses on validating the analysis method.
The experimental layout

The experimental device
The device proposed has been designed to reach high pressure levels. Before the test, the cylindrical sample is confined in a steel tube (c.f. Figure 2) . It is pushed from top to bottom by a mechanical machine. The movement of its base is countered by a spring assembly (of the Belleville type). The stiffness of the spring allows the value of the counterpressure to be controlled. The originality of this assembly lies in that the normal pressure (by Poisson effect on the sample) and the sliding are imposed simultaneously. This allows the full pressure range to be covered, with the pressure gradually increasing along with the displacement. The inner wall of the steel tube was reamed and the sample was turned on a sliding lathe. Both have a weak surface roughness. Gauges are also glued to the external face of the confinement tube so as to measure the axial profile of the circumferential strain (c.f. Figure 2 and Figure 3 ).
Sliding without fracture
A prior study of the competition between internal sliding [26] and interfacial sliding is required to ensure the feasibility of this test. Indeed, further to a fracture, internal sliding of the sample may well be obtained in addition to the sliding at the interface. Internal sliding may even be obtained with some extrusion of material between the tube and the upper piston.
A sliding state (i) described by Coulomb's law between the I1 sample and the tube and a quasi-uniaxial strain state (ii) are considered. The sample is assumed to remain in the elastic domain. On the interface, the stress tensor is of the following form: The equation (2) must be satisfied if the sample is not to be fractured. The limit friction coefficient may thus be defined as: If f>0.45 is measured during the tests, it is almost certain that 100MPa will not be reached without fracturing the material. Naturally, in all cases, the samples must be checked a posteriori for any fractures.
Modelling of the test
The mechanical problem
The interface behaviour cannot be deduced by direct measurements. Indeed, a prior analysis of the test shows that the stress state at the interface is heterogeneous. A model must thus be established enabling this data to be acquired on the basis of measurements of F m and F r (c.f. Figure 6 ). For this, it is firstly necessary for the mechanical state of the sample to be determined.
Given that there is axial symmetry, the null components of the stress tensor σ(r,z) are those indicated in relation (3) . The corresponding strains are also null. The displacement is axisymmetrical, the radial (oriented by u r ) and longitudinal (oriented by u z ) components depend on r and z.
The sample is forced into the tube by using the testing machine. Because of the difference in diameters u ri , the sample is subjected to pre-tightening linked to the radial displacement. If u r tube (r=R,z) represents the radial displacement withstood by the tube at r=R, then we obtain:
That is p(z) and τ(z) the normal and tangential stresses at the interface (at r=R): (r=R,z) and τ(z)=σ rz (r=R,z) . Conventionally, these are positive in compression.
Assuming that the friction at the interface is in accordance with Coulomb's law: the ratio of τ by p is equal to a coefficient f whose value is supposed to be little dependent on p.
However, the pressure range covered during the experiments is far-reaching and possible dependence of the friction coefficient f at pressure p must be envisaged [2] . The retained hypothesis is that a small variation of f as a function of p may be approached by an affine function:
Forces F m and F r are expressed in terms of boundary conditions (at z=0 and at z=L):
Given the tube's thickness and the gap between the rigidities of the materials in contact, the confinement tube is very rigid compared with the sample. In this case, no coupling between the behaviours of the two solids is considered and the presence of the tube may be modelled by a boundary condition of the imposed displacement type. According to (7):
In the event of there being no excess thickness in the assembly and when the friction coefficient is not dependent upon the pressure, a two-dimensional approximate solution may be established.
Assuming the sample is in an elastic state, the equilibrium equations, Hooke's law and the axial symmetry hypothesis are combined to produce the Navier equations: The friction law imposes at r=R:
Since the sample is confined, the radial displacement and its variations are very low with respect to the other terms and a first order approximation consists in leaving out certain terms to eventually obtain the following relations:
A solution is sought after in the following form:
In the event of f being low, the above hypothesis is verified (c.f. appendix), and the following solution may be found:
where J 0 is the zero order Bessel function of the first kind and γ is defined by:
The radial profile of the axial displacement u z (r) is, in fact, imposed by the relation (19) . The real boundary conditions at z=0 and at z=L may therefore not be respected exactly.
The form of this solution nevertheless enables the two-dimensional effects to be taken into account.
By combining the relations (20) with Hooke's law and with the boundary conditions (9)-(10), we obtain:
This equation demonstrates that it is possible to evaluate f from the measurements of F m and F r when the geometry of the problem and the Poisson coefficient of the sample are known. The form of the stresses at the interface may also be obtained (c.f. appendix):
This confirms the heterogeneity of the interface stresses mentioned above.
An approximate solution adapted to the test
The idea is now to simplify the model to obtain a solution that takes into account the effect of the initial excess of thickness of the sample and the dependency of the friction on the normal pressure.
The approach used is similar to that of Janssen [16] . It is based on two hypotheses: (i) the tube is assumed to be perfectly rigid and (ii) the axial, radial and circumferential stresses and strains do not depend on r. This enables the problem to be approached by a onedimensional incremental analysis, which is easier to perform.
The equilibrium equation (13) is no longer necessary and only the equilibrium equation (14) needs to be taken into account. We set: σ zz (r,z)=σ(z) and σ rr (r,z)=p(z) . The equilibrium equation is thus:
By integrating (24) from r=0 to r=R, we obtain: (25) ( ) ( ) By applying Hooke's law, we then obtain:
where E is the Young's modulus of the sample. It is equal to 2GPa.
The relations (9)-(10) become:
Because of the pre-tightening, a non-null force F m is required to make the assembly slide, even if F r is null. This force is written as F m0 . It is expressed as a function of the other parameters in the following form:
Let Q F and the constants Q F0 and r F F Q , be defined as: By adding the boundary conditions, we finally obtain (22) . This shows that the radial independence hypothesis with respect to the axial, radial and circumferential stresses and strains has no incidence on the simultaneous evolutions of F m and F r and thus no incidence on the processing method.
The evolutions of F m and F r obtained during the tests have enabled three unknowns f 0 , β and u ri to be identified. Only f 0 and β are really of interest since these are the parameters which control the behaviour of the interface. However, it is important for u ri to be known thereafter in order to be able to accurately simulate the test.
Lastly, the normal and tangential stresses at the interface are determined using the following formulae: 
Experimental results
Performed tests
Two types of tests were performed, during one of which the strains along the tube were measured by the eight circumferential gauges (c.f. Figure 2 and Figure 3 ). For practical reasons, this test was performed at low pressure. The other test was performed up to a high pressure of 100MPa. Hereafter, the first test will be termed "lower pressure test" and the second "higher pressure test". The sample is merely pushed on the spring by the testing machine (c.f. Figure 2) as the measurements are taken. Thus, the normal pressure (by Poisson effect on the sample) and the sliding are imposed simultaneously thanks to the spring stiffness (c.f. section 2.1). Both tests were carried out with the same tube and the same sample.
The measurements allow the values of the forces F m and F r to be accessed during loading. The raw results for both tests are presented in Figure 7 . I1 properties do not vary a lot from a sample to another and friction tests are therefore reproducible. These data are then typical of several measurements.
The idea is to analytically link (using relations (30)- (31)- (32)) the friction parameters and other unknowns to magnitudes identifiable from the evolution of the two forces. This, firstly, enables the coherence of the analytical model to be verified. 
An order of f relative uncertainty
Analysis of the lower pressure test
Given that F m0 =2.81kN is obtained by the linear extrapolation of the blue curve in Figure 7 , the evolution of Q F is drawn as a function of F r (c.f. Figure 8 ).
The Q F ratio seems constant and independent of F r . It can thus be assimilated to its mean value: Q F =0.41. Eliminating the dependency of this ratio to F r comes down to equating β=0 in (32), which becomes: There are still two parameters remaining to be identified: u ri and f 0 . Since the other parameters are known, identification is made using the measured values of Q F and F m0 . We deduce from (35) and (36) that u ri =0.0124mm and f 0 =0.167.
Analysis of the higher pressure test
For this test, the first measuring point corresponds to F m0 and gives F m0 =900N. The experimental evolution of Q F may thus be drawn as a function of F r (c.f. Figure 9 ).
The relations (30)- (31)- (32) In relation (30), the second order terms at u ri are neglected and by taking relation (37) into account, we obtain:
The system of relations (33) and the numerical simulations (c.f. section 5.1) enable the contact pressures to be estimated at the interface, whereas these are not able to be measured. It is thus possible to account for the pressure ranges covered during this test (c.f. Figure 10 ).
The friction coefficients identified during the two tests are not quite equal. At a pressure of 30MPa, the first test gives a coefficient of 0.17 and the second one a coefficient of 0.19. The interface conditions change over time (polishing of the sample, smoothing of any asperities of the steel, etc) since these tests are performed successively with the same tube and the same sample, the assembly being simply put back into position after each test. The lower pressure test being performed after the higher pressure test, the reduction in friction between the two tests can be explained by the changing interface conditions. Moreover, the sliding rates imposed during the lower pressure test are of a magnitude of a mm/h whereas they are of a magnitude of a mm/min for the high pressure test. This change may also have an effect.
The value of the friction coefficient reduces when the contact pressure increases, as suggested by certain authors [2] . For the example shown here, this value goes from 0.2 at very low contact pressure to 0.16 at contact pressure of 140MPa.
Simulations and discussion
The tests were numerically simulated to validate the analysis and the friction parameters thus identified.
Modelling was performed using the finite element method. The software used was ABAQUS CAE / Standard (implicit). The performed calculations were two-dimensional and axisymmetric. Quadrangular elements with quadratic interpolation were used. All the normal contacts were defined by "hard contact" "direct contact" (no interpenetration), separation being allowed ( The finite elements are squares of 1mm in length. There are therefore 10 elements in the radius of the sample.
Validity of the analysis method
The test was simulated with the parameters determined during the analysis. Numerical simulation enables the evolutions of F m and F r (and thus of Q F ) to be obtained as well as the interface stress profiles (which is to say p(z) and τ(z)). Thereafter, the results were compared with those obtained experimentally.
For the lower pressure test, loading was simulated with F m rising up to F m MAX =17kN
(which is equal to the maximal F m experimentally reached). The parameters identified from the model allow the finite element evolution of Q F as a function of F r to be very close to the experimental one (c.f. Figure 8) . The friction parameter identification technique is thus validated. Figure 11 shows that our approach cannot be used to predict boundary effects, but this has no incidence on the identification of the friction parameters.
For the higher pressure test, loading was simulated with F m rising up to F m MAX =75kN
(which is equal to the maximal F m experimentally reached). The conclusions regarding the numerical simulation of the higher pressure test are exactly the same as previously (c.f. Figure   9 and Figure 11 ). Despite its imperfections, the model enables the simultaneous evolutions of the magnitudes Q F and F r to be accurately obtained, and this for both tests. Q F and F m0 are both calculated with f 0 =0.167, β=0 and u ri =0.0124mm using relations (30)- (31)- (32), using the simulation of the lower pressure test and using an additional simulation considering a rigid tube. The results (c.f. Table 1) show that the slight deviations between the model and the simulations are actually due to the flexibility of the tube which is not taken into account in the model. Indeed, the relative deviations between the model and the simulation are higher than those between the model and the simulation considering a rigid tube.
The numerical simulations enable the validity of the analysis, and thus the validity of the friction parameters thereby defined, to be ensured.
Consistency of superabundant measurements
During a test, the circumferential strain profile along the tube ε θθ (z) was measured at several steps during the loading, that is to say at several values of the force F m . A discrete experimental profile was obtained and compared with the numerically obtained profile so as to verify their consistency. Figure 13 shows the position and width of each of the gauges as well as their measurements.
With the exception of the values obtained at z=L, a satisfactory correspondence is to be noted between the experimental and numerical axial profiles (c.f. Figure 13 ).
The higher pressure test was performed at a higher loading rate. For practical reasons, only the strain of the gauge glued at z=0.5L was measured (c.f. Figure 14) .
Despite some imperfections, no significant deviations were observed between the simulated strains and the measured ones, thereby providing an additional guarantee with regard to the consistency of the method.
Influence of the friction at the top and bottom boundaries
The interface conditions at the top and bottom boundaries (located at z=0 and at z=L) may have an influence on the behaviour of the sample, in particular during the tests on the Hopkinson bars [12] , [18] , [25] . It is thus necessary to ensure that these effects remain negligible with the selected configuration (slender sample with radial confinement).
For this, the numerical results obtained for two extreme cases were compared. The results presented in sections 5.1 and 5.2 were obtained by modelling the contacts at the top and bottom boundaries without friction (the friction coefficient being assumed to be null). The simulations were performed again but with changed boundary conditions: instead of imposing a null friction stress at the boundaries, contacts with null relative displacement were imposed (friction coefficient being assumed to be infinite).
We observed that the friction coefficient value at the top and bottom boundaries has no influence (relative deviation of less than 2%) on the evolution of Q F as a function of F r , and thus no influence on the parameters identified during the analysis.
Verification of the elasticity hypothesis
The elasticity hypothesis of the sample had to be verified to ensure the consistency of the analysis. The criterion (σ mises -αP) was calculated in the sample during the numerical simulations and this after the loading when the forces were maximal. Thereafter, the fulfilment of the condition (σ mises -αP)<C (where α=0.64 and C=25MPa) is verified.
The numerical results obtained for the two extreme cases at the boundaries (null friction coefficient, infinite friction coefficient) were compared. These calculations were performed only for the higher pressure test for which the stresses are the highest.
The value of the criterion was at most 13MPa; this remains therefore within the elastic domain (c.f. Figure 16 ).
The simulations were performed once again but by imposing an infinite friction coefficient at the top and bottom boundaries. Loading was also simulated with F m rising up to
The value of the criterion was at most 5.1MPa; this remains therefore within the elastic domain (c.f. Figure 17) .
The values attained by the criterion (σ mises -αP) depend on the contact conditions at the boundaries. In the two envisaged extreme cases, we observed that the elastic limit C was never attained. Our analysis, which uses an elastic solution, is therefore valid. Significantly, the criterion (σ mises -αP) is only positive in very localized areas.
The sample is forced into the tube by using the testing machine. Numerical simulations of this insertion display that (2) The device enables something to be made to slide under high contact pressure, and the method has been validated. Test campaigns may be undertaken on inert or reactive materials.
The dispersion aspect of the parameters identified may be understood.
One alternative to the analysis technique would be the used of an inverse method. The feasibility of such a method is shown in [7] .
The next stage of the study is to mount the experimental device on a system of Hopkinson bars so as to reach sliding rates of an order of magnitude of 10m/s. r g
The equation (A3) enables the value of γ to be determined. To solve this equation, a hypothesis is first posed, then verified a posteriori: the terms at (γR) n where n≥3 are assumed to be negligible and the Bessel functions at γR and at γr can be assimilated to their limited development of the second order. In this case we obtain:
where J 1 is the first order Bessel function of the first kind.
The equation (A3) is thus easily solved, and we obtain:
To ensure the consistency of the approach, the accuracy of the approximation (A7) must be evaluated. For this, we must calculate the relative error err committed as a function of the value of the friction coefficient f. 
