Optimal error bound and Fourier regularization for identifying an unknown source in the heat equation  by Dou, Fang-Fang et al.
Journal of Computational and Applied Mathematics 230 (2009) 728–737
Contents lists available at ScienceDirect
Journal of Computational and Applied
Mathematics
journal homepage: www.elsevier.com/locate/cam
Optimal error bound and Fourier regularization for identifying an
unknown source in the heat equationI
Fang-Fang Dou, Chu-Li Fu ∗, Feng-Lian Yang
School of Mathematics and Statistics, Lanzhou University, Lanzhou 730000, PR China
a r t i c l e i n f o
Article history:
Received 24 July 2007
Received in revised form 28 July 2008
Keywords:
Ill-posed problem
Optimal error bound
Unknown source
Heat equation
Fourier regularization
a b s t r a c t
In this paper we investigate a problem of the identification of an unknown source from one
supplementary temperature measurement at a given instant of time for the transient heat
equation. Under an a priori condition we answer the question concerning the best possible
accuracy for the problem. The Fourier regularization method is utilized for solving the
problem, and its convergent rate is analyzed. Numerical results are presented to illustrate
the accuracy and efficiency of the method.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Inverse source identification problems are important in many branches of engineering sciences, e.g., an accurate
estimation of pollutant source is crucial to environmental safeguard in cities with high population. This inverse problem has
been considered in a few theoretical papers concerned with conditional stability and the data compatibility of the solution
notably in [1–6]. Several numerical methods [7–11] have been proposed for the inverse source identification problem.
However, the general regularization analysis for the problem is still very limited. Recently, regularization for the problem
has been investigated in [12], but the error estimate is not explicit and the data is not compatible [13]. In this paper we
prove an optimal error boundwith Hölder type for the identification in a special ‘‘source condition’’. Moreover, a regularized
approximate solution is constructed by using Fourier regularizationmethodwhich realizes the order optimal error estimate.
Consider the following problem:{ut − uxx = f (x), x ∈ R, 0 < t < 1,
u(x, 0) = 0, x ∈ R,
u(x, 1) = g(x), x ∈ R,
(1.1)
where u(·, t) ∈ L2(R) represents state variable, f (x) denotes the source (sink) term. Our purpose is to identify f (x) from the
additional data u(x, 1) = g(x). Since the data g(·) is based on (physical) observations, there must be measurement errors,
and we actually have the measured data function gδ(·) ∈ L2(R)which satisfies
‖gδ(·)− g(·)‖ ≤ δ, (1.2)
where ‖ · ‖ denotes the L2(R)-norm, and the constant δ > 0 represents the noise level. The problem of identifying the heat
source is ill-posed in the sense that the solution, if it exists, does not depend continuously on the data. The ill-posedness can
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be seen by solving the problem in the frequency domain. Let
vˆ(ξ) = (F v)(ξ) := 1√
2pi
∫ ∞
−∞
e−iξxv(x)dx, ξ ∈ R (1.3)
be the Fourier transform of the function v(x). The problem (1.1) can now be formulated in frequency space as follows:uˆt(ξ , t)+ ξ
2uˆ(ξ , t) = fˆ (ξ), ξ ∈ R, 0 < t < 1,
uˆ(ξ , 0) = 0, ξ ∈ R,
uˆ(ξ , 1) = gˆ(ξ), ξ ∈ R.
(1.4)
By an elementary calculation, the solution of problem (1.1) in the frequency space is given by
fˆ (ξ) = ξ
2eξ
2
eξ2 − 1 gˆ(ξ). (1.5)
Note that ( ξ
2eξ
2
eξ2−1 ) ∼ O(ξ
2) as |ξ | → ∞ and f ∈ L2(R), we know the exact data gˆ(ξ)must decay faster than the rate |ξ |−2.
However, the measured data function gδ(·), which is merely in L2(R), does not possess such a decay property in general.
Actually, we have
ˆf δ(ξ) = ξ
2eξ
2
eξ2 − 1 gˆ
δ(ξ).
The noisy data gˆδ is magnified by O(ξ 2) in high frequency component and therefore ˆf δ(ξ) will not, in general, be in
L2(R), so the problem is mildly ill-posed and the degree of the ill-posedness is equivalent to the second-order numerical
differentiation. So some special regularization methods are required to solve problem (1.1). Fourier regularization is an
effective and very simplemethod for solving some ill-posed problems. It has been used extensively for solving various types
of ill-posed problems of heat equation [14–17] and the Cauchy problem of Laplace equation [18], and it is very efficient. In
order to examine whether a regularization method is optimal or not, we will give the optimal error bound for the problem
under a special ‘‘source condition’’.
We state a general formula for the best possible worst case error [19–23] in Section 2. And in Section 3 we apply this
general optimality result to problem (1.1) and give the optimal error bound. Under the special ‘‘source condition’’, the error
estimate between the exact solution and its approximation which is obtained by any method for problem (1.1) cannot be
less than this optimal error bound. It is easy to see that the ill-posedness is essentially a high frequency disturbance, so
we apply the Fourier method [14] to solve problem (1.1) by directly cutting off the high frequency and it is discussed in
Section 4. An error estimate for the proposed method shows that the method is order optimal. To verify the efficiency and
accuracy of the Fourier method for problem (1.1), we give a numerical example in Section 5.
2. Preliminary result
The main result in this section is well known, but it is the basis of our discussion in next section. Consider an arbitrary
ill-posed operator equation [19,20,22–24]
Ax = y, (2.1)
where A ∈ L(X, Y ) is a linear injective, not necessarily bounded but densely defined and closed operator between infinite-
dimensional Hilbert spaces X and Y with non-closed range R(A) of A. Assume that yδ ∈ Y are available noisy data with
‖y − yδ‖ ≤ δ. Any operator R : Y → X can be considered as a special method for approximately solving (2.1), and the
approximate solution of (2.1) is given by Ryδ .
LetM ⊂ X be a bounded set. Let us introduce the worst case error∆(δ, R) for identifying x from yδ as [20–22,24]
∆(δ, R) := sup{‖Ryδ − x‖ | x ∈ M, yδ ∈ Y , ‖Ax− yδ‖ ≤ δ}. (2.2)
This worst case error characterizes the maximal error of the method R if the solution x of problem (2.1) varies in the setM .
The best possible error bound is defined as the infimum over all mappings R : Y → X
ω(δ) := inf
R
∆(δ, R). (2.3)
Now let us review some optimality results if the setM = Mϕ,E is given by
Mϕ,E = {x ∈ X | x = [ϕ(A∗A)] 12 v, ‖v‖ ≤ E}, (2.4)
where the operator function ϕ(A∗A) is well defined via spectral representation [21,24,25]
ϕ(A∗A) =
∫ a
0
ϕ(λ)dEλ. (2.5)
Here A∗A = ∫ a0 λdEλ is the spectral decomposition of A∗A, {Eλ} denotes the spectral family of the operator A∗A, and a is a
constant such that ‖A∗A‖ ≤ a with a = ∞ if A∗A is unbounded. In the case when A : L2(R) → L2(R) is a multiplication
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operator, Ax(s) = γ (s)x(s), the operator function ϕ(A∗A) has the form
ϕ(A∗A)x(s) = ϕ(|γ (s)|2)x(s). (2.6)
Then a method R0 is called [22]
(i) optimal on the setMp,E if∆(δ, R0) = ω(δ, E) holds;
(ii) order optimal on the setMp,E if∆(δ, R0) ≤ c ω(δ, E)with c ≥ 1 holds.
In order to derive an explicit (best possible) optimal error bound for the worst case error ∆(δ, R) defined in (2.2) we
assume that the function ϕ in (2.5) satisfies the following assumption:
Assumption 2.1 ([21,22,24]). The function ϕ(λ) : (0, a] → (0,∞) in (2.5), where a is a constant such that ‖A∗A‖ ≤ a, is
continuous and has the following properties:
(i) limλ→0 ϕ(λ) = 0;
(ii) ϕ is strictly monotonically increasing on (0, a];
(iii) ρ(λ) = λϕ−1(λ) : (0, ϕ(a)] → (0, aϕ(a)] is convex.
Under Assumption 2.1, the next theorem gives us a general formula for the optimal error bound.
Theorem 2.2 ([21,22,24]). Let Mϕ,E be given by (2.4), let Assumption 2.1 be satisfied, and let δ
2
E2
∈ σ(A∗Aϕ(A∗A)), where σ(A∗A)
denotes the spectrum of operator A∗A, then
ω(δ, E) = E
√
ρ−1
(
δ2
E2
)
. (2.7)
3. Optimal error bounds for problem (1.1)
In this section we consider problem (1.1) and deal with the question concerning the best possible worst case error (2.3)
for identifying f from noisy data gδ ∈ L2(R) provided (1.2) and f ∈ Mp,E hold, whereMp,E is given by
f ∈ Mp,E = {f ∈ L2(R) | ‖ f ‖p ≤ E, p > 0}. (3.1)
Here ‖ · ‖p denotes the norm in Sobolev space Hp:
H0(R) = L2(R), Hp(R) = {v ∈ L2(R)|‖v‖p <∞},
with
‖v‖p =
(∫ ∞
−∞
(1+ ξ 2)p|vˆ(ξ)|2dξ
) 1
2
. (3.2)
Let us formulate problem (1.1) as an operator equation
Af = g (3.3)
with linear operator A ∈ L(L2(R), L2(R)). Obviously, this equation is equivalent to the operator equation in the frequency
space
Aˆfˆ = gˆ, Aˆ = F AF −1, (3.4)
where F : L2(R) → L2(R) is the (unitary) Fourier transformation operator that maps any function v(t) ∈ L2(R) into its
Fourier transform vˆ(ξ). From (1.5) we obtain
eξ
2 − 1
ξ 2eξ2
fˆ (ξ) = gˆ(ξ). (3.5)
Consequently,
Aˆ = e
ξ2 − 1
ξ 2eξ2
, (3.6)
which shows that Aˆ : L2(R)→ L2(R) in problem (3.4) is a linear, injective, normal, self-adjoint and bounded multiplication
operator, i.e., multiplier, where the inverse Aˆ−1 is unbounded. Since Aˆ∗ = Aˆ = eξ2−1
ξ2eξ2
, we have
Aˆ∗Aˆ = AˆAˆ∗ =
(
eξ
2 − 1
ξ 2eξ2
)2
, (3.7)
hence the spectrum of this operator is given by σ(Aˆ∗Aˆ) = [0, 1] [26, Page 69, Example 2.1.10].
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The smoothness condition (3.1) can also be transformed into an equivalent ‘‘source condition’’ in the frequency domain.
From (3.2) we have that condition (3.1) is equivalent to the condition
fˆ ∈ M̂p,E = {fˆ ∈ L2(R) | ‖fˆ (·)‖p ≤ E}, (3.8)
where
‖fˆ ‖p =
(∫ ∞
−∞
(1+ ξ 2)p|fˆ (ξ)|2dξ
) 1
2
.
This condition can be reformulated into an equivalent ‘‘source condition’’ with a set of the structure (2.4).
Proposition 3.1. Consider the operator equation (3.4). Then the set M̂p,E given in (3.8) is equivalent to the general source set
M̂ϕ,E = {fˆ ∈ L2(R) | ‖[ϕ(Aˆ∗Aˆ)]− 12 fˆ ‖ ≤ E}, (3.9)
where ϕ = ϕ(λ) is given (in parameter representation) byλ(r) =
(
er − 1
rer
)2
,
ϕ(r) = (1+ r)−p,
0 ≤ r <∞. (3.10)
Note: It is easy to see that ϕ(λ) and ϕ(r) here totally have different meanings, but for convenience, we use the same letter
ϕ according to Tautanhahn [21].
Proof. Comparing (3.8) with (3.9), we obtain
ϕ(Aˆ∗Aˆ) = (1+ ξ 2)−p. (3.11)
From this representation and (3.7) we have that ϕ is given (in parameter representation) by λ(ξ) = ( eξ2−1
ξ2eξ2
)2, ϕ(ξ) =
(1+ ξ 2)−p, ξ ∈ R. We substitute ξ 2 = r and obtain (3.10). 
Wewill discuss properties of the function ϕ = ϕ(λ) (λ ∈ (0,∞)), which is given (in parameter representation) by (3.10)
in the following.
Proposition 3.2. The function ϕ(λ) defined by (3.10) is continuous and has the following properties:
(i) limλ→0 ϕ(λ) = 0;
(ii) ϕ is strictly monotonically increasing;
(iii) ρ(λ) = λϕ−1(λ) is strictly monotonically increasing and possesses the parameter representation
λ(r) = (1+ r)−p,
ρ(r) = (1+ r)−p
(
er − 1
rer
)2
,
0 ≤ r <∞. (3.12)
(iv) ρ−1 is strictly monotonically increasing and possesses the parameter representation:λ(r) = (1+ r)−p
(
er − 1
rer
)2
,
ρ−1(r) = (1+ r)−p,
0 ≤ r <∞. (3.13)
(v) For the inverse function ρ−1 of ρ , there holds
ρ−1(λ) = λ pp+2 (1+ o(1)) for λ→ 0. (3.14)
Proof. Due to (3.10) we know λ˙(r) < 0, so it is strictly monotonically decreasing with limr→∞ λ(r) = 0, we have
limλ→0 ϕ(λ) = limr→∞ ϕ(r) = 0, hence (i) is proved. Since ϕ˙(r) < 0 we have ϕ′(λ) = ϕ˙(r)λ˙(r) > 0 which gives (ii). From (i)
and (ii) it follows that ϕ−1(λ) is strictly monotonically increasing, consequently, ρ(λ) is strictly monotonically increasing,
where (3.12) follows from the parameter representation of ϕ−1 which is given by
λ(r) = (1+ r)−p,
ϕ−1(r) =
(
er − 1
rer
)2
,
0 ≤ r <∞.
It is easy to see that (3.13) is a direct consequence of (iii).
We can obtain the representation of ρ−1(λ) by (3.13). In fact, from the representation of λ in (3.13) we obtain that
ln λ = −p ln(1+ r)+ 2 ln(er − 1)− 2 ln r − r
= −(p+ 2) ln r(1+ o(1)), for r →∞,
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hence,
r = λ− 1p+2 (1+ o(1)), r →∞,
and
ρ−1(r) = (1+ r)−p
= (1+ λ− 1p+2 )−p(1+ o(1))
= λ pp+2 (1+ o(1)), for λ→ 0.
Consequently,
ρ−1(λ) = λ pp+2 (1+ o(1)), for λ→ 0.
At the same time, we also can directly show that limλ→0 F(λ) = 1, where F(λ) is given by
F(λ) = ρ−1(λ)λ− pp+2 .
Using the substitution λ = (1+ r)−p( er−1rer )2 and taking into account (3.14) we obtain
lim
λ→0 F(λ) = limr→∞(1+ r)
−p[(1+ r)−p]− pp+2
[(
er − 1
rer
)2]− pp+2
= lim
r→∞ r
−p+ p2p+2+ 2pp+2 = lim
r→∞ r
0
= 1,
which completes the proof. 
Proposition 3.3. The function ρ(λ) defined by (3.12) is strictly convex.
Proof. It is well known that the function ρ(λ) is convex, is equivalent to ρ ′′ > 0. From ρ ′′ = ρ¨λ˙−ρ˙λ¨
λ˙3
and λ˙(r) < 0 we obtain
that ρ ′′ > 0 is equivalent to ρ¨λ˙ < ρ˙λ¨. Note that ρ(λ) = λ(r)q(r) with q(r) = ( er−1rer )2, hence the inequality ρ ′′ > 0 is
equivalent to the inequality λλ¨− 2λ˙2 > λ˙λ¨ q¨/q˙. An elementary calculation shows that
λλ¨− 2λ˙2 = p(1− p)
(1+ r)2 ,
and
λ˙λ¨ q¨/q˙ = − p
1+ r
(
2ψ + ψ˙
ψ
)
,
here we denote ψ(r) := 1+r−err(er−1) . Hence ρ ′′ > 0 is equivalent to
p >
(
2ψ + ψ˙
ψ
)
(1+ r)+ 1.
Since
2ψ + ψ˙
ψ
= e
r − 1
er − 1− r − 1−
3
r
+ 1
er − 1 ,
from Taylor’s formula we can obtain(
2ψ + ψ˙
ψ
)
(1+ r)+ 1 = r(1+ r)
er − 1− r +
1+ r
er − 1 −
3
r
− 2
≤ r(1+ r)
r2
2 + r
3
6
+ 1+ r
r + r22
− 3
r
− 2
= − 2r
2 + 5r + 1
(3+ r)(2+ r)
≤ 0.
Hence, the inequality ρ ′′ > 0 holds for ∀p > 0, the proof is completed. 
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Now we will formulate our main result of this section concerning the best possible worst case error ω(δ, E) defined in
(2.3) for identifying the solution f of problem (1.1) from noisy data gδ ∈ L2(R) under condition (1.2) and f ∈ Mp,E , where
the setMp,E is given by (3.1). Since the Fourier operatorF is unitary (i.e.F −1 = F ∗), we introduce the optimal error bound
by
ω(δ, E) = ωˆ(δ, E) := inf sup{‖Rˆgˆδ − fˆ ‖ | fˆ ∈ M̂p,E, gˆδ ∈ L2(R), ‖gˆ − gˆδ‖ ≤ δ}, (3.15)
where Rˆ is an arbitrarymethod for approximately solving (3.4), and ‘‘inf ’’ means theminimumover all methods Rˆ : L2(R)→
L2(R).
Theorem 3.4. Let δ2/E2 ≤ 1 and assume that the a priori condition (3.9) holds. Then for problem (1.1) there holds the optimal
error bound introduced in Section 2 (Hölder stability)
ω(δ, E) = E 2p+2 δ pp+2 (1+ o(1)) for δ→ 0. (3.16)
Proof. From (3.7) and (3.11) we know
σ(Aˆ∗Aˆϕ(Aˆ∗Aˆ)) = σ
(
(1+ r)−p
(
er − 1
rer
)2)
= [0, 1], (3.17)
where r = ξ 2. So, for small δ,
δ2
E2
∈ σ(Aˆ∗Aˆϕ(Aˆ∗Aˆ)). (3.18)
Combining (2.7) in Theorem 2.2 with (3.14) in Proposition 3.2, it follows that
ω(δ, E) = E
√
ρ−1
(
δ2
E2
)
= E
((
δ2
E2
) p
p+2
) 1
2
(1+ o(1))
= E 2p+2 δ pp+2 (1+ o(1)) for δ→ 0,
the proof is completed. 
4. Fourier regularization for problem (1.1)
In this section we stabilize the identification of unknown source problem (1.1) under condition (3.1) with Fourier
regularization method [14], i.e., by eliminating all high frequencies in the Fourier space and instead consider (1.5) only for
|ξ | ≤ ξmax, where ξmax is an appropriate positive constant. Let χmax be the characteristic function of interval [−ξmax, ξmax],
then for the noise data gδ ∈ L2(R), we define a regularized approximate solution f δξmax(x) as:
fˆ δξmax(ξ) = F f δξmax =
ξ 2eξ
2
eξ2 − 1 gˆ
δ(ξ)χmax, (4.1)
or equivalently,
f δξmax(x) =
1√
2pi
∫
|ξ |≤ξmax
eiξx
ξ 2eξ
2
eξ2 − 1 gˆ
δ(ξ)dξ, (4.2)
and we call it the Fourier regularization solution of problem (1.1). In this way, the high frequency components of the data
gδ are filtered out properly. In the following theorem we answer the question how to choose the regularization parameter
ξmax in (4.2) such that the Fourier regularization solution f δξmax(x) is order optimal on the setMp,E .
Theorem 4.1. Assume that conditions (1.2) and (3.1) hold, and the Fourier regularization solution f δξmax is given by (4.2). If we
select
ξmax =
(
E
δ
) 1
2+p
, (4.3)
then there holds the error estimate
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‖f − f δξmax‖ ≤ CE
2
2+p δ
p
2+p + eδ
= CE 22+p δ p2+p (1+ o(1)), (4.4)
where C = 1+ e is a positive constant independent of δ and E.
Proof. Due to Parseval formula and (1.5), (4.1), we have
‖f (·)− f δξmax(·)‖ = ‖fˆ (·)− fˆ δξmax(·)‖ ≤
∥∥∥∥∥ ξ 2eξ
2
eξ2 − 1 gˆ −
ξ 2eξ
2
eξ2 − 1 gˆχmax
∥∥∥∥∥+
∥∥∥∥∥ ξ 2eξ
2
eξ2 − 1 (gˆ − gˆ
δ)χmax
∥∥∥∥∥
=
(∫
|ξ |>ξmax
( ξ 2eξ2
eξ2 − 1 gˆ
)2
dξ
) 1
2 +
(∫
|ξ |≤ξmax
( ξ 2eξ2
eξ2 − 1 (gˆ − gˆ
δ)
)2
dξ
) 1
2
=: I1 + I2, (4.5)
where
I1 :=
(∫
|ξ |>ξmax
( ξ 2eξ2
eξ2 − 1 gˆ
)2
dξ
) 1
2
,
I2 :=
(∫
|ξ |≤ξmax
( ξ 2eξ2
eξ2 − 1 (gˆ − gˆ
δ)
)2
dξ
) 1
2
. (4.6)
From (1.5) and (3.1) we have
I1 =
(∫
|ξ |>ξmax
|fˆ (ξ)|2dξ
) 1
2
=
(∫
|ξ |>ξmax
(1+ ξ 2)−p(1+ ξ 2)p|fˆ (ξ)|2dξ
) 1
2
≤ ξ−pmaxE. (4.7)
Using the inequalities
ξ 2eξ
2
eξ2 − 1 =
ξ 2
1− e−ξ2 ≤
ξ 2
1− 1e
≤ 2ξ 2, |ξ | ≥ 1,
ξ 2eξ
2
eξ2 − 1 ≤
ξ 2eξ
2
ξ 2
< e, |ξ | < 1,
we know,
ξ 2eξ
2
eξ2 − 1 ≤ e(1+ ξ
2) ≤ e(1+ ξ 2max), for |ξ | ≤ ξmax. (4.8)
From (4.8) and (1.2) we have
I2 ≤ e(1+ ξ 2max)δ. (4.9)
Combining (4.5)–(4.9) with (4.3) we obtain
‖f (·)− f δξmax(·)‖ ≤ ξ−pmaxE + e(1+ ξ 2max)δ
= (1+ e)E 22+p δ p2+p + eδ,
the proof is completed. 
Remark 4.2. From Theorems 3.4 and 4.1, we know that the Fourier method for problem (1.1) is order optimal, and this is
enough for practical computation.
Remark 4.3. The more general case for the source term is f (x)ϕ(t) in the heat equation, where ϕ(t) ∈ C[0, 1] is a known
function and satisfies ϕ ≥ C, C > C0 > 0 is a positive constant, can also be solved by Fourier method and the process is
similar to above. If we select the regularization parameter ξmax as in (4.4), then there holds the following estimate:
‖f (·)− f δξmax(·)‖ ≤
(
1+ e
C 0
)
E
2
2+p δ
p
2+p + e
C 0
δ.
It is easy to see that the result is also order optimal.
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5. Numerical tests
In this section some numerical tests are given to verify the effect of the proposed method. The tests are performed using
MATLAB 6.5.
Example. It is easy to verify that the pair of functions
u(x, t) = x
(t + 1) 23
e−
x2
4(t+1) − xe− x24 , (5.1)
f (x) =
(
x3
4
− 3x
2
)
e−
x2
4 , (5.2)
is the exact solution of problem (1.1) with data
g(x) = x
2
2
3
e−
x2
8 − xe− x24 . (5.3)
Since the method for selecting ξmax works well, also in the case where the norms are computed for the finite interval, the
numerical experiments here are performed with a finite interval. Since f (x) approaches zero as |x| > 6, i.e., for sufficient
small ε, there holds |f (x)| < ε when |x| > 6, we will do the numerical tests in x ∈ [−10, 10]. And we can calculate
‖f ‖L2(R) ≈ 1.53296 by Mathematica.
Suppose that the sequence {g(xi)}ni=1 represents samples from the function g(x) on an equidistant grid, and n is even,
then we add a random uniformly distributed perturbation to each data, and obtain the perturbation data,
gδ = g + µ rand(size(g)), (5.4)
where
g = (g(x1), . . . , g(xn))T , xi = (i− 1)∆x− 10,
∆x = 20
n− 1 , i = 1, . . . , n.
Then the total noise δ can be measured in the sense of Root Mean Square Error according to
δ := ‖gδ − g‖l2 =
√√√√1
n
n∑
i=1
(gδi − gi)2. (5.5)
Here ‘‘rand(·)’’ generates arrays of random numbers whose elements are uniformly distributed pseudo-random numbers.
‘‘rand(size(g))’’ returns an array of random entries that is of the same size as g .
The numerical calculation is described simply as follows:
Step 1: Taking the Fast Fourier Transform (FFT) for the vector gδ .
Step 2: Computing the vector (see (4.1)){
ξ 2k e
ξ2k
eξ
2
k − 1
gδ(ξk)H(ξk)
} n
2−1
k=− n2
(5.6)
where ξk = 2pik and
H(ξk) =
{
1, |ξk| < ξmax,
0, |ξk| ≥ ξmax.
Step 3: Taking the inverse FFT for the vector in (5.6) and obtaining fˆ δξmax .
When using the FFT algorithmwe implicitly assume that the vector gδ represents a periodic function. This is not realistic
in our application, and thus we need to modify the algorithm. A discussion about the algorithm can be found in [14].
In our computations, we take n = 64. And the error is measured by the weighted l2-norms defined as follows:
E(f ) =
√√√√1
n
n∑
i=1
(f − f δξmax)2. (5.7)
Test 1.We choose p = 12 and p = 2 in Tables 1 and 2 to compute ξmax (see (4.3)) and the l2 error E(f ), respectively. Note
that ‖f ‖
H
1
2 (R)
≈ 1.96075 and ‖f ‖H2(R) ≈ 4.45284 can be calculated by Mathematica. It is easy to see from the tables that
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Table 1
ξmax and the l2 error E(f )with p = 12 .
µ 10−2 10−3 10−4 10−5 10−6
ξmax 7.7694 19.6947 49.5702 123.9486 306.1167
E(f ) 0.5834 0.0593 0.0096 0.0070 0.0069
Table 2
ξmax and the l2 error E(f )with p = 2.
µ 10−2 10−3 10−4 10−5 10−6
ξmax 4.4120 7.9302 14.0615 24.8652 43.9603
E(f ) 0.7017 0.0575 0.0097 0.0070 0.0069
Fig. 1. Test 2. The exact solution f and its approximation f δξmax : p = 12 , (a) µ = 1× 10−2; (b) µ = 1× 10−3 .
Fig. 2. Test 2. The exact solution f and its approximation f δξmax : p = 2, (a) µ = 1× 10−2; (b) µ = 1× 10−3 .
the regularization parameter ξmax and the error depend continuously on the measured data noisy level µ, and as the value
of µ decreases, ξmax increases and E(f ) decreases.
Test 2. Figs. 1 and 2 illustrate the exact solution f and its approximation f δξmax for p = 12 and p = 2 with the perturbation
µ = 0.01 and µ = 0.001, respectively. The regularization parameter ξmax is chosen as that in Tables 1 and 2, and the noise
level δ can be calculated by (5.5), i.e., for µ = 0.01, δ ≈ 0.0062, and for µ = 0.001, δ ≈ 0.005713.
From Test 1 and Test 2 we conclude that the proposed method works well. We managed to solve the ill-posed problem
with acceptable accuracy. Figs. 1 and 2 also tell us that the proposed algorithm is effective and stable.
6. Conclusions
We considered the identification of the unknown source termwith one-dimensional space variable in the heat equation.
Under the a priori condition we answered the question concerning the best possible accuracy for the problem. Moreover,
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we constructed a regularization solution which is order optimal by the Fourier method. The method seems to be new for
the identification of unknown source. The numerical example verified the efficiency and accuracy of the method.
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