In this paper we study the Cauchy problem for 1-D Euler-Poisson system, which represents a physically relevant hydrodynamic model but also a challenging case for a bipolar semiconductor device by considering two different pressure functions and a nonflat doping profile. Different from the previous studies (Gasser et al., 2003 [7], Huang et al., 2011 [12], Huang et al., 2012 [13]) for the case with two identical pressure functions and zero doping profile, we realize that the asymptotic profiles of this more physical model are their corresponding stationary waves (steadystate solutions) rather than the diffusion waves. Furthermore, we prove that, when the flow is fully subsonic, by means of a technical energy method with some new development, the smooth solutions of the system are unique, exist globally and time-algebraically converge to the corresponding stationary solutions. The optimal algebraic convergence rates are obtained.
Introduction
Hydrodynamic models are usually used in the description of the charged fluid particles such as electrons and holes in semiconductor devices and positively and negatively charged ions in plasma [2, 16, 23, 31] , and are presented as Euler-Poisson equations. For unipolar hydrodynamic model, the studies on the existence of solutions and their large time behavior as well as relaxation-time limit have been extensively carried out, for example, see [1, [3] [4] [5] [6] 8, 9, 14, 15, [17] [18] [19] [20] 22, 24, 27, 29, 30, 33, 34] and the references therein. However, for the bipolar hydrodynamic models, the related research on this topic now becomes more and more attractive [7, [10] [11] [12] [13] 26, 28, 32] , but, due to complexity and difficulty of the system itself, the research is still little and quite incomplete.
In this paper, continuing our recent studies in [12, 13, 26] , we consider the 1-D bipolar hydrodynamic model of semiconductor devices, the Euler-Poisson system with the physically relevant assumptions of non-flat doping profile and two different pressure functions: so-called diffusion waves for (1.4) (1.5)
In the switch-off case (the device has no global voltage, i.e., E(−∞, t) − E(+∞, t) = 0) but a pioneering work on the study of asymptotic behavior of solutions to the bipolar semiconductor model, Gasser, Hsiao and Li [7] first proved that the smooth solutions of the initial-value problem to the bipolar hydrodynamic system (1.4) converge to the diffusion waves (1. for the initial perturbation in L 1 -sense. See also the corresponding convergence in weak sense in [11] .
For the switch-on case, there exist some L 2 -gaps between the original solutions and the corresponding diffusion waves at far field x = ±∞, and for this reason the convergence to the diffusion waves was an open problem for many years. By heuristically analyzing what are those exact gaps, Huang, Mei and Wang [12] technically constructed some correction functions to fill in the L 2 -gaps and proved the L ∞ -convergence (1.6) and (1.7) by the energy method. Furthermore, in [13] they obtained the L ∞ -stability of diffusion waves to the case with boundary effect.
When the two pressure functions are different, p(s) = q(s), both densities of electrons and holes, n(x, t) and h(x, t), should have different asymptotic profiles, so do the currents of electrons and holes, J (x, t) and K (x, t), and when D(x) = 0 is non-flat, and E − = 0, thus, 0 will not be the asymptotic profile for the electrical field E(x, t). Based on such an observation, obviously the above-mentioned diffusion waves (n,J ,n,J , 0)(x/ √ 1 + t) are no longer the asymptotic profiles of the original solutions (n, J , h, K , E)(x, t). A natural but important question is what will be the really asymptotic profiles for the system (1.1) and (1.2) in this really physical case, and how to derive the optimal convergence rates. These will be the main targets considered in the present paper.
Inspired by the study on unipolar hydrodynamic model, and by the variable scaling method, as we pointed out in [26] for the bounded domain case, the better asymptotic profiles for the system (1.1) should be its corresponding steady-state system These steady-state solutions are also called stationary waves. In this paper, when the flow is fully subsonic, even if the system is in the switch-on case (global voltage exists in the device, i.e.,
E(−∞, t) = E(+∞, t)
) and the case of p(s) = q(s), |D (x)| 1 and E − = 0, we will prove that the solutions (n, J , h, K , E)(x, t) of the system (1.1) and (1.2) are unique, exist globally and converge to the stationary waves (N , J , H, K, E)(x) time-algebraically in the form of
for the initial-perturbation in the sense of L 2 . In order to get such optimal decay rates in the sense of L 2 initial perturbation, here we have to face two technical difficulties:
, D(x) = 0 and E − = 0, after perturbation around the diffusion waves, the main working equation for the perturbation of the electrical field function derived in [7, 12] is the single Klein-Gordon equation
which can be standardly proved to be time-exponentially decaying. While, when p(s) = q(s), D(x) = 0 and E − = 0, the governing equations are the strongly coupled system of damped wave equations
which will be more complicated and more difficult to treat than the single Klein-Gordon equation. In fact, this system possesses only algebraic decay (see also the special case of constant equilibria studied in [21] ); ii) Different from the bounded domain case studied in our previous work [26] , where we can establish the Poincaré inequality which then guarantees an exponential decay for the solution, here we can obtain only algebraic decay rates, and to get the desired energy estimates is more technical than the case of bounded domain (see Lemma 4.3 and Lemma 4.4 later).
The paper is organized as follows. In Section 2, we first investigate the corresponding steady-state equations, and prove the unique existence of the steady-state solutions (called also stationary waves).
In Section 3, we analyze what are the exact L ∞ -gaps between the original solutions and the stationary waves at far fields x = ±∞, and use the technique we recently developed in [12] to construct some correction functions to delete those gaps, such that the perturbation around the stationary waves filling with these correction functions are in L 2 (R), then we state our convergence theorem. Finally, in Section 4, we give the proof of convergence theorem. Here the crucial step is to establish the a priori energy estimates with some new development.
At the end of this section, we introduce some notations. Throughout this paper, the sta- 
Stationary waves
In this section, we investigate the existence of stationary solutions to the 1-D steady-state equations of (1.1), namely, the following system of equations
Since we expect N x (±∞) = 0, H x (±∞) = 0 and E x (±∞) = 0, from (2.1) and (1.2) we immediately
which implies the following compatibility conditions that we need to assume throughout this paper
We also assume that the doping profile satisfies
where η ± > 0 are two constants. Dividing the second and the fourth equation of (2.1) by N and H and differentiating them with respect to x, and substituting (2.1) 5 to the resultant equations, respectively, we have
In order to keep the ellipticity of the system (2.5), we need
which imply that the velocities of electrons and holes must satisfy So, in order to keep the system to be uniformly elliptic, or equivalently, the flow to be fully subsonic, we need to restrict 
12)
where η ± are defined in (2.4).
Proof. Define the solution space by
Notice that (2.1) is equivalent to
(2.14)
where P(s) and Q(s) are the positive and increasing functions defined by
We can write 15) which defines the operator P (n, h, ε) as follows
with h > h * for some positive constants C 1 and C 2 . Let n, ε ∈ X , then we obtain
On the other hand, integrating (2.15) 1 over [x, ∞) for x 0, and noting that J = n + E + , we can similarly obtain
In the same fashion, we can also prove
Integrating (2.15) 3 over (−∞, x] with x 0, and noting that
Integrating (2.15) 3 over [x, ∞) with x 0, and noting that D + = n + − h + , we further have
Similarly, estimating Eqs. (2.15) directly, we can prove
for some positive constant C 3 , and
Thus, we have proved that (N , H, E)(x) is uniformly bounded in X , and we can prove, with the same arguments, that the following iteration
is the solution of (2.1). Next, we prove the uniqueness of the solution. In fact, let (N i , H i , E i ) ∈ X for i = 1, 2 be two solutions of (2.1), or equivalently, of (2.5), which can be also written as
Considering the difference of N 1 − N 2 and H 1 − H 2 , we have
and integrating it by parts, we obtain
(2.24)
Notice that, by the Hölder inequality, 26) where
where we used |J | = |n ± E ± | C |E ± | C η and |K| = |h ± E ± | C η.
By using the estimates (2.25)-(2.28) in (2.24), we prove
Thus, by the Sobolev inequality f L ∞ √ 2 f f x , and using (2.29), we then have
Here we used the fact (see (2.10)-(2.11))
Therefore, we prove 
then, with a similar calculation in [22] , the existence and uniqueness of the stationary solution can be obtained without the assumption of exponential decay of D(x) to D ± as x → ±∞.
Convergence to stationary waves
In this section, we are going to state our main results, that is, the 1-
of the bipolar hydrodynamic model (1.1) and (1.2) globally exist, and converge to the steady-state solutions (N , J , H, K, E)(x) of (2.1) time-algebraically.
Heuristic analysis at far fields
First of all, let us investigate the behavior of the solutions to (1.1) and (1.2) at far fields x = ±∞, and see what will be the exact gaps between the original solutions and the corresponding steady-state solutions. Set
t).
As shown in [12] (initially inspired by [25] ), by solving the corresponding ordinary differential equations of (1.1) as x → ±∞:
we have
we quickly obtain from (3.2) that
(3.4)
Integrating (1.1) 5 over (−∞, +∞) with respect to x, and noting (3.3), we get
Setting t = 0 in the above equation, we derive the initial condition for E + (t) as
On the other hand, differentiating (1.1) 5 with respect to t and using (1.1) 1 and (1.1) 3 , we have
Integrating it over (−∞, ∞) with respect to x, and noting (3.6) which is equivalent, by using (3.4), to
Taking t = 0 in (3.6), we get the initial condition for
Subtracting (3.1) 4 from (3.1) 2 for index "+", we get
(3.9)
Substituting (3.7) to (3.9), and noting n + E + = n − E − and h + E + = h − E − , and applying the initial conditions (3.5) and (3.8), we obtain the following ODE
(3.10)
Solving (3.10), we have 
Substituting (3.11) to (3.2), we can solve for J + (t) and
(e −λ 2 t − e −t ), 
for some constant 0 < ν 0 < 1 2 .
Correction functions
From (2.1)-(2.2) and (3.14), now it is well-known that the difference between the original solutions
Clearly, there are some gaps for J − J , K − K and E − E, which, indeed, are essentially caused by the switch-on condition E + − E − = 0, such that 
wheren(x) andh(x) are selected as
with some constant L 0 > 0, and the initial datan(x, 0),ĥ(x, 0),
Here, from (3.15) 5 , the following compatibility condition
holds. In fact, from (3.16) and (3.5), we havê
In the same fashion as in [12] but with a tedious computation, we can solve (more precisely saying, we construct) the above correction functions as followŝ 
after integrating it over (−∞, ∞) with respect to x, we have
Similarly, we also have
Summarizing what we have obtained before, we have the following lemma. 
Lemma 3.1. It holds that
(n,Ĵ ,ĥ,K ,Ê)(t) L ∞ (R) C σ e −ν 0 t (3.17) and suppn = suppĥ = supp m 0 ⊆ [−L 0 , L 0 ]
Furthermore, it can be verified
⎧ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎨ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎩ ∞ −∞ n(x, t) −n(x, t) − N (x) dx = ∞ −∞ n 0 (x) −n(x, 0) − N (x) dx = 0, ∞ −∞ h(x, t) −ĥ(x, t) − H(x) dx = ∞ −∞ h 0 (x) −ĥ(x, 0) − H(x) dx = 0, J (±∞, t) −Ĵ (±∞, t) − J = 0, K (±∞, t) −K (±∞, t) − K = 0, E(±∞, t) −Ê(±∞, t) − E(±∞) = 0.
Convergence theorems
Now we are going to make the perturbation of (1.1) to the steady-state equations (2.1) corrected by (3.15): (3.20) where 
By using the Sobolev inequality f L ∞ (R)
, and noting the exponential decay for (n,Ĵ ,ĥ,K ,Ê)(x, t) (see (3.17) ), then, from Theorem 3.2, we have the following stability of stationary waves. 
Corollary 3.3 (L ∞ -stability of stationary waves
(3.25)
Remark 3.4.
1. In the previous works [7, [11] [12] [13] 
Proof of convergence theorem
Theorem 3.2 can be proved by the elementary L 2 -energy method with continuation argument based on the local existence of the solutions (φ, θ, ψ, ϑ, χ )(x, t) to (3.20) and the a priori energy estimates. The local existence of the solutions (φ, θ, ψ, ϑ, χ )(x, t) can be obtained by the standard iteration method. The key step is to establish the a priori energy estimates, which is our main target in this section.
For T > 0, we define the solution space as follows 
(4.1)
Lemma 4.1 (Basic energy estimates). It holds
provided with M(T ) + η 1.
Proof. Let's perform the following computation
where
We first estimate the nonlinear terms in the right-hand side of (4.3). By Taylor's formula
and using the Sobolev inequality
and the exponential decay of (n,ĥ) shown in Lemma 3.1, we have
(4.5)
To estimate 2 R F 1 Hφ xt dx, we first note that
Substituting this to (4.6), we obtain
Thus, we have
On the other hand, since
taking integration by parts, using the Cauchy inequality and the time-exponential decay of (n,Ĵ ) as shown in Lemma 3.1, we obtain
From Lemma 3.1, we note that
then we further estimate the nonlinear term involving F 3 as
(4.10)
Summarizing (4.4), (4.5), (4.7), (4.8), (4.9) and (4.10), we obtain
(4.12)
Similarly, we can also estimate I 4 as follows
(4.14)
Substituting (4.11) and (4.13) into (4.3), we get
From the uniform ellipticity (2.9), we obtain for some constant C 4 > 0 that
(4.16) By using |H x |, |N x | C η we get for some constants C 5 , C 6 > 0 that
(4.17)
Integrating (4.15) over [0, t] and applying (4.12), (4.14), (4.16) and (4.17), we further obtain
The proof is complete. 2
Lemma 4.2 (Higher order energy estimates). It holds
(φ, ψ)(t) 2 3 + (φ t , ψ t )(t)
Proof. By calculating
and applying (4.2), we can similarly prove Now we are going to derive the decay rates for the derivatives of (φ, ψ,χ ). 
Lemma 4.3. It holds
As shown before, we can estimate
and 
In order to estimate
since we don't have some positive terms like
to control it, we need a careful but technical treatment as follows [by Hölder's inequality]
[by Cauchy-Schwart inequality] 26) and similarly,
(4.27)
Thus we can submit (4.26) and (4.27) to (4.25) , and apply the uniform ellipticity condition (or say, the subsonic condition) (2.9) and Lemma 4.2, to have 
Proof. By carrying out the following calculation 
