Abstract. An algorithm is presented for numerical computation of choreographies in the plane in a Newtonian potential and on the sphere in a cotangent potential. It is based on stereographic projection, approximation by trigonometric polynomials, and quasi-Newton and Newton optimization methods with exact gradient and exact Hessian matrix. New choreographies on the sphere are presented.
We are interested in periodic solutions of (2.1) in which the bodies share a single orbit and are uniformly spread along it, that is, solutions z j (t) such that z j (t) = q t + 2πj n , 0 ≤ j ≤ n − 1,
for some 2π-periodic function q : [0, 2π] → C. Such solutions were named choreographies by Simó, the n bodies being "seen to dance in a somewhat complicated way" [21] . The period can be chosen equal to 2π because if q(t) is a T -periodic solution of (2.1), then λ −2/3 q(λt), λ = T /(2π), is a 2π-periodic one. It has been well known since Poincaré [18, 19] that the principle of least action, first introduced by Maupertuis in 1744 [14] , can be used to characterize periodic solutions of (2.1): choreographies (2.2) are minima of the action functional, or simply action, defined as the integral over one period of the kinetic minus the potential energy, Note that the action (2.3) depends on q(t) via U (t) and on q ′ (t) via K(t). Since the integral of (2.4) does not depend on j and the integral of (2.5) only depends on i − j, the action functional can be rewritten A = n 2 Planar choreographies correspond to functions q(t) which minimize (2.6). We are also interested in solutions of (2.1) in which the bodies share a single orbit q(t) that is rotating with angular velocity ω relative to an inertial reference frame, i.e., z j (t) = e iωt q t + 2πj n , 0 ≤ j ≤ n − 1.
Choreographies of the form (2.7) are said to be relative, as opposed to the absolute choreographies (2.2). The action associated with relative planar choreographies is A = n 2 Note that (2.6) is the special case of (2.8) with ω = 0.
3. Computing planar choreographies. Our method for computing planar choreographies is based on the minimization of the action (2.8) and uses two key ingredients: Ingredient 1. Trigonometric interpolation. The function q(t) is represented by its trigonometric interpolant in the exp(ikt) basis. The optimization variables are the real and imaginary parts of its Fourier coefficients. The action is computed with the exponentially accurate trapezoidal rule.
Ingredient 2. Closed-form expressions for the gradient and the Hessian. Formulas for the gradient and the Hessian matrix of the action (2.8) with respect to the optimization variables are derived explicitly and used in the optimization algorithms.
The numerical optimization of the action is in two steps:
Step 1. Quasi-Newton optimization methods. Numerical optimization methods with the exact gradient and based on approximations of the Hessian are employed with a small number of optimization variables. The accuracy of the solution at this stage is from one to five digits. This step is computationally very cheap.
Step 2. Newton's method. Once an approximation to a choreography has been computed via a quasi-Newton method, one can improve the accuracy to typically ten digits with a few steps of Newton's method with exact Hessian, and a larger number of optimization variables. This step is computationally more expensive.
Let us start with a few words about the first ingredient. The approach used by Simó [21] is to decompose the function q(t) into real and imaginary parts, and to represent each of them by a trigonometric interpolant in the sin(kt) and cos(kt) basis. In this paper, we use instead a trigonometric interpolant of the function q(t) itself in the exp(ikt) basis. For an odd number N , let {t j = 2πj/N }, 0 ≤ j ≤ N −1, denote N equispaced points in [0, 2π) and {q j = q(t j )}, 0 ≤ j ≤ N −1, the (complex) values of q(t) at the t j 's. The trigonometric interpolant p N (t) of q(t) at these points is defined by
with Fourier coefficients
The trigonometric interpolant problem goes back at least to the young Gauss's calculations of the orbit of the asteroid Ceres in 1801-it seems that planetary orbits and trigonometric interpolation share a long and on-going relationship. Throughout this paper, the number of grid points N will always be odd. All our results have analogues for N even, but the formulas are different, and little would be gained by writing everything twice. If we replace q(t) by its trigonometric interpolant (3.1)-(3.2) with c k = u k + iv k , the action (2.8) becomes a function of the 2N real variables {u k , v k }, |k| ≤ (N − 1)/2. We are looking for solutions q(t) without collisions. The integrands in (2.8) are therefore analytic and the trapezoidal rule converges exponentially [22] . We use Chebfun v5.2.1 [12] to compute trigonometric interpolants.
Chebfun is an open-source package, MATLAB-based, for computing with functions to 16-digit accuracy. Its recent extension to periodic functions [23] provides a very convenient framework for working with closed curves in the complex plane.
Let us now say more about the second ingredient. The exact gradient and exact Hessian are derived in Appendix A. The gradient can be computed in O(nN 2 ) operations, while the computation of the Hessian requires O(nN 3 ) operations. The numerical optimization of the action, in MATLAB R2015b, is carried out in two steps. First, we apply a quasi-Newton method [16, Chapter 6] using the exact gradient, and with a small number of Fourier coefficients, N = 55 and 75 in our experiments. Quasi-Newton methods are based on the approximation of the Hessian matrix (or its inverse) using rank-one or -two updates specified by gradient evaluations. In MATLAB, the fminunc command implements various quasiNewton methods and, among them, we choose the BFGS algorithm [20] . We take O(N ) iterations of the BFGS algorithm. , and the total cost of the optimization is O(n(N 3 + M 3 )). Let us add four comments about this optimization process. First, since the initial guess of Newton's method-the output of BFGS-is a good approximation of a choreography, the Hessian matrix does not vary significantly from one iteration to another. As a consequence, using the LDL T factorization of the Hessian of the first iterate at each iteration does not affect the convergence very much. Second, at a minimum of the action, i.e., a choreography, the Hessian is positive definite, so we could in principle use the Cholesky decomposition instead of the LDL T decomposition. However, in practice, because the Hessian is computed at an approximation of a choreography, it often has some small negative eigenvalues. Third, we do not use Newton's method with exact Hessian from the beginning because it only converges for initial guesses close enough to the solution. Fourth, another option would be to use M coefficients with the quasi-Newton method directly. However, we found in practice that BFGS with M coefficients typically achieves an accuracy of 6 digits at most, while Newton's method achieves an accuracy of 10 digits.
For both steps of the optimization, the accuracy is defined as the the 2-norm of the residual of (2.1) divided by the 2-norm of the solution (relative 2-norm). The residual is computed in Chebfun with the chebop class [11] , the Chebfun automatic solver of differential equations. We also check that the 2-norm of the gradient divided by the 2-norm of the gradient of the initial guess (relative 2-norm) is close to zero, and that the Fourier coefficients of the solution decay to sufficiently small values.
The famous figure-eight, with action A ≈ 24.371926 [4] , is plotted in Figure 3 .1. It is obtained by running the code of Figure 3 .3. The code uses the actiongradeval and gradhesseval functions, which compute the action and the gradient, and the gradient and the Hessian; the codes are available online at the first author's GitHub web-page (http://github.com/Hadrien-Montanelli). Table 3 .1 shows some numbers pertaining to the computation of the figure-eight, including the relative 2-norms of the solution and the gradient, and the amplitude of the smallest (numerically nonzero) Fourier coefficient. After 51 iterations of the BFGS algorithm, the solution is accurate to five digits, and two iterations of Newton's method gives six extra correct digits. The solution found by BFGS and BFGS plus Newton look the same to the eye; if they were plotted on the same graph, they would be perfectly superimposed. The difference is visible in coefficient space. We plot the Fourier coefficients of the two solutions in Figure 3 All the planar absolute choreographies of the five-body problem found by Simó [21, Figure 2 ] can be computed with this algorithm. We plot six of them in Figure 3 Figure 3 .4 with Newton's method using the outputs of BFGS as initial guesses.
The same method can be used to compute relative choreographies to high accuracy. We plot three relative planar choreographies of the seven-body problem in Figure 3 .5.
An interactive tool to compute choreographies with MATLAB and Chebfun is available at the web-page previously given. The code, choreo, finds choreographies starting with hand-drawn initial guesses. It is easy to use, fast and enjoyable-the reader is highly encouraged to try it! Let us conclude this section with a few words about the number of choreographies for a given n. This number is not known, but there is an interesting result, due to Simó [21, Proposition 5.1], about the (smaller) number of choreographies that consist of a concatenation of "bubbles," such as 4. Spherical choreographies. Let X j (t) ∈ R 3 , 0 ≤ j ≤ n − 1, denote the Cartesian coordinates of n bodies with unit mass on the sphere S 2 R = {X ∈ R 3 , X = R}, where · is the Euclidean norm in R 3 . The n-body problem on the sphere in a cotangent potential describes the motion of these bodies via the n coupled nonlinear ODEs
See [9] for details about the derivation of these equations. Note that the potential associated with (4.1) is no longer the Newtonian potential (2.5). It is a cotangent potential, a generalization of the Newtonian potential on the sphere, and dates back to the 1820's with the work of Bolyai and Lobachevsky. The reader can find a detailed history of the problem in Diacu's 2012 book on relative equilibria [5] . We are looking for periodic solutions of (4.1) moving along the same orbit, i.e., solutions X j (t) such that
Again, the period can be chosen equal to 2π because if Q(t) is a T -periodic solution of (4.1) on the sphere of radius R, then λ −2/3 Q(λt), λ = T /(2π), is a 2π-periodic one on the sphere of radius λ −2/3 R. We call these solutions spherical choreographies. They are minima of the action associated with (4.1), defined again as the integral over one period of the kinetic minus the potential energy, with kinetic energy
and potential energy
is the great-circle distance between X i (t) and X j (t) on S 2 R . The potential (4.4) is the cotangent of the (rescaled) distance on the sphere. Using the trigonometric identity cot(arccos(x)) = x/ √ 1 − x 2 , the potential energy can be rewritten
The action is then given by
Spherical choreographies correspond to functions Q(t) which minimize (4.7). Note that since the cotangent potential (4.4) is singular not only when the distance between two bodies is zero but also for antipodal configurations, we are looking for solutions that stay in a single hemisphere. See [10] for more details about the singularities of the n-body problem in a cotangent potential.
As in the plane, we are also interested in solutions of (4.1) in which the bodies share a single orbit Q(t) that is rotating with angular velocity ω along the z-axis relative to an inertial reference frame, i.e.,
Let R ω (t) denote the rotation matrix in (4.8). The action associated with relative spherical choreographies is
As in the plane, (4.7) is the special case of (4.9) with ω = 0.
Computing spherical choreographies.
Our method for computing spherical choreographies is based on stereographic projection and on the algorithm described in Section 3. Points
T on the sphere S 2 R are mapped to points z = P R (X) in the plane C via
The inverse mapping is given by
The Euclidean distance d(X, Y ) = X − Y between two points on the sphere is transformed into the distance d(z, ξ) between their projections z = P R (X) and ξ = P R (Y ) defined by
and the great-circle distance (4.5) intô
The complex plane endowed with the distance (5.4) is called the spherical plane. Let q(t) = P R (Q(t)) denote the projection of the curve Q(t) onto C, and
the projections of the n bodies X j (t). The action (4.9) can be then reformulated as Once the problem is reformulated in the spherical plane, we apply the two key ingredients and the two steps described in Section 3. The function q(t) is approximated by its trigonometric interpolant (3.1)-(3.2) at N points, the action (5.6) becomes a function of the real and imaginary parts of the Fourier coefficients, and is computed with the exponentially accurate trapezoidal rule. Formulas for the gradient and the Hessian matrix of the action (5.6) are derived in Appendix B and used in the optimization algorithms. Again, the computation of the gradient costs O(nN 2 ) while the computation of the Hessian requires O(nN 3 ) operations. For the optimization, we use the same strategy: BFGS algorithm with exact gradient and a small number of variables, followed by a few steps of an approximate Newton method with exact Hessian and a larger number of variables. As in the plane, at convergence, we check that the norm of the gradient of the action is close to zero, the Fourier coefficients of the solution decay to sufficiently small values, and the solution satisfies equation (4.1) projected into the plane. The latter was first given by Pérez-Chavela and Reyes-Victoria in 2012 [17, Lemma 2.1], and can be written as
where
2 is the conformal factor that appears in the kinetic part of (5.6), while P j,i (t) and Θ j,i (t) are defined by
and A circular choreography of the spherical three-body problem on the sphere of radius R = 1 (left) and its projection in the plane (right). All the circles of radius r, 0 < r < R, are spherical choreographies for any R = 0 and any n ≥ 2. Circles of radius r = R, i.e. equators, such as the one above, are spherical choreographies for odd n only; for even n, it would lead to antipodal singularities. The dots show the bodies at time t = 0.
Again, the residual of equation (5.7) can be computed in Chebfun with chebop.
As we mentioned in the introduction, the only non-circular spherical choreographies with unit masses found so far are for the two-body problem. Diacu and its collaborators [9] , and Pérez-Chavela and Reyes-Victoria [17] also characterized the solutions of the spherical n-body problem, n ≥ 2, in which the bodies move along the same circle (such as Figure 5 .1), or along different ones-the relative equilibria.
We present now new non-circular spherical choreographies. The first one is the spherical figureeight, a solution of the three-body problem on the sphere of radius R = 1.4, shown in Figure 5 .2. Table 5 .1 shows some numbers pertaining to its computation. Combining the BFGS algorithm with Newton's method leads to thirteen digits of accuracy. We plot the geometrically decaying Fourier coefficients of the outputs of BFGS and Newton's method in Figure 5 .3. After BFGS, they decay to 10 −7 , and after two iterations of Newton's method, they decay to machine precision. Numerically, we found that the (2π-periodic) spherical figure-eight exists on spheres of radius R ≥ 1.32. Below this value, it cannot fit in a single hemisphere and would therefore lead to antipodal singularities 3 . Many new spherical choreographies can be found with our algorithm. We show in Figure 5 .4 three spherical choreographies of the five-body problem on the sphere of radius 2. These are curved versions of the choreographies of Figure 3 .4. Table 5 .2 shows some numbers pertaining to their computations. We get two to five digits of accuracy with the BFGS algorithm, and applying Newton's method with the outputs of BFGS as initial guesses leads to nine to thirteen digits of accuracy.
Relative spherical choreographies can also be computed with this method. We plot three relative spherical choreographies of the seven-body problem on the sphere of radius 2.5 in Figure 5 .5. These are curved versions of the relative choreographies of Figure 3 .5.
An interactive tool to compute spherical choreographies using hand-drawn initial guesses, Relative spherical choreographies of the seven-body problem on the sphere of radius 2.5 with angular velocities 2.8 (left), −2.9 (center) and 2.31 (right), analogous to the relative choreographies of Figure 3 .5. Again, they can be computed to ten digits of accuracy with about four hundred Fourier coefficients. choreosphere, is also available at the web-page previously given; it uses the actiongradevalsphere and gradhessevalsphere functions, which compute the action and the gradient, and the gradient and the Hessian.
BFGS
6. Limit of infinitely large radius. As its radius R gets bigger, the sphere gets flatter, and in the limit R → ∞, it converges to the complex plane. Equivalently, the spherical plane converges to the complex plane. The distances (5.3) and (5.4) converge to twice the absolute value, and the action on the sphere (5.6) converges to four times the action in the plane (2.8), since it involves squares of distances. We might then expect that twice the spherical choreographies converge to the planar choreographies as R → ∞, and it is indeed the case 4 . In Figures 6.1, 6 .2 and 6.3, we plot the spherical choreographies of Figures 5.2 , 5.4 and 5.5 (multiplied by a factor 2) for increasing values of R and plot them together with their planar analogues. Tables 6.1, 6.2 and 6.3 report the ∞-norm of the difference between analogous spherical and planar choreographies as R increases. It is clear from the tables that spherical choreographies converge to their planar analogues at a rate proportional to the curvature 1/R 2 .
7. Conclusions. Choreographies are very special solutions of the n-body problem. They are not only periodic but also share a single orbit. We have shown in this paper that choreographies exist on a sphere in a cotangent potential for various n ≥ 2. Curved versions of Simó's planar choreographies, they can be computed to high accuracy using stereographic projection, trigonometric interpolation, and minimization of the action. Stability properties of the spherical choreographies have not been discussed. In the plane, the only non-circular stable choreography is the figure-eight of Figure 3 .1. We have found numerical evidence that the spherical figure-eight of Figure 5 .2 is stable too. We have solved the curved 3-body problem (4.1), with initial conditions defined by the reds dots (positions) and the tangents at these dots (velocities) of Figure 5 .2. We ran it for a thousand full orbits, i.e., from t = 0 to t = 2000π, and the solution did not fall apart. All the other spherical choreographies presented in this paper fell apart after only a few full orbits. The systematic approach to study the stability of periodic solutions of dynamical systems is to compute the eigenvalues of the derivatives of the associated Poincaré maps. We are currently working on a different algorithm, based on the singular value decomposition of the operator which governs the first variational equation of (4.1), to compute these eigenvalues. Details will be reported elsewhere.
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Appendix A. Closed-form expressions for the gradient and the Hessian in the plane. Let N be an odd number, and let p N (t) be the trigonometric interpolant of q(t) at N equispaced points on [0, 2π) defined by (3.1)-(3.2). We can decompose the action (2.8) into the sum of two terms A K and A U with q(t) and q ′ (t) approximated by p N (t) and p ′ N (t),
The two terms A K and A U depend on the 2N variables {u k , v k }, |k| ≤ (N −1)/2, where c k = u k +iv k are the Fourier coefficients (3.2) of p N (t). Let ∇ denote the gradient with respect to the u k 's and Table 6 .2 Convergence of the spherical choreographies of Figure 5 .4 to the planar ones of Figure 3.4 Table 6 .3 Convergence of the spherical choreographies of Figure 5 .5 to the planar ones of Figure 3 .5 as R increases.
We wish to derive closed-form expressions for ∇A K and ∇A U . Consider first A K , with
has Fourier coefficients {ikc k + iωc k }, and using Parseval's identity. It leads to
Consider now A U , with
Expanding p N (t) and p N (t + 2πj/n) and regrouping real and imaginary parts lead to
for |k| ≤ (N − 1)/2 and 1 ≤ j ≤ n − 1. The partial derivatives of A U with respect to the u k 's and v k 's can then be computed with the chain rule,
with 8) and
Let us now derive the formula for the exact Hessian matrix H,
H is a 2N × 2N matrix, and each block is N × N . Note that the ∂ 2 A/∂v l ∂u k block is the transpose of the ∂ 2 A/∂u l ∂v k block, so we are going to derive formulas for the ∂ 2 A/∂u l ∂u k , ∂ 2 A/∂u l ∂v k , and ∂ 2 A/∂v l ∂v k derivatives only. It is clear from (7.3) that
where δ kl is the Kronecker delta. The second derivatives of A U with respect to the u k 's and v k 's can be obtained by differentiating (7.7) one more time, e.g.,
There are similar formulas for the other derivatives with
Note that all the second derivatives involving the real and imaginary parts u 0 and v 0 of the constant terms c 0 are zeros, i.e.,
and
To prove (7.15), take k = 0 in (7.11), and to prove (7.16), note that a 0,j = b 0,j = 0. As a consequence, when using Newton's method with the exact Hessian (7.10), one needs to get rid of these derivatives to make the matrix nonsingular, that is, eliminate the lines and columns that correspond to the constant term. Similarly, one needs to get rid of u 0 and v 0 in the vector of optimization variables.
Appendix B. Closed-form expressions for the gradient and the Hessian on the sphere. Again, let N be an odd number, and let p N (t) be the trigonometric interpolant of q(t) at N equispaced points on [0, 2π) defined by (3.1)-(3.2). We can decompose the action (5.6) into the sum of two terms A K and A U . The first term comes from the kinetic energy, 17) while the second term comes from the potential energy, with f j (u k , v k , t) = |p N (t) − p N (t + 2πj/n)| as defined in (7.5)-(7.6), and r j defined by
that is,
with c k,j (t) = cos(2πkj/n) cos(kt) − sin(2πkj/n) sin(kt), d k,j (t) = − cos(2πkj/n) sin(kt) − sin(2πkj/n) cos(kt), The derivatives of f j with respect to the u k 's and v k 's are given by (7.8)-(7.9), while the derivatives of r j are given by
