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1. INTRODUCTION
The goal of the paper is to present a new framework to handle 
estimation of the 6 Degree of Freedom (6-DoF) pose (translation 
and rotation in 3D) of an object from a single image. It has many 
applications, especially in robotic manipulation. However, despite 
the need of a general and accurate framework, this task tends to 
be treated on a case by case basis. For example, approaches tend to 
differ depending of the object’s texture.
Because 3D pose dataset are difficult and time consuming to make, 
training a network for general pose estimation in an uncontrolled 
environment with multiple object’s instances is challenging. To 
tackle this problem, our approach combined previously existing 
pose estimation approach with a classic instance segmentation 
network. The algorithm can be divided in three stages. The first 
stage is the instance segmentation where we use a mask-R-CNN 
network [1] to provide semantic masks of objects’ instances on an 
image. Because instance segmentation is already a well-studied 
subject this paper does not focus on this part. For this step, any 
state-of-the-art instance segmentation network would work, the 
better the accuracy, the better the final result. The second stage is 
the keypoints localization network. For this task we use a heavy 
convolutional network to predict of set of semantic keypoints [2]. 
This network takes as input the semantic masks extracted by the 
mask-R-CNN. Because the input is only a mask of the object, it is 
possible to train this network using virtual images generated ran-
domly with a simple mesh of the object. This way, the creation of 
the virtual dataset does not require skills in 3D modelling to beat 
the reality gap [3].
The last stage is to solve the pose to perspective problem. Because 
it is already a well-documented subject, this paper does not focus 
on this step. While this work focuses only of RGB input, it could be 
adapted fairly easily to Red Green Blue Depth (RGBD) inputs with 
some light modification in the network’s architecture and for the 
virtual dataset generation.
2. RELATED WORK
6 degree of freedom pose estimation is extremely useful for many 
robotic tasks and several approaches of the subject have already 
been studied. But these methods typically address the problem for 
highly textured objects. This leads to failure for textureless objects 
and reduces generalization capability. However, they need instance 
specific 3D model of every object, limiting their real applications. 
Methods using 2D landmarks localization on the image can works 
for textureless objects. Finding the pose of a rigid object given the 




The keypoints localization network uses stacked convolutional 
encoder decoder that has been proven effective for human pose 
estimation using keypoints [4]. It seems natural to think that the 
same architecture could be used for object keypoints localization. 
The stacked encoder decoder are plugged directly at the end of an 
already trained mask-R-CNN network. Its task is to reduces objects 
to masks, removing background, textures and specific details. 
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A B S T R AC T
Pose estimation algorithms’ goal is to find the position and the orientation of an object in space, given only an image. This 
task may be complex, especially in an uncontrolled environment with several parameters that can vary, like the object texture, 
background or the lightning conditions. Most algorithms performing pose estimation use deep learning methods. However, 
it may be difficult to create dataset to train such kind of models. In this paper we developed a new algorithm robust to a high 
variability of conditions using instance segmentation of the image and trainable on a virtual dataset. This system performs 
semantic keypoints based pose estimation without considering background, lighting or texture changes on the object.
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Figure 1 | Architecture of the keypoints localization network with intermediate supervision. Max-pooling layers are drawn in red, deconvolution layers 
in blue. The symmetric nature of this architecture makes possible the use of residual layers, which are not represented. The size of the feature maps and 
number of channels are indicated for each layer.
Figure 2 | Examples of virtual masks for three objects: a book, a bottle and 
a cup.
Only the form of the object projected on the camera captor is left. 
This enables the keypoints localization network to consider only 
the form of the object and helps the generalization.
3.1.1. Network architecture
The network architecture (Figure 1) is mostly inspired of the 
architecture presented in Kang et al. [2], Tremblay et al. [3] and 
Hinterstoisser et al. [5] with few minor modifications. The net-
work input is a mask extracted by the mask-R-CNN from an 
RGB image and the output is a set of heatmaps, one for each key-
point. The heatmap intensity at a given pixel indicates the confi-
dence of the respective keypoint to be located at this pixel. The 
network is made of stacked hourglasses. Each hourglass consists 
of two processing stage. In the first stage, a series of convolution 
and max-pooling layers are applied the input image. Each max- 
pooling layer divides by two the resolution of the feature map. This 
process continues until the resolution reach a minimal resolution 
set by the user (4 × 4 in our model). After this down-sampling 
process, series of deconvolution layers are applied to the feature 
map. A residual layer is also applied to increase the accuracy of the 
network. This process continues until the feature map reaches the 
input resolution. Another hourglass can be stacked to the end of 
the first one to refine the output heatmaps. The ground truth labels 
used for the training are heatmaps made by applying 2D gaussian 
centered at every keypoint. The loss function used is the l2 norm. 
It is possible the use intermediate supervision at the end of each 
hourglass module the increase the accuracy and fasten the training 
by providing more signal for the gradient back propagation. The 
output of the last module is used as the output of the whole net-
work. The maximum of each heatmap indicates the localization of 
the respective keypoint.
3.1.2. Design explanation
The main goal of this architecture is to provide a heatmaps with 
the same resolution of the input. The combination of down sam-
pling and up sampling enable the network to use local and global 
features of the input. This is especially useful given the large 
variability of the object and the relatively low dimension of the 
output. The addition of intermediate supervision has been proven 
useful to increase gradient signal and therefore fasten the training 
process while reducing issues such as vanishing gradient. Finally, 
residual layers than save the signal during the down sampling are 
used to help the up sampling process.
3.2. Training
3.2.1. Virtual training
Training may become very challenging when no dataset is available 
for the task. In the case of pose estimation, most datasets focus on 
very few objects with limited number of instances in a very con-
trolled environment. Because labelling data for pose estimation is 
extremely time consuming, virtual training has been proven effi-
cient to train state-of-the-art pose estimation algorithms. However, 
creating realistic scenes and 3D models of objects can also be very 
challenging. In this paper we use a virtual dataset created using 
only a simple mesh of every objects. This approach makes possible 
to create important dataset in a limited amount of time. To do so we 
compute mask projection of the object with random poses as illus-
trated in Figure 2. This mask projection is made using OpenCV 
functions for projection and drawing. We also apply different kinds 
of blur to simulate the imperfection of the mask-R-CNN’s outputs. 
These images are similar to the output of an instance segmentation 
network; therefore, they can be used to train the keypoints localiza-
tion network. Because the mask-R-CNN is easy to train with a good 
accuracy, we consider only the training of the hourglass network. 
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Figure 3 | Full workflow of the algorithm. The semantic mask is inferred by a mask-R-CNN. Then the heatmaps are created by the stacked hourglass 
network. Finally, the pose is recovered from the keypoints with the solvePnPRansac from the OpenCV library. On the final image, 2D estimated keypoints 
are drawn in red and the projection of the bounding box with the recovered 6-DoF pose is drawn in blue.
Figure 4 | Illustration of the pose recovery. The output of the network is 
drawn in red, the projected bounding box in blue.
5. SUMMARY
In this paper we proposed an original method to infer the 6-DoF 
of an object from a single RBG image. This keypoints localization 
network can be trained very easily using a dataset made of virtual 
images and can be plugged over any instance segmentation net-
work with only few adjustments. With its easy training process and 
the good generalization capability, our framework can be useful for 
many robotic applications where the creation of a specific dataset 
of real annotated images cannot be done. We also investigated the 
role of texture information in the pose estimation and shown that it 
is probably not possible to recover the pose of an object only using 
texture-less images.
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However, the virtual dataset is not a perfect representation of the 
mask-R-CNN’s output and some issues with the reality gap may 
appear.
4. EXPERIMENTS
In this section we focus on solving the pose to perspective prob-
lem for specific objects. This task has application in robotic tasks 
like pick and place and can be useful for factory automation. But as 
explained in Subsection 3.2, the creation of a dataset of real images 
is very time consuming and we did not create one. Because of that 
the only evaluation possible for real images in a visual one. The do 
this we compute the pose of the object for every frame of a video. 
Then we project the bounding box of the object back one the image 
and we evaluate visually the output of the algorithm. This eval-
uation cannot give a good measure of the accuracy but can still 
prove that the idea of the algorithm is valid at least in some cases. 
However we could not perform quantitative evaluation of the algo-
rithm due to a lack of dataset, and we can give no more that general 
recommendation.
Our proposed method achieved acceptable result on virtually gen-
erated images. However, when using masks outputted by the mask-
R-CNN it does not achieve good accuracy neither stability. We 
believe that the masks are not sharp enough, but more importantly 
it shows the importance of texture information on pose estimation 
task. We advise to use texture information for this kind of task if the 
object projected geometry change when rotating.
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