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CCNP: Cisco Certified Network Professional esta certificación permite alcanzar las 
habilidades de planificar, implementar, verificar y resolver problemas en redes 
locales LAN. 
EIGRP: Enhanced Interior Gateway Routing Protocol es una versión mejorada de 
IGRP. La misma tecnología de vector de distancia que se encuentra en IGRP 
también se usa en EIGRP, y la información de distancia subyacente permanece sin 
cambios. Las propiedades de convergencia y la eficiencia operativa de este 
protocolo han mejorado significativamente  
ETHERCHANNEL: Es una tecnología de agregación de enlaces de puertos 
desarrollada por Cisco, la cual proporciona enlaces de alta velocidad tolerantes a 
fallas entre conmutadores. Esta tecnología permite agrupar varios enlaces para 
crear un enlace EtherChannel. 
LACP: Link Aggregation Control Protocol Permite que los switches Cisco 
administren canales Ethernet entre switches, facilita la creación de EtherChannels 
intercambiando paquetes LACP entre puertos Ethernet. 
OSPF: Open Shortest Path First protocolo de direccionamiento de tipo enlace-
estado, desarrollado para las redes IP y basado en el algoritmo de primera vía más 
corta (SPF). OSPF es un protocolo de pasarela interior (IGP) 
PAgP: Port Aggregation Protoco este protocolo es propiedad de Cisco que se utiliza 
para la agregación lógica y automatizada de puertos de conmutador Ethernet, 
conocido como Ether Channel. Hay dos modos de PAgP: Modo automático: negocia 
pasivamente la agregación PAgP. Modo deseable: que negocia activamente PAgP. 
SPANNING TREE PROTOCOL “STP”: El propósito principal es garantizar que no 
cree bucles cuando se tenga rutas redundantes, ya que los bucles se tornan 
mortales para la red. 
SWITCH: Se pueden dividir en administrables y no administrables; los no 
administrables es fabricado para que sea conectado y funcione sin necesidad de 
alguna configuración, los administrables brindan seguridad y más funciones y 
flexibilidad. 
VLAN: Virtual Local Area Network grupo de dispositivos en una o más LAN que se 
configuran para comunicarse como si estuvieran conectados al mismo cable. Se 







A través del estudio de profundización CCNP de Cisco se presenta en este 
documento el desarrollo de dos escenarios tipo problema, el primero consiste en 
una topología la cual está compuesta por dos protocolos de enrutamiento como lo 
son EIGRP y OSPF donde mediante líneas de comando se debe llegar a que ambos 
protocolos converjan y sea posible la comunicación entre cada extremo; para el 
segundo se tiene una topología de red donde se debe configurar e interconectar 
entre sí cada uno de los dispositivos, de acuerdo con las configuraciones necesarias 
de IP, EtherChannel, VLANs permitiendo una comunicación entre cada dispositivo. 
 







Through the Cisco CCNP in-depth study, the development of two problem-type 
scenarios is presented in this document, the first consists of a topology which is 
composed of two routing protocols such as EIGRP and OSPF where, through 
command lines, it is necessary to get both protocols to converge and communication 
between each end is possible; For the second, there is a network topology where 
each of the devices must be configured and interconnected, according to the 
necessary configurations of IP, EtherChannel, VLANs, allowing communication 
between each device. 
 










El presente diplomado CCNP se realiza con el fin de profundizar y mejorar los 
conocimientos adquiridos durante el programa académico de Ingeniería en 
Telecomunicaciones, permitiendo adquirir nuevas habilidades en la resolución de 
problemas en los distintos escenarios que nos podamos encontrar a lo largo de la 
carrera profesional. Con el desarrollo de los dos escenarios propuestos se ponen a 
prueba las habilidades adquiridas a lo largo del periodo académico, analizando y 
ejecutando las configuraciones necesarias para resolver los problemas enunciados. 
Para el primer escenario es indispensable ejecutar configuraciones básicas, 
protocolos de enrutamiento como OSPF y EIGRP permitiendo que el Router 
propague las rutas en toda la red, así mismo interfaces Loopback para que 
participen en el sistema autónomo y de área 150. 
En el segundo escenario se tiene topología donde intervienen dispositivos Switch y 
Host, para esta se debe realizar configuraciones básicas, puertos troncales y 
EtherChannel así mismo para cada uno de este protocolo LACP y PAgP, activación 
de Vlan y sus correspondientes interfaces como puertos de acceso entre otros, con 
el objetivo que las Vlan sean aprendidas en ALS1 y ALS2 generando una 



















Teniendo en la cuenta la siguiente imagen: 
 
 


















Tabla 1. Direccionamiento IP 
TABLA DE ENRUTAMIENTO 
DISPOSITIVO INTERFAZ IP MASCARA ROUTING / 
AREA 
R1 S 1/0 150.20.15.1 255.255.255.0 OSPF AREA 150 
R2 S 1/0 150.20.15.2 255.255.255.0 OSPF AREA 150 
 S 1/1 150.20.20.2 255.255.255.0 OSPF AREA 150 
R3 S 1/0 150.20.20.1 255.255.255.0 OSPF AREA 150 
 S 1/1 80.50.42.1 255.255.255.0 EIGRP 51 
R4 S 1/0 80.50.42.2 255.255.255.0 EIGRP 51 
 S 1/1 80.50.30.1 255.255.255.0 EIGRP 51 
R5 S 1/0 80.50.30.2 255.255.255.0 EIGRP 51 
 
1. Aplique las configuraciones iniciales y los protocolos de enrutamiento para 
los routers R1, R2, R3, R4 y R5 según el diagrama. No asigne passwords en 
los routers. Configurar las interfaces con las direcciones que se muestran en 











no ip domain-lookup 
line con 0 
loggin synchronous 
exec-timeout 0 0 
exit 
inte s1/0 
ip address 150.20.15.1 255.255.255.0 
clock rate 64000 
no shut 
exit 
router ospf 1 
network 150.20.15.0 0.0.0.255 area 150 




Para R1 se aplican las configuraciones iniciales como asignar el nombre, desactiva 
la traducción de nombres, se le indica al sistema que si hay mensaje de evento 
mantenga el comando digitado, se establece el tiempo de espera inactivo, se 
configura interfaz s 0/1 con su correspondiente dirección IP así mismo se asigna la 
velocidad de reloj a esta interfaz y se activa. Se ingresa al routing OSPF 1 para 
configurar la red 150.20.15.0 0.0.0.255 de area 150. 
 






no ip domain-lookup 




exec-time 0 0 
exit 
inte s1/0 




ip address 150.20.20.2 255.255.255.0 
clock rate 128000 
no shut 
exit 
router ospf 1 
network 150.20.15.0 
network 150.20.15.0 0.0.0.255 area 150 
network 150.20.20.0 0.0.0.255 area 150 
exit 
 
Para R2 se aplican las configuraciones iniciales como asignar el nombre, desactiva 
la traducción de nombres, se le indica al sistema que si hay mensaje de evento 
mantenga el comando digitado, se establece el tiempo de espera inactivo; se 
configura interfaz s 0/1 con su correspondiente dirección IP y se activa, luego se 
configura interfaz s1/1 con su correspondiente dirección IP, se asigna la velocidad 
de reloj a esta interfaz y se activa. Se ingresa al routing OSPF 1 para configurar las 
















no ip domain-lookup 
line con 0 
logging synchronous 
exec-timeout 0 0 
exit 
inte s1/0 




ip address 80.50.42.1 255.255.255.0 
19 
 
clock rate 64000 
no shut 
exit 
router ospf 1 
network 150.20.20.0 0.0.0.255 area 150 
exit 
router eigrp 51 
network 80.50.42.0 
 
Para R3 se aplican las configuraciones iniciales como asignar el nombre, desactiva 
la traducción de nombres, se le indica al sistema que si hay mensaje de evento 
mantenga el comando digitado, se establece el tiempo de espera inactivo; se 
configura interfaz s 0/1 con su correspondiente dirección IP, se asigna la velocidad 
de reloj a esta interfaz y se activa, luego se configura interfaz s1/1 con su 
correspondiente dirección IP y se activa. Se ingresa al routing OSPF para configurar 
la red 150.20.15.0 0.0.0.255 de area 150, seguido se ingresa al routing EIGRP 51 
configurando la red 80.50.42.0. 
 








no ip domain-lookup 
line con 0 
logging synchronous 
exec-timeout 0 0 
exit 
inte s1/0 
ip address 80.50.42.2 255.255.255.0 
no shut 
clock rate 64000 
exit 
inte s1/1 




Para R4 se aplican las configuraciones iniciales como asignar el nombre, desactiva 
la traducción de nombres, se le indica al sistema que si hay mensaje de evento 
mantenga el comando digitado, se establece el tiempo de espera inactivo; se 
configura interfaz s 0/1 con su correspondiente dirección IP, se asigna la velocidad 
de reloj a esta interfaz y se activa, luego se configura interfaz s1/1 con su 
















no ip domain-lookup 
line con 0 
logging synchronous 
exec-timeout 0 0 
exit 
inte s1/0 
ip address 80.50.30.2 255.255.255.0 
clock rate 64000 
no shut 
exit 





Para R5 se aplican las configuraciones iniciales como asignar el nombre, desactiva 
la traducción de nombres, se le indica al sistema que si hay mensaje de evento 
mantenga el comando digitado, se establece el tiempo de espera inactivo; se 
configura interfaz s 0/1 con su correspondiente dirección IP, se asigna la velocidad 
de reloj a esta interfaz y se activa, luego se configura interfaz s1/1 con su 
correspondiente dirección IP y se activa, seguido se ingresa al routing EIGRP 51 
configurando la red 80.50.30.0. 
 
2. Cree cuatro nuevas interfaces de Loopback en R1 utilizando la asignación de 
direcciones 20.1.0.0/22 y configure esas interfaces para participar en el área 
150 de OSPF. 
 
Tabla 2. Direccionamiento IP Loopback en R1 
ENRUTAMIENTO LOOPBACK 
INTERFAZ IP MASCARA 
Loopback 0 20.1.0.1  255.255.252.0 
Loopback 10 20.1.4.1  255.255.252.0 
Loopback 20 20.1.8.1  255.255.252.0 
Loopback 30 20.1.12.1  255.255.252.0 
 








ip address 20.1.0.1 255.255.252.0 
exit 
inte lo10 
ip address 20.1.4.1 255.255.252.0 
exit 
inte lo20 
ip address 20.1.8.1 255.255.252.0 
exit 
inte lo30 
ip address 20.1.12.1 255.255.252.0 
exit 
router ospf 1 
network 20.1.12.0 0.0.3.255 area 150 
exit 
 
En R1 se activan las interfaces de Loopback Lo0, Lo10, Lo20 y Lo30, se asigna 
direccionamiento IP a cada una como muestra la tabla al inicio del punto, ingresando 
al routing OSPF 1 se configura la red 20.1.12.0 0.0.3.255 de area 150. 
 
3. Cree cuatro nuevas interfaces de Loopback en R5 utilizando la asignación de 
direcciones 180.5.0.0/22 y configure esas interfaces para participar en el 
Sistema Autónomo EIGRP 51. 
 
Tabla 3. Direccionamiento IP Loopback en R5 
ENRUTAMIENTO LOOPBACK 
INTERFAZ IP MASCARA 
Loopback 0 180.5.0.1  255.255.252.0 
Loopback 1 180.5.4.1 255.255.252.0 
Loopback 2 180.5.8.1 255.255.252.0 










ip address 180.5.0.1 255.255.252.0 
exit 
inte lo2 
ip address 180.5.4.1 255.255.252.0 
exit 
inte lo3 
ip address 180.5.8.1 255.255.252.0 
exit 
inte lo4 








En R5 se activan las interfaces de Loopback Lo1, Lo2, Lo3 y Lo4, se asigna 
direccionamiento IP a cada una como muestra la tabla al inicio del punto, ingresando 
al routing EIGRP 51 se configura la red 180.5.0.0 
 
4. Analice la tabla de enrutamiento de R3 y verifique que R3 está aprendiendo 
las nuevas interfaces de Loopback mediante el comando show ip route. 
 







5. Configure R3 para redistribuir las rutas EIGRP en OSPF usando el costo de 
80000 y luego redistribuya las rutas OSPF en EIGRP usando un ancho de 
banda T1 y 20,000 microsegundos de retardo. 
 





router eigrp 51 
redistribute ospf 150 metric 2000 100 255 1 1500 
exit 
router ospf 150 
redistribute eigrp 51 subnets 
exit 
 
En R3 se redistribuyen las rutas EIGRP en OSPF, luego se redistribuyen las rutas 
OSPF en EIGRP. 
 
6. Verifique en R1 y R5 que las rutas del sistema autónomo opuesto existen en 













Mediante el comando show ip route se verifican las rutas del sistema autónomo 





Una empresa de comunicaciones presenta una estructura Core acorde a la 
topología de red, en donde el estudiante será el administrador de la red, el cual 
deberá configurar e interconectar entre sí cada uno de los dispositivos que forman 
parte del escenario, acorde con los lineamientos establecidos para el 






















Parte 1: Configurar la red de acuerdo con las especificaciones. 
a. Apagar todas las interfaces en cada switch. 
 




inte ran e0/0-3,e1/0-3,e2/0-3,e3/0-3 
shut 
En cada Switch se selecciona el rango de interfaces y se apagan. 
30 
 




inte ran e0/0-3,e1/0-3,e2/0-3,e3/0-3 
shut 
 




inte ran e0/0-3,e1/0-3,e2/0-3,e3/0-3 
shut 
 








b. Asignar un nombre a cada switch acorde con el escenario establecido. 
 





Se asigna nombre a cada Switch. 
 




















c. Configurar los puertos troncales y Port-channels tal como se muestra en el 
diagrama. 
1) La conexión entre DLS1 y DLS2 será un EtherChannel capa-3 
utilizando LACP. Para DLS1 se utilizará la dirección IP 10.20.20.1/30 
y para DLS2 utilizará 10.20.20.2/30. 
 






inte port-channel 12 
no switchport 
ip address 10.20.20.1 255.255.255.252 
no shut 
exit 
inte ran e1/0-1 
no switchport 
channel-group 12 mode active 
 
En DLS1 se configura port-channel 12, capacidad de capa 3, su correspondiente IP 
y se activa, para el rango de interfaces e1/0-1 capacidad de capa 3 y grupo 12. 
 








ip address 10.20.20.2 255.255.255.252 
no shut 
exit 
inte ran e1/0-1 
no switchport 
channel-group 12 mode active 
 
En DLS2 se configura port-channel 12, capacidad de capa 3, su correspondiente IP 
y se activa, para el rango de interfaces e1/0-1 capacidad de capa 3 y grupo 12. 
 
1) Los Port-channels en las interfaces Fa0/7 y Fa0/8 utilizarán LACP. 




inte ran e0/0-1 
switchport trunk encapsulation dot1q 
switchport mode trunk 





En DLS1 para el rango de interfaces e0/0-1 se configura encapsulación dot1q, luego 
como enlace troncal y por último se asigna el grupo 1 en modo activo. 
 




inte ran e0/0-1 
switchport trunk encapsulation dot1q 
switchport mode trunk 
channel-group 2 mode active 
exit 
 
En DLS2 para el rango de interfaces e0/0-1 se configura encapsulación dot1q, luego 
como enlace troncal y por último se asigna el grupo 2 en modo activo. 
 






inte ran e0/0-1 
switchport trunk encapsulation dot1q 
switchport mode trunk 
channel-group 1 mode active 
exit 
En ALS1 para el rango de interfaces e0/0-1 se configura encapsulación dot1q, luego 
como enlace troncal y por último se asigna el grupo 1 en modo activo. 
 




inte ran e0/0-1 
switchport trunk encapsulation dot1q 
switchport mode trunk 
channel-group 2 mode active 
exit 
 
En ALS2 para el rango de interfaces e0/0-1 se configura encapsulación dot1q, luego 
como enlace troncal y por último se asigna el grupo 2 en modo activo. 
 








inte ran e0/2-3 
switchport trunk encapsulation dot1q 
switchport mode trunk 
channel-group 4 mode desirable 
no shut 
 
En DLS1 para el rango de interfaces e0/2-3 se configura encapsulación dot1q, luego 
como enlace troncal y por último se asigna el grupo 4 y negocie activamente para 
formar un enlace de PAgP. 
 






inte ran e0/2-3 
switchport trunk encapsulation dot1q 
switchport mode trunk 
channel-group 4 mode desirable 
no shut 
 
En ALS2 para el rango de interfaces e0/2-3 se configura encapsulación dot1q, luego 
como enlace troncal y por último se asigna el grupo 4 y negocie activamente para 
formar un enlace de PAgP. 
 




inte ran e0/2-3 
switchport trunk encapsulation dot1q 
switchport mode trunk 
channel-group 3 mode desirable 
no shut 
 
En DLS2 para el rango de interfaces e0/2-3 se configura encapsulación dot1q, luego 
como enlace troncal y por último se asigna el grupo 4 y negocie activamente para 








inte ran e0/2-3 
switchport trunk encapsulation dot1q 
switchport mode trunk 
channel-group 3 mode desirable 
no shut 
 
En ALS1 para el rango de interfaces e0/2-3 se configura encapsulación dot1q, luego 
como enlace troncal y por último se asigna el grupo 4 y negocie activamente para 
formar un enlace de PAgP. 
 
3) Todos los puertos troncales serán asignados a la VLAN 500 como la 
VLAN nativa. 







switchport trunk native vlan 500 
exit 
interface Po4 
switchport trunk native vlan 500 
 
En DLS1 para la interfaz Po1 y Po4 se configura como troncal hacia la Vlan nativa 
500. 
 





switchport trunk native vlan 500 
exit 
interface Po3 
switchport trunk native vlan 500 
 











switchport trunk native vlan 500 
exit 
interface Po3 
switchport trunk native vlan 500 
 
En ALS1 para la interfaz Po1 y Po3 se configura como troncal hacia la vlan nativa 
500 
 







switchport trunk native vlan 500 
exit 
interface Po4 
switchport trunk native vlan 500 
 
En ALS2 para la interfaz Po2 y Po4 se configura como troncal hacia la vlan nativa 
500 
 
e. Configurar DLS1, ALS1, y ALS2 para utilizar VTP versión 3 
1) Utilizar el nombre de dominio CISCO con la contraseña ccnp321 
2) Configurar DLS1 como servidor principal para las VLAN. 
3) Configurar ALS1 y ALS2 como clientes VTP. 
 




vtp domain CISCO 
vtp password ccnp321 
vtp version 3 




Para DLS1 se configura VTP nombre de dominio, contraseña, servidor principal para 
las Vlan creadas. 
 




vtp domain CISCO 
vtp password ccnp321 
vtp version 3 
vtp mode client 
 
En ALS1 se configura VTP nombre de dominio, contraseña Y MODO CLIENTE. 
 






vtp domain CISCO 
vtp password ccnp321 
vtp version 3 
vtp mode client 
 
En ALS2 se configura VTP nombre de dominio, contraseña Y MODO CLIENTE. 
f. Configurar en el servidor principal las siguientes VLAN: 
 
Tabla 4 Vlan y Nombres 
Número de VLAN Nombre de VLAN Número de VLAN Nombre de VLAN 
600 NATIVA 420 PROVEEDORES 
15 ADMON 100 SEGUROS  
240 CLIENTES  1050 VENTAS 
1112 MULTIMEDIA 3550 PERSONAL 
 
 
   























En DLS1 se configuran las Vlan que se muestran en la tabla. 
 
g. En DLS1, suspender la VLAN 420. 
 









Para Switch DLS1 se suspende la Vlan 420. 
 
h. Configurar DLS2 en modo VTP transparente VTP utilizando VTP versión 2, y 
configurar en DLS2 las mismas VLAN que en DLS1. 
 






















En switch DLS2 se configura las Vlan que se configuraron la DLS1. 
 
i. Suspender VLAN 420 en DLS2. 
 







Para switch DLS2 se suspende la Vlan 420. 
 
j. En DLS2, crear VLAN 567 con el nombre de PRODUCCION. La VLAN de 











inte port-channel 2 
switchport trunk allowed vlan except 567 
exit 
inte port-channel 3 
switchport trunk allowed vlan except 567 
 
En DLS2 se crea la Vlan 567 y se asigna nombre, así mismo se evita que se 
propague a otros Switch. 
 
k. Configurar DLS1 como Spanning tree root para las VLANs 1, 12, 420, 600, 
1050, 1112 y 3550 y como raíz secundaria para las VLAN 100 y 240. 
 






spanning-tree vlan 1,12,42,600,1050,1112,3550 root primary 
spanning-tree vlan 100,240 root secondary 
 
En DLS1 se configuran las Vlan 1,12,420,600,1050,1112 y 3550 como raíz principal 
y las 100 y 240 como secundarias. 
 
l. Configurar DLS2 como Spanning tree root para las VLAN 100 y 240 y como 
una raíz secundaria para las VLAN 15, 420, 600, 1050, 1112 y 3550. 
 




spanning-tree vlan 100,240 root primary 
spanning-tree vlan 15,420,600,1050,1112,3550 root secondary 
 
En DLS2 se configuran las Vlan como raíz principal 100 y 240, y las 
1,12,420,600,1050,1112 y 3550 como secundarias. 
 
m. Configurar todos los puertos como troncales de tal forma que solamente las 















inte port-channel 1 
switchport trunk native vlan 500 
switchport trunk encapsulation dot1q 
switchport mode trunk 
exit 
inte port-channel 4 
switchport trunk native vlan 500 
switchport trunk encapsulation dot1q 
switchport mode trunk 
exit 
inte ran e0/0-3 
switchport trunk native vlan 500 
switchport trunk encapsulation dot1q 
switchport mode trunk 
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channel-group 1 mode active 
En DLS1 se configura sobre los port-channel para que de esta manera solo las Vlan 
creadas circulen por la red. 
 




inte ran e0/0-3 
switchport trunk native vlan 500 
switchport trunk encapsulation dot1q 
switchport mode trunk 
channel-group 2 mode active 
exit 
inte ran e1/0-1 
switchport trunk native vlan 500 
 
Para DLS2 se configura sobre los port-channel para que de esta manera solo las 













inte ran e0/0-3 
switchport trunk native vlan 500 
switchport mode trunk 
exit 
 
En ALS1 se configura sobre los port-channel para que de esta manera solo las Vlan 
creadas circulen por la red. 
 






inte port-channel 2 
switchport trunk native vlan 500 
switchport mode trunk 
exit 
inte port-channel 4 
switchport trunk native vlan 500 
switchport mode trunk 
exit 
inte ran e0/0-1 
switchport mode trunk 
switchport trunk native vlan 500 
inte ran e0/2-3 
switchport trunk native vlan 500 
switchport mode trunk 
En ALS2 se configura sobre los port-channel para que de esta manera solo las Vlan 
creadas circulen por la red. 
n. Configurar las siguientes interfaces como puertos de acceso, asignados a las 
VLAN de la siguiente manera: 
 
Tabla 5 Interfaces con sus Vlan 
Interfaz DLS1 DLS2 ALS1 ALS2 
Interfaz Fa0/6 3550 15, 1050 100, 1050 240 
Interfaz Fa0/15 1112 1112 1112 1112 















switchport mode access 
switchport access vlan 3550 
no shut 
inte e3/2 
switchport mode access 
switchport access vlan 1112 
En DLS1 se configura la interfaz e3/3 en modo acceso sobre la Vlan 3550 y la 
















switchport mode access 
switchport access vlan 15 
switchport access vlan 1050 
exit 
inte e3/2 
switchport mode access 
switchport access vlan 1112 
exit 
inte ran e2/0-2 
switchport mode access 
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switchport access vlan 567 
 
En DLS2 se configura la interfaz e3/3 en modo acceso sobre la Vlan 15 y 1050, la 
interfaz e3/2 en modo de acceso sobre la Vlan 1112 y el rango de interfaces e2/0-2 
sobre la Vlan 567. 
 





switchport mode access 
switchport access vlan 100 
switchport access vlan 1050 
no shut 
inte e3/2 
switchport mode access 
switchport access vlan 1112 
En ALS1 se configura la interfaz e3/3 en modo acceso sobre la Vlan 100 y 1050, así 
mismo la interfaz e3/2 en modo de acceso sobre la Vlan 1112. 
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switchport mode access 
switchport access vlan 240 
inte e3/2 
switchport mode access 
switchport access vlan 1112 
 
En ALS2 se configura la interfaz e3/3 en modo acceso sobre la Vlan 240 y la interfaz 
e3/2 en modo de acceso sobre la Vlan 1112. 
 
Parte 2: conectividad de red de prueba y las opciones configuradas. 
a. Verificar la existencia de las VLAN correctas en todos los switches y la 
asignación de puertos troncales y de acceso 
 




























b. Verificar que el EtherChannel entre DLS1 y ALS1 está configurado 
correctamente 
Con el comando show etherchannel summary se verifica la configuración 
etherchannel. 
 










c. Verificar la configuración de Spanning tree entre DLS1 o DLS2 para cada 
VLAN. 
Se aplica el comando show Spanning-tree para verificar la configuración raíz en 
los Switch. 
 
















El desarrollo de la presente actividad permite trabajar 2 tipos de enrutamientos en 
redes como es OSPF “Open Shortest Path First” el cual es basado en algoritmo de 
primera vía más corta, al configurar parte de la red con dicho protocolo permite 
mantener una base de datos de enlace-estado que describe la topología de área. 
Ya que parte de la topología propuesta se trabaja con este tipo de routing se tiene 
como ventaja que cada sistema del área genera su propia base de datos a partir del 
LSA. LSA es un paquete que contiene información de los vecinos y los costes que 
estos llevan, de esta manera calcula la vía más corta. 
Para la otra parte de la topología se trabaja mediante el protocolo EIGRP (Enhanced 
Interior Gateway Routing Protocol) utilizando el vector de distancia mediante el 
algoritmo de actualización por difusión, las propiedades de convergencia y la 
eficacia de operación de este protocolo permite una arquitectura mejorada, teniendo 
un funcionamiento similar a OSPF como son las actualizaciones parciales y 
detección de vecinos. 
En la configuración de ambos protocolos en la topología propuesta se observa una 
configuración más sencilla por el lado de EIGRP, pero OSPF escala mejor que 
EIGRP ya que EIGRP es más complejo en redes de gran escala durante la 
resolución de problemas. En comparación con EIGRP, OSPF es mejor para usar en 
WAN debido a que la mayoría de los proveedores de servicios lo admiten. 
Con la configuración de Vlan se logra reducir el tamaño de domino de colisión en el 
segmento que se tiene en la topología; mejorando su rendimiento y seguridad. 
Siendo útiles para reducir el dominio de difusión de la información y ayudar en la 
administración de la red, separando segmentos permitiendo la interconexión lógica 
entre dispositivos, aunque se encuentren físicamente enlazados a diferentes Switch 
de la misma red de área local. 
Otro punto importante es la configuración MST en los Switch ya que crea varios 
árboles de extensión (instancias) para cada VLAN ayudando a optimizar la 
utilización de la red, reduciendo estrés de la red y se evita la creación de bucles 
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Anexo A. Link de Simulaciones 
https://drive.google.com/file/d/14odCCbEMTuNLpyja4iYoihpvo1nNRQts/view?usp=
sharing 
 
 
 
 
 
 
 
 
 
 
 
 
