ABSTRACT Localization is an important issue in next generation wireless networks (NGWNs), such as 5G cellular networks, IEEE 802.11ax WiFi networks, and wireless ad hoc sensor network (WASNs). This paper proposes a 3-D localization algorithm for NGWNs by utilizing the concept of radical centers from analytic geometry, and takes WASNs as an example. Assume that an unknown node can measure its distances to four or more anchor nodes (reference nodes). By picking four distance measurements to four anchor nodes, a radical center is computed. Through analytic formulation, the radical center is shown to be able to be treated as an estimation of the unknown node location. Since every four distance measurements generates one radical center (in 3-D space), to further improve and fuse these estimations, effective filtering mechanisms are proposed to filter out the improper estimations. Afterward, the remaining radical centers are averaged, and the solution is the final estimation of the unknown node location. The location errors of the proposed algorithm and the conventional minimum mean square error (MMSE) method were analytically compared. It was shown that the proposed algorithm outperforms the conventional MMSE method both in accuracy and efficiency. Extensive computer simulations were carried out and the results verified the advantage of the proposed location algorithm over the MMSE approach. WASNs, 5G, IEEE 802.11ax, IEEE 802.11az, radical centers. 
I. INTRODUCTION
On January 2015 the Next Generation Positioning study group, IEEE 802.11az, had started its activity to address the needs of a station to identify its absolute and relative position to another station or stations it's either associated or unassociated with. In this paper we propose a three dimensional localization algorithm for NGWNs by utilizing the concept of radical centers from analytic geometry, and take WASNs as an example. A WASN is composed of a large number of tiny autonomous devices called sensor nodes that are embedded with wireless and environment sensing functions. WASNs have great potential in a lot of control and monitor applications such as data collection, environment observation and forecasting, health-care monitoring, battlefield surveillance and enemy tracking, and so on [1] , [2] . Since most sensor nodes are randomly deployed without the knowledge of their positions, localization of sensor nodes is an essential issue for the operation, management, and applications of WASNs.
A lot of researchers have proposed many different solutions for the localization problem in WASNs [1] - [16] . There are trade-offs among the accuracy of localization, hardware cost, and the complexity of implementation. MMSE (Minimum Mean Square Error) estimation method [3] uses least squares solution to estimate the position of the unknown node. Fingerprinting-based methods [4] require extensive pre-configuration studies that depend on the features of the localization space. Doherty et al. [5] propose an approach to the exploitation of connectivity information for deriving the node position subject to the proximity constraints imposed by the known connections. Each node assumes that it lies in the intersection area of its beacons' bounding boxes. The initial position estimate of a sensor node is adopted as the center of the bounding box. However, in that approach, a random guess may result in a large mean error. Besides connectivity based approaches, range-based schemes utilize distances and/or angles between sensor nodes for higher location accuracy. ToA and TDoA measure the signal arrival time or the difference of arrival times and calculate distance based on transmission times and speeds. They can be applied to many different kinds of signals such as RF, acoustic, ultrasound, etc. They both require extensive hardware and employ the signal propagation time to obtain range information [6] , [7] . The RSSI (Received Signal Strength Indicator) based approach converts the received signal strength to the distance estimate between receiving nodes and transmitting nodes based on the radio propagation theory [8] - [10] . Alternatively, at the expense of additional complexity and cost, it is possible to modify a node to become capable of determining the received signal angle-of-arrival (AoA) measurements [11] for sensor positioning with higher location accuracy.
While there have been wide studies for two dimensional localization in WASNs, present network environments and technologies demand three dimensional localization [12] - [16] . In general, 3D localization schemes adopt trilateration, in which at least four anchor nodes are needed to compute the desired position. This approach usually experiences significant error accumulation as more nodes are iteratively localized. Therefore, most of the existing range-based 3D localization approaches tried to alleviate the complexity and transform the 3D localization process into its 2D counterpart by applying extra techniques. Zhang et al. [12] propose a hybrid algorithm using distance estimation and angle estimation for 3D localization. In [13] , Lee et. al. use Heron's formula of tetrahedron to calculate the target height and transform a two-dimensional location computed by the linear least square estimation algorithm into a 3D estimated location. Shih and Marrón [14] utilize six anchor nodes to reduce the complexity compared with the conventional 3D linear least square estimation algorithm. In [15] and [16] , the 3D underwater sensor network (USN) localization problem is transformed into its 2D counterpart by employing sensor depth information and a simple projection technique. The sensor node projects the location of the anchors on its plane and computes its location via lateration.
In this paper, we developed a novel range-based approach to three dimensional localization based on the idea of utilizing the radical centers from every four anchor nodes. This is the extended work of our previous study published in IEEE ICC 2012 proceeding [17] , which formulates the problem of localization using radical centers in a 2D space. A preliminary 3D formulation of this problem was published in [18] . In this study, complete formulations for 3D space were elaborated and formally described. In addition, more elaborative and effective filtering mechanisms than that were presented in [17] and [18] were developed. Besides, extensive simulations had been conducted, which verified the effectiveness of the proposed mechanisms. Furthermore, the proposed approach is a true 3D scheme without transforming the 3D localization process into a 2D counterpart [12] - [16] . Assume that the unknown node can measure its distances to four or more anchor nodes (or called reference nodes), whose locations are known a priori. In general, these distance measurements can be done by using many different available instruments or mechanism, such as RSS, ToA, TDoA, or AoA measurements [6] - [11] . This study was not devoted to the accuracy improvement of the distance measurements. Instead, based on the existing technologies for distance measurements and the conventional trilateration approach, a novel algorithm was proposed focusing on developing mechanisms for better location accuracy by using available ranging information which has measurement errors. At first, a radical center is computed by utilizing four distance measurements from the unknown node to four anchor nodes. The radial center can be treated as an estimation of the unknown node location. Since every four distance measurements generate one radical center, for n anchor nodes in the localization space, there will be C n 4 location estimations for an unknown node. Then, based on analytic analysis of the inherent errors of radical centers, an effective filtering mechanism to filter out improper estimations is devised. Afterwards, the remaining radical centers are averaged, and the solution is the final estimation of the unknown location. The contribution of this study is that based on the existing technologies for distance measurements and without any extra hardware cost, the proposed mechanism provides an analytic algorithm for localization with better accuracy.
Note that in this paper we take WASNs as an example to demonstrate how the proposed algorithm works. However, the proposed algorithm can be perfectly applied to any kind of modern or future wireless networks, such as 5G cellular networks and IEEE 802.11ax Wireless Local Area Networks (WLANs). In 5G cellular networks or IEEE 802.11ax WLANs, the anchor/reference node can be the base station (BS) or the access point (AP) respectively.
The rest of the paper is organized as follows. Section II describes the conventional approach to location estimation. Section III briefly introduces the theory of radical centers. The proposed localization mechanism is presented in Section IV. Section V analytically compares our proposed algorithm with the conventional MMSE (Minimum Mean Square Error) approach. Simulation results and analysis are presented in Section VI. Conclusions are drawn in Section VII.
II. LOCATION ESTIMATION USING TRILATERATION
Trilateration is a common localization algorithm to identify the position of a unknown node by using similar geometric concept of triangulation. However, in contrast to triangulation, it does not involve the measurement of angles. It only requires knowing the position of anchor nodes (i.e., reference nodes whose locations are known a prioi) and measuring the distances between the anchor node and the unknown node [19] - [21] . To accurately estimate the position of an unknown node, in an m-dimension space, the coordinates of at least m+1 anchor nodes are required. Consider node A. Equation (x − x A ) 2 + (y − y A ) 2 + (z − z A ) 2 = d 2 A represents the sphere with center (x A , y A , z A ) and radius d A . Ideally, the unknown node U(x, y, z) must be a point on the spherical surface. Similarly, after also considering nodes B, C and D, the following system of equations is derived:
In the ideal scenario as shown in Figure 2 , there will be a tuple of coordinates (x, y, z) satisfying (1). However, in practical implementation, due to the measurement errors, the actual distances (d A , d B , d C and d D ) cannot be derived. Instead, only the estimated distances (e A , e B , e C and e D ) can be derived. There are many different available approaches to measure the distance between two nodes [1] , [2] . Received signal strength indicator (RSSI) is a common means with little hardware cost [1] - [4] , [8] - [10] , [13] , [14] . How to derive the estimated distances with as less difference from the actual distances as possible is out of the scope of this study. Here, we consider that the unknown node gets the estimated distances e A , e B , e C and e D . Thus, (1) is rewritten as
As shown in Figure 3 , in a real case, there will be no tuple of coordinates (x, y, z) satisfying (2). To tackle this problem, based on the theory of the radical centers of four spheres, an analytic solution to the localization problem that can be formulated as (2) is proposed as described as follows. 
III. RADICAL CENTERS A. RELATED DEFINITIONS AND THEOREMS

Definition 1 (Power of a Point):
The power of a point X with respect to a sphere with center O and radius r is defined as (XO) 2 − r 2 [23] . Definition 2 (Radical Plane): The radical plane of two spheres is the locus of points that have equal power with respect to both spheres [23] .
As illustrated in Figure 4 , a point on the radical plane has equal power with respect to the two spheres. In particular, as shown in Figure 4 (a), two spheres are intersected with each other, and the radical plane contains the circle formed by the intersection of the two spheres. 
Proof: From Definition 1 and Definition 2, one can see that a point (x, y, z) on the radical plane of A and B must satisfy the following equation
It can be rewritten as the equation in Theorem 1.
Theorem 2: The three radical planes of three spheres, whereof no two are concentric, meet in a line called the radical line of the three spheres, or are parallel. In the former case, the centers of the three spheres are non-collinear, and the radical line is perpendicular to the plane containing the centers of the three spheres. In the latter case, the centers of the three spheres are collinear.
Theorem 3: The six radical planes of four spheres, whereof no two are concentric, meet in a point called the radical center of the four spheres if the centers of the four spheres are non-coplanar. Besides, these radical planes are all parallel when the centers are collinear, and are parallel to a line when the centers are coplanar.
For brevity's sake, the proofs of Theorem 2 and Theorem 3 are omitted. Interested readers can refer to [24] and [25] or books about analytic geometry.
B. COMPUTATION OF THE RADICAL CENTER
The radical center can be utilized to compute the location of the unknown node, who does not know its location. This idea is elaborated as follows. The unknown node in a WASN broadcasts request messages to collect the information of the coordinates of anchor nodes and also estimates its distances from the anchor nodes. (This can be done by using many existing instruments or mechanism.) If the unknown node receives four reply messages from the anchor nodes, say A, B, C and D, four spheres can be represented as the system of equations (1) . Then, by subtracting one equation from another, three equations of planes are obtained as (3) , shown at the bottom of this page.
From Theorem 1, it is easy to see that the three equations in (3) are the radical plane of spheres A and B, the radical plane of spheres B and C, and the radical plane of spheres C and D, respectively. As stated in Theorem 3, the radical planes may intersect at a point, which is the radical center. That is to say, the coordinates of the radical center of A, B, C and D are the solution to (3), and can be easily derived by using Cramer's Rule [22] . The solution to (3) is (4), as shown at the bottom of this page, where
However, in practical implementation, the actual distances,
Instead, only the estimated distances, e A , e B , e C and e D are available That is, the four spheres should be represented as the system of equations (2). Thus, following the same reasoning as described above, instead of (4), the coordinates of the radical center should be obtained as (5), shown at the top of the next page.
C. VALID SET OF ANCHOR NODES
According to Theorem 3, the radical center of four spheres may not exist. To formally describe this situation, let the following definition be introduced:
Definition 3 (Valid Set of Four Anchor Nodes): For four anchor nodes, if their radical center exists, the set of these four anchor nodes is called valid.
Proof: This is easy to be verified by checking the denominators of the formulae in (4) Proof: These conditions can be easily verified by using Theorem 4. For brevity's sake, the proof is omitted.
Theorem 4 and Corollary 1 provide simple and useful rules to determine the proper combinations of four anchor nodes for computing the radical centers that will be used in the proposed localization algorithm. Assume that there are nanchor nodes in a network. There are C n 4 sets of four anchor nodes. It is easy to check if a set is valid or not by using Theorem 4 or Corollary 1. Then, only the valid sets are used to compute their corresponding radical centers.
IV. LOCALIZATION UTILIZING RADICAL CENTERS
As discussed in the above section, ideally, the radical center of four anchor nodes, which is derived from (4), is the solution to the system of equations (1) . That is to say, in the ideal case, the radical center exactly is the location of the unknown node. However, in practical situations, the radical center is derived from (5) . Therefore, the radical center can only be seen as a location estimation (but not the actual location) of the unknown node. Because of the measurement errors in the distances between the unknown node and the anchor nodes (i.e., d = e), the computed radical center may be much different from to the actual position of the unknown node. In such a case, it is called an improper radical center and should not be utilized for location estimation. In this study, the inherent location error of the radical center is analytically investigated. Thus, improper radical centers can be filtered out by the developed filtering mechanisms. The details are elaborated as follows.
A. ANALYSIS OF INHERENT LOCATION ERRORS OF RADICAL CENTERS
In practical implementation, the radical center can be computed by using (5) . To analyze the error between the radical center and the actual location of the unknown node, the values of x − x', y − y' and z − z' are examined by subtracting (5) from (4). Let
Thus, x − x , y − y and z − z are obtained as
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and
Also, it is easy to see that
and Corollary 2:
, then the radical center is exactly at the actual location of the unknown node.
Proof: This can be easily verified by applying the condition (9) , (10) , and (11), and then to (6), (7) and (8) .
Corollary 2 says that when the errors between the square of the estimated distances and the square of the actual distances for all the four anchor nodes A, B, C and D are all the same, then the derived radical center is exactly the actual location of the unknown node. Proof: This can be easily verified by applying this condition to (9), (10), and (11), and then to (6), (7) and (8) .
Theorem 5 says that when there is no measurement error, the radical center is of course at the actual location of the unknown node.
One of the main issues with the range-based localization techniques is the inaccuracy on range (i.e., distance) estimates caused by radio frequency systems, e.g., irregular signal propagation and multipath fading [4] , [14] . The analysis of distance measurement errors has been investigated in many existing literature [12] , [13] . It is out of the scope of this paper. However, previous studies showed that the ranging error can be modeled as a zero-mean Gaussian random variable, of which the standard deviation is given as some percentage of the distance between the unknown node and the anchor node, because the variance of the ranging error is known to increase with the distance [13] . Besides, in the practical implementation, it is assumed that the estimated distance between the unknown node and the anchor nodes, denoted as e A , e B , e C , and e D , are mostly measured with the same instrument or mechanism and are derived as the average values from a couple of repeated measurements. Therefore, it seems to be reasonable
if these differences are not small, the computed radical center is likely to be filtered out and cannot be used for location estimation. This is a very important process so that the proposed localization algorithm can be effective. The details will be further described later.) In case of this condition, the values of α − α , β − β , and γ − γ are small, and from (6), (7) and (8), one can see that the location error is likely to be small. This observation provides a ground for that the radical center can be seen as a good guess of the actual location of the unknown node, and also implies that the proposed localization method could achieve good location accuracy.
Based on the inherent location error of the radical center formulated as (6), (7) and (8), we are intended to devise mechanisms for filtering out the improper radical centers (that incur large errors) for location estimation. The radical centers that pass the filtering constraints are called proper radical centers and will be used for location estimation. Mechanisms for deriving the proper radical centers are presented as follows.
B. BOUNDING-AREA FILTERING
Bounding area is a simple and effective way to identify the constraints for location estimation of the unknown node [5] . To facilitate our formulation of the proposed bounding-area filtering, let e and d respectively denote the estimated and actual distance from the unknown node to an anchor node. Thus, we have e = d + ε, where ε is the measurement error. The error may come from many factors such as hardware related errors, effects of environment, and so on. It is very difficult to model or to predict the measurement error ε. However, in general, the variance of the ranging error is known to increase with d [13] . That is, in general, when d is large, the corresponding measurement error ε is very likely to be large; whereas, when d is small, ε is very likely to be small. Based on this observation, it is assumed that ε = ρd, where ρ is called the measurement error coefficient. That is, we have
where ρ A , ρ B , ρ C , and ρ D are the measurement error coefficients for A, B, C and D, respectively.
Considering four anchor nodes A, B, C, and D, it is easy to figure out that the maximum value of the X-coordinate (X-upper bound) of the unknown node is Therefore, as shown in Figure 5 , the X-upper bound should be Max(x A + e A /(1 + ρ A ), x B + e B /(1 + ρ B ), Thus, the X-upper bound is formulated as
As reasoning above, it is easy to see that the coordinates of the unknown node are bounded by the following relations:
Min(y A − e A /(1 − ϕ), y B − e B /(1 − ϕ),
According to these constraints, if the computed radical center is outside the bounding area, it is discarded since this radical center must be an improper location estimation for the unknown node. (Note that if all the computed radical centers are outside the bounding area, then the point on an edge of the bounding area that is the closest to a radical center can be taken as the estimated point of the unknown node.)
Intuitively, one may find that the bounding-area constraints formulated in (12), (13) , and (14) are not tight. That is to say, some improper radical centers may pass this bounding-area filter. Therefore, further filtering mechanisms are devised and elaborated in the following sub-sections. (10) and (11) show that α − α , β − β , and γ − γ in the numerator in (6), (7) and (8) have nothing to do with the coordinates of the anchor nodes. So, it is likely that the smaller the value of the denominator K is, the larger the error (x − x', y − y' and z − z') will be. (K is determined only by the coordinates of the anchor nodes.) That is, if K is small, the radical center derived from the chosen four anchor nodes will likely have large location error (is far away from the actual location of the unknown node). Thus, K is taken as a metric for filtering out the improper combinations of anchor nodes.
In general, it is hard to decide a proper or precise value of K in (6), (7) and (8) for filtering out the improper estimated points (the radical centers). We utilize K by sorting all the estimated points according to its absolute K value, and then some certain percentage of the estimated points with small absolute K values is filtered out. This mechanism is called K-filtering. In our simulations, K filtering is performed with different filtering percentages to find out its effects. The simulation results will be presented in Section VI.
D. ANGLE FILTERING
As discussed above, it is hard to decide a proper value of K in (6), (7) and (8) . The following theorem can be used to devise a mechanism to tackle this problem.
Theorem 6: Suppose that there are three vectors u, v, and w in three dimensional space and they do not lie in the same plane. These three vectors form three edges of a parallelepiped. The volume of this parallelepiped is the absolute value of the determinant of the matrix [u, v, w] T .
Proof: The proof can be easily found in many books about geometry [23] - [25] . For brevity's sake, it is omitted.
Consider four selected anchor nodes A(x A , y A , z A ), B(x B ,
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From Theorem 6, it is easy to see that the value of K is equal to the volume of the parallelepiped P that is formed by the three vectors u, v, and w. Assume that the angle included between u and v, the angle included between v and w, and the angle included between u and w are θ 1 , θ 2 , and θ 3 , respectively. Clearly, if θ 1 , θ 2 , or θ 3 is small, the volume of the parallelepiped P is likely to be small, and hence so is the value of K . Based on this reasoning, an Angle-filtering mechanism is devised as follows.
Consider four selected anchor nodes A(x A , y A , z A ), B(x B , y B , z B ), C(x C , y C , z C ) and D(x D , y D , z D ). First, the three vectors
are derived. Then, the angle included between u and v, between v and w, and between u and w are computed as θ 1 , θ 2 , and θ 3 , respectively. Let
Thus, if θ is smaller than a predefined threshold τ , the radical center computed from these four anchor nodes are considered to be improper.
Clearly, the Angle filtering scheme is more computationally efficient than the K filtering scheme, since it is easy to derive the angles θ 1 , θ 2 , and θ 3 , but sorting (in K filtering) requires extra computation cost. Extensive simulations were carried out to find out the effectiveness of Angle filtering with different thresholds. The simulation results will be presented in Section VI.
E. DISTANCE FILTERING
Careful observation on the distances between the radical center and the anchor nodes reveals that another filtering mechanism can be reasoned and developed as follows. Consider the distance between the unknown node U and an anchor node A. As discussed above, it is assumed that
where e A and d A are the estimated distance and the actual distance, respectively, and ρ A is the measurement error coefficient. Again, note that, in the practical cases, d A is unknown, and ρ A is not a constant and may have negative values. Let ϕ A be the maximum value of |ρ A |. Thus, d A (= e A /(1 + ρ A )) should be bounded by the following constraints:
Our goal is to compute the distance between the radical center and the anchor node A, which is denoted as d RA , and then to derive the bounding constraints for d RA . This can be reasoned as follows. Since the maximum measurement error coefficient is assumed to be ϕ A , if
then the radical center can be seen as a reasonable estimation of the unknown node U. From (15) and (16), the bounding constraints for d RA are derived as
The constraints in (17) can be used to examine if the radical center is a proper estimation of the unknown node U.
To explain and verify the above constraints, an numerical example is provided as follows. Consider an anchor node A. let e A = 30 and ϕ A = 0.1. Then, the constraints for d A from (15) Remember that we have to consider all the four anchors, say A, B, C, and D, from which the radical center is derived. That is, there are three other constraints that must also be satisfied:
where ϕ B , ϕ C , ϕ D are the maximum values of the measurement error coefficients |ρ B |, |ρ C |, and |ρ D |, respectively. To sum up, the Distance filtering scheme is to examine if the distance between the radical center and each of the four anchor nodes satisfy the constraints (17), (18), (19) and (20) . If any of these constraints is not satisfied, the radical center is considered as being improper and is discarded. In our simulations, we simplify the formulation by letting ϕ = Max(ϕ A , ϕ B , ϕ C , ϕ D ), and using ϕ instead of ϕ A , ϕ B , ϕ C , and ϕ D , in (17) , (18), (19) and (20), respectively. The effectiveness of Distance filtering was investigated by simulations as presented in Section VI.
F. SUMMARY OF THE PROPOSED LOCALIZATION SCHEME
The proposed scheme for localizing the unknown nodes is summarized as follows. For a WASN with n anchor nodes, there are C n 4 sets of four anchor nodes. First, with Theorem 4, only the valid sets of anchor nodes are selected to compute their corresponding radical centers by using (5) . Then, for each of these radical centers, the filtering mechanisms described above are applied to filter out improper ones. Finally, the remaining radical centers are averaged and the averaged values are considered as the coordinates of the unknown node. That is, the proposed algorithm mainly consists of three steps: (1) computing the radical centers, (2) applying filtering mechanisms, and (3) the remaining radical centers are averaged.
Furthermore, in step 2, how to apply different filtering mechanisms is reasoned as follows. As described above, the constraints in Bounding-area filtering and Distance filtering are deterministic and precise; whereas, the constraints in K filtering and Angle filtering are somehow nondeterministic and vague. Therefore, for reducing the computation cost, step 2 is designed to consist of two substeps: in the first substep, Bouding-area filtering or Distance filtering are applied; and in the second substep, K filtering or Angle filtering is applied to further filter out the improper radical centers that pass the bounding-area filter or Distance filter. In this way, the effectiveness of different combinations of these filtering mechanisms was investigated by simulations and will be described in Section VI.
Assume that the maximum number of anchor nodes that the unknown node can hear is n. The storage complexity of the proposed algorithm is O(n), since only n distance estimates together with the coordinates of the anchor nodes are needed. In contrast, the time complexity is derived as follows. First, the time complexity for deriving all the C n 4 radical centers should be O(n 4 ). Besides, as illustrated in Figure 5 , clearly, the time complexity of the bounding-area filtering is O(n 4 ) × O(1) = O(n 4 ). The K filtering requires sorting all the derived radical centers. As a result, the time complexity of the K filtering is O(n 4 ×log n 4 ) = O(n 4 ×log n). As for the Angle filtering and the Distance filtering, according to their constraints, it is easy to see that their time complexities are both O(n 4 )×O(1) = O(n 4 ). Finally, to average the remaining radical centers, since the worst case is that there are C n 4 ones, the time complexity is O(n 4 ). Thus, the time complexity of the whole localization algorithm is
when the K filtering is applied in step 2; otherwise (when the Angle filtering is applied in step 2), the time complexity is
As discussed above, the proposed localization algorithm has polynomial time complexity and hence is practically useful. Moreover, note that n is the number of the anchor nodes that the unknown node knows its distances to them but not any anchor nodes in the network. Hence, n should not be a very large number. (For example, in [14] and [15] , n is less than 20.) If an anchor node is far away from the unknown node, then the distance measurement is much unreliable and hence this anchor node won't be considered.
V. COMPARISONS WITH MMSE METHOD
Assume that there are n anchor nodes (x 1 , y 1 , z 1 ),  (x 2 , y 2 , z 2 ), . . . , (x n , y n , z n ) and an unknown node (x, y, z) .
Thus, the following system of equations holds:
where d i , 1 i n, are the actual distances from the unknown node to the ith anchor node. However, in real cases, d 1 , d 2 , . . . , and d n are unknown. Therefore, it should be
where e i , 1 i n, are the estimated distances from the unknown node to the ith anchor node.
From (21), by subtracting the nth equation from each of the other n − 1 equations, the system of linear equations is obtained:
where
Similarly, from (22), a system of linear equations is obtained:
. .
In general, (23) and (25) are over-determined and can be solved by using the well-known minimum mean square error (MMSE) method [1, 2, 3, 20] . By applying the MMSE method, the solutions are:
From (24), we have A T A, as shown at the bottom of this page. Let
The above equation is rewritten as
A T A = 4 * P Q R Q S T R T U .
Thus, the inverse of A T A can be obtained as
Therefore, we have A T A −1 * A T , as shown at the bottom of this page.
Moreover, to simplify the analysis, it is assumed that
and therefore (27) can be rewritten as (28), shown at the bottom of this page.
From (28), one can see that with MMSE, the location error is the summation of n − 1 items, and each of them involves a lot of multiplications and additions/subtractions. In contrast, with the proposed algorithm, the estimated location error, formulated as (6), (7) and (8), is composed of only three items, each of which requires relatively less computations in comparison with (28). This implies that the error of the MMSE solution is very likely larger than that of the proposed approach.
Besides, from (26) it is easy to see that, in the MMSE solution, many matrix operations including at least one transposition, one inverse, and three multiplications, are involved. Obviously, these operations result in high computational complexity. In contrast, in the proposed approach, the radical centers (computed using (5)), the K value in the K filtering, the angles used in the Angle filtering, the bounding area constraints, and the distances used in Distance filtering are all easy to be computed and have relatively lower computational complexity in comparison with (26). Thus, the proposed approach is more efficient than the MMSE solution.
From another point of view, with the MMSE method, all the n distance measurements between the unknown node and the anchor nodes together contribute to the location error. Whereas, in the proposed approach, the location error of the unknown node comes from only four distance measurements at each time (the radical center is computed with four anchors at each time). Thus, it is reasonable to see that the proposed mechanism can achieve better location accuracy than the MMSE method. Moreover, in the proposed approach, the improper estimations (i.e., improper radical centers) are filtered out before it is considered as an eligible estimation, and hence the final location error of the proposed approach is further reduced. Therefore, it is easy to reason that the proposed algorithm can achieve better location accuracy than the conventional MMSE solution. This will be verified with simulations in the following section.
VI. SIMULATION RESULTS AND ANALYSIS
The simulations were performed with MATLAB to investigate the location accuracy of the proposed scheme. Also, the localization accuracy of the proposed scheme is compared with that of the conventional MMSE solution. In the simulation environment, there is one unknown node and n anchor nodes, which are randomly placed in a space of size 1000m × 1000m × 1000m. n is set to be 5, 10, 15, or 20. The maximum radio communication range of an anchor node in the space is 200m. The maximum distance measurement error coefficient ϕ is set to be 10%, 15%, 20%, 25%, 30%, 35%, 40%, 45%, or 50%. Different filtering percentage ξ = 10%, 20%, 30%, 40%, 50%, or 60% is applied in the K filtering processes. The threshold τ in Angle filtering is 10, 15, 20, 30, or 40 degrees. Let (x, y, z) and (x e , y e , z e ) be the coordinates of the actual position and the estimated position of the unknown node, respectively. To evaluate the localization results, the relative location error is derived as
. . , and d n are the actual distances from the unknown node to the n anchor nodes, respectively. (Note that since this is done by simulation, the actual distances are available.) Besides, in our simulations, each experiment with a particular set of parameters is repeated 100 times. (For example, using angle filtering, the simulation with n = 10, ϕ = 20%, τ = 20 degrees is repeated 100 times.) Then, all the 100 relative location errors are averaged as mean relative location error. Extensive simulations were conducted to look into the effectiveness of the proposed approach. For brevity's sake, parts of the simulation results are presented as follows. As illustrated in Figure 6 , the Bounding-area filtering (without combining K filtering or Angle filtering) and MMSE schemes are compared under different n and ϕ. The simulation results show that the Bounding-area filtering mechanism outperforms the MMSE scheme only except for n = 5 and ϕ = 10% or 15%.
The simulation results of applying the Bounding-area filtering (B filtering), the Bounding-area filtering plus K filtering (B+K filtering) and the MMSE schemes are compared as illustrated in Figure 7 . The experiments were carried out with different combinations of ϕ (the maximum measurement error coefficient), n (the number of anchor nodes), and ξ (the filtering percentage in K filtering). The experiment results show that by applying the bounding-area filtering, the derived location estimation has less mean relative location error than the MMSE solution only except when both ϕ and n are small. In addition, if the K filtering is further applied, the location accuracy will be further improved. Besides, larger filtering percentage ξ will lead to better location accuracy. However, we should note that our simulation results show that, if ξ is larger than 50%, the resulting location accuracy declines. To keep Figure 7 concise and clear, only the data corresponding to ξ ≤ 30 and ϕ ≤ 30% are shown in the figure.
As illustrated in Figure 8 , the results of applying Boundingarea filtering, the Bounding-area filtering plus Angle filtering (B + A filtering) and the MMSE schemes are compared. Also, the experiments were carried out with different combinations of ϕ, n, and τ (the threshold in Angle filtering). The simulation results show that the Angle filtering scheme can further improve the Bounding-area filtering scheme. Besides, the resulting location accuracy declines when the threshold τ is above 40 degrees. To keep Figure 8 concise and clear, only the data corresponding to τ ≤ 20 are shown in the figure. Furthermore, a careful observation of the results shown in Figure 7 and Figure 8 reveals that the location accuracy resulted from the Bounding-area filtering combined with K filtering scheme is slightly better than that resulted from the Bounding-area filtering combined with Angle filtering scheme. However, we should note that the Angle filtering scheme is more computationally efficient than the K filtering scheme as discussed in Section IV.
In Figure 9 , the Distance filtering and MMSE schemes are compared under different n and ϕ. The simulation results show that the Distance filtering mechanism always outperforms the MMSE scheme. Note that in our experiments, we found that applying Distance filtering only is effective enough to filter out improper radical centers. That is, there is no significant improvement on location accuracy if K filtering or Angle filtering is further applied after Distance Filtering. This is reasonable, since the constraints of Distance filtering (see (15) , (16) and (17)) are relatively tight, it is very likely that most improper radical centers are filtered out by Distance filtering, and hence further applying K filtering or Angle filtering will contribute little in excluding improper radial centers.
Besides, a careful observation of the results shown in Figure 6 and Figure 9 reveals that the location accuracy derived from the Distance filtering is better than that from the Bounding-area filtering. Furthermore, the simulation results also show that the advantage of the Distance filtering over the Bounding-area filtering decreases as n (the number of anchor nodes) increases. That is to say, when n is large, the Bounding-area filtering is useful (it has very low computation complexity) and can derive good location accuracy.
The results of combining all the four filtering mechanisms (B + K + A + D) were also investigated in our simulations. For brevity's sake, only parts of the results of the case when n = 10 are shown in Figure 10 . The location accuracy achieved by applying B+K+A+D filtering is about the same as that derived by applying B + K filtering (with ξ = 30%), B + A (with τ = 20 0 ) filtering or Distance filtering. In other words, combining all the filtering mechanism does not earn lots of benefits for deriving less mean relative location error, and what is worse, that will incur more computation cost. Thus, we mainly study the effectiveness of B, B + K, B + A and D filtering mechanisms.
The simulation results for investigating the effects of different communication ranges are illustrated in Figure 11 . The experiments were conducted with ϕ = 20%, ξ = 30% and τ = 20 0 . The results show that when the communication range is large, the mean relative location errors for every filtering schemes and the MMSE scheme all tend to be slightly increased (note that the evaluation metric is the relative location error but not absolute location error). This is because that when the communication range is large, the distance d from the unknown node to the anchor node will become large and the variance of the ranging error is known to increase with d [13] . Anyhow, the results show that the filtering schemes almost always outperform the MMSE scheme for any communication ranges and any number of anchor nodes (only except when the communication range is short and the number of anchor nodes is small).
VII. CONCLUSIONS
Localization is one of the key issues in next generation wireless networks. This study has proposed a novel range-based localization algorithm with a simple mathematical principle -trilateration by utilizing the concept of radical centers in analytic geometry. With the proposed algorithm, in a three dimensional space, the unknown node computes the radical centers for location estimation with any four anchor nodes. Then, improper radical centers (i.e., improper estimations) can be effectively filtered out with the proposed filtering mechanisms. The main contribution of this study is that through analytic analysis of the inherent location errors of the radical centers, effective filtering mechanisms for excluding improper radical centers for localization have been developed. The proposed algorithm has been shown to be able to derive better location accuracy even compared with the MMSE solution, which is optimal in the sense of minimizing the mean square errors. The advantages of the proposed algorithm over the conventional MMSE approach have been analytically analyzed, compared and verified through extensive simulations. CHUN-CHIEN TENG received the B.S. degree in computer science from the National Taipei University of Education, Taipei, Taiwan, in 2015. He is currently pursuing the master's degree with the Department of Computer Science and Information Engineering, National Taiwan University. His research interests include wireless communication protocols, mobile networks, and wireless networks. VOLUME 4, 2016 
