The structure of DNA is used as a model for constructing good error correcting codes and conversely error correcting codes that enjoy similar properties with DNA structure are also used to understand DNA itself. Recently, naturally four element sets are used to model DNA by some families of error correcting codes. Hence the structure of such codes has been studied. In this paper, the authors first relate DNA pairs with a special 16 element ring. Then, the so-called cyclic DNA codes of odd length that enjoy some of the properties of DNA are studied. Their algebraic structure is determined. Further, by introducing a map, a family of cyclic codes over this ring is mapped to DNA codes. Hamming minimum distances are also studied. The paper concludes with some DNA examples obtained via this family of cyclic codes.
Codon are formed by three letter words, while genes are formed by codons. A system of genes directs the production of sensitive DNA repair enzymes, which monitor for genetic damage and fix most errors. In [5] , the authors study error correction in DNA and develop an efficient procedure to determine whether such an error correcting code is present in the base sequences. Recently, the error correction capability of DNA has found interest in the error correcting theory. Basically, codes with similar properties as DNA are studied. This is natural since DNA has a complicated structure and also has an excellent error correcting capability. On the other hand, studying error correcting codes with similar properties as DNA helps on understanding the structure of DNA combinatorially contrary to chemical essays which are quite expensive.
The Hamming distance constraint, the reverse-complement constraint, the reverse constraint and the fixed GC-content constraint are the most common constraints used in DNA codes [6] [7] [8] [9] .
In [10, 11, 6, 7] , the authors focused on constructing large sets of DNA codewords with prescribed minimum Hamming distance.
Among many constraints we focus on Hamming distance constraint in this paper. The DNA alphabet consists of four letters. Most of the work in the literature is done over four element sets with algebraic structure. Linear codes that enjoy some of the properties of DNA are called DNA codes. Basically, linear codes with complement (C ) or reverse (R) properties or both (C ) and (R) properties and some constraints such as Hamming, GC-content, etc. are studied.
For instance, in [10] DNA codes over finite fields with four elements are studied. Later, in [12] , DNA codes over the finite ring F 2 [u]/(u 2 − 1) with four elements are studied. In [12] , a motivation of studying DNA codes over this ring is also presented. Error correcting codes have been extensively studied over finite binary fields and later this study has been extended to non binary finite fields and some good optimal codes are obtained [13, 14] . Recently, error correcting codes over finite rings have been of great interest since in some special cases they produce ''good'' codes over finite fields [15, 16] .
Here, in this paper, we study a family of cyclic codes which are modeled by the properties of DNA and so called DNA cyclic codes over a finite ring with 16 elements. This ring contains the ring
, which was studied by Abualrub et al. [12] , hence our work covers the DNA codes studied in that paper.
The sequel of the paper is structured as follows: The second section studies the structure of the ring − 1) with some constraints whose image under a special map gives DNA strands with required constraints is studied. It is shown that this family of DNA codes is a special ideal in this ring with generators having some constraints on them. So, the existence and the construction of such families is completely answered. In the fifth section, by applying the theory established in the previous sections, we present some cyclic DNA codes over the ring F 2 [u]/(u 4 − 1) together with their images. In the sixth and the last section, the work in this paper is summarized and some further possible directions for study are pointed out.
Basics
The ring we consider in this work is
which is a commutative, characteristic 2 ring of size 16. It is a finite chain ring and all its ideals can be listed as
It is also a local ring with the unique maximal ideal being ⟨1 + u⟩ and R/⟨1 + u⟩ ≃ F 2 .
The group of units of R, is given by
which means the remaining 8 elements are zero and zero-divisors. A code C over R of length n is a subset of R n , while a linear code C over R of length n is an R-submodule of R n . Because of the ideal structure of the ring R, we know that every linear code C over R of length n is equivalent to a code with the generating matrix 
Cyclic codes over the ring
. Let τ be the cyclic shift acting on the codewords of C in the following way: literature and we will make use of the same ideas. In particular, the results obtained in [17] seem to fit our particular case as one can see that the rings
can be lifted uniquely to the same
since R is a local ring [18] . Hence we have the following lemma:
has the same factorization and irreducible polynomials in R[x].
The following theorem can be easily obtained by following similar steps as in [19, 17] .
Theorem 3.2. Assume that n is odd. There exist F
basic irreducible and pairwise coprime polynomials
if C is a cyclic code of length n over R, then there exists F i like above such that
C = F 1 , (1 + u)F 2 , (1 + u) 2F 3 , (1 + u) 3F 4  .
Here,F i denote the product of all F j except F i , in other wordsF
i = (x n −1)/F i . Moreover, |C| = 2 k , where k =  3 i=0 (4−i) deg F i+1 .
Corollary 3.3. Suppose n is odd, and C is a cyclic code over R of length n. Then there exists polynomials f
Another corollary of Theorem 3.2 is that the ring R[x]/(x n − 1) is a principal ideal ring when n is odd.
Corollary 3.4. If C is a cyclic code over R of odd length n, then there exists g(x)
Proof. If C is a cyclic code over R of length n, for odd n, then by Theorem 3.2, C = (
,
, and the polynomials F i (x) are pairwise coprime. Let us take
To show the reverse inclusion, note that in 
This completes the proof. 
In previous papers [10, 12, 20] , pairing of the nucleotides (A, T , G and C ) is done by using a finite field or a ring with four elements. Here we pair doubles such as ''AT , GC '' with a ring element presented in + u 3 so we get 1 which is GT . These is true for all other identifications. The WCC complement is defined as in the papers mentioned above. Another observation from the table is that multiplying an element a of R by u 2 reverses the DNA pair corresponding to a. Now, by a DNA-cyclic code over R of length n, we mean a cyclic code that has the reverse complement property, i.e., C is DNA cyclic if C is cyclic and
whereā stands for the complement of a in R given in 
The following lemma is taken from [10] and helps classify DNA-cyclic codes:
Proof. Let C be the cyclic code given as in the theorem. Since the zero codeword must be in C , by hypothesis, the WCC of it should also be in C . But by Lemma 4.1, we have
Note that f 0 (x) corresponds to the vector (1, g 1 , . . . , g r−1 , 1, 0, . . . , 0), and since the complement of 0 in R is 1 + u + u 2 + u 3 , we see that
Since C is a linear code, we must have
But this implies that 
But this means that we have
where f i and k i are all in
, and so we must have
. But note that both the leading coefficient and the constant terms of f 0 are 1. This means deg(f 0 ) = deg(f * 0 ), combine this with the fact that they have the same leading and constant terms, we obtain f 0 (x) = f 0 (x) * , which means f 0 (x)
is self reciprocal. Now, let
Again, since C is linear, we must have
Now, when we add, we see that we get the following
for all a ∈ F 2 . But now, putting this above we see that we have obtained (1 + u)f 1 (x) * ∈ C . But proceeding in the same way we did for the first case we get f 1 (x) * = f 1 (x). The same can be done for f 2 and f 3 as well. Now that we have obtained the necessary conditions for DNA cyclic codes over R, we must try to prove that these conditions are sufficient.
cyclic code over R of odd length n, with f
where k i are polynomials in F 2 [x] . Taking the reciprocals and by a repeated use of Lemma 4.2, and using the fact that f i 's are all self-reciprocal, we see that there exists integers m 1 , m 2 , m 3 such that
Since C is cyclic, we know that 
But, by Lemma 4.1, we know that a + (1
which is precisely (c(x) * ) RC . Thus we obtain (c Proof. Due to the algebra in 
Examples
While searching for codes of particular length n over the ring 
then C is a cyclic DNA code of length 3 with R-C property and minimum Hamming distance 3. The image of C under the map Φ is a DNA code of length 6, size 16 and minimum Hamming distance 3 (please see Table 5 .1). As expected this is a repetition code.
The only possible cyclic DNA codes over
. Hence, there are only four DNA codes of length 3 over the ring 
Hence, there are only four DNA codes of length 5 over the ring 
+ 1, then C is a cyclic DNA code of length 9 with R-C property. By puncturing the odd indices of the image code Φ(C) we obtain a DNA code of length 9 minimum distance 3 given in Table 5 
