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BILIPSCHITZ EMBEDDING OF HOMOGENEOUS FRACTALS
FAN LU¨, MAN-LI LOU, ZHI-YING WEN, AND LI-FENG XI
Abstract. In this paper, we introduce a class of fractals named homogeneous
sets based on some measure versions of homogeneity, uniform perfectness and
doubling. This fractal class includes all Ahlfors–David regular sets, but most
of them are irregular in the sense that they may have different Hausdorff di-
mensions and packing dimensions. Using Moran sets as main tool, we study
the dimensions, bilipschitz embedding and quasi-Lipschitz equivalence of ho-
mogeneous fractals.
1. Introduction
It is well known that self-similar sets and self-conformal sets satisfying the open
set condition (OSC) are always Ahlfors–David regular [9, 13]. We say that a
compact subset A of metric space (X,d) is Ahlfors–David s-regular with s ∈ (0,∞),
if there is a Borel measure µ supported on A and a constant c ≥ 1 such that for all
x ∈ A and 0 < r ≤ |A|,
c−1rs ≤ µ(B(x, r)) ≤ crs, (1.1)
where B(x, r) is the closed ball centered at x with radius r and | · | denotes the
diameter of a set. For an Ahlfors–David s-regular set A, 0 < Hs(A) < ∞ and
dimH A = dimP A = s, i.e., its Hausdorff dimension and packing dimension are the
same.
Ahlfors–David regularity is a weak notion of homogeneity [4]. We give another
measure version of homogeneity, i.e., there is a constant λ ≥ 1 such that for all
x1, x2 ∈ A and 0 < r ≤ |A|,
λ−1 ≤ µ(B(x1, r))
µ(B(x2, r))
≤ λ. (1.2)
Naturally, (1.2) holds for all Ahlfors–David regular sets.
We also need two other notions, uniform perfectness and doubling, which play
important roles in the research of metric spaces. For example, Proposition 15.11
of [4] shows that if a compact metric space is uniformly perfect, doubling and uni-
formly disconnected, then it is quasisymmetrically equivalent to a symbolic system
Σ2.
We notice that any Ahlfors–David regular set A is uniformly perfect (see, e.g., [1]
and [12]), i.e., it contains more than one point and there exists a constant t ∈ (0, 1)
such that [B(x, r)\B(x, tr)] ∩ A 6= ∅ for all x ∈ A, 0 < r ≤ |A|. For the measure
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version of uniform perfectness, we obtain an alternative condition: there exists a
constant κ1 < 1 such that
inf
x∈A, r≤|A|
µ(B(x, r))
µ(B(x, κ1r))
> 1. (1.3)
It follows from (1.1) that any Ahlfors–David regular set satisfies (1.3).
In a metric space, the notion of doubling describes that any closed ball of radius r
can be covered by no more than M balls of radius r/2, where M is a constant. The
notion of doubling also has measure version, see e.g. [11] and [21]. For compact
subsets in metric space, these two versions are equivalent. It follows from (1.1) that
any Ahlfors–David regular measure is doubling, i.e., there exists a constant T ≥ 1
such that µ(B(x, r)) ≤ Tµ(B(x, r/2)) for all x ∈ A, 0 < r ≤ |A|, i.e., for κ2 = 1/2,
sup
x∈A, r≤|A|
µ(B(x, r))
µ(B(x, κ2r))
<∞. (1.4)
Simulating the homogeneity, uniform perfectness and doubling by (1.2), (1.3) and
(1.4), we can define a large class of fractals, which are not so good as Ahlfors–David
regular sets but homogeneous in certain sense.
Definition 1. A compact subset A of metric space (X,d) is said to be homo-
geneous, if |A| > 0 and there is a Borel probability measure µ supported on A
satisfying:
(1) There is a constant λA ≥ 1, such that for all x1, x2 ∈ A and 0 < r ≤ |A|,
λ−1A ≤
µ(B(x1, r))
µ(B(x2, r))
≤ λA; (1.5)
(2) There are constants κA ∈ (0, 1) and 1 < δA ≤ ∆A < ∞, such that for all
x ∈ A and 0 < r ≤ |A|,
δA ≤ µ(B(x, r))
µ(B(x, κAr))
≤ ∆A. (1.6)
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Figure 1. Compare the measures of different balls
Remark 1. All Ahlfors–David regular sets are homogeneous. But homogeneous
sets may be not Ahlfors–David regular, see Proposition 5 and Example 3 in Section
3.
Remark 2. Any Moran set is homogeneous, see Proposition 2 in Subsection 1.2.
Remark 3. If there exists a point x in A such that δ ≤ µ(B(x, r))/µ(B(x, κr)) ≤ ∆
holds for all 0 < r ≤ |A| with constants κ ∈ (0, 1) and 1 < δ ≤ ∆ < ∞, then it
follows from (1.5) that (1.6) holds for any point in A (with some constants κA, δA
and ∆A).
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Remark 4. By (1.6), there are no atoms in A.
There are some fundamental questions about homogeneous fractals:
• How about the dimensions of homogeneous fractals? Can we find a large
class of homogeneous fractals which are not Ahlfors–David regular?
• How about the bilipschitz embedding between homogeneous fractals?
Which kind of good fractals can be bilipschitz embedded into them?
• Given two homogeneous fractals, when are they bilipschitz equivalent? An
alternative but weaker question is of quasi-Lipschitz equivalence.
To answer the above questions, we define a function αA(x, r) for a homogeneous
set A as follows:
αA(x, r) = logµ(B(x, r))/ log r for x ∈ A, 0 < r ≤ |A|. (1.7)
Here αA(x, r) is similar to the function with respect to pointwise dimension.
For any function g(r) defined on (0, δ) with δ > 0, we focus on the behavior of
the function g(r) when r → 0. In fact, for any function h(r) with
|h(r)− g(r)| = O(| log r|−1), (1.8)
we denote g ∼ h and define an equivalence class [g] = {h : g ∼ h}. Then, as
αA(x1, r) ∼ αA(x2, r) by (1.5), we use αA(r) to denote any one function in the
equivalence class [αA(x, r)] with x ∈ A. For example, we can take
αA(r) ≡ s for an Ahlfors–David s-regular set A. (1.9)
With the help of the function αA(r) defined above, we can answer the above
questions on dimensions, bilipschitz equivalence and quasi-Lipschitz equivalence.
1.1. Dimensions.
Proposition 1. For a homogeneous set A, we have:
(1) 0 < lim infr→0 αA(r) ≤ lim supr→0 αA(r) <∞ and
dimH A = dimBA = lim inf
r→0
αA(r), dimP A = dimBA = lim sup
r→0
αA(r),
where dimP A denotes the radius packing dimension of metric space A de-
fined in [3], which coincides with the usual definition when A is a subset of
a Euclidean space.
(2) Suppose N(A, r) is the smallest number of balls with radius r needed to
cover A. Let fA(r) =
logN(A,r)
− log r . Then
fA(r) ∼ αA(x, r) for any x ∈ A. (1.10)
These properties show that for a homogeneous set A,
• The behavior of αA(r) when r → 0 is only determined by N(A, r) as in
(1.10), i.e., αA(x, r) ∼ logN(A,r)− log r , depending on the geometric structure of
A and not depending on the choice of the Borel measure µ;
• The behavior of αA(r) when r → 0 plays a role more important than fractal
dimensions. We concern not only the dimension values lim infr→0 αA(r) and
lim supr→0 αA(r), but also the behavior of αA(r) when r → 0.
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1.2. Moran sets are homogeneous.
Moran sets were first studied in [15] by Moran. We recall this fractal class.
Fix a compact set J ⊂ Rd with its interior non-empty. Fix a ratio sequence
{ck}k≥1 and an integer sequence {nk}k≥1 satisfying ck ∈ (0, 1) and nk ≥ 2 for all
k. For D1, D2 ⊂ Rd, we say that D1 is geometrically similar to D2 with ratio r, if
there is a similitude S with ratio r such that D1 = S(D2). Let Ω0 = {∅} with the
empty word ∅, and let Ωk = {word i1 · · · ik : for the t-th letter, it ∈ N ∩ [1, nt] for
all t} for k ≥ 1. In this paper, we always assume that
c∗ = inf
k
ck > 0. (1.11)
Suppose there are J1, J2, · · · , Jn1 ⊂ J∅ = J geometrically similar to J with ratio
c1 and their interiors being pairwise disjoint. Inductively, for any i1 · · · ik−1 ∈ Ωk−1,
suppose there are Ji1···ik−11, Ji1···ik−12, , · · · , Ji1···ik−1nk ⊂ Ji1···ik−1 geometrically
similar to Ji1···ik−1 with ratio ck and their interiors being pairwise disjoint. Then
E =
⋂∞
k=0
⋃
i1···ik∈Ωk
Ji1···ik (1.12)
is called a Moran set. We denote E ∈ M(J, {nk}k, {ck}k).
n =
1
3 n =
3
2n =
2
3c
1
=1/3 c
3
=1/3c2=1/2
Figure 2. The first three steps of the construction of a Moran set
with J = [0, 1]2
Many classical self-similar sets are Moran sets. For the Cantor ternary set and
the von Koch curve, setting nk ≡ 2 in both cases, letting ck ≡ 1/3 or ck ≡ 1/
√
3,
respectively, and taking J as [0, 1] or a suitable solid triangle, respectively, we get
their structures. For details of a more general structure, please refer to [20].
Under the assumption (1.11), we have
Proposition 2. Any Moran set is homogeneous. Suppose E is a Moran set defined
above. Then we can take αE(r) =
logn1···nk
− log c1···ck
if (c1 · · · ck)|J | < r ≤ (c1 · · · ck−1)|J |.
Note that bilipschitz image of a homogeneous set is homogeneous (Lemma 4).
Corollary 1. Any bilipschitz image of a Moran set is homogeneous.
1.3. Approximation theorem.
How to describe the distance between two homogeneous sets? As usual, we can
use Hausdorff distance dH . For homogeneous sets A and B in a metric space (X,d),
dH(A,B) = max{supx∈A d(x,B), supy∈B d(y,A)},
where d(x,B) = infz∈Bd(x, z).
We give a new pseudo-distance. Given homogeneous sets A and B, we consider
χ(A,B) := lim sup
r→0
∣∣∣∣log αA(r)αB(r)
∣∣∣∣ .
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It is easy to check that χ is a pseudo-distance on the space of all homogeneous sets,
i.e., χ(A,B) ≥ 0, χ(A,B) = χ(B,A) and χ(A,B) + χ(B,C) ≥ χ(A,C). In fact,
χ(A,B) = 0 if and only if lim
r→0
αA(r)
αB(r)
= 1, i.e., limr→0(αA(x, r) − αB(y, r)) = 0 for
all x ∈ A, y ∈ B.
Proposition 3. Given a homogeneous set A, for any ε > 0, there exists δ > 0 such
that if χ(A,B) < δ for a homogeneous set B, then
| dimP A− dimP B|, | dimH A− dimH B| < ε.
We can approximate Ahlfors–David regular sets by self-similar sets as in [14].
For homogeneous sets, we replace self-similar sets by Moran sets.
Theorem 1. Suppose A is a homogeneous set. Then for any ε > 0, we can find a
Moran set E in a Euclidean space and a bilipschitz map f from E to A such that
dH(f(E), A) < ε and χ(E,A) = χ(f(E), A) < ε.
In particular, if A is a homogeneous set in Rd, for any ε > 0, we can find a Moran
set F ⊂ A such that
dH(F,A) < ε and 0 ≤ (dimP A− dimP F ), (dimH A− dimH F ) < ε.
1.4. Embedding theorem.
Definition 2. For metric spaces (X, dX) and (Y, dY ), we say that X can be bilip-
schitz embedded into Y, denoted by X →֒ Y, if there exists an injection f : X → Y
and a constant L ≥ 1, such that for all x1, x2 ∈ X,
dX(x1, x2)/L ≤ dY (f(x1), f(x2)) ≤ LdX(x1, x2).
Furthermore, if f is a bijection, we say that X and Y are bilipschitz equivalent.
Mattila and Saaranen [14], Llorente and Mattila [10] studied bilipschitz embed-
dings between subsets of Ahlfors–David regular sets and self-conformal sets respec-
tively. Inspired by [14], Deng, Wen, Xiong and Xi [5] gave the results on self-similar
sets.
In fact, Mattila and Saaranen [14] obtained the following interesting result: For
an Ahlfors–David s-regular set A and t-regular setB with s < t and any ε > 0, there
exists a self-similar set Cε such that dimH Cε ∈ (s − ε, s] such that Cε →֒ A and
Cε →֒ B; furthermore, if A is uniformly disconnected, then A →֒ B. An interesting
fact is that A is uniformly disconnected if s < 1.
It is natural to ask how to generalize the above bilipschitz embedding result to
homogeneous sets?
The following lemma is given a straightforward proof in Section 5.1.
Lemma 1. Let A and B be homogeneous with measures µ and ν, αA(r) ∼ αA(x∗, r)
and αB(r) ∼ αB(y∗, r) for some x∗ ∈ A and y∗ ∈ B, and let A →֒ B. Then for any
x ∈ A, y ∈ B and r′ < r ≤ min(|A|, |B|),
µ(B(x, r))
µ(B(x, r′))
≤ C ν(B(y, r))
ν(B(y, r′))
(1.13)
where C is an independent constant. Moreover, there is non-decreasing function
ε : (0, δ)→ (0,∞) with δ ∈ (0, 1) and ε(r) ↓ 0 as r ↓ 0 such that
sup
r′<r0r<r<r0
∣∣∣∣αA(r) log r − αA(r′) log r′αB(r) log r − αB(r′) log r′
∣∣∣∣ ≤ 1 + ε(r0) (1.14)
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for every r0 < δ.
Using the above lemma, we have
Proposition 4. There is a homogeneous set B and a number t ∈ (0, dimH B)
such that any Ahlfors–David regular set A, e.g., any self-similar set satisfying the
strong separation condition (SSC), can not be bilipschitz embedded into B, whenever
t < dimH A < dimH B.
Remark 5. Compare this proposition with the result in [5]: Let A and B be self-
similar sets with dimH A < dimH B and if A satisfies SSC, then A →֒ B.
Now, we give the main result on the bilipschitz embedding.
Theorem 2. Suppose A,B are homogeneous sets and αA(r) ∼ αA(x∗, r) and
αB(r) ∼ αB(y∗, r) for some x∗ ∈ A and y∗ ∈ B. If
sup
r′<r0r<r<r0
∣∣∣∣αA(r) log r − αA(r′) log r′αB(r) log r − αB(r′) log r′
∣∣∣∣ < 1 (1.15)
for some r0 < 1, then for any ε > 0, there exists a homogeneous subset Aε ⊂ A
such that dH(Aε, A) < ε, χ(Aε, A) < ε and Aε can be bilipschitz embedded into B.
Further, if A is uniformly disconnected and (1.15) holds, then A →֒ B.
Remark 6. If A,B are Ahlfors–David regular with dimH A < dimH B, taking
αA(r) ≡ dimH A and αB(r) ≡ dimH B, we obtain (1.15).
Remark 7. Here Aε is bilipschitz equivalent to a Moran set. Compared with [14],
we use Moran sets to replace self-similar sets.
Here we say that a compact subset A of a metric space is uniformly disconnected
[4], if there are constants C > 1 and r∗ > 0 so that for any x ∈ A and r < r∗, there
exists a set E ⊂ A satisfying
A ∩B(x, r) ⊂ E ⊂ B(x,Cr) and d(E,A\E) > r. (1.16)
Any self-similar set satisfying SSC is uniformly disconnected. Sometimes, we can
use the uniform disconnectedness to replace SSC.
Lemma 2. Suppose A is a homogeneous set. If
sup
r′<r0r<r<r0
∣∣∣∣αA(r) log r − αA(r′) log r′log r − log r′
∣∣∣∣ < 1
for some r0 < 1, then A is uniformly disconnected.
Remark 8. For Ahlfors–David s-regular set A with s < 1, we obtain its uniform
disconnectedness by taking αA(r) ≡ s. This is a result of [14]. However, using a
Moran set one can find a homogeneous set A with dimH A = dimP A < 1 but which
is not uniformly disconnected (see Example 4 in Section 5).
For any s ∈ (0,∞), there exists a self-similar set E with dimH E = s in Euclidean
space satisfying SSC. Since E is Ahlfors–David regular and uniformly disconnected,
applying Theorem 2 and Lemma 2 to Ahlfors–David regular sets (Remarks 6 and
8), one can get a result of Mattila and Saaranen [14].
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1.5. Equivalence theorem.
Classifying fractals under bilipschitz equivalence is an important topic in geo-
metric measure theory.
Bilipschitz mappings preserve the geometric properties, such as fractal dimen-
sions, Ahlfors–David regularity and uniform disconnectedness. Many works have
been devoted to the bilipschitz equivalence of fractals, please refer to [7], [4], [22],
[16], [24] and [10]. But even for self-similar sets, Falconer and Marsh [7] pointed
out that there are two self-similar sets satisfying SSC with the same Hausdorff
dimension but which are not bilipschitz equivalent.
Corresponding to bilipschitz equivalence, a weaker notion of quasi-Lipschitz
equivalence was introduced in [23]. Under quasi-Lipschitz mapping, information
of fractals is preserved in some sense, for example, the fractal dimensions, quasi
Ahlfors–David regularity, quasi uniform disconnectedness; see e.g. [19] and [23].
Definition 3. Two compact metric spaces (X, dX) and (Y, dY ) are said to be quasi-
Lipschitz equivalent, if there is a bijection f : X → Y such that for all x1, x2 ∈ X,
log dY (f(x1), f(x2))
log dX(x1, x2)
→ 1 uniformly as dX(x1, x2)→ 0.
If we turn to quasi-Lipschitz equivalence, we can say more about the equivalence
of homogeneous sets.
Theorem 3. Suppose homogeneous sets A,B are uniformly disconnected. Then
they are quasi-Lipschitz equivalent if and only if χ(A,B) = 0, i.e., limr→0
αA(r)
αB(r)
= 1.
If A and B are Ahlfors–David s-regular and t-regular respectively, we note that
χ(A,B) = 0 if and only if s = t. Using Theorem 3, we get the main results of [18]:
Suppose that A and B are Ahlfors–David s-regular and t-regular respectively, and
that they are uniformly disconnected; then they are quasi Lipschitz equivalent if
and only if they have the same Hausdorff dimension, i.e., s = t. In particular, the
assumption s, t < 1 impilies their uniform disconnectedness (see [14] or Remark
8). Then we also get the result of [23]: Two self-conformal sets satisfying SSC are
quasi-Lipschitz equivalent if and only if they have the same Hausdorff dimension.
For example, the self-similar sets in Example 1 are quasi-Lipschitz equivalent.
Example 1. The Cantor ternary set and the self-similar set E = (rE) ∪ (rE +
1
2 − r2 ) ∪ (rE + 1− r) with r = 3− log 3/ log 2 are quasi-Lipschitz equivalent, although
they are not bilipschitz equivalent as shown in [7] by Falconer and Marsh.
1.6. Results on Moran sets.
For a Moran class A =M(J, {nk}k≥1, {ck}k≥1), supposing
r ∈ (rk|J |, rk−1|J |], r′ ∈ (rk′ |J |, rk′−1|J |] with k ≤ k′,
where rk = c1 · · · ck, we let
ΦA(r) = n1 · · ·nk and ΦA(r, r′) = ΦA(r′)/ΦA(r) = nk+1 · · ·nk′ .
Applying Proposition 2 to Theorems 2–3 and Lemma 2, we have
Corollary 2. Let A =M(J, {nk}k, {ck}k) and B =M(I, {mk}k, {dk}k). If
lim sup
k→∞
lognk+1 · · ·nk+k0
− log ck+1 · · · ck+k0
< 1
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for some k0 ≥ 1, then any E ∈ A is uniformly disconnected. If E ∈ A is uniformly
disconnected and
sup
r′<r0r<r<r0
logΦA(r, r
′)
logΦB(r, r′)
< 1
for some r0 < 1, then E →֒ F for any F ∈ B. If E ∈ A and F ∈ B are uniformly
disconnected, then E and F are quasi-Lipschitz equivalent if and only if
lim
r→0
logΦA(r)
logΦB(r)
= 1.
Example 2. Let J = [0, 1], ck ≡ dk ≡ 1/5 and nk,mk ∈ {2, 3} for all k. Denote
ak,k′ = #{i : ni = 3 with k ≤ i ≤ k′},
bk,k′ = #{i : mi = 3 with k ≤ i ≤ k′}.
Let E ∈ M(J, {nk}k, {ck}k), F ∈ M(J, {mk}k, {dk}k). Then E,F are uniformly
disconnected. It follows from Corollary 2 that if there exist constants k0 and k1
such that
0 ≤ ak,k+k0 < bk,k+k0 for all k > k1,
then E →֒ F. Let
ak = #{i : ni = 3 with i ≤ k}, bk = #{i : mi = 3 with i ≤ k}.
Using Corollary 2 again, we obtain that E and F are quasi-Lipschitz equivalent if
and only if
lim
k→∞
ak log 3 + (k − ak) log 2
bk log 3 + (k − bk) log 2 = 1,
which is equivalent to
lim
k→∞
ak + k
bk + k
= 1.
We would mention that this paper is quite different from the previous works, e.g.
[14], [5], [23] and [18]. For the fractals discussed in this paper, their Hausdorff di-
mensions and packing dimensions need not be the same; they are more complicated
than Ahlfors–David regular sets as in [14], [5], [23] and [18]. We notice that the
main tool of this paper is Moran set rather than self-similar set satisfying OSC.
The paper is organized as follows. In Section 2, we obtain the dimensions of
homogeneous sets. In Section 3, we show that Moran sets are homogeneous, and
we also give many homogeneous sets which are not Ahlfors–David regular. In
Section 4, we approximate the homogeneous sets by Moran sets. The bilipschitz
embedding and quasi-Lipschitz equivalence of homogeneous sets are discussed in
Sections 5 and 6 respectively.
2. Dimensions of homogeneous fractals
In this section, we will prove Proposition 1.
For a compact subset A in any metric space, let P (A, r) denote the greatest
number of disjoint r-balls with centers in A, and N(A, r) the smallest number of
r-balls needed to cover A. We have
N(A, 2r) ≤ P (A, r) ≤ N(A, r/2) for any r > 0, (2.1)
please refer to Section 5.3 of [13].
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Proof of Proposition 1.
For any r ≤ |A|, assume that (κA)n|A| < r ≤ (κA)n−1|A| (n ≥ 1); then
µ(B(x, (κA)
n|A|)) ≤ µ(B(x, r)) ≤ µ(B(x, (κA)n−1|A|)).
Using (1.6), we have for any x ∈ A,
µ(A)
(∆A)n
=
µ(B(x, |A|))
(∆A)n
≤ µ(B(x, r)) ≤ µ(B(x, |A|))
(δA)n−1
=
µ(A)
(δA)n−1
,
which implies
log δA
− logκA ≤ lim infr→0 αA(r) ≤ lim supr→0 αA(r) ≤
log∆A
− logκA . (2.2)
(1) Fix x∗ ∈ A. For any r > 0, by (1.5) in Definition 1, we obtain
P (A, r) · λ−1A µ(B(x∗, r)) ≤ µ(A) ≤ N(A, r) · λAµ(B(x∗, r)).
Then by (2.1), we have
µ(A)
λAµ(B(x∗, r))
≤ N(A, r) ≤ λAµ(A)
µ(B(x∗, r/2))
.
It follows from (1.6) that µ is doubling, i.e., µ(B(x∗, r/2)) ≥ Cµ(B(x∗, r)) for some
constant C > 0. Therefore,
fA(r) =
logN(A, r)
− log r ∼ αA(x
∗, r). (2.3)
(2) Using definitions of dimensions (see e.g. [3] and [6]) and (2.3), we have
dimH A ≤ dimBA = lim inf
r→0
αA(r), dimP A ≤ dimBA = lim sup
r→0
αA(r).
It suffices to show that
dimH A ≥ lim inf
r→0
αA(r) and dimP A ≥ lim sup
r→0
αA(r).
For any 0 < s < lim infr→0 αA(r), there exists r0 ∈ (0, 1), such that for any
x ∈ A and r ∈ (0, r0],
αA(x, r) =
logµ(B(x, r))
log r
> s.
Then for any subset U ⊂ X with A ∩ U 6= ∅ and |U | ≤ r0,
µ(U) ≤ µ(B(x, |U |)) ≤ |U |s for any x ∈ A ∩ U.
In a standard way, we get dimH A ≥ lim infr→0 αA(r).
By the Corollary 3.20(b) of [3], we have dimP A ≥ lim supr→0 αA(r) directly.

3. Moran sets are homogeneous
Given a Moran set E ∈ M(J, {nk}k, {ck}k) in Rd, for word σ = i1 · · · ik ∈ Ωk
with length k, write Jσ = Ji1···ik , a basic element of order k. Without loss of
generality, for the proof of Proposition 2, we may assume that |J | = 1. Let rk =
c1 · · · ck for all k, and let c1 · · · ck−1 = n1 · · ·nk−1 = 1 for k = 1.
Let L denote the Lebesgue measure on Rd. Write int(·) the interior of set. Then
L(int(Jσ)) = (rk)dL(int(J)) (3.1)
for σ ∈ Ωk since Jσ is geometrically similar to J.
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Notice that the union
⋃nk
ik=1
int(Ji1···ik−1ik) ⊂ int(Ji1···ik−1 ) is disjoint for any
word i1 · · · ik−1 ∈ Ωk−1, we have∑nk
ik=1
L(int(Ji1···ik−1ik)) ≤ L(int(Ji1···ik−1)).
Applying (3.1) to the above formula, we have
nkc
d
k ≤ 1. (3.2)
Applying c∗ = infk ck > 0 and nk ≥ 2 to (3.2), we have
c∗ ≤ c∗ := sup
k
ck ≤ 1d√2 and 2 ≤ nk ≤ c
−d
∗ . (3.3)
3.1. Moran measure.
We are going to construct a Borel probability measure µ on Rd with its support
suppµ = E as in [2], which is usually called the Moran measure.
Let Ω∞ =
∏∞
k=1{1, · · · , nk} be a compact metrizable space. For w = w1w2 · · · ∈
Ω∞ and k ≥ 1, let w|k = w1 · · ·wk ∈ Ωk. For k ≥ 1 and σ ∈ Ωk, let Cσ = {w ∈
Ω∞ : w|k = σ}, the cylinder set determined by σ. Then there is a unique Borel
probability measure ν on Ω∞ such that ν(Cσ) = (n1 · · ·nk)−1 for all k ≥ 1 and
σ ∈ Ωk.
By (3.3), we notice that rk → 0 as k → ∞, that is limk→∞ |Jw|k | = 0. Thus
there is a map f : Ω∞ → Rd with f(Ω∞) = E defined by
{f(w)} =
∞⋂
k=1
Jw|k for each w ∈ Ω∞;
and as f(Cσ) ⊂ Jσ for each σ ∈ Ω∗ =
⋃∞
k=0Ωk, the map f is continuous. Now
there is a Borel probability measure µ on Rd defined by µ(A) = ν(f−1(A)) for all
Borel set A ⊂ Rd. Now
µ(Jσ) = ν(f
−1(Jσ)) ≥ ν(Cσ) = (n1 · · ·nk)−1 (3.4)
for all k ≥ 1 and σ ∈ Ωk. From this it easily follows that the support of µ is E.
Next, we give an estimation of the Moran measure.
Lemma 3. There is a constant CE > 1 such that for any x ∈ E and rk < r ≤ rk−1,
(n1 · · ·nk)−1 ≤ µ(B(x, r)) ≤ CE(n1 · · ·nk−1)−1.
Proof. Suppose Jσ is a basic element of order k containing x; since |Jσ| = rk, we
have Jσ ⊂ B(x, r). By (3.4) we have
µ(B(x, r)) ≥ µ(Jσ) ≥ (n1 · · ·nk)−1. (3.5)
Let Λx,r = {σ′ : σ′ ∈ Ωk−1 and Jσ′ ∩ B(x, r) 6= ∅}. We will show that #Λx,r ≤
CE for some constant CE > 1 independent of x and r.
Since int(Jσ′ )∩ int(Jσ′′ )=∅ for all distinct σ′ and σ′′ in Λx,r, and⋃
σ′∈Λx,r
int(Jσ′ ) ⊂ B(x, r + rk−1) ⊂ B(x, 2rk−1),
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we have
(#Λx,r)L(int(J))(rk−1)d =
∑
σ′∈Λx,r
L(int(Jσ′))
= L
(⋃
σ′∈Λx,r
int(Jσ′)
)
≤ 2d(rk−1)dL(B(0, 1)),
which implies #Λx,r ≤ 2
dL(B(0,1))
L(int(J)) =: CE . Therefore,
µ(B(x, r)) = ν(f−1(B(x, r)))
≤ ν{w ∈ Ω∞ : f(Cw|k−1) ∩B(x, r) 6= ∅} (3.6)
≤
∑
σ′∈Λx,r
ν(Cσ′ ) ≤ CE(n1 · · ·nk−1)−1.
Then this lemma follows from (3.5) and (3.6). 
3.2. Proof of Proposition 2.
Using Lemma 3, we can prove that all Moran sets are homogeneous.
Proof of Proposition 2. Take λE = CEc
−d
∗ . For any x1, x2 ∈ E, r ∈ (0, |E|], if
rk < r ≤ rk−1 (k ≥ 1), by Lemma 3, we have
λ−1E ≤
1
CEnk
≤ µ(B(x1, r))
µ(B(x2, r))
≤ CEnk ≤ λE .
Take κA ∈ (0, 1) small enough such that
δA :=
1
CE
· 2 log κAlog c∗ −2 > 1. (3.7)
Assume that rk < r ≤ rk−1 and rk′ < κAr ≤ rk′−1 with k′ ≥ k. Then k′ ≥ k+1
and
n1 · · ·nk′−1
CEn1 · · ·nk ≤
µ(B(x, r))
µ(B(x, κAr))
≤ CEn1 · · ·nk′
n1 · · ·nk−1 , (3.8)
where
CEn1 · · ·nk′
n1 · · ·nk−1 ≤ CE(nk · · ·nk
′) ≤ CE(c−d∗ )k
′−k+1,
n1 · · ·nk′−1
CEn1 · · ·nk ≥
1
CE
(nk+1 · · ·nk′−1) ≥ 1
CE
· 2k′−k−1.
(3.9)
Now, we have
(ck · · · ck′ =) rk
′
rk−1
≤ κA ≤ rk
′−1
rk
(= ck+1 · · · ck′−1),
which implies
(k′ − k + 1) log c∗ ≤ log κA ≤ (k′ − k − 1) log c∗,
i.e.,
log κA
log c∗
− 1 ≤ k′ − k ≤ log κA
log c∗
+ 1. (3.10)
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Let ∆A = CE(c
−d
∗ )
log κA
log c∗
+2. Applying (3.7) and (3.10) to (3.8)-(3.9), we obtain
δA ≤ µ(B(x, r))
µ(B(x, κAr))
≤ ∆A.
Lemma 3 and (3.3) shows that we can take
αE(r) =
log n1 · · ·nk
− log c1 · · · ck
whenever rk < r ≤ rk−1. 
3.3. Moran sets which are not Ahlfors–David regular.
For Moran set E, it follows from Propositions 1-2 (also see [8] and [20]) that
dimH E = lim inf
k→∞
logn1 · · ·nk
− log c1 · · · ck , dimP E = lim supk→∞
logn1 · · ·nk
− log c1 · · · ck . (3.11)
Since dimH F = dimP F for any Ahlfors–David regular set F, we have
Proposition 5. If lim infk→∞
log n1···nk
− log c1···ck
< lim supk→∞
logn1···nk
− log c1···ck
, then E is not
Ahlfors–David regular for any E ∈M(J, {nk}k, {ck}k).
Remark 9. The above result shows that we can find lots of homogeneous sets which
are not Ahlfors–David regular.
The following example shows that a homogeneous set E with dimH E = dimP E
need not be Ahlfors–David regular.
Example 3. Let nk ≡ 2 and ck = k+12(k+2) for all k ≥ 1. Denote J = [0, 1], and
let J1 = [0, c1], J2 = [1− c1, 1]. Inductively, if the interval Ji1···ik = [ci1···ik , di1···ik ]
have been defined, we define its subintervals Ji1···ik1 = [ci1···ik , ci1···ik + ck|Ji1···ik |]
and Ji1···ik2 = [di1···ik − ck|Ji1···ik |, di1···ik ]. As above, we get a Moran set E. Using
(3.11), we have dimH E = dimP E = 1. Notice that H1(E) = L(E) = 0, where L is
the Lebesgue measure. If E is Ahlfors–David 1-regular, then H1(E) > 0, which is
a contradiction. That means E is not Ahlfors–David regular.
4. Approximating by Moran sets
4.1. Bilipschitz image of homogeneous set.
Under bilipschitz mapping, the homogeneous property will be preserved.
Lemma 4. Suppose A(⊂ X) is a homogeneous set. If A is bilipschitz equivalent to
B(⊂ Y ), then B is also homogeneous and χ(A,B) = 0.
Proof. Assume that f is the bilipschitz map from A onto B with bilipschitz constant
L ≥ 1, and µ is the corresponding measure supported on A. We define the image
measure ν on B with ν(F ) = µ(f−1(F )) for any Borel subset F ⊂ B. It is clear
that ν is a Borel measure supported on B.
Without loss of generality, we may assume that A = X and B = Y, the whole
metric spaces. For any y ∈ B, 0 < r ≤ |B|, we have
B(f−1(y), r/L) ⊂ f−1(B(y, r)) ⊂ B(f−1(y), Lr); (4.1)
then
µ(B(f−1(y), r/L)) ≤ ν(B(y, r)) ≤ µ(B(f−1(y), Lr)). (4.2)
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Using Definition 1 and (4.2), for any y1, y2 ∈ B and r ≤ |A|/L, we have
ν(B(y1, r))
ν(B(y2, r))
≤ µ(B(f
−1(y1), Lr))
µ(B(f−1(y2), r/L))
≤ λA µ(B(f
−1(y1), Lr))
µ(B(f−1(y1), r/L))
≤ λA(∆A)n,
where (κA)
n ≤ L−2 < (κA)n−1 for some integer n ≥ 0. Then n− 1 < −2 logLlog κA ≤ n,
and thus n ≤ 1− 2 logLlog κA . Therefore, for all y1, y2 ∈ B and r ≤ |A|/L,
ν(B(y1, r))
ν(B(y2, r))
≤ λA(∆A)n ≤ λ := λA (∆A)1−
2 logL
log κA ,
which implies
λ−1 ≤ ν(B(y1, r))
ν(B(y2, r))
≤ λ for any y1, y2 ∈ B, r ≤ |A|/L.
Fix a point y∗ ∈ B and let λB = µ(A)ν(B(y∗,|A|/L)) · λ ≥ λ.
Given any r ∈ [|A|/L, |B|], we have ν(B(y1, r)) ≤ µ(A) and ν(B(y2, r)) ≥
ν(B(y2, |A|/L)) ≥ λ−1ν(B(y∗, |A|/L)), which implies
λ−1B ≤
ν(B(y1, r))
ν(B(y2, r))
≤ λB for any y1, y2 ∈ B, r ≤ |B|. (4.3)
Let κB = κA/L
2. Using (4.2), for r ≤ |B| ≤ |A| · L, for any x ∈ A we have
ν(B(f(x), r))
ν(B(f(x), κBr))
≥ µ(B(x, r/L))
µ(B(x, κAr/L))
≥ δA,
since r/L ≤ |A|.
On the other hand, if r ≤ |A|/L, then
ν(B(f(x), r))
ν(B(f(x), κBr))
≤ µ(B(x, rL))
µ(B(x, κAr/L3))
≤ (∆A)m,
where (κA)
m ≤ κAL−4 < (κA)m−1 for some integer m ≥ 1. Then (κA)m−1 ≤
L−4 < (κA)
m−2, i.e., m− 2 ≤ − 4 logLlog κA ≤ m− 1. Therefore,
ν(B(f(x), r))
ν(B(f(x), κBr))
≤ (∆A)2−
4 logL
log κA for any r ≤ |A|/L.
Let ∆B = max((∆A)
2− 4 logL
log κA , λBµ(A)ν(B(y∗,κB |A|/L))). Then we have
ν(B(f(x), r))
ν(B(f(x), κBr))
≤ ∆B for all r ≤ |B|.
Therefore, for any x ∈ A and r ≤ |B|,
δA ≤ ν(B(f(x), r))
ν(B(f(x), κBr))
≤ ∆B . (4.4)
It follows from (4.3) and (4.4) that B is also homogeneous.
Using (4.1), we have
N(B,Lr) ≤ N(A, r) ≤ N(B,L−1r). (4.5)
It follows from (1.10), (4.5) and the fact that A is a doubling metric space that
χ(A,B) = 0. 
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Proof of Proposition 3.
In fact, suppose supr<r0 αA(r) < ∞ for some r0 small enough. We note that
ϕ(x) = ex−1 is continuous at 0, then for fixed ε > 0 small enough, there exists δ > 0
such that if χ(A,B) = lim supr→0
∣∣∣log αB(r)αA(r)
∣∣∣ < δ, then |αB(r)αA(r)−1| = |ϕ(log αB(r)αA(r) )| <
ε/(supr<r0 αA(r)) for all r < r1 where r1 < r0 is a constant. Hence
|αB(r)− αA(r)| < ε for all r < r1,
and thus |limr→0αB(r)−limr→0αA(r)|, |limr→0αB(r)−limr→0αA(r)| < ε. It follows
from (1) of Proposition 1 that | dimP B − dimP A|, | dimH B − dimH A| < ε. 
4.2. Proof of the approximation theorem.
For homogeneous sets, we can approximate them by their subsets which are
bilipschitz images of Moran sets in Euclidean spaces.
Proof of Theorem 1.
We can prove Theorem 1 in three steps:
(1) For any ε > 0, choose η small enough and construct a subset A(η) of A,
such that dH(A(η), A) < ε.
(2) Corresponding to A(η), construct a Moran set E(η) in Rd for some d ∈ N.
Show that the natural bijection between A(η) and E(η) is a bilipschitz map.
(3) Verify that χ(E(η), A) = χ(A(η), A) < ε.
Without loss of generality, assume that A is homogeneous with |A| = 1. Let
µ(r) = infx∈A µ(B(x, r)) and µ(r) = supx∈A µ(B(x, r)). Fix a point x
∗ ∈ A; then
using (1.5) and (1.6), we have
µ(r/2)
µ(2r′)
≥ 1
(λA)2
µ(B(x∗, r/2))
µ(B(x∗, 2r′))
≥ 1
(λA)2
(δA)
n,
where 2r
′
r/2 ≤ (κA)n for some integer n. Taking n large enough, we have
µ(r/2)
µ(2r′)
≥ 2 if r
′
r
≤ η0 (4.6)
for some constant η0. By Definition 1, there exists a constant C0 ∈ (0, 1) such that
for any r, r′ with r
′
r ≤ η0,
C0
µ(r)
µ(r′)
≤
⌊
µ(r/2)
µ(2r′)
⌋
≤ µ(r)
µ(r′)
, (4.7)
where ⌊·⌋ denotes the integral part of number.
Step 1. Let ε > 0. Fix so large an integer n that
η1 := (κA)
n < min(η0,
1
4
,
ε
3
) and
∣∣∣∣ logC0n log δA
∣∣∣∣ ≤ ε2 . (4.8)
Now choose η > 0 with η ≤ η1. Then µ(ηk) ≤ (δA)−nkµ(1) for each k ≥ 1, and
thus
lim sup
k→∞
∣∣∣∣ (k − 1) logC0logµ(ηk)
∣∣∣∣ ≤
∣∣∣∣ logC0n log δA
∣∣∣∣ ≤ ε2 . (4.9)
For all k ≥ 2, let
nk =
⌊
µ(ηk−1/2)
µ(2ηk)
⌋
≥ 2, (4.10)
due to (4.6) as η < η0.
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We begin to construct the A(η). In the first step of the construction, we get a
maximal number PA = P (A, η) of disjoint η-balls {B(xi, η)}PAi=1 with centers in A.
For a small enough η, let
n1 = PA ≥ 2.
Given {nk}k as above, let Ω∞ denote the collection of all infinite sequences
i1 · · · ik · · · with i1 · · · ik ∈ Ωk for every k ≥ 1.
For k ≥ 2, inductively assume that for k−1, we have obtained a family of disjoint
balls {B(xi1···ik−1 , ηk−1)}i1···ik−1∈Ωk−1 .We will find {B(xi1···ik−1ik , ηk)}i1···ik−1ik∈Ωk
satisfying for every i1 · · · ik−1 ∈ Ωk−1,
• xi1···ik−1ik ∈ B(xi1···ik−1 , ηk−1/2) ∩ A for all 1 ≤ ik ≤ nk;
• B(xi1···ik−1ik , ηk) ∩B(xi1···ik−1jk , ηk) = ∅ for all ik 6= jk.
In fact, fixing a sequence i1 · · · ik−1 ∈ Ωk−1, we take a maximal number Pi1···ik−1
of disjoint ηk-balls with centers in B(xi1···ik−1 , η
k−1/2)∩A.Wewill estimate Pi1···ik−1 .
At first, since η < 14 by (4.8), for every η
k-ball B(x, ηk) as above, we have
B(x, ηk) ⊂ B(xi1···ik−1 , ηk−1/2 + ηk) ⊂ B(xi1···ik−1 ,
3
4
ηk−1). (4.11)
Since these Pi1···ik−1 disjoint η
k-balls are contained in B(xi1···ik−1 , η
k−1), we have
Pi1···ik−1 ≤
µ(ηk−1)
µ(ηk)
. (4.12)
On the other hand, by (2.1), B(xi1···ik−1 , η
k−1/2) ∩ A can be covered by Pi1···ik−1
balls of radius 2ηk, that means µ(ηk−1/2) ≤ Pi1···ik−1 · µ(2ηk), i.e.,
Pi1···ik−1 ≥
µ(ηk−1/2)
µ(2ηk)
≥ nk.
Hence we can take nk disjoint η
k-balls with their centers in B(xi1···ik−1 , η
k−1/2)∩A.
Denote their centers by {xi1···ik−1ik}nkik=1.
We define
A(η) =
⋂
k≥1
⋃
i1···ik∈Ωk
B(xi1···ik , η
k) ⊂ A. (4.13)
For any i1 · · · ik · · · ∈ Ω∞, let xi1···ik··· ∈ A(η) be such that
{xi1···ik···} =
⋂
k≥1
B(xi1···ik , η
k). (4.14)
Since in the first step of the construction of A(η), we get the maximal number PA
of disjoint η-balls {B(xi, η)}PAi=1 with centers in A, it follows that A can be covered
by PA balls {B(xi, 2η)}PAi=1. Therefore
dH(A(η), A) ≤ dH({xi}PAi=1, A) + dH({xi}PAi=1, A(η)) ≤ 2η + η < ε.
Step 2. For the η given, by Definition 1 from (4.12) it follows that {nk}k≥1 is
bounded. Then taking d large enough, we can construct a Moran set E(η) in Rd
such that E(η) ∈ M(J, {nk}, {ck}) with J = B(0, 12 ), nk defined above, and ck ≡ η
for all k ≥ 1 such that there is a constant c > 0 for which
d(Ji1···ik−1ik , Ji1···ik−1jk) ≥ cηk for all ik 6= jk.
For any i1 · · · ik · · · ∈ Ω∞, let yi1···ik··· ∈ E(η) be such that
{yi1···ik···} =
⋂
k
Ji1···ik . (4.15)
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Naturally, we obtain a bijection f from E(η) to A(η) such that
f(yi1···ik···) = xi1···ik···. ∀ i1 · · · ik · · · ∈ Ω∞. (4.16)
It suffices to show that f is bilipschitz. In fact, for distinct points y′ = yi1···ik−1ik···
and y′′ = yi1···ik−1jk··· with ik 6= jk (k ≥ 1), we have
cηk ≤ d(Ji1···ik−1ik , Ji1···ik−1jk) ≤ |y′ − y′′| ≤ |Ji1···ik−1 | = ηk−1. (4.17)
On the other hand, B(xi1···ik−1ik , η
k) and B(xi1···ik−1jk , η
k) are disjoint and
x′ = xi1···ik−1ik··· ∈ B(xi1···ik−1ik ,
3
4
ηk), x′′ = xi1···ik−1jk··· ∈ B(xi1···ik−1jk ,
3
4
ηk),
due to (4.11); therefore,
1
4
ηk ≤ dX(x′, x′′) ≤ |B(xi1···ik−1 ,
3
4
ηk−1)| ≤ 3
2
ηk−1. (4.18)
It follows from (4.17) and (4.18) that f is bilipschitz.
Step 3. For the Moran set E(η) ∈ M(J, {nk}k, {ck}k), J = B(0, 1/2) with
|J | = 1. Using Proposition 2, we can take
αE(η)(r) =
logn1 · · ·nk
−k log η for η
k < r ≤ ηk−1,
where C0
µ(ηk−1)
µ(ηk)
≤ nk ≤ µ(η
k−1)
µ(ηk)
for k ≥ 2 due to (4.7), which implies
logµ(ηk)
k log η
−
(
logn1µ(η)
k log η
+
(k − 1) logC0
k log η
)
≤ αE(η)(r) ≤ logµ(η
k)
k log η
− logn1µ(η)
k log η
.
Using (1.5) in Definition 1, for the homogeneous set A we have
log µ(ηk−1)
k log η
≤ αA(xA, r) ≤
logµ(ηk)
(k − 1) log η ≤
logµ(ηk)− logλA
(k − 1) log η . (4.19)
It follows from (1.5) and (1.6) that µ(ηk−1) ≥ µ(ηk) ≥ ςµ(ηk−1) for some con-
stant ς > 0, which implies
logµ(ηk−1)
k log η
− log µ(η
k)
k log η
,
logµ(ηk)
(k − 1) log η −
logµ(ηk)
k log η
= O
(
1
k log η
)
. (4.20)
By (4.19) and (4.20), we can take a function αA(r) ∼ αA(xA, r) defined by
αA(r) =
logµ(ηk)
k log η
for ηk < r ≤ ηk−1.
Using the inequality | log t| ≤ 32 |t− 1| for all |t− 1| ≤ 1/3, (4.9) and Lemma 4, we
have, assuming ε/2 ≤ 1/3 as we may, that
χ(A(η), A) = χ(E(η), A)
= lim sup
r→0
∣∣∣∣log αE(η)(r)αA(r)
∣∣∣∣ ≤ 32 lim supr→0
∣∣∣∣αE(η)(r)αA(r) − 1
∣∣∣∣
≤ 3
2
lim sup
k→∞
∣∣∣∣ logn1µ(η)logµ(ηk)
∣∣∣∣+ 32 lim supk→∞
∣∣∣∣ (k − 1) logC0logµ(ηk)
∣∣∣∣
≤ 0 + 3
2
· ε
2
< ε,
In particular, if A is a homogeneous set in Rd, since any two balls in Rd are
geometrically similar, the above construction shows that A(η) is a Moran set. Take
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f = id and F = A(η) ⊂ A. Furthermore, using Proposition 3 we can approximate
A by Moran sets simultaneously in three aspects: Hausdorff metric, Hausdorff
dimension and packing dimension. 
5. Bilipschitz embedding of homogeneous sets
5.1. Necessary condition of bilipschitz embedding.
As shown in [5], a self-similar set satisfying SSC can be bilipschitz embedded
into any self-similar set with higher dimension.
However, for homogeneous fractals, we need the following new necessary condi-
tion (Lemma 1): if A →֒ B, then
µ(B(x, r))
µ(B(x, r′))
≤ C ν(B(y, r))
ν(B(y, r′))
for all r′ < r ≤ min(|A|, |B|), (5.1)
where C is a constant.
Proof of Lemma 1.
Suppose that there is an injection f : (A,dA) → (B,dB) and a constant L ≥ 1
such that for all x1, x2 ∈ A,
dA(x1, x2)/L ≤ dB(f(x1), f(x2)) ≤ LdA(x1, x2).
Given positive quantities {θλ}λ and {ϑλ}λ with parameter λ, we say that they
are comparable and denote θλ ≍ ϑλ, if there is a constant ρ independent of λ such
that
ρ−1 ≤ θλ
ϑλ
≤ ρ.
For any subset C of A, let KA(C, r) = max{n : there are distinct points {xi}ni=1
of C such that mini6=jdA(xi, xj) ≥ r}. Therefore, for any r′ < r,
KA(B(x, r), r
′) ≤ KB(B(f(x), Lr), r′/L). (5.2)
Using Definition 1, as in the proof of Proposition 1, we obtain that
KA(B(x, r), r
′) ≍ PA(B(x, r), r′) ≍ NA(B(x, r), r′) ≍ µ(B(x, r))
µ(B(x, r′))
, (5.3)
where PA(C, r) = max{n : there are n disjoint r-balls with centers in C} and
NA(C, r) = min{n : there are n r-balls covering C}. Note that this result depends
heavily on the fact that A is a doubling metric space.
In the same way, we obtain that for any y ∈ B,
KB(B(f(x), Lr), r
′/L) ≍ ν(B(f(x), Lr))
ν(B(f(x), r′/L))
≍ ν(B(f(x), r))
ν(B(f(x), r′))
≍ ν(B(y, r))
ν(B(y, r′))
. (5.4)
Thus (5.1) follows from (5.2)–(5.4).
By (5.1), we have
sup
r′<r0r<r<r0
∣∣∣∣ log µ(B(x, r)) − log µ(B(x, r′))log ν(B(y, r)) − log ν(B(y, r′))
∣∣∣∣ ≤ 1+
∣∣∣∣ logClog ν(B(y, r)) − log ν(B(y, r′))
∣∣∣∣ ,
where C is an independent constant. Taking r0 small enough, ν(B(y, r))/ν(B(y, r
′))
is so large that sup
r′<r0r<r<r0
∣∣∣ logClog ν(B(y,r))/ν(B(y,r′)) ∣∣∣ is close to 0.
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On the other hand, |αA(r) log r − logµ(B(x, r))| , |αB(r) log r − log ν(B(y, r))| ≤
C1 for some C1 due to (1.8), and logµ(B(x, r))/µ(B(x, r
′)), log ν(B(y, r))/ν(B(y, r′))
are arbitrarily large when r0 is small enough. Thus
sup
r′<r0r<r<r0
∣∣∣∣αA(r) log r − αA(r′) log r′αB(r) log r − αB(r′) log r′
∣∣∣∣ ≤ 1 + ε(r0), (5.5)
with ε(r0) ↓ 0 as r0 ↓ 0. 
Now we will construct Moran set B with number t such that for any Ahlfors–
David regular set A satisfying t < dimH A < dimH B, the inequality (5.1) fails.
Proof of Proposition 4.
Let t = log 3/ log 6, ck ≡ 1/6, km = m3 and tm = km +m for all m. We take
nk =
{
3 if k ∈ [km + 1, tm] for some m,
5 otherwise.
Let B ∈ M([0, 1], {nk}k, {ck}k). Then it follows from Propositions 1 and 2 that B
is homogeneous with
dimH B = dimP B = lim
k→∞
logn1 · · ·nk
− log c1 · · · ck =
log 5
log 6
.
Furthermore, assume that for every i1 · · · ik−1 ∈ Ωk−1, the subintervals
Ji1···ik−11, · · · , Ji1···ik−1nk
are uniformly distributed in Ji1···ik−1 from left to right. Then Ji1···ik−1(
nk+1
2
)
and
Ji1···ik−1 have the same middle point yi1···ik−1 .
For the Moran measure ν, we calculate that
ν(B(yi1···ikm , (1/6)
km/2))
ν(B(yi1···ikm , (1/6)
tm/2))
= 3m. (5.6)
Suppose A is Ahlfors–David s-regular with s ∈ (log 3/ log 6, log 5/ log 6). Then for
any x ∈ A,
µ(B(x, (1/6)km/2))
µ(B(x, (1/6)tm/2))
≥ ξ(6m)s (5.7)
for some constant ξ.
If (5.1) were true, by (5.6) and (5.7) we would obtain that s ≤ log 3/ log 6. It is
a contradiction. 
5.2. Proof of embedding theorem.
Before the proof of Theorem 2, we give a technical lemma as follows.
Suppose B is homogeneous with the Borel measure ν. Let
ν(r) = sup
x∈B
ν(x, r) and ν(r) = inf
x∈B
ν(x, r).
Lemma 5. Suppose that A and B are homogeneous sets. For any ε > 0 and η > 0
small enough, let E(η) ∈ M(J, {nk}k, {ck}k) be the Moran set constructed in the
proof of Theorem 1, which is bilipschitz equivalent to A(η) ⊂ A. If
P (B, η) ≥ n1 and ν(η
k−1/2)
ν(2ηk)
≥ nk for all k ≥ 2,
then E(η) →֒ B, and thus A(η) →֒ B.
We turn to the proof of Theorem 2.
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Proof of the first part of Theorem 2.
Without loss of generality, we may assume that |A| = |B| = 1. Let η1 be defined
in (4.8). Using the above lemma, by (4.10) it suffices to show that if η(≤ η1) is
small enough, then
n1 = PA ≤ PB = P (B, η) (5.8)
and
µ(ηk−1)
µ(ηk)
≤ ν(η
k−1/2)
ν(2ηk)
for all k ≥ 2. (5.9)
To obtain (5.8), noticing that PA ≍ µ(A)µ(B(x∗,η)) and PB ≍ ν(B)ν(B(y∗,η)) , we only need
to check that
lim sup
η→0
∣∣∣∣ log µ(B(x∗, η))log ν(B(y∗, η))
∣∣∣∣ = lim sup
η→0
αA(η)
αB(η)
< 1,
which follows from (1.15) by fixing r and letting r′ → 0.
To obtain (5.9), note that µ(η
k−1)
µ(ηk)
≍ µ(B(x∗,ηk−1))
µ(B(x∗,ηk))
and ν(η
k−1/2)
ν(2ηk)
≍ ν(B(y∗,ηk−1))
ν(B(y∗,ηk))
,
we only need to find η2 such that
sup
k≥1,η<η2
∣∣∣∣ logµ(B(x∗, ηk−1)) − logµ(B(x∗, ηk))log ν(B(y∗, ηk−1)) − log ν(B(y∗, ηk))
∣∣∣∣ < 1. (5.10)
In fact, as at the end of the proof of Lemma 1, we get (5.10) by using (1.15). 
In order to prove the second part, we need the following easily proved key prop-
erty [14] by Mattila and Saaranen on the decomposition of a uniformly disconnected
set. The reader can refer to [18] for a proof.
Lemma 6. [14] Suppose A is a uniformly disconnected compact subset of a metric
space with constants C > 1 and r∗ > 0 in (1.16). If E is a subset of A and
0 < r < r∗ a number satisfying d(E,A\E) > Cr, then there are sets {Ei}mi=1 and
balls {B(xi, r)}mi=1 satisfying
(1) E =
⋃m
i=1 Ei;
(2) d(Ei, Ej) > r for all i 6= j;
(3) xi ∈ Ei and E ∩B(xi, r) ⊂ Ei ⊂ B(xi, Cr) for all i.
Suppose {rk}k≥1 is a sequence of positive numbers decreasing to zero with r1 <
r∗ and rk/rk+1 > C for all k ≥ 1. We shall give a decomposition of the uniformly
disconnected set A with respect to {rk}k≥1.
Set Λ0 = {∅} with empty word ∅. Using Lemma 6 with E = A and r = r1 we
get sets {Ai1}mAi1=1 and balls {B(xi1 , r1)}mAi1=1 satisfying
(1) A =
⋃mA
i1=1
Ai1 ;
(2) d(Ai1 , Aj1) > r1(> Cr2) for all i1 6= j1;
(3) xi1 ∈ Ai1 and A ∩B(xi1 , r1) ⊂ Ai1 ⊂ B(xi1 , Cr1) for all i1.
Set m∅ = mA and Λ1 = {1, 2, · · · ,m∅}.
For k ≥ 2, assume that for k − 1 we have got the sets {Ai1···ik−1}i1···ik−1∈Λk−1
and balls {B(xi1···ik−1 , rk−1)}i1···ik−1∈Λk−1 . By induction, we can do the same work
to every Ai1···ik−1 with r = rk. Let Λk = {i1 · · · ik : ij ∈ N ∩ [1,mi1···ij−1 ] for all
1 ≤ j ≤ k}.
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Since rk/rk+1 > C, using Lemma 6 again and again, we get the decomposition
of A. There exist sets Ai1···ik and points xi1···ik such that for all k ≥ 1,
A =
⋃
i1···ik∈Λk
Ai1···ik ,
d(Ai1···ik−1ik , Ai1···ik−1jk) > rk(> Crk+1) if ik 6= jk,
Ai1···ikik+1 ⊂ Ai1···ik ,
xi1···ik ∈ Ai1···ik ,
A ∩B(xi1···ik , rk) ⊂ Ai1···ik ⊂ B(xi1···ik , Crk).
We denote Λ =
⋃
k≥0 Λk.
Proof of the second part of Theorem 2.
For any η ∈ (0,min(1/C, r∗)), we get the decomposition of A with respect to
{ηk}k≥1. Note that mA ≤ µ(A)µ(η) and mi1···ik ≤ µ(Cη
k)
µ(ηk+1)
for all i1 · · · ik ∈ Λ\Λ0.
Hence, as in the first part of the proof, there exists an η3 ∈ (0, 1/C), such that if η
satisfies η < min{η1, η3}, then
mA ≤ P (B, η) and µ(Cη
k−1)
µ(ηk)
≤ ν(η
k−1/2)
ν(2ηk)
for all k ≥ 2.
Corresponding to the decomposition ofA, we get a collection {B(yi1···ik , ηk)}i1···ik∈Λ\Λ0
of balls in B as in Step 1 in the proof of Theorem 1, satisfying
(1) For every i1 ∈ Λ1, yi1 ∈ B, and B(yi1 , η) ∩B(yj1 , η) = ∅ for all i1 6= j1;
(2) When k ≥ 2, for every i1 · · · ik−1 ∈ Λk−1,
• yi1···ik−1ik ∈ B(yi1···ik−1 , ηk−1/2) ∩B for all 1 ≤ ik ≤ mi1···ik−1 ;
• B(yi1···ik−1ik , ηk) ∩B(yi1···ik−1jk , ηk) = ∅ for all ik 6= jk.
We define
B(η) =
⋂
k≥1
⋃
i1···ik∈Λk
B(yi1···ik , η
k).
Noting that
A =
⋂
k≥1
⋃
i1···ik∈Λk
Ai1···ik ,
we can check as in Step 2 in the proof of Theorem 1 that the natural bijection
between A and B(η) is bilipschitz. 
5.3. Uniform disconnectedness.
In the following proof, we use the idea of [14] by Mattila and Saaranen.
Proof of Lemma 2.
By (1.8), we may assume that there exists r0 ∈ (0, 1) such that
sup
r′<r0r′′<r′′<r0
∣∣∣∣ logµ(r′′)− logµ(r′)log r′′ − log r′
∣∣∣∣ ≤ 1− γ with γ > 0. (5.11)
Take an integer l large enough such that
log l − log 3
log(l + 2)
> 1− γ and 1
l + 2
< r0. (5.12)
For any r < r0/(l + 2) and x ∈ A, let
B0 = B(x, r), Bi = B(x, (i + 1)r)\B(x, ir) (1 ≤ i ≤ l + 1).
As in [14], we only need to verify
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Claim 1. There must be an i0 ∈ {1, · · · , l} such that A ∩Bi0 = ∅.
Otherwise, there exists xi ∈ A ∩Bi whenever 1 ≤ i ≤ l. Then
lµ(r) ≤
l∑
i=1
µ(B(xi, r)) ≤
l∑
i=1
µ(Bi−1 ∪Bi ∪Bi+1)
≤ 3µ(B(x, (l + 2)r)) ≤ 3µ((l + 2)r).
Therefore,
1− γ < log l− log 3
log(l + 2)
≤
∣∣∣∣ logµ((l + 2)r)− logµ(r)log(l + 2)r − log r
∣∣∣∣ ≤ 1− γ.
This is a contradiction. Then the claim is proved, and thus (1.16) holds with C = l.
That means A is uniformly disconnected. 
We will construct a Moran set E such that dimH E = dimP E < 1 but E is not
uniformly disconnected.
Example 4. Let km = m
3 and tm = km +m for all m. We take
(nk, ck) =
{
(3, 1/3− 1/(6m)) if k ∈ [km + 1, tm] for some m,
(3, 1/6) otherwise.
Let E ∈ M([0, 1], {nk}k, {ck}k). Then it follows from Propositions 2 and 1 that E
is homogeneous with
dimH E = dimP E = lim
k→∞
logn1 · · ·nk
− log c1 · · · ck =
log 3
log 6
< 1.
Assume that for every word i1 · · · ik−1, the subintervals Ji1···ik−11, · · · , Ji1···ik−1nk
are uniformly distributed in Ji1···ik−1 from left to right. If we consider the middle
point 1/2 and the largest gap in the interval Ji1···ikm with 1/2 ∈ Ji1···ikm , then,
since 1 − 3c(km+1) → 0 as m → ∞, we clearly see that we can not find a uniform
disconnectedness constant C > 1.
6. Quasi-Lipschitz equivalence of homogeneous sets
In this section, we will prove Theorem 3. Without loss of generality, we always
assume that A = X and B = Y. We say that when r, r′ → 0,
g(r, r′)→ a⇔ g¯(r, r′)→ b,
if for any ǫ > 0 there exists an η > 0 such that |g¯(r, r′)− b| < ǫ whenever
max(|g(r, r′)− a| , |r|, |r′|) < η and such that |g(r, r′)− a| < ǫ whenever max(|g¯(r, r′)− b| , |r|, |r′|) <
η.
Lemma 7. For any x ∈ A, when r, r′ → 0,
log r′
log r
→ 1⇔ logµ(B(x, r
′))
logµ(B(x, r))
→ 1.
Proof. Suppose that r ∈ ((κA)k, (κA)k−1] and r′ ∈ ((κA)k′ , (κA)k′−1]. Then
log r
k log κA
→ 1, log r
′
k′ log κA
→ 1 as r, r′ → 0.
On the other hand, µ(B(x, (κA)
k)) ≤ µ(B(x, r)) ≤ µ(B(x, (κA)k−1)) and
µ(B(x, (κA)
k)) ≥ ∆−1A µ(B(x, (κA)k−1))
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due to (1.6) in Definition 1. Thus
logµ(B(x, r))
logµ(B(x, (κA)k))
→ 1, logµ(B(x, r
′))
logµ(B(x, (κA)k
′ ))
→ 1 as r, r′ → 0.
It suffices to verify that when k, k′ →∞,
k′
k
→ 1⇔ logµ(B(x, (κA)
k′ ))
logµ(B(x, (κA)k))
→ 1.
For k > k′, using (1.6), we have (δA)
k−k′ ≤ µ(B(x,(κA)k
′
))
µ(B(x,(κA)k))
≤ (∆A)k−k′ , i.e.,
(k − k′) log δA ≤ log µ(B(x, (κA)
k′ ))
µ(B(x, (κA)k))
≤ (k − k′) log∆A. (6.1)
Using (6.1) and 0 < limk→∞αA(x, (κA)
k) ≤ limk→∞αA(x, (κA)k) <∞, we have
logµ(B(x, (κA)
k′))
log µ(B(x, (κA)k))
→ 1⇔
log µ(B(x,(κA)
k′))
µ(B(x,(κA)k))
logµ(B(x, (κA)k))
→ 0
⇔
(
k − k′
k
)
log(κA)
k
logµ(B(x, (κA)k))
→ 0
⇔
(
k − k′
k
)
1
αA(x, (κA)k)
→ 0
⇔ k
′
k
→ 1.

6.1. Proof of equivalence theorem: necessity.
By the definition of quasi-Lipschitz equivalence, we can find a bijection f : A→
B and a non-decreasing function β : R+ → R+ with limr→0 β(r) = 0 such that for
every pair of distinct points x1, x2 ∈ A,
1− β(dA(x1, x2)) ≤ log dB(f(x1), f(x2))
log dA(x1, x2)
≤ 1 + β(dA(x1, x2)) (6.2)
and
1− β(dB(f(x1), f(x2))) ≤ log dA(x1, x2)
log dB(f(x1), f(x2))
≤ 1 + β(dB(f(x1), f(x2))). (6.3)
For any x ∈ A and r > 0 small enough, we conclude that
B(f(x), r) ⊂ f(B(x, r1−β(r))) and f(B(x, r)) ⊂ B(f(x), r1−β(r)). (6.4)
In fact, we assume that r and β(r) are small enough. Firstly, we verify that
B(f(x), r) ⊂ f(B(x, r1−β(r))). For any f(x′) ∈ B(f(x), r) with f(x′) 6= f(x), we
have 0 < dB(f(x), f(x
′)) ≤ r. By (6.3), we have
log dA(x, x
′)
log dB(f(x), f(x′))
≥ 1− β(dB(f(x), f(x′))) ≥ 1− β(r),
since the function β is non-decreasing,
dA(x, x
′) ≤ (dB(f(x), f(x′)))1−β(r) ≤ r1−β(r).
Then x′ ∈ B(x, r1−β(r)), and thus B(f(x), r) ⊂ f(B(x, r1−β(r))). In the same way,
using (6.2), we have f(B(x, r)) ⊂ B(f(x), r1−β(r)).
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Using (6.4), we have
N(B, r1−β(r)) ≤ N(A, r) and N(A, r1−β(r)) ≤ N(B, r).
Since β(r) ↓ 0 when r ↓ 0, using (2) of Proposition 1, we have
χ(A,B) = 0.
6.2. Proof of equivalence theorem: sufficiency.
Without loss of generality we may assume that |A| = |B| = 1. Let Σ = {0, 1}N =
{w1w2 · · · : wi ∈ {0, 1} for all i ≥ 1} be a symbolic system equipped with the metric
D(x, y) = 2−min{i∈N:wi 6=ωi} for distinct points x = w1w2 · · · , y = ω1ω2 · · · . Given
two words u = u1 · · ·um and v = v1 · · · vn and an infinite word w = w1w2 · · · , we
write
u ∗ v = u1 · · ·umv1 · · · vn and u ∗ w = u1 · · ·umw1w2 · · · .
The set {u ∗ w : w ∈ Σ} is called the cylinder determined by u, and the length m
of u is called the length of this cylinder.
Choose any η ∈ (0,min(1/C, r∗)), where C is the uniform disconnectedness con-
stant of A. Then we can get a decomposition of A with respect to {ηk2}k≥1 (see
the discussion after Lemma 6). Corresponding to the decomposition, we will give a
decomposition of Σ and construct a quasi-Lipschitz bijection from Σ onto A. With
the same work to B, we can prove that the resulting bijection between A and B is
quasi-Lipschitz.
Now, for all k ≥ 1 we have
µ(η(k−1)
2
)
µ(Cηk2 )
≤ mi1···ik−1 ≤
µ(Cη(k−1)
2
)
µ(ηk2 )
. (6.5)
By choosing η small enough we may assume that mi1···ik−1 > 2 for each k ≥ 1.
Assume that pi1···ik−1 ≥ 1 is the integer satisfying
2pi1···ik−1 < mi1···ik−1 ≤ 21+pi1···ik−1 . (6.6)
Step 1. According to the decomposition of A, we give a decomposition of Σ.
Set Σ∅ = Σ and l∅ = 0. Denote all the words in {0, 1}p∅ by π1, · · · , π2p∅ . Then
the words
π1 ∗ 0, π1 ∗ 1, · · · , πm ∗ 0, πm ∗ 1, πm+1, · · · , π2p∅
give m∅ cylinders whose union is Σ, where m = m∅ − 2p∅ .
We denote these cylinders by {Σi1}i1∈Λ1 with lengths {li1}i1∈Λ1 . It is clear that
(1) li1 = p∅ or 1 + p∅ for all 1 ≤ i1 ≤ m∅;
(2) D(Σi1 ,Σj1) ≥ 2−(1+p∅) for all i1 6= j1.
For k ≥ 2, as usual, inductively assume that for k− 1, we have got the cylinders
{Σi1···ik−1}i1···ik−1∈Λk−1 with lengths {li1···ik−1}i1···ik−1∈Λk−1 . With the same work
to every Σi1···ik−1 , we can find mi1···ik−1 cylinders Σi1···ik−1ik with lengths li1···ik−1ik
satisfying
(1) Σi1···ik−1 =
⋃mi1···ik−1
ik=1
Σi1···ik−1ik ;
(2) D(Σi1···ik−1ik ,Σi1···ik−1jk) ≥ 2−li1···ik−1−(1+pi1···ik−1 ) if ik 6= jk;
(3) li1···ik−1ik − li1···ik−1 = pi1···ik−1 or 1 + pi1···ik−1 .
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Then we get the decomposition of Σ. There exist cylinders Σi1···ik of lengths
li1···ik such that for all k ≥ 1,
Σ =
⋃
i1···ik∈Λk
Σi1···ik ,
D(Σi1···ik−1ik ,Σi1···ik−1jk) ≥ 2−li1···ik−1−(1+pi1···ik−1 ) if ik 6= jk,
Σi1···ikik+1 ⊂ Σi1···ik ,
li1···ik−1ik − li1···ik−1 = pi1···ik−1 or 1 + pi1···ik−1 ,
li1···ik ≥ k.
Step 2. To verify the existence of the desired bijection between A and B, we
construct a bijection f from Σ onto A.
Let Λ∞ be the collection of the infinite words i1 · · · ik · · · with i1 · · · ik ∈ Λk for
all k. For any i1 · · · ik · · · ∈ Λ∞, let xi1···ik··· ∈ A and wi1···ik··· ∈ Σ be such that
{xi1···ik···} =
⋂
k≥1
Ai1···ik and {wi1···ik···} =
⋂
k≥1
Σi1···ik ;
note that |Σi1···ik | ≤ 2−k−1 → 0 as k →∞. In a natural way, we obtain a bijection
f from Σ onto A, such that for any i1 · · · ik · · · ∈ Λ∞,
f(wi1···ik···) = xi1···ik···.
In the next step, we will prove that for any distinct points z1, z2 ∈ Σ,
αA(dA(f(z1), f(z2))) log dA(f(z1), f(z2))
logD(z1, z2)
→ 1 uniformly as D(z1, z2)→ 0. (6.7)
Then we can also construct a bijection g from Σ onto B in the same way, with
αB(dB(g(z1), g(z2))) log dB(g(z1), g(z2))
logD(z1, z2)
→ 1 uniformly as D(z1, z2)→ 0. (6.8)
Now, we get a bijection g ◦ f−1 from A onto B. Using (6.7)–(6.8), Lemma 7 and
the assumption χ(A,B) = 0, we have
log dB(g(z1), g(z2))
log dA(f(z1), f(z2))
→ 1 uniformly as D(z1, z2)→ 0. (6.9)
Hence A and B are quasi-Lipschitz equivalent.
We will give the details of (6.9) as follows:
According to the decompositions of A and Σ, we know that the bijection f is
continuous and thus is uniformly continuous. That is
dA(f(z1), f(z2))→ 0 uniformly as D(z1, z2)→ 0.
For the same reason,
dB(g(z1), g(z2))→ 0 uniformly as D(z1, z2)→ 0.
Firstly, by (6.4)–(6.5), we have
αA(dA(f(z1), f(z2))) log dA(f(z1), f(z2))
αB(dB(g(z1), g(z2))) log dB(g(z1), g(z2))
→ 1 uniformly as D(z1, z2)→ 0.
By the definition of χ, we have χ(A,B) = 0 if and only if limr→0
αA(r)
αB(r)
= 1; then
we get that
αA(dB(g(z1), g(z2)))
αB(dB(g(z1), g(z2)))
→ 1 uniformly as D(z1, z2)→ 0.
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By the above two formulas, we obtain that
αA(dA(f(z1), f(z2))) log dA(f(z1), f(z2))
αA(dB(g(z1), g(z2))) log dB(g(z1), g(z2))
→ 1 uniformly as D(z1, z2)→ 0,
that is
logµ(B(x, dA(f(z1), f(z2))))
logµ(B(x, dB(g(z1), g(z2))))
→ 1 uniformly as D(z1, z2)→ 0, (6.10)
for some fixed x ∈ A. Finally, by (6.10) and Lemma 7, we get (6.9).
Step 3. We need to check (6.7).
For any given different points z1, z2 ∈ Σ, suppose i1 · · · ik−1 (k ≥ 1) is the longest
word such that Ai1···ik−1 contains both f(z1) and f(z2). Then f(z1) ∈ Ai1···ik−1ik ,
f(z2) ∈ Ai1···ik−1jk with ik 6= jk. By (6.5) and (6.6),
D(z1, z2) ≥ 2−li1···ik−1−(1+pi1···ik−1 ) (6.11)
= 2−(1+pi1···ik−1 )−(li1···ik−1−li1···ik−2)−···−(li1−l∅)−l∅
≥
k∏
i=1
µ(ηi
2
)
2µ(Cη(i−1)2)
.
In the same way,
D(z1, z2) ≤ 2−li1···ik−1 ≤
k−1∏
i=1
2µ(Cηi
2
)
µ(η(i−1)2 )
. (6.12)
Then
(I) ≤ logD(z1, z2) ≤ (II), (6.13)
where
(I) = logµ(ηk
2
)− k log 2− logµ(C) +
k−1∑
i=1
(
logµ(ηi
2
)− logµ(Cηi2 )
)
(6.14)
and
(II) = logµ(Cηk
2
) + (k − 1) log 2 +
k−2∑
i=1
(
logµ(Cηi
2
)− logµ(ηi2 )
)
. (6.15)
By Definition 1, here logµ(ηk
2
) ≥ −ak2 + b, logµ(Cηk2 ) ≤ −a′k2 + b′ and
0 ≤ logµ(Cηi2 )− logµ(ηi2 ) ≤ c if i ≥ 1
with some constants a, a′ > 0, b, b′ ∈ R and c > 0. Therefore, k →∞, uniformly as
D(z1, z2)→ 0.
Notice that
ηk
2 ≤ dA(f(z1), f(z2)) ≤ |Ai1···ik−1 | ≤ |B(xi1···ik−1 , Cη(k−1)
2
)| ≤ 2Cη(k−1)2 ;
then
log dA(f(z1), f(z2))
k2 log η
→ 1 uniformly as D(z1, z2)→ 0. (6.16)
By (6.13)–(6.15) and the estimates related to (6.14)–(6.15), we have
logD(z1, z2)
αA(ηk
2 ) · k2 log η → 1 uniformly as D(z1, z2)→ 0. (6.17)
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On the other hand, by (6.16) and Lemma 7 we have
αA(dA(f(z1), f(z2)))
αA(ηk
2 )
→ 1 uniformly as D(z1, z2)→ 0. (6.18)
Now (6.16)–(6.18) imply (6.7).
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