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Kitaev materials are promising materials for hosting quantum spin liquids and investigating the
interplay of topological and symmetry-broken phases. We use an unsupervised and interpretable
machine-learning method, the tensorial-kernel support vector machine, to study the classical hon-
eycomb Kitaev-Γ model in a magnetic field. Our machine learns the global phase diagram and
the associated analytical order parameters, including several distinct spin liquids, two exotic S3
magnets, and two modulated S3 × Z3 magnets. We find that the extension of Kitaev spin liquids
and a field-induced suppression of magnetic orders already occur in the large-S limit, implying that
critical parts of the physics of Kitaev materials can be understood at the classical level. Moreover,
the two S3 × Z3 orders exhibit spin structure factors that are similar to the ones seen in neutron
scattering data of the spin-liquid candidate α-RuCl3. These orders feature a novel spin-lattice en-
tangled modulation and are understood as the result of the competition between Kitaev and Γ spin
liquids. Our work provides the first instance where a machine detects new phases and paves the
way towards developing automated tools to explore unsolved problems in many-body physics.
I. INTRODUCTION
Kitaev materials [1–3] are Mott insulators featuring
very strong spin-orbit coupling, a necessary ingredi-
ent to realize quantum Kitaev spin liquids (KSLs) [4].
Experimental signatures of the half-quantized thermal
Hall effect, a key characteristic of spin-1/2 KSLs, in α-
RuCl3 [5, 6], and the absence of noticeable magnetic or-
ders in the irridates H3LiIr2O6 [7] and Cu2IrO3 [8] ex-
plain why these materials are considered among the most
prominent candidates for hosting spin liquids. Theoret-
ical studies have put forward an even greater variety of
spin liquids and other exotic states [9–33] and gener-
alized the family of Kitaev materials to high-spin sys-
tems [34, 35] and three dimensional systems [36, 37].
Nevertheless, this enormous progress pales in compar-
ison with the open questions. The role of non-Kitaev
interactions, which generically exist in real materials, is
yet to be understood. The microscopic model of prime
candidate compounds including α-RuCl3 remains un-
clear [38–51]. Moreover, conceptual understanding be-
yond the exactly solvable Kitaev limit largely relies on
mean-field and spin-wave methods [52–57], as different
numerical calculations of the same model Hamiltonian
predict phase diagrams that are qualitatively in conflict
with each other [17–23].
A data driven approach such as Machine learning may
open an alternate route to research in Kitaev materi-
als. Over the past years it has begun realizing its po-
tential in physics [58]. Successful applications include
representing quantum wave functions [59], learning order
parameters [60, 61], classifying phases [62, 63], designing
algorithms [64, 65], analyzing experiments [66] and op-
timizing material searches [67]. Most of these advances
are focused on algorithmic developments and resolving
known problems. Instead, whether a hard, longstanding,
and otherwise insoluble problem in physics can be solved
this way is still an open question.
In this article, we employ our recently developed tenso-
rial kernel support vector machine (TK-SVM) [68–70], an
unsupervised and interpretable machine-learning scheme,
to learn the phase diagram of the classical Kitaev-Γ
model in a magnetic field, by which we provide the first
instance of machine identifying new phases of matter. We
summarize our main findings below.
First, KSLs can survive non-Kitaev interactions in the
large-S limit. The classical phase diagram shows remark-
able similarities to its quantum counterpart in the sub-
region intensively investigated for spin-1/2 systems, in-
cluding a field-induced suppression of magnetic orders.
Second, the explicit ground-state constraints for classi-
cal Γ spin liquids (ΓSLs) are found, and their local trans-
formations are formulated.
Third, cooperation and competition between classical
Kitaev and Γ spin liquids lead to two S3 orders and two
S3×Z3 orders; the latter features a spin-lattice entangled
modulation. One of those modulated S3 × Z3 states oc-
curs in the parameter region corresponding to α-RuCl3,
offering a viable alternative to the usual understanding
that the ground state of this material at zero fields is a
zigzag magnet.
This article is built as follows. We define in Section II
the K-Γ-h Hamiltonian and explain the essential ingredi-
ents of TK-SVM. Section III is devoted to an overview of
the machine-learned phase diagram. Section IV discusses
the ground state constraints (GSCs) of classical Kitaev
and Γ spin liquids and their local Z2 symmetries. The
exotic S3 and S3×Z3 orders are elaborated in Section V.
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2We conclude in Section VI.
II. MODEL AND METHOD
We subject the honeycomb Kitaev-Γ model, one major
candidate model of Kitaev materials, in a uniform [111]
field to the analysis of TK-SVM. The spins will be treated
as classical O(3) vectors to achieve a large system size
which is important to capture competing orders induced
by the Γ interaction.
Hamiltonian. The K-Γ-h Hamiltonian is defined as
H =
∑
〈ij〉γ
[
KSγi S
γ
j + Γ(S
α
i S
β
j + S
β
i S
α
j )
]
+
∑
i
~h · ~Si,
(1)
where K and Γ denote the strength of Kitaev and off-
diagonal interactions, respectively; γ ∈ {x, y, z} labels
the three different nearest-neighbor (NN) bonds 〈ij〉γ ;
α, β, γ are mutually orthogonal; ~h = h(1 1 1)/
√
3. We
parameterize the interactions as K = sin θ, Γ = cos θ,
with θ ∈ [0, 2pi). The region θ ≥ 3pi/2 corresponds to
parameters of 4d/5d transition metals with ferromagnetic
(FM) K [3], while θ ∈ [pi/2, pi) relates to 4f -electron
based systems with anti-ferromagnetic (AFM) K [71].
The Hamiltonian Eq. (1) features a global CR6 C
S
3 sym-
metry which acts simultaneously on the real and spin
space, where CR6 rotates the six spins on a hexagon
(anti-)clockwise, and CS3 (anti-)cyclically permutates
{Sx, Sy, Sz}. In the absence of magnetic fields, the
Hamiltonian is also symmetric under a sublattice trans-
formation by sending K → −K, Γ→ −Γ, and meanwhile
Si → −Si for either of the honeycomb sublattices. This
sublattice symmetry indicates equivalence between the
K-Γ model of FM and AFM Kitaev interaction, which is
respected by the h = 0 phase diagram Figure 1 (a) and
the associated order parameters.
Machine learning. The TK-SVM is defined by the de-
cision function
d(x) =
∑
µν
Cµνφµ(x)φν(x)− ρ. (2)
Here, x = {Sxi , Syi , Szi |i = 1, 2, . . . , N} denotes a spin
configuration ofN spins, which is the only required input.
No prior knowledge of the phase diagram is required.
φ(x) denotes a feature vector mapping x to an auxil-
iary feature space. When orders are detected, they are
encoded in the coefficient matrix C = {Cµν}. The first
term in d(x) captures both the form and the magnitude
of orders in the system, regardless of whether they are
unconventional magnets, hidden nematics [68, 69] or clas-
sical spin liquids [70]. The extraction of analytical order
parameters is straightforward in virtue of strong inter-
pretability of SVM (see Appendix A for details).
The second term, ρ, in the decision function reflects
an order-disorder hierarchy between two sample sets, al-
lowing one to infer if two states belong to the same
phase [69, 70]. This property of the ρ parameter leads
to a graph analysis. By treating points in the physi-
cal parameter space as vertices and assigning an edge to
any two vertices, one can create a graph with the edge
weights determined by ρ. Computing the phase diagram
is then realized by an unsupervised graph partitioning
(see Appendix B).
The concrete application of TK-SVM consists of sev-
eral steps. First, we collect samples from the parameter
space of interest. For the classical K-Γ-h model, large-
scale parallel-tempering Monte Carlo simulations [72, 73]
are utilized to generate those configurations, with sys-
tem sizes up to N = 10, 368 spins. As major parts
of the phase diagram are unknown, we distribute the
phase points (almost) uniformly in the θ-h space. In to-
tal, M = 1, 250 distinct (θ, h)-points at low temperature
T = 10−3
√
K2 + Γ2 are collected; each has 500 samples.
Then, we perform a SVM multi-classification on the sam-
pled data. From the obtained ρ’s, we build a graph of
M vertices and M(M − 1)/2 edges and partition it by
Fiedler’s theory of spectral clustering [74, 75]. The out-
come is the so-called Fiedler vector reflecting clustering
of the graph, which plays the role of the phase diagram
[see Figure 1 (c)]. In the next step, based on the learned
phase diagram, we collect more samples (typically a few
thousands) for each phase and perform a separate multi-
classification. The goal here is to learn the Cµν matrices
of high quality in order to extract analytical quantities.
The dimension of this reduced classification problem de-
pends on the number of phases (subgraphs). Finally, we
measure the learned quantities to validate that they are
indeed the correct order parameters.
III. GLOBAL VIEW OF THE PHASE DIAGRAM
The K-Γ-h model shows a rich phase diagram, includ-
ing a variety of classical spin liquids and exotic magnetic
orders. In the vicinity of the ferromagnetic Kitaev limit
with Γ & 0 (i.e. θ & 3pi2 ), which has been intensively
studied for spin-1/2 systems, the classical phase diagram
shares a number of important features with the quantum
counterpart. We will focus here on the topology of the
machine-learned phase diagram. The specific properties
of each phase are analyzed in subsequent sections.
We first discuss the phase diagram at h = 0, depicted
in Figure 1 (a). In the absence of external fields the
Hamiltonian Eq. (1) has four limits at (K,Γ) = (±1, 0)
and (0,±1), corresponding to two classical KSLs and two
ΓSLs. These particular limits divide the K-Γ phase di-
agram into four regions. When both the Kitaev and Γ
interactions are ferromagnetic or antiferromagnetic, the
system is unfrustrated, while when they are of different
sign, the system stays highly frustrated.
In the two unfrustrated KΓ > 0 regions, when K and
Γ are both finite, the system immediately changes from a
spin liquid to a magnetically ordered phase. We find that
the corresponding order parameters have six sublattices
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FIG. 1. Machine-learned phase diagram for the honeycomb K-Γ model in an [111] magnetic field, with K = sin θ,Γ = cos θ
and at temperature T = 10−3
√
K2 + Γ2. (a) Circular representation of the h = 0 phase diagram as a function of angle θ.
Classical Γ (ΓSLs) and Kitaev (KSLs) spin liquids reside in the limits θ ∈ {0, pi
2
, pi, 3pi
2
} [(K,Γ) = (0,±1), (±1, 0)]. These
special limits divide the phase diagram into two frustrated (KΓ < 0) and two unfrustrated (KΓ > 0) regions, labeled by
“−” and “+’, respectively. While ΓSLs exist only in the two large Γ limits, KSLs extend into the frustrated regions, until
|Γ/K|1 ∼ 0.16 (θ ∼ 0.551pi, 1.551pi). From |Γ/K|2 ∼ 0.27 (θ ∼ 0.584pi, 1.584pi), two modulated S3×Z3 orders will be stabilized
owing to competition between a KSL and a ΓSL. These orders have a highly exquisite magnetic structure featuring spin-lattice
entangled modulation. In the windows between KSLs and the modulated S3 × Z3 orders, there are two non-Kitaev correlated
paramagnets (CPs). The two unfrustrated regions respectively host a ferromagnetic (FM) and an antiferromagnetic (AFM)
S3 order, induced by cooperation between KSLs and ΓSLs. The h = 0 phase diagram is symmetric under θ → θ + pi and
a sublattice transformation (see Section II). (b) Magnetic structure of the S3 and modulated S3 × Z3 orders. The shaded
sites show a magnetic cell for the FM and AFM S3 order, which is six-sublattice. The modulated S3 × Z3 orders consist of
three distinct S3 sectors (labeled by A,B,C) and in total eighteen sublattices (Section V). (c) Finite h phase diagram. The
FM S3 and the KSL (ΓSL) for K = −1 (Γ = −1) will be fully polarized (FP) once the [111] field is applied. However, an
antiferromagnetic Γ extends the FM KSL to a small, but finite, h = 0.01. AFM ΓSL and AFM KSL are robust against external
fields. The former persists until h ≥ 0.2, while the latter is non-trivially polarized from h ∼ 0.14 with global U(1)-symmetric
correlations [U(1)g]. In the frustrated regions and intermediate fields, there are areas of different partially-polarized correlated
paramagnets (CPhs). In particular, in the sector of K < 0,Γ > 0, the CPhK− and CPhΓ+ regimes erode the modulated
(S3 × Z3)2 phase, as field-induced suppression of magnetic order. Each pixel in the phase diagram represents a (θ, h) point,
and the color-coding reflects the corresponding entry of the Fiedler vector. Blurry regions are indicative of crossovers or phase
boundaries. Dash lines separate a spin liquid from a correlated paramagnet, based on susceptibility of the associated ground
state constraint (GSC). The Fiedler vector and the GSCs are computed from rank-1 and rank-2 TK-SVM, respectively. See
the texts and Appendix B, Appendix C for details.
and can be described by the symmetric group S3. We
therefore refer to them as the FM S3 phase and the AFM
S3 phase, respectively. As we shall see in Section V, these
two orders can be understood as the result of cooperation
between the Kitaev and Γ spin liquids.
The physics is profoundly different in the frustrated
regions. The two KSLs can extend to a finite value of
Γ for KΓ < 0. There has been mounting evidence sug-
gesting that quantum KSLs survive in some non-Kitaev
interactions [5, 6, 19–25]. It is quite remarkable that
such an extension already manifests itself in the classi-
cal large-S limit. Using the corresponding ground state
constraint (GSC), we estimate |Γc| ∼ 0.16 (Appendix C).
This value is comparable but (slightly) greater than the
one proposed for the spin-1/2 K-Γ model [19–22], which
is consistent with the fact that the ground states of a
4KSL are more extensively degenerate for large S [76].
By contrast, the classical ΓSLs is found to only exist
in the limit Γ = ±1, as they have much smaller extensive
ground-state degeneracy (exGSD) (Cf. Section IV).
The majority of the frustrated regions are occupied by
two exotic orders. The one on the ferromagnetic K sec-
tor may relate to the magnetic order in the spin-liquid
candidate α-RuCl3. Based on the static structure factor
from neutron scattering [47, 48], it has been commonly
considered a zigzag magnet. However, by learning the ex-
plicit order parameter (Section V), our machine reveals
that this order, as well as the counterpart on the antifer-
romagnetic K sector, have a more intriguing structure.
They possess threefolds of the magnetic structure dis-
cussed for the FM and AFM S3 phase, leading to eigh-
teen sublattices. The three S3 sectors mutually cancel
via a novel modulation, and we henceforth refer to them
as modulated S3×Z3 phase. We also find out that com-
petition between a Kitaev and a Γ spin liquid induces
these orders.
Between each modulated S3 × Z3 phase and the cor-
responding KSL, there is a window of another correlated
disordered region. It may be understood as a crossover
between the two phases, as we are considering O(3) spins
at two dimensions and finite temperature. We refer to
such regions as correlated paramagnet (CP) and expect
them to be squeezed out in quantum cases where sharp
phase transitions can take place.
When the [111] magnetic field is turned on, the fate of
each phase strongly depends on the sign of its interac-
tions, as is shown in Figure 1 (c). Those featuring only
ferromagnetic interactions, including the FM S3 phase,
the FM Kitaev and Γ spin liquids, immediately polarize.
However, the phases with one or both antiferromagnetic
interactions are robust against finite h. Specifically, the
AFM KSL persists up to h ∼ 0.14. And before trivial
polarization occurs at h > 0.2, there exists an interme-
diate region, dubbed U(1)g, where the magnetic field in-
duces two novel correlations with a global U(1) symmetry
(Section IV). Interestingly, this region appears to coin-
cide with a gapless spin liquid phase recently proposed
for quantum spin-1/2 and spin-1 systems [26–30].
The frustrated KΓ < 0 regions are again richest in
physics. The FM KSL extends to a small, but finite,
field h ∼ 0.01 thanks to an antiferromagnetic Γ, while
the AFM KSL extends over a much greater area. At in-
termediate h, there are disordered regions separating a
S3 × Z3 phase from a spin liquid or a trivially polarized
state. We refer to them as partially-polarized correlated
paramagnets (CPhs) to distinguish them from the parent
spin liquid. In particular, the CPhK− and CPhΓ+ regimes
erode the modulated (S3×Z3)2 phase, reminiscent of the
experimental observation of the field-induced suppression
of magnetic order in α-RuCl3 [5, 6, 49–51]. It is worth
mentioning that a field-induced unconventional paramag-
net has also recently been proposed for quantum spin-1/2
in the CPhK− region [20, 22]. These common features in-
dicate that some critical properties of α-RuCl3 and the
quantum K-Γ model may already be understood at the
classical level.
Before delving deeper into each phase, we comment on
the distinctions between the graph partitioning in TK-
SVM and traditional approaches of computing phase di-
agrams. In learning the finite-h phase diagram Figure 1
(c), we did not use particular order parameters, nor any
form of supervision. Instead, M(M − 1)/2 = 780625
distinct decision functions are implicitly utilized; each
serves as a classifier between two (θ, h) points. Moreover,
all phases are identified at once, rather than individually
scanning each phase boundaries. These make TK-SVM
an especially efficient framework to explore phase dia-
grams with complex topology and unknown order pa-
rameters.
IV. EMERGENT LOCAL CONSTRAINTS
A common feature of classical spin liquids is the ex-
istence of a non-trivial GSC which is an emergent local
quantity that defines the ground-state manifold and con-
trols low-lying excitations. A system can be considered
as a classical spin liquid if it breaks no orientation sym-
metry, and meanwhile its GSC has a local symmetry. We
now discuss the GSCs learned by TK-SVM for the clas-
sical Kitaev and Γ spin liquids.
Our machine learns a distinct constraint for each spin
liquid in the phase diagram Figure 1. These constraints
can be expressed in terms of quadratic correlations on
a hexagon. We classify six types of such correlations at
h = 0 and another two field-induced correlations for the
AFM KSL, as tabulated in Table I.
For KSLs, we reproduce the GSCs previously obtained
by a Jordan-Wigner construction [76],
GKSL =
1
2
〈G1〉9 = ±1, 〈Gk 6=1〉9 = 0, (3)
where “±” corresponds to the FM and AFM interaction,
respectively (the same convention used below); 〈. . . 〉9
denotes the thermal average on a hexagon. As discussed
in Refs. 76 and 77, these constraints impose degenerate
dimer coverings on a honeycomb lattice, which are pre-
cisely the ground states of classical KSLs.
In case of classical ΓSLs, our machine identifies two
new constraints,
GΓSL =
1
7
〈G2 ±G3 +G5〉9 = ±1,
〈G1〉9 = 〈G4〉9 = 〈G6〉9 = 0, (4)
which directly differentiate between the FM and AFM
case, and satisfying them will naturally lead to the
ground-state flux pattern W = {1, 0, 0} for every three
hexagon plaquettes [78, 79], where W = Sx1S
z
2S
y
3S
x
4S
z
5S
y
6 .
Aside from manifesting ground state configurations,
knowing the explicit GSC will make clear the symmetry
properties and the extensive degeneracy of a spin liquid.
5Symmetry
Correlations Global Local
G1 =
∑
〈ij〉∈9S
γ
i S
γ
j C
R
6 C
S
3 Z2
G2 =
∑
〈ij〉∈9
∑
αβ
|εαβγ |Sαi Sβj CR6 CS3 Cov. Z2
G3 =
∑
[ij]∈9S
γ2
i S
γ1
j C
R
6 C
S
3 Z2
G4 =
∑
[ij]∈9 |εαγ1γ2 |(S
γ1
i S
α
j + S
α
i S
γ2
j ) C
R
6 C
S
3
G5 =
∑
(ij)∈9S
c
iS
c
j C
R
6 C
S
3 Z2
G6 =
∑
(ij)∈9
∑
ab
|εabc|Sai Sbj CR6 CS3
Gh1 =
∑
〈ij〉∈9
∑
αβ
Sαi S
β
j U(1)
Gh2 =
∑
(ij)∈9
∑
ab
Sai S
b
j U(1)
TABLE I. Quadratic correlations classified by rank-2 TK-
SVM. GKSL =
1
2
〈G1〉9 = ±1 and 〈Gk 6=1〉9 = 0 define the
grounds states of FM and AFM KSLs, respectively. GΓSL =
1
7
〈G2 ±G3 +G5〉9 = ±1 and vanishing G1, G4, G6 define the
ground states of FM and AFM ΓSLs. For the two S3 orders,
all Gk contribute with an equal weight. No stable ground-
state constraints are found in the modulated S3 × Z3 phases
and those correlated paramagnetic regions. All Gk preserve
the global CR6 C
S
3 symmetry of theK-Γ-hHamiltonian Eq. (1).
G1, G3, G5 have distinct local Z2 invariances. G2 alone is not
locally invariant but comprises the local symmetry of ΓSLs
via a covariant transformation with G3, G5. G
h
1 , G
h
2 are field-
induced correlations for the AFM Kitaev model with a global
U(1) symmetry. See texts for details and Figure 2 for an
illustration of the convention.
The above Kitaev and Γ constraints preserve the global
CR6 C
S
3 symmetry of the Hamiltonian Eq. (1), and more
importantly, possess a different local Z2 symmetry, rep-
resenting distinct classical Z2 spin liquids.
The Kitaev constraints Eq. (3) are invariant by locally
flipping the γ component of a NN bond 〈ij〉γ ,
Sγi → −Sγi , Sγj → −Sγj , i, j ∈ 〈ij〉γ ∈ G1. (5)
For a given dimer covering configuration, this will give
rise to (23)1/3 redundant degrees of freedom on each
hexagon. Together with 1.381N/2 dimer coverings on a
honeycomb lattice [80–82], it enumerates 1.662N exten-
sively degenerate ground states [76], resulting in a resid-
ual entropy SN ≈ 0.508 at zero temperature.
The local invariance of the ΓSL constraints Eq. (4)
takes a different form, defined on a hexagon,
Sαi → −Sαi , Sβj → −Sβj , ∀〈ij〉α,β⊥γ ∈ G2,
Sγ2i → −Sγ2i , Sγ1j → −Sγ1j , ∀[ij]γ1γ2 ∈ G3,
Sci → −Sci , Scj → −Scj , ∀(ij)c‖γ ∈ G5. (6)
Hexagonal lattice
C1
A1
A2
A3
A4
A6
A5
B1
B2
B3
B4
B6
C3
C4
C5
B5
C6 C2
hiji ( 
1 )
FIG. 2. Convention of the quadratic correlations in Table I.
〈.〉, [.] and (.) denote the first, second and third nearest-
neighbor (NN) bond, respectively. γ = x, y, z label the type
of a NN bond. γ1, γ2 correspond to the two connecting NN
bonds. c = γ is determined by the parallel NN bond. α, β, γ
(a, b, c) are mutually orthogonal. CR6 is a symmetry that ro-
tates the six spins on a hexagon (anti-)clockwise. CS3 denote
(anti-)cyclic permutations of the three spin components.
Here, α, β are the components normal to γ; “[.]” de-
notes the second nearest-neighbor bonds with γ1, γ2 cor-
responding to the two connecting NN bonds; “(.)” de-
notes the third nearest-neighbor bonds, and c equals the
γ on a parallel NN bond; as depicted in Figure 2. This
symmetry is considerably involved but also evident once
the explicit GSC is identified.
The corresponding exGSD can again be counted by the
local redundancy on a hexagon, giving 2N/6 ≈ 1.122N
with a residual entropy SN ≈ 0.115. This degeneracy is
exponentially less than that of KSLs. As a result, ΓSLs
are more prone to fluctuations (see Figure 1 and 4).
Furthermore, in addition to the constraints for ground
states, in the U(1)g region in the phase diagram Figure 1
(c), we identify two field-induced quadratic correlations.
The two correlations, denoted as Gh1 and Gh2 in Table I,
are invariant under global rotations about the direction of
the ~h111 fields. From general symmetry principle, a con-
tinuous global symmetry will naturally support gapless
modes. Hence, aside from being novel local observables
in the classical AFM Kitaev model, they may also shine
light on the nature of the corresponding gapless quantum
spin liquid [26–30].
Note that the GSCs and other quadratic correlations
learned by TK-SVM are not limited to classical spins.
Their formalism holds for general spin-S and can be di-
rectly measured in the quantum K-Γ model. Compar-
ing to other quantities (such as plaquette fluxes, Wil-
son/Polyakov loops, and spin structure factors), which
may exhibit similar behaviors in different spin liquids,
GSCs can uniquely define a ground-state manifold and
hence may be more distinctive. Moreover, their viola-
tion provides a natural way to measure the breakdown
of a spin liquid, which is what we use to estimate the
extension of KSLs (Appendix C).
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FIG. 3. Static spin-structure factor for S3 orders and mod-
ulated S3 × Z3 orders. The FM and AFM S3 order develop
magnetic Bragg peaks at the K points of a honeycomb Bril-
louin zone, as the famous
√
3×√3 order. The two modulated
S3×Z3 orders show peaks at the M points of a reduced honey-
comb Brillouin zone, similar to the neutron-scattering pattern
of the Kitaev material α-RuCl3.
V. COOPERATIVE AND COMPETITIVE
CONSTRAINTS INDUCED ORDERING
A standard protocol to devise spin liquids is to intro-
duce competing orders. In contrast to this familiar sce-
nario, the emergence of the S3 and the modulated S3×Z3
orders are caused here by cooperation and competition
between two spin liquids.
Unfrustrated S3 orders. We first discuss the two S3
phases in the unfrustrated regions KΓ > 0. The dis-
cussion will also facilitate the understanding of the more
exotic S3 × Z3 phases.
From the learned Cµν matrices, we identify that both
S3 orders have six magnetic sublattices with an order
parameter
−→
MS3 =
1
6
6∑
k=1
Tk ~Sk, (7)
where Tk are ordering matrices, given in Table II, and
the FM and AFM S3 order differ by a global sign in T2,
T4, and T6. The six ordering matrices form the sym-
metric group S3. Its cyclic subgroup, C3 := {T1, T3, T5},
are three-fold rotations about the [111] direction in spin
space, while T2, T4 and T6 correspond to reflection planes
(110), (011), (101), respectively.
We find that these two orders feature the same static
spin structure factor (SSF). Both develop magnetic
Bragg peaks at the K points of honeycomb Brillouin zone
(Figure 3), as the well-known
√
3×√3 order. This exam-
ple highlights significance of knowing the explicit order
parameter, as different phases may have the same SSF.
Furthermore, we identify the other two novel GSCs,
GS3 =
1
15
〈±G1 ±G2 +G3 +G4 ±G5 ±G6〉9 = 1, (8)
which equally comprise GKSL and GΓSL in Eqs. (3)-(4),
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FIG. 4. Measurements of the S3 and modulated S3 × Z3
magnetizations (green), and characteristic Kitaev (blue) and
Γ (orange) correlations, with K = sin θ, Γ = cos θ, h = 0,
T = 0.001. At the Kitaev (θ = pi
2
, 3pi
2
) and Γ (θ = 0, pi)
limits, either GKSL = ±1 or GΓSL = ±1, satisfying the cor-
responding ground-state constraint. In the unfrustrated re-
gions, KΓ > 0, Kitaev and Γ correlations behave in an equal
footing as GKSL = GΓSL = ±1, and cooperatively induce
the AFM (a) or FM (c) S3 order. In the frustrated regions,
KΓ < 0 [(b), (d)], GKSL and GΓSL develop towards oppo-
site directions. Though the system stays disordered near the
Kitaev limits, from |Γ/K| ∼ 0.27 up to the large Γ limits,
the S3 × Z3 orders are established owing to the competition
between GKSL and GΓSL.
with additional G4 and G6 terms owing to the normal-
ization |~S| = 1.
As we measure in Figure 4 (a), (c), in the spin-liquid
limits θ ∈ {0, pi2 , pi, 3pi2 }, Kitaev and Γ GSCs satisfy, as
GKSL = ±1 or GΓSL = ±1 with other correlations van-
ishing. However, when both K and Γ interactions are
7S3
T1 =
(
1 0 0
0 1 0
0 0 1
)
, T2 = ±
(
0 1 0
1 0 0
0 0 1
)
, T3 =
(
0 1 0
0 0 1
1 0 0
)
, T4 = ±
(
1 0 0
0 0 1
0 1 0
)
, T5 =
(
0 0 1
1 0 0
0 1 0
)
, T6 = ±
(
0 0 1
0 1 0
1 0 0
)
Mod S3 × Z3
TA1 =
(
1 0 0
0 1 0
0 0 1
)
, TA2 = ±
(
0 1 0
1 0 0
0 0 −a
)
, TA3 =
(
0 0 1
−1/2 0 0
0 −1/2 0
)
, TA4 = ±
(
0 0 −a
0 a−1 0
−a 0 0
)
, TA5 =
(
0 −1/2 0
0 0 −1/2
1 0 0
)
, TA6 = ±
(
1 0 0
0 0 a−1
0 a−1 0
)
TB1 =
(−1/2 0 0
0 −1/2 0
0 0 −1/2
)
, TB2 = ±
(
0 a−1 0
a−1 0 0
0 0 1
)
, TB3 =
(
0 0 −1/2
−1/2 0 0
0 1 0
)
, TB4 = ±
(
0 0 1
0 −a 0
1 0 0
)
, TB5 =
(
0 1 0
0 0 −1/2
−1/2 0 0
)
, TB6 = ±
(
a−1 0 0
0 0 −a
0 −a 0
)
TC1 =
(−1/2 0 0
0 −1/2 0
0 0 −1/2
)
, TC2 = ±
(
0 −a 0
−a 0 0
0 0 a−1
)
, TC3 =
(
0 0 −1/2
1 0 0
0 −1/2 0
)
, TC4 = ±
(
0 0 a−1
0 1 0
a−1 0 0
)
, TC5 =
(
0 −1/2 0
0 0 1
−1/2 0 0
)
, TC6 = ±
(−a 0 0
0 0 1
0 1 0
)
TABLE II. Ordering matrices in the S3 and modulated S3×Z3 magnetizations. “+” and “−” correspond to the FM and AFM
orders, respectively; a ∈ [0, 1] is |Γ/K| dependent. The S3 matrices form the symmetric group S3. The S3×Z3 matrices consist
of three distinct S3 sectors, featuring a spin-lattice entangled modulation T
A
k + T
B
k + T
C
k = 0. The FM and AFM orders differ
by a global sign in Tk with k = 2, 4, 6, reflecting the sublattice symmetry of the Hamiltonian Eq. (1) in zero field.
present and of the same sign, the two characteristic cor-
relations GKSL and GΓSL will lock together. This elimi-
nates the local symmetries of Kitaev and Γ spin liquids
and gives way to the S3 orders.
It is worth noting that the two S3 phases also represent
rare instances where magnetic states possess non-trivial
GSCs, which normally exist in cases of classical spin liq-
uids and multipolar orders [70].
Mod S3 × Z3 phases. The modulated S3 × Z3 orders
have a more intricate structure. Their order parameters
take the form
−→
MS3×Z3 =
1
18
A,B,C∑
α
6∑
k=1
Tαk ~S
α
k , (9)
where Tαk are eighteen ordering matrices given in Ta-
ble II, and α = A,B,C distinguish three different S3
sectors as illustrated in Figure 1 (b). The (S3×Z3)1 and
(S3 × Z3)2 order differ by a global sign for all even k’s.
Spins in the two phases are organized by a delicate
spin-lattice entangled modulation,
TAk + T
B
k + T
C
k = 0. (10)
In concrete terms, Tα3,5 remain three-fold rotations along
the [111] direction, but there is an additional cos(2pi/3)
factor entering some, but not all, spin components. The
location of this factor, as shown in Table II, alternates
among the three S3 sectors, to achieve the cancellation
in Eq. (10). Furthermore, mirror reflections, Tαk with
even k’s are decorated by a factor a ∈ [0, 1], in such a
way that a cancellation with the mirror of the same type
occurs, as (a−1)+(−a)+(1) = 0. The value of a, which
TK-SVM also identifies, strongly depends on the relative
strength |Γ/K|, while the reflection planes remain locked
on (110), (011), (101).
This modulation is very different from those in
multiple-q orders and spin-density-wave (SDW) orders
where phase factors universally act on all spin compo-
nents. Moreover, since this modulation does not preserve
spin length, the S3 × Z3 magnetization will not saturate
to unity, but to a reduced value M . 23 , reflecting an
intrinsic frustration.
The SSF of the two S3 × Z3 phases, shown in Fig-
ure 3 (b), exhibits a very similar pattern to the neu-
tron scattering result of α-RuCl3 [47, 48]. The magnetic
Bragg peaks appear at the M points of a reduced hon-
eycomb Brillouin zone. Given the experimental and nu-
merical evidence that the microscopic interactions in α-
RuCl3 are dominated by K < 0, Γ > 0 [38–46], which
falls into the modulated (S3×Z3)2 phase, our result pro-
vides a viable competitor to the usually thought zigzag
order that should be checked in experiment and quantum
calculations.
To better understand the nature of the modulated S3×
Z3 orders, we show their magnetization along with the
GKSL and GΓSL correlations in Figure 4 (b) and (d). To
exclude the |K/Γ|-dependence in the order parameter, we
defined an alternative magnetization by including only
odd k’s in Eq. (9), M = | 19
∑A,B,C
α
∑1,3,5
k T
α
k
~Sαk |. Clearly,
in the frustrated regions, the characteristic Kitaev and
Γ correlations develop toward opposite directions. Near
the Kitaev limits, θ = pi2 ,
3pi
2 , GKSL dominates; the system
stays disordered, either in an extended KSL phase or a
CP region. When GΓSL is sufficiently strong to compete
with GKSL, at |Γ/K| ≈ 0.27, an S3 × Z3 order emerges
from the two conflicting correlations, and expands till the
large Γ limits owing to the small exGSD of a ΓSL.
From the machine learning point of view, the modu-
lated S3 ×Z3 orders provides as far as we know the first
instance of a machine-learning algorithm identifying to-
tally unknown phases. And in light of the explicit order
parameters, the essence of these complicated phases im-
mediately becomes transparent.
VI. CONCLUSIONS
To summarize, we performed a large-scale analysis to
the honeycomb K-Γ model, which governs the micro-
8scopic physics of a wide array of Kitaev materials, utiliz-
ing the unsupervised and interpretable machine-learning
method TK-SVM.
We found that the classical phase diagram of the K-
Γ model in a [111] magnetic field is exceptionally rich
(Figure 1), with several unconventional symmetry-broken
phases and a multitude of disordered states at T → 0.
The phase diagram clearly shows the finite extent of
KSLs, an intermediate disordered phase at AFM Kitaev
limit, and a field-induced suppression of magnetic orders,
which were previously only reported for quantum sys-
tems. These common features strongly suggest that cer-
tain aspects of Kitaev materials can be understood from
a semi-quantitive classical picture and call for systematic
investigations of general spin-S systems.
On the top of the phase diagram, two novel phases,
the modulated S3 × Z3 magnets, with an unknown type
of modulations were detected. The implications are
twofold. (i) These states represent the first success that
machine learning identifies new phases. Their structure
is so complicated and close to impossible to find for hu-
mans, but is picked up without difficulty by TK-SVM.
(ii) The (S3 × Z3)2 phase provides a potential explana-
tion to the ground state of α-RuCl3 in zero magnetic field,
as it shares a very similar spin-structure factor with this
material and occurs in the same parameter region and Al-
though the precise modeling of α-RuCl3 remains an open
issue and requires considering other symmetry-allowed
couplings, such as the Heisenberg interactions and pos-
sibly longer-range interactions, there is a consensus that
the Kitaev and Γ interactions play a significant role.
We discovered the GSCs of classical ΓSLs and repro-
duced the known GSCs of KSLs. Not only did this en-
hance our understanding of ΓSLs, but it is also critical
to comprehend the ordering in the K-Γ model. The two
S3 magnets emerge as the characteristic Kitaev and Γ
correlation cooperatively eliminate the extensive degen-
eracy of a KSL and ΓSL. By contrast, the two modulated
S3 × Z3 magnets can be understood as consequences of
the competition between these two spin liquids. Theses
mechanisms may also enrich protocols of searching for
exotic phases.
Open source. The TK-SVM library has been made
openly available with documentation and examples [83].
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(a) FM S3
(b) mod (S3 × Z3)2
FIG. 5. Visualization of the Cµν matrix of the FM S3 and the
mod (S3 ×Z3)2 phase. Each pixel corresponds to an entry of
Cµν . Non-vanishing entries identify the relevant components
of φµ entering the order parameter. Here results of a 18-
spin cluster are shown for demonstration, while much larger
clusters are used for the phase diagram Figure 1. The S3
order is represented multiple times as its magnetic cell is 6-
sublattice.
Appendix A: Setting up of TK-SVM
The TK-SVM method has been introduced in our pre-
vious work [68–70]. Here we review its essential ingredi-
ents for completeness.
For a sample x = {Sai |i = 1, 2, ..., N ; a = x, y, z}, the
feature vector φ = {φµ} maps x to degree-n monomials
φµ = 〈Sa1α1Sa2α2 . . . Sanαn〉cl, (A1)
where 〈· · · 〉cl represents a lattice average up to a clus-
ter of r spins; α1, . . . , αn label spins in the cluster;
µ = {α1, a1; . . . , αn, an} are collective indices.
TK-SVM constructs from φµ a tensorial feature space
(φ-space) to host potential orders [68, 69]. The capacity
9FIG. 6. The θ ∈ [ 3pi
2
, 2pi) section of the graph is shown for
visualization. Each vertex labels a (θ, h) point, following a
uniform distribution ∆θ = 0.02pi, ∆h = 0.01. The edges
connecting two vertices are determined by ρ in the corre-
sponding decision function and the weight function Eq. (B2).
Edge weights are weakened to reduce visual density. The en-
tire graph contains M = 1250 vertices with θ ∈ [0, 2pi) and
M(M −1)/2 = 780625 edges, whose partition gives the phase
diagram Figure 1 (c).
of the φ-space depends on the degree (n) of monomials
and the size (r) of the cluster. As the minimal n and r are
unknown parameters, in practice, we choose large clus-
ters according to the Bravais lattice and n ∈ [1, 6], where
n = 1 detects magnetic orders and n > 1 probes multipo-
lar orders and emergent local constraints. In learning the
phase diagram Figure 1, we constructed φ-spaces using
clusters up to 288 spins (12 × 12 honeycomb unit-cells)
at rank-1 and clusters up to 18 spins at rank-2, much be-
yond the needed capacity. We also confirmed the results
are consistent when varying the size and shape of clusters
and found ranks n ≥ 3 to be irrelevant.
The coefficient matrix C = {Cµν} measures correla-
tions of φµ, defined as
Cµν =
∑
k
λkφµ(x
(k))φν(x
(k)), (A2)
where the Lagrange multiplier λk denotes the weight of
the k-th sample and is solved in the underlying SVM
optimization problem [68, 69]. Its non-vanishing entries
identify the relevant basis tensors of the φ-space, and
their interpretation leads to order parameters.
In Figure 5, we show the Cµν matrix of the FM S3 and
the mod (S3×Z3)2 phase for example. The corresponding
order parameters are given in Eqs. (7) and (9) and are
measured in Figure 4 in the main text.
Appendix B: Details of Graph Partitioning
Not all Cµν matrices need to be interpreted. In the
graph partitioning, where the goal is to learn the topol-
ogy of the phase diagram, it suffices to analyze the bias
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FIG. 7. Histogram of Fiedler vector entries. Each entry corre-
sponds to a vertex of the graph, namely, a (θ, h) point. Their
values are color-coded by the phase diagram Figure 1 (c). A
logarithmic scale is used in the main panel as the histogram
is spanning several orders. The inner panel uses a linear scale
and shows a zoom-in view of the bulk of the distribution.
From left to right, the five profound peaks in the inner panel
correspond to the two S3 × Z3 phases, the FM S3, the AFM
S3 phase and the full polarized phase, respectively. Flat re-
gions correspond to correlated paramagnets and indicate wide
crossovers to neighboring phases.
parameter ρ. When A,B are two phase points where spin
configurations are generated, the bias parameter ρAB in
the corresponding binary classification problem behaves
as
|ρAB|
{
 1 A,B in the same phase,
. 1 A,B in different phases. (B1)
Thus, as demonstrated in our previous work, ρ can de-
tect phase transitions and crossovers [69, 70]. (Though
the sign of ρAB also has physical meaning and can re-
veal which phase is in the (dis-)ordered side, the absolute
value is sufficient for the graph partitioning; see Ref. 70
for details.)
The graph partitioning in TK-SVM is a systematic ap-
plication of the ρ criteria Eq. (B1). The graph is built
from M = 1250 vertices, each corresponding to a point
(θ, h), and M(M − 1)/2 connecting edges; as exemplified
in Figure 6. The weight of an edge is defined by ρ in
the SVM classification between the two endpoints, with
a Lorentzian weighting function
w(ρ) = 1− ρ
2
c
(|ρ| − 1)2 + ρ2c
∈ [0, 1). (B2)
Here ρc sets a characteristic scale for “ 1” in Eq. (B1),
as a larger ρc tends to suppress weight of the edges.
The choice of ρc is not critical since points in the same
phase are always more connected than those from differ-
ent phases. In computing the phase diagram Figure 1,
ρc = 1000 is applied, but we also verified that the results
are robust when ρc is changed over an interval ranging
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FIG. 8. Susceptibility for the characteristic Kitaev correlation
GKSL as function of |Γ/K|, in the vicinity of the FM (a) and
AFM (b) Kitaev limit with KΓ ≤ 0. The first peak of χGKSL
in a fixed h identifies the crossover from a classical KSL to a
non-Kitaev correlated paramagnet. At h = 0, the KSLs sur-
vive until |Γ/K|1 ∼ 0.16. When magnetic fields are applied,
the peak moves consistently towards a smaller value of |Γ/K|
with width broadening. The wide bumps at lager |Γ/K| sig-
nal the second crossover to a modulated S3 × Z3 phase, for
which the optimal quantity is the S3 × Z3 magnetization.
from a small ρc = 10 to a large ρc = 10
4, where all edge
weights are almost eliminated.
A graph with 106 edges is considered a small problem
in graph theory and may be partitioned with different
methods. We have applied Fiedler’s theory of spectral
clustering [74, 75]. The result is a so-called Fiedler vec-
tor of the dimensionality M , corresponding to the M
vertices. Strongly connected vertices, namely those in
the same phase, share equal or very close Fiedler-entry
values, while those in different phases have substantially
different Fiedler entries. In this sense, the Fiedler vector
can act as a phase diagram.
Figure 7 shows the histogram of the Fiedler entries
for the phase diagram Figure 1 (c), which clearly ex-
hibit a multinodal structure. Each peak corresponds to
a distinct phase, and the wide bumps are indicative of
crossover regions or phase boundaries.
Appendix C: Extension of Classical KSLs
As a GSC, G, characterizes a classical spin liquid, we
can accordingly define a susceptibility to measure how
◼ ◼ ◼ ◼ ◼ ◼ ◼ ◼ ◼ ◼ ◼ ◼ ◼
◼ ◼ ◼ ◼ ◼ ◼ ◼ ◼
◼ ◼
◼
◼
◼
◼
◀◀◀◀◀◀◀◀◀◀◀◀◀◀◀◀◀◀
◀◀◀ ◀
◀
◀
◀
◀
◀◼ Gh1◀ Gh2
0.0 0.2 0.4 0.6 0.8 1.0
0.0
0.2
0.4
0.6
0.8
1.0
h
FIG. 9. Normalized U(1)g correlations as function of [111]
fields, at the AFM Kitaev limit (K,Γ) = (1, 0). At small
h, both correlations change smoothly, indicating robustness
of the KSL against magnetic fields. However, in intermedi-
ate and large fields, they experience sudden jumps and show
plateaus, dividing the finite-h phase diagram into a classical
spin liquid phase (h . 0.14), a U(1)g region (0.14 < h . 0.24),
a partially polarized region (0.24 < h . 0.34), and a trivially
polarized region (h > 0.34).
sharp it is defined,
χG =
V
T
(〈G2〉 − 〈G〉2) , (C1)
where 〈. . . 〉 is a thermal average, and V denotes the vol-
ume of the system. Such a susceptibility was first intro-
duced in Ref. [70], and we showed with various examples
its high sensitivity to the breakdown of an associated
classical spin liquid.
To estimate the extension of classical KSLs, we de-
fine for GKSL the susceptibility χGKSL and measure it in
Figure 8 against a competing Γ interaction. At a fixed
h, χGKSL develops two peaks/bumps, reflecting a dra-
matic violation of the GSC. The sharper peak at a smaller
|Γ/K| is responsible for the crossover between a KSL and
a non-Kitaev correlated paramagnet. The broad bump
at a larger |Γ/K| signals the second crossover to a modu-
lated S3×Z3 phase. (The optimal measure to this second
crossover is the S3×Z3 order parameter instead of χGKSL .
However, the location of the bump qualitatively agrees
with the results based on the S3×Z3 magnetization, see
Figure 4 for example.)
Furthermore, to examine field effects on the AFM KSL,
we measure the field-induced U(1)g correlations, G
h
1 and
Gh2 in Table I, over a large scope of h. As shown in
Figure 9, at small field, both Gh1 and G
h
2 stay close
to their value at h = 0. However, under intermedi-
ate and large fields, they experience sudden jumps and
form plateaus, further dividing the finite-h phase dia-
gram into a U(1)g (0.14 < h . 0.24), a partially polar-
ized (0.24 < h . 0.34), and a trivially polarized region
(h > 0.34). In the main text (Section III and IV), we dis-
cussed that the intermediate U(1)g region coincides with
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a gapless spin liquid proposed for quantum spin-1/2 and
spin-1 AFM Kitaev models [26–30]. Beyond this, a sim-
ilar segmentation in the finite-h phase diagram is also
observed in the quantum case [27, 30], marking another
common feature between the quantum and classical Ki-
taev model.
The behaviors of χGKSL , G
h
1 , and G
h
2 are used to de-
termine the boundary [the dash lines in Figure 1 (c)]
between KSLs and other correlated paramagnets, supple-
menting the graph partitioning. This is needed because,
in the graph partitioning shown in Figure 1, we only em-
ployed a rank-1 TK-SVM which is designed for detecting
the presence and absence of magnetic order. To classify
different spin liquids, we use rank-2 TK-SVM to identify
their GSCs. In principle, we can also perform a separate
graph partitioning with rank-2 TK-SVM. Nevertheless,
given the rank-1 results, there are only particular regions
to examine, and it is more convenient to directly measure
the learned GSCs and associated quantities.
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