ABSTRACT. This article provides sufficient conditions for positive maps on the Schatten classes Jp, 1 ≤ p < ∞ of bounded operators on a separable Hilbert space such that a corresponding Perron-Frobenius theorem holds. With applications in quantum information theory in mind sufficient conditions are given for a trace preserving, positive map on J1, the space of trace class operators, to have a unique, strictly positive density matrix which is left invariant under the map. Conversely to any given strictly positive density matrix there are trace preserving, positive maps for which the density matrix is the unique Perron-Frobenius vector.
INTRODUCTION
In the theory of quantum information the transmission through noisy channels plays an important role. Usually it is described by what physicists either call a quantum operation (see e.g. [25] ) or a stochastic map ( [1] , see also [19] ) or a super-operator (see e.g. [28] ) and what mathematicians call a completely positive (trace preserving) map. In mathematics positive maps were first studied by Kadison in the context of C ⋆ -algebras [18] and completely positive maps by Stinespring [33] . In quantum physics it was first introduced by Haag and Kastler, who called it an operation [15] . They were then studied in more detail in [16] . [21, 22] contains an extensive discussion, how this concept naturally arises in quantum physics.
Because they preserve positivity such maps naturally fit into a context where it makes sense to ask about a formulation of a corresponding Perron-Frobenius theory.
As the name indicates, the earliest results relating positivity of a finite dimensional linear map to the non-degeneracy of an eigenvalue and the positivity of the resulting (Perron-Frobenius) eigenvector is due to Perron and Frobenius [27, 8, 9] . The first extension to the infinite dimensional was given by Jentzsch [17] . Since then there has been an extensive development (see e.g. [3, 23, 30] ).
The interest in quantum physics and quantum field theory originates from the observation, that very often the ground state of a quantum system with Hamilton operator H ≥ 0 is nondegenerate and nowhere vanishing. Indeed, under suitable circumstances such a ground state can be viewed as the Perron-Frobenius vector for exp −tH, t > 0, an observation first made by Glimm and Jaffe [12] (see also [29, 13] for an overview and with references to other articles).
The Perron-Frobenius theory and related topics for positive linear maps on linear spaces of operators was first studied in [7, 36, 14, 2] , where in the first article the space of operators was the C ⋆ -algebra of all linear operators on a finite dimensional Hilbert space. In the second and third articles the discussion was extended to the infinite dimensional case and in the fourth article the analysis was carried out in the context of a von Neumann algebra.
The present article can be viewed as an extension of the discussion in [7] to the infinite dimensional case. Indeed, we will consider positive maps on the Schatten classes J p , 1 ≤ p ≤ ∞ and provide a Perron-Frobenius theory on such spaces. As in the usual context the notions of ergodicity and positivity improving will play an essential role. Since density matrices are elements of J 1 our main focus will be on the case p = 1. In particular we will show that any compact, ergodic, completely positive and trace preserving map in J 1 has a unique density matrix invariant under this map (i.e. the eigenvalue equals 1) and which therefore can be viewed as the Perron-Frobenius vector for this map.
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Lemma 2.1. The following relation holds if the map φ in
Proof. We first consider the case when A is self-adjoint, i.e. A ⋆ = A. Write A = A + − A − with A ± ∈ C p , A + A − = A − A + = 0 and |A| = A + + A − . Here ±A ± are the positive and negative parts of A, obtainable from the spectral representation of A or more explicitly as
For arbitrary A ∈ B(H) write A = ℜA+iℑA ∈ B(H) with ℜA = 1/2(A+A ⋆ ), ℑA = 1/2i(A − A ⋆ ), such that ℜA, ℑA ∈ B(H) are self-adjoint with ℜA, ℑA ∈ J p whenever A ∈ J p . More precisely we have the a priori bound ||ℜA|| p ≤ ||A|| p , ||ℑA|| p ≤ ||A|| p . This gives the decomposition
and hence by the linearity of φ
In particular (2) shows that indeed (1) holds.
We also note the following. The relation −|A| ≤ A ≤ |A| for A = A ⋆ ∈ J p implies −φ(|A|) ≤ φ(A) ≤ φ(|A|), whenever the map φ in J p is positive. This in turn gives
valid for any A = A ⋆ ∈ J p and any positive map φ in J p . We do not know whether (or when) this relation continues to hold when the condition A = A ⋆ is dropped (see, however, (23) below for a weaker result, which will suffice for our purposes). Observe by comparison that for any n × n matrix S with non-negative entries, the classical context for the Perron-Frobenius theorem, one has |Sz| ≤ S|z| for z ∈ C n . Here |z| is the vector whose components are the absolute values of the corresponding components of z. Also for real vectors x = {x i } and y = {y i } by definition x ≤ y if and only if x i ≤ y i holds for all i.
Furthermore one does not necessarily have
Here we denote by ||φ|| p the norm of any continuous linear map φ in J p , such that
In particular
if φ is completely positive on J 1 (see e.g. [6, 22] ).
Proof. We adapt a standard proof (see e.g. [26] , p. 19) used in the context of positive maps on non-unital C ⋆ -algebras. We first claim that it suffices to prove boundedness on C p . Indeed, this follows from the decomposition (2) and the related bounds. Assume that φ is not bounded on C p . Then there are A n ∈ C p with ||A n || p ≤ 1 and ||φ(A n )|| p ≥ n 3 . Let A = n 1/n 2 A n ∈ C p , such that 0 ≤ 1/n 2 A n ≤ A holds for all n.
We need the fact that
holds for any 0 ≤ B ≤ B ′ ∈ C p . The case p = ∞ is trivial. When 1 ≤ p ≤ ∞ take ϕ n to be a complete orthonormal basis in H diagonalizing B. Then we have
proving (6). Here we have used the estimate
valid for any A = A ⋆ ∈ B(H), any normalized ϕ ∈ H and any 1 ≤ p (see e.g. [32] , p.21). Since φ is positive (6) gives n ≤ 1/n 2 ||φ(A n )|| p ≤ ||φ(A)|| p , which is a contradiction.
For any continuous linear map φ in J p , 1 ≤ p < ∞ let φ ⋆ be the "adjoint" continuous linear map from J q , 1/q + 1/p = 1 into itself given by the relation Tr((φ ⋆ (A)) ⋆ B) = Tr(A ⋆ φ(B)) for all A ∈ J q and B ∈ J p . In particular φ ⋆⋆ = φ holds whenever 1 < p < ∞.
..) by the cyclicity of the trace. By definition a continuous linear map φ in J 1 is called trace preserving if Tr(φ(A)) = Tr(A) holds for all A ∈ J 1 and this in turn is equivalent to the relation φ ⋆ (I) = I. Obviously trace preserving maps leave the set C 1,1 of density matrices invariant. If φ in J 1 is completely positive and trace invariant, then by (5) ||φ|| 1 = 1.
All completely positive maps on J 1 have the Kraus representation [22] , a consequence of a theorem of Stinespring [33] (see also [5] for a proof in the finite dimensional case): Given such a φ there is an at most denumerable set of elements α = {α i } i∈N in B(H) satisfying
for any finite subset K ⊂ N such that φ = φ α , again with
which now may be an infinite sum. This representation is not unique. Conversely each such φ α is completely positive. More precisely φ α is defined as follows. Let α N = (α 1 , ....., α N ). Then the φ α N form a Cauchy sequence with respect to the norm || || 1 and φ α is defined as the limit (see e.g. [22] ). If i α ⋆ i α i = I, such that ||φ|| 1 = 1, then φ α is trace preserving in J 1 . In the finite dimensional case (dim H < ∞) the representation may always be chosen such that the index i runs through a finite set of the order at most (dim H) 2 .
An important and interesting feature of completely positive maps in the context of quantum physics is that they not necessarily map pure states, i.e. one-dimensional orthogonal projections, into pure states.
Again we have the following representation for the adjoint of φ α
i.e. φ ⋆ α = φ α ⋆ . So φ α is trace preserving if and only if φ ⋆ α (I) = I and then ||φ α || 1 = 1. Observe that to any completely positive φ with ||φ|| 1 ≤ 1 or equivalently φ ⋆ (I) ≤ I ( this condition is again natural in the context of quantum physics, see e.g. [22] ) we may in a natural way associate a trace preserving, completely positive mapφ given asφ(A) = φ(A) +αAα wherẽ
An example to which we shall return below is when the α i 's are orthogonal projection operators which are pairwise orthogonal, i.e. satisfy
Then φ ⋆ α (I) = I if and only if the α i provide a decomposition of unity, i.e. if i∈N α i = I holds. As already remarked φ α is then also trace preserving. More generally if the α i are all selfadjoint with i∈N α 2 i = I, then φ α is trace preserving. We remark that there are some situations (see e.g. [20] and which actually was the motivation for the present discussion) where one starts with completely positive maps of the following form. Let (Ω, µ) be a measure space, i.e. µ is countably additive. Suppose we are given a measurable
We then set
⋆ dµ(ω), (13) such that its adjoint takes the form
The condition corresponding to (8) is given as
for some 0 < c < ∞. To cast φ in the form (9) such that (15) gives (8), let χ i be any orthonormal basis in the separable Hilbert space L 2 (Ω, dµ) and set
As an example one may choose Ω to be a compact group, µ its Haar measure and ω → α(ω) a unitary representation. Then the image of φ consists of all trace class operators which commute with all α(ω). Also φ is trace preserving and an idempotent, i.e. φ 2 = φ. Moreover φ is a conditional expectation when dim H < ∞, i.e. φ(Aφ(B)) = φ(A)φ(B) = φ(φ(A)B) holds for each A, B.
THE PERRON-FROBENIUS THEOREM
Before we turn to a discussion of the Perron-Frobenius theorem we make some general remarks on σ p (φ) for the map φ in J p , in particular when φ is positive. Here σ p (φ) ⊆ C is the spectrum of φ, i.e. the set of all λ for which (λ − φ) does not have a bounded inverse in J p . Let r p (φ) be the spectral radius of any bounded linear map φ in J p , i.e.
By a celebrated general result of Gelfand [11] , one has sup |σ p (φ)| = r p (φ). If the map φ in J 1 is trace preserving and completely positive then r 1 (φ) = ||φ|| 1 = 1. Indeed, φ n is then also completely positive and trace preserving such that by (5) ||φ n || 1 = 1 holds for all n.
Lemma 2.1 allows us to draw the following conclusions on σ p (φ) for positive maps φ in J p . First we observe that in general σ p (φ) is not contained in the real axis. In fact, in the finite dimensional case σ p (φ) ⊆ R if and only if φ ⋆ = φ and in the infinite dimensional case the same statement is valid when p = 2. Let ρ p (φ) be the resolvent set of the map φ in J p , i.e. the complement in C of σ p (φ). If λ ∈ ρ p (φ), then to each A ∈ J p there is a unique A ′ ∈ J p , such that (λ−φ)(A ′ ) = A. Taking the adjoint and using (1) gives (λ−φ)(A ′ ⋆ ) = A ⋆ . Since A can be chosen arbitrary also A ⋆ can be chosen arbitrary giving a unique A ⋆ ′ , this shows that both sets ρ p (φ) and σ p (φ) lie symmetric with respect to the real axis. Let λ ∈ σ(φ) be a real eigenvalue with eigenvector A: φ(A) = λ A. So by (1) A ⋆ is also an eigenvector with the same eigenvalue. With the decomposition A = A 1 + iA 2 we see that both self-adjoint operators A 1 and A 2 are eigenvectors, so any eigenspace for a real eigenvalue is spanned by self-adjoint elements. If in addition the map φ in J 1 is trace preserving and λ = 1 an eigenvalue and A a corresponding eigenvector, then from Tr(A) = Tr(φ(A)) = λ Tr(A) we deduce Tr(A) = 0.
In the finite dimensional case dim H < ∞ all spaces J p are equal and of course σ p (φ) is independent of p. Since all norms || || p are equivalent, by its definition r p (φ) is also independent of p, as it should be.
To formulate the Perron-Frobenius theorem in the present context, we make the following definition, which is the just an adaption of the usual definition. Since any positive map φ in J p is bounded exp tφ is a well defined positive map in J p for all t > 0. Also its inverse exp −tφ is a well defined bounded map in J p , not necessarily positive .
Obviously φ is ergodic if it is positivity improving.
A simple necessary criterion for ergodicity is given by
Proof. Assume that there is 0 ≤ A = 0 with φ(A) = 0, such that (exp tφ)(A) = A for all t. If A is not positive definite, then we have a contradiction, so let A > 0. We claim there is 0 ≤ A ′ = 0 which is not positive definite with A ′ ≤ A. In fact, we may take A ′ to be a onedimensional orthogonal projection onto an eigenvector of A times the corresponding eigenvalue, which we choose not to be zero. This gives 0 ≤ φ(A ′ ) ≤ φ(A) = 0 and we are back to the first situation.
Some remarks concerning the finite dimensional case are in order. First we will show that when dim H < ∞ the present definition of ergodicity of φ is equivalent to the condition (1 + φ) dim H−1 (A) > 0 for any 0 ≤ A = 0, a criterion used in [7] . Obviously this last condition implies ergodicity since exp ta ≥ 1/(n!) 2 min(1, t)(1 + a) n for all n and all t, a ≥ 0. As for the converse assume there is 0 ≤ A = 0 such that
is not positive definite. So there is an orthogonal projection P = 0, I and λ > 0 such that φ(P ) ≤ λP (see [7] ). This gives (exp tφ)(P ) ≤ (exp tλ)P for all t > 0, so φ is not ergodic.
We have the following necessary and simple criterion for φ to be ergodic.
The converse is not true as may be seen by taking φ to be given by (9) , where the α i 's are taken to be a nontrivial decomposition of unity. Then φ(I) = I whereas φ(α i ) = α i for all i, such that φ is not ergodic.
Proof. Assume that φ(I) ≥ 0 holds such that there is ϕ ∈ H with ϕ, φ(I)ϕ = 0. Then ϕ, φ(A)ϕ = 0 holds for all selfadjoint A due to the bound −||A||I ≤ A ≤ ||A||I and therefore ϕ, φ n (A)ϕ = 0 for all n ≥ 1 and all A = A ⋆ . This in turn implies ϕ, (exp tφ)(φ(A))ϕ = 0 for all t > 0 and all A = A ⋆ . Since φ = 0 by definition, there is A ≥ 0 with 0 ≤ φ(A) = 0 (see the decomposition (2)), so φ is not ergodic.
Returning to the general case it is clear that φ α given by (9) is not ergodic if the α i 's satisfy condition (11) . Also in the context p = 1 and with a continuous, one parameter family of unitary operators U (t) defining a quantum mechanics on H in terms of its infinitesimal generator H, then φ U (t) (which describes the time evolution in the Heisenberg picture) for fixed t is not ergodic. If the completely positive map φ in J p is given by (13) in terms of a unitary representation of a compact group, which contains at least one irreducible representation with finite multiplicity, then by Schur's Lemma φ is easily seen to be ergodic ( and even positivity improving) if and only if the representation is irreducible. Then also H is of course finite dimensional and the map φ is a conditional expectation. The following two lemmas are almost obvious. Proof. It suffices to consider φ(P ), where P is any one-dimensional orthogonal projection (compare the proof of Lemma 3.1). Let 0 = ϕ 0 ∈ P H be a unit vector, so we have to consider
and the claim follows.
This proof shows that in the infinite dimensional case no φ α with only finitely many nonvanishing α i 's can be positivity improving. In fact, for given P choose 0 = ϕ to be orthogonal to all α i ϕ 0 . Then (17) vanishes and therefore φ(P ) is not positive definite. Let A(α) be the algebra (not ⋆ -algebra) generated by the α ⋆ i 's. These two results apply to all Kraus representations φ α of φ.
Proof. We use the same notation as in the proof of the previous lemma. In addition write
and again the claim follows.
The next theorem is part of the Perron-Frobenius theorem in the present context. It is part because it assumes that r p (φ) is an eigenvalue, a standard assumption one has to make in the infinite dimensional context if no other information is available. [7] with an application to quantum Monte-Carlo processes and by Groh [14] . At present we do not know whether in the infinite dimensional case the condition r p (φ) = ||φ|| p can be dropped.
For the proof of the theorem we need the following simple 
holds.
The condition B > 0 cannot be weakened to B ≥ 0 as the choice B = P = 0 and B ′ = Q = 0 for two finite dimensional orthogonal projections with P Q = 0 shows.
Proof. The estimate (18) for the case p = ∞ is trivial, so let p < ∞. Since B − B ′ ∈ J p is self-adjoint, there is a complete set orthonormal eigenvectors ϕ n with real eigenvalues λ n of B − B ′ . With λ n = ϕ n , (B − B ′ )ϕ n we obtain
Observe that
holds, since B > 0 and B ′ ≥ 0. In the last estimate in (20) we used the estimate (7).
Furthermore ϕ n , Bϕ n > 0 holds for all n. Also ϕ n , B ′ ϕ n > 0 for at least one n. Otherwise we would also have ϕ n , B ′ ϕ n ′ = 0 for all n, n ′ by Schwarz inequality and hence B ′ = 0, contradicting the assumption. Thus the first inequality in (20) is actually strict for at least one n. Inserting (20) into (19) and using this last observation proves (18) . P roof of the T heorem: Let A = 0 be any eigenvector for φ with eigenvalue r p (φ). By an observation made above, we may assume that A is self-adjoint. Observe the following estimate, valid for any t > 0.
Here we have used the estimate (6) in combination with (3) for the map exp tφ.
Since by assumption r p (φ) = ||φ|| p , all inequalities in (21) actually have to be equalities. In particular for all t > 0
If A + = 0 or A − = 0 there is nothing to prove so assume that A ± = 0. By the ergodicity of φ we have (exp tφ)(A ± ) > 0 for all large t > 0. But then (22) contradicts (18) . So we must have either A + = 0 or A − = 0 and by replacing A by −A if necessary we may without restriction assume that A = |A| = A + . Again by ergodicity we have exp tr p (φ)A = (exp tφ)(A) > 0 for all large t such that A > 0. The proof of non-degeneracy is now easy. Assume there are two linearly independent eigenvectors A 1 > 0 and A 2 > 0, which we may normalize to ||A 1 || p = ||A 2 || p = 1. Then 0 = A 1 − A 2 is also an eigenvector and by our previous discussion we must have either A 1 > A 2 or A 2 > A 1 . This would imply that ||A 1 || p > ||A 2 || p or ||A 2 || p > ||A 1 || p respectively, again an easy consequence of (6) and its proof. This is a contradiction, so we must have A 1 = A 2 , thus concluding the proof of the theorem.
EXISTENCE OF EIGENVALUES
In this section we want in particular to establish conditions for positive maps φ in J p , which are sufficient to show that r p (φ) is an eigenvalue. We start with a preparation. For any A ∈ B(H) we write A = U A |A| with unique U A for its polar decomposition. More precisely U A is isometric on Ran |A| = (KerA) ⊥ , i.e. U ⋆ A U A ϕ = ϕ for ϕ ∈ Ran |A| = (KerA) ⊥ , and
The next two lemmas replace the Kadison-Schwarz inequality (see e.g. the second reference in [18] and [34, 4, 24] for other early references) used in the context of C ⋆ -algebras in [7, 14] and in the context of von Neumann algebras in [2] . Since the spaces J p , p < ∞ are not algebras these two lemmas will provide the appropriate substitute.
Lemma 4.1. Let the map φ in
J p , 1 ≤ p ≤ ∞ be 2-positive. Then for all ϕ, ϕ ′ ∈ H and all A ∈ J p | ϕ ′ , φ(A)ϕ | 2 ≤ ϕ, φ(|A|)ϕ ϕ ′ , φ • φ U A (|A|)ϕ ′ . (23)
Also if not all terms in (23) are vanishing, then there is equality if and only if both relations
φ(|A|) φ(A ⋆ ) φ(A) φ • φ U A (|A|) ϕ ′ , φ • φ U A (|A|)ϕ ′ ϕ − ϕ ′ , φ(A)ϕ ϕ ′ = 0 (24) and φ(|A|) φ(A ⋆ ) φ(A) φ • φ U A (|A|) ϕ, φ(A) ⋆ ϕ ′ ϕ − ϕ, φ(|A|)ϕ ϕ ′ = 0 (25)
hold.
For A = A ⋆ estimate (23) follows from (3), since then U ⋆ A commutes with A such that
Here and in the proof of the next lemma we will mimic and extend Exercise 3.4 in [26] , page 39 in the present context. Set
Consider the following linear transformation T on C 2 (equipped with the natural scalar product) given as the 2 × 2 matrix
with the obvious notation for the scalar product in H ⊕ H. A linear transformation in C 2 is ≥ 0 if and only if its trace and its determinant are both ≥ 0. Hence the bound (23) follows. This discussion also easily gives the last claim in Lemma 4.1. Indeed, if T = 0, its determinant is equal to zero if and only if there is a non-zero eigenvector of T with eigenvalue zero and this is the case if and only if equality in (23) holds and then such an eigenvector of T is given either as
More precisely, if all matrix elements of T are non-vanishing then these two eigenvectors have non-zero entries and are proportional. If T = 0 with det T = 0 and if one diagonal element is vanishing, such that also the off diagonal elements are vanishing, then exactly one of these vectors is the null vector. In view of (29) this concludes the proof of Lemma 4.1. (23) we have the estimate
Lemma 4.2. Let the map φ in
for all ϕ ∈ H. Thus (30) follows trivially from (31) in case p = ∞. So let 1 ≤ p ≤ ∞. Take ϕ n to be an orthonormal basis in H diagonalizing |φ(A)| with eigenvalues µ n ≥ 0. Then we obtain
Here we have used (31) for the first inequality. The second inequality is a consequence of Schwarz inequality and (7). In what follows this will become important, since we will encounter the situation when all inequalities are actually equalities. Also we have used the fact that with ϕ n being an orthonormal basis also U φ(A) ϕ n is a possibly incomplete set of orthonormal vectors and which is responsible for the last inequality. 
φ).
Theorem 4.1. Let the map φ in J p , 1 ≤ p < ∞ be 2-positive with r p (φ) = ||φ|| p . Assume that λ ∈ C is a peripheral eigenvalue with eigenvector A. Then r p (φ) is also an eigenvalue with eigenvector |A|. In particular, if φ is 2-positive and compact with r p (φ) = ||φ|| p , then r p (φ) is an eigenvalue.
Here and in contrast to the previous discussions the case p = ∞ is not covered by the present discussion. Since J p=∞ is a C ⋆ -algebra, this case, however, is covered by the discussion in [36, 14] . Then and similarly in the context of von Neumann algebras one can actually prove more. In fact, if the spectrum is rescaled via λ → λ/r p (φ), then the peripheral eigenvalues form a discrete sub-group of the unit circle group, see [2] and the first reference in [14] .
Proof. We want to prove that |A| = 0 is also an eigenvector with eigenvalue |λ| = r p (φ), i.e. φ(|A|) = r p (φ)|A|. Since |φ(A)| = |λA| = r p (φ)|A| (such that also U φ(A) = (λ/|λ|)U A and hence φ U φ(A) = φ U A by the uniqueness of U A ) it suffices to show that φ(|A|)ϕ n = µ n ϕ n (33) holds for all n, where the ϕ n are as in the previous lemma. Also by the previous lemma we have
Here we have used the fact that ||φ U A || p ≤ 1. By the assumption r p (φ) = ||φ|| p we must have equality. In particular this implies that
Inspection of the proof of Lemma 4.2 shows that we must have equality in (31) when ϕ = ϕ n for all n. The relations (24) and (25) in Lemma 4.1 then imply that we must have
and
Hence we may rewrite (36) and (37) as
Furthermore we recall that we made use of Schwarz inequality in the estimate (32) . For this to be an equality we claim that we actually must have
for all n. Indeed, the Schwarz inequality in this context is an equality if and only if both sides of (40) are proportional with a common proportionality factor for all n. By the equality (35) this proportionality factor has to be equal to 1, thus proving (40). If µ n = 0 then ϕ ′ n = 0 and hence by (40) φ(A)ϕ n = 0. Thus we have established (33) in the case when µ n = 0. If µ n > 0 then the left hand sides of (38) and (39) are both non-vanishing since then ϕ ′ n = 0. Therefore ϕ n is an eigenvector of φ(|A|) with eigenvalue
This gives (33) in the case when µ n > 0, thus concluding the proof of the theorem, since for compact operators the spectrum is pure point.
The use of (7) in the second inequality in (32) does not give any additional mileage when p = 1 since the ϕ n are eigenvectors of φ(|A|) and the ϕ ′ n eigenvectors of φ • φ U A and hence (7) gives an equality for the case at hand.
The strategy of the proof was motivated by the following observation in the classical context. With the notation introduced after (3) assume that Sz = λz. This gives |λ| |z| = |λz| = |Sz| ≤ S|z|. Taking its usual Hilbert space norm in C n we obtain |λ| || |z| || ≤ ||S|z| || ≤ ||S|| || |z| ||. So if |λ| = ||S|| we must have S|z| = ||S|| |z|.
The next result extends Theorem 3.1. Proof. Assume there are two eigenvectors A 1 and A 2 in J p with eigenvalue λ, normalized to
By Theorem 3.1, its proof and by Theorem 4.1 we have that 0 < |A 1 | = |A 2 | is an eigenvector with eigenvalue r p (φ). In particular both U A 1 and U A 2 are unitaries. Since A 1 − exp iτ A 2 is also an eigenvector for the same eigenvalue for all 0 ≤ τ ≤ 2π by the same argument we must have
The function τ → ||A 1 − exp iτ A 2 || p is easily seen to be continuous. Hence there is τ 0 such that
Take the square of (41) and use (42) to obtain
Due to the relation Ran |A 1 | = H this gives
which written out in turn gives
for all 0 ≤ τ ≤ 2π and all ϕ ∈ H. We distinguish two possible cases. First if A 1 −exp iτ 0 A 2 = 0 and hence U A 1 − exp iτ 0 U A 2 = 0 there is nothing to prove. Otherwise U = U −1 A 1 exp iτ 0 U A 2 is a unitary operator = I and hence by the spectral theorem for unitary operators there is ϕ ∈ H such that ℜ( ϕ, U ϕ ) < | ϕ, U ϕ |. Choose τ such that exp i(τ − τ 0 ) ϕ, U ϕ = | ϕ, U ϕ |. This contradicts (43), thus concluding the proof of the first part of the theorem. As for the last part U A is unitary, as already noted. Relation (39) shows that φ U A (|A|) is also an eigenvector of φ with eigenvalue r p (φ). Hence φ U A (|A|) = |A| by uniqueness and normalization. So U A commutes with |A| and therefore A is normal with U ⋆ A = U A ⋆ and |A ⋆ | = |A|, where we recall that A ⋆ is an eigenvector with eigenvalue λ.
The next result is of relevance in quantum physics. We recall that for completely positive, trace preserving maps φ in J 1 one has r 1 (φ) = ||φ|| 1 = 1. So we immediately obtain the following existence result for Perron-Frobenius vectors. A converse of this result is given by Theorem 5.1 below. The following result is of the type needed in the standard context of Monte Carlo simulations in lattice models of statistical mechanics. It states that, starting from any non-negative initial configuration, by iterations of an ergodic up-dating procedure (heat bath method) one eventually arrives at the desired equilibrium configuration which typically is given by a Gibbs distribution and which by construction of the up-dating is a Perron-Frobenius vector for the up-dating procedure. Proof. We use familiar arguments. Let the A j form an orthonormal basis of eigenvectors for φ arranged such that A 1 = A and σ j+1 ≤ σ j . Here the σ j 's are the eigenvalues, i.e. φ(A j ) = σ j A j . Since σ 1 = ||φ|| 2 is a simple eigenvalue, σ 1 > σ 2 . By Plancherel's theorem we have
Obviously
By a slight modification of the proof using the spectral representation of φ one may replace the compactness condition by the condition that ||φ|| 2 is an isolated eigenvalue, i.e. ||φ|| 2 is separated by a distance m 2 (the "mass gap" in physical language) from the remainder of the spectrum of φ, which otherwise may be arbitrary. Then the estimate (45) is still valid with σ 1 − σ 2 being replaced by m 2 .
EXAMPLES
In this section we will provide non-trivial examples when dim H = ∞. The issue is to show that all 4 conditions in Corollary 4.1 can be fulfilled simultaneously. In the finite dimensional case the compactness criterion is automatically satisfied and then it is easy to construct nontrivial examples. In general the existence of completely positive, trace preserving, compact maps in J 1 is clarified by Lemma 5.1. Let α = {α i } i∈N be such that i∈N α ⋆ i α i = I and all α i ∈ B(H) are compact. Then the map φ α in J 1 is compact.
Proof. We recall that φ α is the norm limit of φ α N as N → ∞. Since the space of compact operators is closed w.r.t. the norm topology it suffices to prove that all φ α N are compact. By assumption to each i there is a sequence α i,k of finite rank operators in BH) such that We are now prepared to provide non-trivial examples, which resulted from a discussion with D. Buchholz. Let ψ i , i ∈ N be any orthonormal basis in H and c ik > 0 any set of numbers which satisfy the condition i c 2 ik = 1 for all k. In the Dirac notation we define the following family α = {α ik } 1≤i,k<∞ of rank 1 operators Proof. Take the ψ i 's to form an orthonormal basis in which ρ is diagonal, i.e. such that ρ takes the form (46) and choose φ = φ α with α as above with c ik = ρ 1/2 i . Then we have φ(A) = Tr A · ρ for all A ∈ J 1, such that φ is idempotent. Also the kernel of φ consists of all elements which may be written in the form A − Tr A · ρ. Moreover let λ = 0, 1. Then for given A ′ the equation (λ − φ)(A) = A ′ has a solution in A of the form
As in the corresponding ( finite dimensional) standard context φ with prescribed PerronFrobenius vector is of course not unique. We provide another example which in spirit is much closer to the usual "local" up-grading procedure in Monte Carlo simulations. Set p ν,i = ρ ν+i /(ρ i+1 + ρ i + ρ i−1 ) for ν = 0, ±1 and with the convention ρ 0 = 0. Then ν=0,±1 p ν,i = 1 for all i and p ν,i > 0 for all ν and i unless ν = −1 and i = 1. Set
