Introduction
In this article, I will try to cast light from several angles on the term root as it is used in current morphological theory and on the various notions that the term embodies. I will contrast two very different broad types of morphological theories that traffic in roots, which I will term root--based and lexeme--based theories. In root--based theories, morphological structure is built up from meaningful simplex roots. In lexeme--based theories, the starting point of morphological structure is lexemes, which are meaningful but need not be simplex; in this type of theory, roots may be part of morphological structure, but they play a less central role and their relation to meaning is more complex.
From a very general point of view, the major difference between the two lies in esthetics. Root--based theories value reduction and perfection highly, both as analytical strategies and as esthetic desiderata. For these theories, it is highly desirable on esthetics grounds that the basic lexical elements of language be simplex signs. Lexeme--based theories give both these considerations much less privileged places in both theory and practice, so that it does not much matter whether the ultimate units of language are simplex signs or not. The apparent fact that simplex signs do not occupy a place of honor is interesting, but not surprising.
As exemplars of the two types of treatments of roots, I have chosen to contrast distributed morphology, because it is the most widely discussed root--based theory, with my own work, especially as exemplified in Aronoff (1994) . Distributed morphology has been around for some twenty years in a variety of slightly different incarnations. I will try to confine myself to the version presented in Halle and Marantz (1993) , the locus classicus of the theory, but much of what I have to say applies more broadly.
My prejudices are well known, so it should not be surprising that I come down on the side of lexeme--based theories. My goal, though, is not simply to excoriate root--base morphology, but to understand its motivation and sources. In the first part of this article, I will explore how roots have been treated in modern linguistics, from both perspectives. In the second part, which is more substantive in many ways, I will take a longer perspective and look at the development of the treatment of roots in the grammatical traditions surrounding the two languages where roots have figured most prominently: Arabic and Hebrew. I began researching this question under the assumption that the origins of the grammatical theory of roots lay in the Arabic tradition, but I have concluded that it is not obvious that the root as we understand it today was isolated as a distinct entity by the early Arabic grammarians. Instead, it is only in the tradition of Hebrew grammar (itself a somewhat late historical offshoot of Arabic grammar) that we can conclude unequivocally that the root assumed the theoretical role that most linguists have assigned to it. In the last part of the article, I will look at the evidence for roots in modern--day Semitic languages from more empirically oriented approaches: neurolinguistics, experimental psycholinguistics, and first language acquisition. I will show that this evidence comes down on the side of lexeme--based theories of morphological roots.
Overall, my aim is to show that roots are real linguistic entities but that there is no point in assuming that all instances of a given root have the same meaning in any language, that roots are semantically invariant. Roots are part of the autonomous morphological system of a language and what is special about Arabic and Hebrew are the obligatory templates for verbs, not the roots. Overall, this conclusion should not be surprising.
The idea that roots are semantically invariant is old and grows out of a grammatical tradition whose object of study was, in the eyes of its practitioners, the sacred language of the first known divinely--inspired book, the Old Testament and even more specifically the Pentateuch. It should not be surprising that students of such a language might want to treat it as a perfect system. This tradition persisted into the nineteenth century in such fanciful ideas as those of Fabre D'Olivet (1815 --1816 , who believed that not only Biblical Hebrew roots but the Hebrew letters themselves had invariant meanings, a view that greatly influenced Benjamin Lee Whorf's work on inner meaning. What should surprise us is the persistence of such beliefs when considering the languages of humans rather than God.
Controversies
The discussion of roots has generated as much heat as it has light over the last twenty years. But hot debate among grammarians is nothing new. William Chomsky, in his book on David Kimḥi's grammar of Hebrew, tells the following story about a pair of medieval grammarians:
The versatile and brilliant statesman, soldier, and poet, Samuel ha--Nagid (11 th century) found time amidst his multifarious duties and occupations to engage in verbal clashes on grammatical issues with the profound grammarian Ibn Janah and to write, according to Ibn Ezra's testimony, twenty--two books of "supreme quality" (v'eyn lm'alah mimenu) on Hebrew grammar. . . The grammatical controversy between Ibn Janah and Samuel ha--Nagid is recounted at some length in the writings of some of the medieval Hebrew grammarians. Samuel ha--Nagid apparently aroused by Ibn Janah's criticism of some of the views of his teacher, Yehudah Hayyuj, sent a messenger from Granada to Saragossa, the place of Ibn Janah's residence, charged with the task of challenging Ibn Janah to a verbal duel on certain grammatical issues and of exposing publicly the "fallacy" of his theories. On his arrival in Saragossa, the messenger stayed at the home of a communal leader in that city, named Abu Soleiman ben Taraka, a friend of Ibn Janah. A public reception was arranged in honor of the visitor, to which Ibn Janah was invited. The latter, without suspecting the chief purpose of the gathering, accepted the invitation. During the reception, the visitor began to inveigle Ibn Janah gradually and subtly into a discussion. Some of the questions raised by him were readily disposed of and adequately answered by Ibn Janah. But others followed, and Ibn Janah, unprepared for this barrage of questions, was befuddled, and he promised to reply at some future time. He did so and sent his reply to the visitor. The latter, however, superciliously remarked that it would be wiser for Ibn Janah to withhold his reply until the Nagid's book was published, where he would find even more serious criticisms leveled against him.
This Ibn Janah refused to do. He issued his reply in book form and called it Kitab at--Taswiya. After the publication of the Nagid's attack on him Ibn Janah retorted with a violent counter--attack in a book, which he called Kitab al--Tashwir. Ibn Janah was very proud of this book, and he frequently referred to it in glowing terms, but, unfortunately, only a fragment of it is now extant. (Chomsky 1952 xv -xvii) .
Similar tales are told about the Arabic grammarians from a much earlier time. These awkwardnesses all stem from the idea that idiomatic meanings can all be fixed on the "roots" that occur in the idiom, and not on the idiom itself; and that stems from the decision that the lexicon(s) in DM do not list any derived forms, and that in turn stems from the decision Jakobson applied this esthetic of invariance most fully and famously to his analysis of Russian nominal cases, in which the various meanings and uses of each case were reduced to a single abstract meaning (Jakobson 1971a ).
Classic generative phonology was most centrally an attempt to apply a radical version of Jakobsonian invariance to sound systems. Its goal was to reduce the linguistic signifiers of a language to an underlying level at which there was a one--to--one correspondence between the forms and meanings of simple signs. The DM notion of the root is a direct outgrowth of this Jakobsonian vision of languages: lexical items should be reduced to roots and each root should have a single form and a single meaning at some underlying level.
I have found no mention of roots in Chomsky and Halle 1968 (SPE) , the great masterwork of classic generative phonology, not surprising, since SPE makes no theoretical distinction between morphology (where roots reside) and syntax. The internal structure of a word like theatr--ical--ity is not provided by morphology but by syntax, in the form of a bracketed phrase structure tree to which the rules of phonology apply cyclically, with the cycles determined by the tree structure. There is implicit morphology distinct from syntax in SPE, though. The affixes in this same word theatricality, for example, are provided with internal morphological structure: ic+al and i+ty. In a footnote, the analysis of i+ty is said to be "well motivated on morphological grounds" (p. 33), based on the existence of the noun--forming affixty and such sets as sanctity--sanctify--sanctitude and clarity--clarify, although it is noted in the next footnote that this analysis of ity is not required by the phonology. SPE makes use of the term and notion stem. For example, the dox of orthodox and the graph of photograph are labeled as stems and given their own (initial) cycle.
Elsewhere, in particular in the analysis of Latinate verbs of the form "prefix--stem" such as permit, transfer, and compel, the authors do not give the stem its own cycle, marking this particular construction by the famous = boundary (which is identified formally as neither a formative boundary nor a word boundary). In conclusion, nowhere that I can find does SPE use the term root; and though stem occurs in SPE it seems to be used by and large for bound stems, and apparently those without much semantic content.
The DM distinction between a list of roots and a list of words can be traced directly to Halle (1973) . Halle uses the term root on the second page of this article, noting that "the list [of morphemes] must include not only verbal, nominal, and adjectival roots but also affixes of various sorts" (p. 4). One of the main points of this article is to provide an account for the fact that not all possible words actually occur, and those that do occur are often idiosyncratic in form or meaning. Halle encodes these idiosyncrasies by means of a dictionary that he characterizes as a filter:
I propose that idiosyncrasies of the type just illustrated be listed in a special filter through which the words have to pass after they have been generated by the word formation rules. The special information given in the filter under each entry is then added to the representation of the word. In the case of semantic idiosyncrasies such as those exemplified by the special meaning of nouns like recital and transmittal the filter would supply the appropriate indications about their semantics. In the case of phonological idiosyncrasies like those exhibited by nouns like obesity, the filter would supply the information that the noun in question is not subject to the Trisyllabic Shortening Rule, or, more formally, would supply the noun with the feature [--Trisyllabic Shorten--ing Rule]. Finally, "gaps" in the dictionary . . . would be accounted for by providing the "missing" words with the rule feature [--Lexical Insertion] . In other words, the fact that English lacks the nouns *derival and *arrivation would be reflected in the grammar by marking these words, which would be generated by the word formation rules, as not being subject to lexical insertion and therefore incapable of appearing in any actual sentence of the language, in spite of the fact that they are neither semantically nor syntactically or phonologically anomalous. (Halle 1973, p. 5) In other words, I am proposing that the list of morphemes together with the rules of word formation define the set of potential words of the language. It is the filter and the information that is contained therein which turn this larger set into the smaller subset of actual words. This set of actually occurring words will be called the dictionary of the language. (Halle 1973, p. 6) Lexical insertion, within this framework, selects fully inflected words from this dictionary. 2 Researchers outside DM have not pursued the idea that the dictionary is a filter, because it is difficult to understand what Halle meant by the term filter. Are the dictionary entries the words that make it through the "exception filter" or the ones that remain behind, are filtered out? The filter cannot be uniform in texture in any sense, as normal filters are, because it singles out the words that actually occur, which presumably comprise some sort of list. Furthermore, the filter provides some of these words, at least, with additional information that the rules of word formation do not provide. Overall, the relation among the dictionary, the filter, and the morphemes is not at all clear in this framework, which is admittedly not meant to be more than a prolegomenon. Nowhere do Halle and Marantz discuss the term root in their 1993 paper. As far as I can tell, roots are introduced into DM by Marantz (1997) , who "explodes the Lexicon and includes a number of distributed, non--computational lists as . The first list of three, which he calls the "narrow lexicon" "contains the atomic roots of the language and the atomic bundles of grammatical features" (p. 203). The second list is the Vocabulary of Halle and Marantz, i.e. morphological realization or spell--out. The third list is Halle's dictionary redux under another name: "Encyclopedia -the list of special meanings. The Encyclopedia lists the special meanings of particular roots, relative to the syntactic context of the roots, within local domains" (204) and includes not only words but also all idiomatic expressions. In short, it is a Bloomfieldian lexicon of idiosyncratic complex items.
I won't speculate as to why DM plays so fast and loose with traditional terminology, here conflating dictionary and encyclopedia, elsewhere morpheme and morphosyntactic feature value. The problem in this instance is that there is a well--established dichotomy in lexicology between the two terms at issue here, which is lost by calling one the other: a dictionary is a list of words: a dictionary definition contains only what is necessary to distinguish one word from another; while an encyclopedia is about concepts and things: its entries contains all that there is to know about the entity named in each. Contrast the Oxford English Dictionary of 1928 with the Encyclopedia Britannica of 1911. The first sought to include everything there was to know about the words of English. The other sought to include everything there was to know about everything besides the words of English.
The DM Encyclopedia is not an encyclopedia, but instead a dictionary, in fact a direct descendant of Halle's dictionary, a Bloomfield lexicon of 'idioms', irregular entities, including words and phrases. But within a theory that wishes to give words no special place, there can be no dictionary of words, and so the former dictionary is now called an encyclopedia, even though it is not one, or at least this is the only explanation I can provide for the peculiar use of terminology here.
Which brings us back to roots. Roots in DM are mysterious objects. They have no phonological form, at least not at first, since they only receive form at the point of Vocabulary insertion and they are also subject to readjustment rules, but they do bear meaning: "Things with special meanings are roots" (Marantz 1997, p. 212 -213) . As Williams notes (2007), for DM'ers, it is not the case that what DM calls idioms have idiosyncratic meaning, but rather that the roots have idiosyncratic meanings in the context of individual expressions (idioms). DM roots are apparently not just abstract meaning bearing elements, but rather the only true bearers of lexical meaning. In a way, they are like lexemes, except for being simplex (Aronoff 1994) . And, as Williams argues, it is this claim about simplex roots bearing meaning that brings DM to grief.
But why make such a claim, especially when the existence of the "Encyclopedia" makes the claim empirically empty, given that roots can have "special contextual meanings" (p. 213)? The answer is that DM is a last-ditch attempt to preserve the vision of Jakobsonian invariance of elementary signs in the form of roots. From a signifier point of view, DM abandons this invariance to Vocabulary insertion, but it apparently cannot go so far as to abandon the signified side and so resorts to the artifice of supplying roots with abstract meanings that are then somehow molded in context by means of the Encyclopedia. The upshot is that DM roots, in truth, have neither constant form nor constant meaning.
Roots within lexeme--based morphology
On May 29, 2011, Simon Winchester published a piece in The New York Times on the three "most complex" verbs in the English language: set, put, and run. The last has now assumed top position as the verb in the Oxford English Dictionary with the most senses: 645 according to the official OED count. I will not attempt to prove that none of these 645 can be reduced to any other one, but consider just a few, listed in Within a lexeme--based theory, each of the however many distinct senses of run we finally decide there are is a separate lexeme with its own meaning. And here is where the concept of root becomes useful. All these distinct senses share the same three idiosyncratic forms: run, ran, run (the last two forming the past tense and past participle). Within a lexeme--based theory, we say that all three share a single abstract root √RUN. √RUN does not have a constant sense, because it occurs in all these distinct lexemes; nor does it have a constant form. But all these lexemes share this single root, because they all vary in the same way under the same morphological conditions. Within lexeme--based theory, then, a root is a purely abstract morphological entity, a morphome. I suspect that the same is true in DM.
This analysis extends to all highly frequent irregular root/lexemes in all languages, which show the same consistent irregularity across multiple senses. In 2) BE, HAVE, DO, SAY, GET, MAKE, GO, KNOW, TAKE, SEE, COME, THINK, GIVE, FIND, TELL, FEEL, LEAVE Just like √RUN, all of these verbs are highly polysemous and not one of them has a regularized analog. We therefore say in a lexeme--based theory that each of these irregular verbs is a root that occurs in a large number of homophonous lexemes. We can also now understand how polysemy and homophony apply within such a theory: the roots are polysemous (inasmuch as they each occur in many lexemes), but the lexemes are homophonous (inasmuch as they share a single root). 
The origins of roots in Semitic grammatical study

Arabic dictionaries
The first significant linguistic work on Arabic was a dictionary, Kitāb al--ʕayn 'the book of ʕayn', by al--Khalīl ibn ʔAhmad al Basrī (718 -791 CE), who lived in the century following the founding of Islam. Al--Khālil used an Indian--style order for the letters of the Arabic alphabet, starting at the letter representing the farthest point back in the vocal tract, which is pharyngeal ʕayn, and ending at the furthest point forward, which is aleph. Al--Khalīl aimed at a comprehensive Arabic lexicon, though he never got past the first letter, hence the title of the book. His method was to put into one entry all words with the same root. He then grouped together all occurring roots that are permutations of the same set of consonants. So, all k--t--b words are grouped together, but then this root is grouped with all occurring permutations of these three consonants. The fact that the dictionary was organized around roots, as were all subsequent dictionaries of Arabic and other Semitic languages, is a prima facie argument for the value of roots in describing Semitic languages. The fact that roots sharing the same consonants were grouped together, regardless of order, is an indication that al--Khālil was concerned largely with form.
Homophonous roots were grouped together in one entry, as in the following partial entry for ʕ--sh--q from al--Azhari's (d. 981) Tahdhīb, a later lexicon in the same tradition:
Abūl--Abbās Aḥmad ibn Yahyā was asked whether love or passion is more praiseworthy. He said: "love, because passion includes a degree of exaggeration". Ibn--al 'Aʕrābī said "ʕushuq are the men who trim the sets of sweet smelling plants; when said of a camel, ʕushuq means one that keeps to its mate and does not desire any other". He said: "ʕashaq is the lablab--tree; the singular is ʕashaqa". He said: "ʕashaq is also the arak--tree. An ʕashiq 'lover' is called thus because he withers from the intensity of his passion in the same way as the ʕashaqa 'lablab--tree' when it is cut." ( Tahdhīb I, 
The influence of The Greek grammatical tradition on Arabic grammar
Versteegh (1977) has demonstrated that the Greek grammatical tradition is a major source for Arabic grammar, to some extent indirectly through Syriac, the Aramaic language in which many of the writings of the early Church fathers were composed, 
The Arabic morphological tradition
Sībawayhi (Abū Bišr ῾Amr ibn ῾Uṯmān ibn Qanbar Sībawayhi) is generally considered to be the author of the first book on Arabic grammar. He studied Arabic grammar in Basra, at about the time that al--Khalīl was writing his dictionary in the same city, and died about 796 CE, soon after al--Khalīl. hence 'radical') and the pattern (wazn, lit. 'measure' or bināʔ, lit. 'structure, building'), in which those consonants are embedded." Each bināʔ gets its name from the third person masculine past tense form of the verb in that bināʔ, using the root f--ʕ--l, e.g. faʕala.
In traditional Arabic morphology, however, derivation does not operates directly from the consonantal root, as it does in traditional Hebrew grammar, but de mot à mot 'from word to word' (Bohas 1984) . This type of word--based derivation makes sense if we assume the influence of the Greek and Syriac grammatical traditions, which were strictly word--and--paradigm and admitted of no morphemes.
Thus, one word form is said to be the ʔaṣl of another, as follows: 5
The maṣdar is the initial form of the verb
The maṣdar is the ʔaṣl of the past form of the verb
The past form of the verb is the ʔaṣl of the present
The present form is the ʔaṣl of the imperative
In short, traditional Arabic morphology is not root--based in the modern sense. Each form in a derivation was regarded as the base (ʔaṣl) of the next and there was no distinct term for the consonantal root as opposed to other bases. Yes, dictionaries from the start were organized around consonantal roots, but homophonous roots with different senses were never systematically distinguished.
The Hebrew morphological tradition
The 
Form and meaning in Hebrew morphology
In traditional Hebrew morphology, each roots is said to have a constant meaning and each binyan is said to embody a constant syntactic type, defined largely in terms of argument structure. The meaning of an uninflected verb (lexeme) is composed of the meaning of its root and the syntactic type of its binyan. In fact, little of this is cashed out in practice. Consider first the binyan system. First, the syntactic types of only three of the seven binyanim are reliable. Puʕal and hofʕal are more or less restricted to being passives of piʕel and hifʕil respectively, and have always been fairly marginal. Of the five major binyanim, hitpaʕʕel is the only truly reliable one, being almost always reflexive. Of the remaining four, Hifʕil is the most reliable, being usually causative, while piʕʕel is frequently 'intensive', not a structural type (though see the discussion of Doron below) and is also used with all quadriliteral verbs, regardless of meaning, a usage that is clearly driven by phonological factors.
Qal embodies no syntactic type (it is basic). Nifʕal is usually intransitive but sometimes the passive of qal, which surprisingly has no regular passive, though it is the most common binyan. Overall, there are many verbs whose binyan must be listed lexically. For example, hitpaʕʕel verbs include hitpallel 'pray', histakel 'look'
and hiʃtameʃ 'use'. Berman (1978, ch. 3) provides a summary of the nuances of the binyan system in Modern Israeli Hebrew. Her conclusion is that the traditional 
Findings from outside pure linguistic analysis
In this section, I will review very briefly findings on Semitic roots from allied fields:
child language acquisition, aphasiology, and experimental psycholinguistics.
Despite claims to the contrary, the overwhelming weight of evidence favors the sort of position that I am advocating here: Semitic roots are primarily morphological in nature. Whether they have constant meaning or not is unimportant.
Evidence from child language acquisition
The leaders in the study of native acquisition of Hebrew and Arabic are Ruth
Berman and Dorit Ravid. Berman and Ravid agree that "Hebrew--speaking children can perform consonantal root extraction from as young as age three both in interpreting and producing novel verbs based on familiar nouns and adjectives" and that the novel verbs that they produce conform to the standard morphological patterns. (Berman 2003, p. 274) . Ravid (2003) 
Psycholinguistic evidence
In the last twenty years, there have been many psycholinguistic studies on Hebrew root and pattern morphology, using a variety of experimental paradigms: Feldman, Frost, and Penini, Frost, Forster and Deutsch 1997 , Deutsch, Frost, Rayner and Pollatsek , Goral and Obler 2003 , Berent and Shimron 2003 , Velan, Frost, Deutsch, and Plaut 2005 , Frost Bick, Frost, and Goelman 2010 2006 presents a valuable overview of work on Semitic languages more broadly. The overall conclusion to all this work is best expressed in the words of Joseph Shimron 'the sensitivity to the roots is not necessarily affected by their meanings. Rather, the root as a morpheme has an independent effect unconstrained by semantic mediation" (Shimron 2003, p. 20) . This conclusion applies equally well to the findings from child language acquisition and aphasia: speakers of Semitic languages are very sensitive to roots, but there is no evidence that these roots have constant meaning, only that they play an important in the morphology of these languages.
Conclusion
Semitic roots
Roots are real linguistic entities, but there is no value in assuming that all instances of a given root have the same meaning. Roots are instead most centrally part of the autonomous morphological system of a language and they play as robust a role in the morphology of a language like English or Latin as they do in Hebrew or Arabic.
What is special about Arabic and Hebrew is less the roots than the complex ways in which these roots interact with the obligatory syllabic templates that undergird the conjugation system of verbs. There is also the large role that the conjugations themselves play in derivation, apart from affixation. In most languages, conjugations are distinguished from one another by having different affix patterns.
In Semitic languages, they are also distinguished by complex syllabic templates, reminiscent of the ablaut patterns of Germanic languages, but much stricter in form, Berman, Shmuel Bolozky, Uzi Ornan, and Ora Schwartzwald. What they and their successors discovered was that the root and binyan system of these languages was more honored in the breach than in the observance, that it constituted a system of partial regularities rather than the perfect universe that had been depicted in In other words, if one looks at Semitic root and binyan systems as they actually function within real languages, rather than through the lens of a tradition that dates back a millennium, they turn out to manifest the sort of partial and default regularities characteristic of complex morphological systems that have become familiar to morphologists over the last forty years, rather that the invariant system so dearly desired by theoreticians since Baudouin de Courtenay. But we should not despair, because in these forty years we have developed an arsenal of tools meant precisely to attack these partial regularities in very precise ways as a network of ordered defaults (Aronoff 1994, Brown and Hippisley 2011) . Yes, Semitic morphology is unusual, but it is not outside the universe of morphological systems that have occupied morphologists' attention of late. Furthermore, although roots are central to Semitic morphology, the roots of Semitic are in many ways completely analogous to those of English inasmuch as their most interesting properties are purely morphological and have nothing to do with meaning, except insofar as they are realized through a lexeme.
Roots, morphemes, morphomes, and lexical categories
The most remarkable property of roots in any language is their formal stalwartness in the face of semantic variation. As I noted above, English irregular verbs like run always have the same irregular forms, no matter how wide the variation in meaning across senses. The same is true of suppletive Latin roots like fer and the weak roots of Hebrew. Much less remarked but more remarkable is the fact that this formal unity in the face of semantic variation is not a special property of irregular roots or roots in general; it is the hallmark of morphological units of every kind, including those that show no variation in form at all. Consider English derivational suffixes, like -er, --ic, and -y. If we peruse a reverse alphabetical dictionary and consider the meanings of all words ending in any one of these suffixes, it quickly becomes apparent that there is tremendous variation in the set. But their form remains constant, so much so that this formal constancy is never noticed. English derivational suffixes differ greatly from one another in productivity, as derivational affixes do in any language, and these differences are correlated closely with what I have called elsewhere semantic coherence (Aronoff 1976) , the extent to which the meaning of any given word in a suffix is predictable (Baayen 1992 , Plag 1999 , Bauer 2001 ). Where they do not differ is in what we might call formal coherence.
Between the most productive affixes such as -ness and the least productive like -th there is no difference in formal coherence, despite the gulf in semantic coherence.
The constant heart of linguistic morphology is the form of word and this extends to roots as it does to all morphological elements. Even Alec Marantz seems now to agree, at least if I interpret one of his recent statements correctly:
This view of the relation between roots and lexical categories is generally consistent with the insights of "lexeme--based" morphological theories such as Aronoff's (2001) [sic]. The word root plays an important role in an Aronoff--style theory as well as the present one, capturing facts associated with families of words sharing the same root. However, the meaning contribution of a root is never independently realized within this version of Distributed Morphology, since the objects of interpretation are the phases, not the roots. A root with a category--determining head corresponds to the lexeme of Aronoff's system, and such a constituent can have a particular meaning, a variety of uses, and a history, as Aronoff makes clear. Marantz (n.d., 
