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Abstract
In this paper, we propose an auto-encoder based
generative neural network model whose encoder
compresses the inputs into vectors in the tangent
space of a special Lie group manifold: upper tri-
angular positive definite affine transform matrices
(UTDATs). UTDATs are representations of Gaus-
sian distributions and can straightforwardly gener-
ate Gaussian distributed samples. Therefore, the
encoder is trained together with a decoder (gen-
erator) which takes Gaussian distributed latent
vectors as input. Compared with related genera-
tive models such as variational auto-encoder, the
proposed model incorporates the information on
geometric properties of Gaussian distributions.
As a special case, we derive an exponential map-
ping layer for diagonal Gaussian UTDATs which
eliminates matrix exponential operator compared
with general exponential mapping in Lie group
theory. Moreover, we derive an intrinsic loss for
UTDAT Lie group which can be calculated as
l-2 loss in the tangent space. Furthermore, in-
spired by the Lie group theory, we propose to use
the Lie algebra vectors rather than the raw pa-
rameters (e.g. mean) of Gaussian distributions as
compressed representations of original inputs. Ex-
perimental results verity the effectiveness of the
proposed new generative model and the benefits
gained from the Lie group structural information
of UTDATs.
1. Introduction
Unsupervised deep learning is an active research area which
shows considerable progresses recently. Many deep neural
network models are invented to address various problems.
For example, auto-encoders (AEs) (Hinton & Salakhut-
dinov, 2006) are used to learn efficient data codings, i.e.
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Figure 1. Overview of the proposed LGAE model. An input ex-
ample x is encoded into a vector in the tangent Lie algebra of
the Lie group manifold formed by Gaussian distributions. Then,
the vectors is mapped to a UTDAT representation of a Gaussian
distribution. A latent vector is then sampled from this Gaussian dis-
tribution and fed to a decoder. The whole process is differentiable
and optimized using stochastic gradient descent.
latent representations. Generative adversarial networks
(GANs) (Goodfellow et al., 2014) are powerful on gen-
erating photo-realistic images from latent variables. While
having achieved numerous successes, both AEs and GANs
are not without their disadvantages. On one hand, AEs are
good at obtaining a compressed latent representation of a
given input, but hard to generate realistic samples randomly.
On the other hand, GANs are good at randomly generat-
ing realistic samples, but hard to map a given input to its
latent space representation. As a variant of AE, variational
auto-encoders (VAEs) (Kingma & Welling, 2013) are an-
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other kind of generative models which can also obtain the
latent representation of a given input. The architectures of
VAEs are similar to AEs except that the encoders encode
inputs into Gaussian distributions instead of deterministic
vectors. Trained with a Bayesian framework, the decoder
of a VAE is able to generate random samples from latent
vectors which are Gaussian distributed random noises. As
a result, many applications that require manipulating the
latent space representations are also feasible with VAE.
One major problem of VAEs is that the geometric structure
of Gaussian distributions is not considered. Traditional
machine learning models including neural networks as the
encoders of VAEs are designed for vector outputs. However,
Gaussian distributions do not form a vector space. This can
be easily shown because the parameter vectors are not closed
under regular vector operators such as vector subtraction.
The variance-covariance matrix must be positive definite
but simple vector subtraction will break this requirement.
Naively treating Gaussians as parameter vectors ignores
the geometric structure information of the space formed by
them. To exploit the geometric structural property, we need
to identify what kind of space it is. Gong et al. (Gong et al.,
2009) reveals that Gaussians can be represented as a special
kind of affine transformations which are identified as a Lie
group.
In this paper, we view Gaussian distributions from a geo-
metrical perspective using Lie group theory, and propose
a novel generative model using the encoder-decoder archi-
tecture. The overview of our model is presented in Figure
1. As illustrated therein, the central part of our model is a
special Lie group: upper triangular positive definite affine
transform matrices (UTDATs). On the one hand, UTDATs
are matrix representations of Gaussian distributions. That’s
to say, there is a one-to-one map between UTDATs and
Gaussian distributions. Therefore, we can analyze the ge-
ometric properties of Gaussian distributions by analyzing
the space of UTDAT. Also, we can sample from Gaussian
distributions by matrix-vector multiplying UTDAT with a
standard Gaussian noise vector. On the other hand, UTDATs
form a Lie group. Therefore, one can work on the tangent
spaces (which are Lie algebras) first, then project back to
Lie group by exponential mapping. Since Lie algebras are
vector spaces, they are suitable for most neural network
architectures. As a result, the encoder in our model outputs
vectors in the Lie algebra space. Those vectors are then
projected to UTDATs by a proposed exponential mapping
layer. Latent vectors are then generated by UTDATs and
fed to a decoder. Specifically, for Gaussian distributions
with diagonal variance-covariance matrices, we derive a
closed form solution of exponential mapping which is fast
and differentiable. Therefore, our model can be trained by
stochastic gradient descents.
2. Related works
GANs (Goodfellow et al., 2014) (Zhang et al., 2018) (Miy-
ato et al., 2018) (Mao et al., 2017) are proven effective in
generating photo-realistic images in recent developments
of neural networks. Because of the adversarial training
approach, it is difficult for GANs to map inputs to latent
vectors. Although some approaches (Donahue et al., 2016)
(Schlegl et al., 2017) are proposed to address this problem,
it still remains open and requires further investigation. Com-
pared to GANs, VAEs (Kingma & Welling, 2013) (Doersch,
2016) are generative models which can easily map an input
to its corresponding latent vector. This advantage enables
VAEs to be either used as data compressors or employed in
application scenarios where manipulation of the latent space
is required (Yeh et al., 2016) (Deshpande et al., 2017). Com-
pared with AEs (Hinton & Salakhutdinov, 2006), VAEs
encode inputs to Gaussian distributions instead of deter-
ministic latent vectors, and thus enable them to generate
examples. On one hand, Gaussian distributions do not form
a vector space. Naively treating them as vectors will ignore
its geometric properties. On the other hand, most machine
learning models including neural networks are designed
to work with vector outputs. To incorporate the geomet-
ric properties of Gaussian distributions, the type of space
of Gaussian distributions needs to be identified first; then
corresponding techniques from geometric theories will be
adopted to design the neural networks.
Geometric theories have been applied to analyze image fea-
ture space. In (Tuzel et al., 2008), covariance matrices are
used as image feature representations for object detection.
Because covariance matrices are symmetric positive definite
(SPD) matrices, which form a Riemannian manifold, a cor-
responding boosting algorithm is designed for SPD inputs.
In (Gong et al., 2009), Gaussian distributions are used to
model image features and the input space is analyzed using
Lie group theory.
In this paper, we propose a Lie group based generative
model using the encoder-decoder architecture. The core of
the model is Gaussian distributions, but we incorporate the
geometric properties by working on the tangent space of
Gaussian distributions rather than naively treating them as
vectors.
3. Gaussians as Lie group
Let v be a standard n-dimensional Gaussian random vector
v0 ∼ N (0, I), then any new vector v = Av0 + µ which
is affine transformed from v0 is also Gaussian distributed
v ∼ N (µ,Σ), where Σ = AAT . That is, any affine
transformation can produce a Gaussian distributed random
vector from the standard Gaussian. Furthermore, if we
restrict the affine transformation to be v = Uv0 + µ where
U is upper triangular and invertible (i.e. it has positive eigen
values only), then conversely we can find a unique U for any
non-degenerate Σ such that UUT = Σ. In other words,
non-degenerate Gaussian distributions are isomorphic to
UTDATs. Let G denote the matrix form of the following
UTDAT:
G =
[
U µ
0 1
]
, (1)
then we can identify the type of spaces of Gaussian distribu-
tions by identifying the type of spaces of G.
According to Lie theory (Knapp, 2002), invertible affine
transformations form a Lie group with matrix multiplication
and inversion as its group operator. It can be easily verified
that UTDATs are closed under matrix multiplication and
inversion. So UTDATs form a subgroup of the general
affine group. Since any subgroup of a Lie group is still
a Lie group, UTDATs form a Lie group. In consequence,
Gaussian distributions are elements of a Lie group.
A Lie group is also a differentiable manifold, with the prop-
erty that the group operators are compatible with the smooth
structure. An abstract Lie group has many isomorphic in-
stances. Each of them is called a representation. In Lie
theory, matrix representation is a useful tool for structure
analysis. In our case, UTDAT is the matrix representation
of the abstract Lie group formed by Gaussian distributions.
To exploit the geometric property of Lie group manifolds,
the most important tools are logarithmic mapping, exponen-
tial mapping and geodesic distance. At a specific point of
the group manifold, we can obtain a tangent space which
is called Lie algebra in Lie theory. The Lie group manifold
and Lie algebra are analogue to a curve and its tangent lines
in a Euclidean space. Tangent spaces (i.e. Lie algebras) of
a Lie group manifold are vector spaces. In our case, for
n-dimensional Gaussians, the corresponding Lie group is
1
2n(n+ 3) dimensional. Accordingly, its tangent spaces are
R 12n(n+3). Note that, at each point of the group manifold,
we have a Lie algebra. We can project a point G of the
UTDAT group manifold to the tangent space at a specific
pointG0 by the logarithmic mapping defined as
g = log(G−10 G), (2)
where the log operator at the right hand side is matrix log-
arithm operator. Note that the points are projected to a
vector space even though the form of the results are still
matrices, which means that we will flatten them to vectors
wherever vectors are required. Specifically, the point G0
will be projected to 0 at its own tangent Lie algebra.
Conversely, the exponential mapping projects points in a
tangent space back to the Lie group manifold. Let g be
a point in the tangent space of G0, then the exponential
mapping is defined as
G = G0 exp(g), (3)
where the exp operator at the right hand side is matrix
exponential operator. For two points G1 and G2 of a Lie
group manifold, the geodesic distance is the length of the
shortest path connecting them along the manifold, which is
defined as
dLG(G1,G2) = ‖log(G−11 G2)‖F , (4)
where ‖·‖F is the Frobenius norm.
4. Lie group auto-encoder
4.1. Overall architecture
Suppose we want to generate samples from a complex dis-
tribution P (X) where X ∈ RD. One way to accomplish
this task is to generate samples from a joint distribution
P (Z,X) first, then discard the part belonging to Z and
keep the part belonging toX only. This seems giving us no
benefit at first sight because it is usually difficult to sample
from P (Z,X) if sampling from P (X) is hard. However, if
we decompose the joint distribution with a Bayesian formula
P (Z,X) = P (X|Z)P (Z), (5)
then the joint distribution can be sampled by a two step
process: Firstly sample from P (Z), then sample from
P (X|Z). The benefits come from the fact that both P (Z)
and P (X|Z) may be much easier to sample from.
Estimating parameters in P (Z,X) as modeled in Eq. 5
is not easy because samples from the joint distribution are
required; however, in most scenarios, we only have sam-
ples {xi : i = 1, 2, · · · , n} from the marginal distribution
P (X). To overcome this problem, we augment each exam-
ple xi from the marginal distribution to several examples
{(zij ,xi) : j = 1, 2, · · · ,m} in the joint distribution by
sampling zij from the conditional distribution P (Z|X).
Note that Z is an auxiliary random vector helping us per-
form sampling from the marginal distribution P (X), so it
can be any kind of distribution but should be easy to sample
from. In this paper, we let P (Z) ∼ N (0, I).
In practice, P (Z|X) should be chosen according to the type
of data space of X . For example, if X is continuous, we
can model P (X|Z) as a Gaussian distribution with a fixed
isotropic variance-covariance matrix. For binary and cate-
gorical typed X , Bernoulli and multinomial distributions
can be used, respectively.
Given P (Z) and P (X|Z), P (Z|X) is usually complex
and thus difficult to sample from. So we sample zij from
another distribution Q(Z|X) instead. In this paper, we
model Q(Z|X) as Gaussian distributions with diagonal
variance-covariance matrices. Q(Z|X) should satisfy the
following objectives as much as possible:
• Q(Z|X) should approximate P (Z|X). Therefore,
given zij sampled from Q(Z|xi), xˆi sampled from
P (X|Z) should reconstruct xi.
• {zij : i = 1, 2, · · · , n; j = 1, 2, · · · ,m} should fit the
marginal P (Z) well.
To optimize the first objective, we minimize the reconstruc-
tion loss Lrec, which is the mean squared error (MSE) for
continuousX and cross-entropy for binary and categorical
X .
For the second objective, directly optimizing it using zij
is not practical because we need a large sample size m for
P (Z|X) to accurately estimate model parameters. The
total sample size of zij , which is mn, is too big for
computation. To overcome this problem, we consider
Gaussian distributions as points in the corresponding Lie
group as we discussed in section 3. Note that the set
{zij , i = 1, 2, · · · , n; j = 1, 2, · · · ,m} is sampled from
a set of Gaussian distributions Q(Z|xi). The second ob-
jective implies the average distribution of those Gaussians
should be P (Z), which is a standard Gaussian. However,
Gaussian distributions, which are equivalently represented
as UTDATs, do not conform to the commonly used Eu-
clidean geometry. Instead, we need to find the intrinsic
mean of those Gaussians through Lie group geometry be-
cause Gaussian distributions have a Lie group structure. We
derive a Lie group intrinsic loss LLG to optimize the second
objective. The details of LLG will be present in subsection
4.3.
In our proposed Lie group auto-encoder (LGAE), P (X|Z)
is called a decoder or generator, and is implemented with
neural networks. Q(Z|X) is also implemented with neural
networks. Note that Q(Z|X) is a Gaussian distribution,
so the corresponding neural network is a function whose
output is a Gaussian distribution. Neural networks as well
as many other machine learning models are typically de-
signed for vector outputs. Being intrinsically a Lie group as
discussed in section 3, Gaussian distributions do not form
a vector space. To best exploit the geometric structure of
the Gaussians, we first estimate corresponding points gi
in the tangent Lie algebra at the position of the intrinsic
mean of {Gi, i = 1, 2, · · · , n} using neural networks. As
LLG requires the intrinsic mean to be the standard Gaus-
sian P (Z) = N (0, I), whose UTDAT representation is the
identity matrix I , the corresponding point gi in the tangent
space ofGi is
gi = log(Gi). (6)
Since {gi, i = 1, 2, · · · , n} are in a vector space, they can
be well estimated by neural networks. gis are then projected
to the Lie group by an exponential mapping layer
Gi = exp(gi). (7)
For diagonal Gaussians, we derive a closed-form solution of
the exponential mapping which eliminates the requirement
of matrix exponential operator. The details will be presented
in subsection 4.2.
The whole architecture of LGAE is summarized in Figure 1.
A typical forward procedure works as follows: Firstly, the
encoder encodes an input xi into a point gi in the tangent
Lie algebra. The exponential mapping layer then projects
gi to the UTDAT matrix Gi of the Lie group manifold. A
latent vector z is then sampled from the Gaussian distribu-
tion represented byGi by multiplyingGi with a standard
Gaussian noise vector. The details of the sampling operation
will be described in section 4.4. The decoder (or generator)
network then generates xˆi which is the reconstructed ver-
sion of xi. The whole network is optimized by minimizing
the following loss
L = λLLG + Lrec, (8)
where LLG and Lrec are the Lie group intrinsic loss and
reconstruction loss, respectively. Because the whole forward
process and the loss are differentiable, the optimization can
be achieved by stochastic gradient descent method.
4.2. Exponential mapping layer
We derive the exponential mapping gi = exp(Gi) for di-
agonal Gaussians. WhenGi ∼ N (µi,Σi) is diagonal, we
have
Σi =

σ2i1
σ2i2
. . .
σ2iK .
 . (9)
The following theorem gives the forms ofGi and gi, as well
as their relationship.
Theorem 1. Let Gi be the UTDAT and gi be the corre-
sponding vector in its tangent Lie algebra at the standard
Gaussian. Then
Gi =

σi1 µi1
σi2 µi2
. . .
...
0 0 . . . 1
 (10)
gi =

φi1 θi1
φi2 θi2
. . .
...
0 0 . . . 1
 , (11)
where
φik = log(σik) (12)
θik =
µik log(σik)
σik − 1 . (13)
Proof. By the definition of UTDAT, we can straightfor-
wardly get Eq. 10. Let H = Gi − I . Using the series
form of matrix logarithm, we have
gi = log(Gi)
= log(I +H)
=
∞∑
t=1
(−1)t−1H
t
t
. (14)
By substitutingH into 14, we get Eq. 11 and the following:
φik =
∞∑
t=1
(−1)t−1 (σik − 1)
t
t
= log(σik)
and
θik =
∞∑
t=1
(−1)t−1µik(σik − 1)
t−1
t
=
µik log(σik)
σik − 1 .
Alternatively, after we identify gi has the form as in Eq. 11,
we can derive the exponential mapping by the definition of
matrix exponential
Gi = exp(gi) =
∞∑
t=0
gti
t!
=

∑∞
t=0
φti1
t! θi1
∑∞
t=1
φt−1i1
t!
. . .
...
0 . . . 1

=

eφi1 θi1φi1
(∑∞
t=0
φti1
t! − 1
)
. . .
...
0 . . . 1

=
e
φi1 θik(e
φi1−1)
φi1
. . .
...
0 . . . 1
 .
The exponential mapping layer is expressed as
σik = e
φik (15)
µik =
θik(e
φik − 1)
φik
(16)
Note that if σik = 1 (i.e. φik = 0), then µik = θik due to
the fact that limx→0
log(x+1)
x = 1 or limx→0
ex−1
x = 1.
4.3. Lie group intrinsic loss
Let Gi be the UTDAT representation of P (Z|xi). The
intrinsic meanG∗ of thoseGis is defined as
G∗ = argmin
G
n∑
i=1
d2LG(G,Gi). (17)
The second objective in the previous subsection requires
thatG∗ = I , which is equivalent to minimizing the loss
LLG =
n∑
i=1
d2LG(I,Gi) (18)
=
n∑
i=1
‖log(Gi)‖2F
=
n∑
i=1
‖gi‖2F . (19)
So the intrinsic loss plays a role of regularization during the
training. Since the tangent Lie algebra is a vector space, the
Frobenius norm is equivalent to the l2-norm if we flatten
matrix gi to a vector. Eq. 18 plays a role of regularization
which requires all the GaussiansGi to be grouped together
around the standard Gaussian. Eq. 19 shows that we can
regularize on the tangent Lie algebra instead, which avoids
the matrix logarithm operation. Specifically, for diagonal
Gaussians, we have
LLG =
n∑
i=1
‖gi‖2F (20)
=
n∑
i=1
K∑
k=1
(φ2ik + θ
2
ik) (21)
4.4. Sampling from Gaussians
According to the properties of Gaussian distributions dis-
cussed in section 3, sampling from an arbitrary Gaussian
distribution can be achieved by transforming a standard
Gaussian distribution with the corresponding, i.e.[
zij
1
]
= Gi
[
vij
1
]
, (22)
where vij is sample from V ∼ N (0, I). Note that, this
sampling operator is differentiable, which means that gradi-
ents can be back-propagated through the sampling layer to
the previous layers. When Gi is a diagonal Gaussian, we
have
zij = σ  vij + µ, (23)
where σ = [σi1, · · · , σiK ]T , µ = [µi1, · · · , µiK ]T and
 is the element-wise multiplication. Therefore, the re-
parameterization trick in (Kingma & Welling, 2013) is a
special case of sampling of UTDAT represented Gaussian
distributions.
5. Discussion
Although our proposed LGAE and VAE both (Kingma &
Welling, 2013) have an encoder-decoder based architecture,
they are essentially different. The loss function of VAE,
which is
L = KL(Q(Z|X)‖N (0, I)) + Lrec, (24)
is derived from the Bayesian lower bound of the marginal
likelihood of the data. In contrast, the loss function of
LGAE is derived from a geometrical perspective. Further,
the Lie group intrinsic loss LLG in Eq. (8) is a real metric,
but the KL-divergence in Eq. (24) is not. For examples,
the KL-divergence is not symmetric, nor does it satisfy the
triangle inequality.
Further, while both LGAE and VAE estimate Gaussian dis-
tributions using neural networks, VAE does not address
the non-vector output problem. As a contrast, we system-
atically address this problem and design an exponential
mapping layer to solve it. One requirement arising from
the non-vector property of Gaussian distributions is that the
variance parameters be positive. To satisfy this requirement,
(Kingma & Welling, 2013) estimate the logarithm of vari-
ance instead. This technique is equivalent to performing
the exponential mapping for the variance part. Without a
theoretical foundation, it was trial-and-error to choose exp
over other activations such as relu and softplus. Our theoret-
ical results confirms that exp makes more sense than others.
Moreover, our theoretical results further show that a better
way is to consider a Gaussian distribution as a whole rather
than treat its variance part only and address the problem in
an empirical way.
Because the points of the tangent Lie algebra are already
vectors, we propose to use them as compressed represen-
tations of the input data examples. These vectors contain
information of the Gaussian distributions and already incor-
porate the Lie group structural information of the Gaussian
distributions; therefore, they are more informative than ei-
ther a single mean vector or concatenating the mean vector
and variance vector naively together.
6. Experiments
6.1. Datasets
The proposed LGAE model is evaluated on two benchmark
datasets:
• MNIST: The MNIST dataset (Lecun et al., 1998) con-
sists of a training set of 60, 000 examples of handwrit-
ten digits, and a test set of 10, 000 examples. The digits
have been size-normalized and centered into fixed-size
28× 28 images.
• SVHN: The SVHN dataset (Netzer et al., 2011) is also
a collection of images of digits. But the background of
image is more clutter than MNIST, so it is significantly
harder to classify. It includes a training set of 73, 257
examples, a test set of 26, 032 examples, and an extra
training set of 531, 131 examples. In our experiments,
we use the training and test sets only, and the extra
training set is not used throughout the experiments.
6.2. Settings
Since VAE (Kingma & Welling, 2013) is the most related
model of LGAE, we use VAE as a baseline for comparisons.
We follow the exact experimental settings of (Kingma &
Welling, 2013). That is, MLP with 500 hidden units are used
as encoder and decoder. In each hidden layer, non-linear
activation tanh are applied. The parameters of neurons are
initialized by random sampling from N (0, 0.01) and are
optimized by Adagrad (Duchi et al., 2011) with learning
rate 0.01. Mini-batches of size 100 are used. For the LGAE
model, we use λ = 0.5 as the weight for the Lie group
intrinsic loss.
For both the MNIST and SVHN datasets, we normalize the
pixel values of the images to be in the range [0, 1]. Cross en-
tropies between those true pixel values and predicted values
are used as reconstruction errors in Eq. (8). Both the VAE
and LGAE are implemented with PyTorch (Paszke et al.,
2017). Note that there is no matrix operation in the LGAE
implementation thanks to the element-wise closed-form so-
lution presented in Section 4.2 and 4.3. Therefore, the
run-time is almost the same as VAE. On a Nvidia GeForce
GTX 1080 graphic card, it takes about 12.5 and 25 seconds
to train on the training set and test on both the training and
test sets for one epoch with mini-batches of size 100.
6.3. Results
In the first experiment, we investigate the effectiveness of
the proposed exponential mapping layer. We design a vari-
ant of LGAE which uses the same loss as VAE; i.e., we
replace the Lie group intrinsic loss with KL divergence but
keep the exponential mapping layer in the model. We call
this variant LGAE-KL. Because it has the same loss formula
as VAE, it is fair to compare their values during training. We
train VAE and LGAE-KL on the training sets of MNIST and
SVHN for 1, 000 epochs. It is shown in (Kingma & Welling,
2013) that the negative value of this loss is the lower bound
of the marginal likelihood in a Bayesian perspective. After
each epoch, we evaluate the loss both on the training and
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Figure 2. Loss values (i.e. negative lower bound of marginal likelihood as described in (Kingma & Welling, 2013)) versus training
progresses. The horizontal and vertical axes are the number of epochs trained and the loss values, respectively. Note that loss values on
the SVHN dataset are plotted with two different vertical axes to avoid the scaling problem caused by the gap between training and testing
loss values. The left and right axes are for traing and testing sets, respectively.
test sets. The values are plotted in Figure 2. The curves
show that our LGAE-KL obtains smaller values of the loss
both on training and test sets, which indicates that learning
on the tangent Lie algebra is more effective than ignoring
the Lie group structure of the Gaussian distributions. Note
that LGAE also obtains smaller lower bounds consistently
with different values of K. On the SVHN dataset, there is
a large gap between training and testing loss values, which
is possibly caused by the different sizes of the two sets, as
well as the cluttered backgrounds in images of the dataset.
A simple multi-layer perceptrons (MLP) network with two
layers may not be able to sufficiently fit the data; there-
fore, the lower bound value on the training set decreases too
slowly to close the gap. In the future, designing a deep con-
volutional network architecture for the encoder and decoder
is a promising direction to extend LGAE model to handle
natural images.
In the second experiment, we compare the encoding ca-
pability of LGAE with VAE. We train LGAE, LGAE-KL
and VAE on the training sets. Then we obtain the encoded
representations of examples from both the training and test
sets. A nearest centroid classifier is then trained on the
representations of the training set and tested on the test set.
Since the nearest centroid is a very simple classifier which
has no hyper-parameters, the classification accuracy on the
test set indicates the representation power of encoded in-
puts. For VAE we test two different representations: mean
vector and a concatenation of mean vector and covariance
matrix (i.e. concatenate parameters of Gaussian distribu-
tions). For LGAE-KL and LGAE we test those two kinds
of representations as well as the Lie algebra vector. Table
1 summarizes the results on the MNIST dataset. From Ta-
Table 1. Classification accuracies (%) on the MNIST dataset.
Method K = 2 K = 5 K = 10
VAE (µ) 56.22 78.53 85.68
VAE (µ‖Σ) 56.22 78.53 85.68
LGAE-KL (µ) 58.88 80.77 85.86
LGAE-KL (µ‖Σ) 58.88 80.77 85.90
LGAE-KL (g) 60.82 80.54 86.20
LGAE (µ) 59.37 79.81 85.45
LGAE (µ‖Σ) 54.80 79.26 85.47
LGAE (g) 68.70 83.27 86.88
ble 1, we can see that LGAE-KL gets better performance
than VAE, which reconfirms the effectiveness of the pro-
posed exponential mapping layer. LGAE performs the best,
VAE (K=2) VAE (K=5) VAE (K=10) VAE (K=20)
LGAE (K=2) LGAE (K=5) LGAE (K=10) LGAE (K=20)
Figure 3. Generated images from randomly sampled latent vectors for the MNIST dataset. The upper and lower rows are generated by the
VAE and LGAE models, respectively.
which indicates the superiority of the Lie group intrinsic loss
over KL divergence. Moreover, the results also show that
naively concatenating covariance with mean does not con-
tribute much to the performances, and sometimes even hurts
it. This phenomenon indicates that treating Gaussians as
vectors cannot fully extract important geometric structural
information from the manifold they formed.
To illustrate the generative capability of LGAE, we ran-
domly generate images using the model and plot them along
with images generated from VAE. Figures 3 and 4 show the
generated images from both models trained on the MNIST
and SVHN datasets, respectively.
7. Conclusions
We propose Lie group auto-encoder (LGAE), which is a
encoder-decoder type of neural network model. Similar
to VAE, the proposed LGAE model has the advantages of
generating examples from the training data distribution, as
well as mapping inputs to latent representations. The Lie
group structure of Gaussian distributions is systematically
exploited to help design the network. Specifically, we design
an exponential mapping layer, derive a Lie group intrinsic
loss, and propose to use Lie algebra vectors as latent repre-
sentations. Experimental results on the MNIST and SVHN
datasets testify to the effectiveness of the proposed method.
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