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Abstract:
Protein function prediction is the important problem in modern biology. In this paper, the un-normalized,
symmetric normalized, and random walk graph Laplacian based semi-supervised learning methods will be
applied to the integrated network combined from multiple networks to predict the functions of all yeast
proteins in these multiple networks. These multiple networks are network created from Pfam domain
structure, co-participation in a protein complex, protein-protein interaction network, genetic interaction
network, and network created from cell cycle gene expression measurements. Multiple networks are
combined with fixed weights instead of using convex optimization to determine the combination weights
due to high time complexity of convex optimization method. This simple combination method will not affect
the accuracy performance measures of the three semi-supervised learning methods. Experiment results
show that the un-normalized and symmetric normalized graph Laplacian based methods perform slightly
better than random walk graph Laplacian based method for integrated network. Moreover, the accuracy
performance measures of these three semi-supervised learning methods for integrated network are much
better than the best accuracy performance measures of these three methods for the individual network.
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1. Introduction
Protein function prediction is the important problem in modern biology. Identifying the function
of proteins by biological experiments is very expensive and hard. Hence a lot of computational
methods have been proposed to infer the functions of the proteins by using various types of
information such as gene expression data and protein-protein interaction networks [1].
First, in order to predict protein function, the sequence similarity algorithms [2, 3] can be
employed to find the homologies between the already annotated proteins and theun-annotated
protein. Then the annotated proteins with similar sequences can be used to assign the function to
the un-annotated protein. That’s the classical way to predict protein function [4].
Second, to predict protein function, a graph (i.e. kernel) which is the natural model of relationship
between proteinscan also be employed. In this model, the nodes represent proteins. The edges
represent for the possible interactions between nodes. Then, machine learning methods such as
Support Vector Machine [5], Artificial Neural Networks [4], un-normalized graph Laplacian
based semi-supervised learning method [6,14], or neighbor counting method [7] can be applied to
this graph to infer the functions of un-annotated protein. The neighbor counting method labels the
protein with the function that occurs frequently in the protein’s adjacent nodes in the protein-
protein interaction network. Hence neighbor counting method does not utilize the full topology of
the network. However, the Artificial Neural Networks, Support Vector Machine, andun-
normalized graph Laplacian based semi-supervised learning method utilize the full topology of
