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A Novel Information Theoretic Framework for
Finding Semantic Similarity in WordNet
Abhijit Adhikari, Shivang Singh, Deepjyoti Mondal, Biswanath Dutta, Animesh Dutta
Abstract—Information content (IC) based measures for finding semantic similarity is gaining preferences day by day. Semantics of
concepts can be highly characterized by information theory. The conventional way for calculating IC is based on the probability of
appearance of concepts in corpora. Due to data sparseness and corpora dependency issues of those conventional approaches, a new
corpora independent intrinsic IC calculation measure has evolved. In this paper, we mainly focus on such intrinsic IC model and several
topological aspects of the underlying ontology. Accuracy of intrinsic IC calculation and semantic similarity measure rely on these
aspects deeply. Based on these analysis we propose an information theoretic framework which comprises an intrinsic IC calculator and
a semantic similarity model. Our approach is compared with state of the art semantic similarity measures based on corpora dependent
IC calculation as well as intrinsic IC based methods using several benchmark data set. We also compare our model with the related
Edge based, Feature based and Distributional approaches. Experimental results show that our intrinsic IC model gives high correlation
value when applied to different semantic similarity models. Our proposed semantic similarity model also achieves significant results
when embedded with some state of the art IC models including our’s.
Index Terms—Semantic similarity, information content, ontology, WordNet.
✦
1 INTRODUCTION
S EMANTIC MEASURES [38] are widely accepted nowadaysto evaluate the proximity of semantic relationship be-
tween elements of various types: units of language, dis-
eases, genes, geographical locations and so on. There are
two main notions in semantic measures. One is semantic
similarity [38], [47] and another is semantic relatedness [38],
[47]. Actually in informal way both describes how concept
A is related to concept B. But there is a significant difference
between semantic similarity and semantic relatedness. Se-
mantic similarity considers only taxonomical relationships
for measuring the semantic strength between two concepts
[47], e.g. rafting and water polo both are similar because
both are water sports. Whereas semantic relatedness consid-
ers taxonomic and non taxonomic relations (e.g. meronymy
[47], functionality, cause effect, etc.) between concepts [47],
e.g. food poison and stomach pain both are related. Food
poison is the cause of stomach pain. In this paper, our
concern is semantic similarity between two concepts.
In a nutshell semantic similarity is more difficult to
model than semantic relatedness, because later is a more
general in relationship [41]. Semantic similarity between
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concepts has high importance from many years in artificial
intelligence and cognitive science. It has been successfully
applied directly or indirectly in several areas like word
sense disambiguation [23], synonym detection [3], auto-
matic spelling error detection and correction [24], thesauri
generation [25], information extraction [26], [27], semantic
annotation [28], ontology merging [29] etc.. Semantic sim-
ilarity has been also applied in the field of formal con-
cept analysis [30] like, clustering of structured resources
[31], question answering [32], development of recommender
systems [33], and multi-agent systems [34]. In the field
of geo-informatics semantic similarity is used to compute
how well two geographic concepts are related based on
their domain specific ontology like geo-net-pt [37]. There
are several biomedical ontologies available nowadays. Some
well known examples are SNOMED-CT [35], MeSH [36] etc.
Due to availability of such large well structured resources in
biomedical domain, interests have been growing in finding
semantic similarity assessments based on these ontologies
in biomedical domains. They are mainly used to compare
genes and proteins based on similarity of their functions
rather than on their sequence similarity [54].
Several measures for finding semantic similarity be-
tween two concepts have been proposed till now. Those
measures are broadly classified as distributional measure [38]
and knowledge based measure [38]. Distributional measure
totally relies on corpus and has several limitations. Index-
ing and ranking mechanisms used in search engines make
distributional measure biased in nature [41]. Statistical dis-
tribution based on words of this measure also overlooks the
fact that the semantic units can be Multi Word Entity (MWE)
[41]. Beside these, in distributional measure the words to
be compared must have to occur at least few times in the
corpus. Even sense tagged corpora are hardly available for
comparing semantics between two concepts by this measure
2[38]. Due to availability of large number of ontologies in
several domains, semantic similarity based on knowledge
based measures are gaining preferences over distributional
measures. Knowledge based measure depends on user de-
fined resources such as thesauri, taxonomies or encyclope-
dias, as the context of comparison [41].
Several approaches in knowledge based paradigm are
available like, edge-based [38] approach considers the similar-
ity as a function of distance which separates two concepts
in the ontology and feature-based [38] strategy evaluates
a concept as a set of features. The features of a concept
are usually considered as the set of concepts subsuming
it, i.e. its ancestors. Another approach from knowledge
based measures relies on information theory [38] which
assesses the similarity of concepts according to the amount
of information they provide, i.e. their information content
(IC). This IC measure is one of the best measures among all
proposed ones. The similarity value gained by this measure
is more accurate and effective than others. This information
theoretic approach for finding semantic similarity is actually
a two folded process. First step is to calculate IC of each
concepts. In second step these IC values are used to calculate
semantic similarity between any two concepts. In initial
stages, calculation of IC relies completely on corpus, i.e. IC
of any concept is calculated based on the frequencies of that
concept evaluated from the corpus where the concept or
its any of the instance is used. Problem of this method is,
it suffers from data sparsity. Beside this, for having tagged
corpora we need huge human efforts though, accuracy of
this measure is higher than distributional measures. To over-
come the loopholes of the earlier IC calculation technique,
an intrinsic IC calculation technique has been evolved. This
intrinsic approach totally relies on the ontology that is used
for finding semantic similarity. This approach out-performs
the existing corpus based IC calculation techniques. An
efficient semantic similarity measure embedded with an
efficient intrinsic IC calculator as a whole can out perform
other state of the art semantic similarity measures.
Our main contributions of this paper are given below:
• This paper is an extension work of our earlier re-
search [40]. In that work, we have proposed a novel
intrinsic IC calculator. In the earlier research we have
tested our IC calculator by three classical semantic
similarity calculators based on a smaller benchmark
data set. In our current paper we check our IC model
more thoroughly using bigger benchmark data set.
We also evaluate performance by embedding pro-
posed IC model with some more state of the art
semantic similarity checkers. It is shown in this pa-
per that our IC model with some specific semantic
similarity calculator gives better results than any of
the state of the art IC calculation models.
• This paper also proposes a novel technique for mea-
suring semantic similarity between two concepts.
Our semantic similarity calculator gives significant
similarity scores based on the proposed IC calculator.
Others IC calculator also gives significant results
when applied to our semantic similarity calculator.
The rest of the paper is organized as follows: In section 2
we discuss about previous works in related domain. Section
3 defines scope of the current work. Section 4 discusses the
proposed systemmodel and metric used. Section 5 and 6 de-
scribe the proposed solution, and experiments respectively.
Section 7 concludes the paper.
2 RELATED WORK
Finding semantic similarity based on IC is basically a two
folded process. Those are calculating IC and measuring
semantic similarity based on calculated IC.
A. IC calculation model: The core part of calculating se-
mantic similarity of two concepts depends on finding IC
first. The more accurate the IC calculation technique is,
the more accurate evaluated similarity value would be. So,
calculating IC with more perfection is very much crucial.
This IC calculation technique also can be divided as
A.1 Corpora based IC calculation techniques:
Resnik [1] has first proposed corpora based IC calcula-
tion measure. This type of information theoretic approaches
for calculating IC of any concept, depend on the inverse of
the probability of that concept’s frequency in the underlying
corpus where it is used:
IC(c) = − log(p(c)) (1)
So, a concept which is more frequent has less IC than a
concept having less frequency. IC of a concept from an ontol-
ogy monotonically decreases as one goes towards root node.
For calculating IC of a concept of any ontology depends on
all of its taxonomical hyponyms’ frequencies in the corpus.
So, probability of that concept is calculated in the following
way:
p(c) =
Σw∈W (c)freq(w)
N
(2)
where, W (c) is the set of terms in the corpus whose senses
are subsumed by concept c. N is the total number of corpus
terms contained in the taxonomy. Lin [3], Jiang and Conrath
[2] have extended Resnik’s similarity measures but have
used Resnik’s Corpora based IC calculation techniques. For
the accurate computation of concept appearance probabil-
ities, word sense must be determined in the corpus as
textual corpora contains words. These concepts are modeled
by ontology. This process needs to remove ambiguation
and requires proper annotation of each concept found in
the corpus. Any kind of changes made in the taxonomy
or in the corpus, recomputation is needed each time for
the affected concepts. This process is time consuming and
need human intervention. The size and nature of the input
highly effect the resulting probability. The ontology should
be more complete. Corpora’s contents should be sufficient
with respect to the ontology scope and large enough to
avoid data sparseness. Though Brown corpus [22] may be
suitable for WordNet [21] [42] ontology, but more specific
corpora is be needed for domain ontologies. So, scalability
issue and data sparseness [5] hamper the applicability of
this earlier IC calculation model.
A.2 Intrinsic IC calculation techniques:
To overcome the loopholes mentioned in sub-section A.1,
several authors [1], [4], [5], [6], [7], [8] have proposed intrin-
sic IC computation model. In this model, we do not have to
rely on any corpora for calculating IC. IC is calculated based
on the ontology itself. Seco et al. [5] have formulated IC
3calculations technique intrinsically first. Seco’s model relies
on number of concept hyponyms of the underlying ontology
in the following way:
ICseco(ci) =
log(hypo(ci)+1
maxwn
)
log( 1
maxwn
)
(3)
where, hypo(ci) represents number of hyponyms the con-
cept ci has and maxwn represents maximum number of
concepts the taxonomy has. WordNet is considered as un-
derlying taxonomy in their approach. The problem of this
model is, concepts of same number of hyponyms but dif-
ferent generality will result same similarity value. To tackle
this problem Zhou et al. [7] have introduced relative depth
with number of hyponyms of the concept:
ICzhou(ci) = K(1–
log(hypo(ci) + 1)
log(nodemax)
) + (1–K)
log(deep(ci))
log(deepmax)
(4)
Introducing depth as weighted feature is problematic as
the weight represents a parameter that must be empirically
tuned. To avoid this problem Sa´nchez et al. [6] have intro-
duced a new intrinsic model for IC calculation:
ICdavid(ci) = – log(
leaves(ci)
subsumers(ci)
+ 1
maxleaves + 1
) (5)
Still some problems remain in this model. Concepts having
same number of subsumers and leaves but different hy-
ponym structure and different number of hyponyms will
generate same IC values. That means both concepts have
same meaning. But they should convey different informa-
tion. Meng et al. [8] have proposed a new model again to
overcome this above mentioned problem of eq. 5. They have
considered depth of the concept and depth of each hyponym
of the concept. David Sa´nchez [4] has proposed again a new
IC calculation model based on commonness of a concept.
Actually this model relies on number of subsumers of leaf
nodes of the concept whose IC is being calculated in the
following way:
ICdavid(ci) = – log(
commonness(ci)
commonness(root)
) (6)
where, commonness(ci) = Σcommonness(l), ∀ l | l is a
leaf node Λ l is subsumed by concept ci and ci is not a
leaf node. commonness(l) = 1
subsumers(l) . Qingbo et al. [50]
have proposed a new intrinsic IC calculation model with
some different topological factors in the following way:
ICqingbo(ci) = fdepth(ci)∗ (1− fleaves(ci))+ fhypernyms(ci)
(7)
where, fdepth(ci), fleaves(ci), fhypernyms(ci) are defined as
follows
fdepth(ci) =
log(depth(ci))
log(max depth)
(8)
fleaves(ci) =
log(leaves(ci) + 1)
log(max leaves+ 1)
(9)
fhypernyms(ci) =
log(hyper(ci) + 1)
log(max nodes)
(10)
where ci is the evaluated concept in the ontology, and
depth(ci), hyper(ci) and leaves(ci) corresponds to its
depth, the number of its hypernyms, and the number of
its leaves respectively. In addition, max depth, max nodes
and max leaves are three constants concerned with the
background ontology.
B. Semantic similarity measure based on IC: There are basi-
cally three classical semantic similarity measures available
which are used by authors to judge the performance of
their IC models. Resnik [1] has first proposed IC based
semantic similarity measure. According to Resnik similar-
ity between two concepts depends upon IC of their least
common subsumer (LCS) (i.e. the concept which subsume
both the concepts and has maximum depth among all other
subsumers of those concepts) in the following way:
Simres(ci, cj) = max(IC(LCS(ci, cj))) (11)
Sim(ci, cj) represents semantic similarity between concepts
ci and cj throughout this paper. If the concepts under con-
sideration do not have any common subsumers then their
similarity will be considered as zero. The problem of Resnik
is any pair of concepts having same LCS will have same
similarity value. To overcome this problem Lin [3] and Jiang
and Conrath [2] has extended Resnik’s work by considering
IC of the each evaluated concepts. Lin considered Resnik’s
similarity formula and has made a ratio with summation of
individual IC of each concept:
Simlin(ci, cj) =
2× Simres(ci, cj)
IC(ci) + IC(cj)
(12)
Jiang and Conrath have proposed similarity between two
concepts in terms of distance between two concepts using
IC:
Distj&c(ci, cj) = IC(ci)+IC(cj)−2×Simres(ci, cj) (13)
If we take opposite of distance we will get similarity scores
from Jiang and Conrath measure.
Apart from these three classical semantic similarity cal-
culators Pirro´ et al. [48] and Montserrat Batet [47] also
have proposed some IC basd semantic similarity calculators.
Pirro´ et al. have presented a framework, which maps the
feature-based model of semantic similarity into the infor-
mation theoretic domain. They call their model as FaITH
model. The model looks like:
SimFaITH(ci, cj) =
IC(LCS(ci, cj))
IC(ci) + IC(cj)− IC(LCS(ci, cj))
(14)
Pirro´ et al. have used IC model defined by Seco et al. in
their FaITH model of semantic similarity. Montserrat Batet
[47] mapped an edge counting semantic similarity measure
into an IC based semantic similarity model in the following
way:
Simm = − log
IC(ci) + IC(cj)− 2× IC(LCS(ci, cj)) + 1
2×max IC
(15)
In this model, Montserrat Batet has used Sa´nchez’s IC model
(equation 5) for calculating IC. Apart from all these IC based
semantic similarity models, many authors have proposed
several non-IC based measures for calculating semantic
similarity. Rada et al. [10], Wu and Palmer [11], Leacock et
al. [12], Li et al. [13] are few of them who proposed edge-
counting semantic similarity measures. Rodriguez et al. [14],
4Tversky [15], and Petrakis et al. [16] have proposed feature-
based models for semantic similarity calculation. Bollegala
et al. [17] Chen et al. [18], Sahami et al. [19], Gledson et
al. [45] are some of the authors who have proposed dis-
tributional semantic similarity calculation models. Bollegala
et al. [44] has proposed again a Web Snippest and Page-
count based approach where they have introduced some
clustering with their previous work [17]. We do not discuss
much about these non IC based semantic similarity model,
as our main concern is semantic similarity model based on
intrinsic IC calculation technique.
3 SCOPE OF THE WORK
According to the IC-model proposed by Meng et al., there is
a possibility that two concepts have same hyponym struc-
ture and stay in the same depth but with different number
of subsumers. In that case both concepts have also same
C0
C1 C2 C3 C4
C5 C6
C7
C8
C9 C10 C11 C12 C13
C14 C15
Fig. 1: An example ontology of hyponymy-hypernymy relation-
ship.
IC value, which is not expected as the topological structure
of both concepts in the ontology is different. Consider
Fig. 1, where concept c5 and c7 both have same depth.
Both the concepts have same number of hyponyms and
their structures are also same. But the differences present
in the structure of subsumers which actually define the
concreteness of any concept. Both have different number of
subsumers. Topological arrangement of those subsumers are
also different. It is quiet obvious that the more we consider
topological details, the more there is chances to get accurate
IC values of concepts. Actually in this model of Meng et al.
both the concepts have different type of inheritance. c5 has
no multiple inheritance and c7 has multiple inheritances.
So, they should not result in same IC value because number
of multiple inheritance of the concept should have some
significant weightage in deciding IC intrinsically. Again
according to the model proposed by David Sa´nchez (eq. 6)
[4], relies on only the number of subsumers of leaves of the
concept whose IC is going to be calculated. But according
to the Fig. 2, there are two concepts c3 and c10 which are
at different depths. c3 at depth 1 and c10 at depth 3. Both
has single leaf node. Now leaf node of c3 has six numbers
of subsumers and leaf node of c10 also has six numbers of
subsumers then c3 and c10 will have same IC. But it should
not happen as both the concepts are at different depth and
C0
C1 C2 C3 C4
C5 C6
C7
C8
C9 C10 C11
C12
C13
Fig. 2: An example ontology of hyponymy-hypernymy relation-
ship.
as we know that the more deep we proceed in any ontology
the more greater IC the node possess [52]. Along with this,
topological structure of subsumers of both the leaves are
also different.
It is quite evident that without an effective semantic sim-
dcsi
dcsj dcsk
root
ci
cj
Represents possibility of branches of the ontology.
Represents direct connections between two concepts of the ontology used for simplicity.
Represents direct connections between two concepts of the ontology.
Represents concepts of the ontology.
Fig. 3: A partial view of an example ontology with hyponymy-
hypernymy relationship and members of set DCS(ci, cj).
ilarity calculator, we can not determine semantic similarity
between two concepts more accurately based on semantics.
We find some new aspects which are missing in existing
competing methods to incorporate into a semantic similarity
calculation model. DCS(ci, cj) is one of them. DCS(ci, cj)
is defined in definition 8 and Algorithm 1 shows the proce-
dure to find DCS(ci, cj).
To overcome the above mentioned issues we need to
5design a novel intrinsic IC calculation model along with
a novel semantic similarity calculation model which can
generate better correlation coefficient value when applied to
benchmark data. That is why, we propose a new intrinsic IC
calculation model based on several structural aspects of the
ontology. These aspects are discussed in section 5. Apart
from IC calculation technique, we also propose a novel
semantic similarity calculator in this paper.
4 SYSTEM MODEL AND METRIC USED
The problem can be efficiently modeled by the notion of
discrete mathematics [51]. An Ontology O is a connected
graph G(V, E) where vertex set V represents set of con-
cepts, i.e. V = {c0, c1, c2, . . . , cn}, and edge set E repre-
sents relation R between concepts. So, R ⊆ V × V where
R ∈ Hyponym∨Hypernym. Along with this, R is transitive
and neither reflexive nor symmetric in nature. IC of a
concept is denoted as IC(c) | c is a concept. IC(c) ∈ [0, 1].
IC(root) in any topology is zero. Maximum value of IC could
be 1 and the concept having IC value 1 must be a leaf node.
Sim(ci, cj) denotes the semantic similarity calculator for
concepts ci and cj . Sim(ci, cj) ∈ [0, 1].
We use correlation coefficient [20] as metric to check
performance of our proposed information theoretic frame-
work. For finding correlation coefficient we need two sets of
data, X and Y . When two sets of data are strongly linked
together then we say they are highly correlated. correlation
coefficient value ranges between -1 to +1. The formula for
calculating correlation is as follows:
rxy =
Σni=1(xi − x¯)(yi − y¯)√
Σni=1(xi − x¯)
2Σni=1(yi − y¯)
2
(16)
where,X = (x1, x2, . . . , xn) and Y = (y1, y2, . . . , yn). (xi−
x¯) is the difference between each term of set X and mean
of set X and (yi − y¯) is the difference between each term of
set Y and mean of set Y . We have compared this correlation
value with correlation values of several existing semantic
similarity calculation model to measure performance of our
IC calculation models along with our semantic similarity
model. In the current work, we round up all the correlation
coefficient values up to two decimal places.
5 PROPOSED SOLUTION
In this section we present our model for calculating IC
intrinsically andmodel for finding semantic similarity based
on calculated IC. Before going to discuss our solution we
present some definition which we consider in our frame-
work throughout. Following this we describe our proposed
solution.
5.1 Definitions
Definition 1. Hyponyms(c) = {a | a ∈ V ∧∀ a, a  c }, i.e.
all the concepts which are subsumed by the concept c.
Definition 2. Instance hyponyms(c) = It represents spe-
cific(usually real world) instance of node c. e.g. instance
hyponym of mountain is Evererst.
Definition 3. deep(c) = It represents minimum distance of
c from root node of the ontology.
Definition 4. Subsumers(c) = {a ∈ V, c ∈ V | c  a} ∪
{c}, c  a means that c is a hierarchical specialization of a.
where, V is the set of concepts in the ontology.
Definition 5. Leaves(c) = {l ∈ V, c ∈ V | l ∈
hyponyms(c) Λ l is a leaf}, where, V be the set of con-
cepts of the ontology, l is a leaf iff Hyponyms(l) = φ Λ
Instance hyponyms(l) = φ.
Definition 6. nmih(c) = number of subsumers which are
directly connected to the concept c by a single link in the
ontology.
Definition 7. Multiple Inheritance = If a concept c has
more than one direct subsumers, then we can say the
concept c has multiple inheritance.
Definition 8. DCS(ci, cj) = It stands for Disjoint Common
Subsumers. It represents set of those nodes which sub-
sume both ci and cj but none of them are related to each
other by Hyponym-Hypernym relation. Members of the set
DCS(ci, cj) are denoted as dcs.
Pictorially dcs is shown in Fig. 3. According to Fig. 3
there are three dcs present for concepts ci and cj . Those
are coloured as light blue. Procedure for calculating dcs
is formally written in Algorithm 1. First, consider four
empty sets. Those are, DCS(ci, cj), DCSsuspect(ci, cj), Si,
Sj . Secondly, store all the subsumers of concept ci and cj
in Si and Sj respectively. Find the intersection of these
two sets Si and Sj . Store them in DCSsuspect(ci, cj).
Perform a sorting operation on the set DCSsuspect(ci, cj)
in descending order based on depth of each element of
that set. Pick the largest element as first dcs from the
set DCSsuspect(ci, cj) and assign to DCS(ci, cj). Discard
the element from DCSsuspect(ci, cj). Pick the next largest
element x from DCSsuspect(ci, cj) and check whether any
of the element ofDCS(ci, cj) is hyponym of x. If none of the
elements of DCS(ci, cj) are hyponym of x then add this x
into set DCS(ci, cj) and discard it from DCSsuspect(ci, cj).
Otherwise discard x from DCSsuspect(ci, cj) only, and do
not add to DCS(ci, cj). Do it until all the elements of
DCSsuspect(ci, cj) are checked.
Algorithm 1 Calculating DCS(ci, cj)
Step 1. Start
Step 2. Initialize setDCS(ci, cj)← φ, setDCSsuspect(ci, cj)← φ, set Si ←
φ, set Sj ← φ.
Step 3. For concept ci add all Subsumers(ci) to set Si and for concept cj add all
Subsumers(cj) to set Sj .
Step 4. setDCSsuspect(ci, cj)← Si ∩ Sj .
Step 5. Sort elements of set DCSsuspect(ci, cj) in descending order based on
depth of each elements.
Step 6. Assign the largest element of the set DCSsuspect(ci, cj) as first dcs to
DCS(ci, cj).
Step 7. setDCSsuspect(ci, cj)← DCSsuspect(ci, cj) - DCS(ci, cj).
Step 8. for each element x inDCSsuspect(ci, cj)
if any member ofDCS(ci, cj) is in the setHyponym(x)
discard that node x from DCSsuspect(ci, cj)
else add x toDCS(ci, cj) and repeat Step 7.
Step 9. End
5.2 Our approach
5.2.1 Our intrinsic IC calculation model:
Designing an IC calculation model to quantify information
for each and every concepts of the ontology in an intrinsic
way is really a hard challenge. In this section we present a
6new intrinsic model to compute IC of a concept from Word-
Net. It is quite obvious that the more we consider structural
aspects of the ontology, the more are the chances of getting
accurate results in finding IC. Depth of any concept is one of
the important factors in calculating IC. That is why leaves
at different depth should not have same IC value. Again
two nodes having same hyponym structures and staying in
the same depth but having different number of subsumers
should not have same IC value. Also nodes having different
depth but same number of subsumers should not have same
IC. So, another key factor is number of multiple inheritance
the concepts have. According to our observation, IC of any
concept is inversely proportional to the number of multiple
inheritance. Apart from this, number of subsumers of any
concept is directly proportional with its IC value. Number of
hyponyms are also important factor as it decides generality
of the concept and it is inversely proportional with the IC.
Based on this notion and considering several other topolog-
ical factors, we propose a new intrinsic IC calculation model
in this paper as follows:
ICour(c) =
log(deep(c) + 1)
log(deepmax + 1)
×(1− log(
leaves(c)×(nmih(c))
leavesmax
subsumer(c)
+ 1)) (17)
×(1−
log((Σa∈hypo(c)
1
deep(a) ) + 1)
log(nodemax)
)
where, deep(c) is depth of concept c, deepmax is maximum
depth of the Ontology (in our case WordNet version 3.0),
leaves(c) is number of leaves of concept c, nmih(c) is
number of multiple inheritances of concept c, leavesmax is
maximum number of leaves of the ontology, subsumer(c)
is number of subsumers of concept c, hypo(c) is number
of hyponyms of concept c, nodemax is maximum number
of nodes in the ontology. In our experimental setup when
ever we need to use hypo(c), we include all the members of
Instance hyponyms(c) in the set of hypo(c).
5.2.2 Our Semantic Similarity calculation model based on
IC:
After getting the IC of concepts, it is the responsibility of a
semantic similarity calculator to measure semantic similar-
ity accurately. So, we also concentrate on desining a novel
semantic similarity calculator and propose a new model
which can act based on our IC model as well as others’.
In designing our own model we consider pure information
theoretic perspective and some structural aspects of the
underlying ontology. We introduce Disjoint Common Sub-
sumer (DCS). We give weightage to this DCS structural
aspect of ontology and also consider some ratio factors for
formulating our model as follows:
Simour(ci, cj) =
∑m
r=1{
IC(dcsr)
IC(ci)+1
+ IC(dcsr)
IC(cj)+1
}
m
(18)
where,m denotes size of the setDCS(ci, cj) for concepts ci
and cj . Every dcs have some vital contribution for deciding
semantic similarity between two concepts. Each member of
DCS(ci, cj) actually holds the semantic similarity factor
of any two concepts ci and cj . It gives a new semantic-
dimension to the concepts under consideration and enhance
the scope of each concept to be semantically similar to
each other. We consider this dimension also. Again, the
more distant, concepts ci and cj are from dcsr , the more
dissimilar the two concepts would be. Because, a concept
gets more concreteness while it goes deeper from its root
in the ontology. So, when the concept goes deeper from its
dcs, it gets more IC value. Concreteness also gets higher of
that concept. The ratio factor 1/{IC(cj) + 1} gets smaller
due to increasing IC value and it also becomes a factor for
reducing the overall semantic similarity between concepts.
So, we consider dcswith individual concept’s IC ratio model
and propose equation 18.
It is important to note that in WordNet, several words
have multiple senses(synsets), i.e. W = {s1, s2, s3, . . . , sn}.
These words are called polysemic words. In such cases we
have computed semantic similarity based on the following
formula:
Sim(Wx,Wy) = max(sim(sxi, syj)) (19)
where, sxi, syj are senses (i.e. concepts or synsets in the
WordNet ontology) of polysemic wordsWx andWy respec-
tively. We use a linear transformation of Jiang and Conrath
distance formula (eq. 13) to a semantic similarity function
which has been used by Seco et al.:
Sim(ci, cj) = 1− (
IC(ci) + IC(cj)− 2× Simres(ci, cj)
2
)
(20)
6 EXPERIMENTS
In this section, we describe first the experimental setup
in subsection 6.1. We describe results gained by our ex-
periment along with discussions regarding our results in
subsection 6.2.
TABLE 1: Shows competing methods used in our paper.
Approach Description
Resnik [1] IC(corpora-based)
Lin [3] IC(corpora-based)
Jiang and Conrath [2] IC(corpora-based)
Seco et al. [5] IC (intrinsic)
Zhou et al. [7] IC (intrinsic)
Sa´nchez et al.2011 [6] IC (intrinsic)
Sa´nchez et al.2012 [4] IC (intrinsic)
Montserrat Batet et al. [47] IC (intrinsic)
Meng et al. [8] IC (intrinsic)
Qingbo et al. [50] IC (intrinsic)
Pirro´ et al. [48] IC (intrinsic)
Rada et al. [10] Edge-counting
Wu and Palmer [11] Edge-counting
Leacock and Chodorow [12] Edge-counting
Li et al. [13] Edge-counting
Rodriguez and Egenhofe [14] Feature-based
Tversky [15] Feature-based
Petrakis et al. [16] Feature-based
Aida Valls et al. [46] Feature-based
Bollegala et al. [17] Distributional
Chen et al. [8] Distributional
Sahami and Heilman [19] Distributional
Gledsone et al. [45] Distributional
Danushka Bollegala et al. [44] WebSnippest and
Page-count based
76.1 Experiment Setup
Our background ontology is WordNet version 3.0. It has
more than 1,00,000 English concepts and are organized in a
very meaningful way according to human cognition. There
are four different topologies under the whole WordNet
version 3.0. Those are noun, verb, adjective and adverb. In
our experiment, we consider only the noun. There are many
pollysemic words under WordNet. Each word is compossed
of several synsets. Each synset represents a distinct sense.
Every synset has a set of synonyms. Synsets are interlinked
by means of conceptual-semantic and lexical relations. For
data set we have used Miller and Charles’ [9] benchmark
data and Wordism similarity goldstandard [4] benchmark
data set. Miller and Charles have assessed 30 noun pairs by
38 students based on a scale of 0 (semantically unrelated) to
4 (highly synonymous). Wordism similarity goldstandard is
a part of the well-known WordSim353 [53] test collection. It
consists of a set of 203 word-pairs. But as we consider only
noun-pairs for our measure, only 201 word-pairs from that
wordism data set are taken under consideration. Remaining
two word-pairs are not nouns. These benchmark data is
considered as de facto data due to extensive use in many
related works to asses performance of their models. We use
NLTK (Natural Language Toolkit) [39] which is a leading
platform to access WordNet version 3.0. We use python
as implementation language. NLTK provides easy-to-use
interfaces to cover 50 corpora and lexical resources such
as WordNet, along with a suite of text processing libraries
for classification, parsing, tokenization, semantic reasoning
and so on. For fair comparison of our proposed information
theoretic semantic similarity framework with state of the art
methods we have implemented all the intrinsic IC based
competing methods of TABLE 1 in our experimental setup.
In order to evaluate our IC model we use three different
classical semantic similarity models along with Pirro´ et al.
mentioned in section 2 and our proposed semantic similarity
model. Proposed semantic similarity calculator has also
been evaluated using several IC models including our IC
model.
6.2 Results and Evaluation
In this subsection, we show all the experimental results and
provide a thorough comparison of our proposed semantic
similarity framework with the existing competing methods.
Individual semantic similarity scores, obtained by our IC
calculation approach when applied to Resnik, Lin, J&C and
Pirro´ semantic similarity models for each 30 noun pairs
of M&C benchmark data, is shown in TABLE 2. Similarity
scores obtained by our proposed semantic similarity mea-
sure based on our proposed IC calculation model and IC
model proposed by Meng et al. for M&C benchmark data
set, has also been showcased in TABLE 2. Similarity scores,
obtained by our IC calculation approach when applied to
Resnik, Lin, J&C and Pirro´ semantic similarity models for
Wordism similarity goldstandard data set, is shown in TA-
BLE 1 to TABLE 4 in Appendix A. Similarity scores obtained
by our proposed similarity measures with our proposed IC
model and IC model proposed by Meng et al. for Wordism
similarity goldstandard data set, has also been showcased
in TABLE 1 to TABLE 4 in Appendix A.
We first compare our intrinsic IC model with some
corpora based information theoretic approach. For this we
select Resnik, Lin, and J&C semantic similarity measures
with corpora based IC calculation techniques. TABLE 3
shows correlation coefficient values obtained by these sim-
ilarity calculation techniques and proposed intrinsic IC-
model based semantic similarity measure. In TABLE 3 the
last column shows correlation values with respect to Miller
and Charles’ benchmark data. We show a bar-chart for this
particular experiment depicted in Fig. 4. X axis shows
different semantic similarity measures. Y axis shows cor-
relation coefficient value with M&C data set. This bar-chart
compares correlation coefficient values of our proposed in-
trinsic IC based semantic similarity measure versus state of
the art semantic similarity measures based on corpora based
IC calculation technique. TABLE 3 and Fig. 4 clearly show
that our proposed intrinsic IC model with our proposed
semantic similarity model and with the Pirro’s semantic
similarity model give far better results than corpora based
IC calculation techniques. Our semantic similarity model
with Meng’s intrinsic IC model also gives better result than
any of the corpora based IC calculation techniques.
We evaluate our proposed IC model and proposed se-
mantic similarity model with existing intrinsic IC based
semantic similarity models. For this evaluation we select
all of the competing intrinsic IC based semantic similarity
methods enlisted in TABLE 1. Based on our IC model and
30 noun pairs, we get correlation coefficient value of 0.86
using Resnik semantic similarity measure. Using our IC
with Lin semantic similarity model, we get 0.86 correlation
coefficient value and using Jiang and Conrath semantic
similarity measure we get 0.84 correlation coefficient value.
Our IC with Pirro´ et al. and our IC with our semantic
similarity model also gives 0.86 correlation value. All the
correlation coefficient values found by our IC model are
within the upper limit for 30 noun pairs which is 0.88 [1] and
the upper bound for 28 noun pairs is 0.90 [1]. Correlation
values by Resnik, Lin, Pirro´ and our semantic similarity
measures based on our intrinsic IC calculation model are
very close to the upper bound. Results obtained by Resnik,
Lin, Pirro´ and our semantic similarity model based on our
IC model are similar. On the contrary, in other’s IC models
there are significant gap exists between these measures. Also
Resnik shows very poor results based on other IC models.
Whereas based on our IC model with 30 noun pairs and 201
noun pairs, we get best correlation coefficient found ever by
Resnik means. Our semantic similarity model with Meng
et al. IC calculation model shows more significant results
than existing IC based measures. It gives 0.87 correlation
with M&C benchmark data. Fig. 5 shows the comparison
of correlation coefficient values of our proposed semantic
similarity measure embedded with Meng et al. IC model
and our’s versus state of the art intrinsic IC based semantic
similarity measures. It also shows correlation coefficient val-
ues of some of the existing similarity measures embedded
with our intrinsic ICmodel versus state of the art intrinsic IC
based semantic similarity measures. X axis shows different
semantic similarity measures. Y axis shows correlation co-
efficient value with M&C data set. TABLE 4 shows detailed
correlation coefficient values of different semantic similarity
calculation techniques based on different intrinsic ICmodels
8TABLE 2: Correlations and semantic similarity scores obtained by our intrinsic IC calculation approach (eq.17) when applied to
Resnik’s, Lin’s, Jiang and Conarth’s, Pirro’s and Our’s semantic similarity measures for each noun pairs of the Miller and Charles’
benchmark data-set of 30 noun pairs.
Noun pairs Resnik(IC
computed
as eq.(17))
Lin(IC
computed
as eq.(17))
Jiang&Conarth
(IC computed
as eq.(17))
Pirro´(IC
computed
as eq.(17))
Our Sim(IC
computed
as eq.(17))
Our Sim(IC
computed
as Meng)
1.Car-automobile 0.704 1.000 1.000 1.000 0.826 0.815
2.Gem-jewel 0.701 1.000 1.000 1.000 0.824 0.806
3.Journey-voyage 0.663 0.905 0.930 0.826 0.766 0.753
4.Boy-lad 0.537 0.897 0.938 0.813 0.673 0.633
5.Coast- shore 0.491 0.935 0.966 0.879 0.645 0.587
6.Asylum-madhouse 0.775 0.975 0.980 0.952 0.864 0.849
7.Magician-wizard 0.564 1.000 1.000 1.000 0.721 0.680
8.Midday-noon 0.782 1.000 1.000 1.000 0.877 0.863
9.Furnace-stove 0.199 0.274 0.473 0.159 0.231 0.207
10.Food-fruit 0.128 0.190 0.649 0.105 0.153 0.103
11.Bird-cock 0.488 0.753 0.840 0.604 0.598 0.587
12.Bird-crane 0.488 0.721 0.811 0.564 0.589 0.578
13.Tool-implement 0.405 0.913 0.961 0.840 0.561 0.535
14.Brother-monk 0.618 0.933 0.956 0.876 0.744 0.714
15.Crane-implement 0.262 0.463 0.696 0.302 0.339 0.316
16.Lad-brother 0.161 0.268 0.561 0.155 0.201 0.170
17.Journey-car 0.000 0.000 0.337 0.000 0.000 0.000
18.Monk-oracle 0.161 0.248 0.511 0.141 0.195 0.163
19.Cemetery-woodland 0.090 0.145 0.469 0.078 0.111 0.078
20.Food-rooster 0.048 0.082 0.457 0.042 0.063 0.000
21.Coast-hill 0.301 0.553 0.756 0.382 0.390 0.325
22.Forest-graveyard 0.090 0.145 0.469 0.078 0.111 0.078
23.Shore-woodland 0.090 0.181 0.593 0.099 0.120 0.085
24.Monk-slave 0.161 0.291 0.607 0.170 0.208 0.176
25.Coast-forest 0.090 0.169 0.559 0.092 0.117 0.083
26.Lad-wizard 0.161 0.277 0.579 0.160 0.203 0.172
27.Chord-smile 0.155 0.227 0.471 0.128 0.184 0.122
28.Glass-magician 0.123 0.202 0.530 0.112 0.153 0.131
29.Noon-string 0.050 0.077 0.396 0.040 0.061 0.000
30.Rooster-voyage 0.000 0.000 0.153 0.000 0.000 0.000
CORRELATION: 0.86 0.86 0.84 0.86 0.86 0.87
TABLE 3: Shows correlation coefficient values of three classical
information theoretic semantic similarity measures based on
corpora based IC calculation technique and correlation values
obtained by our proposed framework.
Similarity measures Type No. of Correlation
(with IC model) noun
pairs
with
M&C
Resnik (IC
computed as Resnik [1]) IC(corpora-
based)
28 0.72
Lin (IC
computed as Resnik [1]) IC(corpora-
based)
28 0.70
Jiang and Conrath
(IC computed as Resnik
[1])
IC(corpora-
based)
28 0.73
Resnik (IC computed
by our model) IC (intrinsic) 30 0.86
Lin (IC computed
by our model) IC (intrinsic) 30 0.86
Jiang and Conarth
(IC computed by our
model)
IC (intrinsic) 30 0.84
Pirro´
(IC computed by our
model)
IC (intrinsic) 30 0.86
Our Sim (IC computed
by our model) IC (intrinsic) 30 0.86
Our Sim
(IC computed by Meng
et al. model)
IC (intrinsic) 30 0.87
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Fig. 4: Correlation coefficient values obtained by our proposed
framework vs. state of the art semantic similarity measures
based on corpora based IC calculation technique.
. TABLE 4 also shows results obtained by our proposed
framework. In this TABLE 4 the last columns shows correla-
tion values with respect to Miller and Charles’ benchmark
data.
There are several non-IC based methods available for
measuring semantic similarity between concepts. So, we
compare proposed IC model and semantic similarity model
with these non-IC based models. TABLE 5 shows correlation
coefficient values of different non-IC based semantic simi-
larity calculation techniques and proposed IC model along
9with proposed semantic similarity model. In this TABLE
5 the last column shows correlation values with respect
to Miller and Charles’ benchmark data. It is quite evident
from the TABLE 5 that, none of the non-IC based semantic
similarity measures out perform our IC model along with
our semantic similarity model. Fig. 6 compares correlation
coefficient values of our proposed semantic similarity mea-
sure embedded with IC model of Meng and our’s versus
non-IC based state of the art semantic similarity measures.
It also shows correlation coefficient values of some of the
existing similarity measures embedded with our intrinsic
IC model versus non-IC based state of the art semantic sim-
ilarity measures. X axis shows different semantic similarity
measures. Y axis shows correlation coefficient value with
M&C data set.
To evaluate our proposed IC calculator and similarity
model more precisely, we use an additional recent bench-
mark data set, named Wordism similarity goldstandard.
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Fig. 5: Correlation coefficient values of our proposed frame-
work vs. state of the art intrinsic IC based semantic similarity
measures based on M&C dada set.
Few authors [4] have reported evaluation results for this
benchmark, due to its recentness. Correlation values are
shown in TABLE 6 for this new benchmark data set. From
this TABLE 6 we can clearly say our semantic similarity
measure based on our IC model gives a significant result
over existing semantic similarity measures. It is also
noticeable that Pirro’s semantic similarity model with our
IC model gives best correlation value (i.e. 0.71) among
all the existing semantic similarity model evaluated over
Wordism similarity goldstandard benchmark data set.
Fig. 7 shows the comparison of correlation coefficient
values of our proposed semantic similarity measure
embedded with Meng et al. and our IC model versus state
of the art intrinsic IC based semantic similarity measures.
It also shows correlation coefficient values of some of the
existing similarity measures embedded with our intrinsic
IC model versus state of the art intrinsic IC based semantic
similarity measures based on goldstandard data set. X axis
shows different semantic similarity measures. Y axis shows
correlation coefficient value with the goldstandard data set.
During our experiment, we also observe that correlation
scores are inversely proportional to the size of data set. For
28 number data, we get upper value 0.90. When size of the
data set becomes 30, we get upper limit of correlation 0.88.
For 201 noun pairs correlation reaches maximum 0.71 by
TABLE 4: Shows correlation coefficient values for different
semantic similarity measures based on different intrinsic IC
model and correlation values obtained by our proposed frame-
work.
Similarity measures Type No. of Correlation
(with IC model) noun
pairs
with
M&C
Resnik (IC
computed as Seco et al.
[5])
IC (intrinsic) 30 0.80
Lin (IC
computed as Seco et al.
[5])
IC (intrinsic) 30 0.84
Jiang and Conrath (IC
computed as Seco et al.
[5])
IC (intrinsic) 30 0.88
Resnik (IC
computed as Zhou et al.
[7])
IC (intrinsic) 30 0.85
Lin (IC computed
as Zhou et al. [7]) IC (intrinsic) 30 0.84
Jiang and Conarth
(IC computed as Zhou et
al. [7])
IC (intrinsic) 30 0.83
Resnik (IC computed
as Sa´nchez et al.2011 [6]) IC (intrinsic) 30 0.83
Lin (IC computed
as Sa´nchez et al.2011 [6]) IC (intrinsic) 30 0.84
Jiang and Conarth
(IC computed as
Sa´nchez et al.2011 [6]) IC (intrinsic) 30 0.87
Resnik (IC computed
as David Sa´nchez 2012
[4])
IC (intrinsic) 30 0.81
Lin (IC computed
as David Sa´nchez 2012
[4])
IC (intrinsic) 30 0.84
Jiang and Conarth
(IC computed as
David Sa´nchez 2012 [4]) IC (intrinsic) 30 0.88
Montserrat Batet et al.
[47] (IC computed
as Sa´nchez et al.2011 [6] ) IC (intrinsic) 30 0.86
Resnik (IC computed
as Meng et al. [8] ) IC (intrinsic) 30 0.86
Lin (IC computed
as Meng et al. [8]) IC (intrinsic) 30 0.86
Jiang and Conarth
(IC computed as Meng et
al. [8])
IC (intrinsic) 30 0.83
Resnik (IC computed
as Qingbo et al. [50] ) IC (intrinsic) 30 0.83
Lin (IC computed
as Qingbo et al. [50]) IC (intrinsic) 30 0.84
Jiang and Conarth
(IC computed as Qingbo
et al. [50])
IC (intrinsic) 30 0.82
Pirro´ [48] (IC computed
as Seco et al. [5] ) IC (intrinsic) 30 0.83
Resnik (IC computed
by our model) IC (intrinsic) 30 0.86
Lin (IC computed
by our model) IC (intrinsic) 30 0.86
Jiang and Conarth
(IC computed by our
model)
IC (intrinsic) 30 0.84
Pirro´
(IC computed by our
model)
IC (intrinsic) 30 0.86
Our Sim (IC computed
by our model) IC (intrinsic) 30 0.86
Our Sim
(IC computed by Meng et
al. model)
IC (intrinsic) 30 0.87
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our proposed IC model with Pirro´ et al. semantic similarity
model.
TABLE 5: Shows correlation coefficient values for different non-
IC based semantic similarity measures, and correlation values
obtained by our framework.
Similarity measures Type No. of Correlation
(with IC model) noun
pairs
with
M&C
Rada et al. [10] Edge-
counting
28 0.59
Wu and Palmer [11] Edge-
counting
28 0.74
Leacock and Chodorow
[12]
Edge-
counting
28 0.74
Li et al. [13] Edge-
counting
28 0.82
Rodriguez and Egenhofer
[14]
Feature-based 28 0.71
Tversky [15] Feature-based 28 0.73
Petrakis et al. [16] Feature-based 30 0.73
Aida Valls et al. [46] Feature-based 30 0.83
Bollegala et al. [17] Distributional 30 0.83
Chen et al. [18] Distributional 30 0.69
Sahami and Heilman [19] Distributional 30 0.58
Gledson [45] Distributional 30 0.55
Danushka Bollegala [44] WebSnippest&
Page-count
based
28 0.87
Resnik (IC computed
by our model) IC (intrinsic) 30 0.86
Lin (IC computed
by our model) IC (intrinsic) 30 0.86
Jiang and Conarth
(IC computed by our
model)
IC (intrinsic) 30 0.84
Pirro´
(IC computed by our
model)
IC (intrinsic) 30 0.86
Our Sim (IC computed
by our model) IC (intrinsic) 30 0.86
Our Sim
(IC computed by Meng et
al. model)
IC (intrinsic) 30 0.87
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Fig. 6: Correlation coefficient values of our proposed framework
vs. non-IC based state of the art semantic similarity measures.
7 CONCLUSION
We propose a framework comprises a novel semantic sim-
ilarity finding approach and an intrinsic IC calculation
model. Our framework uses hyponym-hypernym relation-
ship between concepts. This framework captures detailed
structural aspects of WordNet ontology. Experimental re-
sults show significance of using those aspects on deciding
amount of information contained in each concepts more
accurately. Proposed semantic similarity model shows its
power for measuring semantic similarity between any two
concepts of WordNet. Our intrinsic IC calculation approach
overcomes the issues mentioned in section 2 and 3 to be-
come superior IC calculation model. Our similarity model
along with our proposed IC model gives significant corre-
lation with larger benchmark data set. It also gives better
results than most of the state of the art measures. Even Pirro´
et al. similarity model embedded with our IC calculator
gives so far the best result when tested with bigger data set.
TABLE 5 shows that proposed IC calculation model and our
semantic similarity calculation approach outperforms all
other different non-IC based state of art semantic similarity
calculation models used so far. Apart from our IC model,
our proposed semantic similarity model also gives very high
correlation when embedded with Meng et al. IC model.
Experimental results show our proposed IC calculation
model or semantic similarity calculation model is compati-
ble enough to produce significant semantic similarity scores
when embedded with others semantic similarity calculator
or IC calculator respectively.
Apart from the mentioned achievements, we have the
following goals to achieve as our future work.
• We use WordNet as an underlying ontology in cur-
rent work. In future work we want to upgrade pro-
posed approach for handling knowledge base like
Probase [43], [49]. Because Probase is more than a
traditional ontology or taxonomy. It has a concept
space (2.7 million categories) bigger than WordNet.
Concepts of Probase are automatically acquired from
web pages authored by millions of users and search
logs.
• We will try to design a novel approach for finding
semantic similarity measure between two concepts
based on multiple ontologies.
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Fig. 7: Correlation coefficient values of our proposed frame-
work vs. state of the art intrinsic IC based semantic similarity
measures based on goldstandard data set.
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TABLE 6: Shows correlation coefficient values for intrinsic IC-
based state of the art semantic similarity measures based on
different intrinsic IC calculators and correlation values obtained
by our proposed framework.
Similarity measures Type No. of Correlation
(with IC model) noun
pairs
with
Wordism
Resnik (IC
computed as Seco et al.
[5])
IC (intrinsic) 201 0.66
Lin (IC
computed as Seco et al.
[5])
IC (intrinsic) 201 0.69
Jiang and Conrath (IC
computed as Seco et al.
[5])
IC (intrinsic) 201 0.67
Resnik (IC
computed as Zhou et al.
[7])
IC (intrinsic) 201 0.64
Lin (IC computed
as Zhou et al. [7]) IC (intrinsic) 201 0.64
Jiang and Conarth
(IC computed as Zhou et
al. [7])
IC (intrinsic) 201 0.63
Resnik (IC computed
as Sa´nchez et al.2011 [6]) IC (intrinsic) 201 0.66
Lin (IC computed
as Sa´nchez et al.2011 [6]) IC (intrinsic) 201 0.66
Jiang and Conarth
(IC computed as
Sa´nchez et al.2011 [6]) IC (intrinsic) 201 0.66
Resnik (IC computed
as David Sa´nchez 2012
[4])
IC (intrinsic) 201 0.67
Lin (IC computed
as David Sa´nchez 2012
[4])
IC (intrinsic) 201 0.69
Jiang and Conarth
(IC computed as
David Sa´nchez 2012 [4]) IC (intrinsic) 201 0.67
Montserrat Batet et al.
[47] (IC computed
as Sa´nchez et al.2011 [6] ) IC (intrinsic) 201 0.68
Resnik (IC computed
as Meng et al. [8] ) IC (intrinsic) 201 0.67
Lin (IC computed
as Meng et al. [8]) IC (intrinsic) 201 0.68
Jiang and Conarth
(IC computed as Meng et
al. [8])
IC (intrinsic) 201 0.66
Pirro´ [48]
(IC computed as Seco et
al. [8])
IC (intrinsic) 201 0.70
Resnik (IC computed
as Qingbo et al. [50] ) IC (intrinsic) 201 0.68
Lin (IC computed
as Qingbo et al. [50]) IC (intrinsic) 201 0.69
Jiang and Conarth
(IC computed as Qingbo
et al. [50])
IC (intrinsic) 201 0.65
Resnik (IC computed
by our model) IC (intrinsic) 201 0.68
Lin (IC computed
by our model) IC (intrinsic) 201 0.68
Jiang and Conarth
(IC computed by our
model)
IC (intrinsic) 201 0.66
Pirro´
(IC computed by our
model)
IC (intrinsic) 201 0.71
Our sim
(IC computed by our
model)
IC (intrinsic) 201 0.69
Our sim
(IC computed by Meng et
al.)
IC (intrinsic) 201 0.68
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APPENDIX A
TABLE 7: semantic similarity scores and correlation coefficient values obtained by our intrinsic IC calculation approach (eq.17)
when applied to Resnik’s, Lin’s, Jiang and Conarth’s, Pirro’s and Our’s (eq.18) similarity measures for each noun pairs of Wordism
Similarity Goldstandard benchmark data set.
Noun pairs Resnik(IC
computed
as eq.17)
Lin(IC
computed
as eq.17)
Jiang&Conarth
(IC computed
as eq.17)
Pirro´(IC
computed
as eq.17)
Our Sim(IC
computed
as eq.17)
Our Sim(IC
computed
as Meng)
1.tiger-cat 0.827 0.956 0.962 0.916 0.887 0.882
2. tiger-tiger 0.902 1.000 1.000 1.000 0.948 0.945
3.plane-car 0.460 0.654 0.756 0.486 0.540 0.521
4.train-car 0.424 0.625 0.746 0.455 0.505 0.481
5.television-radio 0.736 0.916 0.932 0.845 0.816 0.801
6.media-radio 0.538 0.816 0.878 0.689 0.652 0.623
7. bread-butter 0.379 0.706 0.842 0.545 0.445 0.410
8.cucumber-potato 0.525 0.704 0.797 0.543 0.579 0.564
9.doctor-nurse 0.492 0.810 0.884 0.681 0.613 0.584
10.professor-doctor 0.414 0.640 0.767 0.470 0.503 0.467
11.student-professor 0.161 0.286 0.598 0.167 0.208 0.174
12.smart-stupid 0.000 0.000 0.333 0.000 0.000 0.000
13.wood-forest 0.564 1.000 1.000 1.000 0.721 0.680
14. money-cash 0.534 0.777 0.846 0.635 0.633 0.605
15. king-queen 0.749 1.000 1.000 1.000 0.826 0.811
16. king-rook 0.741 0.920 0.935 0.852 0.826 0.811
17.bishop-rabbi 0.435 0.686 0.801 0.522 0.533 0.498
18. fuck-sex 0.483 0.813 0.888 0.685 0.609 0.571
19.football-soccer 0.753 0.961 0.969 0.924 0.844 0.830
20.football-basketball 0.643 0.823 0.861 0.699 0.722 0.705
21. football-tennis 0.574 0.760 0.819 0.614 0.654 0.631
22. Arafat-Jackson 0.427 0.625 0.744 0.455 0.508 0.475
23. physics-chemistry 0.534 0.772 0.842 0.629 0.631 0.616
24. vodka-gin 0.598 0.811 0.861 0.683 0.688 0.666
25. vodka-brandy 0.598 0.826 0.874 0.704 0.694 0.672
26. car-automobile 0.704 1.000 1.000 1.000 0.826 0.815
27. gem-jewel 0.701 1.000 1.000 1.000 0.824 0.806
28. journey-voyage 0.663 0.905 0.930 0.826 0.766 0.753
29. boy-lad 0.537 0.897 0.938 0.813 0.673 0.633
30.coast-shore 0.491 0.935 0.966 0.879 0.645 0.587
31. asylum-madhouse 0.775 0.975 0.980 0.952 0.864 0.849
32. magician-wizard 0.564 1.000 1.000 1.000 0.721 0.680
33. midday-noon 0.782 1.000 1.000 1.000 0.877 0.863
34. furnace-stove 0.199 0.274 0.473 0.159 0.231 0.207
35. food-fruit 0.128 0.190 0.649 0.105 0.153 0.103
36. bird-cock 0.488 0.753 0.840 0.604 0.598 0.587
37. bird-crane 0.488 0.721 0.811 0.564 0.589 0.578
38. food-rooster 0.048 0.082 0.457 0.042 0.063 0.000
39.money-dollar 0.534 0.727 0.800 0.572 0.616 0.587
40.money-currency 0.534 0.866 0.917 0.764 0.662 0.634
41.tiger-jaguar 0.827 0.908 0.916 0.832 0.866 0.860
42.tiger-feline 0.734 0.897 0.916 0.813 0.809 0.802
43.tiger-carnivore 0.584 0.786 0.841 0.647 0.676 0.668
44.tiger-mammal 0.470 0.684 0.783 0.520 0.566 0.554
45.tiger-animal 0.322 0.526 0.751 0.357 0.413 0.392
46.tiger-organism 0.185 0.507 0.819 0.340 0.277 0.264
47.tiger-fauna 0.322 0.526 0.751 0.357 0.413 0.392
48.psychology-psychiatry 0.473 0.622 0.712 0.451 0.539 0.519
49.psychology-science 0.473 0.824 0.898 0.700 0.604 0.584
50.psychology-discipline 0.409 0.754 0.866 0.605 0.534 0.510
51.planet-star 0.468 0.821 0.897 0.696 0.596 0.558
52.planet-moon 0.468 0.724 0.821 0.568 0.569 0.532
53.planet-sun 0.468 0.720 0.818 0.563 0.568 0.531
54.precedent-example 0.554 0.912 0.946 0.839 0.690 0.650
55.precedent-antecedent 0.254 0.401 0.620 0.251 0.311 0.259
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TABLE 8: semantic similarity scores and correlation coefficient values obtained by our intrinsic IC calculation approach (eq.17)
when applied to Resnik’s, Lin’s, Jiang and Conarth’s, Pirro’s and Our’s (eq.18) semantic similarity measures for each noun pairs
of Wordism Similarity Goldstandard benchmark data set.
Noun pairs Resnik(IC
computed
as eq.17)
Lin(IC
computed
as eq.17)
Jiang&Conarth
(IC computed
as eq.17)
Pirro´(IC
computed
as eq.17)
Our Sim(IC
computed
as eq.17)
Our Sim(IC
computed
as Meng)
56.cup-tableware 0.555 0.919 0.951 0.851 0.693 0.672
57.cup-artifact 0.199 0.467 0.773 0.305 0.286 0.259
58.cup-object 0.155 0.242 0.718 0.137 0.183 0.121
59.cup-entity 0.000 0.000 0.695 0.000 0.000 0.000
60.jaguar-cat 0.827 0.947 0.954 0.899 0.884 0.878
61.jaguar-car 0.121 0.154 0.331 0.083 0.136 0.116
62.mile-kilometer 0.471 0.690 0.788 0.526 0.560 0.524
63.skin-eye 0.284 0.430 0.624 0.274 0.342 0.306
64.Japanese-American 0.335 0.610 0.785 0.439 0.434 0.391
65. century-year 0.320 0.564 0.752 0.393 0.409 0.370
66.announcement-news 0.254 0.467 0.709 0.304 0.329 0.274
67.doctor-personnel 0.050 0.081 0.469 0.042 0.062 0.000
68.Harvard-Yale 0.641 0.859 0.895 0.753 0.734 0.711
69.hospital-infrastructure 0.050 0.073 0.366 0.038 0.059 0.000
70.life-death 0.495 0.776 0.857 0.634 0.605 0.567
71.travel-activity 0.220 0.506 0.785 0.339 0.310 0.278
72.type-kind 0.646 0.916 0.941 0.846 0.759 0.741
73.street-place 0.211 0.333 0.576 0.200 0.258 0.216
74.street-avenue 0.659 0.922 0.944 0.856 0.769 0.752
75. street-block 0.199 0.343 0.618 0.207 0.252 0.229
76.cell-phone 0.704 0.927 0.945 0.865 0.801 0.782
77.dividend-payment 0.542 0.818 0.880 0.693 0.655 0.634
78.calculation-computation 0.676 1.000 1.000 1.000 0.807 0.789
79.profit-loss 0.486 0.728 0.818 0.572 0.583 0.543
80. dollar-yen 0.388 0.606 0.748 0.435 0.474 0.443
81.dollar-buck 0.782 1.000 1.000 1.000 0.877 0.863
82.phone-equipment 0.425 0.753 0.860 0.604 0.548 0.523
83.liquid-water 0.463 0.928 0.964 0.867 0.619 0.562
84.marathon-sprint 0.220 0.284 0.446 0.165 0.248 0.222
85.seafood-food 0.304 0.801 0.924 0.668 0.442 0.399
86.seafood-lobster 0.455 0.801 0.887 0.668 0.583 0.546
87.lobster-food 0.304 0.617 0.811 0.447 0.414 0.373
88.lobster-wine 0.146 0.234 0.521 0.132 0.180 0.119
89.championship-tournament 0.456 0.705 0.809 0.544 0.554 0.520
90.man-woman 0.328 0.724 0.875 0.568 0.451 0.407
91.man-governor 0.262 0.360 0.648 0.219 0.304 0.283
92.murder-manslaughter 0.721 0.900 0.920 0.819 0.801 0.789
93.opera-performance 0.050 0.082 0.447 0.042 0.062 0.000
94.Mexico-Brazil 0.500 0.640 0.718 0.470 0.561 0.542
95.glass-metal 0.146 0.319 0.687 0.190 0.201 0.135
96.aluminum-metal 0.445 0.816 0.899 0.690 0.571 0.543
97.rock-jazz 0.507 0.814 0.884 0.686 0.625 0.586
98.museum-theater 0.199 0.296 0.527 0.174 0.238 0.215
99.shower-thunderstorm 0.483 0.622 0.706 0.451 0.544 0.517
100.monk-oracle 0.161 0.248 0.511 0.141 0.194 0.163
101.cup-food 0.291 0.549 0.761 0.379 0.390 0.350
102.journal-association 0.050 0.094 0.519 0.049 0.065 0.000
103.street-children 0.121 0.206 0.531 0.115 0.153 0.132
104.car-flight 0.199 0.291 0.515 0.170 0.236 0.213
105.space-chemistry 0.050 0.106 0.575 0.056 0.068 0.000
106.situation-conclusion 0.220 0.402 0.674 0.252 0.285 0.255
107.word-similarity 0.275 0.343 0.560 0.207 0.305 0.271
108.peace-plan 0.050 0.092 0.506 0.048 0.065 0.000
109.consumer-energy 0.048 0.097 0.551 0.051 0.064 0.000
110.ministry-culture 0.235 0.361 0.584 0.220 0.286 0.237
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TABLE 9: semantic similarity scores and correlation coefficient values obtained by our intrinsic IC calculation approach (eq.17)
when applied to Resnik’s, Lin’s, Jiang and Conarth’s, Pirro’s and Our’s (eq. 18) semantic similarity measures for each noun pairs
of Wordism Similarity Goldstandard benchmark data set.
Noun pairs Resnik(IC
computed
as eq.17)
Lin(IC
computed
as eq.17)
Jiang&Conarth
(IC computed
as eq.17)
Pirro´(IC
computed
as eq.17)
Our Sim(IC
computed
as eq.17)
Our Sim(IC
computed
as Meng)
111.smart-student 0.000 0.000 0.422 0.000 0.000 0.000
112.investigation-effort 0.424 0.739 0.850 0.586 0.539 0.514
113.image-surface 0.275 0.384 0.662 0.237 0.321 0.288
114.life-term 0.553 0.878 0.923 0.783 0.680 0.638
115.start-match 0.181 0.307 0.590 0.181 0.228 0.190
116.computer-news 0.000 0.000 0.442 0.000 0.000 0.000
117.board-recommendation 0.050 0.078 0.413 0.040 0.061 0.000
118.lad-brother 0.161 0.268 0.561 0.155 0.201 0.170
119.observation-architecture 0.288 0.399 0.565 0.249 0.334 0.312
120.coast-hill 0.301 0.553 0.756 0.382 0.390 0.325
121.deployment-departure 0.220 0.361 0.610 0.220 0.274 0.248
122.benchmark-index 0.409 0.648 0.778 0.480 0.501 0.453
123.attempt-peace 0.050 0.092 0.508 0.048 0.065 0.000
124.consumer-confidence 0.000 0.000 0.428 0.000 0.000 0.000
125.start-year 0.176 0.332 0.647 0.199 0.230 0.154
126.focus-life 0.211 0.318 0.547 0.189 0.254 0.211
127.development-issue 0.307 0.477 0.740 0.313 0.373 0.336
128.theater-history 0.128 0.214 0.528 0.119 0.160 0.109
129.situation-isolation 0.220 0.435 0.725 0.278 0.285 0.250
130.profit-warning 0.050 0.077 0.403 0.040 0.061 0.000
131.media-trading 0.220 0.333 0.559 0.200 0.265 0.239
132.chance-credibility 0.140 0.258 0.597 0.148 0.181 0.122
133.precedent-information 0.332 0.668 0.835 0.502 0.449 0.405
134.architecture-century 0.050 0.081 0.430 0.042 0.062 0.000
135.population-development 0.470 0.592 0.675 0.420 0.524 0.505
136.peace-atmosphere 0.273 0.430 0.644 0.274 0.335 0.302
137.morality-marriage 0.140 0.280 0.641 0.163 0.188 0.126
138.minority-peace 0.211 0.344 0.596 0.207 0.262 0.218
139.atmosphere-landscape 0.215 0.311 0.524 0.184 0.255 0.212
140.report-gain 0.050 0.087 0.477 0.045 0.064 0.000
141.music-project 0.288 0.501 0.713 0.334 0.366 0.342
142.seven-series 0.153 0.231 0.489 0.130 0.185 0.124
143.experience-music 0.207 0.327 0.627 0.195 0.249 0.206
144.school-center 0.449 0.670 0.778 0.503 0.537 0.514
145.five-month 0.176 0.296 0.582 0.174 0.222 0.146
146.announcement-production 0.155 0.272 0.585 0.157 0.198 0.132
147.morality-importance 0.242 0.499 0.756 0.332 0.328 0.273
148.money-operation 0.050 0.109 0.588 0.057 0.069 0.000
149.delay-news 0.181 0.280 0.533 0.162 0.220 0.183
150.governor-interview 0.000 0.000 0.344 0.000 0.000 0.000
151.practice-institution 0.490 0.858 0.918 0.751 0.626 0.568
152.century-nation 0.050 0.092 0.504 0.048 0.065 0.000
153.coast-forest 0.090 0.169 0.559 0.092 0.117 0.083
154.shore-woodland 0.090 0.181 0.593 0.099 0.120 0.085
155.drink-car 0.048 0.090 0.515 0.047 0.063 0.000
156.president-medal 0.050 0.072 0.387 0.038 0.059 0.000
157.prejudice-recognition 0.390 0.591 0.729 0.419 0.470 0.421
158.viewer-serial 0.199 0.261 0.465 0.150 0.226 0.203
159.peace-insurance 0.630 0.868 0.904 0.767 0.730 0.697
160.Mars-water 0.121 0.173 0.596 0.094 0.143 0.122
161.media-gain 0.153 0.295 0.632 0.173 0.202 0.135
162.precedent-cognition 0.207 0.477 0.773 0.313 0.296 0.247
163.announcement-effort 0.050 0.094 0.516 0.049 0.065 0.000
164.line-insurance 0.370 0.623 0.776 0.453 0.464 0.417
165.crane-implement 0.462 0.463 0.696 0.302 0.339 0.316
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TABLE 10: semantic similarity scores and correlation coefficient values obtained by our intrinsic IC calculation approach (eq.17)
when applied to Resnik’s, Lin’s, Jiang and Conarth’s, Pirro’s and Our’s (eq. 18) semantic similarity measures for each noun pairs
of Wordism Similarity Goldstandard benchmark data set.
Noun pairs Resnik(IC
computed
as eq.17)
Lin(IC
computed
as eq.17)
Jiang&Conarth
(IC computed
as eq.17)
Pirro´(IC
computed
as eq.17)
Our Sim(IC
computed
as eq.17)
Our Sim(IC
computed
as Meng)
166.drink-mother 0.227 0.427 0.694 0.271 0.299 0.248
167.opera-industry 0.050 0.081 0.433 0.042 0.062 0.000
168.volunteer-motto 0.000 0.000 0.386 0.000 0.000 0.000
169.listing-proximity 0.128 0.170 0.422 0.093 0.146 0.097
170.precedent-collection 0.292 0.649 0.842 0.481 0.408 0.343
171.cup-article 0.470 0.837 0.908 0.721 0.605 0.566
172.sign-recess 0.326 0.488 0.658 0.323 0.391 0.365
173.problem-airport 0.000 0.000 0.350 0.000 0.000 0.000
174.reason-hypertension 0.273 0.374 0.541 0.230 0.316 0.282
175.direction-combination 0.288 0.401 0.616 0.251 0.336 0.313
176.Wednesday-news 0.050 0.078 0.407 0.040 0.061 0.000
177.glass-magician 0.123 0.202 0.530 0.112 0.153 0.131
178.cemetery-woodland 0.090 0.145 0.469 0.078 0.111 0.078
179.possibility-girl 0.000 0.000 0.465 0.000 0.000 0.000
180.cup-substance 0.227 0.456 0.729 0.296 0.314 0.261
181.forest-graveyard 0.090 0.145 0.469 0.078 0.111 0.078
182.stock-egg 0.291 0.421 0.600 0.267 0.344 0.309
183.month-hotel 0.000 0.000 0.438 0.000 0.000 0.000
184.energy-secretary 0.048 0.087 0.495 0.045 0.062 0.000
185.precedent-group 0.136 0.365 0.763 0.223 0.204 0.138
186.production-hike 0.220 0.324 0.540 0.193 0.263 0.238
187.stock-phone 0.326 0.450 0.602 0.290 0.379 0.362
188.holy-sex 0.048 0.084 0.476 0.044 0.061 0.000
189.stock-CD 0.326 0.461 0.618 0.300 0.383 0.366
190.drink-ear 0.175 0.281 0.582 0.164 0.216 0.144
191.delay-racism 0.220 0.340 0.573 0.205 0.267 0.241
192.stock-life 0.211 0.318 0.547 0.189 0.254 0.211
193.stock-jaguar 0.492 0.558 0.611 0.387 0.524 0.515
194.monk-slave 0.161 0.291 0.607 0.170 0.208 0.176
195.lad-wizard 0.161 0.277 0.579 0.160 0.203 0.172
196.sugar-approach 0.050 0.085 0.480 0.044 0.063 0.000
197.rooster-voyage 0.000 0.000 0.153 0.000 0.000 0.000
198.noon-string 0.050 0.077 0.396 0.040 0.061 0.000
199.chord-smile 0.155 0.227 0.471 0.128 0.184 0.122
200.professor-cucumber 0.185 0.238 0.405 0.135 0.209 0.196
201.king-cabbages 0.185 0.290 0.545 0.169 0.228 0.216
CORRELATION: 0.68 0.68 0.66 0.71 0.69 0.68
