In this paper a new approach to 3D human body tracking is proposed. A sparse 3D reconstruction of the subject to be tracked is made using a structured light system consisting of a precalibrated LCD projector and a camera. At a number of points-of-interest, easily detectable features are projected. The resulting sparse 3D reconstruction is used to estimate the body pose of the tracked person. This new estimate of the body pose is then fed back to the structured light system and allows to adapt the projected patterns, i.e. decide where to project features. Given the observations, a physical simulation is used to estimate the body pose by attaching forces to the limbs of the body model. The sparse 3D observations are augmented by denser silhouette information, in order to make the tracking more robust. Experiments demonstrate the feasibility of the proposed approach and show that the high speeds that are required due to the closed feedback loop can be achieved.
INTRODUCTION
Tracking human bodies has received a lot of attention in computer vision research in the last years. This is certainly partly due to the big number of interesting applications, including motion capture for entertainment industry or medical purposes, human-machine interaction or automatic surveillance systems. Nevertheless, the problem can not yet be considered as solved, as commercially available systems still are expensive and cumbersome.
Different approaches have been used to track the 3D pose of human bodies visually: Motion capture systems that reconstruct the 3D trajectory of visual markers using multiple calibrated and synchronised cameras potentially deliver high quality data. Attaching markers on the body is however time-consuming and unnatural, which excludes such systems from a wide range of applications.
Interesting research has dealt with the estimation of body poses from a single video stream. This approach has to deal with the intrinsic difficulty that all depth information is lost during perspective projection. In order to reduce this ambiguity, prior knowledge in the form of kinematic body models or sophisticated dynamic models has to be introduced.
One might expect that body tracking becomes trivial, when dense range data is available. Range scanners that can deal with dynamic scenes are however still rare. Existing systems are often based on stereo-data, which tend to be noisy. The alternative are structured-light scanners, which have to establish correspondences between projected patterns and detected features in input images, and therefore often fail at depth discontinuities.
The proposed approach combines characteristics of marker-based, monocular and 3D-based tracking, while avoiding some of the mentioned shortcomings and difficulties. It is based on a structured-light system, consisting of a LCD-projector and a video camera. A sparse set of features are projected on the tracked subject. They can be seen as "virtual" markers and are easily detectable in input images, but there is no need to engineer the scene by physically attaching markers to the body. For these virtual markers, depth can be reconstructed, which allows to overcome the main difficulty of monocular tracking -missing depth information. At the same Figure 1 . Overview of the system. The structured light module consists of a projection and an acquisition device (LCDprojector and video camera). The 3D measurements are transferred to the Pose Estimation module (a), where they are used to compute the estimated body pose. This estimate is fed back to the Structured Light module (b), and controls the projected patterns. Additionally 2D information (c), that is computed directly from the input images, is used for pose estimation.
time, for a sparse set of projected features it is easy to establish correspondences between projected features and features detected in the input images. This makes such a sparse 3D reconstruction more reliable than a dense reconstruction, especially in the presence of depth discontinuities.
In order to be able to project features at the desired locations, the body pose has to known approximatively. If the framerate of the system is high enough (i.e the changes of body pose between successive frames small), the estimated pose from the previous timestep is a good approximation to the current pose.
Previous Work
The proposed approach combines structured light 3D reconstruction and body tracking in an integrated pipeline. In both areas there is a vast amount of literature and some of the body tracking systems even rely on range data that is provided by a range scanning or stereo module (e.g. Ref. 1, 2) . However, this is the first system where the two modules are deeply integrated and both rely on information flows from the other module. Existing systems that use 3D data for body tracking have used feedforward architecture, where information only flows from the 3D reconstruction module to the body estimation module. Structured light techniques have been known and successfully applied for many years.
3 They typically use time coded projection patterns and therefore require the scene to be static during the acquisition. More recently, one-shot methods that can deal with dynamic scenes have been developed and commercialised (e.g. Ref. 4). They however still rely on offline computations. On-line systems, that compute and visualise 3D reconstructions on-the-fly 5, 6 open a wide area of new possibilities. Next to the obvious advantages such as immediate visual validation of the data, such systems potentially can adapt themselves to characteristics of the scene in order to obtain optimal results. Koninckx et al. 7 have proposed a mechanism that adapts parameters of the projection pattern such as its density and the used colors in function of the visual content of the acquired images. These pattern adaptations are carried out on a low level of abstraction and do not require or exploit an analysis of the computed 3D data. In the present paper, pattern adaptation are based on a high-level model of the scene that contains prior knowledge about the problem at hand, namely the estimation of dynamic body poses. Previously computed high-level information is used to extract low-level features that, in turn, allow to refine the high-level state estimates.
Sparse projecting patterns are as old as structured light scanning itself. Indeed, the industrial laser scanner that sweeps a single line through the image is a typical example. Also handheld devices often use few projected lines or dots for triangulation. 8, 9 Clearly, there is a trade-off between speed of scanning (amount of reconstructed vertices per frame) and reliability/robustness of the result. When there is only a single projected line, the correspondence between projector and camera becomes trivial. For the application of body tracking it was found, that few high-quality 3D features were more useful than a dense but noisy and unreliable scan, provided that the 3D samples are taken at carefully selected locations that are relevant for the pose estimation process.
A large amount of recent work has dealt with model-based tracking of articulated human bodies through video sequences from one or multiple cameras. [10] [11] [12] [13] In the literature, three main challenges are addressed. First, the possible poses and movements of the human body have to be modelled, in order to constrain the space of parameters to possible movements. Second, the relevant information has to be extracted from the images, which may be degraded by noise and background clutter. Third, an optimisation scheme has to be adopted that is computationally tractable despite the high-dimensional parameter spaces. This paper mainly addresses the second aspect, in that it investigates ways to use existing knowledge to facilitate the extraction of relevant information from images. The setup which includes a LCD-projector, allows to actively modify the appearance of the scene and to render certain things such as depth discontinuities more visible. This leads to an opportunistic way of information extraction, where the system adapts itself based on knowledge about the scene.
We estimate new body poses using a simulation of the forward dynamics of an articulated body model; a characteristic our system shares with the work of Delamarre et al.
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The rest of this paper is organised as follows: Section 2 describes the used models and introduces feedbacksteered adaptation of projected patterns for structured light 3D reconstruction. In Section 3 we describe the implementation of the prototype we used for the simple experiments presented in Section 4. Section 5 concludes the paper. Figure 1 gives an overview of the proposed system. Main characteristic of the system is an integration of all components and a feedback which makes it possible to constantly adapt the projection patterns as a function of the knowledge about the subject to be tracked. As opposed to traditional structured light systems, we are not aiming at a dense 3D reconstruction, but want to compute depth at a few selected points.
MODEL-BASED ADAPTATION OF PROJECTED PATTERNS

Structured Light
The structured light setup consists of a fully calibrated pair of a video camera and a LCD projector. Both projector and camera can be modelled as pinhole cameras with corresponding 3D coordinate systems and 2D image planes. The latter are referred to as projector-image and camera-image. All 3D computations and the tracking are performed with respect to the camera-centered coordinate system. If a single straight line is projected, any 2D point [u p , v p , 1] which lies on the projected line satisfies the line equation
T this can be expressed as
where P proj is the (3,4) perspective projection matrix of the projector. The relationship between camera-image coordinates [u c , v c , 1] and 3D coordinates is expressed as
By combining (1) and (2) we obtain
where W is defined as A B C P proj . Given a point in the camera-image [u c , v c , 1] which is known to lie on the projected line, a 3D point X can therefore be reconstructed using
Body Model
We use a simple body model to represent the tracked person and its pose. Arms and legs consist of two cylinders each, for the torso we use a box. Hip and shoulder joints are represented with 3DOF rotational joints, elbows and knees have one degree of rotational freedom. The whole body is represented as a kinematic tree with the torso as its root. Joint configurations are described with one (knees and elbows) resp. three (hip, shoulder) Euler-angles which determine the relative rotation of a limb with respect to its parent limb in the kinematic tree. The pose of the whole body is given by the vector θ that contains 16 parameters for the angular degrees of freedom plus 6 DOF for the global pose (translation and rotation), the upper part of a body can be described with 8 parameters. (See also Figure 2 ). Simple body model consisting of a skeleton with rotational degrees of freedom at the joints, which is fleshed out using simple geometric primitives.
As described in section 3.2 a physical simulation of a body like articulated structure is used to update the estimated body pose given a set of observations. Within the framework of this simulation simple mechanical constraints such as joint limits can be imposed, in order to reduce the search space and to avoid 'impossible' poses.
Model-Based Projecting Patterns
In contrast to most structured light systems, the projected patterns used in this paper are sparse and modelbased. They consist of a set of features that are projected at selected locations of the body. The choice of the projected features is a main design decision. They should meet the following requirements:
• They should be easily and reliably detectable in the images, even in the presence of noise.
• It should be possible to decide which detected feature corresponds to which projected feature.
• The detected features should be assignable to exactly one body limb.
• The locations of the projected features should reduce the uncertainty about the body pose in an efficient way. For our experiments we used a number of straight lines perpendicular to the limbs as projected features. Straight lines in the projector-image are deformed by the scene geometry and are observed as curves in the camera-image. Depth discontinuities result in discontinuities in the curves and can therefore be taken into account explicitly. This allows to track through partial self-occlusions where no silhouette or contour information is available (e.g. an arm in front of the torso, see also Fig. 3 ). The number of projected lines is kept low in order to allow for non-ambiguous correspondences between projected and detected features. Correspondences between limbs and features are known because every projected feature is assigned to the limb on which it is projected.
IMPLEMENTATION
Sparse 3D Reconstruction
Reconstructing the 3D coordinates of a projected feature first requires the projected lines to be detected in the camera-images. Most important cue to find the features is color-similarity, therefore it is helpful to use a color which has good visibility when projected on the body. As proposed in Ref. 7 , the color of the projected features could be controlled by a self-adaptation mechanism. Also, feature color could be used to distinguish between different features. Thanks to the low density of our projection patterns this was not found to be necessary for our experiments. By predicting the expected feature locations on the camera-image, they can efficiently be found without searching the whole image. In addition this implicitly already solves the correspondence problem between projected and detected features. Deformations of the projected lines into curves are ignored, resulting in predicted features in the form of straight lines (see Figure 4) .
The actual feature detection consists of an initialisation step and a snake-based refinement step. At a number of points on the predicted line l pred , we look for pixels that satisfy the color criterion along a search line perpendicular to l pred . This results in a number of points C i that are used to initialize a spline based snake S. In an iterative process, the snake is refined by moving the control-points C i in turn along a search line perpendicular to the l pred , while minimising the following energy function:
where d RGB (x, target) is the distance in RGB-space of intensity at pixel x and the target-color, grad(.) is the derivative of d RGB (., target) in the direction perpendicular to l pred . α and β are weighting factors. The energy function expresses the wish that all x ∈ S should have a color close to the target-color and a low derivative of the RGB-distance, i.e. lie exactly between the two edges.
A number of points x ∈ S can now be sampled and their 3D location is obtained by (4). 
Estimating Body Pose
To update the pose estimate, the following two steps are iterated until convergence, similar to ICP. 15 First, two corresponding point sets S and T are built, where S are points on our body model and T are corresponding measured points. Second, the body pose θ that optimally aligns S and T has to be found. The set of measurements consists of 3D points that are reconstructed as described in section 3.1 and of points that are obtained by computing the body silhouette.
Point correspondences from 3D measurements. The sparse 3D reconstruction provides a number of 3D points sampled on the lines that were detected in the input image. For each of those lines, the middle point P m is computed. We now compute the closest point to P m which lies on the 'surface axis' of the cylinder which represents the corresponding limb. The 'surface axis' is given as the intersection of the cylinder with the plane that is defined by the camera center and the axis of the cylinder.
Point correspondences between projected body model and silhouette. For our experiments we supplemented the sparse 3D information by denser 2D silhouette data. For reasons of simplicity they are computed by the means of background subtraction, but any other method for computing 2D information, e.g. based on edge detection or optic flow, could as well be integrated into the framework.
The expected contours of the limbs in the input image are predicted by projecting the body model (in its pose θ t−1 , estimated at the previous time step) into the camera-image, yielding a number of prediction lines m i . At a number of sampled positions on m i , we look for foreground-background transitions along a search line perpendicular to m i . This provides us with a set of point pairs consisting of a point on m i , denoted p j and a corresponding pointp j on the observed silhouette each.
We want to move the body model in a way that the projected contour and the observed silhouette coincide. To obtain a pair of corresponding 3D Points P j andP j , the two image points p j andp j are backprojected into 3D space. The depth of p j is known because it is the projection of a point on our body model.P j is assumed to have the same depth, that is , P j andP j both lie in a plane parallel to the image plane.
Computing alignment. Given the corresponding point sets S and T , the pose of the body is estimated with a simulation of the forward dynamics of a body-like avatar. For all the pairs (s i , t i ), where s i ∈ S and t i ∈ T , forces are computed and attached to the avatar, in order to pull it into a pose that corresponds to the real pose of the observed body.
For the dynamical simulation, we use the Open Dynamics Engine.
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The avatar is constructed as an articulated structure of multiple rigid bodies connected with joints, according to Section 2.2. In addition to the kinematic properties, each rigid body (limb) is also assigned dynamic properties, i.e. a mass and an inertia matrix.
Although a simulation of an avatar that moves under the influence of applied forces intuitively seems a straightforward way to update the body pose, the method brings some challenges. There is no mathematical guarantee that the solution converges to the global minimum, converges at all, or even that the energy function decreases by moving the body model in such a way. The physical simulation is carried out in discrete timesteps whose size is a parameter to be set empirically.
We propose an iterative algorithm that allows for some control of the alignment process. In order to avoid that the body parts move too "far", the model is moved to the desired pose in many small steps. This leads to an iterative process, where, at each iteration, the forces between corresponding points are recomputed. The forces are simply the vectors −→ s i t i connecting the corresponding points. Also, after each timestep, the velocity of each body part is reset to zero in order to avoid that the body continues moving even when there are no forces anymore, which would lead to oscillation. The computation of the forward dynamics is fast enough to be evaluated many times at acceptable computational cost. Since the computation of point correspondences is computationally more expensive, we use Algorithm 1 with two nested loops. The outer loop is executed few times only.
Algorithm 1 Iterative algorithm to update body pose given a set of observations repeat find point correspondences repeat compute forces execute 1 timestep of forward dynamics reset velocity of body parts to zero until convergence until convergence In order to avoid rotational effects around the main axis of the limbs, all the forces are attached to the axis of the cylinders that represent the limbs, i.e. to the underlying skeleton.
When compared to non-linear minimisation methods such as Levenberg-Marquardt, the proposed method is less susceptible to local minima and doesn't suffer of the high dimensionality of the problem in the same way. The physical model provides an intuitive way to combine local information at the different limbs (the forces), and to integrate them while taking into account global constraints (the body model, joints etc.). Information is naturally propagated through the connections (joints).
EXPERIMENTS
The prototype described in section 3 was used to carry out preliminary experiments. Although some practical difficulties still have to be addressed, they demonstrate the feasibility of the proposed approach. In particular, they show that the high framerates that are necessary due to the inherent on-line nature of the system, can be achieved. The current implementation runs at approx. 3 Hz without any optimisations. Currently, the bottleneck lies in the synchronisation of projector and camera. Whenever the projected pattern is updated, the system pauses for a while (approx. 100 ms) before acquiring the next image, in order to make sure that the acquired frame contains the new pattern. This is due to the reaction time of the projector and can be solved with a hardware synchronisation of camera and projector. The experiments involve part of a human body, namely an arm with its shoulder and elbow joints. The pose was initialised manually and tracked over a sequence of 40 seconds. 12 frames out of approx. 120 of this sequence are shown in figure 5.
CONCLUSIONS
A adaptive, feedback-controlled pipeline for human body tracking was proposed. The pose estimation relies on a sparse 3D reconstruction that is achieved using structured-light techniques. The projected patterns are based on the current estimate of the body pose and are updated whenever the latter changes, that is at each timestep. A simple implementation was described as well as an experiment that demonstrates the feasibility of the proposed approach.
The approach is based on the hypothesis that a few 3D measurements are sufficient to disambiguate the body pose if there is additional 2D data available. Future experimental validation will show whether this hypothesis holds for more challenging scenarios.
On a short term base, future work will include improvement on the current implementation, such as handling of discontinuities and further adaptation of the pattern (e.g. fusion of neighbouring projected features if they are getting too close due to the current body pose, which makes it difficult to distinguish between the features.)
On a long term base, a probabilistic estimation scheme appears more promising than the proposed physical simulation. In particular a probabilistic framework will allow for additional prior knowledge such as motion models. Also, in such a framework it will be possible to determine the location where it is most useful to project a feature in a given situation, as it reduces the uncertainty about the body pose most efficiently.
