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1 Introduction
1.1 Background and statement of main result
We shall be interested in the existence of non-trivial p-adic zeros of p-adic
forms. Recall that a form is a homogeneous polynomial in several variables.
From now on we shall say a zero to mean a non-trivial zero unless we state
otherwise. To set the scene, Artin originally thought about Ci fields. A Ci
field is one in which every form of degree d in n variables is guaranteed to
have a zero provided that n > di. For example C is a C0 field, every finite
field Fq is a C1 field (this is the Chevalley-Warning theorem) and Fq((t)) is a
C2 field (this was proved by Lang [15]). So in some sense one can view this
Ci property as a measure of how ‘algebraically closed’ a field is. Artin then
conjectured [1] that Qp is a C2 field. We should note that one can easily
construct forms with n = d2 which only have the trivial p-adic zero so this
is in fact the best one can hope for. It had already been well known that
for the case of quadratic forms this conjecture holds. Demyanov [10] and
Lewis [18] independently showed that the conjecture holds for cubic forms
(Demyanov requiring that p 6= 3). Artin’s conjecture was proved to be false
by Terjanian [20] who exhibited a quartic form with 18 variables which only
has the trivial zero in Q2. It is however still open whether the result holds
for odd degree forms.
The first breakthrough in the general question came when Brauer [7]
proved that for all d there exists a least integer vd such that all forms of
degree d with n > vd have a p-adic zero for every prime p. Much work has
been spent on trying to get the best possible bounds for vd, the current record
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being due to Wooley [22] who has proved the neat result that
vd ≤ d
2d. (1)
Wooley’s analysis does give us better bounds on vd than (1), which we shall
describe in due course. We should establish the notation vd(p) at this point,
to mean the least integer such that every form of degree d with n > vd(p)
has a non-trivial p-adic zero.
In another direction Ax and Kochen [2] proved using methods from Math-
ematical Logic that for any d there exists a least positive integer p(d) such
that provided p ≥ p(d) then every form with n > d2 has a p-adic zero. So
in some sense Artin’s conjecture is ‘almost’ true. Later work by Brown [8]
provided a bound for p(d). If we write a ↑ b for ab and a ↑ b ↑ c for a ↑ (b ↑ c)
then Brown showed that
p(d) ≤ 2 ↑ 2 ↑ 2 ↑ 2 ↑ 2 ↑ d ↑ 11 ↑ (4d).
As we have established a fair amount of notation at this point it is worth
noting a few results that are currently known about the values of vd and
p(d). So for example Lewis’ result tells us that v3 = 9 and hence p(3) = 1,
Demyanov’s counterexample tells us that v4 ≥ 18 and p(4) ≥ 2. Recently
Heath-Brown [14] showed that v4 ≤ 9144, with v4(p) ≤ 312 for p 6= 2. Leep
and Yeomans [17] showed that p(5) ≤ 47 and this was subsequently improved
by Heath-Brown [14] to p(5) ≤ 17. Hence v5(p) = 25 for p ≥ 17.
Question . What is the best bound we can we get for v5?
Wooley’s bound (1) tells us that
v5 ≤ 5
32 ≈ 2.3× 1022. (2)
But in fact we know already that v5(p) = 25 for p ≥ 17, so by considering
the primes 2 ≤ p ≤ 13 Wooley’s analysis gives us more information than this
viz.
v5 ≤ 6792217044067. (3)
This gives a considerable improvement to (2) and it is with this better es-
timate our new bounds shall be compared. We should now note the main
results of this paper.
Theorem 1. We have
(a) (i) v5(2) ≤ 300509,
(ii) v5(3) ≤ 520329,
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(iii) v5(7) ≤ 180164,
(iv) v5(13) ≤ 179592;
(b) v5(11) ≤ 348497.
Theorem 2. We have v5(5) ≤ 4562911.
The result for p = 5 has been stated separately since a non-standard
version of Hensel’s lemma is required to lift a zero modulo 25 to a zero
in Q5. There are also some differences for the case p = 11. However the
same version of Hensel’s lemma is used throughout in proving Theorem 1.
The difference in approach between our argument and Wooley’s, is in the
former requiring the vanishing of a ‘smaller’ system of auxiliary forms than
the latter, resulting in less stringent conditions on the number of variables
to achieve this.
We can also prove some results concerning systems of cubic and quadratic
forms. However to be able to describe them effectively we need to introduce
some notation first. We assume we are working over the field Qp. Given
any system of r1, r2, . . . , rd forms of degrees 1, 2, . . . , d respectively in n vari-
ables, we define V (rd, . . . , r1) to be the least integer V such that the system
above has a zero, provided that n > V . More generally we shall write,
V (m)(rd, . . . , r1) to mean the least integer V such that any system as above
vanishes on some subspace (over Qp) of dimension strictly greater than m,
provided that n > V . For convenience we set V (m)(0, 0, . . . , 0) = m. Also
we may sometimes write V (rd, . . . , r1; p) to indicate that we are restricting
to the field Qp for some fixed prime p. We should note that the following
relation is fairly obvious.
V (m)(rd, . . . , r1) = V
(m)(rd, . . . , r2, 0) + r1. (4)
Although Artin’s conjecture was originally stated for single forms of a
certain degree we could have also stated it in the following way.
V (rd, . . . , r2, r1) = r1 + 4r2 + . . .+ d
2rd. (5)
So we can ask questions concerning systems of forms rather than a single
form, and as it will turn out our analysis will require us to think more gener-
ally about systems rather than single forms. In fact it was Lang [15] (at the
time a student of Artin) who proved that if Qp is C2 then this implies (5).
But as Terjanian showed that Qp is not C2, it is still worth studying systems
for their own sake. The first result concerning systems of forms came from
Birch, Lewis and Murphy [5] who proved that
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V (2, 0) = 8.
So Artin’s conjecture holds for a system of two quadratic forms. The next
two simplest cases after this concerns a system of a cubic and a quadratic
form and a pair of cubic forms. However it is still unknown whether Artin’s
conjecture holds in these cases viz. do we have
V (1, 1, 0) = 13 and V (2, 0, 0) = 18?
We shall give bounds for these quantities by using the following theorem.
Theorem 3. Let r1, r2, r3 be non-negative integers, with r3 > 0. For p 6= 3
we have
V (r3, r2, r1; p) ≤ V (r3 − 1, r2 + 6(r3 − 1), r1 + 6r2 + 9r3; p).
We shall give a proof of this in due course. However we should note the
immediate corollary
Corollary 1. For p 6= 3 we have
(i) V (1, 1, 0; p) ≤ 19,
(ii) V (2, 0, 0; p) ≤ 119.
Proof. By Theorem 3 and (4) we have
V (1, 1, 0; p) ≤ V (1, 15; p) = 4 + 15 = 19,
and
V (2, 0, 0; p) ≤ V (1, 6, 18; p) ≤ V (6, 0; p) + 63.
We shall see later (Lemma 2) that, V (6, 0; p) ≤ 56. Hence we obtain
V (2, 0, 0; p) ≤ 119.
To put these results into context we should note that the best bound one
can obtain for V (1, 1, 0) is by using the techniques of Leep and Schmidt [16],
where one can show that
V (1, 1, 0) ≤ 22.
Also Dietmann and Wooley [11] showed
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V (2, 0, 0) ≤ 298.
They also show that
V (2, 0, 0; 3) ≤ 233.
It might be possible to extend Theorem 3 to the case p = 3. This would
require us to show form has a zero modulo 9 which lifts to a zero in Q3.
We shall now briefly focus our attention to forms over Q. We can ask the
same questions that we asked about forms over the local field Qp: is there
an equivalent to Brauer’s theorem [7] for Q? The answer is no: there always
exist positive definite forms which don’t even have a zero in R. For example
F (x1, . . . , xn) = x
2k
1 + . . .+ x
2k
n
has only the trivial zero for all k ≥ 1. However it is a remarkable theorem
of Birch [3] that for all odd d there exists a least integer wd such that all
forms of degree d over Q with n > wd have a zero. Birch famously said
that his bounds for wd are “not even astronomical”. Heath-Brown [13] has
shown that w3 ≤ 14, by using the circle method approach. More recently
Wooley [21] has shown that w5 ≤ 1.38× 10
14, by employing an elegant idea
which involves finding zeros of the form in an algebraic extension of Q.
If we restrict ourselves to non-singular forms, much better bounds can be
obtained for the required number of variables to guarantee solubility. If we
denote w∗d to mean wd, where we have restricted to non-singular forms, then
Birch proved [4] that w∗d ≤ (d− 1)2
d provided that we have p-adic solubility
for all p. Heath-Brown [12] has shown that w∗3 ≤ 9. Moreover Theorem’s 1
and 2 imply that w∗5 ≤ 4562911.
2 Quintic forms
In this section we shall show how one obtains Wooley’s bound (3) and go on
to prove Theorems 1 and 2.
2.1 Some Preliminaries
We should at this point establish the notation φd(p) to mean the least integer
such that every diagonal form of degree d with n > φd(p) variables has a
non-trivial p-adic zero, and similarly φd = supp{φd(p)}. Clearly φd ≤ vd.
Moreover it was shown by Davenport and Lewis [9] that for every d we have
φd ≤ d
2, thus establishing Artin’s conjecture for the class of diagonal forms.
The key result in Wooley’s argument as found in [22, Lemma 2.1] is as follows.
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Lemma 1. Let d and ri (1 ≤ i ≤ d) be non-negative integers with d ≥ 2 and
rd > 0. Then provided φd <∞ one has
V (rd, rd−1, . . . , r1) ≤ φd + V (r
′
d, r
′
d−1, . . . , r
′
1) (6)
where r′d = rd − 1 and
r′j =
d∑
i=j
ri
(
φd + i− j − 1
i− j
)
(1 ≤ j < d).
Heath-Brown [14] has made a small improvement to this replacing (6) by
V (rd, rd−1, . . . , r1) ≤ V (r
′
d, r
′
d−1, . . . , r
′
1). (7)
We begin by using (6) to prove (3). From (6) we have
v5(p) = V (1, 0, 0, 0, 0; p) ≤ φ+ V
(
φ,
(
φ+ 1
2
)
,
(
φ+ 2
3
)
,
(
φ+ 3
4
)
; p
)
, (8)
where we have set φ = φ5(p) for brevity. Furthermore in writing ϕ = φ4(p)
we have
V (a, b, c, d; p) ≤ ϕ+ V (a′, b′, c′, d′; p)
where
a′ = a− 1, b′ = b+ aϕ, c′ = c+ bϕ + a
ϕ(ϕ+ 1)
2
,
d′ = d+ cϕ+ b
ϕ(ϕ + 1)
2
+ a
ϕ(ϕ+ 1)(ϕ+ 2)
6
.
It follows from an easy induction argument that by applying (6) a times we
have
V (a, b, c, d; p) ≤ aϕ+ V (α, β, γ; p) (9)
where
α = b+
ϕ
2
a(a+ 1),
β = c+ ϕab+
ϕ(ϕ+ 1)
2
a2 −
ϕ
4
a(a− 1) +
ϕ2
12
a(a− 1)(4a+ 1),
γ = d+
ϕ
6
a(2a+3b+6c+3ϕ(a+b)+ϕ2a)+
ϕ
12
a(a−1)(−2+6ϕ(a+b)+3ϕ2a)
6
+
ϕ2
12
a(a− 1)(2a− 1)(ϕa− 1)−
ϕ3
24
a2(a− 1)2.
Moreover by setting ψ = φ3(p), we can show similarly by induction that by
applying (6) a times, we have
V (a, b, c; p) ≤ aψ + V (α, 0; p) + β (10)
where
α = b+
ψ
2
a(a + 1),
β = c+ ψab+
ψ2
3
a(a2 − 1) +
ψ(ψ + 1)
2
a(a+ 1)
2
.
At this point we should say something about V (r, 0). We could iteratively
apply (6) again, however one can do slightly better than this. For ease of no-
tation, let u(r,m; p) = V (m)(r, 0; p) and we shall denote u(r; p) = u(r, 0; p). In
proceeding we shall note two results from Heath-Brown’s paper [14, Lemma
1 and 2].
Lemma 2. For every prime p we have
(i) u(1; p) = 4,
(ii) u(2; p) = 8,
(iii) u(3; p) ≤ 16,
(iv) u(4; p) ≤ 24,
(v) u(5; p) ≤ 40,
(vi) u(6; p) ≤ 56,
(vii) u(r; p) ≤ 2r2 − 16 for even r ≥ 8,
(viii) u(r; p) ≤ 2r2 − 14 for odd r ≥ 7.
For p ≥ 11 it was proved by Schuur [19] that u(3; p) = 12. It transpires
that for p ≥ 11 one can do slightly better.
Lemma 3. For every prime p ≥ 11 we have
(i) u(3; p) = 12,
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(ii) u(4; p) ≤ 24,
(iii) u(5; p) ≤ 32,
(iv) u(6; p) ≤ 56,
(v) u(r; p) ≤ 2r2 − 2r − 12 for r ≡ 1 (mod 3) and r ≥ 7,
(vi) u(r; p) ≤ 2r2 − 2r − 8 for r ≡ 2 (mod 3) and r ≥ 8,
(vii) u(r; p) ≤ 2r2 − 2r − 8 for r ≡ 0 (mod 3) and r ≥ 9.
In order to get a bound on v5 all we need now is some information on
φd(p) for 2 ≤ d ≤ 5 and 2 ≤ p ≤ 13. The techniques used to study φd(p) are
fairly routine, see the work of Davenport and Lewis [9] for example, so we
shall state the following lemma without proof.
Lemma 4. The following table contains the values φd(p) for, 2 ≤ d ≤ 5 and
2 ≤ p ≤ 13
p φ2(p) φ3(p) φ4(p) φ5(p)
2 4 3 15 5
3 4 4 8 5
5 4 3 16 7
7 4 6 8 5
11 4 3 8 15
13 4 6 12 5
It transpires that the worst bound for (8) occurs whenever p = 11 since
this gives the largest value of φ5(p). For p = 11 we compute
v5(11) ≤ 15 + V (15, 120, 680, 3060).
Now by applying (9) we obtain
V (15, 120, 680, 3060) ≤ 120 + V (1080, 91080, 4410900).
So now applying (10) we get
V (1080, 91080, 4410900) ≤ 3240 + u(1842300; 11) + 4082145300.
Finally by Lemma 3 we have
u(1842300; 11) ≤ 6788134895392.
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Hence we obtain (3) viz.
v5 ≤ 6792217044067.
We should note that by using Heath-Brown’s improvement (7) we may
replace (10) by
V (a, b, c; p) ≤ V (α, 0; p) + β (11)
where
α = b+
ψ
2
a(a + 1),
β = c+ ψab+
ψ2
3
a(a2 − 1) +
ψ(ψ + 1)
2
a(a+ 1)
2
.
2.2 The Proof of Theorems 1 and 2
We shall now develop the hybrid approach to Artin’s problem as found in
Heath-Brown [14]. We shall argue as Heath-Brown does for cubic and quartic
forms. However in some cases we shall need a larger ‘admissible set’. Arguing
by contradiction, we suppose that F (x) ∈ Qp[x] is a form of degree 5 in n
variables with only the trivial p-adic zero. We will find conditions on n which
give us a contradiction and thereby obtain a bound for v5(p). Let θs(F (x))
denote the obvious reduction of F (x) ∈ Zp[x] modulo p
s, for s ≥ 1. Our
strategy shall be the following, we will find a collection of vectors e1, . . . , ek ∈
Qnp−{0} such that (for some r ∈ Z) by applying Hensel’s Lemma to the form
θs(p
−rF (t1e1 + . . . + tkek)), we shall be able to lift a suitably non-singular
zero modulo ps to a non-trivial zero in Zp. It will follow that we will need
to take s = 1 and s = 2 for p ∈ {2, 3, 7, 11, 13} and p = 5 respectively, each
case requiring a different version of Hensel’s Lemma.
When x ∈ Qnp − {0} we say that x has “level r” where 0 ≤ r ≤ 4, if
v(F (x)) ≡ r (mod 5). Since we have assumed that F (x) 6= 0, the level of x
is a well-defined property. Given any quadratic form
Q(x1, . . . , xn) =
∑
i≤j
cijxixj
we define the “length of Q” by
l(Q) := #{cij 6= 0 : 1 ≤ i ≤ j ≤ n}.
Clearly 0 ≤ l(Q) ≤
(
n
2
)
. For any set
S = {e1, . . . , em} ⊂ Q
n
p − {0}
we shall say that S is “(s, t)-admissible” provided that the following condi-
tions hold
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(i) For each vector ei ∈ S, we have 0 ≤ v(F (ei)) ≤ 4,
(ii) There is some subset Sr ⊆ S of cardinality s, whose vectors all have
level r,
(iii) If ei1 , . . . , eis ∈ S all have the same level, with i1 < i2 < . . . < is then,
by writing eir = e
′
r we have
F (t1e
′
1 + . . .+ tke
′
s) =
∑
i
ait
5
i +
∑
i<j
bijtit
4
j +
∑
i<j<k
cijktitjt
3
k
for some ai, bij , cijk ∈ Qp. Furthermore we have the condition that for
any 3 ≤ k ≤ n
l
(∑
i<j
cijktitj
)
≤ t.
We shall show in due course that (s, t)-admissible sets exist for every s ≥ 2
and t ≥ 0, provided that n is large enough. Before proceeding further we shall
note that if ei, ej , ek ∈ Sr then, p
−rF (xei+ yej + zek) must have coefficients
in Zp. This comes immediately from the following result.
Lemma 5. Let
f(x, y, z) = axd + bxyd−1 + cyd + dxyzd−2 + (ex+ fy)zd−1 + gzd ∈ Qp[x, y, z]
where a, c, g ∈ Zp. Suppose that f(x, y, z) has only the trivial zero in Qp,
then b, d, e, f ∈ Zp.
Proof. We need to prove that b, d, e, f are all p-adic integers. We shall argue
by contradiction. Suppose that
s := min{v(b), v(d), v(e), v(f)} < 0
Then
θ(p−sf(x, y, z)) = b′xyd−1 + d′xyzd−2 + (e′x+ f ′y)zd−1 ∈ Fp[x, y, z] (12)
where at least one of b′, d′, e′ or f ′ is non-zero. If b′ 6= 0, then (0, 1, 0) is a
non-singular solution to (12), which by Hensel’s Lemma lifts to a non-trivial
p-adic zero of f(x, y, z). This contradicts our assumption that f has only the
trivial zero, therefore b′ = 0. Similarly if either e′ or f ′ 6= 0 then (0, 0, 1), is
a non-singular solution to (12). Hence as before we deduce that e′, f ′ = 0.
This forces d′ 6= 0, however in this case (0, 1, 1) is a non-singular solution to
(12). So as before we deduce that d′ = 0. Hence s ≥ 0, so b, d, e, f ∈ Zp as
required.
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To ensure linear independence we note the following result from Heath-
Brown’s paper [14, Lemma 4].
Lemma 6. Let F (x) ∈ Qp[x1, . . . , xn] be a form of degree d, having only the
trivial zero in Qnp . Let e1, . . . , em be linearly independent vectors in Q
n
p , and
suppose we have a non-zero vector e such that the form
F0(t1, . . . , tm, t) := F (t1e1 + . . .+ tmem + te)
contains no terms of degree one in t. Then the set {e1, . . . , em, e} is linearly
independent.
Hence it follows that if we have a (s, t)-admissible set with a subset Sr of
cardinality s as in (ii), then Sr is a linearly independent set. To prove this
we note that without loss of generality
Sr = {e1, . . . , es}.
Then by (iii)
F (t1e1 + . . .+ tlel)
contains no terms of degree one in tl, for l ≤ s. So by applying Lemma 6
inductively for l ≤ s we deduce that {e1, . . . , el} is a linearly independent
set. If we have a (s, t)-admissible set with a subset Sr, then it follows that
p−rF (t1e1+ . . .+ tkes) =
∑
i
ait
5
i +
∑
i<j
bijtit
4
j +
∑
i<j<k
cijktitjt
3
k ∈ Zp[t1, . . . , ts]
where v(ai) = 0, i.e. all the ai are p-adic units. This can be seen by applying
Lemma 5, to the form p−rF (tiei+tjej+tkek), for each triple (i, j, k). We shall
now show that (s, t)-admissible sets exist provided that n is large enough.
We define (u)+ := max{u, 0}, for any u ∈ R.
Lemma 7. Let F be a form of degree 5 in n variables, with only the trivial
zero over Qp. Then for s ≥ 2 and t ≥ 0 there exists a (s, t)-admissible set S
provided that
n > V (r3, r2, r1; p) (13)
where
r3 = 5
((
s
2
)
− t
)
+
, r2 = 5
(
s+ 1
3
)
, r1 = 5
(
s+ 2
4
)
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Proof. We shall prove this by inductively constructing a (s, t)-admissible set.
Let e1 ∈ Q
n
p − {0}, then we can ensure that (i) holds by multiplying e1 by
an appropriate power of p. Next suppose that (i) and (iii) hold for the set
S = {e1, . . . , em}, where m ≥ 1. We need to find a vector em+1 such that
(i) and (iii) hold for S ∪ {em+1}. Suppose that in S there are li vectors of
level i, where 0 ≤ li < s and 0 ≤ i ≤ 4 (note that if li ≥ s then S is already
(s, t)-admissible since (ii) holds). Moreover let
Li = {e
(i)
1 , . . . , e
(i)
li
} ⊆ S
be the subset of S which contains all the vectors of level i. Clearly S =
L0 ∪ . . . ∪ L4. Now consider
F (t1e
(i)
1 + . . .+ tlie
(i)
li
+ tem+1) =
∑
|u|≤5
tut5−|u|Fi(em+1;u)
where
tu =
li∏
j=1
t
uj
j .
and Fi(em+1;u) is a form of degree 5− |u| in em+1. Since a priori we don’t
know what the level of em+1 will be, it follows that for S ∪ {em+1} to satisfy
(iii), we require that for each 0 ≤ i ≤ 4
Fi(em+1;u) = 0, for all 3 ≤ |u| ≤ 4
and
Fi(em+1;u) = 0, for
((
li+1
2
)
− t
)
+
vectors u, such that |u| = 2.
Hence it follows as before (cf. proof of (7)), that we require
n > V (s3, s2, s1; p)
where
s3 =
4∑
i=0
((
li + 1
2
)
− t
)
+
, s2 =
4∑
i=0
(
li + 2
3
)
, s1 =
4∑
i=0
(
li + 3
4
)
.
with the understanding that
(
a
b
)
= 0 if a < b. Moreover we can easily ensure
that em+1 satisfies (i), by multiplying it by an appropriate power of p. So we
have just shown that we can construct a set S of arbitrary sizem, in which the
conditions (i) and (iii) hold. We should now remark that if m > 5(s−1) then
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(ii) automatically holds. It is clear that the scenario in which V (s1, s2, s3; p)
gives the largest bound is when, li = s− 1 for each 0 ≤ i ≤ 4. Hence we are
guaranteed to have a (s, t)-admissible set S provided
n > V (r3, r2, r1; p)
where
r3 = 5
((
s
2
)
− t
)
+
, r2 = 5
(
s+ 1
3
)
, r1 = 5
(
s+ 2
4
)
, as required.
We are now set up to prove Theorems 1 and 2. Note the following results,
which are due to MAGMA [6] calculations.
Result 1. Suppose we are working over Fp, for p ∈ {2, 3}. Consider the
form
f(t1, t2, t3) = a1t
5
1 + b12t1t
4
2 + a2t
5
2 + (b13t1 + b23t2)t
4
3 + a3t
5
3
where a1a2a3 6= 0. Then f has at least one non-singular zero over Fp.
Suppose n > V (15, 20, 25; p), then by Lemma 7 we have a (3, 0)-admissible
set S and hence an associated subset Sr = {e1, e2, e3} as in (ii). So by Lemma
5, the form
g(t1, t2, t3) := θ1(p
−rF (t1e1 + t2e2 + t3e3))
=
∑
i
a¯it
5
i +
∑
i<j
b¯ijtit
4
j
is such that a¯i, b¯ij ∈ Fp and a¯i 6= 0. Hence by Result 1, g(t1, t2, t3) has a
non-singular zero over Fp for p ∈ {2, 3}. Consequently by Hensel’s Lemma
F has a non-trivial zero over Zp; a contradiction to our original assumption.
So we have just proved that for p ∈ {2, 3}
v5(p) ≤ V (15, 20, 25; p). (14)
Result 2. Suppose we are working over Fp, for p ∈ {7, 13}. Consider the
form
f(t1, t2, t3) = a1t
5
1 + b12t1t
4
2 + a2t
5
2 + c123t1t2t
3
3 + (b13t1 + b23t2)t
4
3 + a3t
5
3
where a1a2a3 6= 0. Then f has at least one non-singular zero over Fp.
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Suppose n > V (10, 20, 25; p), then by Lemma 7 we have a (3, 1)-admissible
set S and hence an associated subset Sr = {e1, e2, e3} as in (ii). So by Lemma
5, the form
g(t1, t2, t3) := θ1(p
−rF (t1e1 + t2e2 + t3e3))
=
∑
i
a¯it
5
i +
∑
i<j
b¯ijtit
4
j + c¯123t1t2t
3
3
is such that a¯i, b¯ij , c¯123 ∈ Fp and a¯i 6= 0. Hence by Result 2, g(t1, t2, t3) has a
non-singular zero over Fp for p ∈ {7, 13}. Consequently by Hensel’s Lemma
F has a non-trivial zero over Zp; a contradiction to our original assumption.
So we have just proved that for p ∈ {7, 13}
v5(p) ≤ V (10, 20, 25; p). (15)
Result 3. Suppose we are working over F11. Consider the form
f(t1, t2, t3, t4) =
∑
i
ait
5
i +
∑
i<j
bijtit
4
j + (c12t1t2 + c13t1t3 + c23t2t3)t
3
4
where a1a2a3a4 6= 0. Then f has at least one non-singular zero over F11.
So by exactly the same argument as above, if we have a (4, 3)-admissible
set we can deduce from Result 3 that
v5(11) ≤ V (15, 50, 75; 11). (16)
Result 4. Suppose we are are working over Z5. Consider the form
f(t1, . . . , t6) =
∑
i
ait
5
i +
∑
i<j
bijtit
4
j + (c125t1t2 + c135t1t3 + c145t1t4 + c235t2t3)t
3
5
+
∑
i<j<6
cij6titjt
3
6
where a1 · · ·a6 6≡ 0 (mod 5). Then there exists some t ∈ Z
6
5 and 1 ≤ i ≤ 6
such that
f(t) ≡ 0 (mod 25),
∂f
∂ti
(t) ≡ 0 (mod 5),
∂f
∂ti
(t) 6≡ 0 (mod 25)
and
∂2f
∂t2i
(t) ≡ 0 (mod 5).
In particular we have t 6≡ 0 (mod 5).
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We need to be careful in dealing with this case. To be clear we are
constructing our set {e1, . . . , e6} in a way that the associated form takes
the shape given in Result 4. In finding the vector e5 we need an (5, 4)-
admissible set. Therefore by Lemma 7 we require n > V (30, 100, 175).
Moreover in finding the vector e6, it is not difficult to show that we re-
quire n > V (25, 175, 350). Using our reduction analysis on systems of cubic
and quadratic forms, it transpires that on taking n > V (30, 100, 175) we get
the largest lower bound of n. Therefore to get our quintic form in the shape
as in Result 4 we require n > V (30, 100, 175). The difference in this case
opposed to the cases when p 6= 5, is that we look at the form
g(t1, . . . , t6) := θ2(p
−rF (t1e1 + . . .+ t6e6))
=
∑
i
a¯it
5
i +
∑
i<j
b¯ijtit
4
j +
∑
i<j<k
c¯ijktitjt
3
k
Where we have a¯i, b¯ij , c¯ijk ∈ Z/p
2Z with 5a¯i 6= 0. So for p = 5 we deduce
that F has a non trivial zero over Zp (a contradiction) by applying Result 4
along with the following Lemma.
Lemma 8. Let F (x) ∈ Zp[x] be a polynomial of any degree. Suppose there
exists some a ∈ Zp, such that
p2 | F (a), p ‖ F ′(a) and p | F ′′(a) (17)
then there exists an α ∈ Zp such that, F (α) = 0. Moreover, α ≡ a (mod p).
In order not to interrupt our discussion we shall postpone the proof of
this Lemma until the end of the present section. We have just proved that
v5(5) ≤ V (30, 100, 175; 5). (18)
We now have all the information we need to go ahead and prove Theorems
1 and 2. We shall use (10) to deal with the primes p ∈ {2, 3, 5, 11} and for
p ∈ {7, 13} we shall use Theorem 3. By Theorem 3 we can prove that for
p 6= 3 we have
V (a, b, c; p) ≤ V (α, 0; p) + β (19)
where
α = b+ 3a(a− 1),
β = c+ 3a(2b+ 3a) +
1
2
a(a− 1)(24a− 21).
p = 2: By (11) we have
V (15, 20, 25; p) ≤ V (380, 0; p) + 11725.
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By using Lemma 2 we get
V (380, 0; p) ≤ 288784.
Hence we obtain
v5(2) ≤ 300509
as required.
p = 3: By (11) we have
V (15, 20, 25; p) ≤ V (500, 0; p) + 20345.
By using Lemma 2 we get
V (500, 0; p) ≤ 499984.
Hence we obtain
v5(3) ≤ 520329
as required.
p = 5: By (11) we have
V (30, 100, 175; p) ≤ V (1495, 0; p) + 92875.
By using Lemma 2 we get
V (1570, 0; p) ≤ 4470036.
Hence we obtain
v5(5) ≤ 4562911
as required.
p = 7: By (19) we have
V (10, 20, 25; p) ≤ V (290, 0; p) + 11980.
By using Lemma 2 we get
V (290, 0; p) ≤ 168184.
Hence we obtain
v5(7) ≤ 180164
16
as required.
p = 11: By (11) we have
V (15, 50, 75; p) ≤ V (410, 0; p) + 13125.
By using Lemma 3
V (410, 0; p) ≤ 335372.
Hence we obtain
v5(11) ≤ 348497
as required.
p = 13: By (19) we have
V (10, 20, 25; p) ≤ V (290, 0; p) + 11980.
By using Lemma 3
V (290, 0; p) ≤ 167612.
Hence we obtain
v5(13) ≤ 179592
as required.
It remains to prove Lemma 8. By (17) we have, F (a) = p2F¯ (a), F ′(a) =
pF¯ ′(a) where p ∤ F¯ ′(a) and F ′′(a) = pF¯ ′′(a), for some polynomial F¯ (x). Now
consider
F (a+ pa′) ≡ F (a) + pa′F ′(a) + p2a′2
F ′′(a)
2
(mod p3)
≡ p2(F¯ (a) + a′F¯ ′(a)) (mod p3)
Hence to find an a′ such that F (a+ pa′) ≡ 0 (mod p3), we require
F¯ (a) + a′F¯ ′(a) ≡ 0 (mod p)
However since p ∤ F¯ ′(a), this is always possible. It follows by repeating this
process with αr = a + . . . + p
ra(r), we can always find some a(r) such that
F (αr) ≡ 0 (mod p
r+2). We complete the proof by taking α = limr→∞ αr.
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3 Proof of Theorem 3
We can develop Heath-Brown’s [14] hybrid approach for a single cubic form
to deal with a system of cubic and quadratic forms. Many of the key ideas
required to prove Theorem 3 have already been introduced in the previous
section. Suppose we have a system F = (f (i,j)) where f (i,j)(x1, . . . , xn) ∈
Qp[x1, . . . , xn] is a form of degree i for 0 ≤ j ≤ ri and 1 ≤ i ≤ 3. We will
of course assume throughout that r3 > 0, since otherwise we are reduced to
a question concerning a system of quadratic forms. Our approach will be to
apply the hybrid reduction to one of the cubic forms in the system, whilst
simultaneously requiring that the vectors we obtain in our “admissible” set
are such that the rest of the system vanishes in the span of this set. Let
F = {F} ∪ G where F = f (3,1). Suppose that for each x 6= 0 such that
G(x) = 0 we have F (x) 6= 0. From now on let
r˜i =
{
rd − 1, i = 3
ri, i < d
For x 6= 0 such that G(x) = 0 we shall say that x has “level r” if 0 ≤ r ≤ 2
and v(F (x)) ≡ r (mod 3). Clearly the level of x is a well defined property
since for any such x we have assumed that F (x) 6= 0. For any set
S = {e1, . . . , em} ⊂ Q
n
p − {0}
We shall say that S is “F-admissible” provided that the following conditions
hold
(i) For each vector ei ∈ S, we have 0 ≤ v(F (ei)) ≤ 2
(ii) There is some subset Sr ⊆ S of cardinality 3, whose vectors all have
level r
(iii) If ei1 , . . . , eil ∈ S all have the same level, with i1 < i2 < . . . < il for
l ≤ 3 then, by writing eir = e
′
r we have
F (t1e
′
1 + . . .+ tle
′
l) =
∑
1≤i≤l
ait
3
i +
∑
1≤i<j≤l
bijtit
2
j
for some ai, bij ∈ Qp and
f (i,j)(t1e
′
1 + . . .+ tle
′
l) = 0
for any t1, . . . , tl ∈ Qp, where 0 ≤ j ≤ r˜i and 1 ≤ i ≤ 3
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We shall now show that we can find an F-admissible set provided n is suffi-
ciently large
Lemma 9. With the same hypothesis as above, we can always find an F-
admissible set provided
n > V (r3 − 1, r2 + 6(r3 − 1), r1 + 6r2 + 9r3). (20)
Proof. As in the proof of Lemma 7, we shall inductively construct an F-
admissible set. We can choose e1 ∈ Q
n
p − {0}, so that (iii) holds, since
n > V (r3 − 1, r2 + 6(r3 − 1), r1 + 6r2 + 9r3) > V (r3 − 1, r2, r1).
Moreover we can ensure that (i) holds by multiplying e1 by an appropriate
power of p. Next suppose that (i) and (iii) hold for the set S = {e1, . . . , em},
where m ≥ 1. We need to find a vector em+1 such that (i) and (iii) hold for
S∪{em+1}. Suppose that in S there are lr vectors of level r, where 0 ≤ lr < 3
and 0 ≤ r ≤ 2 (note that if lr ≥ 3 then S is already F-admissible since (ii)
holds). Moreover let
Lr = {e
(r)
1 , . . . , e
(r)
lr
} ⊆ S
be the subset of S which contains all the vectors of level r. Clearly S =
L0 ∪ L1 ∪ L2. Now consider
F (t1e
(r)
1 + . . .+ tlre
(r)
lr
+ tem+1) =
∑
|u|≤3
tut3−|u|Fr(em+1;u)
and
f (i,j)(t1e
(r)
1 + . . .+ tlre
(r)
lr
+ tem+1) =
∑
|u|≤i
tuti−|u|f (i,j)r (em+1;u)
where
tu =
li∏
j=1
t
uj
j .
Then
Fr(em+1;u) is a form of degree 3− |u| in em+1,
and
f (i,j)r (em+1;u) is a form of degree i− |u| in em+1.
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Since a priori we don’t know what the level of em+1 will be, it follows that
for S ∪ {em+1} to satisfy (iii), we require
Fr(em+1;u) = 0, for all |u| = 1 and 0 ≤ r ≤ 2
and
f (i,j)r (em+1;u) = 0, for all u, 1 ≤ j ≤ r˜i, 1 ≤ i ≤ 3 and 0 ≤ r ≤ 2.
Hence it follows as before, that we require
n > V (s3, s2, s1; p)
where
s3 = r˜3, s2 = r˜2 + r˜3
2∑
i=0
li, s1 = r˜1 + r˜2
2∑
i=0
li + r˜3
2∑
i=0
(
li + 1
2
)
+ 9.
with the understanding that
(
a
b
)
= 0 if a < b. Moreover we can easily ensure
that em+1 satisfies (i), by multiplying it by an appropriate power of p. So we
have just shown that we can construct a set S of arbitrary size m, in which
the conditions (i) and (iii) hold. We should now remark that if m > 6 then
(ii) automatically holds. It is clear that the scenario in which V (s1, s2, s3; p)
gives the largest bound is whenever, li = 2 for each 0 ≤ i ≤ 4. Hence we are
guaranteed to have a F-admissible set S provided
n > V (r3 − 1, r2 + 6(r3 − 1), r1 + 6r2 + 9r3; p)
as required.
We proceed by noting a key result as found in Heath-Brown’s paper [14,
Lemma 6].
Lemma 10. Suppose p 6= 3 and consider
f(x, y, z) = ax3 + bxy2 + cy3 + (dx+ ey)z2 + fz3 ∈ Fp[x, y, z]
where acf 6= 0. Then f has at least one non-singular zero over Fp.
We are now in a position to complete the proof of Theorem 3. By Lemma
9, we can find an F-admissible set provided that (20) holds. So without loss
generality there exists some set
Sr = {e1, e2, e3}
20
which satisfies (ii) and (iii). By Lemma 6 S is a linearly independent set,
since the form
F (t1e1 + . . .+ tjej)
contains no terms of degree one in tj for j ≤ 3. Moreover by Lemma 5, we
have that the form
p−rF (t1e1 + t2e2 + t3e3) =
∑
1≤i≤3
ait
3
i +
∑
1≤i<j≤3
bijtit
2
j (21)
is such that ai, bij ∈ Zp and v(ai) = 0. So by looking at the form (21)
modulo p, we can apply Lemma 10 to deduce that F has a zero x 6= 0 such
that G(x) = 0. This is a contradiction, hence we complete the proof of
Theorem 3.
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