A nonlinear dynamical model for the evolution of landslide is proposed. The parameters of this model are obtained through an improved iterative algorithm of inversion developed in the paper. Based on the nonlinear dynamical model and nonlinear dynamical systems (NDS) theory, the approaches to determining the Lyapunov exponents, the predictable timescale and the stability criterion of the evolutional state of landslide are given. A case study of the Xintan slope is presented to illustrate the capability and merit of the nonlinear dynamical model. D
Introduction
Specific concepts and mathematical techniques associated with nonlinear dynamical systems (NDS) theory have been widely promoted and applied in virtually every scientific discipline including seismology, geomorphology and landslide hazards (Haigh, 1988; Keilis-Borok, 1990; Phillips, 1992 Phillips, , 1993a Phillips, , 1995 Qin et al., 1993 Qin et al., , 2001 ). These concepts include chaos, fractal geometry and catastrophe theory (Phillips, 1992) . The utility of NDS concepts and techniques in landslide hazards allows us to make deep insights into landslide mechanisms. NDS theory is also a way of attracting many people to pay more attention to the study of the evolutionary process of landsliding.
Deterministic chaos results in complex, irregular patterns arising from deterministic systems. Chaotic systems are sensitive to initial conditions and to perturbations. One consequence is that small errors in the specification of the initial state can be amplified rapidly (Phillips, 1993b) . Considerable speculation and some evidence (Malanson et al., 1992; Phillips, 1992; Turcotte, 1992; Zeng et al., 1993) indicate that chaos may be common in geophysical phenomena. Qin et al. (1993) found that by analyzing observation series of landslides, chaos exists in the evolution process of some landslides.
Previous statistical methods of studying landslide prediction, which are of strict determinism, neglect small disturbances (tectonic, climatic, human, etc.) (Saito, 1969; Fukuzono, 1985; Voight, 1989) , so chaotic behaviour in the evolution of the landslide system cannot be reflected and, hence, the long-term prediction of landslides cannot be made using these methods. In other words, the predictable timescale should be considered in order to forecast landslides more accurately.
NDS theory can be applied with benefit to the study of landslides. However, there are many problems to be solved in practical applications. A common approach of applying NDS theory to landslide study is as follows: write and resolve a series of dynamical equations, then study the properties of solutions obtained and finally explore the origin of all kinds of complex phenomena. However, the dynamical equations describing the evolution process of landslide have not yet been correctly written. The only information available at present is observation data and description of phenomena. That is to say, we know a series of specific solutions of the dynamical equations. If we regard such solutions as a series of discrete values of the dynamical equations, the quasiideal nonlinear dynamical equations for the evolution of landslide can, thus, be obtained through an inversion algorithm.
The aim of this paper is to provide a general framework of applying NDS theory to landslide prediction. To realize this goal, we suggest a nonlinear dynamical model for the development process of landslide, whose parameters are determined through an improved algorithm of inversion. Then, according to NDS theory, the computational method of the Lyapunov exponents, which are used to determine the predictable timescale of landslide, is given and the stability criterion reflecting the evolutional state of landslide is presented. The effectiveness of the nonlinear dynamical model is confirmed by analysis on the Xintan landslide, China.
Method

Algorithm of inversion
Consider the development process of a landslide as a nonlinear dynamical system (NDS). The landslide NDS includes n interacting components q i , i = 1, 2, . . . , n. These q i might include, for a specific system, various factors or variables describing tectonics, lithology and hydrology, etc. where the function f i is a general nonlinear one of q 1 , q 2 , . . . , q n . It is assumed that f i has G k items, and which correspond to P k parameters (k = 1, 2, . . . , K), i.e.,
If the observation data can form M equations, they can be written in matrix form as:
]/(2Dt) ( j = 2, 3, . . . , M + 1) is a difference matrix with M columns; G is an M Â K observation data matrix; and P is an unknown parameter matrix with K columns.
In most cases, the solutions of Eq. (2) usually are unstable when the least squares method is adopted, because G T G is a singular matrix or closes to a singular one and its solutions are especially sensitive to observation data errors (Huang and Yi, 1991) . Bakus and Gilbert (1970) once proposed a general linear inversion algorithm to overcome this difficulty. The following is a simplified description of their algorithm of inversion. G T G is a real symmetry matrix of order K and its eigenvalues can be stated as:
Assume that L nonzero eigenvalues exist and K À L eigenvalues are zero (or close to zero, its discriminant criterion is Ak i A < 10 À 3 Ak 1 A), the normalized eigenvectors, corresponding to L eigenvalues, can form the matrix U of order K Â L, where
the parameter matrix P can be determined where B is a diagonal matrix containing the nonzero eigenvalues.
It has been found from practical studies (Qin et al., 1993) that when the observation period is relatively short, the predictive precision is often not satisfied using the above algorithm of inversion. For this reason, we suggest an improved iterative algorithm of inversion as follows.
As for Eq. (2), using the least squares criterion, we can obtain the following canonical equation:
Take the parameter matrix P determined from Eq. (4) as the initial estimated vector:
2 ; . . . ; P
K Þ and use the Gaussian -Sidel iterative formula:
to iterate, until:
is satisfied. In Eqs. (6) and (7), T = 0, 1, 2 . . . is the iteration number; C ij are the elements of the matrix G T G (i = 1, 2, . . . , K); e i is the column elements of the matrix G T D; and E is the permitted absolute error.
2.2. Nonlinear dynamical analysis of the evolution of landslide 2.2.1. Model Many state variables (observation series) are probably required to describe the development process of landslides. Considering some variables are correlative, it is reasonable to select a few series with the higher confidence level as the state variables. Here, we choose three state variables to establish the nonlinear dynamical model of the evolution process of a landslide.
It is assumed that X, Y and Z are three different observation series, such as stress, displacement and rainfall. Considering that X, Y and Z are different in dimension and magnitude, they should be normalized prior to calculation. The general normalized method, for example, is that every observation value is divided by the mean value of all observation values in a series. Furthermore, we assume f i in Eq. (1) to be a kind of nonlinear function with regard to physical characteristics of the system. According to our recent research (Qin et al., 1993) , it is assumed that f i has the following general forms:
where a 1 , a 2 , . . . , a 9 , b 1 , b 2 , . . . , b 9 and c 1 , c 2 , . . . , c 9 are constants which can be solved with the above improved algorithm of inversion. The predicted values can be obtained using the Runge -Kutta integration method for Eqs. (8) - (10), and the prediction precision can be evaluated by means of the comparison between the monitored values and predicted ones.
The above nonlinear dynamical model was applied to study many landslides and earthquakes, such as Xikouzhen landslide, Wolongsi landslide, Tangshan earthquake and Haicheng earthquake, etc., in the PR China. The analytical results were satisfied.
Lyapunov exponent, Kolmogorov entropy, information dimension, and predictable timescale
The Lyapunov exponents, which provide a qualitative and quantitative characterization of dynamical behavior, are related to the exponentially fast divergence or convergence of nearby orbits in phase space. A system with one or more positive Lyapunov exponents is defined to be chaotic (Wolf et al., 1985) . The following is a simple introduction to solving the Lyapunov exponents from the nonlinear dynamical model (Wolf et al., 1985; Qin et al., 1993) .
The Jacobi matrix J, composed of Eqs. (8) - (10), is: 
where
According to NDS theory, the Lyapunov exponent k can be solved from the following equation: 
Three Lyapunov exponents (k 1 ! k 2 ! k 3 ) can be calculated by solving Eqs. (13) -(16). The k represents the exponential growth rate of state errors, which occur in a system, in the phase space along a particular direction. If the errors produced in a system gradually increase with time, it is obvious that its long-term behavior is unpredictable; if the prediction is made, it should be constrained by a certain timescale. The sum of all positive Lyapunov exponents:
is called the Kolmogorov entropy (Liu, 1990) . It represents the average production rate of information of a physical system in information theoretic terms. 1/K 1 , which is called the average predictable timescale of the system, stands for the time needed for such errors to increase by one time. It is evident that this quantity is very useful for landslide prediction. The signs of the Lyapunov exponents provide a qualitative picture of a system dynamics. The signs of three Lyapunov exponents in a three-dimensional continuous dissipative dynamical system are ( À , À , À ), (0, À , À ), (0, 0, À ) and (+, 0, À ) for the constant attractor, the periodical attractor, the pseudo-periodical attractor and the chaotic attractor, respectively. It can be seen that only the chaotic attractor has k 1 > 0, which is quite different from the other attractors. Thus, according to its sign, we can decide whether the system is under the chaotic state or not.
It has been conjectured by Kaplan and Yorke (Wolf et al., 1985) that the Lyapunov information dimension d is related to the Lyapunov spectrum by the equation:
where T is equal to the largest positive integer which satisfies k 1 + k 2 + . . .k T ! 0. The information dimensions of the constant, periodical and pseudo-periodical attractors are obviously integers, 0, 1 and 2, respectively, whereas the information dimension of the chaotic attractor is decimal. That is another indication on which we can rely to judge the state of the system.
Criterion for the stability of the system
The Routh -Hurwitz criterion (Puccia and Levins, 1985) states that the necessary and sufficient conditions for the stability of the system are:
where A, B and C are defined in Eqs. (14) - (16). If Eq. (19) is satisfied, the evolutional state of landslide is stable; otherwise, it is unstable.
Case study
The Xintan landslide, which occurred on 12 June 1985, is located at Xintan town (Fig. 1 ) in the Xiling gorge, Yangtse River, PR China. It is a landslide of accumulative deposits of 20 Â 10 6 m 3 . The landslide mass covers the Middle Silurian sandstone and Late Silurian shale. The slope of landslide may be divided in to two sections (Fig. 2) . The upper section is Jianjiapo slope and the lower part is Xintan slope. The Jiangjiapo slope is composed of rockfall accumulative deposits, containing limestone fragments and debris of violet sandstone and shale. The section of Xintan slope is composed of mixed alluvial and colluvial deposits containing mainly fragments and debris of limestone, imbedded with gravel and lenses of clay. Groundwater was found at the front of the Xintan slope in the form of springs.
Field studies were carried out to understand the morphology and geology. The rockfall from the Guangjiaya cliff loaded over the unstable slope of Jiangjiapo for a long period. Also, rainfall played an important role. The geological investigation showed that the Jianjiapo slope pushed the Xintan slope to slide. At the beginning of the rain season in May, 1985, the displacements were found to be much accelerated, reaching to 200 -300 mm/day. Finally in the morning of 12 June 1985, a major high-speed slide happened.
In April 1988, it was found that the Xintan slope body had begun to redeform The deformation, underground water level and geo-stress were observed using an automatic monitoring system. Owing to the absence of complete data records at the other observation points, we analyze only the data at 5 # observation point. The monitored values of crack width (X), underground water level ( Y) and horizontal geo-stress (Z) at 5 # observation point from May 1988 to February 1990 are shown in Fig. 3 (Qin et al., 1993) .
We normalize the monitored values and then determine unknown parameters in Eqs. (8) - (10) using the above-mentioned improved algorithm of inversion. The allowable absolute error of iteration is 
The predicted values (Fig. 3) can be obtained using the Runge -Kutta integration method for Eqs. (20) - (22). The average relative errors between the predicted values and the original ones for X, Y and Z series are 7%, 6% and 10%, respectively. This shows that the nonlinear dynamical model of the Xintan landslide established fits well with the observed data.
Changes of the Lyapunov exponents k i (i = 1, 2, 3) versus time are shown in Fig. 4 . It is obvious that the symbol of k i has such a time-dependent change: (+, +,
. This change means that the slope body is evolved from a chaotic motion through a periodical one, finally to a deterministic one -a process full of uncertainty and complexity.
K 1 can be calculated from formula (17). The mean value of K 1 is 0.73. Thus, the average predictable timescale is 1.37 months. This means that the deterministic prediction can be carried out in the period from March 1990 to 11 April 1990. Beyond this period, the prediction error will become large. The variation of the Lyapunov information dimension d versus time is illustrated in Fig. 5 . We find that there is a dimension-decreased and ordered phenomenon, similar to rock deformation, in the evolution process of the slope. The results of stability analysis on the Xintan slope body show that it evolves towards a stable state, which is consistent with the fact that the slope is currently stable.
Conclusions
A nonlinear dynamical model for the evolution of landslides is suggested. The parameters of this model can be determined by using an improved iteration algorithm of inversion developed in this paper. The methods of calculating the Lyapunov exponents, the Kolmogorov entropy, the Lyapunov information dimension, predictable timescale and stability criterion from the nonlinear dynamical model are also given.
When chaos exists in the evolution of landslide, the predictable timescale must be considered for forecasting landslide behavior. The NDS analysis on the Xintan landslide shows that its evolutionary process is very complicated, i.e., sometimes periodic, sometimes chaotic, and sometimes deterministic. This implies that any statistical prediction model for landslide must involve these properties to make objective appraise on the evolution of landslide.
This paper presents a NDS theoretical framework that explicitly links observational data and a nonlinear model of landslide formation with the mathematical properties of chaotic systems. Further work, such as determination of the specific expression f i , should be done, in order to get better prediction results.
