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Abstract
The space of all solutions for a rst-order dierential equation can be regarded as a manifold,
provided we generalize the traditional notion of dierential manifold. We consider two such
generalizations using C1-rings and the smooth Basel topos B. Our denition enables us to
dene non-standard solutions such as probabilistic ones. There is a sense in which all rst-
order dierential equations have global solutions (possibly non-standard) satisfying given initial
conditions. We also prove change of variable theorems and discuss a smoothness condition.
c© 1999 Elsevier Science B.V. All rights reserved.
MSC: 18B25; 34A99; 26E35
0. Introduction
Since dierential geometry is closely related to the study of dierential equations, it
would be desirable for the set of all solutions of a dierential equation to form some
sort of manifold. For example, many years ago, my friend, Peter Stebe, whose years
as a math major at Queens College overlapped mine, told me that the solutions of a
dierential equation \really ought" to be a manifold. Using a generalized denition of
manifold, this paper denes a solution manifold for the dierential equation
y0 = F(x; y); (?)
where, throughout this paper, (?) refers to the above equation, and F is assumed to
be dened and continuous on all of R2. Section 1 of the paper examines the set of all
solutions of (?) and characterizes this set in categorical terms.
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In Sections 2 and 3, we apply this denition to two categories of generalized man-
ifolds: the dual of the category of C1-rings, and a smooth topos. The Basel topos,
dened in [1], seems most appropriate for this work but the denition can be used in
any smooth topos. Section 4 is devoted to examples.
One advantage of studying synthetic manifolds of solutions is that this allows us to
dene \non-standard" solutions, which might be probabilistic, or which take on non-
standard values. These are discussed in 4.6. There are, in eect, enough non-standard
solutions so that, in contrast with the classical situation, we can say, in a sense, that
given real numbers a; b there exists a solution f :R ! R which satises (?) and for
which f(a) = b. See Theorems 2.8 and 3.8 for precise statements.
1. Solutions of (?) in Sets and other categories
One purpose of this section is heuristic. The properties of the set of all solutions
suggest analogous properties to be used in dening solution manifolds. At the same
time, this section will provide useful denitions, notation and preliminary results. We
show how to dene \solution structure" in categorical terms.
1.1 Notation. We will say that f is a solution of (?) over the closed interval [a; c] if
f0(x) = F(x; f(x)) for all x 2 [a; c] where f0(x) is interpreted as the right derivative
when x = a and as the left derivative when x = c. In general, f0(x) will denote the
right derivative when f is not dened to the left of x, and the left derivative when f
is not dened to the right of x.
We introduce the notions of high curve and low curve to measure how quickly, or
slowly, a solution of the dierential equation (?) must grow.
1.2 Denition. A continuously dierentiable function h (resp. ‘) dened on an interval
[a; c] is a high curve (resp. is a low curve) for (?) if h0(x)> F(x; h(x)) (resp. ‘0(x)<
F(x; ‘(x))) for all x 2 [a; c].
We present some technical results on high and low curves, for which the following
topological lemma is useful.
1.3 Lemma. Let X be a compact space; T any topological space and let t0 2 T . Let
f : X  T ! R be continuous with f(x; t0) > 0 for all x 2 X . Then there exists U;
a neighborhood of t0; such that f is positive when restricted to X  U .
Proof. This follows from a standard compactness argument. (Briey, since f(x; t0)> 0
there exist Wx, an open neighborhood of x, and Ux, a neighborhood of t0, such that
f is positive on Wx  Ux. Cover X by nitely many Wx’s and let U be the nite
intersection of the corresponding Ux’s.)
1.4 Corollary. If h is a high curve over [a; c] and if p is any continuously dieren-
tiable function on [a; c]; then there exists  > 0 such that h+ tp is still a high curve
over [a; c] whenever jtj< . A similar result holds for low curves.
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Proof. Let X = [a; c], let T = R and let t0 = 0. Dene f : X  T ! R by f(x; t) =
h0(x) + tp0(x) − F(x; h(x) + tp(x)). Clearly f is positive when t = 0, because h is
high. By Lemma 1.3, f(x; t) is positive when jtj is suciently small, which implies
that h+ tp is high.
1.5 Lemma. Let  > 0 be given and let f be a high curve over [a; c] and g a high
curve over [c; d] with f(c)  g(c). Then there exists a high curve h over [a; d] such
that h(x) = f(x) for x 2 [a; c− ] and h(x) = g(x) for x 2 [c+ ; d]. A similar result
holds for low curves.
Proof. Case 1: f(c) = g(c) and f0(c) = g0(c). We can dene h so that h(x) = f(x)
when a  x  c and h(x) = g(x) when c  x  d.
Case 2: f(c) = g(c) but f0(c) 6= g0(c): We can modify f and g near x = c so
as to make their derivatives equal there, and reduce this case to Case 1. (For details,
choose  a suciently small positive number and let c1 = c −  and c2 = c + .
Redene f(x) on [c1; c] by adding k(x − c1)2 and redene g(x) on [c; c2] by adding
k(x − c2)2. Since f and g are both high, f0(c); g0(c) and all values in between are
larger than F(c; f(c)) = F(c; g(c)). Using this fact, it can be shown that the redened
functions f; g are both still high when  is suciently small. Case 1 now applies to
these redened functions.)
Case 3: f(c)< g(c). Let B be the maximum value of F(x; y) for x 2 [c−; c+] and
y between the minimum value of f and the maximum value of g. Choose c1 2 [a; c]
and c2 2 [c; d] so that both c1 and c2 are close to c. Let L be the straight line joining
the points (c1; f(c1)) and (c2; g(c2)). By choosing c1; c2 close enough to c we can
guarantee that L has slope at least B so L is a high curve over [c1; c2]. The result
follows by applying Case 2 twice (to f and L, and then to the resulting high curve
and g).
1.6 Proposition. Let h be a high curve and ‘ a low curve for (?) over [a; c]. Let f
be a solution of (?) over [a; c]. Then:
(1) If f(a)< h(a) then f(c)< h(c):
(2) If f(a)> ‘(a) then f(c)> ‘(c):
(3) If ‘(a)< h(a) then ‘(c)< h(c):
Proof. We prove only (1) as (2), (3) have similar proofs. Assume f(a) < h(a) but
f(c)  h(c). Let x0 be the smallest real number in [a; c] for which f(x0) = h(x0).
Note that h0(x0) > F(x0; h(x0)) = F(x0; f(x0)) = f0(x0). It follows that h − f has
value 0 and a positive derivative at x0. This implies that h− f is negative to the left
of x0 which contradicts the choice of x0.
1.7 Proposition (Converse of 1.6). If f : R ! R satises conditions (1) and (2) of
Proposition 1.6 with respect to every high curve h and every low curve ‘ over every
closed interval; then f is a solution of (?).
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Proof. Let a 2 R be given, let b = f(a) and let m = F(a; b). We have to show that
f0(a) exists and equals m. Let  > 0 be given. Since F(a; b) = m, there exists a
rectangular neighborhood U of (a; b) 2 R2 such that m−  < F(x; y)< m+  for all
(x; y) 2 U . Let H be the straight line function through (a; b) with slope m+  and L
the line through (a; b) with slope m − . We can clearly nd  > 0 such that when
x 2 [a − ; a + ] then (x; H (x)) 2 U and (x; L(x)) 2 U . It follows that H is a high
curve and L is a low curve over [a − ; a + ] and also over [x; a] and [a; x] when
jx−aj< . It suces to show that f(x) is between L(x) and H (x) for x 2 [a−; a+]
as this implies that the dierential quotient [f(a+ h)−f(a)]=h is between m−  and
m+  when jhj< .
For x 2 [a; a + ] we must show that L(x)  f(x)  H (x). It clearly suces to
show that L(x)− t < f(x)< H (x) + t for all suciently small positive t. But if t is
small enough, then L− t is still low and H + t is still high (by Corollary 1.4). Since
f(a)< H (a)+ t, it follows, by condition (1), applied to [a; x], that f(x)< H (x)+ t.
Similarly, it can be shown that f(x)> L(x)− t.
A similar argument works if we assume that x 2 [a−; a]. In this case, we must show
that H (x)  f(x)  L(x). (Note that H < L to the left of x = a.) If f(x)< H (x), then
by condition (1), applied to [x; a], it follows that f(a)< H (a), a contradiction which
shows H (x)  f(x). A similar argument shows that f(x)  L(x) when x 2 [a− ; a].
1.8 Corollary. The function f is a solution of (?) i f satises the following con-
ditions for every high curve h and every low curve ‘ over each closed interval [a; c] :
(10) If f(a)< h(a) then f(c)  h(c):
(20) If f(a)> ‘(a) then f(c)  ‘(c):
Proof. In view of Corollary 1.4, it is easily shown that conditions (10) and (20) are
equivalent to conditions (1) and (2) when imposed on all high and all low curves.
1.9 Notation. It is helpful to restate 1.8 using the following notation, for closed subsets
of the plane, R R, where h is a high curve and ‘ is a low curve over [a; c]:
V (h) = f(b; d)j either b  h(a) or d  h(c)g;
W (‘) = f(b; d)j either b  ‘(a) or d  ‘(c)g:
Assuming that h varies over the set of all high curves over [a; c] and ‘ varies over the
set of all low curves, we then dene
U (a; c) =
T
V (h) \ TW (‘):
Clearly, in view of 1.8, f : R ! R is a solution of (?) i for every closed interval
[a; c] and every high h and every low ‘ over [a; c], we have
(f(a); f(c)) 2 V (h) \W (‘):
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This condition is clearly equivalent to
(f(a); f(c)) 2 U (a; c):
1.10 Denition. Let V (h), W (‘) and U (a; c) be as dened above. For emphasis, we
may write U?(a; c) to indicate that the construction is carried out with respect to
the equation (?). If a1 <    < an we dene U (a1; : : : ; an) so that (b1; : : : ; bn) 2
U (a1; : : : ; an) i (bi; bj) 2 U (ai; aj) for i < j.
1.11 Denition. Let C be a category which contains the category of all classical mani-
folds, their closed subsets, and smooth maps between them, see [1]. So notation such
as R, R2, Rn, U (a; c) and U (a1; : : : ; an) all refer to objects of C. We also require that
Rn be the product, in C, of n copies of R.
If M is the set of all solutions of (?) then for each real number x, there is an
\evaluation map" ex : M ! R dened by ex(f) = f(x). We generalize this situation
to the case of an object M of C with ex : M ! R a map of C for each real x.
Let (ea; ec) : M ! R2 and (ea1 ; : : : ; ean) : M ! Rn be the obvious maps determined
by the fact that Rn is a product. Then the family fexg is a C-solution structure on
M if (ea; ec) factors through U (a; c)R2 and, more generally, (ea1 ; : : : ; ean) factors
through U (a1; : : : ; an)Rn for all a; c and all a1; : : : ; an. We also say that (M; fexg) is
a C-solution object, with underlying object M .
1.12 Denition. Let (M; fexg) and (N; ffxg) be C-solution objects. A map g : M ! N
is admissible if fxg = ex for all real x. The universal C-solution object is the terminal
object in the category of C-solution objects and admissible maps.
1.13 Remarks. (1) If fexg is a solution structure on S in the category of Sets, then
to each s 2 S we can assign a function fs : R ! R dened by fs(x) = ex(s). The
conditions that (ea; ec) factor through U (a; c) imply, by 1.8, that each fs is a solution
of (?). Conversely, if ffsg is an S-parameterized family of solutions of (?), we then
get, by 1.6, a solution structure by letting ex(s) = fs(x). It is readily shown that the
universal solution set is the set of all solutions, where ex(f) = f(x). In Sections 2
and 3, we will, in eect, ask when a manifold can smoothly parameterize a family of
solutions, and we will construct universal solution manifolds. (We will use the term
\manifold" for any generalized manifold, leaving a phrase such as \classical manifold"
to describe traditional manifolds.)
(2) Let us temporarily say that (M; fexg) is a weak solution structure in a category
C if (ea; ec) factors through V (h) and W (‘) for each high curve h and each low curve ‘
over [a; c]. If C = Sets, then weak solution structures coincide with solution structures
since U (a; c) is just the intersection of all such V (h) and W (‘). But for other categories
of interest, this intersection is not preserved. The notion of a weak solution then tends
to be much too lenient, allowing many \pathological" solutions, see 4.11. On the other
hand, for an equation such as y0 = 1+y2, the sets U (a; c) are empty once c > a+2.
This implies that the only C1-ring with a solution structure must be trivial.
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The notion of a bounded solution structure is just slightly weaker than that of
solution structure. There are always plenty of bounded solutions, as shown by 2.8 and
3.8. The idea is to represent U (a; c) as the intersection of sets U (a; c; B) where B runs
through the positive reals. Here U (a; c; B) is dened using only those high and low
curves which satisfy a \boundedness" condition, see below.
(3) The idea of a \bounded" solution structure is one in which we only use low
curves which do not grow too fast, and high curves which do not descend too fast. For
low curves, the condition is roughly that ‘0(x) cannot get bigger than B(1+ ‘(x)), for
positive ‘(x). This prevents ‘ from growing to 1 over any nite interval, essentially
because the dierential equation y0 = B(1 + jyj) has enough global solutions. (But
note that y0 = B(1 + jyj) does not have any global solutions if  > 1.) Similarly, a
\bounded" high curve is one which cannot have too small a rate of growth. In many
of the examples, the bounded solution structures coincide with the solution structures
in the above sense. The precise denitions are:
1.14 Denition. Recall that if r is any real number, then r+ = Maxfr; 0g and r−=
Maxf−r; 0g, so r = r+−r− and jrj = r++r−. Let B > 0 be any positive real number.
We dene a high curve h to be B-high (or \bounded" by B) over [a; c] if, in addition
to being high over [a; c], it satises
h0(x)> −B(1 + h(x)−) for all x 2 [a; c]:
Similarly, a low curve ‘ over [a; c] is B-low if
‘0(x)< B(1 + ‘(x)+) for all x 2 [a; c]:
Note that the greater the value of B, the more likely it is for a curve to be B-high
or B-low. Also any high curve h must be B-high for some B since h0 will have a
minimum over the compact set [a; c] and, similarly, any low curve ‘ must be B-low
for some B.
1.15 Denition. We dene U (a; c; B) as the intersection of all V (h) and all W (‘) as
h varies over the set of all B-high curves over [a; c] and ‘ varies over the set of all
B-low curves over [a; c].
Given a1 < a2 <   < an and B > 0, we further dene U (a1; : : : ; an; B) so that
(b1; : : : ; bn) 2 U (a1; : : : ; an; B) i (bi; bj) 2 U (ai; aj; B) whenever i < j.
Note that, as closed subsets of R2, the sets U (a; c; B) get smaller as B gets bigger,
with U (a; c) the intersection of all U (a; c; B) and similarly for U (a1; : : : an; B).
1.16 Denition. Let C be as in Denition 1.11. A family of maps fexg is a bounded
solution structure if given a1<   <an and B>0, then (ea1 ; : : : ; ean) factors through
U (a1; : : : an; B).
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2. Solution structures in C1-rings
In this section, we apply the denition of \solution structure" to the dual of the
category of C1-rings. See [1] for a denition of a C1-ring. But, rather than deal with
homomorphisms going in reverse, we reduce the denition to algebraic terms.
2.1 Remarks and Notation. (1) All classical manifolds, and their closed subsets, rep-
resent objects in the dual of the category of C1-rings. For example, the real line
R corresponds to C1(R), the ring of all smooth functions from R to R, the plane
R2 corresponds to the C1-ring C1(R2). The closed subset U (a; c) corresponds to
C1(R2)=I(a; c) where I(a; c) is the ideal of all  2 C1(R2) which vanish on U (a; c),
see [1]. Similarly, I(a1; : : : ; an) is the ideal of all  2 Rn which vanish on U (a1; : : : ; an),
so U (a1; : : : ; an) is represented by the ring C1(Rn)=I(a1; : : : ; an)
(2) To dene a solution structure on a C1-ring A, we need to have evaluation
maps ea : A ! R in the dual category, hence C1-ring homomorphisms from C1(R)
to A. But C1(R) is the free C1-ring on one generator, I , the identity map, so homo-
morphisms from C1(R) to A correspond to elements of the ring A. Thus a solution
structure on A will be dened an R-indexed family of elements fexg of A subject
to further conditions. The corresponding homomorphisms to A will be denoted by
ex : C1(R)! A.
(3) Every real number r is a constant in the theory of C1-rings, and so we will
regard r 2 A for every C1-ring A. The trivial C1-ring is the one for which 0 = 1,
which means it degenerates to a single element.
2.2 Denition. By a solution ring for (?), we mean a C1-ring A together with an R-
indexed family of elements fexg such that for every a; c, and for every  2 I(a; c) we
have (ea; ec) = 0. More generally, for every a1; : : : ; an, we require that (ea1 ; : : : ; ean) =
0 whenever  2 I(a1; : : : ; an). We say that (A; fexg) is a solution ring on A and that
fexg is a solution ring structure on A.
The notion of bounded solution ring is similar, using U (a; c; B) instead of U (a; c)
and so forth, as in Denition 1.16.
Note that each such  is in C1(Rn) and so is an n-ary operation in the theory
of C1-rings, so (ea1 ; : : : ; ean) = 0 makes sense, and is equivalent to saying that
(ea1 ; : : : ; ean) factors through U (a1; : : : ; an), so the above denitions are consistent with
1.11 and 1.16.
2.3 Denition. The universal solution ring for (?), C1(?), is the C1-ring generated
by the elements fexg subject to the above relations of the form (ea; ec) = 0 and
(ea1 ; : : : ; ean) = 0. By construction, C
1(?) is the universal solution ring for (?) in
the dual of the category of C1-rings.
The universal bounded solution ring BdC1(?) is constructed similarly.
2.4 Proposition. There is a one-to-one correspondence between solution ring struc-
tures on a C1-ring A and C1-homomorphisms from C1(?) to A. A similar result
holds for bounded solution rings and maps from BdC1(?).
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Proof. Immediate.
2.5 Notation. We let R0 denote the initial C1-ring, which is also the C1-ring associ-
ated with the one-point manifold, f0g. As a ring, R0 is isomorphic to the ring of real
numbers, but we use a dierent notation to avoid confusing it with the much bigger
ring C1(R) which is associated with the manifold of real numbers.
2.6 Proposition. There is a one-to-one correspondence between solution structures (or
even bounded solution structures) on R0 and global solutions of (?).
Proof. If f : R! R is a solution of (?), then fex = f(x)g is a solution ring structure
on R0. Conversely, given fexg an indexed family of elements of R0, dene f by
f(x) = ex. The result follows using Proposition 1.7. It is easily shown that there are
enough  2 I(a; c) to force (f(a); f(c)) to lie in V (h) and W (‘) for every high h
and every low ‘ over [a; c]. Recall that each high or low curve is bounded, since its
derivative is bounded over a given closed interval.
2.7 Remarks about the initial value property. In Sets, (?) is said to satisfy the initial
value property if, given any pair of reals, (a; b), there exists a solution f : R ! R
of (?) for which f(a) = b. Clearly, not every dierential equation has this property,
but it is equivalent to saying that each map ea : S ! R is onto, when S is the set
of all solutions of (?). For bounded solutions, we shall show that the corresponding
maps are epimorphisms in the dual of the category of C1-rings, or monomorphisms
in the category of C1-rings. A closely related version of this theorem is given in
Section 3.
2.8 Theorem (Initial value theorem for bounded solution rings). Let (a; b) be a pair
of reals. Then there exists a non-trivial solution ring A for which ea = b (where b 2 A
because A is a ring over R). It follows that the map ea : C1(R) ! C1(?); which
maps the generator; I (the identity map); to the element ea is one-to-one (hence an
epimorphism in the dual of the category of C1-rings).
Proof. The required example is given in Section 4, Example 4.8. Assume that ea is
not one-to-one. Then there exists  2 C1(R) for which  6= 0 and ea() = 0. Since
C1(R) is the ring of all smooth functions from R to R, it follows that  : R! R is a
smooth function. Since  is non-zero, there exists b 2 R with (b) 6= 0.
The elements of C1(R) are in a natural one{one correspondence with the unary
operations of the theory of C1-rings. Let  be the unary operation which corresponds
to the smooth function . On C1(R),  operates by composing with  on the left,
so (g) =   g. It follows that (I) = , where I is the identity function. Also, on
constant elements, (r) = (r) for each real number r. This applies to the constant
elements in any C1-ring.
Let (A; ffxg) be the solution ring for which fa is the constant b. By the universal
property of C1(?), there is a homomorphism q : C1(?) ! A which maps ea to b.
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This leads to the following contradiction. Clearly qea() = 0 as ea() = 0. On the other
hand,  = (I) and qea preserves the operation  and ea(I) = ea and (b) = (b),
so qea() = qea((I)) = qea(I) = q(ea) = (b) 6= 0.
2.9 Theorem (Change of independent variable). Let (?) y0 = F(x; y) be given and let
v : R! R be continuously dierentiable; onto; and with v0(x) 6= 0 for all real x. Then
v has an inverse function u : R! R with the same properties.
Consider the change of variables; from x to t; suggested by the equations t = v(x)
and x = u(t). The dierential equation (?) is then transformed to (#) dy=dt =
u0(t)F(u(t); y). Given any C1-ring A; there is a one-to-one correspondence between
solution ring structures fexg for (?) on A and solution ring structures fftg for (#)
on A such that ex = fv(x) and ft = eu(t).
A similar result holds for bounded solutions.
Proof. Since v0(x) is never 0, we may as well assume that v0(x) > 0 for all x as
the alternative case (in which v0(x) < 0 for all x) follows by rst making the easy
substitution of −x for x. It is readily shown that if h is a high curve for (?) over
[a; c], then hu is a high curve for (#) over [va; vc], and similarly for low curves. It
follows that U#(va; vc)U?(a; c) and U#(va1; : : : ; van)U?(a1; : : : ; an)
From this it immediately follows that if fftg is a solution structure for (#), then
fexg, dened by ex = fv(x); is a solution structure for (?). The converse result follows
by interchanging the roles of v and u.
Also, if h is B-high then hu is B-high for B = B=k where k is the minimum of u0
over [va; vc], and similarly for B-low curves, and the above argument extends to the
bounded case.
2.10 Remark. In the statement of the above theorem, it is not necessary to use dierent
independent variables, x and t, or to state that t = v(x) or that x = u(t). The theorem
can be restated as a bijection between solution rings for y0 = F(x; y) and for y0 =
u0(x)F(u(x); y). A similar remark applies to the theorem stated below:
2.11 Theorem (Change of dependent variable). Let (?) y0 = F(x; y) be given and let
v : R! R be a smooth (i.e., C1) onto function with v0(x) 6= 0 for all x. Then v has
an inverse u : R! R with the same properties.
Consider the change of variables; from y to z; suggested by the equations z =
v(y) and y = u(z). The dierential equation (?) is then transformed to (#) z0 =
v0(u(z))F(x; u(z)). Given any C1-ring A; there is a one-to-one correspondence between
solution ring structures fexg for (?) on A and solution ring structures ffxg for (#)
on A such that ex = u(fx) and fx = v(ex). Note that since v and u are smooth maps;
they are unary operations in the theory of C1-rings; so u(fx) and v(ex) make sense.
This theorem extends to bounded solutions if there exist positive reals; k; K for
which k < jv0(x)j< K for all real x.
Proof. As in the proof of 2.9, we may as well assume that v0(x) > 0 for all x. It is
readily shown that if h is high for (?) over [a; c] then vh is high for (#) over [a; c],
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and similarly for low curves. It follows that v[U?(a; c)]U#(a; c) and similarly for
U (a1; : : : ; an). The result now follows easily.
In the bounded case, it is easier to work with low curves, since there are fewer
minus signs, but similar proofs yield similar results for high curves (this could be
formalized by replacing y by −y). Suppose ‘ is a B-low curve for (?). We must nd
B so that v‘ is B-low for (#). This result, plus the analogous result for high curves,
will enable us to apply the above argument.
It clearly suces to nd C and D for which ‘0(x) < C + D(v‘x)+, for we can
then choose B as the larger of C=k and D=k. Now choose D to be larger than B=k and
choose C so that C > B and C > B − Dv(0). This leads to the desired result. For if
‘(x)< 0, then ‘(x)+ = 0 and we have ‘0(x)< B (as ‘ is B-low) and B < C. On the
other hand, if ‘(x)> 0 then v‘(x)− v(0)> k‘(x) (by the mean value theorem) and
so v‘(x) > k‘(x) + v(0), so C + Dv‘(x)+ > C + Dv‘(x) > C + Dk‘(x) + Dv(0) =
C+Dv(0)+Dk‘(x)+. By the choice of C and D, this exceeds B+B‘(x)+. (Note that
‘(x) = ‘(x)+ since ‘(x)> 0 in this case.)
2.12 Denition. The solution ring structure fexg is dened to be a smooth solution
structure on the C1-ring A if there exists an (n + 1)-ary operation  and an n-tuple
(a1; : : : ; an) of elements of A such that er = (a1; : : : ; an; r) for all r 2 R. The notion
of a smooth bounded solution is analogous.
2.13 Proposition. The smooth (or even smooth bounded) solution structures on R0
are in one-to-one correspondence with smooth maps g : R! R which satisfy (?).
Proof. Straightforward.
3. Solution structures in a smooth topos
As dened in [1], the category of Loci is the dual of the category of f.g. (nitely
generated) C1-rings. By using various Grothendieck topologies, the category of Loci
can be extended to various toposes in which the category M of classical manifolds
is fully embedded. We will work in the Basel Topos, B, see [1] for details. Roughly
speaking B is the topos obtained from the Grothendieck topology in which open covers
of manifolds are preserved and non-trivial nitely generated C1-rings become inhab-
ited. (Clearly, much of the following applies to any smooth topos.)
3.1 Terminology and Notation. In this section, the term \manifold" will mean \object
of B". All classical manifolds, and their closed subsets, and, more generally, all loci
can be fully embedded in B.
If M denotes a classical manifold or a closed subset of one, then M will also be
used to denote the corresponding manifold (or object of B). If A is a f.g. C1-ring,
then ‘(A) denotes both the associated locus and the corresponding manifold in B.
Thus the real line R, the plane RR or R2 and Rn and the closed subsets U (a; c) and
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U (a1; : : : ; an) all become manifolds in B. Similarly, 1 = ‘(R0) is the terminal object
of B. We let jRj denote both the set of all real numbers, as well as the corresponding
\constant" object in B (i.e., the coproduct of jRj copies of 1; think of jRj as the
discrete reals).
As usual, MN denotes the mapping object given by the closed cartesian structure in
the topos B.
3.2 Denition. Applying Denition 1.11, a solution manifold is an object M of B
together with a family of evaluation maps ex : M ! R such that whenever a < c then
the map (ea; ec) : M ! R R factors through the subobject U (a; c)R R and, more
generally, (ea1 ; : : : ; ean) : M ! Rn factors through U (a1; : : : ; an).
We say that (M; fexg) is a solution manifold on M and fexg is a solution manifold
structure on M . Bounded solution manifolds are treated similarly, applying
Denition 1.16.
3.3 Proposition. If A is a f.g. C1-ring then there is a one-to-one correspondence
between solution rings on A and solution manifolds on ‘(A).
Proof. Straightforward. Note that both denitions can be phrased categorically and the
category of loci fully embeds in B.
3.4 Proposition. There is a universal solution manifold; M (?); and a universal
bounded solution manifold; BdM (?); for any equation (?).
Proof. Let RjRj be the product of jRj copies of the real manifold R. Given a < c let
V (a1; : : : ; an)RjRj be the pullback along the projection (a1 ; : : : ; an) : RjRj ! Rn of
the subobject U (a1; : : : ; an).
Dene M (?) as the intersection of all of the subobjects V (a1; : : : ; an) and let ea be
the restriction to M (?) of the projection a. Then M (?) has the required properties,
as can be readily veried. The manifold BdM (?) is constructed similarly.
3.5 Corollary. There is a natural one-to-one correspondence between solution mani-
fold structures on M and maps from M to M (?) and similarly for bounded solutions.
3.6 Corollary. The global sections of M (?) (or even BdM (?)) are in one-to-one
correspondence with the global solutions of (?) in the ordinary sense.
Proof. They both correspond to solution structures on the one-point manifold, 1, see
2.6.
3.7 Proposition. If the universal solution ring; C1(?); is nitely generated; then M (?)
= ‘C1(?) and similarly for BdC1(?).
Proof. The objects of B can be regarded as functors from the f.g. C1-rings to Sets. As
functors, both M (?) and ‘C1(?) send such a ring to the set of all solution structures
on it, so they are equivalent.
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3.8 Theorem (Initial value theorem for BdM (?)). Let (a; b) be any pair of real
numbers and let BdM (?)(a; b)BdM (?) be the pullback of the subobject fbgR
along ea. Then the object BdM (?)(a; b) is inhabited (meaning it maps epimorphically
to 1). Intuitively; BdM (?)(a; b) is the manifold of all bounded solutions f for which
f(a) = b.
Proof. Example 4.8 gives a non-trivial f.g. C1-ring A with a bounded solution struc-
ture for which ea = b. By Corollaries 3.5 and 3.6, there is a map ‘(A) ! BdM (?)
which preserves the evaluation maps. It is readily shown that ‘(A) maps to BdM (?)
(a; b). But A is a non-trivial f.g. C1-ring, so, in the Basel topos, this implies that ‘(A)
is inhabited, see [1]. Since there exists a map from ‘(A) to BdM (?)(a; b), this implies
that BdM (?)(a; b) is inhabited too.
3.9 Theorem (Change of independent variable). Let (?) y0 = F(x; y) be given and let
v : R! R be continuously dierentiable; onto; and with v0(x) 6= 0 for all real x. Then
v has an inverse function u : R! R with the same properties.
Consider the change of variables; from x to t; suggested by the equations t = v(x)
and x = u(t). The dierential equation (?) is then transformed to (#) dy=dt =
u0(t)F(u(t); y). Given any manifold M; there is a one-to-one correspondence between
solution structures fexg for (?) on M and solution structures fftg for (#) on M such
that ex = fv(x) and ft = eu(t).
The theorem also extends to bounded solutions.
Proof. The proof given for 2.9 applies here. Note that the main part of this argument
is about maps between loci, and the category of loci is fully embedded in both B and
in the dual of C1-rings.
3.10 Theorem (Change of dependent variable). Let (?) y0 = F(x; y) be given and let
v : R! R be a smooth (i.e., C1) onto function with v0(x) 6= 0 for all x. Then v has
an inverse u : R! R with the same properties.
Consider the change of variables; from y to z; suggested by the equations z =
v(y) and y = u(z). The dierential equation (?) is then transformed to (#) z0 =
v0(u(z))F(x; u(z)). Given any manifold M; there is a one-to-one correspondence be-
tween solution structures fexg for (?) on M and solution structures ffxg for (#) on
M such that ex = ufx and fx = vex. Note that since v and u are smooth maps; they
are morphisms in the category B so the compositions ufx and vex make sense.
As in Theorem 2.11, this theorem extends to bounded solutions if there exist pos-
itive reals; k; K for which k < jv0(x)j< K for all real x.
Proof. As in the case of the proof of 3.9, the argument given for solution rings (in
the proof of 2.11) applies here.
3.11 Denition. By a smooth solution structure on an object M of B, we mean a
map e : M ! RR such that if a : RR ! R is the projection (corresponding to the
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map 1! R whose range is the one-point subset fag), then M together with the maps
ea = ae form a solution manifold. If the maps ea form a bounded solution structure,
then e is said to be a bounded smooth solution structure.
3.12 Proposition. There exists a universal smooth solution manifold; denoted by
SmM (?); and a universal bounded smooth solution manifold; denoted by BdSmM (?).
Proof. The construction used in the proof of 3.4 can be easily adapted to prove this
result.
3.13 Remark. We wish to show that smooth solution structures on any f.g. C1-ring
A, as dened in the previous section, are in one-to-one correspondence with smooth
solution structures on ‘(A), as dened above. This will be the case if we dene two
smooth structures on a ring, given by (a1; : : : ; an; x) and (b1; : : : ; bk ; x) to be the
same smooth structure not merely if they dene the same solution structure (so that
(a1; : : : ; an; r) = (b1; : : : ; bk ; r) for all real r), but that (a1; : : : ; an; z) = (b1; : : : ; bk ; z)
for any z in any extension of the C1-ring A.
3.14 Theorem. The universal smooth solution object; SmM (?); represents the functor
which assigns to a f.g. C1-ring the set of all smooth structures on it; using the above
denition for when two smooth structures are regarded as the same. The analogous
theorem holds for BdSmM (?).
Proof. Let A be a f.g. C1-ring and let m : ‘(A) ! SmM (?) be a given map. Since
SmM (?) is a subobject of RR this produces a map ‘(A)! RR which in turn produces a
map R‘(A)! R. This corresponds to a C1-homomorphism C1(R)! A⊗1C1(R)
which in turn corresponds to an element of A ⊗1 C1(R). (As dened in [1], ⊗1
denotes the coproduct in the category of C1-rings.) Since C1(R) is the free C1-
ring on one generator, it follows that A⊗1 C1(R) is obtained by freely adjoining an
element z to A, so the elements of A⊗1 C1(R) are of the form (a1; : : : ; an; z). The
condition that the original map send ‘(A) to SmM (?) rather than merely RR is precisely
the condition that the resulting (a1; : : : ; an; z) denes a smooth solution structure in
the sense of 2.12.
4. Examples
4.1 Example (The equation y0 = y). Classically, the solutions of y0 = y are of the
form y = k exp(x) and are parameterized by the real constant k. This extends to the
more general case, and R is the universal solution manifold. Note that (k; d) 2 U (0; c)
i d = k exp(c). For solution rings, it follows that ec = e0 exp(c) so the entire solution
structure is determined by the element e0 and hence by the map e0 from C1(R).
It readily follows that C1(R) is the universal solution ring, and the corresponding
manifold R is the universal solution manifold.
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The above description shows that any solution is smooth. Also, any bounded solution
is a solution since U (a1; : : : ; an; B) = U (a1; : : : ; an) once B  1.
4.2 Example (The equation y0 = jyj). Here the universal solution manifold will turn
out to be slightly bigger than R. As a C1-ring, it is C1(R) with one extra function,
the absolute value, adjoined. Classically, the solutions are given by y = k exp(sgn(k)x)
where sgn(k) is 1; 0; −1 depending on whether k is positive, zero or negative. Then
(k; d) 2 U (0; c) i d = k exp(sgn(k)c). Equivalently,
d = (1=2)(k + jkj) exp(c) + (1=2)(k − jkj) exp(−c):
Notice that d is not a smooth function of k, so this equation does not directly lead to
an equation relating ec to e0. We can rewrite this equation as follows, still assuming
(k; d) 2 U (0; c):
d = k cosh(c) + jkj sinh(c); so jkj = [d− k cosh(c)]= sinh(c):
It follows that if fexg is a solution structure, then we can dene je0j as [ec−e0 cosh(c)=
sinh(c)] for any c 6= 0. (Note: Despite the notation, je0j is not determined by e0.)
However, the denition of je0j is independent of the x-value c. (The expressions for
je0j in terms of e0; ec or in terms of e0; er must agree, using a condition involving
U (0; ec; er).)
The entire solution structure is determined by e0 and je0j since ec = e0 cosh(c)+ je0j
sinh(c) (this follows trivially from the above denition of je0j in terms of e0; ec, which
is independent of c). So a solution structure is determined by the two elements e0
and je0j.
We claim that the universal solution ring is given by adjoining the function Abs,
where Abs(x) = jxj, to the function ring C1(R). (That is, take the C1-ring generated
by I (the identity) and Abs in the C1-ring of all functions from R to R.) We then
dene e0 = I and ec = I cosh(c) + Abs sinh(c), so ec(x) = x cosh(c) + jxj sinh(c).
To show that this is a solution structure, assume that  vanishes on U (a1; : : : ; an).
We must show that (ea1 (k); : : : ; ean(k)) = 0 for all k. But eai(k) = f(ai) where
f(x) = k exp(sgn(k)x). Since f is a solution of (?) it follows that (f(a1); : : : ; f(an)) 2
U (a1; : : : ; an), essentially by applying 1.6.
To show that this solution structure is universal, suppose we have a relation between
its generators, say (I;Abs) = 0. We claim that (e0; je0j) = 0 is forced, where je0j =
[e1− e0 cosh(1)]= sinh(1). It suces to show that if  is dened by (b; d) = (b; [d−
b cosh(1)]= sinh(1)), then  vanishes on U (0; 1). But this readily follows from the given
fact that (x; jxj) = 0 for all x (because (I;Abs) = 0).
Since C1(?) is nitely generated, it follows that M (?) is simply ‘(C1(?)).
So far, the fact that cosh and sinh are smooth functions has played no role in
this discussion (we only used constant values, such as cosh(c) and sinh(c)). But it
now follows that every solution structure is a smooth solution structure because ex =
(a1; a2; x) where a1 = e0 and a2 = je0j and (a1; a2; x) = a1 cosh(x)+a2 sinh(x). Also,
any bounded solution is a solution since U (a1; : : : ; an; B) = U (a1; : : : ; an) once B  1.
J.F. Kennison / Journal of Pure and Applied Algebra 143 (1999) 255{274 269
Summary. In a C1-ring, it will be convenient to say that an element t is an absolute
value of s if (s; t) = 0 whenever (x; jxj) = 0 for all real x. We will then write t = jsj,
but with the caution that neither the existence nor the uniqueness of jsj is guaranteed,
see 4.2.2.
A solution structure on a C1-ring A is then determined by two elements, s and t
with t = jsj. Let e0 = s and ec = s cosh(c)+ t sinh(c). This will be a solution structure
i s; t satisfy the above conditions for t = jsj.
Finally, we note that this discussion required looking at U (0; c; r). If we had not
included that possibility in our denition of solution structure, the universal solution
ring would be grossly bigger, as shown by:
4.2.1 Lemma. If the denition of solution structure were weakened to exclude the
condition that (ea1 ; : : : ; ean) 2 U (a1; : : : ; an) for n > 2, then the universal solution ring
for y0 = jyj would be much larger.
Proof. In the above analysis of y0 = jyj we used a condition involving U (0; c; r)
to show that je0j, as dened above, is independent of the choice of c. Without this
condition, there would be many pathological solution structures on the ring R[] of all
expressions of the form a+b for a; b real. (This ring is C1(R)=I where I is the ideal
of all f for which f(0) = f0(0) = 0. Then g 2 C1(R) maps to g(0) + g0(0).) Let
r : R! R be any function. We then claim that ex = r(x) meets the weaker denition
of solution structure. The point is that U (a; c) is a union of half-lines of dierent slope
emanating from (0; 0). So if  vanishes on U (a; c) then  has directional derivatives of
0 in two distinct directions from (0,0). This implies that both partial derivatives, 1 and
2; must be 0 at (0,0). From this it follows that (r; s) = 0 for any r; s. To prove this,
let fr(x) = rx and fs(x) = sx. Then fr and fs in C1(R) map to r and s in R[]. Let
g(x) = (fr(x); fs(x)). Then g(0) = (0; 0) = 0 and g0(0) = r1(0; 0) + s2(0; 0) = 0.
So g maps to 0 in R[] which shows that (r; s) = 0 and, from this, it readily follows
that we have a solution structure. This shows that even if we are given ex for all x 6= 0
we would not be able to compute e0 without using the condition involving U (0; c; r).
4.2.2 Remark. It follows from the proof of 4.2.1 that jsj is not uniquely determined
by s in all C1-rings. For example, in the ring R[], if s = s0 and t = t0 for any real
s0 and t0, then t = jsj.
4.3 Example (Equations of the form y0 = F(x)). (Assume F is continuous.) Let G
be any anti-derivative of F , to be specic, let G(x) =
R x
0 F(t) dt. Classically, the
solutions of y0 = F(x) are of the form y = G(x) + k where k is a constant. We
claim that the universal solution objects also describe the solutions as being smoothly
parameterized by R. It is easy to show that (k; d) 2 U (0; c) i d = G(c) + k . So
the binary operation  dened by (x; y) = y − x − G(c) (where G(c) is constant)
vanishes on U (0; c) and this leads to the condition that ec = e0 +G(c). A solution ring
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structure is then entirely determined by choosing an element e0 and such a choice is
entirely determined by a map from C1(R). It readily follows that C1(R) with e0 = I
is the universal solution ring. By Proposition 3.7, the universal solution manifold is
‘C1(R) = R. The classical indexing of the solutions by R corresponds directly to the
universal solution manifold.
Note that this example is smooth i G (or i F) is smooth. Bounded solutions are
identical with solutions since U (a1; : : : ; an; B) = U (a1; : : : ; an) once B >Max F(x) for
x 2 [a1; an].
4.4 Example (An equation which does not satisfy uniqueness). Consider the equation




2x if y  x2;
2y=x if −x2  y  x2 and x 6= 0;
−2x if y  −x2:
Classically, the smooth solutions of (?) are paramaterized by k = y(1) as follows:
Case 1: k  1: Then y = x2 + k − 1. Note that y  x2 for all x, since k  1.
Case 2: −1  k  1: Then y = kx2. Note that −x2  y  x2 for all x.
Case 3: k  −1: Then y = −x2 + k + 1. Note that y  x2 for all x.
The graphs of the above three types of solutions are a set of parabolas which ll the
plane. Also, for each point (a; b), other than (0; 0), there is exactly one of the above
parabolas which passes through (a; b). (Note that y = x2 + k − 1 is the same parabola
as y = kx2 when k = 1 etc.)
The point (0; 0), however, lies on innitely many parabolas, and this gives rise to
non-smooth solutions of (?) parameterized by k = y(1) and l = y(−1), assuming
k; l 2 [−1; 1] where y = kx2 for x  0 and y = lx2 for x  0.
Let P be the space of all possible values of k = y(1) and l−y(−1) for all solutions
of (?). Then clearly
P = f(k; l) 2 R2jk = l or k; l 2 [−1; 1]g:
The C1-ring C1(P) of all smooth functions from P to R, see [1], is contained in the
larger C1-ring C(P) of all continuous functions from P to R. We claim that C1(?) is
the sub-C1-ring of C(P) generated by C1(P) and the function ! where !(k; l) = 1
when k  1; and !(k; l) = k when −1  k  1; and !(k; l) = −1 when k  −1:
We must dene the elements fexg. If x  0, we then want ex(k; l) = x2 + k − 1 for
k  1, and ex(k; l) = k x2 for −1  k  1, and ex(k; l) = −x2 + k + 1 for k  −1.
It readily follows that we should dene ex(k; l) = l + (x2 − 1)!(k; l). Similarly, for
x  0, dene ex(k; l) = l + (x2 − 1)(! − k + l). The details that this produces a
solution structure are straightforward, if a bit tedious. It remains to show that this
is the universal solution structure. Note that the ring is generated, as a C1-ring, by
the three elements 1; 2; !, subject to those identities of the form (1; 2; !) = 0
which are identically true on the space P. Now let (A; feag) be any solution structure.
Consider the map which sends 1 to e1 and 2 to e−1 and ! to (ec − e1)=(c2 − 1) for
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any c  0 with c 6= 1. A straightforward, but tedious, verication using the fact that A
has a solution structure on it establishes that these maps are well-dened and satisfy
the identities needed to produce the desired map to A.
The bounded solutions are the same since U (a1; : : : ; an; B) = U (a1; : : : ; an) once
B  2.
There are several smooth solution structures. For example, on C1[−1; 1], we can
smoothly dene ex(k) = k x2. Similarly, there are smooth solutions on C1[1;1) with
ex(k) = x2+k−1 and also a smooth structure on C1(−1;−1]. These smooth structures
cannot be joined to form a larger smooth solution ring because they use dierent
operations . But they can be glued together in the Basel topos, and this, presumably,
forms the manifold SmM (?), although I have not been able to verify the details.
4.5 Example (The equation y0 = y2). Classically, the solutions of this dierential
equation are given by y = k(1 − k x)−1 where k = y(0). This is a global solution
i k = 0. We claim that the universal solution ring is the ring of germs of smooth
functions at 0, where e0 is the germ of the identity function, and, more generally,
ea is the germ of x(1 − ax)−1 which is dened for x near 0. It is straightforward to
verify that this is a solution structure. Now suppose (A; ea) is any solution structure
for y0 = y2. We need the following:
4.5.1 Denition. The smooth function  : R ! R is left small if there exists t > 0
such that  = 0 on [−1; t]. The set of all left small functions forms an ideal LS of
C1(R). A unary operation  is said to be a left small operation if it corresponds to
a smooth function  2 LS.
4.5.2 Lemma. Let the C1-ring A and e 2 A be such that (e) = 0 for every left
small operation . Then, whenever c  0, the element 1 − ce has a multiplicative
inverse in A.
Proof. Let q : C1(R) ! A be the homomorphism which sends the generator I to e.
By hypothesis, q factors through C1(R)=LS. Let c > 0 be given and choose t so that
0< t < 1=c. It follows that q factors through C1(R)! C1(−1; t]. But 1− cI has
a multiplicative inverse in C1(−1; t] as it is bounded away from 0 in this interval.
This shows that the image of 1− cI , namely 1− ce, has a multiplicative inverse in A.
4.5.3 Corollary. If (A; feag) is a solution structure for y0 = y2, then 1− ce0 has an
inverse in A for all c and ec = e0(1− ce0)−1.
Proof. It is easy to show that (b; d) 2 U (a; c) only if b < 1=c so if  is 0 on
(−1; 1=c], and if (b; d) = (b) then  2 I(a; c). Therefore, (e0; ec) = (e0) = 0.
It follows, by the above lemma, that 1 − ce0 has an inverse (for c > 0 and, using a
similar argument, also for c < 0). The conditions on a solution structure immediately
lead to ec(1− ce0) = e0 and from this the result follows.
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In view of the corollary, the entire solution structure on A is determined by the single
element e0, hence by a homomorphism C1(R)! A. The above type of argument, using
positive and negative values of c, leads to the result that this map factors through the
ring of germs of smooth functions at 0. That this map does the right thing on each ea
follows from the way these elements are determined by e0.
As for the bounded solutions, by 2.8, there are many of them. Intuitively, the rule
forces most solutions of y0 = y2 to \grow to innity" so there must be transnite
elements in the universal bounded solution ring. I have not, however, been able to get
an explicit description of BdC1(?).
4.6 Example (Non-standard solutions). Non-standard solutions can be dened by
looking at solution structures on various C1-rings. For example, solution structures
on a non-standard ring R1 will be used in 4.8. In several examples, we have solution
structures on the ring C1(R). These correspond to families of solutions which are
smoothly parameterized by a real parameter (or arbitrary constant). In Lemma 3, we
explored a weaker version of solution structure for the ring R[], which has nilpotent
elements. Finally, probabilistic solutions are discussed below.
4.7 Example (Probabilistic solutions). By a probabilistic function Y on R, we mean
a function Y which assigns to each real x a random variable Yx: That is, we assume
that Yx : S ! R is a measurable function where S is a measure space (meaning S is a
set with a -algebra of \measurable" subsets on which is dened a countably additive,
non-negative measure). Given such an S, we let Meas(S; R) be the set of measurable
functions from S to R (where two functions are regarded as equal if they agree almost
everywhere). This is clearly a C1-ring with the operations  dened in the obvious
way, by composing. Therefore a probabilistic function Y assigns to each real x an
element Yx 2 Meas(S; R). We then say that Y is a solution of (?) if Meas(S; R) forms
a solution ring when ex = Yx for each real x. If (?) has, for each b, a unique ordinary
global solution fb for which fb(0) = b and if the graphs of these fb’s ll the plane then
one can start with any distribution Y0 and dene Yx by Y−1x [fb(x); fc(x)] = Y
−1
0 [b; c]
(and similarly for open intervals, etc.).
4.8 Example (An f.g. C1 bounded solution ring for which ea = b). Let (?) y0 =
F(x; y) be given and let (a; b) be any pair of reals. Let B > 0. Dene FB(x; y)
to be F(x; y) when −B(1 + y−)  F(x; y)  B(1 + y+) and to be B(1 + y+) when
F(x; y)  B(1 + y+) and to be −B(1 + y−) when F(x; y)  −B(1 + y−). Then, as
shown by Lemma 4.8.1, below, the dierential equation y0 = FB(x; y) has a global
solution fB for which fB(a) = b.
Now let the ring of sequences, R0N , be the product of N copies of R0, the ring
of reals. Let J be the ideal of all sequences which are eventually 0. Dene R1 as
R0N =J . Then R1 is a nitely generated C1-ring. (Note that there is a quotient map
C1(R) ! R0N by restriction, as N is a closed subset of R.) We will regard R1 as
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close to a non-standard version of the reals (we do not need the additional properties
that would derive from using an ultralter, etc.).
Let A = R1. We put a bounded solution structure on A as follows. Consider the
solutions fB of y0 = FB(x; y) with fB(a) = b for B = 1; 2; : : : ; n; : : : Dene ex 2 A as
the image in R1 of (f1(x); f2(x); : : : fn(x); : : :) in R0N .
Let x; y; B be given with x < y and B > 0. We have to show that (ex; ey) = 0
whenever  2 I(x; y; B). It clearly suces to show that (fn(x); fn(y)) = 0 when n >
B and this will follow if (fn(x); fn(y)) 2 U (x; y; B) if n > B. But if h is any B-high
curve, then h is a high curve for y0 = Fn(x; y) whenever n > B and (fn(x); fn(y)) 2
U (x; y; B) by applying Proposition 1.6. This argument is completed by:
4.8.1 Lemma. There exists a solution fB to (#) y0 = FB(x; y) for which fB(a) = b.
Proof. We rst dene fB(x) for x > a. Let c > a be given and let L(c) be the set
of all real numbers of the form ‘(c) where ‘ is a low curve, for (#) over [a; c], and
‘(a)  b. The idea is to dene fB(c) as the supremum of L(c), but we rst must show
that L(c) is non-empty and bounded above.
To show that L(c) is non-empty, choose q > 0 and K > B and dene ‘(x) =
−qeKx + 1. Clearly q can be chosen so that ‘(a)<0 and ‘(a)<b. Then ‘ is clearly
negative to the right of a, so ‘(x)− = −‘(x) for x  a. It is now easily shown that ‘
is a low curve for (#) over any interval [a; c] and this shows that L(c) is non-empty.
To show that L(c) is bounded above, choose q>0 and K>B and let h(x) = qeKx−1.
Choose q so that h(a)>0 and h(a)>b. Then h(x)+ = h(x) for x  a and it is easily
veried that h is a high curve over any [a; c]. By (3) of Proposition 1.6, it readily
follows that L(c) is bounded above for each c.
So fB(c) = sup L(c) is well-dened for c > a. Dene fB(a) = b and fB(c) for
c < a as a similar supremum, using high curves over [c; a]. It can be shown that fB
is a solution of (#) by showing it satises the hypotheses of Proposition 1.7. This is
entirely straightforward, using 1.4, 1.5 and 1.6.
4.9 Example (A smooth solution may be smooth in distinct ways). Assume that the
function which is constantly zero satises (?). We will show that the zero function is
smooth in two ways in the ring R1 of Example 4.8. Let  be a smooth function of one
variable for which (0) = 1 and (x) = 0 for x > 1. Dene  by (x; y) = (x − y).
Then, letting a be any innite element, we see that the zero function is smooth since
er = 0 = (a; r) for any (nite) real r. But (a; z) is not identically 0 in any extension,
in fact (a; a) = 1. This distinguishes this smooth solution from one dened by  where
 is identically 0.
4.10 Local solutions and the graph manifold. If I is any open interval of R we can
readily dene solution manifolds M (?; I) for \local" solutions of (?) over the interval
I (just use ex for x restricted to elements of I .)
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If we think of a \varying" interval, we are led to the fact that these manifolds M (?; I)
form a sheaf, with values in B over the topological space R. We can construct the total
space over R associated with this sheaf by taking the appropriate colimit. Intuitively,
this total space is found by glueing together all graphs of local solutions of (?).
4.11 \Weak" solution structures. Suppose we were to weaken the denition of solution
structure, requiring, for example, only that (ea; ec) map into each V (h) and each W (‘).
There would then be many more solution structures for even the equation y0 = 0. It
would only be required that ea be innitesimally close (rather than equal) to ec. (There
is no other pattern, so if  is an innitesimal member of a C1-ring, we could choose
ea = k + ra where k is constant, but the real numbers ra could be given by any
function at all.)
Similarly, if A is a ring with some transnite elements, we could, for each x, choose
any transnite element for ex. The resulting structure would be a \weak" solution
structure for any dierential equation, (?).
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