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The Hong-Ou-Mandel effect provides a mechanism to determine the distinguishability of a photon
pair by measuring the bunching rates of two photons interfering at a beam splitter. Of particular
interest is the distinguishability in time, which can be used to probe a time delay. Photon detectors
themselves give some timing information, however—while that resolution may dwarf that of an
interferometric technique—typical analyses reduce the interference to a binary event, neglecting
temporal information in the detector. By modelling detectors with number and temporal resolution
we demonstrate a greater precision than coincidence rates or temporal data alone afford. Moreover,
the additional information can allow simultaneous estimation of a time delay alongside calibration
parameters, opening up the possibility of calibration-free protocols and approaching the precision
of the quantum Cramér-Rao bound.
I. INTRODUCTION
When a pair of indistinguishable photons enter the
two input ports of a balanced beamsplitter, they will al-
ways be detected in the same (randomly selected) output
mode. This “bunching” of photons entails a reduction
of coincident clicks between two detectors which moni-
tor the output ports. A complete lack of detected co-
incidences indicates that an incoming pair of photons is
perfectly indistinguishable in all degrees of freedom, in-
cluding spatial, frequency, and polarisation properties;
and most importantly to this work, the photons must
also possess an exactly matched temporal profile. More
generally, the coincidence rate constitutes a reliable and
straightforward way of probing the difference between
two pure photonic states. This is the effect the epony-
mous Hong, Ou, and Mandel demonstrated in their sem-
inal work from 1987 [1].
Since then, the Hong-Ou-Mandel (HOM) effect has be-
come a key tool in quantum optics [2–8]. Most relevantly
to this paper, it is used in a variety of situations through-
out quantum metrology: for parameters that cannot be
easily or efficiently measured directly, it provides a way
of estimating them through their impact on the indistin-
guishability of a photon pair. This is traditionally used
as a way of measuring very small time delays [9–13], but
can include other parameters such as polarisation [14]. A
related, albeit slightly different quantum optical method
for measuring path delays is quantum optical coherence
tomography [15–17].
High precision time delay measurements have a vari-
ety of scientific and technological applications. It has
been proposed that the imaging of delicate (biological)
samples can benefit from exploiting quantum effects to
limit photodamage [18–21]. For instance, to resolve the
thickness of an unknown sample, such as e.g. a cell mem-
brane, a delay can be induced in the path of a photon by
allowing it to pass through the sample, accompanied by
a second photon which does not pass through the sam-
ple. The simplest, and perhaps most obvious, way to
measure this delay would be to place detectors at the
end of both photons’ paths and measure the difference
in their respective arrival times, an approach similar to a
direct time-of-flight measurement [22, 23]. However, the
time-resolution of conventional single-photon detectors is
orders of magnitude too poor to capture the precision
needed for these measurements to provide the desired
nanoscale resolution.
By contrast, HOM metrology has recently achieved
attosecond resolution [10]. In this case, rather than
measuring the delay directly, changes to the coincidence
counts at two detectors placed at the outport ports of
the HOM beamsplitter are recorded and analysed. As-
suming an initial calibration with regards to all the other
factors influencing this indistinguishability, the time de-
lay can be isolated and estimated. Traditionally, this
achieves sub-femtosecond resolution by scanning through
and observing a shift of the entire HOM dip [6], but more
more sophisticated protocols can perform up to 100× bet-
ter [10].
This attosecond resolution goes well beyond that of the
single-photon detectors which may be used in such an
experiment1 limited to the nanosecond–picosecond range
(centimetre-scale). Even allowing for the additional com-
plexity of a HOM interferometer, this chasm seems hard
to overcome with a direct timing approach Nonetheless,
we need not overlook entirely the time-resolving capa-
bilities of single-photon detectors. Currently their time-
resolution is only used for the purpose of establishing co-
incidence matching time windows. As we shall see, even
when their precision falls short of that of HOM interfer-
ometry, making better use of their temporal information
is advantageous in multiple ways.
1 For instance, the conventional SPCM-AQRH detector has a tem-
poral resolution of ≈350 ps [24], but some recent developments
in detector time-resolution are approaching picosecond preci-
sion [25–28].
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2FIG. 1. (a) A schematic of our protocol. Photons are generated via spontaneous parametric down-conversion. In the top arm,
the photon passes through a sample and is delayed by δs. An adjustable delay δa is placed in the lower arm. Both photons then
interfere at the beamsplitter, with a relative time delay δ = δs − δa. Detectors D1 and D2 are placed behind the beamsplitter
output ports. Each detection event is then assigned to a time bin and checked for coincidence or bunching. (b) How we model
the photon modes either side of the beamsplitter in Sec. III. In the lower arm, an additional orthogonal mode bˆ† is present to
capture differences other than temporal between the photons A mixture of modes cˆ† and dˆ† leave both beamsplitter ports.
In this Article we analyse the benefits of incorporating
detector time resolution capabilities into HOM metrol-
ogy. We find that not only does this upgrade the perfor-
mance of HOM interferometers, but it could also facil-
itate a simplified protocol by eliminating the need for
a separate calibration stage. Furthermore, recent de-
velopments in the feasibility of number-resolving detec-
tors [27, 29, 30], motivate us to also analyse the bene-
fits of photon number-resolution, and we find that these
would also lead to a tangible performance enhancement.
We show that by combining number and time resolving
detectors the fundamental quantum Cramér-Rao bound
(QCRB) can be approached with a HOM sensing proto-
col.
This Article is organised as follows: We start in Sec. II
by explaining our HOM protocol and the model of time-
resolution. Section III details the fundamental probabil-
ity analysis behind our protocol, and relates it to our
parameter estimation procedure in Sec. IV through the
Cramér-Rao bound. In Sec. V, we derive the quantum
Fisher information (QFI) for the time delay, giving the
ceiling on performance for any measurement protocol,
and outline one such (technically infeasible) protocol.
Our main results are presented in Sec. VI, to show where
our proposed protocol would sit between this ceiling and
previous protocols without time- or number-resolving ca-
pabilities. Finally, we discuss our findings in Sec. VII,
outlining some of the limitations of our analysis and sum-
marising our key conclusions.
II. PROTOCOL DESCRIPTION
We consider a standard HOM protocol [31] as schemat-
ically depicted in Fig. 1, but our analysis will include
detectors with time- and number-resolving capabilities.
The protocol begins with a frequency-entangled pair of
photons propagate along two spatial input modes of equal
path length to the HOM beamsplitter. Typically, the
photon pair is generated by a pump laser in a nonlin-
ear crystal via spontaneous parametric down-conversion
(SPDC). One of the photons traverses the sample and
picks up some small path length and associated time de-
lay δs. The other path contains a precisely adjustable
delay δa. Estimating δs could now be accomplished by
scanning the adjustable delay to resolve the entire HOM
dip with and without sample present and evaluating its
shifts. Alternatively, we could tune δa such as to give
minimal coincidence counts in both cases (i.e. place our-
selves at the bottom of the dip) and read off the differ-
ence. Neither approach is optimal and we here follow
the idea of Refs. [10, 14] to coarse-tune δa such that the
relative delay δ = δs − δa maximises the information we
obtain for each input photon pair. In most practical situ-
ations this point is near the inflection point of the dip and
δa  δs. Now, comparing the difference in coincidence
rate with and without sample present allows the estima-
tion of δs. In the protocol employed by Refs. [10, 14],
the maximum likelihood estimator for δs requires a fit to
the previously recorded HOM dip of the setup. In those
cases the employed fit was based on an inverted Gaus-
sian and required determination of the visibility (depth
of the dip) and the dip width as two calibration parame-
ters, as well as knowledge about the photon loss rate that
emerges from detector efficiency and other experimental
imperfections.
We shall analyse the potential performance of HOM
time delay estimation protocols for four different kinds
of detectors whose behaviour is illustrated in Fig. 2. We
begin with distinguishing bucket detectors, that are un-
able to discriminate the number of photons triggering
a click (assuming the detector dead-time is sufficiently
long such that a single detector can deliver at most one
click per bunched photon pair), from number-resolving
3FIG. 2. Possible outputs for a pair of photons incident on the different types of detector we consider. First, standard (non-
time-resolving) bucket detectors: each clicks only once whether one or more photons arrive. Then, bucket detectors with
time-resolving capabilities: each detector click is now associated with a specific time bin, giving some precision as to when a
photon arrives. As a consequence of detector dead time if two photons arrive at the same detector then it only clicks once,
for the time bin when the earlier photon arrived. Then, number-resolving detectors without time-resolving capabilities: the
detector can now differentiate between one or two photons arriving. Finally, number-resolving detectors with time-resolving
capabilities: now, it can indicate when each photon arrived, up to the precision of our time bins.
detectors, which can reliably provide two clicks whenever
they are hit by two bunched photons. In both cases we
further consider detectors capable of providing a reliable
and precise timestamp to the clicks as well as those whose
signal is so smeared out that it contains little useful tim-
ing information. Previous HOM protocols have typically
utilised the latter kind (or ignored available timing infor-
mation for the delay estimator).
Experimental scenarios do not involve just a single
photon pair and the pump laser is either in CW or pulsed
operation. In the former case, the SPDC events hap-
pen randomly in time with the average duration between
them determined by the pump intensity, in the latter
we have a probability of generating one, or more, pairs
with each pulse separated in time by the repetition fre-
quency. In either case, HOM protocols rely on defining
a coincidence time window (which is smaller than the
expected time between photon pairs) to perform coinci-
dence matching. However, as pairs can be spaced out as
needed, this does not place stringent demands on the de-
tection time-resolution capacity and is compatible with
significant amounts of timing jitter (typical coincidence
windows last on the order of nanoseconds). If this is
the only sense in which detector timestamps are utilised,
we shall refer to this scenario as detection without time-
resolution.
By contrast, we model detection with time-resolution
by sorting detected photons into equally-sized detection
time bins of temporal width T , which reflect the timing
capability and fidelity of the detection hardware. A visu-
alisation of this time binning process, and the resultant
output available, is shown in Fig. 2 for the four different
types of detector we consider. Based on these outputs,
we are able to estimate the relative delay |δ|2.
III. PROBABILITY ANALYSIS
Having established the nature of the data available for
the time delay estimation, we now proceed with establish-
ing the probabilities for recording this data as a function
of the time delay, loss processes and detector efficiency,
and other sources distinguishability between our photon
pair. We begin this calculation with the typical initial
SPDC process.
A. Biphoton state
A biphoton state with fixed total energy, generated by
SPDC, takes the standard form [1, 32]
|ψ〉 =
∫ ωp
0
dω φ(ω)aˆ†i (ω)aˆ
†
s(ωp − ω) |0〉 (1)
with ωp the pump frequency; and the operators aˆ
†
i (ω) and
aˆ†s(ωp − ω) creating the two photons with frequencies ω
and ωp − ω, respectively. In the above, φ(ω) is the joint
spectral amplitude, which we take to be Gaussian and of
2 As we cannot track which photon is which after the beamsplitter,
sign information is lost and we can only truly estimate |δ|, the
size of the delay. In practice this is unimportant, but is worth re-
marking on as this technicality does not occur in protocols based
purely on arrival time measurements, as there no beamsplitter is
present.
4the form
φ(ω) = (2piσ2)−1/4 e−
(ω−ωp/2)2
4σ2 , (2)
where σ is the spectral width [31] and 1/σ corresponds
to the temporal width of our HOM dip. By assuming
that our distribution of frequencies is strongly peaked
around ωp/2 we can extend our ω integration over the
range (−∞,∞) to simplify our calculations.
In practice, however, the photons will not be generated
in modes which are—up to the spatial mode—entirely
indistinguishable. To account for this, we introduce the
orthogonal mode bˆi and rewrite the operator one of our
photons without loss of generality as
aˆ†i (ω)→
√
α aˆ†i (ω) +
√
1− α bˆ†i (ω) (3)
with the real parameter α ∈ [0, 1] describing the relative
indistinguishability of our photons; α encodes the visi-
bility, i.e. the ‘depth’ of the HOM dip. The state just
before the beamsplitter now takes the form
|ψ〉 =
∫
dω φ(ω)e−iωδae−i(ωp−ω)δs
× [√α aˆ†i (ω) +
√
1− α bˆ†i (ω)]aˆ†s(ωp − ω) |0〉 .
(4)
As the photons travel towards the beamsplitter, we are
interested in the relative time delay δ = δs − δa. In which
case we work with the state
|ψ〉 =
∫
dω φ(ω)eiωδ
× [√α aˆ†i (ω) +
√
1− α bˆ†i (ω)]aˆ†s(ωp − ω) |0〉 ,
(5)
where we ignore the irrelevant global phase of e−iωpδs .
The HOM beamsplitter then transforms our operators
as
aˆ†i (ω)→
1√
2
[icˆ†1(ω) + cˆ
†
2(ω)] ,
bˆ†i (ω)→
1√
2
[idˆ†1(ω) + dˆ
†
2(ω)] ,
aˆ†s(ω)→
1√
2
[cˆ†1(ω) + icˆ
†
2(ω)] , (6)
where the indices 1 and 2 denote the two output ports
of our beamsplitter (or, correspondingly, which detector
the photon then arrives at). Our state finally becomes
|ψ〉 = 1
2
∫
dω φ(ω)eiωδ(
√
α[icˆ†1(ω) + cˆ
†
2(ω)]
+
√
1− α [idˆ†1(ω) + dˆ†2(ω)])
× [cˆ†1(ωp − ω) + icˆ†2(ωp − ω)] |0〉 . (7)
B. Fundamental probabilities
We proceed to determine the probabilities for photon
bunching and anti-bunching (the latter corresponding to
a coincidence at the detectors). These are, respectively,
cases where both photons arrive in the same detector
with a delay τ , and where both photons arrive in different
detectors with a delay τ .
We can represent detected coincidence events by
the continuous set of positive-operator valued measures
(POVMs):
Πˆc(τ) = cˆ
†
1(t)cˆ
†
2(t+ τ) |0〉 〈0| cˆ2(t+ τ)cˆ1(t)
+ cˆ†1(t)dˆ
†
2(t+ τ) |0〉 〈0| dˆ2(t+ τ)cˆ1(t)
+ dˆ†1(t)cˆ
†
2(t+ τ) |0〉 〈0| cˆ2(t+ τ)dˆ1(t) , (8)
whereas for bunching events we have the POVMs:
Πˆb(τ) = cˆ
†
1(t)cˆ
†
1(t+ τ) |0〉 〈0| cˆ1(t+ τ)cˆ1(t)
+ cˆ†1(t)dˆ
†
1(t+ τ) |0〉 〈0| dˆ1(t+ τ)cˆ1(t)
+ dˆ†1(t)cˆ
†
1(t+ τ) |0〉 〈0| cˆ1(t+ τ)dˆ1(t) . (9)
We can now evaluate the probabilities Pc(τ) and Pb(τ),
namely the coincidence and bunching probabilities for a
given difference in arrival times τ . Note that in this sense
coincidence and bunching have lost the meaning of simul-
taneity and only refer to the spatial mode in which the
photons are found (within the relatively long coincidence
window). The fixed time t drops out in evaluating these
expressions3, and after appropriate normalisation we ob-
tain
Pc(τ) =
σ
2
√
2pi
e−2σ
2(δ+τ)2
(
1 + e8δσ
2τ − 2αe4δσ2τ
)
,
(10)
Pb(τ) =
σ
2
√
2pi
e−2σ
2(δ+τ)2
(
1 + e8δσ
2τ + 2αe4δσ
2τ
)
.
(11)
Closer inspection shows that only at perfect visibility,
α = 1, do the photons become wholly indistinguishable
at δ = 0. The full derivation for these two expressions is
detailed in Appendix A.
By integrating over all τ we obtain the total coinci-
dence and bunching rates, independent of the photons’
arrival times, as usually seen in HOM analyses [31]:
Pc,tot =
∫ ∞
−∞
dτ Pc(τ) =
1
2
(
1− αe−2σ2δ2
)
, (12)
Pb,tot =
∫ ∞
−∞
dτ Pb(τ) =
1
2
(
1 + αe−2σ
2δ2
)
. (13)
We now introduce the binning that captures the finite
time resolution of detectors into our analysis. Returning
to Eqs. (10) and (11), which are valid for perfect tim-
ing, we collect all events that occur within the temporal
3 This is an artefact of using Eq. (1), we could instead use a bipho-
ton distribution with two degrees of freedom and then integrate
over all possible first arrival times t to arrive at the same answer.
5width a bin T into the same indexed bin. The difference
between recorded bin indices then gives coarse-grained
information about the delay τ between two subsequent
detection events. For bunching events we do not dis-
tinguish the photons and so any event with delay τ is
identical to a delay of −τ4.
Our time bins are fixed in duration and our photons
are equally likely to arrive at any point within the bin.
For time bin width T , and nT < τ < (n + 1)T , the
total probability of the two photons arriving n bins apart
is [(n + 1)T − τ ]/T , and probability of them arriving
n + 1 bins apart is (τ − nT )/T . We can then write the
probability of a coincidence separated by n time bins,
Pc,n, as
Pc,0 = 2
[∫ T
0
dτ
T − τ
T
Pc(τ)
]
Pc,n>0 = 2
[∫ nT
(n−1)T
dτ
τ − (n− 1)T
T
Pc(τ)
+
∫ (n+1)T
nT
dτ
(n+ 1)T − τ
T
Pc(τ)
]
, (14)
where Pc,0 is a special case as this can only happen for
τ ≤ T . As the observed time bin difference depends
only on |τ |, we pick up the factor of two by restricting
ourselves to positive τ . The bunching probability Pb,n
takes a similar form as
Pb,0 = 2
[∫ T
0
dτ
T − τ
T
Pb(τ)
]
Pb,n>0 = 2
[∫ nT
(n−1)T
dτ
τ − (n− 1)T
T
Pb(τ)
+
∫ (n+1)T
nT
dτ
(n+ 1)T − τ
T
Pb(τ)
]
. (15)
C. Measurement probabilities
Let us now consider how these fundamental probabil-
ities translate to actual measurement outcomes for our
different detector types. At this point it is opportune to
introduce the possibility of photon loss and limited de-
tector efficiency, which can both be bundled into a single
loss rate γ [10].
4 Coincidence events where the first photon arrives in the first
detector rather than the second [positive and negative delays
given Eq. (8)] are observably distinct, but as the first photon is
equally likely to end up at either detector the distinction provides
no additional information.
1. Bucket detectors
For bucket detectors, when we have a coincidence we
expect both detectors to click, provided neither photon is
lost. We also get a rough estimate of the time delay, up
to the coarseness due to time-binning. The probability of
two clicks with n time bin separation is given by PB2,n. If
exactly one photon is lost, we will get a single click from
one of the detectors, regardless of whether or not our
photons bunched. In the event of bunching, we will only
ever get at most one click, as a single detector is not able
to discriminate between one and two arriving photons.
The time bin information for a single click is irrelevant
without knowing when the other photon arrived. The
probability of a single click (whether from loss or bunch-
ing) is PB1 . Neither detector will click if both photons are
lost, which happens with probability PB0 . We therefore
get the following click probabilities:
PB2,n = (1− γ)2Pc,n , (16)
PB1 = 2γ(1− γ)Pc,tot + (1− γ2)Pb,tot , (17)
PB0 = γ
2 , (18)
where as discussed the difference between time bins only
applies to PB2,n.
2. Number-resolving detectors
For number resolving detectors, we now have four types
of potential outcomes to consider. Barring photon loss,
the probabililty of two clicks from a coincidence, PNR2c,n,
remains unchanged, but we now also have a probabil-
ity for two clicks when the photons bunch, PNR2b,n. The
time bin information is relevant for both of these two-
click outcomes and n denotes the time bin separation. If
only one detector clicks, we have definitively lost exactly
one photon, which occurs with probability PNR1 . Finally,
probability of zero clicks remain unchanged and is now
denoted by PNR0 . The full set of outcomes is therefore
given by:
PNR2c,n = (1− γ)2Pc,n , (19)
PNR2b,n = (1− γ)2Pb,n , (20)
PNR1 = 2γ(1− γ) , (21)
PNR0 = γ
2 . (22)
IV. PARAMETER ESTIMATION
To address the question of how well we can extract δ,
and thus δs, given a record of measurement data in the
form described above, we turn to the theory of parame-
ter estimation theory. The following section introduces
the relevant concepts, at first in general terms and then
applied to our specific scenario.
6A. Probability distributions
The Cramér-Rao bound (CRB) can be used to bound
the variance of an unbiased estimator θˇ of unknown pa-
rameter(s) θ as [33, Chap. 3]
cov(θˇ) ≥ 1
N
F−1(θ) , (23)
where F (θ) is the Fisher information matrix (FIM) and
N the number of repetitions of the experiment. For a
probability distribution P (m|θ) with outcomes m ∈ M
the FIM is defined with elements
[F (θ)]i,j =
∑
m∈M
1
P (m|θ)
∂
∂θi
P (m|θ) ∂
∂θj
P (m|θ) . (24)
The maximum likelihood estimator is an estimator which
is, in general, asymptotically consistent and efficient,
meaning that in the limit N → ∞ it is both unbiased
and its variance saturates the CRB [33, Chap. 7].
Each diagonal term of the FIM [F (θ)]i,i corresponds to
the single-parameter classical Fisher information (CFI)
for the ith element of θ, which we denote Fθi as short-
hand. This quantifies the amount of information about θi
that is gained from an average individual measurement.
The off-diagonal terms represent covariance between the
parameters, from which the correlations can be obtained.
These correlations can give rise to indeterminate FIMs
for which the parameters {θi} cannot all be estimated si-
multaneously, while a subset of the parameters may still
be estimable if the remaining parameters are known (e.g.
through a calibration stage).
Our HOM approach is parameterised by the set θi ∈
{δ, α, σ, γ}. In the following we will be concerned with
evaluating scalar and vector bounds for the different
probability distributions (detector configurations) dis-
cussed in Sec. III. Estimating δ alone will be our primary
focus, however we will also look at the potential for es-
timating calibration parameters independently of and in
parallel with δ. For the latter (multi-parameter) setting
the rank of the FIM is of particular value, identifying
the number of independent parameters which can be es-
timated.
The traditional binary outcome HOM protocol is a
simple case where we can see that—operating at a fixed
point in the HOM dip—the coincidence rate can be mod-
ified by either changing α or δ. Hence, it is not possible
to estimate δ without knowing α, and this gives rise to
the need for a calibration stage [10]. We discuss this in
more detail later and in Appendix C.
B. Quantum states
The statistics of different detectors can be considered
as different POVMs acting on the same quantum state5.
The QFI is an upperbound to the CFI for quantum sys-
tems which depends only on the quantum state and so
independent of the measurement used. In the context of
the CRB it gives rise to the QCRB [34–36]
var(θ˜) ≥ 1
NFθ
≥ 1
NHθ
, (25)
where we give only the single-parameter bound and Hθ is
the single-parameter QFI. For the purposes of parameters
encoded in quantum states, it is now the QCRB that sets
the ultimate limit on the precision of an estimator. The
single-parameter QCRB corresponds to the precision we
would obtain from an optimal measurement [34, 35]. For
a pure state, the single-parameter QFI has the relatively
simple form [35]:
Hθ = 4[〈∂θψ|∂θψ〉+ (〈∂θψ|ψ〉)2] . (26)
V. BENCHMARKS
A. Quantum Fisher information
The parameter of particular interest to us is the time
delay δ. In order to establish an upper bound on the
observable information of δ, we now derive the QFI for δ
for our biphoton state. Since the QFI is invariant under
parameter-independent unitary transformations [36], we
are free to return to our biphoton state in the form given
in Eq. (4), after it has picked up the time delay δ but
before interaction at the beamsplitter.
By writing the biphoton spectral amplitude as uni-
variate (as is customarily done for down-converted pho-
ton pairs) we have implicitly evaluated a delta function
in the bivariate biphoton spectral amplitude, which re-
quires some additional care with regards to normalising
the state. To calculate the QFI, we thus introduce the
quantisation volume V and ‘renormalise’ both the Dirac
delta function such that δD(0) = V , and the joint spec-
tral amplitude by the replacement φ(ω)→ φ(ω)/√V [37,
Chap. 4, 6] Our normalised state now takes the form
|ψ〉 = 1√
V
∫
dω φ(ω)eiωδ
× (√α aˆ†i (ω) +
√
1− α bˆ†i (ω))aˆ†s(ωp − ω) |0〉 . (27)
Equation (26) can be used to calculate the QFI from
Eq. (27) through
〈∂δψ|ψ〉 = −i
∫
dω φ(ω)2ω = − iωp
2
, (28)
5 Although we applied loss and time binning to the probabilities
Eqs. (10) and (11), these could equally be modelled by different
POVMs.
7and
〈∂δψ|∂δψ〉 =
∫
dω φ(ω)2ω2 = σ2 +
ω2p
4
, (29)
full derivations for which are given in Appendix B. We
can then combine Eqs. (26), (28) and (29) to obtain
Hδ = 4σ
2 . (30)
Our expression for the QFI agrees with that obtained
in Ref. [11] for frequency-entangled input photons when
taking the limit of vanishing frequency detuning. We
note that Eq. (30) has no dependence on α. Therefore,
any optimal measurement protocol should be unaffected
by the relative indistinguishability of the two photons.
Additionally, there is no dependence on δ itself: the max-
imum information should be obtainable regardless of the
specific size of the delay. These are both in contrast to
our HOM protocols, where the CFI depends strongly on
both α and δ, as we shall see in the following.
B. Time of flight protocol (no-HOM)
An optimal measurement scheme, which maximises
the CFI is, perhaps unsurprisingly, trivially obvious: we
use time-resolving detectors with infinite precision. No
beamsplitter appears in this protocol, we eliminate the
HOM effect entirely and simply place detectors at the
ends of the paths for both photons. This has the addi-
tional benefit that we never lose track of which photon
is which, and can now even distinguish between positive
and negative δ.
We start by outlining this protocol and analysing its
performance. Using the same pre-beamsplitter state
given in Eq. (27) we take the set of POVMs
ΠˆNH(τ) = aˆ†i (t)aˆ
†
s(t+ τ) |0〉 〈0| aˆs(t+ τ)aˆi(t)
+ bˆ†i (t)aˆ
†
s(t+ τ) |0〉 〈0| aˆs(t+ τ)bˆi(t)
(31)
for which the probability PNH(τ) that our photons ar-
rive at the detectors with temporal separation τ is, with
appropriate normalisation,
PNH(τ) =
√
2
pi
σ e−2σ
2(δ−τ)2 . (32)
The full derivation for this expression is detailed in Ap-
pendix A. Sampling directly from this distribution the
CFI matches the QFI of 4σ2.
We now apply the binning procedure as described in
Sec. III to find the probability that our photons arrive n
time bins apart. Now that we can distinguish between
positive and negative δ (as we know which arm each de-
tected photon travelled along), it is important to distin-
guish positive and negative n. The probability that the
photon passing through the sample arrives n time bins
after the other photon is therefore
PNHn =
∫ nT
(n−1)T
dτ
τ − (n− 1)T
T
PNH(τ)
+
∫ (n+1)T
nτ
dτ
(n+ 1)T − τ
T
PNH(τ) . (33)
We insert the photon loss rate γ and obtain the measure-
ment probabilities
PNH2,n = (1− γ)2PNHn , (34)
PNH1 = 2γ(1− γ) , (35)
PNH0 = γ
2 , (36)
for two clicks (with n bin separation), one click, or zero
clicks, respectively.
We will refer to this protocol as ‘no-HOM’ and use it
as a benchmark of the raw time resolution of the detec-
tors alone. We shall see that whilst it performs much
worse than HOM protocols at low and moderate detec-
tor time resolution, it can beat the HOM approach at
a sufficiently high resolution. Note that this is similar
to the time-of-flight protocols of Ref. [22, 23, 28], where
direct timing information is used to construct an image.
The typical resolutions involved in such a set-up are 10-
30 ps, although Ref. [28] reports a temporal resolution of
' 2.6 ps. Taking the limit of infinite temporal resolution
for the no-HOM approach yields the optimal protocol,
and with γ = 0 we find Fδ → Hδ as T → 0 for all δ and
α.
C. Loss-adjusted quantum Fisher information
For γ 6= 0 we note that information can only be ob-
tained when neither photon is lost, which happens with
probability (1 − γ)2. Allowing only for measurements
to happen when both photons are detected, the effective
QFI will be reduced by the probability of neither photon
being lost
H2phδ (γ) = (1− γ)2Hδ = 4σ2(1− γ)2. (37)
This “two-photon conditioned QFI” is distinct from the
actual QFI of the loss-affected mixed state: the QFI for
the mixed state subjected to loss will be larger, as when
a single photon is lost, the state of the other photon still
possesses some parameter-dependence. However, that
larger information is not readily accessible without ad-
ditional information—such as the time at which the pho-
tons were initially generated—or resources in the mea-
surement6. As we are principally interested in the rela-
tive delay between the two photon arrival times rather
6 Similar subtleties are observed in phase estimation where addi-
tional resources or knowledge can be required to realise QFIs [38,
39].
8than the absolute length of either path we favour using
H2phδ as a loss-adjusted point of comparison.
VI. RESULTS
In the following, it will be convenient to express our
temporal parameters δ and T in units of 1/σ, i.e. in units
of the inverse of the photons’ spectral width which is
equal to the width of the HOM dip. This yields the CFI
Fδ in units of σ2, though note that we will usually rescale
this as a fraction of H2phδ , the two-photon conditioned
QFI. We refer to this rescaled quantity, Fδ/H
2ph
δ , as the
relative information Irel.
Only for detectors without time-resolution are we able
to obtain relatively neat closed-form expressions for the
CFI. We obtain the single parameter CFIs for δ (as well
as multi-parameter CFI matrices) in Appendix C. The
time-delay CFIs are given by Eqns. (C5) and (C6). For
the cases with time-resolution, the CFIs are unfortu-
nately less amenable for analytical inspection, but can
be straightforwardly evaluated numerically.
We compare four different configurations of the HOM
protocol: First, the standard HOM protocol (such as
that in Ref. [10]) involving bucket detectors and no time-
resolution; this will be referred to as the HOM proto-
col without qualifiers. We assign the label NR-HOM to
a protocol that is enhanced with number-resolving de-
tectors. Further, we consider two variants without and
with time-resolution, referred to as TR-HOM and NRTR-
HOM, respectively. The no-HOM protocol outlined in
Sec. V will serve as a benchmark throughout.
A. Optimal delay
In Fig. 3 we compare Irel for our different protocols
as a function of δ. All HOM protocols with visibilty
α < 1 feature two characteristic peaks that are symmet-
ric about δ = 0 with peak positions that differ slightly
between the different protocols. Adjusting δa allows us
to tune δ such that it falls into a favourable local envi-
ronment near the maximal CFI, enabling operation close
the optimal point. The no-HOM protocol is also shown
and indicates the background information coming purely
from the time bin information of our measurements (for
the case of detectors with time resolution).
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FIG. 3. Comparison of the relative information Irel = Fδ/H2phδ , the classical Fisher information as a fraction of the two-photon
conditioned quantum Fisher information, for our protocol configurations as we vary the delay δ. We contrast the basic HOM
protocol with bucket detectors against versions with number-resolving (NR-HOM) and time-resolving (TR-HOM) detectors, as
well both enhancements simultaneously (NRTR-HOM). Finally, no-HOM is a time of flight protocol that solely measures arrival
times. We set α = 0.9 and γ = 0.4, and the time bin widths T = 5/σ on the left, and T = 1/σ on the right. All HOM protocols
feature peaks in the information equally spaced around δ = 0. The no-HOM protocol displays (non-sinusoidal) oscillation in
the relative information with period equal to T . The amplitude of this oscillation reduces with low T , and can be seen in more
detail in the insets. The right plot shows the benefits of reduced T (better resolution) by the increased information.
9There is a slight (non-sinusoidal) oscillation in the no-
HOM information, with period equal to the time bin
width. This emerges as it is optimal to have δ = nT , for
some integer n. This reduces the variance in the mea-
sured bin difference, and the most likely result will be a
difference of n bins. By comparison, for δ = (n+ 12 )T , we
will now see results primarily split between n and n + 1
bins, leading to a reduction in information obtained; this
effect is substantial for T = 5/σ. As T shrinks, however,
the no-HOM background information increases and the
amplitude of these oscillations rapidly shrinks, becoming
mostly negligible for T . 1/σ.
At large delay, Fδ for NRTR-HOM tends towards the
no-HOM information, as we no longer get useful informa-
tion from coincidence and bunching rates as the tempo-
ral modes become orthogonal. For TR-HOM, however,
it instead tends towards half the no-HOM information,
as half the time our photons will bunch and we can only
detect the arrival of one of those photons, a measurement
which carries no useful delay information.
B. Time-resolution
As we increase temporal resolution, time-resolving pro-
tocols gain an increasing advantage over their less ad-
vanced counterparts. In Fig. 3, no-HOM performs worse
0.2
0.4
0.6
0.8
1
α = 0.9
I r
e
l
0 1 2 3 4 5
0
0.2
0.4
0.6
0.8
1
α = 0.99
Tσ
I r
e
l
TR-HOM NRTR-HOM No-HOM
FIG. 4. The relative information Irel for time-resolving pro-
tocols as we vary time bin size T . We set γ = 0.4, and δ
is chosen to maximise the information; with α = 0.9 (as in
Fig. 3) in the top panel and α = 0.99 in the bottom panel.
The no-HOM protocol performs poorly at low time-resolution,
but around T = 1/σ overtakes TR-HOM and achieves parity
with NRTR-HOM. As T → 0, no-HOM and NRTR-HOM ap-
proach the QFI limit. Increased visibility extends the range
across which a HOM-based protocol is advantageous.
than all HOM protocol configurations with T = 5/σ.
However, with T = 1/σ no-HOM only performs narrowly
worse than NRTR-HOM but now beats our other HOM
protocols. We can see more clearly in Fig. 4 how the
maximal information varies with time resolution. Given
NRTR-HOM contains the same timing information of
no-HOM with additional information coming from the
bunching rate, it will never perform worse. However, as
T → 0, timing information dominates and HOM informa-
tion becomes irrelevant. Thus the two protocols achieve
parity in maximal information, and both tend towards
the QFI.
Without NR capabilities there is a transition between
TR bucket detectors being best placed in the HOM (TR-
HOM) or no-HOM configurations. In Fig. 4 this is
around T ∼ 1/σ, at higher time-resolutions than which
the no-HOM configuration is preferable. TR-HOM falls
short in this regime, as time bin information cannot be
obtained from bunching events. This transition is af-
fected by the visibility α (which limits the effectiveness
of the HOM but not no-HOM protocols) with increased
α allowing TR-HOM to perform competitively at higher
time-resolutions.
It is worth recalling that conventional photon detec-
tors have time-resolving abilities far worse than 1/σ of
typical SPDC photons: whilst time-resolution was not
used in Ref. [10], the estimated detector timing jitter on
−2−1012
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FIG. 5. The relative information Irel as we vary δ and α for the
two extreme HOM protocols: standard HOM (lower surface)
vs NRTR-HOM (upper surface). The two characteristic peaks
grow and move inwards at higher visibility; merging to a single
peak at the origin that saturates the two-photon conditioned
QFI for perfect visibility α = 1 as shown in the inset. At
large δ, background time bin information manifests itself in
the NRTR-HOM surface not falling to zero. Other parameters
are γ = 0.4 and T = 5/σ.
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the order of nanoseconds results in Tσ > O(102). Con-
sequently, there would have been only negligible timing
background information in those experiments, and HOM
effect information overwhelmingly dominated.
C. Visibility & photon loss
In the following we focus on the two most extreme
variants among our HOM protocols: the ‘all bells and
whistles’ case of NRTR-HOM contrasted against the con-
ventional HOM scenario. In Fig. 5 we can see how the in-
formation for our NRTR-HOM protocol varies with both
δ and α. The two peaks rise rapidly as visibility is in-
creased, moving inwards and converging to a single peak
at the origin at the limit α = 1, achieving the QFI limit
at this point. At large delays information tends to the
lower background level, that is obtained solely from ar-
rival times and is thus independent of α. Our standard
HOM protocol follows a similar shape though performs
slightly worse. At large delays its information falls to
zero, without the background information coming from
simple arrival time data.
The central plot of Fig. 6 shows how the relative in-
formation Irel varies with γ. For NRTR-HOM, the CFI
scales linearly with (1 − γ)2, the same dependence as in
the QFI. Thus Irel is constant with γ. Standard HOM
performs even worse at increased photon loss rates as
compared to the two-photon conditioned QFI, due to
one-click measurements not only dominating over two-
clicks events but also becoming less likely to indicate
bunching. This reduces the available information that
can be gleaned and renders most of the measurement
outcomes useless.
D. Approaching the QFI
In the left plot of Fig. 6, we see that by letting the time
bin width tend to 0 we can, with NRTR-HOM, approach
the limit of the two-photon conditioned QFI. This then
achieves the full QFI of 4σ2 with the additional realisa-
tion of γ = 0. The right plot of Fig. 6 shows that we
achieve this for all sufficiently large δ, though interest-
ingly a dip in Irel remains around δ = 0. As previously
discussed, this is not much of a constraint, however, given
the ability to adjust δa.
E. Multi-parameter estimation
As discussed in Sec. IV, we may want to estimate mul-
tiple parameters as a means of eliminating the need for a
separate calibration stage. The most critical and tricky
calibration parameter is α—loss and spectral width are
easier to determine, and at least the latter is less vari-
able. For this reason we begin with the case of wishing
to estimate δ and α simultaneously.
Delay and visibility become increasingly independent
at higher time-resolution, as we are better able to esti-
mate δ independent of any coincidence/bunching infor-
mation. By constructing the FIM for these two param-
eters, we see in Fig. 7 how this effect manifests as the
determinant increases as time bin width shrinks. This
is analagous to an increase in the single-parameter CFI,
indicating increased information and thus making esti-
mation more efficient. For a fixed time bin width, if we
instead vary δ we see a similar shape to that in Fig. 3.
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FIG. 6. Left: Fδ as a function of γ and T . The standard HOM case is independent of T and thus only depends on γ. Here,
α = 0.9 and δ is chosen to maximise information at each point. Both protocols naturally perform better at lower γ, and
NRTR-HOM approaches H2phδ as T → 0. Centre: Fδ/H2phδ as a function of γ. δ is chosen to maximise information at each
point. For NRTR-HOM, the relative information remains constant as γ is varied, but for standard HOM the information
decreases at higher γ (see text). T = 5/σ for the top plot, T = 1/σ for the bottom plot, α = 0.9 is used in both. Right: the
relative information Irel, taking γ = 0.4, and varying δ and T . At vanishingly small T , NRTR-HOM achieves the QFI limit for
sufficiently large δ.
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FIG. 7. The determinant of the Fisher information matrix
for parameters δ and α for α = 0.9 and γ = 0.4. Top: for
fixed δ = 0.2/σ and varying time bin size T . At higher time-
resolution (smaller T ) the determinant increases, and the ben-
efit of number-resolving detectors become more pronounced.
Bottom: for fixed T = 5/σ and varying δ. The two peaks in
the determinant represent the optimal points for estimating
δ and α simultaneously.
The optimal points for estimating δ and α simultane-
ously are given by the peaks in the determinant. The
requirement that we now estimate α alongside δ causes
the peaks to shift inwards as compared to those in Fig. 3,
as α itself is best estimated close to the origin (see Ap-
pendix D for further discussion).
Further investigating the eigenvalues can give a clearer
idea of what the independently estimable parameters
may be and their attainable precision [40, 41], and even
reveal ‘sloppiness’: how many effective parameters are
required to capture a model’s behaviour [42]. Our focus
has been on estimating δ and so it may be beneficial to
cast the other parameters as nuisance parameters [43, 44],
however there are cases where tracking a parameter such
as visibility is of independent interest [45, 46].
VII. DISCUSSION AND CONCLUSION
Our analysis shows how Hong-Ou-Mandel metrology
can be boosted by the introduction of more sophisticated
detector hardware. In particular, a switch from bucket
detectors (i.e. detectors that are incapable of resolving
more than one photon simultaneously or with a short
time gap due to dead time) to number-resolving detec-
tors yields significant improvements regardless of the de-
tector time-resolving capabilities, an immediate boost in
Fisher information of 9.9 % at our benchmark of α = 0.9,
γ = 0.4. This increase relative to bucket performance
is even further pronounced at lower visibility and higher
photon loss. Number-resolving detectors have histori-
cally suffered additional drawbacks, such as extremely
low operating temperatures making them costly to imple-
ment [47, 48], however, recent developments [27, 29, 30]
suggest such detectors may soon become more viable.
Unlocking the increase in accessible information offered
by time-resolving detectors may present a more signifi-
cant challenge. Taking Lyons et al. [10] as an exam-
ple: here the 808 nm downconverted photons, together
with a 10 nm bandpass filter, lead to a dip of spatial
width ≈65 µm. This corresponds to a temporal width
of ≈0.2 ps and spectral width σ ≈ 4.6 ps−1. To see a
noticeable increase in precision would require detector
resolution approaching the order of 1 ps, leading to an
improvement of around 1.3 %, or 14 % if the detectors are
also number-resolving. This is as-of-yet beyond the pre-
cision offered by conventional modern detectors though
some recent work is nearing this level of precision. Work
by Zadeh et al. [26], Korzh et al. [28] show supercon-
ducting nanowire detectors offering sub-10 ps resolution
while retaining high detector efficiency. Whilst the pre-
cision increase from these particular detectors would still
be modest, this nonetheless already opens up the possi-
bility of a multi-parameter estimation scheme in order to
eliminate the need for determining the width, loss, and
most importantly visibility calibration parameters sepa-
rately.
It would take a detector time resolution as high as
0.2 ps (or, more generally, on the order of the HOM
dip width) for no-HOM approach, to acquire compet-
itive performance: no-HOM would then perform 36 %
better than HOM, and also beat TR-HOM, but still
fall short of NRTR-HOM which boast a 50 % increase
over HOM. If resolution were further doubled, no-HOM
would perform nearly on par with time- and number-
resolving HOM which features an increase of 95 % over
basic HOM. Therefore, detectors with such high time
resolution would obviate the need for a HOM protocol
altogether: in this case almost all information can be ob-
tained by directly measuring arrival times, and extra in-
formation gained from coincidence/bunching results be-
comes negligible, and this would moot the advantage of
number-resolving detectors, which are unnecessary in a
no-HOM setup. However, this level of temporal resolu-
tion (combined with the desirable high efficiency and low
dark counts) is unlikely to become available in the near
future, if ever, so HOM interferometry will likely remain
the uncontested approach towards estimating phase-non-
sensitive group velocity delays.
At this point, it is worth discussing a few simplifying
assumptions which we have made in our analysis: first,
we have assumed exactly one input photon pair per co-
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incidence matching time window. In reality, SPDC does
not generate photons at a constant rate and could, at
least in CW mode, generate two pairs in rapid succession,
or none at all for a given window, with the latter case not
affecting our benchmarking conclusions, but bearing on
the rate at which information is accumulated. Next, for
our bucket detectors we have assumed that these have
a dead time exceeding any possible delay between the
two photons, i.e. such a detector could only ever register
at most one photon from a given pair. Finally, we have
omitted any consideration of detector dark counts: in-
stances where a detector randomly clicks without a pho-
ton arrival. The prevalence of dark counts imposes limits
on the rate at which we want to generate photons: too
low a rate and dark counts will dominate, too high and
we risk falling foul of dead times or associating photons
from different pairs within the same coincidence window.
These are all key things to consider in any experimental
setup, but should have negligible impact on our bench-
marking efforts to compare performance, provided an ap-
propriate rate of photon generation is chosen.
In summary, while HOMmetrology has often been pre-
sented as a means to circumvent limitations in detector
resolution, we are now in fact nearing the point where
state-of-the-art detectors will possess sufficient resolution
to augment the conventional HOM protocol for resolving
path length delays. These gains will be gradual, as reso-
lution improves. Whilst engineering a narrower or more
structured HOM dip can boost the performance of HOM
protocols, further extending their lead over direct time-
of-flight measurements, in situations where a sufficiently
narrow dip is not possible, the need for HOM approach
may be eliminated in the longer-term should the native
detector resolution surpass the order of the dip width.
Likewise, we have shown that HOM protocols can be
significantly enhanced through the adoption of number-
resolving detectors allowing HOM-based protocols to re-
main superior even as timing resolution is improved. Per-
haps most importantly in the near future, our analy-
sis highlights the possibility of simplified calibration-free
HOM metrology and points the way toward asymptoti-
cally approaching the precision of the QCRB.
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Appendix A: Arrival rates
1. HOM coincidence probability
In order to fully derive the fundamental coincidence rate we must evaluate Pc(τ) = 〈ψ| Πˆc(τ) |ψ〉, with |ψ〉 as given
in Eq. (7) and Πˆc(τ) the POVMs given in Eq. (8). We also note the following commutation relations [37, Chap. 6]:
[cˆi(ω), cˆ
†
j(t)] = [dˆi(ω), dˆ
†
j(t)] =
1√
2pi
δije
−iωt, (A1)
which follow from
[cˆi(ω), cˆ
†
j(t)] =
1√
2pi
δij
∫
dω′e−iω
′t[cˆi(ω), cˆ
†
j(ω
′)] =
1√
2pi
δij
∫
dω′e−iω
′tδ(ω − ω′) = 1√
2pi
δije
−iωt.
First, we evaluate
〈ψ| cˆ†1(t)cˆ†2(t+ τ) |0〉 =
1
2
〈0|
∫
dω φ(ω)e−iωδ
√
α[−icˆ1(ω) + cˆ2(ω)][cˆ1(ωp − ω)− icˆ2(ωp − ω)]cˆ†1(t)cˆ†2(t+ τ) |0〉
=
1
2pi
√
α
2
∫
dω φ(ω)e−iωδ(−e−iωte−i(ωp−ω)(t+τ) + e−i(ωp−ω)te−iω(t+τ))
=
√
α
4pi
e−iωpt
∫
dω φ(ω)e−iωδ(e−iωτ − e−iωpτeiωτ ). (A2)
Then, multiplying Eq. (A2) by its conjugate we obtain
〈ψ| cˆ†1(t)cˆ†2(t+ τ) |0〉 〈0| cˆ2(t+ τ)cˆ1(t) |ψ〉 =
α
16pi2
∫
dω1
∫
dω2 φ(ω1)φ
∗(ω2)e−i(ω1−ω2)δ
× (e−iω1τ − e−iωpτeiω1τ )(eiω2τ − eiωpτe−iω2τ )
=
ασ√
32pi3
e−2σ
2(δ+τ)2(e4δσ
2τ − 1)2 (A3)
Next, we evaluate
〈ψ| cˆ†1(t)dˆ†2(t+ τ) |0〉 =
1
2
〈0|
∫
dω φ(ω)e−iωδ(
√
α[−icˆ1(ω)] +
√
1− α[dˆ2(ω)])[cˆ1(ωp − ω)]cˆ†1(t)dˆ†2(t+ τ) |0〉
=
√
1− α
4pi
∫
dω φ(ω)e−iωδe−i(ωp−ω)te−iω(t+τ)
=
√
1− α
4pi
∫
dω φ(ω)e−iωδe−iωpte−iωτ . (A4)
Again, multiplying by its conjugate we find
〈ψ| cˆ†1(t)dˆ†2(t+ τ) |0〉 〈0| dˆ2(t+ τ)cˆ1(t) |ψ〉 =
1− α
16pi2
∫
dω1
∫
dω2 φ(ω1)φ
∗(ω2)e−i(ω1−ω2)δ(e−iω1τ )(eiω2τ )
=
(1− α)σ√
32pi3
e−2σ
2(δ+τ)2 . (A5)
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Similarly, we evaluate
〈ψ| dˆ†1(t)cˆ†2(t+ τ) |0〉 =
1
2
〈0|
∫
dω φ(ω)e−iωδ(
√
α[cˆ2(ω)] +
√
1− α[−idˆ1(ω)])[−icˆ2(ωp − ω)]dˆ†1(t)cˆ†2(t+ τ) |0〉
= −
√
1− α
4pi
∫
dω φ(ω)e−iωδe−i(ωp−ω)(t+τ)e−iωt
= −
√
1− α
4pi
∫
dω φ(ω)e−iωδe−iωp(t+τ)eiωτ . (A6)
And therefore
〈ψ| dˆ†1(t)cˆ†2(t+ τ) |0〉 〈0| cˆ2(t+ τ)dˆ1(t) |ψ〉 =
1− α
16pi2
∫
dω1
∫
dω2 φ(ω1)φ
∗(ω2)e−i(ω1−ω2)δ(eiω1τ )(e−iω2τ )
=
(1− α)σ√
32pi3
e−2σ
2(δ−τ)2 . (A7)
We can now sum up Eqs. (A3, A5, A7), and normalise to obtain Eq. (10).
2. HOM bunching probability
Deriving the fundamental bunching rate follows similarly. We seek to evaluate Pb(τ) = 〈ψ| Πˆb(τ) |ψ〉, with the
bunching POVMs Πˆb(τ) given in Eq. (9). The key difference is we now look for cases where photons arrive at the
same detector.
We start by evaluating
〈ψ| cˆ†1(t)cˆ†1(t+ τ) |0〉 =
1
2
〈0|
∫
dω φ(ω)e−iωδ
√
α[−icˆ1(ω)][cˆ1(ωp − ω)]cˆ†1(t)cˆ†1(t+ τ) |0〉
=− i
√
α
4pi
∫
dω φ(ω)e−iωδ(e−iωte−i(ωp−ω)(t+τ) + e−i(ωp−ω)te−iω(t+τ))
=− i
√
α
4pi
e−iωpt
∫
dω φ(ω)e−iωδ(e−iωτ + e−iωpτeiωτ ). (A8)
Multiplying by its conjugate, we obtain
〈ψ| cˆ†1(t)cˆ†1(t+ τ) |0〉 〈0| cˆ1(t+ τ)cˆ1(t) |ψ〉 =
α
16pi2
∫
dω1
∫
dω2 φ(ω1)φ
∗(ω2)e−i(ω1−ω2)δ
× (e−iω1τ + e−iωpτeiω1τ )(eiω2τ + eiωpτe−iω2τ )
=
ασ√
32pi3
e−2σ
2(δ+τ)2(e4δσ
2τ + 1)2 (A9)
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For the next two terms, we note that that cˆ† and dˆ† modes are independent. They do not interfere at the beam-
splitter, therefore these terms depend only on arrival time and have the same probability as if they arrived at different
detectors. Therefore
〈ψ| cˆ†1(t)dˆ†1(t+ τ) |0〉 〈0| dˆ1(t+ τ)cˆ1(t) |ψ〉 = 〈ψ| cˆ†1(t)dˆ†2(t+ τ) |0〉 〈0| dˆ2(t+ τ)cˆ1(t) |ψ〉
=
(1− α)σ√
32pi3
e−2σ
2(δ+τ)2 (A10)
and
〈ψ| dˆ†1(t)cˆ†1(t+ τ) |0〉 〈0| cˆ1(t+ τ)dˆ1(t) |ψ〉 = 〈ψ| dˆ†1(t)cˆ†2(t+ τ) |0〉 〈0| cˆ2(t+ τ)dˆ1(t) |ψ〉
=
(1− α)σ√
32pi3
e−2σ
2(δ−τ)2 . (A11)
As before, we sum up Eqs. (A9, A10, A11), and normalise to obtain Eq. (11).
3. No-HOM arrival probability
For our no-HOM protocol, we are concerned only with arrival times. We recall our POVMs ΠˆNH(τ), as given in
Eq. (31), and want to fully derive PNH(τ) = 〈ψ| ΠˆNH(τ) |ψ〉. As we no longer have a beamsplitter present, the photons
never interact after being generated and there is no dependence on their relative indistinguishability, and detectors
cannot distinguish between the aˆ† and bˆ† modes so we are free to treat these as equivalent. We can thus set α = 1
for simplicity and work with the state in the form
|ψ〉 =
∫
dω φ(ω)eiωδaˆ†i (ω)aˆ
†
s(ωp − ω) |0〉 (A12)
and likewise use the simplified POVMs
ΠˆNH(τ) = aˆ†i (t)aˆ
†
s(t+ τ) |0〉 〈0| aˆs(t+ τ)aˆi(t). (A13)
We first evaluate
〈ψ| aˆ†i (t)aˆ†s(t+ τ) |0〉 = 〈0|
∫
dω φ(ω)e−iωδaˆ†i (ω)aˆ
†
s(ωp − ω)aˆ†i (t)aˆ†s(t+ τ) |0〉
=
∫
dω φ(ω)e−iωδe−i(ωp−ω)(t+τ)e−iωt
=
∫
dω φ(ω)e−iωδe−iωp(t+τ)eiωτ . (A14)
Multiplying by its conjugate we then obtain
〈ψ| aˆ†i (t)aˆ†s(t+ τ) |0〉 〈0| aˆs(t+ τ)aˆi(t) |ψ〉 =
∫
dω1
∫
dω2 φ(ω1)φ
∗(ω2)e−i(ω1−ω2)δ(eiω1τ )(e−iω2τ )
= 2
√
2piσe−2σ
2(δ−τ)2 , (A15)
which normalises to Eq. (32).
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Appendix B: Fundamental limits
For the QFI calculation we must evaluate the quantities 〈∂δψ|ψ〉 and 〈∂δψ|∂δψ〉. We first evaluate the overlap
〈∂δψ|ψ〉:
〈∂δψ|ψ〉 = 1
V
∫
dω1
∫
dω2 φ(ω1)φ(ω2)(−iω1))e−iω1δeiω2δ
× (α 〈0| aˆs(ωp − ω1)aˆi(ω1)aˆ†i (ω2)aˆ†s(ωp − ω2) |0〉
+ (1− α) 〈0| aˆs(ωp − ω1)bˆi(ω1)bˆ†i (ω2)aˆ†s(ωp − ω2) |0〉)
= − i
V
∫
dω1
∫
dω2 φ(ω1)φ(ω2)ω1e
−iω1δeiω2δδD((ωp − ω2)− (ωp − ω1))δD(ω2 − ω1)
= − i
V
∫
dω φ(ω)2(ωp − ω)δD(0)
= − iωp
2
. (B1)
We can similarly evaluate the overlap 〈∂δψ|∂δψ〉 to find
〈∂δψ|∂δψ〉 = 1
V
∫
dω φ(ω)2ω2δD(0)
= σ2 +
ω2p
4
. (B2)
We then combine these with Eq. (26) to obtain the QFI as given in Eq. (30).
Appendix C: Fisher information matrices without
time-resolution
Without time-resolution we have a finite number of
measurement outcomes. It is therefore simple to show
the full form of the FIM, for both detector types.
1. Bucket detectors
Let θ = (δ, α, σ, γ) be the vector of potentially un-
known parameters. Then for bucket detectors without
time-resolution, with elements as defined in Eq. (24), our
FIM takes the form
FB(θ) =

16α2δ2κσ4 −4αδκσ2 16α2δ3κσ3 8αδσ2χ
−4αδκσ2 κ −4αδ2κσ −2χ
16α2δ3κσ3 −4αδ2κσ 16α2δ4κσ2 8αδ2σχ
8αδσ2χ −2χ 8αδ2σχ − 8χe2δ
2σ2
(1−γ)2
 ,
(C1)
with
κ =
(1− γ)2(1 + γ)
α2(γ − 1)− 4αγe2δ2σ2 + (3γ + 1)e4δ2σ2 ,
χ =
1− γ
α(γ − 1)− (3γ + 1)e2δ2σ2 . (C2)
This matrix is rank 2, therefore it is singular and a mul-
tiparameter estimation of all four parameters is impos-
sible. Only submatrices covering exactly one of {δ, α, σ}
along with γ are non-singular. It is therefore possible to
estimate the photon loss at the same time as estimat-
ing any one of the other parameters. The singularity of
this matrix is removed through the introduction of time-
resolution.
2. Number-resolving detectors
For number-resolving detectors without time-
resolution, our FIM now takes the form
FNR(θ) =

16α2δ2ξσ4 −4αδξσ2 16α2δ3ξσ3 0
−4αδξσ2 ξ −4αδ2ξσ 0
16α2δ3ξσ3 −4αδ2ξσ 16α2δ4ξσ2 0
0 0 0 2γ−γ2
 ,
(C3)
with
ξ =
(1− γ)2
e4δ2σ2 − α2 . (C4)
Once again, this matrix is rank 2. The key difference
here is that by eliminating the bunching/loss ambiguity
γ is now wholly independent, this manifests in the FIM
by setting all off-diagonal terms involving γ to zero. This
means that γ can be estimated even if none of the other
parameters are known, the estimation will be just as effi-
cient regardless of what the other parameters are set to,
and estimating γ simultaneously with any other parame-
ters will not harm the efficiency of the other estimations.
As before the singularity vanishes once time-resolution is
introduced, though there is still some correlation between
δ, α, and σ.
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3. Perfect visibility
From Eqs. (C1) and (C2), we see for bucket HOM the
single-parameter CFI FBδ = [F
B(θ)]1,1 takes the form
FBδ =
16α2(1− γ)2(γ + 1)δ2σ4
α2(γ − 1)− 4αγe2δ2σ2 + (3γ + 1)e4δ2σ2 . (C5)
As we approach perfect visibility, α→ 1, and in the limit
δ → 0, we obtain FBδ → 4σ2(1 − γ)2 = Hδ(γ), the QFI
conditioned on γ. Similarly from Eqs. (C3) and (C4)
the NR HOM single-parameter CFI FNRδ = [F
NR(θ)]1,1
takes the form
FNRδ =
16α2(1− γ)2δ2σ4
e4δ2σ2 − α2 . (C6)
Like with bucket detectors, by letting α → 1 and δ →
0, we find FNRδ → 4σ2(1 − γ)2 = H2phδ (γ), and have
again recovered the QFI. The maximal information as a
function of α is plotted in Fig. 8.
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FIG. 8. The relative information Fδ/H2phδ for our non-time-
resolving protocols. We set γ = 0.4, choose δ to maximise
information, and vary α. As we approach α = 1, the two
information peaks converge, leading to a single peak at δ = 0
where Fδ = H2phδ and we have reached the QFI limit.
Appendix D: Estimating other parameters
We have throughout this paper focused on estimation
of the delay δ. A key merit of our time-resolving HOM
protocols is that they allow δ to be estimated even when
other parameters are unknown, streamlining the calibra-
tion process compared to previous protocols. We now
briefly examine the CFI for these other parameters and
discuss how they might best be estimated.
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0.5
1
1.5
2
δσ
F
α
HOM NR-HOM
TR-HOM NRTR-HOM
FIG. 9. Comparison of the CFI Fα for our various protocol
configurations, as we vary the delay δ. We set α = 0.9, γ =
0.4, T = 5/σ. The information peaks at δ = 0, where coinci-
dence and bunching rates vary most rapidly with α. The ben-
efits of time-resolution are small, both bucket curves closely
overlap, as do both number-resolving curves, and at δ = 0
the difference in information between time-resolving and non-
time-resolving protocols vanishes.
We discussed in Sec. VI how estimating both δ and
α simultaneously shifted the optimal estimation points
closer to the origin compared to those when just esti-
mating δ. We can here see, in Fig. 9, that the CFI Fα
indeed peaks exactly at the origin, this being the opti-
mal place to estimate α alone as here the coincidence
and bunching rates are most sensitive to changes in the
visibility.
We see in Fig. 10 how the CFI Fσ varies with δ. When
all other parameters are known, the optimum position
to estimate σ is with δ at either of the peaks. Suppose
that we want to estimate σ simultaneously with both δ
and α. The peaks in Fσ lie further from the origin com-
pared to the peaks for Fδ. While estimating α with δ
pulls the optimum estimation points inward, the addi-
tional requirement of estimating σ will again pull them
back outwards.
For γ, we previously noted in Appendix C that when
number-resolving detectors are used this becomes an in-
dependent parameter, and can be estimated trivially
without impacting the estimation of any other param-
eters. When using bucket detectors, we treated γ as a
calibration parameter, obtained very simply by tuning
ourselves far outside the dip. Even though γ is not inde-
pendent in this case, it can still be estimated simultane-
ously with other parameters. Fγ is also independent of
any time-resolution for our detectors.
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FIG. 10. Comparison of the CFI Fσ for our various protocol
configurations, as we vary the delay δ. We set α = 0.9, γ =
0.4, T = 5/σ. These follow a similar shape to the plots of
Fδ in Fig. 3; the main differences being that the peaks are
narrower, more spread out, and for TR-HOM and NRTR-
HOM Fσ does not dip all the way to zero at the origin. With
the inset we can see that the no-HOM information follows a
similar oscillatory pattern, with maxima and minima in the
same positions but an overall more squared curve.
In Fig. 11 we see a constant Fγ when number-resolving
detectors are used. This is also the case for our no-HOM
protocol, as each photon always arrives at a different de-
tector. Bucket detectors perform slightly worse, and we
see an additional small dip near the origin. There is no
dependence on time-resolution. Therefore, when using
bucket detectors for our HOM protocol, a requirement
to estimate γ with the other parameters would further
push the optimal estimation point outwards once again.
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FIG. 11. Comparison of the CFI Fγ for our various protocol
configurations, as we vary the delay δ. We set α = 0.9 and γ =
0.4. No-HOM is functionally identical to NR(TR)-HOM in
regards to Fγ , as the photons are always directed to separate
detectors. In these cases the information is constant. For
(TR-)HOM, the information is reduced somewhat due to the
bunching/loss ambiguity. It tends to a constant for large δ,
but further dips slightly near the origin where bunching is
more likely.
