As a continuation of [3] this paper treats the stationary and stationarily cross-correlated multivariate stochastic mappings. Moreover for the case of multivariate random distribution fields, a particular form for the operator cross covariance distribution is given, from which a Kolmogorov type isomorphism theorem and a spectral representation of a stationary multivariate random distribution field are derived.
Introduction
The stationarity for the univariate, one time parameter stochastic processes was introduced by Khincine [7] and developed by Kolmogorov [8] . Other important results on finite variate case were obtained by Wiener and Masani ([18] , [19] and [10] ). The study of stationarity for infinite variate random fields is treated in Section 4.2 of the book [6] . The first extension of stationarity from one continuous time parameter univariate stochastic processes regarded as continuous functions to such stochastic processes regarded as distributions was given first by Itô [5] and Gelfand [4] and continued in [12] and [1] . On the other side, following the framework in [6] , an extension of a general correlation theory to the distributional setting, but for the was given in our recent paper [3] . By using the development from [3] it is our aim to treat the stationarity in this setting here. Since the definition of the stationarity from [6] is not applicable in the distributional setting chosen, as indirectly suggested in [5] , it is necessary to make use of the action of the group of translations of the euclidian space R d (d being a fixed natural number) on the fundamental space D d from distribution theory. For an adequate placement in our development of multivariate stochastic measures we shall define the stationarity in the most general setting from [3] , namely that of multivariate stochastic mappings. Consequently, we shall currently use the notations and often refer to results from [3] . Hence, for a separable infinite dimensional Hilbert space and a probability space (Ω, A , ℘), L [3] . We also recall from [3] the notions of operator cross covariance function
(operator cross covariance distribution
, in whose terms modular time domains and the measurements spaces, as well as the operator subordination (Theorems 2.1, 2.2 and Corollaries 3.2 -3.4)are described. In section 2, when a semigroup S acts on a set Λ, or if S = Λ and is a * -semigroup, three kinds of S-stationarity and S-stationarily cross correlatedness are defined, some significant particular cases being discussed. Section 3 is devoted to the (operator) R d -stationarity and R d -stationarily cross correlatedness of m.s.o.r.d.f., where a particular form of the operator cross covariance distribution, the spectral representation of this operator covariance distribution as well as the spectral representation of m.s.o.r.d.f. itself are given .
Preliminaries
As in [9] we say that a multiplicative semigroup S acts on a set Λ, if there exists a binary operation
with the property
If S has a unit e then it is also required that
Given a semigroup S which acts on Λ, then two m.s.o.s.m. Φ and Ψ with the same index set Λ are called operator S -stationarily cross correlated, if their operator cross covariance function Γ Φ,Ψ satisfies
When (2.4) holds with the scalar cross covariance function γ Φ,Ψ instead of Γ Φ,Ψ , then Φ and Ψ are said to be S-stationarily cross correlated. The pair Φ, Ψ is said to be scalarly S-stationarily cross correlated if, for each x ∈ H, the univariate second order stochastic mappings {(Φ(λ), x) H } λ∈Λ , and {(Ψ(λ), x) H } λ∈Λ are S-stationarily cross correlated. 1 It is clear that the operator S-stationarily cross correlatedness implies the other two kinds of S-stationarily cross correlatedness for a pair Φ, Ψ. When the operator covariance distribution Γ Φ := Γ Φ,Φ satisfies (2.4), we say that the m.s.o.s.m. Φ is operator S-stationary. The S-stationary and scalarly S-stationary m.s.o.s.m. will be in an obvious way correspondingly defined. In the particular case when S = Λ, the S-stationarily cross corelatedness will be defined only when S is a * -semigroup (i.e. endowed with an involution * ). Namely a pair Φ, Ψ ∈ M(S, H ) is called (operator) S-stationarily cross correlated when the (operator) cross correlation function γ Φ,Ψ (s, t), (respectively Γ Φ,Ψ (s, t)) do not depend separately on s and t, but of st * and when S is a topological * -semigroup the function Γ Φ,Ψ : S → H , satisfying Γ Φ,Ψ (st * ) = Γ Φ,Ψ (s, t) is continuous on S. In an obvious way will be defined the scalarly S-stationarily cross correlatedness as well as the corresponding three kinds of S-stationarity for a m.s.o.s.m. Φ. Let us remark that when S is a locally compact abelian group with the inversion of elements as involution, then the above definitions are exactly that one from [6] (Definition 1 Sec 4.2 pp 151), which are also obtained as particular case of G-stationarities considering the action of G upon itself trough its translations.
It is well known that in the spectral representation of operator stationary m.s.o.r.f. an important role is played by the multivariate second order stochastic regular (bounded) measures (see Theorem 2 Sect 4.2 pp. 151 from [6] ). As we shall see in the next Section the class of multivariate second order stochastic regular (not necessarily bounded) measures will play a similar role in the spectral representation of operator R d -stationary m.s.o.r.f.d. This is why in the rest of this Section we shall consider the (operator) stationarity and the (operator) stationarily cross correlatedness for m.s.o. stochastic regular (not necessarily bounded) measures on R d from the classes f osvrM d (H ) and f svrM d (H ) considered in Section 4 (Prop.4.1) from [3] . As we have seen the index set for these particular m.s.o.s.m. is the δ-ring Bor(R d ) of bounded Borel sets from R d , which will be regarded as a * -semigroup with the intersection as inner operation and with the identity as involution (i.e.
while the (operator) covariance bimeasure of ξ is τ ξ = τ ξ,ξ , wich is a positive definite bimeasure (see also Section 4 from [3] ), i.e. with the notation from [3] ,
. Now we say that the pair ξ, η is operator Bor(R d )-stationarily cross correlated when there is a
Stationary multivariate random distribution fields
In terms of the general concepts introduced in the previous Section, we study here different kinds of stationarity for m.s.o.r.d.f. in the framework developed in [3] , extending simultaneously the stationarity of one-time parameter random distributions from [5] , [4] and the different types of stationarity of m.s.o.r.f. on R d as treated for infinite variate second order stochastic processes on an arbitrary locally compact abelian group G in Sec. 4.2. of [6] . To this purpose we shall use two types of stationarity, for which we shall prove that they are equivalent. The first one is that obtained by the outer action upon D d of the group R d given by
where
The second one will by obtained by considering D d as a * -semigroup (without unit) with the convolution as inner multiplication and the involution
and the action (3.1) are linked by the following invariance of the convolution with respect to the action (3.1) d → H is a multivariate second order random field in the terminology adopted in [3] and in the framework of [6] , and U F is the associated multivariate random field distribution (given in (4.1) of [3] ), then the operator R d -stationarity of U F means that for any x ∈ R d and any
which is equivalent to
Now after a rather obvious change of variable in the left hand side, then considering instead of ϕ and ψ, two regularizing sequences that converge to the Dirac distribution concentrated in y 0 and u 0 , respectively and finally passing to the limit, one obtains
The coherence of the stationarity and scalar stationarity of U F to that of F is handled analogously, the same being true for (operator) cross stationarity. 
where if
In what follows we shall see that, under these kinds of cross stationarity conditions, the (operator) cross covariance distributions can be also expressed as (positive definite, if
holds, they being linked by
Proof. Let us treat the operator R d -stationary case. Let U, V be as in the statement and C U,V ∈ D ′ 2d C 1 (H) the operator cross covariance distribution associated to the pair U, V as in Section 3 of [3] . Fix, for now h, k ∈ H and ϕ ∈ D d . Then the mapping T h,k ϕ defined by
, which is possible due to the density of
Moreover, because of the operator cross R d -stationarity of U and V , for any ψ ∈ D d we successively infer:
which holds also for the extension
From the reflexivity of E d and D d , we infer that T h,k is the dual of an operator
, which commutes with the translations. Applying Theorem 3.5.19., pp.215 from [2] to W h,k we infer that there exists a unique
Using relations as (3.5.27), (3.5.29) pp. 214 -216 of [2] , because of (3.11) and (3.10) for each ψ ∈ D d we successively have 1 :
Fixing for now ϕ, ψ ∈ D d in the relation
the sesquilinearity of the form (3.13), leads to the existence of a linear operator
which -because of the continuity of C U,V and of the density of
-can be extended by continuity to the whole D d . Denoting this extension also by u, we have that 14) wherefrom by passing to the cross covariance kernel it results for any ϕ, 15) which means that (3.8) holds with K U,V = u. It remains to clarify if the C 1 (H) -valued distribution K U = K U,U is positive definite. This results by noticing that (3.15) infers
(see also [11] ). The existence of k U,V ∈ D ′ d and (3.7) as well as the positive definiteness of k U = k U,U are easily inferred by passing to trace. For the converse let us observe that for a given positive definite The distributions k U and K U associated to the stationary distribution field U in Theorem 3.1, will be called the spectral distribution, respectively the operator spectral distribution of U. Since they are positive definite the BochnerSchwartz type Theorem from [11] can be applied. Thus it holds
i.e. the spectral distributions are selfadjoint.
i.e. the spectral distributions are summable and consequently they are also 2-summable, bounded and tempered.
(iv) there exists a positive tempered measure ν U on R d , (a C 1 (H) -valued positive tempered measure F U on R d , respectively), such that k U is the Fourier transform of ν U and K U is the Fourier transform of F U .
Proof. Follows easily, applying the results of [11] .
In analogy to the classical case from [6] , ν U will be called the representing measure for k U , while F U is the representing measure of the operator spectral distribution K U . 
More precisely, if U is stationary, respectively operator stationary, then the mapping
can be extended to a Hilbert space isomorphism between H (U ) and L 2 (ν U ), respectively the mapping
can be extended to a normal Hilbert
Proof. Let U be operator stationary. The successive computations, using Theorem 3.2 (v) and Theorem 3.1
lead to the conclusion that the modular, gramian preserving, extension of the mapping (3.18) yields the gramian unitary operator
Analogously (3.17) can be linearly continuously extended to an isomorphism
We are now in a position to state the analogue of the integral representation theorem of a (operator) stationary m.s.o.r.d.f. More precisely, we give the representation of such a field as the Fourier transform of a (gramian) orthogonally scattered multivariate stochastic (not necessarily bounded) measure. 
If (3.21) holds, then (i.1) the vector time domains of ξ (U ) and of U are the same,i.e. Proof. We restrain ourselves to the case where U is operator stationary. Let K U be the Kolmogorov isomorphism of H U onto L 2 (F U ), where F U is the representing measure of the covariance kernel Γ U of U. Denote by D U the δ -ring of Borel sets β from R d for which F U o (β) < +∞. For such β, it is obvious that χ β I H ∈ L 2 (F U ). We shall consider hence
The properties of F U and of K U , imply ξ U (∅) = 0 and that ξ U is completely additive. Since K U is a gramian unitary operator between H U and L 2 (F U ) we shall have for (Fϕ)(t)dξ U (t) , ϕ ∈ D d , and (ii.2) is equivalent to the fact that ξ U is gramian orthogonally scattered (gos), while (ii.3) results, computing the gramian [U ϕ , U ψ ] = Γ U (ϕ, ψ), using the integral forms of U ϕ and U ψ and then identifying with the integral representation of the operator covariance by F U .
