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Abstract — This dissertation presents novel structured sparse learning methods on graphs
that address commonly found problems in the analysis of neuroimaging data as well as other
high dimensional and few sample data.
The first part of the thesis focuses on developing and utilizing convex relaxations of discrete
and combinatorial penalties. These are developed with the aim of learning an interpretable
predictive linear model satisfying sparse and graph based constraints. In the context of neuro-
imaging these models can leverage implicit structured sparsity properties to learn predictive
and interpretable models that can inform analysis of neuro-imaging data. In particular we
study the problem of statistical estimation with a signal known to be sparse, spatially contigu-
ous, and containing many highly correlated variables. We take inspiration from the k-support
norm, which has been successfully applied to sparse prediction problems with correlated fea-
tures, but lacks any explicit structural constraints commonly found in machine learning and
image processing. We address this problem by incorporating a total variation penalty in the
k-support framework. We introduce the (k, s) support total variation norm as the tightest con-
vex relaxation of the intersection of a set of discrete sparsity and total variation penalties. We
show that this norm leads to an intractable combinatorial graph optimization problem, which
we prove to be NP-hard. We then introduce a tractable relaxation with approximation guar-
antees. We demonstrate the effectiveness of this penalty on classification in the low-sample
regime with M/EEG neuroimaging data and fMRI data, as well as image recovery with syn-
thetic and real data background subtracted image recovery tasks. We show that our method
is particularly useful compared to existing methods in terms of accuracy, interpretability, and
stability.
We consider structure discovery of undirected graphical models from observational data. We
then consider the problem of learning the structure of graphical models with structured sparse
constraints. Functional brain networks are well described and estimated from data with
Gaussian Graphical Models (GGMs), e.g. using sparse inverse covariance estimators. In this
thesis we make two contributions for estimating Gaussian Graphical Models under various
onstraints. Our first contribution is to identify differences in GGMs known to have similar
structure. We characterize the uncertainty of differences with confidence intervals obtained
using a parametric distribution on parameters of a sparse estimator. Sparse penalties en-
able statistical guarantees and interpretable models even in high-dimensional and low-sample
settings. Characterizing the distributions of sparse models is inherently challenging as the
penalties produce a biased estimator. Recent work invokes the sparsity assumptions to ef-
fectively remove the bias from a sparse estimator such as the lasso. These distributions can
be used to give confidence intervals on edges in GGMs, and by extension their differences.
However, in the case of comparing GGMs, these estimators do not make use of any assumed
joint structure among the GGMs. Inspired by priors from brain functional connectivity we
derive the distribution of parameter differences under a joint penalty when parameters are
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known to be sparse in the difference. This leads us to introduce the debiased multi-task
fused lasso, whose distribution can be characterized in an efficient manner. We show how the
debiased lasso and multi-task fused lasso can be used to obtain confidence intervals on edge
differences in GGMs. We validate the techniques proposed on a set of synthetic examples as
well as neuro-imaging dataset created for the study of autism.
Finally, we consider a novel approach to the structure discovery of undirected graphical models
from observational data. Although, popular methods rely on estimating a penalized maxi-
mum likelihood of the precision matrix, in these approaches structure recovery is an indirect
consequence of the data-fit term, the penalty can be difficult to adapt for domain-specific
knowledge, and the inference is computationally demanding. By contrast, it may be easier
to generate training samples of data that arise from graphs with the desired structure prop-
erties. We propose to leverage this latter source of information as training data to learn a
function, parametrized by a neural network that maps empirical covariance matrices to es-
timated graph structures. Learning this function brings two benefits: it implicitly models
the desired structure or sparsity properties to form suitable priors, and it can be tailored
to the specific problem of edge structure discovery, rather than maximizing data likelihood.
Applying this framework, we find our learnable graph-discovery method trained on synthetic
data generalizes well: identifying relevant edges in both synthetic and real data, completely
unknown at training time. We find that on genetics, brain imaging, and simulation data we
obtain performance generally superior to analytical methods.
Keywords: structured sparsity, Gaussian Graphical Models, neuroimaging, deep learning.
Titre — Apprentissage de graphes structuré et parcimonieux dans des données de haute
dimension avec applications à l’imagerie cerebrale
Résumé — Cette thèse présente de nouvelles méthodes d’apprentissage parcimonieux struc-
turé sur des graphes qui abordent les problèmes couramment rencontrés dans l’analyse des
neuroimages ainsi que ceux relatifs à des échantillons de petite taille dans des espaces de
grande dimension.
La première partie de la thèse se concentre sur le développement et l’utilisation de relaxations
convexes bien fondées de fonctions de coût discrètes et combinatoires. Ces relaxations sont
développées dans le but d’apprendre un modèle linéaire prédictif interprétable avec des con-
traintes basées sur des graphes. Dans le contexte de la neuro-imagerie, ces modèles peuvent
exploiter des propriétés implicites de parcimonie structurée pour apprendre des modèles pré-
dictifs et interprétables pouvant faciliter l’analyse des images. En particulier, nous étudions
le problème de l’estimation statistique d’un signal supposé creux, spatialement contigu et
contenant de nombreuses variables fortement corrélées.
Nous nous inspirons de la norme à k-support introduite récemment, ayant été appliquée
avec succès à des problèmes de prédiction parcimonieuse avec des caractéristiques fortement
corrélées, mais qui ne couvre pas les contraintes structurelles explicites communément ren-
contrées dans l’apprentissage machine et le traitement d’image. Nous résolvons ce problème
en intégrant une pénalité de variation totale dans le cadre de la norme à k-support. Nous
introduisons la (k, s) norme de totale variation à k-support comme la relaxation convexe
minimale de l’intersection d’un ensemble de parcimonie discrète et sous pénalités de totale
variation. Nous montrons que cette norme conduit à un problème d’optimisation de graphe
combinatoire intractable, que nous prouvons être d’ordre de complexité NP. Nous intro-
duisons ensuite une relaxation tractable de ce problème avec des garanties d’approximation.
Nous élaborons plusieurs stratégies d’optimisation de premier ordre pour l’estimation des
paramètres statistiques avec la pénalité décrite. Nous démontrons l’efficacité de cette pénal-
ité sur la classification dans le régime de faible données, la classification avec des données de
neuroimagerie M / EEG, et la récupération d’image avec des tâches synthétiques et réelles
de récupération d’image sans arrière-plan. Nous analysons exhaustivement l’application de
notre pénalité à des tâches complexes d’identification de régions prédictives à partir de don-
nées cérébrales fMRI de à faible échantillons et haute dimension. Nous montrons que notre
méthode est particulièrement efficace comparée aux méthodes existentes en terme de perfor-
mance, d’interprétabilité, et de stabilité. montrons que notre méthode est particulièrement
utile par rapport aux méthodes existantes en termes de précision, d’interprétabilité et de
stabilité.
Dans la seconde partie de cette thèse, nous nous intéressons à la découverte de structure
de modèles graphiques non dirigés à partir de données d’observation. Nous considérons en
particulier le problème de l’apprentissage de la structure de modèles graphiques sous con-
traintes parcimonieuses. Les réseaux fonctionnels cérébraux sont bien décrits et estimés à
partir de données avec des modèles graphiques gaussiens (MGG), e.g. avec des estimateurs
de covariance inverse. Comparer la connectivité fonctionnelle entre des sujets de deux pop-
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ulations appelle à comparer ces MGG estimés. Notre objectif est d’identifier les différences
dans des MGG ayant une structure similaire. Nous caractérisons l’incertitude sur les dif-
férences avec des intervalles de confiance obtenus au moyen de distributions paramétriques
sur les paramètres d’un estimateur parcimonieux. Les contraintes parcimonieuses mènent à
des garanties statistiques et des modèles interprétables même dans le cas d’une dimension
haute et d’un faible nombre de données. La caractérisation des distributions de modèles
parcimonieux est rendue délicate par le biais introduit par les contraintes parcimonieuses. De
récents travaux mettent en jeu des à-prioris parcimonieux pour débiaiser un estimateur tel
que le lasso. Ces distributions peuvent être utilisées pour assigner des intervalles de confiance
à des arêtes de MGG, et par extension à leurs différences. Néanmoins, dans le cas de la com-
paraison de MGGs, ces estimateurs ne font pas appel à un à-priori sur la structure des MGGs.
Inspirés des à-prioris de connectivité fonctionnelle cérébrale, nous développons la distribution
des différences entre les paramètres sous une pénalité jointe quand les paramètres sont parci-
monieux en cette différence. Ceci nous mène à introduir un lasso débiaisé multitâche, dont
la distribution peut être efficacement caractérisée. Nous montrons comment le lasso débiaisé
et le lasso joint multi-tâche peuvent être utilisés pour obtenir des intervalles de confiance sur
les différence entre arêtes dans les MGGs. Nous validons les techniques proposées sur un
ensemble d’exemples synthétiques ainsi qu’un ensemble de données d’imagerie neuronale créé
pour l’étude de l’autisme.
Enfin, nous considérons une approche nouvelle de découverte de structure de modèles graphiques
non-dirigés à partir de données observées. Inférer des structures probables à partir d’un faible
nombre d’exemples est une tâche complexe qui demande souvent l’introduction d’à-priors et
de procédures d’inférence sophistiquées. Des méthodes populaires reposent sur une estimation
par maximization de probabilité pénalisée de la matrice de précision. Cependant, dans ces ap-
proches, la détermination de la structure est une conséquence indirecte du terme d’adaptation
à la donnée, la pénalité peut être difficile à adapter dans le cas d’une connaissance experte
du domaine, et l’inférence est computationnellement exigeante. Par opposition, il peut être
plus facile de générer des exemples d’entraînement qui pourraient découler de graphes avec
les structures désirées. Nous proposons ici d’utiliser cette source additionnelle d’information
comme donnée d’apprentissage pour apprendre une fonction, paramétrisée par un réseau de
neurones qui associe des structures de graphes estimées à des matrices de covariance em-
piriques. L’apprentissage de cette fonction présente deux avantages: la structure désirée
ou les propriétés parcimonieuses formant des à-prioris adaptés sont modélisés implicitement;
et la fonction peut être adaptée au problème spécifique de découverte de structure, plutôt
que de maximiser la probabilité des données. Appliquant ce principe, nous constatons que
notre méthode de découverte de structure appris sur des données synthétiques se généralise
bien, identifiant des arêtes appropriées dans des données synthétiques et des données réelles,
non accessibles à l’entraînement. Nous notons une performance obtenue par des méthodes
généralement supérieure à des méthodes analytiques classiques sur les données génétiques,
d’imagerie cérébrales, ainsi que sur des données d’entraînement.
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Chapter 1
Introduction
Over the past decades the explosion of data collected has revolutionized many fields and
created a host of new disciplines or sub-disciplines devoted to its analysis. Combined with
the continually improved computing power this has permitted a host of new applications for
obtaining insights and predictions using this data. In many disciplines the number of data
samples collected has lead to revolutionary performance, with notably examples in speech
recognition, image recognition, and machine translation. At the same time for other dis-
ciplines and domains the data explosion has seen the number of measurements for a given
sample collected far outpace the number of samples being collected. For example in the fields
of biology applications, neuro-imaging, finance, astronomy, text mining, and climate research
[Bühlmann et al., 2014]. Indeed when considering many medical and biological applications,
on each individual, more and more features are measured to a point that it usually far exceeds
the number of observations [Rigollet, 2015]. This has led to a renewed thinking on classical
statistical methods. Furthermore, in biological and medical applications the inference tasks
that we might want to perform can often be more subtle than prediction problems in large
scale classification tasks such as natural image or speech recognition. For example we might
want to do variable selection or obtain reliable confidence intervals in cases with no available
ground truth. Here the inference procedure and underlying model must be well understood
in order for the results to be trusted.
We take as an example the field of fMRI analysis. A technology which has become heavily
used since the 1990s that allows to "see" into the brain in order to understand its function.
This involves a process of scanning the user that is rather costly and time consuming for
a specific task of interest. At the same time the number of individually discern-able brain
regions can be large, with millions of voxels resulting from modern devices and pre-processing
techniques. Furthermore, there is a great deal of noise in the acquistion and pre-processing
phases of the fMRI analysis pipeline. All this adds up to the need for reliable statistical tools
that can take into account the multivariate nature of the data.
In this setting of greater samples assumptions on the underlying data are often required
to effectively reduce the degrees of freedom. Consider the simple least squares estimator
f̂n(x) = xT ŵn, where x is a sample and wn ∈ Rp the least squares estimate from n samples.
It can be shown that for a constant C,






This cannot be improved upon without adding an assumption [Rigollet, 2015] on the true
underlying model. This poses a problem for the case p  n. A common approach assumes
that the true model is in fact sparse, more formally that
‖w‖0 ≤ k,
where k is small. For many natural data, the underlying sparsity assumption is indeed true. In
other cases it is a reasonable approximation that permits to defeat the statistical intractability
posed by high dimensional data. Consider fMRI where brain activations are generally believed
to be sparse or natural images which exhibit sparsity in a wavelet or fourier basis.
The application of sparsity inducing assumptions, the efficient computation of such models
(note the combinatorial nature), and how to perform statistical inference has been studied
widely in the past decade [Bühlmann et al., 2014]. More recently interest has arisen in further
structure combined with sparsity, for example many datasets might contain inherent graph
structured which can be leveraged. In this thesis we focus on several problems in the case of
data exhibiting structure and often graphical structure.
High-dimensional inference tasks require reasoning in settings with few samples and a large
number of variables. Inference in high dimensional data is a common task for a wide variety
of applications. The areas of high dimensional statistics we focus on in this thesis is graphical
modeling, variable selection, classification, and regression. We make use of graph structured
properties both for the case of predictive models with known underlying graphical structure in
the input and then subsequently for tasks where determining the unknown graphical structure
of an undirected graphical model is the primary interest. We consider cases that have both
sparsity as well as additional structured constraints.
We motivate our work from problems arising from the analysis of neuroimaging data, specif-
ically functional magnetic resonance imaging (fMRI). We first consider the use for predictive
and structured linear models. A recent paradigm for analyzing fMRI data attempts to predict
cognitive variables with brain activation. By predicting some cognitive variables related to
brain activation maps, this approach aims at decoding brain activity. Several examples of
tasks which can be addressed are shown in Figure 1.2. Unlike some classic approaches this
technique, sometimes referred to as "reverse inference" or brain decoding, takes into account
the multivariate information between voxels and is one of the only ways to assess how pre-
cisely some cognitive information is encoded by the activity of neural populations within the
whole brain. However, fMRI is very high dimensional and has few samples and thus we must
control the prediction function with appropriate regularization. In the first chapter of this
work we construct a principled penalty for linear models that can be applied for fMRI data
[Jenatton et al., 2012].
The second problem of interest we take motivation from in fMRI is the determination of
functional brain networks. Correlations in brain activity reveal brain interactions between
distant regions, a process know as functional connectivity. Functional connectivity can provide
interesting insights into brain mechanisms as it persists in the absence of tasks (the so-
called "resting-state") and is thus applicable to study populations of impaired subjects, as
OVERVIEW 3
Figure 1.1 – Example of a brain networks implicated in one recent study on Autism Spectrium
Disorder from [Chen et al., 2017]. The connectivity is determined between 90 anatomic brain
regions described in [Chen et al., 2017].
in neurologic or psychiatric diseases [Castellanos et al, 2013]. Thus determining the brain
networks, which in this work we interpret as undirected graphical models, from a limited
number of samples is an increasingly important task of interest in the analysis of fMRI data.
An example of a brain network is shown in Figure 1.1.
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1.1 Overview
Having introduced these two general motivations from the neuro-imaging point of view we
know delve into the specific problems we pose in the context of machine learning and statistics.
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Figure 1.2 – Examples of brain areas determined by fMRI studies to be active for specific
conditions or stimulus [Borsook et al., 2007]. The top diagram gives an example of cortical
areas involved with pain processing as determined by an fMRI study. This image is taken from
[Borsook et al., 2007]. The bottom diagram shows the result of a study on cocaine addiction
using sparse linear modeling. The study is described in Appendix A and in [Belilovsky et al.,
2015b].
OVERVIEW 5
1.1.1 Convex Relaxations of Graph Structured Penalties
With the motivating examples for "brain decoding" presented we consider the task of con-
structing a predictive linear model that captures a graph constraint between the predictive
variables. Indeed the natural graph to use in the context of neuroimaging is based on the
spatial adjacency. A common recent approach for this problem is to apply a total variation
penalty. However, this can be inefficient alone as brain activations occur in a sparse manner,
thus a penalty which encourages sparsity on the number of active nodes in the graph can be
of relevance. Finally, permitting correlated variables has been shown to be critical in models
which encourage sparsity, both for predictive performance and for permitting low variance
and interpretable models. Thus in the first part of this thesis we focus on the problem of
formulating a constraint that captures these three common and relatively generic properties
and showing how it can be used to construct predictive linear models in a tractable manner.
To this end we study the problem of statistical estimation with a signal known to be sparse,
spatially contiguous, and containing many highly correlated variables. We take inspiration
from the recently introduced k-support norm, which has been successfully applied to sparse
prediction problems with correlated features, but lacks any explicit structural constraints
commonly found in machine learning and image processing. We address this problem by
incorporating a total variation penalty in the k-support framework. We introduce the (k, s)
support total variation norm as the tightest convex relaxation of the intersection of a set
of discrete sparsity and total variation penalties. We show that this norm leads to an in-
tractable combinatorial graph optimization problem, which we prove to be NP-hard. We
then introduce a tractable relaxation with approximation guarantees that scale well for grid
structured graphs. We devise several first-order optimization strategies for statistical param-
eter estimation with the described penalty. We demonstrate the effectiveness of this penalty
on classification in the low-sample regime, classification with M/EEG neuroimaging data, and
image recovery with synthetic and real data background subtracted image recovery tasks. We
extensively analyse the application of our penalty on the complex task of identifying predic-
tive regions from low-sample high-dimensional fMRI brain data, we show that our method is
particularly useful compared to existing methods in terms of accuracy, interpretability, and
stability.
We next turn to consider the question of how to find unknown graphical model structure,
particularly in the context of brain connectivity, and how to determine differences between
two graphical models.
1.1.2 Graphical Model Structure Discovery and Difference Testing
Functional brain networks are well described and estimated from data with Gaussian Graph-
ical Models (GGMs), e.g. using sparse inverse covariance estimators. Comparing functional
connectivity of subjects in two populations calls for comparing these estimated GGMs. Our
goal is to identify differences in GGMs known to have similar structure. We characterize
the uncertainty of differences with confidence intervals obtained using a parametric distri-
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bution on parameters of a sparse estimator. Sparse penalties enable statistical guarantees
and interpretable models even in high-dimensional and low-sample settings. Characterizing
the distributions of sparse models is inherently challenging as the penalties produce a biased
estimator. Recent work invokes the sparsity assumptions to effectively remove the bias from a
sparse estimator such as the lasso. These distributions can be used to give confidence intervals
on edges in GGMs, and by extension their differences. However, in the case of comparing
GGMs, these estimators do not make use of any assumed joint structure among the GGMs.
Inspired by priors from brain functional connectivity we derive the distribution of parameter
differences under a joint penalty when parameters are known to be sparse in the difference.
This leads us to introduce the debiased multi-task fused lasso, whose distribution can be char-
acterized in an efficient manner. We then show how the debiased lasso and multi-task fused
lasso can be used to obtain confidence intervals on edge differences in GGMs. We validate the
techniques proposed on a set of synthetic examples as well as neuro-imaging dataset created
for the study of autism.
1.1.3 Learning to Discover Sparse Graphical Models
Although penalized maximum likelihood procedures and pseudolikelihood as used in our dif-
ference estimation are effective for the case of Gaussian Graphical Models. The construction
of inference procedures for determining networks can be cumbersome and the inference proce-
dures themselves time consuming, ultimately the modeling assumptions are possible to sim-
ulate. We ask whether we can thus learn such an inference procedure, gaining an advantage
in both model construction, speed, and accuracy.
We consider structure discovery of undirected graphical models from observational data. In-
ferring likely structures from few examples is a complex task often requiring the formulation
of priors and sophisticated inference procedures. Popular methods rely on estimating a pe-
nalized maximum likelihood of the precision matrix. However, in these approaches structure
recovery is an indirect consequence of the data-fit term, the penalty can be difficult to adapt
for domain-specific knowledge, and the inference is computationally demanding. By contrast,
it may be easier to generate training samples of data that arise from graphs with the desired
structure properties. We propose here to leverage this latter source of information as training
data to learn a function, parametrized by a neural network that maps empirical covariance
matrices to estimated graph structures. Learning this function brings two benefits: it im-
plicitly models the desired structure or sparsity properties to form suitable priors, and it can
be tailored to the specific problem of edge structure discovery, rather than maximizing data
likelihood. Applying this framework, we find our learnable graph-discovery method trained
on synthetic data generalizes well, identifying relevant edges in both synthetic and real data,
completely unknown at training time. We find that on genetics, brain imaging, and simulation
data we obtain performance generally superior to analytical methods.
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1.2 Structure and Contributions of the Thesis
The line of work presented in this thesis focuses structured reasoning on high dimensional
data. Particularly we leverage formulations where data arises as a sparse graph. In the first
part of the thesis we construct penalties that attempt to satisfy both a graph constraint and
a sparsity constraint. In the next phase we focus on data which has an unknown sparse graph
associated with it, and the goal is not to predict an external variable but to determine the
undirected graphical model. The work covered in this thesis has been collected in several
papers. The content and contributions of these papers are presented in Chapters 3, 4 and
5. As a whole, the contents of these papers address a range of problems in high dimensional
few sample problems and the use of structured sparsity priors to make efficient prediction,
variable selection, graphical model structure selection.
In Chapter 2, we present fundamental principles and tools used in the different methods
presented in the thesis. We also present many of the related works. The objective of this
chapter is to lay the foundations for the rest of the thesis.
Chapter 3 presents a novel structured sparsity penality and analyzes tractable approxima-
tions to this penalty. A variety of experiments are presented including simulations, image
recovery, and neuroimaging data from MEEG and fMRI data. Additional work that serves as
background to this work is presented in A. The content of this work is based on the following
publication
• E. Belilovsky, A. Argyriou, G. Varoquaux, and M. Blaschko. Convex relaxations of
penalties for sparse correlated variables with bounded total variation. Machine Learning,
100(2-3):533–553, 2015a.
Chapter 4 of this thesis presents a novel approach to the problem of determining difference in
the edge structure of Gaussian Graphical Models (GGM). We propose a hypothesis test, that
under inductive hypothesis of difference sparsity, permits to test whether an edge is different
between two related GGMs. The content of this work is based on the following publication,
• E. Belilovsky, G. Varoquaux, and M. B. Blaschko. Testing for differences in gaussian
graphical models: Applications to brain connectivity. Advances in Neural Information
Processing Systems, 2016c.
Chapter 5 presents a novel approach to using advances in deep learning to create learned
estimators for GGM model structure, and permit to obtain fast and accurate estimators by
specifying a generative model of the underlying process. The content of this work is based on
the following publication,
• E. Belilovsky, K. Kastner, G. Varoquaux, and M. Blaschko. Learning to discover graph-
ical model structures. International Conference on Machine Learning, 2017b.
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Chapter 6 concludes the thesis and proposes future work.
The work during this PhD additionally addresses several other related problems in Machine
Learning and Computer Vision. These span the gauntlet of model selection in deep generative
models, representation learning in multimodal data, and structured deep learning models.
Below is the full publication list
• E. Oyallon, E. Belilovsky, and S. Zagoruyko. Scaling the scattering transform: Deep
hybrid networks. International Conference on Computer Vision, 2017
• E. Belilovsky, K. Kastner, G. Varoquaux, and M. Blaschko. Learning to discover graph-
ical model structures. International Conference on Machine Learning, 2017b
• E. Belilovsky, M. Blaschko, J. R. Kiros, R. Urtasun, and R. Zemel. Joint embeddings of
scene graphs and images. International Conference on Representation Learning (ICLR)
Workshop Track, 2017a
• E. Belilovsky, W. Bounliphone, M. B. Blaschko, I. Antonoglou, and A. Gretton. A test
of relative similarity for model selection in generative models. International Conference
on Representation Learning, 2016a
• E. Belilovsky, G. Varoquaux, and M. B. Blaschko. Testing for differences in gaussian
graphical models: Applications to brain connectivity. Advances in Neural Information
Processing Systems, 2016c
• E. Belilovsky, A. Argyriou, G. Varoquaux, and M. Blaschko. Convex relaxations of
penalties for sparse correlated variables with bounded total variation. Machine Learning,
100(2-3):533–553, 2015a
• E. Belilovsky, K. Gkirtzou, M. Misyrlis, A. B. Konova, J. Honorio, N. Alia-Klein, R. Z.
Goldstein, D. Samaras, and M. B. Blaschko. Predictive sparse modeling of fmri data for
improved classification, regression, and visualization using the k-support norm. Com-
puterized Medical Imaging and Graphics, 46:40–46, 2015b
Chapter 2
Foundations and State-of-the-Art
In this chapter we discuss background materials which permit to frame this thesis in the
context of the state of the art research in high dimensional statistics, machine learning, and
the analysis of fMRI and other high dimensional data.
We begin by discussing details of the fMRI data and typical problems found in its analysis.
We also discuss similar problems from genomics. We then discuss the field of structured
sparsity. We review MRFs and structured discovery in Markov Random Fields. Finally
we discuss deep learning methods with a particular focus on recent work in approximating
combinatorial optimization problems and in particular learned sparse recovery algorithms
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2.1 fMRI analysis
Since we use fMRI analysis as a motivating example throughout this thesis we will briefly
review several key concepts from the fMRI literature. For a more detailed discussion of these
topics please refer to Lindquist et al. [2008], Poldrack et al. [2011].
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2.1.1 BOLD signal and Noise in fMRI anaylsis
Human brain activity is based on electrical signals derived from the firing of neurons through-
out the brain. In order to better understand the function of the human brain neuroscience
and medical researchers aim to have a detailed data on the neural activity under various tasks
as well as in the so called resting state.
The Blood-oxygen-level dependent contrast imaging (BOLD) signal is derived from the func-
tional Magnetic Resonance Imaging device and is the primary signal used in the analysis of
fMRI data. The Magnetic Resonance Device is able to measure the flow of blood in the brain.
Important to the proper interpretation of the fMRI data is that the BOLD signal is only a
proxy of the electrical activity of the brain that one ultimately aims to measure.
Analysis of the brains electrical activity is based on the observation that neuron firing causes
a need for energy to be brought quickly to the affected area. This results in what is called a
hemodynamic response where blood releases oxygen to areas with firing neurons at a greater
rate than inactive neurons. Using an appropriate model of the hemodynamic response one
can approximately infer the neuron firing. However, it is note worthy that the time scales
involved and use of a model for the hemodynamic response mean that the exact signal of
interest (the neuronal firing) is sometimes obfuscated. This is in contrast to the electroen-
cephalography (EEG) and magnetoencephalography (MEG) signals which have much shorter
temporal resolutions but uncertain spatial localization and severe noise [Lindquist et al., 2008,
Poldrack et al., 2011].
One must thus take care in interpreting the BOLD signal due to a number of noise factors that
arise in the acquisition. This includes among others potential inaccuracies in the modeling of
the hemodynamic response, the movement of the patient, and noise inherent in the MR signal
acquisition. A large body of literature as well as multiple software toolkits exist that permit
to process fMRI data into a form digestable for statistical analysis. Standard preprocessing
often includes slice timing, motion correction, first level analysis with a general linear model,
and inter-subject spatial normalization [Lindquist et al., 2008].
2.1.2 Statistical Analysis of fMRI data
Several typical question of interest in fMRI analysis are which brain activity is associated with
certain stimuli and conditions. More recently the interactions between potentially distant
regions has led to great interest in determining functional brain networks.
Although standard practice in any machine learning method, within fMRI analysis, many
traditional methods do not assume any relationships between different brain voxels. The
traditional approach, often dubbed univariate analysis, considers each voxel independently
and determines if it is relevant with respect to a stimulus or response variable. Methods from
statistical machine learning and multivariate statistics are often referred to as Mutli-Voxel
Pattern Analysis (MVPA) as they do consider the brain voxels jointly. This is in contrast to
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univariate methods which consider each voxel or region independently. For example univariate
analysis of one condition versus another might determine if each voxel or region is significantly
different across two conditions, with a statistical hypothesis test, e.g. t-test. Notably many
MVPA pipelines will often have a univariate pre-screening phase where certain voxels are
discarded.
In this thesis and in particular the applications presented in Chapter 3 and in Appendix A
consider the MVPA paradigm. Moreover we consider that predictive models from machine
learning can be extremely valuable for the analysis of fMRI data by demonstrating whether an
output variable is distinguishable using the fMRI data. For stimulus based tasks this demon-
strates that the brain has performed a specific encoding of the stimulus and the noisy signal
derived from fMRI has captured sufficient information to make predicitons. Secondly the
model which gives the prediction can shed light on which areas are critical for this prediction.
As an example consider Appendix A where cocaine patients are compared to control subjects.
The predictive models show that the brain activity can be used to distinguish addicts and
control groups, and the subsequent implicated regions correspond to existing brain models of
addiction.
There exist two distinct types of fMRI studies, task based and resting state fMRI. In task
based fMRI a subject is stimulated while inside the scanning device. Resting state fMRI
considers subject who are not stimulated inside the scanner. This permits to better explore
the brain’s functional organization and determine if it is affected by pathologies. Many studies
have identified the so called default mode network, which is a large scale brain network
activated at rest. It is hypothesized by some researchers to be implicated in diseases such as
Alzheimer’s and autism spectrum disorder.
Brain connectivity attempts to understand what are the interactions between different brain
areas. This can be modeled as a graph where the nodes are brain regions and edges represent
correlations or partial correlations. There are various types of connectivity often discussed
in the fMRI literature. The three primary distinctions are often made between anatomical,
functional, and effective connectivity. Anatomical connectivity deals with describing how
different brain regions are physically connected and can be tackled using diffusion tensor
imaging (DTI). Functional connectivity is defined as the undirected association between two
or more fMRI time series, while effective connectivity is the directed influence of one brain
region on others [Lindquist et al., 2008]. The distinction between functional and effective
connectivity can often be ambigous, indeed some argue that it is effectively difficult to assess
and often the consequences of the directed connection (whether it is causal in nature) are not
well understood. In this work we concentrate on the functional connectivity, which itself can
refer to different types of association. In the simplest case functional connectivity can refer
to correlations between brain regions, while others have considered partial correlation.
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2.2 Sparse Regularizers and Structured Sparsity
A basis of statistical inference is the application of regularized risk, in which a loss function
is evaluated over a sample of data and is linearly combined with a regularizer that penalizes
some norm of the prediction function as in Eq. (2.2.1), where the first term is the loss function
and the second is the penalty term:
min
w
f(w,X, y) + λJ(w). (2.2.1)
Here we denote by X ∈ Rn×d the design matrix of n samples each with d dimensions; we
denote by y ∈ Rn the vector of targets. In the sequel, we assume that we have a sample




where xi is the output of a
fMRI scan, and yi is a ground truth label that we would like to be able to predict. The
scalar parameter λ > 0 controls the degree of regularization and J is a scalar valued function
monotonic in a norm of w ∈ Rn. Sparsity regularization is a key family of priors over linear
functions that prevents overfitting and aids interpretability of the resulting models [Argyriou
et al., 2012a, Tibshirani, 1996b].
One of the most important sparsity regularizers is the LASSO [Tibshirani, 1996b], where
J(w) = ‖w‖1 and f corresponds to squared loss. In many learning problems of interest,
LASSO has been observed to shrink too many of the w variables to zero. In the presence
of a group of highly correlated variables, LASSO may prefer a sparse solution. However
including all correlated variables in the model could potentially lead to higher predictive
accuracy [Argyriou et al., 2012a] and more stable support recovery. The elastic net [Zou and
Hastie, 2005] and more recently the k-support norm address this problem by providing a way
of calibrating the cardinality of the regression vector w so as to include more variables.
For example in order to create a model which can make inferences about labels for new fMRI
samples and provide a map of the key voxels we must specify an appropriate loss function.
This specifies the prediction properties we are interested in obtaining. We must then specify
an appropriate sparse regularizer which captures the a priori structure of the data. Finally,
we must optimize the objective specified in Equation (2.2.1). In the case of fMRI this permits
to obtain a brain map which can predict labels for new samples and provide insights on which
brain regions are most associated with this prediction.
It is often the case we desire penalties which are inherently discrete and lead to non-convex
constraints. A very popular example of this is the standard sparsity penalty (`0) which selects
for k variables. We now discuss in more detail different approaches to relaxing such penalties.
2.2.1 Convex Relaxations of Discrete Penalties and the k-support norm
Key to the mathematical understanding of sparsity regularizers is their interpretation as
convex relaxations to quantities involving the `0 norm, which simply counts the number of non-
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Figure 2.1 – The k-support unit ball with k = 2 and d = 3.






For example `0 can also be replaced by more complex permitted structures. Two primary
approaches for approximating a solution under sparse or structured sparse constraints exist
in the literature. In one case we can consider approximating the problem directly using
combinatorial methods. A popular approach in this vain is the class of hard-thresholding
methods . Alternatively, the approach we focus on in this thesis is based on taking a convex
relaxation of the set of discrete constraints, permitting to solve exactly for the approximate
solution.
The class of hard thresholding methods can in some cases yield more efficient custom solutions
with guarantees, but can also often produce unstable solutions and relies on assumptions on
the data matrix for its approximation guarantees, whereas obtaining a convex relaxation of
the sparse penalty can permit to easily incorporate the constraint into standard first order
optimization methods and combine it more easily with typical machine learning loss functions.
The `1 norm, which is the sum of the absolute values of the vector, is the convex relaxation
of the `0 norm, meaning it is the tightest sparsity norm that retains convexity, which is key
for computational tractability. The elastic net Zou and Hastie [2005] attempts to improve on
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this penalty by considering λ1‖w‖1 +λ2‖w‖22. The `2 penalty prevents correlated values from
being dropped as in the case of just the sparse penalty. Argyriou et al. [2012a] reformulate
this from first principal, indicating that the desired discrete penalty is the intersection of
sparsity and the `2 norm ball, the desired penalty is thus,
{w ∈ Rd : ‖w‖0 ≤ k, ‖w‖2 ≤ 1} (2.2.2)
While the `1 norm can therefore be interpreted as employing the convex hull of the `0 sparsity
regularizer, the elastic net is looser than the convex hull of (2.2.2). Argyriou et al. [2012a]
then show that the tightest convex relaxation of this is given by the k-support norm.
However, one may employ the k-support norm, which is exactly the convex hull of that hybrid
norm. A visualization of the k-support norm unit ball is given in Figure 2.1. We see that
there is a non-differentiability of the norm, which restricts the set of optimization strategies
that we may employ (cf. Section 3.2.4).

























The k-support norm is closely related to the elastic net, in that it can be bounded to within a
constant factor of the elastic net, but it leads to different sparsity patterns. One can see from
Equation (3.2.33) that the norm trades off a squared `2 penalty for the largest components
with an `1 penalty for the smallest components.
A difficulty in using sparse regularizers is that they tend to lead to non-smooth functions
which can cause difficulties when using gradient based convex optimization procedures. For
this class of functions proximal methods are a very popular way to quickly find optimal
solutions with the bottleneck generally being the computation of the proximal mapping.
Among many advantages of the k-support norm, it has an easy to compute proximal operator
given in Argyriou et al. [2012a].
While initial experiments have shown promising results with the k-support norm for a range
of machine learning problems [Argyriou et al., 2012a], to the best of our knowledge the studies
discussed in Appendix A and Chapter 3 are the first applications to fMRI. The k-support
norm forms the basis of our work in Chapter 3. We now briefly described related literature
on structured sparsity.
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2.2.2 Related Work in Structured Sparsity
A number of works have proposed techniques which assume a structure on the sparse support
set. We briefly review several relevant recent works.
Group sparsity is a common form of structured sparsity that has been considered by many
authors [Yuan and Lin, 2006]. The general framework often partitions variables into groups
where only a sparse subset of the groups can be present in the solution. Early works considered
the case of disjoint groups [Yuan and Lin, 2006]. More recent work in Jacob et al. [2009]
propose a variant of the group lasso that has an efficient convex penalty for the case where
data can be described by overlapping groups which jointly go to zero. This penalty has some
interesting relations to the k-support norm described in Argyriou et al. [2012a] in that the
k-support an be seen as the group lasso where the groups are not known. A large class of
related penalties which enforce groupings and hierarchies among variables are described in
Bach et al. [2012b].
Another popular structured penalty is the total variation. For the case of images or graph
structured data we consider two common forms of the TV penalties corresponding to an-





∇xw +∇yw +∇zw (2.2.5)
TVA(w) = ‖Dw‖1. (2.2.6)
Here D represents an incidence matrix and can generalizes to more generic graph structured
data. This penalty assumes a smoothness between adjacent nodes on the graph. It has been
successful in a number of applications in image processing Rudin et al. [1992]. Combining
this with sparsity priors has shown to be very effective in fMRI analysis [Michel et al., 2011]
where the signal is known to be sparse in addition to locally coherent. This however can lead
to convex optimization problems which are difficult to optimize effectively [Dohmatob et al.,
2014].
2.2.3 Proximal algorithms
Sparse regularizers often lead to non-smooth convex optimization problems. A very common
tool for solving a convex objective of the form (2.2.1), where J(w) is a non-smooth term is
by the use of proximal operators.
The proximal operator of J(w) is defined as
proxJ(v) = arg min
w
J(w) + (1/2)‖w − v‖2. (2.2.7)
Note that the indicator function leads to a proximal operator which is the euclidean projection.
Thus one view of proximal operators is as a generalized projection [Parikh et al., 2014]. The
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proximal operator can also be seen as analogous to a gradient step for non-smooth functions.
This leads to it being an important tool in minimizing non-smooth functions. Obtaining an
expression for the proximal operator of a non-smooth function will permit us to use it in
different accelerated proximal methods described in Parikh et al. [2014].
2.3 Estimation of the Structure of Undirected Graphical Mod-
els
Probabilistic graphical models express conditional dependence structure between random vari-
ables. They have become a common tool in many applications of machine learning. Prob-
abilistic models generally represent nodes as random variables and use edges to represent
statistical dependencies.
These models can form an intuitive way to understand relationships of different variables to
each other. This can permit to both more naturally specify the model and in the case of struc-
ture learning covered in this thesis to visualize the relationships. Additionally probabilistic
inference can often be efficiently implemented in these models.
A property that is found commonly in many real distributions is that a given variable tends
to interact directly only with very few others (interacting with many others indirectly) [Koller
and Friedman, 2009]. In other words many graphical models of interest are sparse in the edge
set. This permits distributions to be encoded compactly using a graphical model. We will
further discuss and exploit this common property in the sequel.
We now formalize the probabilistic graphical models we will work with. A graph is a set of
vertices V = {1, . . . , p} and a set of edges E ⊆ V×V. An undirected graphical model is a
joint probability distribution, P(x), defined on an undirected graph G, where the vertices V
in the graph index a collection of random variables x = {x1, . . .xp} and the edges encode
conditional independence relationships among random variables
In relation to graphical models and machine learning, four common procedures are of interest
• Inference Involves evaluating the probability distribution over some set of variables
given the values of another set of variables. This permits to query the graphical model
for answering questions using the underlying distribution.
• Learning Refers to learning the probability distribution especially when the probability
distribution is described by complex parametrizations.
• Sampling We may want to sample a set of variables given another set.
• Structure Discovery or Learning This refers to problems where the graphical model
structure is not given and we want to determine the structure.
ESTIMATION OF THE STRUCTURE OF UNDIRECTED GRAPHICAL MODELS 17
In this dissertation we will focus on the structure learning or discovery problem in graphical
models. We will also largely restrict ourselves to models with continuous variables.
In general there are two popular classes of graphical models,
Directed Acyclic Graphical Models Directed acyclic graphical models are a rich family
of graphical models that specify directed graph between nodes. Particularly directed acyclic
graphs, sometimes referred to as Bayesian Networks, are commonly considered.
The underlying structure in the graphical model consist of a directed acyclic graph, G. De-
scribing the set of parent nodes of X as PaX we can state
Definition 2.1. Koller and Friedman [2009] Let G be a Bayesian network over the variables
X1, .., Xn. The distribution factorizes according to G if we can write
P (X1, .., Xn) = Πni=1P (Xi|PaXi) (2.3.1)
Thus we can see this as permitting an efficient factorization of the distribution. The Bayesian
network can also be seen as prescribing the conditional independence structure of the data.
Denoting NonDescendantsX the variables which are not descendants of X
Definition 2.2. Koller and Friedman [2009] Given a Bayesian network with structure G over
random variables X1, ..., Xn. Then G encodes the following set of conditional independence
assumptions:
For each variable Xi, we have that Xi ⊥ NonDescendantsXi |PaXi
These models can be expressive. However, learning the structure of a DAG is difficult. Two
common approaches are score based algorithms which optimize the global Bayesian informa-
tion criterion (BIC) or Bayesian marginal likelihood often using greedy approaches or relying
on sampling in Markov Chain Monte Carlo (MCMC) procedures. Another technique that
has been applied relies on performing a series of conditional independence tests to narrow the
family of DAGs which describe the graph [Murphy, 2012].
In general there are few efficient deterministic way to find the best network, and you might
need randomized algorithms like Markov chain Monte Carlo to find a good network. We may
also add some restrictions to the Bayesian network (e.g. requiring it to be a tree) to make
the problem more tractable.
Undirected Graphical Models Undirected graphical models, sometimes referred to as
Markov random fields, specify the probability distribution using an undirected graph. This
class of models is very popular as it can permit efficient inference and learning procedures
while still being very expressive. Similar to the Bayesian network, the Markov random field
specifies a compact set of conditional independence assumptions on the underlying graph.
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Definition 2.3. Koller and Friedman [2009] Let G represent the undirected graph. Then for
each node x ∈ X, the Markov blanket of x denoted Nh(X) is the set of neighbors of x in the
graph. The local Markov independence associated with G gives that
x ⊥ X − x−Nh(X)|Nh(X)
Thus each node is conditionally independent of the rest given its neighbors.
Similar to the Bayesian network the undirected graphical model can be shown to factorize.
Let us associate a potential function with each maximal clique in the graph, Ψc(xc). The
potential function can be any non-negative function of its arguments. We can now describe
the joint distribution as proportional to the product of clique potentials. This leads to a
famous result, the Hammersley-Clifford theorem.
Theorem 2.1. Murphy [2012] A positive distribution P (x) > 0 satisfies the conditional
independence properties of an undirected graph, G, iff P can be represented as a product of
factors, one per maximal clique,





where C is the set of maximal cliques in the graph and Z(θ) is the partition function that
assures the distribution sums to 1.
In this thesis we focus on the class of Undirected graphical models with continuous vari-
ables. Particularly we often analyze the Gaussian graphical model which corresponds to a
multivariate Gaussian.
2.3.1 Gaussian Graphical Models and Conditional Independence
In this section, we give an overview of the estimation of precision matrices and conditional
independence on undirected graphical models. More details on this topic can be found in
Dawid [1979], Dempster [1972], Lauritzen [1996] and Whittaker [2009].
The importance of estimating covariance matrices and their inverses, called precision matrices,
is fundamental in modern multivariate analysis and in a wide array of scientific applications.
The covariance matrix reveals marginal correlations between variables, while the precision
matrix encodes conditional correlations between pairs of variables given the remaining vari-
ables.
A Gaussian is fully described by it’s mean and covariance matrix. If we take the undirected
graphical model view of the multivariate Gaussian, several interesting properties arise. It is
well known that recovering the structure of an undirected Gaussian graph is equivalent to
the recovery of the support of the precision matrix (Figure 2.2). Formally, suppose we have a
sample Xp = {x1, . . . ,xp} of dimension p and size n with the mean of each xi equal to zero,
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Σ−1 =
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Figure 2.2 – Example of Gaussian graphical model defined by the inverse of the covariance
matrix.
and a covariance matrix of size p× p is Σij = E(xixTj ) such that x ∼ Np(0,Σ) then
(i, j) /∈ E ⇐⇒ xi ⊥⊥ xj |V \ {i, j} ⇐⇒ Σ−1ij = 0. (2.3.2)
We can see that the conditional independence properties of a Markov random field. Thus the
support of the precision matrix gives us the undirected graphical model structure.
Testing conditional independence is an important concept in statistics, artificial intelligence,
and related fields [Dawid, 1979]. A common measure for the testing of independence of
two variables conditioned on a set of variables is the partial correlation ρx1x2·x3 . With the
assumption that all variables are multivariate Gaussian, the partial correlation is zero if and
only if x1 is conditionally independent from x2 given a set of variables, x3:
H0 : ρx1x2·x3 = 0 vs H1 : ρx1x2·x3 6= 0. (2.3.3)
The distribution of the sample partial correlation for a Gaussian distribution was described
by Fisher [1924] and we would reject H0 if the absolute value of a transformed test statistic
exceeded the critical value from the Student table evaluated at δ/2. The computational
complexity of the partial correlation is O(np2 + p3) which simplifies to O(np2) as n ≥ p.
Two dominant approaches for fitting a high dimensional sparse Gaussian graphical model
where introduced in [Friedman et al., 2008, Meinshausen and Bühlmann, 2006]. The former
fits an `1-penalized nodewise regression and the latter penalizes the likelihood of the precision
matrix referred to as the graphical lasso. We can look at the graphical lasso as fitting a
precision matrix Θ given a set of samples from a high-dimensional GMRF which is known (or
expected) to be sparse. The objective in graphical lasso is:
min
Θ≥0
log ‖Θ‖ − Tr(Σ̂Θ)− λ‖Θ‖1. (2.3.4)
Recent work in Loh and Wainwright [2013] further expands the property of precision matrices
of indicating independence to several classes of non-Gaussian Markov random fields.
Meinshausen and Bühlmann [2010] introduce stability selection, sometimes called random
lasso. This can be applied to graphs as well as the traditional lasso regularization setting.
The algorithm essentially consists of retraining subsets of the data and measuring stability. It
additionally provides finite sample bounds on the false discovery rate. We will illustrate some
of the key results from this work in a description of the work in Ryali et al. [2012]. This method
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also introduces an analysis tool called the stability path, analogous to the regularization path,
wherein we can view the probability of selecting a variable.
Ryali et al. [2012] extend the graphical lasso framework with the use of an elastic net style
penalty and stability selection for learning functional connectivity in a reliable manner. In this
work they also discuss the critical issue of regularization parameters selection as this can lead
to different solutions for the precision matrix. First they note that the Akaike information
criterion (AIC) and BIC, in the high dimensional low sample brain data tended to result in
overly sparse solutions. They note that it often reduced the elastic net penalty to lasso type
solutions, which they deemed overly sparse. Here they utilize the stability selection theory
from Meinshausen and Bühlmann [2010] to select the edges using the entire regularization
path.
We define an estimated stability for a given edge (m,n) and a given regularization setting (in
elastic net we use two parameters λ, α) as π̂m,nλ,α .To estimate π̂
m,n
λ,α Meinshausen and Bühlmann
[2010] specify subsampling N/2 observations randomly 100 times for each regularization set-
ting. The estimate is now simply the average over these. In this work it is also noted in fMRI
we should take care to make sure the subsamples are from different sessions.
The set of stable variables Sstable consists of all variables for which π̂m,nλ,α is above a threshold
πthr. Stability selection now states that the expected number of falsely selected edges ,V , is
bounded by




where p is the number of model variables and q is the average number of selected edges for a
given range of regularization parameter setting. To say it another way q is pminus the number
of variables that are not selected anywhere on the regularization path for the given data. We
can now control the error in our stability selection. Given a desired per-comparison error
rate, E(V )/p, (e.g. we specify 0.05), we can calculate the πthr using Equation (2.3.5). This
procedure was described in Meinshausen and Bühlmann [2010] for graph lasso and applied in
Ryali et al. [2012] for graph elastic net and brain connectivity. Finally in this work the use
of simulated data in addition to real data is emphasized as a key evaluation.
Other works have considered alternatives on the sparsity regularization to be used with the
estimation of the precision matrix. Some of these penalties are analogous to ones used in
structured sparsity posed in the context of empirical risk minimization in prediction or in
recovery problems.
Honorio et al. [2009] introduces a smoothing penalty into the regularizer, somewhat analogous
to total variation, this has been applied for functional connectivity in brain imaging.
Another recent line of work in graphical structure learning is learning related graphical models
jointly. For example we may know that brain connectivity is similar in many ways but different
in others across subjects. Thus we learn a separate connectivity per subject. This line of work
has a vast body of literature in recent years.
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Honorio and Samaras [2010] show another structure learning approach with a penalty based
on the multi-task learning literature. Here “tasks” are relevant related groups. In the specific
example used, brain connectivity, each task refers to a subject or a session. The multi-task






where l refers to the maximum likelihood and Θi to each individual precision matrix within
a group. A related penalty was proposed by Varoquaux et al. [2010].
Danaher et al. [2014] discusses two extensions in the joint model learning case called the
fused graphical lasso, where differences in precision matrices are penalized with an `1 penalty.
Similarly a group graphical lasso is discussed where groups of precision matrices are penalized.
In Mohan et al. [2012] a similar objective to the fused graph lasso is discussed but here
node perturbations are emphasized versus the edge perturbations. This is dubbed the node-
perturbed joint graph lasso.
Another recent work [Goncalves et al., 2014] presents a class of algorithms for jointly learning
both the multi-task structure and the parameters of a sparse model. The authors call this
Multi-task Sparse Structure Learning (MSSL). Given W , the task matrix Ω represents the
relationship between different tasks in terms of a graphical model. Specifically we can think
of the task relationships as a GGM. For example when Ωi,j = 0, the parameters for task i, wi
and task j, wj have no influence on each other.





L(yk, Xk, wk) + B(W,Ω) +R1(W ) +R2(Ω) (2.3.6)
Here L is the loss function R1 and R2 are sparsity regularization terms on both the graph
structure and the task matrix. B is the inductive bias term which captures the interaction
between the task variables wi and wj . The paper proposes several objectives in this framework
and optimization algorithms for them. As an example one objective considers squared loss
functions `1 regularization for R1 and R2. For the inductive bias term Tr(WΩW T ) is used. If
we assume Gaussianity for the rows of W then Ω becomes the precision matrix for a GMRF.
Another approach to structure discovery in GGMs is given by the Bayesian structure learning.
Many approaches based on Bayesian inference techniques have been proposed [Mohammadi
and Wit, 2015, Roverato, 2002]. These typically rely on Monte Carlo sampling techniques.
Many recent techniques rely on the G-Wishart distribution Letac et al. [2007], Roverato [2002]
which is given by
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Here D is a positive definite matrix and b > 2 is the degree of freedom of the parameters,
while IG is a normalizing constant. M+(G) represents the positive definite cone of matrices
with the graph structure G.
Multiple recent works propose efficient sampling procedures based on Monte-Carlo sampling
that permit to include this distribution in hierarchical sampling procedures. These include
Lenkoski [2013] as well as Wang et al. [2012].
2.4 Deep Learning
Deep learning is a branch of machine learning which relies on the use of neural networks as a
flexible function class. The use of flexible compositional functions and automatic differenti-
ation schemes, combined with hardware acceleration from graphics cards and large datasets
has yielded state of the art performance in many fields.
The body of literature on neural networks is vast and we refer the reader to [Bengio et al., 2015,
Schmidhuber, 2015] for comprehensive overviews. Here we review several recent advances that
are relevant for our purposes. Neural networks with a sufficiently large number of hidden units
can be seen as universal function approximators. Motivated by this result many works recently
consider using neural networks as approximators for combinatorial problems. We discuss this
and the application of neural networks on graph structured inputs in the sequel.
2.4.1 Approximating Combinatorial Optimization problems
Neural network based techniques have been proposed for providing approximate solutions
to combinatorial optimization problems. For example Hopfield and Tank [1985] proposed a
technique for approximating traveling salesman problems. A review of the early work in this
field in the 90s can be found in [Smith, 1999].
In recent years there has been some resurgence of this line of research. Vinyals et al. [2015]
proposed recurrent architectures that are particularly suitable for ingesting an unordered set
of elements (e.g. points) and sequentially outputing a result which can directly refer to the
input elements instead of a predefined vocabulary. This was applied to the classic traveling
salesman problem. However, the results are limited to relatively small sizes. Vinyals et al.
[2016] follow up on this work by adding several additional elements to deal with the unordered
properties of various problems
Bello et al. [2017] proposed a reinforcement learning based approach for approximating the
combinatorial optimization problems. They argue that in the case of many combinatorial
optimization problems, especially, NP-hard problems where ground truth is an inherently
intractable but relative value of solutions can be evaluated easily, justifies the reinforcement
learning framework. They adapt the pointer network architecture but apply policy gradient
methods to train the model.
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Another class of combinatorial optimization problems recently addressed by deep learning
and closely related to the problem we consider in Chapter 5 is that of sparse coding, which
generally involve finding a solution to an objective given a sparsity constraint.
Gregor and LeCun [2010], Xin et al. [2016] use deep networks to approximate steps of a known
sparse recovery algorithm thus producing faster solutions. They consider approximations of
the solution of the following
min
w
‖y −Xw‖22 s.t. ‖w‖0 ≤ k. (2.4.1)
A standard approach for this problem in the case where sparsity is approximated with convex
relaxation to the `1 norm is Iterative Soft-Thresholding (ISTA) and modern variants such
as FISTA. These alternate gradient steps on the objective with soft thresholding operations,
which correspond to a proximal operator of the `1 norm. ISTA corresponds to a class of
proximal splitting methods from convex optimization [Beck and Teboulle, 2009, Moreau and
Bruna, 2017]. These more generally alternate between gradient steps on the differentiable
part of an objective and proximal steps on the non-differentiable. Gregor and LeCun [2010]
show that one can unfold the ISTA algorithm as a recurrent neural network. Parametrizing
the steps of this and permitting adaptation in each layer now permits to learn the operation
in few steps, from training data, giving the LISTA algorithm. In Moreau and Bruna [2017]
conditions are described for X when the solution can indeed be improved drastically through
adaptation.
Similarly Xin et al. [2016] make an analogy to the class of Iterative Hard Thresholding (IHT)
techniques, which alternative between gradient steps on the typically differentiable objective
and thresholding steps corresponding to the sparsity constraints. These can be shown to
converge under certain conditions on X, but can be more unstable than convex relaxation
approaches. Xin et al. [2016] similarly show that they can parameterize the procedure of
solving the IHT and perform it as a feedforward pass through a neural networks
Moreau and Bruna [2017] shed light on when such techniques can be effective based on the
properties of the dictionary matrix. They highlight that when the dictionary matrix does not
fulfill the properties described, adaptive methods do not lead to acceleration.
Neural Message Passing Message passing and particularly sum-product and max-product
message passing is a classic algorithm for performing inference on graphical models. Given an
edge set on a graph. A typical message passing algorithm such as sum-product can be used to
find the marginal distribution of a tree structured graphical model. Consider the undirected
tree graph with edge set, E, and vertices, V . The joint distribution is given by
p(x) = 1
Z
Πi∈V φu(xi)Π(i,j)∈Eφp(xi, xj). (2.4.2)
A sum-product message passing permits us to compute the marginal probabilities at every
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tree node in O(n). We can define a message passing algorithm to compute the marginals at





If the message passing update is repeated at each node the algorithm will converge for tree
graphs to a unique solution. For graphs with cycles message passing can nonetheless yield an
approximate solution. Message passing can be seen as an instance of dynamic programming.
Inspired by such algorithms Duvenaud et al [2015], Li et al. [2016] and others propose graph
processing techniques which propagate information to each node in the graph in the same
fashion, by iterative message passing. These can be generalized under the moniker of neural
message passing algorithms. These generally consists of assigning each node a state vector
and performing an update, parametrized by a neural network, of each nodes state vector





ht+1v = Ut(htv,mt+1v ). (2.4.5)
Here h is the state vector at each node v and the update steps Mt and Ut are parametrized
by a neural network.
An advantage of such algorithms is that information can be propagated to distant parts of
the graph in an efficient manner, the neural network only needs to learn the message passing
rule. Finally we note the connection made by many authors to message passing algorithms
and convolutional networks, which we use as inspiration in Chapter 5
Chapter 3
Convex Relaxations of Penalties for
Sparse Correlated Variables With
Bounded Total Variation
In this Chapter we discuss a method for statistical estimation with a signal known to be
sparse, spatially contiguous, and containing many highly correlated variables. We follow
the approach of constructing a tight convex relaxation and introduce the (k, s) support total
variation norm as the tightest convex relaxation of the intersection of a set of discrete sparsity
and total variation penalties. We show that this norm leads to an intractable combinatorial
graph optimization problem, which we prove to be NP-hard. We then introduce a tractable
relaxation. We devise several first-order optimization strategies for statistical parameter
estimation with the described penalty. We demonstrate the effectiveness of this penalty on
classification in the low-sample regime, classification with M/EEG neuroimaging data, and
image recovery with synthetic and real data background subtracted image recovery tasks. We
extensively analyse the application of our penalty on the complex task of identifying predictive
regions from low-sample high-dimensional fMRI brain data, we show that our method is
particularly useful compared to existing methods in terms of accuracy, interpretability, and
stability.
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3.1 Introduction
Regularization methods utilizing the `1 norm such as Lasso [Tibshirani, 1996a] have been
used widely for feature selection. They have been particularly successful at learning problems
in which very sparse models are required. However, in many problems a better approach is to
balance sparsity against an `2 constraint. One reason is that very often features are correlated
and it may be better to combine several correlated features than to select fewer of them, in
order to obtain a lower variance estimator and better interpretability. This has led to the
method of elastic net in statistics [Zou and Hastie, 2005], which regularizes with a weighted
sum of `1 and `2 penalties. More recently, it has been shown that the elastic net is not in fact
the tightest convex penalty that approximates sparsity (`0) and `2 constraints at the same
time [Argyriou et al., 2012b]. The tightest convex penalty is given by the k-support norm,
which is parametrized by an integer k, and can be computed efficiently. This norm has been
successfully applied to a variety of sparse vector prediction problems [Gkirtzou et al., 2013b,
McDonald et al., 2014, Misyrlis et al., 2014a].
We study the problem of introducing structural constraints to sparsity and `2, from first
principles. In particular, we seek to introduce a total variation smoothness prior in addition
to sparsity and `2 constraints. Total variation is a popular regularizer used to enforce local
smoothness in a signal [Michel et al., 2011, Rudin et al., 1992, Tibshirani et al., 2005]. It has
successfully been applied in image de-noising and has recently become of particular interest in
the neural imaging community where it can be used to reconstruct sparse but locally smooth
brain activation [Baldassarre et al., 2012b, Michel et al., 2011]. Two kinds of total varia-
tion are commonly considered in the literature, isotropic TVI(w) = ‖∇w‖2,1 and anisotropic
TVA(w) = ‖∇w‖1 [Beck and Teboulle, 2009]. In our theoretical analysis we focus on the
anisotropic penalty.
To derive a penalty incorporating these constraints we follow the approach of [Argyriou et al.,
2012b] by taking the convex hull of the intersection of our desired penalties and then recovering
a norm by applying the gauge function. We then derive a formulation for the dual norm
which leads us to a combinatorial optimization problem, which we prove to be NP-hard.
We find an approximation to this penalty and prove a bound on the approximation error.
Since the k-support norm is the tightest relaxation of sparsity and `2 constraints, we propose
to use the intersection of the TV norm ball and the k-support norm ball. This leads to
a convex optimization problem in which (sub)gradient computation can be achieved with
a computational complexity no worse than that of the total variation. Furthermore, our
approximation can be computed for variation on an arbitrary graph structure.
We discuss and utilize several first order optimization schemes including stochastic subgradi-
ent descent, iterative Nesterov-smoothing methods, and FISTA with an estimated proximal
operator. We demonstrate the tractability and utility of the norm through applications of
classification on MNIST with few samples, M/EEG classification, and background-subtracted
image recovery. For the problem of identifying predictive regions in fMRI we show that we can
get improved accuracy, stability, and interpretability along with providing the user with sev-
eral potential tools and heuristics to visualize the resulting predictive models. This includes
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several interesting properties that apply to the special case of k-support norm optimization
as well.
3.2 Convex Relaxation of Sparsity, `2 and Total Variation
In this section we formulate the (k, s) support total variation norm, a tight convex relaxation
of sparsity, `2, and total variation (TV) constraints. We derive its dual norm which results in
an intractable optimization problem. Finally we describe a looser convex relaxation of these
penalties which leads to a tractable optimization problem.
3.2.1 Derivation of the Norm
We start by defining the set of points corresponding to simultaneous sparsity, `2 and total
variation (TV) constraints:
Q2k,s := {w ∈ Rd : ‖w‖0 ≤ k, ‖w‖2 ≤ 1, ‖Dw‖0 ≤ s} (3.2.1)
where k ∈ {1, . . . , d}, s ∈ {1, . . . ,m} and D ∈ Rm×d is a prescribed matrix. The bound of one
on the `2 term is used for convenience since the cardinality constraints are invariant under
scaling. D generally take the form of a discrete difference operator, but the discussion in
the following sections is more general than that. It is easy to see that the set Q2k,s is not
convex due to the presence of the ‖ · ‖0 terms. Hence using Q2k,s in a regularization method
is impractical. Thus we consider instead the convex hull of Q2k,s:






ci = 1, ci ≥ 0, zi ∈ Rd, (3.2.2)
‖zi‖0 ≤ k, ‖zi‖2 ≤ 1, ‖Dzi‖0 ≤ s, r ∈ N} . (3.2.3)
For some values of D, k and s, this convex set may not span the entire Rd, that is, it may
be contained within a smaller subspace. In Section 3.2.2 we show a condition for which the
set will span Rd (see Proposition 1). For a matrix D that is the transpose of an incidence
matrix representing a graph with a maximum degree of ldeg, the value of s should be greater
than or equal to ldeg.
Assuming some mild technical conditions on D,1 the convex set C2k,s is the unit ball of a
certain norm. We call this norm the (k, s) support total variation norm. It equals the gauge
function of C2k,s, that is,
‖x‖sptvk,s := inf
{






ci = 1, (3.2.4)
ci ≥ 0, zi ∈ Rd, ‖zi‖0 ≤ k, ‖zi‖2 ≤ 1, ‖Dzi‖0 ≤ s, r ∈ N
}
. (3.2.5)
1The conditions are given in Proposition 1.
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1. The equality can be attained by applying the constraints in Equation (3.2.4). Substituting







vi = x, ‖vi‖0 ≤ k, ‖Dvi‖0 ≤ s, r ∈ N
}
. (3.2.6)
The special case s = m is simply the k-support norm [Argyriou et al., 2012b], which trades
off between the `1 norm (k = 1, s = m) and the `2 norm (k = d, s = m). Formula 3.2.6 is
combinatorial in nature and hence is difficult to directly include in an optimization problem.
3.2.2 Derivation of the Dual Norm
A standard approach for analyzing structured norms is through analysis of the dual norm
[Argyriou et al., 2012b, Bach et al., 2012a, Mairal and Yu, 2013]. As such, it will be useful
to derive an expression for the dual norm of ‖ · ‖sptvk,s . This will allow us to connect the norm
with an optimization problem on a graph, use this to show the norm is NP-hard, and show
an approximation bound (Proposition 2).
To obtain the dual of (k, s) support TV norm we first consider a more general class of norms.
Each norm in this class is associated with a set of subspaces S1, . . . , Sn and a set of norms
‖ · ‖(1), . . . , ‖ · ‖(n). We assume that these subspaces span Rd, that is,
∑n
i=1 Si = Rd, the
summation here denotes addition of sets (S1 + S2 = {x : x = x1 + x2, x1 ∈ S1, x2 ∈ S2}). We










∀w ∈ Rd . (3.2.7)
This is indeed a norm, since the subspaces span Rd, and that the above minimum is attained.
The (k, s) support TV norms can be written in the form (3.2.7) by specifying all n norms to
be the `2 norm and the linear subspaces to correspond to the constraints on the supports.
We note that this definition is equivalent to an infimal convolution of n norms. Let δS
denote the indicator function of a subspace S and the infimal convolution (f1  . . .  fn) of
n functions as  ni=1 fi. Using this notation, the norm ‖ · ‖ can be written equivalently as
‖ · ‖ =  ni=1
(
‖ · ‖(i) + δSi
)
. We may derive the general form of the dual norm ‖ · ‖∗ of ‖ · ‖
by a direct application of standard duality results from convex analysis.
Lemma 3.1. Let ‖·‖(1), . . . , ‖·‖(n) be norms on Rd with duals ‖·‖(1)∗, . . . , ‖·‖(n)∗, respectively,
and let S1, . . . , Sn, be linear subspaces of Rd such that
∑n
i=1 Si = Rd. Then the dual norm of
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(‖ · ‖(i)∗ δS⊥i )(u) (3.2.8)






where Bi∗ denotes the
unit ball of ‖ · ‖(i)∗ for i = 1, . . . , n.
Proof: Denote convex conjugate or Fenchel conjugate of a function f : Rd → R ∪ {+∞} by
f∗ [Bauschke and Combettes, 2011]. It is known that the convex conjugate of a norm equals







‖ · ‖(i) + δSi
))∗
. (3.2.9)
Moreover, the conjugate of an infimal convolution equals the sum of conjugates [Bauschke and
Combettes, 2011, Prop. 13.21]. The converse duality also holds under Slater type conditions

























We now use the facts that, for any subspace S, δ∗S = δS⊥ and that, for any nonempty sets




















. The intersection of norm balls corresponds to maxi-
mum of the corresponding norms which gives the formula for ‖ · ‖∗.
Equation (3.2.8) for the dual norm is interpreted as the maximum of the distances of x
(with respect to the corresponding dual norms) from the orthogonal complements. We now
specialize this formula to the case of (k, s) support TV norm.
Notation We define Gk as all subsets of {1, ..., d} of cardinality at most k and Ms as all
subsets of {1, ...,m} of cardinality at most s. For every I ∈ Gk, we denote Ic = {1, ..., d}\I
and for every J ∈ Ms, Jc = {1, ...,m}\J . We denote DJc as the submatrix of D with only
the rows indexed by Jc and for every u ∈ Rd, uI is the subvector of u with only the elements
indexed by I.
It is the case that r in Equation (3.2.6) can be assumed to be at most |Gk||Ms| (by grouping
components with the same (I, J) pattern and applying the triangle inequality). We can now
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min{‖x− q‖2 : q ∈ S⊥I,J} = max(I,J)∈Gk×Ms
EI,J(x) (3.2.12)
where SI,J = {x |DJcx = 0 and xIc = 0}, S⊥I,J = range(D>Jc) + {x |xI = 0}, and EI,J is an
energy function we will derive (cf. Equation (3.2.14)). Before proceeding we use the described
subspaces to note the conditions for which ‖x‖sptvk,s is a full fledged norm.
Proposition 1. If ∑
I⊆{1,...,d},|I|=k
J⊆{1,...,m},|J |=s
SI,J = Rd (3.2.13)
then spanC2k,s = Rd.
This condition will depend on the choice of D, k and s. We choose D to be the transpose
of the incidence matrix of a directed graph Gd = (Vd, Ed), with the vertices corresponding
to the elements of x. Furthermore G = (V, E) is an undirected graph with vertices V = Vd
and an unordered set of the same edges as Ed. For a given J , we can consider the graph
GJc , specified by the incidence matrix DJc as the original graph with |J | edges removed. The
notation presented is illustrated in Figure 3.1.
D =

1 −1 0 0
1 0 −1 0
0 1 0 −1
0 0 1 −1




J = {3, 2}, Jc = {1, 4, 5}
DJc =
1 −1 0 00 1 0 −1





Figure 3.1 – (a) Example of D matrix for a graph, and (b) an example DJc for a given
instance of J . The graph in (b) has two subgraphs, one with nodes x1, x2, x4 and the other
the singleton, x3.
We consider the linear constraints specified by DJcx = 0. Each row of the transpose incidence
matrix, DJc , represents an edge Edij = (i, j). Coupled with the constraint each of these rows
corresponds to a constraint xi = xj . We note that this constraint is independent of the
ordering on the graph. For any two vertices a, b of the undirected graph G, if there exists a
path between a and b then xa = xb. More formally, if we divide GJc into all of its disjoint




Gγ , (a, b) ∈ Vγ × Vγ ⇒ xa = xb .
Thus for any disjoint subgraph of GJc we can take any tree containing the vertices of the sub-
graph and the associated incidence matrix will be a representation of the subspace associated
with the components represented by those vertices.
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Since each disjoint subgraph will have an independent set of constraints on its associated vari-
ables we can subdivide the linear constraints specifying S⊥I,J . Divide the graph corresponding
to DJc into all disjoint subgraphs enumerated by Γ = {1, ...p}. Let DJcγ be the incidence
matrix corresponding to each subgraph. Then SI,J =
{





range(D>Jcγ ) + {x |xI = 0}. A direct computation yields the projection on each
subgraph Vγ as
Pγ = DJcγ (DJcγ )
+ = I− 1nγ 1
if the subgraph has nγ vertices. Pγ is exactly a centering matrix that projects orthogonal to
the vector of all ones.
To compute the value of EI,J(x) we can split the parameters of x into independent groups,
since the projection and thereby the residual of components corresponding to vertices in
disjoint groups will have independent contribution. The components of ProjSI,J (x) at I
c
must be zero. Moreover, the members of any group that contains a vertex from Ic will be
zero. We can therefore compute EI,J(x) independently for each disjoint group, and only for
the groups that do not contain a vertex in Ic. For each disjoint group the contribution to
E2I,J(x) is







A graph based version of the combinatorial optimization problem is as follows. Given an
undirected graph G = (V, E) and I ⊂ V, J ⊂ E , remove edges J and all disjoint subgraphs
containing a vertex in Ic to obtain a graph GIJ . The energy over this graph, E2I,J can be
computed as the sum of E2γ over all disjoint subgraphs in GIJ . The dual norm is then given
by Equation (3.2.12).
We can additionally show that we can limit Ms to maximum cardinality sets (cardinality s)
and Gk to maximum cardinality sets (cardinality k). Indeed, adding indexes in I or J cannot
decrease SI,J and hence cannot decrease the norm of the projection in Equation (3.2.12).
Thus we can narrow the problem to removing s edges and d− k nodes (with their associated
subgraphs).
We have now reduced the computation of the dual norm to a graph partitioning problem.
Graph partition problems are often NP-hard, and we show this to be the case here as well:
Theorem 3.1. Computation of the (k, s) support total variation dual norm is NP-hard
Proof: We show that the (k, s)-support TV dual norm is an NP-hard problem, by reduction
from minimum weight multiway cut problem [Vazirani, 2001]. Let the dual norm computation
problem be denoted P (z,D, s, k), where z is the input for the dual norm. We limit to the
set of inputs where k = d, where d is the cardinality of z and D is an incidence matrix of a
graph G = (V,E) with vertex weights zi = w(vi), vi ∈ V . Additionally for simplifcation in
later steps let e = d − s. This problem is refered to simply as P1(G, e) and can be stated
















0 . . . 0
Figure 3.2 – Original unweighted graph of the 3-way mincut problem and the augmented
weighted graph we construct as the input graph for problem P1.
as follows: given a graph G = (V,E) partition G, Gp = (V,Ep) obtained by removing any e










where Gp = G1 ∪G2 ∪ · · · ∪Gk and elements of G are disjoint. Vi is the vertex set for Gi and
w(vj) is the weight for vertex vj .
The minimum 3-way cut problem (which we denote PM3) is NP-hard. The problem can be
stated as follows: given a graph G = (V,E) and terminals t1, t2, t3 ∈ V , find a minimum
set of edges E′ ⊆ E such that the removal of E′ from E disconnects each terminal ti from
the others. Furthermore the decision problem,denoted PM3D, is to find out if its possible to
disconnect t1, t2, t3 by removing no more than e edges, where e is a part of the input. This
problem is NP-complete. We show that any instances of PM3D can be reduced in polynomial
time to an instance of P1. Given an instance of PM3D we have a graph G, terminals t1, t2, t3
and integer e. We construct a new graph Gaug as follows
• We add weights to the vertices of the graph G, weighting non-terminal nodes 0 and the
terminal nodes 1, 10, 100 in any order.
• For each terminal we add N (the choice of N is described later on) more vertices to
be its neighbor and weight these vertices 0. These augmented vertices are connected to
the original graph only at the terminal vertices.
Figure 3.2 shows an example of an instance of PM3D and the constructed augmented graph.
We can now compute P1(Gaug, e).
If N > |V | (the number of vertices in G) then none of the edges connected to the new vertices
of Gaug will be removed by P1 since disconnecting two terminals from each other will always
improve the result more than disconnecting one of the 0 nodes in the augmented vertices.
Denoting the number of nodes in G (original graph) n, if P1 disconnects terminals t1, t2, and
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N+n3 where n1 + n2 + n3 = n. We can lower







If P1 does not disconnect the terminals the solution can take on one of 4 forms, each of which




























where n1 + n2 = n.
Examining the above inequalities we state that if terminals t1, t2, and t3 are not connected
the solution will be at most 10060.5N . For N >
10060.5





holds. Thus if it is possible to disconnect the terminals with e edges P1 will produce a value
greater than 10060.5N answering PM3D. Since solutions of PM3D are obtained in polynomial
calls to P1, P1 is NP-hard.
Corollary 3.1. Computation of the (k, s) support total variation norm is NP-hard.
In light of this Theorem, we are unable to incorporate the (k, s) support total variation norm
in a regularized risk setting. Instead in the sequel we examine a tractable approximation with
bounds that scale well for the family of graphs of interest.
3.2.3 Approximating the Norm
Although special cases where s equals m or 1 are tractable, the general case for arbitrary
values of s leads to an NP-hard graph partitioning problem for the dual norm, implying the
norm itself is intractable. We thus relax the problem by taking instead the intersection of the
k-support norm ball and the convex relaxation of total variation. This leads to the following
penalty
Ωsptv(w) = max{‖w‖spk ,
1√
s‖D‖‖Dw‖1}, (3.2.16)
where ‖ · ‖ denotes the spectral norm. We can bound the error of this approximation as
follows:
Proposition 2. For every w ∈ Rd, it holds that
Ωsptv(w) ≤ ‖w‖sptvk,s . (3.2.17)
Moreover, suppose that range(D>) = Rd and that for every I ∈ Gk the submatrix D∗I has at
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Proof: First, note that ‖ · ‖spk ≤ ‖ · ‖
sptv



















for every vi ∈ Rd such that ‖vi‖0 ≤ k, i = 1, . . . , r, and w =
∑r
i=1 vi. Now let vi ∈ Rd such























The above two inequalities imply Equation (3.2.17).
For Equation (3.2.18), it suffices to show the dual inequality. Recall from Argyriou et al.







is the dual of ‖ · ‖spk . This is the `2
norm of the largest k entries in |u|, and is known as the 2-k symmetric gauge norm [Bhatia,





〈D>a,w〉 = 〈a,Dw〉 ≤ ‖a‖∞‖Dw‖1 ≤
√
s‖D‖‖a‖∞Ωsptv(w) (3.2.22)


















Next we pick I to be the set of indexes corresponding to the largest k elements of |x|. We
also pick
a = (D>)+c, ci =
sgn(xi)‖xIc‖∞ if i ∈ Ixi if i ∈ Ic . (3.2.25)
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We note that we can fulfill the technical condition on the range of DT by augmenting the
incidence matrix in a manner that does not change the result of the regularized risk mini-
mization. The condition that the submatrix D∗I has at least m− s zero rows has an intuitive
interpretation when D is the transpose of an incidence matrix of a graph. It means that any
group of k vertices in the graph involves at most s edges. This is true in many cases of inter-
est, such as grid structured graphs if s is proportional to k. The term involving ‖(D>)+‖2∞
is at most linear in the number of vertices. ‖D‖2 corresponding to the maximum eigenvalue
of the graph Laplacian is bounded above by a constant for a given structure (e.g. 2-D with
neighborhood of 4).
We have proposed a tractable approximation to the (k, s) support total variation norm, which
was shown to be NP-hard. We now discuss some optimization strategies for this approximate
penalty and demonstrate several experiments showing its utility.
3.2.4 Optimization
Denoting f̂(w) as a loss function, Ωsptv(w) as given by Equation (3.2.16), and λ > 0. It
can be shown that, given appropriate parameter selection, the solution to a regularized risk
minimization of f̂(w) constrained by Ωsptv(w) ≤ λ will be equivalent to optimizing any of the
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following objectives for some regularization parameters λ1, λ2 > 0. 2
min
w
f̂(w) + λ1(‖w‖spk )
2 + λ2TV (w) (3.2.30)
min
w
f̂(w) + λ1‖w‖spk + λ2TV (w) (3.2.31)
min
w
f̂(w) + λ2TV (w) s.t. ‖w‖k ≤ λ1 (3.2.32)
We analyze several optimization strategies for optimizing the prescribed objectives: Iter-
ated FISTA with a smoothed TV (w), FISTA with an approximate computation of the
‖w‖spk + TV (w), and the Excessive Gap Method. A common concern in TV related opti-
mization is the convergence. The former two methods have previously shown good empirical
and theoretical convergence [Dohmatob et al., 2014, Dubois et al., 2014] and we describe
specifics of their implementation with our objective below. However,these approaches do not
provide optimality guarantees on the solution. For solving Equation (3.2.32) we may apply
the Excessive Gap Method, which has convergence guarantees on the duality gap. We de-
scribe the non-trivial analysis required for applying the excessive gap method on our objective,
which also requires the newly derived k-support ball projection operator in Section 3.2.4.1.
We note that this section constitutes a preliminary proposal demonstrating our objectives can
be optimized with state-of-the-art convex optimization methods. A detailed analysis of the
optimization is beyond the scope of this work, and we utilize a combination of the methods
described throughout our experiments.
In Iterated FISTA, we may utilize the proximal operator for k-support along with Nesterov
smoothing on the TV (w) term to make it differentiable [Dohmatob et al., 2014, Nesterov,
2004]. We can follow a strategy of repeatedly solving a FISTA problem with progressively
decreasing smoothing parameter on the TV (w) term as per [Dubois et al., 2014], who provide
analysis of such an approach, which they call CONESTA. This technique can be used to solve
any of Equations (3.2.31), (3.2.30), (3.2.32) given the relevant proximal mapping discussed in
Section 3.2.4.1
We can estimate the proximal operator of λ1‖w‖spk +λ2TV (w) using an accelerated proximal
gradient method in the dual, as described in Beck and Teboulle [2009], and the projection
operator onto the ‖w‖spk dual ball given in Chatterjee et al. [2014]. This allows us another
approach of directly applying FISTA, but with the inexact proximal operator in order to solve
Equation (3.2.31).
To apply the Excessive Gap Method to k-support TV regularizations we note the primal and




φ(u) where the primal
is given f(w) = f̂(w)+ max
‖u‖∞<1
{〈Dw, u〉}, and the dual is given by φ(u) = −φ̂(u)+ 〈Dw∗u, u〉+
2The proof of this statement follows from the fact that optimization subject to the intersection of two con-
straints has a Lagrangian that is exactly a regularized risk minimization with the two corresponding penalties
each with their own Lagrange multiplier.
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〈Dw, u〉+ f̂(x). We can now smooth the primal function
fµ(w) = f̂(w) + max
‖u‖∞<1
{〈Dw, u〉 − µ‖u‖2} = f̂(w) + 〈Dw, uµ(x)〉 − µ‖uµ(x)‖2
The excessive gap method now allows us to take successive approximations of fµ(x) with a
decreasing sequence of µ while maintaining a bound on the duality gap proportional to µ. To
apply the excessive gap method we need the smooth approximations uµ(x) and the gradient
mappings Tµ(x), defined in [Nesterov, 2005]. We can obtain these using the simple projection
of a vector, z, onto the `∞ ball,which we denote P‖·‖∞≤1(z), obtained by truncating all values
above magnitude 1. The relevant operations are then given by
uµ(w) = arg min
‖u‖∞≤1





Tµ(u) = arg max
‖u‖∞≤1
{








The sub-problem of finding x(u) can be solved using an accelerated projected gradient method
and the projection onto the k-support ball derived in Section 3.2.4.1.
3.2.4.1 Proximal Operators Associated With The k-support Norm
The proximal operator for (‖w‖spk )2, associated with Equation (3.2.30) is given by McDonald
et al. [2014]. The proximal operator for ‖w‖spk , associated with Equation (3.2.31), is given
by Chatterjee et al. [2014]. In turn we can obtain the projection on the dual ball using
Moreau decomposition [Parikh et al., 2014]. The projection onto the ‖w‖spk ball (proximal of
the indicator function) is not yet addressed in the literature to the best of our knowledge and
we show below how to obtain this projection. We define δCλ as the indicator function on the















where |w|↓i is the ith largest element of w. The projection onto ‖w‖
sp
k is given by:
Theorem 3.2. Given λ > 0 and x ∈ Rp, if ‖x‖spk < λ, then the projection,w∗ = proxδCλ (x),is






|x|↓, and n = l− k+ r+ 1 , and
construct the equation for βr,l:
β2Dr +
((β + 1)β(r + 1)Tr,l
n+ β(r + 1)
)2
− λ2(β + 1)2 = 0. (3.2.34)
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The projection onto the k-support ball is given by finding r, l which satisfy the conditions:
|x|↓k−r−1 >
(β + 1)Tr,l






n+ β(r + 1) ≥ |x|
↓
l+1, (3.2.35)
where β is a non-negative solution to Equation (3.2.34). Furthermore the binary search spec-
ified in Chatterjee et al. [2014, Algorithm 2] with Equation (3.2.34) can be used to find the
appropriate r and l in O(log(k) log(d-k)).




k )2. For a given β there must be a corresponding λ such that ‖w‖
sp












)2(x) in Argyriou et al. [2012b, Algorithm 1] we obtain Equation (3.2.34) when
the constraints are satisfied. Chatterjee et al. [2014, Theorem 3], holds since the constraints
are the same.
3.3 Experimental Results
We evaluate the effectiveness of the introduced penalty on signal recovery and classification
problems. We consider a sparse image recovery problem from compressed sensing, a small
training sample classification task using MNIST, an M/EEG prediction task, and classifi-
cation and recovery task for fMRI and synthetic data. We compare our regularizer against
several common regularizers (`1 and `2) and popular structured regularizers for problems with
similar structure. In recent work TV+`1, which adds the TV and `1 constraints, has been
heavily utilized for data with similar spatial assumptions [Dohmatob et al., 2014, Gramfort
et al., 2013] and is thus one of our main benchmarks. Source code for learning with the k-
support/TV regularizer is available at https://github.com/eugenium/StructuredSparsi
tyRegularization.
3.3.1 Background Subtracted Image Recovery
We apply k-support total variation regularization to a background subtracted image recon-
struction problem frequently used in the structured sparsity literature [Baldassarre et al.,
2012a, Huang et al., 2009]. We use a similar setup to Baldassarre et al. [2012a]. Here we ap-
ply m random projections to a background-subtracted image along with Gaussian noise, and
reconstruct the image using the projections and projection matrices. Our evaluation metric
for the recovery is the mean squared pixel error. For this experiment we utilize the a squared
loss function and the iterative FISTA with smoothed TV described in Section 3.2.4.
We selected 50 images from the background segmented dataset and converted them to grayscale.
We use squared loss and k-support total variation to reconstruct the original images. We com-
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Figure 3.3 – (a) Average model error for background subtracted image reconstruction for var-
ious sample sizes. (b) Image example for different methods and sample sizes. k-support/TV
regularization gives the best recovery error for 216 samples, and gives smoother recovery
results than the other methods for both sample sizes.
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pute normalized recovery error for different number of samplesm and compare our regularizer
to LASSO, TV+`1, and StructOMP. The latter is a structured regularizer which performs
best on this problem in Huang et al. [2009]. The average normalized recovery error is shown
for different sample sizes in Figure 3.3.1(a). We used a separate set of images to set the
parameters for each method.
In terms of recovery error we note that k-support total variation substantially outperforms
LASSO and TV+`1, and outperforms StructOMP for low sample sizes. Further examination
of the images reveals other advantages of the k-support total variation regularizer. An ex-
ample for one image recovery scenario is shown at 2 different sample sizes in Figure 3.3.1(b).
Here we can see that at low sample sizes StructOMP and LASSO can completely fail in terms
of creating a visually coherent reconstruction of the image. TV+`1 recovery at the low sample
size improves upon the latter methods, producing smooth regions, but still not resembling
the human shape pictured in the original image. k-support total variation has better visual
quality at this low sample complexity, due to its ability to retain multiple groups of correlated
variables in addition to the smoothness prior. For the case of a larger number of samples,
illustrated by the bottom row of Figure 3.3.1(b), we note that although the recovery perfor-
mance of StructOMP is better (lower error), the visual quality of the k-support total variation
regualrizer produces smoother and more coherent image segments.
3.3.2 Low Sample Complexity MNIST Classification
We consider a simple classification problem using the MNIST data set [LeCun and Cortes,
2010]. We select a very small subset of data to train with in order to demonstrate the
effectiveness of our regularizer. We train a one versus all classifier for each digit. In the case
of each digit we take 9 negative training samples, one from each other digit, and 9 positive
training samples of the digit. We use a validation set consisting of 8000 examples to perform
parameter selection. We use a regularized risk function consisting of the form (3.2.30) and
logistic loss. Optimization for a single parameter setting took on the order of one second for
a MatLab implementation on a 2.8 GHz core. We choose the best model parameters from








N }, where N is the training
set size. Here d corresponds to the image size (28 × 28) and the cases k = 1 and k = d
correspond the `1 and `2 norm, respectively, when λ2 = 0. We test on the entire MNIST
test set of 10000 images. We optimize a logistic loss function combined with our k-support
total variation norm and compare to results from `1, `2, k-support norm, and TV/`1 penalties
combined with logistic loss. We perform optimization using FISTA on the k-support norm
[Argyriou et al., 2012b, Nesterov, 2004] and a smoothing applied to the total variation. For
the graph structure, specified byD, we use a grid graph with each pixel having a neighborhood
consisting of the 4 adjacent pixels. We obtain surprisingly high classification accuracy using
just 18 training examples. The results in Table 3.1 show classification accuracy for each
one versus all classifier and the average of the classifiers. In all but two cases the k-support
TV norm outperforms the other regularizers. We note that for the digit 9 classification the
difference between the best classifier and k-support/TV is not statistically significant
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Class. `1 `2 KS `1+TV KS+TV
D0 93.62± .01 93.49± .01 93.68± .02 96.22± .01 96.27± .01
D1 90.1± .02 89.56± .02 90.08± .02 90.57± .02 92.18± .02
D2 78.28± .03 77.28± .03 78.25± .03 81.47± .02 81.39± .03
D3 68.58± .02 68.05± .02 68.60± .02 71.63± .02 73.25± .02
D4 83.81± .01 82.55± .01 83.76± .01 84.69± .01 84.79± .01
D5 73.7± .03 73.2± .02 73.69± .03 74.52± .02 74.95± .02
D6 93.48± .01 93.37± .01 93.51± .01 93.71± .01 94.08± .01
D7 88.88± .02 87.21± .02 88.85± .02 91.67± .01 92.59± .01
D8 70.79± .02 72.07± .03 72.75± .02 73.23± .02 73.10± .02
D9 85.48± .02 85.61± .02 85.49± .02 85.5± .03 85.60± .03
Table 3.1 – Accuracy for One versus All classifiers on MNIST using only 18 training examples
and standard error computed on the test set. In all but two cases, k-support/TV regulariza-
tion gives the best performance with significance. For digit ’9’ k-support/TV regularization
is statistically tied for best performance.
3.3.3 M/EEG Prediction
We apply k-support total variation regularization to an M/EEG prediction problem from Backus
et al. [2011], Zaremba et al. [2013], using the preprocessing from Zaremba et al. [2013]. This
results in data samples with 60 channels, each consisting of a time-series presumed to be
independent across channels. Following Zaremba et al. [2013] we report results for subject 8
from this dataset. For the total variation graph structure, we impose constraints for adjacent
samples within each channel, while values from different channels are not connected within
the graph. In the original work a latent variable SVM with delay parameter h is used to
improve alignment of the samples. We consider only the case for h = 0, which reduces to
the standard SVM. To directly compare our results we utilize hinge loss with a constant C of






max{0, 1− yi〈w, xi〉}+ (1− λ)(‖w‖spk )
2 + λ‖Dw‖1 (3.3.1)
Where λ allows us to easily trade off between k-support and total variation norms, while
maintaining a fixed weight for our regularizer comparable to Zaremba et al. [2013]. We use
k = 2500 (approximately 80% of the dimensions) and λ = 0.1. Table 3.2 shows the mean
and standard deviation for the classification accuracy. We use the same partitioning of the
data as described in [Zaremba et al., 2013], and on average obtain an improvement over the
original results. We note that TV+`1 regularization has relatively poor performance. We
hypothesize this is because the data used is very noisy and not very sparse.
3.3.4 Prediction and Identification in fMRI analysis
In this section we demonstrate the advantages of our sparse regularization method in the
analysis of fMRI neuro-imaging data. Brain activation in response to stimuli is normally
assumed to be sparse and locally contiguous, thus our proposed regularizer is ideal for de-
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Classifier Mean Acc. Acc std.
SVM [Zaremba et al., 2013] 65.44% 2.29%
ksp-TV SVM 66.84% 3.42%
TV-`1 SVM 60.70% 4.66%
Table 3.2 – M/EEG accuracy for SVM, k-support total variation regularized SVM, and TV+`1
regularized SVM computed over 5 folds. k-support/TV regularization yields the best results
on average.
scribing our prior assumptions on this signal. An important aspect of analysing fMRI data
is the ability to demonstrate how the predictive variables identified as important by an es-
timator correspond to relevant brain regions. Regularized risk minimization is one of few
approaches which can handle the multivariate nature of this problem. However, in the pres-
ence of many highly correlated variables, such as those in brain regions with many adjacent
voxels being activated by a stimulus, using sparse regularization alone there may be many
possible solutions with near equivalent predictive performance for small training sample size.
Furthermore, from a practical standpoint, overly sparse solutions can be difficult to interpret
when attempting to determine an implicated brain region. Thus regularization here allows
us to not only converge to a good solution with lower sample complexity, but obtain more
interpretable models from amongst the space of solutions with good prediction. Related to
interpretability is solution stability, solutions which are more stable under different samples
of training data, with regards to implicated voxels/regions allow the practitioner to make a
more trustworthy interpretations of the model [Misyrlis et al., 2014a, Yan et al., 2014]. We
evaluate our approach taking all these factors into account.
We first analyze our method using a synthetic simulation of a signal similar to brain activation
patterns. This gives us the opportunity to assess the true support recovery performance, which
we cannot obtain with real data. We then analyze a popular block-design fMRI dataset from
a study on face and object representation in the human ventral temporal cortex [Dohmatob
et al., 2014] and perform experiments on predicting and in turn utilizing the predictive models
for identifying the relevant regions of interest. We attempt to classify scans taken when a user
is shown a pair of scissor vs. when they observe scrambled pixels. We demonstrate that we
can obtain improved accuracy, solution interpretability, and stability characteristics compared
to previously applied sparse regularization methods incorporating spatial priors. For these
experiments we use logistic loss and the TVI(w) penalty, which has been shown to work better
in fMRI analysis. Optimization is done using FISTA and estimated proximal operator. As
our baseline we focus on TV+`1 which has been recently popularized for fMRI applications
as well as TV+`1+`2, which has been considered in structural MRI [Dubois et al., 2014].
We consider the estimation of an ideal weight vector with both spatial correlation and sparsity
similar to brain activation patterns with spatial correlations between neurons which are active
and not-active and the activated neurons often occuring in adjacent regions of the brain. We
construct a 25x25 image with 84% of coefficients set to zero. The non-sparse portion of the
image corresponds to Gaussian blobs. This image will serve as a set of parameters w we
wish to recover. Figure 3.4 shows this ideal parameter vector. We construct data samples
EXPERIMENTAL RESULTS 43
X = Y w+ε. Where Y is a sample from {−1, 1} and ε is Gaussian noise. We take 150 training
samples, 100 validation samples, and 1000 test samples. We consider a binary classification
setting using only `1, `2, or k-support regularizers, Smooth-Lasso [Hebiri et al., 2011], TV+`1
regularizer, TV+`1+`2, and our k-support TV regularizer. For each of these scenarios we
perform model selection using grid search and select the model with the highest accuracy on
the validation set. We repeat this experiment with a new set of training, validation, and test
samples 15 times so that we may obtain statistical significance results. The test set accuracy
results for each method are shown in Table 3.4. For each competing method we perform a
Wilcoxon signed-rank test against the k-support total variation results. In all listed cases the
test rejects the null hypothesis (at a significance level of p < 0.05) that the samples come from
the same distribution. We assess the support recovery of competing method by measuring
the area under the precision-recall curve for different support thresholds. Finally we measure
stability using Pearson correlation between weight vectors from different trials.
Test Acc. Supp.
Description (p-value) Recovery Stability
`2 67.8%(7E-4) 0.388 0.173
`1 68.4%(7E-4) 0.377 0.220
k-support 68.1%(7E-4) 0.398 0.217
Smooth-LASSO 77.0%(7E-4) 0.407 0.464
TV+`1 80.2%(9E-3) 0.739 0.620
TV+`1+`2 81.5%(2E-2) 0.796 0.688
k-support/TV 82.2% 0.816 0.719
Table 3.3 – Average test accuracy, support recovery, and test accuracy results for 15 trials of
synthetic data along with p-value for a Wilcoxon signed-rank test performed for each method
against the k-support/TV result, below 0.05 for all cases. k-support/TV has both the highest
accuracy, highest support recovery as well as the highest stability. Here stability is measured
by average pairwise Pearson correlation between folds.
In Figure 3.4 we visualize the weight vector and precision-recall curve produced by the various
regularization methods for one trial. We can see that in Figure 3.4 the k-support norm alone
does a poor job at reconstructing a model with any of these local correlations in place. The
Smooth-Lasso, TV+`1 and TV+`1+`2 regularizers do a substantially better job at indicating
the areas of interest for this task but the k-support/TV regularizer produces more precise
regions with fewer spurious patterns and substantially better classification accuracy and sup-
port recovery. We can see an additional advantage of the k-support/TV regularizer over the
other methods in terms of stability of the results across trials. Figure 3.4(c) also shows the
effectiveness of the k-support/TV regularizer for varying target weight vectors.
In the analysis of fMRI data we are often concerned with using the estimator to identify the
predictive regions. Specifically the linear model is often mapped back to a brain volume and
used for analysis. In this context regularization can not only improve predictive performance,
but it can provide more interpretable brain maps. We prefer solutions which clearly indicate
the areas of interest. Well converged TV + `1 solutions can overemphasize the sparsity. With
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the k variable we can encourage a less sparse solution, that may be more interpretable and
include more highly correlated variables. Figure 3.5 shows this effect for maps of varying k
values (note that k = 1 corresponds to TV + `1).
We note that unlike the elastic-net penalty the k in k-support has an interpretable parameter
setting for mixing sparsity and `2. We can interpret the k in our regularizer as an estimate of
the number of voxel locations active in the brain. Thus we can set k based on prior knowledge.
We fix the value of k to 500 representing approximately 2% sparsity, this allows us to directly
compare to the state of the art method for sparse regularization in fMRI, TV + `1, with an
equal sized search space in model-selection. Below we show the accuracy and stability results
for TV + `1, TV + `1 + `2, and our TV+k-support.
Description Test Acc. (p-value) Stability
TV+`1 84.72 (8E-4) 0.132
TV+`1+`2 86.06 (0.15) 0.186
k-support/TV 87.91 0.415
Table 3.4 – Average test accuracy results for 20 trials along with p-value for a Wilcoxon signed-
rank test performed for each method against the k-support/TV result. Solution stability is
measured by averaging pairwise Spearman correlations between solutions from different folds
of training data. We note that our accuracy is statistically significantly better than TV+`1
and we do much better in terms of solution stability.
Since the size of the data is small we often have equivalent average accuracies in model selec-
tion, we break ties based on intra-fold stability as measured by average pairwise Spearman
correlations of the resulting weight vectors. Our result beats TV + `1 in terms of accuracy
. Compared to TV + `1 + `2 we have better classification accuracy, but not with a high
statistical significance, however we obtain much more stable solutions and have more inter-
pretable parameter settings. We describe another advantage of our approach compared to
the competing methods below.
An additional issue in interpreting brain maps is where to threshold. Many sparse regularizers,
even those such as `1 only have asymptotic guarantees for sparse solutions; in practice we
threshold values at a specific value. This is particularly problematic when we add TV into
the objective. Here we suggest a heuristic motivated by the properties of the k-support norm.
As we can see in Equation (3.2.33) the k-support norm can be shown to a combination of `2
penalties on the highest magnitude k − r − 1 terms and `1 penalty applied to the rest. Here









Empirically we can show that the value of k − r − 1 for the solution grows from 0 as the
optimization progress as seen in Figure 3.5. This can be loosely interpreted as the algorithm
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starting with `1 optimization,which attempts to push variables to zero, but as we progress
we have flexibility to move onto parts of the k-support ball where specific key variables fall
into the `2 term, while we still attempt to squash the remaining terms with `1. This property
of the optimization of our penalty implies a visualization heuristic for the final solution of
taking the top k − r − 1 variables. Another view on this heuristic comes from the implicit
delineation implied by Equation (3.3.4). For k much smaller than d and k−r−1 greater than
0 the definition of r implies the k− r− 1th largest magnitude parameter will be a large factor
(d−k+r1+r ) bigger than the mean of the rest of the parameters below it. Figure 3.3.4 illustrates
thresholding based on a fixed threshold value and our heuristic of thresholding based on the
final k − r − 1 value in k-support TV optimization.
3.4 Conclusions
We have introduced a novel norm that incorporates spatial smoothness and correlated sparsity.
This norm, called the (k, s) support total variation norm, extends both the total variation
penalty which is a standard in image processing and the recently proposed k-support norm
from machine learning. The (k, s) support TV norm is the tightest convex penalty that
combines sparsity, `2 and total variation constraints jointly. We have derived a variational
form for this norm for arbitrary graph structures. We have also expressed the dual norm
as a combinatorial optimization problem on the graph. This graph problem is shown to be
NP-hard motivating the use of a relaxation, which is shown to be equivalent to the weighted
combination of a k-support norm and a total variation penalty. We have shown that this norm
approximates the (k, s) support TV norm within a factor that depends on properties of the
graph as well as on the parameters k and s, and that this bound scales well for grid structured
graphs. Moreover, we have demonstrated that joint k support and TV regularization can be
applied on a diverse variety of learning problems, such as classification with small samples,
neural imaging and image recovery. These experiments have illustrated the utility of penalties
combining k-support and total variation structure on problems where spatial structure, feature
selection and correlations among features are all relevant. We have shown that this penalty
has several unique properties that make it an excellent tool analysis of fMRI data. Some of
our additional contributions include a generalized formulation of the dual norm of a norm
which is the infimal convolution of norms, the first algorithm for projecting onto the k-support
norm ball, and first analysis that notes interesting practical properties of the r variable of the
k-support norm.
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Original L2 Acc:64.50% L1 Acc:66.40% KSup Acc:65.60%
SLASSO Acc:76.40% TV_L1 Acc:79.40% L1L2TV Acc:81.10% KsupTV Acc:81.40%
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Figure 3.4 – (a) (left top to bottom right) ideal weight vector, weight vector obtained with `1,
`2, k-support norm, TV+`1, and k-support/TV regularizer, and weight vector with combined
total variation and k-support norm regularizer. The k-support/TV regularization gives the
highest accuracy, support recovery, stability, and most closely approximates the target pat-
tern. (b) Illustrates the improved precision-recall for k-support/TV versus the other methods
on the support recovery for different thresholds. (c) Recovered support for varying ideal
weight vector. This demonstrates that the k-support/TV regularization works well for a wide
range of sparsity, correlation, and smoothness.
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Figure 3.5 – Output map for k=1 (TV-`1), k=50, and k=500, in each case the Lateral Occipital
Cortex is indicated, Objective value of TV+k-support (k=500) and k− r− 1 over iterations.
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Figure 3.6 – Output map for fixed thresholding and thresholding based on converged k−r−1
value
Chapter 4
Testing for Differences in Gaussian
Graphical Models: Applications to
Brain Connectivity
In this Chapter we introduce the use of Gaussian Graphical Models for determining
functional connectivity. We identify the difference connectivity problem and the role of
determining significance results on edges. We propose a hypothesis test which can be used
in this setting.
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4.1 Introduction
Gaussian graphical models describe well interactions in many real-world systems. For in-
stance, correlations in brain activity reveal brain interactions between distant regions, a pro-
cess know as functional connectivity. Functional connectivity is an interesting probe on brain
mechanisms as it persists in the absence of tasks (the so-called “resting-state”) and is thus
applicable to study populations of impaired subjects, as in neurologic or psychiatric diseases
[Castellanos et al, 2013]. From a formal standpoint, Gaussian graphical models are well suited
to estimate brain connections from functional Magnetic Resonance Imaging (fMRI) signals
[Smith et al., 2011, Varoquaux et al., 2010]. A set of brain regions and related functional
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connections is then called a functional connectome [Castellanos et al, 2013, Varoquaux and
Craddock, 2013]. Its variation across subjects can capture cognition [Richiardi et al., 2011,
Shirer et al., 2012] or pathology [Castellanos et al, 2013, Kelly et al., 2012]. However, the
effects of pathologies are often very small, as resting-state fMRI is a weakly-constrained and
noisy imaging modality, and the number of subjects in a study is often small given the cost
of imaging. Statistical power is then a major concern [Button et al., 2013]. The statistical
challenge is to increase the power to detect differences between Gaussian graphical models in
the small-sample regime.
In these settings, estimation and comparison of Gaussian graphical models fall in the range of
high-dimensional statistics: the number of degrees of freedom in the data is small compared
to the dimensionality of the model. In this regime, sparsity-promoting `1-based penalties can
make estimation well-posed and recover good estimation performance despite the scarcity of
data [Bühlmann and van de Geer, 2011, Danaher et al., 2014, Friedman et al., 2008, Mein-
shausen and Bühlmann, 2006, Tibshirani, 1996b]. These encompass sparse regression methods
such as the lasso or recovery methods such as basis pursuit, and can be applied to estimation
of Gaussian graphical models with approaches such as the graphical lasso [Friedman et al.,
2008]. There is now a wide body of literature which demonstrates the statistical properties of
these methods [Bühlmann and van de Geer, 2011]. Crucial to applications in medicine or neu-
roscience, recent work characterizes the uncertainty, with confidence intervals and p-values,
of the parameters selected by these methods [G’Sell et al., 2013, Janková and van de Geer,
2015, Javanmard and Montanari, 2014, Lockhart et al., 2014]. These works focus primarily
on the lasso and graphical lasso.
Approaches to estimate statistical significance on sparse models fall into several general cat-
egories: (a) non-parameteric sampling based methods which are inherently expensive and
have difficult limiting distributions [Bühlmann and van de Geer, 2011, Da Mota et al., 2014,
Narayan and Allen, 2015], (b) characterizations of the distribution of new parameters that
enter a model along a regularization path [G’Sell et al., 2013, Lockhart et al., 2014], or (c) for
a particular regularization parameter, debiasing the solution to obtain a new consistent esti-
mator with known distribution [Janková and van de Geer, 2015, Javanmard and Montanari,
2014, Van de Geer et al., 2014]. While some of the latter work has been used to characterize
confidence intervals on network edge selection, there is no result, to our knowledge, on the
important problem of identifying differences in networks. Here the confidence on the result is
even more critical, as the differences are the direct outcome used for neuroscience research or
medical practice, and it is important to provide the practitioner a measure of the uncertainty.
Here, we consider the setting of two datasets known to have very similar underlying signals,
but which individually may not be very sparse. A motivating example is determining the
difference in brain networks of subjects from different groups: population analysis of connec-
tomes [Kelly et al., 2012, Varoquaux and Craddock, 2013]. Recent literature in neuroscience
[Markov et al., 2013] has suggested functional networks are not sparse. On the other hand,
differences in connections across subjects should be sparse. Indeed the link between functional
and anatomical brain networks [Honey et al., 2009] suggests they should not differ drastically
from one subject to another. From a neuroscientific standpoint we are interested in deter-
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mining which edges between two populations (e.g. autistic and non-autistic) are different.
Furthermore we want to provide confidence-intervals on our results. We particularly focus
on the setting where one dataset is larger than the other. In many applications it is more
difficult to collect one group (e.g. individuals with specific pathologies) than another.
We introduce an estimator tailored to this goal: the debiased multi-task fused lasso. We show
that, when the underlying parameter differences are indeed sparse, we can obtain a tractable
Gaussian distribution for the parameter difference. This closed-form distribution underpins
accurate hypothesis testing and confidence intervals. We then use the relationship between
nodewise regression and the inverse covariance matrix to apply our estimator to learning
differences of Gaussian graphical models.
This Chapter is organized as follows. In Section 4.2 we review previous work on learning
of GGMs and the debiased lasso. Section 4.3 discusses a joint debiasing procedure that
specifically debiases the difference estimator. In Section 4.3.1 we introduce the debiased
multi-task fused lasso and show how it can be used to learn parameter differences in linear
models. In Section 4.3.2, we show how these results can be used for GGMs. In Section 4.4
we validate our approach on synthetic and fMRI data.
4.2 Debiased Lasso and Structure Learning
Debiased Lasso A central starting point for our work is the debiased lasso [Javanmard and
Montanari, 2014, Van de Geer et al., 2014]. Here one considers the linear regression model,
Y = Xβ+ ε, with data matrix X and output Y , corrupted by ε ∼ N(0, σ2ε I) noise. The lasso
estimator is formulated as follows:




‖Y −Xβ‖2 + λ‖β‖1. (4.2.1)
The KKT conditions give k̂λ = 1nX
T (Y −Xβ), where k̂ is the subgradient of λ‖β‖1. The
debiased lasso estimator [Javanmard and Montanari, 2014, Van de Geer et al., 2014] is then
formulated as β̂λu = β̂λ + M k̂λ for some M that is constructed to give guarantees on the
asymptotic distribution of β̂λu . Note that this estimator is not strictly unbiased in the finite
sample case, but has a bias that rapidly approaches zero (w.r.t. n) if M is chosen appro-
priately, the true regressor β is indeed sparse, and the design matrix satistifes a certain
restricted eigenvalue property [Javanmard and Montanari, 2014, Van de Geer et al., 2014].
We decompose the difference of this debiased estimator and the truth as follows:
β̂λu − β =
1
n
MXT ε− (M Σ̂− I)(β̂ − β). (4.2.2)
The first term is Gaussian and the second term is responsible for the bias. Using Holder’s
inequality the second term can be bounded by ‖M Σ̂− I‖∞‖β̂ − β‖1. The first part of which
we can bound using an appropriate selection of M while the second part is bounded by our
implicit sparsity assumptions coming from lasso theory [Bühlmann and van de Geer, 2011].
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Two approaches from the recent literature discuss how one can select M to appropriately
debias this estimate. In Van de Geer et al. [2014] it suffices to use nodewise regression to
learn an inverse covariance matrix which guarantees constraints on ‖M Σ̂ − I‖∞. A second
approach by Javanmard and Montanari [2014] proposes to solve a quadratic program to
directly minimize the variance of the debiased estimator while constraining ‖M Σ̂ − I‖∞ to
induce sufficiently small bias.
Intuitively the construction of β̂λu allows us to trade variance and bias via the M matrix. This
allows us to overcome a naive bias-variance tradeoff by leveraging the sparsity assumptions
that bound ‖β̂ − β‖1. In the sequel we expand this idea to the case of debiased parameter
difference estimates and sparsity assumptions on the parameter differences.
In the context of GGMs, the debiased lasso can gives us an estimator that asymptotically
converges to the partial correlations. As highlighted by Waldorp [2014] we can thus use
the debiased lasso to obtain difference estimators with known distributions. This allows us
to obtain confidence intervals on edge differences between Gaussian graphical models. We
discuss this further in the sequel.
Gaussian Graphical Model Structure Learning A standard approach to estimating
Gaussian graphical models in high dimensions is to assume sparsity of the precision matrix
and have a constraint which limits the number of non-zero entries of the precision matrix.
This constraint can be achieved with a `1-norm regularizer as in the popular graphical lasso
[Friedman et al., 2008]. Many variants of this approach that incorporate further structural
assumptions have been proposed [Danaher et al., 2014, Honorio and Samaras, 2010, Mohan
et al., 2012].
An alternative solution to inducing sparsity on the precision matrix indirectly is neighborhood
`1 regression from Meinshausen and Bühlmann [2006]. Here the authors make use of a long
known property that connects the entries of the precision matrix to the problem of regression
of one variable on all the others [Marsaglia, 1964]. This property is critical to our proposed
estimation as it allows relating regression models to finding edges connected to specific nodes
in the GGM.
GGMs have been found to be good at recovering the main brain networks from fMRI data
[Smith et al., 2011, Varoquaux et al., 2010]. Yet, recent work in neuroscience has showed that
the structural wiring of the brain did not correspond to a very sparse network [Markov et al.,
2013], thus questioning the underlying assumption of sparsity often used to estimate brain
network connectivity. On the other hand, for the problem of finding differences between
networks in two populations, sparsity may be a valid assumption. It is well known that
anatomical brain connections tend to closely follow functional ones [Honey et al., 2009]. Since
anatomical networks do not differ drastically we can surmise that two brain networks should
not differ much even in the presence of pathologies. The statistical method we present here
leverages sparsity in the difference of two networks, to yield well-behaved estimation and
hypothesis testing in the low-sample regime. Most closely related to our work, Zhao et al.
[2014] recently considers a different approach to estimating difference networks, but does not
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consider assigning significance to the detection of edges.
4.3 Debiased Difference Estimation
In many applications one may be interested in learning multiple linear models from data that
share many parameters. Situations such as this arise often in neuroimaging and bioinformatics
applications. We can often improve the learning procedure of such models by incorporating
fused penalties that penalize the ‖ · ‖1 norm of the parameter differences or ‖ · ‖1,2 which
encourages groups of parameters to shrink together. These methods have been shown to sub-
stantially improve the learning of the joint models. However, the differences between model
parameters, which can have a high sample complexity when there are few of them, are often
pointed out only in passing [Chen et al., 2011, Danaher et al., 2014, Honorio and Samaras,
2010]. On the other hand, in many situations we might be interested in actually under-
standing and identifying the differences between elements of the support. For example when
considering brain networks of patients suffering from a pathology and healthy control sub-
jects, the difference in brain connectivity may be of great interest. Here we focus specifically
on accurately identifying differences with significance.
We consider the case of two tasks (e.g. two groups of subjects), but the analysis can be easily
extended to general multi-task settings. Consider the problem setting of data matrices X1
and X2, which are n1 × p and n2 × p, respectively. We model them as producing outputs Y1
and Y2, corrupted by diagonal gaussian noise ε1 and ε2 as follows
Y1 = X1β1 + ε1, Y2 = X2β2 + ε2 (4.3.1)
Let S1 and S2 index the elements of the support of β1 and β2, respectively. Furthermore the
support of β1 − β2 is indexed by Sd and finally the union of S1 and S2 is denoted Sa. Using
a squared loss estimator producing independent estimates β̂1, β̂2 we can obtain a difference
estimate β̂d = β̂1− β̂2. In general if Sd is very small relative to Sa then we will have a difficult
time to identify the support Sd. This can be seen if we consider each of the individual
components of the prediction errors. The larger the true support Sa the more it will drown
out the subset which corresponds to the difference support. This can be true even if one uses `1
regularizers over the parameter vectors. Consequently, one cannot rely on the straightforward
strategy of learning two independent estimates and taking their difference. The problem is
particularly pronounced in the common setting where one group has fewer samples than the
other. Thus here we consider the setting where n1 > n2 and possibly n1  n2.
Let β̂1 and β̂2 be regularized least squares estimates. In our problem setting we wish to obtain
confidence intervals on debiased versions of the difference β̂d = β̂1− β̂2 in a high-dimensional
setting (in the sense that n2 < p), we aim to leverage assumptions about the form of the
true βd, primarily that it is sparse, while the independent β̂1 and β̂2 are weakly sparse or not
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‖Y2 −X2β2‖2 +R(β1, β2) (4.3.2)
We note that the differentiating and using the KKT conditions gives
k̂λ = k̂1 + k̂2 =
1
n1
XT1 (Y −X1β1) +
1
n2
XT2 (Y −X2β2) (4.3.3)
where k̂λ is the (sub)gradient of R(β1, β2). Substituting Equation (4.3.1) we can now write
Σ̂1(β̂1 − β1) + k̂1 =
1
n1




We would like to solve for the difference β̂1 − β̂2 but the covariance matrices may not be
invertible. We introduce matrices M1 and M2, which will allow us to isolate the relevant
term. We will see that in addition these matrices will allow us to decouple the bias and
variance of the estimators.












subtracting these and rearranging we can now isolate the difference estimator plus a term we
add back controlled by M1 and M2










2 ε2 −∆ (4.3.6)
∆ = (M1Σ̂1 − I)(β̂1 − β1)− (M2Σ̂2 − I)(β̂2 − β2) (4.3.7)
Denoting βd := β1 − β2 and βa := β1 + β2, we can reformulate ∆:
∆ = (M1Σ̂1 − I + M2Σ̂2 − I)2 (β̂d − βd) +
(M1Σ̂1 −M2Σ̂2)
2 (β̂a − βa) (4.3.8)







We can now overcome the limitations of simple bias variance trade-off by using an appropriate
regularizer coupled with an assumption on the underlying signal β1 and β2. This will in turn
make ∆ asymptotically vanish while maximizing the variance.




2 ‖M1Σ̂1 + M2Σ̂2 − 2I‖∞︸ ︷︷ ︸
µ1
‖β̂d − βd‖1︸ ︷︷ ︸
ld
+12 ‖M1Σ̂1 −M2Σ̂2‖∞︸ ︷︷ ︸
µ2
‖β̂a − βa‖1︸ ︷︷ ︸
la
(4.3.10)
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We can control the maximum bias by selecting M1 and M2 appropriately. If we use an
appropriate regularizer coupled with sparsity assumptions we can bound the terms la and
ld and use this knowledge to appropriately select M1 and M2 such that the bias becomes
neglibile. If we had only the independent parameter sparsity assumption we can apply the
results of the debiased lasso and estimate M1 and M2 independently as in Javanmard and
Montanari [2014]. In the case of interest where β1 and β2 share many weights we can do better
by taking this as an assumption and applying a sparsity regularization on the difference by
adding the term λ2‖β1−β2‖1. Comparing the decoupled penalty to the fused penalty proposed
we see that ld would decrease at a given sample size. We now show how to jointly estimate
M1 and M2 so that ‖∆‖∞ becomes negligible for a given n, p and sparsity assumption.
4.3.1 Debiasing the Multi-Task Fused Lasso
Motivated by the inductive hypothesis from neuroscience described above we introduce a
consistent low-variance estimator, the debiased multi-task fused lasso. We propose to use the
following regularizer R(β1, β2) = λ1‖β1‖1 + λ1‖β2‖1 + λ2‖β1 − β2‖1. This penalty has been
referred to in some literature as the multi-task fused lasso [Chen et al., 2011]. We propose
to then debias this estimate as shown in (4.3.6). We estimate the M1 and M2 matrices by









s.t. ‖M1Σ̂1 + M2Σ̂2 − 2I‖∞ ≤ µ1, ‖M1Σ̂1 −M2Σ̂2‖∞ ≤ µ2
This directly minimizes the variance, while bounding the bias in the constraint. We now show
how to set the bounds. The following analysis is used to show the conditions under which
the debias multi-task fused lasso achieves a negligible bias.






Lemma 4.1. (Basic Inequality) ‖XN (β̂−β)‖22+λ1‖β̂‖1+λ2‖β̂d‖ ≤ 2εTXN (β̂−β)+λ1‖β‖1+
λ2‖βd‖1
This follows from the fact that β̂ is the minimizer of the fused lasso objective.
The term, εTXN (β̂ − β), commonly known as the empirical process term [Bühlmann and
van de Geer, 2011] can be bound as follows:
2|εTXN (β̂ − β)| = 2|εT1 X1(β̂1 − β1)/n1 + εT2 X2(β̂2 − β2)/n2| ≤









Where we utilize holder’s inequality in the last line. We define the random event F for which








1 /n1| ≤ λ0. furthermore we can
select 2λ0 ≤ λ1
56 TESTING FOR DIFFERENCES IN GAUSSIAN GRAPHICAL MODELS: APPLICATIONS TO BRAIN CONNECTIVITY
Lemma 4.2. Suppose Σ̂j,j = 1 for both X1 and X2 then we have for all t > 0 and n1 > n2
λ0 = 2σ2
√
t2 + log p
n2
(4.3.12)
P (F) = 1− 2 exp(−t2/2) (4.3.13)
Proof: This follows directly from the [Bühlmann and van de Geer, 2011, Lemma 6.2] and
taking n1 > n2.
This allows us to get rid of the empirical process term on F , with an appropriate choice of
λ1.
Given a set, S, denote βS the vector of equal size to β but all elements not in S set to zero.
We can now show the following
Lemma 4.3. We have on F with λ1 ≥ 2λ0
2‖XN (β̂ − β)‖22 + λ1‖β̂Sc1,2‖1 + 2λ2‖β̂d,Scd‖1
≤ 3λ1‖β̂S1,2 − βS1,2‖1 + 2λ2‖β̂d,Sd − βd,Sd‖1 (4.3.14)
Proof: Following [Bühlmann and van de Geer, 2011, Lemma 6.3] we start with the basic
inequality on F . Which gives
2‖XN (β̂ − β)‖22 + 2λ1‖β̂‖1 + 2λ2‖β̂d‖
≤ λ1‖β̂ − β‖1 + 2λ1‖β‖1 + 2λ2‖βd‖1 (4.3.15)
Since we assume the truth is in fact sparse,
‖β̂d − βd‖1 = ‖β̂d,Sd − βd,Sd‖1 + ‖β̂d,SCd ‖1 (4.3.16)
‖β̂ − β‖1 = ‖β̂S1,2 − βS1,2‖1 + ‖β̂SC1,2‖1 (4.3.17)
Furthermore,
‖β̂‖1 ≥ ‖βS1,2‖1 − ‖β̂S1,2 − βS1,2‖1 + ‖β̂SC1,2‖1 (4.3.18)
‖β̂d‖1 ≥ ‖βd,Sd‖1 − ‖β̂d,Sd − βd,Sd‖1 + ‖β̂d,SCd ‖1 (4.3.19)
Substituting (4.3.18), (4.3.19), and (4.3.17) into (4.3.15) and rearranging completes the proof.
From the lemma above we can now formulate the following the bounds in (4.3.20)
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and λ2 = O(λ1). Denote sd the difference sparsity, s1,2
the parameter sparsity |S1| + |S2|, c > 1,a > 1, and 0 < m  1. When the compatibility
condition [Bühlmann and van de Geer, 2011, Ganguly and Polonik, 2014] holds the following










Proof: We first consider the bound associated with la
λ1‖β̂a − βa‖1 ≤ λ1‖β̂S1,2 − βS1,2‖1 + λ1‖β̂Sc1,2‖1 ≤





s1,2‖β̂S1,2 − βS1,2‖2 + 2λ2
√
sd‖β̂Sd − βSd‖2
−2‖XN (β̂ − β)‖22 (4.3.22)
Invoking the compatibility assumption [Bühlmann and van de Geer, 2011, Ganguly and











‖XN (β̂ − β)‖2










The bound u2 now follows by inverting the expression shown and adding a factor of nm2 where
m 1.
Now we consider the bound for ld.
λ2‖β̂d − βd‖1 = λ2‖β̂d,S − βd,S‖1 + λ2‖β̂d,Sc‖1 (4.3.25)
≤ 2λ2‖β̂d,S − βd,S‖1 + 3λ1‖β̂S1,2 − βS1,2‖1/2 (4.3.26)
−‖XN (β̂ − β)‖22 − λ1‖β̂Sc1,2‖1/2 (4.3.27)
In the domain of interest n1  n2 if we select λ2 = O(λ1) we can see the relevant terms related
to the parameter support become small with respect to terms with S1,2. Thus the error on the
difference should dominate. In this region we can have 3λ1‖β̂S1,2−βS1,2‖1/2−λ1‖β̂Sc1,2‖1/2 ≤
cλ2‖β̂d,S − βd,S‖1 where c > 0.
λ2‖β̂d − βd‖1 ≤ 2λ2‖β̂d,S − βd,S‖1 − ‖XN (β̂ − β)‖22 (4.3.28)
≤ 2cλ2
√
sd‖β̂d,S − βd,S‖2 − ‖XN (β̂ − β)‖22 (4.3.29)
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Invoking the compatibility assumption [Bühlmann and van de Geer, 2011]
≤ 2cλ2
√




+ ‖XN (β̂ − β)‖22 − ‖XN (β̂ − β)‖22 (4.3.31)
Thus ‖β̂d − βd‖1 ≤ c
2λ2sd
φ2min
and use of the bound prescribed gives ldu1 = o(1).
Using the prescribed Ms obtained with (4.3.11) and 4.3.20 we obtain an unbiased estimator
given by (4.3.6) with variance (4.3.9)
4.3.2 GGM Difference Structure Discovery with Significance
The debiased lasso and the debiased multi-task fused lasso, proposed in the previous section,
can be used to learn the structure of a difference of Gaussian graphical models and to provide
significance results on the presence of edges within the difference graph. We refer to these
two procedures as Difference of Neighborhoods Debiased Lasso Selection and Difference of
Neighborhoods Debiased Fused Lasso Selection.
We recall that the conditional independence properties of a GGM are given by the zeros of
the precision matrix and these zeros correspond to the zeros of regression parameters when
regressing one variable on all the other. By obtaining a debiased lasso estimate for each node
in the graph, Waldorp [2014] notes this leads to a sparse unbiased precision matrix estimate
with a known asymptotic distribution. Subtracting these estimates for two different datasets
gives us a difference estimate whose zeros correspond to no difference of graph edges in two
GGMs. We can similarly use the debiased multi-task fused lasso described above and the
joint debiasing procedure to obtain a test statistic for the difference of networks. We now
formalize this procedure.
Notation Given GGMs j = 1, 2. Let Xj denote the random variable in Rp associated with
GGM j. We denote Xj,v the random variable associated with a node, v of the GGM and Xj,vc
all other nodes in the graph. We denote β̂j,v the lasso or multi-task fused lasso estimate of
Xj,vc ontoXj,v, then β̂j,dL,v is the debiased version of β̂j,v. Finally let βj,v denote the unknown
regression, Xj,v = Xj,vcβj,v + εj where εj ∼ N(0, σjI). Define βiD,v = β̂i1,dL,v − β̂i2,dL,v the test
statistic associated with the edge v, i in the difference of GGMs j = 1, 2.
Proposition 4. Given the β̂iD,v, M1 and M2 computed as in Javanmard and Montanari
[2014] for the debiased lasso or as in Section 4.3.1 for the debiased multi-task fused lasso.
When the respective assumptions of these estimators are satisfied the following holds w.h.p.
β̂iD,v − βiD,v = W + o(1) where W ∼ N(0, [σ21M1Σ̂1MT1 + σ22M2Σ̂2MT2 ]i,i) (4.3.32)
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Algorithm 1 Difference Network Selection with
Neighborhood Debiased Lasso
V = {1, ..., P}
NxP Data Matrices, X1 and X2
Px(P-1) Output Matrix B of test statistics
for v ∈ V do
Estimate unbiased σ̂1, σ̂2 from X1,v, X2,v
for j ∈ {1, 2} do
βj ← SolveLasso(Xj,vc , Xj,v)
Mj ←MEstimator(Xj,vc )









for j ∈ vc do





Algorithm 2 Difference Network Selection with
Neighborhood Debiased Fused Lasso
V = {1, ..., P}
NxP Data Matrices, X1 and X2
Px(P-1) Output Matrix B of test statistics
for v ∈ V do
Estimate unbiased σ̂1, σ̂2 from X1,v, X2,v
β1,β2 ← FusedLasso(X1,vc , X1,v,X2,vc , X2,v)
M1,M2 ←MEstimator(X1,vc ,X2,vc )
for j ∈ {1, 2} do









for j ∈ vc do





This follows directly from the asymptotic consistency of each individual β̂ij,dL,v for the debiased
lasso and multi-task fused lasso.
We can now define the the null hypothesis of interest as H0 : Θ1,(i,j) = Θ2,(i,j). Obtaining
a test statistic for each element βiD,v allows us to perform hypothesis testing on individual
edges, all the edges, or groups of edges (controlling for the FWER). We summarize the
Neighbourhood Debiased Lasso Selection process in Algorithm 1 and the Neighbourhood
Debiased Multi-Task Fused Lasso Selection in Algorithm 2 which can be used to obtain a
matrix of all the relevant test statistics.
4.4 Experiments
4.4.1 Simulations
We generate synthetic data based on two Gaussian graphical models with 75 vertices. Each of
the individual graphs have a sparsity of 19% and their difference sparsity is 3%. We construct
the models by taking two identical precision matrices and randomly removing some edges
from both. We generate synthetic data using both precision matrices. We use n1 = 800
samples for the first dataset and vary the second dataset n2 = 20, 30, ...150.
We perform a regression using the debiased lasso and the debiased multi-task fused lasso
on each node of the graphs. As an extra baseline we consider the projected ridge method
from the R package “hdi” [Dezeure et al., 2015]. We use the debiased lasso of Javanmard
and Montanari [2014], where we set λ = kσ̂
√
log p/n. We select c by 3-fold cross validation
k = {0.1, ..100} and M as prescribed in Javanmard and Montanari [2014] which we obtain by
solving a quadratic program. σ̂ is an unbiased estimator of the noise variance. For the debiased
lasso we let both λ1 = k1σ̂2
√
log p/n2 and λ2 = k2σ̂2
√
log p/n2, and select based on 3-fold
cross-validation from the same range as k. M1 and M2 are obtained as in Equation (4.3.11)
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Figure 4.1 – Power of the test for different number of samples in the second simulation, with
n1 = 800. The debiased fused lasso has highest statistical power.
Method FP TP(Power) Cov S Cov Scd len S len Scd
Deb. Lasso 3.7% 80.6% 96.2% 92% 2.199 2.195
Deb. Fused Lasso 0.0% 93.3% 100% 98.6% 2.191 2.041
Ridge Projection 0.0% 18.6% 100% 100% 5.544 5.544
Table 4.1 – Comparison of Debiased Lasso, Debiased Fused Lasso, and Projected Ridge Re-
gression for edge selection in difference of GGM. The significance level is 5%, n1 = 800 and
n2 = 60. All methods have false positive below the significance level and the debiased fused
lasso dominates in terms of power. The coverage of the difference support and non-difference
support is also best for the debiased fused lasso, which simultaneously has smaller confidence
intervals on average.
with the bounds (4.3.20) being set with c = a = 2, sd = 2, s1,2 = 15,m = 0.01, and the
cross validated λ1 and λ2. In both debiased lasso and fused multi-task lasso cases we utilize
the Mosek QP solver package to obtain M . For the projected ridge method we use the hdi
package to obtain two estimates of β1 and β2 along with their upper bounded biases which
are then used to obtain p-values for the difference.
We report the false positive rate, the power, the coverage and interval length as per Van de
Geer et al. [2014] for the difference of graphs. In these experiments we aggregate statistics
to demonstrate power of the test statistic, as such we consider each edge as a separate test
and do not perform corrections. Table 4.1 gives the numerical results for n2 = 60: the power
and coverage is substantially better for the debiased fused multi-task lasso, while at the same
time the confidence interval smaller.
Figure 4.1 shows the power of the test for different values of n2. The fused lasso outperforms
the other methods substantially. Projected ridge regression is particularly weak, in this
scenario, as it uses a worst case p-value obtained using an estimate of an upper bound on the
bias [Dezeure et al., 2015].
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4.4.2 Autism Dataset
Correlations in brain activity measured via fMRI reveal functional interactions between re-
mote brain regions [Lindquist et al., 2008]. In population analysis, they are used to measure
how connectivity varies between different groups. Such analysis of brain function is partic-
ularly important in psychiatric diseases, that have no known anatomical support: the brain
functions in a pathological aspect, but nothing abnormal is clearly visible in the brain tissues.
Autism spectrum disorder is a typical example of such ill-understood psychiatric disease.
Resting-state fMRI is accumulated in an effort to shed light on this diseases mechanisms:
comparing the connectivity of autism patients versus control subjects. The ABIDE (Autism
Brain Imaging Data Exchange) dataset [Di Martino et al., 2014] gathers rest-fMRI from
1,112 subjects, with 539 individuals suffering from autism spectrum disorder and 573 typical
controls. We use the preprocessed and curated data.1
In a connectome analysis [Richiardi et al., 2011, Varoquaux and Craddock, 2013], each subject
is described by a GGM measuring functional connectivity between a set of regions. We build
a connectome from brain regions of interest based on a multi-subject atlas2 of functional
regions derived from resting-state fMRI [Varoquaux et al., 2011] (see Fig. 4.5).
We are interested in determining edge differences between the autism group and the con-
trol group. We use this data to show how our parametric hypothesis test can be used to
determine differences in brain networks. Since no ground truth exists for this problem, we
use permutation testing to evaluate the statistical procedures [Da Mota et al., 2014, Nichols
and Holmes, 2002]. Here we permute the two conditions (e.g. autism and control group) to
compute a p-value and compare it to our test statistics. This provides us with a finite sample
strict control on the error rate: a non-parametric validation of our parametric test.
For our experiments we take 2000 randomly chosen volumes from the control group subjects
and 100 volumes from the autism group subjects. We perform permutation testing using the
de-biased lasso, de-biased multi-task fused lasso, and projected ridge regression. Parameters
for the de-biased fused lasso are chosen as in the previous section. For the de-biased lasso
we use the exact settings for λ and constraints on M provided in the experimental section of
Javanmard and Montanari [2014]. Projected ridge regression is evaluated as in the previous
section.
Figure 4.2 shows a comparison of three parametric approaches versus their analogue obtained
with a permutation test. The chart plots the permutation p-values of each entry in the 38×39
B matrix against the expected parametric p-value. For all the methods the points are above
the line indicating the tests are not breaching the expected false positive rates. However the
de-biased lasso and ridge projecting are very conservative and lead to few detections. The
de-biased multi-task fused lasso yields far more detections on the same dataset, within the
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Figure 4.3 – Reproducibility of results from sub-sampling using uncorrected error rate. The
fused lasso is much more likely to detect edges and produce stable results. Using corrected
p-values no detections are made by lasso (figure in supplementary material).
We now analyse the reproducibility of the results by repeatedly sampling 100 subsets of the
data (with the same proportions n1 = 2000 and n2 = 100), obtaining the matrix of test
statistics, selecting edges that fall below the 5% significance level. Figure 4.3 shows how
often edges are selected multiple times across subsamples. We report results with a threshold
on uncorrected p-values as the lasso procedure selects no edges with multiple comparison
correction (supplementary materials give FDR-corrected results for the de-biased fused multi-
task lasso selection). Figure 4.5 shows a connectome of the edges frequently selected by the
de-biased fused multi-task lasso (with FDR correction).
We show the corrected reproducibility results in Figure 4.6. For multiple testing correction
in our experiments We use the Benjamin-Hochberg FDR procedure.
4.5 Conclusions
We have shown how to characterize the distribution of differences of sparse estimators and how
to use this distribution for confidence intervals and p-values on GGM network differences. For
this purpose, we have introduced the de-biased multi-task fused lasso. We have demonstrated
on synthetic and real data that this approach can provide accurate p-values and a sizable
increase of statistical power compared to standard procedures. The settings match those of
population analysis for functional brain connectivity, and the gain in statistical power is direly
needed to tackle the low sample sizes [Button et al., 2013].
Future work calls for expanding the analysis to cases with more than two groups as well
as considering a `1,2 penalty sometimes used at the group level [Varoquaux et al., 2010].
Additionally the squared loss objective optimizes excessively the prediction and could be
modified to lower further the sample complexity in terms of parameter estimation.








Figure 4.5 – Connectome of repeatedly picked up edges in 100 trials. We only show edges
selected more than once. Darker red indicates more frequent selection.
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Figure 4.6 – Reproducibility of results from sub-sampling using FDR of 5% Reproducibility
of results from subsampling, debiased lasso does not produce any significant edge differences
that correspond to a 5% error rate

Chapter 5
Learning to Discover Sparse
Graphical Model Structures
In the previous section we have seen that construction of novel structured sparsity penalties
for GGMs can be a challenging process. We remark that in the case of Sparse Gaussian
Graphical Models a generative model of the underlying data assumptions may often be rel-
atively straightforward. In this section we ask whether one can leverage this fact and use
learning approaches to construct efficient estimators of undirected graphical model structures
and how well such estimators can generalize.
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5.1 Introduction
Probabilistic graphical models provide a powerful framework to describe the dependencies
between a set of variables. Many applications infer the structure of a probabilistic graphical
model from data to elucidate the relationships between variables. These relationships are
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often represented by an undirected graphical model also known as a Markov Random Field
(MRF). We focus on a common MRF model, Gaussian graphical models (GGMs). GGMs
are used in structure-discovery settings for rich data such as neuroimaging, genetics, or fi-
nance [Belilovsky et al., 2016b, Friedman et al., 2008, Mohan et al., 2012, Ryali et al., 2012].
Although multivariate Gaussian distributions are well-behaved, determining likely structures
from few examples is a difficult task when the data is high dimensional. It requires strong
priors, typically a sparsity assumption, or other restrictions on the structure of the graph,
which now make the distribution difficult to express analytically and use.
A standard approach to estimating structure with GGMs in high dimensions is based on the
classic result that the zeros of a precision matrix correspond to zero partial correlation, a
necessary and sufficient condition for conditional independence [Lauritzen, 1996]. Assuming
only a few conditional dependencies corresponds to a sparsity constraint on the entries of the
precision matrix, leading to a combinatorial problem. Many popular approaches to learning
GGMs can be seen as leveraging the `1-norm to create convex surrogates to this problem.
Meinshausen and Bühlmann [2006] use nodewise `1 penalized regressions, while other estima-
tors penalize the precision matrix directly [Cai et al., 2011, Friedman et al., 2008, Ravikumar
et al., 2011], the most popular being the graphical lasso
fgl(Σ̂) = arg minΘ0− log |Θ|+ Tr (Σ̂Θ) + λ‖Θ‖1 (5.1.1)
which can be seen as a penalized maximum-likelihood estimator. Here Θ and Σ̂ are the pre-
cision and sample covariance matrices, respectively. A large variety of alternative penalties
extend the priors of the graphical lasso [Danaher et al., 2014, Ryali et al., 2012, Varoquaux
et al., 2010]. However, this strategy faces several challenges. Constructing novel surrogates
for structured-sparsity assumptions on MRF structures is difficult, as priors need to be for-
mulated and incorporated into a penalized maximum likelihood objective which then calls
for the development of an efficient optimization algorithm, often within a separate research
effort. Furthermore, model selection in a penalized maximum likelihood setting is difficult as
regularization parameters are often unintuitive.
We propose to learn the estimator. Rather than manually designing a specific graph-estimation
procedure, we frame this estimator-engineering problem as a learning problem, selecting a
function from a large flexible function class by risk minimization. This allows us to construct
a loss function that explicitly aims to recover the edge structure. Indeed, sampling from
a distribution of graphs and empirical covariances with desired properties is often possible,
even when this distribution is not analytically tractable. As such we can perform empirical
risk minimization to select an appropriate function for edge estimation. Such a framework
gives more control on the assumed level of sparsity (as opposed to graph lasso) and can im-
pose structure on the sampling to shape the expected distribution, while optimizing a desired
performance metric.
For particular cases we show that the problem of interest can be solved with a polynomial
function, which is learnable with a neural network [Andoni et al., 2014]. Motivated by this
fact, as well as theoretical and empricial results on learning smooth functions approximating
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solutions to combinatorial problems [Cohen et al., 2016, Vinyals et al., 2015], we propose to
use a particular convolutional neural network as the function class. We train it by sampling
small datasets, generated from graphs with the prescribed properties, with a primary focus
on sparse graphical models. We estimate from this data small-sample covariance matrices
(n < p), where n is the number of samples and p is the dimensionality of the data. Then
we use them as training data for the neural network (Figure 5.2) where target labels are
indicators of present and absent edges in the underlying GGM. The learned network can then
be employed in various real-world structure discovery problems.
In Section 5.1.1 we review the related work. In Section 5.2 we formulate the risk minimization
view of graph-structure inference and describe how it applies to sparse GGMs. Section 5.2.3
describes and motivates the deep-learning architecture we chose to use for the sparse GGM
problem in this work. In Section 5.3 we describe the details of how we train an edge estimator
for sparse GGMs. We then evaluate its properties extensively on simulation data. Finally,
we show that this edge estimator trained only on synthetic data can obtain state of the art
performance at inference time on real neuroimaging and genetics problems, while being much
faster to execute than other methods.
5.1.1 Related Work
Lopez-Paz et al. [2015] analyze learning functions to identify the structure of directed graph-
ical models in causal inference using estimates of kernel-mean embeddings. As in our work,
they demonstrate the use of simulations for training while testing on real data. Unlike our
work, they primarily focus on finding the causal direction in two node graphs with many
observations.
Our learning architecture is motivated by the recent literature on deep networks. Vinyals
et al. [2015] have shown that neural networks can learn approximate solutions to NP-hard
combinatorial problems, and the problem of optimal edge recovery in MRFs can be seen as a
combinatorial optimization problem. Several recent works have proposed neural architectures
for graph input data [Duvenaud et al, 2015, Henaff et al., 2015, Li et al., 2016]. These are
based on multi-layer convolutional networks, as in our work, or multi-step recurrent neural
networks. The input in our approach can be viewed as a complete graph, while the output is
a sparse graph, thus none of these are directly applicable. Related to our work, Balan et al.
[2015] use deep networks to approximate a posterior distribution. Finally, Gregor and LeCun
[2010], Xin et al. [2016] use deep networks to approximate steps of a known sparse recovery
algorithm.
Bayesian approaches to structure learning rely on priors on the graph combined with sam-
pling techniques to estimate the posterior of the graph structure. Some approaches make
assumptions on the decomposability of the graph [Moghaddam et al., 2009]. The G-Wishart
distribution is a popular distribution which forms part of a framework for structure inference,
and advances have been recently made in efficient sampling [Mohammadi and Wit, 2015].
These methods can still be rather slow compared to competing methods, and in the setting
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of p > n we find they are less powerful.
5.2 Methods
5.2.1 Learning an Approximate Edge Estimation Procedure
We consider MRF edge estimation as a learnable function. Let X ∈ Rn×p be a matrix whose
n rows are i.i.d. samples x ∼ P (x) of dimension p. Let G = (V,E) be an undirected and
unweighted graph associated with the set of variables in x. Let L = {0, 1} and Ne = p(p−1)2
the maximum possible edges in E. Let Y ∈ LNe indicate the presence or absence of edges in
the edge set E of G, namely
Y ij =
0 xi ⊥ xj |xV \i,j1 xi 6⊥ xj |xV \i,j . (5.2.1)
We define an approximate structure discovery method gw(X), which predicts the edge struc-
ture, Ŷ = gw(X), given a sample of data X. We focus on X drawn from a Gaussian
distribution. In this case, the empirical covariance matrix, Σ̂, is a sufficient statistic of the
population covariance and therefore of the conditional dependency structure. We thus express
our structure-recovery problem as a function of Σ̂: gw(X) := fw(Σ̂). fw is parametrized by
w and belongs to the function class F . Note that the graphical lasso in Equation (5.1.1) is
an fw for a specific choice of F .
This view on the edge estimator now allows us to bring the selection of fw from the domain
of human design to the domain of empirical risk minimization over F . Defining a distribution
P on Rp×p × LNe such that (Σ̂, Y ) ∼ P, we would like our estimator, fw, to minimize the
expected risk
R(f) = E(Σ̂,Y )∼P[l(f(Σ̂), Y )]. (5.2.2)
Here l : LNe × LNe → R+ is the loss function. For graphical model selection the 0/1 loss
function is the natural error metric to consider [Wang et al., 2010]. The estimator with mini-
mum risk is generally not possible to compute as a closed form expression for most interesting
choices of P, such as those arising from sparse graphs. In this setting, Eq. (5.1.1) achieves the
information theoretic optimal recovery rate up to a constant for certain P corresponding to
uniformly sparse graphs with a maximum degree, but only when the optimal λ is used and
the non-zero precision matrix values are bounded away from zero [Ravikumar et al., 2011,
Wang et al., 2010].
The design of the estimator in Equation (5.1.1) is not explicitly minimizing this risk functional.
Thus modifying the estimator to fit a different class of graphs (e.g. small-world networks) while
minimizing R(f) is not obvious. Furthermore, in practical settings the optimal λ is unknown
and precision matrix entries can be very small. We would prefer to directly minimize the risk
functional. Desired structural assumptions on samples from P on the underlying graph, such
as sparsity, may imply that the distribution is not tractable for analytic solutions. Meanwhile,
we can often devise a sampling procedure for P allowing us to select an appropriate function
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via empirical risk minimization. Thus it is sufficient to define a rich enough F over which we
can minimize the empirical risk over the samples generated, giving us a learning objective over




k=1 l(fw(Σ̂k), Yk). To maintain tractability,
we use the standard cross-entropy loss as a convex surrogate, l̂ : RNe × LNe , given by∑
i 6=j
(
Y ij log(f ijw (Σ̂)) + (1− Y ij) log(1− f ijw (Σ̂))
)
.
We now need to select a sufficiently rich function class for fw and a method to produce
appropriate (Y, Σ̂) which model our desired data priors. This will allow us to learn a fw that
explicitly attempts to minimize errors in edge discovery.
5.2.2 Discovering Sparse GGMs and Beyond
We discuss how the described approach can be applied to recover sparse Gaussian graphical
models. A typical assumption in many modalities is that the number of edges is sparse. A
convenient property of these GGMs is that the precision matrix has a zero value in the (i, j)th
entry precisely when variables i and j are independent conditioned on all others. Additionally,
the precision matrix and partial correlation matrix have the same sparsity pattern, while the
partial correlation matrix has normalized entries.
We propose to simulate our a priori assumptions of sparsity and Gaussianity to learn fw(Σ̂),
which can then produce predictions of edges from the input data. We model P (x|G) as arising
from a sparse prior on the graph G and correspondingly the entries of the precision matrix Θ.
To obtain a single sample of X corresponds to n i.i.d. samples from N (0,Θ−1). We can now
train fw(Σ̂) by generating sample pairs (Σ̂, Y ). At execution time we standardize the input
data and compute the covariance matrix before evaluating fw(Σ̂). The process of learning fw
for the sparse GGM is given in Algorithm 3.
Algorithm 3 Training a GGM edge estimator
for i ∈ {1, .., N} do
Sample Gi ∼ P(G)
Sample Θi ∼ P(Θ|G = Gi)
Xi ← {xj ∼ N(0,Θ−1i )}nj=1
Construct (Yi, Σ̂i) pair from (Gi,Xi)
end for







A weakly-informative sparsity prior is one where each edge is equally likely with small prob-
ability, versus structured sparsity where edges have specific configurations. For obtaining the
training samples (Σ̂, Y ) in this case we would like to create a sparse precision matrix, Θ, with
the desired number of zero entries distributed uniformly. One strategy to do this and assure
the precision matrices lie in the positive definite cone is to first construct an upper triangular
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sparse matrix and then multiply it by its transpose. This process is described in detail in the
experimental section. Alternatively, an MCMC based G-Wishart distribution sampler can be
employed if specific structures of the graph are desired [Lenkoski, 2013].
The sparsity patterns in real data are often not uniformly distributed. Many real world net-
works have a small-world structure: graphs that are sparse and yet have a comparatively short
average distance between nodes. These transport properties often hinge on a small number
of high-degree nodes called hubs. Normally, such structural patterns require sophisticated
adaptation when applying estimators like Eq. (5.1.1). Indeed, high-degree nodes break the
small-sample, sparse-recovery properties of `1-penalized estimators [Ravikumar et al., 2011].
In our framework such structural assumptions appear as a prior that can be learned offline
during training of the prediction function. Similarly priors on other distributions such as
general exponential families can be more easily integrated. As the structure discovery model
can be trained offline, even a slow sampling procedure may suffice.
5.2.3 Neural Network Graph Estimator
In this work we propose to use a neural network as our function fw. To motivate this let us
consider the extreme case when n  p. In this case Σ̂ ≈ Σ and thus entries of Σ̂−1 or the
partial correlation that are almost equal to zero can give the edge structure. We can show
that a neural network is consistent with this limiting case.
Definition 5.1 (P-consistency). A function class F is P-consistent if ∃f ∈ F such that
E(Σ̂,Y )∼P[l(f(Σ̂), Y )]→ 0 as n→∞ with high probability.
Proposition 5 (Existence of P-consistent neural network graph estimator). There exists a
feed forward neural network function class F that is P-consistent.
Proof: If the data is standardized, each entry of Σ corresponds to the correlation ρi,j . The
partial correlation of edge (i, j) conditioned on nodes Z, is given recursively as




We may ignore the denominator, D, as we are interested in I(ρi,j|Z = 0). Thus we are left with
a recursive formula that yields a high degree polynomial. From Andoni et al. [2014, Theorem
3.1] using gradient descent, a neural network with only two layers can learn a polynomial
function of degree d to arbitrary precision given sufficient hidden units.
Remark 5.1. Naïvely the polynomial from the recursive definition of partial correlation is of
degree bounded by 2p−2. In the worst case, this would seem to imply that we would need an
exponentially growing number of hidden nodes to approximate it. However, this problem has a
great deal of structure that can allow efficient approximation. Firstly, higher order monomials
will go to zero quickly with a uniform prior on ρi,j, which takes values between 0 and 1,
suggesting that in many cases a concentration bound exists that guarantees non-exponential
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growth. Furthermore, the existence result is shown already for a shallow network, and we
expect a logarithmic decrease in the number of parameters to peform function estimation with
a deep network [Cohen et al., 2016].
Moreover, there are a great deal of redundant computations in Eq. (5.2.3) and an efficient
dynamic programming implementation can yield polynomial computation time and require
only low order polynomial computations with appropriate storage of previous computation.
Similarly we would like to design a network that would have capacity to re-use computations
across edges and approximate low order polynomials. We also observe that the conditional
independence of nodes i, j given Z can be computed equivalently in many ways by considering
many paths through the nodes Z. Thus we can choose any valid ordering for traversing the
nodes starting from a given edge.
We now describe an efficient architecture for this problem which uses a series of shared
operations at each edge. We consider a feedforward network where each edge i, j is associated
with a vector, oki,j , at each layer k > 0. For each edge, i, j, we start with a neighborhood of
the 6 adjacent nodes, i, j, i-1, i+1, j-1, j+1 for which we take all corresponding edge values
from the covariance matrix and construct o1i,j . We proceed at each layer to increase the nodes
considered for each oki,j , the output at each layer progressively increasing the receptive field
making sure all values associated with the considered nodes are present. The entries used
at each layer are illustrated in Figure 5.1. The receptive field here refers to the original
covariance entries which are accessible by a given, oki,j [Luo et al., 2010]. The equations
defining the process are shown in Figure 5.1. Here a neural network fwk is applied at each
edge at each layer and a dilation sequence dk is used. We call a network of this topology a
D-Net of depth l. We use dilation here to allow the receptive field to grow fast, so the network
does not need a great deal of layers. We make the following observations:
Proposition 6. For general P it is a necessary condition for P-consistency that the receptive
field of D-Net covers all entries of the covariance, Σ̂, at any edge it is applied.
Proof: Consider nodes i and j and a chain graph such that i and j are adjacent to each other
in the matrix but are at the terminal nodes of the chain graph. One would need to consider
all other variables to be able to explain away the correlation. Alternatively we can see this
directly from expanding Eq. (5.2.3).
Proposition 7. A p× p matrix Σ̂ will be covered by the receptive field for a D-Net of depth
log2(p) and dk = 2k−1
Proof: The receptive field of a D-Net with dilation sequence dk = 2k−1 of depth l is O(2l).
We can see this as oki,j will receive input from ok−1a,b at the edge of it’s receptive field, effectively
doubling it. It now follows that we need at least log2(p) layers to cover the receptive field.
Intuitively adjacent edges have a high overlap in their receptive fields and can easily share
information about the non-overlapping components. This is analogous to a parametrized



















































































































































































































Figure 5.1 – (a) Illustration of nodes and edges "seen" at edge 4,13 in layer 1 and (b) Receptive
field at layer 1. All entries in grey show the o0i,j in covariance matrix used to compute o14,13.
(c) shows the dilation process and receptive field (red) at higher layers. Finally the equations
for each layer output are given, initialized by the covariance entries pi,j
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message passing. For example if edge (i, j) is explained by node k, as k enters the receptive
field of edge (i, j−1), the path through (i, j) can already be discounted. In terms of Eq. (5.2.3)
this can correspond to storing computations that can be used by neighbor edges from lower
levels in the recursion.
As fwk is identical for all nodes, we can simultaneously implement all edge predictions effi-
ciently as a convolutional network. We make sure that to have considered all edges relevant
to the current set of nodes in the receptive field which requires us to add values from filters
applied at the diagonal to all edges. In Figure 5.1 we illustrate the nodes and receptive field
considered with respect to the covariance matrix. This also motivates a straightforward im-
plementation using 2D convolutions (adding separate convolutions at i, i and j, j to each i, j
at each layer to achieve the specific input pattern described) shown in Figure 5.2.
Ultimately our choice of architecture that has shared computations and multiple layers is
highly scalable as compared with a naive fully connected approach and allows leveraging
existing optimized 2-D convolutions. In preliminary work we have also considered fully con-
nected layers but this proved to be much less efficient in terms of storage and scalibility than
using deep convolutional networks.
Considering the general n  p case is illustrative. However, the main benefit of making the
computations differentiable and learned from data is that we can take advantage of the sparsity
and structure assumptions to obtain more efficient results than naive computation of partial
correlation or matrix inversion. As n decreases our estimate of ρ̂i,j becomes inexact; a data-
driven model that takes better advantage of the assumptions on the underlying distribution
and can more accurately recover the graph structure.
The convolution structure is dependent on the order of the variables used to build the covari-
ance matrix, which is arbitrary. Permuting the input data we can obtain another estimate of
the output. In the experiments, we leverage these various estimate in an ensembling approach,
averaging the results of several permutations of input. We observe that this generally yields
a modest increase in accuracy, but that even a single node ordering can show substantially
improved performance over competing methods in the literature.
5.3 Experiments
Our experimental evaluations focus on the challenging high dimensional settings in which
p > n and consider both synthetic data and real data from genetics and neuroimaging. In our
experiments we explore how well networks trained on parametric samples generalize, both to
unseen synthetic data and to several real world problems. In order to highlight the generality
of the learned networks, we apply the same network to multiple domains. We train networks
taking in 39, 50, and 500 node graphs. The former sizes are chosen based on the real data we
consider in subsequent sections. We refer to these networks as DeepGraph-39, 50, and 500.
In all cases we have 50 feature maps of 3 × 3 kernels. The 39 and 50 node network with 6
convolutional layers and dk = k + 1. For the 500 node network with 8 convolutional layers













Figure 5.2 – Diagram of the DeepGraph structure discovery architecture used in this work.
The input is first standardized and then the sample covariance matrix is estimated. A neural
network consisting of multiple dilated convolutions Yu and Koltun [2016] and a final 1 × 1
convolution layer is used to predict edges corresponding to non-zero entries in the precision
matrix.
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and dk = 2k+1. We use ReLU activations. The last layer has 1× 1 convolution and a sigmoid
outputing a value of 0 to 1 for each edge.
We sample P (X|G) with a sparse prior on P (G) as follows. We first construct a lower
diagonal matrix, L, where each entry has α probability of being zero. Non-zero entries are
set uniformly between −c and c. Multiplying LLT gives a sparse positive definite precision
matrix, Θ. This gives us our P (Θ|G) with a sparse prior on P (G). We sample from the
Gaussian N (0,Θ−1) to obtain samples of X. Here α corresponds to a specific sparsity level
in the final precision matrix, which we set to produce matrices 92− 96% sparse and c chosen
so that partial correlations range 0 to 1.
Each network is trained continously with new samples generated until the validation error
saturates. For a given precision matrix we generate 5 possible X samples to be used as
training data, with a total of approximately 100K training samples used for each network.
The networks are optimized using ADAM [Kingma and Ba, 2015b] coupled with cross-entropy
loss as the objective function (cf. Sec. 5.2.1). We use batch normalization at each layer.
Additionally, we found that using the absolute value of the true partial correlations as labels,
instead of hard binary labels, improves results.
Synthetic Data Evaluation To understand the properties of our learned networks, we
evaluated them on different synthetic data than the ones they were trained on. More specifi-
cally, we used a completely different third party sampler so as to avoid any contamination. We
use DeepGraph-39, which takes 4 hours to train, on a variety of settings. The same trained
network is utilized in the subsequent neuroimaging evaluations as well. DeepGraph-500 is
also used to evaluate larger graphs.
We used the BDGraph R-package to produce sparse precision matrices based on the G-Wishart
distribution [Mohammadi andWit, 2015] as well as the R-package rags2ridges [Peeters et al.,
2015] to generate data from small-world networks corresponding to the Watts–Strogatz model
[Watts and Strogatz, 1998]. We compared our learned estimator against the scikit-learn
[Pedregosa et al, 2011] implementation of Graphical Lasso with regularizer chosen by cross-
validation as well as the Birth-Death Rate MCMC (BDMCMC) method from Mohammadi
and Wit [2015].
For each scenario we repeat the experiment for 100 different graphs and small sample obser-
vations showing the average area under the ROC curve (AUC), precision@k corresponding to
5% of possible edges, and calibration error (CE) [Mohammadi and Wit, 2015].
For graphical lasso we use the partial correlations to indicate confidence in edges; BDGraph
automatically returns posterior probabilities as does our method. Finally to understand the
effect of the regularization parameter we additionally report the result of graphical lasso under
optimal regularizer setting on the testing data.
Our method dominates all other approaches in all cases with p > n (which also corresponds to
the training regime). For the case of random Gaussian graphs with n=35 (as in our training
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data), and graph sparsity of 95%, we have superior performance and can further improve on
this by averaging permutations. Next we apply the method to less straightforward synthetic
data, such as that arising from small-world graphs which is typical of many applications.
We found that, compared to baseline methods, our network performs particularly well with
high-degree nodes and when the distribution becomes non-normal. In particular our method
performs well on the relevant metrics with small-world networks, a very common family
of graphs in real-world data, obtaining superior precision at the primary levels of interest.
Figure 5.3 shows examples of random and Watts-Strogatz small-world graphs used in these
experiments.
Training a new network for each number of samples can pose difficulties with our proposed
method. Thus we evaluted how robust the network DeepGraph-39 is to input covariances
obtained from fewer or more samples. We find that overall the performance is quite good
even when lowering the number of samples to n = 15, we obtain superior performance to the
other approaches (Table 5.1). We also applied DeepGraph-39 on data from a multivariate
generalization of the Laplace distribution [Gómez, 1998]. As in other experiments precision
matrices were sampled from the G-Wishart at a sparsity of 95%. Gómez [1998, Proposition
3.1] was applied to produce samples. We find that DeepGraph-39 performs competitively,
despite the discrepancy between train and test distributions. Experiments with variable
sparsity are considered in the supplementary material, which find that for very sparse graphs,
the networks remain robust in performance, while for increased density performance degrades
but remains competitive.
Using the small-world network data generator [Peeters et al., 2015], we demonstrate that we
can update the generic sparse prior to a structured one. We re-train DeepGraph-39 using only
1000 examples of small-world graphs mixed with 1000 examples from the original uniform
sparsity model. We perform just one epoch of training and observe markedly improved
performance on this test case as seen in the last row of Table 5.1.
For our final scenario we consider the very challenging setting with 500 nodes and only n = 50
samples. We note that the MCMC based method fails to converge at this scale, while graphical
lasso is very slow as seen in the timing performance and barely performs better than chance.
Our method convincingly outperforms graphical lasso in this scenario as shown in Tabel 5.2.
Here we additionally report precision at just the first 0.05% of edges since competitors perform
nearly at chance at the 5% level.
We compute the average execution time of our method compared to Graph Lasso and BD-
Graph on a CPU in Table 5.3. We note that we use a production quality version of graph
lasso [Pedregosa et al, 2011], whereas we have not optimized the network execution, for which
known strategies may be applied [Denton et al., 2014].
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Figure 5.3 – Example of (a) random and (b) small world used in experiments
Method Prec@0.05% Prec@5% AUC CE
random 0.052 ± 0.002 0.053 ± 0.000 0.500 ± 0.000 0.05
Glasso 0.156 ± 0.010 0.055 ± 0.001 0.501 ± 0.000 0.05
Glasso (optimal) 0.162 ± 0.010 0.055 ± 0.001 0.501 ± 0.000 0.05
DeepGraph-500 0.449 ± 0.018 0.109 ± 0.002 0.543 ± 0.002 0.06
DeepGraph-500+Perm 0.583± 0.018 0.116± 0.002 0.547± 0.002 0.06
Table 5.2 – Experiment on 500 node graphs with only 50 samples repeated 100 times. This
corresponds to the experimental setup of Gaussian Random Graphs (n=50,p=500). Improved
performance in all metrics.
5.3.1 Synthetic Results on Sparsity
We investigate the affect of sparsity on DeepGraph-39 which has been trained with input that
has sparsity 96% − 92% sparse. We find that DeepGraph performs well at the 2% sparsity
level despite not seeing this at training time. At the same time performance begins to degrade
for 15% but is still competitive in several categories. The results are shown in Table 5.7.
Cancer Genome Data We perform experiments on a gene expression dataset described
in Honorio et al. [2012a]. The data come from a cancer genome atlas from 2360 subjects for
various types of cancer. We used the first 50 genes from Honorio et al. [2012a, Appendix C.2] of
commonly regulated genes in cancer. We evaluated on two groups of subjects, one with breast
invasive carcinoma (BRCA) consisting of 590 subjects and the other colon adenocarcinoma
(COAD) consisting of 174 subjects.
Evaluating edge selection in real-world data is challenging. We use the following methodology:
for each method we select the top-k ranked edges, recomputing the maximum likelihood
precision matrix with support given by the corresponding edge selection method. We then
evaluate the likelihood on held-out data. We repeat this procedure for a range of k. We rely
on Algorithm 0 in Hara and Takemura [2010] to compute the maximum likelihood precision
given a support. The experiment is repeated for each of CODA and BRCA subject groups 150
times. Results are shown in Figure 5.5. In all cases we use 40 samples for edge selection and
precision estimation. We compare with graphical lasso as well as the Ledoit-Wolf shrinkage
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estimator [Ledoit and Wolf, 2004]. We additionally consider the MCMC based approach
described in previous section. For graphical lasso and Ledoit-Wolf, edge selection is based on
thresholding partial correlation [Balmand and Dalalyan, 2016].
Additionally, we evaluate the stability of the solutions provided by the various methods. In
several applications a low variance on the estimate of the edge set is important. On Table 5.5,
we report Spearman correlations between pairs of solutions, as it is a measure of a monotone
link between two variables. DeepGraph has far better stability in the genome experiments
and is competitive in the fMRI data.
Resting State Functional Connectivity We evaluate our graph discovery method to
study brain functional connectivity in resting-state fMRI data. Correlations in brain activity
measured via fMRI reveal functional interactions between remote brain regions. These are
an important measure to study psychiatric diseases that have no known anatomical support.
Typical connectome analysis describes each subject or group by a GGM measuring functional
connectivity between a set of regions [Varoquaux and Craddock, 2013]. We use the ABIDE
dataset [Di Martino et al., 2014], a large scale resting state fMRI dataset. It gathers brain
scans from 539 individuals suffering from autism spectrum disorder and 573 controls over 16
sites.1 For our experiments we use an atlas with 39 regions of interest described in Varoquaux
et al. [2011].
We use the network DeepGraph-39, the same network and parameters from synthetic experi-
ments, using the same evaluation protocol as used in the genomic data. For both control and
autism patients we use time series from 35 random subjects to estimate edges and correspond-
ing precision matrices. We find that for both the Autism and Control group we can obtain
edge selection comparable to graph lasso for very few selected edges. When the number of se-
lected edges is in the range above 25 we begin to perform significantly better in edge selection
as seen in Fig. 5.5. We evaluated stability of the results as shown in Tab. 5.5. DeepGraph
outperformed the other methods across the board.
ABIDE has high variability across sites and subjects. As a result, to resolve differences
between approaches, we needed to perform 1000 folds to obtain well-separated error bars. We
found that the birth-death MCMC method took very long to converge on this data, moreover
the need for many folds to obtain significant results amongst the methods made this approach
prohibitively slow to evaluate.
We show the edges returned by Graph Lasso and DeepGraph for a sample from 35 subjects
(Fig. 5.6) in the control group. We also show the result of a large-sample result based on 368
subjects from graphical lasso. In visual evaluation of the edges returned by DeepGraph we find
that they closely align with results from a large-sample estimation procedure. Furthermore


































































Figure 5.4 – Average test likelihood for COAD and BRCA subject groups in gene data using
different number of selected edges. Each experiment is repeated 50 times. DeepGraph with
averaged permutation dominates in all cases.
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Figure 5.5 – Average test likelihood for neuroimaging data using different number of selected
edges. It is repeated approximately 1500 times to obtain significant results due high variance







Figure 5.6 – Example solution from DeepGraph and Graph Lasso in the small sample regime
on the same 35 samples, along with a larger sample solution of Graph Lasso for reference.
DeepGraph is able to extract similar key edges as graphical lasso
5.3.2 Analyzing the Network Jacobian
In Graves [2012] a method for loosely obtaining the attention of a trained neural network is
used. The jacobian matrix of partial derivatives can be used for a given input to get an idea
of which entries in the input matrix most affect the given outputs. We use this approach
to begin to analyze the behavior of our DeepGraph-39 network. We gave one empirical
covariance matrix to the network which was generated from the underlying graph specified
in 5.7. We first note the jacobian is concentrated in just a few values, the top activated edges
for the input closely correspond to the higher value partials in the overall jacobian matrix.
For the most activated output edges we visualize the entries or edges in the input (which can
also be thought of as entries in a weighted adjacency matrix) that are most activated. We
do this by taking a softmax of all partials for a given output edge and only keeping outliers
(2 standard deviations). In 5.7 we show the top partials for 4 of the top output edges. The
relevant covariance entry corresponding to the edge at the output is almost always amongst
the top partial values. We note that there is no explicit association of input relations outputs
specified before or during training of the network so it has learned to associate the input and
outputs. When there are other covariance entries pointed to they are usually connected to
the relevant nodes either directly or indirectly. This may indicate the network is learning an
algorithm to more succintly represent the connections of the two nodes.
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Figure 5.7 – True graph structure and top activated partials corresponding to the covariance
input for top activated outputs of the network. The two green nodes indicate the connection
being evaluated, the magenta edges show the top partials corresponding to the input. We
see the network is learning to associate outputs and inputs (not specified in any way) and
potentially explore correlated nodes amongst the considered ones
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5.3.3 Predicting Covariance Matrices
Using our framework it is possible to attempt to directly predict an accurate covariance
matrix given a noisy one constructed from few observations. This is a more challenging
task than predicting the edges. In this section we show preliminay experiments which given
an empirical covariance matrix from few observations attempts to predict a more accurate
covariance matrix that takes into account underlying sparse data dependency structure.
One challenge is that outputs of our covariance predictor must be on the positive semidefinite
cone, thus we choose to instead predict on the cholesky decompositions, which allows us to
always produce positive definite covariances. We train a similar structure to DeepGraph-
39 structure modifying the last layer to be fully connected linear layer that predicts on the
cholesky decomposition of the true covariance matrices generated by our model with a squared
loss.
We evaluate this network using the ABIDE dataset described in Section 5.3.1. The ABIDE
data has a large number of samples allowing us to obtain a large sample estimate of the co-
variance and compare it to our estimator as well as graphical lasso and empirical covariance
estimators. Using the large sample ABIDE empirical covariance matrix. We find that we can
obtain competitive `2 and `∞ norm using few samples. We use 403 subjects from the ABIDE
Control group each with a recording of 150 − 200 samples to construct covariance matrix,
totaling 77 330 samples (some correlated). This acts as our very approximate estimate of
the population Σ. We then evaluate covariance estimation on 35 samples using the empirical
covariance estimator, graphical lasso, and DeepGraph trained to output covariance matrices.
We repeat the experiment for 50 different subsamples of the data. We see in 5.6 that the
prediction approach can obtain competitive results. In terms of `2 graphical lasso performs
better, however our estimate is better than empirical covariance estimation and much faster
then graphical lasso. In some applications such as robust estimation a fast estimate of the co-
variance matrix (automatically embedding sparsity assumptions) can be of great use. For `∞
error we see the empirical covariance estimation outperforms graphical lasso and DeepGraph
for this dataset, while DeepGraph performs better in terms of this metric.
We note these results are preliminary, as the covariance predicting networks were not heavily
optimized, moreover the ABIDE dataset is very noisy even when pre-processed and thus even
the large sample covariance estimate may not be accurate. We believe this is an interesting
alternate application of our paper.
5.3.4 Synthetic Results on Sparsity
We investigate the affect of sparsity on DeepGraph-39 which has been trained with input that
has sparsity 96%−92% sparse. We find that DeepGraph performs well at the 2% sparsity level
despite not seeing this at training time. At the same time performance begins to degrade for
15% but is still competitive in several categories. The results are shown in Table 5.7. Future
investigation can consider how alternate variation of sparsity at training time will affect these
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Figure 5.8 – Average test likelihood over 50 trials of applying a network trained for 500 nodes,
used on a 175 node problem
results.
5.3.5 Application of Larger Network on Smaller Input
We perform preliminary investigation of application of a network trained for a larger number
of nodes to a smaller set of nodes. Specifically, we consider the breast invasive carcinoma
groups gene data. We now take all 175 valid genes from Appendix C.2 of [Honorio et al.,
2012a]. We take the network trained on 500 nodes in the synthetic experiments section.
We use the same experimental setup as in the gene experiments. The 175 × 175 covariance
matrix from 40 samples and padded to the appropriate size. We observe that DeepGraph has
similar performance to graph lasso while permuting the input and ensembling the result gives
substantial improvement.
5.3.6 Permutation as Ensemble Method
The proposed method is not permutation invariant, meaning different permutations of the
input may give different results. The algorithm will be biased by the training procedure to
learn permutation-invariance, but ultimately the predictions for different input permutations
may differ in their prediction. One can consider how to structure the input such that more
relevant data points are closer together. On the other hand we argue that not being permu-
tation invariant is a potential advantage of this method. Indeed as discussed in Section 5.2.3,
permuting the input and averaging several permutations can produce an improved result em-
pirically. We interpret this as a typical ensembling method. This can be an advantage of the
proposed architecture as we are able to easily use standard ensemble techniques. We perform
DISCUSSION AND CONCLUSIONS 87
an experiment to further verify that indeed the permutation of the input (and subsequent
inverse permutation) allows us to produce separate classifiers that have uncorrelated errors.
We use the setup from the synthetic experiments with DeepGraph-39 in Section 5.3 with
n = 35 and p = 39. We construct 20 permutation matrices as in the experimental section.
Treating each as a separate classifier we compute the correlation coefficient of the errors on 50
synthetic input examples. We find that the average correlation coefficient of the errors of two
classifiers is 0.028 ± 0.002, suggesting they are uncorrelated. Finally we note the individual
errors are relatively small, as can already be inferred from our extensive experimental results
in Section 5.3. We however compute the average absolute error of all the outputs across each
permutation for this set of inputs as 0.03, notably the range of outputs is 0 to 1. Thus since
prediction error differ at each permutation but are accurate we can average and yield a lower
total prediction error.
Finally we note that our method is extremely efficient computationally thus averaging the
results of several permutations is practical even as the graph becomes large.
5.4 Discussion and Conclusions
Learned graph estimation outperformed strong baselines in both accuracy and speed. Even
in cases that deviate from standard GGM sparsity assumptions (e.g. Laplace, small-world)
it performed substantially better. When fine-tuning on the target distribution performance
further improves. Most importantly the learned estimator generalizes well to real data finding
relevant stable edges. We also observed that the learned estimators generalize to variations
not seen at training time (e.g. different n or sparsity), which points to this potentialy learning
generic computations. This also shows potential to more easily scale the method to different
graph sizes. One could consider transfer learning, where a network for one size of data is used
as a starting point to learn a network working on larger dimension data.
Penalized maximum likelihood can provide performance guarantees under restrictive assump-
tions on the form of the distribution and not considering the regularization path. In the
proposed method one could obtain empirical bounds under the prescribed data distribution.
Additionally, at execution time the speed of the approach can allow for re-sampling based
uncertainty estimates and efficient model selection (e.g. cross-validation) amongst several
trained estimators.
We have introduced the concept of learning an estimator for determining the structure of an
undirected graphical model. A network architecture and sampling procedure for learning such
an estimator for the case of sparse GGMs was proposed. We obtained competitive results on
synthetic data with various underlying distributions, as well as on challenging real-world data.
Empirical results show that our method works particularly well compared to other approaches
for small-world networks, an important class of graphs common in real-world domains. We
have shown that neural networks can obtain improved results over various statistical methods
on real datasets, despite being trained with samples from parametric distributions. Our
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approach enables straightforward specifications of new priors and opens new directions in
efficient graphical structure discovery from few examples.
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Experimental Setup Method Prec@5% AUC CE
Glasso 0.361 ± 0.011 0.624 ± 0.006 0.07
Gaussian Glasso (optimal) 0.384 ± 0.011 0.639 ± 0.007 0.07
Random Graphs BDGraph 0.441 ± 0.011 0.715 ± 0.007 0.28
(n = 35, p = 39) DeepGraph-39 0.463 ± 0.009 0.738 ± 0.006 0.07
DeepGraph-39+Perm 0.487± 0.010 0.740± 0.007 0.07
Glasso 0.539 ± 0.014 0.696 ± 0.006 0.07
Gaussian Glasso (optimal) 0.571 ± 0.011 0.704 ± 0.006 0.07
Random Graphs BDGraph 0.648± 0.012 0.776± 0.007 0.16
(n = 100, p = 39) DeepGraph-39 0.567 ± 0.009 0.759 ± 0.006 0.07
DeepGraph-39+Perm 0.581± 0.008 0.771± 0.006 0.07
Glasso 0.233 ± 0.010 0.566 ± 0.004 0.07
Gaussian Glasso (optimal) 0.263 ± 0.010 0.578 ± 0.004 0.07
Random Graphs BDGraph 0.261 ± 0.009 0.630 ± 0.007 0.41
(n = 15, p = 39) DeepGraph-39 0.326 ± 0.009 0.664 ± 0.008 0.08
DeepGraph-39+Perm 0.360± 0.010 0.672± 0.008 0.08
Glasso 0.312 ± 0.012 0.605 ± 0.006 0.07
Laplace Glasso (optimal) 0.337 ± 0.011 0.622 ± 0.006 0.07
Random Graphs BDGraph 0.298 ± 0.009 0.687 ± 0.007 0.36
(n = 35, p = 39) DeepGraph-39 0.415 ± 0.010 0.711 ± 0.007 0.07
DeepGraph-39+Perm 0.445± 0.011 0.717± 0.007 0.07
Glasso 0.387 ± 0.012 0.588 ± 0.004 0.11
Gaussian Glasso (optimal) 0.453 ± 0.008 0.640 ± 0.004 0.11
Small-World Graphs BDGraph 0.428 ± 0.007 0.691 ± 0.003 0.17
(n=35,p=39) DeepGraph-39 0.479± 0.007 0.709 ± 0.003 0.11
DeepGraph-39+Perm 0.453 ± 0.007 0.712± 0.003 0.11
DeepGraph-39+update 0.560± 0.008 0.821± 0.002 0.11
DeepGraph-39+update+Perm 0.555 ± 0.007 0.805 ± 0.003 0.11
Table 5.1 – For each case we generate 100 sparse graphs with 39 nodes and data matrices
sampled (with n samples) from distributions with those underlying graphs. DeepGraph out-
performs other methods in terms of AP, AUC, and precision at 5% (the approximate true
sparsity). In terms of precision and AUC DeepGraph has better performance in all cases
except n > p.
50 nodes (s) 500 nodes (s)
sklearn GraphLassoCV 4.81 554.7
BDgraph 42.13 N/A
DeepGraph 0.27 5.6
Table 5.3 – Avg. execution time over 10 trials for 50 and 500 node problem on a CPU for Graph Lasso,
BDMCMC, and DeepGraph
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Experimental Setup Method Prec@5% AUC CE
Glasso 0.464 ± 0.038 0.726 ± 0.021 0.02
Glasso (optimal) 0.519 ± 0.035 0.754 ± 0.019 0.02
Gaussian Random Graphs BDGraph 0.587 ± 0.033 0.811 ± 0.017 0.15
(n=35,p=39,sparsity=2%) DeepGraph-39 0.590 ± 0.026 0.810 ± 0.019 0.03
DeepGraph-39+Perm 0.598 ± 0.026 0.831 ± 0.017 0.03
Glasso 0.732 ± 0.046 0.562 ± 0.013 0.32
Glasso (optimal) 0.847 ± 0.029 0.595 ± 0.011 0.33
Gaussian Random Graphs BDGraph 0.861 ± 0.015 0.654 ± 0.013 0.33
(n=35,p=39,sparsity=15%) DeepGraph-39 0.678 ± 0.032 0.643 ± 0.012 0.33
DeepGraph-39+Perm 0.792 ± 0.023 0.660 ± 0.011 0.33
Table 5.4 – For each scenario we generate 100 graphs with 39 nodes, and corresponding data matrix
sampled from distributions with those underlying graphs. The number of samples is indicated by n.
Gene BRCA Gene COAD ABIDE Control ABIDE Autistic
Graph Lasso 0.25± .003 0.34± 0.004 0.21± .003 0.21± .003
Ledoit-Wolfe 0.12± 0.002 0.15± 0.003 0.13± .003 0.13± .003
Bdgraph 0.07± 0.002 0.08± 0.002 N/A N/A
DeepGraph 0.48± 0.004 0.57± 0.005 0.23± .004 0.17± .003
DeepGraph +Permute 0.42± 0.003 0.52± 0.006 0.19± .004 0.14± .004
Table 5.5 – Average Spearman correlation results for real data showing stability of solution
amongst 50 trials
mean ‖Σ̂− Σ‖22 mean ‖Σ̂− Σ‖∞
Empirical 0.0267 0.543
Graph Lasso 0.0223 0.680
DeepGraph 0.0232 0.673
Table 5.6 – Covariance prediction of ABIDE data. Averaged over 50 trials of 35 samples from the
ABIDE Control data
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Experimental Setup Method Prec@5% AUC CE
Glasso 0.464 ± 0.038 0.726 ± 0.021 0.02
Glasso (optimal) 0.519 ± 0.035 0.754 ± 0.019 0.02
Gaussian Random Graphs BDGraph 0.587 ± 0.033 0.811 ± 0.017 0.15
(n=35,p=39,sparsity=2%) DeepGraph-39 0.590 ± 0.026 0.810 ± 0.019 0.03
DeepGraph-39+Perm 0.598 ± 0.026 0.831 ± 0.017 0.03
Glasso 0.732 ± 0.046 0.562 ± 0.013 0.32
Glasso (optimal) 0.847 ± 0.029 0.595 ± 0.011 0.33
Gaussian Random Graphs BDGraph 0.861 ± 0.015 0.654 ± 0.013 0.33
(n=35,p=39,sparsity=15%) DeepGraph-39 0.678 ± 0.032 0.643 ± 0.012 0.33
DeepGraph-39+Perm 0.792 ± 0.023 0.660 ± 0.011 0.33
Table 5.7 – For each scenario we generate 100 graphs with 39 nodes, and corresponding data





High dimensional inference with few samples is a thriving field that is developing rapidly. In
this thesis we have advanced the use of structured sparsity priors for predictive modeling,
variable selection, and graph structure discovery. We demonstrated how our techniques can
be particularly applied and expanded in the domain of fMRI data analysis.
This chapter summarizes the contributions made in this thesis followed by some directions
for future research.
6.1 Summary of contributions
In Chapter 3, we propose a novel penalty for estimating an interpretable and stable predictive
linear model under graph constraints. Our primary contributions in this Chapter are
• A novel penalty for estimating an interpretable and stable predictive linear model under
graph constraints.
• A proof that tight convex relaxation of correlated sparsity and total variation is in-
tractable.
• A proposal for a looser convex relaxation that corresponds to k-support norm and total
variation.
• An empirical validation of k-support norm and total variation penalty on neuroimaging
and other data.
• Insights on how the k parameter in the k-support norm can lead to better control of
the support size of the solution.
In Chapter 5 and Chapter 4 we make several contributions for the problem of inferring graphi-
cal model structure from few observations under sparse constraints. In Chapter 4 we propose
a novel statistical test which determines whether two related sets of data have significant




• To highlight the problem of identifying difference, with significance, in brain connectivity
patterns using sparse estimators. This problem has only been directly addressed in
several concurrent works.
• To highlight recent literature on debiasing sparse estimators as a path to obtaining
difference estimates and their confidence intervals
• To show how to debias a fused lasso estimate leading to a tractable characterization of
the difference estimate
• To show how both the joint estimator and independent debiased lasso estimators can
be used to infer graph structure differences.
Subsequently in 5 we propose a novel approach for graph structure discovery, we make the
following contributions
• We formulate graph structure discovery as a supervised learning problem and show that
this is natural.
• We propose a simple sampling approach to sample graphs and corresponding covariance
matrices.
• We show empirically that we can learn efficient estimators both in speed and accuracy
• We propose an efficient architecture for this problem.
• We lay foundations for analysis of the proposed architecture used for inference.
• We identify several directions for further scaling the estimators.
We now highlight the future research directions for this work.
6.2 Directions for Future Research
In the last section of this thesis, we draw some directions for future research based on the
contributions and limitations of our work. We propose several research paths that can be
followed.
Convex Relaxations of Total Variation and Correlated Sparsity
Extension For Non-Grid Graphs and Those Discovered from Data The applica-
tions shown in Chapter 3 in this thesis have been largely for grid structured data. However,
as noted the model permits a total variation constraint on a generic graph. For example in
genomics or social networking data. Additional extensions can consider using the structure
discovery methods proposed to first find graph structures, and subsequently make predicitons
using them.
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Comparisons to Hard-Thresholding Another approach to obtaining solutions under
discrete constraint sets is the application of so called hard-thresholding methods [Kyrillidis
et al., 2012]. These attempt to directly solve the problem in an approximate way using
combinatorial methods instead of obtaining a relaxation and solving it exactly. It would be of
interest to compare the hard-thresholding solution to those obtained by our proposed convex
relaxation.
Hypothesis Testing for Differences of Gaussian Graphical Models
Scalability of the algorithm The current algorithm and its implementation can be im-
proved by efficiently reusing the computations between the fused lasso solvers and debiasing
matrix estimators for each node. Particularly a bottleneck is the computation of the Quadratic
Program at each node. This does not take advantage of the structure of the problem and is
a generic solution. A naive approach to improve on this can warm-start the debiasing matrix
estimator using the previous nodes solution.
Extension to likelihood based methods In our work on the debiasing we consider the
pseudo-likelihood approach of solving independent `1 penalized problems. We can consider
recent extensions of the debiasing approach to the graphical lasso and how this can be applied
in the joint fused lasso estimator.
Applications to Genetics Datasets Genetics data is another area where we commonly
need to identify networks. Applications of our structure discovery methods on genetics
datasets can be of interest, especially since some networks in these datasets are better under-
stood than those studied in neuroscience.
Learning to Discover Sparse Graphical Models
Learnability of graph structure discovery In our work we have laid the foundation for
an analysis of the learnability of the graph structure discovery problem at least in the setting
of Gaussian Graphical Models. However, our analysis only shows that there exists a class of
deep models that can represent the solutions. We believe that this work can be extended to
show that such a class of models exists which can learn an approximation with ε precision
and a finite number of parameters.
Additionally scaling the current approach to larger problems as as addressed in Hsieh et al.
[2013]. This technique could potentially replace the graph lasso solvers used for the sub-
problems in Hsieh et al. [2013], which relies on clustering the variables and then solving
subproblems with graphical lasso.
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Application to Covariance and Inverse Covariance Estimation As shown in the
preliminary results in Chapter 5 our method shows promise to be able to learn to predict
directly positive definite covariance estimates from noisy ones under a sparse prior. There
are many potential applications for this, for example in Gaussian Process Regression the
key bottleneck is the inversion of a covariance matrix. If a structure such as sparsity on
this inverse can be assumed then. Furthermore even in neuroscience communities there are
some who correlation instead of partial correlation for the analysis of neuroimaging data, but
denoising the covariance estimate can still be useful. Similarly in certain financial data the
correlation from noisy data is the ultimate target. Finally another example of the utility of
a fast alternative to graph lasso is robust covariance estimation. This is a procedure that
often requires a covariance estimator as a sub-problem, graph lasso can be used in the case
of sparsity assumptions.
Dynamic Graphs Extending our model to graphs which follow dynamic behavior, edges
and nodes progressively changing over time, is a promising direction. Assuming a genera-
tive model can be constructed of the underlying dynamics additional temporal aspects of
the inference architecture can be handled by embedding the current network in a recurrent
network.
Applications to Action Recognition Action recognition from videos can be seen as a
problem that requires relational reasoning between entities as well as how this changes over
time. Integrating a structure discovery in the inference pipeline can be a promising direction
for improving performance on this task.
Appendix A
The k-support norm in fMRI: A
primer on sparse regularization in
fMRI
Experiments in Chapter 3 apply sparse regularization to build predictive models of fMRI
data. The dataset considered in Chapter 3 has well known tasks and associated regions which
explain them in the neuroscience literature [Haxby et al., 2001]. In this Chapter, as a primer
on sparse regularization in fMRI, we describe and demonstrate the application of traditional
sparse penalties as well as the k-support norm, which forms the foundation of Chapter 3,
to a real world fMRI dataset with consequences on medical understanding of addiction. We
consider sparse regularization in both the regression and classification settings performing
experiments on fMRI scans from cocaine-addicted as well as healthy control subjects. We show
that in many cases, use of the k-support norm leads to better predictive performance, solution
stability, and interpretability as compared to other standard approaches. We additionally
analyze the advantages of using the absolute loss function versus the standard squared loss
which leads to significantly better predictive performance for the regularization methods
tested in almost all cases. Our results support the use of the k-support norm for fMRI analysis
and on the clinical side, the generalizability of the I-RISA model of cocaine addiction. The
materials in this appendix are based on work published in [Belilovsky et al., 2015b, Gkirtzou
et al., 2013a, Misyrlis et al., 2014b] .
A.1 Overview
The main challenges in statistical fMRI data analysis Bartels and Zeki [2005], Hardoon et al.
[2007], Honorio et al. [2012b], Song et al. [2011] are (i) the curse of dimensionality (ii) a small
number of samples, due to the high cost of fMRI acquisition, and (iii) high levels of noise,
such as system noise and random neural activity.
A general approach for analyzing functional magnetic resonance imaging (fMRI) data is based
on pattern recognition and statistical learning. By predicting some cognitive variables related
to brain activation maps, this approach aims at decoding brain activity. This approach takes
into account the multivariate information between voxels and is a way to assess how precisely
some cognitive information is encoded by the activity of neural populations within the whole
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brain. However, this approach relies on a prediction function that is plagued by the curse of
dimensionality, since there are generally far more features (voxels) than samples. To address
this problem, different methods have been proposed, such as, among others, univariate feature
selection and regularization techniques [Jenatton et al., 2012].
Sparsity regularizers are key statistical methods for improving predictive performance in the
event that the number of observations is substantially smaller than the dimensionality of the
data while the underlying signal is known to be sparse. This is the case in fMRI analysis
where brain activity is known to occur in only a subset of regions for a given task. In this
paper we compare the most frequently applied sparsity regularizer developed in the statistics
literature, LASSO [Tibshirani, 1996b] and it’s extension the elastic net [Zou and Hastie, 2005],
with the k-support norm [Argyriou et al., 2012a], a recently introduced method which tends
to retain correlated variables while simultaneously enforcing sparsity.
The k-support norm has an intrinsic parameter, k ∈ {1, . . . , d}, where d is the dimensionality
of the data, that controls the degree of sparsity. When used with squared loss, k-support
regularization specializes to the LASSO when k = 1 and ridge regression when k = d. The
k-support norm has previously been used in [Argyriou et al., 2012a] for classification. We first
evaluate the k-support norm in an fMRI volume classification setting in which we predict a
binary task, based on an fMRI volume. We then extend this analysis to a regression problem,
predicting a task-variable based on the fMRI volume.
We focus on comparing LASSO and elastic net with the k-support norm in order to establish
the latter regularizer’s superiority in analyzing fMRI data in the context of a classification
task. We then consider a regression setting and use two loss functions, namely the squared
error and the absolute error functions. The advantage of the absolute error loss is that it
is more robust, in that it penalizes outliers less than the squared loss, while still retaining
convexity, which guarantees finding the global optimum. In this setting we compare `1 regu-
larization with the k-support norm and demonstrate marked improvement. We compare the
methods not only in their predictive accuracy but also in the interpretability and stability of
their results which is critical in fMRI data analysis.
Although we consider a specific neuroscience application of validating a model of human
drug addiction, this approach is more generally applicable and can be used in many other
neuroscience studies involving interpretation of fMRI data.
The primary neuroscientific motivation for most of our experiments in this article is the
exploration of human drug addiction. Basic studies have led to a theoretical model of human
drug addiction, characterized by Impaired Response Inhibition (RI) and Salience Attribution
(SA) (hence, I-RISA) [Goldstein and Volkow, 2002]. According to the model, the skew in
SA is predictive of impaired RI, together contributing to excessive drug use and relapse, core
clinical symptoms of cocaine addiction. We use the fMRI data from a SA task (drug Stroop)
in order to predict behavioral data in a RI task (color-word Stroop) collected at a different
time, hence providing further evidence to support the I-RISA model.
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A.2 Methods
We summarize the regularizers considered in this Chapter in Table A.1 below
Table A.1 – A summary of the regularizers considered in this work.
Regularizer J(w)
LASSO [Tibshirani, 1996b] λ1‖w‖1
Elastic net [Zou and Hastie, 2005] λ1‖w‖1 + λ2‖w‖22
k-support [Argyriou et al., 2012a] λ‖w‖spk (see Equation (3.2.33))
The k-support norm is closely related to the elastic net, in that it can be bounded to within a
constant factor of the elastic net, but it leads to different sparsity patterns. One can see from
Equation (3.2.33) that the norm trades off a squared `2 penalty for the largest components
with an `1 penalty for the smallest components.
A difficulty in using sparse regularizers is that they tend to lead to non-smooth functions
which can cause difficulties when using gradient based convex optimization procedures. For
this class of functions proximal methods are a very popular way to quickly find optimal
solutions with the bottleneck generally being the computation of the proximal mapping.
Among many advantages of the k-support norm, it has an easy to compute proximal operator
given in Argyriou et al. [2012a].
While initial experiments have shown promising results with the k-support norm for a range
of machine learning problems [Argyriou et al., 2012a], to the best of our knowledge the studies
discussed here are the first applications to fMRI.
For classification we consider squared loss: f(w,X, y) = ‖y −Xw‖22. Here we set the labels
for the discriminative task to y ∈ {−1, 1} and predict new examples, xn, as yn = sign(xnw).
In the regression setting we consider two loss functions: the squared error and the absolute
error f(w,X, y) = ‖y −Xw‖1. Here y corresponds to the output task-variable. In practice,
we approximate the absolute error with a Huber type smoothing around zero to ensure dif-
ferentiability as described in [Blaschko, 2013]. The advantage of the absolute error loss in
regression is that it is more robust, in that it penalizes outliers less than squared loss, while
still retaining convexity which guarantees finding the global optimum.
Optimization of objectives containing sparse regularizers are not trivial since they generally
contain non-smooth terms which are not compatible with classic optimization techniques
such as stochastic gradient descent. Optimization of the LASSO and elastic net has been
extensively studied in the literature [Efron et al., 2004, Friedman et al., 2010]. The k-support
norm is a relatively new approach and does not have extensive analysis with regards to
optimization. However a proximal operator is provided in [Argyriou et al., 2012a]. This is
a fundamental building block of many non-smooth optimization techniques a popular one
being Fast Iterative Threshold-Shrinkage Algorithm (FISTA) [Argyriou et al., 2012a, Beck
and Teboulle, 2009, Huang et al., 2011a,b]. The method is designed for optimizing the sum
of a smooth and non-smooth convex function. It requires only the gradient of the smooth
function, a proximal operator for the non-smooth function, and an upper bound on the
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Lipschitz constant of the gradient of the smooth function. For each of the loss functions
considered here, these quantities are known.
A.3 Experimental Results
Results are presented on three fMRI datasets. The first consists of fMRI scans of a subject
viewing a movie. The second and third dataset each consist of fMRI scans from control and
cocaine-addicted subjects [Goldstein et al., 2009, Honorio et al., 2012b].
Free-Viewing Dataset This dataset consists of a set of fMRI scans from a healthy subject
in a free-viewing setting. Data collection was previously described in [Bartels and Zeki,
2004, Bartels et al., 2008], while the pre-processing followed [Blaschko et al., 2009]. The
discriminative task in the first data set is the prediction of a “Temporal Contrast” variable
computed from the content of a movie presented to the subject [Blaschko et al., 2011]. This
dataset was employed for preliminary quantitative evaluation due to its larger sample size.
Cocaine Classification Dataset The overall neuropsychological experiment, referred to
as the fMRI drug-Stroop task Goldstein et al. [2007], follows a block design with each subject
(either control or cocaine-addicted) performing the same task repeatedly, during a total of six
sessions where there are two varying conditions: (i) the monetary reward, as well as (ii) the
word that cues the task (which can be a drug word or a neutral word). The sessions consist of
an initial screen displaying a monetary reward and then presenting a sequence of forty words
in four different colors (yellow, blue, red or green). The subject was instructed to press one of
four buttons matching the color of the word they had just read. The subjects were rewarded
for correct performance depending on the monetary condition. In our experiments we use
sessions with the same monetary reward (50) and the only varying condition is the type of
cue words shown (drug words or neutral words) leading to a total of 2 sessions per subject.
The discriminative task is to determine whether a subject is cocaine-addicted or a healthy
control subject [Goldstein et al., 2009, Honorio et al., 2012b].
Cocaine Regression Dataset The overall neuropsychological experiment follows a block
design with each subject (either control or cocaine-addicted) performing the same task re-
peatedly, during a total of eight session where there are two varying conditions: monetary
reward and cue word (drug word or neutral word). Individual sessions follow the same pro-
tocol as described in the Cocaine Classification Dataset. In this experiment the monetary
reward varies (50, 25, 1 and 0) as well as the type of cue words shown (drug words or neutral
words) resulting in a total of 8 sessions per subject.
We use the behavioral responses of the same subjects in a color-word task [Moeller et al., 2012],
a classic task of inhibitory control. In this task the subjects indicated the ink-color of color-
words printed in either their congruent or incongruent colors [Moeller et al., 2012, Figure 1(a)].
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Four colors and words (red, blue, yellow and green) were used in all possible combinations.
Both congruent and incongruent stimuli were presented randomly. The subjects performed
four consecutive runs of this task. As there were 12 incongruent events in each run of 200
events, each subject’s data contained up to 48 incongruent events. For 38 control subjects
and 74 cocaine abusers, we use the fMRI data from the drug-word task, to predict color-word
behavioral variables such as the difference in subject performance accuracy between congruent
and incongruent events.
A.3.1 Classification
In our first experiment we use the free-viewing dataset in a classification task [Blaschko
et al., 2011]. The performance of the different sparse regularization techniques, shown in
Figure A.1, is evaluated as the mean correlation over 100 trials of random permutation of the
data described in [Blaschko et al., 2009]. In each trial, 80% of the data are used to train the
method, while the remaining 20% are used to evaluate the performance. More specifically,
The top of Figure A.1 shows the mean correlation between LASSO and elastic net against
the number of non-zero variables (i.e voxels), while the bottom of Figure A.2 shows the mean
correlation for the k-support norm against different k values–which are correlated with the
number of non-zero coefficients. LASSO achieves a maximum mean correlation of 0.1198 for
44 non-zero variables, elastic net a maximum mean correlation of 0.1189 for 866 non-zero
variables, while k-support norm a maximum of 0.129 for k = 800. This is substantially higher
than was previously reported in [Blaschko et al., 2011].
Next we evaluate interpretability in the classification setting for the cocaine classification
dataset. We use 16 cocaine addicted individuals and 17 control subjects. These were the
subjects that complied to the following requirements: motion < 2mm translation, < 2◦
rotation and at least 50% performance of the subject in an unrelated task [Goldstein et al.,
2009]. We visualize the brain regions predicted when applying the LASSO and the k-support
norm to this data. For each, we have selected slices through the brain that maximize the sum
of the absolute values of the weights predicted by the respective methods. These results are
presented in Figure A.2 and discussed in the next section.
The main area of activity shown in Figure A.2 is the rostral anterior cingulate cortex (rostral
ACC). It has been shown to be deactivated during the drug Stroop as compared to baseline
in cocaine users vs. controls. This is even when performance, task interest, and engagement
are matched between the groups [Goldstein et al., 2009] and its activity is normalized by
oral methylphenidate [Goldstein et al., 2010]–which similarly to cocaine blocks the dopamine
transporters increasing extracellular dopamine–an increase that was associated with lower
task-related impulsivity (errors of commission). This region was responsive (showed reduction
in drug cue reactivity) to pharmacotherapeutic interventions in cigarette smokers [Culbertson
et al., 2011, Franklin et al., 2011], and may be a marker of treatment response in other
psychopathology (e.g., depression). The LASSO does not show a meaningful sparsity pattern
(Figure A.2).
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Figure A.1 – Mean Pearson correlations between the label and prediction on the hold-out
data over 100 trials for the dataset described in Blaschko et al. [2009] (higher values indicate
better performance). Error bars show the standard deviation. The LASSO achieves its best
performance with a sparsity level substantially lower than the elastic net, as it suppresses
correlated voxels (top Figure). The k-support norm performs better than the LASSO, elastic
net, or Laplacian regularization reported in Blaschko et al. [2011], and is a promising candidate
for sparsity in fMRI analysis (bottom Figure). (Figure best viewed in color.)
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Figure A.2 – A visualization of the areas of the brain selected by the LASSO and by the
k-support norm applied to the data described in [Goldstein et al., 2009]. The LASSO leads
to overly sparse solutions that do not lend themselves to easy interpretation (Left), while
the k-support norm does not suppress correlated voxels, leading to interpretable and robust
solutions (Right). A medical interpretation of the result presented in the left figure is given
in Section A.3.1. (Figure best viewed in color.)
To further understand the differences in brain activity of addicted and not addicted patients
we next extend our analysis to the cocaine regression dataset.
A.3.2 Regression
In this section we present our regression experiments on the cocaine dataset. Our experiments
aim at providing empirical evidence for the support of the I-RISA model.
We use the Cocaine Regression Dataset described in Sec A.3 in two experiments both pre-
dicting color-word behavioral variables.
In experiment 1 we use the fMRI contrast drug > neutral words, averaged over monetary
reward condition, to predict the conflict effect in the subjects’ reaction time on the color-word
task, defined as the difference in time between correctly performing the task for congruent
and incongruent events. We use the Insula, Hippocampus Complex, Amygdala and ACC,
part of the brain’s limbic (emotion) circuit, as regions of interest (ROIs) for this experiment.
These regions are chosen on the basis of previous studies on independent datasets that showed
limbic system modulation by drug-related cues, e.g. drug words [Chase et al., 2011].
In experiment 2 we use the fMRI contrast 50 > 0, averaged over word type condition (drug
or neutral), in order to predict the subjects’ responses on the color-word task, defined as
the difference in percent accuracy between performing the task for congruent and incongru-
ent events. We use the Basal Ganglia and Thalamus, part of the brain’s reward circuit, as
ROIs for this experiment. We chose these ROIs on the basis of previous studies on indepen-
dent datasets that showed reward system modulation by primary and secondary reinforcers,
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Mean Correlation, D>N, Conflict effect on Reaction Time
Control Subjects
Norm / Loss Squared Absolute p
LASSO 0.16 (0.02) 0.27 (0.02) <0.01
k-support 0.22 (0.02) 0.24 (0.02) <0.05
p <0.001 0.21
Cocaine-Addicted Subjects
Norm / Loss Squared Absolute p
LASSO 0.27 (0.01) 0.37 (0.01) <0.001
k-support 0.33 (0.01) 0.36 (0.02) <0.001
p <0.001 0.96
Table A.2 – Mean (SE) correlation over 500 random permutations of the samples between the pre-
dicted and the actual conflict effect on the reaction times for drug > neutral using the limbic ROI,
for all combinations of regularizers and loss functions. The p-values were computed with a Wilcoxon
signed rank test between the 500 correlation values for the two combinations of regularizer and loss
function in the preceding rows or columns. Based on the p-values, there is a statistically significant
difference between absolute loss predictions and squared loss predictions and between LASSO and
k-support norm with the squared loss function in both cocaine and control subjects.
including money [Liu et al., 2011].
For each experiment we perform 500 trial with an 85% / 15% random split between training
and test sets. For each trial we perform model selection on the training set. That is, for each
combination of parameters (λ ∈ {10i : i = −2, . . . , 8} for LASSO, λ ∈ {10i : i = −2, . . . , 8},
k ∈ {1, 2, 3, 6, 12, 100, 200, 300, 600} for k-support norm), we do a leave-one-subject-out cross
validation on the samples that constitute the training set. We measure the correlation between
the predicted and the true response variables on the training set. The parameter setting that
leads to the highest correlation is used on the whole training set in order to learn a set of
weights for each method, which are then applied on the test set. Finally, we measure the
correlation between the predicted and the true response variables on the test set. We report
the mean correlation on the holdout test samples and its standard error across the 500 random
permutations. We note that the same sample randomization is used for both LASSO and
k-support norm.
We compare the performance of the two methods in Table A.2 for the first experiment and
Table A.3 for the second experiment.
With the squared loss function, the k-support norm outperforms LASSO for almost all cases,
while when combined with the absolute loss function, the regularizers do not significantly
differ in their predictive performance. The absolute loss function, for both regularizers, leads
to correlations that are significantly higher than those with the squared loss function in almost
all cases.
We report the fraction of non-zero weights that were selected by each method for over 50%
of the 500 trials in Tables A.4 and A.5 for the first and the second experiment respectively.
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Mean Correlation, 50>0, Conflict effect on Accuracy
Control Subjects
Norm / Loss Squared Absolute p
LASSO 0.25 (0.02) 0.09 (0.02) <0.001
k-support 0.26 (0.02) 0.09 (0.02) <0.001
p 0.42 0.78
Cocaine-Addicted Subjects
Norm / Loss Squared Absolute p
LASSO 0.22 (0.02) 0.42 (0.02) <0.001
k-support 0.27 (0.01) 0.41 (0.02) <0.001
p <0.001 0.78
Table A.3 – Mean (SE) correlation over 500 random permutations of the samples between the pre-
dicted and the actual response variables for 50> 0 using the Basal Ganglia, Thalamus ROI, for all
combinations of regularizers and loss functions. The p-values were computed with a Wilcoxon signed
rank test between the 500 correlation values for the two combinations of regularizer and loss function
in the preceding rows or columns. Based on the p-values there is a statistically significant difference
between absolute loss predictions and squared loss predictions and between k-support and LASSO
with the squared loss in cocaine-addicted subjects only.
Voxel Selection Stability, D>N, Conflict effect on Reaction Time
Control Cocaine-Addicted
Norm / Loss Squared Absolute Squared Absolute
LASSO 0.0004 0.0007 0 0.0023
k-support 0.0029 0.0018 0.0058 0.0734
Table A.4 – Voxel Selection stability over 500 random permutations of the samples for drug > neutral
using the limbic ROI, for all combinations of regularizers and loss functions. The fraction of voxels
which are selected for more than 50% of the 500 trials are presented. The higher values reported for
k-support norm indicate that it makes more stable voxel selection than LASSO over different training
sets.
We average the weights assigned to the voxels over the 500 permutations and then compute
the cumulative distribution function (CDF) for those weights. We threshold the CDF at 0.9
and visualize the weights of the voxels up to that threshold in Fig. A.3. The overly sparse
solutions of the LASSO lead to models that cannot be interpreted as easily as the solutions
of the k-support norm method.
In the presence of correlated features, the degree of sparsity of the solution can be tuned
with the k-support norm in order to include several highly correlated features. In contrast,
LASSO tends to pick one representative feature with no guarantee of consistency in feature
selection across different splits of the data samples into training and test sets. In all cases the
fraction of non-zero weights selected by the k-support norm is higher than that of LASSO,
indicating that the k-support norm method leads to more stable solutions as compared to
those obtained with LASSO.
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Voxel Selection Stability, 50>0, Conflict effect on Accuracy
Control Cocaine-Addicted
Norm / Loss Squared Absolute Squared Absolute
LASSO 0.0004 0.0050 0.0008 0.0013
k-support 0.0037 0.0083 0.0223 0.0122
Table A.5 – Voxel Selection stability over 500 random permutations of the samples for 50> 0 using the
Basal Ganglia, Thalamus ROI, for all combinations of regularizers and loss functions. The fraction
of voxels which are selected for more than 50% of the 500 trials are presented. The higher values
reported for k-support norm indicate that it makes more stable voxel selection than LASSO over
different training sets.
Figure A.3 – Visualization of the most predictive voxels in Exp. 1 (upper left & upper right)
and Exp. 2 (bottom left & bottom right) over the 500 permutations. Red areas indicate
regions of substantially increased activity and blue regions of subtantially decreased activity.
The degree of sparsity of the solution can be tuned with the k-support norm, thus leading to
models (upper right, bottom right) that are easier to interpret than those of LASSO (upper
left, bottom left). (Best viewed in color)
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A.4 Discussion
In our classification experiments we have shown that the k-support norm can give better
predictive performance than the LASSO and elastic net, while having favorable mathematical
and computational properties. Furthermore, the brain regions implicated in addiction by the
k-support norm coincide with previous results on addiction indicating that the k-support norm
is additionally useful for generating sparse, but correlated, regions suitable for interpretation
in a medical-research setting
In our regression experiments, in almost all cases, the k-support norm outperforms LASSO in
predicting the behavioral measures given fMRI data when combined with squared loss, while
when combined with the absolute loss, the predictive accuracy of the two regularizers does
not differ significantly. The absolute loss led to higher predictions than squared loss for both
regularizers for almost all cases. The LASSO leads to sparse solutions, since it tends to pick
one feature per group of correlated features. On the other hand, the k-support norm allows
calibrating the cardinality of the solutions and thus can select more interpretable groupings
of correlated features and also leads to more stable results across different training sets.
Thus, our results support the further exploration of the k-support norm for fMRI analysis.
Furthermore, we demonstrate that we can predict real valued behavioral variables measured
in an inhibitory control task given fMRI data from a different task, designed to capture
emotionally-salient reward.
On the medical side, we also provide further evidence to support the I-RISA model of drug
addiction, whereby the skew in SA in cocaine abusers, as indexed by fMRI response to drug
words and monetary rewards, two motivationally salient stimuli, is predictive of RI, as in-
dexed by response slowing and accuracy on a task requiring inhibitory control (the color-word
Stroop). Specifically, we show that in cocaine users, response to drug words in voxels located
in limbic brain regions, such as the anterior insula and ACC implicated in emotion processing
and emotion regulation, was predictive of slower responses on the RI task (Exp. 1), while
response to money in voxels located in reward-related brain regions, such as the putamen
implicated in habits, was predictive of lower accuracy on the RI task (Exp. 2).
A.4.1 Conclusions
In this Chapter, we have investigated the applicability of sparsity regularizers in fMRI analy-
ses. We have shown that the k-support norm can give better predictive performance than the
LASSO and elastic net, while having favorable mathematical and computational properties.
Furthermore, the brain regions implicated in addiction by the k-support norm coincide with
previous results on addiction, indicating that the k-support norm is additionally useful for




Joint Embeddings of Scene Graphs
and Images
Much of the thesis has focused on leveraging structured sparsity assumptions to determine
graphical model structures and on using known graph structured assumptions to improve
prediction and inference. Here we consider a related problem where there is already a known
sparse graphical data and an associated data from a different modality. The goal is to learn
representations that associate well the graphs to data in the related modality. We consider
a particularly challenging task where the label space for nodes and edges is very large with
respect to the number of samples. Our problem is motivated from the recent developments in
associating textual descriptions with natural scenes. Multimodal representations of text and
images have become popular in recent years. Text however has inherent ambiguities when
describing visual scenes, leading to the recent development of datasets with detailed graph-
ical descriptions in the form of scene graphs. We consider the task of joint representation
of semantically precise scene graphs and images. We propose models for representing scene
graphs and aligning them with images. We investigate methods based on bag-of-words, sub-
path representations, as well as neural networks. Our investigation proposes and contrasts
several models which can address this task and highlights some unique challenges in both
designing models and evaluation. This section corresponds to work that has been presented
in Belilovsky et al. [2017a].
B.1 Introduction
With recent advances in perceptual tasks, attention in computer vision has been brought
to problems requiring greater levels of semantic interpretation of images. Joint modeling of
text and vision has led to great improvements in performance on caption generation, visual
question answering, and retrieval. Text, however, often has many inherent ambiguities and,
for some tasks, connecting a more precise description of image content to visual representation
can be of great interest.
Compact representation of semantically precise descriptions of visual information are of great
interest and can be potentially used for a variety of downstream tasks from image retrieval,
generation, and visual question answering. Until recently study of multimodal embeddings
of images has focused on connecting sentence level descriptions and images. One recently
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popular method of describing the content of images is based on the scene graph, a detailed
description of the underlying image content. Recently, datasets with detailed scene graph
annotations have become available [Antol et al., 2015, Krishna et al., 2017]. In this work we
make a first step to analyse the joint embedding of images and scene graph into a shared
latent space.
We investigate several strategies for performing the embedding scene graphs. We propose as
a baseline a bag of words embedding that only considers the scene objects and then consider
a subpath representation as well as a graph neural network which can take advantage of
the structural information within the scene, we find that, for the data we consider, subpath
representations provide the best results on a retrieval task.
Related to our work Fisher et al. [2011] proposes efficient kernels for retrieving images based
on a scene graph. Johnson et al. [2015] propose to use scene graphs for the task of image
retrieval. Their model uses a probabilistic inference framework in comparing graphs. Lu et al.
[2016] consider the closely related problem of visual relationship detection. Most recently,
Teney et al. [2016] proposed to graph structured models for visual question answering. Their
work considers a model similar to the Graph Neural networks [Li et al., 2016] which we
also consider. The problem addressed is different as it involves graph matching instead of
embedding a whole graph, furthermore visual features are used as annotations, while we
consider categorical annotations.
B.2 Joint Representations of Scene Graphs and Images
A scene graph [Johnson et al., 2015, Krishna et al., 2017] is defined by its objects, their at-
tributes, and relationships. Consider a set of object classes, C, attributes A, and relationships
R. Let a scene graph G = (O,E) be a directed graph. For o ∈ O, an object in an image I,
o = (c, A), where c ∈ C is the class of the object and A ⊆ A. For t ∈ E, a labeled directed
edge t = (o, s, r) where r ∈ R and o, s ∈ O. Define Nbr(o) as the set of all (s, r) such that
(o, s, r) ∈ E.
A joint representation of a scene graph, g, and image,x, should provide embedding functions,
fi(x) and fg(g) which produce continuous vector representations in RD for input images and
scene graphs, along with a similarity metric, s (commonly the inner product in the embedding
space). These vector representations should respect semantic similarities, such that for images
xi, xj it will be the case that s(xi, g) > s(xj , g) if the graph is semantically closer to the
image xi than xj . Here we consider several possible choices for embedding the graph.
Bag of Words A bag of words model takes a frequency count of nodes in the scene graphs,
and does not consider the relationship information or the association of attributes. This is a
natural baseline and the analogue in the text domain has shown strong performance in many
joint vision and language tasks [Frome et al., 2013]. Here we take the vocabulary V to be of
size |C|. Let eo represent the one hot encoding for object class o. The embedding is defined
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by the matrix Wg ∈ RD×V and given simply as fg(gr) = Wg
∑
o∈O
eo. This is then rescaled to
unit norm.
SubPath Representations We consider the use of a graph path representation [Swamidass
et al., 2005]. Here we augment the count of node frequency by additionally considering
subpaths up to length l. This allows structural information to be used in the final embedding.
The final embedding is constructed as in the case of the bag of words Wg with V now the
size of all unique subpaths in the dataset. Similar to the literature on text representations
paths can be seen as an analog of n-grams which can still provide strong baselines in text
classification [Joulin et al., 2016]. In the base case of order 1 paths that only consider the
nodes it reduces to the bag of words model.
Graph Neural Network Another strategy is similar in spirit to recent work proposed
in Li et al. [2016], Teney et al. [2016] which maintains a state vector for each node and
uses a recurrent procedure that updates each node state based on its neighbor, progressively
propagating information. Below the update sequence is defined per object.








For each node we obtain its representation by performing an embedding and then updating
the representation by adding a term for the neighbors based on the maximum path between
any 2 nodes. In practice we will take a maximum of i = 3 steps. Vr is a separate term
associated with each relationship, we consider only the most common relationships and fold
others into one category. The final graph representation can be obtained by summing the
node states and normalizing. In this work we focus on the object and their interactions but
attributes can additionally be incorporated as edges in the graph.
Image embedding and loss function The image embedding we utilize are the VGG-
19 fc7 10-crop features,x, For the image embedding we use VGG-19 fc7 10-crop features,
as in Kiros et al. [2014], denoted x, projected as fWm(x) = Wmx and normalized. If we
let WG describe all parameters of the encoding model given a set of images,x1,x2, ...,xN
and corresponding scene graphs g1, g2, ..., gN , and the similarity measure s(x, g) = fWm(x) ·





max{0, α− s(xk, gk) + s(xk, gc)}+
∑
gk,xk,xc
max{0, α− s(xk, gk) + s(xc, gk)}
Where α > 0 is a scalar defining the size of the margin of the two hinge losses.
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B.3 Evaluating Joint Embeddings
Evaluating joint embeddings can be challenging. A common approach in caption/image
embedding is the use of a retrieval task [Vendrov et al., 2016] that involves ranking a large
dataset of images by relevance for a query. However, although posed as a retrieval task the
score is often only known for only one ground truth image. This problem is exacerbated for
the case of highly detailed descriptions such as a paragraphs or scene graphs. Given that scene
graphs can become very large (some having over 50 labeled objects) it becomes increasingly
easy to match images simply based on object counts, while at the same time there can be
many images in the result set which are indeed very similar to the ground truth. We thus take
a different approach to the evaluation of scene graph to image retrieval than shown in Johnson
et al. [2015]. Since images in the test set have associated scene graphs our evaluation leverages
existing graph similarity metrics to allow comparisons to all the images in the retrieval set. For
the case of scene graphs we can construct a metric based on the path kernel [Borgwardt, 2007].
Using this similarity metric, we can compute the Normalized Discounted Cumulative Gain
(NDCG) [Wang et al., 2013] to evaluate the retrieval performance considering the returned
ranking of all images in the search space to their underlying graph similarity score.
We use a dataset of images and scene graphs from Johnson et al. [2015], Lu et al. [2016]. The
data consists of 5000 images with carefully curated scene graphs. We first perform a first
level analysis, described in the Appendix, to determine that our visual features can indeed
discriminate structural information in the scene graph.
We first perform a basic evaluation of whether structural information related to the scene
graph is extractable from the image features (VGG fc7) we have selected to use. We consider
the top occurring edges and construct binary classification problems for each of the top edges
attempting to predict it’s presence or absence from the visual features. We use a random
forest classifier and consider the AUC. We find that 3 out of 10 have chance performance
with the remaining classifiers obtaining an average AUC of 55 ± 0.5% . This first order
analysis indicates that there is discernible structural information in the visual features used,
although expectedly the rate is rather low. We note that a given image may have a large
number of interactions which can together give noticeable improvement on tasks such as
retrieval.
We now evaluate the proposed joint representation approaches on the retrieval task. We use
the 4000 train and 1000 test images from the splits specified in Johnson et al. [2015]. We use
the objective described previously with batches of size 500 and optimize using the ADAM
optimizer [Kingma and Ba, 2015a], `2 regularization, and α = 0.4.
For evaluation we compute the mean Normalized Discounted Cumulative Gain (NDCG) for
each test image using a path graph kernel of order 3 as our relevance metric. For each test
graph we embed the graph in the joint embedding space and look for the nearest matching
image out of the 999 possible remaining.
We consider results using 500 and 100 dimensional latent spaces. We also consider path
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Methods NDCG 5 NDCG 10 NDCG 20 medRank Gr2im
PathRep 3(500 latent) 0.320 0.354 0.396 9
PathRep 2(500 latent) 0.300 0.338 0.381 9
BOW (500 latent) 0.281 0.317 0.362 9
PathRep 3 (100 latent) 0.305 0.338 0.378 10
PathRep 2 (100 latent) 0.290 0.327 0.372 10
BOW (100 latent) 0.276 0.310 0.355 10
Graph NN (100 latent) 0.249 0.280 0.321 15
SG obj Johnson et al. [2015] - - - 28
SG obj-attr-rel Johnson et al. [2015] - - - 14
Table B.1 – Results for graph to image retrieval. NDCG is computed at the top 5,10, and 20
images. Medium rank is computed for the ground truth image retrieval
representations of order 2 and 3. We observe that the use of the graph neural network under-
performs the more simple linear embedding of the bag of words features. This is analogous
to observations in several text based tasks [Joulin et al., 2016] and highlights the difficulty
in extracting semantic information in this challenging scenario. However we can see that
the path representations indeed improve substantially the performance in terms of NDCG,
highlighting that graph structural information is indeed useful and can be leveraged in this
task.
For reference, we also report results for the median rank of the ground truth image on the
same task from Johnson et al. [2015], which uses a different model based on object detections.
We note in Johnson et al. [2015] the label space is limited to the top occurring objects, which
in our embedding framework is not necessary and we utilize the full set of objects provided
in the dataset. Notably the results using bag of words and path representations can improve
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Titre : Apprentissage de graphes structuré et parcimonieux dans des données de haute dimension
avec applications à l’imagerie cérébrale
Mots clefs : apprentissage statistique, Gaussian graphical models, neuroimagerie, apprentissage profond
Résumé : Cette thèse présente de nouvelles méth-
odes d’apprentissage structuré et parcimonieux sur les
graphes, ce qui permet de résoudre une large variété de
problèmes d’imagerie cérébrale, ainsi que d’autres prob-
lèmes en haute dimension avec peu d’échantillon. La pre-
mière partie de cette thèse propose des relaxation con-
vexe de pénalité discrète et combinatoriale impliquant de
la parcimonie et bounded total variation d’un graphe,
ainsi que la bounded `2. Ceux-ci sont dévelopé dans
le but d’apprendre un modèle linéaire interprétable et
on démontre son efficacacité sur des données d’imageries
cérébrales ainsi que sur les problèmes de reconstructions
parcimonieux.
Les sections successives de cette thèse traite de la dé-
couvertre de structure sur des modèles graphiques “undi-
rected” construit à partir de peu de données. En par-
ticulier, on se concentre sur des hypothèses de parci-
monie et autres hypothèses de structures dans les mod-
èles graphiques gaussiens. Deux contributions s’en dé-
gagent.On construit une approche pour identifier les dif-
férentes entre des modèles graphiques gaussiens (GGMs)
qui partagent la même structure sous-jacente. On dérive
la distribution de différences de paramètres sous une pé-
nalité jointe quand la différence des paramètres est parci-
monieuse. On montre ensuite comment cette approche
peut être utilisée pour obtenir des intervalles de confi-
ances sur les différences prises par le GGM sur les arêtes.
De là, on introduit un nouvel algorithme d’apprentissage
lié au problème de découverte de structure sur les mod-
èles graphiques non dirigées des échantillons observés. On
démontre que les réseaux de neurones peuvent être util-
isés pour apprendre des estimateurs efficacaces de ce prob-
lèmes. On montre empiriquement que ces méthodes sont
une alternatives flexible et performantes par rapport aux
techniques existantes.
Title : Structured Sparse Learning on Graphs in High-Dimensional Data with Applications to
NeuroImaging
Keywords : machine learning, Gaussian graphical models, neuroimaging, deep learning
Abstract : This dissertation presents novel struc-
tured sparse learning methods on graphs that address
commonly found problems in the analysis of neuroimag-
ing data as well as other high dimensional data with few
samples. The first part of the thesis proposes convex re-
laxations of discrete and combinatorial penalties involving
sparsity and bounded total variation on a graph as well as
bounded `2 norm. These are developed with the aim of
learning an interpretable predictive linear model and we
demonstrate their effectiveness on neuroimaging data as
well as a sparse image recovery problem.
The subsequent parts of the thesis considers structure
discovery of undirected graphical models from few obser-
vational data. In particular we focus on invoking sparsity
and other structured assumptions in Gaussian Graphical
Models (GGMs). To this end we make two contributions.
We show an approach to identify differences in Gaussian
Graphical Models (GGMs) known to have similar struc-
ture. We derive the distribution of parameter differences
under a joint penalty when parameters are known to be
sparse in the difference. We then show how this approach
can be used to obtain confidence intervals on edge differ-
ences in GGMs. We then introduce a novel learning based
approach to the problem structure discovery of undirected
graphical models from observational data. We demon-
strate how neural networks can be used to learn effective
estimators for this problem. This is empirically shown to
be flexible and efficient alternatives to existing techniques.
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