The measurement of residual stress through the remaining ligament of a compact tension specimen was studied. In the crack compliance method, a slot or notch is successively extended through the part, and the resulting strain is measured at an appropriate location. By using a finite element simulation of a specimen preloaded beyond yield, three techniques for determining the original residual stress from the measured strains were compared for accuracy and sensitivity to measurement errors. A common beam-bending approximation was substantially inaccurate. The series expansion method proved to be very versatile and accurate. The fracture mechanics approach could determine the stress intensity factor caused by the residual stresses with a very simple calculation. This approach offers the exciting possibility of determining the stress intensity factor prior to a fatigue or fracture test by measuring strains during the specimen preparation.
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INTRODUCTION
Residual stresses play a key role in fatigue crack growth, crack closure, and fracture. Although residual stresses affect only the mean stress, or stress ratio, in fatigue, these have been shown to influence crack initiation, propagation, and closure [e.g., [1] [2] [3] [4] [5] [6] .
Even under purely compressive far-field loading, fatigue cracks can initiate and propagate because of tensile residual stress [e.g., [7] [8] [9] . Knowledge of residual stresses is crucial both for correct interpretation of laboratory fatigue crack growth experiments and for prediction of service failures. To be more specific, the resulting stress intensity factor is often of greater interest than the residual stresses themselves because it appears directly in the fatigue crack growth and fracture relations.
Reid developed a simple technique for measuring residual stress in a compact tension (CT) specimen [10] that is, unfortunately, unacceptably inaccurate. In this technique, the notch is successively extended while the strain changes on the back face of the specimen are recorded. The technique is simple, requires only commonly available equipment, and has been applied several times to CT specimens [11] [12] [13] . However, the analysis relies on a beam-bending approximation that this study demonstrates to be significantly inaccurate.
The technique of successive slot extension to measure residual stress has been extensively developed as the crack compliance method [e.g., 14 , review in 15] . Although the analysis used is versatile and more accurate than Reid's, it requires extensive computation. Recently, Schindler et al. developed a potentially simpler variation of the analysis, which uses fracture mechanics relations [16, 17] . Although previous researchers 4 have used stress intensity factor (K I ) weight functions in their analyses [e.g., 18 ], only Schindler's method delivers K I as a function of depth directly from the measured strains without first solving for the residual stresses. In addition, it is a surprisingly simple calculation, easily implemented on a spreadsheet. Some additional effort, making use of the weight function, reveals the residual stress profile.
This paper develops and verifies the necessary equations to measure the residual stresses and the resulting stress intensity factor through the remaining ligament of a CT specimen. A finite element simulation provides a realistic residual stress distribution for a CT specimen preloaded beyond yielding. Additional finite element calculations provide the strains measured at the back face for a successively extended, finite-width slot (not a mathematical crack). These simulated strains are used as input data for the different methods for determining the residual stress profile. Next, the results are used to compare the methods for accuracy and ease of implementation. Finally, by introducing realistic errors into the measured strains, the sensitivities of the various methods to experimental errors are evaluated.
SIMULATION
A finite element simulation of a preloaded CT specimen was chosen as a test case with which the accuracy of the various methods for determining residual stress was evaluated. Two conflicting considerations guided the selection of a test case: an accurately known stress profile and physical realism. Experimental specimens cannot be produced with a residual stress profile known accurately enough to unambiguously compare the different methods. On the other hand, analytical solutions, in which arbitrary (besides 5 satisfying equilibrium) residual stress profiles are assumed, lack physical reality and may erroneously favor one method. Fortunately, finite element simulations model physical behavior reasonably well and give precisely characterized residual stress profiles. In regard to the choice of configuration, the literature indicated that a CT specimen loaded beyond yield and then unloaded, leaving residual stresses, is a realistic and important test case [11] [12] [13] 19, 20] . Figure 1 shows the standard CT specimen geometry and defines some of the variables used in the analysis. The specimen size in the finite element analysis was W = 50 mm, with an initial slot length, a 0 , of 25 mm. Note that the slot length a is measured from the center of the loading holes rather than from the specimen edge. Figure 2 shows the finite element mesh. Only half of the specimen was modeled because of the inherent symmetry. Approximately 3000 2-D plane strain elements, with fully integrated biquadratic shape functions and 8 nodes, were used for the mesh, resulting in about 19,000 degrees of freedom. The mesh was refined near the crack tip and was constructed to allow simulation of the slot cutting by removing appropriate elements. The ABAQUS implicit finite element code [21] was used for all the analyses.
Residual stress
The loading on the CT specimen was modeled using rigid elements to simulate a pin with a diameter of 0.24W in the loading hole. The pin was displaced 0.25 mm in the negative y direction, transferring load to the CT specimen by contact. This was sufficient to yield the specimen in compression. In a second analysis step, the load was removed, leaving the residual stresses.
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The loading and unloading was modeled with constitutive behavior that would give a realistic residual stress distribution. Elastic-plastic or bilinear stress-strain curves have too sharp of a transition from elastic to plastic, which results in unrealistically sharp peaks in the residual stress profile. Therefore, power law strain-hardening was used:
where σ is the stress and ε p is the plastic strain, see Fig. 3 . The constants used were K = 676.4 MPa, ε 0 = 0.001, and n = 0.15, which resulted in a 0.2% offset yield of about 280 MPa, with hardening to 532 MPa at a plastic strain of 20%. This yield stress and hardening fits within the range observed for some low-carbon mild steels and for some 300 series stainless steels also [22] . The elastic modulus E was taken as 210 GPa and Poisson's ratio ν as 0.3. The usual elastic relations were used for the stresses below yield and for the elastic strain in the yielded region. The ABAQUS finite element calculations used incremental plasticity, the Mises yield surface and the associated flow rule. Nonlinear combined kinematic and isotropic hardening was chosen for its ability to more accurately model reversed loading [21] . The hardening parameters were calculated automatically in ABAQUS from the half-cycle stress-strain data given by Eq. 1.
The loading was selected such that the plastic zone extended about 3 mm from the crack tip, or about 12% of the remaining ligament of the CT specimen. By trial and error is was found that this provided a residual stress distribution similar to those reported in the literature [10, 12, 19] . With the element size of 0.2 mm near the crack tip, this put about 15 elements in the plastic zone. The reversed yielding plastic zone during unloading was 7 smaller but still contained about 10 elements. This is sufficient mesh refinement to capture the peaks in the stress distribution [23] .
Slot cutting simulation
It was possible to realistically simulate cutting the slot by sequentially removing elements in the finite element model. Experimentally, wire electric discharge machining (EDM), or spark erosion, is the preferred method for machining the slot because it makes a fine slot and cuts very gently. Typically, for cutting slots of lengths several millimeters or greater, one uses a wire about 0.25 mm in diameter, which could leave a slot up to 0.40 mm wide [10, 15] . Therefore, in this analysis the machining of the slot was simulated by incrementally removing the first row of elements along the symmetry plane, which corresponded to a slot 0.40 mm wide. This simulated a square-bottomed slot, whereas an actual wire EDM slot will have a semicircular bottom. However, the difference is negligible for the long, narrow slot considered here [24] . For through-thickness residual stress measurements, one might take strain readings at slot length increments from 0.25 mm to 2.0 mm [15] . In this analysis the strains were taken at 0.4 mm increments. The CT specimen was allowed to unload only elastically during the slot cutting, implicitly assuming no Bauschinger effect or other constitutive nonlinearity. This is a reasonable assumption because the residual stresses are only partially relieved by the slot cutting. The Bauschinger effect is generally only significant when the unloading causes a change in the sign of the stresses.
This analysis ignored any residual stresses generated by the EDM process, which is a reasonable assumption for two reasons [24] . First, optimal machining parameters, which 8 can generally be achieved by using the EDM machine's "finishing mode," will result in minimal induced stresses. Finishing mode refers to cutting parameters chosen to provide an improved surface finish for manufacturing operations. Second, stresses induced during EDM machining minimally affect the strains measured on the back face opposite the cut.
The strains resulting from cutting the slot were manually calculated from nodal displacements. Typically, one might use a strain gauge of 1.6 mm active length. The strains were therefore calculated by using the symmetry condition and the y-displacement of the node on the back face 0.8 mm from the symmetry plane, see Fig. 2 . This gives the average strain over the simulated gauge length. Figure 4 shows the residual stress profile and the strains from cutting the slot generated by the simulation. The strains are also given in Table 1 . The residual stresses that would be measured by cutting the slot are those along the outside edge of the slot, y = 0.2 mm, so those are the reported values. Figure 5 shows the residual stresses determined by reducing the simulation data using the three techniques mentioned in the introduction. Each technique is discussed below. The data points on the fracture mechanics curve are the values returned by that analysis, which gives an average stress over a discrete depth range. Data points are used on the series expansion curve to make the plot visually easier to follow.
RESULTS AND DISCUSSION

Beam-bending approximation
The results in Fig. 5 show that the approximate solution derived by Reid [10] and applied several times in the literature [11] [12] [13] results in large errors for the residual stresses. In Reid's approximation, at each depth increment the remaining uncracked ligament is conceptually separated from the cracked portion of the specimen. The resulting force and moment from the released residual stresses in the cracked portion are then applied to the uncracked portion, and simple beam theory gives the strains. Inverting this process gives the residual stresses from the measured strains as
where ε is the measured strain; E' = E/(1-ν 2 ) for plane strain, as in this analysis; or E' = E for plane stress. This approximation ignores the stress concentration effects of the crack, the additional stiffness provided by the uncracked portion of the specimen, and the free boundaries at the ends of the beam. Clearly, the approximation is poor and can lead to dangerously nonconservative predictions.
Fracture mechanics approach
The fracture mechanics calculations rely on approximating the slot that was introduced to relieve the residual stresses as a mathematical crack. Cheng and Finnie [25] showed that the approximation is valid for a slot with a depth-to-width ratio greater than five, which is satisfied for most of this test. The results in Fig. 5 further support the validity of this approximation.
Calculating the stress intensity factor K I from the measured strains is surprisingly simple:
where Z(a) is the influence function, which depends on the geometry and the location of the strain measurement but not on the residual stress distribution. For a standard CT specimen with a crack depth of a/W ≥ 0.5 and strain measurement taken at the back face directly opposite the cut, Z is given by Schindler [26] :
In fact, Eq. 4 applies in general to rectangular specimens with deep crack, depending on the specimen length but regardless of geometrical details such as loading holes [26] .
Equations 3 and 4 are presented without derivation to illustrate the simplicity of the calculation. The Appendix derives the equations and discusses how to obtain Z(a) for other geometries.
Applying Eqs. 3 and 4 to the simulated strains yields the results in Fig. 6 . The method used to differentiate the strains is discussed later, in the discussion of sensitivity to errors. Note that the negative K I indicates that the slot could try to close on itself.
However, the finite element results indicated that the slot closed only a small fraction of its 0.40 mm width.
The residual stresses can be determined from the stress intensity factor by using a weight function solution:
where h is the weight function. Weight function solutions are widely available for many geometries [27] . Equation 5 can be solved for the residual stresses by approximating the stress as a constant, σ j , within each of n intervals, each bounded by a n-1 and a n . This gives the discrete form of Eq. 5 as
Considering Eq. 6 sequentially for each interval allows the σ j to be uniquely determined.
For a CT specimen the weight function is given by Fett and Munz [27] as
where the coefficients A νµ are those listed in Table 2 . Note from Eq. 7 that the integrand in Eq. 6 will be singular for j = i at the x = a endpoint of the interval. This type of singularity can be accurately integrated using numerical quadrature, although the convergence will be somewhat slow [28] . Therefore, Eq. 6 was integrated numerically in this study by using
Gaussian integration with four points for the nonsingular intervals and 50 points for the singular intervals, which was found to be sufficiently converged. Applying Eqs. 6 and 7 to the simulated data provided the residual stresses plotted in Fig. 5 . The agreement with the known stress distribution is very good.
Series expansion method
In the series expansion implementation of the crack compliance method, the residual stress profile is determined from the measured strains with a technique originally developed for hole-drilling measurements of residual stress [29] . First, the unknown residual stresses are written as a series expansion:
where the A i are unknown coefficients and the P i are terms in a series: usually polynomials, although any continuous, bounded functions may be used. Then, the strain that would be measured at the strain gauge location is calculated for each P i . These strains as a function of depth are called the compliances C i . Using superposition, one can write the strains for the stress given by Eq. 8 as
Finally, a least-squares fit is performed between the measured strains and those given by Eq. 9, resulting in the coefficients A i and, hence, the stresses from Eq. 8.
Legendre polynomials were chosen for the P i in Eq. 8 because, when the uniform and linear terms are set to zero, such a series will automatically satisfy force and moment equilibrium. Legendre polynomials are the most common choice for through-thickness measurements [15] .
The compliances for the CT specimen were calculated using the same finite element mesh used to simulate the residual stress. Starting from a stress-free state, elements were sequentially removed to simulate a slot 0.40 mm wide. For each slot depth and each term in the Legendre polynomial series, Bueckner's superposition principle [30] was used to calculate the strains. The original residual stress variation, with the sign changed, was applied as a pressure load to the face of the slot. Figure 5 shows the results for a Legendre series expansion of order n = 9, with the 0th (uniform) and 1st (linear) order terms set to zero, leaving eight terms. The root-meansquare error between the measured strains and those given by the expansion, Eq. 9, was 2.4 µε, which is reasonable but indicates that a different choice of basis function or more terms in the series could result in a better fit.
Ideal case results
Because the results in Fig. 5 were generated with the precise, simulated strain values, they can be used to discuss the best achievable results from each method. Clearly, the beam-bending approximation cannot reproduce the actual residual stress distribution to an acceptable level of accuracy. Unfortunately, this means that the results presented by Reid, Moffatt, and Hermann [11] [12] [13] are significantly inaccurate. Both the fracture mechanics approach and the series expansion method give excellent results. techniques can accurately resolve the residual stress peak at x ≈ 25.3 mm. There are two reasons why the peak was not resolved in this simulation. First, a large variation in the stress profile exists in the first 0.5 mm of slot depth. Since strain readings were taken only every 0.4 mm of depth, the variation cannot be resolved. However, the results could easily be improved by using smaller depth increments, which is commonly done [15] . Second, the strain readings were taken at the back face, far from the initial crack tip. An additional strain reading could easily be taken near the crack tip and used to determine the stresses in that area. For the series expansion approach, the compliances (C i in Eq. 9) for such a location are already available from the same finite element calculation used to compute the compliances for a back-face gauge. For the fracture mechanics approach, a new Z(a) would be needed. In addition, the slot could not be accurately approximated as a crack for depths less than five times the width [25] .
The results from the fracture mechanics approach deviate from the known stresses as the cut approaches the back face. This deviation is not a concern in this study primarily because the residual stress and K I are generally not of interest for very deep cracks since 14 fatigue or fracture tests are not taken to such depths. In addition, the crack compliance method cannot generally be used for determining the stresses over the last few percent of the specimen thickness because the weight of the specimen and yielding will affect the strain readings [15] .
Regardless of the unimportance of the errors for very deep cuts, the reasons for the errors in the fracture mechanics results should be presented for the sake of other applications. The weight function solution is only accurate to a depth of about a/W = 0.8 [27] . This is common for weight function solutions because greater depths are rarely of interest. Schindler [16] has developed a correction for very deep cracks, but applying it to this simulation did not result in significantly improved results. Even if a weight function valid for very deep cracks was used, the approximation of the slot as a crack becomes increasingly inaccurate as the cut approaches the back face. The series expansion results do not reflect either of these problems because of the finite element model used to calculate the compliances.
Effect of measurement noise and error
The sensitivity to measurement noise and error is an important consideration for any experimental technique. Even under the best conditions, this type of strain measurement can be expected to have random noise of ±1 to 2 µε [15] . In addition, systematic errors can occur in many forms, such as electronic errors, gauge mispositioning or misalignment, local yielding, and temperature changes. The tolerance to errors of the data reduction techniques can be evaluated by using three types of simulated errors.
Adding random noise to the simulated strains simulates experimental noise, adding a constant value simulates systematic error, and adding values that increase linearly with depth simulates gauge drift or gauge calibration factor error.
In order to fairly compare the sensitivity to errors, the zero data point (depth = 24.65 mm; strain = 0) is kept at zero when noise is added to the strain data. Since the zero point is not included explicitly in the series expansion solution, there is no way to change this assumption. For the fracture mechanics solution, the zero point is used to calculate the strain derivative (see Eq. 3) for the first few points. In fact, for the case of a constant offset added to the strains, the results would not change at all if the zero point were also shifted by the same amount, since only the derivative of strain is used.
The technique used to differentiate the measured strains technique is crucial to the error sensitivity of the fracture mechanics approach. It is well known that differentiation of experimental data can amplify the noise or errors. For this reason, two techniques of differentiating the data were evaluated. The first was to use a four-point smoothing differential:
where g(n) refers to the nth data point. This technique was chosen because it is extremely simple to implement. However, it requires evenly spaced data, which is not always the optimal way to take the data [15] . In addition, it cannot be applied to the first two and the last two data points because there are not two data points on either side. Therefore, for the second and the second-to-last data points, the slopes were given from the straight line between the points on either side. For the first and last data points, the slopes were determined by using an exact quadratic interpolation through the three endpoints [31] .
16
The second technique for differentiating the measured strains was a cubic smoothing spline implemented in the MATLAB software [32] . The spline approach is more complicated than simple point-by-point differentiation, but it offers increased control of smoothing and can accommodate unevenly spaced data. The amount of smoothing in the spline is controlled by the parameter p, with p = 0 being a straight-line fit through all the data and p = 1 being an exact piecewise cubic interpolation (no smoothing). The interesting range of p for smoothing noisy data is in the area of p = 1/(1+δ), where δ = l 3 /16 and l is the average distance between the data abscissae [33] . The results are reported here for two values of the smoothing parameter, p = 1/(1+δ) and p = 1/(1+10δ), which work out to about 0.996 and 0.96, respectively, for our data spacing of 0.4 mm. In addition, the spline fit was forced through the first (zero) data point by weighting it 100 times more than the other points in the spline fit. This weighting greatly improved the slopes and the resulting residual stress profile in the high-gradient region near the initial notch tip.
In order to compare the ability of the various methods to determine the correct residual stress profile, a root-mean-square average of the stress error was used. In the fracture mechanics method, the stresses are determined at the midpoint of each depth interval. In the series expansion technique, the stresses are evaluated at the end points of the intervals. The differences between the stresses provided by these techniques and the "known" finite element results are then root-mean-square averaged over all of these points for a single value representing the accuracy of the result. For the evaluation of the random errors, the calculations were repeated with 100 computer-generated random sets at each error magnitude in order to get a converged value of the root-mean-square error. Figure 7 shows the stress errors that were generated by introducing random errors into the strain data. As expected, the least squares fit used in the series expansion method virtually eliminates the effects of random errors. A large enough value of the smoothing parameter in the spline fit also resulted in good tolerance of random strain errors but at the expense of some accuracy. Less smoothing in the spline gave improved accuracy for lowerror strain data but increased the sensitivity to errors. Somewhat surprisingly, the simple four-point numerical differentiation of the strain data gave excellent results. The results would not be quite as good without the previously described modification to the fourpoint formula for data points near the end of the strain series. Overall, the tolerance of all these methods to a reasonable amount of noise in the strain data, say 3 to 4 µε, is excellent. Figure 8 shows the stress errors for systematic errors introduced into the strain data. The stress errors depend on the sign of the strain errors and even improve the results in some cases because of some fortuitously improved results in the high-gradient region near the original notch tip. The four-point differentiation and close spline fit are the most sensitive to systematic errors, as evidenced by the larger slopes. As previously mentioned, if the zero point were not fixed, the fracture mechanics method would show no sensitivity to a systematic error because it uses only the derivative of strain. Again, the overall tolerance of these methods to errors in the strain reading is very good.
The stress errors for strain gauge drift are not plotted because they are so small for all of the data reduction methods. The simulated strain errors were varied linearly from zero to a maximum value at the final slot depth. Even with the maximum error reaching ±40 µε, the resulting root-mean-square stress errors never changed by more than 2 MPa from the error-free results.
Other measurement techniques
It would be difficult to measure the residual stress profile in this study with other established techniques. Hole drilling cannot measure over such a depth range, and it would be virtually impossible to drill the necessary hole near the notch tip. X-rays could only measure the surface stresses on the side of the specimen, which could easily be different from those through the thickness. Neutron diffraction could be used, assuming that the material is crystalline, and would be nondestructive. However, neutrons generally cannot match the spatial resolution of the crack compliance method, and obtaining beam time at a neutron source can be difficult, inconvenient, and time consuming. Sectioning methods could potentially measure the profile, but they have poorer spatial resolution and are experimentally more difficult.
CONCLUSIONS
The crack compliance method has been shown to be a powerful tool for measuring residual stress in a compact tension specimen. Several techniques for implementing crack compliance have been evaluated. The beam-bending approximation of Reid [10] is significantly inaccurate and should not be used. Both the series expansion approach and the fracture mechanics approach work very well, but they offer unique advantages.
The following conclusions apply to the fracture mechanics approach:
1. It is the preferred method for determining the stress intensity factor because it is not necessary to first get the residual stresses. The calculation is extremely simple, especially if a solution for Z(a) already exists for the combination of specimen geometry and strain gauge location.
2. The residual stress results are generally accurate except for very deep cracks.
The calculations require a weight function solution for the given geometry.
3. Because the calculation requires differentiation of measured strains, care must be taken to minimize errors.
4. Because it assumes a mathematical crack, errors result for near-surface measurements where the ratio of slot depth to width is less than about five.
Although this was not a concern for the specimen in this study, it should be taken into account for near-surface measurements.
The following conclusions apply to the series expansion approach:
1. The residual stress profile can be determined quite accurately, with some limitations depending on the choice of basis functions.
2. It is very versatile, especially if the compliances are calculated by using a finite element analysis. It is simple to account for the finite width slot, which allows for near-surface measurements, and to get compliances for multiple, arbitrary strain gauge locations.
3. It is especially tolerant to strain measurement errors.
These approaches also offer an exciting possibility for fracture or fatigue tests. By measuring back face strains during machining of the original notch, one could determine the stress intensity factor at the notch tip resulting from residual stresses originally present in the material.
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APPENDIX
Equation 3 in the text can be easily derived. Consider the change in strain energy for extending a crack from a 0 to a in a residual stress field:
where B is the out-of-plane dimension of the specimen, K Irs is the stress intensity factor caused by the residual stresses, and K IF is the stress intensity factor for a pair of virtual forces F at the location and direction of strain measurement. For simplicity, only the mode I stress intensity factor is considered here. Applying Castigliano's theorem yields 
