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Abstract. The Quality of Service (QoS) perceived by users is the dominant factor for the success of an 
Internet-based Web service. Thus, capacity planning has become essential for deploying Web servers. The 
aim of this study is to understand the key elements in Web server performance. We created a controlled test-
bed environment, which allows one to analyze Web server performance in a simple and effective way. In this 
paper we present an analysis of two different Web server architectures and their performance, with particular 
focus on discovering bottlenecks. 
1 Introduction 
Since the mid-1990s, Web Services have been the dominant source of traffic on the Internet. Web server 
performance has great impact on the popularity of Web sites; thus studies concerning Web performances have 
become an important research topic in recent years. 
The key factor is that HTTP-request traffic presents observable burstiness [10] with 
peak rates exceeding the average rate by an order magnitude [19], thus easily 
exceeding the capacity of the server. This is a potential source of problems: i.e., 
difficulties in planning for needed resources, or unacceptable degradation of user 
perceived QoS. A known issue is that many Web servers suffer from poor overload 
behavior. For example, under heavy network load, interrupt-driven systems can enter 
a receiver-livelock state [16]. Therefore it is important to evaluate Web server 
performance under overload in order to eliminate possible bottlenecks and to allow 
proper capacity planning. 
In this study we describe the methodology we adopted and the necessary steps for 
setting up an effective environment for observing Web server performance. This 
environment allows fine-tuning of Web server components as well as bottleneck 
discovery. This methodology for measuring and comparing Web server performances 
has many other interesting applications. It is possible to tune a Web server against 
the expected workload, thus achieving improved performance and better user-
perceived QoS with an optimized configuration. In addition, it is also possible to 
compare the efficiency of different operating systems and reveal any error in the 
implementation of the Web server or operating system. 
By applying our methodology to comparison of Web server architectures we 
observed that: 
o The single-process architecture (i.e., Boa) has better performances than the multi-thread architecture if 
disk access is limited 
o The multi-thread architecture (i.e., Apache2) is CPU-intensive but is less penalized by disk access 
o Disk-access is the most limiting factor for the server throughput 
o User-perceived QoS degrades greatly when the server is overloaded 
This paper is divided into four sections. Section 2 contains a description of the 
problems that should be addressed in order to correctly set up the test-bed 
environment. Section 3 presents a description of HTTP client-server interaction in 
order to explain the indexes adopted for analyzing performances. In section 4 several 
experiments are fully described and discussed. 
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2 Our Approach to Web Server Performance Measurement 
The approach of directly evaluating the performance of a Web server (see Fig. 1a) suffers from difficulties 
related to the irreproducibility of real workloads together with the highly unpredictable behavior of the Internet 
and the need for non-intrusive measurement of a live system. 
 
Fig. 1. a) A Web server in the real world;     b) A Web server in a WAN emulated environment; 
The alternative is evaluation through generation of synthetic HTTP client traffic in a 
controlled environment (see Fig. 1b). However this must be done with great care. For 
example, generating heavy and realistic traffic with a small number of client 
machines is difficult; a simple load-generating scheme, used in past studies [1], [20] 
that equates client load with the number of client processes/threads in the test 
systems (adding client processes to increase the total client request rate) is limited by 
some characteristics of the TCP protocol [5]. In the following subsections the 
problems of analyzing Web server performances in a controlled environment are 
discussed and our solutions are presented. 
2.1 Problems Concerning Workload Generation 
A Web server subjected to HTTP requests from an increasing number of simple clients in a test-bed will easily 
be driven to full capacity. Additional clients cause the server’s accept queue to grow, inducing an increasing 
delay before the request is handled. If the server’s accept queue fills, the server starts to drop connection 
establishment requests, and the clients consequently go into TCP's exponential back-off and generate further 
requests at a very low rate. Thus, to generate a significant rate of requests beyond the capacity of the server, 
using this simple scheme, one must employ a huge number of client processes [5]. This simple approach does 
not work well; in fact when generating synthetic HTTP requests, care must be taken that resource constraints on 
the clients do not accidentally distort the measured server performance. The primary factor in preventing client 
bottlenecks from affecting server performance results is to limit the number of simulated clients per client 
machine. In addition, it is important to avoid I/O operations in the simulated clients. Our methodology is 
presented in the following subsections. 
Generating heavy and realistic synthetic workloads is a key issue in the 
measurement test-bed, and care should be taken in deciding which solution to adopt. 
We decided not to address the problem of accurately characterizing Web workloads 
in term of requests' file types, transfer sizes and locality of reference in URLs 
requested. These are largely investigated in several studies measuring Web server 
performance, and when necessary we refer to the existing literature [4], [7]. For 
example, SURGE [7] concentrates on creating a realistic workload that mimics a 
number of users, but it is unable to sustain server overload. Thus we did not use it, 
although it can be useful for generating a realistic population of files in the server. In 
the initial phase of this study we considered SClient [5], which is able to sustain 
server overload, but in the end we preferred HTTPERF [17] due to this tool’s greater 
flexibility. HTTPERF is not only capable of sustaining server overload, but also leaves 
nearly total freedom as to the kind of workload and measurements to be performed. 
Furthermore, it can be used in conjunction with SURGE.1
At the end of each experiment, HTTPERF summarizes the information gathered and 
generates some statistics related to HTTP connections. Important parameters to be 
considered for each experiment are: 
                                            
1 We can use SURGE for producing the server file population and the request trace to be performed and HTTPERF for 
effectively carrying out that trace. 
o The request rate i.e., the number of HTTP requests/sec; 
o The total number of requests to perform; 
Other useful optional parameters to consider are the users’ think time for simulating 
human responsiveness during Web navigation, and the possibility of using traces of 
requests to drive the workload generation. In addition, a critical parameter that 
HTTPERF provides for tuning is the request timeout, which sets a time limit for the 
HTTP connection to be completed. This parameter value must be chosen carefully 
for each experiment in order to avoid resource exhaustion of client sockets. It is 
crucial to avoid exhausting the available sockets of the load generator. This means 
that starting from about 60,000 total available sockets and considering that the TCP 
TIME_WAIT status [19] lasts 60 seconds in many TCP implementations, we have 
about 1,000 sockets available per second. Furthermore, we have to consider the 
chosen request timeout and divide those 1,000 available sockets by the request 
timeout, and then subtract the mean number of established connections to get an 
idea of the limit of maximum number of requests per second that a single client 
machine can generate. To verify that each experiment was not biased by the lack of 
client sockets, we checked for this in the HTTPERF summary (see index [fd-unavail] 
in section 3.2, Table 1). Using an adequate request timeout is the key point in 
exploiting client side socket resources and thus maximizing the amount of parallel 
connections made by a single machine.2
2.2 Modeling Characteristics of the Internet 
In the real world, HTTP requests are generated by a large number of clients whose Web connections have 
limited bandwidth compared to connections in a LAN environment. Performance aspects of a server that are 
dependent on such network characteristics cannot be evaluated in a simple LAN test-bed. WAN delays and 
Internet packet losses cause longer SYN-RCVD queues in a server's listen socket, which may impact 
performances. Delays and packet losses also increase the lifetime of connections, thus inducing a large number 
of simultaneous connections at a server, which can cause significant degradation of event-driven servers [11], 
[13]. 
Moreover, in a WAN environment, TCP needs to provide increased amounts of buffer 
space for Web transfers in order to proceed at full speed, thus reducing the system 
memory available for document caching. Thus, to correctly analyze the performance 
of a Web server, it is necessary to emulate WAN behavior in the LAN environment. 
Moreover, some care should be taken to ensure that the bandwidth of the network 
connecting the client machines to the server is not a bottleneck factor, to guarantee 
measurement of the server’s true capacity. 
Furthermore, we have the choice of centralizing the WAN condition simulator on the 
router, or spreading it among all the clients; the latter solution ensures scalability (at 
the cost of lower client performance). 
In [5] WAN environment is introduced through an ad hoc TCP stack modification, but 
we believe that adopting a solution that is bundled with an unmodified OS confers 
ease of reproducibility on the whole test-bed framework; thus, we chose dummynet 
[18] for introducing WAN delays in the router machine (see Fig. 2). It must be noted 
that a centralized approach for introducing WAN delays has been criticized [14] 
because it does not scale with the number of client machines and with Web server 
bandwidth due to possible gateway performance limits. In our test-bed configuration 
we avoided problems of this type, since the gateway was sufficiently powerful.  
Dummynet is a system facility that has come with FreeBSD since version 3.0 and 
allows control over traffic going through the various network interfaces by applying 
bandwidth and queue size limitations and simulating delays and losses. In the 
FreeBSD 4.7 implementation, packet selection is made through an IP-level filter 
                                            
2 A small request timeout keeps TCP from performing the full number of retransmissions before giving up. And hence the 
connection-related time figures are truncated. Anyway, from the server point of view the number of received packets is 
almost the same, because TCP retransmission timeouts are exponential and thus the number of neglected events is 
negligible. 
program (ipfw) by means of pipe rules. Pipes are numbered from 1 to 65,534 and 
packets can be passed through multiple pipes depending on the ipfw configuration. 
 
Fig. 2. LAN environment with dummynet 
Dummynet normally operates at the ip-level but has also been extended to operate at 
the bridging level. With dummynet it is possible to configure many parameters for 
each connection that crosses the router. The most important are: 
o Link Bandwidth; 
o Buffer Dimensions; 
o Transmission Delay; 
o Packet Loss Rate. 
2.3 Web Server Characteristics 
After preparing the test-bed, we still need to define the Web server architectures used in experiments. There are 
different architectural models for implementing a Web server (for a more detailed discussion see [15]); in our 
study we focused our comparison on multi-threaded and single-process architectures, which are the most 
popular. As a representative of multi-threaded architecture we deployed Apache 2.0, the newest implementation 
of the most popular general-purpose Web server [3]. As a sample of single-process architecture we used Boa 
0.94.13, which has a very efficient and lightweight implementation with very low memory requirements [12]. 
Other possible choices such as THTTPD [1] and Mathopd [8] were discarded because during preliminary testing, 
Boa was faster and more reliable. 
We are interested in observing how servers react to different workloads and how 
hardware components influence the overall results. Our goal was to investigate 
bottlenecks in the Web server, caused by either hardware or software. To accomplish 
this, we decided to run the Web server on an old Pentium class machine, based 
upon an ASUS TX97E motherboard with Intel 430TX chipset and with 256Mb of 
memory. This choice was made in order to load the server quite easily at full 
capacity, without saturating the available Fast-Ethernet LAN bandwidth; using a 
machine at the top configuration would make this very difficult. The operating system 
was a Linux Redhat 7.3 with 2.4.18-19.7.x kernel rpm version. 
During the experiments, we evaluated the influence of the processor, switching from a Pentium 133Mhz to a 
Pentium MMX 200Mhz.  
The pool of client machines (from 5 to 10) running HTTPERF was Linux Redhat 7.3, 
with 2.4.18-19.7.x kernel rpm version and no active firewall. Hardware ranged from 
K6 III at 450Mhz to Athlon XP 2000+. All systems were equipped with full duplex 
Fast-Ethernet network card and system memory between 256Mb and 512Mb.  
A switch with a 2.4Gbps back-panel formed the LAN. The WAN simulator gateway 
was a dual Pentium III at 1GHz with 1Gb of memory and 2 Fast-Ethernet network 
adapters, with FreeBSD 4.7 release and dummynet option enabled.  
The whole test-bed is logically represented in Fig. 2. Dummynet was configured to 
simulate a population of 20% ADSL (128/256Kbit/sec) and 80% MODEM (56Kbit) 
connections with a RTT delay of 200msec. The TCP stack of the Web server 
machine was tuned for improving performances: memory allocated to TCP buffers up 
to 4Mb, TCP timestamps and SACK options disabled, maximum backlogged SYN 
packets up to 512, and maximum backlogged unprocessed packets increased to 
32,768. 
All experiments were carried out using HTTP version 1.0. 
3 Performance Figures 
A Web server performs a number of steps in response to HTTP client requests. For better performance the Web 
server must interleave the sequential steps in order to overlap CPU processing with disk access and network 
communication. The server architecture determines which strategy is used to achieve this interleaving. In 
addition, the performance is also influenced by various optimizations (e.g., caching). To better clarify these 
aspects, before introducing the performance index measured during the experiments, it is appropriate to describe 
an HTTP connection starting from the TCP level. 
3.1 HTTP Connection Phases 
An HTTP connection can be divided into four distinct phases: connection setup, response, transfer and closing 
(see Fig. 3). 
An HTTP client enters the connection setup phase with a connect() system call, 
which generates a connection establishment request (SYN packet) to the server at 
TCP level. When the server receives the SYN packet, it i) responds with a SYN-ACK 
packet ii) creates a socket for the new connection and iii) puts the new socket in the 
listen SYN-RCVD queue. Then, when the client receives the SYN-ACK packet, it 
sends an ACK packet that completes the TCP three-way handshake and the 
connection setup phase ends. 
The HTTP client enters the response phase and sends an HTTP request. In the 
meantime, the server receives the previous ACK packet, removes the socket from 
the SYN-RCVD queue and places it in the accept queue, waiting for an accept(). 
Once the connection is accepted, the server reads the HTTP request from the client 
and begins sending the response. When the client receives the first server response 
packet, the response phase ends. The client then enters the transfer phase that ends 
when the last packet (FIN packet) of the server response is received; afterwards, the 
TCP protocol enters the closing phase. Both client and server need to maintain the 
involved socket in the TCP TIME_WAIT state for proper handling of duplicated 
packets, thus wasting some useful resources [19]. 
Fig. 3. A simple HTTP connection: client-server interaction. 
The average length of the SYN-RCVD queue depends on the average round-trip time 
between the server and its clients; the average length of the accept queue depends 
on how fast the HTTP server calls accept(), and both queues depend on connection 
request rate. If a server is operating at its maximum capacity, it cannot call accept() 
fast enough to keep up with the connection request rate, and the queues grow. 
Considering that the kernel limits the maximum backlog on a listen socket, and the 
backlog is an upper bound on the sum of the lengths of the SYN-RCVD and accept 
queues, the server drops incoming SYN packets whenever this sum exceeds the 
backlog. Thus, if the backlog limit is too low, the server may refuse connection 
requests needlessly. When the client misses the SYN-ACK packet, it goes into 
exponential retransmission mode until it either receives a SYN-ACK or the 
connection establishment timeout expires. 
3.2 Experiment Summary 
We can now discuss the statistics summary provided by HTTPERF at the end of each experiment in order to 
understand how performance indexes can be extracted. It should be noted that in order to have some additional 
information in the experiment summary, we slightly modified the original code. In Table 1 we present a snapshot 
of an HTTPERF output summary. 
Table 1. HTTPERF summary example 
1 For Total: connections 3000 requests 3000 replies 3000 test-duration 300.705 s 
  
2 Connection rate: 10.0 conn/s (100.2 ms/conn, <=9 concurrent connections) 
3 Connection time [ms]: min 757.4 avg 803.8 max 807.9 median 804.5 stddev 6.8 
4 Connection time [ms]: connect 205.5 
5 Connection length [replies/conn]: 1.000 
  
6 Request rate: 10.0 req/s (100.2 ms/req) 
7 Request size [B]: 64.0 
  
8 Reply rate [replies/s]: min 8.4 avg 10.0 max 10.2 stddev 0.2 (60 samples) 
9 Reply time [ms]: response 257.3 transfer 341.0 
10 Reply size [B]: header 189.0 content 7054.0 footer 0.0 (total 7243.0) 
11 Reply status: 1xx=0 2xx=3000 3xx=0 4xx=0 5xx=0 
  
12 CPU time [s]: user 32.19 system 268.52 (user 10.7% system 89.3% total 100.0%) 
13 Net I/O: 71.2 KB/s (0.6*10^6 bps) 
14 Number of connections completed: 3000 
15 Average Connection throughput: 8.8 KB/s (70.4 Kbps) 
16 Average Reply throughput: 11.8 KB/s (94.6 Kbps) 
17 Average Transfer throughput: 20.8 KB/s (166.0 Kbps) 
  
18 Errors: total 0 client-timo 0 socket-timo 0 connrefused 0 connreset 0 
19 Errors: fd-unavail 0 addrunavail 0 ftab-full 0 other 0 
 
The average connection setup time, the average response time and the average 
transfer time are calculated, averaging the time spent in the corresponding phase. In 
the summary we see the average connection setup time [connect] in line 4, average 
response time [response] and average transfer time [transfer] in line 9. In line 1 
[requests] indicates the number of request attempts (and corresponds to the number of 
connections that completed the connection setup phase), and analogously [replies] 
corresponds to the number of connections that completed the response phase. In 
line 14 [number of connections completed] is the number of connections that completed 
transfer phase. 
In line 1 we find the number of request [requests] and reply [replies] attempted and 
thus the number of connections that completed the previous phase (i.e., connection 
setup and response, respectively). In the computed averages, only connections that 
successfully complete the corresponding phase are considered. 
By observing how many connections completed the relative phase we have a clue to 
the possible cause of timeout. For example, timeouts in the connection setup phase 
mean high congestion in the listen queue of the server, while timeouts in the transfer 
phase are often due to an improper setting with respect to the dimension of the file to 
be transferred. 
[Net I/O] in line 13 is calculated by summing up all the bytes transferred by a 
connection (request size plus reply size) divided by the duration of the experiment; 
this index (summed up for all the HTTPERF instances) is the server throughput. 
The number of completed requests per second can be found in line 8 as [avg]. 
To summarize, the performance indexes used are: 
• Average connection setup time; 
• Average response time; 
• Average transfer time; 
• Server throughput; 
• Completed requests per second. 
At the end of each experiment, as previously mentioned, some error fields must be 
checked in order to verify that the client’s resource constraints have not influenced 
the measures; in particular the unavailable file descriptors error [fd_unavail] in line 19 
must be zero, to indicate that the client’s sockets were always available during the 
experiment. Another meaningful index is [client-timo] in line 18, which counts how 
many connections have timed out before completion. 
4 Experimental Results 
This section presents the most interesting experiments carried out in this study. Numerous variables affect 
performance. Thus, it is appropriate to change one parameter at a time to identify its influence on overall 
performance. 
It is important to notice that each experiment is composed of a set of measurements, repeated under the same 
conditions except for the request rate specified in HTTPERF. Each measurement is carried out with a constant 
request rate and file size. For example, Fig. 5 shows the throughput of the Boa server, Pentium MMX 200Mhz, 
for a single file of 7Kbytes. In this graph the first point represents the average server throughput at 100 
requests/sec, the second one at a rate of 150 requests/sec and so on. Each experiment then collects the average 
server throughput at different request rates. 
However, each measurement presents an initial transient phase, a warm-up period, 
during which the initial measured throughput is less than the steady state one. For 
instance, the graph in Figure 4 illustrates the warm-up effect for retrieval of a single 
12k file from the Boa server (Pentium 200MMX processor) at 425 requests/sec 
(normal load condition) and 450 requests/sec (server overload). Since HTTPERF 
calculates the server throughput as the average number of bytes transferred by a 
connection per second, we decided that each measurement should last from 33 to 90 
min; this renders the impact of the warm-up period (i.e., about 100 sec) negligible 
with respect to the web server throughput value. Therefore each experiment took 
many hours to perform. 
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Fig. 4. Boa 0.94.13 server, Pentium MMX 200Mhz, 12k single file, 425 and 450 
requests/sec 
In the following experiments, the effects of retrieving files from cache/memory/disk 
are highlighted in both single-process and multi-threaded Web server architectures, 
in order to learn how different conditions influence performance. Furthermore, an 
experiment showing how the CPU affects performance is discussed. 
4.1 Maximum Server Throughput: Cached Files 
As an initial experiment, we observed the server in a near-optimal condition: all clients request the same file, in 
order to maximize the probability of retrieving the requested data from the system cache.  
Although we carried out a set of experiments with both Boa and Apache2 and with 
files of different sizes (from 1KB to 72KB), the behavior was similar in all cases. 
Thus, due to limited space, hereafter we discuss only the case of Boa with a 7KB file, 
as shown in Fig. 5.  
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Fig. 5. Boa 0.94.13 server, Pentium MMX 200Mhz, single file of 7Kbytes, 5 sec timeout. 
At first, we can see that until maximum server capacity is reached, throughput increases linearly with the 
request load (this linear phase is bounded by server resources). When server saturation starts (in Fig. 5 this 
happens after 550 requests/sec) there is a sudden decrease in throughput. In this experiment, after saturation we 
observe a throughput fall of 520KB/sec, i.e., 12% less than maximum throughput achieved. We observe that 
before resource saturation, the server’s accept queue is not full, and apart from a queuing delay effect, no SYN 
packet losses are experienced; after saturation the listen queue is full and some SYN packets are dropped. This 
leads to the clients’ retransmissions, which further increases SYN packets received by the server, thus causing 
even more drops. Thus, the saturated server operates in a less efficient way. However, to fully explain the sudden 
fall in throughput, we must consider that the server needs to execute portions of code that were not present in the 
system cache. After this fall, the server reaches a new equilibrium. During this saturated phase, throughput has a 
slight linear decrease. This behavior can be explained by the increase in SYN packets received and then dropped 
and by the parallel increase in network interrupts handled. As request load increases we expect that the 
equilibrium will not change until the number of received packets overwhelms the server and trashing starts. 
Although the throughput of a saturated server is still high, clients perceive a highly 
degraded QoS. Server responsiveness is probably the most important parameter for 
measuring the QoS provided by a Web server. After requesting the main page of a 
Web site, the user expects a reply from the server within a few seconds. If he/she 
receives a “connection refused” message, perhaps he will reload the page, but a 
negative impression of unreliability remains. 
The QoS is represented in Fig. 6 where we report the time needed to complete the 
file downloads. 
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Fig. 6. Boa 0.94.13 server, Pentium MMX 200Mhz, single file of 7Kbytes, 5sec timeout. 
Although we carried out experiments with MODEM and ADSL emulated connections, 
we report only the MODEM case (download: 56Kbit/sec, upload: 33.6Kbit/sec) as 
they show a similar behavior. When the server is in the linear phase (from 0 to 550 
requests/sec) the duration of modem connections is around 1.5 sec; varying the 
request loads in that range does not influence this time. This simply means that the 
server should work as much as possible in this ideal situation so that users do not 
perceive any particular delay. When the saturation phase is reached, things change 
drastically. The average total connection time becomes 3.3 seconds (a more than 
100% increase), and it continues to increase at higher loads. Furthermore, it must be 
considered that since a 5-second request timeout was used within HTTPERF, this 
limited possible SYN packet retransmissions to one for each connection setup 
attempt; i.e., we cut the tail of the connection distribution hence the total connection 
time reported underestimates the real value. It must be noted that the time spent in 
the transfer phase is almost constant in all request load conditions. Indeed, observing 
the total connection time, we discover that connection setup time and response time 
are affected by the server’s saturation (due to the limit on the maximum number of 
backlogged packets in the listen socket). 
4.2 From Cached to Memory-mapped Files 
Working with cached files is an optimal condition but it cannot always be achieved. Therefore, it is interesting to 
evaluate a less optimal situation, where all requested files (a set of 2500 files of 28KB) are already mapped in 
memory and no disk access is needed. As expected, at light loads the throughput is similar; but in the memory-
mapped case the server saturation is reached earlier. However, for this experiment (see Fig. 7) it is more 
interesting to observe the average response time experienced in the linear phase. 
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Fig. 7. Boa 0.94.13 server, single cached file vs many MODEM-mmapped files, file size 28K 
The average response time can be considered in a first approximation constant when 
the server works with a cached file; instead, when same-sized files are retrieved from 
memory, it presents a more than linear increase. Of course this depends on the 
complexity of the file retrieval algorithm, although the key factor is the memory 
latency. 
4.2.1 Server Architectures: Single-process versus Multi-threaded 
In this set of experiments the behavior of the two server architectures (single-process and multi-threaded) is 
compared (see Fig. 8 and Fig. 9). We can see the comparison of server throughput for different file sizes (4KB, 
12KB, 28KB). In all the experiments we ensured that all the files in the working set were mapped in memory. 
Each experiment presents an initial linear phase and a subsequent saturation phase. It is remarkable that Boa is 
far more efficient than Apache2. The fact that all requested files are memory mapped (thus eliminating the 
potential bottleneck of disk access) is a substantial advantage for single-process architecture. In contrast, the 
limited amount of system memory (256 MB) and a great number of context switches for each thread, do hit 
multi-threaded architecture heavily. 
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Fig. 8. Pentium 133Mhz, 2500 different memory-mapped files. 
Apache 2.0.39 - Server Throughput
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Fig. 9. Pentium 133Mhz, 2500 different memory-mapped files. 
The Apache2 maximum throughput varies from 40% to 60% of Boa maximum throughput. However, it must 
be considered that Apache2 is a general-purpose server with full implementation of HTTP 1.1 options; instead 
Boa implements only the most common ones. Focusing on server behavior for different file dimensions, we 
immediately observe that, at light loads, throughput is linearly dependent on file size. 
Figure 10 show the same experiment for the Boa server and 72K-files. Once again 
we can observe how the saturation phase is reached sooner for large files. 
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Fig. 10. Boa Pentium 133Mhz, 2500 different memory-mapped files, file size 72K 
4.2.2 Impact of the Processor 
In our test-bed the performance bottleneck was the CPU; thus it makes sense to 
compare results of a CPU change. We upgraded the machine from a Pentium 
133Mhz to a Pentium MMX 200Mhz (which means a 50% increase of the processor 
clock). As shown in Fig. 11, server throughput is the same in the initial phase of all 
experiments, where load request is small.  
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Fig. 11. Boa and Apache2 thread pool; files size 12K, Pentium 133 and 200MMX processors 
As the request load increases, the server saturates and gets out of the linear phase, but obviously this happens at 
different request rates. Comparing maximum throughput achieved by different server configurations we observe 
that Boa performances increased by 59% and Apache2 by 73%, when the CPU clock increases from 133Mhz to 
200Mhz. 
This experiment confirmed that the bottleneck for server throughput was the CPU. 
Furthermore the performance gain was greater than pure CPU clock increase. This is 
true for both architectures, but Apache2 does have a greater benefit. This is 
explained by context switches needed by the multi-threaded architecture, which are 
CPU-intensive. 
4.3 From Memory-Mapped to Disk-Accessed Files 
Files are not always mapped in memory; when the server needs to retrieve data from the disk this greatly 
influences performance. This last experiment compares the efficiency of the analyzed server architectures, when 
a set of 100,000 different files of 12KB is retrieved from the disk (Fig.12).  
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Fig. 12. Boa and Apache2 server throughput when 12K files are retrieved from the disk 
As shown in Fig. 12 the single-process Boa server performance decreases greatly 
when it needs to access the disk; in fact Boa reaches saturation before Apache2, in 
contrast with previous experiments where its efficient implementation led to better 
performance. These results are influenced by file dimension. The difference between 
Boa and Apache2 increases with the increase in file size because this makes the 
disk access more and more relevant. Anyway it is clear that accessing files from the 
hard disk leads to a huge performance penalty due to higher access time and narrow 
bandwidth between memory and disk. Maximum throughput achieved is reduced to 
19% for Boa, and 33% for Apache2. This demonstrates that it is essential for 
performance to work with memory-mapped files. Thus, the amount of system 
memory should be carefully determined with respect to the size of the working set of 
the Web site. 
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