In this paper, we prove the global Hadamard well-posedness of strong solutions to a non-isospectral two-component cubic Camassa-Holm system in the critical Besov space B 1 2 2,1 (T). Our results shows that in comparison with the well-known work for classic Camassa-Holm-type equations, the existence of global solution only relies on the L 1 -integrability of the variable coefficients α(t) and γ(t), but nothing to do with the shape or smoothness of the initial data. The key ingredient of the proof hinges on the careful analysis of the mutual effect among two component forms, the uniform bound of approximate solutions, and several crucial estimates of cubic nonlinearities in low-regularity Besov spaces via the Littlewood-Paley decomposition theory. A reduced case in our results yields the global existence of solutions in a Besov space for two kinds of wellknown isospectral peakon system with weakly dissipative terms. Moreover, we derive two kinds of precise blow-up criteria for a strong solution in both critical and non-critical Besov spaces, as well as providing specific characterization for the lower bound of the blow-up time, which implies the global existence with additional conditions on the time-dependent parameters α(t) an γ(t).
INTRODUCTION AND MAIN RESULTS
The Camassa-Holm (CH) equation (1.1) m t + um x + 2u x m = 0, m = u − u xx was derived by Camassa and Holm [5] by approximating directly in the Hamiltonian for Euler equations in the shallow water regime, which has attracted much attention among the communities of the nonlinear systems in recent years. It was proposed as a model for the unidirectional propagation of the shallow water waves over a flat bottom [13, 22] , where u(t, x) stands for the fluid velocity at time t in the spatial x direction. The CH equation is completely integrable with a Bi-Hamiltonian structure and has an infinite number of conservation laws [5, 20] . Geometrically, the CH equation describes the geodesic flows on the diffeomorphism group of the unit torus under right-invariant H 1 metric [24, 25] and has algebro-geometric solutions on a symplectic submanifold [31] . One of the remarkable features for the CH equation is that it has the peaked soliton (peakon) solutions in the form of u(x,t) = ce −|x−ct| , c ∈ R, which retain their shapes after interacting with other peakons. Another notable property of the CH equation is that the blow-up phenomena occurs only in the form of breaking waves, that is, the wave profile remains bounded while its slope becomes unbounded in a finite time [9, 11, 27] .
The amazing scenario in the CH equation has enhanced the search for various CH-type equations with high order nonlinearity. One of the most concerned is the following cubic CH equation, i.e., the FORQ/MCH equation
which was investigated independently by Fokas [17] , Olver and Rosenau [30] and Qiao [32] . It is shown that the FORQ/MCH equation (1. 2) has symmetry properties and hodograph transformation related to other integrable equations [19] and a Bi-Hamiltonian structure with conservation laws [30] and is completely integrable in the sense of Lax pair [32, 33] . Hence, in spirit, it can be solved by the inverse scattering transform method. As a natural extension of the cubic FORQ/MCH equation (1. 2), Song, Qu and Qiao [34] proposed the following two-component cubic Camassa-Holm system (called the SQQ system for short):
which is reduced to the FORQ/MCH equation (1. 2) when u = v. The SQQ system (1.3) is proven to possess infinitely many conservation laws, Bi-Hamiltonian structure, Lax formulation and multipeakon solutions. Moreover, the SQQ system (1.3) is geometrically integrable since it describes the pseudospherical surfaces. The aforementioned equations belong to the isospectral category because the spectral parameter in the Lax pair is independent of the time variable. Motivated by the work done by Beals, Sattinger and Szmigielski [2, 3] , Chang, Chen and Hu [6] recently generalized the CH equation to a non-isospectral CH equation through the classic determinant technique. It is shown that the non-isospectral CH equation still remains to be integrable in the sense of a non-isospectral Lax pair. Moreover, it admits multi-peakon solutions similar to the CH equation. Subsequently, by using the similar approach in [6] , Chang, Hu and Li [7] studied the following generalized non-isospectral two-component cubic Camassa-Holm system (called the 2NSQQ system for short):
where α, γ are two arbitrary time-dependent parameters. As a special case, if one takes α ≡ 1 and γ ≡ 0, then the system (1.4) reduces to the SQQ equation (1.3) . Furthermore, if one sets u = v in (1.4), then the system (1.4) reduces to the FORQ/MCH equation (1. 2) via the SQQ system (1.3) . Similar to the non-isospectral CH equation, the 2NSQQ system (1.4) also has multi-peakon solutions. Moreover, it is integrable in the sense of a non-isospectral Lax pair, namely, the system (1.4) can be obtained by the compatibility condition of the following two linear systems
where the two 2 × 2 matrixes U,V are given by
and the spectral parameter λ (t) satisfies the following differential equatioṅ
From the intrinsic structure of the system (1.4) , one knows that the transport terms in the system are no longer local since the first two equations can be presented by the integral of unknowns via the third equation in (1.4) . The other important feature different from the classic CH-type equations is that the coefficients of the 2NSQQ system (1.4) are time-dependent parameters. It is natural to ask if these features have serious effects on the development of solutions to the system (1.4) , such as the well-posedness, blow-up phenomena, and long time asymptotic behavior. Minor part of those questions was answered in our very recent paper [41] , where we established the local-intime well-posedness to the 2NSQQ system in the non-critical Besov spaces B s 2,r (T) with s > 1/2, 1 ≤ r ≤ ∞, and some specific blow-up criteria are also addressed with appropriate conditions on the initial data.
The goal of the present paper is two-fold. First, we want to understand how the time-dependent variable coefficients and nonlocal structure of transport terms can affect the well-posedness of the 2NSQQ system (1.4) in the critical Besov space B 1/2 2,1 (T). For the case of the CH equation, it is shown in [10, 12] that the existence of global solution is closely related to the shape of the initial data, but not the smoothness or size, such as the sign condition for the initial momentum density. The similar phenomena has also been studied for the Degasperis-Procesi (DP) equation [28] , the Novikov equation [39] , the two-component Camassa-Holm system [21] and so on. For the case of the FORQ/MCH equation (1.2) with cubic nonlinearity, it is proved that even if the initial momentum density does not change sign, the solutions to (1.2) can still blow up in a finite time [18] . Thereby few global existence results for the equations (1.2) and (1.3) already existed in the literature. Unlike the isospectral CH-type equations as we mentioned earlier in this paper, the surprising but amazing thing is: for any given initial data, we can establish the global Hadamard well-posedness for the non-isospectral 2NSQQ system (1.4) in the critical Besov space. Instead of assuming structural conditions on the initial data, only is the matter of the L 1 -integrability of the time-dependent parameters α and γ required to promote the existence of global solution. Within our best knowledge, this phenomena does not appear in any isospectral CH-type equations.
To state our main results, let us define the pseudo-differential operator ∂ −1
x as mentioned in [41] :
In the context, the notation f (t) = T f (t, x)dx will frequently be used. Then, the periodic Cauchy problem for the 2NSQQ system (1.4) can be reformulated into the following nonlocal transport equations on T . = R/Z: 
The result of the local and global well-posedness for the periodic Cauchy problem (1.5) in the critical Besov spaces may now be enunciated by the following theorem. Theorem 1.2 (Hadamard Well-posedness). Assume the initial data (m 0 , n 0 ) ∈ X 1/2,1 .
, then there is a finite time T * > 0 with the following condition
such that the Cauchy problem (1.5) has a unique solution (m, n) ∈ E 1/2 2,1 (T * ), and the data-tosolution map Λ(·) : (m 0 , n 0 ) → (m, n) is Hölder continuous from X 1/2,1 into E 1/2 2,1 (T * ).
(2) (Global result) If the time-dependent parameters α(·), γ(·) ∈ L 1 ([0, ∞); R) satisfy the following bound
for all x ≥ 0, then there exists a global solution (m, n) to the Cauchy problem (1.5).
Regarding the above Theorem 1.2, we have several remarks listed below.
The existence of global strong solution for isospectral CH-type equations has been established in several papers, such as Constantin [10, 12] , Liu [28] , and Liu and Yin [29] . Those results share the common characteristic that the solutions globally exist only when there are appropriate structural conditions imposed on the initial data. For example, in [12] , Constantin proposed the shape condition y 0 (x) = u 0 (x) − ∂ x u 0 (x) ≥ 0 for any x ∈ T and proved the global-in-time solvability of the CH equation in the Sobolev space H 1 (T). In contrast to the existing work done in the literature [10, 12, 28, 29] , our results in Theorem 1.1 show that the existence of global-in-time solution does not depends on the specific shape of the initial data, but on the L 1 -integrability of the time-dependent parameters α(t) and γ(t) in the 2NSQQ system. Within our knowledge, this phenomena is brand new, which tells us that the wellposedness scenario of the non-isospectral CH system (1.5) has a significant difference from the isospectral CH-type equations. (ii) The proof of Theorem 1.1 is involved in more delicate techniques in comparison with the FORQ equation in [18] , the SQQ system in [40] , and the non-critical case in [41] . Let us explain details below. (a) In the critical case, due to the low-regularity of the space B −1/2 2,1 , the crucial bilinear estimate applied in [40] and [41] is inapplicable for the proof of strong convergence of the approximate solutions (m k , n k ) k≥1 in X −1/2,1 . To cope with this difficulty, we shall first take a step back to prove the strong convergence in the larger Besov space X −1/2,∞ with the help of well-chosen endpoint bilinear estimates, the Logarithmic-type interpolation inequality, and the Osgood lemma. Then, employing an interpolation argument leads the strong convergence to be lifted into the space X −1/2,1 . (b) Unlike the isospectral CH-type equations (1.1)-(1.3), the uniform bound for the approximate solutions (m k , n k ) k≥1 nonlinearly depends on the time variable, that is, the t-variable is involved in the integral A(0,t)
As a consequence, the widely used approach for the CH-type equations is no longer working for the present case. Employing a different iterative method, we obtain the uniform bound by virtue of a modulus of continuityh(x), which is closely related to the L 1 -integrability of the parameters α(t), γ(t). Such a uniform bound seems caught for the first time. The advantage of the t-nonlinear-dependence property of the uniform bound lies on: for a given initial data, the lifespan of solution can be extended to infinity by imposing proper integrability conditions to the parameters α(t), γ(t).
(c) The third main difficulty comes from the mutual effect between two components and the analysis of high order nonlinearities in the system, such as the estimates for T φ k, j dx in (3.25) . Instead of applying the L ∞ -estimate used in the derivation of uniform bound, one should carefully utilize the structure of nonlinear terms. To be more precise, it is worth to point out that the Schwartz space S (T) is dense in B
Then, we can derive from the above identity a bound in terms of the norm n k+ j −n k B −1/2 2,1 , which is crucial in the proof of the convergence. The other term in the integral can be treated by a similar manner. Remark 1.4. As we mentioned before, the non-isospectral system (1.4) can be reduced to two important isospectral CH-type equations by appropriately choosing parameters α(t) and γ(t), namely,
It follows from Theorem 1.2 (1) that the blow-up time T * can not be extended to infinity, which implies the local-in-time well-posedness results for the SQQ system (1.3) and the FORQ/MCH equation (1.2) respectively. Therefore Theorem 1.2 covers the local results in [18, 40] .
Another interesting thing from our Theorem 1.2 is that one can regain the global-in-time existence for the SQQ system (1.3) and the FORQ/MCH equation (1.2) with the damping perturbation (also called the weakly dissipative term). More precisely, let us consider the following damping perturbation of the FORQ/MCH equation:
where λ > 0 is the dissipative parameter. The λ -FORQ/MCH equation is actually a special case of the 2NSQQ system (1.5). Indeed, let m(t, x) = e 2λt m(t, x), u(t, x) = e 2λt u(t, x), then apparently m(t, x) and u(x,t) satisfy the following parameterized FORQ/MCH equation:
which is obviously the 2NSQQ system (1.5) with α(t) = e −2λt , γ ≡ 0 and u ≡ v. Casting Theorem 1.2 and the fact ∞ 0 e −2λt dt = 1 2λ immediately yields the following result.
Corollary 1.5. Assume the initial data m 0 ∈ B (T)) . Similarly, we can also have the following Cauchy problem with the damping perturbation for the SQQ system:
where λ > 0 is the dissipative parameter. Letting m(t, x) = e 2λt m(t, x), n(t, x) = e 2λt n(t, x) sends the functions m(t, x) and u(x,t) to the following parameterized SQQ system:
which is actually the 2NSQQ system (1.5) with α(t) = e −2λt and γ ≡ 0. Utilizing Theorem 1.2 again generates the following Corollary.
Corollary 1.6. Assume the initial data (m 0 , n 0 ) ∈ X 1/2,1 , and the dissipative parameter λ satisfies the following inequality
Then, the λ -SQQ system has a unique global strong solution (m, n) ∈ E 1/2 2,1 (∞). It is worth to note that the two Corollaries 1.5-1.6 are new phenomena for the weakly dissipative shallow water wave equations, which indicate that the dissipative parameters can also determine the global existence results independent of the shape conditions on initial data (cf. [37, 38] ). Our second goal in the present paper is to investigate the finite time blow-up regime for the 2NSQQ system (1.5) in Besov spaces, which in some sense tell us how the time-dependent parameters α(t) and γ(t) affect the singularity formation. The first blow-up criteria is formulated for the X 1/2,1 -valued initial data given in the following theorem. Theorem 1.7. Assume the parameters α, γ ∈ L 1 loc ([0, ∞); R), and the initial data (m 0 , n 0 ) ∈ X 1/2,1 . If the corresponding solution (m, n) blows up in the finite time T * , then
and the blow-up time T * is estimated as follows
Remark 1.8. The blow-up criteria stated in Theorem 1.7 is not contradictory with Theorem 1.2, which reveals that the L 1 -integrability of the parameters α and γ determine the behavior of the solutions to the 2NSQQ system (1.4) . Indeed, given a further assumption α L 1 (0,∞) + γ L 1 (0,∞) = 1/2C( m 0 B 1/2 2,1
) 2 , then it follows from Theorem 1.7 that T * = T (m 0 , n 0 ) = ∞, that is to say, the solution (m, n) exists globally. Moreover, due to H s (T) ∼ = B s 2,2 (T) ֒→ B 1/2 2,1 (T) with s > 1/2, Theorem 1.7 improved the blow-up criteria in Sobolev spaces (cf. [41] ).
Our third goal in the paper is to construct the blow-up criteria with the initial data in a bit regular space X 1/2+ε,r , for any ε ∈ (0, 1/2). The following theorem presents this result. Theorem 1.9. Let ε ∈ (0, 1/2) and r ∈ [1, ∞] . Assume the parameters α, γ ∈ L 1 loc ([0, ∞); R), and the initial data (m 0 , n 0 ) ∈ X 1/2+ε,r . If the corresponding solution (m, n) blows up in the finite time T * , then
and the blow-up time T * is estimated as follows
Remark 1.10. The blow-up regime described in Theorem 1.9 is resided in the Besove spacė B 0 ∞,2 (T). Recall the Sobolev embeddinġ
whereḞ 0 ∞,2 (T) is a special Lizorkin-Triebel space and BMO is the space of the bounded mean oscillation (cf. [4, 35] ). This is slightly stronger than the blow-up criteria in Theorem 1.7, but weaker than the one for the CH equation inḂ 0 ∞,∞ (R) [14] and the one for the Fornberg-Whitham equation in the BMO case [36] . Such gap originates from the balance between the order of the nonlinearity and the order of the interpolation inequality in (6.12). More specifically, the order of nonlinearity of the 2NSQQ system (1.5) is cubic instead of quadratic, which leads to the quadratic L ∞ -estimation in Eq. (6.18) below. Note that the similar blow-up criteria has also been derived for the harmonic heat flow equation onto a sphere [26] .
The remaining of this paper is organized as follows. In Section 2, we introduce the Littlewood-Paley theory, and some well-known results of the transport theory in Besov spaces. The Sections 3-5 are devoted to the proof of the local and global Hadamard well-posedness for the 2NSQQ system (1.4) in the critical Besov space. In Section 6, we derive two kinds of blow-up criteria for the strong solutions to the 2NSQQ system (1.4). The lower bound of the blow-up time are also addressed.
Notation. Throughout the paper, since all spaces of functions are over the torus T, we will drop T in the notation of function spaces if there is no any specific to be clarified. Let 1 ≤ p ≤ ∞ and X be a Banach space, for simplicity, the functional spaces L p (0, T ; X ) and C k ([0, T ]; X ) are denoted by L p T (X ) and by C k T (X ), respectively.
PRELIMINARIES
In this section, we recall some well-known facts of the Littlewood-Paley decomposition theory and the linear transport theory in Besov spaces.
. Denote by C the annulus of centre 0, short radius 3/4 and long radius 8/3. Then there exits two positive radial functions χ and ϕ belonging respectively to C ∞ c (B(0, 4/3)) and C ∞ c (C ) such that
The Fourier transformation of u on the d-dimension torus T d is defined by
then the nonhomogeneous dyadic blocks (∆ q ) q≥−1 can be defined as follows
The high-frequency cut-off operator is referred to
Using Lemma 2.1, one can also define the homogeneous dyadic blocks (∆ q ) q∈Z and the homogeneous cut-off operatorsṠ q as follows:
where P(T d ) denotes the space of the polynomial functions on T d . Now, let us list some useful results in the transport equation theory in Besov spaces, which are crucial to the proofs of our main theorems.
Let v be a vector field such that ∇v belongs to L 1
Then there is a constant C depending only on s, p and r such that the following statements hold:
3
PROOF OF THEOREM 1.2FOR EXISTENCE
We divide the proof of the existence of solutions to (1.5) into the following several steps.
3.1. Approximate solution. We construct the approximate solutions via the Friedrichs iterative method. Starting from (m 1 , n 1 ) . = (S 1 m 0 , S 1 n 0 ), we recursively define a sequence of functions (m k , n k ) k≥1 by solving the following linear nonlocal transport equations
where the transport velocity is given by
It follows from the definition of frequency truncation operator that (S k+1 m 0 , S k+1 n 0 ) ∈ s∈R X s,1 . Assume by induction that, given k ∈ N and T > 0, the approximate solution
By (3.3), one can verify that the functions m k ψ k and n k ψ k belong to L 1 T (B 1/2 2,1 ). For ψ k (t), it follows from the properties of the Littlewood-Paley decomposition operators
Moreover, by using the Sobolev embedding B
From the estimates (3.4), (3.5) and the algebraic property of B
. Thereby the nonlinear terms on the right hand side of system (3.1) belongs to L 1
Thanks to Lemma 2.5, the system (3.1) has a unique solution (m k+1 , n k+1 ) ∈ C T (X 1/2,1 ).
Uniform bound. For any
By applying Lemma 2.4 to the system (3.1) with respect to m k and using the fact of ∂
Inserting the last two estimates into (3.6), we get
Using the similar procedure to (3.1) associated with n k+1 , one can deduce that
It then follows from (3.7) and (3.8) that
which indicates the following iterative inequality
Notice that both the integral V k (s,t) and the iterative inequality (3.9) both contain an additional factor |α(t)| + |γ(t)|, so the classic method used in [14, 18, 40] is inapplicable in present case. To overcome this difficult, we use another iterative method to derive the uniform bound. Without loss of generality, we assume that the generic constant C satisfies C > 1.
For k = 1, and a fixed t 0 > 0, it follows from (3.9) that sup
whereh
It is clear thath(0) = 0 and the functionh(x) is a modulus of continuity defined on R + , which is independent of the initial data (m 0 , n 0 ). For k = 2, we deduce from (3.9) that for any t ∈ [0,t 0 ]
(3.11)
Since the time-dependent functions α and γ are locally Lebesgue integrable on R + , it follows from the absolute continuity of the integral that one can find a time 0 < T * ≤ t 0 such that
.
where the second inequality in (3.13) used the basic estimate 1 + x ≤ e x for all x ≥ 0. Note that the estimate (3.10) remains to be true if we replace the time t 0 by T * . Assume inductively that, for any given k ∈ N, the following estimate holds
Then for F k+1 (t), it follows from (3.9) and (3.13) that
Using the mathematical induction with respect to k, it is easily seen that
holds for any k ≥ 0, which implies the uniform bound
As a consequence, the approximate solutions (m k , n k ) k≥1 is uniformly bounded in the space C T * (X 1/2,1 ). Moreover, by using the system (3.1), one can verify that the sequence
3.3.
Convergence. We first show that the approximate solutions (m k , n k ) k≥1 is a Cauchy sequence in C T * (X −1/2,∞ ), and then extend the convergent result to C T * (X −1/2,1 ) by using an interpolation argument. To this end, we set
We define for any k, j ∈ N ϕ k, j (t, x) .
Direct calculation shows that
Using above notations, one can derive from (3.1) and (3.16) that ∂ t (n k+ j+1 − n k+1 ) + ρ k+ j ∂ x (n k+ j+1 − n k+1 ) = (n k − n k+ j ) (ψ k (t, x) − ψ k (t)) + (α + γ)n k+ j ϕ k, j (t, x) + αn k+ j φ k, j (t, x) 
According to the definition of the Littlewood-Paley blocks ∆ p and the almost orthogonal property
(3.20)
By the estimates (3.2), (3.4) and (3.5), we have
where the last inequality used the uniform bound for solutions (m k , n k ) in X 1/2,1 . Now let us estimate the nonlinear terms involved in F 1 (u k , u j+k , v j , v j+k ). To this end, we need the following bilinear estimates in Besov spaces. 
For the first term in F 1 , by using (3.21) and Lemma 3.2 with p = 2, we have
For the second term, by suitably choosing s 1 and s 2 in Lemma 3.1, and using the norm-equivalence (3.3) as well as the uniform bound for approximate solutions, we have for any ε ∈ (0, 1) that
(3.23)
The third term can be estimated as
(3.24)
For the forth term, since the torus T is a compact set, it follows from (3.4) and Lemma 3.1 that
(3.25)
To estimate the last two terms occurring in the right hand side of (3.25), we first observe from the uniform bounded of (m k , n k ) k≥−1 that u k+ j − ∂ x u k+ j ∈ B 
where the last two inequality used (3.3) and the uniform bound for approximate solutions. For the second integral on the right hand side of (3.25), we have 
For the fifth term in F 1 , we have
For the last term in F 1 , by choosing p = 2, r = 1, s 1 = − 1 2 and s 2 = 1 2 + ε, ∀ε > 0, it then follows from Lemma 3.1 that
. 
(3.31)
Now we need the following lemma, which provides a characterization for the difference between the Besov spaces B s 2,1 and B s 2,∞ .
Lemma 3.3 (Log-type interpolation inequality [16] ). For any s ∈ R, δ > 0 and 1 ≤ p ≤ ∞, we have for some constant C > 0
Applying Lemma 3.3 with p = 2, s = −1/2 to the right hand side of (3.31), and using the following uniform bound (via (3.14))
for any δ ∈ (0, 1), we obtain
(3.32)
In the last inequality, we have used the fact that the function ν(x) = x(1 + log(4Ch(F 0 )/x)) is continuous and increasing for all x ∈ (0, 4Ch(F 0 )]. Similarly, by applying Lemma 2.4 and the techniques as we used above, one can also derive the estimate for the equation with respect to n k+ j+1 − n k+1 as follows: An application of Gronwall's lemma to (3.34) leads to
This proves the inequality (3.15). Now we show the strong convergence result of the approximate solutions in C T * (X −1/2,∞ ). Since ν(x) is an increasing continuous function, by taking the supremum with respect to j ≥ 1 in (3.15), we obtain Then for any ε > 0, there is an integer n ε > 0 such that
It then follows from (3.35 
(3.36)
Using the fact of 1 + log(x) = log(ex) ≤ (e + 1) log(e + x), ∀x ≥ 1, and taking the limit as k → +∞ in (3.36), one can derive that
Let ε → 0, we get for any t ∈ [0, T * ] that
Notice that µ(x) is an increasing continuous function for x ∈ [0, 4Ch(F 0 )], and hence a modulus of continuity. Moreover, by the substitution of variable y = 4Ch(F 0 )/x, we have Recalling the definition of E (t), we obtain from (3.38) that lim k→∞ sup j≥1 D k+1, j (t) = 0, which implies that (m k , n k ) k≥1 is a Cauchy sequence in C T * (X −1/2,∞ ).
To improve the convergence to a more regular space C T * (X −1/2,1 ), we shall apply an interpolation argument, which is based on the following lemma. Lemma 3.4 (Real interpolation inequality [8] ). If s 1 and s 2 are real numbers such that s 1 < s 2 , θ ∈ (0, 1), and (p, r) is in [1, ∞] , then we have
for some positive constant C.
For any θ ∈ (0, 1), since 1/2 − θ > −1/2, the Sobolev embedding from B 1/2−θ 2,1 into B −1/2 2,1 is continuous. By choosing s 1 = −1/2, s 2 = 1/2 and p = 2 in Lemma 3.4, we have
where 2Ch(F 0 ) is the uniform bound for the approximate solutions (m k , n k ) for all t ∈ [0, T * ]. It then from (3.39) and (3.38) that the sequence (m k , n k ) k≥1 is a Cauchy sequence in C T * (X 1/2,1 ). As a result, there must be a pair of function (m, n) such that (m k , n k ) → (m, n) strongly in C T * (X −1/2,1 ). (3.40) 3.4. Proof of existence. We verify that the pair (m, n) in (3.40) is actually the strong solution to the system (1.5). To this end, let us recall the following crucial lemma. Proof of Theorem 1.2: Existence. We finish the proof of the existence of local and global solutions to the 2NSQQ system respectively.
(1) Local-in-time existence. As B s p,r ֒→ S ′ for any s ∈ R, we conclude from (3.40) that (m k , n k ) S ′ → (m, n) as k → ∞. Moreover, by using the fact that (m k , n k ) k≥1 is uniformly bounded in C T * (X 1/2,1 ), it follows from Lemma 3.5 that (m, n) ∈ C T * (X 1/2,1 ). In terms of the system (1.5) itself, it is easy to verify that (∂ t m, ∂ t n) ∈ C T * (X −1/2,1 ). Thanks to the strong convergence result (3.40) , it is then easy to pass to the limit in (3.1) and to demonstrate that (m, n) ∈ E 1/2 2,1 (T * ) is indeed a strong solution of the 2NSQQ system.
(2) Global-in-time existence. Based on the local existence theory in (1), it suffices to prove the uniform boundness of the approximate solutions (m k , n k ) for all t ∈ [0, ∞). Indeed, since the time-dependent parameters α, γ ∈ L 1 (0, ∞; R), we obtain by (3.9) that sup t∈[0,∞)
where the function h(x) is defined by
Clearly, h(x) ≥ x and the function h(x) is also a modulus of continuity defined on [0, ∞). For F 2 (t), we deduce from (3.9) that sup t∈[0,∞)
(3.42)
To estimate the right hand side of (3.42), one can assume that the infinite integral A(0, ∞) is sufficiently small such that
Indeed, one of the sufficient assumptions is given by
Then we obtain from (3.42) and (3.43 
Inductively, for any given n ≥ 3, we assume that
Using (3.9) and the upper bound (3.43) again, we have
Therefore, we have proved the following uniform bound for approximate solutions
which implies that the sequence (m k , n k ) k≥1 is uniformly bounded with respect to t-variable on [0, ∞), and hence ensures the existence of global-in-time solution to the 2NSQQ system (1.5) along with the conclusion in (1) .
The proof of the existence part of Theorem 1.2 is now completed.
PROOF OF THEOREM 1.2: UNIQUENESS
In this section, we aim at establishing the uniqueness of the solution (m, n) to the periodic Cauchy problem (1.5), which is a direct consequence of the following lemma. Lemma 4.1. Let (m j , n j ) ∈ X T * be a solution to the periodic Cauchy problem (1.5) with initial data (m j (x, 0), n j (x, 0)) ∈ X 1/2,1 ( j = 1, 2). Setting ϖ(x,t) = m 1 (x,t) −m 2 (x,t), ω(x,t) = n 1 (x,t) − n 2 (x,t), ϖ 0 (x) = m 1 (x, 0) − m 2 (x, 0), and ω 0 (x) = n 1 (x, 0) − n 2 (x, 0). If we denote
,
and the the functionh(x) is a modulus of continuity defined in (3.10) .
Proof of Lemma 4.1. Apparently, the pair of functions (ϖ , ω) solves the periodic Cauchy problem of the following nonlinear transport-type system:
By applying Lemma 2.4 to the first equation with respect to ϖ in (4.1), we have
Using the embedding B 
Let us now estimate the terms T j (t) ( j = 1, ..., 6) in the inequality (4.2) one by one. Notice that
For T 1 (t), it follows from Lemma 3.2 that
For T 2 (t), we deduce by Lemma 3.2 that
For T 3 (t), we have
For T 4 (t), since the Schwartz space S is dense in B ±1/2 2,1 , by using the Littlewood-Paley theory and the density argument similar to (3.26) , one can derive that
Inserting the estimates (4.3)-(4.7) into (4.2), we obtain
Estimating in a similar manner, one can also investigate the second equation in (4.1) with respect to ω and derive the following estimate
Thereby it follows from the last two estimates that Applying the Gronwall's lemma to the above inequality and using the logarithmic interpolation inequality (see Lemma 3.3), we have
(4.9)
Setting
Due to the uniform bound (3.14) and the Fatou-type lemma, we have
where the increasing functionh(x) is defined in Section 3. From the definition of D(t) and S(t) we have
It then follows from the inequality (4.9) that
It is easy to verify that the function F(x) is an Osgood modulus of continuity on [0, 4Ch(4 + D 0 )], so we get by applying the Osgood lemma to inequality (4.10) that
Notice that for any given constant C > 0, we have the inequality
The left hand side of (4.11) can be estimated as
which combined with (4.11) yield that
Solving the inequality (4.12) leads to
From the definition of S(t), the previous inequality implies the desired inequality. This completes the proof of Lemma 4.1.
PROOF OF THEOREM 1.2: CONTINUITY
In this section, we investigate the continuous property of the data-to-solution map (m, n) = Λ(m 0 , n 0 ) for the 2NSQQ system (1.5).
Proof of Theorem 1.2 (Continuity) . The proof of the continuity of the data-to-solution map will be divided into the following two steps.
Step 1: Continuity of the data-to-solution map in C T (X −1/2,1 ). Assume that (m 0 , n 0 ) ∈ X 1/2,1 , r > 0 is an arbitrary fixed number, and we define the closed bounded ball B r (m 0 , n 0 ) ⊆ X 1/2,1 as
We make a Claim: there is a T > 0 and a M > 0 such that for any (m 0 , n 0 ) ∈ B r (m 0 , n 0 ), the solution (m, n) = Λ(m 0 , n 0 ) to the system (1.5) belongs to C T (X 1/2,1 ) and satisfies 
whereh(x) is a modulus of continuity defined in (1) of Theorem 1.2. Notice that the lifespan T * is a decreasing function with resect to the norm of the initial data (m 0 , n 0 ). Thereby for any solution (m, n) to the system (1. 
Then we prove the Claim by choosing T = T * .
Combining the above conclusion with Lemma 4.1, we obtain
By using the real interpolation inequality in Lemma 3.4, we deduce from (5.2)-(5.3) and the embedding X −1/2+θ ,1 ֒→ X −1/2,1 for any θ ∈ (0, 1) that 4) which implies that the map Λ(·) : X 1/2,1 → C T (X −1/2,1 ) is Hölder continuous.
Step 2: Continuity of the data-to-solution map in C T (X 1/2,1 ). Assume (m 0,∞ , n 0,∞ ) ∈ X 1/2,1 and (m 0,k , n 0,k ) tends to (m 0,∞ , n 0,∞ ) in X 1/2,1 . We denote by (m k , n k ) the solution with respect to the initial data (m 0,k , n 0,k ). Note that the sequence (m 0,k , n 0,k ) taks values in a closed bounded ball B r (m 0,∞ , n 0,∞ ) ⊆ X 1/2,1 for some r > 0, following the similar procedure in the first step, one can find T, M > 0 such that for all k ∈ N,
To prove that (m k , n k ) tends to (m ∞ , n ∞ ) in C T (X 1/2,1 ), we shall follow the Kato's method [23] to decompose the solution of (1.5) as (m k , n k ) = (z 1 k ,
Using (5.5) and applying Lemma 2.4 to the first equation in (5.6), we get
ds .
(5.8)
By using the fact that B
For the second term on the right hand side of (5.8), we have
(5.10)
For I k (t), we have
For II k (t), we first note that
Then one can estimate II k (t) as follows
Putting the estimates (5.9)-(5.12) together, we deduce that
In a similar manner, we have for the second equation in (5.6) that
Thereby we obtain , for any θ ∈ (0, 1) (cf. [1, 8] ), one can estimate the difference of ρ k and ρ ∞ by
As (m k , n k ) tends to (m ∞ , n ∞ ) strongly in C T (X −1/2,1 ), the last inequality implies that ρ k tends to ρ ∞ strongly in L 1 T (B 1/2 2,1 ). To deal with the convergence of the system (5.7), we recall the following useful lemma which was firstly proposed by Danchin. 
By the decomposition of (m k , n k ) we have 
which together with the Gronwall's lemma yield that
which implies that 
Combining the first step and second step, we completed the proof of Theorem 1.2.
BLOW-UP PHENOMENA
The aim of this section is to prove the blow-up criteria stated in Theorem 1.7 and Theorem 1.9 with initial data possessing different regularity.
Proof of Theorem 1.7. Applying the nonhomogeneous dyadic blocks ∆ q to the first component with respect to m in (1.5), we get
Multiplying (6.1) by 2∆ q m and integrating in space, we have
Multiplying (6.2) by 2 q/2 and taking the l 1 -norm for q ∈ Z, we obtain
In view of the definition of ρ(t, x), we have
To estimate the third term on the right hand side of (6.3), we need the following lemma.
If v be a vector field over R d , then there exists a constant C such that
Putting the estimates (6.4)-(6.6) into (6.3), we get
Similar to the last estimate, one can also derive that
As a result, we get from the last two inequality and the Sobolev embeddingḂ 0 According to Theorem 1.2, given (m(T * , x), n(T * , x)), there exists a δ > 0 such that the solution (m, n) can be extended to the interval [T * , T * + δ ], which contradicts to the fact that T * is the maximum existence time. Now let us derive the lower bound for the lifespan T * . Using the embedding B By the assumption of α, γ ∈ L 1 loc (0, ∞; R), the indefinite integral on any finite [0,t] is absolutely continuous, hence one can find a T (m 0 , n 0 ) defined in Theorem 1.7 such that the blow-up time satisfies T * ≥ T (m 0 , n 0 ).
The proof of Theorem 1.7 is completed.
Proof of Theorem 1.9. We first recall the Brezis-Gallouet-Wainger type estimate (cf. [26] ) Assume that (m 0 , n 0 ) ∈ X 1/2+ε,r , for any ε ∈ (0, 1/2) and r ∈ [1, ∞], Theorem 1.7 in [41] implies that the Cauchy problem (1.5) admits an unique solution (m, n) ∈ C([0, T ]; X 1/2+ε,r ) for some time T > 0.
Multiplying both sides of (6.2) by 2 qr/2 and then taking the l r -norm for q ∈ Z, we obtain .
For the third term on the right hand side of (6.14), we have m (ψ(t, x) − ψ(t)) B 1/2+ε )dt ′ .
With the above estimate at hand, by using the similar argument as that in the proof of Theorem 1.7, one can obtain the blow-up criteria presented in Theorem 1.9.
To derive the lower bound for the blow-up time T * , we shall use a method which is different from (6.10). More specifically, by applying the logarithmic Sobolev inequality (6.15), we have Due to the condition of α, γ ∈ L 1 loc (0, ∞; R), the indefinite integral on any finite interval [0,t] is absolutely continuous, so there is a constant T ′ (m 0 , n 0 ) > 0 defined in Theorem 1.9 such that the lifespan T * of the solution (m, n) satisfies T * ≥ T ′ (m 0 , n 0 ).
This completes the proof of Theorem 1.9.
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