Motivation: Gene expression variation can often be linked to certain chromosomal regions and are tightly associated with phenotypic variation such as disease conditions. Inferring the causal genes for the expression variation is of great importance but rather challenging as the linked region generally contains multiple genes. Even when a single candidate gene is proposed, the underlying biological mechanism by which the regulation is enforced remains unknown. Novel approaches are needed to both infer the causal genes and generate hypothesis on the underlying regulatory mechanisms. Results: We propose a new approach which aims at achieving the above objectives by integrating genotype information, gene expression, protein-protein interaction, protein phosphorylation, and transcription factor (TF)-DNA binding information. A network based stochastic algorithm is designed to infer the causal genes and identify the underlying regulatory pathways. We first quantitatively verified our method by a test using data generated by yeast knock-out experiments. Over 40% of inferred causal genes are correct, which is significantly better than 10% by random guess. We then applied our method to a recent genome-wide expression variation study in yeast. We show that our method can correctly identify the causal genes and effectively output experimentally verified pathways. New potential gene regulatory pathways are generated and presented as a global network. Availability: Source code is available upon request.
INTRODUCTION
Gene expression variation has been observed in human, yeast and other organisms (Brem, et al., 2002; Morley, et al., 2004; Turk, et al., 2004) . By linkage analysis, the variation of gene expression can often be explained by the variation of DNA sequences on chromosomes. Great interests have been arisen in finding the causal genes and the mechanisms which account for the expression variation (Friedman, et al., 2000; Brem, et al., 2002; Yvert, et al., 2003; Bing and Hoeschele, 2005; Li, et al., 2005; Schadt, et al., 2005; Li, et al., 2006) .
In these studies, the expression level is treated as a quantitative trait and the genetic loci linked to the trait are usually termed as eQTL (expression quantitative trait loci). Determining the eQTL, however, doesn't answer which genes are the causal genes for the expression variation since tens or even more genes can be contained in the eQTL. Although further fine mapping will reduce the confidence interval of the eQTL, it is both time consuming and laborious. Other factors, such as high linkage disequilibrium could make fine mapping less powerful. Even when the number of candidate genes is reduced to be manageable, the underlying mechanism by which the regulation is enforced remains unknown.
Inferring the casual genes is challenging but very important in disease studies (Schadt, et al., 2005) . Simple method based on expression correlation was proposed but without solid verification and large amount of potentially useful information were ignored (Bing and Hoeschele, 2005) . Gene expression regulation is traditionally divided into cis-regulation and trans-regulation. If the eQTL are close to the target gene itself (cis-regulation), then the DNA variation is most likely happened in the transcription regulatory regions of the gene, such as the promoter, enhancer, etc. In trans-regulation, eQTL are far away from the target gene. In this case, the causal genes can be transcription factors (TFs) which regulates the target gene or genes which affect the activity of the TFs. We are particularly interested in trans-regulation as cisregulation is relatively trivial to identify. For eQTL containing a TF which bind to the promoter region of the target gene, the TF is a good candidate for the causal gene. However, in many cases, the eQTL do not contain any TFs (Brem, et al., 2002; Yvert, et al., 2003) . An alternative factor therefore must exist and need to be identified. One possible mechanism by which this alternative factor regulates the target gene expression is by regulating the TFs. Through protein-protein interaction and other mechanisms such as phosphorylation, signal is conveyed from this alternative factor to the TF and eventually alters the expression of the target gene. Such (signaling) pathways have been widely found in multiple biological processes and are considered to be one of the most fundamental gene expression regulatory mechanisms in biological systems (Ogawa, et al., 2000; Yoshimoto, et al., 2002; DodgeKafka, et al., 2005) .
''Pathway'' is frequently referred in recent publications but with rather different meanings (Steffen, et al., 2002; Tian, et al., 2005) . We define a pathway as a set of both directionally and undirectionally connected proteins which contains at least one TF at one end. (We don't distinguish gene and its protein product and they are used interchangeably throughout the manuscript.) Both the proteins involved and the topologies are considered as pathway components. Slightly different from (Steffen, et al., Ã To whom correspondence should be addressed. The online version of this article has been published under an open access model. Users are entitled to use, reproduce, disseminate, or display the open access version of this article for non-commercial purposes provided that: the original authorship is properly and fully attributed; the Journal and Oxford University Press are attributed as the original place of publication with the correct citation details given; if an article is subsequently reproduced or disseminated not in its entirety but only in part or as a derivative work this must be clearly indicated. For commercial re-use, please contact journals.permissions@oxfordjournals.org 2002), we don't require the pathway to be strictly linear (i.e., we allow network structures) to make more realistic modeling. A conceptual pathway is shown in Figure 1 .
Although related to the research on ''transcription regulatory network'' which aims at inferring the regulatory relationship among transcription factors (Friedman, et al., 2000; Basso, et al., 2005; Rogers and Girolami, 2005; Xing and van der Laan, 2005 ), our work is quite different. On the surface, the difference appears as we consider the whole gene network (protein-protein interaction, protein phosphorylation, and TF-DNA binding) instead of only TFs. Down to the detail, our interests are not in identifying neighbor-to-neighbor regulations. Instead, we are identifying pathways linking causal genes and target genes to explain the regulatory relationships between them. In Figure 1 , a link between gene A and gene B doesn't indicate that A regulates B's expression, which is usually the case for transcription regulatory network inference. Here, it stands for that protein A affects the expression of the target gene by interacting with protein B. Despite of these differences between the pathway and ''transcription regulatory network'', connections do exist as the transcription regulation could be part of the pathway (or even the full pathway in some cases). We'll give more details of the differences and connections between our method and previous approaches in the Methods section.
Several approaches have been proposed to systematically identify function modules, pathways and motifs in the biological system (Ideker, et al., 2002; Yeger-Lotem, et al., 2004; Qi, et al., 2005; Pan, et al., 2006) . Algorithms are designed specifically for pathway identification (Steffen, et al., 2002; Scott, et al., 2005) . Although these algorithms can successfully find known pathways, huge numbers of other ''pathways'' are also generated. The high false positive rate significantly limits its application to solving real biological problems. Another approach proposed by Yeang et al. is very successful when it is applied to a manually selected subnetwork. However, as the algorithm requires large amount of perturbation data, it's much less competent when applied to genome-wide analysis (Yeang, et al., 2004; Yeang, et al., 2005) . Rather than finding all the ''possible'' pathways, we try to locate the functioning ones which can be revealed by analyzing experimental data.
We first designed a test to verify our method quantitatively. Rosetta compendium data set (Hughes, et al., 2000) was used for this purpose which interrogated expression profiles of 276 deletion mutants. We show that over 40% of the inferred causal genes are correct, which is more than 4 times better compared with 10% by random guess. We then applied our method to a recent genome wide expression variation study in yeast (Brem, et al., 2005) . We demonstrate that experimentally verified causal genes and pathways can be correctly inferred and we also propose new potential pathways.
METHODS
An overview of our multi-step procedure is shown in Figure 2 . For a target gene, the procedure identifies the eQTL by linkage analysis using expression profile and genotype information. This generates a list of genes which contains the real causal gene for the target gene expression variation. Gene network is compiled by integrating protein-protein physical interactions, protein phosphorylations and TF-DNA binding information. As the kernel of the whole process, we designed a network based stochastic inference algorithm to identify the most likely causal genes in the eQTL and the underlying pathway.
Basic assumptions
Given the target gene, the list of candidate causal genes, gene expression profiles and the network, we infer the most likely causal genes and the underlying pathways. Two assumptions are made. First, since our focus is on trans-regulation, we assume that the causal gene regulates the target gene by affecting the activities of the TF(s) for the target gene through a pathway. This assumption holds for most known cellular pathways. Although other regulatory mechanisms do exist, we don't explicitly consider them in this study. Second, we assume that the activities of genes on the pathway correlate with target gene's expression. The idea is illustrated by Figure 1(b) . When a gene on the pathway is inactivated (e.g., knocked out), the expression of the target gene is either down-regulated if the inactivated gene has a positive effect or up-regulated otherwise. Since the activity of gene product is hard to measure directly, we use gene's expression level to approximate it. Clearly, this approximation could be violated as protein activity is also regulated by post-translational regulations such as phosphorylation. However, such approximation is still widely in use and certain successes have been reported (Segal, et al., 2003) . We will revisit this issue in the discussion section. Zien et al. found that genes on the same pathway had higher ''synchrony'' in their expressions and this supports our second assumption (Zien, et al., 2000) .
Searching the network
Based on the assumptions described above, the problem can be rephrased as to find the pathway which starts from the causal gene and ends at the TFs regulating the target gene so that the expression of the genes on the pathway are correlated with the target gene. We designed a network based stochastic backward searching algorithm to solve the problem. The stochastic model is chosen over deterministic ones mainly due to two reasons. First, the biological system itself can be modeled as a stochastic network with various interactions occurring with different probabilities. It's natural to design an algorithm which acknowledges the uncertainties in the system. Second, deterministic algorithms require the pathway length to be determined in advance and the length cannot be too large due to high computation complexity. They also require the pathway be strictly linear (Steffen, et al., 2002; Scott, et al., 2005) . All these issues can be avoided with a stochastic algorithm.
The basic idea of our algorithm can be described as follows. We start from a TF and initiate a ''walk'' by following edges in the network. Decisions on what edges to take depend on gene expression profile in a non-deterministic fashion. Genes in eQTL will be visited at different frequencies. The genes with higher frequencies are more likely to be the causal genes and the most frequently traveled paths are regarded as the underlying regulatory pathways. We formalize the algorithm as follows.
For a target gene g t , the set of transcription factors binding to it are denoted as T g t ¼ (t 1 , . . . , t n ), the candidate causal genes in the eQTL regions are denoted as C g t ¼ (g c 1 , . . . , g c m ). The gene network is represented as a graph G in which the protein-protein interactions are represented as undirected edges while protein phosphorylation and TF-DNA bindings are represented as directed edges. For each t k 2 T g t , we start a stochastic search procedure as shown in Figure 3 .
We denote all the neighbors of a particular gene in the gene network as Nei(·), so that b 2 Nei(a) , e ba 2 G, where e ba represents a directed edge from b to a. Starting from t k , we estimate for each g i 2 Nei(t k ) the likelihood that g i is the cause for the expression variation of the target gene g t . Based on our second assumption, we estimate such causal effect by the absolute value of the Pearson correlation coefficient of the expressions between g i and g t , denoted as jr ðg i ‚ g t Þ j. Intuitively, a gene showing strong expression correlation with the target gene has a higher probability of being involved in the pathway. However, as not all the genes on the pathway necessarily correlate with the target gene due to other post-translational regulation mechanisms, we give non-correlated genes a residual chance for being on the regulatory pathway by defining the casual effect of g i with respect to g t as jðg i ‚ g t Þ ¼ max fjrðg i ‚ g t Þj‚ «g, where 0 < « < 1 is the residual causal effect a non-correlated gene could have upon g t .
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We denote a path as Pðg 0 ‚g 1 ‚ . . .‚ g z Þ, where g 0 ‚ g 1 ‚ . . .‚ g z are nodes in the graph and cycles are not allowed in the path, i.e., g i 6 ¼ g j for any g i ‚g j on the path. To ensure paths are non-cyclic, a set U is introduced which contains only unvisited genes. We stochastically select g i 2 Neiðt k Þ \ U and transit from t k to g i . The transition probability is determined by equation (1). Based on this transition probability, unvisited neighbor genes with greater causal effect will have higher chances of being visited next. The chosen gene will be removed from U thereafter.
After we arrive at g i , the same procedure is repeated. We select g 0 i 2 Neiðg i Þ \ U based on similar transition probability as described by equation (2).
:
By noticing that we always calculate the causal effect of a gene g i with respect to g t , it's clear that our procedure is different from most transcription regulatory network inference algorithm. In our procedure, the objective is not to identify the relationship between connected genes (i.e., g i and g 0 i ), but to find connected genes which are likely to be the cause for the expression variation of the target gene g t .
The above procedure stops when it reaches any gene g i 2 C g t or when it enters a dead end (i.e., Neiðg i Þ \ U ¼ Ø). We also set an upper bound for the total transitions allowed to ensure a stop. The upper bound is chosen to be unrealistically high for any known pathway and is different from the path length in those deterministic pathway finding algorithms. Suppose we stop at g c 2 C g t after one round of the procedure, the path can be written as Pðt k ‚ . . .‚ g i ‚. . .‚g c Þ. The causal effect of g c on g t through Pðt k ‚. . .‚g i ‚ . . .‚ g c Þ can be calculated by (3). Here, we assume that the causal effect of each node on the pathway is independent with each other. This assumption may not hold in reality. However, considering interactions among genes on the pathway will make the problem too complex and we do not consider them in this study.
As equation (3) measures the causal effect of g c on g t with respect to a specific potential pathway, the general causal effect of g c considering the whole gene network can be estimated by equation (4), where P g c tk denotes all the paths starting from t k and ending at g c .
To calculate pðg c ‚ t k Þ, each gene g i 2 G is associated with a counter V tk ðg i Þ to record the times it's been visited. We iterate the whole procedure N times and N is set to be large enough so that (5) can be approximated, where V tk ðg c Þ denotes the visit times for g c 2 C g t .
If the target gene has more than one TF, we assign each TF a weight based on their causal effect on the target gene and linearly combine them as shown by (6). The probability that g c is the casual gene in the eQTL considering all the TFs for the target gene g t is estimated by (7).
Since we assume there's only one causal gene in each eQTL, the gene with the largest posterior probability is reported as the cause as shown by (8).
To identify the underlying pathway, we start from g Ã c and trace backwards. We find from Neiðg Ã c Þ the gene with the largest visit count and move to that gene (not stochastically). We repeat until we arrive at t k . By this way, we find the most probable pathway which links g Ã c and t k . The linear pathway generated by this approach is mainly for simplicity consideration. As indicated by (4), there could be multiple paths connecting g 
Select subset of conditions
It's well known that TFs only actively regulate their target genes under specific conditions (Ihmels, et al., 2002; Harbison, et al., 2004; Segal, et al., 2004) . It will therefore be beneficial to infer the pathway under these conditions to exclude the noise introduced by non-relevant conditions. To achieve this goal, we implemented two different methods.
First, we follow the signature algorithm developed by Ihmels et al. to select appropriate subset of conditions (Ihmels, et al., 2002) . Suppose the expression levels of gene g t are measured under M conditions in the original data set, denoted as O
A condition m is selected if it satisfies equation (9), where O g t is the average expression level and s g t is the standard deviation. We empirically choose t equal to 1 to ensure both sufficient variation and enough number of included conditions.
The subset of conditions is then used to calculate the causal effect of g i on g t . Conditional on the selected conditions, we search the gene network to find the pathways as described in 2.2.
As our second method, we designed a sampling scheme. Suppose l (l < M) conditions are sampled without replacement and denoted as s u . We recalculate the correlation coefficient using conditions covered by s u . s u is considered a valid choice of subset if j su ðg t ‚ t k Þ > t 0 , where t 0 is a predetermined threshold for correlation. To make the selection robust and not sensitive to one sample, we repeat the sampling multiple times until we obtain r valid subsets of conditions. The r subsets of conditions (r · l matrix) is then used to calculate the expected causal effect of g i on g t using equation (10) and all the previous equations concerning jðg i ‚ g t Þ need to be updated accordingly.
It's obvious that the first method is computationally efficient compared to the second one. However, this method can be heavily affected by outliers and conditions cannot be ''tuned'' for specific TFs. Although the second method is much more time consuming and could fail either because such conditions do not exist or due to extremely large sample space, it's generally more robust and will be much less affected by outliers.
Significance measurement
It's essential to test the reliability of the inferences by the above approaches. Erroneous inference could be caused purely by false positive interactions in the gene network and the noisy expression data. Therefore, for g Ã c which satisfies (8), the significance of the findings need to be evaluated. As the main source of error comes from the network topology and gene expression, we permute the gene network while preserve the degree of each node similarly as (Milo, et al., 2002) . Since the network topology is randomized, the pathway-wise expressions are permutated accordingly too. For each permutation, we perform the same procedure and obtain one V 
RESULTS

Data collection
Rosetta compendium data (Hughes, et al., 2000) is used to verify our method. 276 genes were deleted and each deletion mutant's expression profile was measured using microarrays. To build the gene network, the protein-protein interaction data was obtained from a previous compiled set by (Steffen, et al., 2002) combined with protein physical interactions deposited in MIPS (Munich Information center for Protein Sequences). TF-DNA binding data was obtained from (Harbison, et al., 2004 ) where 203 TFs were tested for their binding profiles in yeast. We chose P<0.001 as the threshold for positive binding as used by the original authors. The genome wide phosphorylation information was obtained from (Ptacek, et al., 2005) which identified over 4,000 phosphorylation events. After compiling all three types of interactions together, the gene network covered 4,744 genes and contained more than 10,500 edges. Our main experiment is based on a recent genome-wide study on expression variation by crossing two yeast strains (Brem, et al., 2002; Yvert, et al., 2003; Brem, et al., 2005) . 112 segregants were individually genotyped at 2,956 marker positions and 6,228 gene expressions were measured for each segregant. Since both the genotype and expression of each gene are known, these data are excellent for this study.
Testing with knock-out data
In order to quantitatively measure the performance of our method, we designed a test using Rosetta compendium knock-out data. The main reason to use the knock-out data set is because we know what gene was deleted. As the true cause for the gene expression variation is known, we are able to test the accuracy of the inferences. Although the original experiments are not related to eQTL mapping, we can easily define regions around the deleted genes so the problem will be the same as what we are trying to solve. The major steps of the test are described as follows.
(1) For a deletion mutation experiment, we identify the genes whose expression are significantly perturbed. We further identify the common TFs for these significantly perturbed genes, only genes regulated by the common TFs are considered as valid target genes and are used for the later inferences.
(2) We simulate an eQTL region around the deleted gene to let the pretended eQTL contain 10 genes. These 10 genes (the deleted gene and the surrounding 9 genes) position consecutively on 
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the chromosome. The position of the deleted gene is randomly set to be from 1 to 10.
(3) We pretend that the real causal gene (in this case, the deleted gene) is unknown and try to identify it from the ten genes.
(4) The overall prediction accuracy is calculated. As random guess will give a 10% correct identifications in expectation, higher accuracy is expected given that the method actually works.
For our method to work, it's essential to ensure that the ''differentially'' expressed genes are really caused by deletion mutation instead of by noise. Obviously, a target gene whose expression is perturbed by random events won't lead us to any meaningful findings regardless of the method. Hughes et al. designed a gene-specific error model to compensate for the differences in the variation of transcript (Hughes, et al., 2000) . Based on this error model, more than half of the deletion mutation experiments didn't show significant changes in expression profiles and are excluded from our test. 118 knock out experiments contain at least 2 genes with 3 fold changes with P-value less than 0.01. The number of perturbed genes varieed significantly among these experiments (from 2 to several hundred). We further required that the target genes should share common TFs. By only considering genes that could be clustered by common TFs, we are more confident in believing that their expression variation is caused by the knockout instead of by chance.
We developed a simple voting scheme to consider multiple perturbed genes for each knockout experiment. The genes obtaining the most votes are reported as causal genes. Finally, 17/36 valid predictions are correct (exactly match the deleted gene) using the first condition selection method and 16/35 are correct using the second condition sampling method. The accuracy rates (47% and 46%) are more than 4 times better than what would be expected by random guess. When the eQTL region is set to contain 20 genes, 15 out of 48 predictions are correct by the first method and 15 out of 44 are correct using the second method. The accuracy rates (31% and 34%) are more than six times better compared with random guess (5%). The correct prediction only decreases by two/one when the number of genes in eQTL doubles. This indicates that our method is quite robust and relatively insensitive to the number of genes in eQTL (details and list of genes are provided in the supporting materials). The good performance suggests that our approach can indeed extract useful information from multiple data sources and generate valid hypothesis. We then applied our method to a recent genomewide study on expression variation in yeast where the causal genes are generally not known (Brem, et al., 2005) .
eQTL mapping
We performed 6,228 · 2,956 Wilcoxon ranksum tests to examine the association between each gene's expression level and each marker as in (Brem, et al., 2002; Bing and Hoeschele, 2005) . We only considered genes whose expression variation could be significantly linked to exactly one locus on yeast genome (P-value<10 -5 ) and the false discovery rate (FDR) was estimated to be 0.005 using methods from (Storey and Tibshirani, 2003) . This gave us a list of 1,226 genes. Based on these genes, we performed bootstrap to infer the 95% confidence interval similarly as (Bing and Hoeschele, 2005) . A small fraction of genes failed to generate valid confidence intervals and were excluded for further consideration. Finally, we obtained a list of 1,085 genes. The length of the confidence intervals ranges from 781bps to 141Kbps, the mean and the standard deviation are 35Kbps and 28Kbps, respectively. The number of genes within each interval ranges from 1 to 62, and the mean and standard deviation are 16.8 and 15.3, respectively.
Causal gene inference
For the genes in the above list, we applied our algorithm to infer the causal gene in each eQTL. To identify the TF that really involves in the pathway, we require that TF displays a strong correlation with the target gene based on our sub-condition sampling scheme. Clearly, this criterion may be too strong for some TFs and still not sufficient for others. However, the assumption that stronger correlation implies higher probability of regulation could be valid in general. For the 1,085 genes with valid eQTL regions, 585 genes have in total 1,403 highly correlated TFs (jrðg i ‚ t k Þj>0.5). For these 585 genes, we inferred the causal genes and measured the significance for them. As described in 2.3, two methods were used to select appropriate subset of conditions. These two methods generated quite similar outputs and we only present the results generated by the second method. 239 inferences have P-value <0.05 and they are reported in supplementary files. The underlying pathways were inferred and are shown in Figure 4 , drawn by Cytoscape (Shannon, et al., 2003) .
Here, we describe two examples which are well supported by experimental data and previous studies. As the first example, the target gene is PRP39, a component of RNA splicing factor U1 small nuclear ribonucleoprotein polypeptide (Lockhart and Rymond, 1994 ). There's no report on its expression regulatory mechanism by SGD (Saccharomyces Genome Database) (Cherry, et al., 1997) . Based on the linkage analysis, variation of PRP39's expression can be significantly linked to a locus on chromosome VIII (P-value is 1e-7.3). The 95% confidence interval contains three genes (NEM1, GPA1 and MRS11). From chromatin (Ch) immunoprecipitation (IP) experiments, two TFs (DIG1 and STE12) bind to the promoter An integrative approach for causal gene identification and gene regulatory pathway inference e493 region of PRP39 gene. For each TF, we first sample a subset of conditions so the TF correlates with PRP39 in their expressions. Conditional on these conditions (Table 1) , we stochastically search paths which connect TF with the candidate causal genes so that the nodes on the path show significant correlation with PRP39. Two TFs report the same gene (GPA1) as the causal gene as it has the highest probability (0.975) among the three genes with Pvalue <0.05 by permutation test. The pathways identified by each TF are also consistent. There are quite a few genes (e.g., FAR1, FUS1, etc.) having the same inferred causal gene and pathway. Many of them are known to be involved in pheromone signaling pathway (Wang and Dohlman, 2004) . By comparing the pathway we found (Figure 5 ) with the known pheromone pathway, large fraction of proteins are matched and arranged in a correct order. To further verify that GPA1 was indeed the cause for the downstream gene expression variation, Yvert et al. performed experiment by making a point mutation on GPA1 in one of the yeast strain and observed that those downstream genes displayed altered expression levels as expected (Yvert, et al., 2003) . Here, we show our method can correctly infer the right causal gene and derive the underlying pathway without any prior knowledge of the corresponding pathway.
In Table 1 , we list the primary nodes on the above pathway and their expression correlations with the target gene. We show both the correlations calculated without selecting a subset of conditions and correlations calculated with subset conditions sampled. The conditions are sampled based on different thresholds and it's clear that as the thresholds increase, the correlations increase accordingly in a pathway-wise manner. This supports the validity of the pathway from a different aspect.
We take G1/S phase transition pathway as our second example. In this example, we identified a group of genes which were reported to be regulated by CDC28. CDC28 is a catalytic subunit of the main cell cycle cyclin-dependent kinase (CDK). The pathways form a complex network and are shown in Figure 6 . We list the Gene Ontology annotations of the proteins involved in the pathways in Table 2 . It's clear that most genes we inferred are indeed related to the mitotic cell cycle and most interactions and regulations are supported by previous studies.
Deriving complicated networks such as the one shown in Figure 6 could take years by biologists using traditional biology experimental methods. Here, we show that it can be easily obtained by computational methods by integrating multiple sources of highthroughput data. Although computational approach cannot replace the traditional experiments, they do generate valid and testable hypothesis which can help biologists to be more productive.
DISCUSSION
We developed a novel approach to estimate the probability for genes in the eQTL of being the causal gene for the target gene expression variation. We show that the causal gene inference problem can be combined with pathway finding problem to achieve a unified solution. Traditionally, genetic studies can only locate a region on Z.Tu et al.
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chromosome which likely contains the causal gene. Our approach digs deep into the biological system to explore the underlying mechanism. We model biological system as a stochastic network of interactions and regulations, the causal effect is explained by the pathways which link the genes in the eQTL and the TFs which potentially regulate the target genes. The eQTL information plays an important role in significantly reducing the number of possible pathways need be considered while pathway identification ultimately helps to answer which gene is the causal gene. Our methods rely on the network built on protein-protein interaction, TF-DNA binding, and protein phosphorylation. The advantage of this is that the generated pathways can have direct experimental supports. However, none of the above data is either complete or completely accurate (von Mering, et al., 2002; Deng, et al., 2003) . Therefore, important pathways may be missed due to incompleteness of the data and causal genes may be erroneously inferred if it's derived from the inaccurate part of the data. Although we expect to see more abundant and accurate data available in the future, a robust method minimally affected by the data imperfectness is always desired. Compared with deterministic approaches, our method has an inherent stochastic component which makes it resistant to some errors. We intend to further test the robustness of our methods in future work.
As described in the method section, we assume that genes on the pathway will have higher expression correlation with the target genes. This is clearly true for the pheromone pathway which we presented as an example. Moreover, our quantitative test on yeast knock-out experiments indicates this assumption holds for many cases. However, as the biological system is very sophisticated, we don't expect such simple assumption holds for all the cases. Much deeper understanding of the biological regulatory mechanism is needed for a more realistic modeling and we'll improve that in the future.
Gene expression level changes are found common to many diseases such as cancers (Bals and Jany, 2001; van 't Veer, et al., 2002; Hauser, et al., 2003) . Therefore, it will be very interesting to explore on extending our methods to disease causal gene identification (Schadt, et al., 2005) . Once we identify genes whose expression change significantly between healthy individuals and patients, our approach can be applied to find the genes responsible for these changes. Although the findings may at large be hypothesis by itself, it will significantly improve our understanding of the complex disease scenario by providing a global view of the whole system. 
