Introduction
For any field K let M n,n (K) denote the set of all n × n matrices with coefficients in K . Take a field K , a nondegenerate quadratic form h : K n → K , and an n × n matrix M = (m ij ) ∈ M n,n (K), i, j = 1, . . . , n . For any (x 1 , . . . , x n ) ∈ K n set h M (x 1 , . . . , x n ) := ∑ ij m ij x i x j . For any k ∈ K set C n (k, h) K := {(x 1 , . . . , x n ) ∈ K n | h(x 1 , . . . , x n ) = k} . Let Num k (M ) h,K ⊆ K be the set of all h M (x 1 , . . . , x n ) with (x 1 , . . . , x n ) ∈ C n (k, h) K . We came to this topic in [1] , motivated to a similar set-up related to the numerical range of a matrix over a finite field introduced in [2] . We consider the case in which K is a finite field F q and prove the following result.
Theorem 1 Take n ≥ 2, any nondegenerate quadratic form h : F n q → F q , any k ∈ F q , and any M ∈ M n,n (F q ). See Example 1 for a discussion on the strength of parts (a) and (c) of Theorem 1.
See [3, Ch. 5] and [4, §22.1] for the classification of nondegenerate quadratic forms. In [1, §3] we considered the case k = 0 of a similar problem with instead of h the quadratic form ∑ n i=1 x 2 i , which is nondegenerate if q is odd, but it has rank 1 if q is even. For any k ∈ F q set C n (k) q := {(x 1 , . . . , x n ) ∈ F Let Num k (M ) q be the set of all h M (u) with u ∈ C n (k) q . In Section 3 we consider the case in which we take
n instead of h . We improve in this case part (c) of Theorem 1 (see Proposition 3 for q odd). We give very precise descriptions of Num k (M ) q when M is the matrix with a unique Jordan block (see Propositions 4, 5, and 6 for the cases n = 2, 3, 4, respectively). We get Num k (M ) q = F q for all n ≥ 4 for these matrices (Proposition 6 and Remark 6). In each case standard lemmas or reduction steps compute Num k (M ) q for many matrices related to direct sums of Jordan blocks.
Proof of Theorem 1
For any field K set K * := K \ {0}. Let e 1 = (1, 0, . . . , 0), . . . , e n = (0, . . . , 0, 1) be the standard basis of F n q . For each n > 0 let I n×n denote the n × n identity matrix.
Remark 1 Fix
For any nondegenerate h we also have 
We take x 1 , . . . , x n , z as homogeneous coordinates of P n and set cone. If n = 3 , n ̸ = 0, and q is odd, then Claim 2 is equivalent to Claim 1.
If h M (u) = 0 for all u ∈ F n q , then it is a multiple of h , because for n ≥ 3 no homogeneous degree 2 polynomial vanishes at all points of F n q . Hence, we may assume that the quadratic function h M induces a nonconstant map u : F n q → F q . Since u is not constant, for each t ∈ F q the set u −1 (t) is an affine quadric hypersurface of 
Proof of Theorem 1. We have Num k (M ) h,Fq ̸ = ∅ by Lemma 1.
Lemma 2 gives part (b). We take Z and Z ′ as in the proof of Lemma 2. 
each fiber of h M |L∩Z has cardinality at most 2 . In the latter case the image of h M |Z∩L has cardinality ≥ q/2.
Thus, to conclude the proof of Theorem 1, it is sufficient to find a line
is not a constant. We assume that no such a line exists. By assumption m :
In this case the line R joining o and o ′ is contained in Z ′ , a contradiction. Now assume 
(1, 1), i.e. either a reducible conic or a smooth conic. For any a ∈ L let R a be the line of the second ruling of 
In the same way we check that 
u ∈ T , and conclude using 
(1, 1) of Z ′ ∩ E and hence it is either a reducible conic (with each line defined over F q and so of cardinality 2q + 1 ) or a smooth conic (and so of cardinality q + 1 ). 
It is sufficient to do the case n = 4. Up to a linear change of coordinates it is sufficient to do the case 3. The F q -numerical range 
Remark 4 For all a, b, k ∈ F q and all
Write M = (m ij ), i, j = 1, . . . , n , and assume that k = c 2 for some c ∈ F q . Since ce i ∈ C n (c 2 ) q and
Lemma 6 Assume q odd and take
} . Since k ̸ = 0 and q is odd, T is a smooth conic defined over F q . Thus, ♯(T ) = q + 1. The line x 3 = 0 meets T at two points (resp. no point) defined over F q if and only if −1 has (resp. has not) a square-root in F q , i.e. if and only if q ≡ 1 (mod 4) (resp. q ≡ −1 (mod 4) ). 2
Remark 5
Assume q even and take k ∈ F q . Since F q is a perfect field, there is a unique c ∈ F q such that (ii) Now assume that k is not a square in hence Num k (M ) q = {0} . Hence, we may assume that Z is a conic defined over F q (not necessarily a smooth conic). Since E is geometrically irreducible, either
Thus, m 11 = m 22 and m 12 + m 21 = 0. 2 
Proposition 4 Take
M = ( 0 b 0 0 ) for some b ∈ F * q . (a) If q is even then ♯(Num 1 (M ) q ) = q/2 ; we have Num 1 (M ) 2 = {0} and Num 1 (M ) q = bF q/2 if q > 2 . (b) Assume that q = p e is odd, e ≥ 1 .→ t 2 + t is a trace-function F q → F q/2 , while t 2 + t = 0 if t ∈ F 2 . Thus, Num 1 (M ) 2 = {0} and Num 1 (M ) q = F q/2 if q > 2 . (b) Assume that q is odd. Recall that ♯(C 2 (1) q ) = q − 1 if q ≡ −1 (mod 4) and ♯(C 2 (1) q ) = q + 1 if q ≡ 1 (mod 4) (Lemma 6). If x 2 1 + x 2 2 = 1 = y 2 1 + y 2 2 and x 1 x 2 = y 1 y 2 , then (x 1 + x 2 ) 2 = (y 1 + y 2 ) 2 (i.e. either x 1 + x 2 = y 1 + y 2 or x 1 + x 2 = −y 1 − y 2 ) and (x 1 − x 2 ) 2 = (y 1 − y 2 ) 2 (i.e. either x 1 − x 2 = y 1 − y 2 or x 1 − x 2 = y 2 − y 1 ) and hence (since 2 is invertible in F q ) either (y 1 , y 2 ) = (x 1 , x 2 ) or (y 1 , y 2 ) = (x 2 , x 1 ) or (y 1 , y 2 ) = (−x 1 , −x 2 ) or (y 1 , y 2 ) = (−x 2 , −x 1 ). If x i ̸ = 0 for all i, x 1 ̸ = x 2 and x 1 ̸ = −x 2 , then the set A := {(x 1 , x 2 ), (−x 1 , −x 2 ), (x 2 ,x= b ′ , then ♯(Num 1 (M ) q ) = q/2 with Num 1 (M ) 2 = {0} and Num 1 (M ) q = bF q/2 for all q ≥ 4 .
If q is even and b
(a) Assume q even and take x 3 = x 1 + x 2 + 1 , i.e. we compute Num 
(a) Assume q even. Since Claim 1: Over F q J is not a union of lines (counting multiplicities) defined over F q .
Proof of Claim 1:
The singular points of J are its multiple components and the intersection of its components defined over F q . At (0 : 1 : 0) the equation of J has z 2 as its leading part and hence the tangent cone to J at (0 : 1 : 0) is {z = 0} counted with multiplicity 2 . Hence, z 2 divides the equation of J , which is false. Claim 2: J is not a union of two smooth conics defined over F q 2 , but not over F q .
Proof of Claim 2:
Assume that this is the case with J = C 1 ∪ C 2 . We have σ(C 1 ) = C 2 and σ(C 2 ) = C 1 , where σ is induced by the Frobenius map t → t q . The singular points of J are the points C 1 ∩ C 2 and (0 : 1 : 0) , (1 : −1 : 0) are two of these points, both defined over 
