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Abstract
Let w0 denote the permutation ½n; n  1;y; 2; 1: We give a new explicit formula for the
Kazhdan–Lusztig polynomials Pw0w;w0x in Sn when x indexes an irreducible component of the
singular locus of the Schubert variety Xw: To do this, we utilize a standard identity that relates
Px;w and Pw0w;w0x:
r 2003 Elsevier Inc. All rights reserved.
MSC: 05E15 primary; 20F55 secondary
1. Introduction
Kazhdan–Lusztig (KL) polynomials were introduced by Kazhdan and Lusztig in
[13] in their study of the representations of Hecke algebras of Coxeter groups. Since
then, these polynomials have been discovered to have many important interpreta-
tions in the context of Lie theory and Schubert varieties (see [6,13,14]). However,
their combinatorial structure is far from clear even though numerous people have
results in speciﬁc cases (see [1] for an overview).
For each wASn; let SingðwÞ denote the set of xpw (in the Bruhat order) for
which Px;wa1 and let LðwÞ denote the maximal elements of SingðwÞ: Through the
work of Kazhdan and Lusztig [13] and Deodhar [5], we know that the elements of
LðwÞ index the irreducible components of the singular locus of the Schubert variety
Xw: Explicit descriptions of LðwÞ were found independently by Billey and
Warrington [2], Cortez [4], Kassel et al. [12] and Manivel [19]. In addition, the
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above papers of Billey–Warrington and Cortez and also Manivel [18] calculate Px;w
when xALðwÞ:
The pairs ðx; wÞ with xALðwÞ fall naturally into three types. In this paper we give
explicit formulae for the KL polynomials Pw0w;w0x for two of the three types. To state
our results precisely, we ﬁrst introduce the following four families of permutations:
Deﬁnition 1. For k; mX1; deﬁne
xk;m ¼ ½k;y; 1; k þ m;y; k þ 1;
wk;m ¼ ½k þ m; k; k  1;y; 2; k þ m  1; k þ m  2;y; k þ 1; 1;
yk;m ¼ ½k;y; 1; k þ 2; k þ 1; k þ 2þ m;y; k þ 2þ 1;
vk;m ¼ ½k þ 2; k;y; 2; k þ m þ 2; 1; k þ 2þ ðm  1Þ;y; k þ 2þ 1; k þ 1:
Writing w0 for the permutation ½n; n  1;y; 1; our main results are the following
two formulae:
Theorem 2.
1. For k; mX1:
Pw0wk;m;w0xk;m ¼
Xminðk1;m1Þ
r¼0
k  1
r
 
m  1
r
 
qr:
2. For k; mX1:
Pw0vk;m;w0yk;m ¼ 1þ ðk þ m  1Þq:
Set
zk ¼ ½1; k þ 2; k þ 1;y; 3; 2; k þ 3;
uk ¼ ½k þ 2; k þ 3; k þ 1;y; 3; 1; 2;
for kX1: Then the aforementioned descriptions of LðwÞ for any wASn imply that for
any xALðwÞ; the related pair of permutations ðflDðxÞ; flDðwÞÞ (see (2)) is one of
ðxk;m; wk;mÞ; ðyk;m; vk;mÞ for ðzk; ukÞ for some k; mX1: Theorem 2 gives Pw0w;w0x for the
ﬁrst two of these types. While our combinatorial techniques do not obviously extend
to the third type, work of Lascoux [16] can be used to show that Pw0uk ;w0zk ¼ ð1þ qÞk
(Fig. 1).
Section 2 contains the necessary preliminaries and Section 3 contains our proof
of Theorem 2.
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2. Preliminaries
We now introduce the necessary background on KL polynomials and Sn: The
reader is referred to [11] for a more leisurely introduction to most of the
combinatorial material presented here.
2.1. The symmetric group
We will view elements of Sn as permutations on ½1;y; n with elements si
of the generating set S ¼ fsigiA½1;2;y;n1 associated with the adjacent transpositions
ði; i þ 1Þ: The ordered pair of permutations x and w is denoted ðx; wÞ: Any wASn can
be written as a product of elements of S: w ¼ si1?sir : The length of w; lðwÞ; is the
minimum r for which such an expression can be found. Minimum length expressions
are reduced. Given reduced expressions u and v; we say that a product uv is reduced if
lðuvÞ ¼ lðuÞ þ lðvÞ: For sAS and wASn; we write sAw if s appears as a generator in
some reduced expression for w: It is a standard fact that this relation is well-deﬁned.
As the arguments in this paper will not depend on particular reduced expressions, we
will not distinguish between w as a permutation and w as a reduced expression.
A one-line notation for a permutation w is given by writing the image of ½1;y; n
under the action of w: ½wð1Þ; wð2Þ;y; wðnÞ: The length function then has an
equivalent formulation as
lðwÞ ¼ jf1piojpn j wðiÞ4wð j Þgj:
We will often abbreviate the set fa; a þ 1;y; bg as ½a; b: When Sn acts on
½m þ 1; m þ n in place of the default ½1; n; we write Sn½m instead of Sn: Let w0 ¼
wn0 ¼ ½n; n  1;y; 1 denote the element of maximal length in Sn: For nXk; we view
wk0 as an element of Sn in the obvious manner. Write w
n½k
0 for the longest permutation
on the symbols fk þ 1; k þ 2;y; k þ ng (so wn½00 ¼ wn0).
The Bruhat–Chevalley partial order (Bruhat order) on Sn is given by taking the
transitive closure of the relations vpvt whenever t is a transposition and lðvtÞ ¼
lðvÞ þ 1: For v; wASn; we abbreviate the interval fx j vpxpwg by ½v; w: In addition,
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Fig. 1. Bruhat pictures for permutations of the types deﬁned in Deﬁnition 1.
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v; w represents ½v; w with v omitted. For our purposes it will be convenient to work
with both of the two following equivalent formulations of the Bruhat order:
Lemma 3. Let v; wASn:
1. vpw if and only if for any reduced expression si1?sir of w; we can choose
1pj1oj2o?ojppr such that sij1?sijp is a reduced expression for v:
2. For p; qAZ; define
rwð p; qÞ ¼ jfipp j wðiÞpqgj and dv;wð p; qÞ ¼ rvð p; qÞ  rwð p; qÞ: ð1Þ
Then vpw if and only if dv;wð p; qÞX0 for all p; q: (Note that our definition of rw
is slightly different from that found in [2]. The one given above is the usual; see,
e.g., [8].)
Proof. For a simple justiﬁcation of the ﬁrst part, see [20, Proposition 2.1.3]. The
second part can be found in [2, Proof of Proposition 13]. &
We now introduce our pictorial version of the Bruhat order. While not strictly
necessary, the pictures described are responsible for the insight leading to Theorem 2
and are a signiﬁcant aid to following the arguments in this paper. Let matðwÞ denote
the n  n array with 1’s at the points ði; wðiÞÞ (matrix indexing). A Bruhat picture for
x; wASn is an overlay of some (corresponding) rows and columns of matðwÞ and
matðxÞ augmented by shading the regions on which dx;wX1: Fig. 2 displays examples
of this notation. Entries of matðxÞ (resp., matðwÞ) are denoted by black disks (resp.,
open circles). Positions corresponding to 1’s of both matðxÞ and matðwÞ are denoted
by a black disk and a larger concentric circle.
Our proof of Theorem 2 is inductive and relies on reducing the calculation of
Px;w to that of a related polynomial PflDðxÞ;flDðwÞ indexed by elements of a smaller
symmetric group. Speciﬁcally, associate the set
D ¼ Dðx; wÞ ¼ fi j xðiÞawðiÞ or dx;wði; xðiÞÞa0g
to the pair x; wASn: (This is simpler than, though equivalent to, the original
deﬁnition of [2, Deﬁnition 13].) For concreteness, write D ¼ fd1od2o?odkg for
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Fig. 2. (1) Bruhat picture for x ¼ ½3; 1; 6; 2; 5; 4; 8; 7; w ¼ ½7; 3; 4; 2; 5; 6; 8; 1: (2) Bruhat picture for the
pair ðflDðxÞ; flDðwÞÞ: (3) Bruhat picture for the pair ðw0flDðwÞ; w0flDðxÞÞ:
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some kX0: Then, for yASn deﬁne flDðyÞASk by
flDðyÞð j Þ ¼ fðyðdjÞÞ for j ¼ 1; 2;y; k; ð2Þ
where f is the unique order-preserving bijection from fyðd1Þ;y; yðdkÞg to f1;y; kg:
Lemma 4. Let xpzpwASn:
1. Dðz; wÞDDðx; wÞ:
2. If A+Dðx; wÞ; then flA : ½x; w-½flAðxÞ; flAðwÞ is a poset isomorphism such that
lðwÞ  lðxÞ ¼ lðflAðwÞÞ  lðflAðxÞÞ:
Proof. The ﬁrst part is equivalent to [2, Corollary 21]. The second part follows from
Lemma 17 and Proposition 18 of the same paper. &
Lemma 5. Let x; wASn and suppose A+Dðx; wÞ with k ¼ jAj: Then
Px;w ¼ PflAðxÞ;flAðwÞ and Pwn0w;wn0x ¼ Pwk0 flAðwÞ;wk0 flAðwÞ: ð3Þ
Proof. The equality Px;w ¼ PflAðxÞ;flAðwÞ is the content of Lemma 39 in [2]. The second
half of (3) follows from this fact in conjunction with the equalities flAðwn0wÞ ¼
wk0flAðwÞ and flAðwn0xÞ ¼ wk0flAðxÞ: We now prove these last two identities.
For any uASn; wn0 acts by ðwn0uÞð j Þ ¼ n  uð j Þ þ 1: Hence, if jA½1; n; xð j Þawð j Þ
if and only if ðwn0xÞð j Þaðwn0wÞð j Þ: Also, rwn0uð p; qÞ ¼ p þ wwn0uð p; qÞ  ruð p; w
n
0ðqÞÞ
for 1pp; qpn where wwn
0
uð p; qÞ is 1 if ðwn0uÞ1ðqÞpp and 0 otherwise. Now, wwn0uð p; qÞ
clearly equals wuð p; wn0ðqÞÞ: So, if xð pÞ ¼ wð pÞ; then
dwn
0
w;wn
0
xð p; wn0wð pÞÞ
¼ rwn
0
wð p; wn0wð pÞÞ  rwn0xð p; wn0wð pÞÞ
¼ p þ wwð p; wð pÞÞ  rwð p; wð pÞÞ  ð p þ wxð p; xð pÞÞ  rxð p; wð pÞÞÞ
¼ dx;wð p; wð pÞÞ: ð4Þ
It follows that A+Dðx; wÞ if and only if A+Dðwn0w; wn0xÞ: Since f commutes with the
(left) action of wn0; we obtain the desired identities. &
2.2. KL polynomials
While Kazhdan and Lusztig deﬁne the KL polynomials for general Coxeter
groups via the associated Hecke algebra, there is a purely combinatorial description
which we now give for the case of Sn: In order to give this deﬁnition succinctly, we let
½qkPx;w denote the coefﬁcient of qk in the polynomial Px;w; set
mðx; wÞ ¼ ½qðlðwÞlðxÞ1Þ=2Px;w;
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and (for sAS) deﬁne csðxÞ ¼ 1 if xsox; csðxÞ ¼ 0 if xs4x: Then Kazhdan and
Lusztig [13] show that there is a unique set of polynomials fPx;wgx;wASn such that, for
all x; wASn:
1. Pw;w ¼ 1:
2. Px;w ¼ 0 when x4/ w:
3. degðPx;wÞpðlðwÞ  lðxÞ  1Þ=2 when xow:
4. For sAS with wsow;
Px;w ¼ qcsðxÞPx;ws þ q1csðxÞPxs;ws 
X
zA½x;ws
zsoz
mðz; wsÞq
lðwÞlðzÞ
2 Px;z: ð5Þ
We will require the following formulae for KL polynomials of certain irreducible
components of the singular loci of Schubert varieties. The formulae are due to the
author and Billey [2] and, independently, to both Cortez [4] and Manivel [18].
(However, as pointed out by a referee, for the second part of Theorem 2, v is a
permutation corresponding to a ‘‘variety of complexes’’. As such, the facts that
Pz;v ¼ 1 for zAy; v and that LðvÞ ¼ y were known to Lakshmibai [15] and
Gonciulea [9]. In addition, these facts can be determined using Polo’s focalization
theorem [21] along with the determination of KL polynomials for grassmannian
permutations as described in [17] or [22].)
Theorem 6.
1. For k; mX1:
Pxk;m;wk;m ¼ 1þ q þ?þ qminðk1;m1Þ ð6Þ
and Pz;wk;m ¼ 1 for xk;mozpwk;m:
2. For k; mX1:
Pyk;m;vk;m ¼ 1þ q ð7Þ
and Pz;vk;m ¼ 1 for yk;mozpvk;m:
3. Proof of Theorem 2
The proof of Theorem 2 requires both detailed descriptions of the relevant
intervals in the Bruhat order and two purely combinatorial lemmas. These subjects
are the contents of the next two subsections.
3.1. Two combinatorial lemmas
In the remainder of this paper, we will often abbreviate ð1Þkþm by ekm and
ð1Þaþb by eab:
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Lemma 7. For k; mX1:
Xa¼k1b¼m1
a;b¼0
eab
k
a
 
m
b
  Xminðka1;mb1Þ
r¼0
k  a  1
r
 
m  b  1
r
 
qr
¼ ekm
Xminðk1;m1Þ
r¼0
qr: ð8Þ
Proof. It is convenient to sum r from 0 to minðk  1; m  1Þ rather than from 0 to
minðk  a  1; m  b  1Þ: As ðN
d
Þ ¼ 0 whenever 0pNod; an extension of our
summation range in this manner adds only terms equal to 0. So, we rewrite the left
side of (8) as
Xminðk1;m1Þ
r¼0
Xa¼k1b¼m1
a;b¼0
eab
k
a
 
m
b
 
k  a  1
r
 
m  b  1
r
 
qr: ð9Þ
It is a standard fact (see, e.g., [10, (5.25)]) that for rpm  1;
Xm1
b¼0
ð1Þb m
b
 
m  b  1
r
 
¼ ð1Þrþm1: ð10Þ
Applying this identity twice to (9), we ﬁnd that (9) can be rewritten
Xminðk1;m1Þ
r¼0
qrð1Þrþk1ð1Þrþm1 ¼
Xminðk1;m1Þ
r¼0
qrekm: & ð11Þ
Our second lemma is similar in quality to the ﬁrst, but requires an additional piece of
notation. Deﬁne
fk;mða; bÞ ¼
k
a
 
m
b
 
½eabð1þ ðk þ m  a  b  1ÞqÞ þ 2eab: ð12Þ
Lemma 8. For k; mX1:
Xk1
a¼0
Xm1
b¼0
fk;mða; bÞ ¼ ekmð1þ qÞ  ekmðd1k þ d1mÞq: ð13Þ
(d is the Kronecker delta.)
Proof. We can rewrite the left side of (13) as
Xk
a¼0
Xm
b¼0
fk;mða; bÞ 
Xk
a¼0
fk;mða; mÞ 
Xm
b¼0
fk;mðk; bÞ þ fk;mðk; mÞ: ð14Þ
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By deﬁnition, fk;mðk; mÞ ¼ ekmð1þ qÞ: If we split (14) so that the summands in each
of the sums are monomials, then we ﬁnd that all of our sums (up to coefﬁcients not
containing the index of summation) are either of the form
PN
i¼0 ðNi Þð1Þi or of the
form
PN
i¼0 iðNi Þð1Þi: For N40; these sums equal 0 and d1N ; respectively. Utilizing
these identities in (14), we get the desired equality of (13). &
3.2. Two interval lemmas
For u; vASn; set D½a;bðu; vÞ ¼ f jADðu; vÞ j apjpbg: And for uASn and k; mX1;
deﬁne
gk;mðuÞ ¼ D½1;kðxk;m; uÞ  D½kþ1;kþmðxk;m; uÞ:
LetPðXÞ (resp.,PþðXÞ) denote the set of all subsets (resp., nonempty subsets) of the
set X (Fig. 3).
Lemma 9. The map
gk;m : xk;m; wk;m-Pþð½1; kÞ Pþð½k þ 1; k þ mÞ ð15Þ
is a bijection. Furthermore, if gk;mðzÞ ¼ A  B; then lðwk;mÞ  lðzÞ ¼ ðk  jAjÞþ
ðm  jBjÞ:
Proof. For clarity, we write x and w for xk;m and wk;m; respectively. First we show
that the image of gk;m is in Pþð½1; kÞ Pþð½k þ 1; k þ mÞ: Suppose there exists a
zAx; w for which gk;mðzÞ ¼ | B for some B ¼ fb1o?obsgAPþð½k þ 1; k þ mÞ:
Since xpz; by Lemma 3 it follows that
rzðb1; xðb1Þ  1Þprxðb1; xðb1Þ  1Þ ¼ k: ð16Þ
By construction, zðiÞ ¼ xðiÞ both for 1pipk and for iA½k þ 1; b1  1: Hence,
rzðb1; xðb1Þ  1Þ ¼ k also. Therefore, to satisfy (16), we need zðb1ÞXxðb1Þ ¼ 2k þ
m  b1 þ 1: But
z1ðf2k þ m  b1 þ 2;y; k þ mgÞD½k þ 1; b1  1: ð17Þ
Hence zðb1Þ ¼ xðb1Þ and dxzðb1; xðb1ÞÞ ¼ 0: These facts contradict b1AB: A similar
argument shows that we cannot have gk;mðzÞ ¼ A  | for a nonempty A:
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Finally, gk;mðzÞ ¼ | | requires that z ¼ x: Hence, gk;mðx; wÞDPþð½1; kÞ 
Pþð½k þ 1; k þ mÞ:
The bijection follows by showing that if A  BAPþð½1; kÞ Pþð½k þ 1; k þ mÞ;
then there exists a unique zAx; w such that gk;mðzÞ ¼ A  B: For convenience,
we write A ¼ fa1o?oarg; B ¼ fb1o?obsg; ej ¼ xðajÞ for 1pjpr and fj ¼ xðbjÞ
for 1pjps: The fact that zAx; w means that rwð p; qÞprzð p; qÞprxð p; qÞ
for all p; qAZ: The second inequality implies both that zða1Þ4k and that
z1ð f1Þok þ 1: On the other hand, as rwðk; kÞ ¼ k  1; zð j Þ4k for at most one j
with 1pjpk: Hence, zða1Þ ¼ f1: A similar argument shows we must have zðbsÞ ¼ er:
It follows that
fzða2Þ;y; zðarÞg ¼ fe1;y; er1g ð18Þ
and
fzðb1Þ;y; zðbs1Þg ¼ f f2;y; fsg: ð19Þ
We claim that these equalities continue to hold upon viewing the above as ordered
sets—i.e., that zðajÞ ¼ ej1 for 2pjpr and zðbjÞ ¼ fjþ1 for 1pjps  1: So suppose
these equalities do not hold in general: Let j be as small as possible such that
zðajÞaej1: Since rxðaj; ej  1Þ ¼ 0; to have z4x we need zðajÞXej: But zðajÞ cannot
equal ej as ajAA: And it cannot be greater than ej by our the minimality of j: This is a
contradiction. It follows that zðajÞ ¼ ej1 does hold in general. The argument for
the zðbjÞ is analogous. To summarize, the unique z for which gk;mðzÞ ¼ A 
BAPþð½1; kÞ Pþð½k þ 1; k þ mÞ is given by
zð j Þ ¼
xk;mð j Þ if jeA,B;
f1 if j ¼ a1;
er if j ¼ bs;
el if j ¼ alþ1 ðfor some lX1Þ;
fl if j ¼ bl1 ðfor some lX2Þ:
8>>>><
>>>:
ð20Þ
The second claim of the lemma follows by counting inversions or via a simple
inductive argument. &
Deﬁnition 10. Let L and R be indeterminates. For each kX1; deﬁne Zk : Sn-fL; Rg
as follows. If z has a reduced expression of the form se1kþ1uu
0se2kþ1 with eiAf0; 1g;
u4wk0 and u
04wm½kþ20 ; then include LAZkðzÞ and RAZkðzÞ according to whether
e1 ¼ 1 and e2 ¼ 1; respectively. If z does not have a reduced expression of that form,
set ZkðzÞ ¼ fL; Rg:
Lemma 11. For k; mX1 and zASn; define
ck;mðzÞ ¼ D½1;kðyk;m; zÞ  D½kþ1;kþ2ðyk;m; zÞ  D½kþ3;kþmþ2ðyk;m; zÞ  ZkðzÞ:
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For clarity, denote ½1; k by Y1; ½k þ 1; k þ 2 by Y2; and ½k þ 3; k þ m þ 2 by Y3:
Then ck;m : yk;m; vk;m-
ðPþðY1Þ Y2 PþðY3Þ PþðfL; RgÞÞ ð21Þ
,ðPþðY1Þ PþðY2Þ  | fL; RgÞ ð22Þ
,ð|PþðY2Þ PþðY3Þ  fL; RgÞ ð23Þ
is a bijection. Furthermore, if ck;mðzÞ ¼ ðA; B; C; DÞ; then
lðvk;mÞ  lðzÞ ¼ ðk  jAjÞ þ ð2 jBjÞ þ ðm  jCjÞ þ ð2 jDjÞ: ð24Þ
Proof. Start by noting that skþ1wkþ10 w
mþ1½kþ1
0 skþ1 and w
k
0skþ1w
m½kþ2
0 are reduced
expressions for vk;m and yk;m; respectively. By Lemma 3.1, every zAyk;m; vk;m has a
reduced expression that is a subexpression of skþ1wkþ10 w
mþ1½kþ1
0 skþ1 and that
contains a subexpression for yk;m: Now, skþ1 commutes with both wk0 and w
m½kþ2
0 : In
addition, skþ1ewkþ10 ; w
mþ1½kþ1
0 : Together, this all implies that any zAyk;m; vk;m can
be written as se1kþ1uu
0se2kþ1 where eiAf0; 1g; wk0pupwkþ10 ; and wm½kþ20 pu0pwmþ1½kþ10 :
As the sets of generators that can appear in u and u0 are disjoint, se1kþ1uu
0se2kþ1 will be
reduced if and only if either ei ¼ 0 or, in the case where e1 ¼ e2 ¼ 1; if skAu or skþ2Au0:
Notice that if skeu but uXwk0 ; then u ¼ wk0 : Similarly, if skþ2eu but u0Xwm½kþ20 ; then
u0 ¼ wm½kþ20 : Hence, we can group the elements of the interval yk;m; vk;m into the ﬁve
groups (where wk0oupwkþ10 and w
m½kþ2
0 ou0pw
mþ1½kþ1
0 ) given in Table 1.
We must now justify our entries in the third column of Table 1. This task is
simpliﬁed by the observation that D½1;kðyk;m; zÞ depends only on u and that
D½kþ3;kþmþ2ðyk;m; zÞ depends only on u0: First consider D½1;kðyk;m; zÞ: As elements of
Skþ1; wk0 ¼ xk;1 and wkþ10 ¼ wk;1: By Lemma 9, we already know that gk;m is a
bijection from xk;1; wk;1 toPþð½1; kÞ Pþðfk þ 1gÞ: SincePþðfk þ 1gÞ ¼ fk þ 1g;
this yields a natural bijection to Pþð½1; kÞ: A similar analysis gives a bijection from
fu0 j wm½kþ20 ou0pwmþ1½kþ10 g to Pþð½k þ 3; k þ m þ 2Þ:
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Table 1
The images of the elements of yk;m; vk;m under the map ck;m; grouped according to the form of the
reduced expressions for z
Type z ck;mðzÞ
ILR skþ1uu0skþ1 PþðY1Þ Y2 PþðY3Þ  fL; Rg
IL skþ1uu0 PþðY1Þ Y2 PþðY3Þ  fLg
IR uu
0skþ1 PþðY1Þ Y2 PþðY3Þ  fRg
II se1kþ1uw
m½kþ2
0 s
e2
kþ1 PþðY1Þ PþðY2Þ  | fL; Rg
III se1kþ1w
k
0u
0se2kþ1 |PþðY2Þ PþðY3Þ  fL; Rg
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It remains to consider D½kþ1;kþ2ðyk;m; zÞ: First note that yk;mðk þ 1Þ ¼ k þ 2
and yk;mðk þ 2Þ ¼ k þ 1: For Type I, z1ðk þ 1Þ4k þ 2 and z1ðk þ 2Þok þ 1;
so D½kþ1;kþ2ðyk;m; zÞ ¼ fk þ 1; k þ 2g: For Type II, ðuwm½kþ20 Þ1ðk þ 2Þ ¼ k þ 2
and ðuwm½kþ20 Þ1ðk þ 1Þok þ 1: Furthermore, ðuwm½kþ20 skþ1Þ1ðk þ 2Þ ¼ k þ 1 and
ðskþ1uwm½kþ20 Þ1ðk þ 1Þ ¼ k þ 2: It is now easy to check that the entries for ck;mðzÞ
for the Type II row in Table 1 are correct. Type III is analogous to Type II. Hence,
we get the range of ck;m as stated in (21).
Determining the length differences between z and vk;m is easy given our above
description and Lemma 9. Namely (writing z as above),
lðvk;mÞ  lðzÞ ¼ ½lðwkþ10 Þ  lðuÞ þ ½lðwmþ1½kþ10 Þ  lðu0Þ þ ½2 e1  e2:
Eq. (24) then follows from the aforementioned Lemma 9 along with inspection of
Table 1. &
3.3. Inverse KL polynomials
Our proof of Theorem 2 relies on the identity
X
zA½x;w
ð1ÞlðzÞþlðwÞPz;wPw0z;w0x ¼ dx;w; ð25Þ
which can be found in [13, (3.1.a)]. For xaw; this can be rewritten as
ð1ÞlðwÞlðxÞþ1Px;w ¼
X
zAx;w
ð1ÞlðwÞlðzÞPz;wPw0z;w0x: ð26Þ
Proof of Theorem 2. As it streamlines the argument, we will prove the theorem for
any pair ðx; wÞ for which ðflDðxÞ; flDðwÞÞ equals either ðxk;m; wk;mÞ or ðyk;m; vk;mÞ for
some k; mX1: By (3), this is sufﬁcient to prove the theorem.
Part 1. Suppose ðflDðxÞ; flDðwÞÞ ¼ ðx1;m; w1;mÞ: Now, w0x1;m ¼ ½m þ 1; 1; 2;y; m is
the product of distinct reﬂections: sm?s1: It follows from unwrapping the recurrence
of (5) that for any such element y; Pz;y ¼ 1 for every zpy: In particular, Pw0w;w0x ¼
Pw0w1;m;w0x1;m ¼ 1: Analogously, Pw0wk;1;w0xk;1 ¼ 1:
We will now argue by double induction on k and m: Assume we have proven
Part 1 for all pairs x0; w0 for which ðflDðx0Þ; flDðw0ÞÞ ¼ ðxr;s; wr;sÞ with 1prpk;
1pspm and r þ sok þ m: If k þ mp3; then either k ¼ 1 or m ¼ 1 and the result is
true. So we may assume k þ mX4:
Consider now the case of x; w with ðflDðxÞ; flDðwÞÞ ¼ ðxk;m; wk;mÞ: Utilizing
Lemma 4.2 is easy to check that lðwÞ  lðxÞ ¼ k þ m  1: Furthermore, we know
from (6) that PflDðxÞ;flDðwÞ ¼ 1þ q þ?þ qminðk1;m1Þ and Pz0;flDðx;wÞðwÞ ¼ 1 for
z0AflDðxÞ; flDðwÞ: Now, for zA½x; w; Dðz; wÞDDðx; wÞ by Lemma 4.1. Thus, using
Lemma 4.2 in conjunction with (3) allows us to conclude that Px;w ¼ 1þ q þ?þ
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qminðk1;m1Þ and Pz;w ¼ 1 for zAx; w: Then (26) can be rewritten as
ekm
Xminðk1;m1Þ
r¼0
qr ¼
X
zAx;w
ð1ÞlðwÞlðzÞPw0z;w0x: ð27Þ
We know from Lemma 9 that the right side equalsX
ABAPþð½1;kÞPþð½kþ1;kþmÞ
eabPw0g1k;mðABÞ;w0x ð28Þ
where a ¼ k  jAj and b ¼ m  jBj: In the proof of Lemma 9, we discovered that
ðflDðxÞ; flDðg1k;mðA  BÞÞÞ ¼ ðxjAj;jBj; wjAj;jBjÞ: So, if we pull out the term from the sum
corresponding to z ¼ w; we ﬁnd by Lemma 5 and the induction hypothesis that
ekm
Xminðk1;m1Þ
r¼0
qr ¼Pw0w;w0x 
Xminðk1;m1Þ
r¼0
k  1
r
 
m  1
r
 
qr
þ
Xa¼k1b¼m1
a;b¼0
eab
k
a
 
m
b
 

Xminðka1;mb1Þ
r¼0
k  a  1
r
 
m  b  1
r
 
qr: ð29Þ
Note that the second sum in (29) is included to adjust for the fact that we allow
a ¼ b ¼ 0 in the third term (i.e., the case of z ¼ w). An application of Lemma 7 to
(29) then yields Part 1.
Part 2. We will prove by double induction on k and m: When ðflDðyÞ; flDðvÞÞ ¼
ðy1;1; v1;1Þ; it is easily checked by hand using (5) in conjunction with (3) that
Pw0v;w0y ¼ 1þ q; as desired.
Consider now the case of y; v with ðflDðyÞ; flDðvÞÞ ¼ ðyk;m; vk;mÞ where k þ m41
and k; mX1: We will abbreviate yk;m and vk;m by y and v; respectively. By (7) (and
arguing as in the beginning of the proof of Part 1), we see that Pz;v ¼ 1 if zAy; v and
that Py;v ¼ 1þ q: These facts allow us to rewrite (26) as
ð1ÞlðvÞlðyÞþ1ð1þ qÞ ¼
X
zAy;v
ð1ÞlðvÞlðzÞPw0z;w0y: ð30Þ
To compute this sum, we consider separately the contributions from each of the
types in Table 1. For brevity, we will write y; vIL to indicate the set of zAy; v of
Type IL (and similarly for the other types). Fig. 4 illustrates sample z from these
types.
Type I: First consider Type ILR: In other words, suppose ck;mðzÞ ¼ ðA; fk þ 1;
k þ 2g; C; fL; RgÞ for some nonempty sets AAPþð½1; kÞ and CAPþð½k þ 3; k þ m þ
2Þ: For ﬁxed cardinalities jAj and jCj; there are ð k
kjAjÞ such subsets A and ð mmjCjÞ
such subsets C: Set a ¼ k  jAj and b ¼ m  jCj: By the second part of Lemma 11,
ð1ÞlðvÞlðzÞþ1 ¼ eab: Furthermore, from the proof of Lemma 11, it follows that
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ðflDðyÞ; flDðzÞÞ ¼ ðyjAj;jCj; vjAj;jCjÞ: By the induction hypothesis and Lemma 5,
Pw0z;w0y ¼ 1þ ðk þ m  a  b  1Þq
for each such z: SoX
zAy;vILR
ð1ÞlðvÞlðzÞPw0z;w0y ¼Pw0v;w0y  ð1þ ðk þ m  1ÞqÞ
þ
Xk1
a¼0
Xm1
b¼0
k
a
 
m
b
 
 eabð1þ ðk þ m  a  b  1ÞqÞ: ð31Þ
Now consider Types IL and IR: In other words, suppose ck;mðzÞ ¼ ðA; B; C; DÞ
with jDj ¼ 1: Deﬁne a ¼ k  jAj and b ¼ m  jCj: From Lemma 11, we see this time
that ð1ÞlðvÞlðzÞ ¼ eab: To calculate Pw0z;w0y; we rely on the following standard fact
on KL polynomials which can be found in the original paper of Kazhdan and
Lusztig [13, (2.3.g)]: For sAS; Px;w ¼ Pxs;w (resp., Px;w ¼ Psx;w) if wsow (resp.,
swow). Repeated applications of this fact and Lemma 5 show that Pw0z;w0y ¼
Pw0y;w0y: The latter polynomial is, of course, 1: So the total contribution from Types
IL and IR is
X
zAðy;vIL,y;vIRÞ
ð1ÞlðvÞlðzÞPw0z;w0y ¼ 
Xk1
a¼0
Xm1
b¼0
k
a
 
m
b
 
2eab: ð32Þ
It follows from (31) and (32) that the total contribution from Type I to the right
side of (30) is

Xk1
a¼0
Xm1
b¼0
fk;mða; bÞ þ Pw0v;w0y  ð1þ ðk þ m  1ÞqÞ: ð33Þ
Using Lemma 8 to simplify, we obtain
ekmð1þ qÞ þ ekmðd1k þ d1mÞq þ Pw0v;w0y  ð1þ ðk þ m  1ÞqÞ: ð34Þ
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I
 LR  I
 L II(1) (2) (3) 
Fig. 4. Sample pairs ðy3;4; zÞ for Types ILR; IL and II. The images of the z’s under c3;4 are
ðf1; 3g; f4; 5g; f8; 9g; fL; RgÞ; ð1; 3g; f4; 5g; f6; 7; 8; 9g; fLgÞ; and ðf1; 3g; f5g; |; fL; RggÞ; respectively.
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Type II: By Lemma 4 (taking A ¼ f1;y; k þ 2g), the interval
½wk0skþ1wm½kþ20 ; skþ1wkþ10 wm½kþ20 skþ1
is isomorphic to ½wk0skþ1; skþ1wkþ10 skþ1; an interval in Skþ2: As elements of Skþ2;
wk0skþ1 ¼ xk;2 and skþ1wkþ10 skþ1 ¼ wk;2: Lemmas 4 and 5 then let us write the
contribution to the right side of (26) coming from Type II permutations as
X
zAy;vII
ð1ÞlðvÞlðzÞPz;vPw0z;w0y ¼
X
z0Axk;2;wk;2
ð1Þlðwk;2Þþmlðz0ÞPz0;wk;2Pw0z0;w0xk;2 ð35Þ
¼ ð1Þlðwk;2Þþmlðxk;2Þþ1Pxk;2;wk;2 ð36Þ
¼ ð1Þkþmþ21þ1ð1þ ð1 d1kÞqÞ: ð37Þ
Here, we have used (6), (25) and the fact that lðvÞ  lðwk;2Þ ¼ m:
Type III: Arguing as for Type II, we get a contribution of
X
zAy;vIII
ð1ÞlðvÞlðzÞPz;vPw0z;w0y ¼ ekmð1þ ð1 d1mÞqÞ: ð38Þ
Incorporating the above knowledge into (30), we see that
ð1ÞlðvÞlðyÞþ1ð1þ qÞ ¼
X
zAy;v
ð1ÞlðvÞlðzÞPw0z;w0y ð39Þ
¼ Pw0v;w0y  ð1þ ðk þ m  1ÞqÞ  ekmð1þ qÞ ð40Þ
þ ekmðd1k þ d1mÞq þ ekmð2þ ð2 d1k  d1mÞqÞ ð41Þ
¼ Pw0v;w0y  ð1þ ðk þ m  1ÞqÞ þ ekmð1þ qÞ: ð42Þ
Since ð1ÞlðvÞlðyÞþ1 ¼ ekm; we obtain our desired result of Pw0v;w0y ¼
1þ ðk þ m  1Þq: &
Remark 12. Let u; v be elements in an arbitrary Coxeter group and set cðu; vÞ to be
the number of coatoms in the Bruhat interval ½u; v: Brenti shows in [3, Corollary 3.3]
that the coefﬁcient of q in Pu;v is bounded above by cðu; vÞ  1 (see also [7]). For
kX1; it is easy to check that there are k2 atoms in xk;k; wk;k; hence k2 coatoms in
½w0wk;k; w0xk;k: Additionally, by Theorem 2.1, the coefﬁcient of q in Pw0wk;k ;w0xk;k is
ðk  1Þ2: Hence, this family of intervals conﬁrms the asymptotic tightness of Brenti’s
bound.
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