This paper considers cointegration tests for dynamic systems where the number of variables is large relative to the sample size. Typical examples include tests for unit roots in panels where the units are linked by complicated dynamic relationships. It is well known that conventional cointegration tests based on a parametric (vector autoregressive) representation of the system break down if the number of variables approaches the number of time periods. To sidestep this difficulty we propose nonparametric cointegration tests based on eigenvalue problems that are asymptotically free of nuisance parameters. It turns out that the nonparametric tests outperform their parametric (likelihood-ratio based) counterparts by a clear margin.
Introduction
During the last two decades, various tests for cointegration were proposed.
Among them, the residual Dickey-Fuller test suggested by Engle and Granger (1987) and Phillips and Ouliaris (1990) as well the system cointegration test suggested by Johansen (1988 Johansen ( , 1991 have become most popular. In a macroeconomic context, these tests are applied for data sets including a fairly large number of time periods (usually 100 -300) and a small number of variables (less than 6). More recently, however, unit root or cointegration tests are applied to panel data sets with a smaller number of time periods (often less than 100) and a moderate number of countries (typically between 10 and 50).
For a recent review of the literature see, e.g., Choi (2006) and Breitung and Pesaran (2008) . In the first generation of panel unit root and cointegration tests, the panel units are treated as independent and a central limit theorem is applied to the standardized sum of the individual test statistics. The second generation panel data tests allow for a contemporaneous correlation among the errors of the panel units. This contemporaneous dependence is often represented by common dynamic factors (e.g. Phillips and Moon (2004) and Pesaran (2007) ). However, if the panel units are correlated due to a more complex dynamic relationship (for example due to (Granger) causality among the panel units), then the introduction of common factors is not sufficient to obtain a pooled test statistic that is free of nuisance parameters. For instance, Cubadda et al. (2008) document that common factor corrections are useless in estimating common parameters when common cycles are present in the data. This possibility calls for the development of "third-generation" panel unit roots or cointegration tests that account for a complex dynamic relationship among the panel units. In this paper, we consider test procedures that are valid in a very general dynamic framework, where first and second-generation test are invalid.
However, the tests considered in this paper are not only valid in the typ-ical panel data framework, where country specific variables are contemporaneously correlated. As argued by Banerjee et al. (2005) The tests suggested in this paper have two major features. First, the test statistics are "nonparametric" in the sense that no multivariate parametric model needs to be specified and estimated in order to derive the test statistics. This is an important feature as for the usual models (like the vector autoregression) the number of parameters grow with the square of n.
Second, the number of restrictions is reduced to the set of n necessary conditions, leaving out all restrictions that are not essential for the hypothesis under test. Our Monte Carlo simulation suggest that the resulting tests can be adopted in dynamic systems where the number of variables is moderately large (20, say) . In contrast all other tests exhibit severe size distortions and very low power in these situations.
Motivation
To highlight the problems involved by testing for cointegration in high dimensional systems, consider the simple case of a cointegrated VAR(1) model
where E(y t ) = 0 and ε t ∼ N(0, Σ). Let us first consider the maximum eigenvalue (henceforth: maxEV ) statistic for the hypothesis that y t is not cointegrated, i.e., H 0 : r = rk(Π) = 0. Define
The maxEV statistic is given by
where λ 1 is the largest eigenvalue and v 1 is the associated eigenvector of the eigenvalue problem
Accordingly, the maxEV statistic is equivalent to T · R 2 of the regression of v 0 1 y t−1 on the n×1 vector ∆y t . Therefore, the test is equivalent to an LM test of the n-dimensional hypothesis ϕ = 0 in the regression v
It is interesting to compare this test statistic to the residual Dickey-Fuller (resDF ) test suggested by Engle and Granger (1987) .
0 , where b β denotes the OLS estimator of the coefficients from a regression of y 1,t on y 2,t , . . . , y n,t . The residual DF statistic is the t-statistic of the one-dimensional hypothesis = 0 in the regression
Note that the two-sided LM version of this test statistic is equivalent to the LM statistic of a regression of (b γ 0 y t−1 ) on (b γ 0 ∆y t ) since the R 2 statistic of a bivariate regression is equivalent to the R 2 of the reverse regression. Accordingly, there are three important differences between the maxEV statistic and the resDF statistic:
(i) The maxEV statistic is a two-sided test statistic, whereas the resDF statistic is one-sided.
(ii) The maxEV test employs the ML estimator v 1 to construct the "most stationary" linear combination v 0 1 y t−1 , whereas the resDF test is based on the OLS estimator of the cointegration relationship b γ 0 y t−1 .
(iii) The null hypothesis of the maxEV test is n-dimensional, whereas the resDF test is based on an one-dimensional hypothesis.
It is the last property of the resDF approach that makes this test particu- 
where
where b σ 2 j is the usual estimator of the residuals variance of the component specific Dickey-Fuller regressions. However to obtain a test statistic that is free from nuisance parameters we replace the eigenvectors v j from (3) by eigenvectors of an eigenvalue problem that is shown to be invariant to the short-run dynamics of the system.
Asymptotic distribution of the test statistics
In this section we study the asymptotic properties of alternative test statistics that are based on the sum of r unit root statistics computed from the r "most stationary" linear combinations. Under the null hypothesis we assume that the vector y t is an n × 1 vector of not cointegrated I(1) variables. The complete set of assumptions is summarized in Assumption 1: (i) Under the null hypothesis r = 0, the n × 1 vector ∆y t has the moving average representation ∆y t = P ∞ j=0 C j u t−j with C 0 = I and
and finite fourth moments and u s = 0 for s ≤ 0.
As shown by Phillips and Solo (1992) this assumption ensures that
where B(a) is an n-dimensional vector of Brownian motion with covariance
It is important to note that we do not assume a particular parametric model for ∆y t , such as a finite order vector autoregressive model. The main reason is that if n is large, parametric models imply a large numbers of additional parameters. For example, a VAR(p) model requires to estimate n 2 p autoregressive parameters that are unreliably estimated if n is large relative to T . We therefore consider nonparametric approaches to deal with short-run dynamics.
The first test statistic is based on the eigenvectors of the adjusted eigenvalue problem
where b Ψ is a consistent estimator of Ψ = P ∞ j=1 E(∆y t y t−j ), b Ω is a consistent estimator of Ω = Σ + Ψ + Ψ 0 and S jk are defined in (1) . As has been
shown by Hassler (2006) , the asymptotic distribution of the eigenvalues and eigenvectors of (5) 
where S *
. It is not difficult to see that the asymptotic distribution of the eigenvalues of this problem do not depend on nuisance parameters. Note that η j is the eigenvalue of the matrix
and therefore the eigenvalues are the inverse of the ordinary PC eigenvalue problem.
Finally, we adapt the nonparametric approach suggested by Breitung (2002) that is based on the eigenvalue problem
t and S t = P t j=1 y j . Note that we have modified the original eigenvalue problem |µ
to retain the same ordering of eigenvalues as in the other two approaches.
Again, as T → ∞ the eigenvalues and eigenvectors of (7) do not depend on nuisance parameters. An important advantage of the latter statistic is that no estimator of nuisance parameters is required that depends on some suitably chosen truncation lag.
Let v k j denote the j'th eigenvector associated with the ordered eigenvalues of (5) - (7) with k ∈ {LR, P C, NP }. The test statistic for testing the
where τ k j is the ADF t-statistic for = 0 from the regression
and z
For estimating the matrices Ω and Ψ we make the following assumption:
The kernel function it is a twice continuously differentiable even function
For the bandwidth it is assumed that M = O(T m ), where m ∈ (0, 1/2).
As shown by Phillips (1995) Assumption 2 ensures that b Ψ and b Ω are consistent estimators of Ψ and Ω. In the appendix we show that the test statistics have the asymptotic null distributions as stated in the following Theorem:
Theorem 1: Let y t be a n-dimensional vector of random walks. Under Assumption 1 -2 and as T → ∞
0 is an n×1 vector of independent standard Brownian motions, with k ∈ {LR, P C, N } and ξ k j is an n × 1 function of W given in the appendix.
Remark A: For the derivation of the limiting distribution it is assumed that E(y t ) = 0. In many empirical applications the mean is specified as E(y t ) = δ 0 x t where δ is a vector of coefficients and x t is a vector of deterministic variables. Examples include x t = 1 (constant) and
where Ψ T is a diagonal matrix with appropriate normalization factors (such as Ψ T =diag(1, T −1 ) for the linear trend) on the leading diagonal, then the residual from a regression of y t on x t yields
When using the demeaned variables e y t = y t − b δ 0 x t instead of y t , the limiting distributions result from replacing W in Theorem 1 by f W ζ .
Remark B:
It is interesting to note that the test statistics are similar to the t-bar statistic proposed by Im, Pesaran, and Shin (2003) . Accordingly, one may assert that for tests against the alternative r = n (stationary time series) the standardized version
, converges to a standard normal limit distribution as N → ∞ and T → ∞. Table 1 
A panel unit root statistic
For the special case H 1 : rk(Ω) = 0 (i.e., all elements of y t are stationary) it is possible to construct a much simpler test statistic. Since all components enter the test statistic, we do not need to order the components according to their largest autoregressive root. Since under the null hypothesis
it is possible to remove the nuisance parameters from the limiting distribution by just applying the "long-run GLS transfor-
The ADF tests applied to the i'th elements of z t are asymptotically distributed as The details of the test statistic are provided in the following theorem.
Theorem 2: Let b Ω denote a long-run covariance matrix estimator obeying Assumption 2 and b V is the associated n × n matrix of eigenvectors. Under the null hypothesis r = 0 and T → ∞ we have
, where e τ j denotes the ADF statistic of the i'th component of b
Note that the limiting distribution of this test statistic is much simpler than the ones involved by Theorem 1. This is due to the fact that the matrix b Ω converges in distribution to Ω. Accordingly, the matrix of eigenvectors converge to a fixed matrix V , whereas in Theorem 1 the matrix of eigenvectors converge to the vector of random variables ξ k i that can be written as a (rather complicated) function of W (a).
Empirical example
-to be completed -
Small sample properties
To investigate the small sample properties of the alternative test statistics we first consider the framework of a second generation unit root test where, under the null hypothesis, the time series are correlated random walks. In this situation the long-run covariance matrix Ω is identical to the ordinary covariance matrix Σ = E(∆y t ∆y 0 t ). Accordingly, apart from a contemporaneous correlation, there exists no intertemporal dynamic relationships among the variables. Since all test statistics are invariant to Ω, the critical values presented in Table 1 (see Appendix B) yield actual sizes very close to the nominal ones. Therefore, we omit the presentation of the empirical sizes in this case.
Under the alternative we assume that all time series are stationary AR (1) processes generated by y i,t = y i,t−1 + ε i,t , where ε i,t ∼ N(0, 1) and common autocorrelation parameter < 1. Table 2 presents the power of the alternative test statistics for T = 200 and different numbers of variables n. Since under the null hypothesis ∆y t is a vector of white noise, we can set the truncation parameter for the LR and PC statistics equal to zero and all DF tests of the statistic τ k (r) can be performed without lag augmentation (e.g.
1 Table 2 Under the null hypothesis = 1 all components are I(1), whereas under the alternative | | < 1, the vector y t is stationary. The autoregressive matrix A is generated randomly. To control for the persistence of the dynamics we set all eigenvalues of the matrix A equal to −1 < θ < 1. This is done by generating randomly matrices A subject to the normalization A 0 A = θI. Table 3 Finally, we consider the (size adjusted) powers of the tests under system dynamics. By and large the results confirm our findings of the experiment Ped-Vog statistics. For = 0.95 the latter two statistics fail to have power no matter of the parameter θ, whereas for = 0.9 the Ped-Vog statistic exhibit some nontrivial power but much lower than the other three statistics. 1.000 1.000 1.000 1.000 0.239 0.490 10 1.000 1.000 1.000 1.000 0.006 0.289 15 1.000 1.000 1.000 1.000 0.000 0.149 20 1.000 1.000 1.000 1.000 0.000 0.050 25 1.000 1.000 1.000 1.000 0.000 0.019 
Proof of Theorem 1:
First, we consider the nonparametric version of the LR statistic that is based on the eigenvalue problem (2), which is equivalent to
in the sense that the eigenvalues of both problems are identical and the eigenvectors e v Let [I r , −B LR ] 0 denote the n × r matrix of the re-nomalized eigenvectors
Using the partitioning W = [W dimensional subvectors, respectively, it follows from the lower n−r equations of (10)
Solving for B LR yields
and λ j is the j'th largest eigenvalue of the matrix tr[
These result can be used to derive the limiting process of the linear combi- 
