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Resumen
Las funciones cognitivas del cerebro desempen˜an un papel muy importante en la vida
cotidiana de los seres humanos, por lo tanto, los patrones de pensamiento mental, que
esta´n presentes en las sen˜ales neuronales, pueden ser utilizados para mejorar tanto la vida
de personas sanas como de personas discapacitadas. Las Interfaces Cerebro-Ordenador
(BCI) son sistemas de comunicacio´n, que permiten a los seres humanos interactuar men-
talmente con dispositivos y ma´quinas externas. Detectan, registran y analizan elec-
troencefalogramas (EEG), los cuales reflejan ciertas funciones o mandatos cerebrales.
En este trabajo, la lectura de los datos de EEG se recopilan y clasifican, utilizando
un casco BCI de bajo coste y un clasificador del tipo Red Neural (NN). El objetivo es
clasificar e identificar las decisiones de ruta de los usuarios, quienes esta´n a bordo de
un veh´ıculo automatizado. El sistema aprovecha la capacidad de control auto´nomo del
veh´ıculo, y el sensor de ondas cerebrales permite al usuario tomar la decisio´n de la ruta.
Se llevaron a cabo varios experimentos para el entrenamiento del clasificador, adema´s,
se realizaron numerosos experimentos de ensayo. Los resultados obtenidos muestran una
clasificacio´n exitosa de las decisiones de los sujetos, mejorando la capacidad de movilidad
de las personas con discapacidad f´ısica.
Palabras clave: Brain-Computer Interface, Electroencefalograma, Ondas Cerebrales,
Machine Learning, Red Neuronal, Veh´ıculo Auto´nomo.
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Cap´ıtulo 1
Introduccio´n
1.1 Motivacio´n
El ser humano cada vez vive ma´s an˜os, segu´n el Instituto Nacional de Estad´ıstica (INE),
en 2013 hab´ıa cerca de 13.000 personas en Espan˜a con ma´s de 100 an˜os [1]. Esto significa
que la robo´tica aplicada en la biomedicina es un campo que experimenta un crecimiento
constante y necesario para asegurar una calidad de vida digna para estas personas.
Para alcanzar dicho objetivo, se emplean diferentes te´cnicas como las basadas en
pro´tesis activadas mediante impulsos ele´ctricos generados en los mu´sculos (EMG), este
tipo de me´todos no son aplicables a personas con algu´n tipo de afeccio´n neuronal, ya
que la informacio´n no se transmite de forma correcta por el sistema nervioso central, sin
embargo, si medimos la actividad cerebral mediante el uso de encefalogramas (EEG),
podemos llegar a identificar dichos impulsos en la mayor parte de los sujetos. Estos
me´todos de comunicacio´n entre el cerebro y el ordenador se denominan Interfaces Cerebro-
Ordenador (del ingle´s,“Brain-Computer Interfaces”, BCI).
El principal problema de estas te´cnicas radica en el alto coste de los dispositivos
necesarios, por ello, este trabajo ofrece una primera aproximacio´n de un sistema comercial
de bajo coste basado en BCI.
1.2 Objetivos
El principal objetivo de este trabajo es desarrollar un sistema capaz de identificar, me-
diante algoritmos basados en Redes Neuronales (NN), la ruta a tomar por un veh´ıculo
automatizado mediante la lectura de EEG usando un sensor low-cost para que sea acce-
sible a la mayor parte del pu´blico posible.
Este sistema debe ser capaz de:
1. Adquirir los datos de forma correcta enviados por el sensor.
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2. Procesar el electroencefalograma (EEG) y obtener caracter´ısticas u´tiles para el clasi-
ficador.
3. Desarrollar un clasificador capaz de identificar la direccio´n que ha de tomar el
veh´ıculo.
Se desarrollara´n dos soluciones: la primera sera´ obtener un clasificador general, es
decir, un algoritmo capaz de identificar la direccio´n sin necesidad de un entrenamiento
espec´ıfico; la segunda sera´ desarrollar un clasificador individual, es decir, un algoritmo
entrenado de forma personal para cada sujeto.
1.3 Estructura del trabajo
A continuacion se describira´ brevemente el contenido de cada cap´ıtulo a tratar:
• Cap´ıtulos 1 y 2:
Se expone el concepto de BCI y de co´mo de u´til puede llegar a resultar para la
sociedad.
Se introduce el concepto de “Machine Learning” y los dos tipos de clasificadores
que se van a emplear (Red Neuronal y Ma´quinas de Soporte Vectorial).
Se explica el funcionamiento ele´ctrico del cerebro humano y el descubrimiento de
las ondas cerebrales.
Para finalizar, se describen varios experimentos realizados en el campo de las In-
terfaces Cerebro-Ordenador y de la tecnolog´ıa que se emplea.
• Cap´ıtulo 3:
Se enumeran y se describen brevemente los dispositivos que se usara´n en este tra-
bajo.
• Cap´ıtulo 4:
Se explica paso a paso la te´cnica implementada para la extraccio´n de las EEG y su
correspondiente procesamiento y clasificacio´n.
• Cap´ıtulo 5:
Se describen los experimentos realizados en este trabajo, as´ı como los resultados
obtenidos.
• Cap´ıtulo 6:
Se realiza una exposicio´n objetiva de los resultados y del trabajo realizado, y se
enumeran una serie de objetivos para trabajos futuros.
Cap´ıtulo 2
Estado del Arte
En este cap´ıtulo se hara´ una breve introduccio´n al denominado “Machine Learning” y a
las te´cnicas ma´s relevantes en la historia de “Brain-Computer Interfaces”.
2.1 Introduccio´n al Machine Learning
El aprendizaje automa´tico de una ma´quina (del ingle´s, “Machine Learning”) es un campo
que proviene de las ciencias de computacio´n, cuyo objetivo fundamental es desarrollar
te´cnicas de control inteligente que permitan a las ma´quinas aprender determinados com-
portamientos a partir de ejemplos dados. Se emplean para resolver problemas muy com-
plejos y realizar casi cualquier proceso de forma auto´noma.
A continuacio´n se describira´n dos de estas te´cnicas: las Redes Neuronales (NN), y
los clasificadores del tipo Ma´quinas de Soporte Vectorial (del ingle´s, “Support Vector
Machine”, SVM).
2.1.1 Redes Neuronales
Una Red Neuronal (Figura 2.1) es una te´cnica de aprendizaje para ma´quinas la cual posee
una estructura capaz de procesar informacio´n mediante varios elementos interconectados
(neuronas) dispuestos en diferentes capas. Cada neurona es activada o inhibida por sus
neuronas adyacentes, estas neuronas operan mediante funciones de suma y lo´gica simple.
Estos sistemas son capaces de identificar patrones y resolver problemas complejos de
forma ana´loga a como lo har´ıa el cerebro humano.
Los primeros modelos de redes neuronales fueron propuestos por McCulloch y Pitt en
1943 y supusieron un nuevo enfoque para las aplicaciones de inteligencia artificial.
A finales de la de´cada de los 40, el neurocient´ıfico canadiense Donald Hebb desarrollo´
el primer me´todo de aprendizaje para redes neuronales asentando las bases de los modelos
de aprendizaje no supervisado y superando sencillos test de Turing.
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Figura 2.1: Grafo de una Red Neuronal artificial. (Fuente: Scikit-Learn).
En 1958, el cient´ıfico Frank Rosenblantt (Figura 2.2) demostro´ la capacidad de estos
algoritmos para el reconocimiento de patrones mediante el modelo “Perceptron”.
Figura 2.2: Frank Rosenblantt ajustando un modelo perceptron en 1960.
Se produjo un paro´n significativo desde 1960 hasta mediados de los 80, esto se debio´
a las limitaciones de procesamiento de los ordenadores de la e´poca. Por ello, con la
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invencio´n de los primeros microprocesadores, los algoritmos basados en redes neuronales
resurgen y aparecen nuevos modelos matema´ticos. El ma´s importante fue desarrollado por
David E. Rumelhart en 1986, quien creo´ el modelo “Backpropagation”, un algoritmo de
aprendizaje no supervisasado por el cual se compara el resultado obtenido por la red con
la salida deseada, se calcula una sen˜al de error y se transmite “hacia atra´s” recalculando el
peso de cada neurona, mediante un proceso de optimizacio´n por gradiente de una funcio´n
de coste.
A partir de 1990, el uso de las redes neuronales en el denominado “Machine Learning”
ha ido creciendo hasta tal punto que, en la actualidad, los algoritmos basados en estos
modelos son algo comu´n en campos como la visio´n por computador, los sistemas de
control, el reconocimiento facial y de voz, y sistemas de aprendizaje automa´ticos para la
resolucio´n de problemas complejos.
2.1.2 Clasificadores del tipo “Support Vector Machine”
Los clasificadores SVM son un conjunto de algoritmos basados en modelos estad´ısticos
capaces de crear hiperplanos en los cuales se disponen las muestras en funcio´n de la clase
a la que pertenecen.
Estos modelos, al principio lineales, fueron inventados por Vladimir N. Vapnik y
Alexey Ya. Chervonenkis en 1963. Al igual que con las redes neuronales, fueron aban-
donados hasta la creacio´n de los nuevos microchips, y en 1992, de nuevo Vladimir N.
Vapnik, junto a Bernhard E. Boser e Isabelle M. Guyon desarrollaron nuevos modelos de
clasificadores no lineales diviendo el espacio en diversas superficies.
Segu´n el nu´cleo (del ingles, “kernel”) en el que este´ basado el modelo matema´tico,
obtendremos diferentes resultados, como se observa la Figura 2.3, la cual muestra los
hiperplanos creados para un espacio multiclase.
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Figura 2.3: Ejemplo de clasificacion segu´n el kernel empleado. (Fuente: Scikit-Learn).
En la imagen superior se aprecian las superficies de las clases estimadas por los clasi-
ficadores SVM para un conjunto de muestras las cuales pueden pertencer a tres clases
(azul, blanco o rojo). Segu´n la distribucio´n de las muestras, sera´ ma´s u´til emplear un
kernel u otro.
2.2 El cerebro humano
El estudio del cerebro humano ha sido uno de los campos de investigacio´n que ma´s ha
llamado la atencio´n a los cient´ıficos desde hace miles de an˜os. Se sabe que ya los Egipcios,
hace ma´s de 5.000 an˜os, realizaron los primeros descubrimientos en el a´mbito de la neu-
rociencia, practicaban diagno´sticos relacionados con afecciones neurolo´gicas y realizaban
simples operaciones. Desde entonces, las te´cnicas me´dicas han mejorado considerable-
mente, y en la actualidad, otras ciencias como la ingenier´ıa y la f´ısica se interesan en el
funcionamiento del cerebro y sus posibles aplicaciones pra´cticas.
El cerebro esta´ dividido en distintos lo´bulos, cada uno de ellos esta´ especializado
en determinadas actividades tales como el uso de la memoria, la actividad motora o la
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resolucio´n de problemas lo´gicos. En la Figura 2.4 se muestra la disposicio´n del cerebro
segu´n sus lo´bulos.
Figura 2.4: Cerebro humano con sus lo´bulos diferenciados. (Fuente: Md Health.)
• Lo´bulo Frontal:
El Lo´bulo Frontal se encuentra en la parte ma´s anterior del cra´neo, se situ´a justo
detra´s de la frente. Esta´ a su vez dividido en otras cuatro partes: el co´rtex pre-
frontal, el co´rtex orbitofrontal, el co´rtex primario-motor y el co´rtex premotor.
Es el encargado de las tareas cognitivas, es decir, se encarga de mantener la atencio´n
necesaria para la resolucio´n de problemas, planear tareas y expresarse correcta-
mente. En e´l tambie´n residen las habilidades sociales como la comprensio´n del
sarcasmo, la decepcio´n y el humor, adema´s del reconocimiento de las emociones, la
empat´ıa y otro tipo de procesos mentales.
• Lo´bulo Parietal:
El Lo´bulo Parietal, situado en la zona de la cima craneal y la coronilla, se ocupa del
control visual y de la percepcio´n del tacto mediante el control de distintas variables
como son: la presio´n, la temperatura, el dolor; y la manipulacio´n de objetos.
Si se produce algu´n dan˜o en e´sta zona, podr´ıa verse dan˜ada la habilidad de hablar,
el control ocular, y la posibilidad de realizar varias tareas al mismo tiempo.
• Lo´bulo Temporal:
El Lo´bulo Temporal se localiza en la parte baja del cra´neo. A e´l se le asocian
diversas tareas, entre ellas se encuentra la capacidad de la memoria a largo plazo,
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las respuestas emocionales, y la percepcio´n auditiva. Dentro de e´l hay una zona
conocida como hipocampo, donde la informacio´n pasa de la memoria a corto plazo
a la memoria a largo plazo.
• Lo´bulo Occipital:
El Lo´bulo Occipital se encuentra en la zona posterior del cra´neo, a la altura de la
nuca. Es el encargado de procesar los est´ımulos visuales, dar forma y color a los
objetos, y detectar el movimiento.
2.3 El electroencefalograma
Se denomina electroencefalograma (EEG) al gra´fico en el que se registra la actividad
ele´ctrica cerebral. T´ıpicamente se emplea como una te´cnica para detectar anomal´ıas en
el funcionamiento del cerebro. La Figura 2.5 muestra el aspecto que tiene una gra´fica
gene´rica de EEG.
Figura 2.5: Actividad cerebral registrada con diferentes electrodos. (Fuente: About Kids
Health).
2.3.1 El descubrimiento de las ondas cerebrales
El cerebro es el o´rgano encargado de procesar y ejecutar las sen˜ales del sistema nervioso
central. Este sistema recoge la informacio´n de diferentes nervios y se transmite a trave´s de
las neuronas hasta llegar al cerebro, quien lo analiza y manda diversas o´rdenes mediante
otras neuronas. La comunicacio´n entre las neuronas que conforman este sistema se lleva
a cabo mediante la sinapsis, un proceso biolo´gico por el cual se genera actividad ele´ctrica
proveniente de la reaccio´n de sustancias qu´ımicas producidas por la neurona emisora.
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Figura 2.6: Fotograf´ıa de una neurona por MethoxyRoxy. (Bajo licencia CC).
El primer avance realizado en la construccio´n del mapa cerebral vino de la mano del
neuro´logo alema´n Hans Berger, quien en 1924 dedujo la existencia de ondas cerebrales,
poco despue´s logro´ demostrar su teor´ıa mediante unos electrodos insertados en la corteza
cerebral de un sujeto con los cuales se pudieron detectar oscilaciones ele´ctricas en el
cerebro, creando as´ı el primer encefalograma humano.
2.3.2 Tipos de ondas cerebrales
A partir de este primer descubrimiento sobre las ondas cerebrales, se estudio´ la relacio´n
entre diversas acciones como la resolucio´n de operaciones matema´ticas o dormir, y la
actividad cerebral.
Se determinaron varios tipos de ondas cerebrales dependiendo de la frecuencia en la
que esta´n moduladas y la actividad que se esta´ realizando:
• Delta: en el rango de 0.5 a 2.75 Hz, se generan durante procesos de suen˜o profundo.
Las actividades de recuperacio´n se producen en este estado, por ello es esencial el
buen descanso.
• Theta: en el rango de 3.5 a 6.75 Hz, se generan durante procesos de alta relajacio´n.
En este estado el sujeto se encuentra son˜ando y esta´n relacionadas con procesos de
memorizacio´n e imaginacio´n.
• Alpha: en el rango de 7 a 12 Hz, se generan durante procesos de relajacio´n y
descanso cerebral. Las actividades asociadas son el aprendizaje y pensamientos en
estado de calma.
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• Beta: en el rango de 13 a 30 Hz, se generan durante procesos de alta concentracio´n.
Las actividades como la resolucio´n de problemas o el control del movimiento del
cuerpo aumentan la amplitud de estas ondas. Por ello, nos centraremos en estas
ondas en este estudio.
• Gamma: por encima de los 31 Hz, son las ondas ma´s ra´pidas y se generan en
situaciones de estre´s. En este estado las acciones acto-reflejo son ma´s ra´pidas.
2.4 Brain-Computer Interfaces
Las Interfaces Cerebro-Ordenador (BCI) son te´cnicas de comnicacio´n que, mediante la
lectura de las EEG, permiten manejar una ma´quina o un dispositivo. Es un me´todo que
se ha comenzado a desarrollar desde la u´ltima de´cada del Siglo XX. Esta tecnolog´ıa podr´ıa
resultar de gran utilidad para personas con algu´n tipo de para´lisis o afeccio´n neurolo´gica,
como puede ser la producida por una lesio´n medular, y para personas con problemas de
movimiento y coordinacio´n.
No fue hasta la de´cada de los 90 cuando se realizo´ el primer sistema BCI, este me´todo,
desarrollado por el doctor Philip Kennedy, consist´ıa en un electrodo intracortical, es decir,
el sensor se implantaba directamente sobre la corteza cerebral. Este tipo de te´cnicas son
muy precisas ya que se pude medir la actividad individual de cada neurona (Figura 2.7),
sin embargo, el cerebro ra´pidamente aisla y rechaza estos dispositivos.
Figura 2.7: Disparo de una neurona y su s´ımil como sen˜al analo´gica y digital. (Fuente:
Paul King, Quora)
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2.4.1 Tipos de BCI
Las te´cnicas de BCI pueden dividirse segu´n el grado de proximidad del sensor al cerebro
(Figura 2.8). A continuacio´n, se describira´n estos procedimientos yendo de ma´s invasiva
a menos invasiva:
• Invasiva: Son dispositivos cuyos sensores se insertan directamente sobre la corteza
cerebral, esta te´cnica permite obtener una resolucio´n de la actividad cerebral muy
alta, ya que se pueden observar los disparos individuales de cada neurona como
se muestra en la Figura 2.7. Sin embargo, el sistema inmunitario, al detectar la
presencia de un cuerpo extran˜o lo encapsula ra´pidamente deja´ndolo fuera de uso.
• Parcialmente Invasiva: Los sensores se implantan justo bajo la superficie craneal,
tambie´n precisan de una operacio´n quiru´rgica y la resolucio´n es alta, es decir, no
podemos observar cada neurona, pero s´ı observar pequen˜as regiones cerebrales de
intere´s con muy poco ruido.
• No Invasivas: La idea fundamental de este me´todo consiste en usar sensores que
permitan obtener datos de las ondas cerebrales sin necesidad de operaciones. Para
ello, se usan dispositivos tales como cascos de BCI (Figura 2.9) compuestos por
mu´ltiples sensores, o como en nuestro caso, una diadema con un simple sensor seco.
Figura 2.8: Tipos de BCI. (Fuente: E. Astrand en [2]).
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2.4.2 Trabajos realizados con BCI
Desde comienzos del u´ltimo siglo, el avanze realizado en el campo de las Interfaces
Cerebro-Ordenador ha sido muy significativo debido a la gran cantidad de mejoras en
cuanto al hardware empleado (computadoras, microprocesadores, sensores electro´nicos)
y a nuevos avances en la modelizacio´n de algoritmos de control inteligente e identificacio´n
de sistemas. A continuacio´n, se expondra´n algunos de los estudios ma´s relevantes basados
en BCI.
En 2001, Guger et al. desarrollaron un modelo de BCI para clasificar patrones de
EEG cuando un sujeto pensaba en movimientos con la mano izquierda o derecha. Este
modelo tuvo una tasa de acierto variable entre el 70% y el 95%. Se basaba en un modelo
de prediccio´n autorregresivo adaptativo (AAR) y un discriminador lineal (LDA). Para
ello, se llevo´ a cabo una serie de experimentos mediante un casco de BCI como el de
la Figura 2.9, el cual posee mu´ltiples sensores sensores dispuestos por toda la cabeza.
En este caso, se emplearon los sensores C3 y C4 segu´n la disposicio´n esta´ndar 10-20 [3]
mostrada en la Figura 2.10, los cuales se centran en las a´reas motora y somatosensora
del cerebro [4]. En 2003, este equipo perteneciente al Graz, publico´ un dataset para una
competicio´n, la cual consist´ıa en realizar modelos para el reconocimiento de patrones
cerebrales para ser probados en cascos de BCI [5]. Este dataset fue realizado de forma
independiente para cada sujeto, es decir, el consiguiente clasificador era espec´ıfico para
cada persona y deb´ıa ser reajustado para cada sujeto.
Figura 2.9: Casco de BCI. Fuente: BCI-Graz Awards 2016.
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Figura 2.10: Sistema de posicio´n 10-20 de electrodos de EEG. (Fuente: Chistopher B.
bajo licencia CC).
En 2008, Xu et al. combinaron la Transformada Discreta de Onda (del ingle´s, “Dis-
crete Wavelet Transform”, DWT) con un modelo autorregresivo para analizar el dataset
propuesto por el Graz, alcanzando una tasa de acierto de clasificacio´n del 90% [6].
Uno de los experimentos ma´s prometedores en este campo vino de la mano de un
proyecto de la DARPA (Departament Advanced Research Projects Agency) a finales de
2012 [7]. Un grupo de investigadores lograron que una mujer tetraple´gica de mediana
edad lograra mover un brazo robo´tico con gran precisio´n. Para ello, le implantaron dos
sensores intracorticales de 96 canales. La informacio´n que este dispositivo enviaba al
ordenador era inmensa y tras aproximadamente 13 semanas de entrenamiento, el sujeto
era capaz de manejar el brazo en cualquier direccio´n espacial, e incluso agarrar y manejar
objetos simples.
Los avances en BCI se han visto incrementados estos u´ltimos an˜os debido a nuevos
dispositivos comerciales de bajo coste, y fa´ciles de vestir, que permiten realizar trabajos de
investigacio´n accesibles para la mayor´ıa de las personas, sin embargo, tan so´lo estamos al
comienzo de un largo camino con este tipo de sistemas, ya que si se desea un dispositivo
ma´s preciso, que disponga de varios sensores de EEG, el precio se eleva ra´pidamente.
Algunos de estos proyectos se han llevado a cabo con dispositivos Neurosky Mindwave.
En 2013, L. Al-Barrak y E. Kanjo en [8], estudiaron la precisio´n de la tecnolog´ıa de
Neurosky para medir los niveles de atencio´n y meditacio´n, lo hicieron mediante diferentes
pruebas psicolo´gicas tales como los experimentos de Stroop, los cuales se suelen emplear
para inducir estre´s al sujeto y as´ı poder medir los niveles de atencio´n y meditacio´n, y
compararlos con los resultados obtenidos por el dispositivo de EEG.
Por otra parte, en [9] los autores experimentaron con la posibilidad de controlar un
robot real usando dos cascos diferentes: el Neurosky Mindwave y el Emotiv Epoc (com-
puesto por ma´s de una decena de sensores). Ellos disen˜aron un sistema de interaccio´n
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humano-robot de coste medio-elevado usando estos dos dispositivos y diversos compo-
nentes para la teleoperacio´n de robots. En [10], se investigo´ sobre el control de una silla
de ruedas usando ondas cerebrales, teniendo en cuenta algunas restricciones del d´ıa a
d´ıa, como la limitada energ´ıa ele´ctrica, el taman˜o y peso de la silla, el coste, y la rapi-
dez en la toma de decisiones. Otro estudio realizado en 2011 llevo´ a cabo una serie de
experimentos para determinar la posibilidad de estimar el sentido (izquierda o derecha)
en el que pensaba un sujeto usando el dispositivo Neurosky Mindwave y un clasificador
del tipo red neuronal (NN), sin embargo, los resultados no fueron concluyentes y no se
pudeo determinar un clasificador eficaz con ese sensor, as´ı pues propusieron la deteccio´n
del guin˜o de ojos para cambiar de direccio´n, en lugar de la actividad mental [11].
Cap´ıtulo 3
Plataforma
En este cap´ıtulo se explica el sistema hardware y software empleado para llevar a cabo
los experimentos tanto de entrenamiento como de prueba.
3.1 Hardware
El sistema hardware empleado consiste en un casco lector de ondas cerebrales y un
veh´ıculo automatizado, los cuales se describen a continuacion.
3.1.1 Sensor de ondas cerebrales
Para la lectura del encefalograma del sujeto, se empleara´ el dispositivo de bajo coste
Mindwave Mobile (Figura 3.1), desarrollado por la empresa Neurosky. Dicho casco consta
de dos sensores secos: uno se situ´a en la frente, el cual obtiene los datos de las ondas, y
el otro sensor se emplea como referencia a masa y esta´ situado en la oreja izquierda.
Dentro del dispositivo se encuentra un microchip capaz de procesar la sen˜al cruda
obtenida por el sensor (Figura 3.2). Se realiza la Transformada Ra´pida de Fourier (FFT)
mediante la cual se logra dar una amplitud individual para cada onda, y se env´ıan v´ıa
Bluetooth a un ordenador. La ampliud de cada onda var´ıa de 0 a 255, sin embargo, la
amplitud para los niveles de atencio´n y meditacio´n var´ıan de 0 a 100.
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Figura 3.1: Casco Mindwave Mobile. (Fuente: Neurosky).
Figura 3.2: Salida cruda obtenida del Mindwave Mobile.
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3.1.2 Veh´ıculo auto´nomo
El sensor explicado en el apartado anterior se va a probar sobre un veh´ıculo auto´nomo
(Figura 3.3), el cual forma parte del proyecto “Intelligent Campus Automobile” (iCab) del
Laboratorio de Sistemas Inteligentes (LSI) de la Universidad Carlos III de Madrid [12].
El veh´ıculo es un carrito ele´ctrico de golf el cual esta´ equipado con mu´ltiples sensores
tales como un sensor LI-DAR, una ca´mara estereo, encoders o´pticos en las ruedas, un
magneto´metro digital y un mo´dulo GPS. Adema´s, el veh´ıculo dispone de un ordenador
para procesar toda la informacio´n que recibe de los diferentes sensores, dicho ordenador
posee una interfaz Bluetooth integrada para la conexio´n con el sensor de lectura de EEG.
Figura 3.3: Veh´ıculo inteligente “iCab” con un pasajero usando el sensor de ondas cere-
brales.
3.2 Software
En esta seccio´n se hablara´ de la plataforma software para el control de los sensores, del
ordenador utilizado, y de los programas necesarios para su puesta a punto.
3.2.1 Robotic Operating System
Tanto los algoritmos del sistema de sensores del iCab, como el co´digo para la lectura de las
ondas y su procesamiento, esta´n implementados bajo la arquitectura Robotic Operating
System (ROS). ROS es un sistema middleware el cual sirve como puente entre diferentes
programas y aplicaciones robo´ticas.
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El algoritmo de adquisicio´n de datos esta´ basado en el trabajo realizado en [13], sin
embargo, dicho trabajo se limita a leer y procesar tan so´lo los niveles de atencio´n y
meditacio´n. As´ı pues, este trabajo se extiende incluyendo la lectura de todas las ondas y
la extraccio´n de ma´s caracter´ısticas para una mejor clasificacio´n, la cual se explica en el
apartado de metodolog´ıa.
Otro sistema embebido en el mismo ordenador es el encargado de la navegacio´n
auto´noma y la toma de mediciones de los diferentes sensores. Este sistema es capaz
de monitorizar el entorno en todo momento gracias a los subsistemas de percepcio´n,
localizacio´n y control implementados tambie´n en ROS [14].
3.2.2 Ordenador personal
El ordenador empleado para procesar la informacio´n del casco de BCI es un Acer Aspire
F15 de 2016, posee un procesador i7-6500 con una tarjeta gra´fica Nvidia 940Mx.
Se usa el sistema operativo de libre distribucio´n Linux Ubuntu 16.04 LTS en el que se
instala Python 2.7, las librer´ıas para Python: Scikit-Learn, Numpy y SciPy, las cuales nos
proporcionan las herramientas matema´ticas necesarias para el procesamiento y ana´lisis
de las ondas cerebrales; y ROS en su versio´n Kinetic. Como editor de texto, en este caso,
se ha empleado Sublime Text 2.
Cap´ıtulo 4
Metodolog´ıa
En este cap´ıtulo se explicara´ la te´cnica empleada para la adquisicio´n de las ondas y
las caracter´ısticas extra´ıdas para su consiguiente procesamiento y ana´lisis. Adema´s, se
presentara´ el clasificador empleado, es decir, las entradas utilizadas y la salida obtenida,
as´ı como su algoritmo interno.
4.1 Ondas y Caracter´ısticas a Extraer
Segu´n la clasificacio´n explicada en los tipos de ondas cerebrales, las entradas que em-
plearemos en nuestro algortimo sera´n: Low Beta (13-16.75 Hz), High Beta (18-29.75 Hz),
Beta, Envolvente de Beta, Derivada de Beta, Atencio´n y Derivada de Atencio´n. Para la
obtenicio´n de estas ondas partiremos de los datos de Atencio´n, Low Beta y High Beta,
los cuales provienen de la salida directa del dispositivo Mindwave, dichos datos tienen un
aspecto como el mostrado en la Figura 4.1.
4.2 Adquisicio´n de Datos
El casco de EEG emplea el sistema de comunicacio´n “ThinkGear Communications Pro-
tocol” para conectarse v´ıa Bluetooth al ordenador [15]. Una vez se ha establecido la
conexio´n entre el dispositivo y el ordenador, la informacio´n ha de ser extra´ıda correcta-
mente desde el paquete de datos (del ingle´s, “Payload”), dicho paquete se recibe como una
secuencia de datos clave-valor, la cual se define en la Tabla 4.1. El script decodificador
lee el vector entero de datos y guarda cada valor en su correspondiente variable.
Una de las partes ma´s importantes de este me´todo reside en el algoritmo de decodifi-
cacio´n de las EEG, ya que se reciben en forma de un u´nico vector de datos cuyo formato
es el “Big-Endian”, lo que significa que hay 24 Bytes de enteros sin signo continuos para
las 8 ondas, es por ello que se debe dividir este vector y convertirlo a decimal.
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Figura 4.1: Salida muestreada desde el dispositivo Mindewave Mobile.
Tabla 4.1: Tabla de definicio´n clave-valor.
Code Data Meaning
0x02 Signal Quality
0x04 Attention Level
0x05 Meditation Level
0x83 EEG Array
4.3 Filtrado de Datos
Una vez se ha decodificado el paquete de datos, comienza el procesamiento de las lecturas
obtenidas.
El primer paso consiste en filtrar los datos repetidos. Debido a la conexio´n por
Bluetooth con ROS, el sistema recibe los datos con una frecuencia que var´ıa entre 0.2Hz
y 0.5Hz, un ratio muy bajo para un me´todo BCI. Si seguimos el Teorema de Nyquist
(4.1), la frecuencia de obtencio´n de datos ha de ser al menos el doble de la frecuencia de
la sen˜al de entrada. Por lo que la cantidad de datos repetidos es muy elevada, alcanzando
una media de 1 dato nuevo cada 5 segundos, uno de los ha´ndicap del uso de elementos
low-cost.
fNyquist ≥ finput
2
(4.1)
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4.4 Procesamiento de Entradas
Tras haber filtrado los datos u´tiles, las muestras se van a transformar al formato de
entrada del clasificador. Como se ha mencionado anteriormente, el formato consiste en 7
entradas provenientes de ondas espec´ıficas. La Figura 4.2 muestra un ejemplo del nuevo
formato para estas entradas.
Figura 4.2: Formato de entrada para los clasificadores.
Para la obtencio´n de las derivadas de las ondas (d(Wx)), se analiza el comportamiento
de la onda completa para determinar cua´ndo es creciente o decreciente, segu´n (4.2).
d(Wx) =

1 , if Wx(t) < Wx(t + 1)
0 , if Wx(t) = Wx(t + 1)
−1 , if Wx(t) > Wx(t + 1)
(4.2)
La adquisicio´n de la envolvente de la onda Beta consiste en realizar la media entre
las curvas de la envolvente superior e inferior de Beta (4.3). Estas dos curvas se obtienen
realizando una interpolacio´n cu´bica, este tipo de aproximacio´n proporciona un ajuste
excelente y su ca´lculo no precisa de mucho coste computacional, la Figura 4.3 muestra las
diferencias entre usar una interpolacio´n lineal o cu´bica. Para llevar a cabo esta operacio´n,
el algoritmo se implementa mediante el uso de la librer´ıa SciPy.
EnvBeta(t) =
EnvLowBeta(t) + EnvHighBeta(t)
2
(4.3)
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Figura 4.3: Ejemplo de interpolacio´n lineal y cu´bica.
4.5 Clasificadores Propuestos
A fin de dar sentido a los datos obtenidos, el clasificador que se propone a continuacio´n
categoriza el sentido en el cua´l el sujeto esta´ pensando (izquierda o derecha).
Se presentan dos soluciones para este trabajo, la primera solucio´n trata de un clasi-
ficador general, es decir, un clasificador obtenido de muestras de varias personas que
sirva para determinar la direccio´n en la que piensa cualquier sujeto sin necesidad de un
entrenamiento previo; el segundo clasificador propone una solucio´n individual para cada
sujeto, se entrena el algoritmo con varias sesiones de una misma persona para una mayor
precisio´n.
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4.5.1 Clasificador General
La solucio´n que se presenta es un algoritmo fundamentado en el uso de redes neu-
ronales [16], las cuales son modeladas como un perceptro´n multi-capa basado en el me´todo
de optimizacio´n Quasi-Newton para la funcio´n de coste logar´ıtmica descrita en (4.4).
V (f(~x), y) = −y · ln(f(~x))− (1− y) · ln(1− f(~x)) (4.4)
La funcio´n de activacio´n para las capas ocultas de las redes implementadas es la
denominada Funcio´n Rectificada Lineal (RELU), segu´n (4.5).
f(x) = max(0, x) (4.5)
donde x es la entrada a cada neurona.
La estrucutra de la red neuronal consiste en una capa de entrada, tres capas ocultas,
y una capa de salida con una u´nica neurona. Todas estas redes son modeladas mediante
Scikit-Learn, una librer´ıa de “Machine Learning” para Python [17]. Para llevar a cabo
el entrenamiento de la red, el set de muestras grabadas durante el experimento se divide
en un set de entrenamiento y otro de pruebas.
El objetivo es diferenciar entre dos estados, pensar en izquierda o pensar en derecha,
as´ı pues, el algoritmo propuesto se compone de cuatro diferentes redes neuronales, dos
para cada direccio´n. La salida de cada clasificador genera dos clases:
• C0: si el sujeto no esta´ suficientemente concentrado.
• C1: si el nivel de atencio´n es el necesario para estar pensando en el movimiento.
Adema´s, cada clasificador devuelve una salida por cada instante de lectura, sin em-
bargo, a fin de obtener un resultado robusto, se precisa de una lectura de varias mues-
tras. As´ı pues, la salida de cada clasificador es predicha comparando, para cada muestra
obtenida, la probabilidad de pertenecer a una determinada clase (4.6) y el ratio de error
(4.7), el cual depende directamente del nivel de atencio´n.
Distancesense =
∑
i=0
(|P (xi|C0)− P (xi|C1)|) (4.6)
Errorsense =
Number of failures
Number of samples
(4.7)
El resultado final tiene tres posibles estados:
1. NULL: el resultado no puede ser categorizado.
2. LEFT: el sujeto esta´ pensando en la izquierda.
3. RIGHT: el sujeto esta´ pensando en la derecha.
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4.5.2 Clasificador Individual
La segunda solucio´n propuesta en este trabajo consiste en el desarrollo de un clasificador
espec´ıfico para cada sujeto. Este nuevo clasificador esta´ compuesto por tres modelos
diferentes: el primero, Clasificador ‘A’, sigue el mismo me´todo que se ha explicado en
la seccio´n “Clasificador General”, el segundo, Clasificador ‘B’, es un algoritmo de una
u´nica red neuronal, y el tercero, Clasificador ‘C’, consiste en un modelo basado en un
clasificador del tipo SVM. De esta forma se puede comparar que´ aproximacio´n tiene
mayor relevancia para ser mejorada en estudios posteriores.
De nuevo se vuelve a obtener tres posibles estados para el resultado final:
1. NULL: el resultado no puede ser categorizado.
2. LEFT: el sujeto esta´ pensando en la izquierda.
3. RIGHT: el sujeto esta´ pensando en la derecha.
Clasificador ‘A’
Como ya se ha explicado en el apartado anterior, el Clasificador ’A’ sigue la misma
metodolog´ıa que el denominado “Clasificador General”, la u´nica diferencia con respecto
a este primero radica en las muestras con las que ha sido entrenado, ya que han de ser las
del sujeto del que queremos realizar el clasificador y no de un grupo amplio de personas.
Clasificador ‘B’
El segundo clasificador esta´ formado por una u´nica red neural en la que se discrimina
directamente el sentido en el que esta´ pensado el sujeto, es decir, las nuevas clases a
las que puede pertenecer son C0 (izquierda) o C1 (derecha), y por ende, el dataset de
este clasificador estara´ compuesto por las muestras de pensamiento izquierdo y derecho
juntos. Las entradas de esta red son las mismas que las del Clasificador ‘A’, por lo que
necesitaremos un mı´nimo de 6 datos para poder realizar la envolvente de Beta.
Como ya se ha mencionado, este clasificador es una ligera variante del Clasificador
‘A’, por lo que para determinar el resultado de este modelo se realiza una comparacio´n
entre las probabilidades de pertenencia a una clase o a la otra (4.8).
Distanceglobal =
∑
i=0
(|P (xi|C0)− P (xi|C1)|) (4.8)
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Clasificador ‘C’
El tercer y u´ltimo clasificador es un modelo SVM entrenado con la misma metodolog´ıa
de muestras que el Clasificador ‘B’, es decir, se obtiene un dataset con muestras de un
u´nico sujeto que contenga tanto los datos cuando se piensa en la izquierda, como los datos
cuando se piensa en la derecha.
El kernel o nu´cleo de este clasificador sigue la topolog´ıa Funcio´n de Base Radial (del
ingle´s, “Radial Basis Function”, RBF). Se escoge este kernel debido al alto rendimiento
que posee, ya que el coste computacional es muy bajo y ofrece unos resultados muy
ajustados. La Tabla 4.2 muestra la diferencia de porcentaje de acierto entre un clasificador
con nu´cleo lineal y otro con nu´cleo RBF. Para probar los diferentes nu´cleos se han
instanciado 200 muestras aleatorias de dos dimensiones, con valores acotados de -10 a 10.
Se puede apreciar que el clasificador RBF obtiene unos resultados mucho mejores que el
lineal, es por ello que emplearemos e´ste nu´cleo.
Tabla 4.2: Comparacio´n de kernel para SVM
Kernel Score
Lineal 12.0386%
RBF 92.0737%
En este estudio, el hiperplano creado por el algoritmo del clasificador SVM, es de 7
dimensiones, correspondiente a cada una de las entradas a dicho clasificador. Al ser un
modelo tan ajustado, por el alto nu´mero de entradas, el comportamiento que presenta al
clasificar los datos nuevos puede ser ineficaz.
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Cap´ıtulo 5
Trabajo Experimental y Resultados
El trabajo experimental desarrollado en este proyecto se divide en dos partes: primero,
el experimento realizado para el “Clasificador General” (Experimento 1); y la segunda
parte, en la cual se explican las pruebas realizadas para el “Clasificador Individual”
(Experimento 2).
5.1 Experimento 1
Como ya se ha expuesto anteriormente, el “Clasificador General” consiste en desarrollar
un algoritmo capaz de dar un resultado correcto, para cualquier persona, a partir de los
datos de entrenamiento de un grupo amplio de sujetos.
Para obtener los datos de entrenamiento de la red neuronal, debemos llevar a cabo
sesiones en las que varios sujetos se pongan el casco BCI para leer sus ondas cerebrales
mientras piensan en el sentido (izquierda o derecha) que sigue una flecha animada, la
cual se les muestra en una pantalla, a la vez que pulsan una tecla con la mano acorde
a la direccio´n de la flecha. Este proceso tiene una duracio´n de un minuto y medio, y se
realiza para ambos sentidos. Para este experimento, el sujeto debe concentrarse en mover
la flecha con su mente, sin saber que se mueve sola. De forma paralela a esta idea, el
sujeto ha de presionar de forma repetida una tecla con la mano correcta, de esta forma
el pensamiento en uno solo de los sentidos se refuerza.
Para la flecha animada se ha desarrollado una aplicacio´n HTML en Unity3D, la cual se
muestra en la Figura 5.1. Para este experimento, los sujetos se encuentran sentados en una
habitacio´n vac´ıa con el propo´sito de evitar la mayor parte de ruido y otras distracciones.
Una vez obtenidos todos los datos, estos se dividen en datos de entrenamiento y datos
de pruebas. El set de datos de entrenamiento alberga el 80% de las muestras y se usa
para el aprendizaje de los clasificadores. A continuacio´n, el otro 20% de las muestras se
emplea para comprobar la eficacia, a priori, del modelo.
Los resultados del Experimento 1 produjeron 481 muestras provenientes de 34 sujetos
diferentes cuyas edades van de los 21 an˜os a los 51 an˜os. Adema´s, el grupo de participantes
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Figura 5.1: Flecha animada en Unity3D.
de este experimento estaba formado tanto por hombres como por mujeres, y por diestros
y zurdos, con la intencio´n de asegurar la diversidad de las muestras y obtener un set de
entrenamiento realmente gene´rico.
Esta red neuronal fue probada en diferentes arquitecturas, con distinto nu´mero de
capas ocultas y de neuronas en cada capa. La Tabla 5.1 muestra el porcentaje de acierto
obtenido para cada configuracio´n.
Tabla 5.1: Resultados segu´n la arquitectura del Experimento 1.
Hidden Layer Size
Right Score Left Score
HL 1 HL 2 HL 3
L 200 None 73.45% 65.62%
L L/2 None 69.84% 65.62%
L L/2 L/3 83.33% 75.00%
L L/2 L/4 83.33% 70.14%
La arquitectura final de la red neuronal consta de tres capas ocultas. El nu´mero de
neuronas es L para la primera capa, L/2 para la segunda, y L/3 para la tercera; donde
L es el nu´mero de entradas a la red. Con esta arquitectura, el acierto en las sesiones de
entrenamiento, fue de un 83.33% para pensamientos en izquierda, y de un 75.00% para
pensamientos en derecha.
Se realizo´ otro experimento para este clasificador el cual consiste en emplear la
plataforma inteligente “iCab”, sin embargo, los resultados no fueron concluyentes debido
a diversos factores como: el cambio tan radical que supone un entorno real con respecto
a la aplicacio´n HTML, ya que el sijeto esta´ expuesto a mu´ltiples y nuevas distracciones;
el ruido en el set de entrenamiento, ya que no todos los sujetos pensaban seriamente en
el sentido de la flecha; y a las diferentes formas de pensar de cada sujeto.
5.2. EXPERIMENTO 2 29
5.2 Experimento 2
Este experimento es exclusivo para cada persona, en este trabajo las pruebas han sido
realizadas con un sujeto a lo largo de 10 sesiones de entrenamiento.
Para obtener unos datos de entrenamiento consistentes, las pruebas se han llevado
a cabo en diferentes d´ıas y bajo distintos entornos: en una habitacio´n vac´ıa y en una
habitacio´n con gente hablando alrededor. No ha sido preciso el uso de ninguna otra
aplicacio´n como la flecha animada del anterior experimento (Figura 5.1) para inducir
concentracio´n en el sujeto, ya que, al ser una u´nica persona, debe centrarse en un sentido
u otro dependiendo de sus sensaciones. En adicio´n a estas nuevas condiciones, el tiempo
de la sesio´n se ha reducido a 30 segundos, en lugar del minuto y medio del anterior exper-
imento, esto se hace en consideracio´n a disminuir el tiempo que ha de estar concentrado
el sujeto, ya que a mayor tiempo de exposicio´n, mayor fatiga y mayor distraccio´n.
Los resultados de este experimento han producido un total de 576 muestras, las cuales,
al igual que en el anterior experimento, se dividen en 80% para entrenamiento y 20%
para pruebas, a priori, de los tres clasificadores de los que se compone el “Clasificador
Individual”. Se ha probado el experimento para diferentes taman˜os de muestras de en-
trenamiento, en la Tabla 5.2 se muestran los taman˜os de los dataset de entrenamiento
de las redes neuronales del Clasificador ‘B’ y los resultados de acierto obtenidos en la
clasificacio´n del otro 20% de las muestras.
Tabla 5.2: Resultados de la sesio´n de entrenamiento del Clasificador ‘B’.
N’umero de red Taman˜o del dataset Train/Test Score
NN-1 292 70.00%
NN-2 449 90.00%
NN-3 576 60.00%
As´ı pues, una vez se han configurado los distintos clasificadores comenzamos a probar
el “Clasificador Individual” mediante las pruebas finales, para ello, el sujeto, de quien
son las muestras, se colocara´ el casco de BCI y comenzara´ a pensar en el sentido que
desee hasta que el programa de´ un resultado, que como ya se ha mencionado antes, en
este caso tan so´lo tendra´ que esperar 30 segundos.
El resultado obtenido por el “Clasificador Individual” demuestra la eficacia del Clasi-
ficador ‘B’, ya que tanto el Clasificador ‘A’ como el ‘C’ no logran dar un resultado co-
herente. Sin embargo, el modelo de red neuronal “NN-2” de la Tabla 5.2 ha obtenido un
porcentaje de acierto del 83.33% en la clasificacio´n del sentido izquierdo y del 83.33%
para el sentido derecho, en las sesiones de pruebas finales.
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5.3 Encuesta al Usuario
Acorde a estos experimentos se ha realizado una encuesta sobre veh´ıculos auto´nomos y
el uso de te´cnicas de BCI.
La encuesta esta´ compuesta por preguntas dicoto´micas y escaladas, las cuales nos
dan informacio´n sobre el conocimiento que la gente tiene sobre la tecnolog´ıa de BCI y
la confianza que se tiene sobre estos me´todos en sus posibles aplicaciones pra´cticas. El
propo´sito de esta encuesta radica en obtener una realimentacio´n sobre el uso de BCI en
veh´ıculos auto´nomos, permitiendo as´ı la vadilacio´n del trabajo realizado para escenarios
reales.
Entre todas las preguntas de la encuesta, las respuestas ma´s interesantes provienen
de aquellas referentes al conocimiento de los usuarios y la confianza en las tecnolog´ıas
BCI, que se dividen en dos grupos.
La Figura 5.2 muestra el nivel de conocimiento previo sobre esta tecnolog´ıa y el nivel
de miedo o desconfianza que las BCI generan. Como se puede observar, la mayor´ıa de
los usuarios ten´ıan conocimientos previos sobre te´cnicas de BCI, y un porcentaje similar
de los encuestados no tienen miedo a este tipo de tecnolog´ıa.
89%
11%
BCI Knowledge
Yes No
17%
83%
BCI Lack of Confidence
Yes No
Figura 5.2: Izquierda: Conocimiento sobre BCI. Derecha: Desconfianza que producen
las te´cnicas de BCI.
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Por otra parte, la Figura 5.3 muestra los resultados de diferentes preguntas, que
se centraron principalmente en la confianza en esta tecnolog´ıa al controlar un veh´ıculo
auto´nomo u otro tipo de dispositivos menos peligrosos como un ordenador.
A pesar de que la mayor´ıa de los usuarios no tienen miedo de la tecnolog´ıa BCI,
el 61,1% de ellos no lo utilizar´ıan para controlar un veh´ıculo auto´nomo. Estos resulta-
dos provienen principalmente de las preocupaciones que implican perder el control del
veh´ıculo, y no por la propia tecnolog´ıa BCI, ya que la mayor´ıa de los usuarios lo usar´ıan
para controlar una computadora.
39%
61%
Using BCI for Vehicles Control
Yes No
83%
17%
Using BCI for Computer Control
Yes No
Figura 5.3: Izquierda: Usuarios que controlar´ıan un veh´ıculo con su mente. Derecha:
Usuarios que controlar´ıan un ordenador con su mente.
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Cap´ıtulo 6
Conclusiones y Trabajos Futuros
En este trabajo se propone un nuevo enfoque para la clasificacio´n de ondas cerebrales
mediante redes neuronales (NN) usando un lector de EEG de bajo coste. El objetivo
principal es usar el casco en un sujeto que esta´ sentado en un veh´ıculo auto´nomo, mientras
los pensamientos sobre la direccio´n que ha de tomar se transmiten al controlador del
veh´ıculo.
Se han llevado a cabo numerosos experimentos para entrenar el denominado “Clasifi-
cador General”, un algoritmo que sea capaz de identificar la ruta (izquierda o derecha) que
ha de tomar el veh´ıculo, sin necesidad de un entrenamiento espec´ıfico para cada persona.
El resultado obtenido para la clasificacio´n del dataset de entrenamiento muestra el gran
potencial del algoritmo propuesto. Sin embargo, en las pruebas realizadas en entornos
menos controlados, los resultados fueron inconcluyentes, evidenciando as´ı la necesidad de
realizar un clasificador independiente para cada persona.
Los ensayos realizados en la adquisicio´n de un calsificador personalizado para cada
sujeto, corroboran las conclusiones obtenidas de los resultados del “Clasificador General”,
es decir, para asegurar un sistema BCI eficaz con el dispositivo Mindwave Mobile, se debe
realizar un modelo personalizado para cada sujeto.
Para el “Clasificador Individual” se presentan tres me´todos: un algoritmo basado
en la concatenacio´n de varias redes neuronales, empleado en el “Clasificador General”;
un modelo basado en una red neuronal, la cual discrimina el sentido en el que piensa
el sujeto; y un algoritmo de ma´quinas de soporte vectorial (SVM). La solucio´n ma´s
acertada se ha logrado con la segunda aproximacio´n, el Clasificador ‘B’, alcanzando un
alto porcentaje de acierto para la clasificacio´n de los datos de entrenamiento (90.00%),
y unos resultados sorprendentes para un sistema BCI de bajo coste en la clasificacio´n
del dataset de las pruebas finales, con 83.33% de acierto bajo distintos entornos, con un
tiempo de muestreo de so´lo 30 segundos.
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Cabe mencionar que, en el desarrollo de este trabajo, se ha realizado una publicacio´n
en un congreso de IEEE, ma´s en concreto el congreso ITSC (Intelligent Transportation
Systems Conference) que se va a celebrar en Octubre de 2017 en Yokohama, Japo´n [18].
Este congreso es la jornada insignia anual de la IEEE Intelligent Transportation Systems
Society, en la que se exponen nuevos desarrollos teo´ricos, me´todos pra´cticos, simulaciones
anal´ıticas, demostraciones y soluciones a los distintos problemas que se presentan en el
campo de los sistemas de transporte inteligente.
Para trabajos futuros se propone el uso de un casco diferente, que posea ma´s sensores
y una velocidad de muestreo ma´s ra´pida, para poder ser integrado de forma o´ptima en el
control de un veh´ıculo auto´nomo. Esto permite que se puedan clasificar los pensamiento
casi en tiempo real con mayor precisio´n, adema´s de dar la posibilidad al usuario de tomar
ma´s decisiones de movimiento tales como avanzar, parar, o dar marcha atra´s.
Ape´ndice
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Lista de Abreviaturas
LSI Intelligent Systems Laboratory
EEG Electroencefalograma
BCI Brain-Computer Interface
INE Instituto Nacional de Estad´ıstica
CC Creative Commons
NN Neural Net
SVM Support Vector Machine
AAR Adaptive Autoregressive
LDA Linear Discriminant Analysis
DWT Discrete Wavelet Transform
FFT Fast Fourier Transform
ROS Robotic Operating System
RELU Rectified Linear Function
RBF Radial Basic Function
ITSC Intelligent Transportation Systems Conference
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Ape´ndice B
Marco Legislativo
En e´ste cap´ıtulo se va a enumerar la normativa por la que se ha regido el proyecto, la
cual comprende la legislacio´n del uso de veh´ıculos automatizados actual de Espan˜a.
La Direccio´n General de Tra´fico junto al Ministerio del Interior dictamina que las
pruebas con veh´ıculos de conduccio´n automatizada deben cumplir los siguientes requisi-
tos:
1. Para toda prueba con veh´ıculo auto´nomo se ha de redactar una solicitud para la
realizacio´n de ensayos, entendiendo como veh´ıculo automatizado todo veh´ıculo que
dispone de capacidad motriz equipado con tecnolog´ıa que permita su manejo o con-
duccio´n sin precisar la forma activa de control o supervisio´n de un conductor, tanto
si dicha tecnolog´ıa auto´noma estuviera activada o desactivada de forma temporal o
permanente.
2. La autorizacio´n tiene a´mbito nacional y tendra´ un plazo ma´ximo de 2 an˜os.
3. Debe haber siempre un conductor a los mandos del veh´ıculo para poder maniobrar
si fuera necesario.
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Ape´ndice C
Aspecto Socio-Econo´mico
En lo referente al coste del proyecto, se incluye tanto el coste del material empleado, como
el coste del estudio y desarrollo del trabajo, los cuales se pueden ver en la Figura C.1.
Figura C.1: Presupuesto desglosado del proyecto.
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Este proyecto tiene un importante factor social ya que ofrece una primera aproxi-
macio´n de un sistema de bajo coste basado en la tecnolog´ıa de las Interfaces Cerebro-
Ordenador (BCI), que permita a las personas discapacitadas, o con problemas de movil-
idad, poder controlar la direccio´n de un veh´ıculo, y as´ı poder desempen˜ar tareas de la
vida cotidiana u ofrecerles un trabajo digno.
Adema´s, este trabajo puede ser empleado para controlar muchos ma´ dispositivos, no
solo veh´ıculos, tan solo es necesario un ligero nivel de automatizacio´n de la ma´quina en
cuesto´n, y unas pocas sesiones de entrenamiento del clasificador y del sujeto.
Referencias
[1] T. Guerrero, “¿Cua´ntos an˜os puede llegar a vivir un ser humano?” El Mundo, Abril
2014.
[2] E. Astrand, C. Wardak, y S. Ben Hamed, “Selective visual attention to drive cog-
nitive brainmachine interfaces: from concepts to neurofeedback and rehabilitation
applications,” Frontiers in Systems Neuroscience, vol. 8, p. 144, 2014.
[3] G. Klem, H. Lders, H. Jasper, y C. Elger, “The ten-twenty electrode system of
the international federation,” Electroencephalogr Clin Neurophysiol, vol. 52, pp. 3–6,
1999.
[4] C. Guger, A. Schlogl, C. Neuper, D. Walterspacher, T. Strein, y G. Pfurtscheller,
“Rapid prototyping of an eeg-based brain-computer interface (bci),” IEEE Trans-
actions on Neural Systems and Rehabilitation Engineering, vol. 9, no. 1, pp. 49–58,
2001.
[5] C. Guger, G. Edlinger, W. Harkam, I. Niedermayer, y G. Pfurtscheller, “How many
people are able to operate an eeg-based brain-computer interface (bci)?” IEEE
transactions on neural systems and rehabilitation engineering, vol. 11, no. 2, pp.
145–147, 2003.
[6] B.-G. Xu y A.-G. Song, “Pattern recognition of motor imagery eeg using wavelet
transform,” Journal of Biomedical Science and Engineering, vol. 1, pp. 64–67, 2008.
[7] C. Jennifer, et al., “High-performance neuroprosthetic control by an individual with
tetraplegia,” The Lancet, vol. 381, pp. 557–564, Diciembre 2012.
[8] L. Al-Barrak y E. Kanjo, “Neuroplace: Making sense of a place,” 4th Augmented
Human International Conference, pp. 186–189, 2013.
[9] A. Vourvopoulos y F. Liarokapis, “Robot navigation using brain-computer inter-
faces,” Master’s thesis, Coventry University, 2012.
[10] K. Stamps y Y. Hamam, “Towards inexpensive bci control for wheelchair navigation
in the enabled environment,” Brain Informatics Lecture Notes in Computer Science,
vol. 6334, pp. 336–345, 2010.
42
REFERENCIAS 43
[11] E. A. Larsen, “Classification of eeg signals in a brain - computer interface system,”
Master’s thesis, Norwegian University of Science and Technology, 2011.
[12] P. Marin-Plaza, J. Beltran, A. Hussein, B. Musleh, D. Martin, A. de la Escalera,
y J. M. Armingol, “Stereo vision-based local occupancy grid map for autonomous
navigation in ros,” Joint Conference on Computer Vision, Imaging and Computer
Graphics Theory and Applications (VISIGRAPP), vol. 3, pp. 703–708, 2016.
[13] S. Ataucuri, “Ros neural,” Google Summer of Code 2015, 2015.
[14] A. Hussein, P. Marin-Plaza, D. Martin, A. de la Escalera, y J. M. Armingol, “Au-
tonomous off-road navigation using stereo-vision and laser-rangefinder fusion for out-
door obstacles detection,” IEEE Intelligent Vehicles Symposium (IV), pp. 104–109,
2016.
[15] NeurosSky, “Thinkgear serial stream guide,” NeurosSky, 2015.
[16] H. B. Demuth, M. H. Beale, O. De Jess, y M. T. Hagan, Neural network design.
Martin Hagan, 2014.
[17] F. Pedregosa, et al., “Scikit-learn: Machine learning in Python,” Journal of Machine
Learning Research, vol. 12, pp. 2825–2830, 2011.
[18] A. Astudillo, F. Moreno, A. Hussein, y F. Garc´ıa, “Cost-efficient brainwave controller
for automated vehicles route decisions,” IEEE Intelligent Transportation Systems
Conference, 2017.
