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Abstract
The aim of this paper is two-fold: first, we look at the fractional Laplacian and the confor-
mal fractional Laplacian from the general framework of representation theory on symmetric
spaces and, second, we construct new boundary operators with good conformal properties
that generalize the fractional Laplacian using an extension problem in which the boundary
is of codimension two.
1 Introduction
The standard fractional Laplacian on Rn, (−∆)γ , is a pseudo-differential operator with
Fourier symbol given by |ξ|2γ . For γ ∈ (0, 1), it is well known (see [8], for instance) that it
can be constructed as the Dirichlet-to-Neumann operator for the following extension problem
in Rn+1+ = {(x, y) : x ∈ Rn, y > 0}:{
− div (y1−2γ∇U)U = 0 in Rn+1+ ,
U |y=0 = f on Rn,
(1.1)
Indeed, we can compute
(−∆Rn)γf = cγ lim
y→0
y1−2γ∂yU, (1.2)
for the constant cγ = − 2
2γ−1Γ(γ)
γΓ(−γ) .
But, as it was pointed out in [11] (see also the survey [19]), the elliptic problem (1.1) is
equivalent to the following: let Hn+1 be the hyperbolic space understood as the semispace
R
n+1
+ with the metric g
+ = dy
2+|dx|2
y2 . The conformal infinity (or boundary at infinity) is
given by {y = 0} ≃ Rn. Set f a smooth enough function on Rn, and s ∈ C with Re s > n2 ,
s 6∈ n2 + N. Then there is a unique solution to the scattering equation
−∆g+u− s(n− s)u = 0, in Hn+1 (1.3)
with the asymptotic expansion near y = 0
u = yn−sF + ysG, for some F,G ∈ C∞(Hn+1),
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where F satisfies the boundary condition F |y=0 = f . The relation to (1.1) comes from
the conformal relation of the hyperbolic metric g+ to the Euclidean one, after the changes
u = yn−sU and s = n2 + γ. Moreover, the scattering operator on R
n is defined by
SRn(s)f = G|y=0, (1.4)
and it can be easily shown that it is a multiple of the fractional Laplacian (1.2) for s = n2 +γ.
Indeed,
(−∆)γ = 22γ Γ(γ)
Γ(−γ)SRn
(
n
2 + γ
)
.
Thus we see how the extension problem (1.1)-(1.2) for the construction of the fractional
Laplacian can be placed into the general framework of scattering theory on hyperbolic spaces,
or more generally, on asymptotically hyperbolic manifolds, which has received a lot of atten-
tion ([43, 20, 32, 33], and many others). The scattering operator has the important property
of conformal covariance. More precisely, this property is that if we change the background
metric conformally, say from h to hw = e
2wh, then the scattering operators with respect to
each metric are related by a simple intertwining rule of the form
Shw(s)f = waSh(s)(fwb) (1.5)
for suitable real numbers a, b. In particular, scattering operators in this setting are also
called intertwining operators.
On the other hand, hyperbolic space is just the first example of a symmetric space of rank
one. Naively speaking, the rank of a symmetric space is the codimension of its boundary
at infinity, which in the case of the upper half-space model for hyperbolic space is just
Rn. There is a well established theory of scattering operators on symmetric spaces of any
rank in the area of representation theory. However, this theory traditionally has not been
made available to the general PDE community. The first aim of this paper is to gather all the
necessary results from representation theory to construct intertwining operators as Dirichlet-
to-Neumann operators for an extension problem related to (1.1) when the boundary has any
codimension. This is the content of Sections 2, 3 and 4.
These results rely on the particular group structure of a symmetric space. Thus if one
wishes to construct a scattering operator on a more general setting, such an asymptotically
product manifold (defined rigorously in Section 6), then one needs to provide a new direct
proof.
Thus our second aim is to look carefully at the product case, which is of rank two,
but it already contains the difficulties of the general higher rank case. This provides a
construction for a scattering operator as the Dirichlet-to-Neumann operator for a suitable
extension problem in the spirit of (1.1) but involving two extension variables y1, y2. This
operator is conformally covariant in the sense of (1.5), but it depends on two parameters
γ1, γ2. We give a new direct proof that does not depend on the general symmetric space
structure, so that it is easier to adapt to the curved case (on more general asymptotically
hyperbolic manifolds). This is done mostly in Section 6.
There are already several works dealing with the resolvent operator for (1.3) on higher
rank symmetric spaces, and its geometric properties [47, 3], especially in relation to quantum
n-body particle scattering. In the specific product case, we look at the relation to the
scattering operator constructed in [4, 44, 31], which does not satisfy the conformal covariance
property but it has been an inspiration for our work. The difference from their construction
to ours comes from the distinction between weakly and strongly harmonic functions (see, for
instance, the survey [41]), and the difference between the Martin boundary and the geometric
boundary. This is explored in Section 5.
Some technical difficulties come from the fact that the extension problem (1.1) becomes
a system in the higher rank case. This is because a single equation of the type (1.3) does not
have a unique solution when we impose a Dirichlet data f on a submanifold of codimension
higher than one. The trick is to decide which of these solutions is the suitable one for our
construction, which will be decided from a system of equations.
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The classical theory for such systems in the particular case of a symmetric space is very
old (see [35]), and it applies to boundary problems of systems of differential equations with
regular singularities. It was developed for the calculation of joint eigenvalues of differential
operators on symmetric spaces in order to solve a conjecture by Helgason [25]. Note that
another recent work, but in a different context, where systems have been used to understand
a combination of fractional Laplacians is [7].
Symmetric spaces of rank one have been completely understood from this point of view,
since their study relies on ODE theory. An concrete example in the complex case can be
found in [13], where the authors construct the CR fractional Laplacian on the Heisenberg
group as the conformal infinity of the complex hyperbolic space. They also give the energy
formulation of this construction.
In the future we hope to explore other non-product symmetric spaces of rank bigger than
one and the generalization to the curved case, always from the analytic point of view. A first
approach on this direction can be found in [45, 46] where the authors study the resolvent
operator on SL3(R)/SO(3). However, it remains to characterize the conformally covariant
boundary operators in this case.
The organization of the paper is the following: in Section 2 we review some classical
background on representation theory of symmetric spaces. We include two very elementary
subsections that develop explicitly the case of hyperbolic space for illustrative purposes, and
that are aimed towards the unfamiliar reader. Experts can directly to the next section.
Section 3 and 4 contain the construction of the scattering operators in the higher rank case,
including the Poisson kernel and the study of systems of differential equations with regular
singularities. Our main novel contributions come in Sections 5 and 6. In Section 5 we start
developing the setting for the product of two hyperbolic spaces, while in Section 6 we provide
the construction of the scattering operator in some asymptotically product manifolds.
Since this paper is aimed for the PDE community, we have tried to be self-contained as
much as possible. In particular, Sections 5 and 6 do not require any representation theory
background.
2 Background
Here we cover classical concepts of Lie groups and representation theory. Basic references
on representation theory of Lie groups are, for instance, [15, 37], and more specifically on
symmetric spaces [5] or the three books by Helgason [28, 29, 27]. The unfamiliar reader may
read first Subsection 2.2, which deals with the simplest model: the hyperbolic plane and, in
particular, the half-space model.
2.1 The Iwasawa decomposition in representation theory
Let X be a Riemannian symmetric space of the noncompact type. That is X = G/K, where G
is a connected semisimple Lie group with finite center and K is a maximal compact subgroup
of G. Let g be the Lie algebra associated to G and let k ⊂ g be the Lie algebra associated to
K. We denote by exp the usual exponential map exp : g→ G, and by log its inverse.
A more geometric, but equivalent definition of a symmetric space comes by demanding
that, at every point x in a Riemannian manifold X there exists a global isometry ix such
that ix reverses the geodesics passing through x.
The adjoint representation on the Lie group is defined by the map G → Aut(G) that for
each g ∈ G it associates the automorphism Adg(h) = ghg−1. This adjoint representation
induces the adjoint representation on the Lie algebra g by considering its derivative at the
identity, so for each element X ∈ g, one has
Ad(X)(H) = [X,H ], for all H ∈ g.
We denote by 〈·, ·〉 the Killing form on g given by
〈X,Y 〉 = Tr(Ad(X) ◦Ad(Y )).
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It is possible to prove that there exists a Cartan involution θ : g → g with fixed point
algebra k, which means that θ is an involutive automorphism such that the bilinear form
on g given by (X,Y ) 7→ −〈X, θY 〉 is positive definite and such that the +1 eigenspace of θ
coincides with k. Then the decomposition of g into +1 and −1 eigenspaces reads
g = k⊕ p,
where p ⊂ g is precisely the orthogonal complement with respect to the Killing form. We
give X the Riemannian structure induced by the Killing form 〈·, ·〉 restricted to p.
Fix a maximal abelian subspace a of p; all such subspaces have the same dimension which
is called the real rank of X , and will be denoted by r in the rest of the paper. Then exp(a) is
a totally geodesic flat submanifold in X which is maximal with respect to this property. Let
a∗ be its dual and a∗
C
the complexification of a∗. Since a is abelian, there is a simultaneous
diagonalization for the commuting family of symmetric homomorphisms Ad(H) where H ∈ a
and we may define the set of restricted roots Λ(g, a) with respect to a as the set of nonzero
linear functionals α ∈ a∗ such that a simultaneous eigenvector X satisfies
[X,H ] = α(H)X for every H ∈ a.
The space of such eigenvectors X associated to each α ∈ Λ(g, a) is the root space gα, and its
dimension, denoted by mα, is known as multiplicity of the restricted root. If α, α˜ ∈ a∗C, let
Hα ∈ aC be determined by
α(H) = 〈Hα, H〉, for all H ∈ a, (2.1)
and set 〈α, α˜〉 = 〈Hα, Hα˜〉. Since 〈·, ·〉 is positive definite on p we write |α| = 〈α, α〉1/2 for
α ∈ a∗ and |X | = 〈X,X〉1/2 for X ∈ p.
A point H ∈ a is called regular if α(H) 6= 0 for all α ∈ Λ(g, a), otherwise singular. We
denote the set of regular points by a′ ⊂ a. Additionally, each root α defines a hyperplane
{α(H) = 0}. These hyperplanes divide the space into finitely many connected components
which are called Weyl chambers. Fix a Weyl chamber a+ and call a restricted root α positive
if it has positive values on a+. We denote by Λ+(g, a) the subsystem of positive restricted
roots.
A root α ∈ Λ+(g, a) is called simple if it is not a sum of two positive roots. Let
{α1, . . . , αr} be the set of simple roots, and {H1, . . . , Hr} be its dual basis in a. Note
that the walls of the Weyl chamber a+ lie on the hyperplanes {α1 = 0}, . . . , {αl = 0} and
thus
a+ = {H ∈ a : α1(H) > 0, . . . , αr(H) > 0}.
Let a∗ be ordered lexicographically with respect to this basis {α1, . . . , αr}. We set
ρ = 12
∑
α∈Λ+(g,a)
mαα ∈ a∗. (2.2)
Since a ⊂ p and a+ ⊂ a′ were chosen freely, all such choices are conjugate under the
adjoint action of K on p. The linear transformations of a induced by those of members of
K which leave a invariant constitute the Weyl group W . More precisely, let A = exp a,
A+ = exp a+ and A+ the closure of A+ in G. Let M be the centralizer of A in K, M ′ the
normalizer of A in K, and define the Weyl group to be W := M ′/M . The Weyl group acts
as a group of linear transformations on a and also on a∗
C
by
(ωλ)(H) = λ(ω−1H), for H ∈ a, λ ∈ a∗C, ω ∈ W.
The Cartan decomposition of G is
G = KA+K,
that is, each g ∈ G can be written as g = k1a+k2, where k1, k2 ∈ K and a+ ∈ A+. Moreover,
such a+ = a+(g) is unique. We write a+(g) = expA+(g) where A+(g) ∈ a+.
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The Iwasawa decomposition of g is obtained as follows: let n ⊂ g be the nilpotent Lie
subalgebra
n =
∑
α∈Λ+(g,a)
gα,
then
g = k⊕ a⊕ n.
Now let A and N be the analytic subgroups of G with Lie algebras a and n respectively. As
a consequence, one may define the Iwasawa decompositions of G as
G = KAN, G = NAK.
For g ∈ G we denote by H(g) ∈ a the unique element such that g can be expressed as
g = k1 expH(g)n1 (2.3)
with k1 ∈ K and n1 ∈ N , and by A(g) ∈ a the unique element such that g = n2 expA(g)k2,
with k2 ∈ K, n2 ∈ N . Note that A(g) = −H(g−1).
One may also obtain a polar coordinate decomposition of the symmetric space X = G/K
as follows: denote by B the compact homogeneous space K/M . This B is known as the
distinguished boundary of X or as the Furstenberg boundary. Let A′ = exp a′ (where as
before a′ is the regular part of a) and G′ = KA′K, which is an open dense subset of G. Let
X ′ = G′/K be the regular part of X . It is well known that K/M ·A′ is a covering of order ω
of the regular set X ′, where ω is the order of the Weyl group. Then, the polar decomposition
is
X ′ = B · A+.
From here we see that B is understood as an edge, and A+ an extension in r variables, in
which a+ has a basis {H1, . . . , Hr}, the dual of the simple roots {α1, . . . , αr}) defined in
(2.1). Under this identification we can set up the following notation: we parameterize A
considering the inverse map for t ∈ Rr+ = {t ∈ Rr : tj > 0, j = 1, . . . r}, given by
at := exp
(
−
r∑
j=1
(log tj)Hj
)
∈ A,
and note that A+ is the restriction to tj ∈ (0, 1), j = 1, . . . , r. We denote
aν = exp{ν(log(a))}, (2.4)
for ν ∈ a∗
C
, a ∈ A.
Now we may define a horocycle in X as any orbit N ′ ·z where z ∈ X and N ′ is a subgroup
of G conjugate to N . Each horocycle is a closed submanifold of X and is orthogonal to the
manifold A · o at o. It can be written as ξ = kaMN where b = kM ∈ B and a ∈ A are
unique. We say the Weyl chamber kM is normal to ξ and call log a the composite distance
from the origin o to ξ.
Given any b ∈ B and z ∈ X , there exists a unique horocycle ξ(z, b) passing through the
point z with normal b. We denote by A(z, b) ∈ a the composite distance from o to ξ(z, b),
which is calculated as
A(z, b) = −H(g−1k), (2.5)
if z = gK ∈ X and b = kM ∈ B, where H is given in (2.3).
It is possible to observe that B ≃ G/P , where P =MAN is a minimal parabolic subgroup.
Thus the boundary at infinity of the symmetric space X is precisely the Furstenberg boundary
B, which can be given a parabolic geometry structure inherited from the group G (see, for
instance, [3]). Note also that if the dimension of B is n, then the dimension of X is n + r.
For a very good introduction to parabolic geometries, see the book [9].
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2.2 The model case of the Hyperbolic Plane
This subsection contains standard material and details may be found in [56] and [12]. The
hyperbolic plane (understood as the upper half- plane H2) may be realized as a symmetric
space of rank 1 in the following way: let
G = SL2(R) =
{(
a b
c d
)
: ad− bc = 1
}
,
which acts transitively on H2 by(
a b
c d
)
· z = az + b
cz + d
, z ∈ H2.
Consider K as the subgroup that leaves i invariant. More precisely,
K =
{(
cos θ − sin θ
sin θ cos θ
)
: θ ∈ R
}
= SO(2).
Then the hyperbolic plane can be understood as X = G/K.
We consider the subgroups
A =
{(
r 0
0 1/r
)
: r > 0
}
, N =
{(
1 x
0 1
)
: x ∈ R
}
.
Then the Iwasawa decomposition G = KAN of an element in G is given by(
a b
c d
)
=
(
cos θ − sin θ
sin θ cos θ
)(
r 0
0 1/r
)(
1 x
0 1
)
where
r =
√
a2 + c2, cos θ = a/r, sin θ =
c
r
, x =
ab+ cd
a2 + c2
.
Note that AN = NA and that
AN =
{(
y x
0 1/y
)
: y > 0, x ∈ R
}
.
The hyperbolic plane is recovered as the orbit of the action over i(√
y x/
√
y
0 1/
√
y
)
· i = x+ iy ∈ H2,
Before we continue, let us recall some basic formulae: for each H1, H2 ∈ a, a scalar
product (the Killing form) is given by
〈H1, H2〉 = 4Trace(H1H2).
However, since it is customary to write the metric in H2 as
g+ =
dy2 + |dx|2
y2
,
one should consider instead
〈H1, H2〉 = 2Trace(H1H2).
Without loss of generality, this is the normalization we will use for this model, at the expense
of introducing/removing factors of 2. The Laplace-Beltrami operator with respect to this
metric is
∆g+ = y
2 (∂yy + ∂xx) .
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The Lie algebras associated to G and A are
g =
{(
a b
c −a
)
: a, b, c ∈ R
}
,
a = RH0 for H0 =
(
1/2 0
0 −1/2
)
.
Note that A is abelian, and in particular its Lie algebra may be be identified with R (this is,
H
2 is a symmetric space of rank one).
The roots α±can be easily calculated. Since {H0} is a basis for a with 〈H0, H0〉 = 1, it
is enough to define
α±(H0) = ±1, α±(H) = ±〈H,H0〉, for each H ∈ a,
so there are only two Weil chambers, related by a reflection ω across the origin. In this case,
the Weyl group consists of two elements W = {e, ω}. Moreover,
ρ(H0) =
1
2 α+(H0) =
1
2 .
In this case, for y > 0, we can parametrize A by elements
ay =
(
1/
√
y 0
0
√
y
)
.
Now for every s ∈ C we can define λ ∈ a∗
C
, λ = λs, by
λ(H0) = s− 12 := γ.
Here we present the Poincare´ disk model D = {z ∈ C : |z| < 1} for the hyperbolic plane.
Let
G = SU(1, 1) =
{(
α β
β¯ α¯
)
: α, β ∈ C, |α2| − |β|2 = 1
}
,
which acts transitively on DD by(
α β
β¯ α¯
)
· z = αz + β
β¯z + α¯
, z ∈ D.
Consider K as the subgroup that leaves the origin o invariant. More precisely,
K =
{(
α 0
0 α¯
)
: |α| = 1
}
= SO(2).
Then the hyperbolic disk can be realized as G/K, with the metric g+ = 4|dz|2(1−|z|2)2 . We denote
A =
{(
cosh τ2 sinh
τ
2
sinh τ2 cosh
τ
2
)
: τ ∈ R
}
,
N =
{(
1 + iσ2 −iσ2
iσ2 1− iσ2
)
: σ ∈ R
}
.
Then the Iwasawa decomposition of an element in G is given by
(
α β
β¯ α¯
)
=
(
α+β
|α+β| 0
0 α¯+β¯|α+β|
)(
cosh τ2 sinh
τ
2
sinh τ2 cosh
τ
2
)(
1 + iσ2 −iσ2
iσ2 1− iσ2
)
,
where et = |α+β| and σ = 4 Im αβ¯|α+β| . The Iwasawa decomposition allows us to decompose any
isometry of D as the product of at most three elements in the groups K, A and N . Then, it
is possible to express each point z ∈ ED as an image of the origin o by some combination of
elements in K, A and N .
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Now we compute the tangent spaces of these subgroups at the origin and denote them
by g, k, a and n respectively. A direct computation implies that
a = R
(
0 1
1 0
)
.
As before, there are two roots {α±}. With some abuse of notation, we write ρ = 1/2. Now
for every s ∈ C we can define λ ∈ a∗
C
, λ = λs, by
λ (( 0 11 0 )) = s− 12 =: γ,
so for H2 many times we will identify λ ∈ a∗
C
and γ ∈ R.
In this model the hyperbolic distance has a very simple interpretation. Indeed,
dist (aτ , o) = τ,
where
aτ =
(
cosh τ2 sinh
τ
2
sinh τ2 cosh
τ
2
)
.
2.3 Poisson kernels for Hyperbolic Space and the scattering opera-
tor
The objective of this section is to illustrate some of the key ideas in this paper for a simple
model before getting into technicalities. References are, for example, the books [27] and [33],
but there are many others.
We start with the half-plane model for H2. Consider the scattering equation
−∆g+u− s(1− s)u = 0 in H2,
with Dirichlet-type data f , and let s = 12 . As we have mentioned in the Introduction, there
exists a unique solution with expansion near {y = 0} of the form
u = y
1
2
−γF + y
1
2
+γG, (2.6)
where F |y=0 = f , F,G smooth up to the boundary.
In the notation we have introduced in the previous subsection, (2.6) is a simple way of
writing
u = a(λ−ρ)(H0)y F + a
(−λ−ρ)(H0)
y G,
taking into account (2.4). We will many times perform this identification without further
reference.
Let us look at the scattering equation in a general dimension, where we give the different
models for hyperbolic space for convenience of the reader.
Half-space model. Take
H
n+1 = {(x, y) : x ∈ Rn, y > 0},
with the metric
g+ =
dy2 + |dx|2
y2
.
The boundary ∂Hn+1 = {y = 0} is identified with Rn with its Euclidean metric |dx|2, and
it is known as the conformal infinity.
We recall that the Laplace-Beltrami operator in Hn+1 is given by
∆g+ =
{
y2∆x,y − (n− 1)y∂y
}
.
This operator is invariant under the action of the group G. Moreover, it is possible to prove
that all operators that are invariant under the action of G are generated by ∆Hn+1 (see
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Section 3.3) and, in particular, the joint eigenvalues for all such operators are determined by
the eigenvalues of the Laplacian:
−∆g+u− µu = 0 in Hn+1. (2.7)
We also recall that the L2-spectrum of −∆g+ is [n2/4,∞), so we will restrict to µ < n2/4,
and denote
µ = s(n− s), s = n2 + γ, γ ∈
(
0, n2
)
. (2.8)
To motivate the construction of spherical functions ϕ
(n)
γ in later sections, let us construct
particular solutions ϕ to (2.7) that depend only of the variable y, decaying at infinity, and
normalized such that ϕ(0) = 1. Then, considering the “radial part” (i.e., the part that only
depends on y) of the Laplace operator
R(∆g+) = y
2∂yy − (n− 1)y∂y,
equation (2.7) reduces to the simple ODE
y2∂yyϕ− (n− 1)y∂yϕ+ µϕ = 0, (2.9)
which has the explicit solution
ϕ(y) = y
n
2 Kγ(y). (2.10)
Here Kγ is the usual modified Bessel function. This ϕ is known as an elementary eigenfunc-
tion.
One of the classical issues is to characterize all the eigenfunctions for (2.7). Taking into
account the non-radial coordinates, one calculates the Poisson kernel for this problem:
P (n)γ (y, x) := y
n
2
−γ y
2γ
(|x|2 + y2)n2 +γ , x ∈ R
n, y > 0. (2.11)
Remark that the minimal µ-harmonic functions are obtained from the Poisson kernel (2.11).
Moreover, for each boundary value f on Rn, the solution of the eigenvalue equation (2.7)
can be expressed as the convolution
u = P (n)γ (y, ·) ∗x f, (2.12)
In particular, from the asymptotics of the Bessel function Kγ one knows that this solution
(2.12) has the asymptotic expansion
u = y
n
2
−γF + y
n
2
+γG, (2.13)
where F,G are smooth functions up to the boundary ∂Hn+1 with F |y=0 = f .
The scattering operator on Rn = ∂Hn+1 is defined as
Sµ
Rn
f := G|y=0, (2.14)
where µ and γ are related by (2.8), and it can be understood as a Dirichlet-to-Neumann
operator. Note that in the introduction we have used a different notation for the scattering
operator (1.4), but this new one is more suitable for the extension to the higher rank case.
From the asymptotics of (2.13) one can show that Sµ
Rn
is a pseudo-differential operator
which coincides with the fractional Laplacian (−∆Rn)γ . But its most important property is
its conformal invariance: under a change of metric h˜ = e2wh on Rn, one has
Sµ
h˜
(·) = e−n+2γ2 wSµh (e
n−2γ
2
w · ).
It is explained in [11, 19] that problem (2.7)-(2.13) is equivalent to the classical extension
problem of [8] given by (1.1)-(1.2). The equivalence follows from the relation u = Uy
n
2
−γ ;
the underlying idea is to shift the point of view from the hyperbolic metric on the half-space
R
n+1
+ to the Euclidean one, since they are related by a simple conformal change. Thus there
9
is an intrinsic link between fractional Laplacian operators and representation theory of sym-
metric spaces of rank one. Moreover, this link is based in the study of the radial part of the
scattering equation (2.7), which in this particular case reduces to (2.9).
Poincare´ ball model. As in the two-dimensional case, set
H
n+1 = {z ∈ Rn+1 : |z| < 1}, with n ≥ 1,
with the Riemannian metric given by
g+ =
4
(1− |z|2)2 |dz|
2.
The boundary (or conformal infinity) ∂Hn+1 is identified with the unit sphere Sn.
Horocycles ξ are are curves whose normal or perpendicular geodesics all converge asymp-
totically in the same direction. In the Poincare´ ball model, these are circles tangent to the
boundary Sn. Let b ∈ Sn and consider a horocycle ξ tangent to Sn at b. If z is a point in ξ,
we put 〈z, b〉:=distance from o to ξ (with sign). This is a non-Euclidean inner product.
Now, for µ ∈ R, consider the plane wave
eγ,b : z 7→ e(γ+n2 )〈z,b〉, z ∈ Hn+1.
Then one may check that eµ,b is an eigenfunction for −∆Hn+1 with eigenvalue µ = n
2
4 − γ2,
−∆Hn+1eγ,b −
(
n2
4 − γ2
)
eγ,b = 0.
The theory of harmonic functions in this model is well known. In particular, the usual
Poisson kernel is
P (z, b) =
1− |z|2
|b− z|2 , z ∈ H
n+1, b ∈ ∂HN .
In the notation above, the Poisson kernel may be written as
P (z, b) = e〈z,b〉,
while the Poisson kernel for (2.7) (or the minimal µ-harmonic functions in the sense of
Definition 5.2) is given by
P
n
2
+γ(·, b), b ∈ Sn, (2.15)
under convention (2.8).
Given a smooth function f on Sn−1, a µ-harmonic function on Hn+1 with boundary data
f may be written as
u(z) =
∫
Sn
P
n
2
+γ(·, b) db.
In the case µ = 0, this reduces to the usual Poisson formula in a ball. The spherical functions
have the form
ϕ(n)γ (z) =
∫
Sn
P
n
2
+γ(z, b) db, z ∈ Hn+1.
The proof of these facts is relies on the study of the radial part of (2.7). Historically this
equation has usually been considered in a different set of coordinates (in the hyperboloid
model for hyperbolic space), that we present next.
Hyperboloid model. Hn+1 may be defined as the upper branch of a hyperboloid in Rn+2 with
the metric induced by the Lorentzian metric in Rn+2 given by −dx20+dx21+ . . .+dx2n+1, i.e.,
H
n+1 = {(x0, . . . , xn+1) ∈ Rn+2 : x20 − x21 − . . .− x2n+1 = 1, x0 > 0}.
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Here Hn+1 = G/K for G = SOe(n + 1, 1), K = SO(n + 1). The relation to the previous
model is given by the following change of variables:
(z1, . . . , zn+1) =
(
x1
1 + x0
, . . . ,
xn+1
1 + x0
)
.
In polar coordinates, Hn+1 may be parameterized as
H
n+1 = {x ∈ Rn+2 : x = (cosh t, sinh t θ), t ≥ 0, θ ∈ Sn},
with the metric gHn+1 = dt
2 + sinh2 t gSn , where gSn is the canonical metric on S
n. Under
these definitions the Laplace-Beltrami operator is given by
∆Hn+1 = ∂tt + n coth t ∂t +
1
sinh2 t
∆Sn . (2.16)
By construction, the (hyperbolic) distance between a point x = (cosh t, sinh t θ) and the
origin is precisely t.
Note that the scattering equation (1.4), in the radial case, reduces to
∂ttϕ+ n coth t∂t +
(
n2
4 − γ
)
ϕ = 0.
After the change of variable σ = − sinh2 t it can be rewritten as the standard hypergeometric
equation
σ(σ − 1)ϕ′′(σ) + [(a+ b+ 1)σ − c]ϕ′(σ) + abϕ(σ) = 0
for
a = 12
(
n
2 + γ
)
, b =
1
2
(
n
2 − γ
)
, c = n+12 ,
which has the explicit solution
ϕ(t) = 2F1(a, b, c,− sinh2 t).
(Compare to (3.11)). Here 2F1 denotes the standard Hypergeometric function.
One may also calculate the Poisson kernel, the spherical functions and the scattering
operator. In particular, the scattering operator on Sn (see [6], or the survey [19]) is given by
a constant multiple of
Sµ
Sn
=
Γ
(
A1/2 + γ +
1
2
)
Γ
(
A1/2 − γ + 12
) , where A1/2 =√−∆Sn + (n−12 )2.
We conclude this section with a few words of another symmetric space, which is of rank
two, and that will be briefly mentioned in the following. Consider X = G/K for G = SL3(R),
K = SO(3). Here g consists of 3-matrices of trace zero, k are skew-symmetric, and p
symmetric matrices. Let a be the subspace of diagonal matrices of trace zero, and denote
these diagonal entries by ti, i = 1, . . . , 3, t1+ t2+ t3 = 0. This model has been considered in
relation to quantum 3-body scattering, and specific references are, for instance, [45, 46].
3 Differential operators and joint eigenspaces
After the introduction in the previous paragraphs for the hyperbolic space model, we move
on by recalling the necessary results on the symmetric space case. The main idea is to
develop the general theory to handle (2.7).
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3.1 Spherical functions
The results of this section are classical and go back to the work of Harish-Chandra [23, 24]
(see also the two survey papers [17, 26]). However, we refer to the more modern exposition
in Helgason’s books ([29, 28, 27]).
Using the notation in the previous section, the Killing form 〈·, ·〉 induces Euclidean mea-
sures on A, its Lie algebra a and the dual space a∗. We multiply these measures by the factor
(2π)−r/2 and thereby obtain invariant measures da, dH and dλ on A, a and a∗ respectively.
A spherical function is a continuous function ϕ 6≡ 0 on G satisfying the functional equation∫
K
ϕ(xky) dk = ϕ(x)ϕ(y), x, y ∈ G.
Such a function is necessarily bi-invariant under K. By the results of Harish-Chandra, these
are completely classified:
Theorem 3.1 ([23]). The spherical functions are precisely the functions of the form
ϕλ(g) =
∫
K
e(−λ−ρ)(H(g
−1k)) dk, g ∈ G, (3.1)
where λ ∈ a∗
C
is arbitrary, H is defined in (2.3) and ρ in (2.2). Moreover, two such functions
are identical ϕλ ≡ ϕλ˜ if and only if λ = ωλ˜ for some ω in the Weyl group W .
By eλ for λ ∈ a∗ we mean eλ(a) = eλ(log a). It is customary to geometrically rewrite the
spherical function (3.1) as follows:
ϕλ(z) =
∫
B
e(λ+ρ)A(z,b) db, z ∈ X ,
where A(z, b) is defined in (2.5) and db is a suitable K−invariant measure on B of total
measure 1.
Remark 3.2. Additionally, note that ϕλ takes the value one at the identity and that ϕλ is
an eigenfunction for any differential operator D in D(X ) (these will be defined in the coming
subsection, see formula (3.7)).
3.2 The Poisson transform
Let λ ∈ a∗
C
. For a smooth function defined on B, its Poisson transform Pλ(f) on X is defined
by
(Pλf)(z) =
∫
B
Pλ(z, b)f(b) db, (3.2)
where the Poisson kernel is given by
Pλ(z, b) = e
(−λ−ρ)H(z−1b), z ∈ X , b ∈ B. (3.3)
We know Pλ(f) is an analytic function on X .
Note that, according to (3.1), the symmetric functions are given in terms of the Poisson
transform of the constant function one.
3.3 Differential operators and joint eigenvalues
This section will follow closely the exposition in [27], Chapter II.
Let D(X ) denote the algebra of differential operators on X = G/K which are invariant
under the action of G. We also consider the algebra D(A) of differential operators on A
which are invariant under all translations (A is abelian, thus D(A) contains the differential
operators on A with constant coefficients), as well as the subalgebra DW (A) ⊂ D(A) of
invariant operators under the action of W on A.
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The first example of an invariant operator is the Laplace-Beltrami operator ∆X . We note
here that it coincides with the Casimir operator in this setting.
Let V be a submanifold in X and let H be a Lie transformation group on V with a
suitable transversality condition, i.e., for each v ∈ V the tangent space at v can be written
as direct sum
Xv = (H · v)v ⊕ Vv.
Let us denote by f¯ the restriction of a function f to V . Then, for each D ∈ D(X ), there
exists a unique differential operator RH(D) on V , called the radial part of D with respect
to H , such that
(Du) = RH(D)u¯,
for each locally invariant function u on an open subset of V . This radial part can be explicitly
computed as
RH(D) = δ
−1/2DV ◦ δ1/2 − δ−1/2LV (δ1/2) = DV + gradV (log δ),
where ◦ denotes composition of differential operators and δ is the density function for V ,
which is defined as follows: for each v ∈ V , the orbit H · v inherits a Riemannian structure
from that of V . The corresponding Riemannian measure must be of the form
dσv = δ(v)dh,
for dh a left-invariant Haar measure on H .
Consider the Iwasawa decomposition of G = KAN . We compute the radial parts of the
Laplace-Beltrami in X for the actions of both N and K.
First, the orbits N · o and A · o are orthogonal under the product defined by the Killing
form, which guarantees the transversality condition. From the previous formula we have
RN (∆X ) = e
ρ∆A ◦ e−ρ − 〈ρ, ρ〉,
where ∆A denotes the Laplacian on A ·o. In general, for any D ∈ D(X ) we have the classical
theorem:
Theorem 3.3. The mapping defined by
Γ : D 7→ e−ρRN (D) ◦ eρ (3.4)
is an isomorphism of D(X ) onto DW (A).
Note that for the Laplace-Beltrami operator, we immediately have the explicit formula
Γ(∆X ) = ∆A − 〈ρ, ρ〉.
As a consequence of the previous Theorem, the algebra D(X ) is a (commutative) poly-
nomial ring in r = rank X algebraically independent generators D1, . . . , Dr, whose degrees
d1, . . . , dr are canonically determined by G.
Before we continue with the exposition, let us give some examples. In the rank one case,
a generator for D(X ) is precisely the Laplace-Beltrami operator ∆X . If X is the product of
two rank one symmetric spaces X = X1 ×X2, then D(X ) is generated by {∆X1 ,∆X2}.
The next nontrivial example is X = SL3(R)/SO(3), a symmetric space of rank two. In
this case there are two generators for D(X ) (see [50]):
D1 : = −(θ1 − 1)(θ1 − θ2)(θ2 − θ1)
+ 2t21t
2
2(∂x + y∂z)∂y∂z + (θ1 − 1)t22∂yy − (θ1 − θ2 − 1)t21t22∂zz − (θ2 − 1)t21(∂x + y∂z)2,
D2 : = (θ1 − 1)2 + (θ1 − 1)(θ2 − 1)− (θ2 − 1)2
− t22∂yy − t21t22∂zz − t21(∂x + y∂z)2.
Here we have defined t1, t2 as the two radial variables (in A), while x, y, z ∈ B. Moreover,
we have denoted
θi := ti∂ti , i = 1, 2.
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It is interesting to observe that ellipticity is lost, since D1 is of third order.
Now we go back to the calculation of radial parts. The action of the group K on X yields
a radial decomposition for the regular part of X .
X ′ = K · (A+ · o).
Recall that here A+ corresponds to the exponential of a fixed Weyl chamber.
In particular, we have have the following simple expression for the radial Laplace-Beltrami
operator ∆ on X ,
RK(∆X ) = ∆A +
∑
α∈Λ+(g,a)
mα(cothα)Hα, (3.5)
where we have defined the vector Hα ∈ a by (2.1). Note that this operator is only defined in
a′ (the regular part of a) since the coefficients of the first order terms present singularities
along the walls of the Weyl chambers {αi = 0}, i = 1, . . . , r. But, on the other hand, when
α → ∞, it converges to a constant coefficient operator with no singularity. For instance, to
∂tt + n∂t in the case of the hyperbolic Laplacian (2.16).
There is a similar behavior for a general differential operator:
Proposition 3.4 ([29], Chapter II). Given any D ∈ D(X ), is known that
RK(D) = e
−ρΓ(D) ◦ eρ +D′.
Moreover, e−ρΓ(D) ◦ eρ is a constant coefficient operator, and D′ has smaller degree than
D. In particular, if we denote D′tH the operator D
′ with its coefficients evaluated at tH we
have that lim
t→+∞
D′tH = 0 for any H ∈ a+.
Thus e−ρΓ(D) ◦ eρ can be understood as the model operator for RK(D) when we are
away from the walls of the Weyl chamber.
Let χ : D(X )→ C be an algebra-homomorphism and denote by Eχ the joint eigenspaces
Eχ = {u ∈ C∞(X ) : Du = χ(D)u for every D ∈ D(X )} .
Using the isomorphism (3.4), one can parameterize the set of these joint eigenspaces as
follows: recall that the spherical function ϕλ is an eigenfunction for any differential operator
in D(X ). More precisely, it satisfies the differential equation
RK(D)ϕλ = Γ(D)(λ)ϕλ (3.6)
in A+. For each λ ∈ a∗
C
, define the character χλ(D) = Γ(D)(λ), and
Eλ(X ) = {u ∈ C∞(X ) : Du = χλ(D)u for D ∈ D(X )}. (3.7)
Thanks to the isomorphism (3.4), these constitute all the joint eigenspaces Eχλ of the algebra
D(X ).
Moreover, functions u in Eλ(X ) are characterized by the functional equation∫
K
u(gk · z) dk = ϕλ(z)u(g · o), z ∈ X , g ∈ G.
These eigenspaces constitute canonical representations for the group G. The natural repre-
sentation πλ of G on Eλ(X ) is
(πλ(g)u)(z) = u(g
−1 · z). (3.8)
Finally, we say that u is strongly λ-harmonic if it belongs to the joint eigenspace Eλ(X ),
λ ∈ a∗
C
. Note that, in the rank 1 case, since the Laplace Beltrami operator is the generator
of all invariant operators, identifying λ ∈ a∗
C
∼ C∗ with µ ∈ C, this notion agrees with the
classical definition of a µ-harmonic function, i.e., a solution to
−∆Xu− µu = 0.
However, in the higher rank case, u is strongly λ-harmonic if and only if it is the solution of
a system of r equations (not necessarily elliptic). This type of systems will be considered in
Section 4.
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3.4 The c-function
Harish-Chandra’s idea to construct spherical functions was to obtain one particular solution
Φλ of equation (3.6) in terms of an asymptotic expansion in which the coefficients are given
by a recursion relation. Note that in the case when D = ∆X , the Laplace operator, this
equation reduces to
RK(∆X )ϕλ + (−〈λ, λ〉 + 〈ρ, ρ〉)ϕλ = 0. (3.9)
Then he showed that the functions {Φωλ : ω ∈W} are linearly independent, so any spherical
function must be of the form
ϕλ =
∑
ω∈W
c(ωλ)Φωλ on A
+ · o, (3.10)
for λ ∈ a∗
C
except for a set of exceptional values. The function c is known as Harish-Chandra’s
c-function.
A product formula was obtained in [18]:
c(λ) = c0
∏
α∈Λ+o (g,a)
2−〈λ,αo〉Γ(〈λ, αo〉)
Γ
(
1
2
(
1
2mα + 1 + 〈λ, αo〉
))
Γ
(
1
2
(
1
2mα +m2α + 〈λ, αo〉
)) .
It is a meromorphic function on a∗
C
. Here αo denotes the normalized root α/〈α, α〉, the
constant c0 is given by the condition c(−ρ) = 1 and we denote by Λ+o (g, a) the set of positive
indivisible roots.
The importance of the c-function arises when considering the Helgason-Fourier transform
of symmetric spaces, since it is the measure that appears in the Plancherel theorem for this
Fourier transform. We will not consider this subject here, but refer instead to Helgason’s
books [29, 28, 27].
The asymptotic behavior of the spherical functions is well known and indeed, from the
work of Harish-Chandra, for λ satisfying Reλ ∈ a∗+, and any H ∈ a+,
c(λ) = lim
t→+∞
e(−λ+ρ)(tH)ϕλ(exp(tH)).
This limit exists and is independent of H .
3.5 A special case: symmetric spaces of rank one
Joint eigenspaces for symmetric spaces of rank one have been completely understood ([29], for
instance) since the equation in (3.7) can be reduced to an ODE, which is of Sturm-Liouville
type and can be solved in terms of special functions. The original calculation can be found
in Section 13 of [23].
The symmetric spaces one needs to consider are:
• For K = R, G = SOe(n+ 1, 1), K = SO(n+ 1),
• For K = C, G = SU(n+ 1, 1), K = S(U(n+ 1)U(1)),
• For K = H, G = Sp(n+ 1, 1), K = Sp(n+ 1)Sp(1),
• For K = O, G = F4(−20), K = Spin(9).
Here we make the obvious identifications p ≃ Rd(n+1), where d = dimR K, a ≃ R, a+ ≃
(0,∞), and the roots are
Λ(g, a) = {±α} if K = K = R,
Λ(g, a) = {±α,±2α} if K = C,H,O,
with multiplicities
mα = dn, m2α = d− 1.
Then
ρ = 12 (mαα+m2α2α) =
dn
2 + d− 1.
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For p ∈ X , consider geodesic polar coordinates around p. Let Sr(p) denote the sphere in
X with center p and radius r. Let A(r) be the area of Sr(p), which, by the homogeneity of
X , is independent of p. Then ([27], chapter II)
∆X = ∂rr +
∂rA(r)
A(r)
∂r +∆S ,
where ∆S is the Laplace-Beltrami operator on Sr(p). An explicit expression for A(r) is given
in the same reference.
Consider the radial part of the Laplacian from (3.5). The scattering equation in radial
coordinates (3.6), written as (3.9) has a very simple expression in the rank one case. Indeed,
let us write the ODE as
−RK(∆X )ϕ(t) − µϕ(t) = 0,
and use the notation (2.8). After the change of variable σ = − sinh2 t, it reduces to
σ(σ − 1)ϕ′′(σ) + [(a+ b− 1)z − c]ϕ′(σ) + ab ϕ(σ) = 0
for
a = 12
(
1
2mα +m2α + γ
)
,
b = 12
(
1
2mα +m2α − γ
)
,
c = 12 (mα +m2α + 1).
Thus an elementary eigenfunction can be given an explicit formula
ϕ(t) = 2F1(a, b, c,− sinh2 t), (3.11)
that has a very precise asymptotic behavior near ∂X .
Note that the complex and quaternionic cases have been studied in [13], from a variational
interpretation together in terms of energy. For differential forms, see [10].
The spherical functions are joint eigenfunctions (3.7) that are G-invariant. Since ∆X
commutes with G, any left translate of ϕ will be also an eigenfunction for the same eigenvalue
µ. In particular, averaging over K, the function
ϕ(n)γ (·) =
∫
K
ϕ(k ·) dk
is a K invariant function of ∆X in G/K. We have seen in Theorem 3.1 that these constitute
all the spherical functions.
4 Strong solutions and the intertwining operators
References for the background material in this section are the book [53], chapter 5, and [35].
Let u be a strongly λ-harmonic function on X . Then u satisfies the following system of
differential equations
(Mλ) : Du = χλ(D)u, for all D ∈ D(X ). (4.1)
Note that this is a system of r equations since D(X ) is generated by r operators D1, . . . , Dr.
It is well known that, given a Dirichlet data f on B, its Poisson transform Pλf , defined
in (3.2), is a strong solution for (4.1). Here we would like to consider the reverse question.
In order to write boundary values, one needs to introduce the space of hyperfunctions
on B, denoted by B(B). A detailed description lies outside the scope of this paper, so we
just say that the theory of hyperfunctions generalizes the theory of distributions and, on
a compact real analytic manifold, hyperfunctions agree with analytic functionals, that is,
continuous linear functionals on the space on analytic functions on the manifold. On the
other hand, they can be understood as boundary values of analytic functions and they are
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natural boundary conditions for solutions to (4.1). For further details we refer the reader to
the books [53] and [52].
Next, we also introduce density bundles, which is a standard notation in the bibliography
to state the intertwining property. For λ ∈ a∗
C
we denote by B(G/P, Lλ) ≃ B(B, Lλ), under
a canonical identification, the space of hyperfunctions f on G that satisfy
f(gman) = aλ−ρf(g)
for all g ∈ G, m ∈M , a ∈ A, n ∈ N . Also, according to the notation in (3.8), for g ∈ G and
f ∈ B(B, Lλ),
(πλ(g)f)(x) = f(g
−1x)
defines a representation of G on B(B, Lλ). In the conformal case, this is just a sophisticated
notation to introduce the conformal property (1.5).
Let An(X ,Mλ) denote the space of real analytic solutions of (Mλ) on X for λ ∈ a∗C. The
crucial theorem is, without being extremely rigorous in the statement (we will elaborate on
it in the coming subsections though),
Theorem 4.1. For generic values of λ, the Poisson transform is a bijection of B(B, Lλ)
onto An(X ,Mλ), i.e., any u ∈ An(X ,Mλ) may be represented as a Poisson integral of a
hyperfunction f on the boundary B and, for generic eigenvalues, f is the boundary value of
u in a suitable sense.
This was shown for the rank one case and conjectured for the higher rank in [25], and later
proved in general in [35]. The proof relies on the study of systems of differential equations
with regular singularities and their boundary values [36] (see the next subsections for more
details).
The subsequent paper [51] characterizes when boundary values are actually distributions,
under some exponential decay assumptions for u. We note that in this context a natural
question is in which sense the boundary values are attained. This problem has been addressed
by several authors [39, 40, 30, 38, 48, 55, 54]. One of such results stated that when f is a
continuous function, then f can be realized as the transversal limit of the ratio u/ϕλ, where
ϕλ is a spherical function and the results holds true a.e. when f ∈ L∞ ([48]). Different types
of convergence (weak, Lp, etc.) have been studied, and there is an extensive bibliography.
4.1 Systems of differential equations with regular singularities
Consider a system of r differential equations
(M) : Lju = 0, j = 1, . . . , r,
defined on a neighborhood V of the origin in Rn+r, where each Pj is an analytic differential
operator of order σj . We define the chamber as
V+ = {(x1, . . . , xn, t1, . . . , tr) ∈ V : t1, . . . , tr > 0},
the walls Xj = {(x1, . . . , xn, t1, . . . , tr) ∈ V : ti = 0}, j = 1, . . . , r, and the edge X =
{(x1, . . . , xn, 0, . . . , 0) ∈ V }. Assume also that the Lj commute with each other.
Definition 4.2. The system (M) is said to have a regular singularity along the walls
{X1, . . . , Xr} with edge X if the following conditions hold, for each j = 1, . . . , r:
i. Lj is of the form Lj(x, t, t∂x, t∂t) where, for each point (x, t), Pj(x, t, v, s) is a poly-
nomial in v ∈ Cnr and s ∈ Cr, and we have defined t∂x = (tα∂xβ ), α = 1, . . . , r,
β = 1, . . . , n and t∂t = (t1∂t1 , . . . , tr∂tr).
ii. The degree of aj(x, s) := Lj(x, 0, 0, s), which we call the inditial polynomial of Lj, is
σj for all x. Also, let a
0
j(x, s) be the homogeneous part of degree σj with respect to s of
aj(x, s). Then the roots of the equations a
0
j(x, s) = 0 with respect to s consist of s = 0
only, for any x.
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In this setting, if
Pj(x, t, v, s) =
∑
aji1,...,inr,k1,...,kr (x, t)v
i1
1 . . . v
inr
nr s
k1
1 . . . , s
kr
r ,
then
Lj =
∑
aji1,...,inr,k1,...,kr(x, t)(t1∂x1)
i1 . . . (tr∂xn)
inr (t1∂t1)
k1 . . . , (tr∂tr )
kr .
The roots s(x) ∈ Cr to the system of equations
a1(x, s) = . . . = ar(x, s) = 0
are called the characteristic exponents of (M).
The main idea in [35] is that the system (Mλ) from (4.1) can be put into this form. This
system has regular singularities along the Weyl chamber walls with edge B×{0}. Moreover,
the characteristic exponents are given by
sω = (sω,1, . . . , sω,r), where sω,j = (ρ− ωλ)(Hj), j = 1, . . . , r.
In the following, we only consider λ ∈ a∗
C
satisfying that, for each ω ∈ W not equal to the
identity, where W is the Weyl chamber, there exists i ∈ {1, . . . , r} such that
(ωλ− λ)(Hj) 6∈ Z, (4.2)
so that the difference of two characteristic exponents does not belong to Zr. We denote the
set of such λ by a˜∗. This is needed in order to easily construct enough linearly independent
solutions of (M) in order to build the general solution for the problem (compare to (4.3)).
Once u is in this form, one is able to define boundary values as we do in Section 4.2. Note
that condition (4.2) is equivalent to
2〈λ, α〉
〈α, α〉 6∈ Z for all α ∈ Λ.
Before we continue with the exposition, let us look at the model case of symmetric
functions. We denote
tsω = t
sω,1
1 . . . t
sω,r
r .
As we have mentioned, the symmetric functions are solutions for (Mλ). Moreover, we can
give a more precise expansion for (3.10): for each ω ∈ W there exists a function hω(λ, t),
defined on a neighborhood of a˜∗ × {0} in a˜∗ × Rr+, holomorphic in λ and real analytic in t,
and with hω(λ, 0) = c(ωλ), such that
ϕλ(atK) =
∑
ω∈W
hω(λ, t) a
ωλ−ρ
t ,
which, with the above identification, is written as
ϕλ(t) =
∑
ω∈W
hω(λ, t) t
sω .
This expansion is also true for any solution of (Mλ). Indeed,
Theorem 4.3 ([35]). Any solution u ∈ A(X ,Mλ) has a formal expansion
u =
∑
ω∈W
Qω(x,Dx, Dt)φωλ(x) t
sω , (4.3)
where Qω(x,Dx, Dt) is a unique pseudo-differential operator of order 0 such that its principal
symbol σ(Qµ)(x, 0, s) is equal to the constant 1 for sj 6= 0, j = 1, . . . , r.
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4.2 Boundary values and intertwining operators
Recall that An(X ,Mλ) denotes the space of real analytic solutions of (Mλ) on X for λ ∈ a∗C.
Then, according to (4.3), given u ∈ A(X ,Mλ) and ν = ωλ for ω ∈ W , we define the boundary
map
βνu := φν ∈ B(B).
Note the inverse of the Poisson transform Pλ is c−1λ times the boundary value map βλ.
It is also shown in [35] that the boundary map βν is a G-homomorphism. This is, the
following diagram is commutative
An(X ,Mν) π(g)−−−−→ An(X ,Mν)yβν yβν
B(B) πν(g)−−−−→ B(B).
This allows to define the boundary map acting on conformal densities, i.e.,
β(λ) :=
⊕
ω∈W
βωλ : An(X ,Mλ)→
⊕
ω∈W
B(B, Lωλ).
Now consider, for each ω ∈ W , the scattering map is
S(λ) := β(λ)Pλ, (4.4)
defined componentwise by
Sω,λ := βωλPλ, ω ∈ W.
These are intertwining operators between two density spaces
Sω,λ : B(B, Lλ)→ B(B, Lωλ). (4.5)
Trivially, when ω is the identity element in W , we have that Se,λ = Id.
We will precisely illustrate all this for the product case in Section 6, where we will provide
a simple independent proof.
Finally, we worry about the case of systems of PDE with regular singularities for which
λ does not satisfy (4.2). This was considered in [49]. Their idea is that, even though the
expansion (4.3) does not hold since the terms tsω do not give enough linearly independent
solutions, there is a related expansion where these powers are replaced by suitable functions
with log terms. In any case, one can still define boundary values βu. We will deal with this
issue for an explicit example in Remark 6.8.
5 Weak solutions, Martin boundary and the Poisson
kernel
In this section we define weakly µ-harmonic functions and the Martin boundary, and we prove
that minimal positive weak µ-harmonic functions are indeed strong. Most of the results of
this section are taken from the books [21, 1], the classical papers [42, 34], and the survey
[41].
We recall that a function u is strongly µ-harmonic in X if it satisfies the system (4.1). In
contrast we define:
Definition 5.1. A function u is weakly µ-harmonic if
−∆Xu− µu = 0.
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The main objective of the Martin compactification is to introduce a notion of boundary
that allows us to represent weakly µ-harmonic in terms of boundary values. The construction
presented below was first proposed by Martin in [42].
We assume in the following that µ0 is the smallest eigenvalue of −∆X and consider
µ ≤ µ0. Fix x0 ∈ X a base point. Assume additionally that −∆X − µ admits a Green
function Gµ(x, y) with Dirichlet conditions at infinity. Then the Martin compactification
of X respect to µ (that we denote by X (µ)) is the only compactification X˜ of X with the
properties:
1. For each for each x ∈ X it is possible to extend continuously to X˜ the functions
y → Kµ(x, y) :=


Gµ(x,y)
Gµ(x0,y)
if x 6= x0
0 if x = x0 and y 6= x0
1 if x = y = x0
; and
2. the extended function separates the points of the ideal boundary ∂X (µ) = X˜ \ X .
The function Kµ is called the Martin Kernel.
Each point y ∈ X may be uniquely identified with the function hy(x) = Kµ(x, y). Hence,
we consider Hµ1 (X ) be the set of positive functions u for which
−∆Xu− µu = 0 (5.1)
and u(x0) = 1. The setHµ1 (X ) is convex and compact in the topology of uniform convergence
of compact sets.
The Martin boundary is the set of functions h ∈ Hµ1 (X ) that are limit functions, i.e
h(x) = limnKµ(x, yn) for some sequence (yn) ⊂ X that converges to infinity. Under the
identification above, it is possible to show that X˜ is metrizable and X is open and dense in
X˜ .
According to Martin’s work [42], the construction above allows us to represent weakly µ
harmonic functions in term of their boundary values. However, the representation may not
be unique. In order to address this issue, we need to introduce the following notion:
Definition 5.2. A positive solution u is minimal if for every other solution v such that
0 ≤ v ≤ u we have v = Cu for some 0 ≤ C ≤ 1.
We remark that all extremal points of Hµ1 (X ) belong to the set of limit functions, but not
all of them are minimal in the sense of Definition 5.2. The subset of the Martin boundary
corresponding to minimal functions, called the set of minimal points, will be denoted by
∂eX (µ).
The class of minimal µ-harmonic functions forms a basis for the positive µ-harmonic
functions in X . More precisely, every positive solution u of (5.1) is represented by a unique
positive measure m of total mass u(x0) carried by the set of extremal points of Hµ1 (X ),
denoted by ∂eX (µ), as
u(z) =
∫
∂eX (µ)
Kµ(z, b) dm, z ∈ X .
Note that the construction above does not require the structure of a symmetric space.
On the other hand, in the context of symmetric spaces a crucial step is to identify the
set ∂eX (µ) and relate it to the distinguished boundary B. We first observe the following
interesting remark.
Remark 5.3. If X is a symmetric space the Green function Gµ exists for every x0 and
by composing with isometries x0 can be taken as the origin o. In the rank 1 case, the
Martin compactification coincides with the (standard) conic compactification. In particular,
for X = Hn+1 the Martin boundary can be identified with Sn.
To identify the minimal boundary the case of symmetric spaces of rank bigger than 1,
one needs to take into account the different directions L inside the Weyl chamber. However,
those directions provide different limits only for µ < µ0 and do not appear in the Martin
compactification X (µ0). In what follows, we will restrict then to the case µ < µ0.
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First, a classical theorem states that weak minimal µ-harmonic functions are indeed
strongly harmonic, i.e., they satisfy the system (Mλ) for some λ ∈ (a+)∗ (see [34], for a
classical reference, and the book [21] for a more modern account):
Theorem 5.4. For µ < µ0, the minimal solutions to
−∆Xu− µu = 0
are given by
e(ρ+λ)A(z,b), (5.2)
where A(z, b) is defined by (2.5), z ∈ X , b ∈ B, ρ ∈ a∗ is given by (2.2) and λ ∈ (a+)∗ is
given by λ(H) = c〈L,H〉 with c = √µ0 − µ and the quantity L represents a direction in a+
of length 1.
We thus define the Poisson kernel as in (3.3), and the set of directions, for c =
√
µ0 − µ,
Sµ = {λ ∈ (a+)∗ : λ(H) = c〈L,H〉, L is a direction in a+ of length 1}.
As a consequence, all (weakly) µ-harmonic functions on X are obtained as
u(z) =
∫∫
B×Sµ
Pλ(z, b) dm(b, λ), z ∈ X . (5.3)
In the particular case that µ = 0, it is well known [16] that bounded solutions of
−∆Xu = 0 are in bijection with L∞(m1), where m1 is the measure that represents the
constant function 1. For a general µ 6= 0 this is not true in general since the set of directions
Sµ is non-trivial.
Following [14], in the product case (not necessarily a symmetric space) we are able to
prove a splitting theorem in the spirit (5.2), but in a more general setting:
Theorem 5.5. Let X = X1 ×X2 be a Riemannian product, where X1 and X2 are complete,
noncompact, with Ricci curvature bounded below. Then the following hold:
i. Each minimal positive µ-harmonic function u on X splits as a product
u(z1, z2) = u
µ1
1 (z1)u
µ2
2 (z2),
where µi ≤ µ0, uµii is a minimal positive µi-harmonic function on Xi, i = 1, 2, and
µ1 + µ2 = µ.
ii. Conversely, each product as above is a minimal positive µ-harmonic function on X .
Proof. It is a simple modification of [14].
Remark 5.6. In fact, following the proof of [14] it is possible to prove that functions that
have the appropriate decay at ∂X split as product. Minimal functions are a particular case
of such behavior. We will elaborate further in Theorem 6.9.
Let us give the explicit formulas in (5.2) for the simplest rank two symmetric space, the
product of two hyperbolic spaces.
5.1 The product of two hyperbolic spaces Hn1+1 ×Hn2+1
As an introduction, we consider in this section the product of two hyperbolic spaces, although
the results here could be generalized to other settings. We writeN1 = n1+1, N2 = n2+1, and
set X = HN1 ×HN2. We parameterize each hyperbolic space by the coordinates zi = (bi, yi),
bi ∈ ∂HNi, yi = dist(zi, ∂HNi) ∈ R+, i = 1, 2.
First we survey the results of [22], where the full Martin boundary is computed for this
case. The idea, as above, is that the minimal µ−harmonic functions (5.2) split as a product
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of minimal µi−harmonic functions on each hyperbolic space. In particular, we have that the
invariant differential operators are generated by ∆i = ∆HNi , i = 1, 2.
The Laplace Beltrami operator ∆X on is given by
∆X = ∆1 +∆2 where ∆i = ∆HNi , i = 1, 2.
The bottom of the spectrum is µ0 =
(
n1
2
)2
+
(
n2
2
)2
. For µ < µ0 we define the set of directions
Sµ =
{
ℓ = (µ1, µ2) : µ1 ≤
(
n1
2
)2
, µ2 ≤
(
n2
2
)2
, µ1 + µ2 = µ
}
.
We will use the following notation
γ1 :=
√(
n1
2
)2 − µ1, γ2 :=√(n22 )2 − µ2, (5.4)
so γ := (γ1, γ2) has length |γ| = √µ0 − µ. Note that, here, a direction ℓ = (µ1, µ2) corre-
sponds to a unitary direction L = γ|γ| from Theorem 5.4.
While the Furstenberg boundary reduces to B = ∂HN1 ∪ ∂HN2 , the Martin boundary
consists of three pieces:
(∂HN1 ×HN2) ∪ (∂HN1 × ∂HN2 × Sµ) ∪ (HN1 × ∂HN2). (5.5)
The first and the third piece consist of the non-minimal points while, for the second, we
have:
Theorem 5.7 ([22]). The minimal functions in H+(µ) are given, in terms of the Poisson
kernel for hyperbolic space (2.15), by
Pℓ(z, b) = P
n1
2
+γ1(z1, b1)P
n2
2
+γ2(z2, b2), (5.6)
with b = (b1, b2) ∈ ∂HN1 × ∂HN2, z1 ∈ HN1 , z2 ∈ HN2, ℓ = (µ1, µ2).
As a consequence, we have from (5.3) that any weakly µ-harmonic function on HN1×HN2
can be represented as
u(z1, z2) =
∫
∂HN1×∂HN2×Sµ
Pℓ(z1, z2, b1, b2)dν(b1, b2, ℓ), (5.7)
where Pℓ is given by (5.6). The measure dν(b1, b2, ℓ) depends on the function u and we would
like to relate it to the boundary values of u.
Note that sometimes we write Pγ for Pℓ, using the conventions in (5.4).
Now we look at strongly (µ1, µ2)-harmonic functions in X . In this case, they may be
characterized as solutions to the system{
−∆HN1u− µ1u =0,
−∆HN2u− µ2u =0.
Our next results state that a weakly µ-harmonic function with appropriate decay must be
indeed strong:
Lemma 5.8. If the measure splits as ν(b1, b2, ℓ) = f(b1, b2)δ(µ1,µ2), for some fixed (µ1, µ2),
µ1 + µ2 = µ, then any weak µ-harmonic function must be a strongly (µ1, µ2)-harmonic
function.
Proof. Trivial since the Poisson kernel (5.6) splits.
Lemma 5.9. Let u be a weak µ-harmonic function in HN1 × HN2 . Consider the half space
model with coordinates (xi, yi) ∈ HNi (hence {yi = 0} defines the boundary at infinity of
HNi). Assume that µ1 + µ2 = µ and that u(x1, y1, x2, y2) ≤ Cyµ11 yµ22 , where C is a fixed
constant. Then u is strongly (µ1, µ2)-harmonic.
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Proof. Let u be a µ-harmonic function represented as (5.7). If the growth of u is bounded by
the growth of Pγ for a fixed γ = (γ1, γ2) we have that the measure dν(b1, b2, ℓ) is absolutely
continuous respect to the measure δγ1(ℓ1)δγ2(ℓ2)Pγ(·, b1, b2)db1db2, and then u is a strongly
(µ1, µ2) harmonic and it can be represented as
u(z1, z2) =
∫
∂HN1×∂HN2
Pγ(z1, z2, b1, b2)f(b1, b2)db1db2,
where f(b1, b2) is the Radon-Nykodim derivative of dν(b1, b2, ℓ) with respect to the measure
δγ1(ℓ1)δγ2(ℓ2)db1db2 and Pγ is given by (5.6). The function f corresponds to compute the
limiting behavior of u up to the appropriate decay. More precisely, given the explicit decay
of the kernel P
n1
2
+γ1(z1, b1)P
n2
2
+γ2(z2, b2), by computing
lim
(z1,z2)→∂HN1×∂HN2
y
−(
n1
2
+γ1)
1 y
−(
n2
2
+γ2)
2 u(z1, z2)
we obtain f at ∂HN1 × ∂HN2 .
For the half space model of HNi, with coordinates (xi, yi), xi ∈ Rni , yi ∈ R+, i = 1, 2,
the computations above translate as follows: let
Ki(γ1,γ2)(x1, y1, x2, y2) = cn1,γ1cn2,γ2
y2γ11 y
2γ2
2
(|x1|2 + |y1|2)
n1+1
2 (|x2|2 + |y2|2)
n2+1
2
,
where cni,γi are appropriate dimensional constants. Define
Uf(γ1,γ2)(x1, y1, x2, y2) =
∫
Rn1×Rn2
K(γ1,γ2)(x1 − ξ1, y1, x2 − ξ2, y2)f(ξ1, ξ2)dξ1dξ2. (5.8)
The function Uf satisfies Uf(γ1,γ2)(x1, y1, x2, y2)→ f(x1, x2) as y1, y2 → 0. Moreover,
u(x1, y1, x2, y2) = y
n1
2
+γ1
1 y
n2
2
+γ2
2 U
f
(γ1,γ2)
(x1, y1, x2, y2)
is the strong solution described by Lemma 5.9.
Notice that all µ-harmonic solutions (weak and strong) described by (5.3) converge to 0
as we approach the boundary (both minimal and non-minimal boundary). In particular, to
obtain the boundary value as a limit such as the one stated in 5.9 it is necessary (but not
sufficient) an understanding of the decay towards the minimal boundary. To see that the
condition is not sufficient, consider (µ1, µ2) and (µ¯1, µ¯2) such that µ1 + µ2 = µ¯1 + µ¯2 = µ.
Let f, f¯ be functions defined on ∂HN1 × ∂HN2 and Uf(γ1,γ2), U
f¯
(γ¯1, γ¯2)
given by (5.8). Then
u˜(x1, y1, x2, y2) = y
n1
2
+γ1
1 y
n2
2
+γ2
2 U
f
(γ1,γ2)
(x1, y1, x2, y2) + y
2γ¯1
1 y
2γ¯2
2 U
f¯
(γ¯1, γ¯2)
(x1, y1, x2, y2)
is a weakly µ-harmonic, but for any power (δ1, δ2) the function y
−δ1
1 y
−δ2
2 u˜(z1, z2) does not
converge uniformly to a function as y1, y2 → 0. In fact, if we additionally fix θ ∈ [0,∞] such
that y1y2 → θ as y1, y2 → 0 and assume without loss of generality that γ1+ γ2 > γ¯1+ γ¯2, then
we have as (y1, y2)→ 0 and y1y2 → θ that
y
−(n12 +γ¯1)
1 y
−(n22 +γ¯2)
2 u˜(x1, y1, x2, y2)→
{
f(x1, x2) if θ 6= 0 or (θ = 0 and γ1 > γ¯1),
diverges otherwise.
Furthermore, there are solutions that do not have a power decay under any assumption.
Consider for instance the solution∫
(γ1,γ2)∈S+
y
n1
2
+γ1
1 y
n2
2
+γ2
2 dσ(γ1, γ2),
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where S+ = {(γ1, γ2) : γ21 + γ22 = n
2
1+n
2
2
4 − µ, and γ1, γ2 ≥ 0} and σ the standard measure
on this set.
Hence, in general, we can only consider the boundary values in the sense of Martin as
the projections on the corresponding kernel representing a minimal boundary point.
On the other hand, note that a strongly µ-harmonic function u as above satisfies at the
non-minimal boundary that, as y1 → 0 (resp. y2 → 0),
y
−(n12 +γ1)
1 u(x1, y1, x2, y2)→ y
n2
2
+γ2
2 U
f
(γ1,γ2)
(x1, 0, x2, y2),
(resp. , y
−(n22 +γ2)
2 u(x1, y1, x2, y2)→ y
n1
2
+γ1
1 U
f
(γ1,γ2)
(x1, y1, x2, 0)).
In particular we have that at the non-minimal boundary the extension is µj-harmonic in
HNj .
A similar computation cannot be generally performed for weakly µ-harmonic solutions.
6 The asymptotically product case
Inspired by the product of two hyperbolic spaces, first we cover the product of any two
conformally compact Einstein manifolds, and then we consider a more general perturbation.
We would like to first study strongly harmonic functions and to construct the scattering
map.
6.1 Review
Let us start by carefully reviewing the construction of the scattering operator on the bound-
ary of a conformally compact Einstein manifold (see [20, 43, 32], for instance), which is the
natural generalization of a (real) symmetric space of rank one to the curved case. We use
the notation N = n+ 1.
Let (XN , g+) be a conformally compact Einstein manifold with conformal infinity (Bn, [h])
and defining function y. A more general setting would be to take (XN , g+) only asymptoti-
cally hyperbolic but let us restrict to the conformally compact Einstein setting for simplicity.
Let us assume that g+ is written in normal form, i.e.,
g+ =
dy2 + hy
y2
,
where hy is a one-parameter family of metrics on B satisfying hy|y=0 = h.
Take s ∈ C, Re(s) > n/2, we are actually interested in the case s = n2 + γ, γ ∈
(
0, n2
)
not an integer.
Lemma 6.1 ([20]). Given a smooth function f on B, and s 6∈ n2 +N not in the pure spectrum
of −∆g+ , then there exists a unique solution of
−∆g+u− s(n− s)u = 0 in X
with the asymptotic expansion near B given by
u = yn−sF + ysG, F,G ∈ C∞(X ), F |y=0 = f. (6.1)
Moreover, G = Rf , where R is given explicitly in terms of derivatives of f and the resolvent
for ∆g+ on (XN , g+).
Now, the scattering operator on B, defined as
S(s)f = G|B,
gives a meromorphic family of pseudo-differential operators in B, with principal symbol the
same as (−∆h)γ (times a multiplicative constant).
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The operator S(s) conformally covariant. Indeed, for a change of metric h˜ = e2wh,
w > 0, on Rn, one has
Sh˜(s)(·) = e−
n+2γ
2
wSh(s)(e
n−2γ
2
w · ).
The values s = n/2, n/2 + 1, n/2 + 2, . . . are simple poles of finite rank, these are known as
the trivial poles.
Note that S(s) may have other poles, however, for the rest of the paper we assume that
we are not in those exceptional cases. Sometimes we will write Sµ for S(s), in the notation
(2.8).
Proof. The proof in [20] goes by constructing F as formal solution and then completing it
to an exact solution using the resolvent for the operator Lu = −∆g+u − s(n − s)u. First,
the construction of F is inductive: let F =
∑∞
i=0 fiy
i, where f0 := f. Let also
D = −y∂yy + (2s− n− 1)∂y + y∆hy ,
so that [−∆g+ − s(n− s)] ◦ yn−s = yn−s+1D. Note that
D(fiy
i) = i(2s1 − n1 − i)fiyi−1 +O(yi),
We claim that it is possible to choose fi such that
D(Fi) = O(y
i), i = 1, 2, . . . .
To construct Fi from the previous step Fi−1 just note that
D(Fi) = D(Fi−1) +D(fiy
i)
= O(yi−1) + i(2s− n− i)fiyi−1 +O(yi).
(6.2)
Thus if 2s− n− i 6= 0, this fixes fi. In particular, we have shown that
fi = pi,sf, (6.3)
where pi,s is a differential operator on B.
By using Borel’s lemma, we may ensure that there is a function F (x, y) that satisfies
−∆g+(yn−sF )− s(n− s)yn−sF = O(y∞). (6.4)
That is, the operator evaluated at F vanishes at infinite order at the boundary. Note that
F may be explicitly computed in terms of pi,sf .
Now we find G by observing that if we set u = yn−sF + E, we have that E must satisfy
−∆g+E − s(n− s)E = −(−∆g+(yn−sF )− s(n− s)yn−sF ) ∈ L2(X ).
According to [43] E can be written in term of the resolvent R of D and has decay ys. That
is
E = RF = ysG(x, y).
Note that if G is real analytic then we have that
G =
∞∑
i=1
giy
i,
and from the proof in [20] one knows that
g0 = S(s)f and gi = qi,sg0, i = 1, 2, . . . , (6.5)
where qi,s is a differential operator on B.
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Remark 6.2. In order to perform the construction above the formal solution F does not
need to be constructed to vanish to infinite order (6.4), it is enough for it to be in L2 (i.e to
vanish to a high enough order).
Remark 6.3. In the case that s = n2 + k for some k ∈ N, there still exists a unique solution
u but the expansion (6.1) needs to be replaced by
u = yn−sF + ys log y G.
The scattering operator can be still be defined and a residue argument relates it to the local
conformal powers of the Laplacian (−∆h)k. The idea of the proof is that the coefficient in
front of fi in (6.2) vanish for some i, so there is an obstruction to solve for smooth solutions
and a log term needs to be introduced ([20]).
6.2 The product of two conformally compact Einstein manifolds
Let (XN11 , g+1 ) and (XN22 , g+2 ) be two conformally compact Einstein manifolds with conformal
infinities (Bn11 , [h1]), (Bn22 , [h2]), respectively. We consider its product X = X1×X2 with the
product metric g+ = g+1 + g
+
2 . Then there exist defining functions yi on Xi so that
g+i =
dy2i + hyi
y2i
, hyi |yi=0 = hi, i = 1, 2. (6.6)
From [44] we have that for X1 and X2 the distinguished boundary can be identified with
B1 × B2, while the Martin boundary consists of three pieces
(∂X1 ×X2) ∪ (∂X1 × ∂X2 × Sµ) ∪ (X1 × ∂X2),
as in the model case (5.5).
It is well known that the continuous spectrum of −∆gi is the interval
[
n2
4 ,∞
)
, but there
could be a discrete number of points in [0, n
2
4 ). Let us assume that we are not in these
exceptional cases for now.
The main result of this section is the following theorem:
Theorem 6.4. If u is strongly (µ1, µ2)-harmonic on X , then u has an asymptotic behavior
near the distinguished boundary B1 × B2 given by
u = F y
n1
2
−γ1
1 y
n2
2
−γ2
2 +Gy
n1
2
−γ1
1 y
n2
2
+γ2
2 +H y
n1
2
+γ1
1 y
n2
2
−γ2
2 + I y
n1
2
+γ1
1 y
n2
2
+γ2
2 , (6.7)
where F , G, H, I are C∞(X1 ×X2) up to the boundary if f is C∞.
Note that the proof of this result in the particular case that X is exactly the product
of two hyperbolic spaces as in Section 5.1 follows directly from [35] applied to a rank two
symmetric space. But this proof would not work as it is for the general curved case, so we
provide a new direct proof that does not use any tools from representation theory.
In any case, for the product of two hyperbolic spaces the Weyl group consists of four
elements {e, ω1, ω2, ω1ω2}, which are the possible reflections across two orthogonal axes, so
it is very natural to expect the asymptotic expansion (6.7).
Keeping the same notation as in the previous section, for simplicity we assume in the
first two subsections that we are not in the exceptional value case. We start by constructing
formally a strongly (µ1, µ2)-harmonic on X in Subsection 6.2.1 and identifying the scattering
map in this case. Subsection 6.2.2 gives a rigorous proof of Theorem 6.4.
6.2.1 Formal proof of Theorem 6.4
First we give a formal (but constructive) solution to the system (6.8)-(6.9) for the product
XN1 ×XN2 .
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Lemma 6.5. Assume that s1 >
n1
2 , s1 6∈ n12 + N and s2 > n22 , s2 6∈ n22 + N. Given
f ∈ C∞(B1 × B2), there exists a formal solution u in X1 ×X2 for the system
D1u := −∆1u− s1(n1 − s1)u = 0, (6.8)
D2(u) := −∆2u− s2(n2 − s2)u = 0, (6.9)
with the asymptotic behavior u = yn1−s11 y
n2−s2
2 F , F ∈ C∞ up to the boundary, F = f on
B1 × B2.
Proof. The proof is a consequence of [20], summarized in Lemma 6.1 above, and we follow
their notation. We will construct F as
F =
∞∑
i=0
∞∑
j=0
fijy
i
1y
j
2, where f00 := f.
Looking only at the first variable x1, we set
fij := p
(1)
i,sn1
f0j , j = 0, 1, . . . ,
where p
(1)
i,s1
is the corresponding differential operator from (6.3) in the variable x1. Next,
looking only at the second variable x2, we set
f0j := p
(2)
j,s2
f.
Note that the operators p
(1)
i,s1
and p
(2)
j,s2
commute, so we have the identity
p
(1)
i,s1
p
(2)
j,s2
f = fij = p
(2)
j,s2
p
(1)
i,s1
f.
In particular, the first equality shows that yn1−s11 F∗j for F∗j :=
∑
i fijy
i
1 is a formal solution
to (6.8) for every j = 0, 1, . . ., while the second equality tells us that yn2−s22 Fi∗ for Fi∗ :=∑
j fijy
j
2 is a formal solution to (6.9). Finally, by linearity, the function u = y
n1−s1
1 y
n2−s2
2 F
is a solution to both (6.8) and (6.9). This completes the proof of the Lemma.
Notice that the proof above does not guarantee that the power series above converges.
However, as in [20], using Borel’s lemma is it possible to obtain F such that in X1 × X2,
u := yn1−s11 y
n2−s2
2 F satisfies
−∆1u− s1(n1 − s1)u = O(y∞1 ),
−∆2u− s2(n2 − s2)u = O(y∞2 ).
In the next subsection it will also suffice to conclude that the sum is taken up to a higher
enough power such that φ1 := −∆1u−s1(n1−s1)u ∈ L2(X1) and φ2 := −∆2u−s2(n2−s2)u ∈
L2(X2).
Lemma 6.6. Given F as in Lemma 6.5, there exist terms G, H, I smooth up the whole
boundary of X1 ×X2 so that
u = yn1−s11 y
n2−s2
2 F + y
s2
2 y
n1−s1
1 G+ y
s1
1 y
n2−s2
2 H + y
s1
1 y
s2
2 I.
is a formal solution to the system (6.8)-(6.9).
Proof. The main idea is to look separately at each equation in the system, keeping the other
variable fixed, and construct a solution piece by piece.
In the first step, we write
u = yn2−s22
(
yn1−s11 F + y
s1
1 H
)
+ ys22
(
yn1−s11 G+ y
s1
1 I
)
,
where F is the approximate solution given in Lemma 6.5, and H , G, I are to be found.
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Claim 1. There exists an exact solution to (6.8) of the form
yn1−s11 F + y
s1
1 H,
for some
H =
∑
i
∑
j
hijy
i
1y
j
2.
To see this claim, write
F =
∑
i
∑
j
fijy
j
2y
i
1 =
∑
j
F∗jy
j
2,
for
F∗j :=
∑
i
fijy
i
1.
Recall from the construction of Lemma 6.5 that
fij = p
(1)
i,s1
p
(2)
j,s2
f, (6.10)
so that F∗j is a formal solution to (6.8) for each fixed j = 0, 1, . . ., where we are keeping x2
fixed. From Lemma 6.1, given F∗j , there exists an exact solution to (6.8) of the form
yn1−s11 F∗j + y
s1
1 H∗j ,
for some
H∗j :=
∑
i
hijy
i
1.
Moreover, formula (6.5) gives the following characterization
h0j = S(1)(s1)f0j , hij = q(1)i,s1h0j , (6.11)
for each j = 0, 1, . . .. The claim follows by linearity.
Claim 2. yn2−s22 H is a formal solution to (6.9).
This follows because we can commute
D2(y
n2−s2
2 H) =
∑
i
yi1D2
(
yn2−s22
∑
j
hijy
j
2
)
=
∑
i
yi1 q
(1)
i,s1
S(1)(s1)D2
(
yn2−s22
∑
j
f0jy
j
2
)
,
and yn2−s22
∑
j f0jy
j
2 is a formal solution to (6.9) from the proof of Lemma 6.5. The claim is
proved.
Next, at the second step we interchange the role of y1, y2, writing
u = yn1−s11
(
yn2−s22 F + y
s2
2 G
)
+ ys11
(
yn2−s22 H + y
s2
2 I˜
)
.
Claim 3. There exists an exact solution to (6.9) of the form
yn2−s22 F + y
s2
2 G,
for some
G =
∑
j
∑
i
gijy
i
1y
j
2.
The proof of this claim is analogous to the one of Claim 1. Just note that
gi0 = S(2)(s2)fi0, gij = q(2)j,s2gi0. (6.12)
Claim 4. Given G as in the previous claim, there exists an exact solution to (6.8) of the
form
yn1−s11 G+ y
s1
1 I,
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for some
I =
∑
j
∑
i
wijy
i
1y
j
2.
To show this, first we need to make sure that G provides a good Dirichlet data for (6.8). But
this is a consequence of the fact that, for each j = 0, 1, . . . fixed,
gij = p
(1)
i,s1
(
p
(2)
0,s2
q
(2)
j,s2
S(2)(s2)f
)
,
which follows by combining formulas (6.10) and (6.12). The claim follows then by applying
Lemma 6.1. Moreover, it gives that
w0j = S(1)(s1)g0j, wij = q(1)i,s1w0j . (6.13)
Claim 5. yn1−s11 G is a formal solution to (6.8).
The proof is analogous to that of Claim 2.
Claim 6. Given H as in Claim 1, there is an exact solution to (6.9) of the form
yn2−s22 H + y
s2
2 I˜ ,
for some
I˜ =
∑
i
∑
j
w˜ijy
i
1y
j
2.
We follow the ideas from Claim 4. First, from (6.10) and (6.11) we have that
H = p
(2)
j,s2
(
p
(1)
0,s1
q
(1)
i,s1
S(1)(s1)f
)
,
so it gives a good starting Dirichlet data for (6.9). Then Lemma 6.1 determines I˜ as stated
in the claim. Moreover, for every i = 0, 1, . . . fixed,
w˜i0 = S(2)(s2)hi0, w˜ij = q(2)j,s2w˜i0. (6.14)
This concludes the proof of the claim.
To finish the proof of Lemma 6.6 one needs to check that our choices are compatible and
that they determine the same I = I˜. But, from (6.13) and (6.12) one has
wij = q
(1)
i,s1
S1(s1)q(2)j,s2S2(s2)f,
and from (6.14) and (6.11),
w˜ij = q
(2)
j,s2
S2(s2)q(1)i,s1S1(s1)f.
Because the operators are applied to different variables (x1, y1) and (x2, y2), they commute
and we automatically get I = I˜, as desired. Moreover, Claims 1 and 4 show that the u we
have constructed is a solution to (6.8), while Claims 3 and 6 yield that u is a solution to
(6.9), so we have constructed a suitable solution for the whole system.
Note that the computations above are formal since they do not guarantee the convergence
of the series. We will deal with this issue in the coming subsection.
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6.2.2 Proof of Theorem 6.4 and further comments
In this subsection we give a rigorous construction of the functions G, H and I of Lemma 6.6.
Lemma 6.7. Given F as in Remark ??, there exist terms G, H, I smooth up the whole
boundary of X1 ×X2 so that
u := yn1−s11 y
n2−s2
2 F + y
s2
2 y
n1−s1
1 G+ y
s1
1 y
n2−s2
2 H + y
s1
1 y
s2
2 I. (6.15)
is an exact solution to the system (6.8)-(6.9).
Proof. As before, the main idea is to look separately at each equation in the system, keeping
the other variable fixed, and construct a solution piece by piece. For i = 1, 2, let us denote
by Ri the resolvent operator in (XNi , g+i ) given by Lemma 6.1. Note that Ri only acts on
the coordinates xi of XNi and in particular R1R2f(x1, x2) = R2R1f(x1, x2).
Let us define
ys11 H(x1, y1, x2, y2) =R1f,
ys22 G(x1, y1, x2, y2) =R2f,
Iˆ(x1, y1, x2, y2) =R1(ys22 G) = R1R2f = R2R1f = R2(ys11 H),
ys11 y
s2
2 I(x1, y1, x2, y2) =Iˆ .
Note that the decays above are guaranteed by [43] and arise from the decay of the resolvents
R1 and R2.
From Lemma 6.1 we have that u1 = y
n1−s1
1 F + y
s1
1 H is a solution to (6.8). Similarly,
u2 = y
n2−s2
2 F + y
s2
2 G is a solution to (6.9) and u3 = y
n1−s1
1 G + y
s1
1 I is a solution to (6.8).
However, since R1 and R2 commute, we also have that u4 = y
n2−s2
2 H + y
s2
2 I is a solution to
(6.9). Now, using the linearity, it is direct to check that u = yn1−s11 y
n2−s2
2 F + y
s2
2 y
n1−s1
1 G+
ys11 y
n2−s2
2 H + y
s1
1 y
s2
2 I is a solution to (6.8)-(6.9).
Note that the proof of Theorem 6.4 follows from the previous Lemma.
Remark 6.8. Looking at the modifications in Remark 6.3 to treat the pole values, the same
ideas will work if, for instance s1 =
n
2 + k, k1 ∈ N. In particular, expansion (6.15) needs to
be replaced by:
• If s2 6∈ n2 + N,
u = yn1−s11 y
n2−s2
2 F + y
s2
2 y
n1−s1
1 G+ y
s1
1 log y1y
n2−s2
2 H + y
s1
1 log y1y
s2
2 I.
• If s2 = n2 + k2, k2 ∈ N,
u = yn1−s11 y
n2−s2
2 F + y
s2
2 log y2y
n1−s1
1 G+ y
s1
1 log y1y
n2−s2
2 H + y
s1
1 log y1y
s2
2 log y2I.
The scattering map is also well defined in this case (by using a residue formula).
Our next objective is to deepen into the relation of our result to those of [44], at least in
the product of two hyperbolic spaces X = HN1 ×HN2 , through the use of Mellin transform.
We will use the notation from Subsection 5.1.
The results in [44] concern the behavior of the resolvent R for the equation
∆X v + µv = φ. (6.16)
The Mellin transform of a function v : (0,∞)→ R is defined as
M [v](ζ) =
∫ ∞
0
v(t)tζ−1 dt.
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Take the Mellin transform of equation (6.16) both in the variables y1 and y2 (denoted by
M12). By well known properties, we arrive to
[P1(ζ1) + P2(ζ2)]M12[v] =M12[φ],
where Pα is the inditial polynomial for ∆α + sα(nα − sα), α = 1, 2, i.e.,
Pα(ζα) = ζ
2
α + nαζα + sα(nα − sα),
and we have set µ = µ1 + µ2 with the usual conventions. Let
P (ζ1, ζ2) := P1(ζ1) + P2(ζ2).
It is clear that this polynomial vanishes (only) on the circle
(
ζ1 +
n1
2
)2
+
(
ζ2 +
n2
2
)2
= γ21 + γ
2
2 =: |γ|2,
so one needs to be careful when we invert the Mellin transform due to the presence of
singularities
v = R(µ)φ := 1
(2πi)2
∫ c1+i∞
c1−i∞
∫ c2+i∞
c2−i∞
M12[φ]
P (ζ1, ζ2)
y−ζ11 y
−ζ2
2 dζ1 dζ2. (6.17)
One of the main results in [44] is the calculation of the asymptotic behavior of the
resolvent for (6.16) near the corner B1 × B2 = {y1 = y2 = 0}. Indeed, they show that
R(µ)φ ∼ yn1/21 yn2/22 e
|γ|
ρ ,
where ρ−1 =
√
ρ−21 + ρ
−2
2 , ρα = −1/ log yα, α = 1, 2. Their proof can be recovered by using
the stationary phase lemma to estimate the asymptotic behavior of the integral (6.17) when
y1, y2 → 0 (see, for instance, the book [2] for a standard reference on the stationary point
lemma).
Let us see, at least formally, how this compares to our method. One just needs to observe
that, if we take an approximate solution
u0 = y
n1−s1
1 y
n2−s2
2 F + y
s2
2 y
n1−s1
1 G+ y
s1
1 y
n2−s2
2 H,
for equation (6.16), we can find an exact solution of the form u = u0 + v, for
v = R(µ)φ0, φ0 = −(∆12 + µ)(u0).
We would like to show that such v is the remaining term in the expansion (6.7), i.e.,
v ∼ ys11 ys22 , as y1, y2 → 0. (6.18)
For this, define Dα := ∆α + µα, α = 1, 2, and D12 = D1 +D2. Calculate
−φ1 := D1(u0) = yn2−s22 D1
(
yn1−s11 F + y
s1
1 H
)
+ ys22 D1
(
yn1−s11 G
)
.
From Claim 1 in Lemma 6.6, we know that the first term vanishes because we have con-
structed an exact solution to (6.8). The second term in the sum above vanishes in the variable
y1 up to infinite order thanks to Claim 5 in that lemma. A similar calculation tells us that
−φ2 := D2(u0) = yn1−s11 D2
(
yn2−s22 F + y
s2
2 G
)
+ ys11 D2
(
yn2−s22 H
)
vanishes up to infinite order in y2, thanks to Claims 3 and 2. We conclude that
−φ = D12u0 = −φ1 − φ2 = O(y∞1 ys22 ) +O(ys11 y∞2 ).
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Using the resolvent in the rank one case, since φ1 = O(y
∞
1 y
s2
2 ), there exists a solution v1 for
D1(v1) = φ1 with the asymptotic behavior v1 ∼ ys11 ys22 . Taking the Mellin transform, and
looking at the first order term,
M1[φ1] = P1(ζ1)M1[v1] ∼ P1(ζ1)δy1−s1ys22 .
An analogous calculation gives that
M2[φ2] = P2(ζ2)M2[v2] ∼ P2(ζ2)δy2−s2ys11 .
In any case,
M12[φ] =M12[φ1] +M12[φ2] ∼ [P1(ζ1) + P2(ζ2)] δy1−s1δy2−s2 ,
so we can calculate v as the inverse Mellin transform (6.17). But the presence of the delta
functions above yields (6.18), as desired.
6.3 The scattering map
Equipped with Theorem 6.4, we are ready to define the scattering map with respect to the
metric (6.6) for the product of two conformally compact Einstein manifolds. As usual, we
assume that we are not in the exceptional values.
Inspired by (4.4) in the symmetric space case, looking at the expansion (6.7), it is natural
to define
S(µ1,µ2)f :=
(
f g00
h00 w00
)
, for µ1 ∈
(
0,
(
n1
2
)2 )
, µ2 ∈
(
0,
(
n2
2
)2 )
, (6.19)
where f , g00, h00 and w00 are, respectively, the boundary values of F , G, H and I on the
distinguished boundary.. Because of our construction, it is easy to explicitly identify all the
terms,
S(µ1,µ2)f =
(
Id S(2)(s2)
S(1)(s1) S(1)(s1)S(2)(s2)
)
f. (6.20)
Let us try to understand the behavior of this construction under conformal changes.
However, in order to mimmick the symmetric space setting of the product of two hyperbolic
spaces, we just allow conformal changes in each variable separately. Thus, we perform a
conformal change
h˜α = e
2vαhα,
for some vα function on Bα. Then one may a new defining function y˜α, α = 1, 2, so that the
metric is rewritten as
g+α =
dy˜2α + h˜yα
y˜2α
, hy˜α |y˜α=0 = hα.
Moreover, the new defining function satisfies
y˜α
yα
= evα + l.o.t. near {yα = 0}.
The scattering operator satisfies the following conformal property (componentwise):
S˜(µ1,µ2)(f) =
(
e−(
n1
2
−γ1)w1e−(
n2
2
−γ2)w2S11f e−(
n1
2
−γ1)w1e−(
n2
2
+γ2)w2S12f
e−(
n1
2
+γ1)w1e−(
n2
2
−γ2)w2S21f e−(
n1
2
+γ1)w1e−(
n2
2
+γ2)w2S22f
)
,
for the matrix
Sf := S(µ1,µ2)
(
e(
n1
2
−γ1)w1e(
n2
2
−γ2)w2f
)
,
where we have denoted γα =
√(
nα
2
)2 − µα, α = 1, 2.
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We note that in the case of the product of two hyperbolic spaces the scattering matrix
can be expressed in terms of the standard fractional Laplacian in Rn. More precisely, in the
expansion (6.7) we have
dγ2G|{y1=y2=0} =(−∆x2)γ2f,
dγ1H |{y1=y2=0} =(−∆x1)γ1f,
dγ1dγ2I|{y1=y2=0} =(−∆x2)γ2(−∆x1)γ1f,
where dγi = 2
2γi Γ(γi)
Γ(−γi)
, i = 1, 2.
We remark here that in [31] the author studies the resolvent for (6.16) in the spirit of
[44], and constructs a scattering-type operator in the weak µ-harmonic function setting. This
operator is a combination, depending on the angle (which is equivalent to the combination
of (µ1, µ2), µ1 + µ2 = µ, of both S(1)(s1) and S(2)(s2). However, there is not a clear notion
of conformality for this operator.
6.4 The asymptotically product case
Asymptotically product hyperbolic metrics were considered in great generality in [4], but
there is not yet a uniform definition. The resolvent and the scattering operator for weakly
harmonic functions were considered in [44, 31]. Here we would like to obtain the analogue
to Theorem 6.4 for strongly harmonic functions in order to define a scattering operator with
good conformal properties. The main idea is to consider a perturbation of the product of two
conformally compact Einstein manifolds X = X1×X2. In order to simplify our presentation,
we just allow compact perturbations, but it is clear that our method would work for a more
general perturbation as long as it has the right decay near the walls. Again, we stay away
from the exceptional values.
Theorem 6.9. Let (X1, g1), (X1, g1) be two conformally compact Einstein manifolds with
conformal infinities (B1, [h1]), (B2, [h2]) and defining functions y1, y2, respectively. Let k be
a compact perturbation for the metric g0 = g1 + g2, with support away from all walls, and
consider the metric on X := X1 ×X2 given by g+ = g0 + k.
Then, given f smooth on B1 × B2 and µ1, µ2, there exists a solution to
−∆g+u− µu = 0 in X (6.21)
with the asymptotic expansion near the walls as in (6.7), for µ = µ1 + µ2.
Proof. Let f be a smooth function on B1×B2 and fix µ1, µ2 as above. Let u0 be the solution
to
−∆g0u− µu = 0
given by Lemma 6.6. That is
u0 = u := y
n1−s1
1 y
n2−s2
2 F + y
s2
2 y
n1−s1
1 G+ y
s1
1 y
n2−s2
2 H + y
s1
1 y
s2
2 I,
where µi = si(ni − si).
We conclude the result by finding a function v such that u = u0+v is a solution to (6.21)
and that decays as ys11 y
s2
2 . For this, we write
−∆g+v − µv = A(x), in X ,
where A(x) = ∆g+u0 + µu0. From the choice of g
+ we have that supp (A) ⊂ supp (k),
which is compact.
The existence of v will be proved by showing the existence of a resolvent between the
correct function spaces that has a prescribed behavior. To construct the resolvent we will
follow [43].
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Let R1, R2 be the functions defined in the proof of Lemma 6.7. That is, Ri is the
resolvent in Xi of the operator −∆i − si(ni − si). The mapping properties of Ri and the
definition of the metric imply that for the space of smooth functions that vanish at all orders
at infinity C˙∞(X ) the operator R1R2 : C˙∞(X ) → ys11 ys22 C∞(X ) is well defined. Moreover,
outside the support of k we have that R1R2 = R2R1.
Let L(s) = −∆g+ − s(n− s). Then for any given h ∈ C˙∞(X ) we have that
L(s)R1R2 − Id = −E(s),
where E(s) : C˙∞(X ) → C∞k (X ). Here C∞k (X ) is the set of smooth functions supported in
the support of k. Since the set C˙∞(X ) is a dense subspace of L2(X ), the construction also
implies that E(s) is a L2(X ) compact operator. Applying Fredholm theory we have that
[I − E(s)] is invertible and the inverse is meromorphic in s. Set F (s) such that
[I − E(s)]−1 = Id+ E1(s).
We start by showing that E1 has the correct mapping properties. More precisely E1(s) :
C˙∞(X )→ C∞k (X ). From the definition we have that
E1 = E + E1E = E + EE1.
The first equality implies that E1 maps C˙∞(X ) into L2(X ), then the second equality
implies C˙∞(X ) is mapped into C∞k (X ).
Now we observe that the operator R : C˙∞(X )→ ys11 ys22 C∞(X ) given by
R = R1R2 +R1R2E1
is a resolvent for −∆g+−s(n−s) with the desired decay. Now we take v = RA and u = u0+v
is the solution to (6.21) with the asymptotics of (6.7).
Remark 6.10. For every µ-harmonic function in (X , g+) a construction similar to the
previous one can be done. In particular, this implies that the Martin boundary agrees with
∂X1 × ∂X2 × Sµ as before.
Theorem 6.9 allows to define the scattering operator in this setting with the same expres-
sion (6.19). However, as expected, in this general case we have lost the product structure
(6.20) of the model, but it is is still a conformally covariant operator.
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