Ultrahigh dimensional data sets are becoming increasingly prevalent in areas such as bioinformatics, medical imaging, and social network analysis. Sure independent screening of such data is commonly used to analyze such data. Nevertheless, few methods exist for screening for interactions among predictors. Moreover, extant interaction screening methods prove to be highly inaccurate when applied to data sets exhibiting strong interactive effects, but weak marginal effects, on the response. We propose a new interaction screening procedure based on joint cumulants which is not inhibited by such limitations. Under a collection of sensible conditions, we demonstrate that our interaction screening procedure has the strong sure screening property. Four simulations are used to investigate the performance of our method relative to two other interaction screening methods. We also apply a two-stage analysis to a real data example by first employing our proposed method, and then further examining a subset of selected covariates using multifactor dimensionality reduction.
data collection techniques and computing power, there has arisen an accompanying desire to more comprehensively analyze said data. However, a significant challenge in dealing with ultrahigh dimensional data comes in the fact that classical methods often become intractable or unreliable when confronted with such dimensionality. Here, and throughout this paper, we will use the term high dimensional to refer to the case when p = O(n ξ ) for some constant ξ > 0 and we will used the term ultrahigh dimensional to refer to the case when log(p) = O(n ξ ) for some constant ξ > 0, where p is the number of predictors and n is the number of observations of each of those predictors. The principal of sparsity tells us that, among the p-many predictors or covariates, only a small collection of such will have a true or causative effect in the outcome. Overall, one common goal when working with high or ultrahigh dimensional data is selecting a small (of size less than n) set of covariates thought to have a causative effect on the response in question. One family of approaches that is often employed for such a task on high dimensional data is penalized regression. However, when faced with the specific challenge of handling ultrahigh dimensional data, penalized regression methods become unreliable. Because penalized regression methods implicitly rely on solving an optimization problem (an algorithmically taxing problem), these approaches become computationally infeasible in the face of ultra high dimensional p. Furthermore, with such dimensionality, some of the theoretical properties of feature selection by penalized regression are either unattainable or difficult to achieve [see, for example, 16 ]. For a discussion on the computational challenges of ultrahigh dimensional data, see for example 9 and 7 .
In light of the these issues with penalized regression, 10 introduce us to the concept of sure independence screening (SIS). Many methods possessing the sure screening property of 10 have been developed. Several of these strengthen the original statements of (weak) sure screening and establish that the newly proposed method in question has the strong sure screening property. See for example 20 , 11 , 18 , and 28 .
While there exists (including and beyond those previously mentioned above) an abundance of feature screening methods for marginal (main) effects in ultrahigh dimensional feature spaces,
[see for example 5 , 6 , 36 , 2 , 34 ], very few screening methods exist for determining interactions between features. Nevertheless, because the relationship between predictors and response is often more complex than can be captured by main effects alone, developing techniques for determining interactive effects between predictors is vital. Such procedures will allow us to better ascertain the interplay between covariates when modelling a response. Two existing methods for interaction featire screening that we will consider below are the iFORM method of 16 and the generalization of the PC-SIS method given by 18 . Additionally, we will herein propose a new and novel method for interaction screening of ultrahigh dimensional data. Unlike the aforementioned extant methods (the few that exist) for interaction screening, our method will not rely on the presence of marginal effects in order to determine interactions between covariates. Moreover, our method is computationally more cost effective than current methods, making the application of our proposed techniques to larger and larger data distinctively feasible.
The remainder of this paper is outlined as follows: In Section 2, we introduce some general notation for the models we will be discussing. Section 3 will detail our proposed interaction screening method, including statements on the theoretical properties for said method. This is followed by several numeric simulations in Section 4. Among many applications of interaction screening, perhaps the most prevalent is in genome-wide association studies (GWAS) for determining interactive (epistatic) effects between single nucleotide polymorphisms (SNPs). We too will demonstrate such an application in a real data analysis, also found in Section 4. In Section 5 we provide concluding remarks on our method and our findings. Finally, Section 6 contains the proofs of the theorems presented in Section 3.
Preliminaries
When we need to refer to a general subset of the covariate pairs (X j 1 , X j 2 ), we will use X S , where
is the set of covariate pairs we wish to discuss. Here × is the Cartesian product. As a matter of notation, we will let S refer to the model consisting of the covariate pairs found in S. Let
designate the full model, which contains all covariate pairs. Given some model S, we will let
The full model S F is of course trivially sufficient. We are ultimately interested only in finding the sufficient model with the fewest number of interaction pairs. We will call the smallest sufficient model (i.e. the sufficient model with the least number of pairs) the true model. Our aim overall is to determine an estimated model which contains the true model and is moreover the smallest such model to contain the true interaction features. The following section will outline the specifics of our proposed interaction screening approach for estimating the true model. As a matter of further notation, we will denote the true model by S T and an estimated model by S.
Interaction Screening using Joint Cumulants
The general form for the linear correlation between X j and Y is given by
where cov(X j , Y ) is the covariance of X j versus Y , σ j is the standard deviation of X j , and σ Y is the standard deviation of Y . This can be extended, as follows, to a generalized form admitting three, not two, random variables as arguments.
A Newly Proposed Interaction Feature Screening Method We propose a method for interaction screening of high and ultrahigh dimensional feature spaces. We call this new method JCIS, which stands for "Joint Cumulant Interaction Screening." The details of JCIS will be outlined below.
Herein we will be comparing our method to the iFOR method of 16 , as well as to the generalized PC-SIS method (which they leave unnamed, but we will call GPC) of 18 . Which method we compare JCIS to will depend on the data type of the response. GPC admits only categorical responses; iFORM admits only continuous responses. JCIS allows for either categorical or continuous responses, which in and of itself is salient.
Theoretical Background The multivariate analogue of the covariance function is the r-way joint cumulant of the random variables
For general references on cumulants, see for example 17 and 24 .
The three-way joint cumulant, written as κ 3 (·, ·, ·), between three random variables Y , X j 1 and X j 2 is given as follows:
Notice that κ 3 (·, ·, ·) is zero if any one of the variables is statistically independent from the other two. From this, we can write a generalized version of the Pearson correlation discussed above that allows for the screening of interaction between two covariates in relation to their effect on a response Y . Define R j 1 ,j 2 as follows:
The two-way cumulant κ 2 (·, ·) is just the covariance between two random variables (and thus the variance when both arguments are equal). The three-way cumulant is the generalization of the covariance.
Pairs of covariates are then ordered based on their pairwise selection score R j 1 ,j 2 . We can estimate R j 1 ,j 2 using the following formula:
Here X ij i refers to the ith observation of X j i and similarly Y i refers to the ith observation of Y . Also, X j i and Y refer to the standard estimates of the respective means of X j 1 , X j 2 and Y . The interactions with the largestR j 1 ,j 2 can then be selected as contributing the most to the response Y .
We form the estimated model S by choosing some cutoff c > 0. Methods for choosing such a c are varied [see for example 12 ] and will not be the focus of this paper. Define S as follows:
Designate the numerator of R j 1 ,j 2 by τ j 1 ,j 2 . We will show that τ j 1 ,j 2 is a consistent estimator of 
where the first term in the maximum selection is a bound on the standard deviation of Y and the second term is given by Popoviciu's inequality on variances. Here v 1 and v K represent the lowest and the highest levels (by chosen encoding) of any X j .
(C3) Joint cumulant association. Assume that R j 1 ,j 2 = 0 for any pair of indicies (j 1 , j 2 ) ∈ S T .
Define
Taking X j 1 and X j 2 as having the same support Ψ ⊆ R, we now assume there exists a positive constant ω min such that
This is an easy assumption to require the true features to satisfy and should be quite easy to achieve in a wide variety of reasonable situations.
(C4) Existence. It is to be assumed that R j 1 ,j 2 exists for all X j 1 and X j 2 pairs. That is, R j 1 ,j 2 < ∞.
We can now state the following theorems: 
(Weak Screening Consistency). Given that conditions (C1), (C2), and (C4) still hold, while removing from (C3) only the assumption of R j 1 ,j 2 = 0 for all (j 1 , j 2 ) / ∈ S T , there exists a positive constant c > 0 such that
(But P( S ⊆ S T ) may not converge to 1 as n approaches infinity).
The proofs of these two theorems are presented in Section 6.
Corollaries We can draw several corollaries from the proofs of Theorems 1 and 2 (see Section 6).
These results do not themselves directly deal with sure screening, but they nevertheless allow us to make observations pertaining to the underlying mechanics of JCIS.
Corollary 3.3. In the initial step of the proofs of Theorems 1 and 2, it will be shown that there exists a value R min such that for any pair (j 1 , j 2 ) ∈ S T , we have R j 1 ,j 2 > R min .
Corollary 3.4. From the end of
Step 2 in the proofs of Theorems 1 and 2, we will conclude that R j 1 ,j 2 converges uniformly in probability to R j 1 ,j 2 . In other words,
Comments on Choosing a Sufficient Cutoff Although we will show (in the proof of Theorem 1) that a constant c exists such that
converges with probability 1 to S T , we have skirted around discussing any methods for actually determining such a cutoff. Equivalent to finding a cutoff c, we can determine a positive integer d 0 such that if we let
then S converges with probability 1 to S T .
In the case of screening for main effects, 18 present a possible approach for determining an estimate for such a d 0 using the ratio of adjacent (when ordered from greatest to least) screening statistics. In that same paper, the authors also tacitly suggest that such an approach can be used in interaction screening. However, they leave the entirety of the details effectively all to the reader.
This makes it rather challenging in some regards to confidently implement their approach in the way they intend. One reasonable interpretation may be as follows:
• First order all of the R j 1 ,j 2 values from greatest to least. Represent by R (j) the j th largest R value by this ordering, with j ranging from 1 to p(p − 1)/2 (there being
pairs of covariates under consideration here).
• Letd
• The numberd can now be taken as a cutoff to use for the number of covariate pairs to retain in S.
This estimation comes from the fact that if j = d 0 , then
Hence it then follows that
It should be noted that implementing this approach in practice can be challenging, since care must be taken to not select covariates associated with a minuscule R value, yet which simultaneously has a excessively large ratio between it and the next smallest R value. For further discussion on this topic, see 28 .
Simulations and Empirical Data Analysis
We performed four simulations on artificially generated data to empirically validate our theoretical results. Each of these simulations, as well as the associated results, are summarized below. We also performed an analysis on an empirical data set relating to polycystic ovary syndrome (PCOS) from the NCBI databases.
Simulation 1 In this simulation, we will be observing 200 samples (n = 200) of 1000 covaraiates (p = 1000). Of these p-many covariates, only the interaction between X 1 and X 2 will be consid-ered to have meaningful contribution to the outcome Y . We will run 100 replications and report the average (mean) ranking and the median ranking of the interaction between X 1 and X 2 as it relates to association with Y . The test data is the same for both JCIS and the GPC method of 18 .
We generate all X j randomly from the set {0, 1}, with each outcome being equally likely.
We then let
This will mean that Y depends on only the interaction between X 1 and X 2 . Note that we omit any main effects to exhibit the robustness of JCIS even in the absence of main effects on the response.
The results for Simulation 1 are summarized in Table 1 below.
Note that GPC fails prodigiously to establish the importance of the interaction between X 1 and X 2 on the response Y . Both the average and the median rankings of (X 1 , X 2 ) by GPC are much too large for GPC to be considered a reliable feature screening approach in this case. On the other hand, our JCIS method accurately ranks (X 1 , X 2 ) as being the most important interaction in relation to the response in each of the 100 replicates.
Simulation 2 This simulation closely resembles the interaction simulation found in 18 . Here, we assume that Y only has two levels. We also retain the assumption in the aforementioned simulation of 18 that each X j is binary. It should be noted that, while GPC performs admirably in the original simulation, that simulation is dependent on first identifying a small set of relevant main effects, something that we do not do here. This demonstrates one marked benefit of JCIS over GPC: no predetermined set of predictors is required to obtain accurate results. This holds true whether important causative main effects exist or not.
We will be observing 200 samples (n = 200) of 1000 covariates (p = 1000). First, we generate a response vector Y , where Y = 0 or Y = 1 and P(Y i = 1) = 0.75. Next, we generate X ij ∈ {0, 1} for j = 1, 3, 5, 7 as follows:
where θ kj is given in Table 2 .
• Given Y i and X i,2m−1 (for m = 1, 2, 3, 4), we generate X i,2m ∈ {0, 1} using the following probabilities:
where I(·) is the standard indicator function.
• For all remaining covariates (i.e. X j for j > 8), randomly sample the set {0, 1} with θ kj = 0.5.
Overall, the causative interactive effects will be (X 1 , X 2 ), (X 3 , X 4 ), (X 5 , X 6 ), and (X 7 , X 8 ). The test data is the same for both JCIS and GPC. We will run 100 replications and report the average (mean) ranking and the median ranking of each these interactions as they relate to association with Y . The results of Simulation 2 are given in 3 below. Median Rank of (X 1 , X 2 ) 1 1306
[h] Median Rank of (X 1 , X 2 ) 2 534
Mean Rank of (X 3 , X 4 ) 3.53 2365.05
Median Rank of (X 3 , X 4 ) 3 42.5
Mean Rank of (X 5 , X 6 ) 4.65 936.65
Median Rank of (X 5 , X 6 ) 4 16.5
Mean Rank of (X 7 , X 8 ) 2.33 6563.83
Median Rank of (X 7 , X 8 ) 2 1083.5
Since it is obviously impossible for every causative interaction to be consistently ranked as the absolute top interaction, any method placing each true interaction on average in the top four or so causative interactions can easily be said to be producing accurate results. However, as has been mentioned previously, we see here the unfortunate over-reliance of GPC on first establishing a small set of relevant main effects in order to produce a dependable set of causative interactions.
The average ranking of each causative interaction by GPC does not lend to confidence in being able to select via GPC the true interactions with any degree of consistency. Although the median rank of each interaction by GPC is better (and even decent in the case of (X 5 , X 6 )) than the average respective rank by GPC, the reliability of the method is, on the whole, questionable.
Simulation 3 Simulation 3 is similar in form to Simulation 1. However, we now will test the ability of JCIS to screen for interactions when the covariates are continuous. We will be observing 200 samples (n = 200) of 1000 covariates (p = 1000). Of these p-many covariates, only the interaction between X 1 and X 2 and the interaction between X 3 and X 4 will be considered to have meaningful contribution to the outcome Y .
We generate all X j randomly based on repeated random samples of the normal distribution with mean 0 and standard deviation 2:
Note that this simulation will also be testing the ability of JCIS to correctly locate multiple two-way interactions having an effect on the response. We will report the percentage of replicates (out of 100) where the interactions (X 1 , X 2 ) and (X 3 , X 4 ) are individually within the top five interactions detected, as well as the percentage of time that both (X 1 , X 2 ) and (X 3 , X 4 ) are simultaneously within the top five interactions detected.
The test data is the same for both JCIS and the iFORM method of 16 . The results of Simulation 3 are detailed in Table 4 .
Here an interaction is considered to be "important" if it is ranked in the top five most relevant interactions by the screening method in question. These results show the remarkable difference between JCIS and iFORM in being able to determine interactive effects in the event that no main effects are prevalent in the data. This demonstrates one larger limitation of iFORM in that it requires the existence of main effects between covariates in order to find any meaningful interactive effects. This is especially important when one wants to screen for interactions in genetic data, where gene SNPs with weak marginal effects can have stronger interactive effects on the response.
For further discussion on this, see e.g. 23 and 31 .
Simulation 4 In this simulation we will test the ability of JCIS versus iFORM in successfully screening two interactive features in the presence of individual main effects among those covariates forming the interactive effects. This is done in order to show that even when strong marginal effects are present, JCIS can outperform iFORM in determining the true interactions. We examine 100 observations (n = 100) of 500 covariates (p = 500) over 100 replications. Let X follow the multivariate normal distribution with mean vector 0 and cov(X j 1 , X j 2 ) = 0.1
We will apply JCIS and iFORM to screen for the true interactions (X 1 , X 3 ) and (X 6 , X 10 ).
The results of Simulation 4 are given in Table 5 .
Here an interaction is considered to be "important" if it is ranked in the top five most relevant interactions by the screening method in question. Note that even when marginal effects are included in the generation of the response, iFORM still struggles to accurately and consistently detect the true interactive effects. Note that JCIS, on the other hand, accurately detects at least one of the two true interactions in every replication, and detects both true interactions in 84 of the 100 replications.
Final Comments on Simulation Results
An overall issue that arises in interaction feature screening is the reliance of extant methods on a predetermined set of marginally important predictors.
Simulations 1 and 3 demonstrate this shortcoming in even very simple cases. The first and third simulations lead us to believe that, in the absence of strong main effects, JCIS is a much superior method to GPC and iFORM.
Simulations 2 and 4 add main effects to the simulation data model. However, even with the presence of main effects, both GPC and iFORM do not produce competent or reliable results.
Again, as with the first and third simulations, JCIS performs admirably. Our specific aim is to identify SNPs which most strongly interact with one another in determining PCOS affection status.
Stage 1 analysis
In the first stage of our interaction feature screening, we apply JCIS to all pairwise combinations of SNPs coming from the same chromosome. All 23 homo sapien chromosomes were used. As is common with such data sets, we removed all SNPs with less than a 95% call rate, as well as all SNPs with a minor allele frequency less than 10%. [See 1 , 19 , 26 ]. All of the analysis in this stage was performed on the cluster machine centered at the Center for High Performance Computing at the University of Utah. After recording a R j 1 ,j 2 value for all possible within-chromosome pairs, we ordered the SNP pairs from largest to smallest R j 1 ,j 2 value. To ensure that all important SNP pairs are selected after the first stage, we keep all SNPS associated with the n = 4099 largest values of R j 1 ,j 2 . We then proceed to Stage 2 of the real data analysis.
It should here be noted that while an exhaustive search among all pairs of SNPs (including between-chromosome pairings) can be done, preliminary results on all possible betweenchromosome pairs of SNPs from chromosomes 11 through 23 indicated that approximately 300,000
within-chromosome SNP pairings (SNP pairs coming from the same chromosome) had a stronger interactive effect on PCOS status than even the top ranked between-chromosome SNP pair. Further examination as to why this is could be pursued at a later date.
Stage 2 analysis
We now turn our attention to a more in depth analysis using multifactor dimensionality reduction (MDR) on a small set of the SNPs comprising SNP pairs having the largest values of R j 1 ,j 2 . MDR is a model-free and nonparametric approach first introduced in 29 that can be used to identify highorder SNP-SNP interactions, even in the absence of independent main effects of the gene SNPs on the outcome. Ideally, we would like to select a set of SNPs associated with the n largest R In order to select a reasonably small set of SNPs to consider (approximately 100 candidate SNPs), we can project onto the position of SNP j 1 the top 10,000 R j 1 ,j 2 values, then look for a cutoff value for which most of the SNPs lie below. We only plot the top 10,000 R j 1 ,j 2 values due to computational limitations in plotting a larger set of values. Approximately 99% of the R j 1 ,j 2 values are less than 0.1. This tells us that the vast majority of SNP pairs can be omitted as having little to no effect on PCOS status. The top 10,000 SNPs still easily provide a set of SNPs encompassing the overall patterns of the R j 1 ,j 2 values. Figure 1 shows the top 10,000 R j 1 ,j 2 values versus the associated position of SNP j 1 . We will look for a cutoff value for which (approximately) less than 100 R j 1 ,j 2 values lie above. Based on the plot in Figure 1 , we select a cutoff of R j 1 ,j 2 = 0.865. This yields a computationally feasible set of 85 SNPs for our candidate set for MDR.
Because our case to control ratio is unbalance (i.e. not equal to 1), we will use balanced accuracy (BA) as the evaluation measure of our MDR results. The BA can be defined as follows: A further consideration that must be made in regards to the unbalanced ratio of case to control PCOS instances is that of choosing a threshold T at which to classify subjects as high or low risk for PCOS based on their genotype combination among the SNPs selected by MDR. While traditional approaches tacitly assume a priori balance of the case to control ratio (either by design or by over/undersampling of the case/control observations), and take T = 1 as the threshold, more robust implementations of MDR allow for an adjusted threshold T adj , where T adj is the case to control ratio. This use of the adjusted threshold is seen commonly in the MDR literature [e.g. Using an implementation of MDR in Java from the researchers at www.epistasis.org (see also 25 and 14 , both of which recommend this implementation), we obtained the following two, three, four, and five-loci results. Table 6 contains the 10-fold cross validated accuracies (BA-wise) for each model.
• Two-loci model: rs1423304, rs1024216.
• Three-loci model: rs1002424, rs1423304, rs1024216.
• Four-loci model: rs1002424, rs1024216, rs657718, rs4745466.
• Five-loci model: rs1002424, rs1423304, rs1024216, rs657718, rs4745466.
All models found via this MDR implementation employ the ensemble of BA to test model accuracy, 10-fold cross validation to prevent overfitting, and the adjusted threshold outlined by 32 .
Higher order models can also be found, however, with greater balanced accuracy comes an exponentially increasing computational cost. The plots given in Figures 2 and 3 show the classification of geneotype combinations in the two-and three-loci models as either high or low risk for PCOS.
Higher order models exceed the limitations of succinct plotting and are omitted. Our proposed method also has the strong sure screening consistency property, meaning that even as the number of covariates increases exponentially with respect to sample size, JCIS prevails in discovering the exact set of relevant features with probability approaching one. This property has become the benchmark theoretical property for feature screening methods. The proofs pertaining to strong sure screening of JCIS are presented in Section 6 found below.
Via a real data analysis on an empirical data set relating to polycystic ovary syndrome (PCOS) from the NCBI databases, we demonstrated the ability of our method to be applied to extremely large real life data sets such as those found in genetics. In terms of number of covariate pairs in question, as well as the number of observations considered, the real data set we examine is (by conservative estimates) about 2800 times larger than the data sets examined in similar papers [e.g. the inbred mouse microarray gene expression dataset found in 16 ]. In turn, this means that the computational considerations necessary for our PCOS data were, until now, unseen in the setting of interaction feature screening. As both data dimension and computational power continue to grow, we feel confident that JCIS will remain a salient approach for analyzing two-way interactions in ultrahigh (and beyond) dimensional data sets.
Proofs of Theoretical Results
Here we present in full the proofs for Theorems 3.1 and 3.2. Before proceeding into the proofs, we will establish a lemma which employs the Continuous Mapping Theorem [see 22 ].
Prefacing Lemmas and a Definition
The following lemmas will assist in the proof of our main theorems on strong sure screening. 
is a consistent estimator of R j 1 ,j 2 .
Proof. The proof of this lemma follows easily from a direct application of the Continuous Mapping
Theorem paired with a straight forward generalization of the very similar proof found in 28 .
Classical results
It is a classical result thatσ
is a biased, yet consistent, estimator of the standard deviation of X j 1 . Similar statements can of course be made forσ j 2 andσ Y .
The following definition introduces some necessary concepts from the field of set topology.
For readers interested in further background on this topic, we suggest the texts 3 and 21 . Proof. Assume that f is summable. Let
Define the following sets for each n ∈ N:
We then have the following chain of inequalities for any n ∈ N:
where |S n | denotes the cardinality of S n . Note that by necessity |S n | ≤ ∞, as otherwise we would have that d∈D f (d) = M = ∞ and f would not be summable.
All told, we can say that M n ≥ |S n |, implying that for every n ∈ N, S n is finite. Thus
is a countable union of finite sets, the result of which must necessarily be countable.
Corollary 6.4. Lemma 6.3 means that, when f : D → R is summable, there exists a countable set
We can now proceed into the proofs of our main theorems on sure screening.
Proofs of Theorems 3.1 and 3.2 The proof of these two theorems is accomplished in three steps:
1. We first show that a positive lower bound R min exists for all R j 1 ,j 2 with (j 1 , j 2 ) ∈ S T . In other words, we will show the following:
2. This is followed by our showing that R j 1 ,j 2 is a uniformly consistent estimator of R j 1 ,j 2 for each 1 ≤ j 1 < j 2 ≤ p. This will effectually consist of showing thatτ j 1 ,j 2 is a consistent estimator of κ 3 (X j 1 , X j 2 , Y ), since the standard deviation estimators in the denominator of R j 1 ,j 2 are already well established consistent estimators of the standard deviations of X j 1 , X j 2 , and Y .
3. We finally show that there exists a constant c > 0 such that
Weak consistency is shown as a natural subcase of this, which will establish Theorem 3.2.
Step 1
We previously defined the following in Subsection 2:
Taking any fixed X j 1 and X j 2 , let f : R 3 → R be defined by
Clearly R 3 is a directed set under the routine product direction. Furthermore, if we use f to define the net h as in Definition 6.2, then the limit of h is R j 1 ,j 2 . Since by Condition (C4) R j 1 ,j 2 is finite for all X j 1 and X j 2 pairs, then this in turn implies that f is a summable function. We have thus satisfied the conditions of Corollary 6.4, which means that there is some countable set
Hence, for (j 1 , j 2 ) ∈ S T ,
This establishes a positive lower bound on R j 1 ,j 2 for all (j 1 , j 2 ) ∈ S T , completing Step 1. Corollary 3.3 is also established by this step.
Step 2
We now apply the weak law of large numbers to show that R j 1 ,j 2 is a (uniformly) consistent estimator of R j 1 ,j 2 . This will consist of showing thatτ j 1 ,j 2 is a consistent estimator of κ 3 (X j 1 , X j 2 , Y ), since the denominator of R j 1 ,j 2 is comprised of the routine (and, importantly here, consistent) estimators of σ j 1 , σ j 2 and σ Y . As it can be show using the Mann-Wald Theorem that the quotient of consistent estimators is itself a consistent estimator, our aforementioned work withτ j 1 ,j 2 will suffice. This is reflected in the statement of Lemma 6.1.
By a slight rearrangement of the numerator in the definition of R j 1 ,j 2 , we can obtain
We now can explicitly expand the product of binomials in (1) to obtain
− E(X j 1 X j 2 )EY + 2EY EX j 1 EX j 2 = κ 3 (X j 1 , X j 2 , Y ).
So indeedτ j 1 ,j 2 is a consistent estimator of κ 3 (X j 1 , X j 2 , Y ). Furthermore, this shows, by Lemma 6.1, that R j 1 ,j 2 is a consistent estimator of R j 1 ,j 2 .
We will now show that such consistency is also uniform. Since R j 1 ,j 2 is consistent as an estimator of R j 1 ,j 2 , we know that for any 1 ≤ j 1 < j 2 ≤ p and any ε > 0, P(| R j 1 ,j 2 − R j 1 ,j 2 | > ε) → 0 as n → ∞.
Let
(J 1 , J 2 ) = argmax 1≤j 1 <j 2 ≤p | R j 1 ,j 2 − R j 1 ,j 2 |.
Then, since (J 1 , J 2 ) ∈ {1, 2, . . . , p} × {1, 2, . . . , p}, we know that
for any ε > 0. In other words, we have that P max 1≤j 1 <j 2 ≤p | R j 1 ,j 2 − R j 1 ,j 2 | > ε → 0 as n → ∞ for any ε > 0. This shows that R j 1 ,j 2 is a uniformly consistent estimator of R j 1 ,j 2 , completing Step 2. This also establishes Corollary 3.4.
Step 3
In
Step 1 we defined From this we know that P(S T ⊇ S) → 1 as n → ∞.
We can now conclude that for c = (2/3)R min , we have P(S T = S) → 1 as n → ∞, completing the proof.
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