Research on flow analysis and optimization of logic programs typically assumes that the programs being analyzed are static, i.e. any code that can be executed at runtime is available for analysis at compile time. This assumption may not hold for ''real'' programs, which can contain dynamic goals of the form call(X), where X is a variable at compile time, or where predicates may be modified via features like assert and retract. In such contexts, a compiler must be able to take the effects of such dynamic constructs into account in order to perform nontrivial flow analyses that can be guaranteed to be sound. This paper outlines how this may be done for certain kinds of dynamic programs. Our techniques allow analysis and optimization techniques that have been developed for static programs to be extended to a large class of ''well-behaved'' dynamic programs.
Introduction
There has been a considerable amount of research on static analysis of logic programs (e.g. see [1, 2, [5] [6] [7] [9] [10] [11] ). All of this research, however, has concerned itself with programs that are static, i.e. where the entire program is available for inspection at compile time. It has been assumed that programs fragments are not created ''on the fly'' and executed. While such an assumption is adequate for a large class of logic programs, there are many cases where program fragments are created and executed dynamically.
There are two ways in which this can happen: a goal may be constructed dynamically and executed, e.g. via literals of the form call(X) or not(X), where X is a variable in the program; or, the program itself may be modified dynamically, e.g. through language features like Prolog's assert. Researchers investigating flow analyses of logic programs have typically assumed that programs do not display this sort of dynamic behavior. As a result, analyses that have been proposed to date either fail to be sound for a large class of programs, or fail to give any meaningful information about their runtime behavior.
This seems an undesirable state of affairs, because very often, the effects of dynamic program modifications, e.g. via assert, tend to be quite localized. It should be possible, at the very least, to isolate portions of the program that may be affected by dynamic constructs. The remainder of the program can then be analyzed and optimized as before. This paper takes a first step in this direction by outlining how some dynamic logic programs can be analyzed statically to isolate ''well-behaved'' portions, for which static analyses using conventional flow analysis techniques can be guaranteed to be sound even in the presence of dynamic program constructs.
It is assumed that the reader is acquainted with the basic concepts of logic programming. The remainder of this paper is organized as follows: Section 2 discusses preliminary concepts, and introduces some of the terminology used in the paper. Section 3 discusses conditions under which predicates can be guaranteed to be unaffected by dynamic program updates. Section 4 considers a class of programs, called clauses. We adhere to the syntax of Edinburgh Prolog [3] and write clauses in the form p :− q 1 , . . ., q n . which can be read as ''p if q 1 and . . . and q n '', where the conjunction of literals in the body of the clause is represented using the connective ','. The names of variables begin with upper case letters, while the names of function and predicate symbols begin with lower case letters. A program consists of a finite set of predicate definitions. We assume throughout this paper that with each program is associated a class of queries that may be asked of it; this essentially specifies what the exported predicates are, and how they may be called. It is assumed that the only calls arising in a program are those resulting from the execution of queries from this class.
It is assumed that the only primitives that can modify a program at runtime are assert and retract.
When a goal assert(C)
is executed, the term that C is instantiated to, interpreted as a clause, is added to the clauses of the program. The position of the added clause relative to the other clauses is not specified. When a goal
retract(C)
is executed, one of the clauses in the program that matches C is deleted from the program. In each case, the argument C must be instantiated to a nonvariable term that can be interpreted as a clause, i.e. the predicate symbol of each literal must be defined. Finally, when a goal call (G) cases, however, such programs, even though they may be dynamic, tend to be largely unaffected by the dynamic constructs, which tend to be ''well-behaved'' and localized. As where the predicates have their intuitive meanings. The predicate code_gen/2 might need to generate new integers, e.g. for numbering variables as it is processing them, or for creating new labels. One possibility is to obtain these integers through a gensym utility:
assert($gensymcount(N)).
The only predicate being asserted into is $gensymcount/1. Suppose that neither preprocess/2 nor any of the predicates it calls ever refers to $gensymcount/1. Then, it is clear that whether or not any clauses are asserted for $gensymcount/1 cannot affect the success or failure of any call to any of the predicates called by preprocess/2.
It is desirable, in such cases, to isolate those portions of the program that are unaffected by dynamic constructs, and proceed with the analysis and optimization of these portions as before. This paper considers some simple classes of ''well-behaved'' dynamic logic programs, and describe procedures for identifying portions of such programs that are not affected by runtime changes. The following terminology is convenient in the discussion that follows:
A predicate p occurs positively in a goal G if either G is of the form ''q 1 , ..., q k , ..., q n '' where the predicate symbol of the literal q k is p, or if G is of the form ''q 1 , ..., not( G ¢ ), ..., q n '' and p occurs negatively in G ¢ .
A predicate p occurs negatively in a goal G if G is of the form ''q 1 , ..., not( G ¢ ), ..., q n '' and p occurs positively in G ¢ .
Note that a predicate may occur both positively and negatively in the same goal.
Definition [ dependence ]:
A predicate p is s-dependent on a predicate q in a program if q occurs positively in the body of a clause for p; p is f-dependent on q if q occurs negatively in the body of a clause for p. If a predicate p is s-dependent or f-dependent on a predicate q, then p is dependent on q.
If a predicate p is s-dependent on a predicate q, then the success of p depends on the success of q; if p is f-dependent on q, then the success of p depends on the failure of q. In general, it is possible for a predicate to be both s-dependent and f-dependent on another predicate, as is evident from the following:
Definition [ reachability ]:
A predicate q is s-reachable from a predicate p if either (i) p is s-dependent on q; or (ii) there is a predicate r such that p is s-dependent on r and q is s-reachable from r; or (iii) there is a predicate r such that p is f-dependent on r and q is f-reachable from r.
A predicate q is f-reachable from a predicate p in a program if either (i) p is f-dependent on q; or (ii) there is a predicate r such that p is f-dependent on r and q is s-reachable from r; or (iii) there is a predicate r such that p is s-dependent on r and q is f-reachable from r.
If a predicate p is s-reachable or f-reachable from a predicate q, then p is reachable from q.
Thus, ''reachability'' can be thought of as a sort of transitive closure of ''dependence''. If a predicate q is s-reachable from a predicate p, then the success of p depends on the success of q; if q is f-reachable from p, then the success of p depends on the failure of q. As in the case of dependence, a predicate may be both s-reachable and f-reachable from another predicate.
Definition:
A predicate is said to be assertive if assert is reachable from it, and retractive if retract is reachable from it. If an assertive predicate only asserts facts, it is said to be unit-assertive.
A predicate that is assertive or retractive is also said to be modifying.
If the predicate symbol of a clause being asserted (retracted) is p, then p is said to be asserted into (retracted from).
A predicate is assertable if it can be asserted into, and retractable if it can be retracted from.
A predicate that is assertable or retractable is also said to be modifiable.
Static Predicates
Conceptually, there are two components to the analysis of a dynamic program. In the presence of dynamic constructs, it is necessary to determine, first, what goals can be executed at runtime; and second, what the effects of such executions can be on the program. Accordingly, the analysis consists of two relatively independent phases: the program is first examined to determine which predicates may be called from dynamic goals, asserted into, or retracted from. After this, the program is examined to determine how far the effects of such dynamic constructs may extend. Especially important, in this context, is the estimation of the effects of dynamic program updates via assert/1 and retract/1. 
Simple Programs
As mentioned earlier, the essence of our approach is to determine which predicates may be modified in a program, and how far the effects of such modifications might extend. In some systems, e.g. Quintus Prolog [12] , compiled predicates that are modifiable have to be declared by the user as ''dynamic''. This can provide a crude approximation to the sets of assertable and retractable predicates, and has the merit that it involves practically no analysis of the program. However, it can be overly conservative, because not every dynamic predicate need necessarily be both assertable and retractable. As noted in the previous section, it may be possible to ignore the modifiability of some predicates depending on the kinds of analysis that are of interest. However, it is not possible to distinguish between assertable and retractable predicates using only dynamic declarations. Moreover, some systems, e.g. SB-Prolog [4] , do not require modifiable compiled predicates to be so declared beforehand by the user, and for such systems it is not possible to rely on dynamic declarations to estimate the set of modifiable predicates. It is possible that a more fine-grained system of declarations could aid, and possibly replace, the type of analysis described here; however, it seems neither reasonable nor desirable to require programmers to produce and maintain declarations that are both sound and precise, especially for nontrivial programs.
In the simplest case, for every literal ''assert(T)'' and ''retract(T)'' occurring in the program, the predicate symbol of each literal in T (interpreted as a clause) can be determined simply by inspection, without further analysis. Such programs are referred to as simple:
(1) it is of the form q(T ), and q is not :−/2; or (2) it is of the form 'q 0 (T 0 ) :− q 1 (T 1 ), . . ., q n (T n )', i.e. each of the symbols q i , 0 ≤ i ≤ n, is determined;
and if any of the q j , 1 ≤ j ≤ n, is assert, retract, not or call, then the corresponding argument T j is fully determined. Example: The program
Definition
is simple. However, the program
is not, because the argument to retract in the clause for r/2 is not fully determined.
For simple programs, the determination of static predicates is straightforward. Consider a program P. in P, then q 0 is assertable; and similarly for retract. If, for any literal for assert, call or not in P, any literal in the body of its argument has the predicate symbol assert, retract, not or call, then its arguments are processed recursively as described above.
Next, the program P is used to compute an augmented program P*, whose purpose is to allow the estimation of the reachability and ''downstream from'' relations between predicates that can exist at runtime, in the presence of dynamic program changes. P* is obtained as follows: initially, P* is the same as P. The following rules are then applied until there is no change to P*:
(1) If there is a clause C in P* of the form
then delete C from P* and add the clauses
Let the new clause for q be C q . Copies of C q are made as necessary, so that for each clause C ¢ q for q (including C ¢ q = C q ), C q precedes C ¢ q , and C ¢ q precedes C q , in the clause evaluation order. This is necessary because we do not know the relative position, within the clauses for q, where the asserted clause may be added. Notice that only two copies of C q need be added: one that precedes all the other clauses for q, and one that is preceded by all the others. The case C q = C ¢ q is included because the literal for assert in the clause C may be called more than once at runtime, resulting in multiple instances of C q being asserted. That the augmented program can always be computed follows from the fact that the arguments to assert, call and not are fully determined in a simple program. Since the total number of occurrences of assert, call and not decreases by at least one at each application of these rules, the rewriting of P* is guaranteed to terminate. The reachability relations that can exist between predicates at runtime, in the presence of dynamic updates, is captured by reachability relations computed from P*: Proposition 4.1: Let P be a simple program. If p is reachable from q during the execution of P, then p is reachable from q in P*. If p is downstream from q during the execution of P, then p is downstream from q in P*. | _ _ | It should be emphasized that the augmented program P* is used only to estimate the reachability and downstream relations that might exist at runtime because of dynamic updates: no dataflow analysis is performed on P* itself. This accounts for the treatment of not in rule (3) above. It also explains why asserts are taken into account but retracts are not.
Example: Consider the program P, consisting of the clauses p(X, Y) :− s(X, Z), not(assert((q(Z) :− call(not(assert(r(Z, X) :− q(X))))))). q(a).
The augmented program P* is computed as follows: let the clauses in P* at iteration i be written as P i *.
Then, we have the following:
q(a). q(Z) :− assert(r(Z, X) :− q(X)). P 4 *: p(X, Y) :− s(X, Z). q(Z). q(a). q(Z). r(Z, X) :− q(X). r(Z, X) :− q(X).
P 4 * is the final augmented program.
Once the program has been processed as above, and the sets of assertable and retractable predicates, together with the reachability and downstream relations in the augmented program P* have been determined, the static predicates in the program can be identified in a straightforward way using Theorem 3.1.
Returning to the example from Section 2, consider the predicate
where the only modifiable predicate is $gensymcount/1, which is reachable only from code_gen/2. The only calls to assert/1 and retract/1 are from the gensym predicate, defined as
retract($gensymcount(M)), assert($gensymcount(N)).
It can be seen that the arguments to assert/1 and retract/1 are fully defined, so that the program is simple.
Assume that none of the program predicates reachable from preprocess/2 are also reachable from code_ gen/2 or assemble/2. Then, the predicate preprocess/2, and all the predicates reachable from it, are static.
Stable Programs
In general, programs may not always be simple, and the straightforward treatment described in the previous section may not apply. This section considers the problem of flow analysis for programs where dynamic updates satisfy an independence criterion. Such programs are referred to as ''stable''. First, the notion of stability is defined and a simple syntactic sufficient condition given for it. This is followed by a discussion of how such programs may be analyzed at compile time. Initially we consider stable programs that are unit-assertive, i.e. assert only facts; this restriction is later relaxed. When considering this class of programs, it is assumed that if a program contains the read predicate, then no function symbol in any term read in matches any of the predicate symbols in the program. If the implementation does not provide some sort of module facility, this restriction must be enforced by the user.
Stability
The task of predicting, at compile time, the behavior of programs that can assert or retract arbitrary clauses can be extremely difficult. It is therefore necessary to make some assumptions regarding the ''well-behavedness'' of dynamic programs. The issue is whether or not a call to assert or retract at runtime can modify a program in a way that creates opportunities for further calls to assert or retract, and thereby further changes to the program, that had been absent earlier: in other words, whether or not a change to a program is dependent on another change. Programs where changes are independent are said to be stable.
Independence of program modifications is captured by the notion of stability: Definition [ stability ]: A program P 0 is stable if, whenever there are calls C 0 , C 1 , modifications M 0 , M 1 and programs P 1 , P 2 such that P 0 → C 0 ,M 0 P 1 and P 1 → C 1 ,M 1 P 2 , there exists a program P ¢ 1 such that P 0
The requirement for program stability may be represented pictorially as in Figure 1 . Modifications are independent in a stable program, in the following sense: if a call C 0 in a program P 0 can result in modification M 0 and yield a program P 1 , such that another call C 1 in P 1 can result in modification M 1 and yield the program P 2 , then the call C 1 in P 0 would also result in modification M 1 ; and if the resulting program were P ¢ 1 , then the call C 0 in P ¢ 1 would still result in modification M 0 and yield the program P 2 . In this case, it is clear that the modification M 1 does not depend on the modification M 0 .
Example: Consider the program P 0 , defined by the clauses
r(r(_)).
The call 'p(U, V)', with U and V uninstantiated, succeeds in P 0 and yields the program P 1 : 
q(V) :− retract(r(W)). r(r(_)).
Now consider the call 'q(0)': it succeeds in P 1 and results in the deletion of the clause 'r(r(_ ))'. However, it fails immediately in P 0 . The program P 0 is therefore not stable.
If an assertive predicate in a program can assert a clause whose body contains a literal p( ... ), and p is a modifying predicate, then the program is said to be fluid. An obvious situation where a program is unstable is when it is fluid, as in the above example. Our experience indicates, however, that fluid programs are rare in practice.
There is another situation where a modification to the program at runtime can open up avenues for further changes to the program. Consider, for example, the following program: 
p(X) :− retract( r(0) ).

q(X) :− not(r(0)), assert( q(X) ), assert( s(f(X)) ). r(0).
Initially, calls to q/1 fail because of the negated goal in the body of its clause. However, as soon as p/1 is called, the clause for r/1 is retracted. Subsequent calls to q/1 may now succeed, resulting in further changes to the program. In this case, the problem arises because there is a retractable predicate r that is f-reachable from a modifying predicate q.
If the criterion for the well-behavedness of programs is that runtime program modifications be independent, i.e. that no runtime modification should open up new avenues for further changes to the program via assert or retract, then it suffices to exclude the above cases:
Theorem 5.1: A program is stable if (i) it is not fluid;
(ii) there is no assertable predicate in the program that is s-reachable from a modifying predicate; and (iii) there is no retractable predicate in the program that is f-reachable from a modifying predicate.
Proof:
We sketch the outline for the proof. There are basically two ways in which program modifications can fail to be independent: (i) an asserted clause can contain, in its body, a literal that, when called, eventually calls assert or retract; and (ii) the asserted or retracted clause permits another call 'p(T )' to succeed that would have failed otherwise, and that then results in a call to assert or retract. In the first case, the program is fluid. In the second case, let the predicate asserted into or retracted from be q. Then, there are two possibilities: the call 'p(T )' can succeed after the modification to the program either because a call to q now succeeds that had failed earlier, or because a call to q now fails that had succeeded earlier.
In the first case, it must be that q is s-reachable from p and was asserted into, while in the second case it must be that q is f-reachable from p and was retracted from (assuming the usual finite failure semantics for negation). Thus, if these cases are excluded then the program must be stable. |
_ _ |
This theorem can be strengthened somewhat, since from the argument above, if an assertable predicate p in a program is s-reachable from a modifying predicate q, then in order that the program be unstable, it is necessary that assert or retract be downstream from p, and similarly for the retractable case.
For example, the program
p(X) :− assert( r(0)
).
q(X) :− r(X), assert( q(X) ), assert( r(f(X)) ). is unstable, but the program p(X) :− assert( r(0) ).
q(X) :− assert( q(X) ), assert( r(f(X)) ), r(X).
is not.
It should be pointed out that programs can be stable but not simple (if the argument of an assert or retract is not fully determined). Similarly, programs can be simple but not stable (e.g. if it is fluid).
Thus, the two classes of programs are not directly comparable.
The reason for considering stable programs is that, when analyzing the program to estimate the effects of dynamic program modifications through assert and retract, it is necessary to guarantee that every execution path that can exist at runtime has been taken into account during analysis. This can be difficult if a runtime modification can open up execution paths that can then cause further modifications that would not have been possible earlier, i.e. if the program is not stable. For example, if a predicate is undefined in a program at the time of analysis, flow information cannot be usefully propagated across literals for it. In order that the analysis be sound, it is necessary to guarantee, therefore, that execution cannot succeed past such literals at runtime either, e.g. by having the predicate become defined via assert.
It is for this reason that we impose additional restrictions on the reachability relation between predicates and require programs to be stable.
Analysis of Unit-Assertive Stable Programs
We first restrict our attention to unit-assertive stable programs, i.e. stable programs that assert only facts (this restriction is relaxed later). A unit-assertive program cannot be fluid, so it suffices to enforce the second and third constraints from Theorem 5.1. To simplify the discussion that follows, we also assume that if the program contains literals for call/1 and not/1, then the arguments to such literals are fully determined. This restriction is relaxed in Section 6.
The Analysis Procedure
Given the restriction that arguments of call/1 and not are fully determined, it is easy to determine which predicates in the program are modifying. The analysis proceeds as follows: first, the sets of terms each assert and retract in the program can be called with are determined. From this, the sets of modifiable predicates are determined, and also whether or not the program is unit-assertive. The stability of the program is ascertained by determining the reachability of assertable and retractable predicates from modifying predicates. Finally, reachability and downstream relations are used to identify the static predicates in the program.
The key to the analysis lies in being able to obtain a sound approximation to the set of terms that may be asserted or retracted when the program under analysis is executed. In other words, it is necessary to obtain the calling types of the primitives assert and retract in that program, where the calling type of a predicate describes the terms it can be called with. For simplicity of exposition, a very simple (and crude) algorithm for the inference of calling types is outlined below; more sophisticated and precise type inference algorithms can be used to improve the precision of the analysis.
The analysis tries to determine the principal functors of terms that can be asserted or retracted.
Since only unit-assertive programs are being considered, this gives the sets of assertable and retractable predicates. To this end, we define the notion of functor sets:
Definition [ functor set ]: Let Φ be the set of function symbols appearing in a program, then the functor set FS Φ (t) of a term t is defined as follows:
(1) if t is a variable, then FS Φ (t) = Φ; 
The function functor(t) yields the principal functor of t if t is a nonvariable term, and is undefined if t is a variable. The intent, in clause (2) of the definition, is to represent the body of a clause by the set of principal functors of the literals in it, where for simplicity we only consider the connective ',' (the idea extends in a straightforward way to other connectives). Clauses (2) and (3) of this definition are not really necessary for our purposes at this point, but will be useful when we extend the analysis scheme to consider non-unit-assertive programs later. For any given program, the set of function symbols Φ is finite.
The set of all functor sets FS Φ Φ for a program with function symbols Φ, which is just the powerset 2 Φ , is therefore also finite. Define the ordering on functor sets as follows: given For the sake of simplicity in the description of the algorithm, we assume that each clause in the program is transformed to a normal form where each argument of each literal (except for those whose predicate symbol is =/2) is a distinct variable, and explicit unifications have been introduced via =/2. For example, the clause
p(X, f(X, g(Y))) :− q(h(Z), X), r(f(X, Z), Y, Y).
would be transformed to the normal form representation
r(V3, V4, Y).
With every point in a clause (i.e. point between two literals) is associated an abstract state A, which maps the variables of the clause to elements of FS Φ Φ . The functor set of a variable V at any point in a clause is given by A(V), where A is the abstract state at that point. The mapping A extends to arbitrary terms and
tuples of terms, as follows: if t is a nonvariable term, then A(t) = FS Φ (t); if t is a tuple
The tuple of functor sets for the arguments of a literal at the point of a call is referred to as the calling pattern for that literal, while the tuple of functor sets at the return from that call are referred to as a success pattern for that literal. The set of calling patterns of a predicate p in a program is the set of calling patterns for all literals with predicate symbol p over all possible executions of that program; the set of success patterns for a predicate is defined similarly. Let ↓ be the selection operator on tuples:
and is undefined otherwise. Then, given an n-tuple of distinct variables V , an ntuple of functor sets τ and an abstract state A, the updated abstract state A[ V ← τ ] is defined to be the following:
We first define the treatment of unification, via the predicate '='/2, in the analysis. Consider a literal
in a clause, and let A be the abstract state just before it. Suppose a variable X occurs in either term (possibly both). If X is in fact the term T 1 (the case where X is T 2 is symmetric), then after unification its functor set is given by
On the other hand, if X occurs as a proper subterm of T 1 , then since functor sets contain information only about the possible principal functors for a term, nothing can be said about what X might become instantiated to due to this unification; it is obvious, however, that it is still safe to give the functor set of X after unification as A(X) in this case. This can be summarized by defining a function a_ unify that, given a abstract state and two terms to be unified via '='/2, returns the abstract state describing the functor sets of variables resulting from the unification:
Definition: Given terms T 1 and T 2 to be unified in an abstract state A, the resulting abstract state A ¢ = a_ unify(A, T 1 , T 2 ) is defined as follows: for each variable v that A is defined on,
Given a class of queries that the user may ask of a program, not all the different calling patterns that are possible for a predicate are in fact encountered during computations. During static analysis, therefore, not all calling patterns for a predicate are ''admissible''. Similarly, given a calling pattern for a predicate, only certain success patterns actually correspond to computations for that predicate starting with a call described by that calling pattern. With each n-ary predicate p in a program, therefore, is associated a set The admissible calling and success pattern sets are defined to be the least sets satisfying the following:
If p is an exported predicate and I is a calling pattern for p in the class of queries specified by the user, then I is in CALLPAT(p).
Let q 0 be a predicate in the program, I c ∈ CALLPAT(q 0 ), and let there be a clause in the program of the form
The analysis begins with the calling patterns specified by the user for the exported predicates. Given an admissible calling pattern for a predicate, abstract states are propagated across each clause for that predicate as described above: first, the abstract state resulting from unification of the arguments in the call with those in the head of the clause is determined. This is used to determine the calling pattern for the first literal in the body. This predicate is processed similarly, and a success pattern corresponding to its calling pattern is determined. This is used to update the previous abstract state and obtain the abstract state immediately after that literal, whence the calling pattern for the second literal is determined, and so on.
Since arguments to call/1 and not/1 are assumed to be fully determined, they can be processed in the obvious way without difficulty. When all the literals in the body have been processed the success pattern for that clause is obtained by determining the instantiation of the arguments in the head in the abstract state after the last literal in the body. This is repeated until no new calling or success patterns can be obtained for any predicate, at which point the analysis terminates.
In order to avoid repeatedly computing the success patterns of a predicate for a given calling pattern, an extension table can be used [8, 13] . This is a memo structure that maintains, for each predicate, a set of pairs
where Call is a tuple of arguments in a call and RetVals is a list of solutions that have been found for that (or a more general) call to that predicate. At the time of a call, the extension It is certainly very conservative to consider all permutations of the literals in the body when computing the reachability and downstream relations in the augmented program. The precision of the analysis can be improved significantly by modifying the definition of extended functor sets to maintain sequences of function symbols in the body (notice that in this case, it is necessary to bound the number of times any symbol can appear in these sequences, in order to guarantee termination), rather than unordered sets as we have considered, so that more information regarding the relative order of literals in the bodies of asserted clauses is available. The tradeoff in this case is that the analysis of the program to compute the sets CALLPAT and SUCCPAT now becomes more expensive (though, given the fact that each such sequence is closed under substitution, the asymptotic complexity of the analysis is still linear in the size of the program [6] ).
Once the augmented program P* has been computed, the reachability and downstream relations between predicates can be computed in a straightforward way, and static predicates identified using Theorem 3.1.
The augmented program construction described above is given primarily for expository reasons.
Since its only purpose is to extend the reachability and downstream relations between predicates, in practice it would suffice − and be significantly more efficient − to augment the reachability and downstream relations directly, instead of going through the intermediate step of constructing an augmented program.
Relaxing Some Restrictions
This section outlines how several of the restrictions on programs, assumed in previous sections, may be relaxed. Another restriction that can be relaxed is that on the presence of literals for name and univ in the program. The reason for this restriction was that calls to these predicates could make it possible to construct, dynamically, function symbols that had not been present in the program at compile time, thereby making it very difficult to certify that the functor sets computed statically were sound. However, it is easy to see that this problem cannot arise if name and univ are guaranteed to be called with the proper modes (i.e., given the usual usage for these predicates, with the first argument always ground). Thus, the presence of literals for name and univ can be tolerated provided that (i) a mode analysis of the program, ignoring assert and retract, indicates that name and univ have modes that guarantee that no new function symbols are constructed dynamically; and (ii) the extended functor set analysis guarantees that name and univ are not reachable via call or not, or from any predicate that is not static in the program.
In some cases, a limited amount of static analysis may be carried out even for predicates that are not static by the criteria discussed in this paper. 
t([H | L1], [g(H) | L2]) :− t(L1, L2).
Assume that the only predicate that depends on s/3 or t/2 is r/2. The predicate r/2 is downstream from the modifiable predicate q/1, and hence is not static. However, we can assume that nothing is known about the instantiation of the arguments to r/2, and still infer that t/2 is always called with its first argument ground, and further that r/2 succeeds binding its second argument to a ground term. Information about the success pattern of r/2 can now be used to improve mode analysis in other parts of the program.
Conclusions
The focus of research on static analysis and optimization of logic programs has been primarily on static programs, where code is never created and executed ''on the fly''. It has been felt that if a program uses dynamic constructs, then the program being executed may not be the same as the program analyzed at compile time, and hence that results of static analysis may not be valid at runtime.
While this is true in general, it can be overly conservative. It is often the case that runtime changes are localized to one part of the program, and do not interact with other parts. It is desirable, in such cases, to be able to identify those portions of the program that are unaffected by such changes, so that these portions can be analyzed and optimized using static analysis techniques already developed for static programs. This paper takes a first step in this direction by considering how certain kinds of dynamic programs can be analyzed for static program fragments. The restrictions are intended principally to ensure that runtime modifications to the program are reasonably well-behaved, so that a sound approximation to the kinds of changes that can occur at runtime can be obtained via static analysis. Our approach enables compilers for logic programming languages to apply static optimization techniques to some dynamic programs as well.
The reader should not infer from this that the author endorses or encourages in any way the use of asserts and retracts in logic programs.
