For the nonlinear Schrödinger equation, the Korteweg-de Vries equation, and the modified Korteweg-de Vries equation, periodic exact solutions are constructed from their stationary periodic solutions, by means of the Bäcklund transformation. These periodic solutions were not written down explicitly before to our knowledge. Their asymptotic behavior when t→Ϫϱ is different from that when t→ϱ. Near tϭ0, the spatialtemporal pattern can change abruptly, and rational solitons can appear randomly in space and time. They correspond to new types of ''homoclinic orbits'' due to different asymptotic behaviors in time.
I. INTRODUCTION
As a hot spot in the research field of nonlinear dynamics and chaos, complicated spatial-temporal behavior described by nonlinear evolution equations has been studied intensively in recent years. The evolution equations have been investigated in many different directions, such as numerical simulation, qualitative analysis, perturbation analysis, and search for exact solutions ͓1͔. In the search for exact solutions for a wide range of integrable nonlinear evolution equations, many methods have been developed: the inverse scattering method ͓2͔, the Bäcklund transformation ͓3-5͔, the Painleve analysis ͓6,7͔, the Lie group method ͓8͔, the direct algebraic method ͓9͔, the tangent hyperbolic method ͓10͔, etc. Most of these methods have been used to find exact solutions for evolution equations with a boundary condition at infinity.
The need to find periodic exact solutions of evolution equations has significantly increased recently. For instance, the series of beautiful works by Wiggins and coauthors on homoclinic orbits, multijumped impulse orbits, and chaos in high-dimensional or infinite-dimensional dynamical systems are on systems under a periodic boundary condition ͓11,12͔. Some periodic exact solutions of some evolution equations have already been found. For example, a family of periodic solutions of the nonlinear Schrödinger ͑NLS͒ equation have been found by assuming the solution is a special combination of a time-independent function, a space-independent function, and a function of both time and space ͓13͔.
In this paper, we construct new periodic exact solutions of an integrable nonlinear evolution equation from its stationary periodic solutions by using the Bäcklund transformation and the associated Ablowitz-Kaup-Newell-Segur ͑AKNS͒ system. Using this method, we find new periodic exact solutions analytically for the NLS equation, the Korteweg-de Vries ͑KdV͒ equation, and the modified Korteweg-de Vries ͑MKdV͒ equation. These periodic solutions have not been explicitly written down previously, to our knowledge, and therefore are called new solutions. The new solutions have interesting features. They are kink solutions ͑i.e., solutions whose asymptotic behavior when t→ϱ is different from that when t→Ϫϱ). Their spatial-temporal pattern changes, gradually or abruptly, near tϭ0. The new periodic solutions correspond to new types of homoclinic orbits with different asymptotic behaviors when time tends to plus or minus infinity.
The method of constructing periodic solutions is described in Sec. II, and applied to the NLS equation in Sec. III, the KdV equation in Sec. IV, and the MKdV equation in Sec V.
II. THE METHOD
Let q(x,t) be a known solution of an integrable evolution equation, then a new solution, denoted by q (x,t), can be obtained by using the following Bäcklund transformation ͓3͔:
where W is a function whose form depends on the form of the evolution equation, is a constant, and ⌫ is given by the solution of the following AKNS system associated to the original evolution equation:
Here ⌽(x,t)ϭ" 1 (x,t), 2 (x,t)… T is the unknown function (T denotes transpose͒, r ͑and q) is a function of x and t, and A, B, and C are functions of q, r, and . These functions are chosen so that the original evolution equation can be derived from ⌽ xt ϭ⌽ tx . The function ⌫(x,t) in Eq. ͑1͒ is given by ⌫ϭ 1 / 2 .
In this paper, we focus on how to construct a periodic solution from a known stationary periodic solution. In other words, q(x,t)ϭq(x), and q(x) and q (x,t) are periodic in x. Denote the period by L. We consider the case where the functions in the AKNS system, r, A, B, and C, are all time independent and periodic in x with period L. So, Eq. ͑2͒ and 
where f ()ϭFЈ()/F() is given by
͑8͒
Here c 0 is a constant of integration. If the evolution equation is to be solved in the real space, then, for the case of ␣ 0, f () is simplified to the tangent function of if ␣Ͻ0, and to the hyperbolic tangent function of if ␣Ͼ0. On the other hand, if the evolution equation is to be solved in the complex space, then , , and c 0 are all complex and can be written as c 0 ϭc 1 ϩic 2 , ϭ 1 ϩi 2 and ϭ 1 ϩi 2 . Therefore, for the case of ␣ 0, f ()ϭϪ(sin u 1 cosh u 2 ϩi cos u 1 sinh u 2 )/(cos u 1 cosh u 2 Ϫi sin u 1 sinh u 2 ), where u 1 ϭ 1 1 Ϫ 2 2 ϩc 1 and u 2 ϭ 1 2 ϩ 2 1 ϩc 2 are real.
And the derivative of
2 . We also note that, because of the tangent function in Eq. ͑8͒, the new solution ͑1͒ may be singular.
Examining the expression ͑1͒ for the new solution, it is easy to see that if f () is periodic in x then the new solution is periodic because all other functions in Eq. ͑1͒ are periodic, and f () is periodic if one of the following is true. ͑i͒ is periodic in x. That is, (x) given in Eq. ͑4͒ is periodic, or, because of the periodicity of r(x) and C(x),
␤͑͒ϭ0, ͑9͒
where
Here we note that the function C(x) takes as a parameter, as defined in the AKNS system. ͑ii͒ is not periodic, but the evolution equation is to be solved in the real space and
where n is a nonzero integer. In this case, f () is the tangent function of , which is periodic, of course. It is clear now that in order to have the new solution ͑1͒
periodic, ⌫(x,t) should be as given in Eq. ͑7͒, and should satisfy either condition ͑9͒ or ͑11͒. Using such and ⌫, a new periodic solution can be constructed in the form of Eq. ͑1͒. In the following sections, we apply this method of constructing new periodic solutions to the ''universal'' nonlinear evolution equations: the NLS, the KdV, and the MKdV equation.
III. THE NLS EQUATION
The NLS equation can be written as
where q(x,t) is a complex function. As shown in Appendix A, the equation has the following stationary solution with two parameters, ␥ and h, when hϾ3(
where, in the amplitude part, cn(•,•) and sn(•,•) are Jacobian elliptic functions, aϭ2ͱh/3 cos(/3), b ϭ2ͱh/3 cos͓(4ϩ)/3͔, and cϭ2ͱh/3 cos͓(2ϩ)/3͔ for given by Ϫ␥ 4 ϭ2(h/3) 3/2 cos and /2ϽϽ, and k ϭͱ(aϪb)/(aϪc) for 0ϽkϽ where K(•) is the complete elliptic integral of the first kind. The stationary periodic solution for ␥ϭ0.05 is shown in Fig.  1͑a͒ . ͓The other parameter h is determined by Eq. ͑14͒.͔ The system length is Lϭ10 in this figure, and in all other figures in this paper. 
where XϭͱaϪcx. Further, we have
The Bäcklund transformation for the NLS equation is ͓3͔
͑18͒
Substituting the stationary periodic solution ͑13͒ for the function q(x) in this transformation, Eq. ͑7͒ for the function ⌫, and taking a value of satisfying either Eq. ͑9͒ or Eq.
͑11͒, this transformation gives a new periodic solution of the NLS equation.
Figures 1͑b͒, 1͑c͒, and 1͑d͒ show the periodic solutions constructed from the stationary periodic solution shown in Fig. 1͑a͒ , with different values of satisfying ␤()ϭ0. All these solutions are kink solutions ͑i.e., having different asymptotes͒. In Fig. 1͑b͒ , is purely imaginary. So, ␣ is real and ␣Ͻ0 and the solution is given by a trigonometric function. The solution is oscillatory. The spatial-temporal pattern when t→Ϫϱ and that when t→ϱ are different from each other. Therefore the pattern has to change at some time. The pattern changes gradually near tϭ0. Figure 1͑c͒ is for being a complex number with both the real part and the imaginary part nonzero. Therefore ␣ is also complex and the solutions are exponentials. We see from the figure that the x dependence of the solution changes suddenly near tϭ0, and a number of rational solitons appear ''randomly'' in space Figure 1͑d͒ is for another complex value of . The spatial-temporal pattern is similar to Figure 1͑c͒ except that the solution when t→ϱ is solitary ͓oscillatory in Fig. 1͑c͔͒. ͓In our numerical calculation, we could not find a value of satisfying both ␤()ϭ0 and ␣()ϭ0. Further analytical and numerical works are needed.͔ The solutions shown in Figs. 1͑b͒, 1͑c͒, and 1͑d͒ were not explicitly written down before, to our knowledge, and therefore are called new solutions. Each of them has an asymptotic behavior when t→ϩϱ different from that when t→Ϫϱ. Therefore they correspond to new types of homoclinic orbits due to different asymptotic behaviors in time.
IV. THE KdV EQUATION
The KdV equation is q t ϩ6qq x ϩq xxx ϭ0, 0рxрL, ϪϱϽtϽϱ ͑19͒
where q(x,t) is a real function. As shown in Appendix B, the equation has the following stationary solution with two parameters, ␥Ͼ0 and hϽ2(␥/3)
where aϭ2ͱ␥/3 cos /3, bϭ2ͱ␥/3 cos(ϩ4)/3, c ϭ2ͱ␥/3 cos(ϩ2)/3, and k 2 ϭ(aϪb)/(aϪc) for 0Ͻk Ͻ1. Here is given by hϭ2(␥/3) 3/2 cos for 0ϽϽ. This solution is periodic with period L if 4K͑k ͒ϭLͱ2͑ aϪc ͒. ͑21͒
When a stationary solution is required to be periodic, only one parameter (␥ or h, we choose ␥) is independent and the other parameter is determined by Eq. ͑21͒. A stationary periodic solution is shown in Fig. 2͑a͒ We further have, from Eq. ͑7͒, ⌫ϭϪ 1
where f () is given in Eq. ͑8͒.
The Bäcklund transformation for the KdV equation is ͓3͔
q ͑ x,t ͒ϭq͑ x ͒Ϫ2⌫ x . ͑26͒ Therefore, the new periodic solutions can be written as
where f () ͓and its derivative f Ј()] is given in Eq. ͑8͒, and satisfies either condition ͑9͒ or ͑11͒.
The asymptotic behavior for t→Ϯϱ can be given analytically for the cases of ␣()Ͼ0 and ␣()ϭ0. When ␣() Ͼ0,
So, the asymptotic behavior when t→ϱ is different from that when t→Ϫϱ, and the new solution is a kink solution. On the other hand, when ␣()ϭ0, asymptotic behaviors when t→ϱ and when t→Ϫϱ are both dominated by the same term 1/͓(x)Ϫtϩc 0 ͔ 2 , and therefore are the same, i.e.,
So, the new solution is not a kink solution when ␣ϭ0. When ␣()Ͻ0, the solution is a tangent function of time and may produce a profound effect on complicated dynamical behavior when the system is perturbed. Figures 2͑b͒ and 2͑c͒ show solutions given by Eq. ͑27͒ for satisfying ␤()ϭ0. The values of ␣, calculated from Eq.
͑24͒, are real and greater than zero for both figures. ͓In our numerical study, we had not found a value of satisfying ␤()ϭ0 that makes ␣()р0. If there exists such a negative ␣(), then the solution contains tangent functions which may lead to a singular solution.͔ As expected, asymptotic behavior of the solutions when t→ϱ and when t→Ϫϱ are different from each other. Figure 2͑b͒ is obtained when ␥ ϭ0.5. Two stationary solitons ͑or, call them ''cavitons''͒ coexist in time. The x dependence of the solution changes gradually near tϭ0. Figure 2͑c͒ is for ␥ϭ10. Only one stationary soliton exists at a time. The ͑spatial͒ location of the soliton changes abruptly at tϭ0. . This solution is periodic with period L if 4K͑k ͒ϭLͱUV. ͑32͒ Figure 3͑a͒ shows the stationary periodic solution for ␥ϭϪ0.05. 
dx, ͑34͒
where and therefore
where f () is given in Eq. ͑8͒. If one can find a value of satisfying either Eq. ͑9͒ or Eq. ͑11͒, then a new solution is obtained by substituting the expressions for ⌫ and ⌫ x into Eq. ͑36͒.
Figures 3͑b͒ and 3͑c͒ show the new solutions when is required to satisfy ␤()ϭ0. Figure 3͑b͒ is for ␣Ͻ0. It is interesting to observe that rational solitons appear randomly in space and time. Figure 3͑c͒ is for ␣Ͼ0, where the solution is oscillatory when tϽ0 and is solitary when tϾ0. The pattern change occurs abruptly at tϭ0 but no rational soliton appears. The new solutions shown in Figs. 3͑b͒ and 3͑c͒ have the feature that their asymptotic behaviors when t→ ϩϱ are different from those when t→Ϫϱ. They correspond to new types of homoclinic orbits.
VI. CONCLUSIONS
For a integrable nonlinear evolution equation with the periodic boundary condition, we use the Bäcklund transformation to construct a periodic solution from the stationary periodic solution. We give explicit conditions which should be satisfied by the constant needed in the transformation due to the required periodicity. The function ⌫ needed in the transformation to construct a periodic solution is also given explicitly. Hence we are able to give the analytical expression of the newly constructed solution. The time dependence of the new solution can be the inverse, the tangent, the hyperbolic tangent, or a combination of exponentials.
We apply this method to the NLS, the KdV, and the MKdV equation. The periodic solutions are given analytically. They are new because they were not explicitly written down before. Numerical visualizations of the new solutions are also given. All new solutions we obtained are kink solutions. Therefore a pattern change should occur in a time ͑near tϭ0). The change can be gradual or abrupt, and can be accompanied by the appearance of rational solitons distributed randomly in space and time. These new periodic solutions correspond to new types of homoclinic orbits due to different asymptotic behaviors in time.
