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CONVEX ANCIENT SOLUTIONS TO MEAN
CURVATURE FLOW
THEODORA BOURNI, MAT LANGFORD, AND GIUSEPPE TINAGLIA
Abstract. X.-J. Wang [33] proved a series of remarkable results
on the structure of (non-compact) convex ancient solutions to mean
curvature flow. Some of his results do not appear to be widely
known, however, possibly due to the technical nature of his argu-
ments and his exploitation of methods which are not widely used in
mean curvature flow. In this expository article, we present Wang’s
structure theory and some of its consequences. We shall simplify
some of Wang’s analysis by making use of the monotonicity formula
and the differential Harnack inequality, and obtain an important
additional structure result by exploiting the latter. We conclude
by showing that various rigidity results for convex ancient solu-
tions and convex translators follow quite directly from the struc-
ture theory, including the new result of Corollary 8.3. We recently
provided a complete classification of convex ancient solutions to
curve shortening flow by exploiting similar arguments [13].
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1. Introduction
A smooth one-parameter family {Mnt }t∈I of smoothly immersed hy-
persurfaces Mnt of Rn+1 evolves by mean curvature flow if there exists
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a smooth one-parameter family X : Mn × I → Rn+1 of immersions
X(·, t) :Mn → Rn+1 with Mnt = X(Mn, t) satisfying
∂tX(x, t) = ~H(x, t) for all (x, t) ∈ Mn × I ,
where ~H(·, t) is the mean curvature vector field of X(·, t). Unless oth-
erwise stated, we shall not assume that Mn is compact.
We will refer to a hypersurface as (strictly) convex if it bounds a
(strictly) convex body, locally uniformly convex if its second fundamen-
tal form is positive definite and (strictly) mean convex if its mean cur-
vature (with respect to a consistent choice of unit normal field) is (pos-
itive) non-negative. We will refer to a mean curvature flow {Mnt }t∈I
as compact/(strictly) convex/locally uniformly convex/mean convex if
each of its timeslices Mnt possesses the corresponding property.
An ancient solution to mean curvature flow is one which is defined
on a time interval of the form I = (−∞, T ), where T ≤ ∞. Unless
otherwise stated. Ancient solutions are of interest due to their natural
role in the study of high curvature regions of the flow since they arise
as limits of rescalings about singularities [20, 26, 27, 28, 29, 34, 35].
A special class of ancient solutions are the translating solutions. As
the name suggests, these are solutions {Mnt }t∈(−∞,∞) which evolve by
translation: Mnt+s = Mnt + se for some fixed vector e ∈ Rn+1. The
timeslicesMnt of a translating solution {Mnt }t∈(−∞,∞) are all congruent
and satisfy the translator equation,
~H = e⊥ ,
where ·⊥ denotes projection onto the normal bundle. Translating solu-
tions arise as blow-up limits at type-II singularities, which are still not
completely understood [20, 28, 29] (although there is now a classifica-
tion of mean convex examples in1 R3 [1, 11, 24, 32, 33]). Understanding
ancient and translating solutions is therefore of relevance to applica-
tions of the flow which require a controlled continuation of the flow
through singularities.
Ancient solutions to mean curvature flow also arise in conformal
field theory, where, according to Bakas [7], they describe “to lowest
order in perturbation theory ... the ultraviolet regime of the boundary
renormalization group equation of Dirichlet sigma models”.
Further interest in ancient and translating solutions to geometric
flows arise from their rigidity properties, which are analogous to those
of complete minimal/CMC surfaces, harmonic maps and Einstein met-
rics; for example, when n ≥ 2, under certain geometric conditions, the
1The classification of all proper translating curves in the plane is left as an
exercise.
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only convex ancient solutions to mean curvature flow are the shrinking
spheres [23, 30, 33]. We present a new proof of this fact in section 5.
Convex ancient solutions to mean curvature flow are closely related
to convex translating solutions.
(i) Consider a complete solution u : Ω→ R, Ω ⊂ Rn, to the pde
div
(
Du√
σ2 + |Du|2
)
= − 1√
σ2 + |Du|2 .(1)
When σ = 0, u is the arrival time2 of a mean convex ancient
solution to mean curvature flow in Rn (i.e. the level sets of u
form a mean convex ancient solution). In this case, (1) is called
the level set flow. When σ = 1, the graph of u is a mean convex
translator in Rn+1 with bulk velocity −en+1. In this case, (1)
is called the graphical translator equation. The converse is also
true: every mean convex ancient solution to mean curvature
flow (resp. proper, mean convex translating solution) gives rise
to a complete solution to (1) with σ = 0 (resp. σ = 1). This
connection was exploited by X.-J. Wang in [33]. We will not
make use of it here.
(ii) If {Mnt }t∈(−∞,∞) is a convex translating solution, then the fam-
ily of rescaled solutions {λMnλ−2t}t∈(−∞,0) converges to a (self-
similarly shrinking) convex ancient solution as λ → 0. See
Lemma 6.1 below.
(iii) If {Mnt }t∈(−∞,T ) is a convex ancient solution and Xj ∈Mntj are
a sequence of points such that tj → −∞ and |Xj| → ∞ as
j →∞, then a subsequence of the translated family {Mnt+tj −
Xj}t∈(−∞,T−tj) converges to a convex translating solution as j →
∞. See Lemma 2.1 below.
2. Asymptotics for convex ancient solutions
The following lemma describes the asymptotic properties of convex
ancient solutions. It will be convenient to make use of the inverse P of
the the Gauss map, which is defined on a strictly convex solution by
ν(P (e, t), t) = e .
2In this case, the equation is degenerate at critical points of u. At such points, u
satisfies (1) in an appropriate viscosity sense but is a priori only continuous. When
the level sets of u are convex and compact, results of Huisken [25, 27] imply that u
has has a single critical point, where it is C2.
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Lemma 2.1 (Asymptotic shape of convex ancient solutions). Suppose
that {Mnt }t∈(−∞,0) is a convex ancient solution to mean curvature flow
in Rn+1.
(i) (Blow-up)
(a) If {Mnt }t∈(−∞,0) is compact and 0 is its singular time, there
exists a point p ∈ Rn+1 such that the family of rescaled
solutions {λ(Mnλ−2t−p)}t∈(−∞,0) converges uniformly in the
smooth topology to the shrinking sphere {Sn√−2nt}t∈(−∞,0) as
λ→∞.
(b) If 0 is a regular time of {Mnt }t∈(−∞,0) and 0 ∈ Mn0 , then
the family of rescaled solutions {λMnλ−2t}t∈(−∞,0) converges
locally uniformly in the smooth topology to the stationary
hyperplane {X : 〈X, ν(0)〉 = 0}t∈(−∞,0) as λ→∞.
(ii) (Blow-down) There is a rotation R ∈ SO(n + 1) such that
the rescaled solutions {λR ·Mnλ−2t}t∈(−∞,0) converge locally uni-
formly in the smooth topology as λ→ 0 to either
– the shrinking sphere {Sn√−2nt}t∈(−∞,0),
– the shrinking cylinder {Rk × Sn−k√−2(n−k)t}t∈(−∞,0) for some
k ∈ {1, . . . , n− 1}, or
– the stationary hyperplane {Rn×{0}}t∈(−∞,0) of multiplicity
either one or two.
Furthermore:
(a) If the limit is the shrinking sphere, then {Mnt }t∈(−∞,0) is a
shrinking sphere.
(b) If the limit is the stationary hyperplane of multiplicity one,
then {Mnt }t∈(−∞,0) is a stationary hyperplane of multiplic-
ity one.
(iii) (Asymptotic translators) If the second fundamental form of the
solution {Mnt }t∈(−∞,0) is bounded on each time interval (−∞, T ],
T < 0, then, given any sequence of times sj → −∞ and a
normal direction e ∈ ∩s∈(−∞,0)ν(Mns ), the translated solutions
{Mnt+sj − Pj}t∈(−∞,−sj), where Pj := P (e, sj), converge locally
uniformly in C∞, along some subsequence, to a convex trans-
lating solution which translates in the direction −e with speed
lim
j→−∞
H(Pj, sj).
Proof. (i) The first part is an immediate consequence of Huisken’s The-
orem [25]. The second is straightforward.
(ii) This was proved by Wang through a delicate analysis of the arrival
time [33]. We will derive it as a simple consequence of the monotonicity
CONVEX ANCIENT SOLUTIONS TO MCF 5
formula: after a finite translation, we can arrange that the solution
reaches the origin at time zero. Since the shrinking sphere also reaches
the origin at time zero, it must intersect the solution at all negative
times by the avoidance principle. Thus,
min
q∈Mnt
|q| ≤ √−2nt .
Since the speed, H , of the solution is bounded in any compact subset
of Rn+1 × (−∞, 0) after the rescaling, given any sequence λi ց 0, we
can find a subsequence along which {λiMnλ−2i t}t∈(−∞,0) converges locally
uniformly in the smooth topology to a non-empty limit flow.
We will show that the subsequential limit flow is a self-similarly
shrinking solution using Huisken’s monotonicity formula [26]:
(2)
d
dt
Θ(t) = −
∫
Mnt
∣∣∣∣ ~H(p) + p⊥−2t
∣∣∣∣2Φ(p, t) dH n(p) ,
where Φ(·, t) is the Gaußian density and Θ(t) the Gaussian area ofMnt
(based at the spacetime origin):
Θ(t) :=
∫
Mnt
Φ(p, t) dH n(p) , Φ(p, t) + (−4πt)−n2 e− |p|
2
−4t .
We claim that Θ(t) is bounded uniformly.
Claim 2.2. There exists C = C(n) <∞ such that
sup
τ>0
1
τn/2
∫
Mn
e
−|y|2
τ dH n(y) < C
for any convex hypersurface Mn of Rn+1 and any τ > 0.
Proof. Let Ai = B(i+1)
√
k(0) \Bi√k(0) for i ∈ N. Since Mn is convex,
|Mn ∩Ai| ≤ |∂B(i+1)√k(0)| = cn(i+ 1)nkn/2
and hence
1
τn/2
∫
Mn
e
−|y|2
τ dH n(y) =
1
τn/2
∞∑
i=0
∫
Mn∩Ai
e
−|y|2
τ dH n(y)
≤ 1
τn/2
∞∑
i=0
cn(i+ 1)
nτn/2e−i
2
= cn
∞∑
i=0
(i+ 1)ne−i
2
,
where the constant cn depends only on n. This proves the claim. 
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It follows that Θ converges to some limit as t→ −∞. But then
−
∫ b
a
∫
λMn
λ−2t
∣∣∣∣ ~H(p) + p⊥−2t
∣∣∣∣2Φ(p, t) dH n(p) = Θλ(b)−Θλ(a)
= Θ(λ−2b)−Θ(λ−2a)
→ 0
as λ → 0 for any a < b < 0, where Θλ is the Gaussian area of the
λ-rescaled flow. We conclude that the integrand vanishes identically in
the limit and hence any limit of {λMnλ−2t}t∈(−∞,0) along a sequence of
scales λi → 0 is a self-similarly shrinking solution to mean curvature
flow.
A well-known result of Huisken [27] (see also Colding and Minicozzi
[18]) implies that the only convex examples which can arise are the
shrinking spheres, the shrinking cylinders, and the stationary hyper-
planes of multiplicity either one or two. If the limit flow is the shrinking
sphere, then the solution is compact and hence, by part (i), its ‘blow
up’ is also the shrinking sphere. The monotonicity formula then implies
that the Gaussian area is constant and we conclude that the solution
is the shrinking sphere. Similarly, if the limit is the hyperplane of mul-
tiplicity one then the solution is the hyperplane of multiplicity one,
since the blow-up about any regular point (without loss of general-
ity, the spacetime origin) is also a hyperplane of multiplicity one (cf.
[36, Proposition 2.10]). Finally, we note that the limit is unique since
convexity ensures that the limiting convex region enclosed by any sub-
sequential limit is contained in the limiting convex region enclosed by
any other subsequential limit.
(iii) This is a consequence of Hamilton’s Harnack inequality [21]. (We
will in fact make use of Andrews’ interpretation of the differential Har-
nack inequality using the Gauss map parametrization [2].) It implies
that the mean curvature of a convex ancient solution to mean curvature
flow is pointwise non-decreasing in the Gauss map parametrization. In
particular, the limit
H∞(e) := lim
s→−∞
H(P (e, s), s)
exists. Moreover, the curvature of the family of translated flows is
uniformly bounded on any compact time interval. It follows that some
subsequence converges locally uniformly in C∞ to a weakly convex
eternal limit mean curvature flow. Since the curvature of the limit is
constant in time with respect to the Gauss map parametrization, the
rigidity case of the Harnack inequality [21] implies that it moves by
translation, with velocity −H∞(e)e. 
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Remark 2.3. In case (iii) of Lemma 2.1, the limit will simply be a
stationary hyperplane if lim
s→−∞
H(P (e, s), s) = 0. We refer to the ‘for-
wards’ limit in part (i) as the blow-up of the solution, the ‘backwards’
limit in part (ii) as its blow-down and the translating limits in part (iii)
as asymptotic translators. In certain cases, the asymptotic translator
is unique, and hence the convergence holds for all s→ −∞.
3. X.-J. Wang’s dichotomy for convex ancient solutions
Recall that the arrival time u : ∪t∈IMnt → R of a mean curvature
flow {Mnt }t∈I of mean convex boundaries Mnt = ∂Ωt is defined by
u(X) = t ⇐⇒ X ∈Mnt .
Lemma 3.1. The arrival time of a convex ancient solution to mean
curvature flow is locally concave.
Proof. Straightforward calculations show that the arrival time u of a
convex ancient solution {Mnt }t∈(−∞,T ) to mean curvature flow satisfies
Du = − 1
H
ν and D2u =
( −A/H ∇H/H2
∇H/H2 −∂tH/H3
)
.
Fix a point p ∈ Mnt and any vector V = V ⊤ + αν(p, t) ∈ TpRn+1. If
α = 0, then
−HD2u(V, V ) = A(V, V ) ≥ 0 .
Else, we can scale V so that α = −H , in which case the differential
Harnack inequality [21] yields
−HD2u(V, V ) = A(V ⊤, V ⊤) + 2∇V ⊤H + ∂tH ≥ 0 .

In the compact case, concavity of the arrival time can also be ob-
tained from Huisken’s Theorem [25] and the concavity maximum prin-
ciple [33, Lemmas 4.1 and 4.4].
Definition 3.2. An ancient mean curvature flow {Mnt }t∈(−∞,T ) of
mean convex boundaries Mnt = ∂Ωt shall be called entire if it sweeps
out all of space, in the sense that ∪t∈(−∞,T )Mnt = Rn+1. Equivalently,
its arrival time is an entire function.
Observe that the shrinking sphere and the bowl soliton are entire
ancient solutions, whereas the paperclip and Grim Reaper are not entire
(they only sweep out ‘strip’ regions between two parallel lines).
Any convex ancient solution which is not entire necessarily lies at
all times inside some stationary halfspace. The following remarkable
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theorem of X.-J. Wang states that, in fact, such a solution must lie at
all times in a stationary slab region (the region between two parallel
hyperplanes).
Theorem 3.3 (X.-J. Wang’s dichotomy for convex ancient solutions
[33, Corollary 2.2]). Let {Mnt }t∈(−∞,0) be a convex ancient solution to
mean curvature flow in Rn+1. If {Mnt }t∈(−∞,0) is not entire, then it
lies in a stationary slab region.
Proof. Let {Mnt }t∈(−∞,0) be a convex ancient solution which is not en-
tire. After a rotation, we can assume, by Lemma 2.1, that the rescaled
flows {λMnλ−2t}t∈(−∞,0) converge as λ→ 0 to the stationary hyperplane
L := {x ∈ Rn+1 : x1 = 0} with multiplicity 2. Since the solution is
convex, we may represent each timesliceMnt as the union of the graphs
of two functions v±( · , t) over a convex domain Vt ⊂ L. That is,
Mnt = {(v+(y, t), y) : y ∈ Vt} ∪ {(v−(y, t), y) : y ∈ Vt} ,
with v+( · , t) : Vt → R concave, v− : Vt → R convex, and v+ lying
above v−. Thus, the function
v := v+ − v−
is positive and concave in its space variable at each time. Note also
that v(p, t) = 0 for each p ∈ ∂Vt. We need to show that v( · , t) stays
uniformly bounded as t→ −∞.
Since their graphs move by mean curvature flow, the functions v+
and v− satisfy
(3)
∂v±
∂t
=
√
1 + |Dv±|2 div
(
Dv±√
1 + |Dv±|2
)
.
Since the blow-down of the solution is the hyperplane {X ∈ Rn+1 :
〈X, e1〉 = 0} of multiplicity two, there exists, for every ε > 0, some
tε > −∞ such that
(4a) |p| ≥ ε−1√−t for all p ∈ ∂Vt
and
(4b) v(0, t) ≤ ε√−t
for all t < tε.
Since the solution is convex, it suffices, by (4a), to show that v(0, t)
stays bounded as t → −∞. We achieve this with the following two
claims.
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Claim 3.4 ([33, Claim 1 in Lemmas 2.1 and 2.2, and Lemma 2.6]).
There exists t0 < 0 and α > 0 such that
|p| v(0, t) ≥ −αt (> 0 )
for each p ∈ ∂Vt and every t ≤ t0.
Proof. We will use equations (4a) and (4b) to show that the tangent
planes to v+ and v− at the origin are almost horizontal for t≪ 0, which
will allow us to estimate |p| v(0, t) by the area in the plane e1∧p enclosed
by Mt and {〈X, p〉 = 0}. The argument is quite simple when n = 1
and the solution is compact. Removing these hypotheses introduces
some technical difficulties, but the idea is essentially the same.
Fix t < tε and p ∈ ∂Vt. By rotating about the x1-axis, we can
arrange that p = de2, where d > 0. Set
q±(t) := v±(0, t) e1 .
By the convexity/concavity of the respective graphs, the segment con-
necting (p, v+(p)) to q+(t) lies below the graph of v+( · , t) and the
segment connecting (p, v−) to q−(t) lies above the graph of v−( · , t).
Thus, comparing their slopes with the slope of the tangents to v±( · , t)
at 0 and applying (4), we find that
(5) ∂2v
+(0, t)− ∂2v−(0, t) ≥ −v
+(0, t)− v−(0, t)
d
≥ −2ε2 .
If the ray {re2 : r < 0} does not intersect ∂Vt, then, since Mnt is
convex,
∂2v
+(0, t)− ∂2v−(0, t) ≤ 0 ,
Else, applying the same argument to the point p′ := {re2 : r < 0}∩∂Vt,
we obtain
|∂2v+(0, t)− ∂2v−(0, t)| ≤ 2ε2 .
Denote by M̂t the intersection ofMt with the plane e1 ∧ e2. Since the
normal velocity of M̂t in e1 ∧ e2 is the projection onto e1 ∧ e2 of −Hν,
the inward normal speed Ĥ of M̂t is given by
Ĥ = H
|Dû |
|Du| ,
where û is the restriction of the arrival time u to e1 ∧ e2. On the other
hand, since u is locally concave, the curvature κ̂ of M̂t can be estimated
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by
κ̂ = − 1|Dû |
(
∆û− D
2û (Dû,Dû )
|Dû |2
)
= − D
2û (τ̂ , τ̂)
|Dû |
= − 1|Dû |
(
∆u− D
2u (Du,Du)
|Du|2 − trτ̂⊥ D
2u
)
≤ |Du||Dû |H ,
where τ̂ is a unit tangent vector field to M̂t and where τ̂⊥ is its or-
thogonal compliment in TMt. Thus,
Ĥ ≥ κ̂ |Dû |
2
|Du|2 .
We claim that |Dû |
2
|Du|2 is close to 1. Fix x ∈ M̂t. For each k =
3, . . . , n + 1, let zkek, zk ∈ R, be the point at which the tangent plane
TxMt intersects the ek-axis (if it exists). Since 〈ν, zkek − x〉 = 0, we
find, when νk 6= 0,
zkνk = x1ν1 + x2ν2 .
Without loss of generality, x1 ≤ x2 ≤ zk for each k. Then
x21 + x
2
2 ≤ 2z2k
and hence
ν2k ≤ 2(ν21 + ν22)
for each k = 3, . . . , n+ 1. Since |ν|2 = 1, this implies that
ν21 + ν
2
2 ≥
1
2n− 1
and we conclude that
|Dû |2 = 〈Du,Dû 〉 ≥ 1
2n− 1 |Du||Dû | .
That is,
|Dû |2
|Du|2 ≥
1
(2n− 1)2 .
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We can now estimate
d
dt
H
2(Ω̂t ∩ {〈X, e2〉 > 0}) = −
∫
M̂t∩{〈X,e2〉>0}
Ĥ ds
≤ − 1
(2n−1)2
∫
M̂t∩{〈X,e2〉>0}
κ̂ ds
≤ − 1
(2n−1)2
(
π − 2ε2) ,
where Ω̂t is the convex region in e1 ∧ e2 bounded by M̂t. Integrating
this between t < 4tε and tε yields, upon choosing ε =
√
pi
2
,
H
2(Ω̂2t ∩ {〈X, e2〉 > 0}) ≥ −
3(π − 2ε2)
4(2n− 1)2 t ≥ −
3π
8(2n− 1)2 t .
The convex region Ω̂t lies between the tangent hyperplanes to v
±( · , t)
at the origin. By (5), these tangent hyperplanes intersect the line
〈X, e2〉 = d in e1 ∧ e at two points with distance at most 2(v+(0, t) −
v−(0, t)). Comparing H 2(Ω̂2t ∩ {〈X, e2〉 > 0}) with the area of this
enclosing trapezium yields
3
2
v(0, t) |p| ≥ − 3π
8(2n− 1)2 t ,
which completes the proof of the claim. 
For each k ∈ N, set
tk := 2
ktε , vk := v( · , tk) , and dk := min
p∈∂Vtk
|p| ,
where ε > 0 is to be determined and tε is chosen as in (4).
Claim 3.5. [33, Claim 2 in Lemmas 2.1 and 2.2, and Lemma 2.7] There
exists ε > 0 such that
(6) vk(0) ≤ vk−1(0) + 2− k4n
√−tε
for all k ≥ 1.
Proof. Since the arrival time u of {Mnt }t∈(−∞,0) is locally concave and
since
u(v±(y, t), y) = t
for all t < 0 and y ∈ Vt, we find that the functions t 7→ v+(y, t) and
t 7→ −v−(y, t), and hence also t 7→ v(y, t), are concave for each fixed y.
It follows that
(7)
d
dt
v(y, t)
−t ≥ 0 for fixed y ∈ Vt0 and every t < t0 .
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In particular,
vk(0)
−tk ≤
v0(0)
−t0
and hence, by (4b),
vk(0) ≤ 2kv0(0) ≤ 2k+1ε
√−tε .
Given k0 ≥ 8n (to be determined momentarily), we choose ε = ε(k0)
small enough that 2k0+1ε ≤ 2− k04n , so that
(8) vk(0) ≤ 2−
k0
4n
√−tε ≤ 1
4
√−tε for all k ≤ k0.
In particular, (6) holds for each k ≤ k0. We will prove the claim by
induction on k.
So suppose that (6) holds up to some k ≥ k0. Then
vk(0) ≤ vk0(0) +
√−tε
k∑
i=k0+1
2−
i
4n ,
where the second term on the right hand side is taken to be zero if k =
k0. Since
∑∞
j=1 2
− j
4n < ∞, we can choose k0 so that
∑∞
j=k0+1
2−
j
4n <
1/4. Applying (8), we then obtain
(9) vk(0) ≤ 1
2
√−tε .
By (7),
vk+1(0)
−tk+1 ≤
vk(0)
−tk
and hence
vk+1(0) ≤ 2vk(0) ≤
√−tε .
Since t 7→ v(0, t) is decreasing, we conclude that
v(0, t) ≤ √−tε for every t ≥ tk+1 .
Since d(t) := minp∈∂Vt |p| is decreasing in t, Claim 3.4 implies that
there exists α > 0 such that
(10a) dk+1 ≥ dk ≥ α −tk
vk(0)
≥ α −tk√−tε
and
(10b) dk−1 ≥ α−tk−1√−tε
=
α
2
−tk√−tε
.
Define now
(11) Dk :=
{
y ∈ Rn : |y| < α
2
−tk√−tε
}
.
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Since y 7→ v(y, t) is concave for fixed t,
v(y + se, t)− v(y, t) ≤ sDev(y, t)
for any y ∈ Vt, any unit vector e and any s such that y + se ∈ Vt. If
(y, t) ∈ Dk × [tk+1, tk] and the ray {y + re : r > 0} intersects ∂Vt, we
can choose s so that y + se ∈ ∂Vt and hence
Dev(y, t) ≥ −v(y, t)
s
≥ − v(y, t)
d(t)− |y| .
If, however, the ray {y + re : r > 0} does not intersect ∂Vt, then,
since Mnt is convex, Dev(y, t) ≥ 0. Applying the same reasoning with
e replaced by −e yields
Dev(y, t) ≤ v(y, t)
d(t)− |y| .
We conclude the gradient estimate
(12) |Dv(y, t)| ≤ v(y, t)
d(t)− |y|
for all (y, t) ∈ Dk × [tk+1, tk].
Since t 7→ v(y, t) is concave for fixed y, (12) implies
v(y, t) ≤ v(0, t) + |y||Dv(0, t)|
≤ v(0, t)
(
1 +
|y|
d(t)
)
≤ 2v(0, t) .
These estimates, (10) and the concavity of t 7→ v(y, t) yield, for all
(y, t) ∈ Dk × [tk+1, tk],
(13) |Dv(y, t)| ≤ v(y, t)
dk − |y| ≤ 4α
−1−tε
−tk
and
(14) 0 ≤ −∂tv(y, t) ≤ v(y, t)−t ≤
vk(y)
−tk ≤
2
√−tε
−tk .
We will use the gradient estimate to bound ∆v(y, t) in Dk× [tk+1, tk]
in terms of tk. Given a positive function f : N→ R, to be determined
momentarily, define
χk := {(y, t) ∈ Dk × [tk+1, tk] : −∆v(y, h) ≥ f(k)} .
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Recalling (13) we find, for any t ∈ (tk+1, tk),
H
n({y ∈ Dk : (y, t) ∈ χk}) f(k) ≤ −
∫
Dk
∆v( · , t) dH n
≤
∫
∂Dk
|Dv ( · , t) | dH n−1
≤ sup
Dk
|Dv( · , t)|H n−1(Dk)
≤ C tε
tk
( −tk√−tε
)n−1
= C
2k(n−1)
−tk (−tε)
n+1
2 ,
where C is a constant which depends only on n. Integrating between
tk+1 and tk then yields
H
n+1(χk) ≤ C 2
k(n−1)
f(k)
(−tε)n+12 · tk − tk+1−tk = 2C
2k(n−1)
f(k)
(−tε)n+12 .
Consider now another positive function g : N→ R, to be determined
later. Since∫
Dk
H
1(χk ∩ {(y, t) : y = z}) dH n(z) =H n+1(χk)
≤ 2C 2
k(n−1)
f(k)
(−tε)n+12 ,
there exists D̂k ⊂ Dk with
H
n(D̂k) ≤ 2C 2
k(n−1)
f(k)g(k)
(−tε)n+12
such that
(15) H 1(χk ∩ {(y, t) : y = z}) ≤ g(k) for all z ∈ Dk \ D̂k .
Now, for any y ∈ Dk \ D̂k,
vk+1(y)− vk(y) = −
∫ tk
tk+1
∂tv(y, s) ds
= −
∫
[tk+1,tk ]\Ik(y)
∂tv(y, s) ds−
∫
Ik(y)
∂tv(y, s) ds ,(16)
where Ik(y) := {t : (y, t) ∈ D̂k}. Using (14) and (15) to bound the first
integral on the right hand side of (16) and the graphical mean curvature
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flow equation (3) to bound the second, we find, for any y ∈ Dk \ D̂k,
(17) vk+1(y)− vk(y) ≤ 2
√−tε
−tk g(k)− f(k)tk .
We now choose f(k) = 2
−k(1+β/2)√−tε and g(k) = 2
k(1−β/2)(−tε), where
β ∈ (0, 1) will be chosen explicitly below. Then
H
n(Dk \ D̂k) ≥ ωn
( −πtk
8
√−tε
)n
− 2kβ+1C√−tε
( −tk√−tε
)n−1
=
(
ωn
(π
8
)n
2k − 2kβ+1C
)√−tε ( −tk√−tε
)n−1
.
Since
H
n(D̂k) ≤ 2(β+n−1)k+1C(−tε)n2 ,
there is a point y0 ∈ Dk \ D̂k with
(18) 0 < |y0| ≤
(
2C
ωn
) 1
n
2k(
β−1
n
+1)√−tε and vk(y0) ≤ vk(0) .
Since y 7→ v(y, tk+1) is concave and zero on ∂Vt, we find
vk+1(0) ≤ dk+1
dk+1 − |y|vk+1(y0) .
Set C ′ :=
(
2C
ωn
) 1
n
. Then (10a) implies that
dk+1
dk+1 − |y| ≤
dk+1
dk+1 − 2(
β−1
n
+1)kC ′
√−tε
= 1 +
2(
β−1
n
+1)kC ′
√−tε
dk+1 − 2(
β−1
n
+1)kC ′
√−tε
≤ 1 + 2C ′ · 2β−1n k
provided k0 is chosen sufficiently large (depending on β). Thus,
vk+1(0) ≤ (1 + 2C ′ · 2
β−1
n
k) vk+1(y0) .
Applying (17), estimating vk(y0) ≤ vk(0) and recalling (9), we conclude
that
vk+1(0) ≤ (1 + 2C ′ · 2
β−1
n
k)(vk(0) + 3
√−tε 2−
β
2
k)
≤ vk(0) +
√−tε
(
C ′ · 2β−1n k + 3 · 2−β2 k + 6C ′ · 2(β−1n −β2 )k
)
.
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Choosing now β := 5/8 ∈ (1/2n, 3/4), we obtain, provided k0 is
sufficiently large,
vk+1(0) ≤ vk(0) +
√−tε 2− k4n .
This completes the proof of the claim. 
We conclude that
v(0, 2k+1tε) = vk+1(0) ≤ v0(0) + C
k∑
j=1
2−
j
4n ,
where C is independent of k. Since the sum
∑∞
j=1 2
− j
4n is finite and
v(0, t) is monotone, we conclude that v(0, t) is bounded uniformly in
time.
This completes the proof of Theorem 3.3. 
We note that F. Chini and N. Møller [16] have recently obtained a
classification of the convex hulls of (non-convex) ancient solutions to
mean curvature flow more generally.
Theorem 3.3 motivates the following definitions.
Definition 3.6. A convex, compact ancient solution to mean curvature
flow is called an ancient ovaloid if it is entire or an ancient pancake if
it lies in a stationary slab region.
The Angenent oval is a well-known example of an ancient pancake,
while the shrinking sphere is an example of an ancient ovaloid. Fur-
ther ancient ovaloids were constructed by White [35]. Further an-
cient pancakes and ancient ovaloids were constructed by Wang [33].
Haslhofer and Hershkovits gave an explicit construction of a family of
bi-symmetric ovaloids [23] and Angenent, Daskalopoulos and Sˇesˇum
proved that there is only one (other than the shrinking sphere) which
is uniformly two-convex and noncollapsing3 [5, 6]. This is related to
work of Brendle and Choi, who proved that the bowl is the only non-
compact, strictly convex ancient solution which is uniformly two convex
and noncollapsing [14, 15]. We gave an explicit construction of a rota-
tionally symmetric ancient pancake and (by analyzing the asymptotic
translators) proved that it is the only rotationally symmetric example
[10]. A survey of these results can be found in [9].
3In the sense of Sheng and Wang [31] (see also [3, 4]).
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4. Convex ancient solutions to curve shortening flow
Lemma 2.1 (ii) and Theorem 3.3 immediately imply that the shrink-
ing spheres are the only convex ancient solutions to curve shortening
flow which do not lie in slab regions [33]. By making use of the differen-
tial Harnack inequality (as in Lemma 2.1 (iii)), an elementary enclosed
area analysis, and Alexandrov’s method of moving planes, we were able
to obtain a complete classification of convex ancient solutions to curve
shortening flow [13].
Theorem 4.1. The only convex ancient solutions to curve shortening
flow are the stationary lines, the shrinking circles, the Angenent ovals
and the Grim Reapers.
The classification of compact convex ancient solutions to curve short-
ening flow (shrinking circles and Angenent ovals) was obtained by
Daskalopoulos, Hamilton and Sˇesˇum in 2010 [19] using different meth-
ods.
Sections 5 and 8 illustrate how some of these ideas work in higher
dimensions.
5. Rigidity of the shrinking sphere
We will use the asymptotics of the previous section to give a new
proof of the following result of Huisken and Sinestrari [30] (see also
Haslhofer and Hershkovits [23] and Wang [33, Remark 3.1]).
Corollary 5.1. Let {Mnt }t∈(−∞,0), n ≥ 2, be a compact, convex ancient
solution to mean curvature flow. The following are equivalent:
(1) {Mnt }t∈(−∞,0) is a shrinking sphere {Sn√−2nt(p)}t∈(−∞,0), p ∈
R
n+1.
(2) {Mnt }t∈(−∞,0) is uniformly pinched:
lim inf
t→−∞
min
Mnt
κ1
H
> 0 .
(3) {Mnt }t∈(−∞,0) has bounded rescaled (extrinsic) diameter:
lim sup
t→−∞
diam(Mt)√−t <∞ .
(4) {Mnt }t∈(−∞,0) has bounded eccentricity:
lim sup
t→−∞
ρ+(t)
ρ−(t)
<∞ ,
where ρ+(t) and ρ−(t) denote, respectively, the circum- and in-
radii of Mnt .
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(5) {Mnt }t∈(−∞,0) has Type-I curvature decay:
lim sup
t→−∞
√−tmax
Mnt
H <∞ .
Proof. Let {Mnt }t∈(−∞,0) be a compact, convex ancient solution satis-
fying one of the conditions (2)–(5). By Lemma 2.1 (ii-a), it suffices to
prove that the blow-down of {Mnt }t∈(−∞,0) is the shrinking sphere.
Condition (2) (uniform pinching): Since the pinching condition is
scale invariant and violated on any shrinking cylinder Rk×Sn−k√−2(n−k)t,
k ∈ {1, . . . , n − 1}, it suffices, by Lemma 2.1 (ii), to rule out the
hyperplane of multiplicity two.
So suppose, to the contrary, that the blow-down is the hyperplane
of multiplicity two. Theorem 3.3 then implies that {Mnt }t∈(−∞,0) lies
in a slab. By translating parallel to the slab, we obtain, by part (iii) of
Lemma 2.1, an asymptotic translator Σn which is non-trivial since it
lies in a slab orthogonal to its translation vector. Thus, by the strong
maximum principle, it must satisfy H > 0. By the pinching condition,
a theorem of Hamilton [20] then implies that Σn is compact, which is
impossible.
Condition (3) (bounded rescaled diameter) implies that the blow-
down is compact. The theorem in this case then follows immediately
from part (ii-a) of Lemma 2.1.
Condition (4) (bounded eccentricity): This case is almost identical
to case 2.
Condition (5) (type-I curvature decay) implies (by integration) that
the displacement is bounded by
√−t. It follows that the blow-down is
compact and the theorem again follows immediately from part (ii-a) of
Lemma 2.1.

6. Asymptotics for convex translators
The following lemma describes the asymptotic geometry of convex
translators.
Lemma 6.1 (Asymptotic shape of convex translators). Let Σn be a
convex translator in Rn+1 and {Σnt }t∈(−∞,∞), where Σnt := Σn + ten+1,
the corresponding translating solution to mean curvature flow.
(i) (Asymptotic shrinker) There is a rotation R ∈ SO(Rn × {0})
about the xn+1-axis such that the family of rescaled solutions
{λR · Σnλ−2t}t∈(−∞,0) converge locally uniformly in the smooth
topology as λ→ 0 to either
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– the shrinking cylinder {Sn−k√−2(n−k)t × R
k}t∈(−∞,0) for some
k ∈ {1, . . . , n− 1}, or
– the stationary hyperplane {{0}×Rn}t∈(−∞,0) of multiplicity
either one or two.
Moreover, if the limit is the stationary hyperplane of multiplicity
one, then Σn is a vertical hyperplane.
(ii) (Asymptotic translators4) Given any direction e ∈ ∂ν(Σn) in
the boundary of the Gauss image ν(Σn) of Σn and any sequence
of points Xj ∈ Σn with ν(Xj) → e, a subsequence of the trans-
lated solutions Σn−Xj converges locally uniformly in the smooth
topology to a convex translator which splits off a line (in the di-
rection w := limj→∞
Xj
|Xj |).
Proof. The first claim is a straightforward consequence of Lemma 2.1
(i). It was proved directly by Wang using a different argument [33,
Theorem 1.3].
So consider the second claim. Up to a translation, we may assume
that X1 = 0. After passing to a subsequence, we can arrange that
wj := Xj/‖Xj‖ → w for some w ∈ Sn. Since each Σnj is convex
and satisfies the translator equation, the sequence admits the uniform
curvature bound
|Aj| ≤ Hj = −〈νj , en+1〉 ≤ 1 .
It follows, after passing to a further subsequence, that the sequence
converges locally uniformly in the smooth topology to a convex trans-
lator Σn∞. We claim that Σ
n
∞ contains the line
L := {sw : s ∈ R}.
First note that the closed convex region Ω bounded by Σn contains
the ray {sw : s ≥ 0}, since it contains each of the segments {swj :
0 ≤ s ≤ sj}, where sj := ‖Xj‖. By convexity, Ω also contains the set
{rsw + (1 − r)Xj : s ≥ 0, 0 ≤ r ≤ 1} for each j. It follows that the
closed convex region Ωj bounded by Σ
n
j contains the set {rsw−rsjwj :
s > 0, 0 ≤ r ≤ 1} since sjwj = Xj. In particular, choosing s = 2sj,
{ϑ(w − wj) + ϑw : 0 ≤ ϑ ≤ sj} ⊂ Ωj and, choosing s = sj/2,
{ϑwj − ϑ(w − wj) : −sj/2 ≤ ϑ ≤ 0} ⊂ Ωj .
Taking j → ∞, we find {sw : s ∈ R} ⊂ Ω∞. It now follows from
convexity of Ω∞ that {sw : s ∈ R} ⊂ Σn. We conclude that κ1
4Cf. [22, Lemma 2.1] and [8, Lemma 3.1].
20 THEODORA BOURNI, MAT LANGFORD, AND GIUSEPPE TINAGLIA
reaches zero somewhere on Σn∞ and the lemma follows from the splitting
theorem. 
In some cases, the asymptotic translators can be shown to depend
uniquely on e ∈ ∂ν(Σn), in which case the convergence is independent
of the subsequence.
Note that the asymptotic translator will simply be a vertical hyper-
plane if e ⊥ en+1.
7. X.-J. Wang’s dichotomy for convex translators
The following theorem is an immediate consequence of Theorem 3.3.
Theorem 7.1 (X.-J. Wang’s dichotomy for convex translators [33,
Corollary 2.2]). Let Σ be a proper, convex translator. If Σ is not entire,
then it lies in a vertical slab region (the region between two parallel
vertical hyperplanes).
We note that F. Chini and N. Møller [17] have recently obtained a
classification of the convex hulls of the projection onto the subspace
orthogonal to the translation direction for general translators.
Theorem 7.1 motivates the following definitions.
Definition 7.2. A proper, locally uniformly convex translator is called
a bowloid if it is entire or a flying wing if lies in a slab region.
The Grim Reaper curve is a well-known example of a flying wing,
while the bowl soliton is an example of a bowloid. Further flying wings
and bowloids were constructed by Wang [33], providing counterexam-
ples to a conjecture of White [35, Conjecture 2]. We proved that each
slab of width at least π in Rn+1 admits a bi-symmetric5 flying wing.
(Note that no slab of width less than π admits a convex translator: the
Grim hyperplane is a barrier.) Making use of the differential Harnack
inequality (cf. Lemma 6.1 (iii)), barrier arguments, and Alexandrov’s
method of moving planes, we also obtained unique asymptotics and re-
flection symmetry for such translators [11]. Hoffman, Ilmanen, Mart´ın
and White constructed an (n−1)-parameter family of non-entire trans-
lating graphs and an (n − 2) parameter family of entire translating
graphs in Rn+1 for each n ≥ 2 [24]. It is not yet clear whether or not
these examples are convex, however (except when they coincide with
the examples in [11]). A survey of these results can be found in [12].
5Namely, O(1)×O(n− 1)-symmetric.
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8. Rigidity of the bowl soliton
We will use the asymptotics of Lemma 6.1 in conjunction with the
following important result of Haslhofer to obtain rigidity results for the
bowl soliton.
Theorem 8.1 (R. Haslhofer [22]). Let Σn, n ≥ 2, be a convex, locally
uniformly convex translator in Rn+1. Suppose that the blow-down of
the corresponding translating solution {Σnt }t∈(−∞,∞), Σt := Σn + ten+1,
is the shrinking cylinder Sn−1√−2(n−1)t×R. Then Σ
n is rotationally sym-
metric about a vertial axis (and hence, up to a translation, the bowl
soliton).
Proof. See [22]. 
Corollary 8.2 (X.-J. Wang [33, Theorem 1.1], J. Spruck and L. Xiao
[32]). Modulo translation, the bowl soliton is the only mean convex,
entire translator Σ2 in R3. In particular, it is the only translator which
arises as a singularity model for a compact, embedded, mean convex
mean curvature flow in R3.
Proof. By the Spruck–Xiao convexity estimate [32], Σ2 is actually con-
vex. In fact, it must also be locally unformly convex: else, by the
strong maximum principle, it would split off a line; by uniqueness of
the Grim Reaper, the result would either be a vertical plane or a Grim
plane, neither of which are entire.
Since Σ2 is entire, Lemma 6.1 and Wang’s dichotomy (Theorem 7.1)
imply that its blow-down is the shrinking cylinder, {S1√−2t×R}t∈(−∞,0).
The claim now follows from Theorem 8.1. 
Corollary 8.2 was proved by X.-J. Wang (in the convex case) by a
different argument: making use of the fact that the blow-down is the
shrinking cylinder, he was able to obtain, by an iteration argument,
the estimate
|u(x)− u0(x)| = o(|x|)
as |x| → ∞, where graph u0 is the bowl soliton whose tip coincides with
that of u. A classical theorem of Bernstein then implies that u− u0 is
constant, which yields the claim. See [33].
Corollary 8.3. Modulo translation, the bowl soliton is the only convex,
non-planar translator Σn in Rn+1, n ≥ 3, satisfying
(19) inf
Σn
κ1 + κ2
H
> 0 .
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In particular, it is the only translator which arises as a singularity
model for a compact, two-convex (immersed) mean curvature flow in
R
n+1 when n ≥ 3.
Proof. First note that any convex, non-planar translator satisfying (19)
is automatically locally uniformly convex. Indeed, if this were not the
case, then it would split off a line; but the complimentary subspace
Σˆn−1 cannot be compact (up to a rotation and scaling, it is a trans-
lator) and must satisfy infΣˆn−1 κ1/H > 0, contradicting Hamilton’s
compactness theorem [20].
We claim that Σn is entire. Suppose, to the contrary, that this
is not the case. Then, by Wang’s dichotomy (Theorem 7.1), it lies
in a slab. Choose e ∈ ∂ν(Σ) with 〈e, e1〉 = 0. By Lemma 6.1 (ii),
we can find a sequence of points Xj ∈ Σn such that the translates
Σn−Xj converge locally uniformly in the smooth topology to a convex
translator which splits off a line parallel to the slab and has normal e at
the origin. Since 〈e1, e〉 = 0, the limit cannot be a vertical hyperplane.
It follows that the limit has positive mean curvature. Moreover, since
〈e, en+1〉 < 0, the cross section of the splitting cannot be compact.
But this contradicts the two-convexity hypothesis (19) by Hamilton’s
compactness theorem [20]. The claim now follows from Haslhofer’s
analysis (Theorem 8.1). 
To our knowledge, Corollary 8.3 was only previously known under
additional hypotheses, such as noncollapsing [22] or certain cylindrical
and gradient estimates [8].
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