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Abstract
Enhancing the spin-orbit interaction in
graphene, via proximity effects with topologi-
cal insulators, could create a novel 2D system
that combines nontrivial spin textures with
high electron mobility. In order to engineer
practical spintronics applications with such
graphene/topological insulator (Gr/TI) het-
erostructures, an understanding of the hybrid
spin-dependent properties is essential. However
to date, despite the large number of experimen-
tal studies on Gr/TI heterostructures reporting
a great variety of remarkable (spin) transport
phenomena, little is known about the true na-
ture of the spin texture of the interface states
as well as their role on the measured proper-
ties. Here we use ab initio simulations and
tight-binding models to determine the precise
spin texture of electronic states in graphene
interfaced with a Bi2Se3 topological insulator.
Our calculations predict the emergence of a
giant spin lifetime anisotropy in the graphene
layer, which should be a measurable hallmark
of spin transport in Gr/TI heterostructures,
and suggest novel types of spin devices.
Introduction
Following the discovery of graphene and the
large family of van der Waals heterostruc-
tures based on two-dimensional materials,1–5
the spectrum of practical applications harness-
ing the uniqueness of such materials has grown
continuously.6 In the area of spintronics,7,8
the long room-temperature spin lifetime in
graphene opens the possibility of large-scale in-
tegration of lateral spintronic devices and archi-
tectures.9–11 Additionally, many recent reports
indicate the benefit of using proximity effects
to tune the spin properties inside the graphene
layer and to engineer devices such as spin field-
effect transistors.12,13 This provides exciting op-
portunities in the search for innovative spin ma-
nipulation strategies and the development of
non-charge-based information processing tech-
nologies. Proximity effects have been stud-
ied by combining graphene with magnetic in-
sulators,14–17 or by magnifying the spin-orbit
coupling (SOC) in graphene through extrinsic
chemical functionalization.18–20 Another route
recently proposed is to interface graphene with
transition metal dichalcogenides (TMDCs)21,22
such as WS2 or WSe2, which leads to phenom-
ena such as weak antilocalization (WAL)23–25
or large nonlocal Hall signals.26 Additionally,
the fact that electronic states in Gr/TMDC sys-
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tems are spin-polarized primarily along the out-
of-plane direction27 results in large spin life-
time anisotropy between in-plane and out-of-
plane spin-polarized electrons, which is however
weakly energy dependent and therefore not tun-
able.28–30
Recently, a lot of attention has been paid
to heterostructures of graphene and topolog-
ical insulators (TIs), with reports of anoma-
lous magnetotransport, giant Edelstein effect,
and gate-tunable tunneling resistance,31–35 as
well as the possible existence of a quantum spin
Hall phase.36,37 On the more applied side, the
fabrication of broadband photodetectors based
on Gr/TI heterostructures has been realized,38
as well as the injection of spin-polarized cur-
rent from an ultrathin Bi2Te2Se nanoplatelet
into graphene.39 TI materials are distinguished
by their strong intrinsic SOC, which leads to
the formation of a bulk band gap and 2D sur-
face states that host massless Dirac fermions
with spin-momentum locking.40–45 Proximity to
a TI leads to a band gap opening and spin-
split bands in graphene, as discussed theoreti-
cally for the case of Bi2Se3,
46,47 or for graphene
interfaced with Sb2Te3.
37
However, currently there is substantial vari-
ability in the literature concerning the precise
spin characteristics of Gr/TI systems. Rajput
and coworkers measured and calculated a spin
splitting of ∼80 meV in graphene on Bi2Se3,47
while Lee et al. calculated a band gap of up to
20 meV induced in graphene by Bi2Te2Se when
all Dirac cones coincided.48 Kou et al. predicted
a SOC of ∼2 meV induced in graphene sand-
wiched between two layers of Sb2Te3.
49 They
also pointed out, as did Lin et al.,50 the im-
portance of the Kekule´ distortion on the mag-
nitude of the band gap in graphene. Jin and
Jhi reported a TI thickness dependence of SOC
induced in graphene by Sb2Te3, and they also
hinted at unusual spin textures induced in the
graphene bands.51 Meanwhile, De Beule et al.52
concluded that the spin texture imprinted on
the graphene states should resemble the stan-
dard Rashba texture, as also found in Zhang
et al.53 Overall, these works indicate that TIs
clearly induce strong proximity effects, result-
ing in gap opening and spin splitting of the
bands, but the precise nature of the spin tex-
ture induced in the graphene layer, and the way
to detect it experimentally are crucially lack-
ing. Additionally, such information is not only
essential for clarifying how proximity effects be-
tween graphene and TIs generate the measured
properties, but could also enlarge the possibili-
ties for tailoring spintronics applications.
In this article, we report fundamental spin
transport properties of Gr/TI heterostructures,
by performing ab initio calculations and fitting
to tight-binding (TB) models that fully repro-
duce both the band structure and the spin tex-
ture in the graphene layer. Structures with dif-
ferent twist angles between the graphene and
the TI are considered, but in all cases a gi-
ant spin lifetime anisotropy in the graphene
layer, with in-plane spins relaxing much faster
than out-of-plane spins is obtained. In the
highly commensurate structure, with a twist
angle of 30◦, the anisotropy is maximal near the
graphene Dirac point, reaching values of tens to
hundreds, and decays to 1/2 at higher energies.
Meanwhile, in the larger unit cell, with a twist
angle of 0◦, the anisotropy remains high at all
Fermi energies and exhibits a strong electron-
hole asymmetry. The difference in these be-
haviors is driven by the dominating SOC terms
in each structure, which depend on the spe-
cific interface symmetry. This contrasts with
prior calculations of the spin texture in Gr/TI
systems,52,53 which predicted a purely Rashba-
like spin texture with an energy-independent
anisotropy of 1/2.
Our theoretical predictions could be exper-
imentally confirmed by performing a gate-
dependent measurement of the anisotropy as re-
cently achieved in Gr/TMDC samples;29,30,54,55
heterostructures which however do not exhibit
any gate-dependence. Differently, Gr/TI al-
lows for a strong gate-dependent anisotropy
enabling the fabrication of tunable spin filter-
ing devices, while the in-plane spin-momentum
locking could also make it possible to convert
charge current to spin current and to control
the spin orientation of the current.39
2
Model and Methods
Ab initio calculations of the electronic struc-
ture of Gr/TI heterostructures were carried out
using density functional theory (DFT),56 im-
plemented in the Vienna Ab initio Simulation
Package (VASP),57 with the wave functions ex-
panded in a plane wave basis with an energy
cutoff of 600 eV, using the projector augmented
wave method.58 The PBE form of the gener-
alized gradient approximation59 was used to
compute the exchange-correlation energy, and
a 24 × 24 × 1 (9 × 9 × 1) k-point mesh for the
small (large) unit cell was used together with a
convergence criterion of 10−6 eV. The spin-orbit
coupling was included through noncollinear cal-
culations, while the Van der Waals force was ac-
counted for based on the Tkatchenko-Scheffler
method,60 and all structures were fully relaxed
until forces were smaller than 10−2 eV/A˚.
Figure 1 shows the simulated Gr/TI het-
erostructures, which contain a Bi2Se3 film and
one monolayer of graphene in either a
√
3×√3
or a 5 × 5 supercell, shown in Figs. 1(a) and
(b), respectively. Since the graphene layer is
attached to the TI substrate, the minimum-
energy lattice constant of bulk Bi2Se3, 4.196
A˚, was adopted. The relaxed crystal struc-
tures exhibit a lattice mismatch of less than 3%,
while the relaxed interlayer spacing between the
graphene and TI is larger than 3.5 A˚. For the
small unit cell we considered TI films of two dif-
ferent thicknesses, one and six quintuple layers
(QLs), as indicated in Fig. 1(c), while for the
large unit cell we only considered a thickness
of 1QL. Since our results are qualitatively inde-
pendent of the number of QLs, we restrict our
discussion to the 1QL case, and show the 6QL
results in the Supplemental Material. Figure
1(a) depicts the hollow configuration, with the
top (green) Se atom in the center of a carbon
ring. This is the most stable configuration, but
when studying the spin texture in this unit cell
we have also considered other alignments. Fig-
ure 1(b) shows the structure of the larger unit
cell, which contains a mix of hollow, top, and
bridge alignments between C and Se.
To describe the electronic properties of
graphene on a TI, we employ a TB Hamil-
Figure 1: Unit cells and TB parameters for the
Gr/Bi2Se3 heterostructure. Green atoms are Se
in the top TI layer, while purple and orange
atoms are Bi and Se on deeper layers. Grey
atoms are carbon. (a) In the small unit cell,
the hopping within and between carbon rings
is denoted by t0 and tp, respectively. The trian-
gle indicates intrinsic SOC within the primary
carbon ring. Green arrows indicate the electric
fields responsible for in-plane Rashba SOC, and
a uniform out-of-plane Rashba SOC is also as-
sumed. (b) The larger unit cell includes a vari-
ety of C-Se alignments. For this system we use a
TB model originally developed for Gr/TMDC
heterostructures.27 (c) Side view of the struc-
tures, indicating a variable number of QLs.
tonian given by
H =
∑
α=0,p
tα
∑
〈ij〉,s
c†iscjs
+
i
3
√
3
∑
〈〈ij〉〉,ss′
c†iscjs′(λI + ξiλV Z)[νijsz]ss′
+
2i
3
∑
〈ij〉,ss′
c†iscjs′ [(λ
z
Rzˆ + λ
ρ
Rρˆ) · (s× dij)]ss′
+
2i
3
∑
〈〈ij〉〉,ss′
c†iscjs′ [(ξiλPIAzˆ) · (s×Dij)]ss′ ,
(1)
where c†is (cis) is the creation (annihilation) op-
erator of an electron at lattice site i with spin
s, dij (Dij) is the unit vector pointing from
site j to nearest (next-nearest) site i, s are the
spin Pauli matrices, νij = +1(−1) for a clock-
wise (counterclockwise) hopping path from site
j to i, ξi = +1(−1) on sublattice A (B), and
the single (double) brackets are sums over first
(second) nearest neighbors. The first term in
Eq. (1) describes the hopping between nearest-
neighbor carbon atoms. As depicted in Fig.
3
Figure 2: Band structure of the Gr/Bi2Se3 het-
erostructure in the highly commensurate unit
cell. (a) DFT band structure, where red sym-
bols are the projection onto the carbon atoms.
(b) Zoom of the graphene bands near the Dirac
point, where symbols are the DFT results and
lines are the fit using the TB model of Eq. (1).
1(a), this has two different strengths: t0 is the
hopping within the carbon ring surrounding the
top (green) Se atom, and tp is the hopping be-
tween carbon rings. This describes a Kekule´
distortion of the graphene lattice in the hol-
low configuration, and opens a band gap of
2|t0 − tp| in the absence of SOC. In the large
unit cell, Fig. 1(c), there is no Kekule´ distor-
tion and thus t0 = tp. The second term de-
scribes intrinsic SOC in the graphene lattice,61
λI , and is assumed nonzero only for the car-
bon ring surrounding the top Se atom; this is
highlighted by the solid triangle in Fig. 1(a). In
the larger unit cell, this term is uniform. The
third term is valley-Zeeman SOC, λV Z , which
couples spin and valley and arises when sublat-
tice symmetry is broken in the graphene layer.62
For this reason, it is only present in the larger
unit cell. The fourth term is a uniform Rashba
SOC, λzR, induced by an electric field perpen-
dicular to the graphene plane. The fifth term
is a second Rashba SOC, λρR, arising from a
radial in-plane electric field. We have found
the best qualitative fit to DFT by choosing a
nonuniform in-plane field, with nonzero values
of λρR only along the green arrows in Fig. 1(a).
In the larger unit cell this term does not exist,
owing to the lack of radial symmetry. Finally,
the last term is denoted PIA (pseudospin in-
version asymmetry) SOC, λPIA, which is akin
to a second-order Rashba SOC and leads to a
k-linear spin splitting of the bands. This par-
ticular term only arises in the presence of sub-
lattice symmetry breaking plus a perpendicular
electric field.62
Results
We first focus on the highly commensurate
structure, since this is the structure that has
been exclusively studied in the literature up to
now. Figure 2(a) shows the DFT band struc-
ture of this system, where the red symbols
denote the projection onto the carbon atoms.
Since the Bi2Se3 layer is only 1QL thick, the
surface states do not form, but they do ap-
pear in the 6QL structure (see Supplemental
Fig. S1). In the Gr/Bi2Se3 heterostructure,
there is significant charge transfer between the
graphene and the TI, which induces a strong
p-doping of the graphene and pushes its Dirac
point into the TI conduction band. An equiva-
lent amount of charge transfer is also seen in the
bridge and top configurations of this unit cell.
Because of the
√
3×√3 supercell, the graphene
Dirac cones are folded from the K and K′ points
onto the Γ point of the first Brillouin zone, re-
sulting in eight nearly-degenerate bands. This
degeneracy is broken by the Kekule´ distortion
and the SOC induced by the TI, resulting in
a band gap opening and spin splitting of the
conduction and valence bands. This can be
seen in Fig. 2(b), which shows a closeup of the
graphene bands near the Dirac point. Black
symbols are the DFT results and the red lines
are the fits using the TB model of Eq. (1). A
band gap and spin splitting on the order of a
few meV are observed. As mentioned above,
each of these bands are nearly doubly degener-
ate due to the folding of K/K′ to Γ, but this
degeneracy is broken by the Kekule´ distortion
and the SOC (see Supplemental Fig. S2).
Figure 3 shows an overview of the spin tex-
ture of the graphene bands in the Gr/Bi2Se3
heterostructure. The top, middle, and bot-
tom rows show the projections of the spin of
the highest conduction band along the x, y,
4
Figure 3: Spin texture of Gr/Bi2Se3 in the
highly commensurate structure. The left col-
umn (a)-(c) contains the DFT results and the
right column (d)-(f) contains the TB results,
showing each spin component as a function
of angle θ around a constant energy contour.
Black, red, and green curves are energy con-
tours corresponding to 34, 100, and 149 meV
above the graphene Dirac point.
and z axes respectively, plotted as a function
of the angle θ around a constant energy con-
tour. The first column contains the DFT re-
sults and the second column contains the TB
fit. The black, red, and green curves indi-
cate the energy dependence of the spin tex-
ture, at Fermi energies of 34, 100, and 149 meV
above the graphene Dirac point. Several char-
acteristic features of the spin texture can be
seen. The first is that the x and y compo-
nents exhibit an overall Rashba-like behavior,
with 〈Sx〉 ∼ − sin θ and 〈Sy〉 ∼ cos θ. How-
ever, this overall trend is punctuated by sharp
minima every 60◦. Second, the z component of
the spin is generally nonzero and shows maxima
at these same points. These peaks correspond
to points of anticrossing between the K and K′
bands that were folded to the Γ point, which is
enabled by the valley-mixing Kekule´ distortion
and the in-plane Rashba SOC (see Supplemen-
tal Fig. S2). Finally, the energy dependence
shows that the in-plane components of the spin
become weaker near the Dirac point, while the
weight of the out-of-plane component increases.
Table 1 shows the TB parameters that best
reproduce the DFT band structure and spin
texture of the Gr/TI heterostructures, with the
left column showing the case for the smaller
unit cell. The orbital gap induced by the
Kekule´ distortion is ∼6 meV, and the SOC
strengths are on the order of a few meV. A
notable result is the relative magnitude of the
in-plane and out-of-plane Rashba terms. Re-
cent work has found good fits to the DFT band
structure when assuming λρR  λzR,51 but here
to obtain the proper in-plane spin texture it is
necessary to enforce λρR  λzR. An overview of
the dependence of the in-plane spin texture on
λzR and λ
ρ
R can be found in Fig. S3 of the Supple-
mental Material. The intrinsic SOC λI is nec-
essary for a proper fit to the DFT band struc-
ture, but has no impact on the spin texture.
Meanwhile, the out-of-plane spin component
〈Sz〉 depends crucially on the presence of the
Kekule´ distortion, which hybridizes the K and
K′ bands; in its absence the magnitude of 〈Sz〉
drops by three orders of magnitude (see Sup-
plemental Fig. S2). As stated above, the valley-
Zeeman and PIA terms do not appear in this
system because sublattice symmetry is not bro-
ken. Here we note that this spin texture is quite
different from that in prior works, which pre-
dicted a purely Rashba-like behavior.52,53 We
attribute this difference to the choice of model
used; the earlier works used a continuum model
for the graphene and TI bands that does not
account for trigonal warping, the Kekule´ dis-
tortion, or the in-plane Rashba terms. We have
found that both of these terms are crucial for
properly capturing the DFT spin texture.
Figure 4 shows the band structure and spin
texture of the larger unit cell (see Fig. 1(c)),
and the right column of Table 1 shows the TB
fitting parameters. It is clear that, owing to the
different interface symmetry of the larger unit
cell, there are significant differences in the band
structure, spin texture, and relevant SOC pa-
rameters compared to the smaller unit cell. In
the band structure, the graphene Dirac cones
remain separated at the K and K′ points of
the Brillouin zone while the charge transfer be-
tween the graphene and the TI remains large
(see Supplemental Fig. S6). Owing to this lack
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Table 1: TB fits to the DFT band structure
and spin texture of Gr/Bi2Se3 heterostructures.
Unless otherwise specified, all quantities are in
units of meV.
Parameter Small unit cell Large unit cell
t0 -2.6 eV -2.4 eV
t0 − tp -3 0
λI -2.5 0
λV Z 0 -0.6
λzR 0.05 0.3
λρR -1.9 0
λPIA 0 -1.1
of band folding, hybridization between the val-
leys no longer occurs and the 60◦ periodicity of
the spin texture disappears. Instead, 〈Sz〉 re-
mains independent of the momentum direction,
and its sign is valley-dependent. This behav-
ior is driven by the presence of valley-Zeeman
SOC, λV Z , which is permitted by the sublat-
tice symmetry breaking in the larger unit cell.
The in-plane spin components follow the typical
Rashba texture, and the PIA SOC determines
their energy dependence. As mentioned above,
the Kekule´ distortion and in-plane Rashba SOC
are not present in this system. Additionally, the
intrinsic SOC is found to be vanishingly small.
It it interesting to note that this TB model is
identical to that used for Gr/TMDC systems,
and the obtained fitting values are also quite
similar.27
A comparison of Figs. 3 and 4 indicates that
the symmetry of the system can have a sig-
nificant impact on the spin texture induced in
graphene by proximity to a TI substrate. This
then raises the question: which of these sce-
narios is most likely to be encountered in an
experimental setup? For experiments that in-
terface graphene with TIs via stacking of ex-
foliated layers, the situation seen in the larger
unit cell seems more likely, as the alignment
and relative orientation of the graphene and TI
lattices remains largely uncontrolled.63,64 How-
ever, through careful processing and device fab-
rication, more precise control over the inter-
face may be achieved.4,65 From the perspective
of spin transport, a measurement of the spin
Figure 4: Eletronic properties of Gr/Bi2Se3 in
the large unit cell. (a) Band structure, where
symbols are the DFT results and lines are the
TB fit. (b)-(d) Spin texture from DFT, where
black, red, and green curves are energy contours
corresponding to 32, 157, and 235 meV above
the graphene Dirac point. Solid (dashed) lines
are for the K (K′) valley.
lifetime anisotropy can be invaluable in deter-
mining the dominant SOC terms and the na-
ture of spin relaxation in these systems.54,55 In-
deed, predictions of fast in-plane spin relaxation
in Gr/TMDC heterostructures, driven by spin-
valley locking and intervalley scattering,28 have
recently been confirmed by measurements of the
spin lifetime anisotropy.29,30
From our calculated spin textures we can pre-
dict the spin lifetime anisotropy of each sys-
tem, defined as the ratio of out-of-plane to
in-plane spin lifetime, ζ ≡ τs,z/τs,x. Assum-
ing the D’yakonov-Perel’ regime of spin relax-
ation, the lifetime of spins polarized along α is
given by τ−1s,α = τ
∗
β(|Ω|2 − Ω2α), where Ω is the
momentum-dependent effective magnetic field
arising from SOC in units of spin precession
frequency, τ ∗β is the time to randomize the β-
component of Ω, with β ⊥ α, and the overline
represents an average over the Fermi surface at
a particular Fermi energy.66 For a given energy
band, the effective magnetic field can be de-
composed as Ω = ωS, where ω = ∆E/~ is
the spin precession frequency associated with
the spin splitting ∆E of the band, and S =
〈ψ|s|ψ〉 is the spin polarization of the eigen-
states ψ associated with the band. The spin
lifetime anisotropy arising from the spin-split
6
band structure can then be written as
ζ =
τ ∗z
4∑
i=1
(
|S|2 − S2x
)
i
τ ∗x
4∑
i=1
(
|S|2 − S2z
)
i
, (2)
where the sum over i includes each of the four
conduction or valence bands in the Fermi sur-
face average. In the small unit cell, because
both Dirac cones are folded to the Γ-point
we have τ ∗x = τ
∗
z = τp, with τp the momen-
tum relaxation time. In the large unit cell the
graphene Dirac cones remain at K and K′, and
owing to the presence of λV Z we have τ
∗
x = τp
and τ ∗z = τiv, where τiv is the intervalley scat-
tering time.28
Figure 5 shows the spin lifetime anisotropy
in the Gr/TI heterostructures, calculated from
Eq. (2). Panels (a) and (b) are for the small
and large unit cell respectively, the open cir-
cles show the DFT results, and the solid lines
are from the TB fits. In the small unit cell,
the anisotropy remains negligible away from the
graphene Dirac point, on the order of 1/2, and
reaches values in the hundreds at the lowest
energies. This trend also holds within the TI
bandgap, where the graphene bands are com-
pletely in-plane and the anisotropy is 1/2. Such
behavior results from the increase in weight of
〈Sz〉 near the Dirac point and the correspond-
ing decrease of 〈Sx〉 and 〈Sy〉. The anisotropy
obtained from the TB fit is both qualitatively
and quantitatively similar to the DFT results.
It should be noted, however, that the TB model
does not fully account for all aspects of the be-
havior of 〈Sz〉. In particular, the DFT results
show that the lowest pair of conduction and va-
lence bands exhibit no out-of-plane spin tex-
ture, while the upper pair of conduction and
valence bands show 〈Sz〉 similar to Fig. 3(c) (see
Supplemental Fig. S4). Meanwhile, the TB re-
sults show identical magnitude of 〈Sz〉 for all
bands; this leads to an overstimation of ζ by
approximately a factor of two.
Figure 5(b) shows the anisotropy in the large
unit cell, in units of τiv/τp. Both the TB fit and
the analytical prediction derived for Gr/TMDC
systems28 show nice agreement with the DFT
results. In this case, the anisotropy is character-
ized by a strong electron-hole asymmetry, which
is driven by the relatively large value of λPIA;
as shown in Ref. 28, the out-of-plane spin relax-
ation rate is proportional to (akFλPIA ± λR)2,
where a is the graphene lattice constant, kF
is the Fermi wave number, and the +(-) is for
the conduction (valence) band. At sufficiently
negative energies, when akFλPIA = λR, this
model predicts that the spin lifetime anisotropy
will diverge. In reality, when τ⊥s becomes suf-
ficiently long another source of spin relaxation,
such as contact dephasing or magnetic impuri-
ties, would take over, placing an upper bound
on ζ. In systems without a strong PIA SOC, the
anisotropy would be independent of the Fermi
energy. In the large unit cell, the anisotropy is
driven by the SOC and the charge scattering
through τiv/τp. In general, intervalley scatter-
ing is caused by structural defects such as dis-
locations, grain boundaries, vacancies, etc., as
well as chemical adsorbates such as hydrogen,
oxygen, or other hydrocarbons that could be
deposited during device fabrication.67 Bi2Se3 is
known to suffer from Se vacancies, which might
also induce short-range Coulomb potentials and
intervalley scattering in graphene.67 Measuring
τp is straightforward, as it can be deduced from
the mobility and charge density. For example,
a typical carrier density of 2 × 1012 cm−2 cou-
pled with a mobility of 6000 cm2/V.s, as mea-
sured recently for a graphene/Bi2Se3 system,
33
yields τp ≈ 100 fs. Determining τiv requires a
measurement of weak localization (WL), but in
Gr/TI or Gr/TMDC systems the strong SOC
leads to weak antilocalization (WAL), making
it difficult to extract τiv. So far, the best that
has been done for a Gr/TMDC system is to
measure WL in a region of the device that is
not covered by the TMDC, and to assume that
value as an upper bound of τiv in the Gr/TMDC
region.25 We are not aware of any estimates of
τiv in Gr/TI systems. Measurements of WL in
graphene systems yield τiv/τp in the range of 3-
20 depending on the sample quality and Fermi
energy.25,68,69 Very generally, τp is in the range
of tens of fs and τiv is on the order of hundreds
of fs to a few ps. Assuming τiv ≈ 10τp as a typi-
cal experimental situation, we would expect an
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Figure 5: Spin lifetime anisotropy of Gr/TI het-
erostructures as a function of energy relative to
the graphene Dirac point. Panels (a) and (b)
show the anisotropy in the small and large unit
cell, respectively. Symbols are the DFT results,
solid lines are the TB fits, and the dashed line
is the analytical expression of Ref. 28.
anisotropy on the order of a few tens over the
full range of gate voltage.
As mentioned in the Model and Methods sec-
tion, we also used DFT to calculate the spin
texture of the Gr/TI heterostructures in the
top and bridge configurations, where the top
Se atom sits below a carbon atom or a carbon-
carbon bond, respectively. In contrast to the
hollow configuration, these configurations show
a small anisotropy, ζ . 1 (see Supplemental
Fig. S5). This arises from the lack of Kekule´
distortion and/or in-plane Rashba SOC in these
other lattice arrangements, which as discussed
above, are both necessary to enhance the mag-
nitude of 〈Sz〉 and thus the anisotropy.
Conclusions
In summary, our study reveals the emergence of
anisotropic spin transport in graphene in prox-
imity with topological insulators, but the ori-
gin and energy dependence of this anisotropy
vary significantly with the geometry of the in-
terface. This arises from the very small lattice
mismatch, which permits a highly commensu-
rate unit cell at the appropriate twist angle.
This is in contrast to the case of Gr/TMDC
systems, which have a much larger lattice mis-
match that precludes the formation of a small
and highly commensurate unit cell.23,27 Simi-
larly to the case of Gr/TMDC, Gr/TI displays
an almost energy-independent anisotropy for
zero twist angle between the graphene and TI
lattices. However, in the highly commensurate
unit cell (with a twist angle of 30◦), the spin
anisotropy is connected to both a Kekule´ dis-
tortion and an in-plane Rashba SOC induced
in the graphene by the TI. As a result, the
spin lifetime becomes highly anisotropic near
the graphene Dirac point while vanishing at
higher energies, suggesting a much stronger
variability via electrostatic gating in experi-
ments. Such spin anisotropy could be playing
a role in the debated experimental results re-
ported to date in Gr/TI heterostructures,32,33,39
while simultanously suggesting new device en-
gineering such as gate-tunable linear spin po-
larizers, which remove the in-plane component
of a spin-polarized current but leave the out-of-
plane component intact.
One useful observation is that, as shown in
Fig. 2, the Fermi level initially lies in the Bi2Se3
conduction band, which will generate parallel
transport in the graphene and TI layers. How-
ever, given that the spin lifetime in the TI
bulk should be exceptionally short (few fem-
toseconds),70,71 any measured spin signal may
still carry features of the spin transport in the
graphene layer. To more optimally realize the
conditions in which the TI surface states would
play a role in the transport properties of Gr/TI
heterostructures, ternary compounds, with the
TI Fermi energy well within the TI bulk gap,72
would be even more desirable.
Finally, it would be interesting to include de-
fects and disorder in the ab initio simulations
and TB models, since this could locally alter
the strength and nature of the SOC parame-
ters. Such analysis, beyond the scope of the
present work, could be also extended by devel-
oping a full Gr/TI tight-binding model, using
for instance the Fu-Kane-Mele model.73,74
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