Abstract-In this note, we provide a unified framework for the mean square stability of stochastic jump linear systems via optimal transport. The Wasserstein metric known as an optimal transport, that assesses the distance between probability density functions enables the stability analysis. Without any assumption on the underlying jump process, this Wasserstein distance guarantees the mean square stability for general stochastic jump linear systems, not necessarily for Markovian jump. The validity of the proposed methods are proved by recovering already-known stability conditions under this framework.
I. INTRODUCTION
Consider a discrete-time jump linear system given below.
where {σ k } denotes the switching sequence of the jump system. This system (1) with m modes is characterized by (i) a set of m system matrices {A i } m i=1 , and (ii) a switching sequence {σ k }. If the switching sequence {σ k } is governed by the time-varying occupation probability vector π (k) {π 1 (k) , π 2 (k) , . . . , π m (k)}, then (1) is referred as stochastic jump linear systems. In general, there are several difficulties on defining the conditions for the stability of such stochastic jump linear systems and main difficulty stems from the randomness in switching logic. Therefore, a variety of researches have been investigated for the stability analysis of stochastic jump linear systems.
Kozin [1] surveyed some basic ideas for the stability of stochastic systems and Feng et.al. [2] showed equivalence of different notions in mean square stabilities. In [3] , Ji et.al. studied the stability for the discrete-time jump linear systems in the mean square sense. One example of such stochastic jump systems is Markov jump linear systems, where the switching probability π(k) is governed by Markovian process. These Markov jump linear systems are widely adopted due to the usefulness of formulating randomness caused by communication delays or packet losses in networked systems, abrupt environmental disturbances or changes in subsystems, systems with parametric uncertainties, etc. Some recent literatures for the stability analysis of Markov jump linear systems can be found in [4] - [7] .
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In this note, we provide the mean square stability conditions for general stochastic jump linear systems, but not necessarily for Markovian jump. Hence, the switching probability π(k) forms any random vector. The Wasserstein distance, which defines a metric on the manifold of probability density functions(PDFs) provides a distance between a time-varying state PDF and a reference PDF. As a consequence, the stability in terms of the distributional sense can be obtained using the Wasserstein metric. Moreover, we show that the convergence in the Wasserstein distance with Dirac as a reference PDF implies the stability in the mean square sense. Compared to the previous literatures investigated on the mean square stability of stochastic jump linear systems, the major contributions of this note can be listed as follows: 1) Using the Wasserstein distance known as an optimal transport, a unified framework to prove the mean square stability of any stochastic jump linear systems is presented. We show that any arbitrary initial state distributions can be represented by mixture of Gaussian(MoG), then the convergence of this MoG implies the mean square stability in the Wasserstein framework. 2) Some stability conditions for stochastic jump linear systems in the previous literatures such as i) Independent and identically distributed(i.i.d.) jump, ii) Time-homogeneous Markov jump, can be fully recovered by the proposed methods. This work will show how the mean square stability conditions are established in the PDF level using an optimal transport. Notation: Most notations are standard. R n denotes the ndimensional Euclidean space. The notations tr (·), vec(·), and diag(·) represent trace, vectorization, and block diagonalization operators, respectively. Abbreviation m.s. stands for the asymptotic convergence in the mean square sense. The notation X ∼ ς (x) denotes that the random vector X has probability density function (PDF) ς (x). The symbol N (µ, Σ) is used to denote the PDF of a Gaussian random vector with mean µ and covariance Σ. In addition, the symbol ρ(·) and λ i (·) represent the spectral radius and i th eigenvalue of the square matrix, respectively.
II. SOME NEW RESULTS ON WASSERSTEIN DISTANCE AND PDF EVOLUTION IN STOCHASTIC JUMP LINEAR SYSTEMS Definition 1: (Wasserstein distance) Consider the vectors x 1 ∈ X 1 ⊆ R n , and x 2 ∈ X 2 ⊆ R n , such that x 1 ∼ ς 1 and x 2 ∼ ς 2 . Let P 2 (ς 1 , ς 2 ) denote the collection of all probability measures ς supported on the product space X 1 × X 2 ⊆ R 2n , having finite second moment, with first marginal ς 1 and second marginal ς 2 . Then the L 2 Wasserstein distance of order 2, denoted as 2 W 2 , between two n-variate PDFs ς 1 and ς 2 , is defined as
Remark 1: Intuitively, Wasserstein distance equals the least amount of work needed to morph one distributional shape to the other [8] . From this point on, we denote 2 W 2 as W , for notational ease. One can prove (p. 208, [8] ) that W defines a metric on the manifold of PDFs.
Next, we connect the distributional convergence in Wasserstein metric, with the convergence in m.s. sense. For this purpose, we consider Dirac delta as a generalized PDF, formally stated below.
Definition 2: (Dirac delta as generalized PDF) In this note, we consider the Dirac delta function δ (x), where x ∈ R n , defined as
as a generalized PDF, since δ (x) is nonnegative for all
x ∈ R n , and 160-161, [9] ). Definition 3: (Mean square convergence) A sequence of random vectors {X j } ∞ j=1 with X j ∈ R n , is said to converge to a random vector X ∈ R n in mean-square sense, if
In short, we write X j m.s.
−→ X.
Proposition 1: (Convergence to δ (x) in W metric) If we fix Dirac delta as the reference PDF, then distributional convergence in Wasserstein metric is necessary and sufficient for convergence in m.s. sense.
Proof: Consider a sequence of n-dimensional joint PDFs
where the random vector X j ∼ ς j (x). The last equality follows from the fact that
Conversely, m.s. convergence ⇒ distributional convergence, is well-known [10] and unlike the other direction, holds for arbitrary reference measure.
The next result quantifies the Wasserstein distance between a Gaussian and Dirac PDF, in terms of the parameters of the Gaussian PDF.
Proposition 2: (W between Gaussian and Dirac PDF) The Wasserstein distance W , between two joint PDFs N (µ, Σ) and δ (x), both supported on R n , is given by
Proof: Following definition 2, we write
where in the second step, we used the closed-form solution [11] for Wasserstein distance between two Gaussian PDFs. Hence the result. Lemma 1: Given m absolutely continuous random vectors X 1 , . . . , X m , with respective CDF F j (x), and PDF ς j (x), where j = 1, 2, . . . , m, and x ∈ R n , let X X j with
α j = 1. Then, the CDF and PDF of the n-dimensional random vector X are given by
Proof:
αjFj (x) where we have used the law of total probability.
Since each X j and hence X, is absolutely continuous, we have
. A consequence of Lemma 1 is that the joint state PDF of stochastic jump systems is of mixture type, namely a convex sum of component PDFs. In particular, the following proposition provides a closed form formula of the joint state PDF evolution for stochastic jump linear systems, under the assumption that the initial PDF is an MoG. This assumption on initial joint PDF is not too restrictive, since any arbitrary initial PDF can be approximated, in weak distributional sense, by a finite MoG [12] .
Proposition 3: (Joint state PDF of stochastic jump linear systems at time k) Consider a discrete-time stochastic jump linear system with the initial joint state PDF ς 0 being an MoG with m 0 component Gaussians, i.e., ς 0 = m0 j0=1 α j0 N (µ j0 , Σ j0 ), m0 j0=1 α j0 = 1. Then, the joint state PDF at time k, denoted by ς (k), under stochastic jumps with switching probability π(k), is given as
where
Proof: Starting from ς 0 at k = 0, the modal PDF at time k = 1, is given by
which follows from the fact that linear transformation of an MoG is an equal component MoG with linearly transformed component means and congruently transformed component covariances (see Theorem 6 and Corollary 7 in [13] ). From Lemma 1, it follows that the state PDF at k = 1, is
where π j1 (1) is the occupation probability for mode j 1 at time k = 1. Notice that (7) is an MoG with mm 0 component Gaussians. Proceeding likewise from this ς(1), we obtain
Continuing with this recursion till time k, we arrive at (6), which is an MoG with m k m 0 components. The next Lemma computes the mean and covariance of any mixture PDF, in terms of the means and covariances of its component PDFs. Proof: By definition, mean vector of the mixture PDF is
Next, covariance matrix of the mixture PDF is
From Proposition 3, starting with an MoG, the joint PDF for a stochastic jump linear system at any time, is another MoG, which may have higher moments other than mean and covariance. However, Theorem 1 stated below, somewhat counterintuitively shows that given an MoG joint PDF, one can construct a "synthetic" Gaussian PDF using Lemma 2, such that the given MoG and the synthetic Gaussian are equidistant from Dirac PDF, as measured in the Wasserstein metric. Hence, in order to assess m.s. convergence for stochastic jump linear systems, we can use the distance W N ( µ(k), Σ(k)), δ as a "proxy" for the distance W (ς (k) , δ). As we will see in Section III, this will facilitate our stability analysis since computing W N ( µ(k), Σ(k)), δ is much easier (Proposition 2) than computing W (ς (k) , δ), as the number of Gaussian components in ς (k) increases exponentially with time (Proposition 3).
Theorem 1: (MoG state PDF and a synthetic Gaussian are equidistant from Dirac) Starting from an initial MoG joint PDF ς0 (k) = m 0 j 0 =1 αj 0 N (µj 0 , Σj 0 ), let ς(k) be the joint state PDF at time k, for stochastic jump linear systems with arbitrary switching probability π(k). Further, let the mean and covariance for ς (k), be denoted as µ(k) and The proof is given in Appendix and more details about the practicality of Theorem 1 can be found in [14] .
III. MAIN RESULTS

A. Mean square stability for i.i.d. jump linear systems
Suppose that {σ k } is generated by an i.i.d. process with probability distribution {π 1 , π 2 , · · · , π m } over the set {1, 2, . . . , m}. In Corollary 2.7 of [15] , the necessary and sufficient condition for m.s. stability of an i.i.d. jump linear system is given by that the matrix
is Schur stable. We next recover this result from the Wasserstein distance perspective. Proof: Since the jump stochastic process is i.i.d., the underlying probability vector π (k) that generates the switching sequence {σ k }, is a time-invariant probability vector {π 1 , π 2 , · · · , π m }. As a consequence, (10) can be simplified as 
B. Mean square stability for Markov jump linear systems
Suppose that {σ k } is generated by a time-homogeneous Markov chain with probability distribution π (k) = {π 1 (k) , π 2 (k) , . . . , π m (k)}, satisfying π (k + 1) = π (k) P , where P = (p ij ) is the transition probability matrix of size m × m. It has been shown in [16] (see Theorem 1 and 2 therein) that the condition ρ diag(A j ⊗ A j ) P ⊤ ⊗ I < 1 is necessary and sufficient for the m.s. stability of the Markov jump linear systems. Also, it turns out [16] that the Markov chain for the jump process admits a stationary probability distribution π * satisfying π * = π * P , needs to be enforced for the spectral radius condition to imply m.s. stability. Now we recover this m.s. stability condition in the Wasserstein framework. The following matrix properties are needed for this purpose.
Lemma 3: For any real matrices X, Y ∈ R n×n , let the matrices M ∈ R n×n and N ∈ R nm×nm be of the form
Then, following properties hold true.
Proof of (a): From the mixed-product property of the Kronecker product, it is known that (A ⊗ B)(C ⊗ D) = AC ⊗ BD. Similarly, we have (X ⊗ I)(Y ⊗ I) = XY ⊗ I.
Proof of (b): Let λ and v be the eigenvalues and corresponding eigenvectors of block matrix N , respectively. Then, N satisfies
Suppose that the eigenvector v has the form v = [v
By adding all m equations in (13) we obtain
where (12) and (14), we know that M and N share same eigenvalues. Since rank(N ) ≤ n, all the remaining (m − 1)n eigenvalues of N should always be zero, i.e., λ i (M ) = λ i (N ) for i = 1, 2, · · · , n and λ i (N ) = 0 for i = n + 1, n + 2, · · · , mn.
Proof of (c):
Firstly, we compute product of two matrices as follows.
Then, by Lemma 3(b) we know that
Similarly, we have
Proceeding likewise, we get λi(
Theorem 3: Suppose that {σ k } is a time-homogeneous finite state Markov chain with transition probability matrix P , then W → 0 and hence (1) 
is m.s. stable if and only if
Proof: Let the time-varying matrix A(k) be of the form:
Then, the matrix A(k) has the following equivalent form:
From (15) to (16) we used a probability distribution update rule in Markov chain π(k) = π(k − 1)P , where P is the transition probability matrix. Also, Lemma 3(a) was applied to above equations from (16) to (17) . Notice that from (15) we have
According to (17) and (18), we can infer that A(k) can be expressed in terms of π(0) as
In addition, we define the matrix Γ(k) by the product of matrix A from time k to 1 as follows.
Taking the limit of (20), above equation has the form of
Note that if the finite state time-homogeneous Markov chain has stationary probability distribution, which is π * = π * P , then the transition probability matrix P satisfies P * = P P * = P * P , where P * lim k→∞ P k . With the fact that lim
then we have infinite number of multiplications for the term diag(A j ⊗ A j ) P * ⊤ ⊗ I Q(0) in (21). Thus, (21) becomes
Furthermore, the first term of the right hand side in (22) can be expressed as
Now, according to (23), lim
Finally, by Lemma 3(c) we can conclude that lim (10) . Consequently, by proposition 2, jump linear system (1) with Markovian jumps is m.s. stable iff ρ diag(Aj ⊗ Aj)(P ⊤ ⊗ I) < 1.
C. Mean square stability for general stochastic jump linear systems
In this section, we provide a general m.s. stability condition for stochastic jump linear systems, where the jump sequence {σ k } forms any arbitrary random sequences.
Theorem 4: For any arbitrary switching sequence {σ k } with switching probability π(k), a jump linear system (1) is m.s. stable if and only if the matrix Γ(k) is convergent to zero matrix, where the matrix Γ(k) is given in Theorem 1.
Proof: The sufficiency is obvious because from (10),
For the proof of the necessity, suppose that Γ(k) is not convergent to zero as k → ∞. Then, W never reaches zero by (10) , which contradicts the m.s. stability.
Corollary 1: Suppose that {σ k } is an arbitrary switching sequence of the jump linear system (1) with the occupation probability π(k), satisfying π i k (k) = 1 and π j k (k) = 0, ∀i k = j k for all time k. Then, the jump linear system (1) is m.s. stable iff there is a finite time k such that
where A ij ∈ {A 1 , A 2 , . . . , A m }, ∀j and · denotes any matrix norm. Proof: If π(k) obeys π i k (k) = 1 and π j k (k) = 0, ∀i k = j k for all k, then the matrix Γ(k) in (10) Although in [17] , the authors addressed a global uniform asymptotic stability, the m.s. stability condition (24) coincides with the condition in Theorem 6 of [17] . In the case that the initial distribution is given by Dirac PDF located at arbitrary x 0 , i.e., ς 0 = δ(x − x 0 ), we can also recover the uniform stability because E[·] can be obviated in (3).
IV. CONCLUSION
This technical note investigated the m.s. stability for the discrete-time stochastic jump linear systems using an optimal transport. The Wasserstein distance, which defines a metric on the manifold between PDFs provides a unified framework to prove the m.s. stability conditions. Without assuming any structure on the underlying jump process, we presented the general m.s. stability conditions via optimal transport. Already-known stability conditions for i.i.d. or Markov jump linear systems are also recovered from the convergence of the Wasserstein metric.
APPENDIX
Proof of Theorem 1:
From (2) and (5), we have
where W j W (ς j (x), δ(x)). Also, we can compute W 2 W 2 (N ( µ, Σ), δ(x)) from the proposition 2 as follows.
= µ ⊤ µ + tr 
