Background: Urban sound levels are a ubiquitous environmental stressor and have been shown to be associated with a wide variety of health outcomes. While much is known about the predictors of A-weighted sound pressure levels in the urban environment, far less is known about other frequencies. Objective: To develop a series of spatial-temporal sound models to predict A-weighted sound pressure levels, low, mid, and high frequency sound for Boston, Massachusetts. Methods: Short-term sound levels were gathered at n = 400 sites from February 2015 -February 2016. Spatial and meteorological attributes at or near the sound monitoring site were obtained using publicly available data and a portable weather station. An elastic net variable selection technique was used to select predictors of Aweighted, low, mid, and high frequency sound. Results: The final models for low, mid, high, and A-weighted sound levels explained 59 -69% of the variability in each measure. Similar to other A-weighted models, our sound models included transportation related variables such as length of roads and bus lines in the surrounding area; distance to road and rail lines; traffic volume, vehicle mix, residential and commercial land use. However, frequency specific models highlighted additional predictors not included in the A-weighted model including temperature, vegetation, impervious surfaces, vehicle mix, and density of entertainment establishments and restaurants. Conclusions: Building spatial temporal models to characterize sound levels across the frequency spectrum using an elastic net approach can be a promising tool for noise exposure assessments within the urban soundscape. Models of sound's character may give us additional important sound exposure metrics to be utilized in epidemiological studies.
Introduction
Urban environments worldwide play host to a wide variety of sounds and for many urban dwellers, the environmental soundscape has traditionally been viewed as the sacrifice they must accept in exchange for the convenience associated with living in close proximity to urban activities (Anthrop, 1970) . In recent years, however, epidemiological studies have begun to shed light on the extent this sacrifice may have on human health. Exposure to urban environmental noise has been shown to be associated with a wide range of stress and cardiovascular related responses, such as elevated cortisol (Selander et al., 2009 ); blood pressure (Haralabidis et al., 2008) ; hypertension (Bluhm et al., 2007; Bodin et al., 2009; Babisch et al., 2005) ; myocardial infarction (Babisch et al., 2005; Selander et al., 2009) ; antihypertensive, anxiolytic, and antacid medication use (Floud et al., 2011) ; cardiovascular related hospital admissions (Hansell et al., 2013; Correia et al., 2013) , and mortality (Hansell et al., 2013) .
In these epidemiological studies, primarily based in Europe, sound exposure has traditionally been focused on sounds emanating from transportation sources such as road, rail, and aircraft traffic. Sound exposure levels have typically been ascertained using sound maps derived from sophisticated prediction models developed by municipal authorities or federal agencies. As data inputs needed for sound models becomes more freely available many researchers are utilizing less computationally and financially costly-yet powerful-methods to construct models to predict sound levels. (Gulliver et al., 2015; Torija and Ruiz, 2015; Aguilera et al., 2015; Goudreau et al., 2014; Zuo et al., 2014; Xie et al., 2011; Seto et al., 2007) . Such methods show promise as they tend to correlate strongly with gold-standard propagation models, allow for variable inputs unique to a given geographical area, allow for consideration of community noise overall and not just sounds from transportation sources, and can be built to match as closely as possible to models of common confounders such as air pollution.
The typical sound exposures modeled are metrics focused on a sound's loudness, typically the A-weighted decibel (dB(A)). The Aweighting system emphasizes the frequency range where the human ear is most sensitive, while discounting both higher and lower frequencies (Alves-Pereira and Castelo Branco, 2007) . However, a sound's frequency is the second component necessary to fully characterize sound. Existing epidemiological and occupational research suggests that in addition to a sound's loudness, its frequency profile is also an important characteristic to consider when assessing the relationship between noise and health outcomes (Persson Waye et al., 2003; Kumar et al., 2008; Chang et al., 2014; Walker et al., 2016) .
The goal of our study was to develop spatial-temporal models across the sound spectrum for the City of Boston that may be potentially used in future epidemiologic studies. Specifically, our goal was to collect representative measurements of low, mid, and high frequency noise and A-weighted sound throughout Boston; build models to predict low frequency, mid frequency, and high frequency sound and A-weighted sound throughout the city; and compare each of the frequency-specific models to the models for the commonly used A-weighted sound.
Materials and methods

Study area and sampling strategy
We conducted a sound monitoring campaign between February 2015 and February 2016 throughout the city of Boston, MA. Boston occupies an area of 124 square kilometers with an estimated population of close to 700,000 individuals, making it the largest city in New England and the 23rd most populated city in the United States (United States Census Bureau, 2010). To identify potential monitoring sites, we divided the City of Boston into 500 × 500 m grid cells using ArcGIS (Redlands, CA, USA). Sites inaccessible for monitoring-e.g. sites located in the middle of a body of water or a road-were discarded. Once a list of all accessible potential sites was constructed (n = 525), 400 site locations ( Fig. 1) were randomly selected for monitoring by time of day (day: 7 a.m. -7 p.m.; rush hour (7 a.m. -to 9 a.m. and 4 p.m. to 7 p.m.) night: 7 p.m. −7 a.m.), day of week (weekday: Monday -Friday; weekend: Saturday and Sunday), and season fall (September -November), winter (December -February), spring (March -May) and summer (June -August). Convenience sampling was also conducted in certain areas of the city to ensure adequate coverage of varied land use and urban activity.
Sound level collection
Each sampling location was visited once and ten-minutes of measurements were collected at each location. Sound data were collected using the Cirrus Optimus Red Octave Band Analyzer CR-162C (North Yorkshire, UK), at each of the center frequencies of octave bands (31.5, 63, 125, 250, 500, 1000, 4000, 8000, and 16,000 Hz) . The microphone of the CR-162C was mounted on a camera tripod such that the microphone was at a height of 1.5 m and oriented perpendicular to the nearest road. The CR-162C was calibrated before and immediately after each monitoring session. Calibrations were performed at 90 dB(A) at a frequency of 1 kHz using a Cirrus Optimus acoustic calibrator CR-514 (North Yorkshire, UK). A windscreen was used regardless of weather conditions. The geographic location of each sampling site was confirmed using a Garmin GPSMAP 60Cx global positioning system (GPS). Onsite data collection consisted of capturing meteorological conditions (temperature, wind speed, relative humidity, dew point temperature) using a Kestrel 3500 Weather Meter/ Digital Psychrometer (Birmingham, MI, USA). Counts of road traffic and aircraft traffic and sound emanating from episodic events, such as barking dogs or ambulance sirens, were also collected in real time.
Spatial attributes at or near the sound monitoring site were obtained using publicly available data from the Commonwealth of Massachusetts Office of Geographic Information (MassGIS). The percentage of various land uses; building density; total counts of bus stops, entertainment establishments, "big box" stores, auto body shops, and restaurants; total length (in meters) of road networks, bus networks, and train networks were calculated within the following radial buffers: 25, 50, 100, 150, 200, 250, 300, 500 , 1000 m around each sampling site. Distances to nearest interstate, major roadways, bus, train routes, hospital with emergency center, fire station, police station, and distance to the international airport (Logan International Airport), were also calculated. Road conditions including structural conditions, traffic counts, surface width, and elevation were obtained for the road closest to each sound monitoring site. Neighborhood socioeconomic factors such as mean age, population density, household income, racial composition, percentage of owner occupied units, educational attainment, marital status, unemployment, age of housing units, average tenure, and number of households with children under 18 were obtained for the Census tract where each sound monitoring site was located.
Noise measurements
The CR-162C logged data in 1s increments across the center frequencies ranging from 31.5 to 16,000 Hz resulting in 600 data points for each monitoring session. For each 1s, unweighted (decibel, dB) sound contributions from low frequency (31.5, 63, 125 Hz), mid frequency (250, 500, 1000 Hz), and high frequency (4000, 8000, and 16,000 Hz) sound was calculated by summing the appropriate center frequency decibels using the following equation given by Bell and Bell (1993) :
Where L is the sound pressure level (in dB), n is the time period, which, in our case is 10-min, and L p,i is the ith center frequency sound power level. This formula was also used to calculate the A-weighted decibel level for each 1 s interval by summing across each octave band center frequency from 31.5 to 16,000 Hz, after subtracting standard Aweighted penalties for each center frequency before summing (Bell and Bell, 1993) . Average levels for low, mid, and high frequency and A-weighted sound over the course of the 10-min monitoring session (L eq,10 ) were calculated using the following formula:
Where n is the 600 1 s time samples in the 10-min period and L i is the 1 s level determined for each frequency region or for the A-weighted sound level.
Spatial-temporal modeling approach
Separate linear regression models were developed to predict low frequency, mid frequency, high frequency, and A-weighted sound. An elastic net was used to determine which of the 239 spatial, temporal, and meteorological potential predictors available for each site to include in the final prediction models. The elastic net is a hybrid variable selection technique, based on penalties from both the least absolute shrinkage and selection operator approach (LASSO) and ridge regression variable selection approaches (Zou and Hastie, 2005) . Variables are selected using the following optimization strategy: where 0 ≤ α ≤ 1 is a penalty weight that approaches the LASSO technique as α approaches 1 and a ridge regression when α approaches 0 (Zou and Hastie, 2005; Waldmann et al., 2013) . The elastic net approach has been shown to outperform the LASSO technique by allowing for group selection and improving a model's prediction accuracy in the presence of high correlations between predictors as is the case here since we considered spatial predictors for various nested buffer sizes (Zou and Hastie, 2005) . This variable selection technique has been used previously in genomics research but has, to our knowledge, never been used in spatial-temporal sound models (Sokolov et al., 2016; Hughey et al., 2015) . To make the effect estimates comparable, each of the continuous potential predictor variables was scaled by its interquartile range (IQR). For all analyses an alpha level of 0.05 was used to determine statistical significance, and all analyses were conducted using SAS (version 9.4; SAS Institute Inc., Cary, N.C.).
Model fit and cross-validation
R
2 was used to assess the percentage of each sound metric level explained by its final prediction model. To determine the predicative accuracy of our final models, we performed cross-validation. The dataset of all sound measures and potential predictors was divided into training (90%) and validation (10%) sets. We built each of the regression models in the training dataset and then used the regression parameters from our final model to predict low frequency, mid frequency, high frequency, and A-weighted sound at the locations in the validation dataset. To assess the bias of our final models, we examined the correlation between the predicted and actual sound metric values, examined the intercepts and slopes from linear regressions of the predicted values on the measured values, and calculated the mean absolute percentage error (MAPE) (Gattorna, 1998 ). E.D. Walker et al. Environmental Research 159 (2017) 491-499 
Results
Summary statistics for sound levels are found in Table 1 . Overall, the highest sound levels were observed in the low frequency range, while the lowest levels were observed in the high frequency range. Although correlations were high (r = 0.82-0.98) between all the metrics, the A-weighted sound level was most highly correlated with the mid frequency range and least with the low frequency range (Table 2) .
Of the 239 potential predictors considered, a total of 58 were included in at least one final prediction model. Descriptive statistics of these variables are presented as supplementary tables.
The regression coefficients and 95% confidence intervals (95%CI) for an IQR increase in each of the predictors included in the final elastic net selected models are presented in Table 3 .
Commercial land use within the 25-and 150-m buffers, residential land use within a 150-buffer, traffic counts, counts of heavy vehicles, surface width of nearest road, distance to nearest road, seasonality (fall), daytime, and weekday were included in all the final elastic-net selected sound models. For land use, percentages within the 150 m buffers seemed to have the strongest influence on decibel levels. Within this buffer size, commercial land use was associated with the largest decibel increases with high frequency sound levels while residential land was associated with the largest decibel decreases with high frequency sound (β = −1.6; 95% CI: −2.4, −0.74). Across all models, traffic counts statistically significantly increased decibel levels-most notably with high frequency sound (β = 5.5; 95% CI: 4.0, 7.0). Vehicle mix-in particular, counts of heavy vehicles-was most strongly associated with low frequency sound. Characteristics of the nearest road found to be an important positive contributor to sound levels was the surface width of the nearest road. As the distance to nearest road increased, decibel levels for all sound models decreased, with the largest decreases observed with sound in the mid frequency range (β = −1.2; 95% CI: −2.0, −0.35). Temporally, the fall season was associated with statistically significantly decreased sound decibel levels as compared to the other seasons. Daytime sound measurements most prominently increased high frequency sound (β = 3.2; 95% CI: 2.1, 4.4) while with weekend sound measurements, the highest increases were observed with low frequency sound (β = 1.9; 95% CI: 0.86, 3.0).
For variables not intersecting all sound models, regarding land use, increasing transportation land use within 100 m was associated with statistically significant increases in low, high, and A-weighted sound levels, with the largest increases observed with high frequency sound (β = 0.28; 95% CI: 0.15, 0.41). However, in larger buffers, these effects were mitigated, again most notably with high frequency sound. The presence of forest land use within 100 m of the monitoring site increased both high frequency and A-weighted sound levels in roughly the same fashion. While the elastic net found industrial, residential, recreational, and open land use to be important predictors for both Aweighted sound and sound across the frequency spectrum, none of these predictors had a statistically significant impact.
Lengths of bus routes, rail lines, and roads were included in final elastic net models. However, only the length of rail and road lines had statistically significant effects on sound levels-and most prominently, with high frequency sound. The length of rail lines within 1000 m was associated with an increase in high frequency sound (β = 0.89; 95% CI: 0.03, 1.8). While length of major roads within a 50 m buffer and all local roads within a 1000 m buffer both had similar impacts on increasing high frequency sound, it was the local roads that were statistically significant (β = 1.7; 95% CI: 0.54, 2.8).
Counts of buildings, bus stops, big box stores, restaurants, and entertainment establishments within radial buffers were found to be important sound level predictors. Only counts of bus stops within a 100-m buffer and counts of entertainment establishments within a 500 m buffer were statistically significant. Counts of bus stops were associated with nearly identical increases in decibel levels for mid frequency, high frequency, and A-weighted sound, with the highest effects observed with high frequency sound (β = 1.9; 95% CI: 0.72, 3.1). Counts of entertainment establishments were found to uniquely increase high frequency sound (β = 0.31; 95% CI: 0.004, 0.61).
Distances to nearest road, open space area, fire station, police station, and rail line were selected into the sound models as important contributors to sound levels. Low frequency sound was uniquely found to decrease as distance to nearest open space area increased (β = −0.76; 95% CI: −1.3, −0.18). Distance to nearest police station uniquely influenced high frequency sound (β = 1.0; 95% CI: 0.12, 2.0). As distance to nearest rail line increased was shown to decrease mid, high, and A-weighted sound levels with the largest decreases seen with mid frequency sound (β = −0.87; 95% CI: −1.5, −0.20).
Temperature was the only meteorological variable found to be an important predictor of increases in low and mid frequency sound and only in the smallest buffers (50 and 100 m). Temperature was found to most notably increase low frequency sound (β = 0.55; 95% CI: 0.14, 0.95). Vegetation and impervious surfaces were also selected as important predictors of sound levels. The largest impacts of vegetation on sound levels were observed with low frequency sound within a 25 m buffer (β = −1.1; 95% CI: −0.27). This association decreased with larger buffers with mid-frequency sound only and this effect did not remain statistically significant. For impervious surfaces, only high frequency sound increased but this effect was not statistically significant.
Model cross validation results are shown in Table 4 . The proportion of variance explained by the predictors included in the model was largest for the high frequency model (R 2 = 0.69) and lowest for the mid frequency model (R 2 = 0.59). The correlations between the actual and predicted values were strong for all models (r ≥ 0.85). The intercept and slope for the regressions between actual and predicted values suggest that the models tended to predict well as the slope values were all close to 1. The MAPE values suggest that on average, all model Environmental Research 159 (2017) [491] [492] [493] [494] [495] [496] [497] [498] [499] predictions were within approximately 9% of the measured values, with the highest accuracy in the low frequency model.
E.D. Walker et al. Environmental Research 159 (2017) 491-499
Discussion
We measured short-duration sound levels at 400 sites across the city of Boston and obtained, for each site, levels of low frequency, mid frequency, high frequency, and A-weighted sound. For each site, we also collected 239 potential predictors from which we built prediction models. The categories of predictors considered included spatial, temporal, and meteorological characteristics at each site directly and within buffer sizes ranging from 25 to 1000 m around each site. We Environmental Research 159 (2017) [491] [492] [493] [494] [495] [496] [497] [498] [499] used an elastic net variable selection approach to build individual statistical prediction models of the different sound metrics, across the city of Boston. These models showed strong predictive ability and accuracy. Our A-weighted model was similar to A-weighted spatial temporal models previously constructed for other cities. Like other A-weighted models, our elastic net selected model included transportation related predictors such as length of roads and bus lines within buffers; distance to road and rail lines; traffic volume, and vehicle mix (Aguilera et al., 2015; Goudreau et al., 2014; Zuo et al., 2014; Xie et al., 2011; Seto et al., 2007) . Also similar to other models, land use-in particular residential, commercial, and industrial land use percentages within buffers, were also important predictors of A-weighted sound levels (Goudreau et al., 2014; Zuo et al., 2014; Xie et al., 2011) .
Unlike previous models (Aguilera et al., 2015; Goudreau et al., 2014; Zuo et al., 2014; Xie et al., 2011; Seto et al., 2007) , we considered predictors not-to our knowledge-previously examined. For land use, these included: open land use-defined as vacant land, idle agriculture, rock outcrops, and barren areas; recreational land use-defined as, ball fields, tennis courts, basketball courts, athletic tracks, ski areas, playgrounds, bike paths, swimming pools, and water parks; and forest land use. We were also able to consider the effect of spatial and meteorological variables not previously examined such as: temperature, wind speed, relative humidity, dew point temperature; distance to hospital with emergency centers, police stations, and fire stations; distance (and counts) to a finer classification of commercial land use specifically enumerating numbers of restaurants, big box stores, and entertainment establishments; impervious surfaces; and neighborhood demographics including age of residents, ethnicity, ownership status, age of housing stop, average tenure, education, and marital status. Of these variables, however, only transportation and forest land use were shown to be important statistically significant factors positively influencing Aweighted sound levels.
Also unlike previous studies, we were able to build spatial-temporal predictive models for low, mid, and high frequency sound. While most of these new variables did not predict levels of A-weighted sound, some of them were included in the elastic net frequency-specific models. Transportation land use was found to be a statistically significant predictor of both mid and high frequency sound. Industrial land use was found to uniquely influence low frequency sound. The effect estimate for temperature was strongest for low frequency sound. While not statistically significant, the percentage of impervious surfaces was positively associated with high frequency sound. Counts of restaurants within 100 m was associated with increases in low frequency sound, as was the presence of big box stores and entertainment establishments for high frequency sound. These findings support the potential importance of more finely defining commercial land use.
Comparing the modeled sound levels across the frequency spectrum to the typically modeled A-weighted sound provides us additional insight into how spatial, temporal, and meteorological variables influence not only sound levels, but contributions to that level by frequency. We observed, via our models that high frequency sound is the most sensitive frequency range to spatial and temporal predictors. Goudreau et al. (2014) in Montreal, Canada and Xie et al. (2011) in Northwest, China both saw a decrease in A-weighted sound levels in the presences of increased vegetation, which was defined using the normalized difference vegetation index (NDVI) or buffer percentages of green space. In our models, vegetation was only associated with decreases in low-frequency sound. Such a finding suggests that green space may be a useful planning tool in communities inundated with low frequency sound sources. The closest vegetation-related land use variable found to be an important contributor to A-weighted sound was the percentage of forest land use, which was found to increase A-weighted sound. Given the makeup of the city of Boston, this result is unsurprising as forest land use is also usually near rail lines.
While we are not able to compare our low, mid, and high frequency sound models with other studies due to a paucity of previous research, Ross et al. (2011) did look at the impact of traffic on sound levels across the frequency spectrum at a single high traffic location in New York City. The influence of traffic volume with high frequency sound was observed in both of our studies. More recently, the evaluation of low frequency sound from road traffic was carried out in Pisa, Italy (Ascari et al., 2015) . A-weighted levels, C-weighted levels, LC-A (C-weighted levels minus A-weighted levels) and spectra were calculated using 4 prediction methods, compared, and validated against on-site simple sound measurements. While the primary aim was to compare the prediction models, comparing average levels in their study to ours, our average A-weighted sound levels tended to be lower (60.7 dB(A) vs 72.9-23.4 dB(A) for modeled and measured levels, respectively). A comparison of sound levels across the frequency spectrum in our study and this study could be ascertained only visually and suggest that our levels were, for the most part, consistent with theirs.
Some coefficients are in the opposite direction than what was originally expected. For example, as the distance from both nearest police station and rail line increased so did high frequency sound. Also, high frequency sound was found to be lower during rush hour. In the case of distance to nearest police station, a monitoring site, on average, was about 1100 m away (Supplemental Table S2 ). It could be argued that while distance to nearest police station is an important variable-as indicated by its inclusion in the elastic net selected high frequency sound model-it appears to be confounded by an unmeasured variable. For nearest rail line, as the distance from nearest rail line decreases mid-frequency sound and A-weighted sound behave as expected but high frequency sound does not. Finally, for rush hour, while we expected sound levels to be higher than sound levels during the day, the result that high frequency sound levels were lower agreed with our observations of mostly idling traffic, which produced more sound in the lower frequencies.
Some important limitations of this study should be considered. First, we only measured sound at each location for 10 min, which may not be representative of longer term sound levels. Prior studies have shown that 5-10-min noise samples are temporally stable and can be representative of longer term averages when variables such as time of day are considered (Allen et al., 2009; Lee et al., 2014) . However, recently Ragettli et al. (2016) showed that while short-term measurements are sufficient for areas dominated by road traffic, in communities engulfed with aircraft noise, one-week measurements should be taken. As a result, shorter monitoring time periods may not adequately capture the complete impact of variables we considered that may be time dependent (restaurants and entertainment establishments). Further, while we did measure sound levels overnight (12-5 a.m.), the number measurements were far fewer in comparison to other times of day due to safety issues (Supplemental Table S3 ). Therefore, we did not have the power to detect differences in finer grade time scales beyond day (7 a.m.-7 p.m.) and night (7 p.m.-7 a.m.). Despite this, our A-weighted model was relatively consistent with previous models where longer sampling periods were used. Future studies should look specifically at the appropriate sampling times for each sound metric. Finally, our models were constructed in urban areas and may not reflect sound levels in less urban areas.
Our study also has considerable strengths. To our knowledge, this is the first study to build spatial-temporal statistical models for low, mid, and high frequency ranges in an urban environment in North America and the first to use the elastic net approach to do so. Many of our spatial covariates were specified for buffer sizes ranging from 25 to 1000 m, resulting in the high correlation between such variables. The elastic net approach has the advantage of performing well in such cases. Our crossvalidation results do suggest that the elastic net selected linear regression models explained 59-69% of the variability associated with the linear relationship with selected predictors. This is consistent with in the predictive power of previously published models, with values ranging from 0.40 to 0.89 (Goudreau et al., 2014; Aguilera et al., 2015) . Further, correlations between predicted and observed were quite high (0.85 −0.86) and the MAPE suggested that on average, our models were off by at most 10%.
Second, this study provides important evidence concerning the relationship between sound levels across the frequency spectrum and the urban environment. These findings are important for a few reasons. First, we were able to identify potential key spatial and temporal drivers of sound frequency, which, in turn, can be used to assess if using only A-weighted measure fully captures the urban sound scape. Second, considering the frequency spectrum allows us to understand other characteristics of sound beyond its level, which may be important for determining the complete picture of how sound may be experienced by those residents exposed to it. Sound levels dominated by low frequencies are of great concern as they can may resonate with humans outside of the auditory system (Alves-Pereira and Castelo Branco, 2007) .
The perception by the body outside of the auditory system varies as the sound moves across the frequency spectrum. Vestibular and tactile organs, for example, are more sensitive to low frequencies (AlvesPereira and Castelo Branco, 2007) . In occupational studies, both Chang et al. (2009) and Liu et al. (2016) found that sound frequency at 4000 Hz may have the greatest effect on hypertension while Kumer et al. (2008) found that roughly a third of workers exposed to noise frequencies ranging from 350 to 700 Hz had cardiovascular problems. In a general population study, Chang et al. (2014) observed an increasing trend in the prevalence of hypertension by exposure to ambient road traffic noise at 63, 125, and 1000 Hz. Experimentally, panel studies have found increased salivary cortisol levels and decreased heart rate variability in individuals exposed to low-frequency noise in the ranges between 31.5 and 125 Hz (Persson Waye et al., 2003; Walker et al., 2016) .
Additionally, sound levels dominated by low frequencies can travel long distances without much loss of energy and can penetrate more easily through barriers, making them much more difficult to abate (Berglund et al., 1996) . While we only focused on sound in the ambient environment, in areas where low frequency sound dominates, the amount of ambient-to-indoor propagation may be substantial, suggesting that in such areas, residents, even while indoors, may still suffer from levels harmful to their health.
Finally, we considered a wide range of covariates not previously examined in sound exposure models. While many of these new considered variables did not have a statistically significant impact on the sound metric estimates, we believe that this information is still useful for researchers in the field.
Conclusions
To our knowledge, this is the first study to build spatial-temporal statistical models for low, mid, and high frequency ranges in an urban environment in North America and the first to do so using an elastic net approach. We identified key spatial and temporal predictors for low frequency, mid frequency, high frequency, and A-weighted sound in the city of Boston, MA, using an elastic net variable selection approach. Our Aweighted models were relatively consistent with previous models, which found that transportation related predictors (length of roads and bus lines within buffers; distance to road and rail lines; traffic volume, and vehicle mix) and land use (commercial, industrial, residential) were important contributors to sound levels. However, we also considered models across the frequency spectrum, which gave us additional insight into urban environmental predictors of a sound's frequency. When taking into consideration a sound's frequency predictors such as temperature, vegetation, counts of entertainment establishments, impervious surfaces, and vehicle mix are also important predictors-especially for high frequency sound.
Further, previous epidemiological studies have traditionally used only the A-weighted sound pressure level to assess the relationship between sound levels and negative health outcomes. By constructing these predictive models for low, mid, and high frequency sound, future steps would entail using these additional metrics in epidemiological analyses to determine if consideration of a sound's character better predicts a sound's impact on human health.
