Abstract-A novel dynamic radio-cooperation strategy is proposed for a Cloud Radio Access Network (Cloud-RAN) consisting of multiple Remote Radio Heads connected to a central Virtual Base Station (VBS) pool. In particular, the key capabilities of Cloud-RAN in computing-resource sharing and real-time communication among the VBSs are leveraged to design a joint dynamic radio clustering and cooperative beamforming scheme that maximizes the downlink Weighted Sum-Rate System Utility (WSRSU). Due to the combinatorial nature of the radio clustering process and to the non-convexity of the cooperative beamforming design, the underlying optimization problem is NP-hard, and is extremely difficult to solve for a large network. The proposed approach aims for a suboptimal solution by transforming the original problem into a MixedInteger Second-Order Cone Program (MI-SOCP) and applying Sequential Convex Approximation (SCA) to derive a novel iterative algorithm. Numerical simulation results show that our low-complexity algorithm provides near-optimal performance in terms of WSRSU while significantly outperforming conventional radio clustering and beamforming schemes. Additionally, the results also demonstrate the significant improvement in computing-resource utilization of Cloud-RAN over a traditional RAN with distributed computing resources.
I. INTRODUCTION

O
VER the last few years, the proliferation of personal mobile-computing devices along with a plethora of dataintensive mobile applications has resulted in a tremendous increase in demand for ubiquitous and high-data-rate wireless communications. To cope with this challenge, the current trend in cellular networks is to densify the Radio Access Network (RAN) by increasing the number of small cells and to leverage the cooperation among multiple antennae and Base Stations (BSs) via Coordinated Multi-Point (CoMP) transmission and reception techniques. In CoMP, it is important to select clusters of BSs and design beamforming vectors within each cluster so as to mitigate interference among users and thus increase the system throughput. Within this context, Manuscript received May 1, 2016; revised October 28, 2016 and January 16, 2017; accepted February 1, 2017. Date of publication March 13, 2017 ; date of current version April 7, 2017 . This work was supported by the National Science Foundation under Grant CNS-1319945. This paper was presented in part at the IEEE International Conference on Mobile Ad hoc and Sensor Systems, Dallas, TX, USA, [1] . The associate editor coordinating the review of this paper and approving it for publication was L. Song.
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Digital Object Identifier 10.1109/TWC. 2017.2664823 there have been a number of works proposing different BS clustering and cooperative beamforming techniques (see for example [2] - [4] and references therein). However, due the scarce interconnection among the BSs and the lack of global CSI at each BS, conventional clustering and cooperative beamforming techniques are rather simplistic, i.e., the clustering decision is made based on the relative signal strength and locations of the users, and the beamforming design does not account for inter-cluster interference.
Recently, Cloud-RAN [5] - [7] , consisting of a centralized Virtual Base Station (VBS) pool connecting to multiple distributed Radio Remote Heads (RRHs), has been introduced as a new paradigm for broadband wireless access that provides a higher degree of cooperation as well as communication among the RRHs. In this article, we leverage Cloud-RAN architecture to enable the dynamic adaptation of RRH clusters and cooperation within each cluster so to improve the overall network performance. Firstly, the co-location model of the VBSs allows for their real-time inter-communication, thus fully enabling a coordinated joint transmission of the RRHs that is currently practically constrained. In particular, control signals to realize CoMP between the BSs that traditionally travel via back-haul links can now be exchanged through the InfiniBand interconnection among the VBSs. A radio cooperation scheme deployed in Cloud-RAN would be fully dynamic and user specific, in the sense that we can form a virtual cluster of RRHs to coordinate their downlink transmissions to each of the scheduled users. In this strategy, each scheduled user is always the central of a RRH cluster, making it different from the traditional CoMP techniques where the RRHs are grouped into fixed and non-overlapping clusters.
In traditional RANs, each BS is equipped with a fixed amount of computing resources for baseband processing and the BSs cannot share their resources with each other. As a result, computing resources will be the bottleneck at some BSs where traffic demand is high, and underutilized at other BSs where traffic demand is low. In contrast, the VBSs in Cloud-RAN are virtualized instances running on collocated computing servers, making it easy to share flexibly the common computing resources of the physical-server pool. Recent efforts [8] - [11] have implemented Cloud-RAN prototypes and studied the computing resource (mainly CPU) consumption of the VBS pool with respect to the processing load. Their profiling results have demonstrated that the CPU frequency needed to process the LTE subframes at the VBS in the allotted time (considered as 3 ms in [12] ) increases with the effective data rate. By fitting a model of the processing time 1536 -1276 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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corresponding to different CPU frequencies, the computing resource consumption can be approximated as a linear increasing function of the user data rate [10] , [11] , [13] . In this article, we consider a general computing resource constraint at the VBS pool and design a feasible radio cooperation scheme. In spite of its many promising advantages, Cloud-RAN also poses various technical challenges in its design and deployment. Specifically, one must efficiently utilize the flexible processing resources in the VBS pool, design suitable communication schemes to leverage the cooperation among the RRHs, and minimize the overall energy consumption including the transmit power at the RRHs and power consumed for computing and cooling at the VBS pool. The overall system design and optimization in Cloud-RAN is a complex problem involving research issues at multiple layers, for example at system-level, the Virtual Machine (VM, which holds the VBS) allocation strategy has to be energy-, thermal-, and user-QoS aware. Specifically, thermal awareness, which is the knowledge of heat generation and heat extraction at different regions inside the datacenter, is essential to maximize energy and cooling efficiency as well as to minimize server system failure rates. In our previous works [14] , [15] , we have proposed to employ thermal-aware VM consolidation to exploit the various benefits: (i) the energy spent on computation can be saved by turning off the unused physical servers after VM consolidation, (ii) the utilization of servers that are in the "better cooled" areas of the data centers (i.e., with high heat extraction) can be maximized, and (iii) according to thermodynamics, heat can be extracted more efficiently (i.e., by doing a lower amount of work) by the cooling system from the consolidated server racks, which are hotter than non-consolidated racks. While the main object of this work is on the physical-layer problem of designing coordinated RRHs transmission strategy, the holistic consideration of the overall system power consumption minimization is a subject for future investigation.
In wireless access networks, Weighted-Sum-Rate (WSR) system utility is a measure of accumulated users' throughput with consideration of their corresponding QoS priorities. Maximizing WSR has been an important subject in wireless resource management [16] and in recent studies in Cloud-RAN transmission design. In [17] , the authors studied the joint optimization of antenna selection, regularization, and power allocation to maximize the average WSR. Along this line, works in [18] , [19] proposed sparse precoding/beamforming design for WSR maximization in Cloud-RAN. In this article, we consider computing-resource constraint and investigate its influence on the scale of RRH cooperation and thus WSR performance of Cloud-RAN system. In particular, we address a WSR maximization optimization problem under the computingresource constraint at the VBS pool and the transmit power constraints at the RRHs.
A. Related Work
Pioneering works on realizing the benefits of Cloud-RAN have focused on the overall system architecture with emphasis on system issues, feasibility of virtual software base station stacks, performance requirements and analysis of optical links between RRHs and their VBSs. For example, several LTE RAN prototypes have been implemented over General-Purpose Platforms (GPPs) such as the Intel solutions based on hybrid GPP-accelerator [20] , Amarisoft solution [21] , and OpenAirInterface platform [22] . Studies on these systems have demonstrated the preliminary potential benefits of Cloud-RAN in improving statistical multiplexing gains, energy efficiency, and computing resource utilization. Field trial results in [5] , [23] show the feasibility of deploying Cloud-RAN front-haul using CPRI compression, single fiber bidirection, and wavelengthdivision multiplexing.
On the other hand, considerable attention has also been paid on cooperative communications techniques for Cloud-RAN under various different objectives. For instance, the works in [24] - [27] consider the power minimization problem via jointly optimizing the set of active RRHs and precoding or beamforming design. The considered power models consist of the RRH transmission power [24] , and additionally the user transmission power in [26] , transport network power in [25] , and power consumption at the VBS pool in [27] . In addition, the optimal tradeoff design between transmission power and backhaul capacity is studied in [28] , while the tradeoff between transmission power and delay performance is investigated in [29] , [30] via cross-layer based approaches. Furthermore, the front-haul uplink compression problem is addressed in [31] , [32] . Tackling the inter-operation between cloud computing and wireless networks, the authors in [33] jointly consider the spectrum efficiency in wireless networks and pricing information in the cloud. The problems of determining the price to charge for media services, resource allocation, and interference management are studied under the Stackelberg game model. Recently, Liao et. al [13] , [34] have studied the impact of computing resource on the achievable sum-rate performance of a Cloud-RAN system. In particular, the computing resource consumption by transmissions that involve machine-to-machine (M2M) communications is characterized in [13] while the work in [34] focuses on determining how much computing resource is needed given certain number of RRHs and user density. Different from these works, we take into account the computing resource constraint at the VBS pool while focusing on designing a novel joint RRH clustering and cooperative beamforming strategy.
With a similar focus as ours, the authors in [18] , [35] study the problem of user-centric radio clustering for a Cloud-RAN system, however, these solutions have a very slow convergence rate and in general do not hold a convergence guaranty. In constrast, our approach in this paper aims at a lowcomplexity, fast-convergence solution with close-to-optimal performance in order to realize the practical implementation of such schemes.
B. Our Main Contributions
We proposed a Dynamic Radio Cooperation (Dynamic-RC) strategy that dynamically groups the RRHs into user-specific (potentially overlapping) clusters and designs the downlink beamformers at each RRH in order to maximize the WSRSU objective function. The underlying Dynamic-RC optimization problem that aims at maximizing the WSRSU under the transmit-power constraints at the RRHs and the total computing-resource constraint at the VBS pool is formulated. Due to the combinatorial nature of the radio-clustering process and to the non-convexity of the cooperative beamforming design, the Dynamic-RC problem is extremely difficult to solve in practical time. As such, our approach aims for a low-complexity solution that achieves near-optimal performance. In particular, we make the following contributions.
• We exploit conic programming techniques [36] and sequential convex approximation [37] in order to derive a novel iterative algorithm for the Dynamic-RC problem. In each iteration, we temporarily fix the clustering decision and solve the resulting Cooperative Beamforming Design (CBD) problem. The beamforming solution obtained from the CBD problem is used to adjust the clustering decision in the next iteration. As such, the joint clustering and beamforming design is quickly identified and is adaptive to the global network condition.
• While the CBD problem is NP-hard, we propose to first relax the computing-resource constraint and solve the relaxed-CBD problem by transforming it into an equivalent SOCP problem. The obtained beamforming solution is verified against the computing-resource constraint and a user-rate-dropping process might be performed to finally obtain a suboptimal solution of the CBD problem. Furthermore, we present the Branch-and-Bound (BnB) method to optimally solve the relaxed-CBD problem. However, the BnB's complexity scales exponentially with problem size and thus it is mainly used for optimality benchmark.
• We propose to further reduce the complexity of Dynamic-RC via heuristically selecting the candidate cluster for each user before running the optimization algorithm, and performing clustering and beamforming updates in a two time-scale manner. Furthermore, we quantify the training overhead of CSI estimation required to perform Dynamic-RC and evaluate its impact on net-WSR performance.
• We carry out extensive numerical simulations in various user-distribution scenarios and show that our proposed Dynamic-RC strategy significantly improves the WSRSU performance over conventional radio clustering and beamforming schemes. Furthermore, the results also show the sizable gains of Cloud-RAN using our Dynamic-RC strategy over distributed RAN in terms of computing resource and transmit-power utilization.
C. Article Organization
The remainder of this article is organized as follows: in Sect. II, we present the system model and formulate the problem under study; in Sect. III we present the proposed solution to the joint dynamic radio clustering and beamforming design; in Sect. IV, we discuss the practical considerations of the proposed approach; simulation results are illustrated in Sect. V; finally, Sect. VI concludes the article.
II. SYSTEM MODEL AND PROBLEM FORMULATION
In this section, we firstly introduce the system model of the considered downlink Cloud-RAN system. The proposed 
A. System Model 1) System Settings:
We consider a typical Cloud-RAN, as shown in Fig. 1 , consisting of multiple distributed RRHs that are connected to a VBS pool via low-latency, high-bandwidth Common Public Radio Interface (CPRI). The VBS pool is composed of high-speed programmable processors and realtime virtual machines (VMs) to carry out PHY/MAC-layer functionalities. Let R = {1, 2, . . . , R} be the set of RRHs and U = {1, 2, . . . , U } be the set of active users in the system. We assume that each RRH r has N r antennae while, realistically, all the users are equipped with only a single antenna. Note that the solutions proposed here can be extended to the multi-antenna-user case, and to account for capacitylimited backhaul. The RRHs cooperate with each other to form virtual user-specific clusters, i.e., each RRH cluster is formed for a scheduled user, while each RRH can be part of multiple clusters. Hence, the number of virtual clusters is equal to the number of scheduled users in the system. Let S = s r u |u ∈ U, r ∈ R denote the clustering decision, in which s r u is a binary variable equal to 1 if RRH r is selected to serve user u, and 0 otherwise. Consequently, let V u = r ∈ R s r u = 1 denote the serving cluster of user u. We consider the system in a single time-frequency resource block, which is assumed to be spatially reused across all the users.
2) Downlink Transmissions: We assume that each user has a single traffic flow that is statistically independent of all other users' flows. Baseband signals for user u and the corresponding downlink beamforming information after being processed at the VBS pool will be transported to all the RRHs in the serving cluster V u . In each scheduling slot, all the RRHs in V u will jointly transmit the normalized symbol x u ∈ C of unit power to user u. It is assumed that the signals for different users are independent from each other and from the receiver noise. Now, let w r u ∈ C N r ×1 be the linear downlink beamforming vector at RRH r corresponding to user u and W = w r u |∀u ∈ U, r ∈ R denote the network beamforming design. Note that W also implies the scheduling decision, i.e., user u, is not scheduled for the current time-frequency slot if w r u = 0, ∀r ∈ R . In the current scheduling slot, the received signal y u at user u is,
where h r u ∈ C 1×N r is the channel coefficient vector from RRH r to user u and z u is the zero-mean circularly symmetric Gaussian noise denoted as CN (0, σ 2 ). For simplicity, let
With this position, the received Signal-to-Interference-plus-Noise Ratio (SINR) at user u simplifies to,
We consider that each user decodes its intended signal by treating all other interfering signal as noise. Without loss of generality, we assume that the spectral and the coding efficiencies of the downlink C-RAN system equal to 1. Thus, under the clustering decision S and the beamforming design W, the normalized downlink data rate (bits/s/Hz) of user u can be calculated as
3) Computing Resource Constraint: In general, the computing-resource capacity of the VBS pool can be modeled as a multi-dimentional vector representing the capacities of the CPUs, memory, and network interfaces. However, for the ease of analysis, in this work we only consider scalar computing capacity. From the profiling results [8] , [10] , [11] of the VBS processing time for LTE subframes, it has been suggested that the computing-resource consumption at the VBS grows with the traffic load. In general, the computing-resource required for each user u can be expressed as (R u ), where R u is the data rate of user u given in (3) and (.) 1 is the characteristic (increasing) function specifying the relationship between the utilized computing resource and the processed user data rate. For example, in [13] , the computing-resource consumption is approximated as a linear function of the user data rate, whereby (.) is given as (R u ) = b + θ R u , in which b is the basic computing part independent of the MCS and θ > 0 is the slope. In this article, however, we consider a general realization of (.) that is applicable for any other models. In particular, let C cycles/s denote the total computing capacity in the VBS pool, i.e., the sum capacity of all the CPUs allocated to the VBSs, which can be flexibly shared among all the VBSs. The computing-resource constraint on the accumulated data rate of all the users in the system can 1 The realization of (.) can be obtained by profiling the VBSs at different levels of offered load in a Cloud-RAN implementation.
be expressed as,
It should be noted that for a traditional system with distributed computing-resource at the RRHs, the accumulated data rate processed at each RRH r will be subject to the per-RRH computing-resource constraint C r , i.e.,
B. Dynamic-RC Problem Formulation
Our objective is to maximize the WSRSU under the transmit-power constraint at each RRH and the total computing-resource constraint at the VBS pool. It is assumed that the capacity of the front-haul links connecting RRHs to the VBS pool is sufficiently provisioned to accommodate peakcapacity demand. Our proposed Dynamic-RC strategy involves finding the joint optimal clustering decision S * and the beamforming design W * , and can be formulated as follows,
where q u is the utility marginal function corresponding to user u, which can represent the user-specific Quality of Service (QoS) or priority in the system, and P r [W] is the transmit-power constraint at RRH r . Constraint (6c) represents the coupling between the clustering variable s r u and the beamforming vector w r u , i.e., w r u = 0 when s r u = 0 and w r u = 1 when s r u = 1. Constraint (6e) ensures that each RRH r only serves M r users at a time and this constraint is used to control the computational complexity as well as the CSI training overhead associated with the proposed solution.
We refer to problem in (6) as the Dynamic-RC problem. In fact, this is a Mixed-Integer Non-Linear Program (MINLP), which is intractable in practical time. Specifically, even when the binary variables s r u 's are fixed, solving for w r u 's is still NP-hard. Given a large number of variables that scales linearly with the number of users and RRHs in the system, our main goal in this paper is to design a low-complexity, suboptimal solution to the joint radio clustering and beamforming optimization problem as will be presented in the next Section.
III. JOINT DYNAMIC RADIO CLUSTERING AND BEAMFORMING DESIGN
In this section, in order to solve the Dynamic-RC problem efficiently, we firstly fix the clustering decision S and address the resulting problem, referred to as the CBD problem. We present two approaches to solve the CBD problem using a proposed novel iterative SOCP algorithm in Sect. III-A and using Branch-and-Bound algorithm in Sect. III-B. The Dynamic-RC problem will then be solved in Sect. III-C using a proposed iterative algorithm that make uses of the CBD solution to adjust the clustering decision at each iteration.
A. Cooperative Beamforming With Fixed Clustering Decision
In this subsection, we consider the problem of Cooperative Beamforming Design (CBD) for a given radio clustering decision S. In particular, for given s r u 's satisfying constraints (6e), we need to find the optimal downlink beamformers w r u 's by solving the CBD problem below.
Observe that the rate functions R u 's appear in both the constraint and objective of (7), making the problem difficult to deal with. To decouple this problem with respect to (w.r.t.) R u 's, we temporarily remove the constraint (7c) and consider the CBD problem with constraint (7b) only. The solution w r u of the relaxed-CBD problem will be verified against constraint (7c) so to finally obtain the solution of the original CBD problem by solving an additional feasibility problem. In the following subsections, the relaxed-CBD first and then the feasibility problem will be addressed sequentially.
1) Relaxed-CBD Problem:
The relaxed-CBD problem is rewritten from (7) without the computing-capacity constraint (7c), and is cast as follows,
This is in fact a weighed sum-rate maximization problem, which is widely known to be NP-hard. Our approach aims for a local solution using a low-complexity algorithm designed by effectively exploiting the techniques of SOCP. 2 In order to use the efficient algorithms developed for SOCP, one must reformulate the problem into the standard form that the algorithms (e.g., those proposed in [38] , [39] ) are capable of dealing with. Firstly, we rewrite the objective function (8a) using (3) as,
2 Second-Order Cone Problems (SOCP) are convex-optimization problems in which a linear function is minimized over the intersection of an affine set and the product of second-order (quadratic) cones. Now, by introducing the variables t u 's, we can recast the relaxed-CBD problem in (8) 
We can easily see that problem (10) is equivalent to problem (8) since the constraints in (10b) are active at the optimum [40] or, in other words, w r u , t u are optimal for (10) if and only if w r u are optimal for (8) (2), it is straightforward to verify that, by replacing w r u withW r u , ∀u ∈ U, r ∈ R , the constraints in (10b) and (10c) still hold. Thus, if w r u is a solution of Problem (10), thenW r u is also a solution. According to Lemma 1, we can restrict ourselves to the beamformers in which each product h r u w r u ≥ 0, ∀u ∈ U, r ∈ V u , has a non-negative real part and a zero imaginary part. This does not affect the optimality of problem in (10) . Notice that constraint (10b) is equivalent to
which can be recast as,
and,
by introducing the slack variables β u 's and considering that both constraints (12) and (13) are active at the optimum of problem (10) . It can be verified that (10c) and (13) follow the Linear Programming (LP) constraint expression with generalized equalities/inequalities, which can be directly written as Second-Order Constraints (SOCs) 3 [36] . To deal with the non-convex constraint (12), we further exploit the sequential parametric convex-approximation approach in [37] to approximate (12) as a convex constraint. Firstly, (12) can be rewritten as,
Observe that, for a given φ u , we have
which follows the inequality of arithmetic and geometric means of φ u β 2 u and ξ u φ −1 u . The equality in (16) is achieved when φ u = √ ξ u /β u , leading to the equivalent form of constraint (14), i.e.,
Furthermore, without loss of generality, we scale q u 's in (7a) such that q u > 1, ∀u ∈ U to make t 1/q u u become concave. Thanks to the concavity of t u 's, we can adopt the results in [37] to replace the right side of (15) by its iterative firstorder approximation as,
where t ( * ) u denotes the value of t u in the previous iteration. From (13) , (17) , and (18), the relaxed-CBD optimization problem in (8) 
(13), (17), (18) .
Note that the objective function and all the constraints in (19) admit a SOC representation; in particular, the product of optimization variables in (19a) can be transformed into a set of hyperbolic constraints by collecting two variables at a time. To illustrate the transformation of the objective function, we consider a simple example with U = 4 users, i.e., U = {1, 2, 3, 4}. In this case, we have ≤ ϑ
If U = 2 M , where M is some positive integer, we can represent (19) in SOCP form as in (22) ; otherwise, if U = 2 M , by defining additional variables t k = 1 for k = U + 1, . . . , 2 log 2 M , where x is the smallest integer not less than x, we can still apply the SOCP expression in (22) . 
SetW (n) =W, n = n + 1. 7: until convergence.
In (22), t Lemma 2: Algorithm 1 converges to a locally optimal solution of problem (22) .
Proof: Let ϑ 0 1 n be the out-come value of the objective function of problem (22) in the nth iteration. We will prove that ϑ 0 1 n increases over each iteration, and thus our proposed Algorithm 1 converges. Firstly, in the nth iteration, given the values of t
, denote F n as the feasible set of {t u , β u , ξ u } satisfying constraints (22b)-(22g). The optimal solutions obtained from the nth iteration are t
and, hence,
Due to the update rules in steps 4, 5 of Algorithm 1, the solutions t
constitute the feasible set in the next iteration, i.e.,
Furthermore, since ϑ 0 1 n+1
is the optimal objective value in the (n + 1)th iteration, it must hold that
From (23), (24) and (25), we can conclude that ϑ 0 1 n+1
, or in other words, Algorithm 1 leads to the monotonic increasing of the objective function in (22) . In addition, , ∀u ∈ U, r ∈ R .
2: Calculate β u and ξ u satisfying the equality in (22f) and (14) , respectively, as,
3: Calculate t u and φ u satisfying the equality in (15) and (17), respectively, as,
since problem (22) is upper bounded due to transmit power constraint, Algorithm 1 will converge to a locally optimal solution.
Remark 1 (Feasible Initialization):
It is crucial to generate the feasible values of {t u , φ u } that satisfy all the constraints to guarantee the feasibility and convergence of Algorithm 1. Therefore, we provide Routine 1 to generate the initial values that ensure feasibility in the first iteration.
Remark 2 (Complexity Analysis):
The computational complexity of Algorithm 1 mainly lies in step 3 where a SOCP problem (22) is solved. Assuming the same number of antennae N r on the RRHs, the total number of variables in this SOCP problem is U RN r . The computational complexity of the interior-point method to solve such a SOCP problem is approximately O (U RN r ) 3.5 [41] , which is advantageous for a large network compared to the optimal design using existing solvers, which are characterized by an exponentialtime complexity.
2) CBD Feasibility Problem: Here, the solution of the relaxed-CBD problem (8), which was obtained using Algorithm 1, will be verified against the computing-capacity constraint in (7c) to obtain finally the beamforming solution of the original CBD problem cast in (7) .
Suppose thatW is the beamforming solution of problems (8) . IfW satisfies the computing-resource constraint (7c), i.e., u∈U R u S,W ≤ C, thenW is also the optimal solution of (7). In this case, the WSRSU is limited by the per-RRH power budget only, and not by the computing-resource capacity of the VBS pool. Otherwise, when the computingresource constraint is violated, we need to selectively drop the rates of some users. This can be done via a greedy userrate-dropping algorithm that keeps dropping rates of the users having the smallest marginal utility function q u from the current scheduling interval until the total data rate of all the scheduled users satisfies the computing-resource constraint.
Letγ be the set of SINR values and A = {u |u ∈ U, γ u > 0 } Routine 2 Greedy User-Rate-Dropping 1: repeat: Set u * = arg min u∈A {q u }, A * = A\ {u * }.
2:
if R(A * ) > then Set γ u * = 0, A = A * .
3:
else Set γ = 0 and γ = γ u * .
4:
repeat: Set γ u * = (γ + γ )/2.
5:
if (R (A)) > C then Set γ = γ u * .
6:
else Set γ = γ u * .
7:
until γ − γ < b . With small tolerance b > 0. Let R * u ≥ 0, u ∈ U be the suboptimal user rates obtained after the greedy user-rate-dropping process is applied and γ * u = 2 R * u − 1; the beamformer design W that achieves these rates can be obtained via solving the feasibility problem given below,
The feasibility problem in (31) is not convex; however, by exploiting its special structure, we can transform this problem into a SOCP form, which can be solved efficiently. The transformation is presented as follows. Firstly, notice that (31c) is equivalent to
Since h r u w r u ≥ 0, as we considered previously, taking the square root of both sides in (32) yields,
It can be seen that (33) 
The solution W * for (34) can be obtained using standard SOCP techniques such as the interior-point methods [41] or the SOCP solvers (e.g., CPLEX, MOSEK).
B. Cooperative Beamforming Design via Branch-and-Bound
In the previous subsection, the sub-optimal solution for the CBD problem can be obtained by solving the relaxed-CBD problem using the proposed iterative SOCP method in Algorithm 1 and solving the feasibility problem. In this section, we present the Branch-and-Bound (BnB) method to solve the relaxed-CBD problem in (8) to a globally optimal solution. While the BnB method generally has very high computational complexity, which grows exponentially with the problem size, we mainly use the resulting solution to benchmark the suboptimality of the proposed iterative SOCP solution.
The BnB method presented in the following is an extension of the method in [42] for a Multiple Input Single Output (MISO) network with non-cooperative BSs. Firstly, let us express problem in (8) in an equivalent form as,
Let γ = γ 1 , . . . γ U . We denote the objective function and the feasible region of γ in (35), respectively, as
The idea of the BnB algorithm is to generate a sequence of asymptotically tight upper and lower bounds for the objective function such that they both converge to a global optimal value. The algorithm starts with a known U -dimensional rectangle Q init that contains the feasible region G, which can be specified as follows,
It is easy to verify that G ⊆ Q init . In each iteration, the lower and upper bounds are updated by partitioning Q init into smaller rectangles. In order for the algorithm to converge, the bounds should be chosen such that they become tight as the number of partitions of Q init increases. The iterative BnB algorithm terminates when the difference between the upper and lower bounds is within a predefined accuracy level . For any rectangle Q = γ γ u,min ≤ γ u ≤ γ u,max , ∀u ∈ U such that Q ⊆ Q init , we define the functions to calculate the lower and upper bounds as f lb (Q ) and f ub (Q ), respectively. For clarity, the BnB algorithm is summarized below (Algorithm 2).
In this article, we use the bounding functions derived in [42] , which can be expressed as, Split Q along its longest edge into Q I and Q I I using bisection subdivision.
5:
Update B = (B\ {Q }) ∪ {Q I , Q I I }.
6:
Routine 3 Bisection Search for Findingγ for a Given
else Set γ = γ min , γ = a, and tolerance b > 0. 4: repeat: Set m = (γ + γ )/2.
5:
if m ∈ G then Set γ = m.
6:
else Set γ = m.
7:
In (40),γ = γ 1 , . . .γ U can be obtained using bisection search on each edge of the rectangle Q as described in Routine 3. Let us define the optimal value of γ for problem (35) asγ = inf γ ∈G f (γ ). By using the bounding functions in (39) and (40), it is shown in [42] - [44] that Algorithm 2 will converge in a finite number of iterations to a solution arbitrarily close toγ . It should be noted that verifying whether γ ∈ G, which is required in (39) and (40) as well as in steps 4 and 10 of Routine 3, is equivalent to solving a feasibility problem to determine if the set of SINR values specified by γ are achievable and, if so, return a set of feasible beamforming vectors w r u 's. Such a feasibility problem can be addressed using our method presented in Sec. III-A.2.
C. Joint Dynamic Radio Clustering and Beamforming Design
In the previous subsections, we have addressed the CBD problem for a given clustering decision. Using the solution of the CBD problem, we now go back to address the original Dynamic-RC problem in (6) , which involves making a joint radio clustering decision and beamforming design. Generally, in a network with U users and R RRHs, there are 2 U R possible clustering patterns. The optimal solution to the clustering decision could be found via exhaustive search or using standard global optimization solvers; such approaches, however, would have a prohibitive complexity growing exponentially with the problem size.
In this work, we leverage the efficient iterative SOCP algorithm proposed for the CBD problem in Sect. III to design a low complexity joint radio clustering and CBD algorithm. One method is to combine SOCP with mixedinteger programming. In particular, the framework developed in Algorithm 1, which iteratively solves problem (22) , can be used to solve the Mixed-Integer SOCP (MI-SOCP) form of the original Dynamic-RC problem in (6) . This way of solving (6) is referred to as the MI-SOCP method in our simulations where the MI-SOCP in (41) 
The derivation of problem (22) becomes particular useful as it reduces each iteration to a MI-SOCP in (41) , which can be solved efficiently using available solvers such as MOSEK. However, the complexity of this method is still too complex for practical systems. Another method of dealing with the joint radio clustering and beamforming problem is to employ l1-reweighing technique to find a sparse solution of the beamforming vectors, as explored in [1] , [18] . However, this method does not hold a convergence guaranty.
Motivated by these shortcomings, we propose a low complexity method that can find a good feasible point via applying Sequential Convex Approximation (SCA) on the continuous relaxation of problem (41) , which we referred to as the iterative SCA-SOCP method. The continuous relaxation of (41) allows s r u to take any value in the interval [0, 1]; this makes the problem become a SOCP and can be solved directly. However, the resulting solution will contains many s r u 's that are infeasible to the original MI-SOCP (41) and thus it is very difficult to decide the clustering pattern. In the following, we will consider a tighter continuous relaxation that allows us to apply sequential convex approximation on the constraint (41b).
Firstly, we can rewrite (41b) as w r u 2 2
/P r ≤ s r u . Following the approach in [45] , we replace s r u on the right side of the constraint with the tighter bound (s r u ) 2 and consider an equivalent formulation of the continuous relaxation of (41) as,
which follows from that fact that s r u 2 ≤ s r u , ∀s r u ∈ [0, 1]. We note that both sides of (42b) are convex and thus a SCA method can be applied. In particular, problem (42) can be solved iteratively, in which in the (k + 1)th iteration, the Algorithm 3 SCA-Based Algorithm for Problem (42) 1: Given t u , φ u , ∀u. Solve the problem below using standard SOCP solver to obtain s (43) 
where s r(k) u denotes the value of s r u in the kth iteration. It should be noted that the right hand side of (43) is the linear approximation of s r u 2 in the (k+1)th iteration. We summarize the steps to solve problem (42) in Algorithm 3.
Lemma 3: Algorithm 3 converges to a locally optimal solution of problem (42) .
Proof: The proof is similar to the proof of Lemma 2. Let S k and ϑ 0 1 k be the feasible set of s r u and the returned objection function, respectively, of problem (44) in the kth iteration. We have,
Due to the linear approximation in (43) and the updating rule in
Step 5 of Algorithm 3, it can be verified that the returned values s r(k) * u in kth iteration are feasible for the problem in the next iteration, i.e.,
Moreover, since ϑ 0 1 k+1
is the optimal objective value in the (k + 1)th iteration, it holds that
From (45), (46) , and (47), we have ϑ 0 1 k+1
. In other words, Algorithm 3 yields a non-deceasing sequence of the objective function. Due to the power constraint, the objective function is bounded above; hence, Algorithm 3 will converge to a locally optimal solution.
In summary, by combining SOCP and SCA, the original Dynamic-RC problem can be solved iteratively using Algorithm 1 as the outer-loop, within which, Step 3 solves problem (42) using Algorithm 3. After obtaining the continuous solutions of s r u 's, a simple mapping scheme can be used to set M r highest values of s r u 's to '1' and the rest to '0', ∀r ∈ R . While characterizing the degree of suboptimality of the proposed iterative approach is a non-trivial task and thus beyond the scope of this paper, in our simulations, we have compared the performance of Algorithm 1 and Algorithm 3 with the globally optimal counterparts using BnB and MI-SOCP, respectively.
IV. DISCUSSION ON PRACTICAL CONSIDERATIONS
In the previous section, we have designed a low-complexity joint dynamic radio clustering and beamforming strategy to maximize the WSR performance in Cloud-RAN system. Nevertheless, as with any CoMP-based techniques, the proposed scheme comes with the cost of increased optimization overhead, more channel estimation effort, and a tight synchronization requirement. In the following, we provide some discussion on these technical challenges and provide possible approaches to mitigate such issues. As mentioned earlier, the low computational complexity of our proposed strategy is already significantly advantageous compared to existing approaches. However, it is expected that a dense Cloud-RAN would manage a large number of users and RRHs; consequently, the proposed solution may become costly when making decision in every scheduling time-slot and for every possible user-RRH pair. In addition, it is shown that the training overhead for CSI estimation required to perform user-centric clustering and beamforming scales with the RRH cluster size [46] . Hence, we hereby discuss on how to further reduce the computational complexity and CSI training overhead of our proposed strategy.
A. Candidate Cluster Selection
Observe that, in practice, a RRH r should not be included in the serving cluster of user u if the channel gain between r and u is very weak. Considering a network of hexagonal cells, we can pre-select a small group C u consisting of RRHs that have high potential to be included in the optimized serving cluster V u of user u. Here, we refer to C u as the candidate cluster of user u, which is formed by selecting V max RRHs having the strongest channel gains to user u. This V max parameter is used to control the maximum candidate cluster size. The candidate cluster selection process can be run instantly as we only need to sort the channel gains for each user in a descending order. After that, Dynamic-RC algorithm will identify the optimal serving cluster V u as a subset of C u . For example, Fig. 2 illustrates the candidate cluster and optimized cluster of user 1 when we set V max = 7. In particular, the candidate cluster of user 1 is pre-selected to include RRHs {1, 2, 3, 4, 5, 6, 7}; under the current channel condition, the solution of Dynamic-RC yields the optimized cluster for user 1 consisting of RRHs {1, 2, 3, 4}. Note that the candidate clusters implicitly impose bias constraints on Dynamic-RC problem, i.e., s r u = 0, ∀r / ∈ C u , resulting in small performance loss as will be shown in our simulations. However, this significantly reduces the complexity of our proposed algorithm from O (U RM r ) 3.5 to O (U V max M r ) 3.5 , where V max is much smaller than R.
B. Training Resource Allocation
The clustering and beamforming design in Dynamic-RC are based on instantaneous CSI and thus it requires estimation of the downlink channels in every time slot. In a TDD system, this can be done through uplink training by exploiting the reciprocity between uplink and downlink channels. The uplink training overhead is characterized by (i) the percentage of resources taken by the uplink training of each user in TDD systems, denoted as η, and (ii) the occupied uplink resources, denoted as T , to ensure the orthogonality among the training signals of multiple users connecting to the same RRH [46] . Taking into account the uplink training overhead, the net downlink data rate of user u can be expressed as,
According to the LTE specification [47] , η is set to 1% for 10 ms training period. While increasing η leads to more accurate channel estimation, a large value of η will cost more system resources and eventually decreases the net downlink data rate. On the other hand, the value of T depends on the cluster formation and it should be chosen so that the training signals of all users connected to the same RRH are orthogonal in order for the RRH to distinguish the users. Intuitively, if we select large candidate clusters for the users, each RRH needs to perform uplink training with more users, resulting in a large value of T . For a user-centric RRH clustering scheme, T can be computed by solving a graph coloring problem on a graph representation of the network where each vertex represents a user and each edge represents two users sharing at least one RRH in their clusters [46] .
C. Two-Time-Scale Dynamic-RC
Here, we propose to perform Dynamic-RC in a two-timescale manner. In particular, at the beginning of each large time-slot, the clustering decision is updated based on channel statistics to adapt to large-scale fading due to shadowing. Within each large time-slot, the beamforming solution is computed in every small scheduling slot based on instantaneous CSI, which is changing much faster. Once the candidate clusters are selected, each user only needs to feed back the instantaneous CSI to the RRHs in its candidate cluster. Therefore, this strategy significantly reduces the overhead of CSI acquisition process during each large time-slot.
D. Impact of Synchronization Errors
In Cloud-RAN, each RRH is equipped with a local clock with individual synchronization parameters. In order to facilitate coherence cooperation, the clock boards of the RRHs must be synchronized to a common external reference clock (for example via GPS). In particular, these RRHs' clocks have to be synchronized in frequency such that Inter Carrier Interference (ICI) be avoided, and in time in order to avoid both ICI and Inter Symbol interference (ISI) [48] . In this work, we consider the downlink Cloud-RAN system operating in a single frequency band, and assume that the RRHs are precisely synchronized. However, in practice, if not carefully designed, the system performance may be compromised by the time-synchronization errors. These errors, referred to as clock jitters, are the differences in time between the individual RRH clocks and the reference clock. The effect of clock jitters at the RRHs is that the composite pulse shape (sum of the pulses from each RRH antenna shifted by the corresponding clock jitters) seen at the user's receiver will no longer be Nyquist [49] . Hence, the neighboring bits will cause ISI, reducing the mean of the received signal and increasing the variance of the noise. Consequently, the average SINR at the users will be reduced and so the system WSR performance. Therefore, considering the design of a good RRH synchronization strategy is important in a future study in order to preserve the cooperation gains.
V. PERFORMANCE EVALUATION
In this section, simulation results are presented to evaluate the performance of our proposed Dynamic-RC strategy. We consider a Cloud-RAN system consisting of multiple hexagonal cells with a RRH in the center of each cell. The neighboring RRHs are 1 Km apart from each other.
We assume that all the wireless channels in the system experience block fading such that the channel coefficients stay constant during each scheduling interval but can vary from interval to interval, i.e., the channel coherence time is not shorter than the scheduling interval. We assume that all the RRHs have the same number of transmit antennae N r and transmit power budget P r = P, ∀r . To ensure fair comparison with the baselines, we also set M r = N r , ∀r . The channel coefficients are calculated following the path-loss model, given as L [dB] = 148.1 + 37.6 log 10 d [km] , and the log-normal shadowing variance set to 8 dB. In addition, it is assumed that the channel bandwidth B, reused across all the users, is 10 MHz, and that the noise power is −100 dBm. Unless otherwise stated, the maximum candidate cluster size is set to V max = 7 and the utility marginal functions q u 's are generated randomly such that 0 < q u ≤ 1, ∀u ∈ U.
A. Convergence Rate of Algorithm 1
Firstly, we evaluate the performance of Algorithm 1 in yielding the CBD solution, compared to that of the optimal BnB method in Algorithm 2 and of a popular method so-called iterative Weighted Minimum Mean Square Error (WMMSE) [18] , [50] , [51] . Since the computational complexity of the BnB method is high, it is difficult to solve the CBD problem with a large number of variables. Hence, we carry out the comparison in a small network with U = 4 users uniformly placed in the area covered by R = 4 cells.
In Fig. 3(a) , we generate one random channel realization and set the same initial point for both Algorithm 1 and WMMSE. We observe from Fig. 3(a) that the objective value (WSRSU) obtained from Algorithm 1 is comparable to that of WMMSE and very close to the optimal value obtained via BnB method. Iteration run time until convergence of the BnB algorithm for one random channel realization is also depicted in Fig. 3(b) . Additionally, in Fig. 3(b) , we record the average iteration number and iteration run time of Algorithm 1 and WMMSE over 100 random channel realizations. It can be seen that the BnB method takes extremely long time to converge and is clearly not a practical solution. The solution of Algorithm 1 converges the fastest, at an order of magnitude faster than that of the WMMSE algorithm both in average number of iterations and average iteration run time. This fast-convergence performance of Algorithm 1 is very important for the practical feasibility of Dynamic-RC since we want to optimize the beamforming design in each scheduling slot. In Fig. 3(c) , we compare the CBD solution of the three algorithms over different values of transmit power P at the RRHs, each with 100 random channel realizations. It can be seen that when P is small all three algorithms perform the same; conversely, at higher P Algorithm 1 slightly outperforms WMMSE while both are very close to the optimal BnB performance.
B. WSRSU Performance
We now consider a system without the computing-resource constraint and evaluate the performance of the following joint clustering and beamforming schemes.
• MI-SOCP: The WSRSU of this scheme is obtained by using the solver MOSEK to solve problem (41) in each iteration of Algorithm 1.
• Dynamic-RC1: Our proposed dynamic radio cooperation scheme where the clustering and beamforming decisions are updated simultaneously in each scheduling slot.
• Dynamic-RC2: Our proposed dynamic radio cooperation scheme where the clustering decision is updated in each shadowing realization while the beamforming decision is updated in every small-scale fading realization.
• CVSINR: A downlink user-centric joint scheduling and clustering scheme in [2] where the clustered virtual SINR (CVSINR) algorithm is used to design the beamforming vectors.
• Greedy: A greedy clustering algorithm in [4] that solves an equivalent set-covering problem to select the set of non-overlapping base station clusters. This scheme uses zero-forcing beamforming and greedy user scheduling. We performed simulations in a network of 16 cells with three different user-distribution scenarios, as shown in Fig. 4 , including: Scenario 1 with all medium cells; Scenario 2, light and heavy cells are intermixed together to simulate microtidal effect; Scenario 3, heavy cells are grouped together, and the heavy cell group is surrounded by light cells to simulate macro-tidal effect. Note that light, medium, and heavy cells are to describe user density in each cell. We randomly generate 100 large-scale fading (shadowing) realizations, each consisting of 20 small-scale fading (Rayleigh) instances. For each large-scale fading realization, we place 32 users in random locations in the network such that there are 1 user in each light cell, 2 users in each medium cell, and 3 users in each heavy cell. Figure 5(a-c) plots the WSRSU performance of the considered radio cooperation schemes in Scenario 1, 2, and 3, respectively. It can be seen that Dynamic-RC1 scheme performs very closely to MI-SOCP scheme. Note that in MI-SOCP the clustering solution obtained by the global optimization solver is optimal. Dynamic-RC2 exposes a small loss compared to Dynamic-RC1 due to less frequent updates of clustering decision, while still significantly outperforming CVSINR and Greedy schemes. This is because the heuristic clustering of the RRHs in the last two schemes is suboptimal, plus their beamforming algorithms only aim at minimizing the intra-cluster interference but not the inter-cluster interference. On the other hand, our proposed Dynamic-RC schemes take into account the global network condition that is available at the VBS pool, which provides better clustering decision and beamforming design. Compared to the optimal scheme, our proposed Dynamic-RC strategy has a significant advantage in reducing the execution time. In fact, in our simulation for the considered system configuration (U =32, R=16), MOSEK solver takes more than 100 s to obtain the optimal solution of the MI-SOCP problem, while each iteration in Dynamic-RC-1, 2 takes less than a second. Figure 6 (a-b) plots the CDF of average user rate (w.r.t. 32 users) achieved by Dynamic-RC1 scheme with different values of the maximum candidate cluster size, V max . When V max = 1, there is no cooperation among the RRHs. The results in Fig. 6(a-b) are obtained by performing 100 drops on Scenario 2 and Scenario 3, respectively, with P = 10 dBm. The utility marginal functions are updated in each drop according to the proportional fairness criterion, i.e., q u = 1/R u , whereR u is the long-term average data rate for user u. We observe that the improvement in average user rate due to larger cluster size in Scenario 3 (macro-tidal effect) is greater than that of Scenario 2 (micro-tidal effect). For instance, the Dynamic-RC1 scheme with V max = 3, 5, 7 provides 30%, 37%, and 38.6% gain, respectively, for the 60th-percentile average user rate over the non-cooperation scheme (V max = 1) in Scenario 2; while the corresponding gains in Scenario 3 are 45%, 59%, and 64%, respectively. Figure 7 (a-b) plot the average net-WSR of a downlink Cloud-RAN system using Dynamic-RC1 scheme with different values of V max and the percentage of allocated uplink resources training η on the three described user-distribution scenarios. We observe the same trend in all three scenarios than when the cluster size is small, i.e., the average net-WSR increases with cluster size. When the cluster size becomes higher, the average net-WSR eventually decreases since the training overhead used too many resources.
C. Impact of Maximum Candidate Cluster Size
D. Benefits of Computing Resource Sharing
To evaluate the impact of the computing-resource constraint on the system performance, Fig. 8 compares the WSRSU performance of our considered system with the centralized computing-resource constraint versus a conventional system with a distributed computing-resource constraint. In particular, we consider a network of 4 medium cells. For a fair Fig. 5 . Weighted Sum-Rate System Utility (WSRSU) of a Cloud-RAN downlink system using different radio cooperation schemes, evaluated on three different user distribution scenarios. comparison, we set arg (C) to 400 Mbps and arg (C r ) to 100 Mbps, and ran the Dynamic-RC1 scheme on both systems.
Note that, in this setting each of the 4 RRHs in the distributed system is provisioned to process maximum 100 Mbps of user baseband traffic at a time, while in the centralized system the VBS pool is provisioned to process maximum 400 Mbps baseband traffic at a time. We say that the computing resource is saturated in each system when the achieved Sum Rate (SR) of all the users reaches the maximum provisioned processing traffic rate. As the transmit power increases, observe in Fig. 8 that the computing capacity of the VBS pool in the centralized system saturates earlier than the distributed system does (when the computing capacity is saturated at all the RRHs). In fact, the WSRSU and SR of the distributed system saturate almost at the same time while the WSRSU of the centralized system continues to increase after the saturation point (of the SR), and is significantly higher (up to 150% gain) than that of the distributed system. This demonstrates the significant potential gains of Cloud-RAN over the conventional distributed RAN in terms of WSRSU, computing resource, and transmit-power utilization.
VI. CONCLUSIONS
We proposed a novel dynamic radio cooperation strategy for a Cloud Radio Access Network (Cloud-RAN) that takes advantage of real-time communication and computingresource sharing among Virtual Base Stations (VBSs). The underlying optimization problem was formulated as a mixedinteger non-linear program, which is NP-hard. Our approach decomposes the original problem into a cooperative beamforming design (CBD) problem with fixed clustering decision and a master problem that iterative adjusts the clustering solution. We effectively exploit conic programming and sequential convex approximation techniques to derive a novel iterative algorithm to solve the Dynamic-RC problem. Simulation results showed that our proposed low-complexity algorithm provides close-to-optimal performance in terms of weighted sum-rate system utility while significantly outperforming conventional radio clustering and beamforming schemes.
