Abstract-In this correspondence, we propose an algorithm for computing the distance spectrum of a space-time trellis code achieving maximal diversity gain in quasi-static fading channels. We further present a state reduction technique for trellis codes that can reduce the complexity of the distance spectrum computation. We provide numerical results supporting the empirical evidence that a truncated union bound obtained from the distance spectrum provides an accurate characterization of the relative performance ordering of different space-time trellis codes and, therefore, it offers a tool for better space-time trellis code design.
2) Utilizing the proposed reduction technique, a computationally efficient algorithm is presented for computing the truncated distance spectrum of an ST-TCM.
3) Numerical results are presented for the distance spectrum of some well-known ST-TCMs in the literature. These results support the empirical evidence that truncated union bound obtained from the distance spectrum provides an accurate characterization of the relative performance ordering of different ST-TCMs.
It should be noted that current code designs in the literature (e.g., [3] , [4] , [10] ) are based only on optimization of the worst case pairwise error probability (PWEP). However, for fading channels, the worst case pairwise error event is not necessarily the only dominant error event. Therefore, distance spectrum analysis is a better method for comparing the relative merit of different space-time trellis codes and provides a tool for better ST-TCM design.
The correspondence is organized as follows. Section II outlines the system model. Performance analysis based on the truncated union bounds on word and bit error probability is provided in Section III. Section IV reviews the product trellis of a code and presents a state reduction scheme to reduce the complexity of the product trellis. The proposed distance spectrum computation method is discussed in Section V. Section VI provides numerical results on the distance spectrum analysis of several ST-TCMs in the literature. Finally, some concluding remarks are offered in Section VII.
II. SYSTEM MODEL AND PAIRWISE ERROR PROBABILITY
We consider a space-time system with Lt antennas at the transmitter and L r antennas at the receiver. The input information bits are encoded using a rate R c bits per channel use space-time trellis code with 2 states where c denotes the number of memory elements in the encoder. Output symbols of the encoder are chosen from a constellation with an average energy of R c =L t . The channel between a transmit and a receive antenna is modeled as a frequency-nonselective Rayleigh-fading process. The antennas are assumed to be located spatially far enough apart such that the fading channels are statistically independent. Furthermore, the fading is quasi-static, i.e., the channel coefficient is constant over the duration of the codeword and varies independently from one codeword to another. A codeword is obtained by forcing the encoder to be at a known state at the beginning and the end of the codeword as in [1] .
The vector of matched filter output samples at receive antenna j is given asq is the symbol transmitted from antenna i at time k, E b is the bit energy per receive antenna,cj is an Lt 2 1 vector of complex channel gains to receive antenna j, andñ j is the N f 2 1 vector of additive white
Gaussian noise (AWGN) samples for receive antenna j. The vectorsc j andñj are modeled as zero mean complex Gaussian random vectors with covariance matrix I I I L and N 0 I I I N , respectively, where I I I m represents an identity matrix of size m. It is assumed that noise samples and channel gains are statistically independent. The signal-to-noise ratio (SNR) per receive antenna is given by = E b R c =N 0 .
At the receiver, the signals at Lr receive antennas are decoded using a coherent maximum-likelihood (ML) space-time decoder with perfect channel state information. In this case, PWEP of the decoder choosing 
with i as the nonzero eigenvalue and 1H as the number of nonzero eigenvalues (rank) of the L t 2 L t "signal" matrix C C C s whose (i;j)th element is formed as (4) with 3 denoting the complex conjugate operator.
Performance metrics for space-time coding in quasi-static environments were first proposed in [1] , [6] : 1) Diversity gain which is the minimum value of the rank (1 H ), 2) coding gain which is the minimum value of the product measure (1P 1 i=1 i) over all pairwise error events. The overall diversity gain achieved by the system is given as L r 1 H (min). Maximum diversity gain is of primary importance in code design for small Lt since it determines the asymptotic slope of the performance curve as a function of SNR. As a result, in this work we will be interested only in codes that achieve full diversity in quasi-static fading channels, i.e., 1H(min) = Lt.
III. PERFORMANCE ANALYSIS USING A TRUNCATED UNION BOUND
The decoding error probability of a trellis code is often upperbounded by the union bound. The number of error events that need to be considered in the union bound can be greatly reduced by using the concept of simple error events [12] , [13] . A simple error event with a length of Le trellis stages starting at stage k is a pairwise error event where the pair of codewords diverge at stage k and first merge L e stages later.
Denoting S as the set of simple error events with respect to the reference codeword d d d and using the upper bound on PWEP given in (2), the union bound on word error probability is
1Ã
(1P)C(Lt;Lr)f(Lt;Lr; 1P;) Assuming that a trellis stage spans Nc symbol periods, the bit error probability can be similarly upper-bounded as
where kc is the number of input bits at each trellis stage, b(; ) is the number of bit errors for the pairwise error event, and B(1 P ) is a constant that represents the weight of the pairwise error event with 1 H = L t and 1 P in the bit error probability bound.
Calculation of the union bound involves computation of the distance spectrum of the code. The distance spectrum of a code is the set of all spectral lines. For a full diversity ST-TCM, a spectral line is defined by a product measure and its associated weight,Ã(1P ) or B(1 P ).
The weight of a product measure determines the average multiplicity of error events with that product measure in the corresponding union bound.
If we let the codeword length go to infinity, we can ignore the edge effects caused by the termination of the trellis on the error performance by only considering simple error events that start at the middle of a very long codeword. This type of analysis is denoted as first error event analysis in the literature [14] . For a codeword of N f =Nc trellis stages, a first error event of length L e will be repeated ((N f =N c ) 0 L e + 1) times. However, for a large frame size, we can approximate the number of repetitions as (N f =Nc) and still obtain an upper bound by using
Ne(b; l; 1P) (9) and B(1 P ) = 1 2
b kc N e (b; l; 1 P ) (10) in (6) and (8), respectively. The set L e (1 P ) represents the set of lengths of first error events with product measure 1 P , and similarly, the set Be(l; 1P) is the set of number of bit errors in the first error events of length l and product measure 1 P . The multiplicity of first error events of length l, product measure of 1P and number of bit errors of b is denoted as Ne(b; l; 1P).
It should be noted that for a large codeword length, it is computationally expensive to compute the entire distance spectrum, especially when k c and c are large. In that case, we can approximate the union bound by considering only the first N minimum product measures in the spectrum. This approximation of the union bound will be referred to as the truncated union bound (TUB) of order N.
IV. STATE REDUCTION TECHNIQUE FOR TRELLIS CODES
Computation of the truncated union bound requires enumeration of the product measures of all first error events which can be done using the product trellis [7] of the code. In this section, the product trellis of a general trellis code is reviewed and a state reduction technique to reduce the complexity of the product trellis is presented.
A. Product Trellis
The product trellis of a general trellis code is constructed by jointly associating the transmitter state( t =i) and the decoder state ( d =j) into a product state (6=(i;j); i; j=0; ...; 2 01). A transition from product state 6 = (i;j) to 6 0 = (k;`) exists if transitions i ! k and j !`exist in the original trellis of the code. The transitions between the product states are labeled with the corresponding metric 1(6;6 0 ), which is a function of the transmitted and decoded symbols associated with the transition. There are N s =2 2 product states in the product trellis and from each product state there are 2 2k transitions. Following Biglieri's approach in [15] , the product state 6 = (i;j) is labeled as good if i = j and bad otherwise. The number of good states is Ng = 2 . A first error event of length Le that starts at trellis stage k is defined as a path through the product trellis that starts at a good state and transits with a bit error at trellis stage k. The path corresponding to the first error event only transits back to a good state at stage k + Le.
Only when the code has parallel transitions in the trellis diagram, a transition from a good state with a bit error will not go to a bad state.
Example 1:
In order to relate our notation to the past literature in the area, we consider enumeration of squared Euclidean distances using the TABLE I  PRODUCT TRELLIS TRANSITION TABLE FOR EXAMPLE 1 product trellis of a standard trellis-coded modulation (TCM): Ungerboeck's 4 state R c = 1 bit per symbol 4-ASK code in [16] . In this case, the branch metric of the product trellis is the squared Euclidean distance. We can list the transitions in the product trellis using a transition table where rows are enumerated by the product states 6 = (i; j) and columns are enumerated by the number of bit errors be associated with the transition. The pair [6 0 ; 1] in the table denotes the next product state and the squared Euclidean distance corresponding to a transition from the product state labeling the row with the number of bit errors labeling the column. The transition table of the product trellis for this example is given in Table I .
To enumerate the product measures of an ST-TCM using the product trellis, we need to compute the signal matrix, C C C s defined in (4), of an error event iteratively as the error event traverses through the product trellis. For an error event of length L e trellis stages, the signal matrix at trellis stage n of the error event can be computed iteratively as C C C s (n) = C C C s (n 0 1) + C C C s (n); n= 1; ...;L e (11) where the (i;j)th element of signal matrix update C C C s (n) is equal to
The signal matrix update is only a function of the symbols transmitted and decoded at trellis stage n and of rank no greater than N c . The iterative algorithm is initialized with all-zeros matrix C C C s (0). Given this form of the signal matrix, to enumerate the product measures of the code, the transitions in the product trellis are labeled with the corresponding signal matrix update. Since the signal matrix update is Hermitian symmetric, the memory requirements can be reduced by only 
B. State Reduction Technique
For geometrically uniform codes [17] , quasi-regular codes [5] , and codes satisfying Zehavi-Wolf condition [18] , the product trellis can be constructed by considering that a particular codeword is transmitted [19] . In this case, the number of states in the product trellis is reduced to 2 . However, general trellis codes do not necessarily exhibit these characteristics. The complexity of the product trellis can be high, if the number of encoder states is high. Exploiting the symmetries in the code, the complexity of the product trellis of a general TCM can be reduced without any loss in information. Similar to [9] , we consider a state reduction technique based on the minimal finite-state machine representations (see, e.g., [20] ). 2) The corresponding next states, 6 0 and6 0 , are also equivalent.
Using this equivalence relation, the state space of the product trellis can be partitioned into disjoint equivalence classes. The equivalence classes of the product trellis are identified by using an iterative partition algorithm [20] . The product states are first grouped into a smallest number of classes that only satisfy the first condition of the equivalence relation. Then, within each class, we successively partition the product states into subclasses until the second condition is satisfied for every product state in the same subclass.
The equivalence classes of the product trellis form the states of the reduced product trellis. The number of product states of the reduced product trellis is denoted asÑ s . After finding the equivalence classes, the good and bad states for the reduced product trellis are identified. The good states of the original product trellis are not equivalent to the bad states. Therefore, the good states of the reduced product trellis are the equivalence classes that are composed of the good states in the original product trellis. The number of good states in the reduced product trellis is denoted asÑg. Since the product states of the original product trellis are grouped into equivalence classes, the number of states in the reduced product trellis is possibly less than 2 2 . Table I , it is observed that the smallest number of classes that satisfy the first condition of the equivalence relation is two and these classes are given in Table III . However, the next states of the product states in each class are not in the same class for a given b e and squared Euclidean distance and thus, these two classes do not satisfy the second condition. Further partitioning of these classes is necessary to obtain the equivalence classes. The resulting equivalence classes which constitute the states of the reduced product trellis are given in Table IV . The total number of states in the reduced product trellis isÑ s = 4. Since the good states in the original product trellis are grouped in equivalence class 6a, Ng = 1. Ungerboeck's codes satisfy the Zehavi-Wolf condition and TABLE II  PRODUCT TRELLIS TRANSITION TABLE FOR EXAMPLE 2   TABLE III  TWO CLASSES THAT SATISFY FIRST EQUIVALENCE CONDITION FOR EXAMPLE 1   TABLE IV  REDUCED PRODUCT TRELLIS TRANSITION TABLE FOR EXAMPLE 1 thus, their product trellis can be computed assuming all-zeros codeword is transmitted [18] . It is observed that the reduced product trellis obtained by the proposed state reduction technique corresponds to the product trellis obtained assuming all-zeros codeword is transmitted.
Example 1 (Continued): From
The application of the proposed state reduction method to ST-TCMs is straightforward. In this case, the first condition of the equivalence relation in Definition 1 is based on the equality of the signal matrix updates associated with the transitions. This is the first state reduction technique in the literature for ST-TCMs. Table II , it is observed that there are six classes that satisfy the first condition of the equivalence relation in Definition 1. These classes are given in Table V . It is observed that these classes also satisfy the second condition of the equivalence relation and, thus, they are the product states of the reduced product trellis. The good states in the original product trellis are grouped into equivalence classes 6 a and 6 e and, thus, one getsÑ g = 2.
Example 2 (Continued): From

V. DISTANCE SPECTRUM COMPUTATION
In this section, the proposed distance spectrum computation algorithm is presented. When computing the distance spectrum of ST-TCM designs in the literature, it is observed that for some of the codes, the distance spectrum enumeration algorithm does not converge. These codes are found to exhibit two types of behavior discussed in the sequel. These characteristics should be considered when implementing these codes in space-time systems.
A. Proposed Algorithm
Our aim is to efficiently enumerate the product measures of all error events which are characterized as first error events. Since computationof the entire spectrum can be prohibitive, the distance spectrum algorithm is designed to enumerate first N minimum product measures TABLE V  REDUCED PRODUCT TRELLIS TRANSITION TABLE FOR EXAMPLE 2 and the related information needed to compute the associated weights A(1 P ) in (9) and B(1 P ) in (10) such as the event length, number of bit errors, and multiplicity of first error events with the given product measure, event length, and bit error.
The distance spectrum search is based on two properties of the product measure that were proven in [8] .
1) The rank of the signal matrix 1 H is a monotonically nondecreasing function of time, i.e., rank(C C C s(n)) rank(C C C s(n 0 1)):
2) If the rank of the signal matrix does not change, the product measure is monotonically nondecreasing with time.
These two characteristics imply two important things for the distance spectrum search. First, if a path through the product trellis reaches full diversity, i.e., rank(C C C s (n)) = L t , extending that path forward through the product trellis will not cause a reduction in the rank of its signal matrix. Second, if a path reaches full diversity, extending it forward will not cause a reduction in its product measure given by
Using these properties, a two-step distance spectrum enumeration algorithm shown in Fig. 1 is proposed. In Step A of the algorithm, all paths are extended forward through the product trellis until they reach full diversity. At this step, three lists exist: 1) distance spectrum (DS) list ordered by the product measures of first error events in ascending order containing the multiplicity, length, and number of bit errors of the first error events with first N minimum product measures identified so far; 2) rank-deficient path list that contains the signal matrix, length, and number of bit errors of the paths through the product trellis that are not terminated (i.e., did not reach a good state) and have rank deficient signal matrix; 3) unterminated full rank path list that contains the signal matrix, length, and number of bit errors of the paths through the product trellis that are not terminated but has full rank signal matrix, ordered by the determinant of the signal matrix of the path in ascending order. At this step, if a path through the product trellis is terminated with a rank-deficient signal matrix, the algorithm terminates since the code under consideration does not achieve full diversity gain. When all paths are extended until they reach full diversity, only the distance spectrum list and the unterminated full rank path list exist. In Step B of the algorithm, a stack based distance search method is employed [5] . It should be noted that there is no need to save unterminated full rank paths with determinant greater than the maximum value of the N product measures recorded in the distance spectrum list.
The proposed algorithm only needs to check whether the signal matrix at each update is of full rank and compute the determinant of the updated signal matrix. Since no eigenvalue decomposition is needed, the computational cost of the proposed method is low, especially for L t = 2; 3.
Since the distance spectrum search is performed over the reduced product trellis, the multiplicity of the first error events with a given length, number of bit errors, and product measure might be lower than that will be computed when the full product trellis is used. As a result, when the reduced error state diagram is used, instead of the 1 2 term in (9) and (10), the count of the first error events must be scaled by the appropriate pg (i); i = 1; ...;Ñg, where pg (i) is the probability of being in the good state i in the reduced product trellis at the beginning of the first error event. It is observed that for most of the space-time trellis codes in the literature, using the proposed state reduction technique one gets p g (i) = 1=Ñ g ; i = 1; ...;Ñ g , i.e., the good states in the reduced product trellis are equiprobable.
It should be noted that for the case N c = 1,the updated signal matrix for the first extension from a good state is equal to the signal matrix update and of rank 1. As a result, for an ST-TCM with Nc = 1 to have full diversity gain, the trellis of the code should not have parallel branches among two states.
B. Convergence of the Distance Spectrum Algorithm
It is observed that for some ST-TCMs in the literature, the distance spectrum enumeration algorithm does not converge. Two cases that cause this behavior were identified.
1) The space-time trellis code has at least one error event of infinite length where the signal matrix of the error event is rank deficient, i.e., 1H < Lt .
2) The space-time trellis code has at least one path through its product trellis for which the signal matrix is full rank; however, extending this path forward does not increase the product measure.
For the first case, the algorithm enters a loop in Step A of the algorithm in Fig. 1 . In this case, the rank-deficient path list will never be empty and the algorithm will not advance to Step B. This is a shortcoming of the proposed algorithm which is based only on the forward extension of the paths through the product trellis and does not take into account the termination of the trellis. For the codes with this characteristic, the termination of the error event generally results in a full rank signal matrix. This gives rise to a very long error event with full rank signal matrix. While the average performance of these codes do not suffer greatly, there exists a set of channel coefficients where a pair of long codewords are indistinguishable at the receiver if a finite memory Viterbi algorithm (VA) is used. Examples of ST-TCMs with For the second case, the algorithm will enter a loop in Step B of the algorithm in Fig. 1 . In this case, there exists at least one path in the unterminated path list whose determinant does not increase with extending it forward. Therefore, the conditions for the termination of Step B of the algorithm are never satisfied. Naturally, a full diversity catastrophic code will cause this type of behavior. In this case, there will be a loop between the bad states of the product trellis of the code where the Euclidean distances between transmitted and decoded symbols associated with the transitions are zero for all transmit antennas and no product measure is gained. Examples of the codes with this characteristic are the 4 state R c = 1 bit per channel use BPSK codes for L t = 2 and the 8 state Rc = 1 bit per channel use BPSK codes for Lt = 3 in [4] . These codes satisfy the Massey-Sain condition for catastrophic codes [21] .
Although these two cases are observed for error events of infinite length, the performance of these code will be affected significantly when a finite memory VA is used in decoding. Therefore, one should be careful in using these codes in space-time systems with finite memory VA, where the memory of VA is much smaller than the codeword length.
VI. DISTANCE SPECTRUM RESULTS
The number of spectral lines to be used in computing TUB in order to get an accurate characterization of the performance of the code is an important issue. To characterize the effect of a spectral line on TUB on word error probability for a system with L r receive antennas, we define
where Sw(Lr; ) is a measure of overall effect of spectral lines with product measure 1 P on the union bound on word error. For a given codeword length N f and SNR , the TUB on word error probability is given as
where C(1; 1) is defined in (3). The TUB on word error probability of different ST-TCMs for the same space-time system can be examined by comparing the corresponding values of S w (L r ; ) for an appropriately chosen value of . The value of should be large enough such that the dominant terms in the union bound are included in the truncated bound and the contribution of spectral lines with 1 P > are negligible. The smaller the value of Sw(Lr; ), the smaller the value of the predicted word error probability of the code. Similarly, the TUB on bit error probability can be computed as
where
characterizes the effect of a spectral line on TUB on bit error probability for a system with Lr receive antennas. We have analyzed the distance spectrum of several ST-TCMs in the literature. The detailed and comprehensive results of this analysis are presented in [22] . For brevity, we present two numerical examples in the sequel to illustrate our conclusions. The important characteristics of the distance spectrum analysis discovered in completion of the extensive numerical experiments on several ST-TCMs are summarized as follows.
1) The number of spectral lines to be considered in TUB to get an accurate performance characterization is important. The proposed performance metrics S w (L r ; ) and S b (L r ; ) can be used to characterize the effect of a spectral line on TUB on word and bit error, respectively. 2) The truncated union bound is a loose upper bound on performance, especially for a small number of receive antennas. However, numerical results show that distance spectrum analysis gives an accurate characterization of the relative performance ordering for a large percentage of ST-TCMs in the literature.
3) For a small percentage of the codes considered, TUB estimates do not match the simulation results. When the distance spectrum analysis fails to give an accurate characterization of the performance of a code, it is due to the sensitivity of the code to the bounding errors in the union bound or the looseness of the PWEP bound used in the union bound analysis.
To illustrate how to use distance spectrum and TUB for estimating the relative performance ordering of different ST-TCMs, we compute S w (L r ; ) of three R c = 2 bits per channel use 8 state 8-PSK codes for Lt = 2. Delay diversity code (TSC DD) in [1] , code due to Tarokh, Seshadri, and Calderbank (TSC) in [1] and code due to Chen, Yuan, and Vucetic (CYV) in [23] for one, two, and four receive antenna systems. In Fig. 2 , Sw(Lr; ) curves of these three codes are compared and the simulated word error probability curves are presented. It is observed that for the TSC DD code many spectral lines contribute significantly to TUB on word error for one receive antenna systems. As the number of receive antennas increases, the S w (L r ; ) curves start to flatten out, indicating that spectral lines with small product measures are the dominant terms in the bound and the contributions of the terms with large product measures are negligible. For one receive antenna case, S w (1; ) of the TSC DD code is the largest for a given , therefore, its predicted performance is the worst of the three, whereas S w (1; ) curves of the TSC code and the CYV code are close and so are their predicted performance. For two and four receive antenna cases, distance spectrum analysis predicts that the performance ordering of these three codes from worst to best is TSC DD code, TSC code, and CYV code. These conclusions are verified by the simulation results presented in Fig. 2 .
The truncated union bounds on word error probability of the TSC DD code and CYV code for one and four receive antenna systems are compared with the simulation results in Fig. 3 . The upper bounds are computed using S w (L r ; = 16:29). From the figure, it is observed that TUB is a loose upper bound when the number of receive antennas is small. Nevertheless, TUB provides the correct performance ordering of the codes considered.
The union bound for quasi-static fading channels has some weaknesses as an analytical tool. The UB tends to be a loose upper bound whose convergence is not always guaranteed even at high SNR [24] . Much work has gone on to improve the union bound in a variety of ways, e.g., [24] , [25] . These techniques are all significantly more com- plicated than a TUB and do not provide the desired tool to automate a code search. Our experience shows that for a large percentage of ST-TCM designs in the literature, TUB gives correct characterization of the performance ordering. However, for a small percentage of codes, distance spectrum analysis may give incorrect performance characterization. An example is the distance spectrum analysis of three 16 state Rc = 1 bit per channel use BPSK codes for L t = 3: Code due to Grimm (G) in [8] , code due to Hammons and El Gamal (HEG) in [2] , and code due to Yan and Blum (YB) in [4] . The Sw(Lr; ) curves and the simulated word error performance of these three codes are given in Fig. 4 . For one and two receive antenna cases, Sw(Lr; ) curves of the HEG code and the YB code are close and, therefore, performance of these two codes are predicted to be close. Since S w (L r ; ) curves for the G code is significantly above those for the HEG code and the YB code, performance of the G code is predicted to be the worst. The simulation results in Fig. 4 verify these predictions. However, for the four receive antenna case, distance spectrum analysis results do not match the simulation results for the HEG code. Although performance of the HEG code is better than that of the G code, S w (4; ) curve for the HEG code is higher than that of the G code.
The discrepancy between the distance spectrum results and the simulation results may be due to the bounding errors in the union bound. In the union bound analysis considered, the conditional error probability given the channel vectorsc j ; j = 1; . . . ; L r is upper-bounded by ered has many pairwise error events that are weak to a certain channel vector then the union bound tends to be a very loose upper bound for the conditional error probability. In this case, the conditional probability of the union of pairwise error events is much smaller than the sum of the conditional probabilities of individual error events and, therefore, the performance predicted by the union bound tends to be much worse than the actual performance of the code. Kuo and Fitz proposed a progressive union bound in [25] which reduces the bounding errors in the traditional union bound. Although this bound is much tighter than the union bound, it is significantly more complicated than TUB. Identification of the code characteristics that make a space-time code more sensitive to bounding errors in the union bound is an interesting open problem.
For a large number of receive antennas, the word error rates of interest (10 03 ) is often attained at small SNRs. At such small SNRs, the PWEP upper bound used in the union bound analysis tends to be loose. The discrepancy between the TUB predictions and the simulation results for large number of receive antenna cases may be explained by this fact. A PWEP upper bound that is also tighter at small SNRs can provide a more accurate characterization in this case. As a final note, in [26] , a truncated union bound for block-fading channels was derived using the transfer function based on the unjustified assumption of geometrically uniform space-time codes. The authors made a similar observation about the possible use of distance spectrum in performance analysis, however, they claimed that for slow fading channels, code design based on worst case product measure is sufficient. Our analysis demonstrates that, on the contrary, error events with larger product measures play an important role in this case (see, e.g., the HEG code for L r = 1; 2 in Fig. 4 ).
VII. CONCLUSION
In order to provide a more complete performance characterization than the simple worst case pairwise error probability analysis, we consider truncated union bounds on word and bit error probabilities of space-time trellis codes in quasi-static Rayleigh-fading channels. Truncated union bound analysis requires computation of the distance spectrum of the code. An algorithm to compute the truncated distance spectrum of a space-time trellis code with full diversity gain is proposed. To decrease the computational complexity of the algorithm, a technique that reduces the complexity of the product trellis is presented.
The union bound for quasi-static fading channels tends to be a loose upper bound and, therefore, has some weaknesses as an analytical tool. Nevertheless, extensive comparisons of the simulated performance and TUB estimates of several space-time trellis codes show that for a large percentage of the codes in the literature, distance spectrum analysis provides an accurate characterization of the relative performance ordering of different codes. Since the complexity of distance spectrum analysis is significantly lower than that of the tighter upper bounds in the literature, it constitutes a valuable analytical tool in the principled search for ST-TCM designs with optimal performance. 
