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Videogames for Monkeys: A Means for Studying Within Patch
Foraging Behavior (50 pp.)
Monkeys were trained to maneuver a "pacman" figure in 
response to spatially distributed symbols for reinforcement 
appearing on a computer monitor. A choice paradigm was set up to 
study preferences for single versus clustered symbols, represen­
tative of prey items, as a function of distance between the pac­
man figure and available symbols. The cluster of items, ranging 
in size from 1 to 4, randomly appeared on one side or the other 
of the pacman figure, and at a fixed distance from its initial 
position. A single square appeared opposite the cluster at 
distances ranging between 0 and 120 pixels (0 mm and 35 mm). 
Preference for the single square was strongly controlled by its ' 
distance from the pacman in its initial position. Differential 
preference for the single square was also demonstrated to be a 
function of cluster size in the second phase of the experiment. 
The data suggest that the monkeys were foraging efficiently while 
using the pacman figure to harvest spatially distributed symbols 
for reinforcement.
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Through sound methodologies psychologists have achieved 
the ' experimental control necessary to study and make 
inferences about behavior. The laboratory has historically 
offered the controls necessary, often at the expense of
external validity. When conducting research on more 
ethologically oriented questions, external validity is an 
essental consideration*
Investigators studying foraging behavior have taken
this consideration into account. Attempts have been made to
construct seminaturalistic environments (Mellgren, 1982;
Krebs, Ryan, and Charnov, 1974) where reinforcement
contingencies require behavior appropriate for the animals
natural habbitat. For example, Mellgren (1982) allowed rats
to forage freely in, and travel between, patches of food
distributed about the laboratory. Krebs, Ryan, and Charnov
(1974) studied time allocation in patches by having
chickadees forage through artifical pinecones in artifical
trees. These studies, while lacking the experimental
control characteristic of instrumental conditioning
paradigms, presented stimuli which were . spatially
distributed as opposed to temporally distributed. The more
common paradigms for studying foraging behavior typically
involve time-based schedules of reinforcement, considered
analogous to prey distributions, and encounter rates in the
natural environment (see Abarca and Fantino, 1982; Collier
1
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and Rovee-Collier, 1981; Lea, 1979, and 1982; Peden and 
Rohe, 1984). However, paradigms based upon schedules of 
reinforcement, while possessing greater experimental 
control, do not provide the sensory information pertinent to 
primates. In order to study foraging behavior effectively 
in monkeys the stimulus array should contain visual displays 
of the availability of reinforcers. It is reasonable to 
assume that monkeys should respond differentially based on 
the spatial distribution of food in the environment. 
Therefore, an effective methodology for studying foraging 
behavior in monkeys should provide visual stimuli 
representing the spatial distribution of available 
reinforcers.
The methodology developed here used Rhesus Macaques 
taught to manipulate a joystick in response to computer 
generated graphic stimuli. The monkeys were required to 
maneuver a "pacman" figure into collision with small squares 
appearing on a computer monitor. Collision resulted in 
removal of the square and delivery of reinforcement. 
Through altering the arrangement of the squares, symbolic of 
prey items, many questions concerning foraging behavior 
among spatially distributed stimuli can be addressed.
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Investigators have suggested that animals would be 
expected to harvest food in an efficient manner through 
minimizing the frequency of path recrossing (Pyke, Pulliam, 
and Charnov. 1977). The present study looked at monkeys’ 
strategies for harvesting prey items when presented with the 
choice between responding to a relatively distant cluster of 
prey items and an individual prey item at various distances. 
In most cases, consumption of the single prey item required 
the monkey to retrace its path in the opposite direction to 
harvest other available prey items.
The purpose of this study was threefold: First, to
evaluate the experimental control of a new methodology 
presenting monkeys with spatially distributed information 
concerning the availability of reinforcement; Second, to 
evaluate the generalization of Optimal Foraging Theory to 
monkeys; And third, to evaluate monkeys' preferences when 
choosing between a single prey item at various distances and 
a cluster of prey items at a fixed but relatively distant 
location.
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METHOD
Subjects
Five experimentally naive male rhesus monkeys 
(Macaca mulatta), each 2 to 3 years old, served as 
subjects. All animals were given restricted access to 
Purina High Protein Monkey Chow 1 hour following 
experimental sessions. The monkeys were housed 
individually in a room with a 12-hour light/dark cycle.
I
Apparatus
Primate chairs restrained the monkeys during daily 
testing sessions. Two sound attenuating experimental 
chambers were used. Each chamber was equipped with a 
Gerbrands Universal Feeder (G5970) , a JVC color monitor 
(CX 610US), ventilation, houselignt, speaker, and a 
Wico Command Control Joystick (15-9730).
The Universal Feeders were mounted vertically 
above the experimental chambers. Halves of Kraft 
Miniature Marshmallows, used as reinforcers, were 
dispensed into a receptacle to the left and slightly in 
front of the monkey. Outside noise was masked by music 
played through the speakers mounted iside the chambers. 
A closed circuit television system, which allowed
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viewing of both chambers simultaneously, was used to 
monitor monkey's behavior.
The monitors, 12 cm by 8 cm, were mounted on 
vertical aluminum panels with the bottom of the screen 
approximately even with the neck restraints of the 
primate chairs. This arrangement placed the video 
displays at the same height as the monkeys' faces and 
at a distance of approximately 20 cm. The joysticks, 
approximately 10 cm long, had a 3.5 cm diameter red 
ball at the ends closest to the subjects. The 
joysticks were mounted 15 cm beneath the monitors, 
perpendicular to the panel, thereby pointing toward the 
subjects. The joysicks were modified by constructing ,a 
plexiglass guide that allowed only four responses: 
left, right, up, and down.
Video displays of stimuli, reinforcement 
contingencies, and data collection were controlled by 
Commodore 64 Computers. The computers and Universal 
feeders were interfaced with an input-output board 
manufactured by Rayfield Equipment Company (RCI-16). 
Joystick inputs were plugged in through the game ports 
on the side of each computer. Commodore disk drives 
(1541) and floppy disks were used to load control 
programs and store data.
Control programs were written in BASIC. Graphic 
figures were displayed on the monitors inside the test 
chambers by using the "sprites" available on the 
Commodore 6 4 Computer. Red squares (3 mm by 3 mm) 
represented "prey" items. A white, circular "pacman" 
figure, 5 mm in diameter, represented the predator. 
All figures were presented against a blue background. 
Animation of the pacman figure was programmed with a 
sequence of three figures. With a single, brief 
response on the joystick, the figure would be displayed 
with the mouth half opened, followed by a figure with 
the mouth fully opened, followed again by a figure with 
the mouth-half opened, and finally, the stationary 
white circular figure. Each animated sequence advanced 
the pacman 3 pixels in the direction of joystick 
movement; the usable area on the monitors measured 320 
pixels across and 200 pixels high. The computer 
handled sprite overlaps according to programmed 
priorities, in which the pacman figure was assigned the 
highest priority. Thus, collisions between the pacman 
and prey items appeared, as if the pacman consummed the 
prey items.
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Pretraining Procedure
Monkeys were trained, with food rewards, to climb 
into the primate restraining chairs for each day's 
testing, and returned to their home cages following 
each session. After approximately one month of chair 
training monkeys' joystick manipulation was shaped. 
Initally. a blue screen was presented on the monitor; 
any movement of the joystick changed the screen color 
to bright yellow for 1 second and resulted in 
marshmallow delivery. All subjects manipulated the 
joystick within the first two sessions. Subsequently, 
an enlarged pacman figure (10 mm in diameter) 
surrounded by seven rectangles (7 mm by 6 mm) was 
presented on the monitor. Four of these rectangles 
were adjacent to the pacman's inital position, so that 
any response on the joystick moved the pacman into 
collision with at least one of the rectangles. When 
collisions occurred the screen color changed to yellow 
for 1 second, the overlapped rectangle(s) was removed, 
and a marshmallow were delivered. Subsequently, the 
screen appeared as it had intially, with the pacman 
surrounded by seven rectangles. Shaping proceeded over 
successive sessions by increasing the distance of the 
rectangles from the pacman's intial position and 
increasing the number of rectangles which had to be
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removed before the screen was reset to its inital 
display. When each subject was responding to 
rectangles widely distributed on the screen, and all 
rectangles had to be removed before the screen reset, 
the rectangles were replaced by smaller red squares (3 
mm by 3 mm), and the pacman figure was reduced to 5 mm 
in diameter.
Experimental Prcedure
The final stimulus display used is diagrammed in 
Figure 1. The pacman figure appeared in the center of 
the screen with a single square on one side and a 
cluster of squares on the other. The side of the 
screen on which the cluster appeared was random and 
determined by the a random number generator in the 
computer.
Insert Figure 1 Here
Within each session the size of the cluster varied from 
1 to 4 squares in a predetermined sequence for each 
monkey. Thus each subject was presented with each 
cluster size 4 times within a session. The cluster was
Page
arranged in a row with the closest square 83 pixels (23 
mm) from the pacman figure's intial position regardless 
of cluster size. This distance between the pacman 
figure's intial postion and the first item in the 
cluster remained fixed for the entire experiment. 
Spacing between squares within the cluster remained 
constant over the course of the experiment at 3 pixels 
(0.9 m m ) .
The distance to the single square on the side 
opposite the cluster, referred to as "X", was adjusted 
over experimental conditions. This distance ranged 
between 0 and 120 pixels (35 mm) and was adjusted over 
blocks of sessions. Two monkeys began testing with the 
distance between the single square and the pacman's 
intital position at 120 pixels. The remaining 3 
monkeys began testing with this distance at 0 pixels. 
This put the pacman figure and the single square 
adjacent to each other, but not overlapped.
When the monkeys, using the pacman figure, had 
removed a'll but one of the red squares displayed on the 
screen, the screen was reset to its inital display, 
with the cluster size changing to the-next size in the 
sequence, and the pacman centered on the screen. 
Therefore if a monkey removed the single prey item
Page 10
first, he then was required to maneuver the pacman 
figure back to the cluster (except when the cluster 
size was equal to 1). Experimental sessions were 
conducted daily; each was terminated following 
delivery of the fortieth reinforcement.
Preference was measured as the ratio of the number 
of times the single prey item was selected first over 
the total number of new screen presentations. This 
choice proportion constituted the dependent measure for 
judging a subjects's readiness for other experimental 
conditions. Each condition continued until stable 
behavior was observed for three consecutive sessions.
The criteria for stability included small daily 
variability in choice proportions (less than 10% from 
the arithmetic mean proportion) and the absence of any 
trend in choice proportions over the sessions. 
Exceptions to these criteria occured when monkeys 
developed stable response strategies which were 
independent of stimuli presented on the screen. These 
typically took the form of a side preference and 
occured near the middle values of the distance variable 
X. When stable responding occurred, the distance from 
the pacman's intial position to the single square was 
increased or decreased by 12 pixels, depending on the 
subject.
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The distance to the single prey item from the
pacman1s inital position determined 11 experimental
conditions in the first phase of the experiment. In 
the second phase of the experiment, the position of the 
single prey item was adjusted in the direction opposite 
previous adjustments. The distance from the single
prey item to the pacman's intial position was adjusted 
in increments of 24 pixels in the direction appropiate 
for each subject. Stability criteria for phase 2 were 
as described for phase 1, except conditions were 
changed after five days of stable responding.
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RESULTS
Figures 2 and 3 present the monkeys' choice proportions 
for selection of the single square across all value of X for 
phase 1 and phase 2 respectively. For both phases.
Insert figures 2 and 3 here
the solid lines in the single and multiple plots present 
choice proportions, as a function of distance, when the 
cluster size is greater than 1. The broken line in the 
multiple plots shows choice proportions when the cluster is 
equal to 1. The "Across Subjects" plots used arithmetic
means , from all monkey's tested in the respective phase,
from each value of X.
All monkeys in phase 1 and phase 2 show a decrease in 
preference for the single square as the value of X 
increases. Stronger control of behavior by screen stimuli 
was displayed where clusters contained 2 or more items.
Variance in behavior tended to be largest when the distance 
values were between 24 and 72 pixels (7 mm and 21 mm
respectively). Stability criterion were reached much
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quicker with distance values outside this range.
Table 1 presents results from Analyses of Variance 
(ANOVA) in support of the control displayed by the distance 
variable in figures 2 and 3.
Insert Table 1 here
All ANOVA's demonstrate highly significant main effects for 
the value of the distance variable when the cluster size was 
greater than 1. ANOVA1s conducted on the condition where 
the cluster size equals 1 show significant main effects for 
distance in all cases except one monkey in phase 1. 
Generally, as apparent in the plots, this main effect for 
distance with single element clusters was stronger in phase 
2 than phase 1. This was demonstrated by the increased 
control associated with medium to large distance values in 
phase 2, as compared to phase 1.
Other significant results included the main effects for 
Cluster Size and the Distance by Cluster Size interactions 
in phase 2. Examination of the Distance by Cluster Size 
interactions for phase 2 revealed no systematic trends 
across monkeys. In fact, across monkeys, this interaction
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failed to show significance when statistically tested using 
an ANOVA, F(10,30)=0.69, p>.05. The main effect for Cluster 
Size was significant, F(2,6)=8.46, p<.025, thereby
suggesting that monkeys differentally responded to cluster 
composed of 2 . 3 or 4 prey items. Figure 4 shows the single 
square was selected more often when the cluster size was 2 
than when the cluster size was larger regardless of the 
distance to the single square.
Insert figures 4 and 5 here
Figure 5 displays the differential effect of direction 
of single square adjustment in phase 1 and phase 2. An 
ANOVA run across subjects in phase 1 showed a significant 
difference in proportions of single square selections, 
F(l,2)=54.38, p<.02. This difference was not significant in 
phase 2 . F(l,3)=0.02, p>.05. These carry over effects in
phase 1 are apparent in figure 1 for the monkeys Fido and 
Roger.
Data tracking the sequences in which the squares were 
removed from the screen were recorded for all subjects. 
However, no analysis was performed since only on two
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occasions did one subject, Romeo, ever maneuver the pacman 
figure to the cluster and then back to the single square. 
Typically, the path of the pacman was either to the single 
square and then back to the cluster of squares or just to 
the cluster of squares directly.
DISCUSSION
Page 16
The experiment presented here was designed in part to 
demonstrate the experimental control of behavior through 
spatially distributed stimuli appearing on a television 
screen. The results described above show how choice 
behavior is dependent upon the relative positions of items 
indicating the availability of reinforcement. Confidence in 
the strength of these manipulations is established through 
the fact that all monkeys showed similar changes in 
preference with manipulations of the distance variable, and 
after the inital choice, all monkeys continued "foraging" by 
selecting the next closest item on the screen. In addition, 
monkeys in phase 2 demonstrated a significant differental 
selection of the single square dependent upon cluster size.
Direction of adjustment in the distance value, whether 
it was increasing or decreasing, proved to be a significant 
factor in phase 1, but not in phase 2. There are three 
considerations which are relevant to explaining the 
perseverance of response strategies occuring in phase 1. 
First, the perseverance takes the form of whatever response 
strategy was learned first. In the first condition, each 
monkey's testing continued until stable choice proportions 
were observed. During this period, the monkeys learned a
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"foraging" strategy appropriate for their inital conditons. 
Since previous training was intentionally different from the 
testing paradigm, monkeys may not have learned all 
contingencies operating in the paradigm until later in the 
testing phase. This explanation is supported by the lack of 
any significant historical effects in phase 2, where all but 
one subject had previous experience in phase 1. The one 
monkey, Romeo, did show larger preference ratios through the 
48 pixel (14 mm) condition. The second consideration is 
directly related to the sequental nature of the adjustment 
between conditions. Psychophysical experiments have often 
reported perseverance effects when perceptual thresholds are 
measured using the Method of Limits with either ascending or. 
descending series (Levine and Shefner, 1981). As in 
psychophysics, results free from historical effects may have 
been achieved by randomizing the sequence of conditions 
rather than using ascending or descending orders. The third 
consideration pertains to the absolute size of the distance 
adjustment. The perseverance of inital response strategies 
may have been shaped inadvertantly by using such a small 
adjustment in the distance value. Condition changes could 
be viewed as a sort of generalization training for existing 
response strategies. So the complete explanation for the 
differential effect of direction in phase 1 probably consist 
of some combination of these three considerations mentioned.
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The most powerful control over choice behavior in both
phases was the position of the single square. With the
minimum distance value and cluster sizes greater than 1, the 
most efficient strategy, in terms of minimizing distance 
traveled, for removing the squares from the screen required 
selection of the single square. This strategy results in an 
11% reduction in distance traveled. However, at 24 pixels 
(7 mm), the distance traveled is 24% greater if the single 
square is selected. Therefore the function describing 
selection preferences should take the form of a step
function, if the monkeys are maximizing their foraging 
efficiency. Similar predictions are made by Optimal
Foraging Theory with regard to differential selection of 
prey types in the environment. One of the properties for 
the Optimal Diet proposes that if a prey type' is part of the 
diet, it will always be consumed whenever encountered. 
Likewise, prey types not in the Optimal Diet will never be 
consumed (Pyke. Pulliam, and Charnov, 1977). However, 
research with pigeons given a choice of accepting or 
rejecting a signalled terminal link schedule, failed to 
support this all or none hypothesis (See Abarca and Fantino, 
1982; Lea, 1979). The results presented here also do not 
support a step fuction, however, all preference functions 
show the largest change between 0 and 48 pixels (14 mm).
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When the cluster size equaled 1, the preference
function for the manipulated single square shows a steeper 
negative slope at smaller distance values than would be 
expected if the monkeys were foraging efficiently. The 
predicted function again would be a step function if the 
monkeys were responding with maximum efficiency. However, 
the observed functions decreased rapidly to apporximately 
chance level of responding while the value of X was
relatively small compared with the distance to the single 
item cluster. Behavior in this one item cluster condition 
tended to be more variable across monkeys than with larger 
cluster sizes, especially at medium to large distance 
values. These findings were inconsistent with data from
unpublished pilot research (Lavender, Strobel, and 
Sandstead, 1984), where prey items were never clustered. 
Given a choice between two single prey items, the monkeys 
consistently chose the closer item. These pilot results 
then suggest that the indifference is related to the 
presentation of clustered prey items on other screens. 
Compared with the differential reinforcement densities 
available when clusters are present, the choice of one 
single item versus another at similar distances (less than 
40 pixels), possibly makes the screens with one items 
Clusters appear insignificant. Also, since the sequence of 
cluster sizes was fixed for each monkey, the possibility
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also exists that the previous screen had become a stimulus 
predicting lower reinforcement density in the following 
screen. Observations of the monkeys during testing periods 
suggest monkeys were less attentive to the screen stimuli 
during unitary cluster presentations.
The differental effect of cluster size on phase 2 
preferences resembles findings, in pigeons, where both delay 
of reinforcement, and reinforcement magnitude are 
manipulated. Green and Snyderman (1980) found that pigeons 
were more sensitive to delays in reinforcement than 
reinforcement magnitude. In earlier research, Rachlin and 
Green (1972) found that with smaller delays pigeons 
generally choose smaller less delayed rewards. But with 
longer delays, pigeons prefer the larger but longer delayed 
reinforcement over the smaller less delayed reinforcement. 
These studies then support the differential role of 
reinforcement delay in influencing choice behavior. Since 
the pacman figure moves at constant rates in either 
direction, absolute distances between the pacman figure and 
the red squares can be considered analogous to delays in 
reinforcement. Ratios of distances between the pacman 
figure and the single square to the pacman figure and the 
cluster of squares included: 1:3.5, 1:1.17, 1:1.12, which
are when the single square is located at 24, 48, or 72
pixels from the pacman in its inital position. When the
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cluster size equaled 2, if the monkeys were responding both 
to the relative delays and reinforcement magnitudes,
selection of the single square at these distance ratios 
would be more likely than with larger cluster sizes. This 
is because the effect of the relative delays, while more
powerful, probably could not overcome further increases in 
reinforcement magnitude.
One of the essential characteristics of the natural 
environment is its continuous change as a result of an 
organisms behavior. This includes the changes in stimuli
perceived by an organism's sensory systems as it moves
through that environment. The methodology developed here 
provides such interactions between the monkey and the 
testing environment. With each movement of the pacman 
figure, the monkey has changed the spatial distribution of 
stimuli with regards to the controlled figure, and can 
visualize that change. Other methodologies present stimulus 
changes correlated with responding or the passage of time, 
for instance studies using added counters or added clocks 
(see Ferster and Skinner, 1957; Ferster and Peele, 1980). 
While these paradims have typically displayed very strong 
control over schedule behavior, they usually reset the 
correlated stimulus with each reinforcement, so the sense of 
continuous interaction is not present. For instance, a 
closer approximation would be if concurrent schedules were
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set up, with each key having an added counter. Responding
on one key would increment the appropriate counter and
decrement the counter for the other key. For the monkey, 
the type of methodology presented here is well suited for 
studying foraging behavior. The choice paradigm used in the 
present study addressed just one of many possible questions 
assessible with this paradigm. Pilot research conducted in 
this laboratory suggests the monkeys are capable of 
interacting with far more complex arrangements of screen 
stimuli. For instance, monkeys have successfully learned to 
maneuver the pacman figure in 4 directions, and even around
barriers to reach prey items scattered about the screen.
Other possibilities include competitive or cooperative 
foraging between two monkeys, foraging in a continuously 
scrolling environment, and the study of foraging strategies 
when predator figures are present on the screen. By 
increasing the stimulus complexity, monkeys will be 
"foraging" with contingencies normally operating in the 
natural environment, while investigators retain the 
experimental control characteristic of the laboratory.
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TABLE 1
PHASE 1: Cluster Size Greater than 1
Monkey Variable F df Probability
Fido Distance 90 .20 10 ,20 p <[ .00001
Roger Distance 
Cluster size
15 .18  
4 1 .06
10 ,20  
2 , 4
p <  .0001
P <  .005
Rhett Distance 
Cluster size
23.65 
46 .90
10,20 
2 , 4
p <  .00001
p <  .005
T-raonk Distance 71.45 10 ,20 p < . 0 0 0 0 1
Across S' s Distance 
Direction
15.77
5-03
10 ,20  
1 , 2
p <  .00002 
p <  . 02
PHASE 1: Cluster Size Equal to 1
Monkey Variable F df Probability
Fido Distance 4.72 10,20 p <  . 002
Roger Distance 1 .91 10,20 P >  -05
Rhett . Distance 2,76 10 ,20 p <.03
T-monk Distance 11 • 15 10,20 p <  .00005
Across S ’s Distance 5.03 10,20 p < . 0 0 2
PHASE 2: Cluster Size Greater than 1
Monkey Variable F df Probability
Fido Distance 
Cluster size 
Dist X Cluster
277.95
7.^7
2.41
5 .2 0  
. 2 , 8 
10,40
p <  .00001 
p <  .02
P < - 0 3
Roger Distance 
Cluster size 
Dist X Cluster
25 8 .41  
4.62 
2.14
5 .2 0  
2 . 8 
10,40
p <  .00001
p < . 0 5  
p <.05
Rhett Distance 
Cluster size 
Dist X Cluster
6 6 .0 0  
2 2 .12  
2 .3 5
5 .2 0  
2 , 8 
10,40
p <  .00001
p <  .001
p <  .02
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TABLE 1 (Continued)
Monkey Variable F df Probability
T-monk Distance 
Cluster size 
Dist X Cluster
306.63
2 1 .88
8 .6 9
5 ,2 0  
2 , 8 
10,40
p <  .00001 
p <  .001
p-sC .0001
Romeo Distance 
Cluster size 
Dist X Cluster
48 .54 
0.95 
2.31
5 ,2 0  
2 , 8 
10,40
p <  .00001
p >  .05 
P <-03
Across S's Distance 
Direction 
Cluster size
27.49 
0 .0 2  
8 .46
5.15
1, 3
2 , 6
p <  .001 
P >  .05
p <  .025
PHASE 2 : Cluster Size Equal to 1
Monkey Variable F df Probability
Fido Distance 3-05 5 ,2 0 p <  .04
Roger Distance 79.70 5 ,2 0 p < 0 0 0 0 1
Rhett Distance 2 .8 6 5 ,2 0 p <  .05
T-monk Distance 19 .00 5 ,2 0 p <  .0001
Romeo Distance 17 .00 5 ,2 0 p <  .0001
Across S'.s Distance
Dist X Direction
33.0 
. 5-4
5.15
5.15
p <  .001
p <  .01
Figure Captions
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Figure 1. Arrangements of spatially distributed stimuli, repre­
sentative of prey items, presented to subjects on video screens. 
The direction to the cluster of squares and the single square was 
. random with each new presentation. The value of "X", a distance 
measure, was adjusted over experimental conditions.
Figure 2. Proportion of times, in Phase 1, the subject initially 
selected the single square as a function of distance. Graphs on 
the left display this proportion for when cluster sizes were 
greater than 1. Graphs on the right display this proportion, 
with a solid line, when cluster sizes were greater than one, and 
with a broken line, when cluster sizes were equal to one.
Figure 3. Proportion of times, in Phase 2, the subject initially 
selected the single square as a function of distance. Graphs on 
the left display this proportion for when cluster sizes were 
greater than 1. Graphs on the right display this proportion, 
with a solid line, when cluster sizes were greater than one, and 
with a broken line, when cluster sizes were equal to one.
Figure 4. Number of times, in Phase 2, subjects initially 
selected the single square as a function of distance and cluster 
size. The solid line, dashed line, and solid line with dots
represent the average number of single square selections when the 
cluster size equals 2, 3, and 4, respectively.
Figure 5. Proportion of times in Phase 1 and Phase 2 subjects 
initially selected the single square as a function of distance 
and the direction of single square, adjustment. The solid and 
broken lines represent average preference proportions for sub­
jects, where the distance value over successive conditions, was 
either increasing or decreasing, respectively.
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single Pac Man . A ,cluster of prey itemssquare at rest
Figure 1
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APPENDIX A
Literature Review
All organisms consume nutrients to survive. In 
obtaining food, an animal must comply with the demands 
imposed by the environment. Whether the environment is the 
animal's natural habitat or a laboratory apparatus, an array 
of behaviors exists suitable for extracting food from the 
surroundings. Ultimately, if all of the behaviors possessed 
by an organism are unsuitable for the given environment, the 
animal fails to survive. Thus, through the process of 
natural selection the array should contain the necessary 
behaviors, or a mechanism through which the behaviors are 
learned. Animals that use these behaviors develop foraging 
strategies whereby the energetic cost and time are 
minimized, hence, these individuals should be able to lessen 
their time and effort feeding and allocate more time and 
energy to other activities, for example, mate selection. 
Therefore animals minimizing time and effort while foraging 
should demonstrate a higher inclusive fitness (Wilson, 
1975). It is assumed that natural selection favors the 
genetic contributions of organisms possessing behaviors 
which maximize individual inclusive fitness. Since there
exists individual variation in the members of a species, the
36
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foraging strategy exhibited by an individual will only 
approximate an average of foraging strategies employed by a 
species. This general species strategy should be one which 
enables optimal use of resources (Pyke, Pulliam, and 
Charnov, 1977). Foraging theorists then address the form of 
these optimization strategies with respect to the common 
currency of energy intake rates.
Foraging behavior has been studied in both laboratory 
and field settings. This literature review will emphasize 
research performed in controlled laboratory environments^ 
Research evaluating Optimal Foraging Theory has centered 
around four central issues: Optimal diet, optimal patch
choice, optimal time allocation to various patches, and the 
optimal patterns and speed of movements while foraging. 
(Pyke, Pulliam, and Charnov, 1977) Optimal diet 
considerations have received attention from several
researchers (Abarca and Fantino, 1982; Kreb, Webber,
Charnov, 1977; Lea, 1979; Lea, 1982; Werner and Hall, 
1974). Recently the subject of optimal diet has been 
examined using schedules of reinforcement. The paradigm 
designed by Lea (1979) used a chained schedule procedure for 
studying choice of prey items. The first schedule, the
initial link, was conceived as similar to the requirements 
imposed when an animal is searching for prey. Following 
completion of the initial link, the pigeon was given the
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choice of either accepting or rejecting a second terminal 
"handling" schedule. A terminal link, or schedule, is the 
final schedule in a series which will terminate with the 
presentation of a primary reinforcer (food). In this 
paradigm there were two possible terminal schedules, each 
signaled by different key colors, which were representative 
of two different prey types. The preferred prey type 
presumably would be the schedule with the shortest interval 
requirement. Animals rejecting the terminal link were 
presented another search schedule. The density of the two 
prey types was manipulated by adjusting the probabilities of 
each terminal link being available in the choice state. 
Abarca and Fantino's (1982) procedure was similar to Lea's 
(1979) except they used variable interval (VI) as opposed to 
fixed interval (FI) schedules in the terminal links. Both 
articles report an increased accpetance of the long terminal 
link as the length of the search schedule was increased. 
Thus, the pigeons were adjusting their preferences according 
to the density of available prey. Lea (1982) demonstrated, 
using a similar paradigm, the probability of accepting the 
less preferred terminal link was a function of the short 
prey encounter rate. This is consistent with one hypothesis 
from Optimal Foraging Theory, which suggests that the 
inclusion of the i(th) prey type in the optimal diet, 
depends upon the density of prey types more preferable to 
the i(th). While these results displayed a high
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correspondence with Optimal Foraging Theory, they also
agreed with Fantino's (1969) Delay Reduction Hypothesis.
\
This formulation suggests choice behavior, between available 
alternatives, is controlled by the relative delays in 
primary reinforcement. In these experiments the delay 
reduction hypothesis makes parallel predictions with those 
of optimal foraging theory. When looking at other optimal 
diet considerations, foraging theory has predicted that a 
particular prey type should either always or never be 
persued when encountered. In other words the function 
relating prey densities to prey choice should be a step 
function. This exclusive preference hypothesis has failed 
to be supported several researchers (Abarca and Fantino, 
1982; Kreb, Erichsen, Webber and Charnov, 1977; and
Lea,1979).
The issue of optimal patch choice has received little
attention in the literature. The findings suggest that
animals appropriate their foraging behavior in accordance 
with the density of prey items in the available patches 
(Smith and Sweatman, 1974; Zach and Falls, 1976). Time
spent foraging in less profitable areas was considered, by 
these researchers, to be due to sampling behaviors rather 
than the possibility the birds were matching their foraging 
responses to reinforcement distributions. Dependent 
measures to assess this possibility are not reported by
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these authors. Mellgren (1982) demonstrated a new procedure 
aimed at evaluating optimal patch choice in the laboratory 
while retaining some degree of ecological validity. Rats 
were tested by allowing them to individually roam through a 
room containing nine patches. Each patch consisted of a box 
of sand with a perscribed amount of food buried in them. 
The number of remaining prey items in each patch at the end 
of the session was used as an index of which patches had 
been foraged in and how extensively.
Research studying time allocation to various patches 
has addressed the issue of when an animal should change 
patches and what cues are used in making their decision. 
Available data supports the hypothesis that giving up times, 
the time between the last food item and when the animal 
leaves for another patch, are inversely proportional to the 
density of prey items in the patch (Krebs, Ryan and Charnov, 
1974). Similar observations have been made with different 
partial reinforcement schedules and resistance to extinction 
(Macintosh 1974). The denser the reinforcement schedule, 
the easier an animal can distinguish between long 
interreinforcement times or extinction. According to the 
Marginal Value Theorm (Charnov, 1976) the animal should 
leave the patch it is presently foraging in when the 
marginal capture rate equals the average capture rate for 
the habitat. This can be calculated by setting the
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derivative of the cumulative gain function for each patch 
type equal to the average capture rate for the habitat, and 
solving for the time value in the resulting equation for 
each patch. This is an application of the mean value theorm 
in calculus which proves that there exist a value (c) on the 
interval [a,b] such that f'(c) equals the slope of the 
segment between (a.f(a)) and (b,f(b)). In order for the 
Marginal Value Theorm to work, it must be assumed that the 
beastie can obtain information as to its marginal capture 
rate while foraging (Krebs, Ryan, and Charnov, 1974). Other 
hypothesises have involved expectation models (Gibb, 1962; 
Ollason, 1980) and stochastic models (Iwasa, Higashi, and 
Yamamura, 1981). Lima (1983) demonstrated that Downy 
Woodpeckers appeared to . moniter their marginal intake as 
predicted by Charnov (1976) following some initial exposure 
to a patch, but with continued exposure to the patch the 
birds tended to respond according to prior expectations of 
patch quality. Previous research on time or number 
expectation hypotheses has not proved fruitful (krebs, Ryan, 
and Charnov. 1974; Zach and Falls, 1976). Recently, 
Ollason (1980) has proposed an expectation model of foraging 
behavior which assumes the animal's decision rule for 
changing patches is a comparison between its current feeding 
rate and the rate it remembers feeding at just previously. 
Since the memory trace is a function of time, the animal 
should stay in a patch as long as the derivative of the
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function at time (t) is positive. In other words, the 
animal should persist as long as it perceives its present 
feeding rate to be greater than or equal to the feeding rate
a moment ago. Ollason finds support for his model using
Cowie's (1979) data. He describes results that are 
qualitatively and quantitatively consistent with predictions 
of Optimal Foraging Theory, and suggests that less 
processing capability is requried than would be necessary to 
calculate marginal rates. Iwasa, et. al. (1981) propose a
decision rule which is a function of the total time
searching a patch and the number of prey taken in the patch.. 
The form of the rule is governed by the prey distribution 
available. When the variance of the prey distribution is 
large, the rule, as proposed by Charnov (1976), suggests the 
use of a fixed giving up time as the optimal strategy. If 
the prey distribution is uniform, then Iwasa, et. al.'s 
(1981) decision rule reduces to a fixed number strategy. 
Where there exists a Poisson distribution of prey, the rule 
becomes a fixed time strategy. Baum (1982) suggests the 
animal's decision of when to leave a patch may also depend 
upon whether the animal employs some type of management 
strategy other than exploitation. Generally the optimal 
time to change would be earlier if a managing strategy is 
being used.
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Surprisingly, there has been little published on the 
patterns of movement displayed by foraging animals. Most of 
the literature concerning patterns of movement has 
concentrated on interpatch behavior. This could be related 
to within patch behavior if one takes the perspective that 
patterns of movements, whether between individual prey items 
or patches of prey items, should be essentially the same,
just a different scale (Berger, in conversation). The
available literature has modeled animals under the 
assumption they cannot perceive prey items before stumbling 
onto them (Pyke, 1978; Zach and Falls 1976) . Zach and 
Falls (1976) studied patterns of movement between patches 
for the Ovenbird, and reached the conclusion the animal
essentally chooses patches at random. However, Pyke (1978) 
concluded from the poor fit between his model for animals 
harvesting food without sensory input and available data 
that animals must forage using some sensory information. 
Thus, movement cannot be adequately described by assigning 
probabilities to each direction of movement such that the 
resulting search only minimizes the frequency of path 
recrossing. Further research by Pyke (1981) investigated 
which visual cues hummingbirds repond to when choosing the 
next inflorescence to fly to. The birds did not appear to 
use distance information alone, but rather they responded in 
accordance with the apparent size of available 
inflorescences. Pyke (1981) found movement could be
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predicted best by evaluating which potential inflorescences 
had the greatest n/d ratio, where n is the number of flowers 
on the jth inflorescence and d is the distance to the jth 
inflorescence.
There was no literature available evaluating animals 
patterns of movement within patches. This information could 
be similar to, as mentioned previously, patterns between 
patches. Within a patch an animal, at least for many 
species, should be able to perceive the density and location 
of available items, and harvest them efficiently. The 
situation is similar to the picker looking up at the 
appletree and developing the strategy which enables him to 
obtain the apples in as little time as possible. Many 
animals have information regarding the spatial distribution 
of food items available upon entering a patch, the question 
is whether they use the information to forage in the most 
efficient way possible. This leads to the central questions 
of the proposed research. First, are animals sensitive to 
the spatial distribution of resources? Second, how 
sensitive are they? For example, if an animal is faced with 
the choice between a high density of prey items in one 
direction and a lower density, yet closer alternative in the 
opposite dierection, what type of choice will the animal 
make? Does the animal behave so as to maximize 
reinforcement uptake over the long run or is the foraging
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policy one of short term maximization? Choice paradigms 
using concurrent chain schedules of reinforcements show 
preference for terminal links, as measured by proportion of 
responding on the concurrent initial links, is more a 
function of reinforcement delay than reinforcement magnitude 
(Green and Snyderman, 1980? Rachlin and Green, 1972) . 
However, when reinforcement is spatially distributed, as 
opposed to temporally distributed, the differential control 
exerted by reinforcement magnitude and delay of
reinforcement may not follow the same relation.
The proposed experiment will be evaluating, in addition 
to the questions previously mentioned concerning foraging 
behavior, a new methodology capable of addressing these 
questions and many more. This new methodology is a 
synthesis of ideas from ethology and the experimental
analysis of behavior. Often techniques used in ethological 
procedures do not provide the control found in the normal 
conditioning chamber. Yet this latter technique usually 
does not provide animals with sensory information most
pertinent to the species. Use of a stimulus array 
consistent with the primary sensory channels used by the 
particular species being studied should have greater 
ecological validity. Therefore, this methodology provides 
visual information in regards to the contingencies for
reinforcement. A videogame format, whereby the monkey
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maneuvers a pacman figure on a television monitor by means 
of a joystick, will be used. This procedure allows testing 
of animals response to spatially distributed stimuli and can 
evaluate the questions formulated above. Once animals are 
shaped to respond to this apparatus additional studies can 
be conducted just by altering the stimuli presented to the 
animals on the screen. Pilot work using this methodology 
has demonstrated effective control of behavior through the 
stimuli presented. The animals appear capable of making the 
association between their movements of the operandum and
corresponding movements of the pacman figure.
The procedure described in this paper uses the pacman 
paradigm to assess the question of efficiency of within
patch behavior. Since the animal will be viewing a two
dimensional stimulus display, the apparent size of a cluster 
of prey items on the screen will be equal to the absolute 
size. Thus Pyke's (1981) finding with hummingbirds would 
predict an animal should move the pacman toward a cluster of 
prey items rather than to individual item, closer to the 
pacman's initial position, since distance alone was a. poor 
predictor. The experiment proposed here will evaluate the 
monkey's sensitivity to within patch contingencies by 
manipulating a choice situation. A directional response
will be required from the subject toward either a single 
prey item, a horizontal distance (x) from the pacman's
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initial position, or a cluster of (n) prey items, a fixed 
distance in the opposite direction from the single prey 
item. Assuming the monkey is sensitive to the spatial 
arrangement of prey items, the sensitivity can be evaluated 
by manipulating the distance (x) and the number of items in 
the cluster (n). Preferences can then be studied by 
observing "foraging" strategies and related to the overall 
question of efficiency.
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