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Cap´ıtulo 1
Introduccio´n General
1.1. Motivacio´n y estado del arte
Wavelets en la solucio´n nume´rica de ecuaciones diferenciales
La Teor´ıa de Wavelets es una poderosa herramienta matema´tica desarrollada a fines del
siglo XX ([51],[52],[56],[65],[59]) que ha despertado gran atencio´n en diversos campos de la
ingenier´ıa, la f´ısica y las ciencias aplicadas, tales como el procesamiento de sen˜ales e ima´genes,
el reconocimiento de patrones, la f´ısica cua´ntica, el diagno´stico me´dico por ima´genes, etc.
Las wavelets u onditas son funciones elementales oscilantes, suaves y de soporte compacto
o ra´pido decaimiento. Brindan bases ortogonales, bases de Riesz o marcos del espacio de
sen˜ales de energ´ıa finita.
Posibilitan un eficiente esquema de ana´lisis y de s´ıntesis de una sen˜al: el Ana´lisis de Mul-
tirresolucio´n de L2(R). Esta metodolog´ıa puede implementarse mediante algoritmos ra´pidos
de baja complejidad.
Sus propiedades las convierten en elementos atractivos para las soluciones de forma de´bil
de ecuaciones diferenciales, ya que pueden ser usadas para representar con eficacia las solu-
ciones con gradientes pronunciados o discontinuidades.
El ana´lisis basado en la transformada wavelet representa una combinacio´n perfecta del
ana´lisis funcional, la transformada de Fourier, el ana´lisis armo´nico y el ana´lisis nume´rico.
Numerosos art´ıculos de los u´ltimos an˜os presentan aplicaciones de elementos finitos con
wavelets para la resolucio´n de diversos problemas de ingenier´ıa, en particular, asociados
con operadores diferenciales. Por ejemplo, existen propuestas de me´todos de descomposicio´n
wavelet para la resolucio´n de las ecuaciones de Navier-Stokes [5] y me´todos tipo Wavelet-
Galerkin para el problema de Dirichlet [6].
En meca´nica estructural se desarrollan me´todos nume´ricos y algoritmos basados en
wavelets para la resolucio´n de ecuaciones diferenciales correspondientes a problemas de vigas
y placas en una y dos dimensiones.
En general, en la construccio´n del elemento finito basado en wavelets, la funcio´n de escala
de un Ana´lisis de Multirresolucio´n se utiliza como funcio´n interpolante. En muchos trabajos
se usan las funciones B-splines de orden arbitrario, que son funciones de escala de un Ana´lisis
de Multirresolucio´n de L2(R), y muestran excelentes propiedades de convergencia.
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En particular, en el an˜o 2006, J.Han, W. Ren y Y. Huang utilizaron las funciones de
escala splines ([1],[2]) como interpoladoras de los desplazamientos en la formulacio´n de varios
elementos para problemas de meca´nica estructural en una, dos y tres dimensiones. Xiang et.
al [8] proponen el uso de funciones wavelets spline sobre un intervalo para la construccio´n
de elementos planos para problemas de elastomeca´nica. Entre ellos, el modelo de placa de
Reissner-Mindlin.
Los problemas que presentan discontinuidades, singularidades o gradientes altos, re-
quieren funciones interpolatorias que posean una mejor localizacio´n.
Las wavelets de Daubechies, por sus ventajosas propiedades de ortogonalidad, soporte
compacto mı´nimo y varios momentos nulos, permiten obtener muy buenas aproximaciones
en una amplia variedad de casos. Pueden citarse los trabajos [54] y [3] donde se aplican las
wavelets de Daubechies para resolver problemas en vigas y en placas.
Wavelets en me´todos adaptativos
Las singularidades que se presentan al modelar ecuaciones diferenciales en derivadas parciales
o ecuaciones integrales, como es el caso de ecuaciones el´ıpticas en dominios con esquinas re-
entrantes, adema´s de ser fuente de dificultades teo´ricas, traen dificultades en la convergencia
de los me´todos nume´ricos, en el sentido que se deteriora la velocidad de decrecimiento del
error.
Como consecuencia, se deben hallar soluciones de´biles a los problemas diferenciales co-
rrespondientes. Para alcanzar una tolerancia prescripta se requiere una solucio´n muy refinada
y, por lo tanto, un mayor costo computacional en comparacio´n con soluciones suaves. Muchas
veces estas singularidades tienen importancia f´ısica, como es el caso de concentraciones de
tensiones en problemas de elasticidad, o problemas de capas l´ımite en flu´ıdos y es importante
que sean bien aproximadas por el me´todo nume´rico.
Por esta razo´n, el uso de me´todos adaptativos es una solucio´n natural para mejorar las
aproximaciones con un costo computacional razonable.
El te´rmino adaptatividad tiene dos sentidos: en primer lugar permite el refinamiento de
la discretizacio´n so´lo localmente y, en particular, cerca de la singularidad de la solucio´n. En
segundo lugar, el algoritmo de resolucio´n utiliza la informacio´n en un nivel para deducir una
nueva discretizacio´n para el paso siguiente. El caso ma´s t´ıpico es el refinamiento adaptativo
basado en estimadores de error a-posteriori en el me´todo de elementos finitos.
En los u´ltimos an˜os, las bases wavelets aparecen como un me´todo alternativo para el
refinamiento adaptativo, que se implementa eligiendo o actualizando las funciones ba´sicas
que describen la solucio´n aproximada en cada paso del algoritmo. De esa forma, la seleccio´n
de la base adecuada juega un rol similar a la eleccio´n de los puntos de la malla en los me´todos
de elementos finitos esta´ndar.
Existen distintos enfoques para desarrollar esquemas adaptativos basados en wavelets.
Entre ellos, los presentados por Cohen ([33]-[38]) y las te´cnicas de procesamiento adaptativo
de Harten ([39], [40]).
Se han desarrollado numerosas familias de wavelets en las u´ltimas dos de´cadas, basadas
en la transformada de Fourier en cuyo dominio la traslacio´n y dilatacio´n son operaciones
algebraicas.
Nos referimos a las wavelets introducidas en los trabajos de (en orden alfabe´tico) Al-
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droubi and Unser [41], Battle [45] and Lemarie [46], Chui and Wang ([47],[48]), Cohen and
Daubechies ([49],[50]), Daubechies ([51],[53]), Mallat ([55],[57],[58]), Meyer [59] y otros.
Estas wavelets de primera generacio´n proveen bases para funciones definidas en Rn, mien-
tras que aplicaciones orientadas a la solucio´n de ecuaciones diferenciales e integrales sobre
dominios generales requieren wavelets definidas sobre dominios arbitrarios de Rn, eventual-
mente no suaves.
Es necesario entonces, una generalizacio´n de las wavelets de primera generacio´n que
mantenga sus ventajosas propiedades y son referidas como wavelets de segunda generacio´n.
Ejemplos de estas wavelets son las wavelets sobre un intervalo y las multiwavelets de Hermite
[66].
En cuanto a la utilizacio´n de wavelets para la resolucio´n de EDPs otros autores han
desarrolladome´todos de colocacio´n wavelet proponiendo ecuaciones de colocacio´n y diferentes
bases wavelets. Bertoluzza [70], por ejemplo, usa funciones de autocorrelacio´n con wavelets
de soporte compacto (wavelets de Daubechies) mientras que en el trabajo [69] se utilizan
wavelets spline.
Cabe sen˜alar que Cai et al. [67] y Kumar et al. [68], incorporaron te´cnicas adaptativas
con splines cu´bicas optimizando la cantidad de funciones ba´sicas usadas en la solucio´n del
problema. Destacamos que los me´todos de colocacio´n son eficientes, pero requieren ciertas
condiciones de regularidad y por esa razo´n en muchos casos los me´todos variacionales resultan
una mejor alternativa.
Por u´ltimo, desde hace un poco ma´s de cinco an˜os, existe una nueva metodolog´ıa desa-
rrollada por T. Hughes [83] para el refinamiento de soluciones nume´ricas correspondientes a
problemas en dos y tres dimensiones, conocido como ana´lisis isogeome´trico. En este nuevo
enfoque, se incorporan a los me´todos esta´ndar h − p, que consisten en refinar la malla o
aumentar el grado del polinomio, el avance en la escala j de la resolucio´n. La novedad es
que, basados en los programas CAD, utilizan para aproximar la solucio´n las mismas funciones
que modelizan la geometr´ıa del problema, y son las splines las ma´s usadas por sus conocidas
propiedades de aproximacio´n.
1.2. Desarrollo de la tesis
La presente investigacio´n parte de una primera experiencia de la autora en el tema
del me´todo de los elementos finitos, en el ca´lculo de la´minas de revolucio´n y de la´minas
con comportamiento membranal dominante. En esta a´rea, con un trabajo publicado [18],
completa su tesis de maestr´ıa en el an˜o 2004 [30], y luego publica otro trabajo en el tema
[31].
Prosiguiendo esta l´ınea de investigacio´n, luego incursiona en la l´ınea de FEM-Wavelets
y sus aplicaciones. Se plantea aportar modificaciones originales y competitivas utilizando
splines y wavelets de Daubechies y se procura demostrar la factibilidad y eficiencia de estos
me´todos en algunas aplicaciones.
En particular, se trabaja en la resolucio´n de problemas de meca´nica estructural que
describen el comportamiento de vigas y placas sometidas al efecto de cargas transversales.
Tambie´n se realizan aportes en la formulacio´n de problemas transitorios, EDPs que de-
penden del tiempo, extendiendo los me´todos desarrollados y utilizando el me´todo de l´ıneas
que conduce a un sistema de ecuaciones diferenciales ordinarias.
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Los resultados obtenidos dan lugar a seis nuevas publicaciones y constituyen la primera
parte de esta tesis doctoral.
Los mencionados avances motivan el desarrollo de me´todos para resolver problemas de
contorno que aprovechen las ventajas del Ana´lisis de Multirresolucio´n y aprovechen las re-
levantes propiedades de las funciones splines en un contexto Galerkin variacional. Esto
constituye la segunda parte de la tesis y su contribucio´n central.
A partir de esta perspectiva, se desarrolla un esquema h´ıbrido que combina ecuaciones
variacionales y de colocacio´n. De esta forma, se propone un tratamiento de las condiciones
de borde que resulta adecuado y conduce a aproximaciones con buenas propiedades de con-
vergencia. Al mantener la estructura de multirresolucio´n, esta estrategia permite definir una
aproximacio´n jera´rquica, refinada por escalas. El me´todo es implementado con B-splines y los
resultados nume´ricos obtenidos en distintas aplicaciones dan lugar a una nueva publicacio´n
internacional.
Prosiguiendo, se define un esquema que aprovecha las ventajas del ana´lisis multirreso-
lucio´n, y permite pasar de la aproximacio´n en una escala, a la siguiente ma´s fina con el menor
esfuerzo computacional.
Se desarrolla, entonces, empleando wavelets spline sobre intervalos, una te´cnica para
resolver problemas de borde de segundo orden, que permite mejorar las aproximaciones con
una significativa disminucio´n del costo computacional.
Los resultados nume´ricos en distintas aplicaciones y las comparaciones con resultados
obtenidos con me´todos de colocacio´n adaptativos se publican en un u´ltimo trabajo, culmi-
nando el trabajo de la Tesis.
Trabajos publicados:
L. Alvarez Dı´az y V. Vampa, Ca´lculo de Estructuras Laminares mediante el Me´todo
de Elementos Finitos, Reporte de Investigacio´n del ICIMAF (Instituto de Ciberne´tica,
Matema´tica y F´ısica, La Habana, Cuba) No 137 (2001). ISSN 0138-891.
V. Vampa, Mejoras en el comportamiento membranal del elemento de la´mina MITC4 ,
Tesis de Maestr´ıa en Simulacio´n Nume´rica y Control, Facultad de Ingenier´ıa, Univer-
sidad de Buenos Aires, 2004.
V. Vampa, Analysis of in-layer strains in the low order MITC shell element , Latin
American Journal of Solids and Structures 4 (2007), 87-102. ISSN 1679-7817.
L. Alvarez Dı´az, M. T. Mart´ın and V. Vampa, Daubechies wavelet beam and plate finite
elements, Finite Elements in Analysis and Design., Elsevier, 45 (2008), 200-209.
V. Vampa and M. T. Mart´ın, FEM WAVELETS para la placa de Mindlin-Reissner,
1o Congreso Argentino de Ingenier´ıa Aerona´utica (2008), 320-328. ISBN 978-950-34-
0496-6.
L. Alvarez Dı´az, M. T. Mart´ın and V. Vampa, The construction of plate finite elements
using wavelet basis functions, Revista Investigacio´n Operacional, Fac. de Matema´tica
y Computacio´n, Universidad de La Habana, 30 (2009), 193-204.
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M. T. Mart´ın y V. Vampa, Wavelet-Galerkin method for numerical solutions to differ-
ential equations, III International Conference on Approximation Methods for Design
and Control III ICAMDC, Universidad de Buenos Aires Buenos Aires, Argentina, 9-11
de Marzo de 2009. http://www.icamdc.unsam.edu.ar/
V. Vampa and M. T. Mart´ın, The use of Daubechies bases in Wavelet-Galerkin method,
Mini-Symposium WWlet 2009- wavelets Applications in Numerical Methods for PDEs
and Signal Processing. 8th Brazilian Congreso on Dymamics, Control and Applications,
Sao Paulo State University, UNESP (2009). ISBN 978-85-86883-45-34
M. T. Mart´ın, E. Serrano y V. Vampa, Wavelets de Daubechies en la resolucio´n de
Ecuaciones Diferenciales, II Congreso de Matema´tica Aplicada, Computacional e In-
dustrial (2009).
V. Vampa, M. T. Mart´ın, and E. Serrano, A hybrid method using wavelets for the
numerical solution of boundary value problems on the interval, Appl. Math. Comput.,
Vol 217, 7 (2010), 3355-3367.
V. Vampa, M. T. Mart´ın y E. Serrano, Application of wavelet analysis for the re-
finement of the numerical solutions of differential equations, Argentinean Congress on
Computational Mechanics and II South American Congress on Computational Meth-
ods in Engineering. XXXI CILAMCE-Iberian Latin American Congress on Compu-
tational Methods in Engineering, Asociacio´n de Meca´nica Computacional, 29 (2010),
2253-2264. ISSN 1666-6070.
1.3. Objetivos de la Tesis
El objetivo principal de esta tesis es el desarrollo de herramientas y estrategias basadas en la
transformada wavelet para su aplicacio´n en la resolucio´n nume´rica de ecuaciones diferenciales.
Se plantean como objetivos parciales:
Extensio´n de los desarrollos de FEM-Wavelets, utilizando las wavelets de Daubechies
en problemas de meca´nica estructural en dos dimensiones.
Estudio de la estructura del Ana´lisis de Multirresolucio´n y sus capacidades, como
esquema-contexto de las aplicaciones nume´ricas por desarrollar.
Estudio de las propiedades generales de las funciones de escala y wavelets ortogonales
de Daubechies, ortogonales y semiortogononales, comparando sus respectivas regula-
ridades, ventajas y desventajas.
Ana´lisis de las capacidades de las wavelets B-splines y de las wavelets de Daubechies,
en funcio´n de su aplicacio´n en el me´todo de Galerkin, para la resolucio´n nume´rica de
ecuaciones diferenciales.
Desarrollo de una modificacio´n novedosa del me´todo.
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Disen˜o e implementacio´n de una estrategia de refinamiento adaptativo localizado, ex-
plotando la autosimilaridad, regularidad y localizacio´n de las mencionadas funciones
elementales.
Ana´lisis del error del me´todo de Galerkin Modificado propuesto en esta tesis.
1.4. Organizacio´n de la Tesis
La organizacio´n de la tesis es la siguiente: en el Cap´ıtulo 2 se presentan los aspectos ba´sicos
del ana´lisis wavelet y la estructura multirresolucio´n. Se presentan las B-splines y las wavelets
de Daubechies con sus propiedades ba´sicas en la recta real. En la Seccio´n 2.6 se describe en
forma general la construccio´n de un Ana´lisis de Multirresolucio´n restringido a un intervalo,
necesario para las aplicaciones que motivaron el trabajo y que luego utilizan los me´todos
propuestos en el Cap´ıtulo 5.
La formulacio´n de´bil y el me´todo de Galerkin para resolver un problema de valores de
contorno se presentan en el Cap´ıtulo 3. Se describe, adema´s, el ca´lculo de los coeficientes de
conexio´n.
El Cap´ıtulo 4 esta´ dedicado a la formulacio´n de elementos finitos utilizando wavelets
(FEM-Wavelets) en una y dos dimensiones, para resolver problemas de meca´nica estructural.
Se desarrolla la construccio´n de elementos finitos para vigas con splines. Luego, se describe
la formulacio´n de nuevos elementos finitos en una dimensio´n y mediante producto tensorial
para el problema de placas (2D), usando la familia de wavelets de Daubechies.
La resolucio´n de un problema de valores de contorno de segundo orden en el espacio
wavelet y en el marco de un Ana´lisis de Multirresolucio´n en un intervalo se presenta en
el Cap´ıtulo 5. Se utiliza el me´todo de Galerkin en forma conjunta con un esquema h´ıbri-
do usando como funciones de forma las B-splines. El me´todo disen˜ado permite calcular la
aproximacio´n en una escala j y constituye otro de los aportes originales de esta tesis.
Luego se completa el me´todo propuesto con el desarrollo de un esquema que utiliza las
wavelets para avanzar en la escala optimizando el costo computacional. Se analiza el error
del nuevo esquema. Por u´ltimo, se presenta la experimentacio´n nume´rica.
En el Cap´ıtulo 6 se exponen las conclusiones generales y las l´ıneas futuras por desarrollar.
Se complementa con dos Ape´ndices: uno, sobre los coeficientes de los filtros en el uso de
los B-splines y de las funciones de escala de Daubechies y el segundo, con los ca´lculos de
los momentos y de los coeficientes de conexio´n. Estos temas resultan necesarios para las
implementaciones nume´ricas y son parte importante del trabajo desarrollado en la tesis.
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Cap´ıtulo 2
Wavelets: Teor´ıa Ba´sica
Nuestros desarrollos principales constituyen una aplicacio´n nume´rica de la Teor´ıa deWavelets.
En este cap´ıtulo damos una breve introduccio´n de la teor´ıa ba´sica, en particular exponemos
aquellos resultados que enmarcan nuestras ulteriores aplicaciones. Enfocamos principalmente
la estructura de Ana´lisis de Multirresolucio´n y las bases ortonormales y biortonormales de
funciones de escala y wavelets spline polinomiales y de Daubechies.
La teor´ıa de wavelets comienza a desarrollarse a fines de los 80, aunque con anteri-
oridad hab´ıan surgido construcciones similares en teor´ıa de campos y en el tratamiento de
sen˜ales s´ısmicas ([61],[62]). El objetivo era encontrar algoritmos simples que permitieran
descomponer funciones arbitrarias en funciones especiales combinando las ventajas del sis-
tema trigonome´trico y del sistema de Haar. Las bases de Haar son el ejemplo ma´s simple y
antiguo de base ortonormal: esta´n soportadas en pequen˜os subintervalos de [0, 1) y son fun-
ciones escalonadas, por el contrario, las bases de Fourier no se anulan en [0, 1) y son C∞ en el
intervalo. Respecto a la aproximacio´n de funciones, las bases de Haar permiten representar
en forma eficiente funciones con segmentos suaves y discontinuidades o picos, mientras que
las bases de Fourier representan en forma eficiente funciones con comportamiento oscilatorio
o suave. Estos dos sistemas ocupan posiciones extremas en el sentido que las funciones del
sistema trigonome´trico esta´n perfectamente localizadas en la variable de frecuencia, pero no
tienen ninguna localizacio´n en la variable espacial, mientras que, las funciones del sistema de
Haar tienen localizacio´n espacial pero no frecuencial. Lo que se busca es, entonces, construir
bases que permitan tener esa doble localizacio´n, tanto en espacio como en frecuencia.
Al comienzo de este cap´ıtulo, en las Secciones 2.1 y 2.2, se definen los sistemas de Riesz y
sistemas ortonormales, como introduccio´n a la construccio´n de bases ortonormales de R y se
analizan en particular los espacios generados por traslaciones y dilataciones de una funcio´n
simple. El marco para la construccio´n de bases wavelets involucra el concepto de Ana´lisis
de Multirresolucio´n, que es lo que permite reconciliar el ana´lisis en variable de espacio con
el ana´lisis en variable de Fourier o frecuencia, de manera compatible con el principio de
incertidumbre de Heisenberg [65].
Como se menciono´ antes, se trata de aproximar una funcio´n por una sucesio´n de funciones
simples. Esta simplicidad se traduce en que las funciones aproximantes sean suficientemente
regulares como para estar completamente caracterizadas por sus valores sobre la red de
puntos dia´dicos (con espaciado 2−j) y sus transformadas de Fourier soportadas por las bolas
de radio 2j correspondientes. Justamente, la relacio´n entre el paso y el radio de estas bolas
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es la que resulta del principio de incertidumbre. En la Seccio´n 2.3. se define un Ana´lisis de
Multirresolucio´n (AMR), se dan las propiedades ba´sicas y se presentan algunos ejemplos.
Luego, se describen las bases ortogonales de wavelets construidas a partir de la funcio´n de
escala de un AMR.
En la Seccio´n 2.4 se realiza un ana´lisis general de las wavelets spline y sus propiedades
de regularidad y ortogonalidad. Se describen las splines polinomiales, las splines ortogonales,
semi-ortogonales y biortogonales. Luego se analizan en particular las B-splines y sus ven-
tajosas propiedades. Se describe el AMR y las wavelets correspondientes a las funciones de
escala B-splines.
En la Seccio´n 2.5 se presenta el AMR de las wavelets de Daubechies, que son ortogonales
y de soporte compacto.
Por u´ltimo, en la Seccio´n 2.6 se muestra el desarrollo del Ana´lisis de Multirresolucio´n en
el intervalo [0, 1], necesario para el objetivo de esta tesis, que es la aplicacio´n del ana´lisis
wavelet en la resolucio´n nume´rica de ecuaciones diferenciales, en particular, de problemas de
valores de contorno en una dimensio´n.
Los fundamentos teo´ricos presentados en este Cap´ıtulo se encuentran desarrollados en
detalle en textos cla´sicos del Ana´lisis Wavelet, como son los de C. Chui [65], S. Mallat [56],
I. Daubechies [52], D. Walnut [75] y M. Pinsky [76].
2.1. Sistemas de Riesz y sistemas ortonormales
Dado un espacio de Hilbert separable V con producto interior 〈., .〉 y norma asociada ‖.‖, se
realizan las siguientes definiciones:
Definicio´n 2.1:
Una familia (xk) con k ∈ K donde K es un conjunto numerable de ı´ndices, es un sistema
de Riesz, si existen constantes 0 < A ≤ B < ∞ tales que para cualquier conjunto finito de
nu´meros complejos (ak), se tiene
A
∑
k
|ak|2 ≤ ‖
∑
k
akxk‖2 ≤ B
∑
k
|ak|2 (2.1)
Notar que si (xk) es un sistema de Riesz, entonces los xk son linealmente independientes. A
y B se llaman cotas de Riesz de la familia (xk).
Definicio´n 2.2:
Una familia (xk) es un sistema ortonormal, si 〈xk, xm〉 = δk,m. Se demuestra que el conjunto
(xk) es ortonormal si y so´lo si para todo conjunto finito de nu´meros complejos (ak), se tiene
‖
∑
k
akxk‖2 =
∑
k
|ak|2 (2.2)
Definicio´n 2.3:
La familia (xk) es completa en el espacio V si y so´lo si 〈x, xk〉 = 0 para todo k ∈ K implica
‖x‖ = 0.
14
En particular, un sistema de Riesz es un sistema ortonormal si y so´lo si A = B = 1
y es importante notar que estas condiciones no implican la completitud del sistema.
Definicio´n 2.4:
La familia (xk) es una base de Riesz (base ortonormal) si es un sistema de Riesz (ortonormal)
completo. En este caso, la familia (xk) es densa en el espacio V y dado x en el espacio V
existen coeficientes u´nicos ak en l
2(Z) tales que x =
∑
k akxk.
Ejemplo 2.5: El sistema trigonome´trico dado por la coleccio´n de funciones
{ e
ikx
2pi√
2pi
}k∈Z
es un sistema ortonormal en L2[0, 2pi].
2.2. Sistemas generados por operaciones de traslacio´n
y dilatacio´n
Cuando el sistema esta´ generado mediante una u´nica funcio´n por accio´n de las operaciones de
dilatacio´n y traslacio´n, es un caso especial y se pueden demostrar propiedades particulares.
Dada f(x) ∈ L2(R), denotaremos al operador de traslacio´n en L2(R) como Tf(x)
= f(x− 1), y para n ≥ 1, Tn = Tn−1 ◦ T y al operador de dilatacio´n,
Df(x) = 21/2f(2x) y ana´logamente Dn .
Denotamos por Ij,k a los intervalos dia´dicos,
Ij,k = [2
−jk, 2−j(k + 1)) (2.3)
y dada una funcio´n φ(x) ∈ L2(R), para cada j, k ∈ Z denotamos por φj,k(x)
φj,k(x) = 2
j/2φ(2jx− k) = DjTkφ(x) (2.4)
y por {φj,k}j,k∈Z a la familia de funciones generadas a partir de la composicio´n de φ mediante
dilataciones dia´dicas y traslaciones enteras.
Ejemplo 2.6: Sea φ(x) = χ[0,1)(x) que genera, mediante traslaciones funciones que son
constantes sobre los intervalos I0,k, k ∈ Z. Para cada j ∈ Z, {φj,k}k∈Z definida en (2.4),
forman una base ortonormal del subespacio Vj de funciones constantes sobre los intervalos
dia´dicos Ij,k.
Ejemplo 2.7: Sobre el esquema del ejemplo anterior, se define
h(x) = χ[0,1/2)(x)− χ[1/2,1)(x) =
√
2φ1,0(x)−
√
2φ1,1(x) (2.5)
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h(x) =
{
1 si 0 ≤ x < 1/2
−1 si 1/2 ≤ x < 1
Si denotamos hj,k(x), como en (2.4),
hj,k(x) = 2
j/2h(2jx− k) = DjTkh(x) (2.6)
se tiene que hj,k esta´ soportada en el intervalo dia´dico Ij,k. Adema´s, para j ≥ 0 y 0 ≤ k ≤
2j − 1, {hj,k} son una base ortonormal de L2[0, 1].
Es importante destacar que vale la ortogonalidad de las funciones para una escala j dada,
〈hj,k, hj,k′〉 = 0, k 6= k′ (2.7)
y tambie´n entre funciones de distintas escalas
〈hj,k, hj′,k′〉 = 0, k 6= k′, j 6= j′ (2.8)
Observacio´n 2.8: Notar que hj,k (2.6) se anula fuera del intervalo Ij,k, de longitud 2
−j
y que para j grande la longitud de Ij,k es pequen˜a. Se dice, entonces, que la funcio´n hj,k(x)
esta´ bien localizada en el espacio (o, dependiendo del contexto, en el tiempo). Esta propiedad
contrasta con las bases del sistema trigonome´trico del Ejemplo 2.5 pues para todo x en [0, 2pi]
los elementos de la base tienen mo´dulo 1 y no se anulan para ningu´n x. Se vera´ ma´s adelante
que las funciones (2.6) son las funciones de escala en el sistema de Haar.
Observacio´n 2.9: Los Ejemplos 2.6 y 2.7 se pueden extender a toda la recta. La familia
de funciones {hj,k}j,k ∈Z, constituye la base de Haar de L2(R).
Ejemplo 2.10: Sea Vj el espacio de funciones continuas y lineales sobre cada intervalo
dia´dico Ij,k. La familia {φj,k}k∈Z en Vj, definida en (2.4), donde
φ(x) =
{
x si 0 ≤ x < 1
2− x si 1 ≤ x < 2
es una base de Riesz para cada j, pero no constituyen una base ortonormal.
La proposicio´n siguiente caracteriza los sistemas de Riesz y los sistemas ortonormales en
te´rminos de la transformada de Fourier.
Proposicio´n 2.11:
Sean φ ∈ L2(R) y 0 < A ≤ B <∞. Las dos condiciones siguientes son equivalentes
1. La transformada de Fourier φ̂ de φ satisface
A ≤
∞∑
k=−∞
∣∣∣φ̂(ω + 2kpi)∣∣∣2 ≤ B c.t.p. (2.9)
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2. Se cumple para φ(x− k), k ∈ Z la condicio´n de Riesz (2.1) con las mismas constantes
(A,B).
En el caso ortonormal (A = B = 1), se obtiene la u´til caracterizacio´n que sigue:
Corolario 2.12:
Las traslaciones φ(x− k), k ∈ Z de φ ∈ L2(R) son ortonormales si y so´lo si
∞∑
k=−∞
∣∣∣φ̂(ω + 2kpi)∣∣∣2 = 1 c.t.p. (2.10)
Si φ es continua, esto implica que φ̂(0) = 1 y φ̂(2kpi) = 0, ∀k 6= 0.
Ejemplo 2.13: Para la funcio´n de escala de Haar del Ejemplo 2.6 (φ(x) = χ[0,1)(x)), es
evidente que las traslaciones φ(x− k) son ortonormales; de donde A = B = 1. La transfor-
mada de Fourier se calcula expl´ıcitamente como φ̂(ω) = e−ipiω sen(piω)
piω
de modo que para casi
todo ω,
sen2(piω)
pi2
∑
k∈Z
1
(ω + 2pik)2
= 1
La serie de la izquierda converge uniformemente sobre cada intervalo finito, de donde la serie
define una funcio´n continua y, por consiguiente, la igualdad se cumple para todo ω.
Ejemplo 2.14: Para la funcio´n de escala de Shannon
φ(x) =
sen(pix)
pix
, x 6= 0, φ(0) = 1
La transformada de Fourier es φ̂(ω) = χ[−1/2,1/2](ω). Se tiene que vale (2.10) en casi en todo
punto ya que para ω no entero todos los te´rminos de la serie son 0, excepto uno en el cual
vale 1. De donde φ(x− k) es un sistema ortonormal en L2(R).
Observacio´n 2.15: Este tipo de sistemas y bases particulares generadas por traslaciones
y dilataciones de una sola funcio´n esta´n asociados a una estructura muy particular del espacio
de Hilbert, V , denominado Ana´lisis de Multirresolucio´n, concepto que se desarrollara´ en las
secciones siguientes.
2.3. Ana´lisis de Multirresolucio´n AMR
2.3.1. Definicio´n
Un Ana´lisis de Multirresolucio´n (AMR) consiste en una secuencia {Vj, j ∈ Z}, de subespacios
cerrados de L2(R)
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· · · ⊂ V−2 ⊂ V−1 ⊂ V0 ⊂ V1 ⊂ V2 ⊂ · · · (2.11)
que verifican:
(M1) Vj ⊂ Vj+1, j ∈ Z
(M2) f(x) ∈ Vj ⇔ f(2x) ∈ Vj+1 , j ∈ Z
(M3)
⋂
Vj = {0}
(M4)
⋃
Vj = L
2(R)
(M5) Existe una funcio´n de escala φ(x) en V0 tal que la familia {φ(x−k), k ∈ Z} constituye
una base ortonormal de V0.
Observacio´n 2.16:
1 La funcio´n de escala φ es u´nica, salvo traslaciones enteras.
2 En (M5) la condicio´n de ortogonalidad puede relajarse a una base de Riesz.
3 Las condiciones (M1), (M2) y (M5) implican (M3), y tambie´n implican que los sub-
espacios son cerrados por traslaciones dia´dicas f(x) ∈ Vj s´ı y so´lo s´ı f(x − 2−jk) ∈
Vj , k, j ∈ Z.
4 Como consecuencia de las condiciones (M1)-(M5) se tiene que para cada j ∈ Z, la
familia {φj,k(x)}j,k∈Z constituye una base ortonormal (de Riesz) de Vj.
5 Si la sucesio´n {Vj, j ∈ Z} ⊂ L2(R) verifica las condiciones (M1), (M2) y (M5) y
∣∣∣φ̂∣∣∣ es
continua en ω = 0, entonces φ̂(0) 6= 0⇐⇒ (M4).
Ejemplos 2.17:
En los casos que se presentan a continuacio´n es posible definir los espacios V0 y Vj de forma
tal que se verifiquen las inclusiones (2.11) y se tiene una sucesio´n de subespacios encajados
densa en L2(R). Adema´s, como esta´ demostrado en [75], se satisfacen las condiciones (M1)-
(M5).
(1) AMR de Meyer. Desarrollado por Y. Meyer [59], la base wavelet correspondiente es el
primer ejemplo de una base ortonormal suave. La transformada de Fourier esta´ sopor-
tada en el intervalo [−1/2, 1/2] y es una funcio´n campana ∈ Ck, k ∈ N o k =∞.
(2) AMR de Haar. V0 consiste en el subespacio de funciones escalonadas f(x) tal que f(x)
∈ L2(R) es constante sobre los intervalos I0,k, k ∈ Z. Vj, j ∈ Z es el subespacio de
funciones escalonadas de L2(R) en los intervalos dia´dicos Ij,k, k ∈ Z.
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(3) AMR de funciones lineales a trozos. V0 es el subespacio de funciones f(x) ∈ L2(R),
lineales y continuas en los intervalos I0,k, k ∈ Z, mientras que Vj, j ∈ Z, es el subespacio
de las funciones lineales y continuas en los intervalos dia´dicos Ij,k, k ∈ Z.
(4) AMR de funciones splines polinomiales, (incluye como casos particulares los dos ejem-
plos anteriores).
Una spline polinomial de orden m + 1 es una funcio´n polinomial a trozos, de grado
m y con m− 1 derivadas continuas. Es bien conocido que cualquier funcio´n de L2(R)
puede aproximarse por una spline polinomial tanto como se quiera haciendo la escala
j tender a infinito.
Los puntos de ensamble, llamados nodos esta´n, en general, igualmente espaciados y
ubicados en los enteros. Se definen los subespacios spline de grado m, {V mj }j∈Z, donde
V mj es el subespacio de funciones de L
2(R) que son polinomios de grado m en cada
intervalo dia´dico Ij,k, k ∈ Z (2.4). Claramente una funcio´n f(x) ∈ V mj0 que es polinomial
a trozos en cada segmento Ij0,k = [2
−j0k, 2−j0(k+1)) estara´ tambie´n en los subespacios
ma´s finos V mj con j ≥ j0.
(5) AMR de banda limitada. En este caso V0 consiste en las funciones f(x) con banda
limitada 1, o sea funciones de L2(R) tales que su transformada de Fourier esta´ soportada
en el intervalo [−1/2, 1/2]. Vj es el subespacio de las funciones de banda limitada 2j.
(6) AMR de Daubechies. Son familias de funciones suaves, ortogonales y de soporte com-
pacto que fueron disen˜adas en 1988 por I. Daubechies en una verdadera obra de or-
febrer´ıa [52]. V0 es el espacio generado mediante traslaciones de la funcio´n de escala
de Daubechies y Vj los subespacios del AMR, generados de acuerdo a la definicio´n
realizada al comienzo de la seccio´n.
Observacio´n 2.18: Es importante resaltar que dentro de las familias presentadas en
el ejemplo anterior, las ma´s utilizadas en las aplicaciones nume´ricas son las spline wavelets
polinomiales y las wavelets de Daubech´ıes, expuestas en los ejemplos 2.17(4) y 2.17(6). Con
estas dos familias se desarrollara´n los me´todos y aplicaciones de los Cap´ıtulos 4 y 5.
2.3.2. Propiedades ba´sicas
Sea un AMR con funcio´n de escala φ(x). Se dice que es r-regular (r ∈ N) si la funcio´n de
escala φ(x) es tal que ∣∣φ(α)(x)∣∣ ≤ cm(1 + |x|)−m (2.12)
con 0 ≤ α ≤ r y m ≥ 1 y donde φ(α) denota la derivada α-e´sima de φ(x).
Esta regularidad se relaciona, como es sabido, con el orden de decaimiento en el infinito
de la transformada de Fourier de φ. En cuanto a la regularidad de los ejemplos de AMR
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tratados anteriormente se tiene r = 0 para el AMR de Haar, r = 1 en las afines o splines
de orden 2 y r = m en las splines polinomiales de grado m (casos 2.17(2), 2.17(3) y 2.17(4)
respectivamente).
Observacio´n 2.19: Los conceptos teo´ricos que se desarrollan en este cap´ıtulo corres-
ponden al caso unidimensional y en R. Es importante notar que es posible realizar formu-
laciones tanto del concepto de AMR, como de funciones de escala y wavelets en Rd. En ese
caso, se pueden construir v´ıa matrices de dilatacio´n y para casos particulares de la geometr´ıa
mediante el producto tensorial de bases de L2(R). Tambie´n se generaliza para un AMR en
Rd la definicio´n anterior de regularidad.
Relacio´n de dos escalas
La relacio´n de dos escalas es una propiedad fundamental que para la funcio´n de escala se
demuestra en el lema siguiente [75]:
Lema 2.20: Si φ es ortogonal existe una sucesio´n de coeficientes hk ∈ l2(Z) tal que
φ(x) =
√
2
∞∑
k=−∞
hkφ(2x− k) (2.13)
esta´ en L2(R). Es decir, que la funcio´n de escala es una suma de dilataciones y traslaciones
enteras de s´ı misma (composiciones de los operadores T y D, definidos al comienzo de la
Seccio´n 2.2), con factor de escala 2. Adema´s, en el dominio de frecuencias,
φ̂(ω) = H(ω/2)φ̂(ω/2) (2.14)
donde, H(ω) es el llamado filtro de la escala
H(ω) =
1√
2
∑
k∈Z
hke
−2piikω (2.15)
siendo H(ω) una funcio´n perio´dica de per´ıodo 2pi que verifica,
1 = |H(ω)|2 + |H(ω + pi)|2 (2.16)
Adema´s, esta´ demostrado que la sucesio´n hk obedece las propiedades:
hk =
√
2
∫
R
φ(x)φ(2x− k)dx k ∈ Z (2.17)
∑
k∈Z
|hk| =
√
2 (2.18)
y las condiciones de ortogonalidad,∑
k∈Z
hk−mhk−n = δm,n (2.19)
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2.3.3. Condiciones suficientes para la funcio´n de escala
Es importante notar que un AMR no so´lo puede construirse a partir que se verifiquen
las condiciones (M1) − (M5). Otra forma de obtener un Ana´lisis de Multirresolucio´n es a
partir de una funcio´n de escala que verifique ciertas propiedades, como las siguientes:
Si φ ∈ L2(R) ∩ L1(R) es tal que
verifica las condiciones dadas por el Corolario 2.12 y
existe una funcio´n H(ω) de per´ıodo 2pi ∈ L2[0, 2pi], que realiza la ecuacio´n de doble
escala (2.13),
entonces, φ es una funcio´n de escala ortogonal.
Por u´ltimo, tambie´n puede generarse un AMR a partir de la existencia de los filtros
y ciertas propiedades. Sea {hk}k∈Z una sucesio´n ∈ l1(Z) y la funcio´n H(ω) de per´ıodo 2pi
definida como en (2.15). Si se verifican las condiciones:
hk verifica la relacio´n (2.18)
H(ω) satisface la igualdad (2.16) o, equivalentemente la relacio´n de ortogonalidad
(2.19)
Es va´lida la cota inferior infω∈[−pi/2,pi/2] |H(ω)| > 0
Entonces, tomando φ̂(0) = 1, se define una funcio´n de escala ortonormal en la forma
φ̂(ω) = limJ→+∞
J∏
j=1
H(ω/2j)
y obtenida la funcio´n de escala se genera un Ana´lisis de Multirresolucio´n, a partir de con-
siderar
V0 = gen{φ(x− k), k ∈ Z} (2.20)
2.3.4. Bases ortogonales de wavelets
En el contexto del AMR regular de L2(R), se define Wj, como el complemento ortogonal de
Vj en Vj+1,
Wj ⊕ Vj = Vj+1 (2.21)
Para funciones u en L2(R) y para cada j ∈ Z, se definen el operador de aproximacio´n Pj
de la forma siguiente,
Pju(x) =
∑
k
〈u, φj,k〉φj,k(x) (2.22)
y el operador de detalle, Qj,
Qju(x) = Pj+1u(x)− Pju(x) (2.23)
El operador (2.22) da la proyeccio´n ortogonal sobre Vj.
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Asociada a la funcio´n de escala φ existe una funcio´n ψ, llamada wavelet madre en V1 tal
que {ψj,k(x)}k∈Z, constituye una base ortonormal (de Riesz) de Wj y {ψj,k(x)}j,k∈Z, donde
ψj,k = 2
j/2ψ(2jx− k) (2.24)
es una base ortonormal (de Riesz) de L2(R). Es importante sen˜alar que esta funcio´n es u´nica
(mo´dulo traslaciones enteras).
Con el fin de describir las ecuaciones de definicio´n sobre la wavelet madre ψ, basta tomar
j = 0. Dado que ψ ∈ V1, y V1 esta´ generado por φ(2x− k), k ∈ Z, existe un desarrollo
convergente en L2(R) tal que:
ψ(x) =
∞∑
k=−∞
gkφ(2x− k) (2.25)
y como ψ debe ser ortogonal a V0,∫
R
φ(x− k)ψ(x)dx = 0, k ∈ Z (2.26)
Estas u´ltimas expresiones se trasladan al dominio de frecuencia:
∞∑
k=−∞
∣∣∣ψ̂(ω + 2kpi)∣∣∣2 = 1 (2.27)
ψ̂(ω) = G(ω/2)φ̂(ω/2) (2.28)
G(ω) =
1√
2
∞∑
k=−∞
gke
−2piikω (2.29)
y resultan expresiones ana´logas a (2.14) y (2.15) de la funcio´n de escala y donde, la funcio´n
perio´dica G de per´ıodo 2pi, es llamado filtro de la wavelet .
El teorema que sigue provee un algoritmo para construir una base wavelet ortonormal en
el marco de un Ana´lisis de Multirresolucio´n [75].
Teorema 2.21:
Sea Vj un AMR con funcio´n de escala φ y filtro de escala hk ∈ l1(Z). Se define el filtro de
la wavelet gk por
gk = (−1)kh1−k (2.30)
y la wavelet ψ(x) tiene la expresio´n
ψ(x) =
√
2
∞∑
k=−∞
gkφ(2x− k) (2.31)
.
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Regularidad de las bases ortogonales de wavelets
La wavelet de Meyer proporciona un ejemplo de regularidad C∞, y decae ma´s ra´pido
que el inverso de cualquier polinomio (aunque no llega a decaer exponencialmente). Las
wavelets de Battle-Lemarie´ tambie´n pueden disen˜arse para estar en Ck, k finito, y tienen
decaimiento exponencial (mayor decaimiento cuanto ma´s grande es k). Del teorema que sigue
de I. Daubechies [52] surge que las bases ortonormales de wavelets no pueden reunir las
propiedades de ser C∞ y tener decaimiento exponencial. Por otro lado, y como se demuestra
en [65], los marcos no tienen esta restriccio´n.
Teorema 2.22:
Supongamos dos funciones no constantes f y f˜ tales que
〈fj,k, f˜j′,k′〉 = δj,j′δk,k′
donde fj,k = 2
j/2f(2jx − k), f˜j,k = 2j/2f˜(2jx − k). Si
∣∣∣f˜(x)∣∣∣ ≤ C(1 + |x|)−α, α > m + 1, y
f ∈ Cm con f (l) acotada para l ≤ m, entonces, f˜(x) tiene m momentos nulos, es decir se
verifica, ∫ ∞
−∞
f˜(x)xkdx = 0, 0 ≤ k ≤ m (2.32)
Observacio´n 2.23: La propiedad de las wavelets de tener momentos nulos sale de un
Corolario del Teorema 2.22 [52] considerando que el caso particular f = f˜ = ψ y que ψj,k
son un sistema ortonormal de L2(R). Es importante resaltar que la suavidad de la wavelet
esta´ limitada, entonces, por la cantidad de momentos nulos que tiene y de acuerdo a (2.32)
es un para´metro que muestra cua´n ha´bil es la wavelet para suprimir un polinomio de grado
dado y esta´ relacionado, adema´s, con la multiplicidad de la ra´ız ω = 0 de ψ̂(ω). En un AMR,
la condicio´n que la wavelet ψ tiene m momentos nulos resulta equivalente a la posibilidad
de la funcio´n de escala φ de reproducir polinomios de hasta grado m [75].
2.3.5. Ejemplos de bases wavelets
En el sistema de Haar del Ejemplo 2.17(2) los coeficientes del filtro de la funcio´n de
escala son:
hk =
{ 1√
2
si k = 0, 1
0 si k 6= 0, 1
y por el Teorema 2.21 y por la expresio´n del filtro (2.30)
gk =

1√
2
si k = 0
− 1√
2
si k = 1
0 si k 6= 0, 1
Luego, usando (2.31), se obtiene la expresio´n de la wavelet
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ψ(x) =
1√
2
φ1,0 − 1√
2
φ1,1
Observacio´n 2.24: Mientras la funcio´n de escala de Haar tiene una expresio´n en la
variable x sencilla y su filtro tiene so´lo dos coeficientes no nulos, la funcio´n de escala
de Shannon del Ejemplo 2.17(1) es sencilla en la variable de frecuencias ω pero su
filtro tiene infinitos coeficientes no nulos. Se consideran, en cierto sentido, que estas
dos wavelets son duales.
En el MRA de funciones lineales a trozos del Ejemplo 2.17(3), la funcio´n de escala es
φ(x) =
1
2
√
2
φ1,−1(x) +
1√
2
φ1,0(x) +
1
2
√
2
φ1,1(x)
de donde,
φ̂(ω) = cos2(pi
ω
2
)φ(
ω
2
)
y luego, a partir de una expresio´n similar para ψ̂(ω) [75], se obtiene la wavelet, ψ(x).
2.3.6. Algoritmo de Mallat
Las operaciones de Ana´lisis y de S´ıntesis de una funcio´n de L2(R) definida a partir de valores
de muestreo se realiza en forma recursiva, utilizando los coeficientes de los filtros hk y gk
mediante un esquema denominado Algoritmo de Mallat [56], cuya complejidad es equivalente
a la de la transformada ra´pida de Fourier.
2.3.7. Extensiones y generalidades
La estructura del AMR es el marco apropiado para el ana´lisis y s´ıntesis de una funcio´n.
Actualmente, las funciones de escala y las wavelets pueden emplearse para otro tipo de
aplicaciones, como casos especiales de funciones de forma a utilizar en aproximaciones del
tipo Galerkin de operadores diferenciales, interpolaciones y problemas inversos.
2.4. AMR Splines
Las funciones splines han tenido un impacto significativo en la teor´ıa de la transformada
wavelet ([65],[80]). El primer ejemplo de wavelets spline es la wavelet de Haar, mencionada
anteriormente, que es una spline de grado 0, y cuya construccio´n fue extendida a splines de
o´rdenes ma´s altos por Stro¨mberg [79]. Adema´s de tener las mejores propiedades en cuanto
a su capacidad de aproximar funciones suaves, las wavelets spline poseen una formulacio´n
expl´ıcita tanto en el dominio del tiempo o espacio como en el de frecuencia.
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Uno de los ejemplos ma´s conocidos de las wavelets spline son las wavelets ortogonales de
Battle-Lemarie´ ([45],[46]), que pueden verse como las precursoras del AMR y de la trans-
formada wavelet de Mallat. Por otro lado, tambie´n las splines se han utilizado para la
construccio´n de bases no ortogonales, como las semi-ortogonales, las biortogonales y las
shift-ortogonales. La razo´n de esto u´ltimo es que, a pesar de relajar la ortogonalidad estas
splines tienen caracter´ısticas muy ventajosas, como por ejemplo, las wavelets B-splines, que
tienen soporte compacto y se describira´n en detalle ma´s adelante. Por u´ltimo, las wavelets
de Cohen-Daubechies-Feauveau son wavelets biortogonales que tambie´n son splines.
La expresio´n expl´ıcita de las wavelets spline constituye una de sus ventajas principales
con respecto a otras wavelets, ya que se facilita la implementacio´n computacional. En otros
casos, como las wavelets de Daubechies [51], esta´n especificadas v´ıa la relacio´n de dos escalas.
Deben implementarse, en esos casos, algoritmos que permiten el ca´lculo y la evaluacio´n de
la funcio´n y sus derivadas, con la desventaja que, con frecuencia, resulta necesario el ana´lisis
de convergencia de los mismos.
2.4.1. Splines polinomiales
Las splines polinomiales fueron introducidas en el Ejemplo 2.17(4). Schoenberg [77] de-
mostro´ en 1946 que cualquier spline polinomial puede ser representada en te´rminos de las
B-splines, las que se definen recursivamente mediante convoluciones:
ϕ1(x) = χ[0,1](x)
ϕm+1(x) = ϕm ∗ ϕ1(x) (2.33)
La B-spline de orden m+ 1 satisface la relacio´n de 2-escalas (2.13)
ϕm+1(x) =
√
2
∑
k
hkϕm+1(2x− k) (2.34)
donde hk es el filtro binomial de orden m+ 1 cuya funcio´n de transferencia (2.15) es,
Hm+1(ω) =
√
2(
1 + e−iω
2
)m+1 (2.35)
Para un m dado el espacio V0 puede especificarse como V0 = {
√
2
∑
k ckϕm+1(x − k)}
donde los pesos ck ∈ l2(Z) son los llamados coeficientes B-spline.
Adema´s, puede demostrarse que las B-splines constituyen una base de Riesz de V0 en el
sentido de la desigualdad (2.1), i.e. existen constantes 0 < Am+1 ≤ Bm+1 <∞ tales que,
Am+1‖ck‖2l2 ≤ ‖
∞∑
k=−∞
ckϕm+1(x− k)‖2L2 ≤ Bm+1‖ck‖2l2 (2.36)
Las B-splines son funciones linealmente independientes que constituyen las funciones de
escala de una estructura AMR. Es importante destacar que son las funciones de escala de
soporte ma´s pequen˜o y las ma´s regulares para un grado de polinomio dado [77]. En las Figuras
2.1 y 2.2 se muestran las B-splines correspondientes a m = 2 y m = 3 respectivamente.
En ese Ana´lisis de Multirresolucio´n V0 puede elegirse como el subespacio generado por
traslaciones de la funcio´n de escala ϕm+1, como se dijo antes, y para cada j ∈ Z, la familia
{ϕm+1,j,k}k∈Z, donde
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Figura 2.1: Relacio´n de dos escalas B-spline, m = 2
ϕm+1,j,k(x) = 2
j/2ϕm+1(2
jx− k) (2.37)
es una base de Vj. Estos subespacios Vj satisfacen las propiedades descritas en la Seccio´n
2.3.1.
2.4.2. Propiedades ba´sicas de las B-splines
Las wavelets semi-ortogonales son ortogonales entre escalas diferentes. Se relaja el reque-
rimiento de las funciones base de ser ortogonales a sus trasladadas para una misma escala.
Chui et. al [47] y Unser et. al [43] en forma independiente construyeron el primer ejemplo:
las B-spline wavelets de soporte compacto que se muestran en Figura 2.3(b) que son las
wavelets que se corresponden con las B-splines. Se demostro´, adema´s, que pueden generarse
otras wavelets spline semi-ortogonales tomando combinaciones lineales adecuadas [41]. Estas
wavelets son versa´tiles, porque es posible elegir la sucesio´n de coeficientes tal que las funciones
tengan determinadas propiedades de interpolacio´n, ortogonalidad o localizacio´n en tiempo-
frecuencia o´ptima. Algunas de las funciones de escala y wavelets semi-ortogonales resultan
de soporte compacto, sin embargo, esto no siempre ocurre y en esos caso hay que utilizar
implementaciones recursivas particulares [41].
Entre las propiedades que tienen las B-splines, las ma´s importantes son:
Tienen una formulacio´n expl´ıcita tanto en el dominio del tiempo como en el de fre-
cuencia. Expresando la propiedad de convolucio´n (2.33) como producto en el dominio
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Figura 2.2: B-spline cu´bica, m = 3
de Fourier,
ϕ̂m+1(ω) = (ϕ̂1(ω))
m+1 = (
1− e−iω
iω
)m+1 (2.38)
que puede reescribirse usando la expansio´n binomial,
ϕ̂m+1(ω) =
m+1∑
k=0
(
m+ 1
k
)
(−1)k e
−iωk
(iω)m+1
(2.39)
de donde se obtiene,
ϕm+1(x) =
1
m!
m+1∑
k=0
(−1)k
(
m+ 1
k
)
(x− k)m+ (2.40)
donde (x)m+ = max(0, x)
m. ϕm+1(x) es un polinomio a trozos de grado m, con m − 1
derivadas continuas.
Soporte compacto: sop(ϕm+1) = [0,m+ 1].
Simetr´ıa con respecto a xc = (m+ 1)/2 (para m impar):
ϕm+1(x) = ϕm+1(m+ 1− x) (2.41)
Relacio´n de 2 escalas:
ϕm+1(x) = 2
−m
m+1∑
k=0
(
m+ 1
k
)
ϕm+1(2x− k) (2.42)
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Esta expresio´n (cuya obtencio´n se muestra en el Ape´ndice A) es conocida como Relacio´n
de 2 escalas para las B-splines de orden m+ 1.
La expresio´n (2.40) de ϕm+1(x) puede interpretarse como la diferencia hacia adelante
m-e´sima de la funcio´n (x)m, o sea,
ϕm+1(x) = ∆m(x)
m (2.43)
donde ∆m se obtiene de aplicar m veces el operador hacia adelante ∆f(x) = f(x) −
f(x− 1)
Ma´xima regularidad para un orden dado: son las funciones de escala ma´s suaves para
una longitud de filtro dada.
Derivadas de orden 1 ≤ k ≤ m− 1 se obtienen directamente por diferencia:
dk
dxk
ϕm+1(x) = ∆
kϕm+1−k(x) (2.44)
donde ∆k es el operador diferencia de orden k. Corresponde, entonces, a una reduccio´n
en k del orden de la spline. Similarmente, la integracio´n produce un incremento en su
orden. Estas relaciones resultan muy u´tiles al utilizar las wavelets spline en la resolucio´n
de ecuaciones diferenciales.
Propiedades de interpolacio´n: Para cualquier f(x) cuya derivadam-e´sima sea de cuadra-
do integrable, el interpolante de grado 2m− 1 mediante splines es o´ptimo en el sentido
que minimiza la norma de la energ´ıa, dando la mı´nima oscilacio´n. Para m = 3 inter-
polantes con spline cu´bicas garantizan la propiedad de mı´nima curvatura.
Mejor aproximacio´n: Para una spline polinomial de orden m + 1, el error de aproxi-
macio´n decrece con la potencia m+1 de la escala 2j [42]. Es ma´s, se tiene la siguiente
relacio´n asinto´tica
limj→∞‖f − Pjf‖L2 = Cϕ2−j(m+1)‖f (m+1)‖L2 (2.45)
donde Pjf es la proyeccio´n de f sobre el espacio de multirresolucio´n en la escala j
(2.22). Esta fo´rmula del error es va´lida siempre que 2−j sea suficientemente pequen˜o
con respecto a la suavidad de f y la constante Cϕ es la menor que puede obtenerse entre
todas las transformadas wavelet del mismo orden [43]. As´ı, por ejemplo, las constantes
con las wavelets de Daubechies son ma´s grandes y, entonces, las splines verifican las
mejores propiedades para aproximar funciones suaves.
O´ptima localizacio´n en tiempo-frecuencia
Del producto de convoluciones:
ϕm+1 ∗ ϕn+1(x) = ϕm+n+2(x) (2.46)
resulta: ∫
R
ϕm+1(x− k)ϕn+1(x− l)dx = ϕm+n+2(n+ 1 + l − k) (2.47)
O sea que calcular productos internos de las funciones splines consiste en la simple
evaluacio´n en los enteros de splines de orden ma´s alto.
28
2.4.3. Splines de soporte compacto
La construccio´n de wavelets biortogonales involucra dos Ana´lisis de Multirresolucio´n de
L2(R): uno para el ana´lisis y otro para la s´ıntesis (mencionados en la Seccio´n 2.3.6). Ellos se
denotan {Vj(φ)}j∈Z y {Vj(φ)}j∈Z donde φ(x) y φ(x) son las funciones de escala del ana´lisis
y de la s´ıntesis, respectivamente (y son soluciones arbitrarias de relaciones de dos escalas,
no necesariamente B-splines). Las wavelets correspondientes al ana´lisis y a la s´ıntesis, ψ(x)
y ψ(x) son construidas tomando combinaciones lineales con esas funciones de escala
ψ(x) =
√
2
∑
k
gkφ(2x− k) (2.48)
ψ(x) =
√
2
∑
k
gkφ(2x− k) (2.49)
y forman un conjunto biortogonal en el sentido que se tiene,
〈ψi,k, ψj,l〉 = δi−j,k−l (2.50)
teniendo en cuenta que -como se hizo con la funcio´n de escala-, las funciones wavelets se
gene-
ran a partir de la composicio´n de dilataciones y traslaciones enteras de la wavelet madre (ver
(2.24)). Las bases subyacentes, en este caso, esta´n especificadas indirectamente en te´rminos
de cuatro sucesiones hk, hk, gk y gk que son los filtros para el algoritmo de la transformada
wavelet [56].
2.4.4. Wavelets spline
Se tiene una transformada wavelet spline si las funciones de s´ıntesis ψ(x) y ϕ(x) son splines
polino´micas. Esto significa, -a partir de la propiedad mencionada en la Seccio´n 2.4.1- que la
wavelet puede ser representada por su expansio´n en B-splines
ψ(x) =
∞∑
k=−∞
wkϕm+1(2x− k) (2.51)
Es importante observar que la funcio´n de escala no es necesariamente la B-spline de grado
m, al menos que hk sea precisamente el filtro binomial (2.35). Esta funcio´n es especificada,
generalmente, como la solucio´n de la relacio´n de dos escalas de la (2.13). En el caso particular
de las splines, se demuestra que siempre existe una sucesio´n pk tal que
φ(x) =
∞∑
k=−∞
pkϕm+1(2x− k) (2.52)
y entonces, la sucesio´n pk define un operador de convolucio´n invertible de l
2(Z) en l2(Z) que
hace el cambio de coordenadas de un sistema a otro (de ϕ a ϕm+1). Luego, combinando la
(2.49) con la funcio´n de escala de la (2.52), se obtienen los coeficientes B-spline de la wavelet
ψ(x).
En el cuadro a continuacio´n se describen los cuatro tipos principales de wavelets spline.
E´stos se diferencian por sus propiedades de ortogonalidad, soporte compacto y regularidad
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y se resumen en el mismo. En la Figura 2.3 se presentan ejemplos de wavelets spline cu´bicas
de cada tipo.
Tipo de wavelet Propiedades importantes
Splines ortogonales
(Battle-Lemarie´, Mallat)
Simetr´ıa y regularidad
Ortogonalidad
No tienen soporte compacto
Splines semiortogonales
B-splines (Unser-Aldroubi)
Simetr´ıa y regularidad
O´ptima localizacio´n en tiempo-frecuencia
Ortogonalidad entre escalas distintas
Pueden disen˜arse para tener soporte compacto
Splines shift-ortogonales
(Unser-Aldroubi)
Simetr´ıa y regularidad
Cuasi-ortogonalidad
Ra´pido decaimiento de la wavelet
Splines biortogonales
(Cohen-
Daubechies-Feauveau)
Simetr´ıa y regularidad
Soporte compacto
No son ortogonales
2.4.5. Funciones de escala y B-splines
A partir de la propiedad (2.45) referida a la propiedad de aproximacio´n de una B-spline
puede darse la definicio´n general,
Definicio´n 2.25:
Una funcio´n de escala ϕ tiene orden de aproximacio´n γ si y so´lo si
∀f ∈ F , ‖f − Pjf‖L2 ≤ C2−jγ‖f (γ)‖L2 (2.53)
donde C es una constante que depende de ϕ pero no de f . (F es alguna clase de funciones
adecuada [44] y Pj la proyeccio´n definida en (2.22)).
Una funcio´n de escala ϕ de orden γ sera´ va´lida si y so´lo si su transformada de Fourier ϕ̂
puede factorizarse ϕ̂(ω) = β̂γ−1(ω).ϕ̂0(ω), donde β̂γ−1(ω) es la transformada de Fourier de
una B-spline fraccional y ϕ̂0(ω) es una funcio´n de ω acotada en cualquier intervalo cerrado.
Esto equivale a una convolucio´n bien definida en el dominio del tiempo, ϕ(x) = (βγ−1∗ϕ0)(x)
donde ϕ0 es una distribucio´n con integral 1 [44]. Esto significa que siempre es posible expresar
una funcio´n de escala como la convolucio´n entre una B-spline y una distribucio´n.
Se deduce de lo anterior que las propiedades buenas de las wavelets, como son orden
de aproximacio´n, reproduccio´n de polinomios, momentos nulos y suavidad de las funciones
base, se deben enteramente a la componente B-spline en la funcio´n de escala. Esto implica,
ma´s au´n, como demostro´ Unser en [44], que no es posible construir bases multirresolucio´n
de L2(R) sin factores B-spline.
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Figura 2.3: Funciones de escala y splines cu´bicas: a) ortogonales b) semiortogonales, c) shift-
ortogonales d) biortogonales
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2.5. AMR Daubechies
2.5.1. Wavelets de Daubechies
Si la familia {ψj,k} es una base de wavelets ortonormal, y la wavelet ψ(x) es suave, entonces
debe tener momentos nulos (ver (2.32)) y cuanto mayor suavidad, ma´s cantidad de momentos
nulos. Esto fue demostrado por Walnut en [75] y es consecuencia del Teorema 2.22 y la
Observacio´n 2.23.
En 1988 Ingrid Daubechies [52], con el intere´s de construir bases ortogonales de funciones
suaves y con el requerimiento de varios momentos nulos, pudo construir una familia de bases
ortonormales, suaves y de soporte compacto. Las wavelets de Daubechies son las que tienen
mayor cantidad de momentos nulos para su soporte.
Figura 2.4: Funciones de escala de Daubechies. N = 6, N = 12 y N = 20
De lo anterior surge que, como en el caso de las B-splines, so´lo finitos coeficientes del
filtro de la escala hk en (2.15) son no nulos, y en este caso, adema´s, su longitud es 2N .
Esta´ demostrado por Daubechies en [52] que para que la funcio´n de escala φ y la wavelet ψ
sean regulares, el filtro de la funcio´n de escala debera´ ser de la forma,
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HN(ω) =
(
1 + e−2piiω
2
)N
L(ω) (2.54)
con N ≥ 1, y L un polinomio trigonome´trico.
Teniendo en cuenta que se debe cumplir la condicio´n (2.16), y siguiendo la notacio´n
utilizada por Walnut [75] es posible hallar los coeficientes para cada N luego de realizar
varias operaciones algebraicas. En el Ape´ndice A se muestra en detalle el desarrollo para
N = 1, 2 y 3, con 2, 4 y 6 coeficientes respectivamente.
2.5.2. Funcio´n de escala
La familia de wavelets de Daubechies [53] esta´ gobernada por un conjunto de N (entero par)
coeficientes pk : k = 0, 1, . . . , N − 1. Para cada N ∈ N se tendra´n la wavelet y la funcio´n de
escala que llamaremos de orden N , y denotamos ψN y φN .
La funcio´n de escala φN(x) satisface la relacio´n de dos escalas (2.13)
φN(x) =
N−1∑
k=0
pkφN(2x− k) (2.55)
Su regularidad aumenta al aumentar N como se muestra en la Figura 2.4.
De la misma forma, como se describio´ en (2.30) y (2.31) la wavelet madre puede escribirse,
ψN(x) =
1∑
k=2−N
qkφN(2x− k) (2.56)
En las ecuaciones (2.55) y (2.56), pk y qk son los coeficientes del filtro de la funcio´n de
escala y de la wavelet correspondiente, cuyos soportes son, respectivamente,
sopφN(x) = [0, N − 1] (2.57)
y
sopψN(x) = [1− N
2
,
N
2
] (2.58)
En la Figura 2.5 se muestran la funcio´n de escala y la wavelet correspondientes a N = 6.
En su trabajo , I. Daubechies [53] encontro´ la relacio´n entre momentos nulos y regularidad
de la wavelet ψN(x) y de la funcio´n de escala φN(x). Una condicio´n necesaria y suficiente
para tener m momentos nulos es que las trasladadas enteras de la funcio´n de escala φN(x)
interpolen polinomios de grado hasta m, es decir, que para cada k, 0 ≤ k ≤ m existan
constantes tales que,
xk =
∑
i
ciφi(x) (2.59)
Estos coeficientes ci estara´n dados por los momentos, es decir,
ci =M
k
i =
∫ ∞
−∞
xkφ(x− i)dx (2.60)
Esta´ demostrado que m = N/2− 1 para la funcio´n de escala φN(x) y tambie´n que existe
un λ > 0 tal que φN(x) tiene λ(N/2 − 1) derivadas continuas y para N pequen˜o, λ > 0.55
[82]. As´ı, por ejemplo, se tiene que en el caso N = 6, λ · 2 ≈ 1.1, y para N = 12, λ · 5 ≈ 2.5.
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Figura 2.5: Funcio´n de escala y wavelet de Daubechies. N = 6
Evaluacio´n de la funcio´n y de sus derivadas
Como la funcio´n de escala no tiene una expresio´n expl´ıcita, se debera´n considerar puntos
especiales para evaluar, tanto la funcio´n de escala como sus derivadas. Para esto, comenzamos
por derivar la relacio´n de dos escalas, (2.55), m veces, y denotamos φ
(m)
N (x) la m−e´sima
derivada de la funcio´n de escala
φ
(m)
N (x) = 2
m
N−1∑
k=0
pk φ
(m)
N (2x− k) (2.61)
A partir de la evaluacio´n de (2.61) en todos los valores enteros del intervalo [0, N − 1],
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se tiene el siguiente sistema lineal de ecuaciones:
φ
(m)
N (0) = 2
mp0φ
(m)
N (0)
φ
(m)
N (1) = 2
m[p0φ
(m)
N (2) + p1φ
(m)
N (1) + p2φ
(m)
N (0)]
. . . . . .
φ
(m)
N (N − 2) = 2m[pN−3φ(m)N (N − 1) + pN−2φ(m)N (N − 2) + pN−1φ(m)N (N − 3)]
φ
(m)
N (N − 1) = 2mpN−1φ(m)N (N − 1)
(2.62)
que tambie´n puede escribirse en forma matricial como
(2mP − I)[φ(m)N ] = 0 (2.63)
donde , [φ
(m)
N ] = [φ
(m)
N (0), φ
(m)
N (1), ....φ
(m)
N (N − 1)]t, I es la matriz identidad y P la matriz
compuesta de los coeficientes del filtro, que puede expresarse
P = p2i−k−11≤i,k≤N (2.64)
En (2.64), si 2i− k − 1 < 0 o 2i− k − 1 > N − 1, p2i−k−1 = 0.
Es claro que la solucio´n de (2.63) no es u´nica. Se debe agregar, entonces, una condicio´n
de normalizacio´n para obtener un autovector, [φ
(m)
N ], que sea u´nico.
A partir de las propiedades de las funciones de escala de Daubechies, se tiene que:
∑
k
kmφN(x− k) = xm +
m∑
k=1
(−1)k m!
(m− k)!k!x
m−kMφNk (2.65)
donde,
MφNk =
∫ ∞
−∞
φN(z)z
kdz (2.66)
son los momentos de la funcio´n φN . En el Ape´ndice B se presenta un algoritmo recursivo
para su ca´lculo.
Cabe sen˜alar que la (2.65) es conocida cuando todos los momentos son nulos. El caso
general se obtiene mediante transformada de Fourier o usando la regla de Leibniz [82].
Agregando esta condicio´n de normalizacio´n a (2.62), el sistema no-homoge´neo de ecuaciones
puede resolverse y las derivadas pueden evaluarse en valores enteros de x y luego utilizarse
para obtener los valores en los puntos dia´dicos. Usando la relacio´n de dos escalas nuevamente
pueden ser determinados los valores de φ
(m)
N (x) en x =
i
2n
, con n ∈ Z, para los enteros
i = 1, 3, 5, . . . , 2n(N − 1) − 1. De esa forma, las funciones son evaluadas primero en los
enteros {0, 1, . . . , N − 1}, y luego en todos los dia´dicos, aumentando el valor de n desde 0
hasta la resolucio´n deseada.
2.6. AMR en un intervalo
Hasta ahora se han discutido wavelets sobre la recta real. Para muchas aplicaciones es nece-
sario restringirse a un conjunto acotado (en el caso unidimensional a un intervalo I = [a, b])
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sobre el que esta´ definida la funcio´n e interesa localizar la estructura del Ana´lisis de Mul-
tirresolucio´n. El problema que se plantea es, entonces, la definicio´n de wavelets sobre el
intervalo, que sin pe´rdida de generalidad se asumira´ el [0,1]. Dada una funcio´n f en el inter-
valo [0,1], la solucio´n ma´s obvia es extenderla a la recta real definiendo la funcio´n f como
f(x)=0 fuera del intervalo y utilizar la teor´ıa anterior. Sin embargo en general, esta solucio´n
provoca discontinuidades fuera en los l´ımites del intervalo. Otra aproximacio´n esta´ basada
en considerar que la funcio´n es perio´dica con per´ıodo 1, f(x+1)=f(x). Esto permite reescribir
las expansiones de funciones en la recta real en el intervalo [0,1] mediante la periodizacio´n
de las funciones ba´sicas.
En este trabajo se desarrolla la construccio´n de bases wavelets sobre el intervalo de una
forma ana´loga al caso en L2(R).
2.6.1. Restriccio´n al intervalo
La simple restriccio´n de las funciones de escala y las wavelets al intervalo no conllevan
a una solucio´n eficiente del problema, ya que los coeficientes correspondientes reflejan la
informacio´n de la funcio´n fuera del intervalo o el efecto de los bordes que implica su eventual
extensio´n nula fuera de I.
En efecto: si f ∈ L2loc(R) y {ψj,k} es una base ortonormal de wavelets en el AMR de
L2(R), denotemos JI , KI al conjunto de ı´ndices tal que sop(ψj,k)j∈JI ,k∈KI ∩ [a, b] 6= ∅.
Entonces f(x) =
∑
j∈JI
∑
k∈KI 〈f, ψj,k〉ψj,k(x) x ∈ [a, b] siendo 〈·, ·〉 el producto usual
en L2(R). Pero tales productos reflejan la informacio´n de f fuera del intervalo si sop(ψj,k) 6⊂ I.
Si se restringe la funcio´n, definie´ndola como nula fuera del intervalo
f I(x) = f(x)χ[a,b](x) (2.67)
los coeficientes
〈
f I , ψj,k
〉
reflejara´n las discontinuidades de los bordes. Por otra parte, las
wavelets ya no son ortogonales si se toma el producto usual en I,
〈f, g〉I =
∫ 1
0
f(x)g(x)dx (2.68)
Pueden encontrarse en la literatura (Mallat, [56], Meyer, [60]) que las extensiones por perio-
dicidad o por simetr´ıa de f fuera del intervalo permiten definir estructuras AMR locales,
u´tiles para ciertas aplicaciones. Citamos especialmente las wavelets perio´dicas [59] para el
ana´lisis de funciones en el toro (perio´dicas en un intervalo [a, b]).
Sin embargo, estas estructuras y otras posibles, se basan siempre en extensiones apropia-
das de f fuera del intervalo. Esto hace inevitable reflejar la informacio´n de borde, en par-
ticular, las discontinuidades en las derivadas. Resulta ma´s eficiente definir una estructura
especial, ana´loga a la AMR, modificando apropiadamente los espacios de escala y los espa-
cios wavelets, de modo que las correspondientes proyecciones reflejen la informacio´n de la
funcio´n f estrictamente soportada en el intervalo [64].
2.6.2. Definicio´n de AMR en el intervalo
Un AMR en L2(I) consiste, bajo este enfoque, en una sucesio´n de subespacios
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V̂ IJmin ⊂ V̂ IJmin+1 · · · ⊂ V̂ I−1 ⊂ V̂ I0 ⊂ V̂ I1 ⊂ V̂ I2 ⊂ · · · (2.69)
de dimensio´n finita que comienza en una escala Jmin que dependera´ del intervalo I y del
disen˜o particular del AMR.
Los subespacios cerrados V̂ Ij verifican las propiedades siguientes:
(MI1) dimV̂ Ij+1 ∼ 2 dimV̂ Ij
(MI2) pir ∈ V̂ IJmin para todo polinomio de grado 0 ≤ r ≤ m
(MI3)
⋃
V̂ Ij = L
2(I)
(MI4) Ŵ Ij ⊂ V̂ Ij+1 es el complemento ortogonal de V̂ Ij en V̂ Ij+1 de dimensio´n 2j
Observacio´n 2.26: La escala Jmin no es u´nica: cualquier j ≥ Jmin servira´, pero existe
una cota inferior. En un AMR sobre un intervalo no se tiene la propiedad de los subespacios
encajados para j, limj→−∞ como en la recta real definido en la Seccio´n 2.3.
Dado que los subespacios son de dimensio´n finita, es inmediato que tienen bases de Riesz
que las generan. La cuestio´n reside en definir las funciones elementales en V̂ Ij y Ŵ
I
j , de escala
y wavelets apropiadas y en lo posible preservar las propiedades de invariancia de escala y
traslacio´n. Obse´rvese que la condicio´n (MI2) implica que si ψj,k ∈ Ŵ Ij tiene m+1 momentos
nulos (ver 2.32).
Sin pe´rdida de generalidad, sea I = [0, 1] y consideremos un AMR en L2(R) donde la
funcio´n de escala φ(x) ∈ V0 es de soporte compacto sop(φ) = [0, S] S ∈ N . Por ejemplo,
las funciones de escala de Daubechies o las B-splines. En tal caso, la relacio´n de doble escala
esta´ dada por filtros finitos de longitud S + 1. Por otra parte, existe una wavelet ψ ∈ V1 tal
que posee soporte compacto mı´nimo en [−S + 1, S], centrado en x = 1/2. As´ı, en el caso de
las splines cu´bicas, el soporte de la funcio´n de escala es [0, 4] y el de la wavelet [−3, 4].
En tales condiciones, y dado que sop(φj,k) definida en (2.4) es =[k/2
j, (S + k)/2j] , se
tiene que sop(φj,k) ∩ [0, 1] 6= ∅ si y so´lo si 1− S ≤ k ≤ 2j − 1, y sop(φj,k) ⊂ [0, 1] si y so´lo si
0 ≤ k ≤ 2j − S y 2j − S ≥ 0.
La clase que interseca a [0,1] consta de 2j+S−1 funciones y la clase de funciones interiores
2j − S + 1. Hay, pues, 2S − 2 funciones de borde: (S − 1) funciones donde 0 ∈ int sop(φj),
y (S − 1) funciones donde 1 ∈ int sop(φj).
Tomando j0 tal que 2
j
0 ≥ S se define φIj,k(x) = φj,k(x)χ[0,1](x). Tales funciones son
ide´nticamente nulas, a menos que intersequen a [0, 1]. Luego, se define
V̂ Ij = gen{φIj,k, 1− S ≤ k ≤ 2j − 1} (2.70)
de dimensio´n 2j + S − 1.
Es fa´cil verificar que estos espacios satisfacen las condiciones V̂ Ij ⊂ V̂ Ij+1 y las (MI2) y
(MI3). En particular, notar que si fj ∈ Vj, en L2(R) puede escribirse
fj =
∑
k∈Z
bj,kφj,k (2.71)
37
y, por tanto
fjχ[0,1] =
∑
k∈Z
bj,kφ
I
j,k =
2j−1∑
k=1−S
bj,kφ
I
j,k (2.72)
Luego, la convergencia de las fj a f en L
2(R) implica la de fjχ[0,1] a fχ[0,1] en L2[0, 1]. Sin
embargo, observar que fjχ[0,1] es una proyeccio´n en V j, pero no necesariamente la ortogonal
de L2[0, 1] en V̂ Ij .
Las funciones φIj,k pueden considerarse las de escala en V̂
I
j . Las interiores coinciden con
las wavelets cla´sicas y siempre son las restricciones de las φ(2jx− k) al intervalo. Ma´s au´n,
verifican la misma relacio´n de doble escala, tomando en cuenta los ı´ndices de las φIj,k no
nulas.
El caso de las wavelets es distinto. Vemos que la dimensio´n de Ŵ Ij es 2
j. Si el sopψIj,k =
[(1 + k − S)/2j, (S + k)/2j], vemos que intersecan al [0,1] si 1 − S ≤ k ≤ 2j + S − 2 y
son interiores si S − 1 ≤ k ≤ 2j − S, lo cual, por un lado impone que 2j0 ≥ 2S − 1 y hay
2j − 2S + 2 wavelets interiores que coinciden con las cla´sicas.
Por otro lado, hay 2j +2S − 2 que intersecan al [0, 1], lo cual indica que las restricciones
ψj,kχ[0,1] no forman una base de Ŵ
I
j , son sobre completas. El disen˜o, pues, de las wavelets del
borde, que junto a las interiores generan una base de Ŵ Ij debe realizarse en forma especial
(ver [59]). En nuestro caso, lo detallaremos so´lo para el caso de funciones splines en el
Cap´ıtulo 5, Seccio´n 5.2.
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Cap´ıtulo 3
Problemas de valores de contorno.
Me´todo de Galerkin
En este cap´ıtulo damos una breve descripcio´n de la formulacio´n variacional de un proble-
ma general de valores contorno y establecemos resultados que fundamentan los ulteriores
desarrollos. En particular, introducimos las aproximaciones a las soluciones variacionales
por medio de funciones de escala B-spline y funciones de escala de Daubechies. Tambie´n
presentamos fo´rmulas generales de error y el ca´lculo de los coeficientes de conexio´n.
3.1. Formulacio´n variacional
Supongamos dado el siguiente problema general de valores de contorno:{
Lu = f en Ω
u = 0 sobre Γ = ∂Ω
(3.1)
donde L es un operador diferencial lineal y acotado de orden 2m, definido en un espacio de
Hilbert H y Ω es un dominio acotado con frontera Γ. Bajo apropiadas hipo´tesis sobre Ω y su
frontera Γ, existe una u´nica solucio´n u, que no siempre es posible hallar en forma anal´ıtica
o exacta.
La alternativa es, entonces, buscar una solucio´n aproximada, siendo elMe´todo de Galerkin
una te´cnica cla´sica comu´nmente utilizada para obtenerla.
Consideremos la forma bilineal definida por a(·, ·) = 〈Lu, v〉, de V ×V → R y la funcional
F (v) = 〈f, v〉, donde V es un subespacio de H y 〈., .〉 el producto interno del espacio de
Hilbert H. La formulacio´n variacional o de´bil correspondiente al problema diferencial (3.1)
puede establecerse, entonces, de la siguiente forma:
Dado F ∈ V ′, encontrar u ∈ V tal que a(u, v) = F (v) ∀v ∈ V (3.2)
donde la forma bilineal a(·, ·) es continua (i.e. existe C tal que |a(v, w)| ≤ C‖v‖V ‖w‖V ,
∀v, w ∈ V ) y coerciva en V , (i.e. existe ρ > 0 tal que a(v, v) ≥ ρ‖v‖2V ) y F es un operador
lineal y continuo en V.
El Me´todo de Galerkin consiste en aproximar la solucio´n del problema variacional (3.2)
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resolviendo un problema algebraico de dimensio´n finita. El problema se plantea entonces de
la siguiente forma:
Dado un subespacio finito-dimensional Vh ⊂ V y F ∈ V ′, encontrar uh ∈ Vh tal que:
a(uh, vh) = F (vh) ∀vh ∈ Vh (3.3)
Por el Teorema de Lax-Milgram [12] sabemos que tanto el problema (3.2) como el (3.3)
tienen solucio´n u´nica. Adema´s, por el Lema de Ce´a [12]:
‖u− uh‖2V ≤
C
ρ
infv∈Vh‖u− v‖2V (3.4)
donde C y ρ son las constantes de continuidad y coercividad de la forma bilineal a. De (3.4)
se infiere que la solucio´n obtenida por Galerkin minimiza la norma del error, salvo un factor
constante, y converge a la solucio´n exacta cuando Vh se aproxima a V .
La cota anterior (3.4) es conocida como estimacio´n de Ce´a y es el punto de partida para
derivar las propiedades de convergencia en los me´todos de elementos finitos. Para el caso de
los me´todos esta´ndar, donde Vh es el subespacio de funciones que restringidas a un elemento
finito son polinomios de cierto grado, existe una teor´ıa muy completa de estimaciones de error
([12],[14]) en te´rminos de h, que es el valor asociado al mayor dia´metro de los elementos en
una malla.
Adema´s, si F es continua, (i.e. existe Λ > 0 tal que |F (v)| ≤ Λ‖v‖V ) se tiene, que la
solucio´n u´nica u ∈ V verifica la estimacio´n de estabilidad [14]:
‖u‖V ≤ Λ
ρ
. (3.5)
Problema algebraico equivalente
Sea {φ1, φ2, · · · , φNh} una base de Vh. Entonces, la u´nica solucio´n del problema planteado
en (3.3) puede escribirse como una combinacio´n lineal de estas funciones uh =
∑Nh
j=1 αj φj,
de modo que dicha ecuacio´n puede reescribirse como
Nh∑
j=1
a(φi, φj) αj = F (φi) 1 ≤ i ≤ Nh (3.6)
o, en forma matricial,
Kα = R (3.7)
donde K es la matriz de rigidez con elementos Ki,j = a(φi, φj), R el vector de cargas,
Ri = F (φi) y α = (αj)j el vector de coeficientes. Puede notarse que, como la forma bilineal
a es V -el´ıptica, K es una matriz definida positiva y entonces el problema algebraico (3.7)
tambie´n tiene solucio´n u´nica.
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El me´todo admite muchas variantes. En particular, la eleccio´n del subespacio Vh y de la
base {φ1, φ2, · · · , φNh} estara´ orientada fundamentalmente al disen˜o de algoritmos eficientes
para resolver el sistema lineal cuando aumenta la dimensio´n del espacio de aproximacio´n.
Interesa que:
la matriz K sea rala y con un nu´mero de condicio´n razonablemente pequen˜o.
la aproximacio´n uh, obtenida con la solucio´n del sistema (3.7), debe ser una buena
aproximacio´n de la solucio´n exacta u y en lo posible mejorable.
Si, por ejemplo, H = L2(R) y L es un operador diferencial de orden 2m, m ≥ 1, con
condiciones de borde cla´sicas en I = [a, b], la base elegida debe estar formada por funciones
soportadas en I, suficientemente derivables y que verifiquen condiciones de borde nulas. Por
otra parte, y como ya mencionamos, los elementos de matriz a(φi, φj) deben ser fa´ciles de
calcular y a(φi, φj) = 0, si | i− j |>> 0.
De lo anterior y por las propiedades y caracter´ısticas vistas, surge que los espacios de
funciones en el contexto de un AMR (Secciones 2.4 y 2.5), con su restriccio´n al intervalo
(Seccio´n 2.6), resultan adecuados para aproximar la solucio´n al problema general de valores
de contorno presentado en (3.1).
De esa forma, se combinan soporte pequen˜o, suavidad, ciertas condiciones de ortogo-
nalidad y la simplicidad del ca´lculo, al estar las funciones ba´sicas φi generadas a partir
de una o varias funciones. Ma´s au´n, al ser las bases combinaciones lineales de dilaciones,
traslaciones o modulaciones de las funciones madre generadoras que satisfacen ecuaciones de
autosimilaridad o de escala, sera´ posible refinar y ajustar la precisio´n en forma eficiente.
3.2. Estimaciones del error
A partir del Lema de Ce´a (3.4), el problema de hallar cotas para el error ‖u−uh‖2V se reduce
al problema local de evaluar los errores de interpolacio´n. Este tema esta´ desarrollado, por
ejemplo, en [14] y es consecuencia de la acotacio´n
‖u− uh‖2V ≤ ‖u− piu‖2V (3.8)
donde piu ∈ Vh es el elemento del espacio Vh que interpola a u en los nodos con un polinomio
de grado ≤ r. Las desigualdades que resultan son [14]:
‖u− piu‖2L2 ≤ Chr+1|u|2Hr+1 (3.9)
y
‖u− piu‖2H1 ≤ Chr|u|2Hr+1 (3.10)
Las cotas del error dependen de la regularidad de la solucio´n exacta u. Si u ∈ Hr+1 se
dice que el orden del me´todo es r.
Observacio´n 3.1: De lo anterior surge la eficacia de la formulacio´n variacional de los
problemas el´ıpticos: si se demuestra que la forma bilineal es continua, V -el´ıptica y la forma
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lineal continua, se concluye existencia y unicidad de solucio´n del problema variacional, tam-
bie´n llamada solucio´n de´bil del problema. Finalmente, si adema´s se demuestra regularidad
suficiente en dicha solucio´n de´bil, se recupera la solucio´n en sentido cla´sico.
Observacio´n 3.2: En todos los casos las cotas del error tendra´n expresiones de la forma
O(hp), donde el orden p dependera´, como se dijo antes, de la regularidad de la solucio´n u. En
el caso que u no sea suficientemente regular los o´rdenes anteriores r y r + 1 no se alcanzan.
Entonces, si u ∈ Hs, con 1 ≤ s ≤ r + 1 , en las cotas (3.9) y (3.10) aparecera´ s en lugar de
(r + 1) y la convergencia es ma´s lenta.
Consideremos ahora los casos particulares de los espacios de dimensio´n finita que sera´n
utilizados en los cap´ıtulos siguientes para obtener soluciones nume´ricas a diferentes problemas
de valores de contorno, como el presentado en (3.1). En el contexto de un AMR, como fue
presentado en el Cap´ıtulo 2, la escala j adquiere el rol de h, el espaciado en la malla es
h = 2−j y Vj es el espacio de dimensio´n finita.
Aproximacio´n mediante funciones splines cu´bicas
Se demuestra en [78], que la funcio´n spline cu´bica Sh que interpola una funcio´n suave
u ∈ C4 en una red uniforme de nodos, de paso h es:
‖u− Sh‖2H1 ≤
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h4‖u‖∞ (3.11)
Para el error de la aproximacio´n, es va´lida, entonces, la cota
‖u− uj‖2L2 ≤ C(
1
2j
)4 (3.12)
Aproximacio´n mediante funciones de escala de Daubechies
En el caso de los espacios de funciones de escala de Daubechies tambie´n se conocen
cotas para el error [6].
Si u ∈ C2 es solucio´n del P.V.C. (3.1) y uj es la aproximacio´n con las funciones de
escala de Daubechies de orden N , entonces se tienen las cotas:
‖u− uj‖2L2 ≤ C(
1
2j
)2m (3.13)
‖u− uj‖2H1 ≤ C(
1
2j
)m (3.14)
donde las constantes C y C dependen de N , de Ω y de las derivadas de u, y 2m es el
orden del operador diferencial (3.1).
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Observacio´n 3.3: Estas estimaciones de error sera´n utilizadas en la Seccio´n de Ejemplos
Nume´ricos, del Cap´ıtulo 5.
3.3. Coeficientes de conexio´n
En las formulaciones variacionales de problemas de ecuaciones diferenciales (3.1), aparecen
productos interiores entre las funciones base y sus derivadas. Son los llamados coeficientes
de conexio´n y son productos interiores de dos te´rminos para el caso de derivadas y de tres
te´rminos para el caso de coeficientes no-lineales [82].
Cuando se utilizan splines estos coeficientes se calculan fa´cilmente mediante evaluaciones
en los enteros de splines de orden ma´s alto [65]. En el caso de las wavelets de Daubechies,
como fue demostrado por Beylkin y Latto, ([81],[82] ), puede hacerse la evaluacio´n exacta
de estos coeficientes en varios casos particulares.
Esto resulta esencial, ya que con las wavelets de Daubechies, los integrandos son muy
oscilatorios y las aproximaciones nume´ricas de esas integrales presentan dificultades. En las
Figuras 3.1 y 3.2 se muestran la funcio´n de escala y su derivada segunda para los casos N = 6
y N = 12.
Figura 3.1: φN y φ
(2)
N , N = 6
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Figura 3.2: φN y φ
(2)
N , N = 12
Considerando en particular, en un contexto Wavelet-Galerkin, problemas lineales de va-
lores de contorno en una dimensio´n, con un operador diferencial de orden 2m, los coeficientes
de conexio´n que se deben calcular para la matriz de rigidez y el vector de cargas, son integrales
de la forma siguiente
Γjd1d2k,l =
∫ ∞
−∞
χ[0,1](ξ)φ
(d1)(2jξ − k) φ(d2)(2jξ − l) dξ (3.15)
Rjd1k =
∫ ∞
−∞
χ[0,1](ξ)ξ
(d1)φ(2jξ − k) dξ (3.16)
donde j es la escala, k, l ∈ Z, φ(x) denota las funciones ba´sicas y los supra´ındices d1 y d2
son los o´rdenes de las derivadas.
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Coeficientes de conexio´n para las funciones de escala B-splines
Como demuestra Chui [65], los productos interiores de derivadas de las B-splines se calculan
muy fa´cilmente. Para un operador de segundo orden, en particular, se tienen las relaciones
siguientes:
〈ϕm+1,j,l, ϕm+1,j,k〉 = ϕ2m+2(m+ 1 + l − k) (3.17)〈
ϕm+1,j,l, ϕ
′
m+1,j,k
〉
= 2j ϕ′2m+2(m+ 1 + l − k) (3.18)〈
ϕm+1,j,l, ϕ
′′
m+1,j,k
〉
= −22j ϕ′′2m+2(m+ 1 + l − k) (3.19)
Para probar (3.17), se hace un cambio de variables y luego se aplica (2.47):
〈ϕm+1,j,l, ϕm+1,j,k〉 = 2j
∫
R
ϕm+1(2
jx− l)ϕm+1(2jx− k)dx
=
∫
R
ϕm+1(x− l)ϕm+1(x− k)dx (3.20)
= ϕ2m+2(m+ 1 + l − k)
Por otro lado, aplicando (2.47) y las expresiones de la derivada en (2.44) se obtiene (3.19),
〈
ϕm+1,j,l, ϕ
′′
m+1,j,k
〉
= −
∫
R
ϕ′m+1(2
jx− l)ϕ′m+1(2jx− k)dx
= −2j
∫
R
ϕ′m+1(x+ l − k)ϕ′m+1(x)dx (3.21)
= −2j
∫
R
[ϕm(x+ l − k)− ϕm(x+ l − k − 1)] [ϕm(x)− ϕm(x− 1)]dx
= −2jϕ′′2m+2(m+ 1 + l − k)
El mismo principio permite calcular los coeficientes de conexio´n en casos de operadores
y splines de mayor orden.
Coeficientes de conexio´n para las funciones de escala de Daubechies
Desarrollemos los coeficientes para el caso de las funciones de escala de Daubechies de orden
N , φN . Partiendo de (3.15) y utilizando la relacio´n de 2 escalas se tiene:
Γjd1d2k,l = 2
d1+d2
∑
s,t
psp˜t
∫ 1
0
φ
(d1)
N (2ξ − 2k − s) φ(d2)N (2ξ − 2l − t) dξ (3.22)
donde d = d1 + d2 que puede reescribirse de la forma [82] como
Γjd1d2k,l = 2
d−1∑
s,t
p˜sp˜t[Γ
jd1d2
2i+s,2j+t + Γ
jd1d2
2i+s−1,2j+t−1]
= 2d−1
∑
s,t
[p˜s−2ip˜t−2j + p˜s−2i+1p˜t−2j+1]Γjd1d2r,s
(3.23)
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o, en forma matricial
~Γjd1d2 = 2d−1P ~Γjd1d2 (3.24)
donde ~Γjd1d2 es ahora un vector columna y P es una matriz con combinaciones de los coefi-
cientes wavelet. La ecuacio´n (3.24) puede tambie´n escribirse,
(2d−1P − I)~Γjd1d2 = 0 (3.25)
donde I es la matriz identidad y los elementos de ~Γjd1d2 se corresponden con los de una
matriz de dimensio´n (2j +2N − 2)× (2j +2N − 2). Estos ca´lculos se detallan en el Ape´ndice
B.
Para determinar un´ıvocamente los coeficientes de conexio´n Γjd1d2k,l , deben agregarse ecua-
ciones adicionales para generar una cantidad suficiente de ecuaciones no homoge´neas.
Como se mostro´ en la Seccio´n 2.5, las funciones de escala de Daubechies de orden N
pueden representar exactamente polinomios de orden m, con 0 ≤ m ≤ N/2− 1,
xm =
∑
k
cmk φ(x− k) (3.26)
Entonces, derivando d1 veces la expansio´n (3.26), se obtiene,
m(m− 1) . . . (m− (d1 − 1)) xm−d1 =
∑
k
cmk φ
(d1)(x− k) (3.27)
Luego, utilizando (3.27) con n (0 ≤ n ≤ N/2− 1) y d2 en lugar de m y d1, respectivamente,
multiplicando ambas ecuaciones e integrando el producto, se tiene∫ 1
0
m. . . (m− d1 + 1)n . . . (n− d2 + 1)ξm+n−ddξ =
∑
k,l
cmk c
n
l
∫ 1
0
φ
(d1)
k φ
(d2)
l dξ (3.28)
donde d = d1 + d2. O en forma equivalente,
mn . . . (m− (d1 − 1))(n− (d2 − 1))
m+ n− d+ 1 =
∑
k,l
cmk c
n
l Γ
jd1d2
k,l (3.29)
Una cantidad suficiente de ecuaciones no homoge´neas pueden obtenerse usando diferentes
valores de m y n. Agrega´ndolas a (3.25) pueden finalmente determinarse un´ıvocamente los
coeficientes de conexio´n. Desafortunadamente, como fue estudiado en los trabajos ([81],[82]),
para valores grandes de N y d existen dificultades nume´ricas y deben utilizarse algoritmos
disen˜ados especialmente.
Para calcular los coeficientes de (3.16) se considera en primer lugar el caso d1 = 0.
Rj,0k =
∫ ∞
−∞
χ[0,1](ξ)ξ
0φN(2
jξ − k) dξ (3.30)
y se llega a,
Rj,0k =
1
2
∑
i
(p˜i−2k + p˜i−2k+2j)R
j,0
i (3.31)
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mediante ca´lculos que se muestran con detalle en el Ape´ndice B. Nuevamente es necesario
agregar ecuaciones no homoge´neas para que la solucio´n sea u´nica. Integrando la expresio´n
(3.26)
1
q + 1
=
∑
k
ckR
j,0
k (3.32)
Agregando esta ecuacio´n a (3.31) pueden hallarse Rj,0k .
Por u´ltimo, para el caso d1 > 0 se tiene
Rj,d1k =
∫ 1
0
ξd1φN(2
jξ − k) dξ (3.33)
=
1
2d1+1
∑
i
p˜i[R
j,d1
2k+i +
∑
s=0,d1
m!
(m− s)!s!R
j,d1−s
2k+i−2j ] (3.34)
(2d1+1I −B)Rj,d1k =
∑
i
p˜i−2k+2j
∑
s=0,d1
m!
(m− s)!s!R
j,d1−s
i (3.35)
donde
B =
∑
i,k
(p˜i−2k + p˜i−2k+2j) (3.36)
El vector de cargas Rj,d1 se obtiene resolviendo el sistema algebraico (3.35).
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Cap´ıtulo 4
Wavelets y Ecuaciones Diferenciales I.
FEM-WAVELETS
En este cap´ıtulo se formulan distintos elementos finitos que permiten resolver problemas
de meca´nica estructural, como es el caso de las ecuaciones diferenciales correspondientes a
problemas de vigas y placas, suponiendo un modelo de elasticidad lineal. Se utiliza el me´todo
de Galerkin presentado en el Cap´ıtulo 3 y como funciones de forma se usan las funciones de
escala de distintas familias de wavelets (B-splines y Daubechies), en lugar de los elementos
lagrangianos cla´sicos de los me´todos de elementos finitos.
Se formularon elementos finitos de vigas (1D) y placas (2D) bajo las hipo´tesis de dos
modelos teo´ricos que se diferencian en cuanto al tratamiento de las deformaciones por corte.
Las aproximaciones obtenidas se mejoran a partir de refinar las mallas en forma uniforme.
Se utiliza en todos los casos la transformacio´n matricial de los grados de libertad del espacio
f´ısico a los coeficientes en el espacio wavelet.
El Me´todo de Elementos Finitos comenzo´ a desarrollarse en los an˜os 60 y actualmente
continu´a siendo de gran utilidad para resolver problemas de ingenier´ıa civil, meca´nica y
aerona´utica. En particular, es de gran aplicacio´n en problemas de meca´nica estructural,
como por ejemplo, en el modelado de estructuras laminares.
Dentro del ana´lisis de elasticidad lineal, la modelacio´n de placas y la´minas esta´ basada
en simplificaciones del modelo tridimensional cla´sico que considera el comportamiento de un
material isotro´pico y homoge´neo bajo la accio´n de fuerzas externas. La caracter´ıstica ma´s
importante es la reduccio´n del problema a dos dimensiones.
En te´rminos generales, el estudio de estructuras laminares cubre una familia de proble-
mas con comportamientos muy diferentes, dependientes tanto de la geometr´ıa de la superficie
media, como de las condiciones de borde y de las cargas aplicadas. Los modelos de la´minas
pueden ser formulados en te´rminos de desplazamientos, y conducen a una formulacio´n bidi-
mensional cuando se integran sobre el espesor. Tambie´n pueden ser formulados a partir del
equilibrio de las fuerzas resultantes.
Si bien existen diferentes me´todos nume´ricos propuestos, la posibilidad de obtener un
me´todo general que aproxime los diversos comportamientos de una la´mina es todav´ıa lejana.
En particular, los casos de comportamiento membranal y de curvatura pura corresponden a
problemas de distintas caracter´ısticas. En el caso de placas, uno de los modelos ma´s utiliza-
49
dos, es el de Reissner-Mindlin [73] que describe el desplazamiento de una placa de pequen˜o
espesor bajo el efecto de una carga transversal. Resulta en un modelo bidimensional cuyos
grados de libertad son el desplazamiento vertical y los a´ngulos de rotacio´n de fibras normales
a la superficie media de la placa con respecto a los ejes x e y.
La formulacio´n de Ahmad-Irons-Zienkiewicz en los ’70, resulto´ muy exitosa, ya que produ-
jo un elemento con interpolacio´n independiente de los desplazamientos de la superficie media
y de las rotaciones de los vectores normales a dicha superficie media. Como contrapartida,
introdujo el problema nume´rico del bloqueo, tanto bloqueo por corte, como membranal [73].
Ma´s tarde, logran obtenerse buenos resultados a partir de la utilizacio´n de integracio´n reduci-
da y selectiva, aunque aparece el problema de los modos r´ıgidos espu´reos. La interpolacio´n
mixta de las componentes tensoriales, que introducen en el elemento MITC4 (Mixed Inter-
polation Tensorial Components) Bathe y Dvorkin ([73] y [28]), logra solucionar el problema
tanto del bloqueo como de los modos r´ıgidos espu´reos. Si bien el MITC4 constituye uno de los
elementos de la´mina esta´ndar utilizado en muchos programas de elementos finitos de ca´lculo
estructural, se continu´a trabajando para obtener mejoras en las aproximaciones cuando el
comportamiento de la la´mina es membranal dominante.
Una alternativa para mejorar el comportamiento membranal fue la desarrollada en los
trabajos ([30],[31]), que consistio´ en utilizar las interpolaciones de un elemento plano [29]
para la parte membranal de la la´mina. Si bien se obtuvo una leve mejora, los resultados
motivaron el comienzo de la investigacio´n del ana´lisis wavelet como nueva alternativa para
resolver problemas de meca´nica estructural.
Como es conocido, los me´todos de elementos finitos convencionales utilizan funciones
polinomiales para la interpolacio´n de los desplazamientos (o funciones inco´gnita que se desean
aproximar). En la construccio´n del elemento basado en wavelets, la funcio´n de escala del
ana´lisis wavelet es utilizada como funcio´n interpolante.
En la literatura a esta combinacio´n de elementos finitos con bases wavelets se le da el
nombre de FEM-Wavelet o Wavelet-Galerkin. Existen numerosos art´ıculos en la literatura
de elementos finitos que presentan aplicaciones FEM-Wavelets para la resolucio´n de diversos
problemas de ingenier´ıa. Por ejemplo, se han presentado me´todos de descomposicio´n wavelet
para resolver las ecuaciones de Navier-Stokes [5], me´todos Wavelet-Galerkin para trabajar
con el problema de Dirichlet [6], como tambie´n en meca´nica estructural se desarrollaron algo-
ritmos nume´ricos utilizando wavelets de Daubechies de orden alto para solucionar ecuaciones
diferenciales de vigas y placas [7]. En este sentido, el ana´lisis wavelet ofrece algunas venta-
jas, como son sus propiedades multirresolucio´n y diferentes funciones base para el ana´lisis
estructural. La escala adoptada puede cambiarse libremente, de acuerdo a los requerimientos
para mejorar la precisio´n. En especial, las funciones wavelet con soporte compacto y ortogo-
nalidad, tales como las wavelets de Daubechies, resultan ser poderosas herramientas en el
ana´lisis de problemas con alto gradiente local.
J.Han, W. Ren y Y. Huang, utilizaron las funciones de escala wavelets spline ([1],[2]) como
funciones interpolatorias de los desplazamientos para desarrollar elementos wavelets spline
tales como elementos de viga, triangular y rectangular en el plano y rectangular 3D. Por
otra parte, J. Ma, J. Xue, S. Yang, Z. He, utilizaron las wavelets ortogonales de Daubechies
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para resolver las ecuaciones de vigas y placas ([3],[54]).
El me´todo FEM basado en wavelets ofrece adema´s la ventaja de proporcionar soluciones
jera´rquicas adaptativas, las cuales son muy convenientes en muchos casos. Las soluciones
adaptativas han sido estudiadas en la literatura de FEM usando te´cnicas diferentes, siendo
e´ste un tema que au´n permanece abierto. Por otro lado, una solucio´n jera´rquica adaptativa
permite optimizar el taman˜o del elemento en las regiones con errores de aproximacio´n grande
o pequen˜o, sin ca´lculos excesivos.
En este cap´ıtulo se describe la utilizacio´n de las funciones de escala como funciones de
forma para resolver distintos problemas de vigas y placas, bajo las suposiciones de diferentes
modelos.
4.1. Problemas de vigas
Modelo de viga de Euler-Bernoulli
Basados en la teor´ıa de Euler-Bernoulli, se desarrolla la formulacio´n de dos elementos finitos
para vigas. Cabe sen˜alar que la suposicio´n ma´s importante en este modelo es que una normal
a la superficie de la viga permanece recta durante la deformacio´n y su rotacio´n es igual a la
pendiente de la superficie media de la viga.
Elemento finito wavelets spline
Se formula, en primer lugar, un elemento finito para vigas planas que utiliza las funciones
de escala wavelets apline lineales (m = 1) y cu´bicas (m = 3) para aproximar los desplaza-
mientos.
El problema de flexio´n de una viga plana de longitud L˜ sometida a una carga puede
plantearse como la minimizacio´n de la energ´ıa potencial total dada por [73],
pib2 =
1
2
∫ l
0
([ε]tD[ε])dx− [ŵ](e)t[R˜](e) (4.1)
donde
D = diag(EA˜,EI), (4.2)
ŵ(e) = [u˜, w˜]t es el vector de desplazamientos nodales, ε el vector de deformaciones,
ε = [εx, κ]
t (4.3)
donde, εx =
∂u˜
∂x
, κ = −∂2w˜
∂x2
. l es la longitud del elemento y [R˜](e) el vector de fuerzas nodales.
En (4.2), A˜ e I son el a´rea y el momento de inercia de la seccio´n de la viga respectivamente,
y E es el mo´dulo de Young del material y en (4.3) κ representa la curvatura de la flexio´n de
la viga .
Siguiendo el modelo de Bernoulli, en el que se desprecian las deformaciones debidas al
corte, el campo de desplazamientos (u˜, w˜) de un elemento de viga puede representarse por
funciones de escala de las wavelets spline,
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u˜ = a1ϕ2,0,0(ξ) + a2ϕ2,0,1(ξ) (4.4)
w˜ = b1ϕ4,0,0(ξ) + b2ϕ4,0,1(ξ) + b3ϕ4,0,2(ξ) + b4ϕ4,0,3(ξ) (4.5)
donde ξ es la coordenada local en un elemento de longitud l
ξ =
x− xi
xj − xi =
x− xi
l
(4.6)
Las funciones de escala ϕ2,0,k(ξ), y ϕ4,0,k(ξ) son B-splines de orden 2 y 4 (con la notacio´n
introducida en la Seccio´n 2.4.1) y los coeficientes ai y bi se determinan a partir de las
condiciones de borde nodales del elemento:
ξ = 0, u˜ = ui, w˜ = wi, w˜
′ = −θi
ξ = 1, u˜ = uj, w˜ = wj, w˜
′ = −θj
En este elemento finito, cada nodo tiene tres grados de libertad: u˜, w˜ y θ que corresponden
a desplazamientos en las direcciones x e y y a las rotaciones en el plano x−y respectivamente
como se muestra en la Figura (4.1).
Para satisfacer las condiciones de borde en la frontera y compatibilidad interelementos, la
matriz de rigidez debe ser transformada al espacio f´ısico y los grados de libertad elementales
tambie´n deben ser transformados del espacio wavelet al f´ısico.
Figura 4.1: Elemento de viga de 2 nodos
La relacio´n entre los vectores de los grados de libertad (DOFs) en el espacio f´ısico
ŵ = [ui, wi, θi, uj, wj, θj], y en el espacio wavelet α̂ = [a1, a2, b1, b2, b3] puede expresarse
matricialmente como,
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
ui
wi
θi
uj
wj
θj
 =

ϕ2,1(0) ϕ2,2(0) 0 0 0 0
0 0 ϕ4,1(0) ϕ4,2(0) ϕ4,3(0) ϕ4,4(0)
0 0 −ϕ′4,1(0) −ϕ′4,2(0) −ϕ′4,3(0) −ϕ′4,4(0)
ϕ2,1(1) ϕ2,2(1) 0 0 0 0
0 0 ϕ4,1(1) ϕ4,2(1) ϕ4,3(1) ϕ4,4(1)
−ϕ′4,1(1) −ϕ′4,2(1) −ϕ′4,3(1) −ϕ′4,4(1)


a1
a2
b1
b2
b3
b4
 (4.7)
o bien,
[ŵ] = T [α] (4.8)
donde T es la matriz de la transformacio´n que depende de los valores nodales de las funciones
de escala y de sus derivadas. Cabe sen˜alar que denotamos ϕm+1,k(ξ) = ϕm+1,0,k(ξ). Evaluando
y luego resolviendo el sistema se tiene,

a1
a2
b1
b2
b3
b4
 =

0 0 0 1 0 0
1 0 0 0 0 0
0 2 −2
3
l 0 −1 −7
3
l
0 −1 1
3
l 0 2 2
3
l
0 2 −2
3
l 0 −1 −1
3
l
0 −1 7
3
l 0 2 2
3
l


ui
wi
θi
uj
wj
θj
 (4.9)
Sustituyendo (4.9) en las ecuaciones, (4.4) y (4.5) se pueden escribir u˜ y w˜ como combi-
nacio´n de los valores en los nodos, es decir
[
u˜
w˜
]
=
[
N1 0 0 N4 0 0
0 N2 N3 0 N5 N6
]

ui
wi
θi
uj
wj
θj
 (4.10)
donde Ni son las funciones de forma wavelets spline en coordenadas locales. Y si llamamos N˜
a la matriz de las funciones de forma, lo anterior puede escribirse, U = N˜ŵ, siendo U el vector
de desplazamientos, U = [u˜, w˜]t . Por otro lado, la relacio´n deformacio´n-desplazamiento para
una viga, bajo la suposicio´n de pequen˜as deformaciones, puede expresarse en forma matricial,
[
∂u˜
∂x
−∂2w˜
∂x2
]
=
[
∂N1
∂x
0 0 ∂N4
∂x
0 0
0 −∂2N2
∂x2
−∂2N3
∂x2
0 −∂2N5
∂x2
−∂2N6
∂x2
]

ui
wi
θi
uj
wj
θj

o bien,
ε = B˜ŵ (4.12)
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donde B˜ es la matriz de deformacio´n anterior que contiene las derivadas de las funciones de
forma.
Sustituyendo (4.12) en (4.1), el total de energ´ıa potencial se reescribe como
pib2 =
1
2
[ŵ](e)tk˜(e)[ŵ](e) − [ŵ](e)t[R˜](e) (4.13)
donde k˜(e) es la matriz de rigidez wavelets spline , definida en el espacio wavelet,
k˜(e) =
∫ l
0
B˜tDB˜dx (4.14)
y [R˜](e) es el vector de cargas nodales que, en el caso de una viga sometida a una carga
uniforme qy tiene la forma,
[R˜](e) =
∫ l
0
[N˜ ]tqdx (4.15)
donde q es el vector [0, qy]
t y N˜ la matriz de las funciones de forma.
La minimizacio´n del funcional anterior (4.13), es equivalente a pedir δpib2 = 0 i.e. que
se anule su variacio´n, y el procedimiento es el de los me´todos de elementos finitos esta´ndar.
Teniendo en cuenta (4.8), las relaciones entre las matrices de rigidez y vectores de carga en
los espacios f´ısico y wavelet son:
k(e) = (T−1)t k˜(e) T−1 (4.16)
[R](e) = (T−1)t [R˜](e) (4.17)
Ensamblando todas las matrices y vectores elementales k(e) y [R](e), se obtiene la matriz de
rigidez global y los valores nodales son hallados luego de imponer en el sistema las condiciones
de borde. Si adema´s de los desplazamientos, son requeridas las tensiones -que se calculan a
partir de las derivadas de la solucio´n- el procedimiento tambie´n es el esta´ndar de FEM.
Finalmente, para obtener la aproximacio´n, se resuelve un sistema de ecuaciones lineales.
Teniendo en cuenta los desplazamientos exactos para este caso,
wa =
qy
2EI
(
x4
12
− x
3
6
+
x
12
) 0 ≤ x ≤ L˜
se verifico´ que con 2 elementos el error relativo en los nodos es del orden de la unidad de
redondeo.
Elemento finito Daubechies wavelet
Se utilizan en segundo lugar las funciones de escala de Daubechies para una simplificacio´n
del problema anterior en la que el desplazamiento transversal w˜ es la u´nica variable. La
energ´ıa potencial total del sistema es [73],
pib1 =
1
2
∫ L˜
0
{[E(x)I(x)w˜′′(x)]2 − 2w˜(x)q∗(x)}dx (4.18)
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donde, como en (4.1), q∗(x) es la carga externa, w˜(x) es la deflexio´n, el producto E(x)I(x)
es la rigidez a la flexio´n definida por el mo´dulo de Young E(x) y el momento de inercia I(x).
La minimizacio´n del funcional anterior (4.18) conduce a
δpib1 = 0 =
∫ L˜
0
w˜′′(x)EIδw˜′′ − δw˜q∗(x)dx (4.19)
En este caso, la formulacio´n diferencial es una ecuacio´n ordinaria de cuarto orden,
E(x)I(x)
∂4w
∂x4
= q∗(x) (4.20)
y se busca aproximar la solucio´n como combinacio´n lineal de funciones de escala de Daubechies
de orden N ,
w˜(ξ) =
0∑
k=−(N−2)
αkφN(ξ − k) (4.21)
donde ξ es la coordenada local, 0 ≤ ξ ≤ 1, y αk son los coeficientes wavelet a ser determina-
dos.
La formulacio´n en (4.18) requiere para w˜ continuidad C1 por lo cual, debe elegirse ade-
cuadamente el orden de las funciones de escala de Daubechies.
De acuerdo a la expresio´n para w˜ en (4.21), el me´todo de elementos finitos conduce -como
en el caso con splines descritos antes- a un sistema lineal donde, en el caso que E(x)I(x) sea
constante, los elementos de la matriz de rigidez y del vector de cargas estara´n formados por
los coeficientes de conexio´n Γ022k,l y R
00
k ((3.15) y (3.16)) y toman la forma,
k˜
(e)
ij = EI
∫ 1
0
φ′′N(ξ − i)φ′′N(ξ − j)dξ (4.22)
R˜
(e)
i =
∫ 1
0
φN(ξ − i)q(ξ)dξ (4.23)
Estas expresiones esta´n definidas en el espacio wavelet y los DOFs son los coeficientes wavelet
αk. Esta transformacio´n puede expresarse matricialmente como en (4.8), donde T es la matriz
de la transformacio´n que depende de los valores nodales de la funcio´n de escala y de su
derivada.
Es importante resaltar que al no tener expresio´n expl´ıcita, los valores de las funciones de
escala de Daubechies en los puntos dia´dicos, deben obtenerse con los algoritmos descritos en
la Seccio´n 2.5.2.
Como ejemplo se presenta el elemento D12 en el cual el desplazamiento tiene la expresio´n
(4.21) con N = 12. Se conoce que la cantidad de grados de libertad o coeficientes [56] son 11,
as´ı que debera´ haber 11 tambie´n en el espacio f´ısico, y para asegurar compatibilidad interele-
mentos se incluyen las rotaciones de los 2 extremos. Quedara´n, entonces, 9 grados de libertad
correspondientes a los desplazamientos w˜, que se consideran distribuidos uniformemente y 2
que corresponden a las rotaciones o giros, entonces,
ŵ = [w1, θ1, w2, w3, ........, w8, w9, θ9] (4.24)
En este caso considerado, la matriz T de (4.8) es la siguiente
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T =

φN(10) φN(9) φN(8) ... ... ... φN(2) φN(1) φN(0)
φ′N(10) φ
′
N(9) φ
′
N(8) ... ... ... φ
′
N(2) φ
′
N(1) φ
′
N(0)
φN(10 +
1
8
) φN(9 +
1
8
) φN(8 +
1
8
) ... ... ... φN(2 +
1
8
) φN(1 +
1
8
) φN(
1
8
)
φN(10 +
2
8
) ... ... ... ... ... ... ... φN(
2
8
)
φN(10 +
3
8
) ... ... ... ... ... ... ... φN(
3
8
)
φN(10 +
4
8
) ... ... ... ... ... ... ... φN(
4
8
)
φN(10 +
5
8
) ... ... ... ... ... ... ... φN(
5
8
)
φN(10 +
6
8
) ... ... ... ... ... ... ... φN(
6
8
)
φN(10 +
7
8
) ... ... ... ... ... ... ... φN(
7
8
)
φN(11) φN(10) φN(9) ... ... ... φN(3) φN(2) φN(1)
φ′N(11) φ
′
N(10) φ
′
N(9) ... ... ... φ
′
N(3) φ
′
N(2) φ
′
N(1)

Es importante sen˜alar que la implementacio´n computacional resulta ma´s eficiente si los
coeficientes de conexio´n se calculan al principio y se almacenan para luego ser utilizados en
el ca´lculo de las matrices elementales.
Pueden disen˜arse diferentes elementos para vigas utilizando distintos o´rdenes de las fun-
ciones de escala de Daubechies, tales como D6, D8, D10, etc. Como fue mencionado en la
Seccio´n 2.5, la funcio´n de escala φN puede representar exactamente polinomios de grado
hasta N/2 − 1. Al aumentar N , las funciones de escala son ma´s suaves, como se mostro´ en
la Figura 2.4 y, entonces, la solucio´n puede aproximarse con ma´s precisio´n. Sin embargo,
como al aumentar N , aumenta la cantidad de DOFs, los elementos resultan menos eficientes
computacionalmente. Por otro lado, si se consideran como grados de libertad en la viga
los desplazamientos nodales y las rotaciones, para asegurar compatibilidad entre elementos
vecinos, las rotaciones de los los extremos deben estar incluidas y, entonces, el orden de la
funcio´n de escala debe ser de la forma N = 2k + 4, para k natural. Las posibilidades son
N = 6, 8, 12, 20..., que fueron analizadas para el problema de la viga presentado. Algunas
consideraciones que surgieron de este ana´lisis son las siguientes (ver [21]):
el nu´mero de condicio´n de la matriz de rigidez global aumenta significativamente con
el orden N de la funcio´n de escala
para N = 20 los resultados no son buenos: hay inconvenientes en el ca´lculo de los
coeficientes de conexio´n, ya que la matriz se vuelve singular
Para el problema general de la viga de la ecuacio´n (4.18) aparecen derivadas segundas
en los coeficientes de conexio´n y el menor orden que produce resultados precisos es N = 12,
coincidiendo con lo presentado en el trabajo de Ma et al. [54]. Esa funcio´n de escala resulta
adecuada para aproximar los desplazamientos de la viga.
Se consideran, a continuacio´n, tres casos particulares :
Caso 1. Viga biempotrada sometida a una carga uniforme
Una viga biempotrada de seccio´n constante, de longitud L˜ y rigidez E0I0 esta´ sometida a
una carga constante q∗ (ver Figura (4.2)). Utilizando tanto splines de orden 4 (m = 3) como
con las funciones de escala de Daubechies de orden N = 12 se obtienen valores nodales de
desplazamientos que coinciden con la solucio´n exacta.
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Figura 4.2: Viga biempotrada carga uniforme
Caso 2. Viga biempotrada sometida a una carga no uniforme
Como segundo problema se presenta una viga de longitud 2L˜ con seccio´n transversal cons-
tante y rigidez a flexio´n E0I0 esta´ sometida a una carga no uniforme. So´lo la mitad derecha de
la viga esta´ sometida a una carga lineal que tiene expresio´n, q∗(x) = k0q0( xL−1), L˜ < x < 2L˜
como se muestra en la Figura (4.3).
La solucio´n exacta puede obtenerse integrando la ecuacio´n diferencial de cuarto orden,
resultando la siguiente expresio´n para la deflexio´n:
w˜ =
q0
E0I0
[
c˜2 + c˜1x+
1
2
(c˜4 +
k0L˜
2
6
)x2 +
1
6
(c˜3 − k0L˜
2
)x3
]
0 ≤ x ≤ L˜ (4.25)
w˜ =
q0
E0I0
[ k0x5
120L˜
− k0x
4
24
+ c˜3
x3
6
+ c˜4
x2
2
+
k0L˜
3
24
x− k0L˜
4
120
]
L˜ ≤ x ≤ 2L˜ (4.26)
donde las constantes de integracio´n c˜i, i = 1, 2, 3, 4 sera´n determinadas de acuerdo a las
condiciones de borde que se impongan. Se aplica esta solucio´n para el caso de una viga
empotrada en ambos extremos y k0 = 480 (ver Figura (4.3). Las constantes de integracio´n
se determinan, entonces, con las condiciones de borde w˜(0) = w˜′(0) = w˜(2L˜) = w˜′(2L˜) = 0.
Las funciones correspondientes a la solucio´n y sus derivadas fueron analizadas y comparadas
con el caso de la viga sometida a una carga uniforme equivalente q∗ = k0
4L˜
, observa´ndose una
diferencia importante en el caso del corte que se corresponde con la derivada tercera debido
a la discontinuidad de esa derivada en la solucio´n. Esto fue analizado en detalle en el trabajo
[21].
Aproximando el desplazamiento w˜ en (4.21), por funciones de escala de Daubechies de
orden N = 12 (D12), se obtuvieron soluciones nume´ricas para diferentes cantidades de
elementos finitos y la convergencia se muestra en la Tabla 4.1. Puede verse que los errores
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Figura 4.3: Viga biempotrada carga no uniforme
cant. elem. ‖ ‖∞ en x = L
2 1.1 10−2 9.8 10−3
4 2.7 10−3 2.7 10−3
8 6.9 10−4 6.8 10−4
16 1.5 10−4 1.5 10−4
Tabla 4.1: Error relativo en la deflexio´n, viga bi-empotrada. Carga no uniforme
relativos, ambos, en ‖ · ‖∞ y en el punto medio de la viga (x = L˜), decrecen ra´pidamente.
Como en el trabajo [54], dos elementos finitos se consideraron para la malla ma´s gruesa
inicial, consistiendo en las mitades izquierda y derecha de la viga, cada una de longitud L˜.
Caso 3. Viga con rigidez a flexio´n discontinua
En este ejemplo se considera una viga simplemente apoyada, de longitud 2L˜, con carga
uniforme q∗(x) = 1. Presenta una discontinuidad en la rigidez a flexio´n en x = L, modelizada
con un escalo´n. Esto fue analizado en el trabajo de Biondi et al. [9] y la rigidez a flexio´n
tiene la expresio´n siguiente,
E(x)I(x) = E0I0[1−H(x− x0)] (4.27)
donde 0 ≤ x0 ≤ 2L, H(x− x0) es la funcio´n de Heaviside.
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La ecuacio´n diferencial es en este caso[
E0I0[1− γH(x− x0)]w˜′′(x)
]′′
= q∗(x) (4.28)
y modela una viga con una variacio´n abrupta de la seccio´n transversal o del mo´dulo de
Young, resultando en una discontinuidad tipo salto en la rigidez a flexio´n en el punto de
abscisa x0, siendo en otro lugar, constante. γ es un para´metro que representa la intensidad
de la discontinuidad. Para satisfacer la restriccio´n de no negatividad de la rigidez a flexio´n
se requiere la condicio´n 0 ≤ γ ≤ 1. En este ejemplo, la viga esta´ simplemente soportada
(w˜(0) = w˜(2L˜) = 0) y presenta un cambio abrupto en la rigidez a flexio´n en x = L˜, del valor
E0I0 al valor 4E0I0 que corresponde al valor γ = 3/4. Como se muestra en la Figura (4.4), la
carga a la que esta´ sometida la viga es q∗(x) = 1. Este salto se traduce en una disminucio´n
de la deflexio´n con respecto al caso que la carga fuera uniforme y rigidez a flexio´n E0I0. En
cuanto a la regularidad de la solucio´n, la curvatura (que corresponde a la derivada segunda)
resulta discontinua en x = L˜. En la Tabla 4.2 se muestra la convergencia de los resultados
nume´ricos para este caso.
Figura 4.4: Viga con rigidez a flexio´n discontinua
Modelo de viga de Timoshenko
En el modelo de Timoshenko, a diferencia del anterior, se considera la deformacio´n por corte.
La energ´ıa potencial total correspondiente a la formulacio´n general de una viga de longitud
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cant. elem. ‖ ‖∞ en x = L˜
2 3.8 10−3 3.1 10−3
4 9.9 10−4 7.8 10−4
8 2.6 10−4 1.9 10−4
16 9.2 10−5 7.9 10−5
Tabla 4.2: Error relativo deflexio´n viga. Rigidez a flexio´n discontinua, q∗(x) = 1
L˜ sometida a una carga uniforme, esta´ dada por
pibT =
EI
2
∫ L˜
0
(
dθ
dx
)2dx− α˜
∫ L˜
0
(
dw˜
dx
− θ)2dx−
∫ L˜
0
w˜q∗dx (4.29)
donde
θ =
dw˜
dx
− γ (4.30)
y
α˜ =
GA˜k
2
. (4.31)
Como antes, w˜ es el desplazamiento perpendicular al eje de la viga, E es el mo´dulo de Young
del material, I es el momento de inercia de la seccio´n, y q∗ la carga en direccio´n perpendicular
al eje de la viga a la que esta´ sometida la viga. Adema´s, γ indica la deformacio´n por corte
transversal, G = E
2(1+ν)
es el mo´dulo de corte del material, ν el coeficiente de Poisson, k
es un factor de correccio´n debido a la distribucio´n no uniforme de los esfuerzos de corte y
considerada para una seccio´n rectangular 5
6
[73], y A˜ = hb, es el a´rea de la seccio´n transversal
de la viga. Es importante sen˜alar que, en la expresio´n del funcional anterior (4.29), la primera
integral corresponde a la energ´ıa de flexio´n, mientras que la segunda a la energ´ıa de corte.
Considerando, como antes, la matriz de transformacio´n T entre el espacio f´ısico y el espacio
wavelet y las funciones de escala φN , las expresiones de Galerkin para θ y w, que en este
modelo tienen interpolaciones independientes, son:
θ = φNT
−1 θ̂, w = φN T−1 ŵ (4.32)
Luego, sustituyendo (4.32) en (4.29) e imponiendo como antes, la condicio´n de estacionarie-
dad del funcional pibT i.e. δpibT = 0, se obtienen la matriz y el sistema algebraico elemental
correspondiente, [
K1w K
2
w
(K2w)
t K3w
] [
θ̂
ŵ
]
=
[
0
R
]
(4.33)
Las matrices K iw y el vector carga R tienen la expresio´n siguiente,
R(e) = ((T )−1)t
∫ 1
0
q(ξ)φtNdξ
K1w = EIA
11 +GA˜kA00 (4.34)
K2w = −GA˜kA01
K3w = GA˜kA
11
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donde,
Ad1d2 = l1−(d1+d2)e (T
−1)t ~Γ0d1d2 T−1, (4.35)
le es la longitud del elemento, ~Γ
0d1d2 son los coeficientes de conexio´n definidos antes en (3.15).
Cada elemento tiene 5 grados de libertad: dos en los extremos y 3 nodos interiores.
Utilizando Daubechies de orden N = 6, D6, y diferentes cantidades de elementos se ob-
tuvieron resultados nume´ricos para el caso de una viga empotrada con carga uniforme y
L/h = 10. Con 32 elementos, el error obtenido resulto´ menor al 1% (la solucio´n exacta es
UMAX = 0.002604 [1]).
4.2. Problemas de placas
Teniendo en cuenta las consideraciones realizadas en la Observacio´n 2.19 de la Seccio´n 2.3.2,
en esta Seccio´n se presenta una extensio´n del AMR a dos dimensiones para resolver problemas
de placas.
Suponiendo que las funciones de escala en una dimensio´n, φ1(ξ) y φ2(η) generan un
ana´lisis de multirresolucio´n {V 1j } y {V 2j } respectivamente, el producto tensorial de V 1j y V 2j ,
Vj = V
1
j ⊗ V 2j (4.36)
con j ∈ Z, es tal que {Vj} genera un ana´lisis de multirresolucio´n de L2(R2). As´ı, por ejemplo,
considerando las N − 1 funciones de escala de Daubechies en {V 1j } y {V 2j }
ϕ1 = {φ1(ξ), φ1(ξ + 1), . . . , φ1(ξ + (N − 2))} (4.37)
ϕ2 = {φ2(η), φ2(η + 1), . . . , φ2(η + (N − 2))}
las funciones de escala {Vj} pueden expresarse usando el producto tensorial de las expan-
siones en funciones de escala en cada coordenada, i.e.:
ϕ = ϕ1 ⊗ ϕ2 (4.38)
El desplazamiento ŵ(ξ, η) puede expresarse de la forma
ŵ(ξ, η) = ϕ αw (4.39)
donde αw es el vector de coeficientes wavelet correspondientes a ŵ. Ahora, la matriz de
transformacio´n elemental entre el espacio f´ısico y el wavelet, T es
T = T 1 ⊗ T 2 (4.40)
donde T 1 y T 2 son las matrices de la transformacio´n correspondientes al problema unidi-
mensional.
Se describe a continuacio´n la formulacio´n de elementos finitos para dos modelos diferentes
de placas:
Modelo de placas de Kirchhoff
La hipo´tesis ma´s importante en la teor´ıa de Kirchhoff es similar a la de Euler Bernoulli
presentada para vigas: una fibra normal a la superficie media de la placa permanece normal
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luego de la deformacio´n. En otras palabras, puede decirse que se desprecia la deformacio´n
transversal por corte. Con esta suposicio´n, el desplazamiento en el plano de un punto de
coordenadas x, y y z puede expresarse como
u˜ = −z∂w˜
∂x
v˜ = −z ∂w˜
∂y
(4.41)
donde x e y son los ejes del plano en la superficie media de la placa, y z esta´ en la direccio´n
del espesor de la misma. Adema´s, u˜ y v˜ son los desplazamientos en los ejes x e y a respecti-
vamente, mientras que w˜ es el desplazamiento transversal, tambie´n denominado deflexio´n a
lo largo del eje z.
De acuerdo a esta teor´ıa, el funcional elemental de la energ´ıa potencial generalizada, bajo
las hipo´tesis del ana´lisis esta´tico lineal para una placa delgada, es
piK =
1
2
∫
Ωe
κtCbκ˜ dxdy −
∫
Ωe
q∗ w˜ dxdy (4.42)
donde Ωe es el dominio elemental, q
∗ es la carga distribuida,
κ˜ =
{
−∂
2w˜
∂x2
,−∂
2w˜
∂y2
,−2 ∂
2w˜
∂x∂y
}t
(4.43)
Cb =
Et3
12(1− ν2)
 1 ν 0ν 1 0
0 0 1−ν
2
 (4.44)
son las deformaciones generalizadas, y la matriz constitutiva, respectivamente, y t el espe-
sor de la placa (que se supone constante). El desplazamiento transversal ŵ, (4.39), puede
reemplazarse por la expresio´n,
ŵ = ϕ T−1 w˜ (4.45)
donde w tiene los grados de libertad correspondientes al espacio f´ısico, que en este caso se
corresponden con los desplazamientos nodales.
Entonces, sustituyendo, (4.43) y (4.44) en (4.42) y de acuerdo a la condicio´n de esta-
cionariedad del funcional piK , δpiK = 0, obtenemos la matriz de rigidez elemental K
1, y el
sistema elemental a resolver es:
K1ŵ = R (4.46)
En la ecuacio´n anterior, la matriz de rigidez K1 y el vector de cargas R esta´n constituidas
por los coeficientes de conexio´n y tienen la expresio´n siguiente:
R = (T−1)t
∫ 1
0
∫ 1
0
q(ξ, η)ϕtdξdη (4.47)
K1 = D0{A001 ⊗ A222 + µ(A201 ⊗ A022 + A021 ⊗ A202 )
+2(1− µ) A111 ⊗ A112 + A221 ⊗ A002 } (4.48)
donde
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wc/(qL
4/100D0)
Malla Splines m = 3 DSCW10 MITC4
1×1 – 0.4019
2×2 0.2866 – 0.3189
4×4 0.3699 – 0.3969
8×8 0.3967 – 0.4042
Valor exacto 0.40625
Tabla 4.3: Desplazamientos centrales para una placa cuadrada simplemente apoyada y
sometida a carga uniforme t/L˜ =0.01. Modelo de Kirchhoff-Love
D0 =
Et3
12(1− ν2) (4.49)
y
Ad1d2s = l
1−(d1+d2)
e,s (T
−1
s )
t ~Γ0d1d2s T
−1
s , s = 1, 2 (4.50)
le,s es la longitud del lado del elemento, ~Γ
0d1d2
s es la matriz de los coeficientes de conexio´n
definidos en la Seccio´n 3.3 (3.15) y (3.16) , y s denota la funcio´n de escala ϕs considerada
en (4.37).
Con las funciones de escala de Daubechies de N coeficientes adaptadas para dos dimen-
siones, pueden considerarse mallas uniformes en el dominio. Al elemento finito que resulta,
con N coeficientes lo denominamos DSCWN y tiene (N − 1)2 nodos en total.
La matriz elemental es de dimensio´n m × m si se utilizan B-splines de orden m, y
(N − 1) × (N − 1), en el caso de las funciones de escala de Daubechies de orden N . Es
importante resaltar que, para la correspondencia uno a uno con los grados de libertad del
espacio f´ısico, N debe ser de la forma 2k + 2.
Como se menciono´ antes, una vez realizado el ensamble de matrices de rigidez y vectores
de carga elementales, el procedimiento en la formulacio´n Wavelet-Galerkin es el convencional
que se utiliza en el me´todo de elementos finitos.
En la Tabla 4.3 presentamos los desplazamientos centrales obtenidos para el modelo de
placa de Kirchhoff-Love, considerando el espesor t/L˜ = 0.01. Teniendo en cuenta los valores
exactos, aproximaciones muy buenas fueron obtenidas con splines de grado m = 3 y con
las funciones de escala de Daubechies de orden N = 10, y similares a las obtenidas con
el elemento de placa MITC4 (MITC significa mixed interpolation tensorial components)
disen˜ado por Dvorkin-Bathe [28]. Puede observarse que con un so´lo elemento DSCW10, el
error en la aproximacio´n es menor al 1 %. Es importante notar tambie´n que en este caso se
utilizo´ DSCW10 porque en este modelo aparecen derivadas segundas en la matriz de rigidez
y para obtener buenas aproximaciones es necesario considerar N ≥ 2k + 2, con k = 3 para
63
asegurar estabilidad. Esto fue analizado con ma´s detalle en el trabajo [22].
Modelo de placas de Reissner-Mindlin
Por u´ltimo, la formulacio´n que sigue esta´ basada en la teor´ıa de placas en la que las defor-
maciones transversales por corte esta´n incluidas. En esta teor´ıa, desarrollada por E. Reissner
y R. D. Mindlin, so´lo se requiere continuidad C0 y utiliza la suposicio´n que part´ıculas de
la placa que esta´n originalmente sobre una recta normal a la superficie media antes de la
deformacio´n, permanecen en una recta, pero que no es necesariamente normal a la super-
ficie media una vez deformada. Bajo e´stas hipo´tesis (en la teor´ıa de flexio´n con pequen˜os
desplazamientos), las componentes del desplazamiento en un punto de coordenadas x, y y z
son:
u˜ = −zθx(x, y) v˜ = −zθy(x, y) w˜ = w˜(x, y) (4.51)
donde u˜ y v˜ son los desplazamientos en el plano, w˜ es el desplazamiento transversal, θx
y θy son las rotaciones de la normal a la superficie sin deformar en los planos xz e yz
respectivamente (ver Figura (4.5)). Es importante destacar que en la teor´ıa de placas de
Kirchhoff que excluyen deformaciones por corte, se tiene θx =
∂w˜
∂x
y θy =
∂w˜
∂y
, similar a las
suposiciones cinema´ticas de la teor´ıa de vigas de Euler-Bernoulli, mientras que la teor´ıa de
placas que ese describe en esta seccio´n, tiene similitud con el modelo de viga de Timoshenko.
Figura 4.5: Elemento de placa de Reissner-Mindlin
De acuerdo a la teor´ıa de Reissner-Mindlin, la energ´ıa potencial generalizada para el
problema de flexio´n de la placa en ana´lisis esta´tico lineal es,
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piRM =
1
2
∫
Ωe
κtCbκ dxdy +
1
2
∫
Ωe
γtCsγ dxdy −
∫
Ωe
q∗ w˜ dxdy (4.52)
donde
κ =
{
∂θx
∂x
,−∂θy
∂y
,
∂θx
∂y
− ∂θy
∂x
}t
γ =
{
∂w˜
∂x
+ θx,
∂w˜
∂y
− θy
}t
(4.53)
Cb =
Et3
12(1− ν2)
 1 ν 0ν 1 0
0 0 1−ν
2
 Cs = Etk
2(1 + ν)
[
1 0
0 1
]
(4.54)
Ωe es el dominio del elemento, q
∗ es la carga distribuida, t es el espesor de la placa (que se
supone constante), E es el mo´dulo de Young, ν es el coeficiente de Poisson y k es el factor
de correccio´n del corte (que se considera 5
6
), como en el modelo de viga de Timoshenko.
Para este problema de la placa, (4.52), se consideran interpolaciones independientes, y
las mismas funciones de forma se utilizan para desplazamientos y rotaciones. De esta forma,
las funciones elementales, (4.41), pueden reemplazarse por
θx = ϕ T
−1 θ̂x, θy = ϕ T−1 θ̂y, w˜ = ϕ T−1 ŵ (4.55)
donde θ̂x, θ̂y y ŵ, son los grados de libertad (correspondientes a los valores nodales) en el
espacio f´ısico (ver Figura 4.5).
Entonces, sustituyendo (4.55) en (4.52) y de acuerdo a la condicio´n de estacionariedad
de piRM (δpiRM = 0), se obtiene la matriz de rigidez elemental y las ecuaciones elementales a
resolver son: 
K1 K2 K3
K4 K5 K6
K7 K8 K9


θ̂x
θ̂y
ŵ
 =

0
0
R
 , (4.56)
donde
R = ((T )−1)t
∫ 1
0
∫ 1
0
q∗(ξ, η)ϕtdξdη
K1 = D0{A111 ⊗ A002 + (1− µ)/2 A001 ⊗ A112 }+ C0 A001 ⊗ A002
K2 = D0{A101 ⊗ A012 + (1− µ)/2 A011 ⊗ A102 }
K3 = −C0 A011 ⊗ A002
K4 = (K2)t
K5 = D0{A001 ⊗ A112 + (1− µ)/2 A111 ⊗ A002 }+ C0 A001 ⊗ A002 (4.57)
K6 = −C0 A001 ⊗ A012
K7 = (K3)t
K8 = (K6)t
K9 = C0 A
11
1 ⊗ A002 + A001 ⊗ A112
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wc/(qL
4/100D0)
t/L˜ (1×1)DSCW6 (2×2)DSCW6 BSWI23 Exacto
0.001 0.3121 0.3441 1.8 10−4 0.4063
0.01 0.3125 0.3452 0.0173 0.4063
0.05 0.3203 0.3647 0.2174 0.4107
0.1 0.3411 0.4006 0.3510 0.4273
0.15 0.3713 0.4397 0.4152 0.4536
0.2 0.4104 0.4842 0.4678 0.4906
0.3 0.5166 0.5979 0.5861 0.5956
0.35 0.5843 0.6691 0.6579 0.6641
Tabla 4.4: Desplazamientos centrales para una placa cuadrada simplemente apoyada y
sometida a carga uniforme wc/(q
∗L˜4/100D0)
donde D0 y A
d1d2
s fueron definidos en el modelo anterior (4.50) y C0 =
Etk
2(1+ν)
.
En este modelo cada nodo tiene tres grados de libertad, de donde resulta que un elemento
DSCWN de Reissner-Mindlin tiene en total 3× (N − 1)2 DOFs.
Aplicamos la formulacio´n del elemento 2-D para la placa de Reissner-Mindlin obtenida
mediante el producto tensorial de las funciones de escala de Daubechies, a un ejemplo cla´sico:
una placa isoparame´trica cuadrada simplemente soportada en los cuatro lados esta´ sometida
a una carga. Consideramos dos casos: carga uniforme y carga puntual. Se fijo´ el coeficiente
de Poisson ν en 0.3, t denota el espesor de la placa y L˜ la longitud del lado.
En los problemas de placas muy delgadas, es conocido el feno´meno del bloqueo debido al
corte que presentan muchos elementos finitos y son conocidas diversas propuestas para mini-
mizar este feno´meno. Como se menciono´ al comienzo del cap´ıtulo y en el modelo de placas
de Kirchhoff, una de esas propuestas es la que desarrollaron Bathe y Dvorkin con el disen˜o
de los elementos mixtos MITCn (n se refiere a la cantidad de nodos del elemento [28]). Esta
familia utiliza interpolacio´n mixta para los desplazamientos, rotaciones y deformaciones de
corte transversales. El elemento MITC4 es muy utilizado por resultar eficiente en una amplia
variedad de casos.
Las Tablas 4.4 y 4.5 muestran la comparacio´n de los desplazamientos centrales obtenidos
con los elementos Reissner-Mindlin DSCW6 (con 6 coeficientes) con los presentados en el
trabajo de Xiang [8], obtenidos con un so´lo elemento BSWI23 (B-splines de orden m, con
m = 2 y escala j = 3) para el rango de espesores desde 0.001 hasta 0.35. Se presentan,
adema´s, las soluciones exactas.
Como puede observarse en los resultados obtenidos con el me´todo propuesto no hay
bloqueo cuando el espesor es muy pequen˜o au´n en la escala j = 0 y un so´lo elemento
(75 DOFs). Nuestros resultados son mejores que los obtenidos en el trabajo de Xiang con
elementos BSWI23 (243 DOFs) para t/L˜ ≤ 0.05. Con una malla 2×2 se obtuvieron excelentes
resultados para todos los espesores considerados.
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Figura 4.6: Desplazamiento central de una placa simplemente soportada y sometida a carga
uniforme. Comparacio´n de resultados del elemento propuesto DSCW6 con BSWI23 [8] y
con la solucio´n exacta. 0.001 ≤ t/L˜ ≤ 0.35.
Se realizo´, adema´s, una comparacio´n con el elemento finito multivariable desarrollado por
Han en [4] para resolver problemas de flexio´n de placas moderadamente gruesas. En la Tabla
4.6 se muestra, que con una malla de 6× 6 elementos DSCW6, la aproximacio´n obtenida es
mejor.
En la Tabla 4.7 se presentan los desplazamientos obtenidos y, como en el caso del modelo
de Kirchoff (Tabla 4.3), aproximaciones muy buenas fueron obtenidas tanto con las funciones
de escala B-splines como con las de Daubechies. En particular, con la malla de 2 × 2 los
resultados son excelentes y similares a los obtenidos con el elemento MITC4. En este caso se
utilizo´ el elemento DSCW6, de orden ma´s bajo que en el modelo cla´sico de Kirchoff, porque
so´lo aparecen las derivadas primeras en la matriz de rigidez [21].
Se investigo´, por u´ltimo, el esfuerzo computacional que requiere el uso de las funciones de
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wc/(qL
4/100D0)
t/L˜ (1× 1)DSCW6 (2× 2)DSCW6 BSWI23 Exacto
0.001 0.7990 0.7991 0.0504 10−2 -
0.01 0.8009 0.8059 0.0485 1.127
0.05 0.8429 0.9296 0.6325 1.209
0.1 0.9589 1.157 1.0973 1.353
0.15 1.134 1.418 1.416 -
0.2 1.368 1.727 1.752 1.851
0.3 2.016 2.540 2.614 -
0.35 2.432 3.054 3.159 -
Tabla 4.5: Desplazamientos centrales para una placa cuadrada simplemente apoyada y
sometida a carga puntual wc/(q
∗L˜4/100D0)
wc/(q
∗L˜4/100D0)
Malla [4] DSCW6 Exacta
6x6 0.3218 0.3224 0.3227
Tabla 4.6: Desplazamientos centrales para una placa cuadrada empotrada sometida a carga
uniforme t/L˜ = 0.3
wc/(qL
4/100D0)
Malla Splines m = 3 DSCW6 MITC4
1×1 0.3125
2×2 0.3636 0.345 0.3189
4×4 0.3941 0.3961 0.3969
8×8 0.4033 0.4042 0.4042
Valor exacto 0.40625
Tabla 4.7: Desplazamientos centrales para una placa cuadrada simplemente apoyada y
sometida a carga uniforme t/L˜ = 0.01. Modelo de Reissner-Mindlin
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wc/(qL
4/100D0)
Malla MITC4 CPU(seg.) DSCW6 CPU(seg.) DSCW10 CPU(seg.)
1×1 – 0.3125 0.375 0.3570 1.65
2×2 0.3189 1.91 0.3454 0.453
Valor exacto 0.40625
Tabla 4.8: Desplazamientos centrales y tiempo computacional requerido para una placa
cuadrada simplemente apoyada y con carga uniforme t/L˜ = 0.01
escala del ana´lisis wavelet. Con los elementos finitos esta´ndar el tiempo requerido de CPU
resulto´ aproximadamente unas tres veces mayor que con los elementos finitos basados en
wavelets para obtener similar precisio´n.
La Tabla 4.8 muestra la comparacio´n entre los resultados obtenidos con el elemento
MITC4 y los obtenidos con elementos DSCW10, para t/L˜ = 0.01. Se presenta, adema´s,
el tiempo computacional requerido, y resulta unas cuatro veces mayor cuando se utiliza el
MITC4 que usando el elemento DSCW6 para obtener una precisio´n similar. Por otro lado,
con un so´lo elemento DSCW10 se obtiene una muy buena aproximacio´n y el esfuerzo com-
putacional es comparable con el del MITC4. Esto confirma que los elementos de Daubechies
son una muy buena propuesta para aproximar la solucio´n.
4.3. Problemas transitorios
Existen en la literatura desarrollos de me´todos Wavelet-Galerkin o FEM-Wavelet para la
resolucio´n de ecuaciones en derivadas parciales, como por ejemplo los resultados presentados
por Bindal et. al [17] para la ecuacio´n unidimensional de difusio´n-conveccio´n transitoria.
Ecuaciones en derivadas parciales aparecen con frecuencia ya que corresponden a modelos que
evolucionan y describen la dina´mica a lo largo del tiempo de una variable (tambie´n llamada
estado). Dentro de los me´todos nume´ricos para la resolucio´n de problemas transitorios, esta´ la
posibilidad de mantener la variable temporal continua y discretizar la variable espacial,
reducie´ndose el problema a un sistema de ecuaciones diferenciales ordinarias. Estos me´todos
son tambie´n conocidos como me´todos de l´ıneas.
Como aplicacio´n con las funciones de escala de Daubechies se considero´ la ecuacio´n del
calor unidimensional:
ut − uxx = 0 0 < x < 1, t > 0 (4.58)
ux(0, t) = u(1, t) = 0 t > 0 (4.59)
u(x, 0) = u0(x) x ∈ (0, 1) (4.60)
la aproximacio´n en la escala j, puede expresarse de la siguiente forma:
uj(x, t) =
2j−1∑
k=2−N
αj,k(t)φN,j,k(x) (4.61)
La formulacio´n variacional en el espacio discreto consiste en hallar para cada t, uj(x, t) en
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el subespacio correspondiente a la escala j . Para la aproximacio´n de la condicio´n inicial se
considera su proyeccio´n ortogonal de u0 sobre el mismo subespacio.
Reemplazando (4.61) en la formulacio´n variacional discreta se tiene un sistema de (2j +
N − 2) ecuaciones diferenciales lineales acopladas en las inco´gnitas αj,k(t), t > 0.
2j−1∑
k=2−N
d
dt
αj,k(t)
∫ 1
0
φN,n(x)φN,k(x)dx =
2j−1∑
k=2−N
αj,k(t) (
∫ 1
0
φ′N,n(x)φ
′
N,k(x)dx+φ
′
N,k(1)φN,n(1))
(4.62)
donde ahora denotamos φN,k(x) = φN,j,k(x). La ecuacio´n algebraica:
2j−1∑
k=2−N
αj,k(t)φN,k(1) = 0 (4.63)
que corresponde a la condicio´n de borde en el extremo x = 1 es agregada a las ecuaciones
(4.62). El sistema contiene matrices de los coeficientes de conexio´n Γjd1d2k,l presentados en
el Cap´ıtulo 3, (3.15): el lado izquierdo de (4.62) corresponde a la matriz ~Γ000s y el primer
te´rmino del lado derecho a la matriz ~Γ011s .
Los coeficientes αj,k(t) correspondientes a la escala j, son fa´cilmente obtenidos mediante
rutinas esta´ndar como las de Matlab que realizan la integracio´n en el tiempo de los sistemas
de ecuaciones diferenciales algebraicas resultantes (en general, son sistemas de tipo r´ıgido o
stiff al tomar incrementos espaciales pequen˜os).
Al resolver la ecuacio´n del calor unidimensional presentada, se obtuvieron muy buenos
resultados con las funciones de escala de Daubechies de orden N = 6. Los mismos fueron
presentados en el trabajo [26] y dan lugar una perpectiva interesante en la resolucio´n de
EDPs no lineales mediante la utilizacio´n de bases wavelets.
4.4. Comentarios finales sobre FEM-Wavelets
En los ejemplos resueltos se constata la factibilidad y capacidad que tiene el uso de las
bases wavelets en el me´todo de los elementos finitos. Los resultados nume´ricos obtenidos
demuestran la buena exactitud y eficiencia al usar las funciones de escala splines y tambie´n
las funciones de escala de la familia de wavelets de Daubechies. En el caso de los problemas de
meca´nica estructural, las excelentes propiedades de estas wavelets permiten obtener buenos
resultados tanto para el caso de vigas con singularidades, como en el caso de placas finas,
resaltando, adema´s, que en estas u´ltimas evitan el bloqueo.
E´sta es un a´rea donde au´n queda mucho por investigar. En el pro´ximo cap´ıtulo se presenta
una propuesta que se desarrolla en el espacio wavelet y consiste en el disen˜o de un me´todo que
incorpora, adema´s del uso de las bases wavelets, las ventajas del Ana´lisis de Multirresolucio´n.
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Cap´ıtulo 5
Wavelets y Ecuaciones Diferenciales
II. Disen˜o de un Me´todo en el
contexto de un AMR.
En este cap´ıtulo se expone el segundo desarrollo original de esta tesis, que constituye el
aporte ma´s importante y que comprende:
Un me´todo de Galerkin Modificado, que consiste en la resolucio´n del problema varia-
cional -equivalente a un problema diferencial de segundo orden- mediante la utilizacio´n
de subespacios spline, con nivel de resolucio´n j y con especiales condiciones de borde.
Un me´todo de refinamiento de escala, mediante el uso de wavelets para pasar de la
escala j a la escala j + 1.
Disen˜o del algoritmo iterativo que incluye estimaciones de error local.
Ana´lisis del error.
Para esto, previamente planteamos el problema diferencial y la formulacio´n variacional
asociada. Luego, disen˜amos las funciones de escala y wavelets spline, asociadas a esquemas
del AMR sobre el intervalo [0, 1].
5.1. Planteo del Problema
Como caso particular de lo planteado en (3.1), consideramos el siguiente problema lineal
unidimensional de valores de contorno en el intervalo I = [0, 1]:
Lu = − u′′(x) + p(x)u′(x) + q(x)u(x) = f(x) (5.1)
u(0) = u(1) = 0
donde p(x), q(x) y f(x) son funciones continuas en I.
Luego de integrar por partes el primer te´rmino de (5.1) el problema presentado puede
asociarse con uno variacional a(u, v) = F (v) como (3.2), en el que la forma bilineal es:
a(u, v) =
∫ 1
0
u′(x)v′(x) + p(x)u′(x)v(x) + q(x)u(x)v(x)dx (5.2)
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y la forma lineal,
F (v) =
∫ 1
0
v(x)f(x)dx (5.3)
para u y v ∈ H10 (I), y funciones p(x) y q(x) tales que la forma bilineal a resulte coerciva.
Como fue mencionado en la Seccio´n 3.1 para aplicar el me´todo de Galerkin se elige
un subespacio adecuado V 0 ⊂ H10 (I), de dimensio´n finita de funciones que satisfacen las
condiciones de borde homoge´neas y en el que se buscara´ u˜ aproximacio´n de u. Pretendemos
utilizar subespacios generados por las funciones de escala splines en el contexto de un AMR.
Como nuestro problema esta´ planteado en el intervalo I debera´ adaptarse el ana´lisis de
multirresolucio´n spline definido en R al intervalo [0, 1]. Este tema fue analizado para el caso
general en la Seccio´n 2.6.
5.2. Estructuras de AMR splines en [0, 1]
En esta seccio´n disen˜amos el AMR en el intervalo [0, 1] para el caso especial de funciones
splines cu´bicas, por ser un espacio adecuado para aproximar la solucio´n del problema de
segundo orden planteado en (5.1).
Partimos de la funcio´n de escala B-spline cu´bica ϕ(x) = ϕ4(x) ya definida en la Seccio´n
2.4.1, soportada en [0, 4]. El paso en la discretizacio´n es 2−j, lo que da lugar, para j > 0
a 2j segmentos en su soporte. Entonces, para tener al menos una funcio´n de escala con su
soporte contenido propiamente en [0, 1], j debera´ cumplir la condicio´n j ≥ 2.
Denotamos ϕIj,k(x) = ϕj,kχ[0,1](x) las funciones de escala restrictas al [0, 1]. Estas fun-
ciones ϕIj,k(x), cumplen las siguientes propiedades:
tienen soporte en [2−jk, 2−j(k + 4)] y son splines en Z/2j
son interiores si 0 ≤ k ≤ 2j − 4,
son de borde si −3 ≤ k ≤ −1 y 2j − 3 ≤ k ≤ 2j − 1 (correspondientes a los bordes
izquierdo y derecho, respectivamente)
son ide´nticamente nulas si k < −3 o k > 2j − 1
Hay, en suma, 2j − 3 funciones interiores y 6 de borde, que totalizan 2j + 3 funciones no
nulas. Definimos
V̂ Ij = gen{ϕIj,k,−3 ≤ k ≤ 2j − 1}, j ≥ 2 (5.4)
V̂ Ij son subespacios de dimensio´n 2
j + 3, que definen un AMR en [0, 1]. Cada subespacio
consiste en funciones spline polinomiales de grado m = 3 con nodos en 0 ≤ k/2j ≤ 1 y
contiene polinomios de grado r ≤ 3. Ma´s au´n se tiene [78], para 0 ≤ x ≤ 1:
xr =
2j−1∑
k=−3
(
k + 2
2j
)rϕIj,k(x)
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Las funciones ϕIj,k(x) no nulas constituyen una base de Riesz de V̂
I
j [65]. La relacio´n de
doble escala simplemente es la misma que la relacio´n entre las B-splines, afectando u´nica-
mente a las funciones no nulas. Denotamos
[ϕ̂Ij ] = (ϕ
I
j,−3, ϕ
I
j,−2, ......ϕ
I
j,2j−1) (5.5)
al arreglo de dimensio´n 1×(2j+3) y Ĥj a la matriz de doble escala, de dimensio´n (2j+1+3)×
(2j + 3), tal que se verifica,
[ϕ̂Ij ] = [ϕ̂
I
j+1].Ĥj (5.6)
La matriz de doble escala, Ĥj, se obtiene a partir de la transformada de Fourier de la
relacio´n de dos escalas de la B-spline de orden m = 3 (ver Seccio´n 2.4 y [65]). Ĥj tiene una
estructura recursiva, contiene los coeficientes del filtro [h] = [1/8, 1/2, 3/4, 1/2, 1/8] y es tal
que se verifica la expresio´n (5.6). Puede verse que con j var´ıa la dimensio´n de Ĥj pero no
los elementos de la matriz. Esto se muestra en detalle en el Ape´ndice A.
La correspondiente matriz grammiana, P̂ Ij ∈ R(2j+3)×(2j+3), es
P̂ Ij = [ϕ̂
I
j ]
t · [ϕ̂Ij ] = (
〈
ϕIj,k, ϕ
I
j,n
〉
)−3≤n,k≤2j−1 (5.7)
y es importante remarcar que esta matriz puede normalizarse de modo que los autovalores
mı´nimo y ma´ximo se corresponden con las cotas marco de la base de Riesz de ϕ̂Ij [65], lo
cual mejora su nu´mero de condicio´n.
Una vez definidas las funciones de escala, para obtener las wavelets, se define el espacio
Ŵ Ij , complemento ortonormal de V̂
I
j en V̂
I
j+1,
V̂ Ij+1 = V̂
I
j ⊕ Ŵ Ij (5.8)
La dimensio´n de Ŵ Ij es 2
j. En el Ana´lisis de Multirresolucio´n descrito en la Seccio´n 2.3.4,
existe una u´nica funcio´n ψ(x) ∈ V1, centrada en x = 1/2 y soportada en [−3, 4] que genera
por traslaciones y dilataciones en Z una base de Riesz del espacio Wj (wavelet biortogonal
spline). Sin embargo, la simple restriccio´n de estas wavelets al intervalo [0, 1], no genera una
base de wavelets de Ŵ Ij [56]. Es menester un disen˜o particular, para lo cual existen diversas
variantes ([56], [59]). Una opcio´n es la siguiente:
Proposicio´n 5.1
Toda base [ψ̂Ij ] = (ψ
I
j,0, ψ
I
j,1, ......ψ
I
j,2j−1) del complemento ortogonal Ŵ
I
j , es de la forma,
[ψ̂Ij ] = [ϕ̂
I
j+1].Ĝj (5.9)
donde la matriz Ĝj de dimensio´n (2
j+1+3)×2j, j ≥ 2 es tal que sus columnas son vectores
del espacio nulo de Ĥ tj .P̂
I
j+1, de dimensio´n 2
j.
Demostracio´n:
A partir de (5.6) y (5.9), y requiriendo la condicio´n de ortogonalidad
[ϕ̂Ij ]
t · [ψ̂Ij ] = 0 (5.10)
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es posible hallar esta matriz Ĝj cuyas columnas esta´n en el nu´cleo de Ĥ
t
j .P̂
I
j+1. Se tiene,
entonces, que las componentes de [ψ̂j] esta´n en Ŵ
I
j , y forman una base de ese espacio. ¤
Disen˜amos la matriz Ĝj con estructura banda a partir de la estructura simple y recursiva
de las matrices Ĥj y P̂j+1, de modo que las wavelets interiores, esto es {ψj,k, 0 ≤ k ≤ 2j − 1}
coincidan con las wavelets biortogonales de igual soporte. En definitiva, las 6 funciones de
escala y las 6 wavelets afectadas al borde se modifican convenientemente ([59], [32]).
A partir de las matrices Ĝj y Ĥj y sus duales, pueden disen˜arse los proyectores ortogonales
[65]:
P̂ Ij : V̂
I
j+1 → V̂ Ij Q̂j : V̂ Ij+1 → Ŵ Ij (5.11)
que posibilitan el ana´lisis y la s´ıntesis cla´sicos restrictos al intervalo [0, 1]. La accio´n de estos
proyectores modifican en cada paso las condiciones de borde en V̂ Ij , por lo cual esta estructura
AMR no es consistente con el problema diferencial definido por (5.1). Esto impone modificar
este esquema AMR cla´sico para que sea capaz de preservar en cada paso las condiciones de
borde.
Definimos ahora los espacios con las funciones de escala interiores
V Ij = gen{ϕIj,k, 0 ≤ k ≤ 2j − 4}, j ≥ 2 (5.12)
de dimensio´n 2j−3 y denotamos W Ij al complemento ortogonal de V Ij en V Ij+1 que resulta de
dimensio´n 2j. Claramente V Ij ⊂ V̂ Ij y adema´s V Ij ⊂ H10 . Dado que W Ij ⊂ V Ij+1 sus elementos
son combinaciones lineales de las funciones ϕIj+1 interiores. Adema´s, se tiene que W
I
j ⊂ H10
y su codimensio´n es 2j.
En forma ana´loga denotamos las funciones de escala interiores:
[ϕIj ] = (ϕ
I
j,0, ϕ
I
j,1, ..., ϕ
I
j,2j−4) (5.13)
de dimensio´n 1× (2j − 3), Hj ∈ R(2j+1−3)×(2j−3) y
P Ij = (
〈
ϕIj , ϕ
I
j
〉
) ∈ R(2j−3)×(2j−3) (5.14)
las matrices de doble escala tales que ([ϕIj ] = [ϕ
I
j+1].Hj) y la matriz grammiana, respectiva-
mente. La construccio´n de una base de wavelets deW Ij es ana´loga a la realizada en el espacio
Ŵj y es va´lida la siguiente proposicio´n:
Proposicio´n 5.2
Toda base [ψIj ] del complemento ortogonal W
I
j , es de la forma,
[ψIj ] = [ϕ
I
j+1].Gj (5.15)
donde la matriz Gj de dimensio´n (2
j+1−3)×2j, j ≥ 2 es tal que sus columnas son vectores
del espacio nulo de H tj .P
I
j+1, de dimensio´n 2
j.
Es decir que se procede en forma ana´loga al caso anterior: Gj es obtenida a partir del
espacio nulo, pero ahora su dimensio´n es (2j+1 − 3)× 2j.
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Es importante observar que dim(W Ij ) = dim(Ŵ
I
j ) = 2
j y que las wavelets interiores
coinciden, no as´ı las de borde.
Los espacios de wavelets verifican, entonces, las relaciones siguientes:
W Ij 6⊂ Ŵ Ij , W Ij 6⊥ V̂ Ij y W Ij ⊂ V Ij+1.
Teniendo en cuenta que, para ûj ∈ V̂ Ij , es va´lida la siguiente representacio´n
ûj =
2j−1∑
k=−3
bIj,kϕ
I
j,k
= +
−1∑
k=−3
bIj,k ϕ
I
j,k +
2j−1∑
k=2j−3
bIj,k ϕ
I
j,k (5.16)
Definimos la proyeccio´n natural de V̂ Ij en V
I
j como
uj =
2j−4∑
k=0
bIj,kϕ
I
j,k (5.17)
E´sta no es una proyeccio´n ortogonal, pero satisface condiciones de borde nulas para la
funcio´n y sus derivadas, u
(i)
j (0) = u
(i)
j (1) = 0, i = 0, 1, 2. Ma´s au´n, vale
⋃
V Ij = L
2[0, 1] y
la secuencia de subespacios V Ij definen un AMR interior en [0, 1].
Observemos que para ciertas aplicaciones tambie´n pueden definirse los subespacios spline
intermedios V 0Ij que verifiquen las condiciones de borde uj(0) = uj(1) = 0, y claramente se
tiene V Ij ⊂ V 0Ij ⊂ V̂j y tales espacios son densos en H01 [0, 1] [70].
En la Figura 5.1 se muestran las splines interiores y de borde correspondientes a la escala
j = 3 (6 de borde y 5 interiores). En la Figura 5.2 se presentan para la misma escala las
wavelets construidas a partir de la Proposicio´n 5.2: las 3 wavelets de borde correspondientes
a x = 0 y 2 wavelets interiores.
Estas estructuras AMR, sus funciones de escala y sus funciones wavelets sera´n utilizadas
en el resto de este cap´ıtulo.
5.3. Me´todo de Galerkin Modificado
Si consideramos el problema variacional en V Ij , debe resolverse un sistema algebraico de
dimensio´n 2j − 3:
A4,j αj = b4,j (5.18)
donde, para 0 ≤ n, k ≤ 2j − 4,
A4,j(n, k) =
∫ 1
0
ϕ′Ij,nϕ
′I
j,kdx+ pj(n, k)
∫ 1
0
ϕ′Ij,nϕ
I
j,kdx+ qj(n, k)
∫ 1
0
ϕIj,nϕ
I
j,kdx (5.19)
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Figura 5.1: Wavelets de borde e interiores, correspondientes a las B-splines cu´bicas
y
b4,j(n) = l(ϕ
I
j,n) (5.20)
Notar que en la ecuacio´n (5.19), qj(n, k) y pj(n, k) son valores adecuados de las funciones
p(x) y q(x) elegidos en la interseccio´n no vac´ıa de los soportes de ϕIj,n y ϕ
I
j,k.
Utilizando relaciones de las B-splines descritas en (3.17) -(3.19), la expresio´n anterior
(5.19) puede simplificarse y reescribirse como:
A4,j(n, k) = 2
2jϕ′′8(4 + n− k) + 2jpj(n, k)ϕ′8(4 + n− k) + qj(n, k)ϕ8(4 + n− k) (5.21)
donde, de acuerdo a la notacio´n introducida en la Seccio´n 2.4.1, ϕ8 es la B-spline de orden
siete.
Al resolver el sistema (5.18), la solucio´n aproximada que se obtiene, uj =
∑2j−4
k=0 αjk ϕ
I
j,k,
satisface las condiciones de borde, u′j(0) = u
′′
j (0) = u
′
j(1) = u
′′
j (1) = 0. Como consecuencia
de ello, los residuos pueden ser significativos cerca de los extremos del intervalo, ya que
f(0) y f(1) pueden no ser nulos. Esto hace que la velocidad de convergencia sea baja y son
necesarias escalas muy altas para obtener buenas aproximaciones. La razo´n de esta “falla”
es que en el subespacio V Ij las funciones y sus derivadas se anulan en ambos extremos del
intervalo y entonces la aproximacio´n es pobre.
Una mejora en la velocidad de convergencia puede obtenerse si la solucio´n aproximada
se busca en el espacio ma´s amplio, V̂ Ij (5.4), de dimensio´n (2
j + 3), que incluye las splines
de borde. La primer alternativa para obtener ûj es considerar las ecuaciones variacionales en
V̂ Ij utilizando las funciones ϕ̂
I
j,k para −3 ≤ k ≤ 2j − 1. El problema que se presenta en ese
caso es que la matriz no resulta bien condicionada, y aumenta su condicionamiento con la
escala j. Esto se debe a que al restringirnos al intervalo I, el soporte que corresponde a la
interseccio´n de las splines de borde con el resto de las funciones de escala es cada vez ma´s
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Figura 5.2: Wavelets de borde e interiores, correspondientes a las B-splines cu´bicas
pequen˜o al aumentar la escala j, y las filas correspondientes a las ecuaciones que involucran
a los bordes son casi nulas. De aqu´ı surge la necesidad de disen˜ar una segunda alternativa,
utilizando ambos espacios, V Ij y V̂
I
j para construir un sistema algebraico, de cuya resolucio´n
se obtenga ûj.
Esta propuesta que denominamos Me´todo de Galerkin Modificado se describe a con-
tinuacio´n y permite obtener una mejor aproximacio´n ûj en la escala j, de la forma ûj =∑2j−1
k=−3 α̂j,kϕ
I
j,k:
Sistema algebraico: aproximacio´n en la escala j
• Ecuaciones variacionales: son las obtenidas a partir de la formulacio´n varia-
cional, considerando que la inco´gnita u esta´ en V̂ Ij mientras que la funcio´n de
prueba v esta´ en V Ij . Esto conduce a un sistema rectangular de dimensio´n (2
j −
3)× (2j + 3):
Â4,jα̂j = b̂4,j (5.22)
Los elementos de la matriz de rigidez y del vector de cargas son similares a los
que se describen en (5.19) y (5.20), con ϕIj,k en V̂
I
j .
• Ecuaciones de colocacio´n: obtenidas a partir del requerimiento que el residuo
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sea cero en los extremos del intervalo y en los puntos de colocacio´n, 2−j y 1−2−j,
u′′(0) + p(0)u′(0) + q(0)u(0) = f(0)
u′′(2−j) + p(2−j)u′(2−j) + q(2−j)u(2−j) = f(2−j)
(5.23)
u′′(1− 2−j) + p(1− 2−j)u′(1− 2−j) + q(1− 2−j)u(1− 2−j) = f(1− 2−j)
u′′(1) + p(1)u′(1) + q(1)u(1) = f(1) (5.24)
• Condiciones de borde: obtenidas del requerimiento de las condiciones que debe
cumplir la solucio´n en los extremos del intervalo,
α̂−3 ϕIj,−3(0) + α̂−2 ϕ
I
j,−2(0) + α̂1 ϕ
I
j,−1(0) = 0 (5.25)
α̂2j−3 ϕ
I
j,2j−3(1) + α̂2j−2 ϕ
I
j,2j−2(1) + α̂2j−1 ϕj,2j−1(1) = 0 (5.26)
Aproximacio´n en V̂ Ij : Resolviendo el sistema algebraico se hallan los 2
j+3 coeficientes
α̂jk y se tiene ûj.
En cuanto a las caracter´ısticas del sistema algebraico a resolver se puede verificar lo
siguiente:
Proposicio´n 5.3
La matriz Â4,j correspondiente a las ecuaciones variacionales del me´todo Galerkin Modi-
ficado, (5.22) es una matriz banda Toeplitz. Al agregarle las seis filas correspondientes a
las ecuaciones adicionales (de colocacio´n y borde) la matriz conserva buenas propiedades en
cuanto a su estructura, au´n en el caso que los coeficientes p y q en el problema (5.1) no sean
constantes.
Esto permite una resolucio´n eficiente del sistema lineal, ya que existen me´todos que
aprovechan esa estructura particular. En la Figura 5.3 se muestra la estructura de la matriz
para la escala j = 3.
5.4. Refinamiento de la solucio´n aplicando wavelets
En esta seccio´n describimos la utilizacio´n de wavelets para pasar de la escala j a la escala
j + 1.
Una vez obtenida la aproximacio´n en la escala j
ûj =
2j−1∑
k=−3
α̂j,k ϕ
I
j,k (5.27)
se quiere avanzar a la escala j+1. Una posibilidad para obtener la aproximacio´n en la escala
j + 1 es repetir el proceso ya descrito. En ese caso se obtiene la siguiente expansio´n,
ûj+1 =
2j+1−1∑
k=−3
α̂j+1,k ϕ
I
j+1,k (5.28)
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Figura 5.3: Matriz del sistema algebraico (5.22)
donde los coeficientes son solucio´n del sistema algebraico de 2j+1−3 ecuaciones variacionales
-en la escala j + 1-
〈Lûj+1, ϕIj+1,n〉 = 〈f, ϕIj+1,n〉 0 ≤ n ≤ 2(j+1) − 4 (5.29)
y las 6 ecuaciones de colocacio´n y de borde similares a las ecuaciones (5.23)-(5.24) y (5.25)-
(5.26), pero en la escala j + 1. Remarquemos que e´stas son u´nicamente las funciones de
escala interiores en V̂ Ij+1, y que esta alternativa no explota apropiadamente la estructura de
un AMR.
Una segunda opcio´n consiste en mejorar la propuesta anterior. Para ello consideramos
otra base de V̂ Ij+1 de acuerdo a lo siguiente:
ûj+1 =
−1∑
k=−3
α̂j+1,k ϕ
I
j+1,k +
2j−4∑
k=0
bIj,kϕ
I
j,k
+
2j+1−1∑
k=2j+1−3
α̂j+1,k ϕ
I
j+1,k +
2j∑
k=1
cj,kψj,k (5.30)
en donde se ha utilizado la relacio´n:
V̂ Ij+1 = V̂
I
j ⊕ Ŵ Ij (5.31)
En esta nueva base de V̂ Ij+1 las 2
j+1 − 3 ecuaciones variacionales son reemplazadas por las
siguientes:
〈Lûj+1, ϕIj,n〉 = 〈f, ϕIj,n〉 0 ≤ n ≤ 2j − 4 (5.32)
〈Lûj+1, ψIj,n〉 = 〈f, ψIj,n〉 1 ≤ n ≤ 2j (5.33)
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y las ecuaciones de borde se transforman en otras similares.
Consecuentemente, incorporando las ecuaciones adicionales, se concluye el siguiente re-
sultado:
Proposicio´n 5.4
Si en el sistema algebraico de dimensio´n 2j+1 + 3 obtenido con Galerkin Modificado corres-
pondiente a la escala j + 1 se reemplazan las ecuaciones variacionales (5.29) por (5.32) y
(5.33), se obtiene un sistema algebraico equivalente.
Teniendo en cuenta el importante resultado anterior, Proposicio´n 5.4, en lo que sigue se
utilizara´ la nueva estructura de las ecuaciones variacionales (5.32) y (5.33), lo que permi-
tira´ realizar el refinamiento de escala minimizando el nu´mero de inco´gnitas.
Para ello escribimos la aproximacio´n en el espacio V̂j+1, de la siguiente forma:
ûj+1 = ûj + [ûj+1 − ûj] = ûj + v̂j (5.34)
y consideramos para el incremento v̂j ∈ V̂j+1 la expansio´n:
v̂j =
2j+1−1∑
k=−3
γj+1,kϕ̂
I
j+1,k = [ϕ̂
I
j+1] · [γj+1] (5.35)
en la base de funciones de escala de V̂j+1.
Observacio´n 5.5: Es importante remarcar que v̂j y ûj no son ortogonales.
Primeramente exponemos el siguiente resultado:
Proposicio´n 5.6
El incremento v̂j ∈ V̂j+1 (5.35) verifica la siguiente condicio´n de ortogonalidad:
〈Lv̂j, ϕ̂Ij,n〉 = 0 0 ≤ n ≤ 2j − 4 (5.36)
(asociada a un sistema lineal homoge´neo de (2j − 3) ecuaciones y (2j+1 + 3) inco´gnitas).
Demostracio´n:
Se tiene reemplazando (5.34) en (5.32),
〈Lûj, ϕ̂Ij,n〉+ 〈Lv̂j, ϕ̂Ij,n〉 = 〈f, ϕ̂Ij,n〉 (5.37)
y de la ecuacio´n variacional de la escala j, 〈Lûj, ϕ̂Ij,n〉 = 〈f, ϕ̂Ij,n〉. ¤
Observacio´n 5.7: Es interesante observar que Lv̂j no pertenece a un espacio spline, en
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particular Lv̂j /∈ Ŵ Ij .
Teorema 5.8
(Reduccio´n del nu´mero de inco´gnitas)
Sea Dj la matriz correspondiente al producto (
〈
LϕIj,k, ϕ
I
j,n
〉
)−3≤n,k≤2j−1 y v̂j = [ϕ̂Ij+1] · [γj+1]
el incremento (5.34). Si v̂j satisface las ecuaciones (5.36), entonces existe una matriz Nj de
dimensio´n (2j+1 + 3)× (2j + 6), de estructura simple y recursiva tal que los coeficientes del
incremento en la base de funciones de escala de V̂j+1 son
[γj+1] = Nj[α̂j+1] (5.38)
Esto permite reducir la cantidad de inco´gnitas de (2j+1 + 3) a (2j + 6).
Demostracio´n:
Reemplazando (5.35) en (5.36) y teniendo en cuenta la matriz grammiana, P̂ Ij (5.7), y las
similares que surgen del operador diferencial L, se obtiene un sistema lineal homoge´neo. La
reduccio´n surge porque la dimensio´n del espacio nulo de la matriz es (2j+1 + 3)− (2j − 3) =
(2j + 6). ¤
Observacio´n 5.9: Es muy importante destacar que la cantidad de ecuaciones que se
resuelven es la mı´nima y adema´s que en el teorema anterior se supone rango ma´ximo de la
matriz Nj. Esto u´ltimo tendra´ relacio´n con la matriz Dj que depende del operador L y si el
rango de Nj no resulta ma´ximo puede haber ma´s inco´gnitas. Sin embargo, esto no altera la
reduccio´n significativa de inco´gnitas que se logra.
Finalmente, el sistema algebraico que hay que resolver para avanzar a la escala j + 1 se
presenta en el teorema que sigue:
Teorema 5.10
Una vez hallada ûj con Galerkin Modificado, con las ecuaciones (5.22)-(5.26), el incre-
mento v̂j = [γj+1] · [ϕ̂Ij+1] se obtiene en te´rminos de los coeficientes [α̂j+1] como solucio´n del
sistema algebraico proveniente de las 2j ecuaciones variacionales:
〈Lv̂j, ψj,n〉 = 〈f − Lûj, ψj,n〉 (5.39)
agregando las seis condiciones de borde.
Demostracio´n:
Reemplazando ûj+1 por la descomposicio´n (5.34) en las ecuaciones (5.33), quedan 2
j ecua-
ciones variacionales. El te´rmino que es conocido de la escala j, 〈Lûj, ψj,n〉 pasa al te´rmino
independiente. Agregando las seis condiciones de borde, escritas en las inco´gnitas [γj+1], se
obtiene el sistema algebraico a resolver para obtener los coeficientes [αj+1] de la aproximacio´n
en la escala j + 1. Luego, para hallar v̂j, se utiliza la relacio´n (5.38). ¤
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En resumen, la estructura del MRA permite obtener ûj+1 en una forma eficiente, re-
solviendo un sistema lineal de dimensio´n 2j + 6 en la escala j + 1 en el espacio V̂ Ij+1 (5.39).
5.5. Algoritmo de refinamiento iterativo
Paso 1
Se elige una escala inicial j = j0 y se hallan los coeficientes correspondientes a las fun-
ciones de escala resolviendo el sistema algebraico (5.22), se tiene ûj =
∑2j−1
k=−3 α̂j,kϕ
I
j,k
Paso 2
Se hallan los coeficientes [α̂j+1] de v̂j resolviendo el sistema (5.39)
Paso 3
Dado un umbral adecuado ² se aplica el criterio de terminacio´n siguiente: si ‖v̂j‖22 < ²,
PARAR se tiene una buena aproximacio´n, SI NO ir al paso siguiente
Paso 4
ûj+1 = ûj + v̂j,
j = j + 1 y volver a Paso 2
5.6. Error de la aproximacio´n en escala j
En esta Seccio´n se analiza el error de la aproximacio´n obtenida en la escala j con el me´todo de
Galerkin Modificado propuesto en la Seccio´n 5.3. Se debe tener en cuenta que la aproximacio´n
ûj en el espacio V̂
I
j se obtiene del sistema algebraico correspondiente al me´todo de Galerkin
Modificado (5.22) y las 6 ecuaciones adicionales una vez calculados los (2j + 3) coeficientes
α̂jk.
Dado que el desarrollo realizado para aproximar la solucio´n en la escala j no es un
problema variacional puro en el espacio V̂ Ij realizaremos una estrategia para aplicar el Lema
de Ce´a (3.4). En ese sentido, probaremos que ûj es solucio´n de un problema variacional puro
en un subespacio Û Ij de V̂
I
j especialmente definido.
Recordando que en el me´todo propuesto la diferencia esta´ en las ecuaciones adicionales
que corresponden a los extremos del intervalo, es natural suponer que el subespacio Û Ij
requerido va a estar generado por
{ϕ˜Ij,0, ϕIj,1, ϕIj,2, ......, ϕIj,N−1, ϕ˜Ij,N} (5.40)
donde N = 2j − 4, ϕIj,k, 1 ≤ k ≤ N − 1 son las bases interiores, excluyendo ϕIj,0 y ϕIj,N y
agregando nuevas funciones ϕ˜Ij,0 y ϕ˜
I
j,N en los extremos izquierdo y derecho respectivamente.
Para definir ϕ˜Ij,0 y ϕ˜
I
j,N se consideran las funciones que se utilizan en el me´todo Galerkin
Modificado, es decir ϕIj,−3, ϕ
I
j,−2, y ϕ
I
j,−1 correspondientes al extremo izquierdo y ϕ
I
j,N+1,
ϕIj,N+2 y ϕ
I
j,N+3 al extremo derecho del intervalo.
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Por simplicidad se desarrolla el ana´lisis del error so´lo en el extremo izquierdo. Es decir,
proponiendo que
ϕ˜Ij,0 = c−3ϕ
I
j,−3 + c−2ϕ
I
j,−2 + c−1ϕ
I
j,−1 + c0ϕ
I
j,0
cumpla con las cuatro condiciones siguientes:
ϕ˜Ij,0(0) = 0
Lϕ˜Ij,0(0) = f(0)
Lϕ˜Ij,0(2
−j) = f(2−j)
〈Lû− f, ϕ˜Ij,0〉 = 0 (5.41)
Es fa´cil ver que las tres primeras ecuaciones del sistema (5.41) son linealmente indepen-
dientes respecto de los coeficientes ci, y que el sistema resulta compatible. Existe entonces,
una solucio´n ϕ˜Ij,0 6= 0. La definicio´n anterior implica que ϕ˜Ij,0 ∈ H10 [0, 1], sopϕ˜Ij,0 = sopϕIj,0 =
[0, 4h], donde h = 2−j y se tendra´ adema´s que, en general, ϕI′j,0(0) 6= 0 y ϕI′′j,0(0) 6= 0. En
forma ana´loga se define ϕ˜Ij,N .
Luego, considerando el subespacio Û Ij , generado por (5.40), resulta la inclusio´n Û
I
j ⊂
V̂ Ij . Es necesario probar que ûj, que es solucio´n del sistema algebraico en el espacio V̂
I
j ,
esta´ tambie´n en Û Ij , esto es:
ûj = α˜0ϕ˜
I
j,0 +
N−1∑
k=1
α˜j,k ϕ
I
j,k + α˜N ϕ˜
I
j,N (5.42)
Teniendo en cuenta los soportes correspondientes, resulta:
Lûj(0) = α˜0Lϕ˜
I
j,0(0)
Lûj(2
−j) = α˜0Lϕ˜Ij,0(2
−j) (5.43)
Pero, de acuerdo a como fueron disen˜adas las funciones en el borde (5.41), se tiene,
Lûj(0) = f(0)
Lûj(2
−j) = f(2−j) (5.44)
y como, f(0) o f(2−j) 6= 0 se tiene que α˜0 = 1, y ana´logamente, α˜N = 1. Por lo tanto (5.42)
se reescribe
ûj = ϕ˜
I
j,0 +
N−1∑
k=1
α˜j,k ϕ
I
j,k + ϕ˜
I
j,N (5.45)
y se concluye que ûj satisface el problema variacional puro en Û
I
j :
〈Lû, ϕIj,k〉 = 〈f, ϕIj,k〉 1 ≤ k ≤ N − 1 (5.46)
recordando que para k = 0 y k = N se cumplen por disen˜o (ver (5.41)).
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El sistema algebraico se reduce entonces a
N−1∑
k=1
α˜j,k 〈L,ϕIj,kϕIj,n〉 = 〈Lû, ϕIj,n〉 − 〈ϕ˜Ij,0 + ϕ˜Ij,N , ϕIj,n〉 1 ≤ n ≤ N − 1 (5.47)
Se deduce de lo anterior que ûj ⊂ Û Ij ⊂ H10 [0, 1] ⊂ V̂ Ij y queda demostrado el siguiente
teorema fundamental:
Teorema 5.11
La aproximacio´n ûj en el espacio V̂
I
j obtenida con el me´todo de Galerkin Modificado es
solucio´n de un problema variacional puro en Û Ij .
Como consecuencia del resultado anterior es posible utilizar el Lema de Ce´a, dando lugar
a la estimacio´n del error:
Corolario 5.12
Dada la aproximacio´n ûj =
∑2j−1
k=−3 α̂j,kϕ
I
j,k obtenida a partir del sistema algebraico (5.22),
se tiene
‖u− ûj‖2bV Ij ≤
C
γ
infv∈bUIj ‖u− v‖2bV Ij (5.48)
donde C y γ son las constantes de continuidad y coercividad de la forma bilineal a.
De (5.48) se infiere que la solucio´n obtenida por Galerkin Modificado minimiza la norma
del error salvo un factor constante y converge a la solucio´n exacta al aumentar la escala j.
Una segunda estimacio´n del error puede realizarse teniendo en cuenta (5.34) y (5.35), y
normalizando se tiene que
‖v̂j‖22 ≤ Cj
2j+1−1∑
k=−3
|γj+1,k|2 (5.49)
Dado que las ϕIj,k son una base de Riesz de V̂
I
j+1 se tiene (5.49) para cierta constante Cj,
con Cj ≤ C, para todo j [65].
Tales coeficientes constituyen una expresio´n natural del error en el sentido de la norma en
L2. Ma´s au´n, dado que las ϕIj,k esta´n bien localizadas, se cuenta tambie´n con una estimacio´n
del error local, lo cual permite aplicar estrategias de mejoramiento local.
Observacio´n 5.13: Es importante notar que se tendra´n entonces estimaciones tanto
para el incremento v̂j como tambie´n para el residuo f − Lûj.
Los coeficientes wavelet de la solucio´n aproximada pueden ser obtenidos mediante el
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algoritmo de Mallat presentado en la Seccio´n 2.3.6. y tambie´n ofrecen informacio´n acerca
del error dado que resultan estimadores locales naturales del error y en escala, en particular,
en las partes no suaves de la solucio´n. Permitira´n determinar, entonces, si la aproximacio´n
obtenida es suficientemente buena o no. Consecuentemente, un esquema adaptativo podr´ıa
implementarse refinando la solucio´n en las zonas de intere´s, evitando as´ı un incremento
significativo en la cantidad de wavelets.
5.7. Ejemplos Nume´ricos
En esta seccio´n se describen los resultados nume´ricos obtenidos mediante la implementacio´n
del me´todo propuesto y descrito en la Seccio´n 5.5 para varios problemas de valores de con-
torno de segundo orden. Se consideraron en todos los casos (salvo el Ejemplo 6) problemas
no homoge´neos y con condiciones de Dirichlet nulas.
Se utilizaron las funciones de escala B-splines y las wavelets correspondientes como se
describio´ en el me´todo de Galerkin Modificado (Seccio´n 5.3) y se implemento´ el refinamiento
de la solucio´n aplicando wavelets (Seccio´n 5.4). En cada caso, se analizaron los errores de
las aproximaciones de acuerdo a las cotas presentadas en la Seccio´n 3.2.
Los tres primeros ejemplos corresponden a problemas con coeficientes constantes y solu-
ciones regulares en [0, 1]. Se utilizaron especialmente para analizar y comparar las velocidades
de convergencia al tomar los dos espacios de splines que fueron presentados en la Seccio´n
5.2: el espacio con splines interiores y el espacio que agrega las splines de borde.
En el Ejemplo 3, que es un problema con solucio´n regular y perio´dica, se comparan de los
resultados obtenidos usando las B-splines con los presentados en la bibliograf´ıa que utilizan
las funciones de escala de Daubechies.
Los Ejemplos 4 y 5 son ecuaciones diferenciales con coeficientes que son funciones de la
variable independiente y en los que la regularidad de la solucio´n exacta depende de ciertos
para´metros.
Por u´ltimo, en los Ejemplos 6 y 7 se consideraron problemas perturbados correspondientes
a las ecuaciones de conveccio´n-difusio´n y reaccio´n-difusio´n. Fueron tomados de la bibliograf´ıa
para realizar la comparacio´n de los resultados nume´ricos obtenidos.
Teniendo en cuenta las estimaciones del error presentadas en la Seccio´n 3.2, se utilizo´ para
medir los errores con respecto a la solucio´n exacta la seminorma siguiente:
‖v‖j,∞ = ma´x
k=0,1,...,2j−1
v(
k
2j
), (5.50)
Para verificar el orden de convergencia R se tiene en cuenta, entonces, que
E(j) = ‖u− uj‖j,∞ = C2−jR (5.51)
de donde se tiene, E(j)
E(j+1)
= 2R y entonces,
R = log2(E(j))− log2(E(j + 1)) (5.52)
Ejemplo 1
En primer lugar se considero´ el problema de valores de contorno,
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j ‖u− ûj‖j,∞
4 5.5× 10−6
5 3.7× 10−7
6 2.4× 10−8
7 2.0× 10−9
Tabla 5.1: Errores relativos para distintas escalas. Ejemplo 1
Lu = − u′′(x) + u′(x) + u(x) = x+ 1
u(0)=0 u(1)=0
cuya solucio´n es:
u(x) = c1e
(1−√5)/2 x + c2e(1+
√
5)/2 x + x
con
c1 = −c2 = (e(1−
√
5)/2) − e(1+
√
5/2))−1
Se obtuvieron soluciones nume´ricas en los dos espacios de B-splines, V̂ Ij y V
I
j definidos en
(5.4) y (5.12) respectivamente. Se verifico´ que la convergencia es lenta en el espacio V Ij y
que resulta ma´s ventajosa la aproximacio´n en el espacio V̂ Ij , donde se agregan las splines de
borde. Ese aspecto fue analizado en la Seccio´n 5.3.
Los o´rdenes de convergencia en los dos casos resultaron
‖u− uj‖j,∞ = O(2−2j)
en V Ij , y
‖u− ûj‖j,∞ = O(2−4j)
en V̂ Ij . Esto significa, por ejemplo, que se necesita llegar a la escala j = 10 para que el error
relativo sea inferior a 10−4 en V Ij , mientras que en el espacio V̂
I
j se alcanza con la escala
j = 3. En la Tabla 5.1 se presentan los errores obtenidos con las diferentes escalas j .
Es importante sen˜alar que si se consideraran splines de orden uno (splines lineales), es
necesario tomar la escala j = 5 para esa misma tolerancia en el error relativo. En ese caso
es importante resaltar que los espacios de splines interiores e interiores y bordes, V Ij y V̂
I
j
coinciden.
Ejemplo 2
Para el problema de valores de contorno,
Lu = − u′′(x) + pi2u(x) = 2pi2 sin(pix)
u(0)=0 u(1)=1
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j ‖u− ûj‖j,∞
4 1.2× 10−5
5 3.1× 10−7
6 1.1× 10−8
7 3.7× 10−10
8 2.5× 10−11
Tabla 5.2: Errores relativos para distintas escalas. Ejemplo 2
cuya solucio´n exacta es,
u(x) = sin(pix)
se obtuvieron resultados nume´ricos para distintas escalas que se presentan en la Tabla 5.2.
Se verifico´, como en el ejemplo anterior, que el orden de convergencia es O(2−4j).
Ejemplo 3
El problema
Lu = − u′′(x) + u(x) = (4pi2 + 1) sin(2pix)
u(0)=0 u(1)=0
que tiene solucio´n exacta,
u(x) = sin(2pix)
se presenta con los fines de realizar una comparacio´n con los publicados en el trabajo [71],
en el que se utilizaron las funciones de escala de Daubechies.
j ‖u− ûj‖j,∞ B − splines ‖u− u˜j‖j,∞ D4 ‖u− ûj‖j,∞ D6
3 4.6× 10−3 1.4× 10−3 2.9× 10−5
4 9.4× 10−6 6.4× 10−5 5.3× 10−7
5 7.1× 10−8 1.2× 10−6 1.3× 10−9
6 5.0× 10−10 2.2× 10−8 3.4× 10−12
7 3.5× 10−12 4.0× 10−10 8.3× 10−15
8 2.5× 10−14 7.4× 10−12 1.7× 10−17
9 2.46× 10−15 1.4× 10−13 8.48× 10−18
Tabla 5.3: Errores relativos para distintas escalas. Ejemplo 3
Los valores de la primer columna de la Tabla 5.3 fueron obtenidos por el me´todo pro-
puesto y se hallan comprendidos entre los valores de las columnas segunda y tercera que
corresponden a los errores obtenidos con las funciones de escala de Daubechies, de orden
N = 4 y N = 6, respectivamente. Los errores de las aproximaciones utilizando las funciones
de escala de Daubechies fueron presentados en el trabajo [71] y resultan ser de orden O(2−Nj).
Se verifican los o´rdenes de convergencia teo´ricos, relacionados con los N/2 momentos nulos
de las funciones de escala de Daubechies de orden N , aspecto que fue analizado en la Seccio´n
2.5.
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Ejemplo 4
Se analiza la familia de problemas de valores de contorno con coeficientes variables,
Lu = −u′′(x) + 2
x+λ
u′(x) + u(x) = f(x)
u(0)=0 u(1)=0
siendo f(x) la funcio´n correspondiente a la solucio´n exacta,
u(x) = c1
sin(x+ λ)
(x+ λ)
+ c2
cos(x+ λ)
(x+ λ)
+
1
(x+ λ)
donde,
c1 =
− cos(1 + λ) + cos(λ)
sin(λ) cos(1 + λ)− cos(λ) sin(1 + λ)
c2 =
− sin(λ) + sin(1 + λ)
sin(λ) cos(1 + λ)− cos(λ) sin(1 + λ)
Se observa de la expresio´n de la solucio´n exacta que para valores grandes de λ la solucio´n
es regular, mientras que resulta casi singular para valores pequen˜os de ese para´metro (tiene
alto gradiente en x = 0, pero luego es muy suave en el resto del dominio). Para el ana´lisis se
consideraron valores del para´metro 0.01 ≤ λ ≤ 5. En la Figura 5.4 se muestra la convergencia
al aumentar la escala para el valor del para´metro λ = 0.01 y en la Tabla 5.4 se presentan los
errores obtenidos para diferentes valores de λ en la escala j = 10.
0 0.5 1
−2
−1.5
−1
−0.5
0
0.5
0 0.5 1
−0.8
−0.6
−0.4
−0.2
0
0.2
0 0.5 1
−0.6
−0.4
−0.2
0
0.2
0 0.5 1
−0.6
−0.4
−0.2
0
0.2
Figura 5.4: Aproximaciones correspondientes a escalas j = 4, 6, 8, 10, λ = 0.01. Ejemplo 4
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λ ‖u− ûj‖j,∞
5 3.1× 10−10
1 4.5× 10−8
0.5 2.0× 10−7
0.01 6.7× 10−4
Tabla 5.4: Errores para distintos valores de λ, en escala j = 10. Ejemplo 4
Ejemplo 5
La funcio´n u definida por
u(x) = (1− x).(tan−1(λ(x− x0)) + tan−1(λx0))
es solucio´n del problema diferencial [13],
Lu = −(k(x)u′(x))′ = f(x)
u(0)=0 u(1)=0
donde,
k(x) =
1
λ
+ λ(x− x0)2
y
f(x) = 2(1 + λ(x− x0)(tan−1(λ(x− x0)) + tan−1(λx0))
En la Tabla 5.5 se muestran los errores para distintas escalas para valores del para´metro
λ que corresponde a una solucio´n con gradiente alto en x0. En las Figuras 5.5 y 5.6 se
muestran para las escalas j = 4 y j = 5 las aproximaciones y los errores puntuales obtenidos,
respectivamente.
j ‖u− ûj‖j,∞
5 3.8× 10−2
6 2.0× 10−2
7 4.9× 10−3
8 1.1× 10−3
9 2.9× 10−4
Tabla 5.5: Errores relativos para distintas escalas, x0 = 0.75, λ = 50. Ejemplo 5
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0 0.5 1
−0.1
0
0.1
0.2
0.3
0.4
0.5
0.6
0 0.5 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
Figura 5.5: Aproximaciones escalas j = 4 y j = 5, x0 = 0.75, λ = 50. Ejemplo 5
Ejemplo 6
El problema de conveccio´n-difusio´n,
Lu = −ε u′′(x)− u′(x) = 0
u(0)=0 u(1)=1
con solucio´n exacta,
u(x) =
1− e−x/ε
1− e−1/ε
presenta una capa l´ımite en x = 0 para valores pequen˜os del para´metro de perturbacio´n ε,
0 < ε ≤ 1.
En la Tabla 5.6 y la Figura 5.7 se muestra la convergencia de las aproximaciones au-
mentando la escala para el valor del para´metro ε = 10−3. Se realizo´ la comparacio´n con los
resultados obtenidos por el me´todo de colocacio´n con wavelets spline de Radunovic presen-
tado en el trabajo [69]. En la Figura 5.8 se muestran ambas velocidades de convergencia.
La pendiente de la recta continua indica que es ma´s ventajoso el me´todo propuesto en este
trabajo.
Ejemplo 7
Se considera, por u´ltimo, un problema que corresponde a una perturbacio´n de la ecuacio´n
de reaccio´n-difusio´n
Lu = −ε u′′(x) + u(x) = − cos2(pix)− 2εpi2 cos(2pix)
u(0)=0 u(1)=0
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0 0.5 1
−0.1
−0.05
0
0.05
0.1
0.15
x
e
rr
o
r
0 0.5 1
−0.04
−0.03
−0.02
−0.01
0
0.01
0.02
0.03
0.04
x
e
rr
o
r
Figura 5.6: Error puntual. Escalas j = 4 y j = 5, x0 = 0.75, λ = 50. Ejemplo 5
j ‖u− ûj‖j,∞
6 6.0× 10−1
7 3.6× 10−1
8 2.6× 10−1
9 1.1× 10−1
10 1.5× 10−2
Tabla 5.6: Errores relativos para distintas escalas Ejemplo 6
que tiene solucio´n exacta,
u(x) =
e(x−1)/
√
ε + e−x/
√
ε
1 + e−1/ε
− cos2(pix)
Este problema tiene una capa l´ımite en x = 0 y x = 1. En la Tabla 5.7 se muestra la
convergencia para distintos valores del para´metro ε y los resultados superan los obtenidos
con un me´todo de colocacio´n adaptativo presentados por Kumar en su trabajo [68].
En la Figura 5.9 se muestra la convergencia al aumentar la escala para ε = 2−15. Para
la escala j = 10 el error de la aproximacio´n es del orden de 10−8, alcanzando los valores
ma´ximos en ambos extremos del intervalo (ver Figura 5.10).
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0 0.1 0.2
0.5
0.6
0.7
0.8
0.9
1
1.1
1.2
1.3
1.4
0 0.1 0.2
0.5
0.6
0.7
0.8
0.9
1
1.1
1.2
1.3
1.4
0 0.1 0.2
0.5
0.6
0.7
0.8
0.9
1
1.1
1.2
1.3
1.4
Figura 5.7: Aproximaciones correspondientes a escalas j = 6, 7 y 8, ε = 10−3. Ejemplo 6
j ‖u− ûj‖j,∞, ε = 2−5 ‖u− ûj‖j,∞, ε = 2−10 ‖u− ûj‖j,∞, ε = 2−15
6 3.3× 10−5 5.9× 10−2 3.6× 10−1
7 5.8× 10−6 1.2× 10−2 2.0× 10−1
8 5.5× 10−7 1.6× 10−3 1.1× 10−1
9 4.6× 10−8 1.4× 10−4 2.9× 10−2
10 2.9× 10−9 1.1× 10−5 4.6× 10−3
Tabla 5.7: Errores relativos para distintas escalas. Ejemplo 7
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6 6.2 6.4 6.6 6.8 7 7.2 7.4 7.6 7.8 8
−11
−10
−9
−8
−7
−6
−5
−4
−3
Figura 5.8: Comparacio´n de o´rdenes de convergencia (L´ınea continua: me´todo propuesto,
punteada [69]). Ejemplo 6
0 0.2 0.4 0.6 0.8 1
−1.4
−1.2
−1
−0.8
−0.6
−0.4
−0.2
0
0.2
Figura 5.9: Aproximaciones correspondientes a escalas j = 5, 6, 7 y 8, ε = 2−15. Ejemplo 7
93
0 0.2 0.4 0.6 0.8 1
0
1
2
3
4
5
6
7
x 10−5
Figura 5.10: Error puntual, escala j = 10, ε = 2−15. Ejemplo 7
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Cap´ıtulo 6
Conclusiones
En esta tesis se han desarrollado novedosas herramientas y estrategias basadas en la trans-
formada wavelet para su aplicacio´n en la resolucio´n nume´rica de ecuaciones diferenciales,
concreta´ndose as´ı los objetivos planteados.
En el inicio, se han comprobado y explotado las ventajas algor´ıtmicas que tienen las
funciones B-splines, asociadas a te´cnicas de simulacio´n muy eficientes, en particular, que
conducen a aproximaciones con buena exactitud en subespacios de dimensio´n relativamente
baja, siendo posible combinar la suavidad y el orden de la aproximacio´n. Tambie´n, se ha
comprobado que su estructura jera´rquica y autosimilar permite el refinamiento adaptativo
y que el empleo de estas funciones, bien localizadas, conducen a sistemas algebraicos ralos
al ser implementados en esquemas del tipo Galerkin o elementos finitos.
Se han analizado y comparado tambie´n las capacidades de las funciones de escala de
Daubechies para la resolucio´n de ecuaciones diferenciales, en el contexto del me´todo de los
elementos finitos. A diferencia de las funciones B-splines, se organizan en bases ortonor-
males, pero no poseen una regularidad bien definida y los ca´lculos algebraicos asociados son
relativamente ma´s complejos.
Se ha comprobado, en suma, que ambas clases de herramientas constituyen la base
metodolo´gica apropiada de la tesis.
Los resultados obtenidos sobre esta base, y en funcio´n de los objetivos planteados, se
sintetizan a continuacio´n.
Se realizo´ un recorrido exploratorio y cr´ıtico sobre la teor´ıa ba´sica de las wavelets y la
estructura de Ana´lisis de Multirresolucio´n, en el caso general y, en particular, de las
funciones splines y las wavelets de Daubechies, enfocado hacia la implementacio´n de
los me´todos propuestos.
Se presento´ el me´todo de Galerkin describiendo el uso de las funciones wavelets spline
y las wavelets de Daubechies en el Me´todo de los Elementos Finitos. Se esclarece co´mo
es la te´cnica, sus ventajas y su posible competitividad respecto a los FEM cla´sicos.
Se resolvieron varios ejemplos de ecuaciones diferenciales, en distintas aplicaciones,
para ilustrar el empleo de las te´cnicas nume´ricas propuestas.
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En particular, se obtuvieron aproximaciones en problemas de meca´nica estructural,
como ca´lculo de vigas y de placas y en problemas de EDPs dependientes del tiempo.
Utilizando B-splines se desarrollo´ un procedimiento para aproximar la solucio´n en la
escala j planteando un sistema algebraico con ecuaciones variacionales y de colocacio´n
que se ha denominado Me´todo de Galerkin Modificado.
Se disen˜o´ un algoritmo adaptativo que permite el paso de la aproximacio´n de la solucio´n
en una escala j a una escala j + 1. En el esquema propuesto se utilizan las wavelets y
se logra reducir significativamente el costo computacional.
Se realizo´ el ana´lisis del error en la escala j. Considerando que el Me´todo de Galerkin
Modificado propuesto no es un problema variacional puro, se demuestra su convergen-
cia, mediante un esquema variacional cla´sico, equivalente.
Se verifico´ mediante la experimentacio´n nume´rica, la competitividad del me´todo desa-
rrollado. Se obtuvieron aproximaciones en problemas de valores de contorno de segundo
orden en ecuaciones diferenciales ordinarias y se realizaron comparaciones respecto a
los resultados reportados por otros autores.
Como conclusio´n general, esta tesis propone una novedosa te´cnica para el refinamiento
de las soluciones, que mejora notablemente la complejidad computacional y esta´ abierta a
futuras extensiones.
La propuesta principal, desarrollada en el Cap´ıtulo 5, combina las ventajas nume´ricas y
computacionales que proporcionan las funciones B-splines con las capacidades de las wavelets,
en el contexto de una estrategia Galerkin-variacional.
El ana´lisis en el contexto de un Ana´lisis de Multirresolucio´n spline permite aprovechar la
estructura de espacios sucesivamente refinables para interpolar las soluciones hasta alcanzar
la precisio´n deseada.
El cara´cter localizado de las funciones B-spline y wavelets permite estimar los errores
locales mediante los respectivos coeficientes. Esto posibilita implementar una estrategia de
segmentacio´n del dominio de la ecuacio´n.
Algunas l´ıneas futuras de investigacio´n abiertas son:
A partir de los desarrollos efectuados y de la estructura de refinamiento iterativo se
plantea el disen˜o de funciones elementales, o pseudo-wavelets, ortogonales en el sen-
tido de la forma bilineal. Esto puede simplificar au´n ma´s el esquema adaptativo y,
eventualmente, conectarse con las te´cnicas de vaguelets.
La investigacio´n desarrollada permite constatar que existe una atractiva perspectiva de
aplicacio´n en el amplio campo de la resolucio´n nume´rica de ecuaciones diferenciales no-
lineales. En particular, el uso de las wavelets es perfectamente aplicable para casos de
soluciones no-regulares, con comportamientos tipo shocks, oscilaciones locales o capas
l´ımites.
Esto sugiere el ana´lisis de distintos enfoques para el desarrollo de esquemas adaptativos
basados en wavelets para resolver problemas de distintas a´reas que correspondan a
EDPs no-lineales con soluciones no regulares.
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El estudio e implementacio´n en esquemas ana´logos, de otras familias de funciones
elementales, como las splines de Hermite y, en general, multi-wavelets o wavelets de
segunda generacio´n para su aplicacio´n en la resolucio´n de EDPs.
La generalizacio´n de las te´cnicas desarrolladas sobre la base de las funciones de escala
y wavelets de Daubechies y splines, en varias dimensiones.
El estudio y ana´lisis de la posibilidad de utilizacio´n de splines sobre dominios irregu-
lares.
En suma, este trabajo de tesis expone una novedosa aplicacio´n nume´rica del Ana´lisis
Armo´nico en el campo de la resolucio´n nume´rica de ecuaciones diferenciales, abierta a ulte-
riores y promisorios desarrollos.
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Ape´ndice A
Coeficientes de los filtros
Se presenta en este Ape´ndice una s´ıntesis del ca´lculo de los coeficientes del filtro para el caso
de las B-splines y de las funciones de escala de Daubechies. El desarrollo en detalle puede
encontrarse en los libros de C. Chui [65] y de D. Walnut [75].
A.1. B-splines
Para obtener los coeficientes de los filtros de las B-splines se comienza con la relacio´n de dos
escalas,
ϕm+1(2
jx) =
∞∑
k=−∞
pkϕm+1(2
j+1x− k) (A.1)
y se toma la Transformada de Fourier,
ϕ̂m+1(w) =
1
2
(
∞∑
k=−∞
pke
−ikω/2)ϕ̂m+1(ω/2) (A.2)
Como se tiene, para las B-splines, la expresio´n (2.38)
ϕ̂m+1(ω) = (
1− e−iω
iω
)m+1 (A.3)
se obtiene,
1
2
∞∑
k=−∞
pke
−ikω/2 = (
1− e−iω
iω
)m+1(
iω/2
1− e−iω/2 )
m+1
= (
1 + e−iω/2
2
)m+1
Resulta, entonces, la expresio´n (2.42)
ϕm+1(x) = 2
−m
m+1∑
k=0
(
m+ 1
k
)
ϕm+1(2x− k)
de donde los m+ 2 coeficientes no nulos del filtro son:
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pk =
{
2−m+1
(
m+1
k
)
si 0 ≤ k ≤ m+ 1
0 en otro caso
Para las splines cu´bicas, es decir para m = 3, se tiene
[h] = [1/8, 1/2, 3/4, 1/2, 1/8]
y la relacio´n entre la escala j y la escala j + 1, considerando so´lo las funciones de escala
interiores, entre los espacios V Ij y V
I
j+1 es:
[ϕj,0, ϕj,1,.....,ϕj,2j−4] = [ϕj+1,0, ϕj+1,1,.....,ϕj+1,2j+1−4].

1
8
0 0 0 .. 0
1
2
0 0 0 .. 0
3
4
1
8
.. .. .. 0
1
2
1
2
.. .. .. 0
1
8
3
4
.. .. .. 0
0 1
2
.. .. .. 1
8
0 1
8
.. .. .. 1
2
0 0 .. .. .. 3
4
0 0 .. .. 0 1
2
0 0 .. .. 0 1
8

o equivalentemente con la notacio´n introducida en la Seccio´n 5.2, [ϕIj ] = [ϕ
I
j+1].Hj. Hj es la
matriz c´ıclica anterior, de dimensio´n (2j+1 − 3)× (2j − 3) que contiene el vector [h] con los
m+ 2 coeficientes del filtro de la funcio´n de escala.
A.2. Funciones de escala de Daubechies
El filtro para la funcio´n de escala de Daubechies de orden N tiene la expresio´n,
HN(ω) =
(
1 + e−2piiω
2
)N
L(ω) (A.4)
con N ≥ 1, y L(ω) un polinomio trigonome´trico. Teniendo en cuenta que se debe cumplir la
condicio´n (2.16),
1 = |HN(ω)|2 + |HN(ω + pi)|2 (A.5)
y llamando M(ω) = |HN(ω)|2, se tiene que
M(ω) = cos2N(piω)L(ω)
donde L(ω) = |L(ω)|2 es un polinomio en cos(2piω). Es conveniente reescribir L(ω) como un
polinomio P en sin2(piω) = (1− cos(2piω)/2, entonces,
M(ω) = cos2N(piω)P (sin2(piω))
y en te´rminos de P la restriccio´n (A.5) se convierte en
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(1− y)NP (y) + yNP (1− y) = 1 (A.6)
donde y = sin2(piω) y se debe cumplir para todo y ∈ [0, 1]. Luego de utilizar el teorema de
Bezout [52], puede demostrarse que el problema es hallar un polinomio P que satisfaga (A.6)
y adema´s, P (y) ≥ 0 ∀y ∈ [0, 1] y eso puede realizarse de distintas formas [75].
Fijando N ∈ N, luego de un cambio de ı´ndices y operaciones algebraicas se obtiene lo
siguiente:
1 = (1− y)NPN−1(y) + yNPN−1(1− y) (A.7)
donde PN−1(y) es el polinomio de grado N − 1 definido por
PN−1(y) =
N−1∑
k=0
(
2N − 1
k
)
yk(1− y)N−1−k (A.8)
Resultan, entonces, para N = 1, 2, 3 y 4:
P0(y) = 1,
P1(y) = 1 + 2y,
P2(y) = 1 + 3y + 6y
2
P3(y) = 1 + 4y + 10y
2 + 20y3
Teniendo en cuenta (A.4), donde L(ω) = |L(ω)|2 = PN−1(sin2(piω)), para calcular los
coeficientes del filtro se debe factorizar PN−1(sin2(piω)) y hallar L(ω).
Para pequen˜os valores de N :
Para N = 1, como P0(y) = 1,
∣∣L(ω)∣∣2 = P0(sin2(piω) = 1, la factorizacio´n es trivial
L(ω) = 1, and HN(ω) =
(
1+e−2piiω
2
)
= 1√
2
∑
k hk e
−2piikω
Entonces
hk =
{ 1√
2
if k = 0, 1
0 en otro caso
y se recupera el sistema de Haar.
Para N = 2, como P1(y) = 1 + 2y,
|L(ω)|2 = P1(sin2(piω) = 1 + 2 sin2(piω2) = 2− cos 2piω
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Tabla A.1: Coeficientes hk para la funcio´n de escala de Daubechies D6, N = 6
hk
0.235233603892
0.570558457915
0.325182500262
-0.095467207783
-0.060416104155
0.024908749865
Se debe hallar un polinomio trigonome´trico L(ω) de la forma L(ω) = a+be−iω, a, b ∈ R
Se obtiene |L(ω)|2 = (a+ be−iω)(a+ be−iω) = a2 + b2 + 2ab cos 2piω,
luego, igualando coeficientes,
a2 + b2 = 2 y 2ab = −1 tal que (a+ b)2 = 1, and (a− b)2 = 3.
Como HN(0) = L(0) = 1, resolviendo resultan a = 1+
√
3
2
y b = 1−
√
3
2
Entonces, los coeficientes del filtro para N = 2 son
hk =

1−√3
4
√
2
if k = 0
3−√3
4
√
2
if k = 1
3+
√
3
4
√
2
if k = 2
1+
√
3
4
√
2
if k = 3
De la misma forma se calculan los seis coeficientes para N = 3, y se presentan en
la Tabla (A.1). El gra´fico de la funcio´n de escala de Daubechies, de soporte [0, 5] se
presenta en la Figura (A.1).
Para N ≥ 4, resulta complicada la forma utilizada para la resolucio´n de los coeficientes
del filtro de las funciones de escala de Daubechies. Se obtienen a partir de la te´cnica
de factorizacio´n espectral para hallar los filtros [75]. En su libro, Mallat [56] presenta
los coeficientes en tablas para varios valores de N .
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Figura A.1: Funcio´n de escala Daubechies N = 6
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Ape´ndice B
Funciones de escala de Daubechies
B.1. Ca´lculo de momentos
Una condicio´n necesaria y suficiente para tener K momentos nulos es que las trasladadas
enteras de la funcio´n de escala φN(x) interpole perfectamente polinomios de grado hasta K,
es decir, que para cada k, 0 ≤ k ≤ K existan constantes
xk =
∑
i
ciφi(x) (B.1)
Como fue mencionado en la Seccio´n 2.5.2, estos coeficientes ci estara´n dados por los
momentos,
Mki =
∫ ∞
−∞
xkφN(x− i)dx (B.2)
La funcio´n de escala φ(x) esta´ normalizada tal queM00 = 1, y por un cambio de variables
se muestra que M0i = 0 para todo i. Se calculan los momentos M
k
i (B.2) por induccio´n sobre
k: se asume se conocen M li para l < k. La relacio´n de 2 escalas da la fo´rmula,
M l0 =
∫ ∞
−∞
xlφN(x)dx =
∫ ∞
−∞
xl
N−1∑
k=0
p˜kφN(2x− k)dx
haciendo u = 2x,
M l0 = 2
−l−1
N−1∑
k=0
p˜k
∫ ∞
−∞
ulφN(u− l)du = 2−l−1(
N−1∑
k=0
p˜kM
l
k) (B.3)
Para reducir la cantidad de inco´gnitas en esta ecuacio´n, se elimina M li para i 6= 0, la
sustitucio´n u = x− k implica
M lk =
∫ ∞
−∞
xlφN(x− k)dx =
∫ ∞
−∞
(u+ k)lφ(u)du
=
l∑
s=0
l!
(l − s)!k!k
l−s
∫ ∞
−∞
usφN(u)du =
l∑
s=0
l!
(l − s)!s!k
l−skl−sM s0
(B.4)
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Sustituyendo esto en la ecuacio´n (B.3), se obtiene,
M l0 = 2
−l−1(
N−1∑
s=0
p˜sM
l
s) = 2
−l−1(
N−1∑
s=0
p˜s
l∑
r=0
l!
(l − r)!r!s
l−rM r0 )
M l0 = 2
−l−1
l−1∑
r=0
l!
(l − r)!r!M
r
0 (
N−1∑
s=0
p˜ss
l−r) + 2−l−1M l0(
N−1∑
s=0
p˜s)
M l0 = 2
−l−1
l−1∑
r=0
l!
(l − r)!r!M
r
0 (
N−1∑
s=0
p˜ss
l−r) + 2−lM l0 (B.5)
Despejando M l0, se tiene la fo´rmula
M l0 =
1
2(2l − 1)
l−1∑
r=0
l!
(l − r)!r!M
r
0 (
N−1∑
s=0
p˜ss
l−r) (B.6)
Una vez determinado el l−e´simo momentoM l0, los momentosM li de las trasladadas de φN(x)
puede obtenerse de la fo´rmula
M li =
l∑
r=0
l!
(l − r)!r!i
l−rM r0 (B.7)
y de aca´ resulta la fo´rmula expl´ıcita
M l0 =
1
2(2l − 1)
l∑
r=0
l!
(l − r)!r! i
l−r
r−1∑
t=0
r!
(r − t)!t!M
t
0
N−1∑
u=0
p˜uu
r−t (B.8)
donde quedan expresados los momentos de la funcio´n de escala en te´rminos de los momentos
’discretos’ de los coeficientes de escala.
B.2. Ca´lculo de los coeficientes de conexio´n
En esta Seccio´n se desarrolla el ca´lculo de los coeficientes de conexio´n (3.15) para el caso
de las funciones de escala de Daubechies de orden N , φN .
Se verifica fa´cilmente que la funcio´n caracter´ıstica
χ[0,1](ξ) =
{
1 si 0 ≤ ξ ≤ 1
0 en otro caso
satisface la relacio´n de 2 escalas
χ[0,1](
ξ
2
) = χ[0,1](ξ) + χ[1,2](ξ) = χ[0,1](ξ) + χ[0,1](ξ − 1) (B.9)
as´ı que, reemplazando en (3.15), se tiene:
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Γjd1d2k,l =
∫ ∞
−∞
χ[0,1](ξ)2
d1
∑
s
p˜sφ
(d1)
N (2
j+1ξ − 2k − s) 2d2
∑
t
p˜tφ
(d2)
N (2
j+1ξ − 2l− t) dξ (B.10)
donde se hizo el cambio de variables γ = 2ξ. Luego,
Γjd1d2k,l = 2
d1+d2−1
∫ ∞
−∞
χ[0,1](γ/2)
∑
s
p˜sφ
(d1)
N (2
jγ−2k− s)
∑
t
p˜tφ
(d2)
N (2
jγ−2l− t) dγ (B.11)
Γjd1d2k,l = 2
d1+d2−1∫ ∞
−∞
χ[0,1](γ) + χ[0,1](γ − 1)
∑
s
p˜sφ
(d1)
N (2
jγ − 2k − s) x
∑
t
p˜tφ
(d2)
N (2
jγ − 2l − t) dγ
Γjd1d2k,l = 2
d1+d2−1
∫ ∞
−∞
χ[0,1](γ)
∑
s,t
p˜sp˜tφ
(d1)
N (2
jγ − 2k − s) (B.12)
φ
(d2)
N (2
jγ − 2l − t) + χ[0,1](γ − 1)
∑
s,t
p˜sp˜tφ
(d1)
N (2
jγ − 2k − s) φ(d2)N (2jγ − 2l − t) dγ
El segundo te´rmino en la ecuacio´n (B.12) puede reemplazarse por
2d1+d2−1
∫ ∞
−∞
χ[0,1](ξ)
∑
s,t
p˜sp˜tφ
(d1)
N (2
jξ + 2j − 2k − s) φ(d2)N (2jξ + 2j − 2l − t) dξ
obteniendo, entonces,
Γjd1d2k,l = 2
d1+d2
∑
s,t
p˜sp˜t
∫ 1
0
φ
(d1)
N (2ξ − 2k − s) φ(d2)N (2ξ − 2l − t) dξ (B.13)
donde d = d1 + d2. Teniendo en cuenta (3.15), (B.13) puede expresarse en te´rminos de
los coeficientes de conexio´n originales [82] como
Γjd1d2k,l = 2
d−1∑
s,t
p˜sp˜t[Γ
jd1d2
2i+s,2j+t + Γ
jd1d2
2i+s−1,2j+t−1]
= 2d−1
∑
s,t
[p˜s−2ip˜t−2j + p˜s−2i+1p˜t−2j+1]Γd1d2r,s
(B.14)
o en forma matricial
~Γjd1d2 = 2d−1P ~Γjd1d2 (B.15)
donde ~Γjd1d2 es ahora un vector columna y P es una matriz con combinaciones de los coefi-
cientes wavelet.
La ecuacio´n (B.15) puede tambie´n escribirse,
(2d−1P − I)~Γjd1d2 = 0 (B.16)
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donde I es la matriz identidad y ~Γjd1d2 es una matriz de dimensio´n (2j − 1 + 2N − 2 + 1) =
(2j + 2N − 2)x(2j + 2N − 2).
Para determinar un´ıvocamente los coeficientes de conexio´n Γjd1d2i,j , deben agregarse ecua-
ciones adicionales para generar una cantidad suficiente de ecuaciones no homoge´neas.
Como se mostro´ en la Seccio´n 2.5, las funciones de escala de Daubechies de orden N
pueden representar exactamente polinomios de orden m, con 0 ≤ m ≤ N/2− 1.
xm =
∑
k
cmk φ(x− k) (B.17)
Entonces, derivando d1 veces la expansio´n (B.17) , se obtiene la expresio´n siguiente,
m(m− 1) . . . (m− (d1 − 1)) xm−d1 =
∑
k
cmk φ
(d1)(x− k) (B.18)
Adema´s, se utiliza (B.18) con n (0 ≤ n ≤ N/2−1) y d2 en lugar de m y d1, respectivamente.
Luego, multiplicando ambas ecuaciones e integrando el producto, se tiene∫ 1
0
m. . . (m− d1 + 1)n . . . (n− d2 + 1)ξm+n−ddξ =
∑
k,l
cmk c
n
l
∫ 1
0
φ
(d1)
k φ
(d2)
l dξ (B.19)
donde d = d1 + d2. O, en forma equivalente,
mn . . . (m− (d1 − 1))(n− (d2 − 1))
m+ n− d+ 1 =
∑
k,l
cmk c
n
l Γ
d1d2
k,l (B.20)
Una cantidad suficiente de ecuaciones no homoge´neas pueden obtenerse usando diferentes
valores de m y n. Agrega´ndolas a (B.16) pueden, finalmente, determinarse un´ıvocamente los
coeficientes de conexio´n. Desafortunadamente, como fue estudiado en los trabajos ([82], [81])
para valores grandes de N y d existen dificultades nume´ricas y deben utilizarse algoritmos
disen˜ados especialmente.
Ahora, los coeficientes de (3.16), primero para d1 = 0
Rj,0k =
∫ ∞
−∞
χ[0,1](ξ)ξ
0φN(2
jξ − k) dξ (B.21)
Rj,0k =
∑
i
p˜i
∫ ∞
−∞
χ[0,1]φN(2
j+1ξ − 2k − i) dξ (B.22)
Rj,0k =
1
2
∑
i
p˜i
∫ ∞
−∞
(χ[0,1](γ) + χ[0,1](γ − 1))φN(2jγ − 2k − i) dγ
Rj,0k =
1
2
∑
i
p˜i(R
j,0
2k+i +R
j,0
2k+i−2j)
donde −(2N − 2) ≤ k ≤ 2j − 1. Se obtiene, entonces,
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Rj,0k =
1
2
∑
i
(p˜i−2k + p˜i−2k+2j)R
j,0
i (B.23)
Nuevamente es necesario agregar ecuaciones no homoge´neas para que la solucio´n sea u´nica.
Integrando (B.17)
1
q + 1
=
∑
k
ckR
j,0
k (B.24)
Agregando esta ecuacio´n a (B.23) pueden hallarse Rj,0k . Ahora para d1 > 0
Rj,d1k =
∫ 1
0
ξd1φN(2
jξ − k) dξ (B.25)
Rj,d1k =
∑
i
p˜i
∫ ∞
−∞
χ[0,1](ξ)ξ
d1φN(2
j+1ξ − 2k − i) dξ (B.26)
=
1
2d1+1
∑
i
p˜i
∫ ∞
−∞
γd1(χ[0,1](γ) + χ[0,1](γ − 1))φN(2jγ − 2k − i) dγ (B.27)
=
1
2d1+1
∑
i
p˜i[R
j,d1
2k+i +
∫ ∞
−∞
γd1χ[0,1](γ − 1)φN(2jγ − 2k − i) dγ] (B.28)
=
1
2d1+1
∑
i
p˜i[R
j,d1
2k+i +
∫ ∞
−∞
χ[0,1](γ)(γ + 1)
d1)φN(2
jγ + 2j − 2k − i) dγ] (B.29)
=
1
2d1+1
∑
i
p˜i[R
j,d1
2k+i +
∑
s=0,d1
m!
(m− s)!s!R
j,d1−s
2k+i−2j ] (B.30)
(2d1+1I −B)Rj,d1k =
∑
i
p˜i−2k+2j
∑
s=0,d1
m!
(m− s)!s!R
j,d1−s
i (B.31)
donde
B =
∑
i,k
(p˜i−2k + p˜i−2k+2j) (B.32)
Resolviendo (B.31) se obtiene el vector de cargas Rj,d1 .
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Notacio´n
〈., .〉 producto interior en H
⊗ producto tensorial Seccio´n 4.2
a(·, ·) forma bilineal, Seccio´n 3.1
ai coeficientes del desplazamiento u˜ (4.4)
A˜ a´rea de la seccio´n transversal de la viga (4.2) y (4.31)
A4,j matriz rectangular ecuaciones variacionales (5.19)
Â4,j matriz rectangular ecuaciones variacionales del Me´todo Galerkin Modificado (5.23)
A constante de Riesz en la desigualdad (2.9)
Am+1 constante de Riesz para las B-splines en la desigualdad (2.36)
Ad1d2 matrices con los coeficientes de conexio´n que constituyen las matrices Kiw en (4.35)
Ad1,d2s matrices con los coeficientes de conexio´n y K
1 en (4.50)
A˜ a´rea de la seccio´n transversal de la viga Seccio´n 4.1.
b ancho de la viga, A˜ = bh
bi coeficientes del desplazamiento w˜ (4.5)
bj,k coeficientes de fj en Vj (2.71)
bIj,k coeficientes de ûj (5.31)
b4,j te´rmino independiente sistema algebraico (5.19)
b̂4,j te´rmino independiente sistema algebraico (5.23) de la forma bilineal a (3.2)
B constante de Riesz en la desigualdad (2.9)
Bm+1 constante de Riesz para las B-splines en la desigualdad (2.36)
B matriz del sistema algebraico que permite obtener el vector de cargas (3.36)
B˜ matriz de la relacio´n deformacio´n-desplazamiento (4.12)
cj,k coeficientes wavelets de ûj+1 (5.31)
ck coeficientes de las funciones de escala Seccio´n 5.6
c˜i, i = 1, 2, 3, 4 coeficientes de la solucio´n exacta Seccio´n 4.1, caso 2, (4.25)
D matriz de la relacio´n constitutiva para el problema de la viga (4.2)
D0 constante en el Modelo de Kirchhoff Seccio´n 4.2 (4.49)
Dj matriz que depende del operador diferencial L, Teorema 5.4.6
DN elementos finitos 1D con las funciones de escala φN , Seccio´n 4.1
DSCWN ı´dem 2D, Seccio´n 4.2
E mo´dulo de Young, Cap´ıtulo 4
E0I0 rigidez a flexio´n en el problema de viga Seccio´n 4.1 caso 3 (4.28)
E(j) = ‖u− uj‖j,∞ Error de la aproximacio´n en la escala j (5.51)
f te´rmino independiente del problema diferencial (3.1)
F funcional correspondiente a la formulacio´n variacional (3.2)
gk ∈ l2 coeficientes del filtro de la wavelet (2.25)
G mo´dulo de corte transversal (4.31)
G(ω) filtro de escala asociado con la wavelet ψ
Gj matriz de los coeficientes de las wavelets (5.15)
Ĝj matriz de los coeficientes de las wavelets (5.9)
h espesor de la viga Seccio´n 4.1
h = 2−j espaciado entre puntos dia´dicos de la escala j
hk coeficientes del filtro de la funcio´n de escala (2.13)
hj,k funciones de escala sistema de Haar (2.6)
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H espacio de Hilbert
H10 (I) subespacio de funciones de H
1(I) que se anulan en los extremos del intervalo
H(ω) filtro de escala asociado con la funcio´n de escala φ en un AMR (2.15)
Hm+1(ω) filtro de escala asociado con la funcio´n de escala B-spline ϕm+1
HN(ω) filtro de escala asociado con la funcio´n de escala de Daubechies φN
H, H(x− x0) es la funcio´n de Heaviside, (4.27)
Hj matriz de doble escala para las funciones B-splines
Ĥj ı´dem agregando las funciones de escala del borde ((5.6) y A.1)
I momento de inercia Cap´ıtulo 4
I0 momento de inercia en (4.27)
Ij,k intervalos dia´dicos (2.4)
j escala
Jmin escala en que comienza la sucesio´n de subespacios en un AMR en el intervalo (2.69)
k factor de correccio´n por el corte, 5
6
(4.31)
k0 constante en la expresio´n de la carga del problema de vigas caso 2, (4.25) y (4.26)
k(e) matriz de rigidez en el espacio f´ısico (4.16)
k˜(e) matriz de rigidez spline-wavelet (4.14)
k˜
(e)
ij elementos de la matriz de rigidez en el espacio wavelet (4.22)
K matriz de rigidez (3.7)
K1 matriz de rigidez modelo de placa (4.42)
Kiw, i = 1, 2, 3 componentes de la matriz de rigidez, viga de Timoshenko (4.29)
l longitud del elemento de viga
le,i longitud del elemento (i = 1, 2 en 2D) (4.50)
L operador diferencial (3.1)
L(ω) polinomio trigonome´trico (2.54)
L˜ longitud de la viga en Seccio´n (4.1), lado de la placa cuadrada Seccio´n 4.2
m+ 1 orden de B-spline, splines polinomiales de grado m (2.33) y (2.34)
N orden de la funcio´n de escala de Daubechies (N + 1 coeficientes)
Nj matriz que permite la reduccio´n de inco´gnitas (5.39)
Nh dimensio´n de Vh (3.6)
N˜ matriz con las funciones de forma Ni de las B-splines en Seccio´n 4.1
Ni funciones de forma de las B-splines (Seccio´n 4.1)
Pju es la proyeccio´n ortogonal de u sobre Vj (2.22)
P Ij matriz grammiana de las funciones de escala del espacio V
I
j , (5.14)
P̂ Ij matriz grammiana V̂
I
j , (5.7)
p(x) coeficiente en el problema de valores de contorno (5.1)
pk coeficientes de las funcio´n de escala como combinacio´n lineal de B-splines (2.52)
p˜k coeficientes de las funcio´n de escala de Daubechies, Seccio´n 3.3
q = [qx, qy]
t vector de cargas, Seccio´n 4.1
q∗(x) carga (escalar), Seccio´n 4.1
q0 constante en la expresio´n de la carga del caso 2 problemas de vigas (4.25)
Qju es la proyeccio´n ortogonal de u sobre Wj (2.23)
R vector de cargas (3.7)
Rjd1k vector de cargas (3.16)
[R](e) vector de cargas nodales en el espacio f´ısico (4.15)
[R˜](e) vector de cargas nodales en el espacio wavelet (4.15)
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R˜
(e)
i elementos del vector de cargas en el espacio wavelet del problema (4.16)
R˜ orden de convergencia para los experimentos nume´ricos, E(j) = C(2−jR˜)
S soporte de la funcio´n de escala φ(x) ∈ V0 sop(φ)=[0, S] en Seccio´n 2.6
t espesor de la placa
T matriz de la transformacio´n entre el espacio f´ısico y el espacio wavelet (4.8)
T 1 y T 2 matrices de transformacio´n para T en el caso bidimensional (4.36)
uh solucio´n del problema variacional discreto (3.3)
ui desplazamiento del nodo i en la direccio´n x en el elemento de viga (4.7)
u˜ desplazamientos en la direccio´n x Secciones 4.1 y 4.2
ûj solucio´n del sistema algebraico mixto en el espacio V̂
I
j
U vector de desplazamientos Seccio´n 4.1
UMAX solucio´n exacta del problema de viga (4.29)
Û Ij subespacio de V̂
I
j
v̂j incremento en el espacio V̂j+1 (5.35)
v˜ desplazamientos en la direccio´n y Seccio´n 4.2
‖v‖j,∞ = ma´xk=0,1,...,2j−1 v( k2j ), seminorma definida en (5.50)
V subespacio de H donde se plantea el problema variacional (3.2)
Vj subespacios cerrados de L
2(R) que constituyen un AMR (2.11)
Vh subespacio de dimensio´n finita (3.3)
V ij i = 1, 2 subespacios del AMR en 2D
V Ij subespacios de un AMR en el intervalo (2.69), (2.70) y (5.4)
V Ij subespacio se B-splines interiores
V̂ Ij subespacio se B-splines interiores y de borde
wa solucio´n exacta problema de la viga 1D (4.1)
ŵ grados de libertad en el espacio f´ısico (4.8)
wi desplazamiento del nodo i en la direccio´n transversal
wk coeficientes de la wavelet como combinacio´n lineal de B-splines (2.51)
w˜ desplazamientos en la direccio´n z Secciones 4.1 y 4.2
ŵ desplazamientos transversales en el espacio f´ısico
ŵ(e) desplazamientos nodales en el espacio f´ısico
Ŵ Ij subespacios de wavelets de dimensio´n 2
j (5.8)
Wj, complemento ortonormal de Vj en Vj+1, Wj ⊕ Vj = Vj+1
Ŵ Ij , complemento ortonormal de V̂
I
j en V̂
I
j+1
x0 punto de discontinuidad en el elemento de viga del problema del caso 3 (4.25)
α coeficientes wavelet
α̂ grados de libertad en el espacio wavelet (4.7)
αk coeficientes wavelets del desplazamiento w (4.19)
αj coeficientes wavelets del sistema (5.19)
αw coeficientes wavelets en (4.39)
αj,k(t) coeficientes en (4.61)
α˜ coeficientes wavelet problema de la viga (4.27)
α˜j,k coeficientes de ûj en (5.44)
α̂j coeficientes de ûj solucio´n de Galerkin Modificado
α̂ grados de libertad en el espacio wavelet (4.7)
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[α̂j+1] coeficientes de ûj en las funciones de escala de V̂j+1
β̂γ−1(ω) transformada de Fourier de una B-spline fraccional, Seccio´n 2.4
δ variacio´n de un operador, Cap´ıtulo 4
δm,n delta de kroneker
ε vector de deformaciones (4.3) de componentes εx y κ
² umbral del criterio de corte en el Algoritmo 5.5
φ(x) funcio´n de escala en un ana´lisis de multirresolucio´n
φN funcio´n de escala de Daubechies de orden N
φj,k(x) funciones generadas componiendo traslaciones y dilataciones de φ(x)
φ̂(ω) transformada de Fourier de φ, definida por
∫∞
−∞ φ(t)e
−2piitdt
φ̂m+1(ω) transformada de Fourier de φm+1 (2.38)
ϕm+1(x) B-spline definida en ϕ
1 y ϕ2 vectores de funciones de escala (4.33)
ϕm+1,j,k funcio´n de escala B-spline de orden m+ 1, escala j
ϕm+1,k(ξ) = ϕm+1,0,k(ξ) (4.7)
ϕIj,k(x) = ϕ4,j,kχ[0,1](x)
ϕk, k = 1, 2 vectores de funciones de escala Seccio´n 4.2
ϕ˜Ij,k(x) redefinicio´n de las funciones de escala (Seccio´n 5.6)
ϕ̂0(ω) funcio´n de ω acotada (Seccio´n 2.4.5)
[ϕIj ] vector fila de las funciones de escala de interiores de Vj+1
[ϕ̂Ij ] vector fila de las funciones de escala de V̂j+1
Λ constante de continuidad de F (3.5)
γ deformacio´n por corte transversal en el modelo de viga de Timoshenko (4.27)
[γj+1] coeficientes de v̂j en la base de V̂j+1
γ para´metro en la ecuacio´n del problema caso 3 (4.26)
ρ constante de coercividad de la forma bilineal a (3.2)
Γ frontera del dominio de definicio´n del operador L (3.1)
Γjd1d2k,l , coeficientes conexio´n d1 y d2 son los o´rdenes de las derivadas (3.15)
~Γjd1d2k,l matriz que contiene los coeficientes de conexio´n, Cap´ıtulo 4
κ curvatura de la flexio´n de la viga, Seccio´n 4.1
Λ constante de continuidad de F (3.5)
ν coeficiente de Poisson, Cap´ıtulo 4
piu el elemento del espacio Vh que interpola a u en los nodos
pib1, pib2 Funcionales de energ´ıa potencial para la viga (1D) y (2D) respectivamente
pibT Funcional de energ´ıa potencial para la viga Timoshenko
piK Funcional de energ´ıa potencial para la placa de Kirchoff
piMR Funcional de energ´ıa potencial para la placa de Mindlin-Reissner
pir polinomios de grado r
θ giro en el problema de la viga (4.27)
θi grado de libertad correspondiente al giro elemento de viga (ver Seccio´n 4.1)
θx grado de libertad correspondiente al giro con respecto al eje x
θy grado de libertad correspondiente al giro con respecto al eje y
θ̂ giro en el espacio wavelet en el problema de la viga (4.27)
ρ constante de coercividad de la forma bilineal a de (3.2)
ω variable de frecuencia
ξ es la coordenada local, 0 ≤ ξ ≤ 1, (4.4), (4.5) y (4.20)
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ψ(x) wavelet madre
ψN(x) wavelet de orden N en el AMR Daubechies
ψj,k(x) funciones generadas componiendo traslaciones y dilataciones de ψ(x) (2.24)
[ψIj ] vector de las funciones wavelets (5.10)
Ω dominio de definicio´n del operador L (3.1)
Ωe elemento finito para la placa, Seccio´n 4.2
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