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Abstract
We construct a rational integrable system (the rational top) on a coadjoint orbit of
SLN Lie group. It is described by the Lax operator with spectral parameter and classical
non-dynamical skew-symmetric r-matrix. In the case of the orbit of minimal dimension
the model is gauge equivalent to the rational Calogero-Moser (CM) system. To obtain
the results we represent the Lax operator of the CM model in two different factorized
forms – without spectral parameter (related to the spinless case) and another one with the
spectral parameter. The latter gives rise to the rational top while the first one is related to
generalized Cremmer-Gervais r-matrices. The gauge transformation relating the rational
top and CMmodel provides the classical rational version of the IRF-Vertex correspondence.
From the geometrical point of view it describes the modification of SL(N,C)-bundles over
degenerated elliptic curve. In view of the Symplectic Hecke Correspondence the rational
top is related to the rational spin CM model. Possible applications and generalizations of
the suggested construction are discussed. In particular, the obtained r-matrix defines a
class of KZB equations.
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1 IRF-Vertex and/or Symplectic Hecke correspondences
We propose the classical rational version of the IRF-Vertex (or Face-Vertex) correspondence. In the
elliptic and trigonometric cases it was found in [1] and [2] respectively. In those papers authors suggested
explicit formulae for the twists relating non-dynamical [3, 4, 5] and dynamical [6, 7] quantum R-
matrices (with spectral parameter) by representing L-operators in the factorized forms [8, 9, 10]. The
phenomenon of the IRF-Vertex correspondence [3, 11] was observed many times at different levels
[12, 13, 14, 15, 16, 17, 18]. We are motivated by geometric approach to integrable systems [19, 20],
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where the Lax operators with spectral parameter are considered as sections of some bundles over
algebraic curves. In this approach the IRF-Vertex twists are treated as modifications of bundles (or
Hecke transformations) [15]. The latter act on the Lax operator as special gauge transformations
degenerated at some point and give rise to the Symplectic Hecke Correspondence [20]. In this way
one can describe sets of integrable systems with gauge equivalent Lax representations corresponding to
different characteristic classes of bundles. In addition to both sides of the IRF-Vertex correspondence
this geometric description provides intermediate integrable models and related R-matrices [21, 22]. In
this paper we deal with the Hecke operator given by the following matrix:
Ξij(z, q¯) = (z + q¯j)
̺(i) , i, j = 1...N ,
N∑
k=1
q¯k = 0 (1.1)
(see (7.9)-(7.10)). It is the rational analogue of the Hasegawa’s elliptic twist [1]. On the other hand
it is the modification of bundles over degenerated elliptic curve. Some details of underlying geometric
construction will be given in [23].
The paper is organized as follows. In the next paragraph we give explicit formula for non-dynamical
r-matrix with spectral parameter. Next, we describe the underlying integrable system - the rational
top (paragraph 3). It is defined on a coadjoint orbit of SLN . Then we show that in the case of the
orbit of minimal dimension the defined model is gauge equivalent to CM one (paragraph 4). The result
is achieved by presenting the Lax operator in the factorized form using (1.1). Finally we give precise
relation between non-dynamical r-matrix and that of CM model (paragraph 5). Possible applications
and generalizations are discussed in paragraph 6. In particular, the obtained r-matrix defines a class
of KZB equations. Some useful formulae and details of proofs are given in appendices.
2 Classical rational r-matrix
The purpose of the paper is to describe at classical level the rational version of the IRF-Vertex corre-
spondence obtained in [1]. While the IRF side goes with the spin extension [24] of slN Calogero-Moser
model (CM) [25], the Vertex side corresponds to the rational top1. We show that the top is described
by the following non-dynamical r-matrix:
rtop(z, w) = rtop(x) =
1
Nx
N∑
i,j=1
Eij ⊗ (2.1)
[ ̺(i)∑
γ=0
xγ
(
̺(i)
γ
)
E̺−1(̺(i)−γ),j −
̺(i)∑
γ=0
xγ+N−j+1 (−1)̺(j)+N (N−j)
(
̺(i)
γ
)(
N
j−1
)
E̺−1(̺(i)−γ), N
−N
̺(i)∑
γ=0
N−j∑
s=1
δ̺(i)−j+1≤s+γx
s+γ (−1)̺(j)+s+j−1
(
̺(i)
γ
)(
s+j−2
j−1
)N−s−j+1∑
c=0
E̺−1(̺(i)−γ+c), ̺−1(s+j+c−1)
−N
̺(i)∑
γ=0
N−j∑
s=1
δ̺(i)−j+1>s+γx
s+γ (−1)̺(j)+s+j−2
(
̺(i)
γ
)(
s+j−2
j−1
) s+j−2∑
c=0
E̺−1(̺(i)−γ−c−1), ̺−1(s+j−c−2)
+
̺(i)∑
γ=0
N−j∑
s=1
xs+γ (−1)̺(j)+s+j−1
(
̺(i)
γ
)(
s+j−1
j−1
)
E̺−1(̺(i)−γ), ̺−1(s+j−1)−
δi,j
N
N∑
k=1
N−k−2∑
c=0
Ek+c, k+c+1
]
where x = z−w, {Eij} is the standard basis in glN : (Eij)ab = δiaδjb, function ̺ is defined in (7.10) and
all arguments of ̺−1 in (2.1) are not equal to N − 1 (the corresponding values of indices are skipped
in the sums).
1The title is analogues to the elliptic top [20] which appears from the Belavin-Drinfeld elliptic r-matrix [26].
A naive rational limit from the latter gives r(z, w) = P12/(z − w), where P12 is the permutation operator.
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In what follows we use δ as the standard Kronecker delta and in the form: δ(A) = 1 if A is true,
δ(A) = 0 if A is false, where A is a restriction on indices values.
For N = 2 and N = 3 (2.1) takes the form:
sl(2,C) : rtop12 (z, w) =
1
2


1/x 0 0 0
−x 0 1/x 0
−x 1/x 0 0
−x3 x x 1/x

− 14×44x , x = z − w . (2.2)
sl(3,C) : rtop12 (z, w) =
1
3


1/x 0 0 0 0 0 0 0 0
1 0 0 1/x 0 0 0 0 0
2x2 −3x 0 −3x 3 0 1/x 0 0
−1 1/x 0 0 0 0 0 0 0
2x 0 0 0 1/x 0 0 0 0
2x3 −x2 1 −3x2 0 0 1 1/x 0
−2x2 −3x 1/x −3x −3 0 0 0 0
2x3 3x2 −1 x2 0 1/x −1 0 0
2x5 3x4 −x2 −3x4 −6x3 3x x2 3x 1/x


−
19×9
9x
, (2.3)
where x = z −w. The following statement holds:
Theorem 1
1. The r-matrix (2.1) is skew-symmetric and satisfies the classical Yang-Baxter equation
[rtop12 (z, w), r
top
13 (z, u)] + [r
top
12 (z, w), r
top
23 (w, u)] + [r
top
13 (z, u), r
top
23 (w, u)] = 0 . (2.4)
2. The r-matrix (2.1) is gauge equivalent to the r-matrix of rational slN Calogero-Moser model with
the gauge transformation
g = Ξ(z, q¯)D−1(q¯) , (2.5)
where Ξ(z, q¯) is given by (1.1),
Dij(q¯) = Dij(q) = δij
∏
k 6=i
(q¯i − q¯k) (2.6)
and q¯ = (q¯1, ..., q¯N ) is the set of slN CM particles coordinates, q¯j = qj −
1
N
N∑
k=1
qk.
The proof is direct. In fact, the first part follows from the second one, and the second is precisely
described in paragraph 5. The skew-symmetry r12(z, w) = −r21(w, z) (see (3.10)) can be verified
separately.
Presumably, (2.1) is some non-trivial limit from the Belavin-Drinfeld elliptic r-matrix. The case
N = 2 (2.2) was found in [27] by considering bundles over degenerated (cuspidal) elliptic curves.
Independently, the same answer was also obtained at the level of Lax operators [28] (see also [29, 30])
using special limiting procedure starting from the elliptic case. Let us mention that in [31] the non-
dynamical slN r-matrix was obtained in a different form r(z, w) =
P12
z−w + z r
1+w r2 using approach of
[32], where P12 is the permutation operator while r
1 and r2 are some non-trivial constants. From the
results of [33] it is natural to expect that the answers (2.1) and the one from [31] are gauge equivalent.
However, this question deserves further elucidation.
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The non-dynamical form of CM r-matrix was studied in [17] (see also [18, 34, 35]) in the cases
without spectral parameters (including the rational one). Authors of [17] used gauge transformation
(2.5) with Ξ(z, q¯) replaced by the Vandermonde matrix (it was originally found in [36])
Vij(q) = q
i−1
j , i, j = 1...N . (2.7)
It was shown that the spinless CM r-matrix without spectral parameters is related to the Cremmer-
Gervais one [5]. We also discuss this case in paragraph 4.
3 Rational top
In this paper we use gl∗N -variables Sji dual to generators Eij of Lie algebra glN : (Eij)ab = δiaδbj . Then
the sl∗N -variables are naturally defined as
S¯ij = Sij −
1
N
δij trS ∈ sl
∗
N , S =
∑
i,j
EijSij ∈ glN , (3.1)
i.e. we use ”bar” in slN case. In the same manner this notation is used for canonical CM variables
(4.9)
q¯j = qj −
1
N
N∑
k=1
qk , p¯j = pj −
1
N
N∑
k=1
pk . (3.2)
Let us start with the main statement.
Theorem 2
The r-matrix (2.1) defines the classical integrable system (the rational top) on a coadjoint orbit of
SL(N,C) Lie group. The phase space is parameterized by S¯ ∈ sl∗(N,C) with the Poisson-Lie structure
{S¯ij, S¯kl} = δkjS¯il − δilS¯kj (3.3)
and fixed eigenvalues of S¯. The slN -valued Lax matrix
L¯top1 (z) = tr2(r
top
12 (z)S¯2) (3.4)
obeys
{L¯top1 (z), L¯
top
2 (w)} = [r
top
12 (z − w), L¯
top
1 (z) + L¯
top
2 (w)] (3.5)
and provides the set of integrals of motion (with respect to the Poisson structure (3.3)) as coefficients
of the spectral curve det(λ− L¯top(z)) = 0.
The proof of the theorem follows from the Yang-Baxter equation (2.4).
Explicit form of the Lax matrix (3.4) follows from (2.1) and (3.4):
L¯topij (z) =
1
Nz
× (3.6)
[ ̺(i)∑
γ=0
zγ
(
̺(i)
γ
)
S̺−1(̺(i)−γ),j −
̺(i)∑
γ=0
zγ+N−j+1 (−1)̺(j)+N (N−j)
(
̺(i)
γ
)(
N
j−1
)
S̺−1(̺(i)−γ), N
−N
̺(i)∑
γ=0
N−j∑
s=1
δ̺(i)−j+1≤s+γz
s+γ (−1)̺(j)+s+j−1
(
̺(i)
γ
)(
s+j−2
j−1
)N−s−j+1∑
c=0
S̺−1(̺(i)−γ+c), ̺−1(s+j+c−1)
−N
̺(i)∑
γ=0
N−j∑
s=1
δ̺(i)−j+1>s+γz
s+γ (−1)̺(j)+s+j−2
(
̺(i)
γ
)(
s+j−2
j−1
) s+j−2∑
c=0
S̺−1(̺(i)−γ−c−1), ̺−1(s+j−c−2)
+
̺(i)∑
γ=0
N−j∑
s=1
zs+γ (−1)̺(j)+s+j−1
(
̺(i)
γ
)(
s+j−1
j−1
)
S̺−1(̺(i)−γ), ̺−1(s+j−1)−
δi,j
N
N∑
k=1
N−k−2∑
c=0
Sk+c, k+c+1
]
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It has the following structure:
L¯top(z) =
1
Nz
S¯ +
1
N
2N−1∑
k=0
zk
k
J (S) =
1
N
2N−1∑
k=−1
zk
k
J (S) ,
−1
J (S) = S¯ , (3.7)
where the coefficients of the expansion are defined by linear constant operators on gl(N,C):
k
J (S) =
N∑
i,j=1
N∑
m,n=1
k
J ij ,mn SmnEij . (3.8)
Using these notations the r-matrix (2.1) takes the form:
r¯top(z, w) =
1
N
N∑
i,j=1
N∑
m,n=1
2N−1∑
k=−1
(z − w)k
k
J ij ,mn Eij ⊗ Enm (3.9)
The property of skew-symmetry means that
k
J ij ,mn= (−1)
k+1
k
Jmn , ij . (3.10)
For N = 2 and N = 3 (3.6) takes the form:
sl(2,C) : L¯top(z) =
1
2

 12z (S11 − S22)− zS12 1zS12
1
zS21 − z(S11 − S22)− z
3S12
1
2z (S22 − S11) + zS12

 (3.11)
sl(3,C) : L¯top(z) = (3.12)
1
3


1
z
2S11−S22−S33
3
+ S12 − 3zS23 + 2z
2S13
1
z
S12 + 3S23 − 3zS13
1
z
S13
1
z
S21 + S33 − S11 + 2zS12 − z
2S23 + 2z
3S13
1
z
2S22−S11−S33
3
− 3z2S13
1
z
S23 + S13
1
z
S31 − S32 − 3zS21 − z
2(2S11 − 3S22 + S33)
1
z
S32 − 3S21 − 3z(S11 − S33)
1
z
2S33−S11−S22
3
+2z3S12 + 3z
4S23 + 2z
5S13 +z
2S12 − 6z
3S23 − 3z
4S13 −S12 + 3zS23 + z
2S13


It follows from Theorem 2 that {tr
(
L¯top(z)
)m
, tr
(
L¯top(w)
)n
} = 0. Therefore, traces of powers of (3.6)
are the generating functions of the Hamiltonians. The coefficients behind the highest order poles are
the Casimir functions:
tr
(
L¯top(z)
)m
=
1
(Nz)m
trS¯m + ... , m = 1 ... N . (3.13)
Let us recall standard arguments for the Liouville-Arnold integrability of the models with the Lax
matrices of type (3.7). The phase space is a generic SL(N,C)-orbit. Its dimension equals N2 − N
because only eigenvalues of S¯ are fixed. It is easy to see that the number of coefficients behind the
nonnegative powers of z in the set (3.13) equals N(N + 1)/2. Indeed, expansion of (3.13) gives
1
m
tr
(
L¯top(z)
)m
=
1
zm
H topm,m +
1
zm−1
H topm,m−1 + ...+H
top
m,0 + ... , m = 1 ... N .
2 (3.14)
2In fact, all coefficients Htopm,k<0 behind positive powers of z vanish because L¯
top(z) is gauge equivalent to
spin CM model which Lax matrix has only simple pole in z and no positive powers. We prove this statement
elsewhere. It follows from this argument that
k
J (S) satisfy a set of relations like tr
(
2N−1
J (S)
2N−1
J (S)
)
= 0, . . .
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The Hamiltonians H topm,1 = 0 are trivial due to (3.10). Then the total number of the non-trivial
Hamiltonians can be computed as
N∑
k=1
k = N(N + 1)/2. Subtracting then the number of the Casimir
functions H topm,m (equal to N) we get exactly the half of dimension of the phase space. Equation (3.5)
guaranties that the coefficients are the Poisson commuting Hamiltonians, i.e. {H topi,j ,H
top
m,n} = 0. The
verifying that these Hamiltonians are independent is more complicated task. We hope to prove it in
our future publications.
The coefficients
k
J (3.8) can be found from explicit formula (3.6). This allows to compute Hamil-
tonians. For example, the quadratic Hamiltonian is generated by tr
(
L¯top(z)
)2
. It can be written
as
H top2,0 =
1
2
tr
(
0
J (S)
0
J (S)
)
+ tr
(
S¯
1
J (S)
)
. (3.15)
For N = 2
sl(2,C) : H top2,0 = −S¯11S12 . (3.16)
For N = 3
sl(3,C) : H top2,0 =
1
3
S212 − S13S21 + S23(S¯33 − S¯11) . (3.17)
The dimension of generic SL3-orbit equals 6. Hence, we need two more Hamiltonians. They are
H top3,2 =
1
27
(
S212S21 + 3S21S23S¯22 − 3S13S32S¯11 − 5S12S¯11S¯22 + S12S13S31 − 2S32S12S23
+6S¯11S23S21 − 2S12S¯
2
22 − 3S13S
2
21 + 3S31S
2
23 − 2S12S¯
2
11
)
,
H top3,0 = S¯
2
11S13 −
1
3S12S13S21 − S21S
2
23 +
1
3S23S12S¯11 +
2
3S23S12S¯22 +
2
27S
3
12 + S13S¯11S¯22 .
(3.18)
We will describe some details of equations of motion and Lax pairs (M -operators) in [23].
4 Factorized L-operators and Calogero-Moser model
Theorem 3
In the case when the coadjoint orbit is of minimal dimension
O¯min : Spec(S¯) = (ν, ..., ν,−(N − 1)ν) , dim O¯min = 2N − 2 (4.1)
the Lax operator (3.4) is gauge equivalent to the Lax operator of the rational Calogero-Moser model
with the coupling constant ν. The gauge transformation is given by SLN -analogue of (2.5)
g¯ = Ξ¯(z, q¯)D−1(q¯) , Ξ¯(z, q¯) = Ξ(z, q¯)
1
(detΞ(z, q¯))1/N
. (4.2)
It provides the following change of variables for the case (4.1):
S¯ij(p¯, q¯, ν) = N Res
z=0
L¯topij (z) = (−1)
̺(j)
N∑
m=1
q¯
̺(i)
m p¯m − ν ∂q¯m q¯
̺(i)
m∏
k 6=m
(q¯m − q¯k)
σ̺(j)(q¯) + ν δij , (4.3)
where σk(q¯) are the elementary symmetric functions (7.19)-(7.21).
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Minimal orbit. Again, it is convenient to start with glN case. Consider the coadjoint orbit of GLN
of minimal dimension, i.e. let
Omin : Spec(S) = (0, ..., 0,−Nν) , dimOmin = 2N − 2 (4.4)
It means that S is represented as a product of vector by covector
S = αT × β or Sij = αi βj . (4.5)
The Poisson brackets
{Sij , Skl} = δkjSil − δilSkj . (4.6)
are realized via the Poisson brackets between components of α and β. They are given by bivector
{αi, βj} (while {αi, αj} = {βi, βj} = 0) which is N×N matrix
‖ {αi, βj} ‖=


−1 0 0 ... 0 0
0 −1 0 ... 0 0
...
...
...
...
...
...
0 0 0 ... −1 0
β1 β2 ... βN−2 βN−1 0

 (4.7)
It differs from the (anti)canonical one −1N×N by non-trivial row {αN , βj}. The latter comes from
the Poisson (Dirac) reduction generated by constrains
N∑
k=1
αkβk = −νN and βN = 1. The reduction
reduces the rank of the Poisson structure by one and makes it equal to the half of dimension of the
phase space (4.4). The similar description for SLN -orbit appears simply from (3.1).
The proof of Theorem 3 is based on the factorized form of the Lax matrix of Calogero-Moser model
(CM).
Rational CM without spectral parameter. Let pi and qi, i = 1...N are canonically conjugated
momenta and coordinates of CM particles
{pi, qj} = δij , {pi, pj} = {qi, qj} = 0 (4.8)
and
q¯i = qi −
1
N
N∑
k=1
qk , p¯i = pi −
1
N
N∑
k=1
pk . (4.9)
are those in the center of mass frame. The Lax matrix in the slN case with the coupling constant ν
can be written as follows:
LCMij = δij

p¯i − ν N∑
k 6=i
1
qi − qk

+ (1− δij) ν
qi − qj
(4.10)
It differs from the custom one by the canonical map
pi → pi + a
N∑
k 6=i
1
qi − qk
= pi + ∂j log detV
a (4.11)
with the constant a = −ν. It can be verified directly (see [23]) that the Lax matrix (4.10) is represented
in the following form:
LCM = P¯ − ν g−10 ∂zg0 , g0 = g0(z, q¯) = V D
−1 (4.12)
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where
P¯ij = δij p¯i , Dij = δij
∏
k 6=i
(qi − qk) , (4.13)
Vij = Vij(z, q¯) = (z + q¯j)
i−1 . (4.14)
Equivalently,
LCM = P¯ − νDV −1C0V D
−1 , (4.15)
(C0)ij =
{
j , i = j + 1 , i = 2 , ... , N,
0 , otherwise
(4.16)
since ∂zV = C0V . In spite of the fact that matrix V (4.14) depends on z explicitly, the Lax matrix
(4.10) is independent of z. It happens because
V (z, q¯) = B(z)V (0, q¯) , Bij(z) = δi≥j
(
i− 1
j − 1
)
zi−j , B(z) = ezC0 . (4.17)
Therefore,
B−1(z) = B(−z) , B−1(z)∂zB(z) = C0 . (4.18)
Rational CM with spectral parameter. In this case the Lax matrix is given by naive rational
limit from the elliptic one suggested in [37]. In glN case it can be written as
LCMij (z) = δij

pi − ν N∑
k 6=i
1
qi − qk

+ (1− δij) ν
qi − qj
−
1
N
ν
z
= LCMij −
1
N
ν
z
. (4.19)
The diagonal part here also differs from the custom one by the canonical map (4.11). In the slN case
we have
L¯CMij (z) = δij

p¯i − ν N∑
k 6=i
1
qi − qk

+ (1− δij)
(
ν
qi − qj
−
1
N
ν
z
)
. (4.20)
Similarly to (4.12) the Lax matrices are presented in the forms:
LCM(z) = P − ν g−1∂zg , g = Ξ(z, q¯)D
−1(q¯) (4.21)
with D is from (4.13) and Ξ is from (1.1) or (7.9) (c.f. (2.5)). And
L¯CM(z) = P¯ − ν g¯−1∂z g¯ , (4.22)
where g¯ is from (4.2).
Hecke transformation acts on (4.22) in a very simple way – by gauge transformation (see [20]):
L¯CM(z) −→ g¯(z) L¯CM(z) g¯−1(z) = g¯(z) P¯ g¯−1(z)− ν ∂z g¯(z) g¯
−1(z) = (4.23)
= Ξ¯(z) P¯ Ξ¯−1(z)− ν ∂zΞ¯(z) Ξ¯
−1(z)
The statement of the Theorem 3 is that this matrix coincides with (3.6) in the case (4.1) with the
change of variables (4.3):
L¯top(z)
∣∣
Omin
(4.3)
= g¯(z) L¯CM(z) g¯−1(z) . (4.24)
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The proof is similar to the one of Theorem 4 which is given in Appendix B. Let us just mention that the
residue of (4.24) is easily calculated via (7.23). For variables (4.5) it gives the following ”bosonization”
formulae3:
αi =
N∑
m=1
q¯
̺(i)
m pm − ν ̺(i) q¯
̺(i)−1
m∏
k 6=m
(q¯m − q¯k)
, βj = (−1)
̺(j) σ̺(j)(q¯1, q¯2, ..., q¯N ) . (4.25)
One can verify that the Poisson bivector (4.7) is reproduced via the canonical Poisson brackets (4.8).
Then (c.f.(4.3))
Sij(p¯, q¯, ν) = αiβj = (−1)
̺(j)
N∑
m=1
q¯
̺(i)
m p¯m − ν ∂q¯m q¯
̺(i)
m∏
k 6=m
(q¯m − q¯k)
σ̺(j)(q¯) . (4.26)
The obtained bosonization formulae (4.3) are naturally generalized to the case of differential operators.
Replace the momenta pm in (4.3) as pm → ~∂qm. Then the corresponding differential operators Sˆij
commute as generators of the Lie algebra glN : [Sˆij , Sˆkl] = ~
(
δkj Sˆil − δilSˆkj
)
. In the elliptic case when
the matrix Ξ is given as in (6.4) this type formulae were obtained in [1].
Cremmer-Gervais top. Let us perform a similar gauge transformation in the case of CM without
spectral parameter (4.12)-(4.14):
LCM −→ g0(z)L
CMg−10 (z) = L
CG(z) = V (z, q¯)P¯ V −1(z, q¯)− ν ∂zV (z, q¯)V
−1(z, q¯) . (4.27)
Using (4.17)-(4.18) we see that
LCG(z) = V (z, q¯)P¯ V −1(z, q¯)− ν C0 = B(z)L
CG(0)B−1(z) , (4.28)
LCG(0) = V (0, q¯)P¯ V −1(0, q¯)− ν C0 . (4.29)
It means that the spectral parameter is fictive here, and can be gauged away by non-dynamical gauge
transformation B(z). The latter reflects the fact that initial model (CM) describes only N − 1 degrees
of freedom. It appears that the Lax matrix (4.29) can be also written in terms of gl∗N variables Sij
(4.26).
Theorem 4 The Lax matrix (4.29) can be written in terms of gl∗N -variables Sab (4.26) as follows:
LCGij (0) = δj≥ i−1
N−j∑
c=0
(
S̺−1(i+c−1), ̺−1(j+c) − δj, i−1
1
N
N∑
l=1
Sll
)
−δj<i−1
j−1∑
c=0
S̺−1(i−c−2), ̺−1(j−c−1) − δi,j
1
N
N∑
k=1
N−k−2∑
c=0
Sk+c, k+c+1 ,
(4.30)
where ̺−1 is the inverse of ̺ (7.10) and the sum is taken over all indices for which ̺−1 is defined (i.e.
when its arguments are not equal to N − 1).
The proof is achieved by substitution of (4.26) into (4.29). It is given in Appendix B.
This kind of result was obtained in [17] at the level of r-matrices. The obtained non-dynamical
r-matrix was shown to be the Cremmer-Gervais one [5]. This is why we call the obtained model as
the Cremmer-Gervais top. Conjugating by B(z) (4.17) we get LCG(z) which is related to Jordanian
3In quantum case one can quantize the Poisson brackets (4.5)-(4.7) as αj → ~∂βj .
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(generalized) R-matrices of Cremmer-Gervais type [38, 18] (see also [39]). Notice that its Hamiltonians
coincide with subset of rational top Hamiltonians (3.14):
HCGk =
1
k
tr (LCG)k = H topk,0 , k = 1...N . (4.31)
This is due to (4.19). However, this model has only N − 1 independent Hamiltonians. It corresponds
to the minimal orbit case (4.1), while the rational top has more Hamiltonians and describes generic
orbit.
Let us give examples (4.30) for N = 2 and N = 3:
sl(2,C) : LCG(0) =

 0 S12
−S¯11 0

 (4.32)
sl(3,C) : LCG(0) =


2
3S12 S23 S13
−S¯11 −
1
3S12 S23
−S21 S¯33 −
1
3S12

 (4.33)
5 Rational classical IRF-Vertex correspondence
Let us make precise assertion of the second part of Theorem 1. Recall that the classical r-matrix
structure for the rational Calogero-Moser model is given as follows [40, 41]:
{LCM1 (z), L
CM
2 (w)} = [r
CM
12 (z, w), L
CM
1 (z)]− [r
CM
21 (w, z), L
CM
2 (w)] . (5.1)
rCM12 (z, w) = r
0
12(z, w) +
1
Nw
∑
i
Eii ⊗Eii +
∑
i 6=j
(
1
qi − qj
+
1
Nw
)
Eii ⊗ Eji , (5.2)
where r012 is the r-matrix of the spin Calogero model:
r012(z, w) =
1
N
1
z − w
∑
i,j
Eij ⊗ Eji −
∑
i 6=j
1
qi − qj
Eij ⊗ Eji . (5.3)
Using notation (see (4.20))
lCMij (z) ≡
(
DΞ−1∂zΞD
−1
)
ij
= δij

 1
Nz
+
N∑
k 6=i
1
qi − qk

− (1− δij)
(
1
qi − qj
−
1
Nz
)
, (5.4)
we have
rCM12 (z, w) =
1
N
1
z − w
z
w
∑
i
Eii ⊗ Eii +
∑
i 6=j
lCMij (z − w)Eij ⊗ Eji + l
CM
ij (w)Ejj ⊗ Eij (5.5)
For our purposes we need
r¯CM12 (z, w) = r
CM
12 (z, w) −
1
N
1⊗ lCM(w)−
1
N2
1
z − w
1⊗ 1 , (5.6)
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which also satisfies (5.1). The latter redefinition can be obtained by going to slN -valued generators
together with simple dynamical twist r → r + δr, δr =
N∑
i=1
∂i logD ⊗ Eii with D from (4.13) (see e.g.
Lemma 1 in [42]). The non-dynamical r-matrix appears via the gauge transformation (4.21). It gives
rtop12 (z, w) = g1(z)g2(w)
(
r¯CM12 (z, w) + g
−1
1 (z){g1(z), L
CM
2 (w)}
)
g−11 (z)g
−1
2 (w) , (5.7)
where the second term is easily computed:
g−11 (z){g1(z), L
CM
2 (w)} =
1
N
lCM(z)⊗ 1−
1
Nz
1⊗ 1 +
∑
i,j
(Eii − Eij)⊗ Ejj l
CM
ij (z) . (5.8)
After cumbersome calculations one can get the resultant r-matrix (2.1). We will give the proof of the
statement at quantum level in our next paper.
6 Applications and remarks
• Having non-dynamical skew-symmetric r-matrix such that r(z, w) = r(z −w) one can naturally
define the Knizhnik-Zamolodchikov-Bernard (KZB) equations [43]. Consider tensor product
V ⊗n of n slN -modules. The r(z, w)-matrix acts on V
⊗2. Let rab(za, zb) acts on a-th and b-th
components of V ⊗n. Then the KZB equations for conformal block ψ are defined as
∇aψ = 0 , ∇a = ∂za +
∑
c 6=a
rac(za, zc) , a = 1, ..., n . (6.1)
Equations (6.1) are compatible ([∇a,∇b] = 0) due to the classical Yang-Baxter equation (2.4).
The r-matrix (2.1) satisfies the above mentioned conditions (it is skew-symmetric and r(z, w) =
r(z − w)). Therefore, the KZB equations with r-matrix (2.1) are well defined.
• The KZB equations (6.1) are known to describe quantization of the Schlesinger system [44].
At the level of classical mechanics it is easy to construct generalizations of the rational top of
Gaudin-Schlesinger type. Let the phase space be a direct product of n coadjoint orbits, i.e. we
have the variables S¯a, a = 1, ..., n with the Poisson structure be a direct sum of (4.6):
{Saij , S
b
kl} = δ
ab
(
δkjS
a
il − δilS
a
kj
)
. (6.2)
The Lax operator of the Gaudin model is constructed via the one of the rational top (3.6):
LGaudin(z) =
n∑
a=1
Ltop(z − za, S
a) . (6.3)
It also satisfies the classical exchange relations (3.5), and hence defines an integrable system.
It differs from the standard rational Gaudin model and provides an alternative limit from the
elliptic Gaudin model [45]. Similarly, the Schlesinger type model appears by replacing (6.3)
with the connection along the curve ∂z + L
Gaudin(z). It leads to alternative rational limit of the
elliptic Schlesinger system [46]. We are going to describe these models in details in our future
publications. It is interesting to compare the models with those considered in [47] for sl2 case
using non-dynamical r-matrices [48].
• In trigonometric case the R-matrix is known at quantum level from [2], where the trigonometric
analogue of Ξ (1.1) was found. The analogue of (4.12) is known as well [49, 7, 5]:
Vij(x) = e
(i−1)xj ; Dij = δij
∏
k 6=i
(eq¯i − eq¯k); Ξij(x) =


e(i−1)xj , i = 1 , ... , N − 1 ,
e(N−1)xj + (−1)Ne−xj , i=N ,
(6.4)
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where xj = q¯j + z. In elliptic case the spectral parameter is crucially important. The elliptic Ξ
was found in [1] at quantum level:
Ξij(z,q |τ) = θ
[
i
N −
1
2
N
2
]
(z −Nq¯j, Nτ) , Dij = δij
∏
k 6=i
ϑ(qi − qk) . (6.5)
• As we mentioned the rational top is actually not a rational model but rather degenerated elliptic
one [28]. It is defined on the bundle over the curve y2 = z3 [27]. We hope our results may
shed light on possible elliptic generalizations of the recently investigated dualities in integrable
systems [50, 51].
• While the CMmodels possess relativistic generalization after Ruijsenaars [52], the top-like models
have also (group) extensions of this type [53]. These type of models can be described explicitly
using the factorized form of L-operators. In the group case we have the following representations
without and with spectral parameter for the Ruijsenaars-Schneider models:
LRS = g−10 (z)g0(z − νη) e
ηP , LRS(z) = g−1(z)g(z − νη) eηP (6.6)
with g0 or g given by (4.12), (4.21) and (6.4)-(6.5). Here η is the inverse light speed.
• It is an interesting question – for which g the expression (6.6) gives Lax matrix of an integrable
model? A general answer is that the Ξ(z) matrix should be modification of underlying bundle.
We hope to clarify this question in [23].
• The structure of q¯-argument of Ξ(z, q¯) is naturally formulated in terms of AN−1 root system and
corresponding fundamental weights. Therefore, one can await extensions to other roots systems
of simple Lie algebras. Presumably, the r-matrix is the same (in accordance with [36]) while the
r-matrix structure can be of reflection type.
• Consideration of concrete examples (2.2), (2.3) of (2.1) show some cancellations in the com-
plicated expression (2.1). We hope that the obtained answer for the classical r-matrix can be
written in a compact form.
Acknowledgments. We are grateful to A. Levin and M. Olshanetsky for useful discussions and
remarks. The work was partially supported by RFBR grant 12-02-00594 and by leading young scientific
groups RFBR 12-01-33071 mol a ved. The work of G.A. and A.Z. was also supported by the D. Zimin’s
fund ”Dynasty”. The work of A.Z. was also supported by the Program of RAS ”Basic Problems of the
Nonlinear Dynamics in Mathematical and Physical Sciences”.
7 Appendix A: rational modification
Here we collect some simple algebraic facts related to matrix (1.1). We start with
Vandermonde matrix
Vij(x) = x
i−1
j i, j = 1, ..., N . (7.1)
It has the following determinant
detV =
∏
1≥i>j≥N
(xi − xj) (7.2)
and inverse
V −1kl =
1
(l − 1)!
∂l−1µ
N∏
s 6=k
µ− xs
xk − xs
∣∣∣∣∣∣
µ=0
. (7.3)
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The latter formula can be easily obtained by considering the set of polynomials of degree N − 1:
fk(ζ) = fk(ζ, x1, ..., xN ) =
N∏
s 6=k
ζ − xs
xk − xs
, k = 1, ..., N . (7.4)
From obvious property
fk(xj) = δkj =
N∑
l=1
V −1kl x
l−1
j (7.5)
and the Taylor expansion
fk(ζ) =
N∑
l=1
1
(l − 1)!
∂ l−1µ
N∏
s 6=k
µ− xs
xk − xs
∣∣∣∣∣∣
µ=0
ζ l−1 (7.6)
we get (7.3) as
V −1kl =
1
(l − 1)!
∂ l−1µ fk(µ)
∣∣∣∣
µ=0
. (7.7)
Multiplying (7.5) by ζk−1 and summing up over k we come to identity:
N∑
k=1
xm−1k fk(ζ) = ζ
m−1 , m = 1, ..., N . (7.8)
Ξ matrix is the main object:
Ξ(z, q¯) =


1 1 ... 1
z + q¯1 z + q¯2 ... z + q¯N
...
...
...
...
(z + q¯1)
N−2 (z + q¯2)
N−2 ... (z + q¯N )
N−2
(z + q¯1)
N (z + q¯2)
N ... (z + q¯N )
N


(7.9)
Using function
̺(i) =


i− 1 for 1 ≤ i ≤ N − 1,
i for i = N.
̺−1(i) =


i+ 1 for 0 ≤ i ≤ N − 2,
i for i = N.
(7.10)
it takes the form (1.1). Consider
Ξij(x) = x
̺(i)
j . (7.11)
The determinant equals
det Ξ(x) = detV (x)
N∑
s=1
xs =
(
N∑
s=1
xs
) ∏
1≥i>j≥N
(xi − xj) . (7.12)
In order to get (7.12) consider N+1×N+1 Vandermonde matrix
N+1
V (depending on N+1 variables).
The matrix Ξ is obtained from
N+1
V by deleting the N -th row and N+1-th column. Therefore,
detΞ = (−1)2N+1
[(
N+1
V
)−1]
N+1,N
det
N+1
V (7.13)
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Substituting here (7.2) and (7.3) taken for N := N+1 we get (7.12).
Consider the set of polynomials of degree N :
hk(ζ) =

1 + ζ − xkN∑
s=1
xs


N∏
s 6=k
ζ − xs
xk − xs
=
ζ − x′k
xk − x
′
k
N∏
s 6=k
ζ − xs
xk − xs
, x′k = −
∑
s 6=k
xs . (7.14)
From (7.5) we have
hk(xj) = δkj . (7.15)
The analogues of (7.6)-(7.7) are easily obtained:
Ξ−1ij (x) =
1
̺(j)!
∂
̺(j)
ζ hi(ζ,x)
∣∣∣∣
ζ=0
. (7.16)
or
N∑
j=1
Ξ−1ij (x) ζ
̺(j) = hi(ζ,x) . (7.17)
The analogue of (7.8) reads as follows:
N∑
k=1
xmk hk(ζ) = ζ
m +
N∏
i=1
(ζ − xi)
N∑
i=1
xi
δm,N−1 , m = 1, ..., N .
4 (7.18)
It is also convenient to use the elementary symmetric functions. They appear from the expansion
H(ζ,x) =
N∏
k=1
(ζ − xk) =
N∑
k=0
(−1)kζkσk(x1, ..., xN ) (7.19)
or
σN−d(x) = (−1)
N
∑
1≤i1<i2...<id≤N
xi1xi2 ...xid , d = 0, ..., N (7.20)
In the same way define the set
k
σs (x) by
−
N∏
m6=k
(ζ − xm) = ∂kH(ζ,x) =
N−1∑
s=0
(−1)sζs
k
σs (x) . (7.21)
In this notation
V −1kj (x) = (−1)
j
k
σj−1 (x)
N∏
s 6=k
(xk − xs)
.
(7.22)
Set also
k
σN (x) =
k
σ−1 (x) = 0. Since hk(ζ,x) = −
(
ζ−x′
k
xk−x
′
k
N∏
s 6=k
1
xk−xs
)
∂xkH(ζ,x), then
Ξ−1kj (x) = (−1)
̺(j) 1
(
N∑
s=1
xs)
N∏
s 6=k
(xk − xs)
(
k
σ̺(j)−1 (x) + x
′
k
k
σ̺(j) (x)
)
.
(7.23)
4Notice that the second term in the r.h.s. vanishes for m = ̺(m′).
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The following set of identities holds:
xk
k
σ0 (x) = σ0(x) ,
...
k
σj−1 (x) + xk
k
σj (x) = σj(x) , ∀ k and j = 1...N − 1 ,
...
k
σN−1 (x) = σN (x) .
(7.24)
Hence,
Ξ−1kj (x) = (−1)
̺(j) σ̺(j)(x)
(
N∑
s=1
xs)
N∏
s 6=k
(xk − xs)
− (−1)̺(j)
k
σ̺(j) (x)
N∏
s 6=k
(xk − xs)
, ∀ k, j .
(7.25)
Equations (7.24) can be considered as linear system for expressing
k
σi in terms of σj. It can be done in
two ways – using expansion in positive powers of xk
m
σj (x) =
N−j−1∑
c=0
(−xm)
cσj+1+c(x) or
m
σj (x) =
N∑
c=j+1
(−xm)
c−j−1σc(x) (7.26)
or in negative powers
m
σj (x) = −
j∑
c=0
(−xm)
−1−cσj−c(x) . (7.27)
In terms of the symmetric functions the inverse of Ξ(z, q¯) (7.9) has the following form:
Ξ−1mj(z,q) =
1
Nz
(−1)̺(j)
N∏
r 6=m
(qm − qr)
(
σ̺(j)(q¯) +
N−j∑
s=1
zs
[
σs+j−1(q¯)
(
s+ j − 1
j − 1
)
−N
m
σs+j−2 (q¯)
(
s+ j − 2
j − 1
)]
− (N − j) zN−j+1
m
σN−1 (q¯)
(
N
j − 1
))
.
(7.28)
8 Appendix B: proof of Theorem 4
Let us start with the case ν = 0. Substitution of V −1 (7.22) into (4.27) gives
LCGij (ν = 0) =
N∑
m=1
(−1)j q¯ i−1m
p¯m
N∏
s 6=m
(qm − qs)
m
σj−1 (q¯) (8.1)
In order to represent it as some linear combination of Sab (4.3) we use (7.26) or (7.27). The choice
between these two possibilities comes from the requirement to have the power of q¯ in the interval 0...N :
LCGij (ν = 0) =


N∑
m=1
N−j∑
c=0
(−1)j+c q¯ i+c−1m
p¯m
N∏
s6=m
(qm−qs)
σj+c(q¯) , j ≥ i− 1 ,
−
N∑
m=1
j−1∑
c=0
(−1)j−c−1 q¯ i−c−2m
p¯m
N∏
s6=m
(qm−qs)
σj−c−1(q¯) , j < i− 1 ,
(8.2)
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In formula (4.3) the index of σ(q¯) as well as the power of q¯ is an image of ρ-function. Therefore,
we should exclude somehow the terms corresponding to the indices N − 1 (they have no preimages).
Dropping of terms with σN−1(q¯) does not change the sum since σN−1(q¯) = 0. This gives (1−δc,N−j−1)
in the upper line of (4.30) and (1− δj−c,N) in the lower one. The exclusion of terms with q¯
N−1 is not so
simple. These terms exist in the upper line of (8.2) for j = i− 1 and j = i. In the case j = i− 1, q¯N−1
is set to zero since it is multiplied by σN−1(q¯) = 0. In the case j = i all such terms are equal to each
other for all i (with c = N − i in the sum), i.e. the terms with q¯N−1 form the scalar matrix with the
same diagonal elements value
N∑
m=0
(−1)N q¯N−1m
p¯m
N∏
s6=m
(qm−qs)
σN (q¯). Since trP¯ = 0 then trL
CG(ν = 0) = 0.
Thus, the sum of the unwanted term with the rest of the sum should be traceless. This condition allows
to compute the unwanted term:
N∑
m=1
(−1)N q¯N−1m
p¯mσN (q¯)
N∏
s 6=m
(qm − qs)
=−
1
N
N∑
m=1
N∑
i=1
N−i−2∑
c=0
(−1)i+c q¯ i+c−1m
p¯mσi+c(q¯)
N∏
s 6=m
(qm − qs)
.
(8.3)
It provides the last one summand in (4.30):
−δi,j
1
N
N∑
k=1
N−k−2∑
c=0
S̺−1(k+c−1), ̺−1(k+c) = −δi,j
1
N
N∑
k=1
N−k−2∑
c=0
Sk+c, k+c+1
In the case ν 6= 0 the computation is made in a similar way. In fact, the answer is the same as in
ν = 0 case. The only remark - one should use slN bosonization formulae instead of glN (4.5) since
trS = −Nν (4.4). The latter means that in the obtained formulae for ν = 0 we need to replace
Sab → Sab − δab
1
N
N∑
l=1
Sll. It is easy to see that the Cartan part is contained in the line j = i− 1. The
corresponding correction is made in the upper line of (4.30). 
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