The purpose of this note is to show that any order isomorphism between noncommutative L 2 -spaces associated with von Neumann algebras is decomposed into a sum of a completely positive map and a completely copositive map. The result is an L 2 version of a theorem of Kadison for a Jordan isomorphism on operator algebras.
Introduction
In the theory of operator algebras, a notion of self-dual cones was studied by A. Connes [1] , and he characterized a standard Hilbert space. In [9] L. M. Schmitt and G. Wittstock introduced a matrix-ordered Hilbert space to handle a noncommutative order and characterized it using the face property of the family of self-dual cones. From the point of view of the complete positivity of the maps, we shall consider a decomposition theorem of an order isomorphism on matrix-ordered Hilbert spaces.
Let H be a Hilbert space over a complex number field C, and let H + be a selfdual cone in H. A set of all n × n matrices is denoted by M n . Put H n = H ⊗ M n (= M n (H)) for n ∈ N. Suppose that (H, H + n , n ∈ N) and (H,H n , n ∈ N) are matrixordered Hilbert spaces. A linear map A of H intoH is said to be n-positive (resp. n-co-positive) when the multiplicity map A n (= A ⊗ id n ) satisfies A n H + n ⊂H + n (resp. t (A n H + n ) ⊂H + n ). Here t (·) denotes a set of all transposed matrices. When A is n-positive (resp. n-co-positive) for all n ∈ N, A is said to be completely positive (resp. completely co-positive). We refer mainly to [11] for standard results in the theory of operator algebras. We use the notation as introduced in [9] with respect to matrix-ordered standard forms.
Results
We first generalize a theorem of A. Connes [1] for the polar decomposition of an order isomorphism to the case where a von Neumann algebra is non-σ-finite. 
These cones appear respectively in the reduced standard forms (q i Mq i , .
Therefore, one can find a subnet of {p i log B i p i } that converges to some element C ∈ M + in the σ-weak topology. We may index the subnet as the same i ∈ I. We then have for ξ, η ∈ H,
Therefore, e C Je C J = A * A. Thus there exists an element B ∈ M + such that |A| = BJBJ. Since, in addition, q i Bq i Jq i Bq i Jq i = q i |A|q i , one easily sees the invertibility and the unicity of B using the same properties as in the σ-finite case.
(2) From (1) we have U = AB −1 JB −1 J. It follows that U is an isometry satisfying U H + =H + . Let p i and q i be as in (1) . There then exists a σ-finite projection p i ∈M such that U (q i H + ) = q iH + with q i = p i Jp i J. Using also [1,
Using an isometry between the Jordan algebras, one sees that
We may then say that {Y i } converges to some operator Y ∈M s.a. in the σ-weak topology. We then have for ξ ∈H + ,
Taking a limit with respect to j, we obtain
for all ξ ∈H + . It is known that any normal state on the von Neumann algebraM is represented by a vector state with respect to an element ofH + (see [2, Lemma 2.10 (1)]). Therefore, the above element Y is uniquely determined. Moreover, we have q i Y q i = α i (q i Xq i ). It follows that {α ( q i Xq i )} converges to Y in the strong topology. Hence one can define α(X) = Y for all X ∈ M. It is now immediate that α(X 2 ) = α(X) 2 for all X ∈ M s.a. . Considering the inverse order isomorphism U −1 , we have α(M) =M. This completes the proof.
In the following lemma we deal with a reduced matrix-ordered standard form by a completely positive projection.
Lemma 2. With (M, H, H +
n ) a matrix-ordered standard form, let E be a completely positive projection on H. Then (EME, EH, E n H + n ) is a matrix-ordered standard form.
Proof. The statement was shown in [8, Lemma 3] where M is σ-finite. In the case where M is not σ-finite, since E is a completely positive projection, there exists a von Neumann algebra N such that (N , EH, E n H + n ) is a matrix-ordered standard form by [6, Lemma 3] . Hence EM| EH = N and (EME, EH, E n H + n ) is a matrix-ordered standard form by using the same discussion as in the proof in [7] . Now, we shall state the decomposition theorem for an order isomorphism between noncommutative L 2 -spaces. In particular, if A is an order isomorphism of H ontoH, then there exists a central projection P of M such that AP is completely positive and A(1 − P ) is completely co-positive.
Proof. We first consider the case where A is an order isomorphism. Let U, B and α be as in Proposition 1. It follows from a theorem of Kadison [5] that there exists a central projection P of M satisfying α : M P →M α(P ) , onto * -isomorphism
Indeed, α(P ) is a central projection ofM. Since α preserves a * -operation and power, α(P ) is a projection. Suppose that Q is an arbitrary projection in M.
Since α is order preserving, we have α(QP ) ≤ α(P ) and α(Q(1 − P )) ≤ α(1 − P ). It follows that two projections α(P ) and α(QP ) are commutative, and so are α(1 − P ) and α(Q (1 − P ) ). Hence, α(Q) = α(QP + Q(1 − P )) and α(P ) commute. Since α is bijective, a set α(Q) generates a von Neumann algebraM. Therefore, α(P ) belongs to a center ofM. Now, there then exists a unique completely positive isometry u : P H → α(P )H such that Then we have α(x) =Jvx * v −1J , x ∈ M 1−P . Note that the complete positivity above means v n (1 − P ) n H + n = (1 − α(P )) nH + n , whereH + n denotes the self-dual cones associated withM (cf. [10] ). Hence v is a completely co-positive map under the setting (M, H, H + n ) and (M,H,H + n ). Hence
for all x ∈ M 1−P , ξ ∈ (1 − P )H + . It follows that U (1 − P ) = v. We conclude by the equality A(1 − P ) = vBJBJ(1 − P ) that A(1 − P ) is completely co-positive.
We now consider a general A. Since AH + ⊂H + , we have AH + ⊂ FH + . Since F is a projection, FH + is a self-dual cone in FH. It follows from the selfduality of AH + that AH + = FH + . This yields from Lemma 2 that F AE is an order isomorphism of EH onto FH in the sense of matrix-ordered standard forms (EME, EH, E n H + n ) and (FMF , FH, F nH + n ). Using the first part of the proof, we obtain the desired result. Indeed, there exists a central projection P ∈ EME such that F AP is completely positive and F A(E − P ) is completely co-positive under the reduced matrix-ordered standard forms. We obtain the inclusion t (A n (E n − P n )H + n ) = t (F n A n (E n − P n )H + n ) ⊂ F nH + n ⊂H + n . This completes the proof.
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