2018)A GPU-accelerated implicit meshless method for compressible flows.
Introduction 34
In recent years, graphics processing unit (GPU) computing technology has become 35 increasingly popular in scientific research and engineering applications due to its rapidly 36 growing performance and memory bandwidth. The fast development of this new technology 37 provides tremendous computing power with Tera-scale floating operations per second to 38 computational fluid dynamics (CFD), which requires intensive calculation for complex flow 39 problems such as the fine-scale turbulence simulation of a complete fixed-wing aircraft [1] , the 40 aero-elasticity and stability of rotorcraft [2]and the hydrodynamic response of ships and 41 offshore floating platforms subjected to extreme wave loadings [3] . 42
In early days, programming on GPUs used to be a complicated exercise involving the use 43 of low-level languages/techniques. This has been much improved with the development of 44 high-level programming languages such as CUDA [4] , OpenCL [5] and OpenACC [6] . With 45 the emerge of these languages, more and more researchers in CFD have started to pay attention 46 to GPU computing. Some important works, which successfully accelerate mesh based 47 numerical methods including finite difference [7, 8] , finite volume [9-13], finite element [14] 48 and discontinuous Galerkin [15] [16] [17] , have been reported in the literature. 49
Compared to the vast amount of effort that has been made to port mesh based methods for 50 compressible flows from CPU to GPU, the attention paid to the implementation of meshless 51 methods on GPUs for solving high-speed flows is still limited. Meshless methods, in contrast to 52 mesh methods using strictly closed grid elements, only utilize clouds of points to discretize the 53 computational domain. This provides much greater flexibility to accommodate complex 54 5 aerodynamic configurations [18] [19] [20] [21] [22] . Parallelization of these new methods on many-core 55 graphics processors to calculate complex compressible flows more efficiently will undoubtedly 56 be beneficial to scientific research and engineering applications. Recently some researchers 57 have attempted to implement explicit meshless methods on GPUs to calculate 2D compressible 58 flows [23, 24] . However, it remains obscure whether implicit meshless methods, which 59 converge much faster than explicit meshless methods on CPUs, would be able to be ported to 60
GPUs to achieve further acceleration. 61
One of the biggest challenges in realizing implicit methods on the GPU is these methods' 62 inherent data dependency characteristics, which will inevitably cause thread-racing conditions 63 that could corrupt the data on the computer [24] . It is relatively easy to modify explicit 64 algorithms to avoid thread-racing conditions, but it is much harder to achieve the same 65 objective for implicit methods. 66
This paper presents an effort to develop a recently proposed GPU based two-dimensional 67 explicit meshless method for compressible flows reported by Ma et al. [23] . An efficient 68 parallel LU-SGS implicit algorithm is devised and utilized to further improve the 69 computational efficiency. The capability of the original 2D meshless code is extended to deal 70 with 3D complex problems. To resolve the inherent data dependency of the standard LU-SGS 71 method, which causes thread-racing conditions destabilizing numerical solution, a robust 72 rainbow coloring method is presented and applied to organize the computational points into 73 separate independent groups by painting neighboring points with different colors. The original 74 serial LU-SGS method is modified and parallelized accordingly to perform calculations for all 75 the computational points in a color-by-color independent manner. This method can deal with 76 6 both regularly and irregularly distributed points. It is more generic than the hyper-plane and 77 pipeline methods [25, 26] , which are only applicable to structured grids. The CUDA Fortran 78 programming model [27] is employed to develop the important GPU kernels to apply boundary 79 conditions, calculate time steps, evaluate residuals as well as advance and update the solution in 80 temporal space. 81
The rest of the paper is organized as follows. The numerical model, including governing 82 equations and least-square curve fit based meshless discretization, is described in Section 2. 83
The rainbow coloring method and the corresponding parallel LU-SGS algorithm, which are 84 developed to avoid the data dependency of implicit methods, are addressed in Section 3. Key 85 aspects of GPU implementation of the parallel algorithm including the development of 86 computational kernels and the management of device memory are discussed in Section 4. The 87 resulting GPU-based implicit meshless algorithm is firstly validated with typical 88 two-dimensional flows over single-and multi-element airfoils and then used to accelerate the 89 simulations of more complex three-dimensional flows in Section 5 to demonstrate the 90 capability and performance of the algorithm. Finally, conclusions are drawn in Section 6. 91
Spatial discretization 92
In this section, a brief description of the numerical model, including the governing 93 equations for inviscid compressible flows and the least-square meshless discretization, is 94 presented for the sake of completeness. 95
Governing equations 96
The explicit GPU meshless method developed by Ma et al. [23] was only used to deal with 97 7 2D problems. It has not been addressed by these researchers whether this method could 98 deal with complex 3D problems. In the present work we aim at solving three-dimensional 99 compressible flows governed by the Euler equations, of which the differential form can be 100 expressed as 101 
where  is the density, p is the pressure, u , v and w are the velocity components along 106
x , y and z axes, respectively. The total energy per unit mass E is given by
where  is the ratio of specific heat coefficients and 1.4   for air. 109 2.2 Least-square curve fit based meshless discretization 110
In meshless discretization [18-24] of the partial differential equations for CFD like 111
Equation (1) , conservative meshless schemes [20] . In 126 the present work, a weighted least-square curve fit based meshless method [28] is applied and 127 the spatial derivative coefficients can be obtained by solving the following linear system 128
where the 3×3 matrix i A and 3×1 matrix ij B are given by 130 
where ij D is the artificial dissipation consisting of a second-order and a fourth-order terms, 146 and can be expressed as 147
where (2)  and (4)  denote the second-and forth-order adaptive coefficients, respectively. 149 2  is the Laplace operator. The spectral radius  is also based on the meshless derivative 150
weight coefficients, and given by 151
Additionally, the slip condition is enforced on all the solid wall boundaries, which means 153 10 that the normal velocity of the boundary points should be equal to zero. At the far field 154 boundary, the non-reflecting condition is adopted to adjust the flow variables for all the 155 boundary points. For more details on the parameters (2)  and (4)  and the far field 156 boundary condition, readers can refer to the article [30] . 157
Temporal discretization 158

Implicit LU-SGS scheme 159
The meshless method is used to evaluate the flux term given in Equation (8). By splitting 160 the problem into the spatial and temporal spaces, Equation (1) can be re-written into a 161 semi-discrete form for a meshless cloud i C as 162
With a simple backward differential operator for dW and a first-order Taylor expansion 164 for F , the implicit form of Equation (11) can be expressed as [31] 165
W is the increment of the conservative variables, and t  denotes 167 the time step. The superscript n and 1 n  denote the current and the next time steps, 168 respectively.
  F W is the Jacobian matrix with respect to the conservative variables for each 169 local cloud of points. After moving the Jacobian matrix terms to the left side, the above 170 equation can be written as 171
Applying Equation (13) to all of the clouds of points in the domain and assembling these 173 equations, we will obtain a system of block matrix equations given by 174
The linear system of Equation (14) encapsulates the implicit iteration schemes, and it can 178 be solved iteratively to converge to a steady state. The standard LU-SGS scheme consists of a 179 forward iteration and a backward iteration sweeping through all the computational points in a 180 sequential order [31] , which can be written as 181 1* 1 :
[ ] 1, 2,..., 1,
In the forward step of Equation (16), it can be seen that works well in serial computation. However, it is not applicable to multi-and many-core parallel 186 computation. Because a computational point could be accessed simultaneously by several 187 threads with conflicting writing operations, which could lead to an unstable solution that is 188 12 neither predictable nor reproducible. Therefore, the standard LU-SGS scheme cannot be 189 directly used in GPU computing. 190
Rainbow coloring method 191
As mentioned before, data dependency impedes the parallel implementation of the 192 standard LU-SGS algorithm. Some special strategies have been proposed in the past to 193 undertake parallel computation on structured grids, which include the alternating direction 194 implicit method [11], red-black ordering method [12], hyper-plane/hyper-line method [25] and 195 pipeline methods [26] . Unfortunately, the application of these methods is limited to structured 196 meshes only so that they are not suitable to other methods using irregularly distributed points 197 and/or grids. Despite this limitation, a careful comparison of these methods gives us a hint that 198 data independency for irregularly distributed meshless points and/or mesh cells can still be 199 achieved if a proper treatment is used to separate them into several different groups. It is 200 expected that all the points in the same group could be manipulated simultaneously by parallel 201 threads without interfering each other. In addition, the underlying numerical algorithm needs to 202 be modified properly to assure that write operations will be carried out in a group-by-group 203 manner. These two conditions will guarantee that there will be no conflicting operations at a 204 computational point at any time. Some researchers proposed a reordering method to paint 205 unstructured meshes cells with different colors [32] . However, this technique has only been 206 tested on multi-core CPUs so far and whether it could be applied to GPU computing remains 207 unknown. 208
In the current work, we develop and present a rainbow coloring method to organize 209 13 meshless clouds of point into independent groups for GPU computing. The whole procedure to 210 paint all the computational points is described in Algorithm 1. The essential criterion of this 211 coloring algorithm is that any two neighboring points are decorated with different colors. The 212 central point must not have the same color with any of its satellite. In the computer program, we 213 use integer numbers to represent different colors. For example, the red color is represented by 214 index 1 and the blue color can be illustrated by index 2. 215
216
The painting procedure given in Algorithm 1 is initialized by choosing a start point 0 v in 217 the computational domain. Once the start point is selected, the corresponding color graph will 218 be determined accordingly. In order to know whether different choices of the start point will 219 have significant effect on the overall computational efficiency, we have tried choosing a start 220 point randomly and found out that its influence is almost negligible. Therefore, in the present 221 work the first point in the global array is always selected as the start node for the sake of 222 convenience. Examples of the generated color graphs for both regularly and irregularly 223 distributed meshless clouds are illustrated in Fig. 2 . The dashed lines in the figure are not used 224 in calculation, they are only used here to present a clear view of neighboring points. As shown 225 in Fig. 2(a) , a simple unique graph with two colors is obtained by using Algorithm 1 for 226 14 regularly distributed meshless. It can be seen that the implicit computing (see Equation (16)) of 227 each red point (with color index 1) depends only on itself and the surrounding black points 228 (with color index 2) in its local cloud, while the implicit computing of each black point only 229 relies on itself and the surrounding red points. Therefore, algebraic operations at the points with 230 the same color are independent with each other and they can be easily parallelized. Irregularly 231 distributed meshless points can be treated in the same way, but more colors may be needed to 232 paint these points due to the complex distribution as shown in Fig. 2(b) . Obviously, the rainbow 233 coloring method can deal with different types of point distribution, so it is more general than the 234 ADI, red-black, hyper-plane and pipe-line methods, which can only be applied to regularly 235 distributed points. The standard LU-SGS algorithm sweeps all the computational points in a sequential order, 241 unfortunately this is not applicable to parallel computing. Here we modify it by using the 242 rainbow coloring strategy so that the new algorithm traverses all the data points in a 243 15 group-by-group manner from the first color to the last color in the forward updating step, then it 244 moves across the points from the last color to the first color in the backward iteration. The 245 detailed procedure of the parallel LU-SGS method is presented in Algorithm 2, where the 246 variable Ncolor indicates the total number of colors and Ls is a one-dimensional array storing all 247 the colors used to paint the computational points. The data dependency issue can be 248 successfully avoided by using this method. In the next section, we will discuss the 249 implementation of the proposed parallel algorithm on the GPU. 250 Boundary kernels are designed to enforce boundary conditions including no-penetration 291 wall, symmetric plane and non-reflective far field in the present work. We noted that if the 292 near-boundary points are treated differently with the field points, the efficiency of the related 293 kernels will be excessively degraded due to the divergence of thread branch. In the present work, 294 similar treatment of both near-boundary and field points is adopted to avoid the branch 295 divergence by introducing ghost points to implement boundary conditions, which is carried out 296 by a specific kernel. An example code of the boundary kernel is given in Listing 2, in which 297 each thread evaluates the boundary values for one ghost point. The variable nBC is the total 298 number of ghost points. 299 20 Listing 4 shows the executing order of the GPU kernels, which is controlled by the CPU 311 function timeMarching_LUSGS. For every kernel, a two-layer hierarchy is used to manage the 312 CUDA threads launched on the device. As shown in Fig. 4 , all threads in a kernel are organized 313 into a set of thread blocks to form a CUDA grid, and each thread block contains the same 314 number of threads. Depending on the underlying numerical method, the CUDA grid and thread 315 block can be one-dimensional or multi-dimensional. Two parameters, gridDim and blockDim, 316 are usually used to control the needed dimensions when calling a GPU kernel. In the present 317 work, we set both the CUDA grid and thread block to be one-dimensional, which means 318 gridDim is equal to the number of blocks and blockDim is equal to the number of threads per 319 block. In order to optimize the GPU performance, the number of threads per block for each 320 kernel should be carefully tuned. According to our recently reported work [ The performance of a GPU kernel function is heavily influenced by various types of 327 memories, among which global memory, shared memory and register are three major types of 328 memories that could be used and controlled by programmers. In order to enhance the overall 329 performance of the program, efforts should be made to achieve an optimal use of the device 330 memeory. 331
In this paper, the thread index is used to build the mapping relationships between the 332 threads of the kernels and the corresponding computing data stored on the graphics card for 333 memory addressing. As presented in Listings 1, 2 and 3, three build-in variables, blockDim, 334 blockIdx and threadIdx, related to the thread hierarchy are used to compute the thread index. 335
The utilizing of these important variables can be found in article [4] for details. When fetching 336 data from or writing them to the global memory, coalesced memory access is the ideal pattern 337
[34]. This pattern is adopted in the present work so that all the threads in a half wrap map/access 338 the global memory simultaneously with respect to the center of a meshless cloud. In reality, this 339 means consecutive thread access consecutive memory addresses [33, 34] . 340
The low-latency shared memory, which is usually used in structured grid based regular 341 computation for sharing data between sibling threads in the same block, is not utilized in the 342 present work due to the unpredictable irregular memory access pattern of the meshless method 343 with respect to satellite points in a cloud. Instead, the shared memory is used as an extension to 344 22 the registers to store local variables of each thread. For each local variable stored in the shared 345 memory, a memory space with size of blockDim is allocated for each thread block and the 346 variable threadIdx is used to search the corresponding value for each thread. 347
The registers, which have the lowest latency compared to other types of GPU memory, are 348 used to store local variables for each thread. It should be noted that the number of registers 349 provided by the hardware is very limited. A careful and delicate management is needed to ease 350 the pressure on this scarce resource. Proper reusing of non-conflicting local variables and 351 tuning the number of threads in a block are helpful to reduce the register pressure and to achieve 352 the optimal performance [33]. 353 programmed and benchmarked four suits of CFD codes: 1) CPU based explicit code (CE), 2) 359 CPU based implicit code (CI), 3) GPU based explicit code (GE) and 4) GPU based implicit 360 code (GI) in the present work. Both the explicit and implicit CPU codes are executed in the 361 serial mode using only one core. All the codes run in the double-precision mode. Wall time is 362 recorded for all the codes to make direct comparisons. The hardware employed in the present 363 work is a desktop workstation equipped with an Intel I5-3450 CPU and a NVIDIA GTX TITAN 364 GPU, of which the specifications are presented in Table 1 . discretized with 128×40 points regularly distributed as shown in Fig. 5(a) . Each internal cloud 370 of points is composed of one central point and four surrounding satellite points. Fig. 5(b) shows 371 the corresponding color graph obtained by using Algorithm 1. Close views of the graph at the 372 leading and trailing edges of the airfoil are presented in Fig. 6 . It can be seen that the red and 373 blue points appear alternately in the graph, and hence total 2560 red points and 2560 blue points 374 are painted respectively. 375
Numerical results and analysis 354
The computed results including Mach number contours and pressure coefficients are 376 depicted in Fig. 7 . Experimental data and reference numerical results published in the literature 377 [18, 35] are also presented here to facilitate a direct comparison. It can be seen that the present 378 solution agrees well with these reference experimental and numerical results. Fig. 16 shows the histories of convergence obtained by the CE, CI and GI codes. It can be 452 seen from Fig. 16(a) that for achieving the convergence, the numbers of iterations used by 453 30 implicit codes are only one-third of the explicit code. The saving in time offered by the GI code 454 is very significant as illustrated in Fig. 16 (b) . 455
Performance analysis 456
To have a quantitative comparison of the performance for all the codes used in the present 457 work, we set 10 -8 as the convergence criteria for all the test cases. The actual costs of computing 458 (wall) time for all the four codes are listed in Table 2 . For the M6 wing (Case 3), the explicit 459 CPU code needs nearly 3.9 hours to bring down the residual by 8 orders of magnitude, the 460 implicit CPU code requires about 42 minutes, the explicit GPU code spends 9.5 minutes, while 461 the implicit GPU code only asks for 3.3 minutes. This achievement is impressive and especially 462 useful to engineers who need to conduct a quick and accurate analysis on the aerodynamic 463 performance of aircraft. Multiple 3D simulations could be completed in a relative short time to 464 assist engineers to identify and optimize the key parameters to improve the performance of 465 aircraft such as the ratio of lift to drag. 466 Table 3 presents the speedup, which compares the time costs of (any) two codes from the 467 four. On the CPU, the implicit code offers a speedup from 4.46 to 8.11 compared to the explicit 468 code. If accelerating the explicit code on the GPU, we can gain a speedup from 7.20 to 24.34. If 469 the implicit code is parallelized on the GPU, we can get a speedup from 5.78 to 12.50. 470
Comparing the GPU based implicit code to the explicit GPU program, we can have a speedup 471 from 2.86 to 4.20, which is less than the speedup on the CPU side with respect to the ratio of CI 472 to CE. The drop in the speedup of implicit method over explicit algorithm on the GPU side is 473 due to the overhead of executing multiple colored small LU-SGS kernel functions. Launching a 474 31 kernel on the device is not free in terms of time, it actually causes overhead, which is usually 475 more expensive than calling a similar function on the CPU. This phenomenon is consistent with 476 the general idea in the high performance computing community that the parallelization of 477 implicit codes is usually much more difficult than explicit programs. Nevertheless, the 478 outcomes here demonstrate that the present work is of value that parallelizing the implicit code 479 on the GPU could further cut computing time cost effectively compared to the explicit GPU 480 code. 481 
Size effect 485
For the first and second 2D cases, we only obtain a relatively small speedup in the range of 486 5 to 6 with respect to GI/CI. For the 3D case, the speedup rises to 12.50. The similar situation 487 occurs for the explicit code on GPU with respect to GE/CE. In fact, the numbers of points used 488 for the first and second cases are less than 10,000, which are not large enough to keep the GPU 489 busy. In general, the GPU likes the programmer to feed it as much data as possible. Heavier the 490 32 better is a principle in GPU computing towards achieving the full potential of many-core 491 processors. 492
To investigate the size effect on the speedup, here we carry out extra tests of the implicit 493 CPU and GPU codes by continually increasing the number of points used for the computation. 494
The obtained computer time as well as the speedup are listed in Table 4 . It is interesting to note 495 that a relatively stable speedup around 15 could be accomplished by providing large number of 496 data points (over 15 thousand) for the regular distribution case. For large number of irregularly 497 distributed points, we can achieve a speedup of 10 in average. 498 We can also notice that the time required by the regular distribution case is much less than 500 the irregular distribution case, the former is around a quarter or half of the latter. The difference 501 in computer time could be caused by several reasons. First is the number of satellite points. A 502 regular meshless cloud has less satellites compared to an irregular cloud, the difference could 503 be 8 to 20 in a general 3D scenario. Having more satellites in a cloud means more work per 504 cloud. Second is the number of colors used to paint the points. Usually regular distribution only 505 33 needs two colors to organize all the points into independent groups. While irregular distribution 506 needs more colors e.g. 9 as shown in Fig. 13 (b) . More colors will request more kernels to be 507 launched, and more kernels will cause heavier overhead cost. Of course, this could also be 508 influenced by the data locality issue [24] . These problems will be further investigated and 509 addressed in our future work. 510
Conclusions 511
A parallel LU-SGS implicit meshless method has been developed to solve complex 3D 512 compressible flow problems on many-core GPUs. A rainbow coloring method has been 513 proposed to organize computational points into independent groups and to parallelize the 514 LU-SGS algorithm. A series of two-and three-dimensional test cases including compressible 515 flows over single-and multi-element airfoils and a M6 wing have been carried out to verify the 516 developed code. The obtained solutions agree well with experimental data and other 517 computational results reported in the literature. Detailed analysis on the performance of the 518 computer programs reveals that the developed implicit GPU code can achieve up to 70× 519 speedups compared to the CPU based explicit meshless method for the 3D computation of 520 compressible flows over a M6 wing. This demonstrates the potential of the method to be 521 applied to solve more complex and time-consuming problems. In future, we will further 522 develop the method to deal with challenging fluid-structure-interaction problems such as the 523 aero-elasticity calculation of fixed-wing aircraft and rotorcraft. 524 34 
