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Abstract
With recent advancements in deep neural networks (DNNs), we are able to solve traditionally challenging problems.
Since DNNs are compute intensive, consumers, to deploy a service, need to rely on expensive and scarce compute
resources in the cloud. This approach, in addition to its dependability on high-quality network infrastructure
and data centers, raises new privacy concerns. These challenges may limit DNN-based applications, so many
researchers have tried optimize DNNs for local and in-edge execution. However, inadequate power and computing
resources of edge devices along with small number of requests limits current optimizations applicability, such
as batch processing. In this paper, we propose an approach that utilizes aggregated existing computing power
of Internet of Things (IoT) devices surrounding an environment by creating a collaborative network. In this
approach, IoT devices cooperate to conduct single-batch inferencing in real time. While exploiting several new
model-parallelism methods and their distribution characteristics, our approach enhances the collaborative network
by creating a balanced and distributed processing pipeline. We have illustrated our work using many Raspberry
Pis with studying DNN models such as AlexNet, VGG16, Xception, and C3D.
1 Introduction andMotivation
Deep neural networks (DNNs) are extending our capabilities
to solve traditionally challenging problems such as computer
vision, natural language processing, neural machine transla-
tion, and video recognition. While academia and companies
are developing specialized hardware, these hardware are
still expensive and they target high-performance computing
(HPC) datacenters. Furthermore, conventional consumer-
level devices, such as Internet of things (IoT) devices, lack
the required performance to execute DNNs. As a result, to
understand an environment, consumers need to offload these
computation to cloud services. Such approach, in addition
to a constant dependency on cloud services and high-quality
network availability [3, 23, 20], raises several new privacy
concerns for users over their private data (e.g., 24/7 record-
ings of home security cameras) [25]. At the same time, IoT
devices are a perfect match for DNNs candidate applica-
tions (e.g., temperature sensors and smart cameras) [25, 12].
This is because user’s data remains and processed locally in
the same network that is produced. How can we move the
computations close to the edge by only using IoT devices,
while providing an acceptable performance?
Our vision in this paper is to enable an efficient, local, and
distributed computation of DNNs close to the edge by us-
ing IoT devices (i.e., resource-constrained devices). This
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is because a single IoT device cannot entirely handle the
computations of DNNs. Although with some optimiza-
tions, such as weight pruning [40, 17] and precision reduc-
tion [6, 9, 38], we can run limited versions of the current
models on IoT devices, with the advancement of DNNs
and emergence of generalized model, the increase in de-
manded compute power for DNNs is not expected to stop.
Therefore, exploring the distribution of DNN computation
is essential. As discussed, since IoT devices are a great
candidate for these DNN-based applications, this paper, by
moving DNN computations closer to the edge, helps to
address to achieve the following goals: (i) Reducing the de-
pendability on cloud resources and high-quality network, (ii)
protecting consumer private data, (iii) providing an alterna-
tive and cheaper solution to understand raw data locally, (iv)
developing a unified framework that is able to distribute any
DNN model on existing devices while providing real-time
execution performance, (v) not being limited to a particu-
lar model or dataflow, and (vi) decreasing the deployment
time by providing general methods and avoiding model- and
hardware-specific methods.
We target IoT devices, the number of which have already
outnumbered the world’s population [8, 25, 32], because
these devices are generally idle for the most of the time.
However, when performing the inference computations of
DNNs using IoT devices, compared to the cloud, some im-
portant assumptions change. First, since the requests are
local, we might not have enough data to process in paral-
ar
X
iv
:1
90
1.
02
53
7v
1 
 [c
s.C
V]
  8
 Ja
n 2
01
9
Collaborative Execution of Deep Neural Networks on Internet of Things Device
lel (i.e., no immediate data-level parallelism or batching).
This means we cannot batch many requests immediately to
amortize expensive costs of memory operations. Second,
compared to HPC machines, IoT devices, besides having
less computation power, have significantly smaller memo-
ries. Therefore, if the memory requirement of even a small
computation task cannot fit in the memory of these devices,
the execution performance suffers considerably. This is be-
cause, in such situations, the device uses off-chip storage as
swap memory, which causes a huge slowdown.
In this paper, we propose a solution in which collaborative,
low-power, and resource-constrained IoT devices perform
distributed, real-time, and single-batch DNN-based recogni-
tion. By using these collaborative IoT devices, we generate
and deploy a balanced data processing pipeline that is able
to process DNN’s computations efficiently. To address the
challenge of limited memory space, we introduce several
model-parallelism techniques for the common layers (con-
volution and fully-connected layers) of visual DNN models
for reducing the memory footprint of their heavy computa-
tions. We discuss and analyze different DNN distribution
methods. We also propose a heuristics to distribute DNNs
on IoT devices by considering the memory requirement
and amount of computation/communication to achieve the
optimal performance. Moreover, we study prevalent vi-
sual DNN models such as image recognition (AlexNet [22],
VGG16 [34], ResNet [18], and Xception [4]) and video
recognition (C3D [37]). After examining various methods
for model parallelism in fully-connected and convolution
layers and their advantages and disadvantages, using our
heuristics and monitoring tools, we create an evenly dis-
tributed data processing pipeline. For demonstration, we
deploy our distributed system on an interconnected network
of up to 11 Raspberry Pi 3s.
The reminder of this paper is organized as follows. In Sec-
tion 2, we review prior work in this area. Section 3 provides
a background on convolution and fully-connected layers
while introducing models used in the paper. Next, Section 4
explains model and data parallelism and gives a detailed ex-
ploration of model-parallelism methods for fully-connected
and convolution layers. Then, in Section 5, we discuss the
processing pipeline and describe our heuristics in finding a
near-optimal one. We evaluate our models in Section 6, and
conclude the paper in Section 7
2 PriorWork
Recently, with extensive large DNN models, distributing
a single model has gained the attention of researchers [27,
36, 14, 19, 16, 15]. Large models need more memory, and
when the memory requirement of a DNN model is larger
than the system’s memory, the performance of the model
(both training and inference) suffers noticeably. More im-
portantly, when executing DNNs on IoT devices versus
companies datacenters, two important criteria changes: (i)
first, a consumer, unlike large companies, cannot batch sev-
eral requests and use more data parallelism. Therefore, all
inferences are performed in a single batch mode which in-
creases memory consumption per inference considerably.
(ii) Second, consumers does not have access to machines
with high memory capacities, so more models suffers in
performance. This is why recently some companies has
released tools to alleviate this performance lost such as
ELL library [28] by Microsoft, and Tensorflow Lite [11]
and MobileNets [10]. These libraries target devices such
a Raspberry Pi, Arduino, and micro:bit. However, these
tools are still in developments for single devices and do not
distribute any computations on multiple devices. They aim
for smaller number of weights, and convolution layers that
have strides of two for reducing the dimensions of the input.
Interestingly, some of tailored models in these implementa-
tion do not have any fully-conneted layers. Although such
an effort might alleviate the overhead of DNNs on resource-
constrained devices, the lower accuracy of the models in
addition to the time to explore a specialized tailored model
hinders the implementation of other models and increases
the deployment time.
From the academic community, [14] study, in which sev-
eral robots collaborate together to perform distributed DNN
computations, is the most similar to our work. The authors
introduced only one method that uses model parallelism on
fully-connected layers, and use data parallelism for convolu-
tion layers. They do not study how the processing pipeline
or model-parallelism methods for convolution layers helps
the performance. Although they have provided an algo-
rithm to distribute the tasks, we find that our heuristics with
monitoring tools significantly shortens the time to find a
near-optimal distribution. This is because their algorithm
needs to have access to the entire profiled data, which takes
a long time to gather and does not always covers all cases.
By using the same technique in their work, we can also
perform dynamic allocation during execution with similar
concepts and tools. Another work, Neurosurgeon [19], dy-
namically partitions a DNN model between a single edge
device and the cloud, which incurs high network traffic and
the increase the risk of privacy loss. Furthermore, the par-
titioning is always between the cloud and only one edge
device. DDNN [36] also tries to partition the model be-
tween edge devices and the cloud, but model retraining is
necessary for each setting. In DDNN, Sensor devices (edge
devices) only perform the first few layers in the network and
the rest of the computation is offloaded to the cloud.
Another general direction is to reduce the overhead of DNNs
by using methods such as weight pruning [40, 17, 26], re-
source partitioning [33, 13], quantization and low-precision
inference [6, 9, 38, 21], and binarizing weights [24, 7, 30].
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Although these techniques reduce the overhead of DNNs,
but require several additional steps that decrease the accu-
racy and enforce retraining the model. In fact, our work
could be applied on top of these techniques to increase final
performance as well. In other words, our work is orthogonal
to these techniques in followings, which were not covered by
previous studies. (i) We study resource-constrained devices
with limited memory space, (ii) we increase the real-time
performance of single-batch DNN inferencing, (iii) we in-
troduce many methods for model parallelism, and (iv) we
design a collaborative system.
3 Background
In this section, we provide an overview of convolution and
dense layer computations to better understand how model
and data parallelism in the next section applies to these
layers. Note that we only introduce these two layers be-
cause they are among the most compute- and data-intensive
layers [39, 31] in visual models. Then, we introduce our
models that is used in the evaluation section.
Dense Layer: In a dense or fully connected (fc) layer,
the value of each output element is calculated from the
weighted sum of all inputs. Figure 1 depicts a dense layer
with size four and input size of two. Each activation is
calculated from the sum of inputs and weights products as
a j =
∑
i xiwi j + b j, in which i is the input, j is the output
number, inputs are denoted as xi, weights as wi j, b j as
biases, and a j as activations. This formula may be also
written using matrix notations in a = Wx+ b. During
training phase, the parameters of W and b are defined, and
will be constant during inference phase.
Inputs
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Figure 1. Dense layer computations.
Convolution Layer: DNN models are composed of several
layers that process inputs. For visual models, usually, all
the layers except last ones are convolution layers (conv).
A convolution layer applies a set of filters to a subset of
inputs by sweeping each filter (i.e., kernel) over them. Each
filter creates a channel, or depth (i.e., z-axis) of the output
(Figure 2). The spatial dimensions (i.e., x- and y-axis)
of the output is defined by four parameters: The size of
input, filter, stride, and padding. In the simplest case of
the convolution layer with just one filter, the filter slides
across every position of the input producing one element
per position. Figure 3a illustrates the applying of a 3x3 filter
on an input of size 4x4 with a unit stride (s), which is the
shifting amount of the kernel, and zero padding (p), which
is defined as extra zeros appended to the input to control
the output size. Figure 3b depicts the same example, but
with a padding of one which means the the size of the new
input is i + 2p. Figure 3c shows formulas to calculate the
output size in general cases. In this paper, we use the same
padding, which means the output size of a convolution layer
is same as its input size. The same padding can be achieved
by setting p = b f/2c. In other cases, one can simply replace
the output dimensions with the formulas in Figure 3c. Note
that Figure 3 shows 2D examples for convolution, similarly,
we can extend such calculations to the 3D and 4D inputs
and filters, usually used for time series.
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Figure 3. Convolution layer input and output sizes.
Other Layers: To introduce non-linearity, an activation
layer (ϕ), such as Sigmoid or ReLU, is applied on the acti-
vations to create the input to the next layer, or h j = ϕ(a j).
This allows a model to learn complex functions. In addi-
tion, sometimes a pooling layer downsamples the input size
and reduces the dimensions of data, such as max pooling
(maxpool) or average pooling (avgpool) layers. These
layers, compared to fc and conv layers, are much less com-
pute intensive, so we group them with their corresponding
parent layer, which is the layer that produces their input.
3.1 Models Overview
We briefly overview model architectures we use in the paper.
We specifically targeted tasks in computer vision because
of their heavy computations and fast-paced advancements.
Moreover, we tried our best to choose the prevalent and
state-of-the-art models.
AlexNet: In 2012 ImageNet large-scale visual recognition
challenge (ILSVRC), a challenge for image recognition task,
AlexNet [22] significantly outperformed all the prior com-
petitors and won the challenge with a deeper CNN and more
filters per layer. Figure 4 illustrates the model of the single
stream AlexNet, which consists of five convolution layers,
and three dense layers. This model has a total of 40M pa-
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rameters. VGG16: Figure 5 depicts VGG16 model [34],
which has 16 layers, 13 convolution and three dense layers.
As seen, VGG16 has a structured model, deeper convolu-
tion layers have more filters and smaller spatial dimensions.
Number of parameters of VGG16 is around 140M, which is
the highest in well-know image recognition models.
ResNet: Residual neural network (ResNet) [18] introduced
“skip-connection” for training deeper network in 2016. In
this paper, we used ResNet50 that has 50 layers. Figure 6a
illustrates basic blocks for ResNet. This model is residual in
a sense that a shortcut connection skips a block, and makes
training easier for such a deep model. Although ResNet50
is a deep model with several layers, the total number of
parameters are 25M.
Xception: The most recent and accurate image recognition
model among the models we used is Xception [4]. This
model is based on Inception V3 [35]. Xception extends
Inception module with a vision to process cross-channel
and spatial correlations independently. Therefore, Xception
introduces a special convolution layer, shown in Figure 6b,
separable convolution [4], that its mapping of cross-channel
and spatial correlations is decoupled. Separable convolution
first performs cross-channel (i.e., depth-wise) convolution
over input channels, and then performs an independent spa-
tial convolution on each of the outputs. Figure 8 shows
Xception model, with 34 separable convolution layers. The
total number of parameters for this model is 23M.
C3D: Convolution 3D (C3D) [37] model is designed to
+
Conv 3x3    #Filters:
Conv 1x1    #Filters:
A B C D
64 128 256 512
64 128 256 512
256 512 1k 2k
Block Name
(a) Resnet Bottleneck Blocks
Activation
(b) Xception Separable Convolution Block 
(SepConv)
Input !, 1×1 Conv!, $ × $ Conv Depth-wiseSpatial
Output !: #Filters$: Filter Size
Conv 1x1    #Filters:
Figure 6. Building blocks of Resnet50 and Xception.
7x
7x
20
48
14
x1
4x
10
24
28
x2
8x
51
2
55
x5
5x
25
6
22
4
224
3
7
7
64
conv2DzeroPad
23
0
230
3
Input
11
2
112
maxpool
64
55
55
3x
 A
4x
 B
6x
 C
3x
 D
20481
1
avgpool
1000
fc
Figure 7. Resnet50.
ma
xp
oo
l
22
4
224
3
ma
xp
oo
l
10
00
fc
_1
3
3
32
conv2D
11
1
111
3
3
64
conv2D
10
9
109
2x
SepConv
! = 3$ = 128
ma
xp
oo
l
2x
SepConv
! = 3$ = 256
ma
xp
oo
l
2x
SepConv
! = 3$ = 728
3x
SepConv
! = 3$ = 728
8x
+ +
1x1 conv 1x1 conv 1x1 conv
+
2x
SepConv
! = 3$ = 728,1024
+
1x1 conv
av
gp
oo
l
2x
SepConv
! = 3$ = 1536,2048
Figure 8. Xception.
process videos and has been used in action recognition and
scene classification tasks. To learn spatio-temporal features,
C3D model uses 3D convolutions, which produce an output
volume instead of a 2D output per filter. Compared to
conventional convolution layer, an additional sweep along
the z-axis creates a volume in the output. Figure 9 shows
C3D model, which consists of eight 3D convolution layers.
The total number of parameters for this model is 80M.
4 Distributing and Parallelizing Inference
In this section, we overview our methods for distributing and
parallelizing inference computations for dense and convolu-
tion layers. We examine two general directions: data paral-
lelism and model parallelism. In data parallelism, we rely on
the presence of many data inputs to distribute/parallelize the
computations. This direction enables us to increase the num-
ber of inferences per second while maintaining a constant
time to process each input. In model parallelism, which is
applicable to the computations required for a single input,
the computations is distributed/parallelized over multiple
compute nodes. By following this direction, we reduce the
time to process an input.
Since the DNNs have multiple of layers, it has a built-in
pipeline parallelism. Hence, the first step is to divide a
model into multiple devices by layers (or a group of layers)
to utilize the pipeline parallelism. These layers process the
input sequentially and the output of each layer is depen-
dent on the output of its previous layer(s). Thus, we must
correctly maintain this dependency between layers. Using
the pipeline parallelism, we can increase the throughput of
computation while the latency for each computation remains
the same. We improve the performance further by applying
po
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Table 1. Characteristics of model parallelism methods for dense layers for a layer of input dimension di and output dimension do.
Name #Node Distributed Multipication Reduction Weights Communication MergeActivation (per node) (per node) (per node) (total-per inference) Operation
No Splitting 1 N/A dido do dido di + do N/A
Output Splitting n 3 don di do/n ndi ndi + do Concat
Input Splitting n 7 din do do[|(di/n − 1)] ndo di + ndo Sum
data-level and model-level parallelism on top of pipeline
parallelism.
Going Further than Data Parallelism: Data parallelism is
already introduced by [14] for dense and convolution layers
for real-world models. But, only applying data parallelism
would not always work for resource-constrained devices and
in the edge device scenarios. Data parallelism duplicates a
node that performs the same computation. Since the com-
putation is the same, but on a different input data, memory
footprint is not reduced. In fact, this is one of the main
reasons why data parallelism is not enough for distributing
and parallelizing DNN computations. This is because: (i)
For sufficiently large layers, just the duplication of devices
would not give us a good performance benefit because the
entire data is not loaded to the memory, and a device pays a
high cost for accessing the off-chip storage (i.e., swap). (ii)
Data parallelism needs a stream of input data. But, in some
cases such a single image inference or sentence translation,
we only have one data input or input injection frequency
is low. (iii) To create a balanced and efficient data process-
ing pipeline in our distributed system, we need a balanced
pipeline design (i.e., the amount of computation per each
node should be almost the same. ) However, data paral-
lelism is not flexible in adjusting the amount of computation
on each node.
Model Parallelism: Model parallelism is based on this fact
that since the computations of each given layer to calculate
its output are independent from each other, we can paral-
lelize the computations. For instance, in a convolutional
layer, the computation of each element in the output is in-
dependent from all other elements. Therefore, in model
parallelism, we can exploit such intra-layer independency
of computations to increase parallelism. In fact, employing
such deeper level parallelism, compared to data parallelism,
needs a knowledge of how each layer does its computations,
and how parallelism affects data communication, computa-
tions, and aggregation. In summary, in a DNN model, model
parallelism is to distribute/parallelize the computations of
a single input. In the following, we introduce our model
parallelism methods for dense and convolution layers.
4.1 Model Parallelism for Dense Layers
In a dense layer, since the computations of each activation
(a j) is independent from other activations, we can paral-
lelize the computations of a dense layer. We describe two
model parallelism methods specific to dense layers: Output
and input splitting, shown in Figure 10a and b, respectively.
In output splitting, we parallelize the computation of each
activation, while we transmit all input data to all devices.
Figure 10a highlights a node and its computations to derive
its activation. As seen, for each node, we need to trans-
mit all the inputs. Moreover, each node holds the weights
corresponding to its activations. Later, when each node
is done with its computations, we merge the results. The
merge consists of concatenating values in a correct order.
In addition, we can apply activation function (e.g., RELU,
Sigmoid) either on each node, or after the merging. In input
(a) Output Splitting
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Figure 10. Model parallelism methods for dense layers.
splitting, a node computes a partial part of all activations.
Figure 10b illustrates an example in which a node computes
the half of required multiplications for all the activations. In
this method, we transmit a part of the input to each node.
Furthermore, each node holds the weights corresponding to
the input split that processes. Later, when each node is done
with its computations, we merge the results by adding all of
the corresponding partial sums. Thus, the merge consists of
a reduction operation (i.e., summation). However, contrary
to the output splitting method, we cannot apply activation
function before the merge. Mentioned methods may also
be mixed which creates a spectrum of methods, however, in
this paper we focus on extreme cases of this spectrum.
A more detailed summary of the mentioned methods are
presented in Table 1. These methods trade communication
with the memory footprint. This is because each node holds
a part of the weights, but need to transmit more variables.
The more detailed examination is done in the table where n
is the number of the nodes, and di and do are input and output
dimensions, respectively. As seen, both methods divide
the memory footprint (i.e. saved weights) and the amount
of multiplications. Input splitting slightly increases the
number of reductions because computing the partial sums
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are necessary on each node if the node receives more than
one input element. Furthermore, output and input splitting
methods have a communication overhead of (n − 1)di and
(n − 1)do, respectively. We run a series of dense layers in
Figure 11 on a single device, and their distributed versions
on two devices (in total four devices, with initial sender and
final receiver). We cover a range of 512 to 16384 in output
sizes, and two input sizes, 7680 (not power of two) and
8192 (power of two). As seen, for the input size of 7680 and
large output sizes, we achieve super-linear speedups. This is
because in these cases, slow off-chip storage (i.e., swap) is
used. On the other hand, for input size of 8192, the baseline
DNN framework can optimize accesses and avoid swap
activities by tiling. The baselind DNN framework optimizes
the swap space accesses, it cannot always hide the cost such
as 7680 as we shown or a larger size than 8192. Thus, model
parallelism helps us in avoiding such costs. Furthermore,
other speedup values in the figure is less than the ideal value
of two because each distribution has a communication cost.
Input splitting has mostly lower performance than output
splitting since it cannot apply activations locally.
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Figure 11. Performance of model-parallelism methods on two de-
vices for different dense layers.
4.2 Model Parallelism for Convolutional Layers
As discussed, in a convolution layer, each filter creates
a channel in the output data. As Figure 2 illustrates, let
us assume the dimensions of input, filters, and output is
as HixWixCi, H f xW f xC f xk, and HoxWoxCo, respectively.
The depth of filters is defined by the depth of input, or
C f = Ci. Here, without loss of generality, we assume square
filters, H f = W f = f . The number of channels in output is
defined by number of filters, or Co = k. Each filter contains
Ci f 2 weights that are set during training. Per output element,
each filter performs Ci f 2 multiplications of its weights and
input values, and one reduction operation. So, for k fil-
ters in a convolution layer, per output element, we perform
kCi f 2 multiplications and k reductions. Therefore, from
Figure 3, total number of multiplications and reductions in
a convolution layer for all elements are as below:
Multiplications: HoWokCi f 2
Same Padding
=======⇒ HiWikCi f 2
Reductions: HoWok
Same Padding
=======⇒ HiWik.
(1)
For a single inference, the amount of communication
is the sum of number of input and output elements, or
(HiWiCi)+ (HiWik) = (Ci+k)(HiWi). In the reset of this sec-
tion, we describe our specific methods of model-parallelism
for convolution layers. Since each method has its own advan-
tages and disadvantages depending on the target convolution
layer, choosing the best method requires careful considera-
tions. To summary, Table 2 provides a detailed overview of
discussions in this section.
Channel Splitting: In channel splitting, each node calcu-
lates a non-overlapping set of channels in the output. In
other words, each node only processes, namely k′ filters,
k′ ≤ k. Figure 12a shows an example output of this method
with three nodes. Since k′ filter is processed per node, we
need a total of dk/k′e nodes. Each node only needs its set
of k′ filters, but because each node takes the whole input,
each needs a copy of the input data. Filters are divided,
so each node saves the weights of its dedicated filters, or
k′Ci f 2. The total number of multiplications and reductions
remains the same, and each node handles dk/k′e−1 part. At
the end, when every node is done with its computations, we
concatenate their data depth-wise which is in O(k). For the
output, the total number of output elements to be transferred
is HiWik. We have the option to apply activation function
on each node or after the merging, since activation function
applies on every element independently. In total, based on
Table 2, we pay (dk/k′eCi − 1)HiWi in communication over-
head, since we need to transmit a copy of the input to all
nodes.
Spatial Splitting: In spatial splitting, instead of splitting the
filters, we split the input spatially (in x- and y-axis). Let us
assume that we split each dimension in d parts, so we have
a total of d2 parts1, as shown in Figure 12b. We transmit
each part of the input to a node. Furthermore, we need to
extend each region for b f/2cmore overlapping elements with
neighboring parts, so that we can do convolution on the
borders. Therefore, the number of input data elements to be
transmitted per node is:
d 1
d2
eHiWiCi + 4b f/2c(d2 − d), (2)
in which the first term represents the splitted input, and the
second term represents the numbers of extra overlapping el-
ements. Compared to channel splitting in which we transmit
of copy of input to all nodes, here we pay the extra overhead
for only the overlapping parts. Since each node processes
all filters, each needs a copy of all weights. Hence, the
total number of filter elements to be transmitted is d2kCi f 2.
However, note that this is a one-time cost for all inferences.
The total number of multiplications and reductions is the
same in total, and each node process only 1/d2 part. When
the computation of each node is done, we concatenate their
output spatially. The concatenation is in order of the total
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Table 2. Model parallelism methods for convolution layers (assuming same padding).
Name Division #Nodes Distributed Weights Input Filters Output Communication MergeFactor Activation (per node) (per node) (per node) (per node) (total-per inference) Operation
Baseline N/A 1 N/A kCi f 2 HiWiCi kCi f 2 HiWik (Ci + k)(HiWi) N/A
Channel k′ filtersnode d kk′ e 3 k′Ci f 2 HiWiCi k′Ci f 2 HiWik′ (d kk′ eCi + k)(HiWi) Concat
Spatial d partdimension d
2 3 kCi f 2 Eq.2 kCi f 2 1d2 HiWik (d
2Eq.2 + k)(HiWi) Concat
Filter Cb batches d CiCb e 7 kCb f 2 HiWiCb kCb f 2 HiWik (Ci + kd
Ci
Cb
e)(HiWi) Sum
Table 3. Comparisons of model parallelism methods for convolution layers
Channel Splitting Spatial Splitting Filter Splitting
Input Entire input is copied Input is divided spatially Input is divided channel-wise
Filters Some filters are saved All filters are saved Part of all filters are saved
Output Each node calculates a channel Each node calculates a spatial region Each node calculates a partial output
Overhead Input is copied across all nodes Input overlapping elements Output partial sums
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Figure 12. Convolution layer channel and spatial splitting.
number of parts. Similar to previous method, the total num-
ber of output elements to be transferred is HiWik. We have
the option to apply activation function either on each node
or after the merging. As discussed, the communication over-
head for spatial splitting is only for overlapping parts, which
approximately is 4d2b f/2c(d2 −d). Since usually filter size is
small, this overhead is not significant. Spatial splitting has
another advantage, which is to generate a part of output, we
do not need to merge all the results. Therefore, in construct-
ing a parallelized model while maintaining correctness, we
can process a few convolution layers sequentially without
merging their result back after every one layer.
(a) Convolution of one filter
Base case
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%$ %$& &#$
∗ =
#$
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(b) Convolution of one filter 
Filter splitting
Figure 13. Convolution layer filter-splitting method.
Filter Splitting: In filter splitting, both input and filter are
splitted channel-wise in batches of size Cb. Figure 13a illus-
trates the base case in the convolution of one filter which
1Here, for simplicity we divide each dimension to equal parts,
which only allows square numbers for the number of the nodes.
In our implementations, we implement the general version with
unequal parts for which any number of nodes is possible.
produces a single channel in the output. Figure 13b illus-
trates same filter in the filter splitting method. Both the
input and filter is divided to three parts, each of which is
processed separately. Since there is a one-to-one corre-
spondence between input and filter elements, each node
computes a partial output. In the end, to create the final
output, we need to sum all corresponding elements and ap-
ply the activation function. If we denote input channel size
as Ci, then we need a total of dCi/Cbe nodes. Since input is
splitted channel wise, total number of input elements trans-
fers is without an overhead, or HiWiCi in total. Similarly,
each node only saves its dedicated channels of all filters,
so memory footprint is also divided. But, since each node
sends a partial output to the merging node, there is overhead
of (kd CiCb e − 1)(HiWi) for transmitting output elements com-
pared to the baseline. In addition, to create the final output,
we need to perform kd CiCb e reductions. The concatenation is
in O(Ci/Cb).
Methods Comparison: Now that we know different meth-
ods for model parallelism, how should we choose the best
performing one for a specific convolution layer? A better
comparison of these methods is presented in Table 3. For
instance, channel splitting has an overhead of copying the
input, whereas filter splitting has to transmit partial sums.
The impact strength of these differences on the performance
is defined by the properties of a convolution layer. As illus-
tration, in Figure 14, we run a convolution layer with the
kernels 3x3, 5x5, 9x9, filter depths 128 and 512, and vari-
ous input depths with 128x128 inputs. We distributed the
layer on three Raspberry Pis using the mentioned methods
(in total five devices, with initial sender and final receiver).
Speedups are relative to single deivce execution. We see
that in the kernel 3x3 and filter depth 128, smaller input
depths have no speedup. This is because the amount of com-
putation per node after distribution is pretty small. However,
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Figure 14. Performance of model-parallelism methods on three devices for different convolution layers.
for the larger input depths, since the amount of computation
after distribution is more balanced, we see a speedup. We
discuss more in Section 5 about this. Furthermore, we see
that in most cases, spatial splitting performs better. This is
because spatial splitting, contrary to other methods, does not
have a significant communication overhead and since we
only distribute on three devices, the number of overlapping
elements (i.e., additional computation in spatial splitting)
are not high. This is why for larger 9x9 kernels, since the
number of overlapping elements increases, the advantage of
spatial splitting compared to other methods is less notice-
able.
5 Finding a Near-Optimal Distribution
To understand why distributing and parallelizing DNN com-
putations are necessary for resource-constrained devices
Figure 15 shows memory usage and time to process an input
(i.e., latency) of some layers in C3D and VGG16. As we see,
beginning dense layers of both models have extremely long
latencies (in order of minutes, not shown), because of their
high memory footprint and low compute intensity which
causes the usage of swap space. Hence, model parallelism
is necessary for them. Convolution layers have much less
memory footprint, but with a few layers on a device we will
eventually exceed the available memory of the device and
face the same issue as dense layers. Moreover, for convo-
lution layers, the latency of a single computation is long
and not suitable for real-time processing, as shown in Fig-
ure 15b and c. Note that most DNN models have more than
ten layer, and here we are only showing the statistics for one
of them. The mentioned challenges are more exacerbated
with more layers. In summary, total latency of executing
the entire model on a single resource-constrained device is
much longer because: (i) limited memory causes extremely
slow swap space activities, and (ii) latencies of all layers
is accumulated because there are no parallelization oppor-
tunity. Model parallelism methods in the previous section
helps us in solving these challenges because they reduce the
memory footprint and exploit more compute resources.
Now that we are able to distribute and parallelize DNN
computations using model and data parallelism, the question
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Figure 15. Memory usage and latency of VGG16 and C3D layers.
is: How can we find a near-optimal distribution for a given
number of nodes? The distributed system that we study is
essentially a processing pipeline for DNN model. Our goal
is to increase the execution performance of DNN models
when performing single-batch inference in the terms of the
number of inferences per second (IPS) (higher is better) and
latency (lower is better). In general, if we haveW amount
of work and n workers, our speedup would be
Speedup =
W
W/n + overhead
, (3)
in which the overhead entails to communication overhead
(∝ data size), and some fixed overhead such as the network
set-up between devices. If the communication overhead
dominates our distribution, then we will have a slowdown
(as seen in the convolution layers study in Section 4. To
avoid such scenarios, we need to :(i) avoid unnecessary
splits to reduce the amount of communication overhead,
and (ii) associate enough work per node so the benefit of
parallelizing exceeds communication overhead. To do so,
we merge less compute intensive layers together on a single
node. We also monitor idle nodes and combine the lay-
ers, we also increase the utilization of each node thereby
achieving a balanced pipeline.
Generating a Balanced Pipeline: To do a near-optimal
distribution in our pipeline of IoT nodes, each node’s latency
should be similar to other nodes. Thus, the amount of work
per node, or W/n should be the same. Model parallelism
helps us gain access to smaller granularities of work during
distribution, therefore shorter latencies. On the other hand,
data parallelism does not changes the amount of work per
node, but increases the throughput. In other words, since
the throughput increases (depending on the number of the
nodes), the work on these data-parallelism nodes could have
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a higher latency compared to other nodes in the pipeline.
By considering these, to generate a distribution, first we
need to create a database with a mix of (i) regression models
based on the amount of work and type of the layers, and (ii)
profiled data from some layers and their splitted versions
(as seen in Section 4). Then, we study our given DNN
model layer by layer. If the memory footprint is large and
causes swap activities, for that layer, we have to first use
model parallelism. After that, we try to group less compute-
intensive (sequential) layers to reduce the communication
overhead mentioned before. The grouping is done in a
way that the average latency for processing an input on
each device would be similar. After deploying such initial
distribution, we monitor the queue occupancy and latency
of each device. With these gathered new data, we repeat
the above steps and fine tune the distribution. Procedure 1
summarizes these steps.
Procedure 1 Heuristics for distributing a DNN model.
procedure GenerateDistribution
Inputs: list of layers , #Nodes n
memsize: Memory size per node
Regression models or profiling database, 
Outputs: dictionary of node IDs to a set of its tasks, 
Step1: Check memory usage all layers in  using , if
larger than memsize, add that layer to the model paral-
lelism list.
Step2: Using latency of layers in  and their splitted
version, and by ensuring sequential dependency of lay-
ers, try to create groups of layers with same latency.
Create .
Step3: Deploy . Monitor queue occupancy and la-
tency on each device. Goto Step2.
6 System Evaluation
We evaluate our method on a distributed system with Rasp-
berry Pi 3s [29] (Table 4). To show how our distribution
heuristics provides better performance, we compare our
results with a randomly assigned distributed system. The
randomly assigned distributed system ensures correctness,
but not an optimally designs a processing pipeline. In de-
tails, random assignment can create an unbalanced amount
of work among the nodes, or assign a memory-intensive
computation to one layer. For all implementations, we use
Keras 2.1 [5] with the TensorFlow backend (version 1.5) [1].
For RPC calls and serialization we use Apache Avro [2]. A
local network with the measured bandwidth of 94.1 Mbps
and a measured client-to-client latency of 0.4 ms for 64 B is
used. All trained weights are loaded to each Pi’s storage, so
each Pi can be assigned to any task.
Table 4. Raspberry Pi 3 specifications.
CPU 1.2 GHz Quad Core ARM Cortex-A53
Memory 900 MHz 1 GB RAM LPDDR2
GPU No GPGPU Capability
Price $35 (Board) + $5 (SD Card)
To create the pipeline, after finding a distribution of com-
putations, we create a single file containing a dictionary of
the IP addresses and their assigned computation. We up-
load the file to all nodes, and each node, by reading model
description and its assigned computation, finds its position
in the pipeline. After handshaking, which takes less than
one minute, the system is ready for processing. During
runtime, each node reports its latency and the histogram of
request queue occupancy. By collecting such stats, we are
able to find bottleneck nodes in our pipeline and create a
more balanced pipeline, as Procedure 1 describes.
In the reminder of this section, we will analyze the applica-
tion of the described model-parallelism methods on several
models. Note that, if a model, after analyzing layer-by-
layer requirement, does not require application of model-
parallelism, we will not describe it here. This is because,
data parallelism can help these models tremendously by
grouping the layers together and copy the work on sev-
eral nodes. For instance, Resnet50 contains several low-
latency layers. Therefore, to distribute it, we can easily
create groups of layers with even latencies and use data
parallelism to increase its performance.
AlexNet & VGG16: In these set of experiments, we de-
ploy the entire AlexNet and VGG16, including last dense
layers, models on distributed systems. AlexNet, as intro-
duced in Section 3, has 8 layers in total. Since the first
dense layer in AlexNet face limited memory issue, all of our
distributions perform output splitting for this layer. The rest
of convolution layers are allocated to idle nodes. Our two
example systems has 4 and 6 devices and achieve around
2× speedups compared to randomly distributed systems, as
seen in Figure 17. Because AlexNet layers all have low
compute requirements (per layer latency of less than 0.2s),
we could not get more benefit by distributing the computa-
tions. But, VGG16, compared to AlexNet, consists of more
computationally intensive layers. Therefore, as Figure 17
shows, we use 8 and 11 devices for distribution to achieve
up to 6× speedup. Note that, similar to AlexNet, since we
include the first dense layer, all of our distributions perform
output splitting for this layer. For other layers, to gain a
better insight, in Figure 18, we measured layer-wise latency
of VGG16 layers that are executed on Raspberry Pi. Except
the first dense layers, we are able to run all other layers
on a single Raspberry Pi. But, some layers have extremely
long latency, so we will be bounded by such layers in our
pipeline (e.g., second convolution layer). Our 11- and 8-
device systems bypass this bottleneck by using the methods
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Figure 16. Xception layer-wise latency on Raspberry Pi.
proposed in Section 4 to achieve these speedups.
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Figure 17. AlexNet and VGG16 result on a distributed system.
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Figure 18. VGG16 layer-wise latency on Raspberry Pi.
C3D: To understand when applying model-parallelism
methods are appropriate, we analyze layer-by-layer latency
of C3D models on the Raspberry Pi in Figure 19a. As
shown, C3D is quite heavy for resource-constrained devices
which is due to its layers that have high latency. This high
latency is caused by a few convolution layers. The memory
footprint of these convolution layers can be fit in our device
memory, thus, the latency is caused by their heavy computa-
tions. In other words, because C3D has 3D convolutions, a
key layer in understating temporal content, which has high
computation demands, our model will experience a huge
slowdown when begin distributed. To see how model paral-
lelism can help these situations, we apply our three methods
of model-parallelism with three devices on the second con-
volution layer. As seen, we can get up to 2.6× speedup by
using only three devices.
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Figure 19. C3D layer-wise latency and applying model-parallelism
methods on the heaviest layer.
Resnet50 & Xception: We did the similar latency analysis
for Resnet50 model. However, as seen from their model in
Section 3, since the layer-wise latency of each layer is so
short (less than 0.2 seconds per layer), there is not much
opportunity in applying model parallelism on these model.
Figure 16 provides a detailed latency overview of Xception.
As seen the highest latency is less than 0.2 seconds. In this
case, data-level parallelism will provide a linear speedup as
the number of nodes.
7 Conclusion
In this work, we proposed a solution to aid moving the
computations of DNNs closer to the edge devices. Our
target was resource-constrained devices such as prevalent
IoT that have small memory and low computation power.
We increased the real-time performance of single-batch in-
ferencing by deploying a processing pipeline that exploits
the collaboration between such devices. To overcome the
limited memory and compute power of these devices, we
introduce several model-parallelism methods and throughly
analyzed their cost and benefits. Finally, we deployed pro-
cessing pipelines for a few state-of-the-art visual models.
for For future work, we plan to extend our work to more than
visual DNNs, covering areas such as translation and speech
recognition. Furthermore, we are studying the possibility of
various methods in alleviation the communication overhead
such as bypassing merging in the next layer, compression,
and using coded distribution.
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