We propose hardware-aware sum-product (SP) decoding for low-density parity-check codes. To simplify an implementation using a fixed-point number representation, we transform SP decoding in the logarithm domain to that in the decision domain. A polynomial approximation is proposed to implement an update rule of the proposed SP decoding efficiently. Numerical simulations show that the approximate SP decoding achieves almost the same performance as the exact SP decoding when an appropriate degree in the polynomial approximation is used, that it improves the convergence properties of SP and normalized min-sum decoding in the high signal-to-noise ratio regime, and that it is robust against quantization errors.
Introduction
Sum-product (SP) decoding [1] is a powerful decoding algorithm for binary low-density parity-check (LDPC) codes [2] . In spite of its low complexity, SP decoding can achieve performance very close to the channel capacity when an optimized irregular LDPC code [3] is used. Furthermore, the channel capacity is universally achievable under SP decoding for transmission over general binary-input memoryless symmetric-output channels if spatial coupling [4] is applied to regular LDPC codes. Thus, SP decoding plays a central role in modern coding theory.
In practical communication systems, SP decoding needs to be implemented in hardware devices such as applicationspecific integrated circuits (ASICs) or field-programmable gate arrays (FPGAs) [5] . In implementing the SP decoding in the logarithm (L) domain, we face two difficult issues [6] - [8] : (i) how to implement the tanh and tanh −1 functions and (ii) how to quantize messages in the L-domain.
To circumvent the former issue (i), decoders based on min-sum (MS) algorithms [9] - [15] have been used instead. MS-based decoding requires no computations of special functions. Nonetheless, normalized min-sum (NMS) decoding [16] can achieve almost the same performance as SP Manuscript decoding for short LDPC codes. However, NMS decoding has two disadvantages: worse decoding performance for long codes and worse convergence property in the high signal-tonoise ratio (SNR) regime especially for short codes. For the latter issue (ii), uniform quantization enables simple implementations based on fixed-point number representations. However, it is a challenging issue to design the dynamic range of messages in the L-domain. In many cases, the dynamic range is optimized in a heuristic manner based on numerical simulations. In some cases, the details of quantization are not disclosed. A more sophisticated approach is based on density evolution (DE) [17] , [18] . For a given number of quantization bits, Chen et al. [16] used DE to optimize the quantization step or equivalently the dynamic range, as well as a normalization coefficient in NMS decoding. However, the optimization results depend heavily on the ensemble of LDPC codes, channel statistics, and the number of quantization bits. As a result, optimized NMS decoding is not flexible.
In this paper, we propose SP decoding in the decision (D) domain instead of the L-domain. The D-domain is defined as the image of the tanh function, i.e. the interval [−1, 1]. Thus, use of the D-domain requires no optimization with respect to the dynamic range of messages. Furthermore, SP decoding in the D-domain uses basic arithmetic operations to update messages in each iteration, while the tanh function is required in the initialization step. Since it needs no optimization via DE, SP decoding in the D-domain enables a flexible implementation that does not depend on the ensemble of LDPC codes, channel statistics, or the number of quantization bits.
SP decoding in the D-domain has an update rule with a division. If the update rule is implemented with lookup tables (LUTs), the division is not a strong constraint in implementing the update rule. If it is implemented with arithmetic operations, on the other hand, it results in slow computation and a large amount of resources. To eliminate the division, we propose an efficient implementation of the update rule based on a polynomial approximation. The proposed approximate implementation is numerically shown to be robuster against quantization errors than the exact implementation, in spite of faster computation and a smaller amount of resources.
The remainder of this paper is organized as follows: In Sect. 2 we review regular LDPC codes and the additive white Gaussian noise (AWGN) channel. After introducing SP decoding in the L-domain, in Sect. 3, we propose SP de-coding in the D-domain and the polynomial approximation. Section 4 presents DE analysis to investigate the accuracy of the proposed polynomial approximation. In Sect. 5, the proposed approximate SP decoding is numerically compared to the exact SP decoding in the D-domain, as well as to the NMS decoding [16] . Section 6 concludes this paper.
Preliminaries

Regular LDPC Codes
We focus on an ensemble of binary regular LDPC codes [2] . It is straightforward to apply our results to irregular or spatially coupled LDPC codes. In performance evaluation, parity-check matrices are picked up from the ensemble uniformly and randomly. Since the ensemble contains bad codes with short cycles, the bit error rate (BER) presented in this paper is worse in the high SNR regime than that in existing papers on hardware implementation, in which a single good code without short cycles was used. However, such ensemble performance reveals fundamental properties of decoding algorithms in the high SNR regime.
A (d v , d c )-regular LDPC code can be represented with a Tanner graph that consists of N variable nodes with degree d v and (N − RN ) check nodes with degree d c . Each variable node has d v edges connected to different check nodes, while each check node has d c edges connected to different variable nodes. Since there is a one-to-one correspondence between a parity-check matrix and a Tanner graph, the ensemble of parity-check matrices induces that of Tanner graphs. Thus, the two ensembles are not distinguished from each other.
AWGN Channel
We postulate the AWGN channel with binary phase-shift keying (BPSK) y n = x n + w n , w n ∼ N (0, σ 2 ).
(1)
In (1), x n = ±1 denotes the nth BPSK symbol obtained from the mapping x n = 1 − 2c n of the nth code bit c n ∈ F 2 . The AWGN elements {w n } are independent zero-mean Gaussian random variables with variance σ 2 > 0. Let E b = 1/R and N 0 = 2σ 2 denote the power per transmitted information bit and double-sided power spectral density, respectively. We follow [2, p. 176 ] to define the SNR per transmitted information bit as E b /N 0 = 1/(2Rσ 2 ).
SP Decoding
L-Domain
SP decoding is a message-passing algorithm on a Tanner graph. Let L n denote the log-likelihood ratio (LLR) for the nth received signal y n , given by
We write an L-domain message passed from variable node n to check node m in iteration t ∈ {0, 1, . . .} as L t n→m ∈ R. The message passed in the opposite direction is denoted by L t n←m .
The soft decision of x n in iteration t of SP decoding is given by tanh(L t n /2) with the a posteriori LLR
where the set M n ⊂ {1, . . . , N − RN } denotes the neighborhood of variable node n, i.e. the set of check nodes connected to variable node n. The messages L t n→m and L t n←m in the L-domain are updated as follows:
with L t−1 n←m = 0 for t = 0, where N m is the neighborhood of check node m. The update rules (4) and (5) are for variable and check nodes, respectively.
D-Domain
The update rule (5) in the L-domain needs computations of the tanh and tanh −1 functions. In order to circumvent them, we transform the SP decoding in the L-domain to that in the D-domain, which is the image of the tanh function. Let D t n→m = tanh(L t n→m /2) and D t n←m = tanh(L t n←m /2). From (5), we have the update rule of the check node in the D-domain
In order to represent the update rule (4) simply, for d ∈ N we define a function F d :
with F 1 (D 1 ) = D 1 . The following lemma allows us to represent the update rule (4) of the variable nodes in the L-domain as
with D −1 n←m = 0 and D n = tanh(L n /2). Lemma 1: For all {L i } in the L-domain,
Proof: The proof is by induction. The identity (9) is trivial
where the second and last equalities follow from the induction hypothesis (9) and the definition (7), respectively. Thus, Lemma 1 is correct for all d.
Equations (6) and (8) are the update rules of SP decoding in the D-domain. The SP decoding in the D-domain can be implemented with four arithmetic operations, with the only exception of the computation of D n = tanh(L n /2) in the initialization.
Remark 1:
The update rule (5) in the L-domain may be implemented with LUTs of the tanh function when an FPGA is used. Similarly, LUTs may be used to compute the channel messages {D n } in the D-domain. To realize a fully parallel architecture of SP decoding, the D-domain implementation requires fewer LUTs than that in the L-domain.
The L-domain implementation requires O(N ) LUTs in the code length N since the LUTs are used in every iteration. On the other hand, the required number of LUTs in the D-domain depends on the transmission scheme because the LUTs are not used in SP iterations. Suppose that block transmission of sizeÑ ∈ {1, . . . , N } is used to sendÑ BPSK symbols in every symbol period. As an example of block transmission, we haveÑ = 64 when the 64-point fast Fourier transform (FFT) is used in orthogonal frequency-division multiplexing (OFDM). If computation of the channel messages {D n } finishes within one symbol period, the D-domain implementation only needs O(Ñ ) LUTs. Since the sizeÑ of block transmission is smaller than the code length N in general, the D-domain implementation needs fewer LUTs than the L-domain implementation.
Polynomial Approximation of (7)
In implementing (7) with arithmetic operations instead of LUTs, computation of the division in (7) should be circumvented since the division is more complicated than the other arithmetic operations.
To eliminate the division from (7), we rewrite (7) as
On the basis of the identity
for some even J ∈ N.
Under the polynomial approximation, (11) is not invariant under the permutation of {D 1 , . . . , D d }. Since the messages D t−1 n←m passed from the check nodes are identically distributed as N → ∞, the decoding performance depends on the position of processing the message D n . Discussion in Sect. 4 implies that we should process D n at the first position as shown in (8) .
The polynomial (13) has the following two properties suitable for a fixed-point number implementation.
Property 1: Let J = 2 q for q ∈ N and define α q = (−D 1 D 2 ) 2 q and P q recursively as
Then, we haveF 2
is trivial for q = 1. Suppose that Property 1 is correct for some q. Using (15), the induction hypothesis P q =F 2 q −1 2 (D 1 , D 2 ), and (13), we have
Thus, P q =F 2 q −1 2 (D 1 , D 2 ) holds for all q ∈ N. We next proveF 2 q 2 = P q + α qF 0 2 . Repeating the same argument as in the proof of (16), we have
Thus, Property 1 is correct. Property 1 implies that the polynomial approximation can be implemented efficiently as long as the degree J is a power of 2. 1] , and even J. In particular, the equality holds only for
Proof: SinceF J 2 (±1, ±1) = ±2 is trivial, without loss of generality, we prove |F J 2 | < 2 under the assumption |D 2 | < 1. For D 1 D 2 ≥ 0, it is straightforward to find that the polynomial Q J = J j=0 (−D 1 D 2 ) j is monotonically decreasing with respect to even J, so that Q J ≤ Q 0 = 1 holds. Thus,
Combining these results, we arrive at Property 2.
Property 2 implies that a uniform quantization of the interval [−2, 2) is suitable for the signed fixed-point number representation. The overflowF J 2 = 2 occurs only when D 1 = 1 and D 2 = 1 are input. However, it is easy to detect this overflow by checking the sign bit ofF 0 2 = D 1 + D 2 , i.e. 010 · · · 0 + 010 · · · 0 = 10 · · · 0.
Theoretical Analysis
Density Evolution
To investigate the accuracy of the polynomial approximation, we follow [18] to present DE analysis. DE tracks the rigorous dynamics of each message distribution with respect to iteration t when the code length N tends to infinity. Two important properties used in DE are that the messages D t n→m and D t n←m can be regarded as independent random variables in the limit N → ∞, and that decoding performance is independent of the transmitted codeword [2] .
The former property results from the sparsity of LDPC codes. The latter property follows from the linearity of LDPC codes, the symmetry of the AWGN channel, and from the symmetry of SP decoding. In particular, the update rule (8) of the variable nodes needs to satisfy the
. This symmetry follows from the sym- (11) for the exact SP decoding in the D-domain. The approximate SP decoding with (13) satisfies the same symmetrỹ
. Thus, decoding performance is independent of the transmitted codeword. In other words, without loss of generality, we can assume transmission of the all-zero codeword.
However, the message distributions still have intractable representations in general, so that the rigorous performance of SP decoding should have a complicated expression. To obtain a simple dynamical system describing the decoding performance, we make the following Gaussian approximations:
Assumption 1: The message D t n←m passed from check node m to variable node n is Gaussian-distributed in the Ldomain, i.e. 2 tanh −1 (D t n←m ) ∼ N (µ t v←c , 2µ t v←c ) for some mean parameter µ t v←c > 0. Assumption 2: Let D i = tanh(L i /2) for i = 1, 2, and suppose that the random variables {L i ∼ N (µ i , 2µ i )} are independent and Gaussian-distributed for µ i > 0. Then, the functionF J 2 (D 1 , D 2 ) is also Gaussian-distributed in the Ldomain, i.e. 2 tanh −1 (F J 2 (D 1 , D 2 )) ∼ N (µ, 2µ) for some µ > 0. Assumption 1 is the standard assumption in DE with the Gaussian approximation (DE-GA) [18] . The constraint between the mean and variance originates from the Gaussian property of the channel message L n ∼ N (µ 0 , 2µ 0 ) with µ 0 = 2/σ 2 obtained via the definition (2) .
There are several methods for determining the mean parameters µ t v←c > 0 and µ in Assumptions 1 and 2, e.g. mean matching [18] , BER matching [19] , or entropy matching [20] . In this paper, we use mean matching [18] .
To present the DE equations for the approximate SP decoding with (13), we first define two functions Φ :
with the conventions Φ(0) = 0 and Φ(∞) = 1. The function Φ is regarded as the mapping of the L-domain parameter µ to the D-domain parameter Φ(µ). Since Φ is monotonically increasing, we have the inverse Φ −1 : [0, 1] → [0, ∞].
Another function Ψ i is recursively defined as
for i ≥ 3, where Ψ 2 is given by
with Ψ 2 (µ 1 , 0) = µ 1 and Ψ 2 (0, µ 2 ) = µ 2 . The function Ψ 2 corresponds to the mean-matching condition for determining a mapping of (µ 1 , µ 2 ) to the parameter µ in Assumption 2. We next present the DE equations for the approximate SP decoding with the message D n processed at the first position. From Assumption 1 and the update rule (6) of the check nodes, we find that the DE equation for the check nodes is given by
The DE equation (21) is the same as that derived in [18] since the update rule of the check nodes is exact.
On the other hand, applying Assumption 2 to the update rule (8) with F 2 in (11) replaced by θ(F J 2 (D 1 , D 2 )), we find that the DE equation for the variable nodes is given by
for t ≥ 0, with the initial condition µ −1 v←c = 0. Note that the DE equation (22) is for the approximate SP decoding that processes the message D n at the first position. When D n is processed at the last position, the DE equation (22) is replaced by
In drawing the dynamics of the SP decoding on a chart like the extrinsic information transfer (EXIT) chart, bounded parameters are preferred. One option is to use the D-domain parameters δ t v→c = Φ(µ t v→c ) and δ t v←c = Φ(µ t v←c ), instead of the L-domain parameters µ t v→c and µ t v←c . The parameter δ t v→c = 1 implies that there are no bit errors in the messages passed from each variable node to check nodes in iteration t as N → ∞, while δ t v→c = 0 indicates that the BER is 1/2.
Numerical Results
The DE equations (21) and (22) are numerically evaluated for the ensemble of (3, 6)-regular LDPC codes. Figure 1 shows the chart of the D-domain parameters δ t v→c and δ t v←c . We find that the curve of the approximate SP decoding gets closer to that of the exact SP decoding as J grows. The error due to the polynomial approximation is large in the upperright region while it is negligibly small in the lower-left region.
When the two curves for the variable and check nodes have a unique intersection, the performance of SP decoding converges to the intersection. In particular, the exact SP decoding converges to the point (1, 1), which indicates no bit errors in the limit N → ∞. We refer to the infimum of the SNR E b /N 0 such that the two curves have a unique intersection as decoding threshold. Only when the SNR is above the decoding threshold, the exact SP decoding can Fig. 1 Chart of the D-domain parameters for E b /N 0 = 1.25 dB. correct all errors as N → ∞. From Fig. 1 , we find that only the approximate SP decoding with J = 4 has a decoding threshold larger than 1.25 dB. Table 1 lists the decoding threshold of the exact and approximate SP decoding algorithms based on the DE-GA. The approximate SP decoding achieves the same threshold as the exact SP decoding when J is at most 8. The decoding threshold of the approximate SP decoding with J = 16 is slightly smaller than that of the exact one. This observation should be regarded as an approximation error of the DE-GA.
We next investigate the impact of the position at which the channel message D n is processed in the update rule (8) with F 2 in (11) replaced by θ(F J 2 (D 1 , D 2 )). The DE equations of the variable nodes are given by (22) and (23), respectively, when D n is processed at the first and last positions. Figure 2 shows a comparison between the two approximate SP decoding algorithms. When D n is processed at the last position, the intersection between the two curves moves from the point (1, 1) toward the lower-left direction. This implies that the channel message D n should be processed at the first position to improve the decoding performance after convergence.
This observation can be understood as follows: Suppose that the messages {D t n←m } emitted from all check nodes connected to variable node n are 1. In the exact SP decoding, F 2 (D t n←m , D n ) = 1 given in (7) holds regardless of D n . In the approximate SP decoding, on the other hand, we find F J 2 (D t n←m , D n ) = (1 + D n ) J j=0 (−D n ) j ∈ [0, 1) for all D n ∈ [−1, 0). In other words, the exact SP decoding trusts any message with magnitude 1 completely, while the approximate SP decoding still doubts if another message with the opposite sign is passed. When D n < 0 is processed at the first position, the message emitted from variable node n is equal to 1. When D n < 0 is processed at the last position, on the other hand, it is smaller than 1. This discussion assumes that messages passed from check nodes are reliable. The assumption is valid in the limit N → ∞, as long as a finite number of iterations are considered. However, the messages may not be reliable for finite code length, because of the existence of short cycles in LDPC codes. Since it is overconfident in reliability of the messages, the exact SP decoding causes an error floor more likely than the approximate SP decoding.
Numerical Simulations
Performance
The performance of SP decoding is numerically investigated for the ensemble of (3, 6)-regular LDPC codes. In all numerical simulations, the number of iterations is set to 50. We consider three decoding algorithms: the exact SP decoding in the D-domain, the approximate SP decoding, and the NMS decoding [16] . The exact SP decoding in the D-domain is equivalent to that in the L-domain. In the NMS decoding, the update rule (5) of the check nodes in the L-domain is replaced by
where the function sign(L) denotes the sign of L. The coefficient α > 0 is a design parameter for optimizing the performance of the NMS decoding. In this paper, we use α = 0.8 [16] optimized in terms of the decoding threshold for the ensemble of (3, 6)-regular LDPC codes. Figure 3 shows the BERs of the approximate SP decoding with degrees J = 8 and J = 16 in (13) for short code length N = 1024. The approximate SP decoding with J = 16 achieves almost the same BER as the exact SP decoding. As shown in [16] , the NMS decoding is slightly superior to the SP decoding in the moderate SNR regime. However, the NMS decoding has the worst performance in the high SNR regime.
To understand what occurs in the high SNR regime, we show the BERs versus the number of iterations at a high SNR in Fig. 4 . The BERs of the exact SP and NMS decoding oscillates as the number of iterations increases. The NMS decoding has worse convergence property than the exact SP decoding. This bad convergence properties are due to the existence of short cycles in LDPC codes. Since it is experimentally known that optimizing the decoding threshold degrades the error-floor performance, the NMS decoding is more strongly affected by short cycles.
On the other hand, the BERs of the approximate SP decoding are monotonically decreasing in spite of the existence of short cycles. This is because the approximate SP decoding is not overconfident in reliability of messages, as discussed at the end of Sect. 4. Thus, we can conclude that the approximate SP decoding improves the convergence property in the high SNR regime. Figure 5 shows the BERs for long code length N = 8192. As reported in [16] , the NMS decoding has a performance loss of approximately 0.05 dB compared to the exact SP decoding. The BER of the approximate SP decoding with J = 32 is indistinguishable from that of the exact SP decoding, while using J = 16 results in a slight performance loss.
Finally, we investigate the influence of quantization. As discussed in Sect. 3, we used the Q-bit signed fixedpoint number representation of the interval [−2, 2) based on the uniform quantization for the approximate SP decoding. On the other hand, we used the same representation of the interval [−1, 1) for the exact SP decoding in the D-domain. Quantization of the NMS decoding is not considered since it requires the optimization of the quantization step for each number of quantization bits via DE [16] . Figure 6 shows the BERs of the exact and approximate SP decoding using the fixed-point number representation. An interesting observation is that the quantization degrades significantly the performance of the exact SP decoding in the high SNR regime. On the other hand, the approximate SP decoding achieves almost the same performance as the exact SP decoding with a double-precision floating-point number representation. Thus, we conclude that the approximate SP decoding is robust against the quantization errors.
Complexity
We compare the exact and approximate SP decoding algorithms in the D-domain in terms of resources and processing time in implementing them with an FPGA. As a fair comparison, we focus on the update rules of each variable node instead of implementing the whole decoders. We used Cyclone V SX SoCs 5CSXC6 produced by Intel Corporation to make modules implementing the update rules.
As long as LUTs are utilized, there are no essential differences between implementations of the two decoding algorithms. From the numerical simulations in Sect. 5.1, we can conclude that, when LUTs are used, the approximate SP decoding achieves robuster performance against quantization errors than the exact SP decoding in spite of comparable resources and processing time. Thus, we only compare implementations based on arithmetic operations. We used the LPM_DIVIDE IP core to implement a divider, while we utilized the LPM_MULT IP core for a multiplier. TimeQuest Timing Analyzer in Intel Quartus Prime Lite Edition Software was used to estimate the number of adaptive logic modules (ALMs), the maximum operating frequency F max , and the processing time. The number of ALMs is regarded as the amount of resources required for implementing the modules. Table 2 lists the number of ALMs, the maximum operating frequency, and the processing time for the exact and approximate SP decoding. Note that they depend on whether digital signal processing (DSP) is enabled or disabled. In the DSP-disabled case for J = 16, the approximate SP decoding reduces the amount of resources and the processing time by 38% and 59%, respectively, compared to the exact SP decoding.
Conclusion
We have proposed the SP decoding in the D-domain and an polynomial approximation of its update rule in each variable node. Use of the D-domain results in a simple implementation of the decoder with a fixed-point number representation based on uniform quantization of a fixed interval. The interval does not depend on the ensemble of LDPC codes or the channel, in contrast to the NMS decoding that requires the optimization of design parameters via DE.
The approximate SP decoding in the D-domain has the following advantages:
1. It achieves almost the same performance as the exact SP decoding when an appropriate degree in the polynomial approximation is used.
2. It has better convergence property in the high SNR regime than the exact SP and NMS decoding.
3. It is robust against quantization errors.
4. It provides a significant reduction of resources and processing time compared to the exact SP decoding in the D-domain when it is implemented with arithmetic operations.
An important future work is to reduce the number of quantization bits. A possible approach is non-uniform quantization based on the maximization of mutual information [21] . The D-domain [−1, 1] should be more suitable for such optimization than the L-domain (−∞, ∞).
