Abstract-A procedure for computing customized wavelets suitable for identifying the location of a fault along the length of a transmission line is proposed. Measuring the time difference of arrival (TDOA) between two consecutive transient reflections or the TDOA between the two initial peaks of two synchronized voltage/ current bus measurements provides an accurate fault-location estimate. Reliable TDOA estimates can be obtained only when the transformed fault signals consist of short/peaked pulses that arrive on a bus with a small group delay. Our customization method improves the "peakedness" and shortens the group delay of the transient signal by maximizing a suitable peakedness objective function. It is shown that this approach is superior in terms of accuracy compared to the "classic" (Daubechies) wavelet-based technique found in the literature. The proposed method is independent of the fault type and can be used to reduce the required data sampling rate while maintaining reliable TDOA estimates.
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I. INTRODUCTION

P
OWER SYSTEM fault-location detection and resolution is a crucial task for utility companies in order to resume service to their constituents within a timely manner. A plethora of techniques that is suitable for fault location have been developed in the literature over the last several years [1] . The most prominent methods can be classified as: 1) power frequency (narrowband Phasor-like) methods and 2) transient (broadband or travelling-wave methods). Traveling-wave methods rely on the availability of synchronized measurements by means of global positioning system (GPS) receivers, along with enhanced computational capabilities in power substations.
The authors in [2] introduced the application of the wavelet transform as an effective tool for accurately identifying the location of faults on a transmission line embedded within a power distribution network. It was shown that the high-pass coefficients (Scale1) of the wavelet transform provide reliable information about the location of grounded and ungrounded faults. In addition, the wavelet-transform coefficients at the second-highest resolution (Scale 2) were used to discriminate whether the fault is grounded or not and can be used to implement an automatic decision rule for performing the appropriate fault-location calculation. The conclusion reached in [2] suggests that a "peaked" waveform, that is, a short transient with a clearly defined narrow peak, can be obtained by passing the (sampled) voltage/current waveforms through an appropriately chosen highpass prototype filter . The effect of the instrument transformer viewed as an additional filtering stage has been studied in [13] - [15] .
In this paper, we generalize the (Daubechies-based) wavelet technique presented in [2] and extend the results of [3] and [4] using the fact that the Wavelet Transform can be equivalently represented by a two-channel Perfect Reconstruction (PR) Paraunitary, Quadrature Mirror (QMF) Filter-Bank (Fig. 1) [5] .
An example of a typical fault waveform and the corresponding output of a (Daubechies-based) is shown in Fig. 2 . A fault can be viewed as a current injection that travels like a surge along the line in both directions and continues to bounce back and forth between the fault point, and the two terminal buses until the postfault steady state is reached. Hence, the recorded fault transients at the terminals of the line will contain abrupt changes at intervals commensurate with the travel times of signals between the fault and the terminals. Using the velocity of traveling waves along the given line, the distance to the fault point can be deduced easily. If a single-ended recording scheme is employed, then fault-location estimates are obtained by measuring the time difference of arrival (TDOA) between two consecutive peaks of the transient (Fig. 2) [2] . Otherwise, if a two-ended synchronized recording scheme is employed, then the fault-location estimates are obtained by 0885-8977 © 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. measuring the TDOA between the two earliest peaks arriving at two buses.
In this paper, we present a technique for customization of the wavelet used to detect faults via wavelet-transform coefficients. We consider wavelets associated with the family of (2-channel) paraunitary QMF filter banks. In particular, Daubechies wavelets are members of this family. Customization of wavelets is achieved by optimal selection of the so-called QMF lattice coefficients which completely determine the transfer function of the lowpass prototype and the highpass prototype of Fig. 1 . To be specific, recall that the transfer functions of the lowpass and high-pass two-channel QMF filter-bank of order are given by the matrix product [5] (1) where are unconstrained real parameters known as QMF lattice coefficients, and (Fig. 3) . Customization of the wavelet selection is achieved by introducing an appropriate objective function that can measure "peakedness." This allows us to formulate the wavelet customization problem as unconstrained optimization in the space of QMF lattice coefficients, namely , where
and are discrete-time versions of the input and output waveforms for this filter. Details regarding our choice of the peakedness metric are provided in Section III. Since our cost function is unaffected by scaling, we can dispense with the constant in (1), so that the signal that defines the cost func- (2) is the output of in response to the input waveform . As a result, the peakedness metric depends on the fault waveform and the filter parameters . The optimized selection of QMF lattice coefficients produces a short pulse with small group delay and a steep leading edge at the output of the highpass prototype filter . These key characteristics improve the overall fault-location quality and allow us to reduce the sampling rate of the analogto-digital converter (ADC) converter used for measuring the analog faulted voltage/current waveforms. Our results are independent of the fault type such as: line to line (LL), single line to ground (SLG), etc. [3] , [4] . The primary examples used throughout this paper involve an SLG-fault: 1) voltage waveform ( Fig. 2 ) and 2) current waveform filtered by a transfer function that represents the effect of an instrument transformer (Section V) [13] - [15] .
II. SIMULATION SETUP AND FAULT-LOCATION ALGORITHM
The ATP/EMTP program [6] is used to generate the faultwaveform scenarios for our analysis. Fig. 4 illustrates the model used to generate the SLG faults presented in this paper. For this configuration, a distributed parameter, transposed J. Marti frequency-dependent transmission-line model [7] is employed. The default tower and conductor geometry associated with the ATP LCC-block were used (Table I) .
The three-phase voltages at buses A and B are generated using a fixed simulation step of 1 s. The total length of the line is 140 mi and the fault occurs 40 mi from bus B. In order to simulate the combined effect of measurement errors (including the instrument transformer), the ATP-generated phase voltages are corrupted by an additive white Gaussian noise source of variance equal to 1% of the peak value of the voltage sources.
The signals generated by ATP/EMTP are then sampled at several sampling frequencies in order to investigate the effect of the sampling rate. Experimental results suggest that our technique works well at all sampling rates above 50 kSamples/s. Finally, the recorded three-phase voltages are mapped into their modal components using Clarke's transformation matrix [2] . The (aerial) mode-2 is used to determine the fault location and the (ground) mode-1 is used to discriminate the fault type [2] . Once the modal components are available, the aerial mode is selected as an input to the wavelet customization algorithm. The resulting set of QMF lattice coefficients is used to: 1) filter the aerial mode, producing signal (mode-2, scale-1), which is used to determine the TDOA for fault location, and 2) filter the ground mode producing signals (mode-1, scale-1), (mode-1, scale-2), which are used for classifying fault situations [2] . The latter assumes that the instrument transducer used is characterized by a "good" (broadband and flat) frequency response. Examples regarding nonideal instrument transducers are studied in Section V. The signal triplet is normalized by a factor which is the maximum amplitude value, i.e., where . The normalized signal triplet fully determines fault location [2] : for example, if 0, we have an ungrounded fault. If and , we have a grounded fault occurring at the near half of the line. Otherwise, the fault is grounded, occurring at the remote half of the line. The block diagram in Fig. 6 summarizes the fault-location algorithm.
III. MEASURES OF WAVEFORM PEAKEDNESS
Given an input fault waveform and the highpass prototype filter characterized by , we wish to choose such that the output waveform is as peaked/sharp as possible. The ideal output is a discrete-time (Kronecker) delta function, located at the exact instant of a fault waveform reflection. In this case, measuring the TDOA between the first two such reflections provides a very accurate estimate of the fault location. This observation motivates our interest in measurements of waveform peakedness [8] - [10] .
Consider a scaling-invariant cost function based on a norm ratio, such as (3) Our peakedness metric always admits values in the range . In fact, recall that is a monotone decreasing function of [11] , so that for every (nonzero) vector . Similarly, Jensen's inequality implies that, for (4) because the function is up-convex for and for every . Consequently, for , for every vector of length . Similarly, because is up-convex for and for every so that for . The upper bound of is achieved, for instance, with (discrete-time Delta function , while the lower bound is achieved with (a discrete-time step function ), the least sparse choice for [3] , [4] . Our cost function , like all norm ratios, captures only sparseness, namely, the concentration of the energy of in a small number of elements. In contrast, our notion of waveform peakedness requires that the non-negligible elements of are adjacent to each other, so that the corresponding waveform has a single narrow (i.e., "sharp") peak. Nevertheless, using with typical fault waveforms tends to produce output waveforms with a single sharp peak, as we demonstrate in Section V.
In this paper, we choose to work with the metric. Thus, our objective is to optimize the parameters of a QMF-based highpass prototype filter so that (5) where .
IV. OPTIMIZED PARA-UNITARY QMF
A direct numerical solution of the unconstrained optimization problem (5) is hampered by the fact that the cost function , expressed in terms of QMF lattice coefficients is not convex and has multiple local maxima, so that initialization plays an important role in the optimization process. This observation motivates us to explore the geometry of the hyper-surface associated with the cost function in detail in order to come up with an appropriate initialization strategy in terms of the QMF lattice coefficients. A "low-order" analysis (for ) reveals that the cost function has an -dimensional ridge, with multiple branches [3] , [4] . The special choice of QMF coefficients associated with the Daubechieswavelet that was used in [2] is always on one of those branches, and usually near a local maximum. This observation motivates using the Daubechies wavelet to initialize our (iterative) optimization procedure.
A set of distinct initialization points is obtained by considering the zeros of the Daubechies-highpass prototype filter, as well as all the transformed sets of zeros, obtained by reflection with respect to the unit circle (Appendix). Each set of (transformed) zeros defines a different set of QMF lattice coefficients. Any of these choices provides us with a good initialization for solving the optimization problem described by (5) and experimentation shows that one of them always captures the global maximum.
A. Customization Using 2 Degrees of Freedom
In the two-parameter case, our cost function depends on the two QMF lattice coefficients and the input fault waveform . Plotting the cost function surface for several fault waveforms reveals a common characteristic, that is, a distinct sharp ridge towering above a low plateau (Fig. 7) .
The set of values that define the ridge, that is, the "footprint" of the ridge, is independent of the input fault signal . This is because all of our fault signals consist of a persistent 60-Hz harmonic and a much smaller high-frequency transient. In order to obtain a sharp/peaked output waveform , we clearly need to completely eliminate the 60-Hz component, which requires us to impose the constraint where to the specification of . Thus, we obtain an analytical closed-form expression for the footprint, because implies (6) Although the shape of the peakedness metric along the ridge depends on the fault signal , it is always characterized by two local maxima (Fig. 8 ) [3] , [4] . The choice of , associated with the Daubechies-4 wavelet, is always (very nearly) on the ridge, near one of the peaks (indicated by a solid circle in Fig. 8 ). For all of the fault waveforms, we have examined [3] and [4] . This can be explained via the MAXFLAT property of the Daubechies wavelet [5] , which for , implies and hence The continuous-time fault signals are highly oversampled compared to their fundamental frequency of 60 Hz ( samples/s). This results in a digital frequency which is very close to dc (zero frequency) for practical applications . Thus, the analytical expression (6) for the footprint very nearly overlaps the constraint curve determined by (7) . Consequently, the point for the Daubechies-4 wavelet, which lies in the hyperbola determined by (7), is also (very nearly) located on the footprint curve (6) . Thus, the choice of the Daubechies-4 point as initialization of the optimization procedure (5) results, after a small number of iterative steps, in one of the local maxima. A reflection (with respect to the unit circle) of the zeros associated with the Daubechies-4 predetection filter results in its minimum-phase version (see the Appendix). Choosing the QMF lattice coefficients of this filter as an initialization point for solving (5) results in the second peak of Fig. 8 . This corresponds to the starting point which is indicated by a solid black square in Fig. 8 . Flipping zeros with respect to the unit circle results in a filter with identical magnitude response and, as a consequence, the resulting point also lies on the approximate footprint (7), and near the other local optimum (Fig. 8) . Each of these Daubechies-based choices is an excellent initialization for solving (5) since it is located: 1) in regions where the slope is steep and 2) close to the local maxima. These two properties guarantee convergence of iterative optimization algorithms, such as steepest-ascent. The global maximum of is the result of a comparison between the two local maxima.
If there is only one degree of freedom , the optimization problem (5) is solely dominated by the constraint , which yields regardless of the fault waveform used.
B. Customization Using 3 (or More) Degrees of Freedom
It is evident from our results in Section IV-A that suppression of the 60-Hz fundamental harmonic is essential for obtaining a response with a well-defined sharp-peak from the QMF predetection filter regardless of how many degrees of freedom are defined in the problem. The essence of the proposed peakedness metric is to improve performance. Removing the fundamental harmonic is only a prerequisite to using the technique. Once the fundamental has been removed, either by the proposed (8) This expression extends the concept of a ridge (as defined in Section IV-A) and when substituted in the peakedness metric results in a function of two variables. Thus, the optimal is fully described by two independent variables . Since is very small, we shall rely in the sequel on the approximation , so that (9) A reduced (by 1-D) peakedness metric is obtained by constraining our original cost function to take values along the surface described by (9) (10) The variation along the (reduced) ridge is modest, similar to what we observed in the second-order case (Fig. 9) . Nevertheless, selecting the optimal results in a significant improvement in the group delay of (see Section V).
The QMF lattice coefficients associated with all zero-reflected versions of the Daubechies-6 filter (black square and circle in Fig. 9 ) constitute a set of good initialization points for solving (5) for the global maximum using an iterative optimization algorithm, since they satisfy the same properties as the initialization points for the second-order case, as described in Section IV-A. Our Appendix provides a list of the Daubechies-based initialization choices of for several values of .
V. SIMULATION RESULTS
We simulated an SLG fault and recorded the voltage waveforms at nodes A, B (Fig. 4) . The voltage waveforms were :   TABLE II  NODE-B, MODE-2, SCALE-1 VOLTAGE FAULT-WAVEFORM  PEAKEDNESS RESULTS 1) decoupled using Clarke's transformation to obtain the two modes: aerial (mode-2), ground (mode-1) and 2) downsampled as low as 50 kHz in order to represent a more realistic DSP processing scheme. Finally, the fault-location scheme described in Fig. 6 was employed. As the number of degrees of freedom increases, the peakedness cost function also increases towards its upper limit . Applying our optimization procedure on typical fault waveforms reveals that 7 is an "upper limit" for peakedness maximization, which implies that for a real-world problem, there is an insignificant benefit for us to carry out optimization using a large number of degrees of freedom . Table II shows that our customized wavelets (CW) outperform the Daubechies-2L (D-2L) choices in terms of peakedness. In order to observe a measurable improvement in terms of the peakedness metric used, a customized wavelet with should be applied. The advantages of using customized wavelets are more evident in Figs. 10-13 , which relate the filtered signals (prototype highpass filter outputs due to aerial and ground modes) obtained with an optimal with those obtained with a Daubechies-discrete-time wavelet transform. These figures demonstrate the three main advantages of our customization method:
1) It results in a smaller group delay: the first pulse observed due to the fault arrives earlier compared with the waveform obtained by using a Daubechies-based counterpart. This value is associated with the arrival time of the fault at the measured bus. Small group delay is an important characteristic for obtaining reliable TDOA estimates whether a single, or two-ended synchronized recording scheme is in place [2] . 2) It results in distinct sharp pulses with a peak value located accurately at the location of the fault reflection signal. The Daubechies method, in contrast, usually results in multiple (oscillatory) peaks with lower peak-to-rms ratios, which translates to less accurate TDOA estimates (Figs. 10-13 ). This is a key characteristic for obtaining a reliable TDOA estimate whether a single, or two-ended recording scheme is in place [2] .
3) The scale 1, 2 responses of the customized highpass prototype filter due to the ground mode can result in peak values that allow easier thresholding and reduce the rate of false decisions. The responses at scales 1, 2 due to the ground mode are used for classifying the type of fault and applying the appropriate fault location formula given a TDOA obtained from the aerial mode [2] . For example, Fig. 11 describes a scenario where the SLG-fault occurs at the near half of the line. According to [2] , both scale 1, 2 responses should be non-zero. Indeed, the customized method results in responses that have higher or same peaks than the Daubechies counterparts. Similarly, Fig. 13 describes a scenario where the SLG-fault occurs at the remote half of the line. According to [2] , the scale-2 response should be nonzero and scale-1 response should be zero. Indeed, the customized method results in a response that has the same peak value for scale-2 and a lower peak value for scale-1 compared with the Daubechies counterpart. The previous example assumed the use of an ideal (very high-bandwidth) instrument transformer. Although such transformers are commercially available (i.e., optical transducers), they are not yet commonly implemented in every substation. A detailed discussion regarding: 1) the filtering effect of transducers can be found in [13] - [15] and 2) the frequency responses of several types of transducers can be found in [16] - [19] . The following example represents an SLG current fault waveform filtered by transfer functions which represent: 1) the interposing current transformer (highpass filter) [15] (Fig. 14) and 2) the combination of current transformer, secondary cabling, and relay burden (bandpass filter) [13] (Fig. 15) . The filtered phase currents are then decomposed using the Clarke transform. The aerial mode is fed to our customized wavelet procedure. The results of the customized procedure compared to the Daubechies-based approach are shown in Fig. 16 .
A comparison between Fig. 16 (filtered current) and Fig. 10 (unfiltered voltage) reveals that the (filtered) current cases show more improvement than the (unfiltered) voltage cases. This is due to the absence of the 50/60-Hz component from the current waveforms which allows our customization procedure to perform better since it no longer needs to remove this component. Similarly, a comparison between the customized wavelets approach compared to the Daubechies for a shorter line (50 mi), is shown in Fig. 17 . In both cases, we observe that our proposed method results in: 1) a very defined first peak with smaller group delay compared to the Daubechies wavelet and 2) more defined consecutive second and third peaks (with no oscillations) and a sharp maximum value (Figs. 16 and 17 ).
VI. CONCLUDING REMARKS
This paper presents a new approach to wavelet-based fault-location techniques. Instead of using a one-size-fits-all Daubechies wavelet approach, we propose a customized method based on formulating an optimization problem given the specific fault data recordings in each situation. The resulting wavelet-based highpass prototype filter results in an output that has visually (as well as measurably) a more distinct peak at the time location of the fault, as well as less oscillation and shorter group delay. These key characteristics improve the overall fault-location quality for both single-ended and two-ended synchronized recording schemes. Our wavelet customization technique works well with a wide selection of sensors (both voltage and current), and across a wide range of sensor sampling rates.
APPENDIX
Our customization procedure (5) relies on initialization points based on the Daubechies solution and its associated (PseudoDaubechies) reflections. Here, we provide a summary on how these points are obtained.
a) Start with the definition of the Daubechies prototype highpass and lowpass filters and , respectively, [12] , Fig. 1 , and Table III . b) Compute the zeros of , say, . Since Daubechies prototypes result in MAXFLAT [5] , of these zeros lie on the unit circle. c) For each of the zeros that are not on the unit circle, say , use its reflection with respect to the unit circle, , to form "flipped" zero sets, in which we use either or for . However, to ensure that the impulse response remains real-valued, conjugate zero pairs must be flipped simultaneously, so as to retain their conjugate relation, i.e., . It turns out that the number of distinct flipped zero sets is equal to . d) For each set of flipped zeros, compute the corresponding (Pseudo-Daubechies) filters and . e) Calculate the QMF lattice coefficients for each pair by solving (1) for [5] . Thus, each zero set results in a single pseudo-Daubechies initialization point. The values of the alternative initialization points are listed below for . It turns out that the set of initialization points for a single value can be arranged in pairs: in each pair, differs only by a sign (for ), while is the reciprocal of its value in the other member of the pair.
•
The initialization of (5) with the -sets produces a collection of local maxima, which contains the global optimum. 
