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The proliferation of social media provides 
significant opportunities for organizations to obtain 
wisdom of the crowds (WOC)-type data for decision 
making. However, critical challenges associated with 
collecting such data exist. For example, the openness 
of social media tends to increase the possibility of 
social influence, which may diminish group diversity, 
one of the conditions of WOC. In this research-in-
progress paper, a new social media data analytics 
framework is proposed. It is equipped with well-
designed mechanisms (e.g., using different discussion 
processes to overcome social influence issues and 
boost social learning) to generate data and employs 
state-of-the-art big data technologies, e.g., Amazon 
EMR, for data processing and storage. Design science 
research methodology is used to develop the 
framework. This paper contributes to the WOC and 
social media adoption literature by providing a 
practical approach for organizations to effectively 
generate WOC-type data from social media to support 
their decision making. 
 
 
1. Introduction  
 
Wisdom of the crowds (WOC) refers to the 
phenomenon that the aggregation of information in a 
group often generates solutions outperforming any 
solution by any individual member of the group [1]. 
WOC is appealing because it maximizes the amount of 
information available, reduces the potential impact of 
extreme or abnormal sources relying on incorrect or 
unreliable information, and increases the credibility 
and validity of the aggregation process by making it 
more inclusive and representative [2]. Currently, 
businesses are actively using WOC to support their 
work [3]. For example, in the UK, companies leverage 
WOC to acquire ideas for the improvement of their 
products [3]. 
Social media has become deeply embedded in 
people’s daily lives. People rely on it for many needs, 
ranging from checking breaking news to connecting 
with friends [4]. Due to its proliferation, the content on 
social media, e.g., posts and reviews, has significantly 
contributed to the generation of big data [5, 6], which 
refers to “data sets whose size is beyond the ability of 
typical database software tools to capture, store, 
manage, and analyze.” [7] (p. 143). The emergence of 
social media big data has led to a new growing trend 
of data analytics [6]. Organizations are increasingly 
using such analytics to accommodate this trend for 
achieving business goals such as increasing sales and 
enhancing customer satisfaction [8]. 
WOC-type data can also be generated through 
social media big data analytics. However, there are 
critical challenges associated with creating such data. 
For example, the openness of social media tends to 
increase the possibility of social influence, which may 
diminish group diversity, one of the conditions of 
WOC. In addition, although many studies have 
investigated WOC and social media big data analytics, 
practical guidance for organizations on how to 
leverage social media big data analytics to generate 
WOC for their decision making is scarce [9].  
Therefore, the objective of this paper is to 
conceptualize a new social media data analytics 
framework to help organizations effectively generate, 
collect, and analyze WOC-type data on social media 
to support their decision making. The paper discusses 
the approaches to foster WOC (e.g., based on the issue 
at hand, using different discussion processes to 
overcome social influence issues and boost social 
learning). It also reviews the technologies in social 
media big data analytics that can be used for WOC 
generation (such as big data processing tools and 
services, e.g., Amazon EMR and Apache Spark, and 
data analytics methods, e.g., social network analysis 
and sentiment analysis). Through employing the 
appropriate approaches and technologies, the 
proposed framework offers an end-to-end solution for 
organizations to generate WOC-type data on social 
media for their decision making. Currently, the 
research is in progress. 
The rest of the paper is structured as follows: the 
next section introduces the research background. This 
is followed by a discussion of research methodology 





for developing the proposed new social media data 
analytics framework. The paper closes with 
conclusions, limitations, and future work. 
 
2. Research background 
 
2.1. Wisdom of the crowds  
 
Wisdom is one of the most essential concepts of 
this study underpinning WOC. According to the 
Balance Theory [10], wisdom is the application of 
intelligence, creativity, and knowledge oriented 
toward a common good through the balance between 
intrapersonal, interpersonal, and extrapersonal 
interests.  
WOC was introduced by Francis Galton in 1907 
[11]. James Surowiecki used this concept in his book 
of the same name, in which he summarized the 
conditions of WOC: 1) diversity of group members 
who bring their private information, 2) ability of the 
members to think independently, 3) decentralization to 
leverage local and specific knowledge, and 4) the 
appropriate aggregation method to convert private 
opinions into a collective judgment [12].  
Of the first two conditions, diversity helps because 
it brings opinions that would otherwise be missed and 
can reduce or remove some destructive components 
from group decisions [12]. Independence is beneficial 
since it excludes communication and information 
sharing processes or limits the effects of such 
processes [13]. Decentralization means that the 
decisional procedure has to be decentralized [12]. In a 
decentralized system, individuals may possess 
valuable information about many different aspects of 
the environment [14].  
Diversity and independence are correlated with 
each other as people’s opinions are more likely to 
converge (diversity suffers) when they exchange 
information (become dependent). The relevant 
concept here is social influence. One study [15] shows 
that social influence can cause people to lose 
independence, trigger the convergence of individual 
judgments, and considerably decrease group diversity 
without improving its accuracy.  
However, social influence is not always 
detrimental. Studies demonstrate the ambiguous effect 
of social influence on WOC [16]. For instance, 
researchers identified scenarios in which WOC can be 
enhanced by increasing social influence when the 
initial collective error is high, and the initial average 
judgment is under the correct value. They also 
observed that WOC is decreased with the increase of 
social influence when the initial collective error is 
already low [16]. 
The reason that social influence is beneficial to the 
collective accuracy may be that participants can 
modify their opinions after learning from others, i.e., 
social learning, so the individual level precision 
increases [17]. However, this increased accuracy may 
not be able to offset the loss of the group-level 
diversity [17]. Hence, in order for social influence to 
strengthen WOC, participants should receive precise 
perceptions from others, and they should exchange 
opinions rather than merely follow others’ decisions 
[17]. Unfortunately, research demonstrates that the 
crowd tends to focus more on exchanging members’ 
judgments without elaborated discussions on the 
reasons behind such judgments [18].  
Another related concept along with social 
influence and social learning is shared task experience. 
Study indicates when the shared task experience 
grows, the WOC performance increases [19]. These 
results are in line with previous research that a group’s 
capability can be enhanced by members repeatedly 
working together [20, 21], but are contradictory to the 
view that the decreased diversity will have negative 
effects on WOC [22], suggesting that as the crowd 
gains more shared experience through working 
together, they can collectively adapt to the tasks more 
effectively [18]. 
Overall, for fostering diversity, independence, and 
decentralization, two aspects need to be considered: 1) 
group composition, e.g., the group size and members, 
and 2) processes. 
For group size, although current technologies 
allow for gathering a large group of people, studies 
show that in many cases a small group of people can 
generate results outperforming a larger group (e.g., 
[23-25]).  Müller-Trede et al. [24] illustrate that with 
the increase of group members the marginal benefits 
of additional judgment quickly diminish, and the 
optimal group size is about 10-15 people. This finding 
is consistent with the classic group aggregation 
research [26], which indicates that 8-12 group 
members can generate optimum performance levels. 
The costs of larger groups are usually higher than 
those of smaller groups [27], but this is more 
applicable for the judgment that requires some kind of 
expertise of group members [25]. Research shows that 
pooling the decisions from a small group of 
professional fingerprint experts generates solutions 
outperforming any solution by any individual member, 
while the decisions from a small group of novices 
produce even worse results [23].  
For group members, obviously not all members are 
equal [28]. Some may be experts in the problem area, 
and some may potentially have more influence on 
others. Usually, people are more likely to be affected 
by influential members [28]. If such influencers 
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provide more accurate opinions, their followers may 
give more accurate answers as well. Conversely, if the 
influencers’ opinions are less accurate, the collective 
judgment may be moved to the wrong direction [28]. 
Hence, seeking experts, who may offer more precise 
opinions, and weighting these opinions more strongly, 
can be helpful to leverage the advantages as well as 
combat the issues of the unequal member phenomenon 
[29]. Studies have investigated the weighted 
approaches. For example, in the case of picking stocks, 
Hill and Ready-Campbell [30] weighted participants’ 
estimations based on the accuracy of their previous 
predictions, and they show that the weighted approach 
outperforms un-weighted one. 
Regarding social demographic diversity, e.g., 
gender and religion, a study [31] suggests that they do 
not demonstrate significant effects on WOC. Socially 
diverse groups may produce similar opinions as 
socially homogeneous groups [31].  
In terms of the WOC generation process, different 
situations may require different processes. When the 
decisions involve a large group of people (i.e., 30 or 
more people [32]), one open discussion stage may be 
enough as this method is helpful to encourage social 
learning; in particular the non-experts can learn from 
the experts, and the collective judgment is likely to 
reflect the opinions of higher weighted people, whose 
opinions tend to be more accurate [33]. When the 
decisions require a small group of experts (i.e., 29 or 
fewer with ideal size being 10-15 people [24]), e.g., 
doctors discussing the symptoms of a patient, 
aggregating the private opinions of individual 
members will be beneficial [33]. In this case, the WOC 
process can include three stages. First, before 
reviewing others’ opinions, participants should 
express their own judgment. This step ensures that 
participants bring their diverse and independent 
opinions to the decision, so the social influence issues 
may be overcome. The second stage is to review each 
other’s opinions and discuss the reasons behind the 
opinions. This approach allows participants to share 
their complementary information and build their 
judgment based on each other’s knowledge, leading to 
boosting social learning [18, 34]. The third stage is to 
make their final judgment.  
Finally, effective aggregation approaches need to 
be employed to access collective knowledge and make 
reliable decisions [14]. In general, studies show that 
the majority vote is the most common and easiest 
implemented method; it also demonstrates the greatest 
improvement in performance [23, 35]. Some 
researchers illustrate that under some conditions, 
averaging may be better than voting. For example, 
studies, e.g., [27, 28, 36], show that in truth-tracking 
tasks, averaging may generate more accurate results 
than voting. It is because the majority rule may make 
people concentrate too much on achieving agreement 
so that valuable minority judgments may be 
overlooked [36], whereas averaging considers more 
individual information and effectively neutralizes the 
over- and underestimations [17]. 
When voting and averaging prove suboptimal, 
people can resort to other approaches, such as wisdom 
of the resistant and choosing. For example, in their 
paper, Soll and Larrick [37] illustrate that if the crowd 
differs considerably in expertise, the optimal weights 
may be relatively extreme, and averaging might not be 
better than choosing or other methods. 
 
2.2. Social media and WOC  
 
The widespread use of social media provides a new 
channel for organizations to recruit diverse 
participants, collect rich, vast, and connected data, and 
conduct complex analysis for their decision making 
[38]. The links between the conditions of WOC and 
social media are illustrated in Table 1. 
Table 1. Links between the conditions of 






The proliferation of social 
media provides an 
opportunity to access a 
source sufficiently large to 
contain independent and 
diverse information, but 
social influence issues may 
still exist on social media 
[18, 39]. Hence, to leverage 
social media to acquire 
diverse and independent 
opinions, appropriate WOC 
generation approaches need 
to be employed. 
Decentralization Social media is not location 
specific. As long as people 
have an Internet connection, 
they can access social 
media. Therefore, 
individuals who possess 
local information can 
express their opinions 
through social media. 
Aggregation Social media big data 
analytics can be used to 




Although the proliferation of social media provides 
an opportunity to access a source sufficiently large to 
contain independent and diverse information, its 
information sharing and communication facilitating 
nature makes purely independent judgments unlikely 
[18, 39]. Usually, social media users interact with each 
other directly. These interactions can cause social 
influence issues, as they may be convinced by others, 
and thereby produce interdependent and less diverse 
opinions [18, 40]. On the other hand, the social 
learning can also be promoted on social media. It can 
improve WOC as individuals share complementary 
information and revise their opinions based on each 
other’s knowledge and experience [20, 34]. In 
particular, if the shared task experience increases in 
the crowd, it will strengthen WOC performance [18].  
In general, the approaches to fostering WOC 
discussed in section 2.1 can be applied to the social 
media context. For example, depending on the issue at 
hand, organizations can assemble different kinds of 
groups, and use a weighted method on users’ opinions. 
 
2.3. Social media big data analytics 
 
The popularity of social media has significantly 
increased the rate of data generation, resulting in big 
data [6], which is commonly defined by the “5Vs”: 1) 
Volume is the magnitude of the data. Big data is much 
larger than normal datasets [41]; 2) Variety refers to 
the structural heterogeneity of datasets, i.e., structured, 
semi-structured, and unstructured datasets [41]; 3) 
Velocity refers to the speed of data generation [42]; 4) 
Veracity is about the accuracy of the data [42]; and 5) 
Value is how useful the data is in decision making [42]. 
Organizations are increasingly analyzing social 
media data to extract meaningful insights from the 
massive data to drive their decision making [9]. Social 
media big data analytics is the process of examining 
the big data on social media to uncover patterns and 
correlations, and other useful information [9]. It 
usually involves four stages. First, the data is collected 
from various social media sources and stored in big 
data storage, such as the Hadoop Distributed File 
System (HDFS) [6]. Then, as social media data may 
contain irrelevant and inconsistent information, it 
needs to be preprocessed to clean the data [6]. Third, 
in the processing and analysis stage, various 
technologies, such as Apache Spark, which is a unified 
analytics engine for large dataset processing, can be 
used to transform the data into meaningful insights [6, 
43]. Finally, the data analysis results can be visualized 
for users to easily gain insights [6]. 
There are many useful social media big data 
analytics methods. This section presents the important 
ones in terms of generating WOC-type data for 
organizations in their decision making. 
2.3.1. Semantic analysis is the interpretation of texts 
through natural language processing, which is 
concerned with exploring how computers can be used 
to understand and manipulate natural language text or 
speech for various tasks [44, 45].  
Regarding analyzing participants’ diversity, apart 
from common approaches, such as identifying 
people’s occupation, expertise, and education level, 
semantic analysis techniques can also be applied. For 
example, Bhatt et al. [46] quantified the diversity of a 
group through the semantic analysis of the members’ 
Twitter interactions. They measured the distance 
between group members by applying Word2Vec, a 
word embedding technique. It presents individual 
members within a high dimensional semantic vector 
space so that the diversity can be calculated according 
to the distance among members in the space [46]. The 
farther the members are apart, the more diverse they 
are [46]. To investigate the performance of the 
different groups, they identified the 500 most diverse 
(MD) groups and 500 least diverse (LD) groups based 
on their diversity scores. They also assembled 500 
groups with randomly (R) selected members. They 
then asked each group to vote for the best captain for 
a fantasy team and evaluated which groups made 
better choices. The results show that MD groups 
outperform LD and R groups [46], demonstrating the 
usefulness of the diversity method. 
2.3.2. Social network analysis. Another useful 
technology for identifying diversity is social network 
analysis, which is a process of analyzing the structure 
of a social network in order to explain the relationships 
of the network members and how the network operates 
[47]. In a social network, nodes are the individual 
members, and ties between them are their 
relationships. The ties can be divided into strong ties 
(i.e., people’s connections with their family or ethnic 
group) and weak ties (i.e., people’s connections 
outside their family or ethnic group) [48]. One study 
[49] indicates that strong ties make information 
become more influential within the group, which may 
lead to less diversity. On the other hand, weak ties are 
more likely to link heterogeneous members than 
strong ties are, resulting in the diversity of participants 
[50]. Hence, understanding the social ties among 
group members can assist in measuring the group 
diversity. If the group presents more weak tie 
characteristics, it tends to be more diverse. Social 
network analysis can be implemented by various 
techniques, such as counting the number of edges a 
node possesses and computing eigenvectors for 
identifying key nodes in a network [47]. 
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2.3.3. Keywords extraction. When analyzing 
participants’ discussions on social media, it is 
common to start with the keyword, which refers to “a 
word that succinctly and accurately describes the 
subject, or an aspect of the subject, discussed in a 
document” [51] (p. 341). The appropriate keywords 
may significantly improve the information retrieval 
efficiency and help users to quickly determine whether 
the information meets their requirements [52]. Hence, 
the quick and accurate extraction of keywords is 
crucial for social media data analytics [53]. 
In the social media context, because of the 
continuously increasing nature of the data, automatic 
keywords extraction is preferred [54]. It can be 
implemented through machine learning (ML) methods 
[55]. ML is a system with autonomous capability of 
acquisition and integration of knowledge learnt from 
experience and analytical observation [56]. ML 
methods can be categorized into four groups: 1) 
Supervised learning refers to using training datasets to 
learn the patterns between input and output data, and 
then predicting the output of test datasets by applying 
the identified patterns [57]; 2) Unsupervised learning 
allows the model itself to discover the patterns from 
the unlabeled datasets [57]; 3)Semi-supervised 
learning is a combination of supervised and 
unsupervised methods [57]; and 4) Reinforcement 
learning involves observing and taking actions to 
study which action can generate the most positive 
outcomes [58]. 
Usually, supervised or unsupervised methods are 
used in keywords extraction [55]. The main issue of 
supervised methods is that the training datasets 
required by the methods are often difficult to acquire, 
and they are usually domain-specific, so retraining 
may be necessary if the domain is changed [59]. 
Currently, a majority of keywords extraction methods 
are unsupervised, which can be divided into statistic-
based, latent semantic analysis, and graph-based 
methods [55]. For example, Term Frequency-Inverse 
Document Frequency (TF-IDF) is a typical statistic-
based keywords extraction method.  
2.3.4. Sentiment analysis. To investigate 
participants’ viewpoints, sentiment analysis, which 
belongs to the semantic analysis family, can be 
conducted. It is defined as a method to extract and 
understand people's opinions, e.g., positive, negative, 
and neutral, on text content. It is a critical task to gain 
meaningful insights for various purposes, such as 
obtaining product feedback from customers [60]. 
From a task-oriented perspective, sentiment 
analysis includes four features: polarity classification, 
beyond polarity, subjective and objective 
identification, and aspect-based analysis [61]. The 
most common sentiment analysis is polarity 
classification that identifies whether the opinion of a 
particular target is positive, negative, or neutral [61]. 
2.3.5. Topic modeling. To analyze users’ discussions 
on social media, another very valuable text analytics 
technique is topic modeling. It is a collective term for 
a family of computational algorithms aiming to help 
users to uncover the themes behind the unlabeled 
documents [62]. 
Topic modeling relies only on a few assumptions 
of the text data, so it has been applied to a wide range 
of sources [63]. Some most commonly used topic 
modeling methods are Latent Semantic Analysis 
(LSA) [64], Latent Dirichlet Allocation (LDA) [65] 
and Non-negative Matrix Factorization (NMF) [66]. 
Currently, LDA has become one of the most 
popular methods in the topic modeling family [67]. 
The key concept behind LDA is an imaginary 
generative process assuming that a document consists 
of a discrete group of topics and each topic includes a 
discrete distribution of words [63]. Each document 
displays the topics in different proportions, from 0% 
(i.e., a document does not present a topic at all) to 
100% (i.e., a document fully focuses on a topic) [63]. 
Using LDA, users can quickly figure out the themes in 
the social media discussion. 
 
2.4. Organizational decision making 
 
According to Ackoff [68], organizational decisions 
can be categorized into operational, tactical and 
strategic ones. Operational decisions, such as daily 
task assignments and production planning, are 
primarily routine and well-defined [68]. Usually, 
managers should make decisions quickly based on 
current information and data. Tactical decisions, such 
as quarterly operating schedules and inventory control, 
are mid-term decisions and often related to 
organizational efficiency and effectiveness [68]. 
While some relevant data can be gathered for this kind 
of decision, it may be not worth spending too much 
time and cost to collect considerable amount of data to 
support them [69]. They tend to rely on managers’ 
judgments [69]. Strategic decisions, such as product 
innovation, and merger and acquisition, are long-term 
decisions, and they have profound influences on 
organizational goals [68]. They tend to involve a large 
amount of data and information. Considering the 
importance and necessity, strategic decisions are more 
likely to employ WOC to support judgments. 
 
3. Design science research methodology 
 
A design science research methodology (DSRM) 
approach is applied in this study as it intends to 
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propose a new social media data analytics framework 
to solve an identified problem. Table 2 summarizes the 
stages of the DSRM approach.  





Define the research problem 





Infer the objective of the 
solution, which is to develop 
a new social media data 
analytics framework to help 
organizations generate, 
collect, and analyze WOC-





Implement the framework to 
address the explicated 




A case will be conducted to 




Employ a case study method 
to determine whether the 
framework is effective in 




This stage will be performed 
through publications (e.g., 
journal papers and magazine 
articles). 
The first stage is problem identification and 
motivation. As mentioned in the above sections, WOC 
can be a very powerful approach to reach a near-to-
optimal solution in a group. The mass uptake of social 
media and its significant advantages offer an important 
opportunity for organizations to generate WOC-type 
data. However, there are still various issues, such as 
social influence, associated with the data generation. 
Practical instructions guiding organizations to 
leverage social media big data analytics to create 
WOC-type data for their decision making are also rare 
[9]. Hence, this paper intends to fill these gaps. Its 
objective is to conceptualize a new social media data 
analytics framework to help organizations effectively 
generate, collect, and analyze WOC-type data on 
social media to support their decision making. In the 
third stage, the framework will be designed and 
developed. After that, in the demonstration stage, a 
case will be performed to prove the feasibility of the 
framework. In the evaluation phase, a multiple case 
study will be employed to determine whether the 
framework is effective in solving the explicated 
problems. The communication stage will be conducted 
through publications (e.g., conference and journal 
papers, and magazine articles) to reach academic and 
practitioner communities. The DSRM process is 
iterative, so the demonstration, evaluation, and 
communication stages can provide critical feedback to 
enhance the design and development [71]. Currently, 
the framework has been designed and is in the 
development phase. The next sections will discuss this 
phase and the following demonstration phase in detail. 
 
3.1. Design and development 
 
3.1.1. WOC generation strategy. The framework 
architecture is shown in Figure 1. First, organizations 
should consider the issue at hand. As discussed in 
section 2.1, if it is a decision requiring participants to 
offer opinions based on their expertise, perhaps 
assembling a small group of people with a specific 
knowledge set is a good choice [23-25]. For example, 
organizations may invite their business partners and 
suppliers to discuss decisions related to their supply 
chains. If the decision requires the perspectives from a 
large group of people, recruiting such a group may be 
necessary [20, 34]; for instance, organizations making 
decisions associated with their product enhancement 
or new product development. 
 
Figure 1. Framework architecture 
Regarding the group diversity, for a small group, 
this can be ensured by verifying each member’s 
background, such as their education level, expertise, 
and professional roles. For a large group, novel 
approaches, such as identifying diversity through 
semantic analysis or social network analysis 
mentioned in sections 2.3.1 and 2.3.2, can be used.  
Organizations can also adopt a weighted approach, 
e.g., finding experts through investigating 
participants’ previous performance and assigning a 
higher weight to the people whose opinions tend to be 
more accurate [29]. 
For the WOC generation process, as mentioned in 
section 2.1, different processes can be employed based 
on the decision. If the decision involves a large group 
of people, one open discussion stage may be enough, 
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whereas if the decision requires a small group of 
experts, the WOC process can include three stages 
(i.e., participants express their own opinions, review 
each other’s opinions and discuss the reasons behind 
the opinions, and then make their final judgments). 
3.1.2. Data collection and analysis. After deciding 
the WOC generation strategy, organizations may 
establish the environment for data collection and 
analysis. This may include the following steps. 
First, organizations should set up the big data 
infrastructure, which may include a group of machines 
to store and process data. It can be an internal or 
external environment. Small- and Medium-sized 
Enterprises (SMEs) may lack the capability to build an 
internal big data environment. Hence, they can employ 
some public cloud resources, such as Amazon Web 
Services (AWS), which provide online cloud 
computing platforms and APIs to customers [72]. In 
this paper, AWS is used as an example. Figure 2 
presents the data analysis process and the technologies 
used in it. 
To handle big data, a single machine is usually 
inadequate, so a cluster, which refers to a group of 
coordinated machines, needs to be set up to distribute 
the workload to different machines [73]. 
 
 
Figure 2. Data analysis process [74] 
The technologies such as Amazon EMR, which is 
a big data platform to quickly and effectively process 
huge amounts of data, can be employed to set up a 
cluster, and Apache Spark can be used to process data 
in the cluster environment. A cluster (see Figure 3 
[75]) typically includes one master node and several 
worker nodes - a node is an individual machine in the 
cluster [73]. It can be managed by using tools such as 
Apache YARN, which is formed by two types of 
daemons: a ResourceManager running on the master 
node and NodeManager(s) running on the worker 
node(s) [76]. The ResourceManager has two major 
components: Scheduler and ApplicationsManager 
[76]. Spark jobs can be submitted on YARN. In the 
cluster mode, when a Spark application is launched, 
the Spark driver runs inside an ApplicationMaster, 
which is created by the ApplicationsManager for each 
Spark application to negotiate resources from the 
ResourceManager [75]. After getting the resources, 
Spark executors will run tasks on worker node(s) [75]. 
Organizations should also have a data warehouse 
that is a central repository to store the organized data 
from various sources, e.g., databases, for example, 
using Amazon Redshift, which is a quick, fully 
managed, petabyte-scale data warehouse [74]. 
Decision makers can access the data through 
business intelligence tools, such as Amazon 
QuickSight, which is a cloud-powered business 
intelligence service making it easy for users to build 
visualizations, to make more informed decisions [74]. 
 
 
Figure 3. A Spark cluster  
Having the big data environment established, 
organizations can then initiate appropriate groups and 
start the discussions. The data can be collected and 
analyzed in real time by using the APIs from social 
media providers. For example, if they use Twitter, they 
can collect tweets through the Twitter Streaming API, 
and a service such as Amazon Kinesis, which is a fully 
managed service for streaming data real-time 
processing, can be employed to load and store the raw 
data in data storage, e.g., Amazon Simple Storage 
Service (Amazon S3), for further purposes [72].  
Next, the Spark jobs can be run to access the data 
in Amazon S3, and then preprocess the data and 
conduct analysis. 
Due to the unstructured nature of social media 
data, pre-processing needs to be conducted to 
structurally transform the data. It includes data 
cleaning for incorrect information, tokenization, stop 
words removal, and lemmatization [77].  
Then, the methods such as semantic analysis and 
social network analysis can be performed to identify 
the diversity of group members, and the group may be 
adjusted if necessary. After that, based on the decision 
type, organizations can choose different aggregation 
methods. For example, for decisions requiring a 
prediction or estimation number, majority voting or 
averaging may be employed. For sophisticated 
problems which require more interactions and 
deliberations of participants, text analytics methods, 
e.g., keywords extraction, sentiment analysis, and 
topic modeling, may be used to aggregate and gain the 
insights from people’s discussions. 
Finally, the data analysis results can be visualized 
on a dashboard, such as on Amazon QuickSight [78], 




In the demonstration phase, a single, instrumental 
case study will be performed to prove the feasibility of 
the framework and gain a broader appreciation [79]. 
The case is designed to be conducted in a medium- or 
large-sized software development company, which 
plans to develop a new product. Product innovation is 
a key strategy for companies to create a sustained 
competitive advantage [80]. Software development 
company is selected, as this type of company is more 
likely to have already built up the data analytics 
infrastructure and have the data analysis capability. 
To adopt the framework, the first step is to check 
the appropriate big data infrastructure. If it has not 
been set up, the researchers of this study will help the 
company to build the environment and apply the 
framework. Second, as the strategic goal is product 
innovation, it may be better to invite a large number of 
stakeholders, such as customers, employees, and 
business partners, to an open discussion to tap their 
collective insights. The company’s social media 
channel, such as their own website or their Facebook 
pages, can be used for this purpose. A weighted 
approach may be applied to weight participants’ 
opinions [29]. For example, software architects and 
key customers may be assigned higher weights due to 
their expertise or importance to the company. After 
generating the ideas, corresponding data collection, 
processing and analysis will be conducted, and then 
based on the company’s needs, customized reports can 
be generated and visualized for senior leadership team 
to make decisions. Finally, for the data collection of 
this case study, interviews and surveys will be 
performed to gather participants’ feedback about the 
framework. The feedback will be analyzed by the 
researchers of this study and corresponding actions 
will be taken to improve the framework. The 
experience gained in this case will be employed to 




In this study, a new social media data analytics 
framework was introduced to help organizations 
effectively generate, collect, and analyze WOC-type 
data for their decision making. The paper illustrated 
the research problem, motivation, and objective, and 
summarized the significant literature. The 
methodology used in this study was also discussed. 
Currently, the architecture of the framework has been 
proposed. In future work, the framework will be 
implemented and tested on several selected 
organizations to evaluate its effectiveness at solving 
the explicated problems. 
The potential limitations of the framework include: 
1) The capability of this framework depends on the 
actual participants organizations recruit (e.g., the 
number and diversity). If they cannot recruit the 
desired participants, the generated WOC might not be 
able to meet their needs; and 2) The framework is still 
in the development phase. It needs to be implemented 
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