Abstract. In this paper, a time-space fractional diffusion equation in two dimensions (TSFDE-2D) with homogeneous Dirichlet boundary conditions is considered. The TSFDE-2D is obtained from the standard diffusion equation by replacing the first-order time derivative with the Caputo fractional derivative tD γ * , γ ∈ (0, 1), and the second-order space derivatives with the fractional Laplacian −(−Δ) α/2 , α ∈ (1, 2]. Using the matrix transfer technique proposed by Ilić et al. [M. Ilić, F. Liu, I. Turner, and V. Anh, Fract. Calc. Appl. Anal., 9 (2006), pp. 333-349], the TSFDE-2D is transformed into a time fractional differential system as tD γ * u = −KαA α/2 u, where A is the approximate matrix representation of (−Δ). Traditional approximation of A α/2 requires diagonalization of A, which is very time-consuming for large sparse matrices. The novelty of our proposed numerical schemes is that, using either the finite difference method or the Laplace transform to handle the Caputo time fractional derivative, the solution of the TSFDE-2D is written in terms of a matrix function vector product f (A)b at each time step, where b is a suitably defined vector. Depending on the method used to generate the matrix A, the product f (A)b can be approximated using either the preconditioned Lanczos method when A is symmetric or the M-Lanzcos method when A is nonsymmetric, which are powerful techniques for solving large linear systems. We give error bounds for the new methods and illustrate their roles in solving the TSFDE-2D. We also derive the analytical solution of the TSFDE-2D in terms of the Mittag-Leffler function. Finally, numerical results are presented to verify the proposed numerical solution strategies.
Introduction.
During the past three decades, the subject of fractional calculus (that is, calculus of integrals and derivatives of arbitrary order) has gained considerable popularity and importance, mainly due to its demonstrated applications in numerous diverse and widespread fields in science, engineering, and finance. For example, fractional calculus has been successfully applied to problems in system biology [55] , physics [2, 18, 35, 36, 41, 56] , chemistry and biochemistry [54] , hydrology [3, 4, 29] , medicine [16, 17, 32] , and finance [14, 34, 38, 44, 51] .
A number of numerical methods have now been proposed for solving the time, or space, or time-space fractional partial differential equations. A literature review of these numerical methods can be found in the first author's Ph.D. thesis [52] . To date the dominant numerical methods for solving fractional PDEs are based on the finite difference method. However, because the fractional derivative is a nonlocal operator, it is challenging to harness the long history involving classical numerical techniques, such as the finite element method, the finite volume method, or the new mesh-free method, to solve fractional PDEs. This paper makes an important contribution to the literature by expressing the solution in terms of a matrix function vector product at each time step utilizing the matrix transfer technique. This enables the prevailing Lanczos method to be used for the required matrix functions.
To elucidate these ideas, we consider the following time-space fractional diffusion equation in two dimensions (TSFDE-2D) with homogeneous Dirichlet boundary conditions and given initial condition t D γ * u(x, y, t) = −K α (−Δ) α/2 u(x, y, t), (1.1) u(0, y, t) = u(a, y, t) = 0, (1.2) u(x, 0, t) = u(x, b, t) = 0, (1. 3) u(x, y, 0) = u 0 (x, y), (1.4) where the Laplacian operator is defined as −Δ = − ∂ 2 ∂x 2 − ∂ 2 ∂y 2 ; u is, for example, a solute concentration; and K α represents the diffusion coefficient. t D γ * is the Caputo fractional derivative of order γ (0 < γ < 1) with respect to t and with the starting point at t = 0 defined as [37] (
The symmetric space fractional derivative −(−Δ) α/2 of order α (1 < α ≤ 2) is a fractional Laplacian operator defined through the eigenfunction expansion on a finite domain (see Definition 2.1 or [22] ).
We remark that there is another definition for the fractional Laplacian operator given in the literature, utilizing the Fourier transform on an infinite domain [42] , with a natural extension to finite domains when the function is subject to homogeneous Dirichlet boundary conditions. It is essential to choose an appropriate numerical method of approximation according to which definition is intended. Yang, Liu, and Turner [53] show that using this alternative definition, the one-dimensional fractional Laplacian operator −(−Δ) α/2 is equivalent to the Riesz fractional derivative
under homogeneous Dirichlet boundary conditions and hence can be approximated by the standard/shifted Grünwald method and the L1/L2 approximation. Hilfer [19] argues that the fractional Laplace equation with the Riesz spatial fractional derivative breaches the principle of locality in physics. The reason for this is that the Riesz fractional derivative is defined by using a Fourier transform on all space and cannot accommodate boundary conditions on finite domains (or if one does impose boundary conditions, they are artificial). In our case we define the fractional power of an operator using the spectral decomposition on a finite domain with given boundary conditions so that the interior/exterior problems (raised by Hilfer) cannot occur. In our context, although the operator is nonlocal, the effect is confined to the domain of concern, the same as a Fourier series represents a function on its fundamental domain but is periodically extended elsewhere. Reasonably good results have been obtained using our modeling in drying porous media [48] , and similarly good results have been reported by Benson, Wheatcraft, and Meerschaert [3, 4] .
To solve the TSFDE-2D (1.1)-(1.4), we first introduce a mesh and discretize in space using either the finite difference or finite element method to obtain an approximate matrix representation A of the Laplacian (−Δ). Using the matrix transfer technique proposed by Ilić et al. [22] , the TSFDE-2D is transformed into a time fractional differential system involving the matrix A raised to the fractional index α/2 Downloaded 12/15/15 to 130.102.82.110. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
We then propose two numerical schemes to solve this equation using either the finite difference method or the Laplace transform to handle the Caputo time fractional derivative, which necessitates the computation of a matrix function vector product f (A)b at each time step, where b is a suitably defined vector. We show how this product can be approximated and give algorithms for each scheme that can easily be adapted for MATLAB. The rest of this paper is organized as follows. In section 2, we present two novel numerical schemes to simulate the solution behavior of the TSFDE-2D (1.1)-(1.4). In section 3, to approximate the product f (A)b involved in the two numerical schemes, the adaptively preconditioned Lanczos method when A is symmetric and the incomplete Cholesky preconditioned M-Lanzcos method when A is nonsymmetric are presented. In section 4, error bounds for the two newly proposed numerical schemes are derived. The analytical solution of the TSFDE-2D is derived in section 5. Finally, numerical experiments are carried out in section 6 to assess the computational performance and accuracy of our new schemes, and some conclusions are drawn in section 7.
Numerical schemes for the TSFDE-2D.
In this section, we present two numerical schemes to simulate the solution behavior of the TSFDE-2D (1.1)-(1.4). In section 2.1, the matrix transfer technique is introduced to discretize the fractional Laplacian. In section 2.2, a finite difference method is used to discretize the Caputo time fractional derivative. Section 2.3 shows how the first numerical scheme is derived, by combining the finite difference method and the matrix transfer technique to transfer the TSFDE-2D (1.1)-(1.4) into a discrete system describing the evolution of u(x, y, t) in space and time. Finally, in section 2.4, the second numerical scheme is presented, which is exact in time, by employing the Laplace transform together with the matrix transfer technique.
Matrix transfer technique in space.
We utilize the matrix transfer technique proposed by Ilić et al. [21, 22] to discretize in space. In this paper the symbol (−Δ) α/2 has the usual meaning as a function of (−Δ), which is defined in terms of its spectral decomposition. For boundary value problems on finite domains, discrete eigenfunction expansions are used, where the following definition is adopted.
Definition 2.1 (see [22] ). Suppose the two-dimensional (2D) Laplacian (−Δ) has a complete set of orthonormal eigenfunctions ϕ n,m corresponding to eigenvalues
is the homogeneous Dirichlet boundary condition. Let
then for any f ∈ F η , the 2D fractional Laplacian (−Δ) α/2 is defined by for n, m = 1, 2, . . . .
One notes that the fractional Laplacian (−Δ)
α/2 is a nonlocal operator and any approximation of it will therefore result in a large dense matrix. One of the attractive advantages of the matrix transfer technique is the fact that the sparse approximation of (−Δ) can be harnessed directly in the numerical solution technique, which we now explain.
By introducing a mesh and denoting the value of u(x, y, t) at the ith node by u i (t), and the vector of such values by u(t), the matrix transfer technique for solving the TSFDE-2D (1.1)-(1.4) proceeds by first considering the nonfractional equation
where A is the approximate matrix representation of the standard Laplacian (−Δ) under homogeneous Dirichlet boundary conditions, obtained by using either finite difference or finite element methods. Clearly, (−Δ) is an unbounded operator, whereas A is a bounded matrix operator and therefore it is not possible to conclude that A is a good representation of (−Δ). However, the resolvents of each operator are bounded, and this motivates the thinking that A is a good approximate representation of (−Δ). Further discussion on this observation can be found in Simpson [47] , which follows the fundamental ideas of convergence of the integral representation of A α/2 given in Matsuki and Ushijima [33] . Then under the matrix transfer technique, the fractional Laplacian operator is approximated as
In summary, the matrix transfer technique transforms the TSFDE-2D (1.1)-(1.4) into the following time fractional differential system:
This method enables the standard finite difference or finite element methods to be utilized for the spatial discretization of the Laplacian operator, which we now describe in sections 2.1.1 and 2.1.2, respectively.
Finite difference method in space.
The standard five-point finite difference stencil with equal grid spacing in both x and y directions, i.e., h = a M = b N , will result in the block tridiagonal approximate matrix representation of the Laplacian, namely, 
Finite element method in space.
In the case of the finite element method, we begin with the following nonfractional governing equation: In order to develop the weak form of (2.7), integration by parts is applied to the right-hand side to reduce the order of differentiation within the integral. Requiring that the test function v vanishes on ∂Ω, we obtain the weak form
Discretization of the domain in (2.8) is performed using three-node triangular elements, which are also known as the linear triangular elements [25, 30] .
Expanding u(x, y, t) in terms of the shape functions
, we obtain
where N is the number of free nodes in the mesh. We note from (2.9) that the shape functions are used to interpolate the spatial variation, while the temporal variation is related to the nodal variables.
We take v = φ j , j = 1, . . . , N , in (2.8) and obtain the discrete formulation
or, upon interchanging summation and integration,
Introducing the "mass" matrix (M) ij = Ω φ i φ j dΩ and the "stiffness" matrix (K) ij = Ω ∇φ i · ∇φ j dΩ, (2.11) can be written as
Thus, we have derived that the approximate matrix representation of the standard Laplacian for the finite element method is
Interestingly, although both M and K are symmetric positive definite and sparse, A is not only nonsymmetric, it is also dense. Nevertheless, a standard argument in linear algebra shows that A is similar to the symmetric positive matrixÃ = M 
Finite difference method in time.
We now discretize (2.3) in time using the following scheme. Define t n := nτ, n = 0, 1, 2, . . . , where τ is the time step. We adopt the finite difference method (FDM) to discretize the Caputo time fractional derivative as [28] 
where
. . , n − 1. One difficulty with this approach, and indeed in solving time fractional differential equations in general, is that the fractional derivatives are nonlocal operators. This nonlocal property means that the next state of the system depends not only on its current state but also on the historical states starting from the initial time. Hence, applying the scheme (2.14) requires the storage and processing of all previous time steps. In this work, we assume that the additional memory and computational cost is acceptable. However, we note that some authors have explored techniques for reducing this cost (see, e.g., Podlubny [37] , Ford and Simpson [13] , Diethelm et al. [6] , and Deng [5] ).
Scheme 1: Finite difference method with matrix transfer technique.
Combining the approximation for the Caputo time fractional derivative (2.14) with the approximation of the fractional Laplacian (2.2), we obtain the following numerical approximation of the TSFDE-2D (1.1)-(1.4):
After some further manipulations, (2.15) reads
, we obtain the first numerical scheme for approximating the TSFDE-2D (1.1)-(1.4) as
where A is generated using either the finite difference method (2.4) or the finite element method (2.13), u 0 is the discrete representation of the initial value u 0 (x, y), and μ 0 and b j are defined in section 2.2.
Scheme 2: Exact-in-time method with matrix transfer technique.
We now consider an alternative strategy for approximating the fractional differential system (2.3) associated with the TSFDE-2D (1.1). Taking the Laplace transform of (2.3) with u n = L{u n (t)} yields 
If A can be diagonalized as
where Λ = diag(λ i , i = 1, . . . , m), λ i being the eigenvalues of A, then from (2.19) we obtain
To perform the required inversion we require the Mittag-Leffler function E γ (z) [37] ,
which is a generalization of the exponential function, with Laplace transform given by
Using (2.23), we obtain
, we obtain the second numerical scheme for approximating the TSFDE-2D (1.1)-(1.4) as
We refer to (2.17) and (2.26) as Schemes 1 and 2 throughout the remaining sections of this paper. In section 3, we show how these numerical schemes can be implemented using either the Lanczos method (A is generated from the finite difference method) or the M-Lanczos method (A is generated from the finite element method).
Matrix function approximation and solution strategy.
In this section, we devise efficient algorithms to approximate the matrix function vector products f 1 (A)b 1 n , f 2 (A)b 2 for Schemes 1 and 2 in section 2.3 and section 2.4, respectively. The prevailing method in the literature for approximating the matrix-vector product f (A)b for a scalar, analytic function f (t) : D ⊂ C → C is the Lanczos approximation 
is the Lanczos decomposition, the columns of V m form an orthonormal basis for the Krylov subspace K m (A, b) = span{b, Ab, . . . , A m−1 b}, and T m is symmetric and tridiagonal. This approximation has been considered by van der Vorst [50] , Saad [39] , Druskin and Knizhnerman [7] , Hochbruck and Lubich [20] , Sidje [45] , van den Eshof et al. [49] , Eiermann and Ernst [8] , Lopez and Simoncini [31] , Ilić, Turner, and Anh [23] , and Ilić, Turner, and Simpson [24] as well as many other researchers during the last twenty years.
The standard Lanczos method requires that the matrix A must be symmetric. Although the matrix A generated from the finite difference method is symmetric, A generated from the finite element method is nonsymmetric. Therefore, we need different approximation strategies for the numerical schemes depending on the method used to generate the matrix A.
Lanczos method with an adaptive preconditioner.
In this section, we assume the matrix A is generated from the finite difference method, as illustrated in section 2.1, and hence is symmetric. Thus, we can use the standard Lanczos method. Memory constraints often require restarting the Lanczos decomposition; however, this is not straightforward in the context of matrix function approximation. To improve convergence of the Lanczos approximation, in this section, we use an adaptively preconditioned Lanczos method [23] .
First, using Lehoucq and Sorensen's implicitly restarted Arnoldi method [27] , we compute the k smallest eigenvalues
. Here θ min , θ max are the smallest and largest eigenvalues of A, respectively, obtained from the implicit restarted Arnoldi process [39] . This preconditioner eliminates the influence of the k smallest eigenvalues of A on the rate of convergence of the standard Lanczos method. The matrix AZ −1 has the same eigenvectors as A; however, its eigenvalues {λ i } k i=1 are shifted to θ * [1, 11] . We now show how this spectral information can be used to aid with the approximation of
The important observation at this point is the following relationship between f (A) and f (AZ −1 ). 
Based on the theory presented to this point, we propose the following algorithm to approximate the solution of the TSFDE-2D (1.1). 
Remark 3.1. In Algorithm 3.1, the preconditioner Z −1 does not need to be explicitly formed, since it can be applied in a straightforward manner from the stored locked Ritz pairs Q k and Λ k . These matrices are computed using MATLAB's eigs function.
Remark 3.2. In Algorithm 3.1, the error bounds for approximating f 1 (A)b
where A ∈ SP D, are derived in section 4. To compute the error bound for Scheme 2, one needs to approximate an indefinite integral for a given time. To do this, we first evaluate | E γ (·)| in the integrand using the MATLAB code mlf.m developed by Podlubny.
1 The integral is then computed using MATLAB's quadgk function, which is developed based on the adaptive Gauss-Kronrod quadrature formula and allows the case where the integral limit is infinity to be evaluated. Our findings from numerical experimentation indicate that when α + γ ≥ 2, convergence issues arise with the evaluation of E γ (·). Similar problems are also discussed in [15] . We have 2 )f (θ min ) rm 2 ; For Scheme 2, compute error bound as proved that absolute convergence of the integral in the Stieltjes transform requires that α + γ < 2 (see Proposition 4.5). Whether other possibilities hold needs further investigation, which we intend to pursue in future research.
Remark 3.3. In Algorithm 3.1, the smallest eigenvalue λ min of AZ −1 is approximated by the smallest eigenvalue μ min of T m .
M-Lanczos method with an incomplete Cholesky preconditioner.
In section 2.1.2, we saw that the approximate matrix representation of the Laplacian corresponding to the finite element method was nonsymmetric. In this section, we investigate the matrix function approximations based on the Arnoldi decomposition in the M−inner product x, y M = x T My. The M-Arnoldi decomposition is well known in the context of solving nonsymmetric linear systems [46] . Essai [12] showed that the M-Arnoldi decomposition is of the form Remark 3.7. In Algorithm 3.2, the smallest eigenvalue θ min of A can be either computed using MATLAB's eigs function or taken as θ min = 2π 2 , which is an approximation of the smallest eigenvalue of the Laplacian operator [9] .
Error bounds for the numerical schemes.
In this section, we derive the error bounds used in Algorithms 3.1 and 3.2 for the two new numerical schemes and illustrate their roles in solving the TSFDE-2D (1.1)-(1.4) .
First, we will show that both functions f k (k = 1, 2) can be written in the form
is absolutely integrable. Equation (4.1) is known as a Stieltjes integral equation [10] .
When A ∈ SP D, the following proposition gives the error in approximating f k (A)b (k = 1, 2) by the Lanczos approximation (3.1) when f k (ξ) is expressible in the form (4.1). In this section, unless otherwise stated, · represents the 2-norm.
Proposition 4.1. Define r m as the residual in solving Ax = b using m steps of the full orthogonalization method (FOM) [40] ; then
Proof. 
In the case where Proof. Proceeding as in Proposition 4.1, we have 
. Hence, we have the error bound for the M-Lanczos approximation (3.5)
where κ 2 (M is analytic with a cut on the negative real axis, in which case [10] 
and
.
Hence, we have
Using Theorem 5.4 in Ilić, Turner, and Simpson [24] we obtain the error bound for the Lanczos approximation (3.4) using Scheme 1,
where λ min is the smallest eigenvalue of AZ −1 . It also follows that the error bounds for the M-Lanczos approximation (3.5) using Scheme 1 is given by
where θ min is the smallest eigenvalue of A.
We now derive an error bound for f 2 (ξ) using the same strategies as those outlined above. We begin with the following proposition. 
Clearly f 2 (ξ) is analytic with cut (−∞, 0], and from (4.2)
Hence,
Proposition 4.5. Under the hypothesis of Proposition 4.4, the integral in
Proof. To proceed we must bound
) . Theorem 1.6 in Podlubny's book [37] suggests that there exists a real constant C such that
Hence, we require α + γ < 2 with 1 < α ≤ 2 and 0 < γ < 1.
An estimate for the constant C is given by the following proposition.
Proof. Using Theorem 1.1 in Podlubny's book [37] 
where the contour C( , δ) is defined in Figure 1 .4 in [37] , we can show that 
and the evaluation
similarly for I 3 and I 2 → 0 as → 0. Next, it is easy to show from the series that
A simple plot of the two bounds 
, which gives the result. We have computed our error bounds using the constant C established above; however, it was found to be pessimistic. As a result we prefer to estimate the integral numerically as discussed in Remark 3.2. Thus, the error bound for the Lanczos approximation (3.4) using Scheme 2 is given as
where λ min is the smallest eigenvalue of AZ −1 . Also, the error bound for the MLanczos approximation (3.5) using Scheme 2 is given by
Analytical solution of the TSFDE-2D.
In this section, we derive the analytical solution of the TSFDE-2D (1.1)-(1.4), which is then used in the next section to justify the accuracy of our newly proposed numerical schemes. Our numerical methods can be extended to handle a more general class of fractional differential equations where the exact solution is not known.
, where ϕ n,m are orthonormal eigenfunctions. Using Definition 2.1 and substituting u(x, y, t) into (1.1), we have 
Using the known Laplace transform of the Mittag-Leffler function (2.23), we obtain
Hence, the analytic solution of the TSFDE-2D (1.1)-(1.4) is given by According to the derivation in section 5, the analytical solution of the TSFDE-2D (1.1)-(1.4) is given by in space for Scheme 2, we compute the error in the numerical solution at t = 0.01 with α = 1.3, and γ = 0.5 for a sequence of refined meshes. In Table 6 .1, we present the ∞ -norm error for both FDM and FEM. For FDM, uniform grids with grid spacing h were used. For FEM, unstructured triangular meshes with maximum element edge length h were used. The order of convergence in space for Scheme 2 is estimated to be O(h 2 ) for FDM and O(h 2.0 ) for FEM. To identify the order of convergence in time for Scheme 1, we compute the error in the numerical solution at t = 0.01 using FDM on the finest mesh with h = 0.00625, α = 1.3, and γ = 0.5. In Table 6 .2, we present the ∞ -norm error. The order of convergence in time for Scheme 1 is estimated to be O(τ ).
The performance of the preconditioner used in the Lanczos method is highlighted in Figures 6.1 and 6 .2. Figure 6 .1 is generated using Scheme 1 with the adaptively preconditioned Lanczos method for the test problem with t final = 1, τ = 0.02, h = 0.05, γ = 0.8, α = 1.3. In this figure, we illustrate the impact of the preconditioner on the size of the Krylov subspace m when k smallest approximate eigenpairs are used. This includes the case where k = 0, where no preconditioning was applied. We see that the average subspace size m is reduced as we increase the number of eigenpairs from k = 1 to k = 20. In Figure 6 .2, we see a similar impact of the preconditioner on the subspace size m for the same test problem using Scheme 2. Another observation that can be made from these figures is that as time evolves the size of the subspace m is reduced.
To further illustrate the effect of the fractional order in time and space, we present another example with the Delta function as the initial condition. ). In this example, we use Scheme 1 to compute the numerical solution.
In Figure 6 .3 we illustrate the effect of the fractional order in time for this problem, with α fixed at 2. The diffusion process with 0 < γ < 1 is called the subdiffusion process [26, 43, 17] . It is very interesting to see the appearance of cusps for the different choices of fractional order in time γ, as compared to the standard diffusion with γ = 1. In Figure 6 .4 we illustrate the effect of the fractional order in space for this problem, with γ fixed at 1. The diffusion process with 1 < α < 2 is called the Lévy flight. We observe the slower rate of diffusion associated with the Lévy flight, as compared to the standard diffusion.
The effect of the fractional order in both time and space is illustrated in Figure 6 .5. The feature of the anomalous diffusion process is characterized by the different combinations of the fractional order in time γ and the fractional order in space α. 7. Conclusions. In this paper, we derived two novel numerical schemes to solve the TSFDE-2D. We demonstrated how either the finite difference or finite element methods can be used for the discretization in space and how the finite difference method or the Laplace transform can be applied for the time advancement of the solution. We investigated both the Lanczos and M-Lanczos methods for approximating the matrix function vector product f k (A)b k (k = 1, 2) and highlighted the performance that preconditioning can offer in these algorithms. Error bounds were proposed to terminate the Krylov subspace expansion. Our numerical investigation highlighted that both schemes provide accurate solutions in comparison with the derived analytical results and offer order O(τ + h 2 ). In conclusion, either scheme can be used; however, we recommend Scheme 2 if α + γ < 2 in light of it being exact in time.
