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It has been proposed that there is a perceptual compensation for the diﬀerence between the speeds of light and sound. We exam-
ined this possibility using a range of auditory–visual tasks, in which performance depends on the relative timing of auditory and
visual information, and manipulated viewing distance to test for perceptual compensation. We explored auditory–visual integration,
cross modal causal attributions, and auditory–visual temporal order judgments. We observed timing shifts with viewing distance
following loudspeaker, but not headphone, presentations. We were unable to ﬁnd reliable evidence of perceptual compensation.
Our ﬁndings suggest that auditory and visual signals of an event that reach an observer at the same point in time tend to become
perceptually bound, even when the sources of those signals could not have occurred together.
 2004 Elsevier Ltd. All rights reserved.
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Sound travels more slowly than light. In a thunder-
storm we can often see lightning seconds before we hear
thunder. While this timing diﬀerence is obvious for dis-
tant sources of sight and sound, it has been suggested
that, for proximate sources within 15 m, physically
coincident sources of sight and sound appear simulta-
neous because of a perceptual compensation for the
slower speed of sound (Kopinska & Harris, 2004; Sugita
& Suzuki, 2003). This would be an impressive computa-
tional feat. The calculation requires accurate informa-
tion concerning absolute viewing and hearing distance
in addition to the speed of sound within the environ-0042-6989/$ - see front matter  2004 Elsevier Ltd. All rights reserved.
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E-mail address: derek.arnold@ucl.ac.uk (D.H. Arnold).mental setting. It is not clear how the brain might gain
access to this information or implement the calculation
that is required.
If there is a perceptual compensation for the slower
speed of sound, relative to light, the point of subjective
simultaneity between temporally concurrent sources of
sight and sound should not vary as a function of viewing
distance. Such compensation has been found by Sugita
and Suzuki (2003) and by Kopinska and Harris (2004)
but not by Stone et al. (2001) or by Lewald and Guski
(2004).
To date, researchers who have examined the possibil-
ity of perceptual compensation for diﬀerences between
the speeds of light and sound have used explicit timing
judgments. Subjects were asked, did the visual event
occur before or after the auditory event (Lewald & Guski,
2004; Sugita & Suzuki, 2003), was the sound or light stim-
ulus presented ﬁrst by (Kopinska & Harris, 2004) or did
the light and sound come on at the same time (Stone et al.,
2001)? These experimental tasks provide information
concerning an observers ability to determine the relative
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provide any insight into the perceptual integration of
signals from the two modalities. Perceptual integration
of information may involve diﬀerent mechanisms. Argu-
ably, the later may be more important in our daily lives.
For instance we rarely contemplate the relative ordering
of visual and auditory events. However, we often need
to identify ambiguous speech, a task that can be facili-
tated by the integration of vision and audition (McGurk
& MacDonald, 1978).
In contrast to previous reports, we decided to exam-
ine the possibility of a perceptual compensation for the
slower speed of sound by focussing upon the perceptual
integration of information. In the stream/bounce illu-
sion two dots move toward, become superimposed,
and then move away from one another. The dots can
be seen to either pass through, or to bounce oﬀ, one an-
other (Bertenthal, Banton, & Bradbury, 1993). Usually,
if a brief tone is presented at, or shortly before, the point
at which the two dots become superimposed, observers
are biased to see the dots as bouncing—the auditory–vi-
sual stream/bounce illusion (Sekuler, Sekuler, & Lau,
1997; Watanabe & Shimojo, 2001). The tuning of this
phenomenon may therefore be used as an implicit mea-
sure of perceptual simultaneity (Fujisaki, Shimojo,
Kashino, & Nishida, 1994).
If there is a perceptual compensation for the diﬀerent
speeds of light and sound, given a common source of
auditory and visual information, the optimal time for
tone onset to produce a bounce percept should not vary
with viewing distance. This theoretical compensation
should be observed when a loudspeaker, placed in close
proximity to the visual display monitor, is used for
sound presentations. However, if the sound were pre-
sented to the observer by headphones, according to data
obtained by Sugita and Suzuki (2003), we could expect
the optimal time for the tone to induce a bounce percept
to vary by an amount that is consistent with the required
perceptual compensation. In these circumstances, an
auditory event that is physically synchronous with a vi-
sual event should appear to be too early due to the lack
of delay in the sound reaching the ear for far viewing
distances.Fig. 1. Plot showing the recorded waveform of a 400 Hz tonal pip
presented over the loudspeaker. Although the sound source was
actively driven for just 15 ms, the tone takes a further 35 ms to
dissipate because of reverberations within the corridor (see Fig. 3) and
persistent reverberations of the speaker. As a result, sounds presented
over loudspeaker provided a number of distance cues (including
loudness changes, spectrum changes and reverberations within the
corridor) that were not available following headphone sound presen-
tations or in a previous study where compensation was observed
(Sugita and Suzuki, 2003).2. Experiment 1: viewing distance and auditory–visual
integration
2.1. Methods
Four observers participated in this experiment, the
ﬁrst author and three others who were naı¨ve as to the
purpose of the study. Visual stimuli were displayed on
a 19 in. Sony Trinitron Multiscan 400 PS monitor, with
a refresh rate of 100 Hz, driven by a VSG 2/5 (Cam-
bridge Research Systems).On each trial, observers watched two dots oscillating
back and forth at a constant retinal velocity of 1.67/s
and a period of 600 ms. As the stimulus was viewed
from diﬀerent distances, we ensured that the retinal
properties of the stimulus remained constant by adjust-
ing the physical speed and size of the moving dots on the
screen—as viewing distance increased the physical size
and speed of the dots increased. Each trial commenced
at a random point within this cycle. The two dots could
appear black (1.3 cd/m2) or white (60.3 cd/m2), deter-
mined at random on a trial-by-trial basis, and moved
against a grey background (30.3 cd/m2). The physical
size of the individual dots subtended 0.35 of visual
angle at each of the viewing distances sampled.
On each trial, a 400 Hz tonal pip was presented at a
particular point during the cycle and observers were re-
quired to indicate if the two dots were passing through,
or bouncing oﬀ, one another by pressing one of two re-
sponse levers. The tone onset was sudden (no ramping)
and was actively driven for 15 ms. When presented by
loudspeaker (dan Technology K 8285150), the tone dis-
sipated over 35 ms (see Fig. 1) whereas it dissipated
over 5 ms when presented diotically by headphones
(Sony MDR-006). During a run of trials, the tone was
presented 10 times at each of 12 phases (see Fig. 2) in
a pseudo-random order. Each trial run therefore pro-
vided 120 responses, from which an estimate of the tem-
poral tuning of the auditory–visual stream/bounce
illusion was derived.
In diﬀerent trial runs, we presented the tone by head-
phones (peak level 80 dB SPL, measured using a Bruel &
Kjaer Precision Sound Level Meter Type 2203) or a
loudspeaker (peak level, 100 dB SPL from 57 cm) placed
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Fig. 2. Space–time plot depicting the stimulus presentation. Two dots
move towards one another, become superimposed, and then move
away from one another. Each trial commenced at a random point
within this sequence, which repeated until the observer made a
response. In diﬀerent trials, the tone was presented at diﬀerent points
within the cycle. At a phase relationship of 0, the tone was presented
when the two dots were superimposed. At phase relationships of 90
and 270, the tone sounded 150 ms before and therefore 450 ms after
(270), or 150 ms after and therefore 450 ms before (90) the dots
became superimposed. At a phase relationship of 180, the tone
sounded 300 ms before and after the dots were superimposed. These
phase relationships reﬂect the relative timings at which the signals were
generated, not the times at which they reached the observer.
Fig. 3. Photo showing an observer completing a trial run from a
viewing distance of 1482 cm. Note that the experiment was conducted
in a lighted corridor which provided abundant visual depth cues to the
distance of the testing apparatus.
D.H. Arnold et al. / Vision Research 45 (2005) 1275–1284 127715 cm below the monitor screen on which the visual
stimulus was displayed. During each mode of presenta-
tion, two experienced observers completed four separate
trial runs from each of four diﬀerent viewing distances,
114 cm, 513 cm, 1026 cm and 1486 cm. To establish
the robustness of the ﬁndings, we tested two additional
observers, who were also naı¨ve as to the purpose of
the study. Each of these observers completed a trial
run for each mode of sound presentation from 114 cm
and 1482 cm. The experiment was conducted in a corri-
dor under artiﬁcial illumination (see Fig. 3).
2.2. Results
Responses during each run of trials provided a distri-
bution of the percentage of bounce responses as a func-
tion of phase. We ﬁtted a centroid to the distribution
determined in each trial run. As these distributions are
symmetrical the ﬁtted centroids, which provide a mea-
sure of central tendency, also provide an estimate of
the time within the cycle at which the tone is most likely
to induce the bounce percept. Fig. 4 shows four polar
plots each ﬁtted to data obtained in four trial runs that
were completed by observer D.A. Two of these plots (A
and C) are ﬁtted to data obtained during trial runs in
which headphones were used for sound presentation.
The other two plots (B and D) are ﬁtted to data ob-tained during trial runs in which a loudspeaker was used
for sound presentation. Plots A and B were ﬁtted to data
obtained during trial runs completed from a viewing dis-
tance of 114 cm whereas plots C and D were ﬁtted to
data obtained during trial runs completed from a view-
ing distance of 1482 cm.
For observer D.A., there is little diﬀerence between
the optimal timings for tone presentation determined
from viewing distances of 114 cm and 1482 cm with
headphone sound presentations. The optimal times
determined in these circumstances were 15.98 ms and
18.39 ms before the superimposition of the two dots
respectively. However, there is a substantial diﬀerence
between the optimal times determined at the same view-
ing distances with loudspeaker sound presentations. In
these circumstances, the optimal times were 21.95 ms
and 60.88 ms before the superimposition of the two dots
respectively. The diﬀerence between these times
(38.93 ms) closely approximates the greater time
(41 ms) required for the tone to reach the ear from
the further viewing distance.
In Fig. 5 we report the time of the tone, relative to the
point of superposition of the dots, that maximised the
stream/bounce illusion minus the baseline time mea-
sured at the nearest viewing distance for two experi-
enced observers. Data points with a positive value
signify that, at the relevant viewing distance, later tones
induced the bouncing percept relative to the optimal
timing at a viewing distance of 114 cm. Negative values
signify the reverse. As shown in Fig. 4, the optimal tim-
ing for the tone to induce a bounce percept varied with
viewing distance when presented by loudspeaker (D.A.
F3,12 = 13.33, p < 0.001; J.N. F3,12 = 4.05, p = 0.033).
As viewing distance increased, progressively earlier
tones were required. However, this did not happen with
headphone presentation (D.A. F3,12 = 0.08, p = 0.97;
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Fig. 4. Polar plots depicting the percentage of times that observer D.A. reported the two dots as bouncing, at each of the phase relationships tested,
during four diﬀerent trial runs. Plots A and B show data gathered from a viewing distance of 114 cm, C and D from 1482 cm. Data shown in plots A
and C were determined during trial runs wherein the tone was presented over headphones, B and D from a speaker. Dotted lines show the average
value of the centroids ﬁtted to the four trial runs that contribute to the distribution. This value provides an estimate of the relative timing for the tone
that maximally inﬂuenced visual perception. These estimates are 16 ms (A) 18 ms (B) 22 ms (C) and 61 ms (D) before the two dots became
superimposed. The centroids were ﬁtted to data obtained in individual trial runs according the equation /c ¼ tan1
PN
i¼1Mi sin/iPN
i¼1Mi cos/i
 
where / = 0;
/2 = 30. . .; / = 330; Mi = percent bounce responses; /c = phase of centroid.
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Fig. 5. The time of the tone relative to the point of superposition of
the dots that maximised the stream/bounce illusion minus the baseline
time measured at the nearest viewing distance. Each data point shows
the average for four trial runs. Error bars show the standard error
between the four estimates determined at each of the viewing distances.
Dark dotted line shows the predicted times without compensation for
the loudspeaker presentation. The grey dotted line shows the predicted
times with compensation for the headphone presentation.
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Fig. 6. The time of the tone, relative to the superposition of the pair of
dots, that maximised the auditory–visual stream/bounce illusion at a
viewing distance of 1482 cm minus the baseline time measured at
114 cm. Data is shown individually for four observers, the ﬁrst author
and three observers who were naı¨ve as to the purpose of the
experiment. The grouped average performance of these observers is
also shown. Error bars depict the standard error between the observers
four diﬀerence scores for each experimental condition. With loud-
speaker presentations, the tone needed to be presented 43.44 ms
sooner relative to a viewing distance of 114 cm (t3 = 4.49, p = 0.021).
With headphone presentations, there was no signiﬁcant diﬀerence
between these times (t3 = 1.34, p = 0.273). The dark dotted line shows
the predicted time without compensation following loudspeaker
presentations. The grey dotted line shows the predicted time with
compensation following headphone presentations.
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pattern of results was also conﬁrmed by the perfor-
mance of two additional observers in the same task.
2.3. Discussion
With loudspeaker presentation of sound, increasing
viewing distance induced temporal shifts in the tuning
function of the auditory–visual stream/bounce illusion
that closely approximated the diﬀerence between the
speeds of light and sound. This observation is not con-
sistent with a perceptual compensation for the diﬀerent
speeds of light and sound.
One interesting quality of the data obtained in Exper-
iment 1 is that it suggests that perceptual integration can
occur over a broad range of temporal oﬀsets between
sight and sound (±150 ms, see Fig. 4). This observation
is consistent with previous studies that have examined
the perceptual integration of vision and audition (Sek-
uler et al., 1997; Watanabe & Shimojo, 2001). The broad
range over which sights and sounds can become inte-
grated suggests that, in this context, it may be unneces-
sary to correct for the small timing diﬀerences that can
arise because of the diﬀerence between the speeds of
light and sound within a viewing range of 15 m.
When sound is presented by loudspeaker, the sound
pressure level is reduced as a squared function of the
viewing distance. In Experiment 1, the reduction in
sound pressure level between the nearest and furthest
viewing distances was 28 dB SPL. Therefore, it could
be argued that there is a perceptual compensation for
the slower speed of sound that is mitigated by a reduc-
tion in sound intensity. This is unlikely as there was
no variation in sound intensity following headphone
presentations and no perceptual compensation was ob-
served for this mode of presentation. Moreover, any
perceptual compensation for the impact of viewing dis-
tance would have to compensate for both reductions
in the intensity and the relative delay of sound to vision.
Individually, either form of compensation would be
insuﬃcient. Of course it may not be possible to compen-
sate for a reduction that renders a sound inaudible, but
this did not occur in our experiment. From all viewing
distances, the sound remained clearly audible and ex-
erted a robust inﬂuence upon the perceptual experience
of the normally ambiguous stream/bounce illusion (see
Fig. 4).
Another possible reason why we failed to observe
compensation is because our auditory stimulus did not
provide accurate distance cues. However, successful
compensation for physical auditory/visual timing diﬀer-
ences has previously been observed using an auditory
stimulus that did not provide any distance cues whatso-
ever (Sugita & Suzuki, 2003) and with an auditory stim-
ulus that was very similar to that used in Experiment 1
(Kopinska & Harris, 2004). Therefore, our failure to ob-serve compensation is not a necessary consequence of
poor or lacking auditory distance cues—clearly success-
ful compensation can be determined solely on the basis
of visual distance cues which were readily available dur-
ing our experiment (see Fig. 3). However, it is possible
that the provision of auditory cues might increase the
probability of compensation.
The task used in the ﬁrst experiment can be regarded
as an implicit measure of visual/auditory simultaneity as
it does not require that the observer make any explicit
judgment concerning the two sources of information.
In contrast, the tasks used by Sugita and Suzuki
(2003) and by Kopinska and Harris (2004) were explicit
measures. The discrepancy between the results of the
ﬁrst experiment and those obtained by Sugita and Suzu-
ki (2003) and by Kopinska and Harris (2004) may be ex-
plained by the discrepancy between the measures of
auditory/visual simultaneity—whether they were impli-
cit or explicit. Perhaps a perceptual compensation for
the diﬀerent speeds of light and sound only occurs when
observers are required to make explicit judgments about
two sources of information that are perceived to be
causally linked, i.e., when the sound is perceived to be
caused by the visual event. To explore this possibility
we conducting a second experiment where observers per-
formed an explicit two-alternative forced choice task in
which observers were required to attribute an auditory
event to one of two possible visual events.3. Experiment 2: viewing distance and auditory–visual
causal attributions
3.1. Methods
Six observers participated in this experiment, the ﬁrst
author and ﬁve others who were naı¨ve as to the purpose
of the study.
As in the ﬁrst experiment, the individual dots sub-
tended 0.35 of visual angle from each viewing distance.
The moving dots oscillated back and forth at a constant
velocity of 1.67/s with a periodicity of 600 ms. In this
experiment, subjects viewed two pairs of dots that be-
came superimposed and maximally separated with a
phase diﬀerence of 180 (see Fig. 7). As a consequence,
when one pair of dots was superimposed, the other pair
would become superimposed after 300 ms and had been
superimposed 300 ms before.
During each trial, one pair of dots was black and the
other white. Whether the upper or lower pair was black
was randomly determined on a trial-by-trial basis. On
each trial, observers were required to indicate if the tone
sounded like it was being caused by the collision of the
upper, or lower, pair of dots. As in the ﬁrst experiment,
we manipulated the time of the tone with respect to the
visual cycle. The details concerning this manipulation
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Fig. 8. Diﬀerence in temporal tuning of perceptual pairing judgments,
as a function of viewing distance, for the same observers who
participated in the ﬁrst experiment. The details of the ﬁgure are the
same as those for Fig. 3.
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Fig. 7. Depiction of the stimulus conﬁguration used in the second
experiment. There were two pairs of vertically displaced dots. To assist
the perceptual segregation of the two pairs, one pair was black and the
other white. One of each pair of dots was static and horizontally
positioned in the middle of the screen. The other dots moved towards,
become superimposed with, and then moved away from the static dots.
The direction of the displacement was randomised from trial to trial.
There was a phase diﬀerence of 180 between the movements of the
diﬀerent dots. At a phase relationship of 0, the tone was presented
when the upper pair of dots was superimposed and the lower pair was
maximally separated. At phase relationships of 90 and 270, the tone
sounded 150 ms after and therefore 450 ms before (90), or 150 ms
after and therefore 450 ms before (270) the upper pair of dots became
superimposed. The opposite pattern was true of the lower pair. At a
phase relationship of 180, the tone sounded when the upper pair was
maximally displaced and the lower pair of dots was superimposed.
Each trial commenced at a random point within this sequence, which
repeated until the observer made a response.
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Performance during a run of trials provided an estimate
of the relative timing at which auditory and visual events
were perceptually paired.
As in the ﬁrst experiment, in diﬀerent trial runs, the
tone was presented over headphones (80 dB SPL) or a
loudspeaker (100 dB SPL from 57 cm) placed below
the visual display monitor. For each mode of sound pre-
sentation, the two observers who had participated in the
ﬁrst experiment completed four separate trial runs from
each of the four diﬀerent viewing distances, 114 cm,
513 cm, 1026 cm and 1486 cm. To establish the robust-
ness of these ﬁndings we also tested four additional
observers, who were naı¨ve as to the purpose of the
study. Each of these observers completed a trial run
for each mode of sound presentation from 114 cm and
1482 cm. The experiment was conducted in a corridor
under artiﬁcial illumination (see Fig. 3).
3.2. Results
Responses during each run of trials provided a distri-
bution, as a function of phase, of the percentage of timesthat the tone was paired with the perceived collision of
the upper pair of dots. We ﬁtted a centroid to the distri-
bution determined during each trial run to provide an
estimate of the time at which the tone was most likely
to be paired with the perceived collision of the upper
pair of dots.
As shown in Fig. 8, when the tone was presented by
loudspeaker, the time at which the tone was paired with
the perceived collision of the upper pair of dots varied as
a function of viewing distance (D.A. F3,12 = 12.05,
p = 0.001; J.N. F3,12 = 6.43, p = 0.008). However, this
did not occur when the tone was presented over head-
phones (D.A. F3,12 = 0.04, p = 0.988; J.N. F3,12 = 0.31,
p = 0.815). This pattern of results is entirely consistent
with those observed in the ﬁrst experiment. As shown
in Fig. 9, this pattern of results was also conﬁrmed by
the performance of four additional observers in the
same task.
3.3. Discussion
The results of the ﬁrst and second experiments sug-
gest that the visual and auditory signals of an event that
reach an observer at the same time tend to become per-
ceptually bound, even if they could not have been gener-
ated at the same time.
The ﬁrst and second experiments have focussed upon
the integration of visual and auditory information and
have failed to ﬁnd evidence of perceptual compensation
for the diﬀerence between the speeds of light and sound.
However, seemingly contradictory data has been ob-
tained in experiments that focussed upon relative timing
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and 114 cm. This observer was naı¨ve as to the purpose of the
experiment. Functions ﬁtted to data obtained from a viewing distance
of 1482 cm are plotted as broken lines whereas functions ﬁtted to data
obtained from 114 cm are plotted as solid lines. The bold-black
horizontal line depicts points where the observer was equally likely to
report that the tone was too early or too late to be consistent with the
superimposition of the two dots. Tone oﬀset refers to amount of time
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Fig. 9. The time of the tone, relative to the superposition of the upper
pair of dots, that maximised perceptual pairing judgments at a viewing
distance of 1482 cm minus the baseline time measured at 114 cm. Data
is shown individually for four observers, who were naı¨ve as to the
purpose of the experiment. The grouped average performance of the
observers is also shown. Observer D.A.s data, contrasting the same
conditions from Fig. 7, are shown for the purposes of comparison.
Following loudspeaker presentations, the tone needed to be presented
32.5 ms sooner relative to a viewing distance of 114 cm (t3 = 4.7,
p = 0.018). With headphone presentations, there was no signiﬁcant
diﬀerence between these times (t3 = 1.06, p = 0.367). The dark dotted
line shows the predicted time without compensation following loud-
speaker presentations. The grey dotted line shows the predicted time
with compensation following headphone presentations.
D.H. Arnold et al. / Vision Research 45 (2005) 1275–1284 1281judgments (Kopinska & Harris, 2004; Sugita & Suzuki,
2003).
Both Sugita and Suzuki (2003) and Kopinska and
Harris (2004) exposed observers to transient auditory
and visual events and required them to judge their tem-
poral order. Sugita and Suzuki (2003) used headphones
for sound presentation, so sound was not physically de-
layed and observers were required to imagine that the
sound was originating from the same location as the vi-
sual event. However, Kopinska and Harris (2004) used a
loudspeaker for sound presentations. In both studies, as
viewing distance increased, there was a shift in the rela-
tive timing at which sights and sounds were judged as
being coincident. These shifts were consistent with the
compensation required for the physical timing diﬀer-
ences between sight and sound (Sugita & Suzuki, 2003;
Kopinska & Harris, 2004).
While Sugita and Suzuki (2003) and Kopinska and
Harris (2004) have found evidence for compensation
for timing diﬀerences, both Stone et al. (2001) and Le-
wald and Guski (2004) have failed to ﬁnd such compen-
sation. All of these studies focussed upon relative
timing. Why then are the results of the studies contradic-
tory? We explored this controversy by adopting a simi-
lar methodology to those that have been used in
previous studies—forced choice temporal order judg-
ments between visual events and tones presented either
by headphones, or loudspeaker.4. Experiment 3: viewing distance and auditory–visual
temporal order judgments
4.1. Methods
Five observers participated in this experiment, the
ﬁrst author and four others who were naı¨ve as to the
purpose of the study.
The stimulus was composed of a single pair of dots.
These could be black or white, determined at random
on a trial-by-trial basis. One of the two dots was static
and positioned in the centre of the screen. At the start
of each trial, the other dot was located to the left or right
(determined at random) and then moved toward, be-
came superimposed upon, and then moved away from
the central static dot. This sequence lasted 600 ms. As
in the ﬁrst and second experiments, the individual dots
subtended 0.35 of visual angle and the moving dot
translated at a constant velocity of 1.67/s.
The time at which the tone was presented during a
trial was manipulated according to the method of con-
stant stimuli. During a run of trials, the tone was pre-
sented at one of 11 temporal oﬀsets, ranging 200 ms
from the point at which the moving and static dot were
superimposed. During a run of trials, each temporal oﬀ-
set was sampled on 10 occasions. Following each stimu-
lus presentation, the observer was required to indicate if
they felt that the timing of the tone was too early or too
late to be consistent with the collision of the dots. A psy-
chometric function was ﬁtted to the data obtained dur-
ing each trial run (see Fig. 10) and the 50% point of
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relationship at which the tone was subjectively coinci-
dent with the perceived collision.
The ﬁrst author completed 16 trial runs, four for each
mode of sound presentation from viewing distances of
114 cm and 1482 cm. Naı¨ve observers completed four
trial runs, one for each mode of sound presentation at
each viewing distance.
4.2. Results
Fig. 11 shows the diﬀerence between the times of per-
ceived simultaneity of tones and dot collisions from
viewing distances of 1482 cm and 114 cm. Data for
114 cm were subtracted from the equivalent measure
for 1482 cm, so a negative value indicates that earlier
tones were perceived as being synchronous with visual
events from a distance of 1482 cm as opposed to
114 cm. Error bars for D.A. show the standard error be-
tween four diﬀerence-scores. Error bars for the grouped
naı¨ve data show the standard error between the individ-
ual diﬀerence scores calculated for each observer, which
are also shown.
Following headphone tone presentations, of the naı¨ve
observers, only A.K. and S.T. displayed a trend that was
consistent with perceptual compensation, whereas S.D.
and A.A. displayed the opposite eﬀect. As a conse-
quence, for these observers, the eﬀects of viewing dis-
tance following headphone tone presentation were not
signiﬁcant (t3 = 1.08; p = 0.359). However, for the
grouped naı¨ve observers, there was a signiﬁcant eﬀect-100
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Fig. 11. The time at which a tone was judged to be perceptually
coincident with the apparent collision of a pair of dots at a viewing
distance of 1482 cm minus the baseline time measured at 114 cm. Data
is shown individually for the ﬁrst author and four additional observers
who were naı¨ve as to the purpose of the experiment. Data from the
four additional observers is also shown grouped. Error bars show the
standard error between four diﬀerence scores. The dark dotted line
shows the predicted time without compensation following loudspeaker
presentations. The grey dotted line shows the predicted time with
compensation following headphone presentations.of viewing distance following loudspeaker tone presen-
tation. If tones were to be judged as coincident with
the visual collision, they had to be presented signiﬁcantly
earlier (37.69 ms, t3 = 3.78; p = 0.0324) when the
stimulus was viewed from 1482 cm as compared to
114 cm. Again there is no substantive evidence for
compensation.
In a ﬁnal attempt to resolve the discrepancy the ﬁrst
author adopted an explicit strategy of trying to imagine
that the sound and visual stimuli had originated from a
common source. In this case, there was a signiﬁcant dif-
ference between the timings of tone presentation that
were subjectively consistent with the perceptual collision
of the dots (t3 = 4.22; p = 0.002). There were no signiﬁ-
cant eﬀects of viewing distance following loudspeaker
tone presentation (t3 = 1.41; p = 0.267).
4.3. Discussion
If there were a perceptual compensation for physical
timing diﬀerences, we might expect the point of subjec-
tive coincidence between sights and sounds to vary with
viewing distance when headphones are used for sound
presentation (Sugita & Suzuki, 2003), but not if a loud-
speaker is used (Kopinska & Harris, 2004). The perfor-
mances of the naı¨ve observers in this experiment were
inconsistent with this. This seems to contradict the
ﬁndings obtained by Sugita and Suzuki (2003) and
Kopinska and Harris (2004). What are we to make of
these contradictory ﬁndings?
When an observer is forced to make a decision con-
cerning a single stimulus they must adopt a response cri-
terion. For instance, in the task that we used in the third
experiment, observers were required to decide under
what circumstances they would accept a tone as being
too early or late. With headphone sound presentation,
there was no physical delay of sound relative to vision
and observers were required to imagine that the sound
and visual stimuli had originated from a common
source. From 1482 cm, the observer could decide that
sound should lag the perceived collision and adopt an
appropriate response bias. To show that this was possi-
ble, the ﬁrst author intentionally adopted this strategy
during this experiment. While this may eﬀectively com-
pensate for the physical timing diﬀerence between sight
and sound, the origin of the compensation is probably
cognitive, not perceptual.
Of course, it is also possible that observers could
adopt a biased pattern of response when a loudspeaker
is used for sound presentation. For instance they could
decide that, because sound is physically delayed, that
it is appropriate to accept delayed sounds as being con-
current with visual events. Again, to show that this was
possible, the ﬁrst author intentionally adopted this strat-
egy during the experiment. However, observers may be
less inclined to adopt a biased pattern of response in this
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ver use their imagination. As the visual and auditory
stimuli originate from proximate sources, observers
can simply judge the relative order (Lewald & Guski,
2004) or simultaneity (Stone et al., 2001) of the two
events.
It is interesting to note that, for the naı¨ve observers,
the patterns of results obtained following headphone
and loudspeaker sound presentations diﬀered. Follow-
ing loudspeaker sound presentations, there was a signif-
icant inﬂuence of viewing distance upon judgments of
temporal order—when viewing distance increased all
observers judged earlier tones as being coincident with
the visual stimulus. This is not consistent with a percep-
tual compensation for the diﬀerent speeds of light and
sound (Kopinska & Harris, 2004), but is in agreement
with some previous ﬁndings (Lewald & Guski, 2004;
Stone et al., 2001). However, following headphone
sound presentations the pattern of results was highly
variable. As viewing distance increased two observers
judged earlier tones, whereas other observers judged
later tones, as being coincident with the visual stimulus.
We do not believe that this variability is characteris-
tic of a perceptual process and we suggest that the
variability is actually indicative of variable cognitive
strategies being adopted by observers who, in this exper-
imental condition, were instructed to imagine that a
proximate sound source was originating from a distal
location.
Sugita and Suzuki (2003) suggested that they had
eliminated the possibility of biased patterns of response
by using a two-alternative forced choice task. In this sort
of task, the observer is presented with two stimuli and
must decide which of the two possesses a certain quality,
or signal. If there is an equal probability of the two stim-
uli containing the signal, the experimenter can assess the
observers ability to detect the signal in a manner that
has a greatly reduced probability of being inﬂuenced
by biased patterns of response. In Sugita and Suzuki
(2003) experiment, observers were presented with a sin-
gle stimulus and responded to the question: did the visual
event occur before or after the auditory? This is a binary
forced choice task, not a two-alternative forced choice
task. Kopinska and Harris (2004) used the same sort
of experimental task. This type of task is susceptible to
the inﬂuence of biased patterns of response (Campion,
Latto, & Smith, 1983).
Given the conﬂicting results obtained in the third
experiment, it is tempting to give greater credence to
the perceptual task that is probably less likely to encour-
age a cognitive bias: the temporal order judgment con-
cerning visual events and sounds emanating from a
loudspeaker. The performances of the naı¨ve observers
in this task were entirely consistent with previous results
obtained by Stone et al. (2001) and by Lewald and
Guski (2004). The performance of the ﬁrst author wasinconsistent, but this observer intentionally adopted a
biased pattern of response.
The implication of the results obtained in Experiment
3 is that the origin of compensation for the diﬀerence be-
tween the speeds of light and sound is cognitive and not
perceptual. According to this view, observers can make
use of their knowledge of the physical properties of the
world when they make judgments concerning timing and
they do not necessarily rely solely upon the relative times
at which diﬀerent signals are perceived. Of course this
strategy could only provide an accurate compensation
for the diﬀerence between the speeds of light and sound
if the observer were able to accurately estimate the dis-
tance of an auditory–visual stimulus. At this point, it
is unclear if this estimation is necessarily based upon vi-
sual or auditory information, or a combination of both.
In future, this could be clariﬁed by manipulating the rel-
ative accuracy of the available depth cues.
Another implication of the results of Experiment 3 is
that it is not suﬃcient to obtain evidence of compensa-
tion if we are to clarify the cause of that compensation.
Any evidence of compensation could have at least two
possible causes—a cognitive strategy that taps the
observers knowledge of the physical properties of the
world or a process that actively re-orders your sensory
experience so that appropriate sounds and sights are
experienced as occurring together in time and space.
Even if compensation is observed, these possibilities
need to be diﬀerentiated.
4.4. Conclusions
It has been proposed that there is a perceptual com-
pensation for the slower speed of sound relative to
light (Kopinska & Harris, 2004; Sugita & Suzuki,
2003). We examined this possibility using a range of
auditory–visual tasks and manipulated viewing distance
to test for perceptual compensation. In all tasks, visual
displays were magniﬁed with viewing distance to keep
the retinal stimulus constant and sounds were either
presented by headphones or by a loudspeaker near the
monitor.
Following loudspeaker sound presentations, for all
tasks, we observed timing shifts with viewing distance
that closely approximated the diﬀerence between the
speeds of light and sound. There were no shifts follow-
ing headphone sound presentations. Perceptual compen-
sation was only observed when one of the authors tried
to imagine that the sound was emanating from the dis-
play and adopted an intentional response bias. We were
unable to ﬁnd any reliable evidence of perceptual com-
pensation. This suggests that the visual and auditory sig-
nals of an event that reach an observer at the same point
in time tend to become perceptually bound, even when
the sources of those signals could not have occurred
together.
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