Beams in which space charge forces are stronger than the force from thermal pressure are nonneutral plasmas, since particles interact mostly via the long-range collective potential. An ever-increasing number of applications demand such high-brightness beams. The University of Maryland Electron Ring ͓P. G. O'Shea et al., Nucl. Instrum Methods Phys. Res. A 464, 646 ͑2001͔͒, currently under construction, is designed for studying the physics of space-charge-dominated beams. Indirect ways of measuring beam emittance near the UMER source produced conflicting results, which were resolved only when a direct measurement of phase space indicated a hollow velocity distribution. Comparison to self-consistent simulation using the particle-in-cell code WARP ͓D. P. Grote et al., Fusion Eng. Design 32-33, 193 ͑1996͔͒ revealed sensitivity to the initial velocity distribution. Since the beam is born with nonuniformities and granularity, dissipation mechanisms and rates are of interest. Simulations found that phase mixing by means of chaotic particle orbits is possible in certain situations, and proceeds much faster than Landau damping. The implications for using beams to model other N-body systems are discussed.
I. INTRODUCTION
A charged particle beam in which the repulsive space charge forces are stronger than the outward force from thermal pressure is called space-charge dominated. 1 In this regime, the Debye length is smaller than the beam size, and so particles interact mostly via the long-range collective potential, as in a ͑non-neutral͒ plasma. Whereas many emerging accelerator applications require maintaining higher beam intensities, most beams are actually created in this intensity regime near their source, but eventually the space charge forces relatively weaken due to acceleration, transverse compression, and an increase in thermal pressure caused by emittance growth. Even when space charge is not an important factor in the behavior of the bulk of an accelerator system, it can still be important to include the influence of space charge in system design. To begin with, the characteristics of the source region determine the initial state of the beam, and characteristics of the initial state such as beam emittance and halo formation 2 are often quite important to downstream behavior. Less apparent is that space-charge collective modes that persist for hundreds of focusing periods can be excited in the source region under some conditions. 3 It is therefore important to understand the effects of intense space charge on beam dynamics, since the initial beam state can affect downstream emittance growth, halo formation, and the broadening of ring resonances. The University of Maryland Electron Ring ͑UMER͒, 4 currently under construction, is designed for conducting beam physics experiments at extreme intensities in a circular lattice, and will serve as low-cost model of high-intensity accelerators for a variety of applications, such as heavy-ion fusion drivers, the low-energy end of high intensity electron linacs, ion booster synchrotrons, muon colliders, and spallation neutron sources.
Since a space-charge-dominated beam can be viewed as a one-component non-neutral plasma where the averaged focusing forces take the place of a fixed neutralizing background, it is a medium that can carry waves or collective oscillations. 5 Yet despite the fact that thermal pressure is much less than space charge forces, the beam kinetic temperature cannot be completely neglected. As we shortly present, the detailed evolution of space charge waves depends not only on the rms temperature or emittance, but also on the detailed velocity space distribution. After a brief overview of UMER in the next section, we present experimental measurements of the beam distribution function near the UMER electron gun. Various indirect methods of measurement give us conflicting results, which cannot be reconciled except by assuming a hollow velocity distribution, a fact verified by direct mapping of phase space using a pepper-pot. We augment the experimental results with self-consistent particle-in-cell simulations using the particle-in-cell code WARP, developed at Lawrence Livermore National Laboratory. 6 The beam emerging from the source is far from equilibrium, instead carrying waves and granular microstructures. We are therefore interested in dissipation mechanisms and rates and, in particular, the possibility of rapid phase mixing by means of chaotic particle orbits. simulation study is highlighted in Sec. IV, and its implications are discussed. Table I lists some relevant parameters for UMER, which is discussed in more detail in Ref. 4 , and on the website http://www.ireap.umd.edu/umer. The beam presently drifts at 10 keV, so the ␤ of 0.2 implies the beam is nonrelativistic. Three induction gaps distributed equidistantly around the ring provide longitudinal focusing, and will also be used to accelerate the beam to 50 keV in a future stage. Transverse focusing is provided by 36 alternating-gradient quadrupole ͑FODO͒ cells around the 11.52 m circumference of the ring. Each pair of FODO cells, along with two 10°bends, is installed on one out of 18 mechanical sections. As of November 2002, the injector and the first four ring sections have been installed and characterized, providing data from nine bends. Additional sections are assembled and ready to be installed as part of a phased installation program. The entire ring is scheduled to be complete during the summer of 2003.
II. OVERVIEW OF UMER
The beam intensity can be quantified in a number of ways, for example using the dimensionless intensity parameter, , defined as the ratio of the space-charge force to the external focusing force at the beam radius ͑see also Ref. 4͒ . The space charge depresses the betatron oscillation frequency by a ratio ␤ / ␤o ϭk/k o ϭͱ1Ϫ, while the plasma frequency p is enhanced, p / ␤o ϭͱ2. Another parameter of importance, which is related directly to the value of , is the ratio of beam radius, r b , to the Debye length D ϭv th / p , where the beam kinetic energy in a comoving frame is 1 2 mv th 2 and the plasma frequency p 2 ϭ(4ne 2 /m), n is the particle number density, e is the particle charge, and m is the particle mass. For intensities above ϭ0.5, the Debye length becomes significantly smaller than the beam radius, and the beam is able to support collective space-charge oscillations, since those oscillations usually do not occur at wavelengths less than D .
With the design beam current of 100 mA, an initial emittance of ⑀ n ϭ12-15 m and a zero-current phase advance per period of 0 ϭ76°͑giving a beam radius aϭ1 cm͒, UMER can achieve an intensity of ϭ0.97, which is near the extreme intensity. The intensity of the UMER beam can be reduced over a wide range ͑down to ϳ0.35͒ by changing the anode-cathode spacing, the beam energy, the potential at the cathode grid, or by changing the aperture size in the beam collimator at the exit of the gun. In this paper, emittance refers to the normalized effective emittance calculated according to the formula,
where the ͗¯͘ indicate taking the moments over the 4D transverse beam distribution f (x,xЈ,y,yЈ). Here x is the particle position in the horizontal direction ͑minus the beam centroid͒, xЈ is the particle angle with the reference trajectory, v x /v z ͑minus that of the beam centroid͒, ␤ is the beam velocity normalized to the speed of light, and ␥ is the relativistic factor. A similar expression holds for the y emittance, ⑀ yn . To allow detailed comparison between theory and experiment, UMER has a comprehensive set of beam diagnostics. In addition to the 13 diagnostic stations around the ring with phosphor screens and capacitive beam position monitors ͑BPMs͒, the induction gaps will be initially operated as resistive BPMs to maximize the position data for beam steering purposes. Two fast current monitors will also be installed in the injection and extraction lines. A sophisticated diagnostic end-chamber is currently in operation and will eventually reside at the end of the extraction section. The chamber houses emittance meters of both the slit-wire and pepper-pot types; a retarding-field energy analyzer with eV or sub-eV resolution for energy and energy spread measurements;
7 a movable phosphor screen with up to 1.5 m travel for insertion into the extraction transport line; and a Faraday cup for current measurement. Charge-coupled device ͑CCD͒ cameras record the time-integrated images of the beam from the phosphor screens.
III. SIMULATING SOURCE AND INJECTOR EXPERIMENTS

A. Simulation code and model
The simulations presented here employ the particle-incell code WARP ͑Ref. 6͒ to self-consistently simulate space charge effects in our experiments. The WARP code simulates space charge effects in 2D or 3D by advancing a large number of macroparticles in response to both the external applied fields and the self-fields. The self-fields are calculated on a mesh of sufficient resolution to capture the variations of the beam potential, and the particles are advanced using a leapfrog algorithm. WARP has been under development for nearly a decade, so it possesses a variety of models for various accelerator elements-magnets, induction gaps, apertures, etc.-as well as many different choices of field solvers, boundary conditions, and numerical algorithms. Many input beam distributions are also possible, of which the most commonly used for space-charge-dominated beams is the semiGaussian, in which the particle density is uniform across the beam, while the velocity distribution is Gaussian with uniform temperature.
Although most of the simulations reported here were modeled with the 2-1/2 D ''slice'' version of WARP (WARPxy), which solves for the transverse behavior while advancing a beam slice along s, some problems are inherently three-dimensional. The source simulations employed the r -z axisymmetric module, which is also used for modeling propagation and confinement of the beam ends and the retarding voltage energy analyzer.
B. The UMER electron gun
The electron gun is of Pierce geometry with a 4 mm radius cathode. 8 Changing the A/K separation or the gridcathode potential can vary the perveance. Since the accelerating potential across the gap is applied using a dc 10 kV power supply, a grid located 0.15 mm from the cathode surface is biased negatively ͑usually at 40-50 V͒ in order to impede the current flow until a positive pulse is applied to the grid. Since the separation between the wires in the rectangular grid pattern is 0.15 mm, i.e., the same as the distance to the cathode, the field pattern in the vicinity of the emitter surface is complex, especially when beam space charge is included. Another grid ͑with 87% transmission and a wire spacing of 0.69 mm͒ intercepts the beam in the anode plane in order to create an equipotential surface, as E-GUN simulations had shown this method reduces gun aberrations. The grids appear in a photograph taken without the beam ͓Fig. 1͑a͔͒. In addition, the UMER gun structure has a set of masks on a plate that can be rotated without breaking vacuum. This mask plate contains a pepper-pot mask for measuring transverse phase space, a five-beamlet quincunx pattern ͑similar to the five on the face of a die͒, as well as a series of round holes with various radii used to change the beam current and emittance to provide beams with widely different intensities.
C. Measurement of the initial beam distribution
Shadow of anode grid
One of the early mysteries in characterizing the UMER gun was estimating the emerging beam's emittance. A calculation of intrinsic emittance provides a value of 3.6 m, given the cathode radius and cathode temperature measured by a pyrometer. 8 This number, however, proved inconsistent with some of the measurements. For example, the beam size from transport experiments in the injector hinted at a much larger emittance ͑ϳ12-15 m͒. The interesting issue is that a P-screen positioned 6 cm downstream from the anode clearly shows a shadow of the anode grid pattern, 9 as in Fig.  1͑b͒ . WARPxy simulations using the slice model and an initial semi-Gaussian distribution starting from the anode with the higher emittance have been unable to reproduce the grid pattern ͓Fig. 1͑c͔͒, as the shadow tends to wash out very quickly. Yet when the simulation emittance is reduced to near the intrinsic emittance, the grid shadow pattern can be seen in the simulation ͓Fig. 1͑d͔͒.
Five-beamlet merging
The emittance mystery compounded with additional data. Figure 2 shows phosphor screen images measured 104 cm downstream from the anode plane when the five-beamlet mask is used. This photograph is typical of the whole series of pictures taken along the injector using the moveable P-screen. Also shown on the same figure are simulations performed using the WARP PIC code in single slice mode. 10 The emittances labeled on the simulation curves shown in Fig. 2 are calculated by multiplying the thermal velocity assumed for the beamlets by the total area the beam would have at the anode plane in the absence of the mask. It is clear that the shape of the pattern downstream depends on the beam emittance. From a comparison between the simulated and measured pattern one infers that the best match occurs when the initial normalized emittance of the total beam is between 16 -18 m. This value is a factor of 4 or 5 larger than intrinsic emittance and the near-laminar flow that would allow the shadow of the grid to persist for 6 cm.
Pepper-pot measurements and hollow velocity distribution
No satisfactory explanation for this behavior is possible with the simple semi-Gaussian model. Fortunately, we were able to directly measure the beam phase space using a pepper-pot mask built into the aperture wheel near the anode. The results, of which one photograph is shown in Fig. 3͑a͒ , provide the major clue for resolving this mystery. The beamlets emerging from the 0.1 mm holes in the pepperpot ex- pand to produce hollowed projections on the screen. These donuts indicate a hollowing of the velocity space of the beam, possibly caused by the distortion of the potential near the cathode by the ͑cathode͒ grid. Reproducing the pattern in the simulations is not simple, due to the 3D nature of the problem and the disparity of scales between the cathode grid dimensions and the A/K gap, making simulation difficult.
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Nevertheless we were able to obtain an approximation of this effect by injecting a beam with an artificially hollowed velocity distribution into the slice code simulations at the anode. Various implementations of hollowness have been attempted, for instance one with rectangular symmetry to mimic the hollowness that could be created by the cathode grid. The results shown in the remainder of this paper use a radially hollowed velocity ͑i.e., possessing azimuthal symmetry͒ that is obtained by rotating a Gaussian distribution with width v th and offset ␣ from the origin around a circle of radius ␣. The cross section of such a velocity distribution on the v x axis is shown in Fig. 4 , 12 along with a snapshot of the y -yЈ trace space. Henceforth, we refer to this distribution as ''annular-Gaussian,'' noting that the density distribution is uniform as in the semi-Gaussian.
The parameters ␣ and v th are obtained empirically by fitting to experimental data. For this paper, we use a width for the Gaussian corresponding to the intrinsic emittance, and a radius of rotation ␣ selected to result in an rms beam emittance of 14 m. These parameters can be varied of course, considering the pepper-pot images in the experiment itself change with the bias voltage of the cathode grid. A simulation of the pepper-pot with this distribution ͓Fig. 3͑b͔͒ results in a picture qualitatively similar to the experiment. Furthermore, this distribution reproduces both the shadow of the grid ͓Fig. 3͑c͔͒ and the five-beamlet experiment, as well as the injector experiments.
Similarly by using r -z simulations of the gun structure starting from, but not including the cathode grid, 11 we were able to reproduce the experimentally measured features only when hollowness in the velocity space of the injected distribution was assumed. The agreement using the r -z code was significantly better in some respects, but the point here is that even a crude 2D model with a hollowed velocity can qualitatively explain experimental features that cannot be explained with a semi-Gaussian. Figure 5͑a͒ shows a series of beam photographs taken along the injector using a moveable P-screen. 13 The photo- graphs demonstrate evolution of the beam as it propagates through the matching system, and exhibits space charge waves similar to one discovered in previous experiments. 14 In addition, the experimental photographs exhibit some finestructured patterns that were not observed in the previous experiments. Since the primary difference from the earlier experiments is the added presence of the grids in the gun, we suspect that to be the main factor resulting in this fine structure. Simulations with WARPxy ͓Figs. 5͑b͒, 5͑c͔͒, using initially uniform density distributions, but two different velocity distributions having the same rms values, demonstrate a resulting difference in the detailed density distribution downstream. In particular, the annular-Gaussian distribution used earlier ͓Figs. 3͑c͒ and 4͔ more closely resembles the experimental results, although the agreement is not exact. The emerging conclusion is that beam dynamics in an accelerator can be very sensitive to the details of the 6D distribution at the source. Even if a beam appears to be wellbehaved in configuration space, distortions in velocity space can reappear as density structures later downstream. Note that this fine structure persists for a long time. In our case the hollowness in the velocity distribution caused by the cathode grid persists as fine structure in the beam even in the latest experimental photographs 9 bends past the injector, i.e., several plasma periods from the cathode. While the rms beam size and other second order moments are affected only by the rms emittance as calculated in Eq. ͑1͒, it is clear that the detailed density patterns including the propagation and phases of space charge waves are affected by the higherorder moments of the initial distribution. As we have shown, it is possible to construct two completely different distributions with identical emittances, such as a thermal distribution and one with two laminar ''streams'' propagating at an angle to each other, but obviously the beam dynamics will evolve differently for the different distributions when the details are considered.
D. Propagation in the injector
IV. STUDIES OF MIXING BY MEANS OF CHAOTIC ORBITS
A related issue, of fundamental importance to beam physics as well as plasma physics in general, is mixing and dissipation of charge density structures and granularities, such as those we measured in the UMER beam near the source. Beams with space charge are, like many plasmas, typically collisionless Hamiltonian systems where the detailed density distribution self-consistently governs the dynamics via Poisson's equation. The questions of equilibration, damping, and reversibility are of fundamental importance in determining beam properties. For example, equipartitioning of anisotropic beams involves nonlinear energy transfer and evolution towards an isotropic meta-equilibrium. 15 It is important for the accelerator designer to know whether the exchange of energy in this process is reversible. Another example, while it may be possible to correct for emittance growth in a 3D context by emittance compensation techniques, 16 this compensation needs to be applied before any significant mixing has rendered the growth irreversible. The same question arises when considering any process manipulating a space charge-dominated beam; whether it is flat beam generation, bunch distortion due to coherent synchrotron radiation, matching through transitions in a linac, or emittance growth due to misalignments or dispersion. Furthermore, these issues are of importance beyond the plasma or beams community, as they apply to any N-body system interacting via long-range forces without collisions, as is the case in large stellar systems, 17 for example.
In order to answer these questions we are conducting a large-scale simulation study of beam dynamics with a focus on individual particle orbits. 18 Whereas traditional PIC simulation is concerned mostly with the macroscopic behavior resulting from the interaction of macroparticles, we require sufficient numerical resolution so as to observe reliable macroparticle orbits and analyze them statistically. Our main concern is whether or not particles follow globally chaotic orbits, i.e., mix chaotically until they fill their total accessible phase space, in which case they can phase mix quite rapidly at rates that can be calculated from theory. 19 To determine this, we seed large numbers of test particles concentrated in various locations in 4D phase space. The remainder of the beam should have a sufficient number of particles and sufficiently fine simulation mesh to produce a smooth and well-resolved potential at every step. Time steps are chosen small enough relative to the natural frequencies of the system to result in a sufficiently smooth trajectory. Particle advance is done using a symplectic leap-frog algorithm, which guarantees that the numerical simulation itself is reversible. Tracking the test particles in the self-consistent potential of the beam, we then look for exponential separation of orbits indicative of chaos, in which case we can calculate the finite-time Lyapunov exponents 20 for each initially localized collection of test particles. Note that since in general we do not have equilibrium, the problem is time dependent. An example is shown in Fig. 6 12 comparing the ''emittance'' moments for five clumps of test particles ͓defined as in Eq. ͑1͒, but including only particles belonging to a particular clump͔ for each of two test cases: a round isotropic space-charge-dominated beam in a uniform focusing channel, and an otherwise similar beam having different initial emittances ͑hence temperatures͒ in x and y. The anisotropic case has been observed to macroscopically relax to an isotropic beam on a very fast time scale ͑2-3 plasma periods͒. 15 The mixing rate, defined as the growth rate of the ''emittance'' moment of each clump ͑indicative of the separation of nearby trajectories͒, proceeds much faster for the anisotropic beam, as evident from Fig. 6 . Furthermore, this growth for the anisotropic beam fits closely to a straight line on a semilog plot, indicating exponential growth. A comparison of trajectories in x -z space of 20 sample test particles from one clump in each case indicates a qualitative difference in behavior ͑Fig. 7͒.
The fundamental significance of this type of study is that chaotic mixing can be found in many types of physical systems. Whereas large stellar systems are largely inaccessible outside of computer simulations, beam experiments can nevertheless be constructed to test hypotheses pertaining to fundamental questions in galactic dynamics.
V. CONCLUSION
Measurements of the space-charge-dominated beam in the UMER source and injector have been compared to selfconsistent particle-in-cell simulations using the WARP code. The various indirect measurements exhibit mutual contradiction in the inferred value of emittance if a semi-Gaussian distribution is assumed. This contradiction has been removed once a direct measurement of phase space using a pepper-pot identified a hollowed velocity distribution. Even an ad hoc use of a hollowed velocity distribution in the simulations resulted in much-improved agreement with experimental results. This emphasizes the indispensability of direct phase space measurements, as well as demonstrates the sensitivity of detailed beam distributions downstream to the velocity distribution at the source.
Dissipation of granularities and microstructures such as what has been observed in the experiment has also been studied using the WARP simulations. Results indicate rapid mixing by means of chaotic particle orbits can take place in certain circumstances. This raises the possibility of setting up charged particle beam experiments to model other and lessaccessible N-body systems such as galaxies. 
