A computationally efficient, low order finite element formulation is developed for modelling the Navier-Stokes-Cahn-Hilliard equations, which have been established as a promising phase field modelling approach for simulation of immiscible multiphase flows. The present study suggests that traditional Navier-Stokes-Cahn-Hilliard models do not allow for surface tension effects to be neglected due to the presence of the surface tension parameter in the Cahn-Hilliard equation. This motivates the proposed formulation, which allows surface tension effects to be changed without affecting the behaviour of the phase transport. Two methods are proposed: The first uses stabilised SUPG/PSPG linear elements, while the second is based on mixed Taylor-Hood elements. The proposed models are applied to a number of benchmark and example problems, including both capillary regime in which surface tension effects are dominant, and inertial regime in which surface tension effects are negligibly small. All results obtained agree very well with reference solutions.
Introduction
Modelling multiphase fluid flow in the presence of surface tension has for a long period been the subject of scientific investigation. These types of flows can be observed in numerous industrial and natural applications, for instance in emulsification, fluidized beds, combustion reactors, gas-liquid pipeline flows, etc. Typically multiphase problems are subject to a high degree of topological change, making interface tracking difficult, if not impossible. Strategies for simulating such flows include volume-of-fluid [1] , level-set [2] and diffuse interface methods [3, 4, 5] , as well as arbitrary Lagrangian-Eulerian [6, 7, 8, 9] or purely Lagrangian finite element formulations [10, 11, 12, 13, 14] .
Diffuse-interface methods have become a popular choice for the simulation of multiphase problems involving complex topological changes. The fundamental concepts behind diffuse-interface methods for immiscible multiphase fluids were pioneered by Van der Waals [15] and Korteweg [16] . For an in depth explanation of the types of phase-field models, refer to [17, 18] . The fundamental principle is that instead of having a sharp interface partitioning two phases, the interface is modelled as a region within which physical quantities (density, viscosity etc.) and interfacial forces vary smoothly. In order to achieve this an auxiliary field variable, typically called the phase-field variable or order parameter, is introduced to smoothly transition quantities across the interface between two distinct values in the bulk phases. The dynamics of the phase-field variable are typically governed by the Cahn-Hilliard equation [19] , or its non-conserving counterpart the Allen-Cahn equation [20] . Various numerical strategies for solving the Cahn-Hilliard and Allen-Cahn equations are explored in for instance [21, 22, 23, 24] .
Coupling the Cahn-Hilliard equation with hydrodynamic Navier-Stokes equations results in a set of equations known as the Navier-Stokes-Cahn-Hilliard equations. These equations have been extensively used in the simulation of immiscible two-component fluid flows, and have been widely researched from a mathematical and computational perspective, see for instance [25, 26, 27, 28, 29] . These types of equations were utilised as early as the 1970's [30] , with the so-called Model H. This model combines the phase dynamics of the Cahn-Hilliard equation with the hydrodynamics of the Navier-Stokes equation for the purpose of modelling immiscible, incompressible two-component flows. The drawback of the Model H is that it assumes that the mixture is comprised of constant matching densities, and is hence severely restricted in its application. The difficulty with considering non-matching densities is that the macroscopic description of the density differs from the direct average of the microscopic descriptions, meaning that even if the individual components are incompressible, the mixture may not be. Typically models proposed for mixtures of non-matching densities are characterised as either: incompressible -where the volume averaged velocity field is divergence-free (i.e. satisfies incompressibility), and quasi-incompressible -where the mass-averaged velocity field satisfies mass conservation only, resulting in a slight compressibility in the interface region. A quasi-incompressible modification of the Model H by Lowengrub and Truskinovsky [28] allows for the the use of non-matching densities in the bulk regions. However, as mentioned the definition of the average velocity results in the loss of the divergence-free velocity field. Furthermore, a stronger coupling is present since the pressure from the momentum equation of the Navier-Stokes equations is present in the Cahn-Hilliard part of the equations. More recently, 1. To present a new Navier-Stokes-Cahn-Hilliard model capable of simulating problems where the choice of the surface tension coefficient is based on the physics of the problem at hand. This addresses the drawback of traditional forms of the Navier-Stokes-Cahn-Hilliard equations, wherein the surface tension coefficient cannot be set to zero without removing all stabilising effects of the surface and bulk energies.
2. To present computationally efficient, low order finite element formulations of the Navier-Stokes-Cahn-Hilliard equations. As mentioned previously, the simulation of these equations generally involves the use of higher order b-splines or adaptive remeshing, which are generally associated with high computational cost. In this work emphasis is placed on computational efficiency, hence an equal order SUPG/PSPG stabilisation strategy as well as a mixed Taylor-Hood type methodology based on standard finite element discretisation with Lagrange polynomials are presented.
3.
To verify the presented methods with benchmark problems and realistic examples of two-phase flows. A focus is placed on reproducing a number of surface tension dominated benchmark problems. Additionally, sloshing and breaking dam problems are considered where surface tension effects are negligible and have therefore been deactivated during simulation.
The remainder of this work is structured as follows: In Section 2, the governing equations associated with the Navier-Stokes-Cahn-Hilliard equations are presented. In Section 3 these equations are formulated for mixed and stabilised finite elements. In Section 4 various numerical examples are demonstrated using the proposed formulations. In Section 5 conclusions are drawn.
Governing equations

Cahn-Hilliard equation
Phase-field models are characterised by the introduction of an auxiliary function ϕ, a phase-field variable which localises the individual phases. ϕ is represented by distinct values outside the interface region (i.e. the bulk region), for example,
The Cahn-Hilliard equation governs the transport and decomposition of ϕ through dissipation of the energy functional,
where,
Ψ is the Ginzburg-Landau free energy composed of a hydrophobic bulk component F (ϕ), and a hydrophilic surface component
Here is a length scale related to the interface thickness. In the context of this work we consider the bulk free energy component as a double well potential,
where W is the height of the well. An in depth mathematical analysis and derivation of the Cahn-Hilliard equation can be found for instance in [55, 56, 57, 22] . The Cahn-Hilliard equation is presented in a two equation form, similarly to [23] : Consider a domain Ω ⊂ R d (d ≤ 3) with boundary Γ which is separable into Dirichlet and Neumann subsets, Γ g and Γ q . The solution variables ϕ and η are described by the following governing equations:
Here η is the chemical potential, which is the variational derivative of the free energy given by Equation (2.2), with f (ϕ) = 4W (ϕ 3 − ϕ). M (ϕ) is the mobility function, which is described in Section 2.3. The angle α is the three-phase contact angle at the boundary.
Navier-Stokes-Cahn-Hilliard equations
Consider again the domain Ω ⊂ R d (d ≤ 3) bounded by Γ and containing a mixture of two immiscible incompressible fluids with different densities ρ a and ρ b . In this work, the following NSCH model is used:
where u and p represent the velocity and pressure, respectively, and b is the body force. The symmetric gradient operator is defined as ∇ s := 1 2 ∇ + ∇ T . The model presented in Equation (2.6) is based on the Abels et al. [4] and is thermodynamically consistent. It allows for variable densities, and agrees with sharp interface models for → 0.
Cahn and Hilliard [19] describe surface tension as the excess free energy per unit surface area. It follows that in the case of a plane phase-field interface at equilibrium, the surface tension coefficient, γ, is related to the phase-field variable ϕ by
In order to achieve consistency of the surface tension term in (2.6a) with the Young-Laplace sharp interface surface tension model, the factor κ must be chosen as
Equation (2.7) is successfully implemented in numerous studies [27, 58, 32, 48 ]. An NSCH model using Equation (2.8) is shown to approach the sharp interface model as → 0 in [59] .
In the present work, the surface tension stress term η∇ϕ (see also Boyer [5] ) is used in Equation (2.6a), instead of γ ∇·(∇ϕ⊗∇ϕ) (see Abels et al. [4] ). The former term is easily derived from the latter, and the resulting pressure term in Equation (2.6a) is now a modified pressure term ∇p, wherep = (p + Ψ). This modified pressure is similar to the original pressure, in fact, it is identical in the bulk regions where Ψ vanishes. Advantageously the modified pressure varies generally more smoothly across interface regions than the original pressure.
In Equation (2.6a), the relative diffusive flux is expressed as
The density and viscosity are described by the linear approximations
If necessary, a cut-off functionφ can be incorporated in Equation (2.10), wherē
(2.12)
This would ensure that ρ and µ remain within the physical bounds of the specified bulk phases, and has been effectively used in [60] .
Remark 1. In the model given by Equation (2.6) the physical quantities and the Young-Laplace surface tension term occur only in the momentum equation. The CH Equation (2.5) merely governs the transport of the order parameter ϕ. Traditional representations of the NSCH equations such as those used in [28, 32, 4] can easily be recovered by introducing appropriate scalar factors in Equations (2.6c) or (2.6d).
Mobility function
In this work three options are considered for the mobility, i.e.
and
where D is a constant. The latter two mobility functions are degenerate, i.e. they are non-zero only in the interface region. This is illustrated in Figure 1 for D = 1. Notably, M 3 (ϕ), transitions smoother in the derivative. On coarse meshes, the choice of mobility can drastically change the behaviour of the model. Choosing a large constant mobility can result in the acceleration of the Ostwald ripening or coarsening effect. In essence this means the total interfacial area will reduce with time in an effort to reach the lowest energy state and hence thermodynamic equilibrium. For this reason D must be chosen small enough to ensure that the associated timescale is far larger than the time domain of interest. The reader is referred to [61] for a detailed explanation of Ostwald ripening.
Numerical formulation
Navier-Stokes-Cahn-Hilliard mixed Taylor-Hood formulation
In order to satisfy the LBB stability condition, a Taylor-Hood element is chosen for the spatial discretisation (see Figure 2 ). Thus, the velocity, phase-field variable and chemical potential interpolations are piecewise quadratic, while the pressure interpolation is piecewise linear. The weak form of the NSCH problem described in Equation (2.6) reads:
and W h are the appropriate finite element spaces of piecewise continuous quadratic and linear basis functions.
Navier-Stokes-Cahn-Hilliard stabilised formulation
The standard SUPG/PSPG stabilisation strategy (see, for instance [62, 63, 64, 65, 66] ) is applied to the Navier-Stokes momentum equation. This allows for the use of piecewise linear equal order interpolations for u, p, ϕ and η.
The SUPG/PSPG stabilised weak form of (2.6) reads:
and W h are the appropriate finite element spaces of piecewise continuous linear basis functions. Following [67] , the stabilisation parameters, τ u and τ p are defined as
3)
where h e is the characteristic size of the element, evaluated as h e = V 1/d e , with d representing the number of spatial dimensions and V e , the element volume or area. The vector u e is the velocity in the element centroid.
Temporal discretisation
The generalised-α method is employed for the temporal discretisation. This method is an unconditionally stable, implicit singlestep time integration scheme (refer to [68, 69] ). The scheme allows for high frequency damping to be controlled by without compromising the second order accuracy (see [64, 70] ). Applying the generalised-α method to a generic first order problem giveṡ
and,
where γ must not be confused with the surface tension parameter. Note that α m , α f and γ are expressed in terms of the spectral radius ρ ∞ for an infinitely large time step size. This scheme has been successfully employed in solution of a number of challenging coupled field problems [9, 67, 71, 72] .
Solver
The problems described by Equations (3.1) and (3.2) are highly nonlinear and thus a Newton-Raphson procedure is employed based on the consistent linearisation of all nonlinear terms. For smaller scale problems, a direct linear solver (PARDISO [73, 74, 75] ) is used, whereas for larger scale problems, an iterative parallel solver (PETSC [76] ) with a block Jacobi pre-conditioner is employed.
Adaptive time stepping
Several of the numerical examples in Section 4 implement an adaptive time stepping procedure defined by
where n iter and n opt are respectively the number of Newton iteration steps required in the previous time step and the desired number of iteration steps. The constant θ is typically chosen between 0.5 and 1.
Numerical examples
In the following examples the proposed methodology is applied to a number of two and three-dimensional problems. Sections 4.1-4.8 present surface tension dominated problems, while the simulations described in Sections 4.9-4.11 do not feature any surface tension effects.
The properties of water and air used in the following examples are:
water: ρ = 0.998 g/cm 3 µ = 0.0101 g/(cm s) air: ρ = 0.0012 g/cm 3 µ = 0.000182 g/(cm s) water/air: γ = 73.0 g/s 2 gravity: g = 980.0 cm/s 2 Unless otherwise stated, the computations are based on the stabilised formulation given by Equation where h corresponds to the characteristic size of the element used, which is taken as the largest element size of the respective mesh. The relative diffusive flux term (J · ∇) u is neglected in the following examples as its effect is observably negligible.
Static bubble
A bubble of radius R is placed at coordinate [0.5, 0.5] in the centre of a square domain of dimensions [0, 1] × [0, 1]. The densities and viscosities, as well as the surface tension coefficient, are set to 1. The initial condition is taken as Two meshes are considered: a mesh with 256 × 256 mixed Taylor-Hood elements, and a mesh with 512 × 512 stabilised linear quadrilateral elements. For both meshes, the interface thickness is set as = 1/128. All simulations are run until T = 10. Figure 3 shows the excellent agreement between the analytical expression and the numerical experiment, for a range of values of R. 
Small amplitude oscillations of a two-dimensional drop
A small two-dimensional drop of water with radius R = 0.0125 cm is placed in a square domain filled with air. The initial configuration of the drop is described by the equation
where A is set to 0.02R for all simulations, and n is the mode order (see [77, 9, 13, 78] ). The effects of gravity are neglected, and the mobility is set as M 3 (ϕ), with D = 10 −2 . The mesh considered has 512 × 512 linear quadrilateral elements, and a fixed time step size of ∆t = 1 × 10 −6 s is used. Figure 4 shows the evolution of the oscillation amplitude for modes n = 2, 3, 4. The observed period matches very well with the analytical period,
where following [13] ,
5)
A comparison of the numerical and analytical periods is given in Table 1 .
Large amplitude oscillation of a two-dimensional drop
A two-dimensional drop is set up similarly to Section 4.2, with a larger initial amplitude A = 0.2R. Figure 5 shows the evolution of the amplitude for the cases n = 2, 3, 4. It is clear that the periods observed in the present study slightly lag behind the analytical period. This is due to the larger amplitudes (compared to Section 4.2), which exceed the linear range and cause strongly nonlinear behaviour. Figure 6 shows the interface in terms of the isolines of ϕ at ϕ = 0. Figure 7 shows the velocity streamlines at different time instances. Notably the axes of symmetry for all three modes are clearly defined. Figure 8 shows the pressure distributions at different times within a single period of oscillation. Clearly the pressure variation in the air is minimal, and higher pressure concentrations are present in regions with more curvature, as expected from the Young-Laplace equation. The accurate conservation of the volumes of water and air are demonstrated in Figure 9 for n = 4, where the relative volume error is defined as (t n ) = (V n − V 0 )/V 0 . It is observed that for both air and water, the relative error does not exceed 0.015%.
Capillary rise
The capillary rise of fluid between two parallel plates is simulated. Figure 10 illustrates typical initial and final configurations of this problem. The column height can accurately be approximated using Jurin's law [79] : The fluid level heights are tabulated in Table 2 . The equilibrium configurations are shown in Figure 12 . Figure 12 : Capillary rise between two parallel plates: One half of the equilibrium configurations of ϕ for various contact angles, with 256 × 96 linear elements.
Capillary rise in a circular pipe is also considered. Following Equation (4.7) it is expected that twice the fluid level height is reached. The geometry and mesh are shown in Figure 13 . The steady state solutions to ϕ are shown in Figure 14 and Table 3 shows corresponding fluid levels for the present numerical solution and the analytical solution. Clearly, excellent correspondence between numerical and analytical results is observed in all comparisons.
Sessile drop
A small water bubble in the presence of gravity is placed on a solid surface at the bottom of a rectangular domain filled with air, as shown in Figure 15 . The rectangular domain is of dimensions [0, 1.5] × [0, 0.5] cm 2 and the drop radius is R = 0.25 cm. Both two and three-dimensional sessile drops are considered with the same radius. In order to reduce dynamic effects and accelerate the computation of the equilibrium configuration, the viscosities are multiplied by a factor of 100. Slip boundary conditions are applied at the lower boundary. A mesh with 96 × 64 linear quadrilateral elements is considered. Adaptive time stepping is used, with an initial time step size of ∆t = 0.001.
The final configurations of the two-dimensional drops subject to various contact angles are shown in Figure 16 . In Figure 17 , the results are compared to the exact equilibrium configuration obtained by numerically solving a set of ordinary differential equations [80] . Figures 18 and 19 show the results obtained for the three-dimensional case. A very good match is observable for both two and three-dimensional cases. It is expected that due to the large density difference, there would be an overpowering body force contribution acting on either side of the interface in comparison to the rather negligible surface tension forces. Thus the bubble would experience large deformations characterised by long and narrow filaments at the edges. This behaviour is observable in Figure 20 , where the solution to ϕ is shown at different time instances. The observations match well with those made in [48] . 
Rising bubble
Faucet leak in two dimensions
In this example we consider a leaky faucet problem, which consists of water dripping from a faucet into a pool of water at the bottom of a rectangular box filled with air, as shown in Figure 21 . The dimensions of the box are [0, 2]×[0, 4.5] cm 2 , the height of the pool is H = 0.4 cm, and the radius of the faucet is R = 0.26 cm. The simulations are run with a filling velocity of u fill = 10 cm s −1 , which is set uniformly at the inlet. At the beginning of the simulation the faucet is completely closed, after which the inlet velocity is ramped smoothly up to the the filling velocity with the function 1 2 (1 − cos(πt/T )), where T = 0.01 s. A mesh comprising of 35,712 linear elements is considered in all simulations. Adaptive time stepping is used, with an initial time step size of ∆t = 0.0001. The mobility is set as M = 0.5 cm s −2 . Slip boundary conditions are applied on all surfaces. The evolution of ϕ is shown in Figure 22 , illustrating the ability of the described formulation to deal with highly complex physical problems resulting in large geometry modifications including significant topology changes. It is noted that small filling velocities lead to the development of non-physical flows in the air domain that originate from the tip of the drop. This phenomenon is likely to be triggered by the combination of the massively different values of density and viscosity of water and air with an imbalance of the selected mobility, interface thickness, mesh density and relatively large time domain of interest. It is currently further investigated by the authors.
Faucet leak in three dimensions
A three-dimensional faucet leak is now considered with a similar setup to Section 4.7. In this analysis the drop break-off is particularly of interest, thus the domain size is reduced to [0, 2 cm] × [0, 3 cm], and the pool at the bottom has been removed. A 15 • wedge is considered due to the symmetry of the problem, as shown in Figure 23 , which consists of 1,004,665 linear tetrahedron elements. Adaptive time stepping is used, with an initial time step size of ∆t = 0.0001. The filling velocity is set as u fill = 10 cm s −1 .
The evolution of ϕ is shown in Figure 24 . A visual comparison of the drop configuration at different time instances is made with Dettmer and Perić [9] in Figure 25 . The vertical velocity component during break-off is visible in Figure 26 . In Figure 27 , the tip position evolution compared with [9] is shown along with the water the volume evolution. Unlike in the present study, the initial configuration in [9] is set as an equilibrium pendant drop, thus these results are shifted in time to the appropriate position. It is observable that the tip position evolution matches well with [9] . replacing the boundary terms in Equations (3.1d) and (3.2d) , such that the terms become
The mesh consists of 192 × 128 linear elements, and the time step size is set to ∆t = 0.01. The geometry of the problem and the tip displacement evolution are shown in Figure 28 . The tip displacement evolutions agrees well with experimental results taken from [11] . The evolution of ϕ is shown at several time instances in Figure 29 . 
Sloshing tank
Following [9] , a sloshing tank of size [0, 1] × [0, 1.2] is set up with the following parameters ρ 1 = 1, ρ 2 = 0.001, µ 1 = 0.01, µ 2 = 0.0001 , b = [0, −1] T . The surface tension effects are neglected. A uniform mesh with 48,000 linear quadrilateral elements is selected, and a time step size of ∆t = 0.1 is chosen. The fluid at the edges is allowed to adopt any contact angle by using (4.9). Figure 30 shows that the frequency at the left and right edges agrees excellently with [9] .
Rayleigh-Taylor instability
The Rayleigh-Taylor instability problem described in [48] is considered. The conventional Rayleigh-Taylor problem consists of a fluid A sitting on top of a less dense fluid B. Any perturbation between the fluid layers in combination with gravitational force, will cause fluid A to drive into fluid B causing the well know mushroom cloud effect synonymous with Rayleigh-Taylor instability.
A domain of size [0, 1] × [0, 4] is considered with the higher density fluid having ρ 1 = 3 and µ 1 = 0.0031316, and the lower density fluid having ρ 2 = 1, µ 2 = 0.0031316. The gravitational acceleration is taken as g = 9.80665. The initial perturbation is given by
(4.10)
The upper and lower boundaries are set to no-slip, and the left and right boundaries are set to slip conditions. In concurrence with [48] , the other parameters are chosen as follows: γ = 0.01, = 0.005, α = π/2. The mobility function is chosen as M 2 (ϕ) with D = 4 · 10 −5 . Two meshes are compared, a mesh with 256 × 1024 linear stabilised elements and a mesh with 128 × 512 mixed Taylor-Hood elements. For comparison we consider the results from Guermond and Quartapelle [81] where surface tension effects are ignored. It should be mentioned that in [48] , the author states that the surface tension coefficient is set as small but not zero, in order to avoid the CH equation becoming a pure transport equation, since setting γ = 0 would render η = 0 in the conventional formulation. In this work, we consider γ = 0.01 with the conventional Abels et al. formulation [4] , as well as γ = 0 with the formulation presented in Section 3. For the latter formulation the mobility coefficient is increased to D = 10 −3 , since it is no longer necessary to set it so small. The evolution of ϕ is shown in Figure 31 . Figure 32 shows the position along the vertical axis of the rising and falling interface tips for the stabilised and mixed formulations. The time scaling of the reference solution [81] required t = 0 t = 0.5 t = 1 t = 1.5 t = 2 mapping according to t = 2/gt to account for the non-dimensionality of the variables. The results for the stabilised and mixed formulations are in agreement with the reference, and nearly indistinguishable from each other. Observing the plot corresponding to γ = 0, it appears that neglecting surface tension effects does not really alter the displacements observed, although it does confirm that γ can be set to zero without encountering numerical problems.
Conclusions
In this work two novel finite element formulations are presented for modelling the Navier-Stokes-Cahn-Hilliard equations; The first uses mixed Taylor-Hood elements, while the second uses linear equal order stabilised SUPG/PSPG elements. The former formulation is primarily considered for comparative purposes. The models are formulated with two key aspects in mind:
i. The ability to deactivate surface tension effects. This is done by removing the surface tension coefficient from the Cahn-Hilliard equations, and hence any instabilities which would result from setting it to zero. Thus, it is ensured that the Cahn-Hilliard equation exclusively deals with phase dynamics, while the Navier-Stokes equations alone control the physical phenomena.
ii. Computational efficiency, which relates specifically to the stabilised formulation. Here the standard SUPG/PSPG stabilisation is introduced in the momentum equation, which allows for the use of efficient equal order linear elements. The employment of linear elements greatly improves the overall computational efficiency, which is crucial for the simulation of realistic three dimensional problems.
A number of benchmark/example problems are solved with the proposed methodologies. The examples in Sections 4.1-4.8 demonstrate problems dominated by surface tension, while problems without surface tension are investigated in Sections 4.9-4.11. In all cases the available reference solutions are reproduced accurately. Particularly noteworthy is the agreement of the results with those obtained from an arbitrary Lagrangian-Eulerian (ALE) based strategy in [9] . It is demonstrated in Sections 4.3 and 4.8 that the volumes of the two fluid phases are conserved with good accuracy.
