Abstract. We study the dynamical behavior of the discontinuous Galerkin finite element method for initial value problems in ordinary differential equations. We make two different assumptions which guarantee that the continuous problem defines a dissipative dynamical system. We show that, under certain conditions, the discontinuous Galerkin approximation also defines a dissipative dynamical system and we study the approximation properties of the associated discrete dynamical system. We also study the behavior of difference schemes obtained by applying a quadrature formula to the integrals defining the discontinuous Galerkin approximation and construct two kinds of discrete finite element approximations that share the dissipativity properties of the original method.
Introduction
In this paper, we study the dynamical behavior of the discontinuous Galerkin (dG) finite element method for the initial value problem ẏ = f (y, t),
as well as the autonomous counterpart, under various assumptions that guarantee some control over the long-time dynamical behavior of the system. The use of finite elements to discretize time has a relatively long tradition in several areas of engineering such as neutron transport, analysis of multi-body structures, and optimal control and recently has garnered increased interest in a wide range of areas including conservation laws, fluid flow, and Hamilton-Jacobi equations. See the proceedings of the recent conference on dG methods in Cockburn, Karniadakis, and Shu [2] for various applications. Often the use of finite elements is motivated by their close relationship to variational analysis, which is the natural framework for understanding many sorts of physical models. The discontinuous Galerkin method that we study in this paper has found wide-spread application to differential equations with a "dissipative" or "parabolic" nature in particular (see Estep [7] , Estep, Larson, and Williams [8] , and Johnson [14] ), as well as being central to a new approach to computational error estimation (see Eriksson, Estep, Hansbo, and Johnson [6] , Estep [7] , and Estep, Larson, and Williams [8] ).
Our aim is to investigate the underlying reasons that the dG method, as well as finite element methods obtained by applying quadrature to the dG method, is well-suited for two classes of "dissipative" problems. More precisely, we consider problems that are either contractive or dissipative in the senses defined in Stuart and Humphries [16] , Chapter 2. Previous analyses of the dissipative properties of the dG method have been confined to strongly contractive problems, for which there are few practical applications other than the heat equation. The dissipative problems we consider here allow for much more interesting long-time behavior (while avoiding difficulties such as blow-up) and include several physically interesting models, such as the Cahn-Hilliard, Navier-Stokes, and Kuramoto-Sivashinsky equations. Another important class of "dissipative" problems, based on the existence of invariant regions, is considered in Estep, Larson, and Williams [8] .
We carry out our analysis by considering the discrete approximation from the viewpoint of dynamical systems since this is the natural language for the analysis of the long time behavior of solutions of dissipative problems. We prove both approximation properties for invariant sets of the dynamical system, i.e., a convergence property as the time-step tends to zero, and the inheritance of global boundedness properties such as contractivity and dissipativity, i.e., stability properties, for fixed time-step.
The results we present in this paper are related to the analysis of Runge-Kutta difference schemes in Humphries and Stuart [13] and Hill [12, 11] . Indeed the modified dG methods we consider in this paper can often be interpreted as RungeKutta schemes, in which case the analysis in Humphries and Stuart [13] applies. However applying quadrature to a finite element method typically has a strong effect on the stability properties of the discretization and in fact can completely mask the properties of the underlying finite element method. Hence, thinking of difference schemes as finite element methods plus quadrature, the question of why the underlying dG method is well-suited for dissipative problems remains to be addressed. After establishing the reasons for two classes of problems, we then address the issue of understanding which kinds of quadrature rules yield schemes that inherit the dissipative characteristics of the dG method. Another feature of the analysis in this paper is that it is largely based on a variational framework. As mentioned, in contexts in which finite element methods are the natural choice, variational analysis is also natural.
In Section 2, we establish notation and describe the assumptions we make to guarantee that the semigroup generated by the autonomous version of (1.1) is contractive or dissipative. In Section 3, we introduce the discontinuous Galerkin methods and prove existence of solutions for all time under these contractivity or dissipativity assumptions. We also establish uniqueness in the contractive case. Section 4 contains finite time error analysis comparing the discrete time semigroup generated by the dG method with the semigroup for (1.1) in the autonomous case. We prove C 1 error estimates, enabling straightforward application of various results concerning approximation of invariant sets of dynamical systems such as those described in Chapters 6 and 7 of [16] . Section 5 is concerned with the preservation of dissipativity by the dG method. In practice, quadrature is used to evaluate THE DYNAMICAL BEHAVIOR OF THE DISCONTINUOUS GALERKIN METHOD 1077 integrals defining the dG method and this has a strong effect on the dynamical properties of the resulting schemes. In Section 6, we extend our results to include the effect of quadrature on the method.
Continuous dynamical systems and dissipativity
In this section we establish the framework of analysis for the continuous system (1.1); the primary purpose is to give a point of reference for the corresponding analysis of the discrete system. Further discussion about the terminology and results we use may be found in [16], Chapter 2.
We begin by discussing the autonomous version of (1.1). In this case, (1.1) defines a dynamical system on an open set U ⊂ R d if for all y 0 ∈ U there exists a unique solution of (1.1) with y(t) ∈ U for all t > 0. The evolution map for the dynamical system is the map S(t) : U → U defined by y(t) = S(t)y 0 . If V ⊂ U, then S(t)V := {S(t)y 0 , y 0 ∈ V}. A dynamical system is continuous with respect to initial data or continuous if given any y 0 ∈ U, any T > 0, and any > 0, there is a δ(y 0 , T, ) with S(t)y 0 − S(t)v 0 < , for all 0 ≤ t ≤ T and z 0 ∈ U with z 0 − v 0 < δ, where · denotes the Euclidean norm in R d . We use (·, ·) to denote the corresponding inner product. Assuming that f is locally Lipschitz continuous ensures that (1.1) is continuous with respect to initial data.
Dissipativity is defined by the action of the solution operator on bounded sets. A dynamical system is dissipative if there is a bounded set B with the property that for any bounded set V ⊂ U there exists a t * (V) such that S(t)V ⊂ B for t > t * ; B is called an absorbing set. The long time behavior of a dissipative dynamical system is determined by its behavior on any absorbing set. Since an absorbing set is bounded, the action of S(t) on an absorbing set is more easily determined than its action on the whole domain. In particular, the attractor of an absorbing set is in fact a global attractor for the dynamical system.
We introduce concepts which enable us to define the attractor. For any y 0 ∈ U, the ω-limit set of y 0 , denoted ω(y 0 ), is defined
For a bounded set V ⊂ U, we define
The sets ω(y 0 ) and ω(V) are positively invariant under S(t) and they are closed when the dynamical system is continuous.
Next we define the distance between a point and a set.
Note that dist(V, W) = dist(W, V) and dist(V, W) = 0 implies that V ⊂ W. We define the neighborhood of V as
For a continuous dynamical system, A attracts a set V under S(t) if for any > 0 there is a t * ( , A, V) ≥ 0 such that
for all t > t * . A is called a local attractor if it is a compact, invariant set that attracts an open neighborhood of itself. It is called a global attractor if it attracts all bounded subsets of U. For a dissipative dynamical system, the global attractor is A = ω(B), where B is any absorbing set. It follows that A is compact and invariant under S(t).
When (1.1) is nonautonomous, we can no longer define a dynamical system in this fashion. However we can still consider the continuity and dissipativity properties of the solution operator, using some natural extensions of the definitions above. In this case, we abuse language by speaking of a dissipative system for example.
We now consider two sets of assumptions on f that guarantee that (1.1) defines a dissipative system. We use ( , ) to denote an inner product on vectors in R d and to denote the induced vector norm. First, Assumption 2.1. There is a constant c > 0 such that
The following extension of Theorems 2.8. The long time behavior of problems satisfying Assumption 2.1 is essentially that of linear decay (see [16] and Dekker and Verwer [3] ) and has limited applicability. Therefore we are motivated to consider another class of problems. To define these we use the standard Sobolev spaces W q p (R + ).
Assumption 2.4. There exist a nonnegative function
This assumption means that f points "inwards" on balls in solution space of sufficiently large radius. Thus, the solution decays when it becomes very large and yet inside some fixed ball it may exhibit a variety of interesting dynamical behavior. In other words, the system is dissipative and the open ball B(0, R + ) with center at 0 and radius R + is an absorbing set for any > 0, and moreover in the autonomous case, (1.1) possesses a global attractor A = ω B(0, R + ) .
Proof. The variational formulation of (1.1) reads:
Taking v = y in (2.5) and using (2.4), we get
and setting B(t) = t 0 β(s) ds, we conclude that
which shows that the system is dissipative with absorbing set B(0, R + ) for any > 0. In the case that f is autonomous, since it is locally Lipschitz, the global bound on y(t) implies that (1.1) defines a dynamical system on R d .
Throughout the remainder of this paper the constant C denotes a constant independent of the mesh-spacing parameter k; its actual value may change from occurrence to occurrence.
Existence and uniqueness of the discontinuous Galerkin approximation
In this section, we define the discontinuous Galerkin finite element method for (1.1) and discuss the existence and uniqueness of the corresponding approximation. We discretize time as t 0 = 0 < t 1 < t 2 < · · · → ∞ with time intervals I m := (t m−1 , t m ] and time steps k m = t m − t m−1 . We assume that sup m k m < ∞. Note this assumption is automatically satisfied if the step size is held constant. Most adaptive algorithms impose a maximum step-size, although they will typically allow the step-size to grow to this maximum near a stable equilibrium point.
The finite element space containing the piecewise polynomial approximate solution is defined as 
for all X ∈ P (q) (I m ). Thus, Y − m−1 can be considered "initial data" for the computation on the m'th interval.
For q = 0, Y is a piecewise constant function whose value on I m is given by 
with coefficients determined by
The dG method using polynomials of degree q converges with order up to q + 1 at all points t while its nodal values from the left converge with order up to 2q + 1. We refer the reader to Estep [7] and Eriksson, Estep, Hansbo, and Johnson [6] for more information. The dG approximations are not equivalent to any standard difference scheme in general: for example, we can replace the integral defining the dG approximation In the analysis of the approximation, we use the following inverse estimates that follow from standard results about norms on finite dimensional spaces (see Ciarlet [1] ). In this result, we use the notation V L ∞ (Im) = sup t∈Im V (t) .
and
We start by discussing existence and uniqueness in the case that f is globally Lipschitz continuous. In this situation, we can specify an iterative process to produce the approximant. Given a ∈ R d , we define the map Φ a :
for all X ∈ P (q) (I m ). This is the dG approximation to the linear problem (3.5) and show the convergence in Note that the assumption on f (c, ·) for some fixed c serves to give control of the nonhomogeneous part of f , which is not controlled by a Lipshitz assumption on the homogenous part of f . This condition is automatically satisfied for autonomous problems.
Theorem 3.2. Assume that f (·, t) is globally Lipschitz continuous with constant L independent of t and that
Remark 3.3. While we use this fixed point iteration to show the existence and uniqueness of the approximate solution, in practice a hybrid (quasi) Newton iteration would be used in order to try to avoid the time step restriction.
Proof. First we show that Φ a maps a ball into itself. Given a ∈ R d , we choose R so that
We conclude that
Using Proposition 3.1, we conclude that
where
, (3.6) and (3.7) and a straightforward estimate yield
Now assuming that CLk
Next we show that Φ a is a contraction. Suppose that V andṼ are two solutions of (3.4) corresponding to U andŨ . We subtract the respective equations and use the Lipschitz assumption on f and arguing using Proposition 3.1 as above to obtain
Since CLk m < 1, the map is contractive and we conclude that the iteration (3.5) converges to a unique fixed point of Φ a in B ∞ (c, γR).
Before continuing with existence and uniqueness, we discuss how the dG method can be used to define a discrete time dynamical system when f is autonomous; the terminology is the same as in Chapter 1 of [16] . For fixed time steps k m ≡ k, suppose that (3.2) can be solved for Y ∈ P (q) (I m ) and that Y (t) ∈ U for each t ∈ I m . Fix the time step k > 0; given
Then for any initial value y 0 ∈ U, the sequence {y m } ∞ m=0 defined by y m = S k y m−1 is uniquely determined and S k defines a discrete dynamical system. The definitions of continuity, dissipativity, ω-limit sets, and attractors from Section 2 can be extended in a straightforward way using the map S k .
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Thus, if we assume a constant step size and an autonomous problem, then the following holds. 
and continuity follows.
We next consider the case when f is known only to be locally Lipschitz continuous. For a set U ⊂ R d , we define
and for a positive integer m, U ∈ P (q) (I m ), and ρ ∈ R + , we define
In application, the interval in consideration will be clear. Note that when we write
if the iteration (3.5) converges, then it converges to Y . If in addition f is Lipschitz continuous on U with constant L uniformly in t and
Theorem 3.5 is a local result in the sense that M and L may depend on the set U. As the approximation of (1.1) advances, these values may grow with each step and thus the time steps would necessarily decrease with each step. One consequence is that this result alone cannot be used to show that the dG method defines a dynamical system even on a bounded set in R d since the approximation may leave the set.
Proof. We define the constant function
for all X ∈ P (q) (I m ). We now argue as in the proof of Theorem 3.2 and use the assumptions to obtain
is a continuous map of B ∞ (W, δ) into itself and the Brouwer fixed point theorem implies that there is a fixed point of Φ Y
Under the additional assumptions in the theorem, we want to show that
is a contraction. But this is argued as in the proof of Theorem 3.2.
The time step restrictions in Theorems 3.2 and 3.5 are rarely implemented in practice since this would severely curtail the ability to adapt the steps. We now consider the existence of approximation values when there is no step size restriction but the problem is dissipative.
For the next theorem, we use the notation
and the following proposition, proved in French and Jensen [10] and Temam [17], Proposition 3.6. Assume that Φ : Proof. We first prove part (b). We fix a ∈ R d and for U ∈ P (q) (I m ), we consider the linear functional L U :
Theorem 3.7. Assume that f is locally Lipschitz continuous and f (c, ·) ∈
C 0 (R + ) ∩L ∞ (R + ) for some c.P (q) (I m ) → R defined by L U V = Im (U , V )dt + (U + m−1 , V + m−1 ) − (a, V + m−1 ) − Im (f (U, t), V ) dt.
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Using Proposition 3.1 and the assumptions on f , it is straightforward to show that L U is bounded in the sense that
, where L(U ) denotes the local Lipschitz constant of f . Thus, the Riesz representation theorem implies that there is a Φ(U ) ∈ P (q) (I m ) such that
The same argument used to show that L U is bounded shows that Φ(U ) depends continuously on U .
We now compute, using Assumption 2.4,
Hence for all U ∈ ∂B 2 (0, r) with r sufficiently large,
Note that this argument also shows that Φ(V ) = 0 for V ∈ P (q) (I m ) \ B 2 (0, r). We give the proof of part (a) for q = 1. The proof for higher order q is similar but the notation is cumbersome. In this case, functions U ∈ P (q) (I m ) are uniquely associated to vectors U ∈ R 2d via
where {φ 1 , φ 2 } is the basis for P (q) (I m ) used in (3.3). Note that G( Y ) = 0 if and only if Y is a dG approximation. We now show that G is uniformly monotone and continuous. Let U , V ∈ R 2d . Then abusing notation with (·, ·) and || · ||,
Evaluating the first integral on the right and using Assumption 2.1 for the second gives
The argument that shows that G is continuous is essentially the same line used to show that the map L U above is bounded. By the uniform monotonicity theorem (see Ortega and Rheinboldt [15] ), G is a homeomorphism of R 2d into itself and hence has a unique root Y .
Note that if α ∈ L ∞ (I m ) and inf β > 1/2, and r is chosen so that
Recall that (3.4) and (3. 
and now inductively
k defines a discrete dynamical system. In general, S m k returns all the solutions of the dG equations for a given initial data and thus is a set-valued function on subsets of R d . We do not get a dynamical system in this case; however it is still makes sense to discuss the behavior of the trajectories that start from a given initial value. In particular, the definition of dissipativity can be extended in the obvious way to this case (see [16] , Definition 1.8.3).
Local approximation properties of the discrete semigroup operator
In this section, we discuss the approximation properties of the discrete semigroup operator S k defined implicitly by the dG method in Section 3 in the case that f is autonomous and uniform step sizes k m ≡ k are used. In this situation, recall, we can think of S k as defining a discrete dynamical system involving the nodal values {Y − m }.
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We define dS k (U ) to be the Jacobian of S k U with respect to U and, similarly, dS(u, k) to be the Jacobian of S(k)u with respect to u. The main result of this section is 
The bounds (4.1)-(4.4) ensure that a wide variety of results concerning the approximation of the continuous-time semigroup S(k) by its discrete-time counterpart S k may be established. These results are described and proved in Chapters 6 and 7 of [16] . For example, stable and unstable manifolds, local phase portraits, periodic solutions and many other "hyperbolic" objects associated to S(k) are approximated to O(k q+1 ) by nearby objects associated to S k . Furthermore, results about continuity of attractors may also be deduced, although 4.2)-(4.4) are not needed to prove these.
Proof. The proof is contained in Lemmas 4.2 -4.5. To simplify notation in this section, we set
The first pair of lemmas concern properties of the dG approximations of the initial value problem (1.1) over (0, k) as well as the associated linearized variational problem. We recall that y solves
for all V ∈ P (q) . The linearized variational problem associated to (4.5) reads
while the corresponding dG approximation W ∈ P (q) satisfies
for all V ∈ P (q) . The first result is 
Let W satisft (4.8). Then there are constants C > 0 and K = K(C) > 0 such that
Proof. If we set Ψ = Y
(1) − Y (2) and ψ = y
Choosing V = tΨ and using the inverse inequalities in Proposition 3.1 and the Lipschitz assumption on f , we obtain
which is (4.9). The analogous result (4.11) for W follows after choosing V = tẆ in (4.8).
To prove (4.10), we choose V = Ψ(k) in (4.13) and estimate to get
Finally, we take V = W (k) in (4.8) and estimate to get
The bound (4.12) now follows from (4.11).
The next result is 
0 w 0 .
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Proof.
Lemma 4.2 therefore implies there is a constant C > 0 such that
Now we choose V = tΦ in (4.15) and use Proposition 3.1 and Lipschitz assumptions to find that
Redefining the value of C as necessary, we find that To get at the approximation properties of S k , we introduce the dG approximations corresponding to the linear equationu = f (y) where y denotes the exact solution of (1.1) that we wish to approximate. We define Z ∈ P (q) to satisfy
for all V ∈ P (q) where w solves (4.7). Standard analysis, using the assumed regularity on f , shows that there is a constant C > 0 such that
see Estep [7] and Eriksson, Estep, Hansbo, Johnson [6] . Moreover, choosing V = e j for j = 1, ..., d, where e j is the standard j'th basis vector for R d , shows that
Since y satisfies the same equation, we conclude that 
Proof. We set Υ(t) = Y (t) − Z(t).
Then (4.6) and (4.17) give
Taking V = Υ(k) and estimating using the Lipschitz condition on f , we obtain
.22) where we write e(t) = y(t) − Y (t) = µ(t) − Υ(t) with µ(t) = y(t) − Z(t).
Choosing V = tΥ in (4.21) and using Proposition 3.1 and the Lipschitz condition as above gives
for some C > 0. But this implies that 
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Proof. We write E(t) = w(t) − W (t) = θ(t) − Ξ(t) where θ(t) = w(t) − X(t) and Ξ(t) = W (t) − X(t). Then (4.8) and (4.18) imply that
Choosing V = Ξ(k) in (4.24) and estimating as above using Proposition 3.1 and Lipschitz assumptions gives
This means that
and therefore that, by Proposition 3.1, Ξ
Together (4.25) and (4.26) imply there are constants C, K > 0 such that
∞ , for 0 < k < K. Combining these we reach, by (4.20),
Lemma 4.2 implies that there are constants C, K > 0 such that
while Lemma 4.4 gives the necessary estimate on e ∞ .
We now finish the proof of the theorem. For (4.1), we note that e(k) = S k U − S(k)U ; thus (4.19) and Lemma 4.4 give the result.
For (4.2), we note that E(k) = (dS k (U ) − dS(U, k))w 0 , so (4.19) and Lemma 4.5 show the result holds for the induced matrix norm.
For (4.3), we note that W (k) = dS k (U )w 0 since W (t) = ∂Y (t; U )/∂U . Thus the result follows from Lemma 4.2.
Finally for (4.4), since
, the result follows from Lemma 4.3.
Preservation of dissipativity under Galerkin discretization
In this section, we show that the dG approximation inherits the dissipativity properties of the true solution operator under either Assumption 2.1 or 2.4. We deal with the contractive case first and show that the dG method automatically inherits the qualitative long-time behavior of the underlying ODE which is detailed in Section 1.
Theorem 5.1. Assume that f is locally Lipschitz continuous and Assumption 2.1 holds and moreover there is a constant
for n ≥ 0 and
where E is the closed convex set of steady states. If f is autonomous and there is ā u such that f (ū) = 0, thenū is unique and lim n→∞ dist(U − n ,ū) = 0. Proof. We subtract the equation (3.2) for V from the equation (3.2) for U and choose
Now we estimate using Assumption 2.1 to get 1 2
Using Proposition 3.1, we obtain
and (5.1) follows immediately. 
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Note that Assumption 5.2 is trivially true in the important case when β is a constant.
The following result shows that the ball B 0,R is absorbing for the nodal values of the dG approximation so in that sense the dG method inherits the consequences of this form of dissipativity. However, we do not show that Y (t) enters B 0,R for t ≥ t m with m ≥ n * . All we deduce in this direction is that there is a constant C such that 
In the second case, Proposition 3.1 and the assumptions above thus imply that there is a constant C = C(q) such that 
By (2.2), for any
Given L, we choose the smallest M such that M m=1 k m ≥ L, which is possible by the assumptions of the theorem. We increase L if necessary so that L = M m=1 k m , noting that (5.9) still holds. Then
and so, by (5.9),
The desired conclusion follows since δ is arbitrary.
Recall from Section 3 that we do not prove that there is global uniqueness of the solution -only existence; hence this theorem does not mean that the dG method defines a dissipative dynamical system under these assumptions. However using the local existence Theorem 3.5 under the assumption of constant step sizes, we can show: Since B 0,R is bounded, the dynamical system defined by the dG method is automatically dissipative and has the global attractor A k = ω B 0,R . Outside B 0,R , there can be multiple solutions. However for n * large enough, the nodal values of all solutions enter B 0,R for m > n * . Thereafter under the time step restriction, there is a unique solution associated to each entry point. 
Proof. We know that B 0,R is an absorbing set for the nodal values of the dG method and furthermore the dG method defines a continuous dynamical system on the invariant set B 0,R . Therefore, A k = ω B 0,R . The proof now follows from Theorem 7.6.3 in [16].
Preservation of dissipativity under the use of quadrature
We now discuss the dynamical behavior of approximate solutions derived by applying a quadrature formula to the second integral appearing in (3.2) . It is already known that the use of quadrature can affect the accuracy of approximation (see Delfour, Hager, and Trochu [5] and Delfour and Dubeau [4] for an extensive discussion of the possible choices of quadrature, the connection between the resulting approximations and standard difference schemes, the A-stability of the schemes, and a priori convergence results). See also Eriksson, Estep, Hansbo, and Johnson [6] . In this section, we show that the choice of quadrature can also have a strong effect on the dissipativity properties of the resulting numerical solution and show how certain choices of quadrature preserve dissipativity properties.
In this section, we abuse notation to let Y denote any approximate solution obtained from the Galerkin equations either by exact integration or by the application of a quadrature formula.
To illustrate the effect of quadrature on the long time behavior of the approximate solutions, we recall two simple examples considered in Stuart and Humphries [16], Chapter 5. For q = 0, the dG approximation Y is given by
In the next two examples, we replace to produce the approximationỸ . This method, equivalent to the forward Euler scheme, converges with the same order as the dG method. Of course using extrapolation, as in deriving this scheme, when a problem is dissipative is perhaps not wise, but we make this choice to illustrate the fact that the choice of quadrature is critical in determining whether or not a scheme is dissipative. Example 6.1. Considerẏ = −βy, β a positive real constant. This is a dissipative problem and every solution converges to 0 as t → ∞. In the case of constant time step k, the scheme above givesỸ
but it is unbounded otherwise. Thus preserving dissipativity requires an upper bound on the step size. 
Hence there is no step size condition that makes the discrete scheme dissipative.
As we have seen, this contrasts with the behavior of the dG approximation.
As mentioned, there are many possibilities for the choice of quadrature. We concentrate on quadrature formulas that satisfy two criteria:
• The formulas give one-step difference schemes using points contained in the interval (t m−1 , t m ], m = 1, 2, .... It is possible to define multi-step schemes using the dG formulation (see Estep and Larsson [9] for examples). However, the consequences on the stability of the approximation are rather severe.
• The resulting schemes reproduce the dG approximant when applied to linear, autonomous problems. This ensures that the formulas inherit at least the linear stability and superconvergence properties of the dG method. The goal is to derive schemes that preserve the dynamical properties of the dG method on dissipative problems. The fundamental reason that the dG method is dissipative under Assumptions 2.1 or Assumptions 2.4, 5.2 is that the Galerkin formulation is based on the inner product ·, · and the associated norm ||·|| 2 which allows "energy" arguments to be used to carry over the dissipative properties of the solution naturally to the dG approximation. If u(t) and v(t) are two continuous functions taking I m to R d , then we can apply a quadrature rule to Im (u, v) dt to get a "discrete" inner product. We will see that if the quadrature formula has the property that this discrete inner product determines a semi-norm, then the resulting difference scheme preserves dissipativity.
We consider two possible quadratures.
Quadrature Assumption 6.3. In this quadrature, we replace f by a suitable interpolant P m f ∈ P (q) (I m ) so that (3.2) becomes for all X ∈ P (q) (I m ), where the integral on the right is computed exactly. We call this an internal quadrature formula. We assume that the interpolation basis is a set of orthogonal polynomials. Choose q m ≥ q ∈ Z and let {φ m,i } q m i=0 be a basis for P q m (I m ) that is orthogonal with respect to ·, · and is associated to the nodes
We consider the interpolant
for g continuous.
Quadrature Assumption 6.4. In the second quadrature formula, we replace the entire integral term involving f in (3.2) with a quadrature formula to get
for all X ∈ P (q) (I m ). We call this an external quadrature. We assume that + is chosen large enough so that the formula has order of precision at least 2q.
Note that we abuse notation by using q m in different ways for internal and external quadratures; the meaning will always be clear from the context. Example 6.5. When q = 0, internal and external quadratures yield the same set of formulas for q m = 0, namely, 
These are known as Radau points and the resulting scheme has order of precision three. This formula is equivalent to a standard Runge-Kutta scheme that can be ,1 , t m ) . Example 6.7. For an external quadrature with q = 1, we choose the two point Gauss rule with order of precision three,
The associated Runge-Kutta scheme can be written
).
It is straightforward to show that these last three examples produce nonconfluent, B-N stable Runge-Kutta schemes (see Dekker and Verwer [3] for the definition of such schemes) and hence, the approximations are algebraically stable.
There is a close relationship between certain internal and external quadratures. Proof. Assume that f (t) is continuous on I m . Since
orthogonality implies that
But using orthogonality once more, we get Not all external quadrature formulae satisfying Quadrature Assumption 6.4 are equivalent to an internal orthogonal quadrature formula satisfying Quadrature Assumption 6.3 as a somewhat lengthy calculation on the following example illustrates. . This is also a nonconfluent, B-N stable, hence algebraically stable, method. Note that the Jacobian of this method is more expensive to evaluate than for the previous two examples.
The assumptions and definitions of the previous sections carry over to these schemes in the obvious way. The results in Section 4 also extend to fully discrete discontinuous Galerkin schemes when an a priori accuracy result is known. Proving such error bounds is beyond the scope of this paper (see Delfour, Hager, and Trochu [5] and Delfour and Dubeau [4] for some results). Indeed, the results in Stuart and Humphries [16] apply to such fully discrete methods when they coincide with standard Runge-Kutta methods, as do the examples in this section.
We conjecture that the Quadrature Assumptions 6.3 or 6.4 imply that the resulting scheme is an algebraically stable Runge-Kutta scheme. A lengthy direct computation shows that, in general for q = 1, interpolants using the nodes {t m−1 + γk m , t m − γk m }, 0 ≤ γ < 1/2, give nonalgebraically stable Runge-Kutta schemes unless γ = , i.e., unless the nodes agree with the Gauss rule. Similarly, interpolants using the nodes {t m−1 + γk m , t m }, 0 ≤ γ < 1, give algebraically stable Runge-Kutta schemes if and only if γ = 1/3, i.e., the nodes agree with the corresponding Radau rule.
Proof. The proofs of the results for fully discrete dG schemes follow the original proofs closely and we only discuss some of the technical differences due to the use of quadrature.
Proof of the analog of Theorem 3.2.
For an internal quadrature, we define Φ a by V = Φ a (U ) if The proofs that Φ a is contractive and continuous are modified in a similar fashion.
Proof of the analog of Theorem 3.5. The proofs are modified just as above.
Proof of the analog of Theorem 3.7. For part (a), we define G using an internal quadrature in the obvious fashion and then to estimate G( U ) − G( V ), U − V we compute The proof now proceeds as in the original proof. In the case of an external quadrature, we make a similar estimate and use the fact the weights are positive to reach the conclusion.
