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Abstrakt
Genera´tory pseudona´hodny´ch cˇı´sel majı´ v dnesˇnı´ dobeˇ uplatneˇnı´ v neˇkolika ru˚zny´ch
oborech. Od pouzˇitı´ v hracı´ch automatech prˇes kryptografii azˇ po simulaci nuklea´r-
nı´ch reakcı´. Prˇedponou pseudo odlisˇujeme deterministicky´ genera´tor od tzv. prave´ho
genera´toru na´hodny´ch cˇı´sel, ktery´ vyuzˇı´va´ fyzika´lnı´ a hardwarove´ metody generova´nı´.
Generova´nı´ pomocı´ pravy´ch genera´toru˚ na´hodny´ch cˇı´sel je pomale´, drahe´ nebo teˇzˇko
kontrolovatelne´, a proto se pouzˇı´vajı´ genera´tory softwarove´, tedy pseudona´hodne´. V te´to
pra´ci popisuji neˇkolik cˇasto pouzˇı´vany´ch pseudona´hodny´ch genera´toru˚, ktere´ na´sledneˇ
testuji rˇadou statisticky´ch testu˚ pro oveˇrˇenı´ jejich kvality.
Klı´cˇova´ slova: genera´tor pseudona´hodny´ch cˇı´sel, NIST, statisticke´ testy, na´hodna´ ve-
licˇina, na´hodny´ vektor, zamı´tacı´ metoda, metoda inverznı´ transformace
Abstract
There are several different fields of study in which pseudorandom number generators
are used these days. They are being deployed from slot machines over cryptography
to simulations of nuclear reaction. By the prefix “pseudo” we differentiate deterministic
generator from so called true generator of random numbers which uses physical and
hardware methods of generation. Generation by true generators of random numbers is
slow, expensive and hard to control, thus software generators - pseudorandomgenerators
are used. In this work I describe several pseudorandom generators which are often used
and which I test afterwards by statistical testing for checking their quality.
Keywords: random number generator, NIST, statistical tests, random variable, random
vector, accept-reject algorithm, inverse transform method
Seznam pouzˇity´ch zkratek a symbolu˚
BBS – Blum Blum Shub
ICG – Inversive Congruential Generator
LCG – Linear Congruential Generator
LFG – Lagged Fibonacci Generator
LSFR – Linear Feedback Shift Register
MT – Mersenne Twister
NIST – National Institute of Standards and Technology
PRNG – Pseudorandom Number Generator
TG – Tausworthe Generator
χ2 – Chı´-kvadra´t
1Obsah
1 U´vod 5
2 U´vodnı´ pozna´mky 6
2.1 Za´kladnı´ pojmy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2 Neˇktera´ rozdeˇlenı´ pravdeˇpodobnosti . . . . . . . . . . . . . . . . . . . . . . 7
2.3 Na´hodny´ vektor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.4 Testova´nı´ hypote´z . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
3 Genera´tory pseudona´hodny´ch cˇı´sel s uniformnı´ rozdeˇlenı´m pravdeˇpodobnosti 13
3.1 Linea´rnı´ kongruentnı´ genera´tor . . . . . . . . . . . . . . . . . . . . . . . . . 13
3.2 Inverznı´ kongruentnı´ genera´tor . . . . . . . . . . . . . . . . . . . . . . . . . 14
3.3 Zpozˇdeˇny´ Fibonacciho genera´tor . . . . . . . . . . . . . . . . . . . . . . . . 15
3.4 Mersenne Twister . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
3.5 Blum Blum Shub . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.6 Tausworthe genera´tor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
4 Genera´tory pseudona´hodny´ch cˇı´sel s obecny´m rozdeˇlenı´m pravdeˇpodobnosti 20
4.1 Metoda inverznı´ transformace . . . . . . . . . . . . . . . . . . . . . . . . . . 20
4.2 Metoda prˇijetı´-zamı´tnutı´ vzorku . . . . . . . . . . . . . . . . . . . . . . . . 21
5 Testovacı´ baterie 25
5.1 Matematicky´ za´klad . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
5.2 Frekvencˇnı´ test . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
5.3 Blokovy´ frekvencˇnı´ test . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
5.4 Test se´riı´ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
5.5 Blokovy´ test nejdelsˇı´ se´rie . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
5.6 Test hodnosti bina´rnı´ matice . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
5.7 Test shody neprˇekry´vajı´cı´ch se rˇeteˇzcu˚ . . . . . . . . . . . . . . . . . . . . . 30
5.8 Test shody prˇekry´vajı´cı´ch se rˇeteˇzcu˚ . . . . . . . . . . . . . . . . . . . . . . 30
5.9 Maureru˚v univerza´lnı´ statisticky´ test . . . . . . . . . . . . . . . . . . . . . . 31
5.10 Se´riovy´ test . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
5.11 Test prˇiblizˇne´ entropie . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
5.12 Test kumulativnı´ch soucˇtu˚ . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
25.13 Spektra´lnı´ test (rychla´ Fourierova transformace) . . . . . . . . . . . . . . . 34
5.14 Test linera´nı´ slozˇitosti . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
6 Testova´nı´ genera´toru˚ 36
6.1 Programovacı´ jazyk C 4.9.9.2 . . . . . . . . . . . . . . . . . . . . . . . . . . 37
6.2 Microsoft Excel 2003 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
6.3 Programovacı´ jazyk Java SE 8 . . . . . . . . . . . . . . . . . . . . . . . . . . 38
6.4 Maple 17 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
6.5 MATLAB R2013b . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
6.6 Zhodnocenı´ vy´sledku˚ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
7 Za´veˇr 42
8 Reference 43
Prˇı´lohy 43
A Tabulky 44
A.1 Prˇı´loha k blokove´mu testu nejdelsˇı´ se´rie . . . . . . . . . . . . . . . . . . . . 44
A.2 Prˇı´loha k testu linea´rnı´ slozˇitosti . . . . . . . . . . . . . . . . . . . . . . . . 45
3Seznam tabulek
1 Vy´sledky testu˚ programovacı´ho jazyka C . . . . . . . . . . . . . . . . . . . 37
2 Vy´sledky testu˚ Excel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3 Vy´sledky testu˚ programovacı´ho jazyka Java . . . . . . . . . . . . . . . . . . 39
4 Vy´sledky testu˚ Maple . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
5 Vy´sledky testu˚ MATLAB . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
6 Rozdeˇlenı´ do trˇı´d a jejich teoreticke´ pravdeˇpodobnosti proK = 3,M = 8 . 44
7 Rozdeˇlenı´ do trˇı´d a jejich teoreticke´ pravdeˇpodobnosti proK = 5,M = 128 44
8 Rozdeˇlenı´ do trˇı´d a jejich teoreticke´ pravdeˇpodobnosti proK = 5,M = 512 44
9 Rozdeˇlenı´ do trˇı´d a jejich teoreticke´ pravdeˇpodobnosti proK = 5,M = 1000 45
10 Rozdeˇlenı´ do trˇı´d a jejich teoreticke´ pravdeˇpodobnosti proK = 6,M = 10000 45
11 Pravidla inkrementace trˇı´d . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
4Seznam obra´zku˚
1 Hustota pravdeˇpodobnosti norma´lnı´ho rozdeˇlenı´ . . . . . . . . . . . . . . 9
2 Uka´zka bitovy´ch operacı´ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3 Uka´zka aplikace bitovy´ch mask . . . . . . . . . . . . . . . . . . . . . . . . . 17
4 Uka´zka metody zamı´ta´nı´ vzorku˚ . . . . . . . . . . . . . . . . . . . . . . . . 24
5 Uka´zka prostrˇedı´ testovacı´ baterie . . . . . . . . . . . . . . . . . . . . . . . 36
51 U´vod
Genera´tory na´hodny´ch cˇı´sel jsou nedı´lnou soucˇa´stı´ teorie simulacı´ v oboru informatiky a
inzˇeny´rstvı´. Na za´kladeˇ druhumetody generova´nı´ existujı´ dva typy genera´toru˚ - pseudo-
na´hodne´ a prave´ na´hodne´ genera´tory. Prave´ na´hodne´ genera´tory vyuzˇı´vajı´ ke generova´nı´
cˇı´sel fyzika´lnı´ jevy, naprˇ. atmosfe´ricky´ sˇum, kosmicke´ za´rˇenı´ nebo radioaktivnı´ rozpad.
Pseudona´hodne´ genera´tory generujı´ (pseudo)na´hodna´ cˇı´sla pomocı´ deterministicke´ho
algoritmu, kde vesˇkera´ na´hodnost vy´stupu je za´visla´ na na´hodnosti vstupnı´ch hodnot.
V te´to pra´ci se budu zaby´vat genera´tory pseudona´hodny´ch cˇı´sel (PRNG).
Na genera´tory pseudona´hodny´ch cˇı´sel jsou dı´ky jejich hojne´mu pouzˇitı´ kladeny vy-
soke´ na´roky. I kdyzˇ prave´ na´hodne´ genera´tory budou vzˇdy generovat „na´hodneˇjsˇı´ “
cˇı´sla, pseudona´hodne´ genera´tory budoudı´ky sve´ rychlosti a jednoduchosti implementace
pouzˇivaneˇjsˇı´. Na za´kladeˇ oblasti sve´ho pouzˇitı´ musı´ genera´tor dosahovat urcˇite´ kvality.
U neˇktery´ch aplikacı´ „statisticka´“ kvalita genera´toru nemusı´ hra´t velkou roli (krypto-
grafie), ale u rˇady proble´mu˚, ktere´ vyuzˇı´vajı´ generova´nı´ na´hodny´ch cˇı´sel, jako techniky
simulace Monte Carlo, bude potrˇeba „na´hodnosti“ genera´toru za´sadnı´. Genera´tory ob-
vykle nejprve generujı´ cˇı´sla s uniformnı´m rozdeˇlenı´m na intervalu (0, 1), neuniformnı´
rozdeˇlenı´ se potom vytva´rˇı´ pomocı´ transformace. Cı´lem pseudona´hodny´ch genera´toru˚
je generovat sekvence cˇı´sel, ktere´ jsou v praxi nerozpoznatelne´ od pravy´ch na´hodny´ch
hodnot. Oveˇrˇenı´ kvality vygenerovany´ch dat by´va´ cˇasto zalozˇeno na statisticky´ch tes-
tech. Tyto testy oveˇrˇujı´ na´hodnost hleda´nı´m korelacı´ a vysˇetrˇova´nı´m dalsˇı´ch du˚lezˇity´ch
vlastnostı´.
V prvnı´ cˇa´sti te´to pra´ce se veˇnuji jednotlivy´m druhu˚m pseudona´hodny´ch genera´toru˚
a sezna´menı´ cˇtena´rˇe s jejich vlastnostmi a pouzˇitı´m. Vdruhe´ cˇa´sti pra´ce se veˇnuji testova´nı´
genera´toru˚ pouzˇivany´ch ve znamy´ch aplikacı´ch jako MATLAB, Maple, ad. Na za´kladeˇ
teˇchto testu˚ jsou pak zhodnoceny jednotlive´ genera´tory a pouzˇite´ algoritmy.
62 U´vodnı´ pozna´mky
Tato kapitola slouzˇı´ zejme´na ke sjednocenı´ za´pisu a uprˇesneˇnı´ neˇktery´ch pojmu˚ ze sta-
tistiky a teorie pravdeˇpodobnosti. Prˇedpokla´da´ se, zˇe cˇtena´rˇ ma´ za´kladnı´ znalost teˇchto
odveˇtvı´ matematiky. Vı´ce o te´to problematice v [8, 9].
2.1 Za´kladnı´ pojmy
Na´hodna´ velicˇina
Necht’ je da´n pravdeˇpodobnostnı´ prostor (Ω, S, P ). Na´hodna´ velicˇina je zobrazenı´
X : Ω→ R takove´, zˇe pro kazˇde´ x ∈ R je mnozˇina
{ω ∈ Ω : X(ω) ≤ x}
prvkem S, tedy na´hodny´m jevem.
Distribucˇnı´ funkce
Funkce F : R→ R definovana´ vztahem
F (x) = P (X ≤ x)
se nazy´va´ distribucˇnı´ funkcı´ na´hodne´ velicˇiny X .
Hustota pravdeˇpodobnosti
Hustota pravdeˇpodobnosti f spojite´ na´hodne´ velicˇiny s distribucˇnı´ funkcı´ F je
rea´lna´ neza´porna´ funkce takova´, zˇe
F (x) =
x
−∞
f(t) dt, pro−∞ < x <∞.
Obdoba hustoty pravdeˇpodobnosti pro diskre´tnı´ velicˇinu je tzv. pravdeˇpodobnostnı´
funkce, kterou budeme znacˇit P .
Strˇednı´ hodnota
Strˇednı´ hodnota (E(x)neboµ) je du˚lezˇity´mparametrem rozdeˇlenı´ na´hodne´ velicˇiny.
Pro diskre´tnı´ na´hodnou velicˇinu je da´na vztahem
µ =

(i)
xi · P (xi).
7Pro spojitou na´hodnou velicˇinu je da´na prˇedpisem
µ =
∞
−∞
x · f(x) dx.
Rozptyl
Rozptyl (D(x)neboσ2) je dalsˇı´mdu˚lezˇity´mparametremrozdeˇlenı´ na´hodne´ velicˇiny.
Pro diskre´tnı´ na´hodnou velicˇinu je urcˇen vztahem
σ2 =

(i)
(xi − E(x))2 · P (xi).
Pro spojitou na´hodnou velicˇinu je da´n vzorcem
σ2 =
∞
−∞
(x− E(x))2 · f(x) dx.
2.2 Neˇktera´ rozdeˇlenı´ pravdeˇpodobnosti
Uniformnı´ rozdeˇlenı´
Na´hodna velicˇina X s uniformnı´m rozdeˇlenı´m ma´ konstantnı´ hustotu pravdeˇpo-
dobnosti na intervalu (a, b) a nulovou mimo neˇj. Zapisuje se ve tvaru U → U(a, b)
nebo U(a, b). Hustota pravdeˇpodobnosti, distribucˇnı´ funkce, strˇednı´ hodnota a roz-
ptyl uniformnı´ho rozdeˇlenı´ jsou:
f(x) =

1
b−a , x ∈ (a, b)
0, x /∈ (a, b)
, F (x) =

0, x ∈ (−∞, a⟩
1
b−a , x ∈ (a, b⟩
1, x ∈ (b,∞)
,
µ =
a+ b
2
, σ2 =
(b− a)2
12
.
Pozna´mka 2.1 (Diskre´tnı´ uniformnı´ rozdeˇlenı´) Na´hodna´ velicˇina sdiskre´tnı´muni-
formnı´m rozdeˇlenı´m mu˚zˇe naby´vat pouze konecˇneˇ mnoha hodnot n ∈ N. Vsˇechny
tyto hodnoty majı´ stejnou pravdeˇpodobnost vy´skytu 1n a prˇedpokla´da´ se, zˇe vzda´-
lenost mezi jednotlivy´mi hodnotami je stejna´.
8Alternativnı´ (Bernoulliho) rozdeˇlenı´
Alternativnı´ rozdeˇlenı´ na´hodne´ velicˇiny X uda´va´ pocˇet u´speˇchu˚ na´hodne´ho jevu
v jednom pokusu. Zapisuje se ve tvaru X → Ber(p), kde p tzv. je pravdeˇpodobnost
u´speˇchu pokusu. Pravdeˇpodobnostnı´ funkce, strˇednı´ hodnota a rozptyl alternativ-
nı´ho rozdeˇlenı´ jsou:
P (x) =

p, x = 1
(1− p), x = 0
, µ = p, σ2 = p(p− 1).
Binomicke´ rozdeˇlenı´
Binomicke´ rozdeˇlenı´ na´hodne´ velicˇinyX uda´va´ pocˇet u´speˇchu˚ na´hodne´ho jevu v n
Bernoulliho pokusech. Zapisuje se ve tvaru X → Bi(n, p), kde n je celkovy´ pocˇet
pokusu˚ a p pravdeˇpodobnost u´speˇchu v kazˇde´m z pokusu˚. Soucˇtem n neza´visly´ch
alternativnı´ch rozdeˇlenı´ lze zı´skat na´hodnou velicˇinu s binomicky´m rozdeˇlenı´m.
Pravdeˇpodobnostnı´ funkce, strˇednı´ hodnota a rozptyl binomicke´ho rozdeˇlenı´ jsou:
P (x) =
 
n
x

px(1− p)n−x, x ∈ {0, 1, ..., n}
0, x /∈ {0, 1, ..., n}
, µ = np, σ2 = np(p− 1).
Norma´lnı´ rozdeˇlenı´
Norma´lnı´ rozdeˇlenı´ je nejpouzˇı´vaneˇjsˇı´m pravdeˇpodobnostnı´m rozdeˇlenı´m, ktere´
modeluje chova´nı´ rˇady na´hodny´ch jevu˚ v ru˚zny´ch odveˇtvı´ch. Zapisuje se ve tvaru
X → N(µ, σ2), kde µ je strˇednı´ hodnota a σ2 je rozptyl. Rˇada pravdeˇpodobnost-
nı´ch rozdeˇlenı´ch lze za urcˇity´ch podmı´nek tı´mto rozdeˇlenı´m aproximovat. Hustota
pravdeˇpodobnosti norma´lnı´ho rozdeˇlenı´ je:
f(x) =
1
σ
√
2π
e
−(x−µ√
2σ
)2
, pro −∞ < x <∞.
9Obra´zek 1: Hustota pravdeˇpodobnosti norma´lnı´ho rozdeˇlenı´
X2 rozdeˇlenı´
Chı´ kvadra´t rozdeˇlenı´ je rozdeˇlenı´m na´hodne´ velicˇiny, ktera´ vznikne jako soucˇet
cˇtvrecu˚ neza´visly´ch na´hodny´ch velicˇin s normovany´m norma´lnı´m rozdeˇlenı´m. Chı´
kvadra´t rozdeˇlenı´ se oznarˇuje jako X → χ2n kde tzv. je pocˇet stupnu˚ volnosti n
oznacˇuje pocˇet scˇı´tany´ch na´hodny´ch velicˇin.Hustota pravdeˇpodobnosti chı´ kvadra´t
rozdeˇlenı´ je:
f(x) =

1
Γ(n
2
)2
n
2
e−
x
2 x
n
2
−1 pro x > 0
0, pro x ≤ 0
, µ = n, σ2 = 2n.
kde Γ je gama funkce definova´ prˇedpisem:
Γ(z) =
 ∞
0
tz−1e−tdt. (1)
2.3 Na´hodny´ vektor
Necht’je da´n pravdeˇpodobnostnı´ prostor (Ω, ϕ, P ). BudizˇX,Y na´hodne´ velicˇiny na tomto
prostoru. Pak dvojici (X,Y ) nazveme na´hodny´m vektorem. Funkci F : R2 → ⟨0, 1⟩
definovanou prˇedpisem
FXY (x, y) = P (X < x, Y < y)
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nazy´va´me sdruzˇenou distribucˇnı´ funkcı´ vektoru (X,Y ). Necht’existuje neza´porna´ funkce
fXY : R2 → R takova´, zˇe pro kazˇde´ (x, y) ∈ R2 platı´
FXY (x, y) =

(−∞,x⟩×(−∞,y⟩
fXY (r, s)drds.
Pak rˇekneme, zˇe (X,Y ) je spojity´ na´hodny´ vektor a funkci fXY rˇı´ka´me sdruzˇena´ hustota
vektoru (X,Y ).
Veˇta 2.1 Necht’M ⊂ R2 je merˇitelna´ mnozˇina. Pak
P ((X,Y ) ∈M) =

M
fXY (x, y)dxdy.
Necht’(X,Y ) je na´hodny´ vektor. Pak funkcı´m
FX(x) = P (X < x),
FY (y) = P (Y < y),
rˇı´ka´me margina´lnı´ distribucˇnı´ funkce na´hodne´ho vektoru (X,Y ). Bud’ (X,Y ) spojity´
na´hodny´ vektor. Necht’pro kazˇde´ (x, y) ∈ R2 platı´:
FX(x) =
x
−∞
fX(x)dx,
FY (y) =
y
−∞
fY (y)dy.
Pak funkcı´m fX , fY rˇı´ka´memargina´lnı´ hustoty.
Veˇta 2.2 Je-li fXY sdruzˇena´ hustota spojite´ho na´hodne´ho vektoru (X,Y ), pak pro margina´lnı´
hustoty platı´:
fX(x) =
∞
−∞
fXY (x, y)dy,
fY (y) =
∞
−∞
fXY (x, y)dx.
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Rˇekneˇme, zˇe na´hodne´ velicˇiny X,Y na stejne´m pravdeˇpodobnostnı´m prostoru (Ω, S, P )
jsou neza´visle´, pokud pro libovolne´ borelovske´ mnozˇiny A ⊂ R, B ⊂ R jsou jevy
{ω ∈ Ω : X(ω) ∈ A}, {ω ∈ Ω : X(ω) ∈ B}
neza´visle´.
Veˇta 2.3 Necht’X,Y jsou neza´visle´ na´hodne´ velicˇiny. Pak platı´:
FXY (x, y) = FX(x) · FY (x).
Je-li navı´c (X,Y ) spojity´ na´hodny´ vektor, pak
fXY (x, y) = fX(x) · fY (x).
Necht’(X,Y ) je spojity´ na´hodny´ vektor. Pak pro y ∈ R takove´, zˇe fY (y) ̸= 0 definujeme
podmı´neˇnou pravdeˇpodobnostnı´ hustotu velicˇiny X (za podmı´nky Y = y) prˇedpisem
fX|Y (x|Y = y) =
fXY (x, y)
fY (y)
.
Veˇta 2.4 Budizˇ A ⊂ R meˇrˇitelna´ mnozˇina. Potom
P (x ∈ A |Y = y) =

A
fX|Y (x|Y = y)dx.
Pozna´mka 2.2 Podobneˇ definujeme podmı´neˇnou hustotu
fY |X(y|X = x) =
fXY (x, y)
fX(x)
.
Veˇta 2.5 Necht’X,Y jsou neza´visle´ na´hodne´ velicˇiny. Potom
fX|Y (x|Y = y) = fX(x),
fY |X(y|X = x) = fY (y),
za prˇedpokladu, zˇe funkce na obou strana´ch rovnostı´ jsou definova´ny.
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2.4 Testova´nı´ hypote´z
Pozna´mka 2.3 Statisticka´ hypote´za je urcˇite´ tvrzenı´ o rozdeˇlenı´ pozorovane´ velicˇiny. Toto
tvrzenı´ je zalozˇeno na za´kladeˇ prˇedchozı´ch zkusˇenostı´, na analy´ze dosavadnı´ch znalostı´
nebo na pouhe´m odhadu.
Prˇi testova´nı´ hypote´z se na statistickou hypote´zu nahlı´zˇı´ nejprve jako na pravdivou a
cı´lem statisticke´ho testu je ji vyvra´tit (obdoba presumpce neviny). Pokud se to nepodarˇı´,
tak stoupne veˇrohodnost te´to hypote´zy. Testova´nı´ hypote´z je technicky pojato jako proces,
ve ktere´m proti sobeˇ stojı´ dveˇ tvrzenı´ - nulova´ a alternativnı´ hypote´za.
Nulova´ hypote´za H0 je hypote´za, kterou testujeme. Oznacˇuje tvrzenı´, ktere´ je bra´no jako
prˇedpoklad prˇi testova´nı´.
Alternativnı´ hypote´za HA prˇedstavuje hypote´zu, ktera´ (vhodny´m zpu˚sobem) popı´ra´
tvrzenı´ nulove´ hypote´zy.
Na za´kladeˇ testu statisticke´ hypote´zy mu˚zˇeme dojı´t ke dveˇma rozhodnutı´m:
1. Zamı´ta´me H0 ve prospeˇch hypote´zy HA.
2. Nezamı´ta´me H0.
Du˚lezˇity´m parametrem testova´nı´ hypote´z je tzv. hladina vy´znamnosti α. Hladina vy´-
znamnosti je pravdeˇpodobnost, zˇe se zamı´tne´ nulova´ hypote´za, acˇkoliv platı´. Zada´nı´m
hladiny vy´znamnosti α se obor hodnot testovane´ho parametru se deˇlı´ na obor prˇijetı´ V
a kriticky´ obor W . Hranice mezi teˇmito obory se oznacˇuje jako kriticka´ hodnota testu.
Padne-li pozorovana´ hodnota testove´ho parametru do kriticke´ho oboru W , zamı´ta´me
nulovou hypote´zu. V opacˇne´m prˇı´padeˇ nulovou hypote´zu nezamı´ta´me.
Pozna´mka 2.4 Testova´ statistika T (x) je funkce vy´beˇru, ktera´ vyjadrˇuje sı´lu platnosti
nulove´ hypote´zy vu˚cˇi hypote´ze alternativnı´. Je-li testova´ statistika v kriticke´m oboru,
zamı´ta´me´ nulovou hypote´zu. Je-li testova´ statistika v oboru prˇijetı´, nulovou hypote´zu
nezamı´ta´me.
Jiny´ prˇı´stup k testova´nı´ hypote´z je zalozˇen na tzv. stanovenı´ p-hodnoty. p-hodnota je
takova´ hodnota testove´ statistiky, ktera´ je hranicˇnı´m bodem kriticke´ho oboru odpovı´dajı´-
cı´ho hladineˇ vy´znamnosti p. Jinak rˇecˇeno p-hodnota vyjadrˇuje, jaka´ je minima´lnı´ hladina
vy´znamnosti α, na nı´zˇ bychom mohli (hranicˇneˇ) zamı´tnout nulovou hypote´zu.
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3 Genera´tory pseudona´hodny´ch cˇı´sel s uniformnı´ rozdeˇlenı´m
pravdeˇpodobnosti
Vytva´rˇenı´ vzorku˚ na´hodne´ velicˇiny s prˇedepsany´m rozdeˇlenı´m pravdeˇpodobnosti je za´-
sadnı´ pro mnohe´ simulace a statisticke´ vy´pocˇty. Tyto vzorky mohou by´t zı´ska´ny z na´-
hodny´ch fyzika´lnı´ch jevu˚. I kdyzˇ se na´hodny´ fyzika´lnı´ jev zda´ jako vhodna´ volba pro
generova´nı´ velke´ho mnozˇstvı´ dat, jeho pouzˇitı´ je dı´ky na´rocˇnosti a rychlosti generova´nı´
cˇasto nerea´lne´. Proto se v praxi pouzˇivajı´ ke generova´nı´ na´hodny´ch cˇı´sel deterministicke´
algoritmy. V te´to cˇa´sti popı´sˇememetody vytva´rˇenı´ vzorku˚, ktere´ odpovı´dajı´ uniformnı´mu
rozdeˇlenı´.
Obvykle algoritmus vycha´zı´ z pocˇa´tecˇnı´ hodnoty x0 ∈ Ω v prostoru mozˇny´ch hodnot
Ω, na kterou se aplikuje pevneˇ stanovene´ rozbrazenı´ D : Ω → Ω, cˇı´mzˇ vznikne dalsˇı´
hodnota x1 = D(x0). Na´sledujı´cı´ hodnoty se potom generujı´ (deterministicky) stejny´m
zpu˚sobem:
xn = D(xn−1) = Dn(x0). (2)
Proto se tyto vzorky oznacˇujı´ jako pseudona´hodne´. Prˇi vhodne´ volbeˇ zobrazenı´D a pocˇa´-
tecˇnı´ hodnoty x0 je zı´skana´ posloupnost pomocı´ beˇzˇny´ch testu˚ nerozlisˇitelna´ od posloup-
nosti na´hodny´ch vzorku˚. Specia´lneˇ, pokud naprˇı´klad Ω = (0, 1), pak by vygenerovana´
posloupnost meˇla splnˇovat neˇkolik za´kladnı´ch podmı´nek - projı´t testy na uniformitu
rozdeˇlenı´, mı´t velkou periodu opakova´nı´1, nesouvztazˇnost atd.
Existuje mnoho genera´toru˚ pseudona´hodny´ch cˇı´sel, v te´to kapitole se sezna´mı´me
s nejzna´meˇjsˇı´mi a nejpouzˇı´vaneˇjsˇı´mi typy. V dalsˇı´ sekci se pak veˇnujeme metoda´m, ktere´
pomocı´ posloupnostı´ uniformneˇ rozlozˇeny´ch na´hodny´ch cˇı´sel vytva´rˇejı´ vzorky s jiny´m
rozdeˇlenı´m pravdeˇpodobnosti. Informace pro tuto kapitolu jsem cˇerpal zejme´na z [1, 5,
10, 11]
3.1 Linea´rnı´ kongruentnı´ genera´tor
Jedny z nejjednodusˇsˇı´ch a nejstarsˇı´ch genera´toru˚ pseudona´hodny´ch cˇı´sel jsou linea´rnı´
kongruentnı´ genera´tory (LCG). Tyto genera´tory vytva´rˇejı´ sekvence „na´hodny´ch cely´ch
cˇı´sel s uniformnı´m rozdeˇlenı´m“ pomocı´ rekurentnı´ho vztahu:
xn = (axn−1 + c) modM, (3)
1Periodou rozumı´me takove´ cˇı´slo T ∈ N, zˇe v posloupnosti pseudona´hodny´ch vzorku˚ platı´ pro kazˇde´
uvazˇovane´ n ∈ N, zˇe xn+T = xn.
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kde a ∈ N se nazy´va´ multiplika´torem, c ∈ N∪ {0} prˇı´rustkem. ParametrM ∈ N je modul,
pomocı´ ktere´ho se vytva´rˇejı´ prˇı´slusˇne´ zbytkove´ trˇı´dy. Dalsˇı´m du˚lezˇity´m parametrem
genera´toru je pocˇa´tecˇnı´ hodnota x0, ktera´ se nazy´va´ random seed („na´hodne´ semı´nko“).
Vhodna´ volba vsˇech teˇchto parametru˚ je za´sadnı´ pro funkci genera´toru, jelikozˇ podstatneˇ
ovlivnˇujı´ vlastnosti generovany´ch cˇı´sel a de´lku periody. Hornı´ odhad velikosti (nejmensˇı´)
periody jeM . Abychom dosa´hli co nejlepsˇı´ch vlastnostı´ generovany´ch cˇı´sel a maxima´lnı´
(nejmensˇı´) periody, je trˇeba se rˇı´dit na´sledujı´cı´mi pravidly:
1. c aM jsou navza´jem nesoudeˇlna´ cˇı´sla.
2. a− 1 je hodnota deˇlitelna´ vsˇemi prvocˇı´selny´mi faktoryM .
3. a− 1 je cˇı´slo deˇlitelne´ cˇtyrˇmi, jestlizˇeM je deˇlitelne´ cˇtyrˇmi.
Standardnı´ genera´tory na´hodny´ch cˇı´sel generujı´ cˇı´sla z intervalu ⟨0, 1), toho docı´lı´me
vydeˇlenı´m vsˇech hodnot xi konstantouM .
Kvu˚li rychle´ a vy´hodne´ implementaci je parametr M cˇasto volen jako mocnina cˇı´sla
2. Ukazuje se vsˇak, zˇe prˇi takto zvolene´m parametruM nasta´va´ proble´m, kdy „nejme´neˇ
vy´znamne´ bity korelujı´ “, cozˇ mu˚zˇe zpu˚sobit komplikace u neˇktery´ch typu˚ simulacı´.
Abychom teˇmto komplikacı´m prˇedesˇli, je trˇeba jinak zvolit parametrM . Vhodnou na´hra-
dou je velke´ prvocˇı´slo.
Prˇı´klad 3.1
Meˇjme LCG se zadany´mi parametry a = 4, c = 15,m = 17 a pocˇa´tecˇnı´ hodnotu x0 = 8.
Vygenerujme na´sledujı´cı´ch 5 hodnot. Podle vztahu 3 zı´ska´me x1 = (4·8+15)mod17 = 13,
x2 = (4 ·13+15) mod 17 = 16, x3 = (4 ·16+15) mod 17 = 11, x4 = (4 ·11+15) mod 17 = 8,
x5 = (4 ·8+15) mod 17 = 13. Vsˇimneˇme si, zˇe hodnota x4 je stejna´ jako hodnota x0. Kvu˚li
nevhodneˇ zvoleny´m parametru˚m ma´ genera´tor malou periodu.
LCG nenı´ vhodny´ ke generova´nı´ klı´cˇu˚ v kryptografii, jelikozˇ je mozˇne´ zı´skat v po-
lynomia´lnı´m cˇase vstupnı´ parametry z neˇkolika pozorovany´ch vy´stupu˚. Ovsˇem i prˇes
sve´ nedostatky je LCG prˇi spra´vne´ volbeˇ parametru˚ vhodny´ pro pouzˇitı´ v klasicky´ch
simulacˇnı´ch technika´ch.
3.2 Inverznı´ kongruentnı´ genera´tor
Inverznı´ kongruentnı´ genera´tor (ICG) je specia´lnı´m typem nelinea´rnı´ho genera´toru. Pro
generova´nı´ cˇı´sel vyuzˇı´va´ tzv. modula´rnı´ prˇevra´cenou hodnotu.
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Definice 3.1 Necht’ je da´no cˇı´slo c ∈ Z a cˇı´slo m ∈ N. Cˇı´slo x ∈ Z se nazy´va´ modula´rnı´
prˇevra´cenou hodnotou cˇı´sla c, pokud platı´ zˇe cx ≡ 1 (mod m).
Prˇı´klad 3.2
Zvolme cˇı´slo c = 7 a m = 3, spocˇtemeˇ modula´rnı´ prˇevra´cenou hodnotu x cˇı´sla c. Vı´me,
zˇe musı´ platit vztah cx ≡ 1 (mod m). Jednoduchou dedukcı´ dojdeme ke vy´sledku x = 4,
jelikozˇ (4 · 7) mod 3 = 1.
Standardnı´ vztah pro inverznı´ kongruentnı´ genera´tor pak zapı´sˇeme takto:
xn = axn−1 + b (mod m), (4)
kde xn−1 znacˇı´ vy´pocˇet modula´rnı´ prˇevra´cene´ hodnoty xn−1, a ∈ N je multiplika´tor
a b ∈ N je prˇı´rustek. Inverznı´ kongruentnı´ genera´tor nema´ narozdı´l od linea´rnı´ho kon-
gruentnı´ho genera´toru proble´my s autokorelacı´, ale dı´ky na´rocˇnosti vy´pocˇtu modula´rnı´
prˇevra´cene´ hodnoty se ICG nestal prˇı´lisˇ popula´rnı´m.
3.3 Zpozˇdeˇny´ Fibonacciho genera´tor
Zpozˇdeˇny´ Fibonacciho genera´tor (LFG) se stal dı´ky sve´ jednoduchosti a rychlosti ve-
lice oblı´beny´m. Spada´ do kategorie genera´toru˚, ktere´ se snazˇı´ prˇekonat klasicky´ LCG.
Genera´tor je pojmenova´n po Fibonacciho posloupnosti:
Sn = Sn−1 + Sn−2, S0 = 1, S1 = 1. (5)
Uvedeny´ vzorec byl zobecneˇn a tak vznikla skupina PRNG s na´sledujı´cı´m prˇepisem:
Xi = (Xi−p ⊙Xi−q)modM, (6)
kde p ∈ N a q ∈ N jsou tzv. skoky, p > q a znak ⊙ reprezentuje libovolnou bina´rnı´
aritmetickou operaci, jako naprˇı´klad scˇı´ta´nı´, odcˇı´ta´nı´ nebo na´sobenı´. Stejneˇ jako uLCG, je i
u tohoto typu genera´toru kvalita generovany´ch cˇı´sel za´visla´ na spra´vne´ volbeˇ parametru˚.
Maxima´lnı´ velikost periody je urcˇena volbou bina´rnı´ aritmeticke´ operace, skoku p a
cˇı´slem M . Empiricke´ testy uka´zaly, zˇe vlastnosti generovany´ch cˇı´sel jsou nejlepsˇı´ prˇi
pouzˇitı´ bina´rnı´ho na´sobenı´2, naopak operace XOR3 dopadla nejhu˚rˇe. LFG vyuzˇı´vajı´cı´
2Zde ma´me na mysli bina´rnı´ za´pisy generovany´ch vzorku˚.
3XOR je logicka´ (bitova´) operace, jejı´zˇ hodnota je pravda, pra´veˇ kdyzˇ kazˇda´ vstupnı´ hodnota naby´va´,
v porovna´nı´ s ostatnı´mi vstupy, unika´tnı´ hodnotu.
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scˇı´ta´nı´ nebo odecˇı´ta´nı´ patrˇı´ mezi nejvı´ce pouzˇı´vane´, protozˇe realizace uvedeny´ch operacı´
je velmi rychla´ a jednoducha´. Vesˇkere´ vy´pocˇty se prova´dı´ v pohyblive´ rˇadove´ cˇa´rce, cˇı´mzˇ
se algoritmus vyhne na´rocˇne´mu prˇevodu z cely´ch cˇı´sel. Nespra´vna´ volba skoku˚ p a q je
cˇastou prˇı´cˇinou zhorsˇene´ kvality generovany´ch cˇı´sel. Naprˇı´klad, pokud je cˇı´slo p velmi
male´, tak genera´tor neprojde ani za´kladnı´mi statisticky´m testy.
3.4 Mersenne Twister
Mersenne Twister (MT) je relativneˇ novy´ genera´tor, jehozˇ prˇednostı´ je velka´ perioda.
Na´zev je odvozen od tzv.Mersennova prvocˇı´sla, ktere´ uda´va´ velikost periody a lze zapsat
ve tvaru 2n − 1, kde n ∈ N. Standardnı´ velikost periody je rovna 219937 − 1, tuto velikost
vyuzˇı´vajı´ genera´tory testovane´ v te´to pra´ci. MT genera´tor byl navrzˇen s hlavnı´m cı´lem
vyhnout se za´kladnı´m nedostatku˚m jiny´ch genera´toru˚, tedy male´ periodeˇ a rychlosti
generova´nı´.
MT vytva´rˇı´ sekvenci bitovy´ch slov o velikosti w4, ktere´ se reprezentujı´ jako cela´ cˇı´sla
z intervalu ⟨0, 2w − 1⟩ s uniformnı´m rozdeˇlenı´m. Genera´tor je zalozˇen na na´sledujı´cı´m
rekurentnı´m vztahu:
xk+n = xk+m ⊕ [(xuk || xlk+1)]A, (k = 0, 1, ...), (7)
kde zadane´ n ∈ N uda´va´ tzv. stupenˇ rekurence, m je zadane´ cele´ cˇı´slo z intervalu ⟨1, n⟩,
xk+m je rˇa´dkovy´ vektor, ve ktere´m je ulozˇeno slovo o velikostiw, znak⊕ je bitovy´ opera´tor
XOR a znak || je bitovy´ opera´tor OR. Aplikacı´ hornı´ a spodnı´ bitove´ masky5 o velikosti
(w − r) a r na x dostaneme xu a xl. Pocˇa´tecˇnı´ hodnoty jsou da´ny vektory x0, x1, ..., xn−1.
A je cˇtvercova´ matice velikosti w × w ve tvaru:
A =

0 Iw−1
αw−1 (αw−2, ..., α0)

(8)
kde Iw−1 je jednotkova´ matice velikosti (w − 1) × (w − 1) a vekor α = (αw−1, ..., α0) je
zadany´ a tvorˇı´ spodnı´ vektormaticeA. Na´sobenı´ maticeA vektorem x zleva je prova´deˇno
bitovy´m posunem tak, zˇe:
xA =

x≫ 1, pokud x0 = 0,
(x≫ 1)⊕ α, pokud x0 = 1,
(9)
4Bitove´ slovo je pameˇt’ova´ jednotka, ktera´ obsahuje w bitu˚.
5Bitova´ maska je vzor, podle ktere´ho se zmeˇnı´ zadane´ slovo. V nasˇem prˇı´padeˇ aplikacı´ bitove´ masky
dostaneme slovo, ktere´ ma´ cˇa´st svy´ch bitu˚ nezmeˇneˇnou a druhou cˇa´st vynulovanou. Tento proces probı´ha´
pomocı´ bitove´ operace AND.
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(a) Bitova´ perace XOR (b) Bitovy´ posun do prava
Obra´zek 2: Uka´zka bitovy´ch operacı´
kde x je vektor (xw−1, xw−2, ..., x0), znak ⊕ je bitovy´ opera´tor XOR a znak ≫ je bitovy´
posun doprava. Pokud by na´sobenı´ maticeA vektorem x zleva bylo prova´deˇno klasicky´m
zpu˚sobem, je trˇeba na jednotlive´ prvky vy´sledne´ho vektoru aplikovat mod 2. MT je tedy
parametrizova´n pomocı´ n,m, r, w a α a prˇı´slusˇny´mi pocˇa´tecˇnı´mi hodnotami. Tento za´pis
vypada´ slozˇiteˇ, ale je lehce pochopitelny´ z na´sledujı´cı´ho prˇı´kladu.
Prˇı´klad 3.3
Meˇjme jednoduchy´ MT genera´tor se zadany´mi parametry: n = 3, m = 2, r = 3, w = 4,
α = (1, 1, 1, 1) a pocˇa´tecˇnı´ hodnoty x0 = 10112, x1 = 11002 a x2 = 01112.Vypocˇteˇme
na´sledujı´cı´ hodnotu x3. Nejprveme aplikujeme bitove´ masky na vstupnı´ hodnoty x0 a x1.
Dostaneme xu0 = 10112 & 11102 = 10102 a x
l
1 = 11002 & 00012 = 00002 (znak & je bitovy´
opera´tor AND). Da´le vypocˇteme xu0 || xl1 = 10102 || 00002 = 10102. Na´sobenı´ matice A a
vektoru x = (1, 0, 1, 0) je podle 9 urcˇeno jako x ≫ 1 = (0, 1, 0, 1). Hledana´ hodnota x3 se
pak vypocˇte jako x3 = 0111⊕ 0101 = 00102.
(a) Dolni bitova´ maska (b) Horni bitova´ maska
Obra´zek 3: Uka´zka aplikace bitovy´ch mask
MT je prvnı´ genera´tor umozˇnˇujı´cı´ rychle´ generova´nı´ vysoce kvalitnı´ch pseudona´-
hodny´ch cˇı´sel a proto patrˇı´ mezi nejrozsˇı´rˇeneˇjsˇı´ PRNG. Jako defaultnı´ PRNG je pouzˇit
v programovacı´ch jazycı´ch PHP, Python, R a rˇadeˇ dalsˇı´ch. Nevy´hoda MT spocˇı´va´ v jeho
prˇedvı´datelnosti, takzˇe nenı´ vhodny´ ke kryptograficky´m u´cˇelu˚m. V ostatnı´ch aplikacı´ch
ovsˇem vykazuje dobre´ vy´sledky.
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3.5 Blum Blum Shub
BlumBlumShub (BBS) je genera´tor s dobry´mi kryptograficky´mi vlastnostmi.Na rozdı´l od
prˇedesˇly´ch genera´toru˚ vytva´rˇı´ sekvenci pseudona´hodny´ch bitu˚. Je vytvorˇen na za´kladneˇ
rekurentnı´ho vztahu:
xn = x
2
n−1 modM, (10)
kde zadane´M je soucˇinem dvou velky´ch prvocˇı´sel p a q. Vy´stup je pak bud’ jeden cˇi vı´ce
me´neˇ vy´znamny´ch bitu˚ hodnoty xn nebo paritnı´ bit6 xn. Pocˇa´tecˇnı´ hodnota x0 by meˇla
by´t nesoudeˇlna´ s cˇı´slem M . Ukazuje se, zˇe prvocˇı´sla p a q je vhodne´ zvolit tak, aby byla
kongruentnı´ s 3 (mod 4).
Prˇı´klad 3.4
Meˇjme zadane´ M = 115665149 a pocˇa´tecˇnı´ hodnotu x0 = 1789456. Vygenerujme sek-
venci 10 bitu˚. Generovane´ bity zı´ska´me jako 5 nejme´neˇ vy´znamny´ch bitu˚ vygenero-
vany´ch cˇı´sel. Nejdrˇı´ve spocˇteme hodnoty x1 = 17894562 mod 115665149 = 78791020
a x2 = 787910202 mod 115665149 = 77434588. Vygenerovane´ hodnoty prˇevedeme do
dvojkove´ soustavy, tedy 7879102010 = 1001011001001000001011011002 a 7743458810 =
1001001110110001110110111002. Peˇtice nejme´neˇ vy´znamny´ch bitu˚ jsou 01100 a 11100,
vygenerovana´ sekvence je tedy 0110011100.
BBS genera´tor nenı´ vhodny´ pro pouzˇitı´ v simulacı´ch, jelikozˇ je extre´mneˇ pomaly´. Jeho
nejsilneˇjsˇı´ stra´nkou je obtı´zˇne´ prˇedpovı´da´nı´ vy´stupnı´ch hodnot (ktere´ je zpu˚sobeno tzv.
nepoddajnostı´ nalezenı´ kvadraticke´ho rezidua).
Definice 3.2 Necht’ je da´no cˇı´slo n ∈ N. Pak rˇekneˇme, zˇe cˇı´slo a ∈ Zn je kvadraticky´m reziduem
s modulem n, pokud existuje cˇı´slo b ∈ Zn, takove´, zˇe a ≡ b2 (mod n).
Bylo doka´zano, zˇe nalezenı´ kvadraticke´ho rezidua je stejneˇ na´rocˇne´, jako rozlusˇteˇnı´ verˇej-
ne´ho klı´cˇe kryptograficke´ho syste´mu, ktery´ zahrnuje faktorizaci cˇı´sla s velky´m pocˇtem
deˇlitelu˚. Prˇi pouzˇitı´ dostatecˇneˇ velke´ho cˇı´sla M , pak nebude vy´stup obsahovat zˇa´dne´
„nena´hodne´“ struktury odhalitelne´ v rozumne´m rozsahu pocˇtu vy´pocˇtu˚.
6Paritnı´ bit naby´va´ hodnoty 1 pokud je celkovy´ pocˇet jednicˇek bitove´ posloupnosti lichy´ a hodnoty 0
pokud ne.
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3.6 Tausworthe genera´tor
Tausworthe generator (TG) je druh multiplikativnı´ho bitove´ho genera´toru. Je da´n reku-
rentnı´m vztahem:
xn = (A1xn−1 +A2xn−2 + ...+Akxn−k)mod 2, (11)
kde xi ∈ {0, 1}, Ai ∈ {0, 1} pro vsˇechna i ∈ 1, .., k. Podobneˇ jako prˇedchozı´ genera´tor, TG
take´ generuje sekvenci bitu˚, takzˇe se pouzˇı´va´ prˇeva´zˇneˇ v kryptograficky´ch aplikacı´ch.
Pro jine´ pouzˇitı´ nenı´ dı´ky sve´ pomalosti vhodny´. Pokud bychom potrˇebovali vy´stup
v desı´tkove´ soustaveˇ, mu˚zˇeme kazˇdy´ch k po sobeˇ jdoucı´ch bitu˚ prˇeve´st na decima´lnı´
cˇı´slo.
Prˇı´klad 3.5
Meˇjme zadane´ A1 = 1, A2 = 1, A3 = 0, A4 = 1, A5 = 1 a pocˇa´tecˇnı´ hodnoty x0 = 1,
x1 = 0, x2 = 0, x3 = 0 a x4 = 1. Vygenerujme na´sledujı´cı´ bit. Hodnotu x5 spocˇteme jako
x5 = (A1x4+A2x3+A3x2+A4x1+A5x0)mod2 = (1 ·1+1 ·0+0 ·0+1 ·1+1 ·1)mod2 = 1.
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4 Genera´tory pseudona´hodny´ch cˇı´sel s obecny´m rozdeˇlenı´m
pravdeˇpodobnosti
V prˇedchozı´ kapitole byly popsa´ny genera´tory pseudona´hodny´ch cˇı´sel, jejichzˇ vy´stupem
je posloupnost cˇı´sel s uniformnı´m rozdeˇlenı´m. V praxi je cˇasto nutne´ vygenerovat vzo-
rek s jiny´m, nezˇ uniformnı´ rozdeˇlenı´m, proto vznikly specia´lnı´ postupy k tomu urcˇene´.
Za´kladnı´ metody jsou probra´ny v te´to kapitole. Prˇi psanı´ kapitoly jsem cˇerpal z [2].
4.1 Metoda inverznı´ transformace
Metoda inverznı´ transformace je zalozˇena na na´sledujı´cı´m jednoduche´m tvrzenı´:
Veˇta 4.1 Necht’je da´na rostoucı´ distribucˇnı´ funkceF libovolne´ na´hodne´ velicˇiny.Oznacˇme symbo-
lem F−1 jejı´ inverzi. Necht’U je na´hodna´ velicˇina, ktera´ ma´ uniformnı´ rozdeˇlenı´ ⟨0, 1⟩. Definujme
na´hodnou velicˇinu X = F−1(U). Pak X ma´ rozdeˇlenı´ pravdeˇpodobnosti s distribucˇnı´ funkcı´ F .
Du˚kaz. Pro kazˇde´ x ∈ R platı´:
P (X ≤ x) = P (F−1(U) ≤ x) = P (U ≤ F (x)) = F (x).
Na za´kladeˇ prˇedesˇle´ veˇty lze ke kazˇde´mu vygenerovane´mu vzorku u na´hodne´ ve-
licˇiny U prˇirˇadit vzorek F−1(u). Tento vzorek pak bude realizacı´ na´hodne´ velicˇiny X ,
jejı´zˇ distribucˇnı´ funkcı´ je F . Prˇi prakticke´ realizaci metody je trˇeba zva´zˇit numerickou
na´rocˇnost vy´pocˇtu hodnot inverznı´ funkce F−1.
Prˇı´klad 4.1
Pokud chceme generovat vzorky na´hodne´ velicˇiny s distribucˇnı´ funkcı´ F (x) = 12 +
1
πarctgx, stacˇı´ generovat vzorky u na´hodne´ velicˇiny U s uniformnı´m rozdeˇlenı´m (0, 1)
a dopocˇı´tat pozˇadovane´ hodnoty tg(πu − π2 ).
Pozna´mka 4.1 V prˇı´padeˇ, zˇe F nenı´ rostoucı´ funkcı´, lze mı´sto inverznı´ funkce k F pouzˇı´t
jejı´ vhodne´ zobecneˇnı´ dane´ prˇedpisem
F−1(u) = inf{x ∈ R : u ≤ F (x)}.
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4.2 Metoda prˇijetı´-zamı´tnutı´ vzorku
Meˇjme k dispozici genera´tor vzorku˚ na´hodne´ velicˇiny U s uniformnı´m rozdeˇlenı´m na
⟨0, 1⟩. Da´le prˇedpokla´dejme, zˇe jsme schopni generovat vzorky na´hodne´ velicˇiny Y s roz-
deˇlenı´m pravdeˇpodobnosti dany´m hustotou g a distribucˇnı´ funkcı´ G
G(y) =
y
−∞
g(s)ds.
Nasˇim cı´lem je nale´zt postup, ktery´ pro zadanou neza´pornou funkci h : R→ R, takovou
zˇe
∞
−∞
h(x)dx = 1 vybere ze vzorku˚ Y jen neˇktere´, a to tak, zˇe provedeny´ vy´beˇr bude od-
povı´dat realizaci na´hodne´ velicˇinyX s hustotou pravdeˇpodobnosti h. Drˇı´ve nezˇ uvedeme
prˇı´slusˇny´ algoritmus, formulujme du˚lezˇite´ prˇedpoklady. Pozˇadujeme:
•
sup
s∈R
h(x)
g(x)
≤ c ∈ R+
• U, Y jsou neza´visle´ velicˇiny.
Samotny´ algoritmus pak vypada´ na´sledovneˇ:
1. Generujeme vzorek g na´hodne´ velicˇiny Y s distribucˇnı´ funkcı´ G.
2. Generujeme vzorek u na´hodne´ velicˇiny U , naza´visle´ na Y .
3. Pokud
u ≤ h(y)
c · g(y) ,
prˇijmeme cˇı´slo y jako vzorek na´hodne´ velicˇiny X . Jinak vzorek zahodı´me. Da´le
pokracˇujeme k bodu 1.
Veˇta 4.2 Postupem popsany´m v algoritmu zı´ska´me vzorky na´hodne´ velicˇiny X s rozdeˇlenı´m
pravdeˇpodobnosti dane´m hustotou h.
Pozna´mka 4.2 Prˇed provedenı´m du˚kazu upozorneˇme, zˇe protozˇe Y je na´hodna´ velicˇina,
take´ h(Y ), g(Y ), a proto i h(Y )c·g(Y ) jsou na´hodne´ velicˇiny, prˇicˇemzˇ platı´ odhad
0 ≤ h(Y )
c · g(Y ) ≤ 1.
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Du˚kaz. Popsany´ algoritmus zrˇejmeˇ poskytuje vzorky na´hodne´ velicˇinyX , ktera´ prˇedsta-
vuje na´hodnou velicˇinu Y , za podmı´nky U ≤ h(Y )c·g(Y ) .Musı´me doka´zat, zˇe
P (X ≤ x) = H(x), kdeH(x) =
∞
−∞
h(s)ds.
Podle Bayesova vzorce lze postupneˇ psa´t:
P (X ≤ x) = P (Y ≤ x|U ≤ h(Y )
c · g(Y )) =
P (U ≤ h(Y )c·g(Y ) |Y ≤ x) · P (Y ≤ x)
P (U ≤ h(Y )c·g(Y ))
, (12)
prˇitom zrˇejmeˇ:
P (Y ≤ x) = G(x),
P (U ≤ h(Y )
c · g(Y )) =
∞
−∞
 h(y)c·g(y)
−∞
fUY (u, y)du

dy,
kde fUV je sdruzˇena´ distribucˇnı´ funkce na´hodne´ho vektoru (U, Y ). Z neza´vislosti U, Y
prˇitom plyne, zˇe na ⟨0, 1⟩ × R:
fUY (u, y) = fU (u) · fY (y) = 1 · g(y),
protozˇe U ma´ konstatnı´ hustotu 1 a margina´lnı´ hustotou fY sdruzˇene´ hustoty fUV je
funkce g. Proto
P (U ≤ h(Y )
c · g(Y )) =
∞
−∞

g(y) ·
h(y)
c·g(y) )
0
1du

dy =
∞
−∞
g(y) · h(y)
c · g(y)dy =
1
c
∞
−∞
h(y)dy =
1
c
.
Konecˇneˇ,
P (U ≤ h(Y )
c · g(Y ) |Y ≤ x) =
P (U ≤ h(Y )c·g(Y ) , Y ≤ x)
P (Y ≤ x) =
x
−∞
 h(y)
c·g(y)
−∞
fUY (u, y)du

dy
G(x)
=
=
x
−∞

fY (y)
h(y)
c·g(y)
−∞
fU (u)du

dy
G(x)
=
x
−∞

g(y)
h(y)
c·g(y)
0
1du

dy
G(x)
=
1
c ·G(x) ·
x
−∞
h(y)dy =
=
1
c
· H(x)
G(x)
.
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Odtud po dosazenı´ do prave´ strany v 12 plyne:
P (X ≤ x) =
1
c · H(x)G(x) ·G(x)
1
c
= H(x).
Pozna´mka 4.3 Prˇi jedne´ realizaci algoritmu je pravdeˇpodobnost prˇijetı´ vzorku da´na hod-
notou P (U ≤ h(Y )c·g(Y )) = 1c , kterou jsme vypocˇetli v prˇedesˇle´m du˚kazu. Pravdeˇpodobnost
prvnı´ho prˇijetı´ vzorku v n-te´ realizaci je proto (1− 1c )n−1 · 1c . Odtud lze odvodit, zˇe strˇednı´
hodnota do prvnı´ho prˇijetı´ vzorku je c. Snazˇı´me se proto volit hustot g na´hodne´ velicˇiny
Y tak, aby byla co nejblı´zˇ f , tedy, aby c bylo co nejmensˇı´. K tomu lze neˇkdy pouzˇı´t metodu
inverze distribucˇnı´ funkce.
Pozna´mka 4.4 Podobneˇ jako v prˇedchozı´m prˇı´padeˇ, lze zformulovat a doka´zat algorit-
mus pro prˇı´pad diskre´tnı´ na´hodne´ velicˇiny. Necht’p je pozˇadovana´ pravdeˇpodobnostnı´
funkce diskre´tnı´ velicˇiny.
1. Generujeme vzorek y diskre´tnı´ na´hodne´ velicˇiny Y s pravdeˇpodobnostnı´ funkcı´ q.
2. Generujeme vzorek u na´hodne´ velicˇiny U s uniformnı´m rozdeˇlenı´m na (0, 1).
3. Pokud
u ≤ p(y)
c · q(y) , kde supk
p(k)
q(k)
= c ∈ R+,
vzorek y prˇijmeme. V opacˇne´m prˇı´padeˇ jej zamı´tneme a vra´tı´me se ke kroku 1.
Pozna´mka 4.5 Postup algoritmu lze snadno modifikovat pro prˇı´pad, zˇe hustota g je
nenulova´ pouzˇe na konecˇne´m intervalu (a, b) ⊂ R. Ve specia´lnı´m prˇı´padeˇ lze metodu
prˇijetı´-zamı´tnutı´ dobrˇe graficky ilustrovat:
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0 2 Y
U
P P PZ Z
1
U = h(Y )
Obra´zek 4: Uka´zka metody zamı´ta´nı´ vzorku˚
Obra´zek zachycuje 5 vzorku˚ na´hodne´ho vektoru (U, Y ) vygenerovany´ch s rovnomeˇr-
ny´m rozdeˇlenı´m na [0, 1]× [0, 2]. Vzorky oznacˇene´ P jsou prˇijaty a tvorˇı´ vy´sledny´ vy´stup.
Ostatnı´ vzorky Y oznacˇene´ Z jsou zamı´tnuty.
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5 Testovacı´ baterie
Testova´nı´ genera´toru˚ je pomeˇrneˇ obsa´hle´ te´ma, jelikozˇ existuje cela´ rˇada statisticky´ch
testu˚, ktere´ jsou vhodne´ pro oveˇrˇenı´ jejich kvality. Je du˚lezˇite´ si uveˇdomit, zˇe cı´lem teˇchto
testu˚ nenı´ je vyvra´tit, zˇe je genera´tor nekvalitnı´. Tento prˇı´stup je zaprˇı´cˇineˇn samotnou de-
finicı´ na´hodnosti, protozˇe determinisitcky zkonstruovat neˇco, co je na´hodne´, je prakticky
nemozˇne´. Proto se tyto testy zameˇrˇujı´ na hleda´nı´ vad a vzoru˚ ve vygenerovane´ sekvenci
a na za´kladneˇ jejich vy´skytu genera´tor ohodnotı´.
Kvu˚li rozsˇı´rˇenı´ a du˚lezˇitosti PRNG jsou kladeny vysoke´ na´roky na jejich kvalitu.
Z toho du˚vodu vzniklo neˇkolik testovacı´ch bateriı´. V te´to pra´ci je pouzˇita testovacı´ baterie
NIST, ktera´ je verˇejneˇ dostupna´ a nenı´ prˇedmeˇtem zˇa´dny´ch ochran autorsky´ch pra´v. Tato
baterie testuje sekvence na´hodny´ch bitu˚ o velikosti n. Dalsˇı´ testovacı´ baterie jsouDieHard
a TestU01. Tyto uvedene´ baterie se od sebe odlisˇujı´, ale rˇada jejich testu˚ je zalozˇena´ na
stejne´m principu nebo jsou dokonce totozˇne´.
V te´to kapitole budou popsa´ny jednotlive´ testy z testovacı´ baterie NIST. Detailnı´
technicky´ popis vsˇech testu˚ lze nale´zt v [3].
5.1 Matematicky´ za´klad
Rˇada testu˚ v te´to testovacı´ baterii vyuzˇı´va´ vlastnostı´ standardnı´ho norma´lnı´ho a chı´-
kvadra´t (χ2) rozdeˇlenı´. Pokud je testovana´ sekvence nena´hodna´, zı´skana´ testova´ statis-
tika se vyskytne v extre´mnı´ch oblastech odkazovane´ho rozdeˇlenı´. Testova´ statistika pro
standardnı´ norma´lnı´ rozdeˇlenı´ je ve tvaru z = x−µσ , kde x je hodnota testove´ statistiky
vzorku, µ a σ2 jsou trˇednı´ hodnoy a rozptyl. χ2 rozdeˇlenı´ je pouzˇito ke srovna´nı´ pomocı´
testu dobre´ shody. Testova´ statistika je ve tvaruχ2 =
 (oi−ei)2
ei
, kde oi je zjisˇteˇna´ absolutnı´
cˇetnost a ei je ocˇeka´vana´ cˇetnost.
Specia´lnı´ funkce pouzˇite´ v testech jsou pak tzv. doplnˇkova´ chybova´ funkce
erfc(z) =
2√
π
 ∞
z
e−u
2
du, (13)
distribucˇnı´ funkce normovane´ho norma´lnı´ho rozdeˇlenı´
Φ(z) =
1√
2π
 z
−∞
e−u
2/2du, (14)
a gama funkce:
Γ(z) =
 ∞
0
tz−1e−tdt. (15)
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Z gama funkce vycha´zı´ definice tzv. spodnı´ neu´plne´ gama funkce
P(a, x) =
1
Γ(a)
 x
0
e−tta−1dt, (16)
a hornı´ neu´plne´ gama funkce
Q(a, x) = 1− P (a, x) = 1
Γ(a)
 ∞
x
e−tta−1dt. (17)
Uvedene´ funkce se vyuzˇı´vajı´ k vyja´drˇenı´ p-hodnot u jednotlivy´ch testu˚.
5.2 Frekvencˇnı´ test
Frekvencˇnı´ test se zameˇrˇuje na podı´l nul a jednicˇek v testovane´ sekvenci. Cı´lem testu
je zjistit, zda je pocˇet nul a jednicˇek prˇiblizˇneˇ stejny´, podobneˇ jako u skutecˇneˇ na´hodne´
sekvence.
Test vyuzˇı´va´ aproximaci binomicke´ho rozdeˇlenı´ pomocı´ norma´lnı´ho rozdeˇlenı´.
Veˇta 5.1 (Le´vyho-Lindebergova veˇta) JestlizˇeX1, X2, ..., Xn jsou neza´visle´ na´hodne´ velicˇiny
se stejny´m rozdeˇlenı´m, stejnou strˇednı´ hodnotou µ a stejny´m konecˇny´m rozptylem σ2, pak pro
normovanou na´hodnou velicˇinu
Un =
n
i=1
Xi − nµ
√
nσ2
(18)
platı´ vztah
lim
n→∞P (Un < u) = Φ(u), (19)
kde Φ(u) je distribucˇnı´ funkce normovane´ho norma´lnı´ho rozdeˇlenı´ N(0, 1).
Odkazovane´ rozdeˇlenı´ pro testovou statistiku je polo-norma´lnı´.
Pozna´mka 5.1 (Polo-norma´lnı´ rozdeˇlenı´) Necht’X je norma´lnı´ rozdeˇlenı´ N(0, σ2), pak
Y = |X| je polo-norma´lnı´ rozdeˇlenı´.
Test nezajı´ma´ na kterou „stranu“ se vychy´lı´ testovane´ hodnoty, ale v jake´ mı´rˇe. Proto je
po prˇevodu hodnot na −1 a 1 pouzˇito polo-norma´lnı´ rozdeˇlenı´. V prvnı´m kroku testu se
vstupnı´ sekvence prˇevede na hodnoty −1 a 1. Tı´m zı´ska´me realizace neza´visle´ na´hodne´
velicˇiny se strˇednı´ hodnotou µ = (−1 · 0, 5) + (1 · 0, 5) = 0 a rozptylem σ2 = 12(1− 0)2 +
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1
2(−1 − 0)2 = 1. Aplikacı´ Le´vyho-Lindebergovy veˇty pak dostaneme testovou statistiku
danou prˇedpisem:
Sobs =
|Sn|√
n
, (20)
kde |Sn| je absolutnı´ hodnota soucˇtu vsˇech prvku˚ testovane´ sekvence a n je pocˇet prvku˚.
p-hodnota se zı´ska´ jako hodnota funkce
erfc

Sobs√
2

. (21)
Pozna´mka 5.2 (Odvozenı´ vy´pocˇtu p-hodnoty) Necht’X je na´hodna´ velicˇina s norma´l-
nı´m rozdeˇlenı´m N(0, 1) a distribucˇnı´ funkcı´
Φ(x) =
1√
2π
 x
−∞
e−u
2/2du.
Meˇjme velicˇinu X = X√
2
a jejı´ distribucˇnı´ funkci
Φ X(x˜) = P ( X < x˜) = P (X < x˜ · √2) = 1√2π
 x˜√2
−∞
e−u
2/2du.
Pomocı´ substituce ϕ: ω = u√
2
, dω = du√
2
, u = −∞→ ω = −∞, u = x˜√2→ ω = x˜ upravme
tuto distribucˇnı´ funkci tak, zˇe:
Φ X(x˜) = 1√2π
 x˜√2
−∞
e−u
2/2du =
1√
2π
 x˜√2
−∞
e
−

u√
2
2
du =
=
1√
2π
 x˜
−∞
e−ω
2√
2dω =
1√
π
 x˜
−∞
e−ω
2
dω.
Nynı´ meˇjme velicˇinu Y = | X| a jejı´ distribucˇnı´ funkci
ΦY (y) =

1√
π
 y
−y e
−ω2dω, pro y > 0
0, pro y ≤ 0.
Pro vy´pocˇet p-hodnoty pak platı´:
p-hod. = 1− 1√
π
 y
−y
e−ω
2
dω = 1− 1√
π
 ∞
−∞
e−ω
2
dω−2
 ∞
y
e−ω
2
dω

=
2√
π
 ∞
y
e−ω
2
dω,
cozˇ je prˇedpis pouzˇite´ funkce erfc(y), kde y = Sobs√
2
.
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5.3 Blokovy´ frekvencˇnı´ test
Blokovy´ frekvencˇnı´ test se zameˇrˇuje na podı´l jednicˇek v blocı´ch o velikostiM . Cı´lem testu
je zjistit, zda absolutnı´ cˇetnosti jsou prˇiblizˇneˇ M/2, jak by se dalo ocˇeka´vat u skutecˇneˇ
na´hodne´ sekvence.
Testovana´ sekvence se rozdeˇlı´ do N bloku˚ (buneˇk) o velikosti M . Je pouzˇit tzv. test
dobre´ shody (Pearsonu˚v chı´-kvadra´t test), ktery´ umozˇnˇuje oveˇrˇit, zda ma´ na´hodna´ ve-
licˇina urcˇite´, prˇedem dane´ rozdeˇlenı´. Je da´n prˇedpisem:
χ2 =
N
i=1
(Oi − Ei)2
Ei
, (22)
kde Oi jsou absolutnı´ cˇetnosti a Ei ocˇeka´vane´ absolutnı´ cˇetnosti pro jednotlive´ bunˇky
i = 1, .., N . Du˚lezˇity´m parametrem testu dobre´ shody je pocˇet tzv. stupnˇu˚ volnosti, ktery´
je roven n− 1. Tato hodnota uda´va´ pocˇet pozorovany´ch neza´visly´ch velicˇin, na ktery´ch je
zalozˇenparametricky´ odhada slouzˇı´ k urcˇenı´ tabelovany´chp-hodnot. Po u´praveˇ prˇedpisu
testu dobre´ shody pouze pro rozdeˇlenı´ jednicˇek dostaneme testovou statistiku:
χ2(obs) = 4M
N
i=1

πi − 1
2

, (23)
kde πi jsou relativnı´ cˇetnosti jednicˇek v jednotlivy´ch blocı´ch, M je velikost bloku˚, N je
celkovy´ pocˇet bloku˚ a 12 uda´va´ ocˇeka´vanou relativnı´ cˇenost jednicˇek. p-hodnota se zı´ska´
jako hodnota funkce∞
χ2(obs) e
−u/2uN/2−1du
Γ(N/2)2N/2
=
∞
χ2(obs)/2 e
−uuN/2−1du
Γ(N/2)
= igamc

N
2
,
χ2(obs)
2

(24)
5.4 Test se´riı´
Test se´riı´ se zameˇrˇuje na celkovy´ pocˇet se´riı´ v testovane´ sekvenci. Za se´rii prˇitom povazˇu-
jeme neprˇerusˇeny´ rˇeteˇzec stejny´ch bitu˚. Se´rie de´lky k je rˇeteˇzec k stejny´ch bitu˚ ohranicˇe-
ny´ch bity s jinou hodnotou. Cı´lem testu je zjistit, zda pocˇet se´riı´ nul a jednicˇek ru˚zny´ch
de´lek je podobny´ jako u skutecˇneˇ na´hodne´ sekvence.
Test je zalozˇen na rozdeˇlenı´ celkove´ho pocˇtu se´riı´ Vn. Pro pevneˇ dany´ pomeˇr πn =
n
i=1
εi/n (kde εi jsou jednotlive´ prvky z testovane´ posloupnosti), ktery´ by meˇl by´t blı´zko
1/2, platı´:
lim
n→∞P

Vn − 2nπ(1− π)
2
√
nπ(1− π) ≤ z

= Φ(z), (25)
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kde Φ(z) je distribucˇnı´ funkce normovane´ho norma´lnı´ho rozdeˇlenı´. p-hodnota se zı´ska´
jako hodnota funkce:
erfc
 |Vn(obs)− 2nπ(1− π)|
2
√
2nπ(1− π)

. (26)
5.5 Blokovy´ test nejdelsˇı´ se´rie
Blokovy´ test nejdelsˇı´ se´rie se zamerˇuje na nejdelsˇı´ se´rii jednicˇek v blocı´ch o velikosti
M . Cı´lem testu je zjistit, zda de´lka nejdelsˇı´ se´rie jednicˇek je konzistentnı´ s de´lkou se´rie
jednicˇek skutecˇneˇ na´hodne´ sekvence.
Testovana´ sekvence se disjunktneˇ rozdeˇlı´ doN bloku˚ velikostiM .V kazˇde´m bloku se
nalezne nejdelsˇı´ se´rie jednicˇek de´lky lj . Cˇetnosti vi vsˇech teˇchto de´lek se rozdeˇlı´ doK +1
trˇı´d. Rozdeˇlenı´ do teˇchto trˇı´d probı´ha´ na za´kladeˇ de´lky lj , ktera´ je reprezentova´na danou
cˇetnostı´. Kazˇda´ trˇı´da pak prˇirˇadı´ cˇetnostem jejich teoretickou pravdeˇpodobnost vy´skytu
πi. Pocˇet trˇı´d je urcˇen velikostı´ bloku˚ M . Pocˇet trˇı´d a teoreticke´ pravdeˇpodobnost jsou
zapsa´ny v prˇı´loze A.1. Testova´ statistika je da´na prˇedpisem:
χ2(obs) =
K
i=0
(vi −Nπi)
Nπi
, (27)
kde vi jsou zjisˇteˇne´ cˇetnosti v dany´ch trˇı´da´ch a πi jsou jejich teoreticke´ pravdeˇpodobnosti
vy´skytu. p-hodnota se zı´ska´ jako hodnota funkce∞
χ2(obs) e
−u/2uK/2−1du
Γ(K/2)2K/2
= igamc

K
2
,
χ2(obs)
2

. (28)
5.6 Test hodnosti bina´rnı´ matice
Test hodnosti bina´rnı´ matice se zameˇrˇuje na hodnosti jednotlivy´ch podmatic z testovane´
sekvence. Cı´lem testu je zjistit, zda existuje linea´rnı´ za´vislost mezi podrˇeteˇzci origina´lnı´
sekvence.
Testovana´ sekvence se rozdeˇlı´ do N disjukntnı´ch matic o rozmeˇrechM ×Q a urcˇı´ se
jejich hodnost (Rl). Testova´ statistika je da´na prˇedpisem:
χ2(obs) =
(FM − 0.2888N)2
0.2888N
+
(FM−1 − 0.5776N)2
0.5776N
+
(N − FM − FM−1 − 0.1336N)2
0.1336N
,
(29)
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kde FM je pocˇet matic s plnou hodnostı´7, FM−1 je pocˇet matic s hodnostı´ o jednu mensˇı´ a
N − FM − FM−1 je pocˇet zbyly´ch matic. p-hodnota se zı´ska´ jako hodnota funkce
e−χ
2(obs)/2. (30)
5.7 Test shody neprˇekry´vajı´cı´ch se rˇeteˇzcu˚
Test shody neprˇekry´vajı´cı´ch se rˇeteˇzcu˚ se zameˇrˇuje na vy´skyt prˇedem specifikovany´ch
rˇeteˇzcu˚ v testovane´ sekvenci. Cı´lem testu je zjistit, zda genera´tor vytva´rˇı´ prˇı´lisˇ velke´
mnozˇstvı´ teˇchto neperiodicky´ch vzoru˚. Tento test vyuzˇı´va´ m-bitove´ okno pro nalezenı´
specificky´chm-bitovy´ch vzoru˚. Pokud nenı´ hledany´ vzor nalezen, okno se posune o jeden
bit da´l v prohleda´vane´ sekvenci. Prˇi nalezenı´ vzoru se okno posune na bit za nalezeny´m
rˇeteˇzcem.
Testovana´ sekvence se rozdeˇlı´ do N bloku˚ velikosti M . Pro dany´ vzor B de´lky m se
zjistı´ cˇetnost vy´skytuWj hledane´ho vzoruB v bloku j. Za prˇedpokladu na´hodnosti platı´,
zˇe strˇednı´ hodnota µ = (M −m+1)/2m a rozptyl σ2 =M 12m − 2m−122m . Testova´ statistika
je dana´ prˇedpisem:
χ2(obs) =
N
j=1
(Wj − µ)2
σ2
, (31)
kde Wj jsou cˇetnosti vy´skytu vzoru B v dany´ch blocı´ch, µ je strˇednı´ hodnota a σ2 je
odchylka. p-hodnota se zı´ska´ jako hodnota funkce
igamc

N
2
,
χ2(obs)
2

. (32)
5.8 Test shody prˇekry´vajı´cı´ch se rˇeteˇzcu˚
Test shody prˇekry´vajı´cı´ch se rˇeteˇzcu˚ se zameˇrˇuje na vy´skyt prˇedem specifikovany´ch rˇe-
teˇzcu˚ v testovane´ sekvenci. Podobneˇ jako prˇedchozı´ test, i tento vyuzˇı´va´ m-bitove´ okno
pro vyhleda´va´nı´ specificky´chm-bitovy´ch vzoru˚. Pokud nenı´ hledany´ vzor nalezen, okno
se posune o jeden bit da´l v prohleda´vane´ sekvenci. Prˇi nalezenı´ vzoru se, na rozdı´l od
prˇedchozı´ho testu okno posune na na´sledujı´cı´ bit, cˇı´mzˇ je zajisˇteˇno nalezenı´ i prˇekry´vajı´-
cı´ch se rˇeteˇzcu˚.
Testovana´ sekvence se rozdeˇlı´ do N bloku˚ velikosti M . Vypocˇte se cˇetnost vy´skytu˚
vzoru B de´lky m v jednotlivy´ch blocı´ch. Pocˇet vy´skytu˚ hledane´ho vzoru se zaznamena´
7Pokud matice A s rozmeˇry M × Q, kde M ≥ Q ma´ hodnost rovnou Q, pak o matici A rˇı´ka´me, zˇe ma´
plnou hodnost.
31
inkremetancı´ spra´vne´ bunˇky v poli vi ( kde i = 0, .., 5), takovy´m zpu˚sobem, zˇe prˇi zˇa´dne´m
vy´skytu vzoru B v jednom bloku se navysˇı´ v0, prˇi jednom vy´skytu vzoru B se navy´sˇı´
v1 atp. Prˇi peˇti cˇi vı´ce vy´skytech vzoru B se navy´sˇı´ bunˇka v5. Testova´ statistika je da´na
prˇedpisem:
χ2(obs) =
5
i=0
(vi −Nπi)2
Nπi
, (33)
kde vi jsou pocˇty bloku˚ s cˇetnostı´ vy´skytu i vzoru B a πi jsou jejich teoreticke´ pravdeˇpo-
dobnosti. p-hodnota se zı´ska´ jako hodnota funkce
igamc

5
2
,
χ2(obs)
2

. (34)
5.9 Maureru˚v univerza´lnı´ statisticky´ test
Maureru˚v univerza´lnı´ statisticky´ test se zameˇrˇuje na pocˇet bitu˚ mezi stejny´mi vzory
v testovane´ sekvenci. Cı´lem testu je v podstateˇ zjistit, zda testovana´ sekvence mu˚zˇe by´t
efektivneˇ zkomprimova´na bez ztra´ty dat. Vysoce komprimovatelna´ sekvence se prˇirozeneˇ
povazˇuje za nena´hodnou.
Testovana´ sekvence de´lky n se rozdeˇlı´ do dvou segmentu˚. Prvnı´ segment se skla´da´ zQ
L-bitovy´ch bloku˚ a slouzˇı´ k inicializaci testu. Druhy´ segment se skla´da´ z K L-bitovy´ch
bloku˚ a slouzˇı´ k samotne´mu testova´nı´. Test postupneˇ bere L-bitove´ bloky z druhe´ho
segmentu a naprˇı´cˇ celou sekvencı´ hleda´ nejblizˇsˇı´ stejny´ prˇedchozı´ L-bitovy´ blok. Index
nejblizˇsˇı´ho stejne´ho bloku se zapı´sˇe do prvku Tj pole T . Testova´ statistika je da´na prˇed-
pisem:
fn =
1
K
Q+K
i=Q+1
log2(i− Tj), (35)
kde i − Tj jsou vzda´lenosti stejny´ch bloku˚, Q je pocˇet bloku˚ v prvnı´m segmentu a K je
pocˇet bloku v segmentu druhe´m. P-hodnota se zı´ska´ ze vztahu:
erfc
fn − expectedValue(L)√2σ
 (36)
kde expectedValue(L) a odchylka σ jsou hodnoty z tabulky prˇedpocˇı´tany´ch hodnot:
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L expectedValue odchylka σ L expectedValue odchylka σ
6 5,2177052 2,954 12 11,168765 3,401
7 6,1962507 3,125 13 12,168070 3,410
8 7,1836656 3,238 14 13,167693 3,416
9 8,1764248 3,311 15 14,167488 3,419
10 9,1723243 3,356 16 15,167379 3,421
11 10,170032 3,384
5.10 Se´riovy´ test
Se´riovy´ test se zameˇrˇuje na cˇetnosti vy´skytu vsˇechmozˇny´chm-bitovy´ch prˇekry´vajı´cı´ch se
rˇeteˇzcu˚. Cı´lem testu je zjistit, zda cˇetnost vy´skytu˚ m-bitovy´ch rˇeteˇzcu˚ je prˇiblizˇneˇ stejna´,
jako u skutecˇneˇ na´hodne´ sekvence. Na´hodne´ sekvence prˇitom maji uniformnı´ rozdeˇlenı´,
tedy kazˇdy´m-bitovy´ rˇeteˇzec ma´ stejnou sˇanci vy´skytu.
V prvnı´m kroku se z testovane´ sekvence vytvorˇı´ rozsˇı´rˇena´ sekvence ε′. Rozsˇı´rˇenı´
se provede prˇida´nı´m prvnı´ch m − 1 bitu˚ na konec origina´lnı´ sekvence. Urcˇı´ se cˇetnosti
vy´skytu vsˇech prˇekry´vajı´cı´ch sem-bitovy´ch, (m−1)-bitovy´ch a (m−2)-bitovy´ch rˇeteˇzcu˚.
Necht’vi1...im zaznamenajı´ cˇetnosti vsˇech m-bitovy´ch rˇeteˇzcu˚ i1...im. Necht’ui1...im−1 za-
znamenajı´ frekvence vsˇech (m−1)-bitovy´ch rˇeteˇzcu˚ i1...im−1. Necht’ti1...im−2 zaznamenajı´
frekvence vsˇech (m− 2)-bitovy´ch rˇeteˇzcu˚ i1...im−2. Da´le se urcˇı´:
ψ2m =
2m
n

i1...im
v2i1...im − n,
ψ2m−1 =
2m−1
n

i1...im−1
u2i1...im−1 − n,
ψ2m−2 =
2m−2
n

i1...im−2
t2i1...im−2 − n,
(37)
kde n je pocˇet bitu˚ origina´lnı´ sekvence. Testove´ statistiky jsou pak da´ny vztahy:
∇ψ2m(obs) = ψ2m − ψ2m−1,
∇2ψ2m(obs) = ψ2m − 2ψ2m−1 + ψ2m−2,
(38)
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kde∇ψ2m(obs) a∇2ψ2m(obs) vyjadrˇujı´, jak dobrˇe pozorovane´ cˇetnosti odpovı´dajı´ ocˇeka´va-
ny´m cˇetnostemm-bitovy´ch rˇeteˇzcu˚. p-hodnoty jsou zı´ska´ny jako hodnoty funkcı´
igamc

2m−2,∇ψ2m(obs)

,
igamc

2m−3,∇2ψ2m(obs)

.
(39)
5.11 Test prˇiblizˇne´ entropie
Test prˇiblizˇne´ entropie se jako prˇedchozı´ test zameˇrˇuje na cˇetnost vy´skytu vsˇechmozˇny´ch
m-bitovy´ch prˇekry´vajı´cı´ch se rˇeteˇzcu˚. Cı´lem testu je porovna´nı´ cˇetnostı´ dvou po sobeˇ
jdoucı´ch rˇeteˇzcu˚ de´lkym am+ 1 s jejich ocˇeka´vany´mi cˇetnostmi.
Jako v prˇedchozı´m testu se testovana´ sekvence rozsˇı´rˇı´ o prvnı´ch m − 1 bitu˚. Urcˇı´ se
cˇetnost vy´skytu vsˇech m-bitovy´ch rˇeteˇzcu˚ a vypocˇı´tajı´ se jejich teoreticke´ pravdeˇpodob-
nosti vy´skytu πi (kde i = 0..2m − 1). Da´le se vypocˇı´ta´ hodnota ϕ(m) =
2m−1
i=0
πi log πi. Cely´
tento proces se opakuje take´ pro (m + 1)-bitove´ rˇeteˇzce. Testova´ statistika je pak da´na
prˇedpisem:
χ2(obs) = 2n[log 2− (ϕ(m) − ϕ(m+1))], (40)
kde ϕ(m) − ϕ(m+1) vyjadrˇuje, jak pozorovane´ frekvence souhlası´ s ocˇeka´vany´mi frekven-
cemi m-bitovy´ch a (m + 1)-bitovy´ch rˇeteˇzcu˚. p-hodnota se zı´ska´ jako hodnota funkce
igamc

2m−1,
χ2(obs)
2

. (41)
5.12 Test kumulativnı´ch soucˇtu˚
Test kumulativnı´ch soucˇtu˚ se zameˇrˇuje na maxima´lnı´ odchylku soucˇtu˚ hodnot testovane´
sekvence. Cı´lem testu je zjistit, zda kumulativnı´ soucˇty cˇastecˇny´ch sekvencı´ jsou prˇı´lisˇ
male´ nebo velke´ v porovna´nı´ s kumulativnı´mi soucˇty skutecˇneˇ na´hodne´ sekvence.
Testovana´ sekvence se prˇevede na hodnoty −1 a 1. Vypocˇı´tajı´ se cˇa´stecˇne´ soucˇty Si
vsˇech podsekvencı´ origina´lnı´ sekvence. Test nabı´zı´ dva mo´dy 0 a 1. Pro mo´d 0 se cˇa´stecˇne´
soucˇty zı´skajı´ ze vztahu Sk = Sk−1 +Xk, kde S1 = X1, S2 = X1 +X2 atd. Pro mo´d 1 se
cˇa´stecˇne´ soucˇty zı´skajı´ ze vztahu Sk = Sk+1+Xn−k+1, kde S1 = Xn, S2 = Xn+Xn−1 atd.
Testova´ statisika je da´na prˇedpisem:
z (obs) = max1≤k ≤n|Sk| (42)
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kdemax1≤k ≤n|Sk| je nejveˇtsˇı´ z absolutnı´ch hodnot cˇastecˇny´ch soucˇtu˚. p-hodnota se zı´ska´
jako hodnota funkce
1−
(n
z
−1)/4
k=(−n
z
+1)/4

Φ

(4k + 1)z√
n

− Φ

(4k − 1)z√
n

+
+
(n
z
−1)/4
k=(−n
z
−3)/4

Φ

(4k + 3)z√
n

− Φ

(4k + 1)z√
n

.
(43)
Popisˇme jesˇteˇ strucˇneˇ dalsˇı´ testy obsazˇene´ v baterii NIST.
5.13 Spektra´lnı´ test (rychla´ Fourierova transformace)
Spektra´lnı´ test se zameˇrˇuje na nejvysˇsˇı´ vrcholy diskre´tnı´ Fourierovy transformace vstupnı´
sekvence. Cı´lem testu je objevit opakujı´cı´ se vzory v testovane´ sekvenci, ktere´ by indi-
kovaly odchylky od prˇedpokla´dane´ na´hodnosti. Za´meˇrem je zjistit, zda pocˇet vrcholu˚
prˇesahujı´cı´ch 95% hranici je vy´znamneˇ vysˇsˇı´ nezˇ 5 %.
V prvnı´m kroku se origina´lnı´ sekvence prˇevede na hodnoty−1 a 1. Na takto prˇevede-
nou sekvenci se aplikuje diskre´tnı´ Fourierova transformac. Aplikacı´ diskre´tnı´ Fourierovy
transformace vznikne sekvence S komplexnı´ch promeˇnny´ch, ktera´ reprezentuje perio-
dicke´ slozˇky sekvence bitu˚ s ru˚znou frekvencı´. Vypocˇte se M = modulus(S′), kde S′ je
podrˇeteˇzec skla´dajı´cı´ se z prvnı´ch n/2 prvku˚ S a funkce modulus vytva´rˇı´ sekvenci nej-
vysˇsˇı´ch vrcholu˚. Da´le se vypocˇte hranice T =

(ln 10.05)n, kterou by za prˇedpokladu
na´hodnosti nemeˇlo prˇekrocˇit 95 % hodnot. Testova´ statistika je pak da´na prˇedpisem:
d =
N1 −N0
0.95 · 0.05 · n/4 , (44)
kdeN1 je pocˇet vrcholu˚ zM , ktere´ neprˇesa´hly hranici T aN0 je ocˇeka´vany´ pocˇet vrcholu˚
(0.95 · n/2), ktere´ neprˇesa´hly hranici T . p-hodnota se zı´ska´ jako hodnota funkce
erfc
 |d|√
2

. (45)
5.14 Test linera´nı´ slozˇitosti
Test linea´rnı´ slozˇitosti se zameˇrˇuje na de´lku linea´rnı´ho zpeˇtnovazebne´ho posuvne´ho re-
gistru (LFSR). Cı´lem testu je rozhodnout, zda je testovana´ sekvence dostatecˇneˇ komplexnı´,
35
na to aby se dala povazˇovat za na´hodnou.Na´hodne´ sekvencemajı´ delsˇı´ LSFR. Prˇı´lisˇ kra´tke´
LSFR poukazujı´ na nena´hodnost.
Testovana´ sekvence se rozdeˇlı´ naN disjunktnı´ch bloku˚ velikostiM . Pomocı´ Berlekam-
pova Masseyho algoritmu [7] se urcˇı´ linea´rnı´ slozˇitost Li vsˇech bloku˚. Za prˇedpokladu
na´hodnosti se vypocˇı´ta´ strˇednı´ hodnota µ = M2 +
9+(−1)M+1
36 − M/3+2/92M . Pro jednotlive´
bloky se urcˇı´ hodnota Ti = (−1)M · (Li − µ) + 2/9. Vypocˇtene´ hodnoty Ti inkrementujı´
trˇı´dy vj (kde j = 0, .., 6) podle pravidel zapsany´ch v prˇı´loze A.2. Testova´ statistika je da´na
prˇedpisem:
χ2(obs) =
6
i=0
(vi −Nπi)2
Nπi
, (46)
kde jsou πi jsou teoreticke´ pravdeˇpodobnosti vypocˇtene´ podle vztahu˚
P (T = 0) =
1
2
,
P (T = k) =
1
22k
, pro k = 1, 2, ..,
P (T = k) =
1
22|k|+1
, pro k = −1,−2, ..,
p-hodnota se zı´ska´ jako hodnota funkce
igamc

6
2
,
χ2(obs)
2

. (47)
36
6 Testova´nı´ genera´toru˚
V te´to kapitole se zaby´va´m testova´nı´m genera´toru˚ na´hodny´ch cˇı´sel implementovany´ch
ve vybrany´ch softwarech. Testovane´ aplikace jsou Microsoft Excel, MATLAB, Maple,
programovacı´ jazyk C a programovacı´ jazyk Java.
Vstupnı´mi daty pro testovacı´ baterii NIST je sekvence bitu˚ de´lkyn. Pouzˇite´ genera´tory
generujı´ cˇı´sla v desı´tkove´ soustaveˇ, a tak je nutne´ vygenerovane´ hodnoty prˇeve´st do
soustavy dvojkove´. Testovane´ sekvence byly zı´ska´ny prˇevodem cˇı´sel z intervalu ⟨0, 1023⟩.
Pro zachova´nı´ vlastnostı´ vygenerovany´ch dat a zachova´nı´ korektnı´ho rozdeˇlenı´ nul a
jednicˇek, byla vsˇechna cˇı´sla zapsa´na pomoci deseti bitu˚, tedy naprˇ. cˇı´slo 4 nebylo zapsa´no
v „klasicke´m“ tvaru 1002, ale ve tvaru 00000001002. Testovane´ sekvence byly vytvorˇeny
z 1000 vygenerovany´ch hodnot, tudı´zˇ jejich de´lka je n = 10000.Kazˇdy´ test byl peˇtkra´t
opakova´n.
Vy´stupem testu˚ je p-hodnota. p-hodnota vyjadrˇuje, jaka´ jeminima´lnı´ hladina vy´znam-
nosti α, na nı´zˇ bychom mohli hranicˇneˇ zamı´tnout nulovou hypote´zu. Testovacı´ baterie
pracuje s hladinou vy´znamnosti α = 0, 01. Pokud p-hodnota nabude hodnoty vysˇsˇı´ nezˇ
α, nulova´ hypote´zaH0 nenı´ zamı´tnuza a software vypı´sˇe success. Nulova´ hypote´za je pro
vsˇechny testy stejna´ a tvrdı´, zˇe testovana´ sekvence pocha´zı´ z uniformnı´ho rozdeˇlenı´.
Obra´zek 5: Uka´zka prostrˇedı´ testovacı´ baterie
37
6.1 Programovacı´ jazyk C 4.9.9.2
Programovacı´ jazyk C vznikl v 70. letechminule´ho stoletı´. Patrˇı´ mezi nejpopula´rneˇjsˇı´ pro-
gramovacı´ jazyky. Nejcˇasteˇji se pouzˇı´va´ pro psanı´ syste´move´ho softwaru, ale je rozsˇı´rˇeny´
i prˇi tvorbeˇ aplikacı´. Programovacı´ jazyk C je dı´ky velke´mu mnozˇstvı´ knihoven mocny´m
na´strojem, schopny´m vytva´rˇet ovladacˇe, ja´dro operacˇnı´ho syste´mu nebo aplikace vyuzˇı´-
vajı´cı´ slozˇiteˇjsˇı´ matematiku. Generova´nı´ na´hodny´ch cˇı´sel v C je umozˇneˇno pomocı´ LCG
3.1.
Na´zev testu P-hodnota P-hodnota P-hodnota P-hodnota P-hodnota
Frekvencˇnı´ test 0,52217 0,98404 0,50925 0,73386 0,95216
Blokovy´ frekvencˇnı´ test 0,74139 0,56519 0,64485 0,55729 0,69719
Test se´riı´ 0,59673 0,35757 0,41468 0,45998 0,58922
Blokovy´ test nejdelsˇı´ se´rie 0,21197 0,23723 0,40004 0,29172 0,32228
Hodnost bina´rnı´ matice 0,37430 0,49951 0,86246 0,71385 0,15749
Spektra´lnı´ test 0,52063 0,71357 0,85438 0,63288 0,85438
Shoda neprˇek.se rˇeteˇzcu˚ 0,49295 0,56501 0,47905 0,50742 0,51011
Shoda prˇek. se rˇeteˇzcu˚ 0,57992 0,82218 0,73159 0,59485 0,62681
Univerza´lnı´ statisticky´ test 0,50727 0,98567 0,62963 0,78294 0,90668
Test linea´rnı´ slozˇitosti 0,80871 0,78322 0,77022 0,75656 0,95942
Se´riovy´ test 0,87868 0,52385 0,65684 0,55341 0,69029
Test prˇiblizˇne´ entropie 0,68512 0,54261 0,55206 0,72709 0,63653
Test naru˚stajı´cı´ch soucˇtu˚ 0,91846 0,78759 0,61503 0,69421 0,98149
Tabulka 1: Vy´sledky testu˚ programovacı´ho jazyka C
6.2 Microsoft Excel 2003
Microsoft Excel je tabulkovy´ editor, ktery´ je soucˇa´stı´ kancela´rˇske´ho balı´ku Microsoft
Office. Excel nabı´zı´ k dispozici prˇes 300 funkcı´, vy´pocˇetnı´ a graficke´ na´stroje, kontigencˇnı´
tabulky a programova´nı´ pomocı´ maker. Od roku 1993 je Excel nejrozsˇı´rˇeneˇjsˇı´ aplikacı´ ve
sve´ oblasti. Starsˇı´ verze Excelu pouzˇı´valy PRNG, ktery´ byl zna´m svou sˇpatnou kvalitou.
Od roku 2003 vyuzˇı´va´ Excel ke generova´nı´ PRNG s na´zvem AS 183 [4], ktery´ kombinuje
neˇkolik LCG 3.1.
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Na´zev testu P-hodnota P-hodnota P-hodnota P-hodnota P-hodnota
Frekvencˇnı´ test 0,65216 0,35757 0,37886 0,72034 0,33706
Blokovy´ frekvencˇnı´ test 0,57626 0,80455 0,52182 0,66491 0,33681
Test se´riı´ 0,98407 0,37261 0,32103 0,77941 0,69709
Blokovy´ test nejdelsˇı´ se´rie 0,70264 0,52162 0,43287 0,78477 0,33481
Hodnost bina´rnı´ matice 0,86246 0,94954 0,94954 0,33069 0,49951
Spektra´lnı´ test 0,64636 0,85438 0,53288 0,31277 0,92688
Shoda neprˇek. se rˇeteˇzcu˚ 0,53749 0,53046 0,43946 0,49515 0,51869
Shoda prˇek. se rˇeteˇzcu˚ 0,37101 0,32227 0,33341 0,64938 0,75158
Univerza´lnı´ statisticky´ test 0,80055 0,45377 0,64211 0,38293 0,50353
Test linea´rnı´ slozˇitosti 0,51829 0,43436 0,79606 0,74382 0,74382
Se´riovy´ test 0,33927 0,65482 0,55985 0,67439 0,31179
Test prˇiblizˇne´ entropie 0,70689 0,44458 0,47152 0,52828 0,86875
Test naru˚stajı´cı´ch soucˇtu˚ 0,97841 0,63839 0,45964 0,87426 0,19383
Tabulka 2: Vy´sledky testu˚ Excel
6.3 Programovacı´ jazyk Java SE 8
Java je objektoveˇ orientovany´ jazyk, ktery´ v roce 1995 vyvinula firma Sun Microsystems.
Po jazyku C je Java povazˇova´na za druhy´ nejrozsˇı´rˇeneˇjsˇı´ programovacı´ jazyk. Java je
interpretovany´ jazyk, mı´sto skutecˇne´ho strojove´ho ko´du vytva´rˇı´ tzv. meziko´d, ktery´ nenı´
za´visly´ na architekturˇe dane´ho zarˇı´zenı´. Tento meziko´d je pak interpetova´n pomocı´ tzv.
virtua´lnı´ho stroje Javy, ktery´ je k dispozici pro te´meˇrˇ vsˇechny pocˇı´tacˇe a zarˇı´zenı´. Od roku
2007 je Java vyvı´jena jako open source, cozˇ napomohlo jejı´mu rozsˇı´rˇenı´. Nevy´hodou Javy
oproti C je jejı´ rychlost, jelikozˇ pouzˇitı´ virtua´lnı´ho stroje je obvykle cˇasoveˇ na´rocˇne´. Jako
PRNG Java vyuzˇı´va´ LCG 3.1.
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Na´zev testu P-hodnota P-hodnota P-hodnota P-hodnota P-hodnota
Frekvencˇnı´ test 0,90448 0,96809 0,60306 0,52217 0,96809
Blokovy´ frekvencˇnı´ test 0,81729 0,62513 0,47373 0,38855 0,70275
Test se´riı´ 0,88855 0,45929 0,77740 0,47403 0,61709
Blokovy´ test nejdelsˇı´ se´rie 0,96001 0,96805 0,53811 0,87085 0,48857
Hodnost bina´rnı´ matice 0,58701 0,94954 0,86246 0,58701 0,71385
Spektra´lnı´ test 0,71357 0,16867 0,16867 0,92688 0,27081
Shoda neprˇek. se rˇeteˇzcu˚ 0,52860 0,53644 0,54677 0,57047 0,49645
Shoda prˇek. se rˇeteˇzcu˚ 0,73516 0,30313 0,12770 0,41697 0,50790
Univerza´lnı´ statisticky´ test 0,80585 0,48087 0,43821 0,71370 0,55548
Test linea´rnı´ slozˇitosti 0,90031 0,56957 0,97160 0,50581 0,54249
Test prˇiblizˇne´ entropie 0,38732 0,37248 0,85836 0,28999 0,66540
Se´riovy´ test 0,72259 0,89355 0,50582 0,57446 0,45563
Test naru˚stajı´cı´ch soucˇtu˚ 0,32297 0,61103 0,94859 0,64761 0,93133
Tabulka 3: Vy´sledky testu˚ programovacı´ho jazyka Java
6.4 Maple 17
Maple je komercˇnı´ pocˇı´tacˇovy´ algebraicky´ syste´m vyvı´jeny´ spolecˇnostı´ Maplesoft. Uzˇi-
vateli nabı´zı´ prova´deˇnı´ symbolicky´ch i numericky´ch vy´pocˇtu˚, vytva´rˇenı´ grafu˚, hyper-
textovy´ch za´pisnı´ku˚ a programu˚. Maple pouzˇı´va´ vlastnı´ programovacı´ jazyk podobny´
Pascalu, ktery´ obsahujeprˇeddefinovane´ funkce aprocedury. Tyto funkcepokry´vajı´mnoho
odveˇtvı´ matematiky od za´kladu˚ diferencia´lnı´ho a integra´lnı´ho pocˇtu, statistiky, linea´rnı´
algebry, azˇ k rˇesˇenı´ diferencia´lnı´ch rovnic a logice. Generova´nı´ na´hodny´ch cˇı´sel v Maplu
je prova´deˇno pomoci MT 3.4 genera´toru.
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Na´zev testu P-hodnota P-hodnota P-hodnota P-hodnota P-hodnota
Frekvencˇnı´ test 0,95216 0,19360 0,32709 0,73386 0,46151
Blokovy´ frekvencˇnı´ test 0,67842 0,54905 0,86658 0,65544 0,59468
Test se´riı´ 0,81036 0,54637 0,80226 0,16185 0,77974
Blokovy´ test nejdelsˇı´ se´rie 0,11776 0,84658 0,49299 0,17605 0,47879
Hodnost bina´rnı´ matice 0,33069 0,37431 0,86246 0,15749 0,94954
Spektra´lnı´ test 0,85438 0,58191 0,64636 0,19889 0,92688
Shoda neprˇek. se rˇeteˇzcu˚ 0,48370 0,49688 0,52030 0,54062 0,53467
Shoda prˇek. se rˇeteˇzcu˚ 0,43372 0,81077 0,53902 0,37993 0,65751
Univerza´lnı´ statisticky´ test 0,99214 0,10093 0,59657 0,43821 0,57243
Test linea´rnı´ slozˇitosti 0,89003 0,41196 0,48133 0,90031 0,19729
Test prˇiblizˇne´ entropie 0,40963 0,25751 0,41159 0,84454 0,72621
Se´riovy´ test 0,54997 0,56019 0,30898 0,48719 0,83529
Test naru˚stajı´cı´ch soucˇtu˚ 0,80579 0,22367 0,35393 0,75052 0,23751
Tabulka 4: Vy´sledky testu˚ Maple
6.5 MATLAB R2013b
MATLAB je vysokou´rovnˇovy´ programovacı´ jazyk a interaktivnı´ vy´pocˇetnı´ prostrˇedı´ vy-
vı´jene´ firmou MathWorks. MATLAB umozˇnˇuje vykreslova´nı´ grafu˚, analy´zu dat, pra´ci
s maticemi, implementaci algoritmu˚, vytva´rˇenı´ uzˇivatelske´ho prostrˇedı´ a spolupra´ci s ex-
ternı´mi programy napsany´ch v jiny´ch jazycı´ch. Pu˚vodneˇ byl MATLAB urcˇen hlavneˇ
pro inzˇeny´rsko-matematicke´ u´cˇely, ale cˇasem byl rozsˇı´rˇen a dnes se pouzˇı´va´ v sˇiroke´
paleteˇ aplikacı´. MATLAB je hojneˇ vyuzˇı´va´n jak ve veˇdeckotechnicky´ch institucı´ch, tak
v pru˚myslovy´ch spolecˇnostech. Ke generova´nı´ na´hodny´ch cˇı´sel vyuzˇı´va´ MATLAB MT
3.4 genera´tor.
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Na´zev testu P-hodnota P-hodnota P-hodnota P-hodnota P-hodnota
Frekvencˇnı´ test 0,53526 0,90448 0,41222 0,77948 0,57548
Blokovy´ frekvencˇnı´ test 0,48968 0,27350 0,19341 0,24242 0,60729
Test se´riı´ 0,82287 0,33713 0,64067 0,74956 0,13279
Blokovy´ test nejdelsˇı´ se´rie 0,94428 0,68028 0,15491 0,99531 0,40751
Hodnost bina´rnı´ matice 0,37431 0,15904 0,15749 0,58701 0,64839
Spektra´lnı´ test 0,92688 0,14203 0,35880 0,64636 0,40886
Shoda neprˇek. se rˇeteˇzcu˚ 0,47427 0,48897 0,48334 0,50992 0,52048
Shoda prˇek. se rˇeteˇzcu˚ 0,90564 0,88447 0,22521 0,74228 0,32768
Univerza´lnı´ statisticky´ test 0,27181 0,41293 0,22724 0,55801 0,44424
Test linea´rnı´ slozˇitosti 0,77022 0,31160 0,84532 0,69006 0,34938
Test prˇiblizˇne´ entropie 0,74900 0,64002 0,33861 0,42016 0,22329
Se´riovy´ test 0,49326 0,19045 0,41970 0,11067 0,39856
Test naru˚stajı´cı´ch soucˇtu˚ 0,39388 0,61103 0,69421 0,89733 0,95864
Tabulka 5: Vy´sledky testu˚ MATLAB
6.6 Zhodnocenı´ vy´sledku˚
Naza´kladeˇ zı´ska´ny´ch p-hodnot z peˇtimeˇrˇenı´ nezamı´ta´me nulovouhypote´zu u vsˇech pro-
vedeny´ch testu˚ a testovany´ch genera´toru˚. Zjisˇteˇne´ p-hodnoty nabyly hodnot vysˇsˇı´ch nezˇ
0, 01, nemu˚zˇeme tedy vyvra´tit hypote´zu, zˇe se jedna´ o na´hodneˇ vygenerovane´ vzorky.
Rozdı´lne´ p-hodnoty stejny´ch testu˚ u jednotlivy´ch genera´toru˚ jsou zaprˇı´cˇineˇny volbou
pocˇatecˇnı´ch vstupu˚. I kdyzˇ jsou neˇktere´ p-hodnoty nizˇsˇı´ nezˇ jine´, na samotne´ nezamı´t-
nutı´ nulove´ hypote´zy to nema´ zˇa´dny´ vliv. Test se da´ povazˇovat za nespolehlivy´, pokud
p-hodnota nabyde hodnoty z intervalu (0.01, 0.05), v tomto prˇı´padeˇ se doporucˇuje pro-
ve´st nove´ meˇrˇenı´. Na za´kladeˇ zı´skany´ch p-hodnot lze testovane´ genera´tory LCG a MT
implementovane´ v dany´ch aplikacı´ch ohnodnit jako prˇimeˇrˇeneˇ kvalitnı´.
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7 Za´veˇr
Hlavnı´m cı´lem pra´ce je sezna´menı´ s metodami generova´nı´ pseudona´hodny´ch cˇı´sel a zpu˚-
soby oveˇrˇova´nı´ jejich kvality. V teoreticke´ cˇa´sti byly uvedeny vybrane´ pasa´zˇe ze statistiky
a teorie pravdeˇpodobnosti. Da´le byly popsa´ny nejzna´mneˇjsˇı´ deterministicke´ algoritmy
urcˇene´ ke generova´nı´ pseudona´hodny´ch cˇı´sel s uniformnı´m rozdeˇlenı´m a metody vy-
tva´rˇenı´ na´hodne´ velicˇiny s jiny´m pravdeˇpodobnostnı´m rozdeˇlenı´m. Druha´ cˇa´st pra´ce se
zaby´vala statisticky´mi testy z testovacı´ baterie, ktere´ byly na´sledneˇ aplikova´ny na neˇkolik
softwarovy´ch genera´toru˚. Tyto genera´tory statisticky´mi testy prosˇly, cozˇ sveˇdcˇı´ o jejich
dostatecˇne´ kvaliteˇ.
Prˇi opakova´nı´ testu˚ bylo nutne´ se vyporˇa´dat s odlisˇny´mi tvary forma´tu vy´stupu u jed-
notlivy´ch programu˚. Vzhledem k tomu, zˇe testovacı´ baterie byla urcˇena pro posloupnosti
bitu˚, bylo nutne´ korektneˇ zvolit vhodny´ zpu˚sob za´pisu.
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A Tabulky
A.1 Prˇı´loha k blokove´mu testu nejdelsˇı´ se´rie
Trˇı´dy Teoreticke´ pravdeˇpodobnosti
{ v ≤ 1 } π0 = 0, 2148
{ v = 2 } π1 = 0, 3672
{ v = 3 } π2 = 0, 2305
{ v ≥ 4 } π3 = 0, 1872
Tabulka 6: Rozdeˇlenı´ do trˇı´d a jejich teoreticke´ pravdeˇpodobnosti proK = 3,M = 8
Trˇı´dy Teoreticke´ pravdeˇpodobnosti
{ v ≤ 4 } π0 = 0, 1174
{ v = 5 } π1 = 0, 2430
{ v = 6 } π2 = 0, 2493
{ v = 7 } π3 = 0, 1752
{ v = 8 } π4 = 0, 1027
{ v ≥ 9 } π5 = 0, 1124
Tabulka 7: Rozdeˇlenı´ do trˇı´d a jejich teoreticke´ pravdeˇpodobnosti proK = 5,M = 128
Trˇı´dy Teoreticke´ pravdeˇpodobnosti
{ v ≤ 6 } π0 = 0, 1174
{ v = 7 } π1 = 0, 2460
{ v = 8 } π2 = 0, 2523
{ v = 9 } π3 = 0, 1755
{ v = 10 } π4 = 0, 1027
{ v ≥ 11 } π5 = 0, 1124
Tabulka 8: Rozdeˇlenı´ do trˇı´d a jejich teoreticke´ pravdeˇpodobnosti proK = 5,M = 512
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Trˇı´dy Teoreticke´ pravdeˇpodobnosti
{ v ≤ 7 } π0 = 0, 1307
{ v = 8 } π1 = 0, 2437
{ v = 9 } π2 = 0, 2452
{ v = 10 } π3 = 0, 1714
{ v = 11 } π4 = 0, 1002
{ v ≥ 12 } π5 = 0, 1088
Tabulka 9: Rozdeˇlenı´ do trˇı´d a jejich teoreticke´ pravdeˇpodobnosti proK = 5,M = 1000
Trˇı´dy Teoreticke´ pravdeˇpodobnosti
{ v ≤ 10 } π0 = 0, 0882
{ v = 11 } π1 = 0, 2092
{ v = 12 } π2 = 0, 2483
{ v = 13 } π3 = 0, 1933
{ v = 14 } π4 = 0, 1208
{ v = 15 } π5 = 0, 0675
{ v ≥ 16 } π6 = 0, 0727
Tabulka 10: Rozdeˇlenı´ do trˇı´d a jejich teoreticke´ pravdeˇpodobnosti proK = 6,M = 10000
A.2 Prˇı´loha k testu linea´rnı´ slozˇitosti
Ti ≤ −2, 5 Inkrementace v0 o jeden
−2, 5 < Ti ≤ −1, 5 Inkrementace v1 o jeden
−1, 5 < Ti ≤ −0, 5 Inkrementace v2 o jeden
−0, 5 < Ti ≤ 0, 5 Inkrementace v3 o jeden
0, 5 < Ti ≤ 1, 5 Inkrementace v4 o jeden
1, 5 < Ti ≤ 2, 5 Inkrementace v5 o jeden
Ti > 2, 5 Inkrementace v6 o jeden
Tabulka 11: Pravidla inkrementace trˇı´d
