The U-net is a promising architecture for medical segmentation problems. In this paper, we show how this architecture can be effectively applied to cerebral DSA series. The usage of multiple images as input allows for better distinguishing between vessel and background. Furthermore, the U-net can be trained with a small corpus when combined with useful data augmentations like mirroring, rotation, and additionally biasing. Our variant of the network achieves a DSC of 87.98% on the segmentation task. We compare this to different configurations and discuss the effect on various artifacts like bones, glue, and screws.
INTRODUCTION
In the past, segmentation tasks have been solved with a wide variety of methods and combinations of those. In the medical image processing context, one specific task is the segmentation of single organs, homogeneous structures like bones or -in our case -vessels. The difficulty of medical applications lies in the usage of a lot of modalities. Between a pair of modalities, the gray values rarely show any correspondence. This means that we still have to build or adapt methods to every single new modality in order to solve the given task successfully.
In the context of vessel segmentation, the generally used scheme consists of preprocessing, enhancement, thresholding, and possibly postprocessing. The preprocessing commonly is needed to reduce noise and transform the data globally e.g. normalization. The threshold can be for example a single value or adaptive to a small region. In summary, the segmentation task consists of three major parts. These are edge detection, noise suppression, and non linear contrast enhancement. All these tasks would have multiple parameters, if solved with conventional methods. By using deep learning, we can train a neural network that is optimal for a given dataset.
The segmentation is part of the preprocessing in a medical 2D/3D-registration project. For the treatment of arteriovenous malformations (AVM) using radiosurgical devices careful planning of the radiation centroids is necessary in order to protect healthy tissue and successfully embolize the nidus. In our project, the available modalities are a digitally subtraction angiography (DSA) and a partial MRI of the head. The DSA series will be some days old and may have different absolute gray values due to different imaging devices and settings. The MRI on the other hand is made on the same day as the treatment, in fact the gamma knife treatment can start less than an hour later, while the planning is done manually. For the registration task, it is important to segment the vessels that are visible in both modalities and to keep the spatial resolution of the result as high as possible. In this paper, we will look at the detection of vessels in the DSA series. Besides, we plan to adapt the same network to the MRI images as well i.e. train the same network end-to-end on two different modalities by using a different dataset and possibly tuning of hyperparameters, only.
Here we apply the U-net (Ronneberger et al., 2015) architecture to our segmentation task. We distinguish two classes -vessels and background. Additionally, we are mostly interested in the arteries, because most veins will not be visible in a corresponding MRI. Therefore vein suppression is important, too. The given modality generally gives a good contrast between vessels and the background. The problem of separating the vessels (dark) from the background (bright) seems to be easy at first. But the classes are not separable by a single threshold. The background is noisy and there is a slight shadow of bones and more left. In order to classify images from this modality, some kind of adaptive thresholding is needed. Especially in regions with fine vessels, the contrast is very low. The U-Net provides us a high degree of non-linearity to solve this problem as well as some other advantages.
In the following sections, we will demonstrate how the time aspect of the DSA can be exploited. Then we discuss the changes we made to the network architecture and which data augmentations are useful. Finally we present the quantitative evaluation on our dataset followed by an analysis of the effects on different artifacts present in the image sets. (Ronneberger et al., 2015) presented a convolutional neural network (CNN) architecture that provides a pixelwise segmentation of neuronal structures in electromagnetic microscopic recordings. The network consists of a contracting path and an expanding path. While the former decreases the spatial resolutions with max-pooling and increases the number of feature channels each time, the latter aims to do the opposite by upsampling the images. Additionally outputs from the first half are concatenated to the outputs of corresponding size in the second half. They showed that a network like this can be trained with a small data set by extensive usage of data augmentations. Besides shift and rotation invariance, they found elastic deformations to be essential for microscopy images. The U-net classifies a complete tile in one inference. This reduces the number of redundant calculations compared to previous works that used a sliding window patch based pipeline.
Related Work
The U-net and similar encoder-decoder architectures have been used to great success on classification tasks. The networks differ in the specific implementation of the skip connections and the "up"-operation. One example is the SegNet (Badrinarayanan et al., 2015) , a fully convolutional network for semantic pixel-wise segmentation. The encoder is a pretrained VGG-16 network, while the work focuses on the decoder part. The network propagates the pooling indices instead of the complete output through the skip connections. Another network similar to the Unet is described in (Brosch et al., 2016) . In this case, multiple sclerosis lesion is segmented in magnetic resonance images. They use transposed convolutions instead of upsampling and again, the pooling indices for unpooling.
DATA
The dataset consists of multiple cerebral DSA series. Each series contains around ten DSA images, showing the dispersion of a marker fluid. A single DSA image is calculated by subtracting two consecutive xray images. This allows the bones to be nearly completely invisible, while the marker fluid gives a strong contrast of the vessels. It has to be noted that the reference image is only partially subtracted. This is necessary as in our case the patients have a stereotactic frame mounted and the nine markers needed to be visible for the original purpose of an extrinsic registration. This results in multiple irrelevant things being visible. These are bones like the top of the skull and the eye sockets (see Figure 1) , the screws that hold the stereotactic frame (see Figure 2 ) and the markers on the box (see Figure 3) , and possibly glue from a previous embolization (see Figure 4) . We can ignore all effects related to the stereotactic frame but we aim at suppressing the remaining things. Another effect is the appearance of white borders along edges with a strong contrast (see Figure 5 ). This is visible along all larger arteries. As it overlays the vessels, it makes some vessels look disconnected. Lastly, Figure 6 shows the same artery filled with the marker and with it flowing off a short time later. In the left image we can discover lighter regions from inhomogeneous occlusion and from the second image we see how the marker fluid mixed with the blood and the flow creates fadings along the vessel boundaries.
The perspective as well as the patient's position are constant during a series. A single image has a resolution of 1024 × 1024 with 10 bit of dynamic range. 
Time Context
For our dataset, we selected four images per DSA series, showing the same dispersion state. The images Arteries and veins are not connected directly in a healthy person's head. The transition is done via capillaries which are not visible through an x-ray. Provided the images are taken at the right moment, we have an image right before the capillaries are active and immediately afterwards. So, the usage of multiple time points is key to distinguishing arteries and veins. Also the separation of vessels and background is greatly improved (see Table 2 ). Using multiple time points can be described as giving the network a time context to work with but we can describe the data more precisely. For this, we further split the classes into arteries, fine arteries, veins, and others. Now we can see that we are providing multiple images with different a priori known (fuzzy) probabilities for the classes. The mapping to the images is shown in Table 1 . By choosing the images based on these criteria, we enable the network to learn to discriminate arteries better, and effectively include a vein suppression capability.
NETWORK ARCHITECTURE
Our network is build based on the U-net architecture. Now we will describe the architecture that we chose and all changes we made to it. The complete architecture is depicted in Figure 8 .
Building Block
The basic building block of the network consists of two convolutional layers followed by a pooling or an unpooling layer, respectively. The convolutions are all non-padded in order to prevent artifacts along the borders due to missing input values and use 3 × 3 kernels. Thus the image size decreases by two with every convolutional layer. Every convolution is activated with a ReLU layer. The pooling layers use maxpooling over an 2×2 area, effectively halving the spatial dimensions. In the original U-net the number of channels is doubled with the following convolutions, while we are doubling the number of channels before the max-pooling layer. This is done to respect the general rule that bottlenecks should be prevented in the early layers of a convolutional neural network, as suggested by (Ç içek et al., 2016; Szegedy et al., 2016) . The unpooling unit consists of multiple layers. First the image is upsampled by the factor two, then Ronneberger et al., analogues to the max-pooling layer, apply a 2 × 2 convolution. The convolution also halves the number of channels. This is followed by an activation layer. Additionally, the non-pooled output of the layer of corresponding size from the contracting path is now cropped to the current image size and concatenated to the channels. This provides the necessary spatial information that was lost through the max-pooling layers. In our network we use a 1 × 1 convolution. By visual inspection, we found that this change results in less direction dependence of the segmentation.
Tile Size
These two aforementioned variants of the building blocks are repeated multiple times and in equal number. The U-net used four max-pooling layers, which encoded an 572 × 572 image into 1024 channels of the size 32 × 32. The decoded output had a size of 388 × 388. For our AngioUnet, we reduced the number of max-pooling layers to two. This decision is based on the consideration of the receptive field as well as the number of redundant calculations done while training. We calculated the receptive field of the full net to be 40 × 40. Manual evaluation of the dataset showed that the largest vessels are usually less than 40 pixels wide. Consequently, every neuron should see data based on both classes -vessel, and background. While this network allows the segmentation of one complete tile at once, there is a trade-off between redundancy and peak memory load. Ronneberger et al. also described the "overlap-tile strategy for seamless segmentation of arbitrary large images". This strategy states that in order to segment an image larger than the tile size, we extract tiles that overlap by half the number of pixels that are lost along a given dimension. For the AngioUnet, we use 144 × 144 tiles, which are rather small but due to the shallower architecture, the ratio of the output size to the input size is even better. The resulting output size is 104 × 104, thus we extract one 144 × 144 tile every 104 pixels in every dimension and we can use 72.2% of every tile. The small tile size is necessary, because of text annotations in the DSA images that we excluded for training. This way, we have to leave less tiles out that include a part of the masked areas. It would also be possible to change the loss function to ignore all masked pixels but we think that this is not worth the effort, since tiling and batching should not hinder the segmentation performance.
Training
The network is trained using gradient descent. The loss function is the cross entropy of the softmax activation of the last layer. Every epoch the learning rate is reduced by a constant factor. The momentum is chosen so that the initial and final learning rates α 0 and α E are respected:
4 DATA AUGMENTATIONS (Ronneberger et al., 2015) reported that data augmentations were crucial for successful training of the Unet. In our case, we use five different augmentations giving 2 3 · 3 = 24 variations of every tile. The augmentations are mirroring along the x-axis, mirroring along the y-axis, transposition, and addition and subtraction of a bias. The first three operations provide rotation invariance by 90 • . One might argue that the angiographies should be mirrored along the x-axis only, because the images always show the vessel tree upwards. But, we think that mirroring along the yaxis is reasonable too, because the receptive field is small enough and no positional information is given, so that the network can not learn location-dependent features but it learns to better segment thin vessels near the bottom, which indeed run downwards.
Bias
The addition and subtraction of a bias is useful for the given modality. A DSA image is calculated by subtracting two consecutive x-ray images. This means the gray value in the image depends on the amount of change in marker density, which itself depends on many factors e.g. the blood flow and the quality of the marker fluid. Introducing a constant bias is an attempt to reduce the impact of such effects. Given an input image I, we can describe this augmentation for every pixel I(x, y) as follows. The simplest way is to use a fixed bias b set to 5% of the dynamic range
that we apply to all pixels in the inputs by addition and clipping
Another option is to apply a gamma correction with γ = 0.2
which requires no clipping and puts emphasis on the mid range of the gray values.
Rotation Invariance
While inspecting classified images, we noticed that the sensibility of the detection depends on the direction of vessels. This is especially noticeable in areas with synthetic shapes, e.g. text. It should be noted that the effect is not symmetric along the x-or y-axis, despite the fact that we used mirroring and rotation as data augmentations. Instead, some specific directions show a different segmentation result. Given the small corpus for training, we think that the segmentation should not depend on the direction, as the network would be too specific to the dataset. We did an experiment to make all kernels rotation symmetric. This can be achieved by constructing every 3 × 3 kernel from only 3 weights i.e. center w 0 , edge w 1 and corner w 2 :   w 2 w 1 w 2 w 1 w 0 w 1
The idea behind this is that the network can not learn to differentiate directions as a whole when every single convolution is rotation invariant. Our tests showed that the output is indeed independent of any direction but at the same time the segmentation performance is severely limited. Also this network was harder to train i.e. it did not converge with the default learning rate. Looking further by picking a single trained kernel from the normal network, we found a filter mask that was, in a simplified view, of the form   0 1
with α ≈ 1. This mask alone is very effective in separating fore-and background visually. It can be noticed that this mask is basically calculating the gradient in a 135 • direction. Throughout the whole network, the kernels are asymmetric. This suggests that the network learns to encode different directions and their combinations within the channels. Therefore, choosing a smaller number of channels should lead to less directivity. Naturally, further reduction of the number of channels decreases performance, too.
EVALUATION
We evaluate all network configurations with our dataset. It consists of four DSA series each with four 1024 × 1024 images and a corresponding binary segmentation map. The segmentation maps are handlabeled images. From these images, we cut 144 × 144 tiles and apply all data augmentations. As described in Section 4, the first augmentation is the addition and subtraction of a fixed bias of 5%. Then all images are successively transposed, mirrored along the x-axis, and finally mirrored along the y-axis. This gives us a total amount of 3576 tiles with four channels and a label each. We use 80% of the tiles for training, 10%
for validation and 10% for testing. Additionally, we classified an "unknown" series to confirm the generalization. The training was done on a NVIDIA Quadro K2200 within four hours. In Table 2 , the statistics for multiple configurations are presented. The standard configuration is a network with 16 channels and a learning rate from 1 · 10 −2 to 1 · 10 −6 falling exponentially over 128 epochs. Configurations marked with a star needed a lower learning rate that was held constant over training in order to be successfully trained. We gather accuracy, precision, and recall, and also calculate the Dice similarity coefficient (DSC) (Dice, 1945) . The DSC is the harmonic mean of the precision and the recall:
As an overlap metric, it describes the total segmentation performance well, by incorporating the true positives as well as the false positives and false negatives. It is our primary measurement when comparing different network configurations. The value of the cross entry loss function is also useful to predict the achievable performance earlier during training. In Figure 9 the typical convergence characteristic is shown. Ge- nerally the precision starts high while the recall stays lower. With increasing number of epochs, the recall improves by some percent and the precision only decreases slightly, thus increasing the DSC slowly. Every configuration was retrained five times. The results were averaged and the empiric standard deviation was calculated. This way we can better compare the configurations and decide if a variation is an improvement or due to a good random initialization.
Quantitative Evaluation
First, we will look at the different inputs. Table 2 shows the results for a network trained with the image for state two only versus a network trained with all four images. It is clear that the network with four images has more information to base its decision on and thus outperforms the single image network by 16.97%.
The next step is to compare the different variants of incorporating a bias as a data augmentation. From Table 3 we can see that the network trained without augmentation of the gray values performs significantly worse. The fixed bias variant and the gamma variant result in similar DSC values with a slight advantage for the fixed bias. It can be noted that the statistics of the network trained with a gamma correction spread substantially more.
Finally, we tested some variations and improvements proposed for different deep learning tasks: 1. Our architecture uses a 1 × 1 convolution in the upconv operation. As described earlier, we aim at decreasing the influence of the direction in which a vessel is captured. When we compare the results, we can see a slight improvement in all metrics. This suggests that for a given number of channels the 1 × 1 convolution is less specific i.e. more abstract. 2. Building symmetric kernels from three weights, as shown in Section 4.2, makes the segmentation decision mostly invariant to the vessel direction and reduces the number of trained parameters but it also decreases the total performance by more than a percent. This configuration needed a learning rate as low as 5 · 10 −4 to converge, still two out of the five runs did not produce any positives and thus are excluded from the statistics. 3. The number of channels in the network defines the amount of generalization the network has to learn by restricting the number of different features available at any given stage. Here k denotes the number of channels after the first convolution.
In the following layers the number of channels always is a multiple of k using the scheme shown in Figure 8 . The standard configuration uses 16 channels. Halving it to eight increases the precision minimally but in total the performance is slightly lower. Increasing k to 32 required reducing the learning rate to 1 · 10 −3 and results in a network with a DSC that is marginally lower.
Qualitative Evaluation
We can further evaluate the performance by looking at the classification of images that are unknown to the network. One example is given in Figure 10 . All large vessels are segmented and many finer vessels are visible, too. One visible problem are lo- cal true positives on fine vessels that are disconnected from the main vessel tree. These can easily be removed by an optional postprocessing step. In order to do so, we could enumerate all components using flood filling and only keep components whose number of pixels is greater than a threshold. At this point, we can look at all the requirements we discussed earlier and see how well the network fulfilled these based on some example patches:
1. suppression of bones (skull and eye socket) 2. suppression of glue 3. effect on screws 4. effect on stereotactic markers 5. white borders along contrast rich edges 6. inhomogeneous occlusion by the marker The first four items have in common that the influence on the DSA is constant over time i.e. the effect on the gray values is the same in all input images and thus can be easily removed by subtraction. The network fulfilled Item 1 and Item 2 in all our experiments. For Item 3 and Item 4 we can note that those do get segmented partially, if the contrast is high (see images on the left side of Figure 2 and Figure 3) . As mentioned before, this is not relevant for our application. The white borders (Item 5) still pose a problem because they disrupt the segmentation of finer vessels. An example is shown in Figure 11 . The small vessel parallel to the large artery disappears inside the occlusion of the latter in the DSA image. The artifact is additive so that it should be possible to keep the vessel components connected. The segmentation output shows that the vesssel stops before the border, therefore missing a possible connection. Item 6 seems to be no issue, so that only in one segmentation output of the configuration using one image as input an elongated hole was visible in the largest artery. 
CONCLUSION
We demonstrated how the U-net architecture can be effectively applied to the segmentation of DSA series. By basing the classification on multiple images of a time series, we can greatly improve the segmentation performance. For our dataset, training the network on four images, selected for specific timepoints, gives a DSC of 87.98% which is 16.97% better than using a single image. As noted by (Ronneberger et al., 2015) , data augmentations proved to be helpful for improving the network's performance while using a very small corpus of training data. Besides rotation and mirroring, we used biasing instead of elastic deformations so that the spatial context does not get degraded. Overall the network produces usable segmentation re-sults with the main drawback of having many isolated true positives in regions with fine vessels.
