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I. INTRODUCTION 
This paper presents some new results on existence theory for control problems 
in Hilbert spaces. In our previous work in this area [l, 21, we have studied 
these problems under somewhat more restrictive conditions than those assumed 
in the present paper. In [l] we supposed that the integrandf, defining the integral 
performance criterion in our problem is continuous and bounded, while in [2] 
we assumed that it is continuous and bounded on bounded sets. Here we 
assume simply thatf, is continuous and non negative. The proper generalization 
of the situation studied in [l] is the one in whichf, is continuous and bounded 
below. This situation can be reduced to the one we study in this paper by the 
addition to fO of a suitably chosen constant, as can be ascertained from the 
expression (1) below. 
Under these rather general assumptions, we have proved that there is a 
minimizing measure, defined on an appropriate space, which minimizes the 
performance criterion and satisfies all the required conditions. It is possible 
to approximate this measure in a weakly* manner by a net of trajectory-control 
pairs, which tend to satisfy these conditions of admissibility. The essential 
difficulty of this part of the paper is due to the need for consideration of a 
function, f. , which is continuous and unbounded, in a context in which it is 
more natural to deal with continuous, bounded functions. It proved necessary 
to introduce a set Q’, a compact product set of compactifications of some sets 
appearing in the problem; all measures are considered as measures on (the 
Bore1 sets of) Q’; this is in contrast with the approach taken in our previous 
paper, [I J, where we considered measures on the noncompact set Sz in which f. 
is defined. If fb is the extension off0 to Q’, the function p + p(JO), with p 
a positive Radon measure on Q, is not necessarily continuous; it was necessary 
to approximate fO by an increasing sequence of continuous, bounded functions, 
(fb%}, and thus prove that P---N p(fJ is lower semi continuous on an appropriate 
set, and thus attains its minimum there. We used a similar approximation 
procedure to prove that the optimal measure can be weakly*-approximated 
by a net of admissible pairs. 
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In the second part of the paper, we study in some detail this approximation 
problem, and show that the weak type of approximation obtained as a result of 
the existence theorem is equivalent to a stronger kind. This result also applies 
to the approximation scheme developed in our previous paper [l]. 
II. FRAMEWORK 
Let X be a separable, real Hilbert space, A a bounded closed, pathwise 
connected subset of X, J = (t, , tb), / = [t, , &,I, t, < t, , x, and xb two elements 
of A, U a completely regular topological space. The subset A has the induced 
topology; let Q = 1 x A x U, with the product topology. A continuous 
bounded function g, mapping Q into X, is given. We consider functions 
t --f x(t) E X, t --f u(t) E U, t E J, with u(s) measurable, and say that a trajectory- 
control pair p = (~(a), U( .)) is admissible if 
(i) The pair p satisfies 
x(t) = x(ta> + (g(T, x(4 44) dT> teJ; 
the integral is a Bochner integral with respect to the Lebesgue measure on J. 
This requirement implies that x(.) admits a strong derivative equal to 
g(t, x(t), u(t)) a.e. on /. 
(ii) The boundary conditions x(tJ = x, , x(&J = xb are satisfied. 
(iii) The function x(a) satisfies: x(t) E A, t E 1. 
We assume that the set 9 of admissible pairs is non-empty. Let fO: Q + R 
be non-negative and continuous; it is desired to minimize over F the functional 
F defined by 
FM*)> 4.1) = j-“hdt, 4th u(t)> dt. (1) 
It is convenient to abstract now some characteristics of the pairs in g; we 
omit the details, which can be found in [l]. Let p = (x(e), U(S)) be an admissible 
pair. Then: 
(i) Let W = {wl ,i = 1,2,...) be total in X; that is, for all M, the set 
(Wj ,j = l,..., m} is linearly independent, and the finite linear combinations 
of elements of W are dense in X. We consider the space 9(J), of all infinitely 
differentiable real functions on J with compact support; let Y be in 9(J). 
CONTROL PROBLEMS IN HILBERT SPACES 421 
Define Yj(t, x, U) = (x, eug) ‘P’(t) + (g(t, x, u), w,) Y(t), (t, x, U) E rR. Then, for 
allj = 1, 2,... and all YES(J), 
s 
tb 
Yj(t, x(t), u(t)) dt = 0. (2) 
tcl 
(ii) Let B be an open ball in R x X containing J x A and C,l(B) be 
the space of strongly continuously differentiable real functions on B such that 




@g(t, x(t), u(t)) dt = @(tb , xb) - @(ta , xa) = A@, (3) 
ta 
for all 0 E C,l(B). 
(iii) Iff is a real-valued continuous function on Sz depending only on t, 
s tbf(t, x(t), u(t)) dt = a, ta 
where af is the Lebesgue integral of f( *, x, u), independent of x and u. 
The reason why we wish to abstract these properties of the admissible pairs 
is that, in general, there is no admissible pair which minimizes the functional (1); 
it is necessary to extend this functional to a suitable extension of the class f 
of admissible pairs. We shall require that the members of this extension satisfy 
conditions akin to those described by (l), (2) and (3). 
III. EXISTENCE 
Let C,(Q) be the space of real continuous bounded functions in Q. The func- 
tions appearing as integrands in (2), (3) and (4) are in this space, but, in general, 
the function f. is not. The key to the extension referred to above is the identifica- 
tion of each admissible pair p = (x(e), u(e)) with a linear positive functional 
A, on C,(Q): 
Let A’ and u’ be the Stone-Tech compactifications of A and U respectively. 
Then ([l]) the space 52’ = J x A’ x U’, with the product topology, has the 
following characteristics: (i) It is compact; (ii) D is dense in Q’; (iii) Each 
f E C,(Q) has a unique extension JE C(Q). Given j’~ C(Q), we shall call f 
its restriction to Q, f E C,(Q). 
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Every functional II, induces a linear, positive functional iiD on C(U): 
/r,c.m = 4(f), fE C(sz’); 
according to Riesz representation theorem, there is a Bore1 measure pLn on Sz 
such that 
f E C(Q’). 
Of course, these measures p2, , which correspond to admissible pairs p E 9, 
satisfy the following equalities, induced by the equalities (2), (3) and (4): 
(9 Pm = 0, ?JJ E WJ), j = 1, 2,... 
(ii) VP(@) = d@, @ E q(B) (5) 
(iii) cc,(f) = qp fE GP) and depends only on t. 
The role of the function f. is somewhat different, since it is not, in general, 
in C,(a). Its extension to G’, Jo, is not then in C(U), but in C(G”; fT), the space 
of continuous functions on G’ with values in i?, the extended real line. However, 
the integral 
makes sense, as we shall show below. Thus, our original control problem can 
be said to have generated another control problem in a somewhat different 
setting: among all Bore1 measures pLp in G’ corresponding to admissible pairs 
p E 9, find one which minimizes the functional defined by (6). Of course, the 
measures pLp satisfy the conditions (5). 
Of course, this problem does not have a solution if the original problem 
does not have one. We are ready now to effect the extension referred to above, 
and define a new control problem, consisting in minimizing the functional (6) 
over all (positive) Bore1 measures on G’ satisfying the conditions (5), rather 
than over the subset consisting only of those Bore1 measures pD corresponding 
to pairs p E 9. As we shall prove below, this problem has always a solution, 
which can be approximated by pairs of trajectories and controls which tend 
to satisfy the conditions of admissibility. 
Let &(G’) be the space of signed Bore1 measures on S2’. We put on this 
space the weak*-topology u(&(G’), C(G’)). Further, let Q = {p: p is a positive 
Bore1 measure on G’ satisfying the equalities (5)}. We prove: 
LEMMA 1. The set Q is compact. 
Proof. Choosing @ as @(t, zc) = t, (t, X) E B, we find that @(t, X, u) = 1 
on 0’ for this particular choice. Thus, the measures in Q satisfy ~(1) = 
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t, - t, = At; here 1 is the function equal to unity on sz’. The contention 
follows from the fact that the measures in Q are positive, Sz’ is compact and 
the functions p + p(J), $E C(U), are continuous in the weak*-topology. 1 
Since f,, is not in general in C’(U) because it is unbounded, it is not clear 
whether the function p -+ p(J,) is continuous on Q, or that it attains its greatest 
lower bound on this set. We use now our assumption, that the functionfs (and 
then fO) is non-negative. Let A+(sZ’) be the subset of A’(&?‘) consisting of all 
positive measures. We prove: 
PROPOSITION 1. The function p -+ p(fO) is lower semi continuous on A%‘+(Q’). 
It attains its greatest lower bound on the set Q. 
Proof. Let Jon = inf(Je , ) n , w h ere n is the function equal to n on Sz’. Then 
Jo,, E C(U), and Jon < J,,n+l ; that is, the family (&} is increasing. Then, by 
the monotone convergence theorem, since Jo > 0 and Jbn > 0, for any 
p E J@‘(P), 
430) = $+% P(3cd = ““,P EL&J 
The functions TV + 4&) are continuous on A’+(J~‘), and increasing, since the 
measures are positive and the family (Jon} is increasing. Thus, the function 
p -+ ~(3~) is the pointwise limit of a sequence of increasing continuous functions 
and is therefore lower semicontinuous. The final contention of the proposition 
follows from this fact and Lemma 1. m 
We have proved the existence of a mesure p* E Q such that 
P*(30) d P(3Oh PEQ. (7) 
In particular, of course, 
P”(30) G PPGl) = 4(fo), P ESt; 
that is, the minimum achieved in the new problem is not higher than the 
greatest lower bound of the functional (1) over the set $r of admissible pairs. 
We consider now the possibility of approximating the action of p* by means 
of a net of pairs of trajectories and controls. It is convenient for this purpose 
to consider the space of measures ~?~+(al), introduced in [l], consisting of 
those measures in &Z+(U) for which 43) = at for all those 3~ C(U) which 
depend only on the variable t; here, as above, af is the Lebesgue integral of $ 
Since TV -+ ~(3~) is I.s.c. on A+(U), it is also 1.s.c. on At+(U). Then, for the 
measure p * in (7), which is in J&+(P), we have ([3], p. 132): 
~~(30) = li$f Ah) (8) 
I”Qv~+(D’) 
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Therefore, p*(Js) is the smallest cluster point of p -+ p(Ja) with respect to 
the filter .G’ determined by the filter basis S? consisting of all sets of the form 
u = v n “#f+(q, with V a neighbourhood of FL* in the weak*-topology. 
(See [4], p. 354.) 
We consider now the space &?i+(.Q’), also introduced in [l], consisting of 
those measures on Q’ representing a functional i&, corresponding to a pair 
P = (xc(-), UC*)> h w ere t --+ xc(t) E A, t E J, is continuous and t E u(t) E U, t E 1, 
is piecewise constant. It was proved in [l] that &?i+(Q’) is weakly*-dense in 
Jkt,+(Q’). We prove that p*(fa) is a cluster point of p--+ &a) with respect to 
the filter 5;4 determined by the filter basis L?& consisting of all sets of the form 
U = V n dl+(Q), with V as above. Indeed, p + p(Jb,J has a limit point at 
~.*(3~~) with respect to the filter ~4~ , since this function is continuous at IL* 
and J1+(Q’) is dense in .,4’!+(Q); this implies that there exists a set U, E &r 
such that j(p - p*)& j < l/n for all p E U, . Take any measure pm E U, . 
Then j(p* - 43a 1 tends to zero as n tends to infinity, since 
NFL* - CL& I G I P*(30 - 3m)l + I&* - Pnvon I + I Pn(Jon - 3o)li 
the last term in the right side of this inequality can be proved to tend to zero 
as n tends to infinity by noting that ~~(3s~ - 3,,) tends to zero as n tends to 
infinity for any m = 1,2,...; and then using a diagonal argument. Therefore, 
p*(ja) is a cluster point of p--f &a) with respect to ~‘i . There is, therefore, 
a net {pDol} of measures pBti defined by pairs p, = (x0=( .), u,( .)), converging 
weakly* to TV*, such that 
h(30) - P*(Jo)* 
Also, since CL* satisfies the equalities (5), and {p,,J does converge weakly* to p*, 
Il&@) - A@, cp E C,l(B) (10) 
PPrr(K) - 0, y E %I), j = 1, 2,...; (11) 
Of course, these measures are in ,,H,+(Q’). Also, we can prove, as in [l], that it 
is not possible to improve on the value p*(fs) by means of a net which satisfies 
(10) and (11). One should note, of course, that this final result is outside the 
framework provided by the set 9’; we can interpret the action of the measures 
pPa as the action of the pairs p, , as in (l), (2) and (3); and we have proved 
that there is a net of such pairs which tend to satisfy the conditions (2) and (3), 
as indicated by (10) and (1 l), and tends to give the functional (1) a value at 
least as small as the greatest lower bound of this functional over the set F of 
admissible pairs. 
We study in the final section some problems of approximation implied by 
the expressions (IO) and (11). 
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IV. APPROXIMATION 
Let the net {pD,}, with p, = (x0,( .), u,(a)), x,,( *) continuous and u=( .) piecewise 
constant, satisfy (10) and (11). W e write these conditions in terms of the func- 
tionals A, of Section III: 
&t(@g> + A@, @ E q(B) (14 
4J,(Yd -+ 0, y E %7)~ j = 1, 2,... (13) 
Suppose that x,,(t,) does not converge to x, . Then two mutually exclusive 
situations may arise. Firstly, it may happen that a neighbourhood U of (xa , ta) 
in B exists such that (xca(t), t) E B\U for all t E 1 and all 01. It may happen, 
however, that x&t,) stays away from x, , for all OL, but that, as 01 increases, the 
trajectories x,.Jt), t E J, tend to x,.at t,+; that is, the trajectories tend to jump 
at ta+ towards x, from their initial condition. In this case, the initial conditions 
do tend to x, ; thus we have to consider only the first situation. Choose @ E C,l(B) 
so that @(xa , ta) = 1, @(x, t) = 0 outside U. We can assume that (xb , t,,) E B\U. 
The derivatives @, and Qt are zero outside U, and therefore @g is zero outside U. 
Since all points (xcn(t), t) are outside U, A,,(@g) = 0; however A@ = - 1, 
a contradiction since &(@) 4 A@. Thus xcJta) ---f x, ; in a similar way, we 
prove that xcol(tb) --f xb . 
We consider now the implications of the condition (13). We assume now that 
U is separable; then Sz is separable, and (13) can be put in terms of a sequence 
(l& ) i = 1, 2,...}: 
4,w - 09 YE %n~ j = 1, 2,.... (14) 
We write, for simplicity, 
Yj = XjYI + gj’y, 
with xj = (x, wj), gj = (g, wj)* Then 
with yij(t) = xcij(t) - Gtj(t), 
409/69/2-10 
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Define, for any positive integer K, 
Ckj = ; \ ykj(t) dt 
‘J 
Then j’, (yu(t) - Ckj) dt = 0. Define 
Yjk(t) = St (yki(7) - C,J dr. (16) 
tcl 
Then, Yjk(t,) = Yjk(ta) = 0. This function is not in S@(J); however, instead 
of S?(J) we could have used in this paper, and also in [l] and [2], the space 
C,,l(r) of continuously differentiable real functions on 1 with Y(t,J = Y(tb) = 0, 
with exactly the same results. Thus, since the functions !Pfk defined in (16) are 
in this space, we can write: 
s Jyii(t) F;‘(t) dt + 0; 
in particular, 
s /ij(t) Y:‘(t) dt = h [yij(t) - Cij]” dt -+ 0 as i-t co. 
Therefore, 
yij(t) - cjj + 0 a.e. on J. 
Finally, we can write: 
xc&) = cij + j-;gik, 44 44) dT + &dt> (17) 
with ..&(t) -+ 0 a.e. on j. If i E J is a value at which this is true, we have 
with Oij(t, t^) -+ 0 a.e. on J -2. This expression (IS) is our general conclusion 
concerning the implications of (13) on the pairs in the sequence (pD1}; these 
pairs tend to satisfy the given differential equation R = g(t, x, U) in a stronger 
sense than the weak one implied by the condition (13). If X is finite-dimensional, 
as in our paper [5], we have, 
&(t) = Q(i) + Jt &‘(T, &i(T), Ui(‘)> dT + b(t, f>, 
with &(t, t^) + 0 a.e. on J2. 
(19) 
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Of course, if (17) is true at t = t, , (18) and (19) do resemble the expression 
in Section I, (i), describing a strong solution of the differential equation. If the 
condition (17) is not true at t = t, , it is possible to change slightly the starting 
time t, so that (17) is satisfied at the new time; in any neighbourhood of t, in J 
there are many values of the time at which the condition (17) is satisfied. 
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