Abstract We study the NP-hard Target Set Selection (TSS) problem occurring in social network analysis. Roughly speaking, given a graph where each vertex is associated with a threshold, in TSS the task is to select a minimum-size ''target set'' such that all vertices of the graph get activated. Activation is a dynamic process. First, only the vertices in the target set are active. Then, a vertex becomes active if the number of its active neighbors exceeds its threshold, and so on. TSS models the spread of information, infections, and influence in networks. Complementing results on its polynomial-time approximability and extending results for its restriction to trees and bounded treewidth graphs, we classify the influence of the parameters ''diameter'', ''cluster editing number'', ''vertex cover number'', and ''feedback edge set number'' of the underlying graph on the problem's computational complexity, revealing both tractable and intractable cases. For instance, even for diameter-two split graphs TSS remains W[2]-hard with respect to the parameter ''size of the target set''. TSS can be efficiently solved on graphs with small feedback edge set number and also turns out to be fixedparameter tractable when parameterized by the vertex cover number. Both results contrast known parameterized intractability results for the parameter ''treewidth''. While these tractability results are relevant for sparse networks, we also show efficient fixed-parameter algorithms for the parameter ''cluster editing number'', yielding tractability for certain dense networks.
Introduction
In the NP-complete graph problem Target Set Selection (TSS) one is given an undirected graph G = (V, E), a threshold function thr : V ! N [ f0g; and an integer k C 0, and the question is whether there is a ''target set'' S V for G with |S| B k activating all vertices in V, i.e., for every v 2 V n S eventually at least thr(v) of v's neighbors are active. Activation is a dynamic process, where initially only the vertices in S are active and the remaining vertices may become active step by step during several rounds (see Sect. 2 for a formal definition). Roughly speaking, TSS offers a simple model to study the spread of influence, infections, or information in social networks. While this concept was previously studied under the name ''dynamic monopolies'' (Peleg 2002) , Kempe et al. (2003) referred to it as influence maximization with a linear threshold model.
One application of the influence spreading model is viral marketing. A good example for an effective viral marketing strategy is the e-mail service Hotmail: Every mail sent via a Hotmail account contained some advertisement for the service. The result was impressive: Launched July 1996 with a budget of $50,000 for advertisement, Hotmail grew to 12 million users in 18 months (Jurvetson 2000) . The name viral marketing expresses that this word-of-mouth advertisement can spread like an epidemic. See also Leskovec et al. (2007a) for a study of a recommendation network or Leskovec et al. (2007b) for a study of information or influence diffusion in blog graphs. The results achieved with viral marketing advertisement strategies can be amazing, however, it is difficult to achieve such a success (Leskovec et al. 2007a; Watts et al. 2007) . Apart from viral marketing, TSS has a number of further applications. For example, Dreyer and Roberts (2009) described a scenario of an application in bioterrorism defense. Variants of TSS with special threshold functions are applicable in the field of faulttolerant distributed computing (Peleg 2002) . Here, the influence of faulty processing units is limited by taking local majority votes of redundant units. The special threshold function used in this scenario allows modeling of a multitude of additional problems in system-level diagnosis (Pelc 1996) , distributed database management (Davidson et al. 1985) , quorum systems (Garcia-Molina and Barbará 1985) and fault-local mending (Kutten and Peleg 1999) .
It is important to note that, with our definition of TSS, we study the case where the goal is to activate all vertices in the network. In application contexts, such as viral marketing and bioterrorism defense, it might be more natural to only seek to maximize the number of activated vertices with a given number of initially active vertices (which are to be determined). However, activating all vertices as we do in our TSS model seems particularly relevant in political scenarios or in strategies to convince people of the relevance of a vaccination program. For instance, in the European Union, matters related to trade or foreign and security policy often have to be decided on a 100 approval by all member states. So ''complete activation'' is necessary in these scenarios. Furthermore, by definition, a dynamic monopoly activates all vertices in a given graph, implying that applications revolving around dynamic monopolies usually require activation of every vertex.
Importantly, in our definition of TSS once a vertex becomes active it never falls back to non-active state. Nonmonotone versions of TSS where active vertices may become non-active also make sense in several applications. However, the non-monotone and the non-complete activation version of TSS are both generalizations of our model and, therefore, presumably harder in terms of computational complexity. Ben-Zwi et al. (2011) showed hardness results for these more general TSS models. In this work, we focus on the TSS model where all vertices are to be activated and active vertices stay active.
We extend previous work (Ben-Zwi et al. 2011; Chen 2009; Kempe et al. 2003) by studying several special cases of TSS. In particular, we investigate TSS on graphs that have characteristics of social networks, including the ''small-world'' property (Newman 2003 (Newman , 2010 . We remark that there are many further models referring to the spread of influence in social networks, for instance see recent work of Agarwal et al. (2011) , Raeder and Chawla (2011) , and Zhang et al. (2012) . Domingos and Richardson (2001) , Richardson and Domingos (2002) introduced a probabilistic version of TSS, studying it from the viewpoint of viral marketing and solving it heuristically. Next, Kempe et al. (2003) formulated the problem using a threshold model (as we use it now), showed its NP-completeness, and presented a polynomial-time constant factor approximation algorithm for a maximization variant. In this maximization variant, the goal is not to activate all vertices but as many as possible with a given upper bound on the target set size. Next, Chen (2009) showed the APX-hardness of minimizing the size of the target set S for the complete activation version, which holds even in case of some restricted threshold functions. He also provided a linear-time algorithm for trees. Ben-Zwi et al. (2011) generalized Chen's result for trees by showing that TSS is polynomial-time solvable for graphs of constant treewidth; however, the degree of the polynomial of the running time depends on the treewidth. In other words, they showed that TSS is in the parameterized complexity class XP when parameterized by treewidth. They also proved that there is no jVj oð ffiffi ffi x p Þ time algorithm (x denoting the treewidth) unless some unexpected complexity-theoretic collapse occurs. In particular, Ben-Zwi et al. (2011) showed that TSS is W[1]-hard 1 with respect to the treewidth x and, hence, there is little hope for getting x out of the exponent of the polynomial, i.e., little hope for fixedparameter tractability of TSS for parameter treewidth. There are numerous investigations on TSS variants: When the number of activation rounds is limited to one, we arrive at a Dominating Set 2 variant with thresholds (Harant et al. 1999) . Other studies include special threshold functions: Abrahamson et al. (1995) studied the t-Threshold Starting Set problem which is the same as TSS transferred to the setting of directed graphs where all vertices have fixed 1 Informally speaking, W[1]-hardness means that there is no hope for fixed-parameter tractability with respect to the corresponding parameter; we refer to Sect. 2 for the formal definitions. 2 Given an undirected graph G = (V, E) and a positive integer h, the Dominating Set problem asks whether there is a vertex subset V 0 V of size at most h such that for every v 2 V it holds that v 2 V 0 or v is adjacent to a vertex in V 0 : 234 A. Nichterlein et al. threshold t. In the context of parameterized complexity, they showed its W[P]-completeness with respect to the parameter target set size. Dreyer and Roberts (2009) showed NPhardness for TSS when all vertices have a threshold of t, t C 3, and they proved lower bounds for the size of the target set on several special graph classes. Ackerman et al. (2010) obtained lower and upper bounds for the size of the target set on directed graphs when the threshold of each vertex is half its degree (called ''majority thresholds''). These majority thresholds are well studied in context of majority voting systems, especially in distributed computing and resource allocation. We refer to Peleg (2002) for a survey on target sets for graphs with majority thresholds, called ''dynamic monopolies' (''dynamos'') in the survey. Here, the activation process is called ''repetitive polling process'' or ''majority process''. Again, the studies focused on lower bounds for the size of the target set. Finally, for a general account, we refer to the book of Easley and Kleinberg (2010) covering the mentioned applications (viral marketing, influence spreading, majority voting systems) and mathematical cascading models (such as TSS). Recently, the following problem related to TSS received increasing attention (Wang and Moeller 2002; MacGillivray and Wang 2003) , in particular, from a parameterized perspective (Bazgan et al. 2011; Cygan et al. 2012) : Given a graph and a specific activated vertex, the task is to confine the activation process to a minimum number of vertices by making a small number of vertices ''immune'' in each round.
Previous work

Our contributions
Roughly speaking, taking an approach in the spirit of multivariate algorithmics (Fellows 2009; Niedermeier 2010) , we shed more light on TSS's potential islands of tractability. We also discuss (see the concluding section) the large potential for future algorithmic research on TSS. Social networks often have special characteristics, including the ''small-world'' property, a power-law degree distribution, and some kind of community structure (Girvan and Newman 2002; Leskovec and Horvitz 2008; Leskovec et al. 2007b; Milgram 1967; Newman 2003 Newman , 2010 Newman and Park 2003) . This makes it desirable to better understand the computational complexity of TSS when restricted to such special input graphs. Since the mentioned characteristics are of a rather ''statistical nature'', we do not directly address them, but, to some extent, replace them by some combinatorial graph parameters that might be typically small in certain social networks. For instance, the ''small-world'' phenomenon directly relates to graphs of small diameter as we study in this work. More specifically, motivated by the mostly negative (or impractical) algorithmic results of Ben-Zwi et al. (2011) , we study further natural parameterizations characteristics of social networks. We obtain both hardness and tractability results. Table 1 summarizes our findings. Our work is organized as follows. In Sect. 3, we focus on graphs with small diameter because the diameter of realworld social networks is often small (''small-world'' property) (Girvan and Newman 2002; Newman 2003 Newman , 2010 Newman and Park 2003) . Since TSS resembles a dynamic variant of the well-known Dominating Set problem, it may come as no surprise that the W[2]-hardness of Dominating Set with respect to the solution size on graphs with diameter two (Downey et al. 2008 ) carries over to TSS. We show that this is indeed the case. In contrast, we also observe that TSS can be solved in linear time for diameter-one graphs (i.e., cliques). In addition, we show that W[2]-hardness persists on bipartite graphs with diameter four, even if all vertices have threshold two (note that threshold one is trivial) or the thresholds respect the ''majority'' condition (i.e., for each vertex not in the target set S at least half of its neighbors need to be active).
The algorithmic main part of the paper considers three different parameterizations of TSS exploiting the following structural graph parameters.
In Sect. 4, we look at the ''cluster editing number'' f of the input graph, denoting the minimum number of edges whose addition or deletion transforms the graph into a disjoint union of cliques. This parameter is small for ''highly clustered'' input graphs. Although the cluster editing number may be large in general, we expect f to be small for some applications for which the corresponding social networks exhibit a cluster graph-like structure.
3 A smaller parameter exploiting this feature would be the ''cluster vertex deletion number'' of the input, i.e., the minimum number of vertices whose deletion transforms the graph into a disjoint union of cliques. However, in ongoing work, we found indications that TSS is most likely not fixed-parameter tractable with respect to this stronger parameter. Here, we show that TSS can be solved in Oð16 f Á m þ n 3 Þ time and provide a polynomial-time data reduction that yields a polynomial-size problem kernel with respect to the combination of the parameters f and the maximum threshold value t max .
In Sect. 5, following the spirit of previous work considering graph layout and coloring problems (Bodlaender et al. 2011a; Fellows et al. 2008; Fiala et al. 2011) , we study the parameter ''vertex cover number'' s of the input graph.
4 This parameter imposes a stronger restriction than treewidth (measuring the tree-likeness of a graph), i.e., the 3 For example, this is plausible for networks of teams (say in sports or work teams) where vertices are persons and there is an edge between two vertices if the intersection of their team membership durations is sufficiently large. 4 Given an undirected graph G = (V, E) and a positive integer h, the Vertex Cover problem asks whether there is a vertex subset V 0 V of size at most h such that each edge in E has at least one endpoint in V 0 :
On tractable cases of Target Set Selection  235 treewidth is always upper bounded by the vertex cover number. Note that TSS is W[1]-hard with respect to the parameter treewidth (Ben-Zwi et al. 2011) . Using the stronger restriction of the parameter ''vertex cover number'', we prove that TSS is fixed-parameter tractable with respect to s. In addition, for maximal threshold t max , we show a problem kernel consisting of Oðt max Á 2 s Þ vertices and prove that there is little hope for a polynomial-size problem kernel for TSS parameterized by the vertex cover number even when using majority thresholds.
Finally, in Sect. 6, as a third and (other than the previous parameters) ''easy-to-compute'' parameter also measuring tree-likeness, we study the feedback edge set number f (the minimum number of edges to delete to make the input graph acyclic). Graphs with small feedback edge set number are ''almost trees''; such social networks occur in the context of sexually transmitted infections (Potterat et al. 2002) and extremism propagation (Franks et al. 2008) . We develop polynomial-time data reduction rules that yield a linear-size problem kernel with respect to the parameter f. Moreover, we show that TSS can be solved in Oð4 f Á f þ mÞ time, which again generalizes the linear-time algorithm of Chen (2009) for trees.
In general, we try to state hardness results in their most special form, since, e.g., hardness on bipartite graphs implies hardness on general graphs as well. Likewise, we present positive results in their most general form.
Parameter values in real-world networks
It is known that the diameter of social networks is usually small (Newman 2010) . However, we show in Sect. 3 that TSS is still NP-hard on graphs with constant diameter. On the positive side, we show fixed-parameter tractability for the parameters ''cluster editing number'', ''vertex cover number'', and ''feedback edge set number''. In the following, we provide some evidence that there are real-world social networks where one or more of these parameters are significantly smaller than the number of vertices.
We analyzed the size of the mentioned parameters in coauthor networks derived from the DBLP dataset, 5 two networks showing the relation between PhD candidates and their advisors (Johnson 1984; De Nooy et al. 2011) , and one network showing the ownership between companies (Norlen et al. 2002) . 6 Although the last three networks are directed, we considered the underlying undirected network. Note that we used simple greedy heuristics to compute the sizes of the vertex cover and the cluster editing set. Thus, the optimal values may actually be smaller.
We generated graphs from the DBLP dataset using the following two mechanisms: First, we considered researchers from one scientific community in the network. This was achieved by considering all papers that are published in the following conferences: KDD, ICDE, CIKM, DMKD, and SDM (the five top-rated data mining conferences according to http://academic.research.microsoft.com/). A second way to select researchers of one scientific community is to consider the graph that is induced by influential researchers from the community (we chose 50 researchers publishing on algorithms and complexity) and their coauthors. We added an edge between two authors if they worked together on at least a specified number of publications. The reason for this thresholding is to work out the ''strong ties'' (Easley and Kleinberg 2010) of the collaboration network. In the resulting graphs, we removed all isolated vertices. Table 2 shows the parameter values for the described graphs. For the graphs generated from DBLP, the parameters ''feedback edge set number'' and ''vertex cover number'' are fairly small when filtering for the strong ties in the network. Due to the network type, it is not surprising that the feedback edge set number is small in the last three networks. This indicates that our linear-size problem kernel and also the search tree algorithm for the parameter ''feedback edge set number'' are good candidates for further experimental studies. Note that our fixed-parameter tractability result for the parameter ''vertex cover number'' is of pure classification nature and, hence, exploiting this parameter experimentally needs further theoretical improvements. Furthermore, the cluster editing size is not that small in the given social networks, implying that our approach for the parameter ''cluster editing number'' is not very promising here.
Problem statement and preliminaries
In this section, we provide basic notation used throughout this work and give a formal definition of TSS. Then, we give a short introduction to parameterized algorithmics and problem kernelization.
Basic graph notation
Let G = (V, E) be a graph and let n := |V| and m:
If G is clear from context, we just write N(v), N[v] and deg (v) . We sometimes write G -x as an abbreviation for the graph that results from G by deleting x, where x may be a vertex, an edge, a vertex set, or an edge set. The diameter of a graph G is the maximum length of a shortest path between two different vertices in G. A split graph is a graph in which the vertices can be partitioned into a clique and an independent set (Brandstädt et al. 1999 ).
Problem statement
Let G = (V, E) be an undirected graph and let thr : V ! N [ f0g be a threshold function. The definition of TSS is based on the notion of ''activation''. Let S V: Informally speaking, a vertex v 2 V gets activated by S in the ith round if at least thr(v) of its neighbors are active after the previous round (where S are the vertices active in the 0th round). Formally, for a vertex set S, let A G;thr ðSÞ the set of vertices that are activated by S. If A G;thr ðSÞ ¼ V; then S is called a target set for G. TSS is the problem to find an optimal (i.e., a minimum cardinality) target set. Its decision version is defined as follows.
Target Set Selection (TSS)
Input: An undirected graph G = (V, E), a threshold function thr : V ! N [ f0g and an integer k C 0. Question: Is there a target set S V for G that contains at most k vertices? The column labeled ''#p'' gives the number of joint publications needed for an edge to exist between two coauthors; isolated vertices are removed. ''CSphd.net'' and ''PhD.paj'' refer to the genealogy networks with the relation between advisors and students. Finally, ''eva.net'' reflects the ownership relation of companies On tractable cases of Target Set Selection 237
All our results are tailored for the decision version of TSS, indicated by instances (G, thr, k) . Some statements, however, are made regarding the optimization variant of TSS, where the task is to find a minimum target set for the input graph G. Instances of the optimization variant are of the form (G, thr).
We also investigate the influence of the threshold function to the computational complexity of TSS.
Thresholds
Apart from allowing arbitrary threshold functions, we consider two further types of threshold functions in this work. In our work, thresholds of vertices are sometimes decreased. However, thresholds can never be smaller than zero; further decreasing a threshold of zero has no effect.
Constant thresholds
Since solving instances of TSS with maximal threshold one is trivial (just select an arbitrary vertex in each connected component), we assume that each connected component of an input graph contains a vertex with threshold at least two.
Parameterized complexity
Parameterized complexity is a two-dimensional framework for studying computational complexity (Downey and Fellows 1999; Flum and Grohe 2006; Niedermeier 2006) . One dimension is the input size n, and the other one is the parameter (usually a positive integer). A parameterized problem is called fixed-parameter tractable (fpt) with respect to a parameter k if it can be solved in f ðkÞ Á n Oð1Þ time, where f is a computable function only depending on k. A core tool in the development of fixed-parameter algorithms is polynomial-time preprocessing by data reduction (Bodlaender 2009; Guo and Niedermeier 2007) . Here, the goal is to transform a given problem instance I with parameter k in polynomial time into an equivalent instance I 0 with parameter k 0 k such that the size of I 0 is upper bounded by some function g only depending on k. If this is the case, we call I 0 a (problem) kernel of size g(k). Usually, this is achieved by applying polynomial-time executable data reduction rules. We call a data reduction rule R correct if the new instance I 0 that results from applying R to I is a yes-instance if and only if I is a yesinstance. An instance is called reduced with respect to some data reduction rule if further application of this rule has no effect on the instance. The whole process is called kernelization.
7 Downey and Fellows (1999) (Downey and Fellows 1999; Flum and Grohe 2006; Niedermeier 2006) . Moreover, there is a whole hierarchy of classes W[t], t C 1, where, intuitively, problems become harder with growing t.
First observations on TSS
We continue with simple observations and results which are meant for (multiple) later reference throughout the paper rather than for sequential reading now. These observations are straightforward and do not need proofs.
If the threshold of a vertex exceeds its degree, it cannot be activated by its neighbors and, hence, the vertex is part of any target set. Moreover, we consider threshold 0 vertices as already active.
Observation 1 (Stubborn Vertices) Let G = (V, E) be a graph and let v 2 V: If thr(v) [ deg(v) , then v is contained in all target sets for G. If thr(v) = 0, then v is not contained in any optimal target set for G.
In the following, we define the influence of ''activating'' a vertex subset on the input graph. If a vertex v is active, then we can decrease the threshold of its neighbors by one and delete v. Combining this with Observation 1 allows us to use the following efficient data reduction rule on all input graphs.
Reduction Rule 1 Let G = (V, E) and v 2 V: If thr(v) [ deg(v) , then delete v, decrease the threshold of all its neighbors by one and decrease k by one. If thr(v) = 0, then delete v and decrease the thresholds of all its neighbors by one.
Considering that changes propagate over each edge at most once, it is not hard to see that Reduction Rule 1 can be applied exhaustively in linear time. With Reduction Rule 1, we can define the graph that remains after an activation process.
Definition 1 Let (G = (V, E), thr, k) be an instance of TSS, let S V; and let thr S : V ! N [ f0g with thr S ðvÞ :¼ 1 for all v 2 S and thr s ðvÞ :¼ thrðvÞ for all v 2 V n S: Then, we call the instance ðG 0 ; thr 0 ; k 0 Þ that results from exhaustively applying Reduction Rule 1 to (G, thr S , k) the S-reduced instance of (G, thr, k).
Observe that reducing an instance with respect to a target set S results in the empty graph.
Clearly, instead of adding a threshold-one vertex to the target set, it is at least as good to add one of its neighbors. Thus, since we assume that there is at least one vertex with threshold at least two in each connected component, there is a target set containing only vertices with threshold at least two.
Observation 2 (Lemming Vertices) Let G = (V, E) be a connected graph reduced with respect to Reduction Rule 1. Then there is an optimal target set for G not containing vertices with threshold one.
The next observation is helpful for modifying solutions by means of vertex exchange. If we add a new vertex with reasonable threshold to a graph and make it adjacent to all other vertices, then a target set for the original graph is a target set for the new graph, since the new vertex gets activated if all other vertices are active (at the latest).
Observation 4 (Vertex Addition) Let G = (V, E) be a graph and let S V be a target set for G. Let G 0 denote the graph that results from adding a vertex v with thr(v) B |V| to G and connecting it to thr(v) arbitrary vertices of G. Then S is also a target set for G 0 : Conversely, if S 0 is a target set for G 0 such that v 6 2 S 0 ; then S 0 is also a target set for G.
For a vertex subset V 0 V it makes no difference for the V 0 -reduced instance of (G, thr, k) whether we activate all vertices in V 0 at once or if the vertices of V 0 are activated one at a time in an arbitrary order.
Observation 5 (Chain Reduction) Let I be an instance of TSS with vertex set V, let S 1 ; S 2 V with S 1 [ S 2 = S and S 1 \ S 2 ¼ ;; and let I 1 be the S 1 -reduced instance of I. Then, the S 2 -reduced instance of I 1 is identical to the S-reduced instance of I.
With Observation 2 it is easy to verify that ''subdividing'' an edge {u, v}, i.e., replacing {u, v} with a new threshold-one vertex that is adjacent exactly to u and v, leads to an equivalent instance.
Observation 6 (Subdivision) Let G be a graph and let {u, v} be an edge of G. Let G 0 denote the graph that results from deleting the edge {u, v} and inserting a vertex x with thr(x) = 1 and the edges {x, u} and {x, v}. Then, G has a target set of size k if and only if G 0 has a target set of size k.
Non-adjacent vertices with the same open neighborhood are interchangeable in any target set.
Definition 2 Let G = (V, E) be a graph. Two non-adjacent vertices with the same open neighborhood are called twins. A set V 0 of vertices is called critical independent set if each two distinct vertices from V 0 are twins and V 0 is maximal with respect to this property.
Observation 7 (Twin Exchange) Let G = (V, E) denote a graph and let u; v 2 V denote two twins of G with thr(u) C thr(v). In addition, let S denote a target set with v 2 S and u 6 2 S: Then, S 0 :¼ ðS n fvgÞ [ fug is a target set for G.
If the diameter of a given graph G is one, then G is a clique. By a simple exchange argument, we can see that there is a minimum-size target set for G that contains the vertices with the highest thresholds. In the following, we describe a linear-time algorithm that computes an optimal target set for a given clique. By Observation 1, we can assume that the thresholds are upper bounded by the cardinality n of the vertex set. Thus, we can sort the vertices by their thresholds in linear time. Once sorted, determining a minimum-size target set can be done in one pass: In the algorithm, we maintain an integer k representing the current target set size. Considering vertices v i from lowest threshold to highest, we set k :¼ maxfk; minfthr(v i ) À i; n À igg until i = n -k. The remaining k vertices then form a minimum target set. In summary, we obtain the following.
Observation 8 (TSS on Cliques) If G is a clique, then a minimum size target set for the instance (G, thr) can be computed in O(n) time.
Parameterization by the diameter
Since many real-world (social) networks have small diameter (Girvan and Newman 2002; Newman 2003 Newman , 2010 Newman and Park 2003) , it is natural to investigate the influence of the parameter diameter on the complexity of TSS. This section is organized as follows.
First, we consider graphs with arbitrary threshold functions and bounded diameter. If the diameter of the On tractable cases of Target Set Selection 239 input graph G is one (i.e., G is a clique), then, by Observation 8, TSS can be solved in linear time. For graphs with diameter two, the close relationship to Dominating Set suggests that TSS is W[2]-hard (Downey et al. 2008) . We confirm this intuition by proving W[2]-hardness of TSS with respect to the parameter ''target set size'' k even for split graphs of diameter two. Second, we consider graphs with bounded diameter and restricted threshold functions. We show that TSS parameterized by the target set size k remains W[2]-hard when restricted to bipartite graphs with diameter four and constant or majority thresholds.
All our hardness proofs use parameterized reductions from the W[2]-hard Hitting Set problem and can be seen as refinements of the following basic reduction.
Basic reduction
Our hardness proofs use parameterized reductions from Hitting Set (HS), which is defined as follows. Given a set family F ¼ fF 1 ; . . .; F m g over a universe U ¼ fu 1 ; . . .; u n g and an integer k C 0, decide whether there is a hitting set U 0 U (i.e., for every 1 B i B m, it holds that F i \ U 0 6 ¼ ;) of size at most k. Hitting Set is NP-hard (Garey and Johnson 1979) and W[2]-hard with respect to the parameter k (Downey and Fellows 1999) .
The following construction is the starting point of all our hardness reductions. Given a Hitting Set instance consisting of a set family F over a universe U and a positive integer k, the bipartite incidence graph GðU; F Þ ¼ ðV U [ W F ; EÞ is defined as follows. The first partition V U contains a vertex for every element u 2 U; i.e., V U :¼ fv u : u 2 Ug: Analogously, the second partition W F contains a vertex for every subset, i.e., W F :¼ fw F : F 2 F g: The vertices in V U are called element-vertices and the vertices in W F are called subset-vertices. There is an edge between an element-vertex v u and a subset-vertex w F if and only if u 2 F (see Fig. 1 for an example with given thresholds). Clearly, GðU; F Þ can be constructed in polynomial time.
Lemma 1 Let ðU; F Þ denote a Hitting Set-instance and let G :¼ GðU; F Þ denote the corresponding incidence graph. Moreover, let thr(v) = deg G (v) for all vertices v 2 V U and thr(w) = 1 for all w 2 W F : Then ðU; F Þ has a hitting set of size at most k if and only if G has a target set of size at most k.
Proof The '')''-direction follows by the simple observation that if U 0 U is a hitting set, then V 0 :¼ fv u : u 2 Ug is a target set for G; since thr(w) = 1 for all w 2 W F ; all vertices in W F are activated in the first round. Then, in the second round, all vertices in V U are activated.
For the ''(''-direction, let S denote a target set for G of size at most k. By Observation 2, we can assume that S V U : We prove that U 0 :¼ fu j v u 2 Sg is a hitting set by showing that every vertex in W F is activated in the first round, and, hence, has a neighbor in S. Assume towards a contradiction that there is a vertex w 2 W F that is not activated in the first round, i.e., w 6 2 A 1 G;thr ðSÞ: Then, since thr(w) = 1, no neighbor of w is contained in S. Note that to activate a vertex w at least one neighbor of w must be active before w. However, the activation of every neighbor v of w requires that w is active before v (since thr(v) = deg(v)). Both cases are mutually exclusive; a contradiction. h
Arbitrary thresholds
If the thresholds are not restricted, then by Observation 8 we have a linear-time algorithm for graphs with diameter one. On the other hand, we can show W[2]-hardness with respect to the target set size k for graphs of diameter at least two, thus giving a complete complexity dichotomy for the parameter diameter.
In the following, we consider graphs with diameter at least two. Apparently, TSS becomes much harder in this case. Specifically, even restricted to diameter-two split graphs, TSS is NP-hard and W[2]-hard with respect to the parameter k.
Theorem 1 Target Set Selection is NP-hard and W[2]-hard with respect to the parameter ''target set size'' k, even on split graphs with diameter two.
Proof We present a parameterized reduction from Hitting Set, which is W[2]-complete (Downey and Fellows 1999) with respect to the parameter ''target set size''. Given an Fig. 1 Incidence graph for a Hitting Set instance: U ¼ fu 1 ; . . .; u 6 g and F ¼ fF 1 ; . . .; F 10 g with F 1 = {u 1 }, F 2 = {u 1 , u 2 }, F 3 = {u 2 }, F 4 = {u 1 , u 3 , u 4 , u 5 }, F 5 = {u 2 , u 4 , u 6 }, F 6 = {u 1 , u 2 , u 3 , u 4 , u 6 }, F 7 = {u 3 , u 4 , u 6 }, F 8 = {u 4 , u 5 , u 6 }, F 9 = {u 4 , u 6 }, F 10 = {u 6 }. The numbers in the vertices denote their thresholds HS instance ðF ; U; kÞ consisting of a set family F ¼ fF 1 ; . . .; F m g over a universe U ¼ fu 1 ; . . .; u n g and an integer k C 0, we construct a TSS instance (G, thr, k) consisting of a graph G = (V, F), a threshold function thr : V ! N [ f0g and k. To this end, recall the definition of the incidence graph GðU; F Þ ¼ ðV U [ W F ; EÞ (see Sect. 2). The graph G = (V, F) is constructed as follows. First, set V :¼ V U [ W F and F :¼ E: Second, add a new vertex x 6 2 ðV U [ W F Þ to G and connect x to all vertices in W F : Finally, make V U [ {x} a clique. The thresholds are set as follows. For every subset-vertex w F 2 W F ; set thrðw F Þ :¼ 1 and for every element-vertex v u 2 V U ; set thrðv u Þ :¼ deg GðU;F Þ ðv u Þ þ k þ 1: Finally, complete the construction by setting thrðxÞ :¼ jW F j þ k: Since W F is an independent set and V U [ {x} is a clique, G is a diametertwo split graph (see Fig. 2 ).
For the correctness, it remains to show that ðF ; U; kÞ is a yes-instance of HS if and only if (G, thr, k) is a yesinstance of TSS.
'')'': If ðF ; U; kÞ is a yes-instance, then there exists a size-k hitting set U 0 for F : We show that S :¼ fv u : u 2 U 0 g is a size-k target set for G. Since U 0 is a hitting set, all vertices in W F are activated by S in the first round. Hence, x is activated in the second round. Finally, in the third round all vertices in V U n S are activated since for every vertex in V U n S all neighbors in W F have been activated in the first round and x in the second.
''('': If (G, thr, k) is a yes-instance of TSS, then, by Observation 2 (Lemming Vertices), there is a target set S of size at most k that does not contain any vertex with threshold one. Hence, S V U [ fxg: Clearly, we can assume without loss of generality that S contains exactly k vertices of V U [ {x}. Next, we show that x 6 2 S; and, hence, S V U : Assume towards a contradiction that x 2 S: Then, |S \ V U | = k -1. Let i denote the first round in which a vertex in V U n S is activated, i.e., i :¼ minfj : G;thr ðSÞ(V; a contradiction to the fact that S is a target set for G. h
Restricted thresholds
We show two computational hardness results for TSS on bipartite graphs of constant diameter and restricted threshold functions. We prove that TSS on bipartite graphs with diameter four remains NP-hard and W[2]-hard with respect to the parameter target set size k, even if all vertices have threshold two or all vertices respect the majoritythreshold condition (see Sect. 2).
For both results, we modify the generic reduction given in Sect. 3.1 to match the respective restrictions.
Theorem 2 Target Set Selection is NP-hard and W[2]-hard with respect to the parameter ''target set size'' k, even on bipartite graphs with diameter four and all vertices having threshold two.
Proof We present a parameterized reduction from Hitting Set. Given an HS instance ðF ; U; kÞ consisting of a set family F ¼ fF 1 ; . . .; F m g over a universe U ¼ fu 1 ; . . .; u n g and an integer k C 0, we construct a TSS instance Fig. 2 A schematic picture of the constructed split graph. The vertices in the upper box form a clique, the vertices in the lower box form an independent set. The only way to activate all vertices with a target set of size k is to choose k vertices in V U such that these k vertices activate all vertices in W F On tractable cases of Target Set Selection 241 Finally, we construct a global shortcut-gadget with the purpose of decreasing the diameter of the constructed graph. The shortcut-gadget consists of the three new vertices x; x 0 ; and x 00 with the edges fx; x 0 g and fx; x 00 g: Furthermore, x is connected to all vertices in A [ W F [ Q: The thresholds of all vertices in the constructed graph G are set to two.
Note
x 00 g is a vertex cover and an independent set of G. Hence, G is bipartite and since x is connected to all vertices in this vertex cover, the diameter of G is at most four. Also note that degðx 0 Þ ¼ degðx 00 Þ ¼ 1 and, thus, Observation 1 (Stubborn Vertices) implies that x 0 and x 00 are contained in all target sets for G. The activation of x 0 and x 00 also activates x, which, in turn, decreases the thresholds of all vertices adjacent to x by one. By Observation 5 (Chain Reduction), it suffices to show that the fx 0 ; x 00 g-reduced instance ðG 0 ; thr 0 ; kÞ of (G, thr 2 , k ? 2) is equivalent to ðF ; U; kÞ:
In the following, we show that ðF ; U; kÞ is a yesinstance if and only if ðG 0 ; thr 0 ; kÞ is a yes-instance. First, observe that for each u 2 U; the set A '')'': If ðF ; U; kÞ is a yes-instance of HS, then there is a size-k hitting set U 0 for F : We show that S :¼ fb Next, we show that TSS remains W[2]-hard for constantdiameter graphs even if we restrict the thresholds to respect the majority condition. To this end, we employ the following two lemmas stating that for each instance of TSS (on arbitrary graphs), we can find an equivalent instance with a diameter-four bipartite graph that respects the majority threshold condition. It uses two local modifications that allow us to modify the thresholds of any vertex. The first lemma shows that given a TSS instance with arbitrary threshold function, one can build an equivalent instance with majority thresholds. See Fig. 4 for an example of the construction. Next, we argue that I and I 0 are equivalent.
First, observe that thrðvÞ ¼ thr 0 ðvÞ for all vertices v 2 V [ : Second, observe that x is contained in every target set for G 0 of size at most k ? 1; even if all vertices in V \ are active (effectively decreasing the threshold of x to (k ? 2)) at least (k ? 2) vertices from D must be contained in a target set in order to activate x (which is not possible for a target set of size at most k ? 1).
Let I 00 denote the {x}-reduced instance of I 0 : By construction, in I 00 the threshold of every vertex v 2 V equals its threshold in I (observe that activating x activates all vertices in V * , which, in turn, implies that in I 0 the thresholds of the vertices in V \ are decreased to their values in I). Moreover, since by Observation 2 we can assume that the newly introduced degree-one vertices adjacent to the vertices in V [ are not contained in an optimal target set, it follows directly that I is a yes-instance if and only if I 0 is a yes-instance. h
Next, we show that one can transform any instance I of TSS into an equivalent instance with a bipartite graph of diameter four. The basic idea is as follows. First, we subdivide each edge as described in Observation 6 to obtain a bipartite graph. Second, by adding a new vertex x that is guaranteed to be in all optimal target sets, and connecting it to all vertices that were newly introduced in the subdivision process, we decrease the diameter to four while increasing k only by one and maintaining majority thresholds. Fig. 4 An adjusted graph that respects the majority threshold condition. The original graph is formed by the second and third row and is the same as in Fig. 1 On tractable cases of Target Set Selection 243
Lemma 3 Let I := (G, thr, k) be an instance of TSS. Then, there is an instance I 0 ¼ ðG 0 ; thr 0 ; k þ 1Þ of TSS such that G 0 is bipartite, has diameter at most four, and I is a yes-instance if and only if I 0 is a yes-instance. Moreover, if I respects the majority threshold condition, then so does I 0 :
Proof Given I, the new instance I 0 is built as follows. First, subdivide each edge as described in Observation 6. This ensures that the resulting graph is bipartite. 0 respects the majority threshold condition as well. Moreover, note that the constructed graph is bipartite. One partition is given by V E [ D and the other partition is V [ {x}. Furthermore, the new vertex x is adjacent to all vertices in V E . Thus, the diameter is at most four.
Finally, we argue that I and I 0 are equivalent. To this end, first observe that x is contained in every target set for G 0 of size at most k ? 1; even if all vertices in V E are active (effectively decreasing the threshold of x to k ? 2) at least k ? 2 vertices from D must be contained in a target set in order to activate x (which is not possible for a target set of size at most k ? 1). Second, observe that the graph of the {x}-reduced instance of I 0 is identical to the graph that results by subdividing every edge of G. Thus, Observation 6 implies that I is a yes-instance if and only if I 0 is a yes-instance. h
By combining Lemmas 1, 2 and 3, one directly obtains the following.
Theorem 3 Target Set Selection is NP-hard and W[2]-hard with respect to parameter k, even on bipartite graphs with diameter four and majority thresholds..
Note that the construction behind Theorem 3 is not limited to majority thresholds. It works for any threshold function that is linear in the degree. Hence, we have the following corollary.
Corollary 1 Target Set Selection is NP-hard and W[2]-hard with respect to parameter k even on bipartite graphs with diameter four and any threshold function that is linear in the degree.
Parameterization by the cluster editing number
Target Set Selection is motivated by applications in social networks. Since social networks usually have clique-like substructures (communities), it is reasonable to consider a parameterization that measures the distance from the input graph to a graph consisting only of isolated cliques, a socalled ''cluster graph'' (Shamir et al. 2004 ). One such distance measure is the size f of a minimum cardinality cluster editing set, i.e., a smallest set of edges whose removal or addition results in a cluster graph. Another, similar distance measure is the size n of a minimum cardinality cluster edge deletion set, i.e., a smallest set of edges whose removal results in a cluster graph. By definition, f n:
For arbitrary thresholds, we show that TSS is fixedparameter tractable with respect to the parameters f and n, by providing algorithms running in Oð16 f Á m þ n 3 Þ and
Oð4
n Á m þ n 3 Þ time, respectively. We present a linear-time computable problem kernel whose number of vertices grows linearly with f when the thresholds are bounded by some constant. In fact, we can bound the number of vertices in this kernel by 2fðt max þ 1Þ; where t max is the maximum threshold value occurring in the input.
Our elaborations highly depend on the notion of ''critical cliques'': a clique K in a graph is a critical clique if all its vertices have the same closed neighborhood and K is maximal with respect to this property. Computing all critical cliques of a graph can be done in linear time (McConnell and Spinrad 1994) . Note that critical cliques are always disjoint and, hence, the critical cliques of a graph form a partitioning of the vertices of the graph.
In this section, we assume that our input graph contains no isolated cliques: By Observation 8, we can find a minimum size target set in cliques in linear time. Hence, if our input graph contains isolated cliques, we can first solve these cliques optimal in linear time and then solve the remaining graph with the remaining value of k.
Arbitrary thresholds
To present a strategy for solving TSS in case of arbitrary thresholds, we first introduce a data reduction rule that shrinks clique-like substructures. The key to showing fixed-parameter tractability is the observation that, in a graph reduced with respect to this data reduction rule, the search for an optimal target set can be restricted to a set of 4f vertices.
The description of the parameter-independent data reduction rule that shrinks clique-like substructures reads as follows. Consider a critical clique K in the input graph G and its neighbors N G (K). Note that N G (K) separates K from the rest of G. If activating all vertices in N G (K) is not enough to activate all vertices of K, then every target set of G has to contain some vertices of K. By Observation 7 (Twin Exchange), we can assume without loss of generality that those vertices have the highest thresholds among all vertices of K. These considerations lead to the following (see Fig. 5 for an example).
Reduction Rule 2 Let I := (G, thr, k) be an instance of TSS and let K be a critical clique in G. Moreover, let ðG 0 ; thr 0 ; k 0 Þ be the N G (K)-reduced (see Definition 1) instance of (G[N G [K ] ] , thr, k) and let S denote an optimal target set for ðG 0 ; thr 0 Þ:
Then, replace I with the S-reduced instance of I.
Herein G 0 is a clique and, hence, an optimal target set S for ðG 0 ; thr 0 Þ can be computed in linear time (see Sect. 3). Note that this reduction rule is parameter-independent, i.e., the reduction rule is executable without knowledge about the parameter value.
Lemma 4 Reduction Rule 2 is correct and can be exhaustively applied in Oðn Á ðn þ mÞÞ time.
Proof The correctness follows from the discussion before the presentation of Reduction Rule 2.
Next, we upper-bound the running time. After one application of Reduction Rule 2, the critical cliques may change and thus have to be recomputed. However, each application of Reduction Rule 2 removes at least one vertex. Hence, Reduction Rule 2 can be exhaustively applied in Oðn Á ðn þ mÞÞ time.
h
Having reduced the input instance with respect to Reduction Rule 2, we claim that we can limit our considerations to a small subset of vertices of the remaining graph. To see this, consider a cluster editing set E 0 of a graph G and let VðE 0 Þ denote the vertices incident to the edges in E 0 (we call the vertices in VðE 0 Þ affected by E 0 ).
Since jEj 0 ¼ f we have jVðE 0 Þj 2f: Let K be a critical clique of G and V(K), the vertices of K. Let 
We define K high as the set of the |N G (K)| vertices of a critical clique K with the highest thresholds. If Proof Let S be an optimal target set for (G, thr 
Theorem 4 Target Set Selection can be solved in Oð16
f Á m þ n 3 Þ time, where f denotes the cluster editing number of the input graph.
Proof We assume that the input instance is reduced with respect to Reduction Rule 2. To solve TSS, proceed as follows. In a first step, compute an optimal cluster editing set E 0 : Then, check each subset of
for being a target set for (G, thr, k) and choose one of minimum cardinality.
The correctness follows directly by Lemma 6: since (G, thr, k) is reduced with respect to Reduction Rule 2 there is an optimal target set S VðE 0 Þ [ V high E 0 : For the running time note the following. By Lemma 4, a reduced instance can be computed in Oðn Á mÞ time. Moreover, note that an optimal cluster editing set can be found in Oð1:62 f þ f 2 þ n þ mÞ time (Böcker 2011) . Finally, by
Lemmas 6 and 7, we have jVðE 0 Þ [ V high E 0 j 4f: Hence, given E 0 ; one can find an optimal target set by checking
Cluster edge deletion number For TSS parametrized by the weaker 8 parameter ''cluster edge deletion number n'', we show that there is an optimal target set consisting only of affected vertices. Here the affected vertices VðE 0 Þ are incident to edges from the cluster edge deletion set E 0 : Since jVðE 0 Þj 2n; this directly implies fixed-parameter tractability with respect to n with a ''better'' running time bound compared to the stronger parameter cluster editing number. The details follow.
Lemma 8 Let I := (G, thr, k) denote a yes-instance of TSS reduced with respect to Reduction Rule 2 and let E 0 denote an optimal cluster edge deletion set of G. Then, there exists an optimal target set S for I with S VðE 0 Þ:
Proof Let S be an optimal target set for (G, thr) with S n VðE 0 Þ 6 ¼ ;: Moreover, let U :¼ V n VðE 0 Þ denote the unaffected vertices. We show that there is also an optimal target set for G that contains only vertices of VðE 0 Þ: Let x 2 U \ S be arbitrarily chosen and let K denote the isolated clique in ðV; E n E 0 Þ with x 2 K: Let X = K \ U and Y ¼ K n U: Clearly, K is a clique in G and Y = N G (X). Moreover, observe that X is a critical clique in G with x 2 X: We show that there is a vertex y 2 Y such that ðS n fxgÞ [ fyg is a target set for G. By an iterative application of this exchange argument, we can conclude that there is an optimal solution containing only affected vertices.
Let ðG 0 ; thr 0 ; k 0 Þ denote the S 0 :¼ S n fxg-reduced instance of (G, thr, k). Since S is an optimal target set and the instance is reduced with respect to Reduction Rule 2, we can assume that x 2 VðG 0 Þ and Y \ VðG 0 Þ 6 ¼ ;: Clearly, {x} is a target set for ðG 0 ; thr 0 Þ and, by Observation 5, for every target set S 00 for ðG 0 ; thr 0 Þ the set ðS n fxgÞ [ S 00 is a target set for (G, thr). 
for some r C ' and, hence, {y} is a target set for G 0 : For the base case, observe that Bðx; 0Þ ¼ Bðy; 0Þ ¼ ;. Next, we provide the induction step, i.e., we show that Bðx; i À 1Þ Bðy; i À 1Þ implies Bðx; iÞ Bðy; iÞ for all 0 B i \ '. Assume towards a contradiction that Bðx; i À 1Þ Bðy; i À 1Þ; but Bðx; iÞ n Bðy; iÞ 6 ¼ ; and let v 2 Bðx; iÞ n Bðy; iÞ: Since by definition of ', we know that y 6 2 A activates all vertices in X 0 : All in all, {y} is a target set for G 0 and ðS n fxgÞ [ fyg is a target set for G. h By Lemma 8, an optimal target set can be found by systematically checking every subset of the at most 2n vertices affected by an optimal cluster edge deletion set, leading directly to the following theorem.
Theorem 5 Target Set Selection can be solved in Oð4
n Á m þ n 3 Þ time, where n denotes the cluster edge deletion number of the input graph.
Proof First, we describe the solving strategy. We assume that the input instance is reduced with respect to Reduction Rule 2. To solve TSS, proceed as follows. In a first step, compute an optimal cluster edge deletion set E 0 : Then, check each subset of VðE 0 Þ for being a target set for (G, thr).
The correctness follows directly by Lemma 8; since (G, thr) is reduced with respect to Reduction Rule 2 there is an optimal target set S VðE 0 Þ: For the running time, note the following. By Lemma 4, a reduced instance can be computed in Oðn Á mÞ time. Moreover, note that an optimal cluster edge deletion set can be found in Oð1:42 n þ nmÞ time (Böcker and Damaschke 2011) . Finally, note that jVðE 0 Þj 2n: Hence, given E 0 ; one can find an optimal target set by checking every S VðE
Note that all FPT-results in this section rely on checking all subsets of a size-bounded vertex set. Finding non-bruteforce algorithms for parameter cluster editing number or cluster edge deletion number remains as a task for future work.
Restricted thresholds
In the previous section, Reduction Rule 2 helped us shrink the set of vertices that have to be considered for an optimal target set. While this constitutes a ''weak kernel'' and helps solve TSS, we could not derive a polynomial-size problem kernel in the classical sense. As it turns out, the obstacle is not being able to bound the thresholds of vertices. However, if the instances that need to be solved already exhibit an upper bound on the maximum threshold, then we can compute a polynomial-size problem kernel. In the following, we present a data reduction rule shrinking large critical cliques until their size can be bounded by this maximum threshold t max . Thereby, we obtain a problem kernel for TSS with 2fðt max þ 1Þ vertices, which is linear in f if the thresholds of the input are bounded by a constant.
Consider a critical clique K containing at least t max ? 1 vertices. Informally speaking, it is sufficient to keep the t max vertices of K with the smallest thresholds, since if these are active, then all vertices in N G [K] are activated.
Reduction Rule 3 Let (G, thr, k) be an instance of TSS and let t max denote the maximum threshold of this instance. Futhermore, let K be a critical clique in G with |K| [ t max and let K high t max denote the |K| -t max vertices inside K with highest thresholds. Then, delete the vertices in K high t max from G.
Lemma 9 Reduction Rule 3 is correct and can be exhaustively applied in linear time.
Proof We first show the correctness of the reduction rule: (G = (V, E), thr, k) is a yes-instance if and only if the reduced instance ðG 0 ¼ ðV 0 ; E 0 Þ; thr 0 ; kÞ is a yes-instance.
''('': Let S be a target set for ðG 0 ; thr 0 ; kÞ: Let v 2 V n V 0 be a vertex removed by the application of the data reduction rule. Then v has at least t max neighbors in K that are not removed. Since S activates all the remaining t max vertices in K and thr(v) B t max , the vertex v also gets activated. Hence, S is also a target set for (G, thr, k).
'')'': In the following, we show that if S contains a vertex v 2 K high t max then we can exchange v for the vertex u with the highest threshold in K n ðS [ K high t max Þ in S. Since u 6 2 S; there must be some j [ 0 such that u is activated in the jth activation round. Since there is no vertex in K n ðS [ K high t max Þ with higher threshold than u, we know that all vertices of K that are not in K high t max are active in activation On tractable cases of Target Set Selection 247 round j. Since v is active in each activation round i with i \ j, and u and v have the same closed neighborhood, we do not change A i G;thr ðSÞ n fu; vg by replacing v with u in S. Thus, all vertices in K n K high t max are active in the jth activation round. Since jK n K high t max j ¼ t max ; all vertices in K high t max are active in the activation round j ? 1. By iteratively applying this argument, we arrive at a target set S with S \ K high t max ¼ ;. Hence, S is a target set for the reduced instance ðG 0 ; thr 0 ; kÞ: For the running time, note that all critical cliques can be found in O(n ? m) time (McConnell and Spinrad 1994) . Let K 1 ; . . .; K ' denote the critical cliques of G. We can sort the vertices in these critical cliques by their thresholds in O(|K i |) time using bucket sort in order to determine the vertices that can be deleted. Hence, for all critical cliques,
Clearly, deleting these vertices is doable in O(n ? m) time. Note that deleting some (but not all) vertices of a critical clique does not change other critical cliques. Hence, the critical cliques have to be computed only once. Thus, the total running time for the exhaustive application of Reduction Rule 3 is linear.
h By Lemma 7, the number of critical cliques that are disjoint to VðE 0 Þ is upper bounded by 2f and each critical clique contains at most t max vertices. Thus, the number of vertices in a reduced graph is at most 2fðt max þ 1Þ:
Theorem 6 Target Set Selection admits a problem kernel with 2fðt max þ 1Þ vertices, where f and t max denote the cluster editing number and the maximum threshold value of the input graph, respectively. The kernelization runs in linear time.
Proof Let (G = (V, E), thr) denote an instance that is reduced with respect to Reduction Rule 3. By Lemma 7, there are at most 2f critical cliques disjoint to VðE 0 Þ: Hence, jVj ¼ jVðE 0 Þj þ P K2K jKj 2f þ 2ft max ¼ 2fðt max þ 1Þ: The running time follows directly from Lemma 9. h
Parameterization by the vertex cover number
The vertex cover number s of a graph G denotes the cardinality of an optimal vertex cover of G (i.e., a minimumsize vertex set such that every edge of G has at least one endpoint in this set). Since deleting all vertices in a vertex cover results in a graph without edges, a vertex cover of a graph G is a feedback vertex set for G as well. Moreover, it is a well-known fact that the feedback vertex set number is an upper bound on the treewidth. Hence, the vertex cover number is an upper bound on the treewidth, as well. BenZwi et al. (2011) have shown that TSS is W[1]-hard for the combined parameter ''treewidth and target set size''. Indeed, their reduction shows that TSS is W[1]-hard even for the combined parameter ''feedback vertex set number and target set size''. These hardness results motivate the study of TSS parameterized by parameters larger than the feedback vertex set number as, e.g., the vertex cover number (Bodlaender et al. 2011; Fellows et al. 2008; Fiala et al. 2011 ).
Arbitrary thresholds
If the input graph G is reduced with respect to Reduction Rule 1 from Sect. 2, then the threshold of each vertex is bounded by its degree. Thus, each vertex can be activated by activating all its neighbors. This implies that a vertex cover of G is also a target set for G and, hence, the target set size k is at most the vertex cover number s of G. In this sense, the vertex cover number s is a ''weaker'' parameter than the target set size k. This allows us to develop fixedparameter algorithms with respect to the parameter s. Let G = (V, E) denote a graph and let Z denote a vertex cover of G. Then, I :¼ V n Z is an independent set. The key for showing fixed-parameter tractability of TSS with respect to the vertex cover number s is to upper-bound the number of vertices in I that are candidates for an optimal target set. To this end, vertices in I with an identical neighborhood are of particular interest.
The vertices of I are contained in at most 2 |Z| critical independent sets (see Definition 2)-one for each subset of Z. Observation 7 (Twin Exchange) from Sect. 2 allows us to focus on a restricted number of vertices for each critical independent set when looking for an optimal target set.
In the following, we assume that the vertices of the input graph are sorted decreasingly by their thresholds. By Observation 7, we can directly conclude that there is an optimal target set that contains for each critical independent set I only vertices from the set of k vertices with highest threshold. Moreover, we can bound the number of critical independent sets by a function of s, leading to fixed-parameter tractability of TSS with respect to s. Proof Let (G = (V, E), thr, k) denote the input instance of TSS. In the following, we assume that G is reduced with respect to Reduction Rule 1 from Sect. 2.
Theorem 7 Target Set Selection can be solved in Oð2
The algorithm works as follows. In a first phase, it computes an optimal vertex cover Z of G (this can be done in O(1.2738 s ? s n) time (Chen et al. 2010) ). If k C |Z|, then the algorithm returns Z. Otherwise, in a second phase the algorithm computes a set C of at most ð2 s þ 1Þ Á s vertices for which there exists an optimal target set S with S C: The set C is computed as follows: For each critical independent set, C contains k vertices with highest threshold (for a critical independent set of cardinality at most k all its vertices are in C). In the third phase, the algorithm systematically checks every size-k subset of C for being a target set. If no target set is found, then it rejects the instance. Next, we show that the presented algorithm finds a target set of size at most k for G, if it exists. For the correctness of the first phase note that, since G is reduced with respect to Reduction Rule 1, any vertex cover of G is also a target set for G. For the correctness of the other phases note that, by iteratively applying Observation 7, we can conclude that there exists an optimal target set S with S C: Thus, the correctness of the algorithm follows by the fact that it checks every size-k subset of C.
Finally, we give an upper bound on the running time of the algorithm. The running time of the first phase is dominated by the computation of an optimal vertex cover which is doable in O(1.2738 s ? sn) time (Chen et al. 2010) . Moreover, the second phase of the algorithm needs O(n ? m) time, which can be seen as follows. All critical independent sets of G can be computed in O(n ? m) time (McConnell and Spinrad 1994) . Let I 1 ; . . .; I ' denote the critical independent sets of G. Then, sorting all critical independent sets by their thresholds with bucket sort, one can compute
For the running time bound of the third phase, we first show that jCj 2 s Á s þ s: Note that the vertices in V n Z are contained in at most 2 s critical independent sets (one for every subset of Z). Since C contains at most k B s vertices from each of these critical independent sets, C contains at most 2 s Á s vertices from V n Z: In addition, C contains all vertices from Z, summing up to at most 2 s Á s þ s in total. This observation allows us to bound the running time of the third phase by Oð2 jCj Á ðn þ mÞÞ ¼ 
Restricted thresholds
Next, we show that TSS admits a problem kernel with Oð2 s Á t max Þ vertices. Moreover, we show that TSS parameterized by the vertex cover number presumably does not admit a polynomial-size problem kernel even for majority thresholds.
First, we present a problem kernel for the combined parameter ''vertex cover number s and maximum threshold t max ''. To bound the number of vertices in a reduced instance, we need (besides Reduction Rule 1 from Sect. 2) one further data reduction rule that shrinks large critical independent sets. For every critical independent set of size at least t max , this rule removes all but t max vertices with smallest thresholds.
Reduction Rule 4 Let (G, thr, k) denote a TSS instance reduced with respect to Reduction Rule 1 and let I denote a critical independent set of G with |I| [ t max . Then delete |I| -t max highest-threshold vertices of I.
Lemma 10 Reduction Rule 4 is correct. Moreover, one application of Reduction Rule 4 takes O(n ? m) time.
Proof Let G 0 ¼ ðV 0 ; E 0 Þ denote the graph that results from applying Reduction Rule 4 to (G = (V, E), thr, k). Moreover, let H denote |I| -(t max ) vertices of I with highest thresholds and let I 0 :¼ I n H: Note that G 0 ¼ G½V n H: For the correctness, we show that (G, thr, k) is a yesinstance if and only if ðG 0 ; thr; kÞ is a yes-instance. ''('': Let S 0 be a target set for G 0 of size at most k. We show that S 0 is a target set for G as well. Since G 0 ¼ G½V n H; all vertices in V n H are activated by S 0 in G. Moreover, since thr(v) B deg G (v) for all vertices v 2 V (recall that G is reduced with respect to Reduction Rule 1), the vertices in I are activated by S 0 : '')'': Let S denote an optimal target set of size at most k for G. We show how to construct from S an optimal target set S 0 for G 0 : Let ' := |S \ I|. By Observation 7 from Sect. 2, we can assume that S contains the ' vertices with largest thresholds from I.
First, observe that every optimal target set for G contains at most t max vertices of I: Assume towards a contradiction that S contains at least t max ? 1 vertices from I. Let v 2 S \ I be arbitrarily chosen. Then S Ã :¼ S n fvg is a solution for G since |S * \ I| C t max and hence NðIÞ h Theorem 8 Target Set Selection admits a problem kernel with at most Oð2 s Á t max Þ vertices, where s and t max denote the vertex cover number and the maximum threshold value of the input graph, respectively. The kernelization runs in Oðn Á ðn þ mÞÞ time.
Proof Let G = (V, E) denote a graph that is reduced with respect to Reduction Rule 1 and Reduction Rule 4. We show that jVj s þ 2 s Á t max : To this end, let Z denote a size-s vertex cover for G. Note that the vertices in V n Z are contained in at most 2 s critical independent sets (one for every subset of Z). Moreover, since G is reduced with respect to Reduction Rule 4 (which requires G to be reduced with respect to Reduction Rule 1), the number of vertices in each of these critical independent sets is bounded by t max , and, hence, jV n Zj 2 s Á t max : Thus, jVj ¼ jV n Zj þ jZj 2 s Á t max þ s: For the running time note that, since each application of Reduction Rule 4 reduces the number of vertices by at least one, by Lemma 10, an instance reduced with respect to Reduction Rule 4 can be computed in Oðn Á ðn þ mÞÞ time.
The given problem kernel size is exponential in the parameter vertex cover number. Since every problem that is fixed-parameter tractable has a problem kernel (not necessarily of polynomial size), it is natural to ask whether there is a kernel with size polynomial in the parameter (Bodlaender 2009; Guo and Niedermeier 2007) . In the following, we answer this question negatively under reasonable complexity-theoretic assumptions. Dom et al. (2009) (Bodlaender et al. 2011) . Basically, a parameterized problem A is polynomial time and parameter reducible to a parameterized problem B if there exists a parameterized reduction from A to B that runs in polynomial time and ensures that the parameter of the constructed instance of B is polynomial in the parameter of the corresponding instance of A. See Bodlaender et al. (2011b, Definition 7) for a formal definition. Bodlaender et al. (2011b) have shown that, if the unparameterized versions of A and B are NP-complete, then a polynomial problem kernel for B implies a polynomial problem kernel for A.
We show that Hitting Set parameterized by |U| and k 0 is polynomial time and parameter reducible to TSS parameterized by the vertex cover number s and target set size k. As a consequence, we arrive at the following theorem.
Theorem 9
Target Set Selection does not admit a problem kernel of size (s ? k) O(1) unless coNP NP=poly; where k and s denote the target set size and the vertex cover number of the input graph, respectively. This result even holds for bipartite graphs with majority thresholds.
Proof We show that Hitting Set, parameterized by the combined parameter size of the universe |U| and target set size k 0 ; is polynomial time and parameter reducible to TSS on bipartite graphs with majority thresholds, parameterized by the combined parameter ''vertex cover number s and target set size k''. As a consequence, since (the unparameterized versions of) TSS and Hitting Set are NP-complete, TSS on bipartite graphs with majority thresholds does not admit a problem kernel of size (s ? k) O(1) unless coNP NP/poly (Dom et al. 2009 ).
Let ðF ; U; k 0 Þ denote a Hitting Set instance consisting of a set family F ¼ fF 1 ; . . .; F m g over a universe U ¼ fu 1 ; . . .; u n g and an integer k 0 ! 0: Recall the definition of the incidence graph GðU; F Þ ¼ ðV U [ W F ; EÞ (see Sect. 3.1). By Lemma 1, setting the threshold of every vertex in v 2 V U to the degree of v and for every vertex w 2 W F to one, we obtain that Hitting Set is polynomial time and parameter reducible to TSS on bipartite graphs with the combined parameter ''vertex cover number and target set size'' (note that, since GðU; F Þ is bipartite, V U is a vertex cover of GðU; F Þ of size |U|).
In the following, we refine this reduction to work for majority thresholds. To this end, we construct a TSS instance (G = (V, F) , thr, k). For ease of presentation, let C :¼ GðU; F Þ and hðxÞ :¼ deg C ðxÞ for x 2 V U [ W F : The graph G is constructed in several steps from C:
First, we set G :¼ C: Then, for every element-vertex Second, we add a set X U :¼ fx 1 ; . . .; x jUjÀ1 g of |U| -1 vertices to G. These vertices are connected to vertices in W F as follows. For each vertex w 2 W F we add the edges {w, x i } for all 1 B i B h(w) -1. This construction ensures that, assuming majority thresholds, a vertex w 2 W F becomes active if all vertices in X U and one vertex v 2 V U are active before w. Let H 0 denote the graph constructed so far.
Third, we enforce that the vertices in X U are contained in every minimal target set. To this end, for every vertex x i 2 X U we add deg Let D denote the set of all dummy vertices. Note that G is bipartite; one partition contains the vertices V 1 :¼ V U [ X U , the other partition contains the vertices V 2 :¼ W F [ D; and there are only edges between V 1 and V 2 . Moreover, since G is bipartite, V 1 is a vertex cover of G of size 2|U| -1.
For the correctness of the reduction, we show that ðF ; U; k 0 Þ is a yes-instance of HS if and only ifðG; thr; k 0 þ jX U jÞ is a yes-instance of TSS. '')'': Let U 0 U denote a hitting set. It is not hard to verify that S :¼ fv u : u 2 U 0 g [ X U is a target set for G. ''('': Let S be a target set for G of size at most jX U j þ k 0 : First, we show that X U S: By Observation 2, we can assume that S does not contain any vertex with threshold one. In particular, S \ D ¼ ;: Consider an arbitrary vertex x 2 X U : Since jNðxÞ n Dj\thrðxÞ; it holds that x 2 S: Let S 0 :¼ S n X U and let ðG 0 ; thr 0 ; k 0 Þ denote the X U -reduced instance of X U ðG; thr; k 0 þ jX U jÞ: By Observation 5, S 0 is a target set for G 0 of size at most k 0 : Moreover, for a vertex w 2 W F ; we have thr 0 ðwÞ ¼ 1 since thr(w) = h(x) and |N G (w) \ X U | = h(x) -1. Hence, by Observation 2 we can assume that S 0 V U : Furthermore, observe that thrðvÞ ¼ thr 0 ðvÞ ¼ hðvÞ for all vertices v 2 V U : Hence, by the same arguments as in the proof of Lemma 1 (see Sect. 3.1), it follows that U 0 :¼ fu : v u 2 S 0 g is a hitting set of size at most k. h 6 Parameterization by the feedback edge set number A further structural parameter of a graph G that is lower bounded by the treewidth of G is the size f of a smallest feedback edge set of G, i.e., a smallest set of edges of G whose deletion makes G acyclic. Recall that TSS is W[1]-hard with respect to the parameter feedback vertex set (Ben-Zwi et al. 2011) . Some real-world social networks are tree-like (Chen 2009 ) (e.g., sexual networks (Potterat et al. 2002) ) or scale-free (Franks et al. 2008 ). This often corresponds to small feedback edge sets and motivates parameterizing TSS with f. Like the vertex cover number s, the feedback edge set number f is a ''weaker'' parameter than treewidth, raising hope for faster algorithms for TSS in cases where f is small. See also Uhlmann and Weller (2010) for another problem studied with parameter feedback edge set. A clear advantage over treewidth (and tree decompositions) is that an optimal feedback edge set can be determined efficiently by computing a spanning tree.
In the following, we first show a problem kernel of size O(f) for TSS based on two data reduction rules and then present an algorithm that solves TSS in Oð4 f Á f þ mÞ time. Both results hold for arbitrary thresholds and, hence, we do not look at special threshold functions in this section.
Kernelization
Here, we present two data reduction rules for TSS that can be applied exhaustively in linear time and leave a problem kernel of size O(f). Reduction Rule 5 removes vertices v with thr(v) = deg(v) = 1 from G. Note that Reduction Rule 1 (see Sect. 2) removes all other degree-one vertices from G.
Reduction Rule 5 Let (G = (V, E), thr, k) be an instance of TSS reduced with respect to Reduction Rule 1 and let v 2 V with thr(v) = deg(v) = 1. Then delete v from G.
The correctness of Reduction Rule 5 follows immediately from Observation 2 (Lemming Vertices) in Sect. 2. One easily verifies that Reduction Rule 5 can be exhaustively applied in linear time. In a graph reduced with respect to Reduction Rules 1 and 5, we can bound the number of vertices with degree at least three by 2f.
Lemma 11 A graph with feedback edge set number f reduced with respect to Reduction Rules 1 and 5 has at most 2f vertices with degree at least three.
Proof Consider a graph G = (V, E) that is reduced with respect to Reduction Rules 1 and 5 and a minimum feedback edge set F of G. Let V 1 ,V 2 , and V C3 denote the sets of vertices of G whose degree in G -F is one, two, and at least three, respectively. Since G -F is a forest, we have |V C3 | B |V 1 |. Let V 0 2 be the set of vertices of V 1 [ V 2 that have degree at least three in G. Note that 2|F| C |V 1 | ? |V 0 2 |. We can now upper-bound the number of vertices of degree at least three in G by
With Lemma 11, we upper bound the number of vertices with degree at least three in graphs that are reduced with respect to Reduction Rules 1 and 5. Since these graphs do not contain degree-one vertices, it remains to bound the degree-two vertices.
In the following, bypassing a vertex v [ V with N(v) = {u, w} means to delete v from G and to insert the edge {u, w}. Note that, if u and w are already neighbors in G, then v must not be bypassed. Lemma 12 Reduction Rule 6 is correct and can be applied exhaustively in linear time.
Proof Let I := (G, thr, k) be an instance of TSS and let G contain a path (u, v, w) as described in Reduction Rule 6. Let I 0 :¼ ðG 0 ¼ ðV 0 ; E 0 Þ; thr 0 ; k 0 Þ denote the result of applying Reduction Rule 6 to (u, v, w) . Note that u and w being degree-two vertices that are neither neighbors nor twins implies N G [u] \ N G [w] = {v} and, hence, bypassing u and w is possible. If there is a vertex x 2 fu; v; wg with thr(x) = 1, then the correctness follows immediately from Observation 6 (Subdivision) in Sect. 2. Thus, we assume that thr(u) = thr(v) = thr(w) = 2 (recall that I is reduced with respect to Reduction Rule 1). We show that G has a target set of size k if and only if G 0 has a target set of size k 0 :¼ k À 1: '')'': Let S denote a target set of size k for G. If |S \ {u, v, w}| = 1, then S \ {u, v, w} = {v} because, otherwise, only one of implying v 6 2 A 0 G;thr 0 ðSÞ: Then, S 0 :¼ S n fvg is a target set for G À fu; v; wg ¼ G 0 À fvg: By Observation 4 (Vertex Addition), S 0 is also a target set for G 0 : If |S \ {u, v, w}| C 2, then we can assume that u; w 2 S: Let I * denote the {u, w}-reduced instance of I. It is not hard to see that I * equals the {v}-reduced instance of I 0 : Then, by Observation 5 (Chain Reduction), S 0 :¼ ðS [ fvgÞ n fu; wg is a target set for G 0 : ''('': Let S 0 denote a target set of size k -1 for G 0 : If v 2 S 0 ; then the {v}-reduced instance of I 0 equals the {u, w}-reduced instance of I. Then, by Observation 5 (Chain Reduction), S :¼ ðS 0 n fvgÞ [ fu; wgis a target set for G. If v 6 2 S 0 ; then S 0 is also a target set for G 0 À fvg ¼ G À fu; v; wg: Let (G * , thr * , k * ) denote the S 0 -reduced instance of I. Then, G * consists of the path (u, v, w) with thr * (u) = thr * (w) = 1 and thr * (v) = 2 and k * = 1. Then, {v} is a target set for G * and, by Observation 4 (Vertex Addition), S 0 [ fvg is a target set for G. By precomputing all twins in linear time (McConnell and Spinrad 1994) and maintaining a list of adjacent degree-two vertices for each vertex, we can apply Reduction Rule 6 in linear time.
The presented data reduction rules are enough to produce a 12f-vertex kernel that can be computed in linear time.
Theorem 10
Target Set Selection admits a problem kernel of size O(f), where f denotes the feedback edge set number. The kernelization runs in linear time.
Proof Let (G, thr, k) be an instance of TSS reduced with respect to Reduction Rules 1, 5, and 6. Furthermore, let F denote an optimal feedback edge set for G. Thus, T := G -F is a forest. Consider the graph T * that results from bypassing all vertices in T having degree two in both G and T. It is easy to see that all vertices in T * have the same degree in T * as they have in T. Hence, each vertex v with degree two in T * is incident to an edge of F in G because otherwise it would have been bypassed. Furthermore, each leaf in T * not incident to an edge of F is also a leaf in G, but since G is reduced with respect to Reduction Rules 1 and 5, each leaf of T * is incident to an edge of F. Consequently, the number of vertices of T * with degree at most two is bounded by 2f. Furthermore, by Lemma 11, the number of vertices of T * with degree at least three is bounded by 2f. Thus, the overall number of vertices in T * is at most 4f. Finally, since G is reduced with respect to Reduction Rule 6, for each edge {u, v} of T * , there are at most two vertices between u and v in T. Hence, the overall number of vertices of T can be bounded by 12f and since T is a forest, so can the overall number of edges of T. By construction of T, we can bound the overall number of vertices of G by 12f and the overall number of edges of G by 13f.
By Lemma 12, any graph can be reduced with respect to Reduction Rules 1, 5, and 6 in linear time. h 6.2 Fixed-parameter algorithm Theorem 10 already implies that TSS is fixed-parameter tractable by applying a brute-force search to the size-O(f) problem kernel. Here, we develop a more efficient fixedparameter algorithm. Our algorithm uses a search tree to compute a solution for an input instance (G, thr, k) for TSS if there is one. The algorithm uses two types of branchings, one branches on degree-two vertices that are in a cycle, the other branches on degree-at-least-three vertices.
In the algorithm, we use the notion of branching rules. Here, we analyze an instance I and replace it with a set I of new instances. The creation of new instances is defined in branching rules, which we call correct if the original instance I is a yes-instance if and only if there is a yesinstance in I : The maximum number of instances created in such a step is called the branching number of the corresponding branching rule. In analogy to data reduction rules, instances that are not subject to a specific branching rule R are called reduced with respect to R: By considering each application of a branching rule as a vertex labeled I with the elements of I as children, we can define a search tree for each input instance.
In the following, V ðGÞ denotes the set of all vertices of a graph G that are in cycles. Let C be some two-edgeconnected component of G containing at least three vertices, i.e., C is a non-singleton connected component that does not contain bridges 9 of G. Branching on degree-two vertices The first branching rule branches on vertices in V ðGÞ with degree two and threshold two. To this end, we present a branching rule with branching number two that decreases the feedback edge set number f in every application.
Branching Rule 1 Let I :¼ ðG ¼ ðV; EÞ; thr; kÞ be an instance of TSS and let v 2 V ðGÞ and thr(v) = deg(v) = 2. Then, create the {v}-reduced instance of I (see Definition 1) and create the instance
Since f ¼ m À ðn À #ccÞ where #cc is the number of connected components and removing an edge from a cycle increases neither #cc nor n, it is clear that f decreases by one as stated by the next observation.
Observation 9 Let G = (V, E) be some graph, and let e 2 E be an edge of G that is in some cycle of G. Then deleting e decreases the feedback edge set number of G.
With Observation 9, we can now prove the correctness of Branching Rule 1.
Lemma 13 Branching Rule 1 is correct and each application decreases the feedback edge set number of the input graph. Each application of Branching Rule 1 can be performed in linear time.
Proof Let I = (G, thr, k) denote the input instance and let S be an optimal target set for G (note that I is a yes-instance if and only if |S| B k). If v 2 S; then since thr(v) = deg(v), by Observation 5, reducing I with respect to {v} produces an instance that is equivalent to I. If v 6 2 S; then, by Observation 4, (G -v, thr, k) is equivalent to (G, thr, k) . In both cases, v is deleted and since v 2 V ðGÞ; at least one of the edges that are incident to v is in a cycle. By Observation 9, the feedback edge set number of both created instances is smaller than the feedback edge set number of G.
For the running time, note that the vertices that are in cycles in G can be found by computing all bridges of G, which can be done in linear time (Tarjan 1974) . Furthermore, the {v}-reduced instance of I can be computed in linear time (see running time of Reduction Rule 1, Sect. 2), implying that an application of Branching Rule 1 can be performed in linear time.
It is easy to see that Branching Rule 1 branches into at most two cases. After each application of Branching Rule 1, our algorithm exhaustively applies Reduction Rules 1 and 5 to the created instances. If none of Branching Rule 1 and Reduction Rules 1 and 5 can be applied to the graph, we employ a second branching rule that branches on each degree-at-most-three vertex of V ðGÞ:
Branching on degree-at-least-three vertices The second branching rule deals with vertices with degree at least three that are contained in cycles. To present the branching rule, we introduce the following notation. Recall that the set of degree-two vertices of the input graph G is denoted by V 2 and the vertices that are contained in cycles in G is denoted by V ðGÞ: For a two-edge-connected component C of G, we define V 2 ðCÞ ¼ V ðCÞ \ V 2 : Note that, if each twoedge-connected component of G is contracted into a single vertex, then the remaining graph is a forest. In the following, we call this forest the component forest T of G. The component forest of a graph can be computed in linear time by removing all bridges and computing the remaining connected components.
We will apply the second branching rule only to instances that are not subject to any of Reduction Rules 1 and 5 and Branching Rule 1. Note that, in this case, every leaf of T corresponds to a contracted non-singleton twoedge-connected component of G.
Branching Rule 2 Let I :¼ ðG; thr; kÞ be an instance of TSS that is reduced with respect to Reduction Rules 1 and 5 and Branching Rule 1. Let T be the component forest of G and let C denote a two-edge-connected component of G corresponding to a leaf in T. Finally, let v be the unique vertex in N G (V(C)), and let w be the unique vertex in N(v) \ V(C). Then, for each V 0 VðCÞ n V 2 ; create a new instance by modifying I in the following way: Lemma 14 Branching Rule 2 is correct and the relevant vertices can be computed in linear time.
Proof We show that I is a yes-instance if and only if at least one of the created instances is a yes-instance.
'')'': Let S be a solution for I and let S C := S \ V(C). Since I is reduced with respect to Reduction Rule 1 and Branching Rule 1, all vertices in V 2 (C) have threshold one. Thus, by Observation 2, there is an optimal solution for I that does not contain vertices of V 2 , implying S C VðCÞ n V 2 : If S C is a target set for C, then there is a V 0 ¼ S C such that the V 0 -reduced instance of I is created by Branching Rule 2 and is a yes-instance. Otherwise, since S is a solution for I, the set S n S C is a target set for G -V(C) and, hence, the instance ðG À VðCÞ; thr; k À jV 0 jÞ; which is created by Branching Rule 2, is a yes-instance.
''('': Let I 0 be a yes-instance that is created by Branching Rule 2 and let S 0 be a solution for I 0 : Let V 0 be the subset of V(C) that corresponds to I 0 : If V 0 is a target set for C, then, by Observation 5, S 0 [ V 0 is a solution for I. Otherwise, V 0 is a target set for C with thr(w) decreased by one. However, since v is activated by S 0 ; in the S-reduced instance of I, the threshold of w is decreased by one. Hence, by Observation 5, S 0 [ V 0 is a solution for I. For the running time, note that we can apply Branching Rule 2 by computing the component forest T of G, finding a leaf of T and listing all vertices of degree at least three in the two-edge-connected component corresponding to this leaf.h To analyze the branching number of Branching Rule 2, let C, v, and w be defined as in Branching Rule 2. Let G 0 denote the graph that results from removing the edge {v, w} from G and let C 0 denote the connected component of G 0 that contains all vertices of C. Let f C denote the feedback edge set of C 0 . Note that f C [ 0 because the input is reduced with respect to Reduction Rules 1 and 5. Since Lemma 11 applies to C 0 , the number of vertices in VðCÞ n V 2 is at most 2f C ? 1 (mind that w may have degree-three in G but only degree-two in G 0 ). Since C is completely erased in each of the instances created by Branching Rule 2, the feedback edge set number decreases by f C while, in total, 2 2f C ¼ 4 f C instances are created. For the sake of analyzing the search tree size, we can thus assume each application of Branching Rule 2 to decrease the feedback edge set number by one while creating four instances. This way, Branching Rule 2 can be pictured as, for two vertices x, y of V ðGÞ n V 2 ; branching into the four possibilities of including x or y (or none of them) into the solution.
Theorem 11 Target Set Selection can be solved in Oð4 f Á f þ mÞ time, where f denotes the feedback edge set number of the input graph.
Proof By Lemma 13, Branching Rule 1 decreases the feedback edge set number. Also since Branching Rule 1 creates only two instances, its branching number is two.
As argued above, we picture Branching Rule 2 as a branching rule with a branching number of four that decreases the feedback edge set number. Clearly, neither Reduction Rule 1 nor Reduction Rule 5 increase the feedback edge set number of the graph. We can thus bound the worst-case search tree size by 4 f with f denoting the feedback edge set number of the input graph.
In each search tree node, we apply Reduction Rules 1 and 5. These reduction rules can be applied exhaustively in linear time. Executing the branching rules takes linear time per search tree node. Since an instance that is not subject to any of the branching and reduction rules is a trivial yesinstance or a trivial no-instance, the whole algorithms runs in Oð4 f Á ðn þ mÞÞ time. By first applying the linear size problem kernel stated in Theorem 10, the running time Oð4 f Á f þ mÞ can be achieved. The correctness of the algorithm follows from the correctness of the employed data reduction and branching rules. h
Conclusion and future challenges
Following the spirit of multivariate algorithmics (Fellows 2009; Niedermeier 2010) , we studied several natural parameterizations of TSS. We confirmed the intuition deriving from the hardness of Dominating Set that TSS remains hard for the parameter diameter. However, for the structural parameters ''cluster editing number'', ''vertex cover number'', and ''feedback edge set number'', we established tractability results by providing fixed-parameter algorithms and kernelizations. Table 1 in Sect. 1 summarizes our results on the complexity of TSS for these restricted cases. In this context, it is notable that our algorithms for the parameters ''cluster editing number'' and ''vertex cover number'' are merely brute-force algorithms on the respective (weak) kernels. It remains to develop faster algorithms possibly exploiting these structural parameters better than our kernelizations.
There are numerous challenges for future work on parameterized and multivariate complexity analysis of TSS, both in terms of new parameters and in terms of parameter combinations. In particular, since social networks mostly have small diameters and since we have shown that parameterizing by the diameter alone is hopeless for achieving fixed-parameter tractability, a natural next step is to combine other parameters with the diameter and to study parameterized complexity using these combined parameters. Another line of future research on TSS could be to further extend the problem analysis using a more fine-grained classification of threshold functions and their impact on problem complexity. In addition, since for several applications the parameter ''number of activation rounds'' appears to be relevant and should be small, this motivates to investigate the influence of this parameter on the computational complexity of TSS. Since TSS with only one round is an already NP-hard dominating set variant, this calls, similarly to diameter, for the combination with other parameters. Moreover, note that we focused on activating all graph vertices; it is natural to extend our studies to cases when only a specified fraction of the graph vertices shall be activated at minimum cost. Indeed, for applications related to viral marketing or influence spreading this actually seems to be the scenario which occurs more often than trying to activate all social network vertices. Clearly, our work so far is of purely theoretical nature and our fixed-parameter tractability results call for an empirical evaluation. Finally, it remains a task of future study to exploit further parameterizations of (social) networks that make TSS tractable in relevant special cases.
