Let D be an integral domain, and let A be a domain containing D with quotient field K. We will say that the extension A of D is polynomially complete if D is a polynomially dense subset of A, that is, if for all
Introduction
The ring of integer-valued polynomials on the set of integers provides the simplest example of a non-Noetherian domain of finite Krull dimension. Pólya and Ostrowski, circa 1917, E-mail address: jesse.elliott@csuci.edu.
0021-8693/$ -see front matter © 2007 Elsevier Inc. All rights reserved. doi:10.1016/j.jalgebra. 2007 . 06 . 025 initiated a study of a generalization of this ring to arbitrary rings of algebraic integers. More generally, one may study the ring of polynomials with coefficients in the quotient field of an integral domain D that map D into itself, called the ring of integer-valued polynomials on D. Today the subject of integer-valued polynomial rings has attained some prominence in the literature of non-Noetherian commutative rings. One goal of this paper is to initiate a category-theoretic approach to the subject. For example, we show that integer-valued polynomial rings can be characterized by universal properties in much the same way that the ordinary polynomial ring A [X] , where A is a commutative ring and X is a set, can be characterized as the free commutative A-algebra generated by X. Another goal of this paper is to generalize some well-known results about integer-valued polynomial rings over Dedekind domains to Krull domains, Prüfer domains, almost Dedekind domains, and "almost Newtonian" domains.
Let D be an integral domain with quotient field F . As in standard in the literature, we let Int(D) denote the ring of integer-valued polynomials on D, that is, we let
which is a subring of the polynomial ring F [X] . More generally, if X is a set and E is a subset of F X , then we let Int(E, D) denote the ring of integer-valued polynomials on E, that is, we let lies in A for every a ∈ A and every positive integer n, if and only if Int(A) ⊇ Int(Z). Such a domain A is said to be binomial [7, 9] . By [5, Proposition 2.1], the integer-valued polynomial ring Int(Z X ) is the free binomial domain generated by X for any set X.
Int(E, D) = f (X) ∈ F [X] f (E)
In Section 2, we prove that the domain Int(D X ) is the free polynomially complete extension of D generated by the set X, provided only that D is not a finite field. In other words, if D is infinite, then the association X −→ Int(D X ) defines a (covariant) functor from the category of sets to the category of polynomially complete extensions of D-with morphisms as the D-algebra homomorphisms-that is a left adjoint for the forgetful functor. Thus, the concept of polynomial completeness provides a universal property for the integer-valued polynomial rings Int(D X ). Conversely, integer-valued polynomial rings can be used to define polynomial completeness. Indeed, an extension A of D is polynomially complete iff Int(D, A) ⊆ Int(A) iff Int(D, A) = Int(A).
Theorem 3 of [6] , later included in the text [2] as Theorem IV.3.7 and Propositions IV.3.3 and IV.3.4, is a well-known result characterizing the polynomially complete extensions of a Dedekind domain. It can be stated as follows. We could rephrase condition (4) of Theorem 1.2, in terms borrowed from the case where A is also a Dedekind domain, to say that the extension A of D is unramified, and has trivial residue field extensions, at the primes in D with finite residue field. Thus, any finite residue field of a Dedekind domain D provides a very strong local obstruction to an extension of D being polynomially complete, whereas any infinite residue field of D provides no local obstruction at all. In particular, over a Dedekind domain, polynomial completeness is a local condition. (1) A is a polynomially complete extension of D. In Sections 6 and 7, we study the following three conditions on an extension A of a domain D.
(a) A is a polynomially complete extension of D.
In general one has (a) As noted earlier, the domain Int(D X ) is the free polynomially complete extension of D generated by the set X, provided that D is infinite. We show in Section 7 that Int(D X ) is also the free extension of D satisfying (b) generated by the set X. Moreover, we show that the intersection of all subrings of Int(D X ) containing D[X] that are closed under pre-composition by the elements of Int(D) is the free extension of D satisfying (c) generated by X.
For any extension A of a domain D, there exists a smallest polynomially complete extension of D containing A, which we call the polynomial completion of A (with respect to D). Polynomial completions are discussed in Section 8. As an illustrative example, the integer-valued polynomial ring Int(D X ) is the polynomial completion of the polynomial ring D[X] with respect to D if D is infinite.
All rings and algebras in this paper are assumed commutative with identity.
A universal property
In this section we show that Int(D X ) is the free polynomially complete extension of D generated by the set X, provided only that D is not a finite field. 
Regularity conditions
In this section we prove the equivalence of the first three of the four conditions of Theorem 1.4. (Condition (4) will be handled in Section 4.) We also prove several generalizations of these three equivalences based on local regularity conditions. Let us say that an extension A of a domain D is polynomially regular if Int(D, A) is equal to the A-module generated by Int(D). We start with the following basic result from [2] . Polynomial regularity is not a local condition, but it tends to be less restrictive for local rings. Thus we will consider a local version of the condition. First, we have the following lemma. The following proposition is a useful generalization of Lemma 3.1. (2), we need only show that (2) implies (1) . Suppose that (2) holds. Then we have
and therefore (1) holds. This completes the proof. 2
Under stronger hypotheses, conditions (1) 
for all i ∈ I , and the following conditions are equivalent.
Proof. By the hypotheses, we have
and therefore equalities hold. Now, since the A i are polynomially regular extensions of D, it follows from Proposition 3.3 that conditions (a1), (a2), and (a3) are equivalent. Moreover, since Int(D i , A i ) = A i Int(D i ) for all i ∈ I , it follows from Lemma 3.1 that conditions (b1), (b2), and (b3) are equivalent. We claim that (a2) is equivalent to (b2). If (a2) holds, then we have
for all i ∈ I . Therefore (a2) implies (b2). Conversely, if (b2) holds, then
Thus (b2) implies (a2).
We are left only to prove the equivalence of (a4). Now, we have
and therefore
, whence (a4) holds. On the other hand, if (a4) holds, then
for all i, whence (b2) holds. This completes the proof. 
, and the following conditions are equivalent. By the following lemma, we see that Proposition 3.6 yields the equivalence of the first three conditions of Theorem 1.4. 
by Corollary IV.1.21 of [2] . Therefore 
and A ⊗ D F is a polynomially complete and polynomially regular extension of D.
From the lemma above, we obtain the following. 
Proposition 3.9. Let A be an extension of a domain D. The kernel of the canonical D-algebra
ho- momorphism A ⊗ D Int(D) −→ Int(D, A) is equal to the D-torsion submodule of A ⊗ D Int(D).
Moreover, the image of the homomorphism is equal to the A-module generated by Int(D).

Proof. Tensoring the homomorphism with the quotient field F of D, we obtain the isomorphism
Proof. Let F be the quotient field of D. By the hypotheses we have an exact sequence
Tensoring with the flat module M, noting that tensor products commute with direct sums, we get an exact sequence
But since M is flat we have
Lemma 3.11. Suppose that D = i∈I D i is a locally finite intersection of flat overrings. Then for any flat D-module M, one has
Proof. By Lemma 3.10 we have
If D is a locally finite intersection of the D i and A is a flat extension of D, then Proposition 3.6 simplifies to the following. 
Proof. Since D i is flat over D we have
. Thus, by Lemma 3.10, we have
The theorem therefore follows from Proposition 3.6. 2
Let us say that a domain D is absolutely polynomially regular if every extension of D is polynomially regular. By Theorem 3 of [6] , every Dedekind domain is absolutely polynomially regular. Theorem 3.12 and its two corollaries below generalize this well-known fact. 
Extensions of prime ideals
By Theorem 3 of [6] , which is restated here as Theorem 1.2, an extension of a Dedekind domain D is polynomially complete if and only if it is unramified, and has trivial residue field extensions, at the primes ideals of D with finite residue field. In this section, we complete the proofs of two generalizations of Theorem 3 of [6] , Theorems 1.3 and 1.4.
Let R be a ring and let A be an R-algebra (both commutative with identity). We will say that a maximal ideal m of R is totally decomposed in The following alternative characterizations of almost decomposed maximal ideals will be useful. Proof. We may assume without loss of generality that m = 0 and R = k.
(1) ⇒ (2). Assuming (1) holds, then for any maximal ideal M in A, one has
If P is any prime ideal in A, then P is contained in some maximal ideal M, and therefore
Hence the localization of A at any prime ideal is equal to k.
(2) ⇒ (3). Assume that the localization of A at any prime ideal is equal to k. Since the localizations of A are reduced, it follows that A is reduced. Also, the residue field of A at a prime ideal P is a quotient of the localization of A at P, which is equal to k. Therefore all residue fields of A are equal to k.
(3) ⇒ (4). Assume that A is reduced and every residue field of A is equal to k. Let P be a prime ideal in A. We have k ⊆ A/P ⊆ (A/P) P = k, and therefore A/P = k. It remains to show that PA P = 0. Now, every prime ideal in A is maximal and therefore minimal as well. Therefore, since P is minimal in A, by [1, Exercise 4.10] we have P = rad(S P (0)), where S P (0) is the kernel of the homomorphism A −→ A P . But A/S P (0) is reduced, being a subring of A P , and therefore rad(S P (0)) = S P (0). Thus we have P = S P (0), whence PA P = 0.
(4) ⇒ (1). This is clear. Suppose now that k is of finite order q. (3) ⇒ (5). For any prime ideal P in A, one has A/P ∼ = F q . Consider the natural ring homomorphism A −→ P (A/P), where the product is over P ∈ Spec(A). Since A is reduced, the kernel is trivial, and therefore A is isomorphic to a subring of P (A/P) ∼ = F X q , where X = Spec(A).
(5) ⇒ (6). This is clear. For completeness' sake we define the notions of almost and totally decomposed prime ideals as well, although we shall only be concerned with maximal ideals with finite residue field. We say that a prime ideal p of R is totally decomposed in A if pA = P 1 P 2 · · · P n , where the P i are distinct prime ideals, maximal among the prime ideals in A lying over p, and where the residue field κ(P i ) of A at P i is equal to the residue field κ(p) of R at p. We say that p is almost decomposed in A if pA = pA p ∩ A and for every prime ideal P in A lying over p one has pA P = PA P and (A/P) p = κ(p). Equivalently, p is almost decomposed (respectively totally decomposed) in A if and only if pA = pA p ∩ A and the maximal ideal pR p of R p is almost decomposed (respectively totally decomposed) in A p in the sense defined earlier. If p is maximal in R, then these definitions agree with our earlier definitions for maximal ideals. As in Proposition 4.2, a prime ideal p of R is totally decomposed in A if and only if p is almost decomposed in A and the ring (A/pA) p is semi-local and not the zero ring.
The following proposition allows us to complete the proof of Theorems 1.3 and 1.4.
Proposition 4.3. Let A be an extension of an infinite domain D, and let p be a locally principal prime ideal in D with finite residue field. Then p is almost decomposed in A if and only if
Proof. Let q be the order of the residue field of D at p, and let π be a generator of pD p . Since
, whence the endomorphism a −→ a q is the identity on the ring 
This proposition implies the equivalence of the first three conditions of Theorem 1.4, given the following lemma. Note that every polynomially complete extension of an almost Newtonian domain is almost Newtonian. Thus, the classes of Newtonian, almost Newtonian, and absolutely polynomially regular domains are closed under polynomially complete extensions. In particular, these three properties are preserved from D to Int(D X ) for any set X. By contrast, the discrete valuation domain, Dedekind domain, almost Dedekind domain, Prüfer domain, and Krull domain properties are not preserved so.
Lemma 5.2. Let p be a prime ideal of a domain D. If D has an infinite residue field at p, or if p is locally principal and satisfies
Finally, let us say that a domain D is of Krull-Newtonian type if D is a locally finite intersection of flat, polynomially regular, and Newtonian overrings of D. Clearly all Krull domains and all Newtonian domains are of Krull-Newtonian type. By Corollary 3.13, we have the following result.
Proposition 5.4. Any flat extension of a domain of Krull-Newtonian type is polynomially regular.
Note also that any flat overring of a domain of Krull-Newtonian type is again a domain of Krull-Newtonian type.
Multivariable integer-valued polynomials
If A is a ring (commutative with identity), and if {A i } i∈I is a family of A-algebras (commutative with identity), then we let i∈I A i denote the coproduct of the A i in the category of A-algebras. It can be constructed as the direct limit of the directed system of tensor products i∈J A i , where J ranges over the finite subsets of I . For any ring A and any set X, one has a natural isomorphism A[X] ∼ = X∈X A[X] of Aalgebras. In this section, we examine conditions under which a similar isomorphism holds for integer-valued polynomial rings. 
If (2) 
which is surjective by the inductive hypothesis (and the right exactness of tensor products), we find that the homomorphism
is also surjective. Thus (3) implies (2) , and this completes the proof. 2
The following result is a useful extension of Proposition 6.3. 
and therefore equalities hold. This completes the proof. 2 Proposition 6.4 has the following corollaries. 
Corollary 6.5. Suppose that D = i∈I D i is an intersection of polynomially complete, polynomially regular, and absolutely polynomially regular overrings. Then
where A is image of i∈I A i in ( i∈I A i ) ⊗ D F . Proof. The induced homomorphism exists because Int(D X ) is divisorial. It is injective by Proposition 6.1 and by definition of the modified tensor product, and it is surjective by Corollary 6.5. 2
More universal properties
In Section 3 we showed that under certain regularity conditions an extension A of a domain D is polynomial complete if and only if the condition Int(A) ⊇ Int(D) holds. In general the latter condition is much weaker than polynomial completeness. Nevertheless it is still a natural condition to consider in its own right. In this section we study this condition and its relation to polynomial completeness.
Thus 
Reducing mod P, noting that the quotient field F of D is contained in the quotient fields of both A and A/P, we get f ((b X ) X∈X ) ∈ A/P. Therefore f (X) ∈ Int((A/P) X ). Thus we have Int((A/P) X ) ⊇ Int(D X ), as claimed. The lemma follows. 2
On the other hand, polynomial completeness is not necessarily preserved under quotient rings. Even though polynomial completeness and almost polynomial completeness are not equivalent in general, the domain Int(D X ) is both the free polynomially complete extension and the free almost polynomially complete extension of D generated by X for any set X. Proof. The proof is almost identical to the proof of Proposition 2.4, so we omit it. 2
We can also construct the free weakly polynomially complete extension of D generated by X, but we are unable to show that it equals Int(D X ) or to find a counterexample. The following proposition gives two conditions, one sufficient and one both necessary and sufficient, for every weakly polynomially complete extension of a domain D to be almost polynomially complete. Proof. This follows at once from Corollary 6.9 and Propositions 6.10 and 7.9. 2
Polynomial completions
For any extension A of a domain D, one might ask if there is a smallest polynomially complete extension of D containing A. It is easy to show that such "polynomial completions" do in fact exist. 
