A BP-based algorithm with 2-dimensional classified normalized correction is developed to reduce the complexity and improve the performance of decoding algorithm for the low density parity check (LDPC) codes. The algorithm first utilizes classification according to the absolute values of incoming messages in check nodes. Then it uses 2-dimensional normalization to correct the minimum and sub-minimum values. The 2-dimensional normalized factors can be calculated respectively by using probability and statistic theory in the initialization step. Simulation results illustrate that the proposed algorithm achieves better performance in bit error ratio (BER) and average iteration number than normalized BP-based algorithm in the high signal noise ratio (SNR) region, i.e., it can achieve 0.4 dB SNR gain and reduce 20% number of iterations at BER= 5 10  , whose complexity is also much less than that of belief propagation (BP) algorithm. It is concluded that the proposed algorithm offers better tradeoff between performance and complexity.  Index Terms-channel coding theory, density evolution, Iterative decoding algorithm
I. INTRODUCTION
Low density parity check (LDPC) codes were first proposed [1] by Gallager in the 1960s, and later rediscovered by MacKay and Neal, which have been of great academic interest recently due to their capacity approaching performance and flexibly parallelizable hardware architectures of decoder. These two advantages have significantly contributed to LDPC codes being the most promising channel coding candidates for the next generation wireless digital communication system, such as DVB-S.2, IEEE 802.16e, IEEE 802.11n, etc.
The iterative belief propagation (BP) is a general algorithm for decoding both the regular and irregular LDPC codes by a message passing strategy which is computing log-likelihood ratio (LLR) values between check and variable nodes in Tanner graph (TG) [2] . Theoretically speaking, when the TG corresponding to the parity check matrix of a specific code is cycle free, Manuscript Corresponding author email: zhongzhoundsc@gmail.com the decision message of each variable node obtained will converge to a posteriori probability (APP) after iterative decoding. Unfortunately, due to short cycles in the TG, the likelihood messages passed through the edges between check and variable nodes are statistically dependent. Therefore, it is no longer an optimal decoding algorithm for short and moderate lengths codes with girth=4 or girth=6. The simplifications and approximations of the BP algorithm are attractive for hardware implementations due to the complexity reduction without sacrificing much of performance. Some approximate algorithms have been discussed in [3] - [6] . Fossorier presented the min-sum approximation algorithm which is also referred to as the BP-based algorithm [3] . The BP-based algorithm in its original form is treated as a generalization of the Viterbi algorithm of iterative decoding of code realizations on general graphs. Compared with the BP algorithm, though the decoding complexity in implementation is greatly reduced, the performance loss almost reaches to 0.5-l dB. In [4] , Chen used density evolution (DE) which calculates the probability distributions of infinite long codes to analyze the performance of the offset and normalized BPbased (OBP-based and NBP-based) algorithms. These two improved algorithms were regarded as better approximations to the BP algorithm than the original BPbased algorithm. But they show error-correcting performance degradation for some irregular degree distributions.
In this paper, we compare the likelihood message values in check nodes delivered by the BP algorithm and the BP-based algorithm respectively, and propose a 2dimensional normalized BP-based decoding algorithm using the classified correction. Unlike the single correction factor adopted in the NBP-based algorithms, the two different correction factors would be employed. We derive a set of formulas to determine these factors theoretically, and show both the error-correcting performance and the average number of decoding iterations for some LDPC codes with different row weights.
The rest of the paper is organized as follows. We construct an error-correcting model with LDPC codes and analyze performance loss of several decoding approximation algorithms in Section II. Then we present the 2-dimensional classified normalized BP-based decoding algorithm in Section III. Some simulation results are provided for both small and large weights of the LDPC codes to illustrate the performance of the proposed algorithm in Section IV. Finally, we present conclusions in Section V.
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Iterative processing t=1 Initialization Figure 1 . The flow chart of the BP decoding in error-correcting model.
II. REVEW OF ERROR -CORRECTING MODEL AND SOME DECODING ALGORITHMS
In this section, we build an error-correcting model with LDPC codes to illustrate how dose the general LDPC decoder works. We assume the parity check matrix H is a MN  sparse matrix. The two parameters We define several notations for ease of later use as follows.
() ji Lr : the LLR message in check node j which is to be sent to the variable node i .  Initialization:
If the decode iterations are less than the maximum number we set and ˆ0 T cH  , then ĉ is regarded as a successful decoded word. Otherwise, the decoding procedure breaks and it will restart from the step 1). The worst case is that the decoding iterations gets ahead of the maximum iterations and still keeps ˆ0 T cH  , it will terminate decoding and assert with failure. It had been proved that the BP algorithm could achieve good error-correcting performance, but the difficulty in hardware implementation is that the function of 1 tanh  and tanh are too complex to be calculated. For the sake of simplifying the functions above, the BP-based algorithm is proposed to makes an ingenious approximation in message updating step of the check nodes.
First, we define
, then simplify (2) in the horizontal step as follows.
For a certain pair of , ij , denote 12 , LLas the value computed by (2) and (6) respectively. It can be proved that the sign of 1 L is the same with that of 2 L , but 21 | | | | LL  [4] , which means the output message values have the same sign but different amplitudes for the same incoming extrinsic LLR values in check nodes. In other words, the reliability which calculated by the BP-based algorithm is overestimated.
For the sake of recouping the accuracy loss of 2 || L in approximation, the NBP-based as a kind of modified algorithm has been proposed to make use of the same correction to all of the LLR messages in check nodes by (7) . The normalized parameter  is optimized according to DE which calculates the distributions of decoding probability messages for the infinite length codes. It can provide near the BP algorithm error-correcting performance. Besides, the less computational complexity is more suitable for hardware implementation.
Through the analysis of the NBP-Based algorithm above, we can use normalization to get more accurate soft values from 2 L . A normalized factor  which is greater than 1 is divided. But, from the principle of the horizontal step, not all the LLR values of the variable nodes participate in updating the LLR value of check nodes j, which implies that, in BP-based algorithm when updating the LLR of this check node and sending it to which connect to the variable nodes without minimum magnitude in TG graph, the minimum of ij  is chosen. Otherwise, the sub-minimum one is involved.
Since the NBP-based algorithm adopts only one fixed normalized factor to decrease the overestimated magnitudes of all the incoming messages, in essence, the updated LLR messages are not only related to the minimum magnitude but also the sub-minimum one (denoted as Y respectively). The performance loss would be arisen. Hence, it is desirable to find a solution to improve the accuracy in the NBP-Based algorithm with a tolerable computational cost, and hopefully, more accurate values could help improving the performance.
In order to derive two theoretical 2-dimensional normalization factors, we denote c d as check node degree in the TG, 12 { , , , } according to (8) and (9) . It can be modeled as calculating the mean of order statistics for incoming LLR messages in check nodes. . The first few terms of (11) are good enough to give an estimation of (10). 
can be described as follows: We take the first five terms of (11) into account for an estimation of (10). It can be observed that the values of correction factors decrease when the row weights of the parity check matrix increase. All the correction factor values increased with the SNR gradually converge to a constant. In addition, the values of 1  and 2  in proposed algorithm are actually different from that of single correction factor  in NBPbased algorithm at the same SNR during the decoding process. It indicates that compared to the NBP-Based algorithm which uses single correction, the CNBP-based algorithm classifies the minimum and sub-minimum absolute values according to the incoming messages in check nodes and utilizes 2-dimensional different normalization for correction is more rational. Simulation results are presented for the CNBP-based algorithm and some other decoding algorithms discussed in Section II. First, we consider a small row weights regular LDPC code with 6 c d  . The length of this code is 504 whose code rate is 0.5 [5] . We transmit 5 10 frames random 0, 1 codeword with the BPSK modulation over an additive white Gaussian noise (AWGN) channel and set maximum of 100 decoding iterations for each frame. We choose normalization factor of 1.25 by means of DE in [4] , [6] and choose 1 2.04   , 2 1.09   according to the numerical results in Fig. 2 for classified correction. Fig. 4 shows the statistical bit error ratio (BER) versus SNR of different algorithms. Due to the reliability overestimation of the extrinsic LLR message magnitudes and inaccurate correction with a single factor, the error-correcting performance of NBPbased decoding algorithm is the worst. It is about 0.3dB gap between the BP and the NBP-based algorithms at BER= 5 10  . Furthermore, in the CNBP-based decoding algorithm, we make use of 2-dimensional correction factors for min1 c d Y and min 2 c d Y , respectively. We can see also at BER= 5 10  , about 0.4dB coding gain to the NBP-based algorithms can be achieved by the CNBP-based algorithm. It should be emphasized that since the girth g=4 exists in the TG of this code, the BP algorithm is not the optimal, but the CNBP-based algorithm can counteract the feedback values in the TG with cycles. Hence, it even slightly outperforms the BP algorithm at higher SNR in Fig. 4 .
Then we take the large row weights   derived in [4] and [7] , the bit error performance gap between the BP algorithm increases to 0.5dB in Fig.5 . The CNBP-based algorithm also outperforms the NBPbased algorithm about 0.4dB, and its performance is only less than 0.1dB away from the BP algorithm. Figure 7 . Average iterations of (1023, 781) LDPC code with different algorithms. Fig. 6 and Fig. 7 show the average decoding iteration number with different algorithms which determine the decoder throughput. The CNBP-based algorithm decreases nearly 20% average iterations of the NBPbased algorithm due to the comparatively accurate correction, and almost as the same as the BP algorithm with the SNR increase. Therefore, the CNBP-based decoder throughput could be larger. Table I lists the computational complexity of three algorithms in a single decoding iteration. In each iteration, the division number in CNBP-based algorithm is twice over the NBP-based algorithm due to 2-dimensional classified normalization, but the multiplicative operations in both algorithms no longer exist. In general, the proposed algorithm is slightly more complicated than NBP-based algorithm, but much less than the BP algorithm. 
V. CONCLUSION
In this paper, we have analyzed and compared the soft values delivered by the BP algorithm and the BP-based algorithm, then assert the degradation of the NBP-based algorithm due to the inaccurate correction. Both the minimum and the sub-minimum LLR magnitudes in check nodes participate in the message updating. In order to compensate performance loss caused by single correction, we propose to use order statistics analysis method and utilize 2-dimensional classified correction for improving accuracy. Simulation results show the 2dimensional correction can decrease number of decoding iterations to increase the decoding throughput. For both small and large row weights LDPC codes, it can get even slightly better error-correcting performance than the BP algorithm at high SNR with much less computational complexity. The main idea of the proposed algorithm can also be used in APP-based algorithm [8] with some new architecture [9] - [12] for larger decoding throughput.
