Abstract. The scarcity of long instrumental records, uncertainty in reconstructions, and insufficient skill in model simulations hamper assessing how regional precipitation changed over past centuries. Here, we use standardised precipitation data to compare global and regional climate simulations and reconstructions and long observational records of seasonal mean precipitation in England and Wales over the past 350 years. The effect of the external forcing on the precipitation records appears very weak.
The appendix provides a short evaluation of the simulation against the observational CRU-data (Harris et al., 2014) over the European domain.
Methods
Standardising precipitation data can avoid or at least attenuate some of the problems mentioned in the introduction. Transforming precipitation to standardised values allows to compare distributions easily between different locations, time-scales, 5 periods, and data sources. For this purpose, McKee et al. (1993) introduced the Standardized Precipitation Index (SPI). Sienz et al. (2012) give a recent discussion of its biases.
The standardized precipitation index requires fitting a distribution function to the precipitation data. McKee et al. (1993) recommend at least 30 data points for successful distribution fits, but Guttman (1994) notes the lack of stability for small sample sizes and shows that higher order L-moments only converge for samples larger than about 60 data points. There are 10 various candidate distributions as, e.g., Sienz et al. (2012, and their references) discuss. In our analyses, we fit a Weibull distribution. Results differ only little if we fit Gamma or Generalised Gamma distributions (not shown). We fit distributions over moving 51-year windows and a bootstrap procedure samples 1000 times 40 data points from each window to provide an estimate of sampling variability (compare Appendix Figure B1 ).
For any given sample data, the distribution fit gives among other things information about which precipitation amounts 15 represent especially dry or wet conditions. In the SPI-literature, the 6.7 and 93.3 percentiles represent traditionally the regions of severe (and extreme) dryness/wetness of the probability density function. Accordingly, we subsequently show 6.7 and 93.3 percentiles for the fitted distributions.
Fitting distributions over moving windows allows considering the changing amount of precipitation, which one would consider extremely high or low for subsequent periods, or how likely a reference amount of precipitation is in different periods. 20 We assess how the 6.7 and 93.3 percentiles for seasonal conditions change over the last 350 years in England based on tree-ring based reconstructions (Wilson et al., 2013; Cooper et al., 2013) , long instrumental precipitation series (Alexander and Jones, 2000) , and regional and global climate simulations (Gómez-Navarro et al., 2014; Schmidt et al., 2011) .
The standardisation procedure provides further means to study the agreement or the lack thereof between different data sources. Agreement in changes in percentiles and standard deviation increases our confidence in our understanding of forced 25 and unforced changes in precipitation variability and projected future precipitation variations. Disagreement in estimated changes may highlight differing internal climate variability between observed/reconstructed and simulated data or it may signal that the simulated data does not correctly capture forced variations.
We concentrate on the period 1700 to 1850 when best estimates of external natural climate forcings show notable variations (compare Schmidt et al., 2011) . All data sources tend to show shifts in the probability of precipitation amounts. However, 30 changes are mostly small over this period and there is no general agreement on the direction of changes between all datasources. Changes usually do not exceed bootstrapped confidence intervals over the full period (compare Figure B1 ).
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The gridded data sets used in this study have different spatial resolutions and therefore the statistics of simulated or of gridded precipitation may be different just due to this scale mismatch. Here, we average the data over the target regions England-Wales and Central England. Therefore, time series analyzed here are in theory representative of the same spatial domain and the originally different spatial resolutions should not influence the analysis. estimate of the Sunspot Numbers (Solanki et al., 2004) divided by 100 at 10-year intervals. Note that we calculate temperature anomalies in this plot over differing periods, i.e. over the full lengths of the respective data sets, because we are only interested in a tentative comparison. These periods are~850 to 1850 CE for the global simulations, 1645 to 1999 for the CCLM data, and 1659 to 2014 for the CET data.
Results
Simulations and observations lack an obvious common signal, not only at multidecadal timescales but also in the long-term 15 centennial trend. For instance, the CET record shows a marked cool climate concurrent to the Late Maunder Minimum around year 1700. This feature is present in some simulations but not in all, although it is generally accepted that intense volcanic eruptions and the weaker solar activity of the Late Maunder Minimum resulted in such cool conditions. Somewhat more surprising is the lack of a clear long-term centennial trend in the simulations over the whole period of analysis. Obviously, the internal climate variability from atmospheric and oceanic processes is stronger at regional scales than at global scales and, 20 thus, may dominate. This might reduce our hope in finding a common signal in precipitation.
The observed Central England Temperature (CET) is the only data whose 51-point Hamming filtered series shows some agreement to changes of the decadally averaged sunspot numbers. CET starts from a cold period prior to 1700 and then reaches a plateau of higher temperature that is intersected by short cold episodes around 1750 and early in the 19th century.
The regional simulation similarly has cold conditions about 1700 and then warms until the early second half of the 18th 25 century with a subsequent transition to cold conditions in the early 19th century. Noteworthy is a slight excursion with colder temperatures in the middle of the second half of the 18th century. Please note that the regional simulation includes volcanic variations only as reduction in an effective solar constant and uses a rather large solar forcing amplitude. Thus the late 18th century dip may be due to the Laki eruption on Iceland (D'Arrigo et al., 2011; Schmidt et al., 2012) whereas the strong warming may be due to the larger incoming solar radiation in the second half of the 18th century.
30
The PMIP3 simulations seem to show generally less multi-decadal variability but more centennial variability. Some simulations appear to react to the forcing history, others less so. The light colored estimates of a larger domain European temperature suggest a slightly larger forced response.
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Standardised Precipitation
The lacking agreement between the temperature data in Figure 1 reduces our hope of finding agreement in the precipitation data. Figure 2 compares observations, reconstructions, and simulations for different regions of the United Kingdom. The reconstructions for Southern-Central England (Wilson et al., 2013) and East Anglia (Cooper et al., 2013) show some common features for the 51-point Hamming filtered representations (black lines in Figure 2a ) but also pronounced differences. The panel 5 zooms in on the period of the regional simulation. Both reconstructions feature a relative precipitation minimum centered on about 1800 but the Southern-Central England data enters it later. On the other hand, the relative minimum in the early 20th century is more prominent in this data set. The percentiles for severe to extreme dryness ( Figure 2g ) and wetness ( Figure 2d) reflect the smoothed evolution. We opt to show the Hamming filtered data instead of the 50th percentile of the fitted distribution.
We are aware that the 51-point Hamming filter represents a different frequency cut-off than a simple 51-year moving median.
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Differences are generally smaller between both regions for their approximate representations in the regional simulation data (blue lines in Figure 2 , left column). The existing differences, however, highlight the spatial heterogeneity of precipitation. If we define a period of interest as between 1650 and 1850, we can generally conclude that the regional simulation and the selected reconstructions for the southern British Isles evolve oppositely. We note that different percentiles are approximately in phase and in the same direction in the reconstructions, whereas the inter-percentile ranges may widen or contract in the simulated data. The moving window transformations provide the data to show the percentiles represented by a certain given amount of precipitation over time (Figure 3 ). We analyse changes in the 93.3th, 50th and 6.7th percentiles. The reference for this is the distribution of precipitation in the window centered around the year 1815CE. We estimate and plot the percentiles that correspond to these reference precipitation amounts in other time windows. We choose 1815 as base year, since it is included 30 in all data sets and it is not yet the last year of the PMIP3 past1000 simulations.
There is a slight increasing trend over time in the observed England-Wales MAMJJ precipitation quantiles corresponding to the 50th and 93.3th percentiles in the year 1815. The quantile corresponding to the 6.7th percentile in 1815 appears to become less likely over time (Figure 3 , middle column). 
Relation between Temperature and Precipitation
We pointed above at how the temporal evolutions of regional temperature differed between the different data sets and then presented the differences in precipitation variations between the simulations, the reconstructions, and the observations. Assuming that there is a clear relationship between regional temperature and regional precipitation, we next detail whether the different data sources may agree on this relation. Considering the PMIP3 past1000 ensemble there is not any common relation between regional temperature and regional precipitation (Figure 4e-h) . We emphasize the MPI-ESM and GISS24 simulations in Figure 4 . First, they evolve oppositely in the relation of the dry percentile with temperature. Secondly, there is a continuous positive relation of the median to temperature in GISS24 but the relation changes from positive to negative correlation in MPI-ESM. The relation between temperature and dry percentiles is negative in the reconstructions and positive in the observations.
Similarly observations suggest a strongly negative relation between wet percentiles and temperature for windows centered in the early 20th century but this feature is only weak in the reconstructions. In turn, the relation between the Weibull standard 25 deviation and the temperature becomes strongly negative in observations in recent time-windows but it is weakly positive in the reconstructions.
We note that the authors of the reconstructions already point to potential issues with the sensitivity of the proxy-records (Cooper et al., 2013; Wilson et al., 2013) . A possible reason is that the proxies, theoretically representing a precipitation signal, also contain a temperature signal, for instance, if they are sensitive to soil moisture.
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Since correlations between the running measures over moving windows capture only the very low frequent variability in these moving windows, Figure 5 adds interannual correlations over 51-year windows. We expect variability of moving correlation coefficients simply due to sampling variability (Gershunov et al., 2001) . For example, a bootstrap procedure following that for overall uncorrelated data we can expect some windows to show correlations. We do not show significance levels in Figure 5 . We note that for 51-year windows and the time-series characteristics of the data (e.g., approximately uncorrelated noise for seasonal precipitation), one may regard absolute values of correlation coefficients larger than 0.23 as significant. temperature but a detailed analysis should consider the specific data used as solar forcing in individual simulations (compare Schmidt et al., 2011) . In any case, a lack of an identifiable relation to the forcing does not necessarily imply that the underlying climate data are wrong but may simply suggest that internal natural climate variability dominates, e.g., the atmospheric 15 circulation masks, modulates, or counteracts an external forcing influence.
In turn, we do not necessarily expect the PMIP3 simulations to agree on the evolution of England temperature even for the considered low frequencies since the considered spatial scale is small and the influence of natural internal variability, e.g., the
North Atlantic Oscillation, is large (Gómez-Navarro et al., 2012; Gómez-Navarro and Zorita, 2013) . That is, while the forcing history suggests notable variations and large-scale temperature records indicate an imprint of the forcing history on hemispheric 20 and global temperatures, internal variability may dominate on smaller regional scales (e.g., Deser et al., 2012) . Thus, again, differences among the various PMIP3 simulations and between the simulation ensemble and observations, reconstructions, and a regional simulation may simply signal the overwhelming influence of the internal variability.
Consistent variations in precipitation distribution properties would increase our confidence in forced changes, but the PMIP3 simulations also disagree there as could have been expected a priori. While the disagreement in temperature already suggests 25 the lack of consistent signals within the ensemble, the lacking agreement in the relation between regional temperature and regional precipitation is unfortunate. Although Fischer et al. (2014) show that forced signals can agree in the CMIP5 21st century projections, the lack of consistent relations under purely externally naturally forced and internal variability on multidecadal time-scales questions our ability to make dynamical inferences about climate variability of small regions in the PMIP3 ensemble.
While the regional CCLM simulation shows some agreement with the observations over the period of the England-Wales
Precipitation there are still notable disagreements in the relation between regional temperature and regional precipitation in the median of the data. The observational period is still too short to assess the reliability of the simulation in the Late Maunder
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Minimum period. Since our regional focus is close to the western boundary of the domain of the regional simulation, we expect a rather strong influence of the dynamical evolution of the driving coarse-resolution simulation with MPI-ESM-COSMOS. We have to emphasize that the regional simulation and its driving MPI-ESM-COSMOS simulation both use variations of the total solar irradiance forcing that could be unrealistically wide. Furthermore, neither simulation includes a resolved stratosphere to account for potential UV-related top-down mechanisms (Anet et al., 2013 (Anet et al., , 2014 . Thus, while the simulation appears to present 5 similar variations compared to the observations, it is unclear whether it does so for the right reasons.
We expect disagreement between simulations and observations on some levels. More critical appears the lack of consistency between reconstructions and observations. Most notably the reconstructions show unrealistically large changes in the cumulative probabilities represented by certain precipitation amounts (compare Figure 3) . The reconstructions do not reliably represent the distributions in specific periods. They possibly only reflect the low-frequency changes in the mean plus a certain we tend to the inference that the disagreement between the observations and reconstructions suggest major shortcomings in the reconstructions, if we view the observations as the more reliable data set.
Both Wilson et al. (2013) and Cooper et al. (2013) already discuss the possibility that the tree-species used for their recon-20 structions were less sensitive to precipitation over certain periods, e.g., the early 19th century. Wilson and colleagues further suggest an effect of the Industrial Revolution and the associated pollution on the trees in their selection.
We cannot reject the idea that the relationship between regional climate and the large-scale circulation changed in the past. Lehner et al. (2012) describe the importance of such changes for inferring past states of the North Atlantic Oscillation from sparse proxy data. The importance of changes in the large-scale circulation becomes even more clear when considering the 25 stability in centers of action in the North Atlantic sector or rather the lack of stability over longer time-scales (Pinto and Raible, 2012; Raible et al., 2014) .
For the chosen regional domains, we do not find consistency among the various data sets. However, each of these data sets is associated with its own uncertainties, which put various caveats on the interpretation of the lacking consistency and its sources.
Encouragingly simulations and observations appear to agree on certain features occasionally but maybe for different reasons. Isles and compared long-term trends, decadal variability, and the probability distribution. Standardisation of precipitation data allowed going beyond comparing means and expectations of deviations from the mean. We also specifically looked for covariability between precipitation and temperature within the various data sets.
For our specific study domain, we did not find any clear common consistency for precipitation signals among a multimodel ensemble of global simulations, a regional simulation, an observational data set, and two local domain reconstructions.
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The global simulations show a wide range in the trajectories of precipitation, the relations between regional temperature and precipitation, and the precipitation statistics. The regional simulation shows limited agreement with its observational target but less so with the reconstructions. However, the considered reconstructions indeed appear to be unreliable representations of the observational series. In turn, we cannot find common signals in precipitation among the different data sets.
One of the most concerning results is the inconsistency of the relations between temperature and precipitation in the data 10 sets for the considered domains on decadal to centennial time-scales. Explanations might be either physical inconsistencies within the simulations or a lack of physical relation between the temperature and precipitation records. A third possibility is that internal large-scale climate factors influencing the relation between both parameters evolve differently in simulation and reality. Again, this implies a dominant influence of internal variability on the considered regional and temporal scales.
However, relations share some common co-variance on the interannual and decadal time scales.
15
Another important result is the at times opposite evolution of the reconstructions and the regional simulations in regional dryness and wetness. However, we are not able to attribute it to the external forcing or to errors in either data source. Furthermore, the partial agreement between variability and dryness of the regional simulation and observations is encouraging but may be due to different processes in the respective data source.
Generally, a dominant role of internal variability could explain the lack of consistency in standardised precipitation measures 20 in the different data sets on the temporal and spatial scales we consider here; the relative role of the external climate forcing generally becomes smaller at diminishing spatial and temporal scales (Deser et al., 2012) . However, the differing relations between temperature and precipitation still require a closer look at the uncertainties of observations, the methods and input data of reconstructions, and dynamical and thermodynamical representations of regional climate in regional and global simulations.
Data availability. Simulation data for the PMIP3-past1000 simulations is available from the nodes of the Earth System Grid Federation, 25 e.g., https://esgf-node.llnl.gov/projects/esgf-llnl/.
The Central England Temperature data is available from the Met Office, https://www.metoffice.gov.uk/hadobs/hadcet/.
The England-Wales Precipitation data is available from the Met Office, https://www.metoffice.gov.uk/hadobs/hadukp/.
The reconstruction data for Southern-Central England and East Anglia are available from the NOAA National Centers for Environmental Information at, respectively, https://www.ncdc.noaa.gov/paleo-search/study/12907 and https://www.ncdc.noaa.gov/paleo-search/study/12896. The climate is too wet in Scandinavia and northeastern Europe in most seasons. Large parts of Europe are too wet in all seasons except summer. Noteworthy is the excess precipitation at the northern flank of the Alps from autumn to spring. Part of these discrepancies are possibly attributable to a too zonal airflow outside the summer season.
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In summarizing, the model presents a too strong latitudinal temperature gradient over the European domain. The annual cycle of temperature is apparently too strong in the South with warm biases in summer but cold biases in winter and it is slightly too weak in the North with cold biases being stronger in summer than in winter. Similarly to temperature, the gradient in precipitation also appears to be too strong and the annual cycle amplitude differs between simulation and gridded observational estimates especially for Central Europe. Specifically, autumn to spring are wetter in the simulation while summer conditions 10 differ only slightly or are too dry which implies a weaker annual cycle compared to observations. Appendix B: Uncertainty of running measures Figure B1 shows bootstrap estimates over thousand 40-year samples for the running measures for reconstructions and observations for the three regions of interest (red) and the regional simulation (blue). The top row are Weibull standard deviations and the bottom row is for the percentiles.
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The Figure highlights that sampling variability is generally larger for the simulated data. Indeed sampling variability generally but especially in the observed and reconstructed data may render differences between periods non-significant. However, also the bootstrap distributions appear strongly skewed.
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