The Republic of Korea (ROK) has four distinct seasons. Such an environment provides many benefits, but also brings some major problems when using new and renewable energies. The rainy season or typhoons in summer become the main causes of inconsistent production rates of these energies, and this would become a fatal weakness in supplying stable power to the industries running continuously, such as the aquaculture industry. This study proposed an improvement plan for the efficiency of Energy Storage System (ESS) and energy use. Use of sodium-ion batteries is suggested to overcome the disadvantages of lithium-ion batteries, which are dominant in the current market; a greedy algorithm and the Floyd-Warshall algorithm were also proposed as a method of scheduling energy use considering the elements that could affect communication output and energy use. Some significant correlations between communication output and energy efficiency have been identified through the OPNET-based simulations. The simulation results showed that the greedy algorithm was more efficient. This algorithm was then implemented with C-language to apply it to the Test Bed developed in the previous study. The results of the Test Bed experiment supported the proposals.
Introduction
Although the use of nuclear-powered energy may lead to cost reduction, it is actually not an inexpensive energy considering the cost of managing nuclear wastes and the future risk that mankind has to bear. The energy sources that could replace nuclear power are largely divided into the existing limited energies and renewable energies [1] [2] [3] . However, that the supply of the former is not stable due to their unequal geographic distributions that put countries such as the ROK which have few fossil energy sources in a weak position in the energy market [4] [5] [6] . Alternative energy sources include renewable energies generated by the limitless supply of sunlight, wind, etc. The geographical variations of these energy sources are relatively small, and they cannot be dominated by the energy-strong [7] . Moreover, they can be eco-friendly if used properly, and the risks are much lower than the fossil energies [8, 9] . However, that renewable energies also have a major disadvantage, i.e., being unable to sustain an adequate level of supply against demand. For instance, the rate of power generation will vary on rainy or foggy days. As human consumption of power cannot be changed according to the environment, a method of storing and using power when necessary with energy-efficient batteries or storages can be an alternative solution.
However, that most of the Energy Storage Systems (ESSs) being used at these aquafarms were installed in 2010; they used lithium batteries, and their efficiency was not good. Thus, an efficient equipment should be taken into account, products should be purchased and checked for every possible malfunction, and efforts should be exerted to control conditions other than the relationship between variables and results.
In general, the improvement in energy use can be viewed from two aspects. The first is the hardware-oriented improvement and the second is the software-oriented improvement. For the former, use of the Li-ion batteries improved in many ways for the existing ESS has been proposed and for the latter, a method of maximizing efficiency by removing the elements which cause undesirable waste of energy to save it and prevent or reduce inefficiency in energy use by completing the nodes' tasks by priority. This is not a critical issue in this paper, which aims to discuss how to improve energy efficiency based on ESS; detailed equipment setting and specific equipment purchase are matters of little import and is subject to change as the occasion demands depending on the needs of end-users.
The distributed control of an energy system has been quite a popular subject. Also, using the approach such as a greedy algorithm or dynamic programming is not new. However, the approach which modifies them to be adequate for the specific environment (aquafarm) based on the outputs and attempts to improve the communication efficiency and success rate in a positive direction by controlling the communication output has been effective. Also, their attempt to not only simply improve software but also focusing on the hardware to minimize system inefficiency based on ESS's efficiency and advantages is still a worthwhile cause.
Research Motivation
Lithium-ion batteries are dominant in the current power storage market [4] . However, that some of their energy density has reached the cellular level due to the continuous increase, and it is expected to reach the limit in the near future [24] [25] [26] . Moreover, they are required to maintain more than 30% of charge for them to be used adequately, and they could cause short circuit or fire during transportation. Although this may not be a fatal problem for ESS, it is a major negative element. The condition of reserving more than 30% of full charge can also be unfavorable for the efficient use of energy [4, 5] . The aquafarms mentioned above can consider using ESSs to overcome the seasonal demerits when using new and renewable energies, but such limitation can wield a negative impact on energy use and composition during the long rainy season and typhoons in summer; hence the difficulty in optimizing the utilization of ESSs and applying them where stored energy is required. There are two approaches that will be able to address such problem [3] [4] [5] . First is improving the main raw material with another available chemical. Sodium-ion can be one of the alternatives as a charge carrier. Sodium is much less expensive than lithium since it is abundantly found throughout the world; even if the charged energy of a sodium-ion battery is completely depleted, there will be no considerable damage to its chemical compositions. It is also safe during transportation. This research was conducted using sodium-ion batteries; since it is quite difficult to overcome the technological limits of these batteries by simply modifying the physical structure only, an attempt was made to explore the possibility of improvement through the improvement of efficiency. However, that the development speed of battery technology is considerably slower than the technologies associated with electronics or electricity, which require advanced battery technology. Such slow advancement hinders the others from developing further. Thus, as a second approach, the improvement of efficiency in energy use can be considered in relation to the first law of thermodynamics. Considering the energy stored in a battery as the total amount of energy as described in the first law, it should be constant; thus, based on the second law, this energy should be used efficiently. These two approaches are separate matters since they are not supplementary; when they are achieved together, however, a synergy effect will be created.
The Li-ion battery degrading starts immediately after its manufacturing, aging over time regardless of its use or not. Normally, their battery life is approximately two to three years.
The Li-ion batteries are temperature-sensitive. Higher the temperature, faster the degrading. Their capacity reduces by approximately 6%, 20%, and 35% per year at 0 • C, 25 • C, and 40 • C, respectively. Some serious safety issues will arise if the Li-ion batteries are not treated correctly. Keeping them at a high temperature or under the direct sunlight will cause them to explode, as lithium has a characteristic of igniting at a high temperature or when contacted with air, it basically has the possibility of exploding or causing a fire. A strong external impact or pressure causes both poles to fuse and if it is heated, the internal temperature and pressure will increase rapidly. In these situations, the outer metal packing containing the lithium inflates and explode without enduring the pressure, allowing lithium to expose to air and then cause a fire. It is especially essential to keep the electrolyte from flowing out under any circumstance.
The Li-ion batteries should be handled carefully when charging or discharging them as they require a high voltage of about 4.2 V for charging and when they are over-charged, the remaining energy will be released following the laws of thermodynamics, a potential for battery explosion. Also, when they are over-discharged and the voltage remains below 2.8 V, the copper on the surface of cathode current collector will start to corroding and largely lower the battery performance and damage the battery itself. The Li-ion batteries use carbon as a (+) pole and LiCoO 2 (Lithium cobalt) as a (−) pole. The reaction in time of charging or discharging is as in the following:
Li1-xCoO 2 + LixC6 <===> C6 + LiCoO 2 The key point to remember here is that lithium itself is not oxidized but it just moves back an forth between both poles. meanwhile, cobalt comes in when oxidation-reduction is taking place. Co 3+ (Co 4+ ) will be transformed to Co 4+ (Co 3+ ) when discharging (charging) the battery. Thus, on the premise that the sodium-ion battery will be used (first approach), the second approach that focuses on the efficient use of energy is studied.
OPNET Simulation on the Improvement of Energy Efficiency
Zigbee is a communication technology based on the IEEE 802.15 standard, which is small and light; it boasts of long battery life and high energy efficiency thanks to low power consumption and low cost. Using the mesh network, Zigbee provides the advantage of one node being able to establish communication with the remaining nodes freely. Considering the fact that these characteristics are suitable for improving communication efficiency, ESS had adopted Zigbee as a communication technology to improve energy efficiency.
The environment for the OPNET simulations is as follows: Zigbee Coordinator transmits traffic to all the nodes while nodes 1, 2, & 3 send data to the Coordinator; the transmitted power has been allocated as shown below, and the range of values is from 0.1 to 10,000, having bound of 0.2 each. Considering the values as variables, a comparison was made between Signal-Noise Ratio and Received Power. Figure 1 shows the fluctuations in signal-noise ratio according to the changes in transmitted power.
The Signal-Noise Ratio is a ratio between the signal strength and the undesirable background noise signal and can be expressed as SNR = P(Signal)/P(Noise), where P denotes the average power. Here, both signal and noise should be measured at the same location and band. If the SNR value exceeds 1, the signal strength is considered stronger than the noise strength. In the graph above, the value of SNR increases following the increase in power. Accordingly, the increase in power means an increase in battery use, so this defeats the purpose of a Zigbee system featuring low-power performance. As shown in Figure 2 , the transmitted power has been changed from 0.1, 1, 10, 100, and 1000 to 10,000 to show the correlation with the received power; since the differences in these scales are relatively large, however, it is not easy to determine the correlation with the graph. Thus, the graphs were drawn again by separating the value groups one graph for a group of values 0.1, 1, & 10 and another for 100, 1000, & 10,000. The Signal-Noise Ratio is a ratio between the signal strength and the undesirable background noise signal and can be expressed as SNR = P(Signal)/P(Noise), where P denotes the average power. Here, both signal and noise should be measured at the same location and band. If the SNR value exceeds 1, the signal strength is considered stronger than the noise strength. In the graph above, the value of SNR increases following the increase in power. Accordingly, the increase in power means an increase in battery use, so this defeats the purpose of a Zigbee system featuring low-power performance. As shown in Figure 2 , the transmitted power has been changed from 0.1, 1, 10, 100, and 1000 to 10,000 to show the correlation with the received power; since the differences in these scales are relatively large, however, it is not easy to determine the correlation with the graph. Thus, the graphs were drawn again by separating the value groups one graph for a group of values 0.1, 1, & 10 and another for 100, 1000, & 10,000. The Signal-Noise Ratio is a ratio between the signal strength and the undesirable background noise signal and can be expressed as SNR = P(Signal)/P(Noise), where P denotes the average power. Here, both signal and noise should be measured at the same location and band. If the SNR value exceeds 1, the signal strength is considered stronger than the noise strength. In the graph above, the value of SNR increases following the increase in power. Accordingly, the increase in power means an increase in battery use, so this defeats the purpose of a Zigbee system featuring low-power performance. As shown in Figure 2 , the transmitted power has been changed from 0.1, 1, 10, 100, and 1000 to 10,000 to show the correlation with the received power; since the differences in these scales are relatively large, however, it is not easy to determine the correlation with the graph. Thus, the graphs were drawn again by separating the value groups one graph for a group of values 0.1, 1, & 10 and another for 100, 1000, & 10,000. The result of a comparative analysis between Figures 3 and 4 confirmed that the received power had significantly increased following the increase in transmitted power. Moreover, while the transmitted power increased geometrically according to the received power, the signal-noise ratio increased arithmetically. Therefore, based on the game theory, it is possible to determine from the simulations that improvement can be achieved by increasing efficiency in communications through control of signal output to reduce battery run-down.
The result of a comparative analysis between Figures 3 and 4 confirmed that the received power had significantly increased following the increase in transmitted power. Moreover, while the transmitted power increased geometrically according to the received power, the signal-noise ratio increased arithmetically. Therefore, based on the game theory, it is possible to determine from the simulations that improvement can be achieved by increasing efficiency in communications through control of signal output to reduce battery run-down. According to the result of the previous OPNET simulation, communication becomes smoother if radio wave output is increased. Smooth telecommunication means smooth communication between two persons in terms of concept. If two persons cannot communicate smoothly, we can say that energy is wasted due to message distortion. For example, a person asking for directions is advised to turn right but goes left or straight due to a misunderstanding. If the person did not hear well, he/she needs to ask the speaker to repeat what the speaker has said. Then, the speaker should repeat the same message again upon receiving the request. Message transfer consumes energy. In the previous example of a dialog between two persons, we can say that energy was wasted, which could have been avoided had communication been successfully established at once, because energy should be used for the internal mechanism again (e.g., muscle movement) to generate sound waves. The result of a comparative analysis between Figures 3 and 4 confirmed that the received power had significantly increased following the increase in transmitted power. Moreover, while the transmitted power increased geometrically according to the received power, the signal-noise ratio increased arithmetically. Therefore, based on the game theory, it is possible to determine from the simulations that improvement can be achieved by increasing efficiency in communications through control of signal output to reduce battery run-down. According to the result of the previous OPNET simulation, communication becomes smoother if radio wave output is increased. Smooth telecommunication means smooth communication between two persons in terms of concept. If two persons cannot communicate smoothly, we can say that energy is wasted due to message distortion. For example, a person asking for directions is advised to turn right but goes left or straight due to a misunderstanding. If the person did not hear well, he/she needs to ask the speaker to repeat what the speaker has said. Then, the speaker should repeat the same message again upon receiving the request. Message transfer consumes energy. In the previous example of a dialog between two persons, we can say that energy was wasted, which could have been avoided had communication been successfully established at once, because energy should be used for the internal mechanism again (e.g., muscle movement) to generate sound waves. According to the result of the previous OPNET simulation, communication becomes smoother if radio wave output is increased. Smooth telecommunication means smooth communication between two persons in terms of concept. If two persons cannot communicate smoothly, we can say that energy is wasted due to message distortion. For example, a person asking for directions is advised to turn right but goes left or straight due to a misunderstanding. If the person did not hear well, he/she needs to ask the speaker to repeat what the speaker has said. Then, the speaker should repeat the same message again upon receiving the request. Message transfer consumes energy. In the previous example of a dialog between two persons, we can say that energy was wasted, which could have been avoided had communication been successfully established at once, because energy should be used for the internal mechanism again (e.g., muscle movement) to generate sound waves. For communication between two nodes, energy is required to generate communication signals. Therefore, if communication signals are not transmitted properly, energy is wasted since communication signals need to be sent again. As such, the second method (approach as an improvement scheme of energy use) can check the possibility of efficiency improvement using OPNET simulation, and it is needed to make communication smoother by increasing radio wave output depending on the previous simulation result of OPNET. Its importance grows more when applied to ESS control, which saves energy and redistributes it among the necessary areas. When it comes to the aquafarm described by the pertinent paper, the survival of living organisms inside the aquafarm depends on the smooth flow of energy; failure in communication needed to control ESS threatens their survival. Worse, many living organisms can be sacrificed unnecessarily, contrary to the emotions of love possessed by humans. Since tremendous threats to life translate into huge threats to property, both materialistic view and idealistic view show the need to avoid such situation. However, that increasing the radio wave output gives rise to two problems. First, noise also increases when the number of nodes increases due to the communication output increase of each node. Second, high radio wave output requires a large quantity of energy. For these reasons, it is inefficient to adopt an approach that makes communication smooth by increasing radio wave output indiscriminately.
This problem can be solved using two types of approaches manual and automatic. The manual type literally means that a proper value can be found through the control of individuals. However, that it requires significant effort and time as well as individual efforts and certain level of training. The second approach is to change it to information that can be understood by the machine and obtain the result using the algorithm. This paper discusses the second approach.
The second approach can be easily understood when explained after abstracting in the form of a function. Let us talk about function y = F(x). y means the resulting value desired by people. F(x) can be understood as an algorithm to process x, which is input information. In summary, the problem in question needs to be defined from three aspects (Y, F(x), and X) to approach using the second method, which will be described below.
However, that this paper calculates the Y value by assigning the X input value (the third among three aspects) randomly [4] because the X input value can vary depending on the environment where ESS will be operated and value prioritized by the user (for example, the aquafarm owner may want to keep his fish alive even though some amount of damage is sustained or to maximize economic gains).
OPNET 14.5 PL8, the Zigbee module used in the pertinent paper, has limits since it is the lower version. Among the four Zigbee layers, physical layer and Mac layer development is supported, but not that of the remaining two layers (network layer and application layer). It causes no serious problem in simulating Zigbee communication. However, that it can be a problem for the simulation that requires the modification of two unsupported layers. Implementation from three aspects (Y, F(x), and X), which is required by the pertinent paper, is not supported. The important thing is the conceptual definition of the approach. Applying to OPNET or hardware such as Arduino and Raspberry Pi is not that difficult. Therefore, Visual Studio was used to define the approach.
The energy flow is usually controlled by communications so that successful communications allow its smooth flow whereas poor communications disrupts the flow.
Meanwhile, an efficient use of energies means achieving the same effects with less of them. When the energy flow is smooth, it means that the energy can be used at an appropriate time or place but if it does not, the energy will be used in the situation where the energy is not being used in the right place at the right time, leading to an inefficient use of energy.
Therefore, increasing the success rate of communications leads to a smooth energy flow and the increased rate affects the energy output so that the success rate of communications can be improved by increasing the communication power output. However, an opposite effect can be produced if the presence of many nodes is considered and it is possible to confirm this from the following OPNET simulation results.
Observing the OPNET simulation results shown in Figures 5 and 6 , it is clear that the communications are be smoother when all the transmit powers are 1.0 instead of 0.05.
However, the number of transmission problems (curved sections) on the blue line was six when all the transmission power outputs were 0.05 whereas, on the red line, it was five when the powers were 0.1. This was the result of the nodes attempting their own communications and thereby disrupting each other. In a limited environment, the increased transmission power for the nodes can be an obstacle for successful communications but when the power has been reduced, the success rate will be also reduced as the communication distance of each node becomes shorter. Therefore, finding an optimal power output value or increasing the output only for those who are required to establish communication improves the success rate, which will lead to a smooth energy flow eventually. When the power output was adjusted for the nodes who have a higher status in communication, the following results were obtained. Figure 7 shows improvement of Energy Efficiency (1). However, the number of transmission problems (curved sections) on the blue line was six when all the transmission power outputs were 0.05 whereas, on the red line, it was five when the powers were 0.1. This was the result of the nodes attempting their own communications and thereby disrupting each other. In a limited environment, the increased transmission power for the nodes can be an obstacle for successful communications but when the power has been reduced, the success rate will be also reduced as the communication distance of each node becomes shorter. Therefore, finding an optimal power output value or increasing the output only for those who are required to establish communication improves the success rate, which will lead to a smooth energy flow eventually. When the power output was adjusted for the nodes who have a higher status in communication, the following results were obtained. Figure 7 shows improvement of Energy Efficiency (1). However, the number of transmission problems (curved sections) on the blue line was six when all the transmission power outputs were 0.05 whereas, on the red line, it was five when the powers were 0.1. This was the result of the nodes attempting their own communications and thereby disrupting each other. In a limited environment, the increased transmission power for the nodes can be an obstacle for successful communications but when the power has been reduced, the success rate will be also reduced as the communication distance of each node becomes shorter. Therefore, finding an optimal power output value or increasing the output only for those who are required to establish communication improves the success rate, which will lead to a smooth energy flow eventually. When the power output was adjusted for the nodes who have a higher status in communication, the following results were obtained. Figure 7 shows improvement of Energy Efficiency (1). The number of transmission problems (curved sections) on the blue line was four when all the transmission power outputs were 0.05 whereas the number was five when the powers were 0.1.
If the necessary communications fail due to increased or decreased outputs, the energy will be wasted so that its timely supply to the place in need will become impossible as well. In the worst case, an interruption to the energy supply can lead to the disruptions in the operation of EES and/or all sorts of facilities, fatally affecting the aquatic lives in aquafarms. The number of transmission problems (curved sections) on the blue line was four when all the transmission power outputs were 0.05 whereas the number was five when the powers were 0.1.
If the necessary communications fail due to increased or decreased outputs, the energy will be wasted so that its timely supply to the place in need will become impossible as well. In the worst case, an interruption to the energy supply can lead to the disruptions in the operation of EES and/or all sorts of facilities, fatally affecting the aquatic lives in aquafarms. One of the key requirements of these two algorithms (i.e., Floyd-Warshall and greedy algorithms) is to have some well-defined inputs e.g., id, deadline, and bonus) to return a schedule having the maximum bonus. It is difficult to say which algorithm is superior but the greedy algorithm can be more efficient when the data takes a Metroid structure or has many nodes, or otherwise, the Floyd-Warshall algorithm is likely to be more efficient.
This study attempts to improve energy efficiency through both hardware and software-oriented approaches. The hardware-oriented approach in Section 3 has shown that the Na-ion batteries are more efficient than the Li-ion batteries dominant in the existing market in terms of method of storing energy. Section 4 discusses the software-oriented improvement of energy efficiency focusing on the demands from the nodes which require energy when it is stored by using a Na-ion battery.
ESS is a system where each node demands necessary energy and ESS responds to it. Assuming that Zigbee is selected for the information exchange for such a demand and response because of its several advantages described in this study, the values obtainable from 'the relatively lower The number of transmission problems (curved sections) on the blue line was four when all the transmission power outputs were 0.05 whereas the number was five when the powers were 0.1.
ESS is a system where each node demands necessary energy and ESS responds to it. Assuming that Zigbee is selected for the information exchange for such a demand and response because of its several advantages described in this study, the values obtainable from 'the relatively lower One of the key requirements of these two algorithms (i.e., Floyd-Warshall and greedy algorithms) is to have some well-defined inputs e.g., id, deadline, and bonus) to return a schedule having the maximum bonus. It is difficult to say which algorithm is superior but the greedy algorithm can be more efficient when the data takes a Metroid structure or has many nodes, or otherwise, the Floyd-Warshall algorithm is likely to be more efficient.
ESS is a system where each node demands necessary energy and ESS responds to it. Assuming that Zigbee is selected for the information exchange for such a demand and response because of its several advantages described in this study, the values obtainable from 'the relatively lower communication success rate than the wire communication' are inversely proportional to the number of nodes and this has been confirmed by finding some significant correlations with OPNET. In Section 5, the communication output has been defined as a variable which can be controlled to improve the efficiency in a scheduling algorithm. In conclusion, Section 4 explains the part related to communications between the node and the scheduler, as one of several small networks consisting of an ESS which is also considered as a set of small multiple subnetworks. To surmount the physical limitations of Zigbee by controlling the scheduler, OPNET was used to confirm the variables (communication output) significantly related to the communication success rate and to provide the grounds for using them in the subsequent chapter.
Implementation of Unit-Task Problem Based on the Game Theory
The ESS's in aquafarms are operated based on the communications between different types of equipment, through which energy is supplied to the spots in need to create a decent environment for the aquatic lives. The communications carried out through many nodes sometimes show a low success rate which often causes some problems in the operation of ESS and these problems disrupt a stable energy supply which in turn could lead to a mass mortality in the aquafarms in the worst case. Therefore, it is essential for the aquafarms to avoid such an economic disaster by organizing preventive measures involving the energy supply at their farms.
The communications between two Zigbee nodes are comparable to the communications between two people. Suppose there are two persons, Person A and Person B; include them in the situation in Figure 9 wherein A is trying to say "a" to B but B also wants to convey a word-"b"-to A. The communication will not be successful if these two try to say them simultaneously. This corresponds to the two "Go Straight," and the payoff is 1,1 in a normal-form game or the worst situation in an extensive-form game. In contrast, if they both wait till the other speaks, it will not be much of a communication at all. This corresponds to the two Avoid cases, and the payoff is 3,3. Since this situation offers a quiet environment, a third person would be able to take advantage of the situation, but it is still not a good situation. If one of them speaks first, and the other speaks later, communication can be expected to be a smooth one, which corresponds to a Nash equilibrium solution in a normal-form game.
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The communications between two Zigbee nodes are comparable to the communications between two people. Suppose there are two persons, Person A and Person B; include them in the situation in Figure 9 wherein A is trying to say "a" to B but B also wants to convey a word-"b"-to A. The communication will not be successful if these two try to say them simultaneously. This corresponds to the two "Go Straight," and the payoff is 1,1 in a normal-form game or the worst situation in an extensive-form game. In contrast, if they both wait till the other speaks, it will not be much of a communication at all. This corresponds to the two Avoid cases, and the payoff is 3,3. Since this situation offers a quiet environment, a third person would be able to take advantage of the situation, but it is still not a good situation. If one of them speaks first, and the other speaks later, communication can be expected to be a smooth one, which corresponds to a Nash equilibrium solution in a normal-form game. To configure a network with such Nash equilibrium solution, one could use a method of establishing a solution that allows avoiding the situations involving Avoid or the worst situation by acquiring information as to when the other will start communicating (Figure 10 ), getting out of To configure a network with such Nash equilibrium solution, one could use a method of establishing a solution that allows avoiding the situations involving Avoid or the worst situation by acquiring information as to when the other will start communicating (Figure 10 ), getting out of Avoid state by demanding to communicate with one node, or granting priority to a single node in the worst situation. Configuring a Zigbee-based network in an aquafarm to monitor various events and control the responses in a strategic/competitive environment in conformity to the Nash equilibrium solution can improve efficiency in terms of energy use. However, that configuring the individual network manually can be a waste of manpower, and such network would not be able to respond actively to the changing environments. For this reason, the network configuration should be automated; to achieve such goal, this study proposed a greedy algorithm and the Floyd-Warshall algorithm and compared their merits and demerits.
In the Y = F(x) structure above, what people want-which is Y-is defined using the game theory. Y is a Nash equilibrium solution in communication among nodes.
Greedy Algorithm
The greedy algorithm and Floyd-Warshall algorithm correspond to F(x) in the Y = F(x) structure. F(x) is an algorithm that processes x, which outputs Y using the X input value. The two algorithms (greedy algorithm and Floyd-Warshall algorithm) were used to find Y, a Nash equilibrium solution.
A Greedy algorithm is one that finds an optimal answer in each given stage based only on evidence that can be judged instantly. In this regard, the solution produced by a greedy algorithm is a collection of selections determined in each stage. The answer determined in each stage neither changes later nor affects the previously selected answer. Since the greedy algorithm performs rapid calculations with low accuracy and shortsighted decision making, it is more efficient for problems for which obtaining an optimal solution is not easy [27] [28] [29] [30] [31] .
When there are several nodes, the execution sequence of nodes can be determined based on the individual graded weights measured considering the respective communication efficiency or signal output as well as their correlations with battery efficiency. All of these contribute to the improvement of efficiency in the tasks involved and energy saving.
Structure of Matroid
The current wide use of ESS (Energy Storage System) for the various types of power systems is mainly due to the issue of intermittency or uncertainty of renewable energy sources which is yet to Configuring a Zigbee-based network in an aquafarm to monitor various events and control the responses in a strategic/competitive environment in conformity to the Nash equilibrium solution can improve efficiency in terms of energy use. However, that configuring the individual network manually can be a waste of manpower, and such network would not be able to respond actively to the changing environments. For this reason, the network configuration should be automated; to achieve such goal, this study proposed a greedy algorithm and the Floyd-Warshall algorithm and compared their merits and demerits.
Greedy Algorithm
Structure of Matroid
The current wide use of ESS (Energy Storage System) for the various types of power systems is mainly due to the issue of intermittency or uncertainty of renewable energy sources which is yet to be solved. Backing up the power grids largely depending on these energy sources to cope with issues is essential for the operation and management of these grids.
The study [32] aims to check the economic feasibility of the distributed generation (DG) using Li-ion battery. The total cost of ownership (TCO) is calculated for individual cases and the method used for the assessment involves a sensitivity analysis for the output values often performed to determine the effects of the parameter variability. Meanwhile, the study [33] considers a virtual power plant (VPP) architecture conceptually to perform an optimal management of distributed energy resource (DER) of the prosumer involved in a demand-side management (DSM) program.
Next, to characterize a distributed energy storage system (DESS) with a RES generator, a testing facility has been developed and set up at the eLUX lab., University of Brescia (Bristol, UK). The DESS was of a 25 kWh for the 64 kWp photovoltaic power generation system and the testing facility included a supervisory system for the remote monitoring and control of its components.
The major problem of the power generation using renewable energy sources has been unstable of intermittent production of power and it can lead to some serious operational problems in the power grid [34] . The battery energy storage system (BESS) is being considered as a promising technology which would provide a solution for such an issue and it is expected that with BESS, the design and operation of a renewable energy-based power grid will be much more efficient and effective, making the power generation more reliable by improving the host capacity of RES and customer's self-consumption level. Despite such merits, this kind of grid also has its own problems. First, its maintenance has to be carried thoroughly until its due service life and it will be not easy to recycle all the components so that the reprocessing and decommissioning costs account a large part of the entire costs involved in running the grid to the end.
This study presents a Life Cycle Cost (LCC) model as a holistic model to discuss these elements in the long-term operation of such power grids [35] .
A problem with a certain particular structure can always be solved by a greedy algorithm, and such structure is called Matroid. Although Matroid does not appear in all the problems, it can be found in various places, and the greedy algorithm can be utilized extensively [36] [37] [38] [39] .
Regarding the structure of a Matroid, when M is defined as the ordered pairs sorted and structured in a way that satisfies the conditions below, the calculation formula of M becomes M = (S,I), where S is a finite set wherein the minimum of one element is included and I is a subset of S wherein at least one element is included.
In this case, a null set can be included in I. A more formal expression will be if B ∈ I and A ⊆ B, then A ∈ I. Likewise, if A ∈ I, B ∈ I, and element x ∈ B − A when |A| < |B|, it is a structure that satisfies the condition A ∪ {x} z I [4] . This means that, under the Matroid structure, the optimal solution of the universal set in a greedy algorithm is also the optimal solution for the subset. Additionally, if the prior selection does not affect the latter selection, the optimal solution can be found with the greedy algorithm used. As the key concept in the previous game theory, the communications will be inefficient if two entities attempt communications simultaneously. In a unit task problem, only one operation can be performed in each fixed period; since it involves the question of how the operations should be carried out, this study attempts to improve communication efficiency by solving the problem with a greedy algorithm. 
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The Floyd-WarshallAlgorithm(x) = Y is also a function which receives Number of job, MAX(Unit Time), and Task[k] as inputs and returns an execution order for the maximum Bonus value and Task after processing the inputs with a pseudocode. In this function, Number of job, Unit Time, k, temp, and Bonus assume positive integers whereas id of Task[n] and Scheduling [i] take the string that can uniquely distinguish Task[k] as their values. A Bonus value of 0 has been entered into temp for initialization. In the previous case involving the greedy algorithm, an optimal option was selected in each Unit time round and the process went on to the next round without changing the option but in this case, the result is outputted after finding the optimal solution in all the combinations obtained from all possible scenarios. Thus, this algorithm is one that can always find the optimal solution but its downside is that it requires much calculation as it attempts to find an optimal solution for all the possible cases. 
Scenario Setup
To set up a scenario, a network was configured by sorting the nodes by function (Figure 11 ). Node A plays the role of producing energy, and Node B represents the industrial settings. Meanwhile, Nodes D and E represent the Home Network and ESS, respectively. The communications between Nodes B, D, and E will be assumed by Node C. A brief description is given below. 
To set up a scenario, a network was configured by sorting the nodes by function (Figure 11 ). Node A plays the role of producing energy, and Node B represents the industrial settings. Meanwhile, Nodes D and E represent the Home Network and ESS, respectively. The communications between Nodes B, D, and E will be assumed by Node C. A brief description is given below. The connections in Figure 12 have the following limitations: First, there are no self-connections. That is, the number of tasks of Node A is just one and it is a unique one. Second, although arrows were used for intuitive understanding, each connection actually does not have any directionality. This was to reduce the computation load and there are no limitations according to the sequence. For instance, the results of the tasks performed by Node a-b and Node b-a are the same. Third, if the benefit gainable from Node a-b-c is larger than that of Node a-c, the benefit gained from Node a-b-c-d will be larger than Node a-c-d, provided that the minimum benefit a node can have is 0 and the value cannot be a negative one. The connections in Figure 12 have the following limitations: First, there are no self-connections. That is, the number of tasks of Node A is just one and it is a unique one. Second, although arrows were used for intuitive understanding, each connection actually does not have any directionality. This was to reduce the computation load and there are no limitations according to the sequence. For instance, the results of the tasks performed by Node a-b and Node b-a are the same. Third, if the benefit gainable from Node a-b-c is larger than that of Node a-c, the benefit gained from Node a-b-c-d will be larger than Node a-c-d, provided that the minimum benefit a node can have is 0 and the value cannot be a negative one.
Assuming that a single operation takes up 1 unit time, profits can be gained when the tasks are performed for 3 unit times (1, 2 & 3 in the scenario) ( Table 1 ). For the scheduling of these tasks, the operations that can derive profit are operations b and d in 1 unit time; when calculating the respective profits, it is better to perform b. Accordingly, in 2 unit times, a should be selected between a and c. The same goes for 3 unit times where e is the profitable operation. Therefore, the total profit expected to be gained from the operation sequence of b-a-e is 134. However, that operation c could be more profitable instead of b when it is performed in 1 unit time, so the revised order of the optimal solution becomes a-c-e, deriving profit of 142. The difference has arisen since this scenario did not conform to the Matroid structure.
The correlations between signal output, communication efficiency, and battery consumption were examined through the OPNET simulations. It is possible to schedule the tasks by setting the order of operations to be performed optimally or at least approximately with a greedy algorithm; if the schedule has been set up in a way to find a Nash equilibrium solution, energy can be saved by improving the communication efficiency and battery consumption rate by organically controlling the signal output based on the information pertaining to the correlations. Assuming that a single operation takes up 1 unit time, profits can be gained when the tasks are performed for 3 unit times (1, 2 & 3 in the scenario) ( Table 1 ). For the scheduling of these tasks, the operations that can derive profit are operations b and d in 1 unit time; when calculating the respective profits, it is better to perform b. Accordingly, in 2 unit times, a should be selected between a and c. The same goes for 3 unit times where e is the profitable operation. Therefore, the total profit expected to be gained from the operation sequence of b-a-e is 134. However, that operation c could be more profitable instead of b when it is performed in 1 unit time, so the revised order of the optimal solution becomes a-c-e, deriving profit of 142. The difference has arisen since this scenario did not conform to the Matroid structure Name of Each Node Deadline Profit Gained from Task Completion Within the Deadline I = Set of optimal solutions in the greedy algorithm = greedy(s) When B= {a, b, c, e}, if B ∈ I and A ⊆ B is true, but Greedy(A) ∈ I is false, this is not a Matroid. Therefore, an approximate solution can be obtained with the greedy algorithm.
The correlations between signal output, communication efficiency, and battery consumption were examined through the OPNET simulations. It is possible to schedule the tasks by setting the order of operations to be performed optimally or at least approximately with a greedy algorithm; if the schedule has been set up in a way to find a Nash equilibrium solution, energy can be saved by improving the communication efficiency and battery consumption rate by organically controlling the signal output based on the information pertaining to the correlations.
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Defining A as the increase in entropy during communication and its efficiency as "A", the following algorithm will provide efficiency A". The comparison result will show A' < A". This could be a valuable method of overcoming the limits of sodium-ion battery's efficiency and the physical characteristics.
In C language, a function qsort() that offers quick sorting is provided as a basic library. Function qsort() sorts the received elements according to their sizes. To use this function, a header file stdlib.h should be included in advance. qsort(&Tasks [1] , TotalTasks, sizeof(struct Home), Compare); the input parameter &Tasks [1] is a starting address of the sequence, whereas TotalTasks indicates the number of elements included in the sequence. In addition, sizeof(struct Homework) is the size of a single element stored in TotalTasks, and Compare is a function pointer that performs actual comparative calculations.
Function Compare () receives the pointers const void *_a, const void *_b of the two elements for which a comparative calculation will be performed. The source code was developed to sort the deadlines in ascending order while sorting bonuses in descending order. The execution result is shown in Table 2 . The input values of the source code below are total jobs, deadline, profit gained from task completion within the deadline, and name of each node. The resulting value of the pertinent source code is a set of ordered pairs wherein the quantity of gains reaches the maximum value when execution finishes within the deadline. In other words, "improvements to increase communication efficiency by adjusting radio wave output systematically and to reduce battery consumption" which is the result of the previous OPNET simulation is a unit-task problem, a limited environment wherein one job is performed in unit time. It can be redefined for convenience of calculation. If radio wave output is adjusted by establishing communication according to the execution order of each unit task, we can conclude that communication efficiency can be improved and energy can be saved. However, that the constraint condition of the unit task is not absolute. It is also possible to consider a situation wherein more than two jobs are performed in unit time and the corresponding algorithm. Nonetheless, the time and energy required for calculation are expected to increase geometrically, and we can give up the unit-task constraint condition if there is good reason to do so.
The two methods used for measuring an accurate runtime are one that uses a clock function or a QueryPerformanceCounter function. It is possible to measure the runtime by calling a function associated with the time measuring.
However, important thing is that as the QueryPerformanceCounter function is dependent on CPU's so that when its threads are distributed by several CPU's in a program using multithreads, different values can result even if each thread reads the value by using the QueryPerformanceCounter function at the same point.
Also, although it is true that the smallest time unit for the measurement depends on the system, it is not determined by the speed of a CPU. According to 'Help' of API, even the level of CPU clock can be checked depending on the systems.
Meanwhile, there is a thing called a Clock Tick on the computer whereas the OS has a clock () function that informs which process has started for how long. That is, it is possible to know for how long the current process has been running in clock tick unit base with the 'clock_t current_tick = clock();' code. If one wants to know it in time basis, it can be converted into time by using the code 'double current_sec = current_tick / CLOCKS_PER_SEC;'. In this case, CLOCKS_PER_SEC is a constant defined in 'time.h' file.
When the greedy algorithm was used, the runtimes were 0.001 s. and 0.0004680 s. when the clock function and the QueryPerformanceCounter function had been used, respectively.
The first line in Table 3 indicates the total jobs. The pertinent paper used five jobs. The second to the sixth lines indicate the deadline, profit gained from task completion within the deadline, and name of each node, which corresponds to the input value X in the Y = F(x) structure. In the pertinent paper, random deadline, profit gained from task completion within the deadline, and name of each node were given to aid in understanding the source code. The algorithm in question finds a Nash equilibrium solution using the given value X. The seventh and eighth lines show the approximate optimal execution order of unit-task and the sum of profit gained from task completion within the deadline, respectively. Figure 13 shows a representation of the source code's time complexity using R Studio. Q sort is used here for sorting, and the time complexity of qsort becomes "n * log n" when it is the best or "nˆ2" if it is the worst. clock();' code. If one wants to know it in time basis, it can be converted into time by using the code 'double current_sec = current_tick / CLOCKS_PER_SEC;'. In this case, CLOCKS_PER_SEC is a constant defined in 'time.h' file. When the greedy algorithm was used, the runtimes were 0.001 s. and 0.0004680 s. when the clock function and the QueryPerformanceCounter function had been used, respectively.
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Here, the X-axis means the number of nodes in the pertinent paper, and the Y-axis means the amount of calculation needed to schedule jobs in the pertinent paper. It has the same concept of calculating every possible case of ordered pairs {(A, A) (A, B) (B, A) (B, B)} and selecting one value among them when A and B choice alternatives are given two times. Simply put, calculating one ordered pair occurs in unit time, and four unit times are required if there are two choice alternatives. In other words, calculating every possible ordered pair when there are two choice alternatives has the same unit time value required to find a solution with N^2 time complexity when there are two nodes.
Assuming that a unit task performing a single task in unit time is being performed, the best case for the 1000 tasks shows time complexity of 14,000. Figure 14 shows a graph of the worst case that could be generated when the greedy algorithm has been executed. The time complexity becomes n^2 in this case.
The X-axis means the number of nodes in the pertinent paper, and the Y-axis means the amount of calculation needed to schedule jobs in the pertinent paper. Figure 14 depicts this in a way that enables understanding intuitively. Since the Y-axis is expressed in exponential notation, it shows that there is a big difference from the optimal situation in Figure 13 . Here, the X-axis means the number of nodes in the pertinent paper, and the Y-axis means the amount of calculation needed to schedule jobs in the pertinent paper. It has the same concept of calculating every possible case of ordered pairs {(A, A) (A, B) (B, A) (B, B)} and selecting one value among them when A and B choice alternatives are given two times. Simply put, calculating one ordered pair occurs in unit time, and four unit times are required if there are two choice alternatives.
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Assuming that a unit task performing a single task in unit time is being performed, the best case for the 1000 tasks shows time complexity of 14,000. Figure 14 shows a graph of the worst case that could be generated when the greedy algorithm has been executed. The time complexity becomes nˆ2 in this case. Figure 15 compares the best and worst situations. In the best case, the graph shows a distinct curve; in the worst case, however, an almost flat curve is close to the X-axis due to the difference between the scales of time complexity, clearly distinguishing it with the best case.
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Dynamic Programming: Comparison between the Floyd-Warshall Algorithm and Greedy Algorithm
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Dynamic programming is a method that divides the problem into small sub-problems to solve them individually. The respective solutions can be used later to streamline the calculation process when necessary. The Floyd-Warshall algorithm is an example of dynamic programming and is used for scheduling using the weight assigned to line E crossing peak point V. This method is used to find transitive closure in the graph, and it takes the following approach: First, assuming that an attempt is being made to cross from Node A to Node B, such approach is searched; the same approach will then be taken for the section from Node B to Node C and so on to find transitive closure. This method enables finding the best solution considering subsequent choices that have never been considered in the greedy algorithm. The best solution can always be found regardless of structures with this method, but it is not suitable for problems having many nodes due to its time complexity of nˆ3.
Although the Floyd-Warshall algorithm has the merit of being able to find an optimal solution at all times, it also has the demerit of requiring much more time when the number of tasks increases. Figure 16 shows the Floyd-Warshall algorithm with three sentences that include "for," and its time complexity becomes Nˆ3.
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The graphical representation is shown in Figure 17 . The time complexity compared with the greedy algorithm is described in Figure 18 . The blue line represents the time complexity (Nˆ3) of the Floyd-Warshall algorithm and the largest increase following the increase in the number of tasks. This means that the more tasks there are, the larger the calculation workload. In contrast, the best greedy algorithm follows the N * log n graph, and the calculation workload decreases as the number of tasks increases; in the worst case, the workload can be much less than that of the Floyd-Warshall algorithm.
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The runtime of the greedy algorithm actually implemented does not exceed the runtime O(Nˆ2) in the worst cases and the runtime measured with Query PerformanceCounter() when there were five node was 0.0004680. Whereas the measurement taken by the Floyd-Warshall algorithm under the same condition was 0.0005440. The time actually measured can vary depending on the factors such as the performance of hardware or the input sequence.
A software-oriented method of increasing efficiency by controlling the communication output based on the scheduling information is proposed in this study. OPNET was used to confirm the proportional relation between communication output and communication success rate and the optimal or approximate execution sequence was obtained with the two algorithms presented in the study based on the inputs such as the number of nodes, their deadlines and the expected benefits of successful performance within the deadlines, all of which were then used sequence the tasks to gain benefits and adjust the output of each node according to the execution sequence. Such a method was proposed to improve efficiency by reducing the possibility of communication errors.
Conclusions
This study has discussed some of the potential approaches to improving the efficiency of energy use with regard to new and renewable energies. The idea of using sodium-ion batteries for ESSs to address the demerits of these energies was proposed to improve their irregular production rate. To accomplish such goal, the communication efficiency and energy efficiency were examined by comparing the greedy algorithm and the Floyd-Warshall algorithm to determine which of them should be used for the improvement. Considering the physical (material) aspect of sodium-ion battery and the effective use of new and renewable energies, they need not be dealt with separately. Sodium-ion batteries allow all the charged energy to be discharged completely, so it is possible to construct an ESS with fewer batteries than lithium-ion batteries; thus enabling supplying its energy wherever necessary without wasting any energy due to its physical characteristics. Based on such improvement, more energy can be saved by improving battery consumption and communication efficiency through the organic control of signal outputs. The theoretical backgrounds for this study are introduced in previous studies associated with the method of improving network efficiency based on the game theory.
The communication failures mean that the energy cannot be supplied to where it is required and such a failure eventually leads to a fatal blow in the situation where the energy is being used to maintain the living environment of the aquatic lives. The contribution of the study is that it has presented a viable method of increasing the success rate of communications by adjusting the transmission output at the ESS according to the importance levels of communications; increasing the efficiency of energy use by applying a prioritized energy distribution system for the ESS scheduling; and proposing a solution which will be able to minimize the negative effects which could be generated from insufficient supply of energy based on the utilization of the chemical properties of Na-ion batteries.
This study proposes a method that can enhance present energy efficiency through software and hardware-oriented approaches. The software-oriented approach involves a scheme which improves the efficiency of energy use by determining the order of energy consumptions in a way that the benefits in energy use can be maximized and another scheme which increases the efficiency of energy use by controlling the communication output based on the benefits. As for the hardware-oriented approach, use of a Na-ion battery has been proposed. For the grounds for the software-oriented improvement, a significant proportional relation between success rates and communication outputs was proven by using OPNET whereas a comparison was made to understand how the runtime in relation to the Big-O notation of each algorithm had changed depending on the number of nodes. On this basis, it is possible to assume that the software-oriented improvement will lead to a significant improvement in energy efficiency. Also, the same can be achieved by using the ESS consisting of Na-ion batteries when operating the aquafarm. A comparative analysis between physical characteristics of Na-ion battery and Li-ion battery supports this assumption. However, although it is clear that both approaches will affect energy efficiency positively by creating a synergy effect, they have not been actually implemented in this study and the task of quantifying the results is planned for the future research.
The innate limits of irregular energy production of new and renewable energies can be overcome with ESS, including the problems associated with the distinct seasonal characteristics of ROK.
The greedy algorithm can find an optimal solution only for the matroids, and only the approximate optimal solutions can be found for the others. In contrast, the Floyd-Warshall algorithm can always find an optimal solution. However, that the Zigbee-based network configuration in the 4th Industrial Revolution requires many Zigbee nodes to be used to bring out the best of the low-power, low-cost features of Zigbee when implementing an IoT. As the increase in the number of nodes leads to increased calculation workload, the greedy algorithm may show time complexity of Nˆ2 in worst cases, whereas the Floyd-Warshall algorithm will show a time complexity of Nˆ3. Again, the greedy algorithm guarantees the approximate optimal solution only for the matroids, but its relative efficiency in the calculation process is more suitable for the scheduling of massive and frequent communications between nodes than the other algorithms used to find an optimal solution. This is the main reason for the proposal made in this study.
