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CONVERGENZE: APPLICAZIONI ALLA DIFFERENZIAZIONE GENERALIZZATA
E ALL'DTTIMIZZAZIONE
5zymon Dolecki
(Accademia Polacca delle Scienze, Varsavia)
Lo scopo di queste note è far vedere come, usando alcuni semplici fatti della
teoria delle convergenze, si riottengono in modo molto chiaro risultati le cui
giustificazioni erano finora offuscate da molti tecnicismi.
1. Oggetti dello studio
Data una successione (x l IN di elementi di uno spazio topologico, si d.icen n e
che x è nel limite lim x (oppure, che {x} ]N converge ad x), se, per ogni
n n n e
n-
intorno Q di x, esiste n e IN tale che (x,x 1'" .. l c Q.n n+
Tale nozione si riferisce al comportamento delle successioni "quan do n tende
all'infinito". Il "tendere a11 'infinito" è un concetto relativo ad una struttura
d'ordine (in questo caso, dei numeri naturali); esso si ritrova nell'idea di fil-
tro, che è una sua, particolarmente riuscita, generalizzazione [2J.
Sia X un insime. Una famiglia non vuota F di sottoinsiemi di X è detta
filtro se essa non contiene il sottoinsieme vuoto e se
se e solo se A e F e B e F .
La famiglia di tutti i soprainsiemi delle code
{x.x l'x 2.········,n n+ n+
di una successione {x
n
nle ~ è un filtro. detto filtro elementare della successione.
Diciamo che un filtro F in uno spazio topologico X converge ad x e X, se
per ogni intorno Q di x esiste F e F tale che F c Q. In altre parole. un fil
-
tro converge ad x se ogni intorno di x è contenuto in questo filtro. Diciamo
allora che x appartiene al l i mi te di F e scriviamo
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xeLimF.
Notiamo che lILimll definisce un'applicazione dell'insierre 4>X (di tutti i fil-
tri su Xl in 2X (famiglia di tutti i sottoinsiemi di Xl:
Tenendo conto che F < G (diciamo che G è più fine di F, F ~ G, quando F è
incluso in G) definisce una struttura d~ordine SU$X e che l' inclusione definl .
sce una struttura d10rdine su 2X, risulta che
L; m è monotona.
Il filtro discreto di x,
N (xl = {A e 2X x e Al
l
soddisfa
(iil x e Lim N (x)
l
Per ogni filtro F si ha
(i ii) Lim F = f),F (H~G Lim H)
Si verifica inoltre che, per ogni famiglia di filtri {F l si hai i e I '
(i vl Lim ie()rF,. = () Lim Fi e I i
Per formulare un'altra proprieta del limite, consideriamo un'applicazione
ed un filtro F e ~X. Il 1imite inferiore di Mlungo F è il filtro
definito dalla posizione:
Q e liFM se e solo se esiste F e F tale che per x e F si ha Q e M(x).
Abbiamo che
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(v) Se x e Lim·F e per ogni Xl e X. x' e Lim M(x). allora
x e Lim(LiF~1) •
le proprietè (i)-Cv) servono da assiomi a varie nozioni di convergenza
[4] [3J [11J [9].
Un'applicazione di ~x ;n 2X è una convergenza se soddisfa (i), una
convergenza in senso stretto se verifica (i), (ii). Se inoltre verifica (iii)
è una convergenza pseudotopolog;ca, mentre se vale anche (iv) si ha una con-
yergenza pretopologica. Se aggiungiamo anche 1 'assioma (v) otteniamo una con-
vergenza topologica.
Oggetto delle nostre considerazioni saranno le convergenze dei filtri su
2Z, dove (l,l) è uno spazio topologico.
Sia A = {Ai}; e I una famiglia di sottoinsiem; di Z e sia F un filtro
su I. Chiaramente, F induce su 22 il filtro composto dalle soprafamiglie di
{A. : i e F}, F e F, e viceversa, ogni filtro su 2Z può essere rappresenta-
l
to come una famiglia filtrata.
Il limite superiore di A = IA.l. l' che indicheremo
...., 1 1 e
TLs!;=LsFA
è composto dagli elementi z tali che, per ogni intorno
F e F esiste i c F tale che QI\A.;' ~
l
Il limite inferiore
Qe.K(z)
T
ed ogni
è l'insieme degli z tali che, per ogni
per ciascun i in
QeJl(z)
T
F (vedi [14J).
esiste F e F tale che
Si noti [4J che il limite definito da
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A e Li m A ssse A c Li A
~ ~
costituisce una convergenza topolog;ca, ma soltanto ne" lambito del sottospa-
zio di 2X composto dagli insiemi chiusi, mentre nello stesso sottospazio
A e Lim Asse Ls A c A
~ ~
è solamente una convergenza pseudotopologica.
2. Vari limiti di famigl ie di insiemi.
A famigl ia di sottoinsiemi di X. La griglia A
ij
diSia una
miglia degl i insiemi di X che interseca tutti gl i elementi di A.
Abbiamo che
A è la fa-
(2. 1) Li T A = n ClF N HeF"
I limiti sono insiemi chiusi. Osserviamo inoltre che
(l) T "O, allora
(11)
(11 l )
FcG,al1ora
A c B, allora
v ~
Ls F :> LSG
LiFccLi G
LsAcLsB
~ v
LiAcLiB
~ ~
Se la topologia rispetto alla quale si sonsiderano questi limiti è quella
discreta t, allora i limiti diventano gli usuali limiti insiemistici.
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Se tutti gli insiemi sono Usingleton tl , allora il limite inferiore diventa
il limite del filtro generato da
mentre il limite superiore diventa "l'aderenza" di quel filtro.
Sia f = {f.}, I una famiglia di funzioni a valori reali estesi definite
..... 1 le
su uno spazio topologico (Y,a) e sia F un filtro su I. Definiamo [18J [13J [51
il limite inferiore e il limite superiore mediante:
(li~ !)(y) = sUPQeN"o(y) sup inf inf f . (y' )
FeF ieF y'eQ 1
(2.2)
(ls~ !)(y) = sUPQ N ( ) inf sup inf f. (y' )
e o Y FeF ieF y'eQ l
Sia v l a topologia usuale di IR. All ora
..0 QX\)
epl(ll f) = Ls epi f
~ ~
(2.3)
epi f.
~
dove
epi f = ((y,r) r ~ f(y)}
e , 'epigrafico.
Se la funzione indicatrice XA di un insieme A è definita da
Si nota che
x e A
x ~ A
(2.4) \tA
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Per ogni i e I sia Ai c X x y, cioé Ai è una relazione
A. ::: Y,
Consideriamo due topologie T su X e o su Y e un filtro F su I.
!:~ iperl imite
(2.5)
0/
Lh T A
F -
è composto dalle coppie (x,y) tali che, per ogni Q e J( (yl esistono V e Jf (xl e
o T
F e F tali che per ogni Xl e Ve; e F, A.x·nQ #~. Equivalentemente. usan,
do le notazioni della teoria delle relazioni, A:1Q~V.,
Si osserva che
e anche
O/T
(LhF ~lx = L ·
O A'
'FxJ( (xl iX
T
Per una famiglia!. = {fi};eI di funzioni a valori reali estesi definita su
uno spazio topologico (x ,T) definiamo l'iperlimite
(2.6 l (lh~!)(xl = infQeN (xl
T
inf sup sup f.(x'),
FeF le, x'eQ
Osserviamo che(per la topolog;a usuale v di m)
Lh V / T . fep, =F
I limiti (2.2) e (2.6) sono casi speciali dei G-limiti; questi ultimi sono de-
finiti partendo dai T limiti corrispondenti tramite formule come la (2.3).
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3. Coni approssimanti.
Sia X uno spazio lineare e l una topologia su X (non necessariamente
compatibile con la struttura lineare dello spazio).
L'omotetia di un sottoinsieme C di X è la relazione
(3. 1) 1(x,t) ~ t (C-x) , t>O,xeX.
Definiamo un cono tangente (di C in x) come
il cono contingente
K~(X} , 1= LSt~o t (C-x),
il cono interno
l'() (L' -t' (CC - x»c .C x = St~o
Sia O un'altra topologia su X. Definiamo il cono ipertangente (di C in X)
corre
,/a() L'l'Te x =
xeC,x'
t
e
~ x
~ o
.1. (C
t
- X I )
(per diversi cas i spec ia l i vedi [16J. [17], (121).
In altre parole, h e ,le'C (lQ se e solo se per ogni Q e Jf (h), esistono
tali che per ogni x· e VnC e t > t > O si ha
0-
Teorema 3.1. ([7) [15J )
Sia (X,e) uno spazio topologico e vettoriale e sia t tale che l'addi-
zione è continua e
e t T , allora
la moltiplicazione è continua per ogni t fissato. Se
'la
'C (x) è convesso.
Se C è una relazione ad esempio
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c x~y
e T, o sono topologie in X e Y rispettivamente, allora possiamo defi-
nire il cono di Hadamard di C in (x.y):
T/O T/O 1
HC (x,y) = Lh t+ o t (C -(x,y))
T
Dalla definizione segue che k e(Hc/o(x,Y))h se e solo se per ogni
Q e.N (k) esistono V e J( (h) e t
o
tal i che
T O
(3. 1) 1Qn t (C(x+th') - y) f 0 per t < to' hl e V.
La formula (3.1) assomiglia molto alla definizione di derivata di Hadamard
(dove k rappresenta il valore di tale derivata nella direzione h).
Tutte le definizioni qui presentate di coni approssimanti, r;formulate
per le applicazioni, diventano formule per derivate di vari tipi. Sia
f : X .. Y un'applicazione, Y uno spazio vettoriale; l 'omotetia di f in
(x,f(x)) è l'applicazione
(t,h) + f(X+th~-f(X)
c;oé il rapporto incrementale.
Ricordiamo che un'applicazione A di uno spazio vettoriale topologico
(X,T) in uno spazio topolog;co (V,a) è la derivata di Hadamard se per ogni
funzione p :!R+ + X tale che lim p(t) = h si ha
t+o
1im
t+o
f(x+tp(t)) - f(x)=Ah
t
Di solito si chiede anche che A sia lineare e continua.
Teorema 3.2 ([ 7])
Se (X,T) è uno spazio vettoriale metrico, allora il cono di Hadanmrd di
f in (x,f(x)) ~ il grafico della derivata di Hadamard di f in x.
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I coni approssimanti applicati agli epigrafici ci permettono di ri tro-
vare una varietà di derivate unilaterali, in particolare quella di Clarke.
Visto che l 'omotetia dell'epigrafico di una funzione è l'epigrafico del
suo rapporto increrrentale, abbiamo diversi tipi di epi-derivate (tangenti,
cotangenti. di Hadamard)
(3.2) fT(x)h 1= sup inf sup inf t [f(x+th') - f(x)]
Qel'l(h) t t<t h'eQ
o o
(3.3) fK(x)h iof iof 1 [f(xtth') - f(x)]= sup sup
Qel'l( h) t t<t h'eQ t
o o
(3.4) fH(x)h 1= iof inf inf sup t [f(x+th') - f(x)]
QW(h) t
o
t<t
o
h'eQ
Infine, l t ep i-1perderivata
(3.5) ft(x)h = sup iof sup iof (*)
QeN (h) We/(e(x,f(x)) (x',r')eWnepi f h'eQ
T t t<t
o o
dove ( *) 1 [f(x'+th') - r'J= -t
4. Confronto di limiti ([7}, [8J)
Sia A = IA.l. I una famiglia di sottoinsiemi di X filtrata da F su
"" , 1 e
I. Se T c o sono topologie su X. allora
Dic lama che A è di tipo T/O in x se, per ogni VeJ(~) esistono
~ o
Q e N (x) e F e F tali che, per i e F
T
QnA. I 0 ) VnA. I 0, ,
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Teorema 4.1.
Se ~ è di tipo T/a su Li T ~, allora
Teorema 4.2.
c
Se A è di tipo
'"
T/a su TLs A, allora
'"
LsT ~ C LsO ~
Nel caso degli epigrafici CA. = epi f.) la nozione di tipo T /0 può, ,
essere sostituita da quella di equi-semicontinuit~.
Siano P. e due topologie sU Y. Una famiglia ~ = {fi}ieI indicizzata
esistono Q e Na(y), F e F tali che, per; e F vale
da F è chiamata e /p -equi -semicontinu3. in y se per ogni VeN(y),c>Op
inf
Q
f. >
1-
inff.-e;
V '
Notiamo che nel caso della topologia discreta t è e Il. -equi -semico.!!.
Q
tinua in y se e solo se per ogni c > O esistono Q ~ Ne(y). F e F tali
che per i e F risulta
inf f. > f.(y) - c
1 - l
reorerna 4.3.
Se f è
'"
a11 ora
8/p-equi-semicontinua sul dominio
dom 1se f = (y ; (l S T f) < + ~ }
'" '"
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Teorema 4.4.
Se f è e.'p-equ;-semicontinua sul dominio di 1;8 f,
'" '"
a l 1ora
Questi teoremi forniscono delle condizioni sufficienti per l'inversio-
ne delle disuguaglianze usuali:
(4.2) Se 6 c p a11 ora
che si ottengono da (2.3).
Si osserva che tipo di ep; ~ implica 6/p-equi-sem;continui-
tà. mentre l'inverso vale per le funzioni equi1imitate.
5. Qualche applicazione all'ottimizzazione [8J
(Vedi [6J, [19J, LI] per i risultati simil i sotto ipotesi più forti)
Teorema 5.1.
Se J surerconverge ad f, c;oé se
(5. 1)
allora per
(5.2)
Prova
valori minimi vale
11m sUPF i.' (t) ~ in'(')
La topologia caotica O è la meno fine di tutte le topologie, percib
IsO, < 1sT , <',
'\.r - '\.r - 'V
e siccome
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O f(Y) inf inf f i (y') 1im sUPF inf (~)lSF = sup =N FeF ier y'eY
segue la tes i .
Lemma 5.2.
Se f subconverge ad f, cioé se
'"
(5.3) l i; f > f~
e r e IR, a11 or-a per gli insiemi di livello vale
(5.4)
Prova
LT (x f.(x) < rl c (x f(x) _< rlF ,-
Come serrpre v indica la topologia naturale di IR, mentre \ indica
quella discreta. Poiché T x V C. T Xl, allora si ha
Ls "(X\ . f L "[Xv . fepl c 5 ep' .
'" '"
Si verifica facilmente che
LsT (x : f.(x) < rl = ( LsTXlepi f)-l r
, - -
La formula (5.3) (grazie a (2.3)) equivale a
LS TXI epi ~ c epi f = (x : f(x) ~ rl
Oa ciò segue la (5.4).
Teorema 5.2
Se f ept-converge ad f (c;oé superconverge e subconverge nello stes-
'"
so tempo), allora per gli insiemi dei minimi vale
Ls; Min(t) c Min(f)
dove
Prova
I·:in(f) = {x
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f(x) .s. inf(f)l
Per ogni
€ > O esiste F e F tale cile
inf(f.) < inf(f) + E
1
qua:ldo i € F (teorema 5.1). Dunque
Ls I·'in(f.) c Ls {x : f.(x) < inf(f) + E ) C
l 1-
E {x : f(x) .s. inf(f) + El
grazie al Lr.r:':'na 5.?. Ora basta osservare rhe
n
c>o
Ix : f(x) .s. inf(f) + El = ~in(f)
In altre parole. il Teorema 5.3 stabilisce che ogni punto d'accumulazione
di minimi di {f;}ieI è un minimo della funzione limite f.
Per ottenere un r;sul tato che garanti~ca per ogni miniroo x di f l'esi-
stenza di una famiglia di minimi di {f;};eI convergente verso x, si ha
bisogno di una condizione supplementare sul comportamento di {f,l, l'
l l e
Diciamo che una famiglia
in x, se per ogni
f=lf.I· 1"" 1 l e
Q e N(x) esiste Ve
fi' tra ta da F
N(x),E>Oe
cresce decisivamente
F e F tali ~he per
; e Fs; ha
( 5. 5) ~ --=> inf f. > inf (f.) + E
V 1 l
Teorema 5.4.
Supponiamo che f superconverge ad f e la famiglia dei valori minimi
'"
subconverge, cioé
l im infF inf(V ~ inf(f)
e se f cresce decisivamente (su Min(f». allora
'"
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Li f1in(f)' Min(f)
'"
Prova
La seguente famiglia di funzioni
~
, f.(x) = f.(x) -inf(f,'), ,
A
superconverge a f(x) = f(x) - inf(f). Infatti, sia E> O. Per ogni
Q e N(x) esiste f e F tale che per i e F.
allora
inf f. < f(x) + E, -
O
e inf(f.) > inf(f) • E, -
inf(f .• inf (f.)) < f(x) - inf(f) + 2E
O' ,-
la condizione (5.5) equivale a :
per ogni O e N(x) esiste V e N(x), E > O, F e F tal i che
per i e F la proprietA
epi f.nV x (inf (f.) • E, inf (f.) + 0),0, , ,
implica
epi f.nO x {inf (f.)} ,0, ,
A
In altre parole, epi f. nV x (-E,o) ,0, implica epi
A
f. n Ox{0l#0,
Ma quest'ultima è precisan~nte la condizione che epi f sia di tipo
~
-~ in (x,O), dove ~ è la topologia su X che stiamo considerando.
T x I
Gr~z;e al leGrema 4.1, abbiamo che
(L,' TXI • f"")-1 (L,' TXO ').1ep, _ O = .pi! O
e per ipotesi questo insieme include
(epi 1')-1(0) = (x : f(x) ~ inf(f)} = Min (f).
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Osserviamo infine che
l'ir:e:rderivata (3.5) costituisce una gcncr~èl;lzt".z;one della .geri_vata dil'e-
zionale di Cl&l"ke [12] [16J. Se ,upponi"mo che la topologia e su X x lR
sia di lillO o x v, dove v è la topologia usuale di R. e cIle la funzione
f sia Ci-s~micontinua inferiorment.e in x. allora possiamo ll'èscrivere
(3.5) 1:(;1 r.1odo seguente
(6. 1) ft(x)h = sup
QeN (h)
T
inf
VeN. (x).
Vv{epl
sup
l x'.:-V0- v '
t <t
o
inf
h 'eQ
(*)
dove (*) 1= t [f(x' + th') - f(x)] e
( )- ldove epi f v è la meno fine topologia per la quale f è semicontinua
superiorr,Bnt~. Ora la derivata di Clarke si può definire come
(6. 2) f"(x)h = ir.t sup t [f(x'+th') -f(x')]
VeN
ov(epi f)- lv x 'eli
t<t
t
o
>o o
(1Per semplificare la Ilota zi eme. poniamo p = o v(cpi f v . Ci si chiede
c;ual; '::>iar:o le condizioni suffici'2nti per l'uguaglianza
(6.3) tf (x)h = f"(x)h
Una condizione è stata fornita da Rockafel1ar [17]. Una funzione f
è detta direz)onalmente lipschitiziana in x rispetto h se esistono
Q e N (h) • V e N (x) • t
o
> O
T P
(6.4) f(x' + th') - f(x') 5. flt
ed M e ffi tali che
• t < t
o
' x l e V. h' e Q •
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Se f è direzionalmente lipschitiziana in x rispetto h, allora
vale (6.3).
Poiché
T
1s N (x}xN(D)
p
fO (x) = 1s\
N (x)xN (O)p
sar~ sufficiente richiedere che la famiglia delle funzioni
(i [f(x' + t.) -f(x')j}t>D,x'ex
sia Tn equi-semicontinua in h. Questo equivale alla seguente condizione:
(6.5)
Per ogni (: > O
tali che
esistono Q e N (h) , Ve N (x), t
o
> O
T P
f(x' + th)-f(x'+th') ~ Et, t < ta' Xl e V, hl e Q.
Teorema 6.1.
La formula (6.5) irrplica (6.3).
Ad esempio. se 9 è una funzione localmente lipschitiziana ed A è
un poliedro (in uno spazio narmato). allora 9 + 6A soddisfa (6.5) ma
non (6.4).
7. Limiti di intersezione [8J ,[7J
Siano A = {A.l. I ' B = {B.l. l famiglie di sottoinsiemi di Z
,.y 1 le ..... 1 le
filtrate da F e sia e una topologia su Z. In generale si ha
(7.1)
e quindi la subconvergenza di
subconvergenza di
17 -
A e di B ilT4>l lcano la
Ci proponiamo di stabilire delle concliz;on; sufficienti affinché la
superconvergenza delle famiglie implichi la superconvergenza delle loro
intersezioni.
Le fomigl ie ~. ~ sono ~~~t!!atte in z se, per ogni Q e N(z)
esistono We N(z) e F e F tali che, per i e F
Ar\W I 0,
(7.2) -> A.ne.nQ I 0
B. n \.1 I 0 1 l,
Teorema 7.1.
Se ~. ~ sono equi-attratte in 2. e z appartiene a Li ~()Li ~.
allora z e Li(AnB).
~ -
Sia A una famiglia {Ai};eI di relazioni, cioé per ogni ieI, A. c X x Y.,
Il dominio ~(A) di una relazione è 1'insieme degli x per i quali
Ax 1 ~. In genere
Ls T'D (A) ? 1) (Ls TXO A)
'"(7.3)
Li T 't(A)::> 'D(L i no A)
'" 'lo
Si ha LsT 'Il(A) = 'Il(Ls TXO A) se (Y,o) è uno spazio corrpatto (più
'" '"
generalmente, se i filtri AF v 'D-1N (x), xeX, sono compattoidi, vedi [10]).
'" T
8. Applicazioni al1 'ottimizzazione
Faremo vedere come si ottengono dei risultati identici a quelli del
paragrafo 5 usando quanto detto per la convergenza delle intersezioni la].
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Teorema 8.1
Sia f = {f.}. l una famiglia di funzioni reali su (X,T). Supponiamo
"" l le
che esistano dei numeri finiti a < b
i e I. Se f subconverge ad f e
'"
tali che a < inf(f.) < b per ogni
- 1-
(8.1)
(in particolare. se t superconverge ad f) allora
(8.2)
Prova
Osserviarr:o ch:~
(8.3)
Ls; Mineo c Min{f).
Min{f) = ~(epi f()hypo inf{f».
dove hypo(g) = ({x,r): r ~ g(x) } Vediamo che epi fnhypo inf{f.) è,
l l
per ogni i e I, un sottoinsieme di [a,b] (uno spazio compatta). Ora, la
subconvergenza di t ad f equivale a Ls(ep; 1) c epi f, mentre (8.1) è
equivalente a Ls(hypo inf{f» c hypo inf(f). Perciò
Ls(epi fnhypo inf(f)
'" '"
e quindi, grazie alla compattezza di [a.b]
c epi f()hypo inf(f) ,
ricordando (8.3) si ha (8.2).
Present;ù~O adesso una dimostrazione alternativa del
Teorema 5.4
Supponiamo che
nimi subconverge
f superconverge ad f e che la famiglia dei valori mi-
~
(8.4) 1i m i nfF inf(f) > inf{f)
- -
Se f cresce decisi'lamente(su t-linCf», allora
~
Li Min{f):> flin f
-
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Prova
Abbiamo Li TXV epi .t J epi f e, in virtù di (8.4), Li TXV hypo inf(f):>
sono equi-attratte in (x,inf(f)).·Esse
solo se per ogni Q e N (x), E > O es;-,
e F e F tali che per ogni i e F
hypo (i nf t))
in (x,r) se e
6 > Ostono We N (x),,
? hypo inf(f). Proviamo che, se f cresce decisiVnrnente in x, allora nel
nostro caso ep; ~.
sono equi-attratte
epi f. ()W x (v-6,r+6) , ~,
(8.5)
hypo inf(f.)I~w x (1'-6,1'+6) , ~,
implica
(8.6) epi f.()hypo inf(f.)()Q x (r-E,r+E) ,~ ., ,
la condizione (8.5) implica la condizione seguente:
(8.7) inf f. < r+oW ,
dunque
(8.8) Hin(f.)()Q, ~,
accompagnata dalla convergenza dei valori minimi inf(.t> a inf(f) (segue
la (8.4) e dalla superconvergenza di f a f), implicano (8.6) per r=inf(f).
'"
Osserviamo adesso che l'i""licazione (8.7') > (8.8) equivale alla cre-
scenza decisiva in x.
Abbiamo fatto vedere che se { cresce definitivamente allora ep; t e
hypo inf(f) sono equi-attratte su Hin(f)X (inf(f)} = epi fllhypo inf(f).
'"Quindi
da dove si deduce
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Ricordando (8.3) si completa la dimostrazione.
9. L~intersezione dei limiti nella differenziazione
Dal paragrafo 7 segue che
(9. 1)
mentre per l' ipertangente in generale non si possono avere delle formule
analoghe. Ma le inclusioni desiderabili, per gli scopi della teoria d'ot-
timizzazione. sono di tipo:> . Qui possiamo utilizzare; risultati del pa-
ragra fa 7.
Teorema g. 1
Se per ogni h ed ogni Q e N(h) esistono W E N(h) e t
o
> O tali che
per
(9.2)
t < t
o
(x+tW) nC t ~
(x+tW) n D t ~
> (x+tQ)()COO t ~
a11 ora
Diciamo che C è direzionalmente aperto ;n x se, per ogni h esiste
Q E N(h) e t
o
> O tal i che x+tQ c C per t < t
o
• Notiamo che se C è
direzionalmente aperto in x, allora Te(x) = X e per ogni insieme O, C e
D soddisfano l'ipotesi (9.2). In questo caso si ha TçnO(x) = TO(x) e
anche Kcno(X) = KO(X).
Risultati analoghi si ottengono per l'ipertangente. Ad esempio, diciamo
- 21 -
che C è direzionalmente equi-aperto in
t
o
> O ed We Ne(x) tali che
X I + tQ c C
x se per ogni h esistono Q e N (hl,
T
per x I e Wn C~ t < t o
Rockafellar [17J chiama tale insierre equi-lipschitziano in x.
Teorema 9.2
Se C è direzionalmente equi-aperto in x allora per ogni O si ha
cT/e.
C(\O (xl
- 22 -
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