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Abstract
Estimating and parameterizing the early and late re-
flections of an enclosed space is an interesting topic in
acoustics. With a suitable set of parameters, the cur-
rent concept of a spatial audio object (SAO), which
is typically limited to either direct (dry) sound or dif-
fuse field components, could be extended to afford an
editable spatial description of the room acoustics. In
this paper, we present an analysis/synthesis method
for parameterizing a set of measured room impulse
responses (RIRs). RIRs were recorded in a medium-
sized auditorium, using a uniform circular array of
microphones representing the perspective of a listener
in the front row. During the analysis process, these
RIRs were decomposed, in time, into three parts: the
direct sound, the early reflections and the late reflec-
tions. From the direct sound and early reflections,
parameters were extracted for the length, amplitude
and direction of arrival (DOA) of the propagation
paths by exploiting the dynamic programming pro-
jected phase-slope algorithm (DYPSA) and classical
delay-and-sum beamformer (DSB). Their spectral en-
velope was calculated using linear predictive coding
(LPC). Late reflections were modelled by frequency-
dependent decays excited by band-limited Gaussian
noise. The combination of these parameters for a
given source position and the direct source signal
represents the reverberant or “wet” spatial audio ob-
ject. RIRs synthesized for a specified rendering and
reproduction arrangement were convolved with dry
sources to form reverberant components of the sound
scene. The resulting signals demonstrated potential
for these techniques, e.g. in SAO reproduction over
a 22.2 surround sound system.
1 Introduction
One major aim of spatial audio is to reproduce the
characteristics of an indoor environment, with the
intention of providing the listener with a sensation
of being in the recorded environment. This research
area can be defined as virtual acoustic environment
modelling. It can be subdivided into main tasks:
source modelling (e.g. natural audio, synthetic au-
dio, source directivity), room modelling (e.g. mod-
elling of acoustic spaces, artificial reverberation) and
listener modelling (e.g. head-related transfer func-
tions (HRTFs), microphone directivity) [1]. This pa-
per will be focused on room modelling, with the aim
of SAO production [2].
1.1 Auralization
The process of characterizing closed environments,
and convolving a “dry” source with synthesized RIRs,
is called auralization [3]. Researchers attempted
to approximate a RIR using multirate systems and
discrete-time wavelet transform (DTWT) [4]. An-
other work tried to recreate the sound field of a given
room using the so called “plenacoustic function” [5].
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This was generated using RIRs produced through the
image source method, but conceptually requires in-
finite RIRs in the continuous time domain. For this
reason, the authors tried to achieve the best approx-
imation by sampling the RIRs in time and using a
large finite number of them. Other researchers ex-
ploited the image source theory to synthesize RIRs
[6]. This model was based on analysing recorded
RIRs to localize the sources and extract the pres-
sure signals, giving good results. However, the per-
formance of the sources localization techniques used
is inversely proportional to the noise level.
Another approach generates virtual sources from
their DOAs and amplitudes [7]. This method uses
the so-called vector base amplitude panning (VBAP).
An extension, the spatial impulse response rendering
(SIRR) model [8, 9], analyses the time-dependent di-
rection of arrival and diffuseness of recorded RIRs
dividing them into frequency subbands. In SIRR, an
impulsive source was used in each time-frequency el-
ement. Thereafter, directional audio coding (DirAC)
[10] was developed, where multiple sources are al-
lowed.
Another approach, based on the Kirchoff-
Helmholtz integral, considers any point of the sound
wave front as a secondary source [11]. To imple-
ment this theoretic concept, a uniform circular array
(UCA) of microphones recorded multi-channel RIRs
[3]. These RIRs were parameterized, and then syn-
thesized. This process is called auralization through
wave field synthesis (WFS) [12]. This technique al-
lows the spatial reproduction of sound images for
large areas [13].
In [14], a model was presented to render spatial
sound using multiple RIRs. They approximated the
direct sound and early late reflections through the
image-source method and the reverberation using fil-
ters derived from the recorded signals. Here, we ap-
ply these ideas in the context of SAOs.
1.2 Spatial audio object coding
During the last decades, the intention of providing
the sensation of being inside the recorded environ-
ment has been extended to domestic rooms. One
problem was the transmission of high-quality multi-
Figure 1: General SAOC structure overview. Figure
reproduced from [17].
channel data through band-limited channels. Para-
metric coding techniques based on spatial audio cod-
ing (SAC) were then studied. The MPEG group de-
fined a standard for spatial audio called MPEG Sur-
round [15]. Recently, their activities turned into the
so-called spatial audio object coding (SAOC) [16, 17],
a coding technique, that exploits rendering of multi-
ple SAOs [2]. An overview of the SAOC conceptual
structure is shown in Figure 1. The idea of creating
SAOs for sound scene reproduction is included in the
MPEG-4 standard. Specifically, a scene description
language called Binary Format for Scenes (BIFS) is
defined [18]. In [19] the authors introduced a subdi-
vision of the early reflections in two parts to modify
the MPEG-4 BIFS “perceptual” approach, whereas
a 3D audio object generation has been presented in
[20] following the “physical” approach. The MPEG
group recently started the MPEG-H Audio Coding
development. The current status of the standardiza-
tion project has been reported in [2]. This new stan-
dard will allow different input formats. Regarding
the audio objects, the decoding part will be the one
extended from the previous standards, expanding the
Unified Speech and Audio Coding stage (USAC) for
3D audio and defining VBAP as the algorithm used
to render SAOs.
1.3 Reverberant spatial audio objects
In this paper, we present a parametric RIR model
to be transmitted as part of an audio object. We
refer to this as a reverberant spatial audio object
(RSAO) and it is based on the physical represen-
tation of the sound scene. Our method synthesizes
RIRs from measured ones, recorded through a UCA
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Figure 2: System diagram overview of the RSAO encoder and the combination of RSAO decoder and mixer.
The encoder is composed by deconvolution, segmentation, parameterization and dry object encapsulation; B
subbands are used to parameterize the late reverberation. The decoder converts dry objects into wet objects
before generating V signals (V is the number of loudspeakers) per each part (direct sound, early reflections
and late reverberation). Then, the mixer renders the signals fs(n), where s indicates the s-th loudspeaker.
“wgn” denotes white Gaussian noise, “D”, “E” and “L” stand for direct, early and late respectively.
of microphones. The novelties are given by the new
combination of methods for extracting parameters,
i.e. DYPSA [21], DSB [22] and LPC [23]. The RIR
component parts are selected: direct sound, early re-
flections and late reverberation [24]. Each of these
is subjected to analysis to extract parameters. Four
parameters are extracted: source range and the am-
plitude exploiting DYPSA, the DOAs using the DSB,
and the colouration through LPC. The direct sound
and the early reflections are directly extracted from
the RIRs, and the late reverberation is modelled, us-
ing exponentially decaying Gaussian noise. Once the
RIRs are parameterized and sent to the decoder, they
can be combined with anechoic signals to create the
RSAO and spatialized, e.g. by WFS, VBAP or pla-
narity panning [25]. The overview of the components
is reported in Figure 2. Preliminary results show that
this approach allows the production of signals with
the acoustic characteristics of the reference room.
The article is structured as follows: in Section 2 the
encoding part of the reverberant object is presented;
Section 3 reports the decoding and rendering part; in
Section 4 the experiments performed are explained;
finally Section 5 draws the overall conclusions.
2 Room object encoding
Recording signals throughout a specific environment
can generate a huge amount of data which can be
difficult to transmit. Furthermore, it does not allow
the final user to interact with the virtual scene. For
this reason, the SAOC has been defined in MPEG-4,
treating different audio signals as different audio ob-
jects [2]. In our paper, the SAOs before the decod-
ing part are thought of as implicitly hidden within
each signal recorded by the UCA. In fact, the SAOs
considered are the direct sound source, the early re-
flection image sources and the late reverberation dif-
fuse sources. The main contribution in this article is
the creation of a metadata package (bitstream) defin-
ing perceptually-relevant parameters representing the
room acoustics. This package, sent through the data
transmission channel, together with the anechoic sig-
nal defines the RSAO.
As a starting point, a deconvolution can be applied
to the M recorded signals, where M is the number
of microphones in the UCA. In this way, RIRs are
obtained and separated from the anechoic signal. In
our experiments RIRs are directly recorded from the
field. Specific parameters are then extracted from the
RIRs, packed and sent as bitstreams.
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Figure 3: The peaks detected by DYPSA are reported
(red circled line) and compared to the RIR under
investigation (blue line).
2.1 RIR definition
A signal x(n) sent by a source is received by the i-th
sensor as yi(n) = x(n) ∗ ri(n) + w(n), where ri(n) is
the i-th RIR, w(n) is the assumed Gaussian measure-
ment noise and the symbol “∗” denotes convolution.
In general, a RIR is formed of infinite replicas of the
source signal, with some additive noise. Each k-th
replica has a path dependent attenuation Ak,i and
time of arrival (TOA) delay nk,i [26]:
ri(n) =
∑
k
Ak,i ·δ(n−nk,i) =
∑
k
hk,i(n−nk,i), (1)
where δ(n) is the discrete-time n dependent Dirac
function and nk,i is the TOA relative to the k-th peak
of the i-th microphone. The RIR ri(n) can be de-
composed into direct sound hD(n), early reflections
hE(n) and late reverberation hL(n) [24]:
ri(n) =h
D
i (n) + h
E
i (n) + h
L
i (n) =
=h0,i(n− n0,i) +
L1∑
k=1
hk,i(n− nk,i)+
+
L2∑
k=L1+1
hk,i(n− nk,i),
(2)
where L1 is the last peak before the reverberation
time (RT60) [26] and L2 the last peak of the recorded
RIR. The direct sound is defined for k = 0, the early
reflections for 1 ≤ k ≤ L1 and the late reverberation
for L1 + 1 ≤ k ≤ L2.
In the analysis method proposed in the following
subsections, for the direct sound and the first 2 early
reflections (L1 = 2), the analysis has been performed
extracting TOAs, amplitude parameters, DOAs and
frequency content, whereas for reflections with higher
order (k ≥ 3) a global frequency dependent analysis
in the time domain has been performed. This differ-
ent approach is due to early reflections appearing as
delayed impulses in the RIR, whilst late reflections
appear as a continuum. Furthermore, it is important
to note that the energy of the reflections decays at
an exponential rate [24], related to the RT60.
2.2 TOAs and segmentation
To extract TOAs from RIRs, a method for selecting
the peaks of the signal has been developed based on
DYPSA. This was designed to estimate glottal clo-
sure instances (GCIs) from speech signals, and has
been modified to make it applicable RIRs [27].
The phased-slope function S(ω) is the average
slope of the unwrapped phase spectrum of the short-
time Fourier transform of the linear prediction resid-
ual [21]. In other words, it is the group delay func-
tion G(ω) of the signal, but with the opposite sign
S(ω) = −G(ω) = dΦ(ω)/dω, where Φ(ω) is the phase
shift. Variations in the time domain (i.e. peaks) cor-
respond to positive-going zero crossings in S(ω). To
reliably select the instants where S(ω) has these zero
crossings, it is smoothed using a Hann window. Fi-
nally, two main processes are applied, the first is to
compare an ideal slope function creating a level of
confidence and the second is to calculate the weighted
gain of each peak considering its importance on the
original signal. To adapt the algorithm to the pur-
poses of this article, a threshold is defined on S(ω) in
order to take only the most significant peaks of ri(n).
The slope threshold is set to 0.2. Another threshold
is applied on the time domain amplitude, to elimi-
nate the peaks that are more than 25 dB below the
main one. These thresholds are heuristically derived.
The DYPSA output is a sequence of non-zero val-
ues placed on the time samples corresponding to the
peaks of ri(n). TOAs are calculated as nk,i = sk,i/Fs,
where sk,i is the k-th non-zero sample and Fs the
sampling frequency. To maintain the reflection en-
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ergy as the RIR, the signal is windowed in the neigh-
bourhood of the detected peaks. The energy Ek,i =
1
D
D∑
n=1
||ri(n)||2 is calculated for these time intervals,
where D is the number of samples selected in the
neighbourhood of the k-th peak. The k energies are
used to obtain the amplitude Ak,i of the output pulses
using the equation Ak,i =
√
Ek,i. Figure 3 shows the
output of the DYPSA algorithm for a measured RIR.
In measured RIRs, peaks are not distinguishable
from the measurement noise after a certain time. For
this reason, DYPSA is used to detect the direct sound
and the first 2 early reflections. Consequently, in
Equation 2 L1 = 2. Knowing these TOAs, a segmen-
tation of the RIRs is performed, placing Hamming
windows with a size of 256 samples for the direct
sound and a size of 128 samples for the early reflec-
tions. Finally, the mean of the TOAs of the M mi-
crophones in the array, n
′
k, is calculated and included
in the RSAO.
2.3 Direction of arrival extraction
Another set of parameters to extract from the RIRs
is the DOA of the direct sound and early reflections.
Several algorithms can be used to reach this goal [28],
however, we decided to choose the DSB [22], since it
gives adequate performance for our purposes and is
simple. Since the purpose of this sub-algorithm is to
estimate the DOAs for the direct sound and the early
reflections, the signals segmented exploiting DYPSA
are evaluated.
The DSB calculates DOA of a signal exploiting
the TOA between the specific source and each mi-
crophone of the array. Applying a phase shift to
each signal received by each microphone, only the
signals from a particular direction are aligned when
they are finally summed. The square of this sum is
then calculated to obtain the power for the specific
angle. With prototype delays relative to every angle
under investigation, the angle that yields the maxi-
mum power in the output signal gives the DOA. The
vector containing the phase shifts can be defined as
Φdsb(ω) = [e
jωn1 , ..., ejωni , ..., ejωnM ]T , where M is
the number of microphones and ni the time delay
applied, relative to the i-th microphone. A 3D ver-
Figure 4: Power in output of the DSB for a source
positioned at 83◦ azimuth and 11◦ elevation with re-
spect to the center of the microphone array.
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Figure 5: Frequency spectrum amplitude in dB for
the direct sound (red line) compared with the ap-
proximation made by LPC (blue line).
sion of DSB was used, exploiting two UCAs of the
same radius, lying on two planes parallel to the floor
and having the centre in points with the same x− y
coordinate but a different z. In this way, the angle
and elevation were both estimated using the DSB. In
Figure 4, an example of angles dependent power in
output of a DSB is reported.
2.4 Colour extraction
The perception of a sound inside a room is not only
provided by time delays, as the frequency content
has an important role. For this reason, the frequency
content of direct sound and early reflections was anal-
ysed. This analysis is based, as for the DSB, on the
DYPSA-based segmentation. The pulses selected by
this epoch detection algorithm are windowed from
the RIRs using Hamming windows, as already ex-
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plained in Section 2.3. In this way, the analysis in the
frequency domain can be performed for these parts
of the signals only.
The well-established LPC [23] is the method cho-
sen to estimate the spectral envelope. Applying it to
every acoustic event in hDi (n) and h
E
i (n), 16-th order
finite impulse response (FIR) filters zk,i(n) are gener-
ated. The 17 filter coefficients are averaged over the
M microphones. The results are those parameters
that encapsulate the frequency content in the bit-
stream. An example of spectrum estimation through
LPC for an hDi (n) is shown in Figure 5.
2.5 Late reverberation parameteriza-
tion
In the human auditory system, the sound cues pro-
cessing is performed on a non-uniform frequency
scale. Hence, it is important to transform the time-
domain representation to a representation that re-
sembles this non-uniform scale by using an appro-
priate filter bank [15]. We chose to divide hLi (n) in
B = 9 subbands, through the implementation of a fil-
ter bank composed by octave band FIR filters. The
cut off frequency for the low-pass filter is 88 Hz, and
the one for the high-pass filter is 11.3 kHz.
Analysis in the time domain is then performed.
The parameter to extract is the energy decay eb,i(n),
where i indicates the microphone under investiga-
tion and b is the subband index. To reach this aim,
Schroeder’s algorithm is used to estimate the rever-
beration time given an impulse response [29]. The
envelopes are then averaged over all M microphones:
e
′
b(n) =
1
M
M∑
i=1
eb,i(n). (3)
Each envelope is then encapsulated to be sent
through the bitstream as 9 coefficients, representing
an 8-th order polynomial.
The late reverberation starting time is known from
the DYPSA segmentation. This time can be called
late reverberation time of arrival (LR-TOA), and
each i-th microphone has its own defined as nk,i, with
k = L1 + 1 = 3 (L1 = 2 as in Section 2). Also in this
case, the LR-TOAs are averaged:
n
′
k =
1
M
M∑
i=1
nk,i, for k = L1 + 1, (4)
and n
′
k is the parameter sent to the decoder.
3 Room object decoding
Once all the parameters have been extracted from the
measured RIRs, they are transmitted as a bitstream,
together with the anechoic signal x(n) defined in Sec-
tion 2.1. The decoder, using specific algorithms for
rendering sources and diffuseness, will convert them
into RSAOs. Then, every signal is directed to the
correct loudspeaker through an integration system,
which is the responsible of handling a surround re-
production system composed of V loudspeakers.
3.1 Object decoder
Due to the different nature of the SAOs, two differ-
ent approaches are used, depending on whether the
decoded object represents the source position (direct
sound and early reflections) or the room effect (late
reverberation) [30]. The direct sound and early reflec-
tions can be rendered as independent sources (main
and image sources), whereas the late reverberation is
reproduced as a diffuse source.
3.1.1 Direct and early source objects
The SAOs received by the decoder are L1 + 2. The
first contains the direct sound impulse h
′
0(n) (where
the symbol ′ means estimated), the other L1 are com-
posed by impulses approximating the early reflections
h
′
k(n) (with 1 ≤ k ≤ L1), and the last one the late
reverberation part h
′
k(n) (with k = L1 + 1). Each
SAO is coded as the combination of the anechoic sig-
nal and packages of metadata containing information
relative to TOA, DOA and frequency content in the
form of LPC coefficients.
The direct sound and early reflections are treated
on the same way. Using the amplitude of the peaks
Ak extracted from DYPSA, impulses are generated
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by the decoder and filtered using the filters zk(n)
given by the LPC parameters coded in the bitstream.
The resulting signals are the estimated impulse re-
sponses for direct sound and early reflections:
h
′
k(n) = Ak[δ(n) ∗ zk(n)] for 0 ≤ k ≤ L1 (5)
where the symbol “∗” stands for convolution.
At this point, the SAOs are converted into “wet”
SAOs, convolving x(n) defined in Section 2.1 by the
synthesized impulse responses in Equation 5:
y
′
k(n) = x(n) ∗ h
′
k(n) for 0 ≤ k ≤ L1. (6)
3.1.2 Direct and early object spatialization
Since V loudspeakers placed in the 3D space do not
always coincide with the directions indicated by the
DOA parameters, the VBAP algorithm [7] is ex-
ploited to create virtual sources for the main and im-
age sources. The idea is based on panning between
the three channels closest to the intended DOA of the
source and leaving out the others. Different weights
ls are applied to the amplitude of the sound produced
by these loudspeakers to create the impression of the
virtual source. The k-th source output can be so de-
fined as cs,k(n) = ls,k · y′k(n), where y
′
k(n) is defined
in Equation 6 and ls,k indicates the weight applied to
the s-th channel of the k-th source, for 0 ≤ k ≤ L1. It
is important to note that for each k, just three values
of s give cs,k(n) 6= 0.
3.1.3 Late diffuse object
The B envelopes e
′
b(n) are received and multiplied
by Gaussian noise, produced by a filtered pseudo-
random sequence generator. Defining the b-th sub-
band of the Gaussian noise as wb(n), the resulting
subband signal is given by h
′
k,b(n) = e
′
b(n) · wb(n),
with k = L1 + 1. The subbands are then summed:
h
′
k(n) =
B∑
b=1
h
′
k,b(n) for k = L1 + 1. (7)
In Figure 6 three late reverberation subbands rela-
tive to one of the measured RIRs (top) are compared
to respective subbands for the decoded late reverber-
ation object (bottom). At this point, the SAO is
converted to a “wet” SAO:
y
′
k(n) = x(n) ∗ h
′
k(n) for k = L1 + 1. (8)
The signal y
′
k(n) is then sent to a V -channel decorre-
lator, which generates V different signals by convolv-
ing y
′
k(n) by V all pass filters having poles randomly
distributed within the unit circle [31]. In this way, dif-
ferent random noise is sent to each channel, although
the energy decay is maintained. The s-th output sig-
nal is so defined as ts,k(n), with k = L1 + 1. In
contrast to the main and image sources, in this case
for every 1 ≤ s ≤ V , we have ts,k(n) 6= 0.
3.2 Mixer
The last step in the MPEG-4 standard [15] is the
mixer block. This block receives the signals placed
in the channels by the object decoding algorithms
and combines them to create the right connections
with the available loudspeakers. Depending on the
surround system implemented, V is the number of
channels and loudspeakers available (e.g. for a 22.2
surround system V = 24). It also receives the TOAs
nk extracted from the SAO by the decoder and uses
them to give the right time shift to each part of the
RIR. The virtual sources produced by VBAP and the
V decaying noises are combined into the final signals
sent to the V loudspeakers:
fs(n) =
L1+1∑
k=1
cs,k(n− nk) + ts,k(n− nk), (9)
where 1 ≤ s ≤ V indicates the s-th channel.
4 Experiments
This section describes the sound recording setup, the
listening test setup and the results of informal lis-
tening tests. Two rooms in the University of Sur-
rey were used, one to record the signals and another
to reproduce the output of the model presented. In
the following subsections, the recording hardware and
sound scene are described.
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Figure 6: Spectrogram of three late reverberation subbands, (a) the first (0-88 Hz), (b) the sixth (1.4-2.8 kHz)
and (c) the eighth (5.7-11.3 kHz). The top figures represent the subbands relative to one of the recorded
RIRs, the bottom ones the respective subbands for the decoded late reverberation object.
4.1 Microphone array
The microphone array consisted of two concentric
UCAs, each with 24 omnidirectional capsules (Coun-
tryman B3) spaced evenly around the circle. The
radii of the inner and outer circles were 85 mm
and 107 mm, respectively. This configuration was
adopted to allow for robust beamforming with equal
resolution in all azimuths. To perform 3D beam-
forming avoiding elevation ambiguity, two different
heights for the microphone array were used for the
recordings, 1.50 m and 1.54 m. A photograph of the
recording setup with the double UCA is shown in Fig-
ure 7. Level calibration was performed by recording a
1 kHz tone at 94 dB SPL, and scaling the recordings
for each channel in software.
4.2 RIR capture
RIRs were recorded in a large recording studio with
dimensions 17.08×14.55×6.50 m and a reverberation
time of 1.1–1.5 s. 15 different loudspeaker positions
were used and 7 of them were selected for the pur-
poses of this article, named from “A” to “G”. The
Figure 7: The recording setup with the UCA close-
up.
3 loudspeakers between A and C were positioned at
a height of 1.5 m, lying on a circle around the UCA
with radius of 1.5 m; defining the loudspeaker B as
the one at 0◦, A was positioned at −45◦ and C at 45◦.
The loudspeakers D and E were positioned at a height
of 1.18 m, at a distance of 2 m from the UCA with
angles of −60◦ and 60◦ respect to the loudspeaker
B respectively. Loudspeakers F and G were at 0.3 m
height, 2.8 m away from the UCA and creating angles
of −90◦ and 15◦ with the B loudspeaker respectively.
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Figure 8: The 7 loudspeaker used to record the RIRs
(from “A” to “G”) and the UCA of microphones. A,
B, C and the UCA have an height of 1.50 m, D and
F 1.12 m, F and G 0.30 m.
The positions of microphones and loudspeakers are
schematically reported in Figure 8. The sample fre-
quency used was 48 kHz and the swept-sine technique
was used to measure RIRs.
4.3 Reproduction system
A reproduction system was mounted on a spheri-
cal structure of radius 1.68 m, the “Surrey Sound
Sphere” [32] (see Figure 9). It was placed in an acous-
tically treated room, with dimensions 7.90 × 6.00 ×
3.98 m3, and RT60 of 215 ms. 10 loudspeakers (Gen-
elec 8020b) were clamped to the equator to form a
circular array, and another 12 were clamped to the
sphere structure at different heights. A chair was po-
sitioned in the middle of the sphere to allow informal
listening tests.
4.4 Listening tests
The model presented in Sections 2 and 3 has been
subject to simulation analysis. To do this, the en-
coder/decoder was implemented in Matlab. Informal
listening tests were performed by listening to the au-
dio signals reproduced by the decoder. 22 signals
were connected to the correct channels to implement
a 22.0 surround system in the Surrey Sound Sphere.
Those tests have provided to the listeners the sensa-
tion of being in an environment other the one where
the sphere is placed.
Figure 9: The “Surrey Sound Sphere”.
5 Conclusion
A model to generate reverberant RSAOs, composed
by an encoding and a decoding part, has been pre-
sented. Novelties for the parameter extraction have
been introduced: the DYPSA algorithm estimated
the TOAs and hence the energies of the RIR compo-
nents, the DSB estimated the DOAs, and LPC anal-
ysed the frequency content. RIRs were recorded from
a small concert hall and used to test the model. In-
formal listening tests demonstrated this new model’s
capacity to give the listener a sense of being in the
original recorded acoustic environment.
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