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1 Abstract
In this report we present the way to merge Arima models in a sensor network and discuss
about the error associated with it. The motivation behind merging ARIMA models is to
reduce the energy consumption in the sensor nodes. This merging will go in a tree like
structure so the overall impact on reducing the energy consumption would be large.
2 Introduction
Nowadays Wireless Sensor Networks (WSNs) are deployed in various fields for different
operations like controlling nuclear reactors, detecting seismic activities, security and
surveillance, navigational activities, industrial automation and others. Such wide-ranging
applications requiring WSNs, make them candi dates for intense research. Wireless sensor
network consists of a sensor, a radio transceiver or other wireless communication device, a
small micro controller and an energy source normally a battery. WSN are deployed in
remote areas where recharging of battery might not be possible. So all the
operations(sensing and transmitting data) involving battery must be energy efficient, so as
to increase the network lifetime. Base station is supposed to be connected with a constant
power source and its energy is not considered for calculating network lifetime. Lifetime of a
WSN is defined as the time until which the first sensor node runs out of energy. Base station
acts as the central object whose task is to collect all the information and process it for
further actions. It also helps the network to organize itself. We can reduce power
consumption in several ways(1) by using better query processing approach at architecture
level (2) by reducing the amount of communication that needs to be done between sensor
nodes and its parent node (3) by also reducing the calculation done at the node.For
reducing the amount of communication we use ARIMA model.
3 Arima Model
Arima model is a stochastic model and stands for Auto regressive Integrated moving
average model. It is either used to better understand time series data or to predict the
future value of a time series. In Arima model the future value prediction uses some previous
data terms of the series. In general arima model is denoted as Arima(p,d,q)
Where :
p is the autoregressive order
d is the non-seasonal difference
q is the order of the moving average component
p,d,q are integers greater than or equal to zero.
For identifying the appropriate arima model we first identify the order(s) of the differencing
(d) needed to stationarize the series. After the series is stationarized , it is now basically an
ARMA model left which is for the stationary series. Stationary series means having the
expected values, variance and auto-covariance constant.[5]
ARMA model is denoted as ARMA(p,q)
Where p and q are same as that in ARIMA model.
The auto-regressive part of the model has its origin that individual values of the
time series can be described by linear model based on preceding observations.
The general formula for describing AR[p] (auto-regressive part) is:
Here at time t we are nding x(t) using p previous observations. The order of the model is
determined by p. But since time series can receive random shocks in a noisy environment
and and may memorize random shocks for a while here moving average part comes into
play.The moving average part of the model takes into account the preceding estimation
errors. Past estimation or forecasting errors are taken into account when estimating the
next time series value.The moving average part captures
the influence of previously received random shocks to the future.The general formula
describing Moving average part (MA[q]) is:
Here the di erence between the estimation x(t) and the actually observed value x(t) is
denoted by e(t).
When combining both AR and MA models, ARMA models are obtained.The general equation
describing ARMA models(ARMA[p,q]) are
After a suitable ARMA model is tted to the resulting series the estimated forecast is
integrated d times to get the predicted value.
4 Ways of grouping Arima models in a sensor network
There are several ways in which arima models in a WSN can be merged. In this section we
discuss the number of ways of doing so.Consider a wireless sensor network with 2n sensor
nodes.Thus we can make n groups of 2 nodes each let number of ways in which 2n nodes
can be divided into n groups of 2 nodes each is T(2n):
Then these n groups can further be grouped taking 2 groups at a time and thus we will get
n=2 such groups. So, going in a similar way we will get a tree of nodes.
let the total number of such tree possible is G(2n)
Consider dividing 2n-1 things into n-1 groups of 2:
Thus we can see S = T(2n) i.e. the number of ways 2n-1 things can be divided in a n-1
group of 2 is equal to dividing 2n things in n group of 2.
Thus,
whenever n/2 is an odd number we take the next higher even number.Let us take an
example:
Now consider a network with 4 nodes :
Using the formula we have:
The 3 trees thus formed are:
But we do not have to consider all these possibilities in case of sensor network since only
the nodes which are close to each other such that they do not have much di erence in the
values sensed by them are to be considered for merging their Arima models.
5 Merging two Arima Models :
In this section we show you how to get an average model given two arima models.Consider
the two arima models to be merged are:
Average Cofficients are:
Apart from this deviation of both the parameters are also stored.So, we
keep
for both the models.
5.1 Error in the average model :
In this section we nd out the error in the average model described above.Let
the 2 arima models be:
As we are choosing nodes randomly to take the average so we might end up having 2 arima
models which are average of different number of nodes like a model A1 is the average of 10
nodes while a model A2 is the average of just 2 nodes but we are giving equal weight to
both models. So, not to encounter such a problem we can send another parameter that
gives the number of nodes that model represents.So, instead of taking average we can take
in the ratio of the number of nodes in that model.
6 Individual models from the average model :
In this section we assume that we have the average arima model and we want to nd the
two individual models, this average consists of. For this we have the average of each
individual parameters and we have the deviation of the parameter so we can nd out the
approximate parameters.
Let we have:
which are the average parameters of nodes S1andS2 and deviation of
for both the nodes.
Then we can say that for node S1:
Similarly for node 2 (S2).
7 Example :
In this I will show you an example of a 16 node sensor network and apply the
average model till we are left with a single Arima model.
The data from the nodes are given in the tables below:
Here we can see the maximum di erence between the data from the nodes
is around 75% . Next we will build Arima models each of the nodes. The pa-
rameters for all the arima models are (p,d,q)=(3,0,0).
The arima models build using the data from the table above are given below:
Now we will apply the average model on Arima model of node 1 and arima model of node 2
and so on.
The corresponding Arima models thus obtained are given below:
As we can see the error is around 2-3% so we can apply this model for this level Further we
will apply the average model on Arima models obtained above to get the models at the
grand-father level.
The models thus obtained are:
In this level the maximum error is around 10%. Lets the apply the average model further.
Here the error is around 25% but then this is the average model for 8 nodes which have
their data ranging from 94 to 126.
Now lets get the arima model for the base station.
Here the value of error is around 49 and taken on the minimum value of node data the
percentage error is 53.38%. So we can see that the model till the third level does not have
much error.
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