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Abstract
Ply wrinkling in carbon fibre reinforced polymer (CFRP) laminates is often geometrically complex and difficult to
quantify using non-destructive techniques. In this paper, an ultrasonic technique for mapping ply wrinkling is presented.
The instantaneous-phase three-dimensional dataset obtained from a pulse-echo ultrasonic inspection is processed using
the structure-tensor image processing technique to quantify the orientations of the internal plies of a CFRP laminate.
It is shown that consideration must be given to the wrapped nature of the phase dataset during processing to obtain
accurate orientation maps. Three dimensional ply orientation and ply-location maps obtained from a test coupon are
compared with true ply angles and locations by overlaying the ultrasonically-derived results on X-ray CT image slices,
showing that accurate orientation maps can be obtained using the proposed technique.
Keywords: A. Layered structures, B. Directional orientation, D. Non-destructive testing, D. Ultrasonics
1. Introduction
1.1. Requirement
In advancing the design of carbon-fibre reinforced poly-
mer (CFRP) laminate components to improve performance
and reduce weight, particularly in the aerospace sector,
components require precisely controlled and verified fibre
and ply structures. For example, it is widely understood
that tuning of structural performance is achieved by care-
ful selection of a ply layup sequence, such as the +45°,
-45°, 0° and 90° plies of a quasi-isotropic laminate. For
clarity in this paper, this in-plane feature of the composite
ply is termed ‘fibre orientation’ and a local deviation from
the desired fibre orientation is termed ‘fibre waviness’, as
illustrated in Fig. 1(a). Another important geometrical
feature of the composite is the out-of-plane orientation of
the plies themselves, the planar surfaces which exist as
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discrete layers on which the fibres are constrained, espe-
cially in the context of an out-of-plane wrinkle. This out-
of-plane orientation is termed ‘ply orientation’, with local
deviations from the desired ply orientation referred to as
‘ply wrinkling’, as illustrated in Fig. 1(b). The measure-
ment of these ply orientations, and the characterisation
of ply-wrinkling defects, together with the mapping of ply
locations, are the focus of this paper.
Figure 1: X-ray CT image slices from CFRP laminates showing (a)
fibre orientation and evidence of in-plane fibre waviness on an in-
plane cross-section, and (b) ply layers and evidence of gaps, overlaps
and ply wrinkling on an out-of-plane cross-section.
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Previous research has identified significant effects of
ply wrinkling on the compression strength of composites
[1, 2]. A recent parametric study using finite-element (FE)
analysis by Xie et al. [3] has shown a primary relation-
ship between compressive strength and the wrinkle’s max-
imum angle (ply orientation) to the load direction, with
secondary dependencies on wrinkle wavelength and extent
as a proportion of component size. Wrinkle angles of 10°
resulted in a compressive-strength knock-down factor of
over 20%, depending on the cross-sectional area of the
wrinkle extent perpendicular to the load direction. The
significant strength reduction has drawn attention to this
defect type, and continues to drive the need to achieve ac-
curate measurements of maximum wrinkle angle, wrinkle
wavelength, and extent using non-destructive methods.
The geometrically complex nature of ply-wrinkling and
fibre-waviness defects presents a difficulty for calculating
knock-down factors. A growing trend that solves this is-
sue is the use of FE models of as-manufactured compo-
nents [4–8] with mesh geometries and material properties
being derived from the component using non-destructive
techniques. In addition to the fibre and ply orientations,
FE models require composite-surface and ply locations,
thus these are also desired non-destructive outputs. Ply-
orientation and ply-location mapping are addressed in this
paper. Fibre orientation is the subject of a future paper.
1.2. Candidate non-destructive techniques
X-ray CT provides geometrically accurate 3D imag-
ing of a component making it a desired NDT modality
when wishing to image fibre related and ply-related fea-
tures in 3D space. Much work has been published on us-
ing X-ray methods to image and measure such features in
fibre-reinforced polymers [9–13] but X-ray CT is not par-
ticularly suited to image fibre and ply structure in CFRP
composites since the similarity in atomic mass of carbon
(fibres) and typical epoxy polymer resin systems produces
a low X-ray absorption contrast between these two phases,
making datasets more difficult to analyse. More novel
methods have been proposed to overcome this shortfall
[14–16] but even then, the physical size of typical aerospace
components often precludes inspection using X-ray CT
methods because spatial resolution requirements cannot
be achieved. In scenarios where X-ray CT is unsuitable,
alternative methods are sought. The strongest candidate
is ultrasound.
Pulse-echo ultrasound scanning is routinely used in aerospace
non-destructive testing of large laminar components. There
is a growing desire to extend the use of ultrasound to im-
age ply and fibre features, such as out-of-plane ply wrin-
kling, in-plane fibre waviness, ply-termination (ply-drop)
locations, and ply stacking sequence [17–20]. However, un-
like X-ray CT, the raw RF-waveforms from a pulse-echo
ultrasonic inspection do not intuitively reveal these fea-
tures when viewed using 3D volume-rendering techniques,
or when processed using the traditional ‘gating’ methods
of signal analysis. Current research into the interaction of
ultrasound with layered fibrous composite materials [21]
shows how separation of the raw RF signal into its in-
stantaneous phase, amplitude and frequency components
is beneficial for observing these features.
It is the objective of this paper to demonstrate that
ultrasonic instantaneous-phase data can be analysed us-
ing image-processing algorithms to produce 3D maps of
ply orientations. These orientation maps can be used for
imaging and quantifying ply-wrinkling defects and also as
inputs for FE model generation. The use of the phase
dataset to further determine composite-surface and ply lo-
cations, again for FE model generation, is also demon-
strated.
1.3. Paper overview
Firstly, a background section introduces relevant recent
progress in analytical modelling of the interaction of ultra-
sound with layered composite structures which has made
this work possible. Then a review of image-processing
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techniques capable of quantifying local ply orientation from
ultrasonic phase datasets is presented in which the ‘struc-
ture tensor’ is identified as a technique with many poten-
tial advantages.
The experimental work in Section 3 describes the CFRP
test coupon, ultrasound data acquisition and processing.
A new strategy to correctly align, scale and segment the
ultrasonic phase data prior to orientation analysis is pre-
sented. Without this stage, surface locations, ply locations
and ply orientations are potentially distorted.
Section 4 describes the analysis of this phase data us-
ing the structure-tensor method. Consideration is given
to the wrapped nature of the data. Methods to correctly
smooth and calculate gradients in the phase data are pre-
sented which allow analysis without causing bias or uncer-
tainty in the orientation results. In Section 5 the effect
of the structure-tensor parameters on the resulting orien-
tation maps are explored. With optimised parameters,
the combined ply-orientation and ply-location map is vi-
sualised using vector lines overlaid on an X-ray CT image
slice from the coupon, confirming correlation with the real
structure. A summary and discussion of the main conclu-
sions are given in Section 6.
2. Background
2.1. Ultrasonic interaction with layered fibrous composite
materials
An analytical model [17, 22] that predicts the response
of layered composite structures to normal-incidence plane-
wave ultrasound has demonstrated that, by using a probe
with a centre frequency close to the resonant frequency of
the plies, it is possible to enhance the reflections from the
thin inter-ply resin layers that are present between plies in
the composite stack (Fig. 2).
With input-pulse characteristics that excite the funda-
mental ply resonance, the instantaneous phase increases
by 2pi radians for each ply traversed in the bulk of the
Figure 2: Optical micrograph of the resin layers that exist between
composite plies. In this case, the resin layers contain thermoplastic
toughening particles, causing increased resin-layer thickness.
material [21]. Model predictions show that the phase at-
tains a value of φ0− pi2 radians at each resin-layer location,
where φ0 is the input-pulse phase at peak amplitude and
can be determined adequately from the front-surface re-
flection. At the front and back surface of the composite
stack, phase values of φ0 and φ0 − pi are observed at the
peaks in instantaneous amplitude arising from those inter-
face reflections.
Probe frequency and bandwidth characteristics play a
vital role in obtaining a response from the composite that
retains sensitivity to ply location throughout the com-
posite stack [17, 21, 23]. For example, the probe’s cen-
tre frequency must be close to the resonant frequency of
the composite plies, which is typically around 6 MHz for
0.25 mm plies, and 8 MHz for 0.189 mm plies. Further,
the probe must also have a broad-band pulse so that plies
that vary in thickness (a consequence of ply wrinkling) still
exhibit resonant frequencies that fall within the frequency
response range of the probe. Typically a bandwidth ap-
proximately equal to the centre frequency (a Q-factor of 1)
is sought [17].
Once a pulse-echo ultrasound scan has been acquired in
which the instantaneous phase has sensitivity to ply loca-
tions, attention can move to inversion: extracting the ply-
orientation information present in the 3D dataset. For this
purpose, texture-orientation image-processing algorithms
are required.
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2.2. Orientation measurement techniques
A number of techniques exist for evaluating local ori-
entation in image data, spanning many scientific fields.
Three broad categories of techniques used to obtain such
orientation maps are: matched-filter methods, image-transform
methods, and gradient methods.
Matched-filter methods employ oriented filters [24] which
are tuned to match the features to be detected. The ori-
entation of the filter providing maximal response defines
the local orientation. These methods have found uses in
many fields including texture analysis [25], digital hair
modelling [26], and quantifying 3D fibre and ply orien-
tations in CFRP laminates [20, 27–33].
Image-transform methods rely on transforming the im-
age into a new form, from which the orientations of fea-
tures are more readily extracted. Two transforms suit-
able for this purpose are the 2D fast Fourier transform
(2D FFT) and Radon, or related Hough, transforms. Uses
of the FFT method include fibre orientation [34–37] and
ply orientation [19]. Radon transforms have successfully
been used for orientation analysis of retinal vessels [38],
textures [39, 40], fibres and plies [7, 41]. Whilst these
transform methods are preferred over the matched-filter
methods for instantaneous-phase data [7, 18] it is the final
class of gradient-based methods that are believed to be
most promising in this application.
Gradient methods [42, 43] rely on the rate of change
of grey level with distance in a particular direction in a
greyscale or intensity image. This is useful because gra-
dient is a maximum in a direction perpendicular to the
edge of a feature, such as a line in 2D, or plane in 3D.
The ‘structure tensor’ method [44–47] is a gradient-based
method that is used in a diverse range of applications. This
technique is thought to be particularly suitable because the
instantaneous-phase dataset from a laminar CFRP com-
posite is dominated by a phase gradient that is locked to
the ply structure, thus it is selected above the other meth-
ods for use in this study.
2.3. Structure-tensor formulation
Image gradients, and how these gradients vary over
a local region, form the underlying principle of the local
structure tensor. A structure tensor, S, is calculated for
each 3D image pixel by first smoothing the image, I, using
a smoothing kernel, Gσ, followed by calculation of gradi-
ents, typically using central-difference kernels, in three or-
thogonal directions to yield Ix, Iy and Iz. The tensor is
constructed from gradient products, see Eq. (1). A sec-
ond smoothing kernel, Gτ , defines the smoothing applied
to each tensor element.
S = Gτ∗

I2x IxIy IxIz
IxIy I
2
y IyIz
IxIz IyIz I
2
z
 (1)
The smoothing kernels Gσ, and Gτ , are 3D Gaussian
kernels with standard deviations σ, and τ , respectively.
The parameter σ defines the ‘inner scale’ or ‘smoothing
scale’ and is set to pre smooth the image to supress noise,
but at a scale appropriate to retain local features of inter-
est. The parameter τ defines the ‘outer scale’ or ‘integra-
tion scale’; it governs the scale over which the spatial aver-
age of the tensor’s components are obtained and ideally is
selected to average over a region in which the orientation
is expected to remain constant such that orientation-noise
is smoothed at a scale appropriate to the image structure.
The eigenvectors (principal gradient directions) v1, v2
and v3 of each tensor hold information about the struc-
ture’s orientation, whilst the associated eigenvalues λ1, λ2
and λ3 (where λ1 > λ2 > λ3 > 0), can be used to de-
termine the class of structure present. Three classes of
structures can be identified (spherical, linear or planar)
based on the eigenvalues [48, 49] as described below and
depicted pictorially in Fig. 3.
1. Spherical/isotropic structure (λ1≈λ2≈λ3): there is no
preferred orientation and the local image structure is
isotropic with spherical symmetry.
2. Linear structure (λ1≈λ2λ3): the gradient along the
direction of alignment (of rods, for example) is low
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whilst, in the two orthogonal directions, a high gradient
is detected. The linear axis is parallel to the eigenvector
associated with the smallest eigenvalue (λ3).
3. Planar structure (λ1λ2≈λ3): in a direction perpen-
dicular to the planes, the gradient is high, whilst the
two in-plane gradients are low. The plane-normal is
given by the eigenvector associated with the largest
eigenvalue (λ1).
In Fig. 3, the tensor for each class is visualised as an el-
lipsoid whose orientation corresponds to the eigenvectors,
and radius is given by the eigenvalues which quantify the
gradient in that direction. It is possible, based on the rel-
ative magnitude of the eigenvalues, to quantify the degree
to which a local region conforms to these three classes of
structure [49]. Eq. (2), (3) and (4) give spherical, linear
and planar anisotropy metrics (cs, cl and cp respectively).
Each of these metrics is bounded between zero and one,
and their sum is equal to one.
cs =
λ3
λ1
(2)
cl =
λ2 − λ3
λ1
(3)
cp =
λ1 − λ2
λ1
(4)
A key feature of this tensor-based approach is that an-
tipodal vectors are mapped onto identical tensor represen-
tations, thus allowing vector averaging without cancella-
tion of opposing-direction vectors. This property, as well
as the classification capability, has driven the popularity of
the structure-tensor method. Examples of its use include
determination of 3D fibre orientation in composites such
as GFRP, CRC and C/SiC [50], as well as wood-fibre com-
posites [51] and many biomedical fields [52, 53]. The 3D
planar nature of structures assessed in the seismology field
[54, 55] is particularly relevant to this current work. The
application of this structure-tensor method to ultrasonic
Figure 3: Examples of three classes of structure in 3D data (above)
and the corresponding structure-tensor shape when viewed as an
ellipsoid (below).
pulse-echo NDT data has not been reported previously in
the scientific literature. This paper reports its novel appli-
cation to ultrasonic instantaneous-phase data and shows
how adverse phase-wrapping and aspect-ratio effects can
be avoided.
3. Ultrasonic data acquisition and processing
3.1. CFRP sample details
The carbon-fibre laminate studied in this paper was
manufactured from an IMA/M21 carbon-fibre/resin pre-
preg system. The cross-ply [(0/90)6/0]s laminate com-
prises 25 unidirectional plies at 189 µm spacing. The inter-
ply resin-layer thickness was estimated, from micrograph
analysis, to be approximately 40 µm, so the composite
plies themselves are approximately 149 µm thick. These
thick resin layers produce strong ultrasonic reflections thus
giving a high signal-to-noise ratio [22]. The authors’ ex-
perience with fibre-resin systems exhibiting thinner resin
layers shows that, although these produce weaker reflec-
tions, sufficient signal is obtained to allow the orientation
measurement techniques described in this paper to be ap-
plied [56]. Out-of-plane wrinkles in the 0° direction were
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induced through a process of introducing tape overlaps
and gaps in the 90° plies at specific locations [57]. During
cure there is vertical movement of plies tending to create
a uniform fibre volume fraction resulting in predictable
wrinkling in the cured composite, as seen in the X-ray CT
cross section in Fig. 4.
Figure 4: Cross section through an X-ray CT data volume from
the CFRP laminate used in this paper with the three wrinkle zones
highlighted. The darker plies have fibres in the plane of the paper –
corresponding to 0°.
3.2. Ultrasonic pulse-echo data acquisition
Modelling of the composite structure using the analyt-
ical model in [21, 22] was used to determine the optimised
data-acquisition parameters. The resonant frequency of
the 189 µm ply spacing is calculated by the model to be
7.9 MHz. The closest frequency of commercially-available
ultrasonic probe has a specified centre frequency of 7.5 MHz.
For the inspection, a 7.5 MHz Olympus Videoscan probe,
with a measured centre frequency of 6.6 MHz and -6 dB
bandwidth of 5.6 MHz , was used. The probe, which had
a 12.5 mm diameter active element with a focal distance
of 38 mm in water, was mounted in an ultrasonic immer-
sion scanning tank such that the probe’s focal plane was at
the mid-plane of the composite laminate. Received wave-
forms were digitised at 125 MHz sampling frequency and
recorded at a 0.2 mm scan pitch in the x and y directions.
3.3. Instantaneous amplitude and phase
Once digitised, the Hilbert transform was used to ob-
tain the analytic signal of each pulse echo waveform ac-
quired from the scanning system [17]. From this, the
instantaneous-amplitude and instantaneous-phase datasets
were generated. Although only the phase data is used in
orientation analysis, amplitude data is required to perform
the alignment and segmentation pre-conditioning stages,
which are described below.
3.4. Alignment and segmentation
Sample misalignment during scanning, and the dissim-
ilar sound velocities in the coupling medium and compo-
nent, can lead to errors in measured surface locations and
ply-location mapping (and therefore ply orientations), so
it must be corrected for appropriately. The corrections all
depend on precise measurement of the front- and back-
surface times-of-flight in the waveform. In conventional
ultrasonic inspection, this is most commonly achieved by
detecting a peak or a threshold-crossing in the unrecti-
fied waveform. Fig. 5(a) presents an unrectified ‘B-scan’
(cross section) through the ultrasonic full-waveform data
in which the front surface and rear surface can be easily
identified by the high-amplitude reflections that occur at
these times of flight. However, peak-detection methods for
unrectified raw waveforms are not always sufficiently accu-
rate for the current purposes, particularly in the presence
of ply wrinkling and ply drops. A new method is presented
that, instead of using the raw unrectified waveform, uses a
combination of instantaneous-amplitude and phase data to
provide the time-of-flight accuracy required for use in data
alignment, segmentation and orientation measurement.
Initially, instantaneous-amplitude data is used to de-
fine the front- and rear-surface locations (in time) because
the peak instantaneous amplitude has been shown by mod-
elling to coincide with the time-of-flight to these interfaces.
Whilst this gives an accurate front-surface location, the
rear-surface location can exhibit a high degree of variabil-
ity, particularly when the signal is disrupted due to ply
wrinkling, ply drops, tape gaps and overlaps. This is the
case for the CFRP laminate studied in this paper, as seen
in Fig. 5(b) - an instantaneous-amplitude cross-section (in
dB relative to the front-surface reflection amplitude) where
the red lines indicate the times-of-flight to the front- and
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Figure 5: Cross sections through the ultrasonic data at a common x -
z plane showing (a) the raw waveform, (b) instantaneous amplitude
with red lines indicating surface locations measured from amplitude
peaks, (c) instantaneous phase with red lines indicating surface loca-
tions measured from the phase data, and (d) segmented phase data
suitable for structure-tensor assessment.
rear-surface peak amplitudes. In these scenarios it is possi-
ble to increase the robustness of the back-surface location
in the data by using phase data, as follows.
Modelling predictions [21] show that the front surface
exhibits a phase of φ0, whilst the phase at the back surface
is φ0 − pi, where φ0 is the phase at peak amplitude of the
input pulse. An estimation of φ0 is made using the front-
surface reflection by calculating the mean phase at the
peak instantaneous amplitude, averaged across a region of
the scan. For the probe and experimental setup used in
this study, φ0 was measured to be 3.19 radians. The rear
surface is thus expected to exhibit a phase of 0.05 radi-
ans. A search is made in the vicinity of the front-surface
and rear-surface peak amplitudes to find the nearest digi-
tisation point to these characteristic phase values. Using
this instantaneous-phase method, the front-surface time-
of-flight strongly agrees with the peak-amplitude time-of-
flight, whilst the rear-surface measurement is improved,
appearing much smoother than the amplitude-derived value,
as seen in Fig. 5(c). In this figure the red lines represent
the surface location measured from the phase data.
Surface-location measurements identified that the sam-
ple’s front surface was curved, and also slightly inclined to
the scanner’s x -y plane. This can be seen in the raw B-
scan cross-section in Fig. 5(a). It is a requirement to
correct for the misalignment to the scanner axes and the
curvature of the front surface differently, for reasons that
will become clear.
Misalignment is conventionally corrected using an ‘in-
terface gate’, either at acquisition time or later during
analysis. The interface gate detects the first crossing of
an amplitude threshold and time-shifts each waveform to
synchronise that time-of-flight across the whole scan, cre-
ating a flat front-surface signal. However, in cases where a
sample has a curved or wrinkled front surface, this is not
appropriate because forcing the surface to become planar
propagates the inverse of the surface undulations into the
ultrasonic data that follows, leading to ply-orientation and
ply-location errors. To avoid this, the predicated front-
surface location has been used to calculate a plane-of-best-
fit to the surface, which is used to time-shift each A-scan so
that the front surface lies nominally in the x -y plane, but
retains its curvature. This proposed alignment method
will be required for all components that have a non-flat
front surface when scanned in immersion.
An additional consideration for curved or wrinkled sur-
faces is the dissimilar velocities in the coupling medium
(water), and the material being inspected (CFRP). The
effects on the raw data are to exaggerate (by a factor of
approximately two in this case) the surface undulations,
and superimpose them on data at later times-of-flight, re-
sulting in wrinkle or curvature ‘artefacts’ in the B-scan
data. To give a true image of the component’s ply struc-
ture it is important to apply the correct velocity to each
portion of the waveform, using the measured front-surface
location to separate them. The benefit can be seen when
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comparing the raw-waveform cross-section before correct-
ing for the velocity mismatch, Fig. 5(a), with Fig. 5(b)-(d)
in which the velocity correction has been applied. In this
paper, velocities of 1480 ms−1 and 3043 ms−1 were used
for the water and composite respectively.
This alignment and velocity-correction process is im-
portant for obtaining geometrically accurate and aligned
datasets so that accurate surface locations, ply locations
and ply orientations can be measured, and comparisons
can be made to similarly-aligned X-ray CT datasets.
The next stage is segmentation to exclude phase data
before the front surface, and after the rear surface, because
the phase still increases with time in these regions, despite
the low amplitudes, and can affect the structure-tensor
method. With the surface locations known, it is a simple
task to replace these regions with a single uniform phase
value outside the sample bounds. A phase value of φ0 is
assigned to data before the front surface, and φ0 − pi to
data after the back surface. Segmenting the data in this
way, as seen in Fig. 5(d), avoids high gradients at the
surfaces, which would otherwise bias the structure-tensor
measurement near these locations.
The three-dimensional aligned, scaled and segmented
phase data, Φ, a cross section of which is shown in Fig.
5(d), clearly shows ply structure with the three wrinkle
zones at x -locations of 20 mm, 30 mm and 45 mm, and
is now suitable for orientation analysis using the structure-
tensor method, and ply-location analysis using phase track-
ing.
4. Structure-tensor analysis of instantaneous-phase
data
Applying the structure-tensor method to instantaneous-
phase data requires careful consideration because the phase
is a ‘wrapped’ dataset, in this case taking values in the
range −pi to +pi radians. In each ply, the phase is pre-
dicted to achieve a 2pi rotation so, once per ply there has
to be a −2pi ‘step’ as shown in the cross-section though
a wrinkled composite simulated in Fig. 6(a). This effect
must be dealt with correctly in the pre-smoothing pro-
cess, and during gradient calculations, to avoid erroneous
structure-tensor output as in Fig. 6(b) and so that accu-
rate orientation maps can be obtained, Fig. 6(c).
Figure 6: Results from a simulated ultrasonic instantaneous-phase
dataset from a composite laminate exhibiting ply wrinkling. The
cross section in (a) shows the instantaneous-phase response. A ply
angle map measured using the structure-tensor process without ac-
counting for the phase wrap is shown in (b), and after correctly
accounting for it in (c).
To smooth (average) the wrapped instantaneous-phase
3D dataset it is first converted into real (Φcos) and imag-
inary (Φsin) components of complex numbers on the unit
circle at each phase angle. These components are con-
volved with the Gaussian smoothing kernel Gσ, then re-
combined using the inverse tangent function to yield the
smoothed wrapped phase dataset Φσ.
The second stage at which the wrapped nature of the
data needs to be considered is the calculation of phase
gradients (Φx, Φy, Φz) from the smoothed wrapped-phase
data. If unaccounted for, the large gradient associated
with wrap locations dominates measured orientations and
introduces errors such as the periodic variations seen in
Fig. 6(b). To avoid this, again it is necessary to use
the real and imaginary components of the unit-magnitude
complex value, as these are continuous functions from which
gradients can be calculated by convolution with appropri-
ate kernels. The chain rule is used to obtain the following
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general expression for the rate of change of phase (instan-
taneous frequency), in this case in the x -direction:
φx =
∂φ
∂x
= cos2 φ
∂tanφ
∂x
(5)
However, tanφ is also a discontinuous function so it
needs to be expressed in terms of the continuous sine and
cosine functions, which have already been calculated. Then
the quotient rule gives the following expression for the
phase gradient:
φx = cosφ
∂sinφ
∂x
− sinφ∂cosφ
∂x
(6)
Eq. (6) allows calculation of unwrapped phase gradients
directly from the wrapped phase, without having to first
unwrap the phase, a process that is notoriously inconsis-
tent for experimental data. The required derivatives in
Eq. (6) are calculated by convolving the sine and cosine
of the smoothed phase 3D dataset, Φσ, with 3 × 3 × 3
central-difference Scharr kernels operating in the x, y and
z directions to yield the phase-gradient tensor components
Φx, Φy and Φz.
The final consideration of the phase data is the non-
uniform aspect ratio associated with ultrasonic 3D datasets
with two spatial axes (x and y) and one time axis con-
verted to depth (z ) using the acoustic velocity as described
in Section 3.4. Thus it is important that phase gradients
are scaled correctly in units of phase-per-millimetre to en-
sure correct angular measurements are obtained from the
structure-tensor process. The scaled phase-gradients Φx,
Φy and Φz are used to construct a structure tensor, Eq. (1),
for each (x, y, z) pixel location, from which the eigenval-
ues and eigenvectors are obtained to reveal structural and
orientation information.
5. Results and visualisation
5.1. Instantaneous phase as a map of ply interfaces and
sample surfaces
To confirm that the instantaneous-phase data maps
the ply structure accurately, the locations of the front
surface, rear surface and resin-layer characteristic phases
(Section 3.4) have been combined into the interface map
shown in Fig. 7. In this figure, red lines are the sam-
ple surfaces, whilst blue lines indicate resin layers between
plies. These lines are overlaid on a greyscale X-ray CT
slice.
Figure 7: The ultrasonic-phase derived surface and interface map
(red and blue respectively) overlaid on composite internal structure
as determined from X-ray CT (greyscale).
The image in Fig. 7 shows that the ultrasonic phase
has the potential to map ply interfaces, and position them
correctly in the majority of locations. This type of infor-
mation can be used for the generation of FE meshes of as-
manufactured structures. There are some locations, typi-
cally towards the rear surface of the component, where the
phase prediction is not perfectly correlated with the CT
image data. This will need to be addressed in the context
of FE-mesh generation. However, for the aim of measur-
ing wrinkle angles, the precise location of interfaces is not
critical. Also, small and localised deviations in the phase
data can be tolerated because the structure-tensor method
applies a degree of spatial averaging. Therefore, this analy-
sis provides confidence that the ultrasonic instantaneous-
phase data can be processed using the structure-tensor
method in order to quantitatively characterise the ply-
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wrinkling defects present.
5.2. Application of the structure tensor to instantaneous
phase to determine ply orientation
Application of the structure-tensor method to the ul-
trasonic phase dataset, Fig. 5(d), was performed using
MATLAB. The 3D structure tensor centred at each image
pixel was calculated, and eigenvalues and eigenvectors for
each tensor were computed. For planar structures, such
as the ply structure in the example dataset, the eigenvec-
tor associated with the largest eigenvalue is the plane’s
normal vector. The other two eigenvectors lie in a plane
perpendicular to the normal vector and their associated
eigenvalues were used to calculate the planar anisotropy
metric cp, Eq. (4), which scales from zero to one, and indi-
cates the degree to which the local structure conforms to
ply-like (planar) structure.
5.3. Results visualisation using HSV colour-space
Visualisation of the resultant 3D vector data from the
3D volume is not simple. Visualisations become easier as
the dimensionality of the data is reduced, and one method
is to take cross-sections through the data. Three such
cross-sections from the same location in the sample are
presented in Fig. 8(a)-(c). These show the ply angle rela-
tive to an x-z slice-plane and the x -axis, the associated pla-
nar anisotropy metric, and the phase data slice from which
they were derived. Combined visualisation of these three
images is possible using the hue-saturation-value (HSV)
colour space, shown in Fig. 8(d).
In the HSV colour space, ply angle is mapped to the
hue (colour) channel, planar anisotropy to the saturation
channel, and the phase data to the value (brightness) chan-
nel. Allocation of the data channels in this way visually
excludes angular measurements from regions where the lo-
cal structure is not planar, possibly due to noise or an
underlying defect in the composite, by mapping these low
planar anisotropy values to zero colour saturation. Struc-
tural context is given by the phase data, which appears
Figure 8: Three separate channels of data; (a) ply angle (hue), (b)
planar anisotropy (saturation), (c) instantaneous phase (value), and
(d) the combined HSV image. Structure-tensor settings: smoothing
scale (0.3, 0.3, 0.019) mm, or (1.5, 1.5, 1.5) pixels; integration scale
(0.6, 0.6, 0.038) mm, or (3, 3, 3) pixels.
superimposed. It is clear from the image in Fig. 8(b) that
lower planar anisotropy is associated with regions in which
the ply angle changes rapidly although, even in these re-
gions, the planar anisotropy is still very close to 1. There-
fore, when mapping to the HSV colour space, Fig. 8(d),
full colour saturation of the ply-angle occurs everywhere
in the image.
An alternative method to compare the structure-tensor
result with the true ply angles is to plot vector lines on
a 2D slice, and to overlay onto the phase data, or the
true structure obtained from X-ray CT. Both HSV and
vector-line visualisations are used in the following sections
to assess the effect of smoothing scale and integration scale
on the measured orientations.
5.4. Effect of smoothing scale
A beneficial feature of the structure-tensor method is
the ability to tune the spatial fidelity of the orientation
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measurement through the smoothing and integration ker-
nels, the spatial scales of which are determined by the stan-
dard deviations σ and τ respectively. Whilst a formulaic
method for the selection of these parameters is possible,
based on the expected rate of change of ply orientation and
the type and level of noise present, this is beyond the scope
of this paper. The purpose here is to visually and semi-
quantitatively demonstrate the optimum for the example
dataset being analysed.
The structure-tensor technique makes pixel-by-pixel gra-
dient measurements, and uses these to determine ply ori-
entation at a very local scale. Therefore, noise in the data
can be an influencing factor, so a degree of smoothing is
desirable prior to gradient calculation. This is controlled
by the smoothing scale, σ, for which there is an optimum
value based on the desire to smooth noise without unduly
smoothing structural features, so that accurate local ori-
entations are obtained.
Fig. 9 shows the effect of the smoothing-scale standard
deviation, σ, on the orientation map for a fixed integration
scale τ of (0.6, 0.6, 0.037) mm, or (3, 3, 3) pixels in x, y
and z respectively. In this figure, colours indicate ply angle
using the colour scale in Fig. 8(a).
Figure 9: HSV images showing the effect of smoothing scale, σ, on
orientation maps for a common B-scan cross-sectional slice. (a) No
smoothing (b) σ = (0.2, 0.2, 0.012) mm, or (1, 1, 1) pixels, (c) σ
= (0.4, 0.4, 0.024) mm, or (2, 2, 2) pixels. The integration scale, τ ,
was set at (0.6, 0.6, 0.037) mm, or (3, 3, 3) pixels, in all cases. For
ply-angle colour scale, see Fig. 8(a).
The most notable effect of the smoothing scale is an un-
derestimate of ply-angle deviation from horizontal where
the ply orientation changes within the region encompassed
by the smoothing kernel. Maximum wrinkle angles of ap-
proximately ±9° in the un-smoothed and σ = (0.2, 0.2,
0.012) mm cases are measured, but this reduces to approx-
imately ±6° in the σ = (0.4, 0.4, 0.024) mm case. Peak
angles measured manually from the CT and ultrasonic-
phase data are in the region of ±12°, demonstrating the
significant effect this parameter has on the measured an-
gle. A second effect is on the planar anisotropy metric,
which increases with increasing smoothing scale, but still
remains very high, above 0.97, even with no smoothing.
Since accurate measurement of maximum wrinkle-angle is
key, and image noise does not appear to have an unduly
influencing effect for this data set, smoothing is not re-
quired prior to the calculation of image gradients, as in
Fig. 9(a).
5.5. Effect of integration scale
The second scale factor, the integration scale, τ , is used
to reduce the sensitivity of angular measurements to local
noise in the data by increasing the size of the region over
which local gradient products are assessed. A value too
small will result in sensitivity to small features in the data
and lead to larger random errors. A value too large may
include gradient measurements from adjacent dissimilar-
orientation regions, thus increasing bias and systematic
errors, resulting in a greater underestimate of the maxi-
mum wrinkle angle. Therefore, an optimum value for the
integration scale should exist.
Fig. 10 shows the effect of varying the integration scale
for the case where the smoothing scale is set to zero. In
this figure, colours indicate ply angle using the colour scale
in Fig. 8(a). These images show that, for a large integra-
tion scale (Fig. 10(c), τ = (1.0, 1.0, 0.061) mm, or (5,
5, 5) pixels), a smoothly varying orientation map is ob-
tained, but this is at the expense of an underestimate of
the maximum wrinkle angle, measured at ±7°, compared
with ±12° measured manually from the X-ray CT data.
11
As the integration scale reduces (Fig. 10(b), τ = (0.4, 0.4,
0.024) mm, or (2, 2, 2) pixels), the measured maximum
wrinkle angle of ±10° approaches the true value but, if the
integration scale is set too small (Fig. 10(a), τ = (0.2, 0.2,
0.012) mm, or (1, 1, 1) pixels), the angular measurement
becomes too localised, and the expected smoothly varying
orientation map is lost in random variations.
Figure 10: HSV images showing the effect of integration scale, τ ,
on orientation maps for a common cross-section. (a) τ = (0.2, 0.2,
0.012) mm, or (1, 1, 1) pixels, (b) τ = (0.4, 0.4, 0.024) mm, or (2,
2, 2) pixels, (c) τ = (1.0, 1.0, 0.061) mm, or (5, 5, 5) pixels. The
smoothing scale, σ, was set to zero (no smoothing) in all cases. For
colour scale see Fig. 8(a).
To further assess the effect of integration scale, vector
lines that track the measured ply angles can be overlaid on
the phase data from which angles were measured. Three
images from a region of interest are presented in Fig. 11
for the same three integration scales presented in Fig. 10.
Figure 11: Vector lines overlaid on the phase data from which ori-
entation was measured. Images show the effect of integration scale,
τ , on the tracking-performance of the orientation measurement in
a common cross-section. (a) τ = (0.2, 0.2, 0.012) mm, or (1, 1, 1)
pixels, (b) τ = (0.4, 0.4, 0.024) mm, or (2, 2, 2) pixels, (c) τ = (1.0,
1.0, 0.061) mm, or (5, 5, 5) pixels. The smoothing scale, σ, was set
to zero (no smoothing) in all cases.
To generate the images in Fig. 11, vector lines have
only been plotted at 1.0 mm spacing in the x -direction,
and approximately 0.06 mm in the depth direction. For
a large integration scale, Fig. 11(c), the measured orien-
tation does not accurately reflect the underlying orienta-
tion in the data, tending to smooth out rapid changes in
orientation, as expected. Whilst the smallest integration
scale, Fig. 11(a), tracks the orientation better, it is af-
fected by localised disruptions in the phase data, such as
in the bottom-left of the image. The optimum integra-
tion scale, although a qualitative judgement, lies between
these two values. At τ = (0.4, 0.4, 0.024) mm, Fig. 11(b),
good tracking is observed with enough contribution from
the surrounding area to keep the localised random phase-
disruption effects to a minimum.
5.6. Correlation with real structure
It has been shown that, for the structure-tensor scale
parameters selected as appropriate for this dataset (σ =
zero, τ = (0.4, 0.4, 0.024) mm, or (2, 2, 2) pixels) the
method is capable of generating a representative map of
the wrinkled region to allow determination of wrinkle an-
gle, wavelength and extent. It now remains to be deter-
mined if the measured orientations accurately reflect the
ply wrinkling in the real structure. To achieve this, an
X-ray CT image slice from the same location has been
overlaid with vector lines from the structure-tensor analy-
sis and presented in Fig. 12. In this figure the vector lines
have only been plotted at depth locations predicted to be
interfaces from the phase data (see Fig. 7). Additionally,
vector lines are only plotted every 0.8 mm (4 pixels) in
the x -direction. This reduces the quantity of data to a
level where a visual assessment is possible, thus allowing a
comparison of true orientation (greyscale X-ray CT image)
with measured orientations (red vector lines).
Ideally, all vector lines should lie on the X-ray CT ply
interfaces, and be oriented in the direction of the inter-
face. Examination of the image in Fig. 12 reveals that the
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Figure 12: Correlation of measured and true orientations by over-
laying vector lines of ply orientation measured from ultrasonic phase
data on the X-ray CT image of the cross-section.
majority of interface locations are correctly located, and
vector lines track their orientation. At deeper locations the
phase-predicted interfaces are more frequently misaligned
with the true structure, compared with near-surface loca-
tions where interface tracking is significantly better. This
effect is demonstrated further in Fig. 13, which presents
magnified views of the results in Fig. 12 to allow a more
detailed visual inspection of the vector location and orien-
tation at near-surface and far-surface locations, Fig. 13(a)
and (b) respectively.
Figure 13: (a) Near surface and (b) far surface results of measured
orientation (red vector lines) and real orientation (greyscale X-ray
CT image).
Where the phase data fails to track the true ply struc-
ture at deeper locations, errors in the measured orientation
are more likely to occur. This is seen in Fig. 13(b), at an
x -location of about 35 mm, and is thought to be largely
a result of attenuation of the desired resonant frequency
from the ultrasonic pulse, and typically coincides with tape
gap/overlap locations. It is believed that, with improved
processing of the raw ultrasonic waveform data, these ef-
fects can be reduced. Current work on waveform filtering,
and the inclusion of other metrics, such as instantaneous
frequency (rate of change of phase), suggest that improve-
ments in this area are likely. It is also believed that the use
of ultrasonic arrays, which allow raw data processing tech-
niques such as multi-zone focusing and the total focussing
method (TFM), will improve the raw waveform data and
lead to an improvement in ply tracking and orientation
measurement.
Even where vector lines do not lie directly at an in-
terface, the orientation data in Fig. 13 is qualitatively
correct. This is a substantial benefit since a key measure-
ment to assess a CFRP laminate’s compressive strength
reduction due to ply wrinkling is the maximum wrinkle
angle [3].
6. Summary and conclusions
This paper has demonstrated that ply wrinkling can be
successfully characterised using ultrasonic instantaneous-
phase datasets and structure-tensor angle-measurement meth-
ods. Ply-location analysis shows promise, but further work
will be required to obtain the robust measurements needed
for the generation of FE models.
New alignment and segmentation methods for ultrasonic-
immersion scans have been presented. These use a pre-
cise phase-based measurement of the front-surface time-
of-flight to correct for a tilted sample and for the different
velocities in the water and composite, and then remove un-
wanted phase information from before and after the sam-
ple. This removes location errors that would otherwise
be present using typical ‘interface gating’ methods, and
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preserves curved-surface profiles and true ply orientations
whilst aligning the data.
Methods to smooth the wrapped phase, and to calcu-
late gradients directly from the wrapped phase, have been
presented. These are critical to the structure-tensor pro-
cess when working with wrapped-phase data, and allow
accurate orientation information to be obtained without
the high-gradient wrap locations dominating orientation
results.
Investigations into the effect of the structure-tensor
spatial scales identified that negligible smoothing is re-
quired, thus allowing the phase data to retain the high
spatial-frequency components that accurately define the
wrinkle. Unlike the smoothing scale, too small an integra-
tion scale leads to unnecessarily large local fluctuations
and random errors, so a larger scale should be used. For
the sample and data used in this paper, an integration-
scale standard deviation of 0.4 mm has been shown to
achieve good ply-orientation measurements from wrinkled
regions, whilst a scale of 0.6 mm caused significant under-
estimation of the maximum wrinkle angle.
At deeper depths and higher ply-orientation angles the
phase data can become de-coupled from the ply structure,
leading to errors in ply-location mapping and potential er-
rors in the orientation measurement. This is thought to
be a consequence of losing the desired resonant-frequency
content in the ultrasonic pulse transmitted to the deeper
layers, and the large number of tape gaps/overlaps. At
locations closer to the front surface the structure-tensor
technique applied to the phase data produces faithful mea-
surements of the true orientation, as seen by comparing
with the real structure, imaged using X-ray CT.
It is expected that improvement of the raw phase data
with, for example, appropriate waveform filtering and ad-
vanced focussing techniques with array-based data acqui-
sition, will generate higher-quality phase data and improve
the accuracy of ply location and orientation measurement
methods presented in this paper. These tools are then
likely to become widely used for the detection and mea-
surement of ply-wrinkling defects, and ply-location map-
ping, in carbon-fibre composite laminates.
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