This work aims at reducing the embedding distortion of prediction-error expansion (PE)-based reversible watermarking. In the classical PE embedding method proposed by Thodi and Rodriguez, the predicted value is rounded to integer number for integer prediction-error expansion (IPE) embedding. The rounding operation makes a constraint on a predictor's performance. In this paper, we propose a non-integer PE (NIPE) embedding approach, which can proceed non-integer prediction errors for embedding data into an audio or image file by only expanding integer element of a prediction error while keeping its fractional element unchanged. The advantage of the NIPE embedding technique is that the NIPE technique can really bring a predictor into full play by estimating a sample/pixel in a noncausal way in a single pass since there is no rounding operation. A new noncausal image prediction method to estimate a pixel with four immediate pixels in a single pass is included in the proposed scheme. The proposed noncausal image predictor can provide better performance than Sachnev et al.'s noncausal double-set prediction method (where data prediction in two passes brings a distortion problem due to the fact that half of the pixels were predicted with the watermarked pixels). In comparison with existing several state-of-the-art works, experimental results have shown that the NIPE technique with the new noncausal prediction strategy can reduce the embedding distortion for the same embedding payload.
• The third type of reversible watermarking algorithms can be classified as difference expansion (DE) embedding methods, in which a common feature is to use difference operators to create features with a small magnitude, and further expand these features in order to create vacancies for embedding the watermark and the auxiliary information. The DE embedding technique was originally developed by Tian [9] and improved in [10] [11] [12] [13] . The capacity in Tian's method is close to 0.5 bpp in a single pass by using two adjacent pixels as a group. By extending the DE to a generalized integer transform, the auxiliary information can be reduced with groups of three or four pixels [10] . In [11] , the sorting step in the wavelet domain was introduced to expand those smaller pixel difference. The DE scheme was introduced for 2-D vector map in [12] , and the location map was reduced in [13] .
• A fruitful research direction, proposed by Thodi and Rodriguez [14] , is prediction-error expansion (PE) embedding technique. Comparing with the DE-based methods, one of the advantages of the PE technique is that it significantly adds the number of the feature elements that expanded for data embedding. The other advantage is that a predictor generates feature elements that are often smaller in magnitude than the feature elements generated by a difference operator. With embedding into each pixel, the PE embedding techniques provided the maximal capacity up to 1 bpp in a single pass. So far, several versions of PE reversible watermarking algorithms have been proposed in [14] [15] [16] [17] [18] [19] and others in order to improve the performance of the PE schemes by focusing on the reduction of the size of the auxiliary information (with the use of the sorting and histogram shifting techniques [15] ), the reduction of the prediction error (by using multiple predictors [16] , the prediction by flooring the average value of the four immediate pixels [15] and adaptive prediction [17] ), and the reduction of the embedding distortion (by the pixel selection [17] and the low distortion transform by splitting the difference between the current pixel and its prediction context [18, 19] ). These existing PE-based schemes share a common property, that is, the predicted value or its variety was rounded to integer value for expansion embedding.
Reversible watermarking algorithms have also been proposed for digital audio files by expansion embedding [20] [21] [22] . There are other novel reversible watermarking approaches which are worth mentioning, too. Data embedded into the histogram bins has been proposed by Leest et al. in [23] . Additive embedding strategy by combining histogram shifting technique [24] and bilinear interpolation prediction has been proposed by Chen et al. in [25, 26] .
This paper proposes a non-integer PE (NIPE) embedding strategy, which can proceed non-integer prediction errors for data embedding by expanding only the integer element of a prediction error while keeping the fractional element unchanged. Furthermore, we propose a new noncausal image prediction method for the NIPE technique. In comparison with the classical PE technique [14] , the NIPE strategy has lower embedding distortion for noninteger prediction values by using better predictor. The new predictor can provide better performance than existing causal predictors (such as difference predictor, MED predictor, and GAP) due to the fact that there is no rounding operation in the prediction phase. Comparing with Sachnev et al. 's noncausal double-set prediction method [15] , the proposed prediction method can further reduce the prediction errors by predicting data in a single pass (which avoids the distortion problem due to the fact that half of the pixels in the second set predicted with the watermarked pixels in the first set). Experimental results for some standard test images have shown that the proposed NIPE method with the noncausal image predictor can embed more payload for the same watermark distortion.
The outline of this paper is as follows. In the next section, the proposed NIPE embedding technique is introduced. This is followed by a description of a new prediction strategy and an image predictor. We then address the proposed reversible watermarking scheme and compare the proposed prediction method with existing typical predictors. Furthermore, the watermarking scheme's performance is tested against other typical reversible image watermarking works. Finally, we draw the conclusions.
Prediction-error expansion embedding
PE embedding is a technique to expand a prediction error to create a vacant position and insert a bit into the vacant position, generally at the least significant bit (LSB). The PE-based scheme was originally developed by Thodi and Rodriguez [14] and later developed by other researchers (such as [16] [17] [18] [19] ). In these methods, causal predictive methods with only past pixels are often applied so that the predicted value or its variety can be rounded to integer value for integer prediction-error expansion (IPE) embedding.
In this section, we proposed a NIPE embedding technique, which really brings a predictor into full play to reduce the prediction errors in comparison with the IPE embedding technique. In the NIPE-based method, the predicted value is no longer rounded to integer number. This is beneficial to using more efficient predictor in the NIPE 1 . The basic principles of the IPE method [14] and the proposed NIPE method are described as follows.
Classical IPE embedding
In the IPE embedding technique [14] , the prediction error is the difference between a pixel intensity y and its estimateŷ (which should be rounded to integer value if it is not), denoted by e = y −ŷ. After embedding a bit w, the watermarked prediction error is
and the marked pixel intensity is
Since y w is an integer number,ŷ and e are required to be integer values for expansion embedding. This is why we denote Thodi and Rodriguez's method as the IPE embedding scheme in this paper. It is worth noting that the condition thatŷ should be integer makes an undesirable requirement, that is, the prediction context often contains only causal pixels so as to obtain the same predicted valuê y in the decoder. The hidden bit, w, is extracted from the LSB of e w and the original pixel intensity y is recovered by
where mod(e w , 2) is the remainder on division of e w by 2 and e w 2 represents the greatest integer less that or equal to e w 2 .
NIPE embedding technique
Sections 2.1 shows that the IPE embedding approach [14] is suffering from an undesired requirement, that is, the prediction value should be rounded to integer number for expansion embedding. This will restrain a predictor's performance since the prediction context is restricted to only causal pixels (past pixels) in order to generate the same predicted value in the decoder. In this section, we propose a new expansion embedding approach, one of the advantages of which is able to deal with non-integer prediction values for data embedding. The other, more important, advantage of the approach is that the current pixel can be estimated in a single pass by using noncausal predictive way to improve prediction performance 2 .
From the expression y w =ŷ+2×e+w in Eq. (2), we find that in order to recover the marked pixel y w , not exact of an integerŷ is needed, but of the sum ofŷ + 2 × e. Towards this direction, the basic idea of the proposed approach in this paper is to allowŷ to take non-integer value but make sure that the combination ofŷ and e takes integer value for hiding a given bit w.
For a pixel in intensity y, the prediction error e is a non-integer value when its estimateŷ takes non-integer number. In this case, split the non-integer error e into two parts: integer part ( = fix(e)) and fractional part δ (δ = e − ). Here, fix(.) is a function to strip off the fractional part of its argument and returns the integer part. The function does not perform any form of rounding or scaling, e.g., fix(−4.4) = −4 and fix(5.4) = 5. The basic idea of the NIPE embedding technique expands only the integer part of a prediction error for data embedding while keeping the fractional part unchanged. The detail is described as follows.
In the encoder, the watermarked prediction error is computed by
where w is a binary bit, taking either 0 or 1. Equation (4) can make sure that the fractional element of e w is equal to that of e. This is beneficial to recover the watermark bit and the original pixel intensity in the decoder. The resulting watermarked pixel is y w =ŷ + e w = ŷ + e + + w = y + + w, if e ≥ 0 y + e + − w = y + − w, Otherwise .
Equation (5) shows that even thoughŷ and e take noninteger values, the watermarked pixel y w is an integer number.
In the decoder, the hidden bit w is extracted from e w and the original pixel y is restored by w = mod( w , 2), and y =ŷ + fix
where w is the integer element of e w and δ w = e w − w . Take two simple examples to show the proposed NIPE technique: Case 1 Let y = 100, w = 1, and e = 100 − 101.4 = −1.4 whenŷ = 101.4. In the encoder, e w = e + − w = −1.
2 )−0.4 = 100. Case 2 : Let y = 100, w = 1 and e = 100 − 97.4 = 2.6 whenŷ = 97.4. In the encoder, e w = e + + w = 2.6 + 2 + 1 = 5.6,
We can see from these two cases that the NIPE scheme can effectively deal with the non-integer prediction values for reversible watermarking.
Equations (4), (5), and (6) form the proposed NIPE embedding strategy, which can avoid the rounding operation in the IPE.
Distortion analysis of NIPE and IPE embedding
Let y be a pixel and letŷ be an estimate of y computed on a neighborhood of y. Let further w is the binary bit to be embedded. Let y w = y + p w , where p w is the watermark distortion on y. For an image with the same predictor, the embedding distortion from the proposed NIPE scheme is lower than from the classical IPE scheme [14] . This can be explained as follows:
Case 1ŷ is integer: From (2) in the IPE, p w = y −ŷ + w.
From (5) in the NIPE, p w = fix(y −ŷ) + w = y −ŷ + w. In this case, p w = p w , indicating that the NIPE has the same embedding distortion as the IPE. For example, if y = 100, w = 1,ŷ = 102. With NIPE, p w = fix(100 − 102) + 1 = −1; with IPE, p w = 100 − 102 + 1=−1; Case 2ŷ is non-integer and y −ŷ > 0: In this case,
Since the estimate of a pixelŷ is always positive, we have In statistics, the predictor error (e = y−ŷ) is equal to the probability of positive or negative and the watermark bit (w) is also equal to the probability of 1 or 0. As a result, the NIPE has the same embedding distortion as the classical IPE scheme (e.g., the same PSNR value).
Pixel prediction
Image prediction is an important step in lossless compression coding applications [27] [28] [29] [30] . For an image, each pixel is estimated from its neighborhood to generate the prediction error. Usually, the mean value and variance of the predicted errors are smaller than that of the original pixels. This is beneficial to improve coding efficiency. There are two main prediction ways: 1) causal prediction [27, 30] and 2) noncausal prediction [28, 29] . The main difference between causal and noncausal predictive ways is that the prediction context of the former is restricted to only past pixels while the latter uses past and future pixels. By using causal prediction, the predicted value can be rounded to integer number for enhancing coding efficiency since the prediction context of a pixel has been known, such as the median edge direction (MED) predictor in JPEG-LS standard [30] . Noncausal predictive ways are beneficial to reduce the prediction errors for image vector quantization coding [28, 29] and speech compression [31] .
Image predictors for reversible watermarking
Image prediction is also an important step in the expansion embedding-based reversible watermarking [9, 10, 14, 15, 18, 19] . Usually, a better predictor can reduce the prediction error for improving the payload capacity with the same embedding distortion. Figure 1 plots four typical prediction operations by estimating the current pixel y with different neighboring pixels: (a) difference predictor used in [9, 10] , (b) MED predictor used in [14, [17] [18] [19] , (c) the gradient adaptive predictor (GAP) used in [18, 19] , and d) prediction with four immediate pixels used in [15, 26] . As shown in Fig. 1 , data prediction in the difference predictor, MED predictor, and GAP is restricted only causal pixels while scanning an image in a raster order. The predictor plotted in Fig. 1d is a noncausal predictive method using four immediate pixels of the current pixel as the context, including two past pixels, and two future pixels.
In the DE-based reversible watermarking [9] , the difference of two adjacent pixels is expanded to create space to embed the data and the auxiliary information. The auxiliary information can be reduced by extending the DE on groups of three or four neighboring pixels [10] . In the PE-based reversible watermarking [14, [17] [18] [19] , the difference is a prediction error between a pixel and its estimate. Since the predictor can apply several causal pixels (such as MED, GAP, and others designed for lossless data compression [30, 32] ) as the context, the prediction error in magnitude is usually smaller than the difference of two adjacent pixels. In [14, 17, 18] , the MED predictor was used to measure the payload capacity and the embedding distortion. Also in [18] , the GAP and simplified GAP (SGAP) are applied to show how to reduce the embedding distortion by marking the current pixel and its context. No matter the MED predictor, GAP or SGAP, the data prediction is restricted only causal pixels for the IPE embedding. For example, the MED predictor combines three past pixels (x t , x tr , x r ) as the context of the current pixel (y) as illustrated in Fig. 1b . The output of the MED predictor iŝ Fig. 1 Prediction context of a pixel. a Difference prediction with one causal pixel. b MED predictor with three causal pixels. c GAP predictor with seven causal pixels. d Noncausal prediction using bilinear interpolation with two past pixels and two future pixels
The same predictor was also considered as the median of three simple linear predictors: x t , x r , and x t + x r − x tr [33] , that is,ŷ = 2x t +2x r −x tr 3 . Comparing with causal prediction ways, noncausal prediction approaches can improve the prediction precision by using more neighboring samples. The prediction method described in [15] was very different one, which can combine the IPE scheme and noncausal prediction with bilinear interpolation in a way that the image is divided into two sets (like a chess board, the black set, and the white set). In the first pass, the pixel in the black set is predicted with four immediate pixels in the white set to generate an integer difference for IPE-based expansion embedding. Then, the white set is predicted by using the marked version of the black set for the second pass of embedding. Similar idea has been used for additive PE embedding [26] which divided an image into four sets and further embedded the data into the sets one by one by using multi-passes embedding. The problem in the noncausal predictors [15, 26] is that part of the pixels are predicted with the watermarked pixels instead of the original ones. This will introduce some unnecessary distortion since the distribution of the prediction errors estimated from the marked pixels has a bigger variance than that estimated from the original pixels.
In the following section, we will present a noncausal predictive model for the NIPE embedding scheme. Comparing with the noncausal prediction methods presented in [15, 26] , the predictor proposed in this paper can predict all the pixels before watermarking. This is beneficial to reducing the distortion due to part of the pixels predicted by the modified pixels.
Proposed noncausal prediction model
In this section, a new method incorporating data prediction not restricted to only causal pixels is designed for the proposed NIPE technique. This noncausal predictive method can predict data in a single pass.
Assume there is a time-discrete signal Y of length N, Y = {y 1 , y 2 , · · · , y N } with y i ∈ {0, 1, · · · , 2 m − 1} N , and where m indicates the number of bits used to represent a point (could be a sample or a pixel). The signal after the prediction is denoted byŶ . The residual signal is E = Y −Ŷ . Here, the predicted value is a linear combination of past and future pixels/samples: 
Since there are no any rounded operations on the predicted valueŷ i , Eq. (9) can be rewritten as
Equation (10) shows that the information of the first 2p pixels/samples {y 1 , y 2 , · · · , y 2p } is needed to be saved as part of the residual signal for the recovery of the original signal. From the data series {y 1 , y 2 , · · · , y 2p } and d p+1 , the pixel/sample y 2p+1 can be recovered. Then, y 2p+2 , y 2p+3 , · · · y N can be restored in sequential order. The resulting signal above can be denoted by
The data {y 1 , y 2 , · · · , y 2p } can be further predicted to generate the difference {e 1 , e 2 , · · · , e 2p } with the predictor described in Section 3.3. Denote d i = e i+p , p < i < N − p + 1. As a result, the original signal Y can be further predicted as E = {e 1 , e 2 , · · · , e 2p , e 2p+1 , e 2p+2 , · · · , e N }.
The above model shows that the noncausal prediction model can be performed in a single pass since there is no rounding operation on the predicted valueŷ i in Eq. (8) . For a two-dimensional image, it can be mapped into the one-dimensional form by using a scanning operation (e.g., in a raster scan or zigzag scan order).
Predictor with p = 1
The section above has addressed the basic principle of the proposed prediction model. When p = 1, the prediction model can be simplified as follows. Beginning from the second pixel, the pixel y i is predicted by averaging its two closest neighbors (y i−1 , y i+1 ):
The difference is computed as
From Eq. (12), the original pixel y i+1 is recovered by
Equation (13) indicates that when the first two pixels y 1 and y 2 are saved, the third pixel y 3 can be recovered by referring to the prediction error d 2 in Eq. (13), then recovering y 4 , y 5 and the other pixels in sequential order. Let e 1 = y 1 , e 2 = y 2 − y 1 and e i+1 = d i . Overall, the output of the predictor is denoted as E = {e 1 , e 2 , e 3 , · · · , e N−1 }. The predictor in the case of p = 1 has been fully proven effective for digital audio in our earlier work [34] .
Proposed noncausal prediction for image
In this section, we design a new image prediction method by referring to the proposed prediction model. Though this prediction method looks like the one described in [15] , it is a different one with higher prediction accuracy. In [15] , half of the pixels were predicted with the modified pixels instead of the original pixels. In the proposed method, all the pixels are predicted with the original pixels. This explains why the proposed NIPE watermarking scheme has better performance. The detail on the proposed image predictor is addressed as follows: 1) For a given 2-D image I in size R×C, use the following projection into the 1-D form:
where I(i, j) is the pixel intensity in the ith row and the jth column, satisfying 1 ≤ i ≤ R and 1 ≤ j ≤ C. Denote the resulting 1-D signal by Y = {y 1 , y 2 , · · · , y N }.
2) After the projection in step 1, predict Y by referring to the proposed noncausal prediction model. Let p = C, that is to say, the estimate of the current pixel y k is a linear combination of C past and C future neighboring pixels, formulated aŝ
Consider the strong correlation property between the current pixel (y k ) and its four immediate pixels in the top (y k−C ), left (y k−1 ), right (y k+1 ), and bottom (y k+C ). The current pixel (y k ) is predicted bŷ
, others,
where the condition mod(k, C) = 1 means that the pixel in the first column is predicted with the average value of three neighbors in the top, right, and bottom, as shown in Fig. 2a . For the pixel in the last column (satisfying mod(k, C) = 0, see Fig. 2c ), the prediction context includes three immediate neighbors in the top, left, and bottom. The other pixels are estimated by averaging four immediate pixels of the present pixel, as illustrated in Fig. 2b .
Step 2 will predict the pixels from the second row to the second last row. As analyzed in Section 3.2, the information of the first 2×C pixels (in the first and second rows) is saved for the inverse prediction. Let
The resulting signal from step 2 is denoted by D = {y 1 , y 2 , · · · , y 2C , e 2C+1 , e 2C+2 , · · · , e N }.
3) In order to further reduce the prediction errors, the first 2C elements in D (the pixels in the first two rows) are predicted before data embedding. This can be done by raster scanning the pixels in the first two rows and predicting the 2 × C pixels by using the noncausal predictor in the case of p = 1, described in Section 3.3. The first 2C pixels are predicted and kept as E 1 = {e 1 , e 2 , · · · , e 2C }. 4) From steps 2 and 3, we have E = {e 1 , e 2 , · · · , e 2C , e 2C+1 , e 2C+2 , · · · , e N }, which is the output of the proposed image predictors in this paper.
5) The original image can be restored from E by performing the inverse prediction operations. Referring to step 3 and Section 3.3, the first 2C pixels are recovered by
Once the first 2C pixels are recovered, the other pixels can be recovered by referring to Eq. 16 in step 2 with the following expression: 
where C < k ≤ N − C. Finally, the original image is restored from the residual signal E.
Comments
From the analysis above, we can see that the proposed image predictor can predict pixels with its four immediate pixels which are not modified. Comparing with existing typical predictors, it can further improve the performance due to the following facts:
1. The data is predicted in a noncausal way that most of the pixels can be predicted with four immediate pixels. This improves prediction performance since some predictors only use causal pixels for data prediction, such as MED predictor. 2. All the pixels can be predicted in a single pass with original pixels as context. This is beneficial to avoid the the distortion problem due to part of the pixels predicted by the modified pixels, such as the predictor in [15] . 3. In the literature, the IPE watermarking scheme [15] has a satisfactory performance. The NIPE technique with the predictor above can further reduce the embedding distortion for the same payload by avoiding part of the pixels predicted by the modified pixels.
Proposed watermarking scheme
The proposed watermarking scheme is a combination of existing techniques (histogram shifting in [14, 24] ) and new techniques (NIPE embedding and noncausal image prediction).
Prediction expansion with histogram shifting
The histogram shifting method, introduced in [14, 24] , is an efficient reversible watermarking technique to enhance fidelity of the marked signal and avoid overlapping problems caused by expansion embedding. The combination of histogram shifting and IPE has been previously addressed in [14, 15] . Here, we present how to combine the NIPE method with histogram shifting technique. We adopt a positive threshold value T to control the embedding distortion. Specifically, only those prediction values in [ −T, T] are selected for NIPE embedding (denoted as the expanding set S 1 ), the prediction errors not in the range [ −T, T] are going to be shifted (denoted as the shiftable set S 2 ) to avoid overlapping problems. The reversible watermarking rules are formulated as follows.
where i is integer part of the ith prediction error, e i , satisfying e i = i + δ i . The marked prediction error is denoted by e w i after the bit w i is inserted. The decoder recovers the original prediction error e i and the bit w i from e w i by: (20) and
where wi = fix(e wi ) is the integer element of e wi and δ wi = e wi − wi . It is worth noting that δ wi = δ i since the encoder only expands the integer part while keeping the fraction element unchanged. Finally, the original pixels are recovered from the original prediction errors by performing inverse prediction operation in Section 3.4.
The ratio between the sets S 1 and S 2 can be controlled by changing the embedding threshold T. The bigger the threshold value T, the higher the embedding payload, the more the embedding distortion is.
Capacity analysis
The marked images may suffer from overflow and underflow problems due to expansion embedding and histogram shifting operations. Towards this direction, an embedding testing step is first performed to pick up those pixels with overflow or underflow problems. The testing process has been addressed in [14, 15] in detail. For an image with m-bit representation, when a watermarked pixel in intensity is not in the range [ 0, 2 m − 1], labeled as a bad pixel. The bad pixels in position will be saved and embedded with the payload to indicate the expandable locations.
Usually, the size of images is smaller than 5000 × 5000. After the mapping in (14) , the length is 5000 × 5000 = 25, 000, 000 < 2 25 . That is to say, 25 bits of information is required for indicating a bad pixel. In addition, 7 bits of information is required for sending the embedding threshold parameter T to the decoder. Without the consideration of recursive embedding, the maximal embedding rate of the proposed reversible watermarking method can be estimated by:
where C is the maximal embedding rate (bounded to 1), N 1 the length of the expandable set S 1 , N p the number of the bad pixels, and N the number of the cover image pixels.
Encoder and decoder
The proposed reversible watermarking scheme, as illustrated in Fig. 3 , can be used for image or audio files.
In this paper, we take some standard images for experimental testing. In the embedding, the maximal capacity (P max ) of an image is first computed by using the proposed reversible watermarking strategy, P max <= N. When an actual payload size P(P <= P max ) is given, the embedding threshold T can be computed. For recovering the cover image, the information of P and T is needed to be sent to the decoder in a way that the LSB values of the first 32 prediction errors are kept (as part of the payload) and then replaced by the parameters P (25 bits) and T (7 bits).
Referring to Sections 2 and 3, the embedding process of the proposed scheme is described as follows:
1. Referring to Section 3.4, predict the cover image Y to get the prediction errors E; 2. Find the bad pixels in position by using an embedding testing operation. The embedding testing step is similar to that in [14, 15] . Each bad pixel consumes 25 bits of payload to indicate the embedding position; 3. Referring to Section 2.2, embed the data (including P, T, and the bad pixels in position) into E to generate E w ; 4. Reconstruct the marked image Y w from E w by using the inverse prediction operation as described in Section 3.4, step 5).
In the decoder, the same prediction operations are performed on Y w to get E w . Then, the information of P and T is extracted from the LSB values of the first 32 prediction errors. Furthermore, the hidden data and the original prediction errors E are extracted from E w . Finally, the original image Y is completely recovered from E by using the inverse prediction operations.
Experimental testing and analysis
In this section, we adopt 24 gray-level versions of Kodak test images (http://r0k.us/graphics/kodak/index. html) and four standard benchmark images (baboon, barbara, f16, and lena in Fig. 4) as data set. Firstly, the performance of the noncausal predictor proposed in Section 3.4 is tested by comparing with other several typical predictors. This is followed by a performance comparison of the proposed watermarking scheme against three existing state-of-the-art works [14, 15, 18] . All the algorithms were implemented in Matlab, and the experiments were performed by embedding and decoding randomly generated binary bitstreams on image data set for reversible watermarking.
Comparison of typical predictors
The shape of the histogram of the predicted errors is often used to measure the performance of the embedding scheme. In general, distribution of the prediction errors obeys a Laplacian distribution. The shape of the distribution is determined by the absolute mean and variance. If the mean is close to zero, the variance essentially determines the shape of the histogram. The smaller variance value, the better performance can be achieved for the reversible watermarking scheme.
In the literature, the predictor proposed in [15] provides a satisfactory performance by dividing an image into two sets (like a chess board divided into black and white sets) to achieve noncausal prediction in a way that a pixel can be predicted with its four immediate pixels. This prediction method is suffering from a distortion problem. That is, half of the pixels were predicted with modified pixels instead of the original ones. As shown in Section 3.4, the proposed prediction method can predict a pixel with its four immediate pixels, and all the pixels can be predicted completely with original pixels as context. As a result, the proposed prediction method has better prediction accuracy. In order to better evaluate the effect of the rounding and watermarking operations, we have computed the absolute mean values and the standard deviations of all the 28 test images which are predicted with the proposed predictor in this paper (denoted by μ and σ ), the proposed predictor with an integer rounding operation (μ r and σ r ) and the prediction method in [15] (μ rw and σ rw ). Figure 5 shows the absolute mean values of all the 28 test images which are predicted with the proposed method in this paper and the differences among these three predictors. We can see from Fig. 5a that the mean values are close to zero. In Fig. 5b , the differences (μ r − μ) plotted with the "asterisk" line are often positive, indicating the effect of the rounding operation on the predicted values. The "circle" line plots the differences (μ rw −μ) that are also positive, indicating the effect of prediction with the modified pixels on the mean values. Figure 6 shows the corresponding standard deviations (σ ) and their differences, denoted by σ r − σ and σ rw − σ , respectively. We can see from the "asterisk" line in Fig. 6b that the difference values are always positive, indicating effect of the rounding operation and prediction with modified pixels on the standard deviations. Figures 5 and 6 show that the prediction errors with the proposed predictor Furthermore, Table 1 lists the absolute mean values and the standard deviations of four benchmark images predicted with five different predictors (difference predictor used in [9, 10] , integer MED predictor used in [14, 18] , non-integer MED predictor [33] , the prediction method in [15] , and the proposed one in this paper). We can see from this table that the prediction method proposed in this paper can provide the smallest mean values and standard deviations.
Comparison with other recent algorithms
We implemented three typical algorithms: Thodi and Rodriguez's IPE algorithm with histogram shifting and flag bits (P3) [14] , Coltuc's low distortion transform method on MED predictor [18] , and the IPE-based double-embedding scheme [15] and the proposed scheme with the NIPE technique and the new prediction method. The scheme, proposed by Thodi and Rodriguez, is the classical IPE embedding strategy which includes a MED predictor to output integer prediction errors for expansion embedding. Reversible watermarking using low distortion transforms the same MED predictor proposed by Coltuc for the reduction of the embedding distortion by marking not only the current pixel but also its context [18] . In the literature, the double-embedding scheme proposed by Sachnev et al. has provided a satisfactory performance by dividing an image into two sets in a way that the pixels can be predicted in a noncausal way. Four standard benchmark images are adopted to report experimental results, as plotted in Fig. 7 . Simulation results are similar for the other test images. We can see from Fig. 7 that the NIPE technique with the proposed noncausal prediction method performs better at all embedding rates. The detail is described as follows. Fig. 7 Comparison of capacity and fidelity against three typical algorithms [14, 15, 18] The classical IPE embedding scheme, proposed by Thodi and Rodriguez [14] , is a high-capacity reversible watermarking algorithm by developing PE embedding technique with MED predictor. We can see from Fig. 7 that the NIPE technique with the proposed noncausal predictor can provide higher embedding payload in comparison with the IPE scheme. The basic reason is that the proposed noncausal predictor has higher prediction precision than the MED predictor used in [14] .
Coltuc [18, 19] has also developed Thodi and Rodriguez's work and has presented the results for the MED predictor. The basic idea of the approach is to embed the entire expanded difference not only into the current pixel but also its context. Then, the minimization of the square errors is considered to reduce the embedding distortion. When the parameter α is 0.25 (referred to [18] , Eq. (4)), we can see from Fig. 7 that Coltuc's embedding method has lower embedding distortion than the IPE for the same embedding rate. In [19] , the embedding approach has been further generalized as a low distortion transform (LDT) for reversible watermarking. Comparing with the LDT technique with the MED predictor in [18] , the proposed NIPE scheme can provide higher embedding payload or capacity for the same embedding distortion. The basic reason is that the proposed prediction strategy can better estimate the current pixel by incorporating data prediction not restricted to only causal pixels, as listed in Table 1 .
Another important improvement on Thodi and Rodriguez's work has been proposed by Sachnev et al. [15] by introducing a high-precision prediction strategy and sorting technique. Since a pixel can be estimated with its four immediate pixels, the IPE-based scheme can provide satisfactory performance in the literature. Figure 7 shows that the reversible watermarking approach proposed in this paper has lower embedding distortion at all embedding rates than Sachnev et al.'s double embedding scheme. The reason is that the predictor used for NIPE can predict pixels with four original immediate pixels when one used in [15] predicted half of pixels with modified pixels as context.
Conclusions
This paper presents a NIPE embedding technique for reversible watermarking. The NIPE technique can remedy a major drawback of Thodi and Rodriguez's work (called IPE in this paper) that the predicted values should be rounded to integer number for data embedding. With the NIPE technique, the rounding operation in the prediction process (that often appears in IPE-based reversible watermarking algorithms to generate integer prediction errors) can be discarded. This is beneficial to use better predictor. In order to prove the advantage, we proposed a prediction model and designed an image predictor for the NIPE. The new predictor can predict pixels with four immediate pixels, and all pixels can be predicted with the original
