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Resumen
Con la ayuda de los grupos de homología que él mismo había deﬁnido Poincaré
dio una clasiﬁcación completa de las superﬁcies topológicas, y posteriormente intentó
clasiﬁcar, con ayuda de estos grupos y también del grupo fundamental, las variedades
topológicas de cualquier dimensión. Una de las preguntas que se planteó fue si toda varie-
dad topológica 3-dimensional simplemente conexa era homeomorfa a la esfera S3 . Esta
pregunta conocida como la conjetura de Poincaré ha sido objeto de estudio durante
casi 100 años, y ha impulsado de modo notable el desarrollo de la Topología Algebraica.
La conjetura se extendió a dimensiones arbitrarias y se fue resolviendo en todas las di-
mensiones salvo en la dimensión 3 que era aquella en la que había sido originariamente
planteada. Por ﬁn en el año 2003, Perelman resolvió la famosa conjetura.
Los objetivos de este trabajo son los siguientes: hacer un estudio histórico de la Con-
jetura de Poincaré y de la clasiﬁcación de las variedades topológicas, deﬁnir con precisión
los conceptos que se usan en la clasiﬁcación de las variedades topológicas, presentar una
selección de los principales resultados, y por último, construir ejemplos de variedades
topológicas que justiﬁquen el desarrollo de esta teoría.
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Abstract
Poincaré was able to give a complete classiﬁcation of the compact topological surfaces
in terms of their homology groups which he had deﬁned. Later he tried to classify all
compact manifolds in any dimension. One of the basic questions that he asked was if a
compact, simply connected, 3-dimensional manifold was homeomorphic to the sphere S3.
This question is known as the Poincaré Conjecture, and it has been studied for nearly 100
years; it has been one of the main reasons for the development of algebraic topology. The
conjecture was later extended to arbitrary dimensions and it was solved in all dimensions
except dimension 3, which was the dimension in which the conjecture had been originally
posed. Finally in the year 2003, Perelman solved the famous conjecture.
The aim of this TFG is to present a historical introduction both of the Poincaré
Conjecture and of the more general problem of classifying the topological manifolds; we
shall also present the basic notions needed, and a selection of the main results; we shall
also present some examples of topological manifolds which justify the development of this
theory.
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6 La Conjetura de Poincaré
1. Introducción
Henry Jules Poincaré fue, y sigue siendo, uno de los matemáticos más importantes
de la historia. Nacido en Francia en el año 1854, de gran inteligencia y memoria, poseía
unas exquisitas cualidades para la Matemática. Por un lado, era capaz de trabajar sobre
sus problemas ahondando en ellos en su cabeza, previamente al desarrollo de los mismos
sobre papel. Además, se centraba en el manejo de principios básicos, de los que hacía
uso inspirándose en sus puras intuiciones, y con el objetivo de obtener y proporcionar
resultados. Esto no quiere decir que Poincaré no fuese un hombre preocupado por el rigor
y la buena fundamentación de las matemáticas, sino todo lo contrario. Tanto fue así, que
llegó a desarrollar un punto de vista ﬁlosóﬁco con respecto a este tema.
Precisamente, esta grandeza, le conﬁrió un buen dominio de diversas disciplinas. Y,
a su vez, le permitió realizar muchas aportaciones a las matemáticas en las cuales los
problemas se encuentran tratados desde distintos puntos de vista. Entre las mencionadas
disciplinas se encontraban: Mecánica Celeste, Óptica, Electricidad, Astronomía, Termodi-
námica, Probabilidad, Geometría no Euclídea, Ecuaciones en Derivadas Parciales, Análisis
Complejo, Geometría Algebraica y Teoría de números. Pero una de las más importantes,
y en la que nos vamos a centrar a partir de ahora, fue la Topología Algebraica. Deﬁnida
como la parte de la Matemática en la que se usan las herramientas algebraicas para estu-
diar los espacios topológicos, fue uno de los conceptos más importantes introducidos por
Poincaré. Él mismo la presentó en su libro Analysis Situs de 1895.
Analysis Situs recoge todos los fundamentos de homología y el grupo fundamental
deﬁnidos por Poincaré, por lo que se encuentra entre la literatura más importante desa-
rrollada por el autor. Además, cabe destacar que éste no está formado simplemente por
sus escritos de 1895, sino que también lo conforman los posteriores complementos que
hizo sobre él. Así es en él también donde aparece por primera vez la famosa Conjetura de
Poincaré:
Teorema 1.1 Conjetura de Poincaré(1904). Si X es una variedad com-
pacta de dimensión 3 simplemente conexa, entonces X es homeomorfa a la
esfera S3.
Catalogarla de famosa no es un error ni mucho menos, puesto que el problema que
planteó el matemático no fue nada sencillo de resolver: llegó a alcanzar el rango de Proble-
ma del Milenio por el Clay Mathematics Institute en el año 2000 y hasta su demostración
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por parte del ruso Grigori Perelman tendrían que pasar tres años (esto es, fue demostrada
alrededor de un siglo después de que fuese enunciada por Poincaré). El Clay Mathematics
Institute anunció en ese mismo año 2000 que la demostración de cada uno de los siete pro-
blemas del milenio sería premiada con la suma de 1 millón de dólares con lo que Perelman,
tras dar la demostración de la Conjetura, se convertía en merecedor de dicha cantidad de
dinero. Se habría de esperar hasta 2010 para que el Clay Mathematics Institute anunciase
que Perelman cumplía con los criterios establecidos en el concurso y le otorgase el premio.
Para sorpresa de toda la comunidad matemática y de la sociedad en general, éste rechazó
el premio. Aunque la sorpresa ya no alcanzaba un nivel muy elevado, puesto que tanto
sus anteriores trabajos como la demostración de la Conjetura, le permitieron a Perelman
conseguir premios de gran importancia que también había rechazado: en 1996 rechazó un
premio con el que le honoraba la Sociedad Matemática Europea en su segundo congreso
cuatrienal en Budapest, y en 2006 rechazó la medalla Fields, el mayor reconocimiento
que un matemático puede llegar a alcanzar, declinando incluso su asistencia al Congreso
Internacional de Matemáticos. El matemático aﬁrmaba no querer estar expuesto como
un animal de zoológico y que el único reconocimiento que requería la demostración de
la Conjetura era el hecho de ser correcta. Todos estos polémicos acontecimientos dieron
mucho más de qué hablar sobre la Conjetura y la hicieron aún más famosa por razones
obvias. Nosotros pasamos a centrarnos en su importancia matemática: por un lado en lo
que se reﬁere a su aportación a la matemática en general a lo largo de la historia, y por
otro en su compleja demostración.
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2. Un resultado previo al de Poincaré
Poincaré fue un matemático especialmente preocupado por la clasiﬁcación de varie-
dades, como veremos en el transcurso de todo el trabajo. Las variedades que estudió en
primera instancia fueron las de dimensión 2, las superﬁcies, al igual que muchos de los
matemáticos del siglo XIX. Precisamente, muchos de éstos trabajaron en el desarrollo del
Teorema de clasiﬁcación de superﬁcies durante estos años, entre los que encontramos a
Möbius y Jordan. Este teorema, que podemos encontrar redactado en el Anexo I, recogía
tras de sí una cuestión que sería precursora en lo que a la Conjetura de Poincaré se reﬁere.
Teorema 2.1 Si X es una superﬁcie compacta y simplemente conexa, entonces X es
homeomorfa a la esfera S2.
Nos es preciso presentar este resultado, puesto que a principios del siglo XX Poincaré
formularía una cuestión similar para variedades de dimensión 3, la Conjetura de Poincaré.
Dicho esto, el teorema que hemos presentado se demostró en su momento con herra-
mientas bastante soﬁsticadas utilizadas por los matemáticos de la época (por ejemplo,
los números de Betti), aunque hoy día, gracias de nuevo a Poincaré (con su introducción
del grupo fundamental) y gracias al Teorema de clasiﬁcación de superﬁcies, podemos dar
una prueba basada en otros conceptos. Es por tanto preciso que, antes de comenzar la
prueba, se aporten las deﬁniciones necesarias para comprender la misma. Estas se pueden
encontrar en el apartado correspondiente del Anexo I.
Demostración. Supongamos que X es una superﬁcie simplemente conexa. Si suponemos
que X no es orientable llegamos a una contradicción:
Si X no es orientable, existe un lazo sobre ella que cambia su orientación. Este lazo no
puede ser borde de un disco, ya que el disco sí es orientable. Hemos encontrado, entonces,
un lazo en X que no es borde de un disco, lo cual quiere decir que X no es simplemente
conexa (Contradicción con nuestra hipótesis de partida). Tenemos, por tanto, que X es
orientable. Si aplicamos el Teorema de Clasiﬁcación de Superﬁcies (caso de superﬁcies
orientables), obtenemos que X sólo puede ser homeomorfa a una, y sólo una, de estas dos
superﬁcies:
Esfera, S2
Suma conexa de g toros, Xg, con g ≥ 1.
Veamos que el segundo caso no se puede dar, ya que la suma conexa de g toros no es
simplemente conexa:
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Tomamos f : Xg −→ X1 continua que manda la suma conexa de los g toros en un único
toro X1 (como se muestra en la ﬁgura que aparece a continuación). Sabemos que existe
un homeomorﬁsmo que va de X1 en S1 × S1 que envía cada punto de X1 en dos de
sus coordenadas: latitud y longitud. Tomamos también la proyección de X1 sobre S1,
p : S1 × S1 −→ S1. Cogemos ahora un lazo γ que constituye un paralelo de uno de los
toros Xg que conforman la suma conexa.
Al hacer p ◦ f ◦ γ obtenemos un lazo en S1 tal que su clase en pi1(S1) no es la clase
[c∗] (elemento neutro); con lo cual la clase del lazo f ◦ γ tampoco será el elemento neutro
en pi1(S1 × S1) ∼= pi1(Xg), esto es, Xg no es simplemente conexa. Por tanto, la única po-
sibilidad es que X sea homeomorfa a S2 
Ahora bien, como hemos dicho, Poincaré estaba al tanto de este resultado, pero tam-
bién era conocedor de las variedades de dimensión n > 2. En cuanto a estas variedades,
podemos dar un ejemplo de una de las más sencillas que se conocen: la esfera n-dimensional
o n-esfera. Esta se deﬁne como la n-variedad formada por los puntos que equidistan de
un punto del espacio real de n+ 1 dimensiones. Su expresión analítica es la siguiente:
Sn := {(x1, ..., xn+1) ∈ Rn+1/x21 + ...+ x2n+1 = 1}.
En su deﬁnición se observa como la n-esfera se encuentra contenida dentro de Rn+1 y,
por tanto, difícil de visualizar a partir de n ≥ 3. Posiblemente, Poincaré era conocedor
de esta barrera que se levantaba a la hora de tratar variedades de dimensión superior,
aunque supo salvarla con total elegancia y acierto deﬁniendo invariantes topológicos, con
los cuales se puede obtener información sobre las variedades sin observarlas desde fuera.
Por ejemplo, con el grupo fundamental, que es un invariante topológico, sólo recorriendo
toda la superﬁcie y observando las clases de lazos que se pueden encontrar en ella, ya se
puede conseguir información sobre dicha superﬁcie.
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3. Problema inicial de Poincaré: camino hacia la Con-
jetura
Además de la homotopía y el Grupo Fundamental, Poincaré también introdujo los
grupos de homología. Nosotros, en este apartado, nos centraremos en el primer grupo de
homología de un espacio topológico X, H1(X), y lo entenderemos como el grupo abelia-
nizado del Grupo Fundamental. Este sentido que se le da al primer grupo de homología
viene dado de manera formal en el Teorema de Hurewicz, que nos dice que
H1(X) ∼= pi1(X)
[pi1(X), pi1(X)]
siendo [pi1(X), pi1(X)] el subgrupo generado por los conmutadores de pi1(X). El hecho de
que [pi1(X), pi1(X)] sea el menor subgrupo que hace que
pi1(X)
[pi1(X), pi1(X)]
sea abeliano, es
el que permite que se utilice la expresión de que H1(X) es pi1(X) hecho abeliano.
Este resultado aportado por Hurewicz daba rigor a la creencia de Poincaré de que
la equivalencia fundamental de caminos en el sentido de la homotopía correspondía a
la equivalencia homológica de 1-cadenas, excepto para la conmutatividad. Si tomamos X
como un espacio topológico, una 1-cadena se puede tomar como la suma formal ﬁnita de
caminos y un 1-ciclo se puede tomar como la suma formal ﬁnita A =
∑
γi, donde cada
γi es un lazo. A diferencia de lo que ocurría en homotopía, la suma formal de lazos la
estamos tomando precisamente sin tener en cuenta si todos los lazos tienen mismo punto
base o no, hecho que no se puede obviar en homotopía. Cabe destacar que si γ es un lazo,
−γ es el mismo lazo pero recorrido en sentido contrario. Un 1-ciclo A = ∑ γi además
puede ser borde , y lo será si existe una superﬁcie D orientada y con borde cuyo borde es
homeomorfo al ciclo A. Esto es, A será borde si existe un homeomorﬁsmo f : D −→ X
con δD = unionsqCi (Ci homeomorfo a una circunferencia con la orientación heredada de D)
tal que f |Ci= γi ∀i.
Deﬁnición 3.1 Dos 1-ciclos A y B se dicen cobordantes u homólogos si A − B es un
borde.
Deﬁnición 3.2 El primer grupo de homología H1(X) se deﬁne como el conjunto de las
clases de equivalencia de ciclos [A], donde se considera [A] = [B] si y sólo si A−B es un
borde.
Para ilustrar el concepto que acabamos de presentar, veremos un ejemplo.
Ejemplo 3.3 Primer grupo de homología del toro. Vamos a tomar en primer
lugar una de las triangulaciones más conocidas del toro
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y vamos a ver las clases de 1-ciclos que tenemos. En la siguiente imagen tomaremos dos
1-ciclos que señalaremos en color verde oscuro.
Puesto que estos dos 1-ciclos constituyen el borde de la región coloreada en verde cla-
ro, estos serán homólogos. Pero además también encontramos otro posible 1-ciclo (que
pintaremos también en verde oscuro) homólogo al ciclo de la izquierda:
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Son homólogos por ser borde de la región coloreada en verde claro. Entonces encontramos
que cualquier 1-ciclo que podamos formar empezando en el lado superior del rectángulo que
conforma el diagrama y terminando en el punto de la base que se identiﬁca con el punto en
el que hemos comenzado, proporciona un 1-ciclo homólogo. A continuación, tomaremos
otros dos 1-ciclos diferentes que señalaremos en color lila.
Estos dos ciclos también son homólogos por ser borde de la región en color púrpura. Y
ocurre lo mismo que ocurría en el caso anterior, que cualquier 1-ciclo que podamos formar
empezando en el lado izquierdo del rectángulo que conforma el diagrama y terminando
en el punto del lado derecho que se identiﬁca con el punto en el que hemos comenzado,
proporciona un 1-ciclo homólogo. Seguidamente, tomaremos la siguiente pareja de 1-ciclos
(uno verde oscuro y otro lila):
Estos dos ciclos no son homólogos puesto que no son borde de ninguna región. Se podría
pensar que son borde de todo el toro, pero sabemos que esto no es así, puesto que cualquier
disco con centro sobre uno de los ciclos siempre está contenido en el toro. Esto lo podemos
observar en la imagen que se expone a continuación:
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Por último, es preciso tomar los 1-ciclos que siempre son borde de un disco, que son todos
homólogos al trivial.
De modo que el primer grupo de homología del toro es H1(T ) = Z× Z.
Pues bien, utilizando este primer grupo de homología, Poincaré planteó en 1900 una
conjetura ligeramente distinta a la que se conoce como Conjetura de Poincaré:
Teorema 3.4 Cuestión inicial de Poincaré(1900). Si X es una 3-variedad com-
pacta con H1(X) = 0 entonces X es homeomorfa a la esfera S
3.
Esta conjetura previa no era cierta. El mismo Poincaré proporcionó un contraejemplo,
construyendo una 3-variedad compacta con H1(X) = 0, pero que no era homeomorfa a
S3. Esta variedad recibe el nombre de Espacio de Poincaré y la clave para demostrar que
no se puede encontrar ningún homeomorﬁsmo entre ella y la esfera S3 es ver que su Grupo
Fundamental no es el trivial(invariante topológico).
Para construir este ejemplo, se considera el grupo de isometrías del icosaedro (poliedro
con 12 vértices, 20 caras y 30 aristas). Cada isometría del icosaedro coincide con una
14 La Conjetura de Poincaré
permutación par de los 5 cubos cuyos vértices coinciden con los puntos medios de las
caras del icosaedro. Con lo cual, el grupo de isometrías del icosaedro es isomorfo al grupo
alternado A5(grupo simple con
5!
2
= 60 elementos).
Nota: la permutación es par cuando la isometría es directa.
Se tiene, por tanto, que A5 ⊂ SO(3), siendo SO(3) el grupo de Lie de isometrías
directas de R3.
Deﬁnición 3.5 Grupo de Lie. Variedad diferenciable real o compleja tal que las ope-
raciones de grupo son funciones diferenciables o analíticas.
Los grupos de Lie fueron presentados por Sophus Lie en 1870, y constituyen una he-
rramienta fundamental en análisis matemático y geometría, para describir la simetría de
estructuras analíticas. El espacio euclídeo n-dimensional Rn es un grupo de Lie real(con
la adición de vectores como operación de grupo). También entre los grupos de matrices
invertibles (con la multiplicación de matrices como operación) se pueden encontrar grupos
de Lie, por ejemplo el grupo SO(3).
Ahora bien, tomamos SU(2) el grupo especial unitario de grado 2, formado por las
matrices 2× 2 con determinante igual a 1 con entradas en el cuerpo C, con operación de
grupo la multiplicación. Se tiene que este es un grupo de Lie real de dimensión 22−1 = 3.
Además, podemos encontrar un homomorﬁsmo de SU(2) en SO(3). Esto es debido a lo
siguiente: los cuaterniones unidad se pueden utilizar para representar las rotaciones en el
espacio de 3 dimensiones [8] salvo signo esto es, los cuaterniones q y −q representan la
misma rotación y además existe un isomorﬁsmo que permite representar los cuaterniones
unitarios como matrices de SU(2), con lo que SU(2) nos permite representar las rotaciones
en R3 salvo signo. Tenemos así un homomorﬁsmo sobreyectivo de los grupos de Lie SU(2)
en SO(3,R) cuyo núcleo es {+I,−I}. Sea ahora Γ la preimagen de A5, con Γ no normal
de orden 120.
{Id,−Id} −→ SU(2) −→ SO(3)
{Id,−Id} −→ Γ −→ A5
Como A5 es grupo simple (no tiene subgrupos normales propios), se tiene que [A5, A5] =
A5. Se sabe que [Γ,Γ] = Γ(en caso contrario sería contradictorio con el hecho de A5 grupo
simple). Ahora bien, SU(2), como 3-variedad, es homeomorfa a S3: las matrices de SU(2)
están formadas por dos vectores de C2 unitarios y ortogonales-hermíticos (si el lector
desea obtener más información sobre la deﬁnición del producto hermítico que se presenta
a continuación, puede consultar [3]).
Deﬁnición 3.6 Sean ( a+ bi c+ di ) , ( r + si t+ ui ) ∈ C2 y M = Id matriz aso-
Nadia María Guerrero Martínez 15
ciada al producto hermítico habitual de C2. Dichos vectores de C2 serán ortogonales her-
míticos si se cumple que: ( a+ bi c+ di )M
(
r − si
t− ui
)
= 0
Con lo cual, dar una matriz de SU(2) equivale a dar un vector de S3. Por tanto,
X = SU(2)/Γ es una 3-variedad compacta. A partir de esto Poincaré pudo calcular
pi1(X) y obtuvo que pi1(X) = Γ . Así X es el Espacio de Poincaré que buscábamos
(pi1(X) = Γ 6= {[c∗]} = pi1(S3) y H1(X) =∼= pi1(X)[pi1(X),pi1(X)] ∼= Γ[Γ,Γ] = 0). Cabe destacar que
el Espacio de Poincaré es una esfera homológica, lo que signiﬁca que todos sus grupos de
homología son iguales a los de la 3-esfera (tiene la misma homología que la 3-esfera).
Al encontrar dicho contraejemplo, Poincaré reformuló este problema inicial. Así pro-
pone en 1904 la Conjetura que lleva su nombre, la cual ha sido enunciada en el apartado
de Introducción del trabajo. Lo cierto es que dicha conjetura llevó a diversos quebraderos
de cabeza a los matemáticos que intentaban dar una prueba de la misma. Aunque esto no
fue del todo malo, pues con estos quebraderos, se desarrollaron muchas de las teorías que
hoy se conocen para resolver el problema de clasiﬁcación de 3-variedades compactas. Y es
que este no es un tema baladí, puesto que en un problema de clasiﬁcación de variedades
subyacen dos problemas: el primero sería el de determinar si dos espacios son homeomor-
fos o no, y el segundo consistiría en dar una lista completa de todos los posibles espacios
de un determinado tipo. La resolución del primer problema ayuda a completar la lista
deseada en el segundo, por lo que estos dos problemas no son excluyentes y se engloban
en uno solo. Dicho esto, la Conjetura de Poincaré hace referencia al primer problema de
clasiﬁcación de 3-variedades, en el caso de ver si una 3-variedad es homeomorfa a la esfera
S3.
4. Un cambio en el enfoque de la Conjetura
Unos elementos primordiales a la hora de enfrentarse a este problema de clasiﬁcación
de variedades que estamos tratando, son los invariantes (topológicos, algebraicos). Si dos
variedades tienen un tipo de invariante distinto, podemos aﬁrmar que no son homeomorfas.
Pero, si dos variedades tienen los mismos invariantes que hemos dado hasta ahora(grupo
fundamental y homología), ¾se puede aﬁrmar que son la misma variedad?(con la mis-
ma nos queremos referir a que son homeomorfas). Un resultado como respuesta a esta
pregunta en el caso de 3-variedades fue dado por Alexander en el año 1919, y en él aﬁrma-
ba que la homología y el grupo fundamental no son suﬁcientes para clasiﬁcar 3-variedades.
Esto signiﬁcaría, por tanto, que existen 3-variedades con mismo grupo fundamental y mis-
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ma homología que no son homeomorfas. Y lo que hizo precisamente Alexander fue dar
una pareja de 3-variedades que cumplían esto.
Alexander encontró estos ejemplos trabajando sobre unos espacios denominados en
inglés Lens Spaces(espacios de lente). Los espacios de lente tridimensionales, designados
por L(p, q) donde p y q son enteros coprimos, fueron deﬁnidos por Tietze en 1908. Éstos
se pueden ver como una bipirámide sólida (un cuerpo formado por dos pirámides sólidas
que comparten base) cuya base piramidal es un polígono plano con p lados, y que tiene
las siguientes identiﬁcaciones: si llamamos a0, ...ap−1 a los vértices del polígono base, n y
s a los vértices que conforman el polo norte y polo sur de la bipirámide, se identiﬁcan
los triángulos esféricos identiﬁcando n con s y los puntos ai con los puntos ai+(q+1)(los
subíndices se toman en Zp con lo que ai = ai+p) . Introduciremos a continuación un
ejemplo para visualizar esta forma de construcción de los espacios que estamos tratando.
Ejemplo 4.1 Construcción de L(3,1).
Puesto que nos enfrentamos al problema de construcción de L(3,1), se tiene que p=3 y
q=1. Así, a la hora de dibujar la bipirámide sólida, debemos tomar como base un polígono
de tres lados, un triángulo. Esto se puede observar en la primera ﬁgura que se presenta.
En la segunda, en cambio, se comienza a establecer la primera identiﬁcación: el polo norte
y el polo sur.
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En estas dos últimas ﬁguras, por su parte, se muestran desde dos ángulos distintos
las identiﬁcaciones que se hacen de los triángulos esféricos. Estas identiﬁcaciones se dan
de este modo por el hecho de que el vértice ai siempre debe estar identiﬁcado con el
vértice ai+(1+1). Debido a la complejidad de proporcionar un dibujo de las identiﬁcaciones
que estamos tratando (de triángulos esféricos sólidos), dichas identiﬁcaciones las hemos
establecido coloreando cada pareja de triángulos esféricos relacionados de un mismo color.
Ahora bien, los espacios de lente también pueden ser construidos utilizando cirugía
junto con la teoría de nudos. Estudiaremos esta construcción, a continuación, por el hecho
de que las dos herramientas empleadas han sido fundamentales en el desarrollo de la teoría
que culmina con la demostración de la Conjetura de Poincaré.
Un nudo K ⊂ S3 es la imagen sin auto-intersecciones de una circunferencia por una
aplicación f : S1 −→ S3 continua. Está claro que aunque un nudo en S3 no tiene auto-
intersecciones, si queremos visualizarlo en R3 sí tendremos que ver auto-intersecciones,
puesto que carecemos de una de las dimensiones. Así presentamos por ejemplo el nudo
trivial y el nudo trébol:
Hacer cirugía a lo largo de un nudo K consiste en tomar un pequeño entorno E(K)
alrededor de K, que es homemorfo a un toro sólido , y lo quitamos. Tenemos entonces
la siguiente 3-variedad con borde: S3 − E(K). Ahora vamos a coser al borde de esta 3-
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variedad otro toro sólido. Esto se hace cosiendo dicho toro a lo largo del borde de la
3-variedad, y con coser nos referimos a tomar un homeomorﬁsmo
f : δ(S3 − E(K)) = S1 × S1 −→ δT = S1 × S1.
El homeomorﬁsmo se puede elegir de la forma que explicaremos seguidamente. Fijamos
en δ(S3 − E(K)) un lazo µ que se corresponde con un meridiano (bordea a un disco
perpendicular a K) y un lazo λ que va paralelo a K, y se ﬁjan en δT de forma análoga µ′
y λ′. Ahora se debe elegir la imagen de la curva µ′ por f−1. En homotopía se escoge:
f−1[µ′] = [pµ+ qλ] ∈ pi1(δ(S3 − E(K))) = pi1(S1 × S1) ∼= Z× Z
con p y q primos entre sí y q > 0. Una vez elegida esta imagen, hay una única forma de
pegar el toro T .
Hecha esta construcción, se dice que la variedad X = (S3−E(K))∪f T se ha obtenido
por cirugía en S3 a lo largo del nudo K con coeﬁciente p/q ∈ Q ∪ {∞}. Dicha variedad
se denota por X = S3(K)p/q.
Un dato importante a tener en cuenta es que, durante años, muchos matemáticos
intentaron dar contraejemplos a la Conjetura sirviéndose de la Teoría de Nudos y de la
cirugía. Manejaron elementos como la propiedad P.
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Deﬁnición 4.2 Se dice que un nudo K tiene la propiedad P si cualquier cirugía no trivial
a lo largo de K nos da una 3-variedad que no es simplemente conexa.
Y no es extraño que esta propiedad fuese un concepto signiﬁcativo a tener en cuenta,
puesto que si un nudo no tuviese la propiedad P, constituiría un contraejemplo a la
Conjetura de Poincaré. Aún así, existe el siguiente teorema:
Teorema 4.3 Teorema de Kronheimer y Mrowka. Los nudos no triviales tienen
la propiedad P.
En su demostración, se utilizan técnicas muy recientes y bastante soﬁsticadas, como
los invariantes de Donaldson. Pero éste no resuelve de manera aﬁrmativa la Conjetura
de Poincaré, ya que no tiene en cuenta la cirugía a lo largo de un link con más de dos
componentes, la cual podría dar lugar a una 3-variedad simplemente conexa que no fuese
homeomorfa a la 3-esfera.
Dicho esto, y volviendo al concepto de cirugía, si hacemos cirugía a lo largo del nudo
trivial con coeﬁciente p/q obtenemos el espacio de lente L(p, q).
Alexander, por su parte, mostró que los espacios de lente L(5, 1) y L(5, 2) no eran
homeomorfos (pues no tenían el mismo tipo de homotopía) a pesar de que ambos tenían
grupos fundamentales isomorfos (el grupo fundamental de ambas es Z5) y la misma ho-
mología. Fue este resultado el que cambió por completo el enfoque que se le había dado a
la Conjetura hasta entonces, por el hecho de que trabajar con estos invariantes se volvía
inútil a la hora de abordar el problema.
5. Un paso para el cambio: extensión de la Conjetura
a dimensiones superiores
Es claro que la reformulación de un problema requiere de empeño y arduo trabajo. En
el caso de la Conjetura de Poincaré, antes se tuvo que realizar una generalización de la
misma a dimensión arbitraria.
En un primer momento se puede pensar en dar la Conjetura tal cual está formulada
para 3-variedades, pero en este caso, para n-variedades; si se hiciera así, se podría en-
contrar un contraejemplo a la misma: la variedad de dimensión cuatro S2 × S2, que es
simplemente conexa por ser producto de dos variedades simplemente conexas S2, pero no
es homeomorfa S4 ya que H2(S2 × S2) ∼= Z × Z  H2(S4) = 0. Por eso la Conjetura de
Poincaré ha de ser extendida a dimensión n de la siguiente manera:
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Teorema 5.1 Conjetura de Poincaré en dimensión n.Una n-variedad compacta
del mismo tipo de homotopía que la n-esfera es homeomorfa a la n-esfera.
Fijémonos en lo relevante que trae consigo esta generalización: tener el mismo tipo de
homotopía es condición necesaria para que dos n-variedades compactas sean homeomor-
fas, pero en la conjetura que acabamos de proponer se convierte en condición suﬁciente.
Además, cabe destacar que la generalización también engloba al caso n = 3, ya que ser
simplemente conexa y tener el mismo tipo de homotopía que S3 son conceptos equivalentes
para 3-variedades compactas [6] .
Dada esta generalización, se abordó la demostración de esa conjetura para las diferentes
dimensiones:
Para n = 2 hemos visto en el apartado Un resultado previo al de Poincaré, que es
cierta.
Para n = 4 fue probado por Freedman en 1982 (medalla Fields en 1986 por este
trabajo).
Para n ≥ 5 fue demostrada en los años 60: Stallings la probó para n ≥ 7 y Zeeman
la consiguió generalizar para los casos n = 5 y n = 6. Por otro lado, Smale consiguió
dar una demostración para los casos n ≥ 5 completa, de forma alternativa a la de
Stallings y Zeeman.
Obsérvese que la conjetura se demostrós antes para n ≥ 5 que para n = 4. ¾ Por
qué en dimensiones superiores fue más fácil dar una prueba de la Conjetura? ¾No podían
adaptarse las pruebas para dimensión 3 o 4 y así dar la demostración de la Conjetura
de Poincaré? El caso es que hay homotopías que requieren de un número mínimo de
dimensiones, lo cual quiere decir que cuantas más dimensiones tengamos, más espacio
para mover variedades por homotopías tenemos.
6. Otro intento por encontrar herramientas alternati-
vas: Conjetura de Poincaré Diferenciable
Como hemos visto en el apartado anterior, para demostrar la Conjetura no fue suﬁ-
ciente con la generalización a dimensión arbitraria. ¾Qué disciplina podría ayudarnos en
este punto del problema? Pues la Geometría. En ella encontramos una estructura más
rica que la estructura de variedad topológica, la estructura de variedad diferenciable.
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Deﬁnición 6.1 Se llama variedad diferenciable X a una variedad topológica en la que tie-
nen sentido los conceptos de diferenciación. Para que estos tengan sentido, se debe tomar
una colección preferida de cartas φ : U −→ φ(U) ⊂ Rn diferenciables. Esta deﬁnición trae
consigo lo siguiente: si φ1 : U1 −→ Rn y φ2 : U2 −→ Rn son dos cartas y U = U1∩U2 6= ∅,
entonces φ2 ◦ φ−11 : φ1(U) −→ φ2(U) es diferenciable entre dos abiertos de Rn . Esto se
conoce como estructura diferenciable en X.
Así, ya podemos hablar de funciones diferenciables de variedades diferenciables en R,
f : X −→ R , y de aplicaciones diferenciables entre variedades diferenciables, f : X −→ Y .
Aunque nos sigue haciendo falta otro concepto para alcanzar nuestro propósito: enunciar
la nueva Conjetura.
Deﬁnición 6.2 Decimos que dos variedades diferenciables X e Y son difeomorfas o di-
ferenciablemente equivalentes , si existen aplicaciones diferenciables f : X −→ Y y
g : Y −→ X que satisfacen lo siguiente
f ◦ g = IdY
g ◦ f = IdX
Esto quiere decir que la diferencia entre homeomorﬁsmo y difeomorﬁsmo estriba sim-
plemente en la diferenciabilidad. Con lo cual, dos variedades difeomorfas serán homeo-
morfas, pero a la implicación contraria no es siempre cierta. Así, y haciendo uso de los
conceptos que acabamos de dar, podemos pasar ya a enunciar la versión de la Conjetura
que en este apartado nos atañe.
Teorema 6.3 Conjetura de Poincaré Diferenciable. Sea X una n-variedad com-
pacta y diferenciable. Si X es del mismo tipo de homotopía que la n-esfera, entonces X es
difeomorfa a la n-esfera.
Se abre con ella un nuevo campo a explorar. Un campo que da, otra vez, un giro a
todo lo que hasta ahora se tenía acerca de la Conjetura de Poincaré. De hecho, atendiendo
a un resultado (Moise's Theorem) que dice que cada 3-variedad topológica admite una
triangulación, también llamada estructura piecewise-linear (PL), y además que dicha es-
tructura admite una única estructura diferenciable. De esta forma, la hipótesis de que X
sea una 3-variedad compacta y diferenciable se convierte simplemente en la de que X sea
una 3-variedad compacta. De modo que demostrar la Conjetura de Poincaré diferenciable
implica la demostración de la Conjetura de Poincaré.
Esta última versión de la Conjetura para dimensiones n ≥ 5 se sabe que, en genral,
es falsa. Existen unos espacios denominados Esferas exóticas, que se corresponden con
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la esfera (en la dimensión correspondiente), pero con estructuras diferenciables diferentes
a la estándar. Estas variedades son contraejemplos para la Conjetura de Poincaré Dife-
renciable, ya que son homeomorfas a la n-esfera (y por tanto tienen el mismo tipo de
homotopía que ésta) y no son difeomorfas a la misma. Los matemáticos de mediados del
siglo 20 quedaron sorprendidos cuando en 1956 John Milnor mostró que dos estructuras
diferenciables de la esfera S7 podían establecerse de forma diferente, siendo estas dos for-
mas equivalentes en el sentido de la continuidad pero no de la diferenciabilidad. Tras el
trabajo de Milnor, se encontraron generalizaciones a otra dimensiones; así para las esfe-
ras de dimensión n = 5, 6, 7, 8, 9, ... hay, respectivamente, estas estructuras diferenciables
1, 1, 28, 2, 8, 6, 992, 1, 3, 2, 16256, 2, ....
Cuando reducimos la dimensión, las cosas se vuelven más complejas. Para dimensión
n = 4 se sabe que hay variedades topológicas compactas que no admiten estructura dife-
renciable. Este resultado fue proporcionado y demostrado por Simon Kirwan Donaldson
en el año 1982. Para su estudio, Donaldson utilizó instantones, soluciones particulares de
un tipo de ecuaciones de Yang-Mills que tienen su origen en la Teoría Cuántica de Campos.
Este trabajo le hizo merecedor de la Medalla Fields en 1986. Además, este matemático
también dedujo ciertos invariantes polinómicos, los invariantes de Donaldson, que eran
sensibles a la estructura diferenciable de la variedad, y que hicieron posible dar la exis-
tencia de estructuras diferenciables exóticas en esta dimensión. Llegó así a proporcionar
variedades topológicas que admitían una familia inﬁnita de estructuras diferenciables.
Por ejemplo, R4 tiene inﬁnitas estructuras diferenciables que no son difeomorfas entre sí
y además éste es el único espacio real n-dimensional que posee esta propiedad.
Pero, ¾qué ocurre si bajamos otra dimensión? Parece que tras tantos intentos fallidos,
la respuesta va a ser negativa, esto es, que no se va a poder demostrar para el caso
tridimensional. El caso es que, de nuevo, esta versión no es la que permitió dar una
prueba a la Conjetura de Poincaré, pero sí es es cierto que con ella nos encontramos poco
de encontrar el enfoque deseado, puesto que en ella, al igual que en la demostración ﬁnal,
la Geometría ya es tomada como primordial.
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7. Paso de la Conjetura al Teorema: Demostración de
la Conjetura de Poincaré
7.1. Problema de Clasiﬁcación de 3-variedades
Como ya se mencionó en capítulos anteriores, un problema que surge de manera cola-
teral al propio problema de resolver la Conjetura, es la clasiﬁcación de variedades de tres
dimensiones. Si bien demostrar la Conjetura ya era un proyecto del todo ambicioso, dar
una clasiﬁcación completa de 3-variedades se planteaba como un trabajo mucho más cos-
toso. Y es que como ya se explicó anteriormente, la Conjetura es un problema intrínseco
al de clasiﬁcación.
La clasiﬁcación de variedades de dimensión 3 ha sido tratada durante todo el siglo XX
y consta de diferentes etapas que pasaremos a estudiar.
7.1.1. Descomposición en primos o por esferas
Este primer apartado comienza por deﬁnir la suma conexa de variedades de dimensión
3.
Deﬁnición 7.1 La suma conexa de dos 3-variedades M1 y M2 tales que poseen una 3-
bola cerrada embebida, B1 ⊂ M1 y B2 ⊂ M2, se denota por M1#M2 y se deﬁne como la
operación binaria realizada en los dos pasos siguientes:
Para cada Mi se elimina el interior de la 3-bola Bi, obteniendo así Mi \ int(Bi) una
3-variedad con borde igual a la frontera de Bi (δBi), esto es, igual a la 2-esfera.
Se identiﬁcan las 2-esferas del borde mediante un homeomorﬁsmo f : δB1 −→ δB2.
Paso 1
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Paso 2
Dada esta deﬁnición, ahora podemos dar un mecanismo para realizar la operación
inversa. Si tenemos una 3-variedad M = M1#M2, entonces M contendrá embebida una
2-esfera S2 tal que, si eliminamos de M el conjunto S2 × (−, ), resultan dos variedades
con borde igual a la 2-esfera, y que cumplen que al rellenar dichas 2-esferas obtene-
mos M1 y M2. Así, para obtener M1 y M2, lo único que hemos hecho es realizar un
proceso de cirugía (al igual que hicimos con nudos para obtener los espacios de lente).
Deﬁnición 7.2 Una 3-variedad M es prima si sólo se puede descomponer como suma
conexa de manera trivial, esto es, cualquier descomposición de M como suma conexa de
dos 3-variedades M1 y M2 implica M1 o M2 homeomorfas a S
3.
Cabe destacar que a la descomposición de M como suma conexa de dos 3-variedades
M1 y M2 con M1 o M2 homeomorfas a S3 se le denomina trivial puesto que el elemento
neutro para la operación binaria que estamos tratando # (suma conexa) es S3. Así,
observamos como una 3-variedad prima se deﬁne de forma análoga a los enteros primos
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para la multiplicación.
Deﬁnición 7.3 Se dice que una 3-variedad M es irreducible si toda 2-esfera S2 ⊂ M
embebida en M acota una 3-bola B3 ⊂M .
Observación 7.4 Esta deﬁnición fue proporcionada por Kneser.
Observación 7.5 Una 3-variedad irreducible es prima.
Observación 7.6 Una 3-variedad prima no tiene por qué ser irreducible. De hecho, la
3-variedad S1 × S2 es prima pero no es irreducible.
Deﬁnición 7.7 Una descomposición en primos o por esferas es una descomposición de
la forma
M ∼= (P1#...#Ps)#(S1 × S2)#...#(S1 × S2),
donde Pi son irreducibles.
Observación 7.8 Toda 3-variedad M admite una descomposición en primos y además
la colección {Pi}si=1 es única para cada M salvo difeomorﬁsmo, orden de los factores o
inserción de S3 en la colección.
7.1.2. Descomposición tórica
En esta etapa de la clasiﬁcación de 3-variedades, es preciso deﬁnir unos conceptos
previos para comprender qué es precisamente la descomposición tórica. Comenzaremos
tomando una 3-variedad N con o sin borde.
Deﬁnición 7.9 Se dice que una superﬁcie S ⊂ N compacta, orientada con δS = S ∩ δN
es incompresible si para todo disco D embebido en N con δD = D∩S, la curva δD acota
un disco contenido en S.
Deﬁnición 7.10 Un toro es incompresible si ninguna curva simple cerrada esencial en
dicho toro es homótopa a un punto en la variedad (esto es, si no se puede comprimir).
Ejemplo 7.11 Toro Compresible.
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En el ejemplo tomamos una superﬁcie tórica embebida en una 3-variedad. Esta superﬁcie
tórica es borde de un toro sólido en la 3-variedad. Podemos tomar así un disco D en la
3-variedad cuyo borde es una curva en la superﬁcie que no acota un disco contenido en
la superﬁcie, con lo cual podemos decir que no es una superﬁcie incompresible. En efecto,
vemos como en nuestro ejemplo hemos encontrado una curva esencial que es homótopa a
un punto en la 3-variedad, por lo que si atendemos a la deﬁnición de toro incompresible
podemos aﬁrmar que este toro es compresible.
Ejemplo 7.12 Toro Incompresible.
Tomamos ahora una 3-variedad y, en ella, una superﬁcie tórica que no sea borde de un
toro sólido, como se muestra en la ﬁgura anterior.
Se observa como cualquier disco D que tomemos en la 3-variedad (en nuestro caso
hemos tomado dos ejemplos distintos de disco) con borde en la superﬁcie tórica, cumple
que la curva que forma su borde también acota un disco en la superﬁcie. Por tanto, la
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superﬁcie es incompresible.
De hecho, no podemos encontrar ninguna curva esencial del toro que sea homótopa a
un punto en la 3-variedad, como se observa en el dibujo anterior.
Después de la descomposición en primos, ya nos podemos centrar en la clasiﬁcación de
superﬁcies irreducibles. Éstas no pueden ser simpliﬁcadas haciendo cirugía a lo largo de
esferas, pero nos podemos preguntar si las 3-variedades pueden ser simpliﬁcadas en este
caso cortando a lo largo de la siguiente superﬁcie más sencilla que conocemos después de
la esfera, el toro. Haciendo cirugía a lo largo de un toro en el interior de una 3-bola o a lo
largo de un toro que acota un toro sólido, esto es un toro compresible, no se puede obtener
una variedad más simple. En cambio, parece más prometedor intentar hacer cirugía a lo
largo de toros incompresibles.
Deﬁnición 7.13 N es toro-irreducible si todo toro incompresible embebido en N se puede
deformar a un toro en δN . Si N es cerrada, toro-irreducible signiﬁca que no tiene toros
incompresibles.
Deﬁnición 7.14 N es una ﬁbración de Seifert si se puede expresar como unión disjunta
de esferas S1 (ﬁbras), cada una de las cuales posee un entorno formado por unión de ﬁbras,
homeomorfo (a través de un homeomorﬁsmo que preserva las ﬁbras) a un (p, q)-toro sólido
ﬁbrado estándar
T(p,q) := ∪x∈D2 [0, 1]× x/(x, 0) ∼ (ρ(x), 1),
con D2 el disco unidad y ρ una rotación de D2 de ángulo
2pip
q
para algún par de enteros
p y q primos entre sí (q ≥ 1).
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De esta última deﬁnición cabe destacar un aspecto. Se observa que la ﬁbra formada
tras la identiﬁcación del segmento [0, 1]×{02} (02 el centro de D2) proporciona una esfera
S1. A este tipo de ﬁbras se les llama ﬁbras cortas.
Con estas deﬁniciones ya podemos centrarnos en el objetivo principal de este apar-
tado, la Descomposición tórica. Ésta también se denomina Descomposición JS-J porque
fue desarrollada por William Jaco, Peter Shalen y Klaus Johannson (los dos primeros
trabajaron juntos y el tercero de manera independiente). Esta descomposición comien-
za tomando una 3-variedad irreducible M . La descomposición tórica está basada en un
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teorema que aﬁrma que existe una colección ﬁnita y minimal τ de toros incomprensibles,
tales que cada una de las componentes de M \ τ (que serán 3-variedades compactas con
borde tórico) es toro-irreducible o ﬁbración de Seifert. Esto quiere decir que una variedad
M que es toro-irreducible o ﬁbración de Seifert tendrá una colección τ vacía.
7.1.3. La Conjetura de Geometrización de Thurston
Al igual que en la etapa anterior, deﬁniremos una serie de términos antes de centrarnos
en el tema primordial.
Deﬁnición 7.15 Se denomina métrica riemanniana g sobre una variedad diferenciable
M , a la asignación a cada espacio tangente TpM de un producto escalar gp (esto es, de
una forma bilineal simétrica y deﬁnida positiva gp : TpM × TpM −→ R)
Deﬁnición 7.16 Se denomina variedad riemanniana (M, g) a una variedad diferenciable
M sobre la que se ha deﬁnido una métrica riemanniana g.
Deﬁnición 7.17 Una variedad riemanniana (M, g) es un espacio localmente homogéneo
si dados dos puntos cualesquiera p, q ∈M , existe un abierto U con p ∈ U y una isometría
de U en su imagen que lleva p en q. Intuitivamente: espacios que tienen el mismo aspecto
vistos desde cualquiera de sus puntos.
Deﬁnición 7.18 Una variedad M (con o sin borde) es geométrica si int(M) admite una
métrica riemanniana g tal que (int(M), g) es un espacio localmente homogéneo.
A continuación, con estas deﬁniciones, ya podemos enunciar la Conjetura que nos ha
traído a esta etapa de la clasiﬁcación de 3-variedades: La Conjetura de Geometrización.
Este resultado fue enunciado por William P. Thurston y da una metodología completa para
clasiﬁcar 3-variedades, de forma similar a como ocurría en la clasiﬁcación de superﬁcies,
centrándose en las 3-variedades geométricas.
Teorema 7.19 Conjetura de Geometrización de Thurston. Cualquier 3-variedad
es geométrica o se puede descomponer (por cirugía a lo largo de esferas o de toros incom-
presibles) en variedades geométricas.
Esta conjetura guarda una estrecha relación con la Conjetura de Poincaré: demostrar
la Conjetura de Geometrización implica demostrar la Conjetura de Poincaré. Para razonar
esta relación comenzamos tomando una 3-variedad compacta y simplemente conexa X.
En su descomposición en 3-variedades irreducibles se obtendrá que cada una de sus com-
ponentes será simplemente conexa, con lo cual, con grupo fundamental trivial. Al tener
grupo fundamental trivial, no se puede efectuar una descomposición tórica. Ahora, por
la Conjetura de Geometrización tendríamos que cada componente de la descomposición
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admite una estructura geométrica. Como cada componente conforma un espacio homo-
géneo y además es simplemente conexa, la clasiﬁcación de espacios homogéneos concluye
que el único espacio que cumple estas dos propiedades es S3, y así quedaría demostrada
la Conjetura de Poincaré.
7.2. El ﬂujo de Ricci: un método para abordar la Conjetura de
Geometrización
7.2.1. Construcción de la ecuación de ﬂujo
La Conjetura de Geometrización propuesta por William Thurston en 1982 abría de
nuevo un camino a la demostración de la Conjetura de Poincaré. Richard Hamilton, uno
de los matemáticos más reconocidos del siglo XX, introdujo un método para encontrar
la mejor métrica que predice el programa de geometrización de Thurston, basándose en
Ecuaciones en Derivadas Parciales. Lo cierto es que existe una razón intuitiva por la cual
Hamilton acudió a las Ecuaciones en Derivadas Parciales para elaborar este método. Para
entender este motivo, debemos remontarnos a una de las más antiguas ecuaciones en
derivadas parciales: la ecuación del calor.
La ecuación del calor fue propuesta por Fourier en 1807 en su memoria sobre la pro-
pagación del calor en los cuerpos sólidos, Mémoire sur la propagation de la chaleur dans
les corps solides. Esta ecuación en el caso tridimensional es de la forma
∆T = −∂T
∂t
siendo ∆T = α
(
−∂
2T
∂x2
− ∂
2T
∂y2
− ∂
2T
∂z2
)
, con T (x, y, z, t) la temperatura de un punto
(x, y, z) de R3 en un tiempo t cuando la temperatura inicial es T (x, y, z, 0) = T0(x, y, z),
y con α una constante que depende del material sobre el que se esté estudiando la pro-
pagación del calor. La solución para esta ecuación, T (x, y, z, t), es tal que su temperatura
tiende a una distribución lo más homogénea posible a medida que pasa el tiempo. Esto
signiﬁca que cuando t tiende a ∞ se veriﬁca ∆T = 0, esto es T es una función armónica,
con lo que la distribución de temperatura resultante es uniforme.
Esta ecuación inspiró a Eells y Sampson en 1964 para demostrar que toda aplicación
entre variedades riemannianas (con ciertas restricciones en su curvatura) evoluciona a
una aplicación que se corresponde con una generalización de la función armónica a la que
evoluciona la ecuación del calor. Puesto que Hamilton trabajó en este área durante esos
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años, se vio inﬂuenciado por estas ideas, lo cual le llevó a la búsqueda de una ecuación
de evolución de la métrica que tuviera alguna semejanza con la ecuación del calor, con la
esperanza de que la solución de la misma tendiese hacia métricas distribuidas de manera
similar a lo largo de todos los puntos de una variedad (como ocurre en los espacios
localmente homogéneos). Es decir, Hamilton esperaba que al plantear el problema de
este modo, la solución convergiese a un límite geométrico, lo cual daría la prueba de la
Conjetura de Geometrización de Thurston.
La ecuación buscada por Hamilton debía ser, por tanto, una ecuación del tipo ﬂujo
∂gt
∂t
= 
donde gt es una métrica riemanniana deﬁnida sobre una variedadM . Para que pudiese ser
deﬁnida de forma similar a la ecuación del calor, debía cumplir, en primer lugar, que la
parte derecha dependiera sólo de la métrica y de sus derivadas parciales, de como máximo
segundo orden, con respecto de las coordenadas de M. En segundo lugar, la parte derecha
debía ser una forma bilineal simétrica, puesto que la métrica gt lo es y hacer
∂gt
∂t
, esto
es, derivar con respecto al tiempo, no va a inﬂuir en la coordenadas de la variedad. Por
último, la ecuación debía ser invariante por cambios de coordenadas. Cabe destacar que,
en Geometría Riemanniana, cuando se desea expresar que una ecuación debe cumplir la
primera y tercera propiedad, se dice que dicha ecuación ha de ser un tensor natural de
segundo orden.
Tras establecer las bases para la elaboración de la ecuación, Hamilton observa que la
única posibilidad para que todas estas condiciones se satisfagan es que la ecuación sea de
la forma
∂gt
∂t
= α(t)Ricgt + λ(t)gt
siendo Ric la curvatura de Ricci de la variedad riemanniana (M, gt).
La curvatura de Riemann es un operador multilineal (tensor) que generaliza el concepto
de curvatura de Gauss deﬁnido para superﬁcies a dimensiones arbitrarias. Éste representa
una medida de separación de la métrica de la variedad respecto de la métrica euclídea,
en términos coloquiales se puede decir que mide cómo de doblada está la métrica. Fue
introducido en 1862 por B.Riemann y desarrollado en 1869 por E.B.Christoﬀel. Formal-
mente, el tensor de curvatura de Riemann está deﬁnido para toda variedad de Riemann
por la fórmula
R(u, v)w = ∇u∇vw −∇v∇uw −∇[u,v]w,
donde ∇ representa la conexión de Levi-Cibita (derivada covariante) y [, ] denota el cor-
chete de Lie. Como el tensor curvatura de Riemann es difícil de manejar, éste se sustituye
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por el tensor curvatura de Ricci, que contiene una parte importante de la información del
tensor curvatura de Riemann. El tensor curvatura de Ricci se deﬁne como la traza del
tensor curvatura de Riemann, y en el caso tridimensional determina totalmente el tensor
curvatura de Riemann.
A continuación, simpliﬁcaremos el problema que estamos tratando, por lo que toma-
remos λ ≡ 0 y α constante. De este modo, la ecuación quedará de la forma
∂gt
∂t
= αRicgt .
Por motivos de cálculo, Hamilton tomó α = −2, aunque cabe destacar que el signo
negativo es de vital importancia. Esto se debe a que si queremos aproximar αRicgt por
∆gt, siendo ∆gt el opuesto del sumatorio (menos el sumatorio) de las derivadas parciales
de segundo orden de la métrica con respecto a las coordenadas en la variedad M , esto es,
si queremos aproximar por una expresión similar a la que tenemos en la ecuación del calor,
α ha de ser negativo. Hamilton comprobó esto realizando desarrollos de Taylor para las
derivadas parciales de segundo orden y utilizando la deﬁnición de la Curvatura de Ricci.
Con esto, obtuvo que
∂gt
∂t
= 3α∆gt
y así, α debía ser negativo.
A la ecuación ﬁnal que queda tras toda esta construcción
∂gt
∂t
= −2Ricgt
se le denomina Ecuación del ﬂujo de Ricci o, simplemente, Flujo de Ricci.
7.2.2. Búsqueda de soluciones para la Ecuación del Flujo de Ricci
De forma natural en el ejercicio de búsqueda de soluciones para la Ecuación del Flujo
de Ricci, Hamilton comenzó considerando la posibilidad de existencia de soluciones para
intervalos de tiempo muy pequeños. En 1982, Hamilton prueba el siguiente resultado, que
daría solución a este primer propósito:
Teorema 7.20 Dada cualquier variedad riemanniana (M, g) de dimensión arbitraria,
existe  y una única solución diferenciable gt del ﬂujo de Ricci, con t ∈ [0, ) y tal que
g0 = g.
Dennis DeTurck, un año más tarde, simpliﬁca la prueba proporcionada por Hamilton,
utilizando un truco, The DeTurck trick, que sería de gran importancia en la prueba
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deﬁnitiva de la Conjetura de Geometrización. El truco consistió en la modiﬁcación del
ﬂujo de Ricci hacia una ecuación no lineal parabólica. Así establece la existencia local y
la unicidad de dicho ﬂujo.
Existen ejemplos en los que al hacer evolucionar la métrica siguiendo el ﬂujo de Ricci,
la variedad se contrae hasta colapsar en un punto en tiempo ﬁnito, lo cual signiﬁca que la
métrica tiende a cero (y que la curvatura de Ricci es no acotada en todo punto). Esto da
la primera prueba de que el Flujo de Ricci no funciona de forma totalmente equivalente a
la ecuación del calor. Una estrategia que se elaboró para evitar estas soluciones de métrica
nula fue la normalización del Flujo de Ricci, que permitió que las soluciones de ese tipo se
pudiesen ver como soluciones en las que la métrica se volvía constante cuando el tiempo
tendía a inﬁnito. De este modo, la nueva solución que se puede obtener con el Flujo de
Ricci Normalizado es equivalente a la que se obtenía con el Flujo de Ricci, en el sentido
de que una se obtiene a partir de la otra multiplicando por un factor de reescalamiento y
reparametrizando el tiempo.
Al encontrar ejemplos del tipo de la esfera, en el cual no se puede dar la existencia
del Flujo de Ricci para todo T ∈ [0,∞), Hamilton propuso y demostró un resultado en
el cual aﬁrmaba que si un Flujo de Ricci existe para t ∈ [0, T ) pero no se puede extender
más allá de T , entonces T = ∞ o T < ∞ y la curvatura no está acotada. Este último
resultado permitió a Hamilton clasiﬁcar las soluciones del Flujo de Ricci en dos grupos
diferentes, que describiremos a grandes rasgos:
No singulares: Soluciones con T =∞ y curvatura acotada
Singulares: Soluciones con T < ∞ y curvatura no acotada (en este caso, T se
denomina tiempo singular. Las soluciones singulares pueden presentar, a su vez, dos
tipos diferentes de singularidades:
• Singularidad local: En el instante singular, la curvatura se hace ∞ en sólo
algunos de los puntos de la variedad
• Singularidad global: En el instante singular, la curvatura se hace ∞ en todos
los puntos de la variedad (caso de la esfera)
Hemos de remarcar que las singularidades locales son las que más problemas dieron a
la hora de estudiar el ﬂujo de Ricci, pues como ya hemos visto, las singularidades globales
se evitan utilizando el Flujo de Ricci Normalizado. El ﬂujo de Ricci se convirtió en una
de las herramientas más potentes a la hora de estudiar 3-variedades. En primer lugar, el
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Flujo de Ricci permitió demostrar que la Conjetura de Geometrización era cierta para un
caso particular de 3-variedades:
Teorema 7.21 Toda 3-variedad riemanniana con curvatura de Ricci positiva es home-
morfa a S3/Γ.
Dado que mediante el Flujo de Ricci se había conseguido demostrar este resultado, se
intentó aplicar también éste para el caso general, realizando unos cambios pertinentes para
adaptarse al nuevo problema. Toda esta adaptación viene recogida en lo que se conoce
como programa de Hamilton, que estudiaremos en el apartado siguiente.
7.3. Programa de Hamilton para resolver la Conjetura de Geo-
metrización
Se denomina Programa de Hamilton a la estrategia elaborada por el propio Richard
Hamilton para elaborar una prueba de la Conjetura de Geometrización utilizando el Flujo
de Ricci. Lo que esperaba Hamilton con este programa era que la métrica evolucionase
hacia otra localmente homogénea en trozos de la variedad unidos a través de toros y es-
feras (de ahí la importancia de que estudiásemos la descomposición tórica y en primos
antes de abordar este tema). Pero Hamilton era consciente de que al hacer evolucionar
la métrica, podía encontrarse con un impedimento: que el ﬂujo desarrollase singularida-
des locales antes de haber extraído conclusiones topológicas. Teniendo en cuenta esto,
Hamilton elaboró su programa dividiéndolo en varias etapas:
Fase I. Inicio del flujo hasta la aparición de la primera singularidad
Paso I.1. Tomar una 3-variedad M y dotarla de una métrica riemanniana
arbitraria g0.
Paso I.2. Hacer evolucionar la métrica g0 siguiendo el ﬂujo de Ricci hasta la
aparición del primer tiempo singular.
Caso 1. No hay tiempo singular. En este caso, el problema queda
resuelto si se logra la clasiﬁcación de soluciones no singulares y estas tienen
a partir de un cierto tiempo t la topología que predice la Conjetura de
Geometrización.
Caso 2. Hay una singularidad global. En este caso, el problema
queda resuelto si se logra la clasiﬁcación de soluciones singulares globales
y estas tienen a partir de un cierto tiempo t la topología que predice la
Conjetura de Geometrización.
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Caso 3. Se producen singularidades locales En este caso se de-
ben clasiﬁcar primero los tipos de singularidades que aparecen (análisis de
singularidades). Después de esto se debe pasar a la fase II del programa.
Fase II. Flujo con cirugía
Paso II.1. Aparición del primer tiempo singular. Se hace evolucionar
la métrica de la variedad hasta la aparición del primer tiempo singular, en el
que paramos el ﬂujo.
Paso II.2. Proceso de cirugía. Se realiza el proceso de cirugía de des-
composición prima.
Paso II.3. Despreciar componentes ya estudiadas. Se desprecian las
componentes conexas de la variedad que tengan curvatura de Ricci positiva,
pues de ellas se sabe que son geométricas por el teorema 7.21.
Paso II.4. Continuar el flujo. Partiendo de las restantes componentes
(un por una) se vuelve a empezar el proceso, esto es, se vuelve al principio
del programa teniendo como variedad en la condición inicial cada una de las
componentes conexas.
Fase III. Probar la existencia de un último tiempo singular finito
Se ha de probar en última instancia que, después de un número ﬁnito de repeticiones
de las dos fases iniciales, las singularidades desaparecen y entonces se debe estudiar
la clasiﬁcación de soluciones no singulares.
7.3.1. Apartados cubiertos por Hamilton y aportaciones relevantes de Perel-
man
FASE I
Paso I.2
Para el Caso 1, Hamilton consigue realizar avances añadiendo ciertas condiciones
adicionales sobre la curvatura de la variedad, y será Perelman quien posteriormente ge-
neralizará la mayor parte de los argumentos propuestos por Hamilton (sin hipótesis extra
sobre la acotación de la curvatura) para aplicarlos al ﬂujo de Ricci con cirugía.
Para el Caso 3, Hamilton proporciona dos resultados importantes para el análisis de
singularidades en el mismo artículo donde se deﬁne el ﬂujo de Ricci, Three manifolds with
positive Ricci curvature:
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Las singularidades se producen en regiones donde la curvatura no está acotada. Esto
quiere decir que Hamilton intenta probar que cualquier singularidad se comporta
como una esfera (es decir, la variedad se contrae toda a un punto), o es causada
por una región casi cilíndrica que se estrangula y puede ser eliminada por cirugía.
Hamilton utiliza en este caso una nueva técnica: en vez de analizar la estructura
de la variedad en un tiempo singular, se trata de construir una sucesión adecua-
da de soluciones de la ecuación del Flujo de Ricci (M, gi(t)) y estudiar su límite
(M∞, g∞(t)) si existe (Hamilton propone este nuevo método puesto que intuye que
estas soluciones pueden ser más fáciles de analizar que una solución arbitraria). Este
nuevo procedimiento añade dos diﬁcultades:
(D1) Asegurar la existencia de solución límite (modelo singular).
(D2) Poder obtener información acerca del comportamiento de la solución original
a partir del modelo singular al menos para puntos cercanos a la singularidad y
tiempos poco antes de su formación, puesto que esto permite saber si es posible
hacer cirugía.
Las 3-variedades con curvatura de Ricci no negativa dan lugar a soluciones no sin-
gulares del ﬂujo de Ricci Normalizado.
Con el ﬁn de resolver (D1), Hamilton prueba en 1995 que dada una sucesión {(xi, ti) :
xi ∈M, ti −→ T} con T primer tiempo singular, se deben cumplir dos condiciones:
(H1) Acotación superior de las curvaturas (independiente de i).
(H2) Acotación inferior del radio de inyectividad (independiente de i) en los puntos xi y
en el instante inicial.
El radio de inyectividad en un punto p es el mayor radio para el que la aplicación
exponencial expp : TpM −→M es un difeomorﬁsmo. Se llama radio de inyectividad de la
variedad al ínﬁmo de todos los radios de inyectividad en cada punto.
Para tener una idea intuitiva sobre el radio de inyectividad, podemos aﬁrmar que (H2)
se cumple si se tiene una cota inferior independiente de i para las longitudes Lgi(0)(γi)
siendo γi la geodésica más corta que empieza y termina en el punto xi ∈ M . Eligiendo
cuidadosamente la sucesión de puntos, Hamilton consigue las cotas que se mencionan
en (H1), pero las mencionadas en (H2) no logra proporcionarlas, con lo que la da como
hipótesis adicional a la hora de dar el Teorema de clasiﬁcación de los modelos singulares
en 3 dimensiones :
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Teorema 7.22 Suponiendo que existen las cotas dadas por (H2), siempre se puede cons-
truir una sucesión de soluciones {M, gi(t)} que subconverge a una solución completa
(M∞, g∞(t)) del ﬂujo de Ricci, donde t ∈ (−∞, 0] y M∞ es el cociente por isometrías
de una de las variedades siguientes:
(a) S3
(b) S2 × R (región cilíndrica)
(c) Σ × R con Σ es R2 con la métrica dx
2 + dy2
1 + x2 + y2
. (Un Flujo de Ricci con condición
inicial Σ× R se conoce como solitón cigarro).
Este es un resultado nos permite avanzar en la demostración, pero no resuelve la
diﬁcultad (D1) en su totalidad, ya que quedan dos tareas pendientes:
(D1-1) Demostrar que se da la acotación descrita en (H2).
(D1-2) Justiﬁcar que usando el tipo particular de sucesiones (xi, ti) elegido por Hamilton
se pueden obtener todos los modelos singulares posibles.
Para la diﬁcultad (D2), en cambio, Hamilton no da respuesta y deja pendiente su
resolución. Pero aparte, suponiendo resueltas las diﬁcultades (D1) y (D2), surge otra ba-
rrera importante a la hora de continuar con el programa de Hamilton: no hay una manera
especíﬁca de hacer cirugía a lo largo de una singularidad con la estructura topológica
dada por (c). Con respecto a este último problema que se presenta, Hamilton propone la
siguiente conjetura:
Teorema 7.23 Conjetura de Hamilton.El caso (c) no puede suceder realmente.
Aunque Hamilton da algunas ideas para una posible demostración, no es capaz de
elaborar la prueba completa.
Estas cuestiones se cierran con la aparición en 2002 de un artículo de Perelman deno-
minado The entropy formula for the Ricci ﬂow and its geometric applications. Perelman
aportará en éste un resultado clave en el desarrollo del Programa de Hamilton, siendo di-
cho resultado la primera gran aportación de Perelman a la demostración de la Conjetura
de Geometrización.
Teorema 7.24 Teorema de no colapso local. En toda solución del ﬂujo de Ricci,
la acotación de la curvatura dentro de una bola implica la acotación inferior del volumen
de dicha bola, siendo esto último equivalente a una acotación del radio de inyectividad.
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Este resultado tiene una característica importante, y es que se cumple para cualquier
modelo singular pero no se cumple para el solitón cigarro, de modo que la opción (c) del
Teorema de clasiﬁcación de los modelos singulares en 3 dimensiones puede ser elimina-
da. Además este teorema aportado por Perelman permite dar solución a dos problemas
diferentes: resuelve la diﬁcultad (D1-1) y prueba la Conjetura de Hamilton.
Para este paso del programa, Perelman también cerrará los problemas (D1-2) y (D2)
mediante el un resultado en el que aﬁrma que cualquier punto de curvatura suﬁcientemente
grande tiene un entorno que, tras un reescalamiento de la solución, está -próximo a una
región perteneciente a uno de estos tres tipos:
(t1) Una componente conexa difeomorfa a un cociente S3/Γ.
(t2) Un -cuello, que es un tubo largo y ﬁno que tras reescalar la métrica está -próximo
S2 × I.
(t3) Un -gorro, que es una componente conexa difeomorfa a B3 o RP 3 B3.
Para hacernos una idea, presentamos a continuación una representación gráﬁca de estas
tres regiones:
De esta manera, se observa como la solución cerca del tiempo singular se comporta de
manera parecida la del modelo singular que veíamos en el teorema de clasiﬁcación, hecho
que permite resolver las diﬁcultades (D1-2) y (D2).
FASE II
Hamilton es clave en este paso del programa, ya que construye técnicas especíﬁcas
para llevar a cabo cirugía en dimensión 4 que son adaptadas por Perelman para el caso
tridimensional. Perelman utiliza esta cirugía de 3-variedades a medida que se hace evolu-
cionar la métrica para el ﬂujo de Ricci, de forma que la cirugía a lo largo de la variedad
se realiza en distintas fases.
Para el desarrollo de estas fases, es preciso dar la estructura de la variedad en el
tiempo singular. Perelman prueba que la variedad en el tiempo singular, MT se puede
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descomponer como la unión disjunta
MT = Mps unionsqMgc unionsqMce,
donde
Mps := { conjunto de los puntos singulares }
Mgc es la parte de la geometría con curvatura no demasiado grande (parte de la
geometría controlada)
Mce contiene las regiones de curvatura elevada
En la fase anterior, hemos visto que cualquier punto de Mce tiene un entorno del tipo
(t1), (t2) o (t3), con lo que esto permite a Perelman concluir que Mce es unión (ﬁnita o
inﬁnita) de componentes conexas pertenecientes a estos grupos:
(1) Componentes difeomorfas a un cociente S3/Γ
(2) Componentes con borde en Mgc
(2a) -tubos (difeomorfas a S2 × [0, 1])
(2b) -gorros
(2c) -cornetas (difeomorfas a S2 × [0, 1) en las cuales el extremo cuyo borde es
disjunto de Mgc es un punto singular)
(3) Componentes disjuntas de Mgc
(3a) -cornetas con gorro
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(3b) dobles -cornetas
(3c) -circuitos (difeomorfas a S2 × S1)
De esta forma, podemos visualizar la variedad de la siguiente manera:
Con esto, ya podemos estudiar las fases del proceso de cirugía. Como hemos dicho
anteriormente, este proceso consta de varias fases:
(C1) Despreciar las componentes Mce de los grupos (1) y (3). Esto quiere decir que el
ﬂujo ya no continuará con estas, pero este procedimiento no modiﬁca la topología
de la variedad original, ya que los trozos eliminados son homeomorfos a S3/Γ o a
S2×S1 que se corresponden con piezas de la descomposición en primos que se saben
identiﬁcar topológicamente porque cumplen la Conjetura de Geometrización.
(C2) Cortar las -cornetas a lo largo de la 2-esfera central de un δ-cuello (δ < ) y elimina
la región de curvatura no acotada.
(C3) Añadir una 3-bola topológica a la 2-esfera borde que se genera en (C2).
(C4) Continuar el ﬂujo hasta que se formen nuevas singularidades y repetir el proceso de
Nadia María Guerrero Martínez 41
cirugía. Este paso es importante, porque sucede que los -tubos y -gorros pueden
dar lugar a nuevas -cornetas en el siguiente tiempo singular.
Este proceso de cirugía se puede identiﬁcar con el proceso de descomposición en primos
que vimos anteriormente, con la salvedad de que en este caso se pueden realizar algunas
descomposiciones triviales necesarias para eliminar zonas de curvatura muy elevada, que
en el caso de la descomposición en primos no se realiza.
FASE III
Para esta fase Hamilton esperaba que al cabo de un tiempo ﬁnito las singularidades
se extinguiesen, fenómeno que Perelman no pudo demostrar. A pesar de ello, éste último
no lo necesitó, puesto que demostró otros resultados diferentes que concluían la prueba.
En primer lugar, probó tener un doble control sobre el número de cirugías:
 En cada tiempo singular todas las componentes de Mce son dobles cornetas salvo
un número ﬁnito. Como las dobles cornetas se desprecian en (C1), sólo queda un
número ﬁnito de componentes sobre las que hacer cirugía si es necesario.
 Los tiempos de cirugía son localmente ﬁnitos, lo cual quiere decir que en cada
intervalo de tiempo [t1, t2] existe un número ﬁnito de instantes singulares.
En segundo lugar, probó que el ﬂujo con cirugía tiene comportamiento asintótico:
 El ﬂujo con cirugía o se extingue o se puede extender para todo tiempo t ∈ [0,∞).
 La variedad (M, gt), que denotaremos por Mt, admite una descomposición en dos
trozos para t suﬁcientemente grande: Mt = Mthick ∪Mthin.
• Mthick está formado por una colección ﬁnita de variedades completas hiperbóli-
cas de volumen ﬁnito pegadas entre sí por toros incompresibles enMt. Además,
en esta región no habrá más singularidades y por tanto el Flujo de Ricci sin
cirugía existe para un intervalo de tiempo inﬁnito.
• Mthin es una variedad grafo, esto es, una 3-variedad formada por una colección
ﬁnita de espacios ﬁbrados de Seifert pegados a lo largo de toros embebidos
disjuntos. En esta región se encontrarán todas las singularidades que se produ-
cirán en tiempos posteriores al estudiado, pero eso no supondrá un problema
puesto que Perelman conocía un resultado que decía que las variedades grafo
admiten una descomposición geométrica.
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• Mthick y Mthin se unen a lo largo de toros incompresibles, luego la descompo-
sición tórica equivale a la descomposición Mt = Mthick ∪Mthin.
De esta forma, Perelman concluye que la descomposición en primos o por esferas de
la variedad original M es
M ∼= P1#...#Pr#(S3/Γ1)#...#(S3/Γk)#(S1 × S2)#...#(S1 × S2),
donde cada Pi admite una descomposición tórica como Hi ∪Gi donde Hi es una variedad
hiperbólica y Gi es una variedad grafo. De esta forma se observa como M se puede
descomponer topológicamente en piezas geométricas y así queda demostrada la Conjetura
de Geometrización de Thurston y, como corolario la Conjetura de Poincaré.
Nadia María Guerrero Martínez 43
8. Anexo I
Lazos y equivalencia de lazos
Deﬁnición 8.1 Sea X un espacio topológico y x0 e y0 dos puntos en X. Decimos que α
es un camino en X entre x0 e y0 si α es una aplicación continua α : [0, 1] −→ X tal que
α(0) = x0 y α(1) = y0. Si x0 = y0 diremos que α es un lazo con base en x0.
Deﬁnición 8.2 Llamamos soporte del camino α (o del lazo α ) al conjunto en X formado
por la imagen de α, es decir, α([0, 1]).
A partir de ahora hablaremos de soporte del camino y de camino como aplicación
continua indistintamente(análogamente para lazos).
En la primera ﬁgura se muestra un camino entre x e y, y en la segunda un lazo con
base en x.
Notación 8.3 Denotaremos por c∗ al lazo constante con base en x:
c∗ : [0, 1] −→ X/ c∗(t) = x ∀ t ∈ [0, 1].
Deﬁnición 8.4 Dados dos lazos α y β en X con base en x ∈ X, se deﬁne su composición
de la siguiente forma:
α ∗ β =

α(2t) 0 ≤ t1
2
β(2t− 1) 1
2
≤ t ≤ 1
Deﬁnición 8.5 Sean α y β dos lazos con misma base en y, incluidos en un espacio
topológico X. Se dice que α y β son homótopos si existe una homotopía entre ellos, es decir,
si existe una aplicación F : [0, 1] × [0, 1] −→ X que cumple las siguientes propiedades:
F (t, 0) = α(t) ∀ t ∈ [0, 1], F (t, 1) = β(t) ∀ t ∈ [0, 1] y F (0, s) = F (1, s) = y ∀ s ∈ [0, 1].
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En la ﬁgura se presenta cómo sería intuitivamente una posible homotopía entre los
lazos verde y marrón con base en x.
Lema 8.6 Una homotopía entre lazos es una relación de equivalencia.
Deﬁnición 8.7 Sea X un espacio topológico y x ∈ X. Llamaremos Grupo de Poincaré
o Grupo fundamental de X en x, pi1(X;x), al conjunto de las clases de equivalencia de
lazos en x generadas por la relación de equivalencia descrita anteriormente, dotado de la
operación siguiente:
[α] · [β] = [α ∗ β].
Teorema 8.8 Sea X un espacio topológico y sean x, y ∈ X. Si existe un camino en X de
x a y, entonces pi1(X;x) es isomorfo a pi1(X; y). Además, si X es conexo por caminos,
entonces pi1(X;x) es isomorfo a pi1(X; y) ∀ x, y ∈ X
Deﬁnición 8.9 Se llama Grupo Fundamental de un espacio topológico X conexo por ca-
minos, y se denota por pi1(X), al Grupo fundamental de X en un punto cualquiera de
dicho espacio topológico.
Deﬁnición 8.10 Se dice que un espacio topológico es simplemente conexo si es conexo
por caminos y pi1(X) = {[c∗]}, es decir, si todo lazo sobre dicho espacio topológico es borde
de un disco.
Teorema de clasiﬁcación de superﬁcies
Teorema 8.11 Toda superﬁcie compacta, conexa y sin borde es homeomorfa a una y sólo
una de las superﬁcies siguientes: a una esfera, a una suma conexa de toros o una suma
conexa de planos proyectivos.
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Homotopía
Deﬁnición 8.12 Dos aplicaciones continuas f, g : X −→ Y son homotópicas (f ' g) si
existe otra aplicación continua H : X × [0, 1] −→ Y tal que:
H(x, 0) = f(x)
H(x, 1) = g(x)
.
Deﬁnición 8.13 Dos espacios X e Y tienen el mismo tipo de homotopía si existen dos
aplicaciones f : X −→ Y y g : Y −→ X tales que g ◦ f ' IdX y f ◦ g ' IdY .
46 La Conjetura de Poincaré
Referencias
[1] E. Cabezas and V.M. Molina (2006). Demostración de Hamilton-Perelman de las
Conjeturas de Poincaré y Thurston. La Gaceta de la RSME 9.1, 1542
[2] F.H. Croom (1978). Basic Concepts of Algebraic Topology. Springer-Verlag, New
York.
[3] F. De Terán Vergara. Apuntes de Álgebra II Ingeniería Industrial. Universidad Car-
los III de Madrid, Departamento de Matemáticas.
[4] A. Hatcher (2004). The Classiﬁcation of 3-ManifoldsA Brief Overview. Expository
of Cornell Topology Festival, 16
[5] M.T. Lozano Imízcoz. La conjetura de PoincaréCien años de investigación. Accesi-
ble en www.fme.upc.edu/ca/arxius/butlleti-digital/pointcare/poincare_
conjetura.pdf
[6] V. Muñoz (2004). Cien años de la Conjetura de Poincaré. La Gaceta de la RSME
7.1, 629653
[7] J. Porti (2000). La Conjetura de Poincaré. Números 4344, 2934
[8] G. F. Torres del Castillo (1999). La representación de rotaciones mediante cuater-
niones.Universidad Autónoma de Puebla, Instituto de Ciencias, Departamento de
Física Matemática. Miscelánea Matemática 29, 4350
