A recent development in the theory of lattice rules has been the introduction of the unique ultratriangular D−Z form for prime-power rules. It is known that any lattice rule may be decomposed into its Sylow p-components. These components are prime-power rules, each of which has a unique ultratriangular form. By reassembling these ultratriangular forms in a deÿned way, it is possible to obtain a canonical form for any lattice rule. A special case occurs when the ultratriangular forms of each of the Sylow p-components have a consistent set of column indices. In this case, it is possible to obtain a unique canonical D−Z form. Given the column indices and the invariants for an ultratriangular form, we may obtain a formula for the number of ultratriangular forms, and hence the number of prime-power lattice rules, having these column indices and invariants.
Introduction
Lattice rules are equal-weight quadrature rules of the form
f(x j ); which are used to approximate the integral of f over the unit hypercube. An s-dimensional lattice L is a discrete set of points in R s which is closed under normal addition and subtraction. It is an integration lattice if it contains the unit lattice, Z s , as a sublattice. The quadrature points x 0 ; : : : ; x N −1 in an s-dimensional lattice rule are all the points in some integration lattice that also belong to [0; 1) s .
An important property of lattice rules (as shown in [8] ) is that they may be expressed as a multiple sum of the form ). Form (1) may be referred to as a t-cycle D−Z form or simply a D−Z form, and is denoted by
Q[t; D; Z; s];
where D = diag{d 1 ; d 2 ; : : : ; d t } and Z is a t × s integer matrix whose ith row is z i .
When t = 1 in (1) we get a number-theoretic rule. Such rules were ÿrst introduced in [1, 2] . They have been widely studied and are also known as the method of good lattice points. A detailed account on them may be found in [5, 6] .
The number of distinct quadrature points in a lattice rule Q is known as the order of the rule and denoted by (Q). A D−Z form of Q may be repetitive; that is, for some k ¿ 1 satisfying k | det D,
When (Q) = det D, the D−Z form is said to be nonrepetitive.
A lattice rule can have many D−Z forms, some of which may be repetitive. This lack of uniqueness was partly overcome in [8] where it is shown that every lattice rule has a nonrepetitive canonical form Q[r; D; Z; s] in which r6s, the diagonal elements of D satisfy d i+1 | d i ; 16i ¡ r, and d r ¿ 1. The value of r and the matrix D are unique. Here, r is known as the rank of the rule and the elements d 1 ; : : : ; d r are known as the invariants. However, though r and D are unique, there remain many possibilities for Z. Except for the case of projection-regular rules (see [9] ) and prime-power rules (see [3] ), no such unique Z is available. In the latter case, the unique D−Z form developed is known as an ultratriangular form. Associated with each ultratriangular form is a set of column indices.
In the following section, we give some required deÿnitions and results as well as some properties of prime-power lattice rules. In Section 3 we present the theory behind decomposition of a general lattice rule into prime-power rules and their appropriate reassembly to obtain a canonical form for a general lattice rule.
In this paper we shall extend the class of unique representations by making use of the fact that any lattice rule may be expressed as a sum of prime-power rules. This is done in Section 4 where we treat a special class of lattice rules, in which all the prime-power component rules have a consistent set of column indices in their ultratriangular form. For these we obtain a unique D−Z representation. In this unique form, Z is a column-permuted unit upper triangular matrix and has some of the properties inherited from the ultratriangular forms of its component rules.
In Section 5 we derive a formula for calculating the number of ultratriangular forms, and hence the number of prime-power rules, having given invariants and column indices.
Background material
In order to construct our unique D−Z form from any given D−Z form, we shall use certain transformations which leave the rule unchanged. The transformations required in this paper are taken from [3] and given in the following theorem. Theorem 1. The rule Q = Q[t; D; Z; s] given in (1) is unaltered if Z is modiÿed by applying one of the following transformations; or a sequence of them:
A full list of transformations may be found in [3] . In this paper we shall need one further transformation. This is given in Lemma 5 of the following section.
We now consider lattice rules of prime-power order or simply, prime-power lattice rules. A lattice rule Q is said to be a prime-power rule if (Q) = p ÿ , for some prime p and positive integer ÿ. As mentioned earlier, Lyness and Joe [3] have developed a unique canonical form, the ultratriangular form, for prime-power rules. This unique form is based on a column-permuted version of a upper triangular matrix and plays a crucial role in the development of new results in this paper. The unique ultratriangular form for a prime-power rule is deÿned as follows. 
Given a D−Z form for a prime-power rule, the ultratriangular form may be obtained by using certain transformations, some of which are given in Theorem 1. The full details may be found in [3] . This form for a prime-power rule is a canonical form with rank t and invariants d 1 ; d 2 ; : : : ; d t .
As an example, consider the Z-matrix
where the a j ; 16j66; b k ; 16k62; c ' ; 16'64, and d m ; 16m63, represent integers. This is a 5 × 6 cpuut matrix with column indices given by 1; 6; 4; 2; 5. For this Z to satisfy the requirements of an ultratriangular form, the integers denoted by d m should satisfy condition (d), but not necessarily condition (f) of the above deÿnition; the integers denoted by a j need to satisfy condition (f), but not necessarily condition (d); whereas the integers denoted by c ' should satisfy both of the conditions (d) and (f). Condition (b) of the above deÿnition ensures that the integer values in the ith row belong to the interval [0; d i ).
Decomposition and reassembly of lattice rules
We start this section with the sum of two lattice rules. This is a very simple but important concept.
Deÿnition 4. Suppose Q 1 and Q 2 are two s-dimensional lattice rules. If
where x j ; y k ∈ [0; 1) s , then their sum Q, written as Q 1 + Q 2 , is the s-dimensional lattice rule given by
We have (Q 1 +Q 2 )6 (Q 1 ) (Q 2 ) with equality being valid if (Q 1 ) and (Q 2 ) are relatively prime (see [7, pp. 54-56] ).
If
, then it is not di cult to show from (1)- (3) that a D−Z form for the sum of Q 1 and Q 2 is given by Q[t 3 ; D 3 ; Z 3 ; s], where t 3 = t 1 +t 2 , D 3 = diag{D 1 ; D 2 }, and
Thus, we write
The following lemma gives another transformation that we shall need in this paper. This follows from the discussion in [7, p. 51 ].
Lemma 5. When m and n are relatively prime;
Suppose we have a D−Z form with det D having prime factorization
with the prime factorization of individual elements d i given by
(Some values of ÿ j; i may be zero for 16j6q.) If we let
k , then it is shown in [4] that the lattice rule Q = Q[t; D; Z; s] may be decomposed as
where
Hence a general lattice rule may be decomposed into the sum of its Sylow p k -components.
Let C (k) denote a canonical form of P (k) with rank and invariants
is a Z-matrix of this canonical form. We then have the following result.
Theorem 6. Suppose the lattice rule Q may be expressed as the (direct) sum
where C (k) ; given by (5), is a canonical form for the Sylow p k -component of Q. Then Q has a canonical D−Z form Q[r; D; Z; s]; where r = max(r (1) ; r (2) ; : : : ; r (q) )
and
Proof. The fact that Q has a canonical D−Z form Q[r; D; Z; s] with r and d i as given in (6) and (7), respectively, follows from [4] . The expression for z i in (7) may be obtained by repeated application of the transformation given in (4).
Note in (6) and (7) that if there is a value of r (k) less than r, then we need values of d r . To obtain these values, we use the trivial invariants d
r =1 and arbitrarily take the vectors z 
Here we take p 1 = 2, p 2 = 3, and p 3 = 5. We ÿrst write Q as a sum of its Sylow p k -components, that is, Q = P (1) + P (2) + P (3) , where P (k) = Q[t; D (k) ; Z; s] with t = 2; s = 3, and
Now we need a canonical form for each Sylow p k -component which we shall take to be the unique ultratriangular form. We write U (k) for the ultratriangular form of the Sylow p k -component. Associated with each U (k) are the r (k) column indices (see Deÿnition 2) which we denote by Á
Using the procedure given in [3] we ÿnd that Q = U (1) +U (2) +U (3) , where
= r (3) = 2, and
The column indices for U (1) , U (2) , and U (3) are given by Á
(1) 
Hence the original D−Z form cannot be a canonical form since it was repetitive. Following the procedure given in Theorem 6, we obtain a canonical form for the lattice rule speciÿed by (8) 
By using Theorem 1(b), this Z-matrix may be replaced by Z = 261 658 327 5 3 7 :
4. Unique form when the Sylow p-components in ultratriangular form have a consistent set of column indices
In this section we consider the canonical form obtained from Theorem 6 when the canonical forms for all the Sylow p k -components are ultratriangular forms. We shall see that the canonical form is unique when the column indices for these ultratriangular forms are consistent (to be deÿned below).
Recalling
(') = r. Now let the column indices for the ultratriangular form U (') be denoted by Á 1 ; : : : ; Á r . Then we say that the column indices of the ultratriangular forms for the Sylow p k -components are consistent when for 16k6q,
We shall assume that this is the situation throughout this section.
Since the column indices are consistent, then all the z (k)
i , 16k6q, 16i6r, have zeros in positions Á 1 ; : : : ; Á i−1 . It follows from (7) that z i has zeros in the same positions. Moreover, the Á i th component of z i is given by
(Note that for values of m for which r (m) ¡ r, we arbitrarily took the vectors z 
Using Theorem 1(a), we can multiply z i by i and we see from Theorem 1(b) that the Á i th component of z i may be replaced with a 1. Note that in these transformations of z i , any zero components are preserved. This leads to the following lemma.
Lemma 7.
If the column indices for the ultratriangular forms of its Sylow p-components are consistent; then Q may be expressed in a canonical form in which Z is cpuut with column indices Á 1 ; : : : ; Á r .
If the column indices for the ultratriangular forms are not consistent, then there is no guarantee that the Z-matrix can be made cpuut. This is evidenced by the example at the end of the previous section in which the Z-matrix was given in (9) .
In order to show that it is possible to obtain a unique D−Z form, it is convenient to pad out the canonical r-cycle form to an s-cycle form. To do this, we take d r+1 = · · · = d s = 1. Moreover, we note that there are s − r values in {1; 2; : : : ; s} which are not assigned to be column indices. We now take Á r+1 ; : : : ; Á s to be these s − r unassigned values such that
Then for r + 16j6s, we take z j to be the unit vector having an 1 in the Á j th position and zeros elsewhere. Thus, the canonical form of Theorem 6 (with all the C (k) taken to be ultratriangular forms with a consistent set of column indices) may be extended artiÿcially to the s-fold sum If the column indices happen to be Á i = i for 16i6s, so that the Z-matrix is unit upper triangular, then the corresponding lattice rule is said to be projection regular. In this case, Theorem 9 below recovers the result found in [9] . If this is not the case, then permuting the columns of Z in a standard D−Z form in accordance with the column indices would give a unit upper triangular matrix.
It follows from Lemma 7 and the padding procedure described above that the s × s matrix Z can be assumed to be cpuut. If it is not already in standard form, then it can be transformed into standard form by using a sequence of transformations
where a denotes the integer part of a. Theorem 1(c) shows that such a transformation leaves the lattice rule Q unchanged. Transformation (12) a ects only z k , the kth row of Z. Moreover, since z m has zeros in positions Á 1 ; Á 2 ; : : : ; Á m−1 , the above transformation leaves the corresponding components of z k unaltered, but generally alters the remaining components. In particular, since Z m; Ám = 1, we see that Z k; Ám is replaced by
which clearly satisÿes Deÿnition 8(b). Once Z k; Ám has been replaced by Z k; Ám , then any further transformations of the form (12) must be ordered in such a way that the new component Z k; Ám is not altered again. This property holds if we deal successively with z 1 ; : : : ; z s−1 , and in each vector z k alter the components Z k; Áj , k ¡ j, in order of increasing j. Proof. This proof is based on the proofs of [7, Theorem 3.49; 3, Lemma 5.11]. We shall use induction to prove that Z is unique.
Suppose Z and Z are two alternative forms of a Z-matrix of rule Q, both in standard form. Both Z and Z have the same column indices Á 1 ; : : : ; Á s . Also, since both Z and Z are cpuut, then they have the same Á 1 th column (all components being zero except for the ÿrst element which is 1).
Let us suppose columns Á 1 ; : : : ; Á m−1 of Z coincide with the corresponding columns of Z , but that for some k, Z k; Ám = Z k; Ám . (Note that such a value of k must be less than m as both Z and Z are cpuut.) We see from 11 that both z k =d k and z k =d k belong to the integration lattice corresponding to Q. From the properties of a lattice, the di erence
As such, it may be expressed as
Taking components Á 1 ; Á 2 ; : : : ; Á m−1 of (13) in turn, we ÿnd that j i = 0 for 16i6m − 1. Consideration of the Á m th component yields
with the ÿnal equality following because Z i; Ám = 0 for all i satisfying m + 16i6s. Thus,
Since Z k; Ám and Z k; Ám are both in the interval [0; d k =d m ), it follows that (14) can be satisÿed only if j m = 0. It follows from (14) that, contrary to the hypothesis, Z k; Ám = Z k; Ám for all k, and so column Á m of Z and Z also coincide. Thus the hypothesis that columns Á 1 ; Á 2 ; : : : ; Á m−1 of Z and Z coincide leads to the same being true of column Á m . It follows by induction that Z and Z must be the same matrix. Thus we conclude that the Z-matrix in standard form must be unique.
Number of prime-power rules having given column indices
As mentioned earlier, any prime-power rule can be written in a unique ultratriangular form in which the Z-matrix is cpuut with unique column indices. In this section we obtain a formula for the number of ultratriangular forms, and hence the number of prime-power lattice rules, with speciÿed invariants d 1 = p ; Á 1 ; : : : ; Á t ). In turn, this quantity will depend on the four quantities i ,ˆ i , i , andˆ i for 16i6t which are deÿned below.
To aid the understanding of the deÿnitions of these four quantities, we shall discuss them in the context of an example. This example is the D−Z form of a prime-power rule in which s = 6, p = 2, Table 1 The values of the parameters
Äi 1  1  5  0  0  4  0  ---2  3  4  5  3 27 6 8  2  6  4  3  1  0  0  3  4  5  ----6 4  3  4  3  1  1  1  1  4  --5  ---16  4  2  2  0  1  1  2  ---5  ---8  5  5  1  0  3  0  1  ------- 
where the a represent integers. For i satisfying 16i6t, let i be the number of column indices that are less than Á i and that have a subscript larger than i. Suppose these subscripts are k Table 1 above.
Note that if there exists a j satisfying 16j6 i for which p i = p k j , then there are no lattice rules having the given column indices because we would then have p i = p k j with k j ¿ i, but Á kj ¡ Á i which, from Deÿnition 3(e), is not permissible. Let us suppose that this is not the case. By deÿnition, the subscripts k 1 ; : : : ; k i are all larger than i, so it follows from Deÿnition 3(f) that
However Now denote byˆ i the number of column indices that are less than Á i and that have a subscript less than i. For i = 1 in the example above, Á 1 = 1 and there are no column indices less than 1, so thatˆ 1 = 0. When i = 2, Á 2 = 6 and though there are four column indices less than Á 2 = 6, only one of them, namely Á 1 = 1 has a subscript less than i = 2. Hence,ˆ 2 = 1. The remaining values ofˆ i are given in Table 1 .
Because the Z-matrix is cpuut, the components of z i have to be zero in the positions speciÿed by theseˆ i column indices. Thus, so far, of the components of z i in positions 1; : : : ; Á i − 1, we have accounted for i +ˆ i of them. Each of the remaining Á i − 1 − i −ˆ i components have to belong to [0; p i ), but also satisfy Deÿnition 3(d) from which we conclude that the number of possibilities is
Similarly, let i be the number of column indices that are larger than Á i and that have a subscript larger than i. The corresponding subscripts are denoted by '
1 ; : : : ; '
, which we write here as simply ' 1 ; : : : ; ' i . For i = 1 in the example above, Á 1 = 1 and all the column indices Á 2 ; Á 3 ; Á 4 , and Á 5 are larger than Á 1 = 1. Moreover, their subscripts are all larger than i = 1. Therefore, 1 = 4 and the corresponding subscripts are given by ' 1 = 2; ' 2 = 3; ' 3 = 4, and ' 4 = 5. When i = 2 there are no column indices larger than Á 2 = 6 so that 2 = 0. Table 1 contains the other values of i and ' j .
Deÿnition 3(f) shows that
Since these i column indices are larger than Á i , the restriction of Deÿnition 3(d) does not apply and we conclude that the number of ways of choosing the components of z i in positions Á '1 ; : : : ; Á ' i is
Finally, let us denote byˆ i the number of column indices that are larger than Á i and that have a subscript less than i. It follows from the deÿnitions of i ;ˆ i , and i that i +ˆ i + i +ˆ i = t − 1. Hence, we havê
Because the Z-matrix is cpuut, the components of z i have to be zero in the positions speciÿed by theseˆ i column indices. Thus, so far, of the components of z i in positions Á i + 1; : : : ; s, we have accounted for i +ˆ i of them. Each of the remaining s − Á i − i −ˆ i components have to belong to [0; p i ), from which we conclude that the number of possibilities is
This discussion and Eq. (16)-(19) lead to the following result.
Theorem 10. For 16i6t; let i be the number of column indices that are less than Á i and that have a subscript larger than i. Suppose that the subscripts of these column indices are k . Now denote byˆ i the number of column indices that are less than Á i and whose subscript is less than i. Similarly; let i be the number of column indices larger than Á i and that have a subscript larger than i. The corresponding subscripts are denoted by ' where empty products are taken to be 1; that is; when i and=or i are zero. For the D−Z form given in (15), the full list of values for the various parameters are given in Table 1 . The total number of prime-power lattice rules having D = diag{32; 16; 8; 4; 2} and column indices given by 1; 6; 4; 2; 5 is As another simple example, we consider the case of projection-regular rules which we recall are rules for which Á i = i. Since Á i = i, it is not di cult to show that i = 0;ˆ i = i −1; i = t −i; ' Hence, the total number of projection-regular prime-power lattice rules having invariants p which recovers the result found in [7, p. 66 ].
