Abstract-Information-Centric Networking (ICN) is a novel paradigm for future Internet architectures. It exploits the current trend in Internet usage which mostly involves information dissemination. ICN architectures based on the publish/subscribe model use names for information in order to route requests and data, as well as to facilitate in-network caching, anycasting and multicasting for efficient content delivery. However, the number of named information objects is expected to be huge in the future Internet, raising serious concerns with respect to a global-scale deployment of ICN. Routing and forwarding will require vast amounts of state, which pushes storage, maintenance and processing demands to the limit. In this paper we discuss the feasibility of deploying the Data Oriented Networking Architecture (DONA) by leveraging cloud computing facilities. We identify the exact scalability concerns for DONA based on simulations over a realistic model of the current Internet topology and find that registrations for information objects lead to a state explosion. For this reason, we then discuss how cloud facilities can assist DONA deployment, focusing on various options for deploying DONA in the cloud and their suitability for different areas of the inter-network.
I. INTRODUCTION
The Information-Centric Networking (ICN) paradigm was proposed during the past few years in an effort to reflect the current user needs for information on the Internet. A considerable amount of research is devoted to the design of alternative Internet architectures [1] - [5] along the lines of ICN, as today's Internet usage is increasingly turning towards disseminating information rather than offering pairwise communication between end hosts. Information in ICN is organized in named Information Objects (IOs) 1 which have a central role in the overall functionality. Routing and forwarding decisions are guided by the identity of IOs, rather than location addresses identifying end-hosts. Moreover, ICN adopts Publish/Subscribe as its service model, which results in inherently decoupling information in space and time. This means that requests resolve to the desired IOs rather than their hosting location, and that the model is asynchronous as entities requesting (subscribers) or offering (publishers) information do not have to be concurrently online. This decoupling is ideal for supporting mobile entities, i.e. applications running on mobile devices or mobile (software) agents. Apart from mobility support, ICN facilitates efficient communication models such as multicast or anycast, while it inherently benefits traditional acceleration mechanisms such as caching.
A major challenge faced by all ICN efforts relates to scalability in global scale deployment. In ICN, IOs are named in order to guide routing and forwarding decisions in the network through a name resolution process i.e., IO names are used to determine the paths followed by subscription requests and the data published in response. However, the size of the namespace used for IOs is expected to be enormous. Considering that (a) the current number of unique web pages indexed by Google is greater than 1 trillion [6] and that (b) billions [7] of devices (mobile phones, sensors, home appliances etc.) will be offering additional content to future networks, one should expect that any name resolution approach will have to handle unique IOs in the order of 10 13 . Some studies raise this estimate even further to 10 15 [8] . Even though hierarchical naming schemes can reduce this number to 10 8 [9] and aggregation techniques designed for ICN [10] can mitigate the problem to some extent, scalability concerns remain prevalent.
In this context, several approaches have been proposed for name-resolution, focusing on handling the huge load for name resolution and routing state. The Data-Oriented Network Architecture (DONA) [5] is a name-resolution architecture designed to perfectly adapt to the underlying topology and policies, at the cost of accumulating vast amounts of routing state going upwards in the hierarchy of Autonomous Systems (ASes), with Tier-1 providers managing the entire namespace, in order to guarantee the global resolution of available information. Despite its susceptibility to excessive routing state, DONA remains an important approach, as its adaptation to the network topology is unique among ICN architectures, influencing other approaches such as [3] . The design of DONA involves a network of Resolution Handlers (RHs) responsible for maintaining information about the availability and the location of IOs in the network. RHs are deployed following the inter-domain topology architecture, with routing state being forwarded from customer to provider ASes and between peering ASes. Intuitively, the aggregation of routing information at the higher levels of the AS-level topology raises concerns on the ability of DONA to scale, especially when considering the huge size of the routing name space.
In order to address these concerns, other approaches have taken advantage of the scalability properties of distributed hash tables (DHTs) [8] , [10] - [12] . However, it has been shown that a significant penalty is payed for this scalability, expressed in highly stretched name-resolution paths, often also violating the underlying routing policies, even in the presence of extensive caching [12] . This is in direct contrast to DONA (and similar approaches [13] ) where name-resolution paths always follow shortest-path, BGP compliant routes.
In this paper we take a detailed look at the scalability concerns for global name-resolution in ICNs, from the perspective of advances in cloud computing. Motivated by (a) the ability of the cloud to aggregate and offer on demand large volumes of resources, and (b) the routing efficiency of DONA, we revisit the related scalability concerns and attempt to assess the ability of cloud computing technology to address them. Our target is to investigate the extent to which cloud computing can assist in the realization of the DONA architecture, thus enabling an Internet scale, ICN name-resolution system with efficient routing properties. In this effort, we first carefully explore these scalability concerns. To this end, it is important to note that the exact magnitude of the routing state accumulated at each AS is primarily determined by the structure of the inter-domain topology and the routing policies established. Hence, we engage in the study of the impact of the interdomain topology structure on the distribution of routing state in DONA. Our purpose is to offer a precise look on the resource requirements at each level of this hierarchy. Our observations then constitute the necessary input for assessing the suitability of the cloud paradigm for the support of the desired functionality and the different ways that cloud facilities can be exploited by the DONA architecture.
The paper is organized as follows. In Section II we provide the reader with background on the Internet topology landscape and the core design decisions in DONA. We proceed with our evaluation results of DONA and a discussion triggered by our findings on the impact of the Internet topology to DONA's scalability in Section III. Then, we discuss the potential of globally deploying DONA by using the services and capabilities offered by cloud computing, before discussing related work in Section V and concluding in Section VI.
II. BACKGROUND
In this section we first provide an overview of the AS-level routing landscape on the Internet, describing the structural characteristics of the inter-domain graph and the routing relationships between ASes. Then, we describe DONA, focusing on the routing state that it establishes across the topology.
A. Inter-domain routing
Inter-domain routing on the Internet follows a hierarchical structure, imposed by the routing relationships established through business agreements between ASes. In general, ASes at a certain level of the hierarchy act as providers of transit traffic services to lower level customers ASes. As a result, a hierarchy of provider-to-customer relationships is formed recursively, in which customers are charged by their direct providers for connectivity and traffic transit services; direct providers are themselves customers of other provider ASes and so forth, up until the highest level of the hierarchy composed by Tier-1 providers. Tier-1 ASes communicate either directly with each other or via other Tier-1 ASes, thus guaranteeing global connectivity and transit services between any two ASes on the Internet. Given that billing between providers and customers is mostly subject to the amount of transit traffic, ASes tend to establish connectivity with multiple providers for load and cost balancing reasons, as well as for redundancy; this practice is known as multihoming.
Apart from provider-customer relationships, ASes also establish peering relationships for the direct exchange of traffic. 2 The main incentive for establishing peering agreements is to avoid using the expensive transit services offered by providers. Charging between peering ASes is subject to the exact terms of the peering agreements: for symmetric traffic exchange patterns it may be zero, while for asymmetric ones it may depend on the balance of traffic exchanged between the peers.
Through the years, the Internet topology has dramatically evolved in scale and structure. Multihoming and the establishment of multiple peering relationships between ASes has resulted in an AS-level topology graph that is far from purely hierarchical, making the classification of ASes across the topology difficult. In this paper, we adopt the methodology proposed in [15] and also used in [14] , according to which the set of ASes is classified into four tiers based on the number of their downstream customers (this number is called the customer cone or simply the cone of an AS). The four tiers are: (i) Stub networks, i.e. networks that have no more than 4 customer networks (all access networks belong to this category), (ii) Small ISPs, i.e. ASes that have a cone size between 5 and 50, (iii) Tier-1 ASes, i.e. ASes at the highest level of the hierarchy which do not act as customers for another AS, (iv) Large ISPs i.e., the remaining ASes which have a larger cone than small ISPs but are not tier-1. The cone size limits used in this classification were derived by inspecting the shape of the cumulative distribution function (CDF) of cone sizes across the entire topology as in [15] , with the results shown in Fig. 1 based on the latest CAIDA traces 3 ; Table I shows the number of ASes in each class, based on these traces [16] . It is clear that the vast majority of ASes belong to the Stub category.
B. Data-Oriented Name Architecture
The Data Oriented Network Architecture (DONA) [5] employs a two-level hierarchical name-space for Information Objects (IOs). Each IO is associated with a principal. The identifier of an IO is composed by the cryptographic hash of its principal's public key and a label unique to that principal, thus forming a two-level self-certifying unique name. Name resolution is performed by Resolution Handlers (RHs) with at least one logical RH at each AS, possibly realized by one or more physical incarnations. RHs interconnect along the lines of the hierarchical interconnection of different ASes in the Internet, thus forming a corresponding RH hierarchy. Peering agreements between ASes are also included in DONA's resolution layer through the interconnection of the respective RHs. The role of an RH is to communicate and maintain registrations for IOs, as well as to propagate requests for name resolution to the corresponding IOs.
Publishers of IOs issue a REGISTER message towards their local RH for each IO they wish to make available to the network. The RH propagates the REGISTER message upwards in the inter-AS hierarchy as well as to RHs residing at peering ASes. Propagation stops at the top-most layer of the hierarchy i.e., Tier-1 RHs. The reception of a REGISTER message informs an RH of the availability of the corresponding object. The state kept at each RH for a received registration is a mapping between the name of advertised information and the IP address of the RH that forwarded the REGISTER message to the current RH. Therefore, resolution state consists of (name, next hop RH) pairs. Resolution requests are realized by FIND messages which are similarly forwarded upwards in the hierarchy, until some RH along the resolution path matches the request to a registration entry. Upon a match, FIND messages are propagated through the reverse path of the corresponding REGISTER messages until they reach the IO. Data transfer is triggered by the delivery of the FIND message to the publisher of the corresponding REGISTRATION message and takes place through regular IP routing/forwarding.
DONA also supports the extension of RH functionality with IO caching. In this case an RH can change the source IP address of an incoming FIND message with their own, before further forwarding the message. As a consequence, the corresponding IO will be delivered to the RH which can cache them before forwarding them to the original requestor.
Since DONA's RH layer closely follows the inter-AS routing graph, name resolution takes place along the corresponding BGP paths. However, it is crucial to note that this is only enabled by the creation and maintenance of a registration entry at each RH traversed by a REGISTRATION message. This results in multiple RHs in the overall architecture maintaining name-resolution information for each IO, leading to an increased total amount of state that has to be handled, especially at the topmost layers. We make an attempt to quantify this overhead in the following section.
III. PERFORMANCE EVALUATION
In this section we first present our simulation setup and methodology and then proceed with the presentation and discussion of our findings.
A. Simulation setup and methodology
For the purposes of our study, we developed a custom, simplified DONA simulator, which simulates the registration of IOs along with the name resolution functionality. We employed the AS-level Internet graph inferred by the CAIDA BGP traces [16] in an effort to gain a realistic view of the distribution of routing state in DONA. We considered a simple simulation setup that comprises only one logical RH per AS, with REGISTER messages generated only by stub networks. The latter is commonly the case on the Internet, where content providers usually reside at the lowest level of the inter-domain hierarchy. Unless otherwise stated, each stub AS generates one distinct registration message that is propagated following the established customer-provider and peering links. In cases of multihoming, RHs forward registrations to the RH of their default provider AS which is randomly selected. Incoming REGISTER messages from RHs at peering domains are not further propagated upwards in the RH hierarchy. Based on this setup we investigate the process of routing state aggregation at each AS, measuring the number of registration entries maintained by each RH once all registration messages have been propagated throughout the network.
B. State distribution
With DONA multiple registration entries must be maintained across the hierarchy of ASes for each IO made available to the network. In the following, we express the size of the aggregated state at each AS as a percentage of the overall number of unique registration entries across the network of RHs, in an effort to quantify the degree to which per IO state is replicated throughout the network. We define the multiplier m, as the ratio of the total number of registration entries maintained throughout the inter-domain topology (RE total ) to the total number of unique information objects (RE unique ):
Our measurements provide a value of m = 210.70 meaning that DONA state is heavily reproduced across the internetwork, as a result of both the overall architecture design and the structure of the inter-domain graph. This is the price paid in DONA for establishing a BGP compliant routing scheme for name resolution i.e., registration information must be heavily reproduced on the higher tiers of the topology in order for name resolution paths to fit their BGP counterparts. Based on this observation, we next examine how this state is distributed across the network. Figure 2 shows the cumulative distribution function (CDF) of the size of the state maintained by ASes across the inter-domain topology. The x axis is in log scale and expresses this size as a percentage of the total number of IO entries in the network. The All curve refers to the state size across all tiers. The distribution is heavily skewed, both across and within the tiers of the inter-domain topology. More than 89% of all ASes are only burdened with one registration entry (their own), with the remainder (3809 ASes in total) being disproportionally loaded with state, even reaching the entire available state in the network. This is a direct consequence of the structure of the inter-domain topology. The vast majority of ASes belong to the Stub tier (93.02%, see Table I ), out of which only a small fraction (3.61% or 1237 ASes) has more than one (and up to 4) customers that contribute with registration entries. The heavily skewed distribution of state overhead becomes clearer by inspecting the average and median values of state size values per tier in Tables II and III. In Table II On closer inspection, each tier is defined by the cone size of the participating ASes, which in turn determines the size of the accumulated state i.e., all (distinct) registrations created by the members of a cone are eventually stored at the AS for which the cone is defined. This state is further augmented by the entries received from peering ASes. This is clearly demonstrated in Figure 3 which shows the relation between the cone size and the state size, this time expressed in absolute values (both axes are in log scale). The large concentration of points in the diagonal denotes that the amount of state accumulated by DONA RHs is mainly affected by the size of the cone of the current AS. At the same time, the scattered points above the diagonal show the impact of peering relationships on state size. This is most evident at the upper right part of the graph which depicts the full mesh connectivity at Tier-1. It is important however to note the existence of several cases where ASes with a relatively small cone size maintain state of disproportionate size (upper left area). In these cases, the establishment of peering relationships with ASes at higher tiers (and therefore large cone sizes) results in the reception of large amounts of routing state. Therefore, peering with higher tier ASes becomes quite unfavorable in DONA. Finally, we note that points below the diagonal correspond to ASes whose cone also contains non Stub ASes, which do not generate registrations.
C. Resource requirements
As demonstrated by these results, DONA state distribution across the RH network is heavily concentrated in some ASes, especially those at tier-1, due to DONA's design and the structure of the inter-AS topology graph. It is therefore anticipated that a realization of DONA would present various technical and financial challenges and requirements for the different types of ASes across the Internet. At a technical level, DONA operation poses requirements in the following domains:
• Memory: this refers to both secondary storage and RAM for the maintenance of the registration entries. Efficient data structures are further required to facilitate indexing this information.
• Processing: this relates to the processing of FIND messages, including the processing power required for lookup operation on the indexed data structures.
• Bandwidth: this relates to the networking interface capabilities of each RH for REGISTER and FIND messages, which obviously affect RH throughput. A set of back of the envelope calculations related to these aspects where provided in [5] in an effort to assess the applicability of the proposed architecture. In terms of memory requirements it was concluded that roughly 500 PCs with 8GB of RAM each would be required to allow all registration entries to be maintained in RAM, thus avoiding the delays of secondary storage access. The same ensemble of PCs was calculated to be able to handle an aggregate load of 1Tbps (due to incoming FIND messages). As registrations will inevitably also be maintained in secondary storage, it was concluded that a minimum of 4 TB is required at Tier-1.
Though providing a clearer view of the resource requirements for the support of DONA, we must note that these calculations are based on information related to the current use of the Internet. As the Internet rapidly evolves, we expect these requirements to significantly vary in the future. Apart from the constant increase of the available content in the Internet [7] , the advent of the Internet of Things (IoT) is expected to further bring a multitude of IO that should be represented in a potential DONA realization. This will obviously increase the burden for the infrastructure, thus making these projections very conservative.
IV. THE POTENTIAL ROLE OF THE CLOUD
It is more than obvious that the requirements imposed by DONA can only be met by exploiting cloud techniques. Modern cloud data centers scale to even 100,000 servers, each one with enough resources to host several tens of virtual machines. At the same time, storage costs have rapidly decreased allowing modern data centers to store huge volumes of data. In this context, the aforementioned, conservatively calculated, DONA resource requirements could be well supported by current cloud data center capacities. However, this is only a rough indication of the technical feasibility of a DONA deployment. A series of issues emerge when attempting to gain a more concrete view on the realization of such an architecture in the context of cloud computing.
A. The impact of AS topology
As demonstrated by the results presented in section III-B, the distribution of state overhead, and the associated resource requirements, are very skewed across and within tiers. With the notable exception of tier-1 ASes, a diverse set of requirements exists for the various ASes. This results in a discrepancy in the size of the corresponding investment for the deployment of RHs in private or public cloud data centers and, hence, an imbalance in the CAPEX/OPEX 4 of ASes for the realization of DONA. As seen in section III-B, this imbalance is in principle determined by the structure of the AS level graph and in particular the cone size, as well as the number of peering links, of each AS. Revisiting these results, we see that for the vast majority of ASes, DONA deployment would not require a very large investment. In this respect, modern cloud data center capabilities seem to primarily provide the required solution for tier-1 ASes. However, particular attention must be paid to the effect of peering links. As we saw in Figure 3 , several ASes residing at lower levels of the hierarchy have significant resource requirements for the support of DONA, due to the existence of peering links with higher level ASes. Furthermore, according to [14] , a significant fraction of the established peering links is not present in public BGP data, especially in lower tier ASes, where this fraction reaches up to 90% for large content providers. This means that the cloud will be critical in enabling DONA even at lower hierarchy levels. At the same time, it further shows that the coresponding CAPEX/OPEX is far from proportional to the size of an AS (as expressed by the customer cone size).
In a similar vein, it is important to note the potential imbalance of resource requirements when considering the distribution of content providers (publishers) in the internetwork. It has been recently shown that no more than 150 large content providers are responsible for producing 50% (or perhaps even more) of the Internet traffic (e.g., YouTube [17] ). Although we acknowledge that it is not straightforward to map measured traffic volumes to the number of unique information items published in the Internet, yet we can argue that it is indicative of the uneven distribution of content throughout the Internet. We plan to engage in a detailed quantification of this imbalance and the corresponding DONA dimensioning issues in our future work.
B. The role of virtualization
Current experience from large scale indexing and search services shows that cloud services can satisfy high requirements for computing and storage resources. However, the role of the cloud in the realization of an architecture like DONA cannot be restricted to the provision of large volumes of resources. By enabling multi-tenancy, virtualization in cloud computing allows a significant reduction of the associated CAPEX/OPEX of ASes. This means that the economic benefits of cloud computing could actually ease the realization of future Internet architectures like DONA. At the same time, virtualization further enables the efficient up/down scaling of the allocated resources in cases of significant workload variations. Such variations can be caused by the establishment of an additional peering link between ASes, the interconnection of a new content provider or the emergence of particularly popular IOs (flash crowds).
Nevertheless, deploying DONA in the cloud comes with the cost of routing stretch. Recall that DONA is designed and tailored to the hierarchical inter-network substrate, and that RHs propagate resolution messages along the lines of established BGP-compliant routes. As a result, resolution in DONA does not suffer from stretch, an advantage which can cease to be valid when (partially or fully) offloading DONA's functionality to public cloud facilities such as Amazon or Rackspace, to name a few [18] . Pushing incoming requests from lower level ASes to public data centers would unavoidably result in added stretch during resolution. There is therefore a need to consider different modes of deploying DONA in the cloud, in addition to the default option of relying on public cloud providers.
One alternative to public cloud services is to invest in private facilities for data centers. While public cloud services seem to be a reasonable option for small scale ASes, private facilities seem more appropriate for large ASes and Tier-1 providers which, unlike small ASes, have the ability to invest in data centers so as to avoid the costs implied by unnecessary stretch. Also, note that such ASes need to deal with massive amounts of state and requests for resolution. Nonetheless, even small scale ASes may face huge demands after deploying DONA. As we discussed in section III-B, some small scale ASes are peers with either ASes residing higher in the hierarchy or big content providers such as YouTube. A hybrid cloud approach could work as a remedy for such ASes, based on small scale investments on private data center facilities to directly resolve (or accelerate resolution through replication or caching) "privileged" IOs. By privileged, we refer to any sort of content or service that has to be "specially treated" such as content from big content providers who are willing to pay for fast (i.e., stretch-less) resolution, or popular information for which caching data locally can reduce the cost of data transport through ISPs. For the remaining IOs, resolution can be offloaded to public cloud providers.
C. Enabling content distribution services through caching
On an another front, cloud capabilities are seen as an excellent means to facilitate DONA's caching functionality.
By offering large volumes of storage, the cloud can therefore further contribute to the enhancement of the overall DONA service model, enabling network operators to couple name resolution with content distribution services. Taking a step further, these services could be enhanced by considering other features such as streaming capabilities, content pre-fetching mechanisms, etc. At the same time, the already established communication paths between different ASes, could be used for the gradual formation of inter-domain content delivery platform. This is in alignment with the currently observed market trends where network operators are getting involved in the Content Delivery Network (CDN) market [19] .
V. RELATED WORK
There has been recently a lot of effort put on multi-level DHTs [8] , [11] , [12] for name resolution approaches. The motivation for such solutions is the scalability of hierarchical schemes and the load distribution properties of DHTs, with [10] also using Bloom-filter based aggregation techniques that fit the context of ICN. A common point for such solutions is the organization of the hierarchy based on inter-domain relations, enhanced by DHT influenced characteristics with respect to the routing of requests for resolution. For instance, [12] leverages the inherent ability of the Pastry DHT to respect locality through the use of a proximity metric, resulting in short routes and route convergence. However, all DHT-inspired solutions suffer from violating BGP routing policies as overlay hops go back and forth across the topological hierarchy with solutions such as [12] trying to mitigate that particular issue. Moreover, DHT-like routing increases hop stretch for resolution and, depending on data path formation, even for data routing as well. DONA on the other hand does not scale well, nor does it distribute the load equally among its resources across domain, as we saw, but it is BGP-compliant and it adapts to the current topological structure, which implies no stretch for resolution and data exchange. In practice however, some modes of deploying DONA in the cloud, as discussed in the previous section, will lead to variable levels of routing stretch for resolution messages.
VI. CONCLUSION
Routing and forwarding decisions within the context of Information-Centric Networking are dictated by the names of information objects and services made available to the network. This paper investigated DONA's feasibility as a future Internet name resolution architecture, by identifying and quantifying anticipated scalability concerns. Our simulation findings over realistic Internet topologies validate the susceptibility of DONA towards excessive routing state, with registrations for information or services being heavily replicated by a factor of 210.70. Moreover, the vast majority of ASes maintain minimum state, which means that the load for routing state is unevenly distributed across the hierarchy, with some examples even reaching to the size of the entire available state in the network. Nevertheless, we also find that some small-scale ASes maintain state of disproportionate size due to established peering relationships with bigger ASes. This is an important conclusion as peering relationships seem to be the trend in the inter-AS topology, a practice that is strongly unfavorable to DONA.
Based on our observations, we also discussed the feasibility of deploying DONA in a global scale through leveraging virtualization techniques and scalable storage abilities offered by data centers in the cloud. Virtualization of resources (storage, processing power) can deal with flash crowds, e.g. a sudden increase for popular items, or the establishment of peering relationships, by scaling the amount of allocated resources accordingly. We identified three modes of deploying DONA in the cloud, which trade-off the amount of investment on private cloud facilities against the routing stretch brought by reliance on public cloud facilities. Based on our simulation findings and the properties of DONA, we conclude that investing in private data centers can facilitate tier-1 ASes, as well as ASes which maintain peering links with ASes residing at higher levels or big content providers. Smaller ASes facing high demand but lacking the ability to make large investments in private data centers can either turn to public cloud providers, or choose a hybrid approach that combines a small investment in private facilities along with offloading part of the resolution functionality to the public cloud.
