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Povzetek
V tem diplomskem delu se posvecˇamo zaznavanju in prepoznavanju avtomobilskih
logotipov v slikah. Kot osrednji del predlagamo postopek za detekcijo logotipov,
ki temelji na odkrivanju regij MSER v sliki. Iz teh regij sestavimo kandidate
za avtomobilski logotip, jih opiˇsemo s histogramom orientacij gradientov ter z
nakljucˇnimi gozdovi dolocˇimo, ali kandidatna regija predstavlja logotip, in cˇe, ka-
teri. Predlagali smo tudi izboljˇsave postopka z uporabo alternativnih barvnih
prostorov, geometrijske normalizacije in uporabe lokacije registrske tablice, ki jo
lahko najdemo z enakim algoritmom kot logotip. Za potrebe testiranja algoritma
smo pripravili in anotirali tudi zbirko fotografij avtomobilov, ki vkljucˇuje dvajset
razlicˇnih avtomobilskih znamk. Algoritem dosega vecˇ kot 70% uspesˇnost in z upo-
rabo izboljˇsav tudi nizko sˇtevilo lazˇnih pozitivov. Cˇeprav se v delu osredotocˇimo
na dokaj ozko podrocˇje, bi bilo mogocˇe predstavljene ideje prenesti tudi na iskanje
drugih predmetov s sorodnimi lastnostmi.
Kljucˇne besede: avtomobilski logotipi, zaznavanje, MSER, HOG.

Abstract
This thesis addresses the problem of image-based logotype detection and recogni-
tion. A new algorithm for logotype detection in images of cars is proposed. In
the first stage, the algorithm localizes all maximally-stable extremal regions as
candidates of logotype parts. In the next stage, the regions are combined to create
logotype candidates, which are encoded by histograms of gradients. A random
forest classifier is then used to verify the candidate regions as being logotypes or
not and simultaneously classify them into the type of the logotype. In addition,
improvements to basic algorithm are proposed. The improvements include the
use of alternative color spaces, geometric normalization and use of the car license
plate location to form the logotype position prior. An annotated dataset with
photographs of vehicles of twenty different makes was prepared for evaluation of
the algorithm. The algorithm was able to correctly localize and recognize over
70% of car logotypes at a very low false positive rate. Despite the fact that we
focus on car logotype detection, the algorithm can be easily extended to detection
of arbitrary logotypes or objects that do not violate assumptions we impose on
the logotype appearance.
Keywords: vehicle logos, detection, MSER, HOG.

Poglavje 1
Uvod
Racˇunalniˇski vid je v zadnjih letih dozorel do tocˇke, kjer je postal zanimiv za
sˇtevilne aplikacije, ki so vcˇasih potrebovale podporo cˇloveka ali pa so bile pre-
prosto tezˇko izvedljive. Na primer, cˇe bi zˇelelo podjetje oceniti koliko cˇasa je
televizijska publika izpostavljena njihovim sporocˇilom prek vecˇ sto televizijskih
kanalov, ali koliko oglasˇevanja narocˇa konkurenca, bi potrebovali mnozˇico ljudi, ki
bi spremljali kanale, ter v sˇportnih dogodkih, zabavnih programih in oglasih is-
kali omembe podjetja. Specializiran program za iskanje logotipov lahko s pomocˇjo
racˇunalniˇskega vida tako nalogo opravi bistveno ceneje in ucˇinkoviteje.
Obstaja vrsta primerov v katerih bi bilo mogocˇe sistem, ki zaznava logotipe na
vozilih, uporabiti. Poleg najbolj ocˇitnih, kot je izdelava demografskih statistik ob
trgovskih centrih, do bolj sofisticiranih, kot je optimizacija parkirnega prostora ali
omogocˇanje dostopa vozilom na nujni vozˇnji. V kombinaciji s samodejnim branjem
registrskih tablic pride v uposˇtev tudi za nadzor dostopa ter iskanje ukradenih vozil
in vozil s premesˇcˇenimi registrskimi tablicami.
Zelo pogosta je tudi raba v sistemih za zaznavanje znamke in modela avtomo-
bila, kjer sluzˇi za podporo ter omogocˇa hitrejˇse dolocˇanje. Cˇe poznamo znamko je
namrecˇ mnogo lazˇje dolocˇiti model, saj se nabor mozˇnih kandidatov precej skrcˇi.
Nasˇtete aplikacije se, v drzˇavah z od Slovenije liberalnejˇsim odnosom do sne-
manja in video nadzora, srecˇa tudi v praksi.
V tem delu se ukvarjamo z zaznavanjem in prepoznavanjem logotipov iz slike.
Konkretno se osredotocˇimo na avtomobilske logotipe, vendar pa so predstavljeni
postopki dovolj splosˇni, da bi jih bilo mogocˇe prenesti tudi na druge razpoznavne
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simbole kot so prometni znaki.
1.1 Sorodna dela
Za potrebe industrije se je z odkrivanjem logotipov (tako avtomobilskih kot tudi
ostalih) ter tudi drugih znacˇilnih oblik ukvarjalo zˇe precej raziskovalcev [1] [2] [3]
[4]. Dokaj splosˇno metodo za iskanje (predvsem negibljivih, rigidnih) predmetov
so predstavili Jiang, Meng in Yuan [1]. Pri tej metodi sliko vecˇkrat razdelimo
na manjˇse delcˇke. Vsakicˇ ko je slika razdeljena, se izracˇuna podobnost vizualnih
besed iz posameznega delcˇka s tistimi iz predmeta, ki ga iˇscˇemo. Cˇe zdruzˇimo te
podobnosti posameznih nakljucˇnih razdelitev slike, dobimo jasno predstavo kateri
deli slike so podobni nasˇemu predmetu. Najpomembnejˇsi prednosti tega algoritma
sta gotovo mozˇnosti paralelizacije ter izmenjave hitrosti z natancˇnostjo lokalizacije
logotipa ali objekta vendar pa za polno ucˇinkovitost predvideva vnaprejˇsnji izracˇun
vizualnih besed iz iskalne baze.
Pricˇakovano najvecˇ algoritmov temelji na preizkusˇenem SIFTu (Scale-invariant
feature transform) [5] ter njegovih izpeljankah. SIFT je nacˇin za opisovanje oko-
lice tocˇke v sliki. Ker okolico opiˇse na nacˇin, ki je neodvisen od barve, orientacije,
velikosti in delno celo na izvenravninski odmik, je v racˇunalniˇskem vidu zelo pri-
ljubljen. Med algoritme ki ga uporabljajo, lahko uvrstimo algoritma za detekcijo
logotipov iz [2] in [3]. Prvi lokalizira logotip s pomocˇjo polozˇaja registrske ta-
blice in postopka PCFM (phase congruency feature map) [6]. Logotip se nato
opiˇse z opisniki SIFT ter primerja z modelom s pomocˇjo najblizˇjih sosedov (angl.
nearest neighbours). Nazadnje se sˇe izvede geometrijsko validacijo s pomocˇjo ge-
neraliziranega Houghovega transforma (angl. generalized Hough transform) [7].
Ti postopki so obicˇajno ucˇinkoviti, vendar nas racˇunska zahtevnost navadno stane
mozˇnosti procesiranja v realnem cˇasu.
V zadnjem cˇasu postajajo vedno bolj popularne konvolucijske nevronske mrezˇe
[8] [9] (angl. Convolutional Neural Network, CNN). V [10] je predstavljen algo-
ritem, kjer se nevronska mrezˇa uporabi za dolocˇanje vpadljivih delov slike, kjer
pricˇakujemo logotip. Izbrano okolico opiˇsemo s histogramom gradientov (angl.
Histogram of Oriented Gradients, HOG) [11]. Ta nam omogocˇa, da zanimiv del
slike, ki ga je nasˇla nevronska mrezˇa, opiˇsemo na nacˇin, ki je neodvisen od svetlob-
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nih pogojev, velikosti ter majhnih rotacij. Nato z metodo podpornih vektorjev
dolocˇimo ali je izbrani del slike logotip. Omenjeni postopek je v marsikaterem
pogledu podoben nasˇemu, ki je predstavljen v tretjem poglavju, vendar se veliko
bolj zanasˇa na algoritem MSER [12] in ne kombinira posameznih regij.
V [4] je predstavljen algoritem za zaznavo in prepoznavo prometnih znakov iz
videa. Za izbiro kandidatov uporablja MSER [12], za uvrsˇcˇanje pa HOG [11] in
nakljucˇne gozdove (angl. random forests) [13]. Z algoritmom MSER je mogocˇe
najti temna obmocˇja na svetlem ozadju in svetla obmocˇja na temnem ozadju, ki
se obicˇajno pojavljajo na delih slike, kjer se nahajajo objekti. Ta algoritem je
najbolj soroden objavljen postopek nasˇemu postopku, saj ta uporablja povsem
enake elemente, razlikuje pa se le v podrobnostih.
1.2 Prispevki
V okviru tega dela smo sestavili algoritem, ki v slikah zaznava in prepoznava
logotipe. Izdelali smo analizo njegovega delovanja in predstavili njegove prednosti
in slabosti. Ker v cˇasu izdelave diplomske naloge ni obstajala obsezˇna prosto
dostopna zbirka slik avtomobilov, primernih za nasˇ problem, smo zgradili svojo.
Sestavljena je iz slik, ki so posnete pod podobnimi pogledi, kot bi jih videle obicˇajne
nadzorne kamere. Zbirka je dostopna na spletnih straneh ViCoS [14].
1.3 Struktura naloge
Preostanek te diplome je razdeljen v sˇtiri poglavja. V Poglavju 2 se poda osnove
racˇunalniˇskega vida in ozadje algoritmov predstavljenih v nadaljevanju. To po-
glavje razen nekaj osnovnega racˇunalniˇstva ne predvideva posebnega znanja. Pred-
stavi se delovanje opisnika slik HOG [11] ter algoritem MSER [12], ki je glavni
cˇlen nasˇega postopka za zaznavanje logotipov. V Poglavju 3 je predstavljen nasˇ
postopek za zaznavanje logotipov na avtomobilih s slik ter nekaj nacˇinov kako to
zaznavanje sˇe izboljˇsati v dolocˇenih pogojih. Cˇetrto poglavje predstavi izdelano
podatkovno zbirko fotografij avtomobilov. V tem poglavju je tudi ovrednostena
uspesˇnost nasˇega algoritma na zbirki slik, ki smo jo pripravili ter predstavljene
prednosti in slabosti algoritma. V petem poglavju predstavimo sklepe in smernice
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za nadaljnje delo.
Poglavje 2
Zaznavanje in prepoznavanje v
slikah
2.1 Zgradba slike
Osrednja tocˇka racˇunalniˇskega vida je slika. Ker gre za splosˇno razsˇirjen izraz, si
ga bomo na tem mestu, predvsem za lazˇje razumevanje, malo prikrojili. Nasˇa slika
I, ilustrirana na Sliki 2.1, je predstavljena z poljem, dimenzij H ×W (viˇsina ×
sˇirina).
Vsaka tocˇka v sliki (lahko tudi slikovni element ali piksel, angl. pixel) je
enolicˇno dolocˇena s parom koordinat (x, y). Koordinata x lahko zavzame vredno-
sti med 0 in W − 1 in predstavlja stolpec elementa. Koordinata y lahko zavzame
vrednosti med 0 in H − 1 in prestavlja vrstico elementa. Koordinatno izhodiˇscˇe je
v zgornjem levem kotu.
Slika je sivinska (cˇrno-bela), z 256 odtenki sive, pri cˇemer je 0 najtemnejˇsa
(cˇrna), 255 najsvetlejˇsa (bela), ostali sivinski nivoji pa so enakomerno razpore-
jeni med njima. Vsi elementi imajo torej celosˇtevilsko vrednost od vkljucˇno 0 do
vkljucˇno 255. Opisani postopki predpostavljajo sivinsko sliko, kljub temu, da so
barvne slike veliko bolj pogoste. Te je namrecˇ mogocˇe poenostaviti v sivinske, kar
je pogosto prvi korak pred procesiranjem slik. S temi pretvorbami se tu ne bomo
posebej ukvarjali, lahko pa za lazˇjo predstavo lahko omenimo, da je sivinska slika
ponavadi svetlostna predstavitev barvne (torej kako svetle so posamezne tocˇke,
5
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ne glede na to kaksˇne barve so). Nekaj zgosˇcˇenih podatkov o barvah in barvnih
modelih je na voljo v [15].
Intenziteto (sivinski nivo) piksla na koordinatah (x, y) v sliki I dobimo z I(x, y).
Na nekaterih mestih bo ta zapis poenostavljen v I(p), kjer so p koordinate v sliki.
Slika 2.1: Ilustracija slike I.
2.2 Opis slike z robovi
Opisovanje slike z intenzitetami je precej podrobno, zaradi cˇesar je tezˇko primerjati
objekte na razlicˇnih slikah. Vsakrsˇne spremembe osvetljenosti, barve ali majhne
deformacije pomenijo, da se intenzitete istega objekta razlikujejo iz slike v sliko.
Da bi lazˇje prepoznali isti objekt ob razlicˇnih svetlobnih pogojih, zavrzˇemo de-
janske vrednosti intenzitet, ter obdrzˇimo zgolj informacijo kako se te prostorsko
spreminjajo (v kateri smeri je najvecˇja sprememba in kako velika je). Ker so na
enobarvnih povrsˇinah razlike intenzitet enake 0, gre tu v resnici za opisovanje ro-
bov. Tovrstno nizˇanje nivoja podrobnosti je osnova za nekatere znane opisnike,
kot so SIFT [5], SURF [16] in HOG [11].
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2.2.1 Odvodi
V vsaki tocˇki slike lahko dolocˇimo njen odvod v vodoravni (x) in navpicˇni (y) smeri.
Preprosto povedano, je to vrednost, ki nakazˇe, koliko se intenziteta (svetlost) slike
spremeni v dani smeri. Cˇe je intenziteta sosednje tocˇke vecˇja (svetlejˇsa), je odvod
pozitiven, cˇe pa je intenziteta sosednje tocˇke manjˇsa od dane tocˇke, pa je odvod
negativen. Odvod v smeri x, v tocˇki (i, j), lahko torej dolocˇimo kot
δI(i, j)
δx
= I(i+ 1, j)− I(i, j).
Podobno je dolocˇen tudi odvod v y smeri kot
δI(i, j)
δy
= I(i, j + 1)− I(i, j).
V nadaljevanju ju bom zaradi preglednosti zapisoval kot
Ix(i, j) :=
δI(i, j)
δx
in
Iy(i, j) :=
δI(i, j)
δy
.
Slika 2.2: Odvodi slike
Primer odvajanja je prikazan na Sliki 2.2, kjer sta odvoda v smeri x v tocˇkah
A in B enaka 1 in 0, odvoda v smeri y, v tocˇkah C in D, pa −3 in 1.
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2.2.2 Gradienti
Gradient ∇I v tocˇki (x, y) je vektor
∇I(x, y) := [Ix(x, y), Iy(x, y)] .
Sam po sebi ne pove veliko, cˇe pa izracˇunamo njegovo smer in velikost, dobimo
informacijo o spreminjanju intenzitete v njegovi okolici. Smer gradienta v tocˇki
(x, y) je
θ(x, y) :=

arctan (Iy(x, y)/Ix(x, y)), Ix(x, y) 6= 0,
Π
2 , Ix(x, y) = 0, Iy(x, y) > 0,
3Π
2 , Ix(x, y) = 0, Iy(x, y) < 0,
nedefinirano, Ix(x, y) = 0, Iy(x, y) = 0.
Smer gradienta kazˇe v smer spreminjanja intenzitete od temne proti svetli. Pri
tem velja, da ne kazˇe nujno v vertikalni ali horizontalni smeri, temvecˇ lahko tudi
v druge smeri, odvisno od razmerja sprememb v navpicˇni in vodoravni smeri (glej
Sliko 2.3). V tocˇkah, ki imajo enako intenziteto kot njene sosede, gradient nima
(definirane) smeri.
Poleg smeri lahko gradientu dolocˇimo tudi velikost kot
|∇I(x, y)|=
√
Ix(x, y)2 + Iy(x, y)2.
Ta pove, kako velika je sprememba intenzitete v sosednjih tocˇkah. Cˇe se sosednja
polja zelo razlikujejo je lahko precej velika (pri nasˇi sliki je to |∇I(x, y)|max=√
2552 + 2552 ≈ 360.6), cˇe pa sta sosednji polji enaki, pa je velikost gradienta 0.
Gradient se uporablja pri vrsti problemov. Pogosto ga naprimer najdemo v
algoritmih za iskanje robov v sliki. Za njih je namrecˇ znacˇilno, da se intenziteta
na majhni razdalji precej spremeni, kar se odrazˇa v visokih vrednostih velikosti
gradienta |∇I(x, y)|. Primer takega algoritma je Cannyev detektor robov [17].
Poleg zaznavanja robov se gradiente pogosto uporablja za opisovanje slik ali
delov slik. Intenzitete na sliki so namrecˇ odvisne od osvetljenosti (v primeru
barvnih slik pa tudi od obarvanosti), cˇe pa jih opiˇsemo z gradienti, pa ta igra veliko
manjˇso vlogo. Gradient namrecˇ ohrani le informacijo o tem kako se intenziteta
spreminja. Cˇe sliko enakomerno potemnimo ali osvetlimo, so gradienti sˇe vedno
enaki. Kot je prikazano na Sliki 2.4, je primerjava dveh slik z gradienti zaradi tega
veliko bolj robustna na spremembe svetlobnih pogojev.
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Slika 2.3: Gradienti v sliki. Z modro pusˇcˇico je prikazana smer gradienta.
2.2.3 Histogram gradientov
V tem podpoglavju bomo opisali algoritem HOG [11], ki opis slike sˇe izboljˇsa.
Cˇe imamo dve sliki na katerih je isti predmet nekoliko premaknjen ali zavrten, se
gradienti teh slik ne bi skladali in tezˇko bi samo s primerjavo gradientov lahko
rekli, da gre za isti predmet. Resˇitev je sledecˇa: namesto primerjav gradientov na
istih mestih v sliki izdelajmo histogram pogostosti posameznih smeri v sliki. Sliki,
ki se razlikujeta samo v tem, da je predmet na njiju nekoliko zamaknjen, bosta
vsebovali enako pogostost smeri in nastala histograma bosta popolnoma enaka. V
primeru pa, da bi bile smeri v histogramu postavljene dovolj redko pa bi dobili sˇe
robustnost na majhne rotacije.
Izdelava histograma gradientov
Izracˇunamo gradiente v sliki ter jih zaokrozˇimo na nek izbran razmik (npr. 20◦ ali
35◦). Nato jih utezˇimo z velikostjo, tako da veliki gradienti prispevajo v histogram
vecˇ kot majhni. Ne gre se torej zgolj za pogostost posameznih smeri, temvecˇ tudi
njihove velikosti. Rezultat je histogram, ki predstavlja kako znacˇilne so posamezne
smeri v sliki. Na ta nacˇin bi se slika kvadrata izrazila kot histogram, ki ima sˇtiri
enako velike stolpce (tiste, ki vkljucˇujejo 0◦, 90◦, 180◦ in 270◦), ostali stolpci pa
bi bili 0. Ne glede na to, kako velik bi bil kvadrat in ne glede na to, kje v sliki bi
bil postavljen, bi histogram izgledal enako.
Iz zgoraj opisanega bi lahko prehitro sklepali, da je to zelo ucˇinkovit nacˇin
10 POGLAVJE 2. ZAZNAVANJE IN PREPOZNAVANJE V SLIKAH
Slika 2.4: Osvetljenost slike ne vpliva bistveno na gradiente. Prikazane so
tri razlicˇne osvetlitve iste slike (levi stolpec) in velikosti gradientov (desni
stolpec). S cˇrno barvo so oznacˇene tocˇke z nizkimi velikostmi gradientov (0),
z belo pa so oznacˇeni mocˇni gradienti. Slednji se pojavljajo predvsem na
robovih, kjer se intenziteta najbolj spreminja.
za opisovanje slik. Tezˇava nastane pri fotografijah in drugih slikah, ki vsebujejo
veliko razlicˇnih gradientov. Zavrgli smo namrecˇ podatek, kje se ti nahajajo, in
si zapomnili zgolj, kako pogosto se pojavljajo. Histogram slike, kjer se na prvi
predmet A nahaja zgoraj in drugacˇen predmet B nahaja spodaj, bo identicˇen
histogramu, kjer sta ta dva predmeta zamenjana.
Resˇitev je vmesna pot, kjer sliko razdelimo na celice (obicˇajno okoli 20 celic),
ter za vsako izmed njih izracˇunamo histogram gradientov, kot je bilo opisano
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zgoraj. Histograme vseh celic nato enega za drugim zdruzˇimo v vektor. Iz slik ki
so si podobne bo po tem postopku nastal podoben vektor, zato se lahko uporabi
za robustno primerjanje slik. Imenuje se histogram gradientov (angl. Histogram
of Oriented Gradients ali Histogram of Gradient Orientations, HOG) [11].
Normalizacija histograma
Kljub temu, da nam uporaba gradientov namesto intenzitet zagotovi manjˇso obcˇutljivost
na svetlobne pogoje, jo je mogocˇe sˇe izboljˇsati. Gradienti so namrecˇ sˇe vedno
obcˇutljivi na kontrast, saj vecˇji kontrast pomeni vecˇje spremembe v intenziteti, te
pa posledicˇno vecˇje gradiente.
Da bi zmanjˇsali vpliv kontrasta uporabimo lokalno normalizacijo. V preizkusih,
ki sta jih izvedla Dalal in Triggs [11], se je ta izkazala za precej pomembno za dobro
delovanje HOGa.
Celice v sliki zdruzˇimo v prekrivajocˇe se skupine (angl. blocks) ter vrednosti
znotraj posamezne skupine normaliziramo. Preprost nacˇin, kako zdruzˇiti celice, je
naprimer zdruzˇevanje sˇtirih sosednjih celic, ki tvorijo kvadrat. Za normalizacijo
Dalal in Triggs predlagata tri norme, ena izmed njih je L2 norma.
Cˇe je v nasˇ nenormaliziran vektor, sestavljen iz histogramov celic v skupini,
ter je |v|k k-norma tega vektorja in  majhna konstanta, je L2 norma
L2norm(v) =
1
v
√
|v|22 + 2,
pri cˇemer je k-norma vektorja za pozitivno celo sˇtevilo k enaka
|v|k = k
√∑
i
|xi|k.
Normalizirane vektorje skupin zdruzˇimo v en sam vektor, ki predstavlja norma-
liziran opisnik HOG. Ker se skupine celic prekrivajo, ta vektor vsebuje histogram
posamezne celice na vecˇ mestih, vsakicˇ normaliziran v kontekstu druge skupine.
Koraki izgradnje opisnika HOG so nakazani v Sliki 2.5.
2.3 Znacˇilnice
Vrnimo se k iskanju predmetov v sliki. Da bi v sliki nasˇli nek predmet, ga opiˇsemo
z vidnimi lastnostmi (npr. barvo ali obliko), ki so znacˇilne posebej zanj. Od tega
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Slika 2.5: Postopek HOG. a) Originalna slika. b) Gradienti slike, razdeljeni
v celice. Celice so razmejene z belimi cˇrtami. c) Skupini sˇtirih celic, ki se na
sliki prekrivata. d) Vektorja, sestavljena iz sˇtirih histogramov, izracˇunanih
iz celic skupin ter postavljenih skupaj. Ta vektor se normalizira. e) Vse
normalizirane vektorje se zdruzˇi v en skupen vektor. To je HOG opisnik
slike.
kako dober bo nasˇ opis in kako znacˇilne bodo lastnosti s katerimi bomo predmet
opisali, bo odvisna uspesˇnost nasˇega iskanja.
Iskanje predmeta v sliki poteka s postopkom, ki v sliki iˇscˇe strukture, ki imajo
iskane lastnosti. Tak postopek se imenuje detektor znacˇilnic (angl. feature detec-
tor) ali preprosto detektor.
Ker sta barva in oblika dve precej splosˇni lastnosti, se v praksi pogosteje upo-
rabi bolj podrobne elemente predmeta. Izmed teh so sˇe posebej pomembni robovi
in koti, saj dobro nakazˇejo mejo med predmetom in ozadjem ter jih je lahko pri-
merjati med razlicˇnimi slikami. Za iskanje na predmetu izberemo nekaj znacˇilnih
tocˇk (angl. keypoints) ter opiˇsemo njihovo blizˇnjo okolico. Vsi ti opisi skupaj so
predstavitev nasˇega predmeta.
Obstaja vrsta detektorjev. Med bolj priljubljenimi je veliko takih, ki izberejo
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znacˇilne tocˇke v kotih v kotnih strukturah na sliki ter okolico predstavijo s histo-
grami gradientov. Mednje spada priljubljeni SIFT (Scale-Invariant Feature Trans-
form) ter SURF (Speeded-up Robust Features), ki je na njem osnovan. Primer
takega takega detektorja je prikazan na Sliki 2.6. Omeniti velja da pri racˇunanju
histograma gradientov obicˇajno ne gre za povsem isti postopek, kot smo ga opisali
v prejˇsnjem poglavju, temvecˇ katero od izvedenk. Prav tako vsak postopek definira
malo drugacˇen nacˇin kako dolocˇiti znacˇilne tocˇke in kako znacˇilnice opisati.
V podrobnosti SIFTa in SURFa se ne bomo spusˇcˇali. Vecˇ informacij je na voljo
v [5], [16] in [18].
Slika 2.6: Detektor, ki za znacˇilne tocˇke izbere kotne strukture, ter jih opiˇse
glede na orientacije gradientov.
Privzemimo, da je predmet opisan z eno ali vecˇ znacˇilnicami. Da bi ga v
neki novi sliki nasˇli, iz te slike z istim postopkom izberemo znacˇilne tocˇke ter
izracˇunamo znacˇilnice. V primeru da so novo izracˇunane znacˇilnice enake tistim,
ki predstavljajo nasˇ predmet, sklepamo, da smo predmet nasˇli.
Da bi bilo to ponovno racˇunanje cˇim bolj uspesˇno, se pri nacˇrtovanju detek-
torjev uposˇteva dolocˇene kriterije. Mednje spadajo neobcˇutljivost na barvne in
geometrijske spremembe v sliki, cˇim boljˇsa ponovljivost (vsakokrat detektiramo
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znacˇilnico na istem delu predmeta), dovoljˇsne sˇtevilo znacˇilnic ter programska
ucˇinkovitost (tako hitrost racˇunanja, kot kolicˇina potrebnega pomnilnika).
2.4 MSER
2.4.1 Uvod
Eden izmed detektorjev znacˇilnic, ki so dobro naslavljajo kriterije opisane v Po-
glavju 2.3 je MSER (Maximally Stable Extremal Regions) [12]. Sodi v kategorijo
detektorjev pack (angl. blob detectors), ki imajo za znacˇilne elemente packe. To
so neprekinjeni deli slike, obicˇajno nepravilne oblike in priblizˇno enakomerne in-
tenzitete. Originalno je bil predstavljen v [12].
Packe na sliki, ki jih detektor MSER najde, so, sledecˇ iz imena, stabilne eks-
tremne regije. Imenujejo se enako kot detektor (MSER), ali MSER regije, cˇeprav
je seveda detektor poimenovan po njih. Zelo okvirna razlaga bi bila, da so to te-
mne lise na svetlem ozadju ali svetle lise na temnem ozadju, priblizˇno enakomerne
intenzitete.
Mogocˇe si jih je predstavljati na sledecˇi nacˇin. Cˇe v sliki vse tocˇke, ki imajo
intenziteto vecˇjo ali enako g postavimo na 1, in vse tocˇke ki imajo intenziteto
manjˇso od g na 0, dobimo binarno sliko, na kateri so vidne le dovolj svetle tocˇke.
Ta postopek se imenuje upragoavnje (angl. thresholding). Oznacˇimo sliko, ki je
upragovana pri intenziteti g, z Ig.
Cˇe bi g spreminjali od 0 do 256, bi dobili najprej cˇisto belo sliko (I0), saj so
vse intenzitete vecˇje ali enake 0. Nato bi s povecˇevanjem g najprej temni deli slike
postali cˇrni, za njimi tudi svetli deli in nazadnje, pri g = 256, bi bila cela slika
popolnoma cˇrna. Nekje med procesom, bi se v sliki pojavile cˇrne lise. Tiste lise,
ki bi zaradi enakomerne svetlosti za veliko zaporednih vrednosti g ostale priblizˇno
enako velike, so stabilne ekstremne regije. Na Sliki 2.7 je ilustriran ta proces.
Opisani postopek iˇscˇe temne lise na svetlem ozadju, temne lise pa so le ena
polovica ekstremov (minimumi). Druga polovica, maksimumi, se iˇscˇejo po istem
postopku, cˇe sliko negiramo (∀p ∈ I → I(p) = 255 − I(p)) ter postopek ponovno
izvedemo. Obicˇajno se pri iskanju minimumov za MSER uporablja oznaka MSER-
, ter za iskanje svetlih regij na temnem ozadju MSER+. V nadaljevanju poglavja
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Slika 2.7: Upragovanje slike z razlicˇnimi vrednostmi g. Prva slika je origi-
nalna slika. Na drugi in tretji sliki vidimo dve strukturi, ki se kljub velikim
razlikam g ne spremenita. Ti dve strukturi sta MSERa. S povecˇevanjem g
slika postopoma postane vedno bolj cˇrna.
bomo govorili o MSER-, in ga bomo zapisovali kar brez minusa.
2.4.2 Definicije struktur za izracˇun MSER
V tem podpoglavju bomo detektor predstavili sˇe malo bolj natancˇno. Regija v sliki
Q je vsaka nepretrgana podmnozˇica slike I. Nepretrgana pomeni, da za poljubni
tocˇki iz regije, p in q, velja, da je mogocˇe priti iz p v q prek samih tocˇk, ki so
elementi Q. Zunanja meja regije, δQ, je mnozˇica tocˇk, ki niso elementi regije Q,
ampak imajo vsaj enega soseda v Q. Regija Q je ekstremna regija, cˇe zanjo velja
∀p ∈ Q,∀q ∈ δQ→ I(p) < I(q),
torej, da so vsi elementi iz regije, manjˇsi od vseh elementov zunanje meje regije.
Tako definirana ekstremna regija je minimum. Pri MSER+ mora veljati da je
I(p) > I(q).
Cˇe sliko upragujemo z narasˇcˇajocˇimi vrednostmi g, dobimo zaporedje slik, kjer
se cˇrne regije najprej pojavijo, nato povecˇujejo in zdruzˇujejo ter nazadnje postanejo
ena sama regija (glej Sliko 2.7). Vsakicˇ ko g povecˇamo za 1, dobimo na mestu regije
novo regijo, ki je po povrsˇini vecˇja ali enaka prejˇsnji.
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Cˇrne regije, ki nastanejo v tem zaporedju slik lahko povezˇemo, tako, da sta
regiji povezani, cˇe ena vsebuje drugo. Na ta nacˇin nastane drevo, ki ima v listih
ekstremne regije, ki se proti korenu zdruzˇujejo in korenom, ki je ena sama velika
regija. Za vsako vozliˇscˇe v drevesu (regijo), vemo pri kateri vrednosti g je bila
izracˇunana.
Nekaterim regijam v drevesu lahko dolocˇimo stabilnost. Ta je odvisna od tega,
kako hitro se spreminja velikost regije s povecˇevanjem g. Za regijo Qgi , ter regiji
Qg−∆j in Q
g+∆
j , ki sta za ∆ oddaljeni od nje proti listu veje in proti korenu,
dolocˇimo stabilnost Ψ kot
Ψ (Qgi ) =
(∣∣∣Qg+∆j ∣∣∣− ∣∣∣Qg−∆j ∣∣∣) / |Qgi | ,
pri cˇemer |Q| predstavlja sˇtevnost (povrsˇino) regije Q in je ∆ vhodni parameter
nasˇega postopka.
Stabilnost Ψ je odvisen od tega, kako podobni sta si regiji Qg−∆j in Q
g+∆
j . Cˇe
sta popolnoma enaki je vrednost Ψ 0, kar predstavlja zelo stabilno (nespremen-
ljivo) regijo. Regija, ki ima na poti od lista do korena najmanjˇso vrednost Ψ je
maksimalno stabilna ekstremna regija.
Vcˇasih pa so za nas uporabne tudi regije, ki niso maksimalno stabilne, temvecˇ
zgolj dovolj stabilne (Ψ >= Ψmin). Z dobro izbiro parametra Ψmin dobimo vecˇ
MSER regij, ki pa so sˇe vedno dovolj stabilne.
2.4.3 Detekcija MSERa
Kljub temu, da na prvi pogled deluje iskanje MSERov racˇunsko zahtevno opra-
vilo, so bili razviti precej ucˇinkoviti algoritmi. Ogledali si bomo trenutno najbolj
ucˇinkovitega izmed njih.
Zˇe v originalnem cˇlanku, [12], je bil predlagan algoritem s kompleksnostjo
O (n log (log (n))), pri cˇemer je n sˇtevilo slikovnih elementov. Deluje s pomocˇjo
sortiranja, ki ga je zaradi omejenega nabora vrednosti mogocˇe izvesti v linearnem
cˇasu, ter union-find algoritma za zdruzˇevanje regij.
V [19] je prikazan nacˇin za izgradnjo drevesa komponent (angl. component
tree), ki se izkazˇe uporabno za sledenje (angl. tracking). Predstavljen algoritem
je sˇe nekoliko hitrejˇsi od originalnega in deluje v skoraj linearnem cˇasu.
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Najhitrejˇsi poznani algoritem za racˇunanje MSER regij pa sta predstavila
Niste´r in Stewe´nius v [20]. Ta deluje v pravem linearnem cˇasu in ima od svo-
jih predhodnikov tudi boljˇse prakticˇne lastnosti (prostorsko lokalnost za boljˇso
izkoriˇscˇenost predpomnilnika ter manjˇso porabo glavnega pomnilnika).
Njegovo delovanje je precej naravno. Cˇe si sliko predstavljamo kot dno ne-
ravnega bazena, kjer so temnejˇsi deli bolj globoki in svetlejˇsi deli slike bolj plitki,
je delovanje algoritma podobno polnjenju tega bazena. Vodo na poljubni tocˇki
zacˇnemo natakati v bazen in ta se spusˇcˇa proti lokalnemu minimumu (ekstremni
regiji). Ko enkrat ne more nizˇje, zacˇne polniti vdolbino v katero je pritekla ter se
nato prelije v druge dele bazena. Primerjava s polnjenjem je prikazana na Sliki
2.8.
Slika 2.8: Vrstica iz slike. Algoritem se iz zacˇetne tocˇke spusti v najnizˇjo
dosegljivo tocˇko. Ko ne more nizˇje, zacˇne polniti bazencˇek, dokler ne pride do
roba in se prelije v sosednjega. Spusˇcˇanje in polnjenje se potem ponavljata,
dokler celoten bazen ni napolnjen.
Analogija s polnjenjem bazena se dokaj ocˇitno izrazi v implementaciji algo-
ritma. Za spusˇcˇanje vode v globino uporabimo prioritetno vrsto (imenovali jo
bomo priority queue). V njen hranimo piksle, ki jih je potrebno sˇe raziskati.
Pomembno je, da imajo viˇsjo prioriteto piksli z nizˇjo intenziteto. V nekaterih pro-
18 POGLAVJE 2. ZAZNAVANJE IN PREPOZNAVANJE V SLIKAH
gramskih jezikih bi to pomenilo, da je treba za prioriteto v vrsti podati -intenziteto.
Zanko, s katero iˇscˇemo minimalno regijo najdemo v vrstici 9. Pri tem si pomagamo
s funkcijo NextAccesable (glej Algoritem 2), ki pregleda sosede trenutnega pi-
ksla. Cˇe ima kateri izmed njih nizˇjo prioriteto, ga nemudoma vrne za nadaljnje
iskanje. Tiste pa, ki imajo viˇsjo ali enako prioriteto, doda v vrsto za kasnejˇse
preiskovanje. Ko je vrsta prazna, je postopek koncˇan.
Drugi sestavni del algoritma je polnjenje bazena. Ko smo nasˇli najnizˇjo (lo-
kalno) dosegljivo tocˇko, imamo na skladu komponente z regijami, ki smo jih nasˇli
pri iskanju minimuma. Te so na skladu razvrsˇcˇene od visokih intenzitet na dnu,
do najmanjˇse najdene intenzitete na vrhu sklada. Posamezen nivo ima lahko na
skladu najvecˇ eno komponento, zato je lahko naenkrat na njem najvecˇ 255 kompo-
nent. Vsaka izmed njih vsebuje seznam pikslov v regiji, intenziteto ter zgodovino
zdruzˇevanja.
V proceduri ProcessStack (glej Algoritem 3) zdruzˇujemo vrhnji dve kom-
ponenti s sklada, dokler ne pridemo do intenzitete, ki sˇe ni v celoti raziskana
(next pixel.greylevel). Komponenta, ki nastane z zdruzˇitvijo, je sestavljena iz
pikslov obeh starih komponent ter obeh njunih zgodovin. Cˇe sta intenziteti do-
volj narazen je mogocˇe izracˇunati sˇe stabilnost regije Ψ, sicer ta izracˇun pocˇaka
na naslednje zdruzˇevanje. Seveda je za to potrebno hraniti podatke o zgodovini
komponent, njihovih velikosti in intenzitet.
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Algoritem 1 Postopek za racˇunanje MSER
1: global image
2: global mask ← boolean[image.width][image.height]
3: global priority queue ← new PriorityQueue
4: global stack ← new Stack
5: global current pixel ← image[0][0]
6: stack.push(new Component(current pixel.gey level))
7:
8: loop
9: while (temp = NextAccesable(current pixel)) != null do
10: priority queue.enqueue(current pixel)
11: current pixel ← temp
12: stack.push(new Component(temp.grey level))
13:
14: top component ← stack.pop()
15: top component.append(current pixel)
16: stack.push(top component)
17:
18: next pixel ← priority queue.dequeue()
19:
20: if next pixel = null then
21: stop
22:
23: if next pixel.grey level = current pixel.grey level then
24: current pixel ← next pixel
25: continue
26:
27: current pixel ← next pixel
28: ProcessStack(next pixel)
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Algoritem 2 Funkcija, ki pregleda sosednje tocˇke podanega piksla. Cˇe najde
tocˇko z nizˇjo intenziteto, jo nemudoma vrne v obdelavo, tocˇke z viˇsjo ali enako
intenziteto pa shrani v prioritetno vrsto. Cˇe podan piksel nima nobenega
soseda, ki bi ga bilo potrebno pregledati, funkcija vrne null.
1: function NextAccesable(pixel)
2: for all neighbor in pixel.neighbors() do
3: if mask[neighbor.x][neighbor.y] then
4: mask[neighbor.x][neighbor.y] ← False
5: if neighbor.grey level < current pixel.grey level then
6: return neighbor
7: else
8: priority queue.queue(neighbor)
9:
10: return null
Algoritem 3 Procedura, ki sprocesira regije na skladu. Regije zdruzˇuje,
dolker so njihove intenzitete nizˇje od najnizˇje neraziskane.
1: procedure ProcessStack(next pixel)
2: repeat
3: top component ← stack.pop()
4: second component = stack.pop()
5:
6: if next pixel.grey level < second component.grey level then
7: top component.set grey level(next pixel.grey level)
8: stack.push(second component)
9: stack.push(top component)
10: return
11:
12: merged component ← top component.merge(second component)
13: stack.push(merged component)
14: until merged component.grey level < next pixel.grey level
Poglavje 3
Zaznavanje in prepoznavanje
avtomobilskih logotipov
Iskanje in prepoznavanje logotipov je poenostavljen problem iskanja objektov v
slikah, saj doda nekaj predpostavk o tem kaj iˇscˇemo. Logotipi iste vrste so si
med sabo obicˇajno zelo podobni, saj je prav prepoznavnost eden izmed njihovih
namenov. Poleg tega so ponavadi preprostih oblik ter z omejenim naborom barv.
Cˇe pa uposˇtevamo sˇe to, da gre za avtomobilske logotipe, pa vemo tudi to, da so v
vecˇini primerov postavljeni pokoncˇno ter so rigidni in se ne ukrivljajo v poljubne
oblike.
V tem poglavju najprej predlagamo metodo za zaznavanje in prepoznavanje
avtomobilskih logotipov, ki te lastnosti uporablja v svojo prid, zatem pa sˇe nekaj
izboljˇsav, ki lahko povecˇajo ucˇinkovitost ali hitrost samega postopka.
3.1 Predlagan postopek detekcije logotipov
Postopek deluje tako, da s pomocˇjo algoritma MSER tvori vrsto hipotez, kje bi
se logotip lahko nahajal in kaksˇno povrsˇino bi lahko obsegal. Te hipoteze opiˇse
s histogrami gradientov in dobljene histograme primerja s poznanimi histogrami
logotipov. Cˇe sta si histograma regije in poznanega algoritma dovolj podobna,
lahko sklepamo, da je v izbrani regiji nasˇ logotip.
Kljucˇna razlika tega postopka od obicˇajne uporabe detektorjev znacˇilnic, kot
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sta SIFT [5] in SURF [16], je v tem, da logotipa ne prepoznamo kot mnozˇice
posameznih znacˇilnic. Obmocˇja MSER uporabimo namrecˇ zgolj zato, da sestavimo
regije zanimanja (angl. region of interest, ROI), kjer predvidevamo, da se logotip
nahaja. Cˇe v sliki najdemo vecˇ vizualno blizu postavljenih, ali celo prekrivajocˇih
regij, jih smatramo kot eno obmocˇje zanimanja.
Postopek za detekcijo logotipov je ilustriran na Sliki 3.1, njegovi koraki pa so
podrobneje razlozˇeni v naslednjih poglavjih.
Slika 3.1: Algoritem za zaznavanje in prepoznavanje logotipov.
3.2 Regije MSER
Prvi in tudi racˇunsko najzahtevnejˇsi korak je izracˇun MSER regij. Na njih bomo
gradili regije zanimanja, kjer bomo iskali logotipe, zato jih zˇelimo zaznati na delih
logotipov ali kar na logotipih samih.
Temu primerno prilagodimo parametre MSER algoritma tako, da dovolimo
dokaj nizke stabilnosti regij. To bo povzrocˇilo, da bomo nasˇli karseda veliko sˇtevilo
regij. Te bomo nato izlocˇali na podlagi njihove velikosti.
Glede omejitve velikosti najdenih regij nam je posebej pomembno, da izlocˇimo
prevelike regije, saj bi bilo obmocˇje obmocˇje zanimanja okoli logotipa lahko preve-
liko in ga tezˇko klasificirali kot logotip. Premajhne regije po drugi strani ne pred-
stavljajo taksˇnega problema, vendar lahko pomenijo nepotrebno racˇunsko delo.
Kako velike oziroma majhne regije izlocˇimo je seveda povsem odvisno od velikosti
slike ter seveda kako velike logotipe pricˇakujemo na njej.
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Poleg premajhnih in prevelikih regij se iz prakticˇnih razlogov splacˇa izlocˇiti tudi
prevecˇ razpotegnjene (glej Sliko 3.2). Te namrecˇ v okolju obicˇajno ne predstavljajo
predmetov in njihovih delov, temvecˇ meje med predmeti in robove. Take regije je
mogocˇe prepoznati po tem, da imajo veliko razmerje med stranicama najmanjˇsega
ocˇrtanega pravokotnika ali osema ocˇrtane elipse.
Slika 3.2: Na levi sliki so z rdecˇo orisane vse najdene regije MSER. Na desni
sliki so izlocˇene prevecˇ razpotegnjene regije. Regije so sicer prikazane na
barvni sliki, vendar so bile izracˇunane na njeni sivinski razlicˇici.
3.3 Obmocˇja zanimanja
Okoli najdenih regij MSER nato dolocˇimo obmocˇja zanimanja. Vsako tako obmocˇje
predstavlja kandidata za logotip. Najpreprostejˇsi nacˇin da to dosezˇemo je kar pra-
vokotnik ocˇrtan okoli izbrane regije. Cˇe imamo vecˇ prekrivajocˇih se regij, njihovo
povrsˇino zdruzˇimo, ter pravokotnik oriˇsemo okoli zdruzˇene regije.
Logotipi so pogosto sestavljeni iz vecˇ regij, ki jih zaznamo kot posamezne
MSERe. Da bi v obmocˇje zanimanja ulovili vse dele logotipa, lahko regije MSER,
ki so si dovolj blizu povezˇemo. To storimo tako, da postopoma sestavljamo vedno
vecˇje skupine regij in jih sproti dodajamo na seznam kandidatov za obmocˇja za-
nimanja. Da bi pa dobili zgolj smiselne kandidate, postavimo nekaj kriterijev, ki
morajo biti izpolnjeni, da regijo dodamo in nadaljujemo rast. Kot smo zˇe omenili
bi radi, da sta si regiji dovolj blizu (uposˇtevamo naprimer razdaljo med najblizˇjima
tocˇkama regij). Poleg tega poskrbimo, da skupina regij MSER ne zavzema preve-
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like povrsˇine. Za ta namen se lahko posluzˇimo tudi parametra, ki smo ga podali
algoritmu MSER. Povecˇevanje lahko omejimo sˇe s kaksˇnimi drugimi lastnostmi,
kot je razpotegnjenost obmocˇja.
3.4 Razvrsˇcˇanje regij
Ko imamo izbrana obmocˇja zanimanja lahko preverimo, cˇe katero predstavlja logo-
tip. Obmocˇje najprej opiˇsemo s histogramom gradientov HOG. Nastali histogram
se nato uporabi pri dolocˇanju, cˇe je na sliki logotip in cˇe, kateri. Ker ima nastali
histogram obicˇajno zelo obvladljivo sˇtevilo vrednosti (npr. 64 ali 128), lahko v ta
namen uporabimo katerega od obicˇajnih algoritmov za uvrsˇcˇanje, kot so klasifika-
cijska drevesa [13], nakljucˇni gozdovi [21], umetne nevronske mrezˇe [21] in metoda
podpornih vektorjev (ang. support vector machine, SVM) [21].
Nakljucˇni gozdovi (angl. random forests) [13] omogocˇajo vecˇrazredno uvrsˇcˇanje
ter oceno gotovosti odgovora, zaradi cˇesar so zelo primerni za tako nalogo. Ver-
jetnost posameznega razreda se oceni iz sˇtevila dreves, ki glasujejo za ta razred.
Ko odlocˇitvena drevesa v nakljucˇnem gozdu vrnejo odlocˇitve se lahko iz njihovih
glasov naredi oceno, kako verjetno je, da je vecˇinski razred res pravi. Nasˇ algoritem
najden logotip razglasi sˇele, ko je ta vrednost vecˇja od dolocˇene meje.
Ko uvrsˇcˇamo regijo v razrede, moramo pri logotipih racˇunati tudi na to, da
regija mogocˇe sploh ne sodi v noben razred. Pri nakljucˇnih gozdovih si moramo
zato izbrati minimalno gotovost, pri kateri neko regijo deklariramo kot logotip.
Izbira minimalne gotovosti vpliva na to, koliko delov ozadja bomo napacˇno pre-
poznali kot logotip, ter koliko pravih logotipov bomo izpustili zaradi premajhne
verjetnosti.
3.5 Izboljˇsave detektorja
Opisani koraki so le osnovna ideja nasˇega algoritma. Odvisno od potreb in upo-
rabe, pa ga lahko tudi izboljˇsamo z nekaterimi dodatki, ki jih opiˇsemo v nadalje-
vanju.
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Slika 3.3: Na levi sliki so kot pravokotniki oznacˇene regije zanimanja. Njihova
barva je odvisna od verjetnosti da predstavljajo logotip pri cˇemer si te sledijo
od modre (nizka verjetnost da gre za logotip) do rdecˇe (velika verjetnost).
Na desni sliki je oznacˇena regija zanimanja, ki ima precej visoko verjetnost
da prikazuje logotip.
3.5.1 Barvni prostor
S tem, ko sliko pretvorimo v sivinsko, zavrzˇemo kar nekaj informacije o vsebini
slike. Vcˇasih pa je prav ta informacija kljucˇna, da lahko locˇimo regije na sliki.
Informacijo o barvi je mogocˇe ohraniti s pretvorbo barvne slike v ustrezen barvni
prostor. Primera takega prostora sta HSV in HSL [15].
Na Sliki 3.4 so prikazani posamezni kanali slike v barvnem prostoru HSL. Ta
je sestavljen iz treh komponent (kanalov), pri cˇemer je srednji (saturation, S)
priblizˇek sivinskim slikam ki jih uporabljamo, preostala dva (hue, H in lightness,
L) pa predstavljata barvo in svetlost.
Da bi v sliko vkljucˇiti sˇe katero od preostalih komponent HSL barvnega pro-
stora, bi po pretvorbi barvne slike v HSL postopek iskanja logotipov pognali na
vsaki komponenti posebej. Pri tem bi morali biti pozorni, da bi histogram gra-
dientov vedno racˇunali na obicˇajni sivinski sliki (S kanal). Alternativa temu je
algoritem MSCR, predstavljen v [19], ki zaznava regije glede na njihovo barvno
stabilnost.
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Slika 3.4: Komponente barvnega prostora HSL. Pri obicˇajnem postopku se
uporabi samo drugi kanal (srednja slika), cˇeprav je lahko logotip bistveno
bolje izrazˇen na katerem od preostalih dveh. V tem primeru je sicer rumeno
obarvan logotip zelo izrazit na H kanalu (leva slika).
3.5.2 Geometrijska normalizacija
Kljub temu, da si logotipe obicˇajno predstavljamo v pokoncˇni legi, se v splosˇnem
na naravnih slikah lahko logotip pojavi v razlicˇnih orientacijah. Da bi dosegli cˇim
viˇsjo klasifikacijsko natancˇnost vektorjev histogramov gradientov, pa morajo biti
najdeni logotipi cˇim bolj podobni tistim, ki smo jih uporabili pri ucˇenju. Ker pa je
v praksi tezˇko dosecˇi, da bi se ta vedno pojavil pod enakim kotom, se je smiselno
posluzˇevati normalizacije regije. Ta poravna razlicˇno orientirane in zamaknjene
logotipe v isto postavitev.
Slika 3.5: Na levi sliki je prikazan izvoren logotip. Na sredini je isti logotip
gledan z drugega zornega kota. Na desni sliki pa je normaliziran pogled
sredinske slike. Normalizacija je bila tu izvedena zgolj za rotacijo.
Da bi sliko poravnali v neko osnovno lego, je potrebno najprej dolocˇiti njeno
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trenutno postavitev. Pri tem nas posebej zanima kako je njena vsebina raztresena,
ter v katero smer. Te informacije je mogocˇe pridobiti s pomocˇjo momentov slike.
Moment je s koordinatami utezˇena vsota intenzitet slike. Od njegove stopnje
je odvisno, katera koordinatna os se bolj uposˇteva. Za stopnji a in b je moment
slike podan kot
Mab =
∑
x
∑
y
xaybI(x, y).
To, da momenti povezˇejo intenzitete v sliki z njihovimi pozicijami (koordina-
tami), nam zˇe daje slutiti povezavo med raztrosom oziroma navideznim naklonom
vsebine slike. Vmesni korak pa je kovariancˇna matrika. Kovariancˇna matrika C,
sestavljena iz treh centralnih momentov (momentov popravljenih na tezˇiˇscˇe po-
datkov) prvega in drugega reda
µ′20 =
M20
M00
− x¯2,
µ′02 =
M02
M00
− y¯2,
µ′11 =
M11
M00
− x¯y¯,
pri cˇemer sta x¯ = M10/M00 in y¯ = M01/M00, koordinati navideznega tezˇiˇscˇa slike.
Matrika sama je nato sestavljena kot
C(I) =
[
µ′11 µ′20
µ′02 µ′11
]
.
Kovariancˇno matriko si lahko predstavimo kot rotirano elipso, ki se prilagaja
vsebini slike in nasˇ cilj je poravnati osi te elipse z koordinatnim izhodiˇscˇem ter tako
skalirati sliko, da bosta osi enaki. V primeru da imamo vecˇ slik istega logotipa z
razlicˇnimi orientacijami, bo poravnanje elips, ki se nanje prilegajo, povzrocˇilo, da
bodo vsi logotipi enako poravnani. V mislih je sicer potrebno imeti, da bodo po-
ravnani glede na najmocˇnejˇso smer elipse in ne nujno tako, kot smo ljudje logotipa
navajeni.
Izracˇun velikosti in naklona osi prilegane elipse, sicer temelji na lastnih vredno-
stih in vektorjih kovariancˇne matrike, vendar ga je mogocˇe z nekaj manipulacije
zapisati zgolj z uporabo momentov. Kot ϕ navidezne nagnjenosti slike se tako
izracˇuna kot
ϕ(I) =
1
2
arctan
(
2µ′11
µ′20 − µ′02
)
.
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Ko poznamo orientacijo lahko nato izvedemo rotacijo s pomocˇjo rotacijske
matrike ter ustrezne transformacije. Cˇe bi hoteli sliko zavrteti okoli navideznega
tezˇiˇscˇa T (x¯, y¯) pod kotom ϕ, zgradimo matriko
R =

cos(ϕ) sin(ϕ) (1− cos(ϕ)) · x¯− sin(ϕ) · y¯
− sin(ϕ) cos(ϕ) sin(ϕ) · x¯− (1− cos(ϕ)) · y¯
0 0 1
 .
Da bi popravili sˇe razlicˇne raztege, potrebujemo tudi matriko, ki bo te poe-
notila. Razteg predstavljata lastni vrednosti kovariancˇne matrike C(I), ki ju z
momenti izracˇunamo kot
λ1,2 =
µ′20 + µ′02
2
±
√
4µ′211 + (µ′20 − µ′02)2
2
.
Priblizˇno enakomernost slike dosezˇemo s taksˇnim raztegom, ki izenacˇi obe la-
stni vrednosti λ. V matricˇni obliki ga zapiˇsemo z
S =

λ1/λ2 0 0
0 λ2/λ1 0
0 0 1
 .
Transformaciji vrtenja in raztega lahko zdruzˇimo v eno, tako, da ju pomnozˇimo
P = R · S.
Izdelana matrika se nato lahko uporabi za izvedbo transformacije. V danem pri-
meru gre za afino (izvenravninsko) transformacijo, ki je namenjena spreminjanju
pogleda na dano ravnino (sliko). Omogocˇa vrsto znanih geometrijskih sprememb,
kot so razteg, vrtenje in translacija. Izmed teh se pri normalizaciji obicˇajno upo-
rabljajo vrtenje, skaliranje in premikanje, slednje zgolj za centriranje vrtenja.
S transformacijo matriko P in sliko I, ki jo zˇelimo normalizirati, izracˇunamo
normalizirano sliko I ′, tako da pikslom I ′ priredimo vrednosti pikslov I po sledecˇi
formuli
I ′(x, y) = I
(
P11x+ P12y + P13
P31x+ P32y + P33
,
P21x+ P22y + P23
P11x+ P12y + P13
)
.
Nekaj vecˇ informacij o momentih je na voljo na [15].
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3.5.3 Paralelizacija
Moderni racˇunalniˇski sistemi prinasˇajo prednost z uporabo vecˇjedrnih in graficˇnih
procesnih enot. Algoritem lahko tako pridobi hitrost z deljenjem dela na te pod-
sisteme in veliko jih je tako dobilo tudi svojo razlicˇico s paralelizacijo. Mednje
spada histogram gradientov za katerega so razvili fHOG, hitrejˇso razlicˇico, ki upo-
rablja graficˇno procesno enoto. Predstavljen je v [22]. Poleg tega obstaja podobna
implementacija v priljubljeni knjizˇnici OpenCV [23].
Tudi nakljucˇni gozdovi imajo verzije ki uporabljajo graficˇno procesno enoto. Te
predstavljajo v primerjavi z obicˇajno implementacijo nekajkratno pohitritev, ven-
dar so omejene z manjˇso kolicˇino pomnilnika, ki je ponavadi na voljo pri graficˇnih
enotah.
Nekoliko tezˇavneje je pri MSER. Za ta algoritem namrecˇ ne obstaja nobena
prosto dostopna izvedba s paralelizacijo. Na spletu trenutno obstaja ena omemba
uporabe paralelne implementacije algoritma MSER, nakazana v [24], vendar gre
za zaprto znanje zasebnega podjetja.
3.5.4 Kontekst
Namesto preiskovanja celotne slike, se lahko omejimo le na obmocˇja, na katerih
pricˇakujemo logotip. S tem pohitrimo preiskovanje in obcˇutno zmanjˇsamo mozˇnost
lazˇnih pozitivov.
Kako dosecˇi zmanjˇsanje preiskovanega obmocˇja je odvisno od posamezne do-
mene. Pri avtomobilskih logotipih je to obmocˇje omejeno na vidni del avtomobila
(brez ozadja) ali na pas okoli registrske tablice, kjer se logotipi obicˇajno pojavljajo.
Avtomobil je na primer mogocˇe locˇiti od ozadja cˇe imamo posnetek, na katerem
se avtomobil premika, ali cˇe imamo sliko ozadja, ki ne vsebuje avtomobila. Primer
algoritma, ki v videu locˇi ozadje od gibajocˇih delov (in celo senc), najdemo v [25].
Ker so si avtomobili v postavitvi elementov (lucˇi, zracˇnikov, registrske tablice)
v veliki meri precej podobni, si lahko pomagamo s to informacijo da lazˇje izlocˇimo
nekatere hipoteze. Cˇe bi poznali, na primer, polozˇaj registrske tablice, bi lahko
ocenili, da je logotip nekje v blizˇini, najverjetneje nekje v pasu nad registrsko
tablico. In ker je registrska tablica dokaj izstopajocˇ del avtomobila, in jo je mogocˇe
zaznati z enakim algoritmom kot logotipe, si z njeno lokacijo na preprost nacˇin
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pridobimo dodatno informacijo o potencialni lokaciji logotipa. Vse kar je potrebno
storiti, je prilagoditi parametre algoritma za zaznavanje logotipa na nekoliko vecˇje
in bolj pravokotne oblike, ter naucˇiti locˇen model za klasifikacijo hipotez registrskih
tablic.
3.5.5 Izboljˇsan sistem za detekcijo
Nasˇtete izboljˇsave se lahko uporabijo kot dopolnitev osnovnih korakov algoritma,
odvisno od aplikacije. Cˇe se iskani predmeti pojavljajo v dolocˇenih barvnih pro-
storih (barvne nalepke) ali cˇe se slabo odrazˇajo v barvnem prostoru intenzitet (si-
vinska slika), lahko uporabimo druge barvne prostore in njihove kanale, na primer
prej predstavljen HSL. Cˇe se nasˇi predmeti pojavljajo pod razlicˇnimi koti, lahko
izboljˇsamo zaznavanje z geometrijsko normalizacijo in cˇe imamo kaj informacije o
vsebini slike, jo lahko uporabimo za ozˇenje potencialnih kandidatov za nasˇe pred-
mete. Marsikatere korake osnovnega algoritma je mogocˇe tudi paralelizirati, in s
tem pohitriti njihovo delovanje.
Poglavje 4
Eksperimentalna evaluacija
Da bi preizkusili postopek opisan v prejˇsnjem poglavju, smo pripravili zbirko fo-
tografij avtomobilov v razlicˇnih svetlobnih pogojih. Algoritem za zaznavanje lo-
gotipov smo implementirali v programskem jeziku Python, s pomocˇjo knjizˇnic
OpenCV [23] in SciKit [26]. Izvedli smo eksperimentalno analizo nasˇega algoritma
ter preverili kako uspesˇno je zaznavanje in kriticˇno analizirali algoritem.
4.1 Zbirka slik
Sestavljena zbirka vsebuje 340 fotografij avtomobilov. Zajete so v resolucijah
3648x2763 in 2272x1704 pikslov. Avtomobili so bili fotografirani z razdalj enega
do dveh metrov, pod razlicˇnimi koti. Vsebujejo tako sprednje kot tudi zadnje dele
avtomobila. Nekaj primerov je prikazanih na Sliki 4.1.
Slika 4.1: Primerki fotografij iz zbirke podatkov.
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Pri izdelavi zbirke smo poskrbeli za zasebnost lastnikov avtomobilov. Na vseh
fotografijah so bili zamegljeni obrazi nakljucˇnih mimoidocˇih, ter odstranjene na-
lepke in oznake, ki bi lahko vodile v prepoznavno avtomobila. Registrske tablice
so bile zamegljene z istim postopkom kot je bil uporabljen za zaznavno logotipov
in je opisan v prejˇsnjem poglavju. Edina potrebna sprememba so bili parametri
algoritma MSER, saj so registrske tablice nekoliko vecˇje od logotipov.
Vkljucˇenih je 20 avtomobilskih znamk, konkretno so to: Kia, Skoda, Mitsu-
bishi, Citroen, Chevrolet, Mercedes-Benz, Fiat, Volkswagen, Seat, Audi, Honda,
Nissan, Subaru, Peugeot, Renault, BMW, Ford, Opel, Volvo, Hyundai in Suzuki.
Posamezna znamka vkljucˇuje pet do dvajset slik, odvisno od pogostosti avtomo-
bila.
Na vseh slikah so bili rocˇno oznacˇeni logotipi. Vsaka slikovna datoteka ima
tako pripadajocˇo tekstovno datoteko z imenom <ime slike>.makes.txt, ki vsebuje
seznam logotipov in njihovih pozicij v sliki. Vsak logotip je naveden v svoji vrstici
in obsega pet stolpcev locˇenih s podpicˇji, ki so po vrsti:
1. Horizontalna (X) pozicija zgornjega levega kota logotipa
2. Vertikalna (Y) pozicija zgornjega levega kota logotipa
3. Sˇirina logotipa (v pikslih)
4. Viˇsina logotipa (v pikslih)
5. Sˇifra logotipa
Sˇifre in njihova ujemajocˇa imena (imena znamk) so nasˇteta v datoteki makes.tags.txt,
ki je prilozˇena zbirki podatkov.
4.2 Testiranje
Za preizkus uspesˇnosti algoritma smo pripravili demonstracijsko implementacijo,
program za testiranje, ter nekaj podpornih programov.
Program za zaznavanje logotipov pregleduje slike iz zbirke ter poskusˇa na njem
najti logotipe. Za vsako sliko posˇlje seznam najdenih logotipov (ta je lahko tudi
prazen) programski kodi, ki preverja rezultate. Da se logotip sˇteje kot zaznan,
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mora biti razmerje med presekom in unijo plosˇcˇin pravega (oznacˇenega) logotipa
ter tistega, ki ga je nasˇel algoritem, vsaj 0.3. Ocenili smo, da je to dovolj dobra meja
za lokalizacijo, cˇeprav se pri testih izkazˇe, da imajo vsi razmerje nad 0.5, obicˇajno
tudi nad 0.8. Sistem sicer locˇi med pravilno zaznanimi logotipi, najdenimi vendar
narobe razvrsˇcˇenimi (napacˇna znamka), lazˇnimi zaznavami (ozadje prepoznano kot
logotip) in logotipi v sliki, ki niso bili zaznani.
4.2.1 Gradnja ucˇne mnozˇice
Testiranje smo izvajali z 10-kratnim precˇnim preverjanjem (angl. k-fold cross vali-
dation). Iz logotipov v ucˇni mnozˇici smo izpeljali vecˇ sto razlicˇic z nakljucˇnim spre-
minjanjem svetlosti, kontrasta, perspektive, velikosti in dodajanjem sˇuma. Iz te
generirane mnozˇice logotipov smo zgradili nakljucˇne gozdove z razlicˇnim sˇtevilom
odlocˇitvenih dreves ter z razlicˇnimi sˇtevili atributov.
Testi so bili izvedeni na testni mnozˇici z nekaj razlicˇnimi nabori parametrov,
izvedbami HOG algoritma (sˇtevilo celic, blokov, normalizacijo), ter z in brez upo-
rabe barvnih prostorov in normalizacije.
4.2.2 Mere uspesˇnosti
Za ocenjevanje uspesˇnosti algoritmov ter posameznih naborov parametrov smo pri
izvajanju merili naslednje statistike:
1. Pravilni (pravilni pozitivi, angl. true positives) – sˇtevilo logotipov, ki jih je
algoritem pravilno uvrstil in dovolj natancˇno lociral.
2. Napacˇni (napacˇni pozitivi, angl. false positives) – sˇtevilo delov ozadja, ki
ga je algoritem zmotno prepoznal kot logotip ali logotipi, ki jih ni dovolj
natancˇno lociral.
3. Neodkriti (napacˇni negativi, angl. false negatives) – sˇtevilo logotipov v sliki,
ki jih algoritem ni zaznal.
Poleg nasˇtetih smo v opazovali tudi pravilno locirane logotipe, vendar narobe
uvrsˇcˇene (napacˇna znamka), vendar v nobenem izmed izvedenih poizkusov nismo
imeli takega primera, zato jih v grafih izpustimo. Za poljuben dejanski logotip na
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sliki velja, da sodi v eno izmed skupin pravilnih, neodkritih ali narobe uvrsˇcˇenih,
medtem ko je napacˇnih lahko poljubno mnogo. Na grafih prikazujemo te statistike
v razmerju s sˇtevilom vseh logotipov, kar pomeni da se pravilni in neodkriti se
sesˇtejejo v 1, napacˇnih pa je lahko vecˇ.
Poleg nasˇtetih smo iz njih izracˇunali bolj standardni meri natancˇnost (angl.
precision) in priklic (angl. recall). Iz nasˇih meritev ju lahko izracˇunamo kot
natancˇnost =
pravilni
pravilni + napacˇni
in
priklic =
pravilni
pravilni + neodkriti
.
Iz njunih enacˇb je razvidno, da natancˇnost predstavlja delezˇ pravilnih izmed vseh,
ki smo jih zaznali, priklic pa je delezˇ pravilnih izmed vseh logotipov, ki obstajajo
v zbirki. Natancˇnost bo torej povedala ali algoritem mogocˇe prepogosto razglasi
neko regijo za logotip (slepo ugibanje), priklic pa, koliksˇen delezˇ logotipov dejansko
najdemo.
4.3 Rezultati
4.3.1 Vpliv sˇtevila dreves
Eden izmed parametrov, ki smo jih spreminjali, je bilo sˇtevilo odlocˇitvenih dreves
v modelu nakljucˇnega gozda. Privzeto sˇtevilo smo povecˇevali do 1000 z neenako-
mernimi razmaki. Na Sliki 4.2 vidimo, uspesˇnost algoritma v odvisnosti od sˇtevila
dreves v nakljucˇnem gozdu. Vsako drevo je bilo zgrajeno na
√
n nakljucˇno izbranih
atributov. Kot mera necˇistocˇe je bil uporabljen Gini-index [27].
Izkazˇe se, da sˇtevilo odlocˇitvenih dreves v modelu ne vpliva bistveno na uspesˇnost
algoritma po vrednosti 150 in se je celo bolje drzˇati nekoliko manjˇsih modelov. Ve-
liki modeli imajo tudi to slabost, da lahko zahtevajo zelo veliko kolicˇino pomnilnika,
ter potrebujejo dlje da uvrstijo vektor v razred.
4.3.2 Vpliv parametrov HOG
Preizkusili smo nekaj razlicˇnih parametrov HOG. Za vsako spremembo smo na
novo naucˇili klasifikacijski model. Na Sliki 4.4 in Sliki 4.5 so prikazani rezultati za
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Slika 4.2: Delezˇ pravilno zaznanih, neodkritih in napacˇnih logotipov v odvi-
snosti od sˇtevila odlocˇitvenih dreves v modelu nakljucˇnega gozda.
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Slika 4.3: Priklic in natancˇnost v odvisnosti od sˇtevila dreves
razlicˇne izvedbe HOG.
Ker so bila obmocˇja zelo razlicˇnih oblik, smo jih, da bi dobili enako velike
vektorje, razdeljevali na fiksno sˇtevilo celic. Njihovo sˇtevilo smo ohranjali majhno,
saj so daljˇsi vektorji pomenili zelo velik odlocˇitveni model, kar je precej otezˇilo
testiranje. Ocenjujemo, da vecˇje sˇtevilo celic (in blokov) ne bi bistveno pozitivno
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Slika 4.4: Delezˇ pravilno zaznanih, neodkritih in napacˇnih logotipov za
razlicˇne implementacije HOG. A) Implementacija SciKit 3× 3 brez normali-
zacije B) implementacija SciKit 2× 2 brez normalizacije C) Implementacija
OpenCV 3 × 3 z lokalno normalizacijo D) Implementacija OpenCV z 2 × 3
z lokalno normalizacijo E) Implementacija OpenCV 2× 2 brez normalizacije
F) Implementacija OpenCV 2× 3 z globalno normalizacijo
vplivalo na rezultate saj je velik delezˇ napak priˇsel iz naslova sestavljanja obmocˇja
zaupanja.
4.3.3 Vpliv klasifikacijske meje
Z vecˇanjem zahtevane verjetnosti dobimo manj lazˇnih pozitivov, vendar tudi vecˇ
pravih logotipov izpustimo, saj nismo dovolj prepricˇani v njihovo pravilnost. Na
Sliki 4.6 in Sliki 4.7 vidimo kako se uspesˇnost algoritma spreminja s spreminjanjem
klasifikacijske meje.
Vpliv izbire klasifikacijske meje na zgresˇene zadetke je zelo velik. Pri majh-
nih vrednostih se v obmocˇjih zanimanja na mocˇno teksturiranih povrsˇinah, kot
4.3. REZULTATI 37
A B C D E F
0
0.2
0.4
0.6
0.8
1
Priklic Natancˇnost
Slika 4.5: Priklic in natancˇnost za razlicˇne implementacije HOG. A) Imple-
mentacija SciKit 3×3 brez normalizacije B) implementacija SciKit 2×2 brez
normalizacije C) Implementacija OpenCV 3 × 3 z lokalno normalizacijo D)
Implementacija OpenCV z 2 × 3 z lokalno normalizacijo E) Implementacija
OpenCV 2×2 brez normalizacije F) Implementacija OpenCV 2×3 z globalno
normalizacijo
sta rastlinje ali pesek, pojavi veliko sˇtevilo lazˇnih pozitivov, saj so dovolj pogosto
gradienti podobni tistim na logotipih. S povecˇevanjem meje ta ucˇinek izginja, ven-
dar pa se tudi logotipi, ki niso dovolj podobni ucˇnim primerom pogosteje zavrzˇejo
kot napacˇni. Na Sliki 4.8 je prikazano, kako se v delih slike z rastlinjem, zaradi
teksturiranosti, pojavi veliko sˇtevilo kandidatov za logotip.
Ker je znaten delezˇ lazˇnih zadetkov zaznan v ozadju (torej ni del vozila), bi
uporaba konteksta, predstavljena v prejˇsnjem poglavju, bistveno izboljˇsala prika-
zane rezultate.
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Slika 4.6: Delezˇ pravilno zaznanih, neodkritih in napacˇnih logotipov v odvi-
snosti od klasifikacijske meje.
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Slika 4.7: Priklic in natancˇnost v odvisnosti od klasifikacijske meje.
4.3.4 Vpliv uporabe konteksta
Ker se zˇelimo v nasˇem primeru osredotocˇiti zgolj na logotipe, ki se nahajajo na
avtomobilih, je nesmiselno uposˇtevati hipoteze, za katere vemo, da se nahajajo
izven njih. Ker je z nasˇim algoritmom relativno lahko detektirati registrske tablice,
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Slika 4.8: Na sliki je primer z visoko postavljeno klasifikacijsko mejo. Med-
tem ko je v obmocˇju avtomobila (oznacˇen z rdecˇo) le nekaj potencialnih
kandidatov, jih je v ozadju precej vecˇ.
si lahko pomagamo z informacijo o lokaciji tablice, in predpostavimo, da se logotip
nahaja nekje v pasu pet viˇsin tablice nad njo. Vse hipoteze ki se ne nahajajo v
tem obmocˇju izlocˇimo.
Na Sliki 4.9 so prikazani delezˇi pravilnih, napacˇnih in neodkritih logotipov.
Medtem ko je pravilnih logotipov le malenkost manj, je v primerjavi s Sliko 4.6
bistveno manj lazˇnih pozitivov.
4.3.5 Kvalitativna evaluacija
Slika 4.10 prikazuje nekaj slik na katerih je bil pognan algoritem za detekcijo
logotipov. Na fotografijah v prvi vrstici sta bila logotipa uspesˇno najdena. Na
nobeni izmed njiju ni bilo lazˇnih pozitivov, kljub temu, da je, predvsem na desni,
relativno veliko sˇuma.
Cˇe je logotip ni dovolj izpostavljen, bodisi zaradi prenizkega kontrasta, bodisi
zaradi prevelike vkljucˇenosti v druge dele avtomobila, ga algoritem ne bo nasˇel.
Na Sliki 4.10 sta v drugi vrstici prikazana taka primera. Na levi sliki je logotip
vkljucˇen v masko, zato so nastale regije zelo velike in odstranjene kot neprimerne.
Logotip na desni je premalo kontrasten, zato detektor MSER na njem ne zazna
regije, ki bi sicer verjetno pomenila, da bi logotip nasˇli.
Zadnja vrstica na sliki 4.10 pa prikazuje primera, kjer sta se poleg logotipov
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Slika 4.9: Delezˇ pravilno zaznanih, neodkritih in napacˇnih logotipov v odvi-
snosti od klasifikacijske meje, pri uporabi konteksta.
pojavili sˇe dve lazˇni zaznavi. Te so najbolj pogoste na delih slike kjer se nahaja
rastlinje, saj to povzrocˇi sˇe posebej veliko sˇuma.
4.3.6 Slabosti
Algoritem je v celoti odvisen od regij MSER, in cˇe te na obmocˇju logotipa niso
dovolj znacˇilne (npr. zaradi premajhne variance ali velikosti) in so zaradi tega
izlocˇene. V takih primerih se zgodi, da okoli logotipa obmocˇje zanimanja sploh ne
nastane, ali pa prekriva zgolj del logotipa.
Druga slaba tocˇka pa je gotovo veliko sˇtevilo parametrov, ki jih je potrebno
nastaviti, da algoritem dobro deluje na izbranih slikah. Tako je potrebno oceniti
spodnjo in zgornjo mejo velikosti regij MSER, ki jih uposˇtevamo, klasifikacijsko
mejo, za cˇim boljˇse razmerje med lazˇnimi zadetki in neodkritimi logotipi.
4.3.7 Prednosti
Ena izmed prednosti nasˇega postopka je velika robustnost na skalo. Sposoben
je zaznati od dokaj majhnih do velikih logotipov (glej Sliko 4.11). Tu sicer igra
vlogo izbira parametrov, s katerimi omejimo velikosti glede na naravo slik, vendar
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Slika 4.10: Na sliki so prikazani rezultati algoritma na nekaterih slikah iz
zbirke. Z zelenim pravokotnikom so oznacˇene regije, ki jih algoritem prepo-
znal kot logotip, modri pravokotniki pa so regije, prepoznane kot ozadje.
algoritem dopusˇcˇa precej razlik. V zbirki je program zaznal logotipe velikosti
50× 50 pikslov in tudi take, ki so veliki 300× 300 pikslov (vecˇ kot 30-krat vecˇji).
Druga pomembna prednost je njegova hitrost, saj lahko procesira slike v re-
alnem cˇasu. V testih izvedenih z Intelovim procesorjem i3-370M (2,4 GHz) ter
relativno ne-optimiziranim programom je lahko v eni sekundi predelal tri slike v
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Slika 4.11: Primer v primerjavi s sliko precej majhnega logotipa. Kljub temu,
da ga je celo s prostim ocˇesom tezˇko opaziti (tudi na povecˇani sliki), ga je
algoritem vseeno zaznal.
polni HD resoluciji (1920x1080). V [24] zasledimo podatek, da na GPU-ju teme-
ljecˇa izvedenka algoritma MSER lahko pregleda tudi do devetdeset slik polne HD
resolucije na sekundo.
Poglavje 5
Sklep
V diplomski nalogi smo se ukvarjali s problemom detekcije avtomobilskih logoti-
pov. Osredotocˇili smo se na avtomobilske logotipe, vendar bi bilo mogocˇe predla-
gane postopke uporabiti tudi na drugih logotipih in znakih.
Postopek je sestavljen iz odkrivanja regij z algoritmom MSER [12], iz katerih
nato tvorimo hipoteze o prisotnosti logotipov v sliki. Obmocˇja v sliki za katera
menimo, da bi lahko predstavljala logotip, opiˇsemo s histogramom gradientov [11]
ter z modelom nakljucˇnih gozdov [13] uvrstimo nastali vektor v enega izmed po-
znanih razredov. Cˇe dovolj dreves v modelu glasuje za isti razred, privzamemo,
da smo logotip nasˇli.
Poleg algoritma smo izdelali javno dostopno anotirano zbirko fotografij av-
tomobilov, ki vkljucˇuje fotografije vrste v Sloveniji pogostih znamk. Zbirka je
dostopna na spletnih straneh laboratorija Vicos [14].
5.1 Nadaljnje delo
Osrednji del nasˇe metode predstavlja algoritem MSER [12], vendar pa je ta od vseh
korakov tudi najpocˇasnejˇsi. Paralelna izvedba tega algoritma bi zelo pohitrila celo-
ten algoritem, vendar trenutno ne obstaja nobena javno dostopna implementacija.
Zaslediti pa je mogocˇe omembe iz industrije [24], ki kazˇejo, da je bila zˇe razvita,
ter da je prinesla celo deset in vecˇkratne pohitritve. Glede na popularnost tega
algoritma, bi bila objava paralelnega postopka MSER kar pomemben prispevek.
Trenutne izvedbe algoritma MSER omogocˇajo, da se jim poda nabor parametrov
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za izbiro regij. Ker je mogocˇe algoritem uporabiti za vecˇ namenov na isti sliki,
bi imelo smisel razsˇiriti algoritem, da bi omogocˇal vecˇ naborov parametrov. Sam
postopek zaradi tega ne bi bil bistveno otezˇen, prinesel pa bi precejˇsen prihranek
cˇasa.
Algoritem za zaznavanje logotipov je bil zamiˇsljen kot del sistema za nadzor
prometa, ki vkljucˇuje tudi samodejno branje registrskih tablic ter prepoznavanje
modela (poleg znamke avtomobila). V tej diplomski nalogi so zˇe bili predstavljeni
nekateri elementi, kot je zaznavanje tablice, manjka sˇe integracija v celoto.
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