Abstract. This article is concerned with the problem of reconstructing the curl and divergence of two-dimensional (2D) vector fields from ultrasound time-of-flight measurements taking the refraction of the emitted ultrasound rays into account. Usually, in 2D vector field tomography the refraction of the ultrasound signal is neglected; i.e., one assumes that the signal propagates along straight lines. We address refractive effects, assuming that the ultrasound signal propagates along the geodesics of a Riemannian metric that is associated with the refractive index which is due to Fermat's principle. The investigated vector field, however, is still defined on a domain in R 2 that is equipped with the Euclidean metric. We show a connection between the ray transforms and the Radon transform along geodesic curves which generalizes a well-known result from the Euclidean case. Relying on this relation, we develop an asymptotic reconstruction formula for computing the curl and divergence of the vector field using Fourier integral operators. This article concludes with detailed numerical tests proving on the one hand a good performance of our method and showing on the other hand an improvement compared with computations that assume a propagation along straight lines. 1. Introduction. The problem of the tomographic reconstruction of vector fields has been investigated by many authors. Norton [11] proposed a measurement setup to compute twodimensional (2D) velocity fields of moving fluids from ultrasound time-of-flight measurements. He derived an inversion method for incompressible fluids, provided that boundary values of the velocity field v are known. Without this a priori information only the curl of the vector field can be computed from time-of-flight-measurements. Sparr et al. [19] investigated the problem of vector field tomography from ultrasound Doppler measurements, also obtaining the longitudinal ray transform as a mathematical model that in three dimensions is also called the Doppler transform. Juhlin [9] was the first to describe a method for fully reconstructing a three-dimensional (3D) vector field from data measured in a parallel geometry. Wernsdörfer [22] presented an iterative reconstruction scheme for computing 3D vector fields from tomographic data. Schuster [12, 13, 14] computed reconstruction kernels for the 3D Doppler
transform, leading to a highly efficient inversion method of filtered backprojection type. This method has since been extended to cone beam geometry; see [15] . A filtered backprojection algorithm for 3D vector tomography can also be found in Lade, Paganin, and Morgan [10] .
All of these articles have in common that refractive effects are neglected, which is a meaningful assumption if the index of refraction n(x) is constant close to 1 over large regions in the domain Ω under consideration. Then a propagation of the emitted signals along straight lines is a fairly good assumption. However, if the surrounding background of the tissue is inhomogeneous, then n(x) might vary significantly and is different from 1 in some regions, leading to refractions of the ultrasound signals. The influence of refraction to the reconstruction accuracy was already investigated by Derevtsov et al. [6] , where the authors showed that the refraction can be neglected only up to a certain degree. Our aim in this article is to model these refractions, assuming that the ultrasound signals travel along the geodesic curves of the Riemannian metric g associated with the index of refraction n(x) by g ij (x) = n 2 (x)δ ij with element of length (1) ds 2 = n 2 (x)(dx
This is also according to Fermat's principle. The longitudinal ray transform representing the mathematical model of 2D vector field tomography in this geometry then reads as
where γ(τ ) is an appropriate parametrization of a geodesic associated with g. The integral geometry of ray transforms of vector and tensor fields along geodesics of Riemannian metrics has been thoroughly investigated. Sharafutdinov [16] [20] investigated the tensor tomography problem for simple Riemannian metrics in connection with boundary and lens rigidity problems. The weighted Doppler transform on Riemannian manifolds is dealt with in Holman and Stefanov [8] . The uniqueness theorem for the 2D topological problem of tensor tomography was first proved by Anikonov [1, 2] for 1-forms. The corresponding problem for 1-forms in general dimensions was proved by Anikonov and Romanov in [3] ; an alternative proof can also be found in [17] . The results therein for two dimensions are valid for an arbitrary regular family of curves and are to be understood in a purely topological sense, whereas the results for general dimensions were proved for the family of geodesics of Riemannian manifolds. An inversion scheme for the generalized Radon transform has been formulated by Beylkin [4] . He considered the generalized Radon transform as a weighted line integral along certain curves. In the present paper we use the work of Beylkin to formulate a relation between the ray transform I and the generalized Radon transform. From this relation we deduce an asymptotic reconstruction method for detecting the curl and the divergence of a vector field when the ultrasound signal propagates along geodesics of the Riemannian metric (1). We mention that the theoretical result of this article can also be seen in a more general setting, where one is interested in con-structing parametrices of the pseudodifferential operator I * I (see [18] ), but the construction of parametrices is beyond the aim of this article. In section 2 we start with modelling the vector tomography problem in a refractive medium by the assumption that the ultrasound signals propagate along geodesics of a certain Riemannian metric g that is associated with the refractive index n. As a starting point we use the outlines of Norton in [11] . We introduce all relevant operators as the longitudinal and transversal ray transforms for vector fields, the generalized Radon transform and dual weighted Radon transform, Fourier integral operators, and the main results of Beylkin's article [4] . In section 3 we formulate an asymptotic reconstruction formula to recover the curl and divergence of a vector field when the ultrasound signals are assumed to propagate along geodesics of g. Numerical results for exact and noisy data are discussed in section 4. There, we discuss two examples corresponding to two different choices of n(x). In section 5 we discuss the possibility of an iterative refinement. The paper concludes with an outlook on possible improvements concerning the computation of n.
Motivation and mathematical setup.
We consider a fluid contained in an open, bounded, and convex domain Ω ⊂ R 2 with an index of refraction n(x) = c 0 /c(x), x ∈ Ω, where c 0 is the speed of sound of a reference medium and c(x) is the space dependent speed of sound of the medium under consideration. Let u ∈ L 2 (R 2 ) 2 be a vector field:
Then assume that Ω has a piecewise smooth boundary ∂Ω and that for the local speed of sound c(x) = c 0 in R 2 \Ω is valid . If t(a, b) , a, b ∈ ∂Ω, denotes the propagation time of the signal traveling from a to b, then we have
where γ ϕ,s is the propagation path of the ultrasound signal with γ ϕ,s (τ ϕ,s ) = a and γ ϕ,s (0) = b. The signal paths depend on the parameter s, which is the distance of a from the line {tω ⊥ : t ∈ R} in the scanning geometry (cf. Figure 1) , and the scanning angle ϕ that determines the initial tangential vector ω ⊥ = ω(ϕ) ⊥ = (− sin ϕ, cos ϕ) T . Here, ·, · 2 denotes the Euclidean inner product. This parametrization is the natural extension of the parametrization of lines used in the standard parallel geometry as, e.g., in [19] . Following [11] , we assume u 2 /c 1, which is realistic for real-world applications, and use a first order Taylor expansion in u/c, yielding
Then, from the minimization of the propagation time (Fermat's principle), it follows that the ultrasound signal propagates along geodesics of a certain non-Euclidean, Riemannian manifold M with metric g (cf. [5, p. 136] ) given by
In the case n = 1 the geodesics are straight lines. Note that M is needed only to construct the signal paths and that any inner products, norms, lengths, and differentiation are taken with respect to the Euclidean norm. Furthermore, in this paper we assume that g is simple and dissipative and that there are no focal points inside Ω. The first two properties mean that any two points are connected by a unique geodesic curve and that every geodesic curve leaves Ω if continued in both directions. Throughout this paper we will use Einstein's summation convention. Let X : [τ a , τ b ] → M be a curve on M that does not intersect itself. Then, the curve has on a local chart (U , ψ) the coordinate representation
with respect to the local coordinates corresponding to the chart (U , ψ) is called geodesic, where
are the Christoffel symbols. Norton has shown in [11] that the curl of the flow field u can be recovered by measuring the time-of-flight difference t(a, b) − t(b, a) =: T (a, b). We set
The aim of this paper is then to calculate the curl and divergence of v from
First we introduce the longitudinal ray transform as the model of 2D vector tomography using time-of-flight measurements in a refractive medium.
Here, τ ϕ,s < 0 denotes the parameter where the geodesic γ ϕ,s leaves the boundary, that is,
the Euclidean metric, then the geodesics are straight lines and we get the usual Doppler transform of vector fields
(12) I[v](s, ϕ) = R v(sω(ϕ) + rω(ϕ) ⊥ ), ω(ϕ) ⊥ 2 dr.
Remark 2. We recall that in the following the Riemannian geometry and the background metric g are used only for the construction of the propagation paths of the ultrasound signal.
Furthermore, we introduce the transversal ray transform to recover the divergence of the field v.
Definition 2.2. Adopting the notation from Definition 2.1, letγ ⊥ ϕ,s (τ ) be the unit normal vector at the geodesic γ ϕ,s (τ ) and let v ∈ L 2 (R 2 ) 2 . The integral
is called the transversal ray transform. In the Euclidean space the method of filtered backprojection represents a stable and efficient reconstruction method for recovering the curl of a vector field from its Doppler transform by differentiating the given data with respect to s and applying the inverse Radon transform; see, e.g., [19, 13] . Our aim is to extend these results to curved signal paths. To this end the results of Beylkin achieved in [4] , where he analyzed the generalized Radon transform along certain curves, are helpful. We adapted his work to construct an approach for recovering curl and divergence of v.
Let [−r,r] can be interpreted as isocurves of a function (14) in the sense that the geodesics are implicitly defined by
Such a function exists as long as the matrix ( 
The dual operator of the Radon transform is the backprojection along γ ϕ,s . For w(s, ω) ∈ L 2 (R × S 1 ) the dual Radon transform is given by
Note that the metric g has been taken into account via s = φ(y, ω). Finally we define a generalized Radon transform by
where we assume a ∈ C ∞ (Ω × S 1 ). The problem of curved signal paths is known from geometrical optics. In the following we use Fourier integral operators to solve the problem.
To be more specific, we need a subclass of Fourier integral operators which actually are pseudodifferential operators. Here, we follow along the lines of [4] ; for a detailed study of Fourier integral operators we refer the reader to [21] . First we need the concepts of the phase function and the amplitude.
Definition 2.4. Let V ⊂ R 2 be open, bounded, and convex withΩ ⊂ V. A real-valued
is called a real phase function if it fulfills the following properties:
1. Φ(x, θ) is homogeneous of degree 1 with respect to θ; i.e.,
be a function with the property that for every compact subset K ⊂ Ω × Ω and every triple of multi-indices α, β, ε there exists a constant C α,β,ε (K) > 0 such that for all (x, y) ∈ K and for all θ ∈ R 2 the estimate
Operators of the form
The following theorem is the central point of the paper of Beylkin [4] . Beylkin formulated and proved his theorem in arbitrary dimensions and for certain curves given by rather general phase functions. Theorem 2.6 provides a reconstruction formula for scalar fields on Riemannian manifolds. First we have to introduce a generalization of the Riesz potential. Let U (s) ∈ C ∞ (R) be an even function. The integral
holds. The formalism also works if K(s) is an irregular distribution. Obviously K is the Riesz potential when U (s) = 1, s ∈ R.
In contrast to Beylkin, who assumed φ to be a phase function, which restricts the classes of curves, we define
to satisfy the homogeneity condition (20) which in general is not fulfilled. ), and
is the weighted dual Radon transform. Moreover, if, in particular,
and
where T :
is a compact operator with an asymptotic expansion of the form
For our numerical experiments in section 4 we approximate F ≈ I and neglect the operator T which is numerically hard to handle. We give a brief discussion of an iterative refinement algorithm in section 5 that makes use of T but also shows the numerical difficulties.
Reconstruction of the curl and divergence of v.
Using the results of section 2, we are able to deduce a filtered backprojection algorithm for recovering the curl and divergence of a vector field from its longitudinal and transversal ray transform, respectively. Note that the curl and divergence are to be understood with respect to the Euclidean metric. 
where s ∈ R, a = | det J|, and ϕ ∈ [0, 2π] holds.
Remark 3. In the case of the Euclidean metric g ij = δ ij , we have J(s, τ ) = 1, and (33), (34) are well-known results that can, e.g., be found in [19] .
Proof. Let γ ϕ,s and γ ϕ,s+ε be two geodesics and let γ 3 , γ 4 be curves outside of Ω such that γ = γ ϕ,s ∪ γ ϕ,s+ε ∪ γ 3 ∪ γ 4 is a closed path, enclosing a domain Ω. The situation is depicted in Figure 2 . For better readability we drop the arguments of v(x). Let ϕ be fixed. Then, the partial derivative is calculated as
Applying Stoke's theorem, we get
We choose s and the curve parameter of γ ϕ,s (τ ) as new coordinates. This yields
) is the Jacobian. We write the abbreviated form with a = | det J|. Note that we may apply the intermediate value theorem since | det J(s, τ )| is continuous in s according to our assumption.
Then, due to the intermediate value theorem for integrals, there is ans
The proof of (34) follows in a similar way.
Corollary 3.2. Neglecting the compact operator T in the identity
R * b (K * s R a ) = id + T ,
the asymptotic reconstruction formulas read as
Proof. The proof follows immediately from (30), (33), and (34). The Jacobian J(s, τ ) can be numerically computed as follows: The derivative ∂ τ γ ϕ,s (τ ) can be calculated by a Runge-Kutta solver from (7) . The derivative ∂ s γ ϕ,s (τ ) is computed using finite differences (γ ϕ,s+Δs (τ ) − γ ϕ,s (τ ))/Δs.
A more general reconstruction theorem can be derived by applying a parametrix of type [18] ), but the construction of such parametrices is not the aim of this paper.
Numerical results.
In all our numerical experiments we set Ω = B 1 (0) = {x ∈ R 2 : x < 1}. The metric tensor g reads as
We perform numerical tests for two different indexes of refraction. These are given by
leading to a saddle shaped manifold, and modeling a paraboloidal shaped manifold, which are plotted in Figure 3 . Here, κ 1 and κ 2 are constants. To be more realistic, we assume in the first example a two-phase flow consisting of oil and water. The speed of sound in water is c H 2 O = 1484 m/s, and that of oil (SAE 20/30) is c oil = 1740 m/s, which leads to Δn max := max(n 1 )/min(n 1 ) ≈ 1.17. This can be achieved by the choice κ 1 ≈ 0.2. In the second example, we set κ 2 = 0.2, that is, Δn max := max(n 2 )/min(n 2 ) ≈ 1.04. For example, the sound speeds of water and salt dissolved in water yield such indexes of refraction. This is the largest possible value; otherwise we have caustics in Ω, which contradicts our assumptions.
To illustrate that refractions of the signal paths cannot be neglected, we give first a numerical example where we implemented Beylkin's formula (30) dropping the compact operator T . We compare the reconstruction results for the famous Shepp-Logan head phantom using standard filtered backprojection along straight lines on the one hand, though we assume a refractive medium and Beylkin's formula over geodesic curves of g on the other hand. The geodesics were calculated for n 1 using a Runge-Kutta solver with the initial values
where α = arcsin(s) + ϕ; see Figure 1 for an illustration of the parameters. The synthetic data have been calculated using the trapezoidal rule along the geodesics. The calculation of φ is much more difficult. For every fixed angle ϕ we have to calculate 100 geodesics. These geodesics define a nonuniformly spaced grid. Between these grid points we calculated a 2D Bezier interpolation using Delaunay triangulation and interpolated these data on a 100 × 100 pixel grid. For the reconstruction formula of Beylkin we need to calculate h(y, θ) (21) and hence the derivatives of the phase function (27). Therefore we compute
.
Introducing polar coordinates gives and, in the same way,
The differentiation with respect to ϕ and y appearing in h(y, θ) and hence in b(y, θ) has to be performed numerically. Finally we choose the filter function K(s) to be the classical filter of Shepp and Logan. Figure 4 (left) shows the reconstruction along straight lines. Although the deviation of the index of refraction from its mean value is relatively small, there are many artifacts which make the reconstruction useless. Taking the refraction into account by formula (30), the reconstruction becomes fairly good (Figure 4 , right). The reconstruction with the asymptotic expansion is even more than a simple backprojection along the signal paths, because the Hessian occurs additionally. Figure 5 shows the simple, unweighted backprojection along the geodesics of the saddle shaped manifold. Note the loss of contrast in the middle of the picture. This example shows that the refraction of the signal paths is not negligible and that our model which uses geodesic curves of g = n 2 (x)δ seems to work. Next we investigate the performance of our reconstruction formulas (40) and (41). We choose the vector field to be
2 ) , with = −5. The curl and divergence of v are displayed in Figure 6 . As in the first example, the geodesics have been calculated by a Runge-Kutta solver for n 1 as well as n 2 with the same initial values. Figure 7 shows the calculated sinograms corresponding to n 1 (x) and n 2 (x). We used 360 projections and 100 rays per projection. The synthetic data have also been calculated for the transversal ray transform. The corresponding sinograms are shown in Figure 8 . Moreover, to increase the accuracy we have also calculated φ with 400 geodesics for every angle ϕ.
For our reconstruction formulas we need to calculate h(y, θ) (21) in the same way as in the first example. We choose again the filter function K(s) to be the classical Shepp-Logan filter. Now we have all the ingredients together to perform our reconstruction methods to recover curl v and div v according to formulas (40) and (41), respectively. The results for curl v are displayed in Figure 9 .
The reconstruction of the divergence is performed in the same way using the data from the transversal ray transform. Figure 10 shows the reconstructions. The differences between reconstructions and the exact vector field v are shown in Figures 11 and 12 . The function h(y, θ) increases very rapidly near focal points (faster than 1/ y 2 ). This can be seen in the case of the paraboloidal shaped manifold. There are larger deviations near regions of the image that are close to the boundary of Ω. Indeed, there are focal points. In the case of a saddle shaped manifold, in the upper and lower regions of the reconstruction the accuracy is much better. Here, the rays are divergent and thus there are no focal points. The large deviations result from the simple difference between original and reconstructed data. The original and reconstructed data are a little shifted (and very steep), so the simple difference suggests a very large error although the reconstruction looks very good. The global relative L 2 -errors are listed in Table 1 .
Additionally we tested the reconstruction scheme with up to 10% noise (normally distributed) in the data. The results showed noise in the reconstruction of the same level as in the noise-contaminated data, although these had been differentiated numerically before filtering. An adjustment of the Shepp-Logan filter was not necessary.
5. Iterative refinement. The asymptotic expansion raises the question of how many terms one has to take into account to get an appropriate approximation. Instead of solving an integral equation, which is quite complicated, we use an iterative refinement with the help of the fixed point theorem. Let u = curl v. From
that is,
follows the fixed point iteration where the substitution z = ∇φ(y, θ) was used. It is very difficult to determine θ(y, z), which is implicitly defined via θ(y, ∇φ(y, θ)) = θ, since that is a transcendent equation in θ. Thus, we can calculate θ(y, z) only for straight lines. In our case, no visible enhancement of the accuracy can be seen from Figure 13 . We have rather more numerical artifacts due to the numerical calculation of the higher order derivatives.
Conclusions.
The main assertions of the article are the following: We modelled a refractive medium that contains a moving fluid, assuming that the ultrasound signals propagate along geodesic curves of a certain Riemannian metric that is connected with the index of refraction n. Then we formulated an asymptotic approach for calculating the curl and divergence of the velocity field of the fluid, proving a connection between the ray transforms and Radon transform and using some results of Beylkin about generalized Radon transforms. Finally we implemented this method, which has a structure of filtered backprojection, and performed several numerical results showing a good performance of the method and emphasizing the fact that the refraction cannot be neglected.
Thus far we have presumed to know n(x) from an inverse Radon transform applied to (4). But there is a little gap in the argumentation, since then we silently assume that the propagation of the ultrasound signals in (4) is along straight lines. But the propagation is affected by the refractive index n(x). To overcome this discrepancy we propose an iterative scheme as The straight line determines the lowest order approximation n 1 (x) of the refractive index by the usual backprojection algorithm. From this approximation we calculate the higher order approximations γ (k) ϕ,s by solving the corresponding geodesic equation (7) . This, as well as an improvement of our approximate reconstruction formulas by the iterative refinement, will be the subject of future research.
