An approximate textual retrieval algorithm for searching sources with high levels of defects is presented. It considers splitting the words in a query into two overlapping segments and subsequently building composite regular expressions from interlacing subsets of the segments. This procedure reduces the probability of missed occurrences due to source defects, yet diminishes the retrieval of irrelevant, non-contextual occurrences.
II. APPROXIMATE TEXTUAL RETRIEVAL ALGORITHM
Let T be a text document constituted by a sequence t 1 t 2 ... of words, which, in turn, are sequences of characters over an alphabet Σ. Let the query Q on T for the word pattern Q = q 1 q 2 ...q n be defined as the Boolean function
The retrieval of pattern Q from T is then the set of positions j for which the query Q is true. If the word similarity relationships [q i ∼ t j+i ] are set to equalities, [q i = t j+i ], the probability of missing one pattern occurrence due to uniformly distributed errors in T is proportional to the length of Q. On the other hand, the number of occurrences of Q is proportional to the length of T , whenever T is a random text.
A. Approximate composite queries
Let the words in Q be split into two segments, q p and q s , such that
and let the word similarities [q ∼ t] be set to [q p ⊂ t] and [q s ⊂ t], meaning that q is similar to t if q p or q s are segments of t. Furthermore, let Q be sectioned into b interlaced blocks to build component queries. For b = 2, the two component queries are
and the composite queryQ isQ
More generally, being R the relabeled sequence Q of words
the component queries are
The approximate composite queryR derived from Q is then the unioñ
In fact,R is an alternated regular expression. Notation ⌈·⌋ indicates match on T . ⌈Σ n ⌋ denotes match any segment of characters in alphabet Σ whose length l is 0 ≤ l ≤ n, and d i,i ′ is the distance in characters from the last position of word i to the begin of word i ′ . By construction, any component query R k will match Q in T provided Q does. Their probabilities of missing one occurrence due to random errors, p k , are approximately equal to the one that Q has, divided by b. For the approximate composite queryR, however, such probability is notably reduced, being of the order of p b . The expected number of matches that a regular expression of the form of R k will find in a random text has been analyzed by Flajolet, Szpankowski and Vallée [6] . If Ω Q counts the occurrences of pattern Q in T , the expectation
with l T being the length of T , d ii ′ the subpattern distances, and P (Q) the probability of Q. The expectation for a composite expressionR is, therefore, approximately b times E[Ω Q ].
B. The algorithm
As it has been implemented, the algorithm distinguishes two particular cases, one for single and the other for multiple word queries. Since the number of blocks b cannot be greater than one plus the number of words, and since is b what permits escaping source defects, a word having errors in the segment q p ∩ q s could not be matched. Furthermore, for a word without a clear morphological partitioning, q p ∩q s is equal to q. This case, therefore, is treated separately, by considering that one single word can have as much one single error, placed anywhere, but extending to no more than two contiguous characters. This is a simple application of the insertion, deletion, substitution paradigm. For the sake of completeness this case is also included here.
The pseudo-codes for the two cases are listed in Algorithm 1 and 2, for the multiple and single word cases, respectively. They are implemented in the cb2Bib program in version 0.8.2 [7] . Word partition. The (approximate) partitioning of words into morphological parts is performed using a look-up table composed of 1630 prefixes and 1133 suffixes. The listed affixes also include combinations of them. In this manner, quant.ize.d, for instance, will show its root quant in the prefix+root portion, as it will be shown by the related forms quant.ization or quant.um. The word quantized is therefore split into quant and quantized. This produces longer forms that lower the probability P (Q) in equation 6, and, hence, the chance of unrelated occurrences.
Interlacing blocks. The number of blocks b expresses the portion of the query used by a composite regular expression to scan the sources, being
The maximum number of blocks, b max is 1 2 m, or simply, the number of words n. Misses and recall tradeoff. Besides setting the number of interlacing blocks, establishing appropriate gap distances d i,i ′ is relevant regarding the tradeoff between missing occurrences and overwhelming with unrelated ones. These two tuning parameters are interrelated, being the minimum allowable distances dependent on the number of blocks b. High values of b, or low percent scanning, greatly reduce the probability of misses, but they increase the value of the product of distances d ii ′ in equation 6. In the current implementation, and for the examples given in this work, the percent scanning has been set to 50%. Distances preceding high frequency words, i. e., words with four or less characters, are set to three times their minimum allowable value. In the other cases, they are set to either twenty times the difference i ′ − i, or three times the allowable minimum, which ever is greater. This convention is appropriate for searching a personal collection, where hits are hardly irrelevant, due to its reduced and selected nature.
D. Examples
Two detailed examples are given to illustrate the algorithm for the cases of single and multiple word queries. The queries are performed on the set of articles cited in this work. Bold face font is used to highlight matched string segments.
Single word matching
This example is taken from the work of Wang, Li, Cai, and Chen [3] , on approximate string matching in biomedical text retrieval. The search for 'chinensis' yields the regular expression:
