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Abstrakt
Tato práce se zabývá metodami automatické segmentace polygonálního modelu. K imple-
mentaci byla vybrána metoda vycházející z metod segmentace polygonálního modelu podle
Gaussovy křivosti a segmentace podle hlavních rysů (feature-sensitive segmentation). Vy-
braná metoda je dále rozšířena, testována a na závěr jsou její výsledky porovnány s výsledky
jiných automatických segmentací a manuálně anotovanými modely.
Abstract
This bachelor’s thesis deals with methods of polygonal mesh segmentation. The method
which was chosen for implementation is based on existing methods of segmentation driven
by Gaussian curvature and feature-sensitive segmentation. The chosen method is further
extended, tested and finally its results are compared with results of other automatic seg-
mentations and with manually segmented meshes.
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Kapitola 1
Úvod
Segmentácia polygonálneho modelu je dôležitá a náročná úloha v počítačovej grafike. Inými
slovami je to rozdelenie polygonálneho modelu na určitý počet disjunktných častí, ktorých
zjednotením dostaneme pôvodný model. Má mnoho využití: zjednodušovanie modelu, ma-
povanie textúr, detekcia kolizií, modelovanie atd. Tento problém je v súčasnosti riešený
rôznorodými metódami špecializujúcimi sa na rozdielne vyhodnocovacie kritériá.
Cieľom práce je zoznámiť sa s existujúcimi metódami segmentácie polygonálnych mode-
lov, vybrať vhodnú metódu, prípadne ju modifikovať a navrhnúť nástroj na riešenie tohto
problému. Potom porovnať dosiahnuté výsledky s ostatnými metódami a navrhnúť možnosti
budúceho vývoja.
Metóda, ktorú využíva nástroj vytvorený v rámci tejto práce vychádza z metód seg-
mentácie riadenej Gaussovou krivosťou [10] a segmentácie podľa hlavných rysov [6]. Z prvej
uvedenej metódy je prebratý t-flooding algoritmus vytvárajúci oblasti, z druhej zas spô-
sob oceňovania hrán modelu. V rámci experimentu bolo implementované rozšírenie metódy
zabezpečujúce vytváranie vyvážených oblastí z hľadiska ich veľkosti.
V kapitole 2 je popísaná efektívna reprezentácia polygonálnych modelov, kapitola 3
obsahuje popis niektorých, v súčasnosti používaných metód. Kapitola 4 popisuje návrh
nástroja na segmentáciu modelu, v kapitole 5 je popísaná jeho implementácia a nástroje
použité pri jeho tvorbe. V 6. kapitole je popísaný experiment rozširujúci implementovanú
metódu. Jej výsledky sú potom porovnané s manuálnou segmentáciou a s automatickými
metódami z kapitoly 3. V závere kapitoly sa nachádza zhrnutie princípu metódy, jej pred-
nosti a nedostatky a možnosti jej budúceho vývoja.
3
Kapitola 2
Efektívna reprezentácia
polygonálnych modelov
V tejto kapitole sú spomenuté niektoré spôsoby efektívnej reprezentácie polygonálnych mo-
delov, bez ktorých by boli algoritmy pracujúce s týmito modelmi neúčinné.
Polygonálny model je súbor vrcholov, hrán a mnohouholníkov, ktoré definujú
tvar povrchu objektu v 3D počítačovej grafike a modelovaní. 1
Neexistujú však informácie o prepojení elementov modelu medzi sebou, čo je dôležité
napr. pri zisťovaní jednookolia bodu alebo úprave modelu (pridávanie/rušenie bodov/hrán).
Pre rozličné algoritmy sú vhodné rôzne dátové štruktúry reprezentujúce polygonálny model,
no všetky musia spĺňať tieto vlastnosti:
1. Efektívny priechod topológie modelu
2. Efektívne využitie pamäte
V súčasnosti sa používa mnoho dátových štruktúr pre reprezentáciu polygonálnych mo-
delov, ktoré rôznou mierou spĺňajú vyššie uvedené požiadavky. Nasledujúci zoznam obsahuje
najznámejšie z nich:
1. Explicitná reprezentácia vrcholov
2. Indexy do zoznamu vrcholov
3. Okrídlená hrana
4. Polovičná hrana
Prvé dve uvedené štruktúry, bližšie popísane v [7], sú pre potreby segmentácie nevyho-
vujúce a využívajú sa najmä na renderovanie modelov v počítačových hrách a grafike. Sú
síce pamäťovo menej náročné, no neposkytujú žiadne informácie o topológií modelu. Dá-
tové štruktúry okrídlená hrana a polovičná hrana, bližšie popísané v nasledujúcich sekciách,
zabezpečujú informácie o prepojení susedných bodov, hrán alebo mnohouholníkov, no sú
pamäťovo náročnejšie, pretože uchovávajú veľké množstvo indexov.
1Viac na http://en.wikipedia.org/wiki/Polygon_mesh.
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2.1 Okrídlená hrana (Winged Edge)
Táto dátová štruktúra popísaná v [8] zavedená p. Baumgartom explicitne reprezentuje vr-
choly, hrany a mnohouholníky modelu. Na priechod topológie modelu využíva predovšetkým
hrany uložené v tabuľke. Záznam hrany okrem jej mena uchováva tieto dôležité informácie
(viď obr. 2.1 a tabuľku 2.1a):
• Začiatočný a koncový vrchol hrany.
• Mnohouholníky, ktoré spája (ľavý a pravý).
• Predchádzajúcu a nasledujúcu hranu pri priechode ľavého mnohouholníka.
• Predchádzajúcu a nasledujúcu hranu pri priechode pravého mnohouholníka.
Okrídlená hrana vyžaduje ďalšie dve tabuľky: tabuľku vrcholov, ktorá uchováva jeden
záznam pre každý vrchol, ktorý obsahuje jeho prislúchajúcu hranu (viď tabuľku 2.1b) a ta-
buľky mnohouholníkov, ktorá uchováva jeden záznam pre každý mnohouholník, ktorý ob-
sahuje jeho hraničnú hranu (viď tabuľku 2.1c).
(a)
X
Ya
1
2
b
d
e
c
(b)
Obrázok 2.1: a a – okrídlená hrana, X,Y – body hrany, b – e –
”
krídla“ hrany, 1, 2 – polygóny,
ktoré hrana a spája (prevzaté z [8]). b Príklad okrídlenej hrany a na modeli kocky.
Vrcholy Polygóny Ľavý polygón Pravý polygón
Hrana Z Do Ľavý Pravý Predch. Nasl. Predch. Nasl.
a X Y 1 2 b d e c
(a) Záznam hrany a v tabuľke hrán.
Vrchol Vlastná hrana
X d
Y a
(b) Tabuľka vrcholov
Polygón Hraničná hrana
1 a
2 c
(c) Tabuľka mnohouholníkov
Tabuľka 2.1: Príklad hrany a reprezentovanej dátovou štruktúrou okrídlená hrana.
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2.2 Polovičná hrana (Halfedge)
Dátová štruktúra polovičná hrana vychádza z vyššie uvedenej okrídlenej hrany. Tu je však
záznam hrany rozdelený na dve symetrické polovice, ku ktorým sú pridané vzájomné od-
kazy (viď obr. 2.2 a tabuľku 2.2). Táto reprezentácia je tiež využitá v knižnici OpenMesh
popísanej v sekcií 5.1 a využíva sa teda aj v mojom nástroji na segmentáciu modelu. Je síce
pamäťovo náročnejšia (dvojnásobný počet menších záznamov, naviac vzájomné odkazy na
protiľahlé polovičné hrany), no pridáva informáciu o orientácií hrán.
X
Y
a2a1
c1
c2
b2
b1
d2
d1 e2
e1
F1
F2
Obrázok 2.2: 1 – vrchol odkazujúci na vychádzajúcu hranu, 2 – polygón odkazujúci na hra-
ničnú hranu, 3 – vrchol, do ktorého hrana vchádza, 4 – vlastný polygón, 5 – nasledujúca
hrana, 6 – protiľahlá hrana, 7 – predchádzajúca hrana (prevzaté z [3]).
Polovičná Do Vlastný Predch. Nasl. Protiľahlá
hrana vrcholu polygón hrana hrana hrana
a1 X F1 d2 b1 a2
a2 Y F2 c2 e1 a1
(a) Záznamy polovičných hrán a1 a a2.
Vrchol Vychádzajúca hrana
X c1
Y d1
(b) Tabuľka vrcholov
Polygón Hraničná hrana
F1 a1
F2 c2
(c) Tabuľka mnohouholníkov
Tabuľka 2.2: Príklad polovičných hrán a1 a a2 reprezentovaných dátovou štruktúrou polo-
vičná hrana.
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Kapitola 3
Metódy segmentácie
polygonálneho modelu
Existuje množstvo metód segmentácie polygonálnych modelov (viď [2]), zameriavajúcich
sa na splnenie mnohých cieľov, pričom je optimálny výsledok daný rôznymi kritériami.
Nasledujúci zoznam obsahuje niektoré zo súčasných používaných metód:
• K-Means segmentácia
• Segmentácia pomocou feature bodov a extrakcie jadra
• Hierarchická segmentácia založená na aproximovaní
• Segmentácia riadená Gaussovou krivosťou
• Segmentácia podľa hlavných rysov
• Variačná, geometriou riadená segmentácia primitívami
Všetky metódy, okrem poslednej, pristupujú k segmentácií čisto geometrickým spôso-
bom, zatiaľ čo posledná využíva viac sémantický prístup. V prvom prípade ide o rozdelenie
modelu na časti, ktoré sú rovnaké z hľadiska určitej vlastnosti (napr. krivosť alebo vzdiale-
nosť od vhodnej roviny). Druhý prípad sa zameriava na identifikáciu častí prislúchajúcich
k hlavným črtám modelu (napr. identifikácia trupu a končatín človeka) a počet oblastí, na
ktoré sa má model rozdeliť je určený automaticky.
Vstupom týchto metód je spojitý vyrobiteľný polygonálny model a počet segmentov, do
ktorých bude rozdelený. Výstupom je segmentovaný model (každému polygónu modelu je
pridelené označenie, ktoré jednoznačne určuje, do ktorej oblasti patrí).
V nasledujúcich sekciách budú detailnejšie popísané prvé štyri vyššie uvedené metódy.
S prvými tromi bude v kapitole 6 porovnaná moja metóda vychádzajúca zo štvrtej a piatej
uvedenej metódy.
3.1 K-Means segmentácia
Hlavnou úlohou algoritmu [9] je rozhodnúť sa, či ľubovoľné dva trojuholníky z modelu
patria do rovnakej oblasti alebo nie. Rozhodovanie prebieha na základe vzdialenosti medzi
trojuholníkmi, a to fyzickej aj uhlovej. Ak sú dva trojuholníky F1 a F2 susedné, vzdialenosť
medzi nimi je definovaná ako súčet uhlovej a fyzickej vzdialenosti:
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Distance(F1, F2) = (1− δ)(1− cos2(α)) + δPhysDist(F1, F2) (3.1)
kde α je uhol, ktorý zvierajú normály trojuholníkov. Tým pádom trojuholníky v rovine
patria s veľkou pravdepodobnosťou do jednej oblasti, tzn. majú menšiu uhlovú vzdialenosť
ako trojuholníky pri ostrých hranách. PhysDist(F1, F2) je fyzická vzdialenosť, definovaná
ako súčet vzdialeností medzi ťažiskami trojuholníkov a stredovým bodom ich spoločnej
hrany. δ je parameter, ktorý upravuje váhu týchto dvoch vzdialeností. Vzialenosť dvoch
nesusedných trojuholníkov je potom definovaná rekurzívne:
Distance(F1, F2) = min
F3 6=F1,F2
(Distance(F1, F3) + Distance(F3, F2)) (3.2)
Pred započatím segmentácie sa predpočítajú vzdialenosti medzi všetkými susednými
trojuholníkmi. Každá oblasť je reprezentovaná svojím počiatočným trojuholníkom. Zástup-
covia oblastí môžu byť zvolení náhodne alebo iteratívne. Potom sú pre každý trojuholník
modelu (napr. pomocou Dijkstrovho algoritmu) vypočítané vzdialenosti ku všetkým zástup-
com oblastí. Trojuholník je pridaný k oblasti najbližšieho zástupcu. Následne sú nájdení
noví zástupcovia oblastí, a to trojuholníky, ktoré sú najbližšie k ťažisku svojej oblasti. Algo-
ritmus sa ukončí, ak sa noví zástupcovia oblastí rovnajú predchádzajúcim. Výhodou tejto
metódy je jej jednoduchosť. Nevýhodou je to, že hranice oblastí nemusia vždy viesť pozdĺž
záhybov povrchu modelu (viď obr. 3.1).
Obrázok 3.1: Ukážky segmentácie algoritmom k-means (výsledky benchmarku [4]).
3.2 Hierarchická segmentácia založená na aproximácií primi-
tívami
Základnou myšlienkou algoritmu [1] je zlučovanie susedných trojuholníkov do zhlukov. Zhluk
je množina spojených trojuholníkov, ktorá môže byť aproximovaná jednoduchým tvarom –
primitívou, napr. vhodnou rovinou, guľou alebo valcom. Algoritmus pracuje s duálnym
grafom modelu D = (C,A), kde každý uzol z C reprezentuje príslušný trojuholník a hrana
z A reprezentuje duálne hrany medzi susednými trojuholníkmi. Následne sú uzly grafu
zlučované do jediného uzlu (viď obr. 3.2).
Na určenie toho, ktorá hrana bude zlúčená, je vytvorená prioritná fronta, v ktorej sú
všetky duálne hrany zoradené podľa ceny ich zlúčenia. V každom kroku algoritmu je vybraná
hrana s najmenšou cenou, zlúčená do jedného uzlu a všetkým susedným hranám uzlu je
prepočítaná cena a upravená ich pozícia vo fronte.
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Obrázok 3.2: a trojuholníky modelu a prislúšný duálny graf b zlúčenie uzlov duálneho
grafu a zahrnutie dvoch príslušných trojuholníkov do rovnakej oblasti c ďalšie zlúčenie uzlu
vytvárajúce oblasť obsahujúcu tri trojuholníky (prevzaté z [1])
Cena hrany je počítaná pre každú z množiny primitív a je daná L2 chybou aproximá-
cie – vážený súčet umocnených vzdialeností vrcholov pridávaného trojuholníka od vhodnej
primitívy. Algoritmus končí, keď je dosiahnutý zadaný počet zhlukov.
Obrázok 3.3: Výsledky hi-
erarchickej segmentácie za-
loženej na aproximácií val-
cami. Segmentácia modelu
koňa má dve úrovne. (pre-
vzaté z [1]).
3.3 Segmentácia pomocou feature bodov a extrakcie jadra
Táto metóda [5] segmentuje modely bez ohľadu na ich pózu a rozmery. Prvým jej krokom je
decimácia modelu (zmenšovanie počtu trojuholníkov) zabezpečujúca zrýchlenie algoritmu
a predchádza citlivosti algoritmu. Ten pozostáva z troch hlavných krokov:
1. Transformácia modelu do reprezentácie necitlivej na jeho pózu: Na trans-
formáciu modelu S na kanonický SMDS model je využitý Multi-dimensional scaling
(MDS), kde Euklidove vzdialenosti medzi bodmi na SMDS a geodetické vzdialenosti
medzi bodmi na S sú si podobné. Zjednodušene, zahnuté orgány (napr. ruky) sú
”
vyrovnané“ (viď obr. 3.4a).
2. Detekcia ”feature“ bodov: Sú vypočítané vyčnievajúce body na SMDS a mapo-
vané späť na príslušné body na S (viď obr. 3.4b).
3. Extrakcia jadrovej časti modelu: Jadro je získané sférickým zrkadlením – spheric
mirroring (viď obr. 3.4c).
9
Následne algoritmus vypočíta ďalšie segmenty, každý reprezentujúci minimálne jeden
”
feature“ bod. Hranice medzi segmentami sú upravené tak, aby viedli pozdĺž prirodzených
spojov modelu (viď obr. 3.4d). Nakoniec je segmentácia decimovaného modelu mapovaná
na pôvodný model.
(a) (b) (c) (d)
Obrázok 3.4: Priebeh segmentácie pomocou feature bodov a extrakcie jadra (prevzaté z [5]).
a transformácia MDS a jej konvexná obálka b
”
feature“ body c jadro d segmentácia a vy-
lepšenie rezov
3.4 Segmentácia riadená Gaussovou krivosťou
Táto metóda [10] je zameraná na vytváranie oblastí vhodných na parametrizáciu pre ná-
sledné mapovanie textúr. To je dosiahnuté rovnomerným rozdelením určitej vlastnosti medzi
oblasti, v tomto prípade Gaussovej krivosti K. K je určená pre každý element modelu (vr-
chol, hranu, trojuholník). Pre elementy v rovinných oblastiach je K → 0 a môžu byť para-
metrizované bez výrazného skreslenia. Pre elementy vytvárajúce členitý povrch je K väčšia
(konkávne zakrivenie) alebo menšia (konvexné zakrivenie). Hodnoty Gaussovej krivosti však
majú veľmi široký rozsah náročný na výpočetný výkon. Preto bola použitá modifikácia
Gaussovej krivosti – Gaussova oblasť.
Ak A je ľubovolná časť povrchu telesa, jej Gaussova oblasť AG je plocha na jednotkovej
guli vytvorená normálami všetkých bodov povrchu A (viď obr. 3.5). Pre A→ 0 podiel AGA
konverguje k Gaussovej krivosti K.
Obrázok 3.5: Výpočet Gaussovej oblasti ∆AG pre každý z elementov: a ∆AG vrcholu:
normály vrcholu mapované na povrch jednotkovej gule b ∆AG hrany c ∆AG trojuholníku
(prevzaté z [10]).
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T-flooding algoritmus
Cieľom tohto algoritmu je určiť, ktorý trojuholník modelu bude ďalej pridaný do jednej
z oblastí. Vytvorené oblasti majú okrem rovnomerne rozdelenej Gaussovej krivosti elemen-
tov aj hrany vedené pozdĺž hlavných záhybov povrchu. T-flooding algoritmus bol použitý
aj v mojej metóde segmentácie a je detailne popísaný v kapitole 4.2. Na obrázku 3.6 sú
zobrazené jeho výsledky.
Obrázok 3.6: Výsledky segmentácie riadenej Gaussovou krivosťou (prevzaté z [10]).
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Kapitola 4
Návrh aplikácie segmentácie
modelu
V tejto kapitole je popísaný návrh riešenia zadania mojej bakalárskej práce, a to vytvo-
riť nástroj na segmentáciu polygonálneho modelu. Aplikácia využíva t-flooding algoritmus
z metódy segmentácie modelu riadenej Gaussovou krivosťou popísanej v sekcií 3.4.
Algoritmus vytvára segmenty, ktoré sú rovnaké z hľadiska určitej vlastnosti. V tomto
prípade rovnomerne rozdeľuje trojuholníky medzi oblasti podľa cien ich hrán. Výpočet hrán
je popísaný v nasledujúcej podkapitole. Algoritmus pozostáva z týchto hlavných fáz:
1. Predspracovanie
2. Vytváranie a rast oblastí
3. Úprava vytvorených oblastí
Posledné dve fázy sa opakujú v každej iterácií algoritmu.
Vstupom je spojitý vyrobiteľný (manifold) polygonálny model zložený z trojuholníkov
a počet oblastí, na ktoré sa model rozdelí. Prípadne je možné určiť maximálny počet iterácií
algoritmu.
Výstupom je polygonálny model, identický so vstupným, ktorého trojuholníky sú ozna-
čené rôznymi farbami, čo reprezentuje ich príslušnosť do oblastí. Ďalej je pre potreby vyhod-
notenia algoritmu vytvorený súbor, v ktorom každý riadok reprezentuje jeden trojuholník
modelu. Na riadku je uvedené číslo oblasti, do ktorej trojuholník patrí.
4.1 Predspracovanie
Pred samotnou segmentáciou sú predpočítané ceny hrán a normalizované normály troju-
holníkov. Cena hrany E je definovaná ako vážený súčet geodetickej Dgeod(F1, F2) a uhlovej
Dang(F1, F2) vzdialenosti trojuholníkov, ktoré hrana spája:
Cost(E) = c1 ·Dgeod(F1, F2) + c2 ·Dang(F1, F2) (4.1)
Podobný vzorec bol použitý v [6], toto je jeho zjednodušenie. Pre účely algoritmu je
jeho zjednodušená verzia dostačujúca. Dgeod(F1, F2) je definovaná ako súčet vzdialeností
ťažisiek trojuholníkov F1 a F2 a stredového bodu hrany medzi nimi (viď obr. 4.1). Jej váha
sa typicky volí 0.1 ≤ c1 ≤ 0.2.
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Dang(F1, F2) je vážená veľkosť uhlu, ktorý zvierajú normály trojuholníkov F1 a F2.
Poznávacia teória zdôrazňuje dôležitosť segmentácie práve na konkávnych uhloch hrán,
preto pre ne volíme vyššiu váhu (napr. 0.8 ≤ ηconc ≤ 1.0) ako pre konvexné (0.1 ≤ ηconv ≤
0.2). Váha pre uhlovú vzdialenosť sa volí obvykle vyššia ako pre geodetickú (0.7 ≤ c2 ≤ 0.9).
F1
F2
n2
n1
E12
α
C1
C2M
Obrázok 4.1: Cena hrany E12: F1, F2 –
trojuholníky, n1, n2 – normály trojuholníkov,
C1, C2 – ťažiská trojuholníkov, M – stredový
bod hrany, α – uhol normál
Vyššie uvedené odporúčané hodnoty konštánt c1, c2 a hodnoty váh konvexných a kon-
kávnych uhlov sú prevzaté z článku [6]. V mojom algoritme som zvolil c1 = 0.2 a c2 = 0.8
a váhy 0.2 pre konvexné a 0.8 pre konkávne uhly. Voľba ľubovolných iných hodnôt z odpor-
účaných intervalov nemá na výslednú segmentáciu zásadný vplyv.
Na obrázku 4.2 sú na modeloch graficky znázornené ceny hrán. Modrá farba označuje
nízku cenu hrany (roviny), červená vysokú (ostré záhyby).
Obrázok 4.2: Grafické znázornenie ceny hrán na polygonálnych modeloch.
4.2 Vytváranie a rast oblastí
Úlohou t-flooding algoritmu prevzatého z [10] je rovnomerne rozdeliť trojuholníky do n
oblastí na základe vyššie popísanej ceny hrán. Pôvodne bola segmentácia určená na para-
metrizáciu modelu a miesto ceny hrán bola použitá Gaussova krivosť elementov modelu.
Zámer bol však navrhnúť metódu vytvárajúcu segmenty korešpondujúcimi so zmyslupl-
nými časťami modelu (napr. končatiny, hlava, trup). Preto bol pôvodný algoritmus takto
modifikovaný.
Každá oblasť Ri i ∈ {1, 2, . . . , n} je na začiatku algoritmu reprezentovaná jedným
počiatočným trojuholníkom F iseed. Jeho určenie je popísané v podkapitole 4.4. F
i
seed je
pridaný do množiny trojuholníkov Facesi patriacich oblasti Ri. Od tohto trojuholníka sa
bude oblasť rozrastať po povrchu modelu.
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Lokálna prioritná fronta
O tom, ktorý trojuholník sa pridá do oblasti ako ďalší rozhoduje lokálna prioritná fronta
LQi, do ktorej sú radené hrany na hranici oblasti Ri. Radenie je vzostupné podľa ceny
hrany. Do LQi sú na začiatku pridané tri hrany obklopujúce F iseed (viď obr. 4.3a).
Kým nie je LQi vyprázdnená, vyberieme z nej prvú hranu. Táto hrana spája dva tro-
juholníky: vonkajší Fext (zatiaľ nezahrnutý do oblasti) a vnútorný Fint (súčasť oblasti). Ak
nebol Fext už pridaný do inej oblasti, je pridaný do množiny Facesi a zvyšné hrany, ktorými
je obklopený pridáme do fronty (viď obr. 4.3b a 4.3c). Ak je LQi prázdna, oblasť sa nemôže
viac rozvíjať, tzn. nadobúda svoju konečnú podobu (viď obr. 4.3d).
E2
Fseed
E1 E3
top
E1
E2
E3
priority queue 
Fext
Fext
Fext
(a)
E1
Fseed
E3 E4
top
E1
E3
priority queue
E5
E4
E5
Fint1
Fext4
Fext5
Fext1
Fext3
(b)
E9
Fseed
E10 E12
top
E8
E4
E3
priority queue 
Fext
Fext
FextE5
Fint
E8
Fint
Fint Fint
FintE9
E10 E12
E13
E3 E4 E13 E5
(c)
Fseed
top priority queue 
Fint
Fint
Fint Fint
Fint
Fint Fint
Fint
Fint
(d)
Obrázok 4.3: Rast jednej oblasti: a Fseed: počiatočný trojuholník, E1 –E3 (zelené): hrany
vo fronte b, c vyberanie hrán z fronty a rast oblasti d koniec rastu oblasti
Globálna prioritná fronta
To, ktorá oblasť má v danú chvíľu rásť určuje globálna prioritná fronta GQ. V nej sú
zoradené oblasti podľa svojej celkovej ceny. Tá je definovaná ako je súčet cien všetkých
doposiaľ pridaných hrán Eij do oblasti Ri. K nej je ešte pričítaná cena hrany na prvom
mieste lokálnej fronty oblasti Ri:
TotalCost(Ri) =
∑
Edgesi
Cost(Eij) + front(LQi) (4.2)
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Kým nie je GQ prázdna, vyberieme oblasť na prvom mieste. Ak nieje jej lokálna fronta
prázdna, oblasť narastie o jeden trojuholník, a to ten, ktorý je s ňou spojený najlacnejšou
hranou. Oblasť je potom vložená späť do GQ. Radenie oblastí do GQ je znázornené na obr.
4.4 a priebeh rastu oblastí je znázornený na obr. 4.5.
R2
E4 E5 E6 ...
R1
E1 E2 E3 ...
R4
E10 E11 E12 ...
R3
E7 E8 E9 ...
...LQ1
GQ
LQ4 LQ3LQ2
Obrázok 4.4: Radenie oblastí do globálnej prioritnej fronty GQ: R1 –R4: oblasti,
LQ1 –LQ4: lokálne prioritné fronty príslušných oblastí obsahujúce hrany Ei, E4 (červená):
Ďalší trojuholník sa pridá do oblasti R2 a obsahuje hranu E4.
Obrázok 4.5: Priebeh rastu 10 oblastí na modeli králika.
4.3 Úprava vytvorených oblastí
Po vytvorení segmentácie modelu algoritmus ďalej optimalizuje pozíciu počiatočných tro-
juholníkov jednotlivých segmentov, až kým nedôjde ku konvergencií, tj. pozície všetkých
počiatočných trojuholníkov sa od predchádzajúcej iterácie nezmenia.
Ku konvergencií však nemusí dôjsť vždy. Môže nastať oscilácia, inými slovami, vznikne
určitá množina pozícií počiatočných trojuholníkov, ktoré sa v iteráciách periodicky opakujú.
Tento stav je riešený nastavením maximálneho počtu iterácií algoritmu. Potom možno po-
važovať ľubovoľnú pozíciu počiatočného trojuholníka z danej množiny za dostačujúcu.
Pre každú vytvorenú oblasť je vyhľadaný nový počiatočný trojuholník, ktorý je najviac
vzdialený od hranice oblasti. Tým sa zabezpečí rovnomerné rozloženie počiatočných troju-
holníkov po celom povrchu modelu. To je možné dosiahnuť spätným
”
zmršťovaním“ oblasti.
Do lokálnej prioritnej fronty oblasti vložíme všetky hrany z množiny hraničných hrán ob-
lasti (viď obr. 4.6a). Hrany sú v tomto prípade radené podľa geodetickej vzdialenosti od
hranice oblasti.
Kým je vo fronte vložená viac ako jedna hrana, vyberieme prvú hranu z fronty. Ak patrí
trojuholníku zahrnutému v oblasti, odoberieme mu príslušnosť do oblasti a do prioritnej
fronty vložíme jeho zvyšné hrany (viď obr. 4.6b). Posledná hrana vo fronte určuje novú
pozíciu počiatočného trojuholníka, ktorý je použitý v ďalšej iterácií (viď obr. 4.6d).
15
Fseed
top priority queue 
Fint
Fint
Fint Fint
Fint
Fint Fint
Fint
Fint
E2 E3
E4
E5E6
E1
E1 E2 E3 E4 E5 E6
(a)
Fseed
top priority queue 
Fint
Fint
Fint Fint
Fint Fint
Fint
Fint
E2 E3
E4
E5E6
E7
E2 E3 E4 E5 E6 E7
E8
E8
(b)
Fseed
top priority queue 
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E14E15
E7
E7 E9 E14 E12 E15 E11
(c)
top priority queue 
FnewSeed
E19
E19
(d)
Obrázok 4.6: Hľadanie nového počiatočného trojuholníka oblasti: a E1 –E6: hra-
ničné hrany oblasti vo fronte b, c vyberanie hrán z fronty a
”
zmršťovanie“ oblasti d
FnewSeed: nájdený nový počiatočný trojuholník
4.4 Zavádzanie algoritmu
Na to, aby mal algoritmus na jednom modeli vždy identické výsledky a aby rýchlejšie došlo
ku konvergencií, je nutné zvoliť stratégiu rozmiestňovania počiatočných trojuholníkov.
Ak by boli volené náhodne (použité v prvej verzií algoritmu), tak pri neideálnom roz-
miestnení (všetky počiatočné trojuholníky v malej vzdialenosti od seba) by algoritmus musel
vykonať množstvo iterácií, aby dosiahol konvergencie a nemusel by dávať deterministické
výsledky. Náhodné rozmiestnenie je výhodné použiť v prípade veľkého poštu segmentov
(napr. n > 50) kedy by postupné pridávanie segmentov mnohonásobne zvýšilo časovú zloži-
tosť (viď sekciu 5.3).
V mojom algoritme som zvolil práve stratégiu postupného pridávania segmentov. Prvý
počiatočný trojuholník je zvolený náhodne. Prebehne segmentácia modelu, po ktorej je
do globálnej prioritnej fronty vložená nová oblasť. V [10] je jej počiatočný trojuholník
na pozícií, ktorá je najvzdialenejšia od doposiaľ položených počiatočných trojuholníkov.
V mojom algoritme je nový počiatočný trojuholník posledný pridaný trojuholník do oblasti
s najväčšou celkovou cenou. To zabezpečí rovnomernejšie rozloženie cien hrán do oblastí,
rýchlejšiu konvergenciu a deterministické výsledky segmentácie.
Nové počiatočné trojuholníky sú pridávané v každej iterácií, až kým nie je dosiahnutý
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zadaný počet oblastí n (viď obr. 4.7).
(a) (b) (c) (d)
(e) (f) (g)
Obrázok 4.7: Postupné pridávanie nových oblastí: V každej iterácií (obrázky a – e) je
pridaná jedna oblasť. Medzi fázami f a g došlo k optimalizácií počiatočných trojuholníkov
oblastí, ktorej priebeh je popísaný v sekcií 4.3. Segmentácia modelu dinopet, 6 oblastí.
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Kapitola 5
Implementácia algoritmu
segmentácie
Táto kapitola popisuje hlavné časti implementácie segmentačného algoritmu, tiež sú tu
spomenuté nástroje použité pri jeho tvorbe, problémovy, s ktorými som sa pri implemen-
tácií stretol a ich riešenie. V závere kapitoly je zobrazený diagram tried a určená zložitosť
algoritmu.
Aplikácia je implementovaná v jazyku C++, tak ako knižnica OpenMesh (viď sekciu
5.1). Bola vytvorená na OS Linux, distribúcia Ubuntu 11.10, 64bit. Aplikácia sa spúšťa
z príkazového riadku, sekcia 5.2 obsahuje popis zadávaných parametrov.
5.1 Použité nástroje a knižnice
OpenMesh
Pre zefektívnenie práce s polygonálnymi modelmi bola použitá knižnica OpenMesh 2.0.1
[3]. Ide o výkonnú generickú knižnicu v jazyku C++, ktorá poskytuje dátové štruktúry pre
efektívnu reprezentáciu polygonálneho modelu.
Pre explicitnú reprezentáciu vrcholov, (polovičných) hrán a polygónov používa Open-
Mesh dátovú štruktúru polovičná hrana (halfedge), ktorá je popísaná v sekcií 2.2. V mno-
hých algoritmoch je tiež často využívané prechádzanie jednookolia elementov modelu alebo
prechádzanie hrán trojuholníka. Túto operáciu umožňuje OpenMesh vykonať v konštant-
nom čase pomocou tzv. cirkulátorov.
Pomocou tejto knižnice je možné načítať a uložiť modely vo formátoch OFF, STL,
PLY, OBJ alebo OM. Vrcholy, hrany a polygóny sú rozšírené o tzv. standard properties.
Tie obsahujú informácie napr. o normále bodu, jeho pozícií, farbe alebo stave. Programátor
môže k týmto vlastnostiam pridávať svoje vlastné vlastnosti (v mojom prípade napr. cena
hrany). To ho zbavuje potreby vytvárať nové dátové štruktúry a umožňuje rýchly prístup
k vlastnosti s konštantnou zložitosťou pomocou
”
handle“ daného elementu.
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MeshLab
Na zobrazenie výsledných segmentovaných ofarbených modelov bol použitý open source
nástroj MeshLab 1. Okrem renderovania dokáže MeshLab aplikovať na model čistiace filtre,
zjednodušiť model, vyplniť diery modelu, . . . Tieto funkcie boli použité na úpravu niektorých
modelov, aby vyhovovali požiadavkám aplikácie.
Doxygen
Programová dokumentácia aplikácie bola automaticky vygenerovaná pomocou nástroja Do-
xygen 2. Podobne ako Javadoc, Doxygen generuje dokumentáciu na základe špeciálnych
komentárov vložených do zdrojového kódu.
5.2 Parametre aplikácie
Vstupné parametre boli upravené pre potreby testovania bližšie popísaného v kapitole 6.
Nasledujúce parametre sú povinné:
• Názov súboru so vstupným modelom vo formáte OFF, STL, PLY alebo OBJ.
• Názov súboru s výstupným ofarbeným modelom vo formáte OFF. Tento formát
dokáže uchovávať farby trojuholníkov, a je možné ich zobraziť pomocou nástroja
MeshLab.
• Názov textového súboru, do ktorého sa uložia informácie o segmentácií s
príponou SEG, ktorý každému trojuholníku priraďuje číslo jeho oblasti.
• Počet oblastí n > 1.
Ďalej má užívateľ možnosť nastaviť nasledujúce nepovinné parametre:
• Maximálny počet iterácií algoritmu. Pri nedosiahnutí konvergencie pozície poči-
atočných trojuholníkov oblastí sa algoritmus zastavi po zadanom počte cyklov. Vý-
chodzia hodnota je 10.
• Spôsob zavádzania algoritmu. Buď štart s náhodnými počiatočnými trojuhol-
níkmi oblastí alebo štart s jedným náhodným počiatočným trojuholníkom a postup-
ným pridávaním ďalších, čo najdalej od doposiaľ položených trojuholníkov (východzie
nastavenie).
• Zapnutie informačných výpisov. Na štandardný výstup sú vypisované základné
informácie o priebehu segmentácie (číslo iterácie, veľkosti jednotlivých oblastí, . . . ).
• Zafarbiť hrany modelu na základe ich ceny. V rámci predspracovania sú farebne
vyznačené ceny hrán (viď obr. 4.2).
• Ošetrenie rýchlo rastúcich oblastí. Toto rozšírenie je popísané v sekcií 6.1, vo
východzom nastavení je vypnuté.
1http://meshlab.sourceforge.net/
2http://www.stack.nl/~dimitri/doxygen/
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5.3 T-flooding algoritmus
Hlavnou súčasťou tohto algoritmu prevzatého z [10] popísaného v kapitole 4.2 sú prioritné
fronty. Tie sú reprezentované triedami EdgeQueue (lokálne fronty oblastí) a ChartQueue
(globálna fronta), ktoré sú podobné STL kontajnerom priority queue. Tento kontajner
využíva na uloženie prvkov hromadu (heap) a teda umožňuje vkladať prvky so zložitosťou
O(log(N)) a vyberať prvky so zložitosťou O(2 · log(N)) kde N je počet prvkov vo fronte.
Detailnejší popis tried možno nájsť v programovej dokumentácií na CD (príloha A), alebo
v diagrame tried (viď obr. 5.1).
Zložitosť
Kľúčovou vlastnosťou algoritmov pracujúcich s polygonálnymi modelmi je ich zložitosť,
pretože manipulujú s veľkým počtom elementov modelu. Predspracovanie modelu má vždy
zložitosť O(faces) kde faces je počet trojuholníkov modelu. Pri vyšších počtoch trojuhol-
níkov je vhodné model pred segmentáciou zjednodušiť (10 000 − 20 000 trojuholníkov) pre
vyššiu účinnosť algoritmu.
Samotný segmentačný algoritmus so stratégiou postupného rozmiestňovania počiatoč-
ných trojuholníkov má asymptotickú zložitosť O(faces(n+m)) kde n je počet oblastí a m je
maximálny počet iterácií algoritmu. Pri použití stratégie náhodného rozmiestňovania poči-
atočných trojuholníkov sa zložitosť zníži na O(faces ·m). Preto je pri vysokom n vhodné
zvoliť druhú uvedenú variantu, kde táto premenná nehrá rolu.
5.4 Diagram tried
Diagram nižšie znázorňuje hlavné triedy aplikácie a ich prepojenie. Samotný model je repre-
zentovaný triedou MyMesh. Jeden segment modelu je reprezentovaný triedou Chart a trieda
Edge reprezentuje hranu modelu spolu s jej cenou. Globálna a lokálne prioritné fronty sú
reprezentované triedami ChartQueue a EdgeQueue, v tomto poradí.
 
Chart
 
ChartQueue 
 
EdgeQueue
 
Edge
  
MyMesh
Obrázok 5.1: Diagram tried.
20
Kapitola 6
Experimentovanie a výsledky
V tejto kapitole je popísaný experiment rozširujúci moju segmentačnú metódu a benchmark
porovnávajúci túto metódu s manuálne vytvorenou segmentáciou. V závere kapitoly sú
zhrnuté výsledky mojej metódy a navrhnuté možnosti jej ďalšieho rozšírenia.
6.1 Experiment - Ošetrenie rýchlo rastúcich oblastí
V rámci experimentu bol implementovaný segmentačný algoritmus rozšírený o tzv. ošetrenie
rýchlo rastúcich oblastí. Toto rozšírenie bolo zavedené v pôvodnom t-flooding algoritme
z [10] a nasledujúca sekcia popisuje jeho použitie v mojej metóde. V kapitole 6.1.2 sú
potom porovnané výsledky rozšírenej metódy s pôvodnou.
6.1.1 Výpočet ofsetu
Hlavným problémom pri vytváraní dokonale vyvážených segmentov modelu (z hľadiska ceny
hrán) je predčasné zablokovanie niektorých oblastí. Tento stav nastane vtedy, keď všetky
hraničné hrany jednej oblasti priľahnú k hranám susedných oblastí, čo zamedzí jej ďalšiemu
rastu (viď obr. 6.1).
R1
R3
R2 R1
R3
R2 R1
R3
R2 R1
R3
R2
Obrázok 6.1: Zablokovanie rastu oblasti R2 oblasťami R1 a R3.
Túto situáciu nedokáže v niektorých prípadoch vyriešiť ani premiestnenie počiatočných
trojuholníkov oblastí. Preto je každej oblasti priradená hodnota vyvzažujúca ich celkové
ceny – ofset. Na začiatku je ofset všetkých oblastí inicializovaný na 0. Jeho hodnota sa ak-
tualizuje po každej fáze vytvorenia oblastí. To prebieha rovnakým spôsobom ako v základnej
verzií algoritmu, až na radenie oblastí do globálnej prioritnej fronty. K celkovej cene oblasti
sa teraz pričíta aj jej ofset:
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TotalCost(Ri) =
∑
Edgesi
Cost(Eij) + front(LQi) + Offset(Ri) (6.1)
Tento jednoduchý mechanizmus umožňuje oddialiť rast oblastí, ktoré v predchádzajúcej
iterácií algoritmu rástli príliš rýchlo a uprednostniť tak menšie oblasti (viď obr. 6.2).
R1
R3
R2 R2
R1
R3
R2R1
R3
R2R1
R3
Obrázok 6.2: Nastavenie ofsetu pre rýchlo rastúce oblasti R1 a R3. Uprednostnený rast
oblasti R2.
Ofsety pre nasledujúcu iteráciu algoritmu sú určené na základe výsledkov predchád-
zajúcej iterácie. Nech minCost je celková cena najmenšej oblasti. Potom ofset ľubovolnej
oblasti Ri je zvýšený o rozdiel celkovej ceny oblasti Ri a minCost, vynásobený utlmujúcim
koeficientom β:
Offset(Ri) = Offset(Ri) + β(TotalCost(Ri)−minCost), β ∈ 〈0, 1〉 (6.2)
Aby rozšírenie fungovalo správne, je nutné správne zvoliť koeficient β. V metóde segmen-
tácie riadenej Gaussovou krivosťou bola zvolená hodnota 0.9. Tá je však v mojom algoritme
nepoužiteľná, nakoľko bol zmenený spôsob oceňovania hrán a oblastí. Táto hodnota spôsobí
úplné zablokovanie rozsiahlych oblastí priradením príliš veľkého offsetu. Na druhej strane
príliš malá hodnota spôsobí len nepatrné vyváženie veľkosti oblastí. Experimentovaním bol
nájdený ideálny interval β ∈ 〈10−3, 10−2〉.
6.1.2 Porovnanie výsledkov
Rozšírenie sa prejavuje na výsledkoch segmentácie generovaním segmentov s približne rov-
nakou veľkosťou, čo nie je vždy žiadúce, no je to možné využiť pri segmentácií na veľký
počet oblastí za účelom parametrizácie. Na väčšine modeloch však toto rozšírenie neprináša
oproti pôvodnému algoritmu podstatné zmeny a ani zlepšenie vlastností segmentov. Preto
je jeho použitie vhodné len v špecifických prípadoch (viď obr. 6.3). Na obrázku 6.4 je vidi-
teľné mierne zlepšenie segmentácie použitím tohto rozšírenia, na obrázku 6.5 zas zhoršenie.
Pre všetky prípady je β = 5 · 10−3.
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Obrázok 6.3:
Vľavo: metóda bez rozšírenia, zabloko-
vanie sivej oblasti (bradavka) ružovou
oblasťou.
Vpravo: metóda s ošetrením rýchlo
rastúcich oblastí, nastavenie ofsetu pre
ružovú oblasť, rast sivej oblasti. Sivá ob-
lasť sa ale rozrástla až príliš a blokuje
žltú oblasť.
Model alien, 6 oblastí.
Obrázok 6.4:
Úspešná aplikácia rozšírenia na model
ruky, 7 častí.
Vľavo: metóda bez rozšírenia, rýchly
rast a následné pretečenie oblasti na uka-
zováku.
Vpravo: metóda s rozšírením, rast ob-
lasti na ukazováku je pozdržaný ofsetom.
Obrázok 6.5: Neúspešná aplikácia rozšírenia na model koňa, 10 častí. Vľavo: metóda bez
rozšírenia. Vpravo: metóda s rozšírením, oblasti na nohách koňa sú zablokované nastave-
ním príliš vysokého offsetu. Pre tento model by bolo vhodné zvoliť nižší koeficient β.
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6.2 Benchmark pre segmentáciu polygonálnych modelov
Pre vyhodnotenie algoritmu bol okrem vizuálneho hodnotenia segmentácie použitý ben-
chmark [4]. Porovnáva rôzne segmentačné algoritmy so segmentáciou modelov vytvorenou
človekom. Metódy sú testované na 380 polygonálnych modeloch, rozdelených do 19 kategó-
rií po 20 modeloch (napr. ľudské postavy, nábytok, mechanické CAD časti, ruky, . . . ). Dve
z týchto kategórií obsahujú rovnaký objekt v rôznych pózach (pásovec, kliešte), ostatné ob-
sahujú podobné objekty. Modely vo všetkých kategóriách sú vyrobiteľné (manifold) a skla-
dajú sa z jediného spojitého komponentu, čo spĺňa požiadavky pre vstup väčšiny segmenta-
čných algoritmov. Tri kategórie (hrnček, váza a stolička) obsahujú modely s dierami (non-
zero genus). Skupina 80 ľudí manuálne rozdeľovala modely na zmysluplné, funkčné časti.
Ku každému modelu z testovacej sady prislúcha priemerne 11 manuánych segmentácií. Pre
porovnanie boli okrem mojej vybrané metódy: k-means segmentácia, hierarchická segmen-
tácia založená na aproximácií primitívami a segmentácia pomocou feature bodov a extrakcie
jadra. Moja metóda bola testovaná s východzími nastaveniami popísanými v sekcií 5.2.
Ak bolo pre jeden model vytvorených desať rôznych referenčných manuálnych segmentá-
cií s rôznym počtom oblastí, tak je každým algoritmom vypočítaných desať automatických
segmentácií s prislušným počtom oblastí. Porovnávané sú len dvojice segmentácií s rovna-
kým počtom oblastí. To neplatí o metóde segmentácia pomocou feature bodov a extrakcie
jadra, ktorá automaticky určí vždy rovnaký počet oblastí.
Neexistuje spôsob jednoznačného určenia najlepšieho segmentačného algoritmu, pretože
každý je určený na iné využitie a pristupuje k segmentácií iným spôsobom. Na určenie
toho,
”
ako dobre odpovedajú automatické segmentácie manuálnym“ boli použité 4 metriky:
vzdialenosť hraníc, hammingova vzdialenosť, náhodný index a chyba konzistencie. Prvá
menovaná metrika pracuje s hranicami segmentov, ostatné s celou ich plochou. Na konci
každej podkapitoly popisujúcej danú metriku je uvedený graf s výsledkami. Čím menšia je
hodnota, tým lepší je výsledok. Každý stĺpec v tabuľke predstavuje jednu metódu:
• Benchmark – referenčná manuálna segmentácia (ground-truth)
• CoreExtra – segmentácia pomocou feature bodov a extrakcie jadra
• FitPrim – hierarchická segmentácia založená na aproximácií primitívami
• Kmeans – k-means segmentácia
• MySeg – moja metóda
Kompletné výsledky benchmarku v podobe obrázkov a tabuliek sú uvedené v prílohe B
alebo na priloženom CD.
6.2.1 Vzdialenosť hraníc (Cut Discrepancy)
Prvá metrika sčítava vzdialenosti od bodov pozdĺž hraníc oblastí z vypočítanej segmentácie
k najbližším hraničným bodom z referenčnej segmentácie a naopak. Metrika určuje, ako
dobre sú zarovnané hranice dvoch segmentovaných modelov.
Nech C1 a C2 sú množiny všetkých bodov na hraniciach segmentov v segmentáciách S1
a S2, v tomto poradí, a dG(p1, p2) je geodetická vzdialenosť medzi dvoma bodmi modelu,
potom geodetická vzdialenosť bodu p1 ∈ C1 a množiny bodov z C2 je definovaná ako:
dG(p1, C2) = min{dG(p1, p2), ∀p2 ∈ C2} (6.3)
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a smerová vzdialenosť hraníc segmentácií S1 a S2 DCD(S1 ⇒ S2) je definovaná ako
priemerná geodetická vzdialenosť všetkých bodov p1 z C1 a množiny bodov z C2:
DCD(S1 ⇒ S2) = mean{dG(p1, C2), ∀p1 ∈ C1} (6.4)
Vzdialenosť hraníc je potom priemerná smerová vzdialenosť hraníc v oboch smeroch
vydelená priemernou Euklidovskou vzdialenosťou bodu z povrchu telesa a ťažiskom telesa
(avgRadius). Toto zabezpečuje, aby metrika bola symetrická a nezávislá na mierke modelu.
CD(S1, S2) =
DCD(S1 ⇒ S2) +DCD(S2 ⇒ S1)
avgRadius
(6.5)
Graf 6.6 znázorňuje priemernú vzdialenosť hraníc oblastí z manuálnej a automatickej
segmentácie vo všetkých kategóriách. Dobrý výsledok môjho algoritmu spočíva vo vytvá-
raní hraníc segmentov pozdĺž ostrých hrán modelu. Týmto spôsobom väčšinou rozdeľuje
teleso aj človek. Naopak algoritmus segmentácie k-means vytvára hranice v bodoch naj-
viac vzdialených od zástupcov jednotlivých oblastí, čo nemusí byť vždy vhodné. Algoritmus
segmentácie pomocou extrakcie jadra zas nedokáže segmentovať modely, ktoré neobsahujú
jednoznačné jadro (mechanické časti, valcové časti, okuliare). Výsledná segmentácia sa po-
tom skladá len z jednej časti, ktorá nemá hranice.
Obrázok 6.6: Výsledky podľa metriky vzdialenosť medzi rezmi – Cut Discrepancy.
6.2.2 Hammingova vzdialenosť (Hamming Distance)
Druhá metrika určuje rozdiel oblastí dvoch segmentácií. Nech S1 = {S11 , S21 , . . . , Sm1 } a S2 =
{S12 , S22 , . . . , Sm2 } sú segmentácie modelu s m a n segmentami, v tomto poradí, smerová
Hammingova vzdialenosť je definovaná ako:
DH(S1 ⇒ S2) =
∑
i
‖Si2 − Sit1 ‖ (6.6)
kde ‖x‖ je plocha všetkých trojuholníkov v množine a it = maxk‖Si2 ∩ Sit1 ‖. Cieľom je
nájsť oblasti z S1 a S2, ktoré sú si najviac podobné a sčítať ich množinové rozdiely. Ak S2 je
referenčná segmentácia, smerová Hammingova vzdialenosť môže byť využitá na vyjadrenie
počtu chýbajúcich trojuholníkov Rm a počtu nadbytočných trojuholníkov Rf v oblasti:
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Rm(S1, S2) =
DH(S1 ⇒ S2)
‖S‖ (6.7)
Rf (S1, S2) =
DH(S2 ⇒ S1)
‖S‖ (6.8)
kde ‖S‖ je celkový povrch modelu. Hammingova vzdialenosť je definovaná ako priemer
Rm a Rf . Graf 6.7 znázorňuje priemernú hammingovu vzdialenosť (rozdiel oblastí) od re-
ferenčných segmentácií vo všetkých kategóriách. Moja metóda dosiahla najlepšie výsledky
v kategóriách, kde sú časti modelu od seba oddelené konkávnymi uhlami (mravec, chobot-
nica, medveď, . . . ). Najmenej úspešná zas bola v kategórií ryba, kde plutvy a hlava nie sú
oddelené od tela dostatočne ostrými hranami od trupu.
Obrázok 6.7: Výsledky podľa metriky Hammingova vzdialenosť – Hamming Distance.
6.2.3 Náhodný index (Rand Index)
Metrika popísaná rovnicou 6.9 určuje pravdepodobnosť, že ľubovolná dvojica trojuholníkov
z modelu je zahrnutá v rovnakej oblasti.
RI(S1, S2) =
(
2
N
)−1 ∑
i,j,i<j
[Sameij + Diffij ] (6.9)
Ak trojuholníky i a j patria v segmentáciách S1 aj S2 do jednej oblasti, tak Sameij = 1.
Ak i a j patria v oboch segmentáciách do rôznych oblastí, tak Diffij = 1. N je počet
trojuholníkov modelu. V benchmarku je ale použité 1 − RI(S1, S2), aby boli odchýlky od
referenčných segmentácií reprezentované väčším číslom ako podobnosti. Graf 6.8 zobra-
zuje výsledky segmentácie hodnotené touto metrikou. Moja metóda opäť dosiahla dobré
výsledky v rovnakých kategóriách, ako v sekcií 6.2.2.
6.2.4 Chyba konzistencie (Consistency Error)
Posledná metrika sa pokúša hodnotit hierarchické podobnosti a rozdiely v segmentáciách.
Nech S1, S2 a ‖x‖ sú symboly popísané v 6.2.2, R(S, fi) segment v segmentácií S obsahujúci
trojuholník fi a n počet trojuholníkov v modeli, potom lokálna chyba je definovaná ako:
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Obrázok 6.8: Výsledky podľa metriky náhodný index – Rand Index.
E(S1, S2, fi) =
‖R(S1, fi)−R(S2, fi)‖
‖R(S1, fi)‖ (6.10)
S využitím lokálnej chyby pre každý trojuholník modelu sú definované dve metriky
pre celý 3D model: globálna chyba konzistencie GCE(S1, S2) a lokálna chyba konzistencie
LCE(S1, S2):
GCE(S1, S2) =
1
n
min{
∑
i
E(S1, S2, fi),
∑
i
E(S2, S1, fi)} (6.11)
LCE(S1, S2) =
1
n
∑
i
min{E(S1, S2, fi), E(S2, S1, fi)} (6.12)
Výhodou týchto dvoch metrík je zohľadnenie vnorených, hierarchických rozdielov v seg-
mentáciách. Nevýhodou je, že sú zavádzajúce pri extrémne malom/veľkom počte oblastí. Ak
nie je model segmentovaný (všetky trojuholníky v jednej oblasti) alebo je každý trojuholník
v rovnakej oblasti, chyba bude vždy nulová.
Graf 6.9 zobrazuje chybu konzistencie jednotlivých segmentácií vo všetkých kategóriách
benchmarku. Moja metóda dosahuje dobré výsledky nielen v kategóriach s časťami spo-
jenými konkávnymi hranami, no aj v kategórií mechanických prístrojov, ktoré obsahujú
množstvo rovinných oblastí, ktoré sú správne segmentované na ich hranách. .
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Obrázok 6.9: Výsledky podľa metriky chyba konzistencie – Consistency Error. LCE – lokálna
chyba konzistencie, GCE – globálna chyba konzistencie
6.3 Zhrnutie výsledkov a možnosti budúceho vývoja
Cieľom implementovanej metódy bolo segmentovať polygonálny model na zadaný počet
oblastí korešpodujúcich so zmysluplnými časťami modelu. Na základe výsledkov segmentá-
cie sady modelov použitých v benchmarku je možné povedať, že tento cieľ bol splnený pre
modely, ktorých časti sú oddelené ostrými, hranami (mechanické CAD modely, obr. 6.10)
a pre modely pozostávajúce z trupu a dlhých, úzkych končatín (človek, chobotnice alebo
štvornohé zvieratá, obr. 6.11).
Pre tieto kategórie modelov moja metóda v porovnaní s metódami k-means segmentácie
a segmentácie založenej na aproximácií primitívami dáva lepšie výsledky (z hľadiska podob-
nosti s manuálnou segmentáciou). Nedosahuje však kvality zložitejšej metódy segmentácie
pomocou feature bodov a extrakcie jadra.
Pre modely, ktorých zmysluplné časti nie sú oddelené ostrými hranami (ryby, kliešte
alebo ľudská tvár, obr.6.12) sú výsledky mojej metódy horšie v porovnaní s ostatnými
automatickými metódami. Problémom sú práve chýbajúce ostré hrany, ktoré by vymedzili
hranice jednotlivých oblastí.
Výsledok experimentu s ošetrením rýchlo rastúcich oblastí priniesol očakávané zlepšenie
iba v špecifických prípadoch segmentácie. Vo vačšine prípadov však toto rozšírenie výsledky
zhoršuje, a preto nebolo využité pri vyhodnotení benchmarkom.
Obrázok 6.10: Mechanické CAD modely segmentované mojím algoritmom.
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(a) mravec, 11 oblastí (b) chobotnica, 9 ob-
lastí
(c) medveď, 6 ob-
lastí
Obrázok 6.11: Výsledky môjho algoritmu odpovedajúce manuálnej segmentácií.
(a) ryba, 7 oblastí (b) kliešte, 5 oblastí
Obrázok 6.12: Výsledky môjho algoritmu neodpovedajúce manuálnej segmentácií.
Odhliadnuc od tvaru segmentovaného telesa, implementovaná segmentačná metóda ma
niekoľko ďalších nedostatkov, ktoré by bolo v rámci budúceho vývoja vhodné odstrániť. Tie
najzávažnejšie z nich sú:
• Pretekanie oblastí
• Oscilácia polohy počiatočných trojuholníkov oblastí
• Efektívnosť algoritmu
Pretekanie oblastí
Ide o jeden z hlavných problémov algoritmu, ktorý je na jeho výsledkoch najviac vidi-
teľný. Ideálne by mali hranice oblastí viesť pozdĺž ostrých hrán povrchu a mali by byť čo
najkratšie. Algoritmus však vytvára hranice na základe ich celkovej ceny a pridáva neprira-
dené trojuholníky k oblasti, ktorá ju má najnižšiu. K nežiadúcemu javu dochádza v dvoch
prípadoch:
1. Oblasť sa vyvíja tým smerom, kde sa nachádza najlacnejšia hrana. Povrch modelu
môže obsahovať úzke pásy trojuholníkov spojených takýmito lacnými hranami, kto-
rými sa oblasť rozrastá. Takáto oblasť nie je kompaktná a zasahuje výbežkami do
ostatných oblastí. Tento jav je viditeľný na obrázku 6.13a – prelínanie zelenej a sivej
oblasti.
2. Oblasť s najnižšou cenou je ohraničená ostrými hranami a ideálne by mala prestať
rásť. Napriek tomu je do nej pridaný trojuholník, ktorý
”
pretečie “ cez hranu, a vďaka
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nemu sa oblasť ďalej rozrastá. Na obrázku 6.13b je viditeľné pretečenie ružovej oblasti
na ľavé krídlo.
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(a) Kôň, 10 oblastí. (b) Gargoyle, 8 oblastí.
Obrázok 6.13: Problém pretečenia oblastí.
Jedno možné riešenie tohto problému je upraviť hranice vytvorených oblastí podobným
spôsobom ako v metóde [5]. Hranice sú vyhladené nájdením minimálneho rezu v určitej
oblasti medzi segmentami.
Oscilácia polohy počiatočných trojuholníkov oblastí
Tento jav zmienený v sekcií 4.3 výrazne spomaľuje segmentačný algoritmus. V tejto fáze je
ľubovolná poloha počiatočných trojuholníkov akceptovateľná, no algoritmus to však nedo-
káže detekovať. Väčšina oscilácií nastáva medzi dvoma až troma rôznymi polohami počia-
točných trojuholníkov.
Možné riešenie by bolo namiesto porovnania na zhodu predchádzajúcich a aktuálnych
pozícií trojuholníkov porovnávať celú množinu predchádzajúcich polôh, ktorej veľkosť by
určil užívateľ.
Efektívnosť algoritmu
Ďalším problémom je efektívnosť algoritmu pri segmentácií príliš zložitých modelov (nad
100 000 trojuholníkov). Jedným z možných riešení by bolo vo fáze predspracovania modelu
pridať proces jeho decimácie. Na tomto modeli bude vykonaná segmentácia, ktorá bude
spätne namapovaná na pôvodný nedecimovaný model.
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Kapitola 7
Záver
V tejto práci boli spomenuté niektoré používané metódy segmentácie polygonálneho modelu
a bol navrhnutý a implementovaný segmentačný nástroj vychádzajúci z metódy segmentácie
pomocou Gaussovej krivosti [10]. Algoritmus prevzatý z tejto metódy bol mierne modifiko-
vaný. Nepracuje s Gaussovou krivosťou, ale s cenami hrán, ktoré rovnomerne rozdeľuje do
jednotlivých oblastí. Algoritmus bol tiež rozšírený o mechanizmus ošetrujúci rýchlo rastúce
oblasti.
Implementovaná metóda dosahuje dobré výsledky segmentácie tých modelov, ktorých
časti sú oddelené ostrými hranami (organizmy s množstvom končatín, záhybov) a s mecha-
nickými predmetmi, ktoré sú zložené z geometrických primitív (valec, kváder, guľa).
Pre modely, ktorých časti nie sú výrazne oddelené ostrým uhlom nie sú výsledky seg-
mentácie ideálne, rovnako ani pri segmentácií na veľký počet oblastí, kedy už algoritmus
nie je efektívny.
Metóda bola otestovaná benchmarkom [4], ktorý porovnáva automatické segmentácie
s manuálnymi. Dosiahnuté výsledky dokážu konkurovať ostatným jednoduchým metódam
segmentácie, niektoré ako k-means segmentáciu dokonca predčia.
V rámci budúcej práce by bolo vhodné implementovanú metódu rozšíriť o vyhladzovanie
hraníc vytvorených oblastí a zefektívniť ju pomocou decimácie vstupného modelu.
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Príloha A
Obsah CD
Priložené CD obsahuje adresáre a súbory:
• bin – adresár s binárnymi súbormi nástroja na segmentáciu polygonálneho modelu
spolu s knižnicami potrebnými na jeho spustenie.
• demo – adresár s demonštračnými dátami: sada modelov + spúšťací skript.
• doc – adresár s programovou dokumentáciou k nástroju vo formáte html a pdf.
• report – adresár obsahujúci túto správu vo formáte pdf.
• results – adresár s výsledkami benchmarku: html dokument s výsledkami, obrázky
modelov segmentovaných mojou metódou.
• src – adresár so zdrojovými súbormi segmentačného nástroja spolu so zdrojovými
súbormi knižnice OpenMesh a nástroja MeshLab.
• README.txt – súbor s popisom CD, návodom ako preložiť aplikáciu a spustiť
demo.
• Plagát
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Príloha B
Výsledky benchmarku
Príloha obsahuje výsledkové tabuľky všetkých metrík benchmarku a obrázky vybraných
segmentovaných modelov, pričom v každom stĺpci sú výsledky jednej metódy a každý ri-
adok obsahuje jeden model zastupujúci jednu kategótiu. Kompletná sada segmentovaných
modelov sa nachádza na priloženom CD.
CD Benchmark CoreExtra FitPrim KMeans MySeg
Average 0.172355 0.392063 0.315519 0.378829 0.309794
Human 0.292668 0.420353 0.219699 0.279504 0.244587
Cup 0.427901 1.017454 0.981876 1.164351 1.076878
Glasses 0.230784 0.535306 0.236973 0.408403 0.259560
Airplane 0.097476 0.370613 0.311460 0.298830 0.329866
Ant 0.086800 0.150864 0.248926 0.295901 0.164623
Chair 0.143235 0.342145 0.251961 0.314266 0.260683
Octopus 0.067466 0.140826 0.174762 0.228362 0.119403
Table 0.135222 0.421346 0.165588 0.457681 0.272728
Teddy 0.056553 0.202355 0.123041 0.206867 0.117357
Hand 0.175962 0.262420 0.258393 0.246938 0.255316
Plier 0.090997 0.161755 0.472143 0.448578 0.394575
Fish 0.119777 0.275211 0.270361 0.257509 0.266013
Bird 0.108047 0.216487 0.413506 0.353593 0.408954
Armadillo 0.142187 0.255791 0.133085 0.184170 0.136273
Bust 0.285813 0.485052 0.299622 0.372584 0.320319
Mech 0.185982 0.773418 0.442111 0.595395 0.404984
Bearing 0.218398 0.743048 0.446194 0.410539 0.337731
Vase 0.219308 0.400281 0.354257 0.453539 0.334042
FourLeg 0.190171 0.274482 0.190908 0.220742 0.182198
Tabuľka B.1: Výsledky metriky vzdialenosť medzi rezmi – Cut Discrepancy
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Hamming Benchmark CoreExtra FitPrim Kmeans MySeg
Average 0.098878 0.171160 0.236942 0.276517 0.230454
Human 0.201878 0.266619 0.279727 0.300932 0.289764
Cup 0.072501 0.157250 0.209984 0.260903 0.219700
Glasses 0.100477 0.221410 0.294138 0.165141 0.254301
Airplane 0.108208 0.267933 0.280149 0.331241 0.322390
Ant 0.067383 0.110982 0.199213 0.264047 0.115313
Chair 0.073877 0.128043 0.273679 0.254689 0.237766
Octopus 0.039865 0.065705 0.156721 0.146825 0.072041
Table 0.058289 0.122133 0.124892 0.253112 0.187558
Teddy 0.045645 0.121060 0.158525 0.281772 0.153159
Hand 0.114268 0.171609 0.282090 0.227712 0.251498
Plier 0.082527 0.122416 0.240957 0.307647 0.230213
Fish 0.099689 0.169662 0.382646 0.361718 0.395323
Bird 0.073906 0.140778 0.312638 0.280075 0.274441
Armadillo 0.166517 0.235291 0.222061 0.315328 0.254210
Bust 0.152516 0.202012 0.295706 0.358816 0.284402
Mech 0.078279 0.175912 0.152322 0.289169 0.159301
Bearing 0.071582 0.212589 0.131649 0.203179 0.185954
Vase 0.081348 0.139520 0.186620 0.324448 0.190699
FourLeg 0.189924 0.221119 0.318182 0.327060 0.300586
Tabuľka B.2: Výsledky metriky Hammingova vzdialenosť – Hamming Distance
RI Benchmark CoreExtra FitPrim Kmeans MySeg
Average 0.103070 0.212420 0.200189 0.240002 0.201473
Human 0.134812 0.224772 0.129706 0.140492 0.137395
Cup 0.136161 0.307173 0.388333 0.441618 0.410621
Glasses 0.101011 0.301143 0.209115 0.139071 0.179399
Airplane 0.091716 0.255983 0.162808 0.207347 0.181195
Ant 0.029715 0.065454 0.090073 0.123639 0.054059
Chair 0.088868 0.187481 0.205273 0.202599 0.186825
Octopus 0.023766 0.051102 0.102292 0.106253 0.053204
Table 0.093295 0.243958 0.176359 0.372706 0.283130
Teddy 0.049161 0.114171 0.132868 0.182525 0.121722
Hand 0.090686 0.155067 0.194660 0.161163 0.174240
Plier 0.070721 0.092704 0.169520 0.247034 0.160028
Fish 0.154674 0.273154 0.420764 0.409240 0.418412
Bird 0.062457 0.124259 0.194800 0.188125 0.171033
Armadillo 0.083365 0.141162 0.085864 0.117480 0.099782
Bust 0.220295 0.315472 0.278433 0.318737 0.286175
Mech 0.131132 0.368238 0.266399 0.400861 0.249899
Bearing 0.104055 0.397605 0.165852 0.244491 0.230354
Vase 0.143648 0.225742 0.250134 0.375550 0.251644
FourLeg 0.148802 0.191348 0.180336 0.181115 0.178869
Tabuľka B.3: Výsledky metriky náhodný index – Rand Index
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GCE Benchmark CoreExtra FitPrim Kmeans MySeg
Average 0.066906 0.133506 0.229227 0.263006 0.206480
Human 0.125709 0.173658 0.298274 0.307788 0.292590
Cup 0.025441 0.108718 0.159396 0.199144 0.161817
Glasses 0.033179 0.131175 0.308935 0.203961 0.262297
Airplane 0.089972 0.215474 0.303337 0.342635 0.296941
Ant 0.034775 0.074767 0.191846 0.276010 0.092560
Chair 0.050998 0.100628 0.236582 0.218653 0.206356
Octopus 0.028761 0.076317 0.152778 0.185903 0.076912
Table 0.020919 0.082402 0.081357 0.209284 0.103213
Teddy 0.048101 0.144102 0.139690 0.273952 0.128394
Hand 0.093553 0.177498 0.298402 0.255153 0.264687
Plier 0.077147 0.135534 0.310598 0.320503 0.276888
Fish 0.079277 0.193069 0.306393 0.244878 0.290218
Bird 0.076629 0.156521 0.331619 0.300659 0.273602
Armadillo 0.112439 0.086700 0.261448 0.353357 0.279314
Bust 0.098992 0.168253 0.237943 0.280045 0.204973
Mech 0.021085 0.076672 0.134894 0.254372 0.116983
Bearing 0.022010 0.096311 0.099934 0.160384 0.129279
Vase 0.055586 0.124401 0.178411 0.286495 0.167912
FourLeg 0.176643 0.214414 0.323480 0.323933 0.298183
Tabuľka B.4: Výsledky metriky globálna chyba konzistencie – Global Consistency Error
LCE Benchmark CoreExtra FitPrim Kmeans MySeg
Average 0.044353 0.085777 0.146117 0.172983 0.133018
Human 0.084896 0.128967 0.183390 0.206714 0.186648
Cup 0.017823 0.063325 0.078195 0.113359 0.074644
Glasses 0.023410 0.075339 0.248284 0.128300 0.214788
Airplane 0.057220 0.131964 0.216166 0.241988 0.213613
Ant 0.024720 0.053267 0.087517 0.178841 0.046181
Chair 0.028141 0.059479 0.116910 0.144721 0.121825
Octopus 0.019934 0.048348 0.075350 0.110179 0.044290
Table 0.013757 0.050968 0.046105 0.119138 0.055401
Teddy 0.033602 0.072173 0.067759 0.181856 0.056611
Hand 0.060136 0.122221 0.153166 0.163142 0.161417
Plier 0.055539 0.087865 0.231495 0.190917 0.220205
Fish 0.052615 0.108217 0.220284 0.148585 0.207915
Bird 0.051026 0.097297 0.254378 0.205205 0.192416
Armadillo 0.075012 0.072456 0.169992 0.244173 0.182730
Bust 0.064857 0.110313 0.178832 0.221347 0.144679
Mech 0.012184 0.044966 0.063858 0.164411 0.049768
Bearing 0.015158 0.078377 0.053911 0.096464 0.053601
Vase 0.036997 0.083690 0.104264 0.191986 0.091648
FourLeg 0.115686 0.140536 0.226368 0.235358 0.208952
Tabuľka B.5: Výsledky metriky lokálna chyba konzistencie – Local Consistency Error
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Benchmark CoreExtra FitPrim KMeans MySeg
Tabuľka B.6: Výsledky benchmarku v kategóriách (zhora dole): Human, Cup, Glasses, Ai-
rplane, Ant a Chair.
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Benchmark CoreExtra FitPrim KMeans MySeg
Tabuľka B.7: Výsledky benchmarku v kategóriách (zhora dole): Octopus, Table, Teddy,
Hand, Plier, Fish a Fourleg.
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Benchmark CoreExtra FitPrim KMeans MySeg
Tabuľka B.8: Výsledky benchmarku v kategóriách (zhora dole): Bird, Armadillo, Bust,
Mech, Bearing a Vase.
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