The recently introduced equivalent formulation of the integer factorization problem for N = xy, obtaining a function of the primes E(x) within the factorization ensemble, is reviewed. Here we demonstrate that this formulation can be readily translated to the physics of a quantum device in which the quantities E k are the eigenvalues of a bounded Hamiltonian. The spectrum is solved for x k = o( √ N ) leading to a super efficient probabilistic quantum factoring algorithm which only requires o((log √ N ) 3 ) measurements. The state of the quantum simulator can be identified as that of a two electrons P wave in a Penning Trap. We consider the possibility to build the simulator experimentally in order to obtain, from the measured magnetron trap frequencies, the probabilistic quantum sieve for the possible factors of N . This approach is suited for large N and x = o( √ N ).
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A classical computer, using factoring algorithms known at present [1] , requires an exponentially large number of steps to find the primes factors of an l-digit integer N . Indeed, for large numbers the intractability of the factorization problem sustains the apparently unbreakable cryptographic RSA security code [2] .
However, following the principles of quantum mechanics, a computer will solve the problem in polynomial time when it is programmed with Shor's algorithm [3] . The exponential speed up is due to the quantum interference of probability amplitudes for the prepared states during unitary evolution (a property of the quantum Fourier transform on which the algorithm is based). As a matter of fact the number 15 was successfully factorized [4] with this algorithm using a molecule serving as a seven qubits quantum computer, yet, even for this small N , preparing a full programmable quantum computer is still a significant experimental challenge because it requires coherent control over several qubits along a sequence of controlled interactions.
On the other hand, we have recently proposed an alternative (equivalent) formulation of the factorization problem where the factor x is replaced by the value of a (bijective with x) function E(x) [5] . Thus, while Shor's algorithm reproduces the outputs of a periodic module N arithmetic function to find x ≤ √ N , the new formulation is more adequate to finding the probability distribution of E(x) within a finite, well defined, ensemble of prime numbers. The definition of this ensemble depends on π( √ N ) rather than on the exact value of N but it is univocally determined. Since every possible factor of N belongs to this set, we called it as the factorization ensemble. Moreover, owing to the statistical properties of E(x), a coarse graining probability for some x to be a factor of N could be inferred. This formulation will be correct for very large N which, indeed, is the more relevant and practical case.
Precisely for large N , one can translate the new approach to the physics of a two dimensional system with bounded trajectories r(τ ) = (x(τ ), y(τ )) that, using semiclassical quantization, could be interpreted as the classical counterpart of a quantum simulator when E is identified as the quantized energy of the corresponding stationary wave. This theoretical analysis allows to build a physically realizable quantum simulator that would obtain the stationary energies E. The exactitude of this new theoretical method was probed in [5] upon the successful calculation from quantum mechanics of the asymptote of π(x) for the primes in the ensemble.
In this paper we will show that the physics of the simulator can be identified as that corresponding to a Bell state for two electrons in a Penning Trap, the outputs of the measurement for the energies of this system will provide a quantum probabilistic sieve for every possible factor of the number N , which is coded with the help of a relation between the electrostatic and magnetic frequencies for the fields in the trap.
Let's us then summarize how the problem can be reformulated using these concepts (details can be found in [5] ). First, we define the factorization ensemble which is the set of all primes x k and y k such that when multiplied obtain numbers N k , in a vicinity of N , with the property
Now, for each x k and y k such that N k = x k y k in the ensemble, a bijection with x k is defined with the function
Since E k ↔ x k univocally, the solution (x, N ) of the factorization problem can be rewritten as the pair (E, N ).
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Asymptotically, the prime number theorem implies that for x = o( √ N ), E scales logarithmically with the factor x k . From these definitions, the spectrum can be readily calculated. It is presented in Fig. 1 and shows, as predicted in [5] , the typical band structure of a quantum system.
The point N = 10969262131 = 47297· 231923, E = 1.00441815 is represented (in red) near the middle of a large band of the spectrum. Now we can define the variables q = (π(x) + π(y))/2j and p = (π(y) − π(x))/2j, for x < y. Then Eq. 2 transforms into the classical inverted harmonic oscillator energy function
For the primes in F(j), one gets q < q m for some maximum coordinate and we are then allowed to use quantum transformation theory to build the finite and normalizable quantum amplitude of probability Ψ(q) for the q−numbers.
The constraints are Ψ( √ E) = 0, Ψ(q m ) = 0. The solutions are stationary waves,
Here, F (a, b, z) and U (a, b, z) denote the two linearly independent confluent hypergeometric functions,
, and D(E) is a suitable complex constant required to satisfy the constraints. The uniqueness of the solution of the Sturm-Liouville problem implies the quantization of E as derived in [5] :
The spectrum of energies. If E = o(1), i.e, for factors close to √ N , one can solve Eq. 6 as a series
. After a straightforward, albeit long, calculation we get
where
, is a universal constant and q G is an arbitrary phase that can be added to the solution since it is a periodic function of the coordinate bound q m . Indeed this is an equation that relates E with the integers because by construction q m should be calculated for some prime in the ensemble. To see this, assume we can (classically) determine that x is much larger than some known bound B(G) and that, for other numbers N k in F(j), the bound B k is a prime in the vicinity of B(G). Then
Therefore, we should prepare the state Ψ(q) with the boundary condition at
, we will consider the "Ansatz"
where we introduce the function ℘{t} for the closest prime to the argument, the gauge G = o(1), and 3/8 is just a convenient constant. Applying the prime number theorem one gets asymptotically,
It allows to compute q m (k) in Eq. 7 as a series in the small parameter
, which means that q G is essentially the size of the simulator. This size should indeed be taken as an exact zero of the function in Eq. 5 for E = 1. The position of the first zeros are q G 2.82765, 3.8156, 4.584, etc., (see [6] ). Finally we obtain for the energies
here,
, is the period of Eq. 7 and it must also be the number of stationary states of the simulator for some gauge G; it scales only logarithmically with the number N . Eq. 11 also predicts the kind of linear integer k dependence observed in Fig. 1 . Moreover, given the arbitrariness of the gauge, a coarse graining statistical average can be theoretically determined (see [6] ).
We can compare the predicted spectrum from our quantum mechanical solution Eq. 11 versus the actual one in F(j) for our example j = 10000. This can be accomplished, for instance, upon representing the density plots for the theoretically predicted and the actual values of x k and E k in Figs. 2 and 3 respectively. In the figures the probability for a prime to be a factor is higher in the red area and becomes smaller for the orange, yellow and white areas. There exists a pretty reasonable concordance between both graphics. Thus quantum mechanics obtains in F(j) the apparently unpredictable jumps existing in the distribution of the primes, a feature that confirms again the relation between physics and number theory. This result is complementary to the prediction of the regular behavior of π(x) in [5] . Recall that, in order to calculate the results in Fig. 2 , we used the energies for gauges corresponding to the first ten zeroes of the wave function of the simulator (since the energies that correspond to the rest of the zeros are greater than that required for the plot). The figure should represent the statistic of the eigenvalues in the factorization ensemble, then, we ought to make a Montecarlo calculation replacing, in Eq. 11, √ N by
after the definition in Eq. 2. Finally we plotted, using the coarse graining average from these values (see [6] ), the distribution of o(log √ N ) 3 random points with this metric. Notice that since E k = E(π(x k ), π(N k /x k )), we needed Riemann's Fourier expansion of π(x) in terms of the ζ(s) function zeroes. To elaborate the result of Fig.  2 we used a truncated series of 300 zeros to approximate π(x). Physical realization of the quantum state. The simulator is a physical system. To see a possible experimental set up, first in Eq. 4 we make the substitutions
Then, identifying as a polar radial coordinate, we get very approximately (see [6] ), for
This is readily interpreted as the Schrödinger equation satisfied by a l z = 0 state with axial symmetry. The classical limit must then correspond to a system which is confined, both radially and axially, in interaction with the potential energy − M ω 2 z 4 2 which could be identified as an electrostatic field. Additionally, to allow for circular confinement, the system has to be interacting with a magnetic field, meaning that the particles have also spin. Moreover, since l z = 0, the system can be, for instance, a P wave. These features might correspond to two different kind of Bell states made by two electrons with mass m e = M/2: |β P± >= 1/ √ 2(| + + > ±| − − >) (recall that, for a P wave, E → E + e /m e cB). Moreover, notice that in Eq. 13 no self interaction appears and, thus, the two electrons must be in a spatial coordinate antisymmetric configuration, concluding that only the P+ configuration is possible. These kind of states can be prepared using superconductorferromagnet beam splitters [7] .
Finally, for the two entangled electrons, the form of the electrostatic potential energy leads us to identify Eq. 13 with the hamiltonian constraint corresponding to the physics of a Penning trap [8] . Each electron, being under the combined action of an homogeneous magnetic field and a quadrupolar electrostatic field, remains trapped circularly and axially.
The two constant cyclotron frequencies are given by ω c = ±g The classical motion is fully described by three frequencies namely, the cyclotron frequency ω c , the electrical oscillator ω z and the magnetron frequency for the radially confined motion ω m . Thus Eq. 13 represents the quantization of the magnetron motion. Moreover, it holds that, for the trap to be operative, ω c ω z ω m , ω m ω 2 z /2ω c and ω c ≥ √ 2ω z . The z− motion decouples from the radial coordinate magnetron motion resulting in a simple harmonic oscillator of frequency ω z . This experimental set up confines the charges in a saddle point region , z. In, e.g., [8] the quantized energy of the magnetron motion is exactly decoupled from the cyclotron motion. It is given by,
which corresponds to the linear dependence calculated for the isolated inverted harmonic oscillator, Eq. 11, if and only if we impose
On the other hand, the size of the electrostatic quadrupole potential will define the second constraint in the saddle point area, where circular trajectories are allowed. Then ψ( ) will be non zero if < m and ψ( ) = 0 otherwise. This should coincide with the radius of the maximum trapped trajectory of an electron, which, in the trap is the radius of the ring electrode m . It reads (recall M = 2m e and that q m q G )
Now from Eq. 15, Eq. 10 taken into account, one finally gets, for the number N that a technologically achievable trap is able to factorize,
], (17) but recall that the term inside the square brackets is the quantum of the magnetic flux through the trap, n, implying that only discrete energy levels are permitted (Landau levels). Therefore the number of operative qubits of the simulator is exponentially large 2 n . For electron traps with m ∼ 3 mm, typical electrostatic fields yield to q G 10 2 while (ω c /ω z ) ∼ 10 3 , then numbers up to N ≤ 10 20 can be factorized with the quantum simulator.
Measuring the magnetron frequencies |E |/ , gives E = 2 √ 2|E |/ ω z (the only meaningful values being those with E > 1). This measurement is univocally related to the factor x but we have to return to number theory in order to calculate it from its definition in Eq. 2 when π(x) is replaced by the series depending on the Riemann zeta function zeros. Now, let us illustrate how the trap operates in our example of factoring N = 10969262131: take q G = 2.82765, the first zero of the wave function for E = 1. Since the trap's ring electrode size is typically of the order of m = 3 mm, say, Eq. 16 fixes ω z . Lastly we fine tune the magnetic field to code this N with the help of Eq. 17 obtaining ω c /ω z = 1276.883762. Now, selecting some new q G and re-scaling the field frequencies of the trap for this, other sets of energies of the simulator could be measured. Remarkably, after a suitable small number of measurements a probabilistic pattern will appear in a neighbourhood of each measured energy, similarly to the example depicted in Fig. 4 . We should conclude that the most likely values for the factors would be near either x ∼ 47000, or x ∼ 41000, i.e., the two cluster regions where the probability density is higher. This coarse graining probability approach for solving the problem, with no classical analogue, will result in an exponential speed up to get the factor because, by definition, linear jumps in E ought to correspond to exponentially large ones in x. Yet, to finally obtain the factors, a classical sieve would be required provided the probability input for the primes x ∼ o( √ N ).
FIG. 4.
Coarse graining probabilistic sieve for N = 10969262131 = 47297· 231923,. The figure simulate the output of the experiment with only 500 measurements in this range of energies. Remarkably the highest density of probability for a prime to be a factor of this N in the ensemble is very near the actual factor.
Discussion. As it is always the case in quantum mechanical calculations a solution can only be provided in a statistical way. In this sense, the theory provides the most probable prime factors of N in the factorization ensemble to which this number belongs. On the other hand, independently of the physical realization of the simulator, one can always think the result in Eq. 11 as a new probabilistic quantum enhanced factorization algorithm. Thus, while the quantum simulator is superefficient, since it only requires o((log √ N ) 3G ) number of energy measurements, in the enhanced algorithm, in order to simulate the results of the quantum device using Eq. 11, the number √ N must be considered as a parameter and, to be effective, we should perform a Montecarlo search, repeating the sieve for many other values of
. Finally we introduced a physical realization of the simulator consisting in preparing a Bell state for two electrons in a Penning trap. Thus, in the end, the reason of the factoring exponential speed up of the simulator should be the coupling of the entangled state with the quantized flux of the magnetic field. Recall that, apart from the P wave, other different antisymmetric Bell states with more than two electrons are compatible with the constraint l z = 0 in the Penning trap and that it will likely allow to experimentally scaling the simulator even for much larger N 's. In spite of that, with the current available ion trap technology, RSA size numbers should still be considered safe from quantum factoring. This work has been partially supported by Comu-
2, see [9] or [10] . The exactitude of this asymptotic formula is seen in Fig. 6 . Plot of the exact integrable probability density dD( , ϕ)/dϕ = ψ( ) 2 for the factoring simulator hamiltonian (in blue) versus the one calculated for the Penning trap hamiltonian (in orange) with the same boundary conditions. In order to become a physical realization of the factoring simulator both systems had to have the same zeroes for q ≥ 1 which is indeed the case. A numerical solution x(E) could be obtained upon inverting the approximate Fourier expansion of π(x), expressed as the truncated finite series depending on the Riemann zeta function zeros ρ k = 1/2 + iT k , given that π(x) R(x) − (1 + η T (x))(1 + η T ( N x )) must be obtained. Depending on the cutoff T , this procedure will give, in principle, x(E) with any desired exactitude.
