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Abstract
We consider stationary, non-extremal black holes in 11-dimensional supergravity
having isometry group R × U(1)8. We prove that such a black hole is uniquely spec-
ified by its angular momenta, its electric charges associated with the 7-cycles in the
manifold, together with certain moduli and vector valued winding numbers charac-
terizing the topological nature of the spacetime and group action. We furthermore
establish interesting, non-trivial, relations between the thermodynamic quantities as-
sociated with the black hole. These relations are shown to be a consequence of the
hidden E8(+8) symmetry in this sector of the solution space, and are distinct from
the usual “Smarr-type” formulas that can be derived from the first law of black hole
mechanics. We also derive the “physical process” version of this first law applicable
to a general stationary black hole spacetime without any symmetry assumptions other
than stationarity, allowing in particular arbitrary horizon topologies. The work terms
in the first law exhibit the topology of the horizon via the intersection numbers between
cycles of various dimension.
1 Introduction
Among the various supergravity theories, 11-dimensional supergravity [12] plays a special
role. It lives in the highest possible spacetime dimension [in signature (−,+, . . . ,+)], is
∗
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2related to most maximally supersymmetric lower dimensional supergravity theories via com-
pactification and truncation, and has many intriguing connections to the 10-dimensional su-
perstring theories. It is therefore, obviously, of considerable interest to map out the space of
stationary black hole solutions in 11-dimensional supergravity, subject to various interesting
asymptotic ‘boundary’ conditions, such as asymptotically flat, asymptotically Kaluza-Klein,
asymptotically Anti-deSitter, etc. Unfortunately, stated in this generality, this seems an
almost intractable problem, because it includes by definition all such solutions in any com-
pactification of the theory. Even worse, it would also include solutions with very low amount
of symmetry. There is evidence e.g. from the “blackfold approach” [17] that such solutions
exist in higher dimensional gravity theories, but it seems unlikely that one will be able to
write down some analytic expression for them.
For this reason, it seems reasonable to restrict oneself from the outset to more special
stationary black hole solutions which are either (a) static, or (b) are “algebraically spe-
cial” in a suitable 11-dimensional sense, or (c) have fermionic symmetries, i.e. solutions
to the appropriate “Killing spinor” equation in 11-dimensional supergravity, or (d) have a
considerable amount of bosonic symmetries, i.e. vector fields Lie-deriving the solution. Con-
cerning (a), it seems plausible that one can classify all such solutions e.g. via the methods
of [29, 28, 27, 45], at least in the case of asymptotically flat boundary conditions (in the 11-
dimensional sense). It is also conceivable that a modification/generalization of this method
could be applied asymptotically Kaluza-Klein boundary conditions, but this remains to be
seen. (b) A general notion of algebraically special solutions in higher dimensions, based
on the Weyl-tensor, has been proposed by [11, 55], and it has been demonstrated that this
notion is useful in principle to find/classify various special solutions e.g. in vacuum Einstein
gravity, see e.g. [30, 53]. They include the near horizon limits [44] of higher dimensional
extremal black holes, although not black holes themselves. It seems likely that this strategy,
complemented by a suitable condition onto the 4-form field strength, could be applied also
to 11-dimensional supergravity, but presumably the same restrictions would apply. (c) This
program is pursued e.g. in papers [31, 26, 25]. A complete classification was achieved in
5-dimensional minimal supergravity [22, 56] (see also the previous paper [59] for a similar
type of analysis in N = 2 supergravity in 4 dimensions). The 5-dimensional minimal super-
gravity is, in some ways [48], a simpler cousin of 11-dimensional supergravity. However, in
the latter case, the classification programme has yet to be completed.
In this paper, we will consider (d). In some sense the most stringent, and symmetric,
assumption is that the solution be invariant under the abelian group R× U(1)8, where the
factor R corresponds to the asymptotically timelike symmetry (stationarity). It is elementary
to see that these assumptions restrict the asymptotic region of the spacetime M to be of
the form1 ∼= Rs,1 × T 10−s, where the number of asymptotically large spatial dimensions,
s, is either s = 1, 2, 3, 4. What makes this symmetry assumption special is that, as has
been known for a long time [42, 49], the field equations for the bosonic fields then possess a
1Of course the spacetime need not have this topology globally a priori.
3large number of ‘hidden’ symmetries, parameterized by the exceptional real Lie-group E8(+8).
These hidden symmetries are useful in several ways:
(i) They make it possible, in principle, to generate new solutions from old ones, e.g. via
the powerful variant of the “inverse scattering method” [2], suitably generalized to the
present situation.
(ii) As we will demonstrate in sec. 3, the hidden symmetries, together with other ideas,
make it possible to derive a uniqueness theorem for black holes along similar lines as
the classical results [6, 7, 46, 57, 4]. A naive expectation would be that these are
uniquely characterized by their asymptotic quantities, i.e. mass m, angular momenta
Ji, and the various charges Q[C7] associated with different 7-cycles C7 in the asymptotic
region. However, since this is already false in 5-dimensional pure gravity [16, 14, 15],
it must necessarily be false also in 11-dimensional supergravity, since the respective
solutions can be trivially lifted to ones in this theory. Nevertheless, generalizing a
result of [37, 38], we will show that one can define a collection of vector valued “winding
numbers” {vJ ∈ Z8} associated with the action of U(1)8, which encode the topology
of M , together with a collection of “moduli” {lJ ∈ R+}. Furthermore, we prove that
each connected component of the solution space, characterized by these data and the
asymptotic quantities m, Ji, Q[C7], consists of at most one solution.
(iii) The hidden symmetries also make it possible to derive certain general, non-trivial
relations between the thermodynamic quantities in the class of solutions under con-
sideration. One example of such a formula is the generalization of the well-known
“Smarr relation”. In 4-dimensional Einstein-Maxwell theory this relation is 1
4pi
κAh =
m− 2ΩJ − ΦQ−ΨP , where κ,Ah,Ω,Φ,Ψ, Q, P are respectively, the surface gravity,
horizon area, horizon angular velocity, horizon electrostatic/magnetostatic potential
and electric/magnetic charge. We will give an appropriate version of this relation for
the black holes in 11-dimensional supergravity under consideration. More interestingly,
there exist further non-trivial relations of this sort. In sec. 4, we will derive, using the
E8(+8) hidden symmetry, e.g. the formula
0 = −1
4
ǫjikmnpq ΦikΦmnPpq + 9 δ
jkJk − 8 mΩj , (1)
or
− (δjl − Ωj Ωl)(δkm − ΩkΩm) Plm = − 1
4π
ΨjkκAh + 2 Ψ
mnΦmnQ
jk
+ 4 Ψl[kΨj]mPlm − 8 Ψl[jΦmlQk]m + 4 ΨjkΦlmQlm
(2)
where Ωj , Φij ,Ψ
ij and Qij, Pij are appropriate generalizations of the angular velocities,
electric/magnetic potentials and electric/magnetic charges associated with the various
4cycles in the horizon manifold2. We also derive similar other relations of this nature,
the more detailed analysis of which we leave to another paper. We emphasize that all
these relations are found using only the consequences of the hidden symmetry, and are
not obtained from particular, explicit, solutions of the kind that we consider.
Since we are dealing with thermodynamic relations in (iii), it is reasonable to also give
the appropriate version of the most basic one, namely the first law of black hole mechanics.
We will do this in sec. 2. Unlike in the rest of this paper, we are assuming here only that the
black hole under consideration is stationary, but not that it is also invariant under U(1)8. In
particular, one has, in principle, the possibility that the horizon manifold might be of a rather
general type3. The version of the first law for 11-dimensional supergravity—independent of
any by-hand symmetry assumptions—is4
1
8π
κδAh = δm−
8∑
i=1
ΩiδJi −
∑
r,s
(I−1)rsΦ[Cr] δQ[Cs] (3)
where Cr resp. Cs ⊂ H now run over the various 7-cycles resp. 2-cycles in the horizon
submanifold, and where Irs ∈ Z is the matrix of their intersection numbers.
Actually, as we recall, there are strictly speaking two interpretations of the first law,
which are in effect different mathematical theorems. The difference between these inter-
pretations concerns the nature of the variations for which the first law holds. In the more
restricted, original, version [1] one is considering only variations within the space of sta-
tionary solutions. In the more general physical process version [24, 63], one considers also
non stationary variations which satisfy the linearized equations of motion on the given black
hole background, and which settle down, at late times, to a perturbation towards another
stationary black hole. In this paper, we will demonstrate that the first law holds in this
physical process sense 5.
Notations and conventions: Our conventions for the metric and Riemann tensor follow
those of [62]. We also use standard notations for differential forms; our conventions are
recalled in appendix A. a, b, . . . are 11-dimensional spacetime indices, while i, j′, I, J ′ are in-
dices labeling the various Killing fields that we assume. Throughout, we set the conventional
prefactor of 1/16π in front of the action equal to 1 for simplicity.
2We will restrict ourselves in sec. 4 to a horizon of topology S2 × T 7, compare footnote 3. The indices
are related to the cycles in this manifold and run from 1, . . . , 7.
3 When the isometry group contains U(1)8, the horizon topology is restricted to the entries in table 1.
In the general case one only knows that the horizon manifold is of “positive Yamabe type” [21].
4Throughout the rest of the paper, we set the coefficient in front of the action to be 1 rather than 1/16π.
This will result in trivial changes in the prefactors in the thermodynamic relations.
5We remark that [58] has also derived a physical process version in Einstein-p-form theory, but he gives
the work terms involving the various electric charges only implicitly, and not in the form above.
52 First law of black hole mechanics
2.1 Covariant phase space method
The bosonic fields in eleven dimensional supergravity are a Lorentizan metric g and a 3-form
field6 A on an oriented 11-dimensional spacetime manifold M . All fermionic superpartners
are set zero throughout the paper. The field equations for the bosonic fields follow from the
Lagrange 11-form L, given by
L = R ⋆ 1− 2 F ∧ ⋆F − 4
3
A ∧ F ∧ F , (4)
where F = dA is the associated field strength 4-form. In this paper, we are interested in
stationary black hole solutions in this theory, and in the present section we would like to
derive the physical process version of the first law of black hole mechanics. A convenient
formalism to derive such relations is the covariant phase space method of [64]. This formalism
applies to any Lagrangian L which is constructed locally and in a diffeomorphism covariant
way out of a metric and tensor fields on an n-dimensional manifold M , and their derivatives.
To save writing, we denote these collectively by ψ; in the above Lagrangian, ψ ≡ (g, A). The
basic relations in the covariant phase space formalism are readily derived as follows. One
considers 1-parameter families of field configurations ψλ, and writes δψ =
d
dλ
ψλ for the
tangent (“variation”) at a given λ, e.g. λ = 0. For the above Lagrangian, δψ = (δg, δA).
The variation of the Lagrange n-form may always be written as
δL(ψ) = E(ψ) · δψ + dθ(ψ, δψ) , (5)
where E are the Euler-Lagrange equations, and where dθ corresponds to the “partial inte-
grations” that one would carry out if the variation was performed under an integral sign.
Let X be any vector field on M . Then the “Noether current” is the (n− 1)-form defined by
JX(ψ) = θ(ψ,LXψ)− iXL(ψ) , (6)
where LX is the Lie-derivative, and where iX is the operator that contracts the vector field
into the first index of the differential form. When the Euler-Lagrange equations E = 0 hold,
we have
dJX(ψ) = 0 , (7)
by a one line calculation using the formula LX = iXd+diX for the action of the Lie-derivative
on a differential form. Since this is an identity that holds for any X , one can prove [40] that
there must always exist a (n−2)-form QX , called “Noether charge”, locally constructed from
the fields and their derivatives, such that dQX = JX . When the Euler-Lagrange equation
6In particular, we are assuming in this section that A is globally defined on M . Therefore, there are no
magnetic charges as automatically
∫
C
F =
∫
C
dA = 0 for any closed 4-cycle C.
6do not hold, one can prove [40] that there is an (n − 1) form CX , locally constructed from
the fields ψ and their derivatives, and from X but not its derivatives (so CX = XaCa), such
that
JX = CX + dQX . (8)
Clearly, CX = 0 when the Euler-Lagrange equations hold, so CX corresponds to the con-
straints of the theory.
One normally focusses on solutions and manifolds M obeying certain asymptotic con-
ditions. A typical condition is that M contains an “asymptotic region” Masymptotic diffeo-
morphic to ∼= Rn−1,1 minus some “interior”, and that the metric approaches the standard
flat Minkowski metric g0 at a suitable rate in this asymptotic region, whereas the other
fields also obey corresponding suitable fall-off conditions. In the case of 11-dimensional su-
pergravity, ψ → ψ0, where ψ0 = (g0, 0) consists of the Minkowski metric and the trivial
3-form field. This background configuration obviously has symmetries, LXψ0 = 0, consist-
ing of the Killing vector fields of Minkowski space. These generate the asymptotic symmetry
group SO(n− 1, 1)× Rn. Other asymptotic conditions may also be considered. For exam-
ple, asymptotic Kaluza-Klein boundary conditions state that there is an asymptotic region
of M modeled on Rs,1 × T n−s−1. This background carries the natural flat product metric
g0, which is the direct product of an s + 1-dimensional flat Minkowski metric and a flat
metric7 on the torus T n−s−1, together with a suitable background 3-form field A0, which
is Lie-derived by the Killing fields of g0. In that case, the asymptotic symmetry group is
U(1)n−s−1 × SO(s, 1) × Rs+1. The precise definitions and asymptotic conditions in these
cases are given in appendix C.
With each asymptotic symmetry, one can associate in a natural way a corresponding
conserved quantity HX(ψ) [64] in the following way. Let ψ be solution to the Euler-Lagrange
equations satisfying the asymptotic conditions, and let δψ be a variation satisfying the
linearized Euler-Lagrange equations (around ψ) in the asymptotic region of M , but not
necessarily in the interior. The conserved quantity associated with X is defined by its
variation through the formula
δHX(ψ) =
∫
∞
δQX(ψ)− iXθ(ψ, δψ) , (9)
together with the requirement HX(ψ0) = 0. The notation “
∫
∞
” means the following. Let Σ
be a (n− 1)-dimensional submanifold which in the asymptotic region approaches a suitable
reference surface. For example in the case of asymptotically flat boundary conditions, with
Minkowski background g0 = −dt2 + dx21 + · · · + dx210, Σ is asymptotically a t = constant
7 Here we have a choice which of the non-diffeomorphic flat metrics on the torus we would like to choose.
The “moduli space” of such metrics is SL(n−s−1,R)/SL(n−s−1,Z), the local coordinates of which include
the sizes of the torus in the various diameters. In this paper, we will choose a fixed flat metric, but more
generally, one could leave the particular choice unspecified. This would result in additional “tension-type”
terms in the first law, as discussed e.g. in [43].
7surface in the Minkowski background. Then we take an increasing sequence of surfaces
Σ ⊃ Ci ∼= Sn−2 which smoothly approach infinity. We then evaluate the above surface
integrals
∫
Ci
and take the limit as i→∞. The precise asymptotic conditions should ensure
that the limit exists. The terminology “conserved quantity” refers to the fact that the
quantity HX does not depend on the value of t. The choice X = ∂/∂t corresponds to m,
the “ADM mass”, the choice X = xi ∂/∂xj − xj ∂/∂xi corresponds to the “ADM angular
momentum” in the ij-plane, the choice X = ∂/∂xi the “ADM linear momentum” in the
i-direction, etc. In the asymptotically Kaluza-Klein case, where g0 = −dt2+
∑
dx2i +
∑
dφ2j ,
the surfaces would be Ci ∼= Ss−1 × T n−s−1. We then also have the vector fields X = ∂/∂φi
along the generators of the torus T n−s−1 and corresponding conserved charges.
We now apply Stokes’ theorem to eq. (9), to obtain8
δHX =
∫
Σ
d(δQX − iXθ) +
∫
∂Σ
δQX − iXθ (10)
where ∂Σ denotes any interior boundary or other asymptotic ends of Σ–if none of those
are present, that term is simply set equal to zero. In this paper, we will have in mind the
situation where Σ is a surface stretching between a cross section B = ∂Σ of the event horizon
of a black hole and infinity. We next use eq. (8) to replace
dδQX(ψ) = δJX(ψ)− δCX(ψ) , (11)
and we also use the formula [40]
δJX(ψ) = ω(ψ, δψ,LXψ) + d iXθ(ψ, δψ) , (12)
where ω is the symplectic current (n− 1) form which depends on a pair of variations via
ω(ψ; δ1ψ, δ2ψ) = δ1θ(ψ, δ2ψ)− δ2θ(ψ, δ1ψ)− θ(ψ, (δ1δ2 − δ2δ1)ψ) . (13)
Now suppose that X Lie-derives the solution ψ, i.e. is in particular a Killing field of the
metric. Then ω(ψ, δψ,LXψ) = 0, and using eqs. (12), (11) in eq. (10) gives
δHX = −
∫
Σ
δCX +
∫
∂Σ
δQX − iXθ . (14)
This equation holds whenever ψ is a solution to the Euler-Lagrange equations satisfying the
asymptotic conditions, which is Lie-derived by X , and for any variation δψ satisfying the
asymptotic conditions, and satisfying the linearized Euler-Lagrange equations near infinity
8 Here and throughout the rest of the paper, the orientation of Σ is fixed by the n − 1 form defined as
ǫa1...an = −n t[a1ǫa2...an], where ta is the future directed timelike normal to Σ. An orientation on ∂Σ is fixed
by ǫa1...an−1 = +(n− 1) r[a1ǫa1...an−2], where ra is the spacelike normal to ∂Σ pointing towards the interior
of Σ.
8(not necessarily the interior). The relation (14) will be the basis for the derivation of the
first law of black hole mechanics in the next subsection. There, we will also use that, under
the same conditions,
dδCX(ψ) = dδJX(ψ)− d2QX(ψ) = dω(ψ; δψ,LXψ)− d2iXθ(ψ, δψ) = 0 , (15)
i.e. ⋆δCX is a conserved current.
In the case of 11-dimensional supergravity, we find in appendix A that the Noether charge
respectively constraints are concretely given by
QX = − ⋆ dX − 4 iXA ∧ q + 4
3
iXA ∧ A ∧ F ,
CX = 2 ⋆ fX + 4 iXA ∧ ⋆j .
(16)
Here, we have identified X (not necessarily a Killing field) in the first term on the right side
of QX with a 1-form, and we have introduced the “electric” charge density 7-form q by
q = ⋆F + F ∧A . (17)
Furthermore, fX , a 1-form, is obtained by contracting the Euler-Lagrange equation for the
metric g into X ; concretely fX = (Gab−Tab)Xa dxb, where Tab is the stress tensor, see (114).
Also, j, an 8-form, is the Euler-Lagrange equation for A. The explicit form of j is given in
eq. (113); in fact, j may also be written as
⋆ j = dq . (18)
j is interpreted as the “electric” current density and q as the charge density. fX is physically
interpreted as minus the flux vector of non-gravitational energy across the horizon as seen
by an observer following the flow lines of X . Of course, when the Euler-Lagrange equations
hold, j = 0 = fX .
2.2 Derivation of first law
After these preliminaries, we now derive the “physical process version” of the first law
of black hole mechanics for 11-dimensional supergravity. We consider solutions (M , g, A)
representing a stationary black hole, satisfying either asymptotically flat or Kaluza-Klein
boundary conditions. The asymptotically timelike Killing field is denoted by ∂/∂t, so
L∂/∂tg = 0 = L∂/∂tA. In the asymptotic region, t is equal to the time-coordinate in an
asymptotically Cartesian coordinate system. We will only be concerned with the exterior of
the black hole, also called the “domain of outer communication”, and defined more precisely
by
Mexterior = I
− (Masymptotic) ∩ I+ (Masymptotic) (19)
9where we mean the causal past/future of the asymptotic region. In the following we will
usually write simply M again for the exterior. The future and past event horizon are then
the boundary components ∂M = H + ∪ H − lying respectively to the future/past of the
asymptotic region. By construction, they are smooth null surfaces, which may be connected
(single black hole), or disconnected (multiple black holes). For definiteness, we will restrict
ourselves to single black hole spacetimes, although all of our arguments will equally apply
to multiple black holes as well with trivial modifications. The situation is illustrated by the
following Penrose diagram of the higher dimensional Schwarzschild/black string spacetime.
In this diagram, Mexterior is the region shaded in blue.
i0 ∼= S9 or Ss−2 × T 10−s
I +
I −
singularity
Σ
BH = M \ J−(I +)
H +
H −
B0
As is common, we restrict ourselves to the consideration of metrics g which are smooth
everywhere, including an open neighborhood of the horizon H . The same is also required
for the field strength F . However the potential, A, while required to be smooth away from
H , is allowed to be singular on H ; we only demand that the pull-back of A to H be
smooth away from the bifurcation surface B0, and that the pull-back to B0 be smooth
9.
The restriction of ∂/∂t to the event horizon H = H + ∪H − may either point along the
null generators, or not. In the first case, the black hole is said to be non-rotating; otherwise
it is said to be rotating. (This notion of a rotating horizon is logically distinct from whether
the angular momenta vanish or not.) If the black hole spacetime is rotating, asymptotically
flat, non-extremal, globally hyperbolic, and analytic, then the “rigidity theorem” [35, 47, 36]
states that10 there exist N ≥ 1 further vector fields ξi which commute, [ξi, ξj] = 0 = [ξi, ∂/∂t],
9 The nature of this requirement can be illustrated in Einstein-Maxwell theory [23]. The 1-form field
A in the Reissner-Nordstro¨m solution is given by A = −(Q/r) dt, which in Kruskal-type coordinates is
A = −(Q/2κr)(U−1dU −V −1dV ), where H + = {V = 0},H − = {U = 0}. Clearly, the restriction to either
H ± is singular, but the pull-back is smooth away from the bifurcations surface U = 0 = V . A gauge could
be adapted so that A becomes smooth near H , but then it would either no longer be Lie-derived by ∂/∂t,
or it would not decay to zero near infinity, as required by our asymptotic conditions.
10See especially [36] for the treatment of actions with Chern-Simons type terms.
10
which Lie-derive the fields, Lξig = 0 = LξiA, which have 2π periodic flows, and such that
K =
∂
∂t
+ Ω1 ξ1 + · · ·+ ΩN ξN (20)
is a Killing field which is tangent to the generators of the horizon H . The constants Ωi are
referred to as the “angular velocities” of the horizon. For a non-rotating black hole, Ωi = 0,
and K = ∂/∂t. One can show [62] that the surface gravity, κ, defined by
∇KK = κ K (21)
is constant (and positive) over H . Since the Killing fields ξi must belong to the 5-dimensional
Cartan subalgebra of the Lie algebra of the asymptotic symmetry group SO(10, 1)×R11, it is
clear that N ≤ 5 in the asymptotically flat case. In the asymptotically Kaluza-Klein case, or
for non-analytic stationary solutions–if these should exist–we do not have as yet an analogue
of the rigidity theorem, so will simply assume the existence of the additional Killing fields
ξi. Note that in this case, the asymptotic symmetry group is U(1)
10−s × SO(s, 1) × Rs+1,
whose Cartan subalgebra has dimension 10− ⌊ s
2
⌋, i.e. it is larger.
We now come to the derivation of the “physical process” version of the first law. We
take a 10-dimensional surface Σ0 in (14) going between a cross section B0 of the horizon
to infinity as indicated in the above figure. We also take X = K in (14), and use that
H∂/∂t = m,Hξi = −Ji are the mass resp. angular momenta. This gives us
δm− ΩiδJi = −
∫
Σ0
δCK +
∫
B0
(δQK − iKθ) . (22)
As eq. (14), this equation will hold if the variation (δg, δA) satisfies the linearized Euler-
Lagrange equations near infinity. We assume this for the rest of the section. Furthermore,
we make the following standing assumptions in our derivation of the first law in this section:
(i) The variation (δg, δA) vanishes in an open neighborhood of B0.
(ii) The non-gravitational part of the stress-energy, tab = Gab − Tab, and the non-“electro-
magnetic” part of the current, jabc [cf. eqs. (113)], have compact support on a later
surface Σ1 as shown in the next figure, and (δg, δA) approach a perturbation to another
stationary black hole at a sufficiently fast rate.
The physical meaning of these requirements is that (i) the black hole is initially unperturbed
near the horizon, (ii) all matter and charge eventually fall into the black hole, and the
perturbed black hole settles down to another stationary black hole.
11
i0
I +
I −
singularity
Σ0
BH = M \ J−(I +)
B1
Σ1
H −
B0
Using (i), we immediately see that the second term on the right side of (2.2) is zero.
Using (ii) and the fact that dδCK = 0 for a Killing field K, we can write the first term on
the right side as an integral over H +. Thus,
δm−
N∑
i=1
Ωi δJi = −
∫
H +
δCK = −2
∫
H +
⋆δfK − 4
∫
H +
iKA ∧ δ(⋆j) + δ(iKA) ∧ ⋆j
= −2
∫
H +
⋆δfK − 4
∫
H +
iKA ∧ dδq .
(23)
In the second step we have used the concrete expression for the constraints in 11-dimensional
supergravity, see eqs. (16), whereas in the third step we used that ⋆j = dq = 0 for the
electromagnetic current (17) of the background solution. We next evaluate the terms on the
right side. First, as we will argue momentarily, the pull back of the 2-form iKA to H
+ is
closed, diKA = 0. Therefore, the second term on the right side of (23) can be written as
11
∫
H +
iKA ∧ dδq =
∫
H +
d(iKA ∧ δq)
= −
∫
B0
iKA ∧ δq +
∫
B1
iKA ∧ δq
(24)
via Stokes’ theorem, where B1 is a cross section of the horizon as indicated in the figure,
which is “later” than the support of δj. Since the variation vanishes by assumption (i)
near B0, the first integral on the right side is zero. To write the second integral in more
recognizable form, we choose basis of cycles
Cr ∈ H7(B1,Z) , Cs ∈ H2(B1,Z) , Irs := #(Cr ∩ Cs) ∈ Z , (25)
11The choice of orientations was specified in footnote 8.
12
in the 9-dimensional horizon cross section B1. Irs denotes the matrix of intersection numbers,
i.e. the number of intersection points counted with ± signs determined by the relative
orientations. Then setting
Φ[Cr] = −
∫
Cr
iKA , r = 1, . . . , dimH2(B1,Z)
Q[Cs] = 4
∫
Cs
q , s = 1, . . . , dimH7(B1,Z)
(26)
and using de-Rahm’s theorem, the integral (24) becomes
− 4
∫
H +
iKA ∧ δj =
∑
r,s
(I−1)rsΦ[Cr]δQ[Cs] . (27)
The number Φ[Cr] is interpreted as the “electrostatic potential” of the horizon associated
with the 2-cycle Cr of the horizon cross section, whereas Q[Cs] is interpreted as the “electric”
charge associated with the 7-cycle Cs. It remains to be shown that the pull back of diKA to
H + vanishes. We have
diKA = −iKdA+ LKA = −iKF , (28)
so we need to show that iKF = 0 when pulled back to H
+. Let k be a vector field tangent
to affinely parameterized null geodesic generators of H +. It is evidently proportional to K
at every point of H +. By eq. (21), if U is the affine parameter, so that k = ∂/∂U in suitable
coordinates, the relation is in fact K = κU ∂/∂U . The Raychaudhuri equation states that
d
dU
ϑ = −1
9
ϑ2 − σabσab −Rabkakb
= −1
9
ϑ2 − σabσab − Tabkakb
(29)
where Tab is the stress tensor of the 3-form field, see eq. (114), and where in the second line
we used Einstein’s equation. Now, for a stationary black hole one finds by the same argument
as used in the area theorem that ϑ, the expansion of the geodesic congruence generated by
k, vanishes on H +. Consequently, since all three terms on the right side are non-positive,
we must have ϑ = 0 = Tabk
akb on H +. By eq. (114), this gives FacdeFb
cdekakb = 0 on H +,
which in turn implies that ikF = k ∧ α for some 2-form α, where k has been identified with
a 1-form via g. Viewed as a 1-form, k has vanishing pull-back to H +, therefore so has ikF ,
which completes the argument.
We now evaluate the first integral on the right side in our balance equation (23). Using
the definition fX = (Gab − Tab)Xa dxb, his may be written alternatively as
− 2
∫
H +
⋆δfK = 2κ
∫
H +
U δ
(
Rabk
akb − Tabkakb
)
ǫ (30)
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where ǫ is the positively oriented 10-dimensional volume element on H + defined by k ∧ ǫ =
−⋆1. For the variation of the Ricci tensor component Rabkakb, we obtain from the variation
of the Raychaudhuri equation
δ(Rabk
akb) = δRabk
akb + 2Rabk
aδkb = − d
dU
δϑ+ 2Tabk
aδkb . (31)
We may assume that we are in a gauge such that δka is proportional to ka. Then from
Tabk
akb = 0 on the horizon, it follows that Tabk
aδkb = 0 on the horizon. Using this, and the
formula (114) for Tab, we similarly find
δ(Tabk
akb) =
2
3
kaδFabcdk
eFe
bcd − δgefkaFacdekbFbf cd
=
2
3
kaδFabcdk
[bαcd] − δgefk[cαde]kbFbf cd
= 0 ,
(32)
using δgabk
a ∝ kb. Thus, we have shown that the first integral in the balance equation (23)
is
− 2
∫
H +
⋆δfK = −2κ
∫
H +
U
d
dU
δϑ ǫ = 2κδAh , (33)
where the second equality follows from the calculation in sec. 6.2 of [65], and where δAh is
the variation of the area of a horizon cross section at asymptotically late times12. Combining
eqs. (23), (27), (33), we get
2κδAh = δm− ΩiδJi −
∑
r,s
(I−1)rsΦ[Cr] δQ[Cs] . (34)
This is the desired first law of black hole mechanics in 11-dimensional supergravity. Evi-
dently, it has the same general form as the first law in Einstein-Maxwell theory, but the
detailed expression of the term involving “electric” potentials and charges depends on the
topology of the 9-dimensional compact horizon cross section in question. It enters via the
matrix of intersection numbers Irs between the 2-cycles and 7-cycles inside the horizon cross
section.
3 Black hole uniqueness theorem
We now prove a uniqueness theorem for stationary asymptotically Kaluza-Klein black holes
having 8 commuting rotational vector fields ξ1, . . . , ξ8 which Lie-derive g and A, and which
also commute with the action of the asymptotically time-like Killing field ∂/∂t. Hence, from
12To make the integral over H + converge, we are assuming at this stage our assumption (ii) that the
perturbation settles down to a perturbation to another stationary black holes at a sufficiently fast rate.
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now we assume that the isometry group is R×U(1)8. This is consistent with an asymptotic
region of the form Rs,1 × T 10−s for s = 1, 2, 3, 4 large spatial dimensions. For definiteness,
we will stick to the case s = 4.
3.1 Structure of orbit space, Weyl-Papapetrou form
As a first step towards a uniqueness theorem, we have to better understand the global nature
of the spacetime M , its topology, and the global nature of the action of U(1)8. Furthermore,
as in the vacuum theory, it is essential to use the symmetries and field equations in order to
construct particularly useful coordinates. First, to set up some notation, we introduce the 8
dimensional Gram matrix of the rotational Killing fields, denoted by
fij = g(ξi, ξj) . (35)
We say that a point P ∈ M is on an “axis” if there is a linear combination
8∑
i=1
vi ξi
∣∣∣∣
P
= 0 . (36)
It is not difficult to see [38] that v = (v1, . . . , v8) must be in Z8 up to some overall rescaling,
and we fix that rescaling by the requirement g.c.d.(v1, . . . , v8) = 1, where g.c.d. is the greatest
common divisor. The particular linear combination will in general depend on the point P .
The first major step is the following theorem:
Theorem 1. (“Weyl-Papapetrou-form”) The metric can be brought into Weyl-Papapetrou
form (37) away from the horizon H and any axis of rotation.
g = −r
2 dt2
det f
+ e−ν(dr2 + dz2) + fij(dφ
i + wi dτ)(dφj + wj dτ) , (37)
where φi are 2π-periodic coordinates such that the rotational Killing fields ξ1, . . . , ξ8 take the
form ξi = ∂/∂φ
i, and where t is a coordinate such that the timelike Killing field takes the
form ∂/∂t. In other words, the metric functions fij, w
i, ν are independent of t, φ1, . . . , φ8,
and only depend on z ∈ R, r > 0.
Proof: The proof of this statement is given for the vacuum theory in n dimensions
in [38] relying e.g. on global results such as topological censorship [20, 10, 19] and re-
sults on spaces with torus actions generalizing those of [51, 52]; here we will only outline
the (minor) modifications that have to be made in the case of 11-dimensional supergrav-
ity. The proof consists of essentially four ingredients: (a) The distribution of subspaces
(span(∂/∂t, ξ1, . . . , ξ8))
⊥ ⊂ TM is locally integrable for a solution to the equations of mo-
tion in 11-dimensional supergravity. This expresses that the metric (37) has no “cross terms”
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between (r, z) and (t, φ1, . . . , φ8). (b) The orbit space Mˆ = M /G, with G = R× U(1)8 the
isometry group, is diffeomorphic to an upper half plane. This upper half plane is parame-
terized in (37) by the coordinates (r > 0, z). In particular, implicit here is the–very far from
obvious!–statement that 2-dimensional orbit space e.g. cannot have any conifold points, nor
holes, nor handles. (c) The function r on M defined by
r2 = −det
(
g(∂t, ∂t) g(∂t, ξj)
g(ξi, ∂t) g(ξi, ξj)
)
(38)
is globally defined on M , except at the axis and the horizon. In particular, the right side is
positive everywhere on M , except at these places, where it is zero. This expresses that the
span of ∂/∂t, ξ1, . . . , ξ8 is everywhere a timelike distribution of 9-dimensional subspaces of
TM , except at the horizon or the axis. (d) The function r is a harmonic function on the orbit
space Mˆ = M /G. This enables one to define z as the conjugate harmonic function on Mˆ ,
so Mˆ is parameterized by Mˆ = {(r, z) | r > 0} away from the axis and the horizon. Since
(r, z) is a harmonically conjugate pair, the induced metric on the orbit space is eν(dr2+dz2)
for some conformal factor eν . Statements (a)–(d) are equivalent to the statement that the
metric takes the form (37).
The claims (a),(d) are local in nature and follow from the equations of motion. By
contrast, the claims (b),(c) are global in nature. Their proof involves the equations of
motion, but also global techniques from topology. The global properties (b),(c) in particular
imply that the coordinate system can be constructed globally, away from the horizon and
the axis.
The proof of (a) is standard for n-dimensional vacuum general relativity and 4-dimensional
Einstein-Maxwell theory. Here we give the proof in the case of 11-dimensional supergravity.
For definiteness, we repeat the statement:
Lemma 1. The distribution of subspaces (span(∂/∂t, ξ1, . . . , ξ8))
⊥ ⊂ TM is locally inte-
grable for a solution to the equations of motion in 11-dimensional supergravity.
Proof: Let us denote the Killing fields collectively as ξI , I = 0, . . . , 8, with ξ0 = ∂/∂t, and
ξI , I = 1, . . . , 8 denoting the remaining rotational Killing fields. In view of the “differential
forms version” of Frobenius’ theorem, we must prove that dξI = α
J
I ∧ ξJ for some 1-forms
αIJ , or what is the same
0 = ξ0 ∧ · · · ∧ ξ8 ∧ dξI (39)
for any I. Here, we have identified the Killing vectors with 1-forms via the metirc. Consider
the Noether-charge 9-form QξI . Since ξI Lie-derives the fields g, A, it follows from eq. (6)
and dQξI = JξI that
dQξI = −iξIL . (40)
We now contract all Killing fields ξ0, . . . , ξ8 into both sides of this equation. The Killing field
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ξI gets contracted twice into the form L on the right side, so we get zero:
0 = iξ0 · · · iξ8dQξI
= iξ0 · · · iξ8d
(
− ⋆ dξI − 4 iξIA ∧ q +
4
3
iξIA ∧A ∧ F
)
=diξ0 · · · iξ8(⋆dξI) + iξ0 · · · iξ8
(
− 4 d(iξIA) ∧ q
− 4 iξIA ∧ dq +
4
3
d(iξIA) ∧A ∧ F +
4
3
iξIA ∧ F ∧ F
)
=d[⋆(dξI ∧ ξ8 ∧ · · · ∧ ξ0)] + iξ0 · · · iξ8
(
4 iξIF ∧ q −
4
3
A ∧ iξIF ∧ F +
4
3
iξIA ∧ F ∧ F
)
.
(41)
Here, we have used the concrete expression for the Noether charge (16), and we have used
repeatedly the fact that iξJd + diξJ = LξJ , together with the fact that LξJ annihilates any
expression formed out of g, A, and the ξK , by LξJ ξK = [ξJ , ξK] = 0. We have also used
dA = F and dq = 0, by the equations of motion, see eq. (17). We now carry out the
contractions iξJ into the expression in parenthesis on the right side. When four iξJ ’s hit the
4-form F , we get = 0, again by
iξJ1 iξJ2 iξJ3 iξJ4F = −iξJ1d(iξJ2 iξJ3 iξJ4A) = −LξJ1 (iξJ2 iξJ3 iξJ4A) = −iξJ1 iξJ2 iξJ3LξJ4A = 0 .
(42)
Hence, the only term on the right side of (41) which potentially is not zero is the one where
precisely 7 insertion operators hit the charge 7-form q. To see that such a term vanishes as
well, we note that, by dq = 0, we have
d(iξJ1 · · · iξJ7q) = iξJ1 · · · iξJ7dq = 0 , (43)
so the scalar function iξJ1 · · · iξJ7q is constant on M . However, by the fall-off conditions
imposed on the field A (see appendix C), it vanishes at infinity, so it must be equal to
zero. Hence, we conclude from eq. (41) that the scalar function ⋆(dξI ∧ ξ8∧ · · ·∧ ξ0) must be
constant on M . Since there must be at least one point P ∈ M where one linear combination
of the ξJ ’s vanishes by the orbit space theorem, see below, it follows that this quantity must
in fact be zero, hence (39) follows.
A more detailed version of statement (b), which elucidates also the nature of the action
of the rotational isometry group U(1)8, is given in the following theorem, which is proved in
the same way as that in [38] for n-dimensional vacuum general relativity:
Theorem 2. (“Orbit space theorem”) If one assumes the isometry group G = R × U(1)8,
then the orbit space Mˆ = M /G is homeomorphic to an upper half plane {(r, z) | r > 0}.
Furthermore, the boundary r = 0 can be thought of as divided up into a collection of intervals
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(−∞, z1), (z1, z2), . . . , (zn,+∞), each of which either represents the orbit space Hˆ = H /G
of the horizon (one interval per horizon component, if multiple horizons are present), or
an axis in the spacetime where a linear combination
∑
i v
i
Jψi of the rotational Killing fields
vanishes. The quantity vJ ∈ Z8 is a vector associated with the J-th interval which necessarily
has integer entries. For adjacent intervals J and J + 1 (not including the horizon), there is
a compatibility condition stating that the collection of minors µkl ∈ Z, 1 ≤ k < l ≤ 8 given
by
µkl =
∣∣∣∣det
(
vkJ+1 v
k
J
vlJ+1 v
l
J
)∣∣∣∣ (44)
have greatest common divisor g.c.d.{µkl} = 1.
Remark: As in the vacuum theory, the relation between r, z, and the asymptotically Carte-
sian (spatial) coordinates x1, . . . , xs in the asymptotically KK-region (see sec. 2.2) is
(r, z) ∼
{
(
√
x21 + x
2
2, x3) if s = 3
(
√
(x21 + x
2
2)(x
2
3 + x
2
4),
1
2
(x21 + x
2
2 − x23 − x24)) if s = 4
(45)
Statement (c) can be proved in the same way as in vacuum general relativity, for a proof
see [8]. (d) holds whenever the theory can be locally dimensionally reduced to a certain kind
of sigma model on a symmetric space, as proved in [5]. This type of sigma model reduction
is recalled for 11-dimensional supergravity in sec. 3.2.
Some examples of interval structures in 5-dimensional vacuum general relativity are sum-
marized in the following table.
Interval Lengths Vectors (Labels) Horizon
Myers-Perry ∞, l1,∞ (1, 0), (0, 0), (0, 1) S3
Black Ring ∞, l1, l2,∞ (1, 0), (0, 0), (1, 0), (0, 1) S2 × S1
Black Saturn ∞, l1, l2, l3,∞ (1, 0), (0, 0), (0, 1), (0, 0), (0, 1) S3 and S2 × S1
Black String ∞, l1,∞ (1, 0), (0, 0), (1, 0) S1 × S2
Black Di-Ring ∞, l1, l2, l3, l4,∞ (1, 0), (0, 0), (1, 0), (0, 0), (1, 0), (0, 1) 2 · (S1 × S2)
Orth. Di-Ring ∞, l1, l2, l3, l4,∞ (1, 0), (0, 0), (1, 0), (0, 1), (0, 0), (0, 1) 2 · (S1 × S2)
Minkowski ∞,∞ (1, 0), (0, 1) —
In this table, the interval (0, 0) corresponds to a horizon. The explicit form of the metric may
be found in [50] (Myers-Perry), [54, 15] (Black ring), [13] (Saturn), [39] (Di-Ring), and [41]
(Orthogonal Di-Ring). Of course, all these solutions can be lifted trivially to solutions in
11-dimensional supergravity; the vectors vJ would be turned into 8-dimensional vectors by
filling the remaining 6 components with 0’s.
The sequence of vectors vJ encodes the entire information about the toplogy of M ,
and the nature of the group action. In particular, the horizon topology is specified. More
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p Topology of horizon cross section
0 S2 × T 7
±1 S3 × T 6
other L(p, q)× T 6
Figure 1: The invariant p = g.c.d.(µkl) characterizes the different horizon topologies.
precisely if vh−1 resp. vh+1 are associated with the intervals adjacent to a horizon interval
(zh, zh+1) we can say for example the following: Let µkl ∈ Z, 1 ≤ k < l ≤ 8 be the integers
defined from these two vectors as in eq. (44), and set p = g.c.d.(µkl). This parameter is
related to the different horizon topologies by the table 1. Note that the first and last vector
v0, vN in the above solutions is always (1, 0) resp. (0, 1). This corresponds to the fact
that these 5-dimensional solutions are asymptotically flat in all 5 directions. In the case
of 11-dimensional supergravity with 5 asymptotically Minkowskian dimensions, we would
instead have (1, 0, 0, 0, 0, 0, 0, 0) and (0, 1, 0, 0, 0, 0, 0, 0). For a more detailed discussion of
the interval structure see [38, 32]. This finishes our review of the orbit space theorem, and
we now explain how to actually construct the Weyl-Papapetrou coordinates (37).
3.2 Sigma model reduction and divergence identities
It is well-known that the field content of 11-dimensional supergravity can be reorganized
into that of a gravitating sigma model into a certain coset when the theory is dimensionally
reduced from 11 dimensions to three dimensions [42]. This formulation can, and will, be
used in the proof of our black hole uniqueness theorem below, and also in sec. 4. Therefore,
we briefly review the construction, following the treatment given in [49]. The formulation
relies on the introduction of certain scalar potentials, and we now describe a conceptually
simple way of defining these which also makes manifest their relation to the global conserved
quantities of the theory, used later.
First, consider the closed “electric” charge 7-form q, see eq. (17). Contracting this into
6 out of the 8 rotational Killing fields generating the action of U(1)8, we get a 1-form,
iξi6 · · · iξi1q. This 1-form is immediately seen to be closed using the identity iξid+diξi = Lξi
on forms together with the fact that Lξi annihilates any tensor field that is constructed from
g, A, ξj and their covariant derivatives. Hence, at least locally, there exists a scalar function
χi1...i6 such that
dχi1...i6 = iξi6 · · · iξi1q . (46)
Next, consider the Noether charge 9-form Qξi , see eq. (16). By exactly the same argument
as in the proof of lemma 1, we see that the 1-form iξ1 · · · iξ8Qξi is closed. Hence, at least
locally, there exists a scalar function χi such that
dχi = iξ1 · · · iξ8Qξi . (47)
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Even though M is not simply connected, the “twist potentials” χi, χi1...i6 are in fact defined
globally. This follows from the fact that, since they are invariant under the action of the
isometry group R × U(1)8, the defining equations can be viewed as equations for closed
1-forms on the simply connected orbit space Mˆ = {(r, z) | r > 0}. A third set of scalars is
defined by contracting three rotational Killing fields into the three form A,
Ai1i2i3 = iξi1 iξi2 iξi3A . (48)
It turns out that the field equations for the solutions (g, A) invariant under R × U(1)8 can
be written entirely in terms of the 128 scalars (fij , χj, χi1...i8, Ak1k2k3); in fact, they can be
thought of as parameterizing a single field that is valued in the coset space E8(+8)/SO(16)
which has precisely this dimension. This construction is also useful for us, so we review it
following [49]. Recall that the real13 Lie-algebra e8(+8) contains sl(9) as a subalgebra. As a
vector space, it is given by
e8(+8) = sl(9)⊕ (R9)∧3 ⊕ (R9∗)∧3 . (49)
This is also how the adjoint representation of e8(+8) decomposes when restricted to sl(9).
The corresponding 80+84+84=248 generators are (eIJ , e
∗IJK , eIJK) where the e
I
J generate
sl(9), and where capital Roman letters I, J, . . . run from 1, . . . , 9. The star symbol on e∗IJK
is part of the name of the generator, and does not mean any kind of conjugation or dual.
Relations and other relevant basic facts about this Lie-algebra are recalled in appendix B.
Let us define the 8-bein ei
aˆ by fij = δaˆbˆei
aˆej
bˆ, and form the following SL(9) matrix:
V =
(
ei
aˆ det e−1(χi +
1
720
ǫj1...j8Aij1j2χj3...j8)
0 det e−1
)
. (50)
We also define the e8(+8) valued function v by
v = eIJKAIJK +
1
360
e∗IJKǫ
IJKLMNPQRχLMNPQR (51)
where AIJK = 2
√
3 Aijk when I = i, J = j,K = k are between 1, . . . , 8, and zero otherwise,
as well as similarly χLMNPQR = 2
√
3 χlmnpqr if all indices are between 1, . . . , 8 and zero oth-
erwise. We can now form the 248-dimensional matrix V valued in the adjoint representation
of the group E8(+8) by
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V = exp(ad(v)) Ad(V ) . (52)
Here, in the last expression, V ∈ SL(9) has been viewed as an element of E8(+8) in accordance
with the decomposition (49). As is common, “Ad” refers to the adjoint representation of
13Unless stated otherwise, all Lie-groups and Lie-algebras in this paper are real, e.g. SL(9) means SL(9,R),
etc.
14It can be shown that v is nilpotent, ad(v)5 = 0, so the exponential is in fact a polynomial in the
components of v of degree 4.
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the group on its Lie-algebra, whereas “ad” to the adjoint representation of the Lie-algebra
on itself. Let τ be the involution on E8(+8) given in appendix B, and define the matrix
M = V τ(V)−1 . (53)
Then it is shown in [49] that the equations of motion for M on the orbit space Mˆ = {(r, z) |
r > 0} derived from the action
I =
∫
Mˆ
r |M−1dM |2k,gˆ dvˆ (54)
are exactly equivalent to those that can be derived for the 128 scalars (fij , χj, χi1...i8 , Ak1k2k3)
from the 11-dimensional supergravity Lagrangian15. In the above formula, k(X, Y ) =
−Tr(ad(X)ad(Y )) indicates the Cartan Killing form where dvˆ is the integration element
of the orbit space metric gˆ = dr2 + dz2.
The action I can be viewed as that of of non-linear sigma model in the symmetric space
E8(+8)/SO(16), as follows. First, recall that a symmetric space is defined generally as a
triple (G,H, τ), where G is a Lie-group with involution16 τ , and H is a Lie-subgroup of G
satisfying Gτ0 ⊂ H ⊂ Gτ , with a superscript τ denoting the elements invariant under τ , and
with the subscript 0 denoting the connected component of the identity. Given a symmetric
space, one can define the principal H-bundle G → X = G/H (right cosets). This principal
fibre bundle has a global section defined by X ∋ gH 7→ gτ(g)−1 ∈ G. If G is semi-simple (as
in our example G = E8(+8)) then it carries a natural metric from the Cartan-Killing form
on g, and the pull-back of this metric via the above global section then gives a metric G on
X = G/H . It is a general theorem about symmetric spaces that if G is simply connected and
non-compact, and H maximally compact, then (a) that metric G is Riemannian, and (b) it
has negative sectional curvature, see thm. 3.1 of [33]. By negative curvature, one means more
precisely the following. Let RABCD be the Riemann tensor of GAB. The Riemann tensor is
always anti-symmetric in AB and CD, and symmetric under the exchange of AB with CD.
Thus, it can be viewed as a symmetric, bilinear form Riem : ∧2TσX × ∧2TσX → R in each
tangent tangent space of X , where σ = gH denotes an element of X . We say that (X,G)
has negative sectional curvature (or simply, is “negatively curved”) if this bilinear form only
has negative eigenvalues. In other words, there is a c > 0 such that, for any anti-symmetric
2-tensor ω we have Riem(ω, ω) ≤ −c‖ω‖2, or in components,
RABCDωABωCD ≤ −c GACGBDωABωCD . (55)
We are precisely in this case, if G = E8(+8), if τ is defined as in appendix B, and if H =
SO(16) = Gτ0. In fact, writing as above V ∈ E8(+8) and M = Vτ(V)−1, the metric on X is
15To make the identification with the quantities used in [49], we should identify their potentials ψi resp.
ϕij with χi +
1
6!ǫ
j1...j8Aij1j2χj3...j8 resp.
1
6! ǫ
ijk1...k6χk1...k6 .
16An involution is a homorphism g 7→ τ(g) of G such that τ2 = id for all g ∈ G.
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by construction equal to G = −Tr(M−1dM ⊗M−1dM), and I is consequently equal to the
action of a non-linear sigma model from the upper half plane Mˆ , taking values in X .
Suppose now that σλ : Mˆ → X is a family of solutions to the sigma model equations of
motion, where σλ = Vλ · SO(16) is the right coset of the matrix Vλ ∈ E8(+8) of the solution
given above in eq. (52). Let δσλ =
∂
∂λ
σλ : Mˆ → σ∗λTX be the linearization at any fixed λ,
interpreted as the infinitesimal displacement of the 2-dimensional “worldsheet” in X swept
out by σλ. Then, one can derive from the sigma-model field equation the following equation
for δσλ ≡ δσ:
1
r
∇ˆ(r∇ˆδσA) = RABCD(σ) (dσB) · (dσD) δσC . (56)
Here ∇ˆ is the natural derivative operator in the bundle σ∗TX → Mˆ that is inherited
from the derivative operator of the metric G on X . This equation may be viewed as the
generalization of the “geodesic deviation equation” in X from curves to surfaces.
Now assume that [0, 1] ∋ λ 7→ σλ connects two given solutions σ0, σ1 of the sigma model
equations coming from two corresponding matrix functions V0,V1. Define the scalar valued
function S on Mˆ by
S(x) :=
∫ 1
0
(
GAB(σλ)δσAλ δσBλ
)
(x) dλ ≥ 0 . (57)
Then it is straightforward to derive from eq. (56) the following formula
1
r
∇ˆ(r∇ˆS) (58)
=
∫ 1
0
dλ
(
GAB(σλ) ∇ˆδσAλ · ∇ˆδσBλ −RABCD(σλ) (δσAλ dσCλ ) · (δσBλ dσDλ )
)
≥
∫ 1
0
dλ
(
GAB ∇ˆδσAλ · ∇ˆδσBλ + c GABGCD (δσ[Aλ dσC]λ ) · (δσ[Bλ dσD]λ )
)
≥ 0 ,
where to get the key ≥ 0 relations we have used (a) that the target space is Riemannian,
and (b) that it is negatively curved. A slightly different way of writing this differential
inequality, which is useful in the next section, is to define a fictitious R3 parameterized by
(x = r sinϕ, y = r cosϕ, z), and to view S, rather than as a function of Mˆ = {(r, z) | r > 0},
as an axially symmetric function on this R3 \ {z − axis}. Then the differential inequality is
simply (
∂2
∂x2
+
∂2
∂y2
+
∂2
∂z2
)
S(x, y, z) ≥ 0 , (59)
in other words S ≥ 0, may be viewed as a sub-harmonic function on the fictitious R3 minus
the z-axis. We will make use of this property in the next section.
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3.3 Uniqueness proof
Suppose that we are given two non-extremal, stationary, black hole solutions (M0, g0, A0)
respectively (M1, g1, A1), asymptotic to R
4,1× T 6, both of which are invariant under invari-
ant under the action of the group R × U(1)8, with corresponding commuting Killing fields
ξ0 = ∂/∂t, ξ1, . . . , ξ8. In this section we investigate under which conditions these solutions
must in fact be isometric. Obviously, we can assign to the solutions the ADM-conserved
quantities m, J1, . . . , J8, and electric charges (26) associated with any 7-cycles in the re-
spective spacetimes. Furthermore, by the orbit space theorem, we can assign to each of
the solutions the interval structure, i.e. the invariant interval lengths lJ ∈ R+, and the
corresponding vectors of winding numbers vJ ∈ Z8. We claim:
Theorem 3. Consider two non-extremal, single horizon, stationary black hole solutions
(M0, g0, A0) respectively (M1, g1, A1) whose isometry group is R×U(1)8, which are asymp-
totically Kaluza-Klein, and which satisfy the other global regularity conditions (a)–(e) stated
in appendix (C). Suppose the solutions can be connected by a (differentiable) 1-parameter
family of such solutions (Mλ, gλ, Aλ) having the same ADM conserved quantities m, Ji, hav-
ing the same electric charge associated with any 7-cycle, and having the same interval lengths
{lJ}. Then (g0, A0) is equal to (g1, A1) up to a diffeomorphism.
Remarks: 1) The same method of proof also applies in the case of multiple non-degenerate
horizons. In that case, we may form for each horizon cross section Bk the quantities
Ji[Bk], i = 1, . . . , 8 defined by eq. (72), with C = Bk there. These numbers, interpreted
as the angular momentum for the k-th black hole, must be required to be the same for both
solutions for all k.
2) One should be able to prove that the solutions must agree even if one does not know, a
priori, that they can be connected. To get this stronger result, one should use the distance
function in Mazur’s identity [46] instead of the distance function S as in our proof. We
leave this to a graduate student who is not afraid of the tiresome, although straightforward,
E8(+8)-algebra. A uniqueness theorem for 5-dimensional minimal supergravity using Mazur’s
identity was given in [60, 61]. By contrast to our theorem, these authors however assume by
hand a particularly simple interval structure (and hence topology).
Proof: It is clear that the spacetime manifolds Mλ must be diffeomorphic and that
the action of the group R × U(1)8 must be equivalent for all λ. The orbit space theorem
characterizes the action of U(1)8. Therefore, the two solutions must have the same winding
numbers {vJ} described in the orbit space theorem. Of course, the orbit space theorem
makes no statement about the dynamical fields, so we do not know yet what is the relation
between (gλ, Aλ) for different λ. For this 1-parameter family, consider the function S : R
3 \
{z−axis} → R defined above in eq. (57). (Recall that the coordinates (x, y, z) of this R3 are
related to the coordinates of the orbit space Mˆ = {(r, z) | r > 0} by x = r cosϕ, y = r sinϕ,
where ϕ is an angle that does not have any straightforward relation to the coordinates on
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the spacetime M .) The function S is sub-harmonic, eq. (59), and non-negative. We wish to
apply “Weinstein’s lemma” [66] to S.
Lemma 2. (“Weinstein’s lemma”) Let S(x, y, z) ≥ 0 be a bounded function on R3 which
is continuous on R3 \ {z−axis} and which is is a solution to (∂2x + ∂2y + ∂2z )S ≥ 0, in the
distributional sense. Then S = const.
To apply this lemma, we need to verify that our S is uniformly bounded, including near
infinity and the z-axis. At this stage we need the assumptions about the mass, interval
structure, angular momenta, and charges. First, let us write down explicitly the function
S =
∫ 1
0
dλsλ. We put
d
dλ
(gλ, Aλ) ≡ (δA, δg), (gλ, Aλ) ≡ (g, A). Then relying on calculations
in [48], we find, with σ = V · SO(16) as above:
sλ = GAB(σλ)δσAλ δσBλ =
240
(
1
4
f ikf jlδfijδfkl + (δ log det f)
2 +
1
3
f ilf jmfknδAijkδAlmn
+ 10 fn1m1 . . . fn6m6(
1
60
δχn1...n6 −
1
3
δA[n1n2n3An4n5n6])(
1
60
δχm1...m6 −
1
3
δA[m1m2m3Am4m5m6])
+
1
2
1
det f
f ij(δχj +
1
54
ǫk1...k8Ajk1k2Ak3k4k5δAk6k7k8 +
1
360
ǫk1...k8Ajk1k2δχk3...k8)
(δχi +
1
54
ǫl1...l8Ail1l2Al3l4l5δAl6l7l8 +
1
360
ǫl1...l8Ail1l2δχl3...l8)
)
.
(60)
Clearly, S is a sum of squares, as it has to be. To show that it is uniformly bounded,
we thus need to show that each of the terms is uniformly bounded individually on R3 \
{z−axis}. By construction, S is smooth, so we need to make sure that it does not blow up
anywhere near the z-axis, nor at infinity. The behavior near infinity can be controlled in a
straightforward manner because the asymptotic behavior of the fields (g, A), hence (δg, δA) is
known. Maybe the only point to note here is that we have to use the precise relation between
the coordinates r, z and the asymptotically Cartesian coordinates in the spacetime M , which
is given above in eq. (45). The asymptotic behaviors of Aijk, fij, viewed as functions on
R3, then follow immediately from the behavior of the fields in the original asymptotically
Cartesian coordinates. Likewise, it is straightforward to determine the behaviors of the
potentials χi, χij...k, by integrating up the defining relations (47) resp. (46). If this is done,
then it is found that sλ, hence S, is uniformly bounded for large r
2 + z2. The details of this
arguments are very similar to those given in [38] in the vacuum theory, so we do not give
them here.
The more tricky part is to control the behavior of sλ, hence S, near the z-axis in R
3.
Recall that the z-axis is the union of intervals [zJ , zJ+1], where each interval represents points
in the original spacetime M that are either on a horizon, or which are on an axis of rotation.
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Axis of rotation: On a point P ∈ M on an axis of rotation, an integer linear combination
viJξi|P = 0, or equivalently fijvjJ |(r,z) = 0, where r, z are the Weyl-Papapetrou coordinates of
P . Furthermore, unless P is a “turning point”, viJ spans the null space of fij . On the other
hand, if P is a turning point, then it lies on the boundary, say z = zJ , of an interval, and
the null space of fij is two-dimensional and spanned by v
i
J , v
i
J−1. Owing to the condition
on subsequent vectors viJ , v
i
J−1 stated in the orbit space theorem, one can see [38] that there
exists a SL(8,Z) matrix Bi
j such that
Bi
jviJ = (1, 0, 0, 0, 0, 0, 0) , Bi
jviJ−1 = (0, 1, 0, 0, 0, 0, 0, 0) . (61)
By redefining the rotational Killing fields of the spacetime if necessary by this matrix as
ξi → Bijξj globally (corresponding to the conjugation of the action of U(1)8 on M by an
inner automorphism), we may assume that the vectors viJ , v
i
J−1 take the above simple form.
Then it follows that the components of fij , f
ij have the following behavior near a point (r, z)
where z is in an interval (zJ , zJ+1) representing an axis of rotation:
fij =
{
O(r2) if i = 1 or j = 1,
O(1) otherwise,
f ij =
{
O(r−2) if i = j = 1,
O(1) otherwise.
(62)
Likewise, since ξ1 vanishes on our axis of rotation, we have
Aijk =
{
O(r2) if i = 1, or j = 1, or k = 1
O(1) otherwise.
(63)
We also need the behavior of the other potentials χi, χij...k for (r, z) approaching the interval
(zJ , zJ+1). This is slightly more tricky and requires using the information about the asymp-
totic charges. Consider first χi, with defining relation (47). It follows from the fact that
some linear combination of the ξi vanishes on each axis of rotation, that the left side of this
relation is = 0, hence dχi = 0 on any axis of rotation, i.e. on any interval (zJ , zJ+1) marked
in red in the following figure. Hence, χi = const. on the red line, but not the horizon, marked
in blue. Since we are free to add constants to χi, we may e.g. assume that χi = ±const to
the left/right of the horizon interval. This constant may be computed as follows. Consider
a curve γˆ as in the figure, going from a point z′ the right of the horizon to another point z
to the left of the horizon.
Bˆ = B/U(1)8
Mˆ
z′z
γˆ = C7/U(1)
6
z′′
γˆ = C9/U(1)
8
zJ+1zJ
25
It is the equivalence class of a 9-dimensional cycle C9 in M under the quotient by U(1)
8,
i.e. γˆ = C9/U(1)
8. (The topology of this C9 depends on the integer vectors associated with
the intervals that z, z′ are in, respectively, see table 1.) Now we compute
(2π)8 χi
∣∣∣∣
(z′,r=0)
(z,r=0)
= (2π)8
∫
γˆ=C9/U(1)8
dχi
=
∫
C9
dχi ∧ dφ1 ∧ · · · ∧ dφ8
=
∫
C9
Qξi
=
∫
C9
Qξi − iξiθ = Hξi = −Ji ,
(64)
where Qξi is the Noether charge, and where we used (47), together with the definition of
the ADM-conserved quantity Ji associated with the Killing fields ξi = ∂/∂φ
i. Hence, we
conclude that
χi(z, r) = ±1
2
(2π)8 Ji +O(r
2) (65)
Here ± is chosen depending on whether z is to the left/right of the horizon. Consequently,
because we are assuming that Ji are the same for our solutions, we have
δχi = O(r
2) , (66)
near any interval representing an axis, i.e. the red lines. Consider next the potentials χi1...i6 ,
with defining relation (46). It follows from the fact that ξ1 vanishes on on (zJ , zJ+1) that
the left side of this relation is = 0 when one of the ik’s is equal to 1. Therefore dχ1i1...i5 = 0
on the interval (zJ , zJ+1), i.e. χ1i1...i5 = 0 must be constant there. We now set this constant
in relation to the electric charge of an appropriate 7-cycle, just as we did with the angular
momenta before. Let us add constants to χi1...i6 in such a way that these potentials tend to
0 as r = 0, z → +∞. Then, consider a curve γˆ connecting z′′ at infinity and z ∈ (zJ , zJ+1) as
in the following figure. This curve corresponds to the image of a 7-cycle under the quotient
γˆ = C7/U(1)
6, where the subgroup U(1)6 is generated by ξ1, . . . , ξ6. We now get
(2π)6 χ12...6
∣∣∣∣
(z,r=0)
(z′,r=0)
= (2π)6
∫
γˆ=C7/U(1)6
dχ12...6
=
∫
C7
dχ12...6 ∧ dφ1 ∧ · · · ∧ dφ6
=
∫
C7
q = Q[C7] .
(67)
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Since the electric charges associated with any cycle are assumed to be the same for the
solutions, we find for all i, j, . . . , k = 1, . . . , 8:
δχij...k =
{
O(r2) if i = 1, or j = 1, or . . . , or k = 1
O(1) otherwise.
(68)
This concludes our analysis of the potentials near an axis of rotation. Combining eqs. (62),
(63), (66), (68) with (60), one immediately sees that sλ, hence S, is bounded near the
interval (zJ , zJ+1). Of course, this analysis applies to the interior of any boundary interval
representing an axis. It may also be shown by the same type of analysis as in [38] that the
same holds true at the turning points, i.e. where two intervals representing an axis intersect.
Horizon: The analysis of the behavior of sλ, hence S, on the horizon interval (zh, zh+1)
is not problematical, since there is no linear combination of the ξ′is which vanishes there.
Hence, the Gram matrix of these Killing fields, fij must be non-singular on the horizon
interval. Hence, by contrast to the intervals associated with an axis of rotation, all fields
appearing in sλ have a continuous limit as the interval is approached, and sλ hence remains
bounded. Some care is however required at the endpoints zh, zh+1. Here one has to be alert
that near these points, the Weyl-Papapetrou coordinates give a rather distorted picture of
the spacetime geometry, as they are not smooth there. Consequently, one has to rule out
the possibility that sλ, hence S, might have very direction dependent–and possibly singular–
limits as zh, zh+1 is approached. The comprehensive, rather tedious, analysis of this point
was given in [38] in the vacuum case, where it was shown that sλ remains bounded no matter
from what direction these points are approached. That analysis also carries over, with very
few modifications, to the present case, so we omit it here.
In summary, we have shown that S is uniformly bounded on R3, including crucially the
z-axis and infinity. Hence, by Weinstein’s lemma, S = const., and since S decays in some
directions, S = 0, and hence sλ = 0. Hence, δχi, δχij...k, δAijk, δfij all vanish (for any λ),
and hence the fields χi, χij...k, Aijk, fij associated with the two solutions (g0, A0) and (g1, A1)
agree. One must still show that the solutions agree themselves. This is seen as follows.
First, it follows from the duality relation (46) that the functions wj = fijw
i in the Weyl-
Papapetrou form (37) can be obtained in terms of the scalar potentials parameterizing the
matrix M as
dwj =
− r
det f
⋆ˆ
(
dχj +
1
54
ǫk1...k8Ajk1k2Ak3k4k5dAk6k7k8 +
1
360
ǫk1...k8Ajk1k2dχk3...k8
)
,
(69)
Then it follows that wi must agree for the two solutions. The function ν in (37) can be
recovered from the matrix M [see (53)] using eq. 3.32 in [5], so g0 = g1. It also follows from
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the duality relation (47) that the components A0ij can be obtained then by integrating
dA0ij = − 1
720
r
det f
fimfjnǫ
mnk1...k6 ⋆ˆ(dχk1...k6) + w
kdAkmn
+
1
36
r
det f
fimfjnǫ
mni1...i6 ⋆ˆ(dAi4i5i6)Ai1i2i3 ,
(70)
where the subscript “0” here refers to the contraction with the Killing field ξ0 = ∂/∂t. Hence,
these components of the A-field agree for the two solutions. The 1-form components Aij , A0i
and 2-form components A0, Ai are likewise seen to agree using the field equations for the
A-field. This completes the proof.
4 Mass formulas
4.1 Komar-type expressions for m, Ji and Smarr formula
Above, we have given a general formula for the ADM-type conserved quantity HX associated
with any asymptotic symmetry X , see eq. (9). Although that expression can be integrated
to give a completely explicit formula very similar to the standard expressions in the case
of 4-dimensional vacuum general relativity [62], we will use here another, “Komar-type”,
formula. This formula is less general because it holds only if the asymptotic symmetry X in
question is an actual symmetry of the solution under consideration, i.e. Lie-derives (g, A).
As in the previous section, we assume that the spacetime is stationary, with asymptotically
time-like Killing field ξ0 = ∂/∂t, together with N commuting rotational Killing fields ξi as
in eq. (20).
Lemma 3. Let X be any vector field which Lie-derives the solution (g, A). Then the
following 9-form αX is closed:
dαX = 0 , αX = − ⋆ dX − 8
3
iXA ∧ q − 4
3
A ∧ ⋆(F ∧X) . (71)
Furthermore, the mass m = H∂/∂t and angular momenta Ji = −Hξi can be expressed as
m =
9
8
∫
C
α∂/∂t , Ji = −
∫
C
αξi , (72)
where, C is any 9-dimensional cycle17 cobordant to spatial infinity.
Remark: The cycle C may be chosen so that ξi is tangent. Then the formula for the
angular momentum reduces to Ji =
∫
C
⋆dξi, which is the standard “Komar-type” expression
17The orientations are chosen as in footnote 8.
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in the case of vacuum general relativity. Similarly, if A = 0, then the formula for the mass be-
comes m = −9
8
∫
C
⋆dξ0, which is the Komar mass formula for 11-dimensional vacuum general
relativity. The factor of −9/8 is the analogue in 11-dimensions of the factor −2 discrepancy
between the Komar mass and angular momentum expression in 4 dimensions [62].
Before we give a proof of this lemma, let us apply it to get a “Smarr-type” formula in
11-dimensional supergravity. Consider the Killing vector field K as in eq. (20), which is
tangent to the null generators of the horizon H . By Stokes theorem, since αK is a closed
9-form, we get
∫
B
αK =
∫
∞
αK , where B is the bifurcation surface of the horizon, and where
∞ is a cross section at infinity. Using the lemma, this gives∫
B
αK =
8
9
m−
∑
i
ΩiJi . (73)
We now evaluate the integral on the left side. A standard calculation [62] using eq. (21)
gives
∫
B
⋆dK = −2κAh, where Ah is the horizon area. Also, note that iKA = −Φ is the
electrostatic ‘potential’ on the horizon, which we have already shown in sec. 2 to be a closed
2-form on H , hence B. Finally, note that sinceK itself vanishes on B, since A has vanishing
pull-back18 to B, since K vanishes on B, and since ⋆F is smooth, we have A ∧ iK ⋆ F = 0
when pulled back to B. Consequently, defining the charge for a 7-cycle Cr ⊂ B as above
in (26) by Q[Cr], and and the electrostatic potential associated with a 2-cycle Cs ⊂ B by
Φ[Cs], the left side of (73) evaluates to
2 κAh +
2
3
∑
r,s
(I−1)rsQ[Cr]Φ[Cs] =
∫
B
αK , (74)
where Irs is the intersection matrix. Hence, the Smarr formula is
9 · 2 κAh = 8 m− 9 ΩiJi − 6 (I−1)rsQ[Cr]Φ[Cs] . (75)
It can also be obtained directly from the first law by considering a variation as in the proof
of the lemma.
Proof of lemma 3: We first note that if we scale the solution (g, A) as φλ := (λ
2g, λ3A)
for a constant λ, then the Lagrangian of 11-dimensional supergravity changes as L(φλ) =
λ9L(φ1). Variation along this 1-parameter family of rescaled field configurations hence gives,
using eq. (5), 9 L = dθ, where θ is evaluated on the variation δφ = (2g, 3A). Using the
explicit form of θ given in appendix A gives that L is expressible as L = −4
3
d(A ∧ ⋆F ),
whenever (g, A) satisfies the equations of motion. Now suppose additionally that a vector
field X Lie-derives this solution. Then from eq. (6), together with iXd + diX = LX and the
fact that LX annihilates any tensor fields built from (g, A):
dQX = −iXL = 4
3
iXd(A ∧ ⋆F ) = −4
3
d
[
iXA ∧ ⋆F −A ∧ ⋆(F ∧X)
]
. (76)
18See footnote 9.
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Write the difference between the two sides as dαX = 0. Using the explicit form QX , see
eq. (16), we find that αX is given by the formula claimed in the lemma.
We now show the formulas form, Ji. First consider the angular momenta. Let us choose a
cross section at infinity such that ξi is tangent. Then the term involving iξi in the formula (9)
vanishes, and we get δHξi = δ
∫
∞
Qξi , hence −Ji = Hξi =
∫
∞
Qξi . But if ξi is tangent to the
cross section at infinity, the last expression is also equal to
∫
∞
Qξi =
∫
∞
αξi , and because
αξi is closed, we may deform the cross section at infinity in the last expression to any other
9-cycle C. This proves the formula for Ji in the lemma.
To prove the formula for m, consider a 1-parameter family of diffeomorphisms which acts
in the asymptotic region as a dilatation fλ : x
µ 7→ λ−1xµ, where xµ are the asymptotically
Cartesian coordinates at infinity–of course this is not an isometry in non-trivial cases. Let
ψλ = f
∗
λφλ, where φλ is the rescaled solution defined above. Then this solution is again
asymptotically flat in the sense described in app. C; the dilatation ensures that the metric
asymptotes to the Minkowski metric in the asymptotic region, with conformal factor equal to
1. Note that (f−1λ )∗
∂
∂t
→ λ−1 ∂
∂t
in the asymptotic region, hence the vector field Y generating
fλ has commutator [Y,
∂
∂t
]→ ∂
∂t
. We now consider the defining relation (9) for δH∂/∂t under
the variation along the family ψλ. On the one hand, we have, with ψ ≡ ψ1:
d
dλ
H∂/∂t(ψλ)
∣∣∣
λ=1
=
d
dλ
[H∂/∂t(f
∗
λψ) +H∂/∂t(φλ)]λ=1
=
d
dλ
[H(f−1
λ
)∗∂/∂t
(ψ) + λ9H∂/∂t(ψ)]λ=1
=
d
dλ
[λ−1H∂/∂t(ψ) + λ
9H∂/∂t(ψ)]λ=1 = (−1 + 9) H∂/∂t(ψ) = 8 m
. (77)
On the other hand, noting that δψ = δφ + LY ψ with δφ = (2g, 3A), and using the scaling
behavior of Q∂/∂t, we have
d
dλ
H∂/∂t(ψλ)
∣∣∣
λ=1
=
∫
∞
[9Q∂/∂t(ψ)− i∂/∂tθ(ψ; δφ)]
+
∫
∞
[LYQ∂/∂t(ψ)− i∂/∂t(ψ;LY ψ)]
= 9
∫
∞
α∂/∂t +
∫
Σ
LYJ∂/∂t(ψ)− di∂/∂tθ(ψ;LY ψ)
= 9
∫
∞
α∂/∂t +
∫
Σ
ω(ψ;LYψ,L∂/∂tψ)
= 9
∫
∞
α∂/∂t .
(78)
To go to the second equality, we used the explicit expression for α∂/∂t coming from eq. (76),
and we used Stokes theorem to convert the second integral to that over a slice Σ. We
may assume that Y vanishes on the inner boundary, so there is no contribution from there.
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We have also used dQ∂/∂t = J∂/∂t for the Noether current. In the third line, we have used
identity (12), and in the last line we used that ∂/∂t Lie-derives ψ by assumption. Combining
the two formulas for d
dλ
H∂/∂t(ψλ)|λ=1, we get the formula for m in the lemma.
4.2 Conservation laws and mass formulas
The Smarr relation (75) derived in the previous subsection is universal in that it holds for
any stationary black hole solution in the theory, with no extra symmetry assumptions. In
this subsection we will show that if one makes further by-hand symmetry assumptions of
the nature made in the uniqueness theorem, then one can derive further non-trivial relations
between the horizon area, mass, angular momenta, electric charge etc. and the corresponding
potentials such as angular velocities of the horizon, electric potentials of the horizon, etc.
Unlike the Smarr relation, they are not quadratic in the thermodynamic quantities.
As a difference to the previous sections, we will allow in this section F ’s which satisfy
the Bianchi identity dF = 0 and field equations19, but which cannot be written globally as
F = dA. This means that there can be non-zero magnetic charges, which will now also enter
the thermodynamic formulas. As in sec. 3, we are assuming that the black hole spacetime
is stationary with 8 additional mutually commuting rotational Killing fields, which we call
ξ1, . . . , ξ8. We assume, for definiteness that the spacetime is asymptotically Kaluza-Klein,
with 4 asymptotically large dimensions, i.e. M ∼= R3,1 × T 7 in the asymptotic region.
Without loss of generality we assume a labeling of the rotational Killing fields such that ξ8
is a rotation in the asymptotically large dimensions, i.e. a rotation in the R3,1 near infinity,
while ξ1, . . . , ξ7 are rotations in the T
7 near infinity. As a restriction on the class of solutions
that we consider, we further assume that the black hole horizon is not rotating in the 8-
direction. In other words, if we let K be the linear combination of the Killing fields pointing
along the null-generators of H , then we assume
ξ0 := K =
∂
∂t
+ Ω1 ξ1 + · · ·+ Ω7 ξ7 , (79)
so that Ω8 = 0. Thus, the horizon is non-rotating in the asymptotically large dimensions,
although it can rotate in the extra-dimensions.
To make the analysis below simpler, we also impose yet further, by-hand conditions onto
the relationship between the fields (g, F ) and the symmetries. Our first condition is that ξ8
is hypersurface-orthogonal, or in other words
ξ8 ∧ dξ8 = 0 , (80)
where as usual, we identify vector fields with 1-forms using the metric. We can see from
the Komar expression for the angular momentum (72) that this implies J8 = 0. The second
19Note that the field equations (although not the action) only refer to the gauge invariant field strength
F .
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condition is
iξiiξj iξkF = 0 , for i, j, k = 1, . . . , 7. (81)
Of course, the fields (g, F ) are, by assumption, also Lie-derived by any of the vector fields ξ0 =
K, ξ1, . . . , ξ8. The 7 distinguished rotational Killing fields tangent to the extra dimensions T
7
in the asymptotic region are denoted by ξi, where unprimed lower case indices run from i =
1, . . . , 7. We also adopt the convention that lower case indices run between i′ = 0, . . . , 7, and
primed upper case indices from I ′ = 0, . . . , 7, 9. As we have already described in section 3.1,
the horizon topology may, in general, be either one of the possibilities given in table 1. But
in this section, we will assume that
B ∼= S2 × T 7 , (82)
and we also assume that ξ8 is tangent to the S
2-factor on the horizon20.
As in the previous section, we get from the symmetries X closed 9-forms αX , X =
ξ0, . . . , ξ8. It turns out that there are many more closed forms, whose existence essentially
follows from the sigma model formulation of this theory. We will employ these closed forms
to derive our thermodynamic relations21. To obtain the closed forms, it turns out that it
is convenient to use a ‘non-compact’ modification of the sigma model formulation described
in sec. 3.2. The difference is that we now use the 8 Killing fields ξ0, . . . , ξ7 (spanning a
timelike(!) subspace22 in each tangent space), rather than previously ξ1, . . . , ξ8 (spanning a
spacelike(!) subspace). To define the modified sigma model, we consider the 8 dimensional
Gram matrix
f ′i′j′ = g(ξi′, ξj′) , (83)
which, unlike (35), is not positive definite, but has Lorentzian signature (−1,+10). Simi-
larly, we introduce the scalar potentials χ′i′ , χ
′
i′j′...k′ by formulas completely analogous to (46)
and (47). We introduce an 8-bein by f ′i′j′ = ηa′b′ei′
′a′ej′
′b′ , and write
V ′ =
(
e′a
′
i′ det e
′−1(χ′i′ +
1
720
ǫj
′
1...j
′
8Ai′j′
1
j′
2
χ′j′
3
...j′
8
)
0 det e′−1
)
. (84)
And we define the e8(+8) valued function v
′ by23
v′ = eI
′J ′K ′AI′J ′K ′ − 1
360
e∗I′J ′K ′ǫ
I′J ′K ′L′M ′N ′P ′Q′R′χ′L′M ′N ′P ′Q′R′ (85)
20In the language of the interval structure introduced in sec. 3.1, this amounts to saying that the vectors
vih−1, v
i
h+1 associated with the intervals adjacent to the horizon interval are both equal to (0, 0, 0, 0, 0, 0, 0, 1).
21Relations of similar nature were previously derived in [34] for non-rotating black holes in Einstein-
Maxwell-Dilaton theory in 4 dimensions.
22Note that ∂/∂t itself may be spacelike (ergoregion), timelike (asymptotic region) or null (horizon, ergo-
surface).
23Note that, although the potential A may not be globally defined, the components AI′J′K′ may be defined
globally by the identity dAI′J′K′ = 2
√
3 iξ
I′
iξ
J′
iξ
J′
F , because that identity may be considered on the simply
connected orbit manifold Mˆ .
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where AI′J ′K ′ = −2
√
3Ai′j′k′ when I
′ = i′, J ′ = j′, K ′ = k′ are between 0, . . . , 7, and zero if
I ′ = 9 or J ′ = 9 or K ′ = 9, as well as similarly χL′M ′N ′P ′Q′R′ = 2
√
3χ′l′m′n′p′q′r′ if all subscripts
are between 0, . . . , 7, and zero otherwise. We can now form the 248-dimensional matrix V ′
valued in the adjoint representation of the group E8(+8) by
V ′ = exp(ad(v′)) Ad(V ′) , (86)
[compare eq. (52)], and we also define N by
N = V ′τ ′(V ′)−1 , (87)
[compare eq. (53)]. In this equation, τ ′ is now the involution of E8(+8) defined by eq. (123) in
appendix B. The subgroup fixed by τ ′ is the non-compact version Spin∗(16) of SO(16), so V ′
may now be thought of as parameterizing the symmetric space E8(+8)/Spin
∗(16). The non-
compact character of the subgroup Spin∗(16) fixed under the involution τ ′ may be traced
back to the timelike character of the subspace spanned by K = ξ0, ξ1, . . . , ξ7.
The matrix function N satisfies the equations of motion of the corresponding sigma
model, by complete analogy to the matrix M defined before. It can easily be deduced from
the equations of motion for N , and standard relations for Killing fields, that if we set
ω = ⋆(K ∧N−1dN) , (88)
then ω is a closed 9-form, valued in the adjoint representation of e8(+8),
dω = 0 . (89)
Hence, each of the 248 components (ωI′
J ′ , ω∗I
′J ′K ′, ωI′J ′K ′) in
ω = ad(ωI′
K ′eI
′
K ′ + ωI′K ′L′e
I′K ′L′ + ω∗I
′K ′L′e∗I′K ′L′) (90)
is a scalar valued, closed 9-form on M . (Here, the star ∗ on the symbols is part of the
name and does not mean any kind of conjugation or dual.) Their concrete expression is very
lengthy and is given in (130), (131), (132) of appendix D. The “conservation laws” dω = 0
are, in essence, the Noether currents of the hidden symmetry E8(+8) of the field equations,
which is made manifest in the sigma model formulation.
We now integrate 0 = dω over a 10-dimensional surface Σ going from the bifurcation
surface B of the horizon to spatial infinity. Using Stokes theorem, we then get the 80
relations ∫
B
ωI′
J ′ =
∫
∞
ωI′
J ′ , (91)
the 84 relations ∫
B
ωI′K ′L′ =
∫
∞
ωI′K ′L′ , (92)
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and the 84 relations ∫
B
ω∗I
′K ′L′ =
∫
∞
ω∗I
′K ′L′ . (93)
The key step is now to relate the quantities on both sides with the thermodynamic quantities
characterizing the black hole. These are as follows: For the mass m and angular momenta Ji
we may use the Komar expressions (72). The electric charge Q[C7] associated with a 7-cycle
was defined above in eq. (26). The 7-cycles lying in H ∼= R× (S2× T 7) carrying a non-zero
electric charge are C7 ∼= S2 × C5, where C5 ⊂ T 7 is an embedded 5-torus. The position of
C5 is characterized by 5 generators ξi1, . . . , ξi5, so the 7-cycle C7 is characterized by [i1 . . . i5].
We use the shorthand
Qklmnr = (2π)
2
∫
[klmnr]
4 q . (94)
We also define Qij = 1
5!
ǫijklmnrQklmnr, which obviously contains the same information. Using
the relation LX = iXd + diX , the Bianchi identity dF = 0, and the fact that ξi, ξj, K
Lie-derive F , it follows that d(iξiiξj iKF ) = 0 on H , hence there is a scalar function
24 such
that
dΦij = −iξiiξj iKF . (95)
Furthermore, we already showed in sec. 2 that iKF = 0 on H , so Φij is constant on H . The
constant is fixed by demanding that Φij vanishes at infinity. Finally, we consider the non-
trivial 4-cycles in H of the form C4 ∼= S2 ×C2, where C2 ⊂ T 7 is an embedded 2-torus. Its
position is characterized by 2 generators ξi1, ξi2, so the corresponding 4-cycle is characterized
by [i1i2]. The associated magnetic charges are then defined as
Pij = (2π)
5
∫
[ij]
F . (96)
If F happens to be equal dA for a globally defined 3-form A, then of course the magnetic
charges are zero. Now take 5 Killing fields ξi, . . . , ξk, and form the 1-form iKiξk . . . iξrq.
Because q is closed, so is this 1-form, and we get, by the same argument as above, a scalar
function which we may call
dΨij = − 1
5!
ǫijklmnr iKiξr . . . iξkq , (97)
where we mean the 7 dimensional totally antisymmetric tensor (recall that lower case Roman
indices i = 1, . . . , 7 in this section). Actually, Ψij, the magnetic potentials, are again constant
on H ; one proves this by the exactly the same argument as just given for the electric
potentials. Thus, in summary, our thermodynamical quantities are the mass and angular
momenta m, Ji, the angular velocities of the horizon, Ω
i, the electric/magnetic potentials
24Even though M is not simply connected, the forms under consideration may be viewed as forms on the
simply connected orbit space Mˆ , so there is no difference between closed and exact invariant 1-forms.
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Φij ,Ψ
ij, the electric/magnetic charges Qij , Pij, the horizon area Ah, and the surface gravity
κ. We now give relations between them following from eqs. (91), (92), (93); the lengthy
calculations are outlined in appendix D.
Evaluating eq. (92) with the choice I ′ = 0, J ′ = j,K ′ = k gives
− djldkm Qlm = −2 ΦjkκAh + 2 ΨmnΦmnPjk
+ 4 Φl[kΦj]mQ
lm − 8 Φl[jΨmlPk]m + 4 ΦjkΨlmPlm .
(98)
Here, we remind the reader of our convention that lower case Roman indices go from i =
1, . . . , 7, and we have also introduced the 7 by 7 matrix dij by
dij = δij − ΩiΩj , (99)
with dij denoting its inverse. Next, evaluating eq. (93) with I
′ = 9, J ′ = j,K ′ = k gives
− djldkm Plm = −2 ΨjkκAh + 2 ΨmnΦmnQjk
+ 4 Ψl[kΨj]mPlm − 8 Ψl[jΦmlQk]m + 4 ΨjkΦlmQlm .
(100)
Taking I ′ = 0 = J ′ in eq. (91) gives
9 · 2κAh = 8 m− 9 ΩiJi + 12 ΦijQij + 6 ΨijPij , (101)
which is the Smarr relation (75), already derived earlier in the absence of magnetic charges.
Taking I ′ = 0, J ′ = j in eq. (91) gives
− 1
4
ǫjikmnpq ΦikΦmnPpq = −9 δjkJk + 8 mΩj . (102)
Taking I ′ = i and J ′ = 9 in eq. (91) gives
0 =
1
6
ǫijkpqmnΨ
jkΨpqQmn + 4 ΦijΨ
jkJk . (103)
Taking I ′ = 0, J ′ = 9 in eq. (91) gives
ΦmnΨ
mn κAh = 4 Ψ
pqΦplΦmqQ
lm + 4 ΦpqΨ
plΨmqPlm . (104)
Finally, taking I ′ = i, J ′ = j in eq. (91) gives
4π djmτim + Ω
jJi = −4 ΨjmPim + 2
3
δj iΨ
mnPmn − 4 ΦimQjm + 2
3
δj iΦmnQ
mn . (105)
Here, the 7 by 7 constant matrix τmn is defined by the relation
fij = δij − 1
(2π)7
τij
R
+O(R−2) , (106)
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where R =
√
x21 + x
2
2 + x
2
3 is the standard radial coordinate in the large dimensions (R
3,1)
relative to an asymptotically Cartesian coordinate system. It is physically interpreted as the
“tension tensor” of the 7 asymptotically small dimensions25 (T 7).
We emphasize that all these thermodynamic formulas have not been obtained from a
particular explicit solution, but from the general structure of the equations of motion (hidden
symmetries) for the class of solutions which have the indicated symmetries. We leave for the
future a more detailed analysis of these relations.
5 Conclusions
In this paper, we have considered stationary solutions in 11-dimensional supergravity theory.
We first derived the first law of black hole mechanics, valid for arbitrary horizon topologies,
and arbitrary stationary black holes, without additional symmetry assumptions. We then
specialized to stationary (asymptotically Kaluza-Klein) solutions whose isometry group is (or
contains) R×U(1)8. In this case, we were able to associate with each such solution a collection
of moduli and generalized winding numbers which encode the topology of the solution and
the action of the isometries. Furthermore, for each given set of moduli, generalized winding
numbers, angular momenta, and electric type charges, we proved a black hole uniqueness
theorem.
The proof of this theorem makes use of the known sigma-model formulation of the field
equations of 11-dimensional supergravity when it is “dimensionally reduced”. The sigma
model formulation also has another application explored in this paper, namely it gives an
interesting set of relations between the electric/magnetic charges and potentials, angular
momenta and velocities, mass, area and surface gravity. These, rather non-trivial, relations
generalize the well-known Smarr-type formulas. We believe that there is a relation between
these formulas and the formulas given in [3] for the solutions corresponding to “nilpotent
orbits”. However, this remains to be worked out.
Acknowledgements: I would like to thank R.M. Wald for discussions about the first law
in the presence of magnetic charges, and H. Nicolai for discussions about coset formulations
of supergravity and nilpotent orbits. The author is supported by ERC starting grant no.
QC & C 259562.
25These are the “thermodynamic potentials” which would be conjugate to the deformations of the asymp-
totic metric on T 7 if we would loosen our boundary conditions to allow such. They would give rise to a
corresponding term in the first law, see e.g. [43] for an example.
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A Calculation of the Noether charge and constraints
In this appendix, we derive the expressions for the Noether charge and constraints quoted
in sec. 2.1. The Lagrange 11-form is given in components by
La1...a11
=
(
R − 1
12
FbcdeF
bcde +
1
2, 592
ǫb1...b11Fb1b2b3b4Fb5b5b7b8Ab9b10b11
)
ǫa1...a11 .
(107)
where the epsilon tensor is the natural volume element defined from the metric relative to a
given orientation of M . The 10-form θ is given by
θa1...a10 = ǫda1...a10v
d , (108)
vd = g
bc(∇cδgbd −∇dδgbc)− 1
3
Fd
bceδAbce +
1
324
ǫd
b1...b10δAb1b2b3Fb4b5b6b7Ab8b9b10 .(109)
From (6), one obtains the following expression for the components of the Noether current
10-form (here we drop the subscript “X” on JX):
Ja1...a10 = −2 ǫda1...a10∇e(∇[dXe])
+ ǫda1...a10
(
2 Ge
dXe +
1
12
FbcfgF
bcfgXd − 1
324
ǫb0b1...b10Fb0b1b2b3Fb4b5b6b7Ab8b9b10X
d
)
+ ǫda1...a10
(
− 2
3
F dbcf(Xe∇eAbcf + 3 Abce∇fXe)
+
1
324
ǫdb1...b10(Xe∇eAb1b2b3 + 3 Aeb2b3∇b1Xe)Fb4b5b6b7Ab8b9b10
)
.
(110)
We rewrite the term ∇eAb1b2b3 in the last line as
∇eAabc = Feabc +∇aAebc +∇bAeca +∇cAeab . (111)
Differentiating by parts and rearranging, we obtain:
Ja1...a10 = 2 ǫda1...a10(tedXe − jdbcAebcXe)
+ ǫda1...a10∇e
(
− 2 ∇[dXe] − 2 F debcAfbcXf + 1
108
ǫdef1...f9Acf1f2Ff3f4f5f6Af7f8f9X
c
)
,
(112)
where we have defined
tab = Gab − Tab
jbcd = ∇aF abcd − 1
576
ǫbcdf1...f8Ff1f2f3f4Ff5f6f7f8 ,
(113)
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and where
Tab =
1
3
FacdeFb
cde − 1
24
gabFcdefF
cdef =
1
6
FacdeFb
cde +
1
720
(⋆F )acdefgh(⋆F )b
cdefgh (114)
is the “electromagnetic” stress tensor. tab is interpreted as the non-gravitational stress energy
tensor, because it is just the difference between the Einstein tensor and the electromagnetic
stress tensor. jabc is interpreted as the non-electromagnetic current. Of course, tab = 0 = j
abc
when the equations of motion hold. Therefore, we can read off the constraints CX and Noether
charge QX from the expression for the Noether current as (we drop the subscript ‘X ’):
Ca1...a10 = ǫda1...a10
(
2 te
dXe − 2 jdbcAebcXe
)
Qa2...a10 = ǫdea2...a10
(
−∇[dXe] − F debcAfbcXf + 1
216
ǫdef1...f9Acf1f2Ff3f4f5f6Af7f8f9X
c
)
.
(115)
These expressions can be conveniently rewritten in differential forms notation if we define
the components of the 1-form fX by
fa = tabX
b , (116)
(we drop the subscript ‘X ’) as well as, as usual,
(⋆j)a1...a8 =
1
3!
ǫbcda1...a8 j
bcd . (117)
Then we get
QX = − ⋆ dX − 4 iXA ∧ q + 4
3
iXA ∧ A ∧ F ,
CX = 2 ⋆ fX + 4 iXA ∧ ⋆j .
(118)
where ⋆j = dq. These are the formulas claimed in the main text. As in the main text, we use
the standard operators (dα)a1...ap = p∇[a1αa2...ap] (the exterior derivative), (α∧β)a1...apb1...bq =
(p+q)!
p!q!
α[a1...apβb1...bq] (the wedge product), (⋆α)a1...ap =
1
(n−p)!
ǫb1...bn−pa1...apα
b1...bn−p (the Hodge
dual), and (iXα)a1...ap = X
bαba1...ap (the interior derivative).
B Basic facts and definition of E8(+8)
The exceptional, real, Lie-algebra e8(+8) is a particular real form of the complex exceptional
Lie-algebra e8. This semi-simple Lie-algebra can be characterized by a Cartan-matrix with
corresponding generators and relations, but for our purposes, another set of generators is
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more suitable. These are often referred to as ‘Freudenthal’s realization’ [18], and are denoted
by eIJ , eIJK , e
∗IJK , I, J,K = 1, . . . , 9. They are subject to the following relations. Both
eIJK , e
∗IJK are totally antisymmetric in the indices, and eJJ = 0. The 80 basis elements e
I
J
generate the Lie-algebra sl(9),
[eI J , e
K
L] = δ
I
Le
K
J − δKJeIL . (119)
The following relations manifest how the adjoint representation e8(+8) splits (49) under the
restriction to sl(9),
[e∗IJK , e
L
M ] = δ
L
Ie
∗
MJK + δ
L
Je
∗
IMK + δ
L
Ke
∗
IJM
[eIJK , eLM ] = −δMIeLJK − δMJeILK − δMKeIJL .
(120)
The remaining brackets are
[eIJK , eLMN ] =
1
36
√
3
ǫIJKLMNPQRe∗PQR
[e∗IJK , e
∗
LMN ] =
1
36
√
3
ǫIJKLMNPQRe
PQR
[e∗IJK , e
LMN ] = −1
6
δL[Iδ
M
Je
N
K] .
(121)
The real span of these generators is by definition the Lie algebra e8(+8), whereas the complex
span is e8. Its dimension is 80+84+84=248.
The Lie-algebra e8(+8) has several involutions, i.e. Lie-algebra automorphisms τ (meaning
τ([X, Y ]) = [τ(X), τ(Y )]) such that τ 2 = id. In this paper, we consider two of them. The
first one is defined by
τ(eI J) = −δIKδJLeLK , τ(e∗IJK) = δILδJLδKNeLMN , τ(eIJK) = δILδJLδKNe∗LMN ,
(122)
where δIJ = diag(1, 1, 1, 1, 1, 1, 1, 1, 1) is the 9-dimensional Euclidean metric. The second
one is
τ ′(eIJ) = −ηIKηJLeLK , τ ′(e∗IJK) = ηILηJLηKNeLMN , τ ′(eIJK) = ηILηJLηKNe∗LMN ,
(123)
where ηIJ = diag(−1, 1, 1, 1, 1, 1, 1, 1,−1) is a 9-dimensional flat pseudo-Riemannian metric.
The elements left invariant by an automorphism automatically form a subalgebra. In the
case of τ , this can be seen to be so(16), whereas in the case of τ ′, this can be seen to
be26 so∗(16). The connected Lie-group corresponding to e8(+8) is denoted by E8(+8). The
26It is fairly obvious that this Lie-algebra, gτ
′
, must be a real form of C⊗ so(16). To see that it must in
fact be so∗(16), one can verify that the restriction of the Cartan-Killing form of e8(+8) to g
τ ′ has signature
(−64,+56). By identifying the the generators corresponding to the 64 negative signs, one sees that these
correspond to the Lie-algebra u(8), which is a maximal compact sub-algebra of so∗(16).
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corresponding group automorphisms are denoted, by abuse of notation, by the same symbols
τ, τ ′. The triples (E8(+8), SO(16), τ) resp. (E8(+8), Spin
∗(16), τ ′) form symmetric spaces. The
subgroups clearly have dimension 120, so the dimension of the coset spaces E8(+8)/SO(16)
and E8(+8)/Spin
∗(16) is hence 128.
C Asymptotic conditions
Asymptotically KK-boundary conditions are in more detail as follows: We assume that a sub-
set of M is diffeomorphic to the cartesian product of Rs with a ball removed—corresponding
to the asymptotic region of the large spatial dimensions—and R × TD−s−1—corresponding
to the time-direction and small dimensions. We will refer to this region as the asymptotic
region and call it Masymptotic. The metric is required to behave in this region like
g = −dt2 +
s∑
i=1
dx2i +
10−s∑
i=1
dφ2i +O(R
−s+2) , (124)
where O(R−α) stands for metric components that drop off faster than R−α in the radial co-
ordinate R =
√
x21 + ...+ x
2
s, with k-th derivatives in the coordinates x1, . . . , xs dropping off
at least as fast as R−α−k. These terms are also required to be independent of the coordinate
t, which together with xi forms the standard cartesian coordinates on R
s,1. The remaining
coordinates φi are 2π-periodic and parameterize the torus T
D−s−1. The timelike Killing field
is assumed to be equal to ∂/∂t in Masymptotic. We also require that the 3-form field has
asymptotic behavior
A =
10−s∑
i,j,k=1
O(1)dφi ∧ dφj ∧ dφk +
10−s∑
i,j=1
s∑
µ=0
O(R−s+2)dxµ ∧ dφi ∧ dφj+
10−s∑
i=1
s∑
µ=0
O(R−s+2)dxµ ∧ dxν ∧ dφj +
s∑
µ,ν,σ=0
O(R−s+2)dxµ ∧ dxν ∧ dxσ ,
(125)
with all components independent of t. In sections 4, 3 we make the more restrictive assump-
tion that the first term on the right side is O(R−s+1). This is done mainly for simplicity.
Otherwise, the asymptotic values for Aijk at infinity appear as additional parameters in the
thermodynamic relations. We call spacetimes satisfying these properties “asymptotically
Kaluza-Klein spacetimes”27.
Unfortunately, in order to make many of the arguments in the body of the paper in
a consistent way, one has to make certain further technical assumptions about the global
27For the axisymmetric spacetimes considered in this paper, one can derive more precise asymptotic
expansions, as explained in [38] for the example of the vacuum field equations.
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nature of (M , g) and the action of the symmetries. Our assumptions are in parallel to those
made by Chrusciel and Costa in their study [9] of 4-dimensional stationary black holes.
The requirements are (a) that M contains an acausal, spacelike, connected hypersurface Σ
asymptotic to the t = 0 surface in the asymptotic region, whose closure has as its boundary
∂Σ = B a cross section of the horizon. We always assume B to be compact and connected.
(b) We assume that the orbits of ∂/∂t are complete. (c) We assume that the horizon is
non-degenerate. (d) We assume that M is globally hyperbolic. In order to use the rigidity
theorem in sec. 2, and to prove the orbit space theorem in sec. 3.1, it is necessary to assume
(e) that the spacetime, the metric, and the group action are analytic, rather than only
smooth.
D Formulas for ω
In this section, we give the concrete expression for the closed 9-forms ωI′
J ′, ω∗I
′J ′K ′, ωI′J ′K ′
defined by eq. (88). As in sec. 4, we use the index conventions that lower case primed indices
run between i′ = 0, 1, . . . , 7, lower case unprimed indices run between i = 1, . . . , 7, and upper
case primed indices run between I ′ = 0, 1, . . . , 7, 9. And again, we assume a labeling of the
Killing fields such that ξ0 = K is the Killing field tangent to the null generators of H , such
that ξ8 is tangent to the S
2 factor of H ∼= R×S2×T 7, and such that ξ1, . . . , ξ7 are tangent
to the extra dimensions ∼= T 7 in the asymptotic region. We define
ϕI
′J ′K ′ = −
√
3
360
ǫI
′J ′K ′l′m′n′p′q′r′χ′l′m′n′p′q′r′ , (126)
and as before AI′J ′K ′ = −2
√
3Ai′j′k′ when all indices are between 0, . . . , 7 and 0 if one index
is = 9. Let us then define the following 9-forms kI′
J ′,
ki′
j′ = f j
′k′ ⋆(K ∧ dfi′k′)
k9
9 = −fm′n′ ⋆(K ∧ dfm′n′)
ki′
9 = 2 fm′(k′Ui′) ⋆(K ∧ dfk′m′)
k9
j′ = 0 ,
(127)
where Ui′ = χ
′
i′ +
1
720
ǫj
′
1
...j′
8Ai′j′
1
j′
2
χ′j′
3
...j′
8
. Furthermore, the 9-forms kI′J ′K ′ are defined by
ki′j′k′ =− 2
√
3 iK ⋆(F ∧ ξk′ ∧ ξj′ ∧ ξi′)
+
√
3
360
1
det f ′
Ui′fj′m′fk′n′ǫ
m′n′p′...q′iK(F ∧ ξq′ ∧ · · · ∧ ξp′)
+
√
3
180
1
det f ′
U[j′fk′]m′fi′n′ǫ
m′n′p′...q′iK(F ∧ ξq′ ∧ · · · ∧ ξp′)
k9j′k′ =+
√
3
360
1
det f ′
fj′m′fk′n′ǫ
m′n′p′...q′iK(F ∧ ξq′ ∧ · · · ∧ ξp′)
(128)
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and the 9-forms k∗I
′J ′K ′ are defined by
k∗i
′j′k′ =− 2
√
3 f i
′p′f j
′q′fk
′r′iK ⋆(F ∧ ξr′ ∧ ξq′ ∧ ξp′)
k∗9j
′k′ =
√
3
360
ǫj
′k′p′...q′iK(F ∧ ξq′ ∧ · · · ∧ ξp′)
+ 2
√
3 Um′f
m′n′f j
′p′fk
′q′iK(F ∧ ξq′ ∧ ξp′ ∧ ξn′) .
(129)
In these formulas, we have, as usual, identified the vector fields ξi′ with 1-forms using the
metric. The formulas for the 9-forms ωI′
J ′ , ω∗I
′J ′K ′, ωI′J ′K ′ are then:
ωI′
J ′ =
+ kI′
J ′ − 1
12
(AI′P ′Q′ϕ
L′P ′Q′δM ′
J ′ + AM ′P ′Q′ϕ
J ′P ′Q′δI′
L′
+ 4 AI′M ′P ′ϕ
J ′L′P ′ − 2
3
AM ′P ′Q′ϕ
L′P ′Q′δI′
J ′ − 2
3
AI′P ′Q′ϕ
J ′P ′Q′δM ′
L′) kL′
M ′
+
1
432
√
3
(ǫJ
′S′N ′P ′Q′R′L′U ′V ′AI′S′N ′AP ′Q′R′AM ′U ′V ′ + ǫI′S′N ′P ′Q′R′L′U ′V ′ϕ
J ′S′N ′ϕP
′Q′R′ϕL
′U ′V ′) kL′
M ′
− 1
144
ϕJ
′P ′Q′ϕL
′U ′V ′(AI′P ′Q′AM ′U ′V ′ − 4 AI′P ′V ′AM ′U ′Q′)kL′M ′
+
1
6
(ϕJ
′M ′N ′δI′
L′ − 1
9
δI′
J ′ϕL
′M ′N ′)kL′M ′N ′ − 1
432
√
3
ǫJ
′V ′W ′P ′Q′R′L′M ′N ′AI′V ′W ′AP ′Q′R′kL′M ′N ′
+
1
36
(
1
6
AI′P ′Q′ϕ
J ′P ′Q′ϕL
′M ′N ′ −AI′P ′Q′ϕJ ′P ′L′ϕM ′N ′Q′ + AP ′Q′R′ϕP ′Q′L′ϕM ′J ′R′δI′N ′)kL′M ′N ′
+
1
432
√
3
AS′T ′U ′ϕ
J ′V ′W ′kL′M ′N ′ǫ
L′M ′N ′P ′Q′R′S′T ′U ′V ′(
1
3
AI′Q′R′AP ′V ′W ′ +
2
3
AI′V ′P ′AQ′R′W ′)
− 1
6
(AI′M ′N ′δL′
J ′ − 1
9
δI′
J ′AL′M ′N ′)k
∗L′M ′N ′
+
1
432
√
3
ǫI′V ′W ′P ′Q′R′L′M ′N ′ϕ
J ′V ′W ′ϕP
′Q′R′k∗L
′M ′N ′
− 1
36
(
1
6
ϕI
′P ′Q′AI′P ′Q′AL′M ′N ′ − ϕJ ′P ′Q′AI′P ′L′AM ′N ′Q′)k∗L′M ′N ′
+
1
432
√
3
ǫJ
′V ′W ′P ′Q′R′S′T ′U ′AI′V ′W ′AP ′M ′N ′AL′Q′R′AS′T ′U ′k
∗L′M ′N ′ .
(130)
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Furthermore,
ωI′J ′K ′ =
− 3 (AM ′[J ′K ′kI′]M ′ − 1
9
AI′J ′K ′kM ′
M ′)
+
1
24
√
3
ǫI′J ′K ′P ′Q′R′M ′U ′V ′ϕ
L′U ′V ′ϕP
′Q′R′kL′
M ′
+
1
6
(−1
2
ϕL
′P ′Q′AM ′P ′Q′AI′J ′K ′kL′
M ′ + 3 ϕL
′P ′Q′AM ′P ′[I′AJ ′K ′]Q′kL′
M ′)
− 1
24
√
3
ǫL
′V ′W ′P ′Q′R′S′T ′U ′AM ′V ′W ′AP ′[J ′K ′AI′]Q′R′AS′T ′U ′kL′
M ′ + kI′J ′K ′
+
1
2
(
1
2
AP ′Q′[I′ϕ
L′P ′Q′δJ ′
M ′δK ′]
N ′kL′M ′N ′ − AP ′[I′J ′ϕL′M ′P ′δK ′]N ′kL′M ′N ′
+
1
9
AI′J ′K ′ϕ
L′M ′N ′kL′M ′N ′)
+
1
72
√
3
ǫL
′M ′N ′P ′Q′R′S′T ′U ′AP ′[J ′K ′AI′]Q′R′AS′T ′U ′kL′M ′N ′
+
1
36
√
3
ǫI′K ′J ′P ′Q′R′L′M ′N ′ϕ
P ′Q′R′k∗L
′M ′N ′
+
1
4
(AL′[J ′K ′AI′]M ′N ′ − 1
9
AI′J ′K ′AL′M ′N ′)k
∗L′M ′N ′ ,
(131)
and finally,
ω∗I
′J ′K ′ =
− 3 (ϕL′[J ′K ′kL′I′] − 1
9
ϕI
′J ′K ′kL′
L′)− 1
24
√
3
ǫI
′J ′K ′P ′Q′R′L′U ′V ′AM ′U ′V ′AP ′Q′R′kL′
M ′
− 1
6
(−1
2
AM ′P ′Q′ϕ
L′P ′Q′ϕI
′J ′K ′kL′
M ′ + 3 AM ′P ′Q′ϕ
L′P ′[I′ϕJ
′K ′]Q′kL′
M ′
− 3 AP ′Q′R′ϕP ′Q′[I′δM ′J ′ϕK ′]L′R′kL′M ′)
− 1
24
√
3
ǫI
′J ′K ′P ′Q′R′S′T ′U ′(
1
3
AM ′Q′R′AP ′V ′W ′ +
2
3
AM ′V ′P ′AQ′R′W ′)AS′T ′U ′ϕ
L′V ′W ′kL′
M ′
+
1
36
√
3
ǫI
′J ′K ′P ′Q′R′L′M ′N ′AP ′Q′R′kL′M ′N ′
+
1
4
(ϕL
′[J ′K ′ϕI
′]M ′N ′ − 1
9
ϕI
′J ′K ′ϕL
′M ′N ′)kL′M ′N ′ + k
∗I′J ′K ′
+
1
2
(
1
2
ϕP
′Q′[I′AI′P ′Q′δM ′
J ′δN ′
K ′ − ϕP ′[I′J ′AL′M ′P ′δN ′K ′] + 1
9
ϕI
′J ′K ′AL′M ′N ′)k
∗L′M ′N ′
− 1
72
√
3
ǫI
′J ′K ′P ′Q′R′S′T ′U ′AP ′M ′N ′AL′Q′R′AS′T ′U ′k
∗L′M ′N ′ .
(132)
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In order to obtain these expressions, we had to use the definitions of V ′ and of v′, perform the
Lie-algebra exponential to get V ′ = ead(v′)Ad(V ′), then get N = V ′τ ′(V ′)−1, from which ω is
then by definition obtained as ω = ⋆(K ∧N−1dN). The Lie-algebra exponential, defined by
its infinite power series, truncates at polynomial order 4 because ad(v′) is nilpotent of order
5. (In this part of the calculation, we are relying on formulas given in [48].) We have also
used the geometric condition (80) in the following ways: If we let g(ξ8, ξi′) = w
′
i′, then that
condition implies w′i′ = 0. In combination with the definitions of the potentials χ
′
i′ , χ
′
i′j′...k′,
there follow the relations (viewed as relations on Mˆ = M /[R× U(1)8]):
0 = dχi′ + 2Ai′j′k′dϕ
j′k′ − 1
54
ǫj
′k′l′m′n′p′q′r′Ai′j′k′Al′m′n′dAp′q′r′
0 = dAi′j′
dA8j′k′ = − r
det f ′
fj′m′fk′n′ ⋆ˆdϕ
m′n′ +
1
36
ǫi
′p′q′r′s′l′m′n′Ai′p′q′ ⋆ˆdAr′s′l′
(133)
where ϕi
′j′ = 1
720
ǫi
′j′k′l′m′n′p′q′χ′k′l′m′n′p′q′. These formulas were used to simplify the expressions
for kI′
J ′, kI′J ′K ′, k
∗I′J ′K ′. We may also use (81) to set to zero many terms in the expressions
for ω. In particular, the first relation implies, together with the constancy of χ′i′ on B [cf.
(47)] and of A0i′j′, that Ui′ = χ
′
i′ + Ai′j′k′ϕ
j′k′ is constant over B.
Next, we evaluate in eqs. (91), (92), (93) the integrals of the 9-forms ωI′
J ′, ω∗I
′J ′K ′, ωI′J ′K ′
over the 9-dimensional horizon cross section B, or over the 9-dimensional cross section at
infinity. For this, we use the explicit expressions just given. It turns out that the non-
vanishing contributions to these surface integrals consist of surface integrals of the 9-forms
kI′
J ′, k∗I
′J ′K ′, kI′J ′K ′, multiplied by various constant potentials. For the surface integrals of
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the latter 9-forms, one obtains the following expressions.∫
B
k0
0 = 2κAh ,∫
B
ki
0 = −Ji ,∫
B
ki
9 = −JiΨjkΦjk ,∫
B
k0
9 = 4 ΨijΦijκAh ,∫
B
ki
j = 0 ,∫
∞
k0
0 =
8
9
m− ΩiJi ,∫
∞
ki
0 = −Ji ,∫
∞
k0
j = δijJi − 8
9
mΩj ,∫
∞
ki
j = 4π djmτim + Ω
jJi ,∫
∞
ki
9 = 0 ,
(134)
where we have not displayed several components that are not needed. It has been used that
the constant value of U0 on B is U0 = −ΨijΦij , by showing that χ′i′ = O(r2) near B. This
can be seen by integrating the defining relation [compare (47)] for dχ′i′ = iξ0 . . . iξ7Qξi′ , over
a suitable curve γˆ in Mˆ from the horizon to infinity, and by applying the same kind of
argument as in the proof of the uniqueness theorem in sec. 3. A similar argument, using the
first equation in (133) then also shows that Ui′ = O(r
2) near B for i′ = 1, . . . , 7. We also
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have ∫
B
k9jk = 2
√
3 Pjk ,∫
B
k90k = 0 ,∫
B
k0jk = 2
√
3 ΦmnΨ
mnPjk ,∫
B
kijk = 0 ,∫
∞
k9jk = 2
√
3 Pjk ,∫
∞
k90k = 0 ,∫
∞
k0jk = −2
√
3 djmdknQ
mn ,∫
∞
kijk = 0 ,
(135)
as well as ∫
B
k∗9jk = 2
√
3 ΦmnΨ
mnQjk ,∫
B
k∗90k = 0 ,∫
B
k∗0jk = 2
√
3 Qjk ,∫
B
k∗ijk = 0 ,∫
∞
k∗9jk = −2
√
3 djmdknPmn ,∫
∞
k∗90k = 0 ,∫
∞
k∗0jk = 2
√
3 Qjk ,∫
∞
k∗ijk = 0 .
(136)
Using these surface integrals in the corresponding surface integrals for ωI′
J ′, ω∗I
′J ′K ′, ωI′J ′K ′
in eqs. (91), (92), (93) yields the thermodynamic identities quoted in sec. 4.2.
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To obtain the above expressions for the surface integrals of the 9-forms kI′
J ′ , k∗I
′J ′K ′, kI′J ′K ′,
we have used the Komar expressions (72) for m, Ji, which in several cases helps one to read
off the interpretation of the surface integrals at infinity. In several of these expressions, have
also used the fact that, at B, we have
fi′j′ =
{
O(r2) if i′ = 0 or j′ = 0,
O(1) otherwise,
f i
′j′ =
{
O(r−2) if i′ = j′ = 0,
O(1) otherwise.
(137)
These relations follow from the definition of r [cf. (38)] combined with the fact that K
becomes null on B, and combined with g(ξ8, K) = 0 from eq. (80). We have also used
that χ′i′ = O(r
2) near B. We have furthermore used from the definitions of the electric and
magnetic potentials at the horizon (95), and (97), that
Φjk = −A0jk , Ψjk = −ϕjk . (138)
At infinity, we have also used relations like
f i
′j′ =


−1 +O(R−1) if i′ = j′ = 0,
Ωi +O(R−1) if i′ = i, j′ = 0,
δij − ΩiΩj +O(R−1) if i′ = i,j′ = j,
(139)
which follow from the asymptotically Kaluza-Klein boundary conditions together with (20).
We have also used that the electric/magnetic potentials are of order O(R−1) near infinity.
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