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Resumo. Este artigo investiga o tempo ma´ximo de simulac¸a˜o em que o fenoˆmeno da
intermiteˆncia pode ser observado com confianc¸a nume´rica em mapas discretos. Foram em-
pregados conceitos de ana´lise intervalar e o limite inferior do erro. Como resultado, foi
observado que a confiabilidade da intermiteˆncia e´ dependente da condic¸a˜o inicial. Quatro
exemplos nume´ricos mostram a eficieˆncia da proposta.
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1 Introduc¸a˜o
Sistemas dinaˆmicos sa˜o modelos matema´ticos para muitos problemas na f´ısica, biologia,
economia e engenharia. Dentre os inu´meros tipos de sistemas, os sistemas cao´ticos evoluem
no domı´nio do tempo com um comportamento aperio´dico, em que seu estado futuro e´
extremamente dependente do estado atual [9].
Uma parcela significativa da investigac¸a˜o sobre sistemas dinaˆmicos e´ realizada por
meio de simulac¸o˜es computacionais. Hoje, existe a percepc¸a˜o de que se vive uma era cuja
capacidade computacional e´ ilimitada, podendo atingir preciso˜es arbitra´rias. A realidade,
pore´m, na˜o e´ bem assim. A limitac¸a˜o de memo´ria se torna um empecilho para o ca´lculo
com precisa˜o infinita, mesmo com o uso de simulac¸a˜o simbo´lica. Conforme indicado em
[7], existem muitos trabalhos publicados em que a confiabilidade dos resultados nume´ricos
na˜o e´ cuidadosamente verificada. Na investigac¸a˜o de alguns destes problemas, Lorenz
[6] cunhou o termo “caos computacional”enquanto estudava o comportamento cao´tico de
equac¸o˜es diferenciais usadas para aproximar um sistema cont´ınuo representado por um
conjunto de equac¸o˜es diferenciais quando o tamanho do passo e´ aumentado. Nepomuceno
[10] apresentou um estudo em um dos softwares mais utilizados na a´rea de pesquisa de
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2Identificac¸a˜o de Sistemas, o Matlab, utilizando precisa˜o dupla, no qual uma sequeˆncia
simples de iterac¸o˜es convergiu para a resposta errada. Em continuidade aos trabalhos dessa
linha, Rodrigues Ju´nior e Nepomuceno [14] utilizam ana´lise intervalar para reproduzir os
mesmos resultados obtidos em [10], mostrando mais uma vez que o ca´lculo dos pontos
fixos pode exigir cuidadosa atenc¸a˜o no que se refere a` computac¸a˜o nume´rica.
O propo´sito deste estudo e´ trabalhar com sistemas que apresentam comportamento
intermitente - ora regular, ora cao´tico [4, 13]. Boa parte da pesquisa que envolve inter-
miteˆncia faz uso de simulac¸a˜o computacional para reproduzir resultados nume´ricos rele-
vantes. Entretanto, pouca atenc¸a˜o tem sido dada para o tempo ma´ximo de simulac¸a˜o
em que o fenoˆmeno da intermiteˆncia pode ser observado. Neste trabalho, a busca pela
indicac¸a˜o desse tempo sera´ guiada pelo limite inferior do erro [11]. Tambe´m sera´ feita
uma ana´lise da influeˆncia da condic¸a˜o inicial na observac¸a˜o deste fenoˆmeno.
O artigo esta´ organizado da seguinte forma. Na Sec¸a˜o 2, apresenta-se os conceitos
preliminares a respeito de func¸a˜o recursiva e mapa log´ıstico, o limite inferior do erro
(lower bound error) e ponto fixo. Em seguida, na Sec¸a˜o 3, a metodologia e´ apresentada.
Os resultados sa˜o apresentados na Sec¸a˜o 4, enquanto as considerac¸o˜es finais sa˜o indicadas
na Sec¸a˜o 5.
2 Conceitos Preliminares
2.1 Mapa Log´ıstico
Inicialmente, as func¸o˜es recursivas podem ser definidas da seguinte forma, de acordo
com [10]: seja I ⊆ R um espac¸o me´trico com f : I −→ R tem-se que:
xn = f(xn−1). (1)
O mapa log´ıstico foi descrito pelo bio´logo May [8]. E´ uma equac¸a˜o que ao ter seus
paraˆmetros variados, apresenta um comportamento diferenciado. O Mapa Log´ıstico foi
descrito como:
xn+1 = rxn(1− xn). (2)
A Equac¸a˜o (2) foi desenvolvida como um modelo populacional, com xn sendo um
nu´mero entre 0 e 1 que representa a raza˜o entre a populac¸a˜o existente na n-e´sima gerac¸a˜o
e o maior nu´mero poss´ıvel de indiv´ıduos e r como sendo uma taxa de crescimento da
populac¸a˜o. Escolhendo um valor para o paraˆmetro r e iterando recursivamente o mapa
a partir de uma condic¸a˜o inicial x0, obte´m-se uma se´rie temporal da equac¸a˜o do mapa
log´ıstico.
Trata-se, enta˜o, de um exemplo de func¸a˜o recursiva, capaz de reproduzir o compor-
tamento de fenoˆmenos na˜o-lineares. A Equac¸a˜o (2) chama atenc¸a˜o por ser um modelo
bastante simples, mas capaz de se comportar de maneira complexa. E´ extremamente
sens´ıvel mesmo com pequenas variac¸o˜es das condic¸o˜es iniciais ou do nu´mero de iterac¸o˜es
tomadas. Dessa forma, os erros sa˜o inerentes ao processo quando procura-se conhecer o
comportamento para infinitas iterac¸o˜es.
32.2 Ponto Fixo
A partir da iterac¸a˜o subsequente de (1), e´ poss´ıvel gerar se´ries de tempo discreto. A
escolha de f define o comportamento da se´rie gerada: ponto fixo de per´ıodo 1 ou maior
ou comportamento cao´tico. Segundo [1], se f(x∗) = x∗, enta˜o considera-se que x∗ e´ um
ponto fixo de f(x). O princ´ıpio de mapeamento da contrac¸a˜o e´ um meio simples para
encontrar o ponto fixo a partir de uma condic¸a˜o inicial com um nu´mero x0 arbitra´rio e
da definic¸a˜o da sequeˆncia xn por xn = f(xn−1) [15, 2]. Se essa sequeˆncia for convergente,
enta˜o xn → x∗ a` medida em que n→∞.
2.3 Limite Inferior do Erro
O limite inferior do erro (lower bound error) sera´ utilizado para observac¸a˜o do erro
inerente a` simulac¸a˜o. Isso sera´ um indicativo de que a simulac¸a˜o pode gerar intermiteˆncia
de modo equivocado. Sera´ indicado na metodologia que uma forma de ter certeza disso e´
quando utiliza-se x0 = 1/r. O resultado final deveria ser o ponto fixo, mas por fim gera
intermiteˆncia.
Definic¸a˜o 1. Sejam duas pseudo-o´rbitas xˆa,n e xˆb,n derivadas de duas extenso˜es interva-
lares.
δα,n =
|xˆa,n − xˆb,n|
2
(3)
e´ o limite inferior do erro do mapa f(x) quando δa,n ≥ δα,n ou δb,n ≥ δα,n,
em que δa,n e δb,n sa˜o os erros referentes a cada pseudo-o´rbita.
Considerando a equac¸a˜o do mapa log´ıstico, foram obtidas duas pseudo-o´rbitas de-
rivadas da Equac¸a˜o (2) - apresentadas a seguir. Elas sa˜o equac¸o˜es matematicamente
equivalentes, mas diferentes do ponto de vista da representac¸a˜o em ponto flutuante. Isso
significa que duas sequeˆncias matematicamente equivalentes de operac¸o˜es aritme´ticas po-
dem levar a dois resultados diferentes, devido a`s propriedades da aritme´tica real que na˜o
sa˜o totalmente va´lidas na aritme´tica de ponto flutuante [12, 5].
xa(k + 1) = r · xa(k)− r · (xa(k))2; (4)
xb(k + 1) = r · xb(k) · (1− xb(k)). (5)
3 Metodologia
Dada a equac¸a˜o xn+1 = rxn(1−xn), que descreve o mapa log´ıstico, e´ poss´ıvel observar
o crescimento do erro na sua simulac¸a˜o e avaliar rigorosamente se e´ poss´ıvel ou na˜o garantir
a existeˆncia de intermiteˆncia com a precisa˜o computacional utilizada. Os passos para isso
sa˜o:
1. Determinac¸a˜o das extenso˜es intervalares - Equac¸o˜es (4) e (5);
42. Determinac¸a˜o do conjunto de paraˆmetros r e condic¸o˜es iniciais a serem avaliados.
Neste caso sera´ utilizado o paraˆmetro r = 3,8283 e quatro condic¸o˜es iniciais diferentes
x0 = 0,3 [9], x0 = 1/r, x0 = 300/341 e x0 = 1904/6365. Foi feita uma busca
heur´ıstica por condic¸o˜es iniciais que pudessem comprovar a existeˆncia de regimes
cao´ticos e regulares em uma mesma janela de tempo;
3. Ca´lculo do limite inferior do erro:
δα,n =
|xˆa,n − xˆb,n|
2
;
4. Ana´lise qualitativa das duas pseudo-o´rbitas;
5. Ca´lculo do tempo ma´ximo de simulac¸a˜o.
A partir deste procedimento espera-se determinar ate´ que ponto existe ou na˜o inter-
miteˆncia e ate´ quantas iterac¸o˜es isso ocorre.
4 Resultados
Os resultados obtidos com a simulac¸a˜o do mapa log´ıstico para o paraˆmetro r = 3,8283
e a condic¸a˜o inicial x0 = 0,3 sa˜o apresentados nas Figuras 1 e 2.
Figura 1: Simulac¸a˜o de (2), com
paraˆmetro r = 3,8283 e x0 = 0,3.
Figura 2: Evoluc¸a˜o do erro da simulac¸a˜o
de (2), com paraˆmetro r = 3,8283 e x0 =
0,3.
Os resultados obtidos com a simulac¸a˜o do mapa log´ıstico para o paraˆmetro r = 3,8283
e a condic¸a˜o inicial x0 = 1/r sa˜o apresentados nas Figuras 3 e 4.
Os resultados obtidos com a simulac¸a˜o do mapa log´ıstico para o paraˆmetro r = 3,8283
e a condic¸a˜o inicial x0 = 300/341 sa˜o apresentados nas Figuras 5 e 6. E´ observado que
logo no primeiro regime laminar (regular) para uma das extenso˜es intervalares, a outra
ainda continua com comportamento cao´tico.
Os resultados obtidos com a simulac¸a˜o do mapa log´ıstico para o paraˆmetro r = 3,8283
e a condic¸a˜o inicial x0 = 1904/6365 sa˜o apresentados nas Figuras 7 e 8. E´ observado que
logo no primeiro regime laminar (regular) para uma das extenso˜es intervalares, a outra
ainda continua com comportamento cao´tico. O mesmo fato foi observado na Figura 5.
Pela ana´lise das simulac¸o˜es, e´ poss´ıvel observar que o comportamento intermitente e´
dependente de x0, ou seja, ele se apresenta de diferentes formas quando a condic¸a˜o inicial
e´ modificada. Ale´m disso, percebe-se que ele se apresenta na forma de erro nume´rico ou
5Figura 3: Simulac¸a˜o de (2), com
paraˆmetro r = 3,8283 e x0 = 1/r.
Figura 4: Evoluc¸a˜o do erro da simulac¸a˜o
de (2), com paraˆmetro r = 3,8283 e x0 =
1/r.
Figura 5: Simulac¸a˜o de (2), com
paraˆmetro r = 3,8283 e x0 = 300/341.
Figura 6: Evoluc¸a˜o do erro da simulac¸a˜o
de (2), com paraˆmetro r = 3,8283 e x0 =
300/341.
inconsisteˆncia matema´tica quando a intersec¸a˜o entre os intervalos de iterac¸o˜es consecutivas
e´ diferente de conjunto vazio e, dessa forma, na˜o se pode afirmar que sa˜o resultados
diferentes. O tempo ma´ximo de simulac¸a˜o em que o fenoˆmeno da intermiteˆncia pode ser
observado esta´ relacionado a` ocorreˆncia de perda de d´ıgitos significativos ao longo das
iterac¸o˜es e gerac¸a˜o de resultados providos de erro [3, 12]. Assim, uma vez que a simulac¸a˜o
de equac¸o˜es matema´ticas equivalentes gera resultados alternadamente laminares e cao´ticos,
a confiabilidade da simulac¸a˜o e´ afetada.
5 Conclusa˜o
De fato, como foi visto, a condic¸a˜o inicial x0 e´ um elemento que influencia consideravel-
mente a presenc¸a de intermiteˆncia no sistema. Ale´m disso, o tempo ma´ximo de simulac¸a˜o
em que o fenoˆmeno da intermiteˆncia pode ser observado esta´ relacionado a` ocorreˆncia de
perda de d´ıgitos significativos ao longo das iterac¸o˜es e gerac¸a˜o de resultados providos de
erro. Assim, uma vez que a simulac¸a˜o de equac¸o˜es matema´ticas equivalentes gera resulta-
dos alternadamente laminares e cao´ticos, na˜o se pode afirmar que sa˜o resultados diferentes
e a confiabilidade da simulac¸a˜o e´ afetada.
Ao longo dos processos histo´ricos da cieˆncia e da engenharia, a computac¸a˜o nume´rica
recebe grande atenc¸a˜o por ter se tornado uma poderosa ferramenta para resoluc¸a˜o nume´rica
de problemas matema´ticos. Por outro lado, apesar de sua importaˆncia para a infraestru-
tura cient´ıfica moderna e de apresentar resultados satisfato´rios e muito pro´ximos dos
6Figura 7: Simulac¸a˜o de (2), com
paraˆmetro r = 3,8283 e x0 = 1904/6365.
Figura 8: Evoluc¸a˜o do erro da simulac¸a˜o
de (2), com paraˆmetro r = 3,8283 e x0 =
1904/6365.
esperados, a computac¸a˜o nume´rica ainda esta´ longe de ser uma ferramenta que disponi-
biliza resultados totalmente de acordo com a realidade. Isso acontece devido a` limitac¸a˜o
de memo´ria da ma´quina, que se torna um empecilho para o ca´lculo com precisa˜o infi-
nita e, consequentemente, interfere na resposta do sistema. Dessa forma, a comprovac¸a˜o
de resultados obtidos por meio da aritme´tica computacional, perpassa, antes de tudo, o
entendimento sobre como o computador lida com as operac¸o˜es matema´ticas e arredonda-
mentos.
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