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Abstract
Conventional Fluorescent Microscopy (FM), an inalienable tool for biologists due to its abil-
ity to perform high contrast imaging of specific molecular species or cellular structures
at conditions close to their natural environment, is fundamentally limited in its resolv-
ing power in space to about 200nm due to the diffraction of light. Prominent among the
new technologies that can get around the diffraction limit are Single Molecule Localization
Microscopy (SMLM) techniques, such as PhotoActivated Localization Microscopy (PALM)
and STochastic Optical Reconstruction Microscopy(STORM). SMLM has hence been used
to address several biological problems, including those involving quantitative studies, such
as molecular counting, membrane protein organization and single molecule/organelle co-
localization.
There are a number of possible sources of imaging errors in SMLM which can significantly
impact such studies, and have to be accounted for so as quantitative SMLM can become
a stable, accurate microscopy tool in biology. This thesis provides a rigorous review of
such sources of error. They include labeling artifacts, a limited detection efficiency of label
molecules(of about 40-60% in PALM, e.g.,) and an uncertainty in localization in the range
of 20-50nm, among others. Also, the SMLM readout is different from conventional FM,
primarily consisting of a set of molecular point localizations rather than direct images for
which standard quantification tools in bio-imaging are designed. Accurate and precise
quantitative imaging with SMLM requires analytical, experimental and software tools that
address such issues, and this thesis contributes towards it.
We describe analytical methods that accounts for two major sources of errors in analysis
of membrane protein organization with SMLM. We model limited detection efficiency as
independent subsampling of the set of label molecules. We then use a theoretical prop-
erty of commonly used second order properties in quantitative SMLM, such as Ripley’s
K-function, L(r)− r function and the Pair Correlation Function (PCF), to show that they are
invariant to such subsampling. We derive expressions for their stochastic estimators due to
subsampling, and characterize the errors using simulations. The results can be extended to
co-localization analysis as well. We then describe a method that estimate the true locations
of points given the observed ones in clusters. We characterize the relative Mean Squared
Error of the combined approach, and find that it can significantly reduce the errors in quan-
tification. We apply these methods on data on clustering due to photoblinking of individual
fluorophores, and data with redundant labeling. We then study the theoretical properties
of a function that has been proposed as an estimator of cluster size. We also describe a
method to identify the cluster model from data.
SMLM provides single molecule resolution images of specific molecular species. Atomic
Force Microscopy( AFM), on the other hand, provides nonspecific, high resolution spatial
profile information. Correlative AFM-SMLM can provide not only validation of SMLM, but
i
also the complementary information so obtained can be used to design innovative experi-
ments. We describe in vitro imaging of actin filaments with an AFM-SMLM correlative tool,
that could provide information about sources of imaging inhomogeneity in SMLM. The
tool were also used to image live mammalian cells, and can be used to obtain nanoscale
information about mechanical properties of cells and also as a tool for nanomanipulation.
Co-localization is a common spatial interaction quantification method used in biological
imaging. It is possible to use tools from spatial statistics to obtain better statistical power
on tests of spatial interaction, compared to conventional co-localization measures. Such
tools can also handle SMLM data better, since they work on point patterns rather than
images. We describe an ImageJ/Fiji plugin that implements a spatial statistics framework
that extends the concept of co-localization, by means of a model based on Gibbs function
of interaction potentials. We describe the application of this software on both confocal
microscopy data of virus-endosomes, and SMLM data on GPCR protein-clathrin.
Keywords
quantitative microscopy, optical super-resolution, single molecule localization microscopy,
palm/storm, ripley k-function, pair correlation function, co-localization, spatial interac-
tion,membrane proteins, imagej/fiji, correlative microscopy, image analysis
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Re´sume´
L’objectif de ma the`se est d’e´tablir une analyse quantitative de donne´es provenant de la
technique dite “de Single Molecule Localisation Microscopie (SMLM)”. Cette technique
donne des images de haute spe´cificite´ de prote´ine dans des conditions proches de leurs
conditions naturelles. SMLM permet e´galement d’aller au dela` de la limite de diffraction
jusqu’a une re´solution de l’ordre de la mole´cule unique.
Cependant, cette technique posse`de plusieurs sources d’erreur, ce qui en limite son utilite´
pour des mesures quantitatives.
Dans cet expose´, nous effectuons une enqueˆte quantitative rigoureuse des sources d’erreur
lie´es a` la technique de SMLM. Ensuite, nous pre´sentons une se´rie de projets ayant pour
but commun l’e´tablissement d’une me´thode de correction des diffe´rentes sources d’erreur
de´crites auparavant.
Ces projets sont les suivant: 1) Etablissement d’une me´thode quantitative d’analyse pour
corriger les erreurs introduites par l’efficacite´ de de´tection limite´e et la pre´cision de locali-
sation. Ces deux points sont inhe´rents a` la technique de SMLM. Cette me´thode permet de
caracte´riser l’organisation spatiale des prote´ines membranaires. 2) Proposition d’un outil de
microscopie corre´lative SMLM-AFM (Atomic Force Microscopy), pour valider les donne´es
de SMLM avec des donne´es AFM de haute re´solution et caracte´riser leurs diffe´rentes
sources d’erreur. Les informations comple´mentaires obtenues par cet outil microscopique
peuvent eˆtre utilise´es en vue d’expe´riences innovantes. 3) De´veloppement d’un logiciel
de de´duction de parame`tres d’interaction spatiale a` partir des donne´es de microscopie de
couleur double, y compris SMLM. Ce logiciel a e´te´ conc¸u comme un plugin open source
pour ImageJ / Fiji.
Mots-cle´s
microscopie quantitative,interaction spatiale, les prote´ines membranaires, Imagej / Fiji, mi-
croscopie corre´lative, analyse d’image, palm, storm, smlm
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It is very easy to answer many of these fundamental biological questions; you just look at the
thing!... Make the microscope one hundred times more powerful, and many problems of biology
would be made very much easier. [...] the biologists [...] would prefer that to the criticism that they
should use more mathematics.
– Richard Feynman, There’s Plenty of Room at the Bottom (1959)
The aim of science is not to open the door to infinite wisdom, but to set a limit to infinite error.
– Bertolt Brecht, Life of Galileo (1938)
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Chapter 1
Introduction
1.1 Diffraction limit and Single Molecule Localization Microscopy
Fluorescent microscopy (FM) has been fundamentally important to biology. It allows the
imaging of a specific component of interest, e.g., a protein, by attaching a fluorescent label
to it, thus creating a high contrast with its background, in an environment close to natural
conditions. This technology has been routinely used for quantitative studies of sub-cellular
processes in live cells, in multi-color and 3D – in fact, -omics scale single molecule resolution
data have been available (e.g. Taniguchi et al., 2010).
Figure 1.1. Image formation: convolution by Point Spread Function
Longitudinal (XZ) central slice of a 3D image acquired by a fluorescence microscope. The
Object in the sample is convolved with the PSF of the microscope, resulting in the diffraction
limited Image. Source: Wikimedia Commons.
However, the technology is plagued by a fundamental problem with optical imaging, re-
lated to the physical nature of light – since the light wave undergoes diffraction during its
interaction with the objective, the imaging of an object in the sample results in an image
which is a convolution of that object and the Point Spread Function (PSF) of the microscope
(Figure 1.1) (Hell, 2007, and references therein). The PSF is theoretically described by an
Airy disc model(Figure 1.2), and is often approximated by a Gaussian function whose
width depends on the wavelength of light and the aperture of the objective used. For the
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Figure 1.2. The Point Spread Function and resolution limit.
An image of a point is not a point but a pattern of diffracted light (A–C) Two-dimensional
diffraction patterns of the centres of 170-nm green fluorescent beads seen through a wide-
field microscope. (D) and (E) Corresponding fluorescence intensity curves traced along a
line passing through the centre of the beads in (A) and (B), respectively (I being the maxi-
mum intensity). (F) Three-dimensional projection of the z-stack representing the diffraction
pattern of the fluorescent bead seen from the side. (A) and (D) Note the concentric light
rings around the Airy disc of a single fluorescent bead. The Airy disc is the first light patch
in this diffraction pattern. Two characteristic dimensions may describe the bell-shaped
curve: 1, Airy disc diameter, which is the distance between the two points where the first
light ring extinguishes; 2, full width at half maximum (FWHM), which is directly related
to resolutions. (B) and (E) Diffraction pattern of two beads. Two objects are resolved if
their corresponding intensity curves at I/2 are distinct. The critical distance d between the
centres of the intensity curves defines the lateral resolution (x, y) of the optical system. It is
equal to FWHM. (C) Three-dimensional projection of a z-series of a fluorescent bead seen
from the side (x, z) representing the diffraction pattern of the same fluorescent bead. Note
that the axial resolution (z) of an optical system is not as good as the lateral resolution (x,
y). Figure and caption from Bolte and Cordelie`res (2006). Reproduced with permission
from John Wiley and Sons.
typical wavelengths used in FM (e.g., in the case of Green Fluorescent Protein, GFP, ≈
500nm) and the typically available high aperture sizes (≈ 1.49), the Full Width Half Maxi-
mum (FWHM) of this PSF is about 200nm – if there are multiple objects which fall within
this scale, they cannot be identified separately, and hence, this is known as the diffraction
limit of light (Figure 1.2). Alternative definitions of the limit, such as the Abbe resolution
limit, exist (Bolte and Cordelie`res, 2006). Conventional FM (in modalities such as Wide
Field and Confocal), therefore, has a resolution limited by diffraction of light.
In the cell, however, various components are of a much smaller size. E.g., the diameter of
actin filaments is 8nm, whereas that of microtubules is 25nm. A large number of organelles
and sub-cellular structures, from clathrin coated pits involved in endocytosis to nuclear
pore complexes, have a size less than the diffraction limit. Most of membrane proteins are
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distributed in sub-micrometer clusters, whose sizes can often be below diffraction limit. To
study these structures and their function, FM needs to go beyond the diffraction limit.
Figure 1.3. PALM concept: OFF-ON-localize cycles
A,C The fluorophores are mostly in the OFF state, except for the fiducial marker. B,D A
sparse set is activated and imaged. A’,B’,C’,D’ Localized positions. E,E’ Conventional and
PALM images. From Betzig et al. (2006). Reprinted with permission from AAAS.
While the diffraction limit is fundamental, a number of far-field microscopic modalities
have been developed that can get around it. These optical Super-Resolution (SR) tech-
niques include STimulated Emission Depletion (STED) Microscopy (Hell and Wichmann,
1994), Structured Illumination Microscopy (SIM) (Gustafsson, 2000, 2005), and a set of
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modalities that can be categorized under the umbrella term Single Molecule Localization
Microscopy (SMLM), such as PhotoActivated Localization Microscopy (PALM) (Betzig et al.,
2006), STochastic Optical Reconstruction Microscopy (STORM) (Rust et al., 2006) and Fluo-
rescent PALM (FPALM) (Hess et al., 2006). The general idea for getting around the diffrac-
tion limit barrier is to use additional optical characteristics or states, so as to distinguish
fluorescent molecules that fall within a diffraction region (Betzig, 1995; Hell and Wichmann,
1994; Hell, 2007). PALM/FPALM uses photoactivable/photoswitchable fusion protein ap-
proach for labeling, whereas STORM uses organic dyes. SMLM techniques have an advan-
tage over the other SR techniques, in that it can offer single molecule resolution.
Briefly, SMLM modalities use the possibility of imaging multiple frames of only a sparse
subset of well separated molecules in the field of view per frame, so that none of them
fall within a diffraction limited region of another(Figure 1.3). This is achieved by the ex-
ploitation of additional states of the fluorophore apart from ON and OFF states. E.g., the
fluorescent protein mEos2, which can be imaged by exciting it with 488nm light (called
’green’ form), exhibits different photophysical properties if shined with 405nm light – it
converts into a ’red’ form, and becomes excitable with 561nm light. This ’photoactivation’
property can be used for selecting only a sparse subset of molecules per frame, by using a
low intensity 405nm activation, and its Poisson statistics. Once a molecule in the ON state
is imaged, its position can be estimated, with an estimation error known as localization
uncertainty, given by an error model.
The theory to estimate the true location from the imaged PSF has been described in Thomp-
son et al. (2002), and later updated in Mortensen et al. (2010). The main contributors to
measurement error are:
1. a limited signal i.e., count of collected photons N (Figure. 1.4),
2. loss of information due to discrete imaging, i.e. having a finite pixel size a, and
3. a non-negligible mean background signal of b2.
The variance of the least squared Gaussian fit estimator can be expressed in closed form,
and is given by
σ2loc =
σ2a
N
(
16
9
+
8piσ2a b2
Na2
)
, (1.1)
where σ2a = σ2PSF +
1
12 a
2, σ2PSF is the variance of the 2D Gaussian PSF model. σloc is often
referred to as localization precision. The Full Width at Half Maximum (FWHM) value is
given by 2.35σloc.
Mortensen et al. (2010) further describes a maximum likelihood estimator, which is the
optimal unbiased estimator. Other approaches, such as sparse-signal recovery based on
compressed sensing, have also been proposed (e.g. Zhu et al. (2012)).
SMLM is in principle does not have a fundamental spatial resolution limit, its resolving
power of a single molecule instead is limited in practice by the signal, i.e. number of
photons collected from a fluorophore, and the background, with a typical value between
20nm-50nm (FWHM) for an experiment, thus filling the resolution gap between short range
techniques such as Fo¨rster Resonence Energy Transfer (FRET) and conventional FM. For a
sample with multiple molecules, the sampling rate of the underlying ultrastructure also be-
comes important in defining the overall resolving power (Shroff et al., 2008; Nieuwenhuizen
et al., 2013). SMLM technologies have been used to address a large range of biological prob-
lems, and a brief overview of it can be found in Section 2.2, with a focus on biological
applications. A detailed review with a focus on quantitative applications can be found in
Appendix A.
4
1.2. Quantitative SMLM
Figure 1.4. Effect of collected photon count on PSF image.
Images of a fluorescent bead, with varying photon count estimates. The larger counts result
from accumulating an increasing number of images. Note the difference in signal quality,
proportional to photon count. From Thompson et al. (2002). Reproduced with permission
from Elsevier.
1.2 Quantitative SMLM
Quantification in biology involves a wide range of approaches: it can mean something
as straightforward as correlation or co-localization (Bolte and Cordelie`res, 2006), or it can
involve mathematical modeling and identification at different scales and coarseness – bio-
physical, systems biological, etc (e.g., De Jong, 2002). Some studies, such as molecular
counting, are inherently quantitative. On the other hand, even the most descriptive of
studies could possibly gain from accurate and precise quantification, as inference based on
visual inspection could be misleading, as exemplified by the optical illusion in Figure 1.5.
Inference based on manual/visual approaches are prone to sampling biases, do not ac-
count for random chances and systematic errors, possess a limited detection range, and
are typically not systematic and objective. Its effectiveness in case of non-binary, or not
”obviously” qualitative differences in output is limited. Also, as the throughput of the ex-
periments increase, visual or manual approaches simply are not practical. These reasons
apply for SMLM, perhaps in higher magnitudes, especially if single molecule level studies
are intended.
As explained in the previous section, SMLM has an inherent non-trivial computational
component, even in its most non-quantitative application. In its basic form, SMLM involves
simple estimation algorithms – the signal from single molecules must be identified with
image filters, and then fit to models of PSFs, by least square or maximum likelihood ap-
proaches, and then the estimated point locations rendered by some algorithm.
Performing quantitative studies with SMLM, however, requires more complicated analysis
tools. SMLM has been typically used for three types of quantitative studies: single molecule
counting, studies of the structured spatial organization of proteins, and co-localization(an
elaborate review can be found in Section 2.2 and Appendix A). Quantitative studies with
SMLM involves accounting for a number of issues that are inherent to the technique.
The following list, while not exhaustive, collates many of the issues involved in the appli-
cation of SMLM to biology, and especially, quantitative studies. The list focuses on PALM,
while they are applicable to STORM in different magnitudes. Section 2.3 reviews these in
detail (also see Appendix A). They include:
1. Labeling errors and artifacts. This is a challenge that SMLM shares in part with con-
ventional FM, however in higher magnitude, due to higher resolution and sparse imag-
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Figure 1.5. Visual inference can be decieving: an optical illusion
The intensity values at the squares A and B in the 2D image are the same (the RGB triplets
are shown). Yet, they might give the illusion that they have different colors. Source: Wiki-
media Commons.
ing. In addition to the issues associated with the expression of fusion protein (such
as overexpression vs endogeneous), there could be imperfect or non-homogeneous
labeling, as well as artifacts introduced due to non-negligible label size. Often, the
features appearing in the PALM image cannot be distinguished from the artifacts due
to labeling errors(Figure 1.6). Section 2.3.1 provides a brief overview of this problem.
2. Fluorophore photoconversion efficiency, or detection efficiency of about 40-60%, i.e.,
only a fraction of the label molecules in the sample turn fluorescent (Annibale et al.,
2012; Puchner et al., 2013; Durisic et al., 2014b). This might affect all major quantifi-
cation studies with SMLM, including counting, cluster analysis and co-localization.
Section 2.3.2 provides a brief overview.
3. Localization uncertainty of 20-50nm FWHM (Section 2.3.3). A large number of sys-
tems imaged with SMLM have a length scale in the same order. This could be signifi-
cant in quantitative studies, especially on a single molecule level.
4. Quantification tools. The readout from SMLM is quite unlike typical imaging systems
– standard SMLM produces a list of coordinates of localizations, along with their local-
ization uncertainties, and not directly an image. The rendering of these localizations
as an image could be done in multiple ways, each with its own limitations and infor-
mation loss (Section 2.3.7). The representation and quantification of these, especially
considering the systematic issues such as blinking and limited detection efficiency,
could be a complicated problem. The sparse localizations – a point pattern – finds
a readily accessible toolset in the field of spatial statistics and spatial point patterns.
Customizing the spatial statistics framework for the specific questions in SMLM is
one task, having user friendly software that does these is another.
5. Fluorophore blinking (Section 2.3.4). The same fluorophore is often imaged in multi-
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Figure 1.6. TEM-PALM correlative microscopy: non-homogeneous labeling
Images are of mitochondria in a cryo-prepared thin section from a COS-7 cell express-
ing dEosFP-tagged cytochrome-C oxidase import sequence. A diffraction limited image B
PALM image C TEM image D PALM-TEM overlay E,F,G zoom in and H line profile. The
non-homogeneities in the PALM signal can be observed in E,G, which is not reflected in
the TEM image. From (Betzig et al., 2006). Reprinted with permission from AAAS.
ple frames, and often reappear after going OFF in a few frames. It could be difficult
to identify such multiple appearances to the same fluorophore, possibly resulting in
appearance of false clusters, or wrong molecular counts.
6. Sample drift(Section 2.3.5). SMLM involves imaging of multiple frames, in the range
of 1000-100000, taking a time in the range of several minutes. The sample drift, due
to thermal and vibrational energy, could be as high as 100nm, producing significant
image artifacts.
7. Fixation artifacts(Section 2.3.6). Due to a long imaging time, live cell imaging is diffi-
cult, and a large number of SMLM studies were done on fixed samples, focusing on
structure and not dynamics. However, fixation could produce artifacts – e.g., different
molecules could be getting fixed at different times, affecting the configuration.
8. Optical aberrations and registration problem. This could especially be an issue in two
color or correlative imaging. More details can be found in Section A.4.
It is in this context that the contribution of this thesis lies.
1.3 Contribution and structure of the thesis
The focus area of this thesis is the development of methods for quantitative SMLM. As
mentioned above and detailed in Chapter 2, the technology has several sources of errors,
such as a limited detection efficiency and localization precision, and also errors due to im-
perfect labeling, limiting its utility for accurate and precise measurements, especially for
quantitative studies. For example, for PALM, the detection efficiency and localization un-
certainty in the range of 40-60% and 20-50nm (FWHM) respectively can significantly affect
quantitative analysis. For accurate and precise quantification, the analysis methods need
to account for these errors. Such errors also point to the need of correlative microscopic
tools, for validation and error calibration, apart from the obvious complementary utilities
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offered by both techniques. Also, the novel structure of data – coordinates of localizations
along with their localization errors rather than images – also require new analysis software.
This thesis consists of three different but related projects addressing this context – a set of
analysis techniques, software and an experimental tool. The next sections briefly introduce
the work presented in this thesis.
Analysis methods for accurate quantitative SMLM
SMLM has been commonly used to investigate the spatial organization of membrane pro-
teins. However, the above mentioned errors inherent in SMLM can affect quantitative stud-
ies. We developed analysis methods that account for some of these errors.
In the SMLM field, quantification of spatial structure of membrane protein clusters is of-
ten done by means of spatial summary statistics functions of second-order properties, such
as the Ripley K-function, L(r) − r function and the Pair Correlation Function (PCF) (Sec-
tion A.3 and 3.4.1). They have several advantages over other empirical characterization
methods: they are either parameter independent or only mildly dependent, can detect in-
teractions at multiple spatial scales, and can work with both dense and sparse point patterns
– features that make them advantages over other empirical, parameter dependent methods,
such as clustering using a clustering algorithm followed by analysis of clusters.
To account for limited detection efficiency, we modeled limited detection efficiency as a
case of spatial subsampling or p-thinning. This allowed us to use the known property
of these second-order summary statistics functions, which says that they functions are in-
variant to independent spatial subsampling or p-thinning. The result is also applicable to
co-localization measures based on these functions.
We also developed analytical solutions for the mean and variance of these subsampled
estimators, as a function of true points and the subsampling ratio. The analytical methods
are shown to agree well with results from simulation studies. We characterized the bias
and the relative variance of the subsampled functions based on simulations, and found
that they are relatively low for a large class of cluster conditions. We also demonstrated
the applicability of these methods to SMLM data, by 1) adding errors artificially and 2)
applying the methods on redundant labeling data.
We also describe an estimation framework for the true locations of the localizations in
clusters that account for the localization uncertainty. It estimates true locations given the
observed points in clusters and the localization error model. The derivation for Gaussian
shaped clusters are provided, which can also be used for cluster shapes that are approx-
imately Gaussian. The framework provides the formulation in the case of other cluster
shapes. We describe a method to identify the cluster models empirically in Section. We
applied this method on SMLM data from photoblinking caused clusters.
The error due to the combined approach – true location estimation and second-order charac-
terization based on summary statistics – was characterized for a variety of cluster conditions.
They were found to significantly reduce the error in quantification. Our approach, among
the first in the SMLM literature to tackle these sources of errors in analysis, paves way to
more accurate quantitative SMLM.
Also, we analyzed the theoretical properties of an estimator of cluster size that has been
described in microscopy literature. Conflicting reports have appeared in the literature about
the relation of this estimator, defined as ra = arg max
r
L(r)− r, to the true cluster size. Our
study clarifies this with mathematical rigor, and provides a cautionary note to its use.
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SMLM-AFM correlative microscopy
Since Atomic Force Microscopy (AFM) provides high resolution spatial profile of the imag-
ing area, it can be used as a validation and error estimation tool for SMLM imaging.
Additionally, since SMLM and AFM provides complementary information, correlative mi-
croscopy involving the two can provide a useful tool for biologists. E.g., it can be used
for accurate study of diffusion, since high resolution spatial profiles can be obtained from
AFM; or say, studies on cell morphology and its link to specific proteins. AFM’s ability to
provide information about mechanical properties of bio-structures, and its possible utility
as a nanomanipulation tool, can also be used to design innovative experiments.
For such applications, the combined tool must work with glass substrates, and in the pres-
ence of fluid, so as to be close to natural conditions, and to obtain optimal optical properties.
We imaged actin filaments in vitro by means of a STORM-AFM correlative microscopy tool
in glass/fluid, and also developed a simple algorithm to perform overlay of the SMLM and
AFM images. We found that the height of the filaments correlate with the localization den-
sity, and the source of localization inhomogeneties can be partially identified to bundling
of actin filaments. The tool also was used to image bacterial and live mammalian cells, in
the AFM-PALM modality.
ImageJ plugin for spatial interaction analysis
In this work, we implemented a software in the popular ImageJ platform to perform spa-
tial interaction inference for dual-color microscopy. The method involved the extention of
the traditional nearest neighbor-threshold based co-localization method, so as to increase
the detection power of interaction, by modeling spatial interactions between objects (such
as proteins, cells etc) by means of a spatial Gibbs function which accepts various “interac-
tion potential” shapes along with the traditional threshold function. The framework also
consists of hypothesis tests for interaction. The software works with both images as well
as coordinates of points, forming an ideal analysis tool for SMLM data. We describe the
application of this software on both confocal microscopy and SMLM data.
Thesis organization
The organization of the thesis is as follows. Chapter 2 consists of a review of the appli-
cations of quantitative SMLM to biological problems, and the challenges in performing
accurate quantitative SMLM. This chapter acts as a more detailed introduction, and sets the
ground for the research work described in this thesis. Chapter 3 consists of development of
analytical techniques to perform cluster analysis, after accounting for limited detection effi-
ciency and localization precision. Chapter 4 develops the ideas in Chapter 3 further, with
some theoretical studies and extensions, and applications on real data. Chapter 5 describes
the correlative AFM-SMLM microscopic tool, that can not only provide validation of SMLM
data, but also perform innovative experiments utilizing the complementary readouts. Chap-
ter 6 consists of a software framework that extends the traditional co-localization measure
to a spatial interaction measure, and that works with both point locations as well as images.
Chapter 7 concludes the thesis, by providing a summary and outlook.
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Chapter 2
Challenges in quantitative single molecule
localization microscopy
This is a verbatim copy of a peer reviewed publication: A. Shivanandan, H. Deschout, M. Scarselli,
and A. Radenovic. Challenges in quantitative Single Molecule Localization Microscopy. FEBS Lett,
588(19):3595–3602, 2014. Reprinted with permission from Elsevier.
Abstract
Single molecule localization microscopy (SMLM), which can provide up to an order of
magnitude improvement in spatial resolution over conventional fluorescence microscopy,
has the potential to be a highly useful tool for quantitative biological experiments. It has
already been used for this purpose in varied fields in biology, ranging from molecular biol-
ogy to neuroscience. In this review article, we briefly review the applications of SMLM in
quantitative biology, and also the challenges involved and some of the solutions that have
been proposed. Due to its advantages in labeling specificity and the relatively low over-
counting caused by photoblinking when photo-activable fluorescent proteins (PA-FPs) are
used as labels, we focus specifically on Photo-Activated Localization Microscopy (PALM),
even though the ideas presented might be applicable to SMLM in general. Also, we focus
on the following three quantitative measurements: single molecule counting, analysis of
protein spatial distribution heterogeneity and co-localization analysis.
2.1 Introduction
With the invention of single molecule localization microscopy (SMLM) (Betzig et al., 2006;
Rust et al., 2006; Hess et al., 2006), it has become possible to extend the advantages of
fluorescence microscopy beyond its diffraction limited spatial resolution of about 200 nm.
This provides the possibility of resolving organelles or even single molecules with an order
of magnitude better resolution, in multiple color channels and in 2D as well as 3D. Recent
reviews on the updates on the technology and its uses can be found in (Oddone et al., 2014;
Klein et al., 2014). SMLM can potentially be used for quantitative measurements (Gould
et al., 2012; Deschout et al., 2014a), e.g., in counting the number of molecules of a protein
specie (Lando et al., 2012), and stoichiometry estimation of protein complexes (Renz et al.,
2012; Nan et al., 2013; Gunzenha¨user et al., 2012), characterizing the spatial distribution of
a protein specie (Scarselli et al., 2012; Greenfield et al., 2009; Rossy et al., 2013; Sengupta
et al., 2011), estimating the co-localization or co-clustering between organelles and also sin-
glemolecules (SM) (Annibale et al., 2012; Pertsinidis et al., 2013; Lehmann et al., 2011; Sher-
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man et al., 2011), estimating the relative positions of various components in a protein com-
plexwith high precision (Szymborska et al., 2013; Loschberger et al., 2012), and estimating
the diffusion coefficients by means of single particle tracking (SPT) in a dense sample (Man-
ley et al., 2008; Persson et al., 2013). Two basic variants of SMLM are Photo-Activated Local-
ization Microscopy (PALM) and STochastic Optical Reconstruction Microscopy (STORM).
The former uses fluorescent proteins for labeling (called photo-activable fluorescent pro-
teins, PA-FPs), whereas the latter uses organic dyes. Since the usage of fusion proteins used
in PALM provides comparatively high specificity labeling as against immunolabeling (the
typical labeling technique used for STORM), and since the phenomenon of photoblinking
for PA-FPs is minimal (as against the photo-switchable organic dyes used in STORM, which
typically blink 10 times or more before irreversible photobleaching (Dempsey et al., 2011)),
PALM appears to be better suited for quantitative studies, and for this reason forms the
focus of this article even though many of the ideas presented are applicable to SMLM in
general. Yet, quantitative analysis with PALM is plagued by several sources of errors (De-
schout et al., 2014a; Wang et al., 2014), including that of a limited detection efficiency of
label molecules in the range of 40–60% (Annibale et al., 2012; Durisic et al., 2014b), a local-
ization uncertainty in the order of 20–50 nm (Thompson et al., 2002; Mortensen et al., 2010),
overcounting in the range of 100to reappearance of label molecules due to photoblinking
(Sengupta et al., 2011; Annibale et al., 2010, 2011a; Lee et al., 2012), errors in labeling, a
sample drift in the order of 50–100 nm (Betzig et al., 2006; Geisler et al., 2012) and in the
case of multi-color imaging, registration errors (Annibale et al., 2012).
This review is divided into two parts. The application of SMLM has brought new discover-
ies in varied biological fields such as cell biology, neuroscience, microbiology and molecular
genetics. First, we provide a bird’s eye view of the applications of quantitative SMLM in
these fields, focusing on the biological perspective. Then, with the help of cartoon figures,
we explore in detail the challenges that are present in the use of SMLM, and specifically
PALM, for quantitative experiments. We focus specifically on three specific quantitative
applications of PALM: single molecule counting, analysis of protein spatial distribution het-
erogeneity and co-localization analysis. We also provide a brief summary of the methods
that have been presented in the field to resolve the challenges presented.
2.2 Quantitative SMLM and biology
The possibility to quantify the number of proteins within biological assemblies and to char-
acterize the protein spatial distribution has permitted to determine protein stoichiometry
and distribution in signaling complexes. As a demonstration of this aspect, some groups,
including ours, have analyzed the existence of protein aggregates such as oligomers and
clusters for signaling receptors as G protein-coupled receptors (GPCRs), asialoglycoprotein
receptors and RAS signaling molecules (Renz et al., 2012; Nan et al., 2013; Scarselli et al.,
2013).
For the β2 adrenergic receptors, by means of quantitative cluster analysis, we found that
the receptors are partially organized in mini-clusters only in the cardiomyocytes like-cells
but not in other cell lines, and these oligomers are not lipid raft related but depend on
actin cytoskeleton integrity (Figure 2.1) (Scarselli et al., 2012; Ianoul et al., 2005). Impor-
tantly, this conclusion was quite different from a similar report that was obtained using
a different method named near-field scanning optical microscopy (NSOM) (Ianoul et al.,
2005), as a demonstration of a better precision of PALM over other techniques. Receptor
oligomers were not affected by the addition of different ligands, indicating that the receptor
is already pre-associated before activation and is not related to receptor basal activity. In
contrast, in a study by Renz et al. that made use of quantitative single molecule counting, it
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Figure 2.1. PALM images and cluster analysis of β2-mEos2 on the plasma membrane of
H9C2 cells after cholesterol sequestration or actin microfilament disruption.
(a–b) PALM images in total internal reflection fluorescence geometry of β2-mEos2 on the
plasma membrane of fixed H9C2 cells in basal condition (a), and after actin cytoskeleton
disruption (b). (c) The degree of clustering for the experiments shown was determined by
Ripley’s K-function analysis and L(r)–r function that displays the magnitude of deviations
from a random distribution as positive y values (normalized to 99% confidence interval).
Data are representative of experiments that were repeated at least three times. Cholesterol
inactivation was obtained by preincubating cells with filipin for 30 min at the concentra-
tion of 12 lg/ml or MbDC with a preincubation of 30 min at the concentration of 5 mM,
while actin microfilaments disruption was performed by preincubating for 30 min with
cytochalasin D at the concentration of 2 µM.
was shown that assembly of asialoglycoprotein receptors into homo- and hetero-oligomeric
structures is dictated by exogenous ligands leading to the internalization of one receptor
complex over another complex (Renz et al., 2012). In this case, the authors used quanti-
tative PALM together with ensemble Fo¨rster Resonance Energy Transfer (FRET) imaging.
This experimental strategy has demonstrated the strong synergy that exists between these
two different techniques combining the powerful sensitivity of FRET to detect receptor prox-
imity with the capability to obtain direct visualization of receptor oligomers with PALM.
A similar approach was also successfully applied to study another strategic protein in the
RAS signaling, named RAF (Nan et al., 2013). By means of cluster analysis, the authors
showed how RAF exists between an inactive monomeric state in the cytosol and a multi-
meric condition at the cell membrane when activated. Together, these results confirmed the
importance of dimers and oligomers formation in RAF signaling, even though the precise
biological role of these different multimeric states is yet to be determined.
Another relevant consequence of the introduction of SMLM has been a better definition
of biological structures in the nanometer range. This has been particularly true in the
neuroscience field whereas the morphology of neurons composed by dendritic spines and
synapses is not perfectly suitable for confocal microscopy. For example, imaging presynap-
tic and postsynaptic scaffolding proteins in glomeruli of the mouse olfactory bulb using
STORM, Dani et al. showed distinct punctate patters that were not resolved by conventional
fluorescence image (Dani et al., 2010). They quantified various morphological parameters,
and were able to distinguish the presynaptic Bassoon and postsynaptic Homer1 clusters. In
this line of research, another group studied, by means of cluster analysis, the postsynap-
tic density (PSD) organization in live rat hippocampal neurons (MacGillavry et al., 2013).
PALM was able to localize scaffolding nanodomains of PSD-95 enriched preferentially of
AMPA receptors compared to NMDA receptors. This post-synaptic architecture could be
relevant for the amplitude of postsynaptic currents, suggesting the mechanism of PSD in
regulating the strength and plasticity of the glutamatergic transmission. For the optimiza-
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tion of cell morphology measurements in living cells using Single-Particle Tracking PALM,
it has been shown using Monte-Carlo simulations how some technical parameters such as
the length of the excitation pulse can influence the imaging of spine and spine neck mor-
phology in living neurons, making them erroneously thinner when imaged using a longer
excitation pulse (Frost et al., 2012).
SMLM was also applied to study exocytosis in different cell types, such as chromaffin cells.
In PC12 cells, PALM was able to determine the size of clathrin coated pits during reup-
take of vesicular acetylcholine transporters (Sochacki et al., 2012). In contrast to what was
found with confocal microscopy, Bar-On et al. used PALM to demonstrate that syntaxin1
and SNAP-25 clusters have a weak co-localization in PC12 cells (Bar-On et al., 2012). Addi-
tionally, PALM helped to establish that clustered SNARE proteins are not involved in large
dense core vesicles (LDCV) in the fusion process (Yang et al., 2012).
Another field in biology that has received attention for SMLM is microbiology, in particular
for the study of bacteria and viruses. Because of the size of these microorganisms, the super
resolution methods are suitable for revealing the details of their sub-cellular structures.
For example, Ptacin et al. (2010), studying the partitioning (Par) apparatus that guides
centromere segregation, were able to determine the ParA and ParB dynamics, suggesting
that retracting ParA fibers are critical for this phenomenon. SMLM also has shown its
applicability in providing new details into viral infection. Using dSTORM, Pereira et al.
(2012) were able to visualize and quantify the distribution of structural proteins of the
human immunodeficiency virus type 1 (HIV-1) before and after infection of lymphoid cells
. Another work on the same theme was able to determine the distribution of the integrase
enzyme (IN) of HIV in infected cells in the cytosol and in the nucleus, and to characterize
its morphology (Lelek et al., 2012). The authors used a different version of the PALM
technique, called FlAsH-PALM, where proteins are tagged with small tetracysteine motifs
and the fluorescein arsenical helix binder.
Finally, super-resolution microscopies have opened a door in a deeper understanding of
the chromosome organization and genome mapping. Wang et al. determined nucleoid-
associated proteins distribution in live Escherichia coli cells (Wang et al., 2011), while an-
other group was able to label 91 out of a total of 107 reference sites on a 180 kb human
BAC gene with a 100 bp resolution (Baday et al., 2012). DNA mapping with such resolu-
tion offers new potentials to uncover genetic variance and to facilitate medical diagnosis in
genetic diseases.
2.3 Challenges
In this section, we review the critical challenges that are present in using SMLM, and specifi-
cally PALM, for quantitative measurements. While the challenges presented might be appli-
cable to different types of quantification measures, we focus specifically on single molecule
counting, analysis of protein spatial distribution heterogeneity and co-localization analysis.
Before proceeding further, we note that it is possible that the image processing and local-
ization algorithms used can also introduce errors in quantification, however this is treated
in detail elsewhere (Deschout et al., 2014b; Small and Stahlheber, 2014). A brief introduc-
tion to the quantitative measures being mentioned can be found in (Deschout et al., 2014a;
Gould et al., 2012).
2.3.1 Labeling errors
In SMLM, typically, the label tag can either be a fluorescent protein (FP) or an organic dye.
In the former case, the labeling is usually done by means of overexpression, i.e. introduction
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Figure 2.2. Illustration of the influence of several sources of error on single molecule
counting with PALM.
The green dots represent the positions of single protein molecules (a), the positions of label
molecules (b), and point localizations with step by step addition of different errors (c, d, e, f).
The number of positions nloc is determined for each case. (a) There are 100 molecules that
are spatially distributed at random (nloc = 100). (b) The fluorescent label is removed 5 nm
from the molecule in a random direction and there is an 80% probability that a molecule
is labeled (nloc = 81). (c) There is a 60% probability that a fluorescent label is activated
and detected (nloc = 40). (d) The localization uncertainty is equivalent to sampling from
a normal distribution with a standard deviation of 10 nm centered on the position of the
fluorescent label (nloc = 40). (e) At a random time point within 10 s after deactivation, there
is a 40% probability that the fluorescent label is again activated and localized with a 10 nm
uncertainty (nloc = 54). (f) There is a 0.05 nm/s drift from left to right during an acquisition
time that is 1000 s (nloc = 54). It should be noted that in certain situations it is possible
that due to drift the molecule count may be affected since the area of imaging changes over
time. The scale bars represent 100 nm.
to the cell of a plasmid with a vector consisting of the fusion of the sequences corresponding
to the protein of interest and that of the fluorescent protein. In the latter case, the most
typical labeling approach is immunolabeling, i.e., the dye is attached to the protein by
means of antibodies. In this review we stick to PALM and hence labeling with PA-FPs,
while noting that it is well known that the immunolabeling approach is more prone to
labeling errors, including unspecific labeling.
In the case of labeling by means of overexpression, the protein expressed from the plasmid
will exist in the cell along with those expressed endogenously. Since the latter is not fluo-
rescent, this creates obvious limitations to quantification studies. One can get around this
limitation by means of either knocking out the corresponding genes from the chromosome
and thus making sure that only the overexpressed protein is present, or by introducing
the fusion vector in the chromosome itself (“knock in”). In both cases, and especially the
former, the effect on cell functioning might be profound.
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(a) (b) (c)
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Figure 2.3. Illustration of the influence of several sources of error on cluster analysis with
PALM.
The green dots represent the positions of single protein molecules (a), the positions of label
molecules (b), and point localizations with step by step addition of different errors (c, d, e,
f). The standard deviation of the position coordinates in each of the 3 clusters is calculated,
and the average value r over the 3 clusters is determined. (a) There are three normally
distributed clusters that contain each 30 molecules (r = 18.3 nm). (b) The fluorescent label is
removed 5 nm from the molecule in a random direction and there is an 80% probability that
a molecule is labeled (r = 18.5 nm). (c) There is a 60% probability that a fluorescent label
is activated and detected (r = 17.9 nm). (d) The localization uncertainty is equivalent with
sampling from a normal distribution with a standard deviation of 10 nm centered on the
position of the fluorescent label (r = 21.2 nm). It may be noted that the observed variance
of the cluster can be estimated as the sum of the variance of the actual cluster and the
localization uncertainty distribution, subject to sampling errors etc. (e) At a random time
point within 10 s after deactivation, there is a 40% probability that the fluorescent label is
again activated and localized with a 10 nm uncertainty (r = 21.6 nm). (f) There is a 0.05
nm/s drift from left to right during an acquisition time that is 1000 s (r = 25.3 nm). The
scale bars represent 100 nm.
It must be noted that it is the fluorescent tag that is imaged, and not the protein of interest
itself. If the tag is a PA-FP, it typically has a size of about 4 nm, and is attached to the protein
of interest by means of an amino acid linker of length of up to 5 nm and hence the imaged
structure can be off from the true structure by the vector sum of these quantities, in general
in a random direction. This can introduce key errors in distance based studies, for example
co-localization studies where the proteins of interest are physically co-localizing, whereas
the FPs that label them might appear further apart, depending on their orientation within
the labeled structure. Similarly, protein clusters will appear enlarged. Steric hindrance
effects and label oligomerization can also complicate labeling accuracy. Also, in PALM
experiments, typically a cell to be imaged is selected based on certain criteria – e.g. if
the labeling is done properly, is sufficiently bright, and displays the expected morphology.
This selection can be a source of sampling bias. High-throughput PALM that can image
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(c)
Figure 2.4. Illustration of the influence of several sources of error on co-localization
analysis with dual-color PALM.
The green dots and red circles represent the positions of single protein molecules (a), the
positions of label molecules (b), and point localizations with step by step addition of dif-
ferent errors (c, d, e, f) in the green and red channel respectively. The number of molecule
pairs ncoloc that are within 10 nm distance from each other is determined for each case.
(a) There are 50 pairs of green and red molecules that are separated 1 nm from each other
in a random direction (ncoloc = 50). (b) The fluorescent label is removed 5 nm from the
molecule in a random direction and there is an 80% probability that a molecule is labeled
(ncoloc = 28). (c) There is a 60% probability that a fluorescent label is activated and detected
(ncoloc = 10). (d) The localization uncertainty is equivalent with sampling from a normal
distribution with a standard deviation of 10 nm centered on the position of the fluorescent
label (ncoloc = 2). (e) At a random time point within 10 s after deactivation, there is a 40%
probability that the fluorescent label is again activated and localized with a 10 nm uncer-
tainty (ncoloc = 9). (f) There is a 0.05 nm/s drift from left to right during an acquisition
time that is 1000 s (ncoloc = 9). It should be noted that drift might significantly affect the
estimated colocalization in many cases, unlike in this case. The scale bars represent 100 nm.
hundreds of cells at the same time offers a solution to this problem (Holden et al., 2014).
The impact of both incomplete labeling as well as the distance between the protein molecule
of interest and the FP molecule is shown in Figures 2.2a–b, 2.3a–b, and 2.4a–b for the
three quantitative measures under discussion: counting, clustering and co-localization, re-
spectively.
2.3.2 Detection efficiency
Since using FPs as label involves the complications associated with protein expression, er-
rors in this step – misfolding, incomplete maturation etc. – can lead to the production
of label molecules that are not fluorescent. Because of this reason, in the case of the con-
ventional GFP, typically only 80% of the molecules that are present in the sample can be
imaged (Ulbrich and Isacoff, 2007). In the case of PA-FPs, the fraction is even lower, due to
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incomplete photo-conversion. In the case of the relatively bright PA-FP mEos2, this fraction
is about 60%, and for several other PA-FPs it can be as low as 40% (Durisic et al., 2014b;
Annibale et al., 2012).
This can directly affect counting studies, as the number of counted molecules can be un-
derestimated by the same fraction (Figure 2.2c). Other quantification measures might also
be affected – for example, in the case of SM co-localization, assuming that the used co-
localization measure is linearly related to the detection efficiency, the co-localization will be
underestimated by a fraction xy, where x is the detection efficiency in one channel, and y
in the other, leading to an underestimate of as low as 20% for commonly used PA-FP pairs
(Figure 2.4c) (Annibale et al., 2012). However, in practice, the effect of limited detection
efficiency on cluster (Figure 2.3c) and co-localization analysis is not well explored.
It is possible to use the obtained count as a lower bound (after correcting for blinking ar-
tifacts) for the counting. In the specific case of identifying protein complex stoichiometry
by means of counting the photobleaching steps, a model that accounted for detection effi-
ciency by a binomial model was found to provide accurate results (Renz et al., 2012; Ulbrich
and Isacoff, 2007; Durisic et al., 2014b). A similar approach, of incorporating the detection
efficiency in a model for the ratio between monomers and dimers, has been reported (Nan
et al., 2013). Others have attempted to first characterize the relative detection efficiency of
fusion protein pairs, and using it to estimate the stoichiometry for a target system (Renz
et al., 2012).
2.3.3 Localization uncertainty
Each photon from the emitter molecule provides a sample of the PSF from the molecule.
Based on these samples, single molecule localization algorithms provides an estimate for the
position of the fluorescent molecule. This estimate is prone to uncertainties due to multiple
reasons, predominated by limited sampling, i.e., by the limited number of photons obtained
from the molecule. The resulting uncertainty in estimation can be quantified (Thompson
et al., 2002; Mortensen et al., 2010), and assuming a Gaussian model for the uncertainty, is
known to mainly vary inversely proportional to the square root of photon count collected
N, i.e., σloc ∝
σPSF√
N
, where σloc is the standard deviation of the Gaussian uncertainty model,
and σPSF that of the Gaussian approximation of the point spread function. Since the photon
count typically collected from a PA-FP molecule is less than 1000, the precision rloc obtained
is worse than 7 nm in the best cases, dropping to as low as 20 nm in practice, depending
on the FP used, resulting in a full width half maximum (FWHM) resolution of 16–50 nm.
Also, the assumption of isometric emitters is not necessarily true in practice, and the errors
resulting from dipole orientation can be up to 40 nm (Deschout et al., 2014b; Enderlein et al.,
2006; Stallinga and Rieger, 2010; Engelhardt et al., 2011).
With careful imaging and analysis, i.e. by ensuring that the imaged molecules within
a frame are spatially separated enough so that the localization algorithms can correctly
identify them, it is possible to minimize the effect of localization uncertainty on counting
measures (Figure 2.2d). However, in the case of clustering and co-localization measures,
this can cause a major impact (Figure 2.3d and 2.4d). For example, assuming that the
localization estimation is approximately equivalent to sampling from a Gaussian distribu-
tion as mentioned above, centered at the true location of the emitter molecule, a cluster
of molecules imaged in this way will appear enlarged, and hence the estimated cluster
parameters will be affected (Figure 2.3d).
If a Gaussian error model can describe the uncertainty in position localization, the esti-
mated distance between two point localizations is described by a non-Gaussian distribution
(specifically, a function of modified Bessel functions of order zero) (Churchman et al., 2006).
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If the true distance between two points is zero, and if the points are localized with an uncer-
tainty as described above, then the estimated distance from the localizations will be greater
than zero (Ruprecht et al., 2010). For example, if the localization precision for both points is
40 nm each, the estimated distance could be as high as 125 nm with a non-negligible proba-
bility (Ruprecht et al., 2010). Therefore, it is important to consider the effect of localization
precision while performing quantitative analysis.
2.3.4 Blinking
The ideal fluorophore for counting will remain in the dark state until it is activated, and
then will remain in the bright state emitting a large enough number of photons before
photobleaching irreversibly, so that it does not reappear again in the bright state during
imaging, resulting in overcounting. However, it has been observed that most available
fluorescent proteins including GFP (Dickson et al., 1997), and the PA-FPs (Annibale et al.,
2010; McEvoy et al., 2012), reappear after going to a long lived dark state from a bright
state (called “blinking” behavior). Typical average values of reappearance is close to 1 for
the commonly used fluorophore mEos2, but it can be a few times higher for a significant
fraction of imaged molecules. In either case it will result in overcounting (Figure 2.3e),
however if the molecule blinks multiple times it can also result in apparent clustering,
forming artifacts amongst true physical clusters (Figure 2.3e). Photoblinking artifacts can
also lead to false positives in the case of co-localization, depending on the co-localization
measure used (Figure 2.4e).
It has been reported that the observed distribution for the time between the multiple ap-
pearances of a fluorophore (off time, to f f ) can be fit to a single or double exponential
distribution (Annibale et al., 2010, 2011b; Lee et al., 2012) . The average values of to f f are
comparatively on a much smaller scale compared to the imaging time of a PALM exper-
iment, and hence on a spatial–temporal plot of the localizations, they appear as clusters.
Therefore, by grouping together localizations that form these clusters, it is possible to cor-
rect for blinking artifacts (Annibale et al., 2011b; Lee et al., 2012; Annibale et al., 2011a).
Lando et al. used a Kalman filtering approach to correct for the artifacts (Lando et al.,
2012), whereas Sengupta et al. have used a pair correlation based approach that is focused
on the specific case of cluster analysis (Sengupta et al., 2011). The latter approach works by
separating the artifact clusters due to blinking from the true protein clusters by means of a
model based on pair correlation function.
2.3.5 Drift
Since an SMLM experiment typically involves imaging 1000s of frames, due to temperature
changes, air currents, mechanical vibrations etc., the sample might drift during the imaging
time, in both lateral and axial direction. Since different subsets of molecules are imaged
in different frames, drift can cause artifacts in SMLM imaging (Figure 2.2f, 2.3f, and 2.4f).
Basic efforts to minimize sources of drift, such as temperature stabilization and the use
vibration-damping optical tables, are essential. Drift in the axial direction can be controlled
by means of closed-loop feedback system that moves the sample stage in order to counteract
the motion of sample (Annibale et al., 2012; Pertsinidis et al., 2010). Even then, lateral drift
in the nanometer scale seems to be difficult to avoid (Figure 2.2f, 2.3f and 2.4f) (Annibale
et al., 2012; Geisler et al., 2012).
A common method to correct for sample drift is to insert fiducial markers in the sample, for
example very bright fluorescent beads of 100 nm diameter (Betzig et al., 2006). Assuming
that the fiducial marker does not move within the sample, and since the marker appears in
all frames, the drift of the marker can be estimated, and the protein localizations corrected
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accordingly. To make sure that the correct sample drift is estimated, it is better to use
multiple fiducial markers in the same sample, and the overall drift estimated from their
individual drifts. However: (1) having multiple fiducials too close to the structure to be
imaged will affect imaging and (2) the multiple fiducials might show different drift patterns,
either due to movement within the sample or due to the variability of drift within the
sample, and the overall drift estimation from them can be complicated.
In the case of imaging samples that have a clear structure, such as actin filaments or micro-
tubules (as opposed to say, a sample with molecules distributed randomly in space), the
subsets of localizations from adjacent frames lumped together might be correlated to each
other throughout the imaging time. In this case, the information present in the correlation
can be used to correct for drift. Multiple methods have been suggested to perform this
correction (Geisler et al., 2012; Mlodzianoski et al., 2011).
2.3.6 Fixation artifacts
The long imaging time required for an SMLM experiment, necessitated by the need of
imaging 1000s of frames, makes the use of SMLM for live cell imaging complicated. The
use of fast imaging (Jones et al., 2011), including that of sCMOS cameras (Huang et al.,
2013), and deconvolution based image processing algorithms (Zhu et al., 2012) that allow
higher density of imaged molecules per frame, have resulted in major improvements in this
direction. However, the long imaging time is not an issue in the case of fixed samples, and
most of the quantitative applications of PALM were done on them.
In the case of analysis that quantifies protein spatial distributions, or co-localization, it
is important that the fixation preserves the protein configuration at the time of fixation.
However, it has been found that after applying the fixative, different molecules get fixed
at different time (Annibale et al., 2012; Tanaka et al., 2010). This means that the protein
configuration is affected by fixation. Further studies are required to fully understand the
effect of fixation artifacts on such quantitative studies.
2.3.7 Representation
SMLM experiments, after processing the raw data, provide a set of point localizations (esti-
mates of the actual positions of the fluorescent tags) along with the estimated localization
precision. Representing such information in an image format is a challenge, as merely repre-
senting the estimated locations as points is akin to overestimating the information available.
Therefore the localization precision has also to be taken into consideration.
In the initial PALM papers (Betzig et al., 2006), the researchers represented the data by
means of a ‘probability map’, an image obtained by summing together Gaussian distribu-
tions corresponding to the localization uncertainty model estimated for each point localiza-
tion, centered at the estimated localization. Such a representation involves loss in informa-
tion. If xA, xB, ... are true point locations of imaged molecules A, B, ..., then SMLM provides
estimates of these locations xˆA, xˆB, ... along with the error in estimation σA, σB, ... In other
words, probabilistic information about locations of individual molecules – P(A), P(B), ... –
is available. In the case of a probabilitymaprepresentation, the available information is re-
duced to P(A + B + ...), that is, there is information loss. However, it is possible to use the
probability map as a worst case image.
Histogram based representation is another alternative that has been suggested. In this
method, the estimated localizations are binned together. However, no information about
estimation error is provided in this representation, and hence the method overestimates the
available resolution. Additionally, binning can introduce artifacts to the representation and
analysis, therefore the binning size must be carefully chosen.
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Baddeley et al. have proposed alternative methods based on quad-tree and Delaunay trian-
gulations (Baddeley et al., 2010). However, all such representations also involve a loss of
information compared to the raw results provided by SMLM. By the same reasoning, for
quantitative analysis it is best to work with all the available information, i.e. the estimated
locations and localization precision.
For analysis, researchers often select the localizations with the best precision for analysis,
so as to obtain a more precisely localized structure. Such techniques can provide significant
improvement in resolution (Pertsinidis et al., 2013). However, since such a selection is a
case of spatial sampling, the effect of it on analysis techniques must be addressed. The
situation is more complicated if the distribution of localization precision in space is not
homogeneous, since the selection then will be skewed. Such situations are possible due to
non-homogeneous illumination, local variations in pH and even intermolecular interactions.
Adequate precautions and controls must be done so as to ensure that artifacts are not
created due to the use of a cut-off on localization precision.
2.4 Conclusion
In this article, we have presented a broad overview of the applications of SMLM in quan-
titative microscopy in varied fields of biology. We have also reviewed the various chal-
lenges that are present in using SMLM for quantitative measurements, with a focus on
PALM, along with a brief review of the solutions that have been presented in the litera-
ture. Through cartoon figures, we have presented how the various errors that are present
in the technique affect the three main ways SMLM data have been quantified: counting,
cluster analysis and co-localization. We conclude that there is a critical need for accounting
for these sources of errors, in order to achieve accurate and precise quantitative measure-
ments. Furthermore, some of the challenges remain unsolved, and need novel solutions,
both analytical and experimental.
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Chapter 3
Accounting for limited detection efficiency and
localization precision in SMLM
This is a verbatim copy of an open access peer reviewed publication: A. Shivanandan, J. Unnikrishnan,
and A. Radenovic. Accounting for limited detection efficiency and localization precision in cluster
analysis in Single Molecule Localization Microscopy. PLOS ONE, 10(3):e0118767, 2015.
Abstract
Single Molecule Localization Microscopy techniques like PhotoActivated Localization Mi-
croscopy, with their sub-diffraction limit spatial resolution, have been popularly used to
characterize the spatial organization of membrane proteins, by means of quantitative cluster
analysis. However, such quantitative studies remain challenged by the techniques’ inherent
sources of errors such as a limited detection efficiency of less than 60%, due to incomplete
photo-conversion, and a limited localization precision in the range of 10− 30nm, varying
across the detected molecules, mainly depending on the number of photons collected from
each. We provide analytical methods to estimate the effect of these errors in cluster analysis
and to correct for them. These methods, based on the Ripley’s L(r) − r or Pair Correla-
tion Function popularly used by the community, by providing a more accurate and precise
quantification of protein spatial organization, can facilitate potentially breakthrough results
in quantitative biology.
3.1 Introduction
The spatial organization of most membrane proteins as sub-micrometer spatial clusters
might be a key property affecting their functionality (Sieber et al., 2007; Lang and Rizzoli,
2010; Hartman and Groves, 2011). The characteristics of these microdomains, such as the
number of proteins per cluster, cluster size and density, are heterogeneous in general, de-
pending on the specific cell type, protein, lipid, cell cycle and environmental conditions.
The possible mechanisms of cluster formation include compartmentalization due to enrich-
ment in lipid rafts (Simons and Ikonen, 1997), protein-protein interactions (Sieber et al.,
2007) and physical barriers created by actin cytoskeleton (Lillemeier et al., 2006). Various
biological functions, for example signalling (Hartman and Groves, 2011; Lang and Rizzoli,
2010), might be facilitated by clustering. Accurate and precise imaging and quantitative
characterization of the spatial microdomain parameters are important tools that can aid
these studies.
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The membrane proteins can be imaged at unprecedented length-scales, and with high
specificity and contrast and in their natural environment, using single molecule localiza-
tion microscopic (SMLM) techniques like PhotoActivated Localization Microscopy(PALM)
(Betzig et al., 2006; Hess et al., 2006). Other SMLM techniques like STochastic Optical Re-
construction Microscopy (STORM) (Rust et al., 2006) also are promising, although, due
to the high specificity provided by PALM originating from the genetic tagging of the pro-
tein under study with the fluorescent label, and the relatively lower blinking rate of the
Photo-Activable Flourescent Proteins (PA-FPs) and the resulting reduction in the number
of repeated localizations of the same fluorophore molecule, we focus on the application of
PALM for quantitative analysis, while noting that the methods provided might be applica-
ble to STORM as well. The technique has been popularly used for quantitative analysis of
spatial organization of membrane proteins (Williamson et al., 2011; Sengupta et al., 2011;
Lillemeier et al., 2009; Pertsinidis et al., 2013; Scarselli et al., 2012). Such studies typically
also involve the use of cluster analysis methods for quantification.
However, the quantitative analysis of membrane organization with PALM has several sources
of errors that can significantly limit its utility (Deschout et al., 2014a; Shivanandan et al.,
2014; Annibale et al., 2012; Durisic et al., 2014a; Annibale et al., 2011b; Lee et al., 2012;
Mortensen et al., 2010; Thompson et al., 2002; Sengupta et al., 2011). The most critical
sources of these errors are: a) multiple localizations of the same label molecule due to
fluorophore blinking (Annibale et al., 2011b; Lee et al., 2012) b) inability to image all the
label molecules, due to a limited detection efficiency of typically 40%-60%, resulting from
inherent errors like imperfect fluorescent protein folding, maturation and photo-conversion
(Annibale et al., 2012; Durisic et al., 2014a) c) localization uncertainty, or the error in the esti-
mation of the position of the label molecule due to the limited number of photons collected
from them, commonly represented by the localization precision in the range of 10-30nm
(Mortensen et al., 2010; Thompson et al., 2002). All of these can possibly cause significant
variations in quantitative analysis( (Annibale et al., 2012, 2011b; Durisic et al., 2014a; Lee
et al., 2012; Deschout et al., 2014a; Shivanandan et al., 2014), also Figure 3.4). Addition-
ally, the finite label and linker size, stage drift and effects due to fixed dipole orientation
of the emitter molecules can affect the accuracy and precision of localizations (Engelhardt
et al., 2011; Stallinga and Rieger, 2010; Shivanandan et al., 2014). These sources of errors
are applicable to other SMLM techniques like STORM, though in different magnitudes.
Several methods have been proposed to account for the multiple appearances due to blink-
ing (Annibale et al., 2011b; Lee et al., 2012; Annibale et al., 2011a; Sengupta et al., 2011).
However, the other two sources of error, the subsampling due to limited detection efficiency,
and the effect of localization uncertainty on measured cluster properties, remain problem-
atic. A method has been proposed to account for localization uncertainty in analysis (Nan
et al., 2013), however, in the context of very small clusters (typically upto tetramers) and low
molecular density, and based on simulations. Currently, several of the cluster analysis stud-
ies based on PALM perform the analysis and comparisons of estimated cluster properties
without accounting for these satisfactorily, possibly resulting in inaccurate results (Figure
3.41).
In this work, we focus on these two problems. Based on a well-known result from spa-
tial statistics, we demonstrate that the commonly used tools for cluster analysis such as
Ripley’s K function, L(r)− r function and the related Pair Correlation Function (PCF) are
invariant to random subsampling, and hence, within limits, are unaffected by limited detec-
tion efficiency. We then provide a method to estimate true fluorophore locations from the
localizations appearing in clusters, and to correct for errors due to localization uncertainty.
These estimated true locations can be used to estimate the true Ripley’s L(r)− r function
or the PCF, and thus provide better estimates of true cluster parameters.
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Before proceeding further, we note that, while the methods discussed in the paper are fo-
cussed on the L(r)− r function, they should be applicable to the PCF as well (Methods in
Section 3.4). We also note that the result on invariance to random subsampling property ap-
plies to the bivariate versions of the K, L(r)− r and PCF functions (called Cross Correlation
Function or CCF), and hence on related co-localization measures (Sengupta et al., 2011).
3.2 Results
3.2.1 Accounting for limited detection efficiency
Figure 3.1. Ripley’s L(r)− r function is invariant to random subsampling.
(a) Probability map representation of a PALM image of β2−adrenergic receptor molecules
labeled with mEos2 on the plasma membrane of HeLa cells, post agonist addition. Density:
650 molecules/µm2. (b) L(r)− r functions for the true and subsampled points, estimates for
the latter obtained from both simulations and the analytical method presented. Continuous
green: Ripley L(r) − r function Ltrue(r) − r corresponding to the points in (a). Orange:
mean and 2σ bounds of L(r)− r functions corresponding to 10000 realizations of random
sampling 50% of the points in (a). Broken lines: the mean and 2σ bounds corresponding
to 50% subsampling, predicted by the analytical method presented. It can be seen that the
mean values obtained from both simulations and analytical method coincide with Ltrue(r)−
r , and that the 2σ curves obtained from the simulations and the analytical method coincide.
(c) Histogram of L(r)− r of the subsampled realizations at r = rtrue, where r = rtrue is the
cluster radius corresponding to the maxima of the Ltrue(r)− r function. It can be seen that
it follows a normal distribution, with the fit parameters similar to that obtained from the
analytical method. rtrue is also plotted (dark green). The relative standard deviation (σ/µ,
i.e, σsubsampledLtrue(r)−r ) at r = rtrue is 2.6% for 50% subsampling.
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We consider the situation when the phenomenon of limited detection efficiency in a PALM
experiment can be modelled as a case of random, independent, homogeneous subsampling
of the label molecules present in the sample. Such a model is valid if the effect of limited
detection efficiency, i.e., whether a flourophore that is present in the field of view is imaged
or not, is independent of its spatial location. In the case of spatial homogeneity in illumi-
nation and environmental conditions such as pH, and in the absence of inter-fluorophore
molecule interactions, this assumption is reasonable.
We then use the result from spatial statistics that analytically shows that the L(r) − r
function is invariant to random subsampling of the underlying point pattern (Møller and
Waagepetersen, 2004)(Methods in Section 3.4, Figure 3.1). The result arises from the fact that,
in the event of subsampling, both the numerator and the denominator of these measures
gets scaled similarly and hence they cancel out, on average(details in Methods, Section 3.4).
Due to the stochasticity involved in random subsampling, the L(r) − r function corre-
sponding to the subsampled point pattern (i.e localizations corresponding to the detected
molecules), called Lsubsampled(r)− r, will also be a stochastic quantity (and a PALM exper-
iment provides one realization of the subsampling). For a stationary point pattern, the
Lsubsampled(r)− r at any point r can be approximately modeled as a random variable with a
normal distribution centered around a mean value; this mean Lsubsampled(r)− r provides an
unbiased estimate for Ltrue(r)− r as per the result above. We provide an analytical method
to exactly compute the standard deviation of the K distribution of the subsampled points
at each point r, and approximately compute that of L(r)− r (called σsubsampling), given the
true set of points (Figure 3.1, Methods in Section 3.4, Figure 3.5) and the sampling ratio.
We empirically characterized the σsubsampling corresponding to various cluster and subsam-
pling conditions, by means of simulated points (Figure 3.6). Simulated clustered point
patterns were created for varying cluster density (total number of clustered points in the
area under analysis, conditions tested: 10, 100 and 1000 µm−2), cluster size (σ of Gaussian,
10,30,50 and 100) and number of points per cluster (10 and 100). The effect of sampling
ratios of 20%, 40%, 60% and 80% were tested. In all the clustering conditions tested, the
ratio of σsubsampling to the Ltrue(r) − r at r = rtrue, called relative standard deviation, rtrue
corresponding to the point r in which Ltrue(r)− r is maximum, remained less than .25 for
60% sampling, with most conditions having a value less than .15. For several of the cluster
conditions, the ratio obtained was less than .1 even for 20% sampling. The characterization
for smaller clusters (dimers and tetramers) can be found in Figure 3.7, with similar results
(ratio less than .15 for 60% sampling).
Since the r value corresponding to the maxima of L(r)− r function can provide an estimate
of the cluster radius, the invariance property of L(r)− r could also be useful for its accurate
estimation (Figure 3.2).
It should be noted that in this work, subsampling is assumed to be spatially homogeneous.
Apart from assuming that the limited detection efficiency due to physical phenomena is spa-
tially homogeneous, it also assumes that the errors during the computation of localization
estimation are also spatially homogeneous; e.g., the phenomena of higher number of missed
localizations in denser regions due to overlapping Point Spread Functions is minimal. It is
also important for accurate and precise estimation of the L(r)− r functions that the effect
of sampling errors is not significant. Therefore, in the case of very few clustered points in
the area of analysis, it is important to validate the applicability by means of simulations.
3.2.2 Estimating true point locations in the presence of localization error
We propose a method that estimates the true fluorophore locations from imaged localiza-
tions that appear in clusters, accounting for localization uncertainty. Spatial clusters tend to
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Figure 3.2. Reconstruction of true point locations from noisy observations.
(a) Demonstrative example of reconstruction method. The true (blue), observed (red) and
reconstructed (green) locations, in the case of 3 Gaussian clusters with average cluster stan-
dard deviation of 10nm observed with an average localization uncertainty (σ) of 17nm. It
can be seen that the observed clusters (average σ ≈ 22nm) are enlarged with respect to the
true clusters, and the reconstructed clusters are closer to the true ones. (b,c,d): Example
of estimation of true cluster properties from simulations of clustered points with limited
detection efficiency and localization errors added. (b) Ground truth: simulated membrane
protein cluster. Each cluster is assumed to be Gaussian shaped ( σ = 30nm), with 40 points
on average. The overall density in the area of analysis is 760 molecules/µm2. The true
points are observed with a limited detection efficiency of 50% and a mean localization pre-
cision of 18nm. (c) Ripley L(r) − r functions corresponding to true points (green), mean
and 2σ envelopes for 1000 simulations of observed data (cyan) and reconstructions from
them (orange). (d) Histograms of cluster radius estimated from the maxima of L(r) − r
curves in (c), for the observed data (cyan) and the reconstructions (orange), with the value
corresponding to the ground-truth (green). It can be seen that the reconstructed values
(81.9 ± 1.3 nm) are very close to the ground-truth (82.3 nm), compared to the observed
values (95.5± 1.6nm).
appear more dispersed and hence enlarged, when the localizations involve measurement er-
ror (uncertainty). Thus naı¨ve estimates of Ripley’s L(r)− r function that ignore localization
uncertainties are biased even when the uncertainties are unbiased (Figure 3.4). However,
the amount of enlargement for a given cluster can be predicted as a function of the pre-
cisions of all localizations. We show that if the precisions of all localizations are known,
the true position corresponding to each localization in an observed cluster can be estimated
(Methods in Section 3.4, Figure 3.2). A model for localization precision based on the photon
count can generally be identified (Mortensen et al., 2010; Thompson et al., 2002) and can be
used for this estimation, even though such models ignore other sources of estimation errors
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(finite label and linker size and orientation, stage drift, fixed emission dipole orientation).
Hence such models should be considered as a lower bound for localization error.
These position estimates, obtained after correcting for the enlargement of the cluster due to
localization uncertainty, can be used for more accurate cluster analysis, whether by means
of exploratory tools like the L(r)− r or PCF functions presented in this paper, or through
clustering by means of algorithms like DBSCAN (Ester et al., 1996) followed by estimation
of each cluster’s properties (Deschout et al., 2014a).
In the case of using tools such as K, L(r)− r or PCF, the property of invariance to random
subsampling presented in the paper can correct for limited detection efficiency as well
(Figure 3.2).
The methods are validated by simulations (Figure 3.2, 3, Figure 3.8). For a simulated clus-
tered point pattern with a density of 760 points µm−2 and with a true cluster radius of
82.3nm, while observation with an average localization precision of 18nm and a subsam-
pling of 50% provided a cluster radius of 95.5± 1.6 nm, the reconstruction and estimation
with the presented method provided a radius of 81.9± 1.3 nm. Characterization of the ac-
curacy and precision of the reconstruction method for different cluster and error conditions
can be found in Figure 3.3. Details of the simulations used in the paper can be found in
Methods(Section 3.4). It should be noted that the reconstruction method is crucially de-
pendent on the clustering of the localization data into appropriate shapes. A discussion of
sources of error in reconstruction, especially that due to errors in clustering, can be found in
Text S1. Example reconstruction by setting observed PALM data as true points, and involv-
ing the errors due to clustering, can be found in Figure 3.8. An example application of the
method on a previously published cluster analysis data (Scarselli et al., 2012) can be found
in Figure 3.9, where the L(r)− r curve corresponding to the reconstructed points gives a
measure of the possible deviation from that of the observed ones, due to the effect of lim-
ited localization precision. As expected, the cluster radius estimated for the reconstructed
points(97.5 nm) was found to be 11.5 nm lower than one for the observed points(109 nm)
that neglects the influence of limited localization precision.
We also provide an analytical method to exactly compute the mean L(r)− r function corre-
sponding to uncertain localizations, as a function of the true point locations and localization
precisions of all points (Methods in Section 3.4, Figure 3.10). For a given PALM experiment,
this method and the method to compute the variance due to subsampling can be used along
with simulations of true points to compute the limits of minimum detection efficiency and
localization precision permissible for a given target accuracy.
3.3 Discussion
It can be seen from the figures that we have successfully demonstrated the applicability
of invariance to subsampling property to PALM data, and the estimation of the variance
of subsampling and the reconstruction aspects of the method perform well, with the re-
construction method providing significant reductions in estimation error. The method is
simple to implement, and an implementation in MATLAB is provided. The advantages of
the method include the fact that it is based on Ripley’s L(r)− r function or Pair Correlation
Function, methods that are very popular in the field. It can also be easily coupled with
other methods that solve the problem of overcounting due to photoblinking, using models
based on the PCF (Sengupta et al., 2011). The invariance to random subsampling property
applies also to co-localization analysis with two-color L(r)− r function or Cross Correlation
Function, where the problem of limited detection efficiency involves the multiplicative prop-
agation of errors. The reconstruction method can also be used independently of L(r)− r or
PCF functions. The methods’ applicability is not limited to PALM or SMLM, the invariance
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Figure 3.3. Characterization of error in L(r)− r for observed and reconstructed points to
that corresponding to true points, at r = rtrue, based on simulated point patterns.
The simulations were done as described in Methods( Section 3.4). Cluster size (σ) of true
point pattern: 30nm. The observed points were obtained from true points by applying lo-
calization errors with mean localization precision 10, 20 and 30nm, and sampling rates of
30%, 60% and 100% ( 40 realizations per condition). The reconstructed points were obtained
from these points by means of the methods presented in the paper. The mean squared error
in L(r)− r between the ones corresponding to realizations of the observed/reconstructed
points and the true points is computed at r = rtrue, the true cluster radius estimated from
the maxima of Ltrue(r) − r, and is then divided by Ltrue(r) − r to make it relative. The
relative MSE is averaged over 10 realizations of point patterns corresponding to the same
cluster conditions. Broken lines: error rate corresponding to observed points, Solid lines:
corresponding to reconstructed points. It can be seen that the reconstruction method pro-
vides significant reduction in error for sampling rates of 60% and 100% for all clustering
conditions. The reduction in error remains significant even for 30% sampling, except for
the case when the average number of points in a cluster is only 10, in which case also there
is considerable improvement.
property might as well be applicable to Electron Microscopy based analysis of membrane
proteins, where the immunolabelling of the ultrastructure involves major subsampling. We
believe the method, by providing solutions for several important sources of error in SMLM,
has the potential to form an invaluable tool for the community.
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3.4 Methods
3.4.1 Invariance of L(r)− r function and PCF to random subsampling
For a stationary spatial point pattern defined in two-dimensional space, Ripley’s K-function
is defined (Møller and Waagepetersen, 2004; Baddeley, 2008) as
K(r) =
1
λ
E[M(r)] (3.1)
where λ is the spatial density (average number of points per unit area), and M(r) is the
number of extra events within distance r of a randomly chosen event. Ripley’s L function
is then defined as
L(r) =
√
K(r)
pi
. (3.2)
For points that are distributed in space with complete spatial randomness, i.e. without
forming any special organization such as clustering, E[M(r)] = piλr2, and hence L(r)− r =
0. In the case of clustered point pattern, L(r) − r > 0 and in the case of anti-clustered
(regularity), L(r) − r < 0. In the case of clustering, the magnitude of L(r) − r gives a
sense of the degree of clustering (‘cluster strength’) compared to a point pattern distributed
uniformly at random with the same density, and can be used for comparisons in relative
clustering between point patterns. The r value corresponding to the maxima of L(r) − r
gives a measure of the average cluster radius. We note that other measures based on the
L(r)− r function to estimate the cluster radius are available (Kiskowski et al., 2009) , and
the methods proposed in this work are independent of the specific measure used. Pair
Correlation Function (PCF, represented by g(r)) is a closely related measure, in that K(r)
is the integral of 2pirg(r). We also note that the radius estimate obtained is an ensemble
measure, and may not reflect the variability within the individual cluster radii of various
clusters in the area of analysis.
A well-known result (Baddeley, 2008; Møller and Waagepetersen, 2004) in spatial statistics
states the following. When a process is randomly subsampled by a factor α, by means of
independent Bernoulli trials with probability α, the intensity λ, gets reduced to αλ. Simul-
taneously E[M(r)] also gets multiplied by a factor α (see (Møller and Waagepetersen, 2004)
for a proof), and hence K(r) remains invariant to random subsampling. Similar argument
holds for Pair Correlation Function (PCF) (Baddeley, 2008; Møller and Waagepetersen, 2004)
and L(r)− r.
3.4.2 Exact computation of variance of K-function due to random subsampling
In practice the K-function is estimated using the following expression
K(r) =
∑i 6=j I{‖Xi − Xj‖ ≤ r}/N
N/A
(3.3)
where the numerator is an estimate for the expected value in Eq. (3.1) and the denominator
is an estimate for the intensity λ. Here N is the total number of points in the area under
analysis, A is the total area, and X1, X2, . . . , XN are the positions of the points, represented
as vectors in <2, and I{E} is the indicator function of an event E, taking the value 1 if the
event E occurs and 0 otherwise.
Suppose the point pattern is randomly subsampled with a probability α. Then the estimate
of the K function obtained from the subsampled point pattern is given by
K(r) =
∑i 6=j BiBjI{‖Xi − Xj‖ ≤ r}A
(∑Ni=1 Bi)2
(3.4)
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where Bi are independent binary variables following a Bernoulli distribution with mean
α. For a given set of positions {X1, X2, . . . , XN} and a given sampling probability α, we
analytically compute expressions for the expected value and variance of K(r), by using the
binomial theorem. The details of the derivation are given in Text S1. The corresponding
values in L(r)− r can be approximately computed from the K(r) function obtained.
3.4.3 Exact computation of K-function in the presence of localization uncertainty
In the presence of measurement error (localization uncertainty), the observed position of
a point is a perturbed version of its true position. Let X′i denote the observed position
of the i-th point whose true position was at Xi. Thus Wi = X′i − Xi is the corresponding
measurement error. The K-function estimate obtained by using the observed positions is
thus given by
K′(r) =
∑i 6=j I{‖Xi − Xj +Wi −Wj‖ ≤ r}/N
N/A
(3.5)
For a given set of true positions and given distribution of the observation errors, the ex-
pected value of K′(r) can be calculated. A derivation of an analytical expression for this
expected value, under an assumption of independent normal distributions for measurement
errors, is given in Section 3.5.
3.4.4 Estimating true locations of molecules and true L(r)− r function
In order to correct for measurement errors, we employ a technique to estimate the true
locations of the points given the variance in their observed locations. We ignore clustering
errors and separately estimate the locations of points within each cluster. Let X′1, X
′
2, . . . , X
′
K
be the observed locations of the points within a cluster containing K points. Further, let
X′i = (x
′
i , y
′
i) be the representation of the i-th point in terms of its x and y coordinates. We
estimate the x coordinates and y-coordinates of each point separately. Here we describe only
the procedure for estimating the x-coordinates. The y-coordinates are estimated similarly.
We model the true x-coordinates of all points in the cluster as i.i.d. random variables with
an unknown mean µx and variance σ2x . Let σ2x,i denote the measurement error variance in
the x-coordinate of the i-th point. We first estimate the x-coordinate of the cluster center as
x =
1
K
K
∑
i=1
x′i , (3.6)
and then compute an estimate of the mean error in the x-coordinates as
σ2x =
1
K
K
∑
i=1
σ2x,i. (3.7)
Using this we estimate the true spread in the x-coordinates of the cluster. Let
σˇ2x =
1
K− 1
K
∑
i=1
(x′i − x)2 − σ2x.
It is easy to verify that E
[
σˇ2x
]
= σ2x and thus σˇ2x provides an unbiased estimate for the spread
σ2x . However, since the estimate has to be non-negative we use a modified estimate:
σˆ2x =
{
1
K−1 ∑
K
i=1(x
′
i − x)2 − σ2x if 1K−1 ∑Ki=1(x′i − x)2 > σ2x
1
K−1 ∑
K
i=1(x
′
i − x)2 else.
(3.8)
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Finally we estimate the true x-coordinates of the points in the cluster as
xˆi = x +
σˆx
(σˆ2x + σ
2
x,i)
1
2
(x′i − x). (3.9)
The justification for using this estimate is that the expectation of the pairwise squared
distances between the estimated points remains the same as that of the true points (details
in Section 3.5). Therefore, quantification measures based on distance metrics, computed
based on the estimated true points, must also be accurate.
Finally, combining the estimates of both coordinates, we get estimates X̂i for the location
of each molecule within the cluster. We separately apply this procedure to all observed
clusters. Finally, we estimate the correct K-function using the estimated points as
K(r) =
∑i 6=j I{‖X̂i − X̂j‖ ≤ r}/N
N/A
.
This procedure can be further refined by incorporating the differences in the variances of
different points while estimating the x-coordinate of the cluster centre in Eq. (3.13).
3.4.5 Validation and simulation details
The demonstrative examples and in silico validation were done on “true points” (all label lo-
cations known with perfect accuracy), obtained either by simulation of point patterns or by
setting the localizations obtained from a PALM experiment as the true points (Figure 3.1a).
The latter is useful in that it provides a point pattern that more closely reflects a molecular
spatial distribution in practice.
The clustered point patterns used for the simulations were obtained in the following way.
Gaussian clusters with a set standard deviation σ were generated in a 2µmx2µm area for
different cluster densities (mean number of points that are clustered per unit area, values
tested: 1000,100 and 10 µm−2) and mean number of points per cluster (100, 30 and 10). A
random point pattern is superimposed on the clustered points as background(“monomer
fraction” of 30%). For Figure 3.6, the cluster size σ was varied between 10nm and 100nm,
and only the conditions of 10 and 100 molecules per cluster are displayed. For Figure 3.7,
the cluster size (σ) was 5nm and 10nm, the number of molecules per cluster 2 and 4, and
the density 10 and 1000 µm−2. Examples of point patterns used for simulations are shown
in Figure 3.11. The “true” K(r) or L(r)− r functions are then estimated using Eq. (3.3) and
Eq. (3.2) (Figure 3.12).
Multiple realizations of the observed point patterns are then obtained by Monte Carlo simu-
lations, based on the true points and the application of the effects of localization uncertainty
and/or limited detection efficiency. For the observed points, the effect of subsampling cor-
responding to limited detection efficiency is added by generating a pseudo random number
for each true point, sampled from a standard uniform distribution in (0, 1), and the point is
considered ”sampled” if the sampling ratio is greater than this value. The effect of localiza-
tion uncertainty is added by sampling from a Gaussian uncertainty distribution centered at
each true location, with the standard deviation sampled from a distribution corresponding
to an exponential photon count model (Pertsinidis et al., 2013) (Figure 3.13). The K(r) or
L(r)− r functions are then estimated. The estimations provided by the analytical methods
presented are also computed on the basis of true points and the same error parameters
used in simulations.
The relative mean squared error (MSE) or the relative standard deviation (σ) is then com-
puted by dividing with the true K(r) or L(r) − r values. The results are either averaged
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over r (Figure 3.5) or only the value at the true cluster radius (estimated from the maxima
of Ltrue(r) − r function) is used (other figures), and are then averaged over the different
realizations of true point patterns for the same cluster condition (if the true points were
obtained through simulations).
3.5 Supporting Information
3.5.1 Exact computation of variance of K-function due to random subsampling
The randomness in the estimate of K(r) due to subsampling arises due to the Bernoulli
random variables B1, B2, . . . , BN . The mean and variance of K(r) can be estimated using the
first and second moments of K(r).
The first moment is
E[K(r)] =∑
i 6=j
E
[
BiBj
(∑Ni=1 Bi)2
]
I{‖Xi − Xj‖ ≤ r}A (3.10)
and the second moment is
E[K(r)2] =∑
i 6=j
∑
k 6=`
E
[
BiBjBkB`
(∑Ni=1 Bi)4
]
I{‖Xi − Xj‖ ≤ r}I{‖Xk − X`‖ ≤ r}A2. (3.11)
Since Bi are i.i.d. and B2i = Bi, in order to evaluate the expectations in Eq. (3.11) and
Eq. (3.11), it is sufficient to compute E
[
B1B2
(∑Ni=1 Bi)2
]
, E
[
B1B2B3
(∑Ni=1 Bi)2
]
and E
[
B1B2B3B4
(∑Ni=1 Bi)2
]
.
Let α = E[B1]. We have
E
[
∏Kj=1 Bj
(∑Ni=1 Bi)2
]
=
N
∑
k=1
Pr
{
N
∑
i=1
Bi = k
}
Pr
{
K
∏
i=1
Bi = 1|
N
∑
i=1
Bi = k
}
1
k2
=
N
∑
k=1
Pr
{
N
∑
i=1
Bi = k
}
Pr
{
∑Ni=K+1 Bi = k− K
}
Pr
{
∏Ki=1 Bi = 1
}
Pr
{
∑Ni=1 Bi = k
} 1
k2
=
N
∑
k=1
Pr
{
N
∑
i=K+1
Bi = k− K
}
Pr
{
K
∏
i=1
Bi = 1
}
1
k2
=
N
∑
k=1
(
N − K
k− K
)
αk−K(1− α)N−kαK 1
k2
=
N
∑
k=1
(
N − K
k− K
)
αk(1− α)N−k 1
k2
.
The last expression can be directly computed or approximated with an integral.
3.5.2 Exact computation of K-function in the presence of localization uncertainty
For example, if Wi are assumed to be independently drawn zero mean Gaussian random
vectors, the vector Xi − Xj +Wi −Wj is a Gaussian random vector with mean Xi − Xj, and
covariance equal to the sum of the covariances of Wi and Wj, and hence ‖Xi − Xj + Wi −
Wj‖2 is a non-central χ2 random variable, with known distribution. The expected value of
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K′(r) is given by
E[K′(r)] =
∑i 6=j E
[
I{‖X′i − X′j‖ ≤ r}
]
/N
N/A
=
∑i 6=j E
[I{‖Xi − Xj +Wi −Wj‖2 ≤ r2}] /N
N/A
.
The expected value inside the summation is nothing but the complementary cumulative
distribution function of a non-central χ2 random variable, which is easily computed using
the Marcum Q-function.
3.5.3 Justification for the choice of estimator of true locations
In the Methods section of main text, the following estimators are defined.
xˆi = x +
σˆx
(σˆ2x + σ
2
x,i)
1
2
(x′i − x). (3.12)
x =
1
K
K
∑
i=1
x′i , (3.13)
σ2x =
1
K
K
∑
i=1
σ2x,i. (3.14)
The estimate of Eq. (3.12) can be justified under the assumption that estimates of the x-
coordinate of the cluster center in Eq. (3.13) and cluster spread of the x-coordinate in
Eq. (3.14) are accurate. Let
xˆi = µx +
σx
(σ2x + σ
2
x,i)
1
2
(x′i − µx)
denote the estimate of Eq. (3.12) when the cluster center and spread are accurate. It is easy
to verify that
E
[
(xˆi − xˆj)2 − (xi − xj)2
]
= 0.
This suggests that by using the estimates of Eq. (3.12), the estimate of the squared distance
between any pair of points in the cluster is unbiased, and thus the K-function computed
using distances between the estimated points is expected to be accurate. This is the main
reason for using the estimate of Eq. (3.12). It is to be noted here that if one were interested
in minimising the squared error E[‖X̂i − Xi‖2] in the position of each molecule, then one
would use the MMSE estimator of
x +
σˆ2x
σˆ2x + σ
2
x,i
(x′i − x)
in Eq. (3.12). However, it was observed that in practice this leads to a shrinking of the
reconstructed clusters. The current estimator does not have this drawback and has the
added advantage of accurately approximating distances between points in the cluster.
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3.5.4 Effect of clustering of localizations on reconstruction
The reconstruction method presented in the paper works on a cluster-by-cluster basis, and
therefore the SMLM localizations must be first preprocessed by means of clustering al-
gorithms like DBSCAN (Ester et al., 1996) or others (Rodriguez and Laio, 2014), before
applying the method. The method presented assumes that the clustering errors are mini-
mal. Example reconstructions after including clustering by DBSCAN is shown in Figure 3.8,
which provided satisfactory results. The user is recommended to try out different cluster-
ing methods and parameters for a given dataset, so as to minimize the clustering errors.
There are obvious limitations to this approach: in a case where the clusters are overlapping,
it might be difficult for clustering algorithms to identify true clusters.
For the reconstruction method, since the X and Y coordinates are estimated separately, the
method works best if the clusters are elliptical if not circular. As mentioned already, it is
best if the clusters are well separated. Also, if a cluster with an arbitrarily complicated
shape is clustered into multiple small symmetric clusters by the clustering algorithm, since
the reconstruction method works on the basis of shrinking the clusters about a central point
for each cluster, it might introduce artifacts, since each of the small clusters will be shrinked
about their centers rather than the center of the true cluster. Therefore, the user must be
careful to make sure that the clustering step does not introduce major errors or artifacts.
If the clusters are expected to have other specific parametric shapes, e.g., polygonal, helical
etc., it might be possible to adapt the reconstruction method proposed in this paper to these
alternate cluster shapes.
3.6 Other supporting information
File S1. MATLAB function to estimate the mean and the standard deviation of the subsam-
pled L(r)− r given true points. (Shivanandan et al., 2015)
File S2. MATLAB function implementing the reconstruction method.(Shivanandan et al.,
2015)
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Figure 3.4. Propagation of localization error in cluster analysis with Ripley’s L(r)− r
function.
L(r)− r curves are plotted for a set of points obtained from a PALM experiment (shown in
Figure 3.1 of main text), called true points, setting them as the true locations of molecules;
and also for 1000 realizations of localizations estimated from these true points with a given
estimation uncertainty model. (a) L(r) − r curves corresponding to the true points (dark
green) and 1000 realizations of the estimated localizations with different localization pre-
cisions (red: mean precision 10nm. orange: 20nm. green: 30nm). Details on the models
for localization uncertainty and the distribution of localization precision can be found in
Methods. (b) The cluster radius estimated from the maxima of different L(r)− r curves. It
can be seen that the L(r)− r curves and the cluster radius corresponding to the estimated
localizations is far off from the ones corresponding to true points, and the difference in-
creases with worse localization precision. Also see Figure 3.10, for a method to predict the
mean L(r)− r curves given the true points and localization precisions.
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Figure 3.5. Validation of analytical method for estimating the variance in K-function due
to subsampling.
Comparison of mean relative standard deviation in K-function due to subsampling (Relative
σ =
σK,subsampled
Ktrue ), estimated by the theoretical method (section Exact computation of variance
of K-function due to random subsampling in Methods), to that estimated from simulations
(100 realizations of subsampling per point pattern). The comparison is done for different
cluster conditions (denoted by different symbols) and subsampling ratios (colors), after
averaging over r. It can be seen that the relation follows a linear pattern y = x (note: plot
is in log scale), i.e. the theoretical predictions match those from simulations. Details of the
simulations can be found in Methods. The averaging was done over 10 point patterns per
cluster condition.
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Figure 3.6. Characterization of relative standard deviation in L(r)− r due to random
subsampling, at r = rtrue.
Relative σ = σsubsampledLtrue(r)−r , r = rtrue is the true cluster radius estimated from Ltrue(r)− r. The
comparison is on the basis for simulated points, with different cluster conditions (solid &
broken lines: number of molecules per cluster; markers: density; color: cluster size (SD of
Gaussian)) and subsampling ratios (x axis).
For all the clustering conditions presented, for 60% sampling, the relative σ remained less
than .25, with most obtaining a value less than .15. For a broad range of clustering condi-
tions, the value remained less than .1 even for 20% sampling. It can be observed that the
relative σ increases with increasing cluster radius, other cluster conditions remaining same
(that is, when clusters become less dense). Details of the cluster simulations can be found
in Methods. The averaging was done over 10 point patterns per cluster condition.
38
3.8. Author contributions
Figure 3.7. Characterization of relative standard deviation in L(r)− r due to random
subsampling, at r = rtrue, in the case of dimers and tetramers.
Relative σ = σsubsampledLtrue(r)−r . For sampling ratios of 60% or above, the relative σ remained less than
.15 for the clustering conditions tested. Details of the cluster simulations can be found in
Methods. The averaging was done over 10 point patterns per cluster condition.
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Figure 3.8. Application of reconstruction method on point locations from a PALM
experiment as the true locations, and errors added artificially.
The point pattern used as true points is the same as the one in Figure 3.1 and Figure 3.4
and the errors applied to get observed points are: mean localization precision 10nm, 20nm,
30nm and 50% subsampling. The cluster radius corresponding to true, observed and re-
constructed points, estimated from the maxima of L(r) − r curves are displayed here. It
can be seen that the ones corresponding to the reconstructed points are much closer to
the true ones and its accuracy decreases with worse localization precision. The validation
is important since it involves 1) a point pattern distributed as the one observed in a real
PALM experiment rather than Gaussian clusters used in simulations, 2) the reconstruction
also involves clustering, done by means of a clustering algorithm DBSCAN, rather than
the perfect clustering (due to prior knowledge) used in simulations. A discussion on the
importance of accurate clustering can be found in Section 3.5.
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Figure 3.9. Example application of reconstruction method on previously published cluster
analysis.
The method is applied on a previously published cluster analysis data, to note the extent of
deviation between the L(r)− r curves corresponding to the observed and the reconstructed
data. The data is from the same experiment as that shown in Figure 3.1, published in
Figure 3.2 of Scarselli et al. (2012). From the raw PALM localizations, localizations that
appear multiple times are lumped together by setting a temporal threshold of 100 frames (of
10ms exposure). The localization precisions were computed with the expression provided
in (Mortensen et al., 2010), for least squares fitting. All points that were localized with
a precision that is better than 35nm was used for analysis, whether they are appearing in
clusters or not. Clustering was performed for the reconstruction method using DBSCAN
algorithm, with parameters ε = 20nm and minpts = 3. The curve corresponding to the
reconstructed points (estimated true points, green) deviates from that corresponding to the
observed points (red).
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Figure 3.10. Demonstration of the method for the computation of L-function in the
presence of localization uncertainty.
A Gaussian clustered point pattern (20 points per µm2, 10 points per cluster, 30nm aver-
age cluster standard deviation) is observed with localization precision distributions similar
to the ones shown in Figure 3.13, with mean precisions 10nm, 20nm and 30nm respec-
tively. The L(r) − r curves are plotted for the true points (dark green), and that for the
mean corresponding to 1000 realizations of the observed points, sampling from the uncer-
tainty distribution (blue broken lines). The approximate mean L(r)− r as predicted by the
presented method for the three cases is also plotted, computed from the exact K-function
obtained, and can be seen as coinciding with those from the simulations.
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Figure 3.11. Example point patterns used in simulations.
Rows (top to bottom): Density of 1000 per µm2 (a, b, c), 100 per µm2 (d,e,f) and 10 per
µm2 (g,h). Columns (left to right): Molecules per cluster: 100 (a,d), 30 (b,e,g) and 10 (c,f,h).
Example L(r)− r functions estimated can be found in Figure 3.12.
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Figure 3.12. Example L(r)− r curves used in simulations.
(a) Mean L(r)− r functions (true, observed and reconstructed) corresponding to a particular
cluster condition (density: 1000 per µm2, 30 molecules per cluster). It can be noted that, in
this case, the curves corresponding to the observed points with the same precision coincide
approximately despite different subsampling ratios, as predicted by the invariance property
of L(r) − r to random subsampling. (b) Example L(r) − r curves (true, observed) for the
same number of molecules per cluster (10), but different density (1000 and 100 per µm2).
The relative effects of subsampling and localization uncertainty on the L(r)-r estimates can
be observed. Also, even though the absolute variance (σobserved) is higher for the point
pattern with lower density (100 per µm2) for the same error conditions, the relative variation
( σobservedLtrue(r)−r ) can be higher for the case of higher density (1000 per µm
2), as found in other
figures.
44
3.8. Author contributions
Figure 3.13. Distributions of localization precision used in the simulations.
The distributions shown hereby, based on an exponential model for the photons collected,
are the ones that were used for Figure 5a, b and c respectively.
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Chapter 4
(More) Analytical and experimental
approaches to quantification of spatial
heterogeneity
Manuscript(s) based on (verbatim) content provided in this chapter is under preparation, for submis-
sion to peer reviewed journals for publication.
4.1 Introduction
In Chapter 3, we presented methods to account for two major sources of errors in quantita-
tive spatial analysis with SMLM, that of a limited detection efficiency and localization pre-
cision. The methods were validated and errors characterized based on in silico approaches.
Biological clusters could be of different shapes, depending on the underlying physical mech-
anism( Veatch et al. (2012) and references therein). In the case of SMLM imaging, e.g., the
clusters formed due to photoblinking has a Gaussian or Cauchy peak shape (Pertsinidis
et al., 2010)), depending on the photon count distribution within the cluster. Therefore,
cluster parameter estimation techniques must be evaluated for their dependencies on clus-
ter shapes. Also, it is interesting if specific cluster models can be identified from (SMLM)
data.
In this chapter, we generalize the methods developed in Chapter 3 for estimation of true
point locations, given the locations observed with measurement error, to be applicable to
different cluster models. Also, we present our results of the application of the methods
described in Chapter 3 on experimental data from PALM experiments. Additionally, this
chapter consists of some work on cluster model identification and parameter estimation –
we theoretically evaluate a proposed estimator of cluster spatial size, and also, describe a
method to identify cluster models from data.
4.2 General approach for estimation of true locations after ac-
counting for localization uncertainty
The cluster reconstruction method presented in Chapter 3 is optimal in the case of Gaussian
clusters. In the case of other cluster models, the same procedure can be adapted. In this
section, we present a general approach based on the maximum likelihood estimation, that
can be applied to any clusters which are i.i.d and the distribution is known. This estima-
tor reduces to the estimator presented in chapter - in the case of Gaussian clusters. The
47
4. (More) Analytical and experimental approaches to quantification of spatial
heterogeneity
approach can possibly be modified with non-parametric approaches, in case parameteric
model for the clusters is not known. The adoption to other estimators, such as Minimum
Mean Square Error (MMSE) estimator and others, such as the distance conserving estimator
presented in 3.5.3, are straightforward.
Let the 2D vectors X1, X2, . . . , Xn be the true locations of the molecules within a cluster.
We model them as being drawn i.i.d from some known distribution FX. We observe Yi =
Xi + Wi where Wi are symmetric Gaussian noises with known variances (the method can
be adapted for other error models). If FX follows a parametric model, the distribution of
Y can be found out with a 2D convolution of the Probability Density Functions (PDF) of X
and W. Then, we can
1. estimate the parameters of FX from the observations Yi based on some estimator. E.g.
in the case of symmetric Gaussian shaped cluster, this will be the true cluster center
and the true standard deviation of the cluster, and
2. with the estimated parameters, estimate X′i s from each Y
′
i s with the maximum likeli-
hood approach.
E.g., in the case of Gaussian clusters, the formulation will be as follows. Let Xi ∼ N (µ,Σ)
and Wi ∼ N (0,Σi), where µ is a 2× 1 vector representing the cluster center, and Σ is a 2× 2
matrix with diagonal entries equal to σ2 and off-diagonal entries equal to 0 (similarly for Σi
– the diagonal entries being σ2i ). Σi is known from the experiment. Then, for Yi = Xi +Wi,
P(Yi) =
1
2pi(σ2 + σ2i )
exp(
−‖Yi − µ‖2
2(σ2 + σ2i )
) (4.1)
For N independent observations of Yi, the log likelihood will be
logPσ(Y1, Y2, . . . , YN) =
N
∑
i=1
(− log(σ2 + σ2i ) +
−‖Yi − µ‖2
2(σ2 + σ2i )
) + const. (4.2)
The maximum likelihood will be at ddσ logPσ = 0, which gives
N
∑
i=1
−‖Yi − µ‖2 + 2(σ2 + σ2i )
2(σ2 + σ2i )
2
= 0. (4.3)
It might be possible to evaluate this expression exactly given the values of σi, in order
to find the maximum likelihood estimate for the true cluster standard deviation. In the
general case, it might be practical to simply use a heuristic estimator, such as the solution
of Eq. (4.3) in the case when σi = σc = const∀i. In this case
σ2ML =
1
2N
N
∑
i=1
‖Yi − µ‖2 − σ2c , (4.4)
which is similar to the estimator presented in Eq. (3.8).
The true locations Xi can now be estimated by maximizing the likelihood of Yi as a function
of estimated values of µ and σ. In the case of FX being Gaussian, the results are well known
(Hajek, 2015, chap. 3), and reduces to the estimator presented in Eq. (3.12).
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4.3 Estimating true locations from data with localization uncer-
tainty: application on clusters due to blinking
The validation of the method presented in Section 3.2.2, to estimate the true point locations
from the SMLM localizations in the presence of localization uncertainty, and generalized in
Section 4.2, was mainly done on simulated data or errors. Here we apply the method on
real data, and observe its performance.
A sample consisting of sparse, well separated distribution of photoswitching fluorophores
is a system that can be studied with this method. E.g., Dronpa, the photoswitchable flu-
orophore, forms clusters in the PALM image, due to multiple localizations from a single
fluorophore. The shape of such clusters can be approximated by a Gaussian (Section 4.6),
and hence the method presented in Section 3.2.2 is directly applicable. Since the sample is
sparse, we expect the identification of blink clusters can be done with negligible error, and
also that the reconstruction algorithm will return much smaller clusters, tending towards
single molecule size.
The application of the method indeed produced such a result, and can be seen in Figure 4.1.
Sparse Dronpa single molecules immobilized on a coverslip were imaged, and the localiza-
tions were clustered using the DBSCAN algorithm. The standard deviation of the clusters
belonging to the observed localization was 18.1± 7.1nm. After the estimation of true lo-
cations accounting for localization error as per Section 3.2.2, the standard deviation of
clusters was reduced to 1.7± 1.3nm, as expected.
4.4 Theoretical K-function/PCF for cluster models: analytical frame-
work
Exploratory spatial statistics tools such as Ripley K-function and Pair Correlation Func-
tion (PCF) have been commonly used to quantify spatial heterogeneity using SMLM. The
most typical applications of these functions involve the test against Complete Spatial Ran-
domness, or comparisons of empirical values of these functions for different experimental
conditions. However, these functions have been also used for parameter estimation. The PC-
PALM technique (Sengupta et al., 2011; Veatch et al., 2012), e.g., estimates various cluster
process parameters based on fitting the empirical PCF to that of a theoretical one. Oth-
ers (Kiskowski et al., 2009) have explored the use of the radius of maximal aggregation, the
radius value at which L(r) − r function is maximum, as an estimator of the cluster size.
There is a need for such estimation tools to be analyzed or developed further, as will be
made clear in the following sections. Prior to that, the framework used for this analysis will
be elucidated in this section. The aim is to derive the theoretical functions corresponding
to different cluster models, so that they can be used for estimation based on fitting, and to
obtain the relationship between the radius of maximal aggregation and true cluster size.
It is useful to focus on a class of cluster processes, known as Poisson cluster processes,
or Neyman-Scott processes, which are generated in the following way (Diggle, 2003; Illian
et al., 2008). First, a set of parent points are created, following a spatial Poisson process
(complete spatial randomness) with density (intensity) κ. Then, S number of points are
distributed around each parent point according to the i.i.d bivariate PDF f (.), S following
some i.i.d distribution. These offspring points form the clustered point pattern.
Assuming f (.) to be radially symmetric, let the PDF of the distance r between two offspring
points within a cluster is given by h(r) and its Cumulative Distribution Function (CDF) by
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Figure 4.1. Estimation of true locations from data with localization uncertainty:
application on clusters due to blinking.
a Raw localizations from in vitro Dronpa sample b after clustering with DBSCAN, with
parameters ε = 25nm and minPts=4. c zoom in of inset in b. d histogram of cluster
standard deviations, for the observed localizations and after reconstruction. It can be noted
that the clusters shrink significantly, to a negligible size – from having an SD of 18.1± 7.1nm,
it reduces to 1.7± 1.3nm.
H(r). Then:
Kclust(r) = pir2 +
E[S(S− 1)]
κµ2
H(r), (4.5)
where the E[S(S−1)]
κµ2
H(r) term is the expected contribution within each cluster, and pir2 term
represents the contribution from all other points(Diggle, 2003). The density of the point
pattern will be µκ. When S ∼ Poiss(µ), since E[S(S− 1)] = µ2, Eq. (4.5) reduces to
Kclust,Poisson(r) = pir2 +
1
κ
H(r). (4.6)
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The derivation in case of other distributions for points per cluster is straightforward.
H, being the CDF, is monotonic and non-decreasing. The corresponding PCF, g(r) = K(r)
′
2pir
becomes:
gclust,Poisson(r) = 1+
1
2piκ
h(r)
r
(4.7)
This is the expression for purely cluster process, the next section describes ways to model
a monomer fraction. The PCF and K-function for different cluster shapes are given in
Table 4.1. We also add the physical Ising model to the compilation, since it is one of the
models that has been proposed for membrane protein clustering (Veatch et al., 2012), even
though it is not a Neyman-Scott process. We also note that the PCF of the variance gamma
(VarGamma) model has the same shape as the Ising model, as r → ∞(Jalilian et al., 2013).
Also, the general exponential PCF mentioned in (Veatch et al., 2012), to be used as a model
independent PCF to obtain model parameters, have the same shape as the VarGamma
model in Table 4.1.
Monomer fraction
To model a monomer fraction or background, a spatial Poisson distributed monomer point
pattern (density λ) can be superimposed to a purely clustered process. This is an ap-
proximate model as the superimposition can add points to the clusters as well. The re-
sulting K-function and PCF can be obtained using the expression for superposition of
two independent point processes (Diggle, 2003). In the case of a clustered process with
K(r) = pir2 + 1A H(r), superposition with such a monomer process results in:
K(r) = Kclust+monomer(r) = pir2 +
1
Ae
H(r) (4.8)
g(r) = 1+
1
2piAe
h(r)
r
(4.9)
where Ae = A/n2, n being the purely clustered fraction. For the Poisson cluster process
with S ∼ Poiss(µ), A = κ and Ae = κe, n = µκµκ+λ . It should be noted that the shape of
the function remains the same as the purely clustered process, the change in parameter A
being the only change. That is, both K(r) and PCF shapes are not unique for a particular
model.
Another way to model a monomer fraction will be to use a bimodal distribution for S (Illian
et al., 2008, sec 6.7.2).
In the case of the constraint of no neighboring clusters within a distance of rhard from any
cluster center, as in (Kiskowski et al., 2009) (where, for disk clusters with radius R, rhard =
4R), for r < 4R, Eq. (4.5) will not have the pir2 term, and, superposing the background
results in:
Khard(r) = pir2(1−m2) + 1κe H(r) (4.10)
ghard(r) = (1−m2) + 12piκe
h(r)
r
. (4.11)
Such a formulation explains the results they obtain. Note that disk clusters contain points
distributed uniformly at random within a circle (disk).
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Table 4.1. Cluster models used for analysis.
Model (rt) g(r)− 1 K(r)− pir2
Gaussian (σ)
(Illian et al., 2008) 14piκσ2 exp(
−r2
4σ2 )
1
κ (1− exp(−r
2
4σ2 ))
Disk (R)
(Illian et al., 2008) 2
pi2R2κ (arccos(
r
2R )− r2R
√
1− r24R2 ) 2κpi
 r2 arccos( r2R )
R2 −
r
√
1− r2
4R2 (r
2+2R2)
4R3 + arcsin
( r
2R
)
Cauchy α = 1/2 (ω)
(Ghorbani, 2013) 18piω2κ (1+
r2
4ω2 )
−3/2 1
κ (1− 1√
1+ r
2
4ω2
)
Variance Gamma ν = 1/2 (η)
(Jalilian et al., 2013) 12piη2κ exp(−r/η) 1κ
(
1− e− rη
(
1+ rη
))
Ising
(Veatch et al., 2012) ar−1/4 exp(−r/ξ) 2piaξ7/4 (Γ ( 74 − Γ ( 74 , rs )))
4.5 Estimation of cluster size from maxima of L(r)− r: a theoret-
ical study
Accurate quantification of spatial heterogeneity requires accurate estimation methods. One
of the key parameters in spatial distribution studies is the size of the cluster in space.
Not only that this parameter provides information on cluster expansion or shrinkage to
perturbations, but also the estimation of other parameters such as cluster density could be
dependent on accurate estimation of the cluster size.
The radius of maximal aggregation ra, the radii at which the L(r) − r function of a spa-
tial point pattern attains maxima, has been reported as an estimator for the true cluster
size rt (Kiskowski et al., 2009; Antoku et al., 2015; Roy et al., 2013; Pezzarossa and Natuur-
wetenschappen, 2012; Malkusch et al., 2013; Lagache et al., 2013; Parton and Hancock, 2004;
Deschout et al., 2014a; Shivanandan et al., 2015). Kiskowski et al. (2009) studied the rela-
tion between the rt and ra by means of simulations, and derived important insights – such
as rt <= ra <= 2rt. However, since the study was based on simulations, with a limited
set of parameters and models (only disk clusters, e.g., so rt = R, radius of the cluster), the
understanding is limited, and the possibilities of generalization are not clear. Also, cluster
shapes in biology could be very different from disk shape, and the performance of this
estimator in such cases must be studied. The effect of other parameters, such as cluster
shape, size, density, on this estimator is also not clear. Lagache et al. (2013) performed a
theoretical analysis of a similar estimator, for disk shaped clusters, and reported a simpler,
constant linear relation ra/rt = 1.3, which fails to systematically explain the more complex
relationship observed by Kiskowski et al. (2009).
In this work, we explore, with mathematical rigor, the relation between ra and rt, for dif-
ferent cluster shapes and conditions. Note that rt is defined differently for different cluster
models: for a disk cluster, rt = R, the true cluster radius, whereas for Gaussian clusters,
we set rt = σ, the true standard deviation (the full list can be found in Table 4.1), and
hence are not meant to be directly comparable between different models. We find that, in
general, for a large class of clustered point patterns, the ratio p of the radius of maximal
aggregation and the true cluster size (p = ra/rt) can be derived as an implicit function of
two cluster parameters: rt and the number of clusters per unit area (κ). We also find that it
possible to derive a theoretical lower bound for p, given a cluster model. We validate the
theoretical results with simulations. The extension for more complicated cluster models are
straightforward.
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4.5.1 Radius of maximum aggregation vs true radius: theory
Here we analyze the relationship between the radius of maximum aggregation, defined as
ra = arg max
r
L(r)− r, L(r) =
√
K(r)
pi , as a function of true cluster parameters, for the class
of clustered point patterns with K-functions of the form
K(r) = pir2 +
1
A
H(r) (4.12)
where h(r) = H′(r) and A > 0, such as the ones introduced in Section 4.4 and Table 4.1.
Then, L′(ra) − 1 = 0, L′(ra) = 1 =⇒ K′(ra)2 = 4piK(ra). Substituting in Eq. (4.12), we
obtain
A =
h(ra)
4pi(H(ra)− rah(ra)) . (4.13)
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Figure 4.2. Relation between the radius of maximal aggregation and true cluster size.
a For different cluster models, the relation between the ratio of radius of maximal aggrega-
tion ra and true cluster size rt, as a function of the number of clusters per unit area κ and
true cluster size. It can be seen that the relationships are model dependent, while following
a power law like shape. For the disk model, 1.29564 < ra < 2, whereas, e.g., for Gaussian
model, 2.24181 < ra < ∞. The minimum p value is obtained by exploiting the singularity
in Eq. (4.13), given in Table 4.2 b Plots in a after translating by the minimum p.
Eq. (4.13) can be used to a relation between p = rart for all the processes listed in Table
4.1, where rt is the true size of the cluster. The results are given in Table 4.2. In fact,
the singularity at H(ra)− rah(ra) = 0 provides a minimum bound for p for all the models
analyzed, and is also shown in Table 4.2. The lower bound so obtained is a fundamental
characteristic of the cluster model’s theoretical L(r)− r functions.
It can be seen that the relationship p = ra/rt is model dependent. For the disk model, e.g.,
1.29564 < p < 2, whereas, for Gaussian model, 2.24181 < p < ∞. Also, with this approach,
we could improve the accuracy of minimum p from the value 1 obtained through simulation
studies (Kiskowski et al., 2009) to 1.29564. This theoretical lower bound also coincides
with the constant p = 1.3 reported by Lagache et al. (2013). By establishing a systematic
relationship between p, κ and rt, the estimation approach becomes more accurate. On the
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Table 4.2. Exact expressions for the radius of maximal aggregation ra for different
cluster models.
Cluster model Expression for κr2t = f (p = ra/rt)
Theoretical lower bound
for p (to 5 digits)
Gaussian (p = ra/σ) κσ2 =
e−
p2
4 p2
8pi
(
−p2+2e
p2
4 −2
) 2.24181
Disk (p = ra/R) κR2 =
p2
(
p
√
4−p2−4 arccos( p2 )
)2
pi2
(√
4−p2(3p2−2)p−8p2 arccos( p2 )+8 arcsin( p2 )
) 1.29564
Cauchy(p = ra/ω) κω2 =
p2
pi(p2+4)3/2
(
(p2+4)3/2−4p2−8
) 2.54404
VarGamma (p = ra/η) κη2 =
p2
4pi(exp(2p)−exp(p)(p2+p+1)) 1.79328
Ising (p = ra/ξ) 12pi a
−1ξ1/4 = exp(−2p)p
3/2
4pi(− exp(−p)p7/4−Γ( 74 ,p)+Γ( 74 ))
1.37220
other hand, this approach means that unless the cluster models are known a priori, relating
the radius of maximal aggregation to the true cluster size is not obvious. The dependency
of p on other cluster parameters and the cluster model means that the estimator could be
a poor choice as a comparison tool between different experiments, if there is a possibility
that the cluster model, κ or rt are different.
4.5.2 Comparison with simulations
To establish the validity of the theoretical derivation obtained in Section 4.8 and Table 4.2
we performed a Monte Carlo simulation study. Clustered point patterns, belonging to ei-
ther Gaussian or Disk clusters, were simulated in a unit square, for varying κ and rt. The
theoretical value of p for a given κ and rt were obtained by solving the analytical expres-
sions in Table 4.2, and was compared to pˆ = rˆa/rt. rˆa was obtained from the empirical
maximum of the L(r) − r curves. The results are shown in Figure 4.3. The mean value
of pˆ from simulations broadly agree with the theoretical results, though the deviation in-
creases with increasing κr2t . This is the result of increasing number of clusters per unit area
(increasing κ) or having larger clusters within the unit square used in the simulations (in-
creasing rt), both resulting in overlapping clusters, resulting in deviations from theoretical
framework based on a particular cluster model. In fact, the deviation is most influenced by
increasing radius(Figure 4.3, bottom). We conclude that our theoretical analysis is valid for
the conditions where the estimator ra = arg max
r
L(r)− r has a reliable behavior.
4.6 Identification of cluster models: model selection and parame-
ter estimation
A common approach in spatial statistics to estimate the cluster parameters is by fitting the
theoretical function corresponding to a cluster model, such as the ones elucidated in Sec-
tion 4.4, to data to obtain the parameters(Diggle, 2003; Illian et al., 2008). The PC-PALM
method, which proposed to identify the cluster parameters after accounting for blinking,
followed this approach, by fitting the empirical PCF to a model corresponding to an ex-
ponential decay, assumed to represent no particular cluster shape(Sengupta et al., 2011;
Veatch et al., 2012; Sengupta et al., 2013; Tobin et al., 2014), while acknowledging other
possible cluster models (Veatch et al., 2012). For example, in the case of membrane pro-
teins, it has been proposed that the underlying processes could be an Ising or disk cluster
process (Veatch et al., 2012).
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Figure 4.3. Comparison of theoretical results on p = ra/rt with that from simulations
a,b Results from theory (solid curve) as well as simulations (dots), for disk and Gaussian
clusters respectively. Only the mean value from 100 simulations are shown. It can be seen
that in both cases, the mean values from simulations deviate from the theoretical values
with increasing κr2t . c,d The root mean squared error, normalized by the theoretical value,
for disk and Gaussian clusters respectively, plotted against rt. The colors denote different κ
values. It can be seen that the error values are highly influenced by rt.
As we have shown in Section 4.4, the exponential PCF shape is indistinguishable from that
corresponding to a VarGamma model. Also, it may not be accurate to compare the esti-
mated parameters corresponding to the generic exponential decay PCF as in the PC-PALM
method, between say a true Gaussian process and a true disk process, as the parameters
need not be mapped one-one. Instead, the model must be inferred from data.
However, as discussed in Section 4.4, the theoretical PCF is not unique for a cluster model,
and its shape is not sufficient to identify the models(Figure 4.4). Model selection based on
Monte Carlo (MC) rank tests – ranking the empirical statistic among the statistics from MC
simulations based on estimated parameters – based on PCF or the related K statistic is not
sound, if the same statistic was used for parameter estimation(Diggle, 2003). The standard
method in this case is to perform MC rank tests with a statistic that is different from the
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Figure 4.4. Demonstrative example of fitting model PCFs to the PCF of a disk point pattern
The empirical PCF of the point pattern in the left is computed, and is fit to the theoretical
PCFs of various cluster processes. Fit results (κˆ, rˆt, ∆ˆ), ∆ˆ being the value of the objective
function at the estimated parameters, called fit residual: Gaussian (38.11, .028, .418), disk
(40.64, .052, .435), Cauchy (21.55, .051, .284), var gamma (27.86, .040, .350)), whereas the true
values of the disk point pattern are (κ = 50, rt = R = .05). The Cauchy distribution is found
to have the best fitness, whereas the disk one has the worst. The p = ra/rt corresponding to
disk distribution, with the estimated parameters above is pˆ = 1.44. The maxima of L(r)− r
is at rˆa = 0.072, providing a rˆt = rˆa/p = .050.
one that was used for parameter estimation, e.g., the nearest neighbor distribution function.
However, the approach is known to have low statistical power (Illian et al., 2008), and we
too had similar experience during preliminary attempts to identify the cluster models from
SMLM data (results not shown).
An alternative to the summary statistic approach to perform an ensemble model selection
is to use model selection at the cluster level. After clustering by a shape independent
clustering algorithm (such as DBSCAN), each cluster can be fit to candidate models. Model
selection can then be obtained, by comparing the Akaike Information Criterion(AIC). AIC,
which uses both the goodness of fit (log likelihood) as well as model complexity (number of
estimated parameters), provides a measure of the information lost when a particular model
is selected to explain data. A preferred model among several candidates will have a lowest
AIC.
An example application of this approach is shown in Figure 4.5. Clusters following Cauchy
distributions in a unit square are identified using DBSCAN, and the x (and y) coordinates of
points in each cluster are fit to 1 dimensional normal and Cauchy distributions (candidate
models) using maximum likelihood estimation. The difference in the AIC values for each
cluster in the x and y direction are shown. It can be seen that for all clusters, the AIC
values are lower for the Cauchy fit, and hence Cauchy distribution has been (correctly)
identified. It can also be noted that this identification technique is prone to edge effects, as
the clusters close to the edge have much lower difference in AIC values between the two
candidate models. Also, choosing optimal DBSCAN parameters could be a challenge, and
could involve a tradeoff between accuracy and completeness of clustering.
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Figure 4.5. Demonstration of cluster model selection approach.
For the Cauchy clustered point pattern, after identifying the clusters with DBSCAN,are fit
to both Gaussian and Cauchy distributions, cluster-by-cluster, in both axis. The difference
in AIC between the model fits are shown. The Cauchy model was selected for all the
clusters. Empty circles denote the true points, whereas filled dots denote points detected
by DBSCAN.
We applied this technique to identify the cluster models for the Dronpa in vitro dataset
shown in Figure 4.1. There are at least two valid candidate models for the clustering
due to blinking of a photoswitchable flourophore: a Gaussian distribution or one with a
Cauchy peak shape (Pertsinidis et al., 2013), depending on the distribution of photon counts
between the points in a cluster. The results of analysis are shown in Figure 4.6. The vast
majority of clusters (more than 98%) were found to fit a Gaussian distribution better.
4.7 Spatial distribution of fluorophore detection efficiency and in-
fluence on second-order properties
4.7.1 Background
To recapitulate the challenge of imperfect detection efficiency to quantitative PALM: It has
been observed that only about 80% of the GFP molecules present in the sample emit a flu-
orescent signal(Ulbrich and Isacoff, 2007), and in the case of photo-activable fluorophores,
the corresponding value (henceforth referred to as detection efficiency of the fluorophore, rep-
resented by p) is 40-60% depending on the fluorophore, with the popular mEos2 exhibiting
about 50-60%(Annibale et al., 2012; Puchner et al., 2013; Durisic et al., 2014b). The limited
detection efficiency at the single fluorophore level has been modeled as a case of indepen-
dent Bernoulli sampling, with constant probability p. E.g., in step-wise photobleaching
experiments, by fusing each monomer molecule of the protein of interest with a fluorescent
protein molecule, the signal count (i.e, the number of steps in fluorescence signal before
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Figure 4.6. Model selection: application to Dronpa blinking cluster
The results of application of the AIC approach to the dataset in Figure 4.1. Normal distri-
bution is preferred for vast majority of clusters.
photobleaching) from the protein complex, composed of possibly multiple monomers, can
be identified. The distribution of such counts for the whole experiment can be fit to a bino-
mial distribution(Ulbrich and Isacoff, 2007) or a hyper-geometric distribution, to estimate
p and the subunit count or stoichiometry of the protein complex. Such approaches have
provided estimates of detection efficiencies of various PA-FPs (Puchner et al., 2013; Durisic
et al., 2014b). While this model – independent Bernaulli trials for each molecule with con-
stant retention probability p for the whole experiment, or p-thinning – appears to be valid
for first-order properties such as counting, its effect on estimates of second-order properties
such as clustering and co-localization quantification, key in the analysis of spatial organiza-
tion, needs to be investigated theoretically, and validated experimentally. E.g., in the case
of a true single molecule co-localization of 100%, and with a detection efficiency of .5 for
both fluorophores, the expected observed co-localization is 25%, and not accounting for the
detection efficiency will result in erroneous conclusions.
In our work (Shivanandan et al., 2015), we dealt with second-order properties in the case of
limited detection efficiency (and also localization precision) that is observed in the context
of SMLM/PALM. One of the major ideas presented in our paper was: if limited detection
efficiency in a PALM experiment can be considered as random subsampling (by means of
independent Bernaulli trials, or p-thinning) of the true set of label molecules present in
the sample, a class of second-order summary statistics functions commonly used in SMLM,
such as the Ripley’s K-function, L(r)− r function and the Pair Correlation Function (PCF)
is invariant to this subsampling. This invariance to independent p-thinning is a well known
property in spatial statistics. Also, these functions are routinely used in SMLM analysis,
both for clustering and co-localization quantification.
For the estimation of these summary statistics from data, this means that, the function (say,
L(r)− r) corresponding to each realization of subsampling (a PALM experiment provides
just one), Lsubsampling(r)− r, is sampled from an i.i.d distribution (approximated by a normal
distribution), centered at the function value corresponding to the true points (Ltrue(r)− r).
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Our paper provides a method to estimate the variance of the this distribution analytically,
given the true set of points and the sampling ratio. In the paper, we validated the methods
(both the invariance property and variance estimation) through simulations, of both Gaus-
sian clusters as well as applying errors artificially on PALM images. While the methods
were found to perform well in these scenarios, the applicability of these methods in actual
experiments needs to be demonstrated. Specifically, this involves the applicability of the
assumptions of the p-thinning model: a constant retention probability p per molecule for
the whole experiment, independent of molecules and their location.
4.7.2 Identification strategy: data from redundant labeling experiments
Ideally, the validation should be done on independent, preferably correlative measurements.
For example, if single molecule resolution AFM or TEM data are available of a field of view im-
aged by PALM, with perfect detection efficiency and negligible registration errors, then the
effect of imperfect detection efficiency in PALM on both first and second-order properties
can be studied. However, it appears such data is difficult to obtain in practice. However,
Off
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Off
Off
On
On
On
Figure 4.7. Redundant labeling approach
A target protein fused to two fluorophores (2x). There are four possibilities of detection –
(off,off), (on,off),(off,on), (on,on). States (on,off) and(off,on) are referred to as 1s case, and
(on,on) as 2s case.
redundant labeling of the target protein allows use the same estimation strategy used in
step-wise photobleaching experiments, to study spatial organization of detection efficiency.
E.g., if a protein is fused with 2 fluorophores (called 2x condition) per molecule (Figure
4.7), we can identify the spatial locations of molecules where both molecules emit signals
(referred to as 2 signals case, or 2s), or those where only one out of the two emit a signal
(1 signal case, 1s). These locations can be further analyzed, to identify the relationship
between the second order properties of 1s, 2s and 1s+2s point patterns. The data used in
Durisic et al. (2014b) provide a platform for this, and we study the spatial distribution of
detection efficiency using these data.
Note that the redundant labeling strategy in PALM can at least be of two types: the fusion
protein can have either one label attached per monomer in an oligomer, or multiple labels
per monomer for a non-oligomeric protein. Either case, we use the same notation: an
experiment with a redundancy of 3 fluorophores is called 3x experiment (and similarly for
2x, and the experiment with no redundancy is called 1x experiment). The point patterns
identified, categorized by the number of fluorophores emitting a signal per fusion protein
(after accounting for multiple fluorescent bursts from the same fluorophore), is referred to
as 1s,2s and 3s, corresponding to signal count per fluorescent protein, for the 3x experiment.
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Figure 4.7 makes this clear, in the case of 2x fusion protein.
The analysis strategy is explained in the cartoon figure Figure 4.8. Let 1s and 2s represent
the point patterns corresponding to 1 and 2 signal counts, in the 2x case. We can compare
the second-order properties (e.g. L(r)− r) corresponding to 2s (L2s(r)− r) with that of the
whole imaged population (those which emitted 1 signal or 2 signal, 1s+2s), represented
by L1s+2s(r) − r. It is a case of subsampling of the 1s+2s point pattern, with p = #2s#1s+#2s ,
# representing the counts. In case the assumption of p-thinning are valid, the 2s pattern
should have second-order properties within the bounds (σtrue,subsampling(r, p))) predicted by
the method presented for p-thinning(Figure 4.8). If the spatial distribution of 2s is different
from the 1s+2s pattern – say, due to some spatial effect such as varying illumination or pH
– the L(r)− r curve for 2s case could be outside the bounds. The same approach can be
used to compare the distribution of 1s (with 1s+2s, with p = #1s#1s+#2s ).
The identification strategy for 2x can be summerized as follows:
1. Identify the 1s and 2s point patterns from a 2x PALM experiment
2. Estimate the L(r)− r function corresponding to
a) 1s+2s: Lˆ1s+2s(r)− r
b) 1s: Lˆ1s(r)− r
c) 2s: Lˆ2s(r)− r
d) σˆ1s of L(r)− r of p-thinning 1s+2s with pˆ = #1s#1s+#2s
e) σˆ2s of L(r)− r of p-thinning 1s+2s with pˆ = #2s#1s+#2s
3. Estimate the z score zˆ.(r) =
Lˆ.(r)−Lˆ1s+2s(r)
σˆ.
. The null hypothesis of p-thinning is rejected
at 95% if |zˆ.(r)| > 1.96.
4.7.3 Application to data from Durisic et al
In (Durisic et al., 2014b), the researchers tagged the human glycine receptor (GlyR) complex
in Xenpus oocytes with a redundant-labelling strategy. The receptor has 2 β subunits and
3 α subunits. For PALM experiments with mEos2, they co-expressed the β subunits with
mEos2 (forming 2x labelling) and the α subunits with mCherry, in order to have a correlative
reference and only the spots co-localizing with the green channel in the maximum intensity
projection images were used for analysis. Using this strategy, the identified the detection
efficiency of mEos2 to be ≈.61.
Processing details
We used ThunderSTORM (Ovesny´ et al., 2014), with the wavelet filter (peak intensity thresh-
old =1.5 times the standard deviation of first wavelet)(Figure 4.9). Localizations with out-
lier PSFs (less than 30nm or greater than 600nm) were removed, as were the ones with
uncertainty greater than 100nm. Since a correlative image in the green channel (mCherry)
was available(Figure 4.9), to remove noise, only those localizations that colocalized with
the green channel image (after thresholding) was used for analysis(Figure 4.9). The localiza-
tions were then blink corrected by merging spatio-temporal clusters within a distance=pixel
size (157nm) and a dark time of 82 frames (4.1 seconds) as done in the original paper. Then,
for each localization, the neighbors within a distance rt = 100nm are identified, and those
with 1 neighbor merged to get the 2s point pattern, and those without a neighbor to get 1s
point pattern, which were used for further analysis(Figure 4.10). rt was identified by plot-
ting the detection efficiency corresponding to different rt values, and taking the value when
the detection efficiency did not change any more. Once the point patterns were identified,
the L(r) − r functions were estimated, and the σsubsampling were identified with methods
presented in Section 3.2.1.
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Figure 4.8. Identifying the applicability of random subsampling model,in the 2-redundant
labeling sample (2x)
a,c Demonstrative point patterns corresponding to those proteins where only one fluo-
rophore emits signal (1s, blue hexagons) and both emit signals (2s, green circles). a when
both 1s and 2s are p-thinned subsamples of the same spatial distribution, b a case in which
when they are not. In a, both point patterns are distributed uniformly at random, and in
b, the 1s points are distributed uniformly at random, with the 2s points forming a Gaus-
sian distribution in space. All four point patterns have same density (100 points in 1x1
AU2 space). b,d L(r)-r functions corresponding to 1s, 2s and superimposition of 1s and
2s (1s+2s), along with the 2σ bounds corresponding to the subsampling of 1s+2s with a
sampling factor .5, corresponding to a detection efficiency of .66. In the case when both are
p-thinned subsamples of same point pattern the L(r)− r values of 1s/2s point patterns are
expected to lie within the 2σ bounds (with ≈ 95% probability), whereas in the case when
they form different spatial distributions, the p-thinning assumption is not valid, and the
L(r)− r values could be outside the 2σ bounds. Note that the L(r)− r values are estimated
without an edge correction, for the ease of computation of σ, and hence the L(r)− r values
at large r could be underestimated.
Results and Discussion
The results of analysis can be found in Figure 4.12. The L(r)− r function corresponding to
both 1s and 2s point patterns fall within the bounds of p-thinning 1s+2s by p = #1s#1s+#2s and
p = #2s#1s+#2s respectively, and the respective z-scores are within the bounds for a significance
level of 5%. Therefore, the null hypothesis that the detection efficiency can be modeled as
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Figure 4.9. Green/red channel images of GlyR receptor complex
a On the green channel, the α subunits of GlyR are labelled with mCherry, and b on the
red channel, the β subunits labelled with mEos2 (scatter plot of PALM localizations). c
Thresholded green channel image d co-localization (black) of thresholded mCherry image
(cyan) and mEos2 localizations (red). Only the co-localized localizations were used for
further analysis. Scale bar: 5um.
p-thinning cannot be rejected at this significance level. The spatial distribution of detection
efficiency at the single fluorophore level appears to be soundly modeled with the p-thinning,
i.e, the random, independent subsampling model.
While this points to the applicability of this assumption in the context of PALM imaging,
and that of the methods described in Section 3.2.1, the validation approach using redundant
labeling should be considered critically. The crucial source of error in such analysis is
the accuracy in the identification of 1s and 2s point patterns. Errors due to fluorophore
blinking, sample drift and single molecule diffusion, and spurious localizations due to low
signal-to-noise ratio (SNR) or high background could be significant in the use of redundant
labeling approach as a tool for single molecule level quantitative validation. In the datasets
analyzed in the above sections, the effect due to blinking was minimized by applying the
spatial-temporal threshold method. Errors due to sample drift and SM diffusion are also
limited by the relatively short imaging time and also the use of the reference image in
the green channel. The latter approach also helps minimizing the errors due to spurious
localizations, along with the use of carefully tuned localization algorithm parameters, in
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Figure 4.10. Identification of 1s and 2s point patterns
The localizations that co-localize with green channel image are further processed, and lo-
calizations with 1 or no neighbors within a radius rt =100nm are identified (and merged
in the case of a neighbor) to get 2s(green arrows) and 1s(blue circles) point patterns respec-
tively. The intensity in raw red channel image of sample point locations of identified point
patterns corresponding to 1s and 2s point patterns are shown. The signals can be seen to
be well separated in time.
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Figure 4.11. Histogram of counts
The histogram of counts corresponding to localizations with no neighbor (1s), with 1 neigh-
bor (2s) and more than 1 neighbor within a distance of 100nm is shown.
the case when the density of localizations in the PALM dataset is relatively low.
Another possible source of error in such an approach is the algorithm used for categoriza-
tion of the localizations into 1s and 2s datasets. The problem becomes complicated if the
density of localizations is high – it becomes difficult to correctly choose subsets (with 1 or
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2 members) of localizations and their membership in the categories, as multiple solutions
are possible. The development and application of specialized, sophisticated classification
algorithms, with notions of confidence intervals, can tackle this problem; along with the
use of valid experimental controls.
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Figure 4.12. Comparison of L(r)− r and z-score for 1s and 2s point patterns
It can be seen that the L(r)− r curves for 1s/2s point patterns fall well within the bounds
predicted for p-thinning of the 1s+2s point pattern, and the z-scores fall within the bounds
for 95% confidence interval. Therefore, the null hypothesis of p-thinning cannot be rejected.
4.8 Conclusions
In this chapter, a me´lange of analytical methods as well as applications to SMLM data were
described, in the context of accurate quantitative spatial analysis. The work developed
in this chapter clarifies several issues that are involved in quantitative cluster analysis of
membrane proteins with SMLM, and provides solutions to some of them.
Section 4.2 describes a general framework for the estimation of true fluorophore locations
from the clustered localizations with measurement error, given the true cluster model, in
the lines of the method presented in Section 3.2.2. The method presented in Section 3.2.2
is exact in case the true clusters follow a Gaussian distribution, and is valid if such an ap-
proximation is sound. In the case of other cluster distributions (and localization uncertainty
models), the framework in Section 4.2 provides the corresponding exact estimator.
While the method provides exact estimators given a true cluster model, and can be easily
be applied in cases when such a model is available, such as in the case of single fluorophore
blinking, and e.g., that of proteins internalized in a spherical shaped compartment, where
a hard-core (i.e distributed uniformly at random in a sphere, whose radius is the hard-
core) distribution could be plausible, it also prompts the question about the importance
of the information about the true cluster model in this approach, especially because in
several instances in the case of membrane proteins a simple spatial distribution cannot be
expected to model the protein clusters accurately. This indeed is a very valid question,
and is relevant to other methods that have been developed in the SMLM field, such as the
PC-PALM method discussed in Section 4.6.
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In general, if the underlying physical processes lead to specific spatial patterns that can
be described by spatial models, such as in the case of SM fluorophore blinking or internal-
ization in spherical shaped organelles, the methods developed can be easily adopted. The
methods can be adapted in the case of continuum models as well. The approach could
also be valid in case the empirically observed clusters can be described by robust spatial
distribution models – even if a mechanistic explanation is absent. Such models could be
identified, e.g., with the approach presented in Section 4.6, which can be developed further.
Also, it might be possible to model the clusters with more complex spatial models, such as
mixture models or non-parametric models, which can not only account for biological com-
plexity, but also errors in the application of clustering algorithms in case of overlapping
clusters. Models that describe a system with a stochastic distribution of parameters, such
as cluster size, could also be applied. The validity and power of such approaches depend
on the complexity of the system under hand. Significance tests, and confidence intervals
for estimated parameters, could prove important in accurate identification of models and
parameters. The methods, hereby described for 2D imaging, could be modified to the 3D
case. 3D imaging ideally solves the problems associated with 2D projection of 3D structures:
another approach would be to account for membrane undulations in the 2D models used.
The methods described in Section 4.2 and 4.6 is also predicated on accurate clustering of the
observed data, so that clustering algorithm preserves the structure of the observed clusters.
E.g., in the case of a long-tailed cluster distribution, inaccurate clustering might miss the
(sparse) localizations occuring at the long tails, and this might bias the identification process.
The challenge is lesser in the case if all competing distributions are short-tailed.
The analysis of the theoretical ra = arg max
r
L(r) − r function in Section , which is an es-
timator of true cluster size described in membrane protein analysis literature, studies its
dependency on the membrane protein models and its parameters. The study concluded
that such dependencies might limit its applicability as an estimator, as it could be biased by
the models and the parameters involved.
On the other hand, the work on limited detection efficiency and the summary statistics
functions, described in Section 4.7 is independent of the true cluster models: it instead is
concerned with the spatial distribution of probability of detection with SMLM, given a spe-
cific system. The results point to the applicability of the methods described in Section 3.2.1.
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Chapter 5
High resolution correlative microscopy:
Bridging the gap between Single Molecule
Localization Microscopy and Atomic Force
Microscopy
This is a verbatim copy of an article that has been published in a peer reviewed journal: P. D.
Odermatt, A. Shivanandan, H. Deschout, R. Jankele, A. P. Nievergelt, L. Feletti, M. W. Davidson,
A. Radenovic, and G. E. Fantner. High resolution correlative microscopy: Bridging the gap between
Single Molecule Localization Microscopy and Atomic Force Microscopy. Nano Lett, 2015. Pub-
lished.
Abstract
Nanoscale characterization of living samples has become essential for modern biology.
Atomic Force Microscopy (AFM) creates topological images of fragile biological structures
from biomolecules to living cells in aqueous environment. However, correlating nanoscale
structure to biological function of specific proteins can be challenging. To this end we have
built and characterized correlated SMLM (Single Molecule Localization Microscope)/AFM
that allows localizing specific labelled proteins within high-resolution AFM images in a
biologically relevant context. Using direct Stochastic Optical Reconstruction Microscopy
(dSTORM)/AFM, we directly correlate and quantify the density of localizations using both
imaging modalities along (F-) actin cytoskeletal filaments. In addition, using Photo Acti-
vated Light Microscopy (PALM)/AFM, we provide correlative images of bacterial cells in
aqueous condition. Moreover, we report first correlated AFM/PALM imaging of live mam-
malian cells. The complementary information provided by the two techniques opens a new
dimension for structural and functional nanoscale biology.
5.1 Correlative SMLM-AFM
Observing nanoscale structural changes associated with many cellular processes is essential
for understanding the complex mechanisms underlying biomolecular function. Performing
the experiments in aqueous environments is essential for maintaining cellular integrity. At
the nanoscale, the two imaging modalities Atomic Force Microscopy (AFM) and Single
Molecule Localization Microscopy (SMLM), fulfil the requirement of concomitant assess-
ment of structure and dynamics under close to physiological conditions. AFM has long
since provided nanoscale structural information on living cells (Henderson et al., 1992;
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Dufrene et al., 1999; Rotsch et al., 1997). Recent advances in high-speed AFM have even
been successfully used to directly visualize the dynamics of molecular machinery such
as protein motors (Kodera et al., 2010; Ando, 2012). In addition, newly emerged Single
Molecule Localization Microscopy (SMLM) techniques extended all the advantages of fluo-
rescence microscopy beyond its diffraction limited spatial resolution of about 200 nm (Bet-
zig et al., 2006; Rust et al., 2006; Hess et al., 2006) and provided new important insights into
structural organization (Xu et al., 2013; Szymborska et al., 2013), dynamics (Shroff et al.,
2008) and quantification (Annibale et al., 2011b, 2012; Durisic et al., 2014a) of biomolecules.
Both techniques by themselves have proven to be very powerful for research in nanoscale
structural biology. However, in SMLM, biomolecules themselves are invisible and one ob-
serves/localizes only the fluorophores. In addition, translating the SMLM localization pre-
cision, typically between 10 and 25 nm, into spatial resolution is still very challenging due
to a number of complicating factors (Nieuwenhuizen et al., 2013). Therefore, early on, the
validation of SMLM has been carried out with correlative imaging using Transmission Elec-
tron Microscopy (TEM) (Betzig et al., 2006). Yet, in the case when SMLM is correlated
either with TEM (Betzig et al., 2006; Chang et al., 2014) or Scanning Electron Microscopy
(SEM) (Kopek et al., 2013; Monserrate et al., 2014), sample preparation conditions are far
from physiological prohibiting the observation of live processes. Structural artefacts might
as well be introduced unless one performs experiments on vitrified samples as Chang et
al (Chang et al., 2014).
AFM on the other hand has proven to obtain sub-molecular resolution on membrane pro-
teins in solution (Muller et al., 1995), but it fails at providing biomolecular specificity. In
combination, AFM and SMLM hold promise for doing correlated nanoscale biomolecular
and structural characterization on living samples in physiological conditions.
Nevertheless, the first attempts to correlate AFM with SMLM (Monserrate et al., 2014) have
not fully exploited this opportunity. For example, Monserrate et al. (2014) performed AFM
imaging of DNA in air dried down on a mica substrate. While this approach allows a nice
comparison of the two techniques, it does not allow for the two techniques to complement
each other to learn new things about structure-function relationships in living systems. In
addition, the presence of the thin mica sheet on the glass coverslip deteriorated the Point
Spread Function (PSF) and compromised the performance of SMLM. Although Chacko
et al. (2013) employ both modalities in physiological conditions, their samples were chemi-
cally fixed.
In order to exploit the full potential of high-resolution correlative AFM/SMLM imaging,
one has to maintain optimal performance in both imaging modalities. This requires careful
design of experimental procedures so that the two methods do not deteriorate each other’s
performance. In particular, during AFM imaging, maintaining low imaging forces is essen-
tial to ensure minimal damage to the soft biological samples in fluid. At the same time,
one has to maintain a low level of noise that should not be compromised by the integration
with the SMLM optical microscope. To this end, we have built a mechanical support struc-
ture to hold the AFM in place without it mechanically contacting the microscope body(
Figure 5.1). Simultaneously, in SMLM it is important that the fluorescent labelling strat-
egy minimally affects the 3D structure of the sample. Due to this requirement, from the
plethora of labelling/imaging strategies we have chosen dSTORM (direct stochastic optical
reconstruction microscopy) and Photo Activated Light Microscopy (PALM). In dSTROM,
the light-induced reversible photoswitching of organic fluorophores is obtained in the pres-
ence of millimolar concentrations of reducing thiol compounds such as dithiothreitol (DTT),
glutathione (GSH), or mercaptoethylamine (MEA), but without requiring the presence of
an activator fluorophore in aqueous buffer (Heilemann et al., 2008). In particular, using
fusion proteins or intercalating small molecules such as fluorescently labelled phalloidin,
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allowed us to completely avoid antibodies that would have otherwise significantly altered
the sample’s 3D structure. Also, after ensuring that the laser used by the AFM to detect the
cantilever motion does not overlap with the fluorophore excitation spectra, only a sub-set
of fluorophores is available for correlated microscopy. The purpose of correlated AFM-
dSTORM microscopy can be twofold; first to compare and validate the resolutions of the
one technique with the other, and second to provide complementary information about two
different aspects of the same biological sample. To establish accurate correlation and mea-
surement protocols, we chose F-actin as a first test sample, since high-resolution images of
F-actin have been reported in both imaging modalities. Monomers in actin filaments are
very weakly bound since they have to be dynamically assembled and disassembled in the
cell. Even after stabilization by phalloidin they are very delicate. AFM imaging of actin
filaments in physiological buffer therefore requires excellent force control to image at high
resolution without destroying them (Schmitz et al., 2010). This makes them an excellent test
sample to ensure high quality AFM performance. Actin is also one of the best studied struc-
tures with SMLM both in vitro (Metcalf et al., 2013) as in vivo (Xu et al., 2012). For direct
comparison of the two techniques we imaged polymerized actin filaments on a glass cover
slip. The sample preparation procedure was designed to meet the requirements of both
techniques. Fluorescently labelled phalloidin was used to prepare the sample for SMLM as
well as for AFM, although not strictly required in the latter case. The glass coverslip was
functionalized with APTES ((3-Aminopropyl)triethoxysilane) to adhere the actin filaments
as required for AFM and SMLM imaging. Both imaging modes were performed in buffer,
however each technique requires its own. While the SMLM experiment requires a buffer op-
timized for blinking of the corresponding fluorescent dye, the AFM requires a buffer which
ensures structural integrity and stability. The best image quality by AFM was obtained us-
ing soft cantilevers (BL-AC40TS-C2 cantilevers (Olympus)) with a nominal spring constant
of 0.09 N/m operated in peak force tapping keeping the force setpoint below 100 pN to
not destroy the filament. Figure 5.2a shows a high resolution AFM image of the F-actin
revealing the 36 nm periodicity of the single left handed generic helix (Dominguez and
Holmes, 2011). The spacing of the individual G-actin monomers can be seen in the cross
section (Figure 5.2c), which is equivalent to the highest resolution AFM images of F-actin
published thus far (Schmitz et al., 2010). The height of F-actin as obtained by AFM was as
expected between 6-8 nm and a crossection revealed a full width at half maximum (FWHM)
height of about 10 nm (Figure 5.2d). This result demonstrates that the performance of the
AFM is not deteriorated by the fact that it was recorded on the combined SMLM/AFM
system.
To assess the image quality obtained by SMLM on this combined system, we imaged F-
actin labelled with phalloidin-alexa647, since alexa647 dye has been reported to give op-
timal SMLM image quality (Dempsey et al., 2011). Figure 5.2e shows a dSTORM image
with a mean photon count of about 5500 (Figure 5.6a) and a mean localization precision
of 12.5 nm, comparable to the values reported in the literature(Dempsey et al., 2011). Actin
filaments that have a cross-section profile with a full width half maximum (FWHM) of ≈
24nm are visible (Figure 5.2e-g). Our measurements demonstrate that a high image qual-
ity is obtainable by both techniques individually even when performed on the combined
instrument.
The procedure for correlated image acquisition is depicted in Figure 5.3a through h. Since
alexa647 emission deteriorates after exposure to the AFM laser (Figure 5.7a-c) phalloidin-
atto488 was used instead to label F-actin for the correlative experiment. This significantly
reduced the bleaching of the dye, although some bleaching still occurs (compare Figure 5.3b
& e), but also reduced the photon count and therefore the ultimately achievable localiza-
tion precision. We recorded the AFM image before recording the dSTORM image, since
the dSTORM seemed to degrade the structural integrity of the actin filaments (for details
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see Figure 5.15). By minimizing the AFM peak forces to as low as 50 pN, the sample
remained intact for the subsequent dSTORM image acquisition, which is a prerequisite
for recording correlative images. After the AFM image was recorded, the buffer was ex-
changed and phalloidin-atto488 was forced into a triplet state by means of the chemical
reducing agent NaBH4 (Figure 5.3f). Subsequently, the reducing agent was washed and the
buffer exchanged with the dSTORM imaging buffer containing an oxide scavenging system
to ensure optimal blinking behaviour. Then, the dSTORM image was acquired (Figure 5.3h).
Figure 5.3i through k show the resulting AFM images and the dSTORM image, with the
squares in Figure 5.3i & j indicating the areas where AFM images were taken. Similar re-
sults are displayed in Figure 5.8. The effects of various forms of aberrations, primarily
spherical aberrations in SMLM (Annibale et al., 2012), are minimized by performing accu-
rate transformation and overlay (detailed in the Supporting information and Figure 5.9).
The correlative images allow comparison as well as provide complimentary information
about the sample. Comparing the width of the actin bundles as measured by AFM and
by dSTORM, we find that dSTORM provides comparable values to AFM. On the ability
to distinguish two diverging bundles of filaments, AFM provides clearer information than
dSTORM (Figure 5.4a-c). The height and width of the actin filament bundles measured by
AFM was 14 nm and 65 nm FWHM respectively. The FWHM of dSTORM was 94 nm and of
TIRF 271 nm for the filament bundles. In addition to direct comparison, the two techniques
provide complimentary information about the sample. The dSTORM image reveals a non-
homogeneous intensity along the filament which is often attributed to local differences in
labelling along the filament. The correlated AFM measurements however suggest that the
fluctuation in localization densities is partially due to the presence of actin bundles rather
than single filaments. The tendency of F-actin filaments to bundle up(Ikawa et al., 2007)
therefore likely contributes to the local differences of localizations recorded by dSTORM
along the filament (Figure 5.4h). We indeed observe a correlation between the height of
the F-actin and the number of localizations recorded at that particular location (Figure 5.4i).
Along a single filament with a height of around 8 nm about 8 localizations are detected
per line scanned by AFM (corresponding to 12 nm in length). On the other hand, in areas
where an increased height was measured ( 12-14 nm) the number of dSTORM localizations
is 1.5 times higher than observed on a single filament.
After correlation protocols have been established we used the combination of the AFM and
SMLM to extract complementary information about two different aspects of one and the
same biological sample. For this we extended our method to samples including chemically
fixed bacterial cells (Figure 5.4j) and mammalian cells (Figure 5.11). Escherichia coli (E.
coli) expressing the fusion protein RNP-mEos2 was measured by AFM and subsequently by
PALM. We chose PALM over dSTORM for these experiments since PALM can be performed
with lower laser power, which is better suited for eventually extending the technique to live
cell imaging. The AFM provides the 3D morphology of the bacteria, while PALM provides
the expression level and the 2D projection of the spatial distribution of the fusion protein.
Interestingly, one of the bacteria showed no presence of the fusion protein in part of the
PALM image. The AFM image clearly shows the fact that this bacterium is situated slightly
on top of two other bacteria. We hypothesize therefore that the fusion proteins of this
particular bacteria were not mapped because the bacterium was out of the illumination
volume covered in TIRF conditions. This is a good example where the combination of the
two techniques yields a clearer interpretation of the microscopy data than PALM alone.
However, the conventional PALM we use, does not provide 3D information of the location
of the fluorescence signals with respect to the morphology of the cell. Recent advancements
in 3D PALM(York et al., 2011) would further leverage the power of the correlated technique.
The same technique can be applied to correlated AFM/PALM measurements on mam-
malian cells. Figure 5.11 shows a fixed mouse embryonic fibroblast expressing the fusion
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protein paxillin-mEos2, which is part of the focal adhesion complexes that form contact
with the substrate. Performing SMLM and AFM measurements co-localized within biolog-
ically relevant media not only allows for direct comparison of the two techniques, but also
allows us to learn more about each individual technique and to augment the weaknesses
of one with the strength of the other. In the case of the actin filaments, AFM provided a
reference for the location and height of the filaments that could be directly compared to
the labelling density fluctuations along the filaments as observed by SMLM. This showed
that the labelling fluctuations originate partially from the presence of double and triple fil-
aments (Figure 5.4h & i), and is therefore not solely due to insufficient labelling as it was
incorrectly assumed. On the other hand, in areas along the filament revealed by AFM to
be a single filament, the fluctuations can now be unequivocally attributed to insufficient
binding of tagged phalloidin. This dual information makes the comparison between differ-
ent labelling protocols much more effective and accurate. On the other hand, the fact that
the number of localizations per scan-line correlates well with the AFM height (and there-
fore the number of filaments), suggests that the localization intensity could eventually be
used for quantifying the number of actin filaments in a bundle in situations where no AFM
information can be obtained such as in whole cell imaging.
Thus far, we have chosen our sample so that a direct comparison of the two techniques
is possible and we also showed the potential of revealing complementary information in
fixed bacteria and mammalian cells. Now that the correlation between the two techniques
has been established, they can be reliably used to complement each other in applications
where the protein specific SMLM information has to be put in a 3D cellular or mechanical
context. This will be especially important for the recent and on-going developments in 3D
SMLM (Huang et al., 2008; Pavani et al., 2009; Shtengel et al., 2009; Abrahamsson et al.,
2013). Since we perform our AFM experiments in physiological solution, it is even possi-
ble to perform live cell imaging and nanomechanical stimulation using the AFM cantilever.
Using the combination of live cell AFM (Rotsch et al., 1999; Colom et al., 2013; Dufrene
et al., 2013) and live cell SMLM (Shim et al., 2012), one could observe the reaction of the
cells to nanomechanical stimuli with unprecedented resolution. A major concern for live
cell imaging is the image acquisition speed of both SMLM and AFM, as they both tradi-
tionally require 10s of minutes to obtain a high quality image. With the development of
high speed AFM by Ando et al. (Kodera et al., 2010) and the pioneering work in high-speed
SMLM by Zhang et al. (Shim et al., 2012; Jones et al., 2011), real time nanoscale imaging of
living cells is within reach. Our combined AFM-SMLM system is already capable of such
experiments since live cell PALM has already been reported11, and the AFM we used is
capable of imaging live cells within a minute or less (Slade and Minne, 2014). Figure 5.5
shows such time resolved AFM and PALM image sequences of live CHO-K1 cells in phys-
iological environment. From the whole cell shown in Figure 5.5a, we chose the leading
edge (upper corner) for time resolved analysis (Figure 5.5b & c). AFM images (Figure 5.5b)
were recorded at 1-minute intervals showing filopodia already extended with subsequent
following of the lamellipodium. PALM images shown in Figure 5.5c were recorded directly
after AFM imaging and the cell edge from the last image in the AFM sequence is shown for
reference in the PALM images. Fluorescent frames were recorded at a rate of 20 frames/s
and processed 5000 at a time with a “running average” of 1000 frames to create each PALM
image (see methods, Figure 5.16 and Supporting movie 1 for details). Figure 5.5d-g show
zoom-ins of regions depicting paxillin clusters in focal adhesions. In d and e a paxillin
cluster disappears at one place while in f and g new ones appear.
The dynamic changes we observed in both the AFM and PALM images and the comple-
mentary information they provide demonstrate the potential of correlated AFM/PALM
imaging of live cells. It should be noted that in these experiments the AFM and PALM
data were recorded in a correlated fashion, but not simultaneously. A better integration
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of the AFM operating software with the PALM acquisition software would allow for truly
simultaneous imaging. While many of the experimental conditions for routine experiments
still have to be worked out, we expect this to become a truly enabling method in the study
of mechanobiology and mechanotransduction (Ingber, 2006; Wang et al., 2008).
5.2 Materials and methods
5.2.1 Choice of labelling strategy
What fluorescent labelling strategy is best suited for the experiment depends on the kind
of correlated experiment that is performed. In the case of the actin filaments we imaged
the same aspect of a sample with both modalities. In that case it is imperative that the
fluorescent labelling does not interfere with the sample structure as measured by AFM. In
such a case it is preferential to use a small intercalating dye such as fluorescently labelled
phalloidin. When one images different aspects of a sample with the two techniques (such as
we did in the combined imaging of cells), a broader choice of labelling strategies is available
such as antibody labelling or genetic expression of fluorescent fusion proteins. We chose
the latter for live cell imaging as it allows for labelling of intracellular structures without
permeabilizing the cell membrane. In all cases, it is essential however that the AFM laser
does not bleach the flurophores.
5.2.2 F-actin
F-actin has been polymerized from G-actin following the manufacturer’s protocol (BK003,
Cytoskeleton, Inc.) and stored on ice subsequently. Then, 5 ul of G-actin aliquot (200 uM)
45 ul pre-chilled general actin buffer was added, ending up with 20 uM G-actin in 5 mM
Tris-HCl pH 8.0, 50 mM KCl, 0.2 mM CaCl2. Next, 5 ul of 10x polymerization buffer was
added, resulting in a final concentration of 50 mM KCl, 2mM MgCl2, 1 mM ATP, and
incubated at room temperature to polymerize for 2 hours before storing on ice. Actin was
stored up to one month.
5.2.3 E.coli
E. coli bacteria expressing RNA polymerase labelled with mEos2 (Endesfelder et al., 2013)
are kindly provided by Dr. Mike Heilemann. The bacteria were grown in lysogeny broth
(LB) medium supplemented with ampicillin (0.1 mg/ml) at 37 ◦ C in an orbital shaker
overnight. Then, 100 ul of bacteria solution was added to 4 ml fresh medium and incubated
again for 3 hours. Subsequently, 1 ml was pelleted by centrifugation and the supernatant
was discarded. The pellet was resuspended in deionized water and the washing step was
repeated once more. The pellet was eventually resuspended in 400 ul deionized water and
used for subsequent sample preparation on the prepared glass coverslip.
5.2.4 Glass coverslip
25mm diameter round glass coverslips (72225-01, Electron Microscopy Sciences) were cleaned
by piranha etch (H2SO4 and H2O2 at a ratio of 2:1) on a heating plate for at least 20 min-
utes and then left to cool down. Then, the coverslips were thoroughly rinsed with water
and blown dry by a nitrogen stream. On coverslips prepared for the F-actin sample, 500
ul water (milliQ) containing 0.5% (v/v) APTS (440140, Sigma-Aldrich, Switzerland) was
deposited and incubated for 10 minutes before rinsing with water. Coverslips were then
dried at 65 ◦ C for 1 hour in vertical position. Coverslips were prepared fresh on the day
of the experiment. Cleaned coverslips used to deposit E. coli were immersed for 10 min-
utes in a solution containing 0.05 mg/ml poly-L-lysine hydrobromide (Sigma, P1524) and
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10 mM Tris at pH 8. Coverslips were then dried in a vertical position at room temperature
overnight and used within a week. Cleaned and coated coverslips were glued into a custom
made holder before the respective sample was deposited.
5.2.5 Sample deposition and Imaging Buffers
F-actin samples were prepared as follows: 3 ul phalloidin-alexa647 (A22287, Life Tech-
nologies) or phalloidin-atto488 (49409, Sigma-Aldrich, Switzerland) and 1 ul polymerized
F-actin was added to 45 ul Buffer A (2 mM MgCl2, 1 mM EGTA, 20 mM Imidazole-HCl,
pH 7.6) and incubated in darkness for 10 minutes. Then 100 ul Buffer A was added and 50
ul of this were deposited on a coverslip. Another 150 ul Buffer A was added to the sample
and incubated for 5 minutes. Additionally, up to 1 ml of Buffer A was added for AFM
experiments. E. coli samples were prepared as follows. A drop of concentrated bacteria
solution was deposited onto the coated coverslip and bacteria were left to adhere for 30
minutes before the coverslip was gently washed with water. After imaging by AFM, the
sample was washed with PHEM buffer (60 mM Pipes, 25 mM HEPES, 10 mM EGTA, and 2
mM MgCl2 at pH 6.9) and fixed with 4% paraformaldehyde in PHEM buffer for 30 minutes
without changing the position of the sample. Subsequently, the sample was washed with
PHEM buffer 3 times and PALM images were acquired.
5.2.6 CHO-K1 cells
CHO-K1 cells were grown in an incubator at 37 ◦ C, 5% CO2 in DMEM-F12 supplemented
with 10% (vol/vol) FBS and 1% antibiotics to 70% confluency prior to transfection. 4 x 105
cells were transfected with 2 ug of plasmid DNA containing the paxillin-meos2 sequence
with the Neon electroporation system. Cells were then seeded in a 6 well plate with DMEM
supplemented with FBS only. The following day they were transferred onto plasma cleaned
fibronectin coated 25 mm diameter glass coverslips and grown for another 2 to 24 hours.
Prior to the experiment the cells on the coverslip were transferred on a home-built coverslip
heater shown in Figure 5.14 to keep them at 37 ◦ C and the medium was exchanged
to DMEM without phenol red buffered with 25 mM Hepes. As imaging took less than
35 minutes it was not necessary to have a controlled CO2 environment. For longer term
imaging we suggest putting a CO2 cage around the sample including the AFM, or use the
commercially available perfusion chamber for the FastScan Bio AFM.
5.2.7 AFM
AFM experiments were conducted with a Dimension FastScan (Bruker, USA) mounted on
a custom-built support structure on top of an inverted optical microscope (IX71, Olympus,
Japan). BL-AC40TS-C2 cantilevers (Olympus, Japan) with a nominal spring constant of
0.09 N/m and a resonance frequency of 110 kHz were used to image the F-actin samples.
Images were taken in PeakForce QNM mode at a maximal force ¡ 100 pN, at a resolution
of 512 x 256 pixels. E. coli samples were imaged using Scanasyst-Fluid cantilevers (Bruker)
with a nominal spring constant of 0.7 N/m and a resonance frequency of 150 kHz. For
the live-cell experiment on CHO-K1 cells Fastscan-D cantilevers (Bruker) with a nominal
spring constant of 0.25 N/m and a typical resonance frequency in water of 110 kHz were
used. Images were taken in tapping mode at a resolution of 512 x 128 and a frame rate of
1 min-1. AFM data was processed with standard SPM software. Figure 5.12 displays 2D
AFM height images of the 3D representations shown in the main figures. The reconstruction
of the tip used in Figure 5.3 as obtained by the software Nanoscope Analysis (Bruker, USA)
is shown in Figure 5.13. More details are provided in the text of the Supporting material.
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5.2.8 dSTORM
For the imaging with alexa-647, the sample was imaged in the buffer conditions described
in Olivier et al. (2013). 2 ml of buffer (pH 7.5) was composed of: 1.685 ml PBS, 200 ul Tris
(100 mM pH 7.4), 20 ul of 1M mercaptoethylamine stock pH 8 (MEA, Sigma; pH adjusted
with glacial acetic acid 100%), β-mercaptoethanol 7 ul (M6250, Sigma), 20 ul of 200 mM
cyclooctatetraene (COT) stock made of 1.27 ml of DMSO and 30 ul of COT (Sigma), 50 ul of
100 mM protocatechuic acid (PCA, Sigma) at pH 9 (adjusted with KOH) and 20 ul of 5 uM
protocatechuic dioxygenase (PCD, Sigma) stock stored in 50% glycerol in 50 mM KCl, 1 mM
EDTA and 100 mM Tris-HCl pH 8. For the correlative imaging with ATTO-488, the follow-
ing protocol was used. After AFM imaging, the sample was washed 3x with PBS, leaving
300 ul PBS. 600 ul PBS containing 0.5 mg/ml NaBH4 was added to a final concentration of
10 mM NaBH4 and incubated for at least 5 minutes or until the fluorescence was quenched.
Then the sample was washed with Tris / Trolox buffer pH 8 (100 mM Tris, 1 mM Trolox),
leaving 250 ul buffer on the sample. Next, 750 ul buffer containing glucose, catalase and
glucose oxidase was added, resulting in a final concentration of 0.5 mg/ml glucose oxidase,
40 ug/ml catalase and 5% (w/v) glucose. Additionally, 3 ul of 100 nm fluorescent beads
(Tetraspeck, Life technologies) was added to the sample. The dSTORM measurements were
performed with a TIRF objective (APON 60X TIRF, Olympus, after a further magnification
of 2X, yielding a pixel size of 133 nm) and appropriate optical filters (Dichroic: F73-866;
Emission filter: F72-866, AHF Analysetechnik AG, Germany). Illumination was provided
by a monolithic laser combiner (MLC400B, Agilent, UK) and the optical fiber output of
the MLC400B was coupled into an optical system (TIRFM Illuminator, Olympus, Japan) in
order to generate TIRF illumination. Images were recorded with an iXon Ultra 897 (Andor)
EMCCD camera. The power of the 488nm laser at the fiber output was set to 80 mW and
that of the 647 nm laser at a maximum of 140 mW, the gain of the EMCCD camera was set
to 200 and images were taken at an exposure time of 20 ms.
5.2.9 PALM
The fixed MEF cells were imaged in PHEM buffer at room temperature. The live CHO-
K1 cells were imaged in 25mM Hepes buffered DMEM at 37 ◦ C. More details can be
found in the Supporting material. The PALM measurements were performed with the
same set-up as described in the dSTORM section. The emission light coming from mEos2
was separated from the illumination light using a combination of a dichroic mirror (493/574
nm BrightLine, Semrock) and an emission filter (405/488/568 nm StopLine, Semrock). An
optical system (DV2, Photometrics) equipped with a dichroic mirror (617/73 nm BrightLine,
Semrock) was placed between the EMCCD camera and the microscope frame. The DV2
splits the emission light from the on- and off-state of the mEos2, and sends each colour
to a separate half of the EMCCD camera chip. In order to find a cell in the sample, the
mEos2 in the off-state was visualized in the green channel by excitation of 488 nm with 5
mW power at the MLC400B output. Before imaging of the mEos2 in the on-state, fiduciary
beads (100 nm gold nanospheres, Corpuscular) were added to the sample. The gold beads
that did not sediment after 5 min are removed by washing 1x with PHEM for the MEF
cell experiment. Imaging of the mEos2 in the on-state was performed in the red channel
by excitation of 561 nm with 30 mW power at the MLC400B output. During imaging, the
mEos2 in the off-state was activated by 405 nm with a gradually increasing power at the
MLC400B output, ranging for 0 mW to 2 mW. The gain of the EMCCD camera was 200 and
the exposure time was 50 ms.
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5.2.10 Reconstruction
The estimation of the single molecule positions from the images and the rendering as a
probability map were done by the code (MATLAB, MathWorks) kindly provided by Dr.
Eric Betzig, using the same algorithm described in Betzig et al. (2006). The localization pre-
cision was estimated by means of the expression provided in Mortensen et al. (2010), also
incorporating the precision loss due to the use of the EMCCD camera. The factor to convert
ADC values to photon counts was calibrated as explained elsewhere (Janesick, 2001). The
drift during imaging was corrected using either fiducial marker traces or using the corre-
lation between frames (Ovesny´ et al., 2014). The dSTORM image displayed in Figure 5.2
was obtained from 16000 frames of imaging, and the one in Figure 5.3 & Figure 5.4 from
60000 frames. For Figure 5.2, only localizations with a precision between 2 nm and 30 nm,
and a photon count between 300 and 50000 were considered. For Figure 5.3 & Figure 5.4, a
localization precision cut-off of 50 nm and a minimum photon count of 100 were used. The
PALM image displayed in Figure 5.4j was obtained from 62000 frames of imaging, and that
in Figure 5.11 from 27000 frames. Localizations in both images were plotted if the corre-
sponding mEos2 image contained at least 100 photons and if the localization precision was
between 3 and 30 nm. The PALM time sequence (Figure 5.5c & Supporting movie 1) was
obtained from 14000 frames of imaging, with each individual PALM image in the sequence
obtained from a subset of 5000 frames. The time sequence was obtained by shifting 1000
(Supporting movie 1) frames of imaging between each PALM image (for details see Figure
5.16). In Figure 5.5c selected frames of the sequence are shown. Only mEos2 localizations
with a precision between 2 and 40 nm and a photon count of at least 100 were plotted.
5.2.11 Overlay
Overlay between the AFM image and the STORM localizations was done by estimating an
affine transformation matrix between the two by minimizing a cost function based on the
overlap between the two images. More details are provided in the text of the Supporting
material.
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5.5 Supporting Information
5.5.1 MEF cell sample preparation
The mouse embryonic fibroblast (MEF) cells are kindly provided by Dr. Luca Scorrano, and
the mEos2-paxillin-22 vector is kindly provided by Dr. Michael Davidson. The MEF cells are
grown in DMEM supplemented with 10% fetal bovine serum, 1% penicillin-streptomycin,
1% non-essential amino acids and 1% glutamine, at 37 ◦ C with 5% CO2. A 25 mm diam-
eter round cover slip (# 1.5, Electron Microscopy Sciences) is prepared by first treating it
with an oxygen plasma for 5 min and then incubating it with PBS containing 50 ug/ml
fibronectin (bovine plasma fibronectin, Invitrogen) for 30 min at 37 ◦ C. To remove the
excess of fibronectin, the cover slip is washed 1x with PBS. The cells are transfected by
electroporation (Neon Transfection System, Invitrogen). The electroporation is performed
on ≈500,000 cells using 2 ug of DNA, using 1 pulse of 1350 V with a width of 35 ms. The
transfected cells are seeded on the cover slip and grown in DMEM supplemented with 10%
fetal bovine serum, 1% non-essential amino acids and 1% glutamine, at 37 ◦ C with 5% CO2.
At least 24 h after transfection, the cells are washed 1x with PHEM (60 mM Pipes, 25 mM
HEPES, 10 mM EGTA, and 2 mM MgCl2 at pH 6.9) and fixed by incubating them in PHEM
with 4% paraformaldehyde at 37 ◦ C for 30 min. After removing the fixative, the cells are
again washed 3x with PHEM and the cover slip is glued into a custom made holder that is
positioned on the microscope stage.
5.5.2 Imaging procedure
AFM images were then recorded using the Dimension Icon head (Bruker) in peak force
tapping mode. Lever A of a Hydra-All-G cantilever (AppNano) with a nominal spring
constant of 0.292 N/m was used. Images were recorded at a line rate of 0.5 Hz and a pixel
resolution of 512x256.
5.5.3 Overlay between AFM and STORM images
Both AFM and STORM imaging can involve various forms of aberrations. This is especially
pronounced in the case the optical aberrations in STORM imaging. Correlative imaging
therefore should account for these. Additionally, since the images are not necessarily of ex-
actly the same size and of the same region (our STORM images typically cover a larger field
of view than the AFM image), accurate overlay also involves the matching of structures in
the image. We approximate the net effect of these as an affine transformation of STORM
localizations. We then estimate the transformation parameters from data to obtain the more
accurate overlay. The 2D affine transformation can be described as x′ = Ax + By + Tx and
y′ = Cx + Dy + Ty, where x′ and y′ are the coordinates obtained by the transformation
of the original x and y coordinates (STORM localizations); A, B, C and D are lumped pa-
rameters that can cause scale, shear and rotation operations; and Tx and Ty are translation
parameters. We estimate these parameters by the optimization of the overlap between the
structures in the STORM and AFM images. The cost function for optimization is computed
based on the total number of the affine-transformed STORM localizations with a signal in
the corresponding pixel of the AFM image. The optimization and parameter estimation are
then done by means of generic algorithm. An example of the estimation process is shown
in Figure 5.9 which shows the overlays before and after the estimation. For the overlay
figures (Figure 5.9g and Figure 5.8c), since the probability map rendering of the dSTORM
localizations involved the shifting of the origin estimated by the overlay algorithm to ac-
commodate the localization error distributions, an additional manual translation operation
was performed.
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Figure 5.1. Correlative AFM-SMLM: instrument setup.
(a) Schematic of aligned optical light path with AFM cantilever. By laterally translating
the incoming laser beam using a micrometre screw, the TIRF illumination condition is
enabled. The AFM cantilever is centred in the field of view by adjusting the position of the
inverted optical microscope mounted on an x / y-translation stage (as shown in b & c). (b)
Mechanical integration of an inverted optical microscope and the AFM. The inverted optical
microscope is mounted on an x / y-translation stage. Around it a mechanical support
structure is built to hold the AFM in place without mechanically contacting the microscope
body. The whole instrument is placed on a vibration isolation platform inside an acoustic
isolation box. (c) Photograph of the instrument, (d) zoom in to the AFM cantilever aligned
to the optical axis.
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Figure 5.2. Independent performance of AFM and dSTORM on the combined
AFM/SMLM system.
(a) AFM image of F-actin deposited on an APTES coated glass coverslip (200 nm x 200 nm).
(b) 3D model of F-actin showing its apparent helical structure, which is observed by AFM
as well. (c) Height profile of F-actin extracted from AFM data, along the filament (profile
line indicated in (a)). The length of one helical turn is 37 nm. (d) Profile perpendicular
to the F-actin having a full width at the base of < 15 nm. (e) Probability map of F-actin
labelled with phalloidin-alexa647 imaged with dSTORM, with a selected filament zoomed
in (inset). Pixel size full image: 10nm, inset: 4nm. (f & g) Intensity profiles corresponding
to the lines in the inset, normalized to the maximum intensity in the profile. The FWHM of
the profiles are ≈24nm.
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Figure 5.3. Experimental procedure and representative correlated AFM-dSTORM images.
Experimental procedure (a-h): (a) The AFM cantilever is centered in the optical field of view
of the camera by translating the inverted microscope in x- & y-direction. (b) The sampled is
moved and a region of interest is selected. (c) The AFM image is acquired. (d) To determine
the center of the scan another optical image is taken to account for an applied offset during
AFM image acquisition. (e) Then, another TIRF image of the sample was taken and the
illumination condition was optimized. (f) The fluorescent labels (Phalloidin-atto488) are
quenched chemically and forced into a dark state by exchanging the buffer containing 10
mM NaBH4. (g) The buffer of the sample is exchanged with optimal dSTORM buffer
and beads are added to be used as fiducial markers during the image reconstruction. (h)
dSTORM images are acquired. Scale bars below images (a-h) are 3 um. (i & j) AFM images,
(k) reconstructed dSTORM image in probability map representation. (i & j) Areas correlated
with AFM.
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Figure 5.4. Comparison of AFM, dSTORM and TIRF imaging resolution from correlative
imaging.
( a, c & e) AFM, dSTORM and TIRF images respectively (1.5 um x 1.5 um) of correlated
filaments. Lines and colors indicate the location of profiles shown in (b, d & f). (g) Overlay
of dSTORM probability map (blue) and 3D rendered AFM image (yellow-brown-). (h)
Different F-actin arrangements suggested based on the AFM data. (i) Orange: Maximum
height projection of the AFM section showed below the plot. Blue: Number of localizations
detected in regions between the white lines per line scan of the AFM. In higher areas more
localizations are observed. (j) Correlative AFM/PALM image of E. coli bacteria expressing
RNA polymerase-mEos2.
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Figure 5.5. Live-cell time-resolved AFM/PALM on mammalian cell.
(a) CHO-K1cell transiently expressing a paxillin-mEos2 construct imaged in its off-state
under TIRF illumination. Overlaid is an AFM overview image from the upper part of
the cell. The white square outlines the area zoomed in for the AFM time-series shown in
(b). (b) Time-resolved AFM sequence of the leading edge of the cell, showing the normal
cell behavior of filopodia protrusion with subsequent lamellopodia extension. The frame
rate is 1 min-1. The white square in the AFM image recorded after 9 min marks the area
of subsequent PALM images shown in (c). (c) Live-cell PALM time series showing the
reorganization of the paxillin-mEos2 clusters. (d) Zoom in of the green square outlined in
c at 28.2 min. (e) The same area as in d at 31.6 min. (f) Zoom of the area outlined in red
in (c) in the image taken at 30.7 min. (g) Zoom of the same area as in f at 33.3 min. While
the AFM images show the dynamics of the cell membrane the PALM series monitors the
changes in the paxillin-mEos2 clusters. In (d & e) paxillin clusters disappear from the top
left corner (arrow). New paxillin clusters are formed within 3 minutes at the site shown in
(f & g) (arrows).
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Figure 5.6. Photon count histograms of STORM images.
(a) corresponding to Figure 5.2e (with alexa647) and (b) Figure 5.3 (ATTO488).
Figure 5.7. Bleaching effect of AFM laser on alexa647.
TIRF images of F-actin labelled with phalloidin-alexa647 exposed to the laser of the AFM.
(a-c) and effect of dSTORM on F-actin structure. (a) TIRF image taken of a fresh sample
of F-actin labelled with phalloidin-alexa647 deposited on glass coverslip. (b) The AFM tip
was then brought close to the sample surface by false engaging without scanning and kept
at this position for 30 minutes. (c) The fluorescence in the area where the cantilever was
positioned was substantially bleached after 30 minutes of exposure to the laser of the AFM,
making a subsequent dSTORM image impossible. Therefore for correlated AFM/dSTORM
atto488 was used.
Figure 5.8. Additional correlated AFM/dSTORM on F-actin.
F-actin labelled with phalloidin-atto488 imaged by AFM and dSTORM. (a) AFM height
image (b) dSTORM image of the same area (c) Overlay of a and b. Details to the overlay is
shown in Figure 5.9b.
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Figure 5.9. Alignment process for correlated AFM/STORM.
Alignment process for STORM images of Figure 5.3k (a) and Figure 5.8 (b) The local-
izations obtained from STORM imaging (blue) is transformed by a 2D affine transform to
obtain the coordinates (green) that are better aligned with the structure in the AFM image
(red). The parameters of the transform are estimated by the procedure mentioned in the
Supporting material text. (c) Histogram showing the distribution of localizations per area
of a particular height as measured by AFM. By correlating dSTORM data and AFM data as
shown in Figure 5.4g, a height value was assigned to pixels of the dSTORM image. The
sum of localizations occurring within a bin (bin size 2 nm) was divided by the total num-
ber of pixels falling into that particular bin size. Most localizations relative to the number
of pixels appeared at heights between 8 nm - 14 nm, which corresponds to the measured
physical height of F-actin, while very few localizations were detected on the level of the
substrate (0 - 2 nm). This histogram is a quantitative representation of the correlation of
dSTORM and AFM data.
Figure 5.10. Overlay of dSTORM and TIRF.
Overlay of dSTORM (blue) image and total internal reflection fluorescence (TIRF) image
(green) of the same area as shown in Figure 5.4g. The TIRF image shown here was used
for the analysis in Figure 5.4e& f.
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Figure 5.11. Correlative AFM/PALM image of MEF cell.
Correlative AFM/PALM image of a fixed mammalian cell (mouse embryonic fibroblast
(MEF) cell) expressing the fusion protein paxillin-mEos2. (a) 3D render of AFM image with
error channel as mask. (b) PALM image. (c) Correlated AFM and PALM image. Details
describing the sample preparation are discussed in the text of the Supporting material.
Figure 5.12. 2D AFM images of 3D representations shown in main figures.
2D AFM height images of 3D representations shown in main figures. (a) Corresponds
to AFM image shown in Figure 5.2a. (b) Corresponds to AFM image shown in Figure
5.3i& 5.4g. (c) Corresponds to AFM image shown in Figure 5.3j. (d) Corresponds to AFM
image shown in Figure 5.4j. (a-d) Top height image, bottom peak force error image. (e)
Corresponds to AFM image shown in Figure 5.5a. Top height image, bottom phase image.
(f) Corresponds to AFM time-resolved images shown in Figure 5.5b.
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Figure 5.13. Reconstruction of tip used for AFM for Figure 5.3 and 4.
Tip reconstruction as obtained by Nanoscope Analysis software of the AFM tip used for
imaging F-actin filaments shown in Figure 5.3 & Figure 5.4. The tip shape was recon-
structed from an image of a tip characterization sample. (a) 2D height image. (b) 3D
representation of tip reconstruction.
Figure 5.14. Glass coverslip heating holder used for live-cell experiment.
Schematic of the home-built glass coverslip holder used to keep the live-cell CHO-K1 sam-
ple at 37 ◦ C. The temperature was controlled with TC-2-80-15 (Bioscience Tools).
Figure 5.15. Effect of dSTORM measurement on structural integrity of actin filament.
Effect of dSTORM measurement on actin filament interity. (a) AFM image of F-actin la-
belled with phalloidin-atto488 before dSTORM. (b) dSTORM image acquired as described
in the methods. Reconstruction was done using the software thunderSTORM without drift-
correction. (c) After dSTORM image was acquired another AFM was recorded. Parts of
actin filaments disintegrated.
85
5. High resolution correlative microscopy: Bridging the gap between Single Molecule
Localization Microscopy and Atomic Force Microscopy
Figure 5.16. Schematic of PALM image reconstruction and time-sequence.
Time-resolved PALM images constructed from 5000 frames with a running average ap-
proach. (a) Schematic showing the time-resolved PALM image reconstruction. Each PALM
image is a reconstruction out of 5000 frames. Between each consecutive PALM image there
is an offset of 1000 frames. The time reported indicates the time at which the middle frame
of the respective PALM frame has been acquired. (b) Time-resolved PALM series. On top
of each PALM image the number of frames used for its reconstruction is indicated. The out-
line of the cell is marked in gray. This time-sequence was used for the Supporting movie
1.
86
Chapter 6
MosaicIA: An ImageJ/Fiji plugin for spatial
pattern and interaction analysis
This is a verbatim copy of an open access peer reviewed publication A. Shivanandan, A. Radenovic,
and I. F. Sbalzarini. MosaicIA: an ImageJ/Fiji plugin for spatial pattern and interaction analysis.
BMC Bioinformatics, 14(1):349, 2013.
Abstract
Background: Analyzing spatial distributions of objects in images is a fundamental task
in many biological studies. The relative arrangement of a set of objects with respect to
another set of objects contains information about potential interactions between the two
sets of objects. If they do not “feel” each other’s presence, their spatial distributions are
expected to be independent of one another. Spatial correlations in their distributions are
indicative of interactions and can be modeled by an effective interaction potential acting
between the points of the two sets. This can be used to generalize co-localization analysis
to spatial interaction analysis. However, no user-friendly software for this type of analysis
was available so far.
Results: We present an ImageJ/Fiji plugin that implements the complete workflow of spa-
tial pattern and interaction analysis for point-like objects. The plugin detects objects in im-
ages, infers the interaction potential that is most likely to explain the observed pattern, and
provides statistical tests for whether an inferred interaction is significant given the number
of objects detected in the images and the size of the space within which they can distribute.
We benchmark and demonstrate the present software using examples from confocal and
PALM single-molecule microscopy.
Conclusions: The present software greatly simplifies spatial interaction analysis for point
patterns, and makes it available to the large user community of ImageJ and Fiji. The pre-
sented showcases illustrate the usage of the software.
Keywords
spatial pattern analysis, microscopy, co-localization analysis, interaction analysis, PALM,
ImageJ, Fiji, image analysis
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6.1 Background
We present a software plugin to analyze and quantify spatial patterns of objects in images
using the free open-source image-processing platform ImageJ (Abramoff et al., 2004) or
its distribution Fiji (Schindelin et al., 2012). The spatial arrangement of objects relative to
each other is a rich source of phenotypic information. This ranges from spatial patterns
of sub-cellular structures or proteins, to the spatial patterns formed by cells in tissues,
to spatial patterns of organisms in ecosystems. The mathematical framework of spatial
statistics allows quantifying and analyzing such patterns, comparing them with each other,
and performing statistical tests on them (Mecke and Stoyan, 2000; Diggle, 2003; Moller
and Waagepetersen, 2004). This for example allows testing whether the distribution of a
set of objects is significantly different from random, or whether the objects in one set are
distributed independently of the objects in another set. Significant deviations from spatial
randomness are indicative of interactions (of some sort) between the objects, as formalized
in the framework of spatial interaction analysis (Helmuth et al., 2010).
Biology has long relied on co-localization analysis in order to quantify the spatial distribu-
tion of one set of objects with respect to another one. This includes pixel-based and object-
based co-localization analysis methods (Bolte and Cordelie`res, 2006). Pixel-based methods
typically use a correlation measure between the pixel intensities in different images in or-
der to quantify the degree of overlap or co-localization between the object distributions
represented in the images. Object-based methods first detect and delineate the objects of
interest in the images and then quantify their degree of co-localization using an overlap
measure. While pixel-based measures are easy to compute, they are difficult to interpret.
They are also sensitive to blurring and noise in the image. Moreover, in some observations,
like those from Photo-Activation Localization Microscopy (PALM) and STochastic Optical
Reconstruction Microscopy (STORM) (Betzig et al., 2006; Rust et al., 2006; Hess et al., 2006),
it is not obvious what constitutes an image (Baddeley et al., 2010), as these methods provide
locations and localization uncertainties of individual molecules. Pixel-based methods are
hence not directly applicable, unless one first renders a synthetic image from the observed
point locations. This, however, leads to a loss of information as nearby molecule detec-
tions fuse into one blob in the rendered image. Object-based methods are more intuitive to
interpret, as they directly work with locations of objects. However, they depend on prior
object detection and segmentation. It is also not clear when two object should be considered
“overlapping”. This requires defining a distance threshold, which typically is ≈200 nm for
diffraction-limited data (Lachmanovich et al., 2003). Single-molecule imaging, like PALM
and STORM, directly provides point locations, rendering a separate object-detection step
unnecessary.
While co-localization analysis captures the amount of overlap between objects, it is not
sufficient to describe spatial patterns and interactions (Helmuth et al., 2010). Also, co-
localization measures do not account for the fact that accidental overlap occurs even in
randomly distributed objects and becomes more frequent as the object density increases.
This typically leads to a density bias in the final co-localization score.
6.1.1 Spatial interaction analysis
Helmuth et al. (Helmuth et al., 2010) have generalized co-localization analysis to interac-
tion analysis, which corrects for accidental overlaps, is robust against imaging noise and
image-processing errors, does not require defining a distance threshold, and is able to
capture patterns also at larger length scales than just immediate overlap. They used a
nearest-neighbor interaction model based on spatial Gibbs statistics, which characterizes
an observed pattern by an interaction potential. This is the potential that is most likely to
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produce the observed distribution of nearest-neighbor (NN) distances between objects if
the objects interact pair-wise according to this potential.
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Figure 6.1. Interaction analysis with smooth potentials and context correction.
(a) Example comparison of fits to data (blue) using traditional, uncorrected object-based co-
localization analysis (red) and using the context-corrected method used in MosaicIA (green).
The plots show the nearest-neighbor (NN) distance distribution between two arbitrary point
patterns. (b,c) Sample fits corresponding to interacting and non-interacting point patterns,
respectively. In the case of the non-interacting point pattern, the model fit (green) to the
observed NN distribution (blue) coincides with the context (red). In the presence of an
interaction, the NN distance distribution (blue) is different from the context (red). The
difference is explained by an interaction potential, leading to the green model fit. (d) Shapes
of different potentials provided by MosaicIA. Parameters: σ = 1, and t = 0 for all except
step potential, where σ = t = 1.
Compared to object-based co-localization analysis, the interaction analysis model uses ad-
ditional information that is present in the data, namely nearest-neighbor distance distri-
butions also between non-overlapping objects. The model is hence able to better fit an
observed distance distribution than a co-localization score would be (see Fig. 6.1a). The
method also provides standardized ways to (1) correct for the influence of the distribution
of points within one set onto the distance distribution to another set; (2) infer parameters of
the interaction potential, such as the strength and length scale of the interaction; (3) perform
statistical hypothesis tests for the presence of an interaction.
The notion of “interaction” used here is purely geometric. We say that two sets of objects
interact if the spatial distribution of one set is not independent of the distribution of the
other set (see Fig. 6.1b). The objects do not interact if the distribution of one set can be
explained by a random distribution that does not depend on the other, the reference set
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(see Fig. 6.1c). These interactions or spatial patterns need not imply causal interactions.
6.1.2 The Interaction analysis model
Let the two sets of objects be represented by their spatial positions X = {xi}Ni=1 and
Y = {yj}Mj=1. Further let D = {di}Ni=1 be the set of distances from any point in X to its
nearest neighbor (NN) in the reference set Y. The context q(d) is the probability density
function (p.d.f.) of NN distances if the objects in X were distributed uniformly at random
and independently of the distribution of the objects in Y. We call this the context because it
corrects for how the objects in Y are distributed and for the shape of the space within which
the objects in X can distribute. The p.d.f. of the observed NN distances is then modeled
as (Helmuth et al., 2010):
p(D|q) = Z−N
N
∏
i=1
q(di) exp (−ϕ(di)) , (6.1)
where Z is the normalization constant (partition function), and ϕ(d) the unknown distance-
dependent interaction potential. The role of the potential is to “deform” the context in order
to explain the distribution of X with respect to Y as a result of the points in X interacting
with their nearest neighbors in Y through the potential ϕ (see Fig. 6.1b,c).
The potential ϕ(d) can be of any shape, including a step function for which a context-
corrected version of traditional threshold-based co-localization measure is recovered (Hel-
muth et al., 2010). Often, we use a parametric potential of the form ϕ(d) = ε f ((d− t)/σ),
where ε is the interaction strength, σ the length scale of the interaction, and t a threshold
closer than which objects are considered overlapping. The function f defines the shape of
the potential. If the shape f is unknown, a piece-wise linear non-parametric function is
used. Plots of the different parametric potential shapes provided by the plugin are shown
in Fig. 6.1d.
6.2 Implementation
The plugin is written in Java. It uses the open-source Java library Weka (Hall et al., 2009)
for efficiently computing NN distances using kd-trees and for kernel density estimation of
probability distributions. The plugin further uses CMA-ES (the Covariance Matrix Adapta-
tion Evolution Strategy) (Hansen and Ostermeier, 2001) for parameter optimization. This
optimizer is less prone to get stuck in local optima than the simplex method used in the
original publication (Helmuth et al., 2010). The plugin has been tested with both ImageJ
and Fiji on Windows, MacOS X, and Linux. It should run on any platform where Java and
ImageJ are available. Running a complete analysis using the present plugin takes between
a few seconds and a few minutes, depending on the number of objects present in the image.
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a) b)
c)
Figure 6.2. The graphical user interface of the plugin.
(a) The main mask of MosaicIA where the parameters are entered. (b,c) Windows showing
example results of an analysis. The measured and fitted NN distance distributions, along
with the context, are shown in (b). The interaction potential leading to the displayed fit is
shown in (c)
The user interface of MosaicIA is shown in Fig. 6.2. Its workflow is explained in the
flowchart in Fig. 6.3. The plugin reads either images (2D or 3D), or comma-separated
text files containing the coordinates of objects. The user can create or load a mask to restrict
the analysis to a certain region of interest, if necessary. If the analysis is based on images,
bright points in the images are first detected using the feature-point detector by Sbalzarini
and Koumoutsakos (Sbalzarini and Koumoutsakos, 2005), which is also available in Java
as an ImageJ plugin and processes both 2D and 3D images. Then, the NN distance dis-
tribution D between the two point sets is computed and the context q(d) estimated using
grid sampling (Helmuth et al., 2010). This means that q(d) is approximated by computing
the NN distance from each point on a regular Cartesian lattice to the nearest neighbor in
Y. The grid resolution has to be set by the user. Finer grids lead to more accurate results,
but require more computer time. Smooth representations of the observed (empirical) NN
distance distribution pˆ(d), and of the sampled context q(d) are obtained by kernel density
estimation. The estimator kernel widths are set by the user, but the software provides an
initial guess calculated with Silverman’s rule (Silverman and Green, 1986).
The plugin currently works with point objects only, even though the interaction analysis
framework generalizes to extended objects, too (Helmuth et al., 2010). In order to work
with non-point objects in the present plugin, they can be segmented using other software,
e.g. the Region Competition plugin for ImageJ (Cardinale et al., 2012), and their centers of
mass can be read into the present plugin. Representing extended objects by their centers
of mass does not significantly change the result of the interaction analysis, as shown in the
PALM example below.
The type of the potential function can be selected from a drop-down menu. Both parametric
91
6. MosaicIA: An ImageJ/Fiji plugin for spatial pattern and interaction analysis
Create/Load  mask  
to  select    ROI
Calculate  distance
distribution  
Hypothesis  test
Estimate
interaction  potential
Image?  
Parametric
potential?    
Input  images  or
point  coordinates
Parameters  for
particle  detection  
Particle  detection  to
find  coordinates
  Input  grid  size  &
kernel  weights  for  
distance  distribution
No
Yes
Input  number  of
samples
Yes
Figure 6.3. Workflow of interaction analysis with MosaicIA.
See main text for details and examples.
and non-parametric functions are provided. The plugin then estimates the potential or
its parameters from the data by minimizing the `2 difference ‖ pˆ(d)− p(d)‖2 between the
observed NN distance distribution pˆ(d) and the one predicted from the interaction model
p(d) (see Appendix B). The results, including the residual fitting error, are then shown
along with a plot of pˆ(d), p(d), and q(d), as shown as in Fig. 6.2b,c.
The plugin also provides hypothesis tests to check whether the estimated interaction is
statistically significant. The test statistic is computed from K Monte Carlo samples of point
distributions corresponding to the null hypothesis of “no interaction”. The test statistic
from the actually observed distribution is ranked against these K random samples. If it
ranks higher than d(1− α)Ke-th, the null hypothesis of “no interaction” is rejected on the
significance level α (Helmuth et al., 2010).
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6.2.1 List of parameter inputs to the plugin
The plugin has six parameters that the user can set to control its behavior. These parameters
and their typical values are described below.
Parameters for particle detection
The following parameters control the image-processing part of the plugin. The algorithm
used to detect bright particles in the images and extract their location is described in
Ref. (Sbalzarini and Koumoutsakos, 2005). See this reference for a more in-depth discussion
of these parameters and for illustrations of how they affect particle detection.
• Radius: Approximate radius of the particles in the images in units of pixels. This
value should be slightly larger than the visible particle radius, but smaller than the
smallest inter-particle separation.
• Cutoff: The score cut-off for false-positive rejection. The larger the cutoff, the more
conservative the algorithm becomes to only select particles that look alike.
• Percentile: Determines how bright a spot has to be in order to be considered a par-
ticle. All local intensity maxima in the given upper percentile of the image intensity
histogram are considered candidate particles.
Parameters for computing distance distributions
Once the particles have been detected in both images, or their coordinates have been read
from files, the following parameters can be used to control interaction inference:
• Grid spacing: The grid spacing controls how finely the context q(d) is sampled in
units of pixels It should ideally be less than half of shortest possible interaction that
can be detected with the available data. For an image without sub-pixel particle
detection, 0.5 (pixel) is hence sufficient. In cases where finer resolution is needed, the
user can try successively smaller values until the context q(d) does not change any
more. Grid sampling the context q(d) is the most time-consuming part of the analysis.
Adjusting the grid size hence significantly influences the computational time.
• Kernel wt(q): This is the weight parameter used by the kernel density estimator to
estimate the smooth context p.d.f. q(d) from the grid samples. Since the number of
grid points is usually large, a small kernel weight of 0.001 should be sufficient to
produce smooth results. This parameter usually does not need to be changed.
• Kernel wt(p): This is the weight parameter used by the kernel density estimator
to estimate the smooth NN distance distribution pˆ(d). The value of this parameter is
critical, and a rough estimate for it is computed using Silverman’s rule (Silverman and
Green, 1986). The resulting value is shown as a suggestion. This parameter should
be carefully tuned so that the resulting distribution contains all relevant information
from the histograms, without overfitting them. A larger value for this parameters
leads to a more fine-grained, less smooth fit.
6.2.2 List of potentials provided
The plugin provides both parametric and non-parametric potentials that can be used to
describe an interaction. The non-parametric potential is more flexible and does not require
the user to assume anything about the functional shape of the interaction. However, it
requires more computer time to be estimated and does not support statistical tests for the
significance of an interaction. Parametric potentials offer an intuitive interpretation of an
interaction by its strength and length scale. Frequently, one first estimates a non-parametric
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potential in order to get an idea of the rough shape of the interaction. Then, one selects the
parametric potential most similar to it and repeats the estimation.
Parametric potentials
Potentials are parameterized as ϕ(d) = ε f ((d − t)/σ) with interaction strength ε, length
scale σ, and a hard core t. For the step potential, σ = 1. For all other potentials, t = 0. The
shapes f (·) of the various potentials are:
• Step potential:
f st(r) =
{ −1 if r < 0
0 else .
(6.2)
• Hernquist potential:
f he(r) =
{ − (r + 1)−1 if r > 0
−(1− r) else . (6.3)
• Linear potential, type 1:
f l1(r) =
{
0 if r > 1
−(1− r) else . (6.4)
• Linear potential, type 2:
f l2(r) =

0 if r > 1
−1 if r < 0
−(1− r) else .
(6.5)
• Plummer potential:
f pl(r) =
{
− (r2 + 1)−0.5 if r > 0
−1 else . (6.6)
Plots of these potentials are shown in Fig. 6.1d. In principle, other potentials can be imple-
mented, too.
Non-parametric potential
The non-parametric potential does not assume any specific shape and can be used to gain
an approximate idea of the shape of an unknown interaction. It is defined as a weighted
sum of linear kernel functions centered on P support points (defined in the #support pts
field). The more support points are used, the finer the potential is resolved, but the more
costly and unstable the estimation becomes. The smoothness of the estimated potential
is controlled by the smoothness parameter, which penalizes differences between adjacent
support points. Larger smoothness parameters lead to smoother potentials, but may miss or
average out interesting interactions. Therefore, this parameter should be used with caution.
6.2.3 Working with coordinates instead of images
It is possible to directly use MosaicIA on localization data. This is useful when working
with imaging modalities like PALM and STORM that provide point coordinates rather than
images. It is also useful when working with objects that are not point-like, or for which the
point-detection step of the plugin does not work well. These objects can then be detected
and segmented using any other tool, e.g. the Region Competition plugin for ImageJ (Car-
dinale et al., 2012), and their coordinates stored in a file. A comma-separated text file of
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coordinates can be read into the plugin by clicking load coordinates instead of load images.
Each line in the file should contain the coordinates of one object in the format x, y, (z). The
spatial boundaries of the point patterns (they must be identical for both X and Y) are en-
tered in the fields provided. For objects detected in a 400× 400 pixel image, the boundaries
are (0, 399) in both directions.
6.2.4 Interpreting the results
The estimated interaction potentials and parameters can be used to quantitatively compare
spatial distributions across different samples and conditions (e.g., perturbations). Compar-
isons based on interaction strengths and length scales, however, should only be done for
results obtained with the same potential shape.
The strength of an interaction, ε, is equal to zero for independent, i.e. non-interacting, point
patterns. However, due to noise and random overlap in the data, the strength may be
slightly greater than zero even in the case of no interaction. A hypothesis test is therefore
provided in order to check whether an estimated interaction is statistically significant given
the amount and quality of the data used to infer it.
The hard core of an interaction, t, is akin to the distance threshold in classical object-based
co-localization analysis. If two objects are closer to each other than this hard core, they are
considered overlapping.
The length scale of an interaction, σ, quantifies over how many units of length the potential
is scaled. It hence provides information about the length scale of organization between the
two point patterns. The unit of length is pixels if the objects are detected from images. If
coordinates are read from a file, the unit of length is as defined in that file.
6.3 Results and Discussion
We validated and tested the plugin on synthetically generated point distributions in the
presence and absence of interactions and confirmed that interactions were correctly de-
tected (results not shown). We show here the application of the plugin to two real-world
cases: interactions between viruses and endosomes in HER-911 cells as inferred from flu-
orescence confocal microscopy images, and clathrin–GPCR interactions as inferred from
PALM super-resolution data in HeLa cells.
6.3.1 Application to virus–endosome interaction from confocal images
We apply the plugin to analyze the interactions between human adenoviruses of serotype 2
(Ad2), stained with ATTO-647, and Rab5-EGFP-stained endosomes in HER-911 cells (image
data: Greber lab, University of Zurich). Similar data has also been used in Ref. (Helmuth
et al., 2010). The results are shown in Fig. 6.4. Figure 6.4a shows the image X of the virus
particles after particle detection in the plugin. The image Y of the endosomes after parti-
cle detection is shown in Fig. 6.4b. Fig. 6.4c shows the observed NN distance distribution
(blue curve), the expected distribution if viruses were distributed at random and indepen-
dently of the endosomes, i.e., the context (red curve), and the best fit (green curve) with the
Plummer potential shown in Fig. 6.4e. Figure 6.4d shows the results when using the step po-
tential shown in Fig. 6.4f, corresponding to a context-corrected object-based co-localization
count. The residual fitting error when using the Plummer potential is about 4-fold lower
than when using the step potential, even though the latter also corrects for the context. The
improvement stems from using continuous distance information. The error when using
classical co-localization analysis without correcting for the context would be even larger.
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Figure 6.4. Results of applying the plugin to virus–endosome data from confocal
microscopy.
(a) Image X of the red channel showing adenovirus serotype 2 (Ad2) tagged with ATTO-647.
(b) Image Y of the green channel showing Rab5-EGFP, a marker for endosomes. The results
from particle detection using MosaicIA are shown as overlaid red circles. Only a single
2D image is used here, and no z-stack. (c,d) Distance distributions obtained after fitting
the data with a Plummer and step potential model, respectively. (e,f) The corresponding
estimated interaction potentials. The Plummer potential leads to a 4-fold lower fitting error
than the step potential.
6.3.2 Application to GPCR–clathrin interaction from PALM data
Super-resolution microscopy techniques such as PALM and STORM do not provide images,
but produce point clouds by measuring the coordinates of individual fluorophores and
their localization uncertainties. Directly working with these position data provides more
information than first rendering an artificial image from them and then working with that
image (Baddeley et al., 2010).
G-protein-coupled receptors (GPCRs) are important signaling proteins that are transported
in clathrin-coated vesicles. The sizes of these vesicles are typically below the resolution limit
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of classical microscopy, rendering them a good system to be studied with super-resolution
techniques like PALM and STORM.
We analyze the prototypical GPCR β2-adrenergic receptor (β2-AR) and its internalization in
clathrin-coated vesicles post stimulation with the agonist isoproterenol in HeLa cells (An-
nibale et al., 2012). β2-AR is labelled with PSCFP2, and clathrin light chains are labeled
with PAMCherry1 (Annibale et al., 2012). Figure 6.5a shows an exemplary rendered prob-
ability map from dual-color PALM after setting a clustering threshold to remove localized
molecules that are not within a cluster of at least the threshold size (Annibale et al., 2012).
The estimated locations of these individual fluorescent molecules are shown as dots in
Fig. 6.5b, without the localization uncertainty distributions. Circles mark clusters of fluo-
rophores with the cluster centers given by the crosses.
We can either analyze the interactions between the individual molecules in one color chan-
nel with those in the other channel, or we may exploit the biological knowledge that the
actual interaction acts at the organelle level rather than the molecular level. For the lat-
ter, we hence analyze the interactions between the centers of the detected clusters across
the two color channels. For the sake of simplicity, we do not explicitly model localization
uncertainty, registration errors, and limited detection efficiency.
The results corresponding to the parametric potential that provided the best fit (in this case
an L1 linear potential) are shown in Fig. 6.5. Figures 6.5c,d show the results of the analysis
based on cluster centers, Figs. 6.5e,f those based on individual molecules. In both cases,
the residual fitting error is 5-fold lower than when using a step potential. Figures 6.5g,h
show controls obtained by randomly scrambling the cluster-center locations. We see that:
(1) the plugin correctly infers an interaction (estimated ε = 1.85) in the data with cluster
centers, but detects no interaction in the randomized control (ε = 0.6; the null hypothesis of
no interaction has rank 512 of 1000 and cannot be rejected). (2) The results when applying
the analysis to individual molecules or to cluster centers are similar, with the former esti-
mating ε = 2.0, indicating that the analysis is robust against clustering effects and correctly
identifies the length scale of the interaction. A randomization control based on individual
molecules yields ε = 0.3 (data not shown), and the null hypothesis of no interaction cannot
be rejected (rank 202 of 1000). This indicates that analyzing interactions between organelles
by considering their cluster centers, rather than individual molecules, may be sufficient to
distinguish an interacting pattern from a non-interacting one. Analysis with other potential
shapes provided similar results.
6.4 Conclusions
We presented MosaicIA, an ImageJ/Fiji plugin for spatial point pattern and interaction anal-
ysis. The plugin takes as an input two 2D or 3D images showing the spatial distributions of
two sets of bright, point-like objects, or it reads the coordinates of two sets of objects from
files. It then uses a nearest-neighbor Gibbs interaction model from spatial statistics in order
to infer the pair-wise interaction potential that is most likely to create the observed distribu-
tion of objects. Compared to classical pixel-based or object-based co-localization analysis,
this makes better use of the information present in the image and hence provides superior
statistical detection power (Helmuth et al., 2010). The analysis also accounts for the context
created by the shape of the space within which the objects are distributed and by the object
distribution within the reference set. Estimating interaction models is more robust against
imaging noise and image-processing errors than classical co-localization analysis (Helmuth,
2010). Statistical tests are provided by the plugin in order to check the significance of an
interaction. The estimated interaction parameters provide a quantitative way of comparing
spatial patterns across different samples, conditions, and perturbations.
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Figure 6.5. Results of applying the plugin to clathrin–β2-AR data from single-molecule
PALM.
MosaicIA applied to PALM super-resolution imaging in fixed HeLa cells: The green channel
(X) shows the GPCR protein β2-AR labelled with PSCFP2. The red channel (Y) shows
Clathrin Light Chain-PAMCherry1. (a) Rendering of the PALM image as a probability
map showing only molecules that localized into clusters of a given threshold size. (b)
These molecules displayed as points without their corresponding localization uncertainty.
Clusters of molecules are visualized by circles with × marking the cluster centers. (c,e,g)
Distance distributions obtained after fitting the model with a linear L1 potential. (c,d) Fit
and estimated interaction potential when using only cluster centers for the analysis. (e,f)
Fit and estimated interaction potential when only using all individual molecules. (g,h)
Randomization control using a randomly shuffled point pattern X with the same number
of points as in c.
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The plugin has been tested on both synthetic and real-world data. We demonstrated its
application to virus trafficking data obtained with confocal fluorescence microscopy and to
PALM super-resolution data of the interaction between clathrin and β2-AR. In the latter case,
we compared the results from applying the analysis to individual points with the results
obtained from cluster centers. In all tested cases, the best interaction potential explained
the data 4 to 5-fold better than a step potential, i.e., than context-corrected object-based
co-localization analysis. Without context correction, the fits would be even worse.
Despite the fact that we have here only demonstrated the plugin for fluorescence mi-
croscopy and PALM data, it can be applied to distributions of any type of objects (organelles,
cells, organisms), as long as their positions can be extracted from images or read from files.
For example, in the case of cells in tissue, it can be applied with the help of segmentation
methods that can provide the spatial location that best fits a cell (Qu et al., 2011). Compar-
ing the model fits obtained with different parametric potentials can also be used to test and
compare hypothetical interaction mechanisms directly on the data.
Future work includes extending the plugin to also handle extended objects that are not
point-like, and to explicitly account for localization uncertainties and registration (aberra-
tion) errors. Other useful extensions could be testing for spatial randomness within a single
set of objects, and automatic estimation of algorithm parameters from the data.
6.5 Author contributions
Designed the method and the software: IFS and AS, implemented the software: AS, per-
formed the data analysis: AS and AR, wrote the paper: AS, IFS, and AR. All authors read
and approved the final manuscript.
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Chapter 7
Conclusions and outlook
This thesis started with a broad discussion of the challenges in using SMLM for quantitative
studies(Section 1.2 and detailed review in Section 2.2). It was elucidated that the errors due
to imperfect labeling, detection efficiency and localization precision, overcounting due to
photoblinking, sample drift, fixation artifacts, and registration could significantly affect
quantitative studies. Tools that account for these errors are therefore required.
The effect of imperfect localization precision and detection efficiency could be accounted
for in quantitative analysis of spatial clustering by means of analytical tools that incorporate
these sources of errors (Chapter 3). It was demonstrated (Section 3.2.1) that the popularly
used spatial statistics tools in quantitative SMLM, the second order properties such as Rip-
ley’s K-function, L(r)− r function and the PCF are invariant to p-thinning or independent
subsampling, i.e., modeling the detection of a point as independent Bernaulli trials with a
constant probability p, which is independent of spatial location. The estimators of these
second order properties of the subsampled points are stochastic, due to the stochasticity in
subsampling, with its mean being an unbiased estimator of the true value of the respective
second order property. It was shown that the variance in the subsampled statistic can be
analytically expressed as a function of true points and the sampling factor(the result is exact
in the case of K-function). The methods were validated and the errors due to subsampling
characterized using simulations. The results imply that for a large range of cluster condi-
tions, the variance of the subsampled function is low for the detection efficiencies that are
relevant to PALM. The applicability of the invariance result to limited detection efficiency in
real experiments was also explored(Section 4.7), with positive results. The results are also
applicable for two type second order properties such as cross correlation function, i.e. in
co-localization analysis as well. The methods developed is not only limited to SMLM or mi-
croscopy, they are general results regarding these second-order properties that are widely
used in spatial statistics.
The analytical method to estimate the variance given the true points, currently developed
in exact form for one-type K-function and in the approximate form for one-type L(r)− r
function, can be extended to one type PCF and also for the two-type second order prop-
erties. Edge correction, e.g., proposed by Ohser (1991), can also be incorporated to this
approach. Also, currently, one has to depend on simulations of true points to estimate the
variance, since the true points are not known (only one realization of the subsampled points
is known). It will be useful if the relation between the sampling factor and the variance due
to subsampling can be established, perhaps as a function of observed points. Computa-
tional statistics approaches, such as bootstrapping, might be used for this purpose (Loh
and Stein, 2004; Loh, 2008).
A framework to estimate the true locations of points that are imaged with imperfect local-
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ization precision was also proposed (Section 3.2.2 and 4.2). Such an approach can not only
provide accurate estimates of true locations, but also improve the quantification of param-
eters such as cluster size, density, shape, strength etc. The estimator involves a three step
procedure: first the localizations are clustered using a clustering algorithm, then the true
cluster radius is estimated by means of some estimator for each cluster, and then the true
point locations in each cluster estimated based on the observed localizations and the esti-
mate of true cluster radius, using the maximum likelihood approach. This approach was
observed to provide excellent results, when tested with simulations on Gaussian shaped
clusters. The method was applied on real data – the clusters formed by photoblinking, and
could provide results as expected( Section 4.3). It should be noted that purely for the char-
acterization of true cluster sizes, step 3 (estimation of true locations) is not necessary. Also,
an analytical method to estimate the second order properties given the true points and the
localization precision for each point was developed (Section 3.4.3).
The estimator (of true locations)’s reliance on cluster-by-cluster analysis means that errors
due to clustering could become significant. Performing informed clustering and selection
of clustering parameters, and possibly the use more sophisticated parametric models (e.g.
mixture models), or an extension based on nonparametric models, could help in this re-
gard. It might be possible to also incorporate imperfect detection efficiency to improve this
approach, e.g., by using Expectation Maximization (EM) algorithm (Dempster et al., 1977).
The clusters observed in biology can be of different structure and shapes, depending on the
physical processes involved. It is important to identify the cluster model from data, not only
with the aim of identifying the physical processes involved, but also for accurate estimation
of cluster parameters(Section 4.4). Cluster parameter estimation could be a complicated
problem. We studied the theoretical properties of an estimator that has been proposed to
estimate the cluster size – the radius of maximum aggregation, obtained from the maxima
of L(r)− r function – for a variety of cluster processes (Section 4.5), and concluded that the
relation between it and the true cluster size is crucially dependent on the true cluster radius
as well as the number of clusters per unit area, and also on the cluster model. Previously,
this relation was not clear, and our findings lead to more accurate parameter estimation.
As discussed in detail in Section 4.8, the estimators presented – whether for estimating
true locations of clustered points observed with measurement error, or estimating true
cluster parameters – are in general dependent on cluster shapes, and information about this
becomes important in analysis, either from mechanistic formulations or identification from
empirical data. Mechanistic formulations are more obvious in the case of certain systems
(e.g., fluorophore blinking or simple internalizations). If such models are not available,
robust spatial models that can describe the clusters, if possible, must be identified from data.
In these lines, we also described a method in Section 4.6 to identify cluster models, based on
clustering by a shape independent clustering algorithm, followed by the comparison of the
Akaike Information Criteria (AIC) for the fits of each cluster to competing cluster models.
Again, as mentioned above, it is important to perform careful and informed clustering, and
more sophisticated (e.g. mixture models) or detailed models (non-parameteric ones, e.g.,) or
improved models that account for errors due to clustering might help. Such a development
in the context of more realistic biophysical models of clustering, and its application on
SMLM experiments on membrane proteins in order to identify cluster models from data
would be a very interesting future work.
One obvious and useful extension of the methods that account for localization uncertainty
is to account for the errors in labeling as well. Use of label-linker structures of finite size,
often in the 10nm range or more, especially in the case of immunolabelling, and possibly in
an arbitrary orientation, could significantly affect quantitative analysis (Section 2.3.1, and
Figure 2.3). True protein cluster model distributions, or approximations thereof, can be com-
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bined with realistic stochastic models for labeling, to obtain better quantitative information
about the true structure.
The analytical methods described in this thesis is focused on the specific problem faced in
spatial distribution analysis of membrane proteins in fixed cells. However, these methods
are also valid in the case of live cell imaging, though other sources of errors associated
with live imaging, such as in accurate single particle (molecule) tracking and location es-
timation (Sibarita, 2014), probably are the crucial limiting problems in such a case. Also,
the reformulation of these methods, currently in 2D form, for 3D data, or by introducing
provisions for membrane undulations etc, would lead to more accurate analysis.
Validation with relevant experimental tools, such as correlative microscopy involving both
SMLM and AFM, can also aid the development of quantitative SMLM. Moreover, such
correlative microscopy can provide complementary information: SMLM providing single
molecule localization of specific species, while AFM providing high resolution information
about its spatial context – cell morphology, membrane undulations, etc. Furthermore, the
possibility of obtaining mechanical properties with AFM, or its use as a nanomanipulation
tool, can be exploited. Chapter 5 discusses a correlative microscopic tool that was used
to image actin filaments in vitro using STORM, and bacterial cells and live mammalian
cells with PALM. We could identify that the density of localization in SMLM is correlated
with the height information from AFM, and hence, attribute part of the localization inho-
mogeneities to physical differences in actin filaments (i.e., presence of single or multiple
filaments), instead of labeling inaccuracies. The approach promises to be not only a use-
ful validation tool, but also a new microscopy modality that can provide complementary
information about the sample, which specifically designed experiments can take advantage
of.
An important step in making quantitative SMLM a regular tool for biological experiments
is the availability of easy to use, efficient software that can hide the complexity of correct
but tedious computational methods under its hood. The MATLAB code for methods pre-
sented in Section 3.2.1 and Section 3.2.2 are available online (Shivanandan et al., 2015). An
ImageJ plugin that incorporates these methods along with general spatial analysis tools
relevant to SMLM, in an efficient, parallelized manner, is under development. Chapter 6
describes an ImageJ/Fiji plugin that implements a spatial interaction analysis framework
that extends the concept of co-localization by using concepts from spatial statistics. The
framework models spatial interactions between two-type (dual-color) point patterns as a
nearest neighbour Gibbs function of an interaction potential. The interaction potential can
be of different shapes (Figure 6.1), in contrast with the standard step-function in classical
object based co-localization, improving statistical power for the test for interaction. The
model also corrects for cellular context and provides a hypothesis test for interaction and
a framework for model selection, and was shown to be robust against imaging noise. The
plugin is not limited to SMLM localization data – it can also work with images, i.e., it
works also with conventional FM. Section 6.3 describes the application of the plugin to
virus-endosome confocal microscopy data and GPCR protein-clathrin PALM data.
In conclusion, the work presented in the thesis has identified many of the challenges faced
in performing accurate quantitative SMLM. It has addressed some of these challenges, fo-
cusing on some of the most important ones, thus contributing to improved quantitative
SMLM. In this endeavor, it has produced results that are not only applicable to SMLM, but
often are more general, e.g., the analytical results and software are applicable to the vast
domain of spatial statistics, or systems involving spatial point patterns.
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Appendix A
Progress in quantitative single-molecule
localization microscopy
This is a verbatim copy of an article that has been published in a peer reviewed journal: H. Deschout,
A. Shivanandan, P. Annibale, M. Scarselli, and A. Radenovic. Progress in quantitative Single
Molecule Localization Microscopy. Histochem Cell Biol, 142(1):5–17, 2014a
A.1 Introduction
With the invention of single-molecule localization microscopy (SMLM) techniques (Betzig
et al., 2006; Rust et al., 2006; Hess et al., 2006), it has become possible to image intracel-
lular proteins with high contrast at a hitherto unprecedented resolution in conditions that
resemble their natural environment. Nowadays, SMLM is starting to be used routinely for
imaging of biological samples in 2D and 3D, in fixed and live cells, and in multiple colors
(Oddone et al., 2014; Klein et al., 2014).
SMLM techniques can be used for quantitative studies, e.g., counting proteins in a single
cell, analyzing the spatial organization of proteins, or estimating co-localization between or-
ganelles that are smaller than the optical diffraction limit or even between single molecules.
SMLM can also be used for other types of quantitative measurements, for instance in single-
particle tracking (SPT) mode (Manley et al., 2008; Persson et al., 2013). The high labeling
specificity offered by fusion proteins, and the relatively low chance of overcounting caused
by repeated imaging of the same fluorophore due to the phenomenon of photoblinking,
makes photoactivated localization microscopy (PALM), among the different SMLM tech-
niques, a relatively better choice for quantitative imaging.
However, to use SMLM/PALM for quantitative measurements, a number of issues have
to be overcome. Since these techniques provide localizations of individual fluorescent
molecules rather than a single image, the tools required for quantitative analysis are often
different from these in conventional fluorescence microscopy. Also, imaging with PALM
involves multiple sources of errors, such as: overcounting of commonly used fluorescent
proteins in the range of 100 % due to photoblinking (Annibale et al., 2010; Lee et al., 2012),
limited detection efficiency in the range of 40–60 % related to incomplete photoconver-
sion (Annibale et al., 2012; Durisic et al., 2014b); uncertainty in the localization of molecules
in the order of 15–50 nm caused by, among other factors, a limited number of detected
photons (Mortensen et al., 2010; Thompson et al., 2002); and sample drift during the long
imaging time in the order of 50 nm (Betzig et al., 2006). In the case of co-localization
analysis using PALM, additional challenges exist in the form of the limited number of avail-
able spectrally separate fluorescent proteins for multi-color imaging, and that of accurately
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overlaying the images from the two-color channels (Annibale et al., 2012). It must also be
mentioned that the computational methods used in SMLM, i.e., the image processing and
localization algorithms, can be another source of error in quantification (Deschout et al.,
2014b; Small and Stahlheber, 2014).
Here, we review the recently reported efforts toward solving some of the problems that
affect quantitative SMLM measurements. In particular, we focus on PALM and its com-
monly reported applications: counting single molecules, analyzing protein organization,
and measuring co-localization on the single-molecule level.
A.2 Single-molecule counting with PALM
Several important cellular functions involve low-copy number proteins that are not de-
tectable by conventional measurement techniques (Ghaemmaghami et al., 2003). Also,
studies dealing with the stochastic nature of gene expression and its importance in biol-
ogy (Elowitz et al., 2002; Raj and van Oudenaarden, 2008) require accurate and precise
single-molecule counting. while omics-scale abundance data with single-molecule sensitiv-
ity can be obtained from conventional fluorescence microscopy (Taniguchi et al., 2010), the
spatial resolution is limited due to the diffraction of light. PALM, with the possibility of
single-molecule resolution counting in sub-diffraction limit voxels, therefore clearly offers
interesting prospects in this field.
In order to use PALM for counting, the ideal scenario would be that each fluorescent pro-
tein present is counted once and only once. However, there are at least two critical issues
that result in counting errors - under-counting due to a limited detection efficiency and
overcounting due to multiple appearances of the same fluorophore. Due to the limited
detection efficiency inherent to fluorescence microscopy, resulting from misfolding and in-
complete maturation of the fluorescent proteins, only a fraction of the molecules can be
imaged. In conventional fluorescence microscopy, this fraction is about 80% for GFP (Ul-
brich and Isacoff, 2007). In PALM, even lower fractions are observed, because of the limited
photoconversion efficiency. A fraction of 53-60% has been reported for the relatively bright
mEos2 (Annibale et al., 2012; Durisic et al., 2014b), and many other fluorescent proteins
perform even worse.
Various methods have been developed to work around this obvious limitation. Diffraction-
limited protein subunit stoichiometry estimation can be performed by observing the bleach-
ing steps of individual fluorophores attached to the subunit molecules. This method was
used to estimate the subunit stoichiometry of membrane proteins (specifically, NMDA
receptors) in live cells, composed of two different subunits, by means of labeling with
GFP (Ulbrich and Isacoff, 2007). The detection efficiency of GFP was estimated by fit-
ting the observed number of bleaching steps to a binomial model for detection. A simi-
lar approach was used to estimate the subunit stoichiometry of heteromeric glycine-gated
channels (GlyRs) (Durisic et al., 2012). In the context of SMLM, the stoichiometry of the
asialoglycoprotein receptor complex in rat hepatic lectin 1 (RHL1) and rat hepatic lectin
2 (RHL2) was estimated by single-molecule counting (Renz et al., 2012). The problem of
limited detection efficiency was avoided by focusing on the ratio of detected molecules.
First, the relative detection efficiency of paGFP/paCherry was characterized, by perform-
ing dual-color PALM on a 1:1 fusion construct. Subsequently, dual-color PALM was used
to investigate the homo/hetero-association, by determining the ratio between the counts of
paGFP-RHL1/paCherry-RHL1 pairs and paGFP-RHL1/paCherry-RHL2 pairs, respectively.
In another work, the expected ratio between monomers and dimers of pamCherry1 for a
given detection efficiency was modeled, and was fit to data to estimate the detection effi-
ciency (Nan et al., 2013).
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Figure A.1. Photoblinking: on/off times.
a A single-molecule kymograph of an individual mEos2 molecule, upon pulsed 405 nm
irradiation (blue vertical lines). Taken from Annibale (2012). b The spectral evolution of
partially photoconverted mEos2 upon 561 nm irradiation, displaying an increase in 405 nm
absorbance, corresponding to the protonated form of the red fluorescent state. Taken from
Annibale (2012). c The photoblinking phenomenon exists even at continuous activation.
A typical kymograph of an mEos2 molecule embedded in a polymer gel, upon continous
405 nm irradiation at low intensity. Taken from Annibale et al. (2011a). d A histogram
of the number of times a single mEos2 molecule undergoes photoblinking (nblink) before
definitive photobleaching. Experimental values based on a single exponential best fit are
shown, the 1/e decay values indicate a mean of nblink = 1.05 ± 0.11. Taken from Annibale
et al. (2011b). e A histogram of the measured dark times showing a mean of toff = 0.10 ±
0.01 s. Taken from Annibale et al. (2011b).
Another phenomenon that critically affects counting in SMLM is that of overcounting due to
photoblinking. In one of the first quantitative studies involving PALM, the photo-blinking
behavior of the fluorophore (i.e., tdEos) was not taken into account (Greenfield et al., 2009).
In the case of its monomeric form mEos2, the phenomenon of photoblinking was inves-
tigated by systematic inspection of the fluorophore traces of immobilized molecules in
polymer gels (Annibale et al., 2010). Similar to the long-lived dark state of GFP (Dick-
son et al., 1997), it was found that the activated and excited mEos2 (i.e., on-state) might
reversibly go to a long-lived dark state instead of getting photobleached, and later come
back to the bright state, as illustrated in Figure A.1a–c. This means that, due to this “blink-
ing” phenomenon, the same molecule might be counted multiple times by a localization
algorithm that does not correct for it. In vitro experiments on gels showed that roughly
half of the mEos2 molecules are reactivated at least once (Figure A.1d), making it possible
that the molecules are overcounted by a factor of 2. In the case of paGFP, the number of
reactivations is lower, and for a photoswitchable fluorescent protein such as Dronpa, the
number is higher, as shown in Figure A.3b (Annibale et al., 2011b). Similar photophysical
behavior has been reported for the photoconvertible fluorescent protein mMaple (McEvoy
et al., 2012). Since the time spent in the dark state (toff) is orders of magnitude lower than
the duration of the experiment, photoblinking will form small clusters in a time series plot
of the localizations for the whole duration of the experiment, as illustrated Figure A.2. This
immediately suggests a method to account for photoblinking: by using a threshold in time
(td) and in space, it is possible to partition these traces in spatial-temporal clusters, and to
assign each cluster to one molecule. This apparently simple method was found to be highly
effective in correcting for photoblinking (Figure A.2) Annibale et al. (2011a).
How to select the optimal td? By collecting the localizations within a set spatial radius
that depends on labeling density and localization uncertainty, and within a time interval td,
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Figure A.2. Clusters due to photoblinking: effect of dark time td.
Snapshots of clusters formed by localizations of membrane proteins in fixed HeLa cells.
Markers represent single-molecule localizations and their color represents the time of local-
ization. a Representative images of three artifact spatial-temporal clusters of SrcN15-mEos2
(a negative control for clustering) and their evolution for increasing values of the allowed
fluorescence dark time threshold td. b Representative images of two β2-mEos2 clusters and
their evolution with the fluorescence dark time threshold td. A temporal artifact compo-
nent (red sub-cluster) is also visible in the second cluster. The estimated location of the
molecules changes slightly from one td value to another since the number of collected pho-
tons and their spatial distribution attributed to each localized molecule changes. Scale 100
nm. Taken from Annibale et al. (2011b).
and counting them as one localization after performing weighted averaging, it is possible to
compute the number of molecules N(td) counted for different values of td. It was found that
the empirical N(td) curve obtained in this way fits well to a negative exponential function,
as shown in Figure A.3a. That is, for larger values of td, the improvement in counting
accuracy becomes asymptotically lower. Also, setting a too high value for this parameter
might result in missed localizations, i.e., localizations corrresponding to different molecules
getting grouped together as one. Therefore, depending on the nature of the application, the
value of td should be selected so as to minimize the errors coming from both the multiple
counting of a photo- blinking molecule and the missed localizations, or a conservative
value of td should be chosen so that the observed count is a lower bound, see Figure A.3a
(Annibale et al., 2011b).
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Figure A.3. Schematic of PALM image reconstruction and time-sequence.
a The experimental (markers) and simulated (blue curve) counts of mEos2 molecules local-
ized as a function of the dark time threshold td, together with the simulated counts ascribed
to missed counts (green), multiple counts (violet), and noise (black). For all samples, the
duration of the acquisition is 20,000 frames x 50 ms. The red curve shows the best fit to the
data for td values between 0.05 and 2 s. If no missed counts were to occur, the asymptote
of the decaying curve of the observed counts would converge to the effective number of
molecules present in the sample. Fitting to a negative exponential model yielded a mean of
toff = 0.260 s and a mean of nblink = 0.760, consistent with what was shown in Figure A.1d
and e respectively. The fit yielded N = 121 ± 6 molecules/um2, whereas the total density
of the simulated sample was 135 molecules/um2 including noise counts, resulting in a 10
% error. Taken from Annibale et al. (2011b). b Comparison of the normalized estimates for
counts of localized molecules as a function of td, for three different fluorescent proteins:
paGFP, Dronpa and mEos2. Taken from Annibale et al. (2011b).
Lee et al. (2012) introduced a more detailed model for N(td), and, based on its photobleach-
ing and blinking behavior, proposed Dendra2 as a better alternative to meos2 for counting
purposes. Additionally, an imaging strategy called Fermi photoactivation was proposed,
which improves the temporal separation in the activation of different molecules, thus help-
ing to overcome under- counting due to the overlapping of molecules in the initial frames
of imaging, which might occur when using a fixed activation power during the whole imag-
ing time (Lee et al., 2012). On the other hand, by assuming that the probability of activating
a molecule remains constant over time, a relationship between the cumulative number of
localizations and the imaging time was found (Gunzenha¨user et al., 2012). Such a relation-
ship can provide a stopping criterion for imaging, given a target accuracy in counting. The
method was applied to imaging the HIV structural protein Gag labeled with tdEos and also
with mEos2.
Alternatively, a method based on Kalman filtering has been proposed, in order to scan and
group photoblinking molecules (Lando et al., 2012). A very different approach, based on
the spatial pair correlation function (PCF), was inspired by the special case of spatial cluster
analysis of membrane proteins and utilizes the difference between the spatial signature
of the multiple appearances of the same molecule due to photoblinking and that of the
true protein clusters (Sengupta et al., 2011). Another method was proposed to estimate
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the average number of localizations per molecule in samples that form definite spatial
structures (e.g., microtubules or actin filaments), mainly in the context of stochastic optical
reconstruction microscopy (STORM) (Nieuwenhuizen et al., 2013). This approach, based
on Fourier ring correlation analysis, can also be used to estimate the resolution obtained
in SMLM images, although only samples with definite spatial structures were investigated.
Others have reported a similar measure to estimate the resolution in SMLM (Banterle et al.,
2013).
A.3 Quantitative analysis of heterogeneity in protein spatial orga-
nization
One of the niche areas in cell imaging that SMLM appeals to is the study of spatial het-
erogeneity in protein organization; e.g., that of membrane proteins appearing as micro-or
nanodomains rather than individual molecules diffusing freely along the membrane, and
its function in, for instance, signaling. In addition to membrane proteins, other systems
with spatial heterogeneity can also be studied with SMLM. Indeed, SMLM has been used
to study protein spatial organization in various systems including signaling receptors in the
Escherichia Coli chemotaxis signaling network (Greenfield et al., 2009), signaling proteins
in T-cells (Rossy et al., 2013; Williamson et al., 2011), GPI-anchored proteins (Sengupta et al.,
2011), G protein-coupled receptors (GPCRs) (Scarselli et al., 2012), SNAP receptor (SNARe)
complexes (Pertsinidis et al., 2013), and RNAP in E. coli (Endesfelder et al., 2013). while
most of these studies have focused on the characterization of heterogeneity in spatial or-
ganization and its dependence on different conditions, some have even used the estimated
parameters to fit biophysical models(Greenfield et al., 2009; Hess et al., 2007). A brief dis-
cussion of some of the questions and studies in this field can be found elsewhere (Lang and
Rizzoli, 2010; Owen and Gaus, 2013).
Various clustering and cluster analysis techniques have been used for the analysis of spatial
heterogeneity in SMLM images, in particular the quantification of nanodomain properties
and their comparison at different conditions. These approaches can be divided into two
broad categories: (1) exploratory analysis tools from spatial statistics that have been used
for similar problems in electron microscopy (Parton and Hancock, 2004; Zhang et al., 2006),
such as PCF and Ripley’s L(r)− r function, or the nearest neighbor distance distribution (En-
desfelder et al., 2013) and (2) clustering by means of algorithms such as density-based spa-
tial clustering of applications with noise (DBSCAN) (Ester et al., 1996), followed by analysis
of the obtained clusters by various methods to estimate cluster parameters, e.g., by averag-
ing or by fitting each cluster to a normal distribution to estimate the cluster radius.
An introduction to the first approach can be found elsewhere (Diggle, 2003; Gould et al.,
2012). Briefly, the Ripley’s K(r) function is the ratio of the average number of extra local-
izations within distance r of a randomly chosen point and the density of localization in
the area of analysis, and L(r) is the transformation K(r) with certain convenient properties.
For instance, L(r)− r, by definition, is equal to zero for a point pattern that is distributed
completely at random, i.e., complete spatial randomness (CSR). L(r) − r is greater than
zero if the points are clustered and is less than zero if the point pattern shows regularity.
The magnitude of L(r) − r is a measure for the degree of clustering and can be used for
comparison between different conditions. The value of r corresponding to the maximum
of L(r) − r gives an estimate of the average cluster radius in the point pattern. The PCF
g(r) is a closely related measure, K(r) being the integral of 2prg(r), and it can also provide
estimates of parameters like the ones mentioned above. These measures can also be used
to estimate other parameters such as the number of localizations per cluster (Parton and
Hancock, 2004; Zhang et al., 2006; Sengupta et al., 2011), and the effective potential of the
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mean force between the localized molecules (Veatch et al., 2012). The L(r)− r function has
an advantage when compared to the PCF in that, since L(r)− r is based on an integration
over the radius r, it is less influenced by noise. On the other hand, this also means it is
less sensitive and that systematic errors such as overcounting due to photoblinking are ac-
cumulated over r. Therefore, when this measure is used, photoblinking artifacts must be
accounted for by one of the methods mentioned in the section on counting.
The first approach, i.e., exploratory tools such as PCF or Ripley’s function, has been ex-
tended to account for some error sources inherent to SMLM. In a technique called pair
correlation PALM (PC-PALM), the PCF approach is extended by means of a model to dif-
ferentiate the artifact clusters due to fluorophore photoblinking from true proteins clus-
ters (Sengupta et al., 2011). Modifications of the L(r)− r function have been suggested to
incorporate membrane curvature characteristics, since 2D imaging of proteins in undulat-
ing membranes can cause clustering artifacts (Owen et al., 2013). This work also shows the
applicability of Ripley’s function in the case of 3D localization data. while this approach
is promising, it uses L(r) − r only to identify clusters (Owen et al., 2010), rather than as
an exploratory statistical tool to be used for inference and comparison (Hess et al., 2007;
Lillemeier et al., 2009; Scarselli et al., 2013).
The nearest neighbor approach as an exploratory tool involves finding the nearest neighbor
distance distribution within a point pattern and comparing it to one that corresponds to
a point pattern distributed by CSR. The contrast between the nearest neighbor distance
method and correlation methods such as L(r)− r or PCF is that, since the former looks at
nearest neighbors only, it focuses on information on the short scale, whereas the latter gives
information on a variety of scales.
It should be noted that Ripley’s function and PCF are defined for a stationary, spatially ho-
mogeneous point process only, i.e., the average density within the point pattern is assumed
to be independent of the spatial location. If the point process is spatially inhomogeneous,
e.g., due to a spatial gradient in protein locations, other extensions must be used in order
to be statistically more accurate (Baddeley et al., 1998). Also, the inevitable choice of lim-
iting the analysis to a window results in the exclusion of the points near the borders, often
resulting in a significantly biased estimation. various edge correction methods are available
to correct for this bias (Haase, 1995).
In the case of the second approach, i.e., clustering followed by parameter inference, various
algorithms are used for the clustering part. The DBSCAN algorithm is the most popular
one (Annibale, 2012; Endesfelder et al., 2013; Nan et al., 2013; Pertsinidis et al., 2013), al-
though other methods have also been used (Gunzenha¨user et al., 2012; Lelek et al., 2012;
Owen et al., 2010). DBSCAN works by exploiting the density difference between clusters
and the background, i.e., the density in the neighborhood of a point must exceed a threshold
in order to be identified as part of a cluster. This method has several advantages over other
commonly available clustering algorithms, including that it does not need an a priori num-
ber of clusters to be provided as input, that it can identify clusters of arbitrary shapes, and
that it can account for background noise (and for a monomer fraction). An algorithm based
on DBSCAN to account for errors in clustering due to the presence of localization uncer-
tainty in PALM was used to study RAF multimer formation and signaling (Nan et al., 2013).
However, identifying the parameters required by DBSCAN is another problem, which is of-
ten solved empirically (Annibale, 2012; Endesfelder et al., 2013; Pertsinidis et al., 2013), even
though some have used the heuristic suggestions of the original DBSCAN paper on how to
set the parameters (Bar-On et al., 2012). extensions such as OPTICS that do not need these
parameters as input might also be useful (Ankerst et al., 1999).
The choice between the two above-mentioned approaches depends on the problem at hand.
In general, the first approach (i.e., exploratory tools such as PCF or L(r)− r) is less arbitrary
111
A. Progress in quantitative single-molecule localization microscopy
than the second one (i.e., clustering followed by characterization). However, since PCF or
Ripley’s function estimate an ensemble parameter, e.g., cluster radius, for the whole area of
analysis rather than for individual clusters, they may not be the ideal tool if the parameters
show significant variation between clusters. Similar problems might arise if the cluster
shapes are elliptical or asymmetric and the study of the shape parameters is important.
In such cases, the approach of clustering followed by parameter estimation for individual
clusters might be more suitable.
Protein assemblies such as nuclear pore complexes (NPCs) are ideal systems for the applica-
tion of SMLM, due to their fixed protein stoichiometry and structure. Systematic labeling of
different NPC components combined with averaging of thousands of corresponding SMLM
images allowed the creation of a human NPC scaffold structure model with a localization
uncertainty well below 1 nm (Szymborska et al., 2013). In this study, imaging with both
immunolabeling as well as fusion protein/nanobody labeling were done separately, and in
the case of many proteins, the former was found to systematically overestimate the NPC ra-
dius by around 7 nm (about 15 %), possibly due to the larger size of primary and secondary
antibodies. Prior work on NPCs with a similar averaging approach had also achieved major
improvements in resolution (Loschberger et al., 2012). Integrated targeted proteomics and
PALM were used by Ori et al. (2013). to determine the absolute stoichiometry of the NPC,
which was found to vary across different human cell lines (Ori et al., 2013).
A.4 Toward quantitative co-localization with dual-color SMLM
Having reviewed in the previous two sections the SMLM-based methods for counting single
molecules and investigating protein spatial heterogeneity, we will now discuss the ability
of dual-color SMLM to measure co-localization on the single-molecule level. Fluorescence
microscopy in general is an excellent tool to probe potential interactions between cellular ob-
jects by measuring their co-localization. This requires labeling of the different objects with
spectrally separate fluorophores and subsequent recording of an image in each of the cor-
responding color channels. The co-localization between the objects can then be visualized
by simply overlaying the images. Quantification is also possible, for instance, by estimat-
ing the correlation between the pixel values in the overlaid images (Bolte and Cordelie`res,
2006; Dunn et al., 2011; Zinchuk et al., 2007). while the resolution in diffraction-limited
microscopy usually restricts the interpretation of co-localization to the level of organelles or
other objects of similar size, far more detailed information is offered by SMLM. In theory,
these techniques even allow to investigate the co-localization between individual molecules.
As a consequence, SMLM techniques are already being embraced by biologists that aim
to unravel the mechanisms that govern protein-protein interactions (Lehmann et al., 2011;
Lubeck and Cai, 2012; Sherman et al., 2011; Winckler et al., 2013). In the following sec-
tions, we will review the practical problems that are present in using dual-color SMLM for
quantitative experiments and discuss the recent approaches to solve those problems.
A.4.1 Image registration
One key requirement for co-localization analysis is a sufficiently precise overlay of the
images in the different color channels. This is especially challenging for SMLM-based
co-localization, since the images are rendered from single fluorophore locations that are
usually determined with an uncertainty in the order of 15–50 nm (Mortensen et al., 2010;
Thompson et al., 2002). The procedure for aligning the images, i.e., the image registration,
starts with localizing fiducials that are visible in the different color channels. This results in
a list of positions for each color channel that should be identical after alignment, allowing
to estimate a function that maps one channel onto another one (Goshtasby, 1988). Different
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Figure A.4. An illustration of the image registration procedure to align images from
different color channels.
a An image obtained by integrating the images in the green and red channel of a fiducial
scanned across a square grid with a size of ≈ 10 um. b An overlay of the red and green
PALM images of a membrane patch of a cell that expressed the protein SrcN labeled with
a fusion construct of psCFP2 and mEos2, prior to image registration and c after image
registration. d A scatter plot of the residual offset xg − xr and yg − yr, with xg and xr
being the x-coordinates in the green and red channel respectively, and yg and yr being the
y-coordinates in the green and red channel respectively. The blue circle has a radius of 10
nm, the red circle has a radius given by σ2g + σ2r + TRE, with σg and σr being the localization
precisions in the green and red channel respectively. The residuals were extracted from the
trajectory of a fluorescent bead with 100 nm diameter, immobilized on the coverslip and
imaged during a time lapse movie. Adapted from Annibale et al. (2012) and Annibale
(2012).
types of fiducials have been reported, such as a lattice that contains optical holes in a grid
with known spacing (Koyama-Honda et al., 2005; Pertsinidis et al., 2013) or a geometrical
structure inside the sample itself, such as the center of the ring-shaped nuclear pore com-
plex (Loschberger et al., 2012). A more popular type of fiducials that do not require special
manufacturing or prior knowledge of the sample are beads that are fluorescent in both color
channels (Baddeley et al., 2011; Bates et al., 2012; Churchman et al., 2005; Lehmann et al.,
2011). In order to illustrate the importance of image registration, dual-color PALM was per-
formed on a fusion construct of psCFP2 and mEos2 attached to the cell membrane protein
SrcN (Annibale et al., 2012). An isolated bead was used as a fiducial, and it was moved
in the field of view along a grid pattern, using a piezo stage, and at each grid position an
image was recorded in both color channels, as illustrated in Figure A.4a. It is clear that a
correct overlay was obtained only after image registration, as can be seen in Figure A.4b
and c.
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In order to properly interpret the measured co-localization, it is necessary to quantify the
precision of the image registration procedure. One often used measure for this precision is
the target registration error (TRE), which can be interpreted as the mean offset between the
positions of the fiducials in both color channels after image registration (Churchman et al.,
2005; Cohen and Ober, 2013). TRE values below 10 nm are typically reported (Annibale
et al., 2012; Bates et al., 2012; Churchman et al., 2005; Malkusch et al., 2012; Pertsinidis et al.,
2013), and one study even achieved a TRe below 1 nm within a single pixel, by accounting
for pixel response non-uniformities and mechanically stabilizing the microscope with an
active feedback system (Pertsinidis et al., 2010). The evolution of the image registration
precision over time was investigated by recording a time lapse movie of a bead, while
using an axial stability feedback system(Annibale et al., 2012). During acquisition, the
bead followed a trajectory determined by the lateral drift of the setup. while the TRe
was 4.5 nm, the mean of the differences between the positions of the bead between both
color channels after registration had a larger value of 6.7 nm, possibly due to long-term
mechanical instabilities, as shown in Figure A.4d.
A.4.2 Fluorescent protein pairs
If the detection efficiency for the label in one channel is x, and that in the other channel
is y, then the estimated co-localization underestimates the true co-localization by a factor
xy, assuming a linear relation to the co-localization measure used. In other words, the
correct estimation of co-localization in dual-color PALM experiments is possible only if
the fraction of fluorescent proteins that did not photoconvert to the on-state is accounted
for. Several investigations have been undertaken to measure the photoconversion efficiency
of different fluorescent proteins, for instance, by monitoring the change in the absorbance
spectrum of a solution upon irradiation with 405 nm light (Annibale et al., 2012; Wieden-
mann et al., 2004). However, the photoconversion efficiency of a fluorescent protein in this
in vitro environment might be altered with respect to the cellular environment. One recent
study has, therefore, attempted to measure the photoconversion efficiency inside cells, by
counting either the photoconversion or the photobleaching events corresponding to indi-
vidual fluorescent proteins that are attached to the subunits of the cell membrane receptor
GlyR (Durisic et al., 2014b). Among several other fluorophores, they found a photoconver-
sion efficiency of 60 % for mEos2 50 % for pamCherry. Multiplication of these values
can be used as an estimate of the efficiency with which the co-localization between the
corresponding fluorophores can be observed.
However, such an estimate might not reflect the true co-localization efficiency, as it is de-
termined from single-color PALM experiments, while the illumination procedure in a dual-
color PALM experiment can increase the rate at which fluorescent proteins photobleach
before being photoconverted to the on-state. Dual-color PALM experiments performed on
1:1 fusion constructs of both fluorescent proteins, for instance inside a polymer gel or at-
tached to a membrane protein, provide a solution (Annibale et al., 2012; Renz et al., 2012).
Since one observes the same fluorophore pattern in both color channels, the measured
fraction of co-localized fluorophores provides an alternative estimate of the co-localization
efficiency. This fraction was measured for fusion constructs of three pairs, namely: psCFP2-
pamCherry, Dronpa-mEos2 and psCFP2-mEos2 (Annibale et al., 2012). For the latter pair,
virtually no co-localization was found, probably due to photobleaching of psCFP2 during
activation of mEos2. The other two pairs gave rise to a 15 % co-localization fraction, which
can partially be explained by the photoconversion efficiencies of the fluorophores. Although
mEos2 has a superior photon yield, psCFP2 and pamCherry are arguably the most suitable
pair for dual-color PALM, since pamCherry is not fluorescent in the off-state and therefore
allows simultaneous image acquisition in both color channels.
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A.4.3 Co-localization analysis
The output of an SMLM experiment can be represented as a pixelated image, for instance,
by giving each pixel a value that scales linearly with the number of localized fluorophores in-
side the area that corresponds to that pixel. This means that intensity-based co-localization
methods that rely on quantifying the correlation between the pixel values of images in dif-
ferent color channels (Bolte and Cordelie`res, 2006; Dunn et al., 2011; Zinchuk et al., 2007)
can in principle be applied. However, such correlations are challenging to interpret, as
they are highly susceptible to overestimation caused by noise and bleed-through(Bolte and
Cordelie`res, 2006). One recent study reports a method that allows correcting for bleed-
through in the context of SMLM (Kim et al., 2013).
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Figure A.5. Spatial interaction analysis of dual-color PALM images.
The method uses a nearest neighbor spatial interaction model based on Gibbs statistics,
which characterizes an interaction by means of a potential (Helmuth et al., 2010). a Dual-
color PALM data represented as probability maps. The green channel shows the GPCR
protein β2- adrenergic receptor labeled with psCFP2, and the red channel shows clathrin
light chain labeled with pamCherry (Annibale et al., 2012) and (Annibale, 2012). b Results
of interaction analysis: the observed nearest neighbor distance distribution between the
two channels (blue); the result of fitting the spatial interaction model with a linear L1
potential to this distribution (green); the curve corresponding to the null hypothesis of “no
interaction”, estimated by accounting for the intra-point pattern distance distribution (red).
The method also returns the inferred parameters (i.e., strength and scale) that can be used
for comparison. c The inferred interaction potential. Adapted from (Shivanandan et al.,
2013).
Since raw SMLM data consist of locations of individual fluorophores, object-based co-
localization methods (Bolte and Cordelie`res, 2006) can be used without any prior data
processing. Usually, co-localization between objects in different color channels is investi-
gated by calculating the distance between their positions and comparing it to a predefined
threshold. However, it is challenging to define an optimal value for this threshold, and
sometimes a rather arbitrary value of 200 nm based on the diffraction-limited resolution
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is used. An object-based method was, therefore, recently developed that can estimate the
threshold value from the data, by modeling the nearest neighbor distance distribution in a
spatial statistics framework that estimates a spatial interaction potential between the objects
in the different color channels (Bolte and Cordelie`res, 2006; Helmuth et al., 2010). In addi-
tion to this feature, the method also extends the classical threshold-based co-localization by
providing other interaction ”potentials” apart from the threshold function, and also incor-
porates in the model the spatial distribution of objects within a point pattern. The latter
corrects for the fact that estimates of spatial interaction, e.g., co-localization, depend on
the intra-object spatial distribution. This method was found to be robust against errors in
the identification of the objects by image processing. In the context of PALM, this method
was applied to investigate the co-localization between pamCherry-labeled clathrin-coated
vesicles and psCFP2-labeled GPCRs during internalization (Shivanandan et al., 2013), as
illustrated in Figure A.5. Another solution for the dependency of co-localization on the
intra-object distribution has recently been reported by taking into account the spatial dis-
tribution of the objects (Malkusch et al., 2012). This object-based method has the extra
advantage that it corrects for photoblinking. Another approach that is frequently reported
in the context of SMLM-based co-localization is the spatial cross-correlation analysis which
uses the bivariate version of the PCF, called the cross-correlation function (CCF) (Gunewar-
dene et al., 2011; Pertsinidis et al., 2013; Sengupta et al., 2011; Veatch et al., 2012).
A.5 Conclusion and outlook
We have reviewed recent developments in SMLM for counting single molecules, analyzing
the heterogeneity of the spatial distribution of proteins and measuring co-localization on
the single-molecule level. As quantitative SMLM-based methods for these purposes have
only recently been reported, there are still several problems and difficulties that need to
be addressed. For instance, any study that uses SMLM for quantitative analysis must have
stringent negative and positive controls, since artifacts in the imaging or analysis methods
can give rise to wrong inferences. Also, the data must be corrected for sample drift by
means of fiducial markers, or by correlative or statistical approaches based on the data
itself (Geisler et al., 2012; Mlodzianoski et al., 2011). working with the localizations directly
rather than image representations such as histograms or probability maps is better for
quantitative analysis, as the latter involves a loss of information. A challenge remains in
identifying well-accepted standard methods for the quantitative analysis of SMLM, which
would allow researchers to perform the correct comparison between reported results.
An important issue, especially in analyzing the spatial heterogeneity or co-localization of
proteins, is the effect of localization uncertainty (Deschout et al., 2014b; Mortensen et al.,
2010; Thompson et al., 2002). Not incorporating this effect into the analysis might result
in incorrect estimates. For instance, in the case of cluster analysis, the presence of localiza-
tion uncertainty, equivalent to sampling from a circular or elliptical Gaussian distribution
(Thompson et al., 2002), will result in deformed if not enlarged clusters being imaged. Also,
the uncertainty in position estimates results in an uncertainty in distances computed from
them and hence affects object-based co-localization (Ruprecht et al., 2010). Measures that
do not account for the localization uncertainty might result in a wrong interpretation in both
cases. The PC-PALM technique that accounts for photoblinking artifacts also incorporates
a localization uncertainty model in the analysis, but only through the average uncertainty
of all molecule localizations, and its effect was not studied systematically. Defining a cutoff
value for the localization uncertainty distribution to select only the more precise molecular
localizations can result in artifacts, especially if the localization uncertainty is not homoge-
neously distributed in space. This problem was investigated in the case of the CCF, which
is used to study inter-protein interactions in dual-color PALM, from a purely empirical
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perspective, with rather mixed results (Sherman et al., 2011).
Besides accounting for the localization uncertainty, progress is required on other issues as
well in order to achieve quantitative co-localization on the single-molecule level. The com-
munity would benefit from a uniform measure of the registration error, allowing compari-
son between co-localization results from different studies. An important limitation toward
single-molecule level co-localization in the context of PALM is the low co-localization ef-
ficiency of current fluorescent protein pairs, necessitating the search for more promising
candidates (Bourgeois and Adam, 2012).
Artifacts in the sample can also pose challenges to quantitative SMLM. Many of the studies
reported in this review were done on fixed samples, although it has been observed that
fixation can introduce artifacts in the protein spatial configuration (Annibale et al., 2012;
Tanaka et al., 2010). A rigorous investigation of different fixation techniques will therefore
be helpful. Also, it has been noticed that SMLM images of organelles such as mitochondria
(Betzig et al., 2006), microtubules, or clathrin-coated pits have localization densities that are
spatially inhomogeneous, often resulting in spurious structures, e.g., clathrin-coated pits
with poor symmetry (Lang and Rizzoli, 2010). It will be useful to study this phenomenon in
more detail, perhaps by means of correlative microscopy, i.e., by imaging the same structure
with other high-resolution imaging techniques such as transmission electron microscopy
(TEM) or atomic force microscopy (AFM). Such studies might also provide validations about
localization uncertainty and detection efficiency.
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Appendix B
Analysis of the MLE in the interaction analysis
method
The Maximum Likelihood Estimator (MLE) in the interaction analysis method presented in
Helmuth et al. (2010) is biased towards detecting interactions, i.e., in the case of true ”no
interaction”, the maxima of the likelihood need not correspond to the interaction strength
parameter ε = 0. An elementary analysis of this estimator that demonstrates this is pro-
vided below.
Also, for this reason, we use the Least Squares estimator in the implementation in Chapter 6.
We show that for D corresponding to a non-interacting point pattern, if L1 is the likelihood
corresponding to ’no-interaction’ parameters, and if L2 is the likelihood corresponding to
some interaction with strength ε, then the likelihood ratio L1L2 is not strictly greater than one.
It is instead a function of ε, σ and the number of points N and can be less than 1.
The likelihood for the interaction analysis model, L(ϕ|D, q), hereafter represented by L, is
given by:
L =
N
∏
i=1
p(di|q, ϕ)
where
p(di|q, ϕ) = 1Z q(di) exp(−ϕ(di)),
and
Z =
∫ ∞
−∞
q(d) exp(−ϕ(d))∂d.
In the case of no interaction, the strength of interaction parameter ε is ≈ 0, and for some
observed D, the likelihood
L1 =
1
ZN1
N
∏
i=1
q(di), Z1 =
∫ ∞
−∞
q(d)∂d, (B.1)
since exp(−ϕ(di)) = 1 ∀di, as ϕ(d) = ε f (d, σ) = 0.
Now, consider a different set of parameters (ε2, σ2) = (u, min(D)) representing an interac-
tion(i.e., u > 0). The results hold also for any σ3 ∈ [min(D), max(D)] (not shown). Then,
e.g., in the case of a step potential, Eq. (6.2)), denoting the hard-core parameter with σ.:
ϕ2(d) =
{
0, ∀d > σ2
−u, ∀d ≤ σ2
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For simplicity, assume that one and only one di ∈ D = σ2.
In this case,
p(d) =
{
1
Z2
vq(d), ∀d ≤ σ2
1
Z2
q(d), ∀d > σ2
where v = exp(u) > 1 as u > 0, and Z2 = Z1 + ∆Z, where
∆Z = Z2 − Z1
=
∫ ∞
−∞
(exp(−ϕ2(d))− exp(−ϕ1(d)))q(d)∂d
=
∫ σ2
−∞
(v− 1)q(d)∂d +
∫ ∞
σ2+
(1− 1)q(d)∂d
= (v− 1)
∫ σ2
−∞
q(d)∂d.
And the likelihood
L2 =
1
ZN2
N
∏
i=1,di≤σ2
vq(di)
N
∏
i=1,di>σ2
q(di)
=
1
ZN2
vq(σ2)
N
∏
i=1,di>σ2
q(di)
=
1
ZN2
v
N
∏
i=1
q(di).
Substituting Eq. (B.1), and using Z2 = Z1 + ∆Z:
L2 =
v(
1+ ∆ZZ1
)N L1. (B.2)
Let f = v(
1+ ∆ZZ1
)N be the ratio of likelihoods, then L2 = f L1, substituting for ∆Z and Z1:
f =
v(
1+ (v− 1)
∫ σ2−∞ q(d)∫ ∞
−∞ q(d)
)N . (B.3)
To get the correct estimate corresponding to “no interaction” i.e ε ≈ 0 by maximizing the
likelihood, L1 must be strictly greater than L2, i.e.,
f < 1. (B.4)
The expression in Eq. (B.3) as such provides no such guarantees.
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