A training strategy for computational neural networks is introduced that paves the way for incorporation of neural networks in robust control design for nonlinear multiple input, multiple output systems. The proposed training strategy enables utilization of statistical properties of the least-squares estimate. A control strategy that has a structural similarity to an adaptive control structure is adopted and it is outlined how neural networks which are trained with the proposed training strategy can be used to incorporate robustness in this control strategy.
INTRODUCTION
The design of a robust controller calls for system identification which, besides knowledge about the process to be controlled, provides some kind of quantitative knowledge about the model mismatch as well. The kind of information about the model mismatch needed for the design of a robust controller depends on the control strategy used to control the system under consideration. In this paper the following control strategy depicted in Figure 1 which is adopted from [7] but extended to MIMO systems, is suggested. In this strategy, an off-line trained neural network model of a nonlinear process is used to perform an 1 
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2 This research is supported by the PRAXIS XXI-3/3.1/CEG/2707/95. on-line tuning of the controller parameters. The control structure has a structural similarity to an adaptive control structure, where the parameters of the controller are adjusted by an outer loop composed of a recurrent model parameter extraction and a controller design calculation (tuning). The model parameters are extracted from the network using a linearization of the neural model along its state trajectory. Although neural networks are perfectly suited for nonlinear system identification [8] , they do not provide information about model mismatch when they are trained in a conventional manner. In this paper a training strategy for neural networks is proposed that can be used to train neural networks to model Multiple Input / Multiple Output processes, but besides a good fit provides information about the model mismatch as well.
When the proposed training strategy is applied to the network, information with respect to the uncertainty of the extracted parameters can be obtained. With uncertainty here is referred to uncertainty with respect to the true process parameters, where it is assumed that the true process parameters exists. This uncertainty information is obtained using statistical properties of the linear least-squares (LS) estimate.
Moreover, the neural network is trained such that in certain pre-specified operating points, the model parameters extracted from the network are the same as those that would have been obtained from a linear least-squares estimate in these particular operating points. Provided that appropriate regularity conditions holds, a confidence region of the estimates is then available [4] . With this information, the control strategy can be designed robustly [3, 6] . Furthermore, the use of neural network models instead of multi-local linear models prevents the 'hardswitching' problems to occur during process operation. In Section 2 of this paper the process description as well as the control set up are explained in detail, although more rigor analysis on robust design is postponed to further publications. Section 3 is devoted to the presentation of the new training strategy of neural networks which enables their further inclusion in the robust control setup. Then, Section 4 presents the simulation results of the full strategy applied to a multi variable nonlinear water vessel process. Finally, in Section 5 some conclusions are drawn.
CONTROL SETTING

Process Description
The process to be controlled is a n×n MIMO system and is modeled with a neural network parameterized as NARX:ȳ
where n is the number of outputs (and inputs), n (y/u)i is the maximum delay of the i-th input/output present in the regressor. It is assumed that parameterization (1) can be rearranged as
The neural network is trained off-line and it is used to perform an on-line tuning of the parameters of the controller. This tuning is based on an on-line extraction of a linear model of the process each sample instant:
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. . n are polynomials of the form:
and ∆ = 1 − q −1 is the delay operator. The parameters of these polynomials are extracted from the neural network according to
Naturally, parameters a ijl and b ijl in (6) represent an estimation of the nominal parameters of the linearized system at a given operating point. Throughout it is assumed that, for a given operating point, the true nominal parameters of the linearized system, obtained in a LS sense, exist and that appropriate regularity conditions hold such that a confidence region is also available for each of them. Then, if the estimated parameters (6) happen to match these true nominal ones, a parametric uncertainty description for polynomials (5) is directly obtained by considering:
where δA ii (q −1 ), δA ij (q −1 ) and δB ij (q −1 ) represent the bounded parametric uncertainty vector of each polynomial. Such representation enables a direct extension to a robust control framework, since each uncertainty vector can be isolated from the nominal polynomial by a separate feedback loop, as shown in Figure 2 for a general transfer function. The extension of this concept to the complete model description given in (4) suggests an easy way to isolate into an uncertainty block the fully parametric uncertainties of the linearized model.
Robust control setup
The linearized model of the system can be used to perform an on-line tuning of the controller parameters at each control sample. A pole placement control strategy can be used for this purpose since it provides an easy way of incorporating parametric uncertainties in the feedback loop, as shown in the general set up of Figure 3 . The control problem in this framework is to synthesize the general RST controller polynomials given the nominal linear process parameters, P, and a prespecified desired closed-loop behavior [1] . The existence of a confidence region for the model uncertainty described in block ∆ enables the pole placement controller to be designed robustly, since an upperbound on the size of the model error is now implicitly known. However, as the operating point is changing through process operation the same will happen to that model uncertainty description. Therefore, in order to design a robust nonlinear pole placement controller, a global uncertainty description for the linearized process model must be primarily obtained. This issue falls into the scope of linear time varying robust control which is actually under current research [5] .
TRAINING CNNs FOR ROBUST CONTROL DESIGN
A neural network is pursuit with the property that when the parameters [a ijl , b ijl ] are extracted from the network according to equation 6 in several prespecified operating points of the process, these parameters are the same as those that would have been obtained with a least square estimate in these particular operating points. A network with this property can be obtained by selecting an appropriate training objective. The problem how to select the operating point in which the network has the mentioned property can be tackled with clustering techniques. When an appropriate clustering procedure is applied to process data, several linear partitions can be obtained. These partition indicate which operating points should be selected. Furthermore, it is expected that when fuzzy clustering techniques are used, the techniques described in [2] to build global nonlinear models from local linear models can be applied to generalize the local uncertainty descriptions.
Network Architecture
The proposed training procedure is concerned with single layer feedforward networks, where the i-th output is given by:
where {.} i and {.} ij denote the i-th element of a vector and the ij-th element of a matrix respectively. In (8) , N h is the number of neurons in the hidden layer, N i is the length of the input vector, y i (k) is the i-th output,
are the interconnection matrices of the output and hidden layer respectively and B ∈ IR N h×1 is the bias vector of the hidden layer. As activation function we take the tangent hyperbolic function (tanh(x) = e x −e −x e x +e −x ). A matrix notation for the entire network is
in which the activation function is applied element wise to a matrix or vector.
Training Procedure
Assume that p operating points have been specified and that in these operating points a least-square estimate of the parameters [a ijl , b ijl ] is available. The parameters are collected in the matrix 
wherex m is the input vector of the neural network at the m-th working point and Tanh
which is a matrix with dimension n × n y1 + . . . + n yn + n u1 + . . . + n un . The training objective can now be formulated as:
where SSE is the sum of squared errors between the training data and the output of the neural network. In stead of modeling the process (1) with a single multiple input / multiple output neural network, each multiple input / single output process
could be modeller with a neural network
where the subscript i refers to the number of the output modeled by the network. Define
which is a vector with dimension 1 × n y1 + . . . + n yn + n u1 + . . . + n un . The training objective can now be formulated as:
for i = 1, . . . , n.
SIMULATION EXPERIMENTS
The training strategy described in Section 3 is applied to model a 2 × 2 water vessel system seen in Figure 4 . The objective is to model the relation between the water inflows at the two upper vessels and the water levels at the two lower vessels. The inflow of both lower vessels consists of a portion of the outflow of both upper levels:
Where a and b is the portion of the outflow of the right and left upper vessel that is flowing into the left and right lower vessel respectively. Training data is generated using inflows depicted in Figure 5 . It is stressed here that these simulation experiments serve purely to verify the proposed training strategy rather than to obtain a complete model of the system, in which case the input should have been chosen more carefully in order to ensure 'persistent excitation' of the system. Since the outputs are not coupled with each other, the system is modeled with two neural networks, each network modeling the relation between the two inputs and the concerning output. Before training, three operating points of the network have been selected (rather arbitrarily) and in these three operating points a linearized model of the process is estimated using a least-square estimation procedure to obtain the parameters. Following notation introduced earlier this yielded
(19) These parameters are collected in the parameter vectors θ ij , where i refers to the concerning output (h 1 or h 2 ) and j refers to the concerning operating point (1,2 or 3), and are depicted in Figures 7  and 9 , respectively, as well as the parameters extracted from the network at these working points. So in Figure 7 is depicted from left to right: a Figure 9 , except the parameters concerning h 2 are considered. The results confirm that the proposed training strategy can successfully be applied to train neural networks such that they have desired property. Figures 6  and 8 show that after training the neural network models the MIMO system quite well. Furthermore, Figures 7 and 9 indicate that the statistical properties of a LS estimate can be utilized to obtain confidence regions for the parameters which are used to tune the controller. As outlined in Section 2 this paves the way for incorporating robustness in the suggested control strategy.
CONCLUSIONS
An important research direction is currently being driven by the progress in identification for robust control [9] . While a strong theoretical background is currently available in robust control and systems Figure 9 : Parameters extracted from the network after training in specified operating points for h 2 . o = least squares estimate, · = extracted parameter from network identification for linear time-invariant systems, the same does not hold for linear time-variant or nonlinear systems. Therefore, this paper suggests an alternative way of designing a multi variable nonlinear robust controller based on a specific model uncertainty description, which is obtained when a given neural network model is trained according to an appropriate objective function. It is shown that, under some mild assumptions, when the parameters of the neural network linearized model match the equivalent ones computed through a LS estimate at the same operating point, an upper-bounded parametric uncertainty description can be directly obtained. The simulation results shown confirm the importance of neural network models for the success of the proposed training strategy, potentially opening new research directions in the field of identification for robust control of nonlinear systems.
