Abstract Numerical differentiation in noisy environment is revised through an algebraic approach. For each given order, an explicit formula yielding a pointwise derivative estimation is derived, using elementary differential algebraic operations. These expressions are composed of iterated integrals of the noisy observation signal. We show in particular that the introduction of delayed estimates affords significant improvement. An implementation in terms of a classical finite impulse response (FIR) digital filter is given. Several simulation results are presented.
Introduction
Numerical differentiation, i.e., the derivative estimation of noisy time signals, is a longstanding difficult ill-posed problem in numerical analysis and in signal processing and control. It has attracted a lot of attention due to its importance in many fields of engineering and applied mathematics. A number of different approaches have been proposed. Methods based on observer design may be found in the control literature [6, 7, 18] . See also [19, 22, 34] for other approaches from the control litterature. In signal processing, it is very common to cast the problem in terms of frequency domain digital filter design [5, 29, 31] . This is motivated by the observation that an ideal n th order differentiator has a frequency response of magnitude ω n . Another interesting approach, due to [2] , consists in inverting the minimum phase transfer function of a properly designed numerical integrator to obtain a digital differentiator. Similar ideas have also been presented by [8] , in the continuous-time context.
All these interesting approaches have been developped as candidate alternatives to the very classical one, based on least-squares polynomial fitting or (spline) interpolation. When completed with a regularization step, this classical approach may be very efficient (see i.e. [9, 20] ) in off-line applications.
In this paper, the numerical differentiation problem is revised through the algebraic framework of parameter estimation initially presented in [15] (see also [14] and [25] ). Our purpose is to improve a new approach which started in [11, 16] , and in [10, 12, 13] , for solving various questions in control and in signal and image processing. Given a smooth signal x and an order n, a key point of our approach is to consider
dt n | t=τ , for each fixed τ 0, as a single parameter to be estimated from a noisy obervation of the signal. A pointwise derivative estimation therefore follows by varying τ . The general ideas leading to this estimation are exposed in Section 2. As in the classical approaches, the starting point is an order N n truncation of the Taylor series expansion of the signal. One of the key feature of the proposed approach is to operate in the operational calculus domain [27, 28, 36] . Therein, an extensive use of differential elimination and a series of algebraic manipulations yield, back in the time domain, an explicit expression for the estimate of
dt n | t=τ as an integral operator of the noisy observation within a short time interval [τ, τ + T]. The differential algebraic manipulations may be chosen in such a way that the time domain integral operators specialise to iterated integrals. This corresponds to a family of pointwise derivative estimators introduced in Section 3. This section contains the main contributions of the paper. Therein, we establish a direct link in between our algebraic numerical differentiators with the well known fact that a scalar product of the signal x(t) with a kernel having n vanishing moments essentially captures its n th order derivative, provided x is smooth. Note however that drawing an efficient numerical differentiator from this general principle is another history, especcially in a noisy setting. More precisely, recall that (see e.g. [ (τ ) .
We mention that, the model space H and especially the evaluation point τ have to be judiciously chosen before the equation (1) yields some efficient derivative estimator. But, once such choices are met, high performance numerical differentiation method is obtained. Now, it is a happy fact that the proposed algebraic estimators inherently achieve these judicious choices. In particular, the estimators are as efficient as an appropriate time delay is admitted. We give an explicit expression for the corresconding delay. Section 4 tells us how to compute the estimates based on the samples of the noisy observation signal. For equally spaced samples, our numerical differentiators take the form of classical finite impulse response (FIR) digital filters. These filters are next used to present some simulation examples. To ease the presentation, all the proofs are deferred to an appendix.
Preliminaries
We consider the estimation of x (n) (t), the n th order derivative of a smooth signal x(t) defined on an interval I ⊂ R + . In a concrete application, the signal x(t) is not directly available but rather it is observed through a noise corruption. In all the sequel, (t) will denote the noise and we set y(t) = x(t) + (t) for the noisy observation. The problem is challenging since it is well known that differentiation tends to amplify the noise.
Operational domain
Let us ignore the noise for a moment. Assume that x(t) is analytic on I so that we may consider, without any loss of generality, the convergent Taylor expansion at t = 0
With N n, the truncated Taylor expansion
satisfies the differential equation
dt N+1 x N (t) = 0. In the operational domain, this reads as
wherex N (s) stands for the operational analog of x N (t). In all the sequel, the operational analog of a signal u(t) will be denoted asû(s) and, to ease the notation to follow, we will drop the argument s and writeû for short. The basic step towards the estimation of x (n) (t), t 0 is the estimation of the coefficient x (n) (0) from the observation y(t). Indeed, assume that an algorithm is already designed for this task. Then, for any τ 0, it is clear that applying the same algorithm on the new signal observation y τ (t) = Heaviside(t)y(t + τ ), will yield an estimate for x (n) (τ ). We thus lay the focus on how to estimate x (n) (0) in (4).
Annihilators
Of course it is also possible to estimate all the coefficients x (i) (0), i = 0, . . . , N simultaneously. However, not only the coefficients x (i) (0), i = n are not necessary for the estimation of x (n) (t) as explained above, but also simultaneous estimation is more sensitive to noise and numerical computation errors [26] . These drawbacks are avoided in the proposed approach. All the terms s N−i x (i) (0) in (4) with i = n, are consequently considered as undesired perturbations which we proceed to annihilate. For this, it suffices to find a linear differential operator, i.e.
for some rational function (s) ∈ C(s). Such a linear differential operator, subsequently called an annihilator for x (n) (0), obviously exists and is not unique. It is also clear that to each annihilator , there is a unique (s) ∈ C(s) such that (6) holds. We shall say that and (s) are associated.
Integral operators
A linear differential operator is said to be proper (resp. strictly proper) if, and only if, each (s) in (5) is a proper (resp. strictly proper) rational function. We recall that a rational function a b is said to be proper (resp. strictly proper) if, and only if, deg a deg b (resp. deg a < deg b ). Now, if is an annihilator associated with (s), then left multiplying both sides of (6) by a rational function σ (s) immediately shows that σ (s) is also an annihilator, associated with σ (s) (s). It is therefore easy to see that
Lemma 1 An annihilator and its associated rational function as in (6) may always be chosen strictly proper.
Henceforth, we shall consider only strictly proper annihilators with strictly proper associated rational function. This means that only integral operators will be involved, once (6) is translated back in the time domain.
Time domain
We now replace the model x N by the actual noisy observation y. With (5), equation (6) then becomes
This equation provides us with an operational estimator of x (n) (0). It now remains to express the estimatex corresponds to multiplication by −t. Then equation (7) readily reads in the time domain as
Here, the variable t represents the estimation time. This equation has therefore to be considered for fixed t, say t = T. Now, for each estimation time T > 0 such that f (T) = 0, we obtain a numerical estimatex 
shows that the estimate is corrupted by two sources of error:
• the mismodelling, stemming from the truncation of the Taylor expansion, which contributes to e R N (0) (the bias term) and • the noisy environment which produces the error e (0) (the variance term).
Needless to say, the contribution of each one of these two sources may vary markedly from one estimator to another. So, the game of the next section will be to devise an adequate annihilator , along with its associated rational function . By adequateness, we mean the minimisation of the overall estimation error. However for N fixed, minimizing the mismodelling effect is, most often, in opposition with reducing the noise error contribution. As an example, note that the estimatex 
Pointwise derivative estimation
Now that we have fixed the notations and the guidelines of our methodology, we investigate in this section some detailed properties and performance of a class of pointwise derivative estimators. These will be derived from a particular family of annihilators. And, as we shall shortly see, the Jacobi orthogonal polynomials [35] are inherently connected with these estimators. A least squares interpretation then naturally follows [25, 26] and this leads to one of the main contribution of the paper: the numerical differentiation is as efficient as an appropriately chosen time delay is tolerated.
Purely integral estimators
A linear differential operator is said to be in finite-integral form if, and only if, each (s) in (5) is in the form (s) = for some polynomial H . We consider the family of annihilators defined below.
Lemma 2 For any
is a finite-integral form annihilator for x (n) (0) and, it is associated with
This means that for each set of positive integers {κ, μ, N}, with N n 0, the equation (12) provides an operational estimator of the n th order derivative of x(t), observed by y(t). We thus obtain a family of estimators parametrized by κ, μ and N. In order to emphasis the dependence on these parameters, we introduce the notation
Accordingly, the simplified notationsx (n) (0; κ, μ) and ϕ κ,μ (s) will be use instead ofx (n) (0; κ, μ; n) and ϕ κ,μ,N (s) respectively. The next result will play a central rôle in the rest of the paper. 
where κ = κ + q + and μ = μ + . Moreover, if q n + κ, then the coefficients λ satisfy
This theorem shows that an n th -order truncated Taylor expansion is appropriate for estimating the n th -order derivative. Also, it characterises x (n) (0; κ, μ; N) as a point in the Q-affine hull of the set
provided q n + κ. Suppose now that, this affine hull is extended by allowing the barycentric coordinates λ in (14) to be real rather than rational. By doing so, it is clear that any point in this new larger set will represents an n th -order derivative estimate of x(t) at the origin, in some meaningful sense. Characterising those points which minimise a given distance to x (n) (0) is an important question. This is the program of the following two subsections.
Minimizing the bias term

Jacobi orthogonal polynomials
We show in this subsection how the preceding special class of strictly proper differential operators are intimately connected to the Jacobi orthogonal polynomials. This connection, in turn, will allow us to attach a least squares interpretation to our estimators (see [25] for more delails).
To begin let us recall that for a given signalû, and a positive integer α, the time domain analog ofv =
Using the well known Cauchy formula for repeated integration, this reduces to a single itegral
By a direct application of this rule of operational calculus and by recalling (13), (12) and (11), it becomes easy to see that, for any κ and μ,
Note that even though the noise function may not be differentiable, the above expression still makes sense because the derivation under the integral sign is only formal; it disappears upon integrating by parts. Nonetheless, to avoid any possible misunderstanding, we rewrite (16) by considering separately the contribution due to the signal x and that due to the noise . For the former, we keep the form of (16) and for the latter, we integrate by parts, to obtaiñ (17) where
. Here we have also used a change of variable to reduce the estimation interval
, the Jacobi orthogonal polynomials (cf. [1, 35] ) on the interval [0, 1], associated to the weight function
In all the sequel, · will denote the norm induced by the inner product defined, for two real valued functions f and g, by:
The short hand notation ·, · will be used wherever there is no possible confusion. Upon noting that P {κ,μ} 0 (t) ≡ 1 and
we have the following:
where
is the root of P {κ,μ} 1
(t) and e (0; κ, μ) is the noise contribution as given by the second term in the right hand side of (17).
Time-delayed derivative estimation
For a given τ 0, let us substitute, in all the preceding developments, y(t) by [Heaviside(τ )y(τ + t)]. This simply amounts to moving the time origin from 0 to τ . As a result, we obtainx (n) (τ ; κ, μ), the estimate of x (n) (τ ). Observe however that, the corresponding estimation is anti-causal, since the estimate at time τ is based on the signal observation during the time window
. Causal estimation is readily achieved by substituting y(t) by −[Heaviside(t)y(τ − t)], for τ T. Doing so, we still obtain inx (n) (τ ; κ, μ), the estimate of x (n) (τ ) but now from the signal observation on I
. These sliding windows thus induce a map t →x (n) (t; κ, μ), as an image of the map t → y(t) through all the preceding developments. The underlying operator will subsequently be called the (κ, μ)-algebraic numerical differentiator (AND) of order n. A (κ, μ)-AND will be termed minimal if it has been designed from the minimum truncation order of the Taylor expansion (3). It may be either causal or anti-causal, according to which estimation interval
Now, it is straightforward to infer from Proposition 1 that, the noise contribution e (t; κ, μ) apart,
for the causal variant. As a consequence, we have:
Corollary 1 Let x(t) be observed through a noise corruption (t) by y(t) = x(t) + (t). The causal n th order minimal (κ, μ)-algebraic numerical differentiation of y(t) is time-delayed:
The delay τ 1 reads as τ 1 = Tξ 1 where ξ 1 is given by (22) .
Similarly, we obviously have for the anti-causal variant,
Clearly, the above approximations become exact for polynomial signals of degree not exceeding n, in the noise free context. But since ξ 1 , in Proposition 1, is the root of P {κ,μ} 1 (t), we deduce:
The approximations in (23) and (24) are exact for polynomial signals of degree up to n + 1.
Delay and model complexity
In this paragraph, we investigate the non minimality effects on the algebraic numerical differentiators. We shall first establish that non minimality allows to compensate the previous delay. This is important because a delay may not be tolerable in some real time applications 1 . We shall also show that for a fixed modelling order N, the abscence of delay undergoes a performance loss. Finally, the question of the "best" choice of the barycentric coordinates in (14) will be approached.
To begin, let us recall some well-known facts. Consider the subspace of
Equipped with the inner product (19) , H q is clearly a reproducing kernel Hilbert space [3, 4, 32] , with the reproducing kernel
The reproducing property implies that for any function f defined on [0, 1], we have
where f q stands for the orthogonal projection of f on H q . In the rest of the paper, we will set q = N − n and assume that q 0.
Theorem 2
Assume that q κ + n and let
denote the least-squares q th order polynomial approximation of
where e (0; κ, μ; N) represents the corresponding noise contribution.
Remark 1 This is for the anti-causal variant. To obtain the causal counterpart, just replace y(t) for t ∈ [0, T] by −y(T − t).
We immediately deduce from the above theorem that the corresponding causal (κ, μ)-AND is delay-free:
Now, since x
where we recall (14) (for q κ + n). As already suggested, we henceforth allow the barycentric coordinates λ , = 0, . . . , q to belong to R instead of being restricted in Q. We obtain the next result. 
for some noise contribution e ξ (0; κ, μ; n + q). Moreover, these coordinates satisfy 
Then, following the previous paragraph we clearly see that the corresponding causal algebraic numerical differentiator is time delayed:
where the delay is given by τ = Tξ .
In order to simplify some notations to come, we turn to the anti-causal variant (replace
q+1 . Then, the noise aside, one may readily check that for each i = 1, . . . , q + 1,
In other words, in the noise-free case, the approximation (33) with ξ = ξ {q+1} i , 1 i q + 1 would be exact for all polynomial signals up to degree N + 1 although this approximation is based on a Taylor expansion of order N. This has an important implication as shown next.
Delay and precision
To continue the discussion, we establish in Proposition 3 below that the quality of the estimation may be significantly improved by admitting a delay. When relating this result with the last remark of the preceding subsection, we somehow recover the paradigm of model section [24] : a simple and approximate model may outperform a precise and more complex one.
To begin, let us expend x (n) (t + Tu), for each fixed t, as
and set ξ . (36) Next, suppose that 1) we do not want the estimation to be time-delayed and 2) we have a more precise model, namely a Taylor truncation of order N instead of N − 1. Accordingly, the estimation error e R N (t; κ, μ; n + q) corresponding to the delay-free estimatex (n) (t; κ, μ; N) in (28)- (30) and stemming from the mismodelling is given by:
Let us now compare the magnitude of these two errors. For that, let us notice that for T small enough, it is reasonable to approximate the above error by the first term of the expansion (37): 
Explicit expressions for z q (κ, μ) and Z q (κ, μ) may be obtained from [21, Theorem 2]. Anyway, for i = 1 in (36), which amounts to choosing the minimum delay 2 τ = Tξ {q} 1 , a significant improvement is achieved over a delay-free setting, even with a more precise model.
Remark 2
For the causal variant, the minimum delay will be given by τ = Tξ {q} q and all the preceding arguments remain valid upon interchanging κ with μ, and τ with 1 − τ .
Finally, we have seen that a causal non minimal (κ, μ)-AND may provide either delay-free or time-delayed estimation. The performance obtained in the delay-free case are worst than for the time-delayed counterpart, even though a more precise signal model is used. Admitting a delay significantly improves the quality of an (κ, μ)-AND. Thus, we recover the paradigm of model selection [24] . On the other hand, it appears that the question of a "good" choice for the barycentric coordinates reduces to the choice of the time-delay, provided the noise effect is ignored.
Reducing the noise effect
In the preceding analysis, we have confined our attention to minimizing the mismodelling error e R N . Here, we investigate the effect of the noise. The analysis relies on the very classical properties of linear time-invariant filtering. Basically, it amounts to adjust the free parameters of a filter in order to maximize the output signal-to-noise ratio (SNR). Clearly, this approach is in contrast with the previous local analysis.
Implementation issues
As a matter of fact, a causal (κ, μ)-AND is equivalent to a stable and causal linear time-invariant filter, with finite impulse response. To see this, rewrite the equation (17) for the causal variant,
where t stands for the present time. Setting y T (τ ) = y(Tτ ) = x(Tτ ) + (Tτ ) and
where rect(·) is the characteristic function of the interval [0, 1], one may immediately rewrite (41) as the convolution product:
Minimizing the output noise variance
Given κ, μ and n, we consider that the estimation time T is chosen so that the mismodelling error is small. We are now interested in describing the points in the R-affine hull of the set S κ,μ,q (t) = {x (n) (t; κ + q − , μ − ), = 0, . . . , q} which minimise the noise effect. To proceed, we suppose that the noise is a wide-sense stationary random process. Consider 
] stands for the noise convariance function and R is the (q + 1)-square matrix with entries
Define by u the (q + 1)-dimensional real vector, with 1 in each entry. Now, the barycentric coordinates λ minimizing this variance are immediately given by
By Proposition 2, we know thatx (n) (t; κ, μ; N) associated to λ is in the form
for some ξ ∈ [0, 1] if, and only if, at least one entry of λ is strictly negative. However, the barycentric coordinates which minimise the noise variance (45) do not fulfill this requirement, in general. If (t) is a (bandlimited) white noise for instance, then we directly verify that (46) yields
showing that the minimum output mean square error is achieved by the centroid of the pointsx (n) (t; κ + q − , μ − ), = 0, . . . , q. If, more generally, we consider the (κ, μ)-AND associated now to the points in the convex hull of S κ,μ,q (t), then we obtain a class of differentiators different from the one described so far. The difference is, as stated by Proposition 2, that these (κ, μ)-AND do not have the orthogonal projection principle attached to them.
We postpone the detailed analysis of this class to a forthcoming paper and go directly to the simulation studies.
Numerical experiments
A digital FIR filter
Before all, let us remind that the numerical estimates are obtained from (44) which we rewrite asx (n) (Tt; κ, μ 
with the simplified notation g(t) = q =0 λ h κ+q− ,μ+ (τ ). This is a very classical input-output linear time-invariant filtering relation, the implementation of which is easy. To further simplify the implementation, we consider that only discrete-time samples of the observation y are available. We assume that the samples are regularly spaced 3 , with a sampling period T s and we use the common notation y m = y(mT s ). 
Time
For each sampling time t = T s , we computẽ
The n th order derivative estimate is thus obtained from the output of a classical 
Simulation results
Let y(t) = x(t) + (t), 0 ≤ t ≤ 5 (without unit), be the noisy measurement of the signal
We consider a sampling period (given without unit) of T s = 1/200 which corresponds to 1000 samples in the interval [0, 5] . The samples of the noise are simulated from a zero-mean white Gaussian iid sequence. The variance is adjusted in such a way that the signal to noise ratio in dB 4 , i.e., SN R = 10 log 10 Fig. 1 ). Begin with the first order derivative. The estimatesx (1) (t; 0, 0), obtained with the minimal (0, 0)-AND are displayed in Fig. 2 (dotted line) . Each estimation window I T t− = [t − T, t] has a width T = 60T s . We also depict (dashed line) This is the case of the next experiment. We consider the non minimal estimator from (10)- (12) , with sliding windows of width T = 110T s . The estimatesx (1) (t; 0, 0; 2) are plotted (solid line) in Fig. 3 below. There is no estimation delay, as expected. However, the performance significantly degrades as compared to the preceding results although the signal model is Time more precise. If we now relax the delay-free constraint, it becomes possible to take advantage of the more flexible second order model for the signal. This is illustrated in the following simulation (see Fig. 4 ), where we keep the same settings for T, but with κ = μ = 1 now. The solid line curve in Fig. 4 represents the estimates obtained as in Proposition 2, with the barycentric coordinates given by equation (68) where ξ = ξ {2} 2 is the largest root of P {κ,μ} 2 . For comparison purpose, the curve has been shifted by a number of samples corresponding to the delay ξ {2} 2 T. The same type of behaviors are also observed for the estimation of the higher order derivatives. As an illustration, we give in Figs. 5 and 6 below the estimation results corresponding to the second order derivative from the noisy observation depicted in Fig. 1 .
We represent the transient components of the corresponding filter's output by the dotted parts of the curves. The dash-dotted line curves are the delayed Observe that for q = 1 and for all n, the filter corresponding to the minimal (κ, μ)-AND coincides with that which minimises the output noise variance for the same κ and μ. More generally, we may verify that any minimal (κ, μ)-AND, with small |κ − μ|, is close to the corresponding minimum variance (κ, μ)-AND, for q = 1. This stems from the identity
where the superscripts "MV" and "Min" refer to the "Minimum Variance" and "Minimal" estimators respectively. An illustration is given in the Fig. 7 below, with the settings of the two preceding simulations. Finally, let us notice that all the preceding simulation results are based on one sample realization of the noisy signal. Now, in order to validate the presented results, we investigate the bias and variance in each simulation above. Recall that the signal derivatives estimates are obtained as output of FIR filters with a noisy input. So, with the zero mean white noise assumption, the associated output noise variance is readily computed by taking the 2 sequence norm of the corresponding impulse response, {c m }, multiplied by the variance of the input noise. The output signal to noise ratio (SNRout) is therefore given by
Concerning the bias, we use 100 Monte-Carlo simulation runs to compute the sample means E s {x (n) ( )}. The relative sample mean squared error, due to the mismodelling (the bias term) and to the numerical approximation of the integrals, will be called the signal to bias ratio. It is computed as: 
Proofs
Proof of Lemma 2 A direct inspection of (10) shows that the maximun power of s, appearing in the coefficients of the differential operator
κ,μ is in finite-integral form is thus clear since μ 0. Next apply this differential operator tox N . The (N − n) th order derivative of the right hand side of (4) results in a polynomial of degree n, the constant term of which is equal to (N − n)!x (n) (0). If we divide this polynomial by s and take the (n + κ) th order derivative of the result, then we immediately see that there is only one remaining term which, when divided by s N+μ+1 , yields ϕ κ,μ (s)x (n) (0), where ϕ κ,μ (s) is given by (11) .
Proof of Theorem 1 Set q = N − n and p = n + κ. 
Dividing D by s μ+N+1 and rearranging the terms in the summation above allows one to get:
where, if q p then m( j ) ≡ 0 and else m( j ) = max(0, j − p). Using the expression (11) and the relation (12), we get the linear combination in (14) with coefficients given by:
It now remains to show that, (12) is a Q-affine combination. That the coefficients λ j are rational numbers is indeed plain. By rearranging the factors of the numerator and of denominator, we obtain the simpler expression: , > 0, we have the recurrence relation
showing that I(q) is constant. Therefore, we get q j=0 λ j = 1 upon noting that I(1) = 1.
Proof of Proposition 1 Observe that x
(n) LS,1 (Tt) is defined by x (n) LS,1 (Tt) = P {κ,μ} 0 (τ ), x (n) (Tτ ) P {κ,μ} 0 2 + P {κ,μ} 1 (τ ), x (n) (Tτ ) P {κ,μ} 1 2 P {κ,μ} 1
(t).
For t = ξ 1 as in (22), i.e., the zero of P {κ,μ} 1 (t), the second term in the right hand side of the equality above vanishes. Hence, we recognize the contribution due to the signal in equation (17) . The contribution due to the noise is denoted by the term e (0; κ, μ) in (21) .
Proof of Theorem 2
To simplify the expressions to come, we shall writẽ x (n) (κ, μ; N) in place ofx (n) (0; κ, μ; N). Begin with the following lemma.
Lemma 3
The recurrence relatioñ Proof For the sake of simplicity, we ignore the noise. This is without any loss of generality in the present proof. Set q = N − n, ν = μ + N + 1 and
Also, define x T (t) = x(Tt). A direct application of the rules of operational calculus shows that:
Integrate by parts for the second integral. Then, we may rewrite the above expression as:
Let B N−1 (κ, μ) be defined by the second term of the right hand side of the pre-
. Now reconsider (54), and integrate by parts again but this time, with respect to the first integral. This will result in:
Combining (55) and (56), we arrive at the recurrence relation:
Finally, the relation (52) follows by considering the definition (53).
We proceed by induction. For q = 1, equation (52) coincides with (14) , with λ 1 = n + κ + 2 = λ and λ 0 = 1 − λ. Using (17) , it can be written as
Set α = μ + n and β = κ + n. Now, it is immediate to verify that the bracketed term under the integral above has the form g(τ )w {κ,μ} (τ ) where g is a polynomial of degree 1. The following identity
may be verified directly from [1] . Then it is a matter of straightforward algebra to check that the polynomial g expresses as:
where we recall that P {κ,μ} 1 (τ ) = τ − ξ 1 , with ξ 1 given by (22) . Plugging this expression of g into (58) immediately shows that (28) is valid for q = 1.
Suppose (28) holds for a given q > 1. Then, we obtain from (52),
η m (κ, μ + 1)
The following miscellaneous recurrence relations, which are adapted from [1, p.782], will be useful:
With these relations, the equation (59) becomes
Now, it is straightforward to verify that the following identities hold:
This shows that if the relation (28) is valid for q > 1, then it must also be valid for q + 1. Since it has been established for q = 1, we conclude that (28) holds for all q 1.
Proof of Proposition 2
As for the equation (58) in the previous proof, it is easy to see that the linear combination
with
are the Bernstein basis polynomials [23] of degree q and φ = γ κ ,μ ,n ( q ) .
Since the set b ,q (τ ), = 0, . . . , q also forms a basis for the subspace H q (see (25) ), we may equate
Here, the matrix B stands for the Gramian of the Bernstein polynomials b ,q (·), with respect to the inner product of H q . Now, observe that the first part of the proposition claims that, for each ξ ∈ [0, 1], the equation 
It now remains to establish the second part of the proposition. To proceed, observe that the entries of the Gramian matrix B are readily identified as:
(B) i, j = q i P {κ+2q−(i+ j ),μ+(i+ j )} 0 2 q j .
Next, using (20) and some straightforward algebra allows one to verify that 
