In this paper, extensions of several relations linking differences of bivariate discrete orthogonal polynomials and polynomials themselves are given, by using an appropriate vector-matrix notation. Three-term recurrence relations are presented for the partial differences of the monic polynomial solutions of admissible second order partial difference equation of hypergeometric type. Structure relations, difference representations as well as lowering and raising operators are obtained. Finally, expressions for all matrix coefficients appearing in these finite-type relations are explicitly presented for a finite set of Hahn and Kravchuk orthogonal polynomials.
Introduction
Orthogonal polynomials of a discrete variable are employed in several areas of mathematics (coding theory, population dynamics, statistical analysis) and appear in a number of problems of theoretical and mathematical physics, group representation theory, or computational physics, that an exhaustive catalogue would simple be very lengthy and unwieldy [4, 18] .
In the theory of orthogonal polynomials in one variable (either continuous or discrete orthogonality) special attention has been received by the so-called structure and differential/difference relations [1, 2, 13, 16, 17] . In the classical continuous situation (Hermite, Laguerre, Jacobi and Bessel), if {P n (x)} is a family of orthogonal polynomials satisfying the second-order linear differential equation of hypergeometric type [18] σ (x)y (x) + τ (x)y (x) + λ n y(x) = 0, then, it is possible to obtain scalar constants E n , F n and G n = 0 such that [2] σ (x)P n (x) = E n P n+1 (x) + F n P n (x) + G n P n−1 (x) .
This property constitutes a characterization of classical orthogonal polynomials. Furthermore, there exist some extensions to the semi-classical situation [14] . The general theory of the structure relation for Askey-Wilson polynomials was presented by Koornwinder in [9] .
Also, in the classical discrete situation (Charlier, Meixner, Kravchuk and Hahn), if {P n (x)} denotes a family of orthogonal polynomials satisfying the second-order difference equation of hypergeometric type [18] σ (x) ∇y(x) +τ (x) y(x) +λ n y(x) = 0, then, it is possible to find scalar constants R n , S n , T n ,R n ,S n , andT n such that [7] σ (x)∇P n (x) = R n P n+1 (x) + S n P n (x) + T n P n−1 (x), σ (x) +τ (x) P n (x) =R n P n+1 (x) +S n P n (x) +T n P n−1 (x).
These finite-type relations [17] characterize classical discrete sequences of orthogonal polynomials and there exist generalizations to semi-classical situations.
In the multivariate continuous case, Lee [15] generalizes the Hahn-Sonine theorem to bivariate orthogonal polynomials and some analog characterizations of standard classical orthogonal polynomials are obtained.
In recent publications [19, 20] we gave a general approach to study the orthogonal polynomial solutions of a secondorder linear partial difference equation of hypergeometric type. Going on with this study, the aim of this paper is to present, under certain assumptions, finite-type relations (first and second structure relations) for these monic discrete orthogonal families and their partial differences. Also, ladder operators lowering or raising the degree but preserving the parameters of these families are built.
The present study is organized as follows. In Section 2, we begin by reviewing the study of an admissible second order partial difference equation of hypergeometric type done in [20] and its monic polynomial solutions. After the introduction of some notation, the orthogonality property of these monic polynomial sequences and their first order partial differences are presented. In Section 3, we establish general properties which constitute the main goal of this paper. In particular, we deduce -structure and ∇-structure relations for monic bivariate discrete orthogonal polynomials and a second structure relation, i.e. a relation between a monic polynomial sequence and the sequence of their differences. These relations take a vector-matrix form. Finally, to illustrate these algebraic-difference equations, in Section 4, we present the explicit expression for the parameters involved in the aforementioned properties of monic bivariate Hahn and Kravchuk polynomials respectively, where the support of the pure point measures is a finite discrete set. We use Mathematica 5 for doing our computations [26] . Moreover, relations between partial differences of Hahn and Kravchuk polynomials and the polynomials themselves are given, in a similar way as [18, Section 2.4.3].
Monic orthogonal polynomials in two discrete variables as solutions of an admissible second order partial difference equation of hypergeometric type
Problems involving linear partial differential equations of Mathematical Physics can be reduced to algebraic ones of a very much simpler structure by replacing the differentials by difference quotients on some mesh. Partial difference equations are difference equations that involve functions of two or more independent variables. In this context, the two-variable extension of the forward difference operator is defined as
, where x = (x, y) is a point of the 2D space, and the backward difference operator ∇ is
Definition 2.1. The equation
is said to be hypergeometric if the differences u α (x) = r 1 s 2 u(x) of the solutions u = u(x) of (1) are also solutions of an equation of the same type as (1), where we denote by α = (r, s) a multi-index of order |α| = r + s. (1) is said to be admissible if there exists a sequence {λ n } (n = 0, 1, . . .) such that for λ = λ n , there are precisely n + 1 linearly independent solutions in the form of polynomials of total degree n and has no non-trivial solutions in the set of polynomials whose total degree is less than n.
Definition 2.2. An hypergeometric equation
This concept was introduced by Krall and Sheffer [12] in the case of second order partial differential equations and also by Y. Xu in [28, Section 2] in the case of second order partial difference equations, without the assumption of being an equation of hypergeometric type. Recently, in [8] all second order difference operators of several variables that have discrete orthogonal polynomials as eigenfunctions were characterized.
The definition of admissibility of Eq. (1) implies that all numbers
In a similar way as Suetin [22, 
where the coefficients a ij (x) and b i (x) are
In Section 4, we shall present two examples of the partial difference equation (2) where the constant A is different or equal to zero, whose polynomial solutions are Hahn or Kravchuk bivariate orthogonal polynomials, respectively.
In a similar way we can obtain a partial difference equation for the functions u (j ) 
where explicit relations for the coefficients a
k , μ (j ) were found [20] in terms of the coefficients of (2). Let us introduce the following notation. Let α = (α 1 , α 2 ) ∈ N 2 0 and |α| = α 1 + α 2 . Let x = (x, y) and x n be the column vector, whose elements are arranged in the graded lexicographic order (see [6, p. 32 ])
There exist various other orders for polynomials of several variables. For an alternative approach, see [5] . If we denote by {P n α } |α|=n a sequence of monic polynomials where P n α (x, y) = x α 1 y α 2 + terms of lower power, in the space Π 2 n of all polynomials of degree at most n in two variables x = (x, y) with real coefficients, we can writê P n as the (column) monic polynomial vector
where α (1) , . . . , α (n+1) is the arrangement of elements in {α ∈ N 2 0 | |α| = n} according to the graded lexicographic order, i.e.
Using the vector notation, the monic polynomialP n can be written aŝ
Under certain boundary conditions (see [20] ), the monic polynomial solutions of (2) are orthogonal with respect to a weight function (x, y) in a certain domain G ⊂ R 2 with
where κ is a constant and
Let G be a certain discrete set, and (x, y) be a nonnegative function on G. This weight function (x, y) defines the linear functional
on the space of all polynomials in two variables if, of course, all such sums exist.
In what follows we consider the discrete domain
where φ(x) is determined [20] from the positivity of the functions G j defined in (7) . If L(P Q) = 0, we say that the polynomials P and Q are mutually orthogonal with respect to (x, y) on the lattice set G.
Let us denote by V 2 n the space of orthogonal polynomials of total degree exactly n,
The dimension of V 2 n is n + 1 and the monic polynomials (P n α (x, y)) |α|=n constitute a basis of this subspace V 2 n , i.e. the elements of the polynomial vectorP n form a basis of the subspace
As a consequence we have the orthogonality relation
and we shall refer to {V 2 n } as the set of orthogonal vector spaces relative to (x, y) (see [12] ).
Definition 2.4.
Let L be the linear functional defined in (9), and letL be the linear functional defined by the matrix
for any polynomial matrix (A i,j (x, y)). A sequence of monic polynomials {P n α (x, y) ∈ Π 2 n | |α| = n, n ∈ N 0 }, is said to be orthogonal with respect toL or {P n } n 0 is an orthogonal family with respectL if
where H n is a nonsingular matrix of size n + 1.
As a consequence of this definition we have Proposition 2.5. LetL be the linear functional defined in (12) and letP n be the monic orthogonal polynomial defined as above. Then
where H n is defined in (14) .
Moreover, Proposition 2.6. LetL be the linear functional defined in (12) and letP n be the monic orthogonal polynomial defined as above.
Also,
Lemma 2.7. LetL be the linear functional defined in (12) and letP n be a monic orthogonal polynomial with respect toL. ThenP n is uniquely determined by the matrix H n .
Proceeding similarly, let us consider the orthogonality property of partial differences of the monic orthogonal familyP n .
From now on we make the assumption:
This property is the keystone to write the finite-type relations obtained in this paper in a similar way to the one variable case. For this purpose, let us denote by
and let
and
n and Q (y) n are orthogonal with respect to the functionalsL (1) andL (2) respectively, i.e. for n > k
where the polynomials j are defined in (8) and
where F j n are nonsingular matrices of size n + 1, for j = 1, 2 and 
n } is a basis of Π 2 n .
General properties

The three term recurrence relations of monic orthogonal polynomials
The three term recurrence relation in several variables was first studied by Kowalski [10, 11] , by using a different vector notation as compared with [6, 27] , which is used in this paper.
LetL be the linear functional defined in (12) . Using the vector notation introduced in (4), let {P n } n 0 be a sequence of monic orthogonal polynomials with respect toL.
Just as in the scalar case, the sequence {P n } n 0 satisfies three term recurrence relations which can be obtained in a similar way as in [6, p. 75] , from the orthogonality of the family. These recurrences play a fundamental role in understanding the structure of orthogonal polynomials.
Let L n,j be the matrices of size (n + 1) × (n + 2) which are defined by
i.e.
where
the columns of the joint matrices
T of size (2n + 2) × (n + 2) and (2n + 2) × n respectively, are linearly independent, i.e.
rank(L
As a consequence, the matrix L n has full rank and there exists an unique matrix
such that
Using the left inverse D † n , we can write a recursive formula for the monic orthogonal polynomialŝ
using the notation
with the initial conditionsP −1 = 0,P 0 = 1, where ⊗ denotes the Kronecker product and
This recurrence (27) gives another presentation of [6, (3.2.10)].
The three term recurrence relations of the partial difference derivatives of monic orthogonal polynomials
In [15] , the problem of characterizing orthogonal polynomials in two variables whose partial derivatives with respect to x are also orthogonal was studied.
In our situation, we obtain 
with the initial conditions Q Proof. For j = 1, 2, the components of x j Q (x j ) n are polynomials of degree n + 1, where x 1 = x and x 2 = y. Hence, they can be written as linear combinations of difference derivatives of orthogonal polynomials
Multiplying the above equation by (Q (x j )
k ) T from the right and applying the linear functionalL (j ) , we get
By orthogonality of Q 
n, = 0 for n − 2. As a result, we obtain (28) and (29) 
Structure relations
Let {P n } n 0 be the family of monic orthogonal polynomials with respect toL and denote by
Since the components of 1 (x, y)∇ 1Pn + 2 (x, y)∇ 2Pn are polynomials of degree n + 1, we can write
where 1 (x, y) and 2 (x, y) are defined in (8).
Polynomials 1Pn (x, y) and 2Pn (x, y) are orthogonal with respect to 1 (x + 1, y) (x + 1, y) and 2 (x, y + 1) (x, y + 1), respectively, i.e. for n > k + 1
If we multiply Eq. (31) byP T k from the right and apply the above orthogonality relations and the orthogonality ofP k , we get 0 = A n,k H k , for k < n − 1, where the matrix H k is defined in (13) . By using that H k is nonsingular, we conclude that A n,k = 0 for k < n − 1.
Hence,we get the following equation, called ∇-structure relation, that connects the first-order backward differences with the orthogonal polynomials, Theorem 3.3. For n 1, there exist unique and x, y-independent matrices G n , S n , and T n of sizes (n + 1) × (n + 2), (n + 1) × (n + 1), and (n + 1) × n, respectively, such that where 1 (x, y) and 2 (x, y) are defined in (8) .
Moreover, following the same procedure we obtain the -structure relation given by Theorem 3.4.
where ϕ 1 (x, y) and ϕ 2 (x, y) are defined in (8) andG n ,S n andT n are x, y-independent matrices.
Raising and lowering operators for monic orthogonal polynomials of two discrete variables
In this section, by application of the above properties, we obtain operators lowering or raising the degree but preserving the initial family. Let us define
n C n . Then, using the relations (34) and (27) , we have
Hence, L − n is a lowering or annihilation operator for {P n } n 0 . Since the matrix C n has full rank there exists an unique matrix C † n of size n × (2n + 2), called the generalized
then, using the relations (34) and (27) , we have L + nP n = V nPn+1 , and, therefore, L + n is a creation or raising operator for the monic family {P n } n 0 .
Derivative representations or second structure relations
We are looking for a finite-type relation between the monic orthogonal polynomial sequence {P n } n 0 and the sequence of partial differences {Q (x) n } n 0 (or {Q (y) n } n 0 ) and we get the following result. 
with the initial conditions Q (x)
Proof. For n 1, and j = 1, 2, we apply the operator j to both sides of (23) to obtain:
where x 1 = x, x 2 = y. By using the notation (18) and the restriction 1 P n+1 0,n+1 (x, y) = 0, we can writê
A denotes A after removing the last column. Now, using
and the recurrence relation (28) we obtain the relations (37), whose coefficients are given by
In a similar way, using 2 P n+1 n+1,0 (x, y) = 0 we get the relations (38), where
where the notation
← −
A means A after removing the first column. 2
Examples
In this section we give two examples to illustrate our results. They are the monic bivariate Hahn and Kravchuk polynomials, introduced by Tratnik in [24] , that are orthogonal with respect to pure point measures supported on finite sets. All these selected examples satisfy the assumption conditions (16).
Monic Hahn orthogonal polynomials of two variables
The linear partial difference equation of hypergeometric type (47) has as polynomial solutions the bivariate monic Hahn polynomials of total degree n + m, and they are defined as the generalized Kampé de Fériet hypergeometric series [3, 21] u(x, y) =Ĥ 
where N ∈ N, a, b, c ∈ R with a + b + c −2 and 0 n + m N + 1. In this case, the functions G 1 and G 2 defined in (7) are given by
which are positive for c 0. So, the discrete domain G where the polynomial solutions are orthogonal is
the weight function is given by
up to a constant factor. As a result, they satisfy the following orthogonality relation (23), where the coefficient matrices B n,j and C n,j are
Moreover,
Using the notation introduced in (30), i.e. the ∇-structure relation (34) can be written as
where the coefficient matrix G n of size (n + 1) × (n + 2) has the form
and the matrix T n of size (n + 1) × n is tetradiagonal looks like
Moreover, using the notation introduced in (17) , the -structure relation (35) can be written as
whereG n = G n , and the matrixS n of size (n + 1) × (n + 1) is tridiagonal
and for this bivariate Hahn polynomials, the matrixT n of size (n + 1) × n verifiesT n = T n . Next, we give relations between Q (x j ) n and another family of monic Hahn polynomials, extending the formulae given in [18, Section 2.4.3] . Using the notation introduced in (18) and (19) , for n 0, we have
where the diagonal matrices E n,j , j = 1, 2 of size (n + 1) × (n + 1) are
Moreover, their differences constitute an orthogonal polynomial sequence. The coefficient matrices of the threeterm relation for the differences (28) and (29) are
where 
where a 1 , a 2 are non-zero real parameters satisfying
and the variable γ is arbitrary, including negative integers. They are related by meanŝ 
We have omitted results on monic bivariate Meixner polynomials because of (92) and lack of space.
