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a b s t r a c t
We study the HSS iteration method for large sparse non-Hermitian positive definite
Toeplitz linear systems, which first appears in Bai, Golub and Ng’s paper published in 2003
[Z.-Z. Bai, G.H. Golub, M.K. Ng, Hermitian and skew-Hermitian splitting methods for non-
Hermitian positive definite linear systems, SIAM J. Matrix Anal. Appl. 24 (2003) 603–626],
and HSS stands for the Hermitian and skew-Hermitian splitting of the coefficient matrix A.
In this note we use the HSS iteration method based on a special case of the HSS splitting,
where the symmetric part H = 12 (A + AT) is a centrosymmetric matrix and the skew-
symmetric part S = 12 (A − AT) is a skew-centrosymmetric matrix for a given Toeplitz
matrix. Hence, fast methods are available for computing the two half-steps involved in the
HSS and IHSS iteration methods. Some numerical results illustrate their effectiveness.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
Let us consider iteration methods for the Toeplitz linear system
Ax = b, (1.1)
where A ∈ Cn×n is a large sparse non-Hermitian positive definite Toeplitz matrix and b, x ∈ Cn.
Toeplitz matrices look like
a0 a1 a2 · · · an
a−1
. . .
. . .
. . .
...
a−2
. . .
. . .
. . . a2
...
. . .
. . .
. . . a1
a−n · · · a−2 a−1 a0
 ,
i.e., they are constant along diagonals. The name Toeplitz originated from the work of Otto Toeplitz [14] in the early 1900s
on bilinear forms related to Laurent series [8]. Toeplitz matrices often arise in mathematics and engineering [4]. For recent
years many authors have paid attention to developing specific algorithms catering to solving Toeplitz linear systems.
Many direct methods are proposed for solving the Toeplitz linear systems. A straightforward application of the Gaussian
elimination will lead to an algorithm with O(n3) complexity. Now a number of Toeplitz solvers have decreased the
complexity to O(n2) operations [10,15]. Fast direct algorithms of complexity O(n log2 n)were also put forward around 1980.
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In despite of the reduction of the arithmetic complexity, the fast direct Toeplitz solvers are notoriously unstable formany
important Toeplitz matrices such as indefinite and certain non-Hermitian Toeplitz matrices. Therefore, iteration methods
for solving Toeplitz linear systems have broughtmuch attention, for example, the preconditioned conjugatemethod. Given a
suitable preconditioner under certain conditions on Toeplitz solvers, the complexity can be reduced to O(n log n) compared
to the O(n log2 n) complexity of the fast direct Toeplitz solvers.
In [2,3] the authors present the NSS iteration method and the PSS iteration method for solving positive definite linear
systems. The NSS iteration method possesses the splitting of the form
A = N + S1,
where N ∈ Cn×n is a normal matrix and S1 ∈ Cn×n is a skew-Hermitian matrix, which is the generalization of the HSS
iteration method in [1]. The PSS iteration method has a more general splitting
A = P + S2,
where P ∈ Cn×n is positive definite and S2 ∈ Cn×n is skew-Hermitian. Unlike the NSS and HSS iteration methods, the PSS
iteration method can efficiently solve the Hermitian and non-Hermitian positive definite linear systems, and preserves all
properties of both HSS and NSS iterationmethods. In [13] the author also proposes an effective iterationmethod called CSCS
iteration method for Toeplitz linear systems and it is based on a circulant and skew-circulant splitting [5]:
A = C + S3,
where C is a circulant matrix and S3 is a skew-circulant matrix. If C and S3 are positive matrices, then the CSCS iteration
method is convergent. The CSCS iteration method has the complexity O(n log n) by using fast Fourier transforms (FFTs).
In this note we will apply the HSS iteration method to solve the large sparse non-Hermitian positive definite Toeplitz
systems, which is a special version of the HSS iteration method in [1] and the splitting is
A = H + S, (1.2)
where the symmetric part H = 12 (A + AT) is a centrosymmetric matrix and the skew-symmetric part S = 12 (A − AT) is a
skew-centrosymmetric matrix for a Toeplitz matrix.
A matrix A is called centrosymmetric if A = JAJ and skew-centrosymmetric if A = −JAJ , where J is the permutation
matrix with ones on the cross diagonal(bottom left to top right) and zeros elsewhere.
It iswell known that there always exists a very simple similarity transformationwhich transforms every centrosymmetric
matrix into a direct sum of blocks of half the order [7,11,16]. For simplicity, we only consider the case of even n = 2m.
According to the definition of centrosymmetric matrices, an n× n centrosymmetric matrix with n = 2m can be written
as
A =
[
B JmCJm
C JmBJm
]
,
where B and C are allm×mmatrices.
Define the orthogonal matrix Q by
Q =
√
2
2
[
Im Im
Jm −Jm
]
, (1.3)
where Im ∈ Rm×m is an identity matrix. Then it holds
Q TAQ =
[
B+ JmC
B− JmC
]
, (1.4)
which is called the reduced formof the centrosymmetricmatrix A. If A is a skew-centrosymmetricmatrix, it can be expressed
as
A =
[
B −JmCJm
C −JmBJm
]
,
where B and C are all m × m matrices. Applying the orthogonal matrix given by (1.3) to the matrix A, it produces a block
matrix of the form [7]:
Q TAQ =
[
B+ JmC
B− JmC
]
. (1.5)
The organization of this note is as follows: in Section 2 we give the HSS and IHSS iterationmethods based on the splitting
(1.2), and study their convergence properties. In Section 3 we discuss the computational complexity of the HSS and IHSS
iterative methods, respectively. Several numerical examples are presented in Section 4 to illustrate the effectiveness of the
HSS and IHSS iteration methods. Finally in Section 5 we draw some conclusions.
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2. The HSS and IHSS iteration methods
TheHSS iterationmethodbased on the splitting (1.2) can bewritten as follows: given a starting guess x(0), for k = 1, 2, . . .,
until {xk} converges, compute{
(βI + H)x(k+ 12 ) = (βI − S)x(k) + b, (1)
(βI + S)x(k+1) = (βI − H)x(k+ 12 ) + b (2.1)
where β is a given positive constant.
The equivalent HSS iteration method derived from (1.4) and (1.5): provided an initial vector x0, for k = 0, 1, 2, . . ., until
{x(k)} converges, calculate{
(βI + Hˆ)xˆ(k+ 12 ) = (βI − Sˆ)xˆ(k) + bˆ,
(βI + S)x(k+1) = (βI − H)x(k+ 12 ) + b, (2.2)
with
Hˆ = Q THQ , Sˆ = Q TSQ , xˆ(k) = Q Tx(k), bˆ = Q Tb,
where Q is given by (1.3).
Remark. In (2.2) Hˆ is also a symmetric matrix since
HˆT = (Q THQ )T = Q THTQ = Q THQ = Hˆ.
In [1] the authors consider it is very costly and impractical to obtain the exact solutions with the matrices αI + H and
αI + S at each HSS iterate, so they develop the IHSS iteration method from the HSS iteration method, in which the two
half-steps can be solved by some iteration methods such as the CG method [6] and some Krylov subspace methods.
The IHSS iteration method obtained from the HSS iteration method (2.1): given an initial vector x(0), for k = 0, 1, 2, . . . ,
until {x(k)} converges:
(1) Solve
(βI + H)x(k+ 12 ) = (βI − S)x(k) + b (2.3)
by employing an inner iteration such as the CG method with the initial vector x(k).
(2) Given x(k+
1
2 ) as the initial guess, solve
(βI + S)x(k+1) = (βI − H)x(k+ 12 ) + b (2.4)
by using some Krylov subspace method.
Theorem 1 ([1]). Let A ∈ Cn×n be a positive definite matrix, let H˜ = 12 (A + AH) and S˜ = 12 (A − AH) be its Hermitian and
skew-Hermitian parts, respectively, and let α be a positive constant. Then the iteration matrix M(α) of the HSS iteration is given
by
M(α) = (αI + S˜)−1(αI − H˜)(αI + H˜)−1(αI − S˜),
and its spectral radius ρ(M(α)) is bound by
σ(α) = max
λi∈λ(H˜)
|α − λi|
|α + λi| ,
where λ(H˜) is the spectral set of the matrix H˜. Therefore, it holds that
ρ(M(α)) ≤ σ(α) < 1 for ∀α > 0,
i.e., the HSS iteration converges to the unique solution x∗ ∈ Cn of the system of linear equation (1.1).
Lemma 2 ([2]). Let
V (α) = (αI − P)(αI + P)−1.
If P ∈ Cn×n is a positive definite matrix, then it holds that
‖V (α)‖2 < 1 ∀α > 0.
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Theorem 3. Let A ∈ Cn×n be a positive definite matrix, and H = 12 (A + AT) and S = 12 (A − AT) be its symmetric and skew-
symmetric parts, respectively. Let
M(β) = (βI + S)−1(βI − H)(βI + H)−1(βI − S)
be the iteration matrix of the HSS iteration (2.1) and V (β) = (βI −H)(βI +H)−1. Then the spectral radius ρ(M(β)) is bounded
by ‖V (β)‖2 and has the following relation:
ρ(M(β)) ≤ ‖V (β)‖2 < 1 for ∀β > 0;
i.e., the HSS iteration (2.1) converges to the exact solution x∗ ∈ Cn of the linear equation (1.1).
Proof. Since A is a positive definite matrix, then H = 12 (A + AT) is also a positive definite matrix. By Lemma 2 we have‖V (β)‖2 < 1 for ∀β > 0. Moreover, we find that
Q (β) = (βI − S)(βI + S)−1
is an orthogonal matrix.
Let Mˆ(β) = V (β)(βI − S)(βI + S)−1, which is similar toM(β). Therefore, we obtain that
ρ(M(β)) = ρ(Mˆ(β)) ≤ ‖Mˆ(β)‖2
= ‖V (β)(βI − S)(βI + S)−1‖2
= ‖V (β)Q (β)‖2 = ‖V (β)‖2 < 1. 
Furthermore, the HSS iteration method (2.1) can be also applied to the linear system which coefficient matrix A is not a
positive definite matrix.
Corollary 4. Given a positive constant β , the HSS iteration method (2.1) is convergent if H = 12 (A + AT) is a positive definite
matrix.
Proof. The proof is similar to that of Theorem 3.
Of course, the HSS iteration method based on the splitting [1]:
A = H˜ + S˜ (2.5)
can be also used to solve the large sparse non-Hermitian positive definite Toeplitz linear systems, where H˜ = 12 (A+ AH) is
a Hermitian matrix and S˜ = 12 (A− AH) is a skew-Hermitian matrix, which convergence property is assured by Theorem 1.
When A is a complex Toeplitz matrix, the HSS iteration method derived from (1.2) may have different spectral radii and
convergence properties compared to the HSS iteration method based on (2.5), which are illustrated by the following
Tables 4.3–4.6 and Figs. 4.1–4.8 in Section 4. From these numerical experimentations, we think that the different structures
of the matrices between the two splittings (1.2) and (2.5) probably result to these phenomena, and we are studying them
in order to confirm our guess. 
3. Computational complexity
In this section we will analyze the computational complexity of the HSS and IHSS iterative methods, thus we need to
estimate their computer times by operation counts and computer memories. Here we will investigate the computational
complexity of (2.1) and (2.2), respectively.
3.1. Computational complexity of the HSS iterative method (2.1)
The computational cost of the HSS iterative method (2.1): notice that H and S are Toeplitz matrices, then the work to
compute a sweep of the HSS iteration is estimated from Table 3.1:
The store cost of the HSS iterative method (2.1): the memory is required to store f1, b, x(k), H and S. Since H and S are
Toeplitz matrices, so the total store cost is about o(n).
The computational complexity of the IHSS iterative method from (2.1) is less than that of the HSS iterative method,
because the complexity is about O(n log n) compared to the O(n log2 n) complexity of the fast direct Toeplitz solvers to solve
the Toeplitz linear systems in (2.1).
Remark. Determining f1 and g1 is equivalent to implementing twomatrix-vectormultiplications. SinceH and S are Toeplitz
matrices, then we can calculate Hx and Sx by using fast Fourier transformation (FFTs). Furthermore, assure that A is also a
centrosymmetric matrix, then we have
Ax =
[
B JmCJm
C JmBJm
]
x =
[
Bx1 + JmCJmx2
Cx1 + JmBJmx2
]
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Fig. 4.1. HSS1 with ‘-’, HSS2 with ‘.’ and GMRES with ‘- -’ for n = 400.
Fig. 4.2. HSS1 with ‘-’, HSS2 with ‘.’ and GMRES with ‘- -’ for n = 800.
Fig. 4.3. HSS1 with ‘-’, HSS2 with ‘.’ and GMRES with ‘- -’ for n = 400.
with x1, x2 ∈ Cm. So we can compute Bx1, JmCJmx2, Cx1and JmBJmx2 simultaneously, where B and C are also Toeplitz matrices,
so dose the case that A is skew-centrosymmetric.
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Fig. 4.4. HSS1 with ‘-’, HSS2 with ‘.’ and GMRES with ‘- -’ for n = 800.
Fig. 4.5. GMRES(HSS1) with ‘- -’, GMRES(HSS2) with ‘.’ and GMRES with ‘-’ for n = 400.
Fig. 4.6. GMRES(HSS1) with ‘- -’, GMRES(HSS2) with ‘.’ and GMRES with ‘-’ for n = 800.
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Fig. 4.7. GMRES(HSS1) with ‘- -’, GMRES(HSS2) with ‘.’ and GMRES with ‘-’ for n = 400.
Fig. 4.8. GMRES(HSS1) with ‘- -’, GMRES(HSS2) with ‘.’ and GMRES with ‘-’ for n = 800.
3.2. Computational complexity of the HSS iterative method (2.2)
Since H and S are centrosymmetric and skew-centrosymmetric matrices, respectively, we have
H =
[
H1 JmH2Jm
H2 JmH1Jm
]
, S =
[
S1 −JmS2Jm
S2 −JmS1Jm
]
,
where H1, H2, S1 and S2 are allm×m Toeplitz matrices.
Thus (2.2) can be expressed as the following form:
(βIm + H1 + JmH2)xˆ(k+
1
2 )
1 = βImxˆ(k)1 − (S1 + JmS2)xˆ(k)2 + bˆ1, (2)
(βIm + H1 − JmH2)xˆ(k+
1
2 )
2 = βImxˆ(k)2 − (S1 − JmS2)xˆ(k)1 + bˆ1, (3)
(βI + S)x(k+1) = (βI − H)x(k+ 12 ) + b.
(3.1)
From (2) and (3) we find that βIm + H1 is Toeplitz matrix, and JmH2 and −JmH2 are Hankel matrices, so the linear
systems (2) and (3) are two Toeplitz-plus-Hankel systems. The direct algorithms [17] for (2) or (3) need complexity
o(m2) = o(( n2 )2). However, when a preconditioned iterativemethod [9] is used for (2) or (3), the complexity can be reduced
to o(m logm) = o(n log n2 ) compared to the complexity o(m2) needed by the direct algorithms.
Compared to o(n log n) of (1) of the IHSS iterative method (2.1), the total complexity of (2) and (3) of (3.1) is about
o(n log n2 ), the rest computational complexity of (3.1) is almost the same as that of (2.1). Furthermore we can solve (2) and
(3) by parallel computing.
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Table 3.1
Work of the HSS iterative method
Operation Work
f1 = (βI − S)x(k) o(n log n)
f2 = f1 + b n
(βI + H)x(k+ 12 ) = f2 o(n log2 n)
g1 = (βI − H)x(k+ 12 ) o(n log n)
g2 = g1 + b n
(βI + S)x(k+1) = g2 o(n log2 n)
Table 4.1
The comparison of ρ(GJ ) and ρ(GHSS1 )
n 100 200 400 600 800 1000
β 4.5842 4.5830 4.5827 4.5826 4.5826 4.5826
ρ(GJ ) 0.5517 0.5521 0.5521 0.5522 0.5522 0.5522
ρ(GHSS1 ) 0.1949 0.1951 0.1952 0.1973 0.1988 0.2001
Table 4.2
The comparison of ρ(GGS) and ρ(GHSS1 )
n 100 200 400 600 800 1000
β 8.6657 8.6616 8.6606 8.6604 8.6603 8.6603
ρ(GGS) 0.3115 0.3122 0.3124 0.3124 0.3124 0.3124
ρ(GHSS1 ) 0.2674 0.2678 0.2679 0.2679 0.2679 0.2679
Table 4.3
The comparison of ρ(GHSS1 ) and ρ(GHSS2 )
n 100 200 400 600 800 1000
β 9.4346 9.4341 9.4340 9.4340 9.4340 9.4340
ρ(GHSS1 ) 0.2827 0.2835 0.2911 0.3046 0.3129 0.3173
α 2.9865 2.9564 2.9487 2.9473 2.9468 2.9465
ρ(GHSS2 ) 0.7239 0.7264 0.7270 0.7271 0.7272 0.7272
4. Applications
In this section we will give several numerical examples to illustrate the effectiveness of the HSS and IHSS iteration
methods. Now let the HSS1 iteration method denote the HSS iteration method based on (1.2) and the HSS2 iteration method
be the HSS iteration method derived from (2.5), respectively.
Example 1. In this example An×n is a positive definite Toeplitz matrix, a(i, i) = 5, a(i, i + 1) = 1, a(i + 1, i) =
−1, a(i, i + 2) = −2, for i = 1, 2, . . . , n; b(i) = 1, for i = 1, 2, . . . , n. Let ρ(GJ) and ρ(GHSS1) denote the spectral radii of
Jacobi method and the HSS1 iteration method, respectively.
Example 2. Let An×n be a positive definite Toeplitz matrix, a(i, i) = 10, a(i, i + 1) = 1, a(i + 1, i) = −1, a(i, i + 2) =
−2, a(i + 2, i) = −3, for i = 1, 2, . . . , n; b(i) = 2, for i = 1, 2, . . . , n. Let ρ(GGS) denote the spectral radius of the
Gauss–Seidel method.
From Tables 4.1 and 4.2 we find that the HSS1 iteration converges faster than the Jacobi and Gauss–Seidel methods.
Example 3. SupposeAn×n is a positive definite Toeplitzmatrix, a(i, i) = 10, a(i, i+1) = 2i, a(i+1, i) = −1−2i, a(i, i+2) =
3i, a(i + 2, i) = −1 − 3i, for i = 1, 2, . . . , n; b(i) = 5, for i = 1, 2, . . . , n, and ρ(GHSS2) is the spectral radius of the HSS2
iteration method.
Example 4. Let An×n be a positive definite Toeplitz matrix, a(i, i) = 5, a(i, i + 1) = 2i, a(i + 1, i) = 1 + 2i, a(i, i + 2) =
3i, a(i+ 2, i) = 1+ 3i, for i = 1, 2, . . . , n; b(i) = 5, for i = 1, 2, . . . , n.
From Tables 4.3 and 4.4 we find that in Example 3 the convergence of the HSS1 iteration method is much faster than that
of the HSS2 iteration method, while in Example 4 the HSS2 iteration method converges much faster than the HSS1 iteration
method. Since the special structures of the matrices are involved in the HSS1 iteration method, it is more efficient than the
HSS2 iteration method from Section 3.
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Table 4.4
The comparison of ρ(GHSS1 ) and ρ(GHSS2 )
n 100 200 400 600 800 1000
β 7.5543 7.5460 7.5412 7.5394 7.5386 7.5380
ρ(GHSS1 ) 0.5495 0.5499 0.5500 0.5506 0.5520 0.5531
α 5.2085 5.2082 5.2082 5.2082 5.2082 5.2082
ρ(GHSS2 ) 0.1466 0.1467 0.1468 0.1468 0.1468 0.1468
Table 4.5
The comparison of ρ(GHSS1 ) and ρ(GHSS2 )
n 100 200 400 600 800 1000
β 5.2085 5.2082 5.2082 5.2082 5.2082 5.2082
ρ(GHSS1 ) 0.3856 0.4096 0.5945 0.7205 0.8124 0.8620
α 0.5802 0.7316 0.6099 0.4745 0.3906 0.4032
ρ(GHSS2 ) 8.7656 27.4938 28.1036 261.7017 55.6413 71.6744
Example 5. In this example An×n is not a positive definite Toeplitz matrix, a(i, i) = 5, a(i, i + 1) = 2i, a(i + 1, i) =
1− 2i, a(i, i+ 2) = 3i, a(i+ 2, i) = 1− 3i, for i = 1, 2, . . . , n; b(i) = 7, for i = 1, 2, . . . , n.
In this example A is not positive definite, then theHSS2 iterationmethod diverges since H˜ is not a positive definitematrix;
while H is positive definite, then the HSS1 iteration method converges by Corollary 4.
Now we will solve Examples 3 and 4 by the GMRES method, the HSS1 iteration method and the HSS2 iteration method,
respectively. From the following results we find that in some cases the HSS1method converges faster than the HSS2 iteration
method and the GMRES method such as Example 3, as well as the cases for which the HSS2 iteration method converges
faster than the HSS1 iteration method and the GMRES method illustrated by Example 4. Let x(0) = 0 be the initial vector,
error(k) = ‖b− Axk‖2, where k denotes the iteration number.
The numerical results for Example 3 are given in Figs. 4.1 and 4.2.
The numerical results for Example 4 are given in Figs. 4.3 and 4.4.
In the HSS iteration method (2.1) A = H + S = H(I + H−1S), so A−1 = (I + H−1S)−1H−1, if we replace (I + H−1S)−1 by
its first order approximation I −H−1S, then (I −H−1S)H−1 could be applied as a preconditioner to the matrix A. Where the
GMRES(HSS1) method and the GMRES(HSS2) method denote the GMRESmethodwith the preconditioningmatrices derived
from (1.2) and (2.5), respectively.
The numerical results by applying the preconditioned GMRES methods to Example 3 are given in Figs. 4.5 and 4.6.
The numerical results by applying the preconditioned GMRES methods to Example 4 are given in Figs. 4.7 and 4.8.
From these figures we conclude that the preconditioned GMRESmethods convergemuch faster than the GMRESmethod.
Furthermore, the GMRES(HSS1) method converges faster than the GMRES(HSS2). In the preconditioned methods the only
requirement for a preconditioning matrixM is that it is inexpensive to solve linear systemsM−1g = f . This is because the
preconditioned algorithms will all require a linear solution with the matrixM−1 at each step.
In the GMRES(HSS1) method we need a solution of the linear system
H(I − H−1S)−1g = f ⇐⇒ g = (I − H−1S)H−1f .
Sowe can solve the linear systemsHy = f andHz = Sy by some iterativemethod, and then get g = y−z. By the properties of
the centrosymmetric matrices in [5,8], it is evident thatH is a centrosymmetric matrix andH−1S is a skew-centrosymmetric
matrix, respectively, so g can be obtained by efficient algorithms in [8,12]. Furthermore, since H and S are Toeplitz matrices,
the computational cost to obtain the vector g is about o(n log n).
Example 6. In this example An×n is a positive definite Toeplitz matrix, a(i, i) = 20, a(i, i + 1) = 1 + 2i, a(i + 1, i) =
1− 2i, a(i, i+ 2) = 3i, a(i+ 2, i) = −3i, for i = 1, 2, . . . , n; b(i) = 2, for i = 1, 2, . . . , n.
In the following we will apply the IHSS1 iteration method and the IHSS2 iteration method to Example 6, respectively.
We solve the linear systems with the coefficient matrix αI + H in (2.3) iteratively by the CG method, and the linear
systems with the coefficient matrix αI + S in (2.4) iteratively by the GMRES method. Of course we can also use more
efficient iterationmethods to get better results. We terminate the IHSS1 iterationmethod and the IHSS2 iterationmethod as
‖xk − xk−1‖2 < 10−5. Let Ite(IHSS1) denote the iteration number of the IHSS1 iteration method and Ite(IHSS2) be the iteration
number of the IHSS2 iteration method, respectively.
From Table 4.6 we find that the iteration number of the IHSS1 iteration method is less than that of the IHSS2 iteration
method in each case. However, since the special structures of the matrices are involved in the IHSS2 iteration method, it
implements more efficiently than the IHSS2 iteration method just as described in Section 3.
Remark. In all numerical examples of this note the optimal parameter α is determined by Corollary 2.3 [1], and it is not
easy to obtain the optimal parameter β , since H is a general positive definite matrix.
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Table 4.6
The comparison of iteration number
n 100 200 400 600 800 1000
Ite(IHSS1) 88 89 87 85 88 90
Ite(IHSS2) 56 58 56 57 60 59
5. Conclusion
In this note we discuss how to solve the linear system (1.1) with a large sparse non-Hermitian positive definite Toeplitz
matrix by the HSS and IHSS iteration methods. Since the matrix splitting in these iteration methods is a centrosymmetric
splitting, these iteration methods can be implemented efficiently by the centrosymmetric properties.
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