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In this paper we show that the L2-weighted inequalities with radial weights of the 
multiplier for the ball are controlled by the maximal function defined by averages 
on arbitrary rectangles. This solves the case of radial weights of a problem 
proposed by E. Stein in 1978. It also gives an elegant and simple proof of the 
boundedness of the multiplier for the ball on the spaces of mixed norm Q,JL&.) 
for 2n/(n + 1) < p < 2n/(n - l), obtained by A. Cbrdoba and by G. Mockenhaupt. 
Additional work is presented in order to extend these mixed norm estimates to the 
end points, Zn/(n + 1) and 2n/(n - l), in the (sharp) form of restricted weak-type 
inequalities. 0 1992 Academic Press, Inc. 
1. INTRODUCTION 
A classical result due to Hirschman [Hi] states that the multiplier 
operator, T, associated to the characteristic function of the unit ball in IF!“, 
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“the disc multiplier,” is bounded on each of the spaces L*(iR”, \xJ- * dx) for 
- 1 < y < 1. That is, there exists a finite constant C, such that 
(1.1) 
The study of weighted inequalities like the above, for some classical 
operators has played an important role in the development of Harmonic 
Analysis in recent years. In this paper we will be concerned with similar 
inequalities for the operator T. 
In dimension n = 1, T is represented, after pointwise multiplication by a 
bounded function, by the Hilbert transform H. Therefore, the boundedness 
properties of T are easily deduced from the well known estimates for H, 
which include a complete description of its LP-weights, for 1 < p < co. (See, 
e.g., [GR].) In dimension n > 1 but for radial functions f, Tf(x) is essen- 
tially given by (l/l~l’“-“‘~) H(~$(y)Jyl(“-‘)‘~ )( 1x1) where f0 represents the 
radial projection off on [w. “Essentially” means in this context that we 
are discarding again certain composition with pointwise multiplication 
operators given by bounded functions. These are related to the Bessel 
functions and their derivatives (see Section 3). 
It is not difficult to see now why T gives rise to a bounded operator on 
the class of radial functions in LP(oB”) if and only if 2n/(n + 1) < p < 
2n/(n - 1) (see Herz [He]). Also, one can deduce immediately sufficient 
conditions on weights w for T to be bounded on L;J[w”, wdx) (see 
Andersen [A]). It was believed after the work of Herz, that T should be 
bounded on each Lp(Iw”) for the range 2n/(n + 1) < p < 2n/(n - 1). In 1972, 
however, C. Fefferman [Fl ] proved this conjecture to be false, for T turns 
out to be bounded on LP(Iw”), n > 1, only when p = 2. 
In order to better understand the L*-behaviour of T, E. Stein [St] 
proposed in the celebrated 1978 conference on Harmonic Analysis at 
Williamstown, the problem of describing the “natural operator” which 
controls the L2-weighted inequalities for T. That is, the operator which 
would associate to each weight U, another function U in such a way that 
the inequality 
I ITf12udx<Cj Ifl’Udx (1.2) 
holds for fe L2(W, U dx) with constant C independent off. 
After the work of C. Fefferman [F2] and Cordoba [Col] relating the 
behaviour of Bochner-Riesz Operators to that of the Kakeya maximal 
function with appropriate eccentricity, Stein suggested the possibility that 
the pairing u H U could perhaps be given by the maximal operator defined 
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by averages over all possible directions. This would represent after all the 
limiting case of the Kakeya maximal functions. One of the purposes of this 
work is to present a partial solution to this problem by showing that (1.2) 
holds in the case of radial weights U, but for arbitrary functions f and with 
U given by the suggested maximal function. 
Our involvement in this project came after we learned of a nice piece of 
work by G. Mockenhaupt [MO] in which he obtains sufficient conditions 
on a radial weight w in order for T to be bounded on L’(Iw”, wdx). Some 
of the techniques we use are produced by combining both, estimates from 
[MO] together with estimates from [CHS] where the “universal maximal 
function” is studied. We were also motivated by the work of Barcelb and 
Cordoba [BC2] (see also [BCl]) where it is shown that the family of 
prolate spheroidal wave functions forms a basis in the class of LP-integrable 
band-limited functions if 4/3 < p < 4. 
Sections 2 and 3 in this paper contain basic definitions, statements of the 
main results, and a short account of the estimates for Bessel functions 
which will be needed. Section 3 contains also a simple proof of the main 
inequalities in [BC2, Co2]. Sections 4 and 5 are rather technical with the 
latter devoted entirely to the proof of Theorem (2.1). 
Let us recall, finally, that the counterexample xhibited by C. Fefferman 
in order to disprove the disc multiplier conjecture is given by the charac- 
teristic function of the Kakeya set. This can be defined as a limiting 
sequence of sets each with the property of containing straight segments in 
an increasing number of directions while keeping the area relatively small. 
In fact, this example was first thought of in connection with the geometric 
problem of finding the set of smallest area in which one can invert the 
position of a needle in a continuous fashion (see de Guzman [dG]). 
A nice result, independently found by Cordoba [Co21 and Mockenhaupt 
[MO], which extended the work of J. L. Rubio de Francis [R] on the case 
of Bochner-Riesz Operators, states precisely that the operator T is only 
“bad” because of this multiplicity of directions. That is, if we consider polar 
coordinates (r, o) in Iw”, and we integrate Tf((r, o) in the angular part 
first on L’(s” - ’ ), the remaining l-variable function is well defined on 
Lp((O, co); rn- ’ dr) for 2n/(n + 1) < p < 2n/(n - 1) as the result by Herz 
seemed to indicate. 
We will see that this result follows in a straightforward way from our 
maximal L2-inequality for radial weights (see Corollary (2.5)). In Section 6 
we will show how these mixed-norm estimates extend also to the end 
points, 2n/(n + 1) and 2n/(n - l), in the (sharp) form of restricted 
weak-type inequalities. 
By C, C,, C,, etc., we will denote several constants whose exact value 
may change from one place to another. The letter M, in various forms, will 
always denote a maximal average operator. The Hardy-Littlewood maxi- 
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ma1 function, M (only considered in R!), the one-sided operators M, and 
M, (only defined in (0, co)), and the operator 4 are introduced in 
Section 2. The operator )132, which is similar to 4, is used in the proof of 
Proposition (5.1). 
2. THE MAXIMAL OPERATORS AND STATEMENT OF THE MAIN THEOREM 
Let Bn denote the class of all rectangles in R”. Given a locally integrable 
function F, we define its associated “universal maximal function” as 
1 
J’F(x) = .,“;f,,jq s R IF( dy, 
where ) .I denotes Lebesgue measure. As is well known (see [dG]) & is 
not bounded on any Lp( R”), n > 1, apart from the trivial case p = co. 
Let T denote the disc multiplier operator. That is, for suitable functions 
f, (Tf)*(5)=xc,c,~lr~(5), where h stands for the Fourier transform and 
xa represents characteristic function of A. One of the main aims of this 
paper is to prove the following: 
THEOREM (2.1). Given LY > 1, there exists a finite constant C, such that 
for every radial weight w one has 
j ITf(x)12w(x) dx< C, j- If(x)l’4w(x) dx, R” R” 
for every f E L’(lR”, ./&,w dx), with J&F denoting (A( IF( ‘))‘/cr. 
(2.1) 
This solves in the affirmative the case of radial weights of Stein’s problem 
stated in the Introduction. 
For a radial weight w, the action of A on w has been completely 
described in [CHS] in terms of the action of one-dimensional operators on 
the radial projection of w, w,, (i.e., w(x) = wO( [xl)). To be more precise, let 
us define for appropriate functions g, defined on the half line (0, co), the 
one-sided maximal operators 
r>O 
1 
h?(r) = ozlr (r2 _ a2)1/2 5 1 Idt)l 
t 
(t2 _ a2)‘/2 dt, r > 0. 
Then, the results from [CHS] that we will need are summarized in the 
following lemmas. 
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LEMMA (2.2). For w a radial weight and w0 as above, we have 
Jwx) - M+ wo(l-4 I+ Awo(I-4 ). 
(The relationship K-L means as usual that there exist universal 
constants 0 < c, C < cc such that c < K/L < C.) 
LEMMA (2.3). Both, M, and A, are bounded operators from 
Lp*‘((O, co); rp-’ dr) into Lp’Oo((O, co); rp- ’ dr), for p > 2. In particular, the 
universal maximal function .N is of restricted weak-type n over the radial 
functions of R”, n > 2. 
We would like to make several remarks at this point about the above 
operators. First, we observe that we always have 
1 1 
2(r2-a2)1/2(t2_1a2)1!2~r--a’ for r>t>a>O. 
Therefore, 
1 r 
2Ag(r)> sup - s Ig(t)l dt := Me g(r). Oca4-a a 
Also, if g is non-increasing, it is not hard to see that 
b(r) = f Ji Idt)l dt. 
That is, the supremum is attained for a = 0. In particular, if w is radial and 
non-increasing on each ray, then 
1 1x1 
JWx) -1~) I w,(t) dt. o 
On the other hand, if g is non-decreasing, then Ag(r) = g(r). So, if w is 
radial and non-decreasing on each ray, then 
Jwx) - K wo( I4 ). 
This case is of no interest for in order to have M, wo( 1x1) finite at some 
x, w must be bounded and then &w = M, w. = 11 w(I m. 
Observe that if we set w,(t) = I t( -y then for 0 < y < 1 we have M, wy N wy 
for each a > 1, provided ay < 1. (M denotes the ordinary Hardy-Littlewood 
maximal function.) We thus recover, via Theorem (2.1), Hirschman’s 
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inequality (1.1). (The cases - 1 < y < 0 are obtained by duality.) With 
more generality, the arguments above and well known facts concerning 
A,-weights give us the following: 
COROLLARY (2.4). Let u: 08 -+ (0, 00) be even and monotonic in (0, co ). 
Then, ij- either v E A 1(R) or l/u E A 1(R), there exists C such that 
(2.2) 
It is not true, however, that (2.2) holds for arbitrary u E A,(R), as was 
conjectured in [A]. This fact was pointed out, independently, by Rubio de 
Francis [R] and by Mockenhaupt [MO], and the basic examples to look 
at are given by the functions 
For these, inequality (2.2) holds only if - l/2 < 6 < l/2, whereas vg E A, for 
the range 0<6< 1. 
It is worth noting that if 6 3 l/2 we have 
Nud(1,2))(t) = +a, for every t > 1. 
On the other hand, v~x~,,~) E Lp*‘((O, co); rp- ’ dr), for p < 2. This shows, 
in particular, that we cannot consider p < 2 in the hypothesis of 
Lemma (2.3) for the operator A. Also, we cannot replace “restricted weak- 
type p” by “weak-type p,” for any 1 < p < co, in the conclusion, as the 
example g(t) = l/(t( 1 + log l/t))~,, i) shows. 
The operator M, is, however, of a completely different nature, for if 
Up(r) = rpP ‘, p > 1, then M, up(r) = up(r), r 3 0. This says that up is an 
A ,-weight for M, (see [MOT]) and, therefore, M, is bounded from 
L’((0, co); rP-‘dr) into L’,“((O, co);rPP’dr) for 1 <p<oo. 
Let us conclude this section by noticing that as a direct consequence of 
Theorem (2.1) and Lemma (2.3) we can obtain the following mixed norm 
inequality for the disc multiplier. 
COROLLARY (2.5). Let (r, o) denote polar coordinates in II%” and let dw 
be the restriction of n-dimensional Lebesgue measure to the unit sphere S”- I. 
Then, for 2n/(n + 1) < p < 2n/(n - 1) there exists C,,” such that 
ITf(r, ~)I* da )“’ rn-, &)I” 
6 C,,” Iftry ~)I* do )‘-’ F1 dr)lR. (2.3) 
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Proof: Let us denote by LOLL the function space associated to the 
functional of the right hand side of (2.3). Observe that if 2 < p < 2n/(n - 1 ), 
where the supremum is taken over all functions WOE Lcp”)‘(rn-’ dr) of unit 
norm. Applying this to the left of (2.3) and then Theorem (2.1), the 
corollary follows from the boundedness of da,, c1> 1, on Ll$?‘(rW”) by 
Lemma (2.3) provided an < (p/2)‘. The cases 2n/(n + 1) < p < 2 follow by 
duality and the self-adjointness of T on (unweighted) L2. Q.E.D. 
As we mentioned in the Introduction, inequality (2.3) was first shown in 
[Co2, MO]. In Section 6 we will extend this result to the end points 
p = 2n/(n + 1) and p = 2n/(n - 1) in a proper form which will be described 
later. 
3. REDUCTION TO ESTIMATES FOR THE HILBERT TRANSFORM 
Let {gjk))k30,i<jadk be an orthonormal basis of spherical harmonics in 
L2(Sn- ‘). Each ?Yjk) is the restriction to S”-’ of an element in J/~, the 
class of all homogeneous harmonic polynomials (“solid spherical har- 
monics”) of degree k. (See [SW].) The integer dk represents the dimension 
of &$. 
For a suitable test function f, defined in R”, we consider its expansion 
with respect to that basis 
f(x)=Cfk,j(lXl)gjk) 
k.j 
Let us recall that the Fourier transform off has the expansion 
Here H, represents the Fourier-Hankel transform defined on functions 
g: (0, a)+@ by 
H,g(r) = sm g(s)JArsb & 
0 
with J, denoting the corresponding Bessel function of order 1. 
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The action of T on f can be written then as 
where 
T,(g)(r) = lx g(s) [ (r~)‘/~ 1’ J,(rt)J,(st)t dt] ds. 
0 0 
Using polar coordinates, we have 
II Tflltqw) = 1 irn ITk+(n-Z),2(fk,i(‘)S’n~‘“2)(r)12wo(r)dr. 
k,/ o 
Also. 
Ilf II zLq”M4 =?,I” ifk,jtr)i2 dxwO(r)r”-1 dr, 
.I ' 
where, by a slight abuse of notation, we have set &a we(r) = 
-Kw((r, 0, . . . . 0)). 
Therefore, inequality (2.1) is equivalent to 
jam IT,g(r)12wdr) d-6 GJOE lg(r)12 JCwo(r) dr, (3.1) 
with constant C, depending on a > 1, but otherwise independent of g, wo, 
and the index 1. 
Now, an idea which goes back to von Lommel [vL] (see also Watson 
[W, p. 1341 and [Co2, MO]) allows us to write the kernel of T, in the 
form 
2(n)” s’ J,(rt) J,(st)t dt 
0 
=h(sb,(r) _ aAs)clAr) + h(sbAr) + a,(s)k(r) 
r-s r-s r+s r+s 
= i Kf(r, s) 
i= I 
where 
and 
p!(r) = r’/‘J,(r) 
a,(r) = r”‘J;(r), r > 0. 
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Estimate (3.1) will be then a consequence of the four inequalities 
2 
K;(r, s) g(s) ds we(r) dr < C, 
I m IdrM2JtC,~o(r) dr, 0 
i= 1, 2, 3, 4. (3.2.i) 
It is not difficult to see that inequalities (3.2.1) and (3.2.3) together are 
equivalent to 
5 IW%,)120: wo < C, s IG124wo. 
(3.3.a) 
R R 
Similarly, (3.2.2) and (3.2.4) are equivalent to 
s IW%)12p: WC, < C, I IG12~~o. (3.3.b) R R 
Here, G is a function defined on R, and we have extended each of the func- 
tions V= wo, IJ!, ,ur, &&w. to Iw by means of V(x)= V( -x), so that the 
resulting extension gives an even function. 
Since ,ur and O, are bounded functions, it is clear that the above 
inequalities hold with A! replaced by the Hardy-Littlewood maximal 
operator, M, but with C, depending on 1. In what follows, we will assume, 
without loss of generality, that I is a large real number. 
It is well known that Ip,o,l< C with C independent of 1. In general, one 
obtains estimates for the Bessel function J, and its derivative, Jj, by 
representing them as oscillatory integrals and then using Van der Corput’s 
lemma or the stationary phase method. 
Let us define 
Then, following Mockenhaupt [MO], for a certain constant C independent 
of I, one has 
Mr)l G Cz,(r), r > 0, (3.4) 
and 
lo,(r)1 G Cq’ (4, r > 0. (3.5) 
For the region O-crcl-l , ‘I3 better estimates are possible since there 
la,(r)1 < Clr - l( -II2 and Ipur( < CI”21r - II -’ (see [B, BC2]). However, 
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in addition to (3.4) and (3.5), we will only use the fact that for 0 <Y < 1, 
p;(r)1 6 cz-2’3, so that, in that region we obtain 
lar(r)l lIPLll4 d c, O<r<l. (3.6) 
Inequality (3.3.a) is simpler than (3.3.b) and in fact admits the following 
stronger statement. 
LEMMA (3.1). For every p > 413 and v E A3p,4 we have 
j ra If4@4~,IP~~ C,, s, IGIPv. (3.7) 
In particular, for p > 4/3 and v = M, wO, c1> 1, we get, assuming 
M, w. < 00 a.e. 
s Iff(G~,)~,I~wo Q C,,, s lGIPM,wo. 6% R (3.8) 
So, inequality (3.3a) holds with & replaced by the smaller operator M. 
Proof: By the reverse Holder’s inequality (see [GR]), if u E A3p,4, there 
exists q < 3p/4 such that also v E A,. We now replace IrrJ p by CT,-~ and we 
just need to prove that rrpv E A, if p > 4/3. 
For that, we take an interval Zc R and we denote by f, F the average 
integral (l/111 ) jI F. Then, 
Observe, and this is the crucial point we will frequently use, that 7; E A, 
uniformly in 1, provided y < 4. Since, by hypothesis, p/(p - q) < 4, the last 
term in the product is controlled by C inf,(zp). Therefore, 
a<c 
(B 
CT;” inf,(zp)l , “)(p-ygc, 
by definition of the A,-condition. The conclusion follows from this and the 
fact that Ip,l pr,Pp < C by (3.4). Q.E.D. 
Remark (3.2). Lemma (3.1) provides an elementary proof of the main 
step used in proving Theorem 2 in [BC2]. It also gives a weighted extension 
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of that result, from the case u = 1 considered there to the more general case 
VEAWI here. Observe that (3.8) is no longer true, with constant inde- 
pendent of 1, if we interchange the role of p, and ol, for that would violate 
our remarks in Section 2. 
As another direct consequence of Lemma (3.1) we can easily derive the 
following vector valued inequality which represents the basic result in 
[Co2, Lemma 11. 
COROLLARY (3.3). Let p > 413. Then, there exists C= C, such that for 
given functions { gj}, supported or not in (0, co) and for any collection of 
positive numbers {Ii} we have 
Proof: Take 4/3 <q< min(2, p). Then, from the Hahn-Banach 
Theorem, there exists a sequence of positive functions { wj} E Lig$!‘( R), of 
unit norm, such that 
The first inequality follows from (3.8) and the second from the well kown 
result of Fefferman and Stein on vector valued estimates for the Hardy- 
Littlewood maximal operator, assuming that a is sufficiently close to 1. In 
fact, we only need 1 < c1< min( (p/q)‘, (2/q)‘). Q.E.D. 
4. PRELIMINARY REMARKS TO INEQUALITY (3.3.b) 
Before proving the inequality left in the previous section, we would like 
here to make several observations which will lead to additional weighted 
inequalities for the disc multiplier. 
LEMMA (4.1). If j? > 2 and MBv < co a.e. then TTM~v belongs to Al 
uniyormly in I. 
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Proof. Let I be an interval of IF!. Then, if y > 1 
Recall that 7:’ is uniformly in A, for 2y < 4 and (Mpu)Y’ E A, if y’ < /I. 
Thus, if we choose 1 < y < 2 < y’ < /I we have 
m < C(inf, rf)(inf, Mpv) < C inf, (7:Mpv). Q.E.D. 
Combining Lemmas (3.1) and (4.1) we get 
COROLLARY (4.2). If /? > 2, there exists a constant C, such that for every 
radial weight w we have 
jRnI?‘f12wdd’p jR~lf12M~wdlW~. 
In particular, if v2 E A,(R), then 
(4.1) 
jR, ITf12u(lxl)dxbC jRn lf12v(Ixl)dx. 
Other inequalities can be deduced from the following 
LEMMA (4.3). Zf /? > 2 and MP( ( yl 1’2~( .)) < 00 a.e., then 7:(x)( l/lx1 ‘I*) 
Mp(Jy11’2v(.))(~)~A, uniformZy in 1. 
Proof It suffices to point out that if U = 7f( l/lx1 li2), then Uy E A,, for 
each y < 2 and apply the argument of Lemma (4.1). Q.E.D. 
COROLLARY (4.4). If fl> 2, there exists a constant C, such that for every 
radial weight w, we have 
In particular, if 1x1 u’(x) E A,(R), then 
Proof This follows at once from Lemma (4.3) and from (3.8) observing 
first that, if /I > 2, then Mg d C( l/lx1 ‘I*) MB( 1. I “*g). Q.E.D. 
580/109.1-5 
64 CARBERY,ROMERA, AND SORIA 
Observe that Mz is bounded on Lq((O, co); r”-’ dr) only for 2n < q < 00 
whereas the operator g H (l/lx1 “*)M2( ( . I “2g) is bounded there if and only 
if n c q < 2n. This and the above inequalities suffice to prove the mixed 
norm estimate (2.3). This was implicit in the work of G. Mockenhaupt 
[MO]. Let us recall from Section 2 that .&w - max(M, wo, Aw,). Now, by 
using Holder’s inequality it is not difficult to see that for /I > 2 
Aw,(r) < C, min(niigwo(r), r-‘~2M&1~2wo)(r)). 
This shows that the above inequalities (4.1) and (4.2) are in a clear sense 
strictly weaker than inequality (2.1) from which, in fact, the former follow. 
5. PROOF OF THE MAXIMAL WEIGHTED INEQUALITY (3.3.b) 
In this section we will finish with the proof of Theorem (2.1) by showing 
the arguments which lead to inequality (3.3.b). 
Using a well known inequality for the Hilbert Transform, we have for 
Y>l 
We have thus reduced our estimate to the following 
PROPOSITION (5.1). For every c1> 1, there exist y > 1 and C = C,,, such 
that 
~:(wwoPu:)(s) G C-&WI&S), s > 0. 
Proof: For technical reasons, it is convenient o work with the operator 
defined for g: (0, co) --) @ as !Dlg(r) = M, g(r) + Bg(r), r > 0, 
where 
We will show first Proposition (5.1) with A% replaced by the larger 
operator W. 
If O<s,Cl, we have from (3.6) 
&w,(woP:)(s) ~&NM 2,M,(wo)(s) i CM,(wo)(4. 
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Now, fix s > I, LX > 1, h > 0 and take 1 < y < a to be specified later. From 
(3.4) and (3.5) one can easily see that if we define 
then, it suffices to show I< C!JJIxn,w,(s). 
We may assume obviously that s - h < 31/2, otherwise I= 0. Observe also 
that if r-Z, then r”*/lr - II “* - r/(r* - 12)1’2. 
Consider first the case s 2 21. Then, h -s and, if a > y, 
lb c (i ji2 w;(r) &y xw,mtr) dr)“’ 
( 
1 ‘I* 
< ($2 - (q2)y s ,;, wzr) Jr2 -‘,2,1/2 dr > 
provided (y - l)(cc/(cc - y)) < 1. This will be the only additional condition 
we shall impose on y. 
Suppose, finally, that 1 <S < 21. If h < (S - 1)/2, then r1j2/\r - II l/2 < c for 
r 2 s - h. Hence, 
I<c(fj;;hhwy < CM, w&) < CM, w&) < cYJ& WI)(S). 
On the other hand, for h > (S - Z)/2, let us define the sets 
J’={r~(1/2,31/2)/lr-IIa(s-I)} and J*={r~(1/2,31/2)/\r-ZI<((s-I)}. 
For k = 1,2, we define 
The case k = 1 is easy for we have again I, < CM, w&r). Also, if r E J2, 
then s > r > max(l/2, 21- s):= a and (S - I) - (s - a). Therefore, 
Z,<C(s-up2 1 s ( j 
1 l/Y 
. s-a n w3r) lr _ 4Yl2 1 
Observe that (l/(s-a)) j”, (l/lr-118) dr- l/(s-u)~, if b< 1 and a is as 
above. 
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Hence, if (y - l)(a/(cr -7)) < 1, 
z* d C(s - a)“* 
( J 
I/u 
- s w;(r) 1 
s-a O 
=q,,v:p2/1 
jr - 1)1’2 ) 
(s-a)- (W)((Y - 1)/Y + (a - y)/ay) 
s 1 
a w3r) , r _ l(1/2 ) 
l/n 
d Cl&w&). 
This takes care of our assertion a~M,(w,~~) < C!JJIm, w,,. In order to 
conclude with the proof of Proposition (5.1) we will show the pointwise 
inequality 
From the above definitions, it is clear that this follows from the following 
CLAIM. Given y > 1, there exists C, such that 
&(r) G C,A, g(r) = C,bWXr)P, y> 1. 
Proof: Fix 0 < c/2 < a < c < r. 
Since 
1 
(r2 - u2)1’2 5 ’ Ig(s)l c fs2 _s;2)ln ds 6 h(r) 
it suffices to prove 
1 
(r2 - u2)‘12 s (’ I&N L1 (c2-;2)1/2 ds 
G “Yoz;c ( (r2 -;2)1,2 1; Ids)l’ (s2 _Sh’)“‘)“y. (5.1) 
By resealing, we may assume with no loss of generality, c = 1, so that 
l/2 < a d 1 < r. Clearly (5.1) follows from 
1 
l (r2 - u2)‘12 5 LI I&M (1 _ip),,2 ds 
We now make the change of variables s = u(t) = 1 - (1 - a)t in both 
integrals and we let m = (1 - b)/( 1 - a), so that (5.2) becomes 
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(pg2 j; Is(u(t))l dt t’/2 
a$=J2’o~~~,(j~ IR(a(l))l’(m’r,,,2)“y. (5.3) 
Observe that (( 1 - u)/(r’ - u2))“* f (( 1 - a)/(r’ - u*))“~~, Y >, 1, since 
1 - a < r2 - a2 under the assumption 0 < a < 1 < r. The final step needed to 
prove the above Claim is contained in the following 
LEMMA (5.2). For each y > 1, there exists C, such that for every function 
h z 0, one has 
s 
I 
0 
Proof: Call d, = sup, G m <, (jz,, h?(x)(dx/(m - x)“~))“~. Then 
Lemma (5.2) follows, and hence the Claim too, with C, w y/(y - 1). 
Q.E.D. 
6. ESTIMATES AT THE END POINTS 
In this section we will present several results regarding the behaviour at 
the end points pn = 2n/(n - 1) and pk = 2n/(n + 1) of the vector valued 
operators we have been considering. In [CHS] it was pointed out that 
while some classical operators, like the Hardy-Littlewood maximal func- 
tion, or any standard Calderon-Zygmund singular integral operator, are 
not of weak-type p (in one dimension, say) with respect to the weight 
u,(x) = 1x1 p- ‘, 1 < p < co, they are however of restricted weak-type p. That 
is, they map the Lorentz space LpT ‘(u,) into LP,m( up). The importance of 
restricted weak-type conditions is that they are good enough for obtaining 
Marcinkiewicz-interpolation-like theorems as a well known result found in 
[SW] states. 
In [Ch], Chanillo was able to prove that the disc multiplier is of 
restricted weak-type p,, and, by duality, p; over the radial functions of R”. 
Thus, while it was known by the work of Kenig and Tomas [KT] that this 
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operator is not of weak-type p,, over radial functions of R”, the result of 
Chanillo suffices to recover the old theorem of Herz [He] about the 
boundedness on LfT,,( UY), for p; < p -C p,, . 
The main result in this section is the following 
THEOREM (6.1). The disc multiplier maps the spaces of mixed norm 
L$(L&WW into LIZ;," for 4 = pn, PA. 
Observe that a direct use of weighted inequalities here is not appropriate 
since Lq’2*1/2 is not a Banach space. (See however (6.4) and the remarks 
following the proof of Lemma (6.3).) The arguments of Section 3 tell us 
that in order to prove this theorem, it suffices to show the following vector 
valued inequalities. 
Let {Zj}j,, be a sequence of real numbers with, say, Zj 2 1 Vj, and set for 
i= 1, 2, 3, 4 
P;g(r)=&\r KjJr,s)g(s)s’“~“‘2ds, r > 0. 
Then, for every sequence of functions { gj}j, 1 E L$‘(r”-’ dr) we have 
q=P”, P:, (iE (1, . . . . 4)). (6.1.i) 
Let us point out that if we define P’( { gj}j) = { Pj gj}j, iE { 1, . . . . 4}, then 
for i= 1, 3, Pi is the adjoint of Pi+’ with respect to the pairing 
<{gj}, {&l>=C[m gj(r)fi(r)r”-‘dr. 
i O 
Therefore, inequality (6.1.i) for q = pn (resp. q = pk), i = 1, 3, is formally 
equivalent to (6.1.i + 1) for q = p; (resp. q = p,). The remaining part of this 
section will be devoted to the proof of (6.1.1) for q = p,, p;. During the 
process we will indicate how to handle (6.1.3) too. 
Proof of Inequality (6.1.1) for q = 2n/(n - 1 ), n > 2. Given k E Z, we 
consider the intervals Zk = [2k, 2k+ 1 ) and I: = [2k-1, 2k+2). Fix j> 1. We 
can write 
Pj gj(r) = C Pj(gjXff)(r)X,k(r) + 1 Pi'(gjX(,~)c)(r)XI,O 
ksZ ksi2 
=Aj+Bj. 
Observe that if r E Zk and s $ It, then Ir - s( N r + s. 
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Hence, 
We make the remark here that, obviously, we also have 
Therefore, the estimates for Lj will give us inequality (6.1.3). 
To take care of the first term, Ai, let us call Mu,, = rcne 1)(1’p-“2) and 
H+ g= ~(gX~o.,,)X(o,~, Then 
Now, if p > 4/3, we know from Corollary (3.3) that this is controlled by 
To estimate the second term, Bj, observe that 
1 
L,<C- 
1 
p - 1112 
l&)1 $(“- 1)/2 ds ; 
p - 1 )P 
d 
r+s 
Igi( S(n-1)!21pl,(S)1 s 
r+s 
=B,!‘B;. 
From Minkowski’s integral inequality, we have 
II(Bi’)llPC7& s m ~l(gj(s))II,d-33’2 ds. 0 
Since l/r’“- l)/2 E LW(“- lLca (r”- ’ dr), we just need to show that 
5 
m 
G(s)s”‘-~“~ ds~~llGII~~/(~-~,,~~~-ldr,. 
0 
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But this is easy, for we can write the left hand side as 
I w G(s) ’ - sn-‘ds 0 p+ 1x2 
and then use that l/~(~+r)/~ EL~~I@+ l)Sao(rn--l &) = (,52+- rLl(rn- 1 &))*. 
We now estimate B,?. 
Therefore, 
c l/2 
II (B;)ll/2 d ro/2 Il(gj(S))IlY2S”-2 ds 
The conclusion follows by the same argument as above, observing here 
that 
(J- 
00 
> 
l/2 
G2(s) s” - ’ ds < lIG211~ln:,.-~,.~~r”-~d,) = I(GIIL2n/(n-~~.z(r”-~d,). 
0 
Proof of Inequality (6.1.1) for q = 2n/(n + 1 ), n > 2. We follow the same 
steps as in the case q = 2n/(n - 1). We can see then that the localized part, 
Aj, is again of strong type ph since, for n > 2, ph = 2n/(n + 1) > 4/3. 
We estimate now B,! and B: on L2~‘(“+1),oo(r(n-1)dr). 
From Minkowski’s integral inequality, 
1 
II (B; ) II 12 g ro/2 I m Il(gj)l(,zs(“-1K2ds 0 
Therefore, 
Il(B~)ll~,~~(“+~),m(~-l~r)~ < cll(gj)llL, ~~n+‘)~‘(r”-~dr) 
Observe that the argument is valid also for n = 2. 
On the other hand, if y > 413 
Bf<C 
J “+“+I)/2 
(,~.+~)~2gj(,))udr > 
l/Y . 
s 
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In particular, if n > 2 and y = 2n/(n + l), we get 4/3 < y < 2 and 
(n+ 1wn 
;$(n+l)Sn-l ds 
The rest is easy. 
The Case n = 2 (q = 4/3). We have, as before, IP,! gjj < 1AjJ + Ei f BT. 
Since the estimate for Bj has already been shown, we proceed with BJ’. 
In the arguments above we have used repeatedly that, for p<4, the 
function up = l-lip rI x~,,~,~,,~, satisfies, uniformly in I large, 
llvpll LP(dr) G c,. 
For p = 4 we will use instead 
II 04 II L4.‘(&) G c 
or, equivalently, 
II~-1’2~,X(I,Z,31,2,11L~~~(rdr) d c. 
Therefore, in this case 
Hence, 
It remains to show that, for n = 2, 
Now a look at the argument in the case n > 2, shows that it suffices to 
prove 
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This is precisely the restricted weak-type extension of the result of 
Cordoba [Co2, Corollary (3.3)] to the end point p = 4/3. For convenience, 
we will prove the dual statement; namely, 
PROPOSITION (6.2). If {gj}, p4, ag are as before, 
IK 
c W+(g, qhJ 
Proof: Although we are not dealing with a positive operator, a 
moment’s thought will convince us that we can replace a9 and puII by bigger 
functions. Set q,(r) = (Ir - lI/(r + l))‘j4. Since 
bArI 6 C(rh) + 1-1’6) 
and I-1’6)Ip,JI m ,< C (see (3.4k(3.5)), we are reduced by the above observa- 
tion to estimate the L;i” -norm of {H+(gjqG)pQ}j* We now majorize lplll 
by C((f/lr-11)1’4+ 1). Then, 
lH+(gjVI,)PI,l G CIH+(gjrl~)l + c H+(gj V.fj) & . 
The first summand has no problem, since 1~~1 < 1. For the second, we 
use the same observation and replace v&r) by (Ir - /jI/1j)1’4 := cub(r). Now, 
H+(gw,)(r)w;‘(r)=H+(g)+H+(g(.)(o,(.)--,(r)))(r)o;‘(r). 
The second term is bounded, in absolute value, by 
(ilp I&)1 / 
Is - I) ‘I4 - Ir - I( ‘I4 
r--s 
1 ds 
<lr-11’/4() I m Ids)1 Is-fl3’4+ Ir-l13’4’ 
where we have used the inequality (u~/~ +u3’4)l~1’4 - Y’/~]< (U - a(. The 
above bound is comparable to the sum 
The first term in (6.3) is majorized by Mg(r). Like the previous terms we 
have encountered, this one also satisfies the vector inequality (6.2). Denote 
by R,g the second term in (6.3). 
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We are left with showing 
(6.4) 
Now, there exists some w E L’,‘, with unit norm, such that 
On the other hand, using the trivial equality 
(I I4 > kl 
fwq2=2 j,,,>,,,~(~)(j,,,>,.,~(f)~Z)~~, 
we have, by Fubini’s Theorem, 
dr 
Ir--ll<ls-I\ w(r) (/. _ 4 l/2 ds. 
Let us define, 
1 Qw(x)=s~pIx-all'* s ("+o,<,.x-o, w(y) ~y?a~w~ 
LEMMA (6.3). The operator Q is of restricted weak-type 2. 
We will postpone the proof of this lemma for a moment. The conclusion 
of Proposition (6.2) follows now from the argument 
II* 
and G=(c iR,gi12)“2. 
Then, the above estimate, the Cauchy-Schwarz inequality, and duality 
imply 
< CIIgGll.2,1 IlQwll,.= G C’llglle IIGIIom. Q.E.D. 
Proof of Lemma (6.3). We may consider the action of Q only on 
characteristic functions of measurable sets, w = xE. Then, we notice that 
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Therefore, 
Hence, 
Remark. An alternative way of proving Theorem (6.1) consists in 
showing inequalities (6.1.1) and (6.1.2) both for q = 2n/(n - 1 ), n 2 2. For 
the latter, the arguments of Proposition (6.2) apply. In addition, we should 
need to prove that Q is bounded from Lns’(r”-’ dr) into L”*OO(r”-’ dr). But 
this, though tedious, is similar to the corresponding result for operator A 
in [CHS]. We will also need vector valued estimates for the operators H, 
and M with respect to the weight F’ dr. These can be handled similarly 
to those for R,, since they also satisfy the formulae 
s IH, gl*wG j lM*w+2~ Id IH+gl IH+wl 
I IMg12w<C s lgl MgMw. 
It is interesting to observe also that the hardest case in the above proofs 
is always the case n = 2. This seems to be in line with the philosophy of 
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