A central challenge in scanning transmission electron microscopy (STEM) is to reduce the electron radiation dosage required for accurate imaging of 3D biological nano-structures. Methods that permit tomographic reconstruction from a reduced number of STEM acquisitions without introducing significant degradation in the final volume are thus of particular importance. In random-beam STEM (RB-STEM), the projection measurements are acquired by randomly scanning a subset of pixels at every tilt view. In this work, we present a tailored RB-STEM acquisition-reconstruction framework that fully exploits the compressed sensing principles. We first demonstrate that RB-STEM acquisition fulfills the "incoherence" condition when the image is expressed in terms of wavelets. We then propose a regularized tomographic reconstruction framework to recover volumes from RB-STEM measurements. We demonstrate through simulations on synthetic and real projection measurements that the proposed framework reconstructs high-quality volumes from strongly downsampled RB-STEM data and outperforms existing techniques at doing so. This application of compressed sensing principles to STEM paves the way for a practical implementation of RB-STEM and opens new perspectives for high-quality reconstructions in STEM tomography.
Introduction
Electron microscopy (EM) is a powerful imaging modality that has been intensively used over the past decades to study molecular and cellular biology at the nanometer scale [1] . EM exploits the wave-like behavior of electrons in a vacuum and their extremely short wavelength to produce a visualization of biological nanostructures. Several EM variants exist, such as scanning electron microscopy (SEM) [2] , transmission electron microscopy (TEM) [3] , or their combined version, scanning transmission electron microscopy (STEM) [4] . In bright-field STEM, the electron-transparent specimen is rastered by a focused electron beam and the transmitted radiation is detected. STEM can offer advantages over conventional TEM tomography for thick samples imaging, including a better signal-to-noise ratio (SNR) and improved contrast [5] [6] [7] . STEM has recently been applied to the 3D imaging of fully hydrated, vit-dose STEM tomographic acquisitions without introducing significant degradation in the final image. These methods can be categorized according to whether the dosage reduction is achieved by angular or spatial downsampling [11] .
Tilt-downsampling (T-DS) techniques rely on algorithms that reconstruct a tomographic image from a reduced number of angular views. T-DS is generally performed by acquiring fewer tilt images over the widest possible angular range. To compensate for the induced lack of information, a standard approach is to incorporate prior knowledge in the reconstruction process. Advanced T-DS reconstruction algorithms primarily include discrete algebraic reconstruction techniques (DART) [12, 13] and compressing sensing (CS) based approaches [14] [15] [16] [17] .
Instead of reducing the number of tilt views, imagedownsampling (I-DS) techniques reduce the electron beam coverage of individual tilt images. This can be achieved by decreasing the frame size, the per-pixel dwell time, or the beam current density [18] . Alternatively, one can scan only a fraction of the image pixels following a certain downsampling pattern. The recovery of randomly downsampled EM images has notably been the topic of several recent publications. Anderson et al. [19] reconstructed randomly undersampled SEM data by compressed sensing inversion using image smoothness as a prior. For STEM imaging, Stevens et al. [20] applied a Bayesian dictionary-learning technique to restore randomly undersampled STEM measurements, while Saghi et al. [11] used total variation (TV) to inpaint I-DS images, which were then used as input to compressed sensing tomographic reconstruction. To the best of our knowledge, compressed sensing tomographic reconstruction directly using random I-DS STEM data has not yet been demonstrated. As we further explain in this paper, the main difficulty in doing relies on the fact that it is not obvious a priori that random undersampling of STEM measurements associated with the classical representation bases fulfills the incoherence condition required by the CS theory.
The recent work by Saghi et al. [11] simulated both T-DS and random I-DS conditions in STEM to demonstrate the feasibility of further reducing the electron dosage by combining both downsampling techniques. The reconstruction was performed in two successive steps. The I-DS tilt images were first filled in by applying TV-inpainting. A volume was then reconstructed from the restored projection measurements using an iterative algorithm with TV-regularization. Again, as far as we know, compressed sensing has not yet been applied to the global tomographic reconstruction of combined T-DS and random I-DS STEM measurements.
In summary, compressed sensing could be a very powerful tool for minimizing the electron dosage in tomographic STEM imaging; however, its potential in this regard has not been fully exploited yet. In this paper, we address the remaining gaps by fully applying the principles of compressed sensing to tomographic STEM. In particular, we demonstrate that random-beam scanning for STEM (RB-STEM) associated with a wavelet representation basis fulfills the incoherence condition required by the CS theory. We then present a regularized tomographic reconstruction framework that reconstructs high-quality volumes from strongly downsampled RB-STEM data. We demonstrate through simulations on synthetic and real projection measurements that the proposed framework outperforms existing techniques at doing so.
The paper is organized as follows. In Section 2 , we recall the principles of compressed sensing and three of its key components: sparsity, incoherence and recovery. The applicability and relevance of these principles in the context of tomographic STEM imaging are then demonstrated in the following three sections. Section 3 discusses the sparsity of biological STEM data, Section 4 demonstrates the incoherence of the RB-STEM acquisition scheme, and Section 5 describes the proposed reconstruction framework for incoherent RB-STEM data-sets. The reconstruction framework is evaluated in Section 6 . Our conclusions are presented in Section 7 .
Compressed sensing theory
Compressed sensing (CS) is a powerful mathematical concept for acquiring sparse signals with a minimum number of measurements provided that proper recovery methods are used [21] . CS theory is extremely relevant to biomedical imaging and has recently been applied with great success to multiple imaging modalities [22] [23] [24] [25] .
In this work, we aim to show that biological specimens with a sparse representation can also be reconstructed from randomly undersampled STEM measurements through an appropriate nonlinear recovery scheme. To set the context, we briefly describe the three central components of CS theory: data sparsity, incoherent sampling and signal recovery. The relevance and applicability of each principle to STEM are analyzed in subsequent sections.
Sparsity
The theory of compressed sensing relies on the notion of sparsity [21] . A signal is said to be sparse if it has a concise representation in some basis; i.e. , if it can be completely represented by few non-zero coefficients when expressed in a proper transform domain. The mathematical formulation is as follows. Let a signal be represented by a vector f ∈ R N . Its expansion in an orthonor-
where
is the sequence of coefficients of f , with x n defined as x n = f , ψ n . The implication of sparsity is that, in a sparsifying domain, few of the coefficients x n are non-null and thus concentrate most of the signal information. The relevance to signal compression then becomes obvious: numerous zero coefficients in a sparse signal can be discarded without introducing any perceptual loss [26] . In practice, most objects of interest are not exactly sparse, but rather "approximately sparse" ( i.e. , compressible). For these signals, most of the coefficients in the sparsifying domain have near-zero values instead of strictly null ones.
Incoherent sampling
It is well known in signal processing that sampling a signal below the Nyqvist frequency introduces aliasing artifacts that are manifested by periodizations in the Fourier domain [27] . The key in CS is to use some form of nonuniform sampling scheme to introduce incoherent artifacts in the sparsifying transform domain. These artifacts are said to be incoherent because they spread uniformly throughout the representation domain in a noise-like manner. Hence, they can be distinguished from the signal of interest through sparsity-promoting reconstruction, as the few significant signal coefficients stand out from the introduced incoherent interference [21] .
The smallest sampling frequency that can accurately capture the signal information is directly determined by the incoherence between the sensing basis and the (sparse) representation basis [28] . Simply said, the less coherence, the fewer the number of samples needed for proper signal reconstruction. Typical examples of low coherence sensing/representation basis pairs in CS notably include the spike/Fourier basis or the wavelets/noiselets basis [29] . Finally, it is important to note that the row vectors of random matrices are largely incoherent with any fixed basis and therefore they can very efficiently capture signal information with minimal number of measurements
Signal recovery
The performance of the CS approach relies on appropriate nonlinear recovery schemes that efficiently reconstruct the signal of interest from the collected data. The transform coefficients ˜ x are reconstructed after sampling by solving the following optimization problem:
Here y ∈ R M refers to the measured data, while A is a M × N matrix incorporating the model of the imaging process and the sparsifying transform. The first term in Eq. (2) enforces data consistency through l 2 -norm minimization, while the second term promotes sparsity through l 1 -norm minimization. In other words, the minimization of the objective function yields the sparsest solution among all solutions compatible with the measured data [21, 31] . Algorithms for solving Eq. (2) notably include projection onto convex sets, iterative fast thresholding, or iterative reweighted least squares [32] . The final image f is reconstructed by computing f = N n =1 ˜
x n ψ n .
Sparsity of STEM data
It is well established that natural images are compressible in appropriate domains such as the discrete cosine transform (DCT) and discrete wavelet transform (DWT) [26] . Similarly, the compressibility of various signals relevant to biomedical imaging has been demonstrated by multiple researches [22, 23, 33, 34] . In electron microscopy, Anderson et al. [19] assessed the sparsity of typical electron microscopy images (SEM, TEM and E-SEM) in the block-DCT domain. For electron tomography (ET), Song et al. [35] showed that cryo-ET projections exhibit sparsity in the DCT domain. Finally, the suitability of the DWT for sparsely representing ET data has also been demonstrated in a number of empirical studies [36] [37] [38] . For the sake of completeness, we illustrate the compressibility of STEM data in the DWT in Fig. 1 .
Random-beam scanning in STEM
We shall now demonstrate that random-beam scanning in STEM (RB-STEM) associated with the wavelet domain fulfills the incoherence condition required by compressed sensing. As previously explained, this amounts to showing that the artifacts introduced by the measurement process behave in a "noise-like" manner in the representation domain.
In RB-STEM, the measurement process consists of the random scanning of a subset of pixels for every tilt view ( i.e. , random I-DS). The considered randomized subsampling regime follows a uniform distribution. The scanning corresponds to the straight-line transmission of an electron beam through the sample, as in a conventional STEM set-up (see Fig. 2 ). As we describe in the Appendix A , this transmission process can be mathematically modeled by the X-ray transform.
Incoherence analysis
To measure the incoherence between the two aforementioned bases, we use the transform point spread function (TPSF) analysis proposed by Lustig et al. [22] . The TPSF generalizes the notion of point spread function (PSF), as it assesses "how a single transform coefficient of the underlying object ends up influencing other transformed coefficients of the measured undersampled object".
The results of the incoherence analysis are displayed in Fig. 3 . The evaluation is performed on 64 × 64 synthetic data representing a single square surrounded by zero values ( Fig. 3 b) . A filtered back-projection (FBP) of 1800 angular views (equally-spaced in [0;
2 π ]) is used to reconstruct the image ( Fig. 3 c) . FBP has indeed been shown to provide a good approximation of the inverse Xray transform operator for the reconstruction of N × N images if at least π × N angles are imaged [39] . A uniform I-DS scheme ( Fig. 3 d-f ) is considered to allow comparison with the random I-DS regime ( Fig. 3 g-i) .
The results demonstrate that the incoherence between the RB-STEM measurement domain and the wavelet domain is more than satisfactory, as the introduced artifacts have a strongly incoherent behaviour in the transform domain ( Fig. 3 i) . In contrast, a structured I-DS scheme leads to a much less suitable outcome ( Fig. 3 f) . Overall, these results validate the application of compressed sensing to RB-STEM and guarantee that the signal of interest may be recovered, assuming that a proper non-linear recovery scheme is used.
Reconstruction of incoherent RB-STEM data
The recovery of high-quality images from a limited number of incoherent RB-STEM projection measurements relies strongly on a high-performance reconstruction framework. In this section, we describe the discretization scheme used to formulate the reconstruction problem and the algorithm we developed to solve it.
Discretization scheme
Tomographic STEM aims at reconstructing a three-dimensional signal f using a given set of STEM measurements g (
with i ∈ {1, 2, , M } where M corresponds to the number of measurements. The set Y contains the different positions of the STEM gun scans on the projection plane, and the set of all tilt angles is collected in .
In order to formulate the reconstruction as an inverse problem, it is necessary to discretize both the signal and the imaging operator. The standard approach is to fix the reconstruction space to functions of the form [27, 40] :
specifies the support of the object ( N 1 , N 2 , N 3 ∈ N ) . The function f ( x ) is described by its coefficients c k . Using the linearity and pseudo-shift-invariance of the X-ray transform [41] , we model the effect of the projection operator P by:
This, in turn, translates into the matrix formulation of the STEM imaging model as
with g ∈ R M whose i th entry is [ g ] i = g(y i , θ i ) , and c ∈ R N a vector representation of the coefficients (3) indexed by k with
. The entries of the system ma- We consider typical STEM samples and compute their Haar wavelet coefficients using the ImageJ software [30] . We then discard most of these coefficients (90%-95%) and compute the inverse transform to get the K-sparse approximation of the original images. In the image domain, a large range of non-zero coefficients is observed for all samples (left histograms). In contrast, most coefficients in the sparsifying domain have near-zero values (right histograms). As a result, discarding of 90%-95% of the transform coefficients does not lead to significant perceptual losses in the inverse-transformed images (far right). This confirms the approximate sparsity of STEM data in the wavelet domain. This is equivalent to formulating the RB-STEM imaging process as g = S H c .
Reconstruction algorithm
We have argued that biological samples in electron tomography are sparse in the wavelet domain. It has been recently demonstrated that sparsity in the Haar wavelet domain ensures sparsity in the gradient domain [42, 43] . Consequently, the RB-STEM measurement domain H is also incoherent with respect to the gradient domain associated to the transform L . Thus, assuming that the number of measurements fulfills the CS requirements, the theory of compressed sensing ensures that we can reconstruct the threedimensional volume using 1 -minimization [44] :
We developed a fast and highly-efficient regularized iterative algorithm to solve this optimization problem. In our implementation we used total-variation (TV) regularization rather than waveletbased one, as TV has been shown to act in a similar qualitative way while yielding slightly better results [45] [46] [47] . The design of the proposed algorithm is further detailed in the Appendix A .
Reconstruction results

Synthetic projection measurements
We shall first demonstrate through simulations on synthetic data the superiority of random I-DS methods over uniform T-DS approaches at various downsampling levels. We then analyse the performance of our algorithm at reconstructing 3D volume from 2D synthetic random I-DS projection measurements by comparing it to the existing algorithm.
Simulation conditions
The synthetic volume used as the ground truth in the simulations is a 512 × 512 × 256 visualization of the flagellar pocket of a trypanosome ( Fig. 4 ) , acquired as presented in [48] . All simulations were implemented in Matlab (MathWorks, Natick, MA, USA). To simulate the acquisition processes, two variants of the projection operator were coded: one using Kaiser-Bessel window functions (KBWF) as discretizing functions and one using B-splines [49] . To reduce the risk of committing an "inverse crime", the projection operator producing the synthetic measurements always differed from the one used for reconstruction. The tilt-downsampling condition was achieved by uniformly increasing the angular increment between two simulated tilt-series ( i.e. , uniform T-DS). To mimic the "missing wedge of information" effect, we considered an angular coverage of (−70 • ; +70 • ) , with a 1 °increment ( i.e. , 140 tilt views).
Spatial downsampling in the image domain was achieved by applying a uniformly randomized subsampled binary mask over the simulated projection measurements ( i.e. , random I-DS). Our 3D reconstruction task was performed through an in-house code implementing the framework presented in Section 5 . Isotropic total-variation (TV) regularization was used to promote sparsity. The optimization of the hyper-parameters ( c.f. Eq. (8) ) was performed by visual assessment. 
Comparison with T-DS approach
We first compared the performance of random I-DS approaches over classic T-DS techniques at various electron radiation doses. To do so, we simulated both downsampling conditions on synthetic data and reconstructed the obtained measurements with our algorithm. Fig. 5 shows orthoslices of the reconstructed volumes when only 50%, 10%, and 3% of the pixels are scanned. High-quality reconstructions are obtained for both frameworks when half of the pixels are scanned. This is confirmed by the clear overlapping of their corresponding profile lines. However, when the ratio of scanned pixels falls below 10%, the reconstructions from the uniform T-DS measurements are strongly degraded whereas those originating from random I-DS acquisitions remain of satisfactory quality. The profile lines on the 3% reconstructions are especially informative on this robustness of the RB-STEM framework. Whereas the T-DS approach fails to retrieve the important changes in intensity, the random I-DS approach still permits to delimit the borders of the main trypanosome structures.
Overall, those results confirm that reconstructing sparse objects from incoherent acquisitions outperforms uniform (tilt)-downsampling approaches, as predicted by the theory of CS and by our TPSF analysis results (see Section 4 ). To further emphasize the relevance of the proposed RB-STEM acquisition-reconstruction framework, hereafter we refer to random I-DS data as randombeam STEM (RB-STEM) measurements.
Comparison with existing algorithm
We then compared our integrated framework for the reconstruction of RB-STEM measurements to the pioneering approach proposed by Saghi et al. [11] . To the best of our knowledge, there is no other prior work developed in this area. In their paper, the authors propose to perform this tomographic reconstruction task in two steps. First, they fill in the missing data through TV inpainting in order to produce conventional projections. Second, they use an iterative algorithm with TV-regularization for the tomographic reconstruction of the projection views. We have reimplemented their algorithm as described in [11] in order to compare our compressed sensing framework to their approach. The optimization of the hyper-parameters is performed by visual assessment. Fig. 6 presents orthoslices views of the reconstructions of RB-STEM data achieved by both frameworks at 50% and 20% downsampling ratios (top). The corresponding Fourier shell correlation (FSC) are also displayed (middle), as well as profile lines taken on the XY-orthoslices of the reconstructed volumes (bottom). Visual and quantitative analysis of these results indicate that, at equivalent dose reduction, the proposed RB-STEM reconstruction algorithm outperforms the existing algorithm. Finer details ( e.g. , filament-like structures) can be visually retrieved from the reconstructions achieved by our framework, at both 50% and 20% downsampling. In addition, both the FSC curves and the profile lines indicate that the proposed framework achieves higher resolution at both sampling levels. Several reasons might be put forward to explain those improvements.
First, the proposed RB-STEM algorithm performs the tomographic reconstruction in a single global fashion, as prescribed by the theory of compressed sensing. Significant advantages follow, such as the fact that combining more data gives more information about the object of interest. Moreover, the influence of sparsity increases with the dimensionality of the reconstruction procedure.
Second, as explained by the authors themselves in their discussion [11] , their reliance on an intermediate TV-inpainting step limits their capacity to reconstruct fines structures when only few pixels are scanned. The primary limitation is that performing TVinpainting on heavily downsampled measurements tends to introduce strong staircase artifacts in the restored images. By contrast, our framework performs the reconstruction directly from the downsampled measurements. Thus, it is not limited by the morphology nor by the fineness of the structures to be imaged. This translates into reconstructions of highly-detailed specimens that are globally more robust to the electron dosage reduction.
Our approach also simplifies the optimization procedure, as it only requires the optimization of a single hyper-parameter. In addition, this parameter has demonstrated good stability in regard to the downsampling ratios. This stability is a significant advantage, as it promotes consistency in the reconstructions while greatly shortening the optimization procedure.
Real projection measurements
To get insight on the robustness of the RB-STEM reconstruction framework in real conditions, we created RB-STEM datasets by simulating random I-DS on real STEM projection measurements. The difference with the previous experiment is important, as the use of real STEM projection measurements and the presence of noise increases the ill-posedness of the reconstruction problem.
Sample preparation
T. brucei cells were cultured in SDM79 medium supplemented with haemin and 10% foetal calf serum, as described in [50] . T. brucei cells were fixed directly in the culture flask with 2.5% glutaraldehyde and 4% PFA for 30 min at room temperature. Cells were rinsed three times in PBS and subsequently post-fixed in 1% OsO 4 for 30 min at room temperature. Cells were dehydrated in baths of increasing ethanol concentrations at 4 °C and included in Epon resin. Sections of 500 nm were prepared using an ultramicrotome and were mounted on electron microscopy copper grids for observation.
Data acquisition
Tomographic tilt-series were acquired using the bright-field STEM detector (camera length: 60 cm; magnification: 150,0 0 0; probe size: 1.5 nm; convergence semi-angle of the beam: 25 mrad; collection semi-angle of the detector: 6.667 mrad) on a JEOL 2200FS field emission gun 200 kV electron microscope (JEOL © Ltd.). A total of 100 tilt views were acquired following a Saxton scheme [51] from −70 • up to +70 • with tilt increments varying between 1 °(at the highest tilt angles) and 2 °(at the lowest tilt angles around 0 °). Images were recorded using the Recorder software (JEOL © Ltd.). A total of five images with different foci were collected for each tilt angle and merged as described in [48] , enabling the recovery of information at focus through the whole sample depth.
Simulations and reconstructions
To mimic the RB-STEM process, we randomly downsampled the real projection measurements by applying a uniformly randomized subsampled binary mask. The reconstruction is performed as described in Section 6.1.1 . Fig. 7 compares the 512 × 512 × 256 reconstruction from a complete STEM dataset ( i.e. , no I-DS) with the same-sized reconstruction obtained when only 30% of the projection measurements are scanned following a random I-DS scheme.
The results show that even when only a third of the real projection measurements is retained, the reconstruction still achieves to preserve key information about the main structures of the imaged biological sample. In particular, all the annotated structures in Fig. 7 can still be located and distinguished from one another in the RB-STEM reconstruction ( Fig. 7 -bottom) . Moreover, the contours of the collarette and the flagellar membrane are correctly recovered. The analysis of the central structures of the flagellar pocket ( i.e. , the basal body, the microtubules doublets and the central pair) underlines the difficulty of recovering the higherfrequency details. Nevertheless, visual information on the shapes and textures of those structures can be retrieved from the reconstructed RB-STEM volume.
Along with the aforementioned experiments, those results tend to confirm the robustness of the RB-STEM reconstruction framework in presence of noise and with reduced information.
Conclusion
We developed a regularized tomographic reconstruction framework to recover high-quality volumes from randomly downsampled STEM projection measurements ( i.e. , RB-STEM data). This acquisition-reconstruction framework was built upon the demonstration that, in contrast to uniform downsampling methods, RB-STEM fulfills the "incoherence" condition required by the compressed sensing theory. Its superiority over tilt-downsampling approaches was then demonstrated through simulations on synthetic RB-STEM data. We also showed that the proposed algorithm outperforms the existing approach for the reconstruction of randomly downsampled STEM measurements.
Overall, this work establishes the potential of RB-STEM to produce quality reconstructions of highly detailed objects imaged at a low electron dose. The development of RB-STEM could thus enable the study of electron-sensitive samples such as cryo-fixed biological samples through less electron-intensive methods. By occurring at a timepoint where cryo-STEM studies are emerging [8] , this work could contribute to the feasibility and popularisation of RB-STEM in biological sciences.
