It is known thai colored noise may degrade the performance of a tracking algorithm. A common remedy is to model colored noise as an autoregressive (AR) process and apply the measurement difference method. One problem with the approach is that the AR parameters are usually unknOWIL In this work, we propose a new method to adapt ively estimate the AR parameters. It is shown that this method is simple and practically feadble. We incorporate our method into the interacting multiple model (IMM) tracking algorithm and _how that the performance is almost as good as that.
INTRODUCTION
A white noise observation model is widely used in tracking problem formulation. In practice, the measurement noise may not be white. This phenomenon is due to the scintillation of the target. Typically, the bandwidth of measurement noise is on the order of several hertz [3, 12] . When the measurement frequency is much lower than the noise bandwidth, the successive samples of the noise are approximately uncorrelated, and it can be seen as white. However, in many radar systems, the measurement frequency is high enough so that the correlation cannot be ignored without degrading the tracking performance.
The conventional method that alleviates the effect of colored noise is the state augmentation approach [1] . But this may cause the covariance matrix to be ill·conditioned. Bryson [2] proposed the measurement difference approach to prevent the problem. Rogers [3] modeled the colored noise as a lst·order AR process and applied the measurement difference approach to the a-f3 filter. Guu and Wei [4] extended Rogers' method in [3] to maneuvcring target tracking problem using the interacting multiple model (IMM) method. Besides descrete·time approaches, some researchers also investigated the continuous-time Kalman tracker under the colored noise environment. Rogers [6] derived closed· form solutions for the tracker with exponentially correlated velocity (ECV) and exponentially correlated acceleration (ECA). Arcasoy [7] used the spectral factorization method to develop cxprcssions of the Kalman gains for the ECV and ECA tracking problems. In aforementioned approaches, they all assumed that the autoregressive (AR) coefficients are known. However, this may not be possible in the real applications. GUll and Wei [5] then further developed a method to estimate the AR parameters. Unfortunately, this method is computationally intensive and only applicable to the Makovian acceleration model. It cannot be used in some advanced tracking algorithms such as IMM.
We propose a new method to estimate the AR parameters. We first remove the state variables from measurements by passing them into a moving average (MA) filter and this results in an autoregressive moving average (ARMA) signal. it is found that the z-transform of the signal has two zeros on the unit circle. In order to obtain the AR coefficient from the ARMA signal, we further introduce an AR filter to cancel the zeros. The AR parameters are then calculated from the statistics of the output signal. However, when the target is maneuvering, the estimates will be biased. From theoretical analysis, we derive a closed·form solution to remove the bias. OUf method can be implemented adaptively and is suitablc for on·line processing. Simulations show that our method can estimate the parameters precisely. The proposed algorithm and the measurement difference method are used in the IMM algorithm and significant improvement is obtained.
II. DECORRElATION PROCESS
In this section, we describe the decorrelation process in [3] . For simplicity, we assume that states of target motion are defined in the spherical coordinate sueh that the state equations can be decoupled into three independent channels. Then, the tracking filter can work independently on each channel [9] . The state equations in a particular channel can be described as 
Sampling u(t) with a period T, we obtain a difference equation which is where 0: = e->'T and 17k is zero-mean white 
In practical applications, the first term of right-hand side in (7) is usually small and can be neglected. So,
we have
Thus, fik can be treated as white. Now, the new measurement equation (5) and the original state equation (1) can be used in the Kalman filtering.
III. ESTIMATION OF AR PARAMETERS
In the previous section, we sec that if the AR parameters (0: and 0',/) are known, the colored noise
can be decorrelated. However, it is difficult to know thc parameters in the real application. Here, we propose a method that can effectively estimate the parameters. For the ease of description, we assume that thc measurement is the position of the target. Let
Xk "" [Xb Vbakf where Xb Vk, and ak are position, velocity, and acceleration of the target, respectively, we then have the measurement equation (9) Since measurements contain state variable Xk, the direct estimation of AR parameters is difficult. It will be very helpful if we can remove state variable X k .
From the Newton's law, we have (10) We now use the following operation to obtain a new . signal lh that does not involve Xk
A close look reveals that the operation is essentially a MA filtering and it can completely null a linear function (ak = 0). When the measurement frequency is high, the measurement (without noise) is approximately linear in a short period of time (in our case, two T8).
Thus, this simple filtering operation enables us to extract the measurement noise with little distortion.
To investigate the effect of the filtering, we go to the transform domain. Taking the Z -transform of (11), we have where
Note that JJ k is an AR process. From (4), we find its
Thus, we can represent u(z) as
When the target is nonmaneuvering, the acceleration is zero and m( z ) is zero. From (15), we know Uk is an ARMA process. Since there are two zeros on the unit circle, it is difficult to use the general system identification methods to estimate the AR coefficients.
To overcome this problem, we further introduce a filter to cancel the zeros. Consider the filter described by its transfer function as follows
where 0 s: p s: 1. Passing u(z) through F(z), we obtain the output (denoted as u (z»
For nonmaneuvering cases, the second term of the right-hand side in (18) 
where 0 < (3 < 1 is the forgetting factor. If (3 is large, the convergence of PO is slow and it cannot response to the change of 0: quickly. The advantage of using large f3 is the small estimation variance. On the contrary, small f3 will let PO converge fast and response quickly. However, the estimation variance is large.
When the target is maneuvering, m(z) is not negligible. In this case, we cannot choose p as one, otherwise the low frequency components of m(z) will be greatly amplified. It is easy to see this from the Fourier transform of F(z)
The magnitude in (23) will become huge if p = 1 and w is small (infinite for w = 0). This will breakdown the whole algorithm. Therefore, p cannot be one. From experience, we find that if p is 0.9 or less, the amplification effect is small compared with the first term of (18) . With suitable choice of p, we can then ignore m(z). Thus,
)
However, the nonunity p raises another problem. From (24), it is cle ar that Uk is no longer equal to Vk and r(l) 0: t= reO)"
The estimate of (20) is then biased. To correct the bias, we explore the relation of 0: and r(l)/r(O). Equation (24) can be rewritten as
Thus, u(z) is an ARMA process. Using the Yule-Walker equations [15] , we can solve for its coefficients in terms of its autocorrelation function.
(31) Then, 0: and (J� can be found as follows. We leave derivation details in Appendix A and -( 6 + 6 )-) ( 6 + 6 )2 _46(6 + 6 + �1)
Substituting o:b with its estimate <'ii, we can obtain <'ik and a-�, k' The block diagram of our proposed algorithm is shown in Fig. 1 .
In this paragraph, we estimate the computational requirement of our algorithm. Since the computational complexity of a multiplication/division is much higher than that of an addition/subtraction, we then ignore the operations of addition and subtraction in our complexity estimate. From Fig. 1 [13] a Kalman filter with scalar observations requires 4n 3 + 2.5n2 + 3.5n + 3 multiplications where n is the state dimension. The mixing operations in an IMM algorithm require 2:::1 (2nr + 2 ni + 4) multiplications and m exponential operations where m is the number of models and n; is the dimension of the ith modeL 
(35)
where fj is a scalar and gjO is a nonlinear function of 0:. To solve (35), a nonlinear algorithm was used to minimize a least-squares criterion where ih is an estimate of (! j based on the innovation sequence. The problem of this approach is that many matrix and vector operations are required to obtain fj and gj{-); it is com putationally intensive. In addition, the nonlinear minimization algorithm may converge to a local minimum.
IV. SIMULATION RESULTS
In this section, we carry out some simulations to demonstrate the effect of the proposed algorithm. For simplicity, we only consider a one-dimensional range tracker herein. The IMM is applied as the tracking algorithm, which is implemented by using a second-o�der model for the nonmaneuvering mode and two third�order models for the maneuvering mode, one is with process noise and the other is without process noise. They are described in the following equations.
1) Nonmaneuverin g mode:
2) Maneuvering mode: We first cxamine the behaviors of the roots in (32). As aforementioned, D:k is adaptively estimated and the convergence rate depends on the f5 value. Smaller f3 has better tracking property but the estimation error is larger. To investigate the tracking property,
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we now let O!k "" 0.8187 for nonmaneuvering period and O:k "" 0.6067 for maneuvering period. Note that O!k experiences abrupt changes during the tracking period.
Figs. 6 and 7 show the performance of estimates of O:k and (J",k for different f3 values. Here, we set p = 0.9.
In this experiment, we initiate the tracker 40 s before the formal tracking period. The purpose is to investigate the steady state behavior of our algorithm.
From the figures, we verify the statement made thing different is that for p = 0.97, the amplification of mk is more serious than that in 0: = 0.8187. However, for p = 0.9, the estimate is almost not affected. before. For f3 == 0.99, we find that it prov ides a good compromise between convergence rate and estimation error.
From the above result, we know that p should be used as large as possible. The main factor limit we show the tracking performances for cases without deeorrelation, with exact decorrela tion (given the AR parameters), and with the p roposed decorrelation scheme. We assume ak = 0.8187 for target nonmaneuvcring period and ak = 0.6067 for maneuvering period. The rest of the paramet ers are chosen as p = 0.9 and f3 = 0.99. This choice pis mk. From (13) , we find mk is determined by target acceleration ak and sampling period T. If T is smaller, large p can be used. Thus, we can conclude that the higher the measurement frequen cy is, the better our algorithm will work. f3 determines the tracking property and should be chosen according to how fast a will change. For slow changing a, f3 can be large. It seems that negative a is ea sier to work with (sma ll bias). This can be explained by thc fact that can make the estimation of a and (J' n insensitive to maneuvering and abrupt changes of parameters. From these figures, we can dearly see that the performance of the decorrelated scheme is considerably better than that of undecorrelated one, specially in the velocity the position measurement is a low-pass signal while the colored noise is a high-pass signal (for negative a). Thus, it is easier to filter out the noise.
Finally, our approach is applied to the maneuvering target tracking with colored noise. In Figs. &-10 , and acceleration estimates. The perfor mance of the proposed algorithm is almost as good as that in the known paramcters casco Thc structure of the proposed algorithm is simple and practically feasible. Also, it can adaptively track the variation of the AR parameters.
This makes our algorithm is suitable for real-time applications. 
V. CONCLUSION
We have proposed a new algorithm to identify the parameters of colored noise, which can be applied to maneuvering target tracking. Our algorithm is different from that of Guu and Wei [5] . We do not need the assumption of Markovian acceleration for the maneuvering target. Thus, the IMM algorithm can be used to achieve better tracking performance. From simulations, we find that our algorithm identifies the parameters properly such that the tracking performance is almost as good as that in the known parameters case. The simple structure of the algorithm makes it easy to be implemented. In (2), we assume that the only noise component is colored noise 1Jk which is modeled as a first-order AR process. If other kind of noise such as white noise also exists, the mixed noise will not be an AR process any more. It can be shown that an AR process plus a white process is an ARMA process [14] . In this case, our algorithm becomes a suboptimal approach.
APPENDIX A
The Yule-Walkcr equations of (26) are 
Substituting r(2) and r (3) in (42) and (43) 
+ [(p2 + l)a2 + (2p 3 _ 2p ) a _ (p 2 + 1)],(1)
From (52), we yield (1 + p2)0: + (2p -4)
Replacing O'� in (51) by (5 3 
There are two roots in (59):" They are 0:= { -(6 + � 2 ) + vr7 ( � -;-3 -+ --:
e-:C 2 ) " ' 2 ----:-4 e -=-3 ( -:-: : e -3 + ---=-e 2 ---' + -e :-: -t ) z e 3
-(6 +6)-)(6 + 6) 2 -46(6 + 6 +6)
From numerical evaluation, we find out that the first root in (60) is greater than one for 0'::; p < 1 . Thus the second root is the correct solution.
