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Abstract—Moving object detection is critical for automated
video analysis in many vision-related tasks, such as surveillance
tracking, video compression coding, etc. Robust Principal Com-
ponent Analysis (RPCA), as one of the most popular moving
object modelling methods, aims to separate the temporally-
varying (i.e., moving) foreground objects from the static back-
ground in video, assuming the background frames to be low-
rank while the foreground to be spatially sparse. Classic RPCA
imposes sparsity of the foreground component using `1-norm,
and minimizes the modeling error via `2-norm. We show that
such assumptions can be too restrictive in practice, which limits
the effectiveness of the classic RPCA, especially when processing
videos with dynamic background, camera jitter, camouflaged
moving object, etc. In this paper, we propose a novel RPCA-
based model, called Hyper RPCA, to detect moving objects on
the fly. Different from classic RPCA, the proposed Hyper RPCA
jointly applies the maximum correntropy criterion (MCC) for the
modeling error, and Laplacian scale mixture (LSM) model for
foreground objects. Extensive experiments have been conducted,
and the results demonstrate that the proposed Hyper RPCA has
competitive performance for foreground detection to the state-
of-the-art algorithms on several well-known benchmark datasets.
Index Terms—Moving object detection, Background subtrac-
tion, Maximum correntropy criterion, Laplacian scale mixture
model.
I. INTRODUCTION
MOVING object detection (MOD) of surveillance videoframes is critical for many computer vision appli-
cations, such as video compression coding, object behavior
extraction and surveillance object tracking [1–5]. In the past
decades, various MOD methods [6–13] have been proposed.
Early strategies proposed to directly distinguish background
pixels from foreground through simple statistical measures,
such as median, mean and histogram model [14]. Later, more
elaborate methods proposed to classify the pixels by learning
background and foreground models, such as the Gaussian
mixture models (GMM) [15] and local binary pattern (LBP)
models [16]. However, these methods failed to exploit critical
structures, such as temporal similarity between frames, or
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sparsity of foreground objects. When processing complex
video data involving camera jitter, dynamic background and
illumination, etc., the performance would degrade signifi-
cantly. Recently, based on the assumption that the background
is low-rank and the foreground is sparse, the RPCA-based
approaches [17–22] have attracted much attention for back-
ground subtraction. By exploiting the low-rank property of
the background and the sparse prior of the foreground, the
RPCA-based methods have achieved a remarkable success in
MOD tasks.
Despite the success of the classic RPCA-based methods
[17, 19], they suffer from two major limitations for MOD
in practice: (1) The sparsity assumption, which is imposed
by `1-norm penalty, is sometimes too restrictive for large and
complicated foreground in practice. (2) It is unclear whether
the `2-norm is the optimal penalty for the RPCA modeling
error, which highly depends on the model accuracy and video
data distribution. Various works have been proposed to tackle
the limitation (1) towards more effective foreground object
modeling [18, 23–26]. For example, [18] applied Markov
Random Field (MRF) to constrain the sparse foreground parts,
and `0-norm is utilized to regularize the sparse component.
[26] was inspired by the concept of the group sparsity struc-
ture, and exploited the tree-structured property of the moving
objects. Instead of using fixed foreground distribution, [25]
proposed to model the foreground pixel with separate mixture
of Gaussian (MoG) distribution. In [23], graph Laplacian was
imposed in both spatial and temporal domains to explore the
spatiotemporal correlation in sparse component. The Gaussian
scale mixture (GSM) model was utilized in [24] to model each
foreground pixel, which significantly improved the estimation
accuracy by jointly estimating the variances of the known
and unknown sparse coefficients. On the contrary, few works
addressed the limitation (2) on modeling error. Very recently,
[27] applied the maximum correntropy criterion (MCC) [28]
for modeling error, to obtain higher-quality background extrac-
tion. However, [27] is a batch algorithm, thus scales poorly for
real-time video MOD.
In this paper, we propose a novel online MOD scheme via
background subtraction, dubbed Hyper RPCA. The proposed
scheme simultaneously tackles the two aforementioned limi-
tations of the classic RPCA, by jointly applying the Laplacian
scale mixture (LSM) and MCC models, to effectively model
the complicated foreground moving objects, and approxi-
mation error, respectively. Furthermore, the proposed Hyper
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2RPCA can be learned and applied on the fly (i.e., process
video streaming sequentially) with high scalability and low
latency, which is more efficient for processing video streams
from surveillance cameras in practice. Our contributions in
this paper are summarized as follows.
• We propose a novel Hyper RPCA formulation, which
combines the LSM model and MCC respectively for com-
plicated foreground moving objects and accurate error
modeling. Compared with classic RPCA, the proposed
formulation can effectively model foreground pixels and
is capable of adapting a wide range of modeling error.
• A highly-efficient online algorithm to solve Hyper RPCA
for MOD is derived. The proposed online algorithm
avoids high computational complexity and can be used
for real-time MOD applications.
• Extensive experiments over several datasets of challeng-
ing scenarios are conducted. The results demonstrate that
the proposed Hyper RPCA outperforms the state-of-the-
art MOD methods over several benchmark datasets.
The remainder of the paper is organized as follows. Section
II reviews the related works to the Hyper RPCA. Section
III presents the proposed Hyper RPCA learning formulation.
Section IV describes the highly-efficient Hyper RPCA algo-
rithm for MOD. Section V presents the experimental results
on several challenging MOD cases. Section VI concludes this
paper.
II. RELATED WORKS
A. Online RPCA
While the classic RPCA process batch data, recent works
proposed online RPCA schemes for more efficient and scalable
MOD [19, 23, 24, 29, 30]. The idea is to decompose the
nuclear norm of batch RPCA [17] to an explicit product of two
low-rank matrices, then the objective function can be solved by
stochastic optimization algorithm [19], i.e., the coefficient and
sparse component of each frame are updated by the previous
basis, and then the basis is updated alternately. Comparing to
the batch RPCA, the online RPCA has lower latency, thus is
more suitable for video MOD.
B. Laplacian Scale Mixture (LSM) Model
LSM model has demonstrated its potential for sparse signal
modeling in recent works [31–33]: In [31], LSM model has
been used to model the dependencies among sparse coding
coefficients for image coding and compressive sensing recov-
ery. The basic idea of LSM model is to model each sparse
pixel as a product of a random Laplacian variable and a
positive hidden multiplier, and impose a hyperprior (i.e., the
Jeffrey prior [34] used in this paper) over the positive hidden
multiplier. These models allow to jointly estimate both sparse
pixels and hidden multipliers from the observed data under
the MAP estimation framework via alternative optimization.
In [32], the LSM model was used for mixed noise removal,
where the impulse noise is modeled with LSM distributions.
In [33], the tensor coefficients were modeled with LSM for
multi-frame image and video denoising. By jointly estimating
the variances and recovering the values of coefficients, LSM-
based methods significantly improved the modeling accuracy
from plain sparse coding with more flexibility and robustness.
C. Maximum Correntropy Criterion (MCC)
Correntropy [35] is known for more effectively modeling
error or noise beyond Gaussian distribution in practice [27]. It
models a nonlinear similarity between two random variables X
and Y as Vσ(X,Y ) = E[kσ(X,Y )] =
∫
kσ(x, y)dFXY (x, y),
where E[·] is the expectation operator, FXY (x, y) is the
joint distribution function of (X,Y ), and kσ(·) is the kernel
function, we select Gaussian kernel as the kernel function,
so kσ(e) = gσ(e) = exp(−e2/(2σ2)), where e = x − y,
σ is the kernel width and controls the radial range of the
Gaussian kernel function, and exp(·) denotes the exponential
operation on each element of the input parameters. As the
joint distribution is mostly unknown in practice, the cor-
rentropy of (X,Y ) can be approximated by Vˆn,σ(X,Y ) =
(1/n)
∑n
i=1 [gσ(xi − yi)], given a finite number of samples
{(xi, yi)}ni=1, and accordingly the MCC is equivalent to
minimizing (1/n)
∑n
i=1 σ
2(1−gσ(xi−yi)) [36]. Recent works
applied MCC for a wide range of important applications,
including face recognition, matrix completion, and low-rank
matrix decomposition [27, 28, 36–39], which is shown to be
highly effective.
III. HYPER RPCA LEARNING FORMULATION
We first demonstrate the major limitations of classic RPCA
and then introduce to the LSM and MCC, based on which we
propose the Hyper RPCA formulation.
A. Preliminary
The classic online RPCA method [19] assumes that back-
ground is low-rank and foreground is sparse simultaneously.
It utilizes `2-norm and `1-norm for modeling approximation
error, and the sparsity of the foreground, respectively. The
formulation of the classic online RPCA is the following
(U ,V ,S) = argmin
U ,V ,S
‖D −UV > − S‖2F+
η{‖U‖2F + ‖V ‖2F }+ λ‖S‖1 ,
(1)
where D = [d1,d2, · · · ,dT ] ∈ Rp×T is the data matrix of T
frames, i.e., dt ∈ Rp denotes the t-th frame, and p = m × n
denotes the frame size. The foreground and background com-
ponents are denoted as L = UV > = [l1, l2, · · · , lT ] ∈
Rp×T and S = [s1, s2, · · · , sT ] ∈ Rp×T , respectively.
As the background is assumed low-rank, U ∈ Rp×r and
V ∈ RT×rare used to represent the background basis and
coefficients, respectively, with r  p, T , thus, L = UV >
is the low-rank approximation of the background. In practice,
the RPCA assumption sometimes becomes too restrictive:
3(a) (b) (c) (d)
Fig. 1. Visual results of different methods for foreground detection.
(a) Input images, (b) PCP [17], (c) ORPCA [19] and (d) the proposed
Hyper RPCA method. From top to bottom: the 1541th frame of
WaterSurface sequence from I2R dataset [40], the 1248th frame of
WavingTrees sequence from Wallflower dataset [41], the 301th frame
of Escalator sequence from I2R dataset, the 1220th frame of lakeSide
sequence from CDnet dataset [42], the 253th frame of Camouflage
sequence from Wallflower dataset.
1) : The foreground may not be sufficiently sparse in the
spatial domain. Fig. 1 shows the foreground extraction results
of some example video frames from three challenging datasets
[40–42], using PCP [17], ORPCA [19] and the proposed Hyper
RPCA method. Comparing to the proposed Hyper RPCA
using more complicated LSM, the sparse modeling based
on `1-norm fails to capture the complete foreground objects
effectively, e.g., dynamic background (rows 1 and 2), small
moving objects (rows 3 and 4) or large-area foreground objects
relative to the background (row 5) in which the moving objects
is not sparse spatially.
2) : The real video data is often corrupted by complicated
or hybrid types of noise, thus the modeling error is deviated
from Gaussian distribution (which is usually modeled using
`2-norm). Fig. 2 presents an analysis of the modeling error
distribution of an example video [42] (a) using the classic
RPCA-based method [17, 19]. Fig. 2 (b) and (c) plot their
empirical distribution of modeling error, respectively, which
both deviate from Gaussian distribution.
B. Hyper RPCA for moving object detection
We propose the novel Hyper RPCA, to tackle the aforemen-
tioned limitations of the classic online RPCA-based method,
by jointly applying MCC and LSM models. The batch learning
formulation of Hyper RPCA is the following
argmin
W ,U ,V ,B,A
‖W 1/2  (D −UV > −B A)‖2F
+ ησ2w{‖U‖2F + ‖V ‖2F }+ 2σ2w
∑
t
∑
i
|αi,t|
+ 4σ2w
∑
t
∑
i
log(bi,t + ε) ,
(2)
where B = [b1, b2, · · · , bT ] ∈ Rp×T denotes the ma-
trix of positive hidden multipliers bi,t, similarly, A =
[α1,α2, · · · ,αT ] ∈ Rp×T is the matrix representation of
the Laplacian variables αi,t, W is the weight matrix, σ2w is
the variance of the modeling error, ε is a small constant for
numerical stability, and  denotes element-wise multiplication
of two matrices. In addition, the online solution for the
proposed method Eq. 2 can be reformulated as
argmin
W ,U ,V ,B,A
∑T
i=1
{‖wt ◦ (dt −Uvt − bt ◦αt)‖22
+ ησ2w‖vt‖22 + 2σ2w
∑
i
|αi,t|
+ 4σ2w
∑
i
log(bi,t + ε)}+ ησ2w‖U‖2F ,
(3)
where bt = [b1,t, b2,t, · · · , bp,t]> ∈ Rp, αt =
[α1,t, α2,t, · · · , αp,t]> ∈ Rp, vt and wt are the t-th column of
B, A, V > and W 1/2, respectively, and ◦ denotes element-
wise multiplication of two vectors.
C. LSM for foreground modeling
In realistic scenarios, the prior distribution of foreground
P (S) is unknown and it is difficult to estimate. In LSM model-
ing, each foreground pixel si,t is expressed by si,t = bi,t ·αi,t,
where αi,t is a random Laplacian variable, and bi,t is a positive
hidden multiplier. si,t denotes the i-th pixel of st, and is
modeled with a zero-mean Laplacian distribution with standard
deviation bi,t, i.e., P (si,t|bi,t) = (1/2bi,t) exp(−|si,t|/bi,t).
A hyper prior P (bi,t) is further used to model bi,t. Then,
the LSM model of si,t can be expressed as P (si,t) =∫∞
0
P (si,t|bi,t)P (bi,t)dbi,t, which cannot be expressed in an
analytical form in general. Thus, the estimation of L and S
from D are considered in the maximum a posterior (MAP)
estimator as
(L,S,B) = argmax logP (D|L,S) + logP (L)
+ logP (S|B) + logP (B) , (4)
where P (D|L,S) is the Gaussian likelihood term with mean
of zero and variance of σ2w and B denotes the matrix of
positive hidden multipliers. In this paper, we use the non-
informative Jeffrey’s prior P (bi,) = 1/bi,t to model hidden
variable bi,t [34], and the prior of L is modeled as P (L) ∝
exp(−η‖L‖∗). By assuming bi,t and si,t are independent, and
S is i.i.d., Eq. 4 can be rewritten as
(L,B,A) = argmin
L,B,A
‖D −L−B A‖2F
+ 2ησ2w‖L‖∗ + 2σ2w
∑
t
∑
i
|αi,t|
+ 4σ2w
∑
t
∑
i
log(bi,t + ε) ,
(5)
4(a) (b) (c)
Fig. 2. The distributions of modeling error on Pedestrians test sequence. (a) The 960th frame of Pedestrians sequence from “Baseline”
category in CDnet dataset [42]. The distribution results generated by (b) PCP [17] and (c) ORPCA [19].
where S = B A denotes sparse component, and A is the
matrix representation of the Laplacian variables.
D. MCC for error modeling
To improve the performance of classic online RPCA-based
background subtraction method to deal with non-Gaussian
modeling errors, we model this part with correntropy instead
of `2-norm and Eq. 1 can be rewritten as
(U ,V ,S) = argmin
U ,V ,S
σ2[1− gσ(D−L− S)]
+ η{‖U‖2F + ‖V ‖2F }+ λ‖S‖1 ,
(6)
where gσ(·) denotes the Gaussian kernel operation on each
element of the input parameters. Based on the Half-Quadratic
(HQ) optimization theory [43], Eq. 6 becomes a weighted
matrix factorization problem that can be solved by the strategy
used in [36]. Then, Eq. 6 can be rewritten as
(W ,U ,V ,S) = argmin
W ,U ,V ,S
‖W 1/2  (D−L− S)‖2F+
η{‖U‖2F + ‖V ‖2F }+ λ‖S‖1 ,
(7)
where W is the weight matrix, and its values can be obtained
by the modeling error [36].
IV. ALGORITHM
We propose an efficient algorithm solving Eq. 3 by an alter-
nating minimization, the proposed algorithm calculate frame
by frame, detect moving objects and gradually ameliorate
the background based on the real-time video variations. We
describe each sub-problem as follows.
A. Solving the W-Subproblem
Based on the optimization theory in [36, 43], when the
background lt = UVt and st = bt ◦ αt are fixed, for each
frame, the optimal solutions of wt can be obtained as
wt = sqrt(gσ(dt − lt − st)) , (8)
where sqrt(·) denotes the square root operation on each
element of input parameters. For a detailed derivation process,
please see [36] for optimizing wt.
B. Solving the V-Subproblem
For fixed W , S and U , the V -subproblem can be formu-
lated as
V = argmin
V
∑T
t=1
{‖wt ◦ (dt −Uvt − st)‖22
+ ησ2w‖vt‖22} ,
(9)
For each frame, vt can be obtained by
vt = argmin
vt
‖wt ◦ (dt −Uvt − st)‖22 + ησ2w‖vt‖22 , (10)
which has the closed-form solution as
vt = [U
>diag(wt)2U + ησ2wI]
−1U>diag(wt)2(dt − st) ,
(11)
where diag(·) denotes the diagonalization operation for vector,
and I is an r × r identity matrix.
C. Solving the S-Subproblem
For fixed W and L, S can be obtained by solving the
following optimization problem
(B,A) = argmin
B,A
∑T
t=1
{‖wt ◦ (dt −Uvt − st)‖22
+ 2σ2w
∑
i
|αi,t|+ 4σ2w
∑
i
log(bi,t + ε)} ,
(12)
1) Solving for bt: For each frame, while αt is fixed, bt can
be obtained as
bt = argmin
bt
‖wt ◦ (dt − lt − bt ◦αt)‖22
+ 4σ2w
∑
i
log(bi,t + ε)
= argmin
bt
∑
i
{(√wi,t(di,t − li,t − bi,tαi,t))2
+ 4σ2w log(bi,t + ε)} ,
(13)
Moreover, each bi,t can be solved independently by
bi,t =argmin
bi,t
(
√
wi,t(di,t − li,t − bi,tαi,t))2
+ 4σ2w log(bi,t + ε) ,
(14)
5Algorithm 1: The Hyper RPCA algorithm for MOD
Input: D,r,σ,η,σ2w.
Initialization: U (0) using (23),L,S.
for t = 1 : T do
while not converged do
Compute wt using (8).
Compute vt using (11).
Compute bt using (15).
Compute αt using (19).
Compute st = bt ◦αt, S(:, t)← st.
Update U using (22).
Compute lt = Uvt,L(:, t)← lt.
Output: L,S.
Though Eq. 14 is nonconvex, the closed-form solution can be
obtained by taking df(bi,t)/dbi,t = 0, where f(bi,t) is the
right side of Eq. 14. The solution of Eq. 14 is given by
bi,t =
{
0 , if (2aε+ h)2/(16a2)− (hε+ q)/(2a) < 0
Ti,t , otherwise ,
(15)
where a = (√wi,tαi,t)2, h = −2wi,t(di,t− li,t)αi,t, q = 4σ2w
and Ti,t = min{f(0), f(b∗)}, where b∗ is the stationary point
of f(bi,t), which is defined as
b∗ = −2aε+ h
4a
±
√
(2aε+ h)2
16a2
− hε+ q
2a
, (16)
2) Solving for αt: For fixed bt, αt can be solved by
minimizing
αt = argmin
αt
‖wt ◦ (dt − lt − bt ◦αt)‖22
+ 2σ2w
∑
i
|αi,t|
= argmin
αt
∑
i
{(√wi,t(di,t − li,t − bi,tαi,t))2
+ 2σ2w|αi,t|} ,
(17)
Similarly, each αi,t can be solved independently by
αi,t = argmin
αi,t
(
√
wi,t(di,t−li,t−bi,tαi,t))2+2σ2w|αi,t| , (18)
which admits a closed-form solution
αi,t = Sτi,t((di,t − li,t)/(bi,t + ε)) , (19)
where Sτi,t(·) is the soft-thresholding operator with threshold
τi,t = 2σ
2
w/(
√
wi,tbi,t + ε)
2. Finally, st can be computed by
st = bt ◦αt once bt and αt are obtained.
D. Solving the U-Subproblem
Similar to [19], we use the online learning method to update
U . After estimating wt, st and vt, the U of t-th frame can
be updated as
U (t) , argmin
U
1
t
∑t
i=1
1
2
‖wi ◦ (di −Uvi − si)‖22
+
ησ2w
2t
‖U‖2F
, argmin
U
1
2
Tr[U>(Ct + ησ2wI)U ]− Tr(U>Ft) ,
(20)
where Tr(·) denotes the trace of matrix.Ct and Ft are updated
as
Ct ← Ct−1 + v′tv
′>
t
Ft ← Ft−1 + (d′t − s
′
t)v
′>
t ,
(21)
where C0 = 0, F0 = 0, d
′
t = diag(wt)dt, s
′
t = diag(wt)st,
and v
′
t = (U
>U)−1U>diag(wt)Uvt. In practice, the i-th
column ui of U can be updated individually while keeping
other columns fixed [44] as
u
(t)
i ← u(t−1)i +
1
c˜i,i
(fi −U (t−1)c˜i) , (22)
where C˜ = Ct + ησ2wI and c˜i and fi are the i-th column
of C˜ and Ft, respectively. Before foreground extraction, we
initialize the background by taking the median of pixel values
of the first several frames. Then, the basis U0 can be initialized
by the bilateral random projection method proposed in [45] as
U (0) = A1(R
>
2 A1)
−1A>2 , (23)
where R1 ∈ Rn×r and R2 ∈ Rm×r denote two bilateral
Gaussian random projections, A1 = AR1, A2 = A>R2
and A ∈ Rm×n denotes matrix of the initial background.
In summary, the proposed Hyper RPCA is summarized in
Algorithm 1.
V. EXPERIMENTS
The major parameters of the proposed Hyper RPCA were
set as, r = 25 and σ = 1× 10+3. σ2w was set in the range of
[1, 10] × 10−5 according to the differences of pixel intensity
between the foreground and background.
We tested the proposed Hyper RPCA on 16 representative
video sequences, including 11 challenging clips selected from
CDnet [42] (Canoe, Fountain02 and Overpass sequences in
“Dynamic Background” category, Boulevard and Traffic se-
quences in “Camera Jitter” category, Corridor, DiningRoom
(DRoom) and Library sequences in “Thermal” category, Bliz-
zard and Skating sequences in “Bad Weather” category, Tun-
nelExit 0 35fps (TunnelExit) sequence in “Low Framerate”
category), 3 sequences (Hall, Lobby and WaterSurface (WSur-
face)) from I2R [40] and 2 sequences (ForegroundAperture
(FAperture) and TimeOfDay) from Wallflower [41] dataset,
respectively. Since the offline methods require all the consec-
utive frames, which results in a large computational cost, only
200 consecutive frames from each test video were chosen for
our experiment.
The proposed method was implemented on Matlab platform.
For all of the competing methods, we used the publicly
6TABLE I
QUANTITATIVE BACKGROUND EXTRACTION RESULTS IN TERMS OF PSNR (IN DB) AND SSIM ON 10 SEQUENCES.
Corridor DRoom Library Canoe WSurface Skating Blizzard TunnelExit TimeOfDay Fountain02
GoDec (26.53/0.96) (26.35/0.95) (20.20/0.90) (24.20/0.63) (26.97/0.80) (20.78/0.96) (46.65/0.99) (41.97/0.99) (39.91/0.99) (33.52/0.93)
GoDec+ (26.97/0.96) (26.39/0.95) (19.05/0.89) (24.24/0.63) (25.59/0.79) (21.08/0.96) (47.19/0.99) (43.10/0.99) (39.89/0.99) (32.95/0.93)
GRASTA (30.82/0.90) (23.19/0.86) (19.44/0.75) (21.25/0.55) (22.50/0.71) (20.52/0.84) (37.90/0.95) (34.59/0.95) (33.74/0.94) (27.14/0.86)
incPCP (33.57/0.95) (28.76/0.94) (23.68/0.90) (23.28/0.57) (27.12/0.77) (24.74/0.95) (45.39/0.99) (41.54/0.98) (40.40/0.98) (32.33/0.91)
noncvx-RPCA (32.31/0.95) (26.40/0.95) (18.49/0.87) (24.24/0.63) (27.93/0.82) (23.72/0.93) (47.85/0.99) (42.44/0.99) (40.30/0.99) (33.93/0.93)
ORPCA (36.07/0.94) (28.65/0.93) (26.93/0.89) (26.08/0.65) (29.09/0.76) (26.63/0.80) (44.39/0.97) (36.13/0.96) (38.37/0.97) (29.90/0.89)
PRMF (36.70/0.91) (29.74/0.96) (16.01/0.69) (21.09/0.62) (24.94/0.74) (24.38/0.86) (35.23/0.84) (38.51/0.97) (45.16/0.95) (33.23/0.93)
Hyper RPCA (46.59/0.99) (44.98/0.98) (44.21/0.98) (26.38/0.70) (29.84/0.78) (38.45/0.97) (46.43/0.99) (43.92/0.99) (40.68/0.99) (33.28/0.92)
(a) (b) (c) (d) (e) (f) (g) (h) (i)
Fig. 3. Visual results of different methods for background extraction. (a) Background ground-truth. The background extraction results generated
by (b) GRASTA [46], (c) incPCP [47], (d) ORPCA [19], (e) noncvx-RPCA [48], (f) PRMF [49], (g) GoDec [50], (h) GoDec+ [27] and (i)
the proposed Hyper RPCA. From top to bottom: the 0640th frame of Corridor, the 0899th frame of DRoom, the 1020th frame of Library,
the 0959th frame of Canoe, the 1525th frame of WSurface and the 1670th frame of Skating.
available codes from their official websites, with the default
parameters. All the experiments in this paper were performed
on a PC with 2.3GHZ Intel Core i5 processor and 8GB of
RAM.
A. Experimental Results on Background extraction
To verify the performance of background extraction, the
proposed Hyper RPCA was compared with 7 state-of-art-
methods. The utilized offline methods include: noncvx-RPCA
[48], PRMF [49], GoDec [50] and GoDec+ [27], and online
methods include: incPCP [47], GRASTA [46], ORPCA [19].
Peak signal-to-noise ratio (PSNR) and structural similarity
index (SSIM) [51] were used as the quantitative metrics for the
background extraction result. Ground-truth background images
of static videos are obtained by averaging all background
frames which exclude the foreground part. Table I shows the
average PSNR and SSIM values of different methods for some
video sequences without camera jitter. (In this paper, bold
number shows the best result in each Table.) The proposed
Hyper RPCA achieves highest scores in 7 sequences in terms
of PSNR and 6 sequences in terms of SSIM, and competitive
performance in the rest.
Several representative background extraction visual results
from the most challenging test videos are demonstrated in Fig.
3, from which we can see that the results of the proposed
Hyper RPCA have superior performance over other methods.
The extracted backgrounds by the proposed Hyper RPCA
are obviously closer to the ground-truth, while other methods
produce ghosting artifacts in different degrees.
Since the ground-truth is difficult to estimate for Canoe and
Fountain02, which have dynamic background, the PSNR and
SSIM values of different methods are close. For Blizzard, Tun-
nelExit, TimeOfDay and Fountain02, the moving objects run
fast in the scenes, all the methods can estimate the background
well. However, when it comes to moving slowly objects, for
example, the walking men in Corridor and running boats
in Canoe, which move through an area of frame and shade
background for a long time, the results from other methods
contain severe ghosting artifacts. Our method generates much
cleaner results than others, which demonstrates the potential
of the proposed method for this situation.
7TABLE II
QUANTITATIVE FOREGROUND DETECTION RESULTS IN TERMS OF F-measure ON 12 SEQUENCES.
Blizzard Corridor DRoom TunnelExit Library TimeOfDay Boulevard Canoe Fountain02 Skating Traffic WSurface Average
SuBSENSE 0.97 0.98 0.93 0.83 0.98 0.78 0.76 0.80 0.89 0.96 0.44 0.91 0.85
PAWCS 0.77 0.97 0.95 0.86 0.98 0.44 0.57 0.86 0.91 0.97 0.46 0.85 0.80
WeSamBE 0.76 0.75 0.61 0.77 0.66 0.85 0.73 0.72 0.81 0.75 0.75 0.85 0.75
COROLA 0.90 0.98 0.94 0.84 0.99 0.66 0.81 0.87 0.92 0.97 0.74 0.92 0.88
OPRMF 0.86 0.85 0.86 0.71 0.84 0.42 0.75 0.73 0.85 0.82 0.73 0.83 0.77
SOBS 0.61 0.96 0.90 0.38 0.99 0.51 0.45 0.71 0.81 0.96 0.58 0.87 0.73
ViBe 0.58 0.94 0.83 0.53 0.98 0.41 0.35 0.52 0.68 0.95 0.57 0.86 0.68
GMM 0.90 0.72 0.49 0.63 0.50 0.56 0.41 0.42 0.68 0.82 0.58 0.41 0.59
DECOLOR 0.78 0.96 0.94 0.59 0.98 0.51 0.93 0.41 0.81 0.98 0.79 0.84 0.79
RegL1 0.94 0.93 0.73 0.76 0.94 0.58 0.74 0.72 0.85 0.95 0.75 0.90 0.81
MAMR 0.94 0.93 0.73 0.76 0.92 0.58 0.74 0.70 0.85 0.95 0.75 0.90 0.80
MoG-RPCA 0.94 0.83 0.70 0.76 0.66 0.58 0.76 0.59 0.85 0.88 0.76 0.82 0.76
Hyper RPCA 0.94 0.99 0.96 0.76 0.99 0.77 0.88 0.76 0.89 0.97 0.84 0.87 0.89
(a) (b) (c) (d) (e) (f) (g) (h) (i) (j) (k) (l) (m) (n) (o)
Fig. 4. Visual results of different methods for foreground detection. (a) Input images. (b) Ground-truth foreground mask. The foreground
detection results generated by (c) SuBSENSE [52], (d) PAWCS [53], (e) WeSamBE [54], (f) RegL1 [55], (g) MAMR [56], (h) MoG-RPCA
[57], (i) COROLA [20], (j) DECOLOR [18], (k) OPRMF [49], (l) SC-SOBS [58], (m) ViBe [59], (n) GMM [15] and (o) the proposed Hyper
RPCA. From top to bottom: the 0631th frame of Corridor, the 0877th frame of DRoom, the 1210th frame of Boulevard, the 0968th frame
of Traffic, the 1667th frame of Skating, the 0957th frame of Canoe and the 1594th frame of WSurface. (Write represents correctly detected
foreground, red represents missing pixels, and blue represents false alarm pixels.)
B. Experimental Results on Moving object detection
While the background is extracted, the moving objects can
be obtained via background subtraction. To demonstrate the
effectiveness of the proposed Hyper RPCA, we compared
our method with 12 state-of-the-art methods for foreground
detection, including four offline methods: RegL1 [55], MAMR
[56], MoG-RPCA [57], DECOLOR [18], and eight online
methods: SuBSENSE [52], PAWCS [53], WeSamBE [54],
COROLA [20], OPRMF [49], SC-SOBS [58], ViBe [59],
GMM [15]. The foreground detection result is assessed using
F-measure which is defined as
F-measure = 2× precision× recall
precision + recall
. (24)
where precision=TP/(TP+FP) and recall=TP/(TP+FN). True
Positives (TP) denotes the number of pixels correctly classified
as foreground objects, False Positives (FP) represents the
number of pixels incorrectly classified as foreground object,
and False Negatives (FN) is the number of pixels incorrectly
classified as background. Table II shows the quantitative
results of different methods on some test sequences, from
which we can see that our proposed Hyper RPCA obtains
the highest average F-measure. Although in some scenarios,
our method did not achieve the best score, the gaps between
ours and the first places are inconspicuous.
Fig. 4 shows several visual results of foreground detection
generated by the test methods on some test videos. In Fig. 4,
it can be seen that for indoor scenarios, such as Corridor and
DRoom (rows 1 and 2), where people keep moving slowly
across many frames, PAWCS, DECOLOR and Hyper RPCA
perform better than other methods, and other methods fail
to accurately detect the objects due to the pollution of the
background. For the scenarios with camera jitter, such as
Boulevard and Traffic (rows 3 and 4), whose background
changes all the time, only WeSamBE, MOG-RPCA and Hyper
RPCA can detect the foreground objects accurately, and in
8TABLE III
COMPARISON THE AVERAGE F-measure BASED ON THE CDNET DATASET.
Category SuBSENSE SGSM-BS-block PCP SC-SOBS GMM COROLA DECOLOR GRASTA incPCP OMoGMF+TV Hyper RPCA
Baseline 0.95 0.93 0.60 0.92 0.91 0.85 0.92 0.66 0.81 0.85 0.94
Dynamic Background 0.81 0.83 0.34 0.65 0.54 0.86 0.70 0.35 0.71 0.76 0.76
Camera Jitter 0.81 0.81 0.54 0.82 0.56 0.82 0.77 0.43 0.78 0.78 0.83
Shadow 0.89 0.86 0.51 0.82 0.73 0.78 0.83 0.52 0.74 0.68 0.87
Thermal 0.81 0.82 0.34 0.68 0.65 0.80 0.70 0.42 0.70 0.70 0.80
Intermittent Object Motion 0.65 0.70 0.32 0.59 0.53 0.71 0.59 0.35 0.75 0.71 0.77
Bad Weather 0.86 0.80 0.76 0.66 0.54 0.78 0.76 0.68 N/A 0.78 0.83
Low Framerate 0.64 0.73 0.44 0.55 0.50 N/A 0.50 N/A N/A N/A 0.75
Average 0.80 0.81 0.48 0.71 0.62 0.80 0.72 0.48 0.74 0.75 0.81
(a) (b) (c) (d) (e) (f) (g) (h) (i) (j) (k)
Fig. 5. Visual results of different methods on 12 video sequences. (a) Input image frame. (b) Ground-truth image of moving object. Moving
objects detection results generated by (c) SuBSENSE [52], (d) COROLA [20], (e) GMM [15], (f) SC-SOBS [58], (g) GRASTA [46], (h)
incPCP [47], (i) OMoGMF+TV [25], (j) SGSM-BS-block [24] and (k) the proposed Hyper RPCA. From top to bottom: the 7106th frame of
Boats, the 2305th frame of CopyMachine, the 500th frame of Sofa, the 846th frame of SnowFall, the 1080th frame of Turnpike, the 1392th
frame of Campus, the 23854th frame of Curtain and the 247th frame of WavingTrees.
contrast, other methods, such as SuBSENSE and PAWCS,
misclassified the background as foreground. For the scenarios
with dynamic background, such as Canoe and WSurface
(rows 6 and 7), DECOLOR and WeSamBE fail to detect the
complete foreground part, in contrast, the shapes of people
and boat are complete in the mask extracted by the proposed
Hyper RPCA. For the outdoor scenario Skating (row 5), where
people keep moving from the right side of the scene to the
left, WeSamBE fails to detect the moving people on the right.
It can be also noticed that COROLA performed well in each
scenario, but the extracted masks are not as accurate as ours
and it produced some fake positions in some results. Overall,
the proposed Hyper RPCA achieves best visual performance
on the test video sequences in all the methods.
C. Experimental Results on Long Testing sequences
To further demonstrate the performance of the proposed
Hyper RPCA for foreground detection, we compared Hyper
RPCA with other methods on three long sequence datasets,
including CDnet [42], I2R [40] and Wallflower [41]. The
comparison methods include six offline methods: 3TD [6],
PCP [17], DECOLOR [18], RegL1 [55], TVRPCA [60],
MAMR [56], and night online methods: SuBSENSE [52],
GMM [15], SC-SOBS [58], COROLA [20], GRASTA [46],
incPCP [47], OMoGMF+TV [25], SRPCA [11], SGSM-BS-
block [24].
9TABLE IV
COMPARISON OF AVERAGE F-measure ON I2R AND WALLFLOWER DATASET.
Dataset COROLA DECOLOR TVRPCA SRPCA GRASTA incPCP OMoGMF+TV 3TD RegL1 MAMR SGSM-BS-block Hyper RPCA
I2R 0.81 0.74 0.69 0.80 0.63 0.62 0.77 0.72 0.63 0.75 0.78 0.79
Wallflower 0.75 0.59 0.61 0.85 0.33 N/A 0.82 0.75 N/A 0.80 N/A 0.86
(a) (b) (c) (d) (e) (f) (g)
Fig. 6. Background extraction results of different methods on test sequences corrupted with non-Gaussian noise. (a) Noisy image. (b)
Background ground-truth. The background extraction results generated by (c) PCP [17], (d) ORPCA [19], (e) proposed LSM-ORPCA, (f)
proposed MCC-ORPCA and (g) proposed Hyper RPCA. From top to bottom: the 945th frame of FAperture and the 2545th frame of Lobby.
Eight categories, including “Baseline”, “Dynamic Back-
ground”, “Camera Jitter”, “Shadow”, “Thermal”, “Intermit-
tent Object Motion”, “Bad Weather” and “Low Framerate”,
from CDnet 2014 dataset were tested. Table III shows the
quantitative results of all the methods. (In this paper, N/A
indicates that the authors did not report the performance
for these categories or datasets in their original references.)
As shown in Table III, Hyper RPCA outperforms most of
other methods and is competitive with SGSM-BS-block [24],
SuBSENSE [52], WeSamBE [54] and COROLA [20] methods,
which can effectively deal with complex scenes in practice.
I2R and Wallflower datasets consist of nine and six videos
with complex background respectively. As shown in Table IV,
Hyper RPCA achieves the best performance on the Wallflower
dataset on average. The performance of Hyper RPCA on the
I2R dataset outperforms the other methods, except COROLA
and SRPCA, which are state-of-the-art methods for moving
object detection.
The visual results of eight typical methods and Hyper RPCA
are shown in Fig. 5. In Fig. 5, it can be seen that for scenario
Sofa (row 3), where box was kept in a fixed place for a
long time, only OMoGMF+TV, SGSM-BS-block and Hyper
RPCA can detect foreground accurately, and other methods fail
to detect the box wholly. For indoor scenario CopyMachine
(row 2) and outdoor scenario Campus (row 6), GRASTA,
incPCP and OMoGMF+TV misclassified the background as
foreground. It can be noticed that the shape of people, for
scenario WavingTrees (row 8), are complete in the mask
extracted by Hyper RPCA, and other methods produced some
fake positions in results. Overall, the foreground detection
results of Hyper RPCA are closer to the ground-truth images.
D. Ablation Study
To verify the effectiveness of the proposed MCC and LSM
regularization terms, we implemented three variants of the
TABLE V
QUANTITATIVE FOREGROUND DETECTION RESULTS IN TERMS OF
F-measure ON 6 SEQUENCES.
Corridor DRoom Library Boulevard Skating WSurface Average
PCP 0.74 0.79 0.69 0.85 0.75 0.60 0.73
ORPCA 0.89 0.78 0.84 0.80 0.73 0.74 0.79
MCC-ORPCA 0.99 0.96 0.97 0.52 0.97 0.90 0.88
LSM-ORPCA 0.99 0.96 0.99 0.86 0.97 0.87 0.94
Hyper RPCA 0.99 0.96 0.99 0.88 0.97 0.87 0.94
TABLE VI
QUANTITATIVE BACKGROUND EXTRACTION RESULTS IN TERMS
OF PSNR (IN DB) AND SSIM ON 4 NOISY SEQUENCES.
FAperture Hall Lobby Overpass
PCP (14.18/0.77) (27.43/0.93) (28.98/0.95) (24.14/0.86)
ORPCA (20.29/0.90) (23.77/0.87) (28.37/0.90) (24.43/0.83)
LSM-ORPCA (19.73/0.83) (25.22/0.89) (27.84/0.85) (25.78/0.84)
MCC-ORPCA (25.12/0.97) (32.25/0.96) (31.88/0.97) (28.83/0.91)
Hyper RPCA (29.14/0.97) (31.83/0.96) (32.70/0.97) (28.61/0.91)
proposed model, i.e., the LSM-based method without MCC
(denoted as LSM-ORPCA), the MCC-based method without
LSM (denoted as MCC-ORPCA), and Hyper RPCA based
on LSM and MCC. Some representative results are shown
in Table V, from which we can see that LSM-ORPCA and
Hyper RPCA significantly outperforms PCP and ORPCA. By
utilizing MCC to model the error part, Hyper RPCA performs
better than LSM-ORPCA. MCC-ORPCA, which uses `1-
norm to model foreground pixels, degrades while dealing with
dynamic backgrounds. Experiment results demonstrate that
LSM model has the advantage of characterizing the varying
sparsity of the foreground pixels, and is more suitable for
foreground modeling than `1-norm in practice.
In Table VI and Fig. 6, the results demonstrate that MCC
can handle non-Gaussian noise well. MCC-ORPCA can gain
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(a) (b) (c)
Fig. 7. The average F-measure, precision and recall curves as functions of (a) the Gaussian kernel σ in log domain, (b) the variance of the
Gaussian error σ2w of the sequences with similar spatial homogeneity between foreground and background and (c) σ2w of the sequences with
dissimilar spatial homogeneity between foreground and background.
(a) (b)
Fig. 8. The average PSNR and F-measure curves as functions of the bilateral random projections r. (a) The PSNR curve as function of r
and (b) The F-measure curve as function of r.
cleaner background than PCP and ORPCA. Original test
sequences were corrupted by Poisson+Salt&Pepper noise (cor-
ruption percentage is set to 20%). By introducing LSM model,
Hyper RPCA obtains the higher average PSNR (30.57dB) and
SSIM (0.9580) values than MCC-ORPCA (29.52dB/0.9579).
Similar to PCP and ORPCA, the background extraction results
of LSM-ORPCA have few noise and artifacts.
E. Parameters Selection
In the proposed method, three major parameters need to
be tuned, including the setting of Gaussian kernel function σ,
the bilateral random projections number r and the variance of
the Gaussian error σ2w. Fig. 7 shows the average F-measure,
precision and recall curves as functions of log10(σ) and σ
2
w
on 12 test video sequences used in Table II. From Fig. 7 (a),
we can see that the performance of the proposed method is
insensitive to σ. From Fig. 7 (b) and (c), we can see that
the precision result increases and the recall result decreases
with the value of σ2w increases. In our implementation, we set
σ = 1×10+3 experimentally. σ2w = 1×10−5 for the sequences
with similar spatial homogeneity between foreground and
background, or σ2w = 1× 10−4 for the opposite situation.
Fig. 8 shows the PSNR and F-measure curves as functions
of r on 6 test video sequences. From Fig. 8 (a), we can
see that the result of background extraction is insensitive to
r. From Fig. 8 (b), it can be observed that as r increases
the performance is improved for the sequences with dynamic
background. On the other hand, the performance for the se-
quences with stable background is insensitive to r. Considering
the time cost and accuracy of foreground detection, we set
r = 25 in our experiments.
F. Computational Complexity
The computational complexity of the proposed method
mainly depends on the costs of the optimization schemes,
including 1) estimating wt; 2) estimating vt; 3) estimating
st; and 4) updating U . During one iteration per frame, the
complexities of estimatingwt, vt, st and U are O(p), O(pr2),
O(p) and O(pr2) respectively. Thus, the total time complexity
of the proposed online algorithm for a video sequence with T
frames is O(Tpr2), which is linearly proportional to the size
and number of the frames. We also compared the performing
time of the proposed method with some representative meth-
ods, including SuBSENSE [52], PAWCS [53], WeSamBE [54],
DECOLOR [18], MoG-RPCA [57], and ORPCA [19]. Table
VII reports the average running time of different methods for
12 test video sequences, and the proposed method is quite
competitive in running time.
TABLE VII
TIME COSTS FOR FOREGROUND DETECTION
(SECONDS PER FRAME).
SuBSENSE PAWCS WeSamBE DECOLOR MoG-RPCA ORPCA Hyper RPCA
3.45 0.64 5.78 2.29 1.25 3.97 1.10
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VI. CONCLUSION
Although RPCA-based models have been successfully used
for moving object detection, the intrinsic shortcomings of
the `1-norm and `2-norm still need to be solved. In this
paper, we proposed an online background subtraction model
by integrating maximum correntropy criterion (MCC) and
Laplacian scale mixture (LSM) models for moving object de-
tection. The proposed Hyper RPCA applies correntropy as the
error measurement to improve the robustness to non-Gaussian
modeling error. Moreover, the LSM model is adopted to for-
mulate foreground pixels of the moving object. Experimental
results show that our algorithm has competitive performance
to the state-of-the-art moving object detection methods and
demonstrates powerful abilities in characterizing non-Gaussian
errors and the sparsity of sparse foreground pixels. In the
future, developing an adaptive parameter selection strategy for
different complex scenarios will be considered.
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