One of the main problems of the theory of numerical methods is the search for cost-effective computational algorithms that require minimal time machine to obtain an approximate solution with any given accuracy. In article considered fuzzy analog of the alternating direction, combining the best qualities of explicit and implicit scheme is unconditionally stable (as implicit scheme) and requiring for the transition from layer to layer a small number of actions (as explicit scheme).
INTRODUCTION
The concept of fuzzy differential equations was introduced by O. Kaleva in 1987 . In [1] he proved the theorem of existence and uniqueness of solutions of such equations. Later in [2] [3] [4] [5] [6] were been obtained properties of fuzzy differential equations and their solutions. To determine fuzzy derivative O.Kaleva used M.L.Pur and D.A.Rulesku's approach [7] to the differentiability of fuzzy mappings, which, in turn, is based on the M.Hukuhara's idea [8] about differentiability of multivalued mappings. In this regard, the O.Kaleva's approach adopted all the shortcomings typical differential equations with the Hukuhara's derivative.
In 1990 J.P.Aubin [9] and V.A.Baidosov [10, 11] introduced into consideration fuzzy differential inclusion. Their approach to solving such equations is based on the latest information for ordinary differential inclusions. In the future, fuzzy inclusion were considered in works [12] [13] [14] [15] .
In [17] , in the same way as was done in the theory of differential equations with multivalued right-hand side [16] , introduced the concept of quasi-differential equation. This allows on the one hand to avoid the difficulties that arise in the solution of fuzzy differential equations and inclusions, and with other -to get some of their properties by available methods. 
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Definition 10
We say that the mapping
specifies the local quasi movement, if satisfied following conditions: 1) initial conditions axiom
we will call fuzzy quasi-differential equation.
Definition 11 Continuous map
, satisfying the approximation equation will be called a solution of fuzzy quasi-differential equation.
In this paper discusses some of the issues of building fuzzy analogs of finite difference methods.
Let's consider the initial-boundary task
2 2 2 2 2 1
We introduce two-dimensional spatial grid and temporary one-dimensional grid:
In this case, the construction of the discrete solution of the task (1)- (5) 
3) There is a real constant 0  l , such that when
Describe the fuzzy variant of the finite-difference methods for tasks (1)-(5).
FUZZY VARIANT OF THE FINITE-DIFFERENCE METHODS.
Replace differential operators with finite-difference:
One of the main problems of the theory of numerical methods is the search for cost-effective computational algorithms that require minimal time machine to obtain an approximate solution with any given accuracy 0   . As is known, the explicit scheme requires a lot of activity, but its stability is at a sufficiently small time step, the implicit scheme is unconditionally stable, but it requires a large number of arithmetic operations.
We can build a system that combines the best of explicit and implicit scheme is unconditionally stable (as implicit scheme) and requiring for the transition from layer to layer a small number of actions (as explicit scheme).
One of the first cost-effective schemes is the scheme of variable directions, built in 1955 by Pismen and Recordon.
Pismen and Reckford scheme makes the transition from layer S on a layer 1  S in two steps, using intermediate (fractional) layer. 
Equation (6) is implicit in the first direction and clear for the second, and equation (7) is explicit in the first direction, and implicit in the second.
From (6) and (7) we get
Thus, the construction of the discrete solution of problem (1)- (5) 
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NUMERICAL EXPERIMENT
Let's consider the idea of the alternating direction method of class cheap schemes, applied to the solution of the first initial-boundary value task for two-dimensional heat equation.
[
-given numbers.
Initial equation is approximated by the combination of two difference schemes, each of which corresponds to only one spatial direction. Each element of the sum approximated by explicit and implicit structures.
To do this, along with a layer n t t  , alculation of which is carried out at this stage, the inclusion of an additional layer Corresponding difference scheme has the form: 
