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Abstract
The theory of random sets is demonstrated to prove useful for the theory of random operators.
A random operator is here defined by requiring the graph to be a random set. It is proved that the
spectrum and the set of eigenvalues of random operators are random sets. These results seem to
be a novelty even in the case of random bounded operators. The main technical tools are given by
the measurable selection theorem, the measurable projection theorem, and a characterisation of the
spectrum by approximate eigenvalues of the operator and the adjoint operator. A discussion of some
of the existing definitions of the concept of a random operator is included at the end of the paper.
AMS Subject Classification (2010): 47B80, 26E25, 35P05, 60H25, 60H05, 82B44.
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1 Introduction
It will be assumed throughout that (Ω, E ,P) is a fixed underlying Re´nyi space which by definition is
equivalent to a full conditional probability space as defined by Renyi (1970, p.43). It will be convenient
in the following to use the same symbol P for both a Re´nyi state, and also for a σ-finite measure P
that represents the Re´nyi state. A random quantity X in a measurable space (ΩX , EX) is a measurable
mapping X : Ω→ΩX . The law of X is then defined by PX(A) = P(X ∈ A) = P{ω |X(ω) ∈ A} for all
A ∈ EX . The reader is hereby warned that the notation (X ∈ A) is ambiguous. It does not mean that
X is an element in A, but it denotes the event {ω |X(ω) ∈ A}. This convention, and similar conventions
for other events determined by conditions on random quantities, is used by Kolmogorov (1933, p.22) and
other workers in probability (Doob, 1953, p.11).
If Θ is another random quantity, then a conditional Re´nyi state PθX is defined such that P
θ
X(A) =
P(X ∈ A |Θ = θ) as discussed by Taraldsen (2019). This gives a basis for statistical inference for an
unknown model parameter θ given observed data X including cases with random quantities such as
random vectors, random sets, random vector spaces, and random operators. The focus in the following
will only be on the necessary prerequisite probability theory.
Let ΩX be the set of subsets of a topological space. The space ΩX is equipped with the smallest
σ-field EX such that {F ∈ ΩX |F ∩ U 6= ∅} is measurable for all open sets U . A random set X is a
measurable mapping X : Ω→ΩX . The set XU = (X ∩ U 6= ∅) = {ω |X(ω) ∩ U 6= ∅} is then an event
when U is open. A mapping X : Ω→ΩX is a random set if and only if the closure X is a random set.
If X is a singleton, then X corresponds to a random element in ΩX . Assume next that the topological
space is a separable metric space, and that X is almost certainly non-empty and complete. It follows then
that X = {Y1, Y2, . . .} where the Y1, Y2, . . . are random elements in the metric space. This measurable
selection theorem is proved by Castaing and Valadier (1977, p.67, Thm III.9).
Let ΩX be the set of subspaces of a separable Hilbert space equipped with the smallest σ-field EX
such that {F ∈ ΩX |F ∩U 6= ∅} is measurable for all open sets U . A random subspace X in the Hilbert
space is a measurable mapping X : Ω→ΩX . A random subspace is hence a random set which is also a
vector space. Let P (ω) be a projection on a closed subspace X(ω) of a separable Hilbert space for each
1
ω ∈ Ω. It follows from the measurable selection theorem that Pf is a random vector for all vectors f if
and only if X is a random closed subspace. The only if part follows since P applied to a dense countable
set gives a measurable selection. The if part follows by constructing a random orthonormal basis from a
dense measurable selection.
Let ΩX be the set of linear operators from a separable Hilbert space into another separable Hilbert
space. A random operator X is a mapping X : Ω→ΩX such that the graph G(X) is a random subspace.
The adjoint operator X∗ is a random closed operator since G(X∗) = (G(−X)inv)⊥. The claimed mea-
surability follows from the previous characterisation of random closed subspaces in terms of projections.
The orthogonal complement operation ⊥ above is defined relatively to the random closed subspace given
by the product of the range Hilbert space and the closure of the domain D(X). This definition includes
unbounded operators, and they need not be densely defined.
The measurable selection theorem applied to the graph G(X) of a random closed operator gives dense
measurable selections for both the domain D(X) and range R(X) so they are random sets, but they
need not be random closed sets. This gives a characterisation of random closed operators as infinite
random matrix operators given by a matrix of random complex numbers and two random orthonormal
systems. It follows from the closed graph theorem that a random closed operatorX is a random bounded
operator if and only if the domain D(X) is a random closed subspace. Random selfadjoint operators are
characterised by randomness of their resolvent, and then equivalently in terms of their spectral families.
The latter generalises to a characterisation of random normal operators.
2 The spectrum is a random set
The results in the previous section, and in particular the proof of the randomness of the adjoint, relied on
the measurable selection theorem. The results to follow depend on the measurable projection theorem:
Let E be measurable in the product space of Ω with a complete separable metric space. The projection
of E on Ω is an event if Ω is complete. The latter means that all subsets of zero sets are also events. A
zero set A is an event such that P(A) = 0.
Castaing and Valadier (1977, p.75, Thm III.23) prove the measurable projection theorem for the more
general case of the product of a complete probability space with a Suslin space: A Hausdorff space that is
also the continuous image of a Polish space. A consequence is that FE = (F ∩E 6= ∅) is an event for any
measurable set E when F is a random closed set (Castaing and Valadier, 1977, p.80, Thm III.30). Our
stated generalisation to a complete Re´nyi space Ω follows since P is equivalent to a probability measure
in the sense of having the same family of zero sets.
Theorem 1. The eigenvalue spectrum and the spectrum of a random closed operator in a separable
Hilbert space are random sets if the underlying Re´nyi space is complete. If, furthermore, the random
closed operator is unitarily invariant with respect to a metrically transitive system of measurable trans-
formations acting on the Re´nyi space, then both the closure of the eigenvalue spectrum and the spectrum
are represented by fixed sets.
Proof. Let Σ be the eigenvalue spectrum, let G be the operator graph, and let U be an open set in the
complex plane. It must be proven that ΣU = (Σ∩U 6= ∅) is an event. Observe first that ΣU = GE with
E = {(f, zf) | ‖f‖ = 1, z ∈ U}, so it is sufficient to prove that E is measurable. The latter follows since
E is the set of pairs (f, g) such that |〈f, g〉| = ‖f‖ ‖g‖, ‖f‖ = 1, and 〈f, g〉 ∈ U .
The spectrum is the union of the approximate spectrum and the complex conjugate of the approximate
spectrum of the adjoint operator. The adjoint is a random operator and the union of two random
sets is a random set, so it is sufficient to prove that the approximate spectrum is a random set. The
approximate spectrum is Σ = {z | ∀ǫ > 0, ∃(f, g) ∈ G, ‖f‖ = 1, ‖zf − g‖ < ǫ}. The projection theorem
gives that it is sufficient to prove that {(ω, z) | z ∈ Σ(ω)} is measurable. It is since it equals ∩N≥1 ∪n
{(ω, z) | ‖zfn(ω)− gn(ω)‖ < ‖fn(ω)‖ /N} where {(fn, gn)} is a dense measurable selection for G.
Both the spectrum and the eigenvalue spectrum are unitarily invariant. The set of closed sets are
separated by a countable family of measurable sets and the claimed existence of fixed sets representing
the spectra follows (Taraldsen, 1992, p.77).
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The above self-averaging of spectra for metrically transitive operators is a generalization of similar re-
sults for random self-adjoint operators obtained previously by Pastur (1973, 1987) and Kirsch and Martinelli
(1982). The randomness of the spectra was proved by Taraldsen (1993), but with a slightly more com-
plicated argument. The result for the spectrum holds in any Hilbert space if it is assumed that there is
a countable dense selection for the graph G.
The reader may wonder why the results are stated for an underlying Re´nyi space since the proofs
are essentially unchanged from the more common assumption of an underlying probability space. The
reason is that unbounded measures appear naturally in statistics (Taraldsen and Lindqvist, 2013), and
they also appear naturally in the case of dynamic systems. The latter is documented by for instance
Boshernitzan et al. (2019) who have results on ergodic random self-adjoint operators for the case where
the underlying P is σ-finite. Orlov et al. (2016) exemplify that another possible generalization is given
by replacing the probability measure by a finitely additive normalized measure. Bie´ et al. (2019) show
certain defects related to use of finitely additive measures in statistics, but the work of Definetti (1974)
demonstrates for ever the importance of considering also finitely additive measures.
3 What is a random operator?
Skorohod (1984, p.1) defines
(Af)(t) =
∫ t
0
f(s)B(ds) (1)
for f ∈ H = L2[0, 1]. The integral is the stochastic integral with respect to Brownian motion B. This
defines a stochastic process A indexed by H with values in H so that A(αf + βg) = αAf + βAg holds
almost surely for all α, β ∈ C and f, g ∈ H. Furthermore, fn → f implies Afn → Af in probability.
Altogether, this shows that A is a strong random operator in the sense of Skorohod (1984, p.3). 1 It
is important to note that the null event in the above linearity demand depends on the involved vectors
and scalars. It is hence not generally so that there exists an operator A(ω) for almost all ω.
If, additionally, there exists a random variable K such that ‖Af‖ ≤ K ‖f‖ almost surely, then A is
said to be a bounded strong random operator. Skorohod (1984, p.7-8) proves that the set of bounded
strong random operators can be identified with the set of random bounded operators onH. The operator
A defined in equation (1) is, however, not bounded, and demonstrates that the set of random bounded
operators is a strict subset of the set of strong random operators. This is related to the fact that the
stochastic integral is not given by a random integral with respect to a random measure (Kallenberg,
2017, p.1).
Skorohod (1984, p.3) defines also the more general concept of a weak random operator A as a
continuous (in probability) stochastic process indexed by H×H with values in C so that (f, g) 7→ (f,Ag)
is almost surely a sesquilinear form (Weidmann, 1980, p.1). A strong random operator is a weak random
operator. The strong random operators are characterized as the weak random operators with Fourier
coefficients (ei, Ag) in l
2 (Skorohod, 1984, p.4). In this case a strong random operator is determined
from a weak random operator by defining Ag =
∑
i ei(ei, Ag) given an orthonormal basis {ei}.
Let Γ be the Poisson point process on R3, and let α be i.i.d. (non-zero) random variables independent
of Γ. Kaminaga et al. (2019, Thm 7, p.6) prove that
H = −∆+
∑
x∈Γ
α(x)δx (2)
is a random selfadjoint operator on H = L2(R3), and that the spectrum is almost surely equal to the
real line. This beautiful result exemplify that the theory of random Schro¨dinger operators is still a
most active field of research (Dolai et al., 2019; Stollmann, 2001; Kirsch, 2007). Many more examples
of random Schro¨dinger operators are presented by Carmona and Lacroix (1990) and Pastur and Figotin
1He uses a real Hilbert space, but it is convenient here to use a complex Hilbert space.
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(1992). These examples are all special cases of the definition used in Theorem 1, but it is unclear in each
specific case if they also can be seen as weak random operators in the sense of Skorohod (1984). The
particular case H = −∆ obtained by α = 0 gives trivially a random selfadjoint operator, but it is not a
weak random operator since the domain D(H) 6= H.
Skorohod (1984, p.30-32) constructs a random selfadjoint operator A from a symmetric weakly ran-
dom operator A fulfilling
∑
j |(ej , Aei)|
2
<∞. In this case Aej is defined for the particular orthonormal
basis {ej}. Skorohod (1984, p.36) notes that this condition holds in particular for any strong sym-
metric operator. The construction gives a dense fixed subspace D with < f,Ag >= (f,Ag) for all
f, g ∈ D ⊂ D(A). The result is a random selfadjoint operator with a fixed core. This corresponds
to the special case of a random matrix operator defined from a fixed orthonormal basis. Skorohod
(1984, p.40-48) uses the corresponding spectral families to obtain solutions to certain evolution equa-
tions, Schro¨dinger equations, and Fredholm type equations. Furthermore, Skorohod (1984, p.48-60)
generalizes the construction to include equations with semi-bounded operators that are not necessarily
symmetric.
More generally, it seems that the constructions can be used with a random orthonormal basis to
give a characterization of the weakly random symmetric operators that have a corresponding selfadjoint
operator. This claim, and corresponding claims for semi-bounded operators, is left for future investiga-
tions. An alternative strategy is to develop spectral theory from scratch for weakly random operators.
The initial ingredient is given by the definition of products of weakly random operators as formulated
by Skorohod (1984, p.10), but possibly generalized by allowing use of a random orthonormal basis.
Thang and Quy (2017) presents results on strongly random operators and bounded strongly random
operators between and on separable Banach spaces.2 It is in particular shown that a bounded strongly
random operator can be extended in the natural way to a continuous linear operator from the set
of Banach valued random variables to the set of Banach valued random operators equipped with the
topology from convergence in probability. Thang and Quy (2017) prove versions of the spectral theorem
for bounded selfadjoint, and more generally bounded normal strongly random operators. This supplement
the results obtained by Skorohod (1984, p.40-48).
Hackenbroch (2009) generalizes the concept of a strong random operator by replacing the index
Hilbert space by a fixed dense subspace D. This includes then random operators with a common core,
and the Laplace operator −∆ is then trivially included in the class of Hackenbrock random operators.
Furthermore, Hackenbroch (2009, Thm 1) proves that the operators with a densely defined adjoint have
a unique closed extension with a a measurable selection. This includes in particular symmetric operators.
The resulting random closed operator is a special case of the closed operators covered by Theorem 1
since the random operator has a fixed non-random core. Gas¸par (2018) provides further links between
different concepts of random operators including normal Hackenbrock random operators and associated
random spectral families. The classes of random operators considered are all restricted by assuming that
there is a dense nonrandom subspace D, but the results are important generalizations of the results on
selfadjoint extensions obtained by Skorohod (1984, p.40-48).
Measurable fields of operators, and corresponding direct integrals, are fundamental in the theory of
von Neumann algebras (Dixmier, 1969). In this context, the Hilbert space, including the inner product,
may depend on ω, in addition to the operators dependence on ω. Schmu¨dgen (1990, Lemma 12.1.3,
p.332) provides a measurable selection theorem for the graph of a measurable field of closed operators.
This provides hence a generalization of the definition of a random closed operator as used in Theorem 1.
Inspection of the proof shows that its conclusions hold also in this more general case. Another result is a
direct integral of a random closed operator. In the case of metrically transitive operators this gives a tool
for the determination of the spectrum, but this will not be investigated further here. This, and more,
give generalizations of results for random Schro¨dinger operators (Kotani, 1985), and random selfadjoint
operators. An explicit formula for the nonrandom spectrum of a metrically transitive random normal
operator from the topological support of the operator is proved by Taraldsen (1992, p.84).
LetD be a mapping of the probability space into the set of subsets of H1 such that D{f}=(f ∈D) is
an event for all f ∈ H1. A mapping T : {(ω, f) | f ∈D(ω)}→H2 is a weakly G-random operator in the
2Thang and Quy (2017, Def. 2.1) use the term random operator in stead of the term strongly random operator.
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sense of Zhdanok (1990) if G(T ) is a random set, and linear if T (ω) : D(ω)→H2 is linear for all ω. If
the measurability demand on D is removed, then T is a random operator in the sense of Theorem 1. We
arrived at our definition independently of the work of Zhdanok, and motivated by different applications.
The definitions are nonetheless similar, and this seems to indicate the naturalness of the definitions. Use
of the theory of random sets is a key ingredient also in the arguments of Zhdanok (1990).
Zhdanok obtains a Hille-Yosida theorem for the random generator of a random strongly continuous
semigroup. This is related to the results of Skorohod (1984, p.48-60) on semi-bounded operators that
are not necessarily symmetric. Orlov et al. (2016) study random one-parameter semigroups using the
Trotter-Lie product formula, and introduce in particular a definition for the expectation of the corre-
sponding random unbounded generator. This, and other examples indicated above, demonstrate then
the need for a theory for random closed operators which are not necessarily selfadjoint nor normal.
4 Conclusion
It follows from the previous brief discussion that there are many different definitions of the concept
of a random operator, and there are recent progress on relations between them. Different applications
require different concepts. Applications of weak and strong random operators are well documented by the
books by Skorohod (1984) and Bharucha-Reid (1972), and later works referring to these two fundamental
contributions. Applications involving the theory of random closed operators, and in particular the theory
of random Schro¨dinger operators, are similarly documented by the seminal works of Pastur and Figotin
(1992) and Carmona and Lacroix (1990).
A theory based on the theory of random sets has been used here based on initial work by Taraldsen
(1992). The definition of a random operator used here was initially inspired by the gap topology of Kato
(1966) based on the graph. Links to other approaches have been indicated. Further progress is likely
to follow using recent results from the theory of random sets (Molchanov, 2017), and random measures
(Kallenberg, 2017). The key result presented here is that the spectrum of a random closed operator is in
fact a random set in the sense defined and studied originally by Matheron (1975). The results presented
are, hopefully, convincing demonstrations of the applicability of the theory of random sets to the theory
of random operators.
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