Summary: Let W = sup 0≤t<∞ (X(t) − βt), where X is a spectrally positive Lévy process with expectation zero and 0 < β < ∞. One of the main results of the paper says that for such a process X there exists a sequence of M/GI/1 queues for which stationary waiting times converge in distribution to W. The second result shows that condition (III) of Proposition 2 in the paper is not implied by all other conditions.
Introduction
Let X be a Lévy process with expectation zero and let W = sup 0≤t<∞ (X(t) − βt), where 0 < β < ∞. The random variable W appears in many areas of applied probability, such as queueing theory, risk theory (see e.g. S. Asmussen [1] was also formulated by Asmussen [1] as an universal method of showing convergence sup 0≤t<∞ (X n (t)−β n (t)) D → sup 0≤t<∞ (X(t)−βt) with general processes X n and X and next used by S. Resnick and G. Samorodnitsky [15] The second aim of the paper is to answer the question whether condition (III) for GI/GI/1 queues is implied by conditions (I) and (II). The particular case of this question, i.e. when X is a Wiener process, was communicated to W. Szczotka by W. Whitt. The negative answer is given in Theorem 2 and Corollary 2.
All theorems are based on a stronger version of Lemma 2 from [7] , which we formulate here as Proposition 3. Essentially, the proposition extends the range of applications of Lemma 2 from [7] , so may be treated as a new result.
The structure of the paper is as follows: Section 2 serves as a reminder of Lévy processes theory and queueing theory; Section 3 contains only novel results of the paper; finally, Appendix contains some technical facts needed in the paper and the proof of Proposition 3.
Preliminaries

Lévy Process
The terminology dealing with Lévy processes, which is used here, comes from [16] and we assume below that a Lévy process has sample paths in the space D[0, ∞). Any Lévy process Y can be obtained as a limit in distribution of the following processes
j=1 ζ n,j , t ≥ 0, n ≥ 1, where for each n ≥ 1, the random variables ζ n,k , k ≥ 1, are mutually independent with distribution functions F n,k , respectively, which satisfy conditions (3.35a)-(3.35d) given by Yu. V. Prokhorov in [12] , p. 197. If for each n ≥ 1, F n,k = F n , then condition (3.35b) is implied by all others. Further on we consider only the last case and only spectrally positive Lévy processes. Recall that
where b r ∈ R, σ 2 ≥ 0 and ν is a Lévy measure concentrated on (0, ∞); or equivalently, is a Lévy process with nonnegative jumps. The mentioned Prokhorov's result from [12] , p. 197, adapted to spectrally positive Lévy processes has the following form. 
equipped with Skorokhod J 1 topology if and only if {F n } satisfies conditions
for all continuity points y < 0 and x > 0 of the Lévy measure ν,
= lim n→∞ n |x|≤r xdF n (x) and |b r | < ∞, for some 0 < r < ∞,
P4
there exists σ 2 such that 0 < σ 2 < ∞ and
In original formulation of Prokhorov's Theorem there was one extra condition, which in our context is not necessary. To be consistent with paper [7] , where we use notation P1-P5 as well as P2 denoting that assumption, we do not change enumeration of conditions P3-P5.
Stationary waiting times in heavy traffic
Consider a sequence of GI/GI/1 queues with FIFO discipline of service. Let the n-th queue be generated by independent sequences {v n,k , k ≥ 1}, {u n,k , k ≥ 1} of iid random variables with finite means. For generic random variables v n,1 and u n,1 , denote byv n andū n their means, by B n and A n their distribution functions, and by F B n and F A n the distribution functions of v n,1 −v n and u n,1 −ū n , respectively. We interpret v n,k as the service time of the k-th unit in the n-th queue, and u n,k as the inter-arrival time between the k-th and (k + 1)-st units in the n-th queue.
is finite with probability one and is called a stationary waiting time. We will assume below that a n < 0 for all n and a n ↑ 0, i.e. the systems we consider act in heavy traffic regime. Observe that
where
. Now, we recall Heavy Traffic Invariance Principle from [17] for GI/GI/1 queues in a suitable form in which, for a convenience, the scaling constants c n from [17] 
The main results of the paper use Proposition 3 formulated below, which is a strengthened version of Lemma 2 from [7] . Roughly speaking, it states that for M/GI/1 queues tightness condition (III) is implied by conditions (I), (II), whenever condition P5 is true and {nv 
Moreover, if condition P5 holds, then Ψ is the LST of some nonnegative random variable.
Remark. Specifications of the exponential distributions of inter-arrival times are expressed by the assumption β n → β and 0 < β < ∞. Of course, it does not give precisely the parameters of these distributions, but it determines their asymptotic behavior, hence also behavior of partial sums processes built upon corresponding random variables. More precisely, if for a sequence of M/GI/1 queues the following convergences hold:
and W is a Wiener process.
Remark. Under the assumptions of Proposition 3, we have
where X is a Lévy process characterized by parameters given in conditions P1, P3
QUES9160_source.tex; 29/12/2009; 9:16 p. 8 and P4 (see e.g. [7] ). One of the main drawbacks of Lemma 2 from [7] is that the most common process, i.e. Wiener process, is excluded. Now, we assume only that a limiting spectrally positive Lévy process has finite mean.
From Proposition 3 we get the following corollary.
3 Main results
Relation between Lévy processes and M/G/1 queues.
Let X be a fixed spectrally positive Lévy process with mean zero, a Gaussian component σ 2 and a Lévy measure ν. Hence, by Remark 2 (cf. Appendix), the measure ν
Moreover, let us fix β > 0. Below, we define a sequence of M/GI/1 queues in heavy traffic, such that ω n D → sup 0≤t<∞ (X(t) − βt) = W. To do this we define distribution functions B n and A n . First, we specify B n and then upon this specification we assume that A n are exponential distribution functions with meansū n =v n + β/n, respectively. The distribution functions B n , n ≥ 1, are defined separately in pure Poissonian case (i.e. σ 2 = 0), pure Gaussian case (i.e. ν = 0) and in a general case (i.e. when both parameters are arbitrary).
In the first case (pure Poissonian case) let B n , n ≥ 1, be equal to
where {x n } is a sequence of nonnegative numbers chosen for an infinite Lévy measure ν in such a way that
while for a finite measure ν x n is chosen as 0 for n ≥ ν(0, ∞).
Generally, a choice of {x n } is not unique. For finite ν the sequence {x n } could be chosen in the same way as for the infinite one. However, as we will see at the end of this section, the option x n = 0 simplifies computation leading to the distribution of W. Notice also that, simplicity of considerations is govern by a suitable definition of {x n }, because the definition of B n depends mainly on the sequence.
Observe thatv (5) , thenv n are finite and nv
Proof. In the case of finite ν we havē
If ν(0, ∞) = ∞, then (6) implies x n > 0, for sufficiently large n, but without loss of generality we assume that it holds for all n. Hence we havē
By assertion (ii) of Remark 2 in Appendix we have lim sup n Below, for simplicity, denote v n = v n,1 and 1 A = 1(A), where A is an event.
Notice that for every > 0 we have
Now applying Remark 2 from Appendix we get
Furthermore, for sufficiently large n the following holds
This, in view of the above, completes the proof of the Lemma.
In the pure Gaussian case B n , n ≥ 1, are defined as the exponential distribution functions with meansv n = σ/ √ 2n, respectively, i.e.
Finally, for arbitrary processes B n are defined as
where B 1,n are defined by (5) and B 2,n by (7). 
where X is a spectrally positive Lévy process with mean zero, Gaussian component such that x −v n > x n for all n ≥ n 0 . Then for any x > 0 being a continuity point of the measure ν we have
Obviously nF B n (x) → 0, for all x < 0. To prove that {F B n } satisfies P3 notice that for sufficiently large n such that −r +v n < 0 and r +v n > x n we have
Furthermore, b r in P3 equals to b r = − ∞ r xν(dx), so condition P5 is satisfied. To show P4 notice that for sufficiently large n we have
This completes the proof of part (i) of the Theorem. This completes the proof of point (iii) of the Theorem.
(iv) The sequence {F B n } satisfies conditions P1-P5 in all cases (i)-(iii), so by Proposition 1 we have convergence by Proposition 3 and HTIP we get convergence (9) . Now using Proposition 3 once again we get that the LST of W is given by (3) and (4). This completes the proof of the Theorem.
Application of Theorem 1. The first observation is that Proposition 3 jointly with Theorem 1 give another proof of the famous Zolotarev's theorem from [22] . The second observation is that immediately from Theorem 1 it follows that the class of Instead of reversing this LST we find distribution of W using convergence ω n D → W.
Namely, using formula (11) and convergence ω n D → W for special M/GI/1 queues we show that 
where x + = max(0, x). This and the above give the following formula
where the right-hand side of the above does not depend on n, so
Notice that
which coincides with formula (12).
The following remark shows that convolutions of some distributions of type W are also of type W. Its proof is omitted. 
, s ≥ 0.
Non sufficiency of conditions I and II in HTIP.
One can raise a question whether conditions (I) and (II) in HTIP imply condition (III), i.e. the tightness of {ω n }. A similar question was communicated privately to W.
Szczotka by W. Whitt. Namely, W. Whitt asked if the convergence in distribution to a Wiener process with a negative trend of the processes X n (t) =
[nt] Let us consider a sequence of M/GI/1 queues with B n defined as (14) B n (x) =
being exponential distribution functions with meansv n + β/n, n ≥ 1, respectively. 
, as n → ∞.
is not LST of any probability measure, so {ω n } is not tight. This completes the proof.
The most crucial point of the previous construction and assertion of the theorem is that the first moments of the approximating sequence do not converge to the corresponding moment of the limiting process. The fact that the weak limit in Theorem 2 is degenerated can be easily removed, which shows the following corollary: 
Proof. Let us define a sequence of M/GI/1 queues by defining B n and A n in the following way:
n , where B (1) n are defined by (8) for the Lévy measure ν and B (2) n by (14) while A n , n ≥1 are exponential distribution functions with means u n =v n + β/n, respectively. Since 
as n → ∞. However, the right-hand side of the above is not LST of any probability measure, so {ω n } is not tight. This completes the proof.
Appendix
Auxiliary results
Here we give auxiliary technical facts which we used in Section 3.
Remark 2. (i) If ν is a Lévy measure such that
(ii) If ν is a Lévy measure, then Notice that for 0 < r ≤ a we have
This completes the proof of point (i).
To prove assertion (ii) we use assertion (i), i.e. (15) with r = , a = 1 and (16) and this completes the proof of assertion (ii) and the Remark.
The following remark gives conditions under which the distribution functions of exponentially distributed random variables centered by their expectations satisfy conditions P1-P4.
Proof. Let {η k , k ≥ 1} be a sequence of iid nonnegative random variables, exponentially distributed with parameter 1 and for each n ≥ 1 let {η n,k , k ≥ 1} be a sequence of iid nonnegative random variables with distribution function G n ,
j=1 (η n,j − Eη n,j ) and Z n (t) = 
and next by Proposition 1 we get assertions (i) and (ii) of the Remark.
In case (iii) we have n λn
Hence by the same argumentation as before we get assertion (iii). This completes the proof.
Proof of Proposition 3
Formula (4.82) in [6] , p. 252, gives the distribution function of the stationary waiting time ω for M/GI/1 queues in the case when the distribution function B of the service times is such that B(0+) = 0. Namely, it has the form
where ρ =v/ū and H * j is the j-th fold convolution of a distribution function H.
However, this formula is also true for the case 0 < B(0+) < 1 and 0 < ρ < 1. To see it, let us take a sequence of M/GI/1 queues with distribution function B (k) of service times in the k-th queue, such that Since the right-hand side and the left-hand side of (18) This completes the proof that (17) is also valid for B such that 0 < B(0+) < 1.
Later on we assume that the distribution function B in (17) From formula (17) , for this general case, the LST of ω n has the following form: 
