In the context of many data mining tasks, high dimensionality was shown to be able to pose significant problems, commonly referred to as different aspects of the curse of dimensionality. In this paper, we investigate in the time-series domain one aspect of the dimensionality curse called hubness, which refers to the tendency of some instances in a data set to become hubs by being included in unexpectedly many k-nearest neighbor lists of other instances. Through empirical measurements on a large collection of time-series data sets we demonstrate that the hubness phenomenon is caused by high intrinsic dimensionality of time-series data, and shed light on the mechanism through which hubs emerge, focusing on the popular and successful dynamic time warping (DTW) distance. Also, the interaction between hubness and the information provided by class labels is investigated, by considering label matches and mismatches between neighboring time series.
Introduction
High dimensionality of data space can present serious challenges to many data mining tasks, including nearest-neighbor search and indexing [25] , outlier detection [1] , Bayesian modeling [5] , etc. These challenges are nowadays commonly referred to as the curse of dimensionality, a term originally introduced by Bellman [3] .
One of the many domains amenable to the dimensionality curse is time-series analysis. Although it has been suggested that, due to autocorrelation, time series typically have lower intrinsic dimensionality compared to their length [22] , there exist problems where the effects of intrinsic dimensionality may not be negligible, for instance in time-series prediction [37] . In this paper we study the impact of the dimensionality curse on the problem of time-series classification.
Time-series classification has been studied extensively by machine learning and data mining communities, resulting in a plethora of different approaches ranging from neural [32] and Bayesian networks [31] to genetic algorithms and support vector machines [13] . Somewhat surprisingly, the simple approach involving the 1-nearest neighbor (1-NN) classifier and some form of dynamic time warping (DTW) distance was shown to be competitive, if not superior, to many state-of-the art classification methods [11, 23] .
Recently, in [33] we demonstrated a new aspect of the dimensionality curse for general vector spaces and distance measures (e.g., Euclidean and cosine) by observing the phenomenon of hubness: intrinsically high-dimensional data sets tend to contain hubs, i.e., points that appear unexpectedly many times in the k-nearest neighbor lists of all other points. More precisely, let D be a set of points and N k (x) the number of k-occurrences of each point x ∈ D, i.e., the number of times x occurs among the k nearest neighbors of all other points in D. With increasing intrinsic dimensionality of D the distribution of N k becomes considerably skewed to the right, resulting in the emergence of hubs.
In [33] we have shown that the hubness phenomenon affects the task of classification of general vector space data, notably the k-nearest neighbor (k-NN) classifier, support vector machines (SVM), and AdaBoost. Hubness affects the k-NN classifier by making some points (the hubs) substantially more influential on the classification decision than other points, thereby enabling certain points to misclassify others more frequently. This implies that in such situations the classification error may not be distributed uniformly but in a skewed way, with the responsibility for most of the classification error laying on a small part of the data set.
The phenomenon of hubness is relevant to the problem of time-series classification because, as will be shown, it impacts the performance of nearest neighbor methods which were proven to be very effective for this task. In this paper, we provide a detailed examination of how hubness influences classification of time series. We focus on the widely used k-NN classifier coupled with DTW distance, hoping that our findings will motivate a more general investigation of the impact of hubness on other classifiers for time series as a direction of future research. We use a collection of 35 data sets from the UCR repository [24] and from [11] , which together comprise a large portion of the labeled time-series data sets publicly available for research purposes today.
To express the degree of hubness within data sets, we use the skewness measure (the standardized 3rd moment) of the distribution of N k . We establish a link between hubness and classification by measuring the amount of class label variation in local neighborhoods. Based on these measurements we develop a framework to categorize different data sets. The framework allows identifying different degrees of hubness among the timeseries data sets, determining for a significant number of them that classification can be improved by taking into account the hubness phenomenon. The latter fact is demonstrated through a simple, yet effective weighting scheme for the k-NN classifier, suggesting that consideration of hubness, in cases where it emerges, can allow the k-NN classifier (in general, with k > 1) to attain significantly better accuracy than the currently considered top-performing 1-NN classifier, which is not aware of hubness.
The rest of the paper is organized as follows. The next section provides an overview of related work. Section 3 explores the hubness phenomenon, relating it with the intrinsic dimensionality of time-series data, and showing that there exist data sets with non-negligible amounts of hubness and relatively high intrinsic dimensionality. Section 4 discusses the impact of hubness on time-series classification, introducing the framework for relating hubness with k-NN performance. Section 5 provides experimental evidence demonstrating that strong hubness can be taken into account to improve the accuracy of k-NN classification, and Section 6 concludes the paper, providing guidelines for future work.
Related Work
Time-series classification is a well-studied topic of research, with successful state-of-the-art approaches including neural networks [32] , Bayesian networks [31] , genetic algorithms [13] , and support vector machines [13] . Nevertheless, the simple method combining the 1-NN classifier and some form of DTW distance was shown to be one of the best-performing time-series classification techniques [11, 23] .
DTW is a classical distance measure well suited to the task of comparing time series [4] . It differs from Euclidean distance by allowing the vector components that are compared to "drift" from exactly corresponding positions, in order to minimize the distance and compensate for possible "stretching" and "shrinking" of parts of time series along the temporal axis.
One downside of DTW distance is that finding the center of a group of time series is difficult [29, 30] . Several approaches have been proposed to date [17, 30] , all based on averaging two time series along the same path in the matrix used to compute DTW distance by dynamic programming, with the differences in the order in which the time series are considered. The approach of sequential averaging of time series [17] will be used in later sections of this paper to locate centers of different sets of time series. This is performed by taking the time series in some predetermined sequence, averaging the first two, then averaging the result with the third time series, and so on. After each averaging, uniform scaling [16, 30] will be applied to reduce the length of the average to the length of other time series in the set.
Hubness, on the other hand, was initially observed within different application areas, e.g. music retrieval [2] , speech recognition [12] , and fingerprint identification [19] , where it was perceived as a problematic situation, but without connecting it with intrinsic dimensionality of data. This connection was proposed in [33] , where hubness was also related to the phenomenon of distance concentration [15] . Besides k-NN, it was shown that hubness affects other classifiers (SVM, AdaBoost), clustering, and information retrieval [33] . Nevertheless, to our knowledge, no thorough investigation has been conducted so far concerning hubness and its consequences in the field of time-series classification.
An observation that some time series can misclassify others in 1-NN classification more frequently than expected was recently stated in [21] , suggesting a heuristical method to consider the second and third neighbor in case the first neighbor misclassifies at least one instance from the training set. However, no study of the general hubness property was made, nor was the relation to intrinsic dimensionality established. In Section 4 we discuss correcting erroneous class information in k-NN classification with a more general approach than the heuristic scheme of [21] . tially focus our investigation on the unconstrained DTW distance, due to the simplicity of evaluation resulting from the lack of parameters that need to be tuned. Another reason is that the unconstrained DTW distance is among the best-performing distance measures for 1-NN classification [11] . However, analogous observations can be made for constrained DTW distance (CDTW) with varying tightness of the constraint parameter, and ultimately for Euclidean distance. We defer a more detailed discussion about these distance measures until Section 5.3.
After illustrating the correspondence of hubness and intrinsic dimensionality in Section 3.1, a more thorough investigation into the causes of hubness in a large collection of time-series data sets is presented in Section 3.2. Finally, the interplay between hubness and dimensionality reduction is studied in Section 3.3.
An Illustrative Example.
Please recall the notation introduced in Section 1: Let D be a set of points 1 and N k (x) the number of k-occurrences of each point x ∈ D, i.e., the number of times x occurs among the k nearest neighbors of all other points in D, with respect to some distance measure. N k (x) can also be viewed as the in-degree of node x in the k-nearest neighbor digraph made up of points from D.
We begin with an illustrative example demonstrating how hubness emerges with increasing intrinsic dimensionality of time-series data sets. The intrinsic dimensionality, denoted d mle , has been approximated using the maximum likelihood estimator [26] . Figure 1 plots the distribution of N k for the DTW distance on three time-series data sets (selected from the collection given in Table 1 ) with characteristic d mle values that are low, medium, and high, respectively. In this example, N k is measured for k = 10, but analogous results are obtained with other values of k. It can be seen that the increase of the value of d mle in Fig. 1(a) to Fig. 1(c) corresponds to an increase of the right tail of the distribution of k-occurrences, causing some time series from the data set in Fig. 1(b) , and especially Fig. 1(c) , to have a significantly higher value of N k than the expected value, which is equal to k. Therefore, for the considered three time-series data sets we observe that the increase of hubness closely follows the increase of intrinsic dimensionality.
The Causes of Hubness.
In this section we will move on from illustrating to more rigorously establishing the positive correlation between hubness and intrinsic dimensionality in time-series data, through empirical measurements over a large collection of timeseries data sets. Furthermore, through additional measurements it will be shown that, for intrinsically highdimensional data sets, hubs tend to be located in the proximity of centers of high-density regions, i.e., groups of points which can be determined by clustering. The reasons behind this tendency will be discussed in the exposition that follows.
First, we express the degree of hubness in a data set by a single number -the skewness of the distribution of k-occurrences measured by its standardized 3rd moment:
are the mean and standard deviation of N k , respectively). We examine 35 time-series data sets from the UCR repository [24] and from [11] , listed in Table 1 .
2 First five columns specify the data set name, number of time series (n), time-series length, i.e. embedding dimensionality (d), estimated intrinsic dimensionality (d mle ), and number of classes. Column 6 gives the skewness S N k of the data sets. We fix k = 10 for skewness and subsequent measurements given in Table 1 . Results analogous to those presented in the following sections are obtained with other values of k.
The S N10 column of Table 1 shows that the distributions of N 10 for all examined data sets are skewed to the right, with notable variations in the degrees of skewness. 3 The correspondence between hubness and intrinsic dimensionality is demonstrated by computing Spearman correlation between S N10 and d mle over all 35 data sets, revealing it to be strong: 0.68. On the other hand, there is practically no correlation between S N10 and d: 0.05. This verifies the previously mentioned point that hubness emerges only with increasing intrinsic dimensionality, and that high dimensionality in itself is not sufficient since the intrinsic dimensionality can be significantly lower.
Although it is now evident that high intrinsic dimensionality creates hubs, it is relevant to understand how exactly this happens. Explanation is provided by examining the location of hubs inside the data sets. In particular, for data sets with strong hubness it will be shown that hubs tend to be close to the centers of high density regions, i.e., groups of similar points. In order to explain the mechanism through which hubness, intrinsic dimensionality, and groups of points interact, we introduce column 8 in Table 1 . Table 1 : Time-series data sets from the UCR repository [24] and from [11] . 680 Copyright © by SIAM. Unauthorized reproduction of this article is prohibited.
is the correlation between the distance of a point to the center of its own cluster, and N 10 , over all points in a data set. Clusters were determined using agglomerative hierarchical clustering with complete linkage [36] , with the number of clusters, determined by the refined L method [34] , given in column 7 of Table 1 . Since the arithmetic mean is not necessarily the best center of a group of points with respect to dynamic time warping distance, whenever a center was needed we performed 10 runs of sequential DTW averaging [17] (see Section 2) with different random permutations of points, considered in addition the arithmetic mean, and adopted as the center the point which was, on average, closest to all points from the group.
In column 8 of Table 1 , negative correlation can be observed for every data set. A stronger negative correlation indicates that time series closer to their respective cluster center tend to have higher N 10 . Overall, the correlations in column 8 indicate that hubs tend to be close to the centers of high-density groups that are reflected by the clusters (the average value of C N10 cm is equal to −0.339). Moreover, the Spearman correlation over all 35 data sets between S N10 and C N10 cm is −0.38. This suggests that data sets with stronger hubness tend to have the hubs more localized to the proximity of cluster centers (which we verified by examining the individual scatter plots).
The reason why for intrinsically high-dimensional data sets hubs emerge in the proximity of group centers is related to the phenomenon of distance concentration [20, 15] . Distance concentration refers to the tendency of distances between all pairs of points in an intrinsically high-dimensional data set to become almost equal, in the sense that distance spread (measured by, e.g., variance) becomes negligible compared to distance magnitude (expressed by, e.g., the mean of all pairwise distances). In such circumstances, the property that a point which is closer to the group center tends to be closer, on average, to all other points in the group, becomes amplified by high intrinsic dimensionality, making points close to group centers have higher probability of inclusion into k-NN lists of other points, thereby turning such points into hubs.
Hubness and Dimensionality Reduction.
In the preceding section it was shown that the skewness of N k is strongly correlated with intrinsic dimensionality (d mle ) of time-series data. We elaborate further on the interplay of hubness and intrinsic dimensionality by considering dimensionality reduction (DR) techniques. The main question is whether DR can alleviate the issue of the skewness of k-occurrences altogether.
We examined three classic dimensionality reduction techniques widely used on time-series data: discrete Fourier transform (DFT) [14] , discrete wavelet transform (DWT) [7] , and singular value decomposition (SVD) [14] . Figure 2 depicts for several real data sets the relationship between the percentage of features maintained the DR methods, and S N k for k = 10 and Euclidean distance. In addition, the plots also show the behavior of skewness on synthetic vector space data, where every vector component was drawn from an iid uniform distribution in the [0, 1] range (2000 vectors were generated, and the average S N k over 20 runs with different random seeds reported).
For real data, observing the plots right to left (from high dimensionality to low) reveals that S N k remains relatively constant until a small percentage of features is reached, after which it there is a sudden drop. This means that the distribution of k-occurrences remains considerably skewed for a wide range of dimensionalities, for which there exist time series with much higher N k than the expected value (10) . The point of the sudden drop in the value of S N k is where the intrinsic dimensionality is reached, and further dimensionality reduction may incur loss of information. The observed behavior for real data is in contrast with the case of iid uniform random data, where S N k steadily reduces with the decreasing number of (randomly) selected features (DR is not meaningful in this case), because intrinsic and embedding dimensionalities are equal. These findings indicate that dimensionality reduction may not have a significant effect on the skewness of N k when the number of features is above the intrinsic dimensionality, a result that is useful in most practical cases since otherwise loss of valuable information may occur.
The Impact of Hubness on Time-Series Classification
In this section we move on to determining how the information provided by labels interacts with hubness and intrinsic dimensionality, with the primary motivation of making the findings useful in the context of nearest neighbor classification of time series. Section 4.1 defines the notions of "good" and "bad" k-occurrences based on whether the labels of neighbors match or not, and explains the mechanisms behind the emergence of "bad" hubs, i.e., points with an unexpectedly high number of nearest neighbor relationships with mismatched labels. Section 4.2 describes a framework to categorize time-series data sets based on measures of hubness and the distribution of label mismatches within a data set, allowing one to assess the merits of applying a simple weighting scheme for the k-NN classifier based on hubness, which is introduced in Section 4.3.
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Unauthorized reproduction of this article is prohibited. 4.1 "Good" and "Bad" k-occurrences. When labels are present, k-occurrences can be distinguished based on whether labels of neighbors match. We define the number of "bad" k-occurrences of x, BN k (x), as the number of points from D for which x is among the first k nearest neighbors and the labels of x and the points in question do not match. Conversely, GN k (x), the number of "good" k-occurrences of x, is the number of such points where labels do match. Naturally, for every
To account for labels, we introduce BN k , the sum of all "bad" k-occurrences of a data set normalized by dividing it with
x N k (x) = kn. Henceforth, we shall also refer to this measure as the BN k ratio. The motivation behind the measure is to express the total amount of "bad" k-occurrences within a data set. Table 1 includes BN 10 (column 9). "Bad" hubs, i.e., points with high BN k , are of particular interest to supervised learning since they affect k-NN classification more severely than other points. To understand the origins of "bad" hubs in real data, we rely on the notion of the cluster assumption from semi-supervised learning [8] , which roughly states that most pairs of points in a high density region (cluster) should be of the same class.
To measure the degree to which the cluster assumption is violated in a particular data set, we simply define the cluster assumption violation (CAV) coefficient as follows. Let a be the number of pairs of points which are in different classes but in the same cluster, and b the number of pairs of points which are in the same class and cluster. Then, we define CAV = a/(a + b), which gives a number in range [0, 1], higher if there is more violation. To reduce the sensitivity of CAV to the number of clusters (too low and it will be overly pessimistic, too high and it will be overly optimistic), we choose the number of clusters to be 5 times the number of classes of a particular data set. As in Section 3.2, we use hierarchical agglomerative clustering with complete linkage [36] .
For all 35 examined time-series data sets, we computed the Spearman correlation between BN 10 and CAV (column 10 of Table 1 ), and found it strong (0.74). In contrast, both BN 10 and CAV are not correlated with the skewness of N 10 (measured correlations are 0.01 and −0.07, respectively). The latter fact indicates that high intrinsic dimensionality and hubness are not sufficient to induce "bad" hubs. Instead, we can argue that there are two, mostly independent, factors at work: violation of the cluster assumption on one hand, and hubness induced by high intrinsic dimensionality on the other. "Bad" hubs originate from putting the two together; i.e., the consequences of violating the cluster assumption can be more severe in high dimensions than in low dimensions, not in terms of the total amount of "bad" k-occurrences, but in terms of their distribution, since strong hubs are now more prone to "pick up" bad k-occurrences than non-hub points.
A Framework for Categorizing Time-Series
Data Sets. Based on the conclusions of the previous subsection, we will now formulate a framework to categorize time-series data sets into 3 different cases. The examination of the 3 cases will divide the considered 35 time-series data sets into three zones, separated by horizontal lines in Table 1 . 4 The motivation for using this framework is to help assess when hubness can play an important role in time-series classification.
A first observation regarding the collection of the data sets in Table 1 is that those contained in Zone 3 (at the bottom of Table 1) have extremely low BN k (and thus, in most cases, the measured CAV) values, which are about one or two orders of magnitude smaller than the BN k values of data sets in other zones. For Zone 3 data sets, the cluster assumption is hardly violated, that is, they contain an insignificant number of label mismatches between neighbors. 5 Please note that the data sets in Zone 3 have varying skewness (S N k ) values, some of them being relatively high compared to those in other zones. This is in agreement with the discussion from Section 4.1 because when there is no violation of the cluster assumption, skewness cannot create "bad" hubs. Therefore, for data sets in Zone 3, which are practically trivial since the expected error rate will be close to 0, hubness cannot play a significant role.
The remaining data sets, i.e., those with nonnegligible BN k (and therefore, in most cases, the measured CAV), can be separated according to their skewness into two zones. In Zone 1 (at the top of Table 1) we placed data sets with relatively higher S N k values than those in Zone 2 (in the middle of Table 1 ). The separation between the two zones was made at approximately the middle value of S N k , because there exists a noticeable gap between the values of S N k that in a sense creates two natural clusters that correspond to the two zones.
6 From the discussion in Section 4.1 it follows 5 We found the CAV measure to be somewhat unstable with respect to the choice of clustering algorithm and number of clusters. For this reason, we will rely mostly on the BN k measure which is strongly correlated with CAV, but at the same time more stable and more clearly defined. 6 In particular, within the two zones, the differences between consecutive values of S N k are mostly in the order of the second decimal digit, whereas this difference between SonyAIBORobotSurfaceII and 50Words is in the order of the first decimal digit. FaceAll is a boundary case that was assigned to the second zone because its S N k value is closer to that of 50Words than to that of SonyAIBORobotSurfaceII.
that the data sets in Zone 1 have the potential to contain "bad" hubs, because they combine high skewness with cluster assumption violation, i.e., the two factors that lead to the creation of "bad" hubs. Hubness can play a significant role in this case by having the "bad" hubs bear responsibility for most of the error, because the classification error is not distributed uniformly. As will be shown in Section 5, for data sets in Zone 1, hubness can be successfully taken into account in order to improve the performance of k-NN classification. This fact will be demonstrated by applying a simple weighting scheme that attempts to reduce the influence of "bad" hubs on the classification decision (Section 4.3).
For the data sets in Zone 2, cluster assumption violation exists. However, the skewness of k-occurrences for these data sets is relatively low. Thus, according to Section 4.1, the data sets in Zone 2 are not expected to contain "bad" hubs that are strong enough to be responsible for most of the error that is created by cluster assumption violation. In this case, the error distributes more uniformly than in the case of Zone 1. Consequently, hubness is expected to have a less important role in Zone 2.
It is worth understanding further the case of Zone 2, in order to explain the cause of the non-negligible "badness" (BN k ), since it cannot be attributed to hubs. The class labels of data sets from Zone 2 are distributed in a mixed way that can be visualized as a checkerboardlike pattern. For example, Figure 3 plots two timeseries data sets reduced to two dimensions by classical multidimensional scaling (CMDS) [35] : Figure 3(a) for SonyAIBORobotSurface, which belongs to Zone 1, and in Figure 3(b) for Yoga, which belongs to Zone 2 (for clarity of presentation, both cases contain 2 distinct class labels). It can be seen that class labels in Fig. 3(b) 
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are considerably more mixed than in Fig. 3(a) . For a given point in the Yoga data set, this causes the neighbors other than the first to be much more likely to carry different class labels. At the same time, such behavior is not expected from the majority of points in the SonyAIBORobotSurface data set. In the case that the mixture of class labels is intense among neighbors, lower values of k for k-NN classification are expected to perform better, and when the mixture is very high, setting k = 1 can be viewed as the best option.
7
To obtain a more quantitative evaluation supporting the aforementioned discussion, let us define a simple measure based on entropy, as follows. Assuming class labels in a data set take the values 1, 2, . . . , K and c ∈ {1, 2, . . . , K}, let p c,k (x) be the probability of observing class c among the k nearest neighbors of point x, measured from the data set. We define the k-entropy of point x as
where, by standard definition, we assume 0 log 0 = 0. A higher value of k-entropy for point x indicates a higher degree of mixture of class labels among the k nearest neighbors of x. We define the k-entropy of a data set, H k , as the average k-entropy of all its points. Figure 4 plots for increasing k the median values of H k computed separately for the 3 examined zones. For data sets in Zone 2 it is evident that H k steadily increases with increasing values of k. Thus, for these data sets the k-NN classifier is expected to deteriorate with increasing k. This suggests that the 1-NN classifier will be very competitive in this case and that it will be difficult for a weighting scheme similar to the one presented in the following section (which examines k > 1) to attain any improvement.
In summary, this section focused on the categorization of data sets according to the factors described in Section 4.1. The resulting framework allows one to identify a number of data sets, i.e., those in Zone 1, for which hubness can play an important role in k-NN classification. This result motivates the development of the weighting scheme that will be presented in the following section and demonstrate the role of hubness.
Weighting Scheme for k-NN Classification.
As explained above, for several data sets the k-NN 7 A more comprehensive explanation of this case is illustrated in [18] (p. 468) through an example of an "easy" and a "difficult" problem for the k-NN classifier. The difficult data set was synthetically generated with labels being assigned to points according to regions that form a 3-dimensional checkerboard pattern. classifier can be negatively affected by the presence of "bad" hubs, because they provide erroneous class information to many other points. To validate this assumption, we will evaluate a simple weighting scheme.
For each point x, we calculate its standardized "bad" hubness score:
where μ BN k and σ BN k are the mean and standard deviation of BN k , respectively. During majority voting, when a point x participates a k-NN list, its vote is weighted by
The effect of the weighting is that it decreases the influence of "bad" hubs on the classification decision. The k value for w k (x) is naturally set to the k value used by the k-NN classifier. Note that the primary motivation for introducing this modification of the k-NN classifier is not to compete with the state-of-the-art time-series classifiers, but rather to illustrate the significance of the hubness phenomenon for time-series classification, and describe the circumstances in which hubness can be made useful. A more detailed examination and comparison of several different weighting schemes is addressed as a direction for future work.
Experimental Evaluation
The potential usefulness of hubness for k-NN timeseries classification will be demonstrated in this section through an experimental comparison of weighted k-NN (k-WNN) described in Section 4.3 with regular 1-NN and k-NN classifiers. Table 1 are included in the experiments. For data sets of size 200 and larger, we performed 10 runs of 10-fold cross-validation, recording average error rates of 1-NN, k-WNN, and k-NN (for the later two we examined 2 ≤ k ≤ 10). On data sets containing less than 200 time series, the classifiers were evaluated through leaveone-out cross-validation, which is a commonly followed practice for small data sets. As in previous sections, we consider the DTW distance. Table 2 , in its rightmost three columns, shows the average error rates of 1-NN, k-WNN, and k-NN, respectively. Since our primary goal is to provide a simple demonstration of possible merits of using hubness to improve k-NN timeseries classification, we report weighted and unweighted k-NN error rates for the value of k for which k-WNN exhibited the smallest error. As in Table 1 , separation between zones 1-3 described in Section 4.2 is signified by horizontal lines.
The Experimental Setup. All 35 data sets from

k-NN Classification Results.
It can be observed that, as expected from the discussion in Section 4.2, in Zone 1 weighted k-NN outperforms 1-NN in the vast majority of cases, while the opposite is true in Zone 2. The smallest error rates of the three classifiers are highlighted in boldface.
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Over both zones, weighted k-NN predominantly exhibits smaller error rates than the regular k-NN, but only in Zone 1 was the benefit of considering hubness large enough to yield improvement over 1-NN.
The above observations reinforce the categorization of data sets introduced in Section 4.2. On one hand, data sets from Zone 2 do not exhibit strong hubness, so the weighting scheme is not particularly successful at reducing the influence of "bad" hubs since there exist no significant hubs to begin with. On the other hand, as indicated in Fig. 4 , for data sets in Zone 2 there is a much stronger increase of k-entropy with successive values of k than for data sets in Zone 1, which suggests that considering additional neighbors in Zone 2 data sets does not provide correct and useful label information to the k-NN classifier. For these two reasons, with Zone 2 data sets 1-NN is expected to be the superior classifier in the majority of cases, which is confirmed by the results given in Table 2 . In Zone 1, however, the combination of strong hubness and mild increase of k-entropy provides the weighted k-NN classifier with enough leverage to outperform 1-NN.
In addition, we believe that the described categorization offers an interesting byproduct. It helps to better understand why the 1-NN classifier has proven to be effective in so many cases in the context of time-series classification. For the data sets in Zone 3, the 1-NN classifier is effective because there is hardly room for improvement by any other classifier on those data sets. For the data sets in Zone 2, 1-NN classifier is effective since the mixture of class labels in a checkerboard-like fashion deteriorates the performance of classifiers that consider more points in the data sets beyond the immediate neighbor.
Other Distance Measures and Methods.
The findings described in the preceding sections focused primarily on the unconstrained DTW distance. However, the phenomenon of hubness, which was shown to be a potentially significant factor for time-series classification, is also present when constrained versions of DTW distance are used, including Euclidean distance. To verify this, Fig. 5(a) shows the average value of skewness of k-occurrences (for k = 10) over real data sets for constrained DTW distance with varying values of the constraint parameter r: r = 0% (Euclidean distance), r = 3%, 5%, 10%, and r = 100% (unconstrained DTW). It can be seen that the average skewness stays relatively constant. 9 From this, and also from observing the S N k values for individual data sets, we conclude that no single variant of the (C)DTW distance can be considered, in general terms, particularly prone to hubness.
On the other hand, over the 35 data sets we did detect a significant difference in the total amount of "badness" between different distance measures. Figure 5(b) plots the mean BN k ratio ( BN k ) for k = 10 and (C)DTW distance with the same range of the constraint parameter r as in Fig. 5(a) . It can be seen that Euclidean distance exhibits considerably higher values of the BN k ratio than CDTW distances with r > 0%. Regarding the preceding discussions in this paper, this means that the cluster structure imposed by Euclidean distance tends to correspond with the class labeling more weakly than the cluster structures of CDTW with r > 0%. In other words, for time-series data Euclidean distance tends to imply a higher degree of cluster assumption violation in a data set. This observation may represent an additional factor for the explanation of the superiority of DTW over Euclidean distance for timeseries classification. 9 We removed from this measurement the 3 highest skewness values from data sets in Zone 3, since as previously explained these data sets are practically trivial for classification, and their skewness is not of particular relevance as it does not generate "bad" hubs.
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Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. Finally, we implemented the modification of the 1-NN classifier from [21] , which heuristically considers the labels of the second and third neighbor in the case that the first neighbor misclassifies at least one point from the training set. For the data sets of interest, i.e. in Zone 1, this method tends to improve the performance of 1-NN. This is expected because the method also aims to correct the classification decisions of points which frequently misclassify others, despite the fact that the role of hubness was not recognized in [21] . For these data sets, our method produced significantly smaller error (at 90% confidence level) than the heuristic method from [21] .
Conclusion
Although time-series data sets tend not to have excessively high intrinsic dimensionality, in this paper we demonstrated that it can be sufficient to induce hubness: a phenomenon where some points in a data set participate in unexpectedly many k-nearest neighbor lists of other points. After explaining the origins of hubness and its interaction with the information provided by labels, we formulated a framework which, based on hubness and the distribution of label mismatches within a data set, categorizes time-series data sets in a way that allows one to assess whether hubness can be used to improve the performance of the k-NN classifier.
In future work we plan to expand the set of considered distance measures beyond dynamic time warping with different values of the constraint parameter, and explore other state-of-the-art distances such as those which exhibited good performance in recent experiments with the 1-NN classifier [11] : longest common subsequence (LCSS) [38] , edit distance on real sequence (EDR) [10] , and edit distance with real penalty (ERP) [9] . It will be interesting to see whether the hubness phenomenon appears when these stringbased measures are used, as opposed to vector-based ones like Euclidean and (C)DTW. An additional direction of future work is an examination of different weighting schemes for k-NN, in order to determine the most suitable scheme for incorporating hubness information into k-NN classification. Furthermore, time-series classification by methods other than k-NN may benefit from an investigation into the influence of hubness.
Another possible direction for future work is a more detailed exploration of hubness in the context of different time series representation techniques. In this paper we briefly considered DFT, DWT, and SVD. Besides these, a more detailed study could include, e.g., piecewise aggregate approximation (PAA) [22] , piecewise constant approximation (APCA) [6] , and symbolic aggregate approximation (SAX) [27] .
Finally, in the time-series domain hubness may be relevant to tasks other than classification. Interesting avenues for future research include assessing the influence of hubness on time-series clustering, indexing, and prediction.
