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Let Rn+ be the n-dimensional upper half Euclidean space, and let α be any even number
satisfying 0 < α < n. In this paper, we study the integral equation on the half-space Rn+
u(x) =
∫
Rn+
(
1
|x− y|n−α −
1
|x∗ − y|n−α
)
up(y)dy, u(x) > 0, x ∈ Rn+, (0.1)
where x∗ = (x1, . . . , xn−1,−xn) is the reﬂection of the point x about the ∂Rn+. We use the
moving planes method in integral forms introduced by Chen–Li–Ou to establish a Liouville-
type theorem for the integral equation (0.1), which is closely related to the higher-order
differential equation with Navier boundary conditions{
(−)α2 u = up, in Rn+;
u = (−)u = · · · = (−)α2 −1u = 0, on ∂Rn+,
(0.2)
where α is an even number.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
By a Liouville-type theorem, we here mean the statement of nonexistence of nontrivial (bounded or not) solutions on
the whole space or on a half-space. In the last two decades, Liouville-type theorems have been widely used, in conjunction
with rescaling arguments, to derive a priori estimates for solutions of boundary value problems. In fact, it is classical (see
[1,12]) that establishing a priori estimate for a scalar equation would enable one obtain existence of the solution by using
Krasnoselskii’s index theory or degree theory.
Let Rn be the n-dimensional Euclidean space, and let α be a real number satisfying 0 < α < n. Consider the integral
equation
u(x) =
∫
Rn
1
|x− y|n−α u
p(y)dy. (1.1)
When p = τ := n+αn−α , it is the so-called critical case. In [13], Lieb posed the classiﬁcation of all the solutions of the integral
equation (1.1) as an open problem.
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the equivalence between the integral equation (1.1) and the following well-known family of semi-linear partial differential
equations,
(−)α2 u = up, x ∈ Rn. (1.2)
Now we recall some Liouville-type theorems of Eq. (1.2) for subcritical case 1 p < n+αn−α . When α = 2, Gidas and Spruck
[10] showed that the only nonnegative solution of (1.2) is zero. When α = 4, Lin [14] proved that any nonnegative entire
solutions of (1.2) are zero by using the moving plane method. Later Xu [19] reproved Lin’s result by using the moving sphere
method. For higher-order case α  4, Wei and Xu [18] proved the following Liouville-type theorem:
Theorem 1.1. Let α be even and assume that p > 1 if α  n and 1 < p < n+αn−α if α < n. If u is a classical, nonnegative and bounded
solution of (1.2), then u ≡ 0.
Compared with results in the whole space, Liouville-type results for higher-order equations in the half-space Rn+ = {x ∈
Rn | xn > 0} are far less developed and strongly depend on the type of boundary conditions considered. When α = 2, there
are some works about the Liouville-type results: for example, Gidas and Spruck [11] considered the Dirichlet boundary
condition; Li, Zhu [15] and G. Bianchi [2] considered the nonlinear Neumann boundary condition; Damascelli and Gladiali
[8] considered the mixed boundary condition. In the higher-order case, W. Reichel and T. Weth (in [17]) considered the
Dirichlet boundary conditions by extending the so-called “rescaling argument” of Gidas and Spruck [11], and obtained the
Liouville-type theorem as follows.
Theorem 1.2. Let m ∈ N and assume that q > 1 if 2m  n and 1 < q  n+2mn−2m if 2m < n. If u is a classical, nonnegative and bounded
solution of⎧⎨
⎩
(−)mu(x) = uq, x ∈ Rn+;
u = ∂
∂xn
u = · · · = ∂
m−1
∂xnm−1
u = 0, x ∈ ∂Rn+,
(1.3)
then u ≡ 0.
Naturally people will consider different boundary problem – Navier boundary conditions for the higher-order equation
in the half-space:{
(−)α2 u = up, u  0 in Rn+;
u = (−)u = · · · = (−)α2 −1u = 0, on ∂Rn+,
(1.4)
where α is an even number, p > 1.
In many cases one can prove that a PDE system is equivalent to or closely related to an integral system (see [5,6,16]).
In [16], the authors proved that for p = n+αn−α , if u(x) is the smooth solution of the following integral equation
u(x) = C
∫
Rn+
(
1
|x− y|n−α −
1
|x∗ − y|n−α
)
u(y)p dy, (1.5)
then u(x) satisﬁes PDE (1.4). One can see that it is easy to show that the result is true for any p > 1. In fact, integral
equation (1.5) is also of practical interest and importance.
Based on the close connections between partial differential equation (1.4) and integral equation (1.5), in this paper, we
will use the method of moving planes in integral forms to consider the nonnegative solution of integral equation (1.5),
and for convenience of argument, we discuss the integral equation (0.1). We prove that the solution u(x) of (0.1) is strictly
monotone increasing with respect to the variable xn .
Theorem 1.3. If p > nn−α and u ∈ L
n(p−1)
α (Rn+), we have that the solution u(x) of (0.1) is strictly monotone increasing with respect to
the variable xn.
From Theorem 1.3, we show the nonexistence of positive solution to integral equation (0.1), and therefore obtain the
new Liouville-type theorem on the half-space.
Theorem 1.4. Suppose p > nn−α . If the solution u of (0.1) satisﬁes u ∈ L
n(p−1)
α (Rn+) and nonnegative, then u ≡ 0.
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n+α
n−α , critical case
p = n+αn−α and super critical case p > n+αn−α , and thus uniﬁes and extends all the previous results on the family of integral
equations.
Besides, we can obtain similar Liouville-type theorem for the integral equation in even more general form
u(x) =
∫
Rn+
(
1
|x− y|n−α −
1
|x∗ − y|n−α
)
f
(
y,u(y)
)
dy, x ∈ Rn+, (1.6)
where f (x,u(x)) is a nonnegative function on Rn+ .
Theorem 1.5. Let u ∈ Lq(Rn) be a nonnegative solution of (1.6) for some q > nn−α . Assume that
i) f (x,u) is non-decreasing with respect to the variable xn,
ii) f (x,u) and ∂ f
∂u are non-decreasing in u, and
iii)
∫
Rn | ∂ f∂u (y,u(y))|
n
α dy < ∞,
then u ≡ 0.
Corollary 1.1. Let u ∈ Lq(Rn) be a nonnegative solution of (1.7) satisfying ii) and iii) in Theorem 1.5 for q > nn−α . If f = f (u), then
u ≡ 0.
Guo and Liu [9] also considered the higher-order equation with Navier boundary condition{
(−)α2 u = f (u), u  0 in Rn+;
u = (−)u = · · · = (−)α2 −1u = 0, on ∂Rn+,
(1.7)
where α is an even number.
They deﬁned the bounded positive solution of (1.7) as
supu < +∞, sup∣∣iu∣∣< +∞, i = 1,2, . . . , α
2
− 1 (1.8)
and proved the following Liouville-type theorem:
Theorem 1.6. Let u be a positive solution of (1.7) and satisfy (1.8). Suppose that f satisﬁes the following conditions:
(i) f is non-decreasing and locally Lipschitz continuous in [0,∞);
(ii) either
(a) f (0) = 0 and 0 f (s) − f (t) L(σ )(s − t) for 0 t  s σ , and L(σ ) → 0 as σ → 0, or
(b) there is a constant δ such that f (t)/t
n+α
n−α is non-increasing in (0, δ].
There are no nontrivial nonnegative weak solutions of (1.8) unless f (t) = ct n−1+αn−1−α , c > 0, in the range of u.
Remark 2. We note that in dealing with a higher-order equation with Navier boundary conditions both in a half-space
and in bounded domain of whole space, one can use the fact that the boundary conditions allow to write the problem
as a coupled system of second order equations, where each equation is completed with Dirichlet boundary conditions. In
this case maximum principles are available and the so-called superharmonicity properties, i.e. (−)iu > 0, are essential to
establish Liouville-type theorem (see [18,4,9]). Therefore the authors [9] used the stronger assumption (1.8). In contrast, we
only require some integrability condition on f (u). By exploring various special features possessed by the integral equation
in its global form, and through estimating some speciﬁc integral norms, we are still able to establish the monotonicity and
nonexistence results for solutions.
2. Properties of the function G(x, y)
In this section, we introduce some properties of the function G(x, y) which is deﬁned on a half-space. By using the
properties one could ﬁnd a simple and general method for the study of symmetry and monotonicity, which has been used
in various forms deﬁned in half space. More precisely
For x, y ∈ Rn+ , deﬁne
G(x, y) = 1|x− y|n−α −
1
|x∗ − y|n−α ,
where x∗ = (x1, . . . , xn−1,−xn) is the reﬂection of the point x about the ∂Rn+ .
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Σλ =
{
x = (x1, x2, . . . , xn) ∈ Rn
∣∣ 0 < xn < λ}, Tλ = {x ∈ Rn+ ∣∣ xn = λ}
and
ΣCλ = Rn+\Σλ,
the complement of Σλ in Rn+ .
Let
xλ = (x1, x2, . . . , xn−1,2λ − xn),
be the reﬂection of the point x = (x1, x2, . . . , xn) about the plane Tλ .
To this end, deﬁne, for x, y ∈ Rn , deﬁne
d(x, y) = |x− y|2
and
θ(x, y) =
{
4xn yn if x, y ∈ Rn+;
0, x /∈ Rn+ or y /∈ Rn+.
Then for x, y ∈ Rn+ , x = y, we have the following expression
G(x, y) = H(d(x, y), θ(x, y)).
Here H : (0,∞) × [0,∞) → R ,
H(s, t) = 1
sγ
− 1
(s + t)γ , γ =
n − α
2
.
The following lemma states some properties of the function G(x, y). Here we present a proof.
Lemma 2.1.
(i) For any x, y ∈ Σλ , x = y, we have
G
(
xλ, yλ
)
> max
{
G
(
xλ, y
)
,G
(
x, yλ
)}
(2.1)
and
G
(
xλ, yλ
)− G(x, y) > ∣∣G(xλ, y)− G(x, yλ)∣∣. (2.2)
(ii) For any x ∈ Σλ , y ∈ ΣCλ , it holds
G
(
xλ, y
)
> G(x, y). (2.3)
Proof. Since x, y ∈ Σλ , it is easy to verify that
d
(
xλ, yλ
)= d(x, y) < d(xλ, y) (2.4)
and
θ
(
xλ, yλ
)
> θ
(
xλ, y
)
> θ(x, y). (2.5)
In fact
θ
(
xλ, yλ
)− θ(xλ, y)= 4(2λ − xn)(2λ − yn) − 4(2λ − xn)yn = 8(2λ − xn)(λ − yn) > 0,
θ
(
xλ, y
)− θ(x, y) = 4(2λ − xn)yn − 4xn yn = 8(λ − xn)yn > 0
i.e.
θ
(
xλ, yλ
)
max
{
θ
(
xλ, y
)
, θ
(
x, yλ
)}
min
{
θ
(
xλ, y
)
, θ
(
x, yλ
)}
 θ(x, y). (2.6)
Consider
G(x, y) = H(s, t) = 1
sγ
− 1
(s + t)γ
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s = d(x, y) and t = θ(x, y).
Then for s, t > 0, we have
∂H
∂s
= (−γ )
(
1
sγ+1
− 1
(s + t)γ+1
)
< 0, (2.7)
∂H
∂t
= γ
(s + t)γ+1 > 0, (2.8)
∂2H
∂t∂s
= − γ (γ + 1)
(s + t)γ+2 < 0. (2.9)
(i) From (2.4), (2.5), (2.7) and (2.8), we obtain (2.1).
While by (2.6) and (2.9), we have
G
(
xλ, yλ
)− G(x, y) =
θ(xλ,yλ)∫
θ(x,y)
∂H(d(x, y), t)
∂t
dt >
θ(xλ,yλ)∫
θ(x,y)
∂H(d(xλ, y), t)
∂t
dt 
θ(xλ,y)∫
θ(x,yλ)
∂H(d(xλ, y), t)
∂t
dt
= ∣∣H(d(xλ, y), θ(xλ, y))− H(d(x, yλ), θ(x, yλ))∣∣= ∣∣G(xλ, y)− G(x, yλ)∣∣.
Here we have used the fact that d(xλ, y) = d(x, yλ).
(ii) Noticing that for x ∈ Σλ and y ∈ ΣCλ , we have∣∣xλ − y∣∣< |x− y| and θ(xλ, y)> θ(x, y).
Then (2.3) follows immediately from (2.7) and (2.8).
This completes the proof of Lemma 2.1. 
Remark. The properties of function G(x, y) deﬁned on a half-space are very similar to the properties of Green’s function
for poly-harmonic operator on the ball with Dirichlet boundary conditions. One could ﬁnd this interesting relation from [7]
and [3].
3. Proofs of Theorem 1.3 and Theorem 1.4
In this section, by using the method of moving planes in integral forms we prove that the solution u(x) of (0.1) must be
strictly monotone increasing with respect to the variable xn under the assumption of u ∈ L n(p−1)α (Rn+) and p > nn−α . Based
on the monotonicity of u(x), we derive the nonexistence of positive solutions to the integral equation (0.1) and obtain new
Liouville-type theorem on a half-space. To prove the theorems, we need several lemmas.
Let λ > 0,
Σλ =
{
x ∈ Rn ∣∣ 0 < xn < λ}, Σ˜λ = {xλ | x ∈ Σλ}.
Set
uλ(x) = u
(
xλ
)
and wλ(x) = uλ(x) − u(x).
Lemma 3.1. Let u be any pair of positive solution of (0.1), for any x ∈ Σλ , we have
u(x) − uλ(x)
∫
Σλ
[
G
(
xλ, yλ
)− G(x, yλ)][up(y) − upλ(y)]dy. (3.1)
Proof. Obviously, we have
u(x) =
∫
Σλ
G(x, y)up(y)dy +
∫
Σλ
G
(
x, yλ
)
upλ(y)dy +
∫
ΣCλ \Σ˜λ
G(x, y)up(y)dy,
uλ(x) =
∫
Σλ
G
(
xλ, y
)
up(y)dy +
∫
Σλ
G
(
xλ, yλ
)
upλ(y)dy +
∫
ΣC \Σ˜
G
(
xλ, y
)
up(y)dy.λ λ
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u(x) − uλ(x)
∫
Σλ
[
G
(
xλ, yλ
)− G(x, yλ)](up(y) − upλ(y))dy +
∫
ΣCλ \Σ˜λ
[
G(x, y) − G(xλ, y)]up(y)dy

∫
Σλ
[
G
(
xλ, yλ
)− G(x, yλ)](up(y) − upλ(y))dy.
This completes the proof of Lemma 3.1. 
Proof of Theorem 1.3. The proof consists of two steps.
In the ﬁrst step, we start from the very below end of our region Rn+ , i.e. near xn = 0. We will show that for λ suﬃciently
small,
wλ(x) 0, ∀x ∈ Σλ. (3.2)
In the second step, we will move our plane Tλ toward the positive direction of xn-axis as long as the inequality (3.2)
holds.
Step 1. Deﬁne
Σ−λ =
{
x
∣∣ x ∈ Σλ, u(x) > uλ(x)}.
We show that for suﬃciently small positive λ, Σ−λ must be empty. In fact, by Lemma 3.1, we have
u(x) − uλ(x)
∫
Σλ
[
G
(
xλ, yλ
)− G(x, yλ)](up(y) − upλ(y))dy
=
∫
Σλ\Σ−λ
[
G
(
xλ, yλ
)− G(x, yλ)](up(y) − upλ(y))dy +
∫
Σ−λ
[
G
(
xλ, yλ
)− G(x, yλ)](up(y) − upλ(y))dy

∫
Σ−λ
[
G
(
xλ, yλ
)− G(x, yλ)](up(y) − upλ(y))dy 
∫
Σ−λ
G
(
xλ, yλ
)[
up(y) − upλ(y)
]
dy
 p
∫
Σ−λ
1
|x− y|n−α ψ
p−1
λ (y)
[
u(y) − uλ(y)
]
dy  p
∫
Σ−λ
1
|x− y|n−α u
p−1(y)
[
u(y) − uλ(y)
]
dy (3.3)
where ψλ(y) is valued between u(y) and uλ(y), therefore on Σ
−
λ , we have
0 uλ(y)ψλ(y) u(y).
We apply the Hardy–Littlewood–Sobolev inequality and Hölder inequality to (3.3) to obtain, for any r > nn−α ,
‖wλ‖Lr(Σ−λ )  C
∥∥up−1wλ∥∥L nrn+αr (Σ−λ )  C
∥∥up−1∥∥
L
n
α (Σ−λ )
‖wλ‖Lr(Σ−λ ).
That is
‖wλ‖Lr(Σ−λ )  C
{ ∫
Σ−λ
u
n(p−1)
α (y)dy
} α
n
‖wλ‖Lr(Σ−λ ). (3.4)
By the condition that u ∈ L n(p−1)α (Rn+), we can choose suﬃciently small positive λ, such that
C
{ ∫
Σ−λ
u
n(p−1)
α (y)dy
} α
n
 1
2
.
Now inequality (3.4) implies
‖wλ‖Lq(Σ−λ ) = 0,
and therefore Σ− must be measure zero.λ
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point to move the plane Tλ = {x ∈ Rn+ | xn = λ}. Now we start from the neighborhood of xn = 0 and move the plane to the
above as long as (3.2) holds to the limiting position. We will show that the solution u(x) must be symmetric about the
limiting plane and be strictly monotone increasing with respect to the variable xn . More precisely, deﬁne
λ0 = sup
{
λ
∣∣ wμ(x) 0, μ λ, ∀x ∈ Σμ}.
We will show that u(x) is symmetric about the plane Tλ0 , i.e.
wλ0 ≡ 0, a.e. ∀x ∈ Σλ0 . (3.5)
Suppose that for such a λ0, we have wλ0  0, but wλ0 ≡ 0 a.e. on Σλ0 , we show that the plane can be moved further to
the above. More precisely, there exists an  > 0 such that
u(x) uλ(x) a.e. on Σλ, ∀λ ∈ [λ0, λ0 + ). (3.6)
By the inequality (3.4), we have
‖wλ‖Lr(Σ−λ )  C
{ ∫
Σ−λ
u
n(p−1)
α (y)dy
} α
n
‖wλ‖Lr(Σ−λ ). (3.7)
We will show that the condition u ∈ L n(p−1)α (Rn+) ensures that one choose  suﬃciently small so that for all λ in [λ0, λ0 +),
C
{∫
Σ−λ
u
n(p−1)
α (y)dy
} α
n
 1
2
. (3.8)
Now by (3.7) and (3.8), we have ‖wλ‖Lq(Σ−λ ) = 0, and therefore Σ
−
λ must be measure zero. Hence, for these values of
λ > λ0, we have
wλ(x) 0, ∀ ∈ Σλ.
This contradict with the deﬁnition of λ0. Therefore (3.5) must hold.
Now we prove the inequality (3.8).
For any small η > 0, we choose R suﬃciently large, so that
C
{ ∫
Rn+\BR (0)
u
n(p−1)
α (y)dy
} α
n
 η. (3.9)
We ﬁx this R and then show that the measure of Σ−λ ∩ BR(0) is suﬃciently small for λ close to λ0. By Lemma 3.1, we have
in fact wλ0 (x) > 0 in the interior of Σλ0 . For any δ > 0, let
Eδ =
{
x ∈ Σλ0 ∩ BR(0)
∣∣ωλ0(x) > δ}, Fδ = (Σλ0 ∩ BR(0)) \ Eδ.
It is obviously
lim
δ→0μ(Fδ) = 0.
For λ > λ0, let
Dλ = (Σλ \ Σλ0) ∩ BR(0).
Then it is easy to see that(
Σ−λ ∩ BR(0)
)⊂ (Σ−λ ∩ Eδ)∪ Fδ ∪ Dλ. (3.10)
Apparently, the measure of Dλ is small for λ close to λ0. We show that the measure of Σ
−
λ ∩ Eδ can be suﬃciently small
as λ close to λ0. In fact, for any x ∈ Σ−λ ∩ Eδ , we have
ωλ(x) = uλ(x) − uλ0(x) + uλ0(x) − u(x) < 0.
Hence
uλ0(x) − uλ(x) > ωλ0(x) > δ.
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Σ−λ ∩ Eδ
)⊂ Gδ ≡ {x ∈ BR(0) ∣∣ uλ0(x) − uλ(x) > δ}. (3.11)
By the well-known Chebyshev inequality, we have
μ(Gδ)
1
δp+1
∫
Gδ
∣∣uλ0(x) − uλ(x)∣∣p+1 dx 1δp+1
∫
BR (0)
∣∣uλ0(x) − uλ(x)∣∣p+1 dx.
For each ﬁxed δ, as λ close to λ0, the right hand side of the above inequality can be made as small as we wish. Therefore
by (3.10) and (3.11), the measure of Σ−λ ∩ BR(0) can also be made suﬃciently small. Combining this with (3.9), we arrive
at (3.8). Therefore u(x) is symmetric about the plane Tλ0 . Also the monotonicity easily follows from the argument. 
Remark 3. For p = n+αn−α , D. Li and R. Zhuo [16] proved rotational symmetry of the solution of (0.1) by using the moving
planes method.
Proposition 3.1. Let u(x) be the smooth positive solution of (0.1) and u(x) ∈ L 2nn−α (Rn+). Then u(x) is rotational symmetric about some
line parallel to xn-axis.
Proof of Theorem 1.4. To prove the theorem, ﬁrstly we will show that the plane can not stop at xn = λ0 for some λ0 < +∞,
that is, we will prove that λ0 = +∞.
Suppose that λ0 < +∞, Theorem 1.3 show that the plane xn = 2λ0 is the symmetric points of the boundary ∂Rn+ with
respect to the plane Tλ0 , and we derive that u(x) = 0 when x is on the plane xn = 2λ0. This contradicts with the positive
solution u(x) of (0.1), thus λ0 = +∞.
Besides, we know that positive solution u(x) of (0.1) is strictly monotone increasing with respect to xn , but u ∈
L
n(p−1)
α (Rn+), so we come to the conclusion that the positive solution of (0.1) does not exist.
This completes the proof of Theorem 1.4. 
4. Proof of Theorem 1.5
To prove the theorem, we still need to show that the solution u(x) of (1.7) must be strictly monotone increasing with
respect to the variable xn under the assumption of Theorem 1.5, then we derive the nonexistence of positive solutions from
the monotonicity of u(x).
Due to the similarity to Step 2 in the proof of Theorem 1.3 and Theorem 1.4, we here just show Step 1 of the proof of
monotonicity.
Step 1. Deﬁne
Σ−λ =
{
x
∣∣ x ∈ Σλ, u(x) > uλ(x)}.
We show that for suﬃciently small positive λ, Σ−λ must be empty. In fact, by Lemma 3.1, we have
u(x) − uλ(x) 
∫
Σλ
[
G
(
xλ, yλ
)− G(x, yλ)]( f (y,u(y))− f (yλ,uλ(y)))dy
=
∫
Σλ
[
G
(
xλ, yλ
)− G(x, yλ)][ f (y,u(y))− f (y,uλ(y))+ f (y,uλ(y))− f (yλ,uλ(y))]dy
(1)

∫
Σλ
[
G
(
xλ, yλ
)− G(x, yλ)][ f (y,u(y))− f (y,uλ(y))]dy
=
∫
Σλ
[
G
(
xλ, yλ
)− G(x, yλ)]∂ f
∂u
(
y,ψλ(y)
)(
u(y) − uλ(y)
)
dy
(2)

∫
Σ−λ
[
G
(
xλ, yλ
)− G(x, yλ)]∂ f
∂u
(
y,ψλ(y)
)(
u(y) − uλ(y)
)
dy
(3)

∫
Σ−λ
[
G
(
xλ, yλ
)− G(x, yλ)]∂ f
∂u
(
y,u(y)
)(
u(y) − uλ(y)
)
dy

∫
Σ−
1
|x− y|n−α
∂ f
∂u
(
y,u(y)
)(
u(y) − uλ(y)
)
dy. (4.1)λ
L. Cao, Z. Dai / J. Math. Anal. Appl. 389 (2012) 1365–1373 1373Here the inequality (1) follows from the monotonicity of f (x,u(x)) with respect to xn , the inequality (2) is from the fact that
f (x,u(x)) is non-decreasing in u and therefore ∂ f
∂u  0, and we use the monotonicity of
∂ f
∂u in u to obtain the inequality (3).
Besides, ψλ(y) is valued between u(y) and uλ(y) according to the Mean Value Theorem.
We apply the Hardy–Littlewood–Sobolev inequality and Hölder inequality to (4.1) to obtain, for any r > nn−α ,
‖wλ‖Lr(Σ−λ )  C
∥∥∥∥∂ f∂u
(
y,u(y)
)
wλ
∥∥∥∥
L
nr
n+αr (Σ−λ )
 C
∥∥∥∥∂ f∂u
(
y,u(y)
)∥∥∥∥
L
n
α (Σ−λ )
‖wλ‖Lr(Σ−λ ).
That is
‖wλ‖Lr(Σ−λ )  C
{ ∫
Σ−λ
(
∂ f
∂u
(
y,u(y)
)) nα
dy
} α
n
‖wλ‖Lr(Σ−λ ). (4.2)
By the condition that ∂ f
∂u ∈ L
n
α (Rn+), we can choose suﬃciently small positive λ, such that
C
{ ∫
Σ−λ
(
∂ f
∂u
(
y,u(y)
)) nα
dy
} α
n
 1
2
.
Now inequality (4.2) implies
‖wλ‖Lq(Σ−λ ) = 0,
and therefore Σ−λ must be measure zero. 
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