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The	 ﾠinterviewer	 ﾠis	 ﾠa	 ﾠwell-ﾭ‐recognised	 ﾠsource	 ﾠof	 ﾠvarious	 ﾠsurvey	 ﾠerrors.	 ﾠPrimary	 ﾠamongst	 ﾠthese	 ﾠ
is	 ﾠmeasurement	 ﾠerror	 ﾠand	 ﾠthis	 ﾠis	 ﾠthe	 ﾠmain	 ﾠfocus	 ﾠof	 ﾠthis	 ﾠthesis.	 ﾠThe	 ﾠinterviewer,	 ﾠas	 ﾠperhaps	 ﾠthe	 ﾠ
key	 ﾠ source	 ﾠ of	 ﾠ measurement	 ﾠ error,	 ﾠ can	 ﾠ introduce	 ﾠ both	 ﾠ bias	 ﾠ and	 ﾠ variability	 ﾠ into	 ﾠ survey	 ﾠ
estimates.	 ﾠThis	 ﾠis	 ﾠreferred	 ﾠto	 ﾠin	 ﾠsurvey	 ﾠmethodological	 ﾠliterature	 ﾠas	 ﾠthe	 ﾠinterviewer	 ﾠeffect.	 ﾠ
However,	 ﾠ measuring	 ﾠ the	 ﾠ interviewer	 ﾠ effect	 ﾠ is	 ﾠ difficult,	 ﾠ mostly	 ﾠ as	 ﾠ a	 ﾠ result	 ﾠ of	 ﾠ the	 ﾠ types	 ﾠ of	 ﾠ
complex	 ﾠsurvey	 ﾠdesigns	 ﾠthat	 ﾠare	 ﾠwidely	 ﾠused	 ﾠby	 ﾠsurvey	 ﾠagencies.	 ﾠ	 ﾠ
	 ﾠ	 ﾠThe	 ﾠ purpose	 ﾠ of	 ﾠ this	 ﾠ three-ﾭ‐paper	 ﾠ thesis	 ﾠ is	 ﾠ to	 ﾠ utilise	 ﾠ new	 ﾠ developments	 ﾠ in	 ﾠ survey	 ﾠ
methodology	 ﾠto	 ﾠestimate	 ﾠthe	 ﾠinterviewer	 ﾠeffect	 ﾠand	 ﾠgain	 ﾠmore	 ﾠinsight	 ﾠinto	 ﾠwhich	 ﾠinterviewer	 ﾠ
characteristics	 ﾠare	 ﾠlinked	 ﾠto	 ﾠthe	 ﾠinterviewer	 ﾠeffect.	 ﾠIn	 ﾠparticular,	 ﾠthis	 ﾠprogramme	 ﾠof	 ﾠresearch	 ﾠ
draws	 ﾠ on	 ﾠ the	 ﾠ availability	 ﾠ and	 ﾠ understanding	 ﾠ of	 ﾠ survey	 ﾠ paradata,	 ﾠ a	 ﾠ new	 ﾠ and	 ﾠ potentially	 ﾠ
powerful	 ﾠform	 ﾠof	 ﾠdata	 ﾠfor	 ﾠsurvey	 ﾠmethodologists.	 ﾠChapter	 ﾠOne	 ﾠprovides	 ﾠan	 ﾠoverview	 ﾠof	 ﾠthe	 ﾠ
theory	 ﾠbehind	 ﾠsurvey	 ﾠerrors	 ﾠand	 ﾠexplains	 ﾠwhat	 ﾠa	 ﾠdesign	 ﾠeffect	 ﾠis.	 ﾠIt	 ﾠsummarises	 ﾠthree	 ﾠmain	 ﾠ
approaches	 ﾠto	 ﾠestimating	 ﾠinterviewer	 ﾠeffect.	 ﾠIt	 ﾠdescribes	 ﾠthe	 ﾠmost	 ﾠrecent	 ﾠdevelopments	 ﾠwith	 ﾠ
regard	 ﾠto	 ﾠparadata.	 ﾠThe	 ﾠchapter	 ﾠconcludes	 ﾠwith	 ﾠthe	 ﾠdata	 ﾠdescription	 ﾠincluding	 ﾠthe	 ﾠNational	 ﾠ
Travel	 ﾠSurvey	 ﾠ(NTS).	 ﾠ	 ﾠ
	 ﾠ	 ﾠIn	 ﾠChapter	 ﾠTwo	 ﾠ(Paper	 ﾠOne),	 ﾠa	 ﾠcross-ﾭ‐classified	 ﾠmultilevel	 ﾠmodel	 ﾠis	 ﾠused	 ﾠto	 ﾠdisentangle	 ﾠarea	 ﾠ
and	 ﾠinterviewer	 ﾠcontributions	 ﾠto	 ﾠthe	 ﾠdesign	 ﾠeffect	 ﾠwith	 ﾠparadata	 ﾠvariables	 ﾠincluded	 ﾠat	 ﾠthe	 ﾠ
interviewer	 ﾠlevel.	 ﾠThe	 ﾠobjective	 ﾠis	 ﾠto	 ﾠbetter	 ﾠunderstand	 ﾠhow	 ﾠvariance	 ﾠin	 ﾠa	 ﾠrange	 ﾠof	 ﾠsurvey	 ﾠ
outcomes	 ﾠis	 ﾠrelated	 ﾠto	 ﾠthe	 ﾠcharacteristics	 ﾠof	 ﾠindividual	 ﾠinterviewers	 ﾠsuch	 ﾠas	 ﾠsatisfaction	 ﾠwith	 ﾠ
pay,	 ﾠdetermination,	 ﾠNTS	 ﾠexperience	 ﾠor	 ﾠconscientiousness.	 ﾠ	 ﾠ
	 ﾠ	 ﾠChapter	 ﾠThree	 ﾠ(Paper	 ﾠTwo)	 ﾠinvestigates	 ﾠthe	 ﾠtheory	 ﾠof	 ﾠsatisficing,	 ﾠwhich	 ﾠstates	 ﾠthat	 ﾠsome	 ﾠ
respondents	 ﾠ provide	 ﾠ only	 ﾠ an	 ﾠ ‘acceptable’	 ﾠ rather	 ﾠ than	 ﾠ an	 ﾠ ‘optimal’	 ﾠ response,	 ﾠ thereby	 ﾠ
negatively	 ﾠ affecting	 ﾠ data	 ﾠ quality.	 ﾠ Four	 ﾠ hypotheses	 ﾠ are	 ﾠ posed:	 ﾠ that	 ﾠ interviewers’	 ﾠ attitudes	 ﾠ
towards	 ﾠinterviewing,	 ﾠtheir	 ﾠpersonality	 ﾠtraits	 ﾠand	 ﾠskills,	 ﾠtheir	 ﾠdemographic	 ﾠcharacteristics	 ﾠ
and	 ﾠ finally	 ﾠ their	 ﾠ own	 ﾠ satisficing	 ﾠ behaviour	 ﾠ can	 ﾠ affect	 ﾠ their	 ﾠ respondents’	 ﾠ propensity	 ﾠ to	 ﾠ
satisfice.	 ﾠTo	 ﾠtest	 ﾠthe	 ﾠhypothesis,	 ﾠa	 ﾠrange	 ﾠof	 ﾠcross-ﾭ‐classified	 ﾠmultilevel	 ﾠordered	 ﾠlogit	 ﾠmodels	 ﾠ
are	 ﾠfitted.	 ﾠ	 ﾠ
	 ﾠ	 ﾠAccording	 ﾠto	 ﾠthe	 ﾠtheory	 ﾠof	 ﾠsatisficing,	 ﾠthose	 ﾠwho	 ﾠsatisfice	 ﾠshould	 ﾠtake	 ﾠless	 ﾠtime	 ﾠto	 ﾠanswer	 ﾠ
survey	 ﾠ questions	 ﾠ because	 ﾠ they	 ﾠ use	 ﾠ ‘cognitive	 ﾠ shortcuts’	 ﾠ when	 ﾠ formulating	 ﾠ responses.	 ﾠ In	 ﾠ
Chapter	 ﾠFour	 ﾠ(Paper	 ﾠThree)	 ﾠthe	 ﾠeffect	 ﾠof	 ﾠboth	 ﾠinterviewer	 ﾠand	 ﾠrespondent	 ﾠsatisficing	 ﾠon	 ﾠthe	 ﾠ
length	 ﾠof	 ﾠtime	 ﾠtaken	 ﾠto	 ﾠproduce	 ﾠand	 ﾠrecord	 ﾠan	 ﾠanswer	 ﾠto	 ﾠa	 ﾠnumber	 ﾠof	 ﾠdifferent	 ﾠquestions	 ﾠis	 ﾠ
evaluated,	 ﾠusing	 ﾠauto-ﾭ‐generated	 ﾠtime	 ﾠstamps	 ﾠfrom	 ﾠthe	 ﾠaudit	 ﾠtrail	 ﾠof	 ﾠthe	 ﾠNTS.	 ﾠChapter	 ﾠFive	 ﾠ
presents	 ﾠa	 ﾠsummary	 ﾠof	 ﾠkey	 ﾠfindings,	 ﾠas	 ﾠwell	 ﾠas	 ﾠoutlying	 ﾠscope	 ﾠfor	 ﾠfurther	 ﾠresearch	 ﾠin	 ﾠthis	 ﾠarea.	 ﾠ	 ﾠ 	 ﾠ 	 ﾠ
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 ﾠwithout	 ﾠwhom	 ﾠ
I	 ﾠwould	 ﾠnot	 ﾠbe	 ﾠhere.	 ﾠ	 ﾠ	 ﾠ 	 ﾠ 	 ﾠ
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 ﾠ
ANOVA	 ﾠ
BHPS	 ﾠ
Analysis	 ﾠof	 ﾠvariance	 ﾠ
British	 ﾠHousehold	 ﾠPanel	 ﾠSurvey	 ﾠ
CAPI	 ﾠ Computer	 ﾠAssisted	 ﾠPersonal	 ﾠInterview	 ﾠ
CATI	 ﾠ Computer	 ﾠAssisted	 ﾠTelephone	 ﾠInterview	 ﾠ
DEFF	 ﾠ Design	 ﾠeffect	 ﾠ
DEFT	 ﾠ Square	 ﾠroot	 ﾠof	 ﾠdesign	 ﾠeffect	 ﾠ(also	 ﾠdesign	 ﾠfactor)	 ﾠ
DIC	 ﾠ Deviance	 ﾠInformation	 ﾠCriterion	 ﾠ
DP	 ﾠ Digit	 ﾠPreference	 ﾠ
EPSEM	 ﾠ Equal	 ﾠProbability	 ﾠof	 ﾠSelection	 ﾠMethod	 ﾠ
GB	 ﾠ Great	 ﾠBritain	 ﾠ
HHB	 ﾠ
ILO	 ﾠ
Hansen,	 ﾠHurwitz	 ﾠand	 ﾠBershad	 ﾠmodel	 ﾠ
International	 ﾠLabour	 ﾠOrganization	 ﾠ
IGLS	 ﾠ Iterative	 ﾠGeneralised	 ﾠLeast	 ﾠSquares	 ﾠ
IMC	 ﾠ Instructional	 ﾠManipulation	 ﾠCheck	 ﾠ
MCMC	 ﾠ Monte	 ﾠCarlo	 ﾠMarkov	 ﾠChain	 ﾠ
MLwiN	 ﾠ A	 ﾠsoftware	 ﾠpackage	 ﾠfor	 ﾠfitting	 ﾠmultilevel	 ﾠmodels	 ﾠ
MSOA	 ﾠ Middle	 ﾠSuper	 ﾠOutput	 ﾠArea	 ﾠ
NatCen	 ﾠ National	 ﾠCentre	 ﾠfor	 ﾠSocial	 ﾠResearch	 ﾠ
NHIS	 ﾠ National	 ﾠHealth	 ﾠInterview	 ﾠSurvey	 ﾠ(US)	 ﾠ
NTS	 ﾠ National	 ﾠTravel	 ﾠSurvey	 ﾠ
NUTS2	 ﾠ Nomenclature	 ﾠof	 ﾠUnits	 ﾠfor	 ﾠTerritorial	 ﾠStatistics	 ﾠ
OA	 ﾠ Output	 ﾠArea	 ﾠ
ONS	 ﾠ Office	 ﾠfor	 ﾠNational	 ﾠStatistics	 ﾠ
PAF	 ﾠ Postcode	 ﾠAddress	 ﾠFile	 ﾠ
PAPI	 ﾠ
PCA	 ﾠ
Pen	 ﾠand	 ﾠPaper	 ﾠInterview	 ﾠ
Principal	 ﾠComponent	 ﾠAnalysis	 ﾠ
PEDAKSI	 ﾠ Pre-ﾭ‐Emptive	 ﾠDoorstep	 ﾠAdministration	 ﾠof	 ﾠKey	 ﾠSurvey	 ﾠItems	 ﾠ
PSU	 ﾠ Primary	 ﾠSampling	 ﾠUnit	 ﾠ
RTE	 ﾠ Response	 ﾠTime	 ﾠEffort	 ﾠ
SRS	 ﾠ Simple	 ﾠRandom	 ﾠSampling	 ﾠ
TSE	 ﾠ Total	 ﾠSurvey	 ﾠError	 ﾠ
UK	 ﾠ United	 ﾠKingdom	 ﾠ
VPC	 ﾠ Variance	 ﾠPartition	 ﾠCoefficient	 ﾠ	 ﾠ 	 ﾠ 	 ﾠ
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 ﾠ
1.  Introduction	 ﾠ
From	 ﾠtheir	 ﾠinception	 ﾠin	 ﾠthe	 ﾠlate	 ﾠ18th	 ﾠcentury	 ﾠto	 ﾠthe	 ﾠpresent	 ﾠday,	 ﾠsocial	 ﾠsurveys	 ﾠhave	 ﾠalmost	 ﾠ
certainly	 ﾠbeen	 ﾠthe	 ﾠmost	 ﾠimportant	 ﾠmeans	 ﾠof	 ﾠcollecting	 ﾠinformation	 ﾠon	 ﾠpopulations	 ﾠin	 ﾠalmost	 ﾠ
every	 ﾠcountry	 ﾠin	 ﾠthe	 ﾠworld.	 ﾠSurvey	 ﾠresearch	 ﾠhas	 ﾠbeen	 ﾠcentral	 ﾠto	 ﾠunderstanding	 ﾠpopulations	 ﾠ
and	 ﾠfor	 ﾠgathering	 ﾠinformation	 ﾠfor	 ﾠdevelopment	 ﾠand	 ﾠpolicy	 ﾠevaluation	 ﾠpurposes.	 ﾠIn	 ﾠthe	 ﾠUK,	 ﾠthe	 ﾠ
Labour	 ﾠForce	 ﾠSurvey	 ﾠis	 ﾠthe	 ﾠsource	 ﾠof	 ﾠinformation	 ﾠon	 ﾠthe	 ﾠunemployment	 ﾠrate	 ﾠand	 ﾠother	 ﾠkey	 ﾠ
labour	 ﾠstatistics,	 ﾠthe	 ﾠFamily	 ﾠResources	 ﾠSurvey	 ﾠprovides	 ﾠinformation	 ﾠon	 ﾠliving	 ﾠconditions	 ﾠof	 ﾠ
UK	 ﾠhouseholds,	 ﾠthe	 ﾠCrime	 ﾠSurvey	 ﾠfor	 ﾠEngland	 ﾠand	 ﾠWales	 ﾠis	 ﾠused	 ﾠto	 ﾠestimate	 ﾠlevels	 ﾠof	 ﾠcrime1.	 ﾠ
The	 ﾠdecennial	 ﾠCensus	 ﾠof	 ﾠEngland	 ﾠand	 ﾠWales	 ﾠprovides	 ﾠa	 ﾠsnapshot	 ﾠof	 ﾠthe	 ﾠentire	 ﾠpopulation	 ﾠat	 ﾠ
very	 ﾠlow	 ﾠlevels	 ﾠof	 ﾠgeography2,	 ﾠwhile	 ﾠthe	 ﾠ‘Understanding	 ﾠSociety’	 ﾠstudy	 ﾠis	 ﾠan	 ﾠexample	 ﾠof	 ﾠa	 ﾠ
longitudinal	 ﾠsurvey	 ﾠthat	 ﾠaffords	 ﾠa	 ﾠconsideration	 ﾠof	 ﾠhow	 ﾠthe	 ﾠlives	 ﾠof	 ﾠthe	 ﾠUK	 ﾠpopulation	 ﾠchange	 ﾠ
over	 ﾠtime	 ﾠand	 ﾠprovides	 ﾠdata	 ﾠthat	 ﾠcan	 ﾠhelp	 ﾠunderstand	 ﾠthe	 ﾠimpact	 ﾠof	 ﾠrecession	 ﾠor	 ﾠevaluate	 ﾠ
specific	 ﾠgovernment	 ﾠpolicies3.	 ﾠ	 ﾠ
These	 ﾠsurveys,	 ﾠand	 ﾠmany	 ﾠothers	 ﾠlike	 ﾠthem,	 ﾠare	 ﾠconducted	 ﾠusing	 ﾠcarefully	 ﾠdesigned	 ﾠ
methodologies	 ﾠthat,	 ﾠif	 ﾠbasic	 ﾠassumptions	 ﾠare	 ﾠmet,	 ﾠprovide	 ﾠaccurate	 ﾠestimates	 ﾠof	 ﾠpopulation	 ﾠ
parameters	 ﾠof	 ﾠinterest,	 ﾠsuch	 ﾠas	 ﾠunemployment,	 ﾠprevalence	 ﾠof	 ﾠcancer,	 ﾠexperience	 ﾠof	 ﾠcrime,	 ﾠand	 ﾠ
so	 ﾠon.	 ﾠThese	 ﾠestimates	 ﾠare,	 ﾠhowever,	 ﾠprone	 ﾠto	 ﾠvarious	 ﾠkinds	 ﾠof	 ﾠerror.	 ﾠUnderstanding	 ﾠand	 ﾠ
quantifying	 ﾠthis	 ﾠerror	 ﾠis	 ﾠcrucial	 ﾠto	 ﾠensure	 ﾠthat	 ﾠacademic,	 ﾠpolicy	 ﾠand	 ﾠprivate	 ﾠsector	 ﾠresearch	 ﾠis	 ﾠ
based	 ﾠon	 ﾠaccurate	 ﾠevidence.	 ﾠThis	 ﾠthree-ﾭ‐paper	 ﾠdoctoral	 ﾠthesis	 ﾠcontributes	 ﾠto	 ﾠmethodological	 ﾠ
research	 ﾠon	 ﾠsurvey	 ﾠerrors	 ﾠand	 ﾠis	 ﾠprimarily	 ﾠconcerned	 ﾠwith	 ﾠerrors	 ﾠof	 ﾠmeasurement,	 ﾠas	 ﾠ
opposed	 ﾠto	 ﾠsampling	 ﾠand	 ﾠnonresponse	 ﾠerror.	 ﾠMeasurement	 ﾠerror	 ﾠcan	 ﾠoriginate	 ﾠfrom	 ﾠa	 ﾠ
number	 ﾠof	 ﾠdifferent	 ﾠsources,	 ﾠincluding	 ﾠthe	 ﾠrespondent,	 ﾠthe	 ﾠmeasurement	 ﾠinstrument,	 ﾠand	 ﾠthe	 ﾠ
interviewer.	 ﾠThis	 ﾠthesis	 ﾠis	 ﾠprimarily	 ﾠconcerned	 ﾠwith	 ﾠhow	 ﾠinterviewers	 ﾠcan	 ﾠintroduce	 ﾠ
measurement	 ﾠerror	 ﾠinto	 ﾠsurvey	 ﾠestimates.	 ﾠ
Since	 ﾠmost	 ﾠgovernment	 ﾠand	 ﾠacademic	 ﾠsurveys	 ﾠin	 ﾠthe	 ﾠUK	 ﾠand	 ﾠmany	 ﾠother	 ﾠparts	 ﾠof	 ﾠthe	 ﾠworld	 ﾠ
continue	 ﾠto	 ﾠuse	 ﾠa	 ﾠface-ﾭ‐to-ﾭ‐face	 ﾠdata	 ﾠcollection	 ﾠmode,	 ﾠunderstanding	 ﾠinterviewer	 ﾠeffects	 ﾠon	 ﾠ
survey	 ﾠestimates	 ﾠis	 ﾠan	 ﾠimportant	 ﾠarea	 ﾠof	 ﾠinvestigation.	 ﾠWhile	 ﾠthe	 ﾠinterviewer	 ﾠeffect	 ﾠhas	 ﾠbeen	 ﾠ
extensively	 ﾠexamined	 ﾠin	 ﾠexisting	 ﾠresearch,	 ﾠit	 ﾠhas	 ﾠrarely	 ﾠbeen	 ﾠexplained	 ﾠusing	 ﾠdetailed	 ﾠ
information	 ﾠon	 ﾠinterviewers	 ﾠsuch	 ﾠas	 ﾠpersonality	 ﾠtraits,	 ﾠinterviewing	 ﾠskills,	 ﾠattitudes	 ﾠtowards	 ﾠ
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1	 ﾠhttp://www.ons.gov.uk/ons/guide-ﾭ‐method/surveys/respondents/household/index.html	 ﾠ
2	 ﾠhttp://www.ons.gov.uk/ons/guide-ﾭ‐method/census/2011/index.html	 ﾠ
3	 ﾠhttps://www.understandingsociety.ac.uk	 ﾠ	 ﾠ
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interviewing	 ﾠand	 ﾠinterviewers’	 ﾠown	 ﾠresponse	 ﾠstyles	 ﾠwhen	 ﾠcompleting	 ﾠquestionnaires	 ﾠ
themselves.	 ﾠTo	 ﾠaddress	 ﾠthis	 ﾠgap,	 ﾠthe	 ﾠresearch	 ﾠpresented	 ﾠacross	 ﾠthe	 ﾠthree	 ﾠpapers	 ﾠin	 ﾠthis	 ﾠthesis	 ﾠ
makes	 ﾠuse	 ﾠof	 ﾠ‘paradata’,	 ﾠa	 ﾠrecent	 ﾠand	 ﾠincreasingly	 ﾠpopular	 ﾠconcept	 ﾠin	 ﾠthe	 ﾠfield	 ﾠof	 ﾠsurvey	 ﾠ
methodology.	 ﾠParadata	 ﾠare	 ﾠdata	 ﾠthat	 ﾠarise,	 ﾠusually,	 ﾠas	 ﾠby-ﾭ‐products	 ﾠof	 ﾠthe	 ﾠprocess	 ﾠof	 ﾠdata	 ﾠ
collection	 ﾠand	 ﾠwhich	 ﾠmay	 ﾠprovide	 ﾠuseful	 ﾠinsight	 ﾠinto	 ﾠhow	 ﾠsurvey	 ﾠdata	 ﾠhave	 ﾠbeen	 ﾠcollected,	 ﾠfor	 ﾠ
how	 ﾠlong,	 ﾠby	 ﾠwhom	 ﾠand	 ﾠso	 ﾠon.	 ﾠThe	 ﾠparadata	 ﾠused	 ﾠin	 ﾠthis	 ﾠthesis	 ﾠinclude	 ﾠinformation	 ﾠon	 ﾠ
interviewers	 ﾠand	 ﾠelectronically	 ﾠgenerated	 ﾠtime	 ﾠstamps	 ﾠused	 ﾠto	 ﾠcalculate	 ﾠresponse	 ﾠlatencies.	 ﾠ	 ﾠ
The	 ﾠmain	 ﾠobjective	 ﾠof	 ﾠthis	 ﾠthesis	 ﾠis	 ﾠto	 ﾠintegrate	 ﾠthe	 ﾠnew	 ﾠmethodological	 ﾠdevelopments,	 ﾠsuch	 ﾠ
as	 ﾠparadata,	 ﾠwith	 ﾠinnovative	 ﾠstatistical	 ﾠapproaches	 ﾠto	 ﾠestimating	 ﾠinterviewer	 ﾠeffects;	 ﾠin	 ﾠorder	 ﾠ
to	 ﾠimprove	 ﾠour	 ﾠunderstanding	 ﾠof	 ﾠinterviewer-ﾭ‐related	 ﾠmeasurement	 ﾠerror	 ﾠin	 ﾠsurveys.	 ﾠ
Additionally,	 ﾠthis	 ﾠthesis	 ﾠdemonstrates	 ﾠthe	 ﾠvalue	 ﾠof	 ﾠparadata	 ﾠin	 ﾠresearch	 ﾠon	 ﾠmeasurement	 ﾠ
error,	 ﾠwhereas	 ﾠthe	 ﾠmajority	 ﾠof	 ﾠexisting	 ﾠapplications	 ﾠhave	 ﾠtended	 ﾠto	 ﾠfocus	 ﾠon	 ﾠnonresponse	 ﾠ
error.	 ﾠInterviewer-ﾭ‐related	 ﾠmeasurement	 ﾠerror	 ﾠis	 ﾠpresented	 ﾠhere	 ﾠin	 ﾠtwo	 ﾠdifferent	 ﾠways.	 ﾠIn	 ﾠ
Paper	 ﾠOne	 ﾠ(Chapter	 ﾠTwo)	 ﾠit	 ﾠis	 ﾠexpressed	 ﾠas	 ﾠthe	 ﾠinterviewer-ﾭ‐related	 ﾠvariance	 ﾠcomponent	 ﾠin	 ﾠ
survey	 ﾠestimates;	 ﾠthat	 ﾠis	 ﾠto	 ﾠsay,	 ﾠthe	 ﾠfocus	 ﾠis	 ﾠon	 ﾠthe	 ﾠextent	 ﾠto	 ﾠwhich	 ﾠinterviewers	 ﾠcontribute	 ﾠto	 ﾠ
variable	 ﾠsurvey	 ﾠerrors.	 ﾠIn	 ﾠPapers	 ﾠTwo	 ﾠand	 ﾠThree,	 ﾠthe	 ﾠfocus	 ﾠis	 ﾠmore	 ﾠgenerally	 ﾠon	 ﾠquality	 ﾠ
indicators	 ﾠof	 ﾠsurvey	 ﾠresponse,	 ﾠwith	 ﾠthe	 ﾠtheory	 ﾠof	 ﾠsurvey	 ﾠsatisficing	 ﾠplaying	 ﾠa	 ﾠcentral	 ﾠrole	 ﾠ
(Chapters	 ﾠThree	 ﾠand	 ﾠFour).	 ﾠ	 ﾠHere,	 ﾠthe	 ﾠinterest	 ﾠis	 ﾠin	 ﾠestimating	 ﾠwhether	 ﾠinterviewers	 ﾠaffect	 ﾠthe	 ﾠ
quality	 ﾠof	 ﾠsurvey	 ﾠresponses,	 ﾠdefined	 ﾠas	 ﾠthe	 ﾠpropensity	 ﾠto	 ﾠuse	 ﾠvarious	 ﾠresponse	 ﾠstyles	 ﾠwhich	 ﾠ
indicate	 ﾠa	 ﾠless	 ﾠthan	 ﾠoptimal	 ﾠcognitive	 ﾠstrategy	 ﾠhas	 ﾠbeen	 ﾠemployed	 ﾠby	 ﾠthe	 ﾠrespondent.	 ﾠThis	 ﾠis	 ﾠ
based	 ﾠon	 ﾠthe	 ﾠtheoretical	 ﾠproposition	 ﾠthat	 ﾠsome	 ﾠresponse	 ﾠstrategies	 ﾠused	 ﾠby	 ﾠrespondents,	 ﾠ
such	 ﾠas	 ﾠheaping	 ﾠor	 ﾠrounding	 ﾠtheir	 ﾠanswer,	 ﾠcan	 ﾠbe	 ﾠa	 ﾠsource	 ﾠof	 ﾠmeasurement	 ﾠerror	 ﾠand	 ﾠ
potentially	 ﾠcould	 ﾠbe	 ﾠencouraged	 ﾠby	 ﾠinterviewers.	 ﾠ	 ﾠ
This	 ﾠis	 ﾠa	 ﾠthree-ﾭ‐paper	 ﾠthesis,	 ﾠwhich	 ﾠmeans	 ﾠthat	 ﾠeach	 ﾠof	 ﾠthe	 ﾠnext	 ﾠthree	 ﾠchapters	 ﾠconstitutes	 ﾠa	 ﾠ
stand-ﾭ‐alone	 ﾠpaper.	 ﾠHowever,	 ﾠall	 ﾠthree	 ﾠpapers	 ﾠuse	 ﾠclosely	 ﾠrelated	 ﾠdatasets	 ﾠand	 ﾠsimilar	 ﾠ
modelling	 ﾠapproaches,	 ﾠwhich	 ﾠinevitably	 ﾠleads	 ﾠto	 ﾠa	 ﾠdegree	 ﾠof	 ﾠunavoidable	 ﾠoverlap	 ﾠbetween	 ﾠ
them.	 ﾠTo	 ﾠaid	 ﾠthe	 ﾠreading	 ﾠof	 ﾠthis	 ﾠthesis	 ﾠas	 ﾠboth	 ﾠa	 ﾠset	 ﾠof	 ﾠstand-ﾭ‐alone	 ﾠpapers	 ﾠand	 ﾠa	 ﾠcoherent	 ﾠ
overall	 ﾠdocument,	 ﾠsome	 ﾠtrade-ﾭ‐offs	 ﾠhad	 ﾠto	 ﾠbe	 ﾠmade.	 ﾠPrimary	 ﾠamongst	 ﾠthese	 ﾠis	 ﾠthat	 ﾠthe	 ﾠmain	 ﾠ
datasets	 ﾠare	 ﾠdescribed	 ﾠin	 ﾠthis	 ﾠfirst	 ﾠintroductory	 ﾠsection,	 ﾠrather	 ﾠthan	 ﾠrepeated	 ﾠin	 ﾠeach	 ﾠchapter.	 ﾠ
The	 ﾠconclusion	 ﾠsections	 ﾠin	 ﾠeach	 ﾠpaper	 ﾠare	 ﾠlimited	 ﾠto	 ﾠthe	 ﾠdiscussion	 ﾠof	 ﾠthe	 ﾠmain	 ﾠresults,	 ﾠwith	 ﾠ
the	 ﾠprincipal	 ﾠmessages	 ﾠcoming	 ﾠfrom	 ﾠall	 ﾠthree	 ﾠpapers	 ﾠas	 ﾠwell	 ﾠas	 ﾠthe	 ﾠmain	 ﾠimplications	 ﾠof	 ﾠthese	 ﾠ
studies,	 ﾠlimitations	 ﾠand	 ﾠfurther	 ﾠresearch	 ﾠopportunities	 ﾠbeing	 ﾠcompiled	 ﾠin	 ﾠChapter	 ﾠFive.	 ﾠ	 ﾠ
This	 ﾠintroductory	 ﾠchapter	 ﾠsets	 ﾠthe	 ﾠscene	 ﾠand	 ﾠprovides	 ﾠbackground	 ﾠfor	 ﾠthe	 ﾠthree	 ﾠpapers.	 ﾠThe	 ﾠ
remainder	 ﾠof	 ﾠthis	 ﾠchapter	 ﾠis	 ﾠstructured	 ﾠas	 ﾠfollows.	 ﾠThe	 ﾠnext	 ﾠsection	 ﾠprovides	 ﾠan	 ﾠoverview	 ﾠof	 ﾠ	 ﾠ 	 ﾠ 	 ﾠ
 
	 ﾠ 3	 ﾠ
the	 ﾠdifferent	 ﾠsources	 ﾠof	 ﾠsurvey	 ﾠerror	 ﾠusing	 ﾠthe	 ﾠTotal	 ﾠSurvey	 ﾠError	 ﾠ(TSE)	 ﾠframework,	 ﾠfocusing	 ﾠ
in	 ﾠparticular	 ﾠon	 ﾠmeasurement	 ﾠerror.	 ﾠThis	 ﾠis	 ﾠfollowed	 ﾠby	 ﾠa	 ﾠdescription	 ﾠof	 ﾠthe	 ﾠsurvey	 ﾠdesign	 ﾠ
effect	 ﾠand	 ﾠhow	 ﾠit	 ﾠcan	 ﾠbe	 ﾠcalculated.	 ﾠSection	 ﾠ1.3	 ﾠpresents	 ﾠthe	 ﾠsubstantive	 ﾠfindings	 ﾠfrom	 ﾠ
existing	 ﾠresearch	 ﾠon	 ﾠthe	 ﾠinterviewer	 ﾠeffect.	 ﾠSection	 ﾠ1.4	 ﾠintroduces	 ﾠthe	 ﾠconcept	 ﾠof	 ﾠsurvey	 ﾠ
paradata	 ﾠand	 ﾠdescribes	 ﾠthe	 ﾠmain	 ﾠresearch	 ﾠfindings	 ﾠin	 ﾠthis	 ﾠarea.	 ﾠThis	 ﾠis	 ﾠfollowed	 ﾠby	 ﾠa	 ﾠdetailed	 ﾠ
description	 ﾠof	 ﾠthe	 ﾠdatasets	 ﾠto	 ﾠbe	 ﾠused	 ﾠin	 ﾠthe	 ﾠthesis,	 ﾠprimarily	 ﾠthe	 ﾠNational	 ﾠTravel	 ﾠSurvey	 ﾠ
(NTS),	 ﾠwhich	 ﾠforms	 ﾠthe	 ﾠprimary	 ﾠanalytical	 ﾠfocus	 ﾠof	 ﾠthe	 ﾠthree	 ﾠpapers.	 ﾠ	 ﾠ
1.1  Survey	 ﾠerrors	 ﾠ
There	 ﾠare	 ﾠtwo	 ﾠkey	 ﾠcomponents	 ﾠof	 ﾠvalid	 ﾠsurvey	 ﾠinference:	 ﾠfirst,	 ﾠthat	 ﾠa	 ﾠrespondent’s	 ﾠanswer	 ﾠto	 ﾠ
the	 ﾠsurvey	 ﾠquestion	 ﾠis	 ﾠthe	 ﾠtrue	 ﾠrepresentation	 ﾠof	 ﾠthe	 ﾠmeasured	 ﾠphenomenon,	 ﾠsuch	 ﾠas	 ﾠthe	 ﾠ
respondent’s	 ﾠweight	 ﾠor	 ﾠopinion;	 ﾠand,	 ﾠsecond,	 ﾠthat	 ﾠthe	 ﾠsurvey	 ﾠsample	 ﾠis	 ﾠthe	 ﾠcorrect	 ﾠ
representation	 ﾠof	 ﾠthe	 ﾠpopulation.	 ﾠIf	 ﾠboth	 ﾠassumptions	 ﾠhold,	 ﾠit	 ﾠis	 ﾠpossible	 ﾠto	 ﾠmake	 ﾠaccurate	 ﾠ
inferences	 ﾠabout	 ﾠthe	 ﾠpopulation	 ﾠparameter	 ﾠon	 ﾠthe	 ﾠbasis	 ﾠof	 ﾠthe	 ﾠsample	 ﾠdata	 ﾠ(Groves	 ﾠet	 ﾠal.,	 ﾠ
2009).	 ﾠIf	 ﾠeither	 ﾠof	 ﾠthe	 ﾠtwo	 ﾠconditions	 ﾠis	 ﾠnot	 ﾠmet	 ﾠthen	 ﾠthe	 ﾠsurvey	 ﾠestimate	 ﾠis	 ﾠsubject	 ﾠto	 ﾠerror.	 ﾠ
In	 ﾠconceptual	 ﾠterms,	 ﾠsurvey	 ﾠerror	 ﾠcan	 ﾠbe	 ﾠdefined	 ﾠas	 ﾠa	 ﾠdeviation	 ﾠbetween	 ﾠ“what	 ﾠis	 ﾠdesired	 ﾠin	 ﾠ
the	 ﾠsurvey	 ﾠprocess	 ﾠfrom	 ﾠwhat	 ﾠis	 ﾠattained”	 ﾠ(Groves	 ﾠet	 ﾠal.,	 ﾠ2009,	 ﾠp.	 ﾠ40).	 ﾠThe	 ﾠdiscussion	 ﾠon	 ﾠ
survey	 ﾠerrors	 ﾠoriginated	 ﾠin	 ﾠthe	 ﾠ1930s	 ﾠand	 ﾠearly	 ﾠ1940s	 ﾠwith	 ﾠthe	 ﾠinitial	 ﾠemphasis	 ﾠon	 ﾠsampling	 ﾠ
as	 ﾠthe	 ﾠsource	 ﾠof	 ﾠerror	 ﾠ(Bancroft	 ﾠand	 ﾠWelch,	 ﾠ1946;	 ﾠCornfield,	 ﾠ1942;	 ﾠNeyman,	 ﾠ1934).	 ﾠResearch	 ﾠ
on	 ﾠsurvey	 ﾠerrors	 ﾠbegan	 ﾠat	 ﾠthe	 ﾠUnited	 ﾠStates	 ﾠCensus	 ﾠBureau.	 ﾠDeming	 ﾠdistinguished	 ﾠ13	 ﾠ
different	 ﾠfactors	 ﾠaffecting	 ﾠsurvey	 ﾠusefulness	 ﾠ(Deming,	 ﾠ1944).	 ﾠHe	 ﾠargued	 ﾠthat	 ﾠsurvey	 ﾠdesigners	 ﾠ
should	 ﾠaddress	 ﾠthem	 ﾠall	 ﾠsimultaneously	 ﾠand	 ﾠthat	 ﾠpriority	 ﾠshould	 ﾠnot	 ﾠbe	 ﾠgiven	 ﾠto	 ﾠany	 ﾠsingle	 ﾠ
one	 ﾠof	 ﾠthem.	 ﾠAmongst	 ﾠthose	 ﾠ13	 ﾠfactors	 ﾠwere	 ﾠvariability	 ﾠin	 ﾠresponse,	 ﾠbias	 ﾠand	 ﾠvariation	 ﾠarising	 ﾠ
from	 ﾠthe	 ﾠinterviewer,	 ﾠsampling	 ﾠerrors	 ﾠand	 ﾠprocessing	 ﾠerrors.	 ﾠDeming’s	 ﾠarticle	 ﾠcan	 ﾠbe	 ﾠseen	 ﾠas	 ﾠ
an	 ﾠearly	 ﾠantecedent	 ﾠof	 ﾠthe	 ﾠTotal	 ﾠSurvey	 ﾠError	 ﾠ(TSE)	 ﾠframework,	 ﾠwhich	 ﾠhas	 ﾠcome	 ﾠto	 ﾠdominate	 ﾠ
modern	 ﾠapproaches	 ﾠto	 ﾠunderstanding	 ﾠand	 ﾠdealing	 ﾠwith	 ﾠsurvey	 ﾠerrors	 ﾠ(Groves	 ﾠand	 ﾠLyberg,	 ﾠ
2010).	 ﾠ	 ﾠ
Survey	 ﾠstatistics,	 ﾠhistorically	 ﾠat	 ﾠleast,	 ﾠhave	 ﾠtended	 ﾠto	 ﾠtreat	 ﾠsampling	 ﾠvariability	 ﾠas	 ﾠthe	 ﾠmain	 ﾠ
source	 ﾠof	 ﾠsurvey	 ﾠerror.	 ﾠThe	 ﾠnotion	 ﾠof	 ﾠsampling	 ﾠvariance	 ﾠis	 ﾠbased	 ﾠon	 ﾠthe	 ﾠtheoretical	 ﾠ
replicability	 ﾠof	 ﾠsamples,	 ﾠsurvey	 ﾠtrials,	 ﾠinterviews,	 ﾠand	 ﾠso	 ﾠon.	 ﾠA	 ﾠsample	 ﾠstatistic	 ﾠwill	 ﾠvary	 ﾠ
slightly	 ﾠas	 ﾠa	 ﾠresult	 ﾠof	 ﾠthe	 ﾠsame	 ﾠsurvey	 ﾠdesign	 ﾠbeing	 ﾠimplemented	 ﾠon	 ﾠdifferent	 ﾠsamples.	 ﾠThis	 ﾠis	 ﾠ
because	 ﾠeach	 ﾠsample	 ﾠdrawn	 ﾠrandomly	 ﾠfrom	 ﾠa	 ﾠpopulation	 ﾠwill	 ﾠyield	 ﾠa	 ﾠdifferent	 ﾠrealisation	 ﾠof	 ﾠa	 ﾠ
given	 ﾠsampling	 ﾠapproach.	 ﾠThe	 ﾠTSE	 ﾠframework	 ﾠis	 ﾠan	 ﾠextension	 ﾠof	 ﾠthe	 ﾠsampling	 ﾠstatistics	 ﾠ
approach	 ﾠto	 ﾠsurvey	 ﾠerror	 ﾠ(Groves,	 ﾠ2004).	 ﾠIn	 ﾠthe	 ﾠTSE	 ﾠframework,	 ﾠthe	 ﾠmode	 ﾠof	 ﾠdata	 ﾠcollection	 ﾠ	 ﾠ
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is	 ﾠspecified	 ﾠas	 ﾠan	 ﾠadditional	 ﾠpotential	 ﾠsource	 ﾠof	 ﾠvariability	 ﾠof	 ﾠestimates	 ﾠ(Kish,	 ﾠ1965).	 ﾠThat	 ﾠ
means	 ﾠthat	 ﾠthe	 ﾠsample	 ﾠvalue	 ﾠis	 ﾠexpected	 ﾠto	 ﾠvary	 ﾠover	 ﾠrepeated	 ﾠtrials	 ﾠof	 ﾠthe	 ﾠsame	 ﾠsurvey	 ﾠ
design	 ﾠeven	 ﾠon	 ﾠthe	 ﾠsame	 ﾠsample.	 ﾠThe	 ﾠTSE	 ﾠframework	 ﾠis	 ﾠparticularly	 ﾠrelevant	 ﾠto	 ﾠthis	 ﾠthesis	 ﾠas	 ﾠ
it	 ﾠgives	 ﾠspecial	 ﾠattention	 ﾠto	 ﾠthe	 ﾠinterviewer	 ﾠand	 ﾠit	 ﾠrecognises	 ﾠthat	 ﾠthe	 ﾠsame	 ﾠinterviewer	 ﾠmay	 ﾠ
perform	 ﾠdifferently	 ﾠover	 ﾠrepeated	 ﾠapplications	 ﾠof	 ﾠthe	 ﾠsurvey,	 ﾠresulting	 ﾠin	 ﾠthe	 ﾠcorrelated	 ﾠ
response	 ﾠvariance.	 ﾠFrom	 ﾠa	 ﾠTSE	 ﾠperspective,	 ﾠit	 ﾠis	 ﾠproposed	 ﾠthat	 ﾠa	 ﾠrespondent	 ﾠmay	 ﾠalso	 ﾠgive	 ﾠ
different	 ﾠanswers	 ﾠover	 ﾠrepeated	 ﾠimplementations	 ﾠof	 ﾠthe	 ﾠsurvey,	 ﾠthis	 ﾠis	 ﾠreferred	 ﾠto	 ﾠas	 ﾠsimple	 ﾠ
response	 ﾠvariance	 ﾠ(Groves,	 ﾠ2004).	 ﾠThe	 ﾠTSE	 ﾠframework	 ﾠis	 ﾠthe	 ﾠmost	 ﾠcomprehensive	 ﾠone	 ﾠ
existing	 ﾠin	 ﾠthe	 ﾠliterature,	 ﾠwith	 ﾠa	 ﾠcomplex	 ﾠapproach	 ﾠto	 ﾠmany	 ﾠdifferent	 ﾠsurvey	 ﾠerrors	 ﾠ
originating	 ﾠfrom	 ﾠa	 ﾠnumerous	 ﾠsources	 ﾠ(Groves,	 ﾠ2004).	 ﾠThe	 ﾠTSE	 ﾠframework	 ﾠadds	 ﾠa	 ﾠquality	 ﾠ
dimension	 ﾠto	 ﾠthe	 ﾠsurvey	 ﾠprocess	 ﾠby	 ﾠassigning	 ﾠa	 ﾠspecific	 ﾠtype	 ﾠof	 ﾠerror	 ﾠto	 ﾠeach	 ﾠstage	 ﾠthat	 ﾠis	 ﾠ
conducted	 ﾠin	 ﾠorder	 ﾠto	 ﾠobtain	 ﾠthe	 ﾠsurvey	 ﾠstatistic.	 ﾠThe	 ﾠsurvey	 ﾠerror	 ﾠthat	 ﾠis	 ﾠof	 ﾠparticular	 ﾠ
interest	 ﾠin	 ﾠthis	 ﾠthesis	 ﾠis	 ﾠmeasurement	 ﾠerror.	 ﾠ
1.1.1  Measurement	 ﾠerror	 ﾠ
Measurement	 ﾠerror	 ﾠis,	 ﾠin	 ﾠsimple	 ﾠterms,	 ﾠthe	 ﾠdifference	 ﾠbetween	 ﾠthe	 ﾠtrue	 ﾠvalue	 ﾠof	 ﾠa	 ﾠconcept	 ﾠand	 ﾠ
the	 ﾠmeasured	 ﾠvalue	 ﾠof	 ﾠthis	 ﾠconcept.	 ﾠThe	 ﾠconcept	 ﾠmay	 ﾠbe	 ﾠrelatively	 ﾠconcrete	 ﾠ(although	 ﾠthis	 ﾠ
does	 ﾠnot	 ﾠmean	 ﾠit	 ﾠis	 ﾠnot	 ﾠprone	 ﾠto	 ﾠmeasurement	 ﾠerror)	 ﾠsuch	 ﾠas	 ﾠage,	 ﾠnumber	 ﾠof	 ﾠchildren	 ﾠor	 ﾠ
earnings,	 ﾠor	 ﾠit	 ﾠcan	 ﾠbe	 ﾠmore	 ﾠambiguous	 ﾠand	 ﾠdifficult	 ﾠto	 ﾠmeasure	 ﾠsuch	 ﾠas	 ﾠvalues,	 ﾠattitudes	 ﾠor	 ﾠ
opinions.	 ﾠIn	 ﾠcase	 ﾠof	 ﾠthe	 ﾠlatter	 ﾠone	 ﾠmay	 ﾠeven	 ﾠquestion	 ﾠwhether	 ﾠthe	 ﾠ‘true	 ﾠvalue’	 ﾠreally	 ﾠexists	 ﾠor	 ﾠ
not.	 ﾠThe	 ﾠ‘true	 ﾠvalue’	 ﾠfor	 ﾠthese	 ﾠtypes	 ﾠof	 ﾠpsychological	 ﾠstates	 ﾠis	 ﾠinstead	 ﾠspecified	 ﾠas	 ﾠbeing	 ﾠequal	 ﾠ
to	 ﾠthe	 ﾠmean	 ﾠover	 ﾠthe	 ﾠrepeated	 ﾠtrials,	 ﾠassuming	 ﾠthat	 ﾠthe	 ﾠrespondent	 ﾠwill	 ﾠhave	 ﾠno	 ﾠmemory	 ﾠof	 ﾠ
previous	 ﾠsurveys	 ﾠand	 ﾠthese	 ﾠcan	 ﾠbe	 ﾠrepeated	 ﾠinfinitely	 ﾠ(Hansen	 ﾠet	 ﾠal.,	 ﾠ1951;	 ﾠO’Muircheartaigh,	 ﾠ
1997).	 ﾠ
Measurement	 ﾠerror	 ﾠcan	 ﾠresult	 ﾠin	 ﾠboth	 ﾠbias	 ﾠand	 ﾠincreased	 ﾠvariability	 ﾠof	 ﾠestimators.	 ﾠBias	 ﾠoccurs	 ﾠ
when	 ﾠthere	 ﾠare	 ﾠsystematic	 ﾠdepartures	 ﾠfrom	 ﾠthe	 ﾠtrue	 ﾠvalue,	 ﾠfor	 ﾠexample	 ﾠrespondents	 ﾠ
deliberately	 ﾠunderstating	 ﾠtheir	 ﾠweight,	 ﾠage	 ﾠor	 ﾠepisodes	 ﾠof	 ﾠundesirable	 ﾠsocial	 ﾠbehaviour	 ﾠsuch	 ﾠ
as	 ﾠdrug	 ﾠuse	 ﾠ(DeMaio,	 ﾠ1984).	 ﾠBiases	 ﾠcan	 ﾠbe	 ﾠdifficult	 ﾠto	 ﾠdetect	 ﾠwithout	 ﾠ(as	 ﾠis	 ﾠusually	 ﾠthe	 ﾠcase)	 ﾠ
some	 ﾠsort	 ﾠof	 ﾠexternal	 ﾠcriterion	 ﾠor	 ﾠgold	 ﾠstandard,	 ﾠsuch	 ﾠas	 ﾠadministrative	 ﾠor	 ﾠhospital	 ﾠrecords.	 ﾠ
Variability	 ﾠof	 ﾠsurvey	 ﾠestimate,	 ﾠalso	 ﾠknown	 ﾠas	 ﾠ‘response	 ﾠvariance’	 ﾠrelies	 ﾠon	 ﾠthe	 ﾠconcept	 ﾠof	 ﾠ
infinite	 ﾠtheoretical	 ﾠtrials	 ﾠor	 ﾠreplications	 ﾠof	 ﾠthe	 ﾠsurvey	 ﾠprocess.	 ﾠFrom	 ﾠthe	 ﾠrespondents’	 ﾠ
perspective,	 ﾠthat	 ﾠmeans	 ﾠtheir	 ﾠresponses	 ﾠto	 ﾠthe	 ﾠsame	 ﾠquestion	 ﾠwill	 ﾠvary	 ﾠslightly	 ﾠevery	 ﾠtime	 ﾠ
they	 ﾠare	 ﾠasked	 ﾠthe	 ﾠsame	 ﾠquestion,	 ﾠagain	 ﾠassuming	 ﾠthat	 ﾠthey	 ﾠare	 ﾠnot	 ﾠinfluenced	 ﾠby	 ﾠtheir	 ﾠ
previous	 ﾠresponse.	 ﾠThis	 ﾠtype	 ﾠof	 ﾠerror	 ﾠis	 ﾠrandom	 ﾠas	 ﾠthe	 ﾠmean	 ﾠof	 ﾠthe	 ﾠindividual	 ﾠerrors	 ﾠover	 ﾠ
trials	 ﾠis	 ﾠequal	 ﾠto	 ﾠzero	 ﾠ(Groves,	 ﾠ2004).	 ﾠ	 ﾠ	 ﾠ 	 ﾠ 	 ﾠ
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In	 ﾠface-ﾭ‐to-ﾭ‐face	 ﾠinterview	 ﾠsurveys,	 ﾠmeasurement	 ﾠerror	 ﾠcan	 ﾠoriginate	 ﾠfrom	 ﾠthree	 ﾠprimary	 ﾠ
sources:	 ﾠinterviewer,	 ﾠrespondent	 ﾠand	 ﾠsurvey	 ﾠinstrument	 ﾠ(Seymour	 ﾠet	 ﾠal.,	 ﾠ1974).	 ﾠMoreover,	 ﾠ
the	 ﾠsetting	 ﾠof	 ﾠthe	 ﾠinterview	 ﾠcan	 ﾠbe	 ﾠan	 ﾠadditional	 ﾠcomponent	 ﾠof	 ﾠthe	 ﾠmeasurement	 ﾠerror	 ﾠ
(Biemer	 ﾠand	 ﾠLyberg,	 ﾠ2003).	 ﾠInterviewers	 ﾠas	 ﾠthe	 ﾠsource	 ﾠof	 ﾠmeasurement	 ﾠerror	 ﾠare	 ﾠthe	 ﾠmain	 ﾠ
concern	 ﾠof	 ﾠthis	 ﾠthesis,	 ﾠboth	 ﾠin	 ﾠterms	 ﾠof	 ﾠbias	 ﾠand	 ﾠvariability.	 ﾠ
Figure	 ﾠ1.1	 ﾠSurvey	 ﾠlifecycle	 ﾠfrom	 ﾠa	 ﾠquality	 ﾠperspective	 ﾠ(Adapted	 ﾠfrom	 ﾠGroves	 ﾠet	 ﾠal.,	 ﾠ
2009,	 ﾠp.	 ﾠ48)	 ﾠ
	 ﾠ
	 ﾠ
	 ﾠ
As	 ﾠshown	 ﾠin	 ﾠFigure	 ﾠ1.1,	 ﾠa	 ﾠsocial	 ﾠsurvey	 ﾠcan	 ﾠbe	 ﾠthought	 ﾠof	 ﾠas	 ﾠa	 ﾠprocess	 ﾠthat	 ﾠconsists	 ﾠof	 ﾠa	 ﾠ
number	 ﾠof	 ﾠinter-ﾭ‐linked	 ﾠelements	 ﾠor	 ﾠstages:	 ﾠconstruct	 ﾠ(information	 ﾠto	 ﾠbe	 ﾠobtained	 ﾠby	 ﾠa	 ﾠ
survey),	 ﾠmeasurement	 ﾠ(information	 ﾠabout	 ﾠthe	 ﾠconstruct),	 ﾠresponse,	 ﾠedited	 ﾠresponse,	 ﾠtarget	 ﾠ
population,	 ﾠsampling	 ﾠframe,	 ﾠsample,	 ﾠrespondents	 ﾠand	 ﾠpostsurvey	 ﾠadjustment	 ﾠ(Groves	 ﾠet	 ﾠal.,	 ﾠ
2009).	 ﾠThe	 ﾠway	 ﾠthese	 ﾠelements	 ﾠare	 ﾠspecified	 ﾠand	 ﾠcombined,	 ﾠfor	 ﾠexample	 ﾠwhat	 ﾠsort	 ﾠof	 ﾠ
sampling	 ﾠmethod	 ﾠor	 ﾠmode	 ﾠof	 ﾠdata	 ﾠcollection	 ﾠhas	 ﾠbeen	 ﾠused,	 ﾠis	 ﾠreferred	 ﾠto	 ﾠas	 ﾠthe	 ﾠsurvey	 ﾠ
design.	 ﾠThe	 ﾠway	 ﾠthe	 ﾠsurvey	 ﾠis	 ﾠdesigned	 ﾠwill	 ﾠhave	 ﾠan	 ﾠeffect	 ﾠon	 ﾠthe	 ﾠquality	 ﾠof	 ﾠthe	 ﾠfinal	 ﾠsurvey	 ﾠ
statistic.	 ﾠThis	 ﾠis	 ﾠcalled	 ﾠthe	 ﾠsurvey	 ﾠdesign	 ﾠeffect.	 ﾠ	 ﾠ
Survey	 ﾠstatistic
Response
Measurement
Construct
Edited	 ﾠResponse
Respondents
Sample
Sampling	 ﾠFrame
Postsurvey	 ﾠ
Adjustment
Target	 ﾠPopulation
Validity
Measurement	 ﾠ
Error
Processing	 ﾠError
Coverage	 ﾠError
Sampling	 ﾠError
Nonresponse	 ﾠ
Error
Adjustment	 ﾠError
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1.2  Survey	 ﾠdesign	 ﾠeffect	 ﾠ
In	 ﾠmost	 ﾠhigh	 ﾠquality	 ﾠsurveys,	 ﾠprobability	 ﾠsampling	 ﾠis	 ﾠseen	 ﾠas	 ﾠthe	 ﾠgold	 ﾠstandard.	 ﾠThis	 ﾠis	 ﾠ
because	 ﾠprobability	 ﾠsamples,	 ﾠunder	 ﾠcertain	 ﾠassumptions,	 ﾠallow	 ﾠfor	 ﾠstatistical	 ﾠinference	 ﾠfrom	 ﾠa	 ﾠ
sample	 ﾠto	 ﾠthe	 ﾠwhole	 ﾠpopulation,	 ﾠwhereas	 ﾠnon-ﾭ‐random	 ﾠsamples	 ﾠdo	 ﾠnot.	 ﾠThere	 ﾠare	 ﾠfour	 ﾠmain	 ﾠ
criteria	 ﾠfor	 ﾠsample	 ﾠselection:	 ﾠgoal	 ﾠorientation,	 ﾠmeasurability,	 ﾠpracticality	 ﾠand	 ﾠeconomy	 ﾠ
(Kish,1965).	 ﾠAll	 ﾠthese	 ﾠconsidered,	 ﾠsimple	 ﾠrandom	 ﾠsampling	 ﾠ(SRS)	 ﾠ–	 ﾠalthough	 ﾠbeing	 ﾠ‘the	 ﾠbest’	 ﾠ
available	 ﾠin	 ﾠterms	 ﾠof	 ﾠmeasurability	 ﾠand	 ﾠyielding	 ﾠunbiased	 ﾠestimates	 ﾠof	 ﾠpopulation	 ﾠvalues	 ﾠ–	 ﾠis	 ﾠ
generally	 ﾠnot	 ﾠused	 ﾠas	 ﾠthe	 ﾠsole	 ﾠsampling	 ﾠstrategy	 ﾠdue	 ﾠto	 ﾠhigh	 ﾠcost	 ﾠand	 ﾠlow	 ﾠpracticality.	 ﾠAn	 ﾠSRS	 ﾠ
single-ﾭ‐stage	 ﾠsample	 ﾠof	 ﾠthe	 ﾠwhole	 ﾠUK	 ﾠpopulation	 ﾠwould	 ﾠrequire	 ﾠa	 ﾠUK-ﾭ‐wide	 ﾠsampling	 ﾠframe	 ﾠand	 ﾠ
extensive	 ﾠ(and	 ﾠexpensive)	 ﾠtravel	 ﾠbetween	 ﾠaddresses	 ﾠfor	 ﾠinterviewers.	 ﾠOne	 ﾠof	 ﾠthe	 ﾠmain	 ﾠ
features	 ﾠof	 ﾠSRS	 ﾠis	 ﾠthat	 ﾠit	 ﾠis	 ﾠan	 ﾠEqual	 ﾠProbability	 ﾠof	 ﾠSelection	 ﾠMethod	 ﾠ(EPSEM)	 ﾠbecause	 ﾠevery	 ﾠ
population	 ﾠunit	 ﾠhas	 ﾠan	 ﾠequal	 ﾠprobably	 ﾠof	 ﾠselection.	 ﾠRandom	 ﾠsamples	 ﾠthat	 ﾠare	 ﾠnot	 ﾠEPSEM	 ﾠare	 ﾠ
more	 ﾠcommonly	 ﾠused	 ﾠin	 ﾠsocial	 ﾠsurveys	 ﾠdue	 ﾠto	 ﾠtheir	 ﾠlower	 ﾠcost	 ﾠand	 ﾠhigher	 ﾠpracticality.	 ﾠAny	 ﾠ
sampling	 ﾠdesign	 ﾠthat	 ﾠis	 ﾠnot	 ﾠEPSEM	 ﾠis	 ﾠreferred	 ﾠto	 ﾠas	 ﾠa	 ﾠcomplex	 ﾠsample.	 ﾠThe	 ﾠprimary	 ﾠfeatures	 ﾠ
of	 ﾠsurvey	 ﾠsamples	 ﾠwhich	 ﾠdivert	 ﾠfrom	 ﾠEPSEM	 ﾠare	 ﾠstratification,	 ﾠclustering	 ﾠand	 ﾠweighting	 ﾠ
(Heeringa	 ﾠand	 ﾠLiu,	 ﾠ1998).	 ﾠ
Stratification	 ﾠis	 ﾠa	 ﾠsampling	 ﾠstrategy	 ﾠwhereby	 ﾠsampling	 ﾠis	 ﾠundertaken	 ﾠseparately	 ﾠwithin	 ﾠ
different	 ﾠsub-ﾭ‐groups	 ﾠfor	 ﾠwhich	 ﾠthe	 ﾠpopulation	 ﾠdistribution	 ﾠis	 ﾠknown.	 ﾠThis	 ﾠensures	 ﾠthat	 ﾠthe	 ﾠ
population	 ﾠsub-ﾭ‐group	 ﾠis	 ﾠrepresented	 ﾠin	 ﾠthe	 ﾠsample	 ﾠaccording	 ﾠto	 ﾠa	 ﾠpre-ﾭ‐specified	 ﾠratio.	 ﾠWhen	 ﾠ
stratification	 ﾠis	 ﾠproportionate	 ﾠto	 ﾠthe	 ﾠpopulation	 ﾠsub-ﾭ‐group	 ﾠsize,	 ﾠit	 ﾠcan	 ﾠincrease	 ﾠefficiency	 ﾠby	 ﾠ
decreasing	 ﾠstandard	 ﾠerrors,	 ﾠwhile	 ﾠdisproportionate	 ﾠstratification	 ﾠcan	 ﾠensure	 ﾠa	 ﾠsufficiently	 ﾠ
large	 ﾠsample	 ﾠsize	 ﾠfor	 ﾠsmall	 ﾠpopulation	 ﾠsub-ﾭ‐groups	 ﾠ(Heeringa	 ﾠand	 ﾠLiu,	 ﾠ1998).	 ﾠClustering	 ﾠis	 ﾠ
when	 ﾠa	 ﾠsample	 ﾠis	 ﾠdrawn	 ﾠby	 ﾠfirst,	 ﾠdividing	 ﾠthe	 ﾠstudied	 ﾠpopulation	 ﾠinto	 ﾠsub-ﾭ‐units;	 ﾠand	 ﾠthen,	 ﾠ
drawing	 ﾠa	 ﾠrandom	 ﾠsample	 ﾠof	 ﾠthese	 ﾠfirst-ﾭ‐stage	 ﾠunits.	 ﾠThis	 ﾠcan	 ﾠbe	 ﾠdone	 ﾠin	 ﾠmore	 ﾠthan	 ﾠone	 ﾠstage,	 ﾠ
such	 ﾠas	 ﾠdrawing	 ﾠa	 ﾠrandom	 ﾠsample	 ﾠof	 ﾠUK	 ﾠschools	 ﾠand	 ﾠthen	 ﾠa	 ﾠrandom	 ﾠsample	 ﾠof	 ﾠclasses	 ﾠwithin	 ﾠ
each	 ﾠschool.	 ﾠThis	 ﾠis	 ﾠwhy	 ﾠclustered	 ﾠsampling	 ﾠis	 ﾠalso	 ﾠcalled	 ﾠa	 ﾠmulti-ﾭ‐stage	 ﾠsampling.	 ﾠClustering	 ﾠis	 ﾠ
commonly	 ﾠused	 ﾠin	 ﾠhigh	 ﾠquality	 ﾠgovernment	 ﾠand	 ﾠacademic	 ﾠsurveys,	 ﾠsuch	 ﾠas	 ﾠthose	 ﾠmentioned	 ﾠ
in	 ﾠthe	 ﾠintroduction	 ﾠto	 ﾠthis	 ﾠthesis.	 ﾠClustering	 ﾠis	 ﾠused	 ﾠbecause	 ﾠit	 ﾠdoes	 ﾠnot	 ﾠrequire	 ﾠa	 ﾠsampling	 ﾠ
frame	 ﾠfor	 ﾠthe	 ﾠwhole	 ﾠpopulation	 ﾠof	 ﾠindividuals,	 ﾠjust	 ﾠfor	 ﾠthe	 ﾠpopulation	 ﾠof	 ﾠclusters.	 ﾠIt	 ﾠis	 ﾠalso	 ﾠ
cost-ﾭ‐effective	 ﾠbecause	 ﾠinterviewing	 ﾠwithin	 ﾠa	 ﾠgroup	 ﾠof	 ﾠsmall	 ﾠareas	 ﾠdecreases	 ﾠthe	 ﾠcost	 ﾠof	 ﾠtravel	 ﾠ
compared	 ﾠto	 ﾠan	 ﾠun-ﾭ‐clustered	 ﾠsample.	 ﾠWeighting	 ﾠis	 ﾠa	 ﾠpost-ﾭ‐survey	 ﾠadjustment	 ﾠtechnique;	 ﾠit	 ﾠis	 ﾠ
generally	 ﾠused	 ﾠbecause	 ﾠin	 ﾠa	 ﾠhousehold	 ﾠsurvey	 ﾠwhere	 ﾠonly	 ﾠone	 ﾠhousehold	 ﾠmember	 ﾠis	 ﾠ
interviewed,	 ﾠindividuals	 ﾠin	 ﾠlarger	 ﾠhouseholds	 ﾠhave	 ﾠa	 ﾠlower	 ﾠselection	 ﾠprobability	 ﾠand	 ﾠthis	 ﾠis	 ﾠ
corrected	 ﾠvia	 ﾠdesign	 ﾠweights.	 ﾠ	 ﾠ	 ﾠ 	 ﾠ 	 ﾠ
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While	 ﾠthese	 ﾠcomplex	 ﾠsampling	 ﾠdesign	 ﾠfeatures	 ﾠare	 ﾠgenerally	 ﾠmore	 ﾠpractical	 ﾠand	 ﾠcost-ﾭ‐efficient	 ﾠ
compared	 ﾠto	 ﾠa	 ﾠsimple	 ﾠrandom	 ﾠsample	 ﾠof	 ﾠthe	 ﾠgeneral	 ﾠpopulation,	 ﾠthey	 ﾠresult	 ﾠin	 ﾠdifferent	 ﾠ
(usually	 ﾠlarger)	 ﾠstandard	 ﾠerrors	 ﾠof	 ﾠsurvey	 ﾠestimates4.	 ﾠThis	 ﾠdifference	 ﾠin	 ﾠvariances	 ﾠbetween	 ﾠan	 ﾠ
SRS	 ﾠand	 ﾠa	 ﾠcomplex	 ﾠsample	 ﾠis	 ﾠreferred	 ﾠto	 ﾠas	 ﾠthe	 ﾠ‘design	 ﾠeffect’	 ﾠ(Groves	 ﾠet	 ﾠal.,	 ﾠ2009)	 ﾠand	 ﾠcan	 ﾠbe	 ﾠ
expressed	 ﾠas	 ﾠthe	 ﾠratio	 ﾠof	 ﾠcomplex	 ﾠsampling	 ﾠvariance	 ﾠto	 ﾠthe	 ﾠSRS	 ﾠsampling	 ﾠvariance:	 ﾠ
	 ﾠ
𝐷𝐸𝐹𝐹 = ﾠ
  ﾠ  
     ﾠ   	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ(1.1)	 ﾠ
	 ﾠ
where	 ﾠ	 ﾠ𝑦	 ﾠ	 ﾠis	 ﾠa	 ﾠlinear	 ﾠoutcome;	 ﾠ𝑣 ﾠ 𝑦  ﾠis	 ﾠthe	 ﾠvariance	 ﾠof	 ﾠthe	 ﾠsample	 ﾠmean	 ﾠ𝑦 ﾠunder	 ﾠthe	 ﾠcomplex	 ﾠ
survey	 ﾠdesign;	 ﾠand	 ﾠ𝑣    ﾠ 𝑦 	 ﾠis	 ﾠthe	 ﾠvariance	 ﾠof	 ﾠthe	 ﾠsame	 ﾠsample	 ﾠmean	 ﾠ𝑦 ﾠunder	 ﾠsimple	 ﾠrandom	 ﾠ
sampling	 ﾠ(SRS).	 ﾠIf	 ﾠDEFF	 ﾠis	 ﾠdifferent	 ﾠfrom	 ﾠ1	 ﾠ(usually	 ﾠgreater	 ﾠthan	 ﾠ1)	 ﾠthen	 ﾠa	 ﾠdesign	 ﾠeffect	 ﾠis	 ﾠ
present.	 ﾠ
The	 ﾠlargest	 ﾠcontribution	 ﾠto	 ﾠthe	 ﾠsurvey	 ﾠdesign	 ﾠeffect	 ﾠderives	 ﾠfrom	 ﾠthe	 ﾠeffect	 ﾠof	 ﾠclustering	 ﾠ(Kish,	 ﾠ
1962).	 ﾠIn	 ﾠpractice,	 ﾠusing	 ﾠgeographical	 ﾠclusters	 ﾠas	 ﾠan	 ﾠexample,	 ﾠindividuals	 ﾠliving	 ﾠin	 ﾠthe	 ﾠsame	 ﾠ
geographical	 ﾠarea	 ﾠ(cluster)	 ﾠare	 ﾠlikely	 ﾠto	 ﾠbe	 ﾠmore	 ﾠsimilar	 ﾠto	 ﾠeach	 ﾠother	 ﾠthan	 ﾠindividuals	 ﾠin	 ﾠthe	 ﾠ
general	 ﾠpopulation	 ﾠin	 ﾠcertain	 ﾠcharacteristics	 ﾠsuch	 ﾠas	 ﾠproperty	 ﾠsize	 ﾠor	 ﾠincome	 ﾠ(Tobler,	 ﾠ1970).	 ﾠ
This	 ﾠinternal	 ﾠhomogeneity	 ﾠof	 ﾠclusters	 ﾠis	 ﾠwhat	 ﾠcauses	 ﾠthe	 ﾠdesign	 ﾠeffect	 ﾠdue	 ﾠto	 ﾠgeographical	 ﾠ
clustering,	 ﾠbecause	 ﾠit	 ﾠtends	 ﾠto	 ﾠunderestimate	 ﾠthe	 ﾠmagnitude	 ﾠof	 ﾠpopulation	 ﾠvariance	 ﾠon	 ﾠthe	 ﾠ
outcome	 ﾠin	 ﾠquestion,	 ﾠthus	 ﾠdecreasing	 ﾠthe	 ﾠprecision	 ﾠof	 ﾠsurvey	 ﾠestimates	 ﾠcompared	 ﾠto	 ﾠan	 ﾠSRS	 ﾠ
design	 ﾠof	 ﾠthe	 ﾠsame	 ﾠsample	 ﾠsize.	 ﾠTo	 ﾠmeasure	 ﾠthe	 ﾠclustering	 ﾠeffect	 ﾠKish	 ﾠ(1962)	 ﾠintroduced	 ﾠthe	 ﾠ
‘intra-ﾭ‐class	 ﾠcorrelation	 ﾠcoefficient’,	 ﾠreferred	 ﾠto	 ﾠas	 ﾠrho,	 ﾠwhich	 ﾠis	 ﾠa	 ﾠmeasure	 ﾠof	 ﾠthe	 ﾠwithin-ﾭ‐cluster	 ﾠ
variance	 ﾠcomponent	 ﾠof	 ﾠa	 ﾠmeasured	 ﾠcharacteristic.	 ﾠFor	 ﾠa	 ﾠbinary	 ﾠoutcome,	 ﾠ𝑦,	 ﾠrho	 ﾠcan	 ﾠbe	 ﾠ
interpreted	 ﾠas	 ﾠthe	 ﾠprobability	 ﾠthat	 ﾠtwo	 ﾠunits	 ﾠrandomly	 ﾠdrawn	 ﾠfrom	 ﾠthe	 ﾠsame	 ﾠcluster	 ﾠshare	 ﾠthe	 ﾠ
same	 ﾠvalue	 ﾠof	 ﾠ𝑦.	 ﾠThe	 ﾠdesign	 ﾠeffect	 ﾠdue	 ﾠto	 ﾠclustering	 ﾠcan	 ﾠbe	 ﾠexpressed	 ﾠas:	 ﾠ
	 ﾠ
DEFF        = 1 + ﾠρ        m ﾠ– ﾠ1 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ(1.2)	 ﾠ	 ﾠ
	 ﾠ
	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ
4See	 ﾠGroves	 ﾠet	 ﾠal.,	 ﾠ2009	 ﾠp.	 ﾠ106-ﾭ‐109	 ﾠfor	 ﾠa	 ﾠdetailed	 ﾠdescription	 ﾠof	 ﾠthis	 ﾠprocess.	 ﾠ	 ﾠ	 ﾠ
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where	 ﾠrho	 ﾠ(𝜌       )	 ﾠis	 ﾠthe	 ﾠintra-ﾭ‐class	 ﾠcorrelation	 ﾠcoefficient	 ﾠand	 ﾠm	 ﾠis	 ﾠthe	 ﾠaverage	 ﾠnumber	 ﾠof	 ﾠ
lower	 ﾠlevel	 ﾠunits	 ﾠacross	 ﾠthe	 ﾠprimary	 ﾠsampling	 ﾠunits.	 ﾠThis	 ﾠimplies	 ﾠthat	 ﾠthe	 ﾠsize	 ﾠof	 ﾠthe	 ﾠdesign	 ﾠ
effect	 ﾠdue	 ﾠto	 ﾠclustering	 ﾠis	 ﾠa	 ﾠfunction	 ﾠof	 ﾠthe	 ﾠaverage	 ﾠsize	 ﾠof	 ﾠthe	 ﾠcluster	 ﾠ(m)	 ﾠand	 ﾠthe	 ﾠinternal	 ﾠ
homogeneity	 ﾠof	 ﾠthe	 ﾠoutcome	 ﾠwithin	 ﾠclusters.	 ﾠThe	 ﾠdesign	 ﾠeffect	 ﾠwill,	 ﾠthen,	 ﾠbe	 ﾠsmaller	 ﾠif	 ﾠonly	 ﾠa	 ﾠ
small	 ﾠnumber	 ﾠof	 ﾠunits	 ﾠwithin	 ﾠclusters	 ﾠis	 ﾠsurveyed.	 ﾠHence,	 ﾠinterviewing	 ﾠonly	 ﾠa	 ﾠsmall	 ﾠnumber	 ﾠ
of	 ﾠsecond-ﾭ‐stage	 ﾠunits	 ﾠwithin	 ﾠeach	 ﾠcluster	 ﾠis	 ﾠone	 ﾠway	 ﾠof	 ﾠdecreasing	 ﾠthe	 ﾠdesign	 ﾠeffect	 ﾠdue	 ﾠto	 ﾠ
clustering.	 ﾠThis	 ﾠis	 ﾠbecause	 ﾠthe	 ﾠsimilarity	 ﾠbetween	 ﾠunits	 ﾠwithin	 ﾠthe	 ﾠcluster,	 ﾠfor	 ﾠinstance	 ﾠ
respondents,	 ﾠmeans	 ﾠthat	 ﾠat	 ﾠsome	 ﾠpoint	 ﾠeach	 ﾠadditional	 ﾠrespondent	 ﾠdoes	 ﾠnot	 ﾠprovide	 ﾠmuch	 ﾠ
new	 ﾠinformation.	 ﾠMoreover,	 ﾠvalues	 ﾠof	 ﾠDEFF	 ﾠneed	 ﾠto	 ﾠbe	 ﾠcomputed	 ﾠseparately	 ﾠfor	 ﾠeach	 ﾠsurvey	 ﾠ
item	 ﾠbecause	 ﾠrho	 ﾠis	 ﾠvariable-ﾭ‐specific.	 ﾠFor	 ﾠexample,	 ﾠaccess	 ﾠto	 ﾠlocal	 ﾠamenities	 ﾠwill	 ﾠbe	 ﾠsimilar	 ﾠfor	 ﾠ
respondents	 ﾠliving	 ﾠin	 ﾠthe	 ﾠsame	 ﾠarea,	 ﾠwhile	 ﾠother	 ﾠvariables	 ﾠwill	 ﾠbe	 ﾠvery	 ﾠdifferent,	 ﾠfor	 ﾠexample	 ﾠ
political	 ﾠattitudes.	 ﾠValues	 ﾠof	 ﾠrho	 ﾠhave	 ﾠbeen	 ﾠcalculated	 ﾠfor	 ﾠvarious	 ﾠtypes	 ﾠof	 ﾠsurveys	 ﾠand	 ﾠsurvey	 ﾠ
items	 ﾠover	 ﾠthe	 ﾠyears	 ﾠand	 ﾠthey	 ﾠtend	 ﾠto	 ﾠbe	 ﾠrather	 ﾠsmall	 ﾠin	 ﾠmagnitude,	 ﾠvarying	 ﾠbetween	 ﾠ0.01	 ﾠto	 ﾠ
0.12	 ﾠ(Groves,	 ﾠ2004;	 ﾠWest	 ﾠand	 ﾠOlson,	 ﾠ2010).	 ﾠ	 ﾠ
However,	 ﾠbecause	 ﾠDEFF	 ﾠalso	 ﾠdepends	 ﾠon	 ﾠthe	 ﾠsize	 ﾠof	 ﾠthe	 ﾠcluster,	 ﾠeven	 ﾠsmall	 ﾠvalues	 ﾠof	 ﾠrho	 ﾠcan	 ﾠ
increase	 ﾠthe	 ﾠvariance	 ﾠof	 ﾠsurvey	 ﾠestimates	 ﾠsubstantially.	 ﾠ	 ﾠFor	 ﾠexample,	 ﾠif	 ﾠthe	 ﾠmean	 ﾠcluster	 ﾠsize	 ﾠ
is	 ﾠ40	 ﾠ(m	 ﾠ=	 ﾠ40)	 ﾠand	 ﾠthe	 ﾠrho	 ﾠvalue	 ﾠis	 ﾠjust	 ﾠ0.01,	 ﾠthen	 ﾠDEFF	 ﾠ=	 ﾠ1.39,	 ﾠwhich	 ﾠimplies	 ﾠthat	 ﾠthe	 ﾠvariance	 ﾠ
of	 ﾠthe	 ﾠsample	 ﾠmean	 ﾠis	 ﾠ39%	 ﾠgreater	 ﾠthan	 ﾠan	 ﾠSRS	 ﾠdesign	 ﾠof	 ﾠthe	 ﾠsame	 ﾠsize	 ﾠwould	 ﾠyield,	 ﾠas	 ﾠa	 ﾠ
result	 ﾠof	 ﾠthe	 ﾠclustered	 ﾠdesign.	 ﾠAnother	 ﾠmeasure	 ﾠthat	 ﾠcan	 ﾠbe	 ﾠderived	 ﾠfrom	 ﾠDEFF	 ﾠis	 ﾠits	 ﾠsquare	 ﾠ
root,	 ﾠreferred	 ﾠto	 ﾠas	 ﾠthe	 ﾠdesign	 ﾠfactor,	 ﾠor	 ﾠDEFT.	 ﾠDEFT	 ﾠis	 ﾠgenerally	 ﾠmore	 ﾠreadily	 ﾠinterpretable	 ﾠ
because	 ﾠit	 ﾠis	 ﾠin	 ﾠstandard	 ﾠerror	 ﾠrather	 ﾠthan	 ﾠvariance	 ﾠunits	 ﾠ(Sturgis,	 ﾠ2004).	 ﾠAlthough	 ﾠthe	 ﾠdesign	 ﾠ
effect	 ﾠdue	 ﾠto	 ﾠclustering	 ﾠusually	 ﾠrelates	 ﾠto	 ﾠgeographical	 ﾠclusters,	 ﾠit	 ﾠrelates	 ﾠequally	 ﾠto	 ﾠany	 ﾠ
situation	 ﾠin	 ﾠwhich	 ﾠobservations	 ﾠacross	 ﾠlower	 ﾠlevel	 ﾠunits	 ﾠare	 ﾠnot	 ﾠindependent	 ﾠas	 ﾠa	 ﾠresult	 ﾠof	 ﾠ
being	 ﾠmade	 ﾠwithin	 ﾠthe	 ﾠsame	 ﾠhigher-ﾭ‐level	 ﾠunit.	 ﾠA	 ﾠcommon	 ﾠsuch	 ﾠsituation	 ﾠis	 ﾠwhen	 ﾠindividual	 ﾠ
respondents	 ﾠare	 ﾠclustered	 ﾠwith	 ﾠthe	 ﾠsame	 ﾠinterviewer.	 ﾠ	 ﾠ
1.3  Interviewer	 ﾠeffect	 ﾠ
Kish	 ﾠ(1962)	 ﾠobserved	 ﾠthat	 ﾠrespondents	 ﾠinterviewed	 ﾠby	 ﾠthe	 ﾠsame	 ﾠinterviewer	 ﾠgave	 ﾠmore	 ﾠ
similar	 ﾠanswers	 ﾠthan	 ﾠrespondents	 ﾠacross	 ﾠthe	 ﾠsample	 ﾠas	 ﾠa	 ﾠwhole.	 ﾠThis	 ﾠeffect	 ﾠis	 ﾠthought	 ﾠto	 ﾠarise	 ﾠ
primarily	 ﾠbecause	 ﾠinterviewers	 ﾠask	 ﾠall	 ﾠtheir	 ﾠrespondents	 ﾠthe	 ﾠsame	 ﾠquestion	 ﾠin	 ﾠthe	 ﾠsame,	 ﾠ
specific	 ﾠway,	 ﾠbecause	 ﾠthey	 ﾠmake	 ﾠthe	 ﾠsame	 ﾠmistake	 ﾠin	 ﾠreading	 ﾠa	 ﾠparticular	 ﾠquestion,	 ﾠor	 ﾠ
because	 ﾠthey	 ﾠ‘help’	 ﾠrespondents	 ﾠto	 ﾠunderstand	 ﾠunclear	 ﾠor	 ﾠambiguous	 ﾠquestions.	 ﾠ	 ﾠEquation	 ﾠ1.1	 ﾠ
can	 ﾠbe	 ﾠeasily	 ﾠadapted	 ﾠto	 ﾠisolate	 ﾠthe	 ﾠinterviewer-ﾭ‐related	 ﾠDEFF	 ﾠas:	 ﾠ
	 ﾠ	 ﾠ 	 ﾠ 	 ﾠ
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𝐷𝐸𝐹𝐹    = 1 + 𝜌    𝑏 − 1 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ(1.3)	 ﾠ
	 ﾠ
where	 ﾠb	 ﾠdenotes	 ﾠmean	 ﾠinterviewer	 ﾠworkload	 ﾠand	 ﾠ𝜌    ﾠis	 ﾠthe	 ﾠrate	 ﾠof	 ﾠhomogeneity	 ﾠor	 ﾠintra-ﾭ‐
interviewer	 ﾠcorrelation	 ﾠon	 ﾠthe	 ﾠsurvey	 ﾠoutcome.	 ﾠAs	 ﾠwith	 ﾠgeographical	 ﾠclustering,	 ﾠthe	 ﾠ
𝜌    ﾠvalues	 ﾠreported	 ﾠin	 ﾠthe	 ﾠliterature	 ﾠtend	 ﾠto	 ﾠbe	 ﾠsmall	 ﾠbut,	 ﾠbecause	 ﾠ𝐷𝐸𝐹𝐹   	 ﾠalso	 ﾠdepends	 ﾠon	 ﾠ
the	 ﾠsize	 ﾠof	 ﾠworkload,	 ﾠit	 ﾠcan	 ﾠlead	 ﾠto	 ﾠsignificant	 ﾠincreases	 ﾠin	 ﾠthe	 ﾠvariance	 ﾠof	 ﾠestimates	 ﾠif	 ﾠ
interviewers	 ﾠconduct	 ﾠmany	 ﾠinterviews.	 ﾠ	 ﾠ
1.3.1  Separating	 ﾠarea	 ﾠand	 ﾠinterviewer	 ﾠdesign	 ﾠeffects	 ﾠ
Research	 ﾠinto	 ﾠthe	 ﾠinterviewer	 ﾠeffect	 ﾠin	 ﾠcomplex	 ﾠsurvey	 ﾠdesigns	 ﾠneeds	 ﾠto	 ﾠovercome	 ﾠone	 ﾠmajor	 ﾠ
obstacle.	 ﾠAlthough	 ﾠdriven	 ﾠby	 ﾠdifferent	 ﾠmechanisms,	 ﾠboth	 ﾠclustering	 ﾠ(from	 ﾠthis	 ﾠpoint	 ﾠon	 ﾠ
referred	 ﾠto	 ﾠas	 ﾠarea	 ﾠeffect)	 ﾠand	 ﾠinterviewer	 ﾠare	 ﾠresponsible	 ﾠfor	 ﾠthe	 ﾠsame	 ﾠeffect	 ﾠon	 ﾠvariance	 ﾠof	 ﾠ
the	 ﾠsurvey	 ﾠestimates.	 ﾠThis	 ﾠis	 ﾠnot	 ﾠproblematic	 ﾠin	 ﾠitself.	 ﾠHowever,	 ﾠit	 ﾠis	 ﾠstandard	 ﾠin	 ﾠmost	 ﾠsurveys	 ﾠ
for	 ﾠa	 ﾠsingle	 ﾠinterviewer	 ﾠto	 ﾠbe	 ﾠallocated	 ﾠto	 ﾠa	 ﾠparticular	 ﾠarea.	 ﾠWhere	 ﾠthis	 ﾠis	 ﾠthe	 ﾠcase,	 ﾠalthough	 ﾠit	 ﾠ
is	 ﾠpossible	 ﾠto	 ﾠcalculate	 ﾠthe	 ﾠdesign	 ﾠeffect,	 ﾠit	 ﾠis	 ﾠnot	 ﾠpossible	 ﾠto	 ﾠseparately	 ﾠidentify	 ﾠhow	 ﾠmuch	 ﾠof	 ﾠ
the	 ﾠdesign	 ﾠeffect	 ﾠis	 ﾠdue	 ﾠto	 ﾠthe	 ﾠarea	 ﾠand	 ﾠhow	 ﾠmuch	 ﾠdue	 ﾠto	 ﾠthe	 ﾠinterviewer.	 ﾠIn	 ﾠother	 ﾠwords,	 ﾠit	 ﾠis	 ﾠ
not	 ﾠpossible	 ﾠto	 ﾠdifferentiate	 ﾠhow	 ﾠmuch	 ﾠof	 ﾠthe	 ﾠinterviewer-ﾭ‐related	 ﾠvariance	 ﾠis	 ﾠdue	 ﾠto	 ﾠthe	 ﾠ
interviewers	 ﾠthemselves	 ﾠand	 ﾠhow	 ﾠmuch	 ﾠdue	 ﾠto	 ﾠthe	 ﾠspecific	 ﾠcases	 ﾠthey	 ﾠwere	 ﾠassigned;	 ﾠthe	 ﾠtwo	 ﾠ
effects	 ﾠare	 ﾠcompletely	 ﾠconfounded	 ﾠ(Brunton-ﾭ‐Smith	 ﾠet	 ﾠal.,	 ﾠ2012).	 ﾠ
Three	 ﾠmain	 ﾠapproaches	 ﾠto	 ﾠestimating	 ﾠthe	 ﾠinterviewer	 ﾠeffect	 ﾠcan	 ﾠbe	 ﾠdistinguished:	 ﾠthe	 ﾠHansen,	 ﾠ
Hurwitz	 ﾠand	 ﾠBershad	 ﾠ(HBB)	 ﾠmodel,	 ﾠthe	 ﾠANOVA	 ﾠmodel	 ﾠand	 ﾠthe	 ﾠmultilevel	 ﾠapproach.	 ﾠThe	 ﾠHHB	 ﾠ
model	 ﾠ(Hansen	 ﾠet	 ﾠal.,	 ﾠ1961),	 ﾠalso	 ﾠknown	 ﾠas	 ﾠthe	 ﾠUS	 ﾠBureau	 ﾠof	 ﾠthe	 ﾠCensus	 ﾠmodel	 ﾠor	 ﾠ
correlational	 ﾠapproach,	 ﾠdominated	 ﾠthe	 ﾠway	 ﾠthe	 ﾠinterviewer	 ﾠeffect	 ﾠwas	 ﾠestimated	 ﾠin	 ﾠearly	 ﾠ
studies	 ﾠby	 ﾠusing	 ﾠvariance	 ﾠdecomposition	 ﾠtechniques.	 ﾠThey	 ﾠassumed	 ﾠthat	 ﾠinterviewers	 ﾠ
introduce	 ﾠa	 ﾠpositive	 ﾠcorrelation	 ﾠbetween	 ﾠresponses	 ﾠgiven	 ﾠby	 ﾠ‘their’	 ﾠrespondents	 ﾠ–	 ﾠthe	 ﾠ
correlated	 ﾠresponse	 ﾠerror.	 ﾠThe	 ﾠANOVA	 ﾠmodel	 ﾠwas	 ﾠproposed	 ﾠby	 ﾠKish	 ﾠ(1962).	 ﾠHe	 ﾠdefined	 ﾠ
measurement	 ﾠerror	 ﾠas	 ﾠthe	 ﾠcombination	 ﾠof	 ﾠfixed	 ﾠerrors,	 ﾠthose	 ﾠcontrolled	 ﾠby	 ﾠthe	 ﾠ‘essential	 ﾠ
survey	 ﾠconditions’,	 ﾠand	 ﾠvariable	 ﾠerrors.	 ﾠHe	 ﾠfurther	 ﾠcategorised	 ﾠthese	 ﾠerrors	 ﾠinto	 ﾠtotally	 ﾠ
random	 ﾠerrors,	 ﾠhence	 ﾠnot	 ﾠmeasurable	 ﾠwithout	 ﾠreplication,	 ﾠand	 ﾠcorrelated	 ﾠeffects	 ﾠthat	 ﾠare	 ﾠ
essentially	 ﾠinterviewers’	 ﾠbias	 ﾠimposed	 ﾠon	 ﾠtheir	 ﾠrespondents	 ﾠ(Kish,	 ﾠ1962).	 ﾠKish	 ﾠsees	 ﾠthe	 ﾠ
interviewer	 ﾠvariance	 ﾠas	 ﾠa	 ﾠcomponent	 ﾠof	 ﾠthe	 ﾠtotal	 ﾠvariance	 ﾠper	 ﾠrespondent.	 ﾠThese	 ﾠtwo	 ﾠearly	 ﾠ
approaches	 ﾠto	 ﾠseparating	 ﾠthe	 ﾠarea	 ﾠand	 ﾠinterviewer	 ﾠeffects	 ﾠused	 ﾠan	 ﾠinterpenetrated	 ﾠdesign,	 ﾠin	 ﾠ
which	 ﾠrespondents	 ﾠare	 ﾠrandomly	 ﾠassigned	 ﾠto	 ﾠinterviewers	 ﾠ(Mahalanobis,	 ﾠ1946).	 ﾠThe	 ﾠ	 ﾠ
	 ﾠ 10	 ﾠ
interpenetrated	 ﾠdesign	 ﾠis	 ﾠexpensive	 ﾠand	 ﾠdifficult	 ﾠto	 ﾠimplement	 ﾠand	 ﾠfor	 ﾠthose	 ﾠreasons	 ﾠit	 ﾠis	 ﾠ
rarely	 ﾠused	 ﾠin	 ﾠpractice.	 ﾠMoreover,	 ﾠany	 ﾠconclusions	 ﾠdrawn	 ﾠfrom	 ﾠresearch	 ﾠusing	 ﾠthe	 ﾠ
interpenetrated	 ﾠdesign	 ﾠare	 ﾠof	 ﾠlimited	 ﾠgenerality	 ﾠbecause	 ﾠresearch	 ﾠinstitutes	 ﾠdo	 ﾠnot	 ﾠcommonly	 ﾠ
use	 ﾠit	 ﾠin	 ﾠeveryday	 ﾠsurvey	 ﾠpractice.	 ﾠ	 ﾠ
More	 ﾠrecently,	 ﾠit	 ﾠhas	 ﾠbecome	 ﾠpopular	 ﾠto	 ﾠemploy	 ﾠmultilevel	 ﾠmodels	 ﾠand	 ﾠBayesian	 ﾠestimation	 ﾠ
techniques	 ﾠto	 ﾠderive	 ﾠthe	 ﾠinterviewer	 ﾠand	 ﾠthe	 ﾠarea	 ﾠvariance	 ﾠcomponents	 ﾠsimultaneously	 ﾠ
(Davis	 ﾠand	 ﾠScott,	 ﾠ1995;	 ﾠHox,	 ﾠ1994;	 ﾠPickery	 ﾠet	 ﾠal.,	 ﾠ2001;	 ﾠSchnell	 ﾠand	 ﾠKreuter,	 ﾠ2005).	 ﾠThis	 ﾠ
approach	 ﾠtakes	 ﾠadvantage	 ﾠof	 ﾠsampling	 ﾠdesigns	 ﾠin	 ﾠwhich	 ﾠthere	 ﾠis	 ﾠa	 ﾠ‘natural’	 ﾠoverlap	 ﾠbetween	 ﾠ
interviewers	 ﾠand	 ﾠareas	 ﾠ(O’Muircheartaigh	 ﾠand	 ﾠCampanelli,	 ﾠ1998).	 ﾠThis	 ﾠcrossing	 ﾠis	 ﾠthen	 ﾠa	 ﾠkey	 ﾠ
to	 ﾠseparate	 ﾠinterviewer	 ﾠand	 ﾠarea	 ﾠeffects.	 ﾠHowever,	 ﾠas	 ﾠit	 ﾠis	 ﾠnot	 ﾠdone	 ﾠat	 ﾠrandom,	 ﾠthis	 ﾠapproach	 ﾠ
relies	 ﾠon	 ﾠstatistical	 ﾠcontrol	 ﾠto	 ﾠbe	 ﾠconfident	 ﾠthat	 ﾠvariance	 ﾠcomponents	 ﾠare	 ﾠpartitioned	 ﾠ
accurately	 ﾠ(Hox,	 ﾠ1994).	 ﾠThe	 ﾠkey	 ﾠadvantage	 ﾠof	 ﾠthese	 ﾠmodels	 ﾠis	 ﾠthat	 ﾠexplanatory	 ﾠvariables	 ﾠ
associated	 ﾠwith	 ﾠthe	 ﾠarea,	 ﾠrespondent	 ﾠand	 ﾠinterviewer	 ﾠcan	 ﾠbe	 ﾠadded	 ﾠat	 ﾠthe	 ﾠsame	 ﾠtime	 ﾠinto	 ﾠthe	 ﾠ
model.	 ﾠ	 ﾠA	 ﾠstatistical	 ﾠestimator	 ﾠof	 ﾠinterviewer	 ﾠeffect	 ﾠin	 ﾠthe	 ﾠmultilevel	 ﾠapproach	 ﾠis	 ﾠpresented	 ﾠin	 ﾠ
Chapter	 ﾠTwo	 ﾠ(Paper	 ﾠOne).	 ﾠ	 ﾠ	 ﾠ
There	 ﾠis	 ﾠa	 ﾠlarge	 ﾠbody	 ﾠof	 ﾠresearch	 ﾠconcerned	 ﾠwith	 ﾠthe	 ﾠinterviewer	 ﾠeffect	 ﾠas	 ﾠthe	 ﾠinterviewer-ﾭ‐
related	 ﾠproportion	 ﾠof	 ﾠthe	 ﾠtotal	 ﾠvariance	 ﾠof	 ﾠsurvey	 ﾠestimates.	 ﾠThis	 ﾠinterviewer-ﾭ‐related	 ﾠ
variance	 ﾠis	 ﾠfirst	 ﾠestimated	 ﾠand	 ﾠthen	 ﾠusually	 ﾠused	 ﾠto	 ﾠassess	 ﾠwhat	 ﾠtypes	 ﾠof	 ﾠsurvey	 ﾠquestions	 ﾠare	 ﾠ
more	 ﾠprone	 ﾠto	 ﾠthe	 ﾠinterviewer	 ﾠeffect,	 ﾠi.e.	 ﾠthey	 ﾠexhibit	 ﾠa	 ﾠlarger	 ﾠinterviewer-ﾭ‐related	 ﾠvariance	 ﾠ
component.	 ﾠDependent	 ﾠvariables	 ﾠused	 ﾠin	 ﾠthese	 ﾠstudies	 ﾠare	 ﾠthe	 ﾠactual	 ﾠsurvey	 ﾠitems.	 ﾠAnother	 ﾠ
body	 ﾠof	 ﾠresearch	 ﾠis	 ﾠmostly	 ﾠconcerned	 ﾠwith	 ﾠvarious	 ﾠindicators	 ﾠof	 ﾠsurvey	 ﾠdata	 ﾠquality.	 ﾠIn	 ﾠthese	 ﾠ
studies,	 ﾠthe	 ﾠdependent	 ﾠvariables	 ﾠare	 ﾠindicators	 ﾠsuch	 ﾠus	 ﾠinterview	 ﾠspeed,	 ﾠitem	 ﾠnonresponse	 ﾠor	 ﾠ
non-ﾭ‐differentiation	 ﾠon	 ﾠsurvey	 ﾠitems.	 ﾠThis	 ﾠresearch	 ﾠis	 ﾠconcerned	 ﾠwith	 ﾠmany	 ﾠfactors	 ﾠthat	 ﾠcan	 ﾠ
potentially	 ﾠaffect	 ﾠthose	 ﾠquality	 ﾠindicators,	 ﾠsuch	 ﾠas	 ﾠrespondent,	 ﾠquestion	 ﾠtype,	 ﾠinterviewer	 ﾠ
assignment	 ﾠand	 ﾠfinally	 ﾠinterviewers	 ﾠthemselves	 ﾠand	 ﾠtheir	 ﾠvarious	 ﾠcharacteristics.	 ﾠBoth	 ﾠtypes	 ﾠ
of	 ﾠstudies	 ﾠare	 ﾠdescribed	 ﾠbelow.	 ﾠ	 ﾠ
1.3.2  Interviewer-ﾭ‐related	 ﾠvariance	 ﾠ
One	 ﾠexample	 ﾠof	 ﾠresearch	 ﾠin	 ﾠwhich	 ﾠthe	 ﾠinterviewer	 ﾠeffect	 ﾠis	 ﾠoperationalised	 ﾠas	 ﾠthe	 ﾠ
interviewer-ﾭ‐related	 ﾠvariance	 ﾠcomponent	 ﾠis	 ﾠthe	 ﾠstudy	 ﾠby	 ﾠDavis	 ﾠand	 ﾠScott	 ﾠ(1995).	 ﾠThey	 ﾠdivided	 ﾠ
survey	 ﾠquestions	 ﾠinto	 ﾠfour	 ﾠcategories:	 ﾠsociodemographic,	 ﾠattitudinal,	 ﾠreports	 ﾠof	 ﾠrecent	 ﾠ
behaviour,	 ﾠand	 ﾠrecall	 ﾠof	 ﾠdistant	 ﾠbehaviour.	 ﾠFirst	 ﾠthey	 ﾠpartitioned	 ﾠinterviewer	 ﾠand	 ﾠarea	 ﾠeffects.	 ﾠ
It	 ﾠturned	 ﾠout	 ﾠthat	 ﾠthe	 ﾠarea	 ﾠeffect	 ﾠwas	 ﾠlarger	 ﾠthan	 ﾠthe	 ﾠinterviewer	 ﾠeffect	 ﾠbut,	 ﾠat	 ﾠthe	 ﾠsame	 ﾠtime,	 ﾠ
the	 ﾠproportion	 ﾠof	 ﾠthe	 ﾠoverall	 ﾠdesign	 ﾠeffect	 ﾠthat	 ﾠwas	 ﾠdue	 ﾠto	 ﾠthe	 ﾠinterviewer	 ﾠwas	 ﾠlargest	 ﾠfor	 ﾠ
attitudinal	 ﾠquestions	 ﾠand	 ﾠsmallest	 ﾠfor	 ﾠsociodemographic	 ﾠvariables.	 ﾠSecond	 ﾠthey	 ﾠcompared	 ﾠthe	 ﾠ	 ﾠ 	 ﾠ 	 ﾠ
 
	 ﾠ 11	 ﾠ
effects	 ﾠbetween	 ﾠtwo	 ﾠdomains:	 ﾠgender	 ﾠ(male/female)	 ﾠand	 ﾠethnicity	 ﾠ(European/Non	 ﾠ
European)	 ﾠof	 ﾠinterviewer.	 ﾠ	 ﾠTheir	 ﾠresults	 ﾠsuggested	 ﾠthat	 ﾠthe	 ﾠinterviewer	 ﾠeffect	 ﾠchanged	 ﾠ
slightly	 ﾠfor	 ﾠdifferent	 ﾠdomains	 ﾠand	 ﾠon	 ﾠselected	 ﾠitems.	 ﾠMoreover	 ﾠit	 ﾠwas	 ﾠlarger	 ﾠfor	 ﾠethnicity	 ﾠthan	 ﾠ
for	 ﾠgender	 ﾠ(Davis	 ﾠand	 ﾠScott,	 ﾠ1995).	 ﾠ	 ﾠ
O’Muircheartaigh	 ﾠand	 ﾠCampanelli	 ﾠ(1998)	 ﾠused	 ﾠa	 ﾠcombination	 ﾠof	 ﾠinterpenetrated	 ﾠdesign	 ﾠ
(experimental	 ﾠcontrol)	 ﾠand	 ﾠcross-ﾭ‐classified	 ﾠmodel	 ﾠ(statistical	 ﾠcontrol)	 ﾠto	 ﾠseparate	 ﾠthe	 ﾠ
interviewer	 ﾠand	 ﾠarea	 ﾠeffects	 ﾠon	 ﾠsurvey	 ﾠestimates	 ﾠusing	 ﾠthe	 ﾠBritish	 ﾠHousehold	 ﾠPanel	 ﾠSurvey	 ﾠ
(BHPS).	 ﾠIn	 ﾠtheir	 ﾠinterpenetrated	 ﾠdesign	 ﾠthey	 ﾠassigned	 ﾠinterviewers	 ﾠto	 ﾠareas	 ﾠat	 ﾠrandom	 ﾠwithin	 ﾠ
geographical	 ﾠpools.	 ﾠEach	 ﾠgeographical	 ﾠpool	 ﾠconsisted	 ﾠof	 ﾠtwo	 ﾠto	 ﾠthree	 ﾠneighbouring	 ﾠprimary	 ﾠ
sampling	 ﾠunits	 ﾠ(PSUs)	 ﾠand	 ﾠthere	 ﾠwere	 ﾠtwo	 ﾠto	 ﾠthree	 ﾠinterviewers	 ﾠassigned	 ﾠto	 ﾠwork	 ﾠin	 ﾠeach	 ﾠ
pool.	 ﾠThat	 ﾠmeans	 ﾠthe	 ﾠPSUs	 ﾠand	 ﾠinterviewers	 ﾠwere	 ﾠcross-ﾭ‐classified	 ﾠwithin	 ﾠlarger	 ﾠgeographical	 ﾠ
pools.	 ﾠ
They	 ﾠexamined	 ﾠthe	 ﾠfollowing	 ﾠcharacteristics	 ﾠof	 ﾠinterviewers:	 ﾠage,	 ﾠgender,	 ﾠlength	 ﾠof	 ﾠservice	 ﾠ
and	 ﾠwhether	 ﾠthe	 ﾠsame	 ﾠinterviewer	 ﾠconducted	 ﾠboth	 ﾠinterviews,	 ﾠin	 ﾠboth	 ﾠwaves	 ﾠof	 ﾠthe	 ﾠpanel.	 ﾠ
Similarly	 ﾠto	 ﾠDavis	 ﾠand	 ﾠScott	 ﾠ(1995)	 ﾠthey	 ﾠdivided	 ﾠsurvey	 ﾠitems	 ﾠinto	 ﾠcategories:	 ﾠinterviewer	 ﾠ
check	 ﾠitem,	 ﾠfactual	 ﾠitems,	 ﾠand	 ﾠattitudes.	 ﾠThey	 ﾠfound	 ﾠthat	 ﾠonly	 ﾠinterviewer	 ﾠgender	 ﾠwas	 ﾠa	 ﾠ
statistically	 ﾠsignificant	 ﾠexplanatory	 ﾠfactor	 ﾠof	 ﾠthe	 ﾠinterviewer	 ﾠeffect	 ﾠon	 ﾠinterviewer	 ﾠcheck	 ﾠitems	 ﾠ
–	 ﾠwhich	 ﾠin	 ﾠthat	 ﾠcase	 ﾠwas	 ﾠpresence	 ﾠof	 ﾠchildren	 ﾠduring	 ﾠthe	 ﾠinterview.	 ﾠFor	 ﾠthe	 ﾠfactual	 ﾠitem,	 ﾠ
readership	 ﾠof	 ﾠThe	 ﾠIndependent	 ﾠnewspaper,	 ﾠtwo	 ﾠinterviewer	 ﾠcharacteristics	 ﾠwere	 ﾠstatistically	 ﾠ
significant:	 ﾠcontinuity	 ﾠ(over	 ﾠtwo	 ﾠwaves)	 ﾠand	 ﾠstatus	 ﾠ(regular	 ﾠinterviewer,	 ﾠsupervisor	 ﾠor	 ﾠarea	 ﾠ
manager).	 ﾠFinally,	 ﾠfor	 ﾠthe	 ﾠattitudinal	 ﾠvariable	 ﾠ–	 ﾠlikelihood	 ﾠof	 ﾠhaving	 ﾠmore	 ﾠchildren	 ﾠ–	 ﾠ
interviewer	 ﾠexperience	 ﾠwas	 ﾠa	 ﾠsignificant	 ﾠfactor	 ﾠaffecting	 ﾠthe	 ﾠinterviewer	 ﾠeffect.	 ﾠ	 ﾠ
Across	 ﾠall	 ﾠitems	 ﾠexamined,	 ﾠO’Muircheartaigh	 ﾠand	 ﾠCampanelli	 ﾠfound	 ﾠthat	 ﾠthe	 ﾠinterviewer’s	 ﾠage	 ﾠ
was	 ﾠthe	 ﾠmost	 ﾠfrequent	 ﾠstatistically	 ﾠsignificant	 ﾠpredictor	 ﾠof	 ﾠthe	 ﾠinterviewer	 ﾠeffect.	 ﾠIt	 ﾠis	 ﾠalso	 ﾠ
worth	 ﾠnoting	 ﾠthat	 ﾠtheir	 ﾠhierarchical	 ﾠanalysis	 ﾠof	 ﾠvariance	 ﾠ(as	 ﾠin	 ﾠDavis	 ﾠand	 ﾠScott,	 ﾠ1995)	 ﾠshowed	 ﾠ
that	 ﾠthe	 ﾠinterviewer	 ﾠeffect	 ﾠwas	 ﾠlarger	 ﾠ(for	 ﾠall	 ﾠtypes	 ﾠof	 ﾠvariables)	 ﾠthan	 ﾠthe	 ﾠarea	 ﾠeffect:	 ﾠan	 ﾠ
opposite	 ﾠconclusion	 ﾠto	 ﾠthat	 ﾠof	 ﾠDavis	 ﾠand	 ﾠScott.	 ﾠThis	 ﾠmay	 ﾠbe	 ﾠbecause	 ﾠthey	 ﾠwere	 ﾠusing	 ﾠa	 ﾠgeneral	 ﾠ
household	 ﾠsurvey	 ﾠand	 ﾠinterviewers	 ﾠwhile	 ﾠDavis	 ﾠand	 ﾠScott	 ﾠanalysed	 ﾠmedical	 ﾠsurvey	 ﾠdata	 ﾠthat	 ﾠ
used	 ﾠa	 ﾠsmall	 ﾠgroup	 ﾠof	 ﾠhighly	 ﾠtrained	 ﾠinterviewers.	 ﾠExtensive	 ﾠtraining	 ﾠof	 ﾠinterviewers	 ﾠtends	 ﾠto	 ﾠ
decrease	 ﾠinterviewer-ﾭ‐related	 ﾠvariance	 ﾠ(Fowler	 ﾠand	 ﾠMangione,	 ﾠ1990).	 ﾠ	 ﾠ
Schnell	 ﾠand	 ﾠKreuter	 ﾠ(2005)	 ﾠalso	 ﾠused	 ﾠan	 ﾠexperimental,	 ﾠinterpenetrated	 ﾠdesign	 ﾠby	 ﾠassigning	 ﾠ
three	 ﾠinterviewers	 ﾠto	 ﾠwork	 ﾠwithin	 ﾠeach	 ﾠPSU	 ﾠindependently	 ﾠof	 ﾠone	 ﾠanother.	 ﾠThey	 ﾠutilised	 ﾠa	 ﾠ
nested	 ﾠhierarchical	 ﾠmodel	 ﾠwith	 ﾠthree	 ﾠlevels:	 ﾠrespondent,	 ﾠinterviewer	 ﾠand	 ﾠPSU.	 ﾠIn	 ﾠthis	 ﾠmodel	 ﾠ	 ﾠ
	 ﾠ 12	 ﾠ
the	 ﾠinterviewer	 ﾠand	 ﾠarea	 ﾠeffects	 ﾠwere	 ﾠboth	 ﾠtreated	 ﾠas	 ﾠrandom.	 ﾠSchnell	 ﾠand	 ﾠKreuter’s	 ﾠwork	 ﾠ
focused	 ﾠparticularly	 ﾠon	 ﾠdifferent	 ﾠtypes	 ﾠof	 ﾠitems	 ﾠin	 ﾠthe	 ﾠquestionnaire	 ﾠand	 ﾠthe	 ﾠmagnitude	 ﾠof	 ﾠthe	 ﾠ
interviewer	 ﾠeffect	 ﾠon	 ﾠthem,	 ﾠrather	 ﾠthan	 ﾠtrying	 ﾠto	 ﾠexplain	 ﾠthe	 ﾠinterviewer	 ﾠeffect	 ﾠper	 ﾠse	 ﾠthrough	 ﾠ
certain	 ﾠinterviewer	 ﾠcharacteristics.	 ﾠThey	 ﾠargue	 ﾠthat	 ﾠthe	 ﾠone-ﾭ‐dimensional	 ﾠclassification	 ﾠof	 ﾠ
survey	 ﾠitems	 ﾠis	 ﾠnot	 ﾠsufficient	 ﾠwhen	 ﾠlooking	 ﾠat	 ﾠdifferent	 ﾠtypes	 ﾠof	 ﾠquestions;	 ﾠbut	 ﾠrather,	 ﾠa	 ﾠ
combination	 ﾠof	 ﾠdifferent	 ﾠfactors	 ﾠrelating	 ﾠto	 ﾠthe	 ﾠquestion	 ﾠshould	 ﾠbe	 ﾠtaken	 ﾠinto	 ﾠaccount.	 ﾠThese	 ﾠ
factors	 ﾠare:	 ﾠdifficulty	 ﾠof	 ﾠthe	 ﾠquestion,	 ﾠsensitivity	 ﾠof	 ﾠthe	 ﾠquestion,	 ﾠwhether	 ﾠthe	 ﾠquestion	 ﾠis	 ﾠ
factual	 ﾠor	 ﾠnot,	 ﾠformat	 ﾠof	 ﾠthe	 ﾠquestion	 ﾠ(open/closed).	 ﾠThey	 ﾠdiscovered	 ﾠthat	 ﾠquestions	 ﾠwith	 ﾠ
more	 ﾠ‘risk’	 ﾠfactors,	 ﾠsuch	 ﾠas	 ﾠa	 ﾠdifficult	 ﾠquestion	 ﾠthat	 ﾠis	 ﾠalso	 ﾠan	 ﾠopen	 ﾠquestion,	 ﾠare	 ﾠin	 ﾠgeneral	 ﾠ
more	 ﾠprone	 ﾠto	 ﾠthe	 ﾠdesign	 ﾠeffect.	 ﾠInterestingly,	 ﾠdepending	 ﾠon	 ﾠthe	 ﾠtype	 ﾠof	 ﾠ‘risk’	 ﾠfactor,	 ﾠeither	 ﾠthe	 ﾠ
interviewer	 ﾠor	 ﾠthe	 ﾠarea	 ﾠeffects	 ﾠform	 ﾠthe	 ﾠlarger	 ﾠcomponent	 ﾠof	 ﾠthe	 ﾠoverall	 ﾠdesign	 ﾠeffect	 ﾠ(Schnell	 ﾠ
and	 ﾠKreuter,	 ﾠ2005).	 ﾠ
Their	 ﾠresults	 ﾠshowed	 ﾠthat	 ﾠsome	 ﾠitems	 ﾠare	 ﾠalmost	 ﾠentirely	 ﾠaffected	 ﾠby	 ﾠthe	 ﾠarea	 ﾠ(e.g.	 ﾠhome	 ﾠ
ownership	 ﾠindicator)	 ﾠwhile	 ﾠsome	 ﾠare	 ﾠalmost	 ﾠentirely	 ﾠaffected	 ﾠby	 ﾠthe	 ﾠinterviewer	 ﾠ(e.g.	 ﾠ
incivility	 ﾠitems).	 ﾠThey	 ﾠconcluded	 ﾠthat	 ﾠsensitive	 ﾠquestions,	 ﾠnonfactual	 ﾠquestions	 ﾠand	 ﾠopen	 ﾠ
questions	 ﾠare	 ﾠmore	 ﾠprone	 ﾠto	 ﾠthe	 ﾠinterviewer	 ﾠeffect	 ﾠthan	 ﾠdifficult	 ﾠquestions.	 ﾠSchnell	 ﾠand	 ﾠ
Kreuter	 ﾠ(2005)	 ﾠlacked	 ﾠinformation	 ﾠon	 ﾠinterviewers	 ﾠbut	 ﾠthey	 ﾠincluded	 ﾠsome	 ﾠarea	 ﾠ
characteristics	 ﾠin	 ﾠtheir	 ﾠmodel.	 ﾠThe	 ﾠavailable	 ﾠarea	 ﾠcharacteristics:	 ﾠsigns	 ﾠof	 ﾠloitering,	 ﾠvisible	 ﾠ
graffiti,	 ﾠpresence	 ﾠof	 ﾠabandoned	 ﾠor	 ﾠempty	 ﾠhouses,	 ﾠmotion	 ﾠdetector	 ﾠinstalled	 ﾠat	 ﾠhome	 ﾠall	 ﾠ
proved	 ﾠto	 ﾠbe	 ﾠsignificant	 ﾠpredictors	 ﾠof	 ﾠthe	 ﾠoverall	 ﾠdesign	 ﾠeffect.	 ﾠThat	 ﾠmeans	 ﾠthat	 ﾠcertain	 ﾠarea	 ﾠ
characteristics	 ﾠsuccessfully	 ﾠexplained	 ﾠsome	 ﾠof	 ﾠthe	 ﾠvariability	 ﾠof	 ﾠsurvey	 ﾠestimates	 ﾠcaused	 ﾠby	 ﾠ
the	 ﾠdesign	 ﾠeffect.	 ﾠ
A	 ﾠsimilar	 ﾠapproach	 ﾠwas	 ﾠadopted	 ﾠby	 ﾠBrunton-ﾭ‐Smith	 ﾠet	 ﾠal.	 ﾠ(2012).	 ﾠThey	 ﾠused	 ﾠthe	 ﾠrolling	 ﾠdesign5	 ﾠ
of	 ﾠthe	 ﾠBritish	 ﾠCrime	 ﾠSurvey	 ﾠto	 ﾠobtain	 ﾠa	 ﾠ‘natural’	 ﾠcross-ﾭ‐classification	 ﾠof	 ﾠareas	 ﾠand	 ﾠinterviewers.	 ﾠ
They	 ﾠincluded	 ﾠa	 ﾠrange	 ﾠof	 ﾠarea	 ﾠand	 ﾠinterviewer	 ﾠcharacteristics	 ﾠand	 ﾠused	 ﾠa	 ﾠcross-ﾭ‐classified	 ﾠ
multilevel	 ﾠmodel	 ﾠto	 ﾠseparate	 ﾠthe	 ﾠinterviewer	 ﾠand	 ﾠarea	 ﾠeffects.	 ﾠThe	 ﾠmain	 ﾠadvantage	 ﾠof	 ﾠtheir	 ﾠ
approach	 ﾠis	 ﾠthat	 ﾠthere	 ﾠis	 ﾠno	 ﾠneed	 ﾠfor	 ﾠa	 ﾠcostly	 ﾠinterpenetrated	 ﾠsample	 ﾠas	 ﾠlong	 ﾠas	 ﾠthe	 ﾠsurvey	 ﾠhas	 ﾠ
a	 ﾠrolling	 ﾠdesign	 ﾠand	 ﾠinterviewers	 ﾠcan	 ﾠbe	 ﾠ‘followed’	 ﾠacross	 ﾠthe	 ﾠcases.	 ﾠAt	 ﾠthe	 ﾠsame	 ﾠtime,	 ﾠthis	 ﾠis	 ﾠ
also	 ﾠthe	 ﾠmain	 ﾠdisadvantage	 ﾠof	 ﾠthis	 ﾠapproach,	 ﾠas	 ﾠit	 ﾠis	 ﾠstill	 ﾠpossible	 ﾠthat	 ﾠcertain	 ﾠinterviewers	 ﾠ
were	 ﾠassigned	 ﾠtruly	 ﾠdifferent	 ﾠcases	 ﾠ(as	 ﾠthe	 ﾠallocation	 ﾠof	 ﾠrespondents	 ﾠto	 ﾠinterviewers	 ﾠis	 ﾠnot	 ﾠ
random).	 ﾠHowever,	 ﾠthe	 ﾠpattern	 ﾠof	 ﾠresults	 ﾠobtained	 ﾠwas	 ﾠin	 ﾠline	 ﾠwith	 ﾠthose	 ﾠachieved	 ﾠwith	 ﾠthe	 ﾠ
interpenetrated	 ﾠdesign,	 ﾠwhich	 ﾠsuggests	 ﾠthat	 ﾠthe	 ﾠstatistical	 ﾠcontrol	 ﾠstrategy	 ﾠwas	 ﾠeffective.	 ﾠ
They	 ﾠfound	 ﾠthat	 ﾠfactual	 ﾠquestions	 ﾠwith	 ﾠlittle	 ﾠinterviewer	 ﾠinput	 ﾠ(i.e.	 ﾠno	 ﾠprobing,	 ﾠno	 ﾠshowcards)	 ﾠ
	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ
5Continuous	 ﾠsurvey	 ﾠwith	 ﾠmonthly	 ﾠinterview	 ﾠquotas.	 ﾠ	 ﾠ 	 ﾠ 	 ﾠ
 
	 ﾠ 13	 ﾠ
tended	 ﾠto	 ﾠbe	 ﾠthe	 ﾠleast	 ﾠaffected	 ﾠby	 ﾠthe	 ﾠinterviewer.	 ﾠThe	 ﾠinterviewer	 ﾠeffect	 ﾠincreased	 ﾠif	 ﾠ
showcards	 ﾠor	 ﾠprobing	 ﾠwere	 ﾠemployed.	 ﾠBehavioural	 ﾠand	 ﾠattitudinal	 ﾠitems	 ﾠwere	 ﾠmuch	 ﾠmore	 ﾠ
prone	 ﾠto	 ﾠinterviewer	 ﾠeffects	 ﾠand	 ﾠthis	 ﾠincreased	 ﾠeven	 ﾠmore	 ﾠwith	 ﾠshowcards	 ﾠand	 ﾠprobing	 ﾠ
(Brunton-ﾭ‐Smith	 ﾠet	 ﾠal.,	 ﾠ2012).	 ﾠ
1.3.3  Interviewer	 ﾠeffect	 ﾠon	 ﾠdata	 ﾠquality	 ﾠindicators	 ﾠ
The	 ﾠstudies	 ﾠdescribed	 ﾠin	 ﾠthe	 ﾠprevious	 ﾠsection	 ﾠare	 ﾠmostly	 ﾠconcerned	 ﾠwith	 ﾠthe	 ﾠinterviewer	 ﾠ
effect	 ﾠon	 ﾠmeasurement	 ﾠerror,	 ﾠoperationalised	 ﾠas	 ﾠthe	 ﾠinterviewer-ﾭ‐related	 ﾠvariance	 ﾠof	 ﾠsurvey	 ﾠ
estimates.	 ﾠAnother	 ﾠapproach	 ﾠto	 ﾠsurvey	 ﾠmeasurement	 ﾠerror	 ﾠintroduced	 ﾠby	 ﾠthe	 ﾠinterviewer	 ﾠis	 ﾠ
the	 ﾠeffect	 ﾠon	 ﾠdata	 ﾠquality	 ﾠindicators	 ﾠsuch	 ﾠas	 ﾠitem	 ﾠnonresponse,	 ﾠsocially	 ﾠdesirable	 ﾠresponses,	 ﾠ
or	 ﾠacquiescence.	 ﾠInstead	 ﾠof	 ﾠestimating	 ﾠthe	 ﾠactual	 ﾠsurvey	 ﾠresponse	 ﾠvariance,	 ﾠresearchers	 ﾠtreat	 ﾠ
‘data	 ﾠquality	 ﾠindicators’	 ﾠas	 ﾠdependent	 ﾠvariables.	 ﾠThese	 ﾠmodels	 ﾠmay	 ﾠalso	 ﾠbe	 ﾠconcerned	 ﾠwith	 ﾠ
the	 ﾠinterviewer-ﾭ‐related	 ﾠvariance	 ﾠcomponent,	 ﾠas	 ﾠlarge	 ﾠvalues	 ﾠof	 ﾠthis	 ﾠcomponent	 ﾠwould	 ﾠsuggest	 ﾠ
a	 ﾠsubstantial	 ﾠinterviewer	 ﾠeffect	 ﾠon	 ﾠdata	 ﾠquality	 ﾠindicators.	 ﾠEstimating	 ﾠthose	 ﾠover	 ﾠdifferent	 ﾠ
models	 ﾠfor	 ﾠdifferent	 ﾠquality	 ﾠindicators	 ﾠmay	 ﾠhelp	 ﾠidentify	 ﾠ‘good’	 ﾠand	 ﾠ‘bad’	 ﾠinterviewers,	 ﾠ‘good’	 ﾠ
being	 ﾠthose	 ﾠresponsible	 ﾠfor	 ﾠlower	 ﾠvariance	 ﾠacross	 ﾠmany	 ﾠitems	 ﾠ(Pickery	 ﾠand	 ﾠLoosveldt,	 ﾠ2004).	 ﾠ
However,	 ﾠmore	 ﾠoften,	 ﾠstudies	 ﾠthat	 ﾠare	 ﾠconcerned	 ﾠwith	 ﾠdata	 ﾠquality	 ﾠindicators	 ﾠuse	 ﾠvarious	 ﾠ
interviewer	 ﾠcharacteristics	 ﾠas	 ﾠindependent	 ﾠvariables	 ﾠin	 ﾠorder	 ﾠto	 ﾠexplain	 ﾠthe	 ﾠrelationship	 ﾠ
between	 ﾠinterviewers	 ﾠand	 ﾠdata	 ﾠquality.	 ﾠ	 ﾠ
Hox	 ﾠ(1994)	 ﾠinvestigated	 ﾠhow	 ﾠcertain	 ﾠinterviewer	 ﾠcharacteristics	 ﾠcan	 ﾠaffect	 ﾠthe	 ﾠquality	 ﾠof	 ﾠthe	 ﾠ
data	 ﾠand	 ﾠwhether	 ﾠthis	 ﾠeffect	 ﾠis	 ﾠdifferent	 ﾠfor	 ﾠdifferent	 ﾠrespondents.	 ﾠHe	 ﾠdid	 ﾠnot	 ﾠinvestigate	 ﾠthe	 ﾠ
area	 ﾠeffect,	 ﾠbut	 ﾠrather	 ﾠthe	 ﾠrelationship	 ﾠbetween	 ﾠrespondent	 ﾠand	 ﾠinterviewer	 ﾠand	 ﾠthe	 ﾠeffect	 ﾠon	 ﾠ
interview	 ﾠspeed	 ﾠas	 ﾠa	 ﾠmeasure	 ﾠof	 ﾠdata	 ﾠquality.	 ﾠFactors	 ﾠthat	 ﾠexplained	 ﾠsome	 ﾠof	 ﾠthe	 ﾠinterviewer	 ﾠ
effect	 ﾠwere:	 ﾠinterviewer	 ﾠtraining,	 ﾠpreference	 ﾠfor	 ﾠthe	 ﾠComputer	 ﾠAssisted	 ﾠPersonal	 ﾠInterview	 ﾠ
(CAPI)	 ﾠmethod	 ﾠand	 ﾠextroversion.	 ﾠ
Surveys	 ﾠconcerning	 ﾠsensitive	 ﾠtopics	 ﾠare	 ﾠespecially	 ﾠprone	 ﾠto	 ﾠdata	 ﾠquality	 ﾠissues	 ﾠsuch	 ﾠas	 ﾠdrop-ﾭ‐
outs,	 ﾠmissing	 ﾠdata	 ﾠor	 ﾠsocial	 ﾠdesirability	 ﾠwhere	 ﾠrespondents	 ﾠtend	 ﾠto	 ﾠunderestimate	 ﾠtheir	 ﾠ
reports	 ﾠof	 ﾠundesirable	 ﾠor	 ﾠharmful	 ﾠbehaviour,	 ﾠsuch	 ﾠas	 ﾠsmoking	 ﾠor	 ﾠdrug	 ﾠuse.	 ﾠThese	 ﾠproblems	 ﾠ
could	 ﾠbe	 ﾠsolved	 ﾠif	 ﾠinterviewing	 ﾠconditions	 ﾠwere	 ﾠcarefully	 ﾠmonitored	 ﾠor	 ﾠcustomised	 ﾠto	 ﾠsome	 ﾠ
extent.	 ﾠOne	 ﾠexample	 ﾠmay	 ﾠbe	 ﾠmatching	 ﾠthe	 ﾠinterviewer’s	 ﾠand	 ﾠthe	 ﾠrespondent’s	 ﾠgender	 ﾠwhen	 ﾠ
questions	 ﾠconcern	 ﾠsexual	 ﾠbehaviour	 ﾠ(Catania	 ﾠet	 ﾠal.,	 ﾠ1996)	 ﾠor	 ﾠcontrolling	 ﾠfor	 ﾠthe	 ﾠinterviewer’s	 ﾠ
race	 ﾠor	 ﾠreligion	 ﾠif	 ﾠthese	 ﾠare	 ﾠlikely	 ﾠto	 ﾠresonate	 ﾠwith	 ﾠthe	 ﾠsurvey	 ﾠtopic,	 ﾠsuch	 ﾠas	 ﾠviews	 ﾠon	 ﾠracial	 ﾠ
discrimination	 ﾠ(Anderson	 ﾠet	 ﾠal.,	 ﾠ1988).	 ﾠ	 ﾠ	 ﾠ
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Many	 ﾠmeasures	 ﾠof	 ﾠdata	 ﾠquality	 ﾠconcern	 ﾠrespondents	 ﾠrather	 ﾠthan	 ﾠinterviewers.	 ﾠThese	 ﾠare	 ﾠ
usually	 ﾠlinked	 ﾠwith	 ﾠrespondents’	 ﾠcognitive	 ﾠskills,	 ﾠtheir	 ﾠmotivation	 ﾠor	 ﾠlevels	 ﾠof	 ﾠfatigue	 ﾠ(Burton	 ﾠ
and	 ﾠBlair,	 ﾠ1991).	 ﾠKrosnick	 ﾠ(1991)	 ﾠcoined	 ﾠthe	 ﾠterm	 ﾠ‘satisficing’	 ﾠto	 ﾠdescribe	 ﾠa	 ﾠrange	 ﾠof	 ﾠ
strategies	 ﾠemployed	 ﾠby	 ﾠrespondents	 ﾠwhen	 ﾠreplying	 ﾠto	 ﾠsurvey	 ﾠquestions.	 ﾠProviding	 ﾠresponses	 ﾠ
to	 ﾠquestions	 ﾠcan	 ﾠbe	 ﾠa	 ﾠburden,	 ﾠespecially	 ﾠif	 ﾠa	 ﾠquestionnaire	 ﾠis	 ﾠlong	 ﾠand	 ﾠquestions	 ﾠare	 ﾠdifficult.	 ﾠ
Some	 ﾠrespondents	 ﾠmay	 ﾠavoid	 ﾠputting	 ﾠin	 ﾠsufficient	 ﾠeffort	 ﾠto	 ﾠprovide	 ﾠa	 ﾠresponse	 ﾠthat	 ﾠis	 ﾠaccurate	 ﾠ
and	 ﾠwell-ﾭ‐thought-ﾭ‐through	 ﾠand	 ﾠinstead	 ﾠtake	 ﾠa	 ﾠ‘cognitive	 ﾠshortcut’	 ﾠby	 ﾠproviding	 ﾠonly	 ﾠa	 ﾠ‘good	 ﾠ
enough’	 ﾠresponse	 ﾠ(Krosnick,	 ﾠ1991).	 ﾠIndicators	 ﾠthat	 ﾠare	 ﾠused	 ﾠto	 ﾠdetect	 ﾠsurvey	 ﾠsatisficing	 ﾠare	 ﾠ
also	 ﾠconsidered	 ﾠmeasures	 ﾠof	 ﾠdata	 ﾠquality	 ﾠ(Barge	 ﾠand	 ﾠGehlbach,	 ﾠ2011).	 ﾠExamples	 ﾠare	 ﾠthe	 ﾠ
prevalence	 ﾠof	 ﾠ‘Don’t	 ﾠknow’	 ﾠresponses,	 ﾠacquiescence	 ﾠor	 ﾠ‘yeah-ﾭ‐saying’,	 ﾠnon-ﾭ‐differentiation	 ﾠon	 ﾠ
survey	 ﾠitems	 ﾠcontaining	 ﾠscales,	 ﾠrefraining	 ﾠfrom	 ﾠstating	 ﾠan	 ﾠopinion	 ﾠby	 ﾠchoosing	 ﾠa	 ﾠ‘middle’	 ﾠ
option	 ﾠor	 ﾠchoosing	 ﾠextreme	 ﾠresponse	 ﾠoptions	 ﾠfrom	 ﾠeither	 ﾠend	 ﾠof	 ﾠthe	 ﾠscale.	 ﾠChoosing	 ﾠthe	 ﾠfirst	 ﾠ
or	 ﾠlast	 ﾠviable	 ﾠresponse	 ﾠoption	 ﾠfrom	 ﾠthe	 ﾠavailable	 ﾠlist	 ﾠor	 ﾠestimating/rounding	 ﾠa	 ﾠresponse	 ﾠare	 ﾠ
also	 ﾠindicators	 ﾠof	 ﾠsatisficing	 ﾠ(Krosnick	 ﾠet	 ﾠal.,	 ﾠ1996).	 ﾠ	 ﾠ
Satisficing	 ﾠis	 ﾠthought	 ﾠto	 ﾠbe	 ﾠone	 ﾠof	 ﾠthe	 ﾠmain	 ﾠsources	 ﾠof	 ﾠmeasurement	 ﾠerror	 ﾠin	 ﾠsurveys	 ﾠand	 ﾠit	 ﾠis	 ﾠ
a	 ﾠquite	 ﾠwell	 ﾠresearched	 ﾠtopic.	 ﾠHowever,	 ﾠstudies	 ﾠon	 ﾠsatisficing	 ﾠfocus	 ﾠmostly	 ﾠeither	 ﾠon	 ﾠ
respondents	 ﾠand	 ﾠtheir	 ﾠcharacteristics	 ﾠ(Kaminska	 ﾠet	 ﾠal.,	 ﾠ2011;	 ﾠOppenheimer	 ﾠet	 ﾠal.,	 ﾠ2009)or	 ﾠon	 ﾠ
the	 ﾠsurvey	 ﾠinstrument	 ﾠ(Chang	 ﾠand	 ﾠKrosnick,	 ﾠ2010;	 ﾠKrosnick	 ﾠet	 ﾠal.,	 ﾠ2002).	 ﾠMuch	 ﾠless	 ﾠattention	 ﾠ
in	 ﾠresearch	 ﾠliterature	 ﾠis	 ﾠgiven	 ﾠto	 ﾠinterviewers	 ﾠ(Olson	 ﾠand	 ﾠPeytchev,	 ﾠ2007)	 ﾠand	 ﾠinterviewers’	 ﾠ
own	 ﾠsatisficing	 ﾠbehaviour	 ﾠhas	 ﾠnot	 ﾠbeen	 ﾠused	 ﾠin	 ﾠstudies	 ﾠon	 ﾠthis	 ﾠtype	 ﾠof	 ﾠmeasurement	 ﾠerror.	 ﾠAs	 ﾠ
in	 ﾠthe	 ﾠmajority	 ﾠof	 ﾠstudies	 ﾠon	 ﾠmeasurement	 ﾠerror,	 ﾠthis	 ﾠmay	 ﾠbe	 ﾠbecause	 ﾠof	 ﾠa	 ﾠlack	 ﾠof	 ﾠavailable	 ﾠ
measures	 ﾠconcerned	 ﾠwith	 ﾠinterviewers.	 ﾠIf	 ﾠresearchers	 ﾠdecide	 ﾠto	 ﾠinclude	 ﾠsome	 ﾠinterviewer	 ﾠ
level	 ﾠvariables	 ﾠin	 ﾠtheir	 ﾠmodels,	 ﾠthese	 ﾠare	 ﾠmainly	 ﾠbasic	 ﾠdemographic	 ﾠcharacteristics.	 ﾠThis	 ﾠ
thesis	 ﾠaddresses	 ﾠthis	 ﾠgap	 ﾠby	 ﾠusing	 ﾠa	 ﾠrange	 ﾠof	 ﾠvariables	 ﾠdescribing	 ﾠinterviewers,	 ﾠsuch	 ﾠas	 ﾠtheir	 ﾠ
personality	 ﾠtraits,	 ﾠskills,	 ﾠattitudes	 ﾠtowards	 ﾠinterviewing	 ﾠand	 ﾠeven	 ﾠtheir	 ﾠown	 ﾠresponse	 ﾠstyles.	 ﾠ
This	 ﾠhas	 ﾠbeen	 ﾠpossible	 ﾠthanks	 ﾠto	 ﾠthe	 ﾠdevelopment	 ﾠof	 ﾠsurvey	 ﾠprocess	 ﾠdata	 ﾠ–	 ﾠparadata	 ﾠ–	 ﾠand	 ﾠ
their	 ﾠavailability	 ﾠfor	 ﾠuse	 ﾠin	 ﾠmethodological	 ﾠresearch.	 ﾠ	 ﾠ
1.4  Paradata	 ﾠ
This	 ﾠsection	 ﾠpresents	 ﾠthe	 ﾠconcept	 ﾠof	 ﾠparadata	 ﾠand	 ﾠits	 ﾠorigins.	 ﾠIt	 ﾠalso	 ﾠbriefly	 ﾠexplains	 ﾠcurrent	 ﾠ
developments	 ﾠin	 ﾠsurvey	 ﾠmethodology	 ﾠusing	 ﾠparadata	 ﾠand	 ﾠtheir	 ﾠpractical	 ﾠapplication.	 ﾠThe	 ﾠ
term	 ﾠparadata	 ﾠstems	 ﾠfrom	 ﾠa	 ﾠmuch	 ﾠbroader	 ﾠterm	 ﾠof	 ﾠmetadata.	 ﾠ	 ﾠA	 ﾠsomewhat	 ﾠvague	 ﾠdefinition	 ﾠ
was	 ﾠoffered	 ﾠby	 ﾠBerg	 ﾠet	 ﾠal.	 ﾠ(1992)	 ﾠfor	 ﾠwhom	 ﾠmetadata	 ﾠare	 ﾠ‘data	 ﾠabout	 ﾠdata’.	 ﾠA	 ﾠmore	 ﾠspecific	 ﾠ
and	 ﾠmore	 ﾠuseful	 ﾠexpanded	 ﾠdefinition	 ﾠwas	 ﾠpresented	 ﾠby	 ﾠBethlehem	 ﾠ(1997)	 ﾠfor	 ﾠmetadata	 ﾠto	 ﾠbe	 ﾠ
a	 ﾠ“formal	 ﾠstatement	 ﾠof	 ﾠthe	 ﾠinformation	 ﾠrequired	 ﾠfor	 ﾠcollecting,	 ﾠprocessing	 ﾠand	 ﾠpublishing	 ﾠ	 ﾠ 	 ﾠ 	 ﾠ
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survey	 ﾠdata”	 ﾠ(p.	 ﾠ381).	 ﾠA	 ﾠsimilar	 ﾠview	 ﾠof	 ﾠmetadata	 ﾠis	 ﾠshared	 ﾠby	 ﾠDippo	 ﾠand	 ﾠSundgren	 ﾠ(2000),	 ﾠ
who	 ﾠargue	 ﾠthat	 ﾠmetadata	 ﾠplay	 ﾠa	 ﾠcrucial	 ﾠrole	 ﾠin	 ﾠunderstanding	 ﾠstatistical	 ﾠinformation.	 ﾠFor	 ﾠ
example,	 ﾠthe	 ﾠvariable	 ﾠlabel	 ﾠand	 ﾠvalue	 ﾠlabels	 ﾠfor	 ﾠa	 ﾠvariable	 ﾠare	 ﾠbasic	 ﾠinformation	 ﾠneeded	 ﾠto	 ﾠ
actually	 ﾠuse	 ﾠthe	 ﾠvariable.	 ﾠSome	 ﾠfurther	 ﾠinformation	 ﾠabout	 ﾠthe	 ﾠvariable,	 ﾠif	 ﾠand	 ﾠhow	 ﾠit	 ﾠwas	 ﾠ
computed	 ﾠor	 ﾠwhen	 ﾠin	 ﾠthe	 ﾠquestionnaire	 ﾠit	 ﾠwas	 ﾠasked,	 ﾠadd	 ﾠto	 ﾠresearchers’	 ﾠunderstanding	 ﾠof	 ﾠ
the	 ﾠvariable.	 ﾠAnother	 ﾠpurpose	 ﾠof	 ﾠmetadata	 ﾠis	 ﾠto	 ﾠprovide	 ﾠinformation	 ﾠabout	 ﾠthe	 ﾠprocess	 ﾠof	 ﾠdata	 ﾠ
collection	 ﾠand	 ﾠquality	 ﾠmeasures.	 ﾠProcess	 ﾠdata	 ﾠstarted	 ﾠto	 ﾠbe	 ﾠof	 ﾠimportance	 ﾠonce	 ﾠthe	 ﾠquality	 ﾠ
measures	 ﾠof	 ﾠthe	 ﾠsurvey	 ﾠprocess	 ﾠbecame	 ﾠa	 ﾠmore	 ﾠpressing	 ﾠissue	 ﾠfor	 ﾠresearch	 ﾠagencies	 ﾠ(Lyberg,	 ﾠ
2009).	 ﾠ	 ﾠ
Paradata	 ﾠis	 ﾠa	 ﾠmuch	 ﾠnarrower	 ﾠconcept	 ﾠthan	 ﾠmetadata;	 ﾠsimply,	 ﾠparadata	 ﾠare	 ﾠa	 ﾠcertain	 ﾠtype	 ﾠof	 ﾠ
metadata	 ﾠthat	 ﾠdescribe	 ﾠthe	 ﾠprocess	 ﾠof	 ﾠdata	 ﾠcollection.	 ﾠThis	 ﾠterm	 ﾠwas	 ﾠfirst	 ﾠcoined	 ﾠby	 ﾠCouper	 ﾠ
(1998),	 ﾠwho	 ﾠmainly	 ﾠsaw	 ﾠparadata	 ﾠas	 ﾠpotentially	 ﾠuseful	 ﾠby-ﾭ‐products	 ﾠof	 ﾠCAPI.	 ﾠA	 ﾠclear	 ﾠand	 ﾠ
agreed	 ﾠupon	 ﾠdefinition	 ﾠof	 ﾠparadata	 ﾠdoes	 ﾠnot	 ﾠexist	 ﾠand	 ﾠthe	 ﾠterm	 ﾠhas	 ﾠbeen	 ﾠquite	 ﾠfreely	 ﾠused	 ﾠin	 ﾠ
the	 ﾠliterature	 ﾠsince	 ﾠits	 ﾠinception.	 ﾠIn	 ﾠnarrow	 ﾠterms,	 ﾠparadata	 ﾠare	 ﾠtechnical	 ﾠprocess	 ﾠdata	 ﾠ
automatically	 ﾠcollected	 ﾠby	 ﾠCAPI	 ﾠsystems	 ﾠsuch	 ﾠas	 ﾠtime	 ﾠstamps,	 ﾠkeystrokes	 ﾠand	 ﾠerror	 ﾠmessages.	 ﾠ
In	 ﾠbroader	 ﾠterms,	 ﾠparadata	 ﾠare	 ﾠmore	 ﾠdirectly	 ﾠlinked	 ﾠto	 ﾠthe	 ﾠinterviewer,	 ﾠsuch	 ﾠas	 ﾠinterviewer’s	 ﾠ
observations;	 ﾠfor	 ﾠinstance,	 ﾠnotes	 ﾠon	 ﾠthe	 ﾠcondition	 ﾠof	 ﾠthe	 ﾠhousehold	 ﾠcompared	 ﾠto	 ﾠother	 ﾠ
buildings	 ﾠon	 ﾠthe	 ﾠsame	 ﾠstreet,	 ﾠinterviewer’s	 ﾠcomments	 ﾠon	 ﾠthe	 ﾠinterview	 ﾠprocess,	 ﾠ
administrative	 ﾠinformation	 ﾠentered	 ﾠby	 ﾠinterviewers	 ﾠand	 ﾠso	 ﾠon.	 ﾠPerceived	 ﾠsometimes	 ﾠas	 ﾠthe	 ﾠ
‘borderline	 ﾠcase’	 ﾠof	 ﾠparadata	 ﾠis	 ﾠinformation	 ﾠabout	 ﾠinterviewers	 ﾠsuch	 ﾠas	 ﾠadministrative	 ﾠdata	 ﾠor	 ﾠ
even	 ﾠadditional	 ﾠdata	 ﾠcollected	 ﾠfrom	 ﾠinterviewers	 ﾠfor	 ﾠmethodological	 ﾠpurposes
6	 ﾠ(Kreuter	 ﾠand	 ﾠ
Casas-ﾭ‐Cordero,	 ﾠ2010).	 ﾠ	 ﾠ
Paradata	 ﾠcan	 ﾠbe	 ﾠcollected	 ﾠat	 ﾠthe	 ﾠmacro	 ﾠand	 ﾠmicro	 ﾠlevel	 ﾠ(Scheuren,	 ﾠ2001).	 ﾠMacro	 ﾠparadata	 ﾠare	 ﾠ
summary	 ﾠprocess	 ﾠdata	 ﾠfor	 ﾠthe	 ﾠsurvey	 ﾠas	 ﾠa	 ﾠwhole,	 ﾠfor	 ﾠexample	 ﾠthe	 ﾠresponse	 ﾠrate	 ﾠat	 ﾠa	 ﾠspecific	 ﾠ
point	 ﾠin	 ﾠtime	 ﾠduring	 ﾠthe	 ﾠfieldwork.	 ﾠMicro	 ﾠparadata	 ﾠrefer	 ﾠto	 ﾠa	 ﾠsingle	 ﾠcase	 ﾠin	 ﾠthe	 ﾠdataset,	 ﾠfor	 ﾠ
example	 ﾠthe	 ﾠspecific	 ﾠtime	 ﾠat	 ﾠwhich	 ﾠeach	 ﾠcall	 ﾠto	 ﾠthe	 ﾠsampled	 ﾠhousehold	 ﾠhas	 ﾠbeen	 ﾠmade.	 ﾠWhile	 ﾠ
macro	 ﾠparadata	 ﾠare	 ﾠalready	 ﾠwidely	 ﾠused,	 ﾠsocial	 ﾠresearchers	 ﾠare	 ﾠless	 ﾠfamiliar	 ﾠwith	 ﾠmicro	 ﾠ
paradata	 ﾠdue	 ﾠto	 ﾠthem	 ﾠbeing	 ﾠnovel	 ﾠand	 ﾠmore	 ﾠdifficult	 ﾠto	 ﾠuse	 ﾠin	 ﾠpractice	 ﾠ(Scheuren,	 ﾠ2001).	 ﾠThe	 ﾠ
increased	 ﾠimportance	 ﾠof	 ﾠparadata	 ﾠis	 ﾠthe	 ﾠeffect	 ﾠof,	 ﾠamongst	 ﾠothers,	 ﾠincreased	 ﾠuse	 ﾠof	 ﾠcomputing	 ﾠ
in	 ﾠsurvey	 ﾠresearch,	 ﾠthe	 ﾠgrowing	 ﾠimportance	 ﾠof	 ﾠaccessing	 ﾠmicro	 ﾠdata	 ﾠand	 ﾠthe	 ﾠgrowing	 ﾠneed	 ﾠto	 ﾠ
quantify	 ﾠall	 ﾠsurvey	 ﾠimpacts	 ﾠon	 ﾠinference	 ﾠ(Scheuren,	 ﾠ2005).	 ﾠIt	 ﾠis	 ﾠimportant	 ﾠto	 ﾠlook	 ﾠat	 ﾠparadata	 ﾠ
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6One	 ﾠexample	 ﾠcould	 ﾠbe	 ﾠthe	 ﾠ‘Who	 ﾠis	 ﾠbehind	 ﾠthe	 ﾠNatCen	 ﾠID	 ﾠcard’	 ﾠsurvey	 ﾠof	 ﾠthe	 ﾠinterviewer	 ﾠnetwork	 ﾠ
working	 ﾠfor	 ﾠthe	 ﾠNational	 ﾠCentre	 ﾠfor	 ﾠSocial	 ﾠResearch.	 ﾠ	 ﾠ
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in	 ﾠconjunction	 ﾠwith	 ﾠthe	 ﾠquality	 ﾠof	 ﾠthe	 ﾠsurvey	 ﾠprocess.	 ﾠThis	 ﾠis	 ﾠwhere	 ﾠparadata	 ﾠcan	 ﾠbe	 ﾠusefully	 ﾠ
integrated	 ﾠwith	 ﾠthe	 ﾠtotal	 ﾠsurvey	 ﾠerror	 ﾠframework	 ﾠreviewed	 ﾠearlier.	 ﾠThe	 ﾠmajority	 ﾠof	 ﾠexamples	 ﾠ
of	 ﾠparadata	 ﾠapplications	 ﾠare	 ﾠto	 ﾠdo	 ﾠwith	 ﾠnonresponse	 ﾠerror.	 ﾠ
As	 ﾠalready	 ﾠmentioned,	 ﾠmacro	 ﾠparadata	 ﾠrefer	 ﾠto	 ﾠthe	 ﾠsurvey	 ﾠprocess	 ﾠas	 ﾠa	 ﾠwhole	 ﾠand	 ﾠare	 ﾠused	 ﾠto	 ﾠ
make	 ﾠadjustments	 ﾠin	 ﾠterms	 ﾠof	 ﾠcost	 ﾠreduction	 ﾠwhile	 ﾠmaintaining	 ﾠthe	 ﾠrequired	 ﾠquality	 ﾠof	 ﾠsurvey	 ﾠ
estimates.	 ﾠOne	 ﾠexample	 ﾠis	 ﾠthe	 ﾠresponsive	 ﾠdesign	 ﾠmethodology	 ﾠ(Groves	 ﾠand	 ﾠHeeringa,	 ﾠ2006).	 ﾠ
In	 ﾠthis	 ﾠapproach,	 ﾠthe	 ﾠdata	 ﾠcollection	 ﾠprocess	 ﾠis	 ﾠsplit	 ﾠinto	 ﾠsequential	 ﾠdesign	 ﾠphases.	 ﾠPhase	 ﾠone	 ﾠ
usually	 ﾠuses	 ﾠa	 ﾠfew	 ﾠdifferent	 ﾠmethods,	 ﾠwhich	 ﾠare	 ﾠthen	 ﾠevaluated	 ﾠusing	 ﾠparadata.	 ﾠThe	 ﾠmost	 ﾠ
suitable	 ﾠmethod	 ﾠis	 ﾠthen	 ﾠapplied	 ﾠto	 ﾠthe	 ﾠsubsequent	 ﾠdesign	 ﾠphases.	 ﾠQuite	 ﾠoften,	 ﾠphase	 ﾠone	 ﾠuses	 ﾠ
a	 ﾠrandom	 ﾠexperiment	 ﾠapproach	 ﾠto	 ﾠcontrol	 ﾠfor	 ﾠdesign	 ﾠphase	 ﾠsample	 ﾠcharacteristics.	 ﾠ	 ﾠ
In	 ﾠthe	 ﾠresponsive	 ﾠdesign	 ﾠapproach,	 ﾠthe	 ﾠparadata	 ﾠused	 ﾠare	 ﾠwell	 ﾠdefined	 ﾠand	 ﾠbuilt	 ﾠinto	 ﾠthe	 ﾠ
process	 ﾠfrom	 ﾠthe	 ﾠvery	 ﾠbeginning.	 ﾠThey	 ﾠinclude	 ﾠobservations	 ﾠon	 ﾠeach	 ﾠinterviewer,	 ﾠ
observations	 ﾠon	 ﾠsegments	 ﾠ(groups	 ﾠof	 ﾠhouseholds,	 ﾠneighbourhood),	 ﾠobservations	 ﾠon	 ﾠ
households,	 ﾠobservations	 ﾠon	 ﾠeach	 ﾠcall	 ﾠand	 ﾠeach	 ﾠcall	 ﾠyielding	 ﾠa	 ﾠcontact	 ﾠand,	 ﾠfinally,	 ﾠ
observations	 ﾠon	 ﾠthe	 ﾠinterviewer’s	 ﾠday.	 ﾠResponsive	 ﾠdesign	 ﾠrests	 ﾠon	 ﾠthe	 ﾠassumption	 ﾠthat	 ﾠ
paradata	 ﾠare	 ﾠa	 ﾠgood	 ﾠproxy	 ﾠfor	 ﾠmeasuring	 ﾠa	 ﾠrespondent’s	 ﾠpropensity	 ﾠto	 ﾠparticipate	 ﾠin	 ﾠthe	 ﾠ
survey.	 ﾠStatistical	 ﾠmethods	 ﾠare	 ﾠused	 ﾠto	 ﾠestimate	 ﾠthis	 ﾠpropensity	 ﾠfor	 ﾠeach	 ﾠcall	 ﾠand	 ﾠthen	 ﾠ
concentrated	 ﾠefforts	 ﾠto	 ﾠgain	 ﾠcooperation	 ﾠfrom	 ﾠthe	 ﾠrespondents	 ﾠwith	 ﾠthe	 ﾠhighest	 ﾠpropensity	 ﾠ
scores	 ﾠare	 ﾠinvested	 ﾠin	 ﾠthe	 ﾠsubsequent	 ﾠdesign	 ﾠphases	 ﾠ(Groves	 ﾠand	 ﾠHeeringa,	 ﾠ2006).	 ﾠ
A	 ﾠsimilar	 ﾠapproach	 ﾠis	 ﾠused	 ﾠby	 ﾠ‘active	 ﾠmanagement’	 ﾠas	 ﾠdescribed	 ﾠby	 ﾠLaflamme	 ﾠet	 ﾠal.	 ﾠ(2008)	 ﾠat	 ﾠ
Statistics	 ﾠCanada.	 ﾠActive	 ﾠmanagement	 ﾠworks	 ﾠas	 ﾠthe	 ﾠin-ﾭ‐built	 ﾠquality	 ﾠcontrol	 ﾠtool	 ﾠfor	 ﾠthe	 ﾠsurvey	 ﾠ
process	 ﾠin	 ﾠorder	 ﾠto	 ﾠkeep	 ﾠthe	 ﾠcosts	 ﾠdown	 ﾠwhile	 ﾠkeeping	 ﾠthe	 ﾠsurvey	 ﾠestimates	 ﾠas	 ﾠaccurate	 ﾠas	 ﾠ
possible.	 ﾠThe	 ﾠmain	 ﾠelements	 ﾠof	 ﾠthis	 ﾠtool	 ﾠare	 ﾠplanning,	 ﾠmonitoring,	 ﾠidentifying	 ﾠcollection	 ﾠ
problems,	 ﾠtaking	 ﾠappropriate	 ﾠaction,	 ﾠcommunicating	 ﾠand	 ﾠevaluating.	 ﾠAll	 ﾠthis	 ﾠhappens	 ﾠthrough	 ﾠ
extensive,	 ﾠreal	 ﾠtime	 ﾠreporting	 ﾠto	 ﾠevery	 ﾠlevel	 ﾠof	 ﾠmanagement.	 ﾠThis	 ﾠlive	 ﾠreporting	 ﾠis	 ﾠpossible	 ﾠ
thanks	 ﾠto	 ﾠthe	 ﾠcollection	 ﾠand	 ﾠanalysis	 ﾠof	 ﾠparadata.	 ﾠ	 ﾠ
As	 ﾠStatistics	 ﾠCanada	 ﾠmostly	 ﾠconcentrates	 ﾠon	 ﾠthe	 ﾠeffectiveness	 ﾠof	 ﾠthe	 ﾠdata	 ﾠcollection	 ﾠprocess	 ﾠ
(in	 ﾠterms	 ﾠof	 ﾠcost),	 ﾠmuch	 ﾠless	 ﾠis	 ﾠsaid	 ﾠabout	 ﾠhow	 ﾠthe	 ﾠquality	 ﾠof	 ﾠsurvey	 ﾠstatistics	 ﾠis	 ﾠmeasured.	 ﾠ	 ﾠ
One	 ﾠof	 ﾠthe	 ﾠreports	 ﾠincludes	 ﾠa	 ﾠ‘progress	 ﾠat	 ﾠsub-ﾭ‐population	 ﾠlevel’,	 ﾠwhich	 ﾠshows	 ﾠsample	 ﾠ
realisation	 ﾠfor	 ﾠa	 ﾠparticular	 ﾠdomain	 ﾠor	 ﾠpopulation	 ﾠof	 ﾠinterest.	 ﾠFor	 ﾠexample,	 ﾠif	 ﾠthe	 ﾠsurvey	 ﾠ
estimate	 ﾠof	 ﾠinterest	 ﾠwas	 ﾠthe	 ﾠnumber	 ﾠof	 ﾠsexual	 ﾠpartners	 ﾠfor	 ﾠa	 ﾠwoman	 ﾠand	 ﾠolder	 ﾠwomen	 ﾠwere	 ﾠ
underrepresented	 ﾠat	 ﾠstage	 ﾠone	 ﾠof	 ﾠthe	 ﾠdata	 ﾠcollection	 ﾠprocess,	 ﾠthen	 ﾠestimates	 ﾠwill	 ﾠbe	 ﾠaffected	 ﾠ
(as	 ﾠolder	 ﾠwomen	 ﾠare	 ﾠmore	 ﾠlikely	 ﾠto	 ﾠhave	 ﾠhad	 ﾠmore	 ﾠsexual	 ﾠpartners	 ﾠdue	 ﾠto	 ﾠbeing	 ﾠsexually	 ﾠ
active	 ﾠfor	 ﾠlonger).	 ﾠUsing	 ﾠthe	 ﾠ‘progress	 ﾠat	 ﾠsub-ﾭ‐population’	 ﾠreport,	 ﾠthis	 ﾠissue	 ﾠcan	 ﾠbe	 ﾠdetected	 ﾠ	 ﾠ 	 ﾠ 	 ﾠ
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while	 ﾠstill	 ﾠin	 ﾠthe	 ﾠfieldwork	 ﾠphase	 ﾠand	 ﾠthe	 ﾠdata	 ﾠcollection	 ﾠprocess	 ﾠcan	 ﾠbe	 ﾠadjusted	 ﾠ
appropriately	 ﾠ(Laflamme	 ﾠet	 ﾠal.,	 ﾠ2008).	 ﾠ	 ﾠ
The	 ﾠsame	 ﾠapproach	 ﾠwas	 ﾠfollowed	 ﾠby	 ﾠOlson	 ﾠ(2009)	 ﾠand	 ﾠOlson	 ﾠand	 ﾠGroves	 ﾠ(2009),	 ﾠwho	 ﾠused	 ﾠ
paradata	 ﾠto	 ﾠestimate	 ﾠthe	 ﾠresponse	 ﾠpropensity	 ﾠof	 ﾠrespondents.	 ﾠThey	 ﾠshowed	 ﾠthat	 ﾠswitching	 ﾠ
between	 ﾠdata	 ﾠcollection	 ﾠmethods	 ﾠ–	 ﾠi.e.	 ﾠintroducing	 ﾠan	 ﾠincentive,	 ﾠusing	 ﾠa	 ﾠmail	 ﾠquestionnaire	 ﾠ
instead	 ﾠof	 ﾠa	 ﾠphone	 ﾠcall	 ﾠ–	 ﾠduring	 ﾠthe	 ﾠdata	 ﾠcollection	 ﾠprocess	 ﾠincreases	 ﾠthe	 ﾠresponse	 ﾠrate.	 ﾠThey	 ﾠ
also	 ﾠdemonstrated	 ﾠthat	 ﾠthis	 ﾠeffect	 ﾠwears	 ﾠoff	 ﾠover	 ﾠtime	 ﾠand	 ﾠa	 ﾠnew	 ﾠ‘stimulus’	 ﾠ–	 ﾠanother	 ﾠswitch	 ﾠ–	 ﾠ
is	 ﾠnecessary	 ﾠafter	 ﾠa	 ﾠwhile.	 ﾠSimilar	 ﾠresearch	 ﾠwas	 ﾠconducted	 ﾠby	 ﾠLee	 ﾠ(2009).	 ﾠShe	 ﾠconcluded	 ﾠthat	 ﾠ
tailoring	 ﾠincentives	 ﾠmay	 ﾠincrease	 ﾠparticipation	 ﾠin	 ﾠcertain	 ﾠgroups	 ﾠof	 ﾠrespondents.	 ﾠ	 ﾠ
The	 ﾠbiggest	 ﾠcriticism	 ﾠof	 ﾠthese	 ﾠapproaches	 ﾠis	 ﾠthat	 ﾠeach	 ﾠdesign	 ﾠphase	 ﾠhas	 ﾠits	 ﾠown	 ﾠnonresponse	 ﾠ
and	 ﾠmeasurement	 ﾠerrors,	 ﾠas	 ﾠwell	 ﾠas	 ﾠdifferent	 ﾠmodes	 ﾠof	 ﾠdata	 ﾠcollection,	 ﾠand	 ﾠfor	 ﾠthat	 ﾠreason	 ﾠthe	 ﾠ
estimation	 ﾠof	 ﾠsurvey	 ﾠstatistics,	 ﾠespecially	 ﾠin	 ﾠthe	 ﾠinterim,	 ﾠbecomes	 ﾠextremely	 ﾠcomplicated.	 ﾠ
Another	 ﾠcriticism	 ﾠconcerns	 ﾠparadata	 ﾠthemselves.	 ﾠThey	 ﾠare	 ﾠnew,	 ﾠstill	 ﾠunder	 ﾠdevelopment	 ﾠand	 ﾠ
more	 ﾠwork	 ﾠis	 ﾠneeded,	 ﾠespecially	 ﾠin	 ﾠthe	 ﾠarea	 ﾠof	 ﾠtheir	 ﾠmeasurement	 ﾠerror.	 ﾠ	 ﾠ	 ﾠ
Both	 ﾠresponsive	 ﾠdesign	 ﾠand	 ﾠactive	 ﾠmanagement	 ﾠare	 ﾠmost	 ﾠconcerned	 ﾠwith	 ﾠmacro	 ﾠlevel	 ﾠ
paradata,	 ﾠused	 ﾠfirst	 ﾠand	 ﾠforemost	 ﾠto	 ﾠmanage	 ﾠthe	 ﾠdata	 ﾠcollection	 ﾠprocess	 ﾠeffectively	 ﾠbased	 ﾠon	 ﾠ
cost	 ﾠand	 ﾠquality	 ﾠcriteria.	 ﾠHowever,	 ﾠthere	 ﾠis	 ﾠalso	 ﾠa	 ﾠrapidly	 ﾠgrowing	 ﾠbody	 ﾠof	 ﾠresearch	 ﾠthat	 ﾠ
involves	 ﾠparadata	 ﾠat	 ﾠmicro	 ﾠlevel,	 ﾠespecially	 ﾠcall	 ﾠrecords.	 ﾠParadata	 ﾠcan	 ﾠbe	 ﾠused	 ﾠto	 ﾠpredict	 ﾠthe	 ﾠ
best	 ﾠtimes	 ﾠto	 ﾠcontact	 ﾠhouseholds	 ﾠin	 ﾠorder	 ﾠto	 ﾠobtain	 ﾠinterviews.	 ﾠThe	 ﾠmajor	 ﾠadvantage	 ﾠof	 ﾠcall	 ﾠ
record	 ﾠdata	 ﾠis	 ﾠthat	 ﾠthey	 ﾠare	 ﾠusually	 ﾠavailable	 ﾠfor	 ﾠboth	 ﾠrespondents	 ﾠand	 ﾠnonrespondents	 ﾠ
(Durrant,	 ﾠ2009).	 ﾠMoreover,	 ﾠlinking	 ﾠnonresponding	 ﾠcases	 ﾠwith	 ﾠcensus	 ﾠinformation	 ﾠallows	 ﾠa	 ﾠ
more	 ﾠin-ﾭ‐depth	 ﾠanalysis	 ﾠof	 ﾠnonresponse	 ﾠissues	 ﾠtaking	 ﾠinto	 ﾠaccount	 ﾠthe	 ﾠdemographic	 ﾠ
characteristics	 ﾠof	 ﾠnonrespondents.	 ﾠThis	 ﾠresearch	 ﾠwas	 ﾠlater	 ﾠextended	 ﾠto	 ﾠinclude	 ﾠinterviewer	 ﾠ
characteristics	 ﾠand	 ﾠtheir	 ﾠeffect	 ﾠon	 ﾠthe	 ﾠsuccess	 ﾠrates	 ﾠof	 ﾠobtaining	 ﾠinterviews	 ﾠ(Durrant	 ﾠat	 ﾠal.,	 ﾠ
2010).	 ﾠ	 ﾠ
Paradata	 ﾠhave	 ﾠbecome	 ﾠvery	 ﾠpopular	 ﾠfor	 ﾠinvestigating	 ﾠthe	 ﾠresearch	 ﾠissue	 ﾠof	 ﾠsurvey	 ﾠ
nonresponse.	 ﾠParadata	 ﾠabout	 ﾠinterviewer	 ﾠcharacteristics	 ﾠ–	 ﾠsuch	 ﾠas	 ﾠexperience	 ﾠon	 ﾠthe	 ﾠjob,	 ﾠ
satisfaction	 ﾠwith	 ﾠthe	 ﾠjob,	 ﾠpersonality	 ﾠtraits,	 ﾠskills	 ﾠand	 ﾠcommitments	 ﾠoutside	 ﾠwork	 ﾠ–	 ﾠwere	 ﾠused	 ﾠ
to	 ﾠpredict	 ﾠsuccess	 ﾠin	 ﾠobtaining	 ﾠinterviews	 ﾠon	 ﾠthe	 ﾠdoorstep	 ﾠ(Jäckle	 ﾠet	 ﾠal.,	 ﾠ2011;	 ﾠSinibaldi,	 ﾠ
2009).	 ﾠOther	 ﾠresearch	 ﾠon	 ﾠnonresponse	 ﾠin	 ﾠsurveys	 ﾠthat	 ﾠutilise	 ﾠparadata	 ﾠare	 ﾠLynn’s	 ﾠPEDAKSI	 ﾠ
methodology	 ﾠ(2003),	 ﾠin	 ﾠwhich	 ﾠa	 ﾠspecial	 ﾠshort	 ﾠquestionnaire	 ﾠon	 ﾠnon-ﾭ‐responding	 ﾠhouseholds	 ﾠis	 ﾠ
completed,	 ﾠor	 ﾠWang	 ﾠet	 ﾠal’s.	 ﾠ(2005)	 ﾠinvestigation	 ﾠinto	 ﾠinterviewer’s	 ﾠeffort	 ﾠand	 ﾠnonresponse	 ﾠ
bias.	 ﾠInterviewer	 ﾠobservations,	 ﾠanother	 ﾠkind	 ﾠof	 ﾠparadata,	 ﾠare	 ﾠmainly	 ﾠcollected	 ﾠduring	 ﾠthe	 ﾠcall	 ﾠ	 ﾠ
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and	 ﾠinclude	 ﾠexamples	 ﾠsuch	 ﾠas:	 ﾠpresence	 ﾠof	 ﾠlitter	 ﾠin	 ﾠthe	 ﾠarea,	 ﾠcondition	 ﾠof	 ﾠthe	 ﾠbuilding	 ﾠ
compared	 ﾠto	 ﾠothers	 ﾠin	 ﾠthe	 ﾠsame	 ﾠstreet,	 ﾠpresence	 ﾠof	 ﾠan	 ﾠentry	 ﾠphone	 ﾠsystem	 ﾠand	 ﾠpresence	 ﾠof	 ﾠa	 ﾠ
car	 ﾠon	 ﾠthe	 ﾠdrive.	 ﾠThis	 ﾠinformation	 ﾠis	 ﾠmainly	 ﾠused	 ﾠto	 ﾠget	 ﾠmore	 ﾠinsight	 ﾠinto	 ﾠdoorstep	 ﾠinteraction	 ﾠ
between	 ﾠthe	 ﾠrespondent	 ﾠand	 ﾠthe	 ﾠinterviewer	 ﾠ(Groves	 ﾠand	 ﾠCouper,	 ﾠ1998;	 ﾠSturgis	 ﾠand	 ﾠ
Campanelli,	 ﾠ1998).	 ﾠ	 ﾠ
The	 ﾠmost	 ﾠrecent	 ﾠdevelopment	 ﾠin	 ﾠthe	 ﾠarea	 ﾠof	 ﾠparadata	 ﾠis	 ﾠthe	 ﾠmeasurement	 ﾠof	 ﾠparadata	 ﾠ
themselves.	 ﾠThis	 ﾠstrand	 ﾠof	 ﾠresearch	 ﾠfocuses	 ﾠmostly	 ﾠon	 ﾠthe	 ﾠvariability	 ﾠof	 ﾠinterviewers’	 ﾠ
observations	 ﾠ(McCulloch	 ﾠet	 ﾠal.,	 ﾠ2010;	 ﾠSinibaldi,	 ﾠ2010;	 ﾠSinibaldi	 ﾠet	 ﾠal.,	 ﾠ2010;	 ﾠWest,	 ﾠ2010).	 ﾠAll	 ﾠ
these	 ﾠstudies	 ﾠfocused	 ﾠon	 ﾠthe	 ﾠextent	 ﾠto	 ﾠwhich	 ﾠreplies	 ﾠgiven	 ﾠby	 ﾠdifferent	 ﾠinterviewers	 ﾠactually	 ﾠ
vary,	 ﾠor	 ﾠon	 ﾠthe	 ﾠdiscrepancies	 ﾠbetween	 ﾠthe	 ﾠobjective	 ﾠsource	 ﾠof	 ﾠinformation,	 ﾠfor	 ﾠinstance	 ﾠ
gender	 ﾠstated	 ﾠby	 ﾠthe	 ﾠrespondent	 ﾠin	 ﾠthe	 ﾠquestionnaire	 ﾠand	 ﾠthe	 ﾠinterviewer’s	 ﾠobservation.	 ﾠFor	 ﾠ
example,	 ﾠMcCulloh	 ﾠet	 ﾠal.	 ﾠ(2010)	 ﾠdiscovered	 ﾠthat	 ﾠaround	 ﾠ10%	 ﾠof	 ﾠinterviewers’	 ﾠobservations	 ﾠon	 ﾠ
respondents’	 ﾠgender	 ﾠwere	 ﾠincorrect,	 ﾠwith	 ﾠfemale	 ﾠrespondents	 ﾠmore	 ﾠoften	 ﾠcategorised	 ﾠas	 ﾠ
males.	 ﾠ	 ﾠ
Although,	 ﾠas	 ﾠoutlined	 ﾠabove,	 ﾠsome	 ﾠwork	 ﾠhas	 ﾠbeen	 ﾠdone	 ﾠtowards	 ﾠestimating	 ﾠthe	 ﾠmeasurement	 ﾠ
error	 ﾠof	 ﾠinterviewers’	 ﾠobservations,	 ﾠthe	 ﾠgeneral	 ﾠerror	 ﾠassociated	 ﾠwith	 ﾠparadata	 ﾠis	 ﾠstill	 ﾠa	 ﾠmajor	 ﾠ
issue	 ﾠfor	 ﾠthe	 ﾠresearchers	 ﾠwho	 ﾠwish	 ﾠto	 ﾠuse	 ﾠthem.	 ﾠ	 ﾠThe	 ﾠparadata	 ﾠcollected	 ﾠautomatically	 ﾠby	 ﾠ
computer	 ﾠsystems	 ﾠare	 ﾠmore	 ﾠreliable	 ﾠby	 ﾠdefinition	 ﾠbut,	 ﾠin	 ﾠturn,	 ﾠtheir	 ﾠuse	 ﾠis	 ﾠdifficult	 ﾠdue	 ﾠto	 ﾠtheir	 ﾠ
messiness.	 ﾠIn	 ﾠgeneral	 ﾠit	 ﾠcan	 ﾠbe	 ﾠsaid	 ﾠthat	 ﾠparadata	 ﾠlack	 ﾠsufficient	 ﾠmetadata	 ﾠin	 ﾠorder	 ﾠto	 ﾠmake	 ﾠ
them	 ﾠeasily	 ﾠusable.	 ﾠAnother	 ﾠissue	 ﾠis	 ﾠthe	 ﾠavailability	 ﾠof	 ﾠparadata.	 ﾠThey	 ﾠare	 ﾠnot	 ﾠroutinely	 ﾠ
deposited	 ﾠin	 ﾠdata	 ﾠbanks	 ﾠalong	 ﾠwith	 ﾠmicro	 ﾠdata,	 ﾠhence	 ﾠaccess	 ﾠneeds	 ﾠto	 ﾠbe	 ﾠgained	 ﾠvia	 ﾠthe	 ﾠ
survey	 ﾠagencies,	 ﾠusually	 ﾠfollowing	 ﾠa	 ﾠcomplicated	 ﾠand	 ﾠlengthy	 ﾠprocess.	 ﾠSome	 ﾠchange	 ﾠin	 ﾠthat	 ﾠ
respect	 ﾠcan	 ﾠbe	 ﾠobserved	 ﾠhowever.	 ﾠFor	 ﾠexample,	 ﾠdata	 ﾠfrom	 ﾠthe	 ﾠUS	 ﾠNational	 ﾠHealth	 ﾠInterview	 ﾠ
Survey	 ﾠ(NHIS)	 ﾠin	 ﾠ2006	 ﾠwere	 ﾠreleased	 ﾠwith	 ﾠan	 ﾠaccompanying	 ﾠparadata	 ﾠfile	 ﾠ(Taylor,	 ﾠ2008).	 ﾠ
Nevertheless,	 ﾠthe	 ﾠincreasing	 ﾠuse	 ﾠof	 ﾠparadata	 ﾠis	 ﾠdriven	 ﾠmainly	 ﾠby	 ﾠacademic	 ﾠresearch	 ﾠand,	 ﾠ
despite	 ﾠpositive	 ﾠsigns,	 ﾠmore	 ﾠdialogue	 ﾠis	 ﾠneeded	 ﾠbetween	 ﾠacademia	 ﾠand	 ﾠsurvey	 ﾠagencies	 ﾠin	 ﾠ
order	 ﾠto	 ﾠmake	 ﾠthe	 ﾠmost	 ﾠof	 ﾠparadata.	 ﾠThis	 ﾠthesis	 ﾠis	 ﾠa	 ﾠgood	 ﾠexample	 ﾠof	 ﾠsuch	 ﾠcooperation	 ﾠtaking	 ﾠ
place	 ﾠwith	 ﾠmutual	 ﾠbenefits,	 ﾠfor	 ﾠinstance	 ﾠPaper	 ﾠThree	 ﾠ(Chapter	 ﾠFour)	 ﾠillustrates	 ﾠthe	 ﾠ
methodological	 ﾠbenefits	 ﾠof	 ﾠaudit	 ﾠtrail	 ﾠdata	 ﾠif	 ﾠthey	 ﾠare	 ﾠextracted	 ﾠin	 ﾠa	 ﾠusable	 ﾠformat.	 ﾠ	 ﾠ
The	 ﾠoverview	 ﾠof	 ﾠdifferent	 ﾠapplications	 ﾠof	 ﾠparadata	 ﾠpresented	 ﾠin	 ﾠthis	 ﾠsection	 ﾠshows	 ﾠthat	 ﾠ
paradata	 ﾠhave	 ﾠonly	 ﾠrarely	 ﾠbeen	 ﾠused	 ﾠto	 ﾠunderstand	 ﾠand	 ﾠmitigate	 ﾠmeasurement	 ﾠerror.	 ﾠCouper	 ﾠ
(2009)	 ﾠinitially	 ﾠproposed	 ﾠthis	 ﾠapplication	 ﾠof	 ﾠparadata,	 ﾠwhen	 ﾠhe	 ﾠsuggested	 ﾠthat	 ﾠinexpensive	 ﾠ
automatically	 ﾠgenerated	 ﾠparadata	 ﾠcan,	 ﾠat	 ﾠleast	 ﾠpartially,	 ﾠreplace	 ﾠthe	 ﾠmore	 ﾠexpensive	 ﾠmethods	 ﾠ
such	 ﾠas	 ﾠdigital	 ﾠrecording	 ﾠand	 ﾠbehavioural	 ﾠcoding,	 ﾠcognitive	 ﾠtesting	 ﾠor	 ﾠeye-ﾭ‐tracking	 ﾠstudies	 ﾠ	 ﾠ 	 ﾠ 	 ﾠ
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(Couper,	 ﾠ2009).	 ﾠSince	 ﾠthen	 ﾠsome	 ﾠprogress	 ﾠhas	 ﾠbeen	 ﾠnoticed,	 ﾠespecially	 ﾠin	 ﾠstudies	 ﾠthat	 ﾠ
evaluate	 ﾠresponse	 ﾠlatencies	 ﾠas	 ﾠthe	 ﾠindicator	 ﾠof	 ﾠdata	 ﾠquality	 ﾠor	 ﾠthe	 ﾠindicator	 ﾠof	 ﾠa	 ﾠproblematic	 ﾠ
question	 ﾠ(Couper	 ﾠand	 ﾠKreuter,	 ﾠ2010;	 ﾠYan	 ﾠand	 ﾠTourangeau,	 ﾠ2008).	 ﾠEven	 ﾠthough	 ﾠsome	 ﾠstudies	 ﾠ
use	 ﾠparadata	 ﾠto	 ﾠaddress	 ﾠthe	 ﾠissue	 ﾠof	 ﾠmeasurement	 ﾠerror,	 ﾠthey	 ﾠmostly	 ﾠfocus	 ﾠon	 ﾠself-ﾭ‐
administered	 ﾠquestionnaires,	 ﾠsuch	 ﾠas	 ﾠweb	 ﾠsurveys	 ﾠand	 ﾠmostly	 ﾠuse	 ﾠclient-ﾭ‐side	 ﾠparadata	 ﾠsuch	 ﾠ
as	 ﾠresponse	 ﾠchange,	 ﾠmouse	 ﾠmovement	 ﾠand	 ﾠitem-ﾭ‐level	 ﾠtimes.	 ﾠIn	 ﾠother	 ﾠwords,	 ﾠthese	 ﾠstudies	 ﾠ
focus	 ﾠon	 ﾠthe	 ﾠinstrument	 ﾠor	 ﾠrespondent.	 ﾠEven	 ﾠstudies	 ﾠthat	 ﾠuse	 ﾠdata	 ﾠfrom	 ﾠthe	 ﾠface-ﾭ‐to-ﾭ‐face	 ﾠ
survey	 ﾠfocus	 ﾠmore	 ﾠon	 ﾠquestion	 ﾠtypes,	 ﾠpresumably	 ﾠdue	 ﾠto	 ﾠlack	 ﾠof	 ﾠinformation	 ﾠon	 ﾠinterviewers	 ﾠ
(Couper	 ﾠand	 ﾠKreuter,	 ﾠ2013).	 ﾠThese	 ﾠstudies	 ﾠare	 ﾠpresented	 ﾠin	 ﾠmore	 ﾠdetail	 ﾠin	 ﾠPaper	 ﾠThree	 ﾠ
(Chapter	 ﾠFour).	 ﾠ
1.5  Data	 ﾠ
This	 ﾠsection	 ﾠprovides	 ﾠan	 ﾠoverview	 ﾠof	 ﾠthe	 ﾠmain	 ﾠdatasets	 ﾠused	 ﾠin	 ﾠall	 ﾠthree	 ﾠpapers	 ﾠin	 ﾠthis	 ﾠthesis.	 ﾠ
The	 ﾠdescriptions	 ﾠof	 ﾠdata	 ﾠand	 ﾠmeasures	 ﾠdeveloped	 ﾠthat	 ﾠare	 ﾠspecific	 ﾠto	 ﾠthe	 ﾠdifferent	 ﾠanalyses	 ﾠ
are	 ﾠincluded	 ﾠseparately	 ﾠin	 ﾠeach	 ﾠpaper.	 ﾠ	 ﾠ
1.5.1  The	 ﾠNational	 ﾠTravel	 ﾠSurvey	 ﾠ
All	 ﾠthree	 ﾠpapers	 ﾠin	 ﾠthis	 ﾠthesis	 ﾠuse	 ﾠthe	 ﾠNational	 ﾠTravel	 ﾠSurvey	 ﾠ(NTS)	 ﾠcollected	 ﾠby	 ﾠthe	 ﾠNational	 ﾠ
Centre	 ﾠfor	 ﾠSocial	 ﾠResearch	 ﾠ(NatCen)
7.	 ﾠPaper	 ﾠOne	 ﾠand	 ﾠPaper	 ﾠTwo	 ﾠuse	 ﾠseven	 ﾠyears’	 ﾠworth	 ﾠof	 ﾠ
NTS	 ﾠdata	 ﾠcollected	 ﾠbetween	 ﾠ2002	 ﾠand	 ﾠ2008.	 ﾠIn	 ﾠPaper	 ﾠThree	 ﾠonly	 ﾠNTS	 ﾠdata	 ﾠcollected	 ﾠin	 ﾠ2011	 ﾠ
were	 ﾠused.	 ﾠThe	 ﾠNTS	 ﾠ2011	 ﾠis	 ﾠthe	 ﾠfirst	 ﾠNTS	 ﾠdataset	 ﾠproduced	 ﾠby	 ﾠNatCen	 ﾠthat	 ﾠincludes	 ﾠa	 ﾠ
formatted	 ﾠBlaise
8	 ﾠaudit	 ﾠtrail	 ﾠ–	 ﾠthe	 ﾠsource	 ﾠof	 ﾠelectronically	 ﾠcollected	 ﾠparadata	 ﾠsuch	 ﾠas	 ﾠtime	 ﾠ
stamps	 ﾠand	 ﾠkeystrokes.	 ﾠUntil	 ﾠrecently	 ﾠthis	 ﾠtype	 ﾠof	 ﾠparadata	 ﾠremained	 ﾠlargely	 ﾠan	 ﾠuntapped	 ﾠ
resource	 ﾠdue	 ﾠto	 ﾠlack	 ﾠof	 ﾠeasy	 ﾠextraction	 ﾠmethods	 ﾠand	 ﾠlack	 ﾠof	 ﾠuseful	 ﾠformatting.	 ﾠResearchers	 ﾠ
wishing	 ﾠto	 ﾠmake	 ﾠuse	 ﾠof	 ﾠsuch	 ﾠparadata	 ﾠhad	 ﾠto	 ﾠgo	 ﾠthrough	 ﾠthe	 ﾠlaborious	 ﾠdata	 ﾠcleaning	 ﾠand	 ﾠ
preparing	 ﾠprocess	 ﾠthemselves.	 ﾠ	 ﾠ
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 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	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 ﾠ	 ﾠ	 ﾠ	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 ﾠ	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 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ
7NatCen	 ﾠis	 ﾠan	 ﾠindependent	 ﾠcentre	 ﾠfor	 ﾠsocial	 ﾠresearch.	 ﾠThey	 ﾠhave	 ﾠa	 ﾠstatus	 ﾠof	 ﾠnon-ﾭ‐profit	 ﾠorganisation	 ﾠand	 ﾠ
conduct	 ﾠresearch	 ﾠin	 ﾠthe	 ﾠmain	 ﾠsocial	 ﾠareas:	 ﾠhealth,	 ﾠeducation,	 ﾠincome	 ﾠand	 ﾠwelfare,	 ﾠtransport,	 ﾠsocial	 ﾠ
inclusion	 ﾠetc.	 ﾠThey	 ﾠhave	 ﾠbeen	 ﾠconducting	 ﾠsurveys	 ﾠcommissioned	 ﾠby	 ﾠgovernment	 ﾠbodies	 ﾠe.g.	 ﾠ
Department	 ﾠof	 ﾠTransport	 ﾠ(NTS),	 ﾠas	 ﾠwell	 ﾠas	 ﾠlocal	 ﾠauthorities.	 ﾠThe	 ﾠNatCen	 ﾠinterviewer’s	 ﾠnetwork	 ﾠalso	 ﾠ
works	 ﾠon	 ﾠthe	 ﾠ‘Understanding	 ﾠSociety’	 ﾠpanel	 ﾠsurvey.	 ﾠwww.natcen.ac.uk	 ﾠ	 ﾠ
8	 ﾠSoftware	 ﾠpreloaded	 ﾠon	 ﾠinterviewers’	 ﾠlaptops	 ﾠ	 ﾠ
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The	 ﾠNTS	 ﾠcovers	 ﾠthe	 ﾠwhole	 ﾠof	 ﾠGreat	 ﾠBritain
9	 ﾠand	 ﾠis	 ﾠthe	 ﾠmain	 ﾠsource	 ﾠof	 ﾠinformation	 ﾠon	 ﾠthe	 ﾠ
travel	 ﾠpatterns	 ﾠof	 ﾠits	 ﾠcitizens.	 ﾠTopics	 ﾠcovered	 ﾠin	 ﾠthe	 ﾠquestionnaire	 ﾠinclude:	 ﾠdistance	 ﾠto	 ﾠ
amenities,	 ﾠdeliveries,	 ﾠshopping,	 ﾠchildren’s	 ﾠtravel,	 ﾠtransport	 ﾠoptions,	 ﾠhousehold	 ﾠvehicles,	 ﾠ
transport	 ﾠbarriers,	 ﾠtransport-ﾭ‐related	 ﾠbenefits	 ﾠand	 ﾠlong-ﾭ‐distance	 ﾠjourneys.	 ﾠData	 ﾠare	 ﾠcollected	 ﾠ
using	 ﾠCAPI	 ﾠwith	 ﾠall	 ﾠhousehold	 ﾠmembers	 ﾠ(children	 ﾠunder	 ﾠ11	 ﾠare	 ﾠinterviewed	 ﾠby	 ﾠproxy)	 ﾠand	 ﾠa	 ﾠ
seven-ﾭ‐day	 ﾠself-ﾭ‐completion	 ﾠtravel	 ﾠdiary.	 ﾠThe	 ﾠNTS	 ﾠdata	 ﾠused	 ﾠin	 ﾠthis	 ﾠthesis	 ﾠare	 ﾠavailable	 ﾠat	 ﾠtwo	 ﾠ
levels:	 ﾠhousehold	 ﾠ(CAPI	 ﾠinterview	 ﾠwith	 ﾠthe	 ﾠhousehold	 ﾠreference	 ﾠperson;	 ﾠusually	 ﾠthe	 ﾠperson	 ﾠ
with	 ﾠthe	 ﾠhighest	 ﾠincome)	 ﾠand	 ﾠindividual	 ﾠ(CAPI	 ﾠinterview	 ﾠwith	 ﾠthe	 ﾠhousehold	 ﾠreference	 ﾠ
person	 ﾠand	 ﾠall	 ﾠthe	 ﾠremaining	 ﾠhousehold	 ﾠmembers	 ﾠincluding	 ﾠchildren).	 ﾠTo	 ﾠreduce	 ﾠthe	 ﾠburden	 ﾠ
on	 ﾠrespondents,	 ﾠsome	 ﾠNTS	 ﾠquestions	 ﾠare	 ﾠasked	 ﾠof	 ﾠa	 ﾠrandom	 ﾠsubsample	 ﾠof	 ﾠrespondents	 ﾠor	 ﾠare	 ﾠ
asked	 ﾠevery	 ﾠother	 ﾠyear.	 ﾠMoreover,	 ﾠsome	 ﾠquestions	 ﾠhave	 ﾠbeen	 ﾠdropped	 ﾠover	 ﾠthe	 ﾠyears.	 ﾠThe	 ﾠ
implication	 ﾠfor	 ﾠthis	 ﾠstudy	 ﾠis	 ﾠthat	 ﾠanalyses	 ﾠfor	 ﾠeach	 ﾠdependent	 ﾠvariable	 ﾠare	 ﾠbased	 ﾠon	 ﾠdifferent	 ﾠ
numbers	 ﾠof	 ﾠcases.	 ﾠ	 ﾠ
The	 ﾠNTS	 ﾠemploys	 ﾠa	 ﾠmulti-ﾭ‐stage	 ﾠstratified	 ﾠclustered	 ﾠsample	 ﾠin	 ﾠwhich,	 ﾠeach	 ﾠyear,	 ﾠover	 ﾠ15,000	 ﾠ
addresses	 ﾠare	 ﾠdrawn	 ﾠfrom	 ﾠthe	 ﾠPostcode	 ﾠAddress	 ﾠFile	 ﾠ(PAF).	 ﾠIn	 ﾠstage	 ﾠone	 ﾠ683	 ﾠ(684	 ﾠin	 ﾠsome	 ﾠ
years)	 ﾠpostcode	 ﾠsectors	 ﾠ(PSUs)	 ﾠare	 ﾠselected	 ﾠusing	 ﾠSRS.	 ﾠIn	 ﾠthe	 ﾠsecond	 ﾠstage,	 ﾠ22	 ﾠaddresses	 ﾠare	 ﾠ
selected	 ﾠwithin	 ﾠeach	 ﾠPSU,	 ﾠalso	 ﾠusing	 ﾠSRS.	 ﾠVariables	 ﾠused	 ﾠfor	 ﾠstratification	 ﾠare:	 ﾠregion	 ﾠ
(NUTS2
10),	 ﾠcar	 ﾠownership	 ﾠ(based	 ﾠon	 ﾠcensus	 ﾠresults)	 ﾠand	 ﾠpopulation	 ﾠdensity.	 ﾠ	 ﾠThe	 ﾠNTS	 ﾠalso	 ﾠ
uses	 ﾠsample	 ﾠboosters	 ﾠfor	 ﾠInner	 ﾠand	 ﾠOuter	 ﾠLondon	 ﾠareas.	 ﾠSince	 ﾠ2002,	 ﾠthe	 ﾠNTS	 ﾠhas	 ﾠused	 ﾠa	 ﾠ
quasi-ﾭ‐panel	 ﾠdesign	 ﾠin	 ﾠwhich	 ﾠhalf	 ﾠof	 ﾠthe	 ﾠPSUs	 ﾠ(but	 ﾠnever	 ﾠthe	 ﾠaddresses)	 ﾠare	 ﾠre-ﾭ‐used	 ﾠin	 ﾠthe	 ﾠ
following	 ﾠyear.	 ﾠThe	 ﾠmain	 ﾠpurpose	 ﾠof	 ﾠthis	 ﾠdesign	 ﾠis	 ﾠto	 ﾠdecrease	 ﾠthe	 ﾠvariability	 ﾠof	 ﾠsurvey	 ﾠ
estimates.	 ﾠAs	 ﾠeach	 ﾠNTS	 ﾠcohort	 ﾠused	 ﾠfor	 ﾠanalyses	 ﾠin	 ﾠthis	 ﾠthesis	 ﾠis	 ﾠsubject	 ﾠto	 ﾠthe	 ﾠsame	 ﾠquasi-ﾭ‐
panel	 ﾠdesign,	 ﾠit	 ﾠis	 ﾠlargely	 ﾠirrelevant	 ﾠto	 ﾠthe	 ﾠanalyses	 ﾠconducted	 ﾠin	 ﾠthis	 ﾠthesis	 ﾠand	 ﾠhence	 ﾠit	 ﾠis	 ﾠ
ignored.	 ﾠ	 ﾠ
The	 ﾠNTS	 ﾠuses	 ﾠa	 ﾠrolling	 ﾠdesign.	 ﾠThis	 ﾠis	 ﾠbecause	 ﾠtravel	 ﾠpatterns	 ﾠdepend	 ﾠon	 ﾠseasons.	 ﾠIn	 ﾠeach	 ﾠ
survey	 ﾠyear,	 ﾠinterviews	 ﾠare	 ﾠconducted	 ﾠin	 ﾠmonthly	 ﾠquotas	 ﾠof	 ﾠ57	 ﾠPSUs.	 ﾠThey	 ﾠare	 ﾠallocated	 ﾠin	 ﾠ
such	 ﾠa	 ﾠway	 ﾠthat	 ﾠevery	 ﾠquarterly	 ﾠsample,	 ﾠ171	 ﾠPSUs,	 ﾠis	 ﾠrepresentative	 ﾠof	 ﾠthe	 ﾠwhole	 ﾠsurvey	 ﾠ
population.	 ﾠDuring	 ﾠthe	 ﾠsurvey	 ﾠyear	 ﾠeach	 ﾠinterviewer	 ﾠworks	 ﾠin	 ﾠmore	 ﾠthan	 ﾠone	 ﾠPSU	 ﾠand	 ﾠeach	 ﾠ
PSU	 ﾠis	 ﾠ‘served’	 ﾠby	 ﾠa	 ﾠnumber	 ﾠof	 ﾠinterviewers.	 ﾠAs	 ﾠan	 ﾠeffect,	 ﾠa	 ﾠ‘natural’	 ﾠcross-ﾭ‐classification	 ﾠof	 ﾠ
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 ﾠ
9	 ﾠAlthough	 ﾠthe	 ﾠNTS	 ﾠpopulation	 ﾠare	 ﾠthe	 ﾠprivate	 ﾠhouseholds	 ﾠin	 ﾠGreat	 ﾠBritain,	 ﾠfor	 ﾠpractical	 ﾠreasons	 ﾠthe	 ﾠ
Scottish	 ﾠislands	 ﾠand	 ﾠIsles	 ﾠof	 ﾠScilly,	 ﾠwhich	 ﾠaccount	 ﾠfor	 ﾠ0.2%	 ﾠof	 ﾠaddresses	 ﾠin	 ﾠGB,	 ﾠare	 ﾠremoved	 ﾠfrom	 ﾠthe	 ﾠ
sampling	 ﾠframe.	 ﾠ	 ﾠ
10Nomenclature	 ﾠof	 ﾠUnits	 ﾠfor	 ﾠTerritorial	 ﾠStatistics	 ﾠ(NUTS)	 ﾠas	 ﾠdeveloped	 ﾠby	 ﾠEurostat.	 ﾠFor	 ﾠmore	 ﾠdetails	 ﾠ
please	 ﾠsee	 ﾠthe	 ﾠNTS	 ﾠtechnical	 ﾠreport	 ﾠ2003-ﾭ‐2004;	 ﾠp	 ﾠ9-ﾭ‐10	 ﾠ
(http://www.esds.ac.uk/doc/5340/mrdoc/pdf/5340technical_report_2003_2004.pd).	 ﾠ
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interviewers	 ﾠand	 ﾠPSUs	 ﾠoccurs.	 ﾠBecause	 ﾠthe	 ﾠdata	 ﾠanalysed	 ﾠhere	 ﾠspan	 ﾠseven	 ﾠyears	 ﾠ(2002	 ﾠ–	 ﾠ
2008),	 ﾠcross-ﾭ‐classification	 ﾠalso	 ﾠoccurs	 ﾠacross	 ﾠthe	 ﾠyears	 ﾠand	 ﾠdue	 ﾠto	 ﾠthe	 ﾠquasi-ﾭ‐panel	 ﾠdesign	 ﾠ
some	 ﾠinterviewers	 ﾠwork	 ﾠagain	 ﾠin	 ﾠthe	 ﾠsame	 ﾠPSUs	 ﾠin	 ﾠthe	 ﾠsubsequent	 ﾠsurvey	 ﾠyears.	 ﾠNTS	 ﾠyearly	 ﾠ
response	 ﾠrate	 ﾠremains	 ﾠat	 ﾠthe	 ﾠ60%	 ﾠlevel.	 ﾠMore	 ﾠdetailed	 ﾠinformation	 ﾠon	 ﾠthe	 ﾠNTS	 ﾠmethodology	 ﾠ
can	 ﾠbe	 ﾠfound	 ﾠin	 ﾠthe	 ﾠtechnical	 ﾠreports	 ﾠavailable	 ﾠon	 ﾠthe	 ﾠNTS	 ﾠwebsite	 ﾠ(for	 ﾠexample	 ﾠHayllar	 ﾠet	 ﾠal.,	 ﾠ
2005).	 ﾠ	 ﾠ
1.5.2  The	 ﾠsurvey	 ﾠdata	 ﾠon	 ﾠinterviewers	 ﾠ
Information	 ﾠabout	 ﾠinterviewers	 ﾠcomes	 ﾠfrom	 ﾠtwo	 ﾠdifferent	 ﾠsources:	 ﾠ	 ﾠbasic	 ﾠadministrative	 ﾠ
information	 ﾠsuch	 ﾠas	 ﾠage	 ﾠ(in	 ﾠ2010),	 ﾠgender,	 ﾠgrade	 ﾠand	 ﾠindicator	 ﾠwhich	 ﾠNTS	 ﾠadministrations	 ﾠ
worked	 ﾠon,	 ﾠand	 ﾠthe	 ﾠresults	 ﾠfrom	 ﾠthe	 ﾠmethodological	 ﾠsurvey	 ﾠof	 ﾠall	 ﾠNatCen	 ﾠinterviewers	 ﾠ
conducted	 ﾠin	 ﾠ2008	 ﾠand	 ﾠtitled	 ﾠ‘Who	 ﾠis	 ﾠbehind	 ﾠthe	 ﾠNatCen	 ﾠID	 ﾠcard?’.	 ﾠThe	 ﾠsurvey	 ﾠresults	 ﾠare	 ﾠthe	 ﾠ
main	 ﾠsource	 ﾠof	 ﾠinterviewer-ﾭ‐related	 ﾠparadata	 ﾠused	 ﾠin	 ﾠthis	 ﾠthesis.	 ﾠIt	 ﾠused	 ﾠthe	 ﾠpen	 ﾠand	 ﾠpencil	 ﾠ
(PAPI)	 ﾠcollection	 ﾠmethod	 ﾠand	 ﾠwas	 ﾠsent	 ﾠby	 ﾠpost	 ﾠto	 ﾠ1,478	 ﾠinterviewers	 ﾠwho	 ﾠworked	 ﾠfor	 ﾠNatCen	 ﾠ
between	 ﾠJanuary	 ﾠ2006	 ﾠand	 ﾠMarch	 ﾠ2008.	 ﾠBoth	 ﾠformer	 ﾠand	 ﾠcurrent	 ﾠemployees	 ﾠwere	 ﾠincluded.	 ﾠ
The	 ﾠoverall	 ﾠresponse	 ﾠrate	 ﾠwas	 ﾠ81%	 ﾠand	 ﾠit	 ﾠwas	 ﾠhigher	 ﾠamongst	 ﾠcurrent	 ﾠinterviewers.	 ﾠThe	 ﾠ
results	 ﾠfrom	 ﾠthe	 ﾠsurvey	 ﾠwere	 ﾠsupplied	 ﾠas	 ﾠa	 ﾠseparate	 ﾠfile	 ﾠfor	 ﾠthose	 ﾠinterviewers	 ﾠwho	 ﾠworked	 ﾠ
on	 ﾠNTS	 ﾠbetween	 ﾠ2002	 ﾠand	 ﾠ2008	 ﾠonly.	 ﾠIt	 ﾠcontains	 ﾠ450	 ﾠinterviewers	 ﾠof	 ﾠwhom	 ﾠ47%	 ﾠwere	 ﾠmales	 ﾠ
and	 ﾠ53%	 ﾠfemales.	 ﾠThe	 ﾠmean	 ﾠage	 ﾠwas	 ﾠ60	 ﾠyears	 ﾠold.	 ﾠThe	 ﾠmean	 ﾠtenure	 ﾠat	 ﾠNatCen	 ﾠwas	 ﾠeight	 ﾠ
years.	 ﾠOnly	 ﾠone	 ﾠinterviewer	 ﾠworked	 ﾠon	 ﾠall	 ﾠseven	 ﾠNTS	 ﾠadministrations,	 ﾠwhile	 ﾠ23%	 ﾠof	 ﾠthe	 ﾠ
sample	 ﾠworked	 ﾠon	 ﾠthe	 ﾠNTS	 ﾠonly	 ﾠonce	 ﾠ(modal	 ﾠvalue).	 ﾠThe	 ﾠsample	 ﾠconsisted	 ﾠof	 ﾠquite	 ﾠ
experienced	 ﾠinterviewers	 ﾠas	 ﾠalmost	 ﾠhalf	 ﾠof	 ﾠthem	 ﾠ(46%)	 ﾠwere	 ﾠC	 ﾠgrade	 ﾠand	 ﾠ17%	 ﾠof	 ﾠthem	 ﾠwere	 ﾠ
supervisors11.	 ﾠHalf	 ﾠof	 ﾠthem	 ﾠhad	 ﾠsome	 ﾠother	 ﾠinterviewing	 ﾠexperience	 ﾠapart	 ﾠfrom	 ﾠat	 ﾠNatCen.	 ﾠ
The	 ﾠmain	 ﾠsection	 ﾠof	 ﾠthe	 ﾠquestionnaire	 ﾠasked	 ﾠinterviewers	 ﾠabout	 ﾠtheir	 ﾠpersonality	 ﾠtraits	 ﾠand	 ﾠ
transferable	 ﾠskills.	 ﾠInterviewers	 ﾠused	 ﾠa	 ﾠseven-ﾭ‐point	 ﾠLikert	 ﾠscale	 ﾠ(1	 ﾠ–	 ﾠDoes	 ﾠnot	 ﾠapply	 ﾠto	 ﾠme	 ﾠat	 ﾠ
all;	 ﾠ7	 ﾠ–	 ﾠApplies	 ﾠto	 ﾠme	 ﾠperfectly)	 ﾠto	 ﾠreply	 ﾠto	 ﾠ67	 ﾠstatements	 ﾠincluding	 ﾠthe	 ﾠmain	 ﾠpersonality	 ﾠ
traits	 ﾠ–	 ﾠ‘Big	 ﾠFive’	 ﾠ–	 ﾠagreeableness,	 ﾠconscientiousness,	 ﾠextraversion,	 ﾠneuroticism	 ﾠand	 ﾠopenness	 ﾠ
(Goldberg	 ﾠ,1990)	 ﾠas	 ﾠwell	 ﾠas	 ﾠothers	 ﾠsuch	 ﾠas	 ﾠability	 ﾠto	 ﾠpick	 ﾠup	 ﾠcues,	 ﾠability	 ﾠto	 ﾠread	 ﾠother	 ﾠpeople	 ﾠ
and	 ﾠempathy.	 ﾠQuestions	 ﾠabout	 ﾠskills	 ﾠincluded	 ﾠtime	 ﾠmanagement,	 ﾠorganisation	 ﾠand	 ﾠattention	 ﾠ
to	 ﾠdetail,	 ﾠproblem	 ﾠsolving,	 ﾠpresentation	 ﾠof	 ﾠself,	 ﾠadaptability,	 ﾠresilience,	 ﾠverbal	 ﾠand	 ﾠnonverbal	 ﾠ
communication,	 ﾠlistening,	 ﾠpersuasion	 ﾠand	 ﾠassertiveness.	 ﾠOther	 ﾠitems	 ﾠin	 ﾠthe	 ﾠ‘Who	 ﾠis	 ﾠbehind	 ﾠ
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 ﾠ	 ﾠ	 ﾠ	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 ﾠ	 ﾠ	 ﾠ	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11	 ﾠNatCen	 ﾠinterviewer	 ﾠgrades	 ﾠrange	 ﾠfrom	 ﾠA	 ﾠto	 ﾠC	 ﾠthen	 ﾠsupervisors	 ﾠand	 ﾠfinally	 ﾠa	 ﾠteam	 ﾠleader.	 ﾠA	 ﾠstands	 ﾠfor	 ﾠ
the	 ﾠlowest	 ﾠgrade.	 ﾠ	 ﾠ	 ﾠ
	 ﾠ 22	 ﾠ
the	 ﾠNatCen	 ﾠID	 ﾠcard?’	 ﾠquestionnaire	 ﾠof	 ﾠinterest	 ﾠwere:	 ﾠwhat	 ﾠaspects	 ﾠof	 ﾠthe	 ﾠinterviewer’s	 ﾠjob	 ﾠare	 ﾠ
the	 ﾠmost	 ﾠimportant;	 ﾠsatisfaction	 ﾠwith	 ﾠthe	 ﾠmain	 ﾠaspects	 ﾠof	 ﾠthe	 ﾠjob	 ﾠsuch	 ﾠas	 ﾠpay	 ﾠas	 ﾠwell	 ﾠas	 ﾠthe	 ﾠ
overall	 ﾠsatisfaction	 ﾠwith	 ﾠthe	 ﾠjob	 ﾠat	 ﾠNatCen	 ﾠ(this	 ﾠitem	 ﾠwas	 ﾠonly	 ﾠasked	 ﾠof	 ﾠcurrent	 ﾠinterviewers);	 ﾠ
and	 ﾠinterviewers’	 ﾠattitudes	 ﾠtowards	 ﾠpersuading	 ﾠrespondents.	 ﾠThe	 ﾠ‘Who	 ﾠis	 ﾠbehind	 ﾠthe	 ﾠNatCen	 ﾠ
ID	 ﾠcard?’	 ﾠquestionnaire	 ﾠcan	 ﾠbe	 ﾠfound	 ﾠin	 ﾠAppendix	 ﾠ1.	 ﾠ
1.5.3  Area-ﾭ‐level	 ﾠvariables	 ﾠ
The	 ﾠNTS	 ﾠdata	 ﾠwere	 ﾠalso	 ﾠlinked	 ﾠwith	 ﾠarea-ﾭ‐level	 ﾠcharacteristics.	 ﾠPostcode	 ﾠsectors	 ﾠare	 ﾠthe	 ﾠPSUs	 ﾠ
in	 ﾠthe	 ﾠNTS.	 ﾠThese	 ﾠare	 ﾠnot	 ﾠparticularly	 ﾠmeaningful	 ﾠas	 ﾠspatial	 ﾠunits	 ﾠbecause	 ﾠtheir	 ﾠdesign	 ﾠwas	 ﾠ
mainly	 ﾠdriven	 ﾠby	 ﾠthe	 ﾠrequirements	 ﾠof	 ﾠthe	 ﾠmail	 ﾠdelivery	 ﾠsystem	 ﾠ(Raper	 ﾠet	 ﾠal.,	 ﾠ1992).	 ﾠThe	 ﾠarea	 ﾠ
characteristics	 ﾠused	 ﾠin	 ﾠthis	 ﾠthesis	 ﾠare	 ﾠat	 ﾠthe	 ﾠMiddle	 ﾠSuper	 ﾠOutput	 ﾠArea	 ﾠ(MSOA)	 ﾠlevel	 ﾠrather	 ﾠ
than	 ﾠthe	 ﾠpostcode	 ﾠsector	 ﾠlevel.	 ﾠ	 ﾠ
MSOAs	 ﾠare	 ﾠbased	 ﾠon	 ﾠthe	 ﾠUK	 ﾠcensus	 ﾠgeography.	 ﾠNew	 ﾠgeographical	 ﾠunits	 ﾠ–	 ﾠOutput	 ﾠAreas	 ﾠ(OA)	 ﾠ
were	 ﾠdesigned	 ﾠfor	 ﾠthe	 ﾠ2001	 ﾠcensus,	 ﾠand	 ﾠonward	 ﾠcensuses,	 ﾠin	 ﾠsuch	 ﾠa	 ﾠway	 ﾠas	 ﾠto	 ﾠbe	 ﾠmore	 ﾠ
meaningful	 ﾠgeographical	 ﾠareas.	 ﾠThat	 ﾠmeans	 ﾠthey	 ﾠare	 ﾠstable	 ﾠover	 ﾠtime,	 ﾠsimilar	 ﾠin	 ﾠsize	 ﾠand	 ﾠ
account	 ﾠfor	 ﾠnatural	 ﾠboundaries	 ﾠsuch	 ﾠas	 ﾠrivers	 ﾠ(Martin,	 ﾠ2001).	 ﾠThe	 ﾠOAs	 ﾠwere	 ﾠlater	 ﾠmerged	 ﾠinto	 ﾠ
the	 ﾠSuper	 ﾠOutput	 ﾠAreas	 ﾠ(SOAs)	 ﾠat	 ﾠtwo	 ﾠdistinct	 ﾠlevels:	 ﾠlower	 ﾠand	 ﾠmiddle,	 ﾠtaking	 ﾠinto	 ﾠaccount	 ﾠ
social	 ﾠhomogeneity	 ﾠof	 ﾠthe	 ﾠarea	 ﾠand	 ﾠits	 ﾠsize.	 ﾠThe	 ﾠcreation	 ﾠof	 ﾠMSOAs	 ﾠfollowed	 ﾠextensive	 ﾠ
consultation	 ﾠwith	 ﾠlocal	 ﾠauthorities	 ﾠresulting	 ﾠin	 ﾠ7,193	 ﾠMSOAs	 ﾠin	 ﾠEngland	 ﾠand	 ﾠWales.	 ﾠIn	 ﾠ
Scotland	 ﾠthe	 ﾠequivalent	 ﾠof	 ﾠMSOAs	 ﾠare	 ﾠcalled	 ﾠIntermediate	 ﾠGeographies
12.	 ﾠMSOAs	 ﾠhave	 ﾠon	 ﾠ
average	 ﾠa	 ﾠpopulation	 ﾠof	 ﾠ7,200.	 ﾠ	 ﾠ
The	 ﾠarea	 ﾠcharacteristics	 ﾠat	 ﾠthe	 ﾠMSOA	 ﾠlevel	 ﾠused	 ﾠin	 ﾠthis	 ﾠthesis	 ﾠinclude:	 ﾠsocio-ﾭ‐economic	 ﾠ
disadvantage,	 ﾠurbanisation,	 ﾠpopulation	 ﾠmobility,	 ﾠage	 ﾠprofile,	 ﾠhousing	 ﾠstructure,	 ﾠcrime	 ﾠrate	 ﾠ
and	 ﾠethnic	 ﾠdiversity.	 ﾠThese	 ﾠindicators	 ﾠwere	 ﾠcomputed	 ﾠusing	 ﾠvarious	 ﾠneighbourhood	 ﾠ
measures	 ﾠtaken	 ﾠfrom	 ﾠthe	 ﾠ2001	 ﾠcensus	 ﾠdata	 ﾠas	 ﾠwell	 ﾠas	 ﾠadministrative	 ﾠdata	 ﾠfrom	 ﾠONS	 ﾠand	 ﾠwere	 ﾠ
turned	 ﾠinto	 ﾠuncorrelated	 ﾠfactors	 ﾠusing	 ﾠPrincipal	 ﾠComponent	 ﾠAnalysis	 ﾠ(PCA)	 ﾠ(Brunton-ﾭ‐Smith,	 ﾠ
2008).	 ﾠBecause	 ﾠthe	 ﾠadministrative	 ﾠdata	 ﾠsources	 ﾠvary	 ﾠfor	 ﾠthe	 ﾠconstituent	 ﾠcountries	 ﾠthese	 ﾠ
indicators	 ﾠwere	 ﾠcomputed	 ﾠfor	 ﾠEngland	 ﾠonly,	 ﾠsubsequently	 ﾠnarrowing	 ﾠthe	 ﾠanalyses	 ﾠin	 ﾠthis	 ﾠ
thesis	 ﾠto	 ﾠrespondents	 ﾠresiding	 ﾠin	 ﾠEngland.	 ﾠOriginally	 ﾠthese	 ﾠindicators	 ﾠwere	 ﾠdesigned	 ﾠto	 ﾠwork	 ﾠ
as	 ﾠthe	 ﾠmeasure	 ﾠfor	 ﾠsocial	 ﾠdisorganisation	 ﾠand	 ﾠdisorder	 ﾠwithin	 ﾠneighbourhoods	 ﾠfor	 ﾠthe	 ﾠstudy	 ﾠ
on	 ﾠthe	 ﾠfear	 ﾠof	 ﾠcrime	 ﾠ(Brunton-ﾭ‐Smith	 ﾠand	 ﾠSturgis,	 ﾠ2011)	 ﾠbut	 ﾠthey	 ﾠcan	 ﾠbe	 ﾠsuccessfully	 ﾠused	 ﾠas	 ﾠ
	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ
12	 ﾠMore	 ﾠinformation	 ﾠon	 ﾠthe	 ﾠSOAs	 ﾠand	 ﾠMSOAs	 ﾠis	 ﾠavailable	 ﾠfrom	 ﾠthe	 ﾠONS	 ﾠwebsite:	 ﾠ
http://www.ons.gov.uk/about-ﾭ‐statistics/geography/products/geog-ﾭ‐products-ﾭ‐area/names-ﾭ‐codes/soa	 ﾠ	 ﾠ 	 ﾠ 	 ﾠ
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controls	 ﾠfor	 ﾠany	 ﾠdifferences	 ﾠbetween	 ﾠinterviewers’	 ﾠassignments	 ﾠdue	 ﾠto	 ﾠthe	 ﾠdifferent	 ﾠ
geographical	 ﾠareas	 ﾠthey	 ﾠwork	 ﾠin.	 ﾠ	 ﾠ
1.6  Contribution	 ﾠof	 ﾠthis	 ﾠthesis	 ﾠ
The	 ﾠresearch	 ﾠpresented	 ﾠin	 ﾠthe	 ﾠnext	 ﾠthree	 ﾠchapters	 ﾠof	 ﾠthis	 ﾠthesis	 ﾠaddresses	 ﾠimportant	 ﾠgaps	 ﾠin	 ﾠ
the	 ﾠliterature	 ﾠon	 ﾠmeasurement	 ﾠerror,	 ﾠinterviewer	 ﾠeffects	 ﾠand	 ﾠsatisficing.	 ﾠPaper	 ﾠOne	 ﾠin	 ﾠthe	 ﾠ
next	 ﾠchapter	 ﾠuses	 ﾠinterviewer-ﾭ‐related	 ﾠparadata	 ﾠto	 ﾠexamine	 ﾠthe	 ﾠinterviewer	 ﾠeffect	 ﾠexpressed	 ﾠ
as	 ﾠthe	 ﾠinterviewer-ﾭ‐related	 ﾠvariance	 ﾠof	 ﾠsurvey	 ﾠestimates.	 ﾠAlthough	 ﾠsimilar	 ﾠparadata	 ﾠhave	 ﾠbeen	 ﾠ
used	 ﾠto	 ﾠinvestigate	 ﾠinterviewers’	 ﾠcooperation	 ﾠand	 ﾠcontact	 ﾠrates,	 ﾠthey	 ﾠhave	 ﾠnever	 ﾠbeen	 ﾠused	 ﾠto	 ﾠ
understand	 ﾠthe	 ﾠgeneration	 ﾠof	 ﾠmeasurement	 ﾠerrors.	 ﾠThe	 ﾠresults	 ﾠof	 ﾠthis	 ﾠstudy	 ﾠshow	 ﾠthat	 ﾠcertain	 ﾠ
interviewer	 ﾠcharacteristics	 ﾠsuch	 ﾠas	 ﾠsatisfaction	 ﾠwith	 ﾠpay,	 ﾠdetermination,	 ﾠexperience	 ﾠwith	 ﾠthe	 ﾠ
survey,	 ﾠcommunication	 ﾠskills,	 ﾠconscientiousness	 ﾠand	 ﾠextroversion	 ﾠcan	 ﾠaffect	 ﾠhow	 ﾠmuch	 ﾠ
variance	 ﾠinterviewers	 ﾠintroduce	 ﾠinto	 ﾠthe	 ﾠsurvey	 ﾠestimates.	 ﾠInterviewers	 ﾠwho	 ﾠintroduce	 ﾠmore	 ﾠ
variance	 ﾠand	 ﾠhence	 ﾠnegatively	 ﾠaffect	 ﾠsurvey	 ﾠdata	 ﾠquality	 ﾠare	 ﾠthose	 ﾠless	 ﾠsatisfied	 ﾠwith	 ﾠtheir	 ﾠ
pay,	 ﾠless	 ﾠdetermined,	 ﾠwith	 ﾠreasonable	 ﾠsurvey	 ﾠexperience	 ﾠand	 ﾠwith	 ﾠlower	 ﾠlevel	 ﾠcommunication	 ﾠ
skills.	 ﾠMoreover,	 ﾠsomewhat	 ﾠcounter-ﾭ‐intuitively,	 ﾠthose	 ﾠwith	 ﾠhigh	 ﾠlevels	 ﾠof	 ﾠconscientiousness	 ﾠ
and	 ﾠlow	 ﾠlevels	 ﾠof	 ﾠextroversion	 ﾠintroduce	 ﾠthe	 ﾠmost	 ﾠvariance	 ﾠinto	 ﾠsurvey	 ﾠestimates.	 ﾠ	 ﾠ	 ﾠ
	 ﾠ
The	 ﾠfollowing	 ﾠtwo	 ﾠchapters	 ﾠare	 ﾠmainly	 ﾠconcerned	 ﾠwith	 ﾠsurvey	 ﾠsatisficing.	 ﾠPaper	 ﾠTwo	 ﾠ
(Chapter	 ﾠThree)	 ﾠpresents	 ﾠcurrent	 ﾠresearch	 ﾠinto	 ﾠsatisficing,	 ﾠits	 ﾠindicators	 ﾠand	 ﾠsources,	 ﾠwith	 ﾠ
the	 ﾠemphasis	 ﾠon	 ﾠthe	 ﾠinterviewer.	 ﾠA	 ﾠnew	 ﾠindicator	 ﾠof	 ﾠsatisficing,	 ﾠheaping,	 ﾠis	 ﾠintroduced	 ﾠand	 ﾠ
computed	 ﾠusing	 ﾠsurvey	 ﾠresponses	 ﾠ(for	 ﾠrespondents)	 ﾠand	 ﾠthe	 ﾠNTS	 ﾠAdministrative	 ﾠBlock	 ﾠ(for	 ﾠ
interviewers).	 ﾠA	 ﾠcross-ﾭ‐classified	 ﾠmultinomial	 ﾠordered	 ﾠlogistic	 ﾠmodel	 ﾠis	 ﾠthen	 ﾠused	 ﾠto	 ﾠestimate	 ﾠ
respondents’	 ﾠpropensity	 ﾠto	 ﾠsatisfice.	 ﾠThe	 ﾠresults	 ﾠshow	 ﾠthat	 ﾠinterviewers’	 ﾠown	 ﾠsatisficing	 ﾠ
behaviour	 ﾠcan	 ﾠpositively	 ﾠaffect	 ﾠsatisficing	 ﾠamongst	 ﾠtheir	 ﾠrespondents.	 ﾠThose	 ﾠwho	 ﾠwere	 ﾠ
interviewed	 ﾠby	 ﾠhighly	 ﾠsatisficing	 ﾠinterviewers	 ﾠwere	 ﾠmore	 ﾠlikely	 ﾠto	 ﾠbe	 ﾠin	 ﾠthe	 ﾠhigh	 ﾠsatisficing	 ﾠ
group	 ﾠof	 ﾠrespondents.	 ﾠ	 ﾠ
	 ﾠ
Satisficing	 ﾠrespondents	 ﾠshould	 ﾠtake	 ﾠless	 ﾠtime	 ﾠto	 ﾠanswer	 ﾠthe	 ﾠsurvey	 ﾠ(Callegaro	 ﾠet	 ﾠal.,	 ﾠ2009;	 ﾠ
Oppenheimer	 ﾠet	 ﾠal.,	 ﾠ2009).	 ﾠThe	 ﾠlogical	 ﾠimplication	 ﾠof	 ﾠsatisficing	 ﾠas	 ﾠsaving	 ﾠcognitive	 ﾠeffort	 ﾠ
when	 ﾠresponding	 ﾠto	 ﾠa	 ﾠsurvey	 ﾠis	 ﾠsaving	 ﾠtime	 ﾠas	 ﾠwell.	 ﾠThe	 ﾠstudy	 ﾠpresented	 ﾠin	 ﾠPaper	 ﾠThree	 ﾠ
(Chapter	 ﾠFour)	 ﾠuses	 ﾠautomatically	 ﾠgenerated	 ﾠresponse-ﾭ‐time	 ﾠdata	 ﾠto	 ﾠbetter	 ﾠunderstand	 ﾠ
respondent	 ﾠsatisficing	 ﾠbehaviour,	 ﾠwhile	 ﾠcontrolling	 ﾠfor	 ﾠthe	 ﾠinterviewer	 ﾠeffect.	 ﾠIt	 ﾠshows	 ﾠthat	 ﾠ
providing	 ﾠa	 ﾠ‘Don’t	 ﾠknow’	 ﾠresponse	 ﾠ–	 ﾠa	 ﾠcommonly	 ﾠused	 ﾠsatisficing	 ﾠindicator	 ﾠ–	 ﾠactually	 ﾠresults	 ﾠ	 ﾠ
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in	 ﾠlonger	 ﾠresponse	 ﾠtimes	 ﾠthan	 ﾠproviding	 ﾠany	 ﾠother	 ﾠtype	 ﾠof	 ﾠresponse	 ﾠsuch	 ﾠas	 ﾠrounded	 ﾠ
response	 ﾠor	 ﾠoptimised	 ﾠ(as	 ﾠopposed	 ﾠto	 ﾠsatisficed)	 ﾠresponse.	 ﾠIf	 ﾠcognitive	 ﾠeffort	 ﾠinvested	 ﾠby	 ﾠ
interviewers	 ﾠis	 ﾠmeasured	 ﾠas	 ﾠtime	 ﾠneeded	 ﾠto	 ﾠformulate	 ﾠthe	 ﾠanswer,	 ﾠthen	 ﾠa	 ﾠpresumed	 ﾠsatisficed	 ﾠ
response	 ﾠactually	 ﾠrequires	 ﾠmore	 ﾠcognitive	 ﾠeffort.	 ﾠThe	 ﾠresults	 ﾠin	 ﾠPaper	 ﾠThree	 ﾠsuggest	 ﾠthat	 ﾠ
some	 ﾠpopular	 ﾠmeasures	 ﾠof	 ﾠsatisficing	 ﾠmay	 ﾠalso	 ﾠbe	 ﾠmeasures	 ﾠof	 ﾠoptimising,	 ﾠdepending	 ﾠon	 ﾠthe	 ﾠ
difficulty	 ﾠof	 ﾠthe	 ﾠquestion.	 ﾠ	 ﾠThroughout	 ﾠthis	 ﾠthesis,	 ﾠthe	 ﾠvalue	 ﾠof	 ﾠparadata	 ﾠin	 ﾠsocial	 ﾠsurvey	 ﾠ
research	 ﾠand	 ﾠtheir	 ﾠapplication	 ﾠin	 ﾠresearch	 ﾠon	 ﾠmeasurement	 ﾠerror	 ﾠin	 ﾠsurveys	 ﾠis	 ﾠbeing	 ﾠ
demonstrated.	 ﾠ	 ﾠ
	 ﾠ 	 ﾠ	 ﾠ 	 ﾠ 	 ﾠ
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2.  Using	 ﾠparadata	 ﾠto	 ﾠexplain	 ﾠthe	 ﾠinterviewer	 ﾠ
contribution	 ﾠto	 ﾠthe	 ﾠdesign	 ﾠeffect	 ﾠin	 ﾠface-ﾭ‐to-ﾭ‐face	 ﾠ
surveys	 ﾠ
2.1  Introduction	 ﾠ
Every	 ﾠsurvey	 ﾠis	 ﾠsubject	 ﾠto	 ﾠerror.	 ﾠHistorically,	 ﾠsampling	 ﾠerror	 ﾠwas	 ﾠthe	 ﾠfirst	 ﾠtype	 ﾠof	 ﾠerror	 ﾠto	 ﾠbe	 ﾠ
considered	 ﾠby	 ﾠmethodologists	 ﾠ(Neyman,	 ﾠ1934).	 ﾠWith	 ﾠtime	 ﾠand	 ﾠthe	 ﾠdevelopment	 ﾠof	 ﾠthe	 ﾠfield	 ﾠof	 ﾠ
survey	 ﾠstatistics,	 ﾠmore	 ﾠsources	 ﾠof	 ﾠsurvey	 ﾠerrors	 ﾠwere	 ﾠprogressively	 ﾠrecognised	 ﾠ(Deming,	 ﾠ
1944).	 ﾠBiemer	 ﾠand	 ﾠLyberg	 ﾠ(2003)	 ﾠdistinguish	 ﾠtwo	 ﾠbroad	 ﾠtypes	 ﾠof	 ﾠsurvey	 ﾠerror:	 ﾠsampling	 ﾠ
error,	 ﾠwhich	 ﾠemerges	 ﾠwhen	 ﾠonly	 ﾠa	 ﾠsample	 ﾠof	 ﾠa	 ﾠpopulation	 ﾠis	 ﾠinterviewed;	 ﾠand	 ﾠnonsampling	 ﾠ
error,	 ﾠwhich	 ﾠemerges	 ﾠdue	 ﾠto	 ﾠmistakes	 ﾠin	 ﾠthe	 ﾠsurvey	 ﾠprocess.	 ﾠ	 ﾠGroves	 ﾠ(2004)	 ﾠoffers	 ﾠa	 ﾠsimilar	 ﾠ
typology	 ﾠof	 ﾠerrors	 ﾠin	 ﾠtwo	 ﾠseparate	 ﾠcategories:	 ﾠerrors	 ﾠof	 ﾠrepresentation,	 ﾠsuch	 ﾠas	 ﾠcoverage	 ﾠ
error	 ﾠand	 ﾠnonresponse	 ﾠerror,	 ﾠand	 ﾠerrors	 ﾠof	 ﾠmeasurement.	 ﾠHe	 ﾠalso	 ﾠstates	 ﾠthat	 ﾠit	 ﾠis	 ﾠimportant	 ﾠ
to	 ﾠlook	 ﾠat	 ﾠsurvey	 ﾠerrors	 ﾠfrom	 ﾠthe	 ﾠ‘process	 ﾠquality’	 ﾠperspective	 ﾠ(Dippo,	 ﾠ1997)	 ﾠwhich	 ﾠmeans	 ﾠ
that	 ﾠsurvey	 ﾠerrors	 ﾠare	 ﾠidentified	 ﾠand	 ﾠaddressed	 ﾠat	 ﾠevery	 ﾠstage	 ﾠof	 ﾠthe	 ﾠsurvey	 ﾠprocess	 ﾠin	 ﾠorder	 ﾠ
to	 ﾠobtain	 ﾠa	 ﾠhigh	 ﾠquality	 ﾠsurvey	 ﾠstatistic.	 ﾠ
The	 ﾠinterviewer	 ﾠwas	 ﾠrecognised	 ﾠas	 ﾠa	 ﾠsource	 ﾠof	 ﾠerror	 ﾠin	 ﾠsurvey	 ﾠestimates	 ﾠas	 ﾠearly	 ﾠas	 ﾠthe	 ﾠ1930s	 ﾠ
(Rice,	 ﾠ1929)	 ﾠand	 ﾠhas	 ﾠbeen	 ﾠinvestigated	 ﾠin	 ﾠa	 ﾠlarge	 ﾠnumber	 ﾠof	 ﾠsubsequent	 ﾠstudies.	 ﾠThe	 ﾠ
interviewer	 ﾠcan	 ﾠintroduce	 ﾠerrors	 ﾠin	 ﾠa	 ﾠnumber	 ﾠof	 ﾠdifferent	 ﾠways:	 ﾠthrough	 ﾠnonresponse,	 ﾠthat	 ﾠis	 ﾠ
through	 ﾠfailing	 ﾠto	 ﾠobtain	 ﾠan	 ﾠinterview;	 ﾠthrough	 ﾠnon-ﾭ‐coverage	 ﾠerror,	 ﾠthat	 ﾠis	 ﾠfailing	 ﾠto	 ﾠidentify	 ﾠ
or	 ﾠselect	 ﾠthe	 ﾠcorrect	 ﾠhousehold;	 ﾠand	 ﾠthrough	 ﾠmeasurement	 ﾠerror,	 ﾠfailing	 ﾠto	 ﾠrecord	 ﾠ
information	 ﾠcorrectly,	 ﾠor	 ﾠinfluencing	 ﾠthe	 ﾠrespondent	 ﾠin	 ﾠa	 ﾠway	 ﾠthat	 ﾠleads	 ﾠhim	 ﾠor	 ﾠher	 ﾠto	 ﾠprovide	 ﾠ
an	 ﾠinaccurate	 ﾠanswer	 ﾠ(Groves,	 ﾠ2004).	 ﾠMeasurement	 ﾠerror	 ﾠcan	 ﾠalso,	 ﾠof	 ﾠcourse,	 ﾠbe	 ﾠintroduced	 ﾠ
by	 ﾠa	 ﾠrespondent,	 ﾠwhen	 ﾠfailing	 ﾠto	 ﾠgive	 ﾠthe	 ﾠright	 ﾠanswer,	 ﾠor	 ﾠa	 ﾠquestionnaire,	 ﾠwhen	 ﾠit	 ﾠis	 ﾠtoo	 ﾠlong	 ﾠ
or	 ﾠincludes	 ﾠbadly	 ﾠdesigned	 ﾠquestions	 ﾠ(Biemer	 ﾠand	 ﾠLyberg,	 ﾠ2003).	 ﾠ	 ﾠ	 ﾠ
The	 ﾠinterviewer	 ﾠcan	 ﾠintroduce	 ﾠmeasurement	 ﾠerror	 ﾠin	 ﾠmany	 ﾠdifferent	 ﾠways:	 ﾠdifferent	 ﾠ
interviewers	 ﾠmay	 ﾠvary	 ﾠin	 ﾠthe	 ﾠway	 ﾠthey	 ﾠassist	 ﾠrespondents	 ﾠwith	 ﾠthe	 ﾠquestionnaire	 ﾠsuch	 ﾠas	 ﾠ
probing	 ﾠor	 ﾠusing	 ﾠshow	 ﾠcards;	 ﾠdifferent	 ﾠinterviewers	 ﾠmay	 ﾠread	 ﾠout	 ﾠquestions	 ﾠin	 ﾠa	 ﾠdifferent	 ﾠ
way;	 ﾠand,	 ﾠfinally,	 ﾠcertain	 ﾠinterviewer	 ﾠcharacteristics	 ﾠsuch	 ﾠas	 ﾠgender	 ﾠor	 ﾠethnicity	 ﾠmay	 ﾠaffect	 ﾠ
the	 ﾠrelationship	 ﾠwith	 ﾠthe	 ﾠrespondent	 ﾠin	 ﾠa	 ﾠway	 ﾠthat	 ﾠaffects	 ﾠthe	 ﾠresponse	 ﾠhe	 ﾠor	 ﾠshe	 ﾠprovides	 ﾠ
(Groves,	 ﾠ2004).	 ﾠFor	 ﾠexample,	 ﾠthe	 ﾠpresence	 ﾠof	 ﾠa	 ﾠmale	 ﾠinterviewer	 ﾠmay	 ﾠcause	 ﾠa	 ﾠsocial	 ﾠ	 ﾠ
	 ﾠ 26	 ﾠ
desirability	 ﾠeffect	 ﾠfor	 ﾠfemale	 ﾠrespondents	 ﾠ(DeMaio,	 ﾠ1984),	 ﾠwhich	 ﾠresults	 ﾠin	 ﾠthe	 ﾠ
underreporting	 ﾠof	 ﾠsocially	 ﾠundesirable	 ﾠbehaviours.	 ﾠRespondents	 ﾠmay	 ﾠmisrepresent	 ﾠtheir	 ﾠdrug	 ﾠ
use	 ﾠor	 ﾠnumber	 ﾠof	 ﾠcigarettes	 ﾠsmoked	 ﾠand	 ﾠthis	 ﾠmay	 ﾠbe	 ﾠexacerbated	 ﾠor	 ﾠweakened	 ﾠby	 ﾠ
interviewer	 ﾠcharacteristics.	 ﾠ	 ﾠThe	 ﾠmeasurement	 ﾠerror	 ﾠintroduced	 ﾠby	 ﾠthe	 ﾠinterviewer	 ﾠis	 ﾠ
referred	 ﾠto	 ﾠas	 ﾠthe	 ﾠinterviewer	 ﾠeffect.	 ﾠIt	 ﾠcomprises	 ﾠerrors	 ﾠof	 ﾠboth	 ﾠbias	 ﾠand	 ﾠvariance.	 ﾠ	 ﾠ
Interviewer	 ﾠcharacteristics	 ﾠseem	 ﾠlikely	 ﾠto	 ﾠplay	 ﾠan	 ﾠimportant	 ﾠrole	 ﾠduring	 ﾠthe	 ﾠsurvey	 ﾠinterview.	 ﾠ
Some	 ﾠinterviewers	 ﾠmay	 ﾠsimply	 ﾠbe	 ﾠbetter	 ﾠsuited	 ﾠto	 ﾠthe	 ﾠjob	 ﾠin	 ﾠterms	 ﾠof	 ﾠtheir	 ﾠpersonality	 ﾠand	 ﾠ
particular	 ﾠskill	 ﾠset.	 ﾠInterviewer	 ﾠcharacteristics	 ﾠsuch	 ﾠas	 ﾠgender,	 ﾠphysical	 ﾠattractiveness	 ﾠor	 ﾠ
dress	 ﾠmay	 ﾠaffect	 ﾠthe	 ﾠinterview	 ﾠif	 ﾠsome	 ﾠof	 ﾠthese	 ﾠfeatures	 ﾠare	 ﾠparticularly	 ﾠliked	 ﾠby	 ﾠrespondents	 ﾠ
(Groves	 ﾠet	 ﾠal.,	 ﾠ1992).	 ﾠFor	 ﾠexample,	 ﾠthere	 ﾠmay	 ﾠbe	 ﾠa	 ﾠdifferent	 ﾠdynamic	 ﾠbetween	 ﾠa	 ﾠmale	 ﾠ
interviewer	 ﾠand	 ﾠmale	 ﾠrespondent	 ﾠthan	 ﾠbetween	 ﾠa	 ﾠfemale	 ﾠinterviewer	 ﾠand	 ﾠmale	 ﾠrespondent	 ﾠ
(Catania	 ﾠet	 ﾠal.,	 ﾠ1996).	 ﾠFinally,	 ﾠan	 ﾠinterviewer’s	 ﾠethnicity	 ﾠor	 ﾠreligion	 ﾠcan	 ﾠchange	 ﾠthe	 ﾠwhole	 ﾠ
context	 ﾠof	 ﾠthe	 ﾠinterview	 ﾠwhen,	 ﾠfor	 ﾠexample,	 ﾠquestions	 ﾠabout	 ﾠattitudes	 ﾠtowards	 ﾠblack	 ﾠpeople	 ﾠ
or	 ﾠthe	 ﾠJewish	 ﾠfaith	 ﾠare	 ﾠasked	 ﾠ(Robinson	 ﾠand	 ﾠRohde,	 ﾠ1946;	 ﾠSchuman	 ﾠand	 ﾠConverse,	 ﾠ1981).	 ﾠ
The	 ﾠobjective	 ﾠof	 ﾠthis	 ﾠpaper	 ﾠis	 ﾠto	 ﾠassess	 ﾠwhether	 ﾠinterviewer	 ﾠpersonality,	 ﾠattitudes,	 ﾠskills	 ﾠand	 ﾠ
demographic	 ﾠcharacteristics	 ﾠare	 ﾠpredictive	 ﾠof	 ﾠthe	 ﾠmagnitude	 ﾠof	 ﾠinterviewer	 ﾠvariance.	 ﾠThis	 ﾠis	 ﾠ
the	 ﾠfirst	 ﾠtime	 ﾠthat	 ﾠinterviewer	 ﾠparadata	 ﾠ–	 ﾠextensive	 ﾠinformation	 ﾠon	 ﾠinterviewers	 ﾠsuch	 ﾠas	 ﾠtheir	 ﾠ
attitudes	 ﾠtowards	 ﾠinterviewing,	 ﾠpersonality	 ﾠtraits	 ﾠand	 ﾠskills	 ﾠ–	 ﾠhave	 ﾠbeen	 ﾠused	 ﾠto	 ﾠaddress	 ﾠthis	 ﾠ
question.	 ﾠThe	 ﾠremainder	 ﾠof	 ﾠthe	 ﾠpaper	 ﾠis	 ﾠstructured	 ﾠas	 ﾠfollows.	 ﾠThe	 ﾠnext	 ﾠsection	 ﾠdescribes	 ﾠthe	 ﾠ
ways	 ﾠin	 ﾠwhich	 ﾠinterviewers	 ﾠcontribute	 ﾠto	 ﾠsurvey	 ﾠerror	 ﾠand	 ﾠthe	 ﾠmethods,	 ﾠwhich	 ﾠcan	 ﾠbe	 ﾠused	 ﾠto	 ﾠ
estimate	 ﾠthe	 ﾠinterviewer	 ﾠeffect.	 ﾠThis	 ﾠis	 ﾠfollowed	 ﾠby	 ﾠan	 ﾠoverview	 ﾠof	 ﾠsurvey	 ﾠparadata	 ﾠand	 ﾠa	 ﾠ
description	 ﾠof	 ﾠrecent	 ﾠdevelopments	 ﾠin	 ﾠthis	 ﾠarea	 ﾠof	 ﾠresearch.	 ﾠThe	 ﾠdata	 ﾠand	 ﾠmeasures	 ﾠsections	 ﾠ
are	 ﾠfollowed	 ﾠby	 ﾠthe	 ﾠmodel	 ﾠspecification	 ﾠand	 ﾠanalysis	 ﾠstrategy.	 ﾠThe	 ﾠresults	 ﾠare	 ﾠpresented	 ﾠin	 ﾠ
Section	 ﾠ2.7.	 ﾠThe	 ﾠpaper	 ﾠconcludes	 ﾠwith	 ﾠa	 ﾠconsideration	 ﾠof	 ﾠthe	 ﾠconclusions	 ﾠto	 ﾠbe	 ﾠdrawn	 ﾠabout	 ﾠ
how	 ﾠinterviewer	 ﾠcharacteristics	 ﾠaffect	 ﾠthe	 ﾠmagnitude	 ﾠof	 ﾠthe	 ﾠdesign	 ﾠeffect.	 ﾠ
2.2  The	 ﾠinterviewer	 ﾠdesign	 ﾠeffect	 ﾠ
Lesley	 ﾠKish	 ﾠ(1965)	 ﾠfirst	 ﾠcoined	 ﾠthe	 ﾠterm	 ﾠ‘design	 ﾠeffect’	 ﾠ(DEFF)	 ﾠinitially	 ﾠto	 ﾠdenote	 ﾠthe	 ﾠeffect	 ﾠof	 ﾠ
complex	 ﾠsurvey	 ﾠdesign	 ﾠfeatures	 ﾠon	 ﾠsurvey	 ﾠestimates.	 ﾠComplex	 ﾠsurvey	 ﾠdesigns	 ﾠusually	 ﾠarise	 ﾠ
when	 ﾠfeatures	 ﾠof	 ﾠthe	 ﾠsample	 ﾠdesign,	 ﾠsuch	 ﾠas	 ﾠstratification	 ﾠand	 ﾠclustering,	 ﾠmean	 ﾠthat	 ﾠsample	 ﾠ
units	 ﾠhave	 ﾠunequal	 ﾠselection	 ﾠprobabilities.	 ﾠComplex	 ﾠsample	 ﾠdesigns	 ﾠgenerally	 ﾠresult	 ﾠin	 ﾠ
standard	 ﾠerrors	 ﾠwhich	 ﾠare	 ﾠdifferent	 ﾠfrom	 ﾠ(usually	 ﾠlarger	 ﾠthan)	 ﾠwhat	 ﾠwould	 ﾠbe	 ﾠobtained	 ﾠusing	 ﾠ
a	 ﾠsimple	 ﾠrandom	 ﾠsampling	 ﾠ(SRS)	 ﾠof	 ﾠthe	 ﾠsame	 ﾠsize	 ﾠ(Heeringa	 ﾠand	 ﾠLiu,	 ﾠ1998;	 ﾠZelin	 ﾠand	 ﾠStubbs,	 ﾠ
2005).	 ﾠDEFF	 ﾠis	 ﾠitem-ﾭ‐specific	 ﾠand	 ﾠit	 ﾠis	 ﾠcalculated	 ﾠas	 ﾠthe	 ﾠratio	 ﾠof	 ﾠthe	 ﾠvariance	 ﾠof	 ﾠthe	 ﾠestimator	 ﾠ	 ﾠ 	 ﾠ 	 ﾠ
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under	 ﾠthe	 ﾠcomplex	 ﾠdesign	 ﾠto	 ﾠthe	 ﾠvariance	 ﾠusing	 ﾠa	 ﾠsimple	 ﾠrandom	 ﾠsample	 ﾠwith	 ﾠthe	 ﾠsame	 ﾠ
sample	 ﾠsize	 ﾠ(Gabler	 ﾠat	 ﾠal.,	 ﾠ2006;	 ﾠHeeringa	 ﾠand	 ﾠLiu,	 ﾠ1998;	 ﾠLynn	 ﾠand	 ﾠGabler,	 ﾠ2005;	 ﾠSkinner	 ﾠand	 ﾠ
Vieira,	 ﾠ2005).	 ﾠ	 ﾠ
In	 ﾠmulti-ﾭ‐stage	 ﾠ(or	 ﾠclustered)	 ﾠsample	 ﾠdesigns,	 ﾠthe	 ﾠprimary	 ﾠsampling	 ﾠunits	 ﾠ(PSUs)	 ﾠare	 ﾠusually	 ﾠ
geographical	 ﾠareas,	 ﾠvariously	 ﾠdefined.	 ﾠThese	 ﾠgeographical	 ﾠclusters	 ﾠare	 ﾠinternally	 ﾠmore	 ﾠ
homogenous	 ﾠthan	 ﾠthe	 ﾠpopulation	 ﾠas	 ﾠa	 ﾠwhole	 ﾠbecause	 ﾠpeople	 ﾠwho	 ﾠlive	 ﾠin	 ﾠclose	 ﾠproximity	 ﾠto	 ﾠ
one	 ﾠanother	 ﾠmay	 ﾠbe	 ﾠmore	 ﾠalike	 ﾠand	 ﾠshare	 ﾠsimilar	 ﾠsocio-ﾭ‐economic	 ﾠcharacteristics	 ﾠthan	 ﾠis	 ﾠthe	 ﾠ
case	 ﾠfor	 ﾠthe	 ﾠpopulation	 ﾠas	 ﾠa	 ﾠwhole.	 ﾠThis	 ﾠphenomenon	 ﾠis	 ﾠcalled	 ﾠTobler’s	 ﾠfirst	 ﾠlaw	 ﾠof	 ﾠgeography	 ﾠ
(Tobler,	 ﾠ1970).	 ﾠThe	 ﾠdegree	 ﾠof	 ﾠwithin-ﾭ‐cluster	 ﾠhomogeneity	 ﾠwas	 ﾠreferred	 ﾠto	 ﾠby	 ﾠKish	 ﾠ(1962)	 ﾠas	 ﾠ
the	 ﾠintra-ﾭ‐class	 ﾠcorrelation.	 ﾠThis	 ﾠconcept	 ﾠwas	 ﾠsoon	 ﾠextended	 ﾠto	 ﾠinclude	 ﾠinterviewers	 ﾠas	 ﾠwell	 ﾠas	 ﾠ
areas	 ﾠas	 ﾠthey	 ﾠmanifest	 ﾠin	 ﾠthe	 ﾠsame	 ﾠway.	 ﾠThe	 ﾠintra-ﾭ‐interviewer	 ﾠcorrelation	 ﾠis	 ﾠbased	 ﾠon	 ﾠthe	 ﾠ
assumption	 ﾠthat	 ﾠresponses	 ﾠobtained	 ﾠby	 ﾠone	 ﾠinterviewer	 ﾠare,	 ﾠon	 ﾠaverage,	 ﾠmore	 ﾠsimilar	 ﾠto	 ﾠone	 ﾠ
another	 ﾠthan	 ﾠare	 ﾠresponses	 ﾠobtained	 ﾠby	 ﾠtwo	 ﾠdifferent	 ﾠinterviewers	 ﾠ(Kish,	 ﾠ1962).	 ﾠ
In	 ﾠorder	 ﾠto	 ﾠminimise	 ﾠtravel	 ﾠcosts,	 ﾠeach	 ﾠinterviewer	 ﾠusually	 ﾠworks	 ﾠin	 ﾠone	 ﾠprimary	 ﾠsampling	 ﾠ
unit/cluster	 ﾠonly.	 ﾠThat	 ﾠmeans	 ﾠthat	 ﾠthe	 ﾠinterviewer	 ﾠadds	 ﾠeven	 ﾠmore	 ﾠhomogeneity	 ﾠto	 ﾠ‘their’	 ﾠ
cluster,	 ﾠpotentially	 ﾠincreasing	 ﾠthe	 ﾠdesign	 ﾠeffect	 ﾠ(Schnell	 ﾠand	 ﾠKreuter,	 ﾠ2005).	 ﾠMoreover,	 ﾠsuch	 ﾠ
set-ﾭ‐up	 ﾠmeans	 ﾠthat	 ﾠthe	 ﾠcluster	 ﾠand	 ﾠinterviewer	 ﾠeffects	 ﾠare	 ﾠcompletely	 ﾠconfounded	 ﾠand	 ﾠthus	 ﾠare	 ﾠ
difficult	 ﾠto	 ﾠestimate.	 ﾠThe	 ﾠinitial	 ﾠapproaches	 ﾠto	 ﾠestimating	 ﾠthe	 ﾠinterviewer	 ﾠeffect	 ﾠsuch	 ﾠas	 ﾠ
Hansen	 ﾠHurwitz	 ﾠand	 ﾠBershad	 ﾠ(HHB)	 ﾠand	 ﾠANOVA	 ﾠmodels	 ﾠrequired	 ﾠa	 ﾠnumber	 ﾠof	 ﾠrestrictive	 ﾠ
assumptions,	 ﾠincluding	 ﾠthe	 ﾠrequirement	 ﾠof	 ﾠan	 ﾠinterpenetrated	 ﾠsample	 ﾠdesign,	 ﾠwhere	 ﾠ
interviewers	 ﾠare	 ﾠassigned	 ﾠto	 ﾠrespondents	 ﾠat	 ﾠrandom	 ﾠ(Bailar	 ﾠand	 ﾠBailey,	 ﾠ1977;	 ﾠBailar,	 ﾠ1976;	 ﾠ
Biemer	 ﾠand	 ﾠStokes,	 ﾠ1985;	 ﾠFellegi,	 ﾠ1964,	 ﾠ1974;	 ﾠHansen	 ﾠet	 ﾠal.,	 ﾠ1961;	 ﾠHartley	 ﾠand	 ﾠRao,	 ﾠ1978;	 ﾠ
Kish,	 ﾠ1962;	 ﾠKoch,	 ﾠ1973;	 ﾠSukhatme	 ﾠand	 ﾠSukhatme,	 ﾠ1970).	 ﾠMore	 ﾠrecently,	 ﾠmultilevel	 ﾠmodelling	 ﾠ
has	 ﾠbeen	 ﾠused	 ﾠto	 ﾠdeal	 ﾠwith	 ﾠthis	 ﾠproblem	 ﾠof	 ﾠconfounded	 ﾠeffects	 ﾠ(O'Muircheartaigh	 ﾠand	 ﾠ
Campanelli,	 ﾠ1998;	 ﾠPickery,	 ﾠLoosveldt,	 ﾠand	 ﾠCarton,	 ﾠ2001;	 ﾠSchnell	 ﾠand	 ﾠKreuter,	 ﾠ2005).	 ﾠThe	 ﾠ
multilevel	 ﾠapproach	 ﾠallows	 ﾠestimating	 ﾠthe	 ﾠarea	 ﾠand	 ﾠinterviewer	 ﾠeffects	 ﾠseparately	 ﾠand	 ﾠuses	 ﾠa	 ﾠ
number	 ﾠof	 ﾠcovariates	 ﾠat	 ﾠthe	 ﾠrespondent,	 ﾠarea	 ﾠand	 ﾠinterviewer	 ﾠlevel	 ﾠto	 ﾠcontrol	 ﾠfor	 ﾠthe	 ﾠnon-ﾭ‐
random	 ﾠinterviewer	 ﾠassignment	 ﾠ(Hox,	 ﾠ1994).	 ﾠ	 ﾠ
Research	 ﾠinto	 ﾠthe	 ﾠinterviewer	 ﾠdesign	 ﾠeffect	 ﾠhas	 ﾠfocused	 ﾠprimarily	 ﾠon	 ﾠhow	 ﾠdifferent	 ﾠtypes	 ﾠof	 ﾠ
question	 ﾠmay	 ﾠbe	 ﾠdifferentially	 ﾠprone	 ﾠto	 ﾠinterviewer	 ﾠeffects	 ﾠrather	 ﾠthan	 ﾠon	 ﾠcharacteristics	 ﾠof	 ﾠ
an	 ﾠinterviewer	 ﾠ(Couper	 ﾠand	 ﾠKreuter,	 ﾠ2010;	 ﾠDavis	 ﾠand	 ﾠScott,	 ﾠ1995).	 ﾠResearch	 ﾠfound	 ﾠthat	 ﾠ
questions	 ﾠthat	 ﾠare	 ﾠrelatively	 ﾠmore	 ﾠdifficult	 ﾠor	 ﾠsensitive	 ﾠin	 ﾠnature	 ﾠare	 ﾠmore	 ﾠprone	 ﾠto	 ﾠthe	 ﾠ
interviewer	 ﾠeffect.	 ﾠQuestions	 ﾠabout	 ﾠsalient	 ﾠfacts	 ﾠor	 ﾠclosed	 ﾠquestions	 ﾠare,	 ﾠin	 ﾠgeneral,	 ﾠless	 ﾠ	 ﾠ
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affected	 ﾠby	 ﾠthe	 ﾠinterviewer	 ﾠthan	 ﾠquestions	 ﾠasking	 ﾠabout	 ﾠopinions	 ﾠor	 ﾠopen	 ﾠquestions	 ﾠ(Schnell	 ﾠ
and	 ﾠKreuter,	 ﾠ2005).	 ﾠ	 ﾠ
Where	 ﾠinterviewer	 ﾠcharacteristics	 ﾠhave	 ﾠbeen	 ﾠincluded	 ﾠas	 ﾠpredictors,	 ﾠthey	 ﾠhave	 ﾠmostly	 ﾠbeen	 ﾠ
rather	 ﾠlimited	 ﾠin	 ﾠscope	 ﾠand	 ﾠfocused	 ﾠon	 ﾠdemographic	 ﾠcharacteristics	 ﾠsuch	 ﾠas	 ﾠgender,	 ﾠage	 ﾠor	 ﾠ
interviewer	 ﾠstatus	 ﾠ(for	 ﾠexample,	 ﾠsupervisor	 ﾠor	 ﾠarea	 ﾠmanager).	 ﾠThe	 ﾠinterviewer’s	 ﾠgender	 ﾠ
turned	 ﾠout	 ﾠto	 ﾠexplain	 ﾠsome	 ﾠof	 ﾠthe	 ﾠinterviewer-ﾭ‐related	 ﾠvariance	 ﾠ(O’Muircheartaigh	 ﾠand	 ﾠ
Campanelli,	 ﾠ1998),	 ﾠwhile	 ﾠage	 ﾠor	 ﾠinterviewer	 ﾠstatus	 ﾠdid	 ﾠnot	 ﾠ(Lipps,	 ﾠ2007).	 ﾠMatching	 ﾠthe	 ﾠ
interviewer’s	 ﾠand	 ﾠthe	 ﾠrespondent’s	 ﾠgender	 ﾠin	 ﾠa	 ﾠsurvey	 ﾠconcerning	 ﾠsexual	 ﾠbehaviour	 ﾠyielded	 ﾠ
better	 ﾠdata	 ﾠquality	 ﾠby	 ﾠdecreasing	 ﾠthe	 ﾠnonresponse	 ﾠ(Catania	 ﾠet	 ﾠal.,	 ﾠ1996).	 ﾠThe	 ﾠmain	 ﾠreason	 ﾠfor	 ﾠ
using	 ﾠonly	 ﾠadministrative	 ﾠinformation	 ﾠon	 ﾠinterviewers	 ﾠis	 ﾠthat,	 ﾠuntil	 ﾠrecently,	 ﾠlittle	 ﾠif	 ﾠany	 ﾠdata	 ﾠ
was	 ﾠroutinely	 ﾠcollected	 ﾠabout	 ﾠthe	 ﾠsurvey	 ﾠprocess,	 ﾠincluding	 ﾠinformation	 ﾠon	 ﾠinterviewers.	 ﾠAs	 ﾠ
paradata	 ﾠhave	 ﾠbeen	 ﾠof	 ﾠgrowing	 ﾠinterest	 ﾠto	 ﾠsurvey	 ﾠresearchers,	 ﾠthe	 ﾠavailability	 ﾠof	 ﾠmore	 ﾠ
detailed	 ﾠinformation	 ﾠon	 ﾠinterviewers	 ﾠhas	 ﾠimproved.	 ﾠ	 ﾠ
Brunton-ﾭ‐Smith	 ﾠet	 ﾠal.	 ﾠ(2012)	 ﾠdeveloped	 ﾠa	 ﾠmodel	 ﾠto	 ﾠexplain	 ﾠhow	 ﾠinterviewers	 ﾠcan	 ﾠinfluence	 ﾠ
both	 ﾠnonresponse	 ﾠand	 ﾠmeasurement	 ﾠerror.	 ﾠThis	 ﾠis	 ﾠset	 ﾠout	 ﾠin	 ﾠFigure	 ﾠ2.1.	 ﾠThe	 ﾠauthors	 ﾠ
suggested	 ﾠthat	 ﾠinterviewers’	 ﾠpersonality	 ﾠtraits	 ﾠand	 ﾠattitudes	 ﾠcould	 ﾠinfluence	 ﾠboth	 ﾠtype	 ﾠof	 ﾠ
errors.	 ﾠFor	 ﾠexample,	 ﾠinterviewers	 ﾠwho	 ﾠare	 ﾠhigh	 ﾠin	 ﾠthe	 ﾠagreeableness	 ﾠpersonality	 ﾠtrait	 ﾠmay	 ﾠbe	 ﾠ
better	 ﾠable	 ﾠto	 ﾠtailor	 ﾠtheir	 ﾠdoorstep	 ﾠbehaviour	 ﾠin	 ﾠorder	 ﾠto	 ﾠobtain	 ﾠan	 ﾠinterview.	 ﾠHowever,	 ﾠthe	 ﾠ
very	 ﾠsame	 ﾠtrait	 ﾠmay	 ﾠalso	 ﾠlead	 ﾠthem	 ﾠto	 ﾠadopt	 ﾠa	 ﾠmore	 ﾠconversational	 ﾠinterviewing	 ﾠstyle,	 ﾠ
relaxing	 ﾠthe	 ﾠrules	 ﾠof	 ﾠstandardised	 ﾠinterviewing	 ﾠand	 ﾠdeviating	 ﾠfrom	 ﾠthe	 ﾠquestionnaire	 ﾠscript	 ﾠ
(Fowler	 ﾠand	 ﾠMangione,	 ﾠ1990).	 ﾠHence,	 ﾠany	 ﾠreduction	 ﾠin	 ﾠnonresponse	 ﾠerror	 ﾠcould	 ﾠbe	 ﾠoffset	 ﾠby	 ﾠ
an	 ﾠincrease	 ﾠin	 ﾠmeasurement	 ﾠerror	 ﾠas	 ﾠa	 ﾠresult	 ﾠof	 ﾠtheir	 ﾠdependence	 ﾠon	 ﾠthe	 ﾠsame	 ﾠunderlying	 ﾠ
common	 ﾠcause.	 ﾠBrunton-ﾭ‐Smith	 ﾠet	 ﾠal.	 ﾠused	 ﾠcross-ﾭ‐classified	 ﾠmultilevel	 ﾠmodels	 ﾠwith	 ﾠa	 ﾠcomplex	 ﾠ
variance	 ﾠterm	 ﾠto	 ﾠseparately	 ﾠidentify	 ﾠthe	 ﾠarea	 ﾠand	 ﾠinterviewer	 ﾠeffects.	 ﾠThey	 ﾠfound	 ﾠthat	 ﾠ
interviewers	 ﾠwith	 ﾠthe	 ﾠpoorest	 ﾠrecord	 ﾠof	 ﾠobtaining	 ﾠcontact	 ﾠalso	 ﾠcontributed	 ﾠthe	 ﾠmost	 ﾠ
variability	 ﾠin	 ﾠthe	 ﾠsurvey	 ﾠestimates.	 ﾠAdditionally,	 ﾠinterviewers	 ﾠwho	 ﾠwere	 ﾠthe	 ﾠleast	 ﾠand	 ﾠthe	 ﾠ
most	 ﾠsuccessful	 ﾠin	 ﾠobtaining	 ﾠan	 ﾠinterview	 ﾠwere	 ﾠalso	 ﾠresponsible	 ﾠfor	 ﾠa	 ﾠlarger	 ﾠinterviewer	 ﾠ
variance	 ﾠcomponent	 ﾠthan	 ﾠthose	 ﾠin	 ﾠthe	 ﾠmiddle	 ﾠof	 ﾠthis	 ﾠdistribution.	 ﾠThis	 ﾠpattern	 ﾠsuggests	 ﾠthat	 ﾠ
indeed,	 ﾠthose	 ﾠinterviewers	 ﾠwhose	 ﾠwork	 ﾠpotentially	 ﾠresults	 ﾠin	 ﾠlower	 ﾠnonresponse	 ﾠerror,	 ﾠdue	 ﾠto	 ﾠ
high	 ﾠcooperation	 ﾠrates,	 ﾠare	 ﾠlikely	 ﾠto	 ﾠintroduce	 ﾠmore	 ﾠmeasurement	 ﾠerror	 ﾠinstead.	 ﾠ	 ﾠ
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Figure	 ﾠ2.1.	 ﾠA	 ﾠpath	 ﾠmodel	 ﾠshowing	 ﾠhow	 ﾠa	 ﾠnegative	 ﾠcorrelation	 ﾠbetween	 ﾠinterviewer-ﾭ‐
induced	 ﾠnonresponse	 ﾠbias	 ﾠand	 ﾠmeasurement	 ﾠerror	 ﾠmight	 ﾠarise	 ﾠ(source:	 ﾠBrunton-ﾭ‐Smith	 ﾠ
et	 ﾠal.,	 ﾠ2012)	 ﾠ
	 ﾠ
	 ﾠ
	 ﾠ
While	 ﾠinterviewer	 ﾠpersonality	 ﾠand	 ﾠbeliefs	 ﾠare	 ﾠspecified	 ﾠas	 ﾠthe	 ﾠcommon	 ﾠcausal	 ﾠfactors	 ﾠ
affecting	 ﾠboth	 ﾠnonresponse	 ﾠand	 ﾠmeasurement	 ﾠerrors,	 ﾠa	 ﾠlimitation	 ﾠof	 ﾠthe	 ﾠBrunton-ﾭ‐Smith	 ﾠet	 ﾠal.	 ﾠ
(2012)	 ﾠstudy	 ﾠis	 ﾠthat	 ﾠthey	 ﾠdo	 ﾠnot	 ﾠactually	 ﾠmeasure	 ﾠthese	 ﾠvariables.	 ﾠInstead,	 ﾠthey	 ﾠare	 ﾠsimply	 ﾠ
assumed	 ﾠto	 ﾠbe	 ﾠthe	 ﾠcommon	 ﾠcause.	 ﾠThe	 ﾠstudy	 ﾠpresented	 ﾠhere	 ﾠaddresses	 ﾠthis	 ﾠimportant	 ﾠ
shortcoming	 ﾠby	 ﾠusing	 ﾠinterviewer	 ﾠparadata	 ﾠ–	 ﾠinterviewer	 ﾠcharacteristics	 ﾠincluding	 ﾠtheir	 ﾠ
personality	 ﾠtraits	 ﾠ–	 ﾠand	 ﾠinvestigates	 ﾠthe	 ﾠrelationship	 ﾠbetween	 ﾠthese	 ﾠvariables	 ﾠand	 ﾠthe	 ﾠ
magnitude	 ﾠof	 ﾠthe	 ﾠintra-ﾭ‐interviewer	 ﾠcorrelation.	 ﾠIn	 ﾠother	 ﾠwords,	 ﾠthe	 ﾠresearch	 ﾠpresented	 ﾠhere	 ﾠ
includes	 ﾠdirect	 ﾠmeasures	 ﾠof	 ﾠthe	 ﾠprimary	 ﾠcausal	 ﾠvariables	 ﾠin	 ﾠthe	 ﾠdiagram	 ﾠin	 ﾠFigure	 ﾠ2.1.	 ﾠ
There	 ﾠis	 ﾠa	 ﾠbody	 ﾠof	 ﾠresearch	 ﾠwhich	 ﾠuses	 ﾠinterviewer	 ﾠattitudes	 ﾠand	 ﾠpersonality	 ﾠtraits	 ﾠbut	 ﾠit	 ﾠ
focuses	 ﾠalmost	 ﾠentirely	 ﾠon	 ﾠnonresponse	 ﾠ(Campanelli	 ﾠet	 ﾠal.,	 ﾠ1997;	 ﾠMorton-ﾭ‐Williams,	 ﾠ1993;	 ﾠ
Summers	 ﾠand	 ﾠBeck,	 ﾠ1973).	 ﾠAlthough	 ﾠsome	 ﾠstudies	 ﾠhave	 ﾠshown	 ﾠthat	 ﾠcertain	 ﾠpersonality	 ﾠtraits	 ﾠ
such	 ﾠas	 ﾠextraversion,	 ﾠopenness,	 ﾠagreeableness	 ﾠor	 ﾠpersuasion	 ﾠskills	 ﾠcan	 ﾠaffect	 ﾠthe	 ﾠcooperation	 ﾠ
rate,	 ﾠthe	 ﾠdirection	 ﾠof	 ﾠthese	 ﾠrelationships	 ﾠis	 ﾠnot	 ﾠalways	 ﾠas	 ﾠstraightforward	 ﾠas	 ﾠone	 ﾠmight	 ﾠexpect.	 ﾠ
For	 ﾠexample,	 ﾠwhile	 ﾠinterviewers	 ﾠwho	 ﾠare	 ﾠhigh	 ﾠin	 ﾠextroversion	 ﾠhave	 ﾠmore	 ﾠsuccess	 ﾠon	 ﾠthe	 ﾠ
doorstep,	 ﾠthose	 ﾠwho	 ﾠare	 ﾠmore	 ﾠopen	 ﾠand	 ﾠagreeable	 ﾠhave	 ﾠa	 ﾠlower	 ﾠrate	 ﾠof	 ﾠsuccess	 ﾠ(Johnson	 ﾠand	 ﾠ
Price,	 ﾠ1988;	 ﾠJäckle	 ﾠet	 ﾠal.,	 ﾠ2011).	 ﾠ	 ﾠ
Research	 ﾠconcerned	 ﾠwith	 ﾠinterviewer-ﾭ‐related	 ﾠvariance	 ﾠin	 ﾠthe	 ﾠmeasurement	 ﾠerror	 ﾠcontext,	 ﾠ
instead	 ﾠof	 ﾠpersonality	 ﾠtraits	 ﾠor	 ﾠskills,	 ﾠmostly	 ﾠemploys	 ﾠrespondent	 ﾠdemographic	 ﾠ
characteristics	 ﾠsuch	 ﾠas	 ﾠgender,	 ﾠage	 ﾠand	 ﾠethnicity	 ﾠ(Cleary	 ﾠet	 ﾠal.,	 ﾠ1981;	 ﾠHox,	 ﾠ1994;	 ﾠPickery	 ﾠet	 ﾠal.,	 ﾠ
2001a)	 ﾠor	 ﾠinterviewing	 ﾠexperience	 ﾠ(Olson	 ﾠand	 ﾠBilgen,	 ﾠ2011;	 ﾠOlson	 ﾠand	 ﾠPeytchev,	 ﾠ2007).	 ﾠ
There	 ﾠare	 ﾠalso	 ﾠstudies	 ﾠthat	 ﾠhave	 ﾠshown	 ﾠthat	 ﾠinterviewers’	 ﾠprior	 ﾠbeliefs	 ﾠand	 ﾠexpectations	 ﾠmay	 ﾠ
lead	 ﾠto	 ﾠsuggestive	 ﾠinterviewing	 ﾠand	 ﾠskew	 ﾠthe	 ﾠresults	 ﾠ(Clarke	 ﾠet	 ﾠal.,	 ﾠ2003;	 ﾠSinger	 ﾠet	 ﾠal.,	 ﾠ1983).	 ﾠ
Tailoring
Deviation	 ﾠfrom	 ﾠ
questionnaire	 ﾠ
wording	 ﾠand	 ﾠ
instructions
Response	 ﾠrate
Nonresponse	 ﾠ
bias
Intra-ﾭ‐
Interviewer	 ﾠ
correlation
Interviewer	 ﾠ
DEFF
+
+
+
+ +
-ﾭ‐
-ﾭ‐
Interviewer	 ﾠ
traits	 ﾠe.g.	 ﾠ
Agreeableness	 ﾠ
	 ﾠ 30	 ﾠ
It	 ﾠhas	 ﾠbeen	 ﾠfound	 ﾠthat	 ﾠinterviewers	 ﾠcan	 ﾠaffect	 ﾠresponses	 ﾠprovided	 ﾠby	 ﾠtheir	 ﾠrespondents	 ﾠ
according	 ﾠto	 ﾠthe	 ﾠresearchers’	 ﾠexpectations	 ﾠif	 ﾠthose	 ﾠwere	 ﾠmade	 ﾠknown	 ﾠto	 ﾠinterviewers	 ﾠbefore	 ﾠ
the	 ﾠinterview.	 ﾠThis	 ﾠmay	 ﾠhappen	 ﾠif	 ﾠthe	 ﾠinterviewer	 ﾠdeliberately	 ﾠreads	 ﾠout	 ﾠonly	 ﾠthe	 ﾠcertain	 ﾠ
response	 ﾠoptions	 ﾠavailable	 ﾠto	 ﾠthe	 ﾠrespondent	 ﾠ(Smit	 ﾠet	 ﾠal.,	 ﾠ1997).	 ﾠSo	 ﾠfar,	 ﾠno	 ﾠstudy	 ﾠconcerned	 ﾠ
with	 ﾠthe	 ﾠinterviewer	 ﾠeffect	 ﾠhas	 ﾠtried	 ﾠto	 ﾠexplain	 ﾠthis	 ﾠphenomenon	 ﾠusing	 ﾠinterviewer	 ﾠ
personality	 ﾠtraits	 ﾠ(Van	 ﾠMeter,	 ﾠ2005).	 ﾠ
2.3  Paradata	 ﾠ
The	 ﾠadditional	 ﾠinformation	 ﾠon	 ﾠinterviewers	 ﾠthat	 ﾠis	 ﾠbeyond	 ﾠthe	 ﾠscope	 ﾠof	 ﾠbasic	 ﾠadministrative	 ﾠ
information	 ﾠsuch	 ﾠas	 ﾠpersonality	 ﾠtraits	 ﾠcan	 ﾠbe	 ﾠconsidered	 ﾠas	 ﾠsurvey	 ﾠparadata.	 ﾠThe	 ﾠterm	 ﾠ
‘paradata’	 ﾠhas	 ﾠemerged	 ﾠrelatively	 ﾠrecently	 ﾠand	 ﾠrefers	 ﾠto	 ﾠa	 ﾠnew	 ﾠform	 ﾠof	 ﾠsurvey	 ﾠprocess	 ﾠdata.	 ﾠ
The	 ﾠterm	 ﾠitself	 ﾠwas	 ﾠfirst	 ﾠcoined	 ﾠby	 ﾠCouper	 ﾠ(1998)	 ﾠwho	 ﾠdefined	 ﾠparadata	 ﾠas	 ﾠdata	 ﾠautomatically	 ﾠ
collected	 ﾠby	 ﾠthe	 ﾠcomputer	 ﾠsystems	 ﾠsupporting	 ﾠsurvey	 ﾠinterviewing:	 ﾠBlaise
13	 ﾠsoftware	 ﾠin	 ﾠthe	 ﾠ
Computer	 ﾠAssisted	 ﾠPersonal	 ﾠInterview	 ﾠ(CAPI)	 ﾠand	 ﾠin	 ﾠthe	 ﾠComputer	 ﾠAssisted	 ﾠTelephone	 ﾠ
Interview	 ﾠ(CATI),	 ﾠthe	 ﾠtwo	 ﾠmost	 ﾠpopular	 ﾠmethods	 ﾠof	 ﾠdata	 ﾠcollection	 ﾠin	 ﾠsocial	 ﾠsurveys.	 ﾠ
Paradata,	 ﾠas	 ﾠinitially	 ﾠdefined	 ﾠby	 ﾠCouper,	 ﾠinclude	 ﾠtime	 ﾠstamps,	 ﾠquestionnaire	 ﾠrouting,	 ﾠ
keystrokes,	 ﾠand	 ﾠhow	 ﾠmany	 ﾠtimes	 ﾠerror	 ﾠor	 ﾠhelp	 ﾠwindows	 ﾠwere	 ﾠdisplayed.	 ﾠSince	 ﾠthen,	 ﾠthe	 ﾠterm	 ﾠ
has	 ﾠevolved	 ﾠand	 ﾠbroadened	 ﾠto	 ﾠinclude	 ﾠinformation	 ﾠsupplied	 ﾠby	 ﾠinterviewers	 ﾠsuch	 ﾠas	 ﾠ
household	 ﾠcontact	 ﾠsheets	 ﾠrecording	 ﾠeach	 ﾠcall	 ﾠto	 ﾠthe	 ﾠhousehold;	 ﾠinterviewer’s	 ﾠobservations	 ﾠof	 ﾠ
the	 ﾠarea;	 ﾠas	 ﾠwell	 ﾠas	 ﾠcomments	 ﾠand	 ﾠremarks	 ﾠon	 ﾠthe	 ﾠparticular	 ﾠinterview.	 ﾠAlso	 ﾠconsidered	 ﾠas	 ﾠ
paradata	 ﾠis	 ﾠinformation	 ﾠabout	 ﾠinterviewers	 ﾠthemselves,	 ﾠincluding	 ﾠadministrative	 ﾠinformation	 ﾠ
such	 ﾠas	 ﾠage,	 ﾠgender,	 ﾠand	 ﾠpay	 ﾠgrade,	 ﾠas	 ﾠwell	 ﾠas	 ﾠskills	 ﾠand	 ﾠpersonality	 ﾠtraits	 ﾠobtained	 ﾠthrough	 ﾠ
separate	 ﾠdata	 ﾠcollection	 ﾠexercises	 ﾠ(Kreuter	 ﾠand	 ﾠCasas-ﾭ‐Cordero,	 ﾠ2010).	 ﾠ
Paradata	 ﾠhave	 ﾠbeen	 ﾠused	 ﾠfor	 ﾠmethodological	 ﾠresearch,	 ﾠespecially	 ﾠin	 ﾠthe	 ﾠarea	 ﾠof	 ﾠsurvey	 ﾠ
process	 ﾠquality	 ﾠand	 ﾠsurvey	 ﾠerror.	 ﾠMacro	 ﾠparadata	 ﾠ(Scheuren,	 ﾠ2001)	 ﾠat	 ﾠthe	 ﾠsurvey	 ﾠlevel,	 ﾠsuch	 ﾠ
as	 ﾠinterim	 ﾠresponse	 ﾠrate,	 ﾠcan	 ﾠbe	 ﾠused	 ﾠto	 ﾠmonitor	 ﾠand	 ﾠimprove	 ﾠthe	 ﾠdata	 ﾠcollection	 ﾠprocess	 ﾠ
(Groves	 ﾠand	 ﾠHeeringa,	 ﾠ2006;	 ﾠLaflamme	 ﾠet	 ﾠal.,	 ﾠ2008;	 ﾠOlson	 ﾠand	 ﾠGroves,	 ﾠ2009).	 ﾠ	 ﾠMicro	 ﾠparadata	 ﾠ
(at	 ﾠthe	 ﾠcase	 ﾠlevel)	 ﾠhave	 ﾠbeen	 ﾠused	 ﾠin	 ﾠresearch	 ﾠon	 ﾠnonresponse,	 ﾠfor	 ﾠexample	 ﾠto	 ﾠpredict	 ﾠthe	 ﾠbest	 ﾠ
times	 ﾠto	 ﾠcall	 ﾠin	 ﾠfor	 ﾠan	 ﾠinterview	 ﾠ(Blom,	 ﾠ2009;	 ﾠDurrant,	 ﾠ2009;	 ﾠDurrant	 ﾠet	 ﾠal.,	 ﾠ2010;	 ﾠKreuter	 ﾠet	 ﾠ
al.,	 ﾠ2007;	 ﾠKreuter	 ﾠet	 ﾠal.,	 ﾠ2010;	 ﾠSinibaldi,	 ﾠ2009).	 ﾠParadata	 ﾠwere	 ﾠalso	 ﾠused,	 ﾠalthough	 ﾠto	 ﾠa	 ﾠlesser	 ﾠ
extent	 ﾠthan	 ﾠfor	 ﾠnonresponse,	 ﾠto	 ﾠassess	 ﾠthe	 ﾠmeasurement	 ﾠerror	 ﾠin	 ﾠsurveys	 ﾠand	 ﾠdata	 ﾠquality	 ﾠ
(Couper,	 ﾠ2009;	 ﾠCouper	 ﾠand	 ﾠKreuter,	 ﾠ2010).	 ﾠThis	 ﾠstrand	 ﾠof	 ﾠresearch	 ﾠused	 ﾠsolely	 ﾠcomputer-ﾭ‐
generated	 ﾠparadata	 ﾠrather	 ﾠthan	 ﾠinterviewer	 ﾠparadata.	 ﾠParadata,	 ﾠwhich	 ﾠprovide	 ﾠvery	 ﾠdetailed	 ﾠ
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information	 ﾠon	 ﾠinterviewers,	 ﾠare	 ﾠrare.	 ﾠAn	 ﾠinnovation	 ﾠof	 ﾠthis	 ﾠpaper	 ﾠis	 ﾠthe	 ﾠuse	 ﾠof	 ﾠrich	 ﾠ
interviewer	 ﾠparadata	 ﾠto	 ﾠinform	 ﾠresearch	 ﾠon	 ﾠmeasurement	 ﾠerror	 ﾠin	 ﾠsurveys.	 ﾠ
The	 ﾠpopularity	 ﾠof	 ﾠparadata	 ﾠcan	 ﾠbe	 ﾠexplained	 ﾠby	 ﾠthe	 ﾠfact	 ﾠthat	 ﾠthey	 ﾠare	 ﾠinexpensive	 ﾠand	 ﾠoften	 ﾠ
free,	 ﾠas	 ﾠthey	 ﾠarise	 ﾠmainly	 ﾠas	 ﾠa	 ﾠby-ﾭ‐product	 ﾠof	 ﾠthe	 ﾠcomputerised	 ﾠsurvey	 ﾠprocess.	 ﾠ	 ﾠSome	 ﾠ
paradata,	 ﾠthough,	 ﾠrequire	 ﾠan	 ﾠadditional	 ﾠcost	 ﾠsuch	 ﾠas	 ﾠobservations	 ﾠabout	 ﾠthe	 ﾠaddress	 ﾠunit	 ﾠor	 ﾠ
area,	 ﾠor	 ﾠgathering	 ﾠmore	 ﾠinformation	 ﾠon	 ﾠinterviewers.	 ﾠDisadvantages	 ﾠof	 ﾠparadata	 ﾠinclude	 ﾠtheir	 ﾠ
usually	 ﾠcomplex	 ﾠstructure,	 ﾠas	 ﾠthe	 ﾠaudit	 ﾠtrail	 ﾠfor	 ﾠa	 ﾠsingle	 ﾠcase	 ﾠwill	 ﾠinclude	 ﾠhundreds,	 ﾠif	 ﾠnot	 ﾠ
thousands,	 ﾠof	 ﾠfields.	 ﾠMoreover,	 ﾠthey	 ﾠare	 ﾠnot	 ﾠalways	 ﾠreadily	 ﾠavailable	 ﾠand	 ﾠextracting	 ﾠthem	 ﾠcan	 ﾠ
be	 ﾠa	 ﾠlengthy	 ﾠprocess,	 ﾠalthough	 ﾠsome	 ﾠimprovement	 ﾠin	 ﾠthis	 ﾠarea	 ﾠcan	 ﾠbe	 ﾠseen	 ﾠ(Taylor,	 ﾠ2008).	 ﾠ
Finally,	 ﾠsome	 ﾠtypes	 ﾠof	 ﾠparadata	 ﾠare	 ﾠthemselves	 ﾠprone	 ﾠto	 ﾠmeasurement	 ﾠerror	 ﾠ(Matsuo	 ﾠand	 ﾠ
Loosveldt,	 ﾠ2011;	 ﾠMcCulloch	 ﾠet	 ﾠal.,	 ﾠ2010;	 ﾠSinibaldi	 ﾠet	 ﾠal.,	 ﾠ2010;	 ﾠWest,	 ﾠ2010).	 ﾠ
2.4  Data	 ﾠ
The	 ﾠstudy	 ﾠdescribed	 ﾠin	 ﾠthis	 ﾠpaper	 ﾠuses	 ﾠthe	 ﾠNational	 ﾠTravel	 ﾠSurvey	 ﾠ(NTS)	 ﾠlinked	 ﾠwith	 ﾠarea	 ﾠ
characteristics	 ﾠat	 ﾠthe	 ﾠMiddle	 ﾠSuper	 ﾠOutput	 ﾠArea	 ﾠ(MSOA)	 ﾠlevel	 ﾠ(Martin,	 ﾠ2001).	 ﾠThe	 ﾠNTS	 ﾠcovers	 ﾠ
the	 ﾠwhole	 ﾠof	 ﾠGreat	 ﾠBritain14	 ﾠbut	 ﾠthe	 ﾠdataset	 ﾠused	 ﾠin	 ﾠthis	 ﾠstudy	 ﾠis	 ﾠlimited	 ﾠto	 ﾠcases	 ﾠfor	 ﾠEngland	 ﾠ
only,	 ﾠbecause	 ﾠthe	 ﾠarea	 ﾠlevel	 ﾠinformation	 ﾠis	 ﾠnot	 ﾠcollected	 ﾠconsistently	 ﾠacross	 ﾠthe	 ﾠconstituent	 ﾠ
countries.	 ﾠ	 ﾠ
The	 ﾠinformation	 ﾠabout	 ﾠinterviewers	 ﾠcomes	 ﾠfrom	 ﾠtwo	 ﾠdifferent	 ﾠsources.	 ﾠThe	 ﾠfirst	 ﾠis	 ﾠ
administrative	 ﾠinformation	 ﾠheld	 ﾠby	 ﾠthe	 ﾠdata	 ﾠcollection	 ﾠagency	 ﾠsuch	 ﾠas	 ﾠage,	 ﾠgender,	 ﾠpay	 ﾠgrade	 ﾠ
and	 ﾠan	 ﾠindicator	 ﾠof	 ﾠwhich	 ﾠNTS	 ﾠadministrations	 ﾠthe	 ﾠinterviewer	 ﾠhad	 ﾠworked	 ﾠon.	 ﾠThe	 ﾠsecond	 ﾠis	 ﾠ
a	 ﾠsurvey	 ﾠof	 ﾠall	 ﾠNatCen	 ﾠinterviewers,	 ﾠwhich	 ﾠwas	 ﾠconducted	 ﾠin	 ﾠ2008.	 ﾠFigure	 ﾠ2.2	 ﾠshows	 ﾠa	 ﾠ
diagrammatic	 ﾠrepresentation	 ﾠof	 ﾠthe	 ﾠcomplete	 ﾠdata	 ﾠrecord.	 ﾠNTS	 ﾠdata	 ﾠare	 ﾠavailable	 ﾠat	 ﾠtwo	 ﾠ
levels:	 ﾠhousehold	 ﾠ(CAPI	 ﾠinterview	 ﾠwith	 ﾠthe	 ﾠhousehold	 ﾠreference	 ﾠperson;	 ﾠusually	 ﾠthe	 ﾠperson	 ﾠ
with	 ﾠthe	 ﾠhighest	 ﾠincome)	 ﾠand	 ﾠindividual	 ﾠ(CAPI	 ﾠinterview	 ﾠwith	 ﾠthe	 ﾠhousehold	 ﾠreference	 ﾠ
person	 ﾠand	 ﾠall	 ﾠthe	 ﾠremaining	 ﾠhousehold	 ﾠmembers	 ﾠincluding	 ﾠchildren).	 ﾠThe	 ﾠhousehold	 ﾠlevel	 ﾠ
dataset	 ﾠcontains	 ﾠ40,244	 ﾠcases	 ﾠand	 ﾠthe	 ﾠindividual	 ﾠlevel	 ﾠdataset	 ﾠcontains	 ﾠ70,645	 ﾠcases.	 ﾠThe	 ﾠ
reduced	 ﾠnumber	 ﾠof	 ﾠcases	 ﾠrelative	 ﾠto	 ﾠthe	 ﾠcomplete	 ﾠNTS	 ﾠdataset	 ﾠis	 ﾠmostly	 ﾠdue	 ﾠto	 ﾠthe	 ﾠfact	 ﾠthat	 ﾠ
not	 ﾠall	 ﾠinterviewers	 ﾠwho	 ﾠworked	 ﾠon	 ﾠthe	 ﾠNTS	 ﾠbetween	 ﾠ2002	 ﾠand	 ﾠ2008	 ﾠtook	 ﾠpart	 ﾠin	 ﾠthe	 ﾠNatCen	 ﾠ
interviewer	 ﾠsurvey.	 ﾠ
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Figure	 ﾠ2.2.	 ﾠDiagrammatic	 ﾠrepresentation	 ﾠof	 ﾠthe	 ﾠdata	 ﾠstructure	 ﾠfor	 ﾠthis	 ﾠstudy	 ﾠ
	 ﾠ
	 ﾠ
	 ﾠ
2.5  Measures	 ﾠ
Thirteen	 ﾠvariables	 ﾠ–	 ﾠsurvey	 ﾠitems	 ﾠ–	 ﾠwere	 ﾠselected	 ﾠfor	 ﾠanalysis	 ﾠfrom	 ﾠthe	 ﾠhousehold	 ﾠ(12	 ﾠitems)	 ﾠ
and	 ﾠindividual	 ﾠ(one	 ﾠitem)	 ﾠquestionnaires.	 ﾠThe	 ﾠsurvey	 ﾠitems	 ﾠare	 ﾠdetailed	 ﾠin	 ﾠTable	 ﾠ2.1.	 ﾠ	 ﾠThey	 ﾠ
can	 ﾠbe	 ﾠcategorised	 ﾠin	 ﾠthe	 ﾠfollowing	 ﾠway:	 ﾠ‘duration’	 ﾠquestions	 ﾠasking	 ﾠabout	 ﾠtime	 ﾠtaken	 ﾠto	 ﾠ
reach	 ﾠthe	 ﾠlocal	 ﾠmeans	 ﾠof	 ﾠtransport	 ﾠ(in	 ﾠminutes)	 ﾠand	 ﾠ‘satisfaction’	 ﾠquestions	 ﾠasking	 ﾠabout	 ﾠ
satisfaction	 ﾠwith	 ﾠcertain	 ﾠlocal	 ﾠamenities	 ﾠlinked	 ﾠto	 ﾠtransport,	 ﾠas	 ﾠwell	 ﾠas	 ﾠreliability	 ﾠand	 ﾠ
frequency	 ﾠof	 ﾠthose	 ﾠmeasured	 ﾠon	 ﾠa	 ﾠfive-ﾭ‐point	 ﾠLikert	 ﾠscale.	 ﾠ	 ﾠ
The	 ﾠarea	 ﾠlevel	 ﾠ(MSOA)	 ﾠcharacteristics	 ﾠused	 ﾠin	 ﾠthis	 ﾠstudy	 ﾠwere	 ﾠindicators	 ﾠcomputed	 ﾠusing	 ﾠ
variables	 ﾠtaken	 ﾠfrom	 ﾠthe	 ﾠ2001	 ﾠcensus	 ﾠas	 ﾠwell	 ﾠas	 ﾠadministrative	 ﾠdata	 ﾠfrom	 ﾠthe	 ﾠOffice	 ﾠfor	 ﾠ
National	 ﾠStatistics	 ﾠ(ONS)	 ﾠand	 ﾠwere	 ﾠtransformed	 ﾠinto	 ﾠuncorrelated	 ﾠcomponents	 ﾠusing	 ﾠ
Principal	 ﾠComponent	 ﾠAnalysis	 ﾠ(PCA).	 ﾠThis	 ﾠprocedure	 ﾠyielded	 ﾠindicators	 ﾠof	 ﾠthe	 ﾠfollowing	 ﾠarea-ﾭ‐
level	 ﾠcharacteristics:	 ﾠsocio-ﾭ‐economic	 ﾠdisadvantage,	 ﾠurbanisation,	 ﾠpopulation	 ﾠmobility,	 ﾠage	 ﾠ
profile,	 ﾠhousing	 ﾠstructure,	 ﾠcrime	 ﾠrate	 ﾠand	 ﾠethnic	 ﾠdiversity	 ﾠ(Brunton-ﾭ‐Smith,	 ﾠ2008).	 ﾠThe	 ﾠ
individual	 ﾠlevel	 ﾠNTS	 ﾠdataset	 ﾠcontains	 ﾠ4,010	 ﾠunique	 ﾠMSOAs.	 ﾠ	 ﾠ
The	 ﾠmain	 ﾠsection	 ﾠof	 ﾠthe	 ﾠinterviewer	 ﾠquestionnaire	 ﾠasked	 ﾠinterviewers	 ﾠabout	 ﾠtheir	 ﾠpersonality	 ﾠ
traits	 ﾠand	 ﾠskills.	 ﾠThe	 ﾠchoice	 ﾠof	 ﾠvariables	 ﾠused	 ﾠin	 ﾠpartitioning	 ﾠthe	 ﾠinterviewer-ﾭ‐related	 ﾠvariance	 ﾠ
was	 ﾠinformed	 ﾠby	 ﾠsome	 ﾠgeneral	 ﾠexpectations.	 ﾠFor	 ﾠexample,	 ﾠinterviewers	 ﾠwith	 ﾠhigher	 ﾠlevels	 ﾠof	 ﾠ
conscientiousness	 ﾠor	 ﾠbetter	 ﾠattention	 ﾠto	 ﾠdetail	 ﾠwould	 ﾠpotentially	 ﾠintroduce	 ﾠless	 ﾠvariance	 ﾠinto	 ﾠ
the	 ﾠsurvey	 ﾠestimates	 ﾠthan	 ﾠthose	 ﾠscoring	 ﾠlower	 ﾠon	 ﾠthose	 ﾠpersonality	 ﾠtraits.	 ﾠThose	 ﾠwho	 ﾠscore	 ﾠ
higher	 ﾠon	 ﾠempathy	 ﾠor	 ﾠflexibility	 ﾠcould	 ﾠbe	 ﾠmore	 ﾠlikely	 ﾠto	 ﾠengage	 ﾠin	 ﾠa	 ﾠmore	 ﾠ‘personal’	 ﾠway	 ﾠof	 ﾠ
interviewing	 ﾠand	 ﾠhence	 ﾠintroduce	 ﾠmore	 ﾠvariability	 ﾠthan	 ﾠtheir	 ﾠcounterparts.	 ﾠ	 ﾠ
Data	 ﾠRecord
NTS	 ﾠSurvey	 ﾠ
data
Interviewer
Area/MSOA
Individual	 ﾠlevel
Household	 ﾠlevel
Administrative	 ﾠ
information
‘Who	 ﾠis	 ﾠbehind	 ﾠthe	 ﾠ
NatCen	 ﾠID	 ﾠcard?’	 ﾠ 	 ﾠ 	 ﾠ
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PCA	 ﾠwith	 ﾠoblique	 ﾠrotation	 ﾠwas	 ﾠused	 ﾠto	 ﾠderive	 ﾠa	 ﾠcommon	 ﾠfactor	 ﾠrepresenting	 ﾠeach	 ﾠpersonality	 ﾠ
trait	 ﾠor	 ﾠskill	 ﾠand	 ﾠindividual-ﾭ‐level	 ﾠscores	 ﾠwere	 ﾠcomputed	 ﾠusing	 ﾠthe	 ﾠAnderson-ﾭ‐Rubin	 ﾠmethod	 ﾠ
(Field,	 ﾠ2005).	 ﾠThe	 ﾠfull	 ﾠlist	 ﾠof	 ﾠquestionnaire	 ﾠitems	 ﾠbelonging	 ﾠto	 ﾠeach	 ﾠfactor	 ﾠis	 ﾠincluded	 ﾠin	 ﾠ
Appendix	 ﾠ2.	 ﾠ	 ﾠFactors	 ﾠrepresenting	 ﾠpersonality	 ﾠtraits	 ﾠand	 ﾠskills	 ﾠinclude	 ﾠfour	 ﾠout	 ﾠof	 ﾠthe	 ﾠ‘Big	 ﾠ
Five’	 ﾠpersonality	 ﾠdimensions15	 ﾠ(Goldberg,	 ﾠ1990):	 ﾠopenness,	 ﾠneuroticism,	 ﾠconscientiousness,	 ﾠ
extraversion,	 ﾠas	 ﾠwell	 ﾠas	 ﾠempathy,	 ﾠefficiency,	 ﾠflexibility,	 ﾠattention	 ﾠto	 ﾠdetail	 ﾠand	 ﾠcommunication	 ﾠ
skills.	 ﾠAs	 ﾠthese	 ﾠvariables	 ﾠhave	 ﾠbeen	 ﾠused	 ﾠto	 ﾠpartition	 ﾠinterviewer-ﾭ‐related	 ﾠvariance,	 ﾠthey	 ﾠwere	 ﾠ
turned	 ﾠfrom	 ﾠcontinuous	 ﾠvariables	 ﾠinto	 ﾠcategorical	 ﾠindicators	 ﾠby	 ﾠsplitting	 ﾠthe	 ﾠscores	 ﾠinto	 ﾠ
quartile	 ﾠgroups,	 ﾠwhere	 ﾠgroup	 ﾠone	 ﾠhave	 ﾠthe	 ﾠlowest	 ﾠpersonality/skill	 ﾠscore	 ﾠand	 ﾠgroup	 ﾠfour	 ﾠhave	 ﾠ
the	 ﾠhighest.	 ﾠ	 ﾠ
	 ﾠ 	 ﾠ
	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ
15The	 ﾠagreeableness	 ﾠpersonality	 ﾠtrait	 ﾠcould	 ﾠnot	 ﾠbe	 ﾠsuccessfully	 ﾠobtained	 ﾠin	 ﾠthe	 ﾠPCA	 ﾠanalysis	 ﾠand	 ﾠthe	 ﾠ
items	 ﾠdid	 ﾠnot	 ﾠform	 ﾠa	 ﾠreliable	 ﾠscale	 ﾠas	 ﾠthe	 ﾠCronbach’s	 ﾠAlpha	 ﾠcoefficient	 ﾠwas	 ﾠlower	 ﾠthan	 ﾠ0.7	 ﾠ	 ﾠ	 ﾠ
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Table	 ﾠ2.1.	 ﾠNTS	 ﾠsurvey	 ﾠitems	 ﾠanalysed	 ﾠin	 ﾠthis	 ﾠstudy	 ﾠ
Variable	 ﾠname	 ﾠ Question	 ﾠwording	 ﾠ Special	 ﾠ
instructions	 ﾠ
bus	 ﾠstop	 ﾠ
(nearbus)	 ﾠ
About	 ﾠhow	 ﾠlong	 ﾠwould	 ﾠit	 ﾠtake	 ﾠ(me)	 ﾠto	 ﾠwalk	 ﾠfrom	 ﾠhere	 ﾠto	 ﾠ
the	 ﾠnearest	 ﾠbus	 ﾠstop	 ﾠor	 ﾠplace	 ﾠwhere	 ﾠI	 ﾠcould	 ﾠget	 ﾠon	 ﾠa	 ﾠbus?	 ﾠ
I	 ﾠam	 ﾠinterested	 ﾠin	 ﾠthe	 ﾠnearest	 ﾠone	 ﾠeven	 ﾠif	 ﾠit	 ﾠisn't	 ﾠthe	 ﾠ
main	 ﾠone	 ﾠyou	 ﾠuse.	 ﾠ	 ﾠ
	 ﾠ
railway	 ﾠstation	 ﾠ
(nearsta)	 ﾠ
Now	 ﾠthinking	 ﾠof	 ﾠyour	 ﾠlocal	 ﾠtrain	 ﾠservice,	 ﾠhow	 ﾠlong	 ﾠwould	 ﾠ
it	 ﾠtake	 ﾠ(me)	 ﾠto	 ﾠwalk	 ﾠto	 ﾠyour	 ﾠnearest	 ﾠrailway	 ﾠ(that	 ﾠis,	 ﾠ
National	 ﾠRail)	 ﾠstation?	 ﾠ(Again	 ﾠI	 ﾠam	 ﾠinterested	 ﾠin	 ﾠthe	 ﾠ
NEAREST	 ﾠone,	 ﾠeven	 ﾠif	 ﾠit	 ﾠis	 ﾠnot	 ﾠthe	 ﾠmain	 ﾠone	 ﾠor	 ﾠthe	 ﾠone	 ﾠ
you	 ﾠuse).	 ﾠ
	 ﾠ
station	 ﾠby	 ﾠbus	 ﾠ
(bussta)	 ﾠ
How	 ﾠlong	 ﾠwould	 ﾠit	 ﾠtake	 ﾠ(me)	 ﾠto	 ﾠget	 ﾠto	 ﾠthe	 ﾠrailway	 ﾠ
station	 ﾠby	 ﾠbus?	 ﾠPlease	 ﾠinclude	 ﾠany	 ﾠtime	 ﾠspent	 ﾠwalking	 ﾠ
but	 ﾠnot	 ﾠwaiting	 ﾠtime.	 ﾠ
	 ﾠ
tube	 ﾠstation	 ﾠ
(neartube)	 ﾠ
How	 ﾠlong	 ﾠwould	 ﾠit	 ﾠtake	 ﾠ(me)	 ﾠto	 ﾠwalk	 ﾠto	 ﾠyour	 ﾠnearest	 ﾠ
[tube/metro/light	 ﾠrail/tram]	 ﾠstop?	 ﾠ
	 ﾠ
tube	 ﾠstation	 ﾠby	 ﾠ
bus	 ﾠ(bustube)	 ﾠ
And	 ﾠhow	 ﾠlong	 ﾠwould	 ﾠit	 ﾠtake	 ﾠ(me)	 ﾠto	 ﾠget	 ﾠto	 ﾠthe	 ﾠnearest	 ﾠ
[tube/metro/light	 ﾠrail/tram]	 ﾠstop	 ﾠBY	 ﾠBUS?	 ﾠ(Including	 ﾠ
any	 ﾠtime	 ﾠspent	 ﾠwalking	 ﾠbut	 ﾠnot	 ﾠwaiting	 ﾠtime?)	 ﾠ
	 ﾠ
walk	 ﾠ
(i295)	 ﾠ
Thinking	 ﾠabout	 ﾠyour	 ﾠlast	 ﾠwalk	 ﾠof	 ﾠ20	 ﾠminutes	 ﾠor	 ﾠmore,	 ﾠ
how	 ﾠlong	 ﾠdid	 ﾠthe	 ﾠwalk	 ﾠtake	 ﾠyou,	 ﾠone	 ﾠway?	 ﾠ
	 ﾠ
cycle	 ﾠlanes	 ﾠ
provision	 ﾠ
(xcyclane)	 ﾠ
How	 ﾠwould	 ﾠyou	 ﾠrate	 ﾠthe	 ﾠprovision	 ﾠof	 ﾠcycle	 ﾠlanes/paths	 ﾠ
locally?	 ﾠ
showcard	 ﾠ
pavement	 ﾠ
provision	 ﾠ
(xpavement)	 ﾠ
How	 ﾠwould	 ﾠyou	 ﾠrate	 ﾠthe	 ﾠcondition	 ﾠof	 ﾠpavements	 ﾠlocally	 ﾠ
where	 ﾠyou	 ﾠlive?	 ﾠ
showcard	 ﾠ
bus	 ﾠservices	 ﾠ
provision	 ﾠ
(xsatserv)	 ﾠ
Now	 ﾠI	 ﾠwould	 ﾠlike	 ﾠto	 ﾠask	 ﾠsome	 ﾠquestions	 ﾠabout	 ﾠyour	 ﾠlocal	 ﾠ
bus	 ﾠservices.	 ﾠBy	 ﾠlocal,	 ﾠI	 ﾠmean	 ﾠservices	 ﾠthat	 ﾠoperate	 ﾠnear	 ﾠ
your	 ﾠhome.	 ﾠHow	 ﾠsatisfied	 ﾠare	 ﾠyou	 ﾠwith	 ﾠyour	 ﾠlocal	 ﾠbus	 ﾠ
services?	 ﾠ
showcard	 ﾠ
bus	 ﾠreliability	 ﾠ
(xreliabus)	 ﾠ
First	 ﾠof	 ﾠall,	 ﾠhow	 ﾠwould	 ﾠyou	 ﾠrate	 ﾠthe	 ﾠreliability	 ﾠof	 ﾠlocal	 ﾠ
buses?	 ﾠ
showcard	 ﾠ
bus	 ﾠfrequency	 ﾠ
(xfrqbus)	 ﾠ
How	 ﾠwould	 ﾠyou	 ﾠrate	 ﾠthe	 ﾠfrequency	 ﾠof	 ﾠlocal	 ﾠbuses?	 ﾠ showcard	 ﾠ
tube	 ﾠreliability	 ﾠ
(xrelmetro)	 ﾠ
How	 ﾠwould	 ﾠyou	 ﾠrate	 ﾠthe	 ﾠreliability	 ﾠof	 ﾠthe	 ﾠ
[tube/metro/light	 ﾠrail/tram]?	 ﾠ
showcard	 ﾠ
tube	 ﾠfrequency	 ﾠ
(xfrqmetro)	 ﾠ
How	 ﾠwould	 ﾠyou	 ﾠrate	 ﾠthe	 ﾠfrequency	 ﾠof	 ﾠthe	 ﾠmetro	 ﾠ
[tube/metro/light	 ﾠrail/tram]?	 ﾠ
showcard	 ﾠ
	 ﾠ	 ﾠ 	 ﾠ 	 ﾠ
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In	 ﾠaddition	 ﾠto	 ﾠpersonality	 ﾠtraits,	 ﾠSection	 ﾠSix	 ﾠof	 ﾠthe	 ﾠquestionnaire	 ﾠ–	 ﾠpersuading	 ﾠrespondents	 ﾠ–	 ﾠ
was	 ﾠused	 ﾠto	 ﾠprovide	 ﾠinformation	 ﾠon	 ﾠinterviewers’	 ﾠattitudes	 ﾠtowards	 ﾠinterviewing.	 ﾠThe	 ﾠfour-ﾭ‐
point	 ﾠscale	 ﾠitems	 ﾠwere	 ﾠtransformed	 ﾠinto	 ﾠbinary	 ﾠvariables	 ﾠwhere	 ﾠinterviewers	 ﾠagreed	 ﾠor	 ﾠ
disagreed	 ﾠwith	 ﾠseven	 ﾠstatements	 ﾠon	 ﾠpersuading	 ﾠrespondents	 ﾠ(Jäckle	 ﾠet	 ﾠal.,	 ﾠ2011).	 ﾠOne	 ﾠof	 ﾠ
those	 ﾠwas	 ﾠlabelled	 ﾠ‘determination’.	 ﾠInterviewers	 ﾠwho	 ﾠagree	 ﾠwith	 ﾠthe	 ﾠstatement	 ﾠ–	 ﾠ‘If	 ﾠa	 ﾠ
respondent	 ﾠis	 ﾠreluctant,	 ﾠa	 ﾠrefusal	 ﾠshould	 ﾠbe	 ﾠaccepted’	 ﾠ–	 ﾠwere	 ﾠlabelled	 ﾠas	 ﾠless	 ﾠdetermined	 ﾠ
while	 ﾠthose	 ﾠwho	 ﾠdisagreed	 ﾠwith	 ﾠthe	 ﾠstatement	 ﾠwere	 ﾠlabelled	 ﾠas	 ﾠmore	 ﾠdetermined.	 ﾠThe	 ﾠ
interviewer	 ﾠquestionnaire	 ﾠalso	 ﾠincluded	 ﾠquestions	 ﾠabout	 ﾠsatisfaction	 ﾠwith	 ﾠvarious	 ﾠaspects	 ﾠof	 ﾠ
the	 ﾠjob	 ﾠ(questions	 ﾠfour	 ﾠand	 ﾠfive).	 ﾠThe	 ﾠfull	 ﾠquestionnaire	 ﾠis	 ﾠattached	 ﾠin	 ﾠAppendix	 ﾠ1.	 ﾠ	 ﾠ
Finally,	 ﾠa	 ﾠmeasure	 ﾠof	 ﾠinterviewer	 ﾠexperience	 ﾠwas	 ﾠderived.	 ﾠThere	 ﾠwere	 ﾠseveral	 ﾠvariables	 ﾠ
available	 ﾠin	 ﾠthe	 ﾠdataset	 ﾠthat	 ﾠcould	 ﾠbe	 ﾠused	 ﾠas	 ﾠa	 ﾠproxy	 ﾠmeasure	 ﾠof	 ﾠinterviewer	 ﾠexperience.	 ﾠ
Time	 ﾠworking	 ﾠfor	 ﾠNatCen	 ﾠ(in	 ﾠmonths),	 ﾠpay	 ﾠgrade	 ﾠand	 ﾠthe	 ﾠnumber	 ﾠof	 ﾠNTS	 ﾠassignments	 ﾠ
worked,	 ﾠwhich	 ﾠwas	 ﾠeventually	 ﾠused.	 ﾠThat	 ﾠis	 ﾠbecause	 ﾠthe	 ﾠnumber	 ﾠof	 ﾠNTS	 ﾠadministrations	 ﾠis	 ﾠa	 ﾠ
proxy	 ﾠof	 ﾠinterviewer’s	 ﾠexperience	 ﾠdirectly	 ﾠrelated	 ﾠto	 ﾠthis	 ﾠparticular	 ﾠsurvey.	 ﾠInterviewers	 ﾠwere	 ﾠ
divided	 ﾠinto	 ﾠfour	 ﾠgroups:	 ﾠ
•  Group	 ﾠ1:	 ﾠOne	 ﾠNTS	 ﾠadministration	 ﾠ–	 ﾠ23.3%	 ﾠ
•  Group	 ﾠ2:	 ﾠTwo	 ﾠto	 ﾠthree	 ﾠNTS	 ﾠadministrations	 ﾠ–	 ﾠ31.1%	 ﾠ
•  Group	 ﾠ3:	 ﾠFour	 ﾠto	 ﾠfive	 ﾠNTS	 ﾠadministrations	 ﾠ–	 ﾠ23.1%	 ﾠ
•  Group	 ﾠ4:	 ﾠSix	 ﾠor	 ﾠmore	 ﾠNTS	 ﾠadministrations–	 ﾠ22.4%.	 ﾠ
2.6  Model	 ﾠ
Following	 ﾠBrunton-ﾭ‐Smith	 ﾠet	 ﾠal.	 ﾠ(2012),	 ﾠa	 ﾠcross-ﾭ‐classified	 ﾠmultilevel	 ﾠmodel	 ﾠwith	 ﾠcomplex	 ﾠLevel	 ﾠ
2	 ﾠvariance	 ﾠwas	 ﾠused	 ﾠto	 ﾠestimate	 ﾠthe	 ﾠinterviewer	 ﾠeffect.	 ﾠThis	 ﾠmodel	 ﾠwas	 ﾠintroduced	 ﾠand	 ﾠ
described	 ﾠby	 ﾠRashbash	 ﾠand	 ﾠGoldstein	 ﾠ(1994).	 ﾠIn	 ﾠgeneral,	 ﾠmultilevel	 ﾠmodels	 ﾠare	 ﾠused	 ﾠwhen	 ﾠ
the	 ﾠdata	 ﾠhave	 ﾠa	 ﾠhierarchical	 ﾠstructure	 ﾠand	 ﾠlower	 ﾠlevel	 ﾠunits,	 ﾠe.g.	 ﾠstudents,	 ﾠare	 ﾠnested	 ﾠwithin	 ﾠ
higher	 ﾠlevel	 ﾠunits	 ﾠsuch	 ﾠas	 ﾠclasses	 ﾠand	 ﾠschools.	 ﾠThe	 ﾠmultilevel	 ﾠapproach	 ﾠallows	 ﾠestimation	 ﾠof	 ﾠ
the	 ﾠvariability	 ﾠassociated	 ﾠwith	 ﾠeach	 ﾠlevel	 ﾠin	 ﾠthe	 ﾠdata.	 ﾠFor	 ﾠexample,	 ﾠpupils’	 ﾠacademic	 ﾠ
performance	 ﾠmay	 ﾠbe	 ﾠaffected	 ﾠnot	 ﾠonly	 ﾠby	 ﾠthe	 ﾠclass	 ﾠin	 ﾠwhich	 ﾠthey	 ﾠstudy	 ﾠbut	 ﾠalso	 ﾠthe	 ﾠschool	 ﾠ
they	 ﾠattend.	 ﾠBoth	 ﾠclass	 ﾠand	 ﾠschool	 ﾠmay	 ﾠhave	 ﾠa	 ﾠdifferent	 ﾠeffect	 ﾠon	 ﾠtheir	 ﾠfinal	 ﾠexam	 ﾠmarks	 ﾠ
(Snijders	 ﾠand	 ﾠBosker,	 ﾠ2004).	 ﾠThe	 ﾠcross-ﾭ‐classified	 ﾠmodel	 ﾠis	 ﾠappropriate	 ﾠto	 ﾠuse	 ﾠwhen	 ﾠthe	 ﾠlower	 ﾠ
level	 ﾠunits	 ﾠare	 ﾠnested	 ﾠwithin	 ﾠmore	 ﾠthan	 ﾠone	 ﾠclassification	 ﾠat	 ﾠthe	 ﾠsame,	 ﾠhigher	 ﾠlevel.	 ﾠAn	 ﾠ	 ﾠ
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example	 ﾠused	 ﾠby	 ﾠRashbash	 ﾠand	 ﾠBrowne	 ﾠ(2008)	 ﾠis	 ﾠthat	 ﾠof	 ﾠpatients	 ﾠnested	 ﾠwithin	 ﾠhospitals	 ﾠand,	 ﾠ
at	 ﾠthe	 ﾠsame	 ﾠlevel,	 ﾠnested	 ﾠwithin	 ﾠneighbourhoods.	 ﾠFigure	 ﾠ2.3	 ﾠshows	 ﾠthe	 ﾠdiagram	 ﾠfor	 ﾠcrossed	 ﾠ
structure	 ﾠof	 ﾠthe	 ﾠdata	 ﾠused	 ﾠin	 ﾠthis	 ﾠpaper.	 ﾠ	 ﾠ
Figure	 ﾠ2.3.	 ﾠCrossed	 ﾠstructure	 ﾠof	 ﾠrespondents	 ﾠnested	 ﾠwithin	 ﾠinterviewers	 ﾠand	 ﾠMSOAs	 ﾠ
(adapted	 ﾠfrom	 ﾠRashbash	 ﾠand	 ﾠBrowne,	 ﾠ2008,	 ﾠp.	 ﾠ303)	 ﾠ
	 ﾠ
	 ﾠ
	 ﾠ
The	 ﾠcross-ﾭ‐classified	 ﾠmodel	 ﾠcan	 ﾠbe	 ﾠextended	 ﾠto	 ﾠincorporate	 ﾠa	 ﾠLevel	 ﾠ2	 ﾠrandom	 ﾠeffect.	 ﾠThis	 ﾠ
approach	 ﾠallows	 ﾠestimation	 ﾠof	 ﾠthe	 ﾠarea	 ﾠand	 ﾠinterviewer	 ﾠeffects	 ﾠfirst,	 ﾠand	 ﾠthen	 ﾠpartitioning	 ﾠthe	 ﾠ
interviewer	 ﾠeffect	 ﾠas	 ﾠa	 ﾠfunction	 ﾠof	 ﾠmeasured	 ﾠinterviewer	 ﾠcharacteristics.	 ﾠThe	 ﾠmodel	 ﾠhas	 ﾠthe	 ﾠ
form:	 ﾠ
	 ﾠ
y ( , ) =  ﾠα + ﾠu  + ﾠv  + ﾠe ( , )	 ﾠ	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ(2.1)	 ﾠ
	 ﾠ
where	 ﾠ𝑦 ( , ) ﾠis	 ﾠa	 ﾠresponse	 ﾠon	 ﾠitem	 ﾠy	 ﾠof	 ﾠthe	 ﾠith	 ﾠrespondent	 ﾠin	 ﾠthe	 ﾠj/kth	 ﾠinterviewer	 ﾠ
combination	 ﾠexpressed	 ﾠas	 ﾠthe	 ﾠsample	 ﾠmean	 ﾠvalue	 ﾠ𝗼;	 ﾠtwo	 ﾠrandom	 ﾠerror	 ﾠterms	 ﾠexpress	 ﾠthe	 ﾠ
area	 ﾠ 𝑢   ﾠand	 ﾠinterviewer	 ﾠeffect	 ﾠ 𝑣  	 ﾠand	 ﾠthe	 ﾠrespondent	 ﾠresidual	 ﾠerror	 ﾠterm,	 ﾠ ﾠ𝑒 ( , ).	 ﾠThese	 ﾠ
error	 ﾠterms	 ﾠare	 ﾠassumed	 ﾠto	 ﾠbe	 ﾠindependent	 ﾠand	 ﾠidentically	 ﾠdistributed	 ﾠ(IID)	 ﾠwith	 ﾠzero	 ﾠmean	 ﾠ
and	 ﾠvariances	 ﾠ𝜎   ﾠ
 ,	 ﾠ𝜎 
 	 ﾠand	 ﾠ𝜎 ( , ) ﾠ
  .	 ﾠ	 ﾠThe	 ﾠinterviewer	 ﾠvariance	 ﾠcan	 ﾠbe	 ﾠexpressed	 ﾠas:	 ﾠ
	 ﾠ
𝜌    = ﾠ
  
 
   ﾠ
   ﾠ  
   ﾠ ﾠ  ( , ) ﾠ
   ﾠ ﾠ	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ(2.2)	 ﾠ
	 ﾠ
and	 ﾠsimilarly	 ﾠthe	 ﾠarea	 ﾠvariance	 ﾠis:	 ﾠ	 ﾠ
Interviewer	 ﾠ(k)
Respondent	 ﾠ(i)
MSOA	 ﾠarea	 ﾠ(j)
I1 I2 I3 I4
R1 R2 R3 R4 R5 R6 R7 R8 R9 R10 R11 R12
MSOA1 MSOA2 MSOA3	 ﾠ 	 ﾠ 	 ﾠ
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 ﾠ
	 ﾠ
𝜌     = ﾠ
  
 
   ﾠ
   ﾠ  
   ﾠ ﾠ  ( , ) ﾠ
   ﾠ ﾠ	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ(2.3)	 ﾠ
	 ﾠ
This	 ﾠis	 ﾠequivalent	 ﾠto	 ﾠKish’s	 ﾠintra-ﾭ‐class	 ﾠcorrelation	 ﾠcoefficient	 ﾠand	 ﾠis	 ﾠcalled	 ﾠa	 ﾠvariance	 ﾠpartition	 ﾠ
coefficient	 ﾠ(VPC)	 ﾠin	 ﾠthe	 ﾠmultilevel	 ﾠmodelling	 ﾠliterature	 ﾠ(Rasbash	 ﾠet	 ﾠal.,	 ﾠ2009).	 ﾠEach	 ﾠrandom	 ﾠ
effect	 ﾠhas	 ﾠthe	 ﾠfollowing	 ﾠassumptions:	 ﾠ
	 ﾠ
𝑣  ~ ﾠ𝑁 0,Ω  ∶ ﾠΩ  = ﾠ𝜎  
  	 ﾠ
𝑢  ~ ﾠ𝑁 0,Ω  ∶ ﾠΩ  = ﾠ𝜎  
  	 ﾠ	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ 	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ 	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ(2.4)	 ﾠ
𝑒    ~ ﾠ𝑁 0,Ω  ∶ ﾠΩ  = ﾠ𝜎  ( , )
  	 ﾠ
	 ﾠ
Brunton-ﾭ‐Smith	 ﾠet	 ﾠal.	 ﾠ(2012)	 ﾠused	 ﾠthe	 ﾠmodel	 ﾠin	 ﾠ(2.1)	 ﾠto	 ﾠinclude	 ﾠa	 ﾠcomplex	 ﾠvariance	 ﾠterm	 ﾠat	 ﾠthe	 ﾠ
interviewer	 ﾠlevel.	 ﾠThis	 ﾠallows	 ﾠthe	 ﾠinterviewer	 ﾠrandom	 ﾠeffects	 ﾠto	 ﾠvary	 ﾠbetween	 ﾠgroups	 ﾠof	 ﾠ
interviewers.	 ﾠThe	 ﾠnull	 ﾠmodel,	 ﾠwith	 ﾠa	 ﾠcomplex	 ﾠLevel	 ﾠ2	 ﾠvariance	 ﾠterm,	 ﾠpartitions	 ﾠ𝜎 
 	 ﾠ
(interviewer	 ﾠvariance)	 ﾠbetween	 ﾠtwo	 ﾠ(or	 ﾠmore)	 ﾠmutually	 ﾠexclusive	 ﾠinterviewer	 ﾠgroups.	 ﾠFor	 ﾠ
example,	 ﾠif	 ﾠwe	 ﾠare	 ﾠinterested	 ﾠin	 ﾠthe	 ﾠdifference	 ﾠin	 ﾠinterviewer	 ﾠvariance	 ﾠacross	 ﾠgroups,	 ﾠdefined	 ﾠ
by	 ﾠtheir	 ﾠlevel	 ﾠof	 ﾠdetermination	 ﾠto	 ﾠobtain	 ﾠan	 ﾠinterview,	 ﾠand	 ﾠthis	 ﾠdetermination	 ﾠvariable	 ﾠis	 ﾠa	 ﾠ
binary	 ﾠvariable,	 ﾠthe	 ﾠmodel	 ﾠtakes	 ﾠform:	 ﾠ	 ﾠ
	 ﾠ
𝑦 ( , ) = 𝗼 + 𝑢  + ﾠ𝑣   ﾠ𝑙𝑒𝑠𝑠 ﾠ𝑑𝑒𝑡𝑒𝑟𝑚𝑖𝑛𝑒𝑑  + ﾠ𝑣  𝑚𝑜𝑟𝑒 ﾠ𝑑𝑒𝑡𝑒𝑟𝑚𝑖𝑛𝑒𝑑  + ﾠ𝑒 ( , )	 ﾠ 	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ(2.5)	 ﾠ
	 ﾠ
Then	 ﾠthe	 ﾠinterviewer-ﾭ‐related	 ﾠvariance	 ﾠfor	 ﾠthe	 ﾠtwo	 ﾠgroups	 ﾠcan	 ﾠbe	 ﾠexpressed	 ﾠas	 ﾠthe	 ﾠvariance-ﾭ‐
covariance	 ﾠdiagonal	 ﾠmatrix	 ﾠ ﾠΩ :	 ﾠ	 ﾠ
	 ﾠ
𝑣  
𝑣  
 ﾠ~ ﾠ𝑁 0, ﾠΩ  : ﾠ ﾠΩ  = ﾠ
𝜎  
  0
0 𝜎  
  	 ﾠ	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ(2.6)	 ﾠ	 ﾠ
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 ﾠ
where	 ﾠ𝜎  
  	 ﾠis	 ﾠthe	 ﾠinterviewer	 ﾠeffect	 ﾠfor	 ﾠless	 ﾠdetermined	 ﾠinterviewers	 ﾠand	 ﾠ𝜎  
  	 ﾠis	 ﾠthe	 ﾠ
interviewer	 ﾠeffect	 ﾠfor	 ﾠmore	 ﾠdetermined	 ﾠinterviewers.	 ﾠThe	 ﾠcovariances	 ﾠin	 ﾠEquation	 ﾠ2.6	 ﾠare	 ﾠset	 ﾠ
to	 ﾠ0	 ﾠbecause	 ﾠthe	 ﾠinterviewer	 ﾠgroups	 ﾠare	 ﾠmutually	 ﾠexclusive.	 ﾠ
All	 ﾠmodels	 ﾠwere	 ﾠestimated	 ﾠusing	 ﾠMLwiN	 ﾠversion	 ﾠ2.13	 ﾠ(Rashbash	 ﾠet	 ﾠal.,	 ﾠ2009).	 ﾠThe	 ﾠestimation	 ﾠ
technique	 ﾠused	 ﾠwas	 ﾠthe	 ﾠMonte	 ﾠCarlo	 ﾠMarkov	 ﾠChain	 ﾠ(MCMC).	 ﾠIterative	 ﾠGeneralised	 ﾠLeast	 ﾠ
Squares	 ﾠ(IGLS)	 ﾠpoint	 ﾠestimates	 ﾠwere	 ﾠused	 ﾠto	 ﾠprovide	 ﾠthe	 ﾠstarting	 ﾠvalues	 ﾠfor	 ﾠthe	 ﾠMCMC	 ﾠchains	 ﾠ
(Browne,	 ﾠ2009).	 ﾠAfter	 ﾠextensive	 ﾠtesting	 ﾠand	 ﾠthe	 ﾠanalysis	 ﾠof	 ﾠMCMC	 ﾠdiagnostics,	 ﾠit	 ﾠwas	 ﾠdecided	 ﾠ
that	 ﾠthe	 ﾠdefault	 ﾠMLwiN	 ﾠMCMC	 ﾠcontrols	 ﾠ(burn-ﾭ‐in	 ﾠlength	 ﾠof	 ﾠ500,	 ﾠchain	 ﾠlength	 ﾠ5000,	 ﾠthinning	 ﾠ1)	 ﾠ
were	 ﾠan	 ﾠacceptable	 ﾠtrade-ﾭ‐off	 ﾠbetween	 ﾠthe	 ﾠaccuracy	 ﾠof	 ﾠthe	 ﾠestimates	 ﾠand	 ﾠthe	 ﾠcomputation	 ﾠtime	 ﾠ
required.	 ﾠComparing	 ﾠcomplex	 ﾠmultilevel	 ﾠmodels	 ﾠcan	 ﾠbe	 ﾠdifficult.	 ﾠIf	 ﾠmodels	 ﾠare	 ﾠestimated	 ﾠ
using	 ﾠMCMC	 ﾠmethods,	 ﾠno	 ﾠequivalent	 ﾠof	 ﾠthe	 ﾠlog-ﾭ‐likelihood	 ﾠstatistic	 ﾠis	 ﾠavailable	 ﾠto	 ﾠenable	 ﾠmodel	 ﾠ
fit	 ﾠcomparison.	 ﾠOne	 ﾠsolution	 ﾠsuggested	 ﾠin	 ﾠthe	 ﾠliterature	 ﾠis	 ﾠto	 ﾠcompare	 ﾠthe	 ﾠDeviance	 ﾠ
Information	 ﾠCriterion	 ﾠ(DIC).	 ﾠA	 ﾠdecrease	 ﾠin	 ﾠDIC	 ﾠcompared	 ﾠto	 ﾠthe	 ﾠprevious	 ﾠmodel	 ﾠsuggests	 ﾠan	 ﾠ
improved	 ﾠmodel	 ﾠfit	 ﾠ(Spiegelhalter	 ﾠet	 ﾠal.,	 ﾠ2002).	 ﾠ	 ﾠ
The	 ﾠmodel	 ﾠis	 ﾠused	 ﾠto	 ﾠestimate	 ﾠthe	 ﾠinterviewer	 ﾠeffect	 ﾠon	 ﾠthe	 ﾠrespondents’	 ﾠreplies	 ﾠto	 ﾠthe	 ﾠ13	 ﾠ
NTS	 ﾠitems	 ﾠlisted	 ﾠin	 ﾠTable	 ﾠ2.1.	 ﾠ	 ﾠA	 ﾠrange	 ﾠof	 ﾠcovariates	 ﾠwas	 ﾠadded	 ﾠto	 ﾠthe	 ﾠmodel	 ﾠto	 ﾠcontrol	 ﾠfor	 ﾠ
uneven	 ﾠsample	 ﾠcomposition	 ﾠacross	 ﾠareas	 ﾠand	 ﾠinterviewer	 ﾠassignments.	 ﾠThe	 ﾠrespondent	 ﾠ
covariates	 ﾠare:	 ﾠage,	 ﾠgender,	 ﾠemployed	 ﾠvs.	 ﾠself-ﾭ‐employed,	 ﾠemployment	 ﾠstatus	 ﾠ(including	 ﾠILO	 ﾠ
unemployed),	 ﾠmarital	 ﾠstatus	 ﾠand	 ﾠethnicity	 ﾠ(white	 ﾠvs.	 ﾠnon-ﾭ‐white).	 ﾠThe	 ﾠinterviewer	 ﾠcovariates	 ﾠ
are:	 ﾠgender	 ﾠand	 ﾠage	 ﾠat	 ﾠthe	 ﾠtime	 ﾠof	 ﾠthe	 ﾠinterview.	 ﾠ	 ﾠ
2.7  Results	 ﾠ
First,	 ﾠ13	 ﾠcontinuous	 ﾠitems	 ﾠfrom	 ﾠthe	 ﾠNational	 ﾠTravel	 ﾠSurvey	 ﾠwere	 ﾠidentified	 ﾠas	 ﾠpotentially	 ﾠ
prone	 ﾠto	 ﾠan	 ﾠinterviewer	 ﾠdesign	 ﾠeffect.	 ﾠThen	 ﾠcross-ﾭ‐classified	 ﾠmultilevel	 ﾠmodels	 ﾠwere	 ﾠestimated	 ﾠ
to	 ﾠdisaggregate	 ﾠthe	 ﾠdesign	 ﾠeffect	 ﾠinto	 ﾠthe	 ﾠarea	 ﾠand	 ﾠinterviewer	 ﾠeffects.	 ﾠA	 ﾠrange	 ﾠof	 ﾠarea	 ﾠand	 ﾠ
respondent	 ﾠlevel	 ﾠcovariates	 ﾠwere	 ﾠadded	 ﾠto	 ﾠthe	 ﾠmodels.	 ﾠIn	 ﾠthe	 ﾠfinal	 ﾠmodels,	 ﾠthe	 ﾠinterviewer-ﾭ‐
related	 ﾠvariance	 ﾠwas	 ﾠpartitioned	 ﾠusing	 ﾠsix	 ﾠparadata	 ﾠvariables.	 ﾠ
	 ﾠ 	 ﾠ	 ﾠ 	 ﾠ 	 ﾠ
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The	 ﾠvalues	 ﾠof	 ﾠDEFF	 ﾠwere	 ﾠcalculated	 ﾠfor	 ﾠ13	 ﾠNTS	 ﾠitems	 ﾠusing	 ﾠthe	 ﾠformula:	 ﾠ
	 ﾠ
𝐷𝐸𝐹𝐹 = ﾠ
  ﾠ  
     ﾠ   	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ(2.7)	 ﾠ
	 ﾠ
where	 ﾠ𝑦	 ﾠis	 ﾠthe	 ﾠlinear	 ﾠoutcome	 ﾠin	 ﾠEquation	 ﾠ2.7,	 ﾠ𝑣 ﾠ 𝑦 	 ﾠis	 ﾠthe	 ﾠvariance	 ﾠof	 ﾠthe	 ﾠsample	 ﾠmean	 ﾠ	 ﾠ
under	 ﾠthe	 ﾠcomplex	 ﾠsample	 ﾠdesign	 ﾠand	 ﾠ𝑣    ﾠ 𝑦 	 ﾠ	 ﾠis	 ﾠthe	 ﾠvariance	 ﾠof	 ﾠthe	 ﾠsame	 ﾠsample	 ﾠmean	 ﾠ	 ﾠ
𝑦 ﾠunder	 ﾠan	 ﾠSRS	 ﾠdesign.	 ﾠ	 ﾠ
Table	 ﾠ2.2	 ﾠshows	 ﾠthat	 ﾠthe	 ﾠunconditional	 ﾠDEFF	 ﾠvalues	 ﾠfor	 ﾠsample	 ﾠmeans	 ﾠfor	 ﾠall	 ﾠ13	 ﾠNTS	 ﾠitems	 ﾠ
are	 ﾠsubject	 ﾠto	 ﾠa	 ﾠdesign	 ﾠeffect	 ﾠranging	 ﾠfrom	 ﾠDEFF	 ﾠ=	 ﾠ1.49	 ﾠto	 ﾠDEFF	 ﾠ=	 ﾠ4.63.	 ﾠThese	 ﾠwere	 ﾠcalculated	 ﾠ
in	 ﾠSTATA	 ﾠusing	 ﾠthe	 ﾠ‘svy’	 ﾠcommands	 ﾠand	 ﾠTaylor	 ﾠlinearisation
16.	 ﾠThese	 ﾠDEFF	 ﾠvalues	 ﾠwere	 ﾠ
calculated	 ﾠusing	 ﾠthe	 ﾠoriginal	 ﾠNTS	 ﾠdesign	 ﾠand	 ﾠNTS	 ﾠPSUs	 ﾠrather	 ﾠthan	 ﾠMSOAs.	 ﾠThe	 ﾠmean	 ﾠDEFF	 ﾠ
based	 ﾠon	 ﾠ13	 ﾠitems	 ﾠis	 ﾠ2.47.	 ﾠThe	 ﾠduration	 ﾠitems	 ﾠin	 ﾠgeneral	 ﾠshowed	 ﾠlarger	 ﾠDEFF	 ﾠvalues	 ﾠ(mean	 ﾠ
DEFF	 ﾠ=	 ﾠ3.36)	 ﾠthan	 ﾠthe	 ﾠsatisfaction	 ﾠitems	 ﾠ(mean	 ﾠDEFF	 ﾠ=	 ﾠ1.71),	 ﾠwhich	 ﾠis	 ﾠpartially	 ﾠdue	 ﾠto	 ﾠthe	 ﾠ
different	 ﾠmeasurement	 ﾠscales	 ﾠused.	 ﾠIn	 ﾠorder	 ﾠto	 ﾠreduce	 ﾠthe	 ﾠburden	 ﾠof	 ﾠa	 ﾠlong	 ﾠquestionnaire	 ﾠon	 ﾠ
the	 ﾠrespondent,	 ﾠcertain	 ﾠNTS	 ﾠquestions	 ﾠwere	 ﾠadministered	 ﾠevery	 ﾠother	 ﾠyear.	 ﾠOther	 ﾠitems	 ﾠ
analysed	 ﾠin	 ﾠthis	 ﾠstudy	 ﾠwere	 ﾠdropped	 ﾠalong	 ﾠthe	 ﾠyears	 ﾠ(e.g.	 ﾠcondition	 ﾠof	 ﾠthe	 ﾠpavement).	 ﾠThis	 ﾠis	 ﾠ
the	 ﾠreason	 ﾠwhy	 ﾠthe	 ﾠnumber	 ﾠof	 ﾠcases	 ﾠfor	 ﾠeach	 ﾠitem	 ﾠin	 ﾠTable	 ﾠ2.2	 ﾠvaries.	 ﾠ
	 ﾠ 	 ﾠ
	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ
16	 ﾠhttp://www.stata.com/capabilities/survey-ﾭ‐commands/	 ﾠ	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Table	 ﾠ2.2.	 ﾠStandard	 ﾠerrors	 ﾠ(SE)	 ﾠunder	 ﾠSRS	 ﾠand	 ﾠcomplex	 ﾠdesign	 ﾠand	 ﾠDEFF	 ﾠvalues	 ﾠfor	 ﾠNTS	 ﾠ
survey	 ﾠitems	 ﾠ
Variable	 ﾠ N	 ﾠ Mean	 ﾠ SE(SRS)	 ﾠ SE	 ﾠ(NTS	 ﾠdesign)	 ﾠ DEFF	 ﾠ
bus	 ﾠstop	 ﾠ	 ﾠ 39616	 ﾠ 4.400318	 ﾠ 0.0245318	 ﾠ 0.0326941	 ﾠ 1.78	 ﾠ
railway	 ﾠstation	 ﾠ	 ﾠ 32223	 ﾠ 31.92313	 ﾠ 0.1240233	 ﾠ 0.2667602	 ﾠ 4.63	 ﾠ
station	 ﾠby	 ﾠbus	 ﾠ	 ﾠ 26689	 ﾠ 22.35951	 ﾠ 0.0929896	 ﾠ 0.1881383	 ﾠ 4.09	 ﾠ
tube	 ﾠstation	 ﾠ	 ﾠ 3509	 ﾠ 15.92334	 ﾠ 0.2675676	 ﾠ 0.5517641	 ﾠ 4.25	 ﾠ
tube	 ﾠstation	 ﾠby	 ﾠbus	 ﾠ	 ﾠ 1975	 ﾠ 29.08354	 ﾠ 0.5193673	 ﾠ 0.9738508	 ﾠ 3.52	 ﾠ
walk	 ﾠ 51723	 ﾠ 33.07718	 ﾠ 0.1149091	 ﾠ 0.1595565	 ﾠ 1.92	 ﾠ
cycle	 ﾠlanes	 ﾠprovision	 ﾠ	 ﾠ 3618	 ﾠ 2.994748	 ﾠ 0.0222506	 ﾠ 0.0304859	 ﾠ 1.88	 ﾠ
pavement	 ﾠprovision	 ﾠ	 ﾠ 5988	 ﾠ 2.85855	 ﾠ 0.0163104	 ﾠ 0.0213476	 ﾠ 1.71	 ﾠ
bus	 ﾠservices	 ﾠprovision	 ﾠ	 ﾠ 12868	 ﾠ 3.689773	 ﾠ 0.010689	 ﾠ 0.013333	 ﾠ 1.56	 ﾠ
bus	 ﾠreliability	 ﾠ	 ﾠ 13467	 ﾠ 3.849584	 ﾠ 0.0090212	 ﾠ 0.113232	 ﾠ 1.58	 ﾠ
bus	 ﾠfrequency	 ﾠ	 ﾠ 13698	 ﾠ 3.822164	 ﾠ 0.0093061	 ﾠ 0.0132394	 ﾠ 2.02	 ﾠ
tube	 ﾠreliability	 ﾠ	 ﾠ 11815	 ﾠ 4.006602	 ﾠ 0.0086672	 ﾠ 0.0105814	 ﾠ 1.49	 ﾠ
tube	 ﾠfrequency	 ﾠ	 ﾠ 11884	 ﾠ 4.070178	 ﾠ 0.0077526	 ﾠ 0.0103425	 ﾠ 1.78	 ﾠ
	 ﾠ
Having	 ﾠestablished	 ﾠthat	 ﾠall	 ﾠ13	 ﾠitems	 ﾠare	 ﾠsubject	 ﾠto	 ﾠa	 ﾠdesign	 ﾠeffect,	 ﾠthe	 ﾠsecond	 ﾠstage	 ﾠwas	 ﾠto	 ﾠ
partition	 ﾠthis	 ﾠoverall	 ﾠdesign	 ﾠeffect	 ﾠinto	 ﾠarea	 ﾠand	 ﾠinterviewer	 ﾠcomponents.	 ﾠA	 ﾠcross-ﾭ‐classified	 ﾠ
multilevel	 ﾠmodel	 ﾠ(Equation	 ﾠ2.1)	 ﾠwas	 ﾠused	 ﾠto	 ﾠseparate	 ﾠthe	 ﾠtwo	 ﾠeffects	 ﾠand	 ﾠtheir	 ﾠVPCs	 ﾠwere	 ﾠ
calculated.	 ﾠThe	 ﾠresults	 ﾠare	 ﾠsummarised	 ﾠin	 ﾠTable	 ﾠ2.3.	 ﾠ	 ﾠ
	 ﾠ 	 ﾠ	 ﾠ 	 ﾠ 	 ﾠ
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Table	 ﾠ2.3.	 ﾠVariance	 ﾠpartition	 ﾠcoefficient	 ﾠ(VPC)	 ﾠfor	 ﾠthe	 ﾠinterviewer	 ﾠand	 ﾠarea	 ﾠ
Variable	 ﾠ
Total	 ﾠ
variance	 ﾠ
VPC	 ﾠ
(Interviewer)*	 ﾠ
VPC	 ﾠMSOA	 ﾠ
(Area)*	 ﾠ
VPC	 ﾠ
Residual*	 ﾠ N	 ﾠ
bus	 ﾠstop	 ﾠ	 ﾠ 214.005	 ﾠ 4.8%	 ﾠ 46.1%	 ﾠ 49.1%	 ﾠ 39616	 ﾠ
railway	 ﾠstation	 ﾠ	 ﾠ 523.149	 ﾠ 14.4%	 ﾠ 46.3%	 ﾠ 39.2%	 ﾠ 32223	 ﾠ
station	 ﾠby	 ﾠbus	 ﾠ	 ﾠ 23.983	 ﾠ 0.6%	 ﾠ 11.5%	 ﾠ 87.9%	 ﾠ 26689	 ﾠ
tube	 ﾠstation	 ﾠ	 ﾠ 335.62	 ﾠ 2.0%	 ﾠ 79.7%	 ﾠ 18.3%	 ﾠ 3509	 ﾠ
tube	 ﾠstation	 ﾠby	 ﾠbus	 ﾠ	 ﾠ 557.83	 ﾠ 1.6%	 ﾠ 67.9%	 ﾠ 30.5%	 ﾠ 1975	 ﾠ
walk	 ﾠ 638.705	 ﾠ 1.9%	 ﾠ 4.5%	 ﾠ 93.6%	 ﾠ 51723	 ﾠ
cycle	 ﾠlanes	 ﾠprovision	 ﾠ	 ﾠ 1.196	 ﾠ 4.6%	 ﾠ 17.4%	 ﾠ 78.0%	 ﾠ 3618	 ﾠ
pavement	 ﾠprovision	 ﾠ	 ﾠ 1.091	 ﾠ 3.4%	 ﾠ 8.7%	 ﾠ 87.9%	 ﾠ 5988	 ﾠ
bus	 ﾠservices	 ﾠprovision	 ﾠ	 ﾠ 1.806	 ﾠ 7.5%	 ﾠ 11.6%	 ﾠ 80.8%	 ﾠ 12868	 ﾠ
bus	 ﾠreliability	 ﾠ	 ﾠ 1.591	 ﾠ 3.4%	 ﾠ 7.4%	 ﾠ 89.3%	 ﾠ 13467	 ﾠ
bus	 ﾠfrequency	 ﾠ	 ﾠ 1.475	 ﾠ 3.7%	 ﾠ 10.5%	 ﾠ 85.8%	 ﾠ 13698	 ﾠ
tube	 ﾠreliability	 ﾠ	 ﾠ 0.895	 ﾠ 5.0%	 ﾠ 6.8%	 ﾠ 88.2%	 ﾠ 11815	 ﾠ
tube	 ﾠfrequency	 ﾠ	 ﾠ 0.725	 ﾠ 6.8%	 ﾠ 12.6%	 ﾠ 80.7%	 ﾠ 11884	 ﾠ
*All	 ﾠvariances	 ﾠare	 ﾠsignificantly	 ﾠdifferent	 ﾠfrom	 ﾠ0.	 ﾠ	 ﾠ
It	 ﾠis	 ﾠclear	 ﾠfrom	 ﾠTable	 ﾠ2.3	 ﾠthat	 ﾠfor	 ﾠall	 ﾠ13	 ﾠitems,	 ﾠthe	 ﾠinterviewer	 ﾠeffect	 ﾠis	 ﾠconsiderably	 ﾠsmaller	 ﾠ
than	 ﾠthe	 ﾠarea	 ﾠcomponent.	 ﾠThis	 ﾠis	 ﾠlikely	 ﾠto	 ﾠbe	 ﾠbecause	 ﾠthe	 ﾠtopic	 ﾠof	 ﾠthe	 ﾠNTS	 ﾠis	 ﾠtravel	 ﾠand	 ﾠall	 ﾠ
questions	 ﾠare	 ﾠstrongly	 ﾠarea-ﾭ‐related.	 ﾠObviously,	 ﾠthe	 ﾠfrequency	 ﾠof	 ﾠbuses	 ﾠor	 ﾠthe	 ﾠcondition	 ﾠof	 ﾠthe	 ﾠ
pavement	 ﾠwill	 ﾠbe	 ﾠstrongly	 ﾠcorrelated	 ﾠwithin	 ﾠlocal	 ﾠareas.	 ﾠHowever,	 ﾠthe	 ﾠresults	 ﾠalso	 ﾠshow	 ﾠthat	 ﾠa	 ﾠ
significant	 ﾠminority	 ﾠof	 ﾠthe	 ﾠtotal	 ﾠvariance	 ﾠcan	 ﾠbe	 ﾠattributed	 ﾠto	 ﾠinterviewers.	 ﾠOn	 ﾠaverage,	 ﾠacross	 ﾠ
all	 ﾠ13	 ﾠitems,	 ﾠinterviewers	 ﾠare	 ﾠresponsible	 ﾠfor	 ﾠ4.6%	 ﾠof	 ﾠthe	 ﾠtotal	 ﾠdesign	 ﾠeffect.	 ﾠThis	 ﾠpercentage	 ﾠ
is	 ﾠlower	 ﾠfor	 ﾠthe	 ﾠduration	 ﾠitems	 ﾠ–	 ﾠon	 ﾠaverage	 ﾠ4.2%	 ﾠcan	 ﾠbe	 ﾠattributed	 ﾠto	 ﾠinterviewers	 ﾠ–	 ﾠand	 ﾠit	 ﾠis	 ﾠ
higher	 ﾠfor	 ﾠthe	 ﾠsatisfaction	 ﾠitems	 ﾠ–	 ﾠon	 ﾠaverage	 ﾠ4.9%	 ﾠof	 ﾠthose	 ﾠcan	 ﾠbe	 ﾠattributed	 ﾠto	 ﾠinterviewers.	 ﾠ
Similar	 ﾠvalues	 ﾠfor	 ﾠthe	 ﾠproportion	 ﾠof	 ﾠinterviewer-ﾭ‐related	 ﾠvariance	 ﾠwere	 ﾠreported	 ﾠin	 ﾠLipps	 ﾠ
(2007)	 ﾠand	 ﾠHox	 ﾠ(2002).	 ﾠSchnell	 ﾠand	 ﾠKreuter	 ﾠ(2005)	 ﾠreported	 ﾠinterviewer	 ﾠcontribution	 ﾠto	 ﾠthe	 ﾠ
overall	 ﾠvariance	 ﾠto	 ﾠbe	 ﾠbelow	 ﾠ2%;	 ﾠhowever,	 ﾠthe	 ﾠmean	 ﾠDEFF	 ﾠfor	 ﾠtheir	 ﾠstudy	 ﾠwas	 ﾠonly	 ﾠ1.48.	 ﾠThe	 ﾠ
smallest	 ﾠproportion	 ﾠof	 ﾠinterviewer-ﾭ‐related	 ﾠvariance,	 ﾠat	 ﾠ0.3%-ﾭ‐0.6%,	 ﾠwas	 ﾠreported	 ﾠfor	 ﾠa	 ﾠhealth	 ﾠ
survey	 ﾠthat	 ﾠused	 ﾠa	 ﾠsmall	 ﾠnetwork	 ﾠof	 ﾠhighly	 ﾠskilled	 ﾠinterviewers	 ﾠ(Davis	 ﾠand	 ﾠScott,	 ﾠ1995).	 ﾠ	 ﾠ
When	 ﾠthe	 ﾠarea	 ﾠand	 ﾠrespondent	 ﾠcovariates	 ﾠwere	 ﾠadded,	 ﾠboth	 ﾠvariance	 ﾠcomponents	 ﾠdecreased,	 ﾠ
as	 ﾠsummarised	 ﾠin	 ﾠTable	 ﾠ2.4.	 ﾠIn	 ﾠalmost	 ﾠall	 ﾠcases,	 ﾠboth	 ﾠvariance	 ﾠcomponents	 ﾠwere	 ﾠreduced	 ﾠin	 ﾠ
magnitude.	 ﾠAs	 ﾠexpected,	 ﾠinterviewer-ﾭ‐related	 ﾠvariance	 ﾠwas	 ﾠless	 ﾠaffected	 ﾠthan	 ﾠarea-ﾭ‐related	 ﾠ
variance.	 ﾠThis	 ﾠis	 ﾠbecause	 ﾠarea-ﾭ‐related	 ﾠvariance	 ﾠis	 ﾠlikely	 ﾠto	 ﾠbe	 ﾠexplained	 ﾠby	 ﾠarea	 ﾠ	 ﾠ
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characteristics	 ﾠto	 ﾠa	 ﾠgreater	 ﾠextent	 ﾠthan	 ﾠinterviewer-ﾭ‐related	 ﾠvariance;	 ﾠconversely,	 ﾠinterviewer-ﾭ‐
related	 ﾠvariance	 ﾠis	 ﾠlikely	 ﾠbe	 ﾠexplained	 ﾠto	 ﾠa	 ﾠgreater	 ﾠextent	 ﾠby	 ﾠinterviewer	 ﾠcharacteristics.	 ﾠ	 ﾠ
Table	 ﾠ2.4.	 ﾠVariance	 ﾠpartition	 ﾠcoefficients	 ﾠfor	 ﾠnull	 ﾠmodels	 ﾠand	 ﾠmodels	 ﾠwith	 ﾠcovariates	 ﾠ
	 ﾠ	 ﾠ
Variable	 ﾠ
Null	 ﾠmodels	 ﾠ Models	 ﾠwith	 ﾠcovariates	 ﾠ Difference	 ﾠ
Interviewer	 ﾠ Area	 ﾠ Interviewer	 ﾠ Area	 ﾠ Interviewer	 ﾠ Area	 ﾠ
bus	 ﾠstop	 ﾠ	 ﾠ 4.8%	 ﾠ 46.1%	 ﾠ 4.5%	 ﾠ 40.8%	 ﾠ -ﾭ‐0.3%	 ﾠ -ﾭ‐5.3%	 ﾠ
railway	 ﾠstation	 ﾠ	 ﾠ 14.4%	 ﾠ 46.3%	 ﾠ 10.1%	 ﾠ 43.2%	 ﾠ -ﾭ‐4.3%	 ﾠ -ﾭ‐3.1%	 ﾠ
station	 ﾠby	 ﾠbus	 ﾠ	 ﾠ 0.6%	 ﾠ 11.5%	 ﾠ 0.4%	 ﾠ 8.1%	 ﾠ -ﾭ‐0.2%	 ﾠ -ﾭ‐3.4%	 ﾠ
tube	 ﾠstation	 ﾠ	 ﾠ 2.0%	 ﾠ 79.7%	 ﾠ 2.4%	 ﾠ 74.3%	 ﾠ 0.4%	 ﾠ -ﾭ‐5.4%	 ﾠ
tube	 ﾠstation	 ﾠby	 ﾠbus	 ﾠ	 ﾠ 1.6%	 ﾠ 67.9%	 ﾠ 1.8%	 ﾠ 63.2%	 ﾠ 0.2%	 ﾠ -ﾭ‐4.7%	 ﾠ
walk	 ﾠ 1.9%	 ﾠ 4.5%	 ﾠ 1.9%	 ﾠ 3.7%	 ﾠ 0.0%	 ﾠ -ﾭ‐0.8%	 ﾠ
cycle	 ﾠlanes	 ﾠprovision	 ﾠ	 ﾠ 4.6%	 ﾠ 17.4%	 ﾠ 4.0%	 ﾠ 13.6%	 ﾠ -ﾭ‐0.6%	 ﾠ -ﾭ‐3.8%	 ﾠ
pavement	 ﾠprovision	 ﾠ	 ﾠ 3.4%	 ﾠ 8.7%	 ﾠ 3.3%	 ﾠ 8.2%	 ﾠ -ﾭ‐0.1%	 ﾠ -ﾭ‐0.5%	 ﾠ
bus	 ﾠservices	 ﾠ
provision	 ﾠ	 ﾠ 7.5%	 ﾠ 11.6%	 ﾠ 6.9%	 ﾠ 11.4%	 ﾠ -ﾭ‐0.6%	 ﾠ -ﾭ‐0.2%	 ﾠ
bus	 ﾠreliability	 ﾠ	 ﾠ 3.4%	 ﾠ 7.4%	 ﾠ 3.4%	 ﾠ 6.2%	 ﾠ 0.0%	 ﾠ -ﾭ‐1.2%	 ﾠ
bus	 ﾠfrequency	 ﾠ	 ﾠ 3.7%	 ﾠ 10.5%	 ﾠ 2.8%	 ﾠ 9.2%	 ﾠ -ﾭ‐0.9%	 ﾠ -ﾭ‐1.3%	 ﾠ
tube	 ﾠreliability	 ﾠ	 ﾠ 5.0%	 ﾠ 6.8%	 ﾠ 5.0%	 ﾠ 6.5%	 ﾠ 0.0%	 ﾠ -ﾭ‐0.3%	 ﾠ
tube	 ﾠfrequency	 ﾠ	 ﾠ 6.8%	 ﾠ 12.6%	 ﾠ 6.7%	 ﾠ 12.3%	 ﾠ -ﾭ‐0.1%	 ﾠ -ﾭ‐0.3%	 ﾠ
	 ﾠ
The	 ﾠnext	 ﾠstep	 ﾠwas	 ﾠto	 ﾠinclude	 ﾠthe	 ﾠinterviewer	 ﾠparadata	 ﾠvariables,	 ﾠas	 ﾠdescribed	 ﾠin	 ﾠSection	 ﾠ2.5	 ﾠ
and	 ﾠdecide	 ﾠwhich	 ﾠare	 ﾠthe	 ﾠmost	 ﾠsuitable	 ﾠto	 ﾠbe	 ﾠused	 ﾠto	 ﾠpartition	 ﾠthe	 ﾠinterviewer-ﾭ‐related	 ﾠ
variance.	 ﾠInterviewers’	 ﾠsatisfaction	 ﾠwith	 ﾠpay	 ﾠcan	 ﾠpotentially	 ﾠbe	 ﾠan	 ﾠimportant	 ﾠindicator	 ﾠof	 ﾠ
interviewer	 ﾠperformance	 ﾠand	 ﾠit	 ﾠcould	 ﾠbe	 ﾠsomehow	 ﾠmanipulated	 ﾠby	 ﾠthe	 ﾠsurvey	 ﾠagency.	 ﾠ
Interviewers’	 ﾠdetermination	 ﾠbased	 ﾠon	 ﾠthe	 ﾠtheir	 ﾠattitudes	 ﾠtowards	 ﾠinterviewing,	 ﾠhas	 ﾠalready	 ﾠ
turned	 ﾠout	 ﾠto	 ﾠbe	 ﾠstatistically	 ﾠsignificant	 ﾠwhen	 ﾠpredicting	 ﾠinterviewers’	 ﾠcooperation	 ﾠrates	 ﾠand	 ﾠ
could	 ﾠalso	 ﾠaffect	 ﾠinterviewer-ﾭ‐related	 ﾠvariance	 ﾠ(Jäckle	 ﾠet	 ﾠal.,	 ﾠ2011).	 ﾠCommunication	 ﾠskills	 ﾠare	 ﾠ
one	 ﾠof	 ﾠthe	 ﾠmost	 ﾠimportant	 ﾠskills	 ﾠrequired	 ﾠfrom	 ﾠinterviewers	 ﾠhence	 ﾠthis	 ﾠvariable	 ﾠwas	 ﾠalso	 ﾠused	 ﾠ
to	 ﾠpartition	 ﾠthe	 ﾠinterviewer-ﾭ‐related	 ﾠvariance.	 ﾠOlson	 ﾠand	 ﾠPeytchev	 ﾠ(2007)	 ﾠhave	 ﾠshown	 ﾠthat	 ﾠ
interviewer	 ﾠexperience	 ﾠcan	 ﾠaffect	 ﾠinterview	 ﾠpace	 ﾠand	 ﾠthus	 ﾠaffect	 ﾠdata	 ﾠquality	 ﾠwhile	 ﾠLipps	 ﾠ
(2007)	 ﾠnoticed	 ﾠlarger	 ﾠproportions	 ﾠof	 ﾠitem	 ﾠnonresponses	 ﾠamongst	 ﾠmore	 ﾠexperienced	 ﾠ
interviewers.	 ﾠFor	 ﾠthat	 ﾠreason,	 ﾠinterviewers’	 ﾠNTS	 ﾠexperience	 ﾠwas	 ﾠalso	 ﾠconsidered.	 ﾠFinally,	 ﾠtwo	 ﾠ
personality	 ﾠvariables	 ﾠwere	 ﾠchosen:	 ﾠextroversion	 ﾠand	 ﾠconscientiousness.	 ﾠExtroversion	 ﾠis	 ﾠa	 ﾠ
variable	 ﾠalready	 ﾠused	 ﾠin	 ﾠresearch	 ﾠby	 ﾠHox	 ﾠ(1994)	 ﾠand	 ﾠturned	 ﾠout	 ﾠto	 ﾠbe	 ﾠa	 ﾠstatistically	 ﾠ
significant	 ﾠpredictor	 ﾠof	 ﾠinterviewer-ﾭ‐related	 ﾠvariance.	 ﾠMoreover,	 ﾠJäckle	 ﾠet	 ﾠal.	 ﾠ(2011)	 ﾠfound	 ﾠthat	 ﾠ
extroversion	 ﾠwas	 ﾠpositively	 ﾠcorrelated	 ﾠwith	 ﾠhigher	 ﾠcooperation	 ﾠrates	 ﾠamongst	 ﾠinterviewers.	 ﾠ	 ﾠ 	 ﾠ 	 ﾠ
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Conscientiousness	 ﾠis	 ﾠone	 ﾠof	 ﾠinterviewers’	 ﾠcharacteristics	 ﾠthat	 ﾠBrunton-ﾭ‐Smith	 ﾠet	 ﾠal.	 ﾠ(2012)	 ﾠ
considered	 ﾠto	 ﾠpotentially	 ﾠaffect	 ﾠboth	 ﾠinterviewer-ﾭ‐related	 ﾠvariance	 ﾠand	 ﾠcooperation	 ﾠrates.	 ﾠ
These	 ﾠsix	 ﾠvariables	 ﾠwere	 ﾠused	 ﾠto	 ﾠpartition	 ﾠthe	 ﾠinterviewer-ﾭ‐related	 ﾠvariance	 ﾠacross	 ﾠall	 ﾠ13	 ﾠ
models	 ﾠand	 ﾠthe	 ﾠresults	 ﾠare	 ﾠpresented	 ﾠbelow.	 ﾠ	 ﾠ
2.7.1  Satisfaction	 ﾠwith	 ﾠpay	 ﾠ
The	 ﾠ‘satisfaction	 ﾠwith	 ﾠpay’	 ﾠbinary	 ﾠvariable	 ﾠhad	 ﾠan	 ﾠapproximately	 ﾠeven	 ﾠdistribution	 ﾠof	 ﾠthose	 ﾠ
who	 ﾠwere	 ﾠsatisfied	 ﾠwith	 ﾠpay	 ﾠ(53.7%)	 ﾠand	 ﾠthose	 ﾠwho	 ﾠwere	 ﾠnot	 ﾠsatisfied	 ﾠwith	 ﾠpay	 ﾠ(46.3%).	 ﾠFor	 ﾠ
all	 ﾠ13	 ﾠNTS	 ﾠitems,	 ﾠthe	 ﾠinterviewer	 ﾠvariance	 ﾠcomponent	 ﾠwas	 ﾠestimated	 ﾠusing	 ﾠEquation	 ﾠ2.6.	 ﾠDue	 ﾠ
to	 ﾠlimited	 ﾠspace,	 ﾠthe	 ﾠfull	 ﾠset	 ﾠof	 ﾠparameter	 ﾠestimates	 ﾠare	 ﾠpresented	 ﾠby	 ﾠway	 ﾠof	 ﾠillustration	 ﾠfor	 ﾠ
only	 ﾠa	 ﾠsingle	 ﾠvariable,	 ﾠ‘railway	 ﾠstation’	 ﾠ(time	 ﾠtaken	 ﾠto	 ﾠwalk	 ﾠto	 ﾠthe	 ﾠnearest	 ﾠstation)	 ﾠin	 ﾠTable	 ﾠ2.5.	 ﾠ	 ﾠ
The	 ﾠresults	 ﾠfor	 ﾠthe	 ﾠremaining	 ﾠmodels	 ﾠare	 ﾠpresented	 ﾠusing	 ﾠsummary	 ﾠstatistics	 ﾠof	 ﾠthe	 ﾠkey	 ﾠ
variance	 ﾠcomponent	 ﾠparameters	 ﾠin	 ﾠFigures	 ﾠ2.3	 ﾠand	 ﾠ2.4.	 ﾠThe	 ﾠresults	 ﾠin	 ﾠTable	 ﾠ2.5	 ﾠshow	 ﾠthat	 ﾠ
interviewers	 ﾠwho	 ﾠare	 ﾠnot	 ﾠsatisfied	 ﾠwith	 ﾠtheir	 ﾠpay	 ﾠintroduce	 ﾠmore	 ﾠvariance	 ﾠinto	 ﾠthe	 ﾠestimate	 ﾠ
for	 ﾠthe	 ﾠ‘railway	 ﾠstation’	 ﾠvariable	 ﾠthan	 ﾠinterviewers	 ﾠwho	 ﾠare	 ﾠsatisfied	 ﾠwith	 ﾠtheir	 ﾠpay.	 ﾠThe	 ﾠDIC	 ﾠ
value	 ﾠin	 ﾠthe	 ﾠrandom	 ﾠcomponent	 ﾠmodel	 ﾠhas	 ﾠdecreased	 ﾠfrom	 ﾠ259939	 ﾠto	 ﾠ259927,	 ﾠsuggesting	 ﾠ
that	 ﾠintroduction	 ﾠof	 ﾠthe	 ﾠLevel	 ﾠ2	 ﾠvariance	 ﾠterm	 ﾠimproves	 ﾠthe	 ﾠfit	 ﾠof	 ﾠthe	 ﾠmodel	 ﾠto	 ﾠthe	 ﾠdata	 ﾠand	 ﾠ
that	 ﾠthe	 ﾠinterviewer	 ﾠvariance	 ﾠcomponents	 ﾠare	 ﾠsignificantly	 ﾠdifferent	 ﾠbetween	 ﾠthe	 ﾠtwo	 ﾠgroups.	 ﾠ	 ﾠ
Table	 ﾠ2.5.	 ﾠ	 ﾠThe	 ﾠ‘railway	 ﾠstation’	 ﾠmodel	 ﾠwith	 ﾠthe	 ﾠinterviewer-ﾭ‐related	 ﾠvariance	 ﾠ
partitioned	 ﾠby	 ﾠthe	 ﾠ‘satisfaction	 ﾠwith	 ﾠpay’	 ﾠvariable	 ﾠ
	 ﾠ
Model	 ﾠwith	 ﾠcovariates	 ﾠ	 ﾠ Model	 ﾠwith	 ﾠcomplex	 ﾠ
Level	 ﾠ2	 ﾠvariance	 ﾠ
Interviewer	 ﾠvariance	 ﾠ(𝝈??
𝛐)	 ﾠ 8.651	 ﾠ(1.209)	 ﾠ 	 ﾠ
	 ﾠ satisfied	 ﾠwith	 ﾠpay	 ﾠ(𝜎  
  )	 ﾠ 	 ﾠ 4.955	 ﾠ(1.123)	 ﾠ
	 ﾠ not	 ﾠsatisfied	 ﾠwith	 ﾠpay	 ﾠ(𝜎  
  )	 ﾠ 	 ﾠ
13.098	 ﾠ(2.144)	 ﾠ
	 ﾠ 	 ﾠ 	 ﾠ
Area	 ﾠvariance	 ﾠ(𝝈??
𝛐)	 ﾠ 303.756	 ﾠ(8.489)	 ﾠ 303.806	 ﾠ(8.269)	 ﾠ
	 ﾠ 	 ﾠ 	 ﾠ
Residual	 ﾠvariance	 ﾠ(𝝈??(??,??)
𝛐 )	 ﾠ 167.965	 ﾠ(1.435)	 ﾠ 167.955	 ﾠ(1.433)	 ﾠ
	 ﾠ 	 ﾠ 	 ﾠ
DIC	 ﾠ 259939.48	 ﾠ 259927.547	 ﾠ
	 ﾠ 	 ﾠ 	 ﾠ
Classification:	 ﾠ
	 ﾠ 	 ﾠ
	 ﾠ Interviewers	 ﾠ 398	 ﾠ 398	 ﾠ
	 ﾠ MSOA	 ﾠ 3603	 ﾠ 3603	 ﾠ
	 ﾠ Respondents	 ﾠ 32223	 ﾠ 32223	 ﾠ
	 ﾠ	 ﾠ
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The	 ﾠVPCs	 ﾠwere	 ﾠcalculated	 ﾠfor	 ﾠeach	 ﾠinterviewer	 ﾠgroup	 ﾠas	 ﾠfollows:	 ﾠ
	 ﾠ
𝑉𝑃𝐶          = ﾠ
   
 
   
    ﾠ  
   ﾠ  ( , )
   ﾠ	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ	 ﾠ	 ﾠ	 ﾠ 	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ(2.8)	 ﾠ
	 ﾠ
𝑉𝑃𝐶    ﾠ          = ﾠ
   
 
   
    ﾠ  
   ﾠ  ( , )
  	 ﾠ	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ	 ﾠ	 ﾠ	 ﾠ 	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ(2.9)	 ﾠ
	 ﾠ
where	 ﾠ𝜎  
  	 ﾠis	 ﾠthe	 ﾠvariance	 ﾠintroduced	 ﾠby	 ﾠthe	 ﾠinterviewers	 ﾠsatisfied	 ﾠwith	 ﾠpay	 ﾠand	 ﾠ𝜎  
  	 ﾠis	 ﾠthe	 ﾠ
variance	 ﾠintroduced	 ﾠby	 ﾠthe	 ﾠinterviewers	 ﾠnot	 ﾠsatisfied	 ﾠwith	 ﾠpay;	 ﾠthe	 ﾠ𝜎  
  ﾠand	 ﾠ𝜎 ( , )
  	 ﾠare	 ﾠthe	 ﾠarea	 ﾠ
and	 ﾠresidual	 ﾠvariance	 ﾠcomponents.	 ﾠThe	 ﾠuse	 ﾠof	 ﾠVPCs	 ﾠmeans	 ﾠthat	 ﾠthe	 ﾠgroup-ﾭ‐specific	 ﾠvariance	 ﾠ
components	 ﾠcan	 ﾠbe	 ﾠeasily	 ﾠcompared	 ﾠfor	 ﾠeach	 ﾠmodel	 ﾠbut	 ﾠalso	 ﾠacross	 ﾠall	 ﾠmodels	 ﾠas	 ﾠthe	 ﾠVPC	 ﾠ
means.	 ﾠContinuing	 ﾠwith	 ﾠthe	 ﾠ‘railway	 ﾠstation’	 ﾠvariable	 ﾠexample,	 ﾠthe	 ﾠinterviewers	 ﾠwho	 ﾠwere	 ﾠ
satisfied	 ﾠwith	 ﾠtheir	 ﾠpay	 ﾠwere	 ﾠresponsible	 ﾠfor	 ﾠonly	 ﾠ1%	 ﾠof	 ﾠthe	 ﾠtotal	 ﾠvariance	 ﾠfor	 ﾠthis	 ﾠitem	 ﾠwhile	 ﾠ
their	 ﾠcolleagues,	 ﾠwho	 ﾠwere	 ﾠnot	 ﾠsatisfied	 ﾠwith	 ﾠpay,	 ﾠintroduced	 ﾠ2.7%	 ﾠof	 ﾠthe	 ﾠtotal	 ﾠvariance.	 ﾠ
Overall,	 ﾠit	 ﾠis	 ﾠa	 ﾠsmall	 ﾠeffect;	 ﾠhowever,	 ﾠthose	 ﾠnot	 ﾠsatisfied	 ﾠwith	 ﾠtheir	 ﾠpay	 ﾠintroduced	 ﾠthree	 ﾠtimes	 ﾠ
more	 ﾠvariance	 ﾠthan	 ﾠtheir	 ﾠcounterparts.	 ﾠAcross	 ﾠall	 ﾠsix	 ﾠduration	 ﾠitems,	 ﾠinterviewers	 ﾠwho	 ﾠwere	 ﾠ
satisfied	 ﾠwith	 ﾠpay	 ﾠcontributed,	 ﾠon	 ﾠaverage,	 ﾠ2.8%	 ﾠof	 ﾠthe	 ﾠtotal	 ﾠvariance,	 ﾠwhile	 ﾠthose	 ﾠwere	 ﾠnot	 ﾠ
satisfied	 ﾠintroduced,	 ﾠon	 ﾠaverage,	 ﾠ3.9%.	 ﾠAs	 ﾠcan	 ﾠbe	 ﾠseen	 ﾠin	 ﾠFigure	 ﾠ2.4,	 ﾠfor	 ﾠfour	 ﾠitems	 ﾠout	 ﾠof	 ﾠsix,	 ﾠ
interviewers	 ﾠwho	 ﾠwere	 ﾠnot	 ﾠsatisfied	 ﾠwith	 ﾠpay	 ﾠintroduced	 ﾠmore	 ﾠvariance	 ﾠthan	 ﾠtheir	 ﾠ
counterparts.	 ﾠThere	 ﾠis	 ﾠa	 ﾠparticularly	 ﾠlarge	 ﾠdifference	 ﾠbetween	 ﾠthe	 ﾠtwo	 ﾠinterviewer	 ﾠgroups	 ﾠfor	 ﾠ
the	 ﾠ‘tube	 ﾠstation	 ﾠby	 ﾠbus’	 ﾠvariable.	 ﾠThose	 ﾠwho	 ﾠwere	 ﾠnot	 ﾠsatisfied	 ﾠwith	 ﾠpay	 ﾠintroduced	 ﾠtwice	 ﾠas	 ﾠ
much	 ﾠvariance	 ﾠ(12%)	 ﾠthan	 ﾠinterviewers	 ﾠwho	 ﾠwere	 ﾠsatisfied	 ﾠwith	 ﾠpay	 ﾠ(6.9%).	 ﾠHowever,	 ﾠthe	 ﾠ
variance	 ﾠcomponent	 ﾠassociated	 ﾠwith	 ﾠinterviewers	 ﾠsatisfied	 ﾠwith	 ﾠpay	 ﾠis	 ﾠnot	 ﾠstatistically	 ﾠ
significant,	 ﾠsuggesting	 ﾠthat	 ﾠonly	 ﾠinterviewers	 ﾠnot	 ﾠsatisfied	 ﾠwith	 ﾠpay	 ﾠsignificantly	 ﾠcontributed	 ﾠ
to	 ﾠthe	 ﾠvariance	 ﾠof	 ﾠthis	 ﾠestimate.	 ﾠ	 ﾠ	 ﾠ 	 ﾠ 	 ﾠ
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Figure	 ﾠ 2.4.	 ﾠ Proportion	 ﾠ of	 ﾠ the	 ﾠ total	 ﾠ variance	 ﾠ introduced	 ﾠ by	 ﾠ both	 ﾠ interviewer	 ﾠ groups	 ﾠ
(satisfaction	 ﾠwith	 ﾠpay)	 ﾠ–	 ﾠduration	 ﾠitems:	 ﾠ
	 ﾠ
*	 ﾠ=the	 ﾠvariance	 ﾠcomponent	 ﾠis	 ﾠnot	 ﾠstatistically	 ﾠsignificant	 ﾠfor	 ﾠthis	 ﾠinterviewer	 ﾠgroup	 ﾠ
The	 ﾠsame	 ﾠrelationship	 ﾠcan	 ﾠbe	 ﾠseen	 ﾠfor	 ﾠseven	 ﾠsatisfaction	 ﾠitems	 ﾠin	 ﾠFigure	 ﾠ2.5.	 ﾠInterviewers	 ﾠ
who	 ﾠwere	 ﾠsatisfied	 ﾠwith	 ﾠpay	 ﾠintroduced,	 ﾠon	 ﾠaverage,	 ﾠ4.1%,	 ﾠwhile	 ﾠthose	 ﾠwho	 ﾠwere	 ﾠnot	 ﾠsatisfied	 ﾠ
introduced	 ﾠ5.5%	 ﾠof	 ﾠthe	 ﾠtotal	 ﾠvariance.	 ﾠIn	 ﾠgeneral,	 ﾠsatisfaction	 ﾠitems	 ﾠappear	 ﾠto	 ﾠbe	 ﾠmore	 ﾠprone	 ﾠ
to	 ﾠthe	 ﾠinterviewer	 ﾠeffect:	 ﾠon	 ﾠaverage,	 ﾠinterviewers	 ﾠwere	 ﾠresponsible	 ﾠfor	 ﾠ4.8%	 ﾠof	 ﾠthe	 ﾠtotal	 ﾠ
variance	 ﾠacross	 ﾠthe	 ﾠsatisfaction	 ﾠitems,	 ﾠwhile	 ﾠacross	 ﾠthe	 ﾠduration	 ﾠitems,	 ﾠinterviewers	 ﾠ
introduced	 ﾠonly	 ﾠ3.4%	 ﾠof	 ﾠthe	 ﾠtotal	 ﾠvariance.	 ﾠAs	 ﾠFigure	 ﾠ2.5	 ﾠshows,	 ﾠfor	 ﾠfive	 ﾠitems	 ﾠout	 ﾠof	 ﾠseven,	 ﾠ
interviewers	 ﾠwho	 ﾠwere	 ﾠnot	 ﾠsatisfied	 ﾠwith	 ﾠpay	 ﾠintroduced	 ﾠmore	 ﾠvariance	 ﾠthan	 ﾠtheir	 ﾠ
counterparts.	 ﾠA	 ﾠparticularly	 ﾠlarge	 ﾠdifference	 ﾠcan	 ﾠbe	 ﾠseen	 ﾠfor	 ﾠthe	 ﾠ‘cycle	 ﾠlanes	 ﾠprovision’	 ﾠitem	 ﾠ
where	 ﾠinterviewers	 ﾠnot	 ﾠsatisfied	 ﾠwith	 ﾠpay	 ﾠintroduce	 ﾠtwice	 ﾠas	 ﾠmuch	 ﾠvariance	 ﾠ(10.2%)	 ﾠas	 ﾠtheir	 ﾠ
counterparts	 ﾠ(4.6%).	 ﾠ	 ﾠ
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Figure	 ﾠ 2.5.	 ﾠ Proportion	 ﾠ of	 ﾠ the	 ﾠ total	 ﾠ variance	 ﾠ introduced	 ﾠ by	 ﾠ both	 ﾠ interviewer	 ﾠ groups	 ﾠ
(satisfaction	 ﾠwith	 ﾠpay)	 ﾠ–	 ﾠsatisfaction	 ﾠitems:	 ﾠ
	 ﾠ
2.7.2  Determination	 ﾠto	 ﾠobtain	 ﾠan	 ﾠinterview	 ﾠ
The	 ﾠsecond	 ﾠparadata	 ﾠvariable	 ﾠused	 ﾠto	 ﾠpartition	 ﾠthe	 ﾠinterviewer	 ﾠvariance	 ﾠcomponent	 ﾠwas	 ﾠthe	 ﾠ
binary	 ﾠ‘determination’	 ﾠvariable	 ﾠthat	 ﾠsplit	 ﾠinterviewers	 ﾠinto	 ﾠmore	 ﾠand	 ﾠless	 ﾠdetermined	 ﾠgroups.	 ﾠ
Both	 ﾠgroups	 ﾠwere	 ﾠapproximately	 ﾠequal	 ﾠin	 ﾠsize	 ﾠas	 ﾠ46%	 ﾠwere	 ﾠless	 ﾠdetermined	 ﾠand	 ﾠ54%	 ﾠwere	 ﾠ
more	 ﾠdetermined.	 ﾠIn	 ﾠfive	 ﾠmodels	 ﾠout	 ﾠof	 ﾠ13,	 ﾠthe	 ﾠaddition	 ﾠof	 ﾠthe	 ﾠcomplex	 ﾠvariance	 ﾠterm	 ﾠ
resulted	 ﾠin	 ﾠimproved	 ﾠfit.	 ﾠFigure	 ﾠ2.6	 ﾠshows	 ﾠthe	 ﾠinterviewer	 ﾠvariance	 ﾠcomponents	 ﾠestimated	 ﾠfor	 ﾠ
the	 ﾠtwo	 ﾠgroups	 ﾠacross	 ﾠthe	 ﾠsix	 ﾠduration	 ﾠitems.	 ﾠ	 ﾠInterviewers	 ﾠin	 ﾠthe	 ﾠmore	 ﾠdetermined	 ﾠgroup	 ﾠ
introduced	 ﾠless	 ﾠvariance,	 ﾠon	 ﾠaverage	 ﾠ3.5%,	 ﾠthan	 ﾠinterviewers	 ﾠin	 ﾠthe	 ﾠless	 ﾠdetermined	 ﾠgroup,	 ﾠ
who	 ﾠon	 ﾠaverage	 ﾠintroduced	 ﾠ4.8%	 ﾠof	 ﾠthe	 ﾠtotal	 ﾠvariance.	 ﾠFor	 ﾠfour	 ﾠitems	 ﾠout	 ﾠof	 ﾠfive,	 ﾠthe	 ﾠless	 ﾠ
determined	 ﾠinterviewers	 ﾠintroduced	 ﾠmore	 ﾠvariance,	 ﾠwhile	 ﾠfor	 ﾠthe	 ﾠ‘walk’	 ﾠitem,	 ﾠthere	 ﾠwas	 ﾠno	 ﾠ
difference	 ﾠbetween	 ﾠthe	 ﾠtwo	 ﾠgroups.	 ﾠAcross	 ﾠall	 ﾠduration	 ﾠitems,	 ﾠthe	 ﾠless	 ﾠdetermined	 ﾠ
interviewers	 ﾠintroduced	 ﾠon	 ﾠaverage	 ﾠ4.0%	 ﾠof	 ﾠthe	 ﾠtotal	 ﾠvariance	 ﾠwhile	 ﾠtheir	 ﾠcounterparts	 ﾠ
introduced	 ﾠonly	 ﾠ2.6%	 ﾠof	 ﾠthe	 ﾠtotal	 ﾠvariance.	 ﾠAmongst	 ﾠthe	 ﾠduration	 ﾠitems	 ﾠin	 ﾠFigure	 ﾠ2.6,	 ﾠtwo	 ﾠ
show	 ﾠrather	 ﾠlarge	 ﾠdifferences	 ﾠbetween	 ﾠthe	 ﾠtwo	 ﾠinterviewer	 ﾠgroups.	 ﾠThese	 ﾠare	 ﾠthe	 ﾠ‘station	 ﾠby	 ﾠ
bus’	 ﾠand	 ﾠ‘tube	 ﾠstation	 ﾠby	 ﾠbus’	 ﾠitems;	 ﾠin	 ﾠboth	 ﾠcases	 ﾠthe	 ﾠless	 ﾠdetermined	 ﾠinterviewers	 ﾠ
introduced	 ﾠtwice	 ﾠas	 ﾠmuch	 ﾠvariance	 ﾠas	 ﾠtheir	 ﾠcounterparts.	 ﾠ	 ﾠ
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Figure	 ﾠ 2.6.	 ﾠ Proportion	 ﾠ of	 ﾠ the	 ﾠ total	 ﾠvariance	 ﾠ introduced	 ﾠ by	 ﾠ both	 ﾠ interviewer	 ﾠ groups	 ﾠ
(determination)	 ﾠ–	 ﾠduration	 ﾠitems:	 ﾠ
	 ﾠ
	 ﾠ
*	 ﾠ=	 ﾠthe	 ﾠvariance	 ﾠcomponent	 ﾠis	 ﾠnot	 ﾠstatistically	 ﾠsignificant	 ﾠfor	 ﾠthis	 ﾠinterviewer	 ﾠgroup	 ﾠ
As	 ﾠshown	 ﾠin	 ﾠFigure	 ﾠ2.7,	 ﾠfor	 ﾠfour	 ﾠitems	 ﾠout	 ﾠof	 ﾠseven,	 ﾠthe	 ﾠless	 ﾠdetermined	 ﾠinterviewers	 ﾠ
introduced	 ﾠmore	 ﾠvariance	 ﾠthan	 ﾠtheir	 ﾠcounterparts.	 ﾠFor	 ﾠone	 ﾠitem	 ﾠthere	 ﾠwas	 ﾠno	 ﾠdifference.	 ﾠOn	 ﾠ
average,	 ﾠthe	 ﾠless	 ﾠdetermined	 ﾠinterviewers	 ﾠintroduced	 ﾠ5.5%	 ﾠof	 ﾠthe	 ﾠtotal	 ﾠvariance,	 ﾠwhile	 ﾠthe	 ﾠ
more	 ﾠdetermined	 ﾠinterviewers	 ﾠintroduced	 ﾠon	 ﾠaverage	 ﾠ4.2%	 ﾠof	 ﾠthe	 ﾠtotal	 ﾠvariance	 ﾠ–	 ﾠ1.3	 ﾠ
percentage	 ﾠpoints	 ﾠless	 ﾠthan	 ﾠtheir	 ﾠless	 ﾠdetermined	 ﾠcolleagues.	 ﾠFor	 ﾠthe	 ﾠ‘cycle	 ﾠlanes	 ﾠprovision’	 ﾠ
the	 ﾠless	 ﾠdetermined	 ﾠinterviewers	 ﾠintroduced	 ﾠtwice	 ﾠas	 ﾠmuch	 ﾠvariance	 ﾠ(10.3%)	 ﾠas	 ﾠtheir	 ﾠmore	 ﾠ
determined	 ﾠcolleagues	 ﾠ(4.5%).	 ﾠ	 ﾠ
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Figure	 ﾠ2.7.	 ﾠProportion	 ﾠof	 ﾠthe	 ﾠtotal	 ﾠvariance	 ﾠintroduced	 ﾠby	 ﾠboth	 ﾠinterviewer	 ﾠgroups	 ﾠ
(determination)	 ﾠ–	 ﾠsatisfaction	 ﾠitems:	 ﾠ
	 ﾠ
2.7.3  Interviewer	 ﾠexperience	 ﾠ
The	 ﾠspecific	 ﾠNTS	 ﾠinterviewer	 ﾠexperience,	 ﾠexpressed	 ﾠas	 ﾠthe	 ﾠnumber	 ﾠof	 ﾠNTS	 ﾠadministrations	 ﾠ
they	 ﾠhad	 ﾠworked	 ﾠon,	 ﾠwas	 ﾠused	 ﾠto	 ﾠpartition	 ﾠthe	 ﾠinterviewer-ﾭ‐related	 ﾠvariance	 ﾠinto	 ﾠfour	 ﾠgroups.	 ﾠ
Out	 ﾠof	 ﾠthe	 ﾠ13	 ﾠmodels,	 ﾠeight	 ﾠresulted	 ﾠin	 ﾠlower	 ﾠDIC	 ﾠvalues	 ﾠsuggesting	 ﾠa	 ﾠbetter	 ﾠmodel	 ﾠfit	 ﾠif	 ﾠthe	 ﾠ
complex	 ﾠvariance	 ﾠcomponent	 ﾠwas	 ﾠincluded.	 ﾠ	 ﾠ
The	 ﾠvariance	 ﾠintroduced	 ﾠby	 ﾠinterviewers	 ﾠworking	 ﾠon	 ﾠthe	 ﾠNTS	 ﾠfor	 ﾠthe	 ﾠfirst	 ﾠtime	 ﾠwas	 ﾠnon-ﾭ‐
significant	 ﾠin	 ﾠall	 ﾠmodels	 ﾠexcept	 ﾠfor	 ﾠthe	 ﾠ‘walk’	 ﾠvariable.	 ﾠThat	 ﾠmeans	 ﾠthese	 ﾠinterviewers	 ﾠdid	 ﾠnot	 ﾠ
contribute	 ﾠto	 ﾠthe	 ﾠincreased	 ﾠvariance	 ﾠof	 ﾠthe	 ﾠsurvey	 ﾠestimates.	 ﾠThe	 ﾠinterviewers	 ﾠwho	 ﾠ
introduced	 ﾠthe	 ﾠmost	 ﾠvariance	 ﾠamongst	 ﾠthe	 ﾠduration	 ﾠitems	 ﾠwere	 ﾠthose	 ﾠwith	 ﾠsubstantial	 ﾠ
experience	 ﾠ(four	 ﾠto	 ﾠfive	 ﾠNTS	 ﾠadministrations).	 ﾠOn	 ﾠaverage,	 ﾠthey	 ﾠintroduced	 ﾠ9.5%	 ﾠof	 ﾠthe	 ﾠtotal	 ﾠ
variance.	 ﾠHowever	 ﾠthis	 ﾠis	 ﾠmainly	 ﾠdue	 ﾠto	 ﾠthe	 ﾠ‘tube	 ﾠstation’	 ﾠitem,	 ﾠfor	 ﾠwhich	 ﾠthey	 ﾠintroduced	 ﾠ
28.9%	 ﾠof	 ﾠthe	 ﾠtotal	 ﾠvariance,	 ﾠa	 ﾠsuspiciously	 ﾠhigh	 ﾠfigure	 ﾠ(Figure	 ﾠ2.8).	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Figure	 ﾠ2.8	 ﾠProportion	 ﾠof	 ﾠthe	 ﾠtotal	 ﾠvariance	 ﾠintroduced	 ﾠby	 ﾠfour	 ﾠinterviewer	 ﾠgroups	 ﾠ(NTS	 ﾠ
experience)	 ﾠ–	 ﾠduration	 ﾠitems:	 ﾠ
	 ﾠ
	 ﾠ
*	 ﾠ=	 ﾠthe	 ﾠvariance	 ﾠcomponent	 ﾠis	 ﾠnot	 ﾠstatistically	 ﾠsignificant	 ﾠfor	 ﾠthis	 ﾠinterviewer	 ﾠgroup	 ﾠ
	 ﾠ
In	 ﾠgeneral,	 ﾠsatisfaction	 ﾠitems	 ﾠare	 ﾠmore	 ﾠprone	 ﾠto	 ﾠthe	 ﾠinterviewer	 ﾠeffect,	 ﾠas	 ﾠcan	 ﾠbe	 ﾠseen	 ﾠin	 ﾠ
Figure	 ﾠ2.9.	 ﾠAmongst	 ﾠsatisfaction	 ﾠitems,	 ﾠ‘cycle	 ﾠlanes	 ﾠprovision’	 ﾠand	 ﾠ‘tube	 ﾠfrequency’	 ﾠitems	 ﾠ
exhibit	 ﾠlarge	 ﾠdifferences	 ﾠbetween	 ﾠinterviewers	 ﾠwith	 ﾠsome	 ﾠexperience,	 ﾠtwo	 ﾠto	 ﾠthree	 ﾠNTS	 ﾠ
administrations,	 ﾠand	 ﾠthose	 ﾠwith	 ﾠthe	 ﾠmost	 ﾠexperience,	 ﾠsix	 ﾠNTS	 ﾠadministrations	 ﾠor	 ﾠmore.	 ﾠThose	 ﾠ
in	 ﾠthe	 ﾠformer	 ﾠgroup	 ﾠintroduced	 ﾠmore	 ﾠthan	 ﾠtwice	 ﾠthe	 ﾠvariance	 ﾠof	 ﾠthe	 ﾠlatter	 ﾠgroup.	 ﾠThe	 ﾠ
‘pavement	 ﾠprovision’	 ﾠitem	 ﾠshows	 ﾠa	 ﾠslightly	 ﾠdifferent	 ﾠpattern,	 ﾠwhere	 ﾠthose	 ﾠwith	 ﾠsubstantial	 ﾠ
NTS	 ﾠexperience,	 ﾠfour	 ﾠto	 ﾠfive	 ﾠNTS	 ﾠadministrations,	 ﾠintroduced	 ﾠtwice	 ﾠas	 ﾠmuch	 ﾠvariance	 ﾠ(7.2%)	 ﾠ
than	 ﾠthose	 ﾠwith	 ﾠthe	 ﾠmost	 ﾠNTS	 ﾠexperience	 ﾠ(3.1%).	 ﾠ
	 ﾠ
	 ﾠ
	 ﾠ
	 ﾠ
	 ﾠ
	 ﾠ
	 ﾠ
	 ﾠ
	 ﾠ
	 ﾠ
	 ﾠ
0.9%*	 ﾠ
6.8%*	 ﾠ
0.0%*	 ﾠ
3.5%*	 ﾠ
0.1%*	 ﾠ
2.7%	 ﾠ
6.5%	 ﾠ
0.4%*	 ﾠ 0.1%*	 ﾠ 1.0%*	 ﾠ
3.6%	 ﾠ
2.0%	 ﾠ
5.4%	 ﾠ
18.3%	 ﾠ
0.1%*	 ﾠ
28.9%	 ﾠ
1.8%	 ﾠ 2.4%	 ﾠ 3.0%	 ﾠ
12.2%	 ﾠ
0.6%	 ﾠ 2.8%*	 ﾠ
1.1%	 ﾠ 1.5%	 ﾠ
station	 ﾠby	 ﾠbus	 ﾠ tube	 ﾠstation	 ﾠby	 ﾠ
bus	 ﾠ
bus	 ﾠstop	 ﾠ tube	 ﾠstation	 ﾠ railway	 ﾠstation	 ﾠ walk	 ﾠ
1	 ﾠNTS	 ﾠadmin.	 ﾠ 2-ﾭ‐3	 ﾠNTS	 ﾠadmin.	 ﾠ 4-ﾭ‐5	 ﾠNTS	 ﾠadmin.	 ﾠ 6	 ﾠor	 ﾠmore	 ﾠNTS	 ﾠadmin.	 ﾠ	 ﾠ
	 ﾠ 50	 ﾠ
	 ﾠ
Figure	 ﾠ2.9	 ﾠProportion	 ﾠof	 ﾠthe	 ﾠtotal	 ﾠvariance	 ﾠintroduced	 ﾠby	 ﾠfour	 ﾠinterviewer	 ﾠgroups	 ﾠ(NTS	 ﾠ
experience)	 ﾠ–	 ﾠsatisfaction	 ﾠitems:	 ﾠ
	 ﾠ
*	 ﾠ=	 ﾠthe	 ﾠvariance	 ﾠcomponent	 ﾠis	 ﾠnot	 ﾠstatistically	 ﾠsignificant	 ﾠfor	 ﾠthis	 ﾠinterviewer	 ﾠgroup	 ﾠ
Figure	 ﾠ2.10	 ﾠshows	 ﾠthe	 ﾠmean	 ﾠproportion	 ﾠof	 ﾠthe	 ﾠtotal	 ﾠvariance	 ﾠintroduced	 ﾠby	 ﾠfour	 ﾠinterviewer	 ﾠ
groups	 ﾠacross	 ﾠall	 ﾠduration	 ﾠand	 ﾠsatisfaction	 ﾠitems.	 ﾠA	 ﾠclear	 ﾠpattern	 ﾠcan	 ﾠbe	 ﾠobserved	 ﾠfor	 ﾠthe	 ﾠ
satisfaction	 ﾠitems	 ﾠwhere	 ﾠthe	 ﾠmean	 ﾠvariance	 ﾠintroduced	 ﾠby	 ﾠeach	 ﾠgroup	 ﾠdecreases	 ﾠ
monotonically	 ﾠas	 ﾠthe	 ﾠinterviewers’	 ﾠexperience	 ﾠincreases	 ﾠ(Figure	 ﾠ2.10).	 ﾠHowever,	 ﾠthis	 ﾠis	 ﾠnot	 ﾠ
the	 ﾠcase	 ﾠfor	 ﾠduration	 ﾠitems	 ﾠwhere	 ﾠthe	 ﾠmean	 ﾠvariance	 ﾠintroduced	 ﾠby	 ﾠthose	 ﾠwith	 ﾠsubstantial	 ﾠ
experience	 ﾠ(four	 ﾠto	 ﾠfive	 ﾠNTS	 ﾠadministrations)	 ﾠis	 ﾠmuch	 ﾠhigher	 ﾠthan	 ﾠfor	 ﾠany	 ﾠother	 ﾠgroup.	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Figure	 ﾠ2.10.	 ﾠMean	 ﾠproportion	 ﾠof	 ﾠthe	 ﾠtotal	 ﾠvariance	 ﾠintroduced	 ﾠby	 ﾠfour	 ﾠinterviewer	 ﾠ
groups	 ﾠ(NTS	 ﾠexperience):	 ﾠ
	 ﾠ
*	 ﾠ=	 ﾠthe	 ﾠvariance	 ﾠcomponent	 ﾠis	 ﾠnot	 ﾠstatistically	 ﾠsignificant	 ﾠfor	 ﾠthis	 ﾠinterviewer	 ﾠgroup	 ﾠ
2.7.4  Communication	 ﾠskills	 ﾠ
The	 ﾠ‘communication	 ﾠskills’	 ﾠvariable	 ﾠis	 ﾠa	 ﾠfactor	 ﾠscore	 ﾠrepresenting	 ﾠthe	 ﾠlevel	 ﾠof	 ﾠcommunication	 ﾠ
skills,	 ﾠincluding	 ﾠpersuasion,	 ﾠamongst	 ﾠinterviewers.	 ﾠAmongst	 ﾠthe	 ﾠ13	 ﾠmodels,	 ﾠseven	 ﾠresulted	 ﾠin	 ﾠ
lower	 ﾠDIC	 ﾠvalues,	 ﾠsuggesting	 ﾠan	 ﾠimproved	 ﾠmodel	 ﾠfit	 ﾠafter	 ﾠpartitioning	 ﾠthe	 ﾠinterviewer-ﾭ‐related	 ﾠ
variance	 ﾠcomponent.	 ﾠAmongst	 ﾠthe	 ﾠsix	 ﾠduration	 ﾠitems,	 ﾠinterviewers	 ﾠwith	 ﾠgood	 ﾠcommunication	 ﾠ
skills	 ﾠintroduce	 ﾠsubstantially	 ﾠmore	 ﾠvariance	 ﾠfor	 ﾠthe	 ﾠ‘tube	 ﾠstation	 ﾠby	 ﾠbus’	 ﾠand	 ﾠ‘tube	 ﾠstation’	 ﾠ
items	 ﾠ(Figure	 ﾠ2.11).	 ﾠAmongst	 ﾠthe	 ﾠseven	 ﾠsatisfaction	 ﾠitems	 ﾠshown	 ﾠin	 ﾠFigure	 ﾠ2.12,	 ﾠthe	 ﾠ‘cycle	 ﾠ
lanes	 ﾠprovision’	 ﾠitem	 ﾠexhibits	 ﾠa	 ﾠsimilar	 ﾠpattern	 ﾠto	 ﾠprevious	 ﾠmodels	 ﾠwith	 ﾠone	 ﾠgroup	 ﾠof	 ﾠ
interviewers	 ﾠsubstantially	 ﾠdifferent	 ﾠfrom	 ﾠthe	 ﾠothers.	 ﾠThose	 ﾠwith	 ﾠaverage	 ﾠcommunication	 ﾠ
skills	 ﾠintroduced	 ﾠtwice	 ﾠas	 ﾠmuch	 ﾠvariance	 ﾠ(13.5%)	 ﾠthan	 ﾠany	 ﾠother	 ﾠinterviewer	 ﾠgroup	 ﾠ(7.7%	 ﾠfor	 ﾠ
the	 ﾠgroup	 ﾠwith	 ﾠpoor	 ﾠcommunication	 ﾠskills)	 ﾠand	 ﾠonly	 ﾠ‘their’	 ﾠvariance	 ﾠcomponent	 ﾠis	 ﾠstatistically	 ﾠ
significant	 ﾠ(Figure	 ﾠ2.12).	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Figure	 ﾠ2.11	 ﾠProportion	 ﾠof	 ﾠthe	 ﾠtotal	 ﾠvariance	 ﾠintroduced	 ﾠby	 ﾠfour	 ﾠinterviewer	 ﾠgroups	 ﾠ
(communication	 ﾠskills)	 ﾠ–	 ﾠduration	 ﾠitems:	 ﾠ
	 ﾠ
*	 ﾠ=	 ﾠthe	 ﾠvariance	 ﾠcomponent	 ﾠis	 ﾠnot	 ﾠstatistically	 ﾠsignificant	 ﾠfor	 ﾠthis	 ﾠinterviewer	 ﾠgroup	 ﾠ
	 ﾠ
Figure	 ﾠ2.12	 ﾠProportion	 ﾠof	 ﾠthe	 ﾠtotal	 ﾠvariance	 ﾠintroduced	 ﾠby	 ﾠfour	 ﾠinterviewer	 ﾠgroups	 ﾠ
(communication	 ﾠskills)	 ﾠ–	 ﾠsatisfaction	 ﾠitems:	 ﾠ
	 ﾠ
*	 ﾠ=	 ﾠthe	 ﾠvariance	 ﾠcomponent	 ﾠis	 ﾠnot	 ﾠstatistically	 ﾠsignificant	 ﾠfor	 ﾠthis	 ﾠinterviewer	 ﾠgroup	 ﾠ
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The	 ﾠmean	 ﾠproportion	 ﾠof	 ﾠthe	 ﾠtotal	 ﾠvariance	 ﾠacross	 ﾠall	 ﾠduration	 ﾠand	 ﾠsatisfaction	 ﾠitems	 ﾠfor	 ﾠeach	 ﾠ
interviewer	 ﾠgroup	 ﾠis	 ﾠpresented	 ﾠin	 ﾠFigure	 ﾠ2.13.	 ﾠNo	 ﾠobvious	 ﾠpatterns	 ﾠcan	 ﾠbe	 ﾠnoticed	 ﾠapart	 ﾠfrom	 ﾠ
the	 ﾠfact	 ﾠthat	 ﾠinterviewers	 ﾠwith	 ﾠvery	 ﾠgood	 ﾠcommunication	 ﾠskills	 ﾠintroduced,	 ﾠon	 ﾠaverage,	 ﾠthe	 ﾠ
least	 ﾠvariance	 ﾠinto	 ﾠthe	 ﾠsurvey	 ﾠestimates.	 ﾠ	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Figure	 ﾠ2.13.	 ﾠThe	 ﾠmean	 ﾠproportion	 ﾠof	 ﾠthe	 ﾠtotal	 ﾠvariance	 ﾠintroduced	 ﾠby	 ﾠfour	 ﾠinterviewer	 ﾠ
groups	 ﾠwith	 ﾠdifferent	 ﾠlevels	 ﾠof	 ﾠcommunication	 ﾠskills:	 ﾠ
	 ﾠ
2.7.5  Conscientiousness	 ﾠ
Interviewers	 ﾠwere	 ﾠsplit	 ﾠinto	 ﾠquartile	 ﾠgroups	 ﾠaccording	 ﾠto	 ﾠthe	 ﾠlevel	 ﾠof	 ﾠself-ﾭ‐reported	 ﾠ
conscientiousness.	 ﾠInterviewers	 ﾠwith	 ﾠthe	 ﾠlowest	 ﾠlevels	 ﾠof	 ﾠconscientiousness	 ﾠwere	 ﾠin	 ﾠgroup	 ﾠ
one	 ﾠand	 ﾠthose	 ﾠwith	 ﾠthe	 ﾠhighest	 ﾠlevels	 ﾠwere	 ﾠin	 ﾠgroup	 ﾠfour.	 ﾠPartitioning	 ﾠthe	 ﾠinterviewer-ﾭ‐related	 ﾠ
variance	 ﾠcomponent	 ﾠresulted	 ﾠin	 ﾠan	 ﾠimproved	 ﾠmodel	 ﾠfit	 ﾠin	 ﾠfive	 ﾠmodels	 ﾠout	 ﾠof	 ﾠ13.	 ﾠInterviewers	 ﾠ
in	 ﾠgroup	 ﾠone	 ﾠintroduced	 ﾠthe	 ﾠmost	 ﾠvariance	 ﾠfor	 ﾠthe	 ﾠ‘railway	 ﾠstation’	 ﾠand	 ﾠ‘station	 ﾠby	 ﾠbus’	 ﾠitems	 ﾠ
(Figure	 ﾠ2.14).	 ﾠIt	 ﾠis	 ﾠalso	 ﾠworth	 ﾠnoticing	 ﾠthat	 ﾠthe	 ﾠ‘bus	 ﾠstop’	 ﾠand	 ﾠ‘walk’	 ﾠitems	 ﾠattracted	 ﾠvery	 ﾠlittle	 ﾠ
interviewer-ﾭ‐related	 ﾠvariance.	 ﾠ	 ﾠ
	 ﾠ 	 ﾠ
4.2%	 ﾠ
4.8%	 ﾠ 4.5%	 ﾠ
3.2%	 ﾠ
5.2%	 ﾠ
4.3%	 ﾠ
5.4%	 ﾠ 5.2%	 ﾠ 5.3%	 ﾠ
2.0%	 ﾠ
4.2%	 ﾠ
3.2%	 ﾠ
Mean	 ﾠ-ﾭ‐	 ﾠduration	 ﾠitems	 ﾠ Mean	 ﾠ-ﾭ‐	 ﾠsatisfaction	 ﾠitems	 ﾠ Overall	 ﾠmean	 ﾠ
Poor	 ﾠcommunication	 ﾠskills	 ﾠ(1)	 ﾠ Average	 ﾠcommunication	 ﾠskills	 ﾠ(2)	 ﾠ
Good	 ﾠcommunication	 ﾠskills	 ﾠ(3)	 ﾠ Very	 ﾠgood	 ﾠcommunication	 ﾠskills	 ﾠ(4)	 ﾠ	 ﾠ
	 ﾠ 54	 ﾠ
Figure	 ﾠ2.14	 ﾠProportion	 ﾠof	 ﾠthe	 ﾠtotal	 ﾠvariance	 ﾠintroduced	 ﾠby	 ﾠfour	 ﾠinterviewer	 ﾠgroups	 ﾠ
(conscientiousness)	 ﾠ–	 ﾠduration	 ﾠitems:	 ﾠ
	 ﾠ
*	 ﾠ=	 ﾠthe	 ﾠvariance	 ﾠcomponent	 ﾠis	 ﾠnot	 ﾠstatistically	 ﾠsignificant	 ﾠfor	 ﾠthis	 ﾠinterviewer	 ﾠgroup	 ﾠ
As	 ﾠcan	 ﾠbe	 ﾠseen	 ﾠin	 ﾠFigure	 ﾠ2.15,	 ﾠthe	 ﾠsatisfaction	 ﾠitems	 ﾠwere	 ﾠmore	 ﾠuniformly	 ﾠaffected	 ﾠby	 ﾠthe	 ﾠ
interviewer,	 ﾠcomparing	 ﾠto	 ﾠthe	 ﾠduration	 ﾠitems.	 ﾠSubstantial	 ﾠdifferences	 ﾠbetween	 ﾠdifferent	 ﾠ
interviewer	 ﾠgroups	 ﾠcan	 ﾠbe	 ﾠnoticed	 ﾠfor	 ﾠthe	 ﾠ‘cycle	 ﾠlanes	 ﾠprovision’	 ﾠitems	 ﾠand	 ﾠitems	 ﾠconcerning	 ﾠ
tube.	 ﾠ	 ﾠ
Figure	 ﾠ2.15	 ﾠProportion	 ﾠof	 ﾠthe	 ﾠtotal	 ﾠvariance	 ﾠintroduced	 ﾠby	 ﾠfour	 ﾠinterviewer	 ﾠgroups	 ﾠ
(conscientiousness)	 ﾠ–	 ﾠsatisfaction	 ﾠitems:	 ﾠ
	 ﾠ
*	 ﾠ=	 ﾠthe	 ﾠvariance	 ﾠcomponent	 ﾠis	 ﾠnot	 ﾠstatistically	 ﾠsignificant	 ﾠfor	 ﾠthis	 ﾠinterviewer	 ﾠgroup	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As	 ﾠFigure	 ﾠ2.16	 ﾠshows,	 ﾠinterviewers	 ﾠin	 ﾠgroup	 ﾠtwo	 ﾠand	 ﾠgroup	 ﾠfour	 ﾠintroduced	 ﾠthe	 ﾠmost	 ﾠ
variance	 ﾠ(7%	 ﾠand	 ﾠ6.7%	 ﾠrespectively)	 ﾠinto	 ﾠthe	 ﾠsurvey	 ﾠestimates	 ﾠacross	 ﾠall	 ﾠduration	 ﾠitems.	 ﾠ
Interviewers	 ﾠin	 ﾠgroup	 ﾠfour	 ﾠintroduced,	 ﾠon	 ﾠaverage,	 ﾠthe	 ﾠmost	 ﾠvariance	 ﾠamongst	 ﾠall	 ﾠsatisfaction	 ﾠ
items	 ﾠ(on	 ﾠaverage	 ﾠ6.7%)	 ﾠand	 ﾠalso	 ﾠacross	 ﾠall	 ﾠitems	 ﾠ(6.2%).	 ﾠ	 ﾠ
Figure	 ﾠ2.16.	 ﾠThe	 ﾠmean	 ﾠproportion	 ﾠof	 ﾠthe	 ﾠtotal	 ﾠvariance	 ﾠintroduced	 ﾠby	 ﾠfour	 ﾠinterviewer	 ﾠ
groups	 ﾠwith	 ﾠdifferent	 ﾠlevels	 ﾠof	 ﾠconscientiousness:	 ﾠ
	 ﾠ
2.7.6  Extroversion	 ﾠ
The	 ﾠfinal	 ﾠparadata	 ﾠvariable	 ﾠused	 ﾠto	 ﾠpartition	 ﾠthe	 ﾠinterviewer-ﾭ‐related	 ﾠvariance	 ﾠwas	 ﾠself-ﾭ‐
reported	 ﾠextroversion.	 ﾠAs	 ﾠwith	 ﾠthe	 ﾠconscientiousness	 ﾠvariable,	 ﾠinterviewers	 ﾠwere	 ﾠsplit	 ﾠinto	 ﾠ
quartile	 ﾠgroups	 ﾠwhere	 ﾠgroup	 ﾠone	 ﾠexhibited	 ﾠthe	 ﾠlowest	 ﾠlevels	 ﾠof	 ﾠextroversion	 ﾠand	 ﾠgroup	 ﾠfour	 ﾠ
the	 ﾠhighest.	 ﾠExtroversion	 ﾠturned	 ﾠout	 ﾠto	 ﾠbe	 ﾠthe	 ﾠ‘worst	 ﾠperforming’	 ﾠvariable	 ﾠas	 ﾠonly	 ﾠfour	 ﾠmodels	 ﾠ
out	 ﾠof	 ﾠ13	 ﾠyielded	 ﾠlower	 ﾠDIC	 ﾠvalues,	 ﾠsuggesting	 ﾠan	 ﾠimproved	 ﾠmodel	 ﾠfit	 ﾠonce	 ﾠthe	 ﾠinterviewer-ﾭ‐
related	 ﾠvariance	 ﾠcomponent	 ﾠwas	 ﾠpartitioned.	 ﾠInterviewers	 ﾠin	 ﾠgroup	 ﾠtwo	 ﾠintroduced	 ﾠthe	 ﾠmost	 ﾠ
variance	 ﾠinto	 ﾠthe	 ﾠsurvey	 ﾠestimates	 ﾠof	 ﾠ‘tube	 ﾠstation	 ﾠby	 ﾠbus’	 ﾠand	 ﾠ‘tube	 ﾠstation’	 ﾠitems.	 ﾠThe	 ﾠ‘bus	 ﾠ
stop’	 ﾠitem	 ﾠand	 ﾠ‘walk’	 ﾠitem	 ﾠwere	 ﾠagain	 ﾠthe	 ﾠleast	 ﾠprone	 ﾠto	 ﾠthe	 ﾠinterviewer	 ﾠeffect	 ﾠ(Figure	 ﾠ2.17).	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Figure	 ﾠ2.17	 ﾠProportion	 ﾠof	 ﾠthe	 ﾠtotal	 ﾠvariance	 ﾠintroduced	 ﾠby	 ﾠfour	 ﾠinterviewer	 ﾠgroups	 ﾠ
(extroversion)	 ﾠ–	 ﾠduration	 ﾠitems:	 ﾠ
	 ﾠ
*	 ﾠ=	 ﾠthe	 ﾠvariance	 ﾠcomponent	 ﾠis	 ﾠnot	 ﾠstatistically	 ﾠsignificant	 ﾠfor	 ﾠthis	 ﾠinterviewer	 ﾠgroup	 ﾠ
As	 ﾠshown	 ﾠin	 ﾠFigure	 ﾠ2.18,	 ﾠthe	 ﾠdifferences	 ﾠin	 ﾠthe	 ﾠproportion	 ﾠof	 ﾠtotal	 ﾠvariance	 ﾠintroduced	 ﾠby	 ﾠ
interviewers	 ﾠare	 ﾠless	 ﾠapparent	 ﾠbetween	 ﾠthe	 ﾠsatisfaction	 ﾠitems.	 ﾠThe	 ﾠ‘cycle	 ﾠlanes	 ﾠprovision’	 ﾠand	 ﾠ
‘pavement	 ﾠprovision’	 ﾠitems	 ﾠexhibit	 ﾠthe	 ﾠmost	 ﾠvaried	 ﾠpattern,	 ﾠwith	 ﾠlarge	 ﾠdifferences	 ﾠbetween	 ﾠ
interviewer	 ﾠgroups.	 ﾠInterviewers	 ﾠin	 ﾠgroup	 ﾠtwo	 ﾠintroduced	 ﾠthe	 ﾠmost	 ﾠvariance	 ﾠinto	 ﾠsurvey	 ﾠ
estimates	 ﾠof	 ﾠthese	 ﾠtwo	 ﾠitems	 ﾠ(11.5%	 ﾠand	 ﾠ7.4%	 ﾠrespectively).	 ﾠ
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Figure	 ﾠ2.18	 ﾠProportion	 ﾠof	 ﾠthe	 ﾠtotal	 ﾠvariance	 ﾠintroduced	 ﾠby	 ﾠfour	 ﾠinterviewer	 ﾠgroups	 ﾠ
(extroversion)	 ﾠ–	 ﾠsatisfaction	 ﾠitems:	 ﾠ
	 ﾠ
*	 ﾠ=	 ﾠthe	 ﾠvariance	 ﾠcomponent	 ﾠis	 ﾠnot	 ﾠstatistically	 ﾠsignificant	 ﾠfor	 ﾠthis	 ﾠinterviewer	 ﾠgroup	 ﾠ
	 ﾠ
Figure	 ﾠ2.19	 ﾠshows	 ﾠthe	 ﾠmean	 ﾠproportion	 ﾠof	 ﾠtotal	 ﾠvariance	 ﾠintroduced	 ﾠby	 ﾠfour	 ﾠinterviewer	 ﾠ
extroversion	 ﾠgroups.	 ﾠIn	 ﾠgeneral,	 ﾠinterviewers	 ﾠwith	 ﾠthe	 ﾠhighest	 ﾠextroversion	 ﾠlevels	 ﾠintroduced	 ﾠ
the	 ﾠleast	 ﾠvariance	 ﾠinto	 ﾠthe	 ﾠsurvey	 ﾠestimates	 ﾠacross	 ﾠboth	 ﾠduration	 ﾠand	 ﾠsatisfaction	 ﾠitems.	 ﾠ
Interviewers	 ﾠin	 ﾠthe	 ﾠtwo	 ﾠmiddle	 ﾠgroups	 ﾠintroduced	 ﾠon	 ﾠaverage	 ﾠthe	 ﾠsame	 ﾠamount	 ﾠof	 ﾠvariance	 ﾠ
across	 ﾠall	 ﾠitems.	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Figure	 ﾠ2.19.	 ﾠThe	 ﾠmean	 ﾠproportion	 ﾠof	 ﾠthe	 ﾠtotal	 ﾠvariance	 ﾠintroduced	 ﾠby	 ﾠfour	 ﾠinterviewer	 ﾠ
groups	 ﾠwith	 ﾠdifferent	 ﾠlevels	 ﾠof	 ﾠextroversion:	 ﾠ
	 ﾠ
	 ﾠ
2.8  Discussion	 ﾠ
It	 ﾠhas	 ﾠlong	 ﾠbeen	 ﾠknown	 ﾠthat	 ﾠinterviewers	 ﾠare	 ﾠan	 ﾠimportant	 ﾠsource	 ﾠof	 ﾠmeasurement	 ﾠerror	 ﾠin	 ﾠ
social	 ﾠsurveys	 ﾠbut	 ﾠthe	 ﾠresearch	 ﾠliterature	 ﾠin	 ﾠthis	 ﾠarea	 ﾠfails	 ﾠto	 ﾠexplain	 ﾠthe	 ﾠinterviewer	 ﾠeffect	 ﾠin	 ﾠ
terms	 ﾠof	 ﾠinterviewers’	 ﾠpersonality	 ﾠtraits	 ﾠand	 ﾠskills,	 ﾠmostly	 ﾠdue	 ﾠto	 ﾠthe	 ﾠlack	 ﾠof	 ﾠavailability	 ﾠof	 ﾠ
such	 ﾠinformation.	 ﾠAnother	 ﾠobstacle	 ﾠto	 ﾠestimating	 ﾠan	 ﾠinterviewer	 ﾠeffect	 ﾠare	 ﾠthe	 ﾠcomplex	 ﾠ
sampling	 ﾠdesigns	 ﾠcommonly	 ﾠused	 ﾠin	 ﾠcontemporary	 ﾠsurvey	 ﾠresearch,	 ﾠin	 ﾠwhich	 ﾠthe	 ﾠarea	 ﾠand	 ﾠ
interviewer	 ﾠeffects	 ﾠare	 ﾠcompletely	 ﾠconfounded.	 ﾠResearch	 ﾠpresented	 ﾠin	 ﾠthis	 ﾠpaper	 ﾠtook	 ﾠ
advantage	 ﾠof	 ﾠthe	 ﾠavailability	 ﾠof	 ﾠextensive	 ﾠinterviewer-ﾭ‐related	 ﾠparadata	 ﾠassociated	 ﾠwith	 ﾠthe	 ﾠ
NTS.	 ﾠAvailability	 ﾠof	 ﾠsuch	 ﾠparadata	 ﾠallowed	 ﾠexplanation	 ﾠof	 ﾠthe	 ﾠidentified	 ﾠinterviewer-ﾭ‐related	 ﾠ
variance	 ﾠof	 ﾠthe	 ﾠsurvey	 ﾠestimates	 ﾠwith	 ﾠvarious	 ﾠinterviewers’	 ﾠcharacteristics.	 ﾠMoreover,	 ﾠthe	 ﾠ
study	 ﾠtook	 ﾠadvantage	 ﾠof	 ﾠthe	 ﾠNTS	 ﾠrolling	 ﾠsample	 ﾠdesign	 ﾠin	 ﾠwhich	 ﾠa	 ﾠnatural	 ﾠcross-ﾭ‐classification	 ﾠ
of	 ﾠinterviewers	 ﾠand	 ﾠareas	 ﾠoccurs.	 ﾠThis	 ﾠset-ﾭ‐up	 ﾠallowed	 ﾠthe	 ﾠinterviewer	 ﾠand	 ﾠarea	 ﾠeffects	 ﾠto	 ﾠbe	 ﾠ
disentangled	 ﾠin	 ﾠthe	 ﾠmultilevel	 ﾠcross-ﾭ‐classified	 ﾠmodels.	 ﾠAdditionally,	 ﾠa	 ﾠrange	 ﾠof	 ﾠcovariates	 ﾠat	 ﾠ
the	 ﾠarea	 ﾠand	 ﾠrespondent	 ﾠlevel	 ﾠwere	 ﾠadded	 ﾠto	 ﾠthe	 ﾠmodels	 ﾠto	 ﾠcontrol	 ﾠfor	 ﾠlack	 ﾠof	 ﾠrandom	 ﾠ
interviewers’	 ﾠassignment.	 ﾠ	 ﾠ
Thirteen	 ﾠNTS	 ﾠcontinuous	 ﾠitems	 ﾠwere	 ﾠidentified	 ﾠfor	 ﾠanalysis	 ﾠand	 ﾠall	 ﾠwere	 ﾠsubject	 ﾠto	 ﾠa	 ﾠsurvey	 ﾠ
design	 ﾠeffect.	 ﾠConsidering	 ﾠthe	 ﾠtopic	 ﾠof	 ﾠthe	 ﾠNTS,	 ﾠunsurprisingly	 ﾠthis	 ﾠeffect	 ﾠwas	 ﾠmostly	 ﾠ
attributed	 ﾠto	 ﾠthe	 ﾠarea	 ﾠbut	 ﾠthe	 ﾠinterviewer	 ﾠeffect,	 ﾠalthough	 ﾠsmall,	 ﾠwas	 ﾠalso	 ﾠfound	 ﾠand	 ﾠranged	 ﾠ
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from	 ﾠ0.6%	 ﾠto	 ﾠ14.4%	 ﾠof	 ﾠthe	 ﾠtotal	 ﾠvariance,	 ﾠdepending	 ﾠon	 ﾠthe	 ﾠitem.	 ﾠThe	 ﾠmean	 ﾠinterviewer	 ﾠ
variance	 ﾠcomponent	 ﾠacross	 ﾠall	 ﾠ13	 ﾠitems	 ﾠis	 ﾠ4.6%	 ﾠof	 ﾠthe	 ﾠtotal	 ﾠvariance.	 ﾠControlling	 ﾠfor	 ﾠarea	 ﾠand	 ﾠ
respondent	 ﾠcharacteristics	 ﾠdecreased	 ﾠsome	 ﾠof	 ﾠthe	 ﾠinterviewer-ﾭ‐related	 ﾠvariance	 ﾠbut	 ﾠnot	 ﾠfor	 ﾠall	 ﾠ
items.	 ﾠThe	 ﾠ‘satisfaction’	 ﾠitems	 ﾠwere	 ﾠmore	 ﾠprone	 ﾠto	 ﾠan	 ﾠinterviewer	 ﾠeffect;	 ﾠthat	 ﾠis,	 ﾠ
proportionally	 ﾠmore	 ﾠvariance	 ﾠwas	 ﾠattributed	 ﾠto	 ﾠinterviewers	 ﾠthan	 ﾠfor	 ﾠ‘duration’	 ﾠitems,	 ﾠwhich	 ﾠ
were	 ﾠmore	 ﾠfactual	 ﾠin	 ﾠnature	 ﾠand	 ﾠless	 ﾠopen	 ﾠto	 ﾠinterpretation.	 ﾠAnother	 ﾠreason	 ﾠwhy	 ﾠsatisfaction	 ﾠ
items	 ﾠwere	 ﾠmore	 ﾠaffected	 ﾠby	 ﾠthe	 ﾠinterviewer	 ﾠis	 ﾠthat	 ﾠshowcards	 ﾠwere	 ﾠused	 ﾠwith	 ﾠthe	 ﾠLikert	 ﾠ
Scales.	 ﾠThe	 ﾠuse	 ﾠof	 ﾠshowcards	 ﾠmeans	 ﾠmore	 ﾠinterviewer	 ﾠinvolvement,	 ﾠhence	 ﾠincreased	 ﾠ
potential	 ﾠfor	 ﾠthe	 ﾠinterviewer	 ﾠeffect.	 ﾠThis	 ﾠis	 ﾠin	 ﾠline	 ﾠwith	 ﾠother	 ﾠresearch	 ﾠin	 ﾠthis	 ﾠarea	 ﾠ
(O’Muircheartaigh	 ﾠand	 ﾠCampanelli,	 ﾠ1998;	 ﾠSchnell	 ﾠand	 ﾠKreuter,	 ﾠ2005).	 ﾠ
Six	 ﾠinterviewer	 ﾠattribute	 ﾠparadata	 ﾠvariables	 ﾠwere	 ﾠused	 ﾠto	 ﾠpartition	 ﾠthe	 ﾠvariance	 ﾠthey	 ﾠ
introduced:	 ﾠsatisfaction	 ﾠwith	 ﾠpay,	 ﾠdetermination,	 ﾠNTS	 ﾠexperience,	 ﾠlevel	 ﾠof	 ﾠcommunication	 ﾠ
skills,	 ﾠconscientiousness	 ﾠand	 ﾠextroversion.	 ﾠIn	 ﾠtotal,	 ﾠ78	 ﾠmodels	 ﾠwere	 ﾠfitted	 ﾠand	 ﾠjust	 ﾠunder	 ﾠhalf	 ﾠ
(37)	 ﾠof	 ﾠthem	 ﾠshowed	 ﾠlower	 ﾠDIC	 ﾠvalues,	 ﾠsuggesting	 ﾠthat	 ﾠthe	 ﾠcomplex	 ﾠvariance	 ﾠcomponent	 ﾠ
results	 ﾠin	 ﾠan	 ﾠimprovement	 ﾠto	 ﾠmodel	 ﾠfit.	 ﾠIn	 ﾠother	 ﾠwords,	 ﾠthe	 ﾠdifferences	 ﾠbetween	 ﾠinterviewers	 ﾠ
introducing	 ﾠdifferent	 ﾠlevels	 ﾠof	 ﾠvariance	 ﾠare	 ﾠstatistically	 ﾠsignificant.	 ﾠSome	 ﾠparadata	 ﾠvariables	 ﾠ
performed	 ﾠbetter	 ﾠthan	 ﾠothers	 ﾠin	 ﾠthis	 ﾠrespect.	 ﾠFor	 ﾠexample,	 ﾠthe	 ﾠdifferences	 ﾠbetween	 ﾠdifferent	 ﾠ
levels	 ﾠof	 ﾠinterviewers’	 ﾠNTS	 ﾠexperience	 ﾠwere	 ﾠstatistically	 ﾠsignificant	 ﾠin	 ﾠnine	 ﾠmodels	 ﾠout	 ﾠof	 ﾠ13.	 ﾠ
That	 ﾠwould	 ﾠsuggest	 ﾠthat	 ﾠNTS	 ﾠexperience	 ﾠis	 ﾠan	 ﾠimportant	 ﾠfactor	 ﾠaffecting	 ﾠinterviewers’	 ﾠ
performance	 ﾠand	 ﾠresults	 ﾠin	 ﾠbetter	 ﾠdata	 ﾠquality,	 ﾠas	 ﾠmore	 ﾠexperienced	 ﾠinterviewers	 ﾠintroduced	 ﾠ
less	 ﾠvariance	 ﾠinto	 ﾠthe	 ﾠsurvey	 ﾠestimates.	 ﾠConversely,	 ﾠdifferences	 ﾠbetween	 ﾠinterviewer	 ﾠgroups	 ﾠ
with	 ﾠdifferent	 ﾠlevels	 ﾠof	 ﾠextroversion	 ﾠwere	 ﾠstatistically	 ﾠsignificant	 ﾠin	 ﾠonly	 ﾠfour	 ﾠmodels	 ﾠout	 ﾠof	 ﾠ
13.	 ﾠThis	 ﾠresult	 ﾠsuggests	 ﾠthat	 ﾠthere	 ﾠmay	 ﾠnot	 ﾠbe	 ﾠa	 ﾠclear	 ﾠassociation	 ﾠbetween	 ﾠextroversion	 ﾠand	 ﾠ
interviewer	 ﾠeffect.	 ﾠ	 ﾠ
Interviewers	 ﾠnot	 ﾠsatisfied	 ﾠwith	 ﾠtheir	 ﾠpay,	 ﾠthose	 ﾠwho	 ﾠwere	 ﾠless	 ﾠdetermined,	 ﾠthose	 ﾠwith	 ﾠ
substantial	 ﾠNTS	 ﾠexperience	 ﾠ(four	 ﾠto	 ﾠfive	 ﾠadministrations)	 ﾠand	 ﾠthose	 ﾠwith	 ﾠgood	 ﾠ
communication	 ﾠskills	 ﾠwere	 ﾠfound	 ﾠto	 ﾠintroduce	 ﾠon	 ﾠaverage	 ﾠmore	 ﾠvariance	 ﾠthan	 ﾠtheir	 ﾠ
counterparts.	 ﾠFor	 ﾠexample,	 ﾠthe	 ﾠless	 ﾠdetermined	 ﾠinterviewers	 ﾠintroduced	 ﾠmore	 ﾠvariance	 ﾠ
because	 ﾠthey	 ﾠmay	 ﾠhave	 ﾠbeen	 ﾠ‘less	 ﾠbothered’	 ﾠto	 ﾠsecure	 ﾠthe	 ﾠinterview	 ﾠand	 ﾠthus	 ﾠmay	 ﾠhave	 ﾠbeen	 ﾠ
‘less	 ﾠbothered’	 ﾠto	 ﾠcomplete	 ﾠthe	 ﾠtask	 ﾠdiligently.	 ﾠSimilar	 ﾠreasoning	 ﾠmay	 ﾠbe	 ﾠbehind	 ﾠthe	 ﾠfact	 ﾠthat	 ﾠ
interviewers	 ﾠnot	 ﾠsatisfied	 ﾠwith	 ﾠtheir	 ﾠpay	 ﾠintroduced,	 ﾠon	 ﾠaverage,	 ﾠmore	 ﾠvariance	 ﾠthan	 ﾠtheir	 ﾠ
satisfied	 ﾠcounterparts.	 ﾠThe	 ﾠfinding	 ﾠthat	 ﾠthose	 ﾠwith	 ﾠthe	 ﾠmost	 ﾠNTS	 ﾠexperience	 ﾠ(rather	 ﾠthan	 ﾠ
survey	 ﾠexperience	 ﾠas	 ﾠsuch)	 ﾠintroduce	 ﾠon	 ﾠaverage	 ﾠless	 ﾠvariance	 ﾠis	 ﾠsomewhat	 ﾠcontradictory	 ﾠto	 ﾠ
the	 ﾠone	 ﾠpresented	 ﾠby	 ﾠOlson	 ﾠand	 ﾠPeytchev	 ﾠ(2007)	 ﾠwho	 ﾠdiscovered	 ﾠthat	 ﾠinterviewers	 ﾠwith	 ﾠ	 ﾠ
	 ﾠ 60	 ﾠ
more	 ﾠexperience	 ﾠtake	 ﾠless	 ﾠtime	 ﾠto	 ﾠconduct	 ﾠinterviews,	 ﾠpotentially	 ﾠnegatively	 ﾠaffecting	 ﾠthe	 ﾠ
data	 ﾠquality.	 ﾠ
Interviewers	 ﾠwith	 ﾠthe	 ﾠhighest	 ﾠconscientiousness	 ﾠlevels	 ﾠintroduce	 ﾠthe	 ﾠmost	 ﾠvariance	 ﾠout	 ﾠof	 ﾠall	 ﾠ
four	 ﾠinterviewer	 ﾠgroups.	 ﾠThis	 ﾠis	 ﾠrather	 ﾠsurprising	 ﾠas	 ﾠone	 ﾠwould	 ﾠexpect	 ﾠthose	 ﾠwho	 ﾠare	 ﾠthe	 ﾠ
most	 ﾠconscientious	 ﾠto	 ﾠperform	 ﾠthe	 ﾠtask	 ﾠin	 ﾠthe	 ﾠmost	 ﾠdiligent	 ﾠway	 ﾠand	 ﾠintroduce	 ﾠless	 ﾠvariance	 ﾠ
than	 ﾠothers.	 ﾠSuch	 ﾠa	 ﾠresult	 ﾠbegs	 ﾠthe	 ﾠquestion	 ﾠwhether	 ﾠthe	 ﾠself-ﾭ‐reported	 ﾠconscientiousness	 ﾠ
measure	 ﾠcan	 ﾠbe	 ﾠconsidered	 ﾠvalid.	 ﾠAnother	 ﾠpossibility	 ﾠis	 ﾠthat	 ﾠdue	 ﾠto	 ﾠtheir	 ﾠfactual	 ﾠand	 ﾠsalient	 ﾠ
nature,	 ﾠthe	 ﾠNTS	 ﾠquestions	 ﾠare	 ﾠnot	 ﾠthe	 ﾠmost	 ﾠsuitable	 ﾠto	 ﾠinvestigate	 ﾠinterviewer	 ﾠeffect	 ﾠby	 ﾠusing	 ﾠ
personality	 ﾠtraits.	 ﾠIt	 ﾠis	 ﾠplausible	 ﾠthat	 ﾠpersonal	 ﾠand	 ﾠsensitive	 ﾠquestions	 ﾠmay	 ﾠbe	 ﾠmore	 ﾠprone	 ﾠto	 ﾠ
the	 ﾠinterviewer	 ﾠeffect	 ﾠas	 ﾠthe	 ﾠresult	 ﾠof	 ﾠinterviewers’	 ﾠpersonality	 ﾠtraits	 ﾠlike	 ﾠopenness	 ﾠor	 ﾠ
empathy.	 ﾠ
Those	 ﾠwho	 ﾠwere	 ﾠthe	 ﾠmost	 ﾠextrovert	 ﾠintroduced,	 ﾠon	 ﾠaverage,	 ﾠthe	 ﾠleast	 ﾠvariance	 ﾠinto	 ﾠthe	 ﾠsurvey	 ﾠ
estimates.	 ﾠSince	 ﾠJäckle	 ﾠet	 ﾠal.	 ﾠ(2011)	 ﾠfound	 ﾠa	 ﾠpositive	 ﾠcorrelation	 ﾠbetween	 ﾠextroversion	 ﾠlevels	 ﾠ
and	 ﾠcooperation	 ﾠrates,	 ﾠthen	 ﾠthe	 ﾠhypothesis	 ﾠposed	 ﾠby	 ﾠBrunton-ﾭ‐Smith	 ﾠet	 ﾠal.	 ﾠ(2012)	 ﾠis	 ﾠnot	 ﾠ
confirmed	 ﾠempirically.	 ﾠIt	 ﾠis	 ﾠpossible	 ﾠthat	 ﾠthose	 ﾠscoring	 ﾠhighly	 ﾠon	 ﾠthe	 ﾠextroversion	 ﾠscale	 ﾠnot	 ﾠ
only	 ﾠachieved	 ﾠhigher	 ﾠcooperation	 ﾠrates	 ﾠand	 ﾠdecreased	 ﾠthe	 ﾠnonresponse	 ﾠerror	 ﾠbut	 ﾠalso	 ﾠ
decreased	 ﾠmeasurement	 ﾠerror	 ﾠas	 ﾠthey	 ﾠwere	 ﾠresponsible	 ﾠfor	 ﾠa	 ﾠlower	 ﾠproportion	 ﾠof	 ﾠ
interviewer-ﾭ‐related	 ﾠvariance.	 ﾠThis	 ﾠresult	 ﾠshould	 ﾠhowever	 ﾠbe	 ﾠtreated	 ﾠwith	 ﾠcaution	 ﾠas	 ﾠ
extroversion	 ﾠturned	 ﾠout	 ﾠto	 ﾠbe	 ﾠstatistically	 ﾠsignificant	 ﾠin	 ﾠonly	 ﾠfour	 ﾠmodels.	 ﾠ	 ﾠ
There	 ﾠwere	 ﾠcertain	 ﾠsurvey	 ﾠitems	 ﾠthat	 ﾠexhibited	 ﾠespecially	 ﾠlarge	 ﾠdifferences	 ﾠbetween	 ﾠ
interviewer	 ﾠgroups.	 ﾠAmong	 ﾠthe	 ﾠduration	 ﾠitems	 ﾠthese	 ﾠwere	 ﾠ‘tube	 ﾠstation	 ﾠby	 ﾠbus’	 ﾠand	 ﾠ‘tube	 ﾠ
station’	 ﾠand	 ﾠamong	 ﾠsatisfaction	 ﾠitems	 ﾠit	 ﾠwas	 ﾠ‘cycle	 ﾠlanes	 ﾠprovision’	 ﾠitem.	 ﾠIt	 ﾠis	 ﾠrather	 ﾠpuzzling	 ﾠ
why	 ﾠthose	 ﾠexhibited	 ﾠsuch	 ﾠa	 ﾠbig	 ﾠdifferences	 ﾠregardless	 ﾠof	 ﾠthe	 ﾠparadata	 ﾠvariable	 ﾠused	 ﾠto	 ﾠ
partition	 ﾠthe	 ﾠinterviewer	 ﾠeffect.	 ﾠNone	 ﾠof	 ﾠthem	 ﾠwere	 ﾠsubject	 ﾠto	 ﾠa	 ﾠparticularly	 ﾠlarge	 ﾠor	 ﾠsmall	 ﾠ
interviewer	 ﾠeffect.	 ﾠHowever,	 ﾠfewer	 ﾠcases	 ﾠwere	 ﾠavailable	 ﾠfor	 ﾠthese	 ﾠitems,	 ﾠas	 ﾠthe	 ﾠtube-ﾭ‐related	 ﾠ
questions	 ﾠwere	 ﾠonly	 ﾠasked	 ﾠin	 ﾠthe	 ﾠGreater	 ﾠLondon	 ﾠarea,	 ﾠwhile	 ﾠthe	 ﾠquestion	 ﾠabout	 ﾠcycle	 ﾠlanes	 ﾠ
was	 ﾠdropped	 ﾠin	 ﾠthe	 ﾠlater	 ﾠNTS	 ﾠadministrations.	 ﾠThat	 ﾠleads	 ﾠto	 ﾠone	 ﾠpossible	 ﾠexplanation:	 ﾠ
estimation	 ﾠproblems.	 ﾠThese	 ﾠitems	 ﾠmay	 ﾠrequire	 ﾠfurther	 ﾠinvestigation	 ﾠand	 ﾠpossibly	 ﾠshould	 ﾠbe	 ﾠ
ignored	 ﾠwhen	 ﾠthe	 ﾠoverall	 ﾠpatterns	 ﾠare	 ﾠconsidered.	 ﾠ	 ﾠ
The	 ﾠmain	 ﾠmessage	 ﾠto	 ﾠbe	 ﾠtaken	 ﾠfrom	 ﾠthe	 ﾠstudy	 ﾠpresented	 ﾠin	 ﾠthis	 ﾠpaper	 ﾠis	 ﾠthat	 ﾠevidence	 ﾠ
suggests	 ﾠthat	 ﾠcertain	 ﾠinterviewer	 ﾠcharacteristics	 ﾠmay	 ﾠaffect	 ﾠthe	 ﾠvariability	 ﾠof	 ﾠsurvey	 ﾠ
estimates.	 ﾠDepending	 ﾠon	 ﾠtheir	 ﾠskills,	 ﾠattitudes	 ﾠand	 ﾠexperience,	 ﾠinterviewers	 ﾠintroduce	 ﾠ
different	 ﾠamounts	 ﾠof	 ﾠvariance	 ﾠinto	 ﾠsurvey	 ﾠestimates.	 ﾠThis	 ﾠis	 ﾠan	 ﾠimportant	 ﾠfinding	 ﾠthat	 ﾠcan	 ﾠbe	 ﾠ	 ﾠ 	 ﾠ 	 ﾠ
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incorporated	 ﾠby	 ﾠsurvey	 ﾠresearch	 ﾠagencies	 ﾠinto	 ﾠtheir	 ﾠinterviewer	 ﾠrecruitment	 ﾠand	 ﾠtraining	 ﾠ
procedures	 ﾠin	 ﾠan	 ﾠattempt	 ﾠto	 ﾠdecrease	 ﾠthe	 ﾠvariance	 ﾠof	 ﾠsurvey	 ﾠestimates.	 ﾠ	 ﾠ 	 ﾠ	 ﾠ
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3.  Survey	 ﾠsatisficing:	 ﾠhow	 ﾠinterviewer	 ﾠpersonality	 ﾠ
traits,	 ﾠattitudes	 ﾠand	 ﾠsatisficing	 ﾠbehaviour	 ﾠ
influence	 ﾠrespondents’	 ﾠpropensity	 ﾠto	 ﾠsatisfice	 ﾠ
3.1  Introduction	 ﾠ
Between	 ﾠthe	 ﾠearly	 ﾠ1980s	 ﾠand	 ﾠthe	 ﾠlate	 ﾠ1990s,	 ﾠthe	 ﾠscience	 ﾠof	 ﾠcognitive	 ﾠpsychology	 ﾠbecame	 ﾠ
increasingly	 ﾠinfluential	 ﾠwithin	 ﾠsurvey	 ﾠmethodology.	 ﾠA	 ﾠkey	 ﾠinsight	 ﾠfrom	 ﾠthe	 ﾠintroduction	 ﾠof	 ﾠa	 ﾠ
cognitive	 ﾠperspective	 ﾠwas	 ﾠthat,	 ﾠafter	 ﾠa	 ﾠquestion	 ﾠhas	 ﾠbeen	 ﾠadministered,	 ﾠa	 ﾠrespondent	 ﾠgoes	 ﾠ
through	 ﾠa	 ﾠcognitive	 ﾠprocess	 ﾠin	 ﾠorder	 ﾠto	 ﾠformulate	 ﾠa	 ﾠresponse	 ﾠ(Sirken	 ﾠand	 ﾠSchechter,	 ﾠ1999).	 ﾠ
This	 ﾠprocess	 ﾠconsists	 ﾠof	 ﾠfour	 ﾠelements:	 ﾠcomprehension	 ﾠof	 ﾠthe	 ﾠquestion,	 ﾠretrieval	 ﾠof	 ﾠthe	 ﾠ
information,	 ﾠjudgment,	 ﾠand	 ﾠresponse	 ﾠ(Tourangeau	 ﾠet	 ﾠal.,	 ﾠ2000).	 ﾠIt	 ﾠis	 ﾠwidely	 ﾠaccepted	 ﾠthat	 ﾠ
interviewers	 ﾠcan	 ﾠfacilitate	 ﾠformulating	 ﾠa	 ﾠresponse	 ﾠby	 ﾠmotivating	 ﾠtheir	 ﾠrespondents	 ﾠand	 ﾠthus	 ﾠ
obtain	 ﾠa	 ﾠbetter	 ﾠquality	 ﾠof	 ﾠdata	 ﾠcompared	 ﾠto	 ﾠother	 ﾠmodes	 ﾠof	 ﾠdata	 ﾠcollection	 ﾠsuch	 ﾠas	 ﾠself-ﾭ‐
completion	 ﾠ(Holbrook	 ﾠet	 ﾠal.,	 ﾠ2003).	 ﾠ	 ﾠ
In	 ﾠhis	 ﾠseminal	 ﾠarticle,	 ﾠKrosnick	 ﾠ(1991),	 ﾠdrawing	 ﾠon	 ﾠthe	 ﾠrational	 ﾠchoice	 ﾠframework	 ﾠof	 ﾠdecision	 ﾠ
making	 ﾠand	 ﾠbehaviour,	 ﾠidentified	 ﾠtwo	 ﾠdifferent	 ﾠstrategies	 ﾠthat	 ﾠcan	 ﾠbe	 ﾠused	 ﾠby	 ﾠa	 ﾠrespondent	 ﾠin	 ﾠ
the	 ﾠinterview	 ﾠsituation:	 ﾠoptimising	 ﾠand	 ﾠsatisficing.	 ﾠWhile	 ﾠoptimising	 ﾠis	 ﾠdefined	 ﾠas	 ﾠproviding	 ﾠ
the	 ﾠbest	 ﾠpossible	 ﾠanswer	 ﾠto	 ﾠa	 ﾠsurvey	 ﾠquestion	 ﾠgiven	 ﾠthe	 ﾠavailable	 ﾠtime	 ﾠand	 ﾠcognitive	 ﾠ
resources,	 ﾠsatisficing	 ﾠis	 ﾠmore	 ﾠfrequently	 ﾠadopted	 ﾠby	 ﾠa	 ﾠrespondent.	 ﾠKrosnick	 ﾠ(1991)	 ﾠdefined	 ﾠ
satisficing	 ﾠas	 ﾠreplying	 ﾠto	 ﾠsurvey	 ﾠquestions	 ﾠsuperficially,	 ﾠexpending	 ﾠa	 ﾠdegree	 ﾠof	 ﾠmental	 ﾠeffort	 ﾠ
sufficient	 ﾠonly	 ﾠto	 ﾠprovide	 ﾠa	 ﾠreasonable	 ﾠor	 ﾠminimally	 ﾠacceptable	 ﾠanswer.	 ﾠSatisficing	 ﾠtherefore	 ﾠ
has	 ﾠa	 ﾠnegative	 ﾠeffect	 ﾠon	 ﾠsurvey	 ﾠdata	 ﾠquality	 ﾠand	 ﾠis	 ﾠseen	 ﾠas	 ﾠone	 ﾠof	 ﾠthe	 ﾠprimary	 ﾠsources	 ﾠof	 ﾠ
survey	 ﾠmeasurement	 ﾠerror	 ﾠ(Green	 ﾠet	 ﾠal.,	 ﾠ2001;	 ﾠJäckle	 ﾠet	 ﾠal.,	 ﾠ2010).	 ﾠ
There	 ﾠare	 ﾠthree	 ﾠmain	 ﾠsources	 ﾠof	 ﾠsatisficing	 ﾠidentified	 ﾠin	 ﾠthe	 ﾠexisting	 ﾠliterature:	 ﾠthe	 ﾠ
respondent,	 ﾠthe	 ﾠtask/instrument	 ﾠand	 ﾠthe	 ﾠinterviewer.	 ﾠWhile	 ﾠthe	 ﾠmajority	 ﾠof	 ﾠresearch	 ﾠ
attention	 ﾠhas	 ﾠfocused	 ﾠon	 ﾠthe	 ﾠfirst	 ﾠtwo,	 ﾠthis	 ﾠpaper	 ﾠfocuses	 ﾠon	 ﾠinterviewers	 ﾠas	 ﾠa	 ﾠsource	 ﾠof	 ﾠ
satisficing	 ﾠresponse	 ﾠbehaviour,	 ﾠwhich	 ﾠmay	 ﾠarise	 ﾠthrough	 ﾠtheir	 ﾠencouraging	 ﾠ(or	 ﾠat	 ﾠleast	 ﾠ
tolerating)	 ﾠsatisficing	 ﾠstrategies	 ﾠby	 ﾠtheir	 ﾠrespondents	 ﾠand	 ﾠthus	 ﾠnegatively	 ﾠaffect	 ﾠthe	 ﾠsurvey	 ﾠ
data	 ﾠquality.	 ﾠFour	 ﾠhypotheses	 ﾠare	 ﾠproposed.	 ﾠFirst,	 ﾠthat	 ﾠinterviewers’	 ﾠattitudes	 ﾠtowards	 ﾠ
interviewing	 ﾠcan	 ﾠaffect	 ﾠrespondents’	 ﾠpropensity	 ﾠto	 ﾠsatisfice.	 ﾠSecond,	 ﾠthat	 ﾠinterviewers’	 ﾠ
personality	 ﾠtraits	 ﾠand	 ﾠskills	 ﾠcan	 ﾠaffect	 ﾠrespondents’	 ﾠsatisficing.	 ﾠThird,	 ﾠthat	 ﾠinterviewers’	 ﾠ
demographic	 ﾠcharacteristics	 ﾠcan	 ﾠaffect	 ﾠrespondents’	 ﾠsatisficing.	 ﾠAnd	 ﾠfinally,	 ﾠthat	 ﾠinterviewers’	 ﾠ
own	 ﾠresponse	 ﾠstrategies,	 ﾠnamely	 ﾠsatisficing,	 ﾠcan	 ﾠaffect	 ﾠtheir	 ﾠrespondents’	 ﾠprobability	 ﾠof	 ﾠ	 ﾠ
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satisficing.	 ﾠThe	 ﾠgeneral	 ﾠexpectation	 ﾠis	 ﾠthat	 ﾠinterviewers	 ﾠwith	 ﾠparticular	 ﾠcharacteristics,	 ﾠfor	 ﾠ
example	 ﾠthose	 ﾠwho	 ﾠpay	 ﾠless	 ﾠattention	 ﾠto	 ﾠdetail	 ﾠor	 ﾠemploy	 ﾠsatisficing	 ﾠstrategies	 ﾠthemselves,	 ﾠ
will	 ﾠincrease	 ﾠthe	 ﾠprevalence	 ﾠof	 ﾠsatisficing	 ﾠstrategies	 ﾠamong	 ﾠthe	 ﾠrespondents	 ﾠthey	 ﾠinterview.	 ﾠ	 ﾠ
By	 ﾠtesting	 ﾠthese	 ﾠfour	 ﾠhypotheses	 ﾠon	 ﾠa	 ﾠlarge,	 ﾠnationally	 ﾠrepresentative	 ﾠsurvey,	 ﾠthis	 ﾠpaper	 ﾠseeks	 ﾠ
to	 ﾠaddress	 ﾠthe	 ﾠmain	 ﾠresearch	 ﾠquestion	 ﾠof	 ﾠwhich	 ﾠinterviewer	 ﾠcharacteristics	 ﾠaffect	 ﾠsurvey	 ﾠ
satisficing	 ﾠand,	 ﾠconsequently,	 ﾠsurvey	 ﾠdata	 ﾠquality.	 ﾠA	 ﾠdata	 ﾠquality	 ﾠmeasure	 ﾠreferred	 ﾠto	 ﾠas	 ﾠ
‘heaping’,	 ﾠwhich	 ﾠis	 ﾠproviding	 ﾠa	 ﾠnumerical	 ﾠresponse	 ﾠthat	 ﾠis	 ﾠa	 ﾠrounded	 ﾠrather	 ﾠthan	 ﾠan	 ﾠexact	 ﾠ
number	 ﾠ–	 ﾠis	 ﾠused	 ﾠas	 ﾠthe	 ﾠkey	 ﾠoutcome.	 ﾠThe	 ﾠfindings	 ﾠfrom	 ﾠthese	 ﾠanalyses	 ﾠcontribute	 ﾠto	 ﾠa	 ﾠbetter	 ﾠ
understanding	 ﾠof	 ﾠthe	 ﾠinteraction	 ﾠbetween	 ﾠrespondents	 ﾠand	 ﾠinterviewers	 ﾠand	 ﾠcould	 ﾠbe	 ﾠused	 ﾠto	 ﾠ
reduce	 ﾠinterviewer-ﾭ‐related	 ﾠmeasurement	 ﾠerror	 ﾠin	 ﾠface-ﾭ‐to-ﾭ‐face	 ﾠsurveys.	 ﾠ	 ﾠ
This	 ﾠpaper	 ﾠconsists	 ﾠof	 ﾠeight	 ﾠsections,	 ﾠof	 ﾠwhich	 ﾠthis	 ﾠis	 ﾠthe	 ﾠfirst.	 ﾠ	 ﾠThe	 ﾠsecond	 ﾠprovides	 ﾠ
definitions	 ﾠof	 ﾠsatisficing	 ﾠand	 ﾠheaping,	 ﾠincluding	 ﾠa	 ﾠreview	 ﾠof	 ﾠthe	 ﾠexisting	 ﾠresearch	 ﾠin	 ﾠthis	 ﾠarea.	 ﾠ
The	 ﾠthird	 ﾠsection	 ﾠdiscusses	 ﾠthe	 ﾠthree	 ﾠsources	 ﾠof	 ﾠsatisficing	 ﾠin	 ﾠsurveys	 ﾠwith	 ﾠthe	 ﾠemphasis	 ﾠon	 ﾠ
the	 ﾠinterviewer	 ﾠas	 ﾠthe	 ﾠmain	 ﾠsubject	 ﾠof	 ﾠinvestigation.	 ﾠ	 ﾠThis	 ﾠis	 ﾠfollowed	 ﾠby	 ﾠa	 ﾠdescription	 ﾠof	 ﾠthe	 ﾠ
data	 ﾠemployed	 ﾠand	 ﾠan	 ﾠexplanation	 ﾠof	 ﾠhow	 ﾠmeasures	 ﾠof	 ﾠsatisficing	 ﾠused	 ﾠin	 ﾠthe	 ﾠanalysis	 ﾠwere	 ﾠ
developed.	 ﾠThe	 ﾠsixth	 ﾠsection	 ﾠdescribes	 ﾠthe	 ﾠstatistical	 ﾠmodel	 ﾠand	 ﾠanalytical	 ﾠstrategy	 ﾠused	 ﾠand	 ﾠ
is	 ﾠfollowed	 ﾠby	 ﾠthe	 ﾠpresentation	 ﾠof	 ﾠthe	 ﾠresults	 ﾠin	 ﾠsection	 ﾠseven.	 ﾠThe	 ﾠfinal	 ﾠsection	 ﾠcontains	 ﾠ
discussion	 ﾠof	 ﾠthe	 ﾠmain	 ﾠresults.	 ﾠ	 ﾠ
3.2  Satisficing:	 ﾠtheory	 ﾠand	 ﾠmeasurement	 ﾠ
Krosnick	 ﾠ(1991)	 ﾠuses	 ﾠsatisficing	 ﾠas	 ﾠthe	 ﾠumbrella	 ﾠterm	 ﾠfor	 ﾠvarious	 ﾠstrategies	 ﾠthat	 ﾠmay	 ﾠbe	 ﾠ
employed	 ﾠby	 ﾠrespondents	 ﾠin	 ﾠorder	 ﾠto	 ﾠsave	 ﾠmental	 ﾠeffort	 ﾠwhen	 ﾠanswering	 ﾠquestions.	 ﾠIn	 ﾠthe	 ﾠ
survey	 ﾠliterature,	 ﾠsatisficing	 ﾠis	 ﾠoften	 ﾠused	 ﾠas	 ﾠa	 ﾠdata	 ﾠquality	 ﾠindicator	 ﾠ(Barge	 ﾠand	 ﾠGehlbach,	 ﾠ
2011)	 ﾠand	 ﾠthe	 ﾠprevalence	 ﾠof	 ﾠsatisficing	 ﾠbehaviour	 ﾠamong	 ﾠrespondents	 ﾠis	 ﾠused	 ﾠto	 ﾠcompare	 ﾠ
modes	 ﾠof	 ﾠdata	 ﾠcollection	 ﾠ(Roberts,	 ﾠ2007).	 ﾠWhat	 ﾠKrosnick	 ﾠrefers	 ﾠto	 ﾠas	 ﾠ‘weak’	 ﾠforms	 ﾠof	 ﾠ
satisficing	 ﾠoccur	 ﾠwhen	 ﾠthe	 ﾠfour	 ﾠcognitive	 ﾠstages	 ﾠof	 ﾠresponse	 ﾠformulation	 ﾠare	 ﾠexecuted	 ﾠbut	 ﾠnot	 ﾠ
in	 ﾠan	 ﾠaccurate	 ﾠway	 ﾠ(Krosnick	 ﾠet	 ﾠal.,	 ﾠ1996).	 ﾠThis	 ﾠmay	 ﾠinvolve	 ﾠ‘acquiescence’,	 ﾠwhich	 ﾠis	 ﾠwhen	 ﾠa	 ﾠ
respondent	 ﾠagrees	 ﾠwith	 ﾠthe	 ﾠstatements	 ﾠprovided	 ﾠby	 ﾠan	 ﾠinterviewer	 ﾠregardless	 ﾠof	 ﾠtheir	 ﾠactual	 ﾠ
beliefs.	 ﾠIt	 ﾠcan	 ﾠbe	 ﾠdefined	 ﾠas	 ﾠthe	 ﾠpercentage	 ﾠof	 ﾠ'yes'	 ﾠand	 ﾠ'strongly	 ﾠagree/agree'	 ﾠreplies	 ﾠover	 ﾠthe	 ﾠ
total	 ﾠnumber	 ﾠof	 ﾠquestions	 ﾠasked	 ﾠthat	 ﾠprovided	 ﾠthis	 ﾠoption.	 ﾠWhile	 ﾠthe	 ﾠreasons	 ﾠwhy	 ﾠindividuals	 ﾠ
have	 ﾠa	 ﾠtendency	 ﾠto	 ﾠagree	 ﾠwith	 ﾠstatements	 ﾠposed	 ﾠto	 ﾠthem	 ﾠremain	 ﾠunclear,	 ﾠthis	 ﾠacquiescence	 ﾠ
bias,	 ﾠor	 ﾠ‘yeah-ﾭ‐saying’,	 ﾠis	 ﾠan	 ﾠimportant	 ﾠsource	 ﾠof	 ﾠerror	 ﾠin	 ﾠsurvey	 ﾠresearch	 ﾠas	 ﾠit	 ﾠcan	 ﾠinflate	 ﾠthe	 ﾠ
positive	 ﾠattitudes	 ﾠof	 ﾠrespondents	 ﾠtowards	 ﾠthe	 ﾠissues	 ﾠraised	 ﾠin	 ﾠthe	 ﾠsurvey	 ﾠ(Knowles	 ﾠand	 ﾠ
Condon,	 ﾠ1999;	 ﾠOlson	 ﾠand	 ﾠBilgen,	 ﾠ2011).	 ﾠAnother	 ﾠexample	 ﾠof	 ﾠweak	 ﾠsatisficing	 ﾠis	 ﾠselecting	 ﾠthe	 ﾠ	 ﾠ 	 ﾠ 	 ﾠ
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first	 ﾠavailable,	 ﾠor	 ﾠ‘good	 ﾠenough’,	 ﾠresponse	 ﾠoption	 ﾠfrom	 ﾠa	 ﾠlist	 ﾠrather	 ﾠthan	 ﾠreading	 ﾠto	 ﾠthe	 ﾠend	 ﾠ
and	 ﾠselecting	 ﾠthe	 ﾠmost	 ﾠappropriate	 ﾠanswer	 ﾠ–	 ﾠa	 ﾠform	 ﾠof	 ﾠprimacy	 ﾠeffect	 ﾠ(Krosnick	 ﾠand	 ﾠAlwin,	 ﾠ
1987).	 ﾠIn	 ﾠtelephone	 ﾠinterviews,	 ﾠthe	 ﾠopposite	 ﾠto	 ﾠthis	 ﾠphenomenon	 ﾠcan	 ﾠoccur	 ﾠwhen	 ﾠ
respondents	 ﾠchoose	 ﾠthe	 ﾠmost	 ﾠrecently	 ﾠheard	 ﾠoption	 ﾠwhich	 ﾠis	 ﾠread	 ﾠout	 ﾠto	 ﾠthem	 ﾠfrom	 ﾠa	 ﾠlist	 ﾠ–	 ﾠa	 ﾠ
recency	 ﾠeffect	 ﾠ(Holbrook	 ﾠet	 ﾠal.,	 ﾠ2003).	 ﾠ	 ﾠ
Strong	 ﾠsatisficing,	 ﾠon	 ﾠthe	 ﾠother	 ﾠhand,	 ﾠis	 ﾠwhen	 ﾠrespondents	 ﾠomit	 ﾠthe	 ﾠretrieval	 ﾠand	 ﾠjudgment	 ﾠ
steps	 ﾠfrom	 ﾠthe	 ﾠresponse	 ﾠprocess	 ﾠentirely,	 ﾠfor	 ﾠexample,	 ﾠchoosing	 ﾠthe	 ﾠ‘Don’t	 ﾠknow’	 ﾠor	 ﾠ‘No	 ﾠ
opinion’	 ﾠoption	 ﾠwhen	 ﾠthey	 ﾠhold	 ﾠa	 ﾠgenuine	 ﾠattitude	 ﾠon	 ﾠan	 ﾠissue.	 ﾠAnother	 ﾠexample	 ﾠof	 ﾠstrong	 ﾠ
satisficing	 ﾠis	 ﾠ‘non-ﾭ‐differentiation’	 ﾠwhich	 ﾠis	 ﾠwhen	 ﾠexactly	 ﾠthe	 ﾠsame	 ﾠpoint	 ﾠon	 ﾠa	 ﾠscale	 ﾠis	 ﾠused	 ﾠto	 ﾠ
rate	 ﾠa	 ﾠnumber	 ﾠof	 ﾠdifferent	 ﾠitems	 ﾠ(Krosnick	 ﾠet	 ﾠal.,	 ﾠ1996).	 ﾠHere,	 ﾠrespondents	 ﾠgive	 ﾠno	 ﾠthought	 ﾠto	 ﾠ
the	 ﾠanswer	 ﾠthey	 ﾠare	 ﾠchoosing	 ﾠbut	 ﾠmerely	 ﾠtake	 ﾠthe	 ﾠquickest	 ﾠand	 ﾠeasiest	 ﾠroute	 ﾠthrough	 ﾠthe	 ﾠ
questionnaire.	 ﾠIt	 ﾠis	 ﾠparticularly	 ﾠcommon	 ﾠin	 ﾠweb	 ﾠsurveys	 ﾠthat	 ﾠtend	 ﾠto	 ﾠtake	 ﾠless	 ﾠtime	 ﾠthan	 ﾠother	 ﾠ
data	 ﾠcollection	 ﾠmodes	 ﾠof	 ﾠthe	 ﾠsame	 ﾠquestionnaire	 ﾠ(Chang	 ﾠand	 ﾠKrosnick,	 ﾠ2010;	 ﾠFricker	 ﾠet	 ﾠal.,	 ﾠ
2005;	 ﾠHeerwegh	 ﾠand	 ﾠLoosveldt,	 ﾠ2008).	 ﾠKaminska	 ﾠet	 ﾠal.	 ﾠ(2011)	 ﾠused	 ﾠa	 ﾠrange	 ﾠof	 ﾠindicators	 ﾠfor	 ﾠ
strong	 ﾠsatisficing	 ﾠincluding	 ﾠthe	 ﾠ‘Don't	 ﾠknow’	 ﾠindicator	 ﾠ–	 ﾠif	 ﾠa	 ﾠrespondent	 ﾠprovided	 ﾠa	 ﾠ‘Don't	 ﾠ
know’	 ﾠanswer	 ﾠat	 ﾠleast	 ﾠonce;	 ﾠreversed	 ﾠstraight-ﾭ‐lining	 ﾠindicator	 ﾠ–	 ﾠif	 ﾠthe	 ﾠrespondent	 ﾠprovided	 ﾠ
the	 ﾠsame	 ﾠanswer	 ﾠto	 ﾠall	 ﾠquestions	 ﾠin	 ﾠone	 ﾠblock	 ﾠwhere	 ﾠat	 ﾠleast	 ﾠone	 ﾠquestion	 ﾠwas	 ﾠcoded	 ﾠin	 ﾠ
reverse;	 ﾠand	 ﾠinconsistent	 ﾠresponses	 ﾠ–	 ﾠif	 ﾠinconsistency	 ﾠis	 ﾠobserved	 ﾠin	 ﾠat	 ﾠleast	 ﾠone	 ﾠout	 ﾠof	 ﾠfour	 ﾠ
logical	 ﾠquestion	 ﾠpairs.	 ﾠA	 ﾠvery	 ﾠsimilar	 ﾠapproach	 ﾠwas	 ﾠused	 ﾠby	 ﾠLipps	 ﾠ(2007)	 ﾠwho	 ﾠ
operationalised	 ﾠsatisficing	 ﾠas	 ﾠthe	 ﾠnumber	 ﾠof	 ﾠ‘Don’t	 ﾠknow’	 ﾠor	 ﾠ‘No	 ﾠanswer’	 ﾠresponses	 ﾠamong	 ﾠ22	 ﾠ
satisfaction	 ﾠand	 ﾠattitude	 ﾠquestions	 ﾠcomplemented	 ﾠwith	 ﾠrespondents’	 ﾠpropensity	 ﾠto	 ﾠchoose	 ﾠ
extreme	 ﾠanswers	 ﾠfrom	 ﾠthe	 ﾠ0-ﾭ‐10	 ﾠscale	 ﾠon	 ﾠthe	 ﾠsame	 ﾠitems.	 ﾠ	 ﾠ
One	 ﾠimplication	 ﾠof	 ﾠsatisficing	 ﾠis	 ﾠthat	 ﾠrespondents	 ﾠtry	 ﾠto	 ﾠcomplete	 ﾠthe	 ﾠquestionnaire	 ﾠas	 ﾠquickly	 ﾠ
as	 ﾠpossible	 ﾠ(Olson	 ﾠand	 ﾠPeytchev,	 ﾠ2007).	 ﾠThis	 ﾠis	 ﾠmore	 ﾠcommon	 ﾠin	 ﾠself-ﾭ‐administered	 ﾠdata	 ﾠ
collection	 ﾠmodes	 ﾠ(Lelkes	 ﾠat	 ﾠal.,	 ﾠ2012).	 ﾠOppenheimer	 ﾠet	 ﾠal.	 ﾠ(2009)	 ﾠused	 ﾠwhat	 ﾠthey	 ﾠcalled	 ﾠ
Instructional	 ﾠManipulation	 ﾠChecks	 ﾠ(IMC).	 ﾠ	 ﾠIf	 ﾠsomeone	 ﾠfailed	 ﾠthe	 ﾠIMC	 ﾠ–	 ﾠdid	 ﾠnot	 ﾠread	 ﾠthe	 ﾠ
instructions	 ﾠand	 ﾠanswered	 ﾠthe	 ﾠquestion	 ﾠrather	 ﾠthan	 ﾠskip	 ﾠthe	 ﾠquestion	 ﾠby	 ﾠclicking	 ﾠon	 ﾠthe	 ﾠtitle	 ﾠ–	 ﾠ
they	 ﾠwere	 ﾠconsidered	 ﾠto	 ﾠbe	 ﾠthose	 ﾠprone	 ﾠto	 ﾠsatisficing.	 ﾠThose	 ﾠwere	 ﾠfound	 ﾠto	 ﾠtake	 ﾠless	 ﾠtime	 ﾠto	 ﾠ
complete	 ﾠthe	 ﾠquestionnaire.	 ﾠ
Another	 ﾠexample	 ﾠof	 ﾠa	 ﾠsatisficing	 ﾠstrategy	 ﾠmay	 ﾠbe	 ﾠ‘heaping’.	 ﾠHeaping	 ﾠoccurs	 ﾠwhen	 ﾠrespondents	 ﾠ
are	 ﾠasked	 ﾠa	 ﾠquestion	 ﾠwhich	 ﾠrequires	 ﾠa	 ﾠnumerical	 ﾠestimate	 ﾠfor	 ﾠthe	 ﾠanswer.	 ﾠRather	 ﾠthan	 ﾠ
expending	 ﾠthe	 ﾠcognitive	 ﾠeffort	 ﾠrequired	 ﾠto	 ﾠprovide	 ﾠan	 ﾠaccurate	 ﾠanswer,	 ﾠa	 ﾠheaped	 ﾠresponse	 ﾠis	 ﾠ
rounded	 ﾠto	 ﾠthe	 ﾠnearest	 ﾠmultiple	 ﾠof	 ﾠa	 ﾠcommon	 ﾠinteger	 ﾠsuch	 ﾠas	 ﾠ5,	 ﾠ10,	 ﾠor	 ﾠ100	 ﾠ(Burton	 ﾠand	 ﾠBlair,	 ﾠ	 ﾠ
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1991;	 ﾠWang	 ﾠand	 ﾠHeitjan,	 ﾠ2008).	 ﾠHeaping	 ﾠis	 ﾠa	 ﾠparticular	 ﾠdistortion	 ﾠof	 ﾠdata	 ﾠcollected	 ﾠin	 ﾠthe	 ﾠ
survey,	 ﾠwhich	 ﾠis	 ﾠonly	 ﾠvisible	 ﾠat	 ﾠthe	 ﾠaggregated	 ﾠlevel	 ﾠbecause	 ﾠspikes	 ﾠor	 ﾠ‘heaps’	 ﾠare	 ﾠapparent	 ﾠat	 ﾠ
these	 ﾠcommon	 ﾠinteger	 ﾠvalues	 ﾠwhen	 ﾠthe	 ﾠindividual	 ﾠresponses	 ﾠare	 ﾠaggregated	 ﾠand	 ﾠplotted	 ﾠon	 ﾠa	 ﾠ
histogram	 ﾠ(Pudney,	 ﾠ2008).	 ﾠ	 ﾠ
A	 ﾠcommon	 ﾠexample	 ﾠof	 ﾠheaping	 ﾠis	 ﾠthe	 ﾠnumber	 ﾠof	 ﾠcigarettes	 ﾠsmoked	 ﾠper	 ﾠday,	 ﾠwith	 ﾠheaps	 ﾠfound	 ﾠ
at	 ﾠvalues	 ﾠ10	 ﾠand	 ﾠ20	 ﾠwhich	 ﾠare	 ﾠequivalent	 ﾠto	 ﾠsmall	 ﾠand	 ﾠlarge	 ﾠpackets	 ﾠof	 ﾠcigarettes	 ﾠ(Bar	 ﾠand	 ﾠ
Lillard,	 ﾠ2010;	 ﾠWang	 ﾠand	 ﾠHeitjan,	 ﾠ2008).	 ﾠThese	 ﾠreports	 ﾠcould	 ﾠeasily	 ﾠlead	 ﾠto	 ﾠoverestimation	 ﾠof	 ﾠ
the	 ﾠnumber	 ﾠof	 ﾠcigarettes	 ﾠsmoked	 ﾠif	 ﾠrespondents	 ﾠactually	 ﾠsmoke	 ﾠless	 ﾠthan	 ﾠa	 ﾠfull	 ﾠstandard	 ﾠpack,	 ﾠ
e.g.	 ﾠeight	 ﾠto	 ﾠnine	 ﾠor	 ﾠ18	 ﾠto	 ﾠ19	 ﾠcigarettes.	 ﾠ	 ﾠHeaping	 ﾠmay	 ﾠalso	 ﾠbe	 ﾠcaused	 ﾠby	 ﾠthe	 ﾠphenomenon	 ﾠof	 ﾠ
Digit	 ﾠPreference	 ﾠ(DP)	 ﾠas	 ﾠindividuals	 ﾠseem	 ﾠto	 ﾠprefer,	 ﾠfor	 ﾠreasons	 ﾠwhich	 ﾠare	 ﾠnot	 ﾠentirely	 ﾠclear,	 ﾠ
numbers	 ﾠending	 ﾠwith	 ﾠ0	 ﾠor	 ﾠ5.	 ﾠHeaping	 ﾠmay	 ﾠbe	 ﾠcaused	 ﾠby	 ﾠrounding	 ﾠtechniques	 ﾠused	 ﾠto	 ﾠestimate	 ﾠ
income	 ﾠ(Moore	 ﾠet	 ﾠal.,	 ﾠ1999).	 ﾠIt	 ﾠwas	 ﾠalso	 ﾠnoticed	 ﾠthat	 ﾠwhen	 ﾠreporting	 ﾠon	 ﾠthe	 ﾠfrequency	 ﾠor	 ﾠ
number	 ﾠof	 ﾠevents,	 ﾠe.g.	 ﾠhospital	 ﾠvisits,	 ﾠthe	 ﾠlonger	 ﾠthe	 ﾠspan	 ﾠof	 ﾠtime	 ﾠbetween	 ﾠthe	 ﾠactual	 ﾠevent	 ﾠ
and	 ﾠreporting	 ﾠit,	 ﾠthe	 ﾠmore	 ﾠheaping	 ﾠis	 ﾠpresent	 ﾠin	 ﾠthe	 ﾠdata	 ﾠ(Huttenlocher	 ﾠet	 ﾠal.,	 ﾠ1990).	 ﾠSimilarly,	 ﾠ
the	 ﾠlonger	 ﾠthe	 ﾠdistance	 ﾠreported	 ﾠfor	 ﾠquestions	 ﾠabout	 ﾠdistance,	 ﾠthe	 ﾠmore	 ﾠthe	 ﾠtendency	 ﾠto	 ﾠ
heaping	 ﾠis	 ﾠobserved,	 ﾠan	 ﾠeffect	 ﾠwhich	 ﾠis	 ﾠapparent	 ﾠin	 ﾠthe	 ﾠdataset	 ﾠinvestigated	 ﾠin	 ﾠthis	 ﾠpaper.	 ﾠ
At	 ﾠthe	 ﾠindividual	 ﾠlevel,	 ﾠthere	 ﾠis	 ﾠusually	 ﾠno	 ﾠcertain	 ﾠway	 ﾠto	 ﾠdetermine	 ﾠwhich	 ﾠresponses	 ﾠare	 ﾠ
genuine	 ﾠand	 ﾠwhich	 ﾠare	 ﾠthe	 ﾠeffect	 ﾠof	 ﾠheaping.	 ﾠFor	 ﾠexample,	 ﾠit	 ﾠis	 ﾠimpossible	 ﾠto	 ﾠdistinguish	 ﾠ
between	 ﾠrespondents	 ﾠwho	 ﾠsmoke	 ﾠexactly	 ﾠ20	 ﾠcigarettes	 ﾠa	 ﾠday	 ﾠand	 ﾠreport	 ﾠthis	 ﾠaccurately,	 ﾠand	 ﾠ
others	 ﾠwho	 ﾠsmoke	 ﾠ18	 ﾠcigarettes	 ﾠa	 ﾠday	 ﾠbut,	 ﾠby	 ﾠemploying	 ﾠa	 ﾠsatisficing	 ﾠstrategy,	 ﾠround	 ﾠtheir	 ﾠ
response	 ﾠto	 ﾠ20.	 ﾠHeaping	 ﾠusually	 ﾠbecomes	 ﾠa	 ﾠdata	 ﾠquality	 ﾠissue	 ﾠwhen	 ﾠapproximately	 ﾠa	 ﾠdozen	 ﾠof	 ﾠ
the	 ﾠmost	 ﾠfrequent	 ﾠsample	 ﾠvalues	 ﾠaccount	 ﾠfor	 ﾠ54%-ﾭ‐69%	 ﾠof	 ﾠthe	 ﾠtotal	 ﾠpopulation	 ﾠ(Pudney,	 ﾠ
2008).	 ﾠBeaman	 ﾠet	 ﾠal.	 ﾠ(2005)	 ﾠdeveloped	 ﾠthe	 ﾠconcept	 ﾠof	 ﾠa	 ﾠ‘neighbourhood’	 ﾠthat	 ﾠrelies	 ﾠon	 ﾠ
observed	 ﾠvalues	 ﾠthat	 ﾠare	 ﾠ‘neighbours’	 ﾠto	 ﾠthe	 ﾠheaping	 ﾠvalue.	 ﾠIf	 ﾠ10	 ﾠis	 ﾠpotentially	 ﾠa	 ﾠheaping	 ﾠ
value,	 ﾠas	 ﾠa	 ﾠmultiple	 ﾠof	 ﾠ5,	 ﾠits	 ﾠ‘neighbours’	 ﾠin	 ﾠthe	 ﾠdata	 ﾠare	 ﾠ8,	 ﾠ9,	 ﾠ11	 ﾠand	 ﾠ12.	 ﾠOne	 ﾠwould	 ﾠexpect	 ﾠthat	 ﾠ
each	 ﾠof	 ﾠthese	 ﾠvalues	 ﾠhas	 ﾠan	 ﾠequal	 ﾠchance	 ﾠof	 ﾠbeing	 ﾠselected	 ﾠby	 ﾠa	 ﾠrespondent	 ﾠas	 ﾠa	 ﾠlegitimate	 ﾠ
answer,	 ﾠhence	 ﾠeach	 ﾠof	 ﾠthem	 ﾠshould	 ﾠaccount	 ﾠfor	 ﾠ20%	 ﾠof	 ﾠthe	 ﾠsample.	 ﾠIf	 ﾠthe	 ﾠheaping	 ﾠvalue	 ﾠ10	 ﾠis	 ﾠ
selected	 ﾠsubstantially	 ﾠmore	 ﾠoften	 ﾠ(significantly	 ﾠmore	 ﾠthan	 ﾠ20%	 ﾠof	 ﾠtimes)	 ﾠthen	 ﾠit	 ﾠis	 ﾠ‘truly’	 ﾠa	 ﾠ
heaping	 ﾠvalue	 ﾠ(Beaman	 ﾠet	 ﾠal.,	 ﾠ2005).	 ﾠ	 ﾠ
It	 ﾠis	 ﾠno	 ﾠsurprise	 ﾠthat	 ﾠthe	 ﾠoccurrence	 ﾠof	 ﾠheaps	 ﾠin	 ﾠthe	 ﾠdata	 ﾠcan	 ﾠseriously	 ﾠaffect	 ﾠsurvey	 ﾠestimates	 ﾠ
such	 ﾠas	 ﾠthe	 ﾠmean	 ﾠnumber	 ﾠof	 ﾠcigarettes	 ﾠsmoked	 ﾠdaily,	 ﾠthe	 ﾠmean	 ﾠnumber	 ﾠof	 ﾠvisits	 ﾠto	 ﾠa	 ﾠGP	 ﾠin	 ﾠthe	 ﾠ
past	 ﾠ12	 ﾠmonths,	 ﾠthe	 ﾠmean	 ﾠtime	 ﾠtaken	 ﾠto	 ﾠwalk	 ﾠto	 ﾠthe	 ﾠnearest	 ﾠgrocery	 ﾠstore,	 ﾠetc.	 ﾠThere	 ﾠhave	 ﾠ
been	 ﾠsome	 ﾠefforts	 ﾠto	 ﾠdevise	 ﾠspecial	 ﾠestimation	 ﾠmethods	 ﾠthat	 ﾠaccount	 ﾠfor	 ﾠthis	 ﾠtype	 ﾠof	 ﾠerror	 ﾠ
(Heitjan	 ﾠand	 ﾠRubin,	 ﾠ1991;	 ﾠPudney,	 ﾠ2008;	 ﾠRoberts	 ﾠand	 ﾠBrewer,	 ﾠ2001;	 ﾠWang	 ﾠand	 ﾠHeitjan,	 ﾠ	 ﾠ 	 ﾠ 	 ﾠ
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2008).	 ﾠThe	 ﾠmain	 ﾠconcern	 ﾠof	 ﾠthis	 ﾠpaper,	 ﾠhowever,	 ﾠis	 ﾠwith	 ﾠthe	 ﾠcauses	 ﾠof	 ﾠheaping	 ﾠrather	 ﾠthan	 ﾠ
statistical	 ﾠremedies	 ﾠwhich	 ﾠcan	 ﾠbe	 ﾠapplied	 ﾠafter	 ﾠthe	 ﾠerror	 ﾠhas	 ﾠalready	 ﾠoccurred.	 ﾠ	 ﾠHeaping	 ﾠis	 ﾠa	 ﾠ
very	 ﾠcommon	 ﾠphenomenon	 ﾠin	 ﾠfields	 ﾠsuch	 ﾠas	 ﾠmedicine,	 ﾠeconomics,	 ﾠsociology	 ﾠand	 ﾠagriculture,	 ﾠ
and	 ﾠapplies	 ﾠto	 ﾠvarious	 ﾠaspects	 ﾠof	 ﾠhuman	 ﾠlife:	 ﾠgestational	 ﾠage,	 ﾠbreastfeeding	 ﾠduration,	 ﾠblood	 ﾠ
pressure,	 ﾠdrug	 ﾠuse,	 ﾠnumber	 ﾠof	 ﾠsexual	 ﾠpartners,	 ﾠcigarettes	 ﾠsmoked,	 ﾠGP/hospital	 ﾠvisits,	 ﾠ
unemployment	 ﾠduration,	 ﾠhousehold	 ﾠincome	 ﾠand	 ﾠexpenditure	 ﾠand	 ﾠeven	 ﾠharvest	 ﾠestimates	 ﾠ
(Beaman	 ﾠet	 ﾠal.,	 ﾠ2005;	 ﾠBrowning	 ﾠet	 ﾠal.,	 ﾠ2003;	 ﾠDenic	 ﾠet	 ﾠal.,	 ﾠ2004;	 ﾠLocker	 ﾠand	 ﾠMason,	 ﾠ2006;	 ﾠ
Pickering,	 ﾠ1992;	 ﾠPudney,	 ﾠ2008).	 ﾠ
3.3  Sources	 ﾠof	 ﾠsatisficing	 ﾠ
So	 ﾠfar,	 ﾠthe	 ﾠdefinition	 ﾠof	 ﾠsatisficing,	 ﾠand	 ﾠempirical	 ﾠmeans	 ﾠof	 ﾠmeasuring	 ﾠit,	 ﾠhave	 ﾠbeen	 ﾠdiscussed,	 ﾠ
but	 ﾠthe	 ﾠexisting	 ﾠresearch	 ﾠin	 ﾠthis	 ﾠarea	 ﾠis	 ﾠalso	 ﾠconcerned	 ﾠwith	 ﾠthe	 ﾠorigins	 ﾠof	 ﾠthe	 ﾠphenomenon.	 ﾠ
Poor	 ﾠdata	 ﾠquality	 ﾠcan	 ﾠbe	 ﾠcaused	 ﾠby	 ﾠmany	 ﾠfactors	 ﾠsuch	 ﾠas	 ﾠbadly	 ﾠdesigned	 ﾠquestionnaires,	 ﾠpoor	 ﾠ
standards	 ﾠof	 ﾠfieldwork,	 ﾠrespondent	 ﾠfatigue	 ﾠor	 ﾠunwillingness	 ﾠ(Blasius	 ﾠand	 ﾠThiessen,	 ﾠ2012).	 ﾠ
These	 ﾠfactors	 ﾠcan	 ﾠbe	 ﾠgrouped	 ﾠinto	 ﾠthree	 ﾠmajor	 ﾠsources	 ﾠof	 ﾠmeasurement	 ﾠerror:	 ﾠthe	 ﾠ
respondent,	 ﾠthe	 ﾠtask	 ﾠand	 ﾠthe	 ﾠinterviewer	 ﾠ(Sudman	 ﾠand	 ﾠBradburn,	 ﾠ1974)	 ﾠand	 ﾠsatisficing	 ﾠcan	 ﾠ
originate	 ﾠfrom	 ﾠall	 ﾠthree.	 ﾠEach	 ﾠof	 ﾠthese	 ﾠis	 ﾠconsidered	 ﾠin	 ﾠturn	 ﾠbelow.	 ﾠ	 ﾠ
3.3.1  The	 ﾠrespondent	 ﾠ
The	 ﾠmeasurement	 ﾠerror	 ﾠintroduced	 ﾠby	 ﾠa	 ﾠrespondent	 ﾠdepends	 ﾠon	 ﾠmany	 ﾠfactors,	 ﾠsuch	 ﾠas	 ﾠ
interest	 ﾠin	 ﾠthe	 ﾠsurvey	 ﾠtopic	 ﾠand	 ﾠmotivation	 ﾠto	 ﾠparticipate,	 ﾠability	 ﾠto	 ﾠinterpret	 ﾠthe	 ﾠquestions	 ﾠ
correctly,	 ﾠmemory,	 ﾠability	 ﾠto	 ﾠestimate	 ﾠthe	 ﾠright	 ﾠanswer	 ﾠor	 ﾠwillingness	 ﾠto	 ﾠshare	 ﾠtrue	 ﾠopinions	 ﾠ
about	 ﾠsurvey	 ﾠtopic.	 ﾠA	 ﾠprimary	 ﾠdeterminant	 ﾠof	 ﾠrespondent-ﾭ‐driven	 ﾠmeasurement	 ﾠerror	 ﾠis	 ﾠthe	 ﾠ
level	 ﾠof	 ﾠcognitive	 ﾠeffort	 ﾠapplied	 ﾠin	 ﾠanswering	 ﾠquestions	 ﾠ(Groves	 ﾠet	 ﾠal.,	 ﾠ2004;	 ﾠNarayan	 ﾠand	 ﾠ
Krosnick,	 ﾠ1996).	 ﾠThe	 ﾠemphasis	 ﾠon	 ﾠachieving	 ﾠa	 ﾠhigh	 ﾠresponse	 ﾠrate	 ﾠmeans	 ﾠthat	 ﾠsometimes	 ﾠ
reluctant	 ﾠand	 ﾠless	 ﾠmotivated	 ﾠrespondents	 ﾠare	 ﾠpersuaded	 ﾠto	 ﾠreply	 ﾠto	 ﾠa	 ﾠsurvey	 ﾠ(Kaminska	 ﾠet	 ﾠal.,	 ﾠ
2011).	 ﾠDue	 ﾠto	 ﾠlow	 ﾠmotivation,	 ﾠthese	 ﾠrespondents	 ﾠmay	 ﾠemploy	 ﾠa	 ﾠrange	 ﾠof	 ﾠsatisficing	 ﾠ
techniques.	 ﾠHowever,	 ﾠKaminska	 ﾠet	 ﾠal.	 ﾠ(2011)	 ﾠshowed	 ﾠthat	 ﾠthe	 ﾠdecrease	 ﾠin	 ﾠquality	 ﾠof	 ﾠanswers	 ﾠ
is	 ﾠmainly	 ﾠattributable	 ﾠto	 ﾠthe	 ﾠlower	 ﾠcognitive	 ﾠskills	 ﾠof	 ﾠ'satisficers'.	 ﾠOppenheimer	 ﾠet	 ﾠal.	 ﾠ(2009)	 ﾠ
compared	 ﾠ'satisficers',	 ﾠthose	 ﾠwho	 ﾠignored	 ﾠthe	 ﾠinstructions	 ﾠin	 ﾠthe	 ﾠquestionnaire	 ﾠto	 ﾠskip	 ﾠthe	 ﾠ
question,	 ﾠwith	 ﾠ‘non-ﾭ‐satisficers'	 ﾠand	 ﾠfound	 ﾠthat	 ﾠthe	 ﾠlatter	 ﾠgroup	 ﾠprovided	 ﾠmore	 ﾠconsistent	 ﾠand	 ﾠ
better	 ﾠquality	 ﾠresponses	 ﾠacross	 ﾠthe	 ﾠquestionnaire.	 ﾠIn	 ﾠaddition,	 ﾠ‘satisficers’	 ﾠtook	 ﾠsignificantly	 ﾠ
less	 ﾠtime	 ﾠto	 ﾠcomplete	 ﾠthe	 ﾠwhole	 ﾠtask	 ﾠwhich,	 ﾠaccording	 ﾠto	 ﾠthe	 ﾠauthors,	 ﾠsuggested	 ﾠthat	 ﾠthey	 ﾠ	 ﾠ
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were	 ﾠless	 ﾠmotivated	 ﾠto	 ﾠdo	 ﾠthe	 ﾠtask	 ﾠand	 ﾠrushed	 ﾠthrough	 ﾠit.	 ﾠThis	 ﾠparticular	 ﾠeffect	 ﾠof	 ﾠsatisficing	 ﾠ
is	 ﾠexplored	 ﾠin	 ﾠmore	 ﾠdetail	 ﾠin	 ﾠPaper	 ﾠ3	 ﾠ(Chapter	 ﾠFour).	 ﾠ	 ﾠ
3.3.2  The	 ﾠtask/instrument	 ﾠ
A	 ﾠnumber	 ﾠof	 ﾠstudies	 ﾠhave	 ﾠfocused	 ﾠon	 ﾠmode	 ﾠof	 ﾠdata	 ﾠcollection	 ﾠto	 ﾠinvestigate	 ﾠwhether	 ﾠdifferent	 ﾠ
modes	 ﾠyield	 ﾠdifferent	 ﾠlevels	 ﾠof	 ﾠsatisficing.	 ﾠThe	 ﾠcomparisons	 ﾠof	 ﾠa	 ﾠComputer	 ﾠAssisted	 ﾠTelephone	 ﾠ
Interviews	 ﾠ(CATI)	 ﾠand	 ﾠweb-ﾭ‐based	 ﾠsurveys	 ﾠyielded	 ﾠcontradictory	 ﾠresults	 ﾠand	 ﾠrevealed	 ﾠthe	 ﾠ
complex	 ﾠnature	 ﾠof	 ﾠinteraction	 ﾠbetween	 ﾠmode	 ﾠof	 ﾠdata	 ﾠcollection	 ﾠand	 ﾠsatisficing.	 ﾠSome	 ﾠresearch	 ﾠ
noted	 ﾠless	 ﾠsatisficing,	 ﾠexpressed	 ﾠas	 ﾠnon-ﾭ‐differentiation,	 ﾠin	 ﾠweb	 ﾠsurveys	 ﾠthan	 ﾠin	 ﾠCATI.	 ﾠIt	 ﾠwas	 ﾠ
discovered	 ﾠthat	 ﾠrespondents	 ﾠwith	 ﾠlower	 ﾠcognitive	 ﾠskills,	 ﾠjudged	 ﾠby	 ﾠtheir	 ﾠschool	 ﾠtests,	 ﾠ
responded	 ﾠbetter	 ﾠto	 ﾠthe	 ﾠvisual	 ﾠfeatures	 ﾠof	 ﾠa	 ﾠweb	 ﾠsurvey	 ﾠ(Chang	 ﾠand	 ﾠKrosnick,	 ﾠ2010).	 ﾠ
However,	 ﾠan	 ﾠearlier	 ﾠstudy	 ﾠby	 ﾠFricker	 ﾠet	 ﾠal.	 ﾠ(2005)	 ﾠshowed	 ﾠthat	 ﾠthat	 ﾠweb	 ﾠsurvey	 ﾠrespondents	 ﾠ
differentiated	 ﾠless	 ﾠon	 ﾠa	 ﾠrange	 ﾠof	 ﾠitems	 ﾠcomparing	 ﾠto	 ﾠCATI	 ﾠrespondents,	 ﾠpossibly	 ﾠbecause	 ﾠthey	 ﾠ
were	 ﾠpresented	 ﾠto	 ﾠthem	 ﾠin	 ﾠa	 ﾠgrid	 ﾠformat.	 ﾠThe	 ﾠbroad	 ﾠeffects	 ﾠof	 ﾠquestion	 ﾠpresentation	 ﾠand	 ﾠ
questionnaire	 ﾠvisualisation	 ﾠon	 ﾠdata	 ﾠquality	 ﾠhave	 ﾠalso	 ﾠbeen	 ﾠinvestigated	 ﾠby	 ﾠothers	 ﾠ(Couper,	 ﾠ
2009;	 ﾠCouper	 ﾠand	 ﾠKreuter,	 ﾠ2010;	 ﾠFuchs,	 ﾠ2009).	 ﾠ
Web	 ﾠsurveys	 ﾠmay	 ﾠalso	 ﾠattract	 ﾠmore	 ﾠsatisficing,	 ﾠhigher	 ﾠprevalence	 ﾠof	 ﾠ‘Don’t	 ﾠknow’,	 ﾠnon-ﾭ‐
differentiation	 ﾠand	 ﾠmore	 ﾠitem	 ﾠnonresponse	 ﾠthan	 ﾠface-ﾭ‐to-ﾭ‐face	 ﾠinterviews	 ﾠ(Heerwegh	 ﾠand	 ﾠ
Loosveldt,	 ﾠ2008).	 ﾠ	 ﾠHolbrook	 ﾠet	 ﾠal.	 ﾠ(2003)	 ﾠcompared	 ﾠtelephone	 ﾠinterviews	 ﾠwith	 ﾠface-ﾭ‐to-ﾭ‐face	 ﾠ
interviews	 ﾠand	 ﾠdiscovered	 ﾠthat	 ﾠCATI	 ﾠmethods	 ﾠgenerated	 ﾠmore	 ﾠsatisficing	 ﾠmeasured	 ﾠas	 ﾠthe	 ﾠ
prevalence	 ﾠof	 ﾠchoosing	 ﾠthe	 ﾠ‘no	 ﾠopinion’	 ﾠresponse	 ﾠand	 ﾠnon-ﾭ‐differentiation	 ﾠon	 ﾠa	 ﾠbattery	 ﾠof	 ﾠ
questions.	 ﾠThe	 ﾠmode	 ﾠof	 ﾠdata	 ﾠcollection	 ﾠis	 ﾠclosely	 ﾠrelated	 ﾠto	 ﾠrespondents’	 ﾠbehaviour,	 ﾠas	 ﾠself-ﾭ‐
administered	 ﾠinstruments	 ﾠgenerate	 ﾠless	 ﾠmotivation	 ﾠin	 ﾠrespondents	 ﾠthan	 ﾠmethods	 ﾠusing	 ﾠan	 ﾠ
interviewer.	 ﾠLow	 ﾠmotivation	 ﾠcan	 ﾠdecrease	 ﾠthe	 ﾠreliability	 ﾠof	 ﾠrespondents’	 ﾠanswers	 ﾠby	 ﾠ
decreasing	 ﾠaccountability	 ﾠand	 ﾠencourage	 ﾠsatisficing	 ﾠ(Fricker	 ﾠet	 ﾠal.,	 ﾠ2005;	 ﾠLelkes	 ﾠet	 ﾠal.,	 ﾠ2012).	 ﾠ
However,	 ﾠthe	 ﾠanonymity	 ﾠof	 ﾠself-ﾭ‐administered	 ﾠmethods	 ﾠis	 ﾠthought	 ﾠto	 ﾠreduce	 ﾠerrors	 ﾠwhich	 ﾠ
arise	 ﾠdue	 ﾠto	 ﾠsocial	 ﾠdesirability	 ﾠbias	 ﾠ(Kreuter	 ﾠet	 ﾠal.,	 ﾠ2009).	 ﾠ
There	 ﾠare	 ﾠalso	 ﾠaspects	 ﾠof	 ﾠquestionnaire	 ﾠdesign	 ﾠthat	 ﾠmay	 ﾠencourage	 ﾠsatisficing	 ﾠbehaviour;	 ﾠfor	 ﾠ
example,	 ﾠthe	 ﾠexplicit	 ﾠavailability	 ﾠof	 ﾠa	 ﾠ‘No	 ﾠopinion’	 ﾠresponse	 ﾠoption	 ﾠmay	 ﾠencourage	 ﾠ
respondents	 ﾠto	 ﾠselect	 ﾠit	 ﾠ(Krosnick	 ﾠet	 ﾠal.,	 ﾠ2002).	 ﾠAmbiguity	 ﾠin	 ﾠquestion	 ﾠwording	 ﾠmay	 ﾠalso	 ﾠ
seriously	 ﾠimpact	 ﾠsurvey	 ﾠdata	 ﾠquality	 ﾠand	 ﾠencourage	 ﾠsatisficing	 ﾠby	 ﾠrequiring	 ﾠmore	 ﾠcognitive	 ﾠ
effort	 ﾠto	 ﾠformulate	 ﾠan	 ﾠanswer	 ﾠ(Belson,	 ﾠ1981;	 ﾠFowler,	 ﾠ1992).	 ﾠIncreased	 ﾠtask	 ﾠdifficulty,	 ﾠsuch	 ﾠas	 ﾠ
detailed	 ﾠquestions	 ﾠabout	 ﾠvarious	 ﾠincome	 ﾠsources,	 ﾠcan	 ﾠtrigger	 ﾠsatisficing	 ﾠbehaviour	 ﾠstrategies	 ﾠ
(Krosnick	 ﾠet	 ﾠal.,	 ﾠ1996).	 ﾠLong	 ﾠquestionnaires	 ﾠmay	 ﾠresult	 ﾠin	 ﾠfatigue	 ﾠfor	 ﾠthe	 ﾠrespondent	 ﾠand	 ﾠ
decrease	 ﾠin	 ﾠmotivation,	 ﾠleading	 ﾠto	 ﾠsatisficing	 ﾠ(Yan	 ﾠand	 ﾠTourangeau,	 ﾠ2008).	 ﾠ	 ﾠ	 ﾠ 	 ﾠ 	 ﾠ
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3.3.3  The	 ﾠinterviewer	 ﾠ
The	 ﾠinterviewer	 ﾠcan	 ﾠintroduce	 ﾠmeasurement	 ﾠerror	 ﾠin	 ﾠa	 ﾠnumber	 ﾠof	 ﾠways:	 ﾠthrough	 ﾠthe	 ﾠlevel	 ﾠof	 ﾠ
assistance	 ﾠgiven	 ﾠto	 ﾠthe	 ﾠrespondent,	 ﾠthrough	 ﾠthe	 ﾠway	 ﾠquestions	 ﾠare	 ﾠread	 ﾠout	 ﾠand	 ﾠthrough	 ﾠthe	 ﾠ
effect	 ﾠof	 ﾠinterviewer	 ﾠcharacteristics	 ﾠon	 ﾠthe	 ﾠinteraction	 ﾠwith	 ﾠthe	 ﾠrespondent	 ﾠ(Groves	 ﾠet	 ﾠal.,	 ﾠ
2009).	 ﾠThere	 ﾠare	 ﾠcertain	 ﾠtypes	 ﾠof	 ﾠinterviewer	 ﾠbehaviour	 ﾠthat	 ﾠcan	 ﾠaffect	 ﾠthe	 ﾠquality	 ﾠof	 ﾠthe	 ﾠdata	 ﾠ
such	 ﾠas	 ﾠadaptation	 ﾠof	 ﾠquestions	 ﾠfor	 ﾠthe	 ﾠrespondent,	 ﾠinattentiveness	 ﾠor	 ﾠhinting	 ﾠto	 ﾠclarify	 ﾠan	 ﾠ
appropriate	 ﾠresponse	 ﾠ(Van	 ﾠder	 ﾠZouwen	 ﾠand	 ﾠDijkstra,	 ﾠ1988).	 ﾠEven	 ﾠthe	 ﾠmere	 ﾠpresence	 ﾠof	 ﾠthe	 ﾠ
interviewer	 ﾠmay	 ﾠtrigger	 ﾠa	 ﾠsocial	 ﾠdesirability	 ﾠeffect,	 ﾠwhereby	 ﾠthe	 ﾠrespondent	 ﾠtries	 ﾠto	 ﾠappear	 ﾠin	 ﾠ
the	 ﾠbest	 ﾠlight	 ﾠgiven	 ﾠthe	 ﾠcharacteristics	 ﾠof	 ﾠthe	 ﾠinterviewer	 ﾠ(DeMaio,	 ﾠ1984).	 ﾠFowler	 ﾠand	 ﾠ
Mangione	 ﾠ(1990)	 ﾠcontend	 ﾠthat	 ﾠsome	 ﾠof	 ﾠthe	 ﾠmeasurement	 ﾠerror	 ﾠintroduced	 ﾠby	 ﾠthe	 ﾠinterviewer	 ﾠ
can	 ﾠbe	 ﾠavoided	 ﾠby	 ﾠstandardisation	 ﾠof	 ﾠthe	 ﾠinterviewer’s	 ﾠwork.	 ﾠ	 ﾠ
Although,	 ﾠgenerally,	 ﾠthe	 ﾠinterviewer	 ﾠeffect	 ﾠis	 ﾠa	 ﾠwell	 ﾠresearched	 ﾠtopic	 ﾠ(Catania	 ﾠet	 ﾠal.,	 ﾠ1996;	 ﾠ
Olson	 ﾠand	 ﾠBilgen,	 ﾠ2011;	 ﾠOlson	 ﾠand	 ﾠPeytchev,	 ﾠ2007;	 ﾠReinecke	 ﾠand	 ﾠSchmidt,	 ﾠ1993;	 ﾠSmit	 ﾠet	 ﾠal.,	 ﾠ
1997),	 ﾠthe	 ﾠinterviewer	 ﾠas	 ﾠthe	 ﾠsource	 ﾠof	 ﾠsatisficing	 ﾠis	 ﾠless	 ﾠwell	 ﾠresearched	 ﾠcompared	 ﾠto	 ﾠthe	 ﾠ
respondent	 ﾠand	 ﾠthe	 ﾠinstrument.	 ﾠMoreover,	 ﾠstudies	 ﾠon	 ﾠinterviewer	 ﾠeffect	 ﾠare	 ﾠmostly	 ﾠ
concerned	 ﾠwith	 ﾠthe	 ﾠextent	 ﾠto	 ﾠwhich	 ﾠvariance	 ﾠof	 ﾠsurvey	 ﾠestimates	 ﾠcan	 ﾠbe	 ﾠattributed	 ﾠto	 ﾠ
interviewers	 ﾠand	 ﾠthen	 ﾠexplained	 ﾠby	 ﾠtheir	 ﾠcharacteristics	 ﾠsuch	 ﾠas	 ﾠprior	 ﾠexpectations	 ﾠof	 ﾠthe	 ﾠ
response	 ﾠ(Clarke	 ﾠet	 ﾠal.,	 ﾠ2003;	 ﾠSinger	 ﾠand	 ﾠKohnke-ﾭ‐Aguirre,	 ﾠ1977;	 ﾠSudman	 ﾠet	 ﾠal.,	 ﾠ1977);	 ﾠ
experience	 ﾠ(Olson	 ﾠand	 ﾠPeytchev,	 ﾠ2007);	 ﾠand	 ﾠdemographic	 ﾠcharacteristics	 ﾠ(Pickery	 ﾠet	 ﾠal.,	 ﾠ
2001;	 ﾠSinger	 ﾠet	 ﾠal.,	 ﾠ1983).	 ﾠWhile	 ﾠthese	 ﾠstudies	 ﾠmake	 ﾠuse	 ﾠof	 ﾠrich	 ﾠinformation	 ﾠon	 ﾠinterviewers,	 ﾠ
they	 ﾠare	 ﾠnot	 ﾠspecifically	 ﾠconcerned	 ﾠwith	 ﾠsatisficing.	 ﾠHypotheses	 ﾠposed	 ﾠin	 ﾠthis	 ﾠpaper	 ﾠemploy	 ﾠ
various	 ﾠinterviewers’	 ﾠcharacteristics	 ﾠand	 ﾠuse	 ﾠthem	 ﾠspecifically	 ﾠto	 ﾠbetter	 ﾠunderstand	 ﾠthis	 ﾠ
particular	 ﾠcause	 ﾠfor	 ﾠmeasurement	 ﾠerror.	 ﾠ	 ﾠ
Interviewers’	 ﾠattitudes	 ﾠtowards	 ﾠinterviewing	 ﾠhave	 ﾠbeen	 ﾠused	 ﾠin	 ﾠresearch	 ﾠon	 ﾠnonresponse	 ﾠand	 ﾠ
cooperation	 ﾠrates	 ﾠachieved	 ﾠby	 ﾠinterviewers	 ﾠ(Jäckle	 ﾠet	 ﾠal.,	 ﾠ2011).	 ﾠIt	 ﾠhas	 ﾠbeen	 ﾠfound	 ﾠthat	 ﾠ
interviewers	 ﾠwho	 ﾠbelieve	 ﾠthat	 ﾠthe	 ﾠrefusal	 ﾠshould	 ﾠnot	 ﾠbe	 ﾠaccepted	 ﾠwere	 ﾠmore	 ﾠsuccessful	 ﾠin	 ﾠ
obtaining	 ﾠan	 ﾠinterview.	 ﾠIn	 ﾠthe	 ﾠcontext	 ﾠof	 ﾠmeasurement	 ﾠerror	 ﾠLipps	 ﾠ(2007)	 ﾠused	 ﾠa	 ﾠmultilevel	 ﾠ
model	 ﾠto	 ﾠassess	 ﾠthe	 ﾠeffect	 ﾠof	 ﾠa	 ﾠrange	 ﾠof	 ﾠinterviewer	 ﾠand	 ﾠrespondent	 ﾠvariables	 ﾠon	 ﾠdata	 ﾠquality.	 ﾠ
He	 ﾠoperationalised	 ﾠdata	 ﾠquality	 ﾠusing	 ﾠa	 ﾠrange	 ﾠof	 ﾠmeasures,	 ﾠincluding	 ﾠa	 ﾠsocial	 ﾠdesirability	 ﾠ
index	 ﾠand	 ﾠnonresponse	 ﾠto	 ﾠan	 ﾠincome	 ﾠquestion	 ﾠas	 ﾠwell	 ﾠas	 ﾠindicators	 ﾠof	 ﾠsatisficing	 ﾠsuch	 ﾠas	 ﾠthe	 ﾠ
prevalence	 ﾠof	 ﾠ‘Don’t	 ﾠknow’	 ﾠor	 ﾠ‘No	 ﾠopinion’	 ﾠanswers,	 ﾠextreme	 ﾠcategory	 ﾠresponses	 ﾠand	 ﾠnon-ﾭ‐
differentiation.	 ﾠAmong	 ﾠmany	 ﾠinterviewers’	 ﾠcharacteristics,	 ﾠhe	 ﾠalso	 ﾠincluded	 ﾠa	 ﾠmeasure	 ﾠof	 ﾠ
interviewers’	 ﾠwillingness	 ﾠto	 ﾠdisclose	 ﾠtheir	 ﾠown	 ﾠincome	 ﾠand	 ﾠtheir	 ﾠwillingness	 ﾠto	 ﾠparticipate	 ﾠin	 ﾠ
a	 ﾠsimilar	 ﾠsurveys	 ﾠin	 ﾠthe	 ﾠfuture.	 ﾠBoth	 ﾠvariables	 ﾠturned	 ﾠout	 ﾠto	 ﾠbe	 ﾠinsignificant	 ﾠin	 ﾠexplaining	 ﾠthe	 ﾠ	 ﾠ
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interviewers’	 ﾠeffect	 ﾠon	 ﾠdata	 ﾠquality	 ﾠindicators.	 ﾠ	 ﾠHowever,	 ﾠthe	 ﾠresults	 ﾠpresented	 ﾠin	 ﾠPaper	 ﾠOne	 ﾠ
(Chapter	 ﾠTwo)	 ﾠin	 ﾠthis	 ﾠthesis	 ﾠhave	 ﾠshown	 ﾠthat	 ﾠthe	 ﾠinterviewer’s	 ﾠdetermination	 ﾠto	 ﾠsecure	 ﾠan	 ﾠ
interview	 ﾠplays	 ﾠa	 ﾠsignificant	 ﾠrole	 ﾠin	 ﾠexplaining	 ﾠsome	 ﾠof	 ﾠthe	 ﾠinterviewer-ﾭ‐related	 ﾠvariance	 ﾠ
introduced	 ﾠinto	 ﾠthe	 ﾠsurvey	 ﾠestimates.	 ﾠHence,	 ﾠthe	 ﾠfirst	 ﾠhypothesis	 ﾠposed	 ﾠand	 ﾠtested	 ﾠin	 ﾠthis	 ﾠ
paper	 ﾠis	 ﾠthat	 ﾠinterviewers’	 ﾠattitudes	 ﾠtowards	 ﾠinterviewing,	 ﾠsuch	 ﾠas	 ﾠaccepting	 ﾠa	 ﾠrefusal	 ﾠor	 ﾠ
respecting	 ﾠthe	 ﾠprivacy	 ﾠof	 ﾠa	 ﾠrespondent,	 ﾠare	 ﾠcorrelated	 ﾠwith	 ﾠtheir	 ﾠrespondents’	 ﾠpropensity	 ﾠto	 ﾠ
satisfice.	 ﾠ	 ﾠ
Dijkstra	 ﾠ(1987)	 ﾠfound	 ﾠthat	 ﾠif	 ﾠa	 ﾠmore	 ﾠ‘personal’	 ﾠor	 ﾠconversational	 ﾠstyle	 ﾠof	 ﾠinterviewing	 ﾠis	 ﾠ
employed	 ﾠby	 ﾠthe	 ﾠinterviewer	 ﾠthen	 ﾠthe	 ﾠrespondent	 ﾠis	 ﾠmore	 ﾠmotivated	 ﾠand	 ﾠmakes	 ﾠmore	 ﾠeffort	 ﾠ
to	 ﾠanswer	 ﾠthe	 ﾠquestions	 ﾠthan	 ﾠif	 ﾠa	 ﾠmore	 ﾠ‘formal’	 ﾠstyle	 ﾠis	 ﾠused.	 ﾠHowever,	 ﾠthose	 ﾠinterviewed	 ﾠ
using	 ﾠa	 ﾠpersonal	 ﾠstyle	 ﾠwere	 ﾠmore	 ﾠprone	 ﾠto	 ﾠproviding	 ﾠsocially	 ﾠdesirable	 ﾠresponses	 ﾠand	 ﾠcould	 ﾠ
be	 ﾠmore	 ﾠprone	 ﾠto	 ﾠsatisficing	 ﾠas	 ﾠwell.	 ﾠThis	 ﾠmore	 ﾠpersonal	 ﾠstyle	 ﾠof	 ﾠinterviewing	 ﾠmay	 ﾠstem	 ﾠfrom	 ﾠ
interviewers’	 ﾠparticular	 ﾠpersonality	 ﾠtraits	 ﾠsuch	 ﾠas	 ﾠopenness,	 ﾠextraversion	 ﾠor	 ﾠflexibility.	 ﾠFor	 ﾠ
that	 ﾠreason,	 ﾠthe	 ﾠsecond	 ﾠhypothesis	 ﾠposed	 ﾠin	 ﾠthis	 ﾠpaper	 ﾠis	 ﾠthat	 ﾠinterviewers’	 ﾠpersonality	 ﾠtraits	 ﾠ
and	 ﾠskills	 ﾠare	 ﾠcorrelated	 ﾠwith	 ﾠtheir	 ﾠrespondents’	 ﾠpropensity	 ﾠto	 ﾠsatisfice.	 ﾠ
The	 ﾠresearch	 ﾠpresented	 ﾠin	 ﾠChapter	 ﾠTwo	 ﾠ(Paper	 ﾠOne)	 ﾠshowed	 ﾠthat	 ﾠthe	 ﾠdegree	 ﾠof	 ﾠvariability	 ﾠ
introduced	 ﾠinto	 ﾠsurvey	 ﾠestimates	 ﾠby	 ﾠinterviewers	 ﾠdepends	 ﾠon	 ﾠtheir	 ﾠcharacteristics.	 ﾠFor	 ﾠ
example,	 ﾠinterviewers	 ﾠwith	 ﾠmore	 ﾠspecific	 ﾠsurvey	 ﾠexperience	 ﾠintroduce	 ﾠless	 ﾠvariability	 ﾠthan	 ﾠ
interviewers	 ﾠwith	 ﾠvery	 ﾠlittle	 ﾠexperience	 ﾠwith	 ﾠthe	 ﾠsame	 ﾠsurvey.	 ﾠIn	 ﾠthe	 ﾠLipps’	 ﾠstudy	 ﾠ(2007),	 ﾠ
basic	 ﾠinterviewer	 ﾠcharacteristics	 ﾠsuch	 ﾠas	 ﾠgender,	 ﾠmother	 ﾠtongue,	 ﾠeducation	 ﾠstatus	 ﾠand	 ﾠage	 ﾠ
were	 ﾠused	 ﾠto	 ﾠpredict	 ﾠthe	 ﾠdata	 ﾠquality	 ﾠindicators.	 ﾠLipps	 ﾠfound	 ﾠthat	 ﾠsmall	 ﾠproportions	 ﾠof	 ﾠthe	 ﾠ
total	 ﾠvariance	 ﾠin	 ﾠthe	 ﾠdata	 ﾠquality	 ﾠindicators	 ﾠwere	 ﾠattributable	 ﾠto	 ﾠinterviewers	 ﾠ–	 ﾠ5%	 ﾠof	 ﾠthe	 ﾠ
total	 ﾠvariance	 ﾠin	 ﾠextreme	 ﾠcategory	 ﾠusage	 ﾠand	 ﾠ10%	 ﾠfor	 ﾠincome	 ﾠnonresponse.	 ﾠHowever,	 ﾠof	 ﾠthe	 ﾠ
interviewer	 ﾠcharacteristics	 ﾠhe	 ﾠexamined,	 ﾠonly	 ﾠinterviewers’	 ﾠexperience	 ﾠwas	 ﾠstatistically	 ﾠ
significant	 ﾠin	 ﾠexplaining	 ﾠthis	 ﾠvariability.	 ﾠThose	 ﾠwho	 ﾠconducted	 ﾠmore	 ﾠinterviews	 ﾠhad	 ﾠa	 ﾠhigher	 ﾠ
rate	 ﾠof	 ﾠincome	 ﾠnonresponse	 ﾠ(Lipps,	 ﾠ2007).	 ﾠSimilar	 ﾠresults	 ﾠwere	 ﾠobserved	 ﾠin	 ﾠa	 ﾠstudy	 ﾠthat	 ﾠ
investigated	 ﾠthe	 ﾠrole	 ﾠof	 ﾠinterviewers	 ﾠon	 ﾠsatisficing	 ﾠand	 ﾠfocused	 ﾠon	 ﾠacquiescence	 ﾠrates	 ﾠand	 ﾠ
how	 ﾠthese	 ﾠvary	 ﾠbetween	 ﾠvery	 ﾠinexperienced	 ﾠinterviewers	 ﾠand	 ﾠinterviewers	 ﾠwith	 ﾠsurvey-ﾭ‐
specific	 ﾠexperience	 ﾠ(Olson	 ﾠand	 ﾠBilgen,	 ﾠ2011).	 ﾠRespondents’	 ﾠeducation	 ﾠturned	 ﾠout	 ﾠto	 ﾠbe	 ﾠa	 ﾠ
significant	 ﾠpredictor	 ﾠof	 ﾠtheir	 ﾠacquiescence	 ﾠpropensity,	 ﾠbut	 ﾠinterviewers’	 ﾠsurvey-ﾭ‐specific	 ﾠ
experience	 ﾠexplained	 ﾠmore	 ﾠacquiescence	 ﾠvariance	 ﾠthan	 ﾠrespondents’	 ﾠeducation.	 ﾠResults	 ﾠfrom	 ﾠ
this	 ﾠresearch	 ﾠinform	 ﾠthe	 ﾠthird	 ﾠhypothesis	 ﾠthat	 ﾠinterviewers’	 ﾠdemographic	 ﾠcharacteristics	 ﾠare	 ﾠ
correlated	 ﾠwith	 ﾠtheir	 ﾠrespondents’	 ﾠpropensity	 ﾠto	 ﾠsatisfice.	 ﾠ	 ﾠ 	 ﾠ 	 ﾠ
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The	 ﾠfact	 ﾠthat	 ﾠinterviewers	 ﾠcan	 ﾠaffect	 ﾠa	 ﾠrespondent’s	 ﾠmotivation	 ﾠsuggests	 ﾠby	 ﾠimplication	 ﾠthat	 ﾠ
interviewers	 ﾠcan	 ﾠaffect	 ﾠthe	 ﾠsatisficing	 ﾠbehaviour	 ﾠof	 ﾠrespondents.	 ﾠThe	 ﾠmajority	 ﾠof	 ﾠresearch	 ﾠon	 ﾠ
satisficing	 ﾠfocuses	 ﾠeither	 ﾠon	 ﾠrespondents	 ﾠor	 ﾠon	 ﾠthe	 ﾠinterview	 ﾠtask	 ﾠwhere	 ﾠboth	 ﾠquestionnaire	 ﾠ
and	 ﾠmode	 ﾠof	 ﾠdata	 ﾠcollection	 ﾠare	 ﾠconsidered.	 ﾠStudies	 ﾠthat	 ﾠconsider	 ﾠthe	 ﾠinterviewer’s	 ﾠrole	 ﾠin	 ﾠ
satisficing	 ﾠuse	 ﾠonly	 ﾠbasic	 ﾠinformation	 ﾠon	 ﾠinterviewers	 ﾠand	 ﾠnone	 ﾠof	 ﾠthem	 ﾠuse	 ﾠmeasures	 ﾠof	 ﾠ
interviewers’	 ﾠown	 ﾠsatisficing	 ﾠbehaviour	 ﾠ(Lipps,	 ﾠ2007;	 ﾠOlson	 ﾠand	 ﾠBilgen,	 ﾠ2011;	 ﾠOlson	 ﾠand	 ﾠ
Peytchev,	 ﾠ2007).	 ﾠSome	 ﾠstudies	 ﾠon	 ﾠsuggestive	 ﾠinterviewing	 ﾠstyle	 ﾠshow	 ﾠthat	 ﾠit	 ﾠcan	 ﾠskew	 ﾠthe	 ﾠ
survey	 ﾠresults	 ﾠby	 ﾠaffecting	 ﾠthe	 ﾠresponse	 ﾠin	 ﾠthe	 ﾠchosen	 ﾠdirection,	 ﾠeven	 ﾠwhen	 ﾠthis	 ﾠis	 ﾠnot	 ﾠ
intended	 ﾠ(Smit	 ﾠet	 ﾠal.,	 ﾠ1997;	 ﾠClarke	 ﾠet	 ﾠal.,	 ﾠ2003)	 ﾠbut	 ﾠthey	 ﾠdo	 ﾠnot	 ﾠaddress	 ﾠthe	 ﾠquestion	 ﾠof	 ﾠhow	 ﾠ
the	 ﾠinterviewers’	 ﾠown	 ﾠresponse	 ﾠstyles	 ﾠmight	 ﾠplay	 ﾠa	 ﾠrole	 ﾠin	 ﾠthis	 ﾠprocess.	 ﾠThe	 ﾠfinal	 ﾠhypothesis	 ﾠ
posed	 ﾠin	 ﾠthis	 ﾠstudy	 ﾠis	 ﾠthat	 ﾠinterviewers’	 ﾠown	 ﾠpropensity	 ﾠto	 ﾠsatisfice	 ﾠis	 ﾠpositively	 ﾠcorrelated	 ﾠ
with	 ﾠtheir	 ﾠrespondents’	 ﾠpropensity	 ﾠto	 ﾠsatisfice.	 ﾠ
3.4  Data	 ﾠ
The	 ﾠdata	 ﾠused	 ﾠin	 ﾠthis	 ﾠstudy	 ﾠcame	 ﾠfrom	 ﾠthree	 ﾠdifferent	 ﾠsources:	 ﾠthe	 ﾠNational	 ﾠTravel	 ﾠSurvey	 ﾠ
(NTS)	 ﾠdata	 ﾠcollected	 ﾠbetween	 ﾠ2002	 ﾠand	 ﾠ2008,	 ﾠgeographical	 ﾠarea	 ﾠcharacteristics	 ﾠat	 ﾠthe	 ﾠMiddle	 ﾠ
Layer	 ﾠSuper	 ﾠOutput	 ﾠArea	 ﾠ(MSOA)	 ﾠlevel	 ﾠand	 ﾠadministrative	 ﾠinformation	 ﾠon	 ﾠinterviewers	 ﾠ
supplemented	 ﾠby	 ﾠmore	 ﾠdetailed	 ﾠinformation	 ﾠcoming	 ﾠfrom	 ﾠthe	 ﾠ‘Who	 ﾠis	 ﾠbehind	 ﾠthe	 ﾠNatCen	 ﾠID	 ﾠ
card?’	 ﾠsurvey.	 ﾠ	 ﾠThese	 ﾠsources	 ﾠare	 ﾠdescribed	 ﾠin	 ﾠdetail	 ﾠin	 ﾠChapter	 ﾠ1	 ﾠin	 ﾠSection	 ﾠ1.5.	 ﾠThe	 ﾠmain	 ﾠ
dataset	 ﾠused	 ﾠin	 ﾠthis	 ﾠstudy	 ﾠcontains	 ﾠ29,569	 ﾠrespondents	 ﾠfrom	 ﾠEngland,	 ﾠwho	 ﾠare	 ﾠnested	 ﾠwithin	 ﾠ
3,594	 ﾠMSOA	 ﾠareas	 ﾠand	 ﾠwere	 ﾠinterviewed	 ﾠby	 ﾠ400	 ﾠinterviewers.	 ﾠ	 ﾠ
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3.5  Measures	 ﾠ
The	 ﾠfirst	 ﾠhypothesis	 ﾠstates	 ﾠthat	 ﾠinterviewers’	 ﾠattitudes	 ﾠtowards	 ﾠinterviewing	 ﾠare	 ﾠcorrelated	 ﾠ
with	 ﾠtheir	 ﾠrespondents’	 ﾠpropensity	 ﾠto	 ﾠsatisfice.	 ﾠThe	 ﾠinterviewers’	 ﾠattitudes	 ﾠtowards	 ﾠ
interviewing	 ﾠwere	 ﾠmeasured	 ﾠusing	 ﾠthe	 ﾠ‘Persuading	 ﾠrespondents’	 ﾠsection	 ﾠfrom	 ﾠthe	 ﾠ‘Who	 ﾠis	 ﾠ
behind	 ﾠthe	 ﾠNatCen	 ﾠID	 ﾠcard?’	 ﾠinterviewer	 ﾠsurvey.	 ﾠThis	 ﾠsection	 ﾠconsisted	 ﾠof	 ﾠseven	 ﾠfour-ﾭ‐point	 ﾠ
Likert	 ﾠscale	 ﾠquestions	 ﾠ(1	 ﾠ–	 ﾠStrongly	 ﾠAgree;	 ﾠ4	 ﾠ–	 ﾠStrongly	 ﾠDisagree)	 ﾠas	 ﾠfollows:	 ﾠ	 ﾠ
•  Reluctant	 ﾠrespondents	 ﾠshould	 ﾠalways	 ﾠbe	 ﾠpersuaded	 ﾠto	 ﾠparticipate.	 ﾠ
•  With	 ﾠenough	 ﾠeffort,	 ﾠeven	 ﾠthe	 ﾠmost	 ﾠreluctant	 ﾠrespondent	 ﾠcan	 ﾠbe	 ﾠpersuaded	 ﾠto	 ﾠ
participate.	 ﾠ
•  An	 ﾠinterviewer	 ﾠshould	 ﾠrespect	 ﾠthe	 ﾠprivacy	 ﾠof	 ﾠthe	 ﾠrespondent.	 ﾠ
•  If	 ﾠa	 ﾠrespondent	 ﾠis	 ﾠreluctant,	 ﾠa	 ﾠrefusal	 ﾠshould	 ﾠbe	 ﾠaccepted.	 ﾠ
•  One	 ﾠshould	 ﾠalways	 ﾠemphasize	 ﾠthe	 ﾠvoluntary	 ﾠnature	 ﾠof	 ﾠparticipation.	 ﾠ
•  It	 ﾠdoes	 ﾠnot	 ﾠmake	 ﾠsense	 ﾠto	 ﾠcontact	 ﾠreluctant	 ﾠtarget	 ﾠpersons	 ﾠrepeatedly.	 ﾠ
•  If	 ﾠyou	 ﾠcatch	 ﾠthem	 ﾠat	 ﾠthe	 ﾠright	 ﾠtime,	 ﾠmost	 ﾠpeople	 ﾠwill	 ﾠagree	 ﾠto	 ﾠparticipate.	 ﾠ
•  Respondents	 ﾠpersuaded	 ﾠafter	 ﾠgreat	 ﾠeffort	 ﾠdo	 ﾠnot	 ﾠprovide	 ﾠreliable	 ﾠanswers.	 ﾠ	 ﾠ
These	 ﾠitems	 ﾠdo	 ﾠnot	 ﾠform	 ﾠa	 ﾠreliable	 ﾠscale	 ﾠor	 ﾠscales	 ﾠas	 ﾠjudged	 ﾠby	 ﾠtheir	 ﾠCronbach’s	 ﾠAlpha	 ﾠ
coefficient(s),	 ﾠhence	 ﾠthey	 ﾠwere	 ﾠtreated	 ﾠas	 ﾠseparate	 ﾠcontinuous	 ﾠmeasures	 ﾠof	 ﾠinterviewers’	 ﾠ
attitudes	 ﾠtowards	 ﾠinterviewing	 ﾠ(Jäckle	 ﾠet	 ﾠal.,	 ﾠ2011).	 ﾠ	 ﾠ
The	 ﾠsecond	 ﾠhypothesis	 ﾠis	 ﾠthat	 ﾠinterviewer	 ﾠpersonality	 ﾠtraits	 ﾠand	 ﾠskills	 ﾠare	 ﾠcorrelated	 ﾠwith	 ﾠ
their	 ﾠrespondents’	 ﾠpropensity	 ﾠto	 ﾠsatisfice.	 ﾠThe	 ﾠinterviewer	 ﾠsurvey	 ﾠcovered	 ﾠa	 ﾠrange	 ﾠof	 ﾠ
personality	 ﾠtraits	 ﾠand	 ﾠspecific	 ﾠskills:	 ﾠagreeableness,	 ﾠconscientiousness,	 ﾠextraversion,	 ﾠ
neuroticism,	 ﾠopenness,	 ﾠability	 ﾠto	 ﾠpick	 ﾠup	 ﾠcues,	 ﾠempathy,	 ﾠreading	 ﾠother	 ﾠpeople,	 ﾠtime	 ﾠ
management,	 ﾠproblem	 ﾠsolving/reasoning,	 ﾠpersuasion,	 ﾠnonverbal	 ﾠcommunication	 ﾠand	 ﾠmany	 ﾠ
others.	 ﾠDimension	 ﾠreduction	 ﾠmethods	 ﾠwere	 ﾠemployed	 ﾠto	 ﾠcompute	 ﾠpersonality	 ﾠtraits	 ﾠ
measures.	 ﾠPrincipal	 ﾠComponent	 ﾠAnalysis	 ﾠ(PCA)	 ﾠwith	 ﾠDirect	 ﾠOblimin	 ﾠrotation	 ﾠwas	 ﾠused,	 ﾠas	 ﾠ
personality	 ﾠtraits	 ﾠare	 ﾠrarely	 ﾠindependent.	 ﾠFactor	 ﾠscores	 ﾠwere	 ﾠsaved	 ﾠusing	 ﾠthe	 ﾠAnderson-ﾭ‐
Rubin	 ﾠmethod	 ﾠand	 ﾠeach	 ﾠscale	 ﾠhad	 ﾠa	 ﾠCronbach’s	 ﾠAlpha	 ﾠcoefficient	 ﾠlarger	 ﾠthan	 ﾠ0.7.	 ﾠThe	 ﾠ
interviewers’	 ﾠpersonality	 ﾠtraits	 ﾠand	 ﾠskills	 ﾠused	 ﾠto	 ﾠtest	 ﾠthe	 ﾠsecond	 ﾠhypothesis	 ﾠwere:	 ﾠopenness,	 ﾠ
neuroticism,	 ﾠconscientiousness,	 ﾠextraversion,	 ﾠempathy,	 ﾠefficiency,	 ﾠflexibility,	 ﾠattention	 ﾠto	 ﾠ
detail	 ﾠand	 ﾠcommunication	 ﾠskills	 ﾠincluding	 ﾠpersuasion	 ﾠ(see	 ﾠalso	 ﾠAppendix	 ﾠ2).	 ﾠ
The	 ﾠthird	 ﾠhypothesis	 ﾠis	 ﾠthat	 ﾠinterviewers’	 ﾠdemographic	 ﾠcharacteristics	 ﾠare	 ﾠcorrelated	 ﾠwith	 ﾠ
their	 ﾠrespondents’	 ﾠpropensity	 ﾠto	 ﾠsatisfice.	 ﾠThis	 ﾠinformation	 ﾠcomes	 ﾠfrom	 ﾠthe	 ﾠadministrative	 ﾠ
file	 ﾠwith	 ﾠinterviewers’	 ﾠpersonal	 ﾠdetails	 ﾠand	 ﾠincludes	 ﾠage	 ﾠand	 ﾠgender.	 ﾠTheir	 ﾠNTS	 ﾠspecific	 ﾠ	 ﾠ 	 ﾠ 	 ﾠ
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experience	 ﾠexpressed	 ﾠas	 ﾠthe	 ﾠnumber	 ﾠof	 ﾠNTS	 ﾠadministrations	 ﾠthey	 ﾠworked	 ﾠon	 ﾠwas	 ﾠalso	 ﾠ
included	 ﾠin	 ﾠthis	 ﾠcategory.	 ﾠ	 ﾠ
The	 ﾠfourth	 ﾠhypothesis	 ﾠis	 ﾠthat	 ﾠinterviewers’	 ﾠown	 ﾠpropensity	 ﾠto	 ﾠsatisfice	 ﾠis	 ﾠpositively	 ﾠcorrelated	 ﾠ
with	 ﾠtheir	 ﾠrespondents’	 ﾠpropensity	 ﾠto	 ﾠsatisfice.	 ﾠSatisficing	 ﾠbehaviour	 ﾠin	 ﾠthis	 ﾠpaper	 ﾠis	 ﾠ
operationalised	 ﾠas	 ﾠheaping,	 ﾠfor	 ﾠboth	 ﾠinterviewers	 ﾠand	 ﾠrespondents	 ﾠ.	 ﾠThe	 ﾠNTS	 ﾠquestionnaire	 ﾠ
contains	 ﾠan	 ﾠAdministration	 ﾠBlock	 ﾠsection	 ﾠthat	 ﾠis	 ﾠcompleted	 ﾠby	 ﾠthe	 ﾠinterviewer	 ﾠfor	 ﾠevery	 ﾠ
household	 ﾠin	 ﾠtheir	 ﾠworkload.	 ﾠThere	 ﾠare	 ﾠtwo	 ﾠitems	 ﾠin	 ﾠthat	 ﾠblock	 ﾠthat	 ﾠcan	 ﾠbe	 ﾠused	 ﾠas	 ﾠa	 ﾠmeasure	 ﾠ
of	 ﾠheaping	 ﾠfor	 ﾠinterviewers:	 ﾠ	 ﾠ
•  How	 ﾠlong	 ﾠdid	 ﾠit	 ﾠtake	 ﾠto	 ﾠplace	 ﾠand	 ﾠexplain	 ﾠthe	 ﾠdiary	 ﾠand	 ﾠother	 ﾠdocuments?	 ﾠInclude	 ﾠany	 ﾠ
time	 ﾠspent	 ﾠpreparing	 ﾠthe	 ﾠdiaries	 ﾠbeforehand.	 ﾠ	 ﾠRecord	 ﾠto	 ﾠthe	 ﾠnearest	 ﾠminute.	 ﾠ
•  How	 ﾠ long	 ﾠ did	 ﾠ it	 ﾠ take	 ﾠ to	 ﾠ pick	 ﾠ up	 ﾠ and	 ﾠ check	 ﾠ the	 ﾠ diary(ies)?	 ﾠ Record	 ﾠ to	 ﾠ the	 ﾠ nearest	 ﾠ
minute.	 ﾠ
Figure	 ﾠ3.1	 ﾠbelow	 ﾠshows	 ﾠthe	 ﾠhistogram	 ﾠfor	 ﾠthe	 ﾠsecond	 ﾠitem	 ﾠ–	 ﾠtime	 ﾠto	 ﾠpick	 ﾠup	 ﾠthe	 ﾠdiaries.	 ﾠThe	 ﾠ
multiples	 ﾠof	 ﾠfive	 ﾠminutes	 ﾠare	 ﾠthe	 ﾠmost	 ﾠcommon	 ﾠanswers	 ﾠby	 ﾠsome	 ﾠmargin.	 ﾠ	 ﾠ
Figure	 ﾠ3.1.	 ﾠTime	 ﾠtaken	 ﾠto	 ﾠpick	 ﾠup	 ﾠand	 ﾠcheck	 ﾠthe	 ﾠdiaries	 ﾠ(in	 ﾠminutes)	 ﾠ
	 ﾠ
The	 ﾠinterviewers’	 ﾠheaping	 ﾠindicator	 ﾠwas	 ﾠcalculated	 ﾠas	 ﾠfollows.	 ﾠIf	 ﾠthe	 ﾠinterviewer’s	 ﾠanswer	 ﾠ
was	 ﾠa	 ﾠmultiple	 ﾠof	 ﾠ5	 ﾠthen	 ﾠthey	 ﾠwere	 ﾠgiven	 ﾠa	 ﾠscore	 ﾠof	 ﾠ1	 ﾠand	 ﾠa	 ﾠscore	 ﾠif	 ﾠ0	 ﾠotherwise.	 ﾠThe	 ﾠheaping	 ﾠ
indicator	 ﾠwas	 ﾠcomputed	 ﾠas	 ﾠthe	 ﾠmean	 ﾠover	 ﾠthe	 ﾠtwo	 ﾠitems	 ﾠresulting	 ﾠin	 ﾠthree	 ﾠpossible	 ﾠscores:	 ﾠ0	 ﾠ
(no	 ﾠheaping),	 ﾠ0.5	 ﾠ(heaping	 ﾠon	 ﾠone	 ﾠitem)	 ﾠand	 ﾠ1	 ﾠ(heaping	 ﾠon	 ﾠboth	 ﾠitems).	 ﾠAs	 ﾠeach	 ﾠinterviewer	 ﾠ
conducted	 ﾠa	 ﾠnumber	 ﾠof	 ﾠinterviews,	 ﾠthe	 ﾠmean	 ﾠvalue	 ﾠof	 ﾠthe	 ﾠheaping	 ﾠindicator	 ﾠwas	 ﾠtaken	 ﾠover	 ﾠall	 ﾠ
interviews	 ﾠconducted	 ﾠby	 ﾠeach	 ﾠinterviewer.	 ﾠIt	 ﾠis	 ﾠa	 ﾠcontinuous	 ﾠvariable	 ﾠthat	 ﾠranges	 ﾠfrom	 ﾠ0.16	 ﾠto	 ﾠ
1,	 ﾠwith	 ﾠa	 ﾠmean	 ﾠof	 ﾠ0.831.	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There	 ﾠare	 ﾠsix	 ﾠvariables	 ﾠin	 ﾠthe	 ﾠNTS	 ﾠhousehold	 ﾠquestionnaire	 ﾠwhich	 ﾠask	 ﾠabout	 ﾠthe	 ﾠtime	 ﾠit	 ﾠtakes	 ﾠ
to	 ﾠget	 ﾠto	 ﾠthe	 ﾠnearest	 ﾠtransport	 ﾠlinks	 ﾠand	 ﾠlocal	 ﾠamenities.	 ﾠOn	 ﾠall	 ﾠsix	 ﾠitems	 ﾠthe	 ﾠunit	 ﾠof	 ﾠ
measurement	 ﾠis	 ﾠminutes	 ﾠand	 ﾠthe	 ﾠsurvey	 ﾠasks	 ﾠhow	 ﾠlong	 ﾠwould	 ﾠit	 ﾠtake	 ﾠto	 ﾠget	 ﾠto:	 ﾠ
	 ﾠ
1.  Transport	 ﾠ
•  the	 ﾠnearest	 ﾠbus	 ﾠstop	 ﾠ
•  the	 ﾠnearest	 ﾠrailway	 ﾠstation	 ﾠ
•  the	 ﾠnearest	 ﾠrailway	 ﾠstation	 ﾠusing	 ﾠbus	 ﾠ
2.  Amenities	 ﾠ
•  the	 ﾠnearest	 ﾠgrocery	 ﾠstore	 ﾠ
•  the	 ﾠnearest	 ﾠshopping	 ﾠcentre	 ﾠ
•  the	 ﾠnearest	 ﾠGP.	 ﾠ
All	 ﾠsix	 ﾠitems	 ﾠexhibit	 ﾠa	 ﾠheaped	 ﾠdistribution.	 ﾠTwo	 ﾠexamples	 ﾠare	 ﾠprovided	 ﾠin	 ﾠFigures	 ﾠ3.2	 ﾠand	 ﾠ3.3.	 ﾠ
There	 ﾠis	 ﾠa	 ﾠdistinct	 ﾠdifference	 ﾠbetween	 ﾠthe	 ﾠtwo	 ﾠhistograms.	 ﾠFor	 ﾠthe	 ﾠgrocery	 ﾠstore	 ﾠitem	 ﾠ(Figure	 ﾠ
3.2)	 ﾠthe	 ﾠresponses	 ﾠare	 ﾠmostly	 ﾠconcentrated	 ﾠat	 ﾠthe	 ﾠlower	 ﾠend	 ﾠof	 ﾠthe	 ﾠscale	 ﾠwhile	 ﾠfor	 ﾠthe	 ﾠ
shopping	 ﾠcentre	 ﾠitem	 ﾠ(Figure	 ﾠ3.3)	 ﾠthe	 ﾠresponses	 ﾠare	 ﾠmore	 ﾠscattered.	 ﾠHeaps	 ﾠare	 ﾠalso	 ﾠmore	 ﾠ
apparent	 ﾠin	 ﾠFigure	 ﾠ3.3.	 ﾠOne	 ﾠreason	 ﾠfor	 ﾠthis	 ﾠmay	 ﾠbe	 ﾠthat	 ﾠit	 ﾠis	 ﾠlikely	 ﾠthat	 ﾠalmost	 ﾠeverybody	 ﾠwill	 ﾠ
live	 ﾠclose	 ﾠto	 ﾠa	 ﾠstore	 ﾠselling	 ﾠgroceries	 ﾠbut	 ﾠnot	 ﾠall	 ﾠrespondents	 ﾠwill	 ﾠlive	 ﾠclose	 ﾠto	 ﾠa	 ﾠshopping	 ﾠ
centre.	 ﾠIndeed,	 ﾠthe	 ﾠmean	 ﾠtime	 ﾠtaken	 ﾠto	 ﾠget	 ﾠto	 ﾠthe	 ﾠnearest	 ﾠgrocery	 ﾠstore	 ﾠreported	 ﾠby	 ﾠ
respondents	 ﾠwas	 ﾠeight	 ﾠminutes,	 ﾠwhile	 ﾠthe	 ﾠmean	 ﾠtime	 ﾠtaken	 ﾠto	 ﾠget	 ﾠto	 ﾠthe	 ﾠshopping	 ﾠcentre	 ﾠwas	 ﾠ
almost	 ﾠ20	 ﾠminutes.	 ﾠThis	 ﾠmay	 ﾠbe	 ﾠtaken	 ﾠas	 ﾠevidence	 ﾠthat	 ﾠheaping	 ﾠdepends	 ﾠon	 ﾠthe	 ﾠdistance	 ﾠand	 ﾠ
the	 ﾠgreater	 ﾠthe	 ﾠdistance	 ﾠto	 ﾠtransport	 ﾠlinks	 ﾠand	 ﾠamenities,	 ﾠthe	 ﾠmore	 ﾠlikely	 ﾠrespondents	 ﾠare	 ﾠto	 ﾠ
round	 ﾠtheir	 ﾠanswer.	 ﾠIn	 ﾠaddition	 ﾠto	 ﾠthe	 ﾠvisible	 ﾠheaps	 ﾠat	 ﾠevery	 ﾠmultiple	 ﾠof	 ﾠfive	 ﾠminutes	 ﾠthere	 ﾠ
are	 ﾠalso	 ﾠthe	 ﾠhourly	 ﾠheaps	 ﾠcorresponding	 ﾠto	 ﾠexpressions	 ﾠof	 ﾠtime	 ﾠnot	 ﾠin	 ﾠminutes	 ﾠbut	 ﾠin	 ﾠhours.	 ﾠ
These	 ﾠare	 ﾠespecially	 ﾠvisible	 ﾠin	 ﾠFigure	 ﾠ3.3	 ﾠat	 ﾠ‘half	 ﾠan	 ﾠhour’	 ﾠand	 ﾠ‘an	 ﾠhour’.	 ﾠ	 ﾠ
	 ﾠ 	 ﾠ	 ﾠ 	 ﾠ 	 ﾠ
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Figure	 ﾠ3.2.	 ﾠDistribution	 ﾠof	 ﾠthe	 ﾠresponses	 ﾠto	 ﾠthe	 ﾠ‘How	 ﾠlong	 ﾠwould	 ﾠit	 ﾠtake	 ﾠto	 ﾠget	 ﾠto	 ﾠthe	 ﾠ
nearest	 ﾠgrocery	 ﾠstore’	 ﾠitem	 ﾠ
	 ﾠ
	 ﾠ
	 ﾠ
Figure	 ﾠ3.3.	 ﾠDistribution	 ﾠof	 ﾠthe	 ﾠresponses	 ﾠto	 ﾠthe	 ﾠ‘How	 ﾠlong	 ﾠwould	 ﾠit	 ﾠtake	 ﾠto	 ﾠget	 ﾠto	 ﾠthe	 ﾠ
nearest	 ﾠhospital’	 ﾠitem	 ﾠ	 ﾠ
	 ﾠ
Because	 ﾠthere	 ﾠseems	 ﾠto	 ﾠbe	 ﾠa	 ﾠpositive	 ﾠcorrelation	 ﾠbetween	 ﾠthe	 ﾠfrequency	 ﾠdistribution	 ﾠof	 ﾠthe	 ﾠ
transport	 ﾠlinks/amenities	 ﾠvariables	 ﾠand	 ﾠthe	 ﾠextent	 ﾠof	 ﾠheaping,	 ﾠ‘remoteness’	 ﾠindicators	 ﾠwere	 ﾠ
computed	 ﾠto	 ﾠbe	 ﾠincluded	 ﾠas	 ﾠcontrols	 ﾠin	 ﾠthe	 ﾠpredictive	 ﾠmodels.	 ﾠFor	 ﾠeach	 ﾠrespondent,	 ﾠthe	 ﾠmean	 ﾠ
of	 ﾠtheir	 ﾠdistances,	 ﾠexpressed	 ﾠas	 ﾠminutes,	 ﾠwas	 ﾠtaken	 ﾠover	 ﾠthree	 ﾠtransport	 ﾠand	 ﾠthree	 ﾠamenities	 ﾠ
variables.	 ﾠThe	 ﾠmean	 ﾠtimes	 ﾠtaken	 ﾠto	 ﾠthe	 ﾠtransport	 ﾠlinks	 ﾠand	 ﾠamenities	 ﾠare	 ﾠ20:15	 ﾠminutes	 ﾠand	 ﾠ
13:53	 ﾠminutes	 ﾠrespectively.	 ﾠThe	 ﾠ‘remoteness’	 ﾠindicator	 ﾠwas	 ﾠused	 ﾠas	 ﾠa	 ﾠcontrol	 ﾠvariable	 ﾠto	 ﾠ
ensure	 ﾠthat	 ﾠdistance	 ﾠdoes	 ﾠnot	 ﾠaffect	 ﾠinterviewer	 ﾠassignment	 ﾠ–	 ﾠrespondents	 ﾠwho	 ﾠlive	 ﾠin	 ﾠ
remote	 ﾠareas	 ﾠcould	 ﾠpotentially	 ﾠgive	 ﾠmore	 ﾠrounded	 ﾠanswers	 ﾠthan	 ﾠthose	 ﾠliving	 ﾠin	 ﾠurban	 ﾠareas.	 ﾠ	 ﾠ
0	 ﾠ
2000	 ﾠ
4000	 ﾠ
6000	 ﾠ
8000	 ﾠ
10000	 ﾠ
0	 ﾠ 5	 ﾠ 10	 ﾠ 15	 ﾠ 20	 ﾠ 25	 ﾠ 30	 ﾠ 40	 ﾠ 45	 ﾠ 50	 ﾠ 55	 ﾠ 60	 ﾠ
N
u
m
b
e
r
	 ﾠ
o
f
	 ﾠ
r
e
s
p
o
n
d
e
n
t
s
	 ﾠ
Time	 ﾠin	 ﾠminutes	 ﾠ
0	 ﾠ
2000	 ﾠ
4000	 ﾠ
6000	 ﾠ
8000	 ﾠ
10000	 ﾠ
0	 ﾠ 5	 ﾠ 10	 ﾠ 15	 ﾠ 20	 ﾠ 25	 ﾠ 30	 ﾠ 35	 ﾠ 40	 ﾠ 45	 ﾠ 50	 ﾠ 55	 ﾠ 60	 ﾠ
N
u
m
b
e
r
	 ﾠ
o
f
	 ﾠ
r
e
s
p
o
n
d
e
n
t
s
	 ﾠ
Time	 ﾠin	 ﾠminutes	 ﾠ	 ﾠ
	 ﾠ 76	 ﾠ
The	 ﾠNTS	 ﾠquestionnaire	 ﾠis	 ﾠdesigned	 ﾠin	 ﾠsuch	 ﾠa	 ﾠway	 ﾠthat	 ﾠcertain	 ﾠblocks	 ﾠof	 ﾠquestions	 ﾠare	 ﾠasked	 ﾠ
only	 ﾠof	 ﾠa	 ﾠrandom	 ﾠsubsample	 ﾠof	 ﾠrespondents.	 ﾠAround	 ﾠ50%	 ﾠof	 ﾠrespondents	 ﾠanswered	 ﾠboth	 ﾠthe	 ﾠ
transport	 ﾠand	 ﾠthe	 ﾠamenities	 ﾠquestions.	 ﾠThe	 ﾠamenities	 ﾠblock	 ﾠwas	 ﾠnot	 ﾠintroduced	 ﾠuntil	 ﾠ2005.	 ﾠIn	 ﾠ
order	 ﾠto	 ﾠmaximise	 ﾠthe	 ﾠnumber	 ﾠof	 ﾠcases	 ﾠfor	 ﾠthe	 ﾠanalyses,	 ﾠtwo	 ﾠseparate	 ﾠdependent	 ﾠvariables	 ﾠ
were	 ﾠderived,	 ﾠone	 ﾠfor	 ﾠthe	 ﾠtransport	 ﾠitems	 ﾠand	 ﾠone	 ﾠfor	 ﾠthe	 ﾠamenities	 ﾠitems.	 ﾠThe	 ﾠrespondent’s	 ﾠ
heaping	 ﾠindicators	 ﾠwere	 ﾠcomputed	 ﾠin	 ﾠthe	 ﾠsame	 ﾠway	 ﾠas	 ﾠfor	 ﾠinterviewers.	 ﾠIf	 ﾠthe	 ﾠrespondent’s	 ﾠ
answer	 ﾠwas	 ﾠa	 ﾠmultiple	 ﾠof	 ﾠfive	 ﾠthen	 ﾠthey	 ﾠwere	 ﾠgiven	 ﾠa	 ﾠscore	 ﾠof	 ﾠ1	 ﾠand	 ﾠscore	 ﾠof	 ﾠ0	 ﾠotherwise.	 ﾠAs	 ﾠ
the	 ﾠmean	 ﾠwas	 ﾠtaken	 ﾠover	 ﾠthe	 ﾠthree	 ﾠitems	 ﾠthey	 ﾠcould	 ﾠthen	 ﾠscore:	 ﾠ0	 ﾠ(if	 ﾠno	 ﾠheaping	 ﾠat	 ﾠall),	 ﾠ0.33	 ﾠ
(if	 ﾠheaping	 ﾠon	 ﾠone	 ﾠitem),	 ﾠ0.66	 ﾠ(if	 ﾠheaping	 ﾠon	 ﾠtwo	 ﾠitems)	 ﾠand	 ﾠ1	 ﾠ(if	 ﾠheaping	 ﾠon	 ﾠall	 ﾠthree	 ﾠitems).	 ﾠ
The	 ﾠrespondents	 ﾠwere	 ﾠthen	 ﾠcategorised	 ﾠinto	 ﾠthe	 ﾠfollowing	 ﾠmutually	 ﾠexclusive	 ﾠgroups:	 ﾠno	 ﾠ
heapers,	 ﾠlow	 ﾠheapers,	 ﾠmedium	 ﾠheapers	 ﾠand	 ﾠhigh	 ﾠheapers.	 ﾠThese	 ﾠvalues	 ﾠwere	 ﾠcalculated	 ﾠonly	 ﾠ
for	 ﾠrespondents	 ﾠwho	 ﾠgave	 ﾠan	 ﾠeligible	 ﾠanswer.	 ﾠThe	 ﾠsmall	 ﾠnumber	 ﾠof	 ﾠrespondents	 ﾠwho	 ﾠdid	 ﾠnot	 ﾠ
provide	 ﾠa	 ﾠreply	 ﾠ(<1%)	 ﾠwere	 ﾠexcluded	 ﾠfrom	 ﾠthe	 ﾠanalysis.	 ﾠFigure	 ﾠ3.4	 ﾠshows	 ﾠthe	 ﾠdistribution	 ﾠof	 ﾠ
both	 ﾠdependent	 ﾠvariables.	 ﾠThere	 ﾠare	 ﾠclear	 ﾠdifferences	 ﾠbetween	 ﾠthe	 ﾠtwo	 ﾠdependent	 ﾠvariables	 ﾠ
as	 ﾠthe	 ﾠrespondents	 ﾠanswering	 ﾠthe	 ﾠamenities	 ﾠquestions	 ﾠwere	 ﾠmuch	 ﾠmore	 ﾠlikely	 ﾠto	 ﾠbe	 ﾠin	 ﾠthe	 ﾠ
high	 ﾠheaping	 ﾠgroup	 ﾠthan	 ﾠrespondents	 ﾠanswering	 ﾠthe	 ﾠtransport	 ﾠvariables.	 ﾠIt	 ﾠis	 ﾠalso	 ﾠapparent	 ﾠ
that	 ﾠheaping	 ﾠin	 ﾠgeneral	 ﾠis	 ﾠa	 ﾠpreferred	 ﾠresponse	 ﾠstrategy	 ﾠamong	 ﾠthe	 ﾠrespondents	 ﾠas	 ﾠonly	 ﾠa	 ﾠ
very	 ﾠsmall	 ﾠproportion	 ﾠof	 ﾠthem	 ﾠ(1.5%	 ﾠfor	 ﾠtransport	 ﾠand	 ﾠ2.9%	 ﾠfor	 ﾠamenities)	 ﾠdid	 ﾠnot	 ﾠheap	 ﾠat	 ﾠ
all.	 ﾠ	 ﾠ
	 ﾠ
Figure	 ﾠ3.4.	 ﾠDistribution	 ﾠof	 ﾠthe	 ﾠdependent	 ﾠvariables:	 ﾠtransport	 ﾠand	 ﾠamenities	 ﾠ
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3.6  Model	 ﾠspecification	 ﾠ
A	 ﾠcross-ﾭ‐classified	 ﾠmultilevel	 ﾠordered	 ﾠlogit	 ﾠmodel	 ﾠwas	 ﾠused	 ﾠto	 ﾠtest	 ﾠthe	 ﾠhypotheses.	 ﾠBoth	 ﾠ
dependent	 ﾠvariables	 ﾠare	 ﾠdiscrete	 ﾠordinal	 ﾠvariables	 ﾠthat	 ﾠmeasure	 ﾠa	 ﾠrespondent’s	 ﾠpropensity	 ﾠto	 ﾠ
heap	 ﾠand	 ﾠhave	 ﾠfour	 ﾠcategories:	 ﾠ3	 ﾠ=	 ﾠHigh	 ﾠheaping,	 ﾠ2	 ﾠ=	 ﾠMedium	 ﾠheaping,	 ﾠ1	 ﾠ=	 ﾠLow	 ﾠheaping	 ﾠand	 ﾠ0	 ﾠ
=	 ﾠNo	 ﾠheaping,	 ﾠthe	 ﾠlast	 ﾠbeing	 ﾠthe	 ﾠreference	 ﾠcategory.	 ﾠThe	 ﾠmain	 ﾠoutcome	 ﾠof	 ﾠinterest	 ﾠis	 ﾠthe	 ﾠ
probability	 ﾠof	 ﾠa	 ﾠrespondent	 ﾠbeing	 ﾠin	 ﾠthe	 ﾠhigh	 ﾠheaping	 ﾠgroup.	 ﾠThe	 ﾠmultilevel	 ﾠapproach	 ﾠis	 ﾠ
generally	 ﾠused	 ﾠfor	 ﾠthis	 ﾠtype	 ﾠof	 ﾠresearch	 ﾠ(Hox,	 ﾠ1994;	 ﾠLipps,	 ﾠ2007;	 ﾠO’Muircheartaigh	 ﾠand	 ﾠ
Campanelli,	 ﾠ1998;	 ﾠSchnell	 ﾠand	 ﾠKreuter,	 ﾠ2005)	 ﾠbecause	 ﾠit	 ﾠis	 ﾠsuitable	 ﾠwhen	 ﾠthe	 ﾠdata	 ﾠhave	 ﾠa	 ﾠ
hierarchical	 ﾠstructure.	 ﾠThe	 ﾠmultilevel	 ﾠapproach	 ﾠallows	 ﾠestimation	 ﾠof	 ﾠthe	 ﾠvariability	 ﾠassociated	 ﾠ
with	 ﾠeach	 ﾠlevel	 ﾠin	 ﾠthe	 ﾠdata	 ﾠ(Snijders	 ﾠand	 ﾠBosker,	 ﾠ2004).	 ﾠThe	 ﾠcross-ﾭ‐classified	 ﾠmodel	 ﾠis	 ﾠ
appropriate	 ﾠwhen	 ﾠthe	 ﾠlower	 ﾠlevel	 ﾠunits	 ﾠare	 ﾠnested	 ﾠwithin	 ﾠmore	 ﾠthan	 ﾠone	 ﾠclassification	 ﾠat	 ﾠthe	 ﾠ
same,	 ﾠhigher	 ﾠlevel.	 ﾠ	 ﾠ
In	 ﾠthe	 ﾠNTS,	 ﾠrespondents	 ﾠare	 ﾠnot	 ﾠassigned	 ﾠto	 ﾠinterviewers	 ﾠat	 ﾠrandom.	 ﾠAs	 ﾠa	 ﾠconsequence	 ﾠit	 ﾠis	 ﾠ
plausible	 ﾠthat	 ﾠthe	 ﾠinterviewer	 ﾠeffect	 ﾠmay	 ﾠbe	 ﾠdue	 ﾠdifferent	 ﾠsample	 ﾠcomposition,	 ﾠrather	 ﾠthan	 ﾠa	 ﾠ
genuine	 ﾠinterviewer	 ﾠinfluence	 ﾠon	 ﾠthe	 ﾠrespondent	 ﾠby	 ﾠthe	 ﾠinterviewer.	 ﾠThe	 ﾠmodelling	 ﾠapproach	 ﾠ
used	 ﾠhere	 ﾠallows	 ﾠthe	 ﾠusually	 ﾠconfounded	 ﾠinterviewer	 ﾠand	 ﾠarea	 ﾠeffects	 ﾠto	 ﾠbe	 ﾠdisentangled	 ﾠ
while	 ﾠcontrolling	 ﾠfor	 ﾠarea	 ﾠand	 ﾠrespondent	 ﾠcharacteristics	 ﾠat	 ﾠthe	 ﾠsame	 ﾠtime,	 ﾠto	 ﾠaccount	 ﾠfor	 ﾠ
differences	 ﾠin	 ﾠsample	 ﾠcomposition	 ﾠbetween	 ﾠinterviewer	 ﾠassignments.	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ
All	 ﾠmodels	 ﾠwere	 ﾠestimated	 ﾠin	 ﾠMLwiN	 ﾠversion	 ﾠ2.25	 ﾠ(Rasbash	 ﾠet	 ﾠal.,	 ﾠ2009)	 ﾠusing	 ﾠthe	 ﾠMonte	 ﾠ
Carlo	 ﾠMarkov	 ﾠChain	 ﾠ(MCMC)	 ﾠestimators	 ﾠ(Browne,	 ﾠ2009).	 ﾠThe	 ﾠDeviance	 ﾠInformation	 ﾠCriterion	 ﾠ
(DIC)	 ﾠwas	 ﾠused	 ﾠto	 ﾠassess	 ﾠthe	 ﾠimprovement	 ﾠin	 ﾠthe	 ﾠmodel	 ﾠfit	 ﾠbetween	 ﾠthe	 ﾠtwo	 ﾠmodels,	 ﾠa	 ﾠ
decrease	 ﾠin	 ﾠDIC	 ﾠsuggesting	 ﾠa	 ﾠbetter	 ﾠfit	 ﾠ(Spiegelhalter	 ﾠet	 ﾠal.,	 ﾠ2002).	 ﾠTo	 ﾠaid	 ﾠunderstanding	 ﾠof	 ﾠthe	 ﾠ
interviewer	 ﾠeffect	 ﾠthe	 ﾠvariance	 ﾠpartition	 ﾠcoefficients	 ﾠ(VPCs)	 ﾠhave	 ﾠbeen	 ﾠapproximated	 ﾠusing	 ﾠ
the	 ﾠlinear	 ﾠthreshold	 ﾠmodel	 ﾠmethod	 ﾠwhich	 ﾠassumes	 ﾠthat	 ﾠthe	 ﾠLevel	 ﾠ1	 ﾠvariance	 ﾠis	 ﾠapproximately	 ﾠ
equal	 ﾠto	 ﾠ3.29;	 ﾠthis	 ﾠmethod	 ﾠis	 ﾠappropriate	 ﾠfor	 ﾠthis	 ﾠlogistic	 ﾠmodel	 ﾠ(Snijders	 ﾠand	 ﾠBosker,	 ﾠ2004).	 ﾠ	 ﾠ
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The	 ﾠordered	 ﾠlogit	 ﾠmodel	 ﾠis	 ﾠan	 ﾠextension	 ﾠof	 ﾠthe	 ﾠbinary	 ﾠlogit	 ﾠmodel	 ﾠand	 ﾠcontains	 ﾠK–1	 ﾠ
predictions	 ﾠwhere	 ﾠK	 ﾠis	 ﾠthe	 ﾠnumber	 ﾠof	 ﾠcategories	 ﾠin	 ﾠthe	 ﾠdependent	 ﾠvariable.	 ﾠIn	 ﾠthis	 ﾠcase	 ﾠthe	 ﾠ
model	 ﾠcontains	 ﾠthree	 ﾠpredictions.	 ﾠLet	 ﾠ𝑐	 ﾠdenote	 ﾠthe	 ﾠheaping	 ﾠcategory	 ﾠsuch	 ﾠthat	 ﾠ𝑐 = ﾠ 0,1,2,3 	 ﾠ
with	 ﾠ𝑐 = 3 ﾠbeing	 ﾠthe	 ﾠhigh	 ﾠheaping	 ﾠcategory.	 ﾠThen:	 ﾠ
	 ﾠ
𝑃𝑟 𝑌   = 1 𝑥 ) = ﾠ𝜋  	 ﾠ
𝑃𝑟 𝑌   = 2 𝑥 ) = ﾠ𝜋  	 ﾠ	 ﾠ 	 ﾠ 	 ﾠ	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ(3.1)	 ﾠ
𝑃𝑟 𝑌   = 3 𝑥 ) = ﾠ𝜋  	 ﾠ
	 ﾠ
where	 ﾠ𝑌  	 ﾠis	 ﾠthe	 ﾠheaping	 ﾠcategory,	 ﾠ	 ﾠ𝜋  	 ﾠ	 ﾠrepresents	 ﾠthe	 ﾠprobability	 ﾠof	 ﾠa	 ﾠrespondent	 ﾠbeing	 ﾠin	 ﾠthe	 ﾠ
relevant	 ﾠheaping	 ﾠcategory,	 ﾠe.g.	 ﾠ	 ﾠ𝜋  	 ﾠis	 ﾠthe	 ﾠprobability	 ﾠof	 ﾠa	 ﾠrespondent	 ﾠto	 ﾠbe	 ﾠin	 ﾠthe	 ﾠhigh	 ﾠheaping	 ﾠ
group,	 ﾠand	 ﾠ𝑥 	 ﾠis	 ﾠthe	 ﾠvector	 ﾠof	 ﾠcovariates,	 ﾠe.g.	 ﾠrespondent	 ﾠand	 ﾠinterviewer	 ﾠcharacteristics	 ﾠfor	 ﾠ
respondent	 ﾠi.	 ﾠUsing	 ﾠthe	 ﾠlogit	 ﾠlink	 ﾠfunction	 ﾠthe	 ﾠmodel	 ﾠhas	 ﾠthe	 ﾠform:	 ﾠ	 ﾠ
	 ﾠ
𝑙𝑜𝑔𝑖𝑡 𝜋   = ln
   
   ﾠ   
= ﾠ𝗼  ﾠ + 𝗽𝑋 	 ﾠ	 ﾠ 	 ﾠ
𝑙𝑜𝑔𝑖𝑡 𝜋   = ln
   
   ﾠ   
= ﾠ𝗼  ﾠ + 𝗽𝑋 	 ﾠ	 ﾠ	 ﾠ 	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ 	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ(3.2)	 ﾠ
𝑙𝑜𝑔𝑖𝑡 𝜋   = ln
   
   ﾠ   
= ﾠ𝗼  ﾠ + 𝗽𝑋 	 ﾠ	 ﾠ
	 ﾠ
where	 ﾠ𝗼  ﾠare	 ﾠthe	 ﾠintercepts	 ﾠ(sometimes	 ﾠcalled	 ﾠthe	 ﾠcut-ﾭ‐points	 ﾠor	 ﾠthresholds)	 ﾠat	 ﾠwhich	 ﾠ
respondents	 ﾠ‘switch’	 ﾠbetween	 ﾠthe	 ﾠgroups,	 ﾠand	 ﾠ𝑋 	 ﾠis	 ﾠthe	 ﾠvector	 ﾠof	 ﾠindependent	 ﾠvariables	 ﾠwith	 ﾠ
associated	 ﾠvector	 ﾠof	 ﾠcoefficients	 ﾠ𝗽;	 ﾠ𝑖	 ﾠdenotes	 ﾠthe	 ﾠith	 ﾠrespondent.	 ﾠSolving	 ﾠone	 ﾠof	 ﾠthe	 ﾠEquations	 ﾠ
3.2	 ﾠfor	 ﾠ𝜋  	 ﾠgives	 ﾠthe	 ﾠpredicted	 ﾠprobability	 ﾠof	 ﾠbeing	 ﾠin	 ﾠthe	 ﾠhigh	 ﾠheaping	 ﾠgroup	 ﾠas:	 ﾠ	 ﾠ
	 ﾠ
𝜋   = ﾠ
   (    ﾠ   )
     (      )	 ﾠ	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ(3.3)	 ﾠ
	 ﾠ
	 ﾠ 	 ﾠ	 ﾠ 	 ﾠ 	 ﾠ
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Equation	 ﾠ3.3	 ﾠrefers	 ﾠto	 ﾠa	 ﾠone-ﾭ‐level	 ﾠordered	 ﾠlogit	 ﾠmodel	 ﾠand	 ﾠadditional	 ﾠsubscripts	 ﾠneed	 ﾠto	 ﾠbe	 ﾠ
added	 ﾠto	 ﾠaccount	 ﾠfor	 ﾠthe	 ﾠcross-ﾭ‐classified	 ﾠtwo-ﾭ‐level	 ﾠstructure	 ﾠof	 ﾠthe	 ﾠdata.	 ﾠEach	 ﾠrespondent	 ﾠat	 ﾠ
Level	 ﾠ1	 ﾠ(denoted	 ﾠi)	 ﾠis	 ﾠnested	 ﾠin	 ﾠthe	 ﾠcross-ﾭ‐classification	 ﾠof	 ﾠthe	 ﾠMSOA	 ﾠarea	 ﾠ(denoted	 ﾠj)	 ﾠand	 ﾠ
interviewer	 ﾠ(denoted	 ﾠk)	 ﾠat	 ﾠLevel	 ﾠ2	 ﾠsuch	 ﾠthat:	 ﾠ
	 ﾠ
𝜋  ( , )	 ﾠ–	 ﾠprobability	 ﾠof	 ﾠbeing	 ﾠin	 ﾠthe	 ﾠhigh	 ﾠheaping	 ﾠgroup	 ﾠ
𝜋  ( , )	 ﾠ–	 ﾠprobability	 ﾠof	 ﾠbeing	 ﾠin	 ﾠthe	 ﾠmedium	 ﾠheaping	 ﾠgroup	 ﾠ
𝜋  ( , )–	 ﾠprobability	 ﾠof	 ﾠbeing	 ﾠin	 ﾠthe	 ﾠlow	 ﾠheaping	 ﾠgroup	 ﾠ
	 ﾠ
The	 ﾠcumulative	 ﾠprobabilities	 ﾠare	 ﾠdefined	 ﾠas:	 ﾠ
𝗾    ,  = ﾠ𝜋  ( , )	 ﾠ
𝗾    ,  = ﾠ𝜋  ( , ) + ﾠ𝜋  ( , )	 ﾠ
𝗾  ( , ) = ﾠ𝜋  ( , ) + ﾠ𝜋  ( , ) + ﾠ𝜋  ( , )	 ﾠ
𝗾    ,  =  ﾠ1	 ﾠ
	 ﾠ
where	 ﾠ ﾠ𝗾    ,  	 ﾠis	 ﾠthe	 ﾠprobability	 ﾠof	 ﾠbeing	 ﾠin	 ﾠthe	 ﾠmedium	 ﾠor	 ﾠhigh	 ﾠheaping	 ﾠgroups	 ﾠand	 ﾠ𝗾    ,   ﾠis	 ﾠ
the	 ﾠprobability	 ﾠof	 ﾠbeing	 ﾠin	 ﾠthe	 ﾠlow,	 ﾠmedium	 ﾠor	 ﾠhigh	 ﾠheaping	 ﾠgroups.	 ﾠThe	 ﾠno	 ﾠheaping	 ﾠgroup	 ﾠ(0)	 ﾠ
is	 ﾠthe	 ﾠreference	 ﾠcategory.	 ﾠ	 ﾠ
The	 ﾠfinal	 ﾠset	 ﾠof	 ﾠequations	 ﾠis	 ﾠthen:	 ﾠ
	 ﾠ
𝐿𝑜𝑔𝑖𝑡 𝗾  ( , ) = ﾠ𝗼  + ﾠℎ ( , )	 ﾠ
𝐿𝑜𝑔𝑖𝑡 𝗾  ( , ) = ﾠ𝗼  + ﾠℎ ( , )	 ﾠ	 ﾠ 	 ﾠ 	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ(3.4)	 ﾠ
𝐿𝑜𝑔𝑖𝑡 𝗾  ( , ) = ﾠ𝗼  + ﾠℎ ( , )	 ﾠ
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where	 ﾠ𝗼 	 ﾠcorrespond	 ﾠto	 ﾠEquation	 ﾠ3.2	 ﾠand	 ﾠℎ ( , ) ﾠis	 ﾠcommon	 ﾠto	 ﾠall	 ﾠthree	 ﾠequations.	 ﾠThe	 ﾠℎ ( , )	 ﾠ
contains	 ﾠthe	 ﾠvector	 ﾠof	 ﾠexplanatory	 ﾠvariables	 ﾠ𝑋  ,	 ﾠ𝑋  	 ﾠand	 ﾠ𝑋  with	 ﾠassociated	 ﾠcoefficients	 ﾠat	 ﾠ
respondent	 ﾠ(i),	 ﾠarea	 ﾠ(j)	 ﾠand	 ﾠinterviewer	 ﾠ(k)	 ﾠlevel,	 ﾠwhere	 ﾠ𝗽 	 ﾠcorresponds	 ﾠto	 ﾠ𝗽	 ﾠin	 ﾠEquation	 ﾠ3.2,	 ﾠ
and	 ﾠtwo	 ﾠerror	 ﾠterms	 ﾠ𝑣  and	 ﾠ𝑣  .	 ﾠ
	 ﾠ
ℎ ( , ) = ﾠ𝗽 𝑋   + ﾠ𝗽 𝑋   + ﾠ𝗽 𝑋   + ﾠ𝑣   + 𝑣  	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ(3.5)	 ﾠ
	 ﾠ
These	 ﾠerror	 ﾠterms	 ﾠare	 ﾠassumed	 ﾠto	 ﾠbe	 ﾠindependent	 ﾠand	 ﾠidentically	 ﾠdistributed	 ﾠ(IID)	 ﾠwith	 ﾠzero	 ﾠ
means	 ﾠand	 ﾠvariances	 ﾠ𝜎  
 	 ﾠand	 ﾠ𝜎 
 .	 ﾠ
3.7  Results	 ﾠ
The	 ﾠ‘null’	 ﾠmodels	 ﾠare	 ﾠpresented	 ﾠfirst	 ﾠas	 ﾠthey	 ﾠshow	 ﾠwhether	 ﾠthere	 ﾠis	 ﾠa	 ﾠstatistically	 ﾠsignificant	 ﾠ
interviewer	 ﾠeffect	 ﾠon	 ﾠthe	 ﾠrespondent’s	 ﾠpropensity	 ﾠto	 ﾠheap	 ﾠ(Table	 ﾠ3.1).	 ﾠResults	 ﾠare	 ﾠpresented	 ﾠ
separately	 ﾠfor	 ﾠthe	 ﾠtransport	 ﾠand	 ﾠamenities	 ﾠvariables.	 ﾠThe	 ﾠstatistical	 ﾠmodels	 ﾠare	 ﾠpresented	 ﾠin	 ﾠ
the	 ﾠfollowing	 ﾠorder:	 ﾠthe	 ﾠfirst	 ﾠmodel	 ﾠtests	 ﾠhypothesis	 ﾠone	 ﾠ–	 ﾠthe	 ﾠeffect	 ﾠof	 ﾠinterviewer	 ﾠattitudes	 ﾠ
towards	 ﾠinterviewing;	 ﾠthe	 ﾠsecond	 ﾠmodel	 ﾠtests	 ﾠhypothesis	 ﾠtwo–	 ﾠthe	 ﾠeffect	 ﾠof	 ﾠinterviewer	 ﾠ
personality	 ﾠtraits	 ﾠand	 ﾠskills;	 ﾠthe	 ﾠthird	 ﾠmodel	 ﾠtest	 ﾠhypothesis	 ﾠthree	 ﾠ–	 ﾠthe	 ﾠeffect	 ﾠof	 ﾠinterviewer	 ﾠ
demographic	 ﾠcharacteristics;	 ﾠthe	 ﾠfourth	 ﾠmodel	 ﾠtests	 ﾠhypothesis	 ﾠfour	 ﾠ–	 ﾠthat	 ﾠinterviewers’	 ﾠown	 ﾠ
response	 ﾠstyle	 ﾠaffects	 ﾠtheir	 ﾠrespondents’	 ﾠpropensity	 ﾠto	 ﾠsatisfice.	 ﾠThe	 ﾠfinal	 ﾠmodel	 ﾠincludes	 ﾠa	 ﾠ
range	 ﾠof	 ﾠcontrols	 ﾠat	 ﾠthe	 ﾠrespondent	 ﾠand	 ﾠMSOA	 ﾠlevels.	 ﾠ	 ﾠ
Table	 ﾠ 3.1.	 ﾠ Null	 ﾠ models	 ﾠ with	 ﾠ complex	 ﾠ variance	 ﾠ component	 ﾠ for	 ﾠ ‘transport’	 ﾠ and	 ﾠ
‘amenities’	 ﾠvariables	 ﾠ
	 ﾠ Model	 ﾠ1	 ﾠ
Transport	 ﾠ
Model	 ﾠ2	 ﾠ
Amenities	 ﾠ
Thresholds	 ﾠ 	 ﾠ 	 ﾠ
𝗼 	 ﾠ -ﾭ‐0.93	 ﾠ(0.036)	 ﾠ 0.319	 ﾠ(0.046)	 ﾠ
𝗼 	 ﾠ 1.93	 ﾠ(0.039)	 ﾠ 1.874	 ﾠ(0.048)	 ﾠ
𝗼 	 ﾠ 4.351	 ﾠ(0.069)	 ﾠ 3.637	 ﾠ(0.063)	 ﾠ
Covariates	 ﾠ No	 ﾠ No	 ﾠ
Random	 ﾠeffects	 ﾠ 	 ﾠ 	 ﾠ
Interviewer	 ﾠ(𝜎 
 )	 ﾠ 	 ﾠ 0.198	 ﾠ(0.027)	 ﾠ 0.341	 ﾠ(0.043)	 ﾠ
Area	 ﾠ(𝜎  
 )	 ﾠ 0.286	 ﾠ(0.041)	 ﾠ 0.237	 ﾠ(0.047)	 ﾠ
	 ﾠ	 ﾠ 	 ﾠ 	 ﾠ
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As	 ﾠcan	 ﾠbe	 ﾠseen	 ﾠin	 ﾠTable	 ﾠ3.1,	 ﾠboth	 ﾠinterviewer	 ﾠand	 ﾠarea-ﾭ‐related	 ﾠvariance	 ﾠcomponents	 ﾠare	 ﾠ
statistically	 ﾠsignificant.	 ﾠThe	 ﾠinterviewer	 ﾠvariance	 ﾠaccounts	 ﾠfor	 ﾠapproximately	 ﾠ5.2%	 ﾠof	 ﾠthe	 ﾠtotal	 ﾠ
variance17	 ﾠfor	 ﾠthe	 ﾠtransport	 ﾠmodel	 ﾠand	 ﾠ8.8%	 ﾠof	 ﾠthe	 ﾠtotal	 ﾠvariance	 ﾠfor	 ﾠthe	 ﾠamenities	 ﾠmodel.	 ﾠ
The	 ﾠdifference	 ﾠin	 ﾠthe	 ﾠmagnitude	 ﾠof	 ﾠthe	 ﾠinterviewer	 ﾠeffect	 ﾠbetween	 ﾠthe	 ﾠtwo	 ﾠmodels	 ﾠmay	 ﾠbe	 ﾠdue	 ﾠ
to	 ﾠthe	 ﾠdifferent	 ﾠnature	 ﾠof	 ﾠthe	 ﾠquestions.	 ﾠThe	 ﾠthresholds	 ﾠin	 ﾠTable	 ﾠ3.1	 ﾠcorrespond	 ﾠto	 ﾠthe	 ﾠ
frequencies	 ﾠpresented	 ﾠin	 ﾠFigure	 ﾠ3.4.	 ﾠ
3.7.1  Transport	 ﾠ
The	 ﾠmodels	 ﾠfor	 ﾠthe	 ﾠtransport	 ﾠvariable	 ﾠare	 ﾠpresented	 ﾠin	 ﾠTable	 ﾠ3.2.	 ﾠModel	 ﾠ3	 ﾠshows	 ﾠthat	 ﾠof	 ﾠall	 ﾠ
the	 ﾠinterviewers’	 ﾠattitudes	 ﾠtowards	 ﾠinterviewing,	 ﾠonly	 ﾠone	 ﾠis	 ﾠstatistically	 ﾠsignificant.	 ﾠ
Interviewers	 ﾠwho	 ﾠdisagree	 ﾠwith	 ﾠthe	 ﾠstatement	 ﾠ‘If	 ﾠa	 ﾠrespondent	 ﾠis	 ﾠreluctant	 ﾠa	 ﾠrefusal	 ﾠshould	 ﾠbe	 ﾠ
accepted’	 ﾠhave	 ﾠa	 ﾠhigher	 ﾠprobability	 ﾠof	 ﾠsatisficing	 ﾠamong	 ﾠtheir	 ﾠrespondents.	 ﾠThis	 ﾠresult	 ﾠ
provides	 ﾠqualified	 ﾠsupport	 ﾠfor	 ﾠthe	 ﾠfirst	 ﾠhypothesis,	 ﾠthat	 ﾠinterviewers’	 ﾠattitudes	 ﾠtowards	 ﾠ
interviewing	 ﾠaffect	 ﾠsatisficing	 ﾠbehaviour	 ﾠamong	 ﾠtheir	 ﾠrespondents.	 ﾠ	 ﾠ
	 ﾠ 	 ﾠ
	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ
17The	 ﾠ Variance	 ﾠ Partition	 ﾠ Coefficient	 ﾠ (VPC)	 ﾠ is	 ﾠ calculated	 ﾠ using	 ﾠ the	 ﾠ approximation	 ﾠ of	 ﾠ the	 ﾠ residual	 ﾠ
variance	 ﾠ≈	 ﾠ3.29	 ﾠthen	 ﾠin	 ﾠModel	 ﾠ1	 ﾠ𝑉𝑃𝐶            ﾠ = ﾠ
 .   
 .     .     .   ﾠ= 0.052	 ﾠ(Snijders	 ﾠand	 ﾠBosker,	 ﾠ2004).	 ﾠ	 ﾠ
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Table	 ﾠ3.2a.	 ﾠTransport	 ﾠmodels	 ﾠ3-ﾭ‐5	 ﾠ
	 ﾠ Model	 ﾠ3	 ﾠ Model	 ﾠ4	 ﾠ Model	 ﾠ5	 ﾠ
Thresholds	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ
𝗼 	 ﾠ -ﾭ‐1.299	 ﾠ(0.275)	 ﾠ -ﾭ‐1.162	 ﾠ(0.319)	 ﾠ -ﾭ‐1.311	 ﾠ(0.308)	 ﾠ
𝗼 	 ﾠ 1.561	 ﾠ(0.273)	 ﾠ 1.701	 ﾠ(0.32)	 ﾠ 1.553	 ﾠ(0.308)	 ﾠ
𝗼 	 ﾠ 3.984	 ﾠ(0.279)	 ﾠ 4.125	 ﾠ(0.325)	 ﾠ 3.977	 ﾠ(0.313)	 ﾠ
Fixed	 ﾠeffects	 ﾠ	 ﾠ
Interviewers’	 ﾠattitudes18	 ﾠ
	 ﾠ 	 ﾠ 	 ﾠ
always	 ﾠto	 ﾠpersuade	 ﾠ -ﾭ‐0.003	 ﾠ(0.055)	 ﾠ -ﾭ‐0.01	 ﾠ(0.056)	 ﾠ -ﾭ‐0.018	 ﾠ(0.055)	 ﾠ
everyone	 ﾠcan	 ﾠbe	 ﾠpersuaded	 ﾠ 0.033	 ﾠ(0.045)	 ﾠ 0.019	 ﾠ(0.052)	 ﾠ 0.046	 ﾠ(0.054)	 ﾠ
respecting	 ﾠprivacy	 ﾠ 0.04	 ﾠ(0.063)	 ﾠ 0.035	 ﾠ(0.067)	 ﾠ 0.038	 ﾠ(0.068)	 ﾠ
refusal	 ﾠaccepted	 ﾠ 0.153	 ﾠ(0.053)	 ﾠ 0.154	 ﾠ(0.056)	 ﾠ 0.15	 ﾠ(0.056)	 ﾠ
voluntary	 ﾠnature	 ﾠof	 ﾠsurvey	 ﾠ -ﾭ‐0.036	 ﾠ(0.046)	 ﾠ -ﾭ‐0.029	 ﾠ(0.042)	 ﾠ -ﾭ‐0.033	 ﾠ(0.044)	 ﾠ
no	 ﾠpoint	 ﾠcontacting	 ﾠ
repeatedly	 ﾠ
-ﾭ‐0.056	 ﾠ(0.048)	 ﾠ -ﾭ‐0.067	 ﾠ(0.046)	 ﾠ -ﾭ‐0.048	 ﾠ(0.05)	 ﾠ
catch	 ﾠin	 ﾠthe	 ﾠright	 ﾠmoment	 ﾠ 0.018	 ﾠ(0.047)	 ﾠ 0.014	 ﾠ(0.055)	 ﾠ 0.02	 ﾠ(0.051)	 ﾠ
persuaded	 ﾠnot	 ﾠreliable	 ﾠ -ﾭ‐0.006	 ﾠ(0.051)	 ﾠ -ﾭ‐0.025	 ﾠ(0.051)	 ﾠ -ﾭ‐0.021	 ﾠ(0.053)	 ﾠ
Interviewers’	 ﾠpersonality	 ﾠ	 ﾠ
	 ﾠ 	 ﾠ
	 ﾠ
openness	 ﾠ 	 ﾠ -ﾭ‐0.047	 ﾠ(0.045)	 ﾠ -ﾭ‐0.049	 ﾠ(0.046)	 ﾠ
neuroticism	 ﾠ 	 ﾠ -ﾭ‐0.039	 ﾠ(0.038)	 ﾠ -ﾭ‐0.048	 ﾠ(0.039)	 ﾠ
conscientiousness	 ﾠ 	 ﾠ -ﾭ‐0.013	 ﾠ(0.041)	 ﾠ -ﾭ‐0.009	 ﾠ(0.043)	 ﾠ
extraversion	 ﾠ 	 ﾠ 0.012	 ﾠ(0.041)	 ﾠ 0.012	 ﾠ(0.042)	 ﾠ
empathy	 ﾠ 	 ﾠ -ﾭ‐0.044	 ﾠ(0.045)	 ﾠ -ﾭ‐0.044	 ﾠ(0.047)	 ﾠ
efficiency	 ﾠ 	 ﾠ 0.042	 ﾠ(0.048)	 ﾠ 0.033	 ﾠ(0.049)	 ﾠ
attention	 ﾠto	 ﾠdetail19	 ﾠ 	 ﾠ 0.019	 ﾠ(0.04)	 ﾠ 0.018	 ﾠ(0.038)	 ﾠ
flexibility	 ﾠ 	 ﾠ 0.089	 ﾠ(0.045)	 ﾠ 0.097	 ﾠ(0.046)	 ﾠ
communication	 ﾠskills	 ﾠ 	 ﾠ -ﾭ‐0.026	 ﾠ(0.052)	 ﾠ -ﾭ‐0.021	 ﾠ(0.053)	 ﾠ
Interviewers’	 ﾠ
characteristics	 ﾠ 	 ﾠ 	 ﾠ
	 ﾠ
interviewer’s	 ﾠ	 ﾠage	 ﾠ 	 ﾠ 	 ﾠ 0.006	 ﾠ(0.004)	 ﾠ
interviewer’s	 ﾠ	 ﾠgender	 ﾠ(female)	 ﾠ 	 ﾠ 	 ﾠ -ﾭ‐0.119	 ﾠ(0.07)	 ﾠ
NTS	 ﾠexperience	 ﾠ 	 ﾠ 	 ﾠ 0.023	 ﾠ(0.017)	 ﾠ
Respondent	 ﾠand	 ﾠarea	 ﾠ
covariates	 ﾠ
No	 ﾠ No	 ﾠ No	 ﾠ
Random	 ﾠeffects	 ﾠ	 ﾠ
	 ﾠ 	 ﾠ
	 ﾠ
Interviewer	 ﾠ(𝜎 
 )	 ﾠ 0.198	 ﾠ(0.027)	 ﾠ 0.201	 ﾠ(0.028)	 ﾠ 0.197	 ﾠ(0.028)	 ﾠ
Area	 ﾠ(𝜎  
 )	 ﾠ 0.285	 ﾠ(0.040)	 ﾠ 0.286	 ﾠ(0.040)	 ﾠ 0.287	 ﾠ(0.041)	 ﾠ
Note:	 ﾠEstimates	 ﾠand	 ﾠstandard	 ﾠerrors	 ﾠare	 ﾠthe	 ﾠmeans	 ﾠand	 ﾠstandard	 ﾠdeviations	 ﾠof	 ﾠ50,000	 ﾠchains,	 ﾠwith	 ﾠ
burn-ﾭ‐in	 ﾠof	 ﾠ500	 ﾠand	 ﾠorthogonal	 ﾠparameterisation.	 ﾠN	 ﾠ=	 ﾠ19,035	 ﾠrespondents	 ﾠnested	 ﾠin	 ﾠcross-ﾭ‐classification	 ﾠ
of	 ﾠ3,113	 ﾠareas	 ﾠand	 ﾠ358	 ﾠinterviewers.	 ﾠ	 ﾠ
	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ
18	 ﾠTreated	 ﾠas	 ﾠcontinuous	 ﾠvariables	 ﾠwhere	 ﾠ1	 ﾠ–	 ﾠStrongly	 ﾠagree,	 ﾠ4	 ﾠ–	 ﾠStrongly	 ﾠdisagree	 ﾠ
19	 ﾠThe	 ﾠfactor	 ﾠ‘attention	 ﾠto	 ﾠdetail’	 ﾠis	 ﾠcoded	 ﾠin	 ﾠreverse,	 ﾠthe	 ﾠhigher	 ﾠthe	 ﾠscore	 ﾠthe	 ﾠpoorer	 ﾠthe	 ﾠattention	 ﾠto	 ﾠ
detail.	 ﾠ	 ﾠ 	 ﾠ 	 ﾠ
 
	 ﾠ 83	 ﾠ
None	 ﾠof	 ﾠthe	 ﾠinterviewers’	 ﾠpersonality	 ﾠtrait	 ﾠvariables	 ﾠare	 ﾠstatistically	 ﾠsignificant	 ﾠin	 ﾠModel	 ﾠ4.	 ﾠ
When	 ﾠthe	 ﾠinterviewers’	 ﾠcharacteristics	 ﾠare	 ﾠadded	 ﾠin	 ﾠModel	 ﾠ5,	 ﾠinterviewers’	 ﾠflexibility	 ﾠand	 ﾠ
interviewers’	 ﾠgender	 ﾠare	 ﾠsignificant	 ﾠpredictors	 ﾠof	 ﾠrespondent	 ﾠheaping.	 ﾠInterviewers	 ﾠwho	 ﾠare	 ﾠ
more	 ﾠflexible	 ﾠhave	 ﾠa	 ﾠhigher	 ﾠrate	 ﾠof	 ﾠsatisficing	 ﾠamong	 ﾠtheir	 ﾠrespondents,	 ﾠwhile	 ﾠfemale	 ﾠ
interviewers	 ﾠencouraged	 ﾠless	 ﾠsatisficing	 ﾠcompared	 ﾠto	 ﾠmales.	 ﾠHowever,	 ﾠthese	 ﾠtwo	 ﾠeffects	 ﾠ
disappear	 ﾠwhen	 ﾠinterviewers’	 ﾠheaping	 ﾠscore	 ﾠis	 ﾠadded	 ﾠto	 ﾠthe	 ﾠmodel	 ﾠ(Model	 ﾠ6).	 ﾠThese	 ﾠresults	 ﾠ
do	 ﾠnot	 ﾠsupport	 ﾠthe	 ﾠsecond	 ﾠhypotheses	 ﾠthat	 ﾠinterviewers’	 ﾠpersonality	 ﾠtraits	 ﾠand	 ﾠskills	 ﾠaffect	 ﾠ
respondent	 ﾠsatisficing,	 ﾠnor	 ﾠthe	 ﾠthird	 ﾠhypothesis	 ﾠon	 ﾠthe	 ﾠeffect	 ﾠof	 ﾠinterviewer	 ﾠdemographic	 ﾠ
characteristics.	 ﾠ	 ﾠ
The	 ﾠinterviewer	 ﾠheaping	 ﾠscore	 ﾠis	 ﾠstatistically	 ﾠsignificant	 ﾠin	 ﾠModel	 ﾠ6.	 ﾠInterviewers	 ﾠwho	 ﾠare	 ﾠ
prone	 ﾠto	 ﾠsatisficing	 ﾠthemselves	 ﾠalso	 ﾠobtain	 ﾠhigher	 ﾠrates	 ﾠof	 ﾠsatisficing	 ﾠamong	 ﾠtheir	 ﾠ
respondents.	 ﾠThis	 ﾠeffect	 ﾠremains	 ﾠstatistically	 ﾠsignificant	 ﾠafter	 ﾠcontrolling	 ﾠfor	 ﾠrespondent	 ﾠand	 ﾠ
area-ﾭ‐level	 ﾠcharacteristics	 ﾠin	 ﾠthe	 ﾠfinal	 ﾠmodel	 ﾠ(Model	 ﾠ7).	 ﾠMoreover,	 ﾠadding	 ﾠthe	 ﾠinterviewer	 ﾠ
satisficing	 ﾠindicator	 ﾠto	 ﾠthe	 ﾠmodel	 ﾠsignificantly	 ﾠreduces	 ﾠthe	 ﾠunexplained	 ﾠinterviewer	 ﾠvariance	 ﾠ
by	 ﾠ7%.	 ﾠThis	 ﾠresult	 ﾠsupports	 ﾠthe	 ﾠfourth	 ﾠhypothesis	 ﾠthat	 ﾠinterviewers’	 ﾠown	 ﾠsatisficing	 ﾠ
behaviour	 ﾠis	 ﾠpositively	 ﾠcorrelated	 ﾠwith	 ﾠtheir	 ﾠrespondents’	 ﾠpropensity	 ﾠto	 ﾠsatisfice.	 ﾠ
	 ﾠ
	 ﾠ 	 ﾠ	 ﾠ
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Table	 ﾠ3.2b.	 ﾠTransport	 ﾠmodels	 ﾠ6	 ﾠand	 ﾠ7	 ﾠ
	 ﾠ Model	 ﾠ6	 ﾠ Model	 ﾠ7	 ﾠ
Thresholds	 ﾠ 	 ﾠ 	 ﾠ
𝗼 	 ﾠ -ﾭ‐2.026	 ﾠ(0.272)	 ﾠ -ﾭ‐3.255	 ﾠ(0.367)	 ﾠ
𝗼 	 ﾠ 0.839	 ﾠ(0.272)	 ﾠ -ﾭ‐0.192	 ﾠ(0.365)	 ﾠ
𝗼 	 ﾠ 3.262	 ﾠ(0.279)	 ﾠ 2.308	 ﾠ(0.37)	 ﾠ
Fixed	 ﾠeffects	 ﾠ	 ﾠ
Interviewers’	 ﾠattitudes20	 ﾠ
	 ﾠ 	 ﾠ
always	 ﾠto	 ﾠpersuade	 ﾠ -ﾭ‐0.005	 ﾠ(0.048)	 ﾠ -ﾭ‐0.006	 ﾠ(0.053)	 ﾠ
everyone	 ﾠcan	 ﾠbe	 ﾠpersuaded	 ﾠ 0.05	 ﾠ(0.052)	 ﾠ 0.045	 ﾠ(0.052)	 ﾠ
respecting	 ﾠprivacy	 ﾠ 0.059	 ﾠ(0.063)	 ﾠ 0.006	 ﾠ(0.066)	 ﾠ
refusal	 ﾠaccepted	 ﾠ 0.142	 ﾠ(0.053)	 ﾠ 0.123	 ﾠ(0.055)	 ﾠ
voluntary	 ﾠnature	 ﾠof	 ﾠsurvey	 ﾠ -ﾭ‐0.038	 ﾠ(0.046)	 ﾠ -ﾭ‐0.044	 ﾠ(0.043)	 ﾠ
no	 ﾠpoint	 ﾠcontacting	 ﾠrepeatedly	 ﾠ -ﾭ‐0.024	 ﾠ(0.047)	 ﾠ -ﾭ‐0.012	 ﾠ(0.048)	 ﾠ
catch	 ﾠin	 ﾠthe	 ﾠright	 ﾠmoment	 ﾠ 0.017	 ﾠ(0.047)	 ﾠ 0.02	 ﾠ(0.049)	 ﾠ
persuaded	 ﾠnot	 ﾠreliable	 ﾠ -ﾭ‐0.029	 ﾠ(0.054)	 ﾠ -ﾭ‐0.032	 ﾠ(0.051)	 ﾠ
Interviewers’	 ﾠpersonality	 ﾠ	 ﾠ
	 ﾠ 	 ﾠ
openness	 ﾠ -ﾭ‐0.043	 ﾠ(0.044)	 ﾠ -ﾭ‐0.011	 ﾠ(0.044)	 ﾠ
neuroticism	 ﾠ -ﾭ‐0.056	 ﾠ(0.039)	 ﾠ -ﾭ‐0.043	 ﾠ(0.038)	 ﾠ
conscientiousness	 ﾠ 0.002	 ﾠ(0.041)	 ﾠ -ﾭ‐0.02	 ﾠ(0.041)	 ﾠ
extraversion	 ﾠ 0.018	 ﾠ(0.04)	 ﾠ -ﾭ‐0.009	 ﾠ(0.04)	 ﾠ
empathy	 ﾠ -ﾭ‐0.038	 ﾠ(0.045)	 ﾠ -ﾭ‐0.046	 ﾠ(0.045)	 ﾠ
efficiency	 ﾠ 0.021	 ﾠ(0.047)	 ﾠ 0.009	 ﾠ(0.047)	 ﾠ
attention	 ﾠto	 ﾠdetail21	 ﾠ 0.018	 ﾠ(0.039)	 ﾠ 0.001	 ﾠ(0.038)	 ﾠ
flexibility	 ﾠ 0.085	 ﾠ(0.045)	 ﾠ 0.049	 ﾠ(0.046)	 ﾠ
communication	 ﾠskills	 ﾠ -ﾭ‐0.008	 ﾠ(0.05)	 ﾠ 0.004	 ﾠ(0.051)	 ﾠ
Interviewers’	 ﾠcharacteristics	 ﾠ
	 ﾠ 	 ﾠ
interviewer’s	 ﾠ	 ﾠage	 ﾠ 0.006	 ﾠ(0.004)	 ﾠ 0.001	 ﾠ(0.004)	 ﾠ
interviewer’s	 ﾠ	 ﾠgender	 ﾠ(female)	 ﾠ -ﾭ‐0.087	 ﾠ(0.067)	 ﾠ -ﾭ‐0.095	 ﾠ(0.071)	 ﾠ
NTS	 ﾠexperience	 ﾠ 0.026	 ﾠ(0.016)	 ﾠ 0.017	 ﾠ(0.017)	 ﾠ
Interviewers’	 ﾠown	 ﾠresponse	 ﾠstyle	 ﾠ
	 ﾠ 	 ﾠ
Interviewer’s	 ﾠ	 ﾠheaping	 ﾠscore	 ﾠ 0.754	 ﾠ(0.208)	 ﾠ 0.701	 ﾠ(0.213)	 ﾠ
Respondent	 ﾠand	 ﾠarea	 ﾠcovariates	 ﾠ No	 ﾠ Yes	 ﾠ
Random	 ﾠeffects	 ﾠ	 ﾠ
	 ﾠ 	 ﾠ
Interviewer	 ﾠ(𝜎 
 )	 ﾠ 0.183	 ﾠ(0.026)	 ﾠ 0.169	 ﾠ(0.025)	 ﾠ
Area	 ﾠ(𝜎  
 )	 ﾠ 0.288	 ﾠ(0.038)	 ﾠ 0.326	 ﾠ(0.044)	 ﾠ
	 ﾠ
	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ
20	 ﾠTreated	 ﾠas	 ﾠcontinuous	 ﾠvariables	 ﾠwhere	 ﾠ1	 ﾠ–	 ﾠStrongly	 ﾠagree,	 ﾠ4	 ﾠ–	 ﾠStrongly	 ﾠdisagree	 ﾠ
21	 ﾠThe	 ﾠfactor	 ﾠ‘attention	 ﾠto	 ﾠdetail’	 ﾠis	 ﾠcoded	 ﾠin	 ﾠreverse,	 ﾠthe	 ﾠhigher	 ﾠthe	 ﾠscore	 ﾠthe	 ﾠpoorer	 ﾠthe	 ﾠattention	 ﾠto	 ﾠ
detail.	 ﾠ	 ﾠ 	 ﾠ 	 ﾠ
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3.7.2  Amenities	 ﾠ
The	 ﾠmodels	 ﾠfor	 ﾠthe	 ﾠamenities	 ﾠvariable	 ﾠare	 ﾠpresented	 ﾠin	 ﾠTable	 ﾠ3.3.	 ﾠIn	 ﾠline	 ﾠwith	 ﾠthe	 ﾠresults	 ﾠfor	 ﾠ
the	 ﾠtransport	 ﾠvariable,	 ﾠModel	 ﾠ8	 ﾠshows	 ﾠthat	 ﾠinterviewers	 ﾠwho	 ﾠdisagree	 ﾠwith	 ﾠthe	 ﾠstatement	 ﾠ‘If	 ﾠa	 ﾠ
respondent	 ﾠis	 ﾠreluctant	 ﾠa	 ﾠrefusal	 ﾠshould	 ﾠbe	 ﾠaccepted’	 ﾠobtain	 ﾠhigher	 ﾠrates	 ﾠof	 ﾠsatisficing	 ﾠamong	 ﾠ
their	 ﾠrespondents.	 ﾠNevertheless,	 ﾠthis	 ﾠeffect	 ﾠis	 ﾠmitigated	 ﾠby	 ﾠthe	 ﾠaddition	 ﾠof	 ﾠthe	 ﾠinterviewer	 ﾠ
characteristics	 ﾠin	 ﾠModel	 ﾠ10.	 ﾠThis	 ﾠresult	 ﾠdoes	 ﾠnot	 ﾠsupport	 ﾠthe	 ﾠfirst	 ﾠhypothesis	 ﾠthat	 ﾠ
interviewers’	 ﾠattitudes	 ﾠtowards	 ﾠinterviewing	 ﾠaffect	 ﾠthe	 ﾠsatisficing	 ﾠbehaviour	 ﾠoft	 ﾠheir	 ﾠ
respondents.	 ﾠ	 ﾠ
Model	 ﾠ9	 ﾠtests	 ﾠthe	 ﾠsecond	 ﾠhypothesis.	 ﾠNone	 ﾠof	 ﾠthe	 ﾠinterviewer	 ﾠpersonality	 ﾠtraits	 ﾠand	 ﾠskills	 ﾠare	 ﾠ
statistically	 ﾠsignificant	 ﾠpredictors	 ﾠof	 ﾠrespondent	 ﾠheaping.	 ﾠAlthough	 ﾠin	 ﾠModel	 ﾠ10,	 ﾠthe	 ﾠ
interviewer’s	 ﾠgender	 ﾠis	 ﾠstatistically	 ﾠsignificant,	 ﾠfemales	 ﾠencouraging	 ﾠless	 ﾠsatisficing	 ﾠthan	 ﾠ
males,	 ﾠthis	 ﾠeffect	 ﾠdisappears	 ﾠwhen	 ﾠthe	 ﾠinterviewer	 ﾠheaping	 ﾠindicator	 ﾠis	 ﾠadded	 ﾠin	 ﾠModel	 ﾠ11.	 ﾠ
This	 ﾠresult	 ﾠdoes	 ﾠnot	 ﾠsupport	 ﾠthe	 ﾠsecond	 ﾠnor	 ﾠthe	 ﾠthird	 ﾠhypothesis.	 ﾠInterviewers’	 ﾠdemographic	 ﾠ
characteristics	 ﾠdo	 ﾠnot	 ﾠaffect	 ﾠtheir	 ﾠrespondents’	 ﾠpropensity	 ﾠto	 ﾠsatisfice.	 ﾠAs	 ﾠwith	 ﾠthe	 ﾠtransport	 ﾠ
variables,	 ﾠthe	 ﾠinterviewer’s	 ﾠheaping	 ﾠindicator	 ﾠis	 ﾠstatistically	 ﾠsignificant	 ﾠin	 ﾠModel	 ﾠ11.	 ﾠ
Interviewers	 ﾠwho	 ﾠsatisfice	 ﾠin	 ﾠtheir	 ﾠown	 ﾠquestionnaire	 ﾠresponses	 ﾠobtain	 ﾠmore	 ﾠsatisficing	 ﾠfrom	 ﾠ
their	 ﾠrespondents.	 ﾠThis	 ﾠeffect	 ﾠremains	 ﾠstatistically	 ﾠsignificant	 ﾠin	 ﾠthe	 ﾠfinal	 ﾠmodel	 ﾠ(Model	 ﾠ12)	 ﾠ
that	 ﾠincludes	 ﾠcontrols	 ﾠfor	 ﾠthe	 ﾠrespondent	 ﾠand	 ﾠarea	 ﾠcharacteristics.	 ﾠThe	 ﾠinterviewer	 ﾠheaping	 ﾠ
indicator	 ﾠin	 ﾠModel	 ﾠ11	 ﾠreduces	 ﾠthe	 ﾠunexplained	 ﾠinterviewer	 ﾠvariance	 ﾠby	 ﾠ10%	 ﾠcomparing	 ﾠto	 ﾠ
Model	 ﾠ10.	 ﾠ	 ﾠThe	 ﾠfourth	 ﾠhypothesis	 ﾠis	 ﾠsupported	 ﾠby	 ﾠthis	 ﾠresult.	 ﾠ	 ﾠ
	 ﾠ
	 ﾠ 	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Table	 ﾠ3.3a.	 ﾠAmenities	 ﾠmodels	 ﾠ8-ﾭ‐10	 ﾠ
	 ﾠ
Model	 ﾠ8	 ﾠ Model	 ﾠ9	 ﾠ Model	 ﾠ10	 ﾠ
Thresholds	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ
𝗼 	 ﾠ 0.361	 ﾠ(0.254)	 ﾠ 0.712	 ﾠ(0.187)	 ﾠ 0.657	 ﾠ(0.438)	 ﾠ
𝗼 	 ﾠ 1.917	 ﾠ(0.254)	 ﾠ 2.269	 ﾠ(0.189)	 ﾠ 2.215	 ﾠ(0.438)	 ﾠ
𝗼 	 ﾠ 3.679	 ﾠ(0.257)	 ﾠ 4.033	 ﾠ(0.194)	 ﾠ 3.978	 ﾠ(0.44)	 ﾠ
Fixed	 ﾠeffects	 ﾠ	 ﾠ
Interviewers’	 ﾠattitudes	 ﾠ 	 ﾠ 	 ﾠ
	 ﾠ
always	 ﾠto	 ﾠpersuade	 ﾠ 0.02	 ﾠ(0.066)	 ﾠ 0.014	 ﾠ(0.053)	 ﾠ -ﾭ‐0.016	 ﾠ(0.074)	 ﾠ
everyone	 ﾠcan	 ﾠbe	 ﾠpersuaded	 ﾠ -ﾭ‐0.069	 ﾠ(0.042)	 ﾠ -ﾭ‐0.093	 ﾠ(0.059)	 ﾠ -ﾭ‐0.075	 ﾠ(0.071)	 ﾠ
respecting	 ﾠprivacy	 ﾠ -ﾭ‐0.032	 ﾠ(0.079)	 ﾠ -ﾭ‐0.055	 ﾠ(0.096)	 ﾠ -ﾭ‐0.054	 ﾠ(0.092)	 ﾠ
refusal	 ﾠaccepted	 ﾠ 0.14	 ﾠ(0.053)	 ﾠ 0.144	 ﾠ(0.063)	 ﾠ 0.117	 ﾠ(0.071)	 ﾠ
voluntary	 ﾠnature	 ﾠof	 ﾠsurvey	 ﾠ 0.026	 ﾠ(0.056)	 ﾠ 0.001	 ﾠ(0.063)	 ﾠ 0.021	 ﾠ(0.058)	 ﾠ
no	 ﾠpoint	 ﾠcontacting	 ﾠrepeatedly	 ﾠ -ﾭ‐0.037	 ﾠ(0.062)	 ﾠ -ﾭ‐0.101	 ﾠ(0.064)	 ﾠ -ﾭ‐0.042	 ﾠ(0.067)	 ﾠ
catch	 ﾠin	 ﾠthe	 ﾠright	 ﾠmoment	 ﾠ -ﾭ‐0.041	 ﾠ(0.039)	 ﾠ -ﾭ‐0.07	 ﾠ(0.058)	 ﾠ -ﾭ‐0.027	 ﾠ(0.069)	 ﾠ
persuaded	 ﾠnot	 ﾠreliable	 ﾠ -ﾭ‐0.031	 ﾠ(0.042)	 ﾠ -ﾭ‐0.024	 ﾠ(0.083)	 ﾠ -ﾭ‐0.042	 ﾠ(0.07)	 ﾠ
Interviewers’	 ﾠpersonality	 ﾠ	 ﾠ
	 ﾠ 	 ﾠ
	 ﾠ
openness	 ﾠ 	 ﾠ -ﾭ‐0.076	 ﾠ(0.056)	 ﾠ -ﾭ‐0.066	 ﾠ(0.06)	 ﾠ
neuroticism	 ﾠ 	 ﾠ -ﾭ‐0.01	 ﾠ(0.06)	 ﾠ -ﾭ‐0.031	 ﾠ(0.051)	 ﾠ
conscientiousness	 ﾠ 	 ﾠ 0.015	 ﾠ(0.069)	 ﾠ 0.005	 ﾠ(0.057)	 ﾠ
extraversion	 ﾠ 	 ﾠ -ﾭ‐0.04	 ﾠ(0.054)	 ﾠ -ﾭ‐0.065	 ﾠ(0.054)	 ﾠ
empathy	 ﾠ 	 ﾠ -ﾭ‐0.086	 ﾠ(0.064)	 ﾠ -ﾭ‐0.096	 ﾠ(0.062)	 ﾠ
efficiency	 ﾠ 	 ﾠ 0.063	 ﾠ(0.063)	 ﾠ 0.051	 ﾠ(0.065)	 ﾠ
attention	 ﾠto	 ﾠdetail	 ﾠ 	 ﾠ 0.009	 ﾠ(0.058)	 ﾠ 0.009	 ﾠ(0.054)	 ﾠ
flexibility	 ﾠ 	 ﾠ 0.02	 ﾠ(0.067)	 ﾠ 0.027	 ﾠ(0.061)	 ﾠ
communication	 ﾠskills	 ﾠ 	 ﾠ 0.099	 ﾠ(0.071)	 ﾠ 0.102	 ﾠ(0.07)	 ﾠ
Interviewers’	 ﾠcharacteristics	 ﾠ
	 ﾠ 	 ﾠ
	 ﾠ
interviewer’s	 ﾠ	 ﾠage	 ﾠ 	 ﾠ 	 ﾠ 0.008	 ﾠ(0.006)	 ﾠ
interviewer’s	 ﾠ	 ﾠgender	 ﾠ(female)	 ﾠ 	 ﾠ 	 ﾠ -ﾭ‐0.179	 ﾠ(0.085)	 ﾠ
NTS	 ﾠexperience	 ﾠ 	 ﾠ 	 ﾠ 0.007	 ﾠ(0.019)	 ﾠ
Respondent	 ﾠand	 ﾠarea	 ﾠ
covariates	 ﾠ
No	 ﾠ No	 ﾠ No	 ﾠ
Random	 ﾠeffects	 ﾠ	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ
Interviewer	 ﾠ(𝜎 
 )	 ﾠ 0.335	 ﾠ(0.044)	 ﾠ 0.355	 ﾠ(0.046)	 ﾠ 0.335	 ﾠ(0.046)	 ﾠ
Area	 ﾠ(𝜎  
 )	 ﾠ 0.229	 ﾠ(0.043)	 ﾠ 0.239	 ﾠ(0.041)	 ﾠ 0.237	 ﾠ(0.041)	 ﾠ
Note:	 ﾠEstimates	 ﾠand	 ﾠstandard	 ﾠerrors	 ﾠare	 ﾠthe	 ﾠmeans	 ﾠand	 ﾠstandard	 ﾠdeviations	 ﾠof	 ﾠ50,000	 ﾠchains,	 ﾠwith	 ﾠ
burn-ﾭ‐in	 ﾠof	 ﾠ500	 ﾠand	 ﾠorthogonal	 ﾠparameterisation.	 ﾠN	 ﾠ=	 ﾠ18,173	 ﾠrespondents	 ﾠnested	 ﾠin	 ﾠcross-ﾭ‐classification	 ﾠ
of	 ﾠ2,410	 ﾠareas	 ﾠand	 ﾠ278	 ﾠinterviewers.	 ﾠ	 ﾠ
	 ﾠ
	 ﾠ
	 ﾠ	 ﾠ 	 ﾠ 	 ﾠ
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Table	 ﾠ3.3b.	 ﾠAmenities	 ﾠmodels	 ﾠ11	 ﾠand	 ﾠ12	 ﾠ
	 ﾠ
Model	 ﾠ11	 ﾠ Model	 ﾠ12	 ﾠ
Thresholds	 ﾠ 	 ﾠ 	 ﾠ
𝗼 	 ﾠ -ﾭ‐0.465	 ﾠ(0.181)	 ﾠ -ﾭ‐1.361	 ﾠ(0.438)	 ﾠ
𝗼 	 ﾠ 1.091	 ﾠ(0.181)	 ﾠ 0.344	 ﾠ(0.438)	 ﾠ
𝗼 	 ﾠ 2.855	 ﾠ(0.183)	 ﾠ 2.196	 ﾠ(0.439)	 ﾠ
Fixed	 ﾠeffects	 ﾠ
	 ﾠ
Interviewers’	 ﾠattitudes	 ﾠ 	 ﾠ 	 ﾠ
always	 ﾠto	 ﾠpersuade	 ﾠ 0.055	 ﾠ(0.069)	 ﾠ -ﾭ‐0.031	 ﾠ(0.065)	 ﾠ
everyone	 ﾠcan	 ﾠbe	 ﾠpersuaded	 ﾠ -ﾭ‐0.123	 ﾠ(0.06)	 ﾠ -ﾭ‐0.086	 ﾠ(0.062)	 ﾠ
respecting	 ﾠprivacy	 ﾠ -ﾭ‐0.034	 ﾠ(0.077)	 ﾠ -ﾭ‐0.059	 ﾠ(0.08)	 ﾠ
refusal	 ﾠaccepted	 ﾠ 0.114	 ﾠ(0.049)	 ﾠ 0.111	 ﾠ(0.065)	 ﾠ
voluntary	 ﾠnature	 ﾠof	 ﾠsurvey	 ﾠ 0.023	 ﾠ(0.063)	 ﾠ 0.002	 ﾠ(0.051)	 ﾠ
no	 ﾠpoint	 ﾠcontacting	 ﾠrepeatedly	 ﾠ 0.003	 ﾠ(0.057)	 ﾠ 0.019	 ﾠ(0.058)	 ﾠ
catch	 ﾠin	 ﾠthe	 ﾠright	 ﾠmoment	 ﾠ -ﾭ‐0.011	 ﾠ(0.057)	 ﾠ -ﾭ‐0.024	 ﾠ(0.059)	 ﾠ
persuaded	 ﾠnot	 ﾠreliable	 ﾠ -ﾭ‐0.076	 ﾠ(0.051)	 ﾠ -ﾭ‐0.105	 ﾠ(0.061)	 ﾠ
Interviewers’	 ﾠpersonality	 ﾠ	 ﾠ 	 ﾠ 	 ﾠ
openness	 ﾠ -ﾭ‐0.072	 ﾠ(0.054)	 ﾠ -ﾭ‐0.061	 ﾠ(0.053)	 ﾠ
neuroticism	 ﾠ -ﾭ‐0.036	 ﾠ(0.048)	 ﾠ -ﾭ‐0.049	 ﾠ(0.044)	 ﾠ
conscientiousness	 ﾠ 0.015	 ﾠ(0.06)	 ﾠ -ﾭ‐0.014	 ﾠ(0.051)	 ﾠ
extraversion	 ﾠ -ﾭ‐0.03	 ﾠ(0.054)	 ﾠ -ﾭ‐0.031	 ﾠ(0.049)	 ﾠ
empathy	 ﾠ -ﾭ‐0.083	 ﾠ(0.065)	 ﾠ -ﾭ‐0.075	 ﾠ(0.055)	 ﾠ
efficiency	 ﾠ 0.034	 ﾠ(0.063)	 ﾠ -ﾭ‐0.002	 ﾠ(0.058)	 ﾠ
attention	 ﾠto	 ﾠdetail	 ﾠ 0.009	 ﾠ(0.054)	 ﾠ -ﾭ‐0.009	 ﾠ(0.047)	 ﾠ
flexibility	 ﾠ 0.003	 ﾠ(0.052)	 ﾠ -ﾭ‐0.004	 ﾠ(0.054)	 ﾠ
communication	 ﾠskills	 ﾠ 0.13	 ﾠ(0.06)	 ﾠ 0.077	 ﾠ(0.061)	 ﾠ
Interviewers’	 ﾠcharacteristics	 ﾠ
	 ﾠ 	 ﾠ
interviewer’s	 ﾠ	 ﾠage	 ﾠ 0.007	 ﾠ(0.006)	 ﾠ 0.002	 ﾠ(0.005)	 ﾠ
interviewer’s	 ﾠ	 ﾠgender	 ﾠ(female)	 ﾠ -ﾭ‐0.242	 ﾠ(0.096)	 ﾠ -ﾭ‐0.115	 ﾠ(0.083)	 ﾠ
NTS	 ﾠexperience	 ﾠ 0.012	 ﾠ(0.026)	 ﾠ 0.018	 ﾠ(0.023)	 ﾠ
Interviewers’	 ﾠown	 ﾠresponse	 ﾠ
style	 ﾠ 	 ﾠ 	 ﾠ
interviewer’s	 ﾠ	 ﾠheaping	 ﾠscore	 ﾠ 1.246	 ﾠ(0.2)	 ﾠ 1	 ﾠ(0.255)	 ﾠ
Respondent	 ﾠand	 ﾠarea	 ﾠcovariates	 ﾠ
No	 ﾠ Yes	 ﾠ
Random	 ﾠeffects	 ﾠ 	 ﾠ 	 ﾠ
Interviewer	 ﾠ(𝜎 
 )	 ﾠ 0.303	 ﾠ(0.044)	 ﾠ 0.232	 ﾠ(0.034)	 ﾠ
Area	 ﾠ(𝜎  
 )	 ﾠ 0.22	 ﾠ(0.04)	 ﾠ 0.23	 ﾠ(0.045)	 ﾠ
	 ﾠ
The	 ﾠresults	 ﾠfrom	 ﾠthe	 ﾠordered	 ﾠlogit	 ﾠmodel	 ﾠcan	 ﾠbe	 ﾠbetter	 ﾠinterpreted	 ﾠby	 ﾠcalculating	 ﾠpredicted	 ﾠ
probabilities	 ﾠfor	 ﾠthe	 ﾠoutcome	 ﾠof	 ﾠinterest.	 ﾠIn	 ﾠthis	 ﾠcase	 ﾠthe	 ﾠoutcome	 ﾠof	 ﾠinterest	 ﾠis	 ﾠthe	 ﾠprobability	 ﾠ
for	 ﾠa	 ﾠrespondent	 ﾠto	 ﾠbe	 ﾠin	 ﾠthe	 ﾠhighest	 ﾠheaping	 ﾠgroup.	 ﾠSeparate	 ﾠprobabilities	 ﾠwere	 ﾠcalculated	 ﾠ	 ﾠ
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for	 ﾠfour	 ﾠdifferent	 ﾠvalues	 ﾠof	 ﾠthe	 ﾠinterviewer	 ﾠheaping	 ﾠvariable	 ﾠand	 ﾠfor	 ﾠdifferent	 ﾠlevels	 ﾠof	 ﾠ
agreement	 ﾠwith	 ﾠthe	 ﾠ‘refusal	 ﾠshould	 ﾠbe	 ﾠaccepted’	 ﾠitem.	 ﾠAll	 ﾠthe	 ﾠremaining	 ﾠvariables	 ﾠin	 ﾠthe	 ﾠ
model	 ﾠwere	 ﾠset	 ﾠto	 ﾠtheir	 ﾠsample	 ﾠmean	 ﾠvalues	 ﾠfor	 ﾠcontinuous	 ﾠvariables	 ﾠand	 ﾠmodal	 ﾠvalues	 ﾠfor	 ﾠ
categorical	 ﾠvariables.	 ﾠ	 ﾠ
Figure	 ﾠ3.5.	 ﾠPredicted	 ﾠprobabilities	 ﾠof	 ﾠa	 ﾠrespondent	 ﾠbeing	 ﾠin	 ﾠthe	 ﾠhighest	 ﾠheaping	 ﾠgroup,	 ﾠ
for	 ﾠfour	 ﾠdifferent	 ﾠinterviewer’s	 ﾠheaping	 ﾠvalues	 ﾠ(for	 ﾠfemale	 ﾠinterviewer	 ﾠinterviewing	 ﾠ
male	 ﾠrespondent,	 ﾠwho	 ﾠis	 ﾠemployed	 ﾠfull-ﾭ‐time,	 ﾠwhite	 ﾠand	 ﾠmarried)	 ﾠ
	 ﾠ
	 ﾠ
As	 ﾠshown	 ﾠin	 ﾠFigure	 ﾠ3.5,	 ﾠthe	 ﾠprobability	 ﾠof	 ﾠa	 ﾠrespondent	 ﾠbeing	 ﾠin	 ﾠthe	 ﾠhigh	 ﾠheaping	 ﾠgroup	 ﾠ
increases	 ﾠmonotonically	 ﾠas	 ﾠinterviewers’	 ﾠheaping	 ﾠscore	 ﾠincreases	 ﾠfor	 ﾠboth	 ﾠthe	 ﾠamenities	 ﾠand	 ﾠ
the	 ﾠtransport	 ﾠvariables.	 ﾠSince	 ﾠrespondent	 ﾠheaping	 ﾠis	 ﾠone	 ﾠof	 ﾠthe	 ﾠindicators	 ﾠof	 ﾠlower	 ﾠdata	 ﾠ
quality,	 ﾠit	 ﾠis	 ﾠclear	 ﾠthat	 ﾠsatisficing	 ﾠinterviewers	 ﾠcan	 ﾠaffect	 ﾠthe	 ﾠdata	 ﾠquality	 ﾠby	 ﾠinfluencing	 ﾠ
satisficing	 ﾠbehaviour	 ﾠamong	 ﾠtheir	 ﾠrespondents.	 ﾠ	 ﾠ
	 ﾠ 	 ﾠ
24.3%	 ﾠ
28.9%	 ﾠ
33.9%	 ﾠ 36.6%	 ﾠ
55.5%	 ﾠ
63.6%	 ﾠ
70.9%	 ﾠ 74.3%	 ﾠ
0.16	 ﾠ 0.5	 ﾠ 0.83	 ﾠ 1	 ﾠ
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Figure	 ﾠ3.6.	 ﾠPredicted	 ﾠprobabilities	 ﾠof	 ﾠa	 ﾠrespondent	 ﾠbeing	 ﾠin	 ﾠthe	 ﾠhighest	 ﾠheaping	 ﾠgroup,	 ﾠ
for	 ﾠdifferent	 ﾠlevels	 ﾠof	 ﾠinterviewer’s	 ﾠagreement	 ﾠwith	 ﾠthe	 ﾠ‘refusal	 ﾠshould	 ﾠbe	 ﾠaccepted’	 ﾠ
item	 ﾠ(for	 ﾠfemale	 ﾠinterviewer	 ﾠinterviewing	 ﾠmale	 ﾠrespondent,	 ﾠwho	 ﾠis	 ﾠemployed	 ﾠfull-ﾭ‐time,	 ﾠ
white	 ﾠand	 ﾠmarried)	 ﾠ
	 ﾠ
The	 ﾠinterviewers	 ﾠwho	 ﾠdisagree	 ﾠwith	 ﾠthe	 ﾠstatement	 ﾠthat	 ﾠif	 ﾠa	 ﾠrespondent	 ﾠis	 ﾠreluctant	 ﾠa	 ﾠrefusal	 ﾠ
should	 ﾠbe	 ﾠaccepted	 ﾠcan	 ﾠbe	 ﾠlabelled	 ﾠas	 ﾠmore	 ﾠdetermined	 ﾠto	 ﾠsecure	 ﾠthe	 ﾠinterview.	 ﾠAs	 ﾠFigure	 ﾠ3.6	 ﾠ
shows	 ﾠrespondents	 ﾠinterviewed	 ﾠby	 ﾠthese	 ﾠinterviewers	 ﾠhave	 ﾠhigher	 ﾠprobability	 ﾠof	 ﾠbeing	 ﾠin	 ﾠa	 ﾠ
high	 ﾠheaping	 ﾠgroup	 ﾠthan	 ﾠthose	 ﾠinterviewed	 ﾠby	 ﾠless	 ﾠdetermined	 ﾠinterviewers.	 ﾠ
3.8  Discussion	 ﾠ
Although	 ﾠis	 ﾠit	 ﾠwidely	 ﾠaccepted	 ﾠthat	 ﾠface-ﾭ‐to-ﾭ‐face	 ﾠinterviews	 ﾠproduce	 ﾠhigh	 ﾠquality	 ﾠsurvey	 ﾠdata,	 ﾠ
specifically	 ﾠdue	 ﾠto	 ﾠthe	 ﾠrole	 ﾠof	 ﾠthe	 ﾠinterviewer	 ﾠand	 ﾠrespondent-ﾭ‐interviewer	 ﾠinteraction,	 ﾠthe	 ﾠ
interviewer	 ﾠis	 ﾠalso	 ﾠa	 ﾠsource	 ﾠof	 ﾠmeasurement	 ﾠerror.	 ﾠOne	 ﾠout	 ﾠof	 ﾠmany	 ﾠdifferent	 ﾠways	 ﾠin	 ﾠwhich	 ﾠ
interviewers	 ﾠcan	 ﾠintroduce	 ﾠmeasurement	 ﾠerror	 ﾠis	 ﾠby	 ﾠencouraging	 ﾠ(or	 ﾠfailing	 ﾠto	 ﾠdiscourage)	 ﾠ
their	 ﾠrespondents	 ﾠto	 ﾠsatisfice,	 ﾠi.e.	 ﾠprovide	 ﾠa	 ﾠlower	 ﾠquality	 ﾠresponse	 ﾠby	 ﾠnot	 ﾠinvesting	 ﾠenough	 ﾠ
cognitive	 ﾠeffort	 ﾠinto	 ﾠformulating	 ﾠthe	 ﾠresponse.	 ﾠ	 ﾠIn	 ﾠthe	 ﾠcontext	 ﾠof	 ﾠsatisficing,	 ﾠthe	 ﾠbulk	 ﾠof	 ﾠ
existing	 ﾠresearch	 ﾠis	 ﾠconcerned	 ﾠwith	 ﾠthe	 ﾠrespondent	 ﾠand	 ﾠtask/instrument	 ﾠas	 ﾠa	 ﾠsource	 ﾠbut	 ﾠless	 ﾠ
with	 ﾠthe	 ﾠinterviewer.	 ﾠStudies	 ﾠof	 ﾠsatisficing	 ﾠthat	 ﾠconsider	 ﾠthe	 ﾠinterviewer	 ﾠdo	 ﾠnot	 ﾠfocus	 ﾠon	 ﾠ
interviewers’	 ﾠown	 ﾠresponse	 ﾠstyles	 ﾠand	 ﾠtheir	 ﾠpropensity	 ﾠto	 ﾠsatisfice	 ﾠand	 ﾠin	 ﾠmost	 ﾠcases	 ﾠuse	 ﾠonly	 ﾠ
basic	 ﾠinformation	 ﾠon	 ﾠinterviewers.	 ﾠ	 ﾠ	 ﾠ
The	 ﾠdataset	 ﾠused	 ﾠin	 ﾠthis	 ﾠpaper	 ﾠallowed	 ﾠfour	 ﾠhypotheses	 ﾠto	 ﾠbe	 ﾠtested:	 ﾠthat	 ﾠ(1)	 ﾠinterviewers’	 ﾠ
attitudes	 ﾠtowards	 ﾠinterviewing,	 ﾠ(2)	 ﾠinterviewers’	 ﾠpersonality	 ﾠtraits	 ﾠand	 ﾠskills,	 ﾠ(3)	 ﾠ
interviewers’	 ﾠdemographic	 ﾠcharacteristics	 ﾠand	 ﾠ(4)	 ﾠinterviewers’	 ﾠown	 ﾠsatisficing	 ﾠbehaviour	 ﾠ
29.7%	 ﾠ 32.3%	 ﾠ 35.1%	 ﾠ 37.9%	 ﾠ
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 ﾠ 69.6%	 ﾠ 71.9%	 ﾠ 74.1%	 ﾠ
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may	 ﾠaffect	 ﾠrespondents’	 ﾠpropensity	 ﾠto	 ﾠsatisfice.	 ﾠThe	 ﾠresults	 ﾠsuggest	 ﾠthat	 ﾠinterviewers	 ﾠwho	 ﾠ
have	 ﾠa	 ﾠless	 ﾠaccepting	 ﾠattitude	 ﾠto	 ﾠrespondent	 ﾠrefusals	 ﾠelicit	 ﾠmore	 ﾠsatisficing	 ﾠbehaviour	 ﾠamong	 ﾠ
their	 ﾠrespondents.	 ﾠThe	 ﾠsecond	 ﾠhypothesis	 ﾠhas	 ﾠnot	 ﾠbeen	 ﾠconfirmed	 ﾠempirically;	 ﾠthere	 ﾠis	 ﾠno	 ﾠ
evidence	 ﾠthat	 ﾠinterviewers’	 ﾠpersonalities	 ﾠor	 ﾠskills	 ﾠaffect	 ﾠthe	 ﾠsatisficing	 ﾠbehaviour	 ﾠamong	 ﾠtheir	 ﾠ
respondents.	 ﾠThe	 ﾠthird	 ﾠhypothesis	 ﾠon	 ﾠthe	 ﾠeffect	 ﾠof	 ﾠinterviewers’	 ﾠdemographic	 ﾠcharacteristic	 ﾠ
has	 ﾠnot	 ﾠbeen	 ﾠconfirmed	 ﾠeither.	 ﾠHowever,	 ﾠthe	 ﾠfourth	 ﾠhypothesis	 ﾠabout	 ﾠinterviewers’	 ﾠown	 ﾠ
response	 ﾠstyle	 ﾠhas	 ﾠbeen	 ﾠconfirmed	 ﾠand	 ﾠthis	 ﾠis	 ﾠan	 ﾠimportant	 ﾠresult.	 ﾠ	 ﾠ
To	 ﾠdate,	 ﾠresearch	 ﾠin	 ﾠthis	 ﾠarea	 ﾠhas	 ﾠidentified	 ﾠsatisficing	 ﾠstrategies	 ﾠamong	 ﾠrespondents	 ﾠbut	 ﾠ
never	 ﾠthe	 ﾠinterviewers.	 ﾠIt	 ﾠis	 ﾠclear	 ﾠfrom	 ﾠthe	 ﾠresults	 ﾠpresented	 ﾠabove	 ﾠthat	 ﾠinterviewers	 ﾠcan	 ﾠbe	 ﾠ
satisficers	 ﾠand	 ﾠthat	 ﾠtheir	 ﾠown	 ﾠsatisficing	 ﾠcan	 ﾠinfluence	 ﾠthe	 ﾠsatisficing	 ﾠof	 ﾠtheir	 ﾠrespondents;	 ﾠ
even	 ﾠwhen	 ﾠcontrolling	 ﾠfor	 ﾠthe	 ﾠremoteness	 ﾠand	 ﾠdifferences	 ﾠin	 ﾠthe	 ﾠinterviewers’	 ﾠassignments,	 ﾠ
the	 ﾠinterviewer	 ﾠeffect	 ﾠon	 ﾠrespondents’	 ﾠheaping	 ﾠremains	 ﾠstatistically	 ﾠsignificant.	 ﾠThe	 ﾠquestion	 ﾠ
remains	 ﾠabout	 ﾠhow	 ﾠthis	 ﾠhappens.	 ﾠOne	 ﾠpossible	 ﾠmechanism	 ﾠis	 ﾠthat	 ﾠsatisficing	 ﾠinterviewers	 ﾠcan	 ﾠ
be	 ﾠmore	 ﾠaccepting	 ﾠof	 ﾠsuch	 ﾠbehaviour	 ﾠamong	 ﾠtheir	 ﾠrespondents.	 ﾠAnother	 ﾠexplanation	 ﾠmay	 ﾠbe	 ﾠ
that	 ﾠsatisficing	 ﾠinterviewers	 ﾠuse	 ﾠprobing	 ﾠin	 ﾠsuch	 ﾠa	 ﾠway	 ﾠas	 ﾠto	 ﾠencourage	 ﾠan	 ﾠestimate	 ﾠwhen	 ﾠ
respondents	 ﾠstruggle	 ﾠto	 ﾠgive	 ﾠexact	 ﾠanswer.	 ﾠAlternatively,	 ﾠthe	 ﾠrounding	 ﾠcould	 ﾠhappen	 ﾠwhile	 ﾠ
interviewer	 ﾠrecords	 ﾠthe	 ﾠanswer.	 ﾠInterviewers	 ﾠwho	 ﾠare	 ﾠmore	 ﾠprone	 ﾠto	 ﾠheaping	 ﾠmay	 ﾠrecord	 ﾠ
‘four’	 ﾠas	 ﾠ‘five’	 ﾠor	 ﾠ‘nine’	 ﾠas	 ﾠ‘ten’	 ﾠand	 ﾠso	 ﾠon.	 ﾠ	 ﾠ
There	 ﾠare	 ﾠmany	 ﾠcommonly	 ﾠused	 ﾠmeasures	 ﾠof	 ﾠdata	 ﾠquality	 ﾠadopted	 ﾠby	 ﾠthe	 ﾠtheory	 ﾠof	 ﾠsatisficing	 ﾠ
but	 ﾠheaping,	 ﾠaccording	 ﾠto	 ﾠthe	 ﾠbest	 ﾠknowledge	 ﾠof	 ﾠthe	 ﾠauthor	 ﾠof	 ﾠthis	 ﾠthesis,	 ﾠhas	 ﾠnever	 ﾠbeen	 ﾠused	 ﾠ
as	 ﾠone	 ﾠof	 ﾠthem.	 ﾠHeaping	 ﾠfits	 ﾠKrosnick’s	 ﾠ(1991)	 ﾠsatisficing	 ﾠtheory.	 ﾠEven	 ﾠthough	 ﾠit	 ﾠis	 ﾠnot	 ﾠ
apparent	 ﾠwhy	 ﾠrespondents	 ﾠround	 ﾠtheir	 ﾠanswers,	 ﾠnor	 ﾠare	 ﾠthe	 ﾠsources	 ﾠfor	 ﾠthe	 ﾠ‘digit	 ﾠpreference’	 ﾠ
really	 ﾠknown,	 ﾠrounding	 ﾠan	 ﾠanswer	 ﾠbears	 ﾠthe	 ﾠsigns	 ﾠof	 ﾠsome	 ﾠsort	 ﾠof	 ﾠ‘mental	 ﾠshortcut’	 ﾠwhen	 ﾠ
performing	 ﾠthe	 ﾠcognitive	 ﾠtask	 ﾠof	 ﾠproviding	 ﾠa	 ﾠnumerical	 ﾠresponse.	 ﾠSince	 ﾠheaping	 ﾠis	 ﾠsuch	 ﾠa	 ﾠ
common	 ﾠproblem	 ﾠwith	 ﾠdata	 ﾠin	 ﾠmany	 ﾠresearch	 ﾠfields,	 ﾠit	 ﾠis	 ﾠhard	 ﾠto	 ﾠthink	 ﾠof	 ﾠany	 ﾠnumerical	 ﾠor	 ﾠ
frequency	 ﾠsurvey	 ﾠquestions	 ﾠthat	 ﾠare	 ﾠnot	 ﾠprone	 ﾠto	 ﾠheaping,	 ﾠwhich	 ﾠmakes	 ﾠthis	 ﾠmeasure	 ﾠof	 ﾠ
satisficing	 ﾠquite	 ﾠwidespread.	 ﾠAs	 ﾠwith	 ﾠother	 ﾠmeasures	 ﾠof	 ﾠsatisficing,	 ﾠheaping	 ﾠis	 ﾠalso	 ﾠa	 ﾠmeasure	 ﾠ
that	 ﾠis	 ﾠeasily	 ﾠavailable	 ﾠfrom	 ﾠthe	 ﾠdata	 ﾠand	 ﾠis	 ﾠalso	 ﾠquite	 ﾠtrivial	 ﾠto	 ﾠcompute.	 ﾠ	 ﾠ
The	 ﾠadvantage	 ﾠof	 ﾠthe	 ﾠsatisficing	 ﾠmeasure	 ﾠused	 ﾠin	 ﾠthis	 ﾠstudy	 ﾠis	 ﾠthat	 ﾠit	 ﾠhas	 ﾠbeen	 ﾠcomputed	 ﾠfor	 ﾠ
respondents	 ﾠand	 ﾠinterviewers	 ﾠusing	 ﾠthe	 ﾠsame	 ﾠmethod	 ﾠand	 ﾠthe	 ﾠsame	 ﾠsurvey	 ﾠinstrument.	 ﾠ
Moreover	 ﾠthe	 ﾠmain	 ﾠquestionnaire	 ﾠand	 ﾠthe	 ﾠAdministrative	 ﾠBlock	 ﾠare	 ﾠcompleted	 ﾠwithin	 ﾠa	 ﾠshort	 ﾠ
time	 ﾠof	 ﾠeach	 ﾠother.	 ﾠThe	 ﾠresults	 ﾠpresented	 ﾠin	 ﾠthis	 ﾠpaper	 ﾠalso	 ﾠillustrate	 ﾠhow	 ﾠstrongly	 ﾠheaping	 ﾠ
can	 ﾠmanifest	 ﾠitself	 ﾠamong	 ﾠinterviewers.	 ﾠEven	 ﾠthough	 ﾠthe	 ﾠquestions	 ﾠin	 ﾠthe	 ﾠAdministrative	 ﾠ
Block	 ﾠask	 ﾠexplicitly	 ﾠto	 ﾠ‘record	 ﾠtime	 ﾠto	 ﾠthe	 ﾠnearest	 ﾠminute’,	 ﾠthe	 ﾠheaps	 ﾠin	 ﾠthe	 ﾠdata	 ﾠare	 ﾠapparent.	 ﾠ	 ﾠ 	 ﾠ 	 ﾠ
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This	 ﾠmay	 ﾠactually	 ﾠbe	 ﾠa	 ﾠcause	 ﾠfor	 ﾠconcern	 ﾠto	 ﾠsurvey	 ﾠagencies,	 ﾠas	 ﾠinterviewers	 ﾠare	 ﾠthose	 ﾠ
specifically	 ﾠtrained	 ﾠto	 ﾠfollow	 ﾠall	 ﾠthe	 ﾠinstructions	 ﾠin	 ﾠthe	 ﾠquestionnaire.	 ﾠ	 ﾠ
One	 ﾠissue	 ﾠwith	 ﾠthe	 ﾠmeasure	 ﾠof	 ﾠheaping	 ﾠis	 ﾠthat,	 ﾠwithout	 ﾠthe	 ﾠexternal	 ﾠmeasures	 ﾠthat	 ﾠcan	 ﾠ
validate	 ﾠthe	 ﾠresponse,	 ﾠit	 ﾠis	 ﾠimpossible	 ﾠto	 ﾠstate	 ﾠwhich	 ﾠround	 ﾠnumber	 ﾠis	 ﾠa	 ﾠgenuine	 ﾠ
measurement	 ﾠand	 ﾠwhich	 ﾠis	 ﾠan	 ﾠeffect	 ﾠof	 ﾠsatisficing.	 ﾠA	 ﾠsecond	 ﾠissue	 ﾠis	 ﾠthe	 ﾠsensitivity	 ﾠof	 ﾠthis	 ﾠ
measure	 ﾠto	 ﾠdistance	 ﾠand	 ﾠtime.	 ﾠSome	 ﾠrespondents	 ﾠpotentially	 ﾠheap	 ﾠmore	 ﾠbecause	 ﾠof	 ﾠthe	 ﾠ
distance	 ﾠto	 ﾠamenities	 ﾠor	 ﾠtime	 ﾠthat	 ﾠhas	 ﾠpassed	 ﾠsince	 ﾠthe	 ﾠreported	 ﾠevent.	 ﾠFor	 ﾠthat	 ﾠreason	 ﾠ
heaping	 ﾠshould	 ﾠalways	 ﾠbe	 ﾠconsidered	 ﾠtogether	 ﾠwith	 ﾠa	 ﾠmeasure	 ﾠof	 ﾠdistance	 ﾠor	 ﾠtime.	 ﾠThe	 ﾠ
‘remoteness’	 ﾠvariable	 ﾠhelped	 ﾠto	 ﾠcorrect	 ﾠthis	 ﾠproblem.	 ﾠUnsurprisingly,	 ﾠit	 ﾠwas	 ﾠhighly	 ﾠ
statistically	 ﾠsignificant	 ﾠin	 ﾠall	 ﾠmodels	 ﾠconsidered	 ﾠhere.	 ﾠArea	 ﾠcharacteristics	 ﾠsuch	 ﾠas	 ﾠ
urbanisation	 ﾠmay	 ﾠalso	 ﾠbe	 ﾠa	 ﾠgood	 ﾠproxy	 ﾠmeasure	 ﾠof	 ﾠthe	 ﾠdistance	 ﾠto	 ﾠamenities	 ﾠor	 ﾠtransport	 ﾠ
links.	 ﾠ	 ﾠ
The	 ﾠimportance	 ﾠof	 ﾠheaping	 ﾠand	 ﾠits	 ﾠdamaging	 ﾠeffect	 ﾠon	 ﾠdata	 ﾠshould	 ﾠbe	 ﾠparticularly	 ﾠstressed	 ﾠ
during	 ﾠthe	 ﾠinterviewer	 ﾠtraining	 ﾠprocess,	 ﾠespecially	 ﾠthat	 ﾠheaping	 ﾠdoes	 ﾠnot	 ﾠmanifest	 ﾠitself	 ﾠat	 ﾠthe	 ﾠ
time	 ﾠof	 ﾠinterview.	 ﾠOne	 ﾠway	 ﾠof	 ﾠdealing	 ﾠwith	 ﾠit	 ﾠwould	 ﾠbe	 ﾠto	 ﾠalert	 ﾠinterviewers	 ﾠto	 ﾠthe	 ﾠproblem.	 ﾠIf	 ﾠ
a	 ﾠrespondent	 ﾠprovides	 ﾠa	 ﾠrounded	 ﾠresponse,	 ﾠinterviewers	 ﾠshould	 ﾠbe	 ﾠinstructed	 ﾠto	 ﾠprobe	 ﾠ
further	 ﾠin	 ﾠorder	 ﾠto	 ﾠmake	 ﾠsure	 ﾠthat	 ﾠthe	 ﾠgiven	 ﾠanswer	 ﾠis	 ﾠnot	 ﾠan	 ﾠestimate.	 ﾠThe	 ﾠexisting	 ﾠliterature	 ﾠ
tackles	 ﾠthe	 ﾠissue	 ﾠof	 ﾠmodelling	 ﾠheaped	 ﾠdata	 ﾠbut	 ﾠnot	 ﾠmuch	 ﾠis	 ﾠbeing	 ﾠdone	 ﾠin	 ﾠorder	 ﾠto	 ﾠunderstand	 ﾠ
it	 ﾠand	 ﾠprevent	 ﾠit.	 ﾠSimilarly,	 ﾠno	 ﾠresearch	 ﾠon	 ﾠsatisficing	 ﾠconsidered	 ﾠinterviewers’	 ﾠown	 ﾠsatisficing	 ﾠ
behaviour	 ﾠthat	 ﾠcan	 ﾠpotentially	 ﾠaffect	 ﾠtheir	 ﾠrespondents.	 ﾠEven	 ﾠthough	 ﾠthe	 ﾠresults	 ﾠpresented	 ﾠin	 ﾠ
this	 ﾠpaper	 ﾠdo	 ﾠnot	 ﾠprovide	 ﾠan	 ﾠinsight	 ﾠon	 ﾠhow	 ﾠit	 ﾠhappens,	 ﾠthey	 ﾠindicate	 ﾠthat	 ﾠthere	 ﾠis	 ﾠa	 ﾠpositive	 ﾠ
relationship	 ﾠbetween	 ﾠrespondent	 ﾠand	 ﾠinterviewer	 ﾠsatisficing,	 ﾠresulting	 ﾠin	 ﾠincreased	 ﾠheaping	 ﾠ
in	 ﾠthe	 ﾠdata,	 ﾠa	 ﾠuniversal	 ﾠproblem	 ﾠfor	 ﾠmany	 ﾠresearch	 ﾠfields.	 ﾠ	 ﾠ
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4.  False	 ﾠ economy?	 ﾠ Testing	 ﾠ the	 ﾠ hypothesis	 ﾠ that	 ﾠ
satisficing	 ﾠresponse	 ﾠstyles	 ﾠreduce	 ﾠcognitive	 ﾠeffort	 ﾠ
in	 ﾠsurvey	 ﾠrespondents	 ﾠ
4.1  Introduction	 ﾠ
The	 ﾠtheory	 ﾠof	 ﾠsurvey	 ﾠsatisficing	 ﾠdeveloped	 ﾠby	 ﾠKrosnick	 ﾠ(1991)	 ﾠsuggests	 ﾠthat	 ﾠrespondents	 ﾠ
take	 ﾠ‘cognitive	 ﾠshortcuts’	 ﾠin	 ﾠreplying	 ﾠto	 ﾠsurvey	 ﾠquestions	 ﾠand	 ﾠas	 ﾠa	 ﾠresult	 ﾠthey	 ﾠprovide	 ﾠa	 ﾠ‘good	 ﾠ
enough’	 ﾠanswer	 ﾠrather	 ﾠthan	 ﾠan	 ﾠoptimal	 ﾠone	 ﾠ(Krosnick,	 ﾠ1991).	 ﾠThe	 ﾠconcept	 ﾠof	 ﾠsatisficing	 ﾠhas	 ﾠ
rapidly	 ﾠbecome	 ﾠthe	 ﾠdominant	 ﾠframework	 ﾠfor	 ﾠunderstanding	 ﾠdata	 ﾠquality	 ﾠfrom	 ﾠa	 ﾠ
measurement	 ﾠperspective,	 ﾠwith	 ﾠmany	 ﾠindicators	 ﾠof	 ﾠsatisficing	 ﾠsuch	 ﾠas	 ﾠprevalence	 ﾠof	 ﾠ‘Don’t	 ﾠ
know’	 ﾠresponse	 ﾠor	 ﾠinconsistency	 ﾠbetween	 ﾠa	 ﾠlogical	 ﾠpair	 ﾠof	 ﾠquestions	 ﾠ(Kaminska	 ﾠet	 ﾠal.,	 ﾠ2011;	 ﾠ
Oppenheimer	 ﾠet	 ﾠal.,	 ﾠ2009;	 ﾠRoberts,	 ﾠ2007).	 ﾠA	 ﾠlogical	 ﾠimplication	 ﾠof	 ﾠsatisficing	 ﾠtheory	 ﾠis	 ﾠthat,	 ﾠin	 ﾠ
saving	 ﾠthe	 ﾠcognitive	 ﾠeffort	 ﾠrequired	 ﾠto	 ﾠanswer	 ﾠthe	 ﾠquestion	 ﾠaccurately,	 ﾠrespondents	 ﾠwho	 ﾠ
satisfice	 ﾠalso	 ﾠcomplete	 ﾠthe	 ﾠquestion	 ﾠmore	 ﾠrapidly	 ﾠthan	 ﾠthey	 ﾠwould	 ﾠhad	 ﾠthey	 ﾠused	 ﾠan	 ﾠ
optimising	 ﾠstrategy.	 ﾠTherefore,	 ﾠthe	 ﾠtime	 ﾠit	 ﾠtakes	 ﾠfor	 ﾠa	 ﾠrespondent	 ﾠto	 ﾠcomplete	 ﾠa	 ﾠquestion,	 ﾠ
referred	 ﾠto	 ﾠas	 ﾠa	 ﾠresponse	 ﾠlatency,	 ﾠwill	 ﾠvary	 ﾠdepending	 ﾠon	 ﾠthe	 ﾠextent	 ﾠto	 ﾠwhich	 ﾠthey	 ﾠexpend	 ﾠ
cognitive	 ﾠresources	 ﾠin	 ﾠanswering	 ﾠ(Bassili	 ﾠand	 ﾠScott,	 ﾠ1996).	 ﾠ
Response	 ﾠlatencies	 ﾠhave	 ﾠbeen	 ﾠextensively	 ﾠresearched	 ﾠin	 ﾠcognitive	 ﾠpsychology	 ﾠand	 ﾠhave	 ﾠ
generally	 ﾠbeen	 ﾠused	 ﾠas	 ﾠan	 ﾠindirect	 ﾠmeasure	 ﾠof	 ﾠattitude	 ﾠstrength	 ﾠor	 ﾠcrystallisation	 ﾠ(Bassili	 ﾠand	 ﾠ
Fletcher,	 ﾠ1991;	 ﾠFazio,	 ﾠ1990).	 ﾠIn	 ﾠthe	 ﾠsurvey	 ﾠmethodology	 ﾠcontext,	 ﾠresponse	 ﾠlatencies	 ﾠare	 ﾠ
mainly	 ﾠused	 ﾠto	 ﾠevaluate	 ﾠsurvey	 ﾠquestions	 ﾠduring	 ﾠthe	 ﾠdesign	 ﾠphase,	 ﾠwhere	 ﾠlong	 ﾠresponse	 ﾠtime	 ﾠ
is	 ﾠperceived	 ﾠas	 ﾠan	 ﾠindicator	 ﾠof	 ﾠa	 ﾠpotential	 ﾠproblem	 ﾠwith	 ﾠa	 ﾠquestion	 ﾠ(Yan	 ﾠand	 ﾠTourangeau,	 ﾠ
2008).	 ﾠThe	 ﾠuse	 ﾠof	 ﾠresponse	 ﾠlatencies	 ﾠfor	 ﾠmethodological	 ﾠpurposes	 ﾠhas	 ﾠbecome	 ﾠmore	 ﾠpopular	 ﾠ
due	 ﾠto	 ﾠthe	 ﾠavailability	 ﾠof	 ﾠparadata,	 ﾠespecially	 ﾠas	 ﾠa	 ﾠresult	 ﾠof	 ﾠthe	 ﾠautomated	 ﾠrecording	 ﾠof	 ﾠ‘time	 ﾠ
stamps’	 ﾠin	 ﾠcomputer-ﾭ‐assisted	 ﾠsurveys	 ﾠ(Couper,	 ﾠ1998).	 ﾠ	 ﾠ
The	 ﾠaim	 ﾠof	 ﾠthis	 ﾠpaper	 ﾠis	 ﾠto	 ﾠassess	 ﾠwhether	 ﾠsatisficing	 ﾠresponse	 ﾠstyles	 ﾠactually	 ﾠresult	 ﾠin	 ﾠ
reduced	 ﾠ‘cognitive	 ﾠcosts’	 ﾠamong	 ﾠsatisficing	 ﾠrespondents.	 ﾠAlthough	 ﾠthis	 ﾠis	 ﾠa	 ﾠcentral	 ﾠaxiom	 ﾠof	 ﾠ
the	 ﾠtheory	 ﾠof	 ﾠsurvey	 ﾠsatisficing,	 ﾠit	 ﾠhas	 ﾠrarely	 ﾠbeen	 ﾠevaluated	 ﾠempirically.	 ﾠThe	 ﾠexpectation	 ﾠis	 ﾠ
that	 ﾠrespondents	 ﾠwho	 ﾠuse	 ﾠsatisficing	 ﾠstrategies	 ﾠwill	 ﾠtake	 ﾠless	 ﾠtime	 ﾠto	 ﾠanswer	 ﾠa	 ﾠquestion	 ﾠthan	 ﾠ
‘optimisers’	 ﾠ–	 ﾠthose	 ﾠwho	 ﾠdo	 ﾠnot	 ﾠuse	 ﾠa	 ﾠsatisficing	 ﾠstrategy	 ﾠbut	 ﾠrather	 ﾠexpend	 ﾠadditional	 ﾠ
cognitive	 ﾠresources	 ﾠto	 ﾠproduce	 ﾠan	 ﾠ‘optimal’	 ﾠanswer.	 ﾠTo	 ﾠdate,	 ﾠonly	 ﾠone	 ﾠpublished	 ﾠstudy	 ﾠhas	 ﾠ
employed	 ﾠresponse	 ﾠlatencies	 ﾠin	 ﾠresearch	 ﾠon	 ﾠsatisficing	 ﾠ(Callegaro	 ﾠet	 ﾠal.,	 ﾠ2009).	 ﾠResponse	 ﾠ
latencies	 ﾠwere	 ﾠused	 ﾠas	 ﾠa	 ﾠmeasure	 ﾠof	 ﾠthe	 ﾠcognitive	 ﾠeffort	 ﾠinvested	 ﾠby	 ﾠrespondents	 ﾠand	 ﾠ	 ﾠ
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compared	 ﾠbetween	 ﾠsatisficers	 ﾠand	 ﾠoptimisers	 ﾠwith	 ﾠan	 ﾠexpectation	 ﾠthat	 ﾠthe	 ﾠlatter	 ﾠgroup	 ﾠwould	 ﾠ
take	 ﾠlonger	 ﾠto	 ﾠanswer	 ﾠthe	 ﾠsame	 ﾠquestionnaire.	 ﾠHowever,	 ﾠthis	 ﾠstudy	 ﾠused	 ﾠan	 ﾠindirect	 ﾠmeasure	 ﾠ
of	 ﾠsatisficing,	 ﾠwhich	 ﾠwas	 ﾠbased	 ﾠon	 ﾠthe	 ﾠassumed	 ﾠlevels	 ﾠof	 ﾠmotivation	 ﾠbetween	 ﾠsub-ﾭ‐groups	 ﾠof	 ﾠ
respondents.	 ﾠThe	 ﾠsample	 ﾠused	 ﾠwas	 ﾠnot	 ﾠdrawn	 ﾠfrom	 ﾠthe	 ﾠgeneral	 ﾠpopulation	 ﾠwhich	 ﾠalso	 ﾠraises	 ﾠ
an	 ﾠissue	 ﾠof	 ﾠhow	 ﾠgeneral	 ﾠthese	 ﾠfindings	 ﾠmight	 ﾠbe	 ﾠin	 ﾠother	 ﾠcontexts.	 ﾠThe	 ﾠresearch	 ﾠpresented	 ﾠin	 ﾠ
this	 ﾠpaper	 ﾠextends	 ﾠthe	 ﾠwork	 ﾠof	 ﾠCallegaro	 ﾠet	 ﾠal.	 ﾠ(2009)	 ﾠby	 ﾠcomparing	 ﾠresponse	 ﾠlatencies	 ﾠacross	 ﾠ
respondent	 ﾠgroups	 ﾠdefined	 ﾠby	 ﾠtheir	 ﾠobserved	 ﾠsatisficing	 ﾠbehaviour.	 ﾠThree	 ﾠgroups	 ﾠare	 ﾠdefined:	 ﾠ
‘weak’	 ﾠsatisficers	 ﾠdefined	 ﾠas	 ﾠrespondents	 ﾠwho	 ﾠprovide	 ﾠ‘heaped’	 ﾠresponses	 ﾠto	 ﾠquestions	 ﾠ
requiring	 ﾠa	 ﾠnumerical	 ﾠestimate;	 ﾠ‘strong’	 ﾠsatisficers	 ﾠdefined	 ﾠas	 ﾠrespondents	 ﾠwho	 ﾠprovide	 ﾠa	 ﾠ
‘Don’t	 ﾠknow’	 ﾠanswer;	 ﾠand	 ﾠ‘optimisers’,	 ﾠwho	 ﾠprovide	 ﾠa	 ﾠnon-ﾭ‐heaped	 ﾠnumerical	 ﾠestimate.	 ﾠThe	 ﾠ
cognitive	 ﾠeffort	 ﾠrequired	 ﾠto	 ﾠprovide	 ﾠeach	 ﾠtype	 ﾠof	 ﾠresponse	 ﾠis	 ﾠoperationalised	 ﾠas	 ﾠthe	 ﾠresponse	 ﾠ
latency.	 ﾠ	 ﾠ
The	 ﾠremainder	 ﾠof	 ﾠthis	 ﾠpaper	 ﾠis	 ﾠstructured	 ﾠas	 ﾠfollows.	 ﾠThe	 ﾠnext	 ﾠsection	 ﾠcontains	 ﾠan	 ﾠoverview	 ﾠof	 ﾠ
research	 ﾠon	 ﾠsatisficing,	 ﾠincluding	 ﾠthe	 ﾠdifferent	 ﾠsources	 ﾠof	 ﾠsatisficing	 ﾠand	 ﾠmeasures	 ﾠused	 ﾠto	 ﾠ
detect	 ﾠit.	 ﾠThis	 ﾠis	 ﾠfollowed	 ﾠby	 ﾠa	 ﾠsection	 ﾠdescribing	 ﾠthe	 ﾠconcepts	 ﾠof	 ﾠparadata	 ﾠand	 ﾠresponse	 ﾠ
latency.	 ﾠThe	 ﾠrelationship	 ﾠbetween	 ﾠsatisficing	 ﾠand	 ﾠresponse	 ﾠlatencies	 ﾠis	 ﾠthen	 ﾠconsidered.	 ﾠ
These	 ﾠsections	 ﾠare	 ﾠfollowed	 ﾠby	 ﾠa	 ﾠdescription	 ﾠof	 ﾠthe	 ﾠdata	 ﾠand	 ﾠthe	 ﾠmeasures	 ﾠdeveloped	 ﾠand	 ﾠ
used	 ﾠin	 ﾠthis	 ﾠstudy.	 ﾠThe	 ﾠmodel	 ﾠspecification	 ﾠsection	 ﾠis	 ﾠfollowed	 ﾠby	 ﾠthe	 ﾠresults,	 ﾠincluding	 ﾠa	 ﾠ
presentation	 ﾠof	 ﾠmodels	 ﾠfor	 ﾠone	 ﾠitem	 ﾠand	 ﾠa	 ﾠsummary	 ﾠof	 ﾠthe	 ﾠmodels	 ﾠfor	 ﾠthe	 ﾠremaining	 ﾠitems.	 ﾠ
The	 ﾠpaper	 ﾠconcludes	 ﾠwith	 ﾠa	 ﾠdiscussion	 ﾠof	 ﾠthe	 ﾠmain	 ﾠresults.	 ﾠ	 ﾠ
4.2  Survey	 ﾠsatisficing	 ﾠ
Survey	 ﾠsatisficing	 ﾠtheory	 ﾠoriginates	 ﾠfrom	 ﾠeconomics	 ﾠand	 ﾠborrows	 ﾠthe	 ﾠcore	 ﾠnotions	 ﾠof	 ﾠ
satisficing	 ﾠand	 ﾠoptimising	 ﾠfrom	 ﾠHerbert	 ﾠSimon	 ﾠ(1957)	 ﾠwho	 ﾠobserved	 ﾠthat	 ﾠhumans	 ﾠoften	 ﾠ
violate	 ﾠthe	 ﾠprinciple	 ﾠof	 ﾠrational	 ﾠchoice;	 ﾠinstead	 ﾠof	 ﾠpursuing	 ﾠ‘the	 ﾠbest’	 ﾠoption	 ﾠthey	 ﾠoften	 ﾠsettle	 ﾠ
for	 ﾠa	 ﾠ‘good	 ﾠenough’	 ﾠalternative	 ﾠ(Schwartz	 ﾠet	 ﾠal.,	 ﾠ2002).	 ﾠKrosnick	 ﾠ(1991;	 ﾠ1996)	 ﾠadapts	 ﾠSimon’s	 ﾠ
general	 ﾠsatisficing	 ﾠconcept	 ﾠto	 ﾠdescribe	 ﾠa	 ﾠparticular	 ﾠway	 ﾠin	 ﾠwhich	 ﾠsome	 ﾠrespondents	 ﾠreply	 ﾠto	 ﾠ
survey	 ﾠquestions.	 ﾠThose	 ﾠwho	 ﾠsatisfice	 ﾠdo	 ﾠnot	 ﾠperform	 ﾠall	 ﾠfour	 ﾠstages	 ﾠof	 ﾠthe	 ﾠcognitive	 ﾠprocess	 ﾠ
of	 ﾠanswering	 ﾠa	 ﾠquestion	 ﾠ–	 ﾠcomprehension,	 ﾠretrieval	 ﾠof	 ﾠinformation,	 ﾠjudgment	 ﾠand	 ﾠresponse	 ﾠ
(Tourangeau	 ﾠet	 ﾠal.,	 ﾠ2000)	 ﾠ–	 ﾠand	 ﾠas	 ﾠa	 ﾠresult	 ﾠprovide	 ﾠa	 ﾠresponse	 ﾠthat	 ﾠis	 ﾠminimally	 ﾠacceptable	 ﾠor	 ﾠ
‘good	 ﾠenough’	 ﾠbut	 ﾠnot	 ﾠnecessarily	 ﾠas	 ﾠaccurate	 ﾠas	 ﾠit	 ﾠmight	 ﾠbe	 ﾠwith	 ﾠgreater	 ﾠcognitive	 ﾠeffort.	 ﾠIn	 ﾠ
contrast	 ﾠto	 ﾠsatisficing	 ﾠrespondents,	 ﾠoptimisers	 ﾠexpend	 ﾠthe	 ﾠnecessary	 ﾠcognitive	 ﾠeffort	 ﾠto	 ﾠ
provide	 ﾠthe	 ﾠmost	 ﾠaccurate	 ﾠanswer	 ﾠthey	 ﾠcan,	 ﾠgiven	 ﾠtheir	 ﾠresources	 ﾠsuch	 ﾠas	 ﾠknowledge	 ﾠand	 ﾠ
ability	 ﾠto	 ﾠretrieve	 ﾠthe	 ﾠnecessary	 ﾠinformation	 ﾠfrom	 ﾠmemory	 ﾠ(Krosnick,	 ﾠ1991).	 ﾠ	 ﾠ	 ﾠ 	 ﾠ 	 ﾠ
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Krosnick	 ﾠ(1991)	 ﾠalso	 ﾠdistinguishes	 ﾠbetween	 ﾠweak	 ﾠand	 ﾠstrong	 ﾠsatisficing	 ﾠand,	 ﾠfollowing	 ﾠhis	 ﾠ
work,	 ﾠsurvey	 ﾠresearchers	 ﾠhave	 ﾠdeveloped	 ﾠmany	 ﾠmeasures	 ﾠas	 ﾠempirical	 ﾠindicators	 ﾠof	 ﾠ
satisficing.	 ﾠAcquiescence	 ﾠor	 ﾠ‘yeah-ﾭ‐saying’	 ﾠ(Olson	 ﾠand	 ﾠBilgen,	 ﾠ2011)	 ﾠand	 ﾠchoosing	 ﾠthe	 ﾠfirst	 ﾠ
‘viable’	 ﾠresponse	 ﾠfrom	 ﾠthe	 ﾠlist	 ﾠ(Krosnick	 ﾠand	 ﾠAlwin,	 ﾠ1987)	 ﾠare	 ﾠforms	 ﾠof	 ﾠweak	 ﾠsatisficing.	 ﾠThis	 ﾠ
occurs	 ﾠwhen	 ﾠone	 ﾠor	 ﾠmore	 ﾠstages	 ﾠof	 ﾠthe	 ﾠcognitive	 ﾠprocess	 ﾠof	 ﾠformulating	 ﾠa	 ﾠresponse	 ﾠare	 ﾠnot	 ﾠ
executed	 ﾠproperly.	 ﾠStrong	 ﾠsatisficing	 ﾠprevails	 ﾠwhen	 ﾠrespondents	 ﾠchoose	 ﾠthe	 ﾠ‘Don’t	 ﾠknow’	 ﾠor	 ﾠ
‘No	 ﾠopinion’	 ﾠanswer	 ﾠor	 ﾠwhen	 ﾠthey	 ﾠdo	 ﾠnot	 ﾠdifferentiate	 ﾠtheir	 ﾠanswers	 ﾠon	 ﾠthe	 ﾠLikert	 ﾠscale	 ﾠ
(Kaminska	 ﾠet	 ﾠal.,	 ﾠ2011;	 ﾠLipps,	 ﾠ2007).	 ﾠThis	 ﾠhappens	 ﾠwhen	 ﾠone	 ﾠor	 ﾠmore	 ﾠstages	 ﾠof	 ﾠthe	 ﾠresponse	 ﾠ
process	 ﾠare	 ﾠomitted	 ﾠaltogether.	 ﾠ	 ﾠ
Another	 ﾠindicator	 ﾠof	 ﾠsatisficing	 ﾠbehaviour	 ﾠis	 ﾠwhen	 ﾠrespondents	 ﾠprovide	 ﾠa	 ﾠrounded	 ﾠresponse	 ﾠ
to	 ﾠquestions	 ﾠwhich	 ﾠrequire	 ﾠa	 ﾠnumerical	 ﾠanswer	 ﾠ(Roberts	 ﾠand	 ﾠBrewer,	 ﾠ2001).	 ﾠHeaping	 ﾠ
becomes	 ﾠapparent	 ﾠwhen	 ﾠdata	 ﾠare	 ﾠaggregated	 ﾠover	 ﾠindividuals	 ﾠand	 ﾠtakes	 ﾠthe	 ﾠform	 ﾠof	 ﾠvisible	 ﾠ
spikes	 ﾠor	 ﾠ‘heaps’	 ﾠat	 ﾠcertain	 ﾠinteger	 ﾠvalues.	 ﾠOne	 ﾠexample	 ﾠof	 ﾠa	 ﾠquestion	 ﾠthat	 ﾠgives	 ﾠrise	 ﾠto	 ﾠ
heaping	 ﾠis	 ﾠthe	 ﾠnumber	 ﾠof	 ﾠcigarettes	 ﾠsmoked,	 ﾠwhere	 ﾠmodal	 ﾠresponses	 ﾠare	 ﾠ10	 ﾠand	 ﾠ20	 ﾠper	 ﾠday,	 ﾠ
equivalent	 ﾠto	 ﾠsmall	 ﾠand	 ﾠlarge	 ﾠcigarette	 ﾠpacks	 ﾠ(Bar	 ﾠand	 ﾠLillard,	 ﾠ2010).	 ﾠ	 ﾠAlthough	 ﾠmany	 ﾠ
individuals	 ﾠwill	 ﾠactually	 ﾠsmoke	 ﾠexactly	 ﾠ20	 ﾠcigarettes	 ﾠin	 ﾠa	 ﾠday,	 ﾠit	 ﾠis	 ﾠlikely	 ﾠthat	 ﾠmany	 ﾠothers	 ﾠ
smoke	 ﾠsomewhat	 ﾠmore	 ﾠor	 ﾠless	 ﾠthan	 ﾠthis	 ﾠamount	 ﾠbut	 ﾠreport	 ﾠ20	 ﾠas	 ﾠa	 ﾠcognitively	 ﾠefficient	 ﾠ
heuristic	 ﾠ(Burton	 ﾠand	 ﾠBlair,	 ﾠ1991).	 ﾠAnother	 ﾠreason	 ﾠfor	 ﾠproviding	 ﾠa	 ﾠheaped	 ﾠanswer	 ﾠis	 ﾠso	 ﾠcalled	 ﾠ
Digit	 ﾠPreference	 ﾠ(DP)	 ﾠexhibited	 ﾠby	 ﾠrespondents	 ﾠ(Hultsman	 ﾠet	 ﾠal.,	 ﾠ1989)	 ﾠfor	 ﾠnumbers	 ﾠthat	 ﾠend	 ﾠ
with	 ﾠ5	 ﾠor	 ﾠ0.	 ﾠThese	 ﾠround	 ﾠnumbers	 ﾠare	 ﾠalso	 ﾠreferred	 ﾠto	 ﾠin	 ﾠliterature	 ﾠas	 ﾠprototype	 ﾠ–	 ﾠan	 ﾠ
approximation	 ﾠof	 ﾠthe	 ﾠactual	 ﾠnumber	 ﾠ(Huttenlocher	 ﾠet	 ﾠal.,	 ﾠ1990).	 ﾠ	 ﾠ	 ﾠ
Satisficing	 ﾠis	 ﾠa	 ﾠparticular	 ﾠform	 ﾠof	 ﾠmeasurement	 ﾠerror	 ﾠand	 ﾠso	 ﾠit	 ﾠcan	 ﾠoriginate	 ﾠfrom	 ﾠthree	 ﾠ
distinct	 ﾠsources:	 ﾠthe	 ﾠrespondent,	 ﾠthe	 ﾠtask/instrument	 ﾠand	 ﾠthe	 ﾠinterviewer	 ﾠ(Sudman	 ﾠand	 ﾠ
Bradburn,	 ﾠ1974).	 ﾠQuestion	 ﾠdifficulty	 ﾠand	 ﾠthe	 ﾠrespondent’s	 ﾠability	 ﾠto	 ﾠprovide	 ﾠa	 ﾠresponse	 ﾠare	 ﾠ
thought	 ﾠto	 ﾠbe	 ﾠthe	 ﾠmain	 ﾠfactors	 ﾠaffecting	 ﾠsatisficing	 ﾠ(Krosnick,	 ﾠ1991).	 ﾠAdditionally,	 ﾠrespondent	 ﾠ
motivation	 ﾠis	 ﾠargued	 ﾠto	 ﾠplay	 ﾠan	 ﾠimportant	 ﾠrole	 ﾠin	 ﾠtriggering	 ﾠsatisficing	 ﾠbehaviour	 ﾠ(Callegaro	 ﾠ
et	 ﾠal.,	 ﾠ2009)	 ﾠwith	 ﾠless	 ﾠmotivated	 ﾠrespondents	 ﾠmore	 ﾠlikely	 ﾠto	 ﾠsatisfice.	 ﾠBecause	 ﾠan	 ﾠimportant	 ﾠ
function	 ﾠof	 ﾠinterviewers	 ﾠis	 ﾠto	 ﾠmotivate	 ﾠsample	 ﾠmembers	 ﾠto	 ﾠcomplete	 ﾠsurveys	 ﾠaccurately,	 ﾠthis	 ﾠ
implies	 ﾠthat	 ﾠin	 ﾠthe	 ﾠface-ﾭ‐to-ﾭ‐face	 ﾠdata	 ﾠcollection	 ﾠmode,	 ﾠinterviewers	 ﾠmay	 ﾠplay	 ﾠan	 ﾠimportant	 ﾠ
mediating	 ﾠrole	 ﾠin	 ﾠthe	 ﾠgeneration	 ﾠof	 ﾠsatisficing	 ﾠbehaviour	 ﾠ(Groves	 ﾠet	 ﾠal.,	 ﾠ2009).	 ﾠ	 ﾠ
Turner	 ﾠet	 ﾠal.	 ﾠ(2012)	 ﾠshowed	 ﾠthat	 ﾠthe	 ﾠrespondent’s	 ﾠpropensity	 ﾠto	 ﾠsatisfice	 ﾠcan	 ﾠbe	 ﾠpositively	 ﾠ
affected	 ﾠby	 ﾠtheir	 ﾠinterviewer’s	 ﾠown	 ﾠpropensity	 ﾠto	 ﾠsatisfice.	 ﾠInterviewers	 ﾠcan	 ﾠalso	 ﾠaffect	 ﾠthe	 ﾠ
time	 ﾠit	 ﾠtakes	 ﾠto	 ﾠconduct	 ﾠan	 ﾠinterview	 ﾠas	 ﾠinterviewers	 ﾠwho	 ﾠget	 ﾠmore	 ﾠfamiliar	 ﾠwith	 ﾠthe	 ﾠsurvey,	 ﾠ	 ﾠ
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due	 ﾠto	 ﾠcontinuing	 ﾠfieldwork,	 ﾠare	 ﾠresponsible	 ﾠfor	 ﾠa	 ﾠfaster	 ﾠpace	 ﾠof	 ﾠthe	 ﾠinterview	 ﾠwhich	 ﾠmay	 ﾠ
result	 ﾠin	 ﾠa	 ﾠlower	 ﾠdata	 ﾠquality	 ﾠ(Olson	 ﾠand	 ﾠPeytchev,	 ﾠ2007).	 ﾠIt	 ﾠis	 ﾠtherefore	 ﾠlikely	 ﾠthat	 ﾠ
interviewers	 ﾠwho	 ﾠexhibit	 ﾠsatisficing	 ﾠresponse	 ﾠstyles	 ﾠwhen	 ﾠcompleting	 ﾠquestionnaires	 ﾠ
themselves	 ﾠwill	 ﾠbe	 ﾠmore	 ﾠaccepting	 ﾠof	 ﾠsatisficing	 ﾠbehaviour	 ﾠon	 ﾠthe	 ﾠpart	 ﾠof	 ﾠthe	 ﾠrespondents	 ﾠ
that	 ﾠthey	 ﾠinterview.	 ﾠAccording	 ﾠto	 ﾠthe	 ﾠtheory	 ﾠof	 ﾠsurvey	 ﾠsatisficing,	 ﾠa	 ﾠsatisficing	 ﾠresponse	 ﾠstyle	 ﾠ
should	 ﾠresult	 ﾠin	 ﾠshorter	 ﾠresponse	 ﾠtimes	 ﾠat	 ﾠthe	 ﾠexpense	 ﾠof	 ﾠaccuracy.	 ﾠIn	 ﾠthe	 ﾠempirical	 ﾠpart	 ﾠof	 ﾠ
the	 ﾠpaper	 ﾠthis	 ﾠassumption	 ﾠis	 ﾠtested	 ﾠby	 ﾠcombining	 ﾠindicators	 ﾠof	 ﾠsatisficing	 ﾠwith	 ﾠparadata	 ﾠon	 ﾠ
response	 ﾠtimes.	 ﾠ	 ﾠ
4.3  Response	 ﾠlatencies	 ﾠas	 ﾠparadata	 ﾠ
The	 ﾠterm	 ﾠ‘paradata’	 ﾠwas	 ﾠcoined	 ﾠby	 ﾠCouper	 ﾠ(1998)	 ﾠand	 ﾠwas	 ﾠoriginally	 ﾠintended	 ﾠto	 ﾠrefer	 ﾠto	 ﾠ
information	 ﾠabout	 ﾠthe	 ﾠdata	 ﾠcollection	 ﾠprocess	 ﾠroutinely	 ﾠrecorded	 ﾠby	 ﾠcomputer	 ﾠsoftware	 ﾠused	 ﾠ
in	 ﾠComputer	 ﾠand	 ﾠTelephone	 ﾠAssisted	 ﾠPersonal	 ﾠInterviewing	 ﾠ–	 ﾠCAPI	 ﾠand	 ﾠCATI.	 ﾠExamples	 ﾠof	 ﾠ
this	 ﾠtype	 ﾠof	 ﾠparadata	 ﾠare	 ﾠkeystrokes	 ﾠor	 ﾠtime	 ﾠstamps.	 ﾠThe	 ﾠterm	 ﾠwas	 ﾠsoon	 ﾠexpanded	 ﾠto	 ﾠinclude	 ﾠ
any	 ﾠinformation	 ﾠon	 ﾠthe	 ﾠdata	 ﾠcollection	 ﾠprocess	 ﾠincluding	 ﾠinformation	 ﾠon	 ﾠinterviewers,	 ﾠ
interviewers’	 ﾠobservations,	 ﾠpost-ﾭ‐interview	 ﾠquestionnaires	 ﾠon	 ﾠrespondents’	 ﾠexperiences	 ﾠand	 ﾠ
so	 ﾠon	 ﾠ(Kreuter	 ﾠand	 ﾠCasas-ﾭ‐Cordero,	 ﾠ2010;	 ﾠKreuter	 ﾠet	 ﾠal.,	 ﾠ2007;	 ﾠSinibaldi,	 ﾠ2009).	 ﾠParadata	 ﾠare	 ﾠ
principally	 ﾠutilised	 ﾠto	 ﾠimprove	 ﾠfieldwork	 ﾠby	 ﾠenabling	 ﾠreal-ﾭ‐time	 ﾠanalysis	 ﾠof	 ﾠinterim	 ﾠresponse	 ﾠ
rate	 ﾠand	 ﾠsample	 ﾠcomposition	 ﾠdata	 ﾠ(Groves	 ﾠand	 ﾠHeeringa,	 ﾠ2006;	 ﾠLaflamme	 ﾠet	 ﾠal.,	 ﾠ2008)	 ﾠand	 ﾠto	 ﾠ
better	 ﾠunderstand	 ﾠnonresponse	 ﾠin	 ﾠsurveys	 ﾠ(Blom	 ﾠet	 ﾠal.,	 ﾠ2011;	 ﾠDurrant,	 ﾠ2009;	 ﾠDurrant	 ﾠet	 ﾠal.,	 ﾠ
2010).	 ﾠResponse	 ﾠlatencies	 ﾠin	 ﾠsurveys	 ﾠare	 ﾠan	 ﾠexample	 ﾠof	 ﾠautomatically	 ﾠcollected	 ﾠparadata	 ﾠ
(Couper	 ﾠand	 ﾠKreuter,	 ﾠ2013).	 ﾠ
In	 ﾠcognitive	 ﾠpsychology,	 ﾠresponse	 ﾠlatencies	 ﾠhave	 ﾠbeen	 ﾠused	 ﾠto	 ﾠmeasure	 ﾠthe	 ﾠstrength	 ﾠof	 ﾠan	 ﾠ
individual’s	 ﾠattitude	 ﾠtowards	 ﾠan	 ﾠissue	 ﾠor	 ﾠobject,	 ﾠwith	 ﾠshorter	 ﾠresponse	 ﾠtimes	 ﾠtaken	 ﾠto	 ﾠindicate	 ﾠ
attitudes	 ﾠwhich	 ﾠare	 ﾠstrong	 ﾠor	 ﾠcrystallised	 ﾠ(Bassili	 ﾠand	 ﾠFletcher,	 ﾠ1991;	 ﾠFazio,	 ﾠ1990;	 ﾠHeerwegh,	 ﾠ
2003).	 ﾠOf	 ﾠmore	 ﾠdirect	 ﾠrelevance	 ﾠto	 ﾠthis	 ﾠpaper	 ﾠis	 ﾠthe	 ﾠuse	 ﾠof	 ﾠresponse	 ﾠlatencies	 ﾠduring	 ﾠ
questionnaire	 ﾠdesign,	 ﾠwith	 ﾠlong	 ﾠresponse	 ﾠtimes	 ﾠtaken	 ﾠas	 ﾠindicative	 ﾠof	 ﾠquestions	 ﾠthat	 ﾠare	 ﾠ
potentially	 ﾠproblematic,	 ﾠfor	 ﾠinstance	 ﾠbadly	 ﾠworded	 ﾠor	 ﾠin	 ﾠsome	 ﾠother	 ﾠway	 ﾠunclear	 ﾠ(Bassili	 ﾠand	 ﾠ
Scott,	 ﾠ1996;	 ﾠBassili,	 ﾠ1996).	 ﾠGenerally,	 ﾠproviding	 ﾠcorrect	 ﾠanswers	 ﾠtakes	 ﾠrespondents	 ﾠthe	 ﾠleast	 ﾠ
time,	 ﾠwhile	 ﾠthe	 ﾠnon-ﾭ‐substantive	 ﾠresponses	 ﾠto	 ﾠthe	 ﾠopen-ﾭ‐ended	 ﾠquestions	 ﾠtake	 ﾠthe	 ﾠlongest	 ﾠ(Yan	 ﾠ
and	 ﾠTourangeau,	 ﾠ2008).	 ﾠIn	 ﾠweb	 ﾠsurveys,	 ﾠquestions	 ﾠabout	 ﾠsalient	 ﾠfacts	 ﾠtake	 ﾠthe	 ﾠleast	 ﾠtime	 ﾠto	 ﾠ
answer.	 ﾠThey	 ﾠare	 ﾠfollowed	 ﾠby	 ﾠquestions	 ﾠabout	 ﾠless	 ﾠsalient	 ﾠfacts	 ﾠand	 ﾠsimple	 ﾠattitude	 ﾠquestions.	 ﾠ
The	 ﾠmore	 ﾠcomplex	 ﾠattitude	 ﾠquestions	 ﾠtake	 ﾠrespondents	 ﾠthe	 ﾠlongest	 ﾠto	 ﾠanswer	 ﾠ(Draisma	 ﾠand	 ﾠ
Dijkstra,	 ﾠ2004;	 ﾠYan	 ﾠand	 ﾠTourangeau,	 ﾠ2008).	 ﾠKreuter	 ﾠand	 ﾠCouper	 ﾠ(2010)	 ﾠbuilt	 ﾠupon	 ﾠYan	 ﾠand	 ﾠ
Tourangeau’s	 ﾠ(2008)	 ﾠwork	 ﾠand	 ﾠextended	 ﾠit	 ﾠto	 ﾠthe	 ﾠinterviewer-ﾭ‐administered	 ﾠquestionnaire	 ﾠ	 ﾠ 	 ﾠ 	 ﾠ
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context.	 ﾠLonger	 ﾠquestions,	 ﾠmore	 ﾠwords,	 ﾠthose	 ﾠthat	 ﾠinvolved	 ﾠa	 ﾠshowcard	 ﾠand	 ﾠopen	 ﾠquestions	 ﾠ
took	 ﾠsignificantly	 ﾠlonger	 ﾠto	 ﾠanswer.	 ﾠ	 ﾠ
The	 ﾠstudies	 ﾠnoted	 ﾠabove	 ﾠsuggest	 ﾠthat	 ﾠif	 ﾠa	 ﾠsurvey	 ﾠquestion	 ﾠis	 ﾠdifficult	 ﾠor	 ﾠcomplex,	 ﾠit	 ﾠtakes	 ﾠmore	 ﾠ
time	 ﾠto	 ﾠanswer	 ﾠbecause	 ﾠgreater	 ﾠthought	 ﾠand	 ﾠattention	 ﾠis	 ﾠrequired	 ﾠto	 ﾠdetermine	 ﾠa	 ﾠresponse.	 ﾠ
Using	 ﾠresponse	 ﾠlatency	 ﾠas	 ﾠthe	 ﾠindicator	 ﾠof	 ﾠthe	 ﾠcognitive	 ﾠeffort	 ﾠrequired	 ﾠto	 ﾠanswer	 ﾠthe	 ﾠ
question	 ﾠis	 ﾠa	 ﾠrather	 ﾠnew	 ﾠconcept	 ﾠthat	 ﾠhas	 ﾠnot	 ﾠyet	 ﾠbeen	 ﾠfully	 ﾠexplored.	 ﾠIt	 ﾠstems	 ﾠfrom	 ﾠ
educational	 ﾠmeasurement	 ﾠresearch	 ﾠ(Camara,	 ﾠ2002;	 ﾠSchnipke	 ﾠand	 ﾠScrams,	 ﾠ2002;	 ﾠWise	 ﾠet	 ﾠal.,	 ﾠ
2006).	 ﾠWise	 ﾠet	 ﾠal.	 ﾠ(2006)	 ﾠshowed	 ﾠthat	 ﾠin	 ﾠa	 ﾠ‘low-ﾭ‐stake’	 ﾠtest,	 ﾠexaminees	 ﾠare	 ﾠmore	 ﾠlikely	 ﾠto	 ﾠ
employ	 ﾠ‘rapid-ﾭ‐guessing’	 ﾠbehaviour	 ﾠwhen	 ﾠreplying	 ﾠto	 ﾠmultiple-ﾭ‐choice	 ﾠtest	 ﾠquestions	 ﾠas	 ﾠa	 ﾠ
consequence	 ﾠof	 ﾠputting	 ﾠvery	 ﾠlittle	 ﾠeffort	 ﾠinto	 ﾠtaking	 ﾠthe	 ﾠtest.	 ﾠWise	 ﾠand	 ﾠKong	 ﾠ(2005)	 ﾠexamined	 ﾠ
the	 ﾠeffort	 ﾠthat	 ﾠexaminees	 ﾠput	 ﾠinto	 ﾠcompleting	 ﾠthe	 ﾠtest	 ﾠby	 ﾠdeveloping	 ﾠand	 ﾠusing	 ﾠa	 ﾠresponse-ﾭ‐
time	 ﾠeffort	 ﾠ(RTE)	 ﾠscale.	 ﾠThe	 ﾠtime	 ﾠwas	 ﾠdirectly	 ﾠlinked	 ﾠto	 ﾠthe	 ﾠeffort	 ﾠput	 ﾠinto	 ﾠcompleting	 ﾠthe	 ﾠtests	 ﾠ
and	 ﾠaffecting	 ﾠthe	 ﾠend	 ﾠresult.	 ﾠThose	 ﾠwho	 ﾠtook	 ﾠmore	 ﾠtime	 ﾠwere	 ﾠmore	 ﾠlikely	 ﾠto	 ﾠadopt	 ﾠa	 ﾠ‘solution	 ﾠ
behaviour’	 ﾠof	 ﾠproviding	 ﾠa	 ﾠcorrect	 ﾠanswer	 ﾠas	 ﾠthe	 ﾠopposite	 ﾠto	 ﾠa	 ﾠ‘rapid-ﾭ‐guessing’	 ﾠpattern	 ﾠ(Wise	 ﾠ
and	 ﾠKong,	 ﾠ2005).	 ﾠThese	 ﾠconcepts	 ﾠhave	 ﾠbeen	 ﾠimported	 ﾠto	 ﾠthe	 ﾠfield	 ﾠof	 ﾠsurvey	 ﾠmethodology	 ﾠby	 ﾠ
Callegaro	 ﾠet	 ﾠal.	 ﾠ(2009),	 ﾠwhere	 ﾠthey	 ﾠused	 ﾠthe	 ﾠresponse	 ﾠlatency	 ﾠas	 ﾠthe	 ﾠindicator	 ﾠof	 ﾠcognitive	 ﾠ
effort	 ﾠneeded	 ﾠto	 ﾠanswer	 ﾠthe	 ﾠsurvey	 ﾠquestion.	 ﾠ	 ﾠ
4.4  Response	 ﾠlatencies	 ﾠand	 ﾠsatisficing	 ﾠ
While	 ﾠresponse	 ﾠlatency	 ﾠis	 ﾠmostly	 ﾠaffected	 ﾠby	 ﾠquestion	 ﾠtype	 ﾠand	 ﾠdifficulty,	 ﾠit	 ﾠis	 ﾠalso	 ﾠinfluenced	 ﾠ
by	 ﾠrespondent	 ﾠcharacteristics.	 ﾠFor	 ﾠexample,	 ﾠolder	 ﾠrespondents	 ﾠand	 ﾠthose	 ﾠwith	 ﾠlower	 ﾠ
educational	 ﾠqualifications	 ﾠin	 ﾠgeneral	 ﾠtake	 ﾠlonger	 ﾠto	 ﾠanswer	 ﾠsurvey	 ﾠquestions	 ﾠthan	 ﾠyounger	 ﾠ
and	 ﾠbetter	 ﾠeducated	 ﾠindividuals	 ﾠ(Couper	 ﾠand	 ﾠKreuter,	 ﾠ2013;	 ﾠYan	 ﾠand	 ﾠTourangeau,	 ﾠ2008).	 ﾠ
Similarly,	 ﾠevidence	 ﾠshows	 ﾠthat	 ﾠinterviewers	 ﾠcan	 ﾠaffect	 ﾠthe	 ﾠtime	 ﾠit	 ﾠtakes	 ﾠrespondents	 ﾠto	 ﾠ
answer	 ﾠsurvey	 ﾠquestions	 ﾠ(Olson	 ﾠand	 ﾠPeytchev,	 ﾠ2007).	 ﾠThis	 ﾠstudy	 ﾠlooked	 ﾠat	 ﾠthe	 ﾠoverall	 ﾠ
interview	 ﾠtime	 ﾠand	 ﾠfound	 ﾠthat	 ﾠthe	 ﾠinterview	 ﾠtime	 ﾠper	 ﾠinterviewer	 ﾠdecreased	 ﾠas	 ﾠthey	 ﾠ
conducted	 ﾠmore	 ﾠinterviews.	 ﾠThis	 ﾠphenomenon	 ﾠwas	 ﾠmore	 ﾠapparent	 ﾠamong	 ﾠthe	 ﾠless	 ﾠ
experienced	 ﾠinterviewers.	 ﾠOlson	 ﾠand	 ﾠPeytchev	 ﾠ(2007)	 ﾠsuggested	 ﾠthat	 ﾠfaster	 ﾠinterviews	 ﾠmay	 ﾠ
result	 ﾠin	 ﾠlower	 ﾠdata	 ﾠquality	 ﾠas	 ﾠrespondents	 ﾠare	 ﾠbeing	 ﾠrushed	 ﾠand	 ﾠdiscouraged	 ﾠto	 ﾠfully	 ﾠengage	 ﾠ
in	 ﾠthe	 ﾠcognitive	 ﾠprocess	 ﾠrequired	 ﾠto	 ﾠprovide	 ﾠa	 ﾠwell	 ﾠthought	 ﾠthrough	 ﾠresponse.	 ﾠIf	 ﾠinterviewers	 ﾠ
negatively	 ﾠaffect	 ﾠthe	 ﾠinterview	 ﾠtime,	 ﾠthey	 ﾠmay	 ﾠencourage	 ﾠsatisficing	 ﾠstrategies	 ﾠamong	 ﾠ
respondents.	 ﾠHowever,	 ﾠin	 ﾠmodels	 ﾠpredicting	 ﾠresponse	 ﾠlatencies,	 ﾠthe	 ﾠinterviewer	 ﾠvariance	 ﾠ
component	 ﾠhas	 ﾠbeen	 ﾠfound	 ﾠto	 ﾠbe	 ﾠsmall	 ﾠand	 ﾠnot	 ﾠwell	 ﾠexplained	 ﾠby	 ﾠinterviewer	 ﾠdemographic	 ﾠ
characteristics	 ﾠsuch	 ﾠas	 ﾠage,	 ﾠgender,	 ﾠeducation	 ﾠand	 ﾠethnicity	 ﾠ(Couper	 ﾠand	 ﾠKreuter,	 ﾠ2013).	 ﾠ	 ﾠ
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Evidence	 ﾠexists	 ﾠthat	 ﾠthose	 ﾠwho	 ﾠsatisfice	 ﾠtake	 ﾠless	 ﾠtime	 ﾠto	 ﾠanswer	 ﾠquestions	 ﾠthan	 ﾠthose	 ﾠwho	 ﾠ
optimise	 ﾠand	 ﾠthey	 ﾠalso	 ﾠscore	 ﾠlower	 ﾠon	 ﾠthe	 ﾠNeed	 ﾠfor	 ﾠCognition	 ﾠscale	 ﾠ(Cacioppo	 ﾠand	 ﾠPetty,	 ﾠ
1982)	 ﾠwhich	 ﾠmeasures	 ﾠan	 ﾠindividual’s	 ﾠtendency	 ﾠto	 ﾠengage	 ﾠin	 ﾠand	 ﾠenjoy	 ﾠthinking	 ﾠ
(Oppenheimer	 ﾠet	 ﾠal.,	 ﾠ2009).	 ﾠAlthough	 ﾠthis	 ﾠfinding	 ﾠhas	 ﾠan	 ﾠimportant	 ﾠimplication	 ﾠfor	 ﾠthe	 ﾠstudy	 ﾠ
presented	 ﾠin	 ﾠthis	 ﾠpaper,	 ﾠit	 ﾠwas	 ﾠnot	 ﾠthe	 ﾠmain	 ﾠfocus	 ﾠof	 ﾠOppenheimer	 ﾠet	 ﾠal.	 ﾠ(2009),	 ﾠwho	 ﾠfocused	 ﾠ
instead	 ﾠon	 ﾠdeveloping	 ﾠnew	 ﾠindicators	 ﾠof	 ﾠsatisficing	 ﾠsuch	 ﾠas	 ﾠthe	 ﾠInstructional	 ﾠManipulation	 ﾠ
Check	 ﾠ(described	 ﾠin	 ﾠmore	 ﾠdetail	 ﾠin	 ﾠPaper	 ﾠ2)	 ﾠand	 ﾠreduction	 ﾠin	 ﾠresponse	 ﾠtime	 ﾠwas	 ﾠmerely	 ﾠan	 ﾠ
observation	 ﾠreported	 ﾠby	 ﾠthe	 ﾠauthors.	 ﾠ	 ﾠ
Response	 ﾠlatency	 ﾠin	 ﾠresearch	 ﾠon	 ﾠsatisficing	 ﾠwas	 ﾠfor	 ﾠthe	 ﾠfirst	 ﾠtime	 ﾠexplicitly	 ﾠused	 ﾠby	 ﾠCallegaro	 ﾠ
et	 ﾠal.	 ﾠ(2009).	 ﾠTheir	 ﾠmain	 ﾠresearch	 ﾠhypothesis	 ﾠwas	 ﾠthat	 ﾠoptimisers	 ﾠwould	 ﾠtake	 ﾠmore	 ﾠtime	 ﾠ
answering	 ﾠquestions	 ﾠthan	 ﾠsatisficers.	 ﾠAdditionally,	 ﾠthey	 ﾠexpected	 ﾠthat	 ﾠsatisficers	 ﾠwould	 ﾠtake	 ﾠ
consistently	 ﾠless	 ﾠtime	 ﾠper	 ﾠquestion	 ﾠas	 ﾠthey	 ﾠproceeded	 ﾠthrough	 ﾠthe	 ﾠquestionnaire.	 ﾠThis	 ﾠis	 ﾠ
because	 ﾠresearch	 ﾠshows	 ﾠthat	 ﾠsatisficing	 ﾠstrategies	 ﾠare	 ﾠmore	 ﾠapparent	 ﾠlater	 ﾠin	 ﾠthe	 ﾠ
questionnaire	 ﾠwhen	 ﾠthe	 ﾠrespondent’s	 ﾠmotivation	 ﾠis	 ﾠreduced	 ﾠ(Krosnick	 ﾠet	 ﾠal.,	 ﾠ1996).	 ﾠThey	 ﾠ
compared	 ﾠtwo	 ﾠgroups	 ﾠof	 ﾠrespondents	 ﾠcompleting	 ﾠa	 ﾠweb-ﾭ‐based	 ﾠrecruitment	 ﾠquestionnaire.	 ﾠ
One	 ﾠgroup	 ﾠwere	 ﾠjob	 ﾠapplicants	 ﾠwhile	 ﾠthe	 ﾠother	 ﾠgroup	 ﾠcomprised	 ﾠcurrent	 ﾠemployees	 ﾠfor	 ﾠwhom	 ﾠ
the	 ﾠstakes	 ﾠwere	 ﾠrather	 ﾠlow,	 ﾠas	 ﾠthey	 ﾠwere	 ﾠtold	 ﾠit	 ﾠwas	 ﾠsimply	 ﾠan	 ﾠexercise	 ﾠfor	 ﾠthe	 ﾠHuman	 ﾠ
Resources	 ﾠdepartment	 ﾠ(Callegaro	 ﾠet	 ﾠal.,	 ﾠ2009).	 ﾠThe	 ﾠauthors	 ﾠdid	 ﾠnot	 ﾠobserve	 ﾠsatisficing	 ﾠ
behaviour	 ﾠdirectly	 ﾠbut	 ﾠmade	 ﾠan	 ﾠa	 ﾠpriori	 ﾠassumption	 ﾠthat	 ﾠthe	 ﾠjob	 ﾠapplicants	 ﾠwould	 ﾠbe	 ﾠmore	 ﾠ
motivated	 ﾠto	 ﾠcomplete	 ﾠthe	 ﾠquestionnaire	 ﾠaccurately	 ﾠ–	 ﾠhence	 ﾠthey	 ﾠwere	 ﾠoptimisers	 ﾠ–	 ﾠthan	 ﾠ
existing	 ﾠemployees,	 ﾠlabelled	 ﾠas	 ﾠsatisficers.	 ﾠTheir	 ﾠresults	 ﾠshowed	 ﾠthat	 ﾠin	 ﾠone	 ﾠsection	 ﾠof	 ﾠthe	 ﾠ
questionnaire,	 ﾠthe	 ﾠjob	 ﾠapplicants	 ﾠindeed	 ﾠtook	 ﾠsignificantly	 ﾠmore	 ﾠtime	 ﾠto	 ﾠanswer	 ﾠthe	 ﾠ
questions.	 ﾠHowever,	 ﾠthe	 ﾠdecrease	 ﾠin	 ﾠresponse	 ﾠtimes	 ﾠas	 ﾠthey	 ﾠprogressed	 ﾠthrough	 ﾠthe	 ﾠ
questionnaire	 ﾠwas	 ﾠthe	 ﾠsame	 ﾠfor	 ﾠboth	 ﾠgroups	 ﾠ(Callegaro	 ﾠet	 ﾠal.,	 ﾠ2009).	 ﾠWhile	 ﾠthese	 ﾠresults	 ﾠare	 ﾠ
consistent	 ﾠwith	 ﾠthe	 ﾠidea	 ﾠthat	 ﾠlonger	 ﾠresponse	 ﾠtimes	 ﾠin	 ﾠthe	 ﾠemployee	 ﾠgroup	 ﾠresulted	 ﾠfrom	 ﾠ
survey	 ﾠsatisficing,	 ﾠthe	 ﾠpattern	 ﾠof	 ﾠfindings	 ﾠcould	 ﾠalso	 ﾠhave	 ﾠarisen	 ﾠbecause	 ﾠof	 ﾠdifferences	 ﾠin	 ﾠthe	 ﾠ
composition	 ﾠof	 ﾠthe	 ﾠtwo	 ﾠgroups	 ﾠwith	 ﾠregard	 ﾠto	 ﾠdemographic	 ﾠcharacteristics	 ﾠsuch	 ﾠas	 ﾠage,	 ﾠ
education	 ﾠand	 ﾠcognitive	 ﾠability.	 ﾠAdditionally,	 ﾠbecause	 ﾠthese	 ﾠfindings	 ﾠare	 ﾠnot	 ﾠbased	 ﾠon	 ﾠa	 ﾠ
general	 ﾠpopulation	 ﾠsample	 ﾠand	 ﾠthe	 ﾠquestionnaire	 ﾠwas	 ﾠadministered	 ﾠonline,	 ﾠthere	 ﾠis	 ﾠa	 ﾠ
question	 ﾠas	 ﾠto	 ﾠhow	 ﾠgeneralizable	 ﾠthey	 ﾠare	 ﾠto	 ﾠface-ﾭ‐to-ﾭ‐face	 ﾠsurveys	 ﾠof	 ﾠthe	 ﾠgeneral	 ﾠpopulation.	 ﾠ
A	 ﾠcentral	 ﾠaxiom	 ﾠof	 ﾠthe	 ﾠtheory	 ﾠof	 ﾠsatisficing	 ﾠis	 ﾠthat	 ﾠsatisficing	 ﾠrespondents	 ﾠsave	 ﾠthemselves	 ﾠ
cognitive	 ﾠeffort.	 ﾠIf	 ﾠthe	 ﾠcognitive	 ﾠeffort	 ﾠneeded	 ﾠto	 ﾠanswer	 ﾠthe	 ﾠquestion	 ﾠcorrectly	 ﾠis	 ﾠmeasured	 ﾠas	 ﾠ
the	 ﾠresponse	 ﾠtime	 ﾠthen	 ﾠsatisficing	 ﾠrespondents	 ﾠalso	 ﾠsave	 ﾠthemselves	 ﾠtime.	 ﾠMoreover,	 ﾠthe	 ﾠ
stronger	 ﾠthe	 ﾠsatisficing,	 ﾠthe	 ﾠless	 ﾠtime	 ﾠit	 ﾠshould	 ﾠtake	 ﾠto	 ﾠanswer	 ﾠthe	 ﾠquestion.	 ﾠBased	 ﾠon	 ﾠthe	 ﾠ	 ﾠ 	 ﾠ 	 ﾠ
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literature	 ﾠpresented	 ﾠin	 ﾠthis	 ﾠsection,	 ﾠthree	 ﾠhypotheses	 ﾠhave	 ﾠbeen	 ﾠproposed	 ﾠand	 ﾠtested	 ﾠin	 ﾠthis	 ﾠ
paper:	 ﾠ
•  Hypothesis	 ﾠ1:	 ﾠRespondents	 ﾠwho	 ﾠuse	 ﾠa	 ﾠweak	 ﾠsatisficing	 ﾠstrategy	 ﾠwill	 ﾠtake	 ﾠless	 ﾠ
time	 ﾠto	 ﾠanswer	 ﾠthe	 ﾠquestion	 ﾠthan	 ﾠoptimisers	 ﾠ
•  Hypothesis	 ﾠ2:	 ﾠRespondents	 ﾠwho	 ﾠuse	 ﾠa	 ﾠstrong	 ﾠsatisficing	 ﾠstrategy	 ﾠwill	 ﾠtake	 ﾠless	 ﾠ
time	 ﾠto	 ﾠanswer	 ﾠthe	 ﾠquestion	 ﾠthan	 ﾠweak	 ﾠsatisficers	 ﾠ
•  Hypothesis	 ﾠ 3:	 ﾠ Satisficing	 ﾠ interviewers	 ﾠ reduce	 ﾠ the	 ﾠ time	 ﾠ taken	 ﾠ by	 ﾠ their	 ﾠ
respondents	 ﾠto	 ﾠanswer	 ﾠthe	 ﾠquestion	 ﾠ	 ﾠ
	 ﾠ
4.5  Data	 ﾠ
The	 ﾠdata	 ﾠused	 ﾠhere	 ﾠcome	 ﾠfrom	 ﾠthe	 ﾠNational	 ﾠTravel	 ﾠSurvey	 ﾠ(NTS)	 ﾠand	 ﾠwere	 ﾠcollected	 ﾠin	 ﾠ2011	 ﾠ
during	 ﾠ12	 ﾠmonths	 ﾠof	 ﾠcontinuous	 ﾠfieldwork.	 ﾠCertain	 ﾠinformation	 ﾠon	 ﾠinterviewers	 ﾠis	 ﾠobtained	 ﾠ
from	 ﾠthe	 ﾠAdministrative	 ﾠBlock	 ﾠof	 ﾠthe	 ﾠsurvey.	 ﾠDetailed	 ﾠinformation	 ﾠon	 ﾠthe	 ﾠNTS	 ﾠsurvey	 ﾠdesign	 ﾠ
has	 ﾠbeen	 ﾠpresented	 ﾠin	 ﾠChapter	 ﾠ1	 ﾠand	 ﾠcan	 ﾠalso	 ﾠbe	 ﾠobtained	 ﾠfrom	 ﾠthe	 ﾠ2011	 ﾠNTS	 ﾠtechnical	 ﾠreport	 ﾠ
(Taylor	 ﾠet	 ﾠal.,	 ﾠ2012).	 ﾠThe	 ﾠNTS	 ﾠquestionnaire	 ﾠis	 ﾠthe	 ﾠsource	 ﾠof	 ﾠinformation	 ﾠon	 ﾠthe	 ﾠtype	 ﾠof	 ﾠ
answer	 ﾠeach	 ﾠrespondent	 ﾠhas	 ﾠgiven	 ﾠto	 ﾠnine	 ﾠNTS	 ﾠitems	 ﾠanalysed	 ﾠhere;	 ﾠdemographic	 ﾠ
information	 ﾠon	 ﾠrespondents’:	 ﾠage,	 ﾠgender	 ﾠand	 ﾠeducational	 ﾠattainment;	 ﾠand	 ﾠinformation	 ﾠon	 ﾠ
interviewers	 ﾠfrom	 ﾠthe	 ﾠAdministrative	 ﾠBlock	 ﾠused	 ﾠto	 ﾠcompute	 ﾠthe	 ﾠinterviewers’	 ﾠsatisficing	 ﾠ
indicator.	 ﾠThese	 ﾠwere	 ﾠlinked	 ﾠwith	 ﾠadditional	 ﾠsources	 ﾠof	 ﾠinformation	 ﾠincluding:	 ﾠthe	 ﾠNTS	 ﾠBlaise	 ﾠ
audit	 ﾠtrail	 ﾠ–	 ﾠthe	 ﾠsource	 ﾠof	 ﾠresponse	 ﾠtimes;	 ﾠdemographic	 ﾠinformation	 ﾠon	 ﾠinterviewers;	 ﾠ
measures	 ﾠof	 ﾠinterviewers’	 ﾠpersonality	 ﾠtraits	 ﾠand	 ﾠskills	 ﾠand,	 ﾠfinally,	 ﾠarea	 ﾠcharacteristics	 ﾠat	 ﾠthe	 ﾠ
MSOA	 ﾠlevel.	 ﾠThe	 ﾠfinal	 ﾠdataset	 ﾠincluded	 ﾠ5,249	 ﾠNTS	 ﾠ2011	 ﾠEnglish	 ﾠrespondents	 ﾠnested	 ﾠin	 ﾠ971	 ﾠ
MSOAs	 ﾠand	 ﾠinterviewed	 ﾠby	 ﾠ159	 ﾠinterviewers.	 ﾠOnly	 ﾠthe	 ﾠcomplete	 ﾠrecords	 ﾠwere	 ﾠused.	 ﾠThe	 ﾠfinal	 ﾠ
number	 ﾠof	 ﾠcases	 ﾠused	 ﾠfor	 ﾠeach	 ﾠsurvey	 ﾠitem	 ﾠvaries	 ﾠslightly	 ﾠdue	 ﾠto	 ﾠthe	 ﾠtreatment	 ﾠof	 ﾠoutliers.	 ﾠ
4.6  Measures	 ﾠ
The	 ﾠclassic	 ﾠapproach	 ﾠto	 ﾠmeasuring	 ﾠresponse	 ﾠlatency	 ﾠis	 ﾠto	 ﾠuse	 ﾠso-ﾭ‐called	 ﾠactive	 ﾠtimers,	 ﾠwhich	 ﾠ
measure	 ﾠthe	 ﾠtime	 ﾠthat	 ﾠelapses	 ﾠbetween	 ﾠthe	 ﾠmoment	 ﾠin	 ﾠwhich	 ﾠthe	 ﾠinterviewers	 ﾠfinish	 ﾠreading	 ﾠ
the	 ﾠquestion	 ﾠand	 ﾠthe	 ﾠmoment	 ﾠin	 ﾠwhich	 ﾠrespondents	 ﾠstart	 ﾠtheir	 ﾠanswer	 ﾠ(Yan	 ﾠand	 ﾠTourangeau,	 ﾠ
2008).	 ﾠThe	 ﾠalternative	 ﾠapproach	 ﾠis	 ﾠusing	 ﾠlatent	 ﾠtimers	 ﾠthat	 ﾠmeasure	 ﾠthe	 ﾠtotal	 ﾠduration	 ﾠfor	 ﾠ
each	 ﾠitem,	 ﾠfrom	 ﾠthe	 ﾠmoment	 ﾠit	 ﾠappears	 ﾠon	 ﾠthe	 ﾠscreen	 ﾠuntil	 ﾠthe	 ﾠrespondent	 ﾠhas	 ﾠfinished	 ﾠ
answering	 ﾠand	 ﾠthe	 ﾠinterviewer	 ﾠhas	 ﾠrecorded	 ﾠthe	 ﾠresponse;	 ﾠboth	 ﾠmeasures	 ﾠtend	 ﾠto	 ﾠbe	 ﾠhighly	 ﾠ	 ﾠ
	 ﾠ 100	 ﾠ
correlated	 ﾠ(Mulligan	 ﾠet	 ﾠal.,	 ﾠ2003).	 ﾠTo	 ﾠdistinguish	 ﾠbetween	 ﾠthe	 ﾠtwo,	 ﾠthe	 ﾠlatter	 ﾠapproach	 ﾠwhich	 ﾠ
is	 ﾠthe	 ﾠone	 ﾠused	 ﾠhere,	 ﾠrefers	 ﾠto	 ﾠresponse	 ﾠlatencies	 ﾠas	 ﾠresponse	 ﾠtimes.	 ﾠ
Response	 ﾠtimes	 ﾠare	 ﾠprone	 ﾠto	 ﾠoutliers	 ﾠand	 ﾠtherefore	 ﾠrequire	 ﾠediting.	 ﾠOne	 ﾠof	 ﾠthe	 ﾠmajor	 ﾠsources	 ﾠ
of	 ﾠoutliers	 ﾠis	 ﾠexecution	 ﾠerror,	 ﾠwhich	 ﾠmakes	 ﾠthe	 ﾠmeasured	 ﾠresponse	 ﾠtime	 ﾠlonger	 ﾠthan	 ﾠit	 ﾠshould	 ﾠ
be	 ﾠ(Barnett	 ﾠand	 ﾠLewis,	 ﾠ1994).	 ﾠFor	 ﾠinstance,	 ﾠit	 ﾠis	 ﾠpossible	 ﾠthat	 ﾠthe	 ﾠBlaise	 ﾠsoftware	 ﾠremains	 ﾠon	 ﾠa	 ﾠ
certain	 ﾠfield	 ﾠwhile	 ﾠthe	 ﾠrespondent	 ﾠis	 ﾠmaking	 ﾠa	 ﾠcup	 ﾠof	 ﾠtea	 ﾠor	 ﾠa	 ﾠphone	 ﾠcall	 ﾠinterrupts	 ﾠthe	 ﾠ
interview.	 ﾠAnother	 ﾠpotential	 ﾠcause	 ﾠof	 ﾠoutliers	 ﾠis	 ﾠwhen	 ﾠthe	 ﾠinterviewer	 ﾠdoes	 ﾠnot	 ﾠclose	 ﾠthe	 ﾠ
computer	 ﾠsession	 ﾠproperly	 ﾠafter	 ﾠthe	 ﾠinterview	 ﾠhas	 ﾠfinished	 ﾠ(or	 ﾠhas	 ﾠbeen	 ﾠsuspended	 ﾠuntil	 ﾠ
another	 ﾠvisit).	 ﾠDescriptive	 ﾠanalysis	 ﾠof	 ﾠthe	 ﾠdependent	 ﾠvariables	 ﾠsuggest	 ﾠthat	 ﾠthis	 ﾠis	 ﾠlikely	 ﾠto	 ﾠ
have	 ﾠbeen	 ﾠthe	 ﾠcase,	 ﾠwith	 ﾠresponse	 ﾠtimes	 ﾠof	 ﾠover	 ﾠ1,000	 ﾠseconds	 ﾠfor	 ﾠsome	 ﾠquestions.	 ﾠSuch	 ﾠlarge	 ﾠ
outliers	 ﾠare	 ﾠusually	 ﾠspurious	 ﾠobservations	 ﾠand	 ﾠso	 ﾠshould	 ﾠbe	 ﾠremoved	 ﾠfrom	 ﾠthe	 ﾠanalysis	 ﾠ
(Anscombe	 ﾠand	 ﾠGuttman,	 ﾠ1960;	 ﾠHawkins,	 ﾠ1980).	 ﾠ	 ﾠ
For	 ﾠthe	 ﾠinitial	 ﾠdetection	 ﾠof	 ﾠoutliers,	 ﾠthe	 ﾠ‘outlier	 ﾠlabelling’	 ﾠapproach	 ﾠwas	 ﾠused	 ﾠ(Bliss	 ﾠet	 ﾠal.,	 ﾠ
1956;	 ﾠHoaglin	 ﾠand	 ﾠIglewicz,	 ﾠ1987;	 ﾠHoaglin	 ﾠet	 ﾠal.,	 ﾠ1986).	 ﾠThis	 ﾠmethod	 ﾠmultiplies	 ﾠthe	 ﾠ
interquartile	 ﾠrange	 ﾠby	 ﾠa	 ﾠfactor	 ﾠof	 ﾠ2.2	 ﾠto	 ﾠobtain	 ﾠlower	 ﾠand	 ﾠupper	 ﾠthresholds	 ﾠfor	 ﾠoutliers.	 ﾠIn	 ﾠthe	 ﾠ
case	 ﾠof	 ﾠcomputer-ﾭ‐generated	 ﾠresponse	 ﾠtimes,	 ﾠonly	 ﾠthe	 ﾠupper	 ﾠbound	 ﾠthreshold	 ﾠapplies.	 ﾠOnce	 ﾠ
the	 ﾠquestionably	 ﾠhigh	 ﾠvalues	 ﾠfor	 ﾠeach	 ﾠdependent	 ﾠvariable	 ﾠwere	 ﾠidentified,	 ﾠthey	 ﾠwere	 ﾠcross-ﾭ‐
checked	 ﾠfor	 ﾠeach	 ﾠrespondent.	 ﾠThere	 ﾠwere	 ﾠsix	 ﾠquestions	 ﾠabout	 ﾠdistance	 ﾠto	 ﾠlocal	 ﾠamenities	 ﾠand	 ﾠ
three	 ﾠquestions	 ﾠabout	 ﾠdistance	 ﾠto	 ﾠpublic	 ﾠtransport	 ﾠthat	 ﾠbelonged	 ﾠto	 ﾠthe	 ﾠsame	 ﾠquestion	 ﾠblocks,	 ﾠ
respectively.	 ﾠAs	 ﾠthe	 ﾠresponse	 ﾠtimes	 ﾠare	 ﾠnot	 ﾠindependent	 ﾠwithin	 ﾠrespondents,	 ﾠit	 ﾠis	 ﾠpossible	 ﾠ
that	 ﾠa	 ﾠparticular	 ﾠvalue,	 ﾠwhich	 ﾠmay	 ﾠappear	 ﾠto	 ﾠbe	 ﾠan	 ﾠoutlier	 ﾠacross	 ﾠall	 ﾠrespondents,	 ﾠis	 ﾠin	 ﾠline	 ﾠ
with	 ﾠthe	 ﾠother	 ﾠresponses	 ﾠgiven	 ﾠby	 ﾠa	 ﾠparticular	 ﾠrespondent.	 ﾠIt	 ﾠwas	 ﾠassumed	 ﾠthat	 ﾠin	 ﾠeach	 ﾠ
question	 ﾠblock	 ﾠfor	 ﾠeach	 ﾠrespondent,	 ﾠthere	 ﾠcan	 ﾠonly	 ﾠbe	 ﾠone	 ﾠoutlier.	 ﾠThe	 ﾠGrubbs	 ﾠcriterion
22	 ﾠwas	 ﾠ
used	 ﾠto	 ﾠidentify	 ﾠthe	 ﾠoutlier	 ﾠat	 ﾠthe	 ﾠrespondent	 ﾠlevel	 ﾠ(Grubbs,	 ﾠ1950).	 ﾠDepending	 ﾠon	 ﾠthe	 ﾠitem,	 ﾠ
between	 ﾠ16%	 ﾠand	 ﾠ60%	 ﾠof	 ﾠthe	 ﾠoutliers	 ﾠidentified	 ﾠin	 ﾠthe	 ﾠinitial	 ﾠsweep,	 ﾠwere	 ﾠin	 ﾠfact	 ﾠgenuine	 ﾠ
outliers,	 ﾠafter	 ﾠthe	 ﾠGrubbs	 ﾠcriterion	 ﾠwas	 ﾠapplied.	 ﾠThey	 ﾠwere	 ﾠremoved	 ﾠfrom	 ﾠthe	 ﾠdataset	 ﾠand	 ﾠ
they	 ﾠconstituted	 ﾠbetween	 ﾠ0.8%	 ﾠand	 ﾠ1.8%	 ﾠof	 ﾠthe	 ﾠtotal	 ﾠsample.	 ﾠ	 ﾠ
Nine	 ﾠNTS	 ﾠquestionnaire	 ﾠitems	 ﾠwere	 ﾠused	 ﾠas	 ﾠdependent	 ﾠvariables.	 ﾠThree	 ﾠquestions	 ﾠwere	 ﾠasked	 ﾠ
of	 ﾠall	 ﾠrespondents	 ﾠabout	 ﾠaccess	 ﾠto	 ﾠlocal	 ﾠmeans	 ﾠof	 ﾠtransport	 ﾠ–	 ﾠhow	 ﾠlong	 ﾠwould	 ﾠit	 ﾠtake	 ﾠto	 ﾠget	 ﾠto:	 ﾠ
nearest	 ﾠbus	 ﾠstop,	 ﾠnearest	 ﾠrailway	 ﾠstation	 ﾠand	 ﾠnearest	 ﾠrailway	 ﾠstation	 ﾠusing	 ﾠa	 ﾠbus.	 ﾠSix	 ﾠ
questions	 ﾠwere	 ﾠasked	 ﾠof	 ﾠa	 ﾠ50%	 ﾠrandom	 ﾠsubsample	 ﾠabout	 ﾠaccess	 ﾠto	 ﾠlocal	 ﾠamenities	 ﾠ–	 ﾠhow	 ﾠlong	 ﾠ
would	 ﾠit	 ﾠtake	 ﾠto	 ﾠget	 ﾠto	 ﾠthe	 ﾠnearest:	 ﾠshopping	 ﾠcentre,	 ﾠgrocery	 ﾠstore,	 ﾠpost	 ﾠoffice,	 ﾠGP,	 ﾠhospital	 ﾠ
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22	 ﾠFor	 ﾠthe	 ﾠamenities	 ﾠvariables	 ﾠ(population	 ﾠof	 ﾠsix)	 ﾠGrubbs’	 ﾠrejection	 ﾠrule	 ﾠwas	 ﾠset	 ﾠat	 ﾠthe	 ﾠ95%	 ﾠconfidence	 ﾠ
level	 ﾠand	 ﾠfor	 ﾠthe	 ﾠtransport	 ﾠvariables	 ﾠ(population	 ﾠof	 ﾠthree)	 ﾠit	 ﾠwas	 ﾠset	 ﾠat	 ﾠthe	 ﾠ90%	 ﾠconfidence	 ﾠlevel.	 ﾠ	 ﾠ	 ﾠ 	 ﾠ 	 ﾠ
 
	 ﾠ 101	 ﾠ
and	 ﾠchemist.	 ﾠFor	 ﾠall	 ﾠnine	 ﾠitems,	 ﾠrespondents	 ﾠwere	 ﾠasked	 ﾠto	 ﾠstate	 ﾠthe	 ﾠtime	 ﾠin	 ﾠminutes.	 ﾠIf	 ﾠthey	 ﾠ
replied	 ﾠ‘Don’t	 ﾠknow’	 ﾠthen	 ﾠa	 ﾠfollow	 ﾠup	 ﾠquestion	 ﾠwas	 ﾠasked	 ﾠusing	 ﾠa	 ﾠshowcard	 ﾠwith	 ﾠbanded	 ﾠtime	 ﾠ
intervals.	 ﾠThese	 ﾠitems	 ﾠare	 ﾠwell	 ﾠsuited	 ﾠto	 ﾠtesting	 ﾠthe	 ﾠresearch	 ﾠhypotheses	 ﾠbecause	 ﾠthey	 ﾠare	 ﾠ
prone	 ﾠto	 ﾠheaping,	 ﾠwhich	 ﾠis	 ﾠused	 ﾠhere	 ﾠas	 ﾠan	 ﾠindicator	 ﾠof	 ﾠweak	 ﾠsatisficing.	 ﾠFor	 ﾠeach	 ﾠitem,	 ﾠthe	 ﾠ
following	 ﾠinformation	 ﾠwas	 ﾠavailable	 ﾠfrom	 ﾠthe	 ﾠaudit	 ﾠtrail:	 ﾠfield	 ﾠname,	 ﾠtime	 ﾠin	 ﾠseconds	 ﾠspent	 ﾠin	 ﾠ
the	 ﾠfield,	 ﾠnumber	 ﾠof	 ﾠvisits	 ﾠto	 ﾠthe	 ﾠfield,	 ﾠif	 ﾠthe	 ﾠreference/help	 ﾠwindow	 ﾠwas	 ﾠactivated,	 ﾠif	 ﾠthere	 ﾠ
was	 ﾠa	 ﾠrefusal,	 ﾠif	 ﾠthe	 ﾠ‘Don’t	 ﾠknow’	 ﾠanswer	 ﾠwas	 ﾠgiven.	 ﾠ	 ﾠ
NatCen	 ﾠgranted	 ﾠrestricted	 ﾠaccess	 ﾠto	 ﾠthe	 ﾠactual	 ﾠNTS	 ﾠ2011	 ﾠsurvey	 ﾠresponses	 ﾠ(see	 ﾠalso	 ﾠAppendix	 ﾠ
3).	 ﾠThe	 ﾠsurvey	 ﾠdata	 ﾠwere	 ﾠtherefore	 ﾠused	 ﾠto	 ﾠdevelop	 ﾠa	 ﾠsatisficing	 ﾠindicator	 ﾠfor	 ﾠeach	 ﾠitem	 ﾠfor	 ﾠ
each	 ﾠrespondent	 ﾠas	 ﾠfollows.	 ﾠIf	 ﾠa	 ﾠrespondent	 ﾠresponded	 ﾠwith	 ﾠa	 ﾠnon-ﾭ‐rounded	 ﾠinteger	 ﾠthey	 ﾠwere	 ﾠ
given	 ﾠvalue	 ﾠof	 ﾠ0	 ﾠ–	 ﾠ‘optimised	 ﾠanswer’.	 ﾠIf	 ﾠtheir	 ﾠanswer	 ﾠwas	 ﾠa	 ﾠmultiple	 ﾠof	 ﾠfive,	 ﾠtheir	 ﾠanswer	 ﾠwas	 ﾠ
given	 ﾠscore	 ﾠof	 ﾠ1	 ﾠand	 ﾠwas	 ﾠclassed	 ﾠas	 ﾠa	 ﾠ‘heaped	 ﾠanswer’	 ﾠwhich	 ﾠis	 ﾠa	 ﾠmeasure	 ﾠof	 ﾠweak	 ﾠsatisficing.	 ﾠ
If	 ﾠthe	 ﾠrespondent	 ﾠsaid	 ﾠ‘Don’t	 ﾠknow’	 ﾠthey	 ﾠwere	 ﾠgiven	 ﾠa	 ﾠscore	 ﾠof	 ﾠ2	 ﾠand	 ﾠtheir	 ﾠanswer	 ﾠwas	 ﾠclassed	 ﾠ
as	 ﾠ‘DK	 ﾠanswer’,	 ﾠwhich	 ﾠis	 ﾠa	 ﾠmeasure	 ﾠof	 ﾠstrong	 ﾠsatisficing.	 ﾠFigure	 ﾠ4.1	 ﾠshows	 ﾠthe	 ﾠdistribution	 ﾠof	 ﾠ
the	 ﾠthree	 ﾠanswer	 ﾠcategories	 ﾠfor	 ﾠeach	 ﾠof	 ﾠthe	 ﾠnine	 ﾠitems	 ﾠin	 ﾠthe	 ﾠorder	 ﾠthat	 ﾠthey	 ﾠappear	 ﾠin	 ﾠthe	 ﾠ
questionnaire.	 ﾠIn	 ﾠevery	 ﾠcase,	 ﾠexcept	 ﾠfor	 ﾠthe	 ﾠ‘station	 ﾠby	 ﾠbus’	 ﾠitem,	 ﾠthe	 ﾠproportion	 ﾠof	 ﾠ‘Don’t	 ﾠ
know’	 ﾠresponses	 ﾠis	 ﾠvery	 ﾠlow	 ﾠ(2%	 ﾠor	 ﾠbelow).	 ﾠAnd,	 ﾠwith	 ﾠthe	 ﾠexception	 ﾠof	 ﾠthe	 ﾠ‘nearest	 ﾠbus	 ﾠstop’	 ﾠ
item,	 ﾠthe	 ﾠ‘heaped’	 ﾠanswer	 ﾠis	 ﾠthe	 ﾠmodal	 ﾠresponse.	 ﾠ	 ﾠ
Figure	 ﾠ4.1.	 ﾠType	 ﾠof	 ﾠanswer	 ﾠgiven	 ﾠto	 ﾠeach	 ﾠsurvey	 ﾠitem	 ﾠ
	 ﾠ
Information	 ﾠabout	 ﾠinterviewers	 ﾠwas	 ﾠobtained	 ﾠfrom	 ﾠtwo	 ﾠdifferent	 ﾠsources.	 ﾠThe	 ﾠbasic	 ﾠ
demographic	 ﾠinformation	 ﾠcame	 ﾠfrom	 ﾠthe	 ﾠadministrative	 ﾠrecords	 ﾠheld	 ﾠat	 ﾠNatCen.	 ﾠThese	 ﾠ
included:	 ﾠgender,	 ﾠage	 ﾠ(banded),	 ﾠyears	 ﾠof	 ﾠexperience	 ﾠas	 ﾠan	 ﾠinterviewer	 ﾠ(banded)	 ﾠand	 ﾠ
interviewer	 ﾠgrade.	 ﾠInterviewers’	 ﾠcharacteristics	 ﾠsuch	 ﾠas	 ﾠpersonality	 ﾠtraits	 ﾠand	 ﾠskills	 ﾠmeasures	 ﾠ
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 ﾠ 102	 ﾠ
were	 ﾠdeveloped	 ﾠusing	 ﾠthe	 ﾠresponses	 ﾠto	 ﾠthe	 ﾠ‘Who	 ﾠis	 ﾠbehind	 ﾠthe	 ﾠNatCen	 ﾠID	 ﾠcard?’	 ﾠsurvey	 ﾠthat	 ﾠis	 ﾠ
described	 ﾠin	 ﾠmore	 ﾠdetail	 ﾠin	 ﾠSection	 ﾠ1.7	 ﾠin	 ﾠChapter	 ﾠ1.	 ﾠThe	 ﾠmain	 ﾠsection	 ﾠof	 ﾠthe	 ﾠquestionnaire	 ﾠ
consisted	 ﾠof	 ﾠ67	 ﾠLikert	 ﾠscale	 ﾠitems,	 ﾠstatements	 ﾠdescribing	 ﾠthe	 ﾠtype	 ﾠof	 ﾠperson	 ﾠinterviewer	 ﾠis.	 ﾠ
These	 ﾠitems	 ﾠwere	 ﾠgrouped	 ﾠinto	 ﾠscales	 ﾠusing	 ﾠthe	 ﾠguidance	 ﾠfrom	 ﾠNatCen	 ﾠand	 ﾠthe	 ﾠfactor	 ﾠanalysis	 ﾠ
method.	 ﾠItems	 ﾠthat	 ﾠwere	 ﾠcoded	 ﾠin	 ﾠreverse	 ﾠwere	 ﾠrecoded.	 ﾠThe	 ﾠmeasures	 ﾠof	 ﾠeach	 ﾠparticular	 ﾠ
personality	 ﾠtrait	 ﾠand	 ﾠskill	 ﾠwere	 ﾠdeveloped	 ﾠas	 ﾠthe	 ﾠstraight	 ﾠmean	 ﾠscale	 ﾠscores.	 ﾠAll	 ﾠscales	 ﾠhad	 ﾠa	 ﾠ
Cronbach’s	 ﾠAlpha	 ﾠcoefficient	 ﾠof	 ﾠ0.7	 ﾠor	 ﾠhigher.	 ﾠThe	 ﾠhigher	 ﾠthe	 ﾠmean	 ﾠscore	 ﾠon	 ﾠeach	 ﾠscale,	 ﾠthe	 ﾠ
stronger	 ﾠthe	 ﾠparticular	 ﾠpersonality	 ﾠtrait	 ﾠor	 ﾠskill.	 ﾠThe	 ﾠmeasures	 ﾠused	 ﾠwere:	 ﾠopenness,	 ﾠ
neuroticism,	 ﾠconscientiousness,	 ﾠextraversion,	 ﾠempathy,	 ﾠefficiency,	 ﾠflexibility,	 ﾠattention	 ﾠto	 ﾠ
detail	 ﾠand	 ﾠcommunication	 ﾠskills	 ﾠincluding	 ﾠpersuasion	 ﾠ(see	 ﾠAppendix	 ﾠ2	 ﾠfor	 ﾠmore	 ﾠdetail).	 ﾠ	 ﾠ
In	 ﾠaddition	 ﾠto	 ﾠthe	 ﾠinterviewer	 ﾠpersonality	 ﾠand	 ﾠskills	 ﾠvariables,	 ﾠa	 ﾠmeasure	 ﾠof	 ﾠinterviewer	 ﾠ
satisficing	 ﾠwas	 ﾠderived	 ﾠas	 ﾠfollows.	 ﾠEach	 ﾠrespondent	 ﾠwas	 ﾠrequired	 ﾠto	 ﾠcomplete	 ﾠa	 ﾠseven-ﾭ‐day	 ﾠ
travel	 ﾠdiary	 ﾠduring	 ﾠan	 ﾠassigned	 ﾠ‘travel	 ﾠweek’.	 ﾠThere	 ﾠare	 ﾠtwo	 ﾠitems	 ﾠin	 ﾠthe	 ﾠNTS	 ﾠAdministrative	 ﾠ
Block,	 ﾠwhich	 ﾠasked	 ﾠinterviewers	 ﾠto	 ﾠreport,	 ﾠto	 ﾠthe	 ﾠnearest	 ﾠminute,	 ﾠhow	 ﾠmuch	 ﾠtime	 ﾠit	 ﾠtook	 ﾠto	 ﾠ
place	 ﾠthe	 ﾠdiaries	 ﾠand	 ﾠexplain	 ﾠthe	 ﾠdocuments	 ﾠand	 ﾠhow	 ﾠmuch	 ﾠtime	 ﾠit	 ﾠtook	 ﾠto	 ﾠpick	 ﾠup	 ﾠand	 ﾠcheck	 ﾠ
the	 ﾠdiaries.	 ﾠThe	 ﾠtime	 ﾠtaken	 ﾠto	 ﾠcomplete	 ﾠeach	 ﾠactivity	 ﾠwas	 ﾠrecorded	 ﾠin	 ﾠtwo	 ﾠways:	 ﾠthe	 ﾠ
interviewers’	 ﾠown	 ﾠreport,	 ﾠand	 ﾠalso	 ﾠusing	 ﾠthe	 ﾠaudit	 ﾠtrail	 ﾠfrom	 ﾠthe	 ﾠCAPI	 ﾠprogramme.	 ﾠThis	 ﾠ
affords	 ﾠan	 ﾠopportunity	 ﾠto	 ﾠobtain	 ﾠsome	 ﾠadditional	 ﾠleverage	 ﾠon	 ﾠwhether	 ﾠindividual	 ﾠresponses	 ﾠ
should	 ﾠbe	 ﾠcategorised	 ﾠas	 ﾠ‘heaping’	 ﾠindicators	 ﾠor	 ﾠas	 ﾠaccurate	 ﾠresponses.	 ﾠFigures	 ﾠ4.2	 ﾠand	 ﾠ4.3	 ﾠ
show	 ﾠdistributions	 ﾠof	 ﾠtime	 ﾠfor	 ﾠthe	 ﾠplacement	 ﾠinterview	 ﾠas	 ﾠcomputed	 ﾠfrom	 ﾠthe	 ﾠaudit	 ﾠtrail	 ﾠ
(Figure	 ﾠ4.2)	 ﾠand	 ﾠas	 ﾠreported	 ﾠby	 ﾠinterviewers	 ﾠ(Figure	 ﾠ4.3).	 ﾠIt	 ﾠis	 ﾠapparent	 ﾠthat	 ﾠwhen	 ﾠ
interviewers	 ﾠreport	 ﾠtime	 ﾠthey	 ﾠround	 ﾠit	 ﾠto	 ﾠthe	 ﾠnearest	 ﾠmultiple	 ﾠof	 ﾠ5,	 ﾠcausing	 ﾠvisible	 ﾠ‘heaps’	 ﾠat	 ﾠ
these	 ﾠpoints	 ﾠon	 ﾠthe	 ﾠdistribution.	 ﾠ
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Figure	 ﾠ4.2.	 ﾠ	 ﾠAudit	 ﾠtrail:	 ﾠhow	 ﾠlong	 ﾠdid	 ﾠit	 ﾠtake	 ﾠto	 ﾠplace	 ﾠand	 ﾠexplain	 ﾠthe	 ﾠdiary	 ﾠand	 ﾠother	 ﾠ
documents?	 ﾠInclude	 ﾠany	 ﾠtime	 ﾠspent	 ﾠpreparing	 ﾠthe	 ﾠdiaries	 ﾠbeforehand.	 ﾠRecord	 ﾠto	 ﾠthe	 ﾠ
nearest	 ﾠminute	 ﾠ(N	 ﾠ=	 ﾠ5422)	 ﾠ
	 ﾠ
Figure	 ﾠ4.3.	 ﾠReported	 ﾠby	 ﾠinterviewers:	 ﾠhow	 ﾠlong	 ﾠdid	 ﾠit	 ﾠtake	 ﾠto	 ﾠplace	 ﾠand	 ﾠexplain	 ﾠthe	 ﾠ
diary	 ﾠand	 ﾠother	 ﾠdocuments?	 ﾠInclude	 ﾠany	 ﾠtime	 ﾠspent	 ﾠpreparing	 ﾠthe	 ﾠdiaries	 ﾠbeforehand.	 ﾠ
Record	 ﾠto	 ﾠthe	 ﾠnearest	 ﾠminute	 ﾠ(N	 ﾠ=	 ﾠ5422)	 ﾠ	 ﾠ
	 ﾠ
The	 ﾠsatisficing	 ﾠindicator,	 ﾠbased	 ﾠon	 ﾠproviding	 ﾠa	 ﾠrounded	 ﾠresponse	 ﾠto	 ﾠthe	 ﾠtwo	 ﾠAdministrative	 ﾠ
Block	 ﾠitems,	 ﾠwas	 ﾠcalculated	 ﾠfor	 ﾠeach	 ﾠinterviewer.	 ﾠIf	 ﾠan	 ﾠinterviewer	 ﾠprovided	 ﾠan	 ﾠanswer	 ﾠthat	 ﾠ
was	 ﾠa	 ﾠmultiple	 ﾠof	 ﾠfive	 ﾠthey	 ﾠwere	 ﾠgiven	 ﾠscore	 ﾠ1	 ﾠand	 ﾠ0	 ﾠotherwise.	 ﾠThese	 ﾠresponses	 ﾠwere	 ﾠthen	 ﾠ
cross-ﾭ‐checked	 ﾠwith	 ﾠthe	 ﾠaudit	 ﾠtrail	 ﾠvalues	 ﾠto	 ﾠidentify	 ﾠfalse	 ﾠpositives.	 ﾠIf	 ﾠan	 ﾠinterviewer	 ﾠreported	 ﾠ
a	 ﾠmultiple	 ﾠof	 ﾠfive,	 ﾠfor	 ﾠexample	 ﾠten	 ﾠminutes,	 ﾠand	 ﾠthe	 ﾠsame	 ﾠvalue	 ﾠwas	 ﾠgenerated	 ﾠby	 ﾠthe	 ﾠaudit	 ﾠ
trail,	 ﾠthen	 ﾠthe	 ﾠinterviewer’s	 ﾠscore	 ﾠwas	 ﾠchanged	 ﾠfrom	 ﾠ1	 ﾠto	 ﾠ0.	 ﾠThis	 ﾠwas	 ﾠthe	 ﾠcase	 ﾠfor	 ﾠaround	 ﾠ14%	 ﾠ
of	 ﾠresponses	 ﾠto	 ﾠthe	 ﾠdiary	 ﾠplacement	 ﾠquestion	 ﾠand	 ﾠaround	 ﾠ8%	 ﾠof	 ﾠresponses	 ﾠto	 ﾠthe	 ﾠpick-ﾭ‐up	 ﾠ
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interview	 ﾠquestion.	 ﾠThe	 ﾠmean	 ﾠwas	 ﾠtaken	 ﾠover	 ﾠthe	 ﾠtwo	 ﾠitems	 ﾠgiving	 ﾠinterviewers	 ﾠa	 ﾠscore	 ﾠof	 ﾠ0	 ﾠif	 ﾠ
they	 ﾠdid	 ﾠnot	 ﾠreport	 ﾠa	 ﾠmultiple	 ﾠof	 ﾠfive	 ﾠto	 ﾠeither	 ﾠof	 ﾠthe	 ﾠtwo	 ﾠquestions,	 ﾠ0.5	 ﾠif	 ﾠthey	 ﾠheaped	 ﾠon	 ﾠone	 ﾠ
item	 ﾠand	 ﾠ1	 ﾠif	 ﾠthey	 ﾠheaped	 ﾠon	 ﾠboth	 ﾠitems.	 ﾠThen	 ﾠthe	 ﾠmean	 ﾠwas	 ﾠtaken	 ﾠover	 ﾠthe	 ﾠtotal	 ﾠnumber	 ﾠof	 ﾠ
interviews	 ﾠconducted.	 ﾠThe	 ﾠminimum	 ﾠsatisficing	 ﾠscore	 ﾠwas	 ﾠ0.058,	 ﾠthe	 ﾠmaximum	 ﾠwas	 ﾠ1	 ﾠand	 ﾠthe	 ﾠ
mean	 ﾠwas	 ﾠ0.716	 ﾠacross	 ﾠthe	 ﾠ159	 ﾠinterviewers.	 ﾠ	 ﾠ
4.7  Model	 ﾠspecification	 ﾠ
The	 ﾠNTS	 ﾠdata	 ﾠhas	 ﾠa	 ﾠcross-ﾭ‐classified	 ﾠstructure,	 ﾠwhere	 ﾠrespondents	 ﾠ(Level	 ﾠ1)	 ﾠare	 ﾠnested	 ﾠwithin	 ﾠ
a	 ﾠcross-ﾭ‐classification	 ﾠof	 ﾠinterviewer	 ﾠand	 ﾠarea	 ﾠ(Level	 ﾠ2).	 ﾠThe	 ﾠappropriate	 ﾠmodel	 ﾠfor	 ﾠthis	 ﾠtype	 ﾠof	 ﾠ
hierarchical	 ﾠdata	 ﾠis	 ﾠa	 ﾠcross-ﾭ‐classified	 ﾠmultilevel	 ﾠmodel	 ﾠ(Rasbash	 ﾠand	 ﾠGoldstein,	 ﾠ1994).	 ﾠThe	 ﾠ
multilevel	 ﾠapproach	 ﾠis	 ﾠwidely	 ﾠused	 ﾠin	 ﾠstudies	 ﾠof	 ﾠinterviewer	 ﾠeffect	 ﾠas	 ﾠit	 ﾠallows	 ﾠcontrolling	 ﾠfor	 ﾠ
non-ﾭ‐random	 ﾠassignment	 ﾠof	 ﾠinterviewers	 ﾠto	 ﾠrespondents,	 ﾠa	 ﾠcommon	 ﾠproblem	 ﾠwith	 ﾠthis	 ﾠtype	 ﾠof	 ﾠ
research	 ﾠdesign	 ﾠ(Hox,	 ﾠ1994;	 ﾠLipps,	 ﾠ2007;	 ﾠO’Muircheartaigh	 ﾠand	 ﾠCampanelli,	 ﾠ1998;	 ﾠSchnell	 ﾠ
and	 ﾠKreuter,	 ﾠ2005).	 ﾠYan	 ﾠand	 ﾠTourangeau	 ﾠ(2008)	 ﾠused	 ﾠthe	 ﾠmultilevel	 ﾠcross-ﾭ‐classified	 ﾠ
approach	 ﾠto	 ﾠcontrol	 ﾠseparately	 ﾠfor	 ﾠrespondent	 ﾠand	 ﾠquestion	 ﾠcharacteristics	 ﾠwhen	 ﾠanalysing	 ﾠ
response	 ﾠtimes.	 ﾠ	 ﾠEven	 ﾠthough	 ﾠthe	 ﾠinterviewer	 ﾠeffect	 ﾠis	 ﾠnot	 ﾠthe	 ﾠprimary	 ﾠfocus	 ﾠof	 ﾠthis	 ﾠstudy,	 ﾠit	 ﾠis	 ﾠ
important	 ﾠto	 ﾠcontrol	 ﾠfor	 ﾠinterviewer	 ﾠand	 ﾠarea	 ﾠeffects	 ﾠby	 ﾠadding	 ﾠrelevant	 ﾠcovariates.	 ﾠThe	 ﾠstudy	 ﾠ
presented	 ﾠin	 ﾠChapter	 ﾠThree	 ﾠ(Paper	 ﾠTwo)	 ﾠshowed	 ﾠthat	 ﾠboth	 ﾠinterviewers	 ﾠand	 ﾠareas	 ﾠcan	 ﾠaffect	 ﾠ
respondents’	 ﾠpropensity	 ﾠto	 ﾠsatisfice.	 ﾠ	 ﾠ
The	 ﾠmultilevel	 ﾠmodels	 ﾠallow	 ﾠidentification	 ﾠof	 ﾠseparate	 ﾠvariance	 ﾠcomponents	 ﾠfor	 ﾠrespondent,	 ﾠ
area	 ﾠand	 ﾠinterviewer	 ﾠas	 ﾠwell	 ﾠas	 ﾠthe	 ﾠincorporation	 ﾠof	 ﾠcovariates	 ﾠat	 ﾠeach	 ﾠlevel.	 ﾠThe	 ﾠnotation	 ﾠfor	 ﾠ
the	 ﾠmodel	 ﾠused	 ﾠis:	 ﾠ
	 ﾠ
𝑦 ( , ) =  ﾠ𝗼 + 𝑢  + 𝑣  + 𝑒 ( , )	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ 	 ﾠ 	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ(4.1)	 ﾠ
	 ﾠ
where	 ﾠ𝑦 ( , )	 ﾠis	 ﾠa	 ﾠresponse	 ﾠtime	 ﾠfrom	 ﾠthe	 ﾠith	 ﾠrespondent	 ﾠin	 ﾠthe	 ﾠjth	 ﾠarea	 ﾠand	 ﾠinterviewed	 ﾠby	 ﾠthe	 ﾠ
kth	 ﾠinterviewer	 ﾠexpressed	 ﾠas	 ﾠthe	 ﾠsample	 ﾠmean	 ﾠ𝗼	 ﾠ(intercept)	 ﾠand	 ﾠthree	 ﾠrandom	 ﾠerror	 ﾠterms	 ﾠat	 ﾠ
the	 ﾠarea	 ﾠ(𝑢 ),	 ﾠinterviewer	 ﾠ(𝑣 )	 ﾠand	 ﾠrespondent	 ﾠ(𝑒 ( , ))	 ﾠlevels.	 ﾠThese	 ﾠerror	 ﾠterms	 ﾠare	 ﾠassumed	 ﾠ
to	 ﾠbe	 ﾠindependent	 ﾠand	 ﾠidentically	 ﾠdistributed	 ﾠwith	 ﾠzero	 ﾠmean	 ﾠand	 ﾠvariances	 ﾠdenoted	 ﾠas	 ﾠ
𝜎  
 , 𝜎 
 , 𝜎 ( , )
  	 ﾠrespectively.	 ﾠThese	 ﾠvariances	 ﾠcan	 ﾠbe	 ﾠused	 ﾠto	 ﾠcalculate	 ﾠVariance	 ﾠPartition	 ﾠ
Coefficients	 ﾠ(VPC)	 ﾠ(Goldstein	 ﾠet	 ﾠal.,	 ﾠ2002)	 ﾠwhich	 ﾠare	 ﾠthe	 ﾠratio	 ﾠof	 ﾠeach	 ﾠvariance	 ﾠto	 ﾠthe	 ﾠtotal	 ﾠ
variance	 ﾠexpressed	 ﾠas	 ﾠpercentages.	 ﾠ	 ﾠ	 ﾠ 	 ﾠ 	 ﾠ
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Models	 ﾠwere	 ﾠestimated	 ﾠusing	 ﾠMLwiN	 ﾠversion	 ﾠ2.25	 ﾠ(Rasbash	 ﾠet	 ﾠal.,	 ﾠ2009)	 ﾠusing	 ﾠthe	 ﾠMonte	 ﾠ
Carlo	 ﾠMarkov	 ﾠChain	 ﾠ(MCMC)	 ﾠestimator	 ﾠ(Browne	 ﾠ2009).	 ﾠThe	 ﾠDeviance	 ﾠInformation	 ﾠCriterion	 ﾠ
(DIC)	 ﾠwas	 ﾠused	 ﾠto	 ﾠcompare	 ﾠthe	 ﾠfit	 ﾠof	 ﾠalternative	 ﾠmodels.	 ﾠA	 ﾠdecrease	 ﾠin	 ﾠDIC	 ﾠsuggests	 ﾠan	 ﾠ
improvement	 ﾠin	 ﾠmodel	 ﾠfit	 ﾠ(Spiegelhalter	 ﾠet	 ﾠal.,	 ﾠ2002).	 ﾠ
4.8  Results	 ﾠ
Results	 ﾠare	 ﾠpresented	 ﾠin	 ﾠthe	 ﾠfollowing	 ﾠorder.	 ﾠFirst,	 ﾠFigure	 ﾠ4.4	 ﾠshows	 ﾠthe	 ﾠmedian	 ﾠresponse	 ﾠ
times	 ﾠfor	 ﾠeach	 ﾠitem	 ﾠand	 ﾠeach	 ﾠresponse	 ﾠtype.	 ﾠThen	 ﾠsix	 ﾠmodels	 ﾠare	 ﾠpresented	 ﾠfor	 ﾠthe	 ﾠ‘nearest	 ﾠ
bus	 ﾠstop’	 ﾠitem.	 ﾠTable	 ﾠ4.1a	 ﾠshows	 ﾠthe	 ﾠvariance	 ﾠcomponents	 ﾠmodel,	 ﾠModels	 ﾠ2	 ﾠand	 ﾠ3	 ﾠintroduce	 ﾠ
the	 ﾠrespondent	 ﾠand	 ﾠinterviewer	 ﾠsatisficing	 ﾠindicators	 ﾠrespectively.	 ﾠModel	 ﾠ4	 ﾠ(Table	 ﾠ4.1b)	 ﾠ
introduces	 ﾠthe	 ﾠremaining	 ﾠinterviewers’	 ﾠcharacteristic	 ﾠvariables,	 ﾠModel	 ﾠ5	 ﾠthe	 ﾠrespondent	 ﾠ
covariates	 ﾠand	 ﾠModel	 ﾠ6	 ﾠthe	 ﾠarea-ﾭ‐level	 ﾠcovariates.	 ﾠAll	 ﾠmodels	 ﾠin	 ﾠthis	 ﾠsection	 ﾠare	 ﾠestimated	 ﾠ
without	 ﾠoutliers23.	 ﾠSummary	 ﾠstatistics	 ﾠfrom	 ﾠthe	 ﾠmodels	 ﾠfor	 ﾠthe	 ﾠremaining	 ﾠeight	 ﾠitems	 ﾠare	 ﾠthen	 ﾠ
presented	 ﾠin	 ﾠTable	 ﾠ4.2.	 ﾠFinally,	 ﾠsome	 ﾠadditional	 ﾠanalyses	 ﾠfor	 ﾠitems	 ﾠwith	 ﾠvery	 ﾠshort	 ﾠresponse	 ﾠ
latencies	 ﾠare	 ﾠalso	 ﾠdiscussed.	 ﾠ
Figure	 ﾠ4.4.	 ﾠMedian	 ﾠresponse	 ﾠtimes	 ﾠfor	 ﾠeach	 ﾠitem	 ﾠand	 ﾠresponse	 ﾠtype	 ﾠin	 ﾠseconds	 ﾠ
	 ﾠ
For	 ﾠevery	 ﾠitem	 ﾠshown	 ﾠin	 ﾠFigure	 ﾠ4.4,	 ﾠwith	 ﾠthe	 ﾠexception	 ﾠof	 ﾠthe	 ﾠ‘station	 ﾠby	 ﾠbus’	 ﾠitem,	 ﾠproviding	 ﾠ
a	 ﾠheaped	 ﾠresponse	 ﾠtakes	 ﾠthe	 ﾠsame	 ﾠtime	 ﾠor	 ﾠlonger	 ﾠcompared	 ﾠto	 ﾠproviding	 ﾠthe	 ﾠoptimised	 ﾠ
response.	 ﾠThe	 ﾠ‘Don’t	 ﾠknow’	 ﾠanswer	 ﾠtakes	 ﾠthe	 ﾠlongest.	 ﾠThe	 ﾠ‘station	 ﾠby	 ﾠbus’	 ﾠitem	 ﾠgenerally	 ﾠ
shows	 ﾠa	 ﾠdifferent	 ﾠpattern	 ﾠto	 ﾠall	 ﾠother	 ﾠitems.	 ﾠThe	 ﾠoptimised	 ﾠresponse	 ﾠtakes	 ﾠthe	 ﾠlongest	 ﾠat	 ﾠ14	 ﾠ
seconds	 ﾠand	 ﾠthe	 ﾠ‘Don’t	 ﾠknow’	 ﾠresponse	 ﾠtakes	 ﾠonly	 ﾠ10	 ﾠseconds.	 ﾠThis	 ﾠis	 ﾠthe	 ﾠonly	 ﾠitem	 ﾠthat	 ﾠ
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 ﾠ	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23The	 ﾠsame	 ﾠmodels	 ﾠwere	 ﾠestimated	 ﾠusing	 ﾠthe	 ﾠfull	 ﾠdataset	 ﾠwith	 ﾠoutliers	 ﾠand	 ﾠthe	 ﾠresults	 ﾠare	 ﾠsubstantially	 ﾠ
the	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exhibits	 ﾠthe	 ﾠpattern	 ﾠthat	 ﾠwould	 ﾠbe	 ﾠexpected	 ﾠwhen	 ﾠthe	 ﾠtheory	 ﾠof	 ﾠsatisficing	 ﾠis	 ﾠconsidered.	 ﾠIt	 ﾠ
may	 ﾠbe	 ﾠdue	 ﾠto	 ﾠa	 ﾠparticular	 ﾠdifficulty	 ﾠwith	 ﾠthis	 ﾠitem	 ﾠand	 ﾠit	 ﾠis	 ﾠdiscussed	 ﾠfurther	 ﾠbelow.	 ﾠ	 ﾠ
Model	 ﾠ1,	 ﾠwhich	 ﾠdoes	 ﾠnot	 ﾠinclude	 ﾠany	 ﾠcovariates,	 ﾠshows	 ﾠthat	 ﾠthe	 ﾠmean	 ﾠtime	 ﾠtaken	 ﾠto	 ﾠanswer	 ﾠ
the	 ﾠquestion	 ﾠon	 ﾠhow	 ﾠlong	 ﾠit	 ﾠtakes	 ﾠto	 ﾠget	 ﾠto	 ﾠthe	 ﾠnearest	 ﾠbus	 ﾠstop	 ﾠis	 ﾠ14.69	 ﾠseconds.	 ﾠThe	 ﾠarea	 ﾠ
related	 ﾠvariance	 ﾠis	 ﾠnot	 ﾠsignificant.	 ﾠInterviewer-ﾭ‐related	 ﾠvariance	 ﾠaccounts	 ﾠfor	 ﾠ12.8%	 ﾠof	 ﾠthe	 ﾠ
total	 ﾠvariability	 ﾠand	 ﾠthe	 ﾠresidual	 ﾠvariance	 ﾠis	 ﾠlarge,	 ﾠat	 ﾠ86%.	 ﾠModel	 ﾠ2	 ﾠincludes	 ﾠthe	 ﾠkey	 ﾠ
respondent	 ﾠvariable,	 ﾠthe	 ﾠsatisficing	 ﾠindicator	 ﾠfor	 ﾠthis	 ﾠitem.	 ﾠThis	 ﾠshows	 ﾠthe	 ﾠsame	 ﾠpattern	 ﾠas	 ﾠ
Figure	 ﾠ4.4,	 ﾠthe	 ﾠweak	 ﾠsatisficers	 ﾠwho	 ﾠprovided	 ﾠa	 ﾠheaped	 ﾠanswer	 ﾠtook	 ﾠon	 ﾠaverage	 ﾠ2.17	 ﾠseconds	 ﾠ
longer	 ﾠto	 ﾠanswer	 ﾠthis	 ﾠquestion	 ﾠthan	 ﾠthose	 ﾠwho	 ﾠprovided	 ﾠan	 ﾠoptimised	 ﾠanswer.	 ﾠThe	 ﾠstrong	 ﾠ
satisficers	 ﾠ–	 ﾠthose	 ﾠwho	 ﾠchose	 ﾠthe	 ﾠ‘Don’t	 ﾠknow’	 ﾠresponse	 ﾠ–	 ﾠtook,	 ﾠon	 ﾠaverage,	 ﾠ7.3	 ﾠseconds	 ﾠ
longer.	 ﾠAdding	 ﾠthe	 ﾠsatisficing	 ﾠindicator	 ﾠequally	 ﾠdecreased	 ﾠthe	 ﾠrespondent	 ﾠand	 ﾠinterviewer-ﾭ‐
related	 ﾠvariances	 ﾠby	 ﾠ1.4%.	 ﾠModel	 ﾠ3	 ﾠintroduces	 ﾠthe	 ﾠinterviewer’s	 ﾠheaping	 ﾠindicator.	 ﾠIt	 ﾠhas	 ﾠa	 ﾠ
negative	 ﾠcoefficient,	 ﾠas	 ﾠexpected,	 ﾠhowever	 ﾠit	 ﾠis	 ﾠnot	 ﾠstatistically	 ﾠsignificant.	 ﾠ	 ﾠ
	 ﾠ
	 ﾠ 	 ﾠ	 ﾠ 	 ﾠ 	 ﾠ
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Table	 ﾠ4.1a.	 ﾠMultilevel	 ﾠmodels	 ﾠfor	 ﾠthe	 ﾠ‘nearest	 ﾠbus	 ﾠstop’	 ﾠitem	 ﾠ
Nearest	 ﾠbus	 ﾠstop	 ﾠtime	 ﾠ
Model	 ﾠ1	 ﾠ Model	 ﾠ2	 ﾠ Model	 ﾠ3	 ﾠ
14.696	 ﾠ(0.354)	 ﾠ 13.90	 ﾠ(0.365)	 ﾠ 14.818	 ﾠ(4.959)	 ﾠ
Fixed	 ﾠeffects	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ
Respondent’s	 ﾠsatisficing	 ﾠ(Optimised	 ﾠanswer)	 ﾠ
	 ﾠ 	 ﾠ 	 ﾠ
Heaped	 ﾠanswer	 ﾠ
	 ﾠ
2.175	 ﾠ(0.308)	 ﾠ 2.189	 ﾠ(0.308)	 ﾠ
Don’t	 ﾠknow	 ﾠ 	 ﾠ 7.312	 ﾠ(1.753)	 ﾠ 7.471	 ﾠ(1.727)	 ﾠ
Interviewer’s	 ﾠcharacteristics	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ
Interviewer's	 ﾠheaping	 ﾠscore	 ﾠ
	 ﾠ 	 ﾠ
-ﾭ‐2.158	 ﾠ(1.730)	 ﾠ
	 ﾠ
Random	 ﾠeffects	 ﾠ	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ
Interviewer	 ﾠ 𝜎 
  	 ﾠ 16.029	 ﾠ(2.393)	 ﾠ 15.812	 ﾠ(2.406)	 ﾠ 15.808	 ﾠ(2.392)	 ﾠ
Area	 ﾠ 𝜎  
  	 ﾠ 1.311	 ﾠ(1.168)	 ﾠ 1.533	 ﾠ(0.907)	 ﾠ 1.430	 ﾠ(1.015)	 ﾠ
Respondent	 ﾠ 𝜎 ( , )
  	 ﾠ 107.641	 ﾠ(2.331)	 ﾠ 106.135	 ﾠ(2.22)	 ﾠ 106.177	 ﾠ(2.243)	 ﾠ
Note:	 ﾠEstimates	 ﾠand	 ﾠstandard	 ﾠerrors	 ﾠare	 ﾠthe	 ﾠmeans	 ﾠand	 ﾠstandard	 ﾠdeviations	 ﾠof	 ﾠ50,000	 ﾠchains,	 ﾠwith	 ﾠ
burn-ﾭ‐in	 ﾠof	 ﾠ500.	 ﾠN	 ﾠ=	 ﾠ5,176	 ﾠrespondents	 ﾠnested	 ﾠin	 ﾠcross-ﾭ‐classification	 ﾠof	 ﾠ967	 ﾠareas	 ﾠand	 ﾠ159	 ﾠinterviewers.	 ﾠ
	 ﾠ
Model	 ﾠ4	 ﾠincludes	 ﾠcontrols	 ﾠat	 ﾠthe	 ﾠinterviewer	 ﾠlevel.	 ﾠThe	 ﾠonly	 ﾠinterviewer	 ﾠcharacteristic	 ﾠthat	 ﾠis	 ﾠ
statistically	 ﾠsignificant	 ﾠis	 ﾠ‘efficiency’.	 ﾠRespondents	 ﾠtake	 ﾠalmost	 ﾠ1.5	 ﾠseconds	 ﾠless	 ﾠon	 ﾠaverage	 ﾠif	 ﾠ
interviewed	 ﾠby	 ﾠa	 ﾠmore	 ﾠefficient	 ﾠinterviewer.	 ﾠHowever,	 ﾠthis	 ﾠeffect	 ﾠdoes	 ﾠnot	 ﾠremain	 ﾠsignificant	 ﾠ
when	 ﾠthe	 ﾠrespondent	 ﾠcharacteristics	 ﾠare	 ﾠadded	 ﾠin	 ﾠModel	 ﾠ5.	 ﾠ	 ﾠOf	 ﾠthe	 ﾠthree	 ﾠrespondent	 ﾠ
characteristics:	 ﾠgender,	 ﾠage	 ﾠand	 ﾠeducational	 ﾠattainment,	 ﾠonly	 ﾠage	 ﾠis	 ﾠa	 ﾠsignificant	 ﾠpredictor	 ﾠof	 ﾠ
response	 ﾠlatency;	 ﾠthe	 ﾠolder	 ﾠa	 ﾠrespondent	 ﾠis,	 ﾠthe	 ﾠlonger	 ﾠit	 ﾠtakes	 ﾠthem	 ﾠto	 ﾠanswer.	 ﾠAdding	 ﾠthe	 ﾠ
respondent	 ﾠcovariates	 ﾠreduces	 ﾠthe	 ﾠresidual	 ﾠvariance	 ﾠby	 ﾠ2.4	 ﾠpercentage	 ﾠpoints.	 ﾠ	 ﾠ
Model	 ﾠ6	 ﾠis	 ﾠthe	 ﾠfinal	 ﾠone	 ﾠand	 ﾠincludes	 ﾠarea	 ﾠcharacteristics.	 ﾠThose	 ﾠwho	 ﾠlive	 ﾠin	 ﾠhighly	 ﾠurban	 ﾠ
areas	 ﾠtake	 ﾠslightly	 ﾠless	 ﾠtime	 ﾠto	 ﾠanswer	 ﾠthe	 ﾠquestion,	 ﾠwhile	 ﾠthose	 ﾠin	 ﾠethnically	 ﾠdiverse	 ﾠareas	 ﾠ
take	 ﾠon	 ﾠaverage	 ﾠ3.8	 ﾠseconds	 ﾠlonger	 ﾠto	 ﾠprovide	 ﾠthe	 ﾠanswer.	 ﾠThe	 ﾠfinal	 ﾠmodel	 ﾠimplies	 ﾠthat	 ﾠafter	 ﾠ
controlling	 ﾠfor	 ﾠinterviewer,	 ﾠrespondent	 ﾠand	 ﾠarea	 ﾠcharacteristics,	 ﾠthe	 ﾠmain	 ﾠeffect	 ﾠof	 ﾠweak	 ﾠand	 ﾠ
strong	 ﾠsatisficing	 ﾠon	 ﾠresponse	 ﾠtime	 ﾠto	 ﾠthe	 ﾠ‘nearest	 ﾠbus	 ﾠstop’	 ﾠquestion	 ﾠremains	 ﾠstatistically	 ﾠ
significant.	 ﾠBoth	 ﾠeffects	 ﾠhave	 ﾠthe	 ﾠopposite	 ﾠdirections	 ﾠto	 ﾠthose	 ﾠspecified	 ﾠin	 ﾠhypotheses	 ﾠone	 ﾠand	 ﾠ
two.	 ﾠWeak	 ﾠsatisficers	 ﾠtake	 ﾠlonger	 ﾠto	 ﾠprovide	 ﾠthe	 ﾠanswer	 ﾠthan	 ﾠoptimisers	 ﾠand	 ﾠstrong	 ﾠ
satisficers	 ﾠtake	 ﾠthe	 ﾠlongest	 ﾠof	 ﾠall	 ﾠthree	 ﾠgroups.	 ﾠThe	 ﾠsummary	 ﾠof	 ﾠresults	 ﾠfor	 ﾠthe	 ﾠremaining	 ﾠeight	 ﾠ
items	 ﾠis	 ﾠpresented	 ﾠin	 ﾠTable	 ﾠ4.2.	 ﾠ
	 ﾠ	 ﾠ
	 ﾠ 108	 ﾠ
Table	 ﾠ4.1b.	 ﾠStatistical	 ﾠmodels	 ﾠfor	 ﾠthe	 ﾠ‘nearest	 ﾠbus	 ﾠstop’	 ﾠitem	 ﾠthat	 ﾠinclude	 ﾠcontrols	 ﾠ
Nearest	 ﾠbus	 ﾠstop	 ﾠtime	 ﾠ
Model	 ﾠ4	 ﾠ Model	 ﾠ5	 ﾠ Model	 ﾠ6	 ﾠ
14.818	 ﾠ(4.959)	 ﾠ 14.541	 ﾠ(5.004)	 ﾠ 14.403	 ﾠ(5.116)	 ﾠ
Fixed	 ﾠeffects	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ
Respondent’s	 ﾠsatisficing	 ﾠ(Optimised	 ﾠanswer)	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ
Heaped	 ﾠanswer	 ﾠ 2.189	 ﾠ(0.308)	 ﾠ 1.647	 ﾠ(0.307)	 ﾠ 1.595	 ﾠ(0.306)	 ﾠ
Don’t	 ﾠknow	 ﾠ 7.471	 ﾠ(1.727)	 ﾠ 6.825	 ﾠ(1.734)	 ﾠ 6.664	 ﾠ(1.756)	 ﾠ
Interviewer’s	 ﾠcharacteristics	 ﾠ
	 ﾠ 	 ﾠ 	 ﾠ
Interviewer's	 ﾠheaping	 ﾠscore	 ﾠ -ﾭ‐1.464	 ﾠ(2.037)	 ﾠ -ﾭ‐1.77	 ﾠ(2.012)	 ﾠ -ﾭ‐1.766	 ﾠ(1.984)	 ﾠ
Openness	 ﾠ	 ﾠ -ﾭ‐0.302	 ﾠ(0.673)	 ﾠ -ﾭ‐0.258	 ﾠ(0.653)	 ﾠ -ﾭ‐0.284	 ﾠ(0.662)	 ﾠ
Conscientiousness	 ﾠ 0.888	 ﾠ(0.684)	 ﾠ 0.764	 ﾠ(0.697)	 ﾠ 0.874	 ﾠ(0.667)	 ﾠ
Empathy	 ﾠ 0.398	 ﾠ(0.765)	 ﾠ 0.301	 ﾠ(0.76)	 ﾠ 0.231	 ﾠ(0.757)	 ﾠ
Efficiency	 ﾠ -ﾭ‐1.426	 ﾠ(0.695)	 ﾠ -ﾭ‐1.348	 ﾠ(0.714)	 ﾠ -ﾭ‐1.388	 ﾠ(0.696)	 ﾠ
Flexibility	 ﾠ -ﾭ‐0.129	 ﾠ(0.677)	 ﾠ -ﾭ‐0.135	 ﾠ(0.657)	 ﾠ 0.013	 ﾠ(0.661)	 ﾠ
Attention	 ﾠ 0.675	 ﾠ(0.664)	 ﾠ 0.716	 ﾠ(0.653)	 ﾠ 0.559	 ﾠ(0.659)	 ﾠ
Communication	 ﾠskills	 ﾠ -ﾭ‐0.302	 ﾠ(0.773)	 ﾠ -ﾭ‐0.341	 ﾠ(0.772)	 ﾠ -ﾭ‐0.251	 ﾠ(0.812)	 ﾠ
Neuroticism	 ﾠ 0.025	 ﾠ(0.375)	 ﾠ -ﾭ‐0.011	 ﾠ(0.367)	 ﾠ -ﾭ‐0.072	 ﾠ(0.396)	 ﾠ
Extraversion	 ﾠ 0.711	 ﾠ(0.377)	 ﾠ 0.687	 ﾠ(0.388)	 ﾠ 0.558	 ﾠ(0.391)	 ﾠ
Female	 ﾠ(Male)	 ﾠ -ﾭ‐1.287	 ﾠ(0.799)	 ﾠ -ﾭ‐1.306	 ﾠ(0.805)	 ﾠ -ﾭ‐1.191	 ﾠ(0.808)	 ﾠ
Interviewer's	 ﾠgrade	 ﾠ(A)	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ
D	 ﾠ	 ﾠ -ﾭ‐0.311	 ﾠ(2.789)	 ﾠ -ﾭ‐0.324	 ﾠ(2.777)	 ﾠ 0.153	 ﾠ(2.87)	 ﾠ
C	 ﾠ -ﾭ‐0.467	 ﾠ(2.715)	 ﾠ -ﾭ‐0.627	 ﾠ(2.633)	 ﾠ -ﾭ‐0.089	 ﾠ(2.727)	 ﾠ
B	 ﾠ 0.33	 ﾠ(2.169)	 ﾠ 0.362	 ﾠ(2.128)	 ﾠ 0.357	 ﾠ(2.163)	 ﾠ
S	 ﾠ -ﾭ‐1.229	 ﾠ(2.864)	 ﾠ -ﾭ‐1.249	 ﾠ(2.767)	 ﾠ -ﾭ‐0.637	 ﾠ(2.925)	 ﾠ
T	 ﾠ -ﾭ‐2.746	 ﾠ(3.43)	 ﾠ -ﾭ‐3.065	 ﾠ(3.554)	 ﾠ -ﾭ‐2.304	 ﾠ(3.64)	 ﾠ
Interviewer's	 ﾠage	 ﾠ(30<)	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ
30-ﾭ‐39	 ﾠyears	 ﾠ 0.516	 ﾠ(5.461)	 ﾠ 1.161	 ﾠ(5.554)	 ﾠ 0.74	 ﾠ(5.609)	 ﾠ
40-ﾭ‐49	 ﾠyears	 ﾠ 1.237	 ﾠ(4.819)	 ﾠ 1.424	 ﾠ(4.919)	 ﾠ 1.448	 ﾠ(5.081)	 ﾠ
50-ﾭ‐59	 ﾠyears	 ﾠ 2.035	 ﾠ(4.743)	 ﾠ 2.254	 ﾠ(4.81)	 ﾠ 2.552	 ﾠ(4.986)	 ﾠ
60-ﾭ‐69	 ﾠyears	 ﾠ 2.98	 ﾠ(4.779)	 ﾠ 3.15	 ﾠ(4.812)	 ﾠ 3.125	 ﾠ(5.07)	 ﾠ
70+	 ﾠyears	 ﾠ 1.697	 ﾠ(5.148)	 ﾠ 1.568	 ﾠ(5.196)	 ﾠ 1.754	 ﾠ(5.335)	 ﾠ
Interviewer's	 ﾠexperience	 ﾠ(1<)	 ﾠ
	 ﾠ 	 ﾠ 	 ﾠ
1yr	 ﾠ+	 ﾠN	 ﾠmths	 ﾠ -ﾭ‐2.183	 ﾠ(2.064)	 ﾠ -ﾭ‐2.218	 ﾠ(2.035)	 ﾠ -ﾭ‐2.548	 ﾠ(2.133)	 ﾠ
2yrs	 ﾠ+	 ﾠN	 ﾠmths	 ﾠ -ﾭ‐1.287	 ﾠ(2.701)	 ﾠ -ﾭ‐1.215	 ﾠ(2.566)	 ﾠ -ﾭ‐1.693	 ﾠ(2.681)	 ﾠ
3/4yrs	 ﾠ+	 ﾠN	 ﾠmths	 ﾠ -ﾭ‐2.016	 ﾠ(2.477)	 ﾠ -ﾭ‐2.076	 ﾠ(2.413)	 ﾠ -ﾭ‐2.597	 ﾠ(2.51)	 ﾠ
5/6	 ﾠyrs	 ﾠ+	 ﾠN	 ﾠmths	 ﾠ -ﾭ‐2.98	 ﾠ(2.701)	 ﾠ -ﾭ‐2.719	 ﾠ(2.609)	 ﾠ -ﾭ‐3.456	 ﾠ(2.695)	 ﾠ
7-ﾭ‐10	 ﾠyrs	 ﾠ+	 ﾠN	 ﾠmths	 ﾠ -ﾭ‐2.936	 ﾠ(2.599)	 ﾠ -ﾭ‐2.558	 ﾠ(2.525)	 ﾠ -ﾭ‐3.112	 ﾠ(2.627)	 ﾠ
11	 ﾠyrs	 ﾠ+	 ﾠ -ﾭ‐1.937	 ﾠ(2.89)	 ﾠ -ﾭ‐1.645	 ﾠ(2.918)	 ﾠ -ﾭ‐2.398	 ﾠ(2.971)	 ﾠ
Respondent's	 ﾠcharacteristics	 ﾠ
	 ﾠ 	 ﾠ 	 ﾠ
Female	 ﾠ(Male)	 ﾠ 	 ﾠ 0.314	 ﾠ(0.296)	 ﾠ 0.327	 ﾠ(0.289)	 ﾠ
Age	 ﾠ 	 ﾠ 0.101	 ﾠ(0.009)	 ﾠ 0.099	 ﾠ(0.01)	 ﾠ
No	 ﾠ(yes,	 ﾠqualifications	 ﾠwith	 ﾠa	 ﾠcertificate)	 ﾠ
	 ﾠ
0.387	 ﾠ(0.37)	 ﾠ 0.481	 ﾠ(0.371)	 ﾠ
Area	 ﾠcharacteristics	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ
disadvantage	 ﾠ 	 ﾠ 	 ﾠ -ﾭ‐0.301	 ﾠ(0.258)	 ﾠ
urbanisation	 ﾠ 	 ﾠ 	 ﾠ -ﾭ‐0.527	 ﾠ(0.246)	 ﾠ
social	 ﾠmobility	 ﾠ
	 ﾠ 	 ﾠ
-ﾭ‐0.019	 ﾠ(0.204)	 ﾠ
age	 ﾠprofile	 ﾠ 	 ﾠ 	 ﾠ -ﾭ‐0.162	 ﾠ(0.2)	 ﾠ
housing	 ﾠstructure	 ﾠ 	 ﾠ 	 ﾠ -ﾭ‐0.177	 ﾠ(0.201)	 ﾠ
crime	 ﾠrate	 ﾠ
	 ﾠ 	 ﾠ
-ﾭ‐0.109	 ﾠ(0.382)	 ﾠ
ethnic	 ﾠdiversity	 ﾠ 	 ﾠ 	 ﾠ 3.84	 ﾠ(1.694)	 ﾠ
Random	 ﾠeffects	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ
Interviewer	 ﾠ 𝜎 
  	 ﾠ 15.778	 ﾠ(2.613)	 ﾠ 15.443	 ﾠ(2.444)	 ﾠ 15.398	 ﾠ(2.557)	 ﾠ
Area	 ﾠ 𝜎  
  	 ﾠ 1.214	 ﾠ(0.744)	 ﾠ 0.433	 ﾠ(0.538)	 ﾠ 0.969	 ﾠ(0.836)	 ﾠ
Respondent	 ﾠ 𝜎 ( , )
  	 ﾠ 106.369	 ﾠ(2.207)	 ﾠ 103.792	 ﾠ(2.15)	 ﾠ 103.368	 ﾠ(2.142)	 ﾠ
Note:	 ﾠEstimates	 ﾠand	 ﾠstandard	 ﾠerrors	 ﾠare	 ﾠthe	 ﾠmeans	 ﾠand	 ﾠstandard	 ﾠdeviations	 ﾠof	 ﾠ50,000	 ﾠchains,	 ﾠwith	 ﾠ
burn-ﾭ‐in	 ﾠof	 ﾠ500.	 ﾠN	 ﾠ=	 ﾠ5,176	 ﾠrespondents	 ﾠnested	 ﾠin	 ﾠcross-ﾭ‐classification	 ﾠof	 ﾠ967	 ﾠareas	 ﾠand	 ﾠ159	 ﾠinterviewers.	 ﾠ	 ﾠ 	 ﾠ 	 ﾠ
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For	 ﾠall	 ﾠnine	 ﾠquestions,	 ﾠwith	 ﾠthe	 ﾠexception	 ﾠof	 ﾠ‘nearest	 ﾠbus	 ﾠstop’,	 ﾠproviding	 ﾠa	 ﾠheaped	 ﾠanswer	 ﾠ
takes	 ﾠthe	 ﾠrespondent	 ﾠlonger	 ﾠthan	 ﾠproviding	 ﾠthe	 ﾠoptimised	 ﾠanswer.	 ﾠThis	 ﾠrelationship	 ﾠis	 ﾠ
statistically	 ﾠsignificant	 ﾠin	 ﾠfour	 ﾠof	 ﾠnine	 ﾠmodels,	 ﾠincluding	 ﾠthe	 ﾠ‘nearest	 ﾠbus	 ﾠstop’	 ﾠmodel.	 ﾠ
Providing	 ﾠthe	 ﾠ‘Don’t	 ﾠknow’	 ﾠanswer	 ﾠhas	 ﾠthe	 ﾠlongest	 ﾠresponse	 ﾠlatency	 ﾠin	 ﾠfive	 ﾠfinal	 ﾠmodels	 ﾠout	 ﾠof	 ﾠ
nine,	 ﾠand	 ﾠis	 ﾠsignificant	 ﾠin	 ﾠfour	 ﾠinstances.	 ﾠThe	 ﾠinterviewer	 ﾠsatisficing	 ﾠindicator	 ﾠdid	 ﾠnot	 ﾠreach	 ﾠ
statistical	 ﾠsignificance	 ﾠlevels	 ﾠin	 ﾠany	 ﾠof	 ﾠthe	 ﾠnine	 ﾠmodels.	 ﾠHowever,	 ﾠin	 ﾠall	 ﾠmodels	 ﾠthe	 ﾠcoefficient	 ﾠ
for	 ﾠthis	 ﾠvariable	 ﾠwas	 ﾠnegative,	 ﾠin	 ﾠline	 ﾠwith	 ﾠthe	 ﾠexpectation	 ﾠstated	 ﾠin	 ﾠthe	 ﾠthird	 ﾠhypothesis.	 ﾠ	 ﾠ
Table	 ﾠ4.2.	 ﾠThe	 ﾠeffect	 ﾠof	 ﾠweak	 ﾠand	 ﾠstrong	 ﾠsatisficing	 ﾠon	 ﾠthe	 ﾠresponse	 ﾠtime	 ﾠfor	 ﾠthe	 ﾠ
remaining	 ﾠeight	 ﾠitems	 ﾠ
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Respondent’s	 ﾠ
satisficing	 ﾠ
(Optimised	 ﾠanswer)	 ﾠ
	 ﾠ
	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ
Heaped	 ﾠanswer	 ﾠ 2.147	 ﾠ
(0.713)	 ﾠ
-ﾭ‐0.120	 ﾠ
(0.625)	 ﾠ
0.124	 ﾠ
(0.926)	 ﾠ
0.863	 ﾠ
(1.973)	 ﾠ
2.012	 ﾠ
(0.491)	 ﾠ
0.890	 ﾠ
(0.335)	 ﾠ
0.192	 ﾠ
(1.076)	 ﾠ
0.325	 ﾠ
(1.337)	 ﾠ
Don’t	 ﾠknow	 ﾠ -ﾭ‐1.584	 ﾠ
(1.040)	 ﾠ
-ﾭ‐4.236	 ﾠ
(0.667)	 ﾠ
3.367	 ﾠ
(2.339)	 ﾠ
-ﾭ‐0.228	 ﾠ
(3.723)	 ﾠ
7.393	 ﾠ
(1.427)	 ﾠ
6.292	 ﾠ
(1.569)	 ﾠ
-ﾭ‐0.997	 ﾠ
(1.581)	 ﾠ
3.145	 ﾠ
(1.571)	 ﾠ
Interviewer’s	 ﾠ
satisficing	 ﾠ	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ
Interviewer's	 ﾠheaping	 ﾠ
score	 ﾠ
-ﾭ‐3.306	 ﾠ
(2.441)	 ﾠ
-ﾭ‐2.256	 ﾠ
(2.925)	 ﾠ
-ﾭ‐3.394	 ﾠ
(3.654)	 ﾠ
-ﾭ‐3.603	 ﾠ
(1.838)	 ﾠ
-ﾭ‐1.207	 ﾠ
(2.065)	 ﾠ
-ﾭ‐1.571	 ﾠ
(1.406)	 ﾠ
-ﾭ‐1.720	 ﾠ
(2.913)	 ﾠ
-ﾭ‐1.162	 ﾠ
(1.585)	 ﾠ
	 ﾠ
It	 ﾠis	 ﾠclear	 ﾠthen	 ﾠthat	 ﾠproviding	 ﾠa	 ﾠheaped	 ﾠanswer	 ﾠand	 ﾠsaying	 ﾠ‘Don’t	 ﾠknow’	 ﾠdo	 ﾠnot	 ﾠsave	 ﾠthe	 ﾠ
respondent	 ﾠany	 ﾠtime.	 ﾠIndeed,	 ﾠthese	 ﾠresults	 ﾠsuggest	 ﾠthat	 ﾠthese	 ﾠapparent	 ﾠsatisficing	 ﾠresponse	 ﾠ
styles	 ﾠactually	 ﾠtake	 ﾠsignificantly	 ﾠmore	 ﾠtime	 ﾠto	 ﾠformulate	 ﾠon	 ﾠthe	 ﾠmajority	 ﾠof	 ﾠitems	 ﾠexamined	 ﾠ
here.	 ﾠOn	 ﾠonly	 ﾠone	 ﾠitem	 ﾠwas	 ﾠeither	 ﾠresponse	 ﾠstyle	 ﾠassociated	 ﾠwith	 ﾠa	 ﾠsignificantly	 ﾠlower	 ﾠ
response	 ﾠlatency	 ﾠcompared	 ﾠto	 ﾠan	 ﾠoptimised	 ﾠresponse.	 ﾠ
One	 ﾠpossible	 ﾠexplanation	 ﾠfor	 ﾠthese	 ﾠcounterintuitive	 ﾠresults	 ﾠmay	 ﾠbe	 ﾠthe	 ﾠassumption	 ﾠthat	 ﾠthose	 ﾠ
who	 ﾠreadily	 ﾠknow	 ﾠthe	 ﾠanswer	 ﾠwill	 ﾠreply	 ﾠvery	 ﾠquickly,	 ﾠand	 ﾠare	 ﾠmore	 ﾠlikely	 ﾠto	 ﾠoptimise.	 ﾠAn	 ﾠ
example	 ﾠwould	 ﾠbe	 ﾠa	 ﾠrespondent	 ﾠwho	 ﾠtravels	 ﾠto	 ﾠwork	 ﾠevery	 ﾠday	 ﾠand	 ﾠknows	 ﾠit	 ﾠtakes	 ﾠher	 ﾠexactly	 ﾠ
eight	 ﾠminutes	 ﾠto	 ﾠget	 ﾠto	 ﾠthe	 ﾠbus	 ﾠstop	 ﾠbecause	 ﾠshe	 ﾠdoes	 ﾠit	 ﾠfrequently	 ﾠand	 ﾠshe	 ﾠdoes	 ﾠnot	 ﾠwish	 ﾠto	 ﾠ
spend	 ﾠmore	 ﾠtime	 ﾠwaiting	 ﾠat	 ﾠthe	 ﾠbus	 ﾠstop	 ﾠthan	 ﾠis	 ﾠnecessary.	 ﾠFigure	 ﾠ4.5	 ﾠshows	 ﾠan	 ﾠexample	 ﾠfor	 ﾠ	 ﾠ
	 ﾠ 110	 ﾠ
the	 ﾠ‘nearest	 ﾠbus	 ﾠstop’	 ﾠitem	 ﾠfor	 ﾠvarious	 ﾠsamples	 ﾠwith	 ﾠvery	 ﾠshort	 ﾠresponse	 ﾠtimes	 ﾠexcluded,	 ﾠof	 ﾠ
three	 ﾠseconds	 ﾠand	 ﾠmore,	 ﾠresponse	 ﾠtimes	 ﾠof	 ﾠfive	 ﾠseconds	 ﾠand	 ﾠmore	 ﾠetc.	 ﾠ	 ﾠ
Figure	 ﾠ4.5.	 ﾠMedian	 ﾠtimes	 ﾠfor	 ﾠthe	 ﾠ‘nearest	 ﾠbus	 ﾠstop’	 ﾠitem	 ﾠfor	 ﾠvarious	 ﾠtruncated	 ﾠsamples	 ﾠ
	 ﾠ
This	 ﾠshows	 ﾠthat	 ﾠthe	 ﾠsame	 ﾠpattern	 ﾠfor	 ﾠeach	 ﾠresponse	 ﾠtype	 ﾠis	 ﾠpresent,	 ﾠregardless	 ﾠof	 ﾠwhether	 ﾠthe	 ﾠ
instant,	 ﾠpossibly	 ﾠoptimised	 ﾠresponses,	 ﾠare	 ﾠexcluded	 ﾠor	 ﾠnot.	 ﾠThis	 ﾠis	 ﾠalso	 ﾠtrue	 ﾠfor	 ﾠthe	 ﾠremaining	 ﾠ
eight	 ﾠitems.	 ﾠ	 ﾠ
4.9  Discussion	 ﾠ
Response	 ﾠlatencies	 ﾠhave	 ﾠbeen	 ﾠutilised	 ﾠin	 ﾠmethodological	 ﾠresearch	 ﾠfor	 ﾠa	 ﾠlong	 ﾠtime	 ﾠbut	 ﾠthere	 ﾠ
has	 ﾠbeen	 ﾠa	 ﾠrenewal	 ﾠof	 ﾠinterest	 ﾠin	 ﾠthem	 ﾠrecently	 ﾠdue	 ﾠto	 ﾠthe	 ﾠdevelopment	 ﾠof	 ﾠthe	 ﾠconcept	 ﾠof	 ﾠ
survey	 ﾠparadata.	 ﾠResponse	 ﾠtimes	 ﾠautomatically	 ﾠcollected	 ﾠby	 ﾠcomputer	 ﾠsoftware	 ﾠhave	 ﾠbecome	 ﾠ
more	 ﾠaccessible.	 ﾠThis	 ﾠstudy	 ﾠtook	 ﾠadvantage	 ﾠof	 ﾠinformation	 ﾠprovided	 ﾠby	 ﾠthe	 ﾠNTS	 ﾠ2011	 ﾠaudit	 ﾠ
trail.	 ﾠThis	 ﾠis	 ﾠthe	 ﾠfirst	 ﾠtime	 ﾠthat	 ﾠNTS	 ﾠcomputer-ﾭ‐generated	 ﾠparadata	 ﾠhave	 ﾠbeen	 ﾠextracted	 ﾠin	 ﾠa	 ﾠ
usable	 ﾠformat	 ﾠand	 ﾠhave	 ﾠbeen	 ﾠused	 ﾠin	 ﾠmethodological	 ﾠresearch.	 ﾠ	 ﾠMore	 ﾠparadata	 ﾠwere	 ﾠutilised	 ﾠ
as	 ﾠwell,	 ﾠincluding	 ﾠinformation	 ﾠon	 ﾠinterviewers,	 ﾠmainly	 ﾠused	 ﾠto	 ﾠcontrol	 ﾠfor	 ﾠthe	 ﾠinterviewer	 ﾠ
effect	 ﾠwhen	 ﾠanalysing	 ﾠresponse	 ﾠtimes.	 ﾠ	 ﾠ
The	 ﾠtheory	 ﾠof	 ﾠsurvey	 ﾠsatisficing	 ﾠimplies	 ﾠthat	 ﾠsome	 ﾠrespondents	 ﾠprovide	 ﾠa	 ﾠ‘good	 ﾠenough’	 ﾠ
response	 ﾠonly	 ﾠas	 ﾠan	 ﾠeffect	 ﾠof	 ﾠusing	 ﾠ‘cognitive	 ﾠshortcuts’	 ﾠand	 ﾠlimiting	 ﾠthe	 ﾠeffort	 ﾠneeded	 ﾠto	 ﾠ
provide	 ﾠa	 ﾠ‘well-ﾭ‐thought-ﾭ‐through’	 ﾠresponse.	 ﾠThe	 ﾠtheory	 ﾠdistinguishes	 ﾠforms	 ﾠof	 ﾠweak	 ﾠand	 ﾠ
strong	 ﾠsatisficing	 ﾠand	 ﾠin	 ﾠthe	 ﾠcase	 ﾠof	 ﾠboth,	 ﾠit	 ﾠis	 ﾠexpected	 ﾠthat	 ﾠthose	 ﾠwho	 ﾠsatisfice	 ﾠsave	 ﾠ
themselves	 ﾠtime	 ﾠ(Oppenheimer	 ﾠet	 ﾠal.,	 ﾠ2009;	 ﾠCallegaro	 ﾠet	 ﾠal.,	 ﾠ2009).	 ﾠIn	 ﾠthis	 ﾠpaper,	 ﾠtwo	 ﾠ
indicators	 ﾠof	 ﾠsatisficing	 ﾠwere	 ﾠused	 ﾠat	 ﾠthe	 ﾠquestion	 ﾠlevel:	 ﾠthe	 ﾠ‘Don’t	 ﾠknow’	 ﾠanswer	 ﾠas	 ﾠthe	 ﾠ
measure	 ﾠof	 ﾠstrong	 ﾠsatisficing	 ﾠand	 ﾠheaping	 ﾠas	 ﾠthe	 ﾠmeasure	 ﾠof	 ﾠweak	 ﾠsatisficing.	 ﾠBoth	 ﾠindicators	 ﾠ
were	 ﾠcompared	 ﾠwith	 ﾠoptimised	 ﾠresponses.	 ﾠThe	 ﾠexpectation	 ﾠfor	 ﾠthe	 ﾠresults	 ﾠwas	 ﾠin	 ﾠline	 ﾠwith	 ﾠthe	 ﾠ
satisficing	 ﾠtheory,	 ﾠthat	 ﾠthose	 ﾠwho	 ﾠgive	 ﾠsatisficed	 ﾠresponse	 ﾠsave	 ﾠthemselves	 ﾠcognitive	 ﾠeffort	 ﾠ
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measured	 ﾠas	 ﾠtime.	 ﾠThree	 ﾠhypotheses	 ﾠhave	 ﾠbeen	 ﾠtested:	 ﾠweak	 ﾠsatisficers	 ﾠwill	 ﾠtake	 ﾠless	 ﾠtime	 ﾠto	 ﾠ
answer	 ﾠthan	 ﾠoptimisers,	 ﾠstrong	 ﾠsatisficers	 ﾠwill	 ﾠtake	 ﾠless	 ﾠtime	 ﾠthan	 ﾠweak	 ﾠsatisficers	 ﾠand	 ﾠ
satisficing	 ﾠinterviewers	 ﾠwill	 ﾠshorten	 ﾠthe	 ﾠresponse	 ﾠtime	 ﾠof	 ﾠtheir	 ﾠrespondents.	 ﾠ	 ﾠ
The	 ﾠresults	 ﾠshowed	 ﾠa	 ﾠconsistent	 ﾠpattern	 ﾠthat	 ﾠthe	 ﾠrounded/heaped	 ﾠresponse	 ﾠtook	 ﾠlonger	 ﾠthan	 ﾠ
the	 ﾠoptimised	 ﾠresponse	 ﾠand	 ﾠthe	 ﾠ‘Don’t	 ﾠknow’	 ﾠresponse	 ﾠin	 ﾠmost	 ﾠcases	 ﾠtook	 ﾠthe	 ﾠlongest.	 ﾠThe	 ﾠ
first	 ﾠtwo	 ﾠhypotheses	 ﾠwere	 ﾠhence	 ﾠnot	 ﾠsupported.	 ﾠAs	 ﾠfor	 ﾠthe	 ﾠthird	 ﾠhypothesis,	 ﾠalthough	 ﾠthe	 ﾠ
observed	 ﾠinterviewer	 ﾠsatisficing	 ﾠeffect	 ﾠwas	 ﾠindeed	 ﾠnegative,	 ﾠit	 ﾠwas	 ﾠnot	 ﾠstatistically	 ﾠsignificant	 ﾠ
and	 ﾠalso	 ﾠthe	 ﾠnull	 ﾠhypothesis	 ﾠcould	 ﾠnot	 ﾠbe	 ﾠrejected.	 ﾠThe	 ﾠresults	 ﾠof	 ﾠthis	 ﾠstudy	 ﾠare	 ﾠ
counterintuitive	 ﾠand	 ﾠin	 ﾠopposition	 ﾠto	 ﾠthe	 ﾠtheory	 ﾠof	 ﾠsatisficing.	 ﾠHowever,	 ﾠthere	 ﾠis	 ﾠone	 ﾠquestion	 ﾠ
that	 ﾠis	 ﾠan	 ﾠexception	 ﾠto	 ﾠthe	 ﾠabove	 ﾠpattern.	 ﾠ
It	 ﾠwas	 ﾠnoticed	 ﾠthat	 ﾠthe	 ﾠawkwardly	 ﾠphrased	 ﾠquestion	 ﾠ–	 ﾠ‘railway	 ﾠstation	 ﾠby	 ﾠbus’	 ﾠ–	 ﾠfollowed	 ﾠthe	 ﾠ
response	 ﾠpattern	 ﾠin	 ﾠline	 ﾠwith	 ﾠthe	 ﾠoriginal	 ﾠexpectations	 ﾠand	 ﾠtheory	 ﾠof	 ﾠsatisficing.	 ﾠThis	 ﾠquestion	 ﾠ
asks	 ﾠhow	 ﾠlong	 ﾠwould	 ﾠit	 ﾠtake	 ﾠto	 ﾠget	 ﾠto	 ﾠthe	 ﾠnearest	 ﾠrailway	 ﾠstation	 ﾠby	 ﾠbus.	 ﾠThis	 ﾠis	 ﾠa	 ﾠcomplex	 ﾠ
concept	 ﾠand	 ﾠpresumably	 ﾠonly	 ﾠthose	 ﾠwho	 ﾠtravel	 ﾠfrequently	 ﾠby	 ﾠbus	 ﾠto	 ﾠa	 ﾠrailway	 ﾠstation	 ﾠwould	 ﾠ
readily	 ﾠknow	 ﾠthe	 ﾠanswer.	 ﾠThe	 ﾠquestion	 ﾠis	 ﾠpossibly	 ﾠquite	 ﾠdifficult	 ﾠto	 ﾠanswer	 ﾠfor	 ﾠthe	 ﾠmajority	 ﾠof	 ﾠ
individuals.	 ﾠThe	 ﾠmean	 ﾠresponse	 ﾠtime	 ﾠfor	 ﾠthis	 ﾠquestion	 ﾠis	 ﾠin	 ﾠline	 ﾠwith	 ﾠother	 ﾠquestions	 ﾠin	 ﾠthe	 ﾠ
same	 ﾠblock	 ﾠbut	 ﾠit	 ﾠhas	 ﾠa	 ﾠmuch	 ﾠhigher	 ﾠproportion	 ﾠof	 ﾠ‘Don’t	 ﾠknow’	 ﾠresponses	 ﾠthan	 ﾠany	 ﾠother	 ﾠ
question	 ﾠinvestigated	 ﾠin	 ﾠthis	 ﾠpaper.	 ﾠAdditionally,	 ﾠunlike	 ﾠthe	 ﾠother	 ﾠquestions,	 ﾠboth	 ﾠsatisficed	 ﾠ
responses	 ﾠtake	 ﾠless	 ﾠtime	 ﾠthan	 ﾠthe	 ﾠoptimised	 ﾠresponse.	 ﾠOne	 ﾠpossible	 ﾠexplanation	 ﾠis	 ﾠthat	 ﾠonly	 ﾠ
with	 ﾠthis	 ﾠitem	 ﾠis	 ﾠ‘true’	 ﾠsatisficing	 ﾠobserved.	 ﾠThe	 ﾠquestion	 ﾠis	 ﾠso	 ﾠdifficult	 ﾠthat	 ﾠmost	 ﾠof	 ﾠthe	 ﾠ
respondents	 ﾠdo	 ﾠnot	 ﾠeven	 ﾠattempt	 ﾠto	 ﾠanswer	 ﾠit	 ﾠand	 ﾠgo	 ﾠstraight	 ﾠfor	 ﾠthe	 ﾠ‘Don’t	 ﾠknow’	 ﾠoption	 ﾠor	 ﾠ
the	 ﾠvery	 ﾠrough	 ﾠestimate.	 ﾠIf	 ﾠthis	 ﾠis	 ﾠtrue,	 ﾠthen	 ﾠthe	 ﾠsatisficing	 ﾠindicators	 ﾠused	 ﾠin	 ﾠthis	 ﾠstudy	 ﾠcould	 ﾠ
possibly	 ﾠbe	 ﾠindicators	 ﾠof	 ﾠoptimising	 ﾠbehaviour	 ﾠinstead.	 ﾠ	 ﾠ
It	 ﾠis	 ﾠimpossible	 ﾠto	 ﾠgeneralise	 ﾠthis	 ﾠresult	 ﾠas	 ﾠit	 ﾠis	 ﾠonly	 ﾠbased	 ﾠon	 ﾠone	 ﾠitem	 ﾠas	 ﾠin	 ﾠthe	 ﾠliterature	 ﾠa	 ﾠ
respondent	 ﾠis	 ﾠconsidered	 ﾠto	 ﾠadopt	 ﾠthe	 ﾠsatisficing	 ﾠstrategy	 ﾠwhen	 ﾠchoosing	 ﾠthe	 ﾠ‘Don’t	 ﾠknow’	 ﾠ
response	 ﾠacross	 ﾠa	 ﾠnumber	 ﾠof	 ﾠitems	 ﾠrather	 ﾠthan	 ﾠfor	 ﾠone	 ﾠquestion	 ﾠonly.	 ﾠIt	 ﾠis	 ﾠunlikely	 ﾠthat	 ﾠ
respondents	 ﾠwould	 ﾠadopt	 ﾠsuch	 ﾠtactic	 ﾠover	 ﾠthe	 ﾠitems	 ﾠanalysed	 ﾠin	 ﾠthis	 ﾠpaper.	 ﾠThis	 ﾠis	 ﾠbecause	 ﾠ
each	 ﾠ‘Don’t	 ﾠknow’	 ﾠresponse	 ﾠto	 ﾠthe	 ﾠmain	 ﾠquestion	 ﾠtriggers	 ﾠa	 ﾠfollow	 ﾠup	 ﾠquestion	 ﾠand	 ﾠ
presumably	 ﾠafter	 ﾠthe	 ﾠinitial	 ﾠfew	 ﾠitems	 ﾠsatisficing	 ﾠrespondents	 ﾠwould	 ﾠabandon	 ﾠthis	 ﾠstrategy,	 ﾠ
possibly	 ﾠin	 ﾠfavour	 ﾠof	 ﾠheaping	 ﾠinstead.	 ﾠ	 ﾠ	 ﾠ
However,	 ﾠat	 ﾠthe	 ﾠsame	 ﾠtime	 ﾠit	 ﾠis	 ﾠpossible	 ﾠthat	 ﾠrespondent	 ﾠcan	 ﾠ‘switch’	 ﾠbetween	 ﾠresponse	 ﾠstyles	 ﾠ
and	 ﾠsatisfice	 ﾠonly	 ﾠwith	 ﾠcertain	 ﾠitems	 ﾠsuch	 ﾠas	 ﾠdifficult	 ﾠquestions.	 ﾠWhat	 ﾠspeaks	 ﾠin	 ﾠfavour	 ﾠof	 ﾠthis	 ﾠ
idea	 ﾠis	 ﾠthe	 ﾠpattern	 ﾠobserved	 ﾠfor	 ﾠthe	 ﾠpresumably	 ﾠeasiest	 ﾠquestion	 ﾠanalysed	 ﾠin	 ﾠthis	 ﾠstudy	 ﾠ–	 ﾠ
‘How	 ﾠlong	 ﾠwould	 ﾠit	 ﾠtake	 ﾠto	 ﾠwalk	 ﾠto	 ﾠthe	 ﾠnearest	 ﾠbus	 ﾠstop?’	 ﾠThis	 ﾠquestion	 ﾠis	 ﾠalso	 ﾠdifferent	 ﾠfrom	 ﾠ	 ﾠ
	 ﾠ 112	 ﾠ
the	 ﾠrest	 ﾠas	 ﾠit	 ﾠgenerated	 ﾠthe	 ﾠhighest	 ﾠproportion	 ﾠof	 ﾠoptimised	 ﾠresponses	 ﾠ(63%).	 ﾠIt	 ﾠseems	 ﾠthat	 ﾠif	 ﾠ
the	 ﾠquestion	 ﾠis	 ﾠ‘easy’	 ﾠthen	 ﾠrespondents	 ﾠare	 ﾠmore	 ﾠlikely	 ﾠto	 ﾠoptimise	 ﾠand	 ﾠif	 ﾠthe	 ﾠquestion	 ﾠis	 ﾠ
‘difficult’,	 ﾠlike	 ﾠthe	 ﾠ‘station	 ﾠby	 ﾠbus’	 ﾠitem,	 ﾠthen	 ﾠrespondents	 ﾠare	 ﾠmore	 ﾠlikely	 ﾠto	 ﾠsatisfice.	 ﾠThese	 ﾠ
results	 ﾠpotentially	 ﾠsuggest	 ﾠthat	 ﾠwith	 ﾠeasy	 ﾠquestions	 ﾠand	 ﾠhighly	 ﾠmotivated	 ﾠrespondents,	 ﾠthe	 ﾠ
commonly	 ﾠused	 ﾠsatisficing	 ﾠindicators	 ﾠmay	 ﾠindeed	 ﾠbe	 ﾠappropriate	 ﾠindicators	 ﾠof	 ﾠoptimising.	 ﾠ
Those	 ﾠwho	 ﾠdo	 ﾠnot	 ﾠinstantly	 ﾠknow	 ﾠthe	 ﾠanswer	 ﾠwill	 ﾠundertake	 ﾠa	 ﾠmental	 ﾠexercise	 ﾠto	 ﾠprovide	 ﾠan	 ﾠ
estimate,	 ﾠthat	 ﾠtakes	 ﾠlonger,	 ﾠand	 ﾠonly	 ﾠif	 ﾠthey	 ﾠcannot	 ﾠcome	 ﾠup	 ﾠwith	 ﾠthat	 ﾠeither	 ﾠwill	 ﾠthey	 ﾠresort	 ﾠ
to	 ﾠthe	 ﾠ‘Don’t	 ﾠknow’	 ﾠoption,	 ﾠwhich	 ﾠtakes	 ﾠthe	 ﾠlongest.	 ﾠConversely,	 ﾠin	 ﾠmore	 ﾠdifficult	 ﾠquestions,	 ﾠ
the	 ﾠsatisficing	 ﾠindicators	 ﾠindeed	 ﾠshow	 ﾠshorter	 ﾠresponse	 ﾠtimes	 ﾠand	 ﾠindicate	 ﾠthat	 ﾠthe	 ﾠ
respondent	 ﾠdid	 ﾠnot	 ﾠengage	 ﾠfully	 ﾠin	 ﾠthe	 ﾠcognitive	 ﾠprocess	 ﾠof	 ﾠformulating	 ﾠthe	 ﾠanswer,	 ﾠgoing	 ﾠ
instead	 ﾠfor	 ﾠthe	 ﾠquicker	 ﾠand	 ﾠ‘easier’	 ﾠresponse	 ﾠoption	 ﾠsuch	 ﾠas	 ﾠ‘Don’t	 ﾠknow’.	 ﾠThis	 ﾠmay	 ﾠbe	 ﾠ
supported	 ﾠby	 ﾠthe	 ﾠfact	 ﾠthat	 ﾠthese	 ﾠquestions	 ﾠare	 ﾠasked	 ﾠat	 ﾠthe	 ﾠbeginning	 ﾠof	 ﾠthe	 ﾠinterview	 ﾠwhen	 ﾠ
the	 ﾠmotivation	 ﾠof	 ﾠrespondents	 ﾠis	 ﾠat	 ﾠits	 ﾠhighest.	 ﾠThere	 ﾠis	 ﾠa	 ﾠpotential	 ﾠfor	 ﾠstudies	 ﾠon	 ﾠsatisficing	 ﾠ
that	 ﾠshould	 ﾠemploy	 ﾠsome	 ﾠsort	 ﾠof	 ﾠobjective	 ﾠmeasures	 ﾠof	 ﾠquestion	 ﾠdifficulty.	 ﾠ	 ﾠ
The	 ﾠstudy	 ﾠpresented	 ﾠin	 ﾠthis	 ﾠpaper	 ﾠhas	 ﾠalso	 ﾠshown	 ﾠhow	 ﾠautomatically	 ﾠcollected	 ﾠparadata	 ﾠcan	 ﾠ
be	 ﾠused	 ﾠfor	 ﾠmethodological	 ﾠpurposes.	 ﾠIn	 ﾠfact,	 ﾠit	 ﾠis	 ﾠworth	 ﾠnoticing	 ﾠthat	 ﾠno	 ﾠactual	 ﾠsurvey	 ﾠresults	 ﾠ
have	 ﾠbeen	 ﾠused	 ﾠin	 ﾠthis	 ﾠstudy	 ﾠand	 ﾠall	 ﾠvariables	 ﾠin	 ﾠthe	 ﾠmodels	 ﾠpresented	 ﾠhere	 ﾠwere	 ﾠparadata.	 ﾠ
The	 ﾠemphasis	 ﾠshould	 ﾠbe	 ﾠput	 ﾠon	 ﾠthe	 ﾠformat	 ﾠof	 ﾠautomatically	 ﾠcollected	 ﾠparadata	 ﾠas	 ﾠalready	 ﾠ
mentioned	 ﾠin	 ﾠSection	 ﾠ1.5.1.	 ﾠThe	 ﾠNTS	 ﾠ2011	 ﾠdataset	 ﾠwas	 ﾠthe	 ﾠfirst	 ﾠNTS	 ﾠdataset	 ﾠto	 ﾠbe	 ﾠ
accompanied	 ﾠby	 ﾠthe	 ﾠaudit	 ﾠtrail	 ﾠfile	 ﾠin	 ﾠa	 ﾠusable	 ﾠformat.	 ﾠNevertheless,	 ﾠit	 ﾠbecame	 ﾠobvious	 ﾠthat	 ﾠ
automatically	 ﾠcollected	 ﾠtime	 ﾠstamps	 ﾠare	 ﾠprone	 ﾠto	 ﾠmeasurement	 ﾠerror.	 ﾠIt	 ﾠturned	 ﾠout	 ﾠthat	 ﾠ
Blaise	 ﾠsoftware	 ﾠdoes	 ﾠnot	 ﾠprovide	 ﾠan	 ﾠerror-ﾭ‐free	 ﾠway	 ﾠof	 ﾠcollecting	 ﾠparadata.	 ﾠBefore	 ﾠthe	 ﾠ
response	 ﾠtimes	 ﾠcould	 ﾠbe	 ﾠused,	 ﾠthe	 ﾠproblem	 ﾠwith	 ﾠoutliers	 ﾠhad	 ﾠto	 ﾠbe	 ﾠsolved.	 ﾠThere	 ﾠis	 ﾠno	 ﾠ‘catch	 ﾠ
all’	 ﾠmethod	 ﾠfor	 ﾠdealing	 ﾠwith	 ﾠoutliers	 ﾠand	 ﾠthe	 ﾠapproach	 ﾠpresented	 ﾠin	 ﾠthis	 ﾠstudy	 ﾠis	 ﾠonly	 ﾠone	 ﾠof	 ﾠ
many	 ﾠthat	 ﾠcould	 ﾠpotentially	 ﾠbe	 ﾠused.	 ﾠ	 ﾠ
One	 ﾠmajor	 ﾠadvantage	 ﾠof	 ﾠautomatically	 ﾠcollected	 ﾠtime	 ﾠstamps	 ﾠis	 ﾠthat	 ﾠthey	 ﾠprovided	 ﾠ
information	 ﾠthat	 ﾠvalidated	 ﾠthe	 ﾠinterviewer	 ﾠheaping	 ﾠscore.	 ﾠThanks	 ﾠto	 ﾠthe	 ﾠautomatically	 ﾠ
recorded	 ﾠtimes	 ﾠfor	 ﾠthe	 ﾠplacement	 ﾠinterviews,	 ﾠfalse	 ﾠpositive	 ﾠheaping	 ﾠscores	 ﾠamong	 ﾠ
interviewers	 ﾠcould	 ﾠbe	 ﾠidentified.	 ﾠIndeed,	 ﾠit	 ﾠbecame	 ﾠapparent	 ﾠthat	 ﾠin	 ﾠ14%	 ﾠof	 ﾠcases	 ﾠthe	 ﾠtime	 ﾠ
reported	 ﾠby	 ﾠinterviewer	 ﾠwas	 ﾠa	 ﾠgenuine	 ﾠfive	 ﾠor	 ﾠten-ﾭ‐minute	 ﾠspell,	 ﾠrather	 ﾠthan	 ﾠa	 ﾠrounded	 ﾠor	 ﾠ
heaped	 ﾠanswer.	 ﾠPutting	 ﾠthe	 ﾠmeasurement	 ﾠerror	 ﾠof	 ﾠparadata	 ﾠto	 ﾠone	 ﾠside,	 ﾠthis	 ﾠgives	 ﾠan	 ﾠ
important	 ﾠinsight	 ﾠto	 ﾠthe	 ﾠprevalence	 ﾠof	 ﾠ‘true’	 ﾠheaping.	 ﾠ	 ﾠ
While	 ﾠthis	 ﾠresearch	 ﾠbased	 ﾠpurely	 ﾠon	 ﾠparadata	 ﾠhas	 ﾠproven	 ﾠto	 ﾠbe	 ﾠvery	 ﾠuseful,	 ﾠthe	 ﾠlack	 ﾠof	 ﾠthe	 ﾠ
actual	 ﾠsurvey	 ﾠresponses	 ﾠmade	 ﾠit	 ﾠimpossible	 ﾠto	 ﾠcontrol	 ﾠfor	 ﾠthe	 ﾠ‘remoteness’	 ﾠof	 ﾠsurvey	 ﾠ	 ﾠ 	 ﾠ 	 ﾠ
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respondents.	 ﾠIt	 ﾠhas	 ﾠalready	 ﾠbeen	 ﾠdemonstrated	 ﾠthat	 ﾠthe	 ﾠdistance	 ﾠto	 ﾠthe	 ﾠamenities/transport	 ﾠ
links	 ﾠcan	 ﾠaffect	 ﾠthe	 ﾠextent	 ﾠto	 ﾠwhich	 ﾠrespondents	 ﾠsatisfice.	 ﾠModels	 ﾠestimated	 ﾠin	 ﾠthis	 ﾠstudy	 ﾠ
lacked	 ﾠthis	 ﾠcontrol	 ﾠvariable	 ﾠand	 ﾠrelied	 ﾠon	 ﾠarea-ﾭ‐related	 ﾠvariables	 ﾠlike	 ﾠurbanisation	 ﾠas	 ﾠa	 ﾠproxy	 ﾠ
for	 ﾠthe	 ﾠ‘remoteness’.	 ﾠ	 ﾠ
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5.  Conclusions	 ﾠ
Social	 ﾠsurveys	 ﾠremain	 ﾠthe	 ﾠmain	 ﾠsource	 ﾠof	 ﾠmany	 ﾠindicators	 ﾠrelating	 ﾠto	 ﾠmodern	 ﾠsociety	 ﾠsuch	 ﾠas	 ﾠ
the	 ﾠunemployment	 ﾠrate,	 ﾠlevel	 ﾠof	 ﾠcrime	 ﾠand	 ﾠquality	 ﾠof	 ﾠlife,	 ﾠto	 ﾠname	 ﾠbut	 ﾠa	 ﾠfew	 ﾠprominent	 ﾠ
examples.	 ﾠMost	 ﾠof	 ﾠthe	 ﾠUK-ﾭ‐wide	 ﾠsocial	 ﾠsurveys	 ﾠrely	 ﾠon	 ﾠa	 ﾠface-ﾭ‐to-ﾭ‐face	 ﾠmode	 ﾠof	 ﾠdata	 ﾠcollection.	 ﾠ
Social	 ﾠchanges	 ﾠin	 ﾠrecent	 ﾠdecades	 ﾠin	 ﾠthe	 ﾠUK	 ﾠsuch	 ﾠas	 ﾠthe	 ﾠincrease	 ﾠof	 ﾠsingle-ﾭ‐person	 ﾠhouseholds	 ﾠ
and	 ﾠincreased	 ﾠworking	 ﾠhours,	 ﾠmean	 ﾠthat	 ﾠit	 ﾠhas	 ﾠbecome	 ﾠharder	 ﾠto	 ﾠfind	 ﾠsomeone	 ﾠat	 ﾠhome	 ﾠwith	 ﾠ
whom	 ﾠto	 ﾠconduct	 ﾠan	 ﾠinterview;	 ﾠalso	 ﾠpotential	 ﾠrespondents	 ﾠhave	 ﾠless	 ﾠtime	 ﾠto	 ﾠdevote	 ﾠto	 ﾠ
interviewers.	 ﾠAs	 ﾠa	 ﾠresult,	 ﾠsurvey	 ﾠnonresponse	 ﾠhas	 ﾠbecome	 ﾠan	 ﾠimportant	 ﾠissue	 ﾠfor	 ﾠsurvey	 ﾠ
methodologists	 ﾠand	 ﾠmost	 ﾠof	 ﾠtheir	 ﾠresearch	 ﾠefforts	 ﾠhave	 ﾠbeen	 ﾠconcentrated	 ﾠon	 ﾠunderstanding	 ﾠ
and	 ﾠreducing	 ﾠnonresponse	 ﾠerrors	 ﾠin	 ﾠsurveys.	 ﾠWhile	 ﾠthe	 ﾠstrand	 ﾠof	 ﾠmethodological	 ﾠresearch	 ﾠon	 ﾠ
nonresponse	 ﾠremains	 ﾠstrong,	 ﾠsimultaneously	 ﾠresearch	 ﾠis	 ﾠbeing	 ﾠconducted	 ﾠon	 ﾠmeasurement	 ﾠ
errors	 ﾠin	 ﾠsurveys,	 ﾠessentially	 ﾠon	 ﾠwhat	 ﾠhappens	 ﾠafter	 ﾠthe	 ﾠinterview	 ﾠhas	 ﾠbeen	 ﾠsecured.	 ﾠThe	 ﾠ
research	 ﾠpresented	 ﾠin	 ﾠthis	 ﾠthesis	 ﾠhas	 ﾠbeen	 ﾠconcerned	 ﾠwith	 ﾠmeasurement	 ﾠerror	 ﾠin	 ﾠsurveys	 ﾠand	 ﾠ
has	 ﾠfocused	 ﾠparticularly	 ﾠon	 ﾠthe	 ﾠinterviewer	 ﾠas	 ﾠits	 ﾠmain	 ﾠsource.	 ﾠ	 ﾠ
5.1  Measurement	 ﾠerror	 ﾠin	 ﾠsurveys	 ﾠ
Measurement	 ﾠerror	 ﾠin	 ﾠsurveys	 ﾠis	 ﾠbasically	 ﾠa	 ﾠdifference	 ﾠbetween	 ﾠthe	 ﾠtrue	 ﾠvalue	 ﾠthat	 ﾠis	 ﾠbeing	 ﾠ
measured	 ﾠand	 ﾠthe	 ﾠvalue	 ﾠprovided	 ﾠby	 ﾠa	 ﾠrespondent	 ﾠ–	 ﾠtheir	 ﾠsurvey	 ﾠresponse.	 ﾠIt	 ﾠhas	 ﾠthe	 ﾠform	 ﾠof	 ﾠ
a	 ﾠsystematic	 ﾠbias	 ﾠwhen	 ﾠrespondents	 ﾠunder-ﾭ‐report	 ﾠtheir	 ﾠage	 ﾠor	 ﾠnumber	 ﾠof	 ﾠsexual	 ﾠpartners	 ﾠand	 ﾠ
it	 ﾠhas	 ﾠthe	 ﾠform	 ﾠof	 ﾠa	 ﾠrandom	 ﾠvariance	 ﾠwhen	 ﾠthe	 ﾠrespondent’s	 ﾠresponse	 ﾠwould	 ﾠvary	 ﾠfrom	 ﾠone	 ﾠ
survey	 ﾠadministration	 ﾠto	 ﾠanother,	 ﾠif	 ﾠthe	 ﾠsame	 ﾠrespondent	 ﾠwere	 ﾠto	 ﾠbe	 ﾠasked	 ﾠthe	 ﾠsame	 ﾠquestion	 ﾠ
twice,	 ﾠon	 ﾠdifferent	 ﾠoccasions.	 ﾠFace-ﾭ‐to-ﾭ‐face	 ﾠdata	 ﾠcollection	 ﾠis	 ﾠperceived	 ﾠto	 ﾠresult	 ﾠin	 ﾠhigh	 ﾠdata	 ﾠ
quality	 ﾠas	 ﾠthe	 ﾠcrucial	 ﾠrole	 ﾠof	 ﾠthe	 ﾠinterviewer	 ﾠmeans	 ﾠthat	 ﾠthe	 ﾠrespondent	 ﾠcan	 ﾠbe	 ﾠhelped	 ﾠwith	 ﾠ
providing	 ﾠa	 ﾠresponse	 ﾠand	 ﾠcan	 ﾠbe	 ﾠappropriately	 ﾠmotivated.	 ﾠWhile	 ﾠthis	 ﾠis	 ﾠcertainly	 ﾠthe	 ﾠcase,	 ﾠit	 ﾠis	 ﾠ
also	 ﾠpossible	 ﾠthat	 ﾠinterviewers	 ﾠdeviate	 ﾠfrom	 ﾠthe	 ﾠstandard	 ﾠinterviewing	 ﾠprocedures	 ﾠand	 ﾠ
themselves	 ﾠbecome	 ﾠa	 ﾠsource	 ﾠof	 ﾠmeasurement	 ﾠerror.	 ﾠInterviewers	 ﾠcan	 ﾠmake	 ﾠmistakes	 ﾠin	 ﾠ
recording	 ﾠresponses	 ﾠor	 ﾠread	 ﾠsurvey	 ﾠquestions	 ﾠwrongly.	 ﾠSome	 ﾠinterviewers	 ﾠare	 ﾠbetter	 ﾠsuited	 ﾠ
than	 ﾠothers	 ﾠto	 ﾠinterviewing	 ﾠsurvey	 ﾠrespondents:	 ﾠattention	 ﾠto	 ﾠdetail,	 ﾠgood	 ﾠcommunication	 ﾠ
skills,	 ﾠempathy	 ﾠor	 ﾠopenness	 ﾠare	 ﾠall	 ﾠpotentially	 ﾠlinked	 ﾠwith	 ﾠinterviewer	 ﾠperformance	 ﾠand	 ﾠ
influence	 ﾠthe	 ﾠquality	 ﾠof	 ﾠthe	 ﾠdata	 ﾠthey	 ﾠcollect.	 ﾠ	 ﾠ
Respondents	 ﾠcan	 ﾠalso	 ﾠbe	 ﾠa	 ﾠsource	 ﾠof	 ﾠmeasurement	 ﾠerror	 ﾠdue	 ﾠto	 ﾠsurvey	 ﾠsatisficing	 ﾠ(Krosnick,	 ﾠ
1991).	 ﾠSatisficing	 ﾠoccurs	 ﾠwhen	 ﾠrespondents	 ﾠdo	 ﾠnot	 ﾠput	 ﾠenough	 ﾠeffort	 ﾠinto	 ﾠanswering	 ﾠsurvey	 ﾠ
questions	 ﾠcorrectly	 ﾠand	 ﾠinstead	 ﾠuse	 ﾠa	 ﾠrange	 ﾠof	 ﾠstrategies	 ﾠto	 ﾠprovide	 ﾠonly	 ﾠa	 ﾠ‘good	 ﾠenough’	 ﾠ
response.	 ﾠThese	 ﾠstrategies	 ﾠare	 ﾠnot	 ﾠdesirable	 ﾠfrom	 ﾠa	 ﾠmethodological	 ﾠpoint	 ﾠof	 ﾠview	 ﾠand	 ﾠcan	 ﾠ	 ﾠ
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substantially	 ﾠskew	 ﾠthe	 ﾠfinal	 ﾠsurvey	 ﾠresults.	 ﾠRespondents’	 ﾠcognitive	 ﾠskills,	 ﾠinterest	 ﾠin	 ﾠthe	 ﾠ
survey	 ﾠsubject	 ﾠand	 ﾠmotivation	 ﾠto	 ﾠparticipate	 ﾠin	 ﾠthe	 ﾠsurvey	 ﾠare	 ﾠkey	 ﾠtriggers	 ﾠof	 ﾠsuch	 ﾠbehaviour.	 ﾠ
These,	 ﾠon	 ﾠthe	 ﾠother	 ﾠhand,	 ﾠalso	 ﾠdepend	 ﾠon	 ﾠthe	 ﾠdifficulty	 ﾠof	 ﾠthe	 ﾠtask,	 ﾠdesign	 ﾠof	 ﾠthe	 ﾠquestionnaire	 ﾠ
and	 ﾠon	 ﾠinterviewers	 ﾠand	 ﾠtheir	 ﾠskills	 ﾠto	 ﾠappropriately	 ﾠmotivate	 ﾠtheir	 ﾠrespondents.	 ﾠWhile	 ﾠa	 ﾠlot	 ﾠ
of	 ﾠattention	 ﾠin	 ﾠthe	 ﾠresearch	 ﾠliterature	 ﾠhas	 ﾠbeen	 ﾠgiven	 ﾠto	 ﾠrespondents	 ﾠand	 ﾠquestionnaires	 ﾠas	 ﾠ
the	 ﾠsources	 ﾠof	 ﾠmeasurement	 ﾠerror	 ﾠin	 ﾠsurvey,	 ﾠthe	 ﾠinterviewer	 ﾠeffect	 ﾠhas	 ﾠbeen	 ﾠless	 ﾠwell	 ﾠ
researched.	 ﾠ	 ﾠ
There	 ﾠare	 ﾠat	 ﾠleast	 ﾠtwo	 ﾠreasons	 ﾠwhy	 ﾠthe	 ﾠinterviewer	 ﾠeffect	 ﾠhas	 ﾠbeen	 ﾠsomewhat	 ﾠneglected	 ﾠby	 ﾠ
researchers	 ﾠin	 ﾠcomparison	 ﾠto	 ﾠother	 ﾠsources	 ﾠof	 ﾠmeasurement	 ﾠerror.	 ﾠFirst,	 ﾠthere	 ﾠis	 ﾠnot	 ﾠmuch	 ﾠ
detailed	 ﾠinformation	 ﾠon	 ﾠinterviewers	 ﾠavailable	 ﾠfor	 ﾠmethodological	 ﾠresearch.	 ﾠSecond,	 ﾠthe	 ﾠuse	 ﾠ
of	 ﾠcomplex	 ﾠsample	 ﾠdesigns	 ﾠin	 ﾠmodern	 ﾠsurveys	 ﾠmeans	 ﾠthat	 ﾠinterviewer	 ﾠeffect	 ﾠis	 ﾠdifficult	 ﾠto	 ﾠ
estimate	 ﾠas	 ﾠit	 ﾠis	 ﾠconfounded	 ﾠwith	 ﾠthe	 ﾠarea	 ﾠeffect.	 ﾠThe	 ﾠstudies	 ﾠpresented	 ﾠin	 ﾠthis	 ﾠthesis	 ﾠaddress	 ﾠ
these	 ﾠtwo	 ﾠissues	 ﾠby	 ﾠtaking	 ﾠadvantage	 ﾠof	 ﾠthe	 ﾠrecent	 ﾠdevelopment	 ﾠof	 ﾠsurvey	 ﾠparadata	 ﾠand	 ﾠof	 ﾠ
innovations	 ﾠin	 ﾠmultilevel	 ﾠmodelling.	 ﾠSo	 ﾠfar,	 ﾠsurvey	 ﾠparadata	 ﾠhave	 ﾠmostly	 ﾠbeen	 ﾠused	 ﾠto	 ﾠ
investigate	 ﾠnonresponse,	 ﾠfor	 ﾠexample	 ﾠin	 ﾠthe	 ﾠresponsive	 ﾠsurvey	 ﾠdesign	 ﾠwhen	 ﾠinterim	 ﾠresponse	 ﾠ
rate	 ﾠhas	 ﾠbeen	 ﾠanalysed	 ﾠand	 ﾠthe	 ﾠdata	 ﾠcollection	 ﾠprocess	 ﾠhas	 ﾠbeen	 ﾠadjusted	 ﾠappropriately	 ﾠin	 ﾠ
order	 ﾠto	 ﾠmaximise	 ﾠthe	 ﾠfinal	 ﾠresponse	 ﾠrate.	 ﾠResearch	 ﾠin	 ﾠthis	 ﾠthesis	 ﾠhas	 ﾠshown	 ﾠthat	 ﾠboth	 ﾠ
automatically	 ﾠgenerated	 ﾠparadata,	 ﾠsuch	 ﾠas	 ﾠtime	 ﾠstamps,	 ﾠand	 ﾠparadata	 ﾠcollected	 ﾠas	 ﾠa	 ﾠseparate	 ﾠ
exercise,	 ﾠsuch	 ﾠas	 ﾠsurveys	 ﾠof	 ﾠinterviewers,	 ﾠare	 ﾠuseful	 ﾠin	 ﾠresearch	 ﾠon	 ﾠmeasurement	 ﾠerror.	 ﾠ	 ﾠ	 ﾠ
It	 ﾠis	 ﾠdifficult	 ﾠto	 ﾠassess	 ﾠinterviewer-ﾭ‐related	 ﾠerror	 ﾠas	 ﾠa	 ﾠsystematic	 ﾠbias	 ﾠwithout	 ﾠany	 ﾠexternal	 ﾠ
validation	 ﾠcriteria.	 ﾠIt	 ﾠis,	 ﾠhowever,	 ﾠmore	 ﾠstraightforward	 ﾠto	 ﾠestimate	 ﾠthe	 ﾠinterviewer	 ﾠeffect	 ﾠas	 ﾠa	 ﾠ
proportion	 ﾠof	 ﾠthe	 ﾠtotal	 ﾠvariance	 ﾠof	 ﾠsurvey	 ﾠestimates.	 ﾠThe	 ﾠmultilevel	 ﾠapproach	 ﾠallows	 ﾠ
disaggregation	 ﾠof	 ﾠthe	 ﾠtotal	 ﾠvariance	 ﾠof	 ﾠa	 ﾠsurvey	 ﾠestimate	 ﾠto	 ﾠshow	 ﾠwhat	 ﾠproportion	 ﾠof	 ﾠcan	 ﾠbe	 ﾠ
attributed	 ﾠto	 ﾠthe	 ﾠinterviewer.	 ﾠThe	 ﾠsame	 ﾠstatistical	 ﾠapproach	 ﾠtakes	 ﾠaway	 ﾠthe	 ﾠproblem	 ﾠof	 ﾠnon-ﾭ‐
random	 ﾠassignment	 ﾠof	 ﾠinterviewers	 ﾠand	 ﾠrespondents	 ﾠby	 ﾠaccounting	 ﾠfor	 ﾠthe	 ﾠarea	 ﾠeffect	 ﾠand	 ﾠ
respondents’	 ﾠcharacteristics	 ﾠhence	 ﾠcontrolling	 ﾠfor	 ﾠthe	 ﾠpotential	 ﾠdifferences	 ﾠbetween	 ﾠ
interviewers’	 ﾠassignments.	 ﾠ	 ﾠ
5.2  Key	 ﾠfindings	 ﾠ
The	 ﾠmain	 ﾠpurpose	 ﾠof	 ﾠthe	 ﾠresearch	 ﾠpresented	 ﾠin	 ﾠPaper	 ﾠOne	 ﾠ(Chapter	 ﾠTwo)	 ﾠwas	 ﾠto	 ﾠestimate	 ﾠthe	 ﾠ
interviewer-ﾭ‐related	 ﾠvariance	 ﾠof	 ﾠsurvey	 ﾠestimates	 ﾠand	 ﾠinvestigate	 ﾠwhether	 ﾠor	 ﾠnot	 ﾠ
interviewers’	 ﾠcharacteristics	 ﾠexplain	 ﾠsome	 ﾠof	 ﾠthe	 ﾠvariance	 ﾠthey	 ﾠintroduced.	 ﾠPaper	 ﾠTwo	 ﾠ
(Chapter	 ﾠThree),	 ﾠalso	 ﾠconcerned	 ﾠwith	 ﾠmeasurement	 ﾠerror,	 ﾠinvestigated	 ﾠwhether	 ﾠcertain	 ﾠ
interviewers	 ﾠencourage	 ﾠundesirable	 ﾠsatisficing	 ﾠbehaviour	 ﾠamong	 ﾠtheir	 ﾠrespondents	 ﾠand,	 ﾠif	 ﾠso,	 ﾠ	 ﾠ 	 ﾠ 	 ﾠ
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what	 ﾠare	 ﾠtheir	 ﾠcharacteristics.	 ﾠThe	 ﾠthird	 ﾠpaper	 ﾠfocused	 ﾠon	 ﾠthe	 ﾠindicators	 ﾠused	 ﾠto	 ﾠdetect	 ﾠ
satisficing	 ﾠbehaviour	 ﾠamong	 ﾠrespondents.	 ﾠCommonly	 ﾠused	 ﾠsatisficing	 ﾠindicators	 ﾠwere	 ﾠ
evaluated	 ﾠusing	 ﾠresponse	 ﾠtime	 ﾠas	 ﾠa	 ﾠmeasure	 ﾠof	 ﾠcognitive	 ﾠeffort	 ﾠinvested	 ﾠby	 ﾠrespondents	 ﾠin	 ﾠ
formulating	 ﾠtheir	 ﾠanswer.	 ﾠResearch	 ﾠpresented	 ﾠhere	 ﾠshowed	 ﾠthat	 ﾠparadata	 ﾠare	 ﾠuseful	 ﾠin	 ﾠ
understanding	 ﾠmeasurement	 ﾠerror	 ﾠin	 ﾠsurveys.	 ﾠBoth	 ﾠthe	 ﾠautomatically	 ﾠcollected	 ﾠparadata,	 ﾠ
such	 ﾠas	 ﾠtime	 ﾠstamps,	 ﾠand	 ﾠparadata	 ﾠcollected	 ﾠspecifically	 ﾠfor	 ﾠmethodological	 ﾠpurposes	 ﾠoffered	 ﾠ
a	 ﾠvaluable	 ﾠinsight,	 ﾠespecially	 ﾠwhen	 ﾠexplaining	 ﾠmeasurement	 ﾠerror	 ﾠoriginating	 ﾠfrom	 ﾠthe	 ﾠ
interviewer.	 ﾠ	 ﾠ
5.2.1  Interviewer-ﾭ‐related	 ﾠvariance	 ﾠ
All	 ﾠ13	 ﾠNTS	 ﾠitems	 ﾠinvestigated	 ﾠin	 ﾠPaper	 ﾠOne	 ﾠturned	 ﾠout	 ﾠto	 ﾠbe	 ﾠprone	 ﾠto	 ﾠthe	 ﾠsurvey	 ﾠdesign	 ﾠeffect	 ﾠ
and	 ﾠsome	 ﾠof	 ﾠthis	 ﾠwas	 ﾠattributable	 ﾠto	 ﾠthe	 ﾠinterviewer.	 ﾠOn	 ﾠaverage,	 ﾠinterviewers	 ﾠwere	 ﾠ
responsible	 ﾠfor	 ﾠ4.6%	 ﾠof	 ﾠthe	 ﾠtotal	 ﾠvariance.	 ﾠThe	 ﾠ‘satisfaction’	 ﾠitems	 ﾠwere	 ﾠmore	 ﾠprone	 ﾠto	 ﾠthe	 ﾠ
interviewer	 ﾠeffect,	 ﾠi.e.	 ﾠproportionally	 ﾠmore	 ﾠvariance	 ﾠwas	 ﾠattributed	 ﾠto	 ﾠinterviewers	 ﾠthan	 ﾠwith	 ﾠ
the	 ﾠ‘duration’	 ﾠitems,	 ﾠwhich	 ﾠwere	 ﾠmore	 ﾠfactual	 ﾠin	 ﾠnature	 ﾠand	 ﾠless	 ﾠopen	 ﾠto	 ﾠinterpretation.	 ﾠThis	 ﾠ
finding	 ﾠis	 ﾠin	 ﾠline	 ﾠwith	 ﾠother	 ﾠresearch	 ﾠin	 ﾠthis	 ﾠarea	 ﾠ(Lipps,	 ﾠ2007;	 ﾠHox,	 ﾠ1994;	 ﾠSchnell	 ﾠand	 ﾠ
Kreuter,	 ﾠ2005).	 ﾠ
Six	 ﾠparadata	 ﾠvariables	 ﾠrelating	 ﾠto	 ﾠthe	 ﾠinterviewer	 ﾠwere	 ﾠused	 ﾠto	 ﾠpartition	 ﾠthe	 ﾠvariance	 ﾠthey	 ﾠ
introduced:	 ﾠsatisfaction	 ﾠwith	 ﾠpay,	 ﾠdetermination,	 ﾠNTS	 ﾠexperience,	 ﾠlevel	 ﾠof	 ﾠcommunication	 ﾠ
skills,	 ﾠconscientiousness	 ﾠand	 ﾠextroversion.	 ﾠInterviewers	 ﾠnot	 ﾠsatisfied	 ﾠwith	 ﾠtheir	 ﾠpay,	 ﾠthe	 ﾠless	 ﾠ
determined	 ﾠones,	 ﾠthose	 ﾠwith	 ﾠreasonable	 ﾠNTS	 ﾠexperience	 ﾠ(three	 ﾠto	 ﾠfive	 ﾠadministrations)	 ﾠand	 ﾠ
those	 ﾠwith	 ﾠgood	 ﾠcommunication	 ﾠskills	 ﾠwere	 ﾠfound	 ﾠto	 ﾠintroduce,	 ﾠon	 ﾠaverage,	 ﾠmore	 ﾠvariance	 ﾠ
than	 ﾠtheir	 ﾠcounterparts.	 ﾠThe	 ﾠresults	 ﾠobserved	 ﾠfor	 ﾠpersonality	 ﾠtraits	 ﾠwere	 ﾠsomewhat	 ﾠ
counterintuitive.	 ﾠThose	 ﾠresponsible	 ﾠfor	 ﾠthe	 ﾠmost	 ﾠof	 ﾠtotal	 ﾠvariance	 ﾠwere	 ﾠinterviewers	 ﾠwith	 ﾠ
high	 ﾠconscientiousness	 ﾠand	 ﾠlow	 ﾠextroversion	 ﾠlevels.	 ﾠ	 ﾠ
5.2.2  Interviewers’	 ﾠeffect	 ﾠon	 ﾠsatisficing	 ﾠ
In	 ﾠPaper	 ﾠTwo,	 ﾠsatisficing	 ﾠwas	 ﾠoperationalised	 ﾠas	 ﾠheaping,	 ﾠspecifically	 ﾠproviding	 ﾠa	 ﾠrounded	 ﾠ
answer	 ﾠthat	 ﾠis	 ﾠa	 ﾠmultiple	 ﾠof	 ﾠfive.	 ﾠThis	 ﾠsatisficing	 ﾠindicator	 ﾠcould	 ﾠalso	 ﾠbe	 ﾠcomputed	 ﾠfor	 ﾠ
interviewers	 ﾠthanks	 ﾠto	 ﾠthe	 ﾠavailability	 ﾠof	 ﾠthe	 ﾠAdministrative	 ﾠBlock	 ﾠquestions	 ﾠasking	 ﾠ
interviewers	 ﾠto	 ﾠstate	 ﾠ‘time	 ﾠthe	 ﾠplacement	 ﾠand	 ﾠpick-ﾭ‐up	 ﾠinterviews	 ﾠtook’.	 ﾠFour	 ﾠhypotheses	 ﾠwere	 ﾠ
proposed	 ﾠand	 ﾠtested,	 ﾠall	 ﾠinvolving	 ﾠinterviewers’	 ﾠcharacteristics	 ﾠand	 ﾠtheir	 ﾠeffect	 ﾠon	 ﾠ
respondents’	 ﾠpropensity	 ﾠto	 ﾠsatisfice.	 ﾠA	 ﾠstrong,	 ﾠstatistically	 ﾠsignificant	 ﾠrelationship	 ﾠwas	 ﾠfound	 ﾠ
between	 ﾠrespondents’	 ﾠsatisficing	 ﾠand	 ﾠinterviewers’	 ﾠown	 ﾠpropensity	 ﾠto	 ﾠsatisfice.	 ﾠRespondents	 ﾠ
interviewed	 ﾠby	 ﾠsatisficing	 ﾠinterviewers	 ﾠwere	 ﾠmore	 ﾠlikely	 ﾠto	 ﾠsatisfice	 ﾠthemselves.	 ﾠThis	 ﾠresult	 ﾠ	 ﾠ
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suggests	 ﾠthat	 ﾠinterviewers’	 ﾠown	 ﾠresponse	 ﾠstyle	 ﾠcan	 ﾠaffect	 ﾠtheir	 ﾠrespondents.	 ﾠMoreover,	 ﾠ
interviewers	 ﾠwho	 ﾠare	 ﾠmore	 ﾠdetermined	 ﾠto	 ﾠsecure	 ﾠthe	 ﾠinterview	 ﾠ(disagree	 ﾠwith	 ﾠthe	 ﾠstatement	 ﾠ
that	 ﾠthe	 ﾠrefusal	 ﾠshould	 ﾠbe	 ﾠaccepted	 ﾠof	 ﾠreluctant	 ﾠrespondents)	 ﾠelicit	 ﾠmore	 ﾠsatisficing	 ﾠbehaviour	 ﾠ
among	 ﾠtheir	 ﾠrespondents.	 ﾠ	 ﾠ	 ﾠ	 ﾠ
5.2.3  Satisficing	 ﾠand	 ﾠresponse	 ﾠlatencies	 ﾠ
The	 ﾠtheory	 ﾠof	 ﾠsatisficing	 ﾠstates	 ﾠthat	 ﾠsatisficers,	 ﾠby	 ﾠsaving	 ﾠthemselves	 ﾠthe	 ﾠmental	 ﾠeffort	 ﾠneeded	 ﾠ
to	 ﾠanswer	 ﾠthe	 ﾠquestion	 ﾠcorrectly,	 ﾠalso	 ﾠsave	 ﾠthemselves	 ﾠtime	 ﾠby	 ﾠarriving	 ﾠat	 ﾠan	 ﾠ‘acceptable’	 ﾠ
answer	 ﾠmore	 ﾠquickly.	 ﾠIn	 ﾠPaper	 ﾠThree	 ﾠ(Chapter	 ﾠFour),	 ﾠthe	 ﾠresponse	 ﾠtimes	 ﾠfor	 ﾠnine	 ﾠNTS	 ﾠitems	 ﾠ
asking	 ﾠabout	 ﾠtime	 ﾠtaken	 ﾠto	 ﾠaccess	 ﾠlocal	 ﾠtransport	 ﾠlinks	 ﾠand	 ﾠamenities	 ﾠwere	 ﾠanalysed	 ﾠusing	 ﾠa	 ﾠ
cross-ﾭ‐classified	 ﾠmultilevel	 ﾠmodel.	 ﾠThe	 ﾠkey	 ﾠindependent	 ﾠvariable	 ﾠwas	 ﾠthe	 ﾠsatisficing	 ﾠindicator	 ﾠ
with	 ﾠthree	 ﾠcategories:	 ﾠoptimised	 ﾠanswer,	 ﾠheaped	 ﾠanswer	 ﾠand	 ﾠ‘Don’t	 ﾠknow’	 ﾠanswer.	 ﾠA	 ﾠrange	 ﾠof	 ﾠ
controls	 ﾠat	 ﾠrespondent,	 ﾠinterviewer	 ﾠand	 ﾠarea	 ﾠlevels	 ﾠwas	 ﾠadded	 ﾠto	 ﾠthe	 ﾠmodel.	 ﾠ	 ﾠ
The	 ﾠresults	 ﾠshowed	 ﾠthat	 ﾠproviding	 ﾠthe	 ﾠoptimised	 ﾠresponse	 ﾠtook	 ﾠrespondents	 ﾠless	 ﾠtime	 ﾠthan	 ﾠ
providing	 ﾠa	 ﾠsatisficed	 ﾠresponse.	 ﾠProviding	 ﾠthe	 ﾠ‘Don’t	 ﾠknow’	 ﾠresponse	 ﾠconsistently	 ﾠtook	 ﾠthe	 ﾠ
longest.	 ﾠ	 ﾠThe	 ﾠrelationship	 ﾠbetween	 ﾠthe	 ﾠsatisficed	 ﾠresponse	 ﾠand	 ﾠtime	 ﾠthat	 ﾠwas	 ﾠuncovered	 ﾠin	 ﾠ
this	 ﾠstudy	 ﾠis	 ﾠin	 ﾠcontradiction	 ﾠto	 ﾠthat	 ﾠpostulated	 ﾠin	 ﾠthe	 ﾠtheory	 ﾠof	 ﾠsatisficing.	 ﾠ	 ﾠThere	 ﾠwas	 ﾠone	 ﾠ
exception	 ﾠto	 ﾠthis	 ﾠpattern,	 ﾠa	 ﾠmore	 ﾠdifficult	 ﾠand	 ﾠawkwardly	 ﾠphrased	 ﾠquestion	 ﾠ–	 ﾠ‘railway	 ﾠstation	 ﾠ
by	 ﾠbus’.	 ﾠThis	 ﾠquestion	 ﾠpotentially	 ﾠtriggered	 ﾠdifferent	 ﾠresponse	 ﾠformulation	 ﾠmechanisms.	 ﾠIt	 ﾠ
seemed	 ﾠthat	 ﾠrespondents	 ﾠnot	 ﾠreadily	 ﾠknowing	 ﾠthe	 ﾠanswer	 ﾠchose	 ﾠa	 ﾠheaped	 ﾠor	 ﾠ‘Don’t	 ﾠknow’	 ﾠ
answer	 ﾠand	 ﾠthis	 ﾠtook	 ﾠthem	 ﾠless	 ﾠtime	 ﾠthan	 ﾠproviding	 ﾠan	 ﾠoptimised	 ﾠresponse.	 ﾠIt	 ﾠis	 ﾠpossible	 ﾠthat	 ﾠ
only	 ﾠresponses	 ﾠto	 ﾠthis	 ﾠitem	 ﾠexhibit	 ﾠ‘true’	 ﾠsatisficing.	 ﾠ	 ﾠ
5.2.4  The	 ﾠvalue	 ﾠof	 ﾠparadata	 ﾠ
This	 ﾠthesis	 ﾠdemonstrated	 ﾠthat	 ﾠparadata	 ﾠare	 ﾠuseful	 ﾠin	 ﾠresearch	 ﾠon	 ﾠmeasurement	 ﾠerror.	 ﾠThe	 ﾠ
interviewer-ﾭ‐related	 ﾠparadata	 ﾠused	 ﾠin	 ﾠthis	 ﾠstudy	 ﾠare	 ﾠexamples	 ﾠof	 ﾠinformation	 ﾠcollected	 ﾠ
separately	 ﾠfrom	 ﾠthe	 ﾠmethodological	 ﾠexercise.	 ﾠThe	 ﾠadvantage	 ﾠof	 ﾠsuch	 ﾠa	 ﾠmethodological	 ﾠstudy	 ﾠis	 ﾠ
that	 ﾠinterviewers’	 ﾠpersonality	 ﾠtraits,	 ﾠskills	 ﾠand	 ﾠattitudes	 ﾠcan	 ﾠbe	 ﾠused	 ﾠto	 ﾠinform	 ﾠresearch	 ﾠusing	 ﾠ
different	 ﾠsurvey	 ﾠdata	 ﾠconducted	 ﾠby	 ﾠthe	 ﾠsame	 ﾠsurvey	 ﾠagency	 ﾠand	 ﾠtheir	 ﾠinterviewer	 ﾠnetwork.	 ﾠ
Moreover,	 ﾠthese	 ﾠcan	 ﾠbe	 ﾠlinked	 ﾠwith	 ﾠinterviewers’	 ﾠperformance	 ﾠindicators,	 ﾠsuch	 ﾠas	 ﾠcontact	 ﾠand	 ﾠ
cooperation	 ﾠrates,	 ﾠto	 ﾠbetter	 ﾠunderstand	 ﾠthe	 ﾠeffectiveness	 ﾠof	 ﾠtheir	 ﾠwork,	 ﾠregardless	 ﾠof	 ﾠthe	 ﾠ
survey	 ﾠthey	 ﾠwork	 ﾠon.	 ﾠFinally,	 ﾠsuch	 ﾠdetailed	 ﾠinformation	 ﾠon	 ﾠinterviewers	 ﾠcan	 ﾠbe	 ﾠused	 ﾠin	 ﾠlarge-ﾭ‐
scale	 ﾠnationally	 ﾠrepresentative	 ﾠsurveys	 ﾠwhile	 ﾠmany	 ﾠolder	 ﾠstudies	 ﾠon	 ﾠthe	 ﾠinterviewer	 ﾠeffect	 ﾠ
tend	 ﾠto	 ﾠuse	 ﾠsmall	 ﾠexperimental	 ﾠdesigns.	 ﾠObviously,	 ﾠsuch	 ﾠadditional	 ﾠstudies	 ﾠare	 ﾠexpensive	 ﾠand	 ﾠ
gradually	 ﾠwill	 ﾠbecome	 ﾠout	 ﾠof	 ﾠdate	 ﾠdue	 ﾠto	 ﾠturnover	 ﾠof	 ﾠthe	 ﾠinterviewer	 ﾠworkforce.	 ﾠ	 ﾠ	 ﾠ 	 ﾠ 	 ﾠ
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While	 ﾠcollecting	 ﾠ‘external’	 ﾠparadata	 ﾠcan	 ﾠbe	 ﾠexpensive,	 ﾠthere	 ﾠare	 ﾠmany	 ﾠtypes	 ﾠof	 ﾠparadata	 ﾠthat	 ﾠ
are	 ﾠsimply	 ﾠby-ﾭ‐products	 ﾠof	 ﾠcomputer	 ﾠsystems	 ﾠsuch	 ﾠas	 ﾠBlaise	 ﾠsupporting	 ﾠthe	 ﾠdata-ﾭ‐collection	 ﾠ
process.	 ﾠWhile	 ﾠthese	 ﾠcost	 ﾠvirtually	 ﾠnothing	 ﾠto	 ﾠcollect,	 ﾠthere	 ﾠis	 ﾠa	 ﾠnontrivial	 ﾠcost	 ﾠof	 ﾠspecific	 ﾠ
software	 ﾠand	 ﾠstaff	 ﾠtime	 ﾠassociated	 ﾠwith	 ﾠextracting	 ﾠthis	 ﾠinformation	 ﾠinto	 ﾠa	 ﾠusable	 ﾠformat.	 ﾠ
Research	 ﾠpresented	 ﾠin	 ﾠPaper	 ﾠThree	 ﾠis	 ﾠa	 ﾠgood	 ﾠexample	 ﾠof	 ﾠthe	 ﾠuse	 ﾠof	 ﾠaudit	 ﾠtrails.	 ﾠIt	 ﾠprovided	 ﾠ
information	 ﾠon	 ﾠresponse	 ﾠtimes	 ﾠto	 ﾠeach	 ﾠsurvey	 ﾠitem	 ﾠin	 ﾠthe	 ﾠNTS	 ﾠas	 ﾠwell	 ﾠas	 ﾠsome	 ﾠadditional	 ﾠ
information	 ﾠsuch	 ﾠas	 ﾠindicators	 ﾠof	 ﾠwhether	 ﾠor	 ﾠnot	 ﾠrequests	 ﾠfor	 ﾠinformation	 ﾠwere	 ﾠrefused,	 ﾠor	 ﾠ
how	 ﾠmany	 ﾠtimes	 ﾠeach	 ﾠfield	 ﾠwas	 ﾠvisited.	 ﾠEach	 ﾠsurvey	 ﾠitem	 ﾠwas	 ﾠassociated	 ﾠwith	 ﾠa	 ﾠrange	 ﾠof	 ﾠaudit	 ﾠ
information	 ﾠin	 ﾠan	 ﾠordered	 ﾠmanner	 ﾠand	 ﾠit	 ﾠallowed	 ﾠanalyses	 ﾠwith	 ﾠminimal	 ﾠdata	 ﾠmanipulation.	 ﾠ
One	 ﾠdownside	 ﾠto	 ﾠthis	 ﾠapproach	 ﾠwas	 ﾠlack	 ﾠof	 ﾠinformation	 ﾠabout	 ﾠthe	 ﾠorder	 ﾠin	 ﾠwhich	 ﾠthese	 ﾠ
questions	 ﾠwere	 ﾠasked	 ﾠof	 ﾠa	 ﾠrespondent.	 ﾠMany	 ﾠvariables	 ﾠwere	 ﾠsorted	 ﾠin	 ﾠthe	 ﾠfile	 ﾠby	 ﾠtheir	 ﾠname	 ﾠ
rather	 ﾠthan	 ﾠtheir	 ﾠposition	 ﾠin	 ﾠthe	 ﾠquestionnaire.	 ﾠThis	 ﾠcould	 ﾠbe	 ﾠa	 ﾠmajor	 ﾠdrawback	 ﾠof	 ﾠthe	 ﾠ
extracted	 ﾠaudit	 ﾠtrail	 ﾠif	 ﾠresearchers	 ﾠare	 ﾠinterested	 ﾠin	 ﾠinvestigating	 ﾠthe	 ﾠresponse	 ﾠtimes	 ﾠand	 ﾠ
other	 ﾠdata	 ﾠquality	 ﾠindicators	 ﾠin	 ﾠrelation	 ﾠto	 ﾠpassing	 ﾠtime	 ﾠof	 ﾠan	 ﾠinterview,	 ﾠe.g.	 ﾠto	 ﾠinvestigate	 ﾠ
‘speeding	 ﾠup’	 ﾠtowards	 ﾠthe	 ﾠend	 ﾠof	 ﾠan	 ﾠinterview.	 ﾠ	 ﾠ
Both	 ﾠtypes	 ﾠof	 ﾠparadata	 ﾠused	 ﾠin	 ﾠthis	 ﾠthesis	 ﾠare	 ﾠprone	 ﾠto	 ﾠerror.	 ﾠThe	 ﾠ‘Who	 ﾠis	 ﾠbehind	 ﾠNatCen	 ﾠID	 ﾠ
card?’	 ﾠis	 ﾠas	 ﾠsubject	 ﾠto	 ﾠerrors	 ﾠas	 ﾠany	 ﾠother	 ﾠsurvey.	 ﾠSome	 ﾠmissing	 ﾠdata	 ﾠaffected	 ﾠhow	 ﾠthe	 ﾠPCA	 ﾠ
was	 ﾠconducted.	 ﾠIt	 ﾠneeds	 ﾠto	 ﾠbe	 ﾠremembered	 ﾠthat	 ﾠall	 ﾠpsychological	 ﾠmeasures	 ﾠused	 ﾠin	 ﾠthe	 ﾠstudy	 ﾠ
are	 ﾠself-ﾭ‐reported	 ﾠand	 ﾠrely	 ﾠon	 ﾠa	 ﾠshortened	 ﾠbattery	 ﾠof	 ﾠquestions	 ﾠconcerning	 ﾠinterviewers’	 ﾠ
personality	 ﾠtraits.	 ﾠResponse	 ﾠtimes	 ﾠrecorded	 ﾠby	 ﾠthe	 ﾠBlaise	 ﾠsoftware	 ﾠare	 ﾠsubject	 ﾠto	 ﾠthe	 ﾠoutlier	 ﾠ
problem.	 ﾠMaking	 ﾠinterviewers’	 ﾠaware	 ﾠof	 ﾠthese	 ﾠunderlying	 ﾠautomated	 ﾠprocesses,	 ﾠso	 ﾠthey	 ﾠ
suspend	 ﾠthe	 ﾠsession	 ﾠor	 ﾠclose	 ﾠthe	 ﾠsession	 ﾠproperly	 ﾠwhen	 ﾠthe	 ﾠinterview	 ﾠis	 ﾠbeing	 ﾠinterrupted	 ﾠor	 ﾠ
completed,	 ﾠcould	 ﾠpotentially	 ﾠalleviate	 ﾠthe	 ﾠproblem	 ﾠof	 ﾠoutliers.	 ﾠ	 ﾠ
Even	 ﾠthough	 ﾠthe	 ﾠresponse	 ﾠtimes	 ﾠwere	 ﾠsubject	 ﾠto	 ﾠmeasurement	 ﾠerror	 ﾠthey	 ﾠsuccessfully	 ﾠserved	 ﾠ
as	 ﾠthe	 ﾠvalidation	 ﾠcriterion	 ﾠfor	 ﾠthe	 ﾠinterviewers’	 ﾠheaping	 ﾠmeasure	 ﾠin	 ﾠPaper	 ﾠThree.	 ﾠTimes	 ﾠ
reported	 ﾠby	 ﾠinterviewers	 ﾠcould	 ﾠbe	 ﾠcross-ﾭ‐checked	 ﾠwith	 ﾠthe	 ﾠactual	 ﾠtimes	 ﾠrecorded	 ﾠby	 ﾠthe	 ﾠBlaise	 ﾠ
software.	 ﾠ	 ﾠHeaping	 ﾠis	 ﾠa	 ﾠhighly	 ﾠprevalent	 ﾠdata	 ﾠproblem	 ﾠand	 ﾠthere	 ﾠare	 ﾠvery	 ﾠlimited	 ﾠways	 ﾠin	 ﾠ
which	 ﾠthe	 ﾠ‘true’	 ﾠround	 ﾠvalue	 ﾠcan	 ﾠbe	 ﾠdistinguished	 ﾠfrom	 ﾠ‘heaped’	 ﾠround	 ﾠvalue.	 ﾠUsing	 ﾠ
automatically	 ﾠcollected	 ﾠparadata	 ﾠis	 ﾠone	 ﾠway	 ﾠof	 ﾠdealing	 ﾠwith	 ﾠthat	 ﾠproblem.	 ﾠIn	 ﾠthis	 ﾠthesis	 ﾠit	 ﾠhas	 ﾠ
been	 ﾠidentified	 ﾠthat	 ﾠaround	 ﾠ14%	 ﾠof	 ﾠround	 ﾠvalues	 ﾠcan	 ﾠbe	 ﾠseen	 ﾠas	 ﾠ‘genuine’	 ﾠand	 ﾠthe	 ﾠremaining	 ﾠ
round	 ﾠvalues	 ﾠare	 ﾠthe	 ﾠresult	 ﾠof	 ﾠheaping.	 ﾠ	 ﾠ	 ﾠ
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5.2.5  Statistical	 ﾠmodelling	 ﾠ
The	 ﾠmultilevel	 ﾠmodels	 ﾠemployed	 ﾠin	 ﾠthis	 ﾠthesis	 ﾠsuccessfully	 ﾠallowed	 ﾠinterviewer	 ﾠand	 ﾠarea	 ﾠ
effects	 ﾠto	 ﾠbe	 ﾠdisentangled	 ﾠand	 ﾠtheir	 ﾠseparate	 ﾠvariance	 ﾠcomponents	 ﾠto	 ﾠbe	 ﾠestimated.	 ﾠFirstly,	 ﾠ
the	 ﾠstructure	 ﾠof	 ﾠthe	 ﾠNTS	 ﾠdata	 ﾠis	 ﾠcross-ﾭ‐classified,	 ﾠwhich	 ﾠmeans	 ﾠthat	 ﾠeach	 ﾠinterviewer	 ﾠworked	 ﾠ
in	 ﾠmore	 ﾠthan	 ﾠone	 ﾠPSU.	 ﾠThis	 ﾠis	 ﾠnot	 ﾠalways	 ﾠthe	 ﾠcase	 ﾠin	 ﾠsocial	 ﾠsurveys	 ﾠand	 ﾠusually	 ﾠhappens	 ﾠif	 ﾠthe	 ﾠ
data	 ﾠhave	 ﾠbeen	 ﾠcollected	 ﾠduring	 ﾠcontinuous	 ﾠfieldwork.	 ﾠNTS	 ﾠis	 ﾠone	 ﾠexample	 ﾠof	 ﾠsuch	 ﾠa	 ﾠsurvey	 ﾠ
design,	 ﾠthe	 ﾠCrime	 ﾠSurvey	 ﾠfor	 ﾠEngland	 ﾠand	 ﾠWales	 ﾠbeing	 ﾠanother.	 ﾠThe	 ﾠcontinuous	 ﾠfieldwork	 ﾠis	 ﾠ
an	 ﾠimportant	 ﾠfeature	 ﾠof	 ﾠthese	 ﾠdesigns	 ﾠdue	 ﾠto	 ﾠthe	 ﾠseasonality	 ﾠof	 ﾠthe	 ﾠphenomena	 ﾠmeasured	 ﾠin	 ﾠ
these	 ﾠsurveys.	 ﾠ	 ﾠ
Secondly,	 ﾠthe	 ﾠlack	 ﾠof	 ﾠinterpenetrated	 ﾠdesign	 ﾠmeans	 ﾠthat	 ﾠpotentially	 ﾠthe	 ﾠeffect	 ﾠof	 ﾠdifferent	 ﾠ
interviewer	 ﾠassignments	 ﾠneeds	 ﾠto	 ﾠbe	 ﾠcontrolled	 ﾠfor	 ﾠstatistically.	 ﾠAs	 ﾠalready	 ﾠstated,	 ﾠmultilevel	 ﾠ
models	 ﾠmake	 ﾠit	 ﾠpossible	 ﾠto	 ﾠinclude	 ﾠcovariates	 ﾠat	 ﾠrespondent,	 ﾠinterviewer	 ﾠand	 ﾠarea	 ﾠlevels	 ﾠ
simultaneously.	 ﾠWhile	 ﾠthis	 ﾠis	 ﾠthe	 ﾠmain	 ﾠadvantage	 ﾠof	 ﾠthis	 ﾠtype	 ﾠof	 ﾠmodel,	 ﾠit	 ﾠcan	 ﾠonly	 ﾠbe	 ﾠutilised	 ﾠ
if	 ﾠthe	 ﾠcovariates	 ﾠare	 ﾠavailable.	 ﾠRespondent	 ﾠlevel	 ﾠcovariates	 ﾠwere	 ﾠeasily	 ﾠavailable	 ﾠfrom	 ﾠthe	 ﾠ
demographic	 ﾠsection	 ﾠof	 ﾠthe	 ﾠindividual	 ﾠNTS	 ﾠquestionnaire.	 ﾠSimilarly,	 ﾠbasic	 ﾠinterviewer	 ﾠ
characteristics	 ﾠwere	 ﾠalso	 ﾠeasy	 ﾠto	 ﾠobtain	 ﾠas	 ﾠthey	 ﾠare	 ﾠroutinely	 ﾠcollected	 ﾠby	 ﾠresearch	 ﾠagencies	 ﾠ
(as	 ﾠopposed	 ﾠto	 ﾠpersonality	 ﾠtraits	 ﾠand	 ﾠskills).	 ﾠThe	 ﾠarea-ﾭ‐level	 ﾠvariables	 ﾠwere	 ﾠalso	 ﾠavailable	 ﾠas	 ﾠ
certain	 ﾠPSU	 ﾠcharacteristics	 ﾠare	 ﾠincluded	 ﾠin	 ﾠthe	 ﾠNTS	 ﾠdataset.	 ﾠHowever,	 ﾠthese	 ﾠvariables	 ﾠwere	 ﾠ
rather	 ﾠbasic	 ﾠhence	 ﾠMSOA	 ﾠlevel	 ﾠvariables	 ﾠwere	 ﾠused	 ﾠinstead.	 ﾠ
5.2.6  MSOA-ﾭ‐level	 ﾠvariables	 ﾠ
Switching	 ﾠfrom	 ﾠPSUs,	 ﾠwhich	 ﾠwere	 ﾠpostcode	 ﾠsectors,	 ﾠto	 ﾠMSOA-ﾭ‐level	 ﾠvariables	 ﾠenhanced	 ﾠthe	 ﾠ
naturally	 ﾠoccurring	 ﾠcross-ﾭ‐classification	 ﾠin	 ﾠthe	 ﾠdata.	 ﾠMoreover,	 ﾠusing	 ﾠMSOA	 ﾠas	 ﾠa	 ﾠunit	 ﾠallowed	 ﾠ
linkage	 ﾠof	 ﾠmuch	 ﾠmore	 ﾠinformation	 ﾠon	 ﾠthe	 ﾠparticular	 ﾠareas	 ﾠusing	 ﾠthe	 ﾠ2001	 ﾠcensus	 ﾠindicators.	 ﾠ
MSOA-ﾭ‐level	 ﾠarea	 ﾠcharacteristics	 ﾠwere	 ﾠused	 ﾠfor	 ﾠstatistical	 ﾠcontrol	 ﾠin	 ﾠevery	 ﾠmodel	 ﾠpresented	 ﾠin	 ﾠ
this	 ﾠstudy.	 ﾠFurthermore,	 ﾠin	 ﾠPaper	 ﾠThree,	 ﾠarea	 ﾠcharacteristics	 ﾠsuch	 ﾠas	 ﾠurbanisation	 ﾠor	 ﾠethnic	 ﾠ
diversity	 ﾠwere	 ﾠused	 ﾠas	 ﾠproxies	 ﾠfor	 ﾠdistance	 ﾠto	 ﾠamenities	 ﾠand	 ﾠtransport	 ﾠlinks.	 ﾠSince	 ﾠthere	 ﾠ
seems	 ﾠto	 ﾠbe	 ﾠa	 ﾠpositive	 ﾠrelationship	 ﾠbetween	 ﾠsatisficing/heaping	 ﾠand	 ﾠdistance,	 ﾠthese	 ﾠwere	 ﾠ
used	 ﾠinstead	 ﾠof	 ﾠthe	 ﾠunavailable	 ﾠ‘remoteness’	 ﾠindicator.	 ﾠ	 ﾠ	 ﾠ	 ﾠ
5.3  Limitations	 ﾠof	 ﾠthe	 ﾠstudy	 ﾠ
The	 ﾠstudies	 ﾠpresented	 ﾠin	 ﾠthis	 ﾠthesis	 ﾠhave	 ﾠa	 ﾠnumber	 ﾠof	 ﾠlimitations,	 ﾠone	 ﾠof	 ﾠthem	 ﾠbeing	 ﾠthe	 ﾠlack	 ﾠ
of	 ﾠan	 ﾠinterpenetrated	 ﾠdesign.	 ﾠWhile	 ﾠthe	 ﾠcross-ﾭ‐classified	 ﾠmultilevel	 ﾠmodels	 ﾠcommonly	 ﾠused	 ﾠin	 ﾠ
similar	 ﾠresearch	 ﾠare	 ﾠone	 ﾠway	 ﾠof	 ﾠdealing	 ﾠwith	 ﾠthis	 ﾠproblem,	 ﾠthis	 ﾠdoes	 ﾠnot	 ﾠguarantee	 ﾠthat	 ﾠthe	 ﾠ	 ﾠ 	 ﾠ 	 ﾠ
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area	 ﾠand	 ﾠinterviewer	 ﾠeffect	 ﾠare	 ﾠcompletely	 ﾠseparated.	 ﾠMoreover,	 ﾠit	 ﾠdoes	 ﾠnot	 ﾠprovide	 ﾠa	 ﾠclear	 ﾠ
indication	 ﾠof	 ﾠwhat	 ﾠproportion	 ﾠof	 ﾠthe	 ﾠinterviewer	 ﾠeffect	 ﾠis	 ﾠdue	 ﾠto	 ﾠvariability	 ﾠand	 ﾠwhat	 ﾠis	 ﾠa	 ﾠ
systematic	 ﾠbias	 ﾠsuch	 ﾠas	 ﾠthe	 ﾠsocial	 ﾠdesirability	 ﾠeffect.	 ﾠ	 ﾠ
Nevertheless,	 ﾠthe	 ﾠresults	 ﾠpresented	 ﾠhere	 ﾠare	 ﾠin	 ﾠline	 ﾠwith	 ﾠresearch	 ﾠthat	 ﾠused	 ﾠan	 ﾠ
interpenetrated	 ﾠdesign,	 ﾠfor	 ﾠexample	 ﾠthe	 ﾠ‘satisfaction’	 ﾠitems	 ﾠare	 ﾠmore	 ﾠprone	 ﾠto	 ﾠthe	 ﾠinterviewer	 ﾠ
effect	 ﾠthan	 ﾠ‘duration’	 ﾠitems.	 ﾠAlso,	 ﾠthe	 ﾠarea-ﾭ‐related	 ﾠvariance	 ﾠcomponent	 ﾠis	 ﾠconsistently	 ﾠlarger	 ﾠ
than	 ﾠthe	 ﾠinterviewer-ﾭ‐related	 ﾠcomponent,	 ﾠwhich	 ﾠagain	 ﾠis	 ﾠto	 ﾠbe	 ﾠexpected	 ﾠconsidering	 ﾠthe	 ﾠ
nature	 ﾠof	 ﾠthe	 ﾠNTS.	 ﾠFinally,	 ﾠthe	 ﾠexpensive	 ﾠinterpenetrated	 ﾠdesign	 ﾠis	 ﾠrarely	 ﾠused	 ﾠbeyond	 ﾠthe	 ﾠ
experimental	 ﾠmethodological	 ﾠresearch,	 ﾠmeaning	 ﾠthat	 ﾠresults	 ﾠfrom	 ﾠa	 ﾠstudy	 ﾠlike	 ﾠthis	 ﾠone	 ﾠbetter	 ﾠ
relate	 ﾠto	 ﾠ‘real	 ﾠlife’	 ﾠsurvey	 ﾠscenarios.	 ﾠ
Another	 ﾠlimitation	 ﾠof	 ﾠthe	 ﾠresearch	 ﾠpresented	 ﾠin	 ﾠthis	 ﾠthesis	 ﾠis	 ﾠthe	 ﾠnature	 ﾠof	 ﾠquestions	 ﾠin	 ﾠthe	 ﾠ
NTS.	 ﾠResearch	 ﾠon	 ﾠmeasurement	 ﾠerror	 ﾠsuggests	 ﾠthat	 ﾠthe	 ﾠsurvey	 ﾠitems	 ﾠmost	 ﾠprone	 ﾠto	 ﾠthat	 ﾠeffect	 ﾠ
are	 ﾠsensitive	 ﾠquestions,	 ﾠopinion	 ﾠand	 ﾠattitudinal	 ﾠquestions.	 ﾠThis	 ﾠsuggests	 ﾠthat	 ﾠquestions	 ﾠof	 ﾠthis	 ﾠ
type	 ﾠwould	 ﾠbe	 ﾠthe	 ﾠmost	 ﾠsuitable	 ﾠto	 ﾠinvestigate	 ﾠthe	 ﾠinterviewer	 ﾠeffects.	 ﾠThe	 ﾠNTS	 ﾠquestionnaire	 ﾠ
includes	 ﾠmainly	 ﾠquestions	 ﾠabout	 ﾠsalient	 ﾠfacts	 ﾠregarding	 ﾠtravel,	 ﾠhardly	 ﾠa	 ﾠsensitive	 ﾠor	 ﾠdifficult	 ﾠ
topic.	 ﾠOn	 ﾠthe	 ﾠone	 ﾠhand,	 ﾠa	 ﾠlarge	 ﾠinterviewer	 ﾠeffect	 ﾠis	 ﾠnot	 ﾠa	 ﾠprerequisite	 ﾠfor	 ﾠfurther	 ﾠ
investigation,	 ﾠbut	 ﾠon	 ﾠthe	 ﾠother	 ﾠhand,	 ﾠinterviewers’	 ﾠpersonality	 ﾠtraits,	 ﾠskills	 ﾠor	 ﾠcharacteristics	 ﾠ
such	 ﾠas	 ﾠgender	 ﾠand	 ﾠage	 ﾠcould	 ﾠpotentially	 ﾠexplain	 ﾠmore	 ﾠof	 ﾠthe	 ﾠinterviewer-ﾭ‐related	 ﾠvariance	 ﾠif	 ﾠ
these	 ﾠwere	 ﾠquestions	 ﾠabout	 ﾠopinions	 ﾠor	 ﾠattitudes.	 ﾠNevertheless,	 ﾠit	 ﾠneeds	 ﾠto	 ﾠbe	 ﾠnoted	 ﾠthat	 ﾠ
some	 ﾠNTS	 ﾠquestions	 ﾠinvestigated	 ﾠin	 ﾠthese	 ﾠstudies	 ﾠuse	 ﾠshowcards	 ﾠand	 ﾠin	 ﾠdoing	 ﾠso	 ﾠincrease	 ﾠthe	 ﾠ
interviewers’	 ﾠinvolvement	 ﾠand	 ﾠpotentially	 ﾠtheir	 ﾠeffect.	 ﾠIndeed,	 ﾠthese	 ﾠ‘satisfaction’	 ﾠitems	 ﾠsaw	 ﾠa	 ﾠ
larger	 ﾠinterviewer-ﾭ‐related	 ﾠvariance	 ﾠcomponent	 ﾠthan	 ﾠthe	 ﾠ‘duration’	 ﾠitems.	 ﾠ	 ﾠ
Despite	 ﾠthese	 ﾠlimitations,	 ﾠthe	 ﾠNTS	 ﾠuses	 ﾠa	 ﾠrolling	 ﾠdesign	 ﾠwhere	 ﾠnatural	 ﾠcross-ﾭ‐classification	 ﾠof	 ﾠ
areas	 ﾠand	 ﾠinterviewers	 ﾠoccurs.	 ﾠMoreover	 ﾠsurvey	 ﾠdata	 ﾠare	 ﾠaccompanied	 ﾠby	 ﾠextensive	 ﾠparadata	 ﾠ
both	 ﾠautomatically	 ﾠcollected	 ﾠand	 ﾠexternal	 ﾠsources	 ﾠas	 ﾠMSOA	 ﾠlevel	 ﾠvariables	 ﾠand	 ﾠinterviewers’	 ﾠ
survey.	 ﾠThe	 ﾠNTS	 ﾠquestionnaire	 ﾠincludes	 ﾠa	 ﾠfair	 ﾠnumber	 ﾠof	 ﾠquestions	 ﾠto	 ﾠwhich	 ﾠthe	 ﾠresponse	 ﾠis	 ﾠ
an	 ﾠinteger.	 ﾠFor	 ﾠthat	 ﾠreason,	 ﾠthe	 ﾠNTS	 ﾠdataset	 ﾠprovides	 ﾠenough	 ﾠinformation	 ﾠto	 ﾠdevelop	 ﾠthe	 ﾠnew	 ﾠ
measure	 ﾠof	 ﾠsatisficing	 ﾠ–	 ﾠheaping.	 ﾠUnfortunately,	 ﾠthe	 ﾠNTS	 ﾠdoes	 ﾠnot	 ﾠinclude	 ﾠother	 ﾠquestion	 ﾠ
formats	 ﾠthat	 ﾠwould	 ﾠprovide	 ﾠmore	 ﾠtraditional	 ﾠindicators	 ﾠof	 ﾠsatisficing	 ﾠsuch	 ﾠas	 ﾠnon-ﾭ‐
differentiation	 ﾠor	 ﾠacquiescence.	 ﾠ	 ﾠFor	 ﾠthat	 ﾠreason,	 ﾠin	 ﾠPaper	 ﾠTwo	 ﾠonly	 ﾠone	 ﾠmeasure	 ﾠof	 ﾠsatisficing	 ﾠ
has	 ﾠbeen	 ﾠused.	 ﾠAlso,	 ﾠbecause	 ﾠ‘digit	 ﾠpreference’	 ﾠis	 ﾠsuch	 ﾠa	 ﾠstrong	 ﾠphenomenon,	 ﾠsome	 ﾠof	 ﾠthe	 ﾠ
items	 ﾠinvestigated	 ﾠin	 ﾠPaper	 ﾠThree	 ﾠhave	 ﾠa	 ﾠvery	 ﾠhigh	 ﾠproportion	 ﾠof	 ﾠrounded/heaped	 ﾠanswers,	 ﾠ
up	 ﾠto	 ﾠ90%	 ﾠfor	 ﾠthe	 ﾠ‘hospital’	 ﾠitem,	 ﾠmaking	 ﾠsome	 ﾠof	 ﾠthe	 ﾠanalyses	 ﾠpotentially	 ﾠless	 ﾠrobust.	 ﾠ	 ﾠ
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The	 ﾠapproach	 ﾠin	 ﾠPaper	 ﾠOne	 ﾠdescribes	 ﾠgeneral	 ﾠpatterns	 ﾠacross	 ﾠ13	 ﾠitems,	 ﾠbut	 ﾠwould	 ﾠbenefit	 ﾠ
from	 ﾠmore	 ﾠitems	 ﾠbeing	 ﾠinvestigated.	 ﾠThis	 ﾠwas	 ﾠnot	 ﾠpossible	 ﾠdue	 ﾠto	 ﾠa	 ﾠlimited	 ﾠnumber	 ﾠof	 ﾠ
continuous	 ﾠitems	 ﾠin	 ﾠthe	 ﾠNTS	 ﾠquestionnaire.	 ﾠ	 ﾠSimilarly,	 ﾠin	 ﾠPaper	 ﾠThree	 ﾠmore	 ﾠitems	 ﾠ
characterised	 ﾠby	 ﾠvarious	 ﾠlevels	 ﾠof	 ﾠdifficulty	 ﾠshould	 ﾠbe	 ﾠinvestigated	 ﾠto	 ﾠsupport	 ﾠthe	 ﾠinitial	 ﾠ
finding	 ﾠthat	 ﾠproviding	 ﾠthe	 ﾠ‘Don’t	 ﾠknow’	 ﾠresponse	 ﾠmay	 ﾠnot	 ﾠbe	 ﾠa	 ﾠstraightforward	 ﾠsatisficing	 ﾠ
indicator.	 ﾠIt	 ﾠis	 ﾠpossible	 ﾠthat	 ﾠwith	 ﾠdifficult	 ﾠquestions	 ﾠit	 ﾠis	 ﾠa	 ﾠmeasure	 ﾠof	 ﾠsatisficing,	 ﾠwhile	 ﾠwith	 ﾠ
easy	 ﾠquestions	 ﾠit	 ﾠmay	 ﾠbe	 ﾠan	 ﾠindicator	 ﾠof	 ﾠoptimising.	 ﾠThis	 ﾠconclusion	 ﾠis	 ﾠbased	 ﾠon	 ﾠone	 ﾠquestion	 ﾠ
only	 ﾠ–	 ﾠtravel	 ﾠby	 ﾠbus	 ﾠto	 ﾠthe	 ﾠnearest	 ﾠrailway	 ﾠstation	 ﾠ–	 ﾠhence	 ﾠthe	 ﾠsuggested	 ﾠexplanation	 ﾠneeds	 ﾠto	 ﾠ
be	 ﾠtreated	 ﾠwith	 ﾠcaution.	 ﾠ	 ﾠ
Some	 ﾠanalyses	 ﾠpresented	 ﾠin	 ﾠPaper	 ﾠTwo	 ﾠsuggest	 ﾠthat	 ﾠrounding/heaping	 ﾠon	 ﾠthe	 ﾠNTS	 ﾠitems	 ﾠmay	 ﾠ
be	 ﾠlinked	 ﾠto	 ﾠdistance	 ﾠbetween	 ﾠthe	 ﾠhousehold	 ﾠand	 ﾠtransport	 ﾠlinks/amenities.	 ﾠThe	 ﾠgreater	 ﾠthe	 ﾠ
distance,	 ﾠi.e.	 ﾠthe	 ﾠmore	 ﾠremote	 ﾠthe	 ﾠarea	 ﾠin	 ﾠwhich	 ﾠthe	 ﾠrespondent	 ﾠlives,	 ﾠthe	 ﾠmore	 ﾠlikely	 ﾠthey	 ﾠare	 ﾠ
to	 ﾠround	 ﾠtheir	 ﾠanswer.	 ﾠStatistical	 ﾠmodels	 ﾠin	 ﾠPaper	 ﾠTwo	 ﾠinclude	 ﾠthe	 ﾠ‘remoteness’	 ﾠvariable	 ﾠto	 ﾠ
account	 ﾠfor	 ﾠit.	 ﾠUnfortunately,	 ﾠthe	 ﾠsame	 ﾠvariable	 ﾠwas	 ﾠnot	 ﾠavailable	 ﾠin	 ﾠthe	 ﾠdata	 ﾠused	 ﾠin	 ﾠPaper	 ﾠ
Three	 ﾠand	 ﾠit	 ﾠwas	 ﾠonly	 ﾠpossible	 ﾠto	 ﾠintroduce	 ﾠsome	 ﾠlimited	 ﾠarea	 ﾠcontrols	 ﾠsuch	 ﾠas	 ﾠurbanisation	 ﾠ
and	 ﾠethnic	 ﾠdiversity	 ﾠto	 ﾠthe	 ﾠmodel	 ﾠin	 ﾠan	 ﾠattempt	 ﾠto	 ﾠcompensate	 ﾠfor	 ﾠthis.	 ﾠAlthough	 ﾠthe	 ﾠMSOA-ﾭ‐
level	 ﾠarea	 ﾠvariables	 ﾠproved	 ﾠto	 ﾠbe	 ﾠuseful	 ﾠin	 ﾠthe	 ﾠmodels	 ﾠused	 ﾠin	 ﾠthis	 ﾠthesis,	 ﾠit	 ﾠshould	 ﾠnot	 ﾠbe	 ﾠ
forgotten	 ﾠthat	 ﾠthey	 ﾠwere	 ﾠinitially	 ﾠcomputed	 ﾠto	 ﾠinform	 ﾠresearch	 ﾠon	 ﾠfear	 ﾠof	 ﾠcrime.	 ﾠ	 ﾠ
Survey	 ﾠsatisficing	 ﾠis	 ﾠlinked	 ﾠwith	 ﾠthe	 ﾠcognitive	 ﾠabilities	 ﾠof	 ﾠrespondents.	 ﾠThe	 ﾠlower	 ﾠthe	 ﾠcognitive	 ﾠ
skills,	 ﾠthe	 ﾠhigher	 ﾠchance	 ﾠof	 ﾠsatisficing.	 ﾠ	 ﾠRespondents’	 ﾠeducational	 ﾠattainment	 ﾠis	 ﾠone	 ﾠvariable	 ﾠ
commonly	 ﾠused	 ﾠby	 ﾠresearchers	 ﾠas	 ﾠa	 ﾠproxy	 ﾠmeasure	 ﾠfor	 ﾠcognitive	 ﾠabilities.	 ﾠModels	 ﾠin	 ﾠPaper	 ﾠ
Three	 ﾠcontained	 ﾠthe	 ﾠbinary	 ﾠeducational	 ﾠattainment	 ﾠvariable	 ﾠ(Do	 ﾠyou	 ﾠhold	 ﾠqualifications	 ﾠ
confirmed	 ﾠwith	 ﾠa	 ﾠcertificate?	 ﾠYes/No),	 ﾠbut	 ﾠit	 ﾠwas	 ﾠnot	 ﾠa	 ﾠstatistically	 ﾠsignificant	 ﾠpredictor	 ﾠof	 ﾠthe	 ﾠ
time	 ﾠused	 ﾠto	 ﾠprovide	 ﾠa	 ﾠresponse.	 ﾠOne	 ﾠreason	 ﾠfor	 ﾠthis	 ﾠmay	 ﾠbe	 ﾠthat	 ﾠthis	 ﾠvariable	 ﾠwas	 ﾠnot	 ﾠthe	 ﾠ
most	 ﾠappropriate	 ﾠmeasure	 ﾠof	 ﾠeducational	 ﾠattainment.	 ﾠ	 ﾠ
5.4  Implications	 ﾠfor	 ﾠsurvey	 ﾠpractice	 ﾠ
In	 ﾠorder	 ﾠto	 ﾠprovide	 ﾠsurvey	 ﾠstatistics	 ﾠof	 ﾠthe	 ﾠhighest	 ﾠquality,	 ﾠresearch	 ﾠagencies	 ﾠneed	 ﾠto	 ﾠfocus	 ﾠ
not	 ﾠonly	 ﾠon	 ﾠnonresponse	 ﾠerror	 ﾠbut	 ﾠalso	 ﾠon	 ﾠmeasurement	 ﾠerror.	 ﾠTwo	 ﾠout	 ﾠof	 ﾠthree	 ﾠmain	 ﾠ
sources	 ﾠof	 ﾠmeasurement	 ﾠerror	 ﾠcan	 ﾠbe	 ﾠmanipulated	 ﾠby	 ﾠthe	 ﾠsurvey	 ﾠagency;	 ﾠthese	 ﾠare	 ﾠthe	 ﾠsurvey	 ﾠ
instrument	 ﾠand	 ﾠinterviewer.	 ﾠThe	 ﾠfindings	 ﾠemerging	 ﾠfrom	 ﾠthis	 ﾠstudy	 ﾠprovide	 ﾠmore	 ﾠinsight	 ﾠinto	 ﾠ
survey	 ﾠmeasurement	 ﾠerror	 ﾠand	 ﾠthe	 ﾠinterviewer	 ﾠas	 ﾠits	 ﾠsource	 ﾠand	 ﾠhave	 ﾠimportant	 ﾠimplications	 ﾠ
for	 ﾠsurvey	 ﾠpractice.	 ﾠMoreover,	 ﾠthey	 ﾠare	 ﾠbased	 ﾠon	 ﾠa	 ﾠlarge-ﾭ‐scale	 ﾠnationally	 ﾠrepresentative	 ﾠ
survey,	 ﾠmaking	 ﾠthem	 ﾠwidely	 ﾠapplicable.	 ﾠ	 ﾠ	 ﾠ	 ﾠ 	 ﾠ 	 ﾠ
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Research	 ﾠpresented	 ﾠin	 ﾠthis	 ﾠthesis	 ﾠhas	 ﾠshown	 ﾠthat	 ﾠthe	 ﾠinterviewer	 ﾠis	 ﾠresponsible	 ﾠfor	 ﾠ
introducing	 ﾠvariance	 ﾠinto	 ﾠsurvey	 ﾠestimates,	 ﾠeven	 ﾠfor	 ﾠsurvey	 ﾠquestions	 ﾠtraditionally	 ﾠless	 ﾠprone	 ﾠ
to	 ﾠinterviewer	 ﾠeffect,	 ﾠsuch	 ﾠas	 ﾠNTS	 ﾠfactual	 ﾠquestions.	 ﾠThanks	 ﾠto	 ﾠthe	 ﾠmultilevel	 ﾠmodelling	 ﾠ
techniques,	 ﾠquantifying	 ﾠthis	 ﾠvariance	 ﾠis	 ﾠfairly	 ﾠeasy,	 ﾠmeaning	 ﾠthat	 ﾠit	 ﾠcould	 ﾠpotentially	 ﾠbe	 ﾠused	 ﾠ
as	 ﾠone	 ﾠof	 ﾠthe	 ﾠinterviewers’	 ﾠperformance	 ﾠindicators	 ﾠalongside	 ﾠcooperation	 ﾠrates	 ﾠand	 ﾠother	 ﾠ
measures.	 ﾠThese	 ﾠcould	 ﾠbe	 ﾠcalculated	 ﾠacross	 ﾠitems	 ﾠwithin	 ﾠone	 ﾠsurvey	 ﾠor	 ﾠacross	 ﾠall	 ﾠsurveys	 ﾠon	 ﾠ
which	 ﾠthe	 ﾠinterviewer	 ﾠworked	 ﾠand	 ﾠpotentially	 ﾠused	 ﾠto	 ﾠidentify	 ﾠ‘good’	 ﾠand	 ﾠ‘bad’	 ﾠinterviewers.	 ﾠ
It	 ﾠhas	 ﾠthe	 ﾠpotential	 ﾠto	 ﾠinform	 ﾠnew	 ﾠmethods	 ﾠof	 ﾠreducing	 ﾠsurvey	 ﾠmeasurement	 ﾠerror	 ﾠby	 ﾠmaking	 ﾠ
assignments	 ﾠdependent	 ﾠon	 ﾠinterviewer	 ﾠcharacteristics	 ﾠor	 ﾠcompensating	 ﾠfor	 ﾠinterviewer	 ﾠ
assignment	 ﾠat	 ﾠthe	 ﾠpost-ﾭ‐survey	 ﾠadjustment	 ﾠstage.	 ﾠFor	 ﾠexample,	 ﾠinterviewers	 ﾠidentified	 ﾠas	 ﾠmore	 ﾠ
prone	 ﾠto	 ﾠheaping	 ﾠwould	 ﾠnot	 ﾠbe	 ﾠassigned	 ﾠto	 ﾠconduct	 ﾠsurveys	 ﾠthat	 ﾠinvolve	 ﾠa	 ﾠlarge	 ﾠnumber	 ﾠof	 ﾠ
numerical	 ﾠresponses.	 ﾠInterviewers’	 ﾠpropensity	 ﾠto	 ﾠsatisfice,	 ﾠmeasured	 ﾠusing	 ﾠthe	 ﾠinterviewer	 ﾠ
questionnaire	 ﾠor	 ﾠAdministrative	 ﾠBlock	 ﾠquestions	 ﾠcompleted	 ﾠby	 ﾠinterviewers,	 ﾠcould	 ﾠalso	 ﾠbe	 ﾠ
used	 ﾠas	 ﾠan	 ﾠindicator	 ﾠof	 ﾠinterviewers’	 ﾠperformance.	 ﾠ
Interviewers’	 ﾠown	 ﾠpropensities	 ﾠto	 ﾠsatisfice,	 ﾠmeasured	 ﾠby	 ﾠheaping,	 ﾠcould	 ﾠbe	 ﾠused	 ﾠas	 ﾠa	 ﾠstaff	 ﾠ
selection	 ﾠtool	 ﾠor	 ﾠcould	 ﾠalso	 ﾠbe	 ﾠused	 ﾠto	 ﾠidentify	 ﾠpotentially	 ﾠproblematic	 ﾠinterviewers	 ﾠwithin	 ﾠ
the	 ﾠexisting	 ﾠnetwork.	 ﾠPotential	 ﾠcandidates	 ﾠcould	 ﾠbe	 ﾠasked	 ﾠto	 ﾠcomplete	 ﾠrecruitment	 ﾠ
questionnaires	 ﾠdesigned	 ﾠto	 ﾠassess	 ﾠtheir	 ﾠpropensity	 ﾠto	 ﾠsatisfice.	 ﾠThese	 ﾠquestionnaires	 ﾠcould	 ﾠ
include	 ﾠmany	 ﾠdifferent	 ﾠindicators	 ﾠof	 ﾠsatisficing.	 ﾠMost	 ﾠcertainly	 ﾠthe	 ﾠnegative	 ﾠimplications	 ﾠof	 ﾠ
heaping	 ﾠshould	 ﾠbe	 ﾠincorporated	 ﾠinto	 ﾠthe	 ﾠtraining	 ﾠmaterials	 ﾠfor	 ﾠinterviewers,	 ﾠas	 ﾠthe	 ﾠdamaging	 ﾠ
effect	 ﾠof	 ﾠrounding	 ﾠis	 ﾠnot	 ﾠapparent	 ﾠat	 ﾠthe	 ﾠinterview	 ﾠlevel.	 ﾠResults	 ﾠpresented	 ﾠin	 ﾠpapers	 ﾠTwo	 ﾠand	 ﾠ
Three	 ﾠclearly	 ﾠshow	 ﾠthat	 ﾠinterviewers	 ﾠround	 ﾠtheir	 ﾠresponses	 ﾠeven	 ﾠwhen	 ﾠthey	 ﾠare	 ﾠspecifically	 ﾠ
asked	 ﾠto	 ﾠrecord	 ﾠtime	 ﾠto	 ﾠthe	 ﾠnearest	 ﾠminute.	 ﾠThat	 ﾠsuggests	 ﾠthey	 ﾠare	 ﾠnot	 ﾠvery	 ﾠgood	 ﾠat	 ﾠfollowing	 ﾠ
questionnaire	 ﾠinstructions	 ﾠthemselves.	 ﾠ	 ﾠ	 ﾠ
The	 ﾠbiggest	 ﾠimplication	 ﾠof	 ﾠthe	 ﾠresearch	 ﾠpresented	 ﾠin	 ﾠPaper	 ﾠThree	 ﾠis	 ﾠthe	 ﾠquestion	 ﾠraised	 ﾠabout	 ﾠ
the	 ﾠvalidity	 ﾠof	 ﾠthe	 ﾠ‘Don’t	 ﾠknow’	 ﾠresponse	 ﾠas	 ﾠan	 ﾠindicator	 ﾠof	 ﾠsatisficing	 ﾠbehaviour.	 ﾠMany	 ﾠstudies	 ﾠ
on	 ﾠsatisficing	 ﾠuse	 ﾠthe	 ﾠ‘Don’t	 ﾠknow’	 ﾠresponse	 ﾠas	 ﾠdata	 ﾠquality	 ﾠindicator.	 ﾠ	 ﾠThe	 ﾠsatisficing	 ﾠ
respondents	 ﾠare	 ﾠthose	 ﾠwho	 ﾠchoose	 ﾠ‘Don’t	 ﾠknow’	 ﾠresponse	 ﾠacross	 ﾠmany	 ﾠitems	 ﾠin	 ﾠthe	 ﾠ
questionnaire.	 ﾠThere	 ﾠis	 ﾠno	 ﾠstudy	 ﾠon	 ﾠsatisficing	 ﾠthat	 ﾠdoes	 ﾠnot	 ﾠuse	 ﾠthis	 ﾠindicator;	 ﾠyet,	 ﾠit	 ﾠhas	 ﾠnot	 ﾠ
been	 ﾠproperly	 ﾠscrutinised.	 ﾠIt	 ﾠis	 ﾠpossible	 ﾠthat,	 ﾠdepending	 ﾠof	 ﾠthe	 ﾠlevel	 ﾠof	 ﾠdifficulty	 ﾠof	 ﾠthe	 ﾠ
question	 ﾠand	 ﾠother	 ﾠfactors,	 ﾠthe	 ﾠ‘Don’t	 ﾠknow’	 ﾠresponse	 ﾠmay	 ﾠactually	 ﾠindicate	 ﾠan	 ﾠoptimiser	 ﾠ
rather	 ﾠthan	 ﾠa	 ﾠsatisficer.	 ﾠPotentially,	 ﾠeven	 ﾠif	 ﾠa	 ﾠrespondent	 ﾠchooses	 ﾠ‘Don’t	 ﾠknow’	 ﾠacross	 ﾠa	 ﾠ
number	 ﾠof	 ﾠitems,	 ﾠin	 ﾠsome	 ﾠcases	 ﾠit	 ﾠmay	 ﾠbe	 ﾠdue	 ﾠto	 ﾠgenuine	 ﾠlack	 ﾠof	 ﾠknowledge,	 ﾠwhile	 ﾠin	 ﾠothers	 ﾠit	 ﾠ
may	 ﾠbe	 ﾠdue	 ﾠto	 ﾠquestion	 ﾠdifficulty	 ﾠleading	 ﾠto	 ﾠsatisficing	 ﾠon	 ﾠthis	 ﾠparticular	 ﾠitem.	 ﾠSimilarly,	 ﾠ	 ﾠ
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rounding	 ﾠan	 ﾠanswer	 ﾠis	 ﾠa	 ﾠproblematic	 ﾠresponse	 ﾠstrategy	 ﾠthat	 ﾠcan	 ﾠsubstantially	 ﾠdistort	 ﾠthe	 ﾠdata	 ﾠ
but	 ﾠit	 ﾠis	 ﾠnot	 ﾠsynonymous	 ﾠwith	 ﾠsaving	 ﾠtime	 ﾠor	 ﾠcognitive	 ﾠeffort	 ﾠby	 ﾠa	 ﾠrespondent.	 ﾠ	 ﾠ
Finally,	 ﾠthe	 ﾠstudy	 ﾠhas	 ﾠimportant	 ﾠimplications	 ﾠin	 ﾠrelation	 ﾠto	 ﾠparadata.	 ﾠIt	 ﾠshowed	 ﾠthat	 ﾠ
information	 ﾠabout	 ﾠthe	 ﾠsurvey	 ﾠprocess	 ﾠcan	 ﾠbe	 ﾠuseful	 ﾠfor	 ﾠmethodological	 ﾠresearch	 ﾠin	 ﾠthe	 ﾠarea	 ﾠof	 ﾠ
survey	 ﾠmeasurement.	 ﾠThis	 ﾠis	 ﾠbelieved	 ﾠto	 ﾠbe	 ﾠthe	 ﾠfirst	 ﾠtime	 ﾠthat	 ﾠsuch	 ﾠextensive	 ﾠparadata	 ﾠon	 ﾠ
interviewers	 ﾠhave	 ﾠbeen	 ﾠused	 ﾠfor	 ﾠresearch	 ﾠon	 ﾠmeasurement	 ﾠerror	 ﾠand	 ﾠthey	 ﾠprovided	 ﾠtangible	 ﾠ
outcomes	 ﾠthat	 ﾠcould	 ﾠinform	 ﾠsurvey	 ﾠpractice.	 ﾠIn	 ﾠfact,	 ﾠmodels	 ﾠin	 ﾠPaper	 ﾠThree	 ﾠuse	 ﾠonly	 ﾠparadata,	 ﾠ
and	 ﾠprovide	 ﾠuseful	 ﾠresults	 ﾠwithout	 ﾠeven	 ﾠconsidering	 ﾠthe	 ﾠactual	 ﾠsurvey	 ﾠresponses.	 ﾠThis	 ﾠthesis	 ﾠ
also	 ﾠstressed	 ﾠthe	 ﾠimportance	 ﾠof	 ﾠextracting	 ﾠaudit	 ﾠtrail	 ﾠdata	 ﾠso	 ﾠthey	 ﾠcan	 ﾠbe	 ﾠused	 ﾠin	 ﾠ
methodological	 ﾠresearch	 ﾠand	 ﾠshowed	 ﾠhow	 ﾠthe	 ﾠproblem	 ﾠwith	 ﾠoutliers	 ﾠcan	 ﾠbe	 ﾠaddressed.	 ﾠWhile	 ﾠ
computers	 ﾠhave	 ﾠbeen	 ﾠused	 ﾠin	 ﾠface-ﾭ‐to-ﾭ‐face	 ﾠinterviews	 ﾠfor	 ﾠmany	 ﾠyears	 ﾠand	 ﾠhave	 ﾠbeen	 ﾠcollecting	 ﾠ
process	 ﾠdata	 ﾠin	 ﾠthe	 ﾠbackground,	 ﾠthese	 ﾠdata	 ﾠstill	 ﾠremain	 ﾠa	 ﾠlargely	 ﾠuntapped	 ﾠresource.	 ﾠResearch	 ﾠ
presented	 ﾠin	 ﾠPaper	 ﾠThree	 ﾠshows	 ﾠthat	 ﾠinvesting	 ﾠsome	 ﾠstaff	 ﾠtime	 ﾠinto	 ﾠextracting	 ﾠthe	 ﾠaudit	 ﾠtrail	 ﾠ
provides	 ﾠhighly	 ﾠusable	 ﾠdata.	 ﾠAt	 ﾠthe	 ﾠsame	 ﾠtime	 ﾠit	 ﾠuncovered	 ﾠsome	 ﾠissues	 ﾠwith	 ﾠthe	 ﾠformatting,	 ﾠ
suggesting	 ﾠthat	 ﾠmore	 ﾠinformation	 ﾠshould	 ﾠbe	 ﾠextracted,	 ﾠincluding	 ﾠthe	 ﾠposition	 ﾠof	 ﾠeach	 ﾠquestion	 ﾠ
in	 ﾠthe	 ﾠsurvey.	 ﾠThis	 ﾠis	 ﾠparticularly	 ﾠimportant	 ﾠwhen	 ﾠquestionnaires	 ﾠinvolve	 ﾠcomplicated	 ﾠrouting	 ﾠ
and	 ﾠno	 ﾠtwo	 ﾠinterviews	 ﾠinvolve	 ﾠthe	 ﾠsame	 ﾠnumber	 ﾠof	 ﾠquestions.	 ﾠ	 ﾠ
5.5  Further	 ﾠresearch	 ﾠdirections	 ﾠ
Quite	 ﾠa	 ﾠlot	 ﾠof	 ﾠattention	 ﾠhas	 ﾠpreviously	 ﾠbeen	 ﾠgiven	 ﾠto	 ﾠinterviewers	 ﾠas	 ﾠa	 ﾠsource	 ﾠof	 ﾠnonresponse	 ﾠ
error	 ﾠand	 ﾠparadata	 ﾠhave	 ﾠbeen	 ﾠused	 ﾠto	 ﾠinform	 ﾠresearch	 ﾠon	 ﾠnonresponse;	 ﾠinterviewers’	 ﾠ
personality	 ﾠtraits	 ﾠand	 ﾠskills	 ﾠhave	 ﾠbeen	 ﾠused	 ﾠto	 ﾠinvestigate	 ﾠtheir	 ﾠcontact	 ﾠand	 ﾠcooperation	 ﾠrates.	 ﾠ
However,	 ﾠthe	 ﾠuse	 ﾠof	 ﾠinterviewer	 ﾠparadata	 ﾠto	 ﾠresearch	 ﾠmeasurement	 ﾠerror	 ﾠhas	 ﾠreceived	 ﾠmuch	 ﾠ
less	 ﾠattention	 ﾠin	 ﾠthe	 ﾠresearch	 ﾠliterature.	 ﾠIts	 ﾠfocus	 ﾠlargely	 ﾠremains	 ﾠin	 ﾠthe	 ﾠarea	 ﾠof	 ﾠquestion	 ﾠtypes	 ﾠ
and	 ﾠrespondent	 ﾠcharacteristics.	 ﾠInterviewers’	 ﾠpersonality	 ﾠtraits,	 ﾠattitudes	 ﾠand	 ﾠskills	 ﾠas	 ﾠshown	 ﾠ
in	 ﾠPaper	 ﾠOne	 ﾠturned	 ﾠout	 ﾠnot	 ﾠto	 ﾠbe	 ﾠas	 ﾠuseful	 ﾠin	 ﾠexplaining	 ﾠthe	 ﾠinterviewer	 ﾠeffect	 ﾠas	 ﾠexpected.	 ﾠ
One	 ﾠreason	 ﾠfor	 ﾠthis	 ﾠmay	 ﾠbe	 ﾠthe	 ﾠfactual	 ﾠnature	 ﾠof	 ﾠthe	 ﾠNTS	 ﾠitems.	 ﾠThe	 ﾠsame	 ﾠparadata	 ﾠshould	 ﾠbe	 ﾠ
used	 ﾠwith	 ﾠother	 ﾠsurveys	 ﾠthat	 ﾠinclude	 ﾠquestions	 ﾠabout	 ﾠattitudes	 ﾠand	 ﾠopinions.	 ﾠOne	 ﾠstudy	 ﾠthat	 ﾠ
uses	 ﾠthe	 ﾠsame	 ﾠinterviewer	 ﾠnetwork	 ﾠand	 ﾠcontains	 ﾠsuch	 ﾠquestions	 ﾠis	 ﾠ‘Understanding	 ﾠSociety’.	 ﾠ	 ﾠ
Moreover,	 ﾠalthough	 ﾠa	 ﾠstrong,	 ﾠstatistically	 ﾠsignificant	 ﾠpositive	 ﾠassociation	 ﾠbetween	 ﾠ
interviewers’	 ﾠand	 ﾠrespondents’	 ﾠsatisficing	 ﾠhas	 ﾠbeen	 ﾠfound	 ﾠin	 ﾠPaper	 ﾠTwo,	 ﾠit	 ﾠis	 ﾠnot	 ﾠclear	 ﾠwhat	 ﾠ
mechanisms	 ﾠunderlie	 ﾠthis	 ﾠprocess.	 ﾠIn	 ﾠother	 ﾠwords,	 ﾠit	 ﾠis	 ﾠunknown	 ﾠwhy	 ﾠinterviewers	 ﾠwho	 ﾠ
satisfice	 ﾠtend	 ﾠto	 ﾠget	 ﾠhigher	 ﾠrates	 ﾠof	 ﾠsatisficing	 ﾠamong	 ﾠtheir	 ﾠrespondents.	 ﾠIt	 ﾠis	 ﾠpossible	 ﾠthat	 ﾠ
such	 ﾠinterviewers	 ﾠare	 ﾠmore	 ﾠinclined	 ﾠto	 ﾠtolerate	 ﾠsatisficing	 ﾠbehaviour	 ﾠof	 ﾠtheir	 ﾠrespondents	 ﾠor,	 ﾠ	 ﾠ 	 ﾠ 	 ﾠ
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equally,	 ﾠthey	 ﾠmay	 ﾠactively	 ﾠencourage	 ﾠit	 ﾠthrough	 ﾠinappropriate	 ﾠprobing;	 ﾠfor	 ﾠexample,	 ﾠ
encouraging	 ﾠstruggling	 ﾠrespondents	 ﾠto	 ﾠprovide	 ﾠan	 ﾠestimate	 ﾠrather	 ﾠthan	 ﾠan	 ﾠexact	 ﾠnumber.	 ﾠ
Without	 ﾠknowing	 ﾠthe	 ﾠreasons	 ﾠbehind	 ﾠthe	 ﾠobserved	 ﾠrelationship,	 ﾠit	 ﾠis	 ﾠpossible	 ﾠthat	 ﾠit	 ﾠcan	 ﾠarise	 ﾠ
as	 ﾠa	 ﾠmethodological	 ﾠartefact	 ﾠdue	 ﾠto	 ﾠa	 ﾠnon-ﾭ‐random	 ﾠassignment	 ﾠof	 ﾠrespondents	 ﾠto	 ﾠinterviewers.	 ﾠ
One	 ﾠpossibility	 ﾠwould	 ﾠbe	 ﾠthe	 ﾠalready	 ﾠmentioned	 ﾠ‘remoteness’	 ﾠof	 ﾠa	 ﾠrespondent	 ﾠand	 ﾠpotentially	 ﾠ
other	 ﾠsuch	 ﾠcharacteristics	 ﾠthat	 ﾠcould	 ﾠbe	 ﾠ‘external’	 ﾠcauses	 ﾠof	 ﾠsatisficing.	 ﾠAn	 ﾠexperimental	 ﾠ
design	 ﾠstudy	 ﾠusing	 ﾠcognitive	 ﾠinterviewing	 ﾠcould	 ﾠestablish	 ﾠwhat	 ﾠmechanisms	 ﾠcause	 ﾠsuch	 ﾠa	 ﾠ
relationship	 ﾠand	 ﾠwhether	 ﾠappropriate	 ﾠinterviewer	 ﾠtraining	 ﾠmight	 ﾠpotentially	 ﾠdecrease	 ﾠthe	 ﾠ
negative	 ﾠeffect	 ﾠof	 ﾠinterviewers’	 ﾠown	 ﾠresponse	 ﾠstyles	 ﾠon	 ﾠthe	 ﾠquality	 ﾠof	 ﾠsurvey	 ﾠdata.	 ﾠ
Additionally,	 ﾠthe	 ﾠstudy	 ﾠpresented	 ﾠin	 ﾠPaper	 ﾠTwo	 ﾠcould	 ﾠbe	 ﾠextended	 ﾠby	 ﾠusing	 ﾠadditional	 ﾠ
satisficing	 ﾠindicators,	 ﾠboth	 ﾠfor	 ﾠthe	 ﾠinterviewer	 ﾠand	 ﾠrespondent.	 ﾠ	 ﾠ
As	 ﾠsuggested	 ﾠin	 ﾠPaper	 ﾠThree,	 ﾠmore	 ﾠresearch	 ﾠshould	 ﾠbe	 ﾠdone	 ﾠon	 ﾠthe	 ﾠcommonly	 ﾠused	 ﾠindicators	 ﾠ
of	 ﾠsatisficing.	 ﾠAll	 ﾠthe	 ﾠhypotheses	 ﾠtested	 ﾠthat	 ﾠwere	 ﾠconsistent	 ﾠwith	 ﾠthe	 ﾠline	 ﾠof	 ﾠreasoning	 ﾠof	 ﾠthe	 ﾠ
theory	 ﾠof	 ﾠsatisficing	 ﾠwere	 ﾠrejected.	 ﾠ	 ﾠResponse	 ﾠtimes	 ﾠfor	 ﾠoptimised	 ﾠand	 ﾠsatisficed	 ﾠresponses	 ﾠ
should	 ﾠbe	 ﾠcompared	 ﾠagainst	 ﾠsome	 ﾠobjective	 ﾠmeasure	 ﾠof	 ﾠquestion	 ﾠdifficulty.	 ﾠThis	 ﾠtype	 ﾠof	 ﾠ
analysis,	 ﾠundertaken	 ﾠfor	 ﾠa	 ﾠsubstantial	 ﾠnumber	 ﾠof	 ﾠitems,	 ﾠwould	 ﾠgive	 ﾠmore	 ﾠinsight	 ﾠas	 ﾠto	 ﾠ
whether	 ﾠcurrent	 ﾠsatisficing	 ﾠindicators	 ﾠindeed	 ﾠmeasure	 ﾠsatisficing	 ﾠrather	 ﾠthan	 ﾠoptimising.	 ﾠ
Heaping	 ﾠis	 ﾠthe	 ﾠnew	 ﾠmeasure	 ﾠof	 ﾠsatisficing	 ﾠthat	 ﾠemerged	 ﾠin	 ﾠthis	 ﾠthesis,	 ﾠwhich	 ﾠcreates	 ﾠpotential	 ﾠ
for	 ﾠother	 ﾠresearchers	 ﾠto	 ﾠuse	 ﾠit	 ﾠin	 ﾠfurther	 ﾠstudies	 ﾠon	 ﾠsatisficing.	 ﾠRounding	 ﾠnumerical	 ﾠvalues	 ﾠ
and	 ﾠ‘digit	 ﾠpreference’	 ﾠare	 ﾠvery	 ﾠcommon	 ﾠamong	 ﾠrespondents	 ﾠwith	 ﾠa	 ﾠparticularly	 ﾠdamaging	 ﾠ
consequences	 ﾠfor	 ﾠdescriptive	 ﾠstatistics,	 ﾠwhich	 ﾠmeans	 ﾠthat	 ﾠinvestigating	 ﾠand	 ﾠbetter	 ﾠ
understanding	 ﾠof	 ﾠheaping	 ﾠhas	 ﾠa	 ﾠlot	 ﾠof	 ﾠpotential	 ﾠfor	 ﾠsurvey	 ﾠmethodology	 ﾠand	 ﾠresearch	 ﾠinto	 ﾠ
measurement	 ﾠerror.	 ﾠ	 ﾠ	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Appendix	 ﾠ1:	 ﾠWho	 ﾠis	 ﾠbehind	 ﾠthe	 ﾠNatCen	 ﾠID	 ﾠcard?	 ﾠ
 
 
 
P2779 
 
 
Confidentia
lity 
The information you give us will be treated as strictly 
confidential. 
Your name and address will not be connected to your answers in any 
way. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
WHO’S BEHIND THE NATCEN ID 
CARD? 
 
 
 
A research study carried out 
by 
the Survey Methods Unit and the University of 
Essex. 
 
 
 
 
 
May 
2008 
 
 
 
 
 
 
 
Thank you for taking part in this study which has been funded by the Economic and Social Research 
Council. 
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Yes 
 
No 
 
3.1  Other survey interviewing (over the phone or market research) 
 
 
 
 
 
3.2  Other non-survey interviewing (for recruitment, benefit office, etc.) 
 
 
 
 
 
3.3  Activities involving interaction with the general public 
 
 
 
 
 
3.4  Activities involving ‘cold calling’ at people’s homes 
 
 
 
 
 
3.5  Activities where you needed to persuade people (sales job, fund raising, etc.) 
 
 
 
 
 
1  Have you ever worked as an interviewer for an organisation other than NatCen? Please include any 
work you might be doing now. 
 
♦ Please indicate your answer by circling the appropriate code. 
 
♦ Code first that applies. 
 
Yes, currently  1 
 
Yes, since 1st  January 2006  2 
 
Yes, but not since 1st  January 2006  3 
 
No, never  4
  1013 
 
 
 
 
2  How long in total have you worked as an interviewer on social surveys, which involves 
interviewing people in their own homes? 
 
It is not important whether this is your main employment or just part-time. Please include your 
current work and work you may have done earlier, including for other organisations. 
 
 
 
Years  and months  1014-
1017 
 
 
 
 
 
3  Apart from interviewing people in their own homes for a social survey, have you ever done any of 
the following activities? 
 
♦ Please indicate your answer by circling the appropriate code. 
 
 
 
1018 
 
 
1019 
 
 
1020 
 
 
1021 
 
 
1022 
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Very      Not  important 
important  Important  important    at all 
 
4.1  …a job that offers good pay? 
 
1  2  3  4 
 
4.2  …a job that is interesting? 
 
1  2  3  4 
 
4.3  …a job that allows me to work 
independently? 
 
1  2  3  4 
 
4.4  …a job that involves interaction with 
people? 
 
1  2  3  4 
 
4.5  …a job that allows me to decide my 
times or days of work? 
 
1  2  3  4 
 
4.6  …a job that allows me to choose 
how much work to take on? 
 
1  2  3  4 
 
   
Very      Not  satisfied 
satisfied  Satisfied  satisfied    at all 
 
5.1  …the amount of pay you receive? 
 
1  2  3  4 
 
5.2  …the interesting nature of the job? 
 
1  2  3  4 
 
5.3  …working independently? 
 
1  2  3  4 
5.4  …the interaction you have with 
people? 
 
1  2  3  4 
 
5.5  …the level of flexibility to choose 
your times and days of work? 
 
1  2  3  4 
 
5.6  …the level of flexibility to choose 
how much work to take on? 
 
1  2  3  4 
 
5.7  …the need to work during the 
‘evening and weekend’ hours? 
 
1  2  3  4 
 
4  Thinking about jobs in general, how important do you personally think each of the following aspects are 
in a job? 
 
♦ Please indicate your answer by circling the appropriate code. 
 
 
 
How important is … 
 
 
1023 
 
 
1024 
 
 
1025 
 
 
1026 
 
 
1027 
 
 
1028 
 
 
 
 
5  Now thinking about your interviewing job at NatCen, how satisfied are you with the following aspects of 
the job? 
 
♦ Please indicate your answer by circling the appropriate code. 
 
 
 
How satisfied are you with… 
 
 
1029 
 
 
1030 
 
 
1031 
 
 
1032 
 
 
1033 
 
 
1034 
 
 
1035 
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  Strongly      Strongly 
agree  Agree  Disagree  disagree 
 
6.1  Reluctant respondents should 
always be persuaded to participate. 
 
1  2  3  4 
With enough effort, even the most 
6.2  reluctant respondent can be 
persuaded to participate. 
 
1  2  3  4 
 
6.3 
An interviewer should respect the 
privacy of the respondent. 
 
1  2  3  4 
 
6.4 
If a respondent is reluctant, a refusal 
should be accepted. 
 
1  2  3  4 
 
6.5 
One should always emphasise the 
voluntary nature of participation. 
 
1  2  3  4 
 
6.6 
It does not make sense to contact 
reluctant target persons repeatedly. 
 
1  2  3  4 
 
6.6 
If you catch them at the right time, 
most people will agree to participate. 
 
1  2  3  4 
Respondents persuaded after great 
6.7  effort do not provide reliable 
answers. 
 
1  2  3  4 
 
 
  6  Below follows a series of statements on persuading respondents. To what extent do you agree or 
disagree with each of these. Interviewers may differ in their opinions about these strategies. There are 
no right or wrong answers. We are interested in your opinion, based on your experience as an 
interviewer. 
 
♦ Please indicate your answer by circling the appropriate code. 
 
 
 
 
 
1036 
 
 
 
1037 
 
 
 
1038 
 
 
 
1039 
 
 
 
1040 
 
 
 
1041 
 
 
 
1042 
 
 
 
1043 
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7.1  …is sometimes rude to others  1  2  3  4  5  6  7 
7.2  …does a thorough job  1  2  3  4  5  6  7 
7.3  …is talkative  1  2  3  4  5  6  7 
7.4  …worries a lot  1  2  3  4  5  6  7 
7.5  …is original, comes up with new ideas  1  2  3  4  5  6  7 
7.6  …has a forgiving nature  1  2  3  4  5  6  7 
7.7  …tends to be lazy  1  2  3  4  5  6  7 
7.8  …is outgoing and sociable  1  2  3  4  5  6  7 
7.9  …gets nervous easily  1  2  3  4  5  6  7 
7.10  …values artistic, aesthetic experiences  1  2  3  4  5  6  7 
7.11  …is considerate and kind to almost everyone  1  2  3  4  5  6  7 
7.12  …does things efficiently  1  2  3  4  5  6  7 
 
7.13  …is reserved  1  2  3  4  5  6  7 
7.14  …is relaxed and handles stress well  1  2  3  4  5  6  7 
7.15  …has an active imagination  1  2  3  4  5  6  7 
7.16  …prefers to stick with things that I know  1  2  3  4  5  6  7 
7.17  …is very aware of my surroundings  1  2  3  4  5  6  7 
7.18  …is good at sensing what others are feeling  1  2  3  4  5  6  7 
7.19  …is interested in many things  1  2  3  4  5  6  7 
7.20  …anticipates the needs of others  1  2  3  4  5  6  7 
7.21  …can tell a lot about people from how they live  1  2  3  4  5  6  7 
7.22  …has trouble guessing how others will react  1  2  3  4  5  6  7 
7.23  …senses others’ wishes  1  2  3  4  5  6  7 
7.24  …prefers variety to routine  1  2  3  4  5  6  7 
 
7  The following questions are about how you see yourself as a person. Please circle the number which best 
describes how you see yourself where 1 means ‘does not apply to me at all’ and 7 means ‘applies to me 
perfectly’. 
 
Please describe yourself as you generally are now, not as you wish to be in the future. Describe yourself 
as you honestly see yourself, in relation to other people you know of the same sex as you and roughly 
your age. 
 
 
I see myself as someone who . . .  1=Does not apply 
to me at all 
 
7=Applies 
perfectly to me 
1044 
 
1045 
 
1046 
 
1047 
 
1048 
 
1049 
 
1050 
 
1051 
 
1052 
 
1053 
 
1054 
 
1055 
 
 
 
 
 
I see myself as someone who . . .  1=Does not apply 
to me at all 
SPARE 1056-1060 
 
7=Applies 
perfectly to me 
1061 
 
1062 
 
1063 
 
1064 
 
1065 
 
1066 
 
1067 
 
1068 
 
1069 
 
1070 
 
1071 
 
1072 
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7.25  …tends to miss things that other people notice  1  2  3  4  5  6  7 
7.26  …knows what to say to make people feel good  1  2  3  4  5  6  7 
7.27  …respects the viewpoints of others  1  2  3  4  5  6  7 
 
7.28  …tends to use people’s body language to help me 
understand what they mean 
 
1  2  3  4  5  6  7 
7.29 
…often tells myself that I'll do an activity tomorrow, 
even when I have enough time to complete it today 
 
1  2  3  4  5  6  7 
 
7.30  …is always prepared 
 
1  2  3  4  5  6  7 
 
7.31  …avoids difficult reading material 
 
1  2  3  4  5  6  7 
 
7.32  …is always aware of how I present myself 
 
1  2  3  4  5  6  7 
 
7.33  …is never at a loss for words 
 
1  2  3  4  5  6  7 
 
7.34  …remains calm under pressure 
 
1  2  3  4  5  6  7 
7.35  …feels that others don't understand what I'm trying to 
say 
 
1  2  3  4  5  6  7 
 
7.36  …uses body language to help me get my point across 
 
1  2  3  4  5  6  7 
 
 
7.37  …sometimes realises that I’m not paying attention 
when others are speaking to me 
 
1  2  3  4  5  6  7 
 
7.38  …finds it difficult to persuade others 
 
1  2  3  4  5  6  7 
 
7.39  …sticks up for myself 
 
1  2  3  4  5  6  7 
 
7.40 
…feels overwhelmed by the amount of things that need 
to be done 
 
1  2  3  4  5  6  7 
 
7.41  …tends to mislay things 
 
1  2  3  4  5  6  7 
 
7.42  …likes to tackle complex problems 
 
1  2  3  4  5  6  7 
 
7.43  …catches on to things quickly 
 
1  2  3  4  5  6  7 
 
7.44  …can talk my way out of anything 
 
1  2  3  4  5  6  7 
 
7.45  …finds it difficult to organise tasks and activities 
 
1  2  3  4  5  6  7 
 
7.46  …adapts easily to new situations 
 
1  2  3  4  5  6  7 
 
7.47  …avoids ‘small talk’ 
 
1  2  3  4  5  6  7 
 
7.48  …listens to others, even if I disagree 
 
1  2  3  4  5  6  7 
 
 
I see myself as someone who . . .  1=Does not apply 
to me at all 
7=Applies 
perfectly to me 
1073 
 
1074 
 
1075 
 
 
1076 
 
 
1077 
 
 
1078 
 
1079 
 
1080 
 
1081 
 
1082 
 
 
1083 
 
 
1084 
 
 
 
 
 
I see myself as someone who . . .  1=Does not apply 
to me at all 
SPARE 1085-1090 
 
7=Applies 
perfectly to me 
 
1091 
 
 
1092 
 
 
1093 
 
 
1094 
 
 
1095 
 
 
1096 	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7.61  …is hard to convince 
 
1  2  3  4  5  6  7 
 
7.62  …regularly fills my time with unimportant tasks 
 
1  2  3  4  5  6  7 
 
7.63  …can manage many things at the same time 
 
1  2  3  4  5  6  7 
 
7.64  …likes to follow standard routines 
 
1  2  3  4  5  6  7 
 
7.65  …quickly bounces back from setbacks 
 
1  2  3  4  5  6  7 
 
7.66  …tends to finish what I start 
 
1  2  3  4  5  6  7 
 
7.67  …is good at explaining things to people 
 
1  2  3  4  5  6  7 
 
1097 
 
1098 
 
1099 
 
1100 
 
1101 
 
1102 
 
 
 
 
   
 
 
1103 
 
 
1104 
 
1105 
 
1106 
 
1107 
 
 
1108 
 
 
1109 
 
1110 
 
 
 
I see myself as someone who . . .  1=Does not apply 
to me at all 
7=Applies 
perfectly to me 
 
1115 
7.49  …says 'no' to requests from others at times, without 
feeling guilty 
 
1  2  3  4  5  6  7 
 
7.50  …sets goals and priorities for myself 
 
1  2  3  4  5  6  7 
 
7.51  …frequently forgets to do things 
 
1  2  3  4  5  6  7 
 
7.52  …comes up with new ways to do things 
 
1  2  3  4  5  6  7 
 
7.53  …likes to take time making decisions 
 
1  2  3  4  5  6  7 
 
7.54  …can't help but look upset when something bad 
happens 
 
1  2  3  4  5  6  7 
 
7.55  …expresses myself easily 
 
1  2  3  4  5  6  7 
 
7.56  …can talk others into doing things 
 
1  2  3  4  5  6  7 
 
7.57  …lets others make the decisions 
 
1  2  3  4  5  6  7 
7.58  …gets upset if others change the way that I have 
arranged things 
 
1  2  3  4  5  6  7 
 
7.59  …jumps into things without thinking 
 
1  2  3  4  5  6  7 
 
7.60  …pays little attention to my appearance 
 
1  2  3  4  5  6  7 
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8  This questionnaire has been sent to all interviewers who have carried out interviewing work for NatCen 
since 1 January 2006.  The following 2 sections are only applicable to those interviewers who have not 
stopped working for NatCen as an interviewer. 
 
Have you stopped working for NatCen as an interviewer? 
 
♦ Please indicate your answer by circling the appropriate code. 
 
Yes  1   Go to  18 
 
No  2   Go to  9  1122 
 
 
9  Apart from your interviewing work (at NatCen and elsewhere), do you currently do any other paid work? 
 
♦ Please indicate your answer by circling the appropriate code.   
 
Yes  1   Go to  10 
 
No  2   Go to  11  1123 
 
 
10  Is this other paid work usually at fixed times and on fixed days? 
 
♦ Please indicate your answer by circling the appropriate code.   
 
Yes  1 
 
No  2  1124 
 
 
11  Apart from paid work, do you currently have any other commitments at fixed times and on fixed days? 
 
Other commitments include unpaid work, volunteer work, religious services, caring for 
children/elderly/disabled relatives, study, classes, sports and other leisure activities. 
 
♦ Please indicate your answer by circling the appropriate code.   
 
Yes  1 
 
No  2  1125 
 
 
12  Did you answer ‘yes’ at either question 10 or question 11? 
 
♦ Please indicate your answer by circling the appropriate code.   
 
Yes  1   Go to  13 
 
No  2   Go to  14  1126 	 ﾠ 	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  09:00 
to 
10:00 
10:00 
to 
11:00 
11:00 
to 
12:00 
12:00 
to 
13:00 
13:00 
to 
14:00 
14:00 
to 
15:00 
15:00 
to 
16:00 
16:00 
to 
17:00 
17:00 
to 
18:00 
18:00 
to 
19:00 
19:00 
to 
20:00 
20:00 
to 
21:00 
 
Monday 
 
1127          
 
1133          
 
Tuesday 
 
1139            
1145          
 
Wednesday 
 
1151            
1157          
 
Thursday 
 
1163            
1169          
 
Friday 
 
1175            
1181          
 
Saturday 
 
1187            
1193          
 
Sunday 
 
1199            
1205          
 
 
 
13      Please indicate using a tick (9) the fixed times and days on which 
you are… (a) usually doing other paid work (other than interviewing 
work) or (b) usually carrying out other commitments. 
 
♦ Activities outside core interviewing hours (9:00-21:00) do not need to be marked on the grid. 
 
♦ Include partial hours 
 
 
 
 
 
1127-1138 
 
1139-1150 
 
1151-1162 
 
1163-1174 
 
1175-1186 
 
1187-1198 
 
1199-1210 
 
 
 
14  Are there any other times and days that you are usually unwilling to carry out interviewing work for 
NatCen? 
 
♦ Please indicate your answer by circling the appropriate code.   
 
Yes  1   Go to  15 
 
No  2   Go to  16  1211 	 ﾠ
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  09:00 
to 
10:00 
10:00 
to 
11:00 
11:00 
to 
12:00 
12:00 
to 
13:00 
13:00 
to 
14:00 
14:00 
to 
15:00 
15:00 
to 
16:00 
16:00 
to 
17:00 
17:00 
to 
18:00 
18:00 
to 
19:00 
19:00 
to 
20:00 
20:00 
to 
21:00 
 
Monday 
 
1212            
1218          
 
Tuesday 
 
1224            
1230          
 
Wednesday 
 
1236            
1242          
 
Thursday 
 
1248            
1254          
 
Friday 
 
1260            
1266          
 
Saturday 
 
1272            
1278          
 
Sunday 
 
1284            
1290          
 
  Very    Fairly   Not very  Not at all 
supportive  supportive  supportive  supportive 
 
16.1  Your supervisor? 
 
1  2  3  4 
 
16.2  Your team leader? 
 
1  2  3  4 
 
16.3  The project teams? 
 
1  2  3  4 
 
16.4  Your area manager? 
 
1  2  3  4 
 
16.5  Your deputy area manager? 
 
1  2  3  4 
 
 
 
15  Please indicate using a tick (9) the fixed times and days on which you are usually 
unwilling to carry out interviewing work for NatCen. 
 
♦ Times outside core interviewing hours (9:00-21:00) do not need to be marked on the grid. 
 
♦ Include partial hours 
 
 
 
 
 
1212-1223 
 
1224-1235 
 
1236-1247 
 
1248-1259 
 
1260-1271 
 
1272-1283 
 
1284-1295 
 
 
 
16  How supportive do you find the following people when you have a problem or need some 
advice… 
 
♦ Please indicate your answer by circling the appropriate code. 
 
 
 
 
 
1296 
 
1297 
 
1298 
 
1299 
 
1300 
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All in all, how satisfied are you with your job as a NatCen interviewer? 
 
♦ Please indicate your answer by circling the appropriate code. 
 
Very satisfied  1   
 
Quite satisfied 
 
2 
 
Neither satisfied nor dissatisfied 
 
3 
 
Quite dissatisfied 
 
4 
 
Very dissatisfied 
 
5 
 
1301 
 
18  If there is anything else you would like to tell us, please write in the box below. 
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Appendix	 ﾠ2:	 ﾠFactor	 ﾠanalyses	 ﾠ
	 ﾠ
1.  Personality	 ﾠtraits	 ﾠ
Four	 ﾠfactored	 ﾠscores	 ﾠfor	 ﾠeach	 ﾠinterviewer	 ﾠwere	 ﾠdevised	 ﾠusing	 ﾠthe	 ﾠPrincipal	 ﾠ
Component	 ﾠAnalysis.	 ﾠDirect	 ﾠOblimin	 ﾠrotation	 ﾠwas	 ﾠused	 ﾠas	 ﾠpersonality	 ﾠtraits	 ﾠare	 ﾠ
rarely	 ﾠindependent.	 ﾠFactor	 ﾠscores	 ﾠwere	 ﾠsaved	 ﾠusing	 ﾠthe	 ﾠAnderson-ﾭ‐Rubin	 ﾠmethod.	 ﾠ
The	 ﾠagreeableness	 ﾠpersonality	 ﾠtrait	 ﾠdid	 ﾠnot	 ﾠachieve	 ﾠa	 ﾠreliable	 ﾠCronbach’s	 ﾠAlpha	 ﾠ
coefficient.	 ﾠ	 ﾠ
Factors	 ﾠare	 ﾠas	 ﾠfollows:	 ﾠ
Openness	 ﾠ	 ﾠ
Cronbach’s	 ﾠAlpha	 ﾠ=	 ﾠ0.730	 ﾠ	 ﾠ
q715bg5o	 ﾠ has	 ﾠan	 ﾠactive	 ﾠimagination	 ﾠ
q710bg5o	 ﾠ values	 ﾠartistic,	 ﾠaesthetic	 ﾠexperiences	 ﾠ
q75big5o	 ﾠ is	 ﾠoriginal,	 ﾠcomes	 ﾠup	 ﾠwith	 ﾠnew	 ﾠideas	 ﾠ
q719bg5o	 ﾠ is	 ﾠinterested	 ﾠin	 ﾠmany	 ﾠthings	 ﾠ
q724bg5o	 ﾠ prefers	 ﾠvariety	 ﾠto	 ﾠroutine	 ﾠ
	 ﾠ
Neuroticism	 ﾠ
Cronbach’s	 ﾠAlpha	 ﾠ=	 ﾠ0.755	 ﾠ
q74big5n	 ﾠ worries	 ﾠa	 ﾠlot	 ﾠ
q79big5n	 ﾠ gets	 ﾠnervous	 ﾠeasily	 ﾠ
q714bg5n_rev	 ﾠ is	 ﾠrelaxed	 ﾠand	 ﾠhandles	 ﾠstress	 ﾠwell	 ﾠ
	 ﾠ
Conscientiousness	 ﾠ
Cronbach’s	 ﾠAlpha	 ﾠ=	 ﾠ0.703	 ﾠ
q7l2bg5c	 ﾠ does	 ﾠthings	 ﾠefficiently	 ﾠ
q72big5c	 ﾠ does	 ﾠa	 ﾠthorough	 ﾠjob	 ﾠ
q711bg5a*	 ﾠ is	 ﾠconsiderate	 ﾠand	 ﾠkind	 ﾠto	 ﾠalmost	 ﾠeveryone	 ﾠ
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Extraversion	 ﾠ
Cronbach’s	 ﾠAlpha	 ﾠ=	 ﾠ0.739	 ﾠ
q78big5e	 ﾠ is	 ﾠoutgoing	 ﾠand	 ﾠsociable	 ﾠ
q73big5e	 ﾠ is	 ﾠtalkative	 ﾠ
q713bg5e_rev	 ﾠ is	 ﾠreserved	 ﾠ
	 ﾠ
	 ﾠ
2.  Other	 ﾠpersonality	 ﾠtraits	 ﾠ
Ability	 ﾠto	 ﾠpick	 ﾠup	 ﾠcues,	 ﾠempathy	 ﾠand	 ﾠability	 ﾠto	 ﾠread	 ﾠother	 ﾠpeople	 ﾠwere	 ﾠall	 ﾠmerged	 ﾠinto	 ﾠone	 ﾠ
factor	 ﾠonly	 ﾠas	 ﾠfollows:	 ﾠ
Empathy,	 ﾠunderstanding	 ﾠothers	 ﾠ
Cronbach’s	 ﾠAlpha	 ﾠ=	 ﾠ0.781	 ﾠ
q728cue	 ﾠ uses	 ﾠpeople’s	 ﾠbody	 ﾠlanguage	 ﾠto	 ﾠhelp	 ﾠunderstand	 ﾠwhat	 ﾠthey	 ﾠmean	 ﾠ
q720emp	 ﾠ anticipates	 ﾠthe	 ﾠneeds	 ﾠof	 ﾠothers	 ﾠ
q723emp	 ﾠ senses	 ﾠothers’	 ﾠwishes	 ﾠ
q727emp	 ﾠ respects	 ﾠthe	 ﾠviewpoints	 ﾠof	 ﾠothers	 ﾠ
q726read	 ﾠ knows	 ﾠwhat	 ﾠto	 ﾠsay	 ﾠto	 ﾠmake	 ﾠpeople	 ﾠfeel	 ﾠgood	 ﾠ
	 ﾠ
3.  Person	 ﾠskills	 ﾠ
There	 ﾠwere	 ﾠfive	 ﾠcharacteristics	 ﾠin	 ﾠthis	 ﾠsection:	 ﾠtime	 ﾠmanagement,	 ﾠorganisation/attention	 ﾠ
to	 ﾠdetail,	 ﾠproblem	 ﾠsolving/reasoning,	 ﾠpresentation	 ﾠof	 ﾠself,	 ﾠadaptability/flexibility,	 ﾠ
resilience.	 ﾠIn	 ﾠtotal,	 ﾠseven	 ﾠfactors	 ﾠwere	 ﾠdevised	 ﾠbut	 ﾠonly	 ﾠthree	 ﾠwere	 ﾠchosen	 ﾠfor	 ﾠa	 ﾠfurther	 ﾠ
investigation.	 ﾠ
Efficiency	 ﾠ
Cronbach’s	 ﾠAlpha	 ﾠ=	 ﾠ0.702	 ﾠ
q765res	 ﾠ quickly	 ﾠbounces	 ﾠback	 ﾠfrom	 ﾠsetbacks	 ﾠ
q733flex	 ﾠ is	 ﾠnever	 ﾠat	 ﾠa	 ﾠloss	 ﾠfor	 ﾠwords	 ﾠ
q734res	 ﾠ remains	 ﾠcalm	 ﾠunder	 ﾠpressure	 ﾠ
q763org	 ﾠ can	 ﾠmanage	 ﾠmany	 ﾠthings	 ﾠat	 ﾠthe	 ﾠsame	 ﾠtime	 ﾠ
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Flexibility	 ﾠ
Cronbach’s	 ﾠAlpha	 ﾠ=	 ﾠ0.724	 ﾠ
q743flex	 ﾠ catches	 ﾠon	 ﾠto	 ﾠthings	 ﾠquickly	 ﾠ
q742prob	 ﾠ likes	 ﾠto	 ﾠtackle	 ﾠcomplex	 ﾠproblems	 ﾠ
q746flex	 ﾠ adapts	 ﾠeasily	 ﾠto	 ﾠnew	 ﾠsituations	 ﾠ
q752prob	 ﾠ comes	 ﾠup	 ﾠwith	 ﾠnew	 ﾠways	 ﾠto	 ﾠdo	 ﾠthings	 ﾠ
	 ﾠ
Attention	 ﾠto	 ﾠdetail	 ﾠ
Cronbach’s	 ﾠAlpha	 ﾠ=	 ﾠ0.754	 ﾠ
q741org	 ﾠ tends	 ﾠto	 ﾠmislay	 ﾠthings	 ﾠ
q751org	 ﾠ frequently	 ﾠforgets	 ﾠto	 ﾠdo	 ﾠthings	 ﾠ
q730org	 ﾠ is	 ﾠalways	 ﾠprepared	 ﾠ
q745org	 ﾠ finds	 ﾠit	 ﾠdifficult	 ﾠto	 ﾠorganise	 ﾠtasks	 ﾠand	 ﾠactivities	 ﾠ
q740time	 ﾠ feels	 ﾠoverwhelmed	 ﾠby	 ﾠthe	 ﾠamount	 ﾠof	 ﾠthings	 ﾠthat	 ﾠneed	 ﾠto	 ﾠbe	 ﾠdone	 ﾠ
q766org	 ﾠ tends	 ﾠto	 ﾠfinish	 ﾠwhat	 ﾠhe	 ﾠor	 ﾠshe	 ﾠstarts	 ﾠ
q759org	 ﾠ jumps	 ﾠinto	 ﾠthings	 ﾠwithout	 ﾠthinking	 ﾠ
	 ﾠ
4.  Interpersonal	 ﾠskills	 ﾠ
Communication	 ﾠskills	 ﾠ(incl.	 ﾠpersuasion)	 ﾠ
Cronbach’s	 ﾠAlpha	 ﾠ=0.763	 ﾠ
q756pers	 ﾠ can	 ﾠtalk	 ﾠothers	 ﾠinto	 ﾠdoing	 ﾠthings	 ﾠ
q744comv	 ﾠ can	 ﾠtalk	 ﾠhis	 ﾠor	 ﾠher	 ﾠway	 ﾠout	 ﾠof	 ﾠanything	 ﾠ
q755comv	 ﾠ expresses	 ﾠhimself	 ﾠor	 ﾠherself	 ﾠeasily	 ﾠ
q767comv	 ﾠ is	 ﾠgood	 ﾠat	 ﾠexplaining	 ﾠthings	 ﾠto	 ﾠpeople	 ﾠ
q738pers	 ﾠ finds	 ﾠit	 ﾠdifficult	 ﾠto	 ﾠpersuade	 ﾠothers	 ﾠ
q736comn	 ﾠ uses	 ﾠbody	 ﾠlanguage	 ﾠto	 ﾠhelp	 ﾠget	 ﾠhis	 ﾠor	 ﾠher	 ﾠpoint	 ﾠacross	 ﾠ
	 ﾠ
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Appendix	 ﾠ3:	 ﾠData	 ﾠacknowledgment	 ﾠ
	 ﾠ
The	 ﾠNTS	 ﾠdata	 ﾠincluding	 ﾠparadata	 ﾠwere	 ﾠreleased	 ﾠby	 ﾠNatCen	 ﾠon	 ﾠtwo	 ﾠoccasions.	 ﾠThe	 ﾠinitial	 ﾠ
data	 ﾠrelease	 ﾠincluded	 ﾠselected	 ﾠsurvey	 ﾠvariables	 ﾠfrom	 ﾠseven	 ﾠNTS	 ﾠcohorts	 ﾠbetween	 ﾠ2002	 ﾠand	 ﾠ
2008.	 ﾠThis	 ﾠdataset	 ﾠincluded:	 ﾠ
-ﾭ‐  selected	 ﾠsurvey	 ﾠresponses	 ﾠat	 ﾠthe	 ﾠhousehold	 ﾠlevel	 ﾠ
-ﾭ‐  selected	 ﾠsurvey	 ﾠresponses	 ﾠat	 ﾠthe	 ﾠindividual	 ﾠlevel	 ﾠ
-ﾭ‐  complete	 ﾠAdministrative	 ﾠBlock	 ﾠsection	 ﾠfor	 ﾠeach	 ﾠinterview	 ﾠ
-ﾭ‐  demographic	 ﾠquestions	 ﾠresponses	 ﾠat	 ﾠthe	 ﾠindividual	 ﾠlevel	 ﾠ
	 ﾠ
Survey	 ﾠdata	 ﾠwere	 ﾠlinked	 ﾠby	 ﾠNatCen	 ﾠwith	 ﾠMSOA	 ﾠindicators	 ﾠ(as	 ﾠdescribed	 ﾠin	 ﾠthe	 ﾠdata	 ﾠ
section),	 ﾠsupplied	 ﾠdirectly	 ﾠto	 ﾠNatCen	 ﾠby	 ﾠIan	 ﾠBrunton-ﾭ‐Smith	 ﾠto	 ﾠprevent	 ﾠthe	 ﾠdisclosure	 ﾠof	 ﾠthe	 ﾠ
actual	 ﾠMSOAs	 ﾠand	 ﾠpreserve	 ﾠthe	 ﾠanonymity	 ﾠof	 ﾠrespondents,	 ﾠi.e.	 ﾠthe	 ﾠarea	 ﾠwhere	 ﾠthey	 ﾠlive.	 ﾠ
NatCen	 ﾠalso	 ﾠsupplied	 ﾠdataset	 ﾠcontaining	 ﾠcomplete	 ﾠsurvey	 ﾠresponses	 ﾠto	 ﾠthe	 ﾠ‘Who	 ﾠis	 ﾠbehind	 ﾠ
the	 ﾠNatCen	 ﾠID	 ﾠcard?’	 ﾠquestionnaire.	 ﾠThe	 ﾠdataset	 ﾠincluded	 ﾠonly	 ﾠNatCen	 ﾠinterviewers	 ﾠwho	 ﾠ
worked	 ﾠon	 ﾠthe	 ﾠNTS.	 ﾠThe	 ﾠdataset	 ﾠwas	 ﾠanonymised	 ﾠand	 ﾠincluded	 ﾠthe	 ﾠID	 ﾠvariable	 ﾠthat	 ﾠ
allowed	 ﾠlinking	 ﾠinterviewers	 ﾠwith	 ﾠtheir	 ﾠrespondents	 ﾠin	 ﾠthe	 ﾠNTS	 ﾠdataset.	 ﾠFinally,	 ﾠa	 ﾠfile	 ﾠ
containing	 ﾠadministrative	 ﾠinformation	 ﾠon	 ﾠthe	 ﾠNTS	 ﾠinterviewers	 ﾠsuch	 ﾠas	 ﾠage,	 ﾠgender	 ﾠand	 ﾠ
tenure	 ﾠwas	 ﾠalso	 ﾠsupplied.	 ﾠAll	 ﾠdata	 ﾠin	 ﾠthe	 ﾠinitial	 ﾠdata	 ﾠrelease	 ﾠwere	 ﾠprepared	 ﾠand	 ﾠchecked	 ﾠby	 ﾠ
NatCen	 ﾠresearcher	 ﾠSusan	 ﾠNunn.	 ﾠ	 ﾠ
The	 ﾠsecond	 ﾠdata	 ﾠrelease	 ﾠincluded	 ﾠthe	 ﾠBlaise	 ﾠaudit	 ﾠtrail	 ﾠfor	 ﾠthe	 ﾠNTS	 ﾠ2011	 ﾠadministration.	 ﾠ
Each	 ﾠcase	 ﾠin	 ﾠthe	 ﾠdataset	 ﾠcontained	 ﾠfield	 ﾠname,	 ﾠtime	 ﾠspent	 ﾠin	 ﾠthe	 ﾠfield	 ﾠ(in	 ﾠseconds),	 ﾠwhether	 ﾠ
the	 ﾠhelp	 ﾠwindow	 ﾠwas	 ﾠbrought	 ﾠup,	 ﾠwhether	 ﾠthe	 ﾠinformation	 ﾠwas	 ﾠrefused,	 ﾠwhether	 ﾠthe	 ﾠ
‘Don’t	 ﾠknow’	 ﾠanswer	 ﾠwas	 ﾠprovided	 ﾠand	 ﾠfinally	 ﾠthe	 ﾠnumber	 ﾠof	 ﾠvisits	 ﾠto	 ﾠthe	 ﾠfield.	 ﾠ	 ﾠThe	 ﾠBlaise	 ﾠ
audit	 ﾠtrail	 ﾠwas	 ﾠsupplied	 ﾠfor	 ﾠthe	 ﾠhousehold	 ﾠreference	 ﾠperson	 ﾠat	 ﾠthe	 ﾠhousehold	 ﾠand	 ﾠ
individual	 ﾠquestionnaire	 ﾠlevels.	 ﾠThe	 ﾠmean	 ﾠnumber	 ﾠof	 ﾠcases	 ﾠper	 ﾠrespondent	 ﾠwas	 ﾠ318.	 ﾠThe	 ﾠ
actual	 ﾠsurvey	 ﾠresponses	 ﾠwere	 ﾠnot	 ﾠprovided	 ﾠbut	 ﾠinstead	 ﾠaccess	 ﾠwas	 ﾠgiven	 ﾠto	 ﾠthe	 ﾠNatCen	 ﾠ
data	 ﾠenclave	 ﾠand	 ﾠNTS	 ﾠ2011	 ﾠsurvey	 ﾠresults.	 ﾠUsing	 ﾠthe	 ﾠactual	 ﾠsurvey	 ﾠresponses	 ﾠsatisficing	 ﾠ
indicators	 ﾠwere	 ﾠcalculated	 ﾠ(as	 ﾠdescribed	 ﾠin	 ﾠPapers	 ﾠTwo	 ﾠand	 ﾠThree),	 ﾠwhich	 ﾠwere	 ﾠlinked	 ﾠ
with	 ﾠthe	 ﾠBlaise	 ﾠaudit	 ﾠtrail.	 ﾠResponses	 ﾠto	 ﾠdemographic	 ﾠquestions	 ﾠwere	 ﾠalso	 ﾠused	 ﾠto	 ﾠobtain	 ﾠ
certain	 ﾠrespondents	 ﾠcharacteristics	 ﾠsuch	 ﾠas	 ﾠgender,	 ﾠage	 ﾠand	 ﾠeducational	 ﾠattainment.	 ﾠAs	 ﾠin	 ﾠ
the	 ﾠfirst	 ﾠdata	 ﾠrelease	 ﾠthese	 ﾠwere	 ﾠlinked	 ﾠwith	 ﾠparadata	 ﾠon	 ﾠinterviewers	 ﾠand	 ﾠMSOA	 ﾠlevel	 ﾠ
variables.	 ﾠGerry	 ﾠNicolaas	 ﾠat	 ﾠNatCen	 ﾠconducted	 ﾠthe	 ﾠfinal	 ﾠdata	 ﾠlinking	 ﾠand	 ﾠchecking.	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ
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NatCen	 ﾠprovided	 ﾠthe	 ﾠNTS	 ﾠdatasets	 ﾠfor	 ﾠ2002-ﾭ‐2008	 ﾠand	 ﾠ2011,	 ﾠincluding	 ﾠassociated	 ﾠparadata,	 ﾠ
under	 ﾠthe	 ﾠagreement	 ﾠon	 ﾠaccess	 ﾠto	 ﾠcommercially	 ﾠsensitive	 ﾠdata	 ﾠto	 ﾠthird	 ﾠparties.	 ﾠThe	 ﾠdata	 ﾠ
obtained	 ﾠfrom	 ﾠNatCen	 ﾠare	 ﾠfor	 ﾠthe	 ﾠresearch	 ﾠpurpose	 ﾠof	 ﾠthis	 ﾠthesis	 ﾠonly	 ﾠand	 ﾠthe	 ﾠuse	 ﾠof	 ﾠthese	 ﾠ
data	 ﾠwill	 ﾠnot	 ﾠprejudice	 ﾠthe	 ﾠcommercial	 ﾠinterests	 ﾠof	 ﾠNatCen.	 ﾠThe	 ﾠdata	 ﾠis	 ﾠkept	 ﾠsecurely	 ﾠand	 ﾠ
treated	 ﾠwith	 ﾠconfidentiality	 ﾠand	 ﾠwill	 ﾠbe	 ﾠdestroyed	 ﾠon	 ﾠthe	 ﾠconclusion	 ﾠof	 ﾠthe	 ﾠresearch	 ﾠ
project.	 ﾠAny	 ﾠoutputs	 ﾠfrom	 ﾠthe	 ﾠdata	 ﾠsatisfy	 ﾠrelevant	 ﾠdisclosure	 ﾠcontrol	 ﾠpolicies.	 ﾠThe	 ﾠauthor	 ﾠ
of	 ﾠthis	 ﾠthesis	 ﾠwill	 ﾠsupply	 ﾠNatCen	 ﾠwith	 ﾠany	 ﾠbibliographic	 ﾠdetails	 ﾠof	 ﾠany	 ﾠpublished	 ﾠwork	 ﾠ
based	 ﾠon	 ﾠthis	 ﾠthesis	 ﾠand	 ﾠdata	 ﾠprovided	 ﾠby	 ﾠNatCen.	 ﾠ
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