Consider a finite population of hidden objects, and consider searching for them for one unit of time. Suppose that both the size and the discovery time of the objects have unknown distributions, and that the conditional distribution of time given size is exponential with an unknown non-negative and non-decreasing function of the size as the failure rate. Order restricted M.L.E.'s are derived for this function, other parameters are estimated, and the consistency of the estimates is shown.
Introduction
Consider searching for hidden objects (like a play of mineral deposits), in a finite population with unknown size N, at a certain cost, and receiving a reward depending on the sizes of the objects found. Let X1, X2,. . . ,X, denote the sizes, and T,, T2, . . . , TN the discovery times of the objects, in an infinite search. Suppose that (X,, T,) , (X2, T2), . ..Y (Xhh TN) are independent and identically distributed as (X, T) (nonnegative); and let F and G* denote the unknown distribution of X and conditional distribution of Tgiven X, respectively. Intuitively G*(t 1 x) should be non-decreasing in x, for each t. That is, it should be easier to find large objects than small ones.
There has been substantial recent interest in this general model. Barouch and Kaufman (1975) described models for exploring petroleum reserves, in which the probability of finding a pool is proportional to its size. Lynden-Bell (1971) , and Jackson (1974) derived nonparametric M.L.E.'s for Fand G*, in the case G*(t 1 x) = G* (tx) . Nicoll and Segal(l980) obtained M.L.E.'s for grouped data, for this model; Bhattacharya, Chernoff and Yang (1983) derived M.L.E.'s for conditional dis-tributions, based on a conditional likelihood function given the observed x-values, and derived nonparametric estimators of regression parameters in models similar to the one described earlier. Woodroofe (1985) obtained Lynden-Bell nonparametric estimates of F and G from a different perspective and showed their consistency (G being the unconditional distribution of XT in the model above). Here we study a class of models closely related to those in Kramer (1983) , under time censorship.
More precisely, G*(t lx) is considered to be of the form:
for t, x> 0 where H is a positive and non-decreasing function on (0, m). Section 2 of this paper describes the M.L.E.'s of H, N and F in the truncated case Tjs 1, i= 1,2, . . . . n, using the isotonic regression technique. An example is included there.
The consistency of the estimates is shown in Section 3.
Estimation
As mentioned earlier, this section deals with the derivation of nonparametric M.L.E.'s for F, H, and N in the truncated case TS 1. The primary interest is in a suitable estimation of H. Let n denote the number of i for which Tjs 1; and let XI,%, me*, x, and t,, t2 , . . . , t,, denote the sizes of the objects found and their discovery times. 
First, we maximize with respect of N, the portion of L that depends on N. Fix values of p and h. Then it is easily seen that the difference (N),
vanishes when N= N, = n/a and that the maximum occurs when N is an integer adjacent to N,. n Then using Stirling's formula,
The latter term is not highly sensitive to p, and h, when compared to L,. The M.L.E.'s of p and h are obtained from L, alone, a further approximation. To find them, fix an h for which h; > 0, i= 1,2, . . . , n. Then (2.12)
Then, u is a decreasing function, as is shown below; so, setting the partial derivatives equal to zero leads to the estimates h;l=u-'(t;), i= 1,2 ,..., n. (2.14)
But these estimates are unsatisfactory since they ignore the monotonicity of H. This problem is overcome by the isotonic regression method.
Letusrelabelthesamplesothatx,<x2<...<x,.Then,OIh,~h,r...rh,<cx, and Olt;i 1, i= 1,2, . . . . n. Let W; = -h;, i= 1,2 ,..., n, (2.15) It is easily seen that Olei<+ for all i=l,2,...,n and that I!?,=+ iff o;=O. To keep the estimators in the parameter space and to avoid problems with the end points, it is convenient to truncate them. Let c,, nz 1, be a sequence for which O<c,<+ for all n and c,+O as n-03. Then the 4 of (2.19) may be replaced by ($A (8 -c,) . Thus the estimators of Qt, &, . . . ,9, are taken to be
After this, it remains to invert u to obtain the order restricted M.L.E.'s of the hi's,
hj=u-'(8,), i= 1,2 ,..., n. (2.22)
Once h has been estimated, the M.L.E. of p is given by (2.10). We may substitute the estimate of h in (2.10.) and estimate p by Note. To estimate Fin the truncated case Tr 1, F#, the conditional distribution of X given TI 1 is estimated by F,#, the empirical distribution
( 2.24) where fi,Jx,)=h;, i-l,2 ,..., n, and p,, has jump at xi given by equation (2.23) above.
Example. The Rimbey-Meadowbrook reef play. As an illustration, the estimators are applied to estimate the total remaining reserve of an oil play. The data of this example come from the Rimbey-Meadowbrook reef chain located in central Alberta, Canada. This play has been investigated by many workers who proposed models to describe the play, estimate parameters like the population size N, and the size distribution F, and assess the remaining number of undiscovered pools and their potential.
They also examine the influence of size on the discovery sequence. Lee and Wang (1986), and Nair and Wang (1987) are good recent sources for such details, and may be consulted for further references. Here x is in millions of barrels.
Assuming that the search started in 1946 and ended in 1970, it lasted 9125 days. The time data were recorded in number of days to go along with algorithm (2.21). For computational convenience the time is reduced to the unit scale. The estimates are reported below and in Table 1 . Here c, = 0.05. The total remaining reserve is estimated to be 67.96 million barrels. This estimate is substantially higher than that of Nair and Wang (1987) which is 6.11 million barrels. On the other hand it is less than the estimates of Lee and Wang (1986) . Our purpose here, however, is more to illustrate the nature of the estimators than to enter a controversy about the oil play.
Consistency
Here the consistency of I?,, is established as a corollary of the consistency of the empirical distributions.
The properties of the least concave majorant (L.C.M.) are 
Oax51
For a proof of this lemma see Marshall (1970 Lemma 3.3 follows from the fact that the derivatives of concave functions converge whenever the functions do, and from Lemma 3.2, which supplies the uniformity.
Let us now introduce the notation needed in the proof of (3.3). Let x1,x2, . . . ,x, be the values of X1,X2, . . . . X, for which Tirl Proof of Theorem 3.1. It is enough to prove the result for e",. That follows by first proving max I&/n) -K,(j/n)I + 0 a.s., (3.10)
Isjsn then by using Lemma 3.3. To prove (3.10), first observe that by Marshall's lemma (Lemma 3. l),
(the maximum over ally is attained at one of thej/,). Therefore it is enough to show max lZ?n -K, / + 0. Let $(y) = HZ?~(JJ), and S,(y) = nK,(y). Then
is the sum of conditionally independent, zero mean random variables given
for each n andj. It follows easily that $(j/n) -S,(j/n) is a martingale in j for each n and that
15 jln, n (3.13)
for some constant c. So fixing n, and letting a,, = n-1'5,
and < -(by equation (3.13)) -n2E4 = $5 (3.14)
(3.15)
Hence by the Borel-Cantelli lemma, The following lemmas are needed in the proof. say, for all x. For x> 0, this follows from Lemma 3.5 since H(x)>0 for x>O and l/(1 -e-"') -+ l/(1 -eeH) uniformly by Theorem 3.1. The delicate part is at x= 0. Let all this possible. I am especially thankful to him for his guidance, his help, and his care throughout the research.
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