INTRODUCTION
Recently, to solve complex search problems of the real world, researchers have been drawing inspiration from nature especially bacterial growth. In recent years, bacterial foraging behavior of the E.Coli bacterium cells has been mimicked to become a rich source of potential engineering applications and computational model. Based on this concept, in 2002, Passino proposed a new evolutionary computation technique known as Bacterial Foraging Optimization Algorithm (BFOA) for distributed optimization and control [1] , [2] . So far, BFOA has successfully been applied in many research and application areas such as optimal control [1] , harmonic estimation [3] , transmission loss reduction [4] , active power filter synthesis [5] , Grid Scheduling [6] and learning of artificial neural networks [7] . However, Computer simulations over several numerical benchmarks [8] indicate that BFOA possesses a less efficient convergence behavior over multi-modal and rough fitness landscapes as compared to other algorithms inspired from evolution and natural genetics like genetic algorithms (GA) [9] and Differential Evolution (DE) [10] , and algorithms inspired from natural swarm like Particle Swarm Optimization (PSO) [11] . Its performance is also affected with the growth of search space dimensionality.
In order to overcome the drawbacks of this algorithm, hybridization of BFOA with other intelligence optimization algorithms appears to find approximate solutions to such problems. In 2007, Kim et al. proposed a hybrid algorithm involving GA and BFOA for function optimization [12] . Furthermore, in 2007 Biswas et al. proposed an improved hybrid BFOA namely Bacterial Swarm Optimization (BSO) [13] . BFOA was also hybridized by with another very popular optimization technique of current interest DE. This leads to a new algorithm named Chemotactic Differential Evolution (CDE) [14] .Then, in 2009, Dasgupta et al. proposed the adaptive BFOA (ABFOA) which ameliorates the chemotactic step height [15] . Panda and Naik [16] also presented, in 2012, a modified BFOA named Crossover Bacterial Foraging Otimization Algorithm (CBFOA) that inherits the crossover operator of genetic algorithm.
In this work, a new hybrid approach involving BFOA named Adaptive Chemotactic Bacterial Swarm Foraging Optimization with Differential Evolution Strategy (ACBSFO_DES) is introduced. This approach is centered essentially on the chemotaxis step of the BFOA process by creating a new proposed adaptive chemotactic step size, and by integrating the ideas of Particle Swarm Optimization velocity and Differential Evolution operators to update the movement of the bacterium. The ACBSFO_DES has shown its efficiency mainly with multi-modal and high dimensional functions and also in overcoming the problem of premature convergence. The performance of the proposed method is evaluated using several numerical benchmark problems [8] and is compared with those of related methods.
The remainder of this paper is organized as follows: Section 2 provides a brief literature overview of the bacterial foraging optimization algorithm. Section 3 describes the proposed hybrid optimization algorithm and its implementation in detailed. Section 4 describes the experimental set-up, the simulation strategies and discusses the numerical results on a suite of different numerical optimization problems. Finally, a conclusion is drawn in Section 5.
II. THE BACTERIAL FORAGING OPTIMIZATION ALGORITHM
It's a foraging strategy, where the bacteria try to climb up the nutrient concentration to avoid noxious substance and search for ways out of neutral media. The bacterial swarm proceeds through four principal mechanisms namely chemotaxis, swarming, reproduction and eliminationdispersal.
A. Chemotaxis
This process simulates the movement of an E.coli cell through swimming and tumbling via flagella. In this step, the bacterium changes its position only if the modified objective function value is less than the previous one. Biologically, an E.coli bacterium can move in two different ways. It can swim for a period of time in the same direction or it may tumble, and alternate between these two modes of operation for the entire lifetime. Suppose ߠሺ݅ǡ ݆ǡ ݇ǡ ݈ሻ represents i-th bacterium at j-th chemotactic, k-th reproductive and l-th eliminationdispersal step. C(i) is the size of the step taken in the random direction specified by the tumble (run length unit). Then in computational chemotaxis the movement of the bacterium may be represented by:
ߠሺ݅ǡ ݆ ͳǡ ݇ǡ ݈ሻ ൌ ߠሺ݅ǡ ݆ǡ ݇ǡ ݈ሻ ‫ܥ‬ሺ݅ሻ ‫כ‬ 
B. Swarming
A group of E.coli cells arrange themselves in a traveling ring by moving up the nutrient gradient when placed amidst a semisolid matrix with a single nutrient chemo-effecter. The cells, when stimulated by high level of succinate, release an attractant aspertate, which helps them to aggregate into groups and thus move as concentric patterns of swarms of high bacterial density. The cell to cell, signaling in E.coli swarm may be represented by the following function:
Where ‫ܬ‬ ሺߠǡ ܲሺ݅ǡ ݆ǡ ݇ǡ ݈ሻሻ is the cost function value to be added to the actual cost function. S is the total number of bacteria and p is the number of parameters to be optimized which are present in each bacterium. ߠ ൌ ሾߠ ଵ ǡ ߠ ଶ ǡ ǥ ǥ ǡ ߠ ሿ ் is a point in the D-dimensional search domain. ݀ ௧௧௧௧ , ‫ݓ‬ ௧௧௧௧ , ݄ ௧ and ‫ݓ‬ ௧ are different coefficients that should be chosen properly [1, 9] .
C. Reproduction
To keep a constant population size, the least healthy bacteria die. The remaining bacteria (those yielding higher value of fitness function) are allowed to split into two bacteria in the same place. This step helps to ignore nutrientpoor regions and focuses on the right areas.
D. Elimination and dispersal
Gradual or sudden changes in the local environment where a bacterium population lives may occur due to various reasons, e.g. a significant local rise in temperature may kill a group of bacteria that are currently in a region with a high concentration of nutrient gradients. Events can take place in such a fashion that all the bacteria in a region are killed or a group is dispersed into a new location. To simulate this phenomenon in the BFOA, some bacteria are liquidated at random with a very small probability while the new replacements are randomly initialized over the search space.
III. THE ADAPTIVE CHEMOTACTIC BACTERIAL SWARM FORAGING OPTIMIZATION WITH DIFFERENTIAL EVOLUTION STRATEGY
In this work, to ameliorate the convergence behavior of bacteria near the global optima, the classical BFOA was hybridized with some other well known evolutionary algorithms like PSO and DE. Also, the chemotactic step size taken by a bacterium was adjusted to avoid false convergence. This combination of hybridization can prove to be very effective in tackling many difficult optimization problems on which the classical algorithms perform poorly.
A. Particle Swarm Optimization
Particle swarm optimization is a population-based stochastic optimization method developed by Eberhart and Kennedy [11] in 1995. This technique was inspired by social behavior of bird flocking and fish schooling. The particles in the swarm cooperate. They exchange information about what they've discovered in the places they have visited. In each time step, a particle has to move to a new position. It does this by adjusting its velocity. This velocity is updated according to the global best position and the best position of each particle. The velocity and position update equations of the i-th particle in the swarm may be given as follows:
Where: ܸ (t): Velocity of agent i at iteration t. w: Weighting Function. C 1 and C 2 : acceleration/weighting factors. R 1 and R 2 : random number between 0 and 1. ܺ (t): Current position of agent i at iteration t. pbest: best position found by i-th particle (local best). gbest: best position found by swarm (global best).
B. The Proposed Adaptive Bacterial Foraging Optimization Algorithm
In computational chemotaxis, the bacterium moves by an amount of "C*ǻ" if the objective function value is reduced for new location. C is the size of a chemotactic step taken by the bacterium (size of movement), and ǻ define the random direction of the movement. According to the original BFOA, C is assumed to be constant. A chemotactic step size C varying as the function of the current fitness value and the global best fitness value is expected to provide better convergence behavior as compared to a fixed step size. So to get a better improvement, the parameter J best was introduced in the adaptation equation of the step size C in the following way:
S is the new adaptive chemotactic step size and J best is the objective function value for the globally best bacterium. From (5), we can see that if ȁ‫ܬ‬ሺߠሻ െ ‫ܬ‬ ௦௧ ȁ is large, then the bacterium is far away from the global best, so S will also be large. On the other hand, if ȁ‫ܬ‬ሺߠሻ െ ‫ܬ‬ ௦௧ ȁ is small, then the bacterium is very close to the global best and consequently S will also be small. Using this new adaptation of the chemotaxis step size, the bacterium with better function value (in a nutrient-rich zone) will try to take a smaller step and retain its current position. However, the bacterium located at a poor nutrient region of the fitness landscape will take large step sizes to attain better fitness.
C. The adaptive differential evolution algorithm
Differential Evolution (DE) is a stochastic evolutionary optimization technique which has been proposed by Storn and Price [10] . It has been applied to different engineering problems in different areas for many reasons, such as its simplicity, its faster convergence and its robustness. Seen that DE is a population-based algorithm, its process is based on the typical evolutionary operators: mutation, crossover and selection. In this study, the DE algorithm is used as follows:
1) Mutation
At each iteration, new vectors are generated by the combination of vectors randomly chosen from the current population. In our contribution, the strategy "\DE/best/1" is used according to the equation:
Where ܸ ݅ǡ‫ܩ‬ is the mutant vector and ܺ ݅ǡ‫ܩ‬ is the target vector. ܺ ‫ܩ‪ǡ‬ݐݏܾ݁‬ is the best individual vector with the best fitness function value in the population at generation G. ܺ ‫ݎ‬ ͳ ݅ ǡ‫ܩ‬ and ܺ ‫ݎ‬ ʹ ݅ ǡ‫ܩ‬ are randomly chosen from the current population such that ‫ݎ‬ ଵ ‫ݎ‬ ଶ i. F is a scaling factor.
2) Crossover (Recombination)
The new vectors are then mixed with a predetermined target vector to get a trial vector according to the equation:
Where: ‫ݑ‬ ǡீ is a trial vector generated, j rand is a randomly chosen integer in the range [1, D] and CR is a constant within the range [0, 1].
3) Adaptive Selection
After undergoing the crossover step and before doing selection, the trial vector ܷ ǡீ obtained was inserted into (1).
In the same time, hybridization with PSO and amelioration of chemotactic step size are made separately then together as follows:
• First of all, we integrate the updated velocity operator of the PSO algorithm defined in (3) into (1):
• Second, the amelioration of the chemotactic step size S described by (5) was also introduced and coupled with the trial vector ‫ݑ‬ ǡீ as follows:
• Third, the trial vector ‫ݑ‬ ǡீ obtained by the crossover step of DE, the new adaptive chemotactic step size S(i) and the velocity operator borrowed from PSO to update the tumble direction are all integrated together in (1):
• 
D. The Adaptive Chemotactic Bacterial Swarm Foraging Optimization with Differential Evolution Strategy
To get the best convergence for our functions, we hybridize all the principal ideas already mentioned. After undergoing a chemotactic step of the BFO algorithm, each bacterium takes the mutation and crossover steps of the DE algorithm. Then, the result vector obtained was firstly coupled with the velocity operator of PSO algorithm, and then with the updated step size factor. Finally, a selection step of DE algorithm was introduced in a modified way to select the best vector result. Consequently, this combination leads to a new global hybrid optimization algorithm named ACBSFO_DES.
This new hybridization aims to gather and make use of the BFOA ability in finding a new solution by elimination and dispersal steps, the PSO ability to exchange social information, the robustness of the DE in the global search and the convergence speed of the adaptive BFOA.
In ACBSFO_DES, the bacterium moves by an amount of ameliorated "C*ǻ" if the objective function value is reduced for new location. The updating of movement is determined by (8), (9) or (10).
Below, we briefly provide a description of the parameters of ACBSFO_DES algorithm (Table 1 ) and its pseudo-code. 
IV. EXPERIMENTAL STUDIES
To fully evaluate the performance of our new technique and the other algorithms, a big number of well-known standard benchmark functions of varying complexity were employed [8] . All tested functions are two dimensional except the "Hartman" function which is 3-dimensional function. Also "Power Sum" and "Shekel" functions are 4-dimendional functions.
A. Experimental setting
In order to make the comparison fair enough, the populations for all the considered algorithms (for all problems tested) were initialized using the same random seeds. The best-suited sets of parameters employed in the simulation study are chosen after a series of tuning experiments. These parameters are given below: 
ABFOA used in [14]
The proposed ABFOA C become adaptive as suggested in [14] become adaptive as suggested in (5) Ȝ 400 5000
The same parameters values were used for ABFSO_CDE.
B. Results and discussions
For all tables of results obtained, 10 independent runs of each of the eight algorithms were executed for a given function of a given dimension. The tests results obtained are used to compare the effectiveness of all competitor algorithms with respect to two measures of performance which are solution quality and convergence speed (through the number of Function Evaluations FEs marked). 1) Table 6 : it makes a comparison between the different algorithms on quality of the optimum solution over well known benchmarks functions. The mean, the best-of-run values and the standard deviation (within parenthesis) of 10 independent runs for each of the competitor algorithms BFOA, Proposed ABFOA and ACBSFO_DES were presented in Table 6 . The best solution in each case has been marked in bold. From Table 6 , it may be observed that the performance of the two ameliorated variants of BFOA remained consistently superior to that of the classical BFOA over all benchmark problems. Also, we can see that the ACBSFO_DES proved its superiority for all existing algorithms and showed great performances with all test benchmark functions. average, the best-of-run values and the standard deviation (in parenthesis) for 10 independent runs tested on benchmark functions 2) Table 7 : In order to compare the speed of the algorithms, different numbers of Function Evaluations (FEs) were noted to express the complexity of the different algorithms. In table 7, we fixed the cut-of value (the error) equal to 10.00e-010, then we evaluate the number of Function Evaluations FEs (for 10 independent runs) required by each of the competitor algorithms to reach the prescribed given cut-of value. The entries marked "NA" (Not Applicable) in this table, imply that no run of the corresponding algorithm converged to the cut-of value within the maximum number of FEs allowed (the maximum number of FEs used is 3,000,000). Table 7 shows, for all test functions and all algorithms, the number of FEs necessary to find the optimum solution previously fixed within a given tolerance or cut-of value. From simulations and results, it's remarkable that our proposed method generally reduces the number of FEs to reach the given cut-of fitness value as compared with the other BFOA variants and as compared with PSO and DE algorithms. 
C. Comparisons with other contributions
For a real fair experimentation study, the algorithm ABFSO_CDE was compared with three other contributions.
The first one which is described in [15] proposed two adaptive BFOA schemes (ABFOA 1 and ABFOA 2 . The second contribution is described in [14] . It presented the hybridization of BFOA with the DE algorithm. This leads to the Chemotactic Differential Evolution algorithm (CDE). The third contribution is described in [17] and it proposed two other adaptive BFOA schemes (ABFOA 0 and ABFOA 1 ). Results of some of those algorithms (mentioned in [14] , [15] and [17] ) are integrated in table 8 to be compared with the results of ACBSFO_DES algorithm. Our tests suite includes 5 well-known benchmark functions [8] of varying complexity and varying dimensions. In Table 8 , Dim represents the dimension of the search space. In order to make the comparison fair enough, the same parameters of BFOA in [14] , [15] and [17] are used in the ACBSFO_DES algorithm. The experimentation results obtained affirm the discussion already made. From table 8, it is remarkable that always and in all cases, the new hybrid ACBSFO_DES algorithm possesses the best results as compared with the other variants of BFOA of other contributions. And although functions are high dimensional and multi-model, our new technique has proved its height efficiency. 
