Abstract We study seismic noise recorded in the northeast of the Netherlands by beamforming and by using empirical Green's functions obtained by seismic interferometry. From beamforming we found differences in noise directions in different frequency bands. The main source region for primary microseisms (0.05-0.08 Hz) is in the west-northwest direction, while the secondary microseisms (0.1-0.14 Hz) have a west-southwest back azimuth. Furthermore, we observed a fast (∼4 km=s) arrival corresponding to the Rayleigh wave overtone. This arrival is also in the secondary microseism band (between 0.15 and 0.2 Hz), but has a west-northwest back azimuth. Both arrivals in the secondary microseism band gain in strength during winter, as does the average wave height in the North Atlantic. We measured phase velocity dispersion curves from both beamforming and noise cross-correlations, as well as group velocity from the latter. These are then jointly inverted for an average 1D S-wave model. The results show how the combination of different methods leads to a more complete characterization of the propagation modes and an improved knowledge of the subsurface, especially as the group velocity measurements increase the upper frequency limit of analysis, providing valuable information of the shallowest subsurface.
Introduction
Array studies of microseismic noise have gained increasing attention in recent years. This is partly because land-based measurements can be used for monitoring ocean waves in areas where no buoy data are available (Bromirski et al., 1999) . More importantly, by cross-correlating seismic noise measured at two locations, one can study the wave propagation between the two stations. Many useful applications of this principle have been proposed since its first demonstration in seismology (e.g., Gouédard, Stehly, et al., 2008; Snieder et al., 2009; Wapenaar, Draganov, et al., 2010; Wapenaar, Slob, et al., 2010) . Tomography using surface waves measured from empirical Green's functions has become a valuable tool for determining high-resolution crustal structures. An important assumption in Green's function retrieval is that of an isotropic noise field, which is generally not valid. A good understanding of the characteristics and distribution of seismic noise is therefore necessary for ambient noise tomography. Microseisms, the continuously excited background oscillations present in seismogram recordings, are mainly caused by ocean disturbances and dominate the noise content in the frequency band that was considered in this study (0.05 to 1 Hz). Microseisms mainly consist of fundamental mode surface-wave energy (Bonnefoy et al., 2006) ; therefore, the majority of noise correlation studies only recover the fundamental mode surface wave. Recently, several studies reported the measurement of overtones (Harmon et al., 2007; Nishida et al., 2008; Brooks et al., 2009; Yao et al., 2011) or body waves (Roux et al., 2005; Draganov et al., 2007; Gerstoft et al., 2008; Draganov et al., 2009) . The dominant spectral amplitude of ambient seismic noise is between 0.05 and 0.2 Hz. A distinction is often made between the primary microseisms (0.05-0.08 Hz) and the often stronger, secondary microseisms (0.1-0.2 Hz). Primary microseisms have frequencies similar to the dominant ocean waves, while secondary microseisms have a dominant frequency twice as high. Both are related to ocean and atmospheric disturbances, but can have different origins because of differences in source mechanisms. Longuet-Higgins (1950) showed that nonlinear ocean-wave interaction can cause pressure oscillations at twice the frequency of the ocean waves, therefore likely to be the cause of secondary microseisms. A requirement for this interaction is that ocean waves travel in (nearly) opposite directions, for example, due to coastal reflection of ocean waves (Haubrich and McCamy, 1969) . Previous studies demonstrated that the power and back azimuth of microseisms are indeed correlated with ocean-wave heights (e.g., Essen et al., 2003; Chevrot et al., 2007) , and even to individual storms (Bromirski, 2001) or hurricanes (Gerstoft et al., 2006) . Kedar et al. (2008) combined information from wave interactions with bathymetry to model the most likely source areas for secondary microseisms. In general, while the secondary microseisms seem to be generated by both coastal and deep ocean sources (Haubrich et al., 1963; Bromirsky and Dunnebier, 2002; Tanimoto et al., 2006; Chevrot et al., 2007) , most studies indicate a shallow origin for the primary microseisms (Hasselman, 1963; Cessaro, 1994; Gerstoft and Tanimoto, 2007) . Stehly et al. (2006) , however, found primary microseisms generated in midocean, by backprojecting the crosscorrelation functions.
Even though the original assumption of an isotropic noise field is generally not met, strongly directional noise is not an insurmountable problem for Green's function extraction. Convergence to the directly travelling part of the Green's function is faster, and weak arrivals are more likely to be retrieved if the noise is directional (Kimman and Trampert, 2010) , as long as the interstation paths are approximately in line with the dominant source direction. If the azimuthal source coverage is very narrow but in line, a small phase error (up to π=4) can occur for interstation paths smaller than three wavelengths (Tsai, 2009) . Even interstation paths slightly off the dominant source direction can still produce remarkably accurate cross-correlation functions (figs. 5, 6 in Kimman and Trampert, 2010; fig. 10 in Pedersen et al., 2007) .
We used a combination of beamforming and the crosscorrelation technique to determine the nature of the microseisms and obtain a 1D shear wave speed structure beneath the studied area. To identify the noise content, we installed a temporary array in the northeast of the Netherlands (Fig. 1) . Noise can be expected to originate from both the nearby North Sea, as well as the Atlantic Ocean. The North Atlantic Ocean is well-known for its capacity to generate microseisms that can be measured in Europe and North America (Essen et al., 2003; Kedar et al., 2008) , especially during winter times (Stehly et al., 2006) . Schmalfeldt (1978) located primary microseisms acting near the German coast, while the secondary microseisms originated near the Norwegian coast. This area was also found to be a strong generator for microseisms by Friedrich et al. (1998) , Essen et al. (2003) , and others. Darbyshire (1991) furthermore described secondary microseism sources in the North Channel and the Bristol Channel with arrays located in Wales.
Data and Preprocessing
We aim at a higher resolution compared with standard (crustal) noise studies, having wavelengths down to less than 1 km, which means analyzing higher frequencies and shorter interstation distances. However, for dispersion analysis the frequency band should not be too narrow. To compromise between these constraints, the 15 broadband (Trillium 120P) seismometers were placed in a circular configuration, so that the interstation distances varied between 3.1 and 46.6 km. The stations were roughly positioned in four radii (2.5, 8, 15 , and 23 km) centered in the Annerveen region in the Netherlands (53.085°N, 6.765°E; see Fig. 1 ). This configuration provides a wide range of interstation distances, as well as a reasonably evenly distributed azimuthal coverage (Fig. 1c) . The recording was continuous from September 2007 until June 2008. Figure 1d shows the resulting array response for an incoming plane wave with back azimuth of 315°and a frequency of 0.15 Hz, travelling at 2:5 km=s. By analyzing the response over a range of slownesses and frequencies, we estimate that beamforming measurements from the array are reliable in the frequency band between 0.05 and 0.35 Hz. Slownesses and azimuths retrieved for frequencies lower than 0.05 Hz suffer from low resolution, while at higher frequencies the response suffers from spatial aliasing.
The vertical component displacement data are preprocessed in 12-hr segments. These are corrected for trend and mean, after which the instrument response is removed, and a 4-point zero-phase band-pass Butterworth filter is applied (corner frequencies 0.025 and 4 Hz). The data are subsequently downsampled (to 8 Hz sampling rate) and frequencyequalized by inversely weighting the complex signal with a smoothed version of the amplitude spectrum.
Beamforming Output
To interpret the retrieved Green's functions, it is essential to have a good understanding of the distribution of the noise sources (Marzorati and Bindi, 2008; Koper et al., 2009; Yao et al., 2009) . We analyzed the noise source distribution with beamforming (e.g., Rost and Thomas, 2002; Tanimoto and Prindle, 2007; Gerstoft and Tanimoto, 2007) . We use a frequency-domain beamforming (FDB) algorithm based on Lacoss et al. (1969) .
This produces an estimate of the frequency-wavenumber (f-k) power spectrum of the noise field by calculating for each frequency, the power of the noise field along azimuths of synthetic plane waves with a range of wavenumber vectors k. This is done under the assumption that the heterogeneity across the array can be ignored. Instead of calculating the power as a function of the horizontal wavenumbers, we use the fact that the horizontal slowness is proportional to the magnitude of the wavenumber vector, while the back azimuth gives its direction. The FDB output is then a 3D volume of frequency, horizontal slowness, and back azimuth. We show two types of displays from this volume: (1) cross-section slices with constant frequency-bins, and (2) slowness-bin slices. The former is the standard beamforming output, while the latter emphasizes the difference in directionality of the microseism sources at different frequencies. In this case, we consider the sum over all slownesses.
In the process of Green's function retrieval, the crosscorrelations are averaged over long periods of time. We therefore investigate long time averages of the source distribution. Figure 2 shows the beamforming output as a function of slowness and back azimuth for three different frequencies for the month of January. The data were averaged over all earthquake-free days. The selected frequencies correspond to the primary microseism (0.07 Hz) and two peaks in the secondary microseism band (0.12 and 0.16 Hz). We note that the primary microseism signal (Fig. 2a ) has a maximum in the western direction, but is present over a large backazimuth range. The secondary microseism signal ( Fig. 2b ) source distribution is more localized. The source is located to the west-southwest, with its associated wave field travelling at around 2:5 km=s. At 0.16 Hz, we see a shift in back azimuth. A clear maximum can be seen, corresponding to travelling waves with a velocity of nearly 4 km=s and originating from a source with a back azimuth of 290°. Such a fast velocity could be an indication of higher-mode Rayleigh waves. The difference in characteristics between 0.12 Hz and 0.16 Hz is better visualized if we plot the radial axis of the beamforming output as a function of frequency instead of slowness. This is shown in Figure 3 for each of the available nine months of data. The figure shows the sum of the FDB output power over slownesses in the range of 0:5-0:2 s=km as a function of frequency and back azimuth. Distinct variations of directionality with frequency are clearly visible. Three peaks can be recognized, corresponding to the primary and secondary microseisms, the latter composed of two distinct peaks. The strength of the primary microseisms stays roughly constant. The relative strength of the secondary microseisms builds up during winter. Figure 4 shows the backprojected dominant source directions for January 2008. The solid lines indicate the directions associated with the maximum average power for the primary microseismic source (P) and two secondary microseismic sources (S1 and S2). While the array has the closest proximity to the coast to the north, the primary microseism back azimuth is dominated by a west-northwest direction. Excitation of the primary microseisms is in the broad range between 270°and 360°. Stehly et al. (2006) report a similar west-northwest directionality (from cross-correlation amplitudes) from an array covering western Europe. Under the generally accepted notion that the primary microseism often have a shallow origin, we consider the nearby North Sea coast as the most likely candidate for the generation of primary microseisms.
In Figure 5 we show the average wave height for the same months corresponding to Figure 3 (Swail et al., 2006) . Both the average pattern and the strength with time seem to correspond roughly to the secondary microseisms. Essen et al. (2003) find a predominant source region off the coast of Norway for the secondary microseisms recorded in Germany. We observe, however, a more western directionality (or even west-southwest for some months) for secondary microseisms travelling through our array. Storms near the British coast (Fig. 5) are possible sources for this secondary microseism, with the likely mechanism to be opposing Figure 4. Backprojection of the azimuths of the beamforming maxima for the month of January. We considered the primary (P) and two secondary (S1, S2) microseism maxima, backprojected along the great-circle path.
waves, which generally cause (1) a higher amplitude peak and (2) a peak close to twice the primary frequency (which is mostly true for S1). The English Channel has a geometry that lends itself well to the necessary interference of oppositely travelling ocean waves, described by Friedrich et al. (1998) . The relative high-frequency content of the fast arrival suggests it is generated by a mechanism in which the natural spread of wave energy generates interactions between the spectral components of a single active sea; hence, no opposing waves are necessary for this interaction (Kibblewhite and Ewans, 1985) . The transition from a deep-water approach to a narrow continental margin was suggested to be the explanation for the occurrence of higher modes in the study of Brooks et al. (2009) . The frequency range where we observe a possible higher mode corresponds to theirs. Also, other previous studies (Harmon et al., 2007; Yao et al., 2011) reported the observation of higher modes between 0.14 and 0.28 Hz. Kedar et al. (2008) described how microseisms can be generated from nonlinear ocean-wave interaction in the Atlantic Ocean, where bathymetry is an important factor. More work is needed, however, to explain the excitation of the higher modes predominantly in this frequency band. Kedar et al. (2008) furthermore show an area south of Greenland to be a main contributor to (secondary) microseisms in the North Atlantic. The back azimuth to this region from our array is 290°-300°, corresponding with the third peak (S2) in Figure 3 . However, the largest wave heights during the winter period have occurred in the Rockall Plateau/Rockall Through region (the northwest of Ireland) (same back azimuth, Fig. 4) . Furthermore, the latter region also contains a narrow continental margin with steep differences in bathymetry. Therefore, this area is likely to be the source for the generation of higher mode microseisms. Further studies using more than one array should pinpoint the noise source more precisely.
Empirical Green's Functions
As already mentioned, the data are preprocessed into 478 half-daily traces. To obtain empirical Green's functions, the traces are 1-bit cross-correlated in short time segments (156 s) with overlapping windows (of 62.5 s). These are linearly stacked to form 478 cross-correlation functions. If the mean amplitude of the short time segment is larger than a specific threshold (six times the root mean square [rms] amplitude, averaged over the half-day), the segment is rejected. This is done (additionally to taking the 1-bit Figure 5 . The average wave height in the North Atlantic per month, over the recording period (Swail et al., 2006) . correlation) to prevent bias from local noise, teleseismic events, and induced microseismicity that is commonly present in the region due to hydrocarbon exploration (van Eck et al., 2006) . In the frequency domain, the empirical Green's function is given by
where is complex conjugation, and h i stands for averaging of the spatial ensemble of sources (Wapenaar and Fokkema, 2006) , because we correlate noise displacements (u) resulting from sources that act simultaneously in time.
G im x A ; x B ; ω is the displacement Green's function in the i-direction at location x A , due to an impulsive point force in the m-direction at location x B . Because the amplitude cannot be expected to be retrieved accurately, we neglect the source spectrum and the frequency dependent amplitude factor Aω that should theoretically be considered (Halliday and Curtis, 2008; Kimman and Trampert, 2010) . As equation (1) implies, a negative time derivative (iω in the frequency domain) is required to obtain the empirical Green's function from the noise cross-correlation function. We treat the causal and anticausal part of the crosscorrelation functions separately (they are not averaged). The resulting 478 half-days are stacked with a (time-frequency) phase-weighted stacking technique (Kimman, 2011; Schimmel et al., 2011) . A phase-error up to π=4 can occur, depending on the source distribution (Lin et al., 2008; Tsai, 2009) . If the average interstation distance D is larger than roughly three wavelengths, a coverage of 25°around the stationary phase azimuth is sufficient for the resulting phase velocity errors to be small (Kimman and Trampert, 2010) . Although Lin et al. (2008) show this not to be a problem for the majority of measurements, to be on the safe side, we filtered out the early arriving energy in the time-frequency domain, for which 2.5 wavelengths are less than the interstation distance D. [This corresponds to anything arriving before 2:5=t · f in the time (t)-frequency (f) domain.] Therefore, we assume that the π=4 term occurring in the Green's function has been retrieved correctly, and we apply this phase shift to the seismograms to maintain only the phase difference between two stations due to propagation. The retrieved empirical Green's functions are plotted as a function of distance in Figure 6 .
The correlation gather shows a fast low-frequency dispersive arrival. At higher frequencies (> 0:5 Hz), a dominant phase of approximately 550-600 m=s can be traced across the array. Also, an even slower (very weak) arrival appears across the shortest interstation distances, with an apparent speed of 320-350 m=s. Our region of interest is characterized by soft sediments in the uppermost kilometers (TNO-NITG, 2004) . For surface waves this leads to a large velocity drop between low-frequency waves sensitive to the crust (and deeper) and frequencies confined, and sensitive only, to the first few hundreds of meters depth. Estimating the structural characteristics below the array in terms of surface wave modes can give insight in determining the modal composition of the noise wave field. We will estimate the 1D averaged velocity profile by an inversion of the average dispersion curves.
Dispersion Measurements Phase Velocity from Beamforming
The beamforming output is a 3D array Ac; f; ϕ, describing the average phase velocity c as a function of frequency f, corresponding to different back-azimuths ϕ. Hence, we can pick a dispersion curve from this volume. In Figure 7 , we plot the Rayleigh wave phase velocities from December and January, for the dominant back azimuths of both the 275°-305°(west-northwest) and 235°-265°(westsouthwest) range. Based on the power of the beamforming estimate (Fig. 3) , the green curves indicate the phase velocity of the first secondary microseism S1, between 0.1 and 0.14 Hz; the red curves show the dispersion curves below (P), and above (S2) in this frequency range. There is good consistency at the lower frequencies, and the transition between P and S1 (∼0:1 Hz) is rather smooth. At 0.14-0.23 Hz, the S2 microseism signal is characterized by high velocities. (A slower, secondary maximum is not observed.) We will show that the jump at 0.15 Hz is the transition of the fundamental mode to the first overtone.
Phase Velocity from Empirical Green's Functions
We measure the average phase velocity as a function of frequency over the complete gather of retrieved interstation Green's functions. Therefore, we again make the approximation of a plane wave travelling in a 1D-layered medium, and transform the gather to the f-k domain. First, the Green's functions are (zero-phase) band-pass filtered (between 0.05 and 0.4 Hz), and a cosine taper is applied to select the timewindow between velocities travelling with an upper and lower limit (here 1.2 and 4:5 km=s; green triangle in Fig. 6 ).
We include the interstation paths that are in the main noise direction, 290° 45°. The maximum coherence in the f-k domain is analyzed to estimate the velocity as a function of frequency. In Figure 8 we show the obtained dispersion curves. We experimented with excluding paths with different orientations with respect to, and smaller coverage around, the main source back azimuth, but this yielded relative minor deviations from the result shown. For comparison to the beamforming result, the phase velocity extracted from the Green's functions (the maximum in Fig. 8 ) is shown in black in Figure 7 . It is in agreement with the beamforming estimates, but provides additional information at high frequencies. We interpret both the segments at low (< 0:14 Hz) and at higher (> 0:2 Hz) frequencies to be a fundamental mode, and the band in between to be a higher mode.
Uncertainties in Phase Velocity Measurements
All measurements are shown in Figures 9-11 , together with their error bars. For beamforming, picks have been made for three-day averages of phase velocity from the power estimate, and the error bars represent the 95% confidence (2σ) interval from their variation during the months of December and January (during which the directionality was reasonably stable). For the Green's function estimate, the accuracy, defined by a drop to half the maximum (a drop of 6 dB) in Figure 8 , has been taken as uncertainty. Given the stability of the beamforming estimates this is most likely conservative compared with computing the variance from multiple measurements of the maximum over time. Compared with the beamforming result, the dispersion from the Green's functions is less accurate at the lowest frequencies, but it can, however, be traced to higher frequencies. 
Group Velocity from Empirical Green's Functions
To make use of all available information, we also included measurements of the interstation group velocity. For the lowest frequencies, phase velocity was the most suitable measurement, because the average velocity across the array could be considered. However, above 0.4 Hz the phase velocity estimation will be aliased. Therefore, we turn to measurements of group velocities, because the empirical Green's functions contain information above this frequency. We use the well-established frequency-time analysis method FTAN (Levshin, 1972) to measure the maximum energy of the individual empirical Green's function in the timefrequency domain, which gives additional information about the higher frequencies (red triangle in Fig. 6 ). Again, we only measure the empirical Green's function between 290° 45°b ack azimuth. FTAN employs a floating filtering technique to separate the fundamental mode from the rest in the signal, and enables the user to pick the dispersion curve on the smoothed time-frequency representation of the empirical Green's function. We averaged the dispersion curves over the number of interstation paths we considered and calculated the standard deviation from the variation over the different paths. The resulting group velocity curve (Fig. 11) is relatively smooth and ranges between 0.7 to 0:5 km=s and 0.4 to 1 Hz. The error bars represent the 95% confidence interval calculated from the variation over the different paths used for each frequency. We will compare jointly inverting all dispersion curves with the case where we invert for phase velocity only. Best 1000 models, M0 constrained Figure 9 . (a) The measured phase velocities obtained from both beamforming (the two low-frequency segments) and empirical Green's functions (higher frequencies). The best-fitting 25 dispersion curves are plotted in red. Dashed red, the first higher mode dispersion curves are plotted. (b) The S-wave profiles belonging to the best 1000 models. The misfit is shown as shades of gray; the darker the gray, the smaller the misfit. The profile corresponding to the smallest misfit is shown in green. 
1D Model Estimation
To gain further understanding of the prevailing noise wave field in terms of propagating surface wave modes, a structural inversion is performed. Similar to Brooks et al. (2009) , we aim to confirm the presence of fundamental and higher modes by a known background model.
Our measured dispersion profiles are characterized by a sharp velocity drop. This means that the higher frequencies are confined to the low-velocity layers. The resulting inversion is highly nonlinear and nonunique; a large range of possible models could produce such dispersion curves. We therefore perform a Monte Carlo search to explore the parameter space, minimizing the rms misfit between the observed and computed dispersion curves.
We base a prior starting model on well data (the upper few hundred meters), and the 3D structural model of TNO-NITG (2004) . Because for the latter only P-wave structural information is available, we use empirically obtained relations derived for sand and mudstones for an estimate of shear wave speed (Castagna's relation; Castagna et al., 1985) and density (Gardner et al., 1974) . The average thickness of the Moho in the region is taken to be 28.5 km (Remmelts and Duin, 1990) ; below this depth we use values from the preliminary reference Earth model (PREM; Dziewonski and Anderson, 1981) .
To retrieve the S-velocity structure at shallow and intermediate depth, we parameterize our model as shown in Table 1 . The sampling is performed according to a Gaussian distribution around the prior model. In total, 10 6 models were created and 6 parameters were varied. In addition, a requirement is implemented for the models to have only an increasing velocity with depth, and the Moho must be within 15% of the average Moho depth. We compute the misfit of our measured dispersion curves with the theoretical phase velocities predicted from these models, computed with Herrmann's programs in seismology (Herrmann, 1978) .
The best-fitting 25 dispersion curves are shown in Figure 9 . In this example, only the two fundamental mode phase velocity curves have been used to constrain *The layer thicknesses and P-wave speeds are representative (but simplified) of the formations in the area (TNO-NITG, 2004) . The six parameters p1 to p6 are random values, Gaussian distributed around 0. σ denotes the standard deviation of these parameters and is 0.15 always. The standard deviation of the sampled models is therefore always 15% around the mean value. The relations between P-wave speed and S-wave speed (β α − 1:36=1:16) and density (0:31α 1=4 ) are Castagna's relation and Gardner's rule, respectively. the inversion. The layer thicknesses and shear wave speeds of the best 1000 models are plotted in Figure 9b . At the lowest frequencies the beamforming measurements become unreliable (considering the large wavelengths compared with the size of the array) and, if included, the inversion results show overestimation in velocity for all models. We therefore restricted the inversion to include only frequencies above 0.07 Hz. The inversion of the fundamental mode phase velocity produces models that explain the overtone measurement well. Inverting for both the first higher mode and the fundamental mode, as shown in Figure 10 , produces similar models but with smaller misfits for the first higher mode, leading to reduced uncertainty in the posterior distribution of S-wave velocities and depths.
Further improvement is achieved if we also include the group velocity measurements at higher frequencies (Fig. 11) . We focused on the high frequencies because these provide additional information and are measured more reliably than low frequencies, given the larger interstation distance to wavelength. The additional information does not deteriorate the phase velocity misfit, but indeed improves our knowledge of the shallowest (the upper 1.5 km) subsurface, reflected in small variations in the models (Fig. 11c ).
Discussion and Conclusions
By means of beamforming, analysis of retrieved Green's functions, and synthesizing this information into a 1D inversion, we were able to determine the noise characteristics of the most dominant propagation modes measured over the Annerveen array between 1 and 15 s. Even though analyzing noise cross-correlation functions in a 1D fashion is intrinsically similar to beamforming, the two methods are complementary in the frequency range for extraction of the phase velocity. In both methods the maximum coherence is sought for a trial slowness between each station pair, under a plane wave assumption. In the Green's function method, the illuminating wave field is already assumed to be isotropic, while in the beamforming, the actual (apparent) velocity is obtained for all directions. Beamforming covers the low-frequency regime (< 3 wavelengths), because only a phase-shift of plane waves arriving at different stations are analyzed. In contrast, the notion of far-field surface wave Green's functions is inappropriate in this regime. In contrast, the Green's function method is more successful at higher frequencies. In its assumption of an isotropic wave field, the 2D array is effectively projected on a 1D problem. The spatial aliasing limit is increased because the Shannon criterion is based on the smallest difference between interstation distances and not on interstation distances themselves. This was discussed by Gouédard, Cornou, and Roux (2008) and confirmed by numerical simulations. The introduced error from directional noise can be corrected for, but as we see, even by a simple selection along the dominant source back azimuth, we are able to reach higher frequencies for the analysis of phase velocity. The 1-bit cross-correlation and the time-frequency phaseweighted stacking are two important processing steps that contribute to the improvement of the signal to noise ratio of the empirical Green's functions. Furthermore, the longterm averaging process that favors weak sources (coherent only over long time periods) might have played a role in increasing the high-frequency limit for the phase velocity measurement. Including the higher mode information reduces the variation in acceptable velocity models, thereby increasing vertical resolution of the inversion.
The soft sediments characterizing the studied area cause a steep drop in the dispersion profile, but as a result, the highamplitude, high-frequency noise confined to the shallowest layers enabled retrieval of empirical Green's functions over relative long distances; arrivals with wavelengths of 500-700 m can be observed over distances up to 30 km. As a result, including the average of group velocity measurements enables us to analyze frequencies higher than the aliasing frequency for phase velocity measurements. Furthermore, our results suggest that higher mode energy may be more dominantly present in microseismic noise than previously thought. The observed overtone has a distinctly different origin compared with the fundamental mode in the secondary microseism. A possible source region, based on the maximum wave height in winter and the existence of large variations in bathymetry, could be the Rockall Plateau/Rockall Through (the northwest of Ireland). In the analysis of the Green's functions it is essential to carefully account for overtones, because they could bias the dispersion analysis of fundamental modes. In our case, they overlap the fundamental mode over a significant frequency band. It remains to be explained why they seem to be present mainly in the specific frequency band between 0.15 and 0.2 Hz. The observation of the first overtone in the secondary microseism may provide additional constraints on the mechanism of excitation of microseismic noise.
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