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Abstract
Self-supervised learning is one of the most promising ap-
proaches to learn representations capturing semantic fea-
tures in images without any manual annotation cost. To
learn useful representations, a self-supervised model solves
a pretext-task, which is defined by data itself. Among a num-
ber of pretext-tasks, the rotation prediction task (Rotation)
achieves better representations for solving various target
tasks despite its simplicity of the implementation. How-
ever, we found that Rotation can fail to capture semantic
features related to image textures and colors. To tackle this
problem, we introduce a learning technique called multiple
pretext-task for self-supervised learning (MP-SSL), which
solves multiple pretext-task in addition to Rotation simul-
taneously. In order to capture features of textures and col-
ors, we employ the transformations of image enhancements
(e.g., sharpening and solarizing) as the additional pretext-
tasks. MP-SSL efficiently trains a model by leveraging a
Frank-Wolfe based multi-task training algorithm. Our ex-
perimental results show MP-SSL models outperform Rota-
tion on multiple standard benchmarks and achieve state-of-
the-art performance on Places-205.
1. Introduction
Convolutional neural networks (CNNs) [27, 16, 44] are
widely adopted to solve many target tasks in applications of
computer vision such as object recognition [30], semantic
segmentation [4], and object detection [42]. However, these
successes depend on supervised training of CNNs with the
vast amount of labeled data [43], which is expensive and
impractical because of the manual annotation cost. Since
the cost of labeled data limits the practical applications of
CNNs, a number of researches focus on the training tech-
niques to alleviate the requirement of many labeled data; the
techniques include transfer learning, semi-supervised learn-
ing, and self-supervised learning.
(a) Samples of DTD (b) Accuracy with linear layers on Conv5
Figure 1. A demonstration describing our motivation to modify
self-supervised learning by predicting rotations of images (Rota-
tion). Rotation models do not work well on Describable Texture
Dataset (DTD), which is designed for recognizing textures rather
objects. On the other hand, we found that self-supervised learning
based on image enhancements achieves higher performance than
Rotation. We measured the top-1 classification accuracy by using
Conv5 of AlexNet as the feature map with the same settings in
Section 3.
Among the training methods with few or none labels,
self-supervised learning is received attention as one of the
most promising approaches. To improve the performance of
the target tasks, self-supervised learning uses a pre-training
task called pretext-task, which is solved to predict surro-
gate supervisions defined by using visual information on
input images itself. Via the pretext-tasks using unlabeled
data, CNN models learn high-level semantic representa-
tions in advance, which can be helpful for the target super-
vised task. Therefore, the pre-learned CNN model achieves
higher performance in the target task even if only small vol-
ume labeled data can be used. To capture more sophisti-
cated high-level semantic image features, various pretext-
tasks have been recently proposed for self-supervised learn-
ing such as using image patches [8, 32, 33, 34, 10], and
predicting differences generated from image preprocess-
ing [49, 50, 14, 11]. However, most of these existing
works require specialized implementation for the pretext-
tasks (e.g., synthetic images, loss functions, and network
architectures); these specializations are not always easy to
implement and efficient for the computations.
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In such progress of self-supervised learning, Gidaris et
al. [14] have proposed the rotation prediction task (Rota-
tion), which can boost the target task performance despite
its simpleness. In the Rotation, a model is trained to clas-
sify discrete labels representing the rotation degree of input
images (e.g., 0◦, 90◦, 180◦, and 270◦). Rotation captures
the semantic information of object shapes that are useful
for target tasks as well as the previous works, but the imple-
mentation is easier than them because there is no need for
the specialized implementations. However, Rotation lacks
capturing other semantic information such as object textures
and colors. For recognizing images, the information of ob-
ject textures play a crucial role [12, 3, 13], and also learn-
ing color information contributes the target model perfor-
mance [49, 25, 50]. For instance, when we apply Rotation
to Describable Texture Dataset (DTD) [6], which is a clas-
sification dataset for predicting the classes of color textures
(Figure 1(a)), Rotation does not improve the target classifi-
cation performance well (Figure 1(b)). Therefore, the Ro-
tation models can fail to improve the performance of target
tasks that need to capture the features of textures and colors.
In this paper, to overcome the limitation of Rotation,
we propose a novel multiple pretext-task for self-supervised
learning (MP-SSL) which combines multiple image trans-
formations for learning representations. Our key idea is
complementarily training a model to capture not only the
object shapes but also the textures and colors that are use-
ful for target tasks. To learn the textures and colors, we
consider to leverage image enhancements, which are trans-
formations aiming to modify appearances of images (e.g.,
sharpening, brightening, and solarizing), for combining
with Rotation. We investigate the performance of the five
enhancement transformations as the pretext-task, and reveal
that sharpness and solarization are the best transformations
to capture the information of textures and colors. With these
transformations, we formulate the multiple pretext-task and
train models via the following procedure: MP-SSL gener-
ates one transformed image by applying the multiple trans-
formations serially, and then, solves the pretext classifica-
tion tasks for each transformation on this image. In the
training, we optimize each pretext-task specific parameter
and the shared parameter between the pretext-tasks. Finally,
we can apply the trained shared parameter for target tasks.
We confirmed that our MP-SSL can achieve state-of-the-art
performance on Places-205 and comparable performance to
state-of-the-art on ImageNet.
Our contributions are summarized as follows:
• We experimentally found that Rotation does not work
well on the task predicting color texture classes of tar-
get images by testing on Describable Texture Dataset
(DTD), and the image enhancements can work as the
pretext-task for this task.
• We propose a novel multiple pretext-task for self-
supervised learning (MP-SSL), which combines our
proposed image enhancements with Rotation.
• We confirmed that our MP-SSL is superior or com-
parable to other self-supervised learning techniques
including Rotation on various datasets (CIFAR, Im-
ageNet, and Places-205) and network architectures
(AlexNet, VGG, and Wide-ResNet).
2. Related Works
2.1. Self-supervised Learning
Several pretext-tasks of self-supervised learning have
succeeded to learn useful representation by focusing on var-
ious visual features that appeared in images. For instance,
the pretext-tasks utilizing image patches are to predict cor-
rect patch positions [8, 31] and permutations [32], to count
output values of image patches [33], and inpainting images
gouged a partial square region [35]. Further, the pretext-
tasks of [49, 50, 25] are to colorize input gray-scaled im-
ages by using the output of CNNs. On the other hand, Ro-
tation [14] is one of the most promising approaches because
the model can learn powerful representations for various
target tasks through solving the simple classification task.
Because of the simplicity, Rotation is used a part of the
training systems that solve tasks in few labeled data settings
for classification and image generation task [29, 5, 48]. Ad-
ditionally, Feng et al. [11] have presented a method enhanc-
ing Rotation by explicitly decoupling network architectures
for learning rotation-related features solving Rotation and
rotation-unrelated features solving instance classification.
In this paper, we aim to improve Rotation while keeping
the simplicity by focusing on the semantic information of
textures and colors. In contrast to the study of [11], our
method can be applied without any special modifications
for network architectures in Rotation. Thus, we can eas-
ily combine MP-SSL and Feng et al.’s method and it might
achieve more helpful representations complementarily.
2.2. Multi-task Self-Supervised Learning
Multi-task learning is a learning paradigm, which simul-
taneously solves multiple tasks while sharing partial param-
eters in order to obtain better performance than learning
each task independently [20, 47]. In the context of self-
supervised learning, several approaches have been proposed
for associating multiple pretext-task and obtaining better
representations. Doersch et al. [9] have presented a method
that simultaneously solves four different pretext-tasks on
specialized multi-task network adjusting the domain gap
derived from different input spaces for each pretext-task.
The approach of [36] adopts three pretext-tasks (depth,
edge, and surface normal prediction task) defined by us-
ing synthetic 3D data, and trains a model together with
Table 1. Top-1 classification accuracy with linear layers. † de-
notes that all of the results in the row are preprinted from [14].
For CIFAR-10, we used 45,000/5,000/10,000 images for the
train/validation/test set, respectively. Each column from Conv1 to
Conv5 represents the classification accuracy of the logistic regres-
sion model on top of the feature maps of each corresponding con-
volutional layer of AlexNet (All convolutional layers are frozen).
The rows of Supervised shows the results when training classifi-
cation models to predict the class labels, and then, applying the
trained convolutional layers for the logistic regression models.
Conv1 Conv2 Conv3 Conv4 Conv5 Perf. Ratio
ImageNet† Supervised 19.3 36.3 44.2 48.3 50.5 0.847Rotation 18.8 31.7 38.7 38.2 36.5
CIFAR-10 Supervised 52.7
±0.4 66.1±0.3 71.2±0.1 74.7±0.1 76.9±0.4 0.912Rotation 52.3±0.3 63.2±0.3 66.0±0.1 65.7±0.2 62.1±0.2
DTD Supervised 23.4
±0.4 29.0±0.7 31.9±0.6 32.0±0.5 31.3±0.3 0.665Rotation 19.5±0.7 22.3±1.0 19.3±1.0 18.2±0.8 17.1±0.9
these pretext-tasks and the target task by applying both real
and synthetic images. The authors of [28] have shown
a multi-task learning technique, which applies three addi-
tional pretext-tasks defined by recycling bounding box la-
bels for the object detection task. In contrast to these prior
works, our algorithm shares the input space and training
scheme between all pretext-tasks, and the pretext-tasks are
defined by only image transformations. Thus, for applying
our algorithm, we do not need specialized network architec-
tures, synthesized 3D data, nor labels for target tasks.
2.3. Image Enhancement
Image enhancements have been used for making im-
ages easier to analyze the visual features related to textures
and colors by adjusting the characteristics of image chan-
nels [40]. In the context of training CNNs, since these trans-
formations can amplify the patterns of images with holding
the semantic features, they are adopted to data augmentation
and contribute to the performance of vision tasks [7]. Simi-
larly, the enhancements can be simultaneously applied with
the Rotation transformation because they transform pixel
values for the channel direction rather than the horizontal or
vertical direction in images. From these facts, we hypothe-
size that the image enhancements can be a good partner of
Rotation to obtain high-level semantic information.
3. Motivation
In this section, we first introduce the foundation of self-
supervised learning by Rotation. Then, we experimentally
show that Rotation is not so effective on Describable Tex-
ture Dataset (DTD) because DTD focuses on color textures.
Finally, we confirm that our image enhancement based
pretext-tasks can achieve higher performances on DTD.
3.1. State of Rotation
The pretext-task of Rotation [14] is to predict a rotation
degree τ of an input image xτ rotated from the original im-
age x to τ ∈ T , where T = {1, 2, 3, 4} corresponding to
{0◦, 90◦, 180◦, 270◦}. For training, we optimize a network
by minimizing softmax-cross entropy loss with respect to
the four classes in the set of rotation degrees T . The objec-
tive functions for Rotation are defined as follows:
min
θ,φ
1
N
∑N
i=1L (xi, θ, φ) (1)
L(xi, θ, φ) = − 1|T |
∑
τ∈T log c (F (x
τ
i ; θ) ;φ) [τ ], (2)
where, N is a number of training images, F is a feature ex-
tractor parameterized by θ , and c[τ ] is the τ -th element of
a classifier c for predicting rotation degrees parameterized
by φ. This is quite easy to implement since we can reuse
existing code modules defined for common supervised clas-
sification tasks to construct the Rotation loss functions. In
the target task, we use the trained feature extractor F for
generating feature maps or initializing target models.
Note that, in [14], although the authors have formulated
the above objective functions to be generalized for arbitrary
geometric image transformations (e.g., rotation, scale, and
aspect ratio transformations), they have pointed out that the
transformations except for rotation may not be appropri-
ate for the pretext-task because they produce the easy de-
tectable visual artifacts. However, this discussion is limited
to the “geometric” transformations, not including image en-
hancements used in this paper. Therefore, it is nontrivial the
performance when employing the image enhancements as
the pretext-task in forms of Eq. (1) and (2).
3.2. Limitation of Rotation
Next, we reveal that Rotation does not work well when
the images in a target dataset are constructed by color tex-
tures such as DTD [6]. DTD (Fig. 1(a)) is a dataset for
the task predicting what kind of color texture appeared in
images. We tested the Rotation models on DTD by using
AlexNet [24]. Following [14], the degrees for predicting ro-
tation was {0◦, 90◦, 180◦, 270◦}. The more detail settings
are shown in supplementary materials.
Table 1 shows the accuracies of the color texture classi-
fication task of DTD when using feature maps generated
from feature extractors. For comparison, we reprint the
accuracy in the cases of ImageNet [37] reported in [14]
and show the results of CIFAR-10 in [23]. To evalu-
ate the performance of Rotation, we compute the score
of Performance Ratio from the accuracies, which indi-
cates the performance degradation from using feature maps
from supervised models to using that of self-supervised
models. A score of Performance Ratio is calculated by
1
NConv
∑NConv
i=1 A
i
self-supervised/A
i
supervised, where NConv is the
number of convolutional layers, and Ai means the accu-
racy when using the top of the i-th convolutional layer as
a feature map. From the result, we can see that Rotation
(a) Rotation (0◦, 90◦, 180◦, 270◦) (b) Brightness (0.1, 0.5, 1.0, 1.5) (c) Contrast (0.1, 0.5, 1.0, 1.5)
(d) Saturation (0.0, 0.5, 1.0, 1.5) (e) Sharpness (0.0, 0.5, 1.0, 1.5) (f) Solarization (0, 85, 170, 256)
Figure 2. Samples of the image enhancement transformations designed for our proposed self-supervised learning. Figures of (b) to (f)
describe the transformed images; the left to right order corresponds to the degrees represented as parenthesized values in the captions. For
more detailed settings for degrees are appeared in supplementary materials.
Table 2. Top-1 classification accuracy with linear layers by using feature extractors learned pretext-tasks on DTD dataset. All of descriptions
for each column are inherited from Table 1.
Conv1 Conv2 Conv3 Conv4 Conv5 Perf. Ratio
Supervised 23.4±0.4 29.0±0.7 31.9±0.6 32.0±0.5 31.3±0.3 −
Rotation 19.5±0.7 22.3±1.0 19.3±1.0 18.2±0.8 17.1±0.9 0.665
Brightness 18.3±0.5 22.4±0.6 21.1±0.5 19.2±0.8 17.4±0.5 0.673
Contrast 18.0±0.5 22.4±0.3 20.2±0.4 18.8±0.8 17.4±0.3 0.665
Saturation 19.5±0.5 22.0±0.7 20.3±0.3 17.6±0.3 17.7±0.2 0.669
Sharpness 21.0±0.3 23.6±0,3 21.0±0.4 20.4±0.3 18.5±0,8 0.718
Solarization 19.2±0.7 23.3±0.8 21.5±0.5 19.3±0.7 19.4±0.7 0.705
produces lower Performance Ratio on DTD in contrast to
the cases of ImageNet and CIFAR-10. This is because the
pretext-task of Rotation for DTD can be more difficult to
learn than the case of the other datasets since images of
DTD often contain the patterns invariant to the rotation
transformation and focusing on color textures (Figure 1(a)).
Therefore, the performance of the Rotation models can be
limited by depending on the contents of images in the target
dataset, and thus, we should focus on the multiple seman-
tic information including object texture and colors, not only
object shapes learned by Rotation.
3.3. Image Enhancement Transformations
To overcome the limitation of Rotation, we investigate
the method using image enhancements for pretext-tasks of
self-supervised learning. For obtaining the semantic infor-
mation of object textures and colors, we adopted the five im-
age enhancements, which are Brightness, Contrast, Satura-
tion, Sharpness, and Solarization. They are well-known as
the representative image enhancements that manipulate ten-
dencies of image pixels, and implemented in open-source
libraries (e.g., python image library1). The five transforma-
tions are often used for data augmentation as mentioned in
Section 2.3. Thus, the selected transformations are useful
for combining with Rotation in terms of preserving the sim-
pleness and complementing the effectiveness of Rotation.
We arrange the enhancement transformations into the
form of self-supervised learning in the same fashion of Ro-
1https://github.com/python-pillow/Pillow
tation. That is, by using Eq. (1) and (2), we train a model
predicting the discretized degrees of a transformation as a
classification task by reference to [7]. This formulation is
desirable because it can preserve the properties of Rotation
requiring no architecture modifications, nor specialized loss
function. For simplicity, we set the degree to be quartile in-
cluding the original images as well as Rotation. Note that,
in order to avoid making trivial image artifacts mentioned
in [14], we modify the first degree to be 0.1 for Brightness
and Contrast; they generate fully-black or fully-gray images
when the degree is 0. Figure 2 illustrates the transformed
images by the arranged image enhancements.
In the same experimental setting of Section 3.2, we
tested the models trained on the pretext-task using the im-
age enhancements instead of Rotation. Table 2 describes the
top-1 classification accuracies when using top of each cor-
responding convolutional layer as the input for linear classi-
fiers. Surprisingly, almost all of the pretext-tasks using the
image enhancements achieve the greater Performance Ra-
tio than Rotation. More specifically, the models of Sharp-
ness and Solarization outperform the Rotation models bet-
ter than the other transformations. The performance gap
among the transformations can be derived from whether the
visual effect of a transformation is independent of the vari-
ation of images taken by human. That is, since the vari-
ation of contrast, brightness, or color tone of images also
exists in natural images taken by human, CNNs are hard to
learn the categories created by the transformation of Con-
trast, Brightness, or Saturation. This is similar in compo-
sition to the discussion in [14], i.e., the pretext-tasks using
(a) Input (b) Super (c) Rot (d) Sharp (e) Solar
Figure 3. Attention maps generated from trained models by (b)
supervised learning (Super), and self-supervised learning with (c)
Rotation (Rot), (d) Sharpness (Sharp), and (e) Solarization (Solar).
These attention maps indicate where a trained CNN concentrates
in order to recognize the dotted image sampled from DTD; the
brighter region on images indicates the strength of attention.
geometric transformations manipulating scales or aspects of
an image will not work better than Rotation because there
are various patterns of scales and aspects in natural images.
On the other hand, Sharpness and Solarization respectively
manipulate an image to emphasize the edge and to invert the
colors for each pixel, and thus, the visual effects by these
manipulations do not strongly related to the variations of
natural images as with Rotation. This might be the reason
why Sharpness and Solarization can more effectively train
CNNs learning than the other transformations.
To more specifically interpret the performance differ-
ence in Table 2, we visualize the attention map of Conv2 in
AlexNet on the image enhancement based pretext-tasks by
GradCAM [38]. Figure 3 illustrates the attention maps from
trained models by supervised learning, Rotation, Sharpness,
and Solarization. As can be seen, the Rotation model fo-
cuses on the limited region around the black dot parts and
pays attention to the white blank part between dots rather
than the dot part itself. Contrastively, the results of Sharp-
ness and Solarization show that the models concentrate to
directly recognize the dot parts and respond to the wider
regions of whole the image than supervised and Rotation
models. In the case of Sharpness, since the pretext-task
force CNNs to recognize the edges constructing object and
textures on an image in order to distinguish the degrees of
blurriness, the trained CNNs can focus on the textures of an
image as shown in Figure 3(d). For Solarization, to classify
the degrees of solarization (Figure 2(f)), CNNs are required
to capture the regions of simultaneously inverted color tex-
tures or semantic structures, so that the models are trained
to pay attention to the semantic regions that appeared on the
whole of an image (Figure 3(e)). From these observations,
we see that the trained CNNs by the image enhancements
can more clearly capture the semantic information of tex-
tures and colors than that by supervised and Rotation.
4. Proposed Method
We propose an algorithm called multiple pretext-task for
self-supervised learning (MP-SSL). In the previous section,
we found that the pretext-tasks using image enhancements
help CNNs to capture the semantic information related to
object texture and colors in an image from DTD. On the
other hand, as shown in Figure 1(b), Rotation still achieves
the powerful performance of models when it is applied to
general datasets where object shape is important such as
CIFAR-10. In order to maximize the utility of image en-
hancements and Rotation complementarily, MP-SSL solves
multiple pretext-task by processing one shared image to
which multiple image transformations are applied. This en-
hances a model to capture semantic information related to
not only object shapes but also textures and colors. In this
section, we describe the objective functions of MP-SSL and
the learning algorithm.
4.1. Objective Functions
Consider a self-supervised learning applying multiple
pretext-task over an input space X and a collection of dt-
dimensional pretext-task spaces {Yt}Tt=1,where T is the
number of pretext-tasks (image transformations). We train
a feature extractor F (·) : X → Rn parameterized by
θ through solving all of pretext-tasks with each classifier
ct(·) : Rn → Rdt parameterized by the specific parame-
ter φt. We define a set of labels for the t-th pretext-task as
follows:
Y t = {yt,1, yt,2, yt,3, yt,4}. (3)
Note that we inherit the size of the label set |Y t| = dt = 4
from [14] because they have found that the best number of
recognized rotations is four. For the training, we use the
following dataset:
{xi, y1i , . . . , yTi }Ni=1, (4)
where N is the number of input images, xi is the i-th input
image in X , and yti is the the label of the t-th pretext-task
for xi. We randomly sample yti from Y
t with uniform dis-
tribution. Then, we transform the input image xi as follows:
x′i = G
y1i
1 ◦ · · · ◦Gy
T
i
T (xi), (5)
where Gy
t
i
t is the function that returns transformed images
according to the given label yti by applying the image trans-
formation corresponding to the t-th pretext-task. Note that
a transformed image is generated by applying the all of the
transformations serially, e.g., if we select Rotation and So-
larization for the transformations, we first rotate an image,
and then, solarize the rotated image.
For the set of transformed images X ′ = {x′i}Ni=1 and the
set of corresponding labels for the t-th pretext-task Yt =
{yti}Ni=1, a model is optimized by the following formulation
for empirical risk minimization:
min
θ,φ1,...,φT
∑T
t=1WtLt (X ′, Yt, θ, φt) (6)
Lt(X ′, Yt, θ, φt) = − 1
N
∑N
i=1 log ct (F (x
′
i; θ);φt) [y
t
i ],
(7)
Algorithm 1 MP-SSL
Input: Set of input images X , number of tasks T , learning rate α
Output: Trained parameter θ
1: Randomly initialize parameters θ, φ1, ..., φT
2: while not convergence do . Assume standard mini-batch SGD
3: Randomly sample labels Y ← {Yt = {yti ∼ Y t}|X|i=1}Tt=1
4: X′← Generate(X,Y ) . By Eq. (5)
5: for t = 1 to T do
6: φt← φt − α∇φtLt(X′, Yt, θ, φt) . Update φt
7: end for
8: W1, ...,WT ← FRANKWOLFE(θ, φ1, ..., φT ) . Same as [39]
9: θ← θ − α∑Tt=1Wt∇FLt(X′, Yt, θ, φt) . Update θ by
MGDA-UB
10: end while
whereWt is the scaling factor balancing the effect of losses
across pretext-tasks. The form of Eq.(6) is a well-known
objective function for multi-task learning [39], which mini-
mizes a weighted sum for all tasks over the shared parame-
ter θ and the task-specific parameter φt. By using the trans-
formed images, we compute a softmax-cross entropy loss
byLt(·) in Eq. (7) as shown in Figure 4. This means that we
can easily implement the above loss functions by standard
modules equipped in common deep learning frameworks.
4.2. Optimization
To optimize a model by Eq.(6), in a naive way, we must
do the grid search of scaling factor Wt and it is time-
consuming. Thus, for efficiently solving the optimization
problem, we adopt the approximation of multiple gradient
descent algorithm using upper bound (MGDA-UB) [39].
Since MGDA-UB computes the scaling factors {Wt}t∈[T ]
by Frank-Wolfe algorithm [17] for each training step, we
can train a model without giving scaling factors explicitly.
Furthermore, MGDA-UB approximately computes the loss
function Lt by differentiate w.r.t. the feature extractor F in-
stead of the shared parameter θ, so that we can update the
parameters in a single backward pass for all pretext-tasks
when the back-propagation. The overall algorithm of MP-
SSL is summarized in Algorithm 1.
5. Results
In this section, we show the evaluation of the MP-SSL
algorithm on multiple tasks with various datasets. We com-
pare MP-SSL with existing self-supervised learning meth-
ods. This section is composed of the following evaluations:
(i) confirming the efficacy of the combination of Rotation
and image enhancements via MP-SSL on image classifi-
cation tasks, (ii) comparing MP-SSL to current state-of-
the-art methods in terms of the performance on the stan-
dard benchmark for self-supervised learning using Ima-
geNet and Places-205, (iii) analyzing MP-SSL through ad-
ditional evaluations including a semi-supervised learning
setting, a comparison of MP-SSL and data augmentation,
Figure 4. Illustration of MP-SSL in the case that the pretext-tasks
are Rotation and Solarization.
and an ablation study about MGDA-UB.
5.1. Settings
Datasets We used five datasets for evaluating our MP-
SSL: CIFAR-10/-100 [23], Places-205 [51], Tiny Ima-
geNet [26], and ImageNet (ILSVRC 2012) [37]. For CI-
FARs and Tiny ImageNet, we randomly split the train set
into 9:1, and applied the former for training and the latter for
validating. The image size was set to 32×32; in the case of
Tiny ImageNet, we randomly cropped 32×32 regions from
the original images while training and applied center crop
in validation and test time. In testing, we used the test sets
of CIFAR-10/-100 and the validation set for Tiny ImageNet.
For ImageNet and Places-205, we randomly split the train
set into 99:1, and applied the former for training and the lat-
ter for validating. We set the image size to 224×224 by ran-
dom crop in training and center crop in testing. We tested
models on the validation set of ImageNet and Places-205.
Network Architectures As the network architectures for
the evaluations, we used AlexNet [24], VGG-16 [41], and
Wide-ResNet [46]; the convolutional layers of those work
as the feature extractor F . For 32×32 images, we modified
the original architectures of AlexNet and VGG-16 to resize
the kernel size and the input/output channels of fully con-
nected layers for adjusting input size to 32×32 (for more
details, see supplementary materials). We applied WRN-
40-10 [46] as instances of the Wide-ResNet architecture.
As same the previous works [49, 14], we used a variant of
AlexNet architectures for the ImageNet experiments, which
are modified channel sizes and replaced local response nor-
malization layers to batch normalization layers.
Training We selected settings and parameters for train-
ing by reference to [46]. For fair evaluation and preserving
reproducibility, we share the hyperparameters for all mod-
els of 32×32 images; we train them by SGD with Nes-
terov momentum (initial learning rate 0.01, weight decay
5.0 × 10−4, batch size 128). In ImageNet experiments, we
used SGD with Nesterov momentum (initial learning rate
0.005, weight decay 5.0 × 10−4, batch size 256) for both
of the pretext-tasks and the target tasks. We dropped the
Table 3. Evaluation summary of our MP-SSL algorithm with multiple network architectures and datasets. Each cell shows mean test
top-1 accuracy of the linear classifier using feature maps generated by the pretrained (frozen) CNN. We extracted the feature maps from
convolutional layers in pre-logit level, i.e., Conv5 of AlexNet, Conv5-3 of VGG-16, and Block-3 of WRN-40-10.
AlexNet VGG-16 WRN-40-10
CIFAR-10 CIFAR-100 TinyImageNet CIFAR-10 CIFAR-100 TinyImageNet CIFAR-10 CIFAR-100 TinyImageNet
Supervised 76.9±0.4 58.3±0.4 45.4±0.1 82.9±0.2 47.8±0.6 31.3±0.3 92.4±0.2 72.2±0.4 56.3±0.3
Rotation 62.1±0.2 33.2±0.3 23.7±0.3 33.9±2.5 11.7±0.5 3.2±0.2 74.0±0.5 43.0±0.2 23.4±0.3
MP-SSL (Rot + Sharp) 59.8±0.3 32.3±0.5 23.4±0.1 35.1±2.9 17.5±0.9 3.8±0.4 74.2±1.2 44.5±0.4 23.6±0.8
MP-SSL (Rot + Solar) 62.3±0.2 34.7±0.0 25.1±0.4 47.8±2.1 23.3±0.5 5.7±0.2 75.4±0.2 49.0±0.3 26.1±0.6
Table 4. Top-1 linear classification accuracies on ImageNet vali-
dation set using different frozen convolutional layers.
Conv1 Conv2 Conv3 Conv4 Conv5
Supervised [24, 49] 19.3 36.3 44.2 48.3 50.5
Random [50] 11.6 17.1 16.9 16.3 14.1
Kra¨henbu¨hl et al. [22] 17.5 23.0 24.5 23.2 20.6
Pathak et al. (Inpainting) [35] 14.1 20.7 21.0 19.8 15.5
Zhang et al. (Split-Brain) [50] 17.7 29.3 35.4 35.2 32.8
Rotation [14] 18.8 31.7 38.7 38.2 36.5
Jenni & Favaro et al. [18] 19.5 33.3 37.9 38.9 34.9
Mundhenk et al. [31] 19.6 31.8 37.6 37.8 33.7
Noroozi et al. (Jigsaw++) [34] 18.9 30.5 35.7 35.4 32.2
Wu et al. [45] 16.8 26.5 31.8 34.1 35.6
Feng et al. [11] 19.3 33.3 40.8 41.8 44.3
Rotation (Our reimpl.) 21.1 34.2 39.3 38.0 36.3
MP-SSL (Rot+Solar) 22.3 38.4 41.7 41.4 37.3
Table 5. Top-1 linear classification accuracies on Places-205 vali-
dation set using different frozen convolutional layers pretrained by
ImageNet dataset.
Conv1 Conv2 Conv3 Conv4 Conv5
Supervised (Places labels) [51, 50] 22.1 35.1 40.2 43.3 44.6
Supervised (ImageNet labels) [24, 49] 22.7 34.8 38.4 39.4 38.7
Random [50] 15.7 20.3 19.8 19.1 17.5
Kra¨henbu¨hl et al. [22] 21.4 26.2 27.1 26.1 24.0
Pathak et al. (Inpainting) [35] 18.2 23.2 23.4 21.9 18.4
Zhang et al. (Split-Brain) [50] 21.3 30.7 34.0 34.1 32.5
Rotation [14] 21.5 31.0 35.1 34.6 33.7
Jenni & Favaro et al. [18] 23.3 34.3 36.9 37.3 34.4
Mundhenk et al. [31] 23.7 34.2 37.2 37.2 34.9
Noroozi et al. (Jigsaw++) [34] 22.5 33.0 36.2 36.1 34.2
Wu et al. [45] 18.8 24.3 31.9 34.5 33.6
Feng et al. [11] 22.9 32.4 36.6 37.3 38.6
Rotation (Our reimpl.) 24.3 40.6 41.9 41.1 38.4
MP-SSL (Rot+Solar) 25.3 44.1 45.8 44.3 41.8
learning rate by 0.1 at 30, 60, and 80 epochs and trained
all models for a total of 100 epochs except for the setting in
Section 5.4 that were dropped learning rates by 0.1 at 15, 30,
and 40 epochs and trained for total 50 epochs. We initial-
ized all weight parameters with He normal [15]. For target
task training in Section 5.2, we used the logistic regression
algorithm (L-BFGS) implemented in scipy library [19] with
the default parameters and set the maximum number of it-
erations to 10,000. In all experiments, each training was
run three times, and we report the average scores and the
standard deviations.
5.2. Comparison of Rotation and MP-SSL
First, we show the efficacy of MP-SSL by comparing
to Rotation on various datasets and network architectures.
Based on the investigation in Section 3, we used Sharp-
ness and Solarization as the image enhancement used in
MP-SSL, i.e., we tested the pairs of (Rotation, Sharpness)
and (Rotation, Solarize); these pairs are represented by
Rot+Sharp and Rot+Solar, respectively. Table 3 summa-
rizes that the comparison among different patterns of learn-
ing strategies (Supervised, Rotation, and MP-SSL), datasets
(CIFAR-10/-100 and TinyImageNet), and network architec-
tures (AlexNet, VGG-16, and WRN-40-10). From the re-
sults, we can confirm that MP-SSL models outperform the
Rotation models in almost all cases. In particular, MP-SSL
(Rot+Solar) achieved the best performance in all patterns,
and significantly boosted the performance of Rotation in the
cases of VGG-16. These results indicate that, while Rota-
tion tends to make VGGs be too much specialized for solv-
ing pretext-tasks [21], MP-SSL can encourage VGGs to ob-
tain better representations for the target tasks. We provide
results of the other combinations of pretext tasks in supple-
mentary materials.
5.3. ImageNet Representation Learning
In order to compare MP-SSL to existing self-supervised
learning methods, we test MP-SSL on ImageNet represen-
tation learning benchmarks following [49].
Table 4 describes the top-1 classification accuracy of our
MP-SSL model on ImageNet using linear classifiers. We
first trained models with the unlabeled dataset by MP-SSL
and then trained linear classifier layers for the multi-label
classification by using feature maps extracted from the fea-
ture extractor with frozen weights. The results show that
MP-SSL models achieve state-of-the-art performance by
using feature maps on the input-side layers (Conv1, Conv2,
Conv3). On the other hand, the performance of MP-SSL
on the output-side layers (Conv4, Conv5) failed to outper-
form the current state-of-the-art method (Feng et al. [11])
that combines Rotation with instance classification in the
pretext-task. This is because the instance classification
in [11] aims to focus on recognizing object instances; the
information of object instances is often considered highly
abstract information captured in output-side layers [2, 1].
Thus, since MP-SSL models focus on textures and colors
rather than the specific information of object instance, the
performance boost concentrates on the input-side layers that
capture the more primitive visual information.
In Table 5, we also show the results on Places-205 clas-
sification models pretrained by the ImageNet via MP-SSL.
As well as the ImageNet classification experiments, we
used the representations with frozen weights for extract-
ing feature maps. We can confirm that our MP-SSL model
achieved the best performance in all cases of the used lay-
ers. This indicates that MP-SSL models can capture the
semantic features generalized for recognizing images even
though it is applied to different datasets.
5.4. Analysis
Semi-supervised Learning Setting As can be seen in
previous works [14, 29, 48], semi-supervised learning is one
of the important practical applications of self-supervised
learning models. Thus, we confirm the performance of our
MP-SSL in a semi-supervised learning setting of the Ima-
geNet classification by the AlexNet architecture. Similar to
existing works [14, 48], we tested models as follows: (i) we
pretrained models with self-supervised learning on 100%
volume of unlabeled data, and (ii) fine-tuned the models
with supervised learning on the decreased volume of la-
beled data. We used 10, 50, 100% volume of labeled data
for the step (ii). Table 6 describes the top-1 accuracy of the
models fine-tuned from the pretrained models by Rotation
or MP-SSL (Rot+Solar). We can see that the MP-SSL mod-
els outperform in all of the cases, and it indicates the rep-
resentations by MP-SSL can also work in semi-supervised
settings.
Comparision to Rotation with Data Augmentation
Since image enhancements are used for data augmenta-
tion [7], MP-SSL might improve the performance of Ro-
tation only by augmenting data rather than by solving our
proposed multi-pretext task. Thus, to confirm the efficacy
of our pretext-task, we compare MP-SSL to data augmen-
tation. To this end, we tested Rotation with data augmenta-
tion by image enhancements and compare it to our MP-SSL
models. In training of the data augmentation models (DA),
we added the same transformation (Solarization) into input
images as MP-SSL, but trained the models by only Rotation
loss. Table 7 shows the comparison of DA and MP-SSL
models by testing on 32×32 datasets with WRN-40-10 as
the same setting of Section 5.2. The performance of DA is
similar to that of Rotation. In contrast, our MP-SSL out-
performs all of Rotation and DA models, so that, we can
say that the improvement of MP-SSL is mainly composed
of the training with the multiple pretext-task.
Table 6. ImageNet classification accuracy of semi-supervised
learning setting models. We fine-tuned AlexNet models that are
pretrained by Rotation and MP-SSL on all of the unlabeled train-
ing set in ImageNet. The row of Scratch denotes the results in the
case of without pretrained models.
10 % labels 50% labels 100% labels
Scratch 25.3±0.3 49.8±0.2 59.5±0.4
Rotation 37.1±0.5 53.0±0.2 59.1±0.3
MP-SSL (Rot+Solar) 38.0±0.2 53.7±0.3 59.4±0.3
Table 7. Comparison of MP-SSL and Data Augmentation (DA)
with respect to performance boosting over Rotation. We used
WRN-40-10 as the network architecture and tested on the same
setting as Table 3.
CIFAR-10 CIFAR-100 TinyImageNet
Rotation 74.0±0.5 43.0±0.2 23.4±0.3
DA (Solar) 74.7±0.1 43.0±1.2 23.0±0.4
MP-SSL (Rot+Solar) 75.4±0.2 49.0±0.3 26.1±0.6
Table 8. Comparison of MP-SSL and multi-task learning with
mean fixed weights for optimization (MT). For MT models, the
weight for each image transformation was set toW1 =W2 = 0.5.
We used WRN-40-10 as the network architecture and tested on the
same setting as Table 3.
CIFAR-10 CIFAR-100 TinyImageNet
Rotation 74.0±0.5 43.0±0.2 23.4±0.3
MT (Rot+Solar) 74.5±0.8 41.9±0.5 24.3±0.7
MP-SSL (Rot+Solar) 75.4±0.2 49.0±0.3 26.1±0.6
Ablation Study of MGDA-UB In MP-SSL, we adopt
MGDA-UB [39] for the simultaneously training of multi-
ple pretext-task to balance the weight of each pretext-task
loss Wt. In this section, we confirm the effectiveness of
the MGDA-UB by comparing it with the models of using
the fixed weight (denoted MT models). The results shown
in Table 8 describes the top-1 accuracy of linear classi-
fier on the same training setting of Section 5.2. From the
result, our MP-SSL models achieved higher performances
than MT models. This indicates that determining appropri-
ate weightsWt is important for training a model with mul-
tiple pretext-task, and MP-SSL based on MGDA-UB can
easily improve the performance by dynamically computing
the weights with the Frank-Wolfe method.
6. Conclusion
This paper presented a novel multiple pretext-task for
self-supervised learning (MP-SSL), which combines Rota-
tion and image enhancements to achieve useful representa-
tions focussing on not only object shapes but also textures
and colors. We confirmed that MP-SSL with Rotation and
Solarization improves the target performance across various
datasets and network architectures, and achieves state-of-
the-art performance on Places-205 datasets.
Table 1. List of the image enhancements used for pretext-tasks
Transformation Description
Brightness
Controlling the brightness of a image.
The degree of 0 returns a black image,
and the degree of 1 returns the original image.
Contrast
Controlling the contrast of a image.
The degree of 0 returns a gray image,
and the degree of 1 returns the original image.
Saturation
Controlling the color balance of a image.
The degree of 0 returns a black and white image,
and the degree of 1 returns the original image.
Sharpness
Controlling the sharpness of a image.
The degree of 0 returns a blurred image,
and the degree of 1 returns the original image.
Solarization
Inverting all pixels above a threshold value of degree.
The degree of 0 returns a fully inverted image,
and the degree of 256 returns the original image.
Appendix
A. Experimental Setup in Section 3
The followings are the experimental details for the pre-
liminary experiments in Section 3.2 of main paper.
• We train a pretext model with with SGD (learning
rate 0.01, momentum 0.9, weight decay 5 × 10−4,
batchsize 256, input size 224 × 224). The number
of images in the train/validation/test set of DTD were
3,384/376/1,880, respectively. We trained a model for
100 epochs in total and drop the learning rate by a fac-
tor of 10 after 30, 60, 80 epochs.
• To train target classification models, we used the lo-
gistic regression algorithm in scipy library [19]. We
optimized the regression models by L-BFGS with the
default parameters and set the maximum number of it-
erations to 5,000. As the same of [21], we compute the
hyperparameter λ for L2 regularization as λ = 100.0MC ,
where M is the size of representations and C is the
number of classes.
• All the experiments run for 3 times and we report the
average scores with the standard deviations.
B. Details of Image Enhancements
In Section 3.3 of main paper, we introduced five image
enhancements as image transformations for the additional
pretext-tasks. Here, we show the detailed information of
the transformations. Table 1 describes the definitions of
each image enhancement. We denote the degrees for image
enhancements by following the interface of python image
library (PIL)2.
2https://github.com/python-pillow/Pillow
Table 2. AlexNet architecture for 32×32 images. The parenthe-
sized contains input channel size (in), output channel size (out),
kernel size (kernel), stride, padding size (pad), and the ratio for
dropout (ratio).
RGB image x ∈ R32×32×3
Conv1: 2D Convolution (in:3, out:96, kernel:3, stride:1, pad:1)
BN, ReLU, MaxPooling (kernel:2, stride:2)
Conv2: 2D Convolution (in:96, out:256, kernel:5, stride:1, pad:2)
BN, ReLU, MaxPooling (kernel:2, stride:2)
Conv3: 2D Convolution (in:256, out:384, kernel:3, stride:1, pad:1)
BN, ReLU
Conv4: 2D Convolution (in:384, out:384, kernel:3, stride:1, pad:1)
BN, ReLU
Conv5: 2D Convolution (in:384, out:256, kernel:3, stride:1, pad:1)
BN, ReLU, MaxPooling (kernel:2, stride:2)
Linear (in:256, out:4096)
Dropout (ratio:0.5)
Linear (in:4096, out:4096)
Dropout (ratio:0.5)
Linear (in:4096, out:4) for each pretext task
C. Details of Network Architectures
Here, we show the detailed architecture of CNNs used
for the evaluations in the main paper.
For 32×32 images We used AlexNet [24], VGG-16 [41],
and Wide-ResNet (WRN-40-10) [46] based network archi-
tectures for the evaluations. The detailed network parame-
ters for each architecture are illustrated in Table 2, 3 and 4,
respectively. The architecture WRN-40-10 is followed the
same as shown in [46].
For ImageNet We used a variant of AlexNet [24] for the
evaluations. The detail of the network architecture is shown
in Table 6. Note that this architecture is the same as previ-
ous works [49, 14].
Table 3. VGG-16 architecture for 32×32 images
RGB image x ∈ R32×32×3
Conv1-1: 2D Convolution (in:3, out:64, kernel:3, stride:1, pad:1)
BN, ReLU
Conv1-2: 2D Convolution (in:64, out:64, kernel:3, stride:1, pad:1)
BN, ReLU, MaxPooling (kernel:2, stride:2)
Conv2-1: 2D Convolution (in:64, out:128, kernel:3, stride:1, pad:1)
BN, ReLU
Conv2-2: 2D Convolution (in:128, out:128, kernel:3, stride:1, pad:1)
BN, ReLU, MaxPooling (kernel:2, stride:2)
Conv3-1: 2D Convolution (in:128, out:256, kernel:3, stride:1, pad:1)
BN, ReLU
Conv3-2: 2D Convolution (in:256, out:256, kernel:3, stride:1, pad:1)
BN, ReLU
Conv3-3: 2D Convolution (in:256, out:256, kernel:3, stride:1, pad:1)
BN, ReLU, MaxPooling (kernel:2, stride:2)
Conv4-1: 2D Convolution (in:256, out:512, kernel:3, stride:1, pad:1)
BN, ReLU
Conv4-2: 2D Convolution (in:512, out:512, kernel:3, stride:1, pad:1)
BN, ReLU
Conv4-3: 2D Convolution (in:512, out:512, kernel:3, stride:1, pad:1)
BN, ReLU, MaxPooling (kernel:2, stride:2)
Conv5-1: 2D Convolution (in:512, out:512, kernel:3, stride:1, pad:1)
BN, ReLU
Conv5-2: 2D Convolution (in:512, out:512, kernel:3, stride:1, pad:1)
BN, ReLU
Conv5-3: 2D Convolution (in:512, out:512, kernel:3, stride:1, pad:1)
BN, ReLU, MaxPooling (kernel:2, stride:2)
Linear (in:512, out:4096)
ReLU, Dropout (ratio:0.5)
Linear (in:4096, out:4096)
ReLU, Dropout (ratio:0.5)
Linear (in:4096, out:4) for each pretext task
Table 4. WRN-40-10 architecture for 32×32 images.
ResBlocks(·) is composed of nblock ResBlocks built on given
input/output channel size din, dout and stride parameter nstride.
RGB image x ∈ R32×32×3
2D Convolution (in:3, out:16, kernel:3, stride:1, pad:1)
Block-1: ResBlocks (din:16, dout:160, nblock:6, nstride:1)
Block-2: ResBlocks (din:160, dout:320, nblock:6, nstride:2)
Block-3: ResBlocks (din:320, dout:640, nblock:6, nstride:2)
BN, ReLU, AveragePooling (kernel: 8)
Linear (in:640, out:4) for each pretext task
Table 5. A ResBlock architecture for 32×32 images. din, dout and
nstride are given when the initialization.
Feature from previous layer f ∈ R∗×∗×din
BN
2D Convolution (in:din, out:dout, kernel:3, stride:1, pad:1)
Dropout (ratio:0.3), BN
2D Convolution (in:dout, out:dout, kernel:3, stride:nstride, pad:1)
Add f
Table 6. AlexNet architecture for ImageNet
RGB image x ∈ R224×224×3
Conv1: 2D Convolution (in:3, out:64, kernel:11, stride:4, pad:2)
BN, ReLU, MaxPooling (kernel:2, stride:2)
Conv2: 2D Convolution (in:64, out:192, kernel:5, stride:1, pad:2)
BN, ReLU, MaxPooling (kernel:2, stride:2)
Conv3: 2D Convolution (in:192, out:384, kernel:3, stride:1, pad:1)
BN, ReLU
Conv4: 2D Convolution (in:384, out:256, kernel:3, stride:1, pad:1)
BN, ReLU
Conv5: 2D Convolution (in:256, out:256, kernel:3, stride:1, pad:1)
BN, ReLU, MaxPooling (kernel:2, stride:2)
Linear (in:256, out:4096)
Dropout (ratio:0.5)
Linear (in:4096, out:4096)
Dropout (ratio:0.5)
Linear (in:4096, out:4) for each pretext task
Table 7. Top-1 linear classification accuracy on CIFAR-100
Supervised 72.2±0.4
Random [50] 19.3±0.1
Sharpness 25.6±0.9
Solarization 27.1±0.8
Rotation 43.0±0.2
MP-SSL (Sharp+Solar) 26.5±0.7
MP-SSL (Rot+Sharp) 44.5±0.4
MP-SSL (Rot+Solar) 49.0±0.3
MP-SSL (Rot+Sharp+Solar) 48.8±0.2
D. Further Analysis of MP-SSL
In the main paper, we demonstrated the results of MP-
SSL with Rotation and image enhancements and it did not
include the combinations of image enhancements such as
Sharp+Solar. This is because MP-SSL aims to improve the
Rotation models by an image enhancement and the com-
bination of multiple image enhancements might produce a
negative effect for the training due to transforming pixel val-
ues for the channel direction in duplicate. Even so, we ad-
ditionally investigated the performance when using single
image enhancement for the pretext task, and the effect of
the other combination of image transformations in MP-SSL
such as Solar+Sharp and Rot+Solar+Sharp. We tested these
patterns of models on CIFAR-100 with WRN-40-10 by the
same setting as Section 5.2 of the main paper.
Table 7 summarizes top-1 classification accuracy of lin-
ear classification models. Although Sharpness and Solariza-
tion improve the performance in comparing with Random
that is the result of the feature map of CNNs with random
weight, they were inferior to the Rotation models unlike the
case of DTD appeared in Section 3.3 of the main paper.
These results imply that CIFAR-100 mainly focuses on ob-
ject shapes rather than color textures and thus Rotation is
more effective than Sharpness or Solarization in this case.
Next, we turn to analyze the results of MP-SSL with
several combinations of image transformations. The
performances are shown at the bottom of Table 7. Interest-
ingly, the Sharp+Solar models did not improve the single
transformation cases (Rotation, Sharpness or Solarization).
As the reason for this, since the image enhancements trans-
form pixel values for the channel direction, simultaneously
combining multiple image enhancements might prevent
the efficient training of each pretext-task by transforming
for the channel direction multiply. Similarly, although
the Rot+Sharp+Solar models outperform the Rotation
models, they are not superior to the Rot+Solar models.
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