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共通因子空間における観測変数の布置
清　水　和　秋　関西大学社会学部
Confi guration of Measurement Variables in the Common Factor Space
Kazuaki SHIMIZU (Faculty of Sociology, Kansai University)
 Since factors in common factor space are in generally correlated, two dimensional orthogonal 
coordinate system on the graphical display of a personal computer is not suitable to present the 
observed variables in it.  The reference axis is defi ned as the independent vector of the hyper-
plane constructed the other dimensions.  The graphical rotation methods on the reference axis 
such as the Promax and the Rotoplot are reviewed.  The relationships between factor axis and 
reference axis are also discussed.
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はじめに
　探索的因子分析は次の手順で行われる。因子数の
決定，因子解の推定（共通性の推定も含む），そし
て，因子軸の回転である。因子数の決定には，1.0
以上の固有値を目安とするKaiser‒Guttmam基準が
使われることはなくなり，固有値の減衰を手がかり
とするスクリー （Cattell, 1966） や平行分析 （Horn, 
1965） が使われるようになってきた。因子解の推定
では，主因子法に加えて，分析対象者の数が十分に
大きければ最尤法が使用されるようになってきた。
そして，因子軸の解析的回転では，Varimax法を下
にして単純構造へと斜交回転する Promax 法が広く
使われるようになってきた。このような動きは，PC
で使用できる統計解析ソフトの普及によるところが
大きいと考えられる。しかしながら，柳井 （1999） が
指摘するように，因子分析法の適切なオプションを
ソフトが準備しているにもかかわらず，デフォルト
設定のままに分析を行うという混乱もみられる。手
計算での作業量が膨大な1930年代に，因子解の近似
解を計算する方法として提案された項目分析のIT相
関係数がある（清水，2011）。残念なことに 21 世紀
に入っても，より適切な推定値である因子分析結果
とこの IT 相関係数を併記している報告に接するこ
とがある。
　因子分析のような統計的解析の方法論は，常に新
しい展開をみせている。因子軸の回転の方法に関し
ては，勾配射影アルゴリズム（Gradient Projection 
Algorithm）が注目されている（Mulaik, 2010；福中，
2012）。この新しい成果は，短いタイムスパンで
Psych （Revelle, 2013） や GPA factor rotation 
（Bernaards & Jennrich, 1913） などの Rパッケージ
として提供されるようになってきた。因子軸の回転
では，このような進展がみられにもかかわらず，ベ
ストな回転方法が確立されているわけではない。あ
くまでもベターな方法という段階にあるといわざる
を得ない。
　解析的な回転は，主に因子軸の体系の下で行われ
てきた。Thurstone （1935） による単純構造は因子軸
の体系の下で行われたものではなく，2次元でのグ
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ラフ上での手作業での回転に際して，準拠軸におい
て提案されたものであった。具体的には，対象とな
る次元を除いた多次元を一つの超平面とし，これと
は直交した垂線として定義される準拠軸（ベクトル）
を立て，この超平面と準拠軸との 2元座標軸の上で
観測変数の共通因子空間における布置を描く方法で
あった。Rotoplot法（Cattell, 1978；Cattell & Foster, 
1963；辻岡・藤村，1975） は，この考えの下で作成
されたものであり，久本 （2003） は Excel で作成し
ている。Promax 法 （Hendrickson & White, 1964）
は，本来は準拠構造で回転方法であり，Cattell 研究
室の伝統を引き継いだ辻岡研究室では，FORTRAN
で作成されたPromax法 （藤村・清水・村山・長尾，
1975） での回転をさらに改善することを目的として
Rotoplot が使われていた （辻岡，1975）。
　本稿では，Promax 法の式の展開を Rのスクリプ
トで行い，2次元の座標軸で観測変数の準拠構造の
値をプロットすることの有効性について議論してみ
ることする。
観測変数の布置（conﬁ guration）
　因子分析では初期の解は数学的あるいは数理統計
学的基準から，主因子法あるいは最尤法により推定
される。この結果からでは因子を特定することがで
きないことに気がついた Thurstone （1935） は，超
平面という概念を因子の回転に導入した。Figure 1 
は，主因子解の近似値として彼が計算したセントロ
イド解（3因子）の中で 2次元と 3次元をプロット
した図である。この図には，彼にあわせて，3つの
変数群にA，B，Cの記号を追加している。そして，
Aから B，Bから C，そして CからAへの 3つ線も
同じように書き込んでいる。Thurstone は，この 3
つの線に着目し，これらの 3つの変数群ごとに単純
構造となる因子を特定することを目的としたグラフ
上での因子の回転方法を提案している。
　因子の数をmとすると，対象となる次元を除いた
m‒1の空間を超平面として，この平面からの垂線を
対象となる準拠軸とし，この軸と観測変数との関係
が準拠構造である。Figure 2の横軸が超平面であり，
この平面内には対象となる軸に高い値を示さない観
測変数が収まっていると想定している。なお，この
超平面は完全にゼロの線上にあるのではなく，ある
程度の範囲（± 0.1 あるいは± 0.2）として定義さ
れる。
　この図では，変数群Aは，超平面からの垂線（準
拠軸）から少しだけ外れている。この準拠軸を右下
へ少し傾けると変数群Aに準拠軸が通ることになる。
実際のこの操作は，Rotoplot 法では，超平面の角度
を右に下げる方向で傾けることによって行われる。
Figure 2　超平面と準拠軸
　因子軸と準拠軸そして変数との関係については，
清水（1978, 2003）でまとめたものを Figure 3 とし
て引用してみることにする。m次元の多次元の姿を
描くことは困難なので，ここでは第 pと第 qとの 2
つの次元を取り出し，因子軸をF，準拠軸をRと表
している。観測変数は 1つだけを取り出し，Zj と表
示した。この図では，RpはFqの垂線として90°の角
度にあり，Rq は Fp に対して，同じく直交の関係に
ある。
　Fq を超平面とし，この垂線が Rp とする。変数か
ら因子軸あるいは準拠軸に直角におろされた線の接
点が，この変数の軸との相関となる。この値は，因
子分析では，構造と呼ばれる。因子Fpにおける因子
構造はOAで，因子パターンはOBである。準拠軸
Rpにおける準拠構造はOCであり，準拠パターンは
ODである。因子パターンと準拠構造との間には，逆Figure 1　Thurstone （1935） のセントロイド解の布置図
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に準拠パターンと因子構造との間には比例関係があ
る。なお，cosαが Fp と Fq との因子間相関係数で
あり，cosβが Rp と Rq との準拠軸間相関係数であ
る。そして，cosγが因子軸 Fp と準拠軸 Rp との相
関係数となる。
Figure 3　観測変数 Zj の因子軸と準拠軸への投影と相関
Promax 法：4種類の斜交因子行列
　Hendrickson & White （1964） が提案したPromax
法は，よく知られているように Procrustes 法
（Hurley & Cattell, 1962） を応用して単純構造の因子
を準拠構造 （reference structure） において求めよ
うした斜交回転方法である。この方法が前提条件と
していることは，単純構造に近い直交を条件として
解析的に回転した因子負荷行列が得られていること
である。このような直交回転方法の代表的な例が
Varimax 法である。
　Procrustes 法は，回転の対象となる因子行列を仮
説として設定した行列との最小化を最小二乗法によ
り求めようとする方法である。Promax 法の仮説的
因子行列Vpは，直交でかつ単純構造にかなり近づい
たと仮定することができる行列の要素を次のように
計算することで定義される。
pvij＝
vij
p+1
vij
ここで，直交の因子行列 Vの i行 j 列の要素を vijと
表す。なお，この値は絶対値とする。通常，pには，
Hendrickson & White（1964）に従い，4が与えられ
ることが多く，直交解の因子負荷量は 1.0 以下であ
るので，pvijの小さな値はゼロに近づき，大きな値が
強調されることになる。
　直交解（V ）の因子軸を回転させることによって
Vpとの最小化をはかるために，変換行列を Tとし
て，次の関数を定義する。なお，各因子行列の次数
は（観測変数×因子数），各変換行列の次数は（因子
数×因子数）とする。
tr（E’E）＝tr［（Vp‒VT）’（Vp‒VT）］
この式を Tに関して，偏微分し，その結果をゼロと
おき，整理すると Tは次の式で計算することができ
る。
T＝（V ’V）‒1V ’Vp
Hendrickson & White（1964）は，Vpを仮説的な準
拠構造行列とし，この Tを次のようにして，準拠軸
の変換行列を計算することを提案している。
Tr＝TDr
ただし，Dr＝diag（T’T）‒1/2 である。
　以上から，準拠軸間相関行列は Cr＝Tr’Trとして，
準拠構造行列は Vrs＝VTr，準拠パターン行列は Vrp＝
VCr‒1 として計算することができる。
　準拠軸は，因子軸によって定義される超平面に直
交に立てられた軸である （Thurstone, 1935）。この定
義により，Figure 3 でも説明したように，因子軸と
準拠軸とは直交の関係となる。この 2つの軸の体系
間で対応する相関を対角項にもつ行列を Kとし，因
子軸の変換行列をTfと表すと，清水 （1978, 2003） が
展開しているように，これらの関係は次のように整
理することができる。
K＝Tf’Tr　あるいは　K＝Tr’Tf
Tf＝（Tr’）‒1K　あるいは　Tr＝（Tf’）‒1K
このKの要素は，準拠軸の変換行列 Trの各列ベクト
ルのノルムが 1となるように計算されたものでもあ
る（芝，1979）。上の展開ではDrに相当し，K＝Drと
書くこともできる。これは準拠軸間の相関行列ある
いは因子間の相関行列から，次のように計算できる。
K＝diag（Cr）‒1/2　あるいは　K＝diag（Cf）‒1/2
これらの関係から因子間相関行列はCf＝Tf’Tf，因子構
造行列は Vfs＝VTf，そして準拠パターン行列は Vfp＝
VCf‒1 として計算することができる。
　以上では，準拠軸での回転を中心として式の展開
をおこなってきた。芝（1979）は，因子間相関行列
と因子パターン行列が与えられれば，準拠構造行列
を計算できることも紹介している。その場合，まず，
Kを因子間相関行列から K＝diag（Cf）‒1/2 により計算
する。次に，Vrs＝VfpKにより準拠構造行列を得るこ
とができる。なお，ここで紹介してきた準拠軸を芝
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（1979） は相反系という用語で説明している。
　次に，斜交 4 因子行列の相互関係を清水 （1978）
に従って整理しておくことにする。
Vrs＝VTr＝VrpCr＝VfsCr‒1K＝VfpK
Vfs＝VTf＝VfpCf＝VrsCr‒1K＝VrpK
Vrp＝V（Tr’）‒1＝VrsCr‒1＝VfsK ‒1＝VfpCfK ‒1
Vfp＝V（Tf’）‒1＝VfsCf‒1＝VrsK ‒1＝VrpCrK ‒1
このように，初期の直交行列に変換行列をかけると，
因子軸でも準拠軸でも構造行列が得られる。
　Procrustes 法や Promax 法は，E＝Vp‒VTという
形式を前提としている。これは結果として，上で整
理した式からも明らかなように，準拠構造行列を求
めるというやり方をとっている。因子の解釈は因子
パターンで行われるにもかかわらず，準拠構造を対
象にした最小二乗解を求めることには批判もある。
Mulaik （1972, 2010） は，因子パターン行列を最小化
の対象とする方法を紹介している。この場合の最小
化の関数は，次のように定義される。
tr（E’E）＝tr［（Vp‒V（Tf’）‒1）’（Vp‒V（Tf’）‒1）］
この方法での解の計算では，繰り返しによる最小化
を行うことになる （Mulaik, 1972）。このような提案
はあるいが，いずれの方法でもほぼ同じ結果を得る
ことができる。そして，因子分析結果の解釈を行う
因子パターン行列と準拠構造行列とは行列 Kにより
簡単に変換できることも指摘しておきたい。
Promax 法による回転の例とRスクリプト
　Thurstone（1935）のセントロイド解を対象に，R
を使ってVarimax法で回転し，さらにPromax法で
計算してみることにする。ここで使用するデータは，
因子分析の最も古典的なテキスト（Thurstone, 1935）
から引用した （Table1）。この変数は 15 の心理テス
ト（能力）に関するものであり，第 1因子にはすべ
ての観測変数が高い値を示している。この第 2因子
と第3因子の布置図であったFigure 2をみると，表
の第 2因子で正の値を示しているのが変数群 Bで，
負の値を示しているのが変数群Cである。変数群A
は，第 3因子で正の値を示している。このように低
い値ながら読み取ることはできる情報もあるが，こ
のままではこの 3つの因子を解釈することはできな
い。
　Thurstone はその後の著作の中でも conﬁ guration
という言葉を繰り返し使用している。共通因子空間
での観測変数の布置という意味であり，Figure 1 の
観測変数の 3つの群の位置関係のことである。因子
分析の手順の 2番目として，共通因子空間の大きさ
は因子解の推定として確定している。この空間内で
の観測変数のベクトルは共通性として，これも確定
している。Table 1 にあるようにこの空間の 3 次元
の軸は初期因子解（ここではセントロイド）によっ
て定義されたものである。Thurstone は，この空間
を 3つの群に対応した因子軸として，グラフ用紙の
上での描く方法を手計算による計算の手順とともに
考案した（Cattell, 1954）。そして，超平面からの垂
線としての準拠軸を定義し，この準拠構造を対象に
して単純構造の原理を提案した（Mulaik, 1972；清
水，2003；芝，1979）。
　Rotoplot 法は，コンピュータでグラフ上での回転
を再現させたソフトである（Cattell, 1978）。これを
使って，Thurstone（1935）が行った回転の道をた
どることもできるが，ここでは，解析的な回転によ
って，Table1の因子解から得られる布置図を探って
みることにする。そして，Rでの書法についても，
そのスクリプトを示しながら，解説を加えてみるこ
とにする。
スクリプト 1： 準備（ライブラリと 2 次元プロット
のスクリプト，データの読み込み
### Promax  Hurley & Cattell （1966）
### scripted by Kazuaki Shimizu　2014.1.1
# nf  因子の数
# nv 変数の数
#####################
Table 1　セントロイド解（Thurstone（1935, P. 168）
変数名 第 1因子 第 2因子 第 3因子
10 0.642 0.443 － 0.150
2 0.579 0.499 － 0.090
5 0.561 0.449 － 0.041
3 0.712 0.228 0.092
4 0.633 0.134 0.061
1 0.685 0.159 0.157
8 0.529 － 0.144 0.207
7 0.559 － 0.146 0.233
9 0.546 － 0.222 0.162
6 0.585 － 0.293 0.274
15 0.475 － 0.112 － 0.132
14 0.428 － 0.235 － 0.149
17 0.619 － 0.303 － 0.194
11 0.598 － 0.313 － 0.272
18 0.436 － 0.084 － 0.099
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library （psych）
library （GPArotation）
source （"factor_plot.R"）
####  回転対象の行列（直交解：主因子解あるいは最尤
解）の入力
Vo <‒  read.table（"T1935p167.csv", sep＝",", header＝
T, row. names＝1）
Vo <‒ as.matrix （Vo, nrow＝nv, ncol＝nf）
nv <‒ nrow （Vo）
nf <‒ ncol （Vo）
nvnf <‒ nv*nf
V <‒ matrix （1 :nvnf,nrow＝nv, ncol＝nf）
Vp <‒ matrix （1 :nvnf,nrow＝nv, ncol＝nf）
スクリプト 2： Varimax 回転と大きな値を負で示す
因子の確認と正負の逆転処理
###
### Varimax　by　GPArotation
###
Vgpa <‒  GPForth（Vo,Tmat＝diag（ncol（Vo））,  
normalize＝FALSE, method＝"varimax"）
Vv <‒ Vgpa$loadings
for （k in 1 :nf）
{  porm＝0.0
   for （j in 1 :nv）
   { porm ＝ porm ＋ Vv［j, k］   }
  if（porm < 0.0 ）
   { for （j in 1 :nv）
     { Vv［j, k］ <‒ Vv［j, k］*‒1 }
 }  }
V <‒ Vv
　次の Figure 4 から Figure 6 が，GPArotation の
Varimax回転で得られた結果である。Varimax法は
直交を条件とした解析的回転である。このため，2
次元の直交座標軸でこの負荷量を描くことは簡単で
ある。これらの図をみると，観測変数群の中心に因
子軸が通っているとはいえない。直交という制約に
よる結果といえる。
スクリプト 3： Promax法（直交解の値を4乗）によ
る準拠軸の変換行列の計算
####   直交解（Varimax）の負荷行列の要素の絶対値
を 4乗
p <‒ 4 ＋ 1
for （i in 1 :nv）
 { for （j in 1 :nf）
  { absv＝abs（V［i,j］）
   Vp［i, j］＝ absv^p/absv} }
Figure 4　 Varimax解の第1因子と第2因子の2次元
布置図
Figure 5　Varimax 解の第 1因子と第 3因子の布置図
Figure 6　Varimax 解の第 2因子と第 3因子の布置図
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###
### 最小二乗法により準拠軸の変換行列を計算
###
T   <‒ solve（t（V）％*％V）％*％t（V）％*％Vp
DD <‒ （t（T）％*％T）
Dr  <‒ diag（1 :nf）
for （k in 1 :nf ） 
   { Dr［k, k］ <‒ 1/sqrt（（DD［k, k］）） }
Tr  <‒ T％*％Dr
スクリプト 4： 準拠軸変換行列TrからCr, K, Cf, Tf, Vrs, 
Vfs, Vrp, Vfpを計算
Cr  <‒ t（Tr）％*％Tr
D   <‒ diag（1 :nf）
D   <‒ 1/sqrt（diag（solve（Cr）））
nfnf <‒ nf*nf
K   <‒ matrix（1 :nfnf,nrow＝nf, ncol＝nf）
for （i in 1 :nf ）
 { for （j in 1 :nf）
  { K［i, j］ <‒ 0.0}
   K［i,i］ <‒ D［i］ }
Cf  <‒ K％*％solve（Cr）％*％K
Tf  <‒ solve（t（Tr））％*％K
Vrs <‒ V％*％Tr
Vfs <‒ V％*％Tf
Vrp <‒ Vrs％*％solve（Cr）
Vfp <‒ Vfs％*％solve（Cf）
スクリプト 5： 2次元布置図（準拠構造行列）の作成
（第 1因子と第 2因子）
factor_plot（ 1, 2, Vrs, Cf）
　このスクリプトでは，関数（factor_plot）へ 4 つ
の引数を受け渡している。最初の 2つが図示する因
子の番号であり，次が準拠構造行列である。最後の
因子間相関行列は，布置図の右上に因子間相関の値
を表示するためである。この 1と 2を変更すること
で布置させる因子を変えることができる。
スクリプト 6： 2 次元プロット作成のR関数 
factor_plot
## Two dimensional Plotting
factor_plot <‒ function（p1,p2,Vfp,Cf）
{
#### 因子パターンの plot
####　因子 p1　×　因子 p2 
cf_v <‒ round（Cf［p1,p2］,2）
plot（Vfp［,p1］,Vfp［,p2］, asp＝1,type＝"n",
      xlim ＝ c（‒1, 1）, ylim ＝ c（‒1, 1）,
      xlab ＝ p1,       ylab ＝ p2,
      main＝"Reference Structure Plotting"）
abline（h＝0,v＝0）
text（Vfp［,p1］,Vfp［,p2］,labels＝row.names（Vfp））
legend （ "topleft",legend＝cf_v , title＝"Factor 
Correlation", cex ＝ 0.7,
      text.col ＝ "green4", box.col ＝NULL ）
}
　以下の Figure 7 から Figure 9 が Promax 法から
得られた準拠構造行列の布置図である。Varimax法
による直交回転で得られた図と比較すると，この結
果はより単純構造に近いと判断することができる。
なお，この表示法では，回転の対象とする因子を第
1 因子とすれば，第 2 因子の座標軸が（m‒1）の超
平面と考えることになる。
　ここでもし，Varimaxの結果をより単純構造を求
めて回転させてみると想定すると，Figure 4 の第 2
因子の軸から直角に第 1因子があるとして，この第
2因子の軸（超平面）を右側（マイナス側）へ少し
下げると，第 1因子の変数群Bにこの超平面からの
垂線が新しい第 1因子として通ることになる。今度
は，逆に第 1因子の軸を超平面として，これをマイ
ナス方向に傾けると変数群Bへの新しい垂線すなわ
ち第 2因子へと軸を回転させることができる。この
結果，第 1因子と第 2因子の因子間相関は正の方向
で高くなる。Figure 7 は Promax 法でこのように回
転した結果の布置図と考えることもできる。
Figure 7　 Promax解（準拠構造）の第1因子と第2因子
の布置図
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スクリプト 7：出力とファイル出力
　Rで計算結果を出力するには，Rコンソール画面
であれば，対象となる変数名を記述すればよい。あ
るいは csv 形式でファイルへの出力する場合には，
次のように記述することができる。
Vfp
Vrs
Tr
Tf
Cf
write.csv （Vfp, ﬁ le＝"factor_pattern.csv", append ＝ 
FALSE）
write.csv （Vrs, ﬁ le＝"referene_structure.csv", append 
＝ FALSE）
write.csv （Tr, ﬁ le＝"reference_transformation.csv", 
append ＝ FALSE）
write.csv （Tf, file＝"factor_transformation.csv", 
append ＝ FALSE）
write.csv （Cf, ﬁ le＝"factor_correlation.csv", append ＝ 
FALSE）
スクリプト 8：行列計算
　Rでは，行列計算は簡潔に記述することができる。
ここでは上で使った計算だけを示す。
行列の積      A＝BC      A <‒　B％*％C　
逆行列の計算   A‒1     solve（A）
行列の転地      B’         t（B）
スクリプト 9： 斜交解の Cf と Vfp から Vrs を計算す
る方法
D   <‒ diag（1 :nf）
D   <‒ 1/sqrt（diag（solve（Cf）））
nfnf <‒ nf*nf
K <‒ matrix（1 :nfnf,nrow＝nf, ncol＝nf）
for （i in 1 :nf ）
 { for （j in 1 :nf）
　{ K［i,j］ <‒ 0.0}
　 K［i,i］ <‒ D［i］ }
Vrs <‒ Vfp％*％K
　ここでは，因子パターン行列と因子間相関行列は
既知としている。因子の数mも nf としてこれも既
知としているので，前処理としての回転やファイル
からの入力と関連する変数の定義が必要である。
スクリプト 10 の 1：Rotoplot の計算の準備
source（"factor_plot.R"）
Vo <‒ read.table（"T1935p167.csv", sep＝",", header＝
T,row.names＝1）
Vo <‒ as.matrix（Vo, nrow＝nv, ncol＝nf）
nv <‒ nrow（Vo）
nf <‒ ncol（Vo）
nfnf <‒ nf*nf
To <‒ matrix（1 :nfnf,nrow＝nf, ncol＝nf）
S  <‒ matrix（1 :nfnf,nrow＝nf, ncol＝nf）
T  <‒ matrix（1 :nfnf,nrow＝nf, ncol＝nf）
Tr <‒ matrix（1 :nfnf,nrow＝nf, ncol＝nf）
K  <‒ matrix（1 :nfnf,nrow＝nf, ncol＝nf）
Cr <‒ matrix（1 :nfnf,nrow＝nf, ncol＝nf）
Tf <‒ matrix（1 :nfnf,nrow＝nf, ncol＝nf）
Cf <‒ matrix（1 :nfnf,nrow＝nf, ncol＝nf）
nvnf <‒ nv*nf
Figure 8　 Promax解（準拠構造）の第1因子と第3因子
の布置図
Figure 9　 Promax解（準拠構造）の第2因子と第3因子
の布置図
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Vrs <‒ matrix（1 :nvnf,nrow＝nv, ncol＝nf）
Vfp <‒ matrix（1 :nvnf,nrow＝nv, ncol＝nf）
Vfs <‒ matrix（1 :nvnf,nrow＝nv, ncol＝nf）
for （i in 1 :nf ）
 { for （j in 1 :nf）
　{ To［i,j］ <‒ 0.0
　 S［i,j］ <‒ 0.0  }
　 To［i,i］ <‒ 1.0
　 S［i,i］ <‒ 1.0 }
　Rotoplot の計算では，変換行列にシフト行列（超
平面の変換数値から構成）をかけることで行われる。
ここでは，変換を行わないので，初期の変換行列
（To）もシフト行列（S）も単位行列としている。直
交解である 1つの因子を対象として正負を逆転する
場合には，この因子の対角項の値を‒1.0とし，ほか
を 1.0 として計算することもできる。なお，スクリ
プトにあるmatrixは，以下の計算で使用するこの変
数が行列であること，そして，行列の大きさとを定
義するための記述である。
スクリプト 10 の 2： Rotoplot で K，Tr，Vrs, Cr, Tf，
Cf，Vfs, Vfs, Vfpを計算
T  <‒ To％*％S
D   <‒ diag（1 :nf）
D   <‒ 1/sqrt（diag（solve（t（T）％*％T）））
for （i in 1 :nf ）
 { for （j in 1 :nf）
　{ K［i, j］ <‒ 0.0}
　 K［i, i］ <‒ D［i］ }
Tr  <‒ T％*％K
Vrs <‒ Vo％*％Tr
Cr  <‒ t（Tr）％*％Tr
Tf  <‒ solve（t（Tr））％*％K
Cf  <‒ t（Tf）％*％Tf
Vfs <‒ Vo％*％Tf
Vfp <‒ Vfs％*％solve（Cf）
source（"factor_plot.R"）
factor_plot（ 1, 2,  Vrs, Cf）
おわりに
　共分散構造分析による因子的不変性の理論を紹介
する際に，Horn, McArdle, & Mason （1983）による
“conﬁ gural invariance” という用語に「布置的不変
性」という訳語を与えた（清水，1989）。名詞である
conﬁ guration には「配置」という訳語が当てられる
こともある。この訳語を検討する際に，Thurstone
の著作物を紐解いてみたところ，この用語が繰り返
してあらわれることに気がついた。彼が強調したの
は，Figure 1 の布置であった。
　初期の因子解は，観測変数間の相関行列を分解す
るという目的から得られたものであり，その推定値
であるTable 1 の 3 つの因子を解釈することはでき
なかった。当然のこととしてTable 1 のような多次
元の初期因子解から尺度を構成することはできない。
なお，多次元尺度解析法（MDS）の文脈でも，「2次
元空間における変数の布置」というように「配置」
ではなく，「布置」が使われていることも指摘してお
きたい。
　共通因子空間に布置する変数を表現することは，
清水（2012）でも紹介したように，因子回転の不確
定性として知られているように，無限に可能なので
ある。Thurstone（1935）の単純構造の提案は，不
確定性を解決し，心理学的に解釈可能な因子を特定
するためのものであった。本稿で紹介してきたよう
に，彼は，この考えを現実のものとするために準拠
軸と準拠構造を考案したのであった（Cattell, 1952, 
1978；Mulaik, 1972）。Cattell & Foster（1963）は，
このアイディアをRotoplot 法としてコンピュータの
上で実現した。
　Cattell 研究室では，コンピュータからの出力をス
ライドで投影し，シフト行列に入れる数値をCattell
自身が決定していた。これを引き継いだ辻岡研究室
では，ラインプリンターや出力をコンピュータと結
んだディスプレイ装置を使うことによって，Promax
回転後により適切な布置をもとめてRotoplot による
回転を行っていた（辻岡，1975）。
　視覚的な回転には研究者の主観が入るという点で
批判されることがある。解析的な回転法であれば，
回転方法と使用したソフト名を明記すれば，追試が
可能となる。多様な解析的な回転方法が併存する現
状では，ベターな回転方法に頼らざるを得ない。こ
のベターであるとの判断をどのように下すことがで
きるのであろうか。
　因子分析の過去を振り返るとVarimax法を最終回
転とする研究がみられた。この回転結果が，共通因
子空間に布置する変数を表現することにおいてベタ
ーでなかったことは，Figure4 から Figure 6 をみれ
ば明らかである。因子行列において回転結果をみた
のでは，回転としての不十分さは見えない。最新の
斜交回転においても，回転結果が十分に単純な構造
を示しているかを共通因子空間において確認するた
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めには，2次元座標軸の上での布置図を作成するこ
とが必要なのではないだろうか。
　斜交軸体系をそのまま直接 2次元の座標軸上に描
く道具はまだ提供されていないようである。Figure 
7 から Figure 9 からも明らかなように，準拠軸とい
うThurstone（1935）の古典的な提案は，現代にお
いても意義あるものといえよう。
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