In this paper, we consider the study of the efficiency of predictive density estimators of multivariate observables measured by the frequentist risk corresponding to S-Hellinger distances as a set of loss functions (for every α ∈ [0, 1]). The main themes, revolve around the inefficiency of minimum risk equivariant (MRE) predictors in high enough dimensions and about the inefficiency of plug-in estimators. We improve the plug-in for a dual point estimation loss with or without expanding the scale. A link between the S-Hellinger distances risk of plug-in type estimators and the risk under reflected normal loss for point estimation is established, bringing into play all the established literature on Stein type dominators. Further, we suggest dominant estimators with or without the presence of restrictions on the unknown mean parameter. Ultimately we prove under the new measure of goodness-of-fit dominance results under a restricted parameter space (multivariate and univariate).
Introduction
Let X and Y be two normal d-variate random variables, independently distributed, and let p and q be the respective pdf's (probability density functions), such that X|θ ∼ N d (θ, σ 2 x I d ) and Y |θ ∼ N d (θ, σ 2 y I d ). The pivotal problem is predicting the unknown mean vector θ, by observing X, where σ 2
x , σ 2 y , p and q are known. We will assess the goodness of prediction fit of a given predictive estimateq(y|x) from the target density q(y|θ), via the family of S-Hellinger Distances (introduced by Ghosh et al (2017) with one tuning parameter α taken in [0, 1], where ||.|| 2 is the usual L 2 -norm. This is a generalized family of L 2 type distances, which generates the twice-squared Hellinger distance at α = 0, and exactly the L 2 -norm for α = 1. In fact (1) connects the ordinary Hellinger distance to the L 2 -norm smoothly through the parameter α. However, (1) is not exactly a distance, but rather after a slight makeup, i.e. this entity 1+α 2 D Sα (q,q)
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Spiring (2011)), that turns out to be the dual loss function to S-Hellinger distances for predictive estimation, which is also a bounded loss, this latter property seduces many statistical decision makers, and brings into play all the established results on Stein effect (Stein (1956) ). Afterwards, we introduce dominating estimators with or without the presence of restrictions on the unknown mean parameter. Ultimately we extended under the new measure of goodness-of-fit dominance (S-Hellinger distances) Hartigan type results, under a restricted parameter space (multivariate and univariate).
The organization of this paper is outlined as follows. In Section 1, we introduce some preliminary identities and results, namely, an essential identity in general (matrix variate variance) and then a particular case (degenerate variance), then we deduce the expression of S-Hellinger Distances between two gaussian distributions. Afterwards, we establish the expression of the generalized Bayes estimator for a prior π(θ) under S-Hellinger distances, as a consequence we derive the MRE predictor for the flat prior (π(θ) = 1), and we show its minimaxity, where we retrieve the established results for Kullback-Leibler loss (e.g. Kubokawa et al (2015) ) and Liang et al (2004) ), and for L 2 -norm (α = 1), Kubokawa et al (2015) . We deduce the inadmissibility for d ≥ 3 of the MRE estimator Stein (1956) , finally we give an example in the univariate case. In Section 3, we swiftly move to study plug-in type estimators, we firstly evaluate the duality and efficiency of density estimators N d (θ(x), c 2 σ 2 y I d ), where c 2 > 1, the scale-expanding factor. We established a sufficient condition of domination when the estimators of θ areθ(x) = X and θ(x) = aX, with 0 < a ≤ 1. To emphasize these findings, we provide a bunch of classic dominating estimators when d ≥ 3, we provide numerous numerical evaluations particularly for the positive part of the James-Stein estimator. For sake of avoiding congestion, we restricted our study on three main members of S-Hellinger family, namely for α ∈ {0, 0.5, 1}, standing respectively for: twice-squared Hellinger distance, mid-range of the set [0, 1] and L 2 -norm, (Example (6) Baranchick type estimators), where we recover domination under the same sufficient dominance condition on the scale-expanding factor, the estimator of θ is either X or aX, as well as for other cases, emphasizing the existence of other areas of domination, with other conditions on the scale-expanding factor c 2 (c 2 > 1), and the ratio of variances r = σ 2
x /σ 2 y . Ultimately, we show that the Hartigan type results Hartigan (2004) , shown previously in Kubokawa et al (2015) , hold under S-hellinger distances.
Bayes, best equivariant and minimax estimation in the normal case
Let X and Y be two normal d-variate conditionally independent random variables given θ ∈ R d , and let p and q be respectively the pdfs of X given θ and Y given θ, with σ 2
x and σ 2 y being their respective variances, such that
where " d =" stands for equality in distribution.
(3)
.
Proof. It is enough to directly apply Lemma 3, for α 1 = α 2 = (1 + α)/2.
The next proposition gives a general expression of the bayesian predictive density estimator (BPDE) of Y given X, under S-Hellinger distances, for any prior π(θ) (it could be improper).
Proposition 1. Under S-Hellinger distances and for a prior π (it can be an improper prior), the bayesian predictive density estimator of q(y|θ) is given bŷ
with
Proof. Letq(y|x) be a BPDE of q(y|θ), and let ρ(q) be its corresponding posterior risk, which is stated according to Fubini's theorem, denoting ω =q 1+α 2 (y|x), as the following Kubokawa et al (2015) (for α = 1 under S-Hellinger distances), which is similar to Aitchison's expression under KL in Aitchison (1975) .
Example 1 (Normal prior). We suppose that the distribution of θ is N d (0, t 2 I d ), then we obtain that the posterior density is N d
and hence,
Therefore,
Example 2 (Non informative prior). In this example, we consider the flat prior π(θ) = 1, under the model (2), then we compute its corresponding BPDE, which coincides with the minimum risk equivariant (MRE) estimator, denoted byq mre (y|x), becomesq 
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with r = σ 2 x /σ 2 y . We can also provide the expressions of D Sα (q,q mre ) and its corresponding frequentist risk R Sα (q,q mre ), under S-Hellinger distances:
Remark 2. (a) For α = 1 we find the same expression of MRE estimator under L 2 -norm established in Kubokawa et al (2015) , which coincides with Aitchison's BPDE, under Kullback-Leibler loss, indeed:
We notice that for α = 1 we retrieve as well the risk expression of the MRE estimator under L 2 -norm established in Kubokawa et al (2015) :
(b) For α = 0 under S-Hellinger distances, we find the expression of the minimum risk equivariant estimator under twice-squared Hellinger distance:
Therefore, the risk expression of the MRE estimator under twice-squared Hellinger distance, where the MRE estimator corresponding to the squared Hellinger distance:
Example 3 (Univariate Laplace distribution). In this example we consider the Laplace distribution, so that X and Y are independently Laplace distributed, and the prior distribution of θ is also Laplace distributed (centered for sake of simplicity), i.e.:
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with γ x , γ x and γ θ (a hyperparameter) are respectively the scale parameters of X, Y and θ. The posterior density turns out to be also Laplace distributed, i.e.
Thus, the corresponding BPDE states as follows:
The next proposition provides another formula for the BPDE, presenting a convoluting form between q 1+α 2 and a given arbitrary function g, when the posterior density coincides with g at the point (θ −θ(x)), and gives the expression of the MRE (Minimum Risk equivariant) estimator (i.e. for π(θ) = 1) and establishes its minimaxity.
Proposition 2. We have the following facts.
(1) Under the model (2), if the posterior density π(θ|x) is of the form g(θ −θ(x)), where g an arbitrary function, andθ(x) any point estimator of θ, then: For any prior distribution π(θ), the BPDE under S-Hellinger distances, states as the followingq
(2) The MRE estimator associated to (10) under S-Hellinger distances is given bŷ
Furthermore,q mre (y|x) is minimax.
proof. See the appendix.
Example 4 (Univariate Laplace distribution). According to Example (3), we deduce the expression of the MRE estimator under S-Hellinger distances, by noticing that it suffices to substitute γxγ θ γx+γ θ by γ x , and γx γx+γ θ x by x, as pointed out by (9), since π(θ|x) reduces to p(x|θ) when π(θ) = 1, therefore,
Plug-in type estimators in the normal case

Duality and efficiency of density estimators
We consider in this subsection the normal model, in which we aim to assess the performance of density estimatorsq c 2 ,θ (y|θ ∼ N d (θ(x), c 2 σ 2 y I d ) which combines both a plug-in component withθ(x) being an estimate of θ, and a modification of variance component for c 2 = 1 Kubokawa et al (2015) . We give a sufficient condition on the scale-expanding factor c of the efficiency of such estimators related to the efficiency of the point estimatorθ(x) in estimating θ, as well as the degree of variance expansion governed by the choice of c 2 > 1. With respect to the duality with the point estimation problem, it remains the reflected normal loss, under our loss function, S-Hellinger distances, denoted as
with γ > 0, which brings back the established results in Kubokawa et al (2015) , whereas it's the quadratic loss (||. − .|| 2 ) that intervenes as a dual loss for Kullback-Leibler ( George et al (2006) ; Brown et al (2008)), it's worthy to mention that
The expression of S-Hellinger distances are given by
In the next lemma we compute the S-Hellinger distances of our new candidateq c 2 ,θ , using an auxiliary lemma:
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, then its corresponding S-Hellinger distances are given by
Proof This is a direct application of Lemma 3, by making these substitutions
Theorem 1. Under the model (2), we have:
2. Forθ(x) = x, and let r be the ratio of variances, i.e. r = σ 2 x /σ 2 y . The risk R Sα (q,q c 2 ,x ) is constant, and states as
3. For all d, the constant (and minimax) risk ofq mre , corresponding to the optimal choice of c 2 , c 2 * = 1+α 2 r + 1 is equal to
Proof. Let us proceed by parts. Part (1) follows directly from Lemma (2).
For part (2), using the fact thatθ(x) = x and the fact thatq c 2 ,x (y|x) (14), the use of (21) leads to (15).
Part (3) The value of c 2 that minimizes the risk in (15) is attained at 1+α 2 r+1, indeed, if we put u = c 2 > 1 and let ϕ s be a function of u such that:
It is easy then to check that ϕ (c 2 * ) = 0. We obtain (16) by inserting c 2 * in (15).
For part (4), we distinguish two cases, namely, case 1: 0 ≤ α < 1 and case 2: α = 1:
it can be seen that for u < ( 1−α 1+α )c 2 * , the risk in (15) becomes a decreasing function of u, whenever 0 ≤ α < 1. case 2: A stronger condition on the c 2 is available in Kubokawa et al (2015) (not only sufficient but also necessary), where c 2 * = 1 + r, which concludes the proof.
Dominating plug-in type estimators of the formθ(x) = ax
In this section, we consider the performance of estimators of the typeq c 2 ,θ ∼ N d (θ, c 2 σ 2 y I d ), and with more development for the affine linear caseθ(x) = ax, with 0 < a 1. As in subsection 3.1, there exists an optimal choice of the expansion factor c 2 , when a = 1 (i.e. for c 2 = c 2 * = 1+α 2 r + 1 under S-Hellinger distances), under the conditions of Theorem (1). Here, the objective is to assess whether such results hold for other choices ofθ(x), and more specifically: to determine a range of variance expansions of values c 2 that leads to improvement, and to determine whether there exists a universal dominance results for sufficiently large d (i.e. for all c 2 > 1).
More precisely, we aim to study the case whereθ(X) = aX, consequently (17) becomes by virtue of Lemma (3):
where u 0 = a 2 (1+α)r +1 and T a = ||θ|| 2 (a − 1) 2 /σ 2 y . Thus, in the following proposition we established a sufficient condition of domination whenθ(X) = aX:
proof. We derive the derivative of the risk function, denoted ϕ a (u) in (18), verifying this expression
As in (19), a sufficient condition of domination would be 1 < u < 1−α 1+α u 0 , which concludes the proof.
Dominating estimators over the MRE estimator
According to the established parallel between plug-in estimation under S-hellinger distances in Theorem (1), with the point estimation under reflected normal loss a + bD γs , this latter being concave in ||θ − θ||, however the fact that it's strictly bowled-shaped in ||θ − θ|| brings into play all the valid results for loss functions alike. It's worthy to mention that the previous works tackled a wider class of losses, namely those of the form f (||θ − θ|| 2 ), where f is a concave nondecreasing function (Brandwein et al (1981) , Brandwein et al (1991) and Brandwein et al (1993) ), besides, Kubokawa et al (2015) , Kubokawa and Saleh proved the dominance of the 1962 bayesian estimateθ U (x) corresponding to uniform prior on (a, b), or (a, ∞) over the MRE estimator X under reflected normal loss, in the univariate case, as mentioned in Kubokawa et al (2015) , which remains valid for plug-in estimation under S-Hellinger distances, in the normal case, for example:
Theorem 2 (Univariate normal case). For d = 1 and θ ∈ (a, b) (resp. θ ∈ (a, ∞) ), proof. Sinceθ U (x) improves upon the MRE estimator as shown in Marchand et al (2005) , the result follows from part (1) of Theorem (1). Kubokawa et al (2015) , together with the established duality in Theorem (1) between plug-in density estimators under S-hellinger distances, and the corresponding point estimator under reflected normal loss, we are led to the following theorem, in the multivariate case, which is net extension of the same result under L 2 -norm in Kubokawa et al (2015) .
By virtue of an intuitive lemma in
Theorem 3 (d-variate normal case). Considering the estimation of q(y|θ) based on X: Under S-Hellinger distances, the MRE estimatorq
under the quadratic loss ||θ − θ|| 2 , such that σ 2 s = σ 2
x 2(1+c 2 0 ) 2(1+c 2 0 )+(1+α)r , with r = σ 2
x /σ 2 y and c 2 0 = 1+α 2 r + 1.
proof. The result is readily verified, by virtue of Lemma 3.3 in Kubokawa et al (2015) and part (1) of Theorem (1), by making the these substitutions: c 2 = c 2 * = 1+α 2 r + 1 and γ s = 2σ 2 y (1 + c 2 )/(1 + α) for part (1).
The results previously shown emphasize the inadmissibility of the MRE estimator as a benchmark estimator for (d ≥ 3), which brings into play all the established results on the Stein estimation under quadratic loss, more precisely, we can provide several explicit dominating plug-in type density estimators of the formq(y −θ(x) ∼ N d (θ(x), σ 2 y c 2 * I d ), where c 2 * = ( 1+α 2 r + 1) under S-Hellinger distances, as the following: Example 5 (Bayes estimators under Superharmonic prior). Stein in 1981 showed that when the prior π is superharmonic, the Bayes estimatorθ π (W ) improves upon W , with W ∼ N d (θ, σ 2 w I d ), when d ≥ 3, under quadratic loss, as a consequence, the corresponding plug-in densitŷ q(y|θ(x)) ∼ N d (θ π (x), σ 2 * I d ) dominatesq mre (y|x) under S-Hellinger distances. Moreover, Stein's result also brings about the dominance ofθ π (x) over X. Furthermore, we can widen more the family of dominating estimators, by taking the square root of the marginal density of W under π, denoted by m π (W ), to be superharmonic as well Fourdrinier et al (1998) .
1963
Example 6 (Baranchick type estimators). Baranchick in Baranchick (1966) , suggested a better class of dominating estimators (it includes the James-Stein estimator) over the MLE estimator (i.e. W ∼ N d (θ, σ 2 * I d )), where σ 2 * = σ 2 s under S-Hellinger distances, namely, Baranchick type estimators, this class of estimators is of the formθ
where r(.) is an increasing function, such that β ∈]0, 2(d − 2)σ 2 * ] and 0 < r(.) ≤ 1. It is easily seen that such estimators fully satisfy the conditions of dominance in theorem (3), thus, the corresponding plug-in type estimators, i.e. q brc ∼ N d (θ β,r(.) (W ), σ 2 y c 2 * I d ), dominate the MRE estimatorq mre when d ≥ 3 under S-Hellinger distances .
In order to get a closer view, we singled out of the Baranchick class of estimators, a modified version of the most famous and historical member of this class, which is considered to be the precursor to the Baranchick class of estimator, namely the positive part of James-Stein estimator, i.e.
to obtain numerical simulations based on Theorem (3), for the corresponding plug-in estimatorq pjs ∼ N d (θ pjs (W ), σ 2 y c 2 * I d ) versus the MRE estimator N d (X, σ 2 y c 2 * I d ) , setting fixed values for the dimension d, the ratio of variances r, the scaleexpanding factor c and the tuning parameter α, mainly for twice-squared Hellinger distance (for α = 0), and L 2 -norm (for α = 1), tuning over λ = ||θ|| and the ratio r = σ 2
x /σ 2 y , and for sake of simplification we take σ 2 x = 1, then we assess the ratio Ratio = R Sα (θ,q pjs )/R Sα (θ,q mre ).
We present the 3D figures corresponding to three members of the S-Hellinger family, namely: α ∈ {0, 0.5, 1}, assessing the latter ratio (Ratio) for both (λ, r) and (λ, c), where d ∈ {3, 5, 10}, λ ∈ [0, 10] and r, c ∈ [1, 10].
Comments on the figures:
Let us make the following comments. jafristat.net, www.projecteuclid.org/euclid.as, www.ajol.info/afst 1967 of the ratio r, explains the growth of the area of dominance of the PJS estimator over the benchmark MRE estimator, is in concordance with the growth of r, further, we emphasize that this phenomenon is omnipresent at all dimensions.
(b) The second general phenomenon is that our two rivals (PJS vs MRE) become twin estimators (superposition), once the norm λ and the expanding factor c take big enough values, the Ratio converges to 1 for low values of r (≤ 2), for greater values of r (≥ 2), they become proportional with a remarkably constant improvement of PJS estimate over the benchmark estimate (limit < 1), accordingly, the greater the dimension gets, the sooner the Ratio converges to 1.
(c) Thereupon, coming to the effect of the tuning parameter α ∈ [0, 1[, whenever α tunes from 0 to 1, the area of dominance shrinks more and more (where PJS beats MRE), in both cases: either when (r ∈ {1, 5, 10}, c ∈ [1, 10]) or (c ∈ {1, 5, 10}, r ∈ [1, 10]). For sake of avoiding congestion, we singled out only 3 members of the S-Hellinger family, e.g. (α = 0)corresponding to twice-squared Hellinger distance, (α = 0.5)corresponding to the mid-range distance and (α = 1) corresponding to L 2 -norm.
Remark 3. Another class of dominating estimators which is wider than the Baranchick class, in the sense that the latter class shrinks the sample mean X towards 0, instead one can shrink X towards any arbitrary θ. The authors in Ghosh et al (2008) , stated the explicit expression of the Bayes estimatorθ π (x) of θ under S-Hellinger distances and a normal prior π(θ) ∼ N d (µ, AI p ) with (A > 0), such that θ π (x) = (1 − B)x + Bµ, where B = σ 2 x (A + σ 2 x ) −1 . Therefore a more general Bayes estimator of θ will be given bŷ
where S = ||x − µ|| 2 /σ 2 x , the authors established also the dominance of such estimators over X under S-Hellinger distances.
Theorem 4 (Hartigan type result). Let W ∼ N d (θ, σ 2 w I d ) with σ 2 w = σ 2 s σ 2 x /σ 2 s + σ 2 x , and letθ π (W ) be the Bayes estimators of θ associated to the prior π and the quadratic loss. For estimating the density of Y ∼ N d (θ, σ 2 y I d ) based on X ∼ N d (θ, σ 2 x I d ) under S-Hellinger distances, whenever θ is constrained to any convex subset C of R d with non-empty interior.
, with π U being the uniform prior on C. = [a, b] ), the dominance ofq mre (.; X) is attained at anyq(.; X) ∼ N d (θ π (W ), σ 2 y c 2 * I d ), as long as the prior density π is absolutely continuous and symmetric around the mid-range of C ,i.e. a+b 2 .
(b) Univariate case (C
Proof. This is a direct consequence of Kubokawa et al (2015) , for c 2 * = 1+α 2 r + 1 under S-Hellinger distances and Part (1.) of Theorem 1, combined with point estimation results of Hartigan (2004) for Part (a), and Kubokawa (2005) , or Marchand et al (2011) for part (b).
Conclusion and perspectives
By and large, the results of this paper established essential findings for assessing the efficiency of predictive density estimators of multivariate observables for S-Hellinger distances as a set of loss functions (for every α ∈ [0, 1]). Thus, by widening the scope of investigation from L 2 -norm (integrated squared error loss, for α = 1), to a broader perspective, such as S-Hellinger distances, a family of symmetric divergences for any α in [0, 1].
The main topics, revolved around the inefficiency of MRE predictors in high enough dimensions and about the inefficiency of plug-in estimators by either improving on the plug-in for a dual point estimation loss or expanding the scale.
Another key point, would be to upgrade these results to scale mixture of normals as a model distribution, we already made an attempt, but faced significant hardships. Last but not least, considering such models with unknown scale represents one of several challenging and interesting problems worthwhile pursuing.
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Appendix
Auxiliary lemma
Lemma 3 (Degenerate case). For α 1 , α 2 > 0, and if q 1 (y|θ 1 ) ∼ N d (θ 1 , σ 2 1 I d ) and
where φ denotes the probability density function of a standard normal random variable.
Proof. It suffices to make these substitutions Σ 1 = σ 2 1 I d and Σ 2 = σ 2 2 I d in Lemma 2.2 in Ghosh et al (2008) , and (21) follows immediately, we clarify the calculus in our degenerate case:
Given that w 1,2 = α2σ 2 1 θ1+α1σ 2 2 θ2 α2σ 2 1 +α1σ 2 2 and σ 2 1,2 = α2σ 2 1 α1σ 2 2 α2σ 2 1 +α1σ 2 2 , we can check with ease the commonly used equality
and by virtue of (22), we have the passage from second line to third line in the calculation right below:
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which concludes the proof. 1971
Proof of proposition (2)
For part (1), by making this substitution u =θ(x) − θ, our result follows easily:
For part (2), when π(θ) = 1, we have π(θ|x) = g(θ −θ(x)) = p(x|θ), moreover, the expression in (11) is readily verified by making these substitutionsθ(x) = x and g = p in (4), thus we get (5).
We give the proof in both the normal and the general case, proceeding via a direct approach in the normal case (i.e. finding a least favourable sequence of priors to show thatq mre (y|x) is minimax under the S-Hellinger distances), we suggested a somewhat different proof from the one given in Ghosh et al (2008) in the normal case, this lying basically on a technique introduced by Girshick et al (1951) , which is identical to the one used in Kubokawa et al (2015) .
Normal case For π(θ) = 1, we have π(θ|x) = p(x|θ), then we consider the sequence of priors π m ∼ N d (0, m 2 I d ), and its corresponding posterior density
we notice that, lim m→∞ π m (θ|x) = p(x|θ), besides, since (2), we notice that lim m→∞qπm (y|x) =q mre (y|x); thus, the corresponding posterior risk will be ρ m (q,q πm ) = D α (q,q πm )π m (θ|x)dθ
ρ m (q,q πm ) = r Sα (q,q πm ) → R Sα (q,q mre ) = r Sα (q mre ), since R Sα (q,q πm ) and R Sα (q,q mre ) are constant, which proves the minimaxity ofq mre (y|x), and that the sequence π m is least favourable.
General proof. We firstly state the expression of S-Hellinger distances corresponding to the MRE predictor given in (5) 
We consider now the following sequence of sets 
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S k = {θ/|θ i | < k/2, i = 1, .., d, k ∈ N * }.
We notice that S k → R d when k → ∞, and let π k be a sequence of priors given by
with δ θ (.) being the dirac function. The corresponding Bayesian estimators are of the formq π k (y|x) = k 2 1+α π k (y, x)
where
S k (y, x)dy, provided that k S k (y, x) and m π k (x) are finite on S k . According to (1) the S-Hellinger distances associated toq π k (y|x) is: D Sα (q,q π k ) = 2 1 + α R d q 1+α 2 (y|θ) −q 1+α 2 π k (y|x) 2 dy, besides, given that π k (θ|x) = k −d p(x|θ)δ S k (θ) k −d m π k (x) = p(x|θ)δ S k (θ) m π k (x) , the corresponding posterior risk is
Further, after the following substitutions: z = x − θ, h = a − θ, ν = θ k , the corresponding Bayes risk will be
