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Abstract We study heights of subspaces of DN where D is a finite-dimensional
rational division algebra andN a positive integer.We define them in terms of volumes
of Euclidean lattices by extending a formula of W. Schmidt so that we recover the
classical height ifD is commutative.We review basic properties, prove a Siegel Lemma
overD, a duality theoremand a new formula for the degree of certain abelian varieties.
We further give matrix versions and compare our notion with the height defined
through algebraic groups by J. Franke, Y. Manin and Y. Tschinkel.
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0 Introduction
Un corps de nombres K et un entier N étant donnés, il est aujourd’hui classique de
munir tout sous-espace vectoriel V de KN d’une hauteur H(V). Cet article a pour
thème l’extension de ce procédé à un corps non commutatif D de dimension finie sur
Q. Nous explorons les différentes définitions possibles et donnons deux applications :
l’une concerne un lemme de Siegel sur D, l’autre le degré des variétés abéliennes.
Dans le cas commutatif, la façon la plus naturelle de définir H(V) transite par la
grassmannienne : celle-ci est une variété projective sur K munie du plongement de
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Plücker dans un espace projectif donc d’une hauteur canonique ; autrement dit,H(V)
est la hauteur des coordonnées grassmanniennes deV. Cette approche ne se transpose
pas immédiatement à D : il n’y a pas de coordonnées grassmanniennes. En revanche,
il est possible de voir la grassmannienne sur D comme une variété projective sur un
corps de nombres (par exemple le centre de D ou même Q), à savoir une variété de
drapeaux généralisée. J. Franke, Y. Manin et Y. Tschinkel ont décrit des hauteurs sur
ces variétés dépendant de choix adéliques. Nous ferons le lien avec cette approche
mais nous préférons nous baser sur une définition plus élémentaire.
Nous nous inspirons d’une formule de W. Schmidt de 1967 pour donner une défi-
nition à la fois très simple et très générale en termes de volume de réseaux euclidiens.
Celle-ci suffit pour établir les propriétés de base de la hauteur et même un lemme
de Siegel. Au-delà, nous écrirons la hauteur en termes matriciels, en particulier pour
faire apparaître une décomposition en produit de facteurs locaux.
Toute notre démarche généralise celle de [6–9]. Ces articles traitent du cas des
quaternions sur Q mais contiennent déjà la plupart des idées mises en œuvre ci-après.
Ils fournissent en outre des exemples (ou contre-exemples) concrets.
Dans tout l’article, D sera donc un corps de dimension finie sur Q (autrement
dit une algèbre à division selon la terminologie de certains auteurs). Signalons qu’à
plusieurs reprises existera le choix de voir D comme une extension soit de son centre
soit de Q. Nous avons toujours privilégié la seconde possibilité afin de voir le cas des
corps de nombres apparaître comme cas particulier de la théorie plutôt que comme
prérequis.
1 Définition
Nousbasonsnotre approche sur la notiondevolumed’un réseaueuclidien.Rappelons-
la brièvement : si  est un Z-module libre de rang fini tel que  ⊗ R est muni d’une
structure d’espace euclidien, nous notons vol() le volume d’un domaine fondamen-
tal du réseau dans⊗R. De manière équivalente, il s’agit du volume de (⊗R)/
et, si λ1, . . . , λn est une base de , il se calcule par la formule
vol()2 = det(〈λi, λj〉)1≤i,j≤n
où 〈·, ·〉 désigne le produit scalaire sur  ⊗ R.
Nous appelons réseau d’un espace vectoriel E sur Q un sous-groupe abélien libre
 de E tel que  ⊗ Q = E. Voici notre définition de hauteur.
Définition 1.1 Soient D un corps de dimension finie sur Q,  un réseau de D et | · | une
norme euclidienne sur D ⊗ R. Pour tout entier naturel N et tout sous-espace vectoriel







Il est entendu qu’ici la dimension de V est sur D et que | · | induit une norme
euclidienne | · |N sur (D ⊗ R)N (par |(x1, . . . , xN)|2N =
∑N
i=1 |xi|2) qui donne un sens à
vol(V ∩ N). Notons aussi que la définition s’interprète naturellement en des termes
arakeloviens : nous avons muni le corpsD d’un modèle formé d’une structure entière
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 et d’une métrique à l’infini | · | ; en nous limitant à des sous-espaces de DN , nous
avons forcé l’extension du modèle à V.
Remarquons encore que la définition s’exprime uniquement en termes d’espaces
vectoriels sur Q : quitte à écrire dimQ V/[D : Q] au lieu de dim V, nous aurions pu
supposer simplement que V est un sous-espace de DN sur Q (et, si l’on veut, D lui-
même pourrait n’être qu’un Q-espace vectoriel). Ceci explique que certains résultats
généraux sur la hauteur s’obtiendront uniquement en travaillant sur Q ; les énoncés
intéressants apparaîtront lorsqu’entrera en jeu la structure supplémentaire sur D.
Avant de recenser les propriétés de base de cette hauteur (voir partie suivante),
nous discutons du choix du couple (, | · |). Nous nous intéressons particulièrement
aux cas où ce couple présente une certaine compatibilité avec la structure de corps de
D. De manière précise, nous considérons les restrictions possibles suivantes:
•  est un ordre de D,
•  est un ordre maximal de D,
• il existe une anti-involution ι : D⊗R → D⊗R telle que |x|2 = Tr(ι(x)x) pour tout
x ∈ D ⊗ R.
Rappelons qu’un ordre deD est un réseau deD qui est simultanément un sous-anneau
deD. Lamaximalité se comprendau sens de l’inclusion.Nous appelons anti-involution
un R-automorphisme ι tel que ι(xy) = ι(y)ι(x) et ι(ι(x)) = x pour x, y ∈ D ⊗ R. La
trace Tr(x) d’un élément x ∈ D ⊗ R est celle de l’endomorphisme y 	→ xy de D ⊗ R.
L’anti-involution ι est dite positive lorsque la forme quadratique x 	→ Tr(ι(x)x) est
définie positive.
Lorsque la norme | · | provient d’une anti-involution ι nous noterons aussi H,ι
pour H,|·|.
Nous pouvons remarquer que pour tout D il existe des ordres, au moins un ordre
maximal (tout ordre est même inclus dans un ordre maximal, voir [12, (10.4) p. 127])
et au moins une involution positive surD⊗R (voir plus bas). En revanche, il n’est pas
en général possible de trouver une anti-involution D → D (sur Q) dont l’extension
à R est positive (par exemple pour un corps de nombres de degré 3). Notons quand
même que c’est le cas dans l’exemple important oùD = End(X)⊗Q pour une variété
abélienne simple X.
Ainsi il semble que la meilleure façon de choisir une hauteur sur D soit de fixer un
ordre maximal O de D ainsi qu’une involution positive ι sur D ⊗ R et de considérer
HO,ι. Cette impression se verra confirmée par nos résultats (extensions, variétés abéli-
ennes, écriture de facteurs locaux, dualité) mais il serait dommage de se limiter dès le
départ à cette situation. Par exemple le cadre plus large réseau-norme par rapport à
ordre-involution permet de traiter simultanément le problème des extensions et celui
des variétés abéliennes ; de plus, pour une variété abélienne X, il est assez naturel de
considérer l’ordre non nécessairement maximal End(X).
Nous pouvons maintenant examiner le cas particulier des corps de nombres, c’est-
à-dire celui où D est commutatif. Notons plutôt K = D. Au regard de la discussion
précédente, les corps commutatifs possèdent deux propriétés merveilleuses:
• K admet un unique ordre maximal, à savoir l’anneau des entiers OK,
• il existe une unique (anti-)involution positive sur K ⊗ R 
 Rr1 × Cr2 , à savoir
l’application (xi, zj) 	→ (xi, z¯j).
Notons que la première condition caractérise les corps de nombres tandis qu’ils parta-
gent la seconde avec les algèbres de quaternions définies positives sur les corps
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de nombres totalement réels (pour lesquelles D ⊗ R 
 Hr où H est le corps des
quaternions de Hamilton ; c’est le cas, avec r = 1, dans [6–9]) à l’exclusion de tout
autre corps (voir lemme ci-dessous).
Quoi qu’il en soit, il y a donc un choix canonique pour la hauteur sur un corps de
nombres. La formule de W. Schmidt (voir [13], théorème 1) montre que l’on retrouve
la notion usuelle de hauteur deV définie à l’aide de ses coordonnées grassmanniennes.
Nous rappelons maintenant pourquoi D ⊗ R admet toujours une involution posi-
tive en donnant une description de toutes celles-ci. Pour un anneau R nous notons
Matmn(R) l’anneau des matrices sur R avec m ≥ 1 lignes et n ≥ 1 colonnes.
Si K est l’un des trois corps R, C ou H, nous appelons conjugaison l’unique anti-
involution positive sur K (c’est l’identité sur R, la conjugaison usuelle sur C tandis
que sur H = R ⊕ Ri ⊕ Rj ⊕ Rk, avec i2 = j2 = k2 = ijk = −1, le conjugué de
α + βi + γ j + δk est α − βi − γ j − δk ; noter que, dans les trois cas, les points fixes de
l’involution sont les réels). Pour tout entier n ≥ 1, elle induit une involution M 	→ tM¯
sur Matnn(K) que nous nommons transconjugaison. Une matrice carrée M sur K sera
ici dite hermitienne si tM¯ = M. Si M ∈ Matnn(K) est hermitienne, tX¯MX est un
nombre réel pour tout X ∈ Matn1(K). Lorsque tX¯MX > 0 pour tout tel X non nul,
M est dite définie positive.
Lemme 1.1 Soit D un corps de dimension finie sur Q. Il existe quatre entiers naturels
d, r1, r2 et r3 soumis aux conditions d ≥ 1 et d pair si r3 = 0 de sorte que l’on ait un
isomorphisme de R-algèbres
D ⊗ R 
 Matdd(R)r1 × Matdd(C)r2 × Matd/2,d/2(H)r3 .
Dans cette écriture, une anti-involution ι est positive si et seulement s’il existe desmatrices
hermitiennes définies positives A1, . . . ,Af (où f = r1 + r2 + r3) telles que
ι(M1, . . . ,Mf ) = (A1tM¯1A−11 , . . . ,Af tM¯fA−1f ).
En particulier, si ι positive est fixée, on peut choisir l’isomorphisme de sorte que ι soit
donnée par la transconjugaison sur chaque facteur.
Démonstration: Par semi-simplicité de D ⊗ R, cette algèbre s’écrit comme produit
d’anneaux de matrices sur R, C et H. D’autre part, si Z est le centre de D, nous avons
un isomorphisme D ⊗Z C 
 Matdd(C). Par suite, en notant e = [Z : Q], il vient
D⊗Q C 
 Matdd(C)e (puisque Z⊗Q C 
 Ce). Ceci montre que le produit de matrices












On peut noter qu’alors e = r1 + 2r2 + r3.
Ensuite, si ι est une anti-involution, sa composée avec la transconjugaison est un
automorphisme de D ⊗ R qui est intérieur par le théorème de Skolem-Noether. Ceci
donne l’existence des matrices Ai (données chacune à multiplication par une matrice
centrale près). Notons Ki ∈ {R,C,H} le corps sur lequel est définie Ai. La relation
ι ◦ ι = id montre que AitA¯−1i est centrale donc Ai = λitA¯i où λi appartient au centre
de Ki. En appliquant la transconjugaison, on a tA¯i = λ¯iAi donc λiλ¯i = 1. Si Ki = C, on
choisit μi avec μ2i = λi et l’on remplace Ai par μ−1i Ai pour avoir Ai = tA¯i. Si Ki = R
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ou H on a Ai = ±tA¯i. Si ι est positive, nous savons que pour toute matrice M sur Ki
non nulle (de même taille queAi) on a Tr(AitM¯A−1i M) > 0. En choisissantM = AiM′
où M′ est une matrice dont seule la première colonne (notée X) est non nulle, il
vient Tr(a11 · tX¯tA¯iX) > 0 où a11 est le coefficient d’indice (1, 1) deAi. En particulier,
nous devons avoir a11 = 0. Si Ki = R la matrice Ai n’est donc pas antisymétrique
donc Ai = tA¯i. Dans le cas Ki = H, la relation Ai = −tA¯i entraînerait a11 = − ¯a11
donc l’existence de z ∈ H \ {0} avec za11 = −a11z (si a11 = βi + γ j + δk choisir
z = β ′i + γ ′j + δ′k avec ββ ′ + γ γ ′ + δδ′ = 0) ; mais alors tX = (z 0 · · · 0) donnerait
Tr(a11tX¯tA¯iX) = Tr(a11z¯ ¯a11z) = Tr(za11a11z) = −Tr(za11za11) < 0 en contradiction
avec notre hypothèse. Ainsi dans tous les cas Ai est hermitienne donc a11 ∈ R et,
quitte à remplacer Ai par −Ai si nécessaire, nous supposons a11 > 0. L’inégalité
Tr(a11 · tX¯tA¯iX) > 0 devient alors tX¯AiX > 0, ce qui montre bien que Ai est définie
positive.
Réciproquement, il s’agit de vérifier que si les matrices Ai sont définies positives
alors la formule de l’énoncé donne bien une anti-involution positive. Pour cela, nous
écrivons Ai = BitB¯i pour certaines matrices Bi : il s’agit simplement de décomposer
en somme de carrés la forme hermitienne donnée par Ai ; concrètement si tX¯AiX =∑
i,j x¯iaijxj (où a¯ij = aji), l’on pose y1 = a−1/211
∑
j a1jxj de sorte que
∑
i,j x¯iaijxj − y¯1y1
ne fait plus intervenir que x2, x3, . . . et l’on recommence.
Nous pouvons alors composer l’isomorphisme initial avec le produit des change-
ments de base donnés par les Bi. De la sorte, l’application définie par les Ai est
maintenant donnée par la transconjugaison sur chaque facteur. C’est donc clairement
une anti-involution positive. Au passage, nous avons également établi la dernière
assertion. unionsq
Remarquons ici que ce lemme montre que pour toute anti-involution ι sur D ⊗ R
nous avons Tr(ι(x)) = Tr(x) pour x ∈ D ⊗ R (ceci vaut en fait plus généralement
pour toute anti-involution sur une algèbre semi-simple et séparable sur un corps) et,
en particulier, le produit scalaire associé à la norme provenant de ι est donné par
〈x, y〉 = Tr(ι(x)y) pour x, y ∈ D ⊗ R.
Les deux parties suivantes n’utilisent que la définition pour un couple général
(, | · |) ; à partir de la partie 4, nous verrons intervenir des couples formés d’un ordre
maximal et d’une anti-involution positive ; enfin, dans la partie 6 et les suivantes, nous
utiliserons une écriture matricelle de la hauteur.
2 Propriétés
SoientE un espace vectoriel sur Q de dimension finie et  et ′ deux réseaux deE. Si
′ ⊂ , l’indice [ : ′] est défini comme le cardinal du quotient /′. En général,
nous étendons cette notation de lamanière suivante :∩′ est un réseau deE et nous
posons [ : ′] = [ :  ∩ ′]/[′ :  ∩ ′]. Ce nouvel  indice  est un élément
de Q>0. Les propriétés naturelles de l’indice s’étendent sans peine. Par exemple, si
′′ est un troisième réseau, nous avons la relation [ : ′][′ : ′′] = [ : ′′]. Si de
plus E ⊗ R est muni d’une norme euclidienne, on a vol(′) = [ : ′]vol().
Commençons par quelques résultats élémentaires de stabilité de la hauteur.
Lemme 2.1 Soient D, , | · | et N comme dans la définition.
(1) La hauteur H,|·| est stable par permutation des coordonnées de DN.
(2) Si V ⊂ DM × {0}N−M, il revient au même de calculer H,|·|(V) dans DM ou DN.
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(3) Si V est un sous-espace  standard  de DN (engendré par une partie de la base
canonique) H,|·|(V) = 1.
(4) Si x ∈ D \ {0} et μ ∈ R>0 on a Hx,μ|·|(V) = H,|·|(V) si V est un sous-espace à
gauche et Hx,μ|·|(V) = H,|·|(V) si V est un sous-espace à droite.
Démonstration: (1) est clair car une telle permutation laisse stable N et induit une
isométrie sur (D ⊗ R)N . (2) est évident et (3) en découle avec (1) et H,|·|(DN) = 1.
Dans (4), le réel μ disparaît immédiatement des formules. Ensuite nous pouvons
écrire (pour V espace à gauche)
vol(x) = [ : x]vol() et
vol(V ∩ (x)N) = [V ∩ N : V ∩ (x)N]vol(V ∩ N).
Ici V ∩ (x)N = x(V ∩ N). Puisque V est un espace vectoriel sur D, il contient un
réseau V isomorphe à dim V . Alors nous avons
[V : x(V ∩ N)] = [V : xV][xV : x(V ∩ N)]
= [V : V ∩ N][V ∩ N : x(V ∩ N)].
Maintenant les indices [xV : x(V ∩ N)] et [V : V ∩ N] coïncident car la multi-
plication par x est un automorphisme de V. Comme d’autre part [V : xV] = [ :
x]dim V nous avons [V∩N : x(V∩N)] = [ : x]dim V d’oùHx,|·|(V) = H,|·|(V).
Bien entendu, le cas où V est un espace à droite se traite de manière identique. unionsq
Nous examinons à présent la variation de la hauteur avec le couple (, | · |).
Lemme 2.2 Soient D, , | · |, N et V comme dans la définition. Soient ′ un réseau de















Démonstration: Notons λ = [ :  ∩ ′], λ′ = [′ :  ∩ ′], ω = supx∈D\{0}|x|/|x|′
et ω′ = supx∈D\{0} |x|′/|x|. Clairement, il suffit de traiter séparément les deux cas
particuliers où ′ =  ou bien | · |′ = | · |. Par densité de D dans D ⊗ R nous avons
ω′−1|x|′ ≤ |x| ≤ ω|x|′ pour tout x ∈ D ⊗ R et la même formule vaut pour les normes
sur (D ⊗ R)N . Par conséquent, pour un réseau M de rang r, il vient ω′−rvol′(M) ≤
vol(M) ≤ ωrvol′(M). Ceci entraîne vol(V ∩ N) ≤ ω[D:Q] dim Vvol′(V ∩ N) ainsi que
vol′(V) ≤ ω′[D:Q]vol() d’où, par quotient,
H,|·|(V) ≤ (ωω′)dim VH,|·|′(V)
qui est la relation cherchée pour  = ′. D’un autre côté, nous avons
vol()
vol(′)




De plus, comme λ ⊂  ∩ ′ ⊂ ′, nous pouvons écrire
vol(V ∩ (′)N) ≤ vol(V ∩ (λ)N) = λ[D:Q] dim Vvol(V ∩ N)
et donc avec la relation précédente
vol(V ∩ (′)N)
vol(′)dim V
≤ λ([D:Q]−1) dim Vλ′dim V vol(V ∩ 
N)
vol()dim V
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puis
H
′,|·|(V) ≤ max(λ, λ′)dim VH,|·|(V)
qui donne le résultat. unionsq
En pratique, pour comparer efficacement deux couples, on peut combiner ce ré-
sultat avec l’assertion (4) du lemme précédent.
La hauteur introduite satisfait une propriété de finitude.
Lemme 2.3 Soient D, , | · | et N comme dans la définition. Pour tout réel H l’ensemble
des sous-espaces V de DN vérifiant H,|·|(V) ≤ H est fini.
Démonstration: En écrivant la majoration vol(V ∩ N) ≤ H[D:Q]vol()dim V et en
remarquant V = Q(V ∩ N), il nous suffit de montrer qu’il n’y a qu’un nombre fini
de sous-groupes de N de volume borné. Maintenant, ceci est une conséquence tout
à fait classique du second théorème de Minkowski. unionsq
Nous pouvons étendre un résultat de W. Schmidt (voir [14]).
Lemme 2.4 Soient D, , | · | et N comme dans la définition. Si V et W sont deux
sous-espaces de DN alors H,|·|(V + W)H,|·|(V ∩ W) ≤ H,|·|(V)H,|·|(W).
Démonstration: La formule à montrer équivaut à
vol((V + W) ∩ N)vol(V ∩ W ∩ N) ≤ vol(V ∩ N)vol(W ∩ N)
ou encore si l’on choisit une décomposition en somme directe V = (V ∩ W) ⊕ F à
vol((V + W) ∩ N)vol(V ∩ W ∩ N)vol(F ∩ N)
≤ vol(V ∩ N)vol(W ∩ N)vol(F ∩ N)
qui se réécrit
vol((V + W) ∩ N)vol(V ∩ W ∩ N ⊕ F ∩ N)
≤ vol(V ∩ N)vol(W ∩ N ⊕ F ∩ N).
En termes d’indices cela devient exactement
[V ∩ N : V ∩ W ∩ N ⊕ F ∩ N] ≤ [(V + W) ∩ N : W ∩ N ⊕ F ∩ N].
Notons 1 = (V +W) ∩ N et 2 = W ∩ N ⊕ F ∩ N . Nous remarquons 1 ∩V =
V ∩ N et 2 ∩ V = V ∩ W ∩ N ⊕ F ∩ N (si x ∈ 2 ∩ V on a x = y + z avec
y ∈ W ∩N et z ∈ F ∩N ⊂ V donc x−z = y ∈ V puis y ∈ V ∩W ∩N). La formule
que nous voulons établir est donc
[V ∩ 1 : V ∩ 2] ≤ [1 : 2]
qui découle clairement de l’injection V ∩ 1/V ∩ 2 ↪→ 1/2. unionsq
3 Lemme de Siegel
Pour toute cette partie, nous notons n = [D : Q]. De plus, si m est un entier naturel,
τm désigne la racine m-ième du volume (par rapport à la norme euclidienne usuelle)
de la boule unité dans Rm.
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Théorème 3.1 Soient L, N des entiers naturels tels que 0 < L < N, soient  un réseau
de D et | · | une norme euclidienne sur D⊗ R. Alors, tout sous-espace vectoriel V sur D
de DN de dimension L admet une base formée d’éléments X1, . . . ,XL de N telle que






Démonstration: Nous cherchons des  petits  points du réseau V ∩ N du sous-
espace vectoriel réel W = V ⊗ R de (D ⊗ R)N . En choisissant une R-base de D ⊗ R
qui est orthonormale pour le produit scalaire associé à | · | nous identifions le couple
(D ⊗ R, | · |) avec Rn et la norme euclidienne usuelle sur Rn. Posons S = W ∩ BN , où
BN est la boule
BN = {Y ∈ (D ⊗ R)N | |Y|N ≤ 1/τnL}.
Ainsi S est une boule de rayon r = 1/τnL et de dimension nL, ce qui donne
vol(S) = τnLnL rnL = 1.
Par le second théorème de Minkowski les minima successifs μ1, . . . ,μnL du réseau
V ∩ N par rapport à S satisfont à l’inégalité
μ1 · · ·μnL ≤ 2nLvol(V ∩ N). (1)
Maintenant nous choisissons Y1, . . . ,YnL ∈ V ∩ N , linéairement indépendants sur
Q, tels que Yk ∈ μkS (1 ≤ k ≤ nL). Il suit que
|Yk|N ≤ μk/τnL
pour tout 1 ≤ k ≤ nL. En utilisant (1), nous obtenons
|Y1|N · · · |YnL|N ≤ (2/τnL)nLvol(V ∩ N).
Il nous reste à trouver L vecteurs suffisamment petits parmi Y1, . . . ,YnL qui soient
linéairement indépendants sur D. Pour faire ceci, nous renommons Y1, . . . ,YnL, en
oubliant leur relation avec μ1, . . . ,μnL, de sorte que
|Y1|N ≤ |Y2|N ≤ · · · ≤ |YnL|N .
Commençons par prendre X1 = Y1. Alors |X1|N ≤ |Yk|N pour 1 ≤ k ≤ n. Comme
Y1, . . . ,YnL sont linéairement indépendants sur Q, il existe k ≤ n+ 1 tel queX1 et Yk
sont linéairement indépendants sur D. Posons X2 = Yk. Ainsi |X2|N ≤ |Yk′ |N pour
n + 1 ≤ k′ ≤ 2n. Ensuite, de la même manière, il existe k′ ≤ 2n + 1 tel que la famille
(X1,X2,Yk′) est libre sur D ; posons X3 = Yk′ et ainsi de suite. Par ce procédé nous
trouvons X1, . . . ,XL parmi Y1, . . . ,YnL qui sont linéairement indépendants sur D et
vérifient
|X1|nN · · · |XL|nN ≤ |Y1|N · · · |YnL|N .
Ceci donne le résultat. unionsq
Dans le théorème précédent, on peut également mesurer la base de V en utilisant
une autre norme. Par exemple, on peut définir pour tout vecteur X ∈ DN
|X|max = max{|x1|, . . . , |xN |},
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où x1, . . . , xN sont les composantes de X. Puisque |X|max ≤ |X|N , les vecteurs
X1, . . . ,XL du théorème 3.1 satisfont la même majoration par rapport à la norme
| · |max.Mais onpeut fairemieux si on applique le théorèmedeMinkowski à l’ensemble
S = W ∩BN1 , où B1 = {y ∈ D⊗R | |y| ≤ 1/τn}. Maintenant on ne peut plus calculer le
volume de S facilement, mais grâce au théorème de cube slicing de J. Vaaler (voir [18],
corollaire du théorème 1) on sait que vol(S) ≥ 1. Ceci suffit pour montrer comme
ci-dessus qu’il existe une base X1, . . . ,XL de V dans N telle que






Le résultat suivant montre que dans la majoration du théorème 3.1 la dépendance
en la hauteur de V est optimale.
Proposition 3.2 Étant donné des entiers naturels L etN tels que 0 < L < N, il existe une
constante C = C(L,N) > 0 avec la propriété suivante. Pour tout corps D de dimension
finie sur Q avec un réseau  et pour tout nombre réel H > 0, il existe un sous-espace
(à gauche et à droite) V sur D de DN de dimension L et une norme euclidienne | · | sur
D ⊗ R tels que H,|·|(V) > H et
|X|N ≥ C−1H,|·|(V)1/L
pour tout vecteurX = 0deV dansN.Enparticulier,C = 2N−L(√N)(N−L)/L convient.
Démonstration: Il existe un sous-espace U de QN de dimension L, construit par
W. Schmidt [15], (p. 2), tel que H(U) > H pour la hauteur classique sur Q et tel que
tout vecteur Y = (y1, . . . , yN) = 0 de U dans ZN satisfait
max{|y1|, . . . , |yN |} ≥ C−1H(U)1/L,
avec C = C(L,N) = 2N−L(√N)(N−L)/L > 0 (voir [7], p. 132). Nous posons
V = U ⊗Q D.
Soit λ1, . . . , λn une Z-base de . Nous définissons un produit scalaire sur D ⊗
R par 〈λi, λj〉 = 0 si i = j et 〈λi, λi〉 = |λi|2 = 1. Ainsi, si x ∈ D ⊗ R a comme
coordonnées x1, . . . , xn ∈ R, on a |x|2 = x21 + · · · + x2n ≥ max{|x1|, . . . , |xn|}2. Par
suite, en écrivant X ∈ (D ⊗ R)N comme combinaison linéaire des λ1, . . . , λn avec des
coefficients X1, . . . ,Xn ∈ RN , nous avons
|X|N ≥ max
1≤i≤n
max{|xi1|, . . . , |xiN |},
où xi1, . . . , xiN sont les composantes de Xi (1 ≤ i ≤ n).
Supposons maintenant que X = 0 est dans N ∩ V. Alors X1, . . . ,Xn sont dans
U∩ZN et aumoins un vecteur est non nul. Les deux inégalités précédentes impliquent
donc que
|X|N ≥ C−1H(U)1/L
et la proposition est démontrée parce qu’on peut vérifier par un calcul direct que
H(U) = H,|·|(V) (voir aussi plus bas la remarque après le corollaire 4.1). unionsq
La version originale du lemme de Siegel (voir [16]) correspond au cas  = Z
dans D = Q. L’énoncé était exprimé en termes de petites solutions d’un système
d’équations linéaires. Nous pourrons traduire notre théorème dans ce langage lorsque
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nous aurons introduit dans la partie 6 la hauteur d’une matrice A sur D et montré
qu’elle coïncide avec la hauteur de l’espace des solutions de AX = 0.
Jusqu’ici tout ce que nous avons fait est valable pour un couple quelconque (, | · |).
Pour aller plus loin, il nous faut des hypothèses supplémentaires. Ainsi toutes les
parties suivantes feront intervenir un couple (O, ) formé d’un ordremaximal et d’une
involution positive. En particulier, nous pourrons revenir sur le lemme de Siegel (voir
partie 8), reformuler le théorème 3.1 en termes de hauteur de vecteurs et améliorer
la proposition 3.2 à V fixé.
4 Extensions
Dans cette partie, nous nous intéressons au comportement de la hauteur à travers
une extension de corps D ⊂ D′. Nous donnons en fait d’abord un résultat un peu
plus général qui permet d’englober la situation que nous rencontrerons dans la partie
suivante en lien avec le degré des variétés abéliennes.
Proposition 4.1 Soient D un corps de dimension finie sur Q, O un ordre maximal
de D,  une anti-involution positive sur D ⊗ R et V un sous-espace à droite de DN.
Considérons un O-module à gauche  de type fini et sans torsion ainsi qu’un produit
scalaire 〈 , 〉 sur  ⊗ R tel que si α,β ∈  ⊗ R et x ∈ D ⊗ R alors 〈xα,β〉 = 〈α, xβ〉.
Dans ces conditions
vol((V ⊗O ) ∩ N)
vol()dim V
= HO,(V)rangZ.
Nous commençons par expliquer comment nous exploitons la maximalité de O.
Pour chaque nombre premier p, nous notons (ici et dans toute la suite)Dp = D⊗Q Qp
le complété p-adique de D puis Op = O ⊗Z Zp celui de O. Nous savons alors grâce
au lemme 4 de [8] que Op est un ordre maximal de Dp et est principal à droite et à
gauche, c’est-à-dire que tout idéal à droite (resp. à gauche) de Op peut s’écrire comme
δOp (resp. Opδ) pour un certain δ ∈ Op. On prendra toutefois garde au fait que Op
n’est pas en général intègre.
En particulier, la principalité de Op donne lieu au résultat suivant.
Lemme 4.1 Si O est un ordre maximal de D, tout O-module à gauche (resp. à droite) 
de type fini et sans torsion est plat. Pour tout nombre premier p, le Op-module Op ⊗ 
(resp.  ⊗ Op) est libre.
Démonstration: L’hypothèse que  est sans torsion implique  ⊂ D ⊗O . En
choisissant dans  une base de l’espace vectoriel D ⊗O  nous pouvons écrire Ok ⊂
 ⊂ Dk puis, comme D = QO et  de type fini, Ok ⊂  ⊂ (n−1O)k pour un certain
n ∈ Z \ {0}. Il vient Okp ⊂ Op ⊗  ⊂ (n−1Op)k et, puisque Op est principal, ceci
entraîne facilement Op ⊗  
 Okp . En particulier, ce module est plat sur Op. Comme
ceci est vrai pour tout p, le module  est également plat sur O (puisque, pour tester
l’exactitude d’une suite de Z-modules, il suffit de le faire après produit tensoriel avec
chacun des Zp). Les mêmes arguments s’appliquent si  est un module à droite. unionsq
Démonstration de la Proposition 4.1: Comme première conséquence du lemme, nous
notons par platitude de 
(V ⊗O ) ∩ N = (V ⊗O ) ∩ (ON ⊗O ) 
 (V ∩ ON)⊗O .
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Si jamais  est libre sur O, cette formule permet facilement de relier le volume
de (V ⊗O ) ∩ N à celui de V ∩ ON . Dans le cas général, nous introduisons un





où vi ∈  et k = (rangZ)/[D : Q]. Puisque le O-module à droite V ∩ ON est plat par
le lemme, nous trouvons
(V ∩ ON)⊗
O
′ ⊂ (V ∩ ON)⊗
O
 = (V ⊗O ) ∩ N
puis, en notant encore L = dim V,
vol((V ⊗O ) ∩ N)
vol()L
= [ : 
′]L
[(V ∩ ON) ⊗  : (V ∩ ON) ⊗ ′] ·
vol((V ∩ ON) ⊗ ′)
vol(′)L
.
Montrons d’abord que le rapport des indices vaut 1. Il suffit pour cela de considérer
les p-parties et donc de vérifier
[(V ∩ ON)⊗
O




′] = [Op ⊗O  : Op ⊗O 
′]L ;
or ceci est clair car (V ∩ ON) ⊗O Op 
 OLp d’après le lemme 4.1. Nous avons donc à
présent








pour toute famille (v1, . . . , vk) de  libre sur O. La formule reste valable si l’on divise
tous les vi par un même entier non nul donc elle vaut pour toute famille de  ⊗Z Q
libre sur D. Bien plus, le second membre a un sens pour toute famille de  ⊗ R libre
sur D ⊗ R et, par densité de  ⊗ Q dans  ⊗ R, l’égalité a encore lieu dans ce cas.
Ainsi, pour toute famille (v′1, . . . , v
′
k)de⊗R libre surD⊗R, nous avonsmaintenant








Nous pouvons alors choisir cette famille de sorte que




avec une somme directe orthogonale pour le produit scalaire 〈 , 〉. En effet, on choisit
v′1 ∈ ⊗R sans (D⊗R)-torsion et l’on vérifie que ((D⊗R)v′1)⊥ est un (D⊗R)-module
libre : si α ∈ ((D ⊗ R)v′1)⊥ et x ∈ D ⊗ R on a, pour tout y ∈ D ⊗ R,
〈xα, yv′1〉 = 〈α, xyv′1〉 = 0
donc xα ∈ ((D⊗R)v′1)⊥. L’on peut donc choisir v′2 dans ((D⊗R)v′1)⊥ et recommencer.
Une telle famille étant choisie, la restriction de 〈 , 〉 à (D ⊗ R)v′i munit D ⊗
R d’un produit scalaire fi (par fi(x, y) = 〈xv′i, yv′i〉) et nous notons voli le volume
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correspondant. Notre formule devient alors








Si tous les voli coïncident avec le volume induit par le produit scalaire (x, y) 	→ Tr(xy)
alors, vu la valeur de k, le membre de droite est exactement HO,(V)rangZ et la
proposition est vraie. Il ne nous reste donc qu’à montrer que l’on peut faire en sorte
que chaque fi soit exactement ce produit scalaire.
Nous considérons la forme linéaire x 	→ fi(1, x) sur D ⊗ R. Puisque D ⊗ R
est un produit d’espaces de matrices sur K = R, C ou H (voir lemme 1.1), nous
obtenons une famille de formes linéaires de la forme Matnn(K) → R. Nous pouvons
écrire évidemment une telle forme R-linéaire comme la trace d’une forme K-linéaire
Matnn(K) → K. Maintenant, sur un corps quelconque K, une telle forme linéaire
s’écritA 	→ Tr(AB) pour une matrice B ∈ Matnn(K). De cette façon, nous constatons
qu’il existe b = bi ∈ D ⊗ R tel que fi(1, x) = Tr(xb) pour tout x ∈ D ⊗ R.
Cette relation entraîne pour tous x, y ∈ D ⊗ R
fi(x, y) = 〈xv′i, yv′i〉 = 〈v′i, xyv′i〉 = fi(1, xy) = Tr(xyb).
Par symétrie du produit scalaire nous avons Tr(xyb) = Tr(yxb) = Tr(bxy) ce
qui entraîne b = b. De plus, Tr(xxb) > 0 pour tout x ∈ (D ⊗ R) \ {0}. Sous la
forme Tr(xbx) > 0 cela traduit le fait que si nous choisissons dans le lemme 1.1
un isomorphisme tel que  est donnée par la transconjugaison alors b est constitué
de matrices hermitiennes définies positives. En conséquence, nous pouvons écrire
b = cc avec c ∈ D ⊗ R (inversible). Maintenant, nous calculons
〈xc−1v′i, yc−1v′i〉 = Tr((c−1)xyc−1b) = Tr(xy)
et, en choisissant c−1v′i au lieu de v′i, la démonstration est terminée. unionsq
Voici ce que nous pouvons dire sur les extensions de corps (bien entendu, nous
pourrions énoncer à la fois la proposition et ce corollaire en échangeant les mots
gauche et droite).
Corollaire 4.1 Soient D un corps de dimension finie sur Q, O un ordre maximal de D
et  une anti-involution positive sur D ⊗ R. Soient D′ une extension finie de D,  un
réseau de D′ qui est un O-module à gauche et | · | une norme euclidienne sur D′ ⊗R telle
que le produit scalaire associé vérifie 〈xy, z〉 = 〈y, xz〉 pour x ∈ D⊗ R et y, z ∈ D′ ⊗ R.




Démonstration: Par définition le membre de gauche est(




Il nous suffit donc de noter dimD′ V ⊗D′ = dimD V, [D′ : Q] = rangZ et V ⊗D D′ =
V ⊗O  (puisque D′ = Q) pour appliquer la proposition avec  =  et le résultat
s’ensuit. unionsq
Notons que si D = Q alors on a O = Z et  = id, ce qui entraîne que les conditions
sur  et | · | sont automatiquement vérifiées.
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Remarquons aussi que siO′ est un ordre deD′ qui contientO alors c’est unmodule
à gauche et à droite sur O; de même s’il existe une anti-involution ′ sur D′ ⊗ R
induisant  surD⊗R alors l’hypothèse sur le produit scalaire est clairement satisfaite
; ainsi siO′ et ′ remplissent ces deux conditions nous avonsHO′,′(V⊗D′) = HO,(V).
Signalons que, étant donné (O, ), il existe toujours un tel couple (O′, ′).
5 Variétés abéliennes
Nous montrons ici comment l’on peut calculer le degré d’une sous-variété abélienne
de manière naturelle en termes de la hauteur que nous avons introduite.
Nous nous plaçons dans la situation suivante: soientX une variété abélienne simple
sur C et Y une sous-variété abélienne de XN où N ≥ 1. Nous posons O = End(X) et
D = O ⊗ Q. Comme X est simple, D est un corps et O un ordre. Nous associons à Y
le sous-espace à droite




Q = DN .
Pour définir à la fois le degré deY et la hauteur deV (que nous souhaitons comparer),
nous avons besoin d’une polarisation sur X c’est-à-dire un faisceau inversible ample
L0. D’une part, le degré de Y est défini en termes de nombres d’intersection par
degL Y = L· dim Y · Y où L =
⊗N
i=1 p∗i L0 sur XN et d’autre part est associée à L0 une
anti-involution positive sur D que l’on appelle involution de Rosati, que nous notons
† et qui permet donc de parler de la hauteur HO,†(V) de V.
La relation entre ces deux quantités, conjecturée dans [6], (appendice B), est la
suivante.







où g = dim X et gL = dim Y.
Démonstration: Nous utilisons la description analytique des variétés abéliennes com-
plexes (voir par exemple [11]). Ainsi voyons-nousX comme un tore complexeE0/0
où E0 est un espace vectoriel sur C de dimension g et 0 un réseau de E0 (vu comme
espace sur R). Nous notons aussi F0 = Q0 ⊂ E0. Dans ce cadre, la polarisation L0
donne naissance à une forme de Riemann c’est-à-dire une forme H0 : E0 × E0 → C
hermitienne définie positive telle que (ImH0)(0 ×0) ⊂ Z. Par ailleurs, O (resp. D)
s’identifie à l’ensemble des applicationsC-linéairesϕ : E0 → E0 telles queϕ(0) ⊂ 0
(resp. ϕ(F0) ⊂ F0). En particulier, 0 a une structure de O-module à gauche, F0 de
D-espace vectoriel à gauche etE0 deD⊗R-module à gauche. Finalement l’involution
de Rosati est caractérisée par H0(ϕx, y) = H0(x,ϕ†y) pour tous x, y ∈ E0 et ϕ ∈ D.
Venons-en à XN et Y. Comme tore complexe XN = E/ où  = ⊕Ni=1 0 ⊂⊕N
i=1 E0 = E et la polarisation se reflète dans la forme de Riemann H : E × E → C
donnée par
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La sous-variété abélienne Y quant à elle correspond à un sous-espace vectoriel com-
plexe W de E tel que W ∩  soit un réseau (de sorte que Y = W/W ∩ ). Notons
que W n’est pas en général un sous-espace vectoriel sur D de E. Dans ce cadre, nous
pouvons calculer les degrés comme volumes euclidiens (nous précisons le produit
scalaire utilisé en indice pour éviter les confusions):
degL0 X = (dim X)!volReH0(0) et degL Y = (dim Y)!volReH(W ∩ ).
Pour en finir avec les notations générales, nous posons F = ⊕Ni=1 F0 = Q ⊂ E.
Nous faisons à présent le lien entre V ∩ ON , qui sert à calculer HO,†(V), et W ∩ ,
qui sert à calculer degL Y. Nous partons de l’isomorphisme évident DN ⊗D E0 = E
qui reflète l’action de DN = Hom(X,XN) ⊗ Q sur XN = E/. Par définition de V,
nous avons alors V ⊗D E0 ⊂ W et, en particulier, V ⊗D F0 ⊂ W ∩ F. Maintenant V
est aussi isomorphe à Hom(X,Y) ⊗ Q et, comme Y est isogène à XL, nous trouvons
dimD V = L. Par conséquent, dimQ(V⊗DF0) = 2Lg = dimQ W∩F et doncV⊗DF0 =
W∩F. Comme F0 = Q0 = Q⊗Z O⊗O 0 = D⊗O 0 cette dernière relation s’écrit
aussi V ⊗O 0 = W ∩ F. Ainsi nous avons (V ⊗O 0) ∩  = W ∩ .
Par ailleurs, nous sommes en mesure d’appliquer la proposition 4.1 avec  = 0
et le produit scalaire ReH0 sur E0 =  ⊗ R. Il vient donc




volReH(W ∩ ) = volReH0(0)L · HO,†(V)2g
et donne exactement la relation cherchée. unionsq
Cet énoncé généralise un résultat de D. Bertrand et D. Masser (voir [1]). Leur dé-
monstration, écrite dans le cas des quaternions, suit un cheminement sensiblement
différent de la nôtre (même si la façon dont intervient l’hypothèse cruciale que O
est maximal s’avère assez proche). Elle pourrait vraisemblablement s’adapter au cas
général en utilisant les résultats des deux parties suivantes, en particulier le théorème
de dualité 7.1 et la proposition 7.2.
Une fois établi le théorème 5.1, il semble naturel de se demander ce qu’il en advient
lorsque l’on ne suppose pas O maximal. On souhaiterait penser, à première vue, qu’il
reste vrai tel quel mais ce n’est malheureusement pas le cas. Si O n’est pas maximal,
la donnée de V (et de O) ne comporte pas assez d’information pour déterminer le
rapport des degrés. Un contre-exemple concret s’obtient de la manière suivante.
Nous posons D = Q(i). D’après [11], (p. 202–203), il existe une variété abélienne
X sur C de dimension g = 3 avec End(X) ⊗ Q 
 D. Ainsi, avec les notations de la
démonstration, F0 = Q0 est un espace de dimension 2g/[D : Q] = 3 sur D. Nous
écrivons F0 = De1 ⊕ De2 ⊕ De3. Nous considérons maintenant trois autres réseaux
de F0 à savoir

(1)






0 = (Z ⊕ iZ)e1 ⊕ (Z ⊕
i
2
Z)e2 ⊕ (Z ⊕ i2Z)e3 et

(3)
0 = (Z ⊕
i
2
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Puisque X est une variété abélienne, il existe une forme de Riemann H0 telle que
(ImH0)(0 × 0) ⊂ Z. Quitte à multiplier H0 par un entier, nous pouvons supposer
que (ImH0)(
(j)
0 × (j)0 ) ⊂ Z pour 1 ≤ j ≤ 3. Par conséquent nous obtenons trois
nouvelles variétés abéliennes X1, X2 et X3 (isogènes à X). Nous avons clairement
End(Xj) ⊗ Q 
 D et nous pouvons calculer
End(Xj) 
 {z ∈ D | z(j)0 ⊂ (j)0 } = Z ⊕ 2iZ
pour 1 ≤ j ≤ 3. Nous trouvons donc le même anneau O d’endomorphismes dans les
trois cas et ce n’est certes pas un ordre maximal de D. L’involution de Rosati est la
conjugaison sur D (c’est l’unique involution positive).
Considérons alors V = {(x, ix) | x ∈ D} ⊂ D2. Nous avons V ⊗D F0 ⊂ F = F20 et
nous pouvons définirW ⊂ E = E20 comme le sous-espace surC engendré parV⊗DF0.
Ce sous-espace fournit une sous-variété abélienne Yj de X2j pour chaque 1 ≤ j ≤ 3
(avec V = {ϕ ∈ Hom(Xj,X2j ) | ϕ(Xj) ⊂ Yj} ⊗Z Q). Grâce à la base (e1, e2, e3) de F0,
le sous-espace V ⊗D F0 = W ∩F de F s’identifie à V3 ⊂ D6. Avec j = ((j)0 )2 ⊂ D6,
nous calculons explicitement dans les trois cas
W ∩ j = {(x, y, z, ix, iy, iz) | x, y, z ∈ Z ⊕ iZ}
(il suffit de voirV∩ (Z⊕ iZ)2 = V∩ (Z⊕ (i/2)Z)2). Par conséquent, degY1 = degY2 =
degY3 tandis que degXj = 2 degXj+1 puisque [(j+1)0 : (j)0 ] = 2 si 1 ≤ j ≤ 2. De cette
façon, la formule du théorème ne peut être vraie que dans au plus un des trois cas
puisque tous les facteurs y apparaissant sont identiques, excepté le degré de Xj.
Signalons finalement que l’on aurait pu imaginer qu’une hypothétique formule
valable pour un ordre quelconque fasse intervenir plutôt la hauteur du dual deV (voir
partie 7) puisque celle-ci coïncide avec celle de V pour un ordre maximal et puisque
la démarche de [1] utilise cette dualité. Bien entendu, cela est également contredit
par l’exemple ci-dessus car une quantité ne dépendant que de V est insuffisante (et,
en fait, la formule de dualité vaut pour l’espace V considéré).
6 Expressions matricielles
Soient M, N des entiers naturels tels que 1 ≤ M ≤ N et soit A une matrice de
MatMN(D) de rangM (dans cette partie le rang d’une matrice signifie toujours le rang
à gauche des lignes). Pour un réseau  deD, l’imageAN est un réseau deDM. Nous
posons
Hfin(A) = [AN : M]1/[D:Q].
D’autre part A induit une application R-linéaire f : (D ⊗ R)N → (D ⊗ R)M. Si
D⊗R a une structure euclidienne | · |, nous pouvons alors considérer l’adjoint tf : (D⊗
R)M → (D⊗R)N (nous notons tf l’adjoint plutôt que f ∗ pour éviter la confusion avec
l’involution  ci-dessous). Tandis que f est aussi un morphisme de D ⊗ R-modules, tf
est seulement R-linéaire. Comme f est surjective, f ◦ tf est un R-automorphisme de
(D ⊗ R)M et nous posons
H|·|inf(A) = det(f ◦ tf )1/2[D : Q].
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Nous définissons la hauteur de A par
H,|·|(A) = Hfin(A)H|·|inf(A).
Proposition 6.1 Soient D,  et | · | comme ci-dessus et N ≥ 1 un entier naturel. Alors
pour tout sous-espace vectoriel à droite strict V sur D de DN on a
H,|·|(V) = H,|·|(A),
dès que A est une matrice de MatMN(D) de rang M = N − dim V telle que V = {X ∈
DN | AX = 0}.
Démonstration: Soit n la dimension de l’espace vectoriel réel D ⊗ R sur R. Comme
dans la partie 3 nous identifions la paire (D ⊗ R,| · |) avec Rn et la norme euclidienne
usuelle sur Rn.
Nous pouvons donc utiliser la formule
vol(V ∩ N)vol(f (N)) = det(f ◦ tf )1/2 vol(N).
Si f s’identifie avec la projection orthogonale de RnN sur RnM = RnM × {0}, cette
formule est bien connue (voir, par exemple, la proposition 1.2.9 de [10]). Pour f plus
générale, on peut se ramener à ce cas précédent en remplaçant f par ufv et N par
v−1(N), où v et u sont des transformations linéaires orthogonales et inversibles,
respectivement.
Comme vol(m) = vol()m pour tout entier naturel m, nous en déduisons que
H,|·|(V)n = det(f ◦ tf )1/2 vol()M/vol(f (N)).
Par définition, nous avons
det(f ◦ tf )1/2 = H|·|inf(A)n.
De plus,
vol(f (N)) = vol(AN) = [M : AN] vol(M),
d’où
vol()M/vol(f (N)) = [M : AN]−1 = [AN : M] = Hfin(A)n.
Ceci montre le résultat. unionsq
Si le réseau  = O est un ordre maximal de D nous pouvons exprimer HOfin(A)
comme un produit de facteurs locaux. Rappelons que la maximalité de O entraîne la
principalité de l’anneau Op pour tout nombre premier p.
Étant donné des éléments b1, . . . ,br deOp nous pouvons donc définir un plus grand
facteur gauche commun δ = pgfgc(b1, . . . ,br) comme un élément de Op satisfaisant
b1Op + · · · + brOp = δOp. Si b1Dp + · · · + brDp = Dp, alors ce pgfgc est déterminé
uniquement à multiplication à droite par une unité près. Si les éléments b1, . . . ,br sont
dans O, nous écrivons pgfgcp pour souligner la dépendance de p.
Nous pouvons étendre ces considérations à MatMM(D) au lieu de D. Comme
MatMM(O) est un ordre maximal de MatMM(D), le lemme 4 de [8] entraîne que
MatMM(Op) est principal pour tout nombre premier p. Nous pouvons donc définir un
pgfgc des éléments de MatMM(Op) de la même façon que pour des éléments de Op.
Ensuite nous notons nr la norme réduite MatMM(D ⊗ Qp) → Qp (voir [12],
p. 119). On a |nr(U)|p = 1 pour toute unité U de MatMM(Op), où | · |p désigne la
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valeur absolue p-adique usuelle sur Qp. Par conséquent, si B1, . . . ,Br sont des élé-
ments de MatMM(Op) tels que B1MatMM(Dp) + · · · +BrMatMM(Dp) = MatMM(Dp),
la p-partie de la norme réduite nr(pgfgc(B1, . . . ,Br)) est bien définie.
De nouveau, si les éléments B1, . . . ,Br sont dans MatMM(O) nous écrivons pgfgcp
pour souligner la dépendance de p.




pour 1 ≤ l ≤ m, sont les mineurs d’ordre l
d’une matrice B ∈ Matlm(Op), nous avons
BOmp = Olp (2)
pour  = pgfgc(B1, . . . ,Br). Cette identité est importante dans la démonstration de
la proposition 6.2 ci-dessous et nous l’utiliserons de nouveau dans la partie 8. On peut
la vérifier comme suit.
Le sous-Op-module BOmp de Olp est engendré par les colonnes de B. Chaque telle
colonne est une colonne d’un mineur Bi de B et comme Bi est un multiple à droite
de , cette colonne est une combinaison linéaire à droite sur Op des colonnes de .
D’oùBOmp ⊂ Olp. Pour l’inclusion inverse, on écrit comme combinaison linéaire à
droite sur Matll(Op) des B1, . . . ,Br. Chaque colonne de  est donc une combinaison
linéaire à droite sur Op des colonnes de B. D’où BOmp ⊃ Olp et (2) est démontré.
Finalement, si Z est le centre de D, nous notons e sa dimension sur Q puis
[D : Z] = d2 ; ainsi d2e = [D : Q] (ceci est cohérent avec les notations du lemme 1.1
et de sa démonstration).






où le produit est sur tous les nombres premiers p et le pgfgc sur les mineurs A0 d’ordre
M de A.
Démonstration: Ceci est une conséquence directe de [8], (théorème 2). unionsq
Si | · | provient d’une anti-involution (positive)  surD⊗R, on noteHinf pourH|·|inf.
Proposition 6.3 Pour toute anti-involution positive 
Hinf(A) = nr(AA)1/2de
où A ∈ MatNM(D ⊗ R) est obtenue en transposant A et en appliquant  à chacun de
ses coefficients tandis que nr est la norme réduite MatMM(D ⊗ R) → R.
Démonstration: Nous rappelons que le produit scalaire associé à la norme provenant
de  est donné par 〈x, y〉 = Tr(xy)pour x, y ∈ D⊗R. Nous avons alors 〈ax, y〉 = 〈x, ay〉
pour tout a ∈ D ⊗ R et nous en déduisons que
〈AX,Y〉 = 〈X,AY〉
pour tous X ∈ (D ⊗ R)N et Y ∈ (D ⊗ R)M ; la matrice A induit donc l’adjoint tf . Il
suit que
det(f ◦ tf ) = N(AA),
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où N est la norme MatMM(D ⊗ R) → R de la représentation régulière à gauche.
D’après [12], (9.17) (p. 119) nous trouvons
N(AA) = nr(AA)d,
ce qui montre le résultat car [D : Q] = d2e. unionsq
Remarquons que tous les résultats de cette partie sont donnés pour un sous-
espace vectoriel à droite de DN et une matrice sur D avec des lignes D-linéairement
indépendantes à gauche. Évidemment des résultats analogues existent pour un sous-
espace vectoriel à gauche V de DN qui peut être décrit comme espace des solutions
d’un système d’équations linéaires de la forme XA = 0, si X est un vecteur ligne de
DN et A une matrice de MatNM(D) avec des colonnesD-linéairement indépendantes
à droite, où M = N − dimV. En fait, le rang à gauche des lignes coïncide avec le rang
à droite des colonnes.
Ainsi pour tout réseau  de D et toute norme euclidienne | · | sur D ⊗ R nous
posons
H,|·|(V) = H,|·|(A) = Hfin(A)H|·|inf(A),
où
Hfin(A) = [NA : M]1/[D:Q]
et
H|·|inf(A) = det(f ◦ tf )1/2[D:Q]
avec f : (D⊗R)N → (D⊗R)M induite parA. Nous avons donc a priori deux façons de
définir la hauteur d’unematrice. Ceci ne conduit à aucune ambiguïté puisqu’une seule
est définie si les nombres de lignes et de colonnes diffèrent et que les deux définitions
coïncident siA est une matrice carrée. En effet, dans ce cas,V = {0} est le sous-espace
à la fois à droite et à gauche correspondant à A, ce qui donne 1 pour sa hauteur.
Les propositions 6.2 et 6.3 peuvent bien entendu être adaptées dans ce cadre.
7 Dualité
Si V est un sous-espace à droite de DN , nous définissons son orthogonal comme le
sous-espace à gauche
V⊥ = {x ∈ DN | x • y = 0 pour tout y ∈ V}
où, pour x, y ∈ DN , nous notons x • y = ∑Ni=1 xiyi.
Le résultat principal de cette partie est le suivant.
Théorème 7.1 Si O est un ordre maximal de D et  une anti-involution positive sur
D ⊗ R alors
HO,(V) = HO,(V⊥).
Pour la démonstration, nous suivons la méthode introduite dans [9]. Pour com-
mencer nous établissons le fait ci-dessous, auquel il était fait allusion dans cet article.
Tous les anneaux considérés sont unitaires.
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Proposition 7.2 Soit R un anneau fini dont tous les idéaux à gauche et tous les idéaux
à droite sont principaux. Pour tout élément r de R, on a Card(Rr) = Card(rR).
En raison de cette propriété, nous qualifierons les anneaux vérifiant l’hypothèse
ci-dessus de symétriques, comme dans [9]. Pour démontrer la proposition, nous nous
basons sur le théorème de structure suivant.
Proposition 7.3 Soit R un anneau fini dans lequel tout idéal bilatère peut s’écrire à la






où k et les ni sont des entiers naturels tandis que Ri est un anneau fini local dans lequel
tout idéal à gauche ou à droite est à la fois principal et bilatère.
Démonstration: Ceci est par exemple conséquence du résultat principal de [4], où la
structure des Ri est décrite bien plus précisément. unionsq
Remarquons, sans le prouver, que l’on peut en fait supposer seulement que tout idéal
bilatère est principal comme idéal à gauche et obtenir la même conclusion.
Démonstration de la Proposition 7.2: Dans la décomposition de la proposition
précédente, la propriété de symétrie est vraie pour chacun des Ri puisque si r ∈ Ri
l’ensemble Rir est un idéal à droite donc contient rRi qui, étant lui un idéal à gauche,
contient Rir et donc Rir = rRi. Nous en déduisons que les anneaux Matni,ni(Ri) satis-
font également la symétrie d’après le corollaire à la proposition 1 de [9]. Le résultat
suit alors facilement par produit. unionsq
Nous entamons à présent la démonstration du théorème 7.1. Nous notons L la
dimension deV etM = N−L. Il est clair que si σ : DN → DN est une permutation des
coordonnées alors σ(V)⊥ = σ(V⊥). Par suite, en vertu du lemme 2.1, nous pouvons
montrer le résultat après une telle permutation. Aussi pouvons-nous supposer que V
est défini par une matrice A de la forme A = (aIM C) où a > 0 est un élément de Z
et C une matrice de MatML(O). Nous avons donc
V = {X ∈ DN | AX = 0}
= {(X1,X2) ∈ DM × DL | aX1 + CX2 = 0}
= {(−a−1CX2,X2) | X2 ∈ DL}.
Par conséquent, nous pouvons calculer l’orthogonal comme
V⊥ = {(Y1,Y2) ∈ DM × DL | −Y1a−1CX2 + Y2X2 = 0, pour tout X2 ∈ DL}
= {(Y1,Y2) ∈ DM × DL | −a−1Y1C + Y2 = 0}







(dans tous ces calculs X,X1,X2 sont vus comme des vecteurs colonnes et Y,Y1,Y2
comme des vecteurs lignes).
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Il nous reste donc à établir l’égalité HO,(A) = HO,(B). Elle résultera, comme
dans [9], d’une comparaison séparée des parties finies et infinies, qui fait l’objet des
deux lemmes suivants.
Lemme 7.1 Nous avons
Hinf(A) = aM−LHinf(B).
Démonstration: En vertu de la proposition 6.3 (et de son image miroir), nous devons
montrer nr(AA) = a2de(M−L)nr(BB) autrement dit
nr(a2IM + CC) = nr(a2)M−Lnr(a2IL + CC).
Nous allons établir cette identité pour toute matrice C de MatML(D⊗ R). Faisons les
réductions suivantes : d’une part, en remplaçant C par a−1C, nous pouvons supposer
a = 1 ; d’autre part, en échangeant le rôle de C et de C nous pouvons également
nous restreindre au cas où M ≥ L.
Ceci fait, bâtissons une matrice C˜ carrée d’ordre M en ajoutant à C des colonnes
nulles (les M − L dernières, disons). De la sorte, IM + C˜C˜ = IM + CC tandis que
IM + C˜C˜ est une matrice diagonale par blocs, formée des blocs IM−L et IL + CC.
Ainsi l’identité pour C˜ entraîne l’identité pour C ; en d’autres termes, il suffit de la
montrer lorsque M = L c’est-à-dire
nr(IM + CC) = nr(IM + CC)
pour C carrée d’ordre M. Si C est inversible, ceci est clair car alors
C−1(IM + CC)C = IM + CC.
Si nous écrivons C = ∑ti=1 xiCi dans une certaine base (C1, . . . ,Ct) du R-espace
vectoriel MatMM(D ⊗ R) alors les deux membres de la relation à établir sont des
polynômes en les xi. Nous avons donc une identité polynomiale vraie pour les ma-
trices inversibles. Elle l’est donc en général puisque l’ensemble de ces matrices est
dense dans MatMM(D⊗R) (par exemple parce que cet anneau s’écrit comme produit
d’anneaux de matrices sur R, C ou H). unionsq
Lemme 7.2 Nous avons
HOfin(A) = aL−MHOfin(B).
Démonstration: D’après les définitions, nous devons montrer
[OM : AON] = a[D:Q](M−L)[OL : ONB].
Nous introduisons l’anneau fini R = O/aO. Le quotient OM/AON est en bijection
avec RM/CRL. Ainsi
[OM : AON] = Card(RM/CRL) = a[D:Q]M/Card(CRL)
et de même
[OL : ONB] = Card(RL/RMC) = a[D:Q]L/Card(RMC).
PourmontrerCard(CRL) = Card(RMC), il suffit (voir proposition 1de [9]) demontrer
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où ep est la valuation p-adique de a. Par conséquent puisque, O étant maximal, tous
les idéaux à droite ou à gauche de Op sont principaux, il en va de même de R et le
résultat est acquis par la proposition 7.2. unionsq
La différence principale avec [9] vient du fait que l’involution  ne fixe pas D ni, a
fortiori, O. Cela nous oblige à travailler simultanément avec des espaces à droite et
à gauche. Si D = D, l’on évite ceci en considérant comme orthogonal de V le sous-
espace à droite (V⊥). Cependant, le théorème de dualité ne s’écrit agréablement que
si O = O puisque HO,((V⊥)) = HO,(V⊥) en général.
La dualité nous donne une seconde interprétation matricielle de la hauteur d’un
sous-espace.
Corollaire 7.1 Soit V un sous-espace vectoriel à droite non nul sur D de DN, O un
ordre maximal de D et  une anti-involution positive sur D ⊗ R. Alors
HO,(V) = HO,(B)
dès que B est une matrice dont les colonnes forment une base de V.
Clairement, si V est un sous-espace à gauche, l’identité reste vraie si B est une
matrice dont les lignes forment une base de V.
Démonstration: Comme l’orthogonal V⊥ de V se compose des solutions Y ∈ DN
(comme vecteurs lignes) deYB = 0, on aHO,(B) = HO,(V⊥) d’après la proposition
6.1. En appliquant le théorème 7.1, nous trouvons que
HO,(B) = HO,(V⊥) = HO,(V)
comme prévu. unionsq
Rappelons que la formule de dualité est en général fausse pour un ordre non
maximal. Des exemples explicites se trouvent dans [9] que l’on pourra consulter pour
plus de détails.
En revanche, si l’on accepte de changer de hauteur entre V et V⊥, nous pouvons
écrire, dans le prolongement de [9], (proposition 4), une relation de dualité pour tout
couple (, | · |). Nous introduisons les définitions suivantes : si  est un réseau de D,
nous posons
′ = {x ∈ D | Tr(x) ⊂ Z}
tandis que, si | · | est une norme euclidienne sur D⊗ R, nous écrivons pour x ∈ D⊗ R
|x|′ = sup{Tr(xy) | y ∈ D ⊗ R et |y| = 1}.
En utilisant le fait que la forme trace D × D → Q est non dégénérée, on montre
aisément que ′ est un réseau de D et que | · |′ définit une norme euclidienne sur
D ⊗ R : si (e1, . . . , en) est une base de  (resp. une base de D ⊗ R orthonormée pour
| · |), on considère la base duale (e′1, . . . , e′n) telle que Tr(eie′j) = δij et l’on constate
immédiatement qu’elle forme une base de ′ (resp. une base de D ⊗ R orthonormée
pour | · |′).
Il est alors possible de montrer
H
′,|·|′(V⊥) = H,|·|(V).
Cette formule s’obtient par exemple en copiant la démarche précédente avec les
matrices A, B et C et en utilisant les représentations données par les bases ci-dessus
à la manière de la démonstration de [9, proposition 4].
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Signalons pour conclure que nous pourrions aussi retrouver le théorème 7.1 à l’aide
de cette égalité. En effet, si la norme euclidienne | · | provient d’une anti-involution 
alors on vérifie sans peine | · |′ = | · |. Lorsque O est un ordre maximal deD, il n’y a pas
en général égalité entre O′ et O mais il nous suffit de noter que O′ est un O-module
à gauche et à droite. Ainsi, si les deux conditions sont simultanément réunies, on a
HO
′, = HO, en utilisant la proposition 4.1 où l’on prend comme module  = O′ et
le produit scalaire 〈 , 〉 défini par 〈α,β〉 = Tr(αβ) pour α,β ∈  ⊗ R = D ⊗ R.
8 Lemme de Siegel II
Comme dans la partie 3 on note D un corps de dimension n sur Q et τm la racine
m-ième du volume (par rapport à la norme euclidienne usuelle) de la boule unité
dans Rm.
Nous définissons maintenant la hauteur des vecteurs de DN . Comme d’habitude,
cette notion sera double. Si nous considéronsDN commeD-espace à droite alors nous
voyons un élément non nulX deDN comme un vecteur colonne et nous définissons sa
hauteur en tant que tel (hauteur d’une matrice N × 1 de rang 1). Ainsi il est clair que
H,|·|(Xx) = H,|·|(X) pour tout x = 0 de D ce qui donne une hauteur projective des
vecteurs. Symétriquement, on définit la hauteur d’un vecteur non nul X du D-espace
à gauche DN comme la hauteur d’une matrice ligne et l’on a H,|·|(xX) = H,|·|(X)
pour tout x = 0 de D. Dans les énoncés des propositions de ce paragraphe, nous
ne précisons pas si V est un espace à droite ou à gauche étant entendu que de cela
dépend la notion de hauteur que nous utilisons pour les vecteurs.
Proposition 8.1 Soient L et N des entiers naturels tels que 0 < L < N puis O un
ordre maximal de D et  une anti-involution positive sur D⊗ R. Alors tout sous-espace
vectoriel V sur D de DN de dimension L admet une base formée d’éléments X1, . . . ,XL
de ON telle que






Ce résultat était démontré pour le cas des quaternions dans [7]. C’est une générali-
sation du lemme de Siegel bien connu sur les corps de nombres, démontré par
E. Bombieri et J. Vaaler [2], (théorème 9) et dont J. Thunder a donné une version un
peu plus fine [17], (théorème 3). C’est d’ailleurs la méthode de ce dernier article que
nous avons suivie dans notre démonstration du théorème 3.1.
La proposition 8.1 est une conséquence directe du théorème 3.1 et du lemme
suivant.




Démonstration: Nous supposons que X est un vecteur colonne, c’est-à-dire, que DN
est un D-espace à droite. La démonstration serait identique pour X un vecteur ligne
du D-espace à gauche DN .
Si x1, . . . , xN sont les composantes de X, on a par définition
HOfin(X)
n = [Ox1 + · · · + OxN : O] = 1/[O : Ox1 + · · · + OxN] ≤ 1
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puisque x1, . . . , xN appartiennent à O. En vertu de l’image miroir de la proposition
6.3 et de la dernière remarque de sa preuve, nous avons
Hinf(X)
n = nr(XX)d/2 = N(XX)1/2.
La norme N est donnée par N(XX) = det (XX), où  est la représentation à
droite définie par rapport à une R-base de D ⊗ R. Nous choisissons une base qui
est orthonormale par rapport au produit scalaire associé à la norme |x|2 = Tr(xx),
x ∈ D ⊗ R. Ainsi, si f : D ⊗ R → (D ⊗ R)N est l’application induite par X, on a
N(XX) = det(tf ◦ f ) = det t(X)(X) et alors (XX) = t(X)(X) est une matrice
symétrique définie positive. Si nous écrivons que la moyenne géométrique de ses
valeurs propres est inférieure à leur moyenne arithmétique, nous obtenons
N(XX) = det (XX) ≤ (trace((XX))/n)n = (Tr(XX)/n)n.
Par conséquent




La borne suivante montre que dans la majoration de la proposition 8.1 la dépen-
dance de la hauteur de l’espace V est optimale pour tout espace V dans DN (ce qui
améliore la proposition 3.2). C’est une généralisation de [8](proposition 3).
Proposition 8.2 Soient L et N des entiers naturels tels que 0 < L < N puis O un
ordre maximal de D et  une anti-involution positive sur D ⊗ R. Alors pour tout sous-
espace vectoriel V sur D de DN de dimension L et toute base de V formée d’éléments
X1, . . . ,XL de ON on a
HO,(X1) · · ·HO,(XL) ≥ HO,(V).
Cette proposition se déduit du corollaire 7.1 et du lemme suivant.
Lemme 8.2 Soient L et N des entiers naturels tels que 1 ≤ L ≤ N puis O un ordre
maximal de D et  une anti-involution positive sur D ⊗ R. Alors pour toute matrice B
de MatNL(D) de rang L avec des colonnes X1, . . . ,XL nous avons
HO,(B) ≤ HO,(X1) · · ·HO,(XL).
Démonstration: Nous pouvons supposer que les coefficients de B sont dans O. Nous
écrivons B = (X1 B1), où B1 ∈ MatN,L−1(O) a pour colonnes X2, . . . ,XL. Nous
voulons montrer que
HO,(B) ≤ HO,(X1)HO,(B1). (3)
Avec  comme dans la preuve de la proposition 8.1 nous trouvons que (BB) =
t(B)(B) est une matrice symétrique définie positive et, en utilisant une inégalité de
Fischer (voir [3]), nous obtenons









≤ det (X1X1) det (B1B1).
Donc
Hinf(B) ≤ N(X1X1)1/2nN(B1B1)1/2n = Hinf(X1)Hinf(B1).
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Ensuite, si x1, . . . , xN désignent les composantes de X1, nous notons
up = pgfdcp(x1, . . . , xN) le plus grand facteur droit commun de x1, . . . , xN dans Op








Nous prétendons que ONp B ⊂ OLp Rp. En effet, rappelons que B = (X1 B1), d’où
ONp B ⊂ ONp X1 ⊕ONp B1 ⊂ OL. Par définition de up, nous avons ONp X1 = Opx1 + · · ·+
OpxN = Opup. De plus, la duale de la formule (2) de la partie 6 dit que ONp B1 =
OL−1p Up. Par conséquent, ONp B ⊂ Opup ⊕ OL−1p Up = OLp Rp.
Comme ONp B = OLp p pour p le pgfdcp des mineurs d’ordre L de B (en utilisant
de nouveau la formule (2) ), la matrice Rp divise p. En prenant le produit sur tous









Ceci montre (3) et le lemme suit par l’application répétée de cette inégalité à B1 =
(X2 B2), puis à B2 et ainsi de suite. unionsq
Bien entendu, nous pourrions également énoncer le lemme pour une matrice B de
MatLN(D) de rang L avec des lignes X1, . . . ,XL.
Terminons par quelques estimations. Si nous écrivons le majorant de la proposition















(indépendante de l’involution positive qui sert à définir vol(O)). La minoration est







Nous obtenons donc une minoration de même nature que celles connues pour les
corps de nombres (dont nous retrouvons une version faible).
9 Variétés de drapeaux
Cette partie vise à interpréter la hauteur que nous avons introduite dans le cadre
général présenté par J. Franke, Y. Manin et Y. Tschinkel dans [5], (p. 426). Ces
auteurs construisent une hauteur sur un quotient P\G, oùG est un groupe algébrique
linéaire surQ etP un sous-groupe parabolique deG, à l’aide d’un caractère χ deP sur
Q et d’une famille de sous-groupes compacts maximaux Kp de G(Qp) où p parcourt
les places de Q.
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Étant donné un corps D de dimension finie sur Q, un ordre maximal O de D,
une anti-involution positive  de D ⊗ R et des entiers naturels M ≤ N, nous allons
montrer comment choisir de manière naturelle G, P, χ et des Kp de sorte que d’une
part (P\G)(Q) s’identifie à l’ensemble des sous-espaces vectoriels à droite sur D de
DN de codimension M et d’autre part la hauteur donnée par χ et les Kp sur celui-ci
coïncide avec une puissance de HO, (voir proposition 9.1).
Nous notonsE l’espace vectoriel à droiteDN etV0 le sous-espace engendré par les
N −M premiers vecteurs de la base canonique. Nous utilisons V0 comme sous-espace
standard de codimension M. Nous considérons alors l’application
AutD(E) −→ {sous-espaces de E}
ϕ 	−→ ϕ−1(V0).
Il est clair que l’image de cette application coïncide avec l’ensemble des sous-espaces
de codimensionM et que ϕ et ϕ′ ont même image si et seulement si ϕ′ ◦ϕ−1 appartient




avec sa structure de groupe algébrique sur Q : AutD(E) est le groupe G(Q) des
points rationnels et, pour tout corps commutatif K de caractéristique nulle, G(K) =
AutD⊗K(E ⊗ K). Nous désignons ensuite par P = StabG(V0) le sous-groupe de G
défini par la condition ϕ(V0) = V0. C’est un sous-groupe parabolique de G défini sur
Q. Nous formons W = P\G la variété de drapeaux généralisée correspondante.
Nous définissons maintenant un caractère χ de P. Nous notons π : E → E/V0.
Comme tout élément de P(Q) laisse stable V0, nous avons une application naturelle
n : P(Q) −→ AutD(E/V0)
caractérisée par π ◦ p = n(p) ◦ π si p ∈ P(Q). Par composition avec la norme réduite
nr : AutD(E/V0) → Q× nous obtenons χ : P(Q) → Q× dont on vérifie facilement
qu’il est un caractère du groupe algébrique P.
Le caractère χ définit un faisceau inversible Lχ sur W de la façon suivante : si U
est un ouvert de W d’image réciproque U′ dans G
(U,Lχ ) = {f ∈ (U′,OG) | f (pg) = χ(p)f (g) pour tous p ∈ P, g ∈ G}
(voir [5], (2.1)). Dans le cas présent, nous savons décrire une famille génératrice de
sections globales de Lχ . Pour tout ψ ∈ HomD(E/V0,E), nous considérons
fψ : G(Q) −→ Q
g 	−→ nr(π ◦ g ◦ ψ)
avec la norme réduite nr : EndD(E/V0) → Q. Encore une fois, cette application est
donnée par un polynôme donc provient d’une section fψ ∈ (G,OG). De plus
fψ(pg) = nr(π ◦ p ◦ g ◦ ψ) = nr(n(p) ◦ π ◦ g ◦ ψ) = χ(p)fψ(g).
Ainsi fψ donne naissance à une section sψ ∈ (W,Lχ ). Si Uψ est l’ouvert de W
correspondant aux sous-espaces V de E tels que V ⊕ψ(E/V0) = E alors sψ engendre
la restriction de Lχ àUψ . En effet, si g ∈ G(Q) avec g−1(V0) = V ∈ Uψ nous trouvons
Ker(π ◦ g ◦ ψ) = ψ−1(V) = 0 donc π ◦ g ◦ ψ est une bijection d’où fψ(g) = 0.
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Il nous reste à choisir les sous-groupes compacts maximaux Kp. Puisque E = DN
contient ON nous posons pour p une place finie de Q (rappelons que Dp = D⊗ Qp et
Op = O ⊗ Zp)
Kp = AutOp(ONp ) ⊂ AutDp(E⊗
D
Dp) = G(Qp).
Si p = ∞, l’anti-involution  : D ⊗ R → D ⊗ R munit E ⊗Q R d’un produit scalaire et
nous posons
K∞ = {isométries de G(R)} ⊂ G(R) = AutD⊗R(E ⊗ R).
Nous verronsdans la preuve ci-dessousque ces sous-groupes vérifient bien la condition
G(Qp) = P(Qp)Kp pour tout p nécessaire pour définir la hauteur (en fait ils vérifient
même la condition plus forte G(Qp) = P0(Qp)Kp pour un sous-groupe parabolique
minimal P0 comme dans [5], (p. 426) mais P0 ne joue absolument aucun rôle ici).
Comme prévu, le caractère χ et les sous-groupes Kp permettent de bâtir une
hauteur surW(Q). Soit doncV ∈ W(Q) un sous-espace deE de codimensionM. Nous
choisissons ψ ∈ HomD(E/V0,E) tel que V ∈ Uψ et, pour chaque place p, un élément
ϕp ∈ Kp tel que
ϕ−1p (V0 ⊗Q Qp) = V ⊗Q Qp.




|nr(π ◦ ϕp ◦ ψ)|−1p
où le produit porte sur toutes les places de Q et en utilisant la norme réduite
nr : AutD⊗Qp((E/V0) ⊗ Qp) → Q×p . Ce nombre ne dépend pas des choix de ψ ou
des ϕp.
Nous rappelons que nous avons écrit [D : Q] = d2e.
Proposition 9.1 Avec les définitions précédentes,
HO,FMT(V) = HO,(V)de.
Démonstration:Nous commençons par remarquer que les deuxmembres de l’égalité à
prouver sont invariants par une permutation σ des coordonnées deDN . Pour le mem-
bre de droite, cela résulte du lemme 2.1. Afin de montrer HO,FMT(σ (V)) = HO,FMT(V),
nous notons que si ψ et (ϕp) peuvent être utilisés pour calculer H
O,
FMT(V) c’est-à-dire
V ⊕ ψ(E/V0) = E et ϕ−1p (V0 ⊗Q Qp) = V ⊗Q Qp
alors
σ(V) ⊕ (σ ◦ ψ)(E/V0) = E et (ϕp ◦ σ−1)−1(V0 ⊗Q Qp) = σ(V) ⊗Q Qp.
Maintenant, en voyant σ dans AutD(E), l’on vérifie immédiatement que cet élé-
ment appartient à Kp pour tout p. Ainsi σ ◦ ψ et (ϕp ◦ σ−1) permettent de calculer
HO,FMT(σ (V)) et σ disparaît clairement de la formule.
Grâce à cette réduction, nous pouvons supposer que la projection de V ⊂ DN sur
les N − M premières coordonnées est un isomorphisme. Autrement dit, si nous iden-
tifions E/V0 avec DM de sorte que π : DN → DM est la projection sur les dernières
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coordonnées et définissons ψ comme l’injection DM → DN de ces mêmes coordon-
nées, nous supposons V ∈ Uψ . Concrètement, cela permet d’écrire la hauteur de la


















d’après les résultats de la partie 6 avec les notations attenantes.
Nous allons comparer ces expressions place par place. Débutons par p = ∞.
Nous notonsBp un plus grand facteur gauche commun dans MatMM(Op) des mineurs
maximaux A0 de A. De cette façon, la matrice B−1p A est à coefficients dans Op
et induit par multiplication à gauche une application surjective ONp → OMp . Nous
pouvons choisir x ∈ ONp dans le noyau de cette application de sorte que x1, . . . , xN
n’ont pas de facteur commun à droite. Cela entraîne l’existence de a1, . . . , aN ∈ Op
avec a1x1 + · · · + aNxN = 1. Par suite, la matrice(




induit encore une surjection ONp → OM+1p . En itérant ce procédé, nous aboutissons à
une matrice ϕp ∈ AutOp(ONp ) dont les M dernières lignes forment B−1p A. Maintenant
ϕp ∈ Kp est clair et ϕ−1p (V0 ⊗ Qp) = {X ∈ DNp | B−1p AX = 0} = V ⊗ Qp. Ainsi,
nous utilisons ϕp pour calculer H
O,






Cp = B−1p A2.
Passons au cas p = ∞. Remarquons que, d’après le calcul fait dans la démonstra-
tion de la proposition 6.2 (reliant A et tf ), un élément ϕ∞ ∈ MatNN(D ⊗ R) est
une isométrie si et seulement si ϕ∞ϕ∞ = IN . Par analogie avec le cas des places
finies, nous cherchons ce ϕ∞ de sorte que sesM dernières lignes s’écriventB−1∞ A avec
B∞ ∈ MatMM(D ⊗ R) inversible. Bien entendu, cette dernière condition équivaut à
ϕ−1∞ (V0 ⊗ R) = V ⊗ R. Par conséquent, si nous avons trouvé un tel ϕ∞, nous avons
(en utilisant la même écriture par blocs de A que ci-dessus)
C∞ = B−1∞ A2
et B−1∞ A(B−1∞ A) = IM. Cette dernière relation s’écrit clairement AA = B∞B∞
donc |nr(B∞)| = nr(AA)1/2. Par suite, avec la formule du produit pour nr(A2), nous

















comme prévu. Il reste à vérifier l’existence de ϕ∞, ce que nous reportons au lemme
suivant. unionsq
Lemme 9.1 Soient D et  comme précédemment. Si A ∈ MatMN(D⊗ R) est de rang M
alors il existe B ∈ MatMM(D ⊗ R) inversible et A′ ∈ MatN−M,N(D ⊗ R) de sorte que si





alors  = IN.
Démonstration: Notons DR = D ⊗ R. Examinons d’abord le cas où DR est un corps,
c’est-à-dire R, C ou H. Nous considérons le sous-espace vectoriel à gauche Y de DNR
engendré par les lignes de A. Pour toute matrice B comme dans l’énoncé, les lignes
de B−1A forment une base de Y et, réciproquement, toute base de Y est de cette
forme. Fixer B revient donc à fixer une base de Y. Par ailleurs, la condition  = IN
signifie que les lignes de  forment une base orthonormée de DNR . Pour démontrer le
lemme dans ce cas, il suffit donc de trouver une base orthonormée de DNR contenant
une base de Y. Ceci est tout à fait classique (au moins sur R ou C). Nous choisissons
dans Y un vecteur v = 0. Comme vv est un réel strictement positif, il existe a ∈ R tel
que (av)(av) = 1. Nous utilisons av comme premier vecteur de base et choisissons
les autres dans {y ∈ Y | yv = 0} qui est un sous-espace à gauche sur DR. En itérant,
cela fournit une base deY et l’on recommence avecY⊥ = {x ∈ DNR | ∀y ∈ Y xy = 0}.
Dans le cas général, (DR, ) peut s’identifier à un produit de Matnn(K) où K ∈
{R,C,H} muni de la transconjugaison. Clairement, il suffit de résoudre le problème
lorsque DR est un seul de ces facteurs. Mais si DR = Matnn(K) alors MatMN(DR) =
MatMn,Nn(K) et l’énoncé pour (DR,M,N) équivaut immédiatement à celui pour
(K,Mn,Nn) déjà traité. unionsq
Remarque Onpeut se demander si la construction de [5] peut donner, avec d’autres
choix de χ et Kp, une hauteur essentiellement différente de HO,(V). La réponse est
non. On vérifie en fait qu’une variation sur les Kp multiplie la hauteur par une
quantité bornée lorsque V varie et qu’un autre choix de χ remplace la hauteur par
une puissance. En effet, on a Pic(W) = ZLχ pour le caractère que nous avons utilisé.
Pour être exactement dans le cadre de [5], (p. 426), il faudrait modifier le groupe
AutD(E) pour le rendre semi-simple. La façon la plus naturelle de ce faire consiste
à utiliser le quotient de AutD(E) par son radical, ici égal à son centre, isomorphe à
Z× (Z est le centre de D). Ceci oblige à changer de caractère χ , puisque celui que
nous avons employé n’est pas trivial sur le radical, mais χ ′ = χN det−M ferait l’affaire,
remplaçant la hauteur par une puissance. Si l’on ne veut pas changer de caractère,
nous pouvons aussi considérer un sous-groupe plutôt qu’un quotient: il faudrait alors
se limiter aux automorphismes dont la norme réduite sur Z vaut 1.
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