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1. Introduccio´n
¿Existe una dida´ctica euleriana?.
Para responder a esta pregunta necesitamos un referente teo´rico que incluya como
tipo o concepto, uno al cual haga referencia la palabra dida´ctica. En el presente
trabajo, utilizaremos la teor´ıa que poco a poco hemos venido construyendo en
colaboracio´n con varios colegas, entre ellos los del grupo MUSA.E1 (grupo de in-
vestigacio´n en educacio´n matema´tica de la Universidad Sergio Arboleda) algunos
de cuyos constituyentes ba´sicos se resumen a continuacio´n:
La funcio´n principal de las organizaciones educativas, desde el preescolar hasta
nivel superior, es la acade´mica. Esta aﬁrmacio´n no desconoce otras funciones im-
portantes del sistema educativo como ser´ıa el caso de la formacio´n ciudadana. Sin
embargo todas las organizaciones humanas, directa o indirectamente, desempen˜an
funciones de formacio´n o de deformacio´n ciudadana. La prensa, la radio, la tele-
visio´n, el cine, el hogar, las organizaciones religiosas, las organizaciones pol´ıticas,
el vecindario, la ciudad, el ejercito, la guerrilla, los paramilitares, las organiza-
ciones deportivas, etc., contribuyen todas, unos ma´s que otras, a la formacio´n o a
la deformacio´n de los ciudadanos; todas ellas ayudan a organizar las creencias y
los comportamientos de las personas y como consecuencia educan, en el ma´s am-
plio sentido de la palabra: para bien o para mal, conforma´ndose de esta manera
la denominada cultura popular.
Cabe pues el interrogante sobre la especiﬁcidad de las organizaciones escolares:
¿cua´l es su funcio´n particular?, ¿Cua´l es la que les da identidad?.
Las organizaciones escolares han sido creadas por las sociedades modernas y con-
tempora´neas con un doble propo´sito expl´ıcito o impl´ıcito: El de formar buenos
ciudadanos y el de fortalecer el mundo acade´mico. Sin embargo, estas or-
ganizaciones son las escogidas por la sociedad para ofrecer condiciones favorables
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al trabajo acade´mico. La escuela, el colegio, la universidad deben brindar a sus
estudiantes la oportunidad de adquirir, en el caso de que lo deseen, muchos de
los ha´bitos que son indispensables para desempen˜arse como acade´micos, adema´s
de los que se requieren para ser buenos ciudadanos.
Se desprende de lo anterior una primera gran conclusio´n: debe existir una disci-
plina acade´mica cuyo objeto de estudio sea precisamente el trabajo acade´mico:
Esta es la dida´ctica para la formacio´n acade´mica. Todas aquellas activi-
dades acade´micas que se desarrollan alrededor del trabajo acade´mico, constituyen
la dida´ctica general para el trabajo acade´mico. Las dida´cticas particulares,
como es el caso de la dida´ctica de las matema´ticas, focalizan su atencio´n en el
trabajo acade´mico de cada disciplina, as´ı pues, el to´pico central de la dida´ctica
de las matema´ticas es el trabajo acade´mico en matema´ticas.
Los didactas de la matema´tica investigan y utilizan los resultados de sus investi-
gaciones para apoyar el trabajo matema´tico de otros y, por supuesto, el de ellos
mismos; investigan acerca de co´mo se construye el conocimiento matema´tico,
que´ actividades realizan los matema´ticos individualmente y en grupo, que´ son las
teor´ıas matema´ticas, cua´les son las diferencias entre tales teor´ıas y otras modali-
dades narrativas como los imaginarios y los mitos.
Una parte fundamental de esta labor exploradora, de los didactas de la matema´tica,
consiste en entender las actividades como acade´micos y como seres humanos, de
aquellos personajes consagrados como grandes matema´ticos para, por supuesto,
aprender de ellos como individuos y como acade´micos. Capturar, asimilar y adap-
tar la esencia de los me´todos utilizados por estos grandes educadores, es un logro
dida´ctico digno de alcanzar. ¿Que´ nos pueden ensen˜ar, por ejemplo, un persona-
je como Pita´goras, en tanto que ser humano y acade´mico?. Muchas cosas, pues
como lo sen˜alo´ Bertran Russell (1872 - 1970) “no conozco un ser humano que
halla tenido mayor influencia en los otros que Pita´goras”. De manera similar
es y ha sido posible aprender muchas cosas positivas de Euclides, Arqu´ımedes,
Galileo, Descartes, Euler, Luis Santalo´, Julio Rey Pastor, Miguel de Guzma´n, Yu
Takeuchi, Jairo Charris, Carlo Federicci, y tantos otros que organizaron su vida
para dedicarla a la investigacio´n y al desarrollo del conocimiento matema´tico.
S´ı existen dida´cticas pitago´ricas y eulerianas, pues los estilos y me´todos que uti-
lizaron estos grandes educadores en vida, siguen inspirando a otros matema´ticos
a otros acade´micos y por fortuna “a otros ciudadanos”aunque algunos de ellos no
sean conscientes de esto.
Este gran cap´ıtulo de la dida´ctica puede llamarse, como lo han sugerido varios




“Si queremos hacer verdaderos progresos en matema´ticas, debemos aprender de
los maestros y no de los alumnos”.
Los invitamos pues a seguir los consejos de otro gran matema´tico como Pierre
Simo´n de Laplace (1749 - 1827)[2]:
“Leed a Euler, es el maestro de todos nosotros”.
2. Vida y obra de Leonhard Euler
Leonhard Euler nacio´ en Basilea (Suiza) el 15 de abril de 1707. Su padre, un
modesto pastor calvinista y a la vez matema´tico por aﬁcio´n, hab´ıa sido disc´ıpulo
de Jacob Bernoulli (1654 - 1705). Con el ﬁn de estudiar teolog´ıa Leonhard se
inscribio´ en la Universidad de Basilea en 1720. All´ı conocio´ a Johann Bernoulli
(1667 - 1748), uno de los ma´s destacados matema´ticos del momento, quien pronto
descubrio´ la extraordinaria capacidad de Euler para la matema´tica y logro´ orien-
tarlo hacia esta ciencia.
Figura 1: Johann Bernoulli(1667-1748)
En 1722 se graduo´ como bachiller y dos an˜os despue´s obtuvo el t´ıtulo de Maestro.
En 1726 publico´ su primer trabajo titulado Constructio lincarum isochronarum
in medio quocunque resistente. En esta memoria empieza perﬁlarse el estilo que
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siempre lo acompan˜o´, el cual se puede describir con la siguiente expresio´n de
Nicola´s Caritat de Condorcet (1743 - 1794):
“Cuando publicaba una memoria sobre algu´n asunto nuevo, expon´ıa con sencillez
el camino que hab´ıa recorrido, haciendo observar sus dificultades y vericuetos, y
luego de hacer seguir a los lectores la marcha de su esp´ıritu durante los primeros
ensayos, le ensen˜aba co´mo hab´ıa conseguido encontrar el camino ma´s fa´cil, lo
que demuestra que prefer´ıa la instruccio´n de sus disc´ıpulos a la satisfaccio´n que
pudiera producirle el asombro de ellos y, cre´ıa no hacer bastante por la ciencia si
no agregaba a las verdades nuevas con que la enriquec´ıa, la sincera exposicio´n de
las ideas que le hab´ıan conducido a su descubrimiento”.[2]
Por invitacio´n de Nicola´s y Daniel Bernoulli, ingreso´ a la Academia de San Pe-
tersburgo en 1727 pero debido a los problemas ﬁnancieros con los que contaba la
Academia, se retiro´ y enlisto´ en la marina rusa en donde estuvo hasta 1730, an˜o en
el cual se le concedio´ la ca´tedra de f´ısica en San Petersburgo. Durante los 14 an˜os
que permanecio´ all´ı escribio´ ma´s de 100 art´ıculos y su tratado Mechanica (1736)
obra de enorme importancia en f´ısica ya que en ella se presentan por primera vez
los conceptos de part´ıcula, aceleracio´n de una part´ıcula que se desplaza alo largo
de una curva, vector velocidad y vector aceleracio´n. La importancia de este libro
no so´lo radica en la introduccio´n de estos conceptos, sino tambie´n en el hecho de
que aqu´ı la meca´nica es expuesta en forma totalmente anal´ıtica. En 1733, Daniel
Bernoulli renuncio´ por motivos de salud a la ca´tedra de matema´ticas y Euler fue
llamado para reemplazarlo. En este mismo an˜o se caso´ con Catherine Gsell; fruto
de esta unio´n tuvieron 13 hijos, cinco de los cuales murieron cuando au´n eran
nin˜os.
En esta primera estancia en San Petersburgo empezo´ a descollar por su sorpren-
dente capacidad, a tal punto que habiendo le´ıdo en su juventud la Eneida de
Virgilio pod´ıa no so´lo recitarla de memoria sino tambie´n era capaz de recordar
cua´l era el primero y el u´ltimo renglo´n de cada pa´gina.
Como consecuencia de la exposicio´n por medio de observaciones telesco´picas, Eu-
ler perdio´ en 1735 la visio´n del ojo derecho. En 1741 decidio´ aceptar la invitacio´n
que de tiempo atra´s le ven´ıa haciendo el rey Federico II para que se vinculara a
la ca´tedra de ciencia de la Sociedad Cient´ıﬁca de Berl´ın. A su llegada encontro´ el
reino sumido en la primera guerra silica y pos tal motivo no fue posible iniciar
la ca´tedra en la Sociedad y se le asignaron tareas como las de escribir e impartir
docencia a miembros de familias nobles, entre ellos a la nieta del rey, princesa Fi-
lipina von Schwendt. Al ser interrumpidas en 1760 Euler las completo´ por escrito,
naciendo de esta forma sus famosas Lettres a une princesa d’Allemagne (Cartas a
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Figura 2: Leonhard Euler en su juventud
una princesa alemana), obra que es considerada como la primera enciclopedia de
f´ısica que se haya elaborado. Esta´ compuesta por tres tomos publicados en Rusia,
el primero en 1768 y el u´ltimo en 1772. En ellos adema´s de tratar los temas de
meca´nica, o´ptica, acu´stica y astronomı´a, estudia tambie´n cosmolog´ıa y moral.
Fue tan grande la acogida de estos libros que se tradujeron a siete idiomas.
La astronomı´a fue considerada como la verdadera profesio´n de este gran genio.
Desde su llegada a San Petersburgo, entablo´ amistad con Delisle Joseph Nicholas
(1688 - 1768), quien hab´ıa determinado las coordenadas helioce´ntricas de las
manchas solares. Es as´ı como en muchos de los aproximadamente quinientos libros
y manuscritos de este astro´nomo se observa la inﬂuencia de Euler a trave´s de la
trigonometr´ıa esfe´rica, el ana´lisis y la probabilidad. Juntos encontraron, despue´s
de observaciones tomadas todos los d´ıas durante diez an˜os, el instante exacto del
medio d´ıa.
En la memoria titulada Methodus Computandi Aequationem Meridiei publicada
en 1735, Euler encontro´ un algoritmo para calcular las tablas de la ecuacio´n
meridional del sol.
En 1747 publico´ una memoria titulada: Recherches sur le mouvement des corps
celestes, en la cual resolvio´ el denominado problema inverso de Newton; es decir,
a partir de la segunda ley de la dina´mica y de la ley de la gravitacio´n universal,
dedujo la primera ley de Kepler.
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Sus bio´grafos lo describen como un hombre sencillo, amante de la vida hogaren˜a,
poco dado a las costumbres de los altos c´ırculos sociales, a quien no le atra´ıan las
largas conversaciones, lo cual trajo como consecuencia que sus relaciones con el
ambiente que rodeaba a la monarqu´ıa de Prusia se fuera enfriando. De ah´ı que sus
24 an˜os de permanencia en Berl´ın perdieran paulatinamente su encanto. Estos
hechos sumados a su posicio´n antileibnitziana manifestada en algunos de sus es-
critos, fueron crea´ndole un ambiente intolerable, que lo condujo en 1766 a retornar
nuevamente a San Petersburgo en donde es nombrado por Catalina II director de
la Academia.
En 1776 perdio´ la vista del ojo izquierdo y enviudo´ el mismo an˜o. En 1777 se
caso´ nuevamente con una medio hermana de su anterior esposa y, a pesar de
su ceguera, continuo su extraordinaria produccio´n, hasta el 18 de septiembre de
1783, d´ıa en el que murio´.
Leonhard Euler es considerado el matema´tico ma´s prol´ıﬁco que ha existido; des-
de 1911 se viene trabajando en la publicacio´n de su obra completa, hasta 1945
so´lo se hab´ıan publicado 72 volu´menes. Los ca´lculos ma´s pesimistas, aﬁrman que
publico´ como mı´nimo 760 trabajos de investigacio´n, y a su muerte dejo´ ine´ditos
muchos de sus art´ıculos. Au´n en la actualidad no se conocen cerca de 3000 pa´gi-
nas de sus escritos. La siguiente frase de Condorcet [12] reﬁrie´ndose a Euler es
un ﬁel reﬂejo de su creatividad:
“Multiplico´ sus producciones ma´s alla´ de lo que hubiera osado alcanzar las fuerzas
humanas y, sin embargo, fue original en cada una de ellas”.
3. El me´todo Ω de Euler
Las justiﬁcaciones de los algoritmos empleados en los siglos XVII y XVIII se da-
ban en que generalmente conduc´ıan a resultados aceptables; el ﬁn parec´ıa justi-
ﬁcar los medios. Las sumas de potencias fueron una importante herramienta para
obtener resultados en matema´ticas en estos dos siglos; las manipulaban como si
fueran polinomios, sin que se le prestara mucho cuidado a la convergencia. De he-
cho, Euler y muchos otros matema´ticos de esa e´poca, conscientemente emplearon
sumas divergentes con gran ventaja. Los resultados obtenidos fueron importantes,
pero los errores y las paradojas eran inevitables [6], debido principalmente, al
querer aplicar a las sumas inﬁnitas, los procedimientos de la aritme´tica ﬁnita, ya
que en esta u´ltima se pueden quitar poner pare´ntesis a voluntad agrupando los
te´rminos como se quiera, mientras que con sumas inﬁnitas este procedimiento, en
538
Dida´ctica Euleriana
general, no se puede hacer. A manera de ejemplo veamos la siguiente paradoja
debida a Euler:
Figura 3: Euler en S´ımbolos (Ferney Rojas)
Al hacer x = −1 en
1
(1 + x)2




= 1 + 2 + 3 + 4 + · · · . (1)
Al hacer x = 2 en
1
1− x = 1 + x + x
2 + x3 + · · · ,
encontro´ que
−1 = 1 + 2 + 4 + 8 + · · · . (2)
Como cada sumando de (1) es menor o igual al correspondiente sumando de (2),
entonces −1 > ∞; pero como ∞ > 1, entonces −1 > ∞ > 1. De lo anterior,
Euler deduce que ∞ debe ser una especie de l´ımite entre los nu´meros positivos y
los negativos, y en este sentido se parece al 0 [2].
As´ı como se llego´ a paradojas al manejas las series como si fueran sumas ﬁnitas,
tambie´n se obtuvieron extraordinarios resultados que permitieron desarrollar la
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matema´tica, abriendo nuevos campos del conocimiento que posteriormente ir´ıan
adquiriendo la consistencia lo´gico-deductiva que les permitir´ıan sustentarse sobre
bases suﬁcientemente so´lidas. Si los matema´ticos se hubieran quedado esperando
hasta obtener la absoluta solidez de sus argumentos, no habr´ıa sido posible que
se lograra el vertiginoso avance que ha tenido esta ciencia. No podemos olvidar
que la matema´tica, como todo organismo vivo, tambie´n obedece a las leyes de la
evolucio´n y que en particular, el concepto de “rigor matema´tico”no ha sido ajeno
a este proceso.
Una manera sutilmente diferente de manejar las series la introdujo Euler, quien
aceptaba en forma expl´ıcita, la existencia de nu´meros naturales inﬁnitos y por
supuesto, de nu´meros reales inﬁnitamente pequen˜os e inﬁnitamente grandes; con
estas ideas, una serie se convierte en una suma comu´n y corriente:
a0 + a1 + · · · + an + · · · = a0 + a1 + · · ·+ aΩ,
en donde Ω es un nu´mero natural inﬁnito.
En esta forma el inﬁnito potencial, es decir sumas ﬁnitas tan largas como se
quieran, se convierten en un inﬁnito actual, e decir, suma hasta Ω.
No so´lo por la belleza de sus construcciones, sino tambie´n por su importancia y
utilidad dida´ctica, vale la pena conocer alguna de ellas.
Figura 4: Portada de la obra introductio in analysin inﬁnitorum
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En el cap´ıtulo VII de su obra Introductio in Analysin Infinitorum, introduce el
nu´mero e de la siguiente manera [2]:
Como a0 = 1 entonces para un valor  inﬁnitamente pequen˜o a = 1+ k. Si x es
un nu´mero positivo,  =
x
Ω
es un nu´mero inﬁnitamente pequen˜o. Luego,
ax = aΩ = (a)Ω = (1 + k)Ω






























































A continuacio´n Euler empleo´ el axioma que despue´s se conocio´ con el nombre
de “Principio de L’ Hoˆpital”que, establece lo siguiente:“Se pide que se puedan
tomar indistintamente una por la otra a dos cantidades que no difieran entre
s´ı ma´s que por una cantidad infinitamente pequen˜a, o (lo cual es lo mismo) que
una cantidad que no se incrementa ni se haga disminuir ma´s que por otra cantidad
infinitamente menor que ella, pueda considerarse como que permanece siendo la







= · · · = Ω− j
Ω
= · · · .
541
Memorias XV Encuentro de Geometr´ıa y III de Aritme´tica
De donde,






k2 + · · ·+ x
n
n!







Como k y x son cantidades reales entonces,
kΩ
ΩΩ
xΩ es inﬁnitamente pequen˜a y
as´ı, nuevamente por el pricipio de L’ Hoˆpital:






k2 + · · ·+ x
n
n!
kn + · · · (2)
Substituyendo x por 1, se deﬁne el nu´mero e como el valor de a para el cual
k = 1; esto es,






+ · · ·+ 1
n!
+ · · ·








en donde, como ya se dijo, el nu´mero natural Ω es inﬁnitamente grande.


















Como k = 1 la ecuacio´n (2) se transforma en:






+ · · ·+ x
n
n!
+ · · · .
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En este mismo cap´ıtulo Euler demuestra que:
ln(1 + x) = l´ım
n→∞
n[(1 + x)]1/n − 1
y adema´s que,






A continuacio´n se mostrara´ como lo hizo [2].
Euler tomo´ y = ax − 1, por lo tanto
1 + y = ax = aΩξ = (1 + kξ)Ω.
Luego:
1 + kξ = (1 + y)1/Ω.
y as´ı,
ξ =
(1 + y)1/Ω− 1
k
Pero 1 + y = ax, entonces:
loga(1 + y) = Ω ξ,
de donde:
loga(1 + y) =
Ω
k
[(1 + y)1/Ω − 1].
En particular, si a = e, entonces k = 1 y, por lo tanto, esta expresio´n se transforma
en:
ln(1 + y) = Ω[(1 + y)1/Ω− 1] (4)
Esta ecuacio´n la interpretamos ahora como:
ln(1 + y) = l´ım
n→∞
n[(1 + y)]1/n − 1
Es claro, que si z = 1 + y, y m =
1
n








Por otra parte, utilizando nuevamente la serie binomial, resulta:

























y3 + · · · .
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Pero como Ω es inﬁnitamente grande, entonces (segu´n el principio de L’ Hoˆpital)
1
Ω
− k = −k, ∀ k ∈ Z+, luego:






− · · ·+ (−1)n+1 y
n
n
+ · · · .
Reemplazando en (4) se obtiene:







Es claro que, Euler no se preocupo´ por determinar para que´ valores son, o no,
convergentes la series que obtuvo, a pesar de que su amigo Daniel Bernoulli, lo
hab´ıa prevenido acerca de este peligro.
Aunque Newton y otros matema´ticos anteriores a Euler ya hab´ıan encontrado el
desarrollo en series de potencias de las funciones seno y coseno, Euler las obtuvo
por otro camino.
Sea ξ un nu´mero inﬁnitamente pequen˜o y N un nu´mero inﬁnitamente grande (y
entero positivo), de tal manera que Nξ sea una cantidad real x. Por la identidad









[(cos ξ + i sen ξ)N − (cos ξ − i sen ξ)N ] (6)
Euler utiliza a continuacio´n el desarrollo binomial y elimina te´rminos de signos
contrarios para as´ı obtener:
cos(Nξ) = cosN ξ−
N(N − 1)
2!
cosN−2 ξ sen2 ξ+
N(N − 1)(N − 2)(N − 3)
4!
cosN−4 ξ sen4 ξ−
N(N − 1)(N − 2)(N − 3)(N − 4)(N − 5)(N − 6)
6!




sen(Nξ) =N cosN−1 ξ sen ξ−
N(N − 1)(N − 2)
3!
cosN−3 ξ sen3 ξ+
N(N − 1)(N − 2)(N − 3)(N − 4)
5!
cosN−5 ξ sen5 ξ−
N(N − 1)(N − 2)(N − 3)(N − 4)(N − 5)(N − 6)
7!
cosN−7 ξ sen7 ξ + · · ·
Como ξ es muy pequen˜o, por el Principio de L’ Hoˆpital, cos(ξ) = cos(0) = 1 y
sen(ξ) lo identiﬁca con ξ; dado que N es inﬁnitamente grande nuevamente por el
Principio de L’ Hoˆpital, N = N − 1 = N − 2 = · · · ; y as´ı se obtiene:












− · · ·
esto es,












− · · ·
En Introductio in Analysin Infinitorum, una de las obras ma´s conocidas de Euler
y de mayor inﬂuencia tanto en la matema´tica como en la educacio´n matema´tica,
encuentra nuevas relaciones para las funciones trigonome´tricas a partir de la ex-
ponencial compleja de la siguiente manera:
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Es obvio, que aunque los me´todos que se han presentado fueron los seguidos por
Euler, la notacio´n no es la misma que e´l utilizo´.
En un art´ıculo publicado en 1740, partio´ de la serie [2]:






− · · ·+ x
2n+1
(2n + 1)!
(−1)n + · · · .






− · · ·+ x
2n+1
y(2n + 1)!
(−1)n−1 + · · · = 0. (1)
A continuacio´n, tomo´ el polinomio:
f(x) = 1− a1x+ · · · + (−1)nanxn, con an = 0.
Entonces,




xn−1 + · · ·+ (−1)n−1 a1
an
x + (−1)n 1
an
)





















































































= a21 − 2a2. (4)
Por otra parte,
f(x) = (−1)n an (x− α1) · · · (x− αn)
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Si α1, α2, · · · , αN (N es un nu´mero natural inﬁnitamente grande) son las inﬁnitas







− · · ·+ (−1)
2N+1 x2N+1

















Si x = A es una solucio´n de (1), es decir, si sen(A) = y, entonces, las otras
soluciones de (1) son de la forma 2nπ + A, y tambie´n (2n + 1)π − A, ∀n ∈ Z.
Euler considero´ tambie´n que pod´ıa extenderse la fo´rmula (2) al caso inﬁnito. En
particular, para la ecuacio´n (1) se tiene que a1 =
1
y





































































































4n − 1 = 1.
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(2n + 1)π − π
2
)2 = 1π2(4n + 1)2
y, que adema´s:
1(





























En forma similar al me´todo que siguio´ para obtener las series (8) y (9), encon-
tro´ otras fo´rmulas, como por ejemplo [10], [11] y [13]:
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Otro procedimiento interesante fue el que empleo´ para calcular un desarrollo en
serie de la funcio´n cotangente.
Euler extendio´ la ecuacio´n (5) al caso de series de nu´meros reales, de la siguiente
manera:
Si los puntos en donde se anula la serie 1 +
∞∑
n=1

















































































x2 − n2 π2.
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Como se vio anteriormente, el tratamiento de las series como sumas ﬁnitas no
siempre era exitoso y, por el contrario, en muchas ocasiones condujo a paradojas.
Este hecho trajo como consecuencia que varios matema´ticos y ﬁlo´sofos [8] en los
inicios del siglo XIX, empezaron a cuestionar este me´todo e introdujeran un nuevo
enfoque a partir del concepto de limite. Entre los ma´s destacados art´ıﬁces des esta
nueva forma de abordar el problema, esta´n Gauss, Abel, Cauchy [7], Kummer y
Dirichlet. El e´xito de este nuevo enfoque condujo “desafortunadamente”al aban-
dono de los me´todos empleados por Leibniz, Euler y otros matema´ticos, los cuales
empiezan a retomarse, nuevamente, dos siglos despue´s a partir de la creacio´n del
ana´lisis no-esta´ndar y de la geometr´ıa diferencial sinte´tica.
4. Dida´ctica Euleriana
Los me´todos empleados por Euler para hacer matema´ticas adema´s de ser inge-
niosos, constituyen una poderosa herramienta de la dida´ctica de las matema´ticas
no so´lo porque nos demuestran que es posible llegar a resultados interesantes con
muy pocas herramientas matema´ticas, sino tambie´n, porque son una importante
fuente de ideas acerca de la manera como se deben enfrentar los problemas de
esta ciencia. Euler no so´lo fue un gran innovador sino adema´s un excelente refor-
mador, pues, reformulo´ resultados ya conocidos y propuso te´cnicas nuevas para
deducirlos. Veamos algunos ejemplos:
5. Dida´ctica Euleriana de la geometr´ıa
Ejemplo 1:
Uno de los problemas ma´s populares que resolvio´ este genio, fue el denominado
de los Siete Puentes de Ko¨nigsberg. Por la forma sorprendente de enfocarlo, por
la belleza lo´gica que encierra la argumentacio´n euleriana y por el hecho de ser
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uno de los primeros problemas que se conocen en donde se demuestra “que al-
go no se puede hacer”, este problema ha sido considerado como un modelo de
razonamiento lo´gico-deductivo.
El asunto es el siguiente: por la ciudad de Ko¨nigsberg (hoy Kaliningrado Rusia)
pasa el r´ıo Pregel, al cual pertenecen dos islas que esta´n comunicadas entre s´ı y
con los ma´rgenes del r´ıo por siete puentes como se ilustra a continuacio´n.
El problema consiste en determinar si es posible trazar un recorrido que pase
por cada puente y so´lo una vez. Euler logro´ demostrar en una memoria publi-
cada en San Petersburgo en 1736, que esto no puede hacerse. El ana´lisis que
empleo´ sirvio´ para iniciar el desarrollo de varias nuevas ramas de la matema´tica,
entre ellas la Teor´ıa de Grafos y la Topolog´ıa Combinatoria. Por ser el me´todo
que empleo´, una forma de razonamiento que permite ilustrarnos acerca de su
ingeniosa forma de razonar, vamos a presentarlo.
Denoto´ con las letras A, B, C y D, las cuatro regiones en que queda dividida
Ko¨nigsberg por el r´ıo, como se indica en el gra´ﬁco. Si una persona va de la regio´n
A a la C independientemente de si usa un puente o el otro, notamos este paso
por AC . Si despue´s va de C a D notamos CD; para indicar que se han realizado
ambos pasos notamos ACD.
De la misma forma la expresio´n C A D B A D, indica que la persona partio´ de
C hasta A, siguio´ de A a D, luego de D a B, despue´s de B a A y por u´ltimo de A
a D. Para hacer este recorrido tuvo que pasar por cinco puentes. En general, si el
recorrido que siguio´ una persona esta´ indicado por n de estas letras (A,B,CyD),
es porque tuvo que pasar por n− 1 puentes. Por lo tanto:
El paso por los siete puentes Ko¨nigsberg, requiere de
ocho letras para designarlo. (1)
Por otra parte, si a una regio´n E conducen por ejemplo siete puentes y una per-
sona desea realizar un recorrido que incluya estos siete puentes de tal manera que
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pase so´lo una vez por cada uno, entonces en la secuencia de letras que denota el
camino recorrido aparecera´ exactamente cuatro veces la letra E, por lo siguiente:
Supongamos que empezo´ el recorrido por fuera de E y notemos Ec la parte
exterior a E.
Inicialmente hace el recorrido Ec E pasando por un primer puente. Como tiene
que salir, hace el recorrido E Ec pasando por un segundo puente; de tal forma
que aunque ha pasado por dos puentes, so´lo aparece una vez la letra E.
Ma´s adelante tendra´ que realizar el recorrido Ec E pasando por un tercer puente
y necesariamente hara´ E Ec pasando por un cuarto puente; aqu´ı nuevamente ha
agotado dos puentes pero so´lo ha agregado una sola letra E a la secuencia que
denotara´ el trayecto.
Tarde o temprano tendra´ que hacer Ec E pasando por un quinto puente y lo´gi-
camente E Ec pasando por un sexto puente. Nuevamente se tienen que se han
recorrido dos puentes ma´s y se ha agregado una sola letra E.
Finalmente tendra´ que hacer EcE, pasando por el u´ltimo puente y agregando una
letra E a la secuencia.
De lo anterior se desprende que el nu´mero de veces que aparece la letra E en la
secuencia es cuatro.
Si se hubiera iniciado el recorrido en E, el resultado ser´ıa ide´ntico.
En general, aplicando el mismo procedimeinto podemos darnos cuenta que si
existen 2n+1 puentes que comunican a E con Ec, el nu´mero de veces que aparece
la letra E en la seceuncia es n + 1.
Aplicando esto al caso de los puentes de Ko¨nigsberg, podemos observar que si
fuera posible hacer el recorrido pasando por cada puente una y so´lo una vez,
entonces, como a C llegan tres puentes, el nu´mero de veces en que aparece C en
la secuencia sera´ dos.
Como a A llegan cinco puentes, el nu´mero de veces en que aparece A en la
secuencia es tres. De la misma forma a D y B llegan respectivamente tres puentes,
entonces el nu´mero de veces en que aparecen cada una de estas dos letras en la
secuencia es dos.
De donde, el recorrido por los siete puentes de Ko¨nigsberg requiere de nueve letras




En 1748 Euler publico´ la memoriaVariae Demonstrationes Geometriae, en la cual
da una prueba sinte´tica, es decir, dentro del esp´ıritu euclidiano, de la fo´rmula de
Hero´n que establece lo siguiente:
Si ABC tiene lados a, b y c, y semiper´ımetro s = a+ a + c
2
entonces el a´rea
deABC es √(s(s− a)(s− b)(s− c)).














Dado el ABC se construye la circunferencia inscrita de centro en O punto
de concurrencia de las bisectrices del tria´ngulo dado. Construya´se desde A la
perpendicular a la recta BO, la cual se intercepta en el punto V . Llamemos N
al punto de interseccio´n de las rectas AB y SO, esta´ u´ltima perpendicular a la
recta AB.
Como ∠AOV es exterior al AOB, se tiene la siguiente ecuacio´n:
∠AOV = ∠OAV + ∠OBA (1)
Como AOV es recta´ngulo entonces



























= ∠ 90o. (4)
De (1) y (2) se sigue que
∠OAV + ∠OBA + ∠V AO = ∠ 90o (5)




















las siguientes parejas de tria´ngulos son semejantes:















SN − r (9)
y as´ı, z(SN) = r(x + y + z) = r s.



















Utilizando las identidades anteriores se concluye que














(s x y z) =
√
(s(s− a)(s− b)(s− c)).
que era lo que se quer´ıa demostrar.
6. Dida´ctica Euleriana de la aritme´tica
La principal aﬁcio´n de Euler fue la aritme´tica. A ella dedicaba sus ratos libres,
de ah´ı la gran cantidad de resultados que obtuvo, pero el legado ma´s importante
que nos dejo´ fue su riqueza argumental. Veamos algunos ejemplos:
Ejemplo 1:
En 1737 Euler dio otra prueba de la existencia de inﬁnitos nu´meros primos. El
me´todo que empleo´ fue el siguiente: Supo´ngase que so´lo hay un nu´mero ﬁnito de
primos. Sean estos
p1, · · · , pn, con pj > 0 ∀j = 1, · · · , n y adema´s pi = pj ∀i = j.
Sea m > 1 un entero. Por el teorema fundamental de la aritme´tica, existen
α1, · · · , αn ∈ N tales que
m = exp (p1, α1) exp (p2, α2) · · · exp (pn, αn),
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Pero esto es una contradiccio´n, ya que la serie 1 +
1
2
+ · · · + 1
m
+ · · · , llamada
armo´nica, es divergente, y por lo tanto no se puede suponer que hay un nu´mero
ﬁnito de primos.
El procedimiento empleado en esta demostracio´n, as´ı como tambie´n otros re-
sultados publicados posteriormente, dieron origen a la hoy denominada Teor´ıa
Anal´ıtica de Nu´meros, en la cual se utilizan las series como una de las herra-
mientas para determinar propiedades de los nu´meros naturales.
Ejemplo 2:























diverge, la hizo basa´ndose en que ∀ p > 1,
1
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Como existen inﬁnitos primos y l´ım
m→∞





verge. La divergencia de la serie anterior implica en particular que existen inﬁnitos
primos, luego si se demuestra independientemente que esta serie es divergente, se
tendr´ıa otra prueba de que el conjunto P es inﬁnito.
Para demostrar que ζ(s) =
∏
p∈P
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Esta prueba requiere de una so´lida justiﬁcacio´n para cada uno de sus pasos.
Euler no la dio´ y por esto cayo´ en el error de suponer que era va´lida para s = 1;
Kronecker en 1875 demostro´ que esta fo´rmula es va´lida so´lo para s > 1.
Ejemplo 3:[3]
Pierre de Fermat (1601 - 1665) aﬁrmo´ que todos los nu´meros de la forma
Fn = 2
2n ∀ n ∈ N, son primos. Este hecho es cierto para n = 0, 1, 2, 3 y 4,
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ya que:
F0 = 3, F1 = 5 , F2 = 17 , F3 = 257 y F4 = 65537,
pero en 1732 Euler demostro´ que F5 es compuesto. Vea´mos como lo hizo:
Como 641 = 625 + 16 = 54 + 24, entonces 641 divide a cualquier mu´ltiplo de
54 + 24, en particular
641 | (54 + 24)228, (1)
Pero 641 = 5 · 27 + 1, entonces
641 | (5 · 27 + 1)(5 · 27 − 1).
Luego
641 | (52 214 − 1)(52 214 + 1).
esto es
641 | 54 228 − 1. (2)
De (1) y (2) se desprende que
641 | (54 228 + 232)− (54 228 − 1).
De donde





El anterior ejemplo ilustra muy bien la habilidad de Euler para realizar ca´lculos y
a la cual se refer´ıa Dominique Francois Arago (1786 - 1853) [2] cuando aﬁrmaba:
“Calculaba sin esfuerzo aparente, como otros hombres respiran o como las aguilas
se sostienen en el aire”
Ejemplo 4:
En muchos casos Euler dio varias pruebas de un mismo teorema, con lo cual
ensen˜aba que lo ma´s importante en matema´tica no es el resultado sino el camino
que conduce a este; as´ı presento varias demostraciones del denominado Teorema
de Fermat, el cual aﬁrma que si p es un nu´mero primo, bp − b es divisible por p,
∀ b ∈ Z.
En su disertacio´n titulada Theorematum quorundam ad numeros primos spectan-
tium demostratio (Demostracio´n de algunos teoremas respecto de nu´meros pri-














∀ k = 1, . . . , p−1 entonces
p divide a (b+ 1)p − bp − 1.
Por otra parte, si p divide a bp − b entonces tambie´n divide a
(b + 1)p − (b + 1) = (b+ 1)p − 1 + bp − b
pero como p divide a 1p − 1, entonces tambie´n divide a 2p − 2 y por el mismo
argumento p divide a 3p − 3, y en general p divide a bp − b.
En una carta dirigida a Christian Goldbach (1690-1764) en 1742, Euler presenta
esta segunda prueba [2]:
p divide a,








si p divide a,
cp − c y a bp − b
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entonces p divide a
(c + b)p − cp − bp + cp − c + bp − b = (c + b)p − (c + b),
pero como p divide a 1p − 1 y a 2p − 2 entonces p divide a 3p − 3, continuando
as´ı sucesivamente se concluye que p divide a cp − c ∀ c ∈ N.
La tercera prueba del Teorema de Fermat que dio Euler, fue publicada en 1758 y
reproducida por Gauss en sus Disquisitiones Arithmeticae[14].
Ejemplo 5:
Figura 5: ”El maestrro de todos”
Se sabe que un nu´mero entero positivo es perfecto se la suma de sus divisores
propios es e´l mismo. En la proposicio´n 36 del libro IX de los Elementos, Euclides
demuestra que un nu´mero par es perfecto si tiene la forma
2q−1 (2q − 1) en donde tanto q como 2q − 1 son primos.
A Euler se le debe la prueba del rec´ıproco de este teorema. Veamos co´mo lo hizo.
Sea a un nu´mero perfecto par, existen n y b en Z con n ≥ 1 y b impar y positivo,































b = (2n+1 − 1) B
2n+1
(2)
si B fuese impar, entonces B (2n+1 − 1) tambie´n ser´ıa impar, y por lo tanto b no
ser´ıa entero. De lo anterior se desprende que B es par luego B = 2m h, con 1 ≤ m,
y h impar; m no puede ser menor o igual que n porque de (2) se desprende que
b no ser´ıa entero. Luego m ≥ n + 1, por lo tanto B
2n+1




se tiene de (2) que b = (2n+1 − 1) C .
Supongamos que C > 1, como B =
∑
g|b
g ≥ b + 2n+1 − 1 + C + 1 por que b|b,
(2n+1 − 1)|b, C|b y 1|b.
Pero
b + 2n+1 − 1 + C + 1 = (2n+1 − 1)C + (2n+1 − 1) + C + 1 = 2n+1(C + 1)
luego









2n+1 − 1 ,
lo cual contradice (1). Por consiguiente C = 1, b = 2n+1 − 1 y
a = 2n(2n+1 − 1).
Si 2n+1 − 1 fuera compuesto, entonces∑
( d|ad =a)
d > (1 + 2 + · · ·+ 2n) + (2n+1 − 1)(1 + 2 + · · ·+ 2n−1),
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d > (2n − 1) 2n+1 + 2n = (2n+1 − 1) 2n = a,
pero esto es imposible porque a es perfecto. De donde 2n+1−1 es primo, y adema´s
si n + 1 fuese compuesto, 2n+1 − 1 tendr´ıa factores propios, lo cual es falso. En
consecuencia, n + 1 tambie´n es primo.
7. Dida´ctica Euleriana para el ca´lculo diferen-
cial
Euler abordaba el ca´lculo diferencial a partir de un enfoque algebraico que le
permit´ıa llegar ma´s temprano a resultados pra´cticos, que empleando los me´todos
anal´ıticos que posteriormente adopto´ la matema´tica. Si bien es cierto el tratamien-
to de las series como sumas ﬁnitas potencialmente inﬁnitas tiene riesgos, los casos
que e´l trabajo fueron exitosos. El me´todo que siguio´ fue el siguiente [1]:
Si y = f(x), se deﬁne la diferencia leibniziana de esta funcio´n como
dy = f(x + dx)− f(x)
Dado que dx es muy pequen˜o y siguiendo el principio de L’ Hoˆpital, Euler reem-
plazaba (dx)n por 0 si n ≥ 2. Veamos algunos ejemplos ilustrativos.
Ejemplo 1:
Calcular la diferencia leibnitziana de la funcio´n y = f(x) = xn.
En efecto,
dy = (x + dx)n − xn












Calcular la diferencia leibnitziana de la funcio´n y = f(x) = ex
dy = ex+dx − ex.
= ex(edx − 1)
= ex
((
1 + dx +
(dx)2
2!
+ · · ·+ (dx)
n
n!






Calcular la diferencia leibnitziana de un producto.
Sea y = uv, en donde u = u(x) y v = v(x). Entonces
dy = u(x+ dx) v(x+ dx) u(x) v(x)
= u(x+ dx) v(x+ dx) u(x) v(x+ dx) + u(x) v(x+ dx)− u(x) v(x)
= (u(x+ dx))− u(x) v(x+ dx) + u(x) (v(x+ dx)− v(x))
= du v(x+ dx) + u(x) dv
Pero como du dv = 0, entonces du (v(x + dx) − v(x)) = 0, luego
du v(x+ dx) = du v(x).
As´ı que
dy = du v(x) + u(x) dv.
Ejemplo 4:
Calcular la diferencia leibnitziana de la funcio´n y = f(x) = sen(x).
Como





(dx)2n = 1 y adema´s
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dy = sen(x+ dx)− sen(x)
= sen(x) cos(dx) + sen(dx) cos(x)− sen(x)
= sen(x) + dx cos(x)− sen(x)
= cos(x) dx
8. La Ω teor´ıa
La idea seminal de Euler de asociarle a la sucesio´n de nu´meros naturales un
nu´mero natural inﬁnito om, fue ampliada an˜os despue´s por Agust´ın Cauchy,
quien, partiendo de los nu´meros racionales, deﬁnio´ los nu´meros reales como colec-
ciones de sucesiones equivalentes [18]. Esta idea fundamental ha sido utilizada
desde entonces como una forma alternativa a la deﬁnicio´n de Edoxo-Dedekind
para construir los nu´meros reales [18].
Ma´s recientemente Curt Schmieden y posteriormente Detlef Laugwitz [16], em-
prendieron la tarea de elaborar una fundamentacio´n de las matema´ticas a la cual
llamaron Ω−ca´lculo, siguiendo la idea ba´sica de Euler y Cauchy de asociar a ca-
da sucesio´n una nueva entidad matema´tica. Esta propuesta no atrajo la atencio´n
de los matema´ticos quienes en su gran mayor´ıa, preﬁrieron seguir las ideas de
Abraham Robinson para encontrar una formulacio´n rigorosa de las cantidades
inﬁnitamente pequen˜as e inﬁnitamente grandes de Leibniz, Euler y Cauchy [1].
Recientemente (1999), los matema´ticos italianos Vieri Benci y Mauro di Nasso
[17], desarrollaron completamente esta propuesta, superando los inconvenientes
sen˜alados por Karen Hrbaceck para la formulacio´n de una fundamentacio´n de
la matema´tica que incluya los objetos ideales que hoy en d´ıa se conoce con el
nombre de “cantidades infinitesimales”y “cantidades infinitamente grandes”.
La propuesta de Benci y di Nasso, que ellos han llamado “α-teor´ıa”y que prefe-
rimos llamar Ω-teor´ıa en homenaje a Euler, es ba´sicamente la siguiente:
Se suponen como te´rminos indeﬁnidos los de pertenencia
(∈), conjunto (x, y, z, . . . , A,B, C, . . .) y un operador Ω, que actu´a sobre suce-
siones de conjuntos asigna´ndole a cada sucesio´n s un nuevo conjunto Ω(s), el cual
se llamara´ “el elemento ideal determinado por s”.
Estos te´rminos se manejan segu´n los siguientes axiomas:
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1. Todos los axiomas de la teor´ıa de Se´rmelo-Frainkel con eleccio´n para la
pertenencia, sin incluir el axioma de regularidad; recue´rdese que el axioma
de fundamentacio´n o regularidad es aque´l que impide la formacio´n de suce-
siones del tipo:
· · · ∈ xn ∈ · · · ∈ x2 ∈ x1 ∈ x0,
en consecuencia, en la om-teor´ıa este tipo de sucesiones es permitido.
En los axiomas de separacio´n y de reemplazo, se permite el uso del te´rmino
Ω. As´ı, para el caso del axioma de separacio´n, si φ es una proposicio´n el la
cual ﬁgura eventualmente Ω, y si x es un conjunto, entonces:
{y | y ∈ x ∧ φ(y, a1, · · · , an)}
es un conjunto, en donde a1, . . . , an son conjuntos dados y φ tiene exacta-
mente n + 1 variables libres.
Con estos axiomas se construyen todos los conjuntos usuales de la pra´ctica
matema´tica como N, Z, Q y C.
2. Los axiomas espec´ıﬁcos para manejar el operador Ω son los siguientes:
(Ω1) Ω (idN) /∈ N
(Ω2) Si Cφ es la sucesio´n constante de valor el conjunto vac´ıo φ, entonces
Ω(Cφ) = φ
(Ω3) Si s es una sucesio´n de conjuntos no vac´ıos, entonces,
Ω(s) = {Ω(t) | ∀n ∈ N t(n) ∈ s(n)}.
(Ω4) Si s, t son sucesiones, y si u es la sucesio´n deﬁnida por
u(n) = s(n) ∪ t(n), entonces, Ω(u) = Ω(s) ∪ Ω(t).
(Ω5) Si s y t son sucesiones que toman valores en un conjunto E y si f es
una funcio´n de dominio E, entonces de Ω(s) = Ω(t) se sigue que
Ω(f ◦ s) = Ω(f ◦ t).
El axioma Ω4 es especialmente poderoso pues, en particular, implica lo siguiente:
Si v es una sucesio´n tal que ∀n ∈ N v(n) ∈ u(n) entonces, existe una sucesio´n w
tal que Ω(v) = Ω(w) y, o bie´n w(n) ∈ s(n) ∀n ∈ N, o´, w(n) ∈ t(n) ∀n ∈ N .
Esto u´ltimo motiva la siguiente deﬁnicio´n:
Deﬁnicio´n 1: Dos sucesiones s y t son equivalentes si y so´lo si Ω(s) = Ω(t).
Proposicio´n 1: Si s, t y u son sucesiones entonces
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1. Ω(s ∩ t) = Ω(s) ∩ Ω(t), en donde (s ∩ t)(n) = s(n) ∩ (t) ∀n ∈ N.
2. Si u(n) = {s(n), t(n)} para todo n, entonces Ω(u) = {Ω(s), Ω(t)}.
3. Si u(n) =< s(n), t(n) > para todo n, entonces Ω(u) =< Ω(s),Ω(t) >.
4. Si u(n) = s(n)− t(n) > para todo n, entonces Ω(u) = Ω(s)− Ω(t) >.
5. Si u(n) = s(n)× t(n) > para todo n, entonces Ω(u) = Ω(s)× Ω(t) >.
Proposicio´n 2: Si Cn es la sucesio´n constante de valor igual a n ∈ N, entonces
Ω(Cn) = n.
Proposicio´n 3: Si a es un conjunto ﬁnito y Ca es la sucesio´n constante de valor a,
entonces Ω(Ca) = a.
Proposicio´n 4: Si s, t son sucesiones entonces:
a) Si existe N ∈ N tal que ∀n ≥ Ns(n) = t(n), entonces Ω(s) = Ω(t).
b) Si existe N ∈ N tal que ∀n ≥ Ns(n) = t(n), entonces Ω(s) = Ω(t).
Deﬁnicio´n 2:
a) Si A es un conjunto, A∗ = Ω(CA), donde CA es la sucesio´n constante de
valor A.
b) Un conjunto B se dice interno, si existe un conjunto A tal que B ∈ A∗.
El siguiente teorema resume algunas de las propiedades ba´sicas del operador ∗ :
Teorema 1: Para A,B conjuntos, valen las siguientes propiedades:
1. {A,B}∗ = {A∗, B∗}
2. A ⊆ B ⇔ A∗ ⊆ B∗.
3. A ∈ B ⇔ A∗ ∈ B∗.








6. (A ∩B)∗ ⇔ A∗ ∩B∗.
7. (A− B)∗ ⇔ A∗ −B∗.
8. < A,B >∗⇔< A∗, B∗ > .
9. (A× B)∗ ⇔ A∗ ×B∗.
Algunas de las ideas de Euler, de Leibniz, y de quienes utilizan las cantidades
inﬁnitamente grandes e inﬁnitamente pequen˜as se pueden justiﬁcar plenamente
considerando los conjuntos N∗, Z∗, Q∗, R∗ y C∗, gracias al teorema de trans-
ferencia que se explicara´ a continuacio´n.
Sea V el universo de John von Neumann es decir, la clase de todos los conjuntos
que pertenecen a algu´n Vα, α nu´mero ordinal, donde estos conjuntos se deﬁnen
por induccio´n transﬁnita de la siguiente manera:







Vα, para β ordinal l´ımite.
Llamando V a la clase de los conjuntos internos, se tiene el siguiente teorema:
Teorema 2:(Teorema de transferencia) Si φ es una proposicio´n en el cual no in-
terviene el operador Ω, y si en φ so´lo ﬁguran cuantiﬁcadores acotados, entonces
la proposicio´n φ(a1, . . . , an) vale en el universo V si y so´lo si φ(a∗1, . . . , a∗n) vale en
el universo V , para todo a1, . . . , an del universo V .
Aplicando este u´ltimo teorema y todas las propiedades hasta aqu´ı mencionadas,
se pueden establecer propiedades que relacionen los conjuntos A del universo
de von Neumann, con los conjuntos A∗ del universo I. A manera de ejemplo,
conside´rese el conjunto R de los nu´meros reales y R∗ de los nu´meros reales no
estandar; cada nu´mero real r, determina un u´nico nu´mero no estandar Ω(Cr),
que se puede identiﬁcar con r y as´ı, el conjunto R es un subconjunto de R∗. Esta
contenencia es propia puesto que el nu´mero de Euler Ω = Ω(idN) es un nu´mero
real no estandar diferente de todos los nu´meros reales.
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