Abstract-Cu(In, Ga)Se 2 (CIGS)-based solar cells from six fabricators were characterized and compared. The devices had differing substrates, absorber deposition processes, buffer materials, and contact materials. The effective bandgaps of devices varied from 1.05 to 1.22 eV, with the lowest optical bandgaps occurring in those with metal-precursor absorber processes. Devices with Zn(O, S) or thin CdS buffers had quantum efficiencies above 90% down to 400 nm. Most voltages were 250-300 mV below the Shockley-Queisser limit for their bandgap. Electroluminescence intensity tracked well with the respective voltage deficits. Fill factor (FF) was as high as 95% of the maximum for each device's respective current and voltage, with higher FF corresponding to lower diode quality factors (∼1.3). An in-depth analysis of FF losses determined that diode quality reflected in the quality factor, voltage-dependent photocurrent, and, to a lesser extent, the parasitic resistances are the limiting factors. Different absorber processes and device structures led to a range of electrical and physical characteristics, yet this investigation showed that multiple fabrication pathways could lead to high-quality and high-efficiency solar cells.
I. INTRODUCTION

C
OPPER indium gallium diselenide (CIGS) photovoltaics are some of the most efficient thin-film solar cells available. Although CIGS record-cell efficiencies have increased steadily over time, there is room for improvement because the theoretical efficiency limit of 29% [1] has not been reached. A large gap also exists between the efficiencies of small-area prototype cells and the efficiencies of commercially available modules. For example, the current world record CIGS cell efficiency is 22.6%, whereas the most module products have efficiencies in the 13-15% efficiency range.
To address the cell-to-module gap in CIGS, our team is a part of the Foundational Program to Advance Cell Efficiency, sponsored by the U.S. Department of Energy and the National Science Foundation. The team consists of the National Renewable Energy Laboratory, universities, and industrial partners. Under this program, we have a unique opportunity to work with the CIGS industry to solve company-specific problems. With the diverse expertise of participating organizations, the team offers assistance so that the industrial partners can increase the efficiency of their products.
High-efficiency CIGS-based devices can be made from many different manufacturing techniques. In fact, world record CIGS solar cells over the past few years have been made by three different processes. The current world record from Zentrum für Sonnenenergie-und Wasserstoff-Forschung BadenWüttemberg (ZSW) stands at 22.6%, and the cell was made by a three-stage process [2] . The previous record cell from Solar Frontier, having 22.3% efficiency, was made from a metal precursor with a subsequent selenization and sulfurization process [3] . In 2013, the efficiency record of 20.4% was set by EMPA, who used a low-temperature CIGS process on a polyimide substrate [4] . Note that the processing differences were in the CIGS absorber. Many additional modifications in device structure are possible, and together, they determine the final solar cell efficiency.
The purpose of this study was to characterize devices from multiple solar cell fabricators to gain insight into their similarities and differences. A host of measurement techniques was employed and will be described below. Losses were quantified to show how each device's performance departed from an ideal device. Through this investigation, we sought to learn from comparisons between device structures and absorber processes, and to approach tangible solutions for closing efficiency gaps between lab cells and large-scale manufacturing.
II. EXPERIMENT
A. Cell Structures and Fabrication
Samples were selected from six different solar cell fabricators consisting of research laboratories and industrial partners. These samples were not intended to represent champion solar cells from each fabricator but, instead, to represent an average device performance that would be expected from each fabrication process. Each cell fabricator submitted six nominally identical samples that had between four and seven small-area devices per sample (0. Table I . An overarching goal in comparing aspects of all six samples was to reveal some of the biggest common denominators that drive efficiency in CIGS technology. Toward accomplishing this, some interesting opportunities immediately presented themselves, based on processing information alone. Samples E and F were made with a similar absorber process, but with different buffer layers. Samples A, B, and D were deposited by three-stage coevaporation, although sample B used Ag in the absorber and sample D used a stainless-steel substrate. Samples C and D were both deposited on stainless-steel substrates, although they had different absorber processes. Despite these fabrication variations, all of these processes can demonstrate high-efficiency devices.
B. Scanning Electron Microscopy
Scanning electron microscopy (SEM) images were collected on absorber cross sections to get information about the film morphology. The images shown in Fig. 1 are of representative samples from each cell fabricator. The average thickness shown on each image was calculated from several measurements collected on the same sample. Each image is displayed on the same size scale, with window dimensions being 2.2 μm wide and 4.5 μm high.
Comparing all six SEM images reveals interesting topographical features that result from the varying absorber processes. The absorbers deposited by coevaporation (samples A, B, and D) and cosputtering (sample C) show large grain structure and clean interfaces between the absorber and the Mo. The sulfur containing absorbers (samples E and F) show smaller grains and have voids at the interface between the absorber and the Mo.
C. Auger Emission Profiling
Auger electron spectroscopy (AES) measurements were collected on bare absorbers from each cell fabricator. Depth profiles of Cu, In, Ga, Se, S, and Mo were measured with a 5-kV, 20-nA primary electron beam over a 400-μm 2 area of each sample. Data were collected with the sample surface tilted at 30°from the electron beam and analyzer. The rate of sputter profiling and the calculation of sensitivity factors are detailed in [5] . The endpoints of each sputter profile were determined by Mo concentration. There is no AES profile for sample B because its high resistivity caused a large amount of charging during the measurements, which prevented useful data from being obtained.
The AES composition measurements were used to calculate bandgap profiles. First, we obtained the gallium ratio X = Ga/(In + Ga), as well as the sulfur ratio Y = S/(S + Se). The atomic ratios of the Ga (X, solid lines) and S (Y, dashed lines) are shown in Fig. 2 (a). These were then used to calculate AES bandgap (E g,AES ) in electronvolts according to, and copied from [6] :
The variation in smoothed bandgap profiles in Fig. 2 (b) demonstrates the large bandgap range of CIGS absorbers that can lead to high-efficiency solar cells.
The bandgap gradients in samples without sulfur mirror the gradients in the gallium ratios, whereas the samples with sulfur are due to the gradients in both the gallium ratio and the sulfur ratio. Sample A showed a notch structure in the bandgap profile. Sample C had a graded bandgap that was lowest at the front and steeply increased toward the back. Sample D showed a nearly uniform bandgap gradient that increased steadily from front to back. The U-shape of the sulfur ratio and the increasing gallium ratio at the back created a strong U-shape in the bandgap profile of sample E. The high sulfur ratio at the front and the high gallium ratio at the back are combined to make a lopsided U-shape bandgap profile in sample F.
D. Electrical Characterization of Finished Devices
Comparative measurements [current-voltage, internal quantum efficiency (IQE), capacitance, electroluminescence (EL), and light-beam-induced current (LBIC)] were made on at least two devices from each of the cell fabricators. There was little difference in electrical measurements among devices from the same lab, which indicates a high level of reproducibility and uniformity in each fabrication process. Comparisons between representative devices from each fabricator were used to understand how the different absorber processes and device structures affect overall electrical performance.
1) Current-Voltage Analysis: Current density versus voltage (J-V) data were obtained using four-point probe measurements. Devices were measured at 25°C under a 100 mW/cm In addition to extracting open-circuit voltage (V OC ), shortcircuit current density (J SC ), fill factor (FF), and efficiency (η), a single-diode model, for which the current can be written as
was used to determine series resistance (R S ), shunt resistance (R Sh ), diode ideality factor (A), diode saturation current density (J 0 ), and voltage-dependent photocurrent (J L (V )) [7] . The J-V curves for one representative device from each cell fabricator are shown in Fig. 3(a) , with the key J-V and diode parameters given in Table II . All of the devices had respectable efficiencies, with no obvious distortions in their J-V curves. A significant spread in the effective bandgaps among the devices led to the typical tradeoff between current and voltage. The highest V OC device, i.e., sample B, represents the highest bandgap in this study, whereas the highest J SC device, i.e., sample F, has the lowest effective bandgap. The highest FF device, i.e., sample A, corresponds to the lowest diode ideality factor A.
The current densities of all the devices corresponded to a collection of 80-85% of the photons above the bandgap. Most of the voltages were 250-300 mV below the Shockley-Queisser limit for the device's bandgap, which is typical of CIGS cells, although cell B was only 170 mV less. The values of FF were generally good, that is, as high as 95% of the maximum for the cells' respective currents and voltages, with higher FF corresponding to lower values of the diode ideality factor A. The impacts of R S and R Sh on FF were generally small. Losses in J-V, and specifically in FF, will be further explored in Section III.
2) Internal Quantum Efficiency: The external quantum efficiency (EQE) and reflection of each device were measured in parallel. Following the adjustment for reflectance, the IQE curves for six representative devices are shown in Fig. 4 . The estimated bandgaps are marked with symbols. For cells E and F, the long-wavelength cutoff was out of instrumental range, and the bandgap was estimated based on the shift from the other curves. The bandgaps derived from IQE are included in Table II . Measurements were performed by illuminating each sample with a monochromatic beam with a full-width half-maximum of ∼10 nm. The accuracy of the irradiance spectrum was verified using a calibrated Si solar cell.
The optical bandgap E g was determined from IQE by finding the local minimum in dIQE / dλ, which yields E g + E U /2 [8] , where λ is the wavelength corresponding to the bandgap, and E U is the Urbach energy. Because E U is typically 10-30 meV for CIGS [9] , this dIQE / dλ method gives a good estimation of E g . The IQE data were measured using a step size of Δλ = 10 nm, and the local minimum of dIQE / dλ was determined using a quadratic fit.
All of the IQE curves approach 100% over a broad part of the solar spectrum. The devices with little or no CdS (samples E and F) had IQE above 90% down to 400 nm. Those devices were also made with sulfur and showed more gradual IQE cutoffs in the longer wavelengths approaching their bandgaps, affirming that they have significantly graded bandgaps, as previously demonstrated by AES.
3) Capacitance-Voltage Analysis: Capacitance versus voltage (C-V) measurements were collected with an LCR meter in the parallel capacitance mode. Voltage modulation was 20 mV, and the ac voltage signal was 50 kHz. Conductance was tracked during measurement, and only data with a phase angle near 90°a re included. Fig. 5 shows the absorber carrier density (N CV ) calculated from C-V curves for a representative device from each cell fabricator. The symbol on each curve is the zerovoltage point with reverse bias to the right and forward bias to the left. For each cell, the capacitance was first measured as a function of frequency to check for possible dispersion. 
4) Cell Uniformity:
The uniformity of the cells was examined by EL and LBIC. The EL images in Fig. 6(a) are reasonably uniform, although various types of nonuniformities can be seen, especially in one of the devices (sample D) that had a stainless-steel substrate. EL intensity is sensitive to a variety of nonuniformities, and it is common to see features in the images even for the best devices. The placement of the contact and the grid patterns are seen clearly on each of the images. The logarithm of each intensity magnitude is tracked with the V OC of each device [see Fig. 6(b) ], as expected [10] [note that various intensity scales are used in Fig. 6(a) ]. One thing of note, which is most clearly exemplified in the EL image of sample B, is that there is a voltage drop with distance away from the contact, and hence, the EL emission is brighter closer to the grid fingers.
LBIC maps [11] of each cell [see Fig. 6 (c)] show the relative photoresponse as a function of position over the cell area. The LBIC maps also show the grid patterns and contact area clearly, but they are less sensitive to scratches and other defects than the EL images. They do show occasional defects, but because these defects are well localized, one can reasonably conclude that they have only a minor effect on cell performance.
III. J-V LOSS ANALYSIS AND DISCUSSION
An in-depth analysis was performed on J-V losses, with particular focus on mechanisms causing losses in FF. For these already high-efficiency devices, further improvements in performance can be difficult to attain. This analysis seeks to reveal areas of device performance in which improvements may lead to enhancement of device efficiency.
A. Fill Factor Loss Analysis
A quantitative loss analysis of FF was performed assuming the single-diode model in (2) . We correct the measured J-V data for R Sh losses by removing the current contribution from the shunt resistance to determine J , where
Similarly, V = V − R S J so that J (V ) is the measured J-V data corrected for both series and shunt resistances.
Because we are assuming superposition, i.e., J (V ) = J D (V ) − J L (V ), we can quantify the effect of voltagedependent collection [12] . The difference between dark and light J-V curves is used to calculate a collection function
Here, J L 0 is the optically limited current [12] . The losses in FF due to shunting, series resistance, and voltage-dependent current collection can be quantified incrementally. FF is defined as the value of FF corrected for shunt losses, which is determined from a plot of J (V) versus V. The value of FF corrected for both shunt and series losses is FF and is determined from J (V ) versus V . Including all three loss mechanisms, FF C is determined from J C (V ) versus V , where
corrected for both series and shunt resistance. Fig. 7 shows J-V curves of sample F corrected for R Sh , R S , and J L (V ) effects.
It should be noted that FF loss attributed to voltage-dependent current collection could also be caused by irradiance-dependent 102  460  89  96  89  B  101  470  91  92  86  C  94  520  88  94  79  D  96  500  86  89  75  E  92  520  85  89  73  F  109  410  89  92  93 recombination (i.e., changes in A and J 0 with illumination intensity). Using a procedure described in [12] , and inset in Fig. 7 (for sample F, for example), J-V curves measured at three different irradiances (0, 60, 100 mW/cm 2 ) were used to verify that the collection function was independent of incident light intensity. Thus, the additional loss between FF and FF C is likely due to current collection.
B. Normalization of J-V Parameters With Bandgap
To compare the devices, their J-V parameters were normalized with respect to bandgap. Expected V OC , FF, J SC , and η for each bandgap were determined using an empirical singlediode model with no parasitic resistive losses. J 0 was calculated by J 0 = χ n i , where n i is the intrinsic carrier density, which varies with exp(−E g ), and χ represents a fixed recombination term. In this case, χ was set so that at E g = 1.15 eV, the model device would have η = 22%, FF = 82% V OC = 701 mV, and J SC = 40.3 mA/ cm 2 determined by the available current (J AV ) in the AM1.5g spectrum. For each device in the sample set, parameters were normalized by the predicted model performance, represented as V OC /V OC,m , J SC /J AV , FF/FF m , and η/η m , where the subscript m refers to the model parameter for the bandgap of that device. Normalized J-V curves for a representative device from each fabricator are shown in Fig. 3(b) , and the relative J-V parameter losses are listed in Table III . Based on the 10-nm wavelength step size for the EQE measurements (not shown), we estimate a rough uncertainty in E g of 10 nm. The device with highest normalized efficiency was from an industrial process (sample F), and was followed closely by two laboratory-scale processes (samples A and B). The three other devices C, D, and E are all from commercial processes and have larger deficits in V OC / V OC,m and J SC / J AV . Sample C had high FF/FF m , similar to the best devices. There is no strong correlation between substrate and normalized efficiency, although devices on stainless-steel substrates appear to have a lower V OC / V OC,m that could be a result of iron contamination [13] .
Bandgap gradients can explain some variation in V OC / V OC,m . Samples with bandgap gradients were A, B, E, and F. For this discussion, the bandgap profile for sample B is based on the secondary-ion mass spectrometry profile provided in [14] , which was measured on a nominally identical device. Samples A and B have relatively small front bandgap gradients, whereas samples E and F have higher front bandgap gradients due to sulfur incorporation. Most of the samples with front bandgap gradients had a high ratio of V OC / V OC,m . When samples E and F were compared, variation in N CV (see Fig. 5 ) only accounted for a small variation in V OC . Either a higher bulk or interface recombination rate could be responsible for increased J 0 and reduced V OC , despite similar bandgap profiles [see Fig. 2(b) ]. Samples A, B, and F exhibit some of the limitations that arise when defining optical bandgap in samples where AES bandgap varies widely with thickness. These samples have V OC / V OC,m ≥ 1, suggesting that the bandgap that limits recombination can be decoupled from the optical bandgap that limits J SC . Since V O C,m is a function of the E g from EQE, which is related to the minimum E g , a front bandgap gradient can provide a larger than expected V OC , without compromising J SC . Numerical modeling and measurements on samples similar to sample B have shown that this is plausible [13] , [14] . Variations in J SC / J AV can be explained by several factors. Comparing samples E and F, the steeper back bandgap gradient resulted in a "softer" IQE shoulder at long wavelengths, which reduced J SC . Comparing devices B and C, which also had similar E g , device B had a higher long-wavelength response and sharper shoulder. This could be due to a higher minority-carrier lifetime, or the wide depletion width in sample B allowing for field-assisted collection. Sample F had the highest ratio of J SC / J AV due to the high bandgap of the Zn(O, S) buffer layer, as well as higher long-wavelength response. The high long-wavelength response is indicative of a longer minority-carrier lifetime, and is in good agreement with higher V OC / V OC,m .
C. Fill Factor Loss Mechanisms
Looking further at FF losses, FF ≈ FF in Fig. 9 indicates that shunting was not a major loss in most of the devices. Thus, the three dominant FF loss mechanisms were series resistance, voltage-dependent current collection, and recombination (or high A). The latter loss mechanism is determined relative to the expected FF from the empirical model. The samples that had losses > 2% for each of these mechanisms are listed in Table IV. Several of the devices suffered from R S losses > 2%. Samples E and F were optimized for monolithic integration, therefore their back-electrode sheet resistances were probably not optimized for small cells with grids. Often, industrial process parameters are optimized for modules or large-area cells, therefore R S losses in nonoptimized small cells are not of major consequence.
The FF losses due to J L (V ) and recombination are related to the performance of the p-n junction and are of more interest than R S losses. Significant J L (V ) losses are seen in samples B, E, and F. Of these, samples E and F have front bandgap gradients that may reduce FF [16] . Sample B has a lower N CV compared with the other samples, which can result in a weaker electric field in the depletion region. If drift time across the field region is longer than minority-carrier lifetime, a loss in J L (V ) can result [12] . Low minority-carrier lifetime can also result in reduced J L (V ). The effects of low minority-carrier lifetime are evident in long-wavelength IQE, as well as low FF. In sample E, a "soft" IQE shoulder at long wavelengths (see Fig. 4 ), and lower ratios of V OC / V OC,m and η / η m , suggest high recombination losses that may be an effect of low minority-carrier lifetimes.
For significant FF loss due to A and J 0 , there is a gap between FF C and FF m (dashed line), as is apparent in Fig. 9 for samples B, C, D, and E. It is worthwhile to look at samples A and F, which did not have significant recombination losses (FF C ≈ FF m ). The processes used to grow films A and F were radically different from each other, which demonstrates that there are multiple pathways to high-quality absorber materials that have low recombination losses. However, the J L (V ) losses in low-recombination samples affirm that bandgap grading is critical toward optimizing device performance. This has been demonstrated using numerical modeling, which showed strong correlations between bandgap profiles and V OC [15] and between bandgap gradients and FF losses [16] .
IV. CONCLUSION
High-quality CIGS solar cells were fabricated at six laboratories with several different compositions, structures, and deposition techniques. Despite significant variations in the CIGS bandgaps, bandgap profiles, carrier densities, and morphology, the device performance of the six sets of cells was similar. The voltages were generally high as compared with the maximum 1 sun value for the respective absorber bandgaps. The diode ideality factors ranged between 1.3 and 1.8 and were a significant limitation to the FF, which varied from 80% for the smallest value down to about 70% for the largest. The voltage dependence of collection, however, also played a role, particularly for the cells with the smallest bandgap. In general, the parasitic series and shunt resistances were lesser factors in limiting the FF. The IQEs of all the cells were close to unity over a broad spectral range, and the photocurrents, as expected, reflected the CIGS bandgap cutoffs and the short-wavelength transparency of the buffers. The CIGS carrier densities were in the low 10 16 cm -3 range, except for the Ag-containing cells which were a decade lower. Cell uniformity as determined by EL and LBIC was gen-erally good, and although there were isolated features seen, these were not a significant factor limiting cell performance.
