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Temporal Registration of Mammograms by Finite Element Simulation
of MR Breast Volume Deformation

Yan Qiu
ABSTRACT

Clinically it is important to combine information provided by mammographic
images from multiple views or at different times. Taking regular mammographic
screening and comparing corresponding mammograms are necessary for early detection
of breast cancer, which is the key to successful treatment. However, mammograms taken
at different times are often obtained under different compressions, orientations or body
positions. A temporal pair of mammograms may vary quite significantly due to the
spatial disparities caused by the variety in acquisition environments, including the 3D
position of the breast, the amount of the pressure applied, etc. Such disparities can be
corrected through the process of temporal registration. We have implemented and utilized
finite element models for temporal registration of digital mammography. In our work,
we applied the patient specific breast model, where patients have both mammograms and
MRIs available, and generic model, where only patient mammograms are available. After
we applied the temporal registration algorithm, the average error among the 14 patient
datasets was 3.4 ± 0.86 mm for Euclidean distance and 4.3 ± 0.52 mm for predicted 2D
lesion position. With generic model, the average error among the 14 patient datasets

v

using the measure of Euclidean distance between the predicted lesion position in T1 and
T2 was 5.0 ± 0.74 mm for Euclidean distance and 5.7 ± 0.83 mm for predicted 2D lesion
position. Compared with the average lesion size (10mm~40mm), this error is acceptable.
With lesion correspondence, our finite element method can be used to suppress technical
variations (e.g., mammogram positioning or compression) and to emphasize genuine
alterations in the breast.
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CHAPTER 1
I TRODUCTIO

1.1

Overview and Introduction
Taking regular mammographic screening and comparing corresponding

mammograms are necessary for early detection of breast cancer, which is also the key to
successful treatment. To seek abnormality through comparison, the clinical diagnosis
involves either pairs of mammograms from the bilateral breasts of the same patient or a
series of mammograms acquired from the same breast at different times. The first method
tends to be unreliable when the left and right breasts contain significantly different
structures. However, the latter one, which aims at detection of temporal changes in the
same breast, produces more robust results.
Unfortunately, a temporal pair of mammograms may vary quite significantly due
to the spatial disparities caused by the variety in acquisition environments, including the
3D position of the breast, the amount of the pressure applied, etc. Such disparities can be
corrected through the process of temporal registration. We propose to use the finite
element model for temporal registration of digital mammography.
Temporal registration method is used as a tool to increase the sensitivity to
temporal pathological changes. Zana et al. in [1], presented an algorithm for temporal
and/or multimodal registration of retinal images based on point correspondence. The
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algorithm was applied to the registration of fluorescein image. The vascular tree is first
detected in each type of images and bifurcation points are labeled with surrounding
vessel orientations. An angle-based invariant is then computed in order to give a
probability for two points to match. Then a Bayesian Hough transform is used to sort the
transformations with their respective likelihoods. An affine estimate is computed for most
likely transformations.
Temporal registration was also used in breast cancer research to improve
sensitivity of mammograms. In [2] Marias et al. used a 3-stage mammogram registration
method including (1) boundary registration through detection of a set of points on the
breast boundary. (2) calculation of internal correspondences using a wavelet-based
multiscale analysis and (3) calculation of the transformation using both the boundary and
the internal points in a thin-plate spline approximation scheme. It would be desirable if
breast deformation information could also be used in the calculation to increase the
registration accuracy.
Finite Element Method (FEM) based strategy is used for correspondence
identification between image features identified in two-view mammography taken at
different times. The organization of this dissertation is as follows. First the methods used
for model construction and compression simulation are presented, followed with the
registration method.

Then the experiment results for our correspondence validation

algorithm are presented for the case where the lesion is visible in both views in the
temporal pairs. In the conclusion and discussion, we summarize the advantages of our
finite element method and present area for future study.
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1.2

Deformable Behavior of the Breast
The breasts are intrinsically deformable anatomical structures, composed entirely

of soft tissue, and containing no rigid elements. They are compressible, inhomogeneous,
and anisotropic. Breasts are inhomogeneous because they are composed of a number of
tissues, including fatty and fibroglandular tissue; and isotropic because the breast deforms
to varying degrees in different directions. Being principally external structures, in the
sense that they protrude from the body, they are easily deformed by external forces, and
their position relative to the torso is influenced by both respiratory and cardiac motion. In
summary, the breasts are intrinsically deformable anatomical structures encompassing a
broad range of non-rigid behaviors.
Mammography is the most commonly used modality for early breast cancer
detection. Images taken by various techniques are often obtained under entirely different
tissue configurations, compressions, orientations or body positions. Hence, some form of
spatial non-rigid transformation of image data is required so that the tissues are
represented in an equivalent configuration.

1.3

on-rigid Motion
Non-rigid motion has been continuously studied in recent years and a variety of

approaches have been presented, but until now no one paradigm can be applicable to all
types of non-rigid motions.
One approach uses active contours to track motion. Active contours are a
minimization problem and have been largely used. The general concept and one of its
applications are presented in [27]. An insightful view of the underlying mathematics and
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a new algorithm for detecting objects which do not have boundaries defined by gradient
is presented in [9]. In [19] the authors used the active contours to track the endocardial
and epicardial borders of the left ventricle. In [51] the authors used active contours to
track feature points between two images. In [15] a new method is proposed to incorporate
prior shape information into geometric active contours for human face contour detection.
Unlike traditional active contours (snakes) that are represented as parameterized curves in
a Lagrangian formation, geometric active contours are represented as level sets of two
dimensional distance functions which evolve according to an Eulerian formation. Active
contours enforce constraints on smoothness and the amount of deformation, but they
cannot be used to constrain the types of deformation valid for a particular object class. To
overcome this problem a priori constraints must be enforced on the types of allowable
deformations [41] [12].
Another method for tracking of deformable models uses a statistical model with
imposed a priori constraints. In [22] the authors applied Bayesian estimation to a
stochastic shape model. The approach used the description of the object of interest using
a deformable template that incorporates a priori knowledge on the structure of the object.
In [24] authors presented an HMM approach for tracking non-rigid motion. The
drawback of the previous methods consist in that they do not take into consideration the
underlying geometry and the material properties, so they cannot impose any constraints
to be met on the parameters.
Finite element models include material properties of the object and an underlying
geometry model and can accurately predict displacements and motion based on applied
forces, or recover the loads given nodal displacements. In [28] authors used the FEM
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model to compute elastic properties of the scars relative to the surrounding area. In [51]
the authors used FEM to recover elastic properties of the skin by incrementally
modifying the material properties until the model matched the image of the deformed
object. In [51] the authors used finite element model to compute intermediate images
given images at two time instances and their corresponding features. In [52] the authors
used an FEM based algorithm for accurate non-rigid motion tracking. They used the
difference between the actual behavior from the motion images and predicted behavior of
the object in order to refine the model, and unknown parameters are recovered during the
search for the best finite element model that approximates the non-rigid movement of a
given object.

1.4

Using Image Registration for on-rigid Motion
The classification of image registration methods can be based on the nature of

matching base or on the nature of transformation. According to the nature of matching
base, medical image registration is divided into four main categories: manual registration,
landmark-based registration, surface-based registration, and intensity-based registration.
According to the nature of transformation, image registration can also grouped into
several categories: rigid body model, affine model, linear elastic model, viscous fluid
model, finite element model (FEM), radial basis function (RBF) model, optical flow
model, and others.
Image registration describes the process of establishing spatial correspondence
between features in an image pair, or a dynamic or temporal sequence of images, in order
to relate them for diagnosis, inspection of homologous positions, or temporal monitoring.
The images might be acquired using the same or different imaging modalities, and can
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also be aligned to a computer model, or to locations in physical space for image
guidance. Feature alignment is described by a transformation, which, for rigid-body
registration, describes differences in global patient positioning. For non-rigid registration,
the transformation explains additional deformations due to soft tissue properties, surgical
intervention, temporal changes due to tumor growth or radiotherapy treatment, and
morphological differences between individuals. Also, non-rigid registration can
compensate for geometric image distortion caused by the acquisition technique. There is
consensus in the literature that registration is needed to compensate for patient
positioning and deformation.
Spatial distortion is characterized as a deviation from the proper spatial properties
of an image. Spatial distortions may be the result of modality-induced differences or
sensor deviations and imperfections. Medical images often contain distortions and
spurious features. Deformation and motion are collectively described as imaging artifacts.
These should not be confused with misregistration artifacts.
The human body is an inherently complex structure. Therefore, when comparing
imaging studies from a corresponding anatomical region, there is likelihood that the
images will be mismatched, that is, that corresponding anatomical structures will have
differing spatial properties. This may result from changes in patient positioning causing a
displacement of the patient body relative to space, or changes in the position, size, or
shape of anatomical structures relative to the body itself.

6

1.5

Registration Using Biomechanical Models
The need for biomechanical modeling in medical research and for accurate

deformation prediction, material property estimation has attracted the attention of
researchers in computer vision and medical imaging. In [36] authors used ultrasonics to
recover Young’s modulus for kidney and tissue equivalent phantoms. Reconstruction of
the elastic modulus was based on strain images with high signal noise ratio. In [20] the
authors reconstructed the elastic modulus of soft tissue under an external static
compression. They used an initial guessed value for elasticity distribution and constantly
updated elastic modulus value in order to minimize the error between the predicted
displacement field and the observed displacement field. This is an iterative method much
like trial and error and requires a large computational cost since the direct method is
applied several times. In [8] authors proposed an ultrasound tissue motion estimation as a
method to determine and map the elastic properties of the tissue. The method applies a
small static compression force to the tissue and uses radio frequency to estimate the local
axial motions.

1.6

Objectives
X–ray mammography is the standard method used for image–guided breast cancer

diagnosis, but X–ray mammograms have the disadvantage of being 2D projections of a
largely deformed breast. For further treatment or for combination with other imaging
methods, the relationship between the undeformed and the deformed breast has to be
determined.
The main objective of this dissertation is to develop a method for determination of
the 3D position of a lesion based on the position of that lesion in two standard X–ray
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mammograms and MRIs. A registration based on a deformation model of the breast is
proposed to solve this problem. Generic model is proposed to solve the cases when
patient MRIs are not available.
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CHAPTER 2
BACKGROU D A D RELATED WORKS

2.1

Medical Imaging for Breast Cancer

2.1.1

Background on Mammograms, Advantages and Drawbacks
The term mammography refers to the X-ray examination of the mammary glands,

or breasts. A mammogram is an X-ray projection of the three-dimensional structures of
the breast. Mammographic screening is widely regarded as the most effective way of
detecting breast cancer at a sufficiently early stage to significantly improve the prognosis
for the patient. A standard mammographic screening yields four images: the mediolateral-oblique (MLO) and cranio-caudal (CC) view of each of the left and right breasts
[4]. The terms medio-lateral and cranio-caudal refer to the normal acquisition positions.
In an MLO projection, compression is applied sidewise from the center of the chest wall
(medio) towards the outer surface of the breast (lateral) position at an angle of between
45 and 60 degrees. In the CC projection, compression is applied from the top of the breast
towards the caudal (inferior) surface.
There are a number of abnormal signs which allow a suspected breast cancer to be
detected, including masses, microcalcifications, asymmetric densities, and architectural
distortion. An in-depth description of the characteristics associated with each of these
abnormalities is beyond the scope of this discussion and the interested reader is referred
to the comprehensive overview cited in Chandrasekhar [58].
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Breast asymmetry exhibits as breast tissue that is greater in volume or denser in
one breast than the other. This may be the result of either a greater volume of
fibroglandular tissue on one side, or asymmetrically dense breast tissue. The latter is a
term reserved to denote the broad regions of dense breast tissue that do not form masses,
but are distinctly different from the corresponding contralateral regions of tissue. The
morphology of the two regions is similar except that there is an increase in the tissue
density in the mammogram involved. Variations may be the result of natural differences
between corresponding left and right breasts or decreased density in one of the
mammograms as a result of surgical removal of breast tissue. The vasculature of the
breast is generally symmetrical in size and distribution, therefore an asymmetrically large
vein may also indicate the presence of an abnormality.
Architectural Distortion also reveals abnormality. The structures of the breast
comprise the glandular tissue, i.e. lobules, ductules, lobes and ducts that converge
towards the nipple. Disturbance in this symmetrical flow, i.e., pulling of structures
towards a point eccentric from the nipple, is a sign of potential abnormality.
Breast cancer most commonly presents as a mass. A mass is defined as a threedimensional dense region with margins distinguishing it from the surrounding
parenchyma. Masses are classified by a number of properties, including location, density,
size, shape (round, ovoid, lobulated), and margins (circumscribed, ill-defined, stellate, or
spiculated).
Microcalcifications are tiny granule-like deposits of calcium frequently associated
with malignant findings. They have varying characteristics and may be branching, linear,
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spherical, fine, coarse, cylindrical, smooth, jagged, regular in size and shape or
heterogeneous. They appear as bright spots in mammograms.

2.1.2

Background on MRIs, Advantages and Drawbacks
MR imaging provides the good soft tissue resolution of all the imaging modalities

[39], offering a very different model of the breast from mammography, both in geometric
nature and in the physical properties measured. Mammograms are soft tissue X-ray
images, while Magnetic Resonance (MR) imaging uses radiofrequency (RF) waves to
extract image information from the human body through the interaction of these waves
with the magnetic properties of atomic nuclei, particularly hydrogen nuclei, according to
their varying density and chemical binding in the tissues [55]. Mammography is limited
to providing anatomical information in a 2D context, which makes it hard to derive a
clear understanding of the 3D nature of the breast. MR imaging, on the other hand,
provides information on the entire three-dimensional structure of the breast, including the
chest wall. This 3D representation allows the visualization of structures within the breast:
their size, shape, and relationships with neighboring structures. One important diagnostic
use of 3D imaging is the display of geometrical relationships between normal and
pathological (abnormal) structures. Also, these images permit the calculation of a range
of useful quantitative parameters such as the volume of a tumor. When acquiring an MR
image of the breast, a dedicated surface coil is used. This surrounds each breast with the
patient in the prone position. This allows the breasts to be immobilized without normally
needing to apply any form of compression. Although mammography is highly sensitive,
mammographic findings are often nonspecific with respect to whether or not a suspicious
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region is benign or malignant. Ultrasonography, while useful in the diagnosis of a cyst,
does not allow differentiation of a benign from a malignant mass. Sensitivity of MR
imaging for breast cancer detection is often higher than that of mammography or
ultrasonography separately [7]. Cases which have suspicious mammographic findings
usually undergo an invasive core needle or surgical biopsy to clarify the diagnosis [8].
One of the limitations of MR is the fact that currently it has a low specificity [39] and
hence is not as effective in the differentiation of benign from malignant abnormalities, as
say, core needle biopsy. Another use of MR images is to determine the stage of a disease,
i.e. how far it has progressed, once the presence of a malignancy has been confirmed.
This is quite critical in treatment planning. Factors used in determining the stage are the
number, size, and shape of tumors [8] if a tumor is still at an early stage a physician may
choose to perform a lumpectomy followed by radiation therapy. In many cases suspicious
entities can be detected with MR imaging that are not visible using mammography, such
as in situations when mammographic examination may be impaired [28]. This includes
patients who have undergone conservative breast surgery; patients with silicon implants,
patients with mammographically dense breast tissue, and situations where there are
uncharacteristic or diffuse changes. A mammogram that is positive may be followed by
an MR examination leading to enhanced breast conservation treatment (e.g., lumpectomy
or partial mastectomy) and a reduction in the number of unnecessary invasive biopsies
[4].
To provide a clearer understanding of the 3D nature of a breast MR it is possible
to use 3D rendering techniques such as isosurface and volume rendering [21]. The key
principle associated with isosurface rendering is to extract an intermediate surface
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description of the relevant structures from the 3D information, in this case the surface of
the breast. On the other hand, volume rendering creates 3D representations directly from
the 3D data. Such renderings of a breast MR provide a particular perspective of a 3D
image that aptly illustrates the 3D nature of the breast, but are of little clinical use
because the internal portion of the breast is hidden from view.
X–ray mammograms are 2D X–ray projections of a deformed breast. The patient
is standing or sitting during image acquisition. The breast is compressed using two plates,
perpendicular to the projection direction. Therefore for each compression process only
one 2D projection image is available. The MRI is a 3D volume of the breast in the prone
(face–down) position. Ideally the breast does not come in contact with the ambient MR
coil and is therefore not deformed.
We present the differences due to multimodal imaging techniques to be
considered when registering X–ray mammograms and MRI as follows.
The multimodality has several impacts. Different gray values image the same
tissue structure with different contrasts. For example, fat is nearly transparent in X–ray
mammograms, whereas it has the highest intensity of the breast tissues in MR images.
Different resolutions are involved. The pixel size of X–ray mammograms are equal or
smaller than (0.1mm), while the voxels of an MRI are usually larger than (1mm).
Different sections of the breast are imaged. In an MRI both breasts with parts of the chest
are displayed. In an X-ray only the amount of breast, which lies between the compression
plates can be imaged. Different noise distributions and image distortions are introduced
by the different imaging methods.
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Different dimensionality has several effects as follows. X–ray mammograms are
2D projections and MR images are 3D volumes. For direct comparison, projections of the
MR volume have to be generated. The transformations that deform the breast have to be
carried out before the projection, so that the 3D effects of the compression can be taken
into account. The deformation of the breast during compression is only imaged in one
projection and therefore not recoverable in 3D.
Difference due to the imaged object will also affect registration accuracy.
Temporal changes of breast tissue might be inherent in the images, if they are not
acquired at the same date. Patient positions during the image acquisitions are different,
which introduces rigid position chances and elastic deformations to the soft tissue.
Additionally, the breast is squeezed between two plates to obtain changes in thickness up
to 50%. Large deformations are therefore applied to the soft tissue.

2.2 Related Work on Biomechanical Models
Three types of models have been used in two-view mammography.
Statistical Models were used by Sahiner et al. [4]. They used a classifier to
analyze the similarity between feature pairs in cranio-caudal (CC) and mediolateral
oblique (MLO) views. Scores from the classifier were then used to improve single-view
detection. Using the datasets from the University of Michigan and the University of
South Florida, they reported a 0.58 false positive rate with two views and a 0.73 false
positive rate with a single view. However, their approach used only limited information
such as the distance between features and nipples, which limits the reliability of the
approach.
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Geometrical Models were used by Kita et al. [2].

They used a simplified

geometrical model to compute breast deformation and then established feature
correspondences. Recently, a more sophisticated model was used to reconstruct
microcalcification clusters [3]. Geometrical models have a drawback that many
assumptions have to be made to idealize the breast deformation, which may not be valid
for a highly deformed breast.
Biomechanical Models were used in many research area. Non-rigid motion has
been extensively studied in the computer vision community. Huang [5] classified nonrigid motion into different categories. Aggarwal et al. [6] provided a comprehensive
survey on various modeling approaches, especially those based on physical models. For
example, biomechanical models were used to study breast biopsy and MRI/X-ray data
fusion [1,7].
Wildes et al. [8] proposed a simple physical breast model for registration that
viewed the breast as a set of tissue compartments contained within an outer skin.
Highnam et al. [9] used a compression model to determine correspondence between the
CC and MLO views. Bakic et al. [10] proposed a non-rigid breast model for task-driven
mammogram segmentation. Biomechanical models have the capability of handling
irregular shapes and predicting breast deformation more accurately. A comprehensive
review of deformable modeling techniques and their applications in medical image
analysis can be found in [11] and [12, 13], respectively.
A related important issue to be addressed for accurate deformation simulation is
the need to know the material property of the breast tissues. Due to the difficulty of
obtaining “true” material property values, it is common that soft tissues are modeled as

15

isotropic, linear, and homogeneous. The breast tissues joined to the overlying skin by
fibrous strands are called Cooper’s ligaments [48]. In the context of feature registration,
using an isotropic property is a reasonable choice, although the effect of the Cooper’s
ligaments on the overall property of breast tissue is still not clear. Due to the large breast
deformation caused by compression, more attention was directed to the non-linear
behavior of breast tissues. For example, Azar et al. [1] used an exponential function to
approximate the non-linear relationship between stress and strain. Similarly, Samani et al.
[7] used a polynomial function to account for the non-linearity of breast tissue properties.
In these studies, the non-linearity was considered for both fat and glandular tissues, using
the coefficients obtained from either a tensile test or the tactile imaging results [14]. In
the study by Tanner et al. [15], the authors indicated that the impact of a linear
assumption on breast modeling is not as significant as that of boundary settings.
Schnabel et al. proposed a method [16] for validation of non-rigid medical image
registration for breast MRIs using biomechanical models. The method is based on the
simulation of biomechanical tissue deformations using finite element methods (FEM). It
involved a non-rigid image registration step based on free-form deformations using Bsplines. The voxel similarity measure was computed using normalized mutual
information. The efficacy of the method was demonstrated on contrast enhancement of
magnetic resonance mammographic image pairs as a prototype application.
In this dissertation, we focus on the biomedical model. Three notable papers used
biomedical model for registration purpose.
In paper [57], three 3D-2D registration modalities were addressed for CT scan
images and X-ray images. The framework was presented for finding a geometric

16

transformation between a 3D image and a 2D radiography, that is, 3D-2D curve
registration problem. The author also discussed the 3D-3D surface rigid registration
problem by using passive stereo to reconstruct a 3D surface, and 3D-2D surface
registration by using silhouettes for finding the transformation for blood vessels. In order
to find an initial estimate of the projective transformation, the authors used the bitangent
line properties of the curves. For 3D-3D surface rigid registration, a passive stereo system
was used and resulted in a dense description of the surface using points and normals. For
3D-2D projective surface registration, the authors used a combinatorial approach to find
the initial estimate based on the property: “If a point M on a 3D surface S is such that its
projection m=Proj(M) lies on the occluding contour c, then the normal vector N to S at
point M is equal to the normal vector n of the plane P defined by (m,O,t), where t is the
tangent vector to the occluding contour at point m.”
In paper [42], non-rigid registration methods were explored and a novel validation
method was proposed. The method is based on finite element modeling of the breast in
order to simulate plausible breast deformations. The model used the value of the Young’s
modulus 1KPa for fatty tissue, 16.5KPa for the carcinoma and 88KPa for the skin. The
registration was performed for the real compressed breast image and the simulated image
of the breast using FEM. The average error was about 1mm, with the minimum values as
low as 0.08mm in tumor tissue and 0.15mm in the overall tissue. The FEM method was
used for validation for the registration technique using multi-resolution with free-form
deformations (FFD), based on multilevel B-splines and non-uniform control point
distribution.
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In paper [7], the authors used hexahedral elements in the finite element model of
the breast and hyper-elastic material properties. Two methods for generating 3D mesh of
the breast are discussed. The experiments were conducted on a breast model composed
from a block of agar with a cylindrical inclusion made of a mixture of agar and glass
beads, and MRI images of a volunteer breast. The compression of the breast was
relatively small, specifically 8mm. In order to solve the FEM, the authors used the
ABAQUS commercial software, and they also modeled the contact surface between the
plates and breast, which led to a highly non-linear problem. The boundary condition for
the FEM of the breast was assumed that the wall chest region had zero displacement.

2.3

Related Work on Multimodal Image Registration
Few publications about registration of X–ray images and MR volumes of the

female breast have been published so far. Most approaches are concerned with
registration of the same modality, either MRI and MRI, or X–ray mammogram and X–
ray mammogram of the same patient.
MRI/MRI registration is applied to register MRI sequences with a contrast agent.
The images of the agent distribution in the breast are acquired over several minutes.
Patient movements introduce artifacts into the subtraction images and degenerate their
evidence for tumors, when the sequence images are subtracted to illustrate the changes.
Many approaches for MRI/MRI registration have been published the last years, for
example [8, 21, 29].
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X–ray mammograms are usually compared in temporal (comparing X–rays
acquired at different times) or bilateral (comparing left and right breast) registration, for
example [44, 46, 48, 56].
Bergman et al. [62] introduced a multimodal approach, registering X–ray
mammograms and PET (Positron Electron Tomography). They integrated PET detectors
into a conventional X–ray mammography unit in hardware–based registration.

2.4

Background on Finite Element Method
The finite element model approach [32] is based on the underlying geometry of

the object and on the material properties of the object. Using a system of partial
differential equations to predict the movement of each node, shape analysis of the
constitutive elements in each state, material properties and a set of border conditions to
insure the convergence of the solution, FEM can predict with high accuracy the final state
of the object, or any intermediate state [1,7,16].
Consider the static equilibrium of a solid subjected to the body force vector field
b. Applying Newton's first law of motion results in the following set of differential
equations that govern the stress distribution within the solid:
 ∂σ xx ∂σ yx ∂σ zx
+
+
+ bx = 0

∂y
∂z
 ∂x
 ∂σ xy ∂σ yy ∂σ zy
+ by = 0
+
+

∂z
∂y
 ∂x
 ∂σ
∂σ yz ∂σ zz
 xz +
+
+ bz = 0
∂y
∂z
 ∂x

(1)

A material body is considered elastic when under isothermal conditions the body
completely recovers its original form after the removal of the forces. According to
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Hooke’s law for elastic bodies the following equation stands:

F =k •u

(2)

where F is the applied force, u is the deformation of the elastic body and k is the elastic
constant. The equation can also be represented as:

ρ0

 ∂ 2u ∂ 2v ∂ 2 w 
∂ 2u
 + µ∇ 2 u + f x
 2 +
(
λ
µ
)
=
+
+
y
x
z
x
∂
∂
∂
∂
∂t 2
x
∂



(3)

ρ0

 ∂ 2u ∂ 2 v ∂ 2 w 
∂ 2v
 + µ∇ 2 v + f y

(
)
=
+
+ 2 +
λ
µ
2
∂z∂y 
∂t
 ∂x∂y ∂y

(4)

 ∂ 2u
∂2w
∂ 2v ∂ 2 w 

+
+ 2  + µ∇ 2 w + f z
ρ 0 2 = (λ + µ )
∂t
 ∂x∂z ∂y∂z ∂z 

(5)

where (u,v,w) represents the displacement vector in Cartesian coordinates, E represents
Young’s modulus, ν represents Poisson’s ratio, fi represents force field and µ , λ are
Lame constants, computed with the following equations:

E
2(1 + ν )
νE
λ=
(1 + ν )(1 − 2ν )

µ=

(6)
(7)

For small deformations, Young’s modulus can be considered constant and the
deformation elastic. However in medical imaging, large deformations are desirable to
maximize the signal to noise ratio. At large deformations biological tissues will have
more or less strain hardening, depending on tissue property. In our case for breast
compression which undergoes significant deformation we can assume Young’s modulus
constant and equal to an average value of the initial and final state. In order to describe
the deformation in response to an external solicitation, a tissue can be considered as
isotropic and linear continuous elastic medium.
The FEM analysis can be divided in two general problems. Direct problem
assumes all material properties and forces that are applied to the solid are known and
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computes the displacements and strain/stress for each node and element. Usually the
direct problem is well posed because all forces and boundary conditions are known.
The inverse problem assumes the displacements are known and tries to recover
the material properties or forces. The methods used to improve the conditioning of
inverse problem can be separated into two classes. One is the regularization in functional
spaces (Tikhonov regularization method is most used) and the second is based on the
control of the dimensionality. When large displacements are involved or contact
problems occur usually led to highly non-linear system of partial differential equations,
which require an iterative full Newton-Raphson method to solve it. Usually this is very
computational expensive. One drawback of this method is that for highly non-linear
partial differential equations the solid needs tight boundary conditions or be over
constrained, otherwise Newton-Raphson can converge to a local extremum instead of the
global one. In this dissertation the materials are considered linear and isotropic if not
specified otherwise. Also in this study we are concerned only with direct problem.

2.5 Background on Boundary Condition

In [47] and [48] the authors investigated the influence of different tissue elasticity
values, Poisson ratios, boundary conditions, finite element solvers and mesh resolutions
on a dataset. MR images were acquired before and after breast compression. Images were
aligned using a 3D non-rigid registration algorithm [37]. Five material models were used
in this study:
-

breast was assumed linear and homogeneous, 1KPa Young’s modulus was
assigned to the mixture of glandular and fatty tissues;
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-

an additional Young’s modulus of 88KPa was chosen for the skin;

-

in addition to previous material model a 10KPa Young’s modulus was
used to model the glandular tissue separately;

-

non-linear material model [2], exponential curves were used to describe
the stress-strain curves, Young’s modulus of fat increases linearly with
strain from zero up to the value for glandular tissue;

-

non-linear model proposed in [38], instead of exponential curves to
describe stress-strain curves, quadratic and third order polynomials were
used for fatty and glandular tissue respectively.

Four sets of boundary conditions were used:
-

all surface nodes were constrained to the corresponding displacements
obtained from 3D non-rigid registration;

-

a subset of the previous nodes was used, which is the posterior, medial and
lateral side of the breast;

-

the nodes on the wall chest boundary were assigned to have zero
displacement and no boundary conditions to other nodes;

-

besides the previous conditions, the nodes on the medial side of the breast
were assigned to have zero displacement.

In ANSYS both the frontal solver and sparse direct solvers are direct elimination
solvers and are recommended when robustness is required. The preconditioned conjugate
gradient is recommended for large solid models. All three solvers were used on different
models. The conclusions of this test were that boundary conditions and the value of
Poisson ratio have a much larger effect on the performance of the FEM model than using
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different tissue properties, although models with accurate boundary conditions seemed
not too much influenced by Poisson ratio. The mesh resolution and choice of finite
element solver had almost no effect on the performance of the FEM of the breast.
-

normalized cross correlation;

-

entropy of the difference of the image, the entropy measures operate on
the difference of the image obtained by subtracting the scaled DRR image
from fluoroscopy image;

-

mutual information or relative entropy, it has been found very effective in
3D-3D multimodality image registration

-

gradient correlation, the cross correlation is computed on the gradient
images obtained using Sobel kernel;

-

pattern intensity also operates on difference image like entropy, but count
the number of patterns in difference image that should tend to zero for a
perfect registration

-

gradient difference involves the difference of the gradient images

The study concluded that the least accurate similarity measure for this experiment
was mutual information. Gradient correlation has been shown to be sensitive to thin line
structures. On images that contained both soft tissue and a stent cross correlation, entropy
and mutual information failed often, and gradient correlation was the most accurate.
Pattern intensity, gradient correlation and gradient difference were affected very little by
the presence of the soft tissue.
In [14] three 3D-2D registration modalities were addressed for CT scan images
and X-ray images. Here is presented the framework for finding a geometric
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transformation between a 3D image and a 2D radiography - 3D-2D curve registration
problem, 3D-3D surface rigid registration by using passive stereo to reconstruct a 3D
surface, and 3D-2D surface registration by using silhouettes for finding the
transformation for blood vessels. In order to find an initial estimate of the projective
transformation, the authors used the bitangent-line properties of the curves. For 3D-3D
surface rigid registration, a passive stereo system was used and resulted in a dense
description of the surface using points and normals. For 3D-2D projective surface
registration, the authors used a combinatorial approach to find the initial estimate based
on the property: “If a point M on a 3D surface S is such that its projection m=Proj(M)
lies on the occluding contour c, then the normal vector N to S at point M is equal to the
normal vector n of the plane P defined by (m,O,t), where t is the tangent vector to the
occluding contour at point m.”
In [42] and [43] non-rigid registration methods were explored and in [9] a novel
validation method was proposed. The method is based on finite element modeling of the
breast in order to simulate plausible breast deformations. The model similar to [31] used
the value of the Young’s modulus 1KPa for fatty tissue, 16.5KPa for the carcinoma and
88KPa for the skin. The registration was performed for the real compressed breast image
and the simulated image of the breast using FEM. The average error was about 1mm,
with the minimum values as low as 0.08mm in tumorous tissue and 0.15mm in the
overall tissue. In [43] the FEM method was used for validation for the registration
technique using multi-resolution with free-form deformations (FFD), based on multilevel
B-splines and non-uniform control point distribution.
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In [2] the authors developed a procedure to predict the displacement by plate
compression of the breast that takes less than half an hour, making it clinically practical.
In this study, they used the FEM of the deformable breast for guiding breast biopsy with
MR imaging and registration between different breast MR datasets from the same patient,
obtained at different times and at different compressions. Volume elements used in this
finite element model of the breast were: hexahedral trilinear isoparametric elements to
model the breast tissue and three-node triangular isoparametric elements to model the
skin. All elements assumed to have non-linear elastic material properties, isotropic,
homogeneous and incompressible. For each element after each deformation increment,
the stiffness value of every element is updated to model the non-linear behavior of
material. The Young’s modulus for the fat tissue was assumed to have a quadratic
behavior with respect to stiffness in order to try to take into account the Cooper
ligaments. Only 8 MRI slices were stacked in order to obtain the 3D breast volume for
the compression experiment and 58 for registration experiment. The results showed that
the performance of the model was modestly affected by the material properties, but the
shape and size of the patient breast, and the boundary properties between breast and
plates have a great influence.
In [38] and [39] the authors used hexahedral elements in the finite element model
of the breast and a hyperelastic material properties. In [38] two methods for generating
3D mesh of the breast were discussed. The experiments were conducted on a breast
model composed from a block of agar with a cylindrical inclusion made of a mixture of
agar and glass beads, and MRI images of a volunteer breast. The compression of the
breast was relatively small, specifically 8mm. In order to solve the FEM, the authors used
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the ABAQUS commercial software, and they also modeled the contact surface between
the plates and breast which led to a highly non-linear problem. The boundary condition
for the FEM of the breast was assumed that the wall chest region had zero displacement.

2.6

Background on Material Property

The presented material models below comprise all available non–linear elastic
material models for glandular and fatty breast tissue, and a subset of the linear elastic
material models.
Wellman [32] measured the stress–strain relationships for fatty and glandular
tissue for strains up to 10%. Azar [3] approximated the measurements as exponential
stress–strain relationship for fatty and glandular tissue. He applied the material models in
simulations with overall strains up to 38%.
Additionally Azar applied a corrected stress–strain relationship for fat. He
assumed that the elastic modulus for fat, embedded in a grid of connective tissue, stiffens
and becomes similar to glandular tissue above strains of 15%. The corrected model for fat
compartmented through connective tissue was approximated as (in [kPa]):

E fat = 4020ε 2 + 3.8ε + 4.5

(8)

for strains smaller than 15.5%. This material model is called ‘Azar model’ in the
following.
In homogeneous tissue model, the strains applied during mammography are
usually considerably higher than the strain limit of Azar on stiffening of the fatty tissue.
Therefore a model is introduced, assuming the breast’s different tissues to deform
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homogeneously. Only the stress–strain relationship for glandular tissue of the Wellman–
Azar model is applied.
In Bakic Model, Bakic [6] used various linear elastic material models with
different E–moduli for fat and gland, but a constant ratio of the E–moduli of 0.8 (Efat /
Egland). He found the instances of the ratio to be the most realistic in respect to the
resulting compression force.

2.7

Adding Material Model for Soft Tissue Deformation

The need for biomechanical modeling in medical research and for accurate
deformation prediction, material property estimation has attracted attention of researchers
in computer vision and medical imaging.
In [36] authors used ultrasonics to recover Young’s modulus for kidney and tissue
equivalent phantoms. Reconstruction of the elastic modulus was based on strain images
with high signal noise ratio. In [20] the authors reconstructed the elastic modulus of soft
tissue under an external static compression. They used an initial guessed value for
elasticity distribution and constantly updated elastic modulus value such that to minimize
the error between the predicted displacement field and the observed displacement field.
This is an iterative method much like trial and error and requires a large computational
cost since the direct method is applied several times. In [8] authors proposed an
ultrasound tissue motion estimation as a method to determine and map the elastic
properties of the tissue. The method consisted in applying a small static compression
force to the tissue and use radio frequency A-lines to estimate the local axial motions that
estimates the axial strain field.
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Many researchers have conducted studies to measure the elasticity parameters of
soft tissues [42] [2] [46] [44] [47]. According to these studies the average Young’s
modulus value for fatty tissue is 1KPa, for skin is 88KPa, for glandular tissue is 10KPa.
The overall Young’s modulus is considered to lie in the range 5KPa-15KPa for the entire
breast modeled as a linear, continuous, incompressible, isotropic and homogeneous
tissue. Since we are interested in constructing a generic model we choose an initial value
for Young’s modulus of 10KPa. Since the breast is considered to be an incompressible
tissue, theoretically volume is preserved for a Poisson’s ratio equal to 0.5. However, high
Poisson’s ratio can lead to instabilities in the finite element model, a value between
0.490-0.495 is generally accepted as a computationally stable with minimum
displacement error. After model calibration we used a Poisson’s ratio value of 0.490.
The first step towards FEM is to define the material properties for the solid model
constructed in previous steps. The modeling of biomechanical tissue has gained
considerable interest in a range of clinical and research applications. According to
literature in the domain the breast is considered to be made of biological soft tissues,
which are known to be incompressible [38] [44] [40] [48] [42] [2]. The female breast is
essentially composed of four structures: lobules or glands, milk ducts, fat and connective
tissue. The breast tissues joined to the overlying skin by fibrous strands are called
Cooper’s ligaments [48]. Most biologic tissues have both a viscous and an elastic
response to external deformations. Because we are interested only in slow deformations
the response of the tissue can be considered entirely due to elastic forces [2]. All tissues
in the breast can be considered isotropic, homogeneous and incompressible with nonlinear elastic properties for large deformations. The Young’s modulus represents how
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much a material will deform when a load is applied, and Poisson’s ratio expresses how
much a material will shrink in one direction when it is stretched in a perpendicular
direction, an incompressible material will conserve the volume. Since breast tissues
exhibit a non-linear behavior for large deformations the Young’s modulus can be
considered as a function of strain for each tissue:

En =

∂σ n
= bn e mnε n
∂ε n

(9)

where σ n is the nominal stress for tissue type n, ε n is the nominal strain for tissue type
n, bn and mn are fit parameters determined experimentally for tissue type n [2].
For glandular tissue type bgland = 15,100  / m 2 and m gland = 10.0 , for fatty tissue
type b fat = 4,460  / m 2 and m fat = 7.4 [2]. For skin Young’s modulus can be considered
given by the following formula [2]:
E skin = a i

i = 1,2,3

(10)

where the values for Young’s modulus depend on strain as following:

ai

 3 . 43 × 10
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 / m

2
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,0 ≤ ε

skin

, 0 . 54 < ε
, 0 . 68 < ε

≤ 0 . 54
skin
skin

≤ 0 . 68

(11)

< 1

Another non-linear model was proposed in [38] by first fitting quadratic and third
order polynomials to the Young’s modulus versus strain of fatty and glandular tissue, and
then integrating over the strain. The fitted Young’s modulus versus strain polynomials
are as follows [38].

E fat = 0.5197ε 2 + 0.0024ε = 0.0049

(12)

E gland = 123.8889ε 3 − 11.7667ε 2 + 0.6969ε + 0.0121

(13)
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CHAPTER 3
BUILDI G FI ITE ELEME T MODEL
FOR TEMPORAL REGISTRATIO SIMULATIO

3.1

Biomechanical Models of the Breast

Biomechanical models have the capability of handling irregular shapes and
predicting breast deformation more accurately. We used the following 3 steps in a
modeling approach:
-

build the model

-

calibrate the model

-

model prediction

Because one goal of this dissertation is to build a model, our work is organized
according to this three steps framework. With the emergence of new applications in
medical imaging, new methods have been proposed to solve the 3D object reconstruction
through imaging. The facet model uses linear approximations of the object surfaces,
planar surfaces can be considered arbitrarily small such that the approximation of the
object can be obtained with desired accuracy. Continuous functions for modeling object
surfaces,

characteristics

of

the

object’s

surfaces

concerning

continuity

and

differentiability are modeled by the use of C(n) functions.
We used the biomechanical model to investigate the influence of different tissue
elasticity values, Poisson ratios, boundary conditions, finite element solvers and mesh
resolutions on a dataset. MR images were acquired before and after breast compression.
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Images were aligned using a 3D non-rigid registration algorithm. A biomechanical model
of the breast was constructed using FEM. Two geometrical models were used in the study
with different geometric resolutions. For the first, coarser geometric model, the
segmented images were blurred by a Gaussian kernel and resampled to an 8mm voxel
size, and after the triangulation of the surface, the number of elements was decimated by
120 iterations. After meshing, these led to a model that had 51,072 nodes and 34,873
elements for fat and 4484 surface shells for skin. The second model was less coarse and
resulted in 102,102 nodes and 72,756 elements, and 4,950 surface shells.

3.2

Building Geometry for FEM

Several methods have been proposed to build a 3D model out of 2D images. The
imaging process is a direct problem and a well posed one because it can be well defined
by camera projection model. The information about depth or material properties is lost
during the imaging (X-ray, for instance). To overcome the problem about the depth
information, several 2D images can be acquired at different elevations through the object
and record the elevation. The depth information is not contained in the image, rather, is a
separate attribute for each image. For the problem of the material properties information,
we have to incorporate a priori knowledge about the imaged object.
One method to recover 3D information out of the 2D images with elevation
attribute is to perform segmentation and edge detection in each 2D image and fit cubic
splines through the edge points. After fitting the spline curves for each slice, the splines
can be stacked on top of each other [10].
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A 3D surface model can also be developed from 2D pixel images by using the
marching cube algorithm [30]. The marching cube algorithm uses a divide-and-conquer
approach to locate the surface in a logical cube created from eight pixels, four each from
two adjacent slices. The algorithm determines how the surface intersects this cube, then
moves (or marches) to the next cube, etc. However, some refinements to this method are
necessary to generate suitable models for FE analysis. Marching cubes is an algorithm for
rendering isosurfaces in volumetric data. The basic notion is that we can define a voxel
(cube) by the pixel values at the eight corners of the cube. If one or more pixels of a cube
have values less than the user-specified isovalue, and one or more have values greater
than this value, the voxel must contribute some component of the isosurface. By
determining which edges of the cube are intersected by the isosurface it can create
triangular patches that divide the cube between regions within the isosurface and regions
outside. By connecting the patches from all cubes on the isosurface boundary, a surface
representation is obtained.
Other methods have also been used to develop 3D solid models of anatomical
structures. In [56] authors demonstrated how this could be done using a magnetic
tracking device and casts. This method presumes that the spatial coordinates of the
surfaces can be approximated by eight-order polynomial functions of their surface
coordinates.
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Figure 1 Contour Spline Curves Stacked on Top of Each Other

In this dissertation we used the first approach to fit B-spline curves through the
points on the edges because the generated surface is smoother than for the other methods,
and the smoothness can be controlled to the desired accuracy as illustrated in Figure 1.
The equation for k-order B-spline with n+1 control points (P0 , P1 , ... , Pn ) is:
n

P (t ) = ∑  i , k (t ) • P (i ) , t k −1 ≤ t ≤ t n +1

(14)

i =0

In a B-spline each control point is associated with a basis function i,k which is
given by the recursive equations:

 i , k (t ) =  i , k −1 (t ) •

t −t
t − ti
+  i +1, k −1 (t ) • i + k
t i + k − t i +1
t i + k −1 − t i

(15)

i,k is a polynomial of order k (degree k-1) on each interval ti < t < ti+1. k must be
at least 2 (linear) and cannot be more than n+1 (the number of control points). A knot
vector (t0 , t1 , ... , tn+k) must be specified. Across the knots basis functions are C k-2
continuous. B-spline basis functions are nonnegative and have “partition of unity"
property :
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n

∑

i,k

t k −1 < t < t n +1

(t ) = 1 ,

(16)

i =0

therefore:

0 ≤  i , k ≤ 1 . Since i,k = 0 for t ≤ t i or t ≥ t i + k a control point Pi influences

the curve only for ti < t < ti+k. Scaling or translating the knot vector has no effect on
shapes of basis functions and B-spline. Knot vectors i,k are generally: uniform, open
uniform and non-uniform.
A NURBS (non-uniform rational B spline) curve C(u), which is a vector-valued
piecewise rational polynomial function, is defined as:
n

∑w

i

C (t ) =

• Pi •  i ,k (t )

i =0

(17)

n

∑w

i

•  i , k (t )

i =0

where wi represent weights, Pi represents control points (vector) and i,k normalized
B-spline basis functions of degree k.

3.3

Adding Boundary Condition

Boundary conditions represent the initial conditions applied to equations (22)-(24)
in order to guarantee that they have a solution, the solution is unique and depends
continuously on the input data. In finite element domain the boundary conditions enforce
restrictions on the degree of freedom (DOF) for nodes situated on the surface between
two different objects. As stated above, the FEM in contrast to FDM assumes that the
solution can be represented analytically. A variational principle describes a physical
phenomena when the solution of the corresponding mathematical problem consists of
searching a function that minimizes/maximizes an integral expression of this type:
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b

Ω(u ) = ∫ F ( x, u , u ′)dx

(18)

a

The variational calculation, linked to the finite element method, aims the
determination of that function u , within which all the functions belonging to a prefixed
class satisfy some constraints that make the integral maximum or minimum. The link
between the variational principle and some differential equations, called Euler’s
equations, is that u must satisfy the Euler equation associated with the functional. Nonhomogeneous boundary conditions require the variationals to be modified.
The equations (22)-(24) have an infinity of solutions. In order to single out a
unique solution, the displacement function must satisfy additional conditions. They are
usually specified at the boundary of the domain of the system of partial differential
equations. In the two-dimensional case it is a boundary line and in three dimensional
space, this boundary is a surface which can be specified by the parameterized surface
equation:

x = ξ (s ) ; y = η (s ) ; z = µ (s )

(19)

where s is the arclength parameter:
s = ∫ ds = ∫ dx 2 + dy 2 + dz 2

(20)

The tangent to this surface has components:
 dξ dη dµ 
,
,


 ds ds ds 

They satisfy:
2

2

2

 dµ 
 dη 
 dξ 
 =1
 +
  +
 ds 
 ds 
 ds 

35

(21)

r
we assume that the normal n points towards the interior of the domain where the
solution is to be found.
The additional conditions which the solution is to satisfy are imposed at this
boundary surface, and they are conditions on the partial derivatives and the value of the
function evaluated at the curve.
The boundary surface accommodates three important types of boundary conditions.
-

Dirichelet conditions: values of the functions:

u(s ) , v(s ) , w(s )
(displacement functions) are specified at each point of the boundary.
-

Neumann conditions:

dφ i
(s ) = nr • ∇φ i
dn

where φ i = u, v, w

(22)

the normal component of the gradient of φ i (which is equivalent to the force
applied at the particular point) is specified at each point of the boundary.
-

Cauchy conditions: φ i (s ) and

dφ i
(s ) are specified at each point of the
dn

boundary.
There exist also the mixed Dirichelet-Neumann conditions. They are intermediate
between the Dirichelet and the Neumann boundary conditions, and they are given by

α (s )φ i (s ) + β (s )

dφ i
= f (s )
dn

(23)

Here α (s ) , β (s ) , and f (s ) are understood to be given on the boundary. The
theory of ordinary second-order differential equations states that a unique solution was
obtained once the solution and its derivative were specified at a point.The generalization
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of this condition to partial differential equations consists of the Cauchy boundary
conditions.
Contact Simulation Breast deformation can be modeled by solving the motion
equations with two types of boundary conditions: Dirichlet condition (displacement) and
Neumann condition (force). During X-ray imaging, two plates are moved towards each
other to compress the breast. The final compression magnitude (distance) is often
recorded, but the force exerted on the plates is rarely measured. Therefore, we used a
Dirichlet condition specified on the plates.
Breast compression simulation is a dynamic contact problem that can cause
numerical difficulties. Instead of using the dynamic meshing techniques (for example, the
moving-front method in a multi-objects collision scenario), we used an incremental
stepwise approach. The underlying assumption is that the motion of plates is slow enough
so that the breast deformation during each step is small and hence can be described by a
static equilibrium equation. More importantly, during each step, the mesh topology will
not be too distorted to affect the displacement prediction. To avoid sliding movements
between plates and breast, we specify that, once in contact with the plates, a node will
move only in the direction of compression, i.e., along the axis. We also need a fixed
Dirichlet condition in order to obtain a stable solution in the modeling domain. So, we
assigned a zero displacement to the nodes that lie on the rib (chest wall), i.e. One node is
already constrained by the Dirichlet boundary condition and will move only vertically.
The other node will be converted to a boundary node after the current iteration step, while
A third node will remain as a free moving node. Any negative distance between the plates
and a nodal position will also be checked and corrected. Otherwise, a node may penetrate
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a plate, a scenario that is geometrically allowable but not physically sound. Another
advantage of this simulation scheme is that it can be applied to both compression and
decompression, simply by reversing the direction of plate movement.

3.4

Meshing of FEM

Mesh generation is one of the key components in device simulation. A quality
mesh not only is necessary for obtaining good simulation results, but also has a
significant impact on the computation time and efficient usage of computer resources. A
mesh is a partition of geometric region into a set of non-overlapping sub-regions. Each
sub-region is called an element and is characterized by its points (also called vertices or
nodes), edges and faces. Mesh elements are simply connected, convex polyhedrons. The
mesh process is based on the divide-and-conquer principle and involves dividing the
volume in many small non-overlapping entities called elements for which the equations
(22)-(24) can be easily defined and computed. Usually these elements are tetrahedrons or
hexahedrons for 3D volume meshing. These element types and their properties are
presented in Figure 2. Each of these element types has advantages and disadvantages
[38]. Generally meshes with hexahedral elements are superior to ones with tetrahedral
elements in terms of convergence, stability of solution in non-linear systems, and
accuracy. Occasionally tetrahedral elements may exhibit overstiffening and volumetric
locking especially with incompressible materials [38]. In biomechanical analysis because
of the highly irregular shapes the free tetrahedral mesh is more appropriate due to its
computational efficiency and flexibility in handling various complex geometrical
volumes. The process of solving partial differential equations (22)-(24) consists of three
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computational phases:
-

discretization

-

solution of an algebraic system

-

interpolation

During the discretization phase, the region of interest (the volume in our case) is
geometrically partitioned into small sub-regions (subvolumes) called mesh elements and
approximation of differential operators with algebraic operators. There are two
discretization methods:
-

the finite difference method FDM

-

the finite element method FEM

The finite difference method is based on the Taylor expansion, by replacing the
differential operators with difference operators is obtained a system of algebraic
equations. The finite element method tackles the original problem in a different way
called variational form. Instead of searching the solution in a functional space with
infinite dimension, a finite functional space is used. If the basis of the functional space is
known then the search in the finite functional space leads to the problem of solving a
system of algebraic equations.
For the second phase, numerical methods are applied to solve the system of
algebraic operations. If the resulting system is a system of linear equations then a direct
eliminations algorithm can be used. If the system is a system of non-linear equations then
an iterative method should be involved. The most used iterative method for solving nonlinear equations is Newton-Raphson which is a gradient based method. One advantage
for this method is that for well behaved equations it converges relatively fast to the
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solution. The drawback of the method is that for ill behaved equations it could converge
to local minima instead to the global minima. The mesh quality plays an important role in
accuracy and computational expense of these numerical methods. For the third phase an
interpolation scheme is used to generalize the solution for the entire problem domain.
A mesh is called boundary conformal if it satisfies the condition that no element
edges cross the boundary, otherwise is called boundary non-conformal. For a boundary
conformal mesh, since no mesh edges cross the boundary, the discretization along the
boundary region is simple and no special regularization methods needs to be applied. For
non-conformal meshes several problems arise. First, the original geometric region and
the region after discretization are different. This introduces errors (noise) into the system
of algebraic equations. Secondly, the errors due to interpolation can have a significant
impact on the accuracy of the solution and dominate the truncation error. Thirdly,
special treatment may be needed in the boundary elements and this complicates software
design and programming.
Errors in the solution of the partial differential equations (22)-(24) due to three
computational phases presented, are not uniformly distributed over the entire geometry.
An adaptive mesh refinement scheme is a method that introduces more mesh points in the
sub-regions with large errors. As stated earlier, the mesh quality has a significant impact
on the computation time and efficient usage of computer resources. Ill-shaped mesh
elements affect not only the convergence of the algebraic solver but also the numerical
stability. A very important task for a mesh generation scheme is to minimize the number
of ill-shaped elements. To quantify the shape of an element, the Jacobian of the element
matrix is computed, which gives information about the shape of the element.
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The meshes can be classified based on several criteria:
-

complexity of the data structure required: structured mesh (array like data
structure), semi-structured mesh (tree-like data structure) and unstructured
mesh (require a most complex and general data structure);

-

element shape: tetrahedral elements and hexahedral elements;

-

mesh control: feature first and mesh first.

Feature first and mesh first are two meshing schemes used in computer vision. In
the feature first scheme, after the features are extracted the mesh is constructed based on
the observed distribution of features. Usually Delaunay principle is used to generate the
mesh. According to Delaunay principle no node is permitted inside of the sphere
circumscribing any tetrahedral element. The meshes generated based on Delaunay
principle would fit all the initial feature points but does not guarantee the desired
geometrical quality. Additional refinement may be necessary by inserting additional
nodes into the mesh. The mesh-first technique usually uses hexahedral elements and is
easier to implement. This technique generates a non-boundary conformal mesh, but post
processing can be performed to reshape the regular mesh to match the features and
minimize the geometry errors.
In our work we used a feature first type of mesh to mesh the solid model of the
breast based on Delaunay principle. The features that composed initial mesh points were
the sampled border points. The mesh was composed of tetrahedral elements with 10
nodes (each side has an additional node in the middle to model the deformations more
accurately) and a quadratic displacement behavior as presented in Figure 2.
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(a) Tetrahedral elements – 10 nodes

(b) Hexahedral elements – 8 nodes

quadratic behavior

large def
deformations

Figure 2 10 Nodes Tetrahedral Element with Quadratic Behavior
The resulting meshed volume is presented in Figure 3.. This is the finite element
of the breast to which the deformations will be applied. For a 10 pixels sample interval in
the original
al image slice, 52 slices were stacked to construct the volume and an element
size of 8 units, the meshing resulted in 13
13,225 nodes and 8,744
744 elements, with 2 bad
shape elements. Because of the complex geometry of the breast
breast,, the solid model and the
size off the element resulted in a small percentage of bad shaped elements. This could be
alleviated by further reducing the element size
size.. But reducing the element size would at
the same time increase the total number of elements and nodes and the total
computational time. We defined the CC view compression direction as z direction. All
the contour slices of the breast were stacked in z direction. This value for element size is
acceptable regarding computational time, the percent of bad shaped elements and final
result error. Further reduction of the element size would have no effect on the final result.
Table 1 presents the number of nodes and elements of the finite element model as a
function of element size
size. The sampling interval along the z axis was set to 3. The
number of nodes and elements

and the computational time increased exponentially.
exponentially
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Table 2 presents the number of nodes and elements in a finite element model as a
function of element size. The sampling interval along the z axis was set to 1. Increasing
the sample interval on the z axis would smooth the shape of the breast model. In our
study, after testing, value of three was used to create a stable finite element model, which
ensured a minimum number of bad shape elements and a robust solution.

Table 1 Number of Nodes and Elements as a Function of Element Size
(Sampling Interval Along the z Axis = 3)
Element
size
20
15
10
8
5

Number of nodes

Number of elements

2836
4010
7899
13225
52982

1668
2424
5068
8744
36824

Number of bad shape
elements
2
0
2
2
1

Table 2 Number of Nodes and Elements as a Function of Element Size
(Sampling Interval Along the z Axis = 1)
Element
size
20
15
10
8
5

Number of nodes

Number of elements

8241
11959
23649
34619
82325

4542
6964
15376
22312
57225
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Number of bad shape
elements
104
14
5
23
6

Figure 3 Illustration of Finite Element Model Simulation
The values used in our experiments were 3 for z axis sampling and 10 size of the
element. Since in breast model compression we do not have any information about the
force applied but only about the displacement used, the boundary conditions used were
Dirichelet conditions.
-

During compression the breast is not rigidly fixed at the wall chest and the
tissues are displaced around the wall chest;

-

The restriction in degree of freedom for the median nodes is an artificial
condition meant only for convergence purposes rather than a natural one since
one cannot predict accurately which tissue inside the breast will have zero
displacement along the z axis.

The only boundary condition imposed on our model is that the contact between
the breast and the plates is a rough contact without any sliding, and the plates are
restricted to move only along the z axis. This boundary condition is a natural one and
does not affect the convergence of the solution of the equations.
During X-ray imaging, force is applied through two plates that moves towards
each other to compress the breast. This is a dynamic contact problem that must be
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simulated numerically, as illustrated in Figure 4. We will approximate breast deformation
during compression by incremental stepwise simulation. The underlying assumption is
that the motion of plate is slow enough so that breast deformation in each step can be
described by a static equilibrium equation. More importantly, the mesh topology will not
be too distorted to affect the displacement prediction. In clinical practice, the final
compression magnitude is recorded, but the force exerted on plates is rarely measured.
Therefore, we will specify Dirichlet condition (displacement) on plates. To avoid sliding
movement between plates and breast, we assume that once in contact with plates, the
node will move only in the direction of compression. We also assign zero displacement to
the nodes that lie on the ribs (chest wall). The advantage of this modeling scheme is that
it can be applied to both compression and decompression, simply by changing directions
of plate movement. The boundary condition imposed to our model is that the contact
between the breast and the plates is a rough contact without any sliding, and the plates are
restricted to move only along one axis.

(a) Friction for left plate and model = 0.9

(b) Friction for right plate and model = 0.9

Figure 4 Finite Element Model Elements and Nodes
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CHAPTER 4
TEMPORAL REGISTRATIO APPROACHES
BASED O THE FI ITE ELEME T MODEL

4.1

Importance of Temporal Registration
Temporal registration method analyzes mammograms by examining temporal

sequences of images. Such temporal comparisons have value because, to a first
approximation, normal breasts do not change significantly over time, except for minor
variations associated with the menstrual cycle or significant changes in body weight.
Some pathological changes in the breast are sufficiently subtle that they may pass
unnoticed for many years; thus, radiologists compare images from a number of previous
years. Such changes can be further obfuscated by different choices of X-ray technique,
and variation in breast positioning or compression.

4.2

Drawback of General Image Registration Method without FEM
The task of comparing mammograms is difficult because there are many factors

which may cause changes in image appearance, e.g., choice of image acquisition
parameters, positioning and compression of the breast, image display parameters, and
changes in breast anatomy. Changes such as those resulting from acquisition conditions
tend to affect images globally and can typically be corrected by image normalization
methods [9].
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Differences caused by changes in breast positioning and compression are more
complex and more difficult to correct because mammograms are projections through the
deformed breast. Mammogram registration is being considered as a method that could
suppress technical variations (e.g., mammogram positioning and compression) and
maintain or potentially emphasize genuine alterations in the breast, whether normal or
abnormal. Thus we propose temporal registration using finite element model.

4.3

Registration Method of Temporal Mammograms Using the Patient Model
In this section we present our correspondence validation algorithm (Figure 5) in

cases where a lesion is visible in both views in each temporal pair (i.e. T1 and T2). First
we performed compression simulation for temporal pair T1 according to the compression
rate recorded in the mammograms. Then the 3D location prediction is calculated using
model projection. After we completed the same procedure for temporal pair T2, we
compared both predicted 3D locations from T1 and T2 in the finite element model and
used the Euclidean distance as a measure for error. We applied the following steps for
temporal case T1. First, a lesion is identified in one view (CC) and its location projected
into compressed breast as a line. Then the compressed breast is uncompressed to its
natural shape and a 3D curve S1 is constructed. After curve construction, the same lesion
in the second view (ML) and its location is projected into the compressed breast as a line.
The compressed breast is uncompressed and another 3D curve N1 is constructed. In the
uncompressed model, the distances between all nodes on curves of N1 and S1 are
computed.

The minimum distance identifies corresponding identical lesions. The
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Figure 5 Flow Chart of Temporal Registration Algorithms
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intersection of corresponding 3D curves provides for reconstructed 3D position of this
feature, as illustrated in Figure 5.

Figure 6 Correspondence Validation Algorithms

After T1 calculation, the same procedure is repeated for temporal case T2 and
another set of 3D curves of N2 and S2 is constructed. We use the intersection of N2 and
S2 as the reconstructed 3D position of this feature. Then Euclidean distance between
both predicted locations is calculated. All above steps are repeated for all features
identified in the first view (CC), all correspondences are identified and all 3D positions
are reconstructed. The above algorithm is illustrated in Figure 6.
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Patient mammograms taken at different times might differ if the compression rate
differs. Once the correspondence between the MRIs and mammograms were built, the
temporal lesion tracking was easily performed. We adjusted the finite element model
built based on the latest patient MRIs and input the new compression distance. The 2D2D correspondence among mammograms from different periods could then also be built
and the physician then only needs to concentrate on the region which the finite element
model predicts as suspicious.

4.4

Clinical Datasets
MR volumes of patient breasts were used for model construction and

corresponding mammograms were selected for compression simulation experiments. 28
patient mammogram datasets were provided by Lifetime Screening Center, H. Lee
Moffitt Cancer Center and Research Institute, University of South Florida in Tampa.
Mammograms containing mass, calcification or other abnormalities were digitized at a
resolution of 75 micron and 12 bits per pixel. Patient age group ranged from 30 to 70,
with the median being 45. The images had been collected over a period of time from the
daily clinical case load. More data is still being provided by Lifetime for various
validation purposes. The center of a lesion is determined as the center of a circle (or an
ellipse) manually fitted to the visible parts of the lesion in patient datasets.
Patient breasts were scanned with the MRI scanner at Lifetime Screening for
model construction. 17 sets of patients MRIs were provided for the patients with
corresponding mammograms.
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Table 3 Patient Database
Patient
Number

Case
Number

Lesion Type

Age

Compression Rate
(mm)

With
MRI

Lesion
Number

Feature
Diameter
(mm)

1

1

Mass

35-50

43

Y

1

7.2

2

2

Mass

35-50

46

N

1

10.1

3

3

Mass

35-50

49

Y

1

8.1

4

4

Mass

50-70

52

N

1

7.2

5

5

Mass

50-70

54

N

1

5.2

6

6

Mass

35-50

56

N

2

2.6

7

7

Mass

35-50

44

N

1

5.1

8

8

Calcification

50-70

58

Y

1

3.5

9

9

Mass

35-50

54

N

1

2.9

10

10

Calcification

50-70

63

Y

2

5.4

11

11

Mass

35-50

45

N

1

3.9

12

12

Calcification

50-70

48

N

1

4.2

13

13

Calcification

50-70

60

Y

2

3.8

14

14

Calcification

35-50

52

Y

1

5.2

15

15,16

Calcification

50-70

47,44

Y

1

7.3,5.4

16

17

Calcification

35-50

61

N

1

5.3

17

18

Calcification

50-70

47

N

1

7.2

18

19

Calcification

35-50

48

N

1

3.9

19

20,21

Calcification

50-70

43,47

Y

1

7.1,6.9

20

22,23

Calcification

35-50

47,46

Y

1

5.3,5.6

21

24,25

Calcification

50-70

46,44

Y

1

5.6,5.9

22

26,27

Calcification

35-50

45,43

Y

1

4.8,4.7

23

28,29

Calcification

50-70

47,48

Y

1

7.6,7.9

24

30,31

Calcification

35-50

45,43

Y

1

8.8,8.5

25

32,33

Calcification

50-70

52,50

Y

1

7.5,7.8

26

34,35

Mass

35-50

44,43

N

1

6.7,6.2

27

36,37

Calcification

50-70

49,50

N

1

8.2,8.1

28

38,39

Calcification

50-70

45,46

N

1

7.6,7.4

29

40,41

Calcification

35-50

43,47

N

1

8.9,8.5

30

42,43

Mass

50-70

46,43

N

1

7.9,8.2

31

44,45

Calcification

35-50

46,49

N

1

8.1,8.3

32

46,47

Mass

35-50

51,50

N

1

7.1,6.9
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(a)Example of lobular mass

(b)Example of round mass

(c)Mass with microlobulated boundaries

(d) Example of irregular mass

(e)Microcalcifications

Figure 7 Illustration of Mass and Calcification
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MR images were acquired using an Aurora system that is designed for breast
imaging. 3D T1 weighted, gradient echo, thin section axial and sagittal scans were
performed to a patient’s breasts. 64 MRI slices were obtained (256 by 256 pixels per
slice).

4.5

Registration Results
We analyzed mammograms by examining temporal sequences of images. The

task of comparing mammograms is difficult because there are many factors which may
cause changes in image appearance, e.g., choice of image acquisition parameters,
positioning and compression of the breast, image display parameters, and changes in
breast anatomy [12, 13, 16]. Differences caused by changes in breast positioning and
compression are more complex and more difficult to correct because mammograms are
projections through the deformed breast. As illustrated in Figure 8, correspondence of
lesion in T1 and T2 was constructed using models built from MRIs taken at T1. Lesions
in (a) and (b) corresponded to each other and were mapped into the model in (c). The
temporal patient model algorithm was tested when we validated algorithm accuracy on
temporal pairs. Lesions in Figure 8 (a) and (b) corresponded to each other and were
mapped into the model in (c). After model compression and uncompression, as described
in the temporal registration algorithm, the average error among the 14 patient datasets
was 3.4 ± 0.86 mm for Euclidean distance and 4.3 ± 0.52 mm for predicted 2D lesion
position.
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(a)

(b)

(c)

Figure 8 Illustration for Finding Correspondence between Mammograms Using FEM.
(a) Mammogram taken at Time1. (b) Mammogram taken at Time2. (c) Model
constructed using MRIs taken at Time1

Figure 9 Model CC and ML View Compression for Temporal Case T1. (a) CC View
Compression (white color: model before compression; blue color: model after
compression) (b) ML View Compression (white color: model before compression; blue
color: model after compression)

Compared with the average lesion size (10mm~40mm), this error is acceptable,
thus our correspondence algorithm is validated and we can then apply this method for
other cases if lesion information is partially missing in some temporal cases.
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Table 4 Temporal Registration Using Patient Specific Models (T1 vs. T2)
Patient Number

Euclidean distance (mm)

Predicted 2D
lesion
position(mm)

15

3.2

4.3

19

3.4

4.1

20

3.3

4.4

21

2.5

3.7

22

3.4

4.2

23

3.5

4.9

24

4.2

4.2

25

3.7

4.5

Average

3.4 ± 0.86

4.3± 0.52

Table 5 Experiment Results: Patient Data Using Patient Specific Models (One Time)
3D curve
distance
(mm)

Predicted 2D
lesion
position(mm)

Feature
Diameter
(mm)

Case 1

1.6

3.1

7.2

Case 3

1.2

2.1

8.1

Case 8

1.5

2.6

3.5

Case 10

0.4

1.6

5.4

Case 13

1.5

2.4

3.8

Case 14

1.7

2

5.2

Case 15

1.3

2.5

7.3

Case 20

2.1

2.7

7.1

Case 22

2.3

3

5.3

Case 24

1.9

2.9

5.6

Case 26

2.2

3.1

4.8

Case 28

2.3

2.9

7.6

Case 30

1.9

3

8.8

Case 32

2.3

3.2

7.5

Average

1.73 ± 0.32

2.65 ± 0.41

We also complete experiment results for patient data using patient specific models
(One Time). The average error among the 14 patient datasets was 1.73 ± 0.32 mm for 3D
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distance and 2.65 ± 0.41 mm for predicted 2D lesion position. Compared with the
average lesion size (10mm~40mm), this error is acceptable (see Table 5).

4.6

Registration Detail Analysis
The registration procedure contained several steps.

The basic idea for our

registration is that no matter which direction the model is compressed, when we
uncompress it, the correspondent feature points in each view always have the same
original position. The following procedure was repeatedly used in our experiment. First,
The original position of the lesion were traced in the uncompressed model, then the
displacement in each directions were combined with the original position to determine
the feature point’s final position in the correspondent view. We used the result of patient
case 25 as an example.
First, we defined a feature point in the CC view. Then we traced the elements in
the region (79 <=X<=86, 129<=Y<=137 ).

We used a small region (79 <=X<=86,

129<=Y<=137 ) to represent feature point 1, because only 2952 elements were used in
the model to improve the computing speed and the node’s coordinate may not correspond
to each single point. Our task of finding a correspondent point, was actually finding a
small correspondent region.
Then all the nodes in region (79 <=X<=86, 129<=Y<=137 ) were traced during
the compression simulation, i.e. node 4719 as listed in Table 6 as Node 4719 ( 79.463,
132.515, 0 ). After compression simulation, these nodes’ displacement were recorded as
Displacement X, Y, Z. Together with the projected region coordinates we calculated the
original coordinates for the nodes when breast was in uncompressed mode.
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Table 6 Result of Compression Simulation for CC View

Node
Number
4719

CC-X After
Compression
79.463

CC-Y After
Compression
132.515

CC-Z After
Compression
0

Displacement Displacement Displacement
Node
in X
in Y
in Z
Number
Direction
Direction
Direction
4719
-0.56224
-0.98684
-38.42
Node
CC-X Before
Number Compression
4719
80.02483

CC-Y Before
Compression
133.5017

CC-Z Before
Compression
98.22318

Table 7 Result of Compression Simulation for ML View

Node
Number
4719

Displacement
in X Direction
3.2633
ML-X
Before
Compression
80.02483

Displacement
in Y Direction
18.199
ML-Y
Before
Compression
133.5017

Displacement
in Z Direction
8.0645
ML-Z
Before
Compression
98.22318

Node
Number
4719

ML-X After
Compression
83.28813

ML-Y After
Compression
151.7007

ML-Z After
Compression
106.2877

Node
Number
4719

To get the projection prediction of the lesion in the other view we completed
compression simulation with the compression rate for ML view. After compression
simulation, the displacements of the each node were recorded as Displacement X, Y, Z.
Together with the node coordinates we calculated in the uncompressed mode, we
achieved the predicted lesion position in ML view, as illustrated in Table 7.
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4.7

Evaluation Method and Measurement of Accuracy

4.7.1

Main Error Sources of the Proposed Registrations
The registration errors are usually due to different sources and are correlated. The

main sources of error are given as follows.
The first source is image distortion. The image distortions of X–ray mammograms
and MR volumes are different. The (digital) X–ray mammograms show no or very small
distortions, whereas a point of the MR volume can be distorted by up to 3mm.
The second source is discretization of FEM mesh. Due to the limited number of
finite elements with linear surfaces, the surface of the finite element model is not ideally
smooth. The magnitude of the registration error is dependent on the size of the breast and
the number of used finite elements.
The third source is boundary condition calculations. During X-ray imaging, force
is applied through two plates that move towards each other to compress the breast. This is
a dynamic contact problem that must be simulated numerically. We will approximate
breast deformation during compression by incremental stepwise simulation. The
underlying assumption is that the motion of plate is slow enough so that breast
deformation in each step can be described by a static equilibrium equation. More
importantly, the mesh topology will not be too distorted to affect the displacement
prediction. In clinical practice, the final compression magnitude is recorded, but the force
exerted on plates is rarely measured. So, we will specify Dirichlet condition
(displacement) on plates. To avoid sliding movement between plates and breast, we
assume that once in contact with plates, the node will move only in the direction of
compression. We also assign zero displacement to the nodes that lie on the ribs (chest
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wall). The advantage of this modeling scheme is that it can be applied to both
compression and decompression, simply by changing directions of plate movement. The
boundary condition imposed to our model is that the contact between the breast and the
plates is a rough contact without any sliding, and the plates are restricted to move only
along one axis.
The fourth source lies in the simulation method. The errors inherent in the
simulation method are mostly due to simplifications of the reality. The finite elements are
approximations of finite inhomogeneous volumes and the used material models are
abstractions of the real behavior of the materials. Loads are defined only on nodes and
their impact is approximated for the whole element by simplifying shape functions. The
type and configuration of the finite element mesh can influence the simulation result.

4.7.2

Registration Evaluation
At present, the development of methodologies for accurate measurement of (non–

rigid) registration algorithms is still an ongoing field of research [40]. One major problem
in accuracy assessment is that usually the point correlation is not known in clinical
images. Therefore the registration error cannot be quantified for the whole image with
absolute certainty [47].
Applied methods to calculate an estimate of the registration accuracy described in
literature have been manifold and are usually only applicable under certain circumstances.
The approaches used by Lifetime research center is given as follows.
First, a visual assessment of the registration accuracy is often used for qualitative
assessment of the registration quality. It is on the one hand plausible and also necessary
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for clinical use, as usually the medical staff is responsible for the resulting diagnosis and
treatment, but on the other hand time consuming, subjective and qualitative.
Second, the measurement of the registration error using artificial landmarks gives
a good estimate of the error for rigid registration algorithms, but requires specially
acquired images or even a surgery. Identification of intrinsic landmarks or features is to a
certain extent imprecise. For non–rigid registrations the estimate of the error can only be
given locally, therefore an adequate number of landmarks have to be provided for a
sufficient overall estimate. Using a standard registration algorithm for comparison, the
use of a registration method with known accuracy, which can be applied as standard,
enables to calculate the registration accuracy. But in most cases no standard registration
methods are known. Additionally, the known registration accuracy is usually an estimate
of the real accuracy and may be erroneous.
Third, the measurement of the consistency of a registration algorithm can be
carried out by means of applying the registration in a cycle on three images, i.e., when
registering image A to image B, B to image C and C to image A, an ideal registration
would map image A to itself when applying the resulting transformations in succession.
The deviation from the identity transform gives an estimate of the registration
error, but the errors will be mostly underestimated since the errors made in each
transformation are correlated.
The fourth method being used is simulation of misregistration. In the simulation
of misregistration approach one of two identical images is transformed to produce an
unaligned pair of images, which simulate the registration problem. For these images the
exact point correlation is known. The applied transformations to simulate an unaligned
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image range from a simple translation of the reference image to finite element
simulations of tissue deformations. The disadvantage of this method is that the realism of
the simulated misregistration is difficult to evaluate.

4.7.3 Applied Evaluation Method
We applied 3 evaluation methods for our registration method based on the third
method. First, we applied the 3D curve distance.

We used the minimum distance

between the 2 curves to measure the error. The element size could not be infinitely small.
The error could be minimized when very fine elements were chosen. Secondly, we
applied Predicted 3D position, that is, after the position of the matching element was
found by combining information from CC view and ML view, we calculated Euclidean
distance between the actual feature position in MRI volume and its prediction. Thirdly,
we applied the predicted 2D lesion position: We projected the element set which
corresponds to the projection of the feature point in one view into the other view, which
formed a curve, and then calculated the minimum distance between the actual feature
point and the projected curve. This measure could also be used for the case when
suspicious area is visible only in one view.
Young’s Modulus did not substantially affect the registration accuracy after
testing 6 patient datasets, as presented in Table 8, where EL represents the error of
transformation with respect to landmarks.
The conclusion of the study in [40] is that inaccurate assumptions about the
surface displacement vectors have a much larger effect on the performance of the FEM
breast models than using a model with different tissue properties.
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Table 8 Error Comparison for Models with Different Young’s Modulus
No

Model

1

Constant Young’s
modulus [1KP]
Additional skin
[88KP]
Constant Young’s
modulus [10KP]
Young’s modulus
modeled (35)
Young’s modulus
modeled (36)(37)
Maximum
difference

2
3
4
5

PCG solver
EL [mm]
mean
std
max
2.12
1.01
3.46

Frontal solver
EL [mm]
mean std max
2.12 1.01 3.46

Sparse Direct solver
EL [mm]
mean
std
max
2.12 1.01 3.45

2.22

1.21

3.77

2.22

1.21

3.76

2.22

1.21

3.77

2.49

1.01

3.99

2.49

1.00

3.99

2.49

1.01

3.99

2.17

0.98

3.38

2.17

0.98

3.38

2.17

0.98

3.38

2.53

0.85

3.86

2.53

0.85

3.86

2.53

0.85

3.86

0.41

0.36

0.53

0.41

0.36

0.53

0.41

0.36

0.54
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CHAPTER 5
TEMPORAL REGISTRATIO APPROACHES
BASED O THE GE ERIC FI ITE ELEME T MODEL

5.1

Importance of Generic Model in Temporal Registration
Generic model was used when patient mammograms and MRIs were not available

at the same time.

In that case, we constructed correspondence between patient

mammograms based on generic model. We built a generic 3D FEM breast model based
on available MR images in the database. Then the model was scaled to fit individual
mammographic projections (global 3D scaling). The same procedure using patient
specific model was then repeated and we tested on 47 sets of patient mammograms with
suspicious lesion area marked by physicians.
Our implemented algorithm adjusts generic 3D FEM breast model based on
patient mammograms and a known compression rate. The initial scaling was further
improved using curvature adjustment. The mammograms corresponding to the generic
model were compared to the patient mammograms to obtain scaling factors. When the
error based on overlapping area was above threshold, further adjustment for curvature
was then applied. A new model was constructed using the adjusted contour and the
projection error based on overlapping area was calculated.
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5.2

Simulation Using Generic Deformation Model
The accuracy for scaling could further be improved using automatic model

selection. To achieve this goal, first we apply initial scaling of model using Sx,Sy,Sz.
Then the model is compressed using compression distance recorded in the patient
mammogram. After compression the model is projected onto CC view and ML view.
The projection area is compared with the area of breast region in the mammogram and
error is calculated. With the error results, the algorithm selects from the set of models
based on minimum overlapping error, the one which is best based on fit of initial scaling.

Figure 10 Generic Model Method

For the model chosen, curvature comparison is performed. Curvature of the model
is adjusted using parameters S4 and S5: S4 for CC view and S5 for ML view. After
curvature adjustment, the model is recompressed and the projection error is calculated.
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Model scaling with less projection error is chosen. After above steps, same calculations
for mammograms with MRIs are performed with the scaled model.
The generic model was built using a set of patients’ MRIs, which could be data
we investigated before or data from the same age group.
In clinical practice, patient MRIs and mammograms are not always obtained at
the same time or MRI may not be taken at all. To assist the physician for better
localization of a lesion or finding correspondence, we proposed the use of generic model
for correspondence recovery, as illustrated in Figure 10.
Our implemented algorithm adjusts generic 3D FEM breast model based on
patient mammograms and a known compression rate. The initial generic model is
selected from the library of existing patient MRI volumes chosen, which has similar
proportion. The mammograms are compared to the generic model projections to obtain
several scaling factors. The three dimensional scaling factors are computed using the
ratio of patient breast and projection in x, y, z directions. The following equations are
used to calculate scaling factors. (Xcc, Ycc and Zcc describe the dimensions of patient
breast or the model projection in the x, y, z directions.)

sx =

sy =
sz =
E=(

X CC _ xray

(24)

X CC _ Modelprojection

YML _ xray

(25)

YML _ Modelprojection
Z CC _ xray
Z CC _ Modelprojection

+

Z ML _ xray
Z ML _ Modelprojection

∆Area CC
∆Area ML
+
)/2
Area CC _ Modelprojection Area ML _ Modelprojection
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(26)
(27)

When the error E in Equation (27) is above threshold, further adjustment for
better boundary fitting is then needed. We used parameters S4 and S5 for boundary
adjustment. S4 is calculated based on maximum deviation ratio in ML views and S5 is
calculated based on maximum deviation ratio in CC views. The maximum deviation
ratio is calculated based on the overlapping area for the corresponding views. For each
contour which forms the generic model, the points on the contour would be adjusted
using S4 or S5 (S4 is for ML view adjustment and S5 for CC view adjustment). A new
model was constructed using the adjusted contour and the projection error based on
overlapping area was calculated. The above process is performed using several intial
generic models and the one with the minimum error rate is chosen as generic model for
patient.
s4 =
s5 =

AreaCC _ xray

(28)

AreaCC _ Modelprojection
Area ML _ xray

(29)

Area ML _ Modelproje ction

After generic model construction and selection, we compressed the generic model
using compression distance recorded in patient’s mammograms.

The projection was

compared with patient mammogram to verify how well the generic model was fitted for
this patient.
Complete scaling algorithm is as follows: First we perform initial scaling of
model using Sx,Sy,Sz.

Then we compress the model using compression distance

recorded in patient mammogram. After compression the model is projected onto CC
view and ML view. The projection area is compared with the area of breast region in the
mammogram and error is calculated and algorithm automatically selects from the set of
models - the one which is best based on of the fit of initial scaling. For the model chosen,
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curvature comparison is performed. Curvature of the model is adjusted using parameters
S4 and S5, that is, S4 for CC view and S5 for ML view. After curvature adjustment,
model is recompressed and projection error is calculated. Model scaling with less
projection error is chosen.

5.3

Registration Results for Generic Deformed MR Volume
Generic model algorithm was tested when we validated algorithm accuracy on

temporal pairs. Lesions in Figure 11 (a) and (b) corresponded to each other and were
mapped into model in (c). After model compression and uncompression, as described in
the temporal registration algorithm, the average error among the 14 patient datasets using
the measure of Euclidean distance between the predicted lesion position in T1 and T2
was 5.0 ± 0.74 mm for Euclidean distance and 5.7 ± 0.83 mm for predicted 2D lesion
position, as described in Table 9.

Table 9 Temporal Registration Using Generic Models (T1. vs. T2)

Patient
Number

Euclidean
distance
(mm)

Predicted 2D
lesion
position(mm)

15

4.9

5.7

19

5.2

5.3

20

4.8

6.9

21

3.9

5.1

22

5.1

5.3

23

4.7

6.3

24

5.9

5.1

25

5.8

6.1

Average

5.0± 0.74

5.7± 0.83
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Table 10 Experiment Results: Patient Data Using Generic Model (One Time)
Case

3D curve
distance
(mm)

Predicted 2D
lesion
position
(mm)

Case 1

3

4.7

Case 2

5.3

3

Case 3

4.1

4.3

Case 4

3.9

4.9

Case 5

3.5

6.2

Case 6

4.1

4.7

Case 7

4.3

3.6

Case 8

4.6

5.9

Case 9

4

3.2

Case 10

3.8

4.2

Case 11

3.8

4.6

Case 12

4.7

5.3

Case 13

3.7

4.6

Case 14

4.2

4.8

Case 15

4.5

4.9

Case 16

4.6

4.7

Case 17

4.5

5.3

Case 18

3.8

2.4

Case 19

3.6

2.8

Case 20

3.2

4.2

Case 21

3.9

4.4

Case 22

4

5.3

Case 23

3.6

4.6

Case 24

3.4

4.3

Case 25

4.1

4.5

Average

4.0 ± 0.39

4.5 ± 0.63

Feature
Diameter
(mm)

7.2
10.1
8.1
7.2
5.2
2.6
5.1
3.5
2.9
5.4
3.9
4.2
3.8
5.2
7.3
5.4
5.3
7.2
3.9
7.1
6.9
5.3
5.6

Case

3D curve
distance
(mm)

Predicted
2D lesion
position
(mm)

Case 25

4.1

4.5

Case 26

4.2

5.2

Case 27

3.5

4.7

Case 28

4.7

3.8

Case 29

5.1

6.2

Case 30

4.4

3.4

Case 31

4.2

4.4

Case 32

4.2

4.8

Case 33

5.2

5.6

Case 34

4.1

4.8

Case 35

4.6

5

Case 36

5

5.1

Case 37

5.1

4.9

Case 38

5

5.6

Case 39

4.6

3.9

Case 40

4.9

6.4

Case 41

4.3

3.5

Case 42

4.1

4.6

Case 43

4.1

5

Case 44

5

5.8

Case 45

4

5

Case 46

4.5

5.2

Case 47

4.7

5.3

Feature
Diameter
(mm)

5.9
4.8
4.7
7.6
7.9
8.8
8.5
7.5
7.8
6.7
6.2
8.2
8.1
7.6
7.4
8.9
8.5
7.9
8.2
8.1
8.3
7.1
6.9

5.6
5.9

We also complete experiment results for patient data using generic models (One
Time). the average error among the 47 patient datasets using the measure of Euclidean
distance between the predicted lesion position in T1 and T2 was 4.0 ± 0.39 for 3D curve
distance and 4.5 ± 0.63 for predicted 2D lesion position, as described in Table 10.
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5.4

Comparison of Algorithm Accuracy for Temporal Pairs Using Temporal

Registration Algorithm with Single T1 Model and Multiple Generic Models
When the MRI volume from T1 was applied on T2 mammograms, the T1 MRI
volume was also considered as a generic model. But instead of being chosen from the
generic model library based on error calculated, this model was directly applied on T2
mammogram lesion calculations. The result was compared with the model chosen from
generic model library. After model compression and uncompression, the average error
among the 8 patient datasets was 3.08 ± 0.44 for 3D curve distance and 4.28 ± 0.63 for
predicted 2D lesion position, as illustrated in Table 11. Although the T1 generic model
showed much better accuracy since the scaling and shape difference factor were
minimized, the result of multiple generic model was acceptable considering size of the
lesion.

Table 11 Results Comparison for Single Case Algorithm and Generic Model Algorithm
3D curve
distance with
T1 patient
model (mm)

3D curve
distance with
generic
models (mm)

Case 16

3

4.6

Case 21

3.1

3.9

Case 23

3.1

3.6

Case 25

2.2

4.1

Case 27

3

3.5

Case 29

3.1

5.1

Case 31

3.8

4.2

Case 33

3.3

5.2

Average

3.08 ± 0.44

4.28± 0.63
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Feature
Diameter
(mm)

5.4
6.9
5.6
5.9
4.7
7.9
8.5
7.8

Figure 11 Generic Model Scaling Procedures
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CHAPTER 6
DISCUSSIO A D CO CLUSIO S

A new method was proposed for temporal registration of X–ray mammograms
and MR volumes of the female breast. The novelty of this approach was a registration
based on a finite element model of the deformable behavior of the breast during
mammography. This model enabled the registration to cope with the large deformations
of the soft breast tissue in the X–ray mammograms in 3D.
The goal of this dissertation was to predict the position of a lesion, which was
only visible in the MR volume, in an X–ray mammogram and vice versa to estimate the
3D position of a lesion, which was only visible in two X–ray mammograms, in a MR
volume to support early breast cancer diagnosis. Since the smallest visible lesions in MR
volumes had a diameter of 5mm, the registration should ideally match with a maximum
displacement smaller than 5mm, so that the real lesion and the predicted lesion intersect.
To achieve this goal, the following main problems had to be solved. For the registration
the relationship between the 3D undeformed breast and the 2D projection of a deformed
breast has to be determined. Since the breast is deformed differently for each projection
angle, the 3D configuration of the deformed breast cannot be reconstructed from the
given data.
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Therefore a biomechanical model of the deformable behavior of the female breast
during mammographic compression was developed in this dissertation, using the finite
element method for large deformations and incompressible materials. A new method was
designed to generate the geometry of the finite element model directly from individual
MR volumes of a breast. Different material models for the tissues of the breast and
different formulations of the mammographic deformation process have been tested
whether they provide a breast model of the required simulation accuracy. Our models
assume homogeneous material parameters for the breast tissue using the same elastic
properties for fat and glandular tissue.
A novel registration method was proposed, estimating the 3D shape of the
deformed breast by mimicking the plate compression, and using the deformation
information available in the corresponding X–ray mammogram. This enables for the first
time an individual mammographic compression of the actual patient data, in spite of the
nonexistent 3D information of the deformed breast. Based on this deformable model of
the female breast, a new registration algorithm was designed to determine automatically
the relationship of an X–ray mammogram and a corresponding MR volume, including the
individual projection angle, the amount of the breast imaged in the X–ray mammogram
and the overall amount of applied compression.
We presented a deformable model based method to realize lesion registration
between temporal mammographic views. The advantage of using a 3D finite element
model is that non-rigid breast deformation can be computed accurately, which is lacking
in 2D registration methods. We devised a stepwise incremental approach to simulate
plates motion, which enables us to model large breast deformation through a series of
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static equilibrium calculation. We also employed an adaptive meshing technique to
reduce the computational cost. The use of MRIs of the same patient to build a finite
element model further ensures the registration quality. The proposed modeling approach
holds great promise in both early breast cancer diagnosis and the subsequent surgery
planning.
Ruiter et al. used a similar approach for automatic localization of lesions which
are visible either in the mammograms or in the MR image. By using a 3D finite element
model of the deformable behavior of breast, they account for the huge deformation during
mammography and the 3D effects during deformation. Results on six clinical cases
presented an average lesion localization error of 4.3 ±1.0 mm (in mammograms) and
3.9±1.7 mm (in MR images).
Using our finite element model, we completed experiment results for patient data
using patient specific models (One Time). The average error among the 14 patient
datasets was 1.73 ± 0.32 mm for 3D distance and 2.65 ± 0.41 mm for predicted 2D lesion
position. Compared with the average lesion size (10mm~40mm), this error is acceptable.
With the temporal registration algorithm, the average error among the 14 patient
datasets was 3.4 ± 0.86 mm for Euclidean distance and 4.3 ± 0.52 mm for predicted 2D
lesion position. With generic model, the average error among the 14 patient datasets
using the measure of Euclidean distance between the predicted lesion position in T1 and
T2 was 5.0 ± 0.74 mm for Euclidean distance and 5.7 ± 0.83 mm for predicted 2D lesion
position. Compared with the average lesion size (10mm~40mm), this error is acceptable.
With lesion correspondence, our finite element method can be used to suppress technical
variations (e.g., mammogram positioning or compression) and to emphasize genuine
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alterations in the breast. The registration of one X–ray mammogram to the MR volume
results in a MR projection of the deformed breast immediately comparable to the X–ray
mammogram, so that the projected and deformed position of a lesion in the MRI can be
directly retrieved in the X–ray mammogram.
After model compression and uncompression, as described in the temporal
registration algorithm, the average error among the 14 patient datasets was 3.4 ± 0.86 mm
for Euclidean distance and 4.3 ± 0.52 mm for predicted 2D lesion position. Compared
with the average lesion size (10mm~40mm), this error is acceptable. These results match
the accuracy requirements and thus enable the physician to predict the position of the
smallest visible lesions in the MRI to support early breast cancer diagnosis and safe
biopsy positioning under MRI.
Detecting microcalcifications and masses in mammograms (X-ray images of
breasts) is critical for early diagnosis of breast cancer and successful treatment. Finite
element method is a powerful numerical technique for modeling complex shapes and
deformations. Finite element model has been used to study mechanical behavior of many
human organs such as the heart, lung, kidney, as well as breast. Our finite element breast
model built based on real patient MRI data provided three-dimensional information that
is essential for linking suspicious features found in two mammographic views. Our
approach used a finite element breast model with recorded compression rate to facilitate
two-view mammographic interpretation. This model-based approach was generalized as
following steps:
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-

Finite element model of the breast is constructed using breast MR images.

-

Breast model is compressed using recorded compression data.

-

Features (calcification and mass) are identified by radiologists in two
mammography views.

-

Identified mammographic features are back-projected to generate their
positions in breast model.

-

Correlation of mammographic features from two views is determined based on
their 3D positions.

Generic model is an extension of our previous finite element method with model
constructed from a patient’s own MRIs [14], which allows simulation of biological soft
tissue deformation when only a patient’s mammograms are available. For temporal
registration, the average error among the 14 patient datasets using the measure of
Euclidean distance between the predicted lesion position in T1 and T2 was 5.0 ± 0.74
mm for Euclidean distance and 5.7 ± 0.83 mm for predicted 2D lesion position. For
patient data using generic models (One Time), the average error among the 47 patient
datasets using the measure of Euclidean distance between the predicted lesion position in
T1 and T2 was 4.0 ± 0.39 for 3D curve distance and 4.5 ± 0.63 for predicted 2D lesion
position.
Several experimental characterizations allowed us to demonstrate that this model
succeeds in reproducing the mechanical behavior of breast tissue in a compression
experiment. It offers a useful tool for lesion position prediction and lesion
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correspondence construction. With lesion correspondence, our finite element method can
be used to suppress technical variations.
For future study, with the validation experiments discussed in this dissertation, we
will continue experiments using finite element method for cases when a lesion becomes
undetected in one of more mammograms in the temporal sequence. The missing feature
position will be predicted for better assistance for a physician’s diagnosis. In addition,
regional image enhancement method could then be applied at the position where a lesion
has been predicted to further improve the sensitivity of mammograms.
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