We describe three vowel harmony processes of Tommo So (Dogon, Mali) and their interaction with morphological structure. The verbal suffixes of Tommo So occur in a strict linear order, establishing a hierarchy of "distance from the stem". This distance is respected by all three harmony processes; they "peter out", applying with lower frequency as distance from stem is increased. The function relating application rate to distance is well-fitted by a sigmoid curve, specifically the logistic function. We show that this function is obtained when the analysis is stated in the theory of harmonic grammar. The crucially conflicting constraints are FAITHFULNESS (violated just once by harmonized candidates) and a gradient version of AGREE (violated from 0-7 times, based on closeness of target to the stem). We conclude by reviewing other cases where a similar conflict between categorical and scalar constraints can account for sigmoid frequency distributions in language.
Introduction
In Tommo So, a Dogon language of Mali, there are three vowel harmony processes, all of them optional. The primary theoretical interest lies in the fact that for all three processes, application frequency interacts with morphological structure: intuitively, harmony "peters out", in the sense that it applies with gradually diminishing frequency as one moves towards the affixes located in the outer morphological layers of words, i.e. at greater distances from the stem. Moreover, each process peters out at a different rate: Lowness Harmony gives out earliest, applying only within the inner morphological levels; ATR Harmony gives out latest, affecting all affixes at least optionally, and Backness Harmony has an intermediate status.
At the theoretical level, we consider two models that can describe this effect: the multiplicative model of Guy (1991) and Kiparsky (1994) , and a model we have devised using the theory of harmonic grammar. Each model makes a clear prediction about the form of the functions that relate frequency of application to morphological form: the Guy/Kiparsky theory predicts inverted exponentials; harmonic grammar predicts sigmoid curves. We show that the Tommo So data strongly favor the harmonic grammar approach.
Background

Language and data
Tommo So is spoken by about 60,000 people living on the Bandiagara Escarpment in the Mopti Region of Mali (Hochstetler et al. 2004) . It is documented in a reference grammar by McPherson (in press), which may be consulted for further background about the phonemic system and the grammatical suffixes that interact with harmony. The data for both the reference grammar and this article were gathered by McPherson in Mali during a total of 14 months of fieldwork (2008) (2009) (2010) (2011) (2012) . There were four primary consultants, all from the commune of Tédié; their speech appears to be relatively uniform and it appears to be reasonable to consider the data as reflecting one single dialect of Tommo So.
There exists no large corpus of Tommo So language material. The frequency data we employ for vowel harmony were obtained by digesting the entirety of McPherson's field materials, consisting of an extensive lexicon, example sentences, and a variety of narratives, traditional stories, and conversations. We treated the entirety of this material as a data corpus, mining it for the statistical generalizations given below. While the corpus is hardly a random sample, there is no particular reason to expect that the words obtained were somehow biased concerning vowel harmony; most were elicited for completely different reasons, such as figuring out the morphology or tonal system.
The vowel system
The Tommo So vowel inventory is given in (1):
McPherson /Hayes Tommo So Vowel Harmony p. 3 (1) Tommo So vowels
[i e ɛ a ɔ o u] form a contrasting set, for which minimal and near-minimal sets are given in (2).
( In addition, there often appears a reduced vowel, [ɨ] . This vowel is limited in its distribution, occurring in medial syllables. Although the facts are sometimes unclear, we suggest that in medial syllables of Tommo So there is no phonemic contrast among the high vowels [i u ɨ].
Typically, in faster speech the [ɨ] appears, whereas in slower speech one obtains either [i] or [u] . This choice is determined in part by whether the reduced vowel falls in a stem or in a suffix. In stems, the determining factor is normally the backness of the preceding vowel ([i, e, ɛ] tend to take [i] ; [u, o, ɔ] tend to take [u] ); and when the stem vowel is [a] it is determined by the place of articulation of neighboring consonants (roughly, labials prefer [u] , coronals [i] ). In the three suffixes that include a reduced vowel (see xxx below), it surfaces in slower speech as [i], though both [ɨ] and the coarticulatory-induced [u] are also sometimes seen. In what follows, we will refer to all medial high vowels as reduced, irrespective of their surface phonetic quality. Phonologically, vowel reduction is important because reduced vowels are transparent to harmony. As far as the underlying representations of reduced vowels, this is indeterminate (since their backness and rounding are not contrastive); somewhat arbitrarily we will depict UR's with the most typical surface vowel.
We adopt the following, fairly standard feature assignments for the Tommo So vowels; 0 indicates underspecification; [ATR] denotes Advanced Tongue Root (Halle and Stevens 1969) . The feature [reduced] is employed as an ad hoc stand-in; in a fully formalized theory reduced vowels would be identified by their weak position in metrical structure.
(3) Features for Tommo So vowels
[high] [low] [back] [ATR] [reduced] i + − − 0 − e − − − + − ɛ − − − − − a − + 0 0 − ɔ − − + − − o − − + + − u + − + 0 − ɨ + − 0 0 +
The vowel harmony pattern
We give the facts of Tommo So vowel harmony first in rule-based phonology (Chomsky and Halle 1968 = SPE), employed as a kind of descriptive lingua franca. In this framework, Tommo So would be considered to have three separate vowel harmony rules, one each for features [low] , [back] , and [ATR] . The description we will initially offer is idealized, pretending that vowel harmony is always obligatory. We remove this idealization later on in §7, where we switch frameworks to constraint-based grammars and extend our discussion to cover optionality.
Corpus of verb stems
As in other languages (Kiparsky xxx on Finnish, xxx Clements and Sezer on Turkish), the vowel harmony pattern is slightly different as it applies within stems vs. in affixes, so we discuss the two separately. For stems, we give data based a corpus of specifically verbal stems (all of the affixes we discuss are verbal suffixes), which appears as Table 1 . The verb corpus has fewer exceptions and gives a clearer picture of the harmony pattern; we discuss the full set of stems in §Error! Reference source not found. below. The rows of the table are labeled with the first vowel of a stem; the columns with the second or third vowels (there are no stems longer than three syllables); thus the "9" in the upper leftmost cell indicates that there are nine cases in the corpus in which a stem had [i] as its first vowel and another [i] as its second or third vowel.
The boxed regions of the table, showing non-initial high vowels, require comment. It is a firm phonological constraint of Tommo So that no verb stem may end in a high vowel; thus all of the high vowel counts in the boxes represent medial high vowels in trisyllabic stems. As such, they are in the context for vowel reduction, and the observed distribution between [i] and [u] reflects the allophonic variation among reduced vowels noted in the previous section.
Low harmony
A non-high vowel generally must bear the same value of [low] as the initial vowel; in other words, initial non-low vowels are followed only by non-low vowels, and initial low vowels can be followed either by low or high vowels, but not mid vowels. An SPE-style rule (Chomsky and Halle 1968) that expresses this generalization is given in (4).
(4) Low Harmony stated as a rule
"A nonhigh vowel takes on the same value of [low] as the initial vowel."
Here, X stands for any sequence, meaning that the rule can apply non-locally, affecting all the non-initial vowels of the word.
The effects of Low Harmony may be seen clearly in our verb stem corpus. In Table 1 , the cells that would be excluded by Low Harmony are outlined with , forming a gapped cross seven cells high by five wide.
Consider next the behavior of Low Harmony in suffixes.
1
Because of the "petering out" effect that is the main focus of this paper, only two suffixes are affected by Low Harmony, namely the ones that we show below ( §4) to form the innermost levels of the morphology. 'widow-REVERSIVE' = 'marry a widow'
We note in passing that the forms in (6) illustrate another general phonological process of Tommo So, namely the resolution of hiatus. Normally, when suffixation creates a sequence of two vowels, it is the first that is deleted (McPherson, in press, §3.7.3) . The process could thus be described with a very simple SPE-style rule, as in (7). 
Backness harmony
The Tommo So backness harmony pattern can be apprehended from Table 1 above: with only a small number of exceptions, stem vowel sequences either (a) agree for the feature back; or (b) are the sequence [a a]. In our feature system (3), [a] is unspecified for backness and thus is exempt from backness agreement -though for a different reason (i.e., Low harmony) it generally co-occurs only with itself. Leaving aside the low vowels, we see that virtually all the forms recorded in 
"A nonreduced vowel takes on the same value of [back] as the initial vowel."
The rule is stated not to apply to reduced vowels (i.e., all medial high vowels), because these receive their phonetic quality by low-level assimilation processes, not by harmony; see §2.2. It cannot be determined whether low vowels would undergo Back Harmony because there are no possible inputs; in stems Low Harmony eliminates all non-initial [a] after backness-specified vowels; and there are no low-vowel suffixes.
Backness Harmony affects six suffixes of Tommo So, summarized in chart (9).
(9) Suffix allomorphs determined by Backness Harmony
Suffix UR After front vowels After [a] After back vowels
Here are some important details about this chart. First, it idealizes to obligatory application; we will discuss optionality in §5 below. Second, the initial vowels of the Reversive, Transitive, and Mediopassive suffixes are actually reduced vowels and thus escape harmony; our transcription of [i] for them reflects their most frequent phonetic realization; see §2.2. Third, where there are two entries in a cell, the outcome is determined by ATR harmony, discussed below in §3.4. Lastly, when the trigger vowel is /a/, the situation is as follows. In the inner levels (Factitive and Reversive), Low harmony normally applies, yielding the allomorphs [-nda] and [-ila] . When Low Harmony does not apply (i.e., in later levels), [a] does not trigger Backness Harmony. The vowel that surfaces in these circumstances is the underlying value for the suffix vowel, shown in the second column.
Patently, all alternations in backness are accompanied by alternations in rounding, since rounding is predictable from backness in Tommo So. In a rule-based analysis, we would assume a later rounding clean-up rule; the same result can be obtained in constraint-based grammars (see below) with suitable highly ranked markedness constraints that link rounding to backness.
In (10) we give examples illustrating the points just made.
(10) Backness Harmony in suffixes a. Factitive
c. Transitive
6 Bound root /sɛɛ/.
7 /ɔǵ/ is an adjectival stem. Either we can assume deadjectival derivation in this case, or we can posit the existence of a bound verbal stem /ɔǵɔ/, which obeys verb stem phonotactics by ending in a harmonic vowel.
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ATR harmony
The feature [ATR] is phonemic in Tommo So only for the class of mid vowels [e, ɛ, o, ɔ] . It is these vowels that form both the trigger class and the target class for ATR harmony, stated as a rule below in (11).
(11) ATR Harmony stated as a rule
"A mid vowel takes on the ATR value of a preceding mid vowel."
In verb stems, ATR harmony is entirely exceptionless: see In principle, we would could test our claim of non-triggerhood as applied to suffixes, but due to the phonotactic restriction on high vowels in verb stems ( §3.1), no cases actually arise: either the high vowels are medial (and reduce; §2.2), or they are initial and followed by a mid vowel (which will be the [ATR] trigger). For further discussion of the set of possible [ATR] harmony triggers, see §Error! Reference source not found..
In principle, ATR Harmony could affect any of the first five suffixes listed above in (9). However, for reasons to be made clear below (x.x.x), only the first four are actually relevant. We list the harmonic behavior of these suffixes (again, idealizing for the moment to obligatory application) in (12).
(12) Suffix allomorphs determined by ATR Harmony Suffix UR After front vowels After back vowels In (13) we give examples of ATR harmony for all four of these suffixes. 
Summary of suffix harmony
Together, the three harmony processes of Tommo So -low, back, and ATR -produce the following set of allomorphs for the suffixes under discussion: 
The Factitive and Reversive suffixes show a five-way alternation, owing to Low Harmony, Backness Harmony, and ATR Harmony. The Transitive and Mediopassive suffixes show only four allomorphs since (as we will see), Low Harmony "peters out" before reaching them. The Causative has but two allomorphs, determined by Backness Harmony, since (as we will see) ATR Harmony peters out before reaching the Causative. Lastly, the Defocalized Perfective has only two allomorphs, determined by the only applicable harmony process, Backness Harmony.
Suffix ordering in Tommo So
The classic criterion for determining morphological structure is to assess the possibilities for affix order. We did this for Tommo So's verbal morphology (the nominal morphology is too simple to bear on the questions at hand) by locating all of the cases in the McPherson database in which two or more verbal affixes attach to the same stem. For instance, the form àmà-nd-ìjɛ-m-ì 'rancid-FACTITIVE-MEDIOPASSIVE-CAUSATIVE-PERFECTIVE' = 'he made it rancid' is an instance in which mediopassive is attached outside of factitive; causative is attached outside of mediopassive, and perfective is attached outside of causative.
The evidence thus obtained is fairly clear. In particular, there are no cases whatsoever in which two affixes occur in opposite orders in different forms; ordering is utterly consistent. However, there is one set of affixes (Factitive, Reversive, Transitive) that never co-occur and thus cannot be assessed for linear order. The results of our ordering study are given in (15) For purposes of the analysis to follow, we elaborate these empirical findings into a system of morphological levels, more or less along the lines envisioned in the theory of Lexical Phonology and Morphology (Kiparsky 1982 et seq.) . We label our levels as follows:
(16) Morphological levels assumed for Tommo So
These reflect the ordering observations summarized in (15), but go further in assigning separate levels to the Factitive, Reversive, and Transitive. The placement of Transitive in a level "outside" Factitive and Reversive has some a priori plausibility, as the Transitive is more productive and semantically transparent than the latter two suffixes; it is a characteristic of most level-ordered morphological systems that productive and transparent affixes gravitate to outer levels (see, e.g., Katamba 2004) . Our only defense for placement of Reversive outside Factitive is it makes it possible to get the harmony facts to follow from independently needed principles. This is a weak argument, and for this reason we later ( §Error! Reference source not found.) redo the analysis under the alternative assumption that Reversive and Factitive belong to the same level.
Frequency of application: the data
We are now ready to "un-idealize" the data, giving actual frequency values that reflect the application rate for each combination of suffix and harmony process in the data corpus. These are shown in (17) 
b. Graph
As can be seen, for two of the harmony processes, application gradually peters out going outward from the stem. ATR harmony does not peter out gradually but plummets from 100 to 0% at the Mediopassive-Causative break. The model we will propose gracefully accommodates this non-gradient case with the same theoretical apparatus needed for gradient harmony.
One further point will be important below: the two gradient processes peter out in a particular way, forming sigmoid (S-shaped) curves. Part of the goal of our theoretical modeling will be to derive this sigmoid shape.
An earlier proposal: the inverted-exponential model
The classic case of a phonological process petering out as it reaches later morphological levels is the system of cluster simplification found in English final C + {t,d} clusters, studied in the work of Guy and other sociolinguists. Guy (1991) discovered an elegant way of modeling these data quantitatively, in which the petering out emerges directly from the architecture of the grammar.
For the English case, the levels are assumed to be as follows. The innermost level, to be called Level 0, is the stem; thus for instance when the /t/ of a simplex form like act is dropped in fluent speech, this is a case of a stem-level /t/. The intermediate Level 1 is the domain of the /t/ that occurs as a non-productive past tense suffix triggering stem allomorphy in words like kept [kɛpt] . The outermost Level 2 is the domain of the regular past tense allomorph seen in words like tripped [tɹɪpt] .
Studies examining the dropping of alveolar stops in consonant clusters consistently have found a petering out effect. For example, in the study of Chicano English by Santa Ana (1991) , the stem-level alveolar stops deleted 74.3% of the time; the intermediate-level stops deleted 59.3% of the time, and the stops of the outermost level deleted 42.1% of the time. Guy's model relates this quantitative pattern to the grammatical architecture in a simple way. It is assumed that the -t,d Deletion rule has a constant rate, which can vary from dialect to dialect. Moreover, -t,d Deletion applies at all three morphological levels, and failure to apply on one level does not preclude application on a later level. Thus, for stems like act there are three chances for -t,d Deletion to apply, for kept there are two, and for tripped there is just one, as shown in (18) With these assumptions in place the model makes clear quantitative predictions. Assuming an application rate r, then after n chances to apply, the "survival rate" is (1 − r) n and the application rate is therefore 1 − (1 − r) n . If we plot application rate against n for various values of r, we get a family of inverted exponential curves, as in (19).
(19) The inverted-exponential model: schematic predictions of application rate
We can state the basic prediction as follows: when a phonological process applies at more than one level, we can predict the application rate for all later levels using the inverted exponential formula (i.e. in the English case, given just one parameter, we predict three observed values). For the data from Santa Ana mentioned above, this is a fairly good fit, as shown below.
(20) The inverted-exponential model applied to cluster simplification
Guy's model is endorsed by Kiparsky (1994) , who modifies it by expressing the optional deletion process using an OT model; otherwise Kiparsky's approach is the same and it makes the same quantitative predictions.
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The data from Tommo So vowel harmony form a challenge to models of this kind, since there are seven instead of three levels. Using the nls() function of the nls library in R (R Development Core Team 2012), we found the best-fit inverted exponential with three base rates (one for each harmony process). 14 The resulting fit was poor, as (21) indicates.
Tommo So Vowel Harmony p. 17 (21) The inverted-exponential model applied to Tommo So harmony
Visually, the model matches poorly to the data, and the total absolute error is 3.4. Qualitatively, the inverted exponential curves are a poor match to the empirical curves, which, as graph (17b) above indicates, are not inverted U's but tend rather to be S-shaped.
Deriving the data pattern with a maxent grammar
Seeking a more accurate analysis, we explore alternative frameworks. We will principally examine versions of harmonic grammar (Legendre, Miyata, and Smolensky 1990 et seq.) , which as deployed here resembles standard Optimality Theory in most respects but uses weighted instead of ranked constraints.
Since the data involve variation, we need to employ a probabilistic implementation of harmonic grammar. We first employ the framework of maxent grammars (Goldwater and Johnson 2003; Wilson 2006; Hayes and Wilson 2008) , examining later on an alternative approach, Noisy Harmonic Grammar (Boersma and Pater, in press ).
The analytic goal is to relate application frequency to an abstract notion, "closeness to the stem". In our analysis, we take the most direct possible route, expressing stem closeness as a single scalar quantity. The values to be used are given in (Error! Reference source not found.). The use of scales in constraint-based grammar has a long history. The original work in Optimality Theory, Prince and Smolensky (1993: §5. 2), suggested a constraint HNUC that is gradiently violable, based on the sonority of the segment occupying nuclear position in a syllable. 15 Flemming (2001) derives the well-known "locus effect" in phonetics (Sussman et al. 1993 ) from first principles using what is in essence a Harmonic grammar, whose constraints assess violation counts based on the square of a candidate's deviations (in Hz.) from certain phonetic targets. In our analysis, we use similar scalar constraints, but the relevant scale is defined morphologically rather than along a phonological or phonetic basis.
In reducing morphological structure to a single number, we do not intended to reject the insights of stratal theories of phonology (Kiparsky 1982, Bermudez-Otero xxx) ; rather, we assume that stem-closeness is an abstract property that not only serves to define the system of strata, but is also directly accessible to constraints; that is, the constraints "know" what level they are applying at and can access this information as a scalar value.
To obtain the scale of (22), we arrange the affixes in descending order of assumed stemcloseness. Each suffix is separated from its neighbor(s) by the arbitrarily-chosen value of 1. As we will later show ( §7.6), selecting a value different from 1 yields exactly the same predictions, once the weights have been fitted to the data. It also makes no difference if we let the scale run between different termini, such 6 to 0 or 0 to −6. Spacing the suffixes along the scale unevenly would change the quantitative predictions of the analysis, to a degree depending on the differences in spacing; assuming that these differences were small the predictions would not change very much.
We seek a grammar that, for each combination of morphological level and harmony process, yields a number expressing the probability of vowel harmony as applied to the relevant suffix. To do this, we adopt a set of ordinary phonological constraints (Markedness and Faithfulness, as in OT), letting the Markedness constraints refer to the stem-closeness scale of (22). The constraints will be weighted in a way that generates a close match to the empirical values listed in (17a).
Maxent calculations
In this section we give a brief review of the calculations of a maxent grammar; for fuller discussion see e.g. Goldwater and Johnson (2003) or Hayes and Wilson (2008) .
We first consider the way in which the grammar assigns probabilities to candidates. For each candidate for a given input, the first step is to calculate its harmony. This is done by multiplying each constraint weight by the number of violations of that constraint, then adding up the total across constraints, as in (23): (23) Calculation of harmony
where  x is some candidate.  H(x) is the harmony value being computed for that candidate  w i is the weight of the ith constraint  C i (x) is the number of times that x violates the ith constraint
For the present application, the calculation is particularly simple because there are only two plausible candidates to consider for each input; one for each value of the harmonizing feature.
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Once the harmony of the two relevant candidates (call them Cand1 and Cand2) has been calculated, the probability of Cand1 can be determined as in (24): (24) Probability of a candidate in maxent (two-candidate system)
where p(x) = the probability of candidate x exp(y) = e y , where e is the base of natural logarithms, about 2.718 H(x) = the harmony of x, as given in (23) The probability of Cand2 would be calculated analogously.
The other analytic question in maxent is how to find the right constraint weights. Here, computational work (xxx Berger) has found a provably convergent procedure, guaranteed to find the most accurate weights; for discussion and references, see Hayes and Wilson (2008) .
Constraint set
16 Hayes and Wilson (2008) adopt slightly different terminology, calling (23) the formula for "scores."
17 Thus, it is implicit in our account that other, non-stated Faithfulness constraints rule out any candidates not mentioned. For example, *[-ndi] for Factitive /-nde/ could be ruled out by assigning IDENT(high) an infinite weight. If infinite weights are not countenanced, *[-ndi] can be assigned as low a probability as desired (e.g., one in a billion) by assigning IDENT(high) a sufficiently high weight.
In our analysis for Tommo So, harmony is favored by Markedness constraints of the AGREE family (Lombardi xxxx); these are opposed by corresponding Faithfulness constraints of the IDENT family (McCarthy and Prince 1995).
In (25) are given the three necessary AGREE constraints; these are approximations, whose content will be modified shortly. with its underlying value.
Scalar constraints
The next step is to modify our AGREE constraints in the manner promised above, i.e. so that they are sensitive to the morphologically-defined scale of (22). The idea is that when the target disagrees with the trigger vowel in the relevant way, the degree of the violation is determined by the morphological closeness of the target. In particular, we suggest that the number of violations for any particular AGREE constraint is simply the value of the scale (22) for the target vowel.
In essence, this turns the calculations of maxent from a multiplication of two values (weights times violations) to a multiplication of three (weights times violations times scalar value), as exemplified in (27): (27) Harmony calculation with scalar constraints p. 21
where S i (x) is the value of candidate x along the scale evoked by constraint C i .
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The constraints that evoke a scale in our analysis are the AGREE( ) constraints of (25); we restate these constraints with a scale in (28) Only a subset of constraints evoke a scale; for the others -in our analysis, IDENT() -we may assume that if a scale if used for the sake of consistency, its value is always 1.
Establishing the weights
We set the weights using data-fitting, finding the values that maximize the predicted probability of the observed data. We will fit six numbers, i.e. the constraint weights for the three IDENT( ) constraints and the three AGREE( ) constraints. The procedure is noncircular; we are using 6 values to predict 21 observations; i.e. the frequency of application of 3 harmony processes in 7 morphological contexts.
Maxent analysis benefits from a provably convergent procedure for finding the best-fit weights; see Berger et al. (1996) . We used the implementation of this procedure available in the Maxent Grammar Tool; (Wilson and George 2009) 
, where M denotes the number of suffixes in the word, j is used to sum over suffixes, and C ij denotes the numbers of violations of the ith constraint by the jth suffix. 
Results
From the grammar thus constructed we can compute the predicted percentage of vowel harmony, using the stem-closeness values of (22) and the maxent formulae in (24) and (27). These percentages closely fit the original data. In the graph of (30), the triangles, filled circles, and diamonds represent the actual application frequencies observed in the corpus (repeated from (17b)). The lines are the predictions; they are plotted as continuous curves, to emphasize that the predicted curves are sigmoid.
(30) Results: grammar predictions vs. observed
The total error of the maxent model is 0.25. This compares very favorably with the 3.1 obtained in the inverted exponential model. Moreover, the maxent model works well qualitatively, since the basic shape of the curves obtained is sigmoid, matching the data.
How the sigmoids are obtained
In this brief meta-analysis we demonstrate that the proposed framework generates sigmoid curves as a general property (i.e. irrespective of the constraint weights chosen) and show how the weights determine the shape of the sigmoid.
Assume for purposes of illustration just one harmony process, so that we are dealing with one AGREE constraint, bearing the weight w Agree , and one IDENT constraint, bearing the weight w Ident . We wish to calculate how the probability of harmony depends on s, the closeness to the stem as defined in (22) . Let the input contain a stem that is a harmony trigger. Let the two candidates be CandH (undergoing harmony) and Cand~H (not undergoing harmony). CandH violates only IDENT, so its harmony is H(CandH) = w Ident . Cand~H violates only AGREE; its harmony will depend on the closeness of the target to the stem, so we need to multiply by s, thus H(Cand~H) = w Agree s.
Once we have the harmony values, formula (24) can give us the probability that the harmonized candidate will win, as follows. This formula relates the probability of harmony, p(CandH), to closeness of the target to the stem, s. Analysis shows that this function is indeed a sigmoid, specifically, it is a form of the logistic function. The logistic curve crosses 50% (equal probability of candidates) when s = w Ident / w Agree . The steepest slope of the curve occurs at this point and is equal to w Agree /4. Inspection of the sigmoid curves in (30) shows that their maximum slopes are indeed determined by the weight of their AGREE constraints (the curve for ATR is steepest, with 20.9; then Low with 2.8 and Back with 1.1). The points where they cross 50% probability are at Low = 15.2/2.8 = 5.48, Back = 4.1/1.3 = 3.24, ATR = 51.3/21.0 = 2.45.
The formula in (32) justifies an assertion we made earlier in connection with our stemcloseness scale (22): it does not matter what we pick as the baseline value or interval size. Different choices made here get canceled out when the best-fit weights are found. Thus, if we made the interval size of our scale be 2 instead of 1, the best-fit model would be one that used a value for w Agree that was half as big. More generally, the expression w Ident − w Agree s in (32) represents a linear rescaling (i.e. of the form y = mx + b) of s, which means that appropriate choices of weights exist that can compensate for any linear rescaling we might make of (22).
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Sigmoids elsewhere
Sigmoids have proven to provide good data fit in various places in linguistics, whenever similar math is used and the circumstances present here arise: specifically, when a constraint with scalar violations stacks up against a constraint with constant violations. Albright (2012) , in a study of phonotactics, finds that variable phonotactic disharmony scores get a closer fit to lexical frequency when pitted against the non-scalar constraint MPARSE(). In McClelland and Vander Wyck's (2006) study of interacting phonotactic constraints in English, a term β, analogous in effect to Albright's MPARSE(), also improves model fit. Zuraw (2012) , studying morphophonemic Nasal Mutation in Tagalog, finds that the Tagalog prefixes differ in propensity to trigger Nasal Mutation, and stem-initial consonants differ in their propensity to undergo it; each prefix gives rise to its own sigmoid curve. Much earlier, Kroch (1989) presented a model in which a syntactic constraint rises in weight over time, overtaking a set of opposed staticallyweighted constraints, thus creating a family of diachronic sigmoids; the model matches well with Kroch's diachronic data.
What constraint-based frameworks can get sigmoids from scalar constraints?
There are several models of stochastic constraint-based grammar proposed in the literature. One of these is the theory of freely-ranked strata, developed by Anttila (1997) . We do not see how this theory could be modified to modified to generate sigmoid curves, though we certainly would not want to assert that this is a priori impossible. The theory of Stochastic OT (Boersma 1997, Boersma and Hayes 2001) could be modified in various ways to admit scalars like our "stem closeness" factor; we have not tried exploring these.
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Noisy Harmonic Grammar (Boersma and Pater 2008) evidently generates sigmoids of a rather curious sort: they are asymmetrical, with a gentler curve on one side than the other. 22 We rigged a spreadsheet to compute predicted frequencies of a schematic scalar constraint against a simple off-on constraint, and generated in this way a variety of asymmetrical sigmoids, of which a sample is given in (33):
(33) Asymmetrical sigmoid in Noisy Harmonic Grammar 20 If the scale were actually inverted in its direction we would have to use negative constraint weights (i.e., rewarding violations); so it makes sense to use a scale where closer affixes get higher values, as in (Error! Reference source not found.). 21 It would seem most plausible to simply add the scalar to the ranking value of a scalar constraint. The model would evidently need a parameter that establishes the "size" of the scalar factor relative to the basic rankingvalue scale used in Stochastic OT. We do not know how to fit both the ranking values of the constraints and the value of this match-up parameter at the same time, and thus have not explored this option. 22 This occurs under the default assumption that the "noise" factor is a characteristic of the constraints themselves, and thus is added in before multiplication by the scalar. It is the resulting broadened noise that creates the asymmetrical sigmoid. If noise is added in after scalar multiplication, the sigmoids will be symmetrical as in maxent.
We also tried modeling our data with Noisy Harmonic Grammar, and found that it works almost as well as maxent (error = 0.60 vs. our 0.25). The predictions of our best-fit NHG analysis are given in (34). The fit to the data for backness harmony appears slightly less perfect than that obtained in maxent. This may be due to the observably asymmetric character of the best-fit sigmoid (solid line in (34)) for this form of harmony. [ xxx redo ] Testing the differences between models does not seem feasible with the data we have. 
Conclusion
We list what we take to be the main results of this work.
First, Tommo So Low Harmony and ATR Harmony are fairly clear cases of phonological processes that "peter out" as they extend into the outer reaches of the morphology. Tommo So thus forms a test case for formal theories that hope to account for this phenomenon in general.
Second, Guy's inverted-exponential theory, though admirably simple and principled, does not provide a good fit to the Tommo So data. We note that our data are considerably more complex and hard to fit than Guy's English case (i.e. one must fit 19 data points rather than 3), and thus form a sterner test for a theory. 23 Third, maxent grammars, augmented on Flemmingian terms to include scalar constraints, provide a good fit to our data; moreover, the math we briefly reviewed demonstrates that the equations of maxent when applied to scalar constraints naturally yield sigmoid probability functions and are in some sense provide a "natural" account of the sigmoid frequency curves observed in the data.
