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Abstract
Over two hundred extrasolar planets have been discovered to date with various methods.
This thesis reports on searching for extrasolar planets and characterising them by simu-
lating their atmospheres. We used open clusters as targets for deep transit searches, with
specific emphasis on the University of St. Andrews Planet Search at the Isaac Newton
Telescope. We reduced CCD photometry and described the algorithm we used to search for
transits. We estimated the number of transits we expect from our data. We then reduced
photometry for the open cluster NGC 6940. From that data we found 18 low-amplitude,
short-duration events, though none are transiting planets. They are all eclipsing binary
stars. However, our null result constrains the number of planets around M dwarfs, the
most numerous stars in our sample. In order to characterise reflected light from extraso-
lar planets, we built a three-dimensional Monte Carlo based radiation transfer model of
extrasolar planetary atmospheres. We detailed the input parameters of the model, and
show results of various models, focusing especially on the fractal nature of the clouds
of our models, because these are the first three dimensional radiation transfer models of
extrasolar planet atmospheres. We found very low geometric albedos in our simulations.
Using data specific to the transiting planet HD 209458b, we built a model atmosphere
with Rayleigh-scattering hydrogen gas and clouds of enstatite and iron. We show in sev-
eral models the rarity of a bright HD 209458b, and conclude with some explanations on
why extrasolar planets are likely dark and not detected with reflected light.
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CHAPTER 1
Introduction
Giordano Bruno, an Italian monk and philosopher, postulated the existence of extrasolar
planets in 1584 in his work On the Infinite Universe and Worlds. For this and other
unorthodox views, the Catholic Church relentlessly pursued him during the Inquisition.
He was captured in 1592 and imprisoned in Rome, during which time he was interrogated
several times and given ample opportunity to recant. His refusal after eight years to
disavow his beliefs ended in 1600 when Bruno was burned at the stake (Dick 2001).
It would be another 395 years before any observers would discover a planet orbit-
ing another star. That discovery would point towards a planet wholly unlike our own,
scorchingly close to its parent star and huge like our solar system’s Jupiter. Luckily for
the observers, the Vatican has taken a more charitable view towards searching for other
worlds.
1.1 Extrasolar planets
The first extrasolar planet discovered around a main sequence star was observed eleven
years ago (Mayor & Queloz 1995). Since then, approximately 200 more planets have been
discovered using a multitude of techniques. Whereas astronomers expected to see planets
like those in our solar system, they instead found giant planets very close to their suns
(Black 1985).
After more than ten years, we have been able to find a varied menagerie of planets
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orbiting other stars. As detection techniques improve, and new methods are utilised, we
have found small planets, only a few times more massive than Earth (Beaulieu et al. 2006;
Gould et al. 2006), as well as large planets that are nearly failed stars. Planets are found
with exceedingly quick orbits (Udalski et al. 2002b), which whip around their stars in less
than 30 hours, and as more observations are taken, planets are found with huge orbits,
taking more than 10 years to meander through a complete cycle (Marcy et al. 2002). Of
the few planets we know to transit, some appear with large radii compared to their mass,
and some appear compact and heavy (Charbonneau et al. 2006).
1.1.1 Definition of a planet
The discovery of extrasolar planets ushered in the development of a previously unnecessary
nomenclature. Most of the planets in our solar system were known to the ancients. When
a major planet was discovered in modern times (Herschel 1788), there was little discussion
as to whether or not it was a planet. The object was certainly not a star, so it was a
planet. However, with the discovery of extrasolar planets, we find a continuum of objects,
with some planets much larger than Jupiter and some stars much smaller than the Sun.
In order to standardise the nomenclature astronomers used to describe their discoveries,
the International Astronomical Union (IAU) developed a working definition for extrasolar
planets (Boss 2002):
1) Objects with true masses below the limiting mass for thermonuclear fusion
of deuterium (currently calculated to be 13 Jupiter masses for objects of solar
metallicity) that orbit stars or stellar remnants are ”planets” (no matter how
they formed). The minimum mass/size required for an extrasolar object to be
considered a planet should be the same as that used in our Solar System.
2) Substellar objects with true masses above the limiting mass for thermonu-
clear fusion of deuterium are “brown dwarfs”, no matter how they formed nor
where they are located.
3) Free-floating objects in young star clusters with masses below the limiting
mass for thermonuclear fusion of deuterium are not “planets”, but are “sub-
brown dwarfs” (or whatever name is most appropriate).
This sets the upper mass limit of an extrasolar planet at 13 Jupiter masses, and
ignores the issue of the lower mass limit. It ignored the lower limit wisely, since it will
be many years, and perhaps decades, before we have to consider the lower mass limits
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of planets in extrasolar systems. The IAU did recently consider the lower mass limit of
planets within our solar system, which by extension affects the definition of extrasolar
planets, and agreed upon the following:
1) A “planet” is a celestial body that (a) is in orbit around the Sun, (b)
has sufficient mass for its self-gravity to overcome rigid body forces so that it
assumes a hydrostatic equilibrium (nearly round) shape, and (c) has cleared
the neighbourhood around its orbit.
2) A “dwarf planet” is a celestial body that (a) is in orbit around the Sun, (b)
has sufficient mass for its self-gravity to overcome rigid body forces so that it
assumes a hydrostatic equilibrium (nearly round) shape, (c) has not cleared
the neighbourhood around its orbit, and (d) is not a satellite.
3) All other objects except satellites orbiting the Sun shall be referred to col-
lectively as “Small Solar-System Bodies”.
This definition removes Pluto from the planet category, because Pluto does not
clear the neighbourhood around its orbit. With current observational methods, extrasolar
planet researchers need not concern themselves with the lower limit of extrasolar planets.
Current (and near future) technology does not allow the detection of extrasolar bodies as
small as Pluto.
1.1.2 Size conventions
Many of the extrasolar planets thus far discovered are similar in size to Jupiter. Through-
out this thesis, we will often refer to the radius or mass of an object in relation to Jupiter’s
radius or mass, because it is more convenient than using centimetres. For reference, Jupiter
has a radius of 7.1492 × 109 cm, which is roughly 11 times the radius of the Earth. The
mass of Jupiter is 1.8987 × 1030 g, or 317 times the mass of the Earth. We also at times
will refer to R or M, the radius and mass of the Sun, respectively. Those values are
6.955 × 1010 cm and 1.98 × 1033 g. Finally, we sometimes measure distances in AU (as-
tronomical unit), which is equal to the distance from the Sun to the Earth, and which we
take to be 1.496× 1013 cm (Cox 2000).
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1.2 Searching for planets
Astronomers are determined and innovative in the search for extrasolar planets. Though
most planets have been discovered with the radial velocity method, there are numerous
techniques actively used by teams around the world searching for planets, including mi-
crolensing, astrometry, transit searching, and direct imaging. Similarly, there are several
techniques that could be used to discover extrasolar planets, but because of their diffi-
culty, they are instead used to probe known extrasolar planets. These techniques include
reflected starlight, transmission spectroscopy, and infrared emission.
This thesis is particularly concerned with two types of extrasolar planet detection:
transit detection, and reflected starlight detection. We also review the radial velocity
method of detection because it alone has been the driving force behind finding planets for
the last 11 years, discovering about 190 of the 210 currently known planets. We review
the transit method of finding planets, because we have used this method to search for
planets in the open cluster NGC 6940. Finally, we review the study of starlight reflected
from extrasolar planets, because it motivated our work on simulating extrasolar planet
atmospheres.
1.2.1 Radial velocity
By far the most successful planetary detection technique to date, the radial velocity (RV)
method finds evidence of an orbiting planet by systematically looking at the star’s velocity
with relation to the Sun. The RV effect shifts the spectral lines slightly red-ward if the
emissive object is moving away from the observer and shifts them slightly blue-ward if the
object is approaching the observer. The RV method exploits this fact in that it looks very
closely to monitor a slight periodic shift into the red and then into the blue of the star’s
spectral lines. By watching the lines shifting back and forth, we can find the wobble of
the star which is caused by the pull of gravity from the planet. The speed of the star’s
wobble, vobs, is the velocity of the star times a sin i factor. By knowing the speed at which
the star is moving away from and then towards the Earth, over and over again, the size
of the planet can be inferred:
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vobs = v∗ sin i =
(
mp
M∗
)√
GM∗
a
sin i (1.1)
wheremp andM∗ are the masses of the planet and the star, G is the gravitational constant,
a is the orbital semimajor axis, and i is the inclination of the system.
This method has been able to locate approximately 200 planets outside our solar
system, including in many systems which have more than one planetary companion. The
first of these systems was discovered in 1995 around 51 Peg (Mayor & Queloz 1995). The
vast majority of all planets have been discovered with the RV method.
One of the detriments of the method is that it only gives a minimum mass, m sin i, of
the planet. The actual mass of the planetary companion can not be determined, because
only the motion of the star towards or away from the Earth is measurable (see equation
1.1). A large planet (or a stellar companion) with a steep orbital angle would produce
the same stellar motions as a small planet with a lesser orbital angle. Indeed, several
astrometry follow up investigations of reported planets claim that the companions are
actually stellar instead of planetary (Gatewood, Han & Black 2001).
Also, the RV method is especially prone to selection effects, since it is more sensi-
tive to large mass planets and/or small orbital radii. Finally, because the only information
about the system comes from the stellar flux, the RV method cannot determine the chem-
ical characteristics of the planet.
Two groups have discovered the majority of extrasolar planets using the RV method:
the California & Carnegie and Anglo-Australia Planet Search (Butler et al. 1996; Tinney
et al. 2001), and the Geneva Extrasolar Planet Search (Mayor & Santos 2003). Several
other RV groups have smaller, but important searches for extrasolar planets. Sato et al.
(2005) have discovered a planet which seems to be composed of 70% solid material in
the central core. Endl et al. (2006) have specifically been searching for extrasolar planets
around M dwarfs, which has implications for our search of the field of NGC 6940, discussed
in chapter 3. Noyes et al. (1999) and Cochran et al. (1997) have discovered planets with
extreme eccentricities.
5
Figure 1.1: This shows the transit of HD 209458b in front of its parent star (Kane et al.
2004)
1.2.2 Transit searches
Another method of planetary detection right now is photometric transits. It is the second
most successful technique of finding planets, having yielded about 13 planets. However,
the characteristics of the method promise to yield both a larger quantity of discovered
planets and more information about those planets in the future.
The transit method is an indirect method of planetary observation, so it relies
only on information gleaned from the star in order to find a companion. Instead of the
movement of the star, like the RV method, in the transit method astronomers observe the
amount of starlight which is emitted from the star, and watch for a characteristic wink
that is indicative of a planet. A star’s brightness is usually relatively constant, but it
will dim momentarily if an object comes between the star and the Earth-bound observer.
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In the case of a solar eclipse, the moon comes between our Sun and the Earth, and the
moon blocks out a large percentage–or all–of the Sun’s light. There are other eclipses, for
instance when Mercury or Venus comes between the Sun and the Earth during which the
Sun’s brightness decreases slightly as some of the light is blocked by those planets. The
transit method exploits this same idea, but instead of our Sun, the stars we are observing
are in distant solar systems, and instead of Mercury or Venus, the planets are extrasolar
planets.
Because the transit method relies on the extrasolar planet blocking some of the light
of the distant star, the method works best for large planets, closer to the size of Jupiter
than the size of Mercury or Venus. Typically a Jupiter-sized planet can make the star’s
brightness decrease by about 1.5% for a few hours. We can estimate the duration, tt of a
transit:
tt ≤ PR∗
pia
(1.2)
where P is the period of the planet, R∗ is the radius of the star, and a is the orbital
semimajor axis of the planet. And we estimate the size of the planet, Rp using the change
in flux, ∆F during transit:
∆F
F0
=
(
Rp
R∗
)2
(1.3)
There are some limitations to the transit method of finding planets. The most
significant limitation is the planet must come directly between the Earth and the distant
star. This means that the orbital inclination of the planet must be 90◦ compared to our
line of sight, or very close to it. If orbital inclinations are random (and we see no reason
why they would not be), then only about 10% of close extrasolar planets should show a
transit. The probability, p, of an individual RV system to show a transit, considering the
orbital axis a and the stellar radius, R∗, and assuming random orbital inclinations, is:
p =
arcsinR∗a
pi
2
(1.4)
Another limitation is that an event mimicking a transit might be caused by some-
thing other than a planet. False transits can be created by grazing transits of an eclipsing
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binary star system and by main sequence stars transiting giant stars (Brown 2003). We
can discovery these false transits by considering the shape of the transit curve and the
period of the suspected planet. We consider in more depth if a transit candidate is caused
by a planet or by something else in section 3.3.1, when we consider the specific results of
our transit search.
However, there are significant advantages to the transit method as well. One advan-
tage is that it can see much farther into space, yielding many more potential planets. The
RV method only can find planets in our solar neighborhood, whereas the transit method
can detect planetary companions out to kiloparsecs. Another benefit of the transit method
is that relatively small telescopes can be used successfully in transit searches. The tele-
scope which observed the first transit of HD 209458b had only a 10 cm lens, whereas
RV searches must secure time on the largest telescopes in the world. Another benefit of
searching for transits is that CCDs can observe photometrically thousands of stars, which
can then be analyzed in parallel to find transits caused by planets. The potential to search
30,000 stars at once obviates any low detection rate due to specific orbital inclinations.
Finally, the most significant benefit of the transit method is that information about
the planetary atmosphere can be teased out of the star light, leading to the first obser-
vations of an extrasolar planets atmospheric makeup (Charbonneau et al. 2002). When
the starlight passes through the planet’s atmosphere, some of the light is absorbed in
a predictable and notable way. When the light reaches the Earth, we can dissect the
spectrum of the light to see if it contains specific signatures of common elements and
compounds. These types of observations are crucial in determining how other planets
are made and whether or not they can support or currently harbor life. The HD 209458b
transiting planet was found to show sodium absorption lines, indicating that element in its
atmosphere and opening an entirely new field of extrasolar planet characterization (Seager
2003).
There are over 20 groups searching for transits right now. We will not describe in
detail all the groups (for a more complete listing, see Horne 2003 or Charbonneau 2003),
but instead focus on a few characteristics of transit searches and highlight some recent
successes.
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Transit searches can be characterised as either deep or wide. Those searches char-
acterised as deep use existing telescopes to search a narrow field for many faint (and more
distant) stars. Wide searches instead search relatively huge swaths of the sky to find
transits among brighter (and nearer) stars.
Deep transit searches often target open clusters and the galactic plane, in order to
find a high concentration of stars for their relatively narrow field. The Optical Gravita-
tional Lensing Experiment (OGLE) collaboration (Udalski et al. 2002a) has been partic-
ularly successful using a deep transit search. Watching the galactic disk and bulge for
microlensing1 events, the OGLE team have found five of the 14 known transiting planets
(Udalski et al. 2002a; Udalski et al. 2002c; Udalski et al. 2002b).
One difficulty with deep transit searches is the stars are often too far away for
conclusive radial velocity follow-up. Without follow-up, the dimming of the star could
be from a partial stellar eclipse, stellar variability, or from a brown dwarf eclipse. In
particular, one deep transit search using the Hubble space telescope was only able to
provide RV follow-up on two of the 16 transit candidates they discovered (Sahu et al. 2006).
It may be an unfortunate reality that we will not immediately be able to confirm some
distant transit candidates as actual planets. However, as is the case of RV measurements
only providing m sin i instead of the actual mass until transit or astrometry follow-up,
perhaps future methods will allow better classification of these candidates.
The transit search of NGC 6940 is a deep search, using the 2.5 m Isaac Newton
Telescope to view stars from 17th to 23rd magnitude. It is part of a larger transit search,
referred to as the University of St Andrews Planet Search (UStAPS). The specific reduction
of data from NGC 6940 is one topic of this thesis and is covered in chapters 2 and 3
Wide transit searches use small telescopes that are able to watch significant numbers
of close stars in the night sky. Their advantages are that the equipment is inexpensive,
so instead of applying for time on a major telescope, the equipment is custom built from
off-the-shelf astronomy and photography components. With custom-built equipment, and
1Microlensing is the process by which an object between the observer and a more distant object acts as
a gravitational lens, temporarily magnifying the distant object. It can be used to search for extrasolar
planets (Paczynski 1996), but does not directly relate to this thesis.
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sufficient automation, these installations enjoy near continuous observing during clear
nights.
One successful wide transit search is the SuperWASP survey (Street & SuperWASP
Consortium 2004). It consists of five cameras, each of which view a square 7.8◦field of sky.
SuperWASP is an automated facility at La Palma, Canary Islands, and began science ob-
servations in the winter of 2003. The SuperWASP consortium has recently announced their
first detected planets, WASP-1b and WASP-2b (Cameron et al. 2006). The announce-
ment is significant on two fronts. Firstly, these are some of the first planets resulting from
wide transit searches. Though tens of hot Jupiters per month were expected from these
surveys, the reality has been more muted. Secondly, the SuperWASP announcement was
significant because WASP-1b has an inflated radius, like HD 209458b and another recent
transit discovery, HAT-1b (Charbonneau et al. 2006). With three of the 14 known tran-
siting planets exhibiting radii too large to be explained by traditional planet formation
theory, it is likely that the inflation is not anomalous, and shows the weakness of current
theory.
Wide transit searches do suffer from certain difficulties, mostly due to the large
swath of sky they observe at once. Several photometric measures vary significantly on
different parts of the field of view, including airmass, differential refraction, and seeing.
These distortions within the data must be corrected in order to reach the requisite precision
for planetary transit detection.
1.2.3 Reflected starlight
Watching for starlight reflected from the atmosphere of an extrasolar planet is one way to
better characterise and probe a known extrasolar planet. As a planet goes to the far side
of its orbit, in relation to us, it reflects the star’s light towards the Earth. The alignment
of the planet is similar to our moon when it is full. The moon is only full and reflecting the
Sun’s light when it is on the far side of the Earth in relation to the Sun. The same happens
with extrasolar planets. At the point where the extrasolar planet is at full-planet, if the
albedo, or reflection of the planet’s surface, is sufficient, there should be a slight increase
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in the light from the total extrasolar system, as light that would usually only shine away
from the Earth is reflected off the planet’s atmosphere, and shone back towards us.
There are actually two ways to use the reflected star light to probe extrasolar planets:
photometric monitoring and direct spectroscopic separation.
Photometric monitoring is simply the very precise measurement of the small increase
of light that should reflect from the atmosphere of the extrasolar planet (Charbonneau
2003). Similar to transit searches looking through light curves to find a characteristic dip,
reflected starlight searches watch the light curve for a gradual bump in the light curve.
Unfortunately, because the light reflected from a planet is only around 10−4 as bright as
the star’s light (whereas the dip caused by a transit can be 10−2 compared to the star’s
light), no ground based observations are able to directly detect reflected star light from a
planet. The small Canadian space telescope, MOST, however, does have the precision to
measure this small increase (Matthews et al. 2000; Walker et al. 2003). Rowe et al. (2006)
used this precision of MOST to attempt to measure the small increase in brightness from
the reflected starlight of HD 209458b. However, they detected no light, and were able to
convert that null detection into an upper limit on the geometric albedo of HD 209458b of
0.25.
Direct spectroscopic separation is conceptually a more difficult problem than pho-
tometric monitoring. However, it can be accomplished with data from ground-based ob-
servatories, and so a few groups have attempted to use the method (Charbonneau 2003).
The star light reflected by the planet should largely consist of the spectra from the star,
since that is the origin of the light. However, because the planet is moving around the
star, the spectra will be offset from the spectra of the star. Thus the spectra of the planet
and the star together will be a strong set of spectral lines from the star, along with a
duplicate, fainter set of spectral lines that are offset sinusoidally from the stellar lines.
The process of detecting the reflected light from a planet consists of hundreds of precise
measurements of the spectra, and showing this sinusoidal variation of that spectra when
compared to the spectra of the star alone.
Using this method, Charbonneau et al. (1999) placed the first significant upper limit
on the albedo of an extrasolar planet when they placed an upper limit on the geometric
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albedo of τ Bootis at Ag < 0.3 in the 465-499 nm wavelength range. Leigh et al. (2003a)
studied the same star for reflected star light, and assuming a radius of 1.2 RJup, an
inclination of i = 36◦, and a Venus-like phase function, found a limit of Ag < 0.39 in
the 385-611 nm wavelength range. With the assumptions of a radius of 1.6 RJup, an
inclination of i = 60◦, and again a Venus-like phase function, Leigh et al. (2003b) placed
a limit of Ag < 0.12 on HD 75289. Finally, Collier Cameron et al. (2002) placed limits
on υ And’s planetary radius, using model atmospheres from Sudarsky, Burrows & Pinto
(2000). Using a geometric albedo of 0.42, the upper limit of the radius was 1.51 RJup,
whereas an albedo of 0.19 gives an upper limit of 2.23 RJup.
Though no detections of reflected light have been confirmed, this method still ap-
pears to be a helpful tool in the repertoire of astronomers to detect and characterize
planets. This method of reflected starlight holds promise because it focuses on light which
interacts with the planet’s atmosphere. Since the atmosphere will absorb some of this
starlight before reflecting it out to Earth, we may be able to infer some constituent ele-
ments in the planetary atmosphere. Finally, even without a detection of reflected starlight,
these reflected light searches place upper limits on the albedo of the planets. This gives
us a constraint to the simulated atmospheres that we model in chapters 4 and 5.
1.3 Simulating extrasolar planet atmospheres
Discoveries of extrasolar planets in the last 11 years have been accompanied by theoretical
atmospheric models built in order to explain them.
1.3.1 Complementary fields
Although a new field, extrasolar planetary atmospheric simulation is rooted in several
other more mature fields: atmospheric science, planetary science, astronomic simulations,
and stellar atmosphere simulations. Each of these related fields brings a unique perspective
to simulating extrasolar planetary atmospheres.
There is tremendous research in simulating the Earth’s atmosphere, with 23 teams
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attempting to use three-dimesional simulations to determine the albedo of the Earth,
most of them based on Monte Carlo radiation transfer methods (Cahalan et al. 2005).
Earth-based atmospheric simulation is such a difficult topic that it could be disheartening
for the extrasolar planetary atmospheric researcher, since the parameters of extrasolar
planet atmospheres will never be known as well as the Earth’s own atmosphere. However,
using some of the findings of the atmospheric scientists can help extrasolar planetary
researchers check their own methods. For instance, as discussed in section 4.1, the results
of an atmospheric study in Australia by Kuchinke, Fienberg & Nunez (2004) show with real
data the benefit of using a fractal cloud model as opposed to a plane parallel homogenous
model. This kind of research validation is simply not possible in extrasolar planetary
atmospheric research.
Unfortunately, there are some shortcomings to using atmospheric science to answer
questions of extrasolar planetary atmospheres. The main problem is that atmospheric
scientists have no interest in many of the constituents that make up the atmosphere of an
extrasolar planet. Whereas extrasolar atmospheres may include condensed enstatite2 and
iron, an atmospheric scientist will have little reason to model using those parameters. An-
other problem is that in many instances atmospheric scientists are interested in particular
weather systems, but not in the planet as a whole. Astronomers are mainly interested in
the results of the planet as a whole because the first observations of planets (and those
for the foreseeable future) will have no resolution to discriminate localized features of
the planet. Only planet-wide phenomenon will be observable. The general methods of
atmospheric science may be helpful, but some of the specifics are not.
Also a fairly mature field, planetary science has been attempting to describe the
atmospheres of the planets of the solar system for decades. Serious, beneficial research
into the constituents of Jupiter’s and Saturn’s atmospheres reaches back into the 1960s
(Dalgarno & Williams 1962; Sobolev 1975; Dlugach & Yanovitskij 1974). The benefit of
planetary science is that its focus is sufficiently different atmospheres from Earth that a
more general framework is used. Certainly the Venusian atmosphere will have very dif-
ferent components than the Jovian atmosphere, but it might be studied with the same
2Enstatite, or MgSiO3, is a species predicted to condense in the atmospheres of close-in extrasolar giant
planets, and will be discussed in more length in chapter 5
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simulation framework. Another benefit is that recent missions to the other planets in our
solar system have gathered more exact data on the actual components of these plane-
tary atmospheres, allowing for confirmations of simulation-based expectations (Chanover,
Kuehn & Beebe 1997).
However, we found that most of the extrasolar planets discovered thus far are ex-
ceedingly close to their parent star, and Jupiter-sized or larger. Because of their proximity,
it is possible that they have constituents like Jupiter, but with a temperature closer to
1000 K at the surface than Jupiter’s 200 K. Thus, again, we can use the methods developed
by planetary science, but not the specifics.
Another contributor to the field of extrasolar planetary simulations has the most
direct lineage to our work. The simulations we use to simulate extrasolar planets were
developed to model interstellar dust and dusty disks around protostars (Wood et al. 1996,
Wood & Reynolds 1999, Wood et al. 2005).
There are numerous situations in astronomy which benefit from a three-dimensional
radiation transfer simulation. Modelling clumpy Hα across the galaxy helps researchers
better understand the results of the Wisconsin Hydrogen Alpha Mapper (Reynolds et al.
1995). Brown dwarf circumstellar material is modeled in order to predict the detectability
of such systems (Walker et al. 2004).
The simulation that is used in this dissertation, in fact, is sufficiently malleable
that it could be used as a starting point for many of these astronomical simulations. In
its most basic form, it is a box with dust or other opaque materials suspended within,
through which photon packets travel and are acted upon by the dust or material. Only
after the results of this box simulation become known are the results “wrapped” onto a
sphere for the specific use as a model of an extrasolar planetary atmosphere.
1.3.2 Other atmospheric models
Most of the other models for extrasolar planetary atmospheric simulations have their ori-
gins in the atmospheres of stars (Sudarsky, Burrows & Hubeny 2003). Nearly all are
one-dimensional plane-parallel radiation transfer codes, and all of them are horizontally
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homogenous. We highlight three groups that are simulating atmospheres, including Su-
darsky & Burrows, Marley & Fortney, and Seager.
The current planetary atmospheric simulations are created with self-consistent ra-
diation transfer codes (Seager et al. 2005). They are all one-dimensional along altitude.
They solve three equations: the equation of radiative transfer, the equation of radiative
equilibrium, and the equation of hydrostatic equilibrium. The boundaries of the simu-
lations are the stellar radiation at the top of the simulation and the internal entropy at
the bottom. The output of the simulations are the temperature with respect to altitude,
the pressure with respect to altitude, and the radiation field with respect to altitude and
wavelength.
The various input parameters of these codes mainly concern the constituents placed
in the atmosphere (Seager et al. 2005). The choice of constituents affects the opacities, and
therefore the absorption and reemission of the photons. The absorption and reemission
of the photons determine the entire radiative transfer process and thus the temperature
and pressure profile of the simulation. Another input parameter is the internal entropy
at the bottom of the simulation, which is not known but can be estimated with evolution
models of extrasolar planets. A final input parameter which all the teams are currently
exploring is the heat redistribution parameter. Because these close giant planets are often
tidally locked3, the simulations must consider how efficiently heat is transported to the
night side of the planet. An active atmosphere, with high wind, might transport the heat
quickly, while calm atmospheres could keep the night side much colder than the day side.
With all these inputs, the codes output a temperature and pressure profile, along with the
radiation field.
Marley & Fortney (and sometimes Ackerman) use a one-dimensional code which
has primarily been used for substellar objects, such as planets, brown dwarfs, and Titan
(Fortney et al. 2005). It includes intrinsic radiation from the planet as well as radiation
from the star. They use the elemental abundance data of (Lodders 2003) and compute
chemical equilibrium compositions (Fortney et al. 2005). One of the unique characteristics
of Fortney’s group is the more developed treatment of clouds, which calculates the particle
3Because of gravity, the planets do not rotate, so one side of the planet is always facing the star.
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size distribution and the vertical extent of clouds (Ackerman & Marley 2001).
Sudarsky & Burrows employ the computer program TLUSTY for their extrasolar
planetary atmospheric simulations (Sudarsky, Burrows & Hubeny 2003). The program
is an iterative one-dimensional model which converges on a temperature pressure pro-
file. They compute chemical equilibrium using Burrows & Sharp (1999) and assume so-
lar composition of elements from Anders & Grevesse (1989). They take some of their
methods from stellar atmosphere modelling and adjust their parameters to account for
differences between stellar models and planet models. For instance, many stellar mod-
els assume isotropic scattering, whereas planet models (with many condensates) usually
forward scatter light. To compensate, because forward scattering results in lower albe-
dos, they simply reduce the scattering cross section (which reduces the albedo) (Sudarsky,
Burrows & Hubeny 2003).
Seager uses a code developed specifically to model extrasolar planets (Seager et al.
2005). It is a one-dimensional model that computes chemical equilibrium using a Gibbs
free energy minimisation code (Seager 1999). She uses solar abundances from Gonzalez
et al. (2001), and assumes clouds extend two pressure scale heights, in agreement with
the clouds observed in our solar system. It is with the results from Seager et al. (2005)
that we base our simulations of HD 209458b in chapter 5.
These simulations, though modelling extrasolar planet atmospheres, are fundamen-
tally different from the simulations presented in this thesis. The largest difference is that
the pressure profile we use in our simulations is an input parameter, as opposed to the
output it is for most of the other researchers. Also, we study one wavelength in our explo-
rations, and watch it in a three-dimensional density field, whereas the other simulations
are one-dimensional but compute the radiation from multiple wavelengths. Finally, be-
cause they are one-dimensional models, all the current simulations consider horizontally
homogenous clouds, in which the clouds cover the entire planet (Seager et al. 2005).
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1.4 Overview
In this thesis, we will cover both the observational side of searching for extrasolar planets
and the theoretical side of modelling extrasolar planet atmospheres.
In chapter 2 we discuss the specific deep search for transits at the University of St
Andrews using the Isaac Newton Telescope. We give an overview of CCD photometry and
show that our reduction methods give precise enough measurements that we can find the
transits of extrasolar giant planets, if they are in the data. We also explain our transit
finding algorithm and estimate how many transits we should find in the data for NGC
6940.
The reduction of data from NGC 6940 is described in detail in chapter 3. We
specifically find 18 low amplitude, short duration events that suggest extrasolar planet
transits, though we rule planets out in all cases. However, even without a discovery of
a planet, we contribute to the field by finding a null result in a field of mostly K and M
dwarfs.
Chapter 4 discusses the three-dimensional Monte Carlo based radiation transfer
code we have developed to study extrasolar planet atmospheres. This line of research
was motivated by the null detections of reflected starlight from all extrasolar planets. We
explain the input parameters and the resultant phase-dependent light curves produced by
our simulations. We also notice that the geometric albedos are fairly low.
Finally, we use the code described in chapter 4 to simulate the atmosphere of HD
209458b. We report on those specific simulations in chapter 5. This is the first time a
researcher has used a three-dimensional model to simulate the atmospheres of extrasolar
planets, to our knowledge. We find specifically that the clouds in the atmosphere of HD
209458b must be exceedingly pure and crystalline in order to produce a high geometric
albedo. We conclude with some explanations on why the planets are likely dark.
17
CHAPTER 2
Searching for planets using open clusters 1
Abstract:This chapter discusses the usefulness of open clusters to search for
extrasolar planet transits, as well as the observation strategy for viewing open
clusters using the INT. We discuss the methods for reducing CCD data to
photometry, with special emphasis on differential image analysis. We discuss
the algorithm we use to detect extrasolar planetary transits. Finally, we detail
the reduction of the data from NGC 7789, and the discovery of two eclipsing
binary stars.
2.1 Introduction
Charbonneau et al. (2000) (along with Henry et al. 2000) opened a new chapter in the
science of extrasolar planets when they recorded the first transit of a planet around its
parent star. The transit produced a 1.5% dip in the star’s light. Until then, the only evi-
dence of planets around main sequence stars had been radial velocity (RV) measurements
of stellar reflex motions. Though the RV method has been the most successful method of
finding planets heretofore, the transit method of searching for planets is complementary,
because it provides different information than RV. Measuring a transiting planet along
with radial velocity measurements can provide the actual mass of the planet by determin-
ing the orbital inclination of the system. Additionally, it can provide the radius of the
planet and therefore the mean density. Also, in some situations, transiting planets can be
probed for atmospheric spectra, as with HD 209458b (Brown et al. 2001). Finally, the
transit method can find planets to kiloparsec distances, much farther than RV.
1Much of this chapter has been previously published (Hood et al. 2005)
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However, the strength of the transiting method of discovery, that it shows us the
orbital inclination, is also its weakness, because that orbital inclination must be close
to 90 degrees for us to see the transit. Radial velocity measurements have shown that
approximately 1-2% of Sun-like stars in the solar neighborhood have hot Jupiters, giant
planets with orbital distances of 0.035-0.4 AU (Lineweaver & Grether 2003). Assuming
that orbital inclinations are random, approximately 10% of stars with close-in2 hot Jupiters
should have transits visible to us. Therefore, approximately one of a thousand Sun-like
stars should show an eclipse, if the stars we observe have the same planetary abundance
as the solar neighborhood.
Janes (1996) suggested that open clusters would be good fields in which to look
for planetary transits. Open clusters contain hundreds of stars of a similar distance and
metallicity. The field is crowded enough to be able to observe a sufficient number of stars,
but not crowded enough to make reduction exceptionally difficult. The high number of
stars is essential, since perhaps only one in a thousand stars will exhibit the characteristic
dip (a shallow flat-bottomed eclipse) of a planet transiting the parent star. Unfortunately,
though this is the reason we observed in the direction of NGC 6940, we don’t think we
have observed any significant number of cluster members. Instead, it appears that most
of our cluster members are saturated in our data, and we are viewing mostly field stars.
Though we don’t enjoy the benefits of searching cluster members, we still consider the
reduction and transit search of field stars to be worthwhile. We discuss the saturation of
our cluster members more fully in section 3.2.5 on page 41.
2.2 INT WFC survey strategy
If only 1% of Sun-like stars harbour planets, and only 10% of planets exhibit the transit
of their stars, we will only see one star in a thousand with a transiting planet. This crude
estimation drove the observing strategy of the St. Andrews Isaac Newton Telescope (INT)
Wide Field Camera (WFC) transit survey. The primary data set was recorded using the
WFC at the prime focus of the 2.5 meter at La Palma. The WFC consists of four thinned
2Within 10-20 stellar radii from the star.
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Figure 2.1: The four CCDs are arranged as presented, with the cluster falling roughly in
the middle of the combined surface area.
charge-coupled devices (CCDs) which have a resolution of approximately 2,000 pixels by
4,000 pixels which create a 0.29 square degree field of view. The four CCDs are situated
as shown in figure 2.1. Because there is such a small chance of viewing a transit of an
extrasolar planet, the initial guiding principle was to view as many stars as possible in the
hope of finding a transiting planet. Thus, it was decided to view three open clusters in
rotation during the observing run: NGC 6819 (Street et al. 2003), NGC 6940, and NGC
7789 (Bramich et al. 2005). Each of the clusters were given approximately equal viewing
time, so that each cluster could be analyzed independently for transits. (This thesis reports
specifically on the analysis of NGC 6940 [see Table 3.1 on page 33] observations.)
Three open clusters were observed in rotation between 22-30 June and 22-31 July,
NGC 6819 (Street et al. 2003), NGC 6940, and NGC 7789 (Bramich et al. 2005). This
thesis reports on the analysis of NGC 6940 (see Table 3.1) observations. On each of the
nights, a preliminary round of observations was taken to get flat frames and bias frames
for the evening. For the science frames, each image was exposed for 300 seconds, taken in
pairs to help remove/identify cosmic rays. This resulted in approximately 2 observations
per hour per cluster. Using a hypothetical transit of three hours duration and four-days
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period, the two observations per hour would result in six transit observations.
As designed, there was a trade off for viewing the maximum number of stars instead
of having a well-sampled light curve for those stars viewed. If only one cluster had been
observed continuously, then significantly more data would have been collected for each
eclipse or transit-like event. According to some more recent research on the frequency
of astrophysical false positives for transits by Brown (2003) and on systematic noise in
ground-based transit searches by Pont, Zucker & Queloz (2006), continuous observing
might have been advantageous. In fact, that was the impetus to re-observe one cluster,
NGC 7789 the following year, in an observing run which was continuous.
However, even with the sparse coverage, we were able to achieve a precision sufficient
to detect transits on at least some of our stars. Using data specific to NGC 6940, we discuss
the estimated number of transiting planets in section 2.4. We obtained 251, 278, 267 and
249 usable frames of NGC 6940 for each of the four CCDs, respectively. The observing
routine was designed to maximize the number of stars observed, in order to maximize the
possibility of a transit detection. The 300 second exposure setting was mainly in order
to capture enough cluster member stars of NGC 6819 and NGC 7789, which are 1900
and 2400 parsecs distant, respectively. This setting has caused some minor problems with
the observation of NGC 6940, discussed below in section 3.2.5. In retrospect, a shorter
exposure time would have been better for NGC 6940, to avoid saturating cluster stars at
770 pc.
2.2.1 Reduction techniques for CCD astronomy
There are several methods of creating the light curves necessary for the detection of tran-
sits from recorded CCD images. This data reduction is necessary because the Earth’s
atmosphere blurs the image of a star, spreading the light from a single star over several
pixels, instead of a single pixel. We must use information from all the light spread over
multiple pixels to recreate knowledge of all the light from a particular star. However, two
techniques are common to all methods of CCD reduction: 1) subtracting the bias of the
CCD, 2) dividing by the flat frames to extract the best data from the CCD. We will first
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present the common techniques, then describe the three methods of measuring the light
from individual stars on a CCD.
Biases
Bias frames are zero-second exposures taken with the CCDs in order to get a measure of
the base amount of noise in the images taken by the CCD. A perfect CCD, or one which
does not record any signal except the actual signal from a light source, would have bias
frames with zero-levels, since it is a zero-second exposure. Unfortunately, no CCDs are
perfect, and they have a small amount of noise inherent to their detection capabilities.
Also, random fluctuations can send the signal from a CCD either too high or too low.
Since the bias levels are close to zero, a random fluctuation down could send the signal
negative, which would confuse the analog to digital converter which reads out the signal
of the CCD. Thus, CCDs usually are built to send the signal slightly positive in order to
compensate for this possibility. This slightly positive signal, with the random fluctuations,
must be subtracted from the image of the night sky in order to get a better measurement
of the actual image (McLean 1997).
The bias levels are determined each night by taking several bias frames. In the data
reduction step, these bias frames are used to subtract off the bias levels. However, we
first must create a master bias frame, which uses all the bias frames to model the average
bias of the CCD. In general this is done by averaging the pixel values across all the bias
frames. After this master bias is created, it is subtracted from every science frame. This
takes the level in the science frames down a little so that it is more like the actual levels
of brightness in the night sky.
The master bias only models the bias level dependent on the position on the CCD.
The bias level of the CCD amplifier output of some systems can drift slowly with time. In
addition to the bias frames, there is a small strip of pixels on the edge of the CCD which,
like the bias frames, is not exposed to light. This small stripe is called the overscan region.
The average value of this overscan region is also subtracted off the science frames to make
sure there is no temporal variability in the science frames which is related to conditions at
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the observatory. The only variability we want is the variability induced by astronomical
phenomena.
Flats
Whereas the bias levels reveal the zero levels of a CCD, flat fielding helps the astronomer
determine the quantum efficiency of each of the pixels. This quantum efficiency can vary
depending on slight differences in silicon thickness or other imperfections throughout the
surface of the chip. The result of the imperfections is that some pixels of the CCD will
read a different amount of photons than another pixel, even if the light incident on each
pixel is the same. Other common reasons for flat fielding are correcting for sky curvature
(vignetting) and dust on the CCD. To correct these effects, we use flat frames.
Flats are exposures of the twilight sky or the inside of the telescope dome. The flats
should ideally be exposures of uniform illumination across the entire CCD. The exposure
is variable and intended to illuminate the entire CCD without overexposing. Preferably
the only structure found on a flat frame is caused by the differing efficiencies of the pixels,
however, if a star is accidentally exposed in a twilight flat frame, it will be taken out in
processing by taking a median pixel value of all the flat frames, which will not be pointing
at the same star in the night sky at any given time.
All the flats are then combined to created the masterflat, which is created in a way
similar to the masterbias. The median pixel of all the frames is used to create a masterflat,
after subtracting the masterbias from the flats. Unlike the masterbias, the masterflat must
be normalized, meaning that the maximum values of the flat frames are set to one. This is
so that the science frames can be divided by the masterflat. When the science frames are
divided by the masterflat, it corrects for the inequity in the efficiency of individual pixels.
So, a pixel that records a normalized one in the masterflat will be divided by one when the
science frames are processed, yielding the same final value as was recorded in the science
frame. However, a pixel that only records a normalized 1/2 in the masterflat (when all
pixels are receiving the same amount of light and thus should all record the same value)
will have its science pixels divided by 1/2, or multiplied by 2, for processing. This will
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produce a more accurate representation of the actual starlight.
2.2.2 Three methods of creating light curves from CCD data
An explanation follows of three methods used to extract specific stellar magnitude infor-
mation from CCD data. All of these methods only are used after the corrections of the
bias frames and flat frames. Aperture photometry is conceptually an easy way to measure
the brightness of each star by summing all the light within a circle of pixels. Point Spread
Function (PSF) fitting is a method to attempt to model each occurrence of a star as a
PSF. Differential Image Analysis (DIA) is the method used in this thesis, and consists of
measuring the differences between two images to precisely determine the light from a star.
Aperture photometry
Aperture photometry essentially defines a circular aperture around the star and cumula-
tively adds all the light from within those boundaries to determine the total light from a
star. This relatively simple concept can have more complicated details, such as the use of
feathering or anti-aliasing at the edge in order to only take some brightness information
from distant pixels. One of the drawbacks of the aperture photometry method is that
some crowded fields might have many stars within the desired aperture size; that is, the
light measured might be from two nearly indiscernible stars instead of one.
Point spread function fitting
PSF fitting is another way to measure the light of the stars in a systematic way, in order
to produce light curves. In PSF fitting, a preliminary identification of stars is made by
setting a high threshold and recording all those points that are sufficiently higher than the
sky background. Then a function is fit to each of those stars which attempts to describe
the way the light is blurred around the central point of maximum light. The function is
assumed to remain the same shape on all the stars on a given frame, though the scaled
size of the function might change with a variability of starlight. Thus, changes in a star’s
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brightness can be quantified.
A benefit of PSF fitting is that the function fitted to each star can be used to
subtract the stars from the science frame if the function accurately fits the data. Then,
more stars can be identified with a lower threshold for brightness, which can provide more
data points and make the function a better approximation of the actual star blurring. PSF
fitting is more complicated, but gives better results than simple aperture photometry.
Difference image analysis
A final way the images can be reduced to light curves is through difference imaging analysis
(DIA), which is in some ways an extension of PSF fitting. DIA specifically targets the
changes in magnitude of the observed stars as the most important measurable quantity.
The absolute magnitude is helpful, but not as helpful for finding variables and eclipsing
systems as an accurate determination of the difference over time of the stars’ brightness
(Alard & Lupton 1998).
The process begins with a reference image which is built by averaging several aligned
science frames. This reference image has a better signal-to-noise ratio than any individual
frame. This reference frame is then subtracted from each of the individual science frames
in order to produce residual images of the differences between the frames. A constant star
will have the same brightness at all times, so the image subtraction should leave only noise
at its position. However, a variable star will grow dimmer or brighter and the residual
image will either have a bright bump or a dark dimple depending on the brightness of the
star in the reference images.
This residual image is then used with the PSF fitting method to determine how much
each star has changed since the reference image (where aperture photometry determines
the magnitudes of each star). The benefit of DIA is that it more fully subtracts the blended
stars which are often found in a crowded field. Whereas PSF fitting alone will only be
able to correct for blending perfectly if the function is a perfect description of the light
blurring, image subtraction relies much more on simply using the data to find the changes
in brightness. The difficult part of DIA is creating a convolution kernel to blur the science
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frames so the reference frame will have the same quality of observation as each science
frame. This allows the images to be subtracted successfully (Alard & Lupton 1998).
A drawback of the DIA method is that it must be possible to align the images
for subtraction. On a small field this is usually not difficult, but large fields present some
problems, largely due to atmospheric refraction. Large fields of view can have significantly
different air masses in different locations on the chip, due to the differing amounts of atmo-
sphere the light must travel to the telescope. This can shift the positions of stars noticeably
depending on the colour of the stars. These and other problems will not necessarily negate
DIA as a method of reducing large field images, but will increase the complexity of using
it.
2.3 Transit detection algorithm
In order to detect transits, we use a matched-filter algorithm. The algorithm first generates
stellar light curves which show a transit and then it tries to match our data to those
transiting light curves. Our indication of a possible transit is when the algorithm signifies
a good fit to the transit curve.
This search uses a truncated cosine approximation with four parameters: period,
duration, depth, and the time of transit midpoint. We first used a period sweep from 1.5
d to 7 d with a fixed transit duration of 3 h. The stars with multiple transit-like events
are naturally weighted much higher with this method. The fixed-transit duration allows
a primary sweep on all stars, which would be too computationally expensive if we varied
the duration. A 1.5 RJup planet with a one day period would create a 1.3–2.0 h transit
duration, for stars of spectral type M5-K0. The same planet with a seven day period
would create a 2.5–3.8 h duration. We have found that as long as the observed duration
does not differ by a factor of two from the fixed duration, our algorithm can identify the
transit.
From this first period sweep, we compute the transit signal-to-noise for each star.
The transit signal to noise, SW is calculated from the fit of the data to a constant light
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curve as compared to a transit light curve:
S2W =
∆χ2
χ2min/(N − f)
(2.1)
where N is the number of data points, f is the number of free parameters, and ∆χ2 is
given by ∆χ2 = χ2constant − χ2transit (Kane et al. 2004).
Following the first sweep, stars with a significantly better transit fit (∼400 stars,
S/N > 8.0) are subjected to another period and duration sweep, which refines the possible
transit parameters. Finally, the stars are then analyzed individually (in folded form and
unfolded) to consider the possibility of a transit. Stars which have single faint points are
rejected, as well as suspicious transits which occur only on nights with known problems.
2.4 Detection simulations
In order to estimate how many stars in the field of NGC 6940 might yield planetary
transit detections, we used Monte Carlo simulations on two CCDs to estimate how many
transit-like events we could recover if every star had a hot-Jupiter sized planet. We
ran the simulations on CCDs one and two, and found very similar results. We assume
that the other CCDs will show similar results, because all CCDs have similar magnitude
distributions.
We began by randomly assigning each star a planetary inclination, planetary period,
and planetary transit epoch. The inclinations were uniform in cos i, the random period
was uniform in log p from 3 – 5.2 d, and the epoch of mid-transit was a random date
between zero and the period. The planet was assumed to be 1.5 RJup and the stellar
radius was computed with the colour information for each of the stars using the equation:
R∗/RSun = 1.333− 1.548(R− I) + 1.131(R− I)2 − 0.3501(R− I)3 (2.2)
described in more detail in section 3.10. We then tested each of the systems to determine
if the inclination allowed for a transit to be observed, and we compared the transit timing
for each of the stars with our actual timings of our observations to see if the simulated
transits would occur during our observations. Finally, we injected the transit into the data
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set using a simple box transit: if an observation was taken during the planet crossing the
limb of the star, then the brightness of the star was decreased by half the full transit depth;
if it was taken during the full transit, then the magnitude would be offset by the amount
computed for a star that size being eclipsed by a 1.5 RJup planet (for completeness, we
also simulated transits of a 1.0 RJup planet.)
After running this simulation on ∼12,500 stars that were recorded on CCD one, we
found ∼720 stars (5.8%) that should have transits observable based on inclination and
eclipse timing. Similarly, on CCD two we ran 14,000 stars and found ∼800 (5.7%) that
would transit. We then inserted these injected transits into our data set and loaded them
into optphot, our transit search algorithm. We searched over 3 – 5.2 d periods for 3 h
transits. We were able to recover ∼370 of the ∼1520 stars with known transits (∼25%).
However, this does not suggest that our algorithm is missing well-defined transits. All
stars were given a planet, and over ∼55% of our stars are magnitude 21 or fainter, with
an average precision of 0.05 magnitudes. This precision at faint magnitudes prevents the
detection of transits that would only produce shallow dips, especially since it would require
many transits during our observing windows, an unlikely event.
We are able to see a distinct differentiation between stars with injected transits
and normal observed stars in our transit search. Figure 2.2 shows that the stars with an
injected transit rise significantly above the stars without such a transit. This makes us
confident that we would be able to find well defined transits in our brighter stars.
2.5 NGC 7789
I reduced the CCD data of NGC 7789 for June and July of 1999 to test DIA precision for
finding extrasolar planets. I used the techniques described in section 2.2.2 to determine
the photometry of the stars of that cluster and subsequent research used the reduced
data to search for transits. Approximately 20 low amplitude short duration events were
discovered in the data, though many of them are eclipsing binary stars.
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Figure 2.2: Results of transits injected on CCD one. The left panel shows the results
of the ∼700 stars which had injected transits. The bulge indicates the easily determined
transit signals. The right panel includes all stars on CCD one, including the original stars
and stars with an injected transit. Very few stars achieve our cutoff of a S/N of 8.
Results
As noted in section 2.2, the open cluster NGC 7789 included observations from June and
July of 1999 (in rotation with NGC 6819 and NGC 6940), and from a continuous observing
run in September of 2000. I reduced the data from 1999 while separately and concurrently
Bramich reduced the data from 2000. Based solely on the data from 1999, the NGC 7789
photometry has precision down to 3 millimags. This precision was sufficient to detect
extrasolar planetary transits, if any were discovered. The magnitude versus RMS(mag)
plots for chip 2 for June and July are shown in figure 2.3.
Reduction of the data from NGC 7789 yielded light curves for approximately 33,000
stars, with 2,400 stars having better than one percent precision (Bramich et al. 2005).
We used this reduced data of NGC 7789 to search for transits using a matched-filter
algorithm with a boxcar shape for the transit curve, similar to the procedure described
in 2.3. The algorithm highlighted approximately 20 low amplitude, short duration events
which were possible extrasolar planet transit detections. Upon further analysis, nearly all
of the transit candidates are actually eclipsing binary stars, and the remaining events have
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Figure 2.3: This shows the magnitude versus precision with which we measured the stars
of NGC 7789 in June and July of 1999. The line with the open circles shows the precision
necessary to detect a Jupiter radius planet crossing a 1.1 solar radius star (left-most circle),
down to a 0.3 solar radius star. The dashed line is the theoretical limit of precision based
on known CCD limitations.
too little data for a definitive determination (Bramich et al. 2005).
We highlight two eclipsing binaries with three transits from the June 1999 data in
figure 2.4, EB-9 and EB-13. Both of these well-sampled eclipses show evidence of their
companion stars. In the case of EB-9, there is a secondary eclipse, slightly more shallow
than the primary eclipse. This secondary eclipse occurs when the dimmer star of the
two in the system goes behind the brighter star. The second system, EB-13, has a sharp
bottomed eclipse, and shows strong sinusoidal variation outside of the actual eclipse. That
sinusoidal variation suggests heating from a companion star.
None of the data reduced from NGC 7789 looks unequivocally to be an extrasolar
planet transit. However, with the DIA reduction method, we show that we can achieve
precision sufficient to detect such transits, if they are in the data.
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Figure 2.4: Two eclipsing binary stars derived from the reduction of NGC 7789. The
system on the left, EB-9 includes the data from 9/2000 (top data), 7/1999 (middle data)
and 6/1999 (bottom data), and all data sets show the primary and secondary eclipse. The
right figure, EB-13, shows sinusoidal variation outside of eclipse, suggesting heating from
a companion (Bramich et al. 2005).
31
CHAPTER 3
A Dearth of Planetary Transits in the direction of NGC 69401
Abstract:We present results of our survey for planetary transits in the field
of NGC 6940. We think nearly all of our observed stars are field stars. We
have obtained high precision (∼3-10 millimags at the bright end) photometric
observations of ∼50,000 stars spanning 18 nights in an attempt to identify
low amplitude and short period transit events. We have used a matched filter
analysis to identify 14 stars that show multiple events, and four stars that show
single transits. Of these 18 candidates, we have identified two that should
be further researched. However, none of the candidates are convincing hot
Jupiters.
3.1 Introduction
We present results from a deep search for planetary transits in the field of NGC 6940.
We describe the observation and data reduction methods used in order to extract light
curves for each of these stars. We show that using these methods we can achieve the
accuracy necessary to detect planetary transits of a Jupiter-radius object. We describe
our transit finding algorithm and show with simulations that we can recover injected
transits using that algorithm. Finally, we describe several transit candidates: 14 stars
that show multiple low amplitude short duration events and four stars that show single
events. We have rejected all but two as poor transit candidates. These two stars could be
researched further.
1Much of this chapter has been previously published (Hood et al. 2005)
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Table 3.1: Parameters of open cluster NGC 6940
RA (J2000.0) 20 34 26
Dec(J2000.0) +28 17 00
l 69.90
b -7.17
Distance(pc) 770
Distance modulus (mag) 10.10
Age(log10) 8.858
Age(Gyr) 0.72
[Fe/H] +0.01
E(B-V) 0.214
3.2 Observations and Reduction
3.2.1 Observation
Observations were taken over June and July of 1999 using the 2.5 metre Isaac Newton
Telescope at La Palma, Canary Islands. Usable observations were taken on 18 nights
between 22-30 June and 22-31 July. Images were taken with the Wide Field Camera, a
mosaic consisting of four 2048 x 4096 pixel EEV CCDs, mounted at the prime focus of
the INT. The mosaic created a 0.29 square degree field of view with 0.33 arcsec per pixel
(see fig. 3.1).Using the observing regime detailed in section 2.2 on page 19, we obtained
251, 278, 267 and 249 usable frames of NGC 6940 for each of the four CCDs, respectively.
3.2.2 Data Reduction
After standard CCD processing, the individual science frames were reduced with differ-
ential image analysis, based on code developed by Bond et al. (2001). The process is
described in more detail in section 2.2.1 and summarized here.
We used an automated script and IRAF tools to build a 3-sigma clipped mean
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Figure 3.1: CCD Mosaic of NGC 6940.
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masterbias and 3 − σ clipped mean masterflat frame. From each of the science frames
we then subtracted the masterbias frame and divided the masterflat. For the reduction
procedure, we considered each of the CCDs separately. However, we considered all the
observations as one run, over June and July 1999, instead of considering them as separate
runs.
Following standard processing, we reduced the photometry on the science frames
using differential image analysis (DIA) (Alard & Lupton 1998; Alard 2000). Our imple-
mentation of DIA code was written for the MOA project (Bond et al. 2001). All of the
processes are automated into scripts which call on C applications.
Differential Image Analysis (DIA) is excellent for accurately measuring variable
stars within a somewhat crowded field. The idea of differential image analysis is that
constant stars are removed from the observations, leaving only those stars in which we
are interested, because they contain variability induced possibly by a transiting planet.
We first used a script to build a reference frame that is a combination of the best seeing
frames in the entire run. Alard (2000) showed that using several good seeing science frames
generated better results than just using one best frame as the reference.
We subtracted this reference frame from each of the science frames to create residual
images. In order for the subtraction to be successful, we had to convolve the reference
frame to the same seeing as each of the science frames. The science frames I(x, y) are
related to the reference frame R(x, y) with the convolution equation:
I(x, y) = K(u, v, x, y)⊗R(x, y) +B(x, y) (3.1)
where K(u, v, x, y) is the convolution kernel and B(x, y) represents the sky background.
Thus, the residual images should have only random noise at the positions of constant
stars, while the variable stars will create a dark or light spot on the residual, depending
on whether or not the star was dimmer or brighter (relative to the reference frame) in the
working image. This method generally performs much better than PSF fitting, particularly
with blended stars (Alard & Lupton 1998).
Finally, we measure the flux on the residual images using an optimal PSF scaling
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(a) CCD 1 (b) CCD 2
(c) CCD 3 (d) CCD 4
Figure 3.2: Photometric precision vs R instrumental magnitude. The lower line represents
the theoretical RMS precision based on the CCD noise model. The upper line represents
the eclipse depth of a Jupiter sized planet eclipsing a (from left) 0.6, 0.5, 0.4, 0.3 MSun
stars at cluster distance 770 pc.
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at the position of each star. Stars have already been identified using PSF fitting on the
reference image, using IRAF’s DAOPhot package.
3.2.3 Photometric Precision
We find that with the above processing, we can achieve an rms scatter of 0.004 – 0.006
mag at the bright end of our observations; good enough to detect planetary transits (see
Fig. 3.2). However, only a very small number of our stars have precision near this limit.
Only ∼4400 stars of the ∼50,000 have rms scatter better than 1%.
Our instrumental magnitude saturation limit for each of our CCDs was approx-
imately 17. Beyond that limit, saturated stars, bad columns, and CCD defects were
identified as stars. We also see that CCD three (figure 3.2 c) has a much tighter curve
than the other three CCDs, meaning that more of the stars are close to the theoretical
limit of precision. This is because we were able to combine 12 best seeing frames in order
to make the reference frame for CCD three. The constituent frames of the reference frame
need to be roughly sequential, or at least occur on the same night, and only CCD three
had such a run of sequential, good seeing frames, without defects. The other CCDs only
had four to six sequential frames with good seeing (most had output errors). This created
slightly worse reference frames on the other three CCDs and stars with more scatter in
the measure of precision.
3.2.4 Colour Data
We found ∼350 photometric standard stars for the field of NGC 6940 from the Canadian
Astronomy Data Centre (Stetson 2000). Of these standard stars, we were able to use ∼240
stars to calibrate the observations (∼110 of the standard stars were saturated in our data).
To change our observations from the instrumental CCD magnitudes into standard R and
I magnitudes, we made a linear regression to put CCD one into the standard observations,
then corrected each of the other CCDs to conform roughly to CCD one’s values.
We began by computing a linear regression between the instrumental r and i values
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(a) CCD 1 (b) CCD 2
(a) CCD 3 (b) CCD 4
Figure 3.3: Colour magnitude diagrams. Colour magnitude diagrams for each of the four
CCDs, with the colours and magnitudes converted to standard values. The highlighted
stars are our transit candidates. The line represents a theoretical main sequence for a
cluster 770 parsecs away, but only K and M stars would be represented by the line. The
main dark ridge in each of the graphs, with R − I colour indices of 0.5-0.75 are spectral
type K3-K8.
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Figure 3.4: Photometric precision vs stellar radii. The lines show the transit amplitude
that would occur with planets 0.5, 1.0, and 2.0 RJup. The colours in the plot correspond
to the magnitudes of the stars observed, with red being 16th magnitude, and purple being
24th magnitude.
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and the standard (Johnson-Cousins) observed R and I values of our 240 stars:
RJC = rCCD × 0.977 + 0.192 (3.2)
and
IJC = iCCD × 0.985− 0.702 (3.3)
Unfortunately, the photometric standard stars observed were in the center of the
cluster, so they only appear on CCD one. Thus, offsets were inferred for the remaining
three CCDs by assuming that the mean magnitude in r and the colour r− i of all the stars
(to magnitude 20, when we have large errors) would be approximately equal. We found
that the following offsets correct the biases of the other CCDs:
(r − i)CCD2 = (R− I) + 0.064 (3.4)
rCCD2 = R− 0.105 (3.5)
(r − i)CCD3 = (R− I)− 0.338 (3.6)
rCCD3 = R− 0.177 (3.7)
(r − i)CCD4 = (R− I)− 0.073 (3.8)
rCCD4 = R− 0.148 (3.9)
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3.2.5 Colour Magnitude
Using the calibrations above, we computed the R − I colour index for each star and
produced a colour-magnitude diagram (Figure 3.3). We were unable to find a significant
main sequence in the observations of NGC 6940. The 300 s exposures have saturated the
members of our cluster, which is only ∼770 pc distant, as opposed to the much larger
distances of the other clusters (∼1900 and ∼2400 pc). Only the K and M cluster members
of NGC 6940 were faint enough to be observed, but we believe that not enough of these
have been observed to consider our stars part of the cluster. We assume that all our data
only refers to field stars. The Besanc¸on model2 for our direction of the galaxy and our
observation limits in R estimates that 94.5% of our observable stars should be K0 spectral
type or later (Robin et al. 2003). This correlates very well with the observed R− I colour
indexes for our stars, which suggest that 94.3% of our stars are of K0 spectral type or
later.
3.2.6 Stellar Radii
We used the calibrated R − I index to estimate the stellar radius for each of the stars in
our data set. We did this by interpolating between standard values of stellar radius and
standard R− I (Cox 2000) to arrive at this polynomial:
R∗/RSun = 1.333− 1.548(R− I) + 1.131(R− I)2 − 0.3501(R− I)3
(3.10)
Judging from the calibrated R− I index, nearly all our main sequence stars are K and M
type. We can determine roughly the stars that have sufficient precision by comparing the
rms of the star with the depth of a theoretical transit of a Jupiter-sized object. Figure 3.4
shows the scatter of each of our stars compared to the stellar radii. The lines represent
0.5 RJup, 1 RJup, and 2RJup transits in front of stars with the appropriate stellar radii.
2The Besanc¸on model is a self-consistent model of the Galaxy which agrees with Hipparcos and the
observed rotation curve. It allows observers to simulate large data sets by providing observational
constraints, for instance: a 0.29 arcsec field in the direction l=69.9 and b=-7.17 and magnitude limits
from 16-24 in R band. The model returns all the stars (with parameters such as radius, metalicity, and
spectral type) for those constraints(Robin et al. 2003).
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Almost none of our stars have precision good enough to view the transit of a 0.5 RJup
planet, however, about 19% of our stars have enough precision to measure a one RJup
transit, while nearly 56% have precision to measure a two RJup transit. We have not
provided a rigorous treatment of extinction and reddening, which will affect the computed
size of the stars, because we are observing field stars, with varying distances.
3.3 Results
Presented in this section are the results from the observations of NGC 6940. Similar
analysis for NGC 7789 or NGC 6819 can be found in (Bramich et al. 2005) and (Street
et al. 2003), respectively.
In addition to the low-amplitude, short duration eclipses we highlight in this section,
we found scores of traditional eclipsing binary stars, which show sinusoidal variation and
primary and secondary eclipses. For brevity, we do not describe those in this work.
3.3.1 Multiple Transit-like Events and Variable Stars
Our transit search algorithm has discovered 14 stars in the field of NGC 6940 that have
multiple short duration eclipses. Using the transit depth and stellar radii computed from
their colour indices, we have determined a possible radius of each of the stellar companions.
Every stellar companion is smaller than 0.35 R, and six are smaller than 0.25 R. Folded
lightcurves can be found in Figures 3.5, 3.6, and 3.7, while the parameters of each system
are found in Table 3.2.
Star 6405 : Our eclipse depth of 8.9% appears to be too conservative, so the assigned
companion radius of 2.1 RJup is probably too small. However, the most damning feature
of this eclipse (in terms of it being a planet) is the shallow secondary eclipse that occurs
at half the orbital phase. This is definitely a binary system.
Star 16016 : This is one of our best sampled candidates, with 4 events observed. The
noise amplitude of the lightcurve is consistent with other 20th magnitude stars in our sam-
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Table 3.2: System parameters of stars that show multiple transit-like events. Non-integer
values of Nt mean that we observed partial eclipses.
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Table 3.3: System parameters of stars that show single transit-like events
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(a) 6405 (b) 16016
(c) 9939 (d) 13652
(e) 1068 (f) 1254
Figure 3.5: Folded lightcurves from each transit candidate. A truncated cosine approxi-
mation is used to identify the transit, then all transits are folded together to produce the
figures.
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(g) 2133 (h) 11807
(i) 13180 (j) 6716
(k) 7350 (l) 8837
Figure 3.6: Folded lightcurves from each transit candidate. A truncated cosine approxi-
mation is used to identify the transit, then all transits are folded together to produce the
figures.
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(m) 12930 (n) 15028
Figure 3.7: Folded lightcurves from each transit candidate. A truncated cosine approxi-
mation is used to identify the transit, then all transits are folded together to produce the
figures.
ple. The eclipse bottom does not look particularly sharp, though sparse time sampling
could have hidden that feature. We have computed a companion radius of 2.1 RJup.
Star 9939 : This has a fairly sharp eclipse, though it is only well sampled on egress, sug-
gesting a grazing binary star. It is also fairly deep, with nearly a 25% drop in magnitude.
However, our colours suggest the parent is an M2 star, with a radius of a little under half
a solar radii, giving the companion a radius of ∼2.4 RJup.
Star 13652 : This 18% eclipse is not as sharp as some of our other obvious binary stars,
though the faint magnitude has introduced enough noise to make it difficult to ascertain.
The parent star is one of our brighter candidates, a K4. The estimated companion radius
is 3.1 RJup, though that is a lower limit, as our eclipse may be deeper than our model
suggests. Thus, it is probably a star.
Star 1068 : If it were indeed a planetary transit, the companion radius would be around
2.2 RJup, orbiting the K5 parent star. However, the sharp eclipse suggests a grazing bi-
nary, though sparse time-sampling and few observed eclipses may have contributed to that
perception.
Star 1254 : We cannot really classify if the eclipse is sharp or round bottomed, due to
few eclipses and sparse time-sampling, though we think this could be a grazing binary.
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(a) 1995 (b) 11284
(c) 2510 (d) 1533
Figure 3.8: Unfolded lightcurves from single transit events. The vertical lines delineate
the nights of observation.
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If the eclipse is caused by a planetary companion to the K5 star, Rc would be around 3
RJup.
Star 2133 : Out-of-eclipse variation suggests that perhaps this is a binary star. However,
it is one of our faintest eclipses, with a 3.9% dip found with three observed eclipses. This
would indicate a planetary companion of 1.5 RJup, which is well within the range for hot
Jupiters. We suggest a follow up study of this star. It is also one of the brightest stars in
our sample at 17.4 mags, which makes it a good candidate for further research.
Star 11807 : This faint star seems to have a somewhat sharp eclipse, suggesting a grazing
binary. The eclipse depth of 11.4% may be too conservative, so the computed value of the
companion at 3 RJup is probably too small.
Star 13180 : This star exhibits some significant out-of-eclipse sinusoidal variation. The
sinusoidal period (4.46 days) appears to be slightly but significantly out of sync with the
eclipse period (4.04 days). The variation may be star spot activity on the star. A sharp
eclipse suggests that this is a binary star grazing its companion.
Star 6716 :Sparse time-sampling prevents us from definitively saying this eclipse has a
sharp bottom, but it appears so, suggesting a grazing binary star. The model suggestion
of a 12.8% dip is conservative, so the computed companion size of 2.7 RJup is a minimum.
Star 7350 : This somewhat deep transit could be sharp bottomed, but the time-sampling
is too sparse to say for sure. Since the parent is a relatively bright K6 star, we have very
little scatter in our data points, and the model fits relatively well.
Star 8837 : This sharp eclipse has some scatter out of the primary eclipse, and could have
a secondary eclipse that we have not yet found. Also, the companion is computed to be
larger than 3 RJup, so is probably another star.
Star 12930 : Though this is one of the faintest stars in our list of candidates, we can find
the periodicity because we have luckily observed four transits. However, the scatter does
prevent us from saying if the eclipse is sharp or round bottomed.
Star 15028 : Our models fit this eclipse exceptionally well, but it is fairly deep at 25%,
and suggests a companion radius of 3.6 RJup. Further observations would be necessary to
determine the shape of the eclipse.
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3.3.2 Single transit events
We have also discovered several single low amplitude transit-like events. We are unable
to estimate a period for these events, but we can use the colour indices to compute the
radii of the stars and the companions. Complete lightcurves are in Figure 3.8 and the
parameters are found in Table 3.3.
Star 1995 : Our models fit this eclipse well within the limited time-sampling, but it is
fairly deep. However, our colours indicate a late type star with a radius of 0.581 R which
suggests a companion radius of 2.7 RJup.
Star 11284 : Again, sparse time sampling makes it difficult to characterize the shape of
the eclipse. Our computations suggest a companion size of 2.4 RJup.
Star 1533 : This is a fairly faint star, at nearly 20th magnitude, so there is some amount
of scatter in our data points. However, the late type star (K5) can produce this fairly
deep eclipse with companion 3.8 RJup, which is a bit large for a planet, and is probably
a star. At other points in the data, there could be secondary eclipses that are unresolved
with our limited time-sampling, so this could be a faint binary.
Star 2510 : This single transit eclipse could be sharp-bottomed, and scatter could obscure
secondary eclipses. However, we have computed a companion radius of 2.6 RJup.
3.3.3 System Models: Checking Transit Duration
Using the stellar parameters in Table 3.2, we attempted to compare our measured transit
duration with a computed transit duration, based on the size of the star (derived from the
colour index), the size of the companion (based on the measured transit depth), and the
period. Table 3.4 reports these values of transit durations and the ratio between the two.
This is not an absolutely rigorous check (because a missed transit could give us a spurious
period), but it does give us some idea as to if the system which we describe is actually a
possibility.
We find that four of our stars, 6405, 1068, 1254 and 13180, have observed values
within ∼20% of the computed value of the transit duration. This is not an endorsement of
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Table 3.4: Computed versus Observed Transit Duration
star p (d) ∆tc (h) ∆to (h) ratio
6405 1.42 1.1 1.4 0.79
16016 2.17 1.5 3.0 0.50
9939 2.20 1.3 2.1 0.62
13652 2.22 1.6 4.0 0.40
1068 7.14 3.2 3.8 0.84
1254 4.90 2.7 2.4 1.13
2133 3.74 2.0 3.4 0.59
11807 5.82 3.3 2.6 1.27
13180 4.04 2.2 2.4 0.92
6716 3.65 2.2 4.6 0.48
7350 1.77 1.3 3.0 0.43
8837 3.54 2.2 3.5 0.63
12930 2.67 1.8 3.2 0.56
15028 3.45 2.2 3.3 0.67
these candidates as planets (indeed, we strongly suspect 6405 to be a binary system, due
to the secondary eclipse), but we feel it does probably eliminate the other systems from
being planetary systems. Further, each of the four systems have companions computed
to be between 2.0–3.0 RJup, too large to be considered planets, meaning that most likely
none of our candidates are planets.
3.3.4 Modeling the Planet Catch
Our simulations suggest that if all our stars had a hot Jupiter, ∼5.7% of stars would show
an eclipse. That is, the planet’s orbit and orbital inclination would allow us to record
that transit with our observation regime. Our transit searching algorithm has shown that
it can find ∼25% of these transits, if they are randomly distributed over the magnitude
ranges we have in our data set. Finally, recent research by Fischer, Valenti & Marcy
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(2004) has quantified the relationship between metallicity and planet frequency, allowing
us to quantify how many planets we would expect in our sample, if it mimics the solar
neighborhood.
The Besanc¸on model supplies us with metallicities for each star in the model, specific
to our galactic coordinates. We use these metallicities because we are looking at field
stars in the direction of NGC 6940, instead of members of that cluster. We have used
the Fischer, Valenti & Marcy (2004) data to estimate the probability that each star in
our model has a planet, based on its metallicity. We estimate that if the same planet
abundance holds in the direction of NGC 6940 as in the solar neighborhood, then ∼ 2800
of our stars have Doppler-detectable planets around them, with periods up to three years.
Our observation regime and the inclination of the system allow us to see the transit of 5.7%
of those systems, or 160 stars. Further, if the periods of extrasolar planets are assumed
to be uniform over log space, then because we are only looking for hot Jupiters, and not
planets with periods up to 3 years, we will only see 18% of the stars with planets, or ∼29
transits. Finally, our transit detecting algorithm, when tested on all stars in our data set,
was able to find 25% of transits, or seven transits.
To test a more conservative scenario, we also ran our simulations with a 1.0 RJup
transiting planet, and with a more conservative (and updated) metallicity scenario (Fischer
& Valenti 2005) When we changed our simulated planets to be 1.0 RJup instead of 1.5
RJup, we find that our number of expected planets changes instead to four transits. When
we run our simulations with the updated metallicity data, our expected number of planets
is two planets.
We have produced high precision photometry for ∼50000 stars in the direction of
NGC 6940. If we use the Besanc¸on model coupled with the Fischer, Valenti & Marcy (2004)
relationships, then we should find about seven hot Jupiters in our data set. However, we
have found no convincing hot Jupiters. Nearly all of our ‘candidates’ are almost certainly
grazing binary stars, though a few simply have too little data to define them. One of our
stars (16016) has an eclipse that might be round bottomed, and the computed radius of
the companion is 2.1 RJup, which may be an M dwarf. Another (2133), which exhibits
out of eclipse variation (suggesting a binary star) has a computed companion radius of 1.5
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RJup, which is well within the range of hot Jupiter radii. We recommend these stars for
further study.
We can use Poisson statistics to estimate the significance of our null result, using:
p(x) =
e−aax
x!
(3.11)
where p(x) is the probability of our null result, a is our expected number of planets
(seven) and x is our actual planet catch (zero). We use this to calculate that there is
only a 9.12 × 10−4 chance of finding zero planets when we expect seven. This gives us a
3.3σ null significance. However, if we instead use the more conservative 1.0 RJup planet
radius, and the expected four transits, there is a 2% chance of finding zero planets when
we expect four. Finally, if we use the more conservative metallicity correlation and the
more conservative planet radii, we find a 14% chance of finding a null result.
The lack of detections is surprising, even given the expected metallicity distribution
in the stellar field population we surveyed. The main systematic difference between the
population studied here and the solar neighborhood samples studied by (Fischer, Valenti
& Marcy 2004) is that our stars are predominantly late K or M dwarfs of 0.7 RSun or
smaller. Radial velocity surveys have only discovered two M dwarfs harbouring planets,
but that could be an observational bias against M dwarfs, which are often too faint for
RV studies. Our results point to a lower incidence of hot Jupiters among late K and M
dwarfs than among F or G dwarfs, regardless of the metallicity. A group at McDonald
Observatory have searched M dwarfs for planetary companions, and have found in general
a lower frequency of planets around M dwarfs than around F G and K stars (Endl et al.
2003; Endl et al. 2006). Our results independently support their conclusions that hot
Jupiters are less common around M dwarfs, and the lack of planets is not an observational
bias.
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3.4 Conclusions
We have obtained high precision light curves for ∼50,000 stars in the direction of the open
cluster NGC 6940 using differential image analysis. We have used Monte Carlo simulations
(described in detail in section 2.4 on page 27) to estimate how many transiting planets
we should expect to find, assuming planetary frequency of the solar neighborhood. We
determined the sizes of the stars using colour information from our observations and
calibrated stars from (Stetson 2000). Using a matched filter algorithm, we have identified
several stars that exhibit behavior similar to that which is produced by an extrasolar
planet. However, most of our candidates exhibit secondary or sharp-bottomed eclipses,
suggesting that the stars in question are binary stars and not stellar systems with hot
Jupiters.
We have been unable to find the number of stars with transiting planets we estimated
we would find. This could be because we are looking at mostly late type K and M stars,
instead of earlier type F and G stars. We have identified several candidates with multiple
transit-like events, and some with single events, though none are unambiguously caused
by planetary companions.
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CHAPTER 4
Reflected Light from Three-Dimensional Exoplanetary Atmospheres
Abstract:In this chapter we present radiation transfer models that demon-
strate that reflected light levels from three-dimensional exoplanetary atmo-
spheres are more than 50% lower than those predicted by homogeneous or
smooth atmospheres. Compared to smooth models, three-dimensional atmo-
spheres enable starlight to penetrate to larger depths resulting in a decreased
probability for the photons to scatter back out of the atmosphere before being
absorbed. The increased depth penetration of starlight in a three-dimensional
medium is a well known result from theoretical studies of molecular clouds
and planetary atmospheres. For the first time we study the reflectivity of
three-dimensional atmospheres as a possible explanation for the apparent low
geometric albedos inferred for extrasolar planetary atmospheres. Our models
indicate that three-dimensional atmospheric structure may be an important
contributing factor to the non-detections of scattered light from exoplanetary
atmospheres.
4.1 Introduction
Since the discovery of the planet orbiting 51 Peg over a decade ago (Mayor & Queloz 1995),
the detection and characterization of extrasolar planets has become an area of intense
study. To date, over two hundred extrasolar planets have been discovered primarily by
the measurement of the doppler shifting of stellar spectral lines due to the motion of the
star around the centre of mass of the exoplanetary system. Other indirect techniques
that have succesfully detected extrasolar planets include transit searches (Pont 2006) and
microlensing (Beaulieu et al. 2006). The first detection of direct light from an extrasolar
planet was the infrared emission due to reprocessed starlight in the warm atmospheres
of the planets orbiting TrES-1 and HD209458 (Charbonneau et al. 2005; Deming et al.
2005).
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Many of the extrasolar planets so far detected orbit within a few astronomical units
of their parent star. The direct detection of reflected starlight from the exoplanetary at-
mospheres is therefore a realistic goal (e.g., Seager, Whitney & Sasselov 2000). However,
despite intense effort observers have been unable to detect stellar light reflected from the
atmospheres of any extrasolar planets. Collier Cameron et al. (1999) and Charbonneau
et al. (1999) have developed techniques that exploit the doppler effect to separate the
spectral lines of an extrasolar planet from the lines of the parent star, but they have been
unable to definitively detect the faint signature. A detection of reflected light from the
planet orbiting Tau Bootis by Collier Cameron et al. (1999) was unverifiable in the follow-
ing observing season (Collier Cameron et al. 2004). However, through their subsequent
work, they have set an upper limit of 0.39 for the planet’s geometric albedo, (Ag), as-
suming a grey albedo and a Venus-like phase function (Leigh et al. 2003a). Furthermore,
using similar methods they found that the geometric albedo of the companion to HD 75289
has an upper limit of Ag = 0.16 (Leigh et al. 2003b). Analysis of data from the MOST
satellite has set an optical (400-700 nm) albedo limit of Ag = 0.25 on the planet orbiting
HD 209458 (Rowe et al. 2006).
These non-detections of reflected light and upper limits on the geometric albedo
imply that, when compared to solar system planets, the extrasolar planets are very dark
at optical and near-infrared wavelengths. In comparison, the geometric albedos of solar
system gas giant planets are in the range 0.41 to 0.52 (Cox 2000). This could mean that
the particles in the exoplanetary atmospheres have very low scattering albedos or scat-
tering phase functions that are very forward throwing so that starlight is directed deep
into the atmosphere from where it has a small probability of scattering back out. Another
possibility that has not been considered to date is the effect of three-dimensional atmo-
spheric structure on the radiation transfer of starlight and hence the overall reflectivity of
exoplanetary atmospheres.
Previous studies have shown the importance of three-dimensional radiation transfer
effects on the penetration of starlight into dark clouds (Boisse 1990), the analysis of re-
flection nebulae (Mathis, Whitney & Wood 2002), and the infrared spectrum from dusty
ultracompact H ii regions (Indebetouw et al. 2006). In the planetary atmosphere com-
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munity much effort has been devoted to developing three-dimensional radiation transfer
techniques to study the penetration of Solar radiation through clouds in the Earth’s at-
mosphere (Cahalan et al. 2005). Studies of clouds in the Earth’s atmosphere have shown
they have a fractal structure (Lovejoy 1982). Additionally, Kuchinke, Fienberg & Nunez
(2004) showed that a three-dimesional Monte Carlo radiation transfer simulation in frac-
tal clouds results in a more accurate representation of radiation penetration in real clouds
than a plane-parallel homogenous simulation. Though we lack the large amount of data of
atmospheric scientists studying the Earth, this research is likely applicable to extrasolar
planetary atmospheric simulations.
The work we present in this thesis is motivated by the non-detections of reflected
light from exoplanets and the clear three-dimensional nature of clouds in the atmospheres
of the Earth and other planets in the Solar System. We present three-dimensional radiation
transfer simulations of the reflected light from inhomogeneous exoplanetary atmospheres.
In this first chapter we compare the reflectivity of homogeneous and hierarchically clumped
atmospheres. This approach allows us to identify and characterize the different reflectivi-
ties of uniform and 3D atmospheres. In chapter 5 we will extend our analysis to study a
more detailed atmospheric model incorporating multiple species of scatterers, cloud decks,
and vertical density gradients within the atmosphere.
In §4.2 we describe our numerical radiation transfer code, the algorithm we use for
generating a hierarchically clumped 3D atmosphere, and the adopted scattering properties
of particles within the atmosphere. Results of our radiation transfer simulations for a
wide range of atmospheric optical depth, porosity, and particle scattering properties are
presented in §4.3. In §4.4 we summarize our results and their applicability to observations
and models of extrasolar planetary atmospheres.
4.2 Model ingredients
This section describes the radiation transfer technique, atmospheric geometry, and particle
scattering properties we adopt for our 3D radiation transfer simulations.
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4.2.1 Monte Carlo radiation transfer code
For our reflected light simulations we use a 3D Monte Carlo scattering code, described
in (Wood & Reynolds 1999). This code simulates radiation transfer through a 3D linear
Cartesian grid onto which the density structure is discretized. The code accurately treats
multiple, anisotropic scattering for any analytic or tabulated angular scattering phase
function. We do not consider the reprocessing of stellar photons that are absorbed in the
simulation. This in effect assumes that all photons that are absorbed by the planetary
atmosphere are re-emitted at wavelengths that are well separated from the incident wave-
length. Therefore our simulations will be accurate at optical wavelengths where reflected
light dominates the planetary spectrum.
The density grid we employ for the simulations in this paper has 200 cubical cells
on a side, for a total of 8× 106 cells. We set up a semi-infinite atmosphere so that photon
packets exiting the grid through x or y faces, re-enter the grid on the opposite face. Thus
photons can only escape through the upper and lower z boundaries of the grid. See Section
4.2.4 below for our treatment of different lower z boundary conditions. It should be noted
that because of our semi-infinite treatment of the atmospheric simulation, we are unable
to reproduce the small amount of light which might otherwise pass through a tenuous
atmosphere when the planet is directly between the star and the observer (at a 180◦phase
angle). Since we are considering reflected light and not transmission spectra, we do not
feel this is an obstacle to our approach.
The grid is illuminated from the outside with photons entering the upper z face
at specified angles representing the incident angle of stellar photons on the atmosphere.
When photons exit the grid through either the upper or lower z faces, they are binned in
solid angle according to their direction of travel. The output of a simulation is the direction
dependent reflected light levels in 400 evenly spaced solid angle bins (20 divisions in cos θ
and 20 divisions in φ). We ran simulations for each realization of the atmosphere geometry
with incident angles in the range 0◦ to 85◦ (measured from the normal to the upper z face
of the simulation grid) in 5◦ increments. The results of those simulations are the flux
emitted in each of the 400 solid angle bins, and can be presented graphically, as in figure
4.5
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Following other theoretical simulations of reflected light (e.g., Sudarsky et al. 2005),
the results of our reflected light simulations from the semi-infinite models are tiled to gen-
erate the total reflected light from the planet. In the semi-infinite simulation we specify
the incident angle of radiation and the output is the angle dependent reflectivity. Us-
ing the results from the semi-infinite simulations we may then specify an incident angle
of radiation, an emergent angle of scattered radiation and find the flux compared to a
Lambertian1 scattering surface. Using equation 9.8 from Sobolev (1975)
H(α) =
∫ pi/2
α−pi/2
cos(α− ω) cosωdω
∫ pi/2
0
ρ(η, ζ, φ) cos3 ψdψ (4.1)
we determineH(α), the radiation flux emerging from a planet with respect to the planetary
phase α. Figure 9.1 of Sobolev (1975), reproduced here as figure 4.1, helps illustrate the
angle naming conventions. In this equation η is the cosine of the angle of emergence with
respect to the outward normal, ζ is the cosine of the angle of incidence with respect to the
outward normal, φ is the azimuthal angle between those two angles. The planetocentric
coordinates of latitude and longitude are represented by ψ and ω. Finally, ρ is the output
from our Monte Carlo simulations and it is the reflection coefficient, or the flux scattered in
a particular direction from the surface compared to an isotropically scattering surface. Our
treatment of tiling results from many semi-infinite simulations follows that of (Sudarsky
et al. 2005), but we use Monte Carlo for the radiation transfer and our simulations are
for 3D atmospheric density structures.
4.2.2 Atmosphere geometry
The goal of this paper is to investigate the effects of 3D density structures on the reflec-
tivity of extrasolar planets. Therefore we begin with the simplest geometry of a uniform
density atmosphere (no vertical stratification) and compare the resulting reflectivity with
3D atmospheres of the same total mass. We convert the uniform density to 3D using
the hierarchical clumping algorithm of Elmegreen 1997 as described in Mathis, Whitney
& Wood 2002 and modified in Wood et al. 2005. The hierarchical clumping algorithm
randomly casts N1 points in 3D space at the first level. At the second level N points are
cast around each of the N1 points from the first level, but with a separation in the range
1A Lambertian surface is completely non-absorbing and scatters an equal intensity in all directions.
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Figure 4.1: This figure from Sobolev (1975) illustrates the naming conventions used to
identify the longitude, ψ, latitude, ω, and phase angle, α.
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±∆(1−H)/2, where H is the hierarchical level and f = logN/ log∆ is the fractal dimension
of the hierarchical structure. At all subsequent levels a further N points are cast around
each of the points cast at the previous level, again with separation in the range ±∆(1−H)/2.
The density in our Cartesian grid is proportional to the number of points in each cell that
were cast at the final hierarchical level. See Figure 4.2 for a graphical representation of
the algorithm and how the density in each cell is determined (Wood et al. 2005).
In the simulations presented here we use five hierarchical levels, N = 32, and fractal
dimension f = 2.6. This value of the fractal dimension approximately corresponds to a
projected two-dimensional area-perimeter dimension of 1.36, appropriate for clouds in the
interstellar medium (e.g., Sa´nchez, Alfaro & Pe´rez 2005) and also clouds in the Earth’s
atmosphere (Lovejoy 1982).
We convert the uniform density to 3D using this algorithm and leave a fraction
of the mass, fsmooth, in a smooth density component, the remainder being distributed
according to the hierarchical algorithm. The minimum vertical optical depth for a 3D
model is τ3Dz = fsmoothτz, where τz is the optical depth of the smooth model and fsmooth is
the mass fraction that is smoothly distributed in the 3D model. This optical depth occurs
for sightlines along which there is no material distributed by the hierarchical clumping
algorithm.
To investigate different porosity levels of the atmosphere we adopt the approach
of (Wood et al. 2005) and vary the number of points, N1, cast at the first hierarchical
level. For small values of N1 the porosity will be high and as N1 increases the density
approaches a more uniform distribution. Specifically we investigate atmosphere models
with N1 = 2, 8, 32, and 128. These values correspond to porosity values of around 99%,
95%, 80%, and 45% respectively, where we define porosity as the fraction of the volume
that is occupied by the smooth density component and not material that was distributed
by the hierarchical clumping algorithm. We also determine the covering factor of the
hierarchically distributed clumps in the grid by creating column density maps viewed
along the z axis of the grid. For the N1 values used in the paper the covering fractions
are approximately 15%, 45%, 90%, and 100% respectively. These values of the porosity
and cloud coverage do not change significantly (within a few percent) for different random
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Figure 4.2: Two-dimensional illustration of the fractal-generating algorithm for a three-tier
scheme. Four random points (squares) are cast at the first level. At each subsequent level
a further four points are cast around each of the points cast at the previous level. In this
example there are a total of 16 points (diamonds) cast at the second level, and a total of
64 points (plus signs) cast at the third level. The density in each cell in the grid (dotted
lines) is proportional to the number of plus signs in the cell. In our three-dimensional
models we use a five-tier scheme with N1 = 2, 8, 32, or 128 points cast at the first level,
and at each subsequent level we cast N = 32 points around each of the points cast at the
previous level. Increasing N1 results in an overall smoother medium (Wood et al. 2005).
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castings of the first N1 points in the hierarchical clumping algorithm. For the rest of the
paper we refer to different 3D simulations according to their porosity or covering factors.
In the paper we refer our 3D results to “the equivalent smooth model,” which means the
smooth model with a particular optical depth (i.e., uniform density or mass) which is then
converted to 3D using the hierarchical clumping algorithm.
Figures 4.3 and 4.4 show examples of the hierarchical density grid. Figure 4.3 shows
column density maps for the four different porosity values we investigated. The lowest
column density in each map arises when there are no hierarchically distributed clumps
along the line of sight, and so in these maps black is not zero density, but the column
density due to the smooth component only in the density grid. Figure 4.4 shows a voxel2
projection of the density grid for a porosity value of 80%. Note that our implementation
of a semi-infinite grid for the radiation transfer simulation is equivalent to an infinite
sequence in x and y of such density cubes.
We have the ability to change our grid size in order to investigate finer resolution,
but with current settings our individual simulations represent approximately a 1200 x
1200 x 1200 km cube on the surface of a Jupiter-sized planet. The size of the individual
simulations is dictated by the number of tiles we use to form the surface of the entire
planet. Since we have chosen to have one tile for each degree in θ around the planet, each
tile is about 1360times the diameter of the planet. The diameter of a Jupiter-sized planet
is approximately 4.4 × 105 km, so each degree is approximately 1200 km on each side.
In chapter 5, we adjust our parameters in order to simulate an atmosphere where each
simulation is 8000× 1600× 1600 km.
4.2.3 Dust properties
The Monte Carlo code simulates the scattering of stellar photons off particles in the
planetary atmosphere. The code can treat any analytic or tabulated scattering phase
functions. However, for simplicity we choose to represent the angular shape of scattering
2A voxel projection is an IDL volume rendering technique which generates a two-dimensional represen-
tation of three-dimensional data, using various densities and opacities contained within the data (RSI
2002).
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with the convenient analytic Heyney-Greenstein phase function (Henyey & Greenstein
1941) characterized by the single parameter, g,
HG(υ) =
1
2
1− g2
(1 + g2 − 2g cos υ)3/2 (4.2)
where υ is the scattering angle. The scattering asymmetry parameter controls the shape of
the phase function, with g = 0 giving isotropic scattering, positive g for forward throwing,
and negative g for a phase function dominated by back-scattering.
The scattering albedo a, is used to determine the fate of photons at their interaction
locations in the atmosphere. Absorbed photons are terminated and assumed to be repro-
cessed to long wavelengths and do not contribute any flux at the simulation wavelength.
Typical values for the albedo and scattering asymmetry parameters in the optical are
a ∼ 0.5 and g ∼ 0.5. These are based on Mie theory calculations for grain types assumed
to be present in extrasolar planetary atmospheres. Enstatite, iron, and corundum grains
are expected in close-in giant planet atmospheres (Seager, Whitney & Sasselov 2000). In
Section 4.3.2 we investigate the effects on the planets reflectivity of varying the albedo
and phase function asymmetry parameter.
4.2.4 Lower boundary conditions
Stellar photons are injected into the density grid as described above and they may exit the
grid through the upper z face in which case they are placed into direction-of-observation
solid angle bins. For photons that exit the simulation through the lower z face we investi-
gate two different scenarios, absorption or Lambert reflection. In the case of absorption,
this may represent the absorption of photons by an optically thick layer below the cloud
deck. The second case is equivalent to photons being isotropically scattered off a plan-
etary surface and when the optical depth of the atmosphere is zero the simulation does
indeed return the light curve expected for a Lambert sphere (see section 4.2.6 below).
These two different boundary conditions have the largest influence on the reflected light
for atmospheres where photons can penetratee to the lower z boundary, such as optically
thin atmospheres and atmospheres with very low porosity.
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Figure 4.3: Vertical column density maps for four different porosity levels produced by our
hierarchical clumping algorithm. We define porosity to be the fraction of our simulation
grid that contains only the smooth density component. The figures show porosity levels
of 99% (top left), 95% (top right), 80% (bottom left), and 45% (bottom right).
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Figure 4.4: A voxel projection of the 3D density distribution for a density grid with
porosity of 80%, corresponding to the lower left panel in Fig. 4.3.
4.2.5 Albedo definitions and presentation of results
It should be noted that we use two main definitions of albedo throughout this paper. The
first albedo, called single-scattering albedo, refers to the albedo of the particles in the
atmosphere. We assign an albedo to each scattering species. For instance, if we assigned
an albedo of 0.6 to a scattering species representing iron, then approximately 60% of the
photons interacting with iron would be scattered, and 40% would be absorbed. Random
number generators are used to determine whether photons are scattered or absorbed, so
of course many photons are required to accurately represent the actual albedo.
The second albedo we use is the geometric albedo, which describes the albedo of
the entire planet. The geometric albedo is defined relative to the amount of light reflected
from a flat, Lambertian disk with the same radius as the planet, at the same distance from
the star as the planet. Of course, comparing geometric albedo to the planet really only
makes sense when the planet is at a phase angle of zero degrees. However, the reflected
light at the other phase angles can be compared to this zero phase geometric albedo.
In all of our figures we plot the amount of light sent in the direction of the Earth at
each different phase angle compared to the light scattered from a Lambertian disk, that
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Figure 4.5: Reflected light from one of our semi-infinite simulations. The density grid
is uniformly illuminated by plane parallel rays at an angle of 20◦ to the surface. The
reflected light is plotted as a function of longitude (φ) and latitude (µ = cos θ) around the
grid, and is normalized to isotropic, non-absorptive scattering.
67
is, the geometric albedo.
4.2.6 Code testing
We have conducted many tests of our Monte Carlo scattering codes against analytic so-
lutions and other independently developed radiation transfer codes. For scattering sim-
ulations, Chandrasekhar’s solution for a plane parallel Rayleigh scattering atmosphere
illuminated from below is one of the standard benchmarks. Our codes accurately re-
produce Chandrasekhar’s results for the angular dependence of the emergent radiation
(intensity and polarization) from the top of the atmosphere (e.g., see Wood et al. 1996).
In this thesis we wish to tile results from a semi-infinite Monte Carlo simulation to gen-
erate a phase function for the reflected light from the planet as a whole. To test that
we correctly implement the tiling described in Section 4.2.1, we set up a simulation to
represent a Lambert sphere. In this simulation the atmosphere has zero optical depth and
when photons reach the lower boundary they are reflected isotropically.
Figure 4.6 shows the theoretical phase function for a Lambert sphere and the results
of our tiled simulations. It is a well known result that a Lambert sphere will result in a
reflected flux of:
Φsphere =
2
3
piI0r
2 (4.3)
where I0 is the radiation intensity and r is the radius of the planet (Weisstein 2006). This
means that when compared to a Lambertian disk in the same position, a Lambertian sphere
will only reflect 2/3 of the flux, which gives a Lambertian sphere a geometric albedo of 2/3.
We reproduce this result with our code, as shown in figure 4.6. Our results are within
1% of the Lambertian result. These small discrepancies are because of the coarseness
of our numerical integration. If we increase the angular resolution of the integration by
a factor of ten, our simulation results reproduce the Lambert phase function to within
0.01%. However, we have determined that the small increase in accuracy does not justify
the significant increase in computational time, so for the results presented in the rest of
the paper we use the angular resolution used to produce this figure.
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Figure 4.6: Comparison of our tiled results for a Monte Carlo (solid) and analytically
derived (dashed) Lambert sphere. The small discrepancy near zero phase angle is caused
by the coarseness of our numerical integration.
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Varying the cloud distribution for the same porosity
To set up the 3D density structures we use an initial random number as a seed for the
hierarchical clumping algorithm. Different random seeds will therefore produce different
arrangements of clouds for the same porosity value and thus may yield different levels of
reflected light. For instance, if the clumping algorithm for high porosity levels produces
a few small concentrations of clouds in the density grid, one cloud complex could coinci-
dentally lie along the same line of sight as another, giving a small covering factor. This
situation would then lead to less reflected light than a simulation with the same porosity,
but with the cloud complexes more uniformly spaced throughout the grid and producing a
larger covering factor. Therefore we have investigated the variations in reflectivity arising
from three different 3D structures with the same porosity levels.
Figure 4.7 shows that different random configurations of clouds can produce different
results, especially with higher porosity, meaning there are a few sparsely distributed clouds
in the simulation cube. In some cases the reflectance can vary by up to 20% for different
3D densities with the same overall porosity value.
Simulations that have smoother 3D density structures (i.e., lower porosity and high
cloud covering factor) display small variations. The highest porosity simulations only
contain a couple of cloud complexes (see figure 4.3), hence these simulations also display
small variations between different 3D densities with the same porosity. In such high
porosity simulations large variations among different 3D densities will occur if one density
grid has a very different covering factor from another.
4.3 Simulation results
4.3.1 Fiducial model
We have chosen a set of fiducial models against which we will compare the 3D models.
The fiducial models have a uniform density, phase function asymmetry parameter g = 0.5,
particle scattering albedo a = 0.5, and total vertical optical depths through the grid of
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Figure 4.7: Variation in the reflectivity for different random arrangements of the density
structure for the same porosity level. The models all have particle scattering properties
a = 0.5, g = 0.5, an absorbing lower boundary, a smooth density component fraction
fsmooth = 0., and τ = 10.
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τz = 0.1, 1, 10, and 100. The lower boundary condition for these fiducial models are
that all photons that pass through the atmosphere are absorbed. Figure 4.8 shows the
derived geometric albedos as a function of phase angle for the tiled simulations for these
four smooth models.
The optical depths and scattering parameters of these fiducial models are similar
to those expected in extrasolar planetary atmospheres and provide a benchmark against
which we can explore the effects of 3D density structures. For instance, our choice of
a = 0.5 and g = 0.5 are similar to values for enstatite, iron, and corundum, which are
suggested condensates in extrasolar planetary atmospheres (Seager, Whitney & Sasselov
2000). The optical depths we chose to explore vary over what is reasonably expected for
an exoplanet atmosphere.
An immediate result from the fiducial models is that the reflectivity and hence
geometric albedo does not change for optical depths greater than τz = 10. At high optical
depths the reflectance is due to scattered photons that only penetrate to a small physical
depth in the atmosphere. So the geometric albedo is dominated by photons that are
scattered off the top of the optically thick atmosphere.
4.3.2 Parameter exploration
Because we can vary so many different parameters in our model (optical depth, particle
scattering properties, porosity), it is important to determine which parameters have the
largest impact on the overall reflectivity of the 3D atmosphere models. In the following
sections we vary one parameter while keeping all other parameters the same, thereby we
determine the effects of the particular parameter under investigation. We have investi-
gated a very wide range of parameter space and in what follows we show a subset of
our results illustrating the major effects on reflected light levels from extrasolar planetary
atmospheres.
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Figure 4.8: Effect of τz on reflectivity for our set of fiducial models at a range of optical
depths. All models have single particle albedo a = 0.5, an absorbing lower boundary, and
an atmosphere with a uniform density structure. For τ > 10 the results do not change.
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Single particle albedo
One of the most significant parameters we can set within the simulation is the albedo of
the scattering particles in the atmosphere, which was set to a = 0.5 in the fiducial models
in Figure 4.8. It is intuitively obvious that the particle albedo will heavily affect the
planet’s geometric albedo. When we set the albedo to a = 0.8 or a = 0.2, the atmosphere
is either much more and much less reflective, respectively, as indicated in figure 4.9. Our
results are similar to the geometric albedos calculated in the useful reference (Dlugach &
Yanovitskij 1974). They numerically solve for the intensity of radiation emerging from an
atmosphere using iterative techniques.
Optical depth effects in smooth and 3D atmospheres
The atmospheric optical depth determines photon penetration and how many photon
packets can be scattered, and so is a major factor in determining the geometric albedo
of the planet. If the optical depth is too low, then the photon packets pass through the
entire atmosphere with no interaction. In this case the lower boundary condition is the
major factor in determining the reflectivity: an absorbing layer results in a dark planet,
while a Lambert surface provides the maximum reflectivity. The fiducial models shown
in Figure 4.8 have an absorbing lower boundary so in this case the lowest optical depth
simulation has the lowest reflectivity.
As we increase the optical depth, the 3D models and the smooth models react
differently.The geometric albedos for smooth and 3D models initially increase with optical
depth. Above τz ∼ 10 the smooth models maintain a constant geometric albedo as shown
in Figure 4.8. However, for 3D atmospheres the geometric albedo begins to decrease for
high optical depths. This is a result of the increased depth penetration of photons in a 3D
atmosphere compared to the equivalent smooth model. While photons that penetrate deep
into the atmosphere may scatter back out via low optical depth paths, there is also a high
probability that they will be absorbed by optically thick clumps encountered along their
random path back out of the atmosphere. Recall from section 4.2.1 that the equivalent
smooth model has the same total mass as a 3D model, but in the 3D model the mass is
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Figure 4.9: Effect of particle albedo on atmospheric reflectivity. These models used
g = 0.5, τ = 10 and a smooth distribution of mass.
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redistributed via the hierarchical clumping algorithm resulting in regions of significantly
lower and higher optical depths and thus an overall increase in depth penetration. This is
a well known result from three-dimensional radiation transfer (e.g., Boisse 1990).
In addition to τz, figure 4.10 shows that the atmospheric porosity has a significant
impact on a planet’s refectivity. As described in section 4.2.6, we vary the porosity of the
3D models and a high porosity results in only a few dense cloud structures in the grid.
For lower porosities the hierarchically distributed mass results in a more continuous cloud
structure and larger cloud covering factor (see Figure 4.3).
Figure 4.10 presents results of simulations for four different atmospheric porosity
levels and four different optical depths of the equivalent smooth model. Along with the
smooth model, this figure therefore shows twenty different reflected light models covering
what we believe to be a range of optical depth and porosity relevant to atmospheric cloud
structures.
The main trends that we observe in Figure 4.10 are that 1) greater cloud coverage
results in a higher overall albedo, 2) compared to the equivalent smooth models, 3D at-
mospheres have a lower geometric albedo, and 3) different porosities have different optical
depths beyond which the geometric albedo ceases to rise and begins to decrease.
Intuitively, if more of the atmosphere is covered with clouds, then the overall albedo
will be higher. For an optical depth τ = 10, the simulation with 100% cloud coverage
has an albedo starting at 0.08, 90% cloud coverage has an albedo of 0.06, 45% cloud
coverage has an albedo of 0.03 and 15% has an albedo of 0.01. We expect this, as more
cloud coverage will scatter more of the photons out of the atmosphere. Note that these
simulations have an opaque lower boundary and fsmooth = 0.
When compared to the equivalent smooth models, all the 3D simulations with sig-
nificant optical depth and internal structure have lower geometric albedos.This albedo bias
between uniform and 3D atmosphere models has been previously reported in atmospheric
science literature (Cahalan 1994). For instance, if treated as plane-parallel, California
stratocumulus clouds have a relative albedo bias of 15%, meaning that smooth simula-
tions will suggest an albedo 15% higher than the albedo of the actual clouds, which have
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a great deal of internal structure. In our most severe cases shown in 4.10, such as τ = 100,
the fractal model with the lowest porosity has a geometric albedo 30% lower than our
smooth model.
Smooth component in a 3D atmosphere
Our value of fsmooth sets the fraction of the mass that remains in a smooth component, the
remainder distributed into hierarchical clumps. In most of the 3D simulations presented
in this paper we adopt fsmooth = 0 and compare the resulting reflectivity with that of
the equivalent smooth model. Figure 4.11 demonstrates that compared to models with
fsmooth = 0, including a non-zero fsmooth increases the reflectivity of 3D models. This is a
general feature of all 3D models, and it occurs because of the albedo bias discussed in the
last section.
Lower boundary condition
The bottom layer of our simulation represents the bottom of the atmosphere. On a rocky
planet, the bottom layer should act like a surface of a rocky planet, be it snow, water,
or sand. On a gas giant planet, the bottom layer is a bit more variable, because there
is no distinct stopping point. In that case we must make a best guess as to how much
atmosphere we want to simulate, and how to treat the photon packets that make it through
the entire (simulated) atmosphere. We can assign one of two characteristics to the bottom
layer: Lambert or absorptive. A Lambert surface will isotropically reflect outward all
radiation incident on its surface. An absorptive surface kills all the photons which hit it.
The photons are then lost, as if they had all been absorbed at the bottom. In actuality,
the absorbed photons would be reprocessed to a longer wavelength than the photons in
our simulation.
Varying the bottom layer predictably makes a huge impact on a small subset of our
models, especially those models in which sparse cloud coverage exposes most of the surface
to direct contact with the photons, or in which the optical depth of the clouds is so low
that the majority of the reflected light is reflected from the bottom. In those cases where
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Figure 4.10: Reflected light phase functions for our set of 3D atmospheric models with
different porosity levels. All models here used a = 0.5, g = 0.5, absorbing bottom layer,
fsmooth = 0. Notice that 3D effects lead to a reduction in the reflectivity for all optical
depths considered (the possible exception being τ = 0.1, where the results of the smooth
model are actually indistinguishable from several porous models, due to photon noise at
that low level.)
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Figure 4.11: Effect of smooth component on reflected light levels. The models have τ = 10
and porosity of 80%. As the fraction of the smooth component is increased the reflectivity
tends to that of the homogeneous atmosphere.
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the bottom layer is important, the absorptive bottom has an expected lowering effect on
the overall albedo. However, also expected, the Lambert bottom is much more reflective,
and in the case of 95% porosity and τ = 1 creates a zero phase albedo four times the
value of the absorptive bottom layer. This is expected, as the Lambert bottom layer has
an albedo of 1 (by definition), while our absorptive bottom layer kills off all photons.
As we move away from this most extreme case of 95% porosity to more uniformly
distributed clouds with 80% porosity, the clouds begin to reflect more light, instead of
allowing it through to hit the bottom layer. This makes the Lambert models have a lower
albedo (because the clouds are less reflective than the Lambert surface), and it makes the
absorptive models have a higher albedo (because the clouds are more reflective than the
absorptive model which reflects nothing.)
Changing from the extreme case of τ = 1 to τ = 10 has a very large effect on the
simulation with a porosity of 95%. With a low cloud coverage of 45%, much of the light
reaches the surface and then is scattered back up. On its way back up the photon packets
encounter a few thick clouds with high optical depth and are absorbed. In the case of 90%
cloud coverage (80% porosity), the photons predominantly interact with the clouds and
are scattered back out without ever reaching the bottom. So, the clouds in this case are
more reflective than the absorptive surface, and less reflective than the Lambert surface.
Changing the bottom surface layer only affects the simulations when the optical
depth is lower than 10, or when a porosity lower than 95% is used, meaning that 45% of
the surface or less is covered with clouds. Figure 4.12 shows the pronounced effect on the
sparse and low optical depth simulations.
Phase function asymmetry parameter
The single scattering phase function determines the angular distribution of scattered pho-
tons. In our simulations we use the Henyey-Greenstein phase function described by the
asymmetry parameter g. As expected, a strongly forward scattering phase function (g > 0)
can contribute negatively to the geometric albedo of the planet. Figure 4.13 shows that
when photons are forced deeper into the atmosphere with a high g, the geometric albedo
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Figure 4.12: Reflected light phase functions of several different simulations, each one using
a different lower boundary condition. The figure compares two optical depths (τ = 1 and
τ = 10) and two fractal distributions, (porosity of 95% [45% coverage] and porosity of
80%[90% coverage]). It is clear that only low optical depths and sparse cloud coverage
allow a significant contribution from the bottom layer.
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can be reduced by about 85% compared to an isotropic scattering phase function.
4.4 Discussion
Based on our simulations, several factors can significantly affect the albedo of an extrasolar
planet. Some of the factors contribute only in certain situations, while others make a
significant impact in nearly every simulation.
The scattering albedo of the particles in the atmosphere affects the simulations
more than any other parameter. This is to be expected, since a planet will not be highly
reflective if the individual particles within its atmosphere have a small albedo. Certainly
other parameters might counteract the effect of a low particle albedo (such as a highly
backscattering phase function), but if a highly absorptive cloud layer (i.e., clouds in which
the individual scattering particles have a low albedo) is high in an extrasolar planetary
atmosphere, then it will be very difficult to obtain a high reflectivity.
The second most important parameter which affects the total albedo of the planet
is the 3D distribution of the mass. Our simulations adopt a hierarchical distribution for
3D atmospheres. We find that any hierarchically clumped atmosphere will significantly
reduce the geometric albedo. The geometric albedo is also affected by the porosity of the
3D atmosphere, where a high porosity results in a few dense clouds, and a low porosity
results in a more uniformly distributed density structure.
The reflectivity of 3D atmospheres does not follow a simple function based on the
amount of cloud coverage. For high optical depths a porosity of 45% results in a geometric
albedo 30% lower than the equivalent smooth model. At lower optical depths the same
atmosphere porosity yields a geometric albedo that is around 15% lower the equivalent
smooth model.
The atmosphere’s vertical optical depth also has a significant impact on the geo-
metric albedo. In particular the optical depth affects the 3D models in a way it does
not affect the smooth models. The smooth models, lacking any internal structure, have
ceilings to their reflectivities, reached around τ = 10, after which higher optical depths
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Figure 4.13: Effect of particle scattering phase function on the reflected light levels. All
of these 3D simulations have τ = 10 and a porosity of 80%. In most of our explorations,
we used a single scattering phase function with a g value of 0.5. Here we compare that
to isotropic scattering (g = 0) and a very forward-throwing phase function (g = 0.9). All
models used a single scattering albedo of 0.5.
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maintain the overall reflectivity. In these high optical depth cases, the photons are forced
into the simulation because of a forward scattering phase function, and then are unlikely
to be scattered back out of the atmosphere. For 3D atmospheres there are low density
paths which allow the photons to penetrate deep into the atmosphere. In these cases, the
photons are not scattered back in exactly they way they came in, but instead in a different
way which may take them into a thick cloud where they may be absorbed. This lowers
the geometric albedo and is a 3D radiation transfer effect.
Different optical depths (and particle scattering properties) may represent different
wavelengths through the wavelength dependence of particle opacity and scattering prop-
erties. Therefore we may use the results of our simulations in conjunction with a model
for atmospheric opacity to predict the most favourable wavelengths for detecting reflected
light.
Single scattering phase functions also affect the total reflectivity. In the situation of
a phase angle which forces most photons deeper into the atmosphere (such as with g close
to 1), there is a negative effect on the geometric albedo when compared to the isotropic
case. For this reason the single scattering phase function is significant if the atmospheric
constituents are very forward scattering.
The lower boundary condition (Lambertian or absorbing) affects only a small subset
of simulations. Either the optical depth must be very small or the cloud coverage must be
very sparse for the lower boundary to have much of an impact on the albedo of the planet.
In these two cases, most photons pass through the atmosphere and hit the ”surface” of
the planet, which is why the reflectivity of the surface is important in only these few
cases. To some extent, both optical depth must be small and cloud coverage must be
sparse for the lower boundary to contribute to the albedo of the planet, as shown in figure
4.12. We cannot wholly discount these scenarios, however, because in some real planetary
atmospheres this is the case, for instance on Mars, which has an optically thin atmosphere
and no clouds. In this case the optical behavior of the surface is important to the overall
albedo of the planet (Scalo, Smith & Wheeler 2003).
Overall, the geometric albedos are much lower than we expected and would make
reflected light detection very difficult. However, it perhaps should not have been as sur-
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prising as it was. Other papers have specifically discussed the low geometric albedos of
extrasolar planetary atmospheres, including Marley et al. (1999), Seager, Whitney & Sas-
selov (2000), and even Dlugach & Yanovitskij (1974). Marley mentions that, using their
model, planets warmer than 400 K will be dark and that most planets will be dark in
reflected light beyond a 600 nm wavelength. Seager shows that at wavelength 480 nm the
geometric albedo of her model varies between below one percent and 40%, depending on
the mean particle size.
Finally, Dlugach & Yanovitskij (1974) used an analytical method of calculating the
intensity of radiation from a homogeneous atmosphere to find that isotropic scattering
in an atmosphere with particles with a single scattering albedo of 0.9 would only result
in a geometric albedo of 30%. Their models specifically illustrate the necessity of a very
high single scattering albedo to produce a high geometric albedo. In a forward throwing
atmosphere, a seemingly minute change in the single scattering albedo from 0.99 to 0.98 can
change the geometric albedo from 34% to 26% (Dlugach & Yanovitskij 1974). It is possible
that many researchers were expecting (or hoping) extrasolar giant planets would have the
same high geometric albedos as Jupiter (Ag = 0.52) and Saturn (Ag = 0.47). However,
at the temperatures of the extrasolar planets, there seem to be precious few condensates
with the high single scattering albedos. This is a sharp contrast to the condensates of the
gas giants of our own solar system, which typically have single scattering albedos of 0.996
(Chanover, Kuehn & Beebe 1997). Much as we were expecting to find Jupiters around
other stars, and instead found close-in giant planets, we were expecting to find Jupiter-like
geometric albedos and instead are finding dark, low geometric albedos. As it relates to
HD 209458, we discuss this topic in more detail in section 5.4.6.
4.5 Conclusions
Our 3D Monte Carlo radiation transfer simulations offer a powerful tool to simulate extra-
solar planetary atmospheres. The various parameters allow us to build a realistic model
of an atmosphere based on the most current predictions of extrasolar planet atmospheric
composition. Our code is sufficiently flexible that it could also be used to simulate atmo-
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spheres within our solar system, for example on Jovian moons, and with some modification
could be useful even in an Earth context.
We have been unable, heretofore, to view reflected starlight scattered from the
surface of an extrasolar planet. We know the planets’ sizes and ephemeris to a precision
that if they were reflective, we would have detected them. Thus, we must build models
to better understand why these extrasolar planet atmospheres are so dark. The fractal
characteristic of clouds, which can only be explored in a three-dimesional model like ours,
and which strongly affects the albedo of a planet, could help explain this darkness.
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CHAPTER 5
Using 3D Monte Carlo Simulation to Study HD 209458b
Abstract:In this chapter we use the atmospheric simulation detailed in chap-
ter 4 to simulate HD 209458b. We explain the choices for the atmospheric
parameters of HD 209458b, and present the results of the simulations after
varying parameters such as cloud height, porosity and condensation percent-
age. We find that geometric albedos can be as high as 0.45 in some limited
situations, but that in general the geometric albedo is much lower. We conclude
with some explanations on why extrasolar planets are likely dark.
5.1 Introduction
Our purpose in developing a three-dimesional radiation transfer code was specifically to
question why no one has observed stellar light reflected from an extrasolar planet. Collier
Cameron et al. (1999) came close to finding reflected light from Tau Bootis, but were
not able to confirm their initial results. In chapter 4, we detailed the creation of this
atmospheric simulation code and the assumptions we used in building it. We showed how
using some reasonable initial parameters creates planetary atmospheres with very small
geometric albedos. In this chapter, we attempt to build a more realistic simulation, with
the use of verticle stratification, cloud decks, and multiple scattering species, and will focus
specifically on current atmospheric models for the extrasolar planet HD 209458b. Using
the code described in chapter 4, along with those specific parameters of the planet, we
have simulated the atmosphere and found that in all cases the geometric albedos for the
simulations of extrasolar planet HD 209458b are lower–and in many cases much lower–than
that of Jupiter, which means that some of our parameter variations might help explain
why no one has detected light from an extrasolar planet.
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5.1.1 Methodology
There are various factors which affect the results of our simulations, including both con-
stant and variable parameters. In this exploration of the atmosphere of HD 209458b we
have calculated and inferred the constant parameters based on current simulations of HD
209458b. These parameters include the height of the atmospheric simulation and the ex-
ponential density structure of hydrogen throughout the atmosphere. These parameters
will remain the same for all of the simulations presented in this chapter.
We also have the ability to vary the specific parameters of the individual species.
These parameters include the single scattering albedo, a, the opacity, κ, the density, ρ, the
height of the particles in the atmosphere, and the porosity of the clouds. In this chapter we
detail how we determined our fiducial choices for the parameters for individual scattering
species. We explain which parameters might reasonably be varied, and we simulate those
variations to compare the geometric albedo of the varied atmospheres.
5.1.2 Modifications
The code is modified from what was reported in chapter 4 in order to accurately model a
planetary atmosphere. With these modifications, the simulation can have multiple types
of scattering species with independent optical parameters, a and κ. Further, in addition
to using the Henyey Greenstein phase function to probabilistically determine the direction
of a scattered photon, we can now use tabulated phase functions, including those provided
by a Mie scattering calculator. We have also incorporated Rayleigh scattering to simulate
the gas in the atmosphere. In addition, we can limit the lower and upper boundaries of a
cloud of scattering particles to specific heights in the atmosphere.
5.2 Atmospheric parameters
We must first compute the specific parameters of the simulations, such as the densities
and opacities of the condensates. Two of the most important condensates in HD 209458b’s
atmosphere are believed to be enstatite (MgSiO3), with an albedo of 0.999 and iron (Fe),
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with an albedo of 0.685 (Ackerman & Marley 2001). They both condense high in the
atmosphere, which makes them significant contributors to the geometric albedo. Further,
the lack of other high albedo species (in the temperature’s and pressure’s of HD 209458b)
indicates that enstatite must be present in very reflective planets. Our focus in simulating
HD 209458b will be on simulating a Rayleigh scattering atmosphere mass-dominated by
hydrogen, with Mie-scattering clouds of both enstatite and iron. In all cases we will be sim-
ulating photon packets at 500 nm, and choose the optical properties (opacity, scattering,
and phase function) accordingly.
5.2.1 HD 209458b temperature pressure profile
We start with a temperature pressure profile created by an independent simulation code
(Seager et al. 2005). The code is a one-dimensional plane parallel radiation transfer code,
which solves the equation of radiative transfer, the equation of radiative equilibrium, and
hydrostatic equilibrium. This code outputs the temperature pressure profile which is the
basis of our atmosphere.
5.2.2 Density
We can calculate the density of the hydrogen using the temperature pressure profile. The
profile generated by Seager calculates 55 levels of temperature and pressure in a simulated
extrasolar planetary atmosphere. From the temperature and the pressure, the ideal gas
law gives the density at each layer of the atmosphere:
P =
ρ
m
RT (5.1)
where, P is the pressure, ρ is the density (in grams per cm3), m is the molecular weight
(in grams), R is the universal gas constant, and T is the temperature in Kelvin. We have
used hydrogen for the molecular weight because it is the major source of mass in the
atmosphere (the enstatite and iron are around 10−3 as massive as the hydrogen). Thus
the density we find is the hydrogen density in the atmosphere. We will use this hydrogen
density in section 5.2.4 to determine the density of enstatite and iron.
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We calculate the change in pressure versus the change in height, dPdr , from the
calculated density using the hydrostatic equation:
dP = −ρgdr (5.2)
where g is the gravitational acceleration on HD 209458b, measured in cm
sec2
. Still using this
relationship, we find the change in atmospheric height at each level of the simulation. We
sum all of these heights to find the total height of the atmosphere for the simulation of
HD209458b, measured in cm (Seager et al. 2005). We find that the simulation gives a
total height of 8.235× 108cm. This is about 9% of the radius of the planet.
The height along with the density computed at each level allow us to create an
exponential function for the density. Fitting the function to the temperature pressure
simulation gives us a function of:
ρ = 3.3936× 10−8e
−z
1.0399×108
g
cm3
(5.3)
where ρ is the density and z is the height in the atmosphere (measured with the top
being zero) measured in cm. Figure 5.1 shows the simulated data and the exponential
function we fit to the data. Using the density function, we find that the height of the
simulated atmosphere is approximately 8.235 × 108 cm high. This exponential density
function gives us, as stated before, the mass density of the hydrogen in the extrasolar
planetary atmosphere.
In order to determine the contribution from enstatite to the total mass of the atmo-
sphere, we must find the amount of enstatite in the atmosphere. We can use the density
of hydrogen to find the density of enstatite, assuming solar abundances of the elements
Mg, Si, and O. Using equation 5.3, we have a ρH , computed from the simulated pressure
temperature profile. For every 1012 atoms of hydrogen, there are 108.93 atoms of O, 107.58
atoms of Mg, and 107.55 atoms of Si, so the Si is our limiting factor (Cox 2000). The
density, ρ, which we computed above is the density of H2, which has a molecular weight
of 2.02 gmole . To find how many moles of H we have per cm
3, we can use:
molesH =
ρ
1.01g
(5.4)
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Figure 5.1: Simulated density structure compared to the exponential density function we
fit to the data. The blue dots are from the HD 209458b simulation (Seager et al. 2005),
while the red line is the exponential density function we fit to the data so that we could
incorporate it into our simulations.
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Once we have the moles of H, we can determine the moles of MgSiO3, since using
the above ratios, we know that for every one H atom we can have 3.548× 10−5 molecules
of MgSiO3. We also have a free parameter, c, which we will use to describe the percentage
of enstatite that has condensed into the cloud. Thus, our value for the amount of enstatite
(in g) condensed in each grid cell of our simulation is:
ρMgSiO3 = c× ρH ×
3.548× 10−5molesMgSiO3
molesH
× 101.188 g
mole
(5.5)
or,
ρMgSiO3 = c× ρH × 3.59× 10−3
g
cm3
(5.6)
Similarly, we need to find how much the iron contributes to the mass of the at-
mosphere. We can determine the abundance of iron in the atmosphere, assuming solar
abundances: for every 1012 atoms of H, there are 107.54 atoms of Fe (Cox 2000). Using
this ratio, for every H atom we will have 3.467× 10−5 atoms of Fe. So,
ρFe = c× ρH × 3.467× 10
−5molesFe
molesH
× 55.847 g
mole
(5.7)
or,
ρFe = c× ρH × 1.917× 10−3 gcm3 (5.8)
5.2.3 Opacities
To determine how much light will be absorbed by the hydrogen gas, we need to find the
opacity of hydrogen, which can be computed using the cross section. The cross section of
hydrogen, σ, is found using:
σ(λ) =
8.14× 10−13
λ4
+
1.28× 10−6
λ6
+
1.61
λ8
(5.9)
where wavelength λ is measured in angstroms and the cross section in given in cm2 (Dal-
garno & Williams 1962). Further, using the relationship
σn = κρ (5.10)
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where n is the number density, we have calculated the opacity of molecular hydrogen
at 500 nm as κhydrogen = 4.14 × 10−4 cm2g . Knowing the density and opacity of molec-
ular hydrogen, coupled with the fact that it will using Rayleigh scattering, gives us all
the necessary information to include molecular hydrogen in our simulations. Though we
generally assume hydrogen to not absorb photons (an albedo of 1), we instead assigned
hydrogen an albedo of 0.999, so that photons that passed through the enstatite and iron
clouds would not scatter around the optically thick hydrogen bottom layer indefinitely,
but instead would eventually be absorbed.
We can find the opacity and albedo of enstatite. Dorschner et al. (1995) provide
optical constants n and k for enstatite at 500 nm as 1.577 and 2.1 × 10−5, respectively.
Using these constants, we calculate the opacity of enstatite as 1.12×104 cm2g and the albedo
as aMgSiO3 = 0.999.
Using the optical constants of iron (Ordal et al. 1985), n = 2.74 and k = 2.88,
along with the assumption that the condensates are 5 µm in diameter, allows us to use
Mie theory calculate the optical parameters of our single scattering iron particles at 500
nm (Bohren & Huffman 1983). We find that the opacity of iron is 4.03× 103 cm2g and that
the albedo is aFe = 0.685.
5.2.4 Condensation in atmosphere
To find the placement of the enstatite cloud in our simulated atmosphere, we have used
the condensation curves from figure 4 of Seager, Whitney & Sasselov (2000). Using these
curves suggests that in our temperature pressure profile, enstatite condenses at approxi-
mately 4.1× 108 cm, or about halfway up the atmosphere. We chose to have the enstatite
cloud continue through two pressure scale heights, similar to Jupiter’s clouds, which places
the upper boundary of the cloud at approximately 5.8× 108 cm, or 70% the height of the
atmosphere.
Using the same techniques as for enstatite, we find that the iron should condense
at 3.4× 108 cm, or about 42% up the atmosphere. We again chose to have the iron cloud
continue through two pressure scale heights, which puts the upper boundary of the iron
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cloud at approximately 5.1× 108 cm, or 62% the height of the atmosphere.
5.2.5 Single scattering phase function
Because it is in gas form, and the particles are much smaller than the wavelengths of the
light, the hydrogen in the atmosphere should follow Rayleigh scattering:
p(Θ) =
3
8
(1 + cos2(Θ)) (5.11)
where the p(Θ) is the probability of sending a photon in a particular direction (Θ).
In order to accurately represent the scattering phase function of enstatite and iron,
the code was modified to give the option of using a tabulated phase function in addition
to the Heyney-Greenstein phase function. This allows a wider variety of phase functions,
and for enstatite allows us to have a slight back-scattering component not possible with a
Heyney-Greenstein phase function (see figure 5.2).
5.3 HD 209458b particulars
In order to accurately represent HD209458 and its planetary companion, HD209458b, we
have to use some specifics of the system in our calculations. As noted in chapter 4, we
previously made individual simulations in cubes, then we tiled those cubes onto the surface
of a sphere in order to represent the entire planet. However, in order to match the height
of the simulated data, we have had to remake our individual simulations into a rectangular
solid, with z being five times the length of x or y. We maintained the cubic dimensions
of our individual grid cells, and instead simply use five times as many grid cells in the z
direction (500 z cells instead of 100 cells in x and y). The height of our entire atmospheric
simulation is 8.235×108 cm, and our individual grid cells are 1.647×106 cm on each side.
Each of the cubic cells has a volume of 4.467× 1018cm3.
We have computed all of the parameters (ρ, κ, a, height of atmosphere) we need to
run our simulation. Figure 5.3 is a schematic showing the optical depth of our simulation,
including the two clouds and the exponential hydrogen gas.
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Figure 5.2: Henyey Greenstein versus Mie scattering phase functions for iron and enstatite.
The Mie phase functions are calculated for five micron radii enstatite and iron grains.
The enstatite has a slight back scatter around 180 degrees. The Henyey Greenstein g=0.9
phase is similar to the enstatite phase, but has no back scatter. The g=0.9 phase also
underestimates the iron phase at 180. We opted to use the Mie phase functions in this
simulation of HD 209458b.
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Figure 5.3: Density×opacity schematic of the atmospheric simulation for HD 209458b.
This is a column summation for all y. Our entire simulation is approximately 8000 km
in height, with the temperature and pressures noted at the left. The dark regions of
the schematic are optically thickest while the white regions are optically thin. Molecular
hydrogen is throughout the exponential density atmosphere. Enstatite clouds condense
highest in the atmosphere, and overlap with the iron which condenses slightly below them.
Certain features have been exaggerated in this schematic, such as the opacity due to
hydrogen, and the tenuity of the enstatite and iron clouds, in order to see the features
more clearly.
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HD 209458 has an apparent magnitude of 7.65 and is of spectral type G0V. It has
a mass of 1.2M and an effective temperature of 5942 K (Richardson et al. 2006).
5.4 Results
Before reporting our results, we should note that our fiducial model is the only self-
consistent model we use. The temperatures, pressures, opacities, and condensates are
all computed together, because all of them affect every other value. Changes in temper-
atures affect the pressure. Greater opacities absorb more light and therefore raise the
temperature. Condensates affect opacity, and only condense at particular pressures and
temperatures. In our explorations, we freely move the condensate clouds, adjust the opac-
ities (by changing the mass), and change the absorption of the gas. We do this primarily
because we want to isolate the effects of our changes. However, we also do this because
there does not exist a fully self-consistent three-dimensional radiation transfer simulation
code for extrasolar planet atmospheres. However, our variations can be equated to small
changes in the modelled atmosphere. For instance, changing the height of the clouds can
be equated to using a different temperature pressure profile. Changing the absorption of
the gas assumes that a species other than molecular hydrogen might be prevalent in the
atmosphere. Using a different albedo for a condensate tests the effects of an impure (or
altogether different) condensate in the atmosphere. By changing these individual input
parameters, we no longer create a self-consistent model, but we are able to isolate the effect
of our variations. We feel that with this first three-dimesional modelling of an extrasolar
atmosphere, isolating the effect of our variations is more important than a self-consistent
simulation.
5.4.1 Fiducial model
Using the parameters computed above, we have created a fiducial model of HD 209458b
which generates a geometric albedo of 0.42 at 500 nm. The atmospheric simulation consists
of three different scatterers: Rayleigh scattering hydrogen gas, Mie scattering five µm
enstatite, and Mie scattering five µm iron. The pressure and temperature are provided
97
by the HD 209458b temperature pressure profile, from which the density is computed.
We assume a 10% condensation rate, c, for both enstatite and iron. We also assume a
porosity (as described in section 4.2.2) of 45%, and we assume that the particulates will
condense according to their condensation curves and will extend up two pressure scale
heights (Seager et al. 2005). The simulation models the outermost ∼ 8000 km of the
atmosphere. It is against this fiducial model that we will compare our other simulations.
With these fiducial parameters, the resultant geometric albedo of HD 209458b is around
0.42, as seen in figure 5.4.
5.4.2 Condensation rate
The amount of enstatite and iron in the atmosphere of HD 209458b could vary significantly
from the value we use in our fiducial models, because more or less material may condense
than we suppose, and because there may be a higher abundance of metal in HD 209458b’s
atmosphere than we suppose. For our fiducial model, we assumed that 10% of the solar
abundance of the enstatite and iron in the atmosphere would condense into 5 µm grains.
Conceivably this could vary tremendously, because the condensation value in our model is
affected by the condensation rate and the abundances of enstatite compared to hydrogen.
Because HD 209458 is more metal rich than our sun, HD 209458b may have more metals
compared to hydrogen than the solar abundances we used (Schneider 2006). However, it
is also possible that condensates could form at higher regions in the atmosphere and rain
down into the cloud deck, creating a higher concentration of enstatite and iron (Ackerman
& Marley 2001). Finally, in the atmospheres of Jupiter and Saturn, some metals are found
at higher concentration rates than solar (Guillot 1999). Therefore we include 1000% solar
levels for the constituents of enstatite and iron.
Figure 5.5 demonstrates that the percentage of enstatite and iron which condenses
in the cloud only has a small impact on the geometric albedo, beyond a minimum amount,
around 1%. Similar to our earlier, more general, models (see chapter 4), larger opacities
combined with a fractal cloud lower the overall reflectivity. This leads to a 100% condensa-
tion rate producing a slightly less reflective geometric albedo than our 10% fiducial model.
(This is due to the light entering the cloud at optically thin regions but not escaping
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Figure 5.4: Geometric albedo phase curve of our fiducial model, including a two pressure
scale height enstatite cloud and a similar, but lower, iron cloud in the atmosphere, with
Rayleigh scattering hydrogen gas throughout.
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Figure 5.5: Geometric albedo phase curve of varying abundance rates for the iron and
enstatite clouds. We vary some values above 100% because HD 209458b may be more
metal-rich than our sun, resulting in more enstatite in the cloud.
100
because it is surrounded by optical thick regions.) However, even the 1000% condensation
model shows only modest differences from the fiducial model, 41.3% instead of 42.7%.
5.4.3 Porosity
Our fiducial model assumed that the porosity of the clouds would be approximately 45%.
We compared this value to two other porosities of the cloud: 80% and 2%. It should
be noted that when we consider percent porosity, we are only considering the grid cells
containing the condensate cloud. If we set the cloud limits at 50% height and 70% height,
then a 45% porosity is 45% within the limits of 50% height to 70% height. In all of our
porous models, the fsmooth value, as discussed in section 4.2.2, is zero. Results are shown
in figure 5.6. Porosity is a significant factor in our simulations of HD 209458b, just as we
showed in section 4.3.2. If the light is able to travel deeply into a highly porous cloud,
through the optically thin regions, then that light is often not able to emerge from the
atmosphere, and results in a lower geometric albedo. The porosity is even more important
in the specific situation of HD 209458b than it is in our general cases in chapter 4. This
is because of the relatively low albedo of iron (aFe = 0.685) condensates compared to
enstatite (aMgSiO3 = 0.999). In general the enstatite cloud will condense at a higher
altitude than the iron cloud, meaning that in a smooth cloud deck the photons will mainly
interact with the optically thick enstatite and never reach the lower iron cloud. However,
a porous enstatite cloud will allow light to go deeper in the atmosphere, to interact with
the low albedo iron and be absorbed. By comparison, in our general case changing the
porosity from 45% to 80% reduced the geometric albedo by about 30%. The same change
in the HD 209458b atmosphere reduced the geometric albedo by 40%.
5.4.4 Cloud height
Using the condensation curves for enstatite and iron, and supposing that the clouds will
extend two pressure scale heights up from the lowest height of condensation, we can
determine at what height in our simulation the two clouds of enstatite and iron will occur.
Using the condensation curves, we find that the enstatite cloud begins about 50% up in
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Figure 5.6: Geometric albedo phase curve of varying porosity rates. The nearly smooth
model (2% porosity) returns a geometric albedo only slightly better than our fiducial
model of 45% porosity. The more tenuous 80% porosity model gives a much less reflective
planet.
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the atmosphere and we extend it two pressure scale heights, to 70% of the height of the
atmosphere. The iron cloud condenses around 42% the height of the atmosphere and we
extend it up two pressure scale heights, to 62% the height of the atmosphere.
We can vary these cloud heights in order to test cases in which the atmospheric
clouds have not settled as well as we predicted they would. Cloud heights may differ due
to a very turbulent atmosphere, or because there is a higher abundance of iron than we
suppose. Additionally, this is a way we can test different temperature pressure profiles. We
are aware that this is not self-consistent, in that we are placing the clouds at temperatures
and pressures where they would not occur, but this still gives us good first approximations
as to what would happen with completely different parameters. We tested cases in which
the iron and the enstatite occur at the same cloud height, and in the unlikely situation
of iron occurring at the enstatite height in the atmosphere, and enstatite occurring at the
iron height. Results are shown in figure 5.7.
The height of the condensate clouds hugely affects the geometric albedo of the
planet, for much the same reason as the porosity rate affects it. In this case, it is mainly
the height of the iron cloud that makes the difference. Its low albedo can sharply decrease
the overall reflectivity of a planet, producing an albedo only 14% as reflective as the normal
case.
5.4.5 Gas absorption
There may be a more absorptive gas throughout the atmosphere of HD 209458b than
hydrogen. Our fiducial model used an albedo for the molecular hydrogen of 0.999. To test
the effect of this absorption on the geometric albedo, we also ran simulations in which
the gas throughout the atmosphere have absorption of 0.5. This is a possibility if TiO,
CH4, or Na molecules are in the atmosphere, because they are much more absorptive than
hydrogen. The results are presented in figure 5.8.
As shown, there is very little difference between the case where the clouds were high
and the hydrogen albedo was varied. The opacity of the molecular hydrogen is too small
to make much of a difference in the geometric albedo when most photons instead interact
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Figure 5.7: Geometric albedo phase curve of cloud heights. Our fiducial (predicted) model
puts the enstatite cloud highest in the atmosphere, with the iron below it. If we instead
mix the two clouds, and put both iron and enstatite at the same height in the atmosphere,
the geometric albedo is reduced. In the situation where we switch the placement of iron
and enstatite, with iron on top, the geometric albedo is significantly reduced, to only 10%
the value of our fiducial model.
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Figure 5.8: Geometric albedo phase curve of different absorption for the gas, and different
heights of the enstatite cloud. Changing only the gas absorption does not affect the
geometric albedo much, nor does making the enstatite cloud lower. However, if we make
the gas more absorptive and lower the cloud, then the light is absorbed by the gas before
it reaches the enstatite cloud, leading to a lower geometric albedo.
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with the much more opaque and higher enstatite and iron. However, the case changes
when the clouds are moved to the bottom of the atmosphere. Even though the clouds are
much more opaque than the hydrogen, the photons still interact and are absorbed if the
cloud is around 2% of the height of the atmosphere instead of 52% high. Merely lowering
the cloud or lowering the molecular hydrogen albedo will not change the geometric albedo,
but the two changes together cut the geometric albedo by more than one half.
5.4.6 Enstatite albedo
By using a slightly lower value for the single scattering albedo of enstatite, our models
produce a geometric albedo of only 0.25. Using Mie theory and the optical constants for
glassy enstatite from Dorschner et al. (1995), we calculated a single scattering albedo
for enstatite of aMgSiO3 = 0.999. However, there are also optical constants by Scott &
Duley (1996) which specifically measure amorphous enstatite. These values are used by
Marley et al. (1999) to develop their extrasolar giant planet atmospheric model. Using
the values of Scott & Duley (1996) results in an albedo of enstatite of aMgSiO3 = 0.985.
This may seem like a minute change, but because the phase function of enstatite throws
most photons forward when scattering, most photons will go into the atmosphere and
scatter multiply before coming out and possibly contributing to the geometric albedo.
Because the photons scatter so many times, a small change in the albedo can contribute
significantly to the geometric albedo, as we show in figure 5.9. The differences between
glassy and amorphous enstatite are outside the scope of this work, but it is sufficient to
say that the constituents of extrasolar planet atmospheres are not known to a fine enough
degree to favour one or the other. It should be noted that though we used the adjusted
optical constants to compute the second albedo, we did not recompute the phase function
of the enstatite based on the new constants. This was to isolate the change in albedo.
As shown, if the albedo of enstatite is aMgSiO3 = 0.985, the geometric albedo will
be only 0.25, instead of 0.42 for the aMgSiO3 = 0.999 model. As such, the single scattering
albedo is so critically important that what appears to be a minor difference, between
amorphous and glassy enstatite, can nearly halve the geometric albedo of the planet.
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Figure 5.9: Geometric albedo phase curve of different single scattering albedos for en-
statite. The relatively small change in the single scattering albedo, from 0.999 to 0.985
has a large impact on the geometric albedo of the planet. This change in single scattering
albedo could result from more amorphous than glassy enstatite in the atmosphere. Note
that we kept the same phase function for enstatite, and only changed the albedo.
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5.5 Discussion
For HD 209458b to have a high geometric albedo, the enstatite cloud condensate must
be high, smooth, and pure. At the temperatures and pressures present in the atmosphere
of HD 209458b, there are very few condensates which can make a positive impact on
the geometric albedo of the planet (Seager, Whitney & Sasselov 2000). According to the
condensation curves, enstatite forms high in the atmosphere and has a single-scattering
albedo high enough to give the planet a high geometric albedo.
However, the geometric albedo of HD 209458b in the visible wavelengths is less than
0.25, as determined by the MOST satellite (Rowe et al. 2006). This upper limit on the
geometric albedo seriously constrains the nature of the enstatite in the atmosphere of HD
209458b. The enstatite cannot be high, smooth and pure as we speculated in our fiducial
model, because if it were, then the reflected starlight would have been detected by MOST.
I find several variations of our models which depress the geometric albedo of HD
209458b. Lowering the condensation rate (or the abundance of enstatite) from 10% to
0.1% cuts the geometric albedo by more than one half. Heavily fractured clouds lower the
albedo by one quarter. Significantly lowering the enstatite cloud and raising the hydrogen
absorption together more than halve the geometric albedo, though each change on its own
does not affect the geometric albedo. Lowering the single scattering albedo of enstatite
to 0.985 from 0.999 reduces the geometric albedo to 25% compared to the fiducial model
value of 42%. Finally, mixing the high-albedo enstatite with the low-albedo iron more than
halves the geometric albedo, and if iron is higher in the atmosphere, then the geometric
albedo is only 10% the value of the fiducial model, or 4%.
Though reducing the condensation rate or abundance of enstatite to 0.1% solar
values results in a low geometric albedo for the planet, we are unconvinced that a reduction
of enstatite is what is causing the low albedo of HD 209458b. First, the metallicity of HD
209458 is higher than solar metallicity, suggesting that we are underestimating the amount
of enstatite in the system (Schneider 2006). Second, we notice the enhanced metallicity
in the atmospheres of our own gas giant planets, Jupiter and Saturn, and consider it
reasonable that extrasolar giant planets will also exhibit an enhanced metallicity compared
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to the parent star. Finally, we think the cloud condensation can promote better than solar
abundance at the condensation height of enstatite in the atmosphere.
If clouds are heavily fractured, then the geometric albedo is reduced, but we do not
consider this to be the main cause of the geometric albedo reduction. In our three test
simulations, the most fractured case with 80% porosity still gives a geometric albedo of
30%, above the upper limit imposed by the MOST data.
If the cloud is much lower in the atmosphere than the condensation curves suggest,
and the atmosphere is filled with more absorptive Rayliegh scatterers, then the geometric
albedo is reduced to about 18%, below the upper limit imposed by MOST. This is a rea-
sonable situation if ions or other species expected in the atmosphere are highly absorptive.
However, as mentioned before, the opacities of the condensates are much higher than the
opacities of the Rayliegh scatterers, so the condensates must be very low, and the Rayleigh
scatterers very absorptive to generate a low geometric albedo.
The nature of the enstatite, either glassy or amorphous, significantly affects the
geometric albedos, because it changes the single scattering albedo from 0.999 to 0.985.
That simple change gives a geometric albedo of about 0.26, or just above the geometric
albedo limit of MOST. We do find it hard to believe that all the enstatite condensed in
the atmosphere is pure, glassy enstatite. Other species are present in the atmosphere,
even some other condensates, so it is a reasonable expectation that some of the reduction
in geometric albedo comes from amorphous and impure enstatite depressing the single
scattering albedo of the condensate, but obviously, just the change to amorphous enstatite
is not sufficient, because the geometric albedo remains above our upper limit.
The atmospheres of Jupiter and Saturn are convective and as a result mostly ho-
mogenous. The upper layers are not completely homogenous, due partly to condensation
of clouds, but there is still diffusion of heavy elements throughout the atmosphere (Guillot
1999). In our simulations where the iron and the enstatite have mixed, the geometric
albedo drops to less than half the value of our fiducial model, to about 18%. If iron is
placed above the enstatite, then the geometric albedo drops to 4%. Several groups com-
ment on the turbulence expected in the atmosphere of HD 209458b (Showman & Guillot
2002; Cho et al. 2003). We think that a turbulent atmosphere, with routine mixing of
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various condensates (and the resulting drop in the average single scattering albedo), is
the most likely contributor to the low geometric albedo. The measure to which a high
geometric albedo depends upon a pure cloud of enstatite is too much in the hot, turbulent
atmosphere of HD 209458b.
5.6 Conclusions
HD 209458b is a dark planet, with an albedo lower than 0.25. In this chapter, we identified
a fiducial model which considered the densities, opacities, and albedos of hydrogen, iron,
and enstatite, and their respective placements in the atmosphere. This fiducial model
gives a geometric albedo over 0.4, so we know that it does not accurately represent the at-
mosphere of HD 209458b. We have systematically varied the parameters of our simulation
to determine the most likely cause for the low geometric albedo.
Many of the variations produced significant drops in the geometric albedo, includ-
ing making the clouds more fractured, lowering the condensation rate of enstatite, and
assuming amorphous enstatite instead of glassy. Indeed, we were surprised by how easily
the geometric albedo could be reduced with a relatively small change to the constituents
of the atmosphere. However, we feel the most dangerous assumption in our fiducial model
is that the cloud of enstatite is pure, and sits alone and above all the other condensates
in the atmosphere. Models have suggested that HD 209458b has a turbulent atmosphere,
and we think that mixing of enstatite with other, lower albedo condensates is what keeps
the geometric albedo so low.
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CHAPTER 6
Conclusions
6.1 Introduction
A little over ten years ago there were only nine planets known in the galaxy, and all of
them revolved around our Sun. Now, apparently, we have discovered so many planets that
we are blase´ about demoting the ones we had previously found (Chadha 2006)!
The progress in this field has been swift. Beginning with the discovery of 51 Pegasi
using radial velocity techniques, two more techniques have emerged able to discover ex-
trasolar planets: microlensing and transit searching. More techniques have contributed to
the understanding of extrasolar planets, including infrared observations of planets, trans-
mission spectroscopy through planetary atmospheres, astrometry, and reflected star light.
Because of these techniques, we know of over two hundred planets outside our
solar system, and in some cases we know quite a bit about them, including their radii,
masses, and sometimes the components of their atmospheres. In this rapid field, there
is understandably significant interaction between the observers and theorists. Because
new planets can be announced as frequently as one a month, planetary models must be
continually adjusted to take new information into account. Suppositions on the nature of
extrasolar planets from as recently as a few years ago are being challenged and refined.
This thesis covered methods for searching for extrasolar planets, using the transiting
method and differential image analysis, and methods for simulating extrasolar planets,
using a three dimensional Monte Carlo-based radiation transfer simulation. Finally, it
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covered the specific simulation of HD 209458b’s atmosphere, and discussed why this planet
might be so dark. It is an amalgamation of both observation and theory, searching for
planets and simulating them.
6.2 Searching for extrasolar planets
We began by explaining our justification for searching for extrasolar planets in open clus-
ters, because such clusters have a high density of same-age, similar metalicity stars in
a small field. We further explained the INT WFC survey strategy, to view three open
clusters in rotation to maximize the possibility of transits. We then described in detail
the process of reducing CCD derived data, including the treatment of biases and flats.
We explained the process of differential image analysis, whereby a single, created “best”
image is compared to all the sciences frames in order to reduce the number of blended
stars.
We discussed our transit detection algorithm, and the parameters we varied in order
to sift through the multitudes of light curves generated from the reductions of our CCD
data. We also discussed the Monte Carlo based transit simulations which allowed us to
estimate how many transiting planets we should find, using our transit detection algorithm.
Finally, we discussed the reduction of data from June and July of 1999 for the
open cluster NGC 7789, with precision good enough to discover extrasolar planets, and
concluded with two eclipsing binaries which resulted from that reduction.
Next we covered the specific data from NGC 6940, another open cluster observed
in rotation at the INT. Using the aforementioned reduction techniques, we were able
to, again, reduce the CCD information to photometry with precision necessary to detect
extrasolar planet transits. We explored why we failed to find a main sequence from our
data, specifically because our cluster members were saturated in the data. Despite this
setback, we were able to use our colour information to derive estimates for stellar radii.
Again using our transit detection algorithm, we identified 14 stars with periodic, low
amplitude, short duration events, and an additional 4 stars with single events. Upon
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closer inspection, all of the stars appear to be eclipsing binary stars. However, their
detection showed that transit detections were possible, we just didn’t have them in our
data. We postulate that the frequency of extrasolar planets is lower for the small M and
K stars which predominated our data.
6.3 Simulating extrasolar planet atmospheres
We continued the thesis by considering another method of extrasolar planet detection, by
reflected star light, and the lack of detections using that technique. With observational
data, researchers are able to put upper limits on the geometric albedo of some extrasolar
planets, and those limits are low, much darker than Jupiter or Saturn. In this thesis, we
considered the darkness of extrasolar planets by building a three dimensional Monte Carlo
based radiation transfer simulation to model their atmospheres.
We explained the limits of our model, and its origins as a cube semi-infinite plane
parallel simulation which is tiled over the surface of a sphere to infer the results of the
model over the entire surface of an extrasolar planet. We explained our scattering species,
and how we determined the behaviour of the light according to properties of the species:
phase function g, albedo a, and fractal porosity. We also explained the lower boundary
conditions we could simulate in our model, and we explained the various tests we employed
to check the validity of our model, including Chandrasekhar’s solution for a plane parallel
Rayleigh scattering atmosphere, and Lambert’s sphere.
We explored a multitude of different simulations and expressed the results as geo-
metric albedos for the planet enveloped in that atmospheric condition. We explored the
effects of optical depths, single scattering albedo, smoothness, bottom conditions, and sin-
gle scattering phase functions on the overall geometric albedo of the planet. Our fiducial
model included single scattering albedo a = 0.5 and phase function g = 0.5. We found the
geometric albedos in general to be quite low, usually measuring under 10%. This at first
surprising conclusion was explained by several planetary theorists and even by an Icarus
paper from 1972 which shows that planets must have constituents with extremely high
albedos in order to have high geometric albedos.
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Next, we used the Monte Carlo based radiation transfer simulation to study the at-
mosphere of HD 209458b. We discussed the specific enhancements to the code which were
necessary to more realistically model a specific atmosphere, including support for verti-
cal stratification, multiple scattering species, and cloud decks. We detailed the extensive
suppositions necessary for creating the model, including the temperature pressure profile,
choosing enstatite and iron as the most important condensates, and using hydrogen as
a rayleigh scatterer. We showed how we calculated the densities, albedos, opacities, and
phase functions of hydrogen, enstatite and iron.
We created a fiducial model in which we calculated the height of the enstatite and
iron clouds, and then varied several parameters of the model. We varied the condensation
rates of the enstatite and the iron, the porosity of the clouds and the cloud height of the
condensates. Due to some question to the amorphous or crystalline nature of enstatite,
we also varied the single scattering albedo of enstatite.
Using the results of the simulations as a guide, as well as the upper limits on
geometric albedo reported by observers, we were able to make some inferences on the
nature of the HD 209458b atmosphere. It can not have the pure, smooth, opaque, high
albedo enstatite cloud highest in the atmosphere, because that would give a geometric
albedo much larger than the 25% limit reported by MOST. It seems that instead the
cloud is probably fractious and impure, and the single scattering albedo is lower than the
fiducial value.
6.4 Avenues for further research
Many interesting questions could be answered by continuing some of the research that
is included in this dissertation. Just as the dissertation encompasses both observational
work for searching for extrasolar planets and modeling work for simulating them, further
research could encompass both observations and simulations.
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6.4.1 Future observational work
Following the successful reductions of NGC 6940, NGC 7789 and NGC 6819, there is some
amount of disappointment that no planets were found. However, each of the clusters were
reduced in different ways, with the largest difference being the use of a point-spread fitting
function on NGC 6819 and difference image analysis on 6940 and 7789. With all the raw
data being essentially the same, an aggregate of all three clusters’ data could be used
with a common reduction technique in order to give a better statistical significance to the
finding of a null result. In fact, since the accuracy of all three methods can be roughly
estimated by the results, one could compare the different reduction techniques to find the
best method for reducing all of the clusters.
However, it would be hard to justify the amount of time that would be taken for
such an endeavor, since the most reasonable expectation would be that no “new” planets
would be found in the existing data. There was some hope that NGC 7789 should be the
most promising of the observed clusters, because of the extended (and denser) observations
in 2000, but it similarly resulted in no planets. Also, it seems that most interest in transit
searches has turned to wide-field searches, which is reasonable, since the wide-field searches
have a much better possibility of follow-up if an interesting candidate is discovered, because
the observed stars are much closer.
Several score of eclipsing binary stars were discovered as a natural byproduct of
searching for extrasolar planets in NGC 6940 alone. With the color data from the 1999
observations, many of these stars could be described or further studied by binary star
researchers. Unfortunately, the stars are fairly faint, above 17th magnitude, which makes
follow-up difficult.
6.4.2 Future simulation research
Testing our code against other codes would be especially helpful in determining the
strengths and weaknesses of our particular implementation of atmospheric modeling. The
work of atmospheric scientists is especially helpful in this area, because an organization
has already been formed in order to test different implementations of three dimensional ra-
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diation transfer code, the Inter-comparison of Three-dimensional Radiation Codes (I3RC)
(Cahalan et al. 2005). There are over 20 different teams working on this problem, and
through the work of the I3RC, all codes are tested against each other in an effort to pro-
mote accuracy. Our code, because of our needs, may be able to handle a more varied
parameter set than would be necessary for most of the atmospheric codes. However, we
could restrict our simulations to Earth derived parameters in order to check our results
against other code’s results.
One-dimensional atmospheric models were initially favored because they are less
computationally intensive than their three-dimensional counterparts. This computational
limitation led to one dimensional models and the additional levels of abstraction necessary
to model real atmospheres. Indeed, it is more understandable to create a three dimensional
model which accurately represents the atmosphere. However, a full three dimensional
model was much too computationally intensive for early atmospheric simulations.
Now, on the other hand, computing power has become so affordable that we can
make full models of atmospheres or brown dwarf circumstellar material without concern
that the simulations will be too much for our processors. However, increasingly computing
is turning to multiple processors as a way to garner better performance with the least cost.
Most major chip architectures also are including vector based processing, in which multiple
operations are solved in one chip cycle in order to improve performance. Monte Carlo based
radiative transfer simulations like what was accomplished in this research would be a prime
candidate for vectorization and making the code run in parallel. Because the photons do
not interact with each other, but instead with a fixed framework, computing multiple
photon paths simultaneously should be a trivial enhancement to a sufficiently advanced
programmer. This can be accomplished by using vector based operations within individual
chips but also by parallel computations in systems that have multiple processors, or in the
most useful situation, using a cluster of computers.
A future line of work would certainly need to look at parallelizing the code in order
to take advantage of clusters and the workstations which currently ship with multiple
processors.
Another area we wish to expand our code is to use banded structure on the surface
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of the planet. Currently, as described in section 4.2.1 on page 58, our code creates one
simulation, shines light at it from multiple angles, then tiles the results on the surface of
a sphere. In essence, we are just extrapolating our semi-infinite simulation to the entire
planet. However, as we can readily see on Jupiter, there is large scale structure over the
entire planet. On Jupiter, this is reflected in the banded structure of its clouds. Certainly
some of the clouds are more turbulent, some less, some cloud condensates are absorptive,
some not so, and some of the clouds smooth, while others are fractured.
We would like to extend the code to be able to model these different large structures
over the surface of the planet, by assigning different semi-infinite simulations to different
longitudes and latitudes on the surface. For the most part, the value of modeling large
atmospheric structure would be, for now, lost on the research in extrasolar planets, because
that level of detail is not available in extrasolar planet data, and won’t be for decades.
However, in the interim, the research would be helpful in developing atmospheric models
of Jupiter.
As mentioned in the thesis, ours is the first code capable of simulating a three-
dimensional atmosphere of an extrasolar planet. However, unlike the other models of
extrasolar planet atmosphere, which are one-dimensional, our code is not self-consistent.
Our code in particular does not calculate the temperature and iterate to a self-consistent
temperature and pressure. We would like to modify our current code (or use the techniques
to build a new code) in order to make a fully self-consistent three-dimensional radiation
transfer code to model extrasolar planet atmospheres.
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