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Statistical self-similarity of branching patterns
Statistical similarity can be assessed by comparing probability distributions. If two random variables, say and , have the same probability distributions [i.e., ( ) = ( )], then = . However, it is also possible that apparently different variables become statistically similar after simple scaling. For example, the distributions of the rescaled random variables / ( ) and / ( ) might be the same random variable . In this case, the random variables and are said to be statistically similar (1) , and it suffices the following equation:
Here we briefly describe that branching structure in our theoretical model possesses the above statistical self-similarity, whose recursive patterns are largely determined by branching probability . To describe this, we introduce a concept of "generation" proceeding upstream from the river outlet. At each generation, each node in generation ω gives one or two nodes to the next upstream generation ω + 1. Each node in generation ω has the distinct pathway of the same distance (i.e., ω) to the outlet. Generation is zero at the river outlet node.
Let be a random variable denoting the number of nodes in generation ω, and let
This branching process of infinite river networks is relevant to the Galton-Watson branching process for the supercritical case, where the expected number of offspring exceeds one (in our case = + 1). The theorem states that ω / ( ) converges with probability 1.0 to a limiting random variable as ω → ∞ (2). Hence, with probability 1.0, Notice that the statistical property of ω is essentially defined by branching probability .
This demonstrates that the branching structure (measured as the number of branches in a given generation) has the form of statistical self-similarity in the sense defined by equation 1.1.
Derivation for the expected value of
The total number of within-branch combinations of nodes can be expressed as φ = ∑ 2 for branches with ≥ 2. The expected number of nodes (subpopulations) within those branches ( ≥ 2), ( '), is the expected value of a geometric distribution truncated at two:
In this equation, the denominator represents the probability of a branch having ≥ 2 nodes ( ≥ 2), such that the cumulative mass function for the truncated geometric distribution (i.e.,
) sums up to be unity. The above equation can be reexpressed as:
As the expected number of branches with
e., the number of branches in a network (NP) multiplied by the probability of a branch having ≥ 2 nodes (1−P)], the expected value of φ is:
).
Effects of unequal subpopulation abundances and CVs on metapopulation stability
Our theoretical model involves two simplified assumptions: equal temporal means and CVs of abundances for all subpopulations. We examined how these simplified assumptions influenced theoretical predictions of metapopulation stability using stochastic simulations.
We assumed an exponential decline in mean abundances of subpopulations with rank ). Otherwise, subpopulation CVs either increase ( > 2) or decrease ( < 2) with increasing mean abundance of subpopulation.
We generated random river networks as described in the main text and assigned subpopulation ID (i.e., abundance rank) randomly to each node. Metapopulation stability CV m was then calculated based on the following formula.
We considered 54 combinations of parameters ( = 0.01, 0.1; = 1.5, 2.0, 2.5; ρ = 0.1, 0.5, 0.9; ρ = 0.1, 0.5, 0.9). For simplicity, and µ 1 were set as 1 and 100, respectively, for all simulations. Branching probability and metapopulation size varied as described in the main text. The R script was provided in Code S6.
The results were qualitatively similar. Branching complexity had stabilizing effects on metapopulations as long as within-branch synchrony exceeded among-branch synchrony (Figs.
S3-8).
In contrast, effects of metapopulation size greatly varied depending on parameter values (Figs. S9-14) . Thus, our main conclusion based on the simplified model (equal mean abundances and CVs of subpopulations) may hold true in a variety of ecological contexts.
Individual-based simulation model

Model description
To investigate sensitivity of our theoretical predictions to realistic ecological processes, we developed an individual-based simulation model with discrete generations (3) (4) (5) . In the model, we simulated subpopulation dynamics (generation t and patch i) in random river networks with explicit consideration of dispersal, reproduction and local/regional environmental stochasticity. Below, we explain details of our individual-based simulation model.
Dispersal -We assumed natal dispersal (i.e., disperse before reproduction), which is a common feature of riverine organisms (e.g., 6). Subpopulation size after natal dispersal, , was given by the following equation:
is the number of immigrants from patch j (j ≠ i) to patch i and is the number of migrants emigrating from patch i to other pathes. and were drawn as follows:
The parameter dictates the probability of staying in patch j (i.e., dispersal rate = 1 -), and the power is the network distance between patch i and j (measured as the number of habitat patches along the network). Dispersal probability for a given separation distance
was devided by the number of subpopulation combinations with equal
= 1 for large . We used a discrete form of distance-dependent dispersal since our random river networks have discrete habitat patches. A continuous version of equation 4.2a is an exponential decay of dispersal probability, a common assumption made in metapopulation studies (e.g., 7). The immigration process described above is naturally downstream-biased as more connections exist in an upstream direction ["slow current" scenario sensu Fronhofer and Altermatt (3)], reflecting natural dispersal processes in real river networks.
Reproduction -We then simulated reproductive processes in local habitat patches using the logistic growth model provided by Beverton and Holt (8) (i.e., intraspecific competition occurs at the local subpopulation level).
. K is the carrying capacity and 0 represents the maximum per-capita population growth rate. Our model accounts for local, spatio-temporally uncorrelated enviromental stochasticity expressed as varition in population growth rate. For every patch and generation, was drawn from a log-normal distribution as: log ~ Normal(log 0 , σ 2 ).
The realized subpopulation size in the next generation was drawn from a Poisson distribution with a mean of [ +1] to represent local demographic stochasticity.
Regional catastrophic event -Finally, we assumed that metapopulations may experience regional declines at a certain rate (e) due to external, density-independent factors, such as watershed-wide floods or droughts. We considered two scenarios in which sensitivity to such external factors are either heterogeneous or homogenous among branches. In the heterogenous scenario, a simulated catastrophic event removed, on average, 40% of individuals from all patches simultaneously. We let removal rates vary randomly around the mean among branches (see Fig. 1 for definition of an individual branch) to account for substantial variation in disturbance regimes among branches, as widely observed in stream networks (9-11), and stream-specific life-history adaptation of subpopulations (12, 13) (see Discussion for further rational behind this assumption). In generations where regional catastrophic events occur, equation 4.4 becomes:
( ) is the removal rate (patch i nested within branch k) drawn from a beta distribution: 
Numerical simulation
We chose 32 parameter combinations so as to represent metapopulation dynamics of ecologically distinct species (population growth rate 0 = 1.5, 3.0; local environmental stochasticity σ = 0.1, 0.5; probability of staying = 0.9, 0.99; occurrence rate of a regional catastrophic event = 0.1, 0.2; heterogeneous or homogeneous removal rate ). In each parameter combination, we simulated 400 generations in 500 random river networks with varying branching probability P and metapopulation size N, both of which were randomly drawn from uniform distributions [ ~ U(0.1, 0.9); ~ U(50, 150)]. After discarding the first 100 generations as a burnin period, we estimated CVs of metapopulations (CV m ) as:
, where = ∑ 1 . To examine if systematic heterogeneity of population synchrony emerges as a result of realistic ecological processes, we also estimated within-branch and among-branch population synchronies (measured as the Pearson's correlation coefficient) using the simulated subpopulation dynamics. We obtained median estimates of synchrony values for within-branch and among-branch combinations separately. For all parameter settings, all habitat patches were intialized with 100 individuals and carrying capacity K was set to be 100
individuals. The R scripts were provided in Code S7 and S8.
Among the resulting 16,000 metapopulation simulations, 22 metapopulations went extinct after 400 generations; these simulated metapopulations were discarded. In persistent metapopulations, a balance between within-branch and among-branch population synchronies were strongly influeced by regional catastrophic events (Fig. S15 ). In the presence of stream-specific responses to a regional catastrophic event, within-branch population synchrony generally exceeded among-branch population synchrony (compare red and gray dots in Fig.   S15 ). Local environmental stochasticity (σ ) and dispersal ( ) also influenced within-branch and among-branch population synchronies; however, their effects were not as strong as regional catastrophic events and did not reverse the balace between within-branch and among-branch synchornies (compare panels in Fig. S15 ).
The resulting metapopulation dynamics were qualitatively similar to our analytical predictions. In ecological conditions where within-branch population synchrony clearly exceeded among-branch population synchrony, branching complexity consistently stabilized metapopulations (Fig. S16) . The stabilizing effect of branching complexity diminished (or reversed in a few cases) as among-branch population synchrony became more similar to (or higher than) within-branch population synchrony (Fig. S16) . As expected from the simplified theoretical models (see Fig. S2 ), metapopulation size effects were generally weak; the effects were detectable only when strong local environmental stochasticity lowered overall population synchrony (σ = 0.5; Fig. S17 ).
Collectively, these findings suggest that the functional relationship between metapopulation stability and branching complexity (or metapopulation size) was largely governed by the emergent balance of within-branch and among-branch population synchronies.
Therefore, our conclusion derived from the simplified theoretical models is supported by detailed consideration of realistic ecological processes.
Study watershed and data selection of fish abundance data
Our study locations are designated as protected watersheds, and thus, have no major dams and fishery activities. Moreover, surrounding landscapes have little influence of human activities;
forested area exceeded, on average, 86% of watershed area (Table S1 ). The only significant human influence is a well-documented artificial propagation program of masu salmon (O. m.
masou) for a subset of watersheds.
We analyzed metapopulations of four fish species (B. toni, O. m. masou, S.
leucomaenis and T. hakonensis) using the data from these watersheds. To exclude watersheds without sufficient data for our statistical model, we confined our analysis to those in which a focal fish species occurred ≥ 3 times at least at one of the sampling sites. Consequently, the number of watersheds analyzed varied from 16 to 31 depending on species. Other species were excluded from our analysis for either of the following reasons: (ⅰ) high risk of species misidentification or (ⅱ) small sample size (species excluded if ≤ 10 watersheds meet the above criterion).
Site-year specific detectability
Fish sampling was conducted with two-pass removal (each pass includes electrofishing and cast net sampling) at all sites. To estimate site-year specific detectability in our data, we constructed a multinomial detectability model. Let , ( ) (site j nested within watershed i in year t) denote the number of fish captured in kth removal. We modeled the matrix of observed fish numbers , ( ) as a multinomial distribution, , ( ) | ( ) ,~Multinomial( ( ) , ), conditional on the unknown number of fish ( ) and the conditional probabilities of capture associated with the two-pass removal. We let θ ( ) represent the probability of capture during a single removal from the site in year t. Then π , ( ) = θ ( ) �1 − θ ( ) � −1 specifies the probability of capture of fish during the kth removal, given that they have not been captured in earlier removals. The parameter θ ( ) was assumed to be site-year specific: logit(θ ( ) ) = ξ + ϵ ( ) .
The parameter ϵ ( ) is the random variation among sites and years (thus, observer-specific detection errors were also involved in this parameter) and was normally distributed as
. The average probability of capture with the two-pass removal across sites and years (γ) was given by γ = ∑ δ(1 − δ) −1 ∈ { 1, 2 }, where logit(δ) = ξ. We assumed that the unknown number of fish ( ) follows an overdispersed-Poisson distribution as:
The parameters κ mean and σ κ represent the expected mean and the overdispersion parameter governing normally-distributed errors, respectively.
The model was fitted to the data with JAGS as in the main text. Vague priors were assigned to the parameters: i.e., normal distributions for log κ and ξ (mean = 0, variance =
Estimation of elevation, watershed land cover and weir density
Using QGIS ver 2.12. We did not include elevation, watershed land cover and weir density in the regression model explaining metapopulation stability because these variables were less informative and/or risked influences of multicollinearity. Elevation was not considered as it was correlated with precipitation (Pearson's r = 0.68, p < 0.01) and may be substituted by the variable. Watershed land cover (% forest area) and weir density (number of weirs per watershed area) were not included for the following reasons: (ⅰ) these variables were clearly correlated with multiple explanatory variables, so including them in a regression model risked influences of multicollinearity; (ⅱ) there was very minor variation in land cover (Table S1 ); (ⅲ) majority of weirs occurred in tiny headwater streams (<1 km 2 watershed area) and thus have little influence on watershed-scale connectivity (14); (ⅳ) these two variables were not correlated with the detrended CV (Pearson's |r| < 0.04, p > 0.74). See Table S5 for a full correlation matrix among potential explanatory variables. Okushibetsu  0  3  0  0  0  3  0  3  0  3  0  3  0  2  0  0  3  0   Ookamotsu  3  3  3  3  3  3  3  3  3  3  3  3  3  3  3  3 
