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Abstract
In this thesis, we study two subjects: SrTiO3 (STO) accumulation layers and
films made of semiconductor nanocrystals (NCs), which are important for technological
applications. We start from the low temperature conductivity of electron accumulation
layers induced by the very strong electric field at the surface of STO sample. Due
to the strongly nonlinear lattice dielectric response, the three-dimensional density of
electrons n(z) in such a layer decays with the distance from the surface z very slowly
as n(z) ∝ 1/z12/7. We show that when the mobility is limited by the surface scattering
the contribution of such a tail to the conductivity diverges at large z because of growing
time electrons need to reach the surface. We explore truncation of this divergence by
the finite sample width, by the bulk scattering rate, by the back gate voltage, or by
the crossover to the bulk linear dielectric response with the dielectric constant κ. As
a result we arrive at the anomalously large mobility, which depends not only on the
rate of the surface scattering, but also on the physics of truncation. Similar anomalous
behavior is found for the Hall factor, the magnetoresistance, and the thermopower.
For the second part, we extend to the cases of spherical and cylindrical geometries,
and more complicated planar structures. For the planar case, we study overlapping
accumulation layers in GdTiO3/STO/GdTiO3 quantum wells and electron gases created
by spill-out from NSTO (heavily n-type doped STO) layers into STO. Generalization
of our approach to a spherical donor cluster creating a big Thomas-Fermi atom with
electrons in STO brings us to the problem of supercharged nuclei. It is known that for
an atom with nuclear charge Ze, where Z > 170, electrons collapse onto the nucleus
resulting in a net charge Zn < Z. Here, instead of relativistic physics, the collapse is
caused by the nonlinear dielectric response. Electrons collapse into the charged spherical
donor cluster with radius R when its total charge number Z exceeds the critical value
Zc ' R/a, where a is the lattice constant. The net charge eZn grows with Z until Z
exceeds Z∗ ' (R/a)9/7. After this point, the charge number of the compact core Zn
remains ' Z∗, with the rest Z∗ electrons forming a sparse Thomas-Fermi atom with it.
We also study the case of long cylindrical clusters.
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In the third part, we look at the details of the surface scattering by roughness of
accumulation layers. To connect with previous works on surface roughness scattering,
we focus on conventional semiconductors with the linear dielectric response where
accumulation layers with very large concentrations of electrons and many subbands filled
became recently available due to ionic liquid and other new methods of gating. The
low temperature mobility in such layers is limited by the surface roughness scattering.
However theories of roughness scattering so far dealt only with the small-density single
subband two-dimensional (2D) electron gas. Here we develop a theory of roughness
scattering limited mobility for the multisubband large concentration case. We show
that with growing 2D electron concentration N the surface dimensionless conductivity
σ/(2e2/h) first decreases as ∝ N−6/5 and then saturates as ∼ (ΛaB/∆2)  1, where
Λ and ∆ are the characteristic length and height of the surface roughness, aB is the
effective Bohr radius. This means that in spite of the shrinkage of the 2D electron gas
width and the related increase of the scattering rate, the 2D electron gas remains a good
metal. Thus, there is no re-entrant metal-insulator transition at high concentrations
conjectured by Das Sarma and Hwang [PRB 89, 121413 (2014)]. The expression of
surface relaxation time can be generalized to the STO case where the dielectric response
is nonlinear. We find that there is no reentrant metal-insulator transition, either, in STO
accumulation layers at experimentally available large N .
Finally, we switch to the study of NC films. We focus on the variable-range hopping
of electrons in semiconductor NC films below the critical doping concentration nc
at which films become metallic. The hopping conductivity is then described by the
Efros-Shklovskii law which depends on the localization length of electrons. We study
how the localization length grows with the doping concentration n in the film of touching
NCs. For that we calculate the electron transfer matrix element t(n) between neighboring
NCs for two models when NCs touch by small facets or just one point. We study
two sources of disorder: variations of NC diameters and random Coulomb potentials
originating from random numbers of donors in NCs. We use the ratio of t(n) to the
disorder-induced NC level dispersion to find the localization length of electrons due to
the multi-step elastic co-tunneling process. We find three different phases at n < nc
depending on the strength of disorder, the material, sizes of NCs and their facets: 1)
“insulator” where the localization length of electrons increases monotonically with n and
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2) “oscillating insulator” when the localization length (and the conductivity) oscillates
with n from the insulator base and 3) “blinking metal” where the localization length
periodically diverges. The first two phases were seen experimentally and we discuss how
one can see the more exotic third one. In all three the localization length diverges at
n = nc. This allows us to find nc.
v
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Chapter 1
Introduction
1.1 Transport properties of SrTiO3 accumulation layers
Recently, studies of ABO3 perovskites have been a subject of interest due to their
intriguing properties [1] and subsequent significant technological applications. Among
them, SrTiO3 (STO) has attracted special attention [2, 3]. STO is a semiconductor
with a band gap of ' 3.2 eV and a large dielectric constant κ ranging from 2 · 104 at
liquid helium temperatures to 350 at room temperature. It can be used as a building
block for different types of devices, with reasonably large mobility [4, 5] and abundant
exotic phenomena. For example, one can put STO together with other oxides like
GdTiO3 (GTO), LaAlO3 (LAO), etc., to make heterostructures. These structures
exhibit ferromagnetism, superconductivity, and multiferroics. The physics behind them,
however, is not completely clear yet. For understanding of the complicated phenomena
and future promising applications, it is important to first make clear of the basic electron
transport properties of the system.
In such heterostructures, e.g., GTO/STO heterojunctions, an electron accumulation
layer emerges spontaneously on the STO side (see the cyan region in Fig. 1.1) caused
by the “polar catastrophe” (or “polar discontinuity”) of GTO [6], inside which there are
alternating positively and negatively charged layers creating an internal electric field and
thus leading to surface excessive charges of a fixed two-dimensional (2D) concentration
(∼ 0.5 e/a2 in the case of GTO where e is the electron charge, a ≈ 3.9A˚ [7] is the lattice
constant of STO). On the GTO/STO interface, the surface charges on the GTO side
1
2are positive and induce the compensating electron gas inside STO. The role of GTO
can also be played by LAO [4, 5, 2], SmTiO3 (SmTO) [8]. NdAlO3, LaVO3 [9], PrAlO3,
NdGaO3 [10], LaGaO3 [11], LaTiO3 [12] and others producing the polar catastrophe
[6]. One can also accumulate up to 1014 cm−2 electrons on the surface of STO using
ionic liquid gating [13, 14]. In all these devices, the electron gas inside STO is induced
by an interfacial electric field resulting from positive charges on the other side of the
interface. So it is natural to think that the depth profiles of the potential and electron
density in STO have a universal origin in these cases.
Figure 1.1: (Color online) Schematic electron potential energy −eϕ(z) diagram of an
accumulation layer in a moderately n-doped STO where z is the distance from the
interface. The band gap is Eg. Electrons (cyan region) are attracted by an external
induction D0 applied at z = 0. The characteristic width of the electron gas is d. In the
bulk of STO the Fermi level εF is near the bottom of the conduction band (denoted as
the zero energy point).
Such depth profiles have already attracted attention from the experimental [15, 16,
17, 18] and theoretical points of view [19, 13, 20, 21, 22, 23]. For example, there are
experimental data showing that electrons are distributed in a layer of width ' 5− 10 nm
near the LaAlO3/SrTiO3 interface, while theoretical works that attempt to explain
such behavior are mostly based on microscopic numerical calculations. This thesis,
however, adopts a simple, mostly phenomenological, analytic approach for describing
the depth profiles. In this approach, the Landau-Ginzburg free energy expansion [24,
325] is used to account for the nonlinear dielectric response in STO, and electrons
are almost everywhere described in the Thomas-Fermi approximation [26]. For an
accumulation layer in STO created by an external interfacial induction D0, this gives a
three-dimensional (3D) electron concentration n(z) that depends on the distance from
the surface z as
n(z) ∝ (z + d)−12/7 (1.1)
represented by the cyan region in Fig. 1.1, where the width d decreases with D0 as
d ∝ D−7/50 . It is shown in the previous work [27] that these relations seem to agree
reasonably well with experimental data [17, 16]. Although here it mostly concentrates
on accumulation layers in STO, the developed approach is applicable to KTaO3 [28]
and CaTiO3 [29] (which also have nonlinear dielectric response at considerable electric
fields) serving as the host media for accumulation layers as well.
To obtain such results, we have made several reasonable assumptions. At the
experimentally relevant 2D concentrations of donors N > 1017 cm−3, STO is moderately
doped and the Fermi energy lies in the conduction band close to the bottom. Therefore,
we can regard the Fermi level as at the conduction band bottom, defined as the zero
point. Though STO changes symmetry from cubic to tetragonal at T ' 110K, the
distortion is small [7] and can be neglected. The dielectric response is then approximately
isotropic and its geometry is determined by the external field. So when an external
induction D0 is directed along the z axis perpendicular to the interface which has a
one-dimensional (1D) structure, the problem is effectively 1D and easy to deal with.
Also, STO is assumed to have a single isotropic band with the effective mass m∗ '
1.5 me, [27] where me is the free electron mass. This is justified by that in the
Thomas-Fermi approximation, what matters is the density of states instead of the
detailed band structure, which is well captured by the effective mass already. Based on
these assumptions, the detailed derivations can be found in Sec. 2.1 of Chapter 2.
One should note that n(z) here has an unusually long tail with a weak 12/7 power
law decay due to the nonlinear dielectric response. As will be explained below, this tail
is extremely mobile and thus called the “run-away tail” (RAT). Experimentally, it is
found that the mobility of accumulation layers is much smaller than that of electrons
in bulk STO, indicating clearly the dominance of surface scattering in the transport
of accumulation layers. Therefore, in order to get relaxed, electrons at the distance
4Figure 1.2: (Color online) Schematic plot of electron relaxation by surface roughness
scattering. The ups and downs on the surface (at z = 0) represent the roughness. The
electron gas (cyan region) has a 3D density depth profile n(z) ∝ z−12/7 where z is the
distance from the surface. Electrons in the tail have a much larger travel time t(z) to
the surface and thus a much larger relaxation time τ(z) than electrons in the main body
of the distribution located within the distance d from the surface. At large distances,
the relaxation time grows with z as τ(z) ∝ z11/7.
z need to first reach the surface and then get scattered. Their relaxation time τ(z)
is mainly determined by the travel time t(z) ∼ z/v(z) ∝ z/ [n(z)]1/3. In the tail,
n(z) ∝ z−12/7 therefore gives the relaxation time τ(z) ∝ z11/7. The scattering rate of tail
electrons is much smaller than that of electrons in the main body of the distribution n(z)
(within the distance d from the surface), which are closer to and thus more frequently
scattered by the surface (see Fig. 1.2). This extremely mobile long tail results in the
anomalously large mobility, Hall factor, magnetoresistance, and thermopower. These
kinetic coefficients, because of the truncation of the tail at some distance by certain
mechanisms, get large but still finite values in the end. For example, when the STO
sample is relatively thin such that the tail is cut by the finite width W  d of STO,
the thermopower S grows with the truncation length W as S ∝ W 8/7, which goes to
infinity if W is infinite (corresponding to no truncation). This prediction agrees nicely
5with experimental data [8] as shown in Fig. 1.3. Similar anomalies were also predicted
for silicon MOSFETs but at high temperatures [30]. It should be pointed out that the
interplay here between contributions from tail and body electrons to kinetic coefficients
can also be interpreted as the existence of effectively two types of carriers. This option
has been widely investigated for the data on the linear and nonlinear Hall effect [31],
on the inconsistency between electron concentrations measured by the Hall effect and
the Shubnikov-de Haas effect [32], and on the difference between ac and dc transport
results [33]. More detailed discussion of the RAT-caused anomalous transport properties
is included in Sec. 2.2 of Chapter 2.
Figure 1.3: Comparison of experimental data and RAT prediction for the absolute value
of the thermopower S divided by the temperature T as a function of the STO sample
width in the GTO/STO/GTO quantum wells represented by the number of STO layers.
The solid circles represent the experimental data taken from Reference [8] (from which
we take only the peak values of |S/T | in the measured range of T for relatively wide
samples where the width W truncating the tail is large enough compared to d so that
two accumulation layers formed near each GTO/STO interface weakly overlap and can
be regarded independent). The solid line denotes the fitting of the data with the scaling
behavior S/T ∝W 8/7.
61.2 Electron gas in more complicated STO-based structures
and geometries
On top of the simple solution for a single accumulation layer one can study more
complicated problems based on STO where there are two accumulation layers overlapping,
e.g., in GTO/STO/GTO multi-heterojunctions [34, 35, 36] as shown in Fig. 1.4.
When the STO layer is thick, one can expect that the two accumulation layers overlap
weakly by the vanishing tails and the final electron distribution can be described as an
approximate addition of two accumulation layers given by Eq. (1.1). However, as the
STO layer gets thinner, the overlap becomes stronger. Due to the nonlinear physics here,
the electron density profile changes substantially. In Sec. 3.1 of Chapter 3, how electron
density profiles evolve as a function of the the distance W between two heterointerfaces
is calculated.
Figure 1.4: The GTO/STO/GTO quantum well with wide enough GTO layers and an
STO layer of width W . Here, one GTO/STO interface is defined as z = 0 while the
other is z = W . The GTO layers generate D0 = 2pie/a2 on each interface.
Unlike the case for a single accumulation layer in a relatively thick STO sample, there
is no longer a simple analytic solution for the GTO/STO/GTO structure due to the
absence of a simple boundary condition. A numerical method is given. The idea is that
for given boundary conditions (which numerically give the whole electron density profile
inside STO), one can get the corresponding W from integrating the differential equation.
As a result, one actually obtains W as a function of different n(z) shapes. Inversely, one
then gets the density profiles at different W as illustrated in Fig. 1.5. It can be seen that
7an almost constant n(z) at W = 4a, around which the quantum criticality is observed
[36], evolves to the one reminiscent of two weakly overlapping tails of accumulation layers
described by Eq. (1.1) at W = 16a, as expected. Besides in the case of overlapping
accumulation layers, the planar problem can also become complicated even with a single
accumulation layer when it is created in a modulation-doped structure of NSTO/STO
[37, 38, 39, 40, 41]. In this case electrons spill out from the heavily n-type doped
STO layer (NSTO) and the interfacial induction D0 is self-consistently provided by the
depletion layer in NSTO instead of having a fixed value like in GTO/STO interfaces.
The accumulation layer in STO has the same structure as in Eq. (1.1) with the thickness
d now dependent on the doping concentration in NSTO. Based on all this knowledge,
NSTO/STO multi-heterojunctions and the case of a heterointerface combining both the
polar discontinuity and the electron spill-out are also discussed in Chapter 3.
0 0.5 10
0.5
1
z/W
n
(z
)/
n
(0
)
W = 16a
W = 8a
W = 4a
Figure 1.5: (Color online) Electron distribution in STO of GTO/STO/GTO quantum
wells at different values of W which is the width of the STO layer (a is the lattice
constant). The thick solid lines are the electron concentration n(z) in the unit of n(0)
where n(0) is the electron concentration at z = 0 (red: W = 16a; black: W = 8a; blue:
W = 4a). Here, one GTO/STO interface is defined as z = 0 while the other is z = W .
When W is not very large, the electron density profile is substantially different from the
simple addition of two single accumulation layers.
Sometimes, the electron gas in STO is created by external charges with a spherical
or cylindrical symmetry. The system thus has a 3D or 2D geometry, making it difficult
to study. For example, one can dope the bulk STO by generating oxygen vacancies at
high temperatures. The vacancies either assemble together to lower the system’s energy
8[42, 43] or form along a network of extended defects [44], producing large positively
charged spherical or cylindrical donor clusters. Another way to more controllably create
such a cluster is to “draw” a disc or line of charge by the atomic force microscope (AFM)
tip on the surface of LAO/STO structure with the subcritical thickness for LAO [45, 46].
The potential in STO caused by such a positive disc or line is similar to that of a charged
sphere or cylinder completely inside the bulk STO.
Let us now consider a spherical donor cluster with radius R and charge Ze. At
relatively small Z, there are Z electrons located at distances from aB/Z to aB from it,
which form a Thomas-Fermi “atom” [47] with the cluster. Here aB = κ~2/m∗e2 is the
Bohr radius and ~ is the Planck constant. Since κ is large, the electrons are far away
from the cluster and the whole “atom” is very big. As Z increases, the electron gas
swells inward to hold more electrons. However, as shown in Sec. 3.2, we find that when
Z goes beyond a certain value Zc (aB/Z is still much larger than R at this moment),
the physical picture is qualitatively altered. Surrounding electrons start to collapse into
the cluster renormalizing the net cluster charge from Ze to Zne and at very large Z
one gets Zn  Z. This is again a result of the nonlinear dielectric response which is
induced near the cluster.
The phenomenon of charge renormalization is not new [48, 49]. For a highly charged
atomic nucleus with charge Ze, the vacuum is predicted to be unstable against creation
of electron-positron pairs, resulting in a collapse of electrons onto the nucleus with
positrons emitted [48]. This instability happens when Z > Zc with Zc ' 170 & 1/α,
where α = e2/~c ' 1/137 is the fine structure constant and c is the light speed. When
Z exceeds Z∗ ' 1/α3/2 ' 1373/2, the net charge saturates at Z∗ as in previous work
[49]. In the condensed matter setting, there are similar phenomena in narrow-band gap
semiconductors and Weyl semimetals [49] as well as graphene [50]. In all these cases, the
collapse happens because the energy dispersion of electrons is relativistic in the strong
Coulomb field of a compact donor cluster playing the role of a nucleus. In our case,
however, the collapse originates from the strong nonlinearity of the dielectric response
in STO at small distances from the cluster. In the case of a spherical donor cluster, this
nonlinearity leads to the change of the attractive potential near the cluster from being
∝ 1/r to ∝ 1/r5, resulting in the collapse of non-relativistic electrons to the cluster.
The first electron collapses at Z ' Zc ' R/a, and at Z  Z∗ ' (R/a)9/7, the net
9charge of nucleus Zne saturates as Zn ' Z∗, as shown in Fig. 1.6.
Figure 1.6: (Color online) The number of collapsed electrons Sc and the renormalized
net charge Zne as a function of the original charge Ze for spherical donor clusters in
STO. Sc is shown by the thin solid line (red), Zn is denoted by the thick solid line
(blue), and the dashed line (black) is a guide-to-eye where Zn = Z. Zc denotes the
critical value where electrons begin to collapse and Z∗ is the saturation point where
Zn stops growing. Both Zc and Z
∗ depend on the cluster radius R. Sc ∝ Z9/2 at
Zc  Z  Z∗.
For the donor clusters shaped like long cylinders, we describe them by the linear
charge density ηe while their radius is still denoted as R. It is also shown in Sec. 3.2
of Chapter 3 that when the charge density ηe is larger than certain value ηce, electrons
begin to collapse into the cluster and the charge density is weakly renormalized. When
η exceeds another value η∗  ηc, the renormalization becomes so strong that the net
density ηn remains ' η∗ regardless of the original density η. This problem is similar
to that of the charged vacuum condensate near superconducting cosmic strings [51],
and is also reminiscent of the Onsager-Manning condensation [52] in salty water. (For
example, in salty water, the negative linear charge density of DNA is renormalized from
' −4e/lB to the universal net value −e/lB due to the condensation of Na+ ions onto
the DNA surface. Here lB = e
2/κwkBT ' 7 A˚ where κw = 81 is the dielectric constant
of water, kB is the Boltzmann constant, and T is the room temperature.)
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1.3 Surface roughness scattering
Figure 1.7: The exponential model of surface roughness. The size of the roughness is Λ
and the height fluctuates as ±∆ with respect to the average interface where 2∆ ≈ a and
a is the semiconductor lattice constant. At very large concentrations, ∆  k−1F  Λ,
the incident electron hits only a single island. For the exponential model of roughness,
the electron is scattered only by the island edge which effectively has a height ∼ ∆, a
length ∼ k−1F , and thus a slope angle β ' ∆kF .
As explained in Sec. 1.1 of Introduction, one prerequisite of RAT formation is the
surface scattering dominance in the accumulation layer. However, we have not yet
talked about the detailed mechanism of the surface scattering, which gives the surface
relaxation time τs or the scaling prefactor of the relaxation time τ(z) ∝ (z/d)11/7. One
of the most important surface scattering mechanisms is by the roughness, which for
relatively clean surfaces can be imagined as a collection of random atomic-size steps up
or down of height ∆ ∼ a (a generally refers to the lattice constant of the semiconductor
in discussion) and characteristic size Λ ∆ along the surface (see Fig. 1.7). This can be
quantitatively described by the exponential model of roughness, which is experimentally
confirmed [53]. The surface roughness scattering is actually well studied by previous
works in conventional semiconductors with a linear dielectric response for inversion
layers where the electron gas is 2D [54, 30, 55, 56, 57, 58]. The mobility µ limited by
the surface roughness scattering behaves as µ ∝ 1/E 2 where E is the surface electric
field. For a large enough E the 2D concentration of electrons N ∝ E so that µ ∝ 1/N2
and the surface conductivity σ = Neµ ∝ 1/N . This result holds for an inversion layer
in a lightly doped p-type semiconductor when E is much larger than the electric field
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of the depletion layer. The low temperature mobility was also extensively studied in
quantum wells, where it is limited by the surface roughness of both interfaces. This
mobility strongly depends on the width of the quantum well [59, 60, 61]. In all these
works, because of the interest in higher mobilities, the surface roughness scattering was
studied theoretically only for relatively small concentrations N , when only the first
energy quantization subband is filled at low temperatures [30, 55, 56, 57, 58, 59, 60, 61].
Also, it was difficult to induce large electron concentrations N (higher than 1013 cm−2
in Si). So the roughness scattering at large N when many subbands are filled at low
temperatures remains unexplored, either for conventional semiconductors with a linear
dielectric response or for STO where the dielectric response is nonlinear.
The last decade, however, witnessed growing interest in accumulation layers with
large 2D concentrations N which allow to achieve qualitatively new properties of the
electron gas, such as superconductivity or magnetism. New methods to create large
electron concentrations were developed including gating with help of an electrolyte or
a room temperature ionic liquid, which does not need an insulator layer and, therefore,
makes a double layer with a very large capacitance. We have introduced in Sec. 1.1
that accumulation layers in STO can be induced in this way. In fact, this method is
also very useful for conventional semiconductors. For example, in Si, N ∼ 5 · 1013 cm−2
were achieved using gating by an electrolyte [62] and by an ionic liquid [63]. Even
larger concentrations N ∼ 1014 cm−2 were induced in ZnO [64] and MoS2 [65]. Another
important method is based on heterojunctions of polar and nonpolar semiconductors
such as in GaN-based heterojunctions where concentrations up to 4.4 × 1013 cm−2
were achieved in the conventional semiconductors [66, 67, 68], similarly to GTO/STO
heterostructures explained in Sec. 1.1. In order to fill many electron subbands, the
concentration N should satisfy that the dimensionless parameter Na2B > 1, where aB
is the Bohr radius of the host semiconductor. In the cases of ZnO and MoS2 mentioned
above Na2B reaches 5. In semiconductors with relatively large aB such as GaAs, InAs,
InSb, and PbTe, it should be easy to reach Na2B  1. For such multisubband cases, as
said above, the roughness scattering limited mobility has not been theoretically studied.
In Chapter 4, this gap is filled and to make close connections with previous works,
conventional semiconductors are investigated first with STO accumulation layers studied
later.
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For conventional semiconductors with linear dielectric response, the surface relaxation
time τs is found for relatively small and large N , respectively. Since the tail electron
concentration decays with the distance very fast as n(z) ∝ z−6 in this case [69], the
kinetic coefficients converge to the surface values. The total conductivity is then
completely determined by τs. The result for the dimensionless conductivity σ(N)/(2e
2/h)
at Λ < aB is shown on Fig. 1.8 as a function of the dimensionless concentration Na
2
B
for the exponential model of roughness by the thick solid line (black). The conductivity
first decreases with N as ∝ N−6/5 and then saturates at the level
σ
2e2/h
' ΛaB
∆2
, (1.2)
which is much larger than unity assuming that both Λ  ∆ and aB  ∆. The thin
solid line (red) schematically shows the 1/N dependence of the conductivity derived for
a single subband by previous work [55].
Here, the saturation happens at the point when the electron wavelength k−1F at the
surface is approximately equal to the size Λ of the roughness. Before this point or at
smaller N , the roughness felt by electrons is averaged over all irregularities within the
region of size∼ k−1F . As the concentration increases, kF increases and fewer irregularities
are averaged over making the surface “rougher” for electrons. When k−1F gets below
Λ, the electron “hits” only a single irregularity and the level of “roughness” is fixed.
For the electron density profile in the linear dielectric response case, this leads to the
final constant conductivity. Our results here contradict to the conjecture [70] that the
single subband result [55] can be extrapolated to the large-concentration multisubband
case (see the thin dashed line (red) in Fig. 1.8). This conjecture led to the dramatic
prediction [70] that the dimensionless conductivity could become smaller than unity
implying the reentrant metal-insulator transition with growing N . The results here
show that at large N the accumulation layer remains metallic. This agrees with decent
mobilities observed experimentally [71, 64, 65, 62].
In the STO case, we get the same expression of τs in terms of the surface electron
wavenumber kF and the electron gas width d. Now using the new relationship between
d, kF , and N for the nonlinear dielectric response, the mobility of surface electrons
µs = eτs/m
∗ at very large N is
µs ∝ e
h
1
N
1
(Na2)2
(1.3)
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Figure 1.8: (Color online) Schematic log-log plot of the dimensionless total conductivity
of an accumulation layer σ/(2e2/h) limited by the surface roughness scattering as a
function of the dimensionless 2D electron concentration Na2B at Λ < aB in conventional
semiconductors with the linear dielectric response. The thick solid line (black) shows
the conductivity for the multisubband accumulation layer. It first decreases as(
Na2B
)−6/5 (
a4B/Λ
2∆2
)
approximately continuing the single subband dependence 1/N
and then saturates at Na2B ∼ (aB/Λ)5/2, where the wavelength k−1F ∼ Λ. The thin solid
line (red) represents the 1/N dependence derived for a single subband [55]. Conjectured
extrapolation [70] of this dependence to larger concentrations is shown by the thin
dashed line (red).
with a prefactor much larger than unity. Due to the existence of RAT, the final mobility
averaged over all electrons is much larger than the surface mobility µs and the total
conductivity σ  Neµs  (e2/h)
(
Na2
)−2
. For experimentally available concentrations
N , Na2 < 1, so the final conductivity is much larger than the critical value e2/h per spin
(which means 2e2/h considering the two-fold spin degeneracy). The system therefore
remains metallic for all experimentally available large 2D electron concentrations N and
there is no reentrant metal-insulator transition in the STO accumulation layers, either.
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1.4 Electrical conduction in films made of semiconductor
nanocrystals
Besides STO, there are also other materials being intensively investigated due to their
great potential for applications. Among them, films made of semiconductor nanocrystals
(NCs) play a very important role for building optoelectronics such as solar cells [72],
light emitting diodes [73] and field effect transistors [74, 75], because of their size-tunable
optical and electrical properties [76], and low-cost solution-based processing techniques
[77, 78]. These applications require conducting NC films and several ways of introducing
carriers via doping are being explored [79, 80, 81, 82, 83, 84, 85, 74, 86]. At a given
concentration of carriers the mobility can be improved by moving NCs closer to each
other and reducing their contact resistance.
In many studies [79, 80, 86, 82] the low temperature conductivity of doped films was
found to obey the Efros-Shklovskii (ES) variable range hopping law [87]:
σ(T ) = σ0 exp
[
−
(
TES
T
)1/2]
. (1.4)
Here σ0 is a conductivity prefactor, T is the temperature, and
TES =
Ce2
εfkBξ
(1.5)
in Gaussian units, where ξ is the electron localization length, εf is the effective dielectric
constant of the film, e is the electron charge, kB is the Boltzmann constant, C ' 9.6
[88]. Typically, ξ grows with the 3D concentration of electrons n in a NC and with the
improvement of contacts between NCs, and consequently, TES becomes smaller and the
film becomes more conducting [86].
In Chapter 5 we concentrate on doping of NC films by chemical donors or acceptors
[89] which was recently achieved in InAs [83], CdSe [84], HgS [85] and Si [86] NCs. While
many experimental studies have been directed towards increasing the conductivity of
NC films with increased n, it was not clear when ξ diverges and TES vanishes so that
the NC film becomes metallic [90, 91, 92]. In other words, it was unknown what is the
critical concentration nc of electrons (or holes) in a NC necessary for the insulator-metal
transition (IMT). Recently [86] nc was estimated for the case favorable for the IMT ,
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where close-to-spherical NCs with diameter d touch each other by small facets of radius
ρ  d without any ligands that impede the conduction by creating a barrier between
NCs (see Fig. 1.9a). The result is very simple
nc ' 0.3ρ−3. (1.6)
The IMT is illustrated in Fig. 1.9 where we show how an electron wave packet of the
minimum available size for a given n quasiclassically passes between two touching NCs at
n > nc, but has to tunnel at n < nc and, therefore, becomes more vulnerable to disorder.
(One should note that in the NC part of this thesis, we assign new meanings to some
of the symbols used in previous discussion due to the limited number of appropriate
symbols to use. For example, d is the NC diameter now. Also, we will introduce later
the number of doped electrons in each NC N , the energy quantization gap between
consecutive energy shells in NCs ∆, the decay length of electron wavefunctions b inside
the medium between NCs which is thus the characteristic tunneling distance of electrons
between NCs, α which is the energy shift ratio to the energy quantization gap ∆ for
each level, ε which is the dielectric constant of the semiconductor constituting the NC
here, etc.)
Contacts between NCs may have different origins. For example, a close-to-spherical
NC has small facets due to the discreteness of the crystal lattice. Their radius can be
estimated as ρa '
√
da/2, where a is the lattice constant. For CdSe NCs with a = 0.6
nm and d = 5 nm, ρa ∼ 1.2 nm and Eq. (1.6) gives nc = 2× 1020 cm−3. For the case in
which NCs shown in Fig. 1.9 touch each other away from these facets, a finite tunneling
distance b ∼ 0.1 nm in the medium between NCs should be taken into account. This
leads to ρ = ρb '
√
db/2  ρa which is the radius of an effective “b-contact” and the
critical concentration nc is much larger. For epitaxially connected NCs, the removal of
ligands induces oriented attachment between NCs through facets whose radius can be
as large as d/4 [93, 94, 95, 96].
On the other hand, at very light doping when the average number of electrons per
NC,N = pind3/6, is less than unity one should see the nearest-neighbor hopping between
NCs with the activation energy equal to the charging energy of a NC [88, 97]. Thus, the
ES hopping should be observed in a large range of the concentrations 6/pid3 < n < nc.
To calculate TES given by Eq. (1.5), we need to know how the localization length
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Figure 1.9: (Color online) The cross-section of two NCs in contact by their facets with
radius ρ d each. Here a is the lattice constant, d is the NC diameter. The blue cloud
depicts the smallest available electron wave packet with the size k−1F ∼ n−1/3, where
kF is the Fermi wavenumber and n is the 3D doping concentration of electrons in each
NC. (a) Electron transport at n > nc. The smallest electron packet fits in the touching
facets and moves through the contact. (b) At n < nc, the smallest wave packet gets
stuck near the contact and the electron tunneling between NCs is depleted so much that
it cannot overcome the disorder to delocalize electrons.
ξ(n) grows in this range, before reaching the NC diameter d and diverging in a critical
vicinity of nc.
The localization length of electrons is determined by the competition of the energy
variation δE induced by disorder and the tunneling matrix element t between neighboring
NCs (see Fig. 1.10 where δE saturates at ∆). We study two main sources of disorder:
the dispersion of NC diameters, which changes the quantization kinetic energy, and the
variation of the number of donors in a NC, which leads to charging of NCs and random
Coulomb potentials shifting electron levels. We also calculate t(n, ρ) for the two models
of small-ρ contacts mentioned above. We arrive at the conclusion that typically the
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Figure 1.10: Electron hopping via the elastic multi-step co-tunneling through the chain
of touching spherical NCs at small N with the electron energy in the vicinity of the
Fermi level. The weakly split degenerate electron energy shells are shifted up or down
by the disorder potential γ and the energy variation of the shells closest to the Fermi
level between neighboring NCs δE saturates at the energy quantization gap ∆ when the
disorder potential is very large. The electron (denoted by the letter ‘e’) tunnels with
the tunneling matrix element t from the initial NC i through the m = 0 levels (red) in
the shells closest to the Fermi level in each intermediate NC. Virtually visited NCs (and
their levels) are shown by arrows. The dashed line represents the Fermi level.
combination of both sources of disorder is so strong that one needs N  1 electrons per
NC to make large enough t in order to get appreciable ξ and approach the IMT.
In Chapter 5, the generic case for small semiconductor NCs is dealt with when
electron energy shells of the spherical NCs are separated by the quantization gap ∆ and
each degenerate shell is weakly split. It is shown that when the disorder potential γ
exceeds ∆ so that the energy variation δE saturates at ∆, for NCs touching by contact
facets of small radius ρ, the localization length ξ is
ξ(n) ≈ d
ln(2/nρ3)
. (1.7)
This result is obtained at low temperatures when electrons hop via the elastic multi-step
co-tunneling process between distant NCs (see Fig. 1.10). The effective dielectric
constant εf is not affected by the electron polarization in NCs far from the IMT point.
Thus, Eq. (1.7) together with Eq. (1.5) can be used to predict the dependence TES(n).
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The localization length ξ becomes comparable to d when n gets close to the critical
concentration nc of the IMT. Using this criterion, we arrive from the insulating side at
the estimate Eq. (1.6) which was obtained [86] from the metallic state before.
Both Eqs. (1.7) and (1.6) do not depend explicitly on the disorder strength. This
happens because when the disorder potential γ exceeds the energy quantization gap
∆, due to the periodicity of the quantized spectrum, the energy difference between
neighboring NCs δE saturates at the level of ∆ and the electron density of states
summed over the entire film is approximately uniform. Remarkably both Eqs. (1.7)
and (1.6) continue to play an important role even when γ is smaller than ∆ and well
defined peaks of the electron density of states appear. With decreasing width of these
peaks the localization length starts to oscillate at small N while keeping its minima
close to the base line Eq. (1.7). At the critical concentration given by Eq. (1.6), the
oscillation disappears with the localization length ξ going to infinity as the system enters
the usual metallic state. Phase diagrams are used in Chapter 5 to address the different
situations in several widely used semiconductor NCs, i.e., CdSe, InAs and ZnO, with
d = 5 nm, ρ = ρa = 1.2 nm and 7% dispersion of NC diameters, where the systems fall
into different regions of the parameter space and exhibit various conduction behaviors.
Chapter 2
Surface scattering limited
transport of STO accumulation
layers
2.1 Electron potential and density depth profiles of a single
accumulation layer in STO
Bulk STO typically is an n-type semiconductor with a 3D concentration of donors
nD > 10
17 cm−3. Let us discuss the position of the Fermi energy εF in such crystals.
The electron spectrum near the bottom of the conduction band is complicated [98],
and in order to make the problem of an accumulation layer tractable analytically we
assume that it is isotropic and non-degenerate with the effective mass m∗ ' 1.5 me,
[27] where me is free electron mass. Within the hydrogenic theory of shallow donors,
the donor Bohr radius aB is equal to κ · b, where b = ~2/m∗e2 ' 0.35 A˚, e is the
electron charge, and κ is dielectric constant of the material. At room temperature
when κ = 350, the Bohr radius aB = 123 A˚ is so large that the Mott criterion for the
metal-insulator transition in doped semiconductors nca
3
B = 0.02 leads to a very small
critical concentration of doped carriers nc = 1 · 1016 cm−3. At helium temperatures
κ = 2 · 104 and nc = 6 · 1010 cm−3. Thus, at the experimentally relevant concentration
of donors nD > 10
17 cm−3, we are dealing with a moderately doped semiconductor
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in which the Fermi energy lies in the conduction band of STO. On the other hand,
due to the relatively high effective mass the bulk Fermi energy εF is smaller than the
bending energy of the conduction band bottom near the interface. For example, for
n = 1018 cm−3 where n is the 3D concentration of doped electrons, the low temperature
Fermi energy calculated from the bottom of the conduction band is εF ' 4 meV, which
can be up to 100 times smaller than the bending energy of the conduction band bottom
in an accumulation layer for GTO/STO. Therefore, one can assume that the Fermi level
coincides with the bottom of the conduction band (denoted as the zero energy point as
shown in Fig. 1.1).
We are interested in the electron distribution near an interface of STO. We consider
the case when the axis z is directed perpendicular to the interface (plane z = 0) and
lies along the [100] axis of a cubic crystal of STO. As said in Introduction, in fact, STO
changes symmetry from cubic to tetragonal at T ' 110K, but the distortion is small [7]
and is neglected. An external induction D0 applied from the left is directed along the
z axis making the problem effectively 1D. Following Ref. [27], we derive the electron
potential and density depth profiles below.
If the 3D electron density is denoted by n(z), then the potential depth profile ϕ(z)
in the system is determined by the equations:
dD
dz
= −4pien(z), D = E + 4piP, dϕ
dz
= −E , (2.1)
where D(z), E (z), P(z) are the electric displacement field (the induction field), the
electric field and the electric polarization in STO. Equations (2.1) should be solved
with proper boundary conditions. For example, for a single accumulation layer the
boundary conditions are D(0) = D0 and ϕ(∞) = 0.
STO is well known as a quantum paraelectric, where the onset of ferroelectric order is
suppressed by quantum fluctuations [99]. For a continuous second-order phase transition
the Landau-Ginzburg theory gives the free energy densityF as a power series expansion
with respect to the polarization P:
F = F0 +
τ
2
P2 +
1
4
A
1
P20
P4 − EP, (2.2)
where F0 stands for the free energy density at P = 0 and τ is the inverse susceptibility
τ = 4pi/(κ − 1) ' 4pi/κ. In this work 0 < τ  1, P0 = e/a2 is the characteristic
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polarization and a ' 3.9 A˚ [7] is the lattice constant. The coefficient A describes the
nonlinear dielectric response. For all estimates below we use A = 0.8 following from
Ref. [27]. The last term of Eq. (2.2) is responsible for the interaction between the
polarization and the electric field E . In general F depends on the components of the
vector P, but in the chosen geometry the problem is 1D, and all vectors are directed
along the z axis. The crystal polarization P is determined by minimizing the free
energy density F in the presence of the electric field E , δF/δP = 0. This condition
relates E and P,
E =
4pi
κ
P +
A
P20
P3. (2.3)
Since κ at low temperature is so large, one can ignore the first term. We note that
E  4piP as P P0 typically, so D ≈ 4piP and thus
E ≈ A
(4pi)3P20
D3. (2.4)
In the Thomas-Fermi approach [26, 47], the 3D electron concentration n(z) and
self-consistent potential profile ϕ(z) are related as −eϕ(z) + µ(z) = εF = 0, where
µ(z) ∝ [n(z)]2/3 is the chemical potential of the electron gas. So n(z) and ϕ(z) are
related as
ϕ(z) =
(
3pi2
)2/3 ~2
2m∗e
[n(z)]2/3 (2.5)
Thus, one can obtain the solution of Eqs. (2.1) by using relations (2.4) and (2.5), and
arrive at the equation for the potential:
d
dz
[(
d
dz
ϕ
e/b
)1/3]
=
23/2
3pi2
1
b4/3
A1/3
(
e/b2
P0
)2/3(
ϕ
e/b
)3/2
. (2.6)
With the boundary condition for a single accumulation layer D(0) = D0 and ϕ(∞) = 0,
we then get the solution:
ϕ(z) = C1
e
b
(
b
a
)8/7 1
A2/7
(
b
z + d
)8/7
∼ e
a
(
a
z + d
)8/7
, (2.7)
n(z) = C2
1
b3
(
b
a
)12/7 1
A3/7
(
b
z + d
)12/7
∼ 1
a3
(
a
z + d
)12/7
, (2.8)
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where C1 = [5
636pi12/(7823)]1/7 ' 5.8, C2 = [5932pi426/712]1/7 ' 1.3. One can simply
the expression by absorbing b/a and A into numerical coefficients using values of b, a,
and A. The characteristic length d can be obtained using the neutrality condition where
the number of accumulated electrons has to compensate the external field D0,
4pie
∞∫
0
n(z)dz = D0 = 4pieN. (2.9)
Here N is the total 2D electron concentration. So
d = C3b
(a
b
)2/5(e/a2
D0
)7/5
1
A3/5
∼ a (Na2)−7/5 , (2.10)
where C3 = (16/7)(5
232pi11)1/5 ' 84. The above result of electron density depth profiles
seems to be in good agreement with experimental data [27].
One should note that at very large distances the polarization becomes smaller and
the linear dielectric response takes over. This happens when the first and second terms
in Eq. (2.3) are comparable at the distance
z0 = C4aA
1/10
(
b
a
)3/5
κ7/10 ∼ aκ7/10 (2.11)
with the numerical coefficient C4 of the order of unity [27]. z0 is estimated to be on
the order of 102 nm for helium temperature, which is so large that the crossover to
linear dielectric response in STO accumulation layers can be ignored in most cases of
our consideration.
2.2 Run-away tail in STO
In the previous section, we get the electron distribution in an accumulation layer induced
in STO-based heterointerfaces which has a long tail n(z) ∝ z−12/7. If we ignore
the scattering of electrons by bulk impurities, the low temperature mobility of the
accumulation layer in STO is limited by the surface (interface) scattering. Therefore,
the scattering rate of electrons in the body of the distribution n(z) is much larger
than that of electrons in the tail due to the large travel time to the surface of the tail
electrons. As a result the tail contribution to different kinetic coefficients diverges. In
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particular, this leads to the anomalously large mobility, Hall factor, magnetoresistance,
and thermopower, which depend on the truncation mechanism of the divergences. The
tail is thus named the ‘run-way tail’ (RAT).
2.2.1 Conductivity
Since the time an electron originally at the Fermi level of distance z spends on the
journey to the surface is ∼ z/vF (z) where vF (z) ∼ ~n(z)1/3/m∗ ∝ z−4/7 is the Fermi
velocity and m∗ is the effective electron mass, we get the corresponding relaxation time
τ(z) = τs
(z
d
)11/7
, (2.12)
where τs ≡ τ(d) is the surface scattering related relaxation time of electrons in the body
of distribution (2.8). The spatially varying relaxation time τ(z) has to be averaged
to calculate the surface conductivity. Usually, in bulk semiconductors when there are
different kinds of carriers, e.g., electrons with the same effective mass m∗ but different
relaxation times, the 2D conductivity is e2Nτ¯/m∗, where N = N1 +N2 is the total 2D
concentration of different carriers, and the averaged relaxation time is [100]
τ¯ =
N1τ1 +N2τ2
N1 +N2
. (2.13)
Here the subscripts refer to the concentrations and relaxation times of the two different
carriers. One can generalize Eq. (2.13) to our case where electrons at different z have
different relaxation times and thus behave as if they are different carriers. The total 2D
conductivity is then
σ =
e2N 〈τ〉
m∗
(2.14)
where similarly to Eq. (2.13), we have here
〈τ〉 =
∫ L
0 dz n(z)τ(z)∫ L
0 dz n(z)
=
∫ L
0 dz n(z)τ(z)
N
. (2.15)
Here N is the total 2D concentration of electrons. Below we always understand the
averaging 〈. . . 〉 in the way of Eq. (2.15). Using Eqs. (2.8) and (2.12), we then obtain
σ = σs
(
L
d
)6/7
(2.16)
24
where σs = Neµs, µs = eτs/m
∗ is the electron mobility in the body of n(z) distribution
at z ≤ d. We see that both 〈τ〉 and σ diverge in the limit L→∞. This is why we had
to introduce a finite truncation length L to the electron density tail. It can be specified
for several possible truncation mechanisms: i) the finite width of the STO sample, ii)
a finite bulk scattering rate, and iii) the nonlinear-linear dielectric response transition.
The smallest of these values is to be substituted into Eq. (2.16).
Finite sample width W — For a sample with a relatively small width W , for example,
GTO/STO/GTO structures with the STO layer of width W , the resulting conductivity
is
σ = σs
(
W
d
)6/7
(2.17)
with L in Eq. (2.16) substituted by W  d. The expression of the relaxation time τs
depends on the surface scattering mechanism.
Bulk scattering — Let us now consider the large W case and assume that the
bulk relaxation time τb does not depend on the electron concentration. (A mobility
independent of the electron concentration of course means that in the tail far enough
from the surface where n(z) becomes very small electrons should get localized. Indeed,
it is known that in the bulk STO samples the localization happens at concentration
nc ∼ 3 × 1016 cm−3 according to Ref. [101]. Here we deal with accumulation layers
with much larger near-the-interface concentrations n(0) ∼ 1020 cm−3 so that other
mechanisms are assumed to truncate the conductivity or the Hall factor before n(z)
reaches nc. We justify this assumption in Subsec. 2.2.4.) Assuming that τb  τs we can
find such a distance z = L1 that the relaxation time Eq. (2.12) due to surface scattering
and τb are equal
τs
(
L1
d
)11/7
= τb. (2.18)
This gives
L1 = d
[
τb
τs
]7/11
 d. (2.19)
At z  L1, the total relaxation time
[
τ−1(z) + τ−1b
]−1 ≈ τb is constant and the
conductivity converges. Thus, substituting L1 for L in Eq. (2.16), we get
σ = Neµs
[
τb
τs
]6/11
= Neµ
6/11
b µ
5/11
s (2.20)
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where µb = eτb/m
∗  µs is the electron mobility due to bulk impurity scattering. This
gives the final value of σ only for relatively large samples when the width W > L1 and
σ obtained from Eq. (2.20) is smaller than Eq. (2.17). A remarkable feature of Eq.
(2.20) is that the final mobility depends on both the surface and the bulk scattering
and is close to the geometrical average [µbµs]
1/2.
Crossover to linear dielectric response — The electric field of the accumulation layer
decays with z as 1/z15/7 and eventually becomes so small that the dielectric response of
STO becomes linear with the large dielectric constant κ. According to previous section,
this happens when z reaches
L2 = z0 ∼ aκ7/10  d, (2.21)
where z0 is given by Eq. (2.11). At z  L2, the 3D electron concentration is [27]
n(z) ' C5a
3
B
z6
(2.22)
where C5 = 1125pi/8 ≈ 442 and the conductivity converges for this density profile. This
means that at L2  W, L1, we can get the conductivity substituting L2 for L in Eq.
(2.16). As a result,
σ = σs
(
L2
d
)6/7
∼ σs
(
Na2
)6/5
κ3/5. (2.23)
In this case, of course, in its range of validity Eq. (2.23) gives a smaller σ than both
Eqs. (2.17) and (2.20).
2.2.2 Hall factor
In this subsection we discuss effects of a weak magnetic field B on the conductivity
tensor: the Hall effect. It is known that the Hall constant is rH/Nec, where the Hall
factor according to Ref. [100] is
rH =
(N1τ
2
1 +N2τ
2
2 )(N1 +N2)
(N1τ1 +N2τ2)2
(2.24)
for two kinds of carriers with the same effective mass but different relaxation times
labeled by subscripts 1, 2, and the total concentration N = N1 +N2. So again, we can
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generalize this result to our case where electrons at different positions play the role of
carriers with different τ . The Hall factor is then
rH =
〈
τ2
〉
〈τ〉2 (2.25)
where the averaging is weighed by the electron 2D concentration ratio dz n(z)/N following
the form of Eq. (2.15). Using Eq. (2.12) one can see that when 〈τ〉 diverges 〈τ2〉 diverges
even stronger. Therefore below we deal with the truncation of both divergences.
For relatively thin STO samples whereW  L1, L2 and L1, L2 are given respectively
by Eqs. (2.19) and (2.21), both divergences of
〈
τ2
〉
and 〈τ〉 are cut by W . According
to Eq. (2.12), we get
〈
τ2
〉
= τ2s
(
W
d
)17/7
, 〈τ〉 = τs
(
W
d
)6/7
(2.26)
so the Hall factor is
rH =
(
W
d
)5/7
. (2.27)
When the STO sample width is larger, i.e., W  L1, the bulk scattering becomes
important before the electron density vanishes. From Sec. 2.2.1, we know that 〈τ〉
stops diverging at this point. Meanwhile, due to the constant relaxation time τb at
z > L1,
〈
τ2
〉
also stops diverging, so we arrive at
rH =
(
L1
d
)5/7
(2.28)
with L1 here playing the role of W in Eq. (2.27). This result is valid only when the
dielectric response is nonlinear at all z < L1, i.e., L2  L1. When L2  L1, W , the
divergence of 〈τ〉 stops at z = L2 but
〈
τ2
〉
continues diverging even after this point
where n(z) crosses over to ∝ 1/z6. Indeed, in this case instead of Eq. (2.12) we get
τ(z) ∝ z
vF (z)
∝ z3 (2.29)
where vF (z) ∝ n(x)1/3 ∝ 1/z2. As a result
〈
τ2
〉 ' τ2s (L2/d)17/7(L/L2). To truncate
this new divergence we should use the finite sample width W or the bulk scattering
to obtain L. However, one should note that the position where the bulk scattering
dominates changes from L1 to L
′
1 now due to the new dependence of τ(z) Eq. (2.29).
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Since at z > L2, τ(z) = τ(L2) (z/L2)
3 where τ(L2) = τs (L2/d)
11/7 given by Eq. (2.12)
at z = L2, we now get τ(z) = τb at z = L
′
1 and
L′1 =d
(
τb
τs
)1/3(L2
d
)10/21
. (2.30)
At L2  L′1 W , we have 〈
τ2
〉
= τ2s
(
L2
d
)17/7(L′1
L2
)
,
〈τ〉 = τs
(
L2
d
)6/7 (2.31)
and
rH =
(
L2
d
)5/7(L′1
L2
)
. (2.32)
At L2 W  L′1, we get
rH =
(
L2
d
)5/7(W
L2
)
(2.33)
with W substituting for L1 in Eq. (2.32). Obviously, Eqs. (2.27), (2.28), (2.32), and
(2.33) are valid only for rH  1.
One should note that above results are valid only for the weak enough magnetic
field. This means that for all relevant values of z, the inequality ωcτ(z) 1 is fulfilled,
where ωc = eB/m
∗c is the cyclotron frequency. Let us now consider the large B case
when ωcτ(z) = 1 already at z = L3 < W, L1 (L
′
1), L2. Using Eq. (2.12), we obtain
ωcτs
(
L3
d
)11/7
= 1 (2.34)
and
L3 =
d
(ωcτs)
7/11
∝ 1
B7/11
. (2.35)
This is the truncation length of the electron density tail by the magnetic field. The
resulting Hall factor for L3  d is
rH =
(
L3
d
)5/7
∝ 1
B5/11
. (2.36)
For simplicity we skip analysis of intermediate magnetic fields where some of other
truncation lengths are smaller than L3. This brings the nonlinear Hall effect where the
Hall resistance Rxy ∝ rHB ∝ B6/11 is approximately proportional to the square root of
B. This is in reasonable agreement with experimental data as shown in Fig. 2.1.
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Figure 2.1: (Color online) Log-log plot of the Hall resistance Rxy as a function of the
magnetic field B measured experimentally in STO accumulation layers. The nonlinear
Hall effect is observed where Rxy is no longer linear in the magnetic field B at large B.
The original data are given by the group doing the work of Ref. [102]. The solid line
(blue) represents the experimental data taken at the largest N obtained. The dashed
lines (black) are the asymptotes for the Hall resistance at small and large B, respectively.
One can see that at small B when the tail is truncated by other mechanisms, the Hall
effect is linear. At large B when the magnetic field truncates the tail, the Hall resistance
grows approximately as B0.68, where the power is reasonably close to our prediction
6/11 ≈ 0.55. Here the discrepancy is due to the relatively small window of L/d where
L is the truncation length due to other mechanisms at small B.
2.2.3 Magnetoresistance and thermopower
Magnetoresistance — When a weak magnetic field B is applied normal to the interface,
the resistivity ρ of the accumulation layer changes by ∆ρ = ρ(B)− ρ(0) where ρ(B) is
the magnetoresistance. According to Ref. [100] the magnetoresistance ratio at small B
is
∆ρ
ρ
=
(〈
τ3
〉 〈τ〉 − 〈τ2〉2)ω2c
〈τ〉2 . (2.37)
We can repeat previous analysis for the magnetoresistance and summarize the final
results in Table. 2.1.
Thermopower — Another important property of the system is its thermopower S
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Table 2.1: Magnetoresistance ratio ∆ρ/ρ in units of τ2s ω
2
c and thermopower S in units
of k2BT/e
2ϕ(d) in different truncation situations where τs is the electron relaxation time
due to surface scattering in the body of n(z), ωc = eB/m
∗c is the cyclotron frequency,
ϕ(d) ' (Na2)8/5 e/a is the electric potential in the body of n(z) according to Eq. (2.7).
Here W is the width of the STO sample, d, L1, L2, L
′
1 are given by Eqs. (2.10), (2.19),
(2.21), and (2.30), respectively.
∆ρ/ρ S
W  L1, L2 (W/d)22/7 (W/d)8/7
L1  L2 W (L1/d)22/7 (L1/d)8/7(L2/L1)3/7
L1 W  L2 (L1/d)22/7 (L1/d)8/7(W/L1)3/7
L2  L′1 W (L2/d)22/7(L′1/L2)4 (L2/d)8/7(L′1/L2)2
L2 W  L′1 (L2/d)22/7(W/L2)4 (L2/d)8/7(W/L2)2
which is the ratio of the induced electric field to the temperature gradient [100]
S 'k
2
BT
e
〈τ/ε〉
〈τ〉 ∝
〈
τ/n2/3
〉
〈τ〉 (2.38)
where kB is the Boltzmann constant, T is the temperature. Here
〈
τ/n2/3
〉
is strongly
divergent and only at z > L1 (L
′
1), L2 or z > W can it stops diverging. The results are
shown in Table. 2.1. We find that when the sample width W truncates the tail, S grows
as ∝ W 8/7. This is in reasonably good agreement with experimental data as shown in
Figs. 1.3 and 2.2.
2.2.4 Brief discussion of RAT assumptions and results
Relaxation time approximation — Although all the scaling derivations of transport
properties of the accumulation layer in STO in previous sections were based on the
relaxation time approximation, they can be justified by solving the Bolzmann kinetic
equation. As we demonstrated above, these transport properties are dominated by a
small fraction of the tail electrons. In this case, the collision term in the Boltzmann
equation is dominated by the relaxation of this particular small fraction of electrons
and therefore can be reduced to the relaxation time approximation.
30
Figure 2.2: Comparison of experimental data and RAT prediction for the absolute value
of the thermopower S divided by the temperature T as a function of the STO sample
width in the SmTO/STO/SmTO quantum wells represented by the number of STO
layers. The solid circles represent the experimental data taken from Reference [8] (from
which we take only the peak values of |S/T | in the measured range of T for relatively
wide samples where the width W truncating the tail is large enough compared to d so
that two accumulation layers formed near each SmTO/STO interface weakly overlap
and can be regarded independent). The solid line denotes the fitting of the data with
the scaling behavior S/T ∝W 8/7.
Fermi level in the bulk of STO — For simplicity we assumed that the bulk of STO
is only lightly doped by donors so that the Fermi level in the bulk STO coincides with
the conduction band bottom and the electron concentration tends to zero at large z
according to Eq. (2.8). In this case, at T = 0 the bulk of STO is insulating and does not
contribute to the surface conductivity. Actually STO crystals as grown are believed to
be strongly compensated [101] so that the Fermi level is in the STO band gap. This does
not affect the accumulation layer structure because the conduction band bottom acquires
its bulk position only at the distance comparable with the screening radius of thermally
activated electrons which is exponentially large at low temperatures. When the bulk of
STO has excessive acceptors with small concentration nA so that our accumulation layer
becomes the inversion layer, even though the width of the hole depletion layer is very
large, its total surface charge is much smaller than the electron surface charge N . In
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this case, acceptors do not affect the electron distribution n(z) and all our results above
are valid. More caution is required if the bulk of STO is heavily doped by donors and,
therefore, has a finite concentration of degenerate electron gas. This is easily achievable
because the Bohr radius of a donor aB = ~2κ/m∗e2 ≈ 700nm a. As a result the
bulk is conducting and the surface conductivity of the accumulation layer should be
defined as a difference between conductivity of the sample in strong applied electric
field and without it. Also, the linear screening radius of the bulk electron gas truncates
the accumulation layer, but because of the large dielectric constant this happens at a
distance much larger than other truncation lengths. Thus, even in this case our theory
remains valid.
Effect of back gate — If an STO sample with width W has a back gate, one can
apply to it a voltage V . When V < 0 and |V | is large enough, the back gate induced
electric field E = −V/W can squeeze the electron gas truncating the tail at a new
distance Zm(|V |)  W . To find Zm(|V |), we match electric fields at this point, i.e.,
E (Zm) = −dϕ/dz = −V/W . Using Eq. (2.7), we arrive at Zm ' a(|V |a2/We)−7/15,
which is valid if W  Zm(|V |)  d. Substituting this Zm for W into Eqs. (2.17) and
(2.27), we arrive at
σ = σs
(a
d
)6/7( |V |a2
We
)−2/5
(2.39)
and
rH =
(a
d
)5/7( |V |a2
We
)−1/3
. (2.40)
Applicability of Thomas-Fermi approach — All our results are based on Eq. (2.8)
for the electron density distribution, which was derived in the Thomas-Fermi (TF)
approximation. Here we discuss the applicability of such an approximation. The TF
approximation works if the potential varies at distances much larger than the electron
wave length, or more exactly, when the TF parameter kF z  1. We showed [27] that
kFd ' 3 even at the very large N = 0.5 a−2 achieved in the GTO/STO heterostructure.
Generally speaking at z  d, where kF ∼ n(z)1/3 ∼ a−3/7z−4/7 we get that the TF
parameter kF z ∼ (z/a)3/7  1 and grows with z. It reaches its maximum value κ3/10
at z = L2, where the crossover to the linear dielectric response happens. At z > L2 Eq.
(2.22) gives kF ∝ 1/z2 so that the TF parameter kF z decreases as 1/z and at z = aB
becomes of the order of 1. The accumulation layer terminates at z = aB so that aB is
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another truncation length, which we have not considered in Subsecs. 2.2.1, 2.2.2, and
2.2.3 because in STO aB ≈ 700 nm is larger than all other truncation lengths. Thus,
the use of the TF approach is well justified.
Bulk relaxation time — In compensated STO at low temperatures electrons are
scattered by charged donors and acceptors with total concentration ni ∼ 5 × 1018
cm−3. We assumed above that the resulting bulk relaxation time τb does not depend
on the electron concentration n. We can justify this assumption by appealing to
experimental data summarized in Refs. [101, 103]. It was shown there that in STO
samples intentionally heavily doped by Nb donors at the level of 1018 < n < 4 × 1020
cm−3 on the top of existing ni donor and acceptors their 3D conductivity weakly
depends on the 3D electron concentration of electrons n. This indicates that τb ∝ n−1
when the scattering happens on donors of concentration n. This means that ΣvF does
not depend on n. Here Σ is the scattering crosssection and vF is the Fermi velocity.
Returning to undoped STO samples with ni donor and acceptors as scatterers we see
that τb = (niΣvF )
−1 does not depend on n.
Surface relaxation time — Above, we have not specified the relaxation time τs of
electrons in the body of the electron distribution (2.8) due to the surface scattering and
the corresponding mobility µs. They can be limited by scattering on ionized donors
and surface roughness. First, let us imagine that the surface has ionized impurities with
the 2D concentration Ns. The effective bulk concentration of the scattering centers is
Ns/d. From the experimental data [101, 103], we know that ΣvF weakly depends on
the electron concentration n, which leads to the mobility
µs ' e~Ns
d
a
' e
~Ns
1
(Na2)7/5
.
There are many reasons for the existence of charged impurities near the surface. For
example, it is believed, that the interface LaAlO3/SrTiO3 has a large number of charged
impurities with the 2D concentration Ns and the electron surface concentration N 6= Ns
due to redistribution of ions near the interface [104]. Also, due to the discreteness of ions
the gating of STO by ionic liquid is equivalent to the introduction of random Coulomb
centers near the surface of STO as was shown in the case of Si [62, 63].
At even larger concentration the mobility is limited by the surface roughness. The
case for the accumulation layer without nonlinear dielectric response is considered in
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detail in Chapter 4. We assumed that the scattering occurs on the islands with typical
diameter Λ and height ∆. We arrived at that the relaxation time is:
τs ' m
∗
~
dΛ
k2F∆
2
Λ−3k
−3
F if k
−1
F  Λ
1 if k−1F  Λ.
For the nonlinear dielectric response case, we get the same result in terms of kF '
[n(0) ]1/3 and d since here we can also describe the surface electrons as located within a
certain distance d from the interface and having a Fermi wavenumber kF , which is the
same as the model used in Chapter 4 and thus leads to the same expression in terms
of these variables. The dielectric response will only affect the specific dependence of
kF and d on N . Now using the relationship between d, kF , and N for the nonlinear
dielectric response Eqs. (2.8) and (2.10) we arrive at the corresponding mobility:
µs ' e~
1
N
aΛ
∆2

a3
Λ3
(Na2)−22/5 if Na2 < (a/Λ)5/4
(Na2)−2 if Na2 > (a/Λ)5/4
(where for simplicity, b/a and A are absorbed into numerical coefficients which are
typically on the order of unity and ignored here). At large N where Na2 > (a/Λ)5/4,
putting ∆ ∼ a Λ, we then get Eq. (1.3) where the prefactor aΛ/∆2 much larger than
unity.
Beyond isotropic effective mass approximation — Here following Ref. [27] we assumed
that the electron spectrum at the bottom of the conduction band of STO can be
approximated by the single isotropic band with the effective mass m∗. Actually, near
the conduction band bottom of STO are three degenerate bands formed by xy, xz and
yz Ti d-orbitals, which are anisotropic with the heavy mass direction along the z, y,
and x axes, respectively. The splitting of these bands by the spin-orbit interaction [98]
can be ignored at relatively large electron concentrations 1019 < n < 1022 cm−3 which
we are interested in for accumulation layers with very large surface concentration N .
Indeed, at electron concentrations larger than 1019 cm−3, all energy bands are almost
equally occupied so that the effective mass measured by the specific heat m∗ ' 1.5 me
[105] does not change with n. One should note that m∗ describes the total density of
states of all three bands. Our TF theory of the accumulation layer uses only the density
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of states. Thus, it is valid to use the effective mass m∗ when the TF criterion kF z  1
is fulfilled for all bands at all z ≥ d. In this case, our Eq. (2.8) is justified for both the
body and the tail of the n(z) distribution. When N  1/2a2 the electron distribution
n(z) is so wide (d  a) that the TF criterion is easily fulfilled for all bands. However,
for the largest concentration N = 1/2a2, where d becomes comparable with the lattice
constant the two bands with the light mass along the z axis may only marginally satisfy
the TF criterion. Near z = 0, this depletes their contribution to the density of states
and reduces the maximum value of n(z). However, in the tail the TF criterion is still
valid. Thus, the tail of n(z) which plays the major role here still follows Eq. (2.8).
This conclusion agrees with numerical results for n(z) obtained for N = 1/2a2 in Refs.
[27, 21, 22, 106].
Beyond STO – Above we dealt with accumulation layers in STO where the linear
dielectric constant is very large and and dielectric response is strongly nonlinear. Our
results are directly applicable to the very similar KTaO3 and CaTiO3 and to other
materials with very large dielectric constant. The similar approach is also applicable
to accumulation layers with large concentration of electrons in semiconductors with
unremarkable dielectric properties such as Si [62, 63] or ZnO [64]. In such a crystal the
dielectric response is linear and the electron concentration at low temperatures behaves
as
n(z) = C5
a3B
(d1 + z)6
, (2.41)
where [27]
d1 ' aB/(Na2B)1/5 (2.42)
is the new decay length of the electron distribution from the surface (where the numerical
coefficient is around 2 and can be found in Ref. [27]), N is the total 2D electron density,
aB is the Bohr radius of the semiconductor, C5 ≈ 442. In this case, using Eqs. (2.29)
and Eq. (2.22) we arrive at the converging conductivity. However, the Hall factor, the
magnetoresistance, and the thermopower diverge. For a weakly doped uncompensated
bulk crystal with large width W where the bulk relaxation time τb provides a large
truncation length, the divergence is cut by the failure of the TF approximation at
z = aB similarly to the termination of the standard TF atom electron density. The
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results for the Hall factor, the magnetoresistance, and the thermopower then are
rH '
(
Na2B
)1/5
,
∆ρ
ρ
' (ωcτs)2 (Na2B)4/5,
S 'kB
e
[
kBT
eϕ(d)
] (
Na2B
)2/5
,
(2.43)
where τs is the surface scattering relaxation time of electrons in the body of electron
distribution, eϕ(d) =
(
e2/κ1aB
) (
Na2B
)4/5
is the depth of the Fermi sea near the surface
[27] and κ1 is the dielectric constant of the semiconductor. In Si and ZnO one can achieve
Na2B ∼ 5 so that one can see substantial anomalies.
Chapter 3
Electron distribution in
complicated STO-based planar
structures and around spherical
and cylindrical donor clusters in
bulk STO
In this chapter, we are dealing with the potential and electron density depth profiles due
to the nonlinear dielectric response in various complicated planar STO structures and
in bulk STO around donor clusters where the geometry is spherical or cylindrical. In
particular, for the planar structures, using the basic solution for a separate accumulation
layer explained in Chapter 2, we study more complicated problems where accumulation
layers overlap, e.g., in GTO/STO/GTO multi-heterojunctions [34, 35, 36] with electron
density profiles evolving as a function of the distance between two heterointerfaces or
when the accumulation layer is created in STO which is a part of the modulation doped
structure of NSTO/STO [37, 38, 39, 40, 41]. For bulk STO where electrons are given by
donor clusters, we find the electron collapse and charge renormalization phenomena for
spherical and cylindrical donor clusters, respectively. Such “ fall-to-the-center” collapse
originates from the very fast decrease of the electron potential energy near the cluster
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which is ∝ (−1/r5) in the spherical case and in turn is a result of the strongly nonlinear
dielectric response of STO. This leads to a very unusual two-scale shape of the electron
density around the cluster. We show how one can verify such a shape experimentally.
3.1 Complicated planar structures
3.1.1 Two overlapping accumulation layers
In Sec. 2.1 of Chapter 2, we have investigated a single accumulation layer induced in
STO. In the GTO/STO/GTO structure [34, 35, 36], an accumulation layer forms near
each interface and these two layers overlap with each other. When the STO layer is
thick, one can expect that the two accumulation layers overlap weakly by the vanishing
tails and the final electron distribution can be described as a simple addition of two
accumulation layers given by Eq. (2.8). However, as the STO layer gets thinner, the
overlap becomes stronger. Due to the nonlinear physics here, the electron density profile
changes substantially. Below we study the density profile of the electron gas in the
GTO/STO/GTO structure where the width of the STO layer is W (see Fig. 1.4).
To make the mathematics more compact, in Sec. 3.1, we employ the dimensionless
notations, in which Eq. (2.6) is rewritten as
d
dζ
(
dχ
dζ
)1/3
= Bχ3/2, ζ > 0. (3.1)
Here ζ = z/b is the scaled distance from one interface, χ = ϕ/(e/b) is the potential in
the units of e/b, and B = 23/2(a/b)4/3A1/3/3pi2. Also, from Eq. (2.5), we know
n(z) =
C6
b3
[
ϕ(z)
e/b
]3/2
, (3.2)
where C6 = 2
3/2/3pi2 ≈ 0.1. The electron density n(z) can be scaled as n˜(ζ) =
A1/3(a/b)4/3n(z)b3 and we then get
n˜(ζ) = Bχ3/2, (3.3)
which is the dimensionless form of the TF approximation. The width of the STO layer
is scaled as W˜ = W/b.
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According to Eq. (3.1), we can get
dχ
dζ
= −
(
8
5
Bχ5/2 + g1
)3/4
, (3.4)
where g1 is a constant arising from the integration. By integrating Eq. (3.4), we get∫ χ(0)
χ(W˜/2)
dχ(
8Bχ5/2/5 + g1
)3/4 = ∫ W˜/2
0
dζ = W˜/2. (3.5)
In this structure, each GTO/STO interface provides a fixed number of electrons to the
accumulation layer inside STO which is e/2 per unit cell with the interfacial induction
D0 = 4pie/2a2. Using Eq. (2.4), this gives the value of dχ/dζ on the ζ = 0 and ζ = W˜
interfaces, which is ∝ E ∝ D30 . Due to the symmetry, the electric field is zero in the
middle of the STO layer which means dχ/dζ = 0 at ζ = W˜/2. We can choose a value
for g1 and calculate χ(W˜/2) and χ(0) using Eq. (3.4). Then we can put boundary
values of χ into Eq. (3.5) and get the corresponding value of W˜ (g1). Reversing W˜ (g1),
we find the function g1(W˜ ). Therefore, at any given value of W˜ we can pin down g1
and use Eq. (3.4) to numerically get the whole electron profile inside STO.
To realize this, we need to try various values of g1 and tune accordingly until we find
the W˜ we want. In this process, it is necessary to know what values of g1 are physically
possible. It is obvious that the extreme values of g1 appear at W˜ → 0 and W˜ → ∞.
For the former case, electrons are almost uniformly distributed over the thin STO layer
with dχ/dζ ' 0 and the electron density is approximately 1/a2W everywhere which
gives the value of χ inside STO by Eq. (3.3) (see Fig. 1.5). From Eq. (3.4), we know
at dχ/dζ = 0, a bigger value of χ corresponds to a smaller value of g1. Thus, in this
case we get the minimum value of g1 as
g1
min = −
8
[
A1/3(b/a)2/3/W˜
]5/3
5B2/3
. (3.6)
Since W˜ can be arbitrarily small (the lattice constant a is regarded as infinitesimal), we
get in fact g1
min = −∞.
In the latter case where the STO layer is very thick, the two interfaces are quite
independent and tails of accumulation layers barely overlap. So, near the center of the
STO layer where dχ/dζ = 0, the electron density vanishes. This gives the maximum
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value of g1 as g1
max = 0. In this case, the electron distribution is close to the simple
addition of two accumulations layers described by Eq. (2.8) (see Fig. 1.5).
So we get the domain of g1 as (−∞, 0 ]. This means we can choose whatever value
for g1 and get physically meaningful results. By trying different values of g1, we can
find the electron density profiles at certain W˜ that we are interested in. In Fig. 1.5,
we show our results for electron density profiles at 3 different values of W . We see the
evolution from an almost constant n(z) at W = 4a around which the quantum criticality
is observed [36] to the one reminiscent of two weakly overlapping tails of accumulation
layers described by Eq. (2.8) at W = 16a.
It is easy to see that n(z) is quite flat near the middle. This is actually an effect
of the nonlinear dielectric response as we show below. Indeed, due to the symmetry of
the structure, for the potential χ(ζ), derivatives of odd order including dχ/dζ are all
vanishing in the middle. Using Eq. (3.1), the second-order derivative d2χ/dζ2 is found
to be proportional to dχ/dζ and is then also zero at ζ = W˜/2 while the fourth-order is
nonzero.
This explains why the density changes so slowly near the middle of the STO layer.
We emphasize again that this “flattening” effect originates from the nonlinear dielectric
response. When the response is linear, the differential equation is different [27] and the
second-order derivative d2χ/dζ2 is nonzero even at dχ/dζ = 0. The density change near
the middle is then faster.
3.1.2 Spill-out of electrons from heavily doped n-type STO (NSTO)
into STO
In the NSTO/STO junctions [37, 38], the interface is formed between a moderately
n-type doped STO with the Fermi level close to the conduction band bottom (below
we simply denote it as STO) and a heavily n-type doped STO (NSTO), which has a
much higher Fermi level. We start from considering a single junction between thick
layers of NSTO and STO. In this case as a result of the original difference between
Fermi levels electrons spill out into STO to create a common Fermi level and the total
number of spilled electrons depends only on the doping level inside NSTO. Below, we
study the electron distribution for this scenario (see Fig. 3.1) assuming that the donor
concentration in NSTO is so large that dielectric response is nonlinear. (The linear case
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of such spill-out problems was first addressed by Frenkel [69].)
Inside NSTO, the charge concentration is [n0−n(z)]e where n0 is the density of the
positive background charge inside the doping layer and n(z) is the electron density at
distance z from the interface. According to the Thomas-Fermi approximation, we have
d
dζ
(
dχ
dζ
)1/3
= Bχ3/2 − n˜0, ζ ≤ 0. (3.7)
Here n˜0 = A
1/3(a/b)4/3n0b
3 is the scaled background charge concentration. From Eq.
(3.7), it can be derived that
dχ
dζ
=−
(
8
5
Bχ5/2 − 4n˜0χ+ g2
)3/4
, ζ ≤ 0 (3.8)
where g2 is a constant that we determine from the boundary conditions. Since at
ζ → −∞, n˜(ζ) = n˜0, we have dχ/dζ = 0 and χ = (n˜0/B)2/3. Therefore,
g2 =
12
5
n˜
5/3
0
B2/3
. (3.9)
Now let us switch to the STO side. By rewriting Eq. (2.7) in the dimensionless
form, we have in STO
χ =
χc
(ζ + d˜) 8/7
, ζ > 0 (3.10)
which gives
dχ
dζ
= −
(
8
5
Bχ5/2
)3/4
. (3.11)
Here d˜ = d/b is the scaled decay length and χc =
(
2353/74B3
)2/7
. Since the interfacial
field D0 is now no longer a fixed value, we cannot use Eq. (2.10) to get the decay length.
Instead, using the boundary condition that χ and dχ/dζ are continuous at ζ = 0 which
satisfy both Eqs. (3.8) and (3.11), we then have
g2 = 4n˜0χ(0) =
4n˜0χc
d˜ 8/7
. (3.12)
Together with Eq. (3.9), we then have
d˜ =
(
5χc
3
)7/8(B
n˜0
)7/12
, (3.13)
which gives the expression for the decay length.
41
Now we get the electron distribution inside STO. Using the differential equation (3.8)
and the boundary values of χ and dχ/dζ at ζ = 0, the electron density profile inside
NSTO can also be obtained numerically. A schematic plot of the electron distribution is
presented in Fig. 3.1. This is the universal curve independent of the value of n0.
Figure 3.1: The electron distribution in a single NSTO/STO junction. The distance z
is in units of the decay length d = bd˜. The electron density n(z) is in units of the donor
concentration n0. This figure is universal for all values of n0.
Let us now dwell on the case of a heavily doped NSTO layer with the width W ′
embedded in STO (STO/NSTO/STO structure). Experimentally used δ layers have
sharp boundaries [107] with well defined volume concentration n0. One can imagine
two limiting cases. When NSTO layer is so wide that its width W ′ is much larger than
the width of the electron gas in STO, one can use the above single-junction theory for
the two separate STO/NSTO and NSTO/STO junctions.
In the opposite case when W ′ is much smaller than the width d of the electron gas on
each side, most of electrons are located outside of such δ-layer. As a result the effective
two-dimensional charge density W ′n0 creates two accumulation electron gases on both
sides from the δ-layer. The external electric field for each gas is D0 = 2pien0W ′. The
width of the gas is determined by Eq. (2.10).
Let us now address more complicated periodic structures formed by NSTO and STO
[39, 40, 41] (see Fig. 3.2). Inside each NSTO layer, the potential should satisfy Eq. (3.8)
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while in STO, it obeys Eq. (3.4). Similar to Eq. (3.5), we get∫ χ(−W˜ ′/2)
χ(0)
dχ(
8Bχ5/2/5− 4n˜0χ+ g2
)3/4 = ∫ 0−W˜ ′/2 dζ = W˜ ′/2. (3.14)
where W˜ ′ = W ′/b and W˜ ′ is the dimensionless width of the NSTO layer. Similarly to
what we have done above, we can choose certain values for g2 and χ(0) = χ0 where χ(0)
is the scaled potential on the interface. Then we can calculate corresponding W˜ ′ and
W˜ and the electron density profile. Thus, in reverse, at any given W˜ ′ and W˜ we can
find the electron distribution.
0
STO NSTO STO NSTO
Figure 3.2: Periodic NSTO/STO structure. The width of the NSTO layer is W ′ and
the width of the STO layer is W .
Again, we need to find the physical range of g2 and χ0, which can be done similarly
to what we did in Subsec. 3.1.1. Given values of W˜ ′ and W˜ , we try different g2 and
χ0 from their domains until we find the W˜ ′ and W˜ we want. In this way, we get the
electron distribution for 3 different values of W˜ in Fig. 3.3 (for simplicity, we choose
W˜ ′ = W˜ here). We see that as W = bW˜ increases, the periodic electron density profile
n(z) evolves from being relatively constant to strongly oscillating. Again, one can see
a “flattening” effect near the middle of each layer, either STO or NSTO. Like what we
did in Subsec. 3.1.1, one can verify that all derivatives of χ vanish in the middle of both
layers until the fourth-order one.
Let us also dwell on a recently discovered new type of STO-based heterojunction
formed by STO and NdTiO3 (NTO). In this structure, the ceiling of the valence band
created by the Mott gap in NTO is above the bottom of the conduction band of STO
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Figure 3.3: (Color online) Electron distribution from −W ′/2 to W/2 plotted at W ′ = W
for different values of W . The thick solid lines are the electron density n(z) in the unit
of n0 where n0 is the donor concentration in NSTO (red: W = 20a; black: W = 12a;
blue: W = 4a). This graph is plotted at n0 = 0.5/a
3 where a is the lattice constant.
As the layers get thinner, the electron distribution gets more uniform, deviating from
the one shown in Fig. 3.1.
[108, 109]. So in addition to the “polar discontinuity” [4, 110, 111], the broken-gap
band alignment further brings electrons into STO by the electron ”spill-out” and the
electron distribution becomes more complicated. One can basically use the methods we
employed in this section to solve the problem. The difference due to the presence of the
“polar discontinuity” is the abrupt jump of the induction field on the interface which
gains an additional value of 4pie/2a2 when going from NTO to STO. One should note
that the dielectric response inside NTO is linear. Therefore one gets an expression of the
potential derivative dχ/dζ different from Eq. (3.8). Also one should know the density
of states below the Mott gap in NTO in order to solve for the electron distribution.
The rest of the procedure is quite similar and one can then obtain the electron density
profile in this structure.
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3.2 Electron collapse and charge renormalization in 3D
and 2D geometries
3.2.1 Spherical Donor Clusters
So far, we have considered only the planar structures based on STO. In this section, we
extend our studies to other non-planar geometries (spherical and cylindrical). To make
the physics clearer, we return to the dimensional expressions for physical quantities from
now on.
Renormalization of Charge
Consider a large spherical donor cluster of the radius R and the total positive charge
Ze such that a R < κb/Z (for example, R can be 3 nm and Z ' 60). If the dielectric
response is linear, the electrons are mainly located at distances between r1 = κb/Z
and rA = κb from the cluster [47]. For a very large κ, these radii are huge (rA = 700
nm in STO at liquid helium temperature) and the electrons are far away from the
cluster. However, at small distances, the dielectric response is nonlinear and changes
the potential form. If the potential energy outweighs the kinetic energy, electrons are
attracted to the cluster and renormalize the net charge. To see when this happens, we
look at the specific form of electric potential in this situation. We can calculate the
potential from the differential equations (3.15a) and (3.15b) applicable to the spherical
structure: (
d
dr
+
2
r
)(
dϕ
dr
)1/3
=
A1/3e
P
2/3
0
[n(r)− n0] , r < R (3.15a)(
d
dr
+
2
r
)(
dϕ
dr
)1/3
=
A1/3e
P
2/3
0
n(r), r > R (3.15b)
where r is the radius from the cluster center, n(r) is the electron density at radius r
and n0 is the donor concentration inside the cluster. However, due to the simple charge
distribution here, we can get the potential in an easier way. At r > R, the sphere looks
like a point charge and D(r) = Ze/r2. Using this together with Eqs. (2.1) and (2.3),
one can calculate the electric field and get the electric potential ϕ(r) as:
ϕ(r) =
A
P20
(
Ze
4pi
)3 1
5r5
, R < r  r1 (3.16)
45
with ϕ(r =∞) defined as zero. Inside the cluster at r < R, since the charge is uniformly
distributed over the sphere, the total positive charge enclosed in the sphere of radius
r is equal to Zer3/R3, so D(r) = Zer/R3. One then gets the corresponding potential
ϕ(r):
ϕ(r) =
A
P20
(
Ze
4pi
)3( 9
20
1
R5
− 1
4
r4
R9
)
, 0 < r < R (3.17)
using the boundary condition ϕ(r = R−) = ϕ(r = R+). A schematic graph of the
potential energy U(r) = −eϕ(r) is shown in Fig. 3.4 by the thick solid line (blue).
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Figure 3.4: (Color online) Potential energy of electrons U(r) = −eϕ(r) caused by the
spherical donor cluster of radius R as a function of distance r from the cluster center.
ϕ0 is defined as n(ϕ0) = n0, where n0 = 3Z/4piR
3, n(r) is a function of ϕ(r) given
by Eq. (3.2). The thick solid line (blue) represents the potential profile of a cluster of
charge Z . Z∗ which is in the regime of weak charge renormalization. The thin solid
line (red) represents the potential of a cluster at Z  Z∗ in the strong renormalization
regime, where the two vertical dotted lines show edges of the “double-layer” structure
of width ∼ d  R. The horizontal dashed line (black) indicates the position of the
chemical potential µ = 0. r∗ is the external radius of the collapsed electron gas where
Thomas-Fermi approach fails.
The Hamiltonian for a single electron is H = p2/2m∗ − eϕ(r), where p is the
momentum of the electron and m∗ is the effective electron mass in STO [27]. If we
approximately set p ' ~/2r, we get a positive total energy of the electron everywhere
when Z is very small. This means there are no bound states of electron in the cluster.
However, when Z is big enough so that Z > Zc, the electron can have negative total
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energy at r < R and will collapse into the cluster. Using Eqs. (3.16) and (3.17), we find
Zc ≈ 4pi(b/Aa)
1/3R
a
∼ R
a
 1. (3.18)
As Z continues increasing, more and more electrons get inside the cluster filling it from
the center where the potential energy is lowest (see Fig. 3.4). The single-electron
picture no longer applies. Instead, we use the Thomas-Fermi approximation [47] with
the electrochemical potential µ = εF = 0 (please note that in this section we use µ to
denote εF , which is different from other places), which gives Eq. (3.2). (We continue
to assume here that the bulk STO is a moderately doped semiconductor.)
When the number of collapsed electrons Sc is small, their influence on the electric
potential is weak. One can still use Eqs. (3.16) and (3.17) for ϕ(r) and get the
corresponding expression of n(r). At r > R, since ϕ(r) is ∝ 1/r5, we get n(r) ∝ 1/r15/2.
In this way, we calculate Sc as
Sc =
∫ ∞
0
n(r)4pir2dr = 0.5Z
(
Z
Z∗
)7/2
∝ Z9/2, (3.19)
where
Z∗ =
[
4pi(b/Aa)1/3R
a
]9/7
, (3.20)
The net charge number of the cluster is
Zn = Z − Sc = Z
[
1− 0.5
(
Z
Z∗
)7/2]
. (3.21)
One can see, when Zc  Z  Z∗, one gets Sc  Z and Zn . Z, meaning the charge
renormalization is weak. However, at Z ∼ Z∗, according to Eqs. (3.19) and (3.21), we
get Zn ∼ Sc ∼ Z∗. The potential contributed by electrons is no longer perturbative.
This brings us to the new regime of strong renormalization of charge.
We show that at Z  Z∗ the net charge Zne saturates at the level of Z∗e. Indeed,
when Z grows beyond Z∗, Zn can not go down and therefore can’t be much smaller
than Z∗. At the same time it can not continue going up, otherwise as follows from Eqs.
(3.16) and (3.19) with Z replaced by Zn  Z∗, the total electron charge surrounding
the charge Zne at r > R would become Sce ' Zne(Zn/Z∗)7/2  Zne leading to a
47
negative charge seen from infinity. Thus, at Z  Z∗, the net charge Zn saturates at the
universal value of the order of Z∗, which is shown in Fig. 1.6. This result is qualitatively
similar to the one obtained for heavy nuclei and donor clusters in Weyl semimetals and
narrow-band gap semiconductors in Ref. [49] ash shown in Fig. 3.5.
In the following subsection, we show how the renormalization of charge at Z  Z∗ is
realized through certain distribution of electrons, in which a structure of “double layer”
(see Fig. 3.4) plays an important role.
Figure 3.5: (Color online) The number of collapsed electrons Sc and the renormalized
net charge Zne as a function of the original charge Ze for highly charged nuclei. Sc
is shown by the thin solid line (red), Zn is denoted by the thick solid line (blue), and
the dashed line (black) is a guide-to-eye where Zn = Z. Zc denotes the critical value
where electrons begin to collapse and Z∗ is the saturation point where Zn stops growing.
Sc ∝ Z3 at Zc  Z  Z∗ (see Ref. [112]).
Radial Distribution of Electrons
At Z  Z∗, the charge renormalization is strong and the most of the sphere of radius R
is completely neutralized by electrons. In the neutral center of the sphere, the electron
density n(r) = n0, where n0 = 3Z/4piR
3 is the density of the positive charge inside the
cluster. The corresponding “internal” electric potential ϕin(r) = ϕ0 where ϕ0 is given
by n(ϕ0) = n0 using Eq. (3.2). ϕin(r) is then ∝ (n0a3)2/3 ∝ [Z/(R/a)3]2/3. Outside
the cluster, when the charge is renormalized to Zn, one gets a potential ϕout(r) similar
to Eq. (3.16) with Z replaced by Zn. Since Zn is ∼ Z∗ where Z∗ is given by Eq.
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(3.20), we get ϕout(r) ∝ (R/a)−8/7 at a distance r of the order R. Thus, close to the
cluster surface, the ratio of the outside potential ϕout(r) to the inside potential ϕin(r) is
' (R/a)6/7/Z2/3  1 since Z  Z∗ ' (R/a)9/7. This indicates a sharp potential drop
across the sphere surface.
At 0 < R − r  R, there’s a thin layer of uncompensated positive charges. At 0 <
r−R R, a higher potential than farther away means a larger electron concentration
that forms a negative layer close to the surface. This “double-layer” structure resembles
a capacitor which quickly brings the potential down across the surface as shown in Fig.
3.4. An analogous structure also exists in heavy nuclei [48, 112] with charge Z  1/α3/2.
To make the analysis more quantitative, one needs to know the specific potential
profile in this region. Near the cluster surface, we can approximately use a plane solution
of ϕ(r), i.e., ignore the 2/r term on the left side of Eqs. (3.15a) and (3.15b). This kind
of solution for r & R is given by Eq. (2.7) with x = r−R R which is the distance to
the surface and the characteristic decay length d  R is given by Eq. (3.13) which in
the dimensional form is
d =
C7
A1/4
(
b
a
)1/4 a
(n0a3)7/12
, (3.22)
where C7 ≈ 2. By expressing n0 in terms of Z and R, we get d/R ∝ (Z∗/Z)7/12  1 at
Z  Z∗.
Correspondingly, the radial electron concentration at x & R is given by
n(r)r2 =
C8
A3/7
1
b3
(
b
a
)24/7( a
x+ d
)12/7
r2
≈ C8
A3/7
1
b3
(
b
a
)24/7( a
x+ d
)12/7
R2,
(3.23)
where r ≈ R, C8 ≈ 1.
Since the “double-layer” structure resembles a plane capacitor, near the surface,
the potential drops practically linearly with the radius. Using Eq. (2.7), one can
get ϕ(r) ≈ [1 − 8x/7d]ϕ(R) at 0 < x = r − R  d, which gives the electric field
8ϕ(R)/7d inside the “double layer”. At r < R, this electric field persists and gives
ϕ(r) ≈ [1 + 8(−x)/7d]ϕ(R) at 0 < −x = R− r  d. As r further decreases, the positive
layer ends and the potential crosses over to the constant value ϕ0 given by n(ϕ0) = n0
using Eq. (3.2).
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According to Eq. (2.7), when x = r − R is comparable to R and the plane
approximation is about to lose its validity, ϕ(r) is ∝ (R/a)−8/7. It is weak enough
to match the low electric potential ϕout(r) ∝ (R/a)−8/7 caused by the renormalized
charge Zn ∼ Z∗ at r ∼ R. The plane solution then crosses over to the potential
ϕout(r) ∝ Z∗3/r5 which is the asymptotic form at large distances.
A schematic plot of the potential energy U(r) = −eϕ(r) as a function of radius r is
shown in Fig. 3.4 by the thin solid line (red). The corresponding radial distribution of
electrons is shown in Fig. 3.6 by the thick solid line (red).
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Figure 3.6: (Color online) Radial electron concentration n(r)r2 as a function of radius
r for the two-scale Thomas-Fermi atom formed by the super-critical cluster of donors
(solid lines). The thick solid line (red) represents the inner collapsed electrons at r < rc
where the dielectric response is nonlinear. The thin solid line (blue) shows the electrons
belonging to the outer shell which form the standard Thomas-Fermi atom with the
renormalized nucleus of charge Z∗ at r > rc, where the dielectric response is linear.
This electron gas ends at the Bohr radius rA = κb while most of them are at the
radius rm = κb/Z
∗1/3. For contrast, the dashed line (black) denotes the electrons
forming a conventional Thomas-Fermi atom [26, 47] with a nucleus of charge Z when
P0 is infinity and there’s no range with nonlinear dielectric response. The reduction of
electron density in the outer shell of electrons due to the collapse is substantial. The
reason this is not immediately seen from the difference of height between the dashed
line (black) and the thin solid line (blue) is that we use a logarithmic scale here. n0 is
defined as 3Z/4piR3. This graph is plotted at b = 0.35 A˚, a = 3.9 A˚, A = 0.9, R = 4.4a,
κ = 20000, n0 = 0.8/a
3.
50
So far, we have got a 1/r5 potential ϕ(r) and 1/r11/2 radial electron concentration
n(r)r2 at r  R in both weak and strong charge renormalization cases. However, as the
electron density decreases to certain extent so that the Fermi wavelength λ is comparable
to the radius r, the gas is no longer degenerate and the Thomas-Fermi approach fails.
Since λ ' n(r)−1/3, we get this radius r∗ ' Z∗a at Z  Z∗. One should then return
to the Schrodinger equation used for a single electron. Since the uncertainty principle
estimates that the kinetic energy decays as 1/r2 while the potential energy is∝ −Z∗3/r5,
the potential energy is smaller than the kinetic energy in magnitude at r > r∗, which
means electrons can not stay at radii larger than r∗. One can also find that using
the Thomas-Fermi solution ϕout(r), the total electron number calculated at r > r
∗ is
∼ 1, which again indicates there is no electron at r > r∗ considering the discreteness
of electron charge. As a result, the 1/r11/2 tail of radial electron concentration will
not continue to infinity but stop at radius r∗. This is a semi-classical result. Quantum
mechanical analysis shows that the electron density does not go to zero right at r∗ but
decays exponentially after this point. Since this decay is fast and brings very small
corrections to the edge of the inner electron gas, we do not consider it here.
At κ = ∞, the rest of the electrons are at the infinity so that we are dealing with
a positive ion with charge Z∗. At finite but very large κ, at certain distance from the
cluster, the field is so small that P >
√
4pi/κAP0 is no longer satisfied and the linear
dielectric response is recovered. Things then become quite familiar. Electrons are mainly
located between r1 = κb/Z
∗ and rA = κb with the majority at radius rm = κb/Z∗1/3 as
given by the Thomas-Fermi model [47]. Although quantum mechanics gives a nonzero
electron density at r < r1, the number of total electrons within this radius is only ∼ 1
and can be ignored. So approximately, when r1  r∗, i.e., κ  (Z∗)2 ' (R/a)18/7,
there’s a spatial separation between inner collapsed electrons and outer ones that form
the usual Thomas-Fermi atom with the renormalized nucleus. When κ is not so big,
such separation is absent, which actually happens more often in real situations. The
inner tail then connects to the outer electrons with the Thomas-Fermi approach valid all
the way and the dielectric response becomes linear at r = rc ∝ aκ1/4Z∗1/2. One should
note, as long as κ is large enough to satisfy rm  R which gives κ  (R/a)10/7, the
majority of the outer electrons located at rm do not intrude into the cluster or the highly
screening double-layer structure near the cluster surface. The charge renormalization
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process remains undisturbed and the total net charge seen by outer electrons is still
Z∗. The corresponding radial electron concentration n(r)r2 is shown in Fig. 3.6. At
κ  (R/a)10/7, in most of the space the dielectric response is linear. In that case,
almost all electrons reside in the cluster with only some spill-out near the surface. The
positive and negative charges are uniformly distributed inside the cluster as described
by the Thompson “jelly” model.
3.2.2 Cylindrical Donor Clusters
In some cases, the donor clusters are more like long cylinders than spheres. Then, a
cluster is described by the linear charge density ηe while its radius is still denoted as
R. We use a cylindrical coordinate system with the z axis along the axis of the cylinder
cluster and r as the distance from the axis. We show that when the charge density
ηe is larger than certain value ηce, electrons begin to collapse into the cluster and
the charge density is weakly renormalized. When η exceeds another value η∗  ηc, the
renormalization becomes so strong that the net density ηn remains ' η∗ regardless of the
original density η. Our problem is similar to that of the charged vacuum condensate near
superconducting cosmic strings [51], and is also reminiscent of the Onsager-Manning
condensation in salty water [52]. For example, in salty water, the negative linear charge
density of DNA is renormalized from ' −4e/lB to the universal net value −e/lB due to
the condensation of Na+ ions onto the DNA surface. Here lB = e
2/κwkBT ' 7 A˚ where
κw = 81 is the dielectric constant of water and T is the room temperature.
Renormalization of Linear Charge Density.— For a uniformly charged cylindrical
cluster with a linear charge density ηe, similar to what we did in Sec. 3.2.1, we get
D(r) = 2η(r)e/r, where η(r) is the total linear charge density enclosed in the cylinder
of radius r and η(r) = ηr2/R2 at r < R and η(r) = η at r > R. We then can calculate
the electric field using Eqs. (2.1) and (2.3) and get the electric potential ϕ(r) as:
ϕ(r) =
A
P 20
( ηe
2pi
)3(3
4
1
R2
− 1
4
r4
R6
)
, 0 < r < R (3.24a)
ϕ(r) =
A
P 20
( ηe
2pi
)3 1
2r2
, R < r (3.24b)
with ϕ(r = ∞) chosen to be 0. The corresponding potential energy U(r) = −eϕ(r) is
shown in Fig. 3.8 by the thick solid line (blue). Using the Schrodinger equation and
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setting the momentum p ' ~/2r, we find that the tightly bound states of electrons, in
which electrons are strongly confined within the cluster (at r < R), exist only when
η > ηc where
ηc ≈ 2pi
(
b
Aa
)1/3 1
a
, (3.25)
which, contrary to Zc obtained in the spherical case, does not depend on R. Electrons
begin to collapse into the cluster at η > ηc and in the beginning they are located near
the axis where the potential energy is lowest (see Fig. 3.8). With increasing η, the
electron density grows and one can adopt the Thomas-Fermi description. Using Eq.
(3.2) and (3.24b), one gets the electron density n(r) ∝ 1/r3 at r > R and the total
number of collapsed electron per unit length is
θ =
∫ ∞
0
n(r)2pirdr = 0.5η
(
η
η∗
)7/2
∝ η9/2, (3.26)
where
η∗ =
1
a
[
2pi
(
b
Aa
)1/3]9/7(R
a
)2/7
. (3.27)
The net charge density ηne is then renormalized to
ηn = η − θ = η
[
1− 0.5
(
η
η∗
)7/2]
. (3.28)
At η  η∗, the renormalization of charge density is weak and ηn grows with η.
At η > η∗, the renormalization effect becomes strong. Most of the cluster is then
neutralized by electrons and the final net density ηn is much smaller than η. Following
the logics similar to that in the spherical case, and by using Eq. (3.26), one can show
that ηn reaches a saturation value of η
∗ at η  η∗. The dependence of ηn on η is shown
in Fig. 3.7.
Radial Distribution of Electrons.— At η  η∗, there are lots of collapsed electrons
inside the cluster where n(r) = n0 = η/piR
2 and the potential energy is low. Again,
there’s a “double-layer” structure on the surface that provides steep growth of potential
energy with r at r = R. Close to the cylinder surface at 0 < x = r − R  R, as for
the sphere, we can approximately use a plane solution of ϕ(r) as given by Eq. (2.7).
The expression of the characteristic decay length d is also the same as in Eq. (3.22).
When x = r−R is comparable to R, the plane solution crosses over to the fast decaying
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Figure 3.7: (Color online) Number of collapsed electrons per unit length θ and
renormalized net linear charge density ηn as a function of the cluster linear charge
density η. The thick solid line (blue) shows ηn(η). The thin solid line (red) represents
θ(η). The dashed line (black) is a guide-to-eye with ηn = η. θ(η) ∝ η9/2 at ηc  η  η∗.
potential ∝ 1/r2 as given by Eq. (3.24b) with η replaced by ηn ' η∗. A schematic plot
of the potential energy U(r) = −eϕ(r) is shown in Fig. 3.8.
This potential produces a universal tail of electron density n(r) ∼ 1/r3. The
corresponding radial electron concentration n(r)r is ∼ 1/r2. Since the Fermi wavelength
λ ' n(r)−1/3, we get λ ∼ r, i.e., the Thomas-Fermi approach is only marginally valid.
The collapsed electrons extend until the linear dielectric response is recovered and then
connect to the outer electrons.
3.2.3 Finite-temperature effect in spherical donor clusters and the
corresponding experimental implications
So far, we dealt with zero temperature. At a finite temperature T , the neutral cluster
atom can get ionized due to the entropy gain of ionized electrons. The donor cluster
atom becomes a positive ion with charge Zi(T )e. Recall that the TF approach is valid
at all distances until rA = κb. The first ionization energy of the cluster atom is then
negligible (= e2/κ2b ' 10−7 eV). So the cluster atoms are always partially ionized. Our
goal below is to find this ionization charge for the spherical donor clusters. Similar
analyses for the cylindrical clusters can be found in Ref. [113] and are not repeated
here.
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Figure 3.8: (Color online) Potential energy of electrons U(r) = −eϕ(r) caused by a
cylindrical donor cluster of radius R as a function of the distance r from the cluster
center. ϕ0 is defined as n(ϕ0) = n0, where n0 = η/piR
2, n(r) is a function of ϕ(r) given
by Eq. (3.2). The thick solid line (blue) represents the potential profile of a cluster of
charge density η . η∗ which is in the regime of weak renormalization of charge. The thin
solid line (red) represents the potential of a cluster with η  η∗ which is in the strong
renormalization regime. The two vertical dotted lines show edges of the “double-layer”
structure of width ∼ d  R. The horizontal dashed line (black) indicates the position
of the chemical potential µ = 0.
We assume that we have a small but finite three-dimensional concentration ncl of
spherical clusters and the charge Zi(T ) < Z
∗, i. e., the outer electron shell is still
incompletely ionized. Such a cluster can bind electrons with an ionization energy
Zi(T )
2e2/κ2b. We can find Zi(T ) by equating this energy with the decrease in the
free energy per electron kBT ln(n0/n) due to the entropy increase (the entropy increase
can be derived according to § 104 of Ref. [25]), where kB is the Boltzmann constant,
n = Zi(T )ncl is the concentration of ionized electrons and n0 = 2/λ
3 with λ =√
2pi~2/m∗kBT as the DeBroglie wavelength of free electrons at temperature T . At
κ = 20000, b = 0.29 A˚, m∗ = 1.8me where me is the electron mass and ncl = 1015 cm−3
(estimated from that the concentration of total donor electrons is around 1018 cm−3
and each cluster contributes ∼ 300 donor electrons), we get Zi(T ) & Z∗ at T & 8 K
with Z∗ = 100 which is a reasonable estimate. This shows that the outer electrons are
completely ionized at temperatures that are not too low. For the inner core electrons,
the dielectric response is nonlinear and the attractive potential is stronger. So the
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ionization energy is higher ' A(Z∗e/4pi)3/5P20R5 for electrons at r ' R. At R = 4a,
it is found that only at T > 450 K can the inner electrons be ionized by a considerable
quantity (the 1/r15/2 tail is completely stripped then). So the inner electrons are robust
against the thermal ionization.
Experimentally, charged clusters can be created controllably on the LAO/STO
surface when the LAO layer is of subcritical thickness. 3 unit cell [45, 46]. A conducting
atomic force microscope (AFM) tip is placed in contact with the top LAO surface and
biased at certain voltage with respect to the interface, which is held at electric ground.
When the voltage is positive, a locally metallic interface is produced between LAO and
STO where some positive charges are accumulated in the shape of a disc. The same
writing process can also create a periodic array of charged discs.
Let us first concentrate on a disc of positive charge created in this manner on the STO
surface. Close to the surface and in the bulk STO, one should apply the plane solution
given by Eq. (2.8). When the distance r from the disc center is large, i.e., r  R, the
disc behaves like a charged sphere. Our results for a sphere are still qualitatively correct
in this case.
In a periodic array of highly charged discs with period 2L (see Fig. 3a in Ref.
[45]), the linear concentration of free electrons responsible for the conductance at a very
low temperature is of the order of n(L)L2, where n(r) is the electron density around
a spherical donor cluster given by Subsec. 3.2.1. When the overlapping parts between
neighboring discs belong to the outer electron shells, the corresponding density at r = L
is that of a Thomas-Fermi atom with charge Z∗. In this situation, the overlapping
external atmosphere forms conductive “bridges” between discs at low temperature.
When T increases, however, the outer electrons are ionized and the bridges are gone.
These free electrons spread out over the bulk STO. At T . 30 K, electrons are scattered
mainly by the Coulomb potential of donors and the corresponding mobility decreases
with a decreased electron velocity. For the electrons ionized into the vast region of
the bulk STO, they are no longer degenerate, so their velocity becomes much smaller
at relatively low temperature. This results in a much smaller mobility of the ionized
electrons than those bound along the chain. Their contribution to the conductivity is
thus negligible. The system becomes more resistive due to the ionization and one can
observe a sharp decrease of the conductivity along the chain.
Chapter 4
Surface roughness scattering
In Chapter 2, we have discussed the importance of surface scattering where roughness is
one of most important scattering mechanisms. In this chapter, we want to get the surface
relaxation time of electrons close to the interface caused by surface roughness scattering.
We use the approximate model where all the surface electrons are confined within a
distance d from the surface and have the 3D wavenumber kF . This is always a good
description of the main body electrons of the distribution, which captures well the scaling
behavior of surface mobilities. Also, in this chapter, we focus on the accumulation layers
in conventional semiconductors with the linear dielectric response to connect to previous
work on the surface roughness scattering. For the STO case where the dielectric response
is nonlinear, the expression for the surface relaxation time is the same in terms of kF and
d. Using the new relationship between kF , d and the total 2D electron concentration N
we obtain the corresponding mobility which has already been explained in Introduction
and the end of Chapter 2.
4.1 Models of surface roughness
The surface roughness is a random shift of the interface ∆(~r) from z = 0 so that
< ∆(~r) >= 0, where ~r = (x, y) is the coordinate in z = 0 interface plane (see Fig. 4.1).
The roughness is described by the height correlator and its Fourier transform
< ∆(~r)∆(~r′) >=W (~r − ~r′),
< |∆(q)|2 >=W (q).
(4.1)
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Figure 4.1: Two types of surface roughness. (a) The Gaussian type of roughness. Here
the lattice discreteness can be ignored where ∆ a and a is the lattice constant. (b) The
exponential kind of roughness. The size of the roughness is Λ and the height fluctuates
as ±∆ with respect to the average interface (z = 0) where 2∆ = a. When the electron
wavelength k−1F  Λ, the felt height of roughness is averaged result ∆/
√
1/k2FΛ
2 =
∆kFΛ on a length scale of k
−1
F for both types of surface roughness. At k
−1
F  Λ, the
incident electron feels only a single hill/valley or island. For Gaussian roughness, the
electron scatters on the slope determined by the angle β ∼ ∆/Λ shown in (a). For the
exponential roughness, however, the electron is scattered by the island edge which has a
height ∆ and an effective length k−1F , and thus the effective angle is β ' ∆kF as shown
in (b).
Two main models of roughness are used in literature. One is Gaussian
W (~r − ~r′) =∆2e−(~r−~r′)2/Λ2 ,
W (q) =pi∆2Λ2e−q
2Λ2/4,
(4.2)
where Λ, ∆ are the characteristic size and height of the roughness, ∆ Λ, d, where d
is the typical width of the electron accumulation layer. This is the model widely used
in earlier studies such as for the single subband mobility [30, 55, 56, 57, 58, 59, 60].
However, later experimental observations found that the spacial correlations are
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more likely to follow an exponential behavior [53, 114]
W (~r − ~r′) =∆2e−
√
2|~r−~r′|/Λ,
W (q) =pi∆2Λ2(1 + q2Λ2/2)−3/2.
(4.3)
The important difference from the Gaussian case is that here W (q) decays much slower
as q−3 at large q. This leads to a stronger scattering at large 2D electron concentration
N . One way to envision this kind of roughness is to think about randomly distributed
flat islands of an additional lattice layer with typical size Λ on the top of the last
complete layer of the crystal. These islands may, for example occupy half of the surface
area, so that ∆(~r) = ±∆ appear with equal probability where 2∆ = a is the lattice
constant. Whenever two survey points ~r and ~r′ fall within the same island, ∆(~r)∆(~r′)
is ∆2. This typically happens when points are close, i.e., |~r − ~r′|  Λ. When one of
the points misses this island ∆(~r)∆(~r′) is −∆2. The probability of falling into different
islands at |~r−~r′|  Λ is ∝ |~r−~r′|/Λ. So W (~r−~r′) ∼ ∆2(1−|~r−~r′|/Λ). Such a behavior
at small distances determines the large q asymptote of the Fourier transform W (q) as
∼ 1/q3, which is the result obtained at large q from Eq. (4.3). Our calculations of the
roughness-limited mobility for accumulation layers are focused on this type of surface
roughness. However, to make a connection with earlier studies[30, 55, 56, 57, 58, 59, 60],
we will also calculate the mobility for the Gaussian model and compare the results of
these two models.
4.2 Quasi-classical picture
Inspired by Ref. [58], in this section we start from an intuitive quasi-classical picture
of the electron scattering by the surface roughness and get the scaling result shown in
Fig. 1.8.
Electrons are scattered when they hit the rough “hard wall” surface. The time
between two consecutive collisions of electrons with the surface is ∼ d/vF ∼ m∗d/~kF .
For each bounce, the reflection is specular with respect to the tangential plane of the
hitting point and therefore adds a random angle β to the direction of the reflected
momentum. Due to this angular diffusion, the total relaxation of the momentum
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direction requires β−2 times collisions. Thus the relaxation time is
τ =
m∗d
~kFβ2
. (4.4)
Below we are going to investigate the deviation angle β at different values of kF and
thus find τ .
For the exponential surface roughness, one can imagine the irregularities as islands
going up or down. Each island is flat on a scale Λ and drops or rises abruptly by a height
∆ on the edges. An electron can be regarded as a particle only on length scales larger
than the wavelength k−1F . At Λ k−1F or 1/Λ kF , electrons can only feel an averaged
roughness of all islands within the region of size k−1F whose number is (k
−1
F )
2/Λ2 =
1/k2FΛ
2. Due to the randomness of the distribution of these islands, the resulting height
or depth has a magnitude ∼ ∆/
√
1/k2FΛ
2 = ∆kFΛ. Such a height/depth on a length
scale k−1F effectively results in β = ∆kFΛ/k
−1
F = ∆Λk
2
F . Using Eq. (4.4), we get for
kFΛ 1
τ ∼ 1/(∆Λk
2
F )
2
~kF /m∗d
=
m∗d
~∆2Λ2k5F
. (4.5)
In the opposite case at ek−1F  Λ, the electron hits a single island each time it bounces
off the surface. However, when electrons hit the flat middle plane of the island, there
is no momentum relaxation. Only when electrons happen to hit the sharp edges can
they get a “scattering” reflection. Since only on a scale k−1F can electrons be seen as
quasi-classical particles, the scattering edge is then estimated to be of height ∆ and size
k−1F which gives rise to β = ∆kF (see Fig. 4.1b). The probability to hit one such edge
is proportional to its area fraction k−1F Λ/Λ
2 = 1/kFΛ. This gives
τ ∼ 1/(∆kF )
2
1/kFΛ
m∗d
~kF
=
m∗dΛ
~∆2k2F
. (4.6)
Since in conventional semiconductors with the linear dielectric response d = d1 ∼
aB/(Na
2
B)
1/5 as shown in Eq. (2.42) where N is the total 2D electron concentration,
we then can get the corresponding expression of kF in terms of N for the main body
electrons of the accumulation layer as kF ∼ (N/d)1/3 ∼ (Na2B)2/5/aB. Therefore, the
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(surface) mobility is
µ ∼ e
h
1
∆2
×

a
8/5
B
Λ2N11/5
, Na2B  (aB/Λ)5/2,
aBΛ
N
, Na2B  (aB/Λ)5/2,
(4.7)
and the 2D conductivity σ = Neµ as shown in Fig. 1.8, where kFΛ ∼ 1 at Na2B ∼
(aB/Λ)
5/2 (here the conductivity converges to the surface value and thus is determined
by the surface mobility µ). When Λ > aB, in the 3D regime where Na
2
B > 1 there is
no range of kFΛ  1 and the mobility always decreases as ∝ 1/N . One should note
that the 2D conductivity saturation σ/(2e2/h) ∼ ΛaB/∆2 at large concentration N is
usually much larger than unity as Λ, aB  ∆ and implies that the accumulation layer
remains metallic at large concentrations.
4.3 Single subband case
In previous section, we have employed a quasi-classical perspective to understand the
electron scattering off the surface roughness. Now we turn to the more formal quantum
mechanical approach. Let us start from the single subband case where the scattering
occurs within the same subband. The scattering rate 1/τ of an electron at the Fermi
level with the wave vector ~k′ can be found according to Fermi’s golden rule:
1
τ
=
2pi
~
∫
d2~k
(2pi)2
|U(q)|2
(q)2
δ(ε− εF )(1− cos θ′) (4.8)
where ε = ~2k2/2m∗, εF = ~2k′2/2m∗ = ~2k2F /2m∗ are the final and initial (Fermi level)
energies of an electron, ~k is the final electron momentum, kF is the Fermi wavenumber,
θ′ is the angle between initial and final electron momenta and q = 2kF sin(θ′/2) is the
magnitude of the transferred momentum ~q = ~k− ~k′. All the momenta here are in the x-y
plane. Due to the electronic screening inside a single subband, the Fourier transform of
the scattering potential U(q) is reduced by the dielectric function (q) [57]
(q) ' 1 + 2/aBq. (4.9)
Let us first derive the scattering potential resulting from the surface roughness. We know
that electrons are confined near the interface and thus have a quantization kinetic energy
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Ez = ~2k2z/2m∗ where kz is approximately a multiple of pi/d (for the first subband,
kz ' pi/d). Due to the surface roughness, the confinement width d fluctuates by ∆(~r)
at position r. The kinetic energy then varies by (∂Ez/∂d)∆(~r) ∼ Ez∆(~r)/d. These
fluctuations of the quantization kinetic energy act as a fluctuating potential U(~r) for
the 2-dimensional motion of confined electrons. Its scattering matrix element for 2D
Bloch states U(q) within a given subband then satisfies
|U(q)|2 =
(
Ez
d
)2
W (q). (4.10)
As a result we get:
1
τ
∼ ~
m∗
k4z
d2
∫
dθ′
W (q)
(q)2
(1− cos θ′). (4.11)
At kFΛ  1, according to Eqs. (4.2) and (4.3), two models of roughness give the
same W (q) ∼ ∆2Λ2. For the one subband case, kFaB ' 1 and (q) ' 1. This gives the
scattering rate as
1
τ
∼ ~
m∗
k4z∆
2Λ2
d2
. (4.12)
As kz ∼ 1/d, the mobility is then
µ ∼ e
~
d6
∆2Λ2
. (4.13)
Since in the single subband case Na2B ≤ 1, the condition of validity of Eq. (4.13)
kFΛ  1 is fulfilled for the roughness with Λ < aB. The case Λ < aB was studied for
silicon inversion layers in Ref. [55] and discussed in Introduction above. For the 2D
inversion layers, the width d is determined by the applied electric field as d ∝ E −1/3 and
one gets [55, 30, 58] µ ∝ 1/E 2. As the electron concentration increases, the interfacial
electric field E ∝ N and mobility µ ∝ 1/N2. Such a dependence was obtained in Ref.
[55] and used in Ref. [70] for extrapolation to the multisubband case as shown in Fig.
1.8. Note that for the 2D quantum wells, the width d of the electron gas is the same as
the well width so that Eq. (4.13) agrees with the well known result of Ref. [59].
However, if Λ > aB, for the single subband case, there is also a range of concentrations
that satisfies kFΛ  1. The results of two roughness models are different. For
the Gaussian case, the typical q is ∼ 1/Λ and the typical θ′ is ∼ q/kF ∼ 1/kFΛ,
W (q) ∼ ∆2Λ2, (q) ∼ 1 + Λ/aB ∼ Λ/aB. The scattering rate is then
1
τ
∼ ~
m∗
k4z∆
2a2B
d2k3FΛ
3
. (4.14)
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Putting kz ∼ 1/d for the single subband case, we get the mobility as
µ ∼ e
~
d6Λ3k3F
∆2a2B
, (4.15)
which can also be obtained from results in Refs. [60, 58].
For the exponential case, W (q) decays in a much milder way as ∝ 1/q3 at large q.
This leads to the large angle scattering. Indeed, let us consider the contribution to the
integral in Eq. (4.11) from the small angles θ′ ∼ (kFΛ)−1 and large angles θ′ ∼ 1. In
the first case, W (q ∼ 1/Λ) ∼ ∆2Λ2, (q) ∼ Λ/aB and∫ (kFΛ)−1
0
dθ′(1− cos θ′) ' θ′3 ' 1
(kFΛ)3
.
As a result the contribution from the small angles to the scattering rate is the same as
Eq. (4.14). For the large angles W (q ∼ kF ) ' ∆2Λ2 (kFΛ)−3 is (kFΛ)3 times smaller
than that of the small-angle scattering, (q) ' 1 and the integral over the angle is
pi∫
(kFΛ)−1
dθ′(1− cos θ′) ∼ 1.
The angle integral is (kFΛ)
3 times larger than that from the small angles, and the
scattering rate is then
1
τ
∼ ~
m∗
k4z∆
2
d2k3FΛ
, (4.16)
which due to the absence of screening is (Λ/aB)
2 times larger than that from the
small-angle scattering. In this sense, the large-angle scattering is more effective and
always gives the mobility as
µ ∼ e
~
d6Λk3F
∆2
. (4.17)
The dominance of the large-angle scattering is a unique feature of the exponential
roughness.
4.4 Intersubband scattering in multisubband accumulation
layers
In Sec. 4.3 we have calculated the mobility limited by the surface roughness scattering
of a single subband. We not only have recovered the results for the Gaussian type of
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roughness obtained by previous studies but also have got the results for the relatively
unexplored exponential roughness. For multisubband accumulation layers, the situation
is different from the single subband case. First, kz is not ∼ 1/d but typically is
∼ kF , where kF = (N/d)1/3 is the 3D Fermi wavenumber of the electron gas. Second,
though the screening now is still two-dimensional (One could worry about the use of
2D screening for the 3D accumulation layer with width d. Indeed, it is known that in
a metallic film with width d at the distance q−1  d the screening is two-dimensional,
while at q−1  d it becomes three-dimensional. In our case, the 3D screening radius
inside the layer is rD = aB/(na
3
B)
1/6 ∼ aB/(Na2B)1/5 ∼ d where n = N/d is the 3D
electron concentration. Thus, for q−1 < d the 3D dielectric function is ∼ 1. Therefore,
the 3D screening may be ignored.), the screening radius is d instead of aB so that
(q) ' 1+1/dq due to collective screening of multiple subbands (The 2D screening radius
r2 here is not aB but d because when deriving r2 ∝ d(eϕ)/dN where eϕ characterizes
the electron chemical potential for each subband, the total 2D concentration N is
the electron concentration within each subband times the number of subbands kFd.
Therefore, the 2D screening radius is reduced from aB to aB/kFd ' aB/(Na2B)1/5 ∼ d.).
Last, in addition to the intrasubband scattering, there is also intersubband scattering.
Typically, the intersubband scattering rate is of the same order of the intrasubband
scattering as will be shown in Sec. 4.5. Therefore, approximately, the final scattering
rate is the product of the typical intrasubband scattering rate and the total number
of subbands which the initial electron can be scattered into. It is easy to check that
the typical transferred momentum in the z-direction is of the same order as the typical
transferred momentum q in the x-y plane. At 1/Λ  kF where q ∼ kF , all subbands
“communicate” with each other and the total number is kFd. Multiplying by kFd the
intrasubband result Eq. (4.12) with kz ∼ kF , we arrive at the final scattering rate given
by Eq. (4.5). This is a universal result for both Gaussian and exponential models. At
1/Λ kF , for the exponential roughness, the typical transferred momentum is q ∼ 1/Λ
for the small-angle scattering and q ∼ kF for the large-angle one. So for the former,
the number of subbands involved in the scattering process is ∼ d/Λ, much smaller than
the number kFd for the latter. Considering also its immunity to screening as kFd 1,
the large-angle scattering mechanism absolutely dominates. Using the intrasubband
scattering rate as given by Eq. (4.16) and kz ∼ kF , we arrive at the total scattering
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rate at kFΛ 1 for the exponential roughness given by Eq. (4.6). Thereby, we get the
same expressions for the mobility as in Eq. (4.7). The corresponding 2D conductivity
at large N saturates as σ/(2e2/h) ∼ ΛaB/∆2 (see Fig. 1.8), which means that there is
no re-entrant metal-insulator transition. In Sec. 4.5, we do more careful estimation of
the numerical coefficient in front of ΛaB/∆
2 and get that it is close to 1.
Compared to the simple result in the exponential case, the mobility for the Gaussian
roughness is more complicated. At k−1F  Λ < d, the intrasubband scattering is
unscreened for the Gaussian case and the rate is the same as Eq. (4.16). The typical
momentum transfer is q ∼ 1/Λ, so only a few subbands the number of which is
∼ q/d−1 = d/Λ can participate in the intersubband scattering. The total scattering
rate is then the result in Eq. (4.16) times d/Λ. At even larger Λ d k−1F , the typical
momentum transferred 1/Λ is smaller than the z-direction momentum quantization
1/d. Therefore no intersubband scattering is possible. This situation resembles the
single subband case and is natural since when d Λ we actually are dealing with a 2D
system. At Λ  d, the screening of the potential adds the factor (d/aB)2 to the total
scattering rate given by Eq. (4.14) as the screening radius now is d instead of aB. The
result is summarized as follows
1
τ
∼

~kF∆2
m∗dΛ2
, k−1F  Λ d , (4.18)
~kF∆2
m∗Λ3
, d Λ . (4.19)
k−1F = Λ is reached at Na
2
B ∼ (aB/Λ)5/2 and d = Λ is achieved at Na2B ∼ (aB/Λ)5.
By expressing kF and d in terms of N , one can then get the mobility as a function of
the 2D electron concentration. The corresponding results together with that for the
exponential case are listed in Table. 4.1.
The obtained µ(N) dependence is presented in Fig. 4.2. For the exponential
roughness, the corresponding 2D conductivity σ is shown in Fig. 1.8. The smallest
conductivity for the exponential case is larger than 2e2/h as mentioned above. For the
Gaussian model, the smallest σ/(2e2/h) is also ∼ ΛaB/∆2. Since in reality, Λ > ∆, we
get σ/(2e2/h)  1. So, the smallest conductivity for the Gaussian roughness is also
always above the critical value and no re-entrant metal-insulator transition will happen
in realistic situations.
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Table 4.1: Mobility µ in units of (e/~)
(
Λ4/∆2
)
as a function of the 2D electron
concentration N at different values of Λ for two types of surface roughness, the Gaussian
model (G) and the exponential one (E). Since the Fermi wavenumber kF ' (N/d)1/3,
and the width of the 2D electron gas d = d1 ∼ aB/(Na2B)1/5 is the decay length for
the linear dielectric response case, we get k−1F = Λ at Na
2
B ∼ (aB/Λ)5/2 and Λ = d at
Na2B ∼ (aB/Λ)5.
Λ < k−1F k
−1
F < Λ < d d < Λ
G (aB/Λ)
6/(Na2B)
11/5 (aB/Λ)
2/(Na2B)
3/5 (aB/Λ)/(Na
2
B)
2/5
E (aB/Λ)
6/(Na2B)
11/5 (aB/Λ)
3/(Na2B) (aB/Λ)
3/(Na2B)
In Sec. 4.2, we gave a quasi-classical explanation of the mobility limited by the
exponential surface roughness. Inspired by Ref. [58], we can interpret the Gaussian
roughness results quasi-classically as well. Below we again start from Eq. (4.4) and find
β for the Gaussian roughness in different situations. At kFΛ  1, the roughness relief
is averaged over the electron wavelength and the resulting relaxation time is the same
as in the exponential case given by Eq. (4.5). At k−1F  Λ d, the wavelength k−1F is
smaller than the size of the roughness hill. The electron then collides with a single hill
(valley) each time it hits the surface and the deviation angle β is the slope of each single
hill (valley) ∼ ∆/Λ (see Fig. 4.1a). The relaxation time is given by Eq. (4.18). At
d Λ, the electronic screening changes the scattering potential by a factor d/Λ, which
can effectively be regarded as reducing the roughness height from ∆ to ∆d/Λ. The size
of each single hill is so large that the electron can hit the same hill consecutively for
several times during which it has traveled back and forth for ∼ Λ/d times within the
accumulation layer. Since these consecutive hits are on the same slope, the scattered
angle is the same and β accumulates, in contrast with uncorrelated random collisions
on different hills (valleys). After the electron finishes colliding with the same slope,
the accumulated angle is (∆d/Λ2)(Λ/d) = (∆/Λ)  1 and the time of such a series of
collisions is ∼ (d/kF )(Λ/d) = Λ/kF . The resulting relaxation time is then given by Eq.
(4.19). Thus we obtained quasi-classically the same scaling behavior of the mobility
limited by the Gaussian roughness as by the quantum-mechanical approach.
In this chapter, we have studied the surface-roughness limited mobility in inversion
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Figure 4.2: (Color online) The scaling behavior of the mobility µ in units of
(e/~)
(
Λ4/∆2
)
as a function of the scaled electron concentration Na2B plotted at Λ < aB
in a double logarithmic scale. The thick solid line (black) denotes the mobility of the
accumulation layer for the exponential roughness. The thin solid line (black) represents
the mobility for the Gaussian roughness which also decreases. Here only powers of the
N dependence are shown while the complete scaling formulae are presented in Table.
4.1. The thin dashed line (red) represents the 1/N2 dependence derived for a single
subband [55] and its conjectured extrapolation [70] to larger concentrations.
and multisubband accumulation layers as a function of the 2D electron concentration N
for two models of the surface roughness both quantum-mechanically and quasi-classically.
For the more realistic exponential roughness, the mobility decreases as ∝ 1/N at
large N and results in a 2D conductivity saturation as σ/(2e2/h) ' ΛaB/∆2  1
since the characteristic roughness size Λ and the effective Bohr radius aB are larger
than the characteristic roughness height ∆ ' a/2 where a is the lattice constant.
For the Gaussian roughness which was widely used in earlier studies, the minimum
conductivity is found to be larger than the critical value as well. One should note that
the considerations here have not included the contribution from the tail electrons, which
makes σ larger in reality even for the linear dielectric response case due to their larger
distances from the surface and thus larger relaxation times [115]. So there is no reason
to expect the re-entrant metal-insulator transition [70] at large concentrations. Indeed,
decent conductivities were observed in large concentration accumulation layers in Refs.
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[71, 64, 65, 62]. As explained in Introduction, there is no reentrant metal-insulator
transition in STO accumulation layers, either, where the dielectric response is nonlinear,
for experimentally achievable large 2D electron concentrations N .
4.5 Numerical coefficients in conductivity dependence of
concentration for the exponential model
Eq. (2.41) shows that about 90% of electrons are located within a distance d1/2 = d/2
from the interface. So it is a good approximation to assume that electrons inside the
accumulation layer are confined within a width d′ = d/2. Then, the electron wave
function of each subband is
ξ(r, z) '
√
2
d′
exp(i ~kr · ~r) sin(kzz) (4.20)
where ~kr, kz = mpi/d
′ with m being a positive integer are respectively the x-y plane and
z-direction momenta of electrons in this subband and different subbands correspond to
different values of kz. Therefore, similar to that in Ref. [55], the matrix element U(q)
satisfies
< |U |2 >= 8
d′
ε2F
(
k
′
zkz
k2F
)2
W (q) (4.21)
where an isotropic mass spectrum is assumed, k
′
z, kz are the initial and final z-components
of the electron wavevector, q = |~q| and ~q is the momentum transferred in the x-y plane.
Since |U |2 is isotropic only with respect to the 2D momentum ~q in the x-y plane
instead of the total 3D transferred momentum, we use the more general expression for
the scattering rate as can be obtained from Ref. [116]
1
τ
=
2pi
~
∫
d3~k
(2pi)3
|U |2
(q)2
δ(ε− εF )
(
1− kr cosφ
k′r
)
, (4.22)
where kr = |~kr|, k′r = |~k′r|, and ~kr, ~k′r are the x-y components of the final and initial
momenta ~k and ~k′, φ is the angle between ~kr and ~k′r. (Here we assume a constant
relaxation time for different subbands, which is a good approximation for electrons
located within the distance d′.)
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At kFΛ 1, for both models of roughness, W (q) = pi∆2Λ2, (q) ' 1. So
1
τ
=
2
pi~
ε2F∆
2Λ2
d′
∫
krdkrdφdkz
(
k
′
zkz
k2F
)2
(
1− kr cosφ
k′r
)
δ
[
~2k2F
2m∗
− ~
2(k2z + k
2
r)
2m∗
]
=
2εF∆
2Λ2k3F
~d′
∫
d(cos θ) (cos θ cos θ0)
2
(4.23)
where cos θ = kz/kF , cos θ0 = k
′
z/kF . One should note that this scattering rate is for
one specific direction of k′. To get the averaged result, one should average over all θ0
and arrive at
1
τ
' 0.2εF∆
2Λ2k3F
~d′
. (4.24)
At kFΛ 1, for the exponential case, again we have (q) ' 1. By using Eq. (4.3),
we get
1
τ
=
2
pi~
ε2F∆
2Λ2
d′
∫
krdkrdφdkzd(k
′
z/kF )
(
k
′
zkz
k2F
)2
{
1 +
[
k2r + (k
′
r)
2 − 2krk′r cosφ
]
Λ2/2
}−3/2
(
1− kr cosφ
k′r
)
δ
[
~2k2F
2m∗
− ~
2(k2z + k
2
r)
2m∗
]
'1.5εF∆
2
~d′Λ
,
(4.25)
which matches Eq. (4.24) at kFΛ ' 2. Substituting kF = (3pi2N/d′)1/3 into Eqs. (4.24)
and (4.25), where d′ = d/2 and d is given by Eq. (2.42), we obtain numerical coefficients
for σ(N) and get the corresponding saturation value σ/(2e2/h) ' 0.6ΛaB/∆2 at the
point Na2B ' 0.4(aB/Λ)5/2.
Chapter 5
Electron transport in nanocrystal
films
This chapter is organized as follows. In Sec. 5.1, we dwell upon the main energies of a
single NC, i.e., the quantization energy gap ∆ separating consecutive degenerate shells
of the electron spectrum and the charging energy Ec of a NC. In Sec. 5.2 we start from
very large ratios of ∆/Ec where the dispersion of NC diameters dominates over the
Coulomb disorder. We use values of t(n, ρ) calculated later in Sec. 5.5 to find ξ(n) and
nc. For the case of relatively large diameter dispersion and very small ρ at large n, the
localization length ξ(n) follows Eq. (1.7) and nc is given by Eq. (1.6). We also study the
case of a very weak diameter dispersion and arrive at the blinking metal (BM) phase. In
Sec. 5.3 we study the charging of NCs and the resulting Coulomb disorder and get ξ(n)
for any ∆/Ec. We show that at ∆/Ec < 5 the Coulomb disorder eliminates the BM
phase and extends the range of validity of Eq. (1.7). In Sec. 5.4 we discuss examples
of widely used semiconductor CdSe, InAs and ZnO NCs. In Sec. 5.5 we calculate the
tunneling matrix element t(n, ρ) for NCs touching by contact facets (see Fig. 1.9b). In
Sec. 5.6, we study the case when NCs touch each other away from prominent facets
or are separated by short ligands and derive the corresponding expressions for ξ. In
Sec. 5.7 we deal with large NCs where the random electric field of donors split and mix
degenerate shell levels so that semiconductor NCs acquire random spectra similar to
that of metallic granules.
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5.1 NC electronic spectrum and charging energy
We assume that close-to-spherical NCs have diameter d and touch each other by facets
with radius ρ. At small enough ρ electrons are localized inside NCs. We suppose
that the electron wave function is close to zero at the NC surface, due to the large
confining potential barrier created by the insulator matrix surrounding the NC. Under
these conditions, electrons occupy states with different radial and angular momentum
quantum numbers, i.e., (n, l)-shells, each being degenerate with respect to the azimuthal
quantum number m = −l, . . . , l where the polar axis (z axis) is defined in the direction of
electron tunneling connecting centers of two neighboring NCs (we talk more about this
in Sec. 5.5). As we explained in Introduction we are interested in NCs with the average
electron number N  1. Therefore several (n, l)-shells are occupied. The quantum
energy gap between two consecutive (n, l)-shells typically is
∆ ' 20~
2
m∗d2
(5.1)
where m∗ is the effective electron mass inside NCs.
Also, when the quantum numbers are large, Bohr’s correspondence principle allows
us to consider quasiclassically the average density of states of electrons and introduce
the Fermi wave number kF
kF =
(
3pi2
)1/3
n1/3. (5.2)
Here n = 6N/pid3 is the density of electrons in a NC. Below, kF serves as a measure of
the concentration n.
The kinetic energy of electrons is only a part of the total energy of the NC. One
should add to it the total Coulomb interaction energy of all electrons and donors. In
general, calculating the total Coulomb energy (self-energy) of the system is a difficult
problem because of the random position of donors. For our case, however, a significant
simplification is available because the semiconductor dielectric constant ε is typically
much larger than the dielectric constant εm of the medium in which the NC is embedded.
This allows us to ignore in the first approximation the energy dependence on positions
of donors and electrons and instead concentrate on only the dependence on the total
charge Qe of the NC.
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The energy of a NC with charge Qe surrounded by neutral NCs (the self-energy) is
equal to Q2Ec, where the charging energy is
Ec =
e2
εfd
. (5.3)
For non-touching NCs where the volume fraction of semiconductor NCs is f ≤ 0.52, one
can use the Maxwell-Garnet formula [117]
εf = εm
ε+ 2εm + 2f(ε− εm)
ε+ 2εm − f(ε− εm) (5.4)
to calculate the effective dielectric constant εf . This gives εf ' 3 at f = 0.52 corresponding
to the very moment of NC touching (we take εm = 1, ε = 10 as in the case of CdSe
NCs). For these εm and ε, the effective dielectric constant εf was calculated numerically
for all range of f [118] including f > 0.52 obtained for faceted NCs touching by facets.
One can check [119] that Eq. (5.4) works well even for f as large as 0.7. This means
that for NCs touching by small facets or separated by short ligands, ε/εf ' 3 is a good
estimate for CdSe and other semiconductors with ε . 15 that we are dealing with. For
semiconductors with much larger ε one may use results of Ref. [119].
The ratio ∆/Ec is an important parameter of our theory. In n-type semiconductors
we address here, for NCs with d = 5 nm, ∆/Ec =2, 3, 5, 27 for Si, ZnO, CdSe, and
InAs, respectively.
5.2 Localization length and IMT determined by dispersion
of NC diameters
There are two important sources of disorder for electrons in a NC film. The first one is
the variation of NC diameters. Since the energy gap ∆ ∝ 1/d2, each energy level gets
a shift α∆, where α = 2δd/d and δd is the variation of the diameter d (experimentally,
δd/d is as large as 5− 15% [120, 86] so α = 0.1− 0.3). The second source of disorder is
the fluctuations of the donor number in a NC, which result in the charging of NCs and
subsequent random potentials. We study this phenomenon in Sec. 5.3. In this section
we deal with the case of large enough ∆/Ec when charging can be ignored.
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The dispersion of NC diameters creates the energy shift of the electron levels close
to the Fermi level
γ1 = N
2/3α∆, (5.5)
where N2/3 gives the number of filled shells. When N is small, γ1  ∆. The energy
levels of NCs are then quite aligned and the density of states has periodically alternating
maxima and minima (see Fig. 5.1). In this case, the transport mechanism depends on
the position of the Fermi level EF or in other words on the average electron number
N [82, 88, 121]. When the Fermi level is in the middle of each degenerate shell, i.e.,
the local density of states is very large, Coulomb correlations “dig” the Coulomb gap
in this density of states [87], which in turn leads to low-temperature ES conductivity
law Eq. (1.4). When the Fermi level is close to the middle of the gap ∆ where a
small density of states may be present due to overlapping tails of neighboring shells,
the Coulomb effects are not important since the density of states is already very small.
Such a constant density of states leads to the Mott variable range hopping [82, 121].
i t
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Figure 5.1: Energy spectrum of the linear chain of touching spherical NCs at small N in
the vicinity of the Fermi level EF . The degenerate electron levels are aligned with small
energy shifts created by the NC diameter variations. The density of states g(E) as a
function of the energy E has periodic maxima separated by the energy gap ∆. Peaks
of the density of states have width γ1. The electron tunnels with the tunneling matrix
element t from the initial NC i through the m = 0 levels (red) in the shell closest to the
Fermi level in each intermediate NC. Virtually visited levels are shown by arrows. The
dashed line represents the Fermi level.
However, for both ES and Mott variable range hopping, one should use the concept
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of the localization length which determines the exponential decay of the electron wave
function with the distance x from the NC where the localized electron resides in. The
localization length ξ is determined by the co-tunneling between two distant NCs with
energies close to the Fermi level [122, 123, 121, 124]. In the co-tunneling process,
an electron tunnels between neighboring NCs of the chain of M intermediate NCs
connecting the initial and final NCs. If after the tunneling all intermediate NCs remain
in the ground state, the co-tunneling process is called elastic. An intermediate NC can
also alternatively acquire an electron-hole excitation. Such a process is called inelastic.
At low temperatures the elastic process dominates.
We show in Sec. 5.5 that in the chain of NCs extended along the z direction,
inside each intermediate NC only the m = 0 state in the highly degenerate (n, l)-shell
contributes to the tunneling process with a dominant matrix element t. Thus, along
the chain of co-tunneling, there is only one possible series of intermediate energy states
closest to the energy of the tunneling electron and no summation over different states of
a given shell is needed for calculating the total amplitude. We can say that we deal with
non-degenerate levels (red as shown in Figs. 1.10, 5.1 and 5.3) with the energy spacing
∆. This allows us to write estimates for the tunneling amplitude as ∝ (t/δE)M ' e−x/ξ
where M = x/d is the number of intermediate NCs in the tunneling path and ξ is the
localization length
ξ ≈ d
ln(δE/t)
. (5.6)
Here δE is the energy difference between the tunneling electron and the state in the
intermediate NC. Eq. (5.6) is valid when ln(δE/t) > 1 or ξ < d and the film is far from
the critical vicinity of the IMT.
So once the matrix element t is known, we can get the localization length. For
different types of contacts between NCs, the value of t is different. The largest ξ is
obtained in the case when NCs touch by facets of finite radius ρ. The corresponding
tunneling matrix is derived in Sec. 5.5 as
t ' 9~
2nρ3
m∗d2
. (5.7)
The energy difference δE oscillates with the density of states, which is followed by the
oscillation of the localization length (see Fig. 5.2). At small N and when the Fermi
level is inside a degenerate shell where the density of states is large, one arrives at the
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ES law (1.4) and gets δE = γ1  ∆. The localization length reaches a maximum at
such N
ξ ' d
ln(αd2/n1/3ρ3)
. (5.8)
When the Fermi level resides in the middle of the gap ∆ between shells where the
Mott variable range hopping takes over, the energy difference δE ' ∆. Therefore, the
localization length reaches its periodic minima which are given by Eq. (1.7). The local
period is ∼ N1/3 and slowly changes with N . Eqs. (5.8) and (1.7) together give the
envelope of the oscillating localization length as shown in Fig. 5.2 by the dotted line
and the dashed line, respectively. We denote this phase as “oscillating insulator” (OI).
Periodic oscillations of the hopping conductivity with N were observed in CdSe [82].
N
1
0
Figure 5.2: (Color online) Schematic plot of the localization length ξ (in units of the NC
diameter d) as a function of the average number of donors N in a NC at αd2/ρ2  1.
The thick solid line (red) is the localization length. The dotted line represents the
maximum value of ξ given by Eq. (5.8) which corresponds to the Fermi level position in
the middle of the degenerate shell (the line of maxima). The dashed line goes through
the minima of ξ which are somewhat lower than values given by Eq. (1.7) and happen
when the Fermi level is near the middle of the gap ∆. When N = α−3/2, the energy
shift due to NC diameter variations γ1 reaches ∆, the oscillations of ξ stop and ξ obeys
Eq. (1.7). At N close to d3/ρ3, the film approaches the IMT and its localization length
diverges.
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According to Eq. (5.5) γ1 grows with N and reaches ∆ at N = α
−3/2. At larger
N the energy difference δE saturates at ∆ because of the spectrum periodicity. The
corresponding system of electron energy levels with a smooth density of states is shown
in Fig. 5.3. Thus, oscillations of ξ(N) stop at N = α−3/2. We arrive at the usual
insulator (I) where ξ obeys Eq. (1.7) which follows from δE = ∆ and Eqs. (5.1), (5.6)
and (5.7). This gives Eq. (1.6) for the critical concentration nc. This sequence of
changes of ξ(N) is shown schematically in Fig. 5.2. Apparently it requires that
α−3/2  d3/ρ3. (5.9)
In this section, we focus on the case of relatively small ρ when the inequality (5.9) holds.
In this case, every maximum of ξ is finite because the argument of the logarithmic
function in Eq. (5.8) αd2/n1/3ρ3 = (αd2/ρ2)3/2/(Nα3/2)1/3  1 at N < α−3/2. The
case opposite to the inequality (5.9) corresponding to a smaller α and a larger ρ is
studied in the next section.
i t
Figure 5.3: (Color online) Energy spectrum of a chain of NCs at large average electron
number N . An electron tunnels from an initial NC i through intermediate NCs.
Virtually visited levels are shown by arrows. The dashed line shows the energy of the
tunneling electron close to the Fermi level. Each NC has a ladder of (2l+ 1)-degenerate
(n, l)-shells with the gap ∆ between them. Due to variations of diameters, the whole
ladder of energy levels is shifted up and down by an energy larger than ∆. Here we show
only two shells closest to the Fermi level. Only one level (red) of each shell contributes
to the tunneling with the matrix element t.
One should note that our result for ξ is obtained away from the critical vicinity of
nc. So our estimate of nc obtained from the condition ξ = d needs a correction. Indeed
we estimated the probability of the electron hopping between two distant NCs via the
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elastic co-tunneling along a single typical chain of M NCs. Near the IMT one should
add probability amplitudes of many such chains. Then the sum of all amplitudes gives
a total probability ∝ (tK/∆)M . Here K is the connective constant of the NC lattice.
According to Anderson [125], the IMT happens when tK/∆ = 1. Using Eqs. (5.1) and
(5.7), for the simple cubic lattice (where according to Ref. [126] K = 4.7) we arrive
at the estimate nc ≈ 0.5ρ−3 while for the face-centered cubic lattice (where K = 10 as
given in Ref. [127]) we get nc ≈ 0.2ρ−3. This result found from the insulating side of
the IMT is reasonably close to Eq. (1.6) obtained from the metallic side.
So far, we have studied the case where the inequality (5.9) holds. Now we turn
to the opposite situation αd2/ρ2  1 of relatively large ρ and small α. In this case
Eq. (5.8) indicates that the localization length periodically diverges at α3d9/ρ9 <
N < d3/ρ3. This means that electrons whose energy levels are in the middle of the
shell are delocalized while those who are located in the tails of the density of states
are still localized and have a localization length described by Eq. (1.7). We call this
phase “blinking metal” (BM) since its metallicity occurs only at certain positions of
the Fermi level (a good example of such metal is the quantum hall effect). However, at
N = d3/ρ3, the system enters the usual metal (M) phase where electrons are delocalized
regardless of the Fermi level position. The corresponding behavior of the localization
length at N ≤ d3/ρ3 is shown in Fig. 5.4. In this case, γ1  ∆ at the IMT point since
d3/ρ3  α−3/2.
5.3 Role of NC charging due to donor number fluctuations
Let us now discuss another type of disorder present in the film, i.e., the fluctuations
of the donor number δN around the average number N from NC to NC. At large N ,
δN is Gaussian-distributed, i.e., δN ∼ √N . If each NC is neutral, δN would lead to
substantial fluctuations δEF = EF /
√
N ∼ N1/6∆ of the Fermi energy EF from one NC
to another. To establish the unique chemical potential of electrons (the Fermi level),
electrons move from NCs with larger-than-average n to ones with smaller-than-average
n and NCs get charged creating the Coulomb potential in space. Below we argue that
the typical number of charges Q in NCs depends on the ratio ∆/Ec as shown in Fig.
5.5.
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Figure 5.4: (Color online) The localization length ξ (in units of the NC diameter d) as
a function of the average donor number N in a NC for αd2/ρ2  1. The thick solid line
(red) is the localization length. The dashed line represents the minima of ξ somewhat
lower than values given by Eq. (1.7) occurring when the Fermi level is in the middle of
the gap ∆. The film first becomes a “blinking metal” (BM) at N = α3d9/ρ9, where ξ
starts to periodically diverge and return to finite values. At N = d3/ρ3, the film enters
the usual metal (M) domain.
When Ec is very small, the final chemical potential is established when NCs have
almost the same number of electrons. Accordingly, most NCs obtain a net charge Qe
where Q ∼ √N . However, at larger Ec when ∆/Ec  N1/3, the price of charging
gets so large that the number of transferred electrons Q ∼ N1/6(∆/Ec) is much smaller
than
√
N (see Fig. 5.5). One arrives at this result by equating the initial fluctuation
of the Fermi energy δEF to the growth of the Coulomb potential of a NC QEc. At
∆/Ec = N
−1/6, charging becomes so costly that the charge number Q = 1. Beyond this
point, all NCs are neutral (see Fig. 5.5).
One can understand the importance of the parameter ∆/N1/3Ec by calculating the
electronic screening radius of the film. Since the screening radius r0 can be estimated
as
√
εf/4pie2g(E) where g(E) ' N1/3/∆d3 is the average density of states, one gets
r0/d '
√
∆/N1/3Ec  1 at ∆/N1/3Ec  1. We see that in agreement with Fig. 5.5,
when ∆/N1/3Ec  1 and r0  d electrons do not screen donor charges, while in the
opposite case ∆/N1/3Ec  1 the electron screening becomes important.
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Figure 5.5: Schematic log-log plot of the typical number of charges Q in a NC as a
function of the ratio ∆/Ec.
Due to charging of NCs, each NC finds itself in the environment of charged neighbors
and gets a random potential energy shift up or down. Apparently the energy shift
created by a single NC at the distance r where d  r  r0 is QEcd/r and the typical
shift created collectively by all NCs in the sphere of radius r0 is
γ2 =
QEcd
r0
(r0
d
)3/2
= N5/12Ec
(
∆
Ec
)1/4
. (5.10)
Note that γ2 does not depend on d for fixed concentrations n. This is not surprising
because one can arrive at the same result for potential energy fluctuations thinking
about our film as a bulk heavily doped semiconductor with concentration n ' N/d3 of
randomly positioned donors screened by degenerate electron gas [128].
Let us find what happens when the charging effect outweighs the diameter variation.
We start from the case αd2/ρ2  1 and use that for Fig. 5.6 which in the (N,∆/Ec)
plane shows phases with different behaviors of the localization length. The upper part
of Fig. 5.6 summarizes results obtained for diameter variations in Sec. 5.2.
We see how with growing N the film goes through an oscilating insulator (OI), an
insulator (I) and a metal (M). Coulomb effects become important when γ2 > γ1 or
according to Eqs. (5.5) and (5.10) ∆/Ec < 1/N
1/3α4/3. At the upper OI-I border
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N = α−3/2 where γ1 = ∆, this happens at ∆/Ec = α−5/6. Let us explore now what
happens at ∆/Ec < α
−5/6 where the energy difference δE = γ2. When N is small, γ2
is small too so that the density of states has periodic peaks and the localization length
oscillates. The system is again an oscillating insulator (OI) (see the narrower part of the
blue domain in Fig. 5.6). At larger N when ∆/Ec < N
5/9, the energy shift γ2 exceeds
∆ so that away from the left blue domain shown in Fig. 5.6 we arrive at the spacial
distribution of levels shown in Fig. 5.3. δE then saturates at ∆ and one again obtains
the result (1.7) for the localization length ξ. The system becomes a usual insulator (I).
Thus in the case of relatively small ρ and large α when αd2/ρ2  1, the localization
length first stops oscillating and then diverges (the system enters first the domain I and
then the domain M as shown in Fig. 5.6).
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Figure 5.6: (Color online) A log-log map of different domains in the (N , ∆/Ec) plane
at αd2/ρ2  1. The light grey domain (blue online) corresponds to the regime where
δE < ∆ and the localization length oscillates with N . We call it an oscillating insulator
(OI). Away from the left blue domain, the energy difference δE saturates at ∆ and the
localization length does not oscillate and obeys Eq. (1.7). This is the usual insulator
(I). The darker grey domain (pink online) corresponds to the metallic phase (M). The
solid border lines (from left to right) correspond to equations ∆/Ec = N
5/9, N = α−3/2
and N = d3/ρ3, respectively. The dashed line corresponds to ∆/Ec = N
1/3. In the
domain below the dashed line (I’), (n, l)-shells get split and mixed with each other (see
Sec. 5.7). In this domain, the localization length is given by Eq. (5.42).
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In the opposite case of relatively large ρ and very small α where αd2/ρ2  1 we
analyze the role of Coulomb effects in Fig. 5.7. The upper part of this phase diagram
∆/Ec > α
−7/3(d/ρ)−3 is again dominated by diameter variations. As shown in Sec.
5.2 in this case with growing N the film goes through an oscillating insulator (OI), a
blinking metal (BM) and a metal (M). When we include Coulomb effects the vertical
OI-BM border marked as the line 2) in Fig. 5.7 at which γ1 = t cannot continue below
the point ∆/Ec = α
−7/3(d/ρ)−3 where γ1 = γ2. Now the OI-BM border in Fig. 5.7
turns and goes along the line 3) at which γ2 = t or ∆/Ec = (d/ρ)
4/N7/9. The line 3)
ends at ∆/Ec = (d/ρ)
5/3 when γ2 = ∆ at the crossing with the generic metal border
given by the line 4) where ∆ = t and N = d3/ρ3 and with the OI-I border given by the
line 1) where γ2 = ∆ and ∆/Ec = N
5/9. This is a remarkable quadruple point where
γ1 = γ2 = ∆ = t and all four phases OI, BM, I and M meet.
5.4 Experimental implications for CdSe, InAs and ZnO
NC
In previous section, we have studied theoretically possible situations for NC films as
shown by phase diagrams in Figs. 5.6 and 5.7. Now we focus on several commonly
used semiconductor NCs trying to put them on these diagrams. We choose the same
geometrical parameters α = 0.15, d = 5 nm, ρ = ρa = 1.2 nm for all of them. Then, we
get α−3/2 . d3/ρ3 and use the phase diagram Fig. 5.6. The upper part of the diagram
where the NC diameter variation is the major source of disorder is separated from the
lower one where Coulomb disorder dominates by ∆/Ec = α
−5/6 ' 5. For CdSe NCs
since ∆/Ec = 5, the Coulomb effects are marginal so that we can think about the NC
diameter variation only. When N increases, the film moves from OI to M as depicted
by the upper part of the phase diagram in Fig. 5.6 with the intermediate region I
being narrow and neglected since α−3/2 and d3/ρ3 are quite close. For InAs, since
∆/Ec = 27  5, the Coulomb effects are completely negligible and again the system
experiences the OI-I-M phase changes. For ZnO, however, the ratio ∆/Ec = 3 < 5 and
the random Coulomb potential is the leading disorder in the film. One should then
use the lower part of Fig. 5.6 for the phase change process with increasing N . In this
case we have the same sequence of phases OI-I-M but with now the phase I appreciably
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Figure 5.7: (Color online) A log-log map of different domains in the (N , ∆/Ec) plane
at αd2/ρ2  1. The light grey domain (blue online) corresponds to the regime
where δE < ∆ and the localization length oscillates with N (OI). The shaded domain
belongs to the blinking metal (BM). In the white domain of the usual insulator (I) the
localization length does not oscillate and obeys Eq. (1.7). The darker grey domain (pink
online) corresponds to the metallic phase (M). The solid border lines 1)–4) correspond
to conditions 1) γ2 = ∆, 2) γ1 = t, 3) γ2 = t, and 4) ∆ = t. The dashed line corresponds
to ∆/Ec = N
1/3. In the domain I’ below the dashed line NC spectra become random
(see Sec. 5.7). In this domain, the localization length is given by Eq. (5.42).
expanded by the Coulomb random potential. Si NC films are similar to that of ZnO as
its ∆/Ec = 2 is also very small.
One should note that there is no BM phase for the chosen parameters. To get this
phase, one has to tune α down by making the NCs more monodisperse. For d = 5 nm
and ρ = ρa = 1.2 nm, one needs α < 0.06 to open the BM phase. This is probably the
state-of-the-art monodispersity. To go even further, one may wonder whether the BM
phase can be expanded all the way till N = 1. The inequality αd3/ρ3 ≤ 1 guarantees
that the line 2) of Fig. 5.7 reaches the N = 1 line and simultaneously the condition
∆/Ec ≥ (d/ρ)4 is required for the film to be above the point where line 3) crosses N = 1.
If both inequalities are satisfied one can expect a desirable [91, 129, 130] band-like
transport behavior of electrons when they populate only the 1S-level. However, for NCs
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with d = 5 nm and ρ = ρa ' 1.2 nm, the necessary α = ρ3/d3 ' 0.01 is unrealistically
small while necessary ∆/Ec ≥ (d/ρ)4 ∼ 200 is too large. Even increasing ρ to 2ρa brings
us only to criteria α ≤ 0.1 and ∆/Ec ≥ 16. Of course, our estimates are good only for
ρ  d/2 so these numbers should not be taken too seriously. For ZnO (or Si), since
∆/Ec < (d/ρ)
5/3 even at ρ = 2 nm, the system can never see a BM phase due to the
large Coulomb disorder as shown by Fig. 5.7.
There is an important case where additional Coulomb fluctuations may be ignored.
We are talking about NC films gated by an ionic liquid or an electrolyte [82, 81]. Anions
which enter spaces between NCs and attract electrons in this case play the role of
chemical donors we studied above. However, contrary to immobile dopants inside a
NC anions remain mobile in the process of adjustment of the gate voltage and tend to
screen electron charges [88]. Thus, in this case disorder effects due to fluctuations of
NC diameters discussed in Sec. 5.2 should dominate. The ZnO (or Si) NC films then
become similar to CdSe or InAs. At αd2/ρ2  1 the OI domain expands while the
I domain shrinks and at αd2/ρ2  1, the OI and I regions are consumed by the BM
phase.
5.5 Tunneling matrix element for nanocrystals touching
by facets
Beyond the surface of a single NC in the surrounding medium, the wave function of an
electron at the Fermi level decays with the distance s from the surface as ∝ e−s/b where
b = ~/
√
2m0U0. Here m0 is the electron mass in the medium and U0 is the workfunction
of NCs. For U0 ' 4 eV and m0 = me, where me is the electron mass in vacuum, one
gets b ' 1A˚, which is smaller than the lattice constant. So, approximately, the electron
wave function is zero on the surface of NCs. When two NCs touch by contact facets, the
electron wave function of the left NC is strongly modified inside the dashed sphere of
radius ρ containing the facets. Namely, due to the right NC, the wave function acquires
a tail leaking into the right NC (see Fig. 5.8a). The wave function inside the right NC
is deformed in the same way. The overall wave function is split into two
Ψs,a(r) =
1√
2
[ψ(r − rL)± ψ(r − rR)] , (5.11)
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which are symmetric and asymmetric combinations of the modified wave function ψ
inside each NC (see Fig. 5.8b). The origin is set at the center of the contact and the
polar axis is pointed towards the center of the right NC. The coordinates of the centers
of left and right NCs are rL and rR, respectively. ψ(r−rL) refers to the wave function
in the left NC and ψ(r − rR) is that of the right one. Below, we just use the left
wave function for discussion and simply denote it as ψ. The tunneling matrix element
t between two NCs can be estimated by calculating the energy splitting between the
symmetric and asymmetric wave functions Ψs,a of Eq. (5.11). As in the problem of
calculating the electron terms of the molecular ion H+2 in § 81 of Ref. [47], the energy
splitting can be calculated as
t =
∫
~2
m∗
ψ
dψ
dz
dx dy (5.12)
where the integral is taken over the contact boundary plane z = 0 (see the vertical
dashed line in Fig. 5.8b). In the case we are discussing now, the contact is made of
the touching facets. In this contact plane, ψ vanishes at (x, y) outside the facets in the
surrounding medium.
z
(b)(a)
z0 0
Figure 5.8: (Color online) Electron wave functions near the contact facet. The vertical
dashed line indicates the facet boundary plane. (a) Electron wave function ψ of the left
NC modified by the right one. It acquires a tail penetrating into the right NC mainly
in the region of the dashed sphere. (b) Overall wave function as symmetric (blue) or
asymmetric (red) combinations of each NC wave function given by Eq. (5.11). The
energy difference between these two states is twice the tunneling matrix element t given
by Eq. (5.12).
Let us deal with EF belonging to a degenerate (n, l)-shell. Then, the unperturbed
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wave function of the left NC is ψ0(r − rL) ' jl(knr′)Y ml (θ′, φ′)/
√
d/k2n where jl is the
spherical Bessel function, Y ml are spherical harmonics, knd/2 is the nth zero point of
the Bessel function and kn ≈ 2pin/d ∼ kF , (r′, θ′, φ′) are the coordinates of r′ = r−rL
in the spherical coordinate system. Y ml (θ
′, φ′) → 0 at θ′ → 0 for all m 6= 0, and for
m = 0 Y 0l (0, φ
′) =
√
(2l + 1)/4pi > 0. Thus among the 2l + 1 degenerate levels of the
(n, l)-shell only one state (m = 0) oriented along the z axis contributes to the tunneling
between neighboring NCs (marked red in Figs. 1.10, 5.1, and 5.3). So we just need
to calculate the tunneling matrix element t of the m = 0 state. When the number
N of electrons inside each NC is large, for the (n, l)-shell at the Fermi level, we have
n ∼ l ∼ N1/3 ' kFd since the radial and angular kinetic energies should be of the same
order. So for the m = 0 state, the wave function is highly concentrated near the z axis
spreading mainly within the polar angle ∼ 1/√l ∼ 1/√kFd. More accurately, since
each (n, l)-shell has 2l + 1 degeneracy, we get
N ≈ 2n(l + 1)2 ∼ 2l3, (5.13)
where the factor 2 comes from the spin degeneracy. As N = 4pin(d/2)3/3 = k3Fd
3/18pi,
we get n ∼ l ∼ (k3Fd3/36pi)1/3. The radial distribution is described by jl(knr′) '
sin[kn(r
′ − d/2)]/knr′ at large r′. Therefore, we get approximately the normalized
unperturbed wave function
ψ0 ≈ 2 sin [kn(r
′ − d/2)]√
dr′
Y 0l (θ
′, φ′) (5.14)
at large distance from the left NC center. So near the facet, the original unperturbed
wave function ψ0 can locally be regarded as an incident plane wave superposed by its
completely reflected wave from the surface, i.e., ψ0 ≈ 2
√
2l/pi sin[kn(z
′ − d/2)]/d3/2,
where z′ ≈ r′ is the z-component of r′.
As a result, the problem of an electron tunneling through a facet is analogous to
the one of a plane wave with the wavenumber kF diffracting on a circular aperture with
radius ρ in z = 0 plane screen. In the regime where kFρ  1, Bethe [131] solved this
diffraction problem for microwaves, while Levine and Schwinger [132] and Bouwkamp
[133] solved it for a scalar plane wave. Here we use the simple solution in the first-order
approximation in kFρ 1 given by Rayleigh [134].
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One can write the Schrodinger equation for the function ψ as
∇2ψ + k2Fψ = 0. (5.15)
Boundary conditions on the z = 0 plane are ψ = 0 on the screen and dψ/dz is continuous
at the aperture. We write the solution ψ as the sum of ψ0 and δψ, where δψ is the
correction due to the aperture opening and the unperturbed wave function ψ0 of the
left NC is zero on the right side of the boundary plane (z > 0). We denote δψL, δψR
as the left (z < 0) and right (z > 0) part of the correction function δψ respectively. So
in the z = 0 boundary plane, δψL = δψR and outside the aperture δψL = δψR = 0.
The continuity of the derivative dψ/dz leads to a jump of d (δψ) /dz, i.e., dψ0/dz +
d(δψL)/dz = d(δψR)/dz. The symmetry between δψL and δψR gives d(δψL)/dz =
−d(δψR)/dz in the aperture. (The proof can be found in Refs. [131, 134]. For a possible
interpretation of this result, let us consider the standing-wave solution of Shrodinger
equation Eq. (5.15) in a free space: ψ = exp(ikF z) − exp(−ikF z). Since ψ = 0 at
z = 0, this means that ψ is also the solution of the Shrodinger equation if the screen
is located at z = 0. This solution can be viewed as two plane waves exp(ikF z) and
− exp(−ikF z), which fall from opposite directions on the screen and are reflected back
completely. The aperture gives rise to corrections δψR and δψL to each wave. Since
the screen does not affect the wave function ψ, these corrections to plane waves cancel
each other, i.e. δψR(z) − δψL(−z) = 0. We then get that d(δψR)/dz = −d(δψL)/dz
by differentiating this relation.) Therefore d(δψR)/dz = (dψ0/dz)/2 ≈
√
2l/pikn/d
3/2.
Now one can rewrite the integral for t in terms of the correction to the wave function
on the right side which is δψR
t =
~2
m∗
∫
δψR
dδψR
dz
dxdy, (5.16)
where δψR satisfies the Schrodinger equation (5.15). At the aperture ∇2(δψR) ∼
δψR/ρ
2  k2F δψR because kFρ  1. In the first approximation we can neglect the
latter term and thus deal with the Laplace’s equation
∇2(δψR) = 0 (5.17)
with the boundary conditions δψR = 0 on the screen and d(δψR)/dz ≈
√
2l/pikn/d
3/2
at the aperture.
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Mathematically, an identical problem was exactly solved in hydrodynamics (see §
108 in Ref. [135]). Indeed, the Laplace’s equation ∇2ϕ = 0 can be used to describe the
motion of a rigid disk of radius ρ moving with velocity u along its axis (defined as the
z axis with the origin at the disk center) through unlimited incompressible liquid if ϕ
denotes the velocity potential. Boundary conditions for ϕ are that ∇ϕ = u on the disk
and ϕ = 0 at z = 0 outside the disk. The kinetic energy of the liquid in the z > 0 space
is
KE =
1
2
g
∫
(∇ϕ)2 dV, (5.18)
where g is the density of the liquid. Using Green’s theorem and the Laplace’s equation
for the right half space (z > 0), we get
KE =
1
2
g
∫
ϕ
dϕ
dz
dxdy (5.19)
where the integral is taken over the whole z = 0 plane. The potential ϕ is zero outside
the disk. Therefore, the integration is over the disk only, as in Eq. (5.16). Knowing the
exact solution for ϕ one can arrive at KE = (2/3)gρ
3u2 (see § 108 in Ref. [135]). Thus∫
ϕ
dϕ
dz
dxdy =
4
3
ρ3u2. (5.20)
In our diffraction problem, δψR plays the role of ϕ and d(δψR)/dz ≈
√
2l/pikn/d
3/2
plays the role of u. Therefore, using Eq. (5.2), we get the tunneling matrix element t
in Eq. (5.16)
t =
0.3~2k3Fρ3
m∗d2
=
9~2nρ3
m∗d2
. (5.21)
At kFd ∼ 1, one gets the tunneling matrix element for the 1s band
t ' ~
2ρ3
m∗d5
. (5.22)
In Ref. [136], a solution-based oriented attachment method was used to prepare fused
dimers of two semiconductor NCs. These dimers can be seen as two NCs touching by
their facets. Eq. (5.22) for t can then be used to calculate the splitting of the first exciton
absorption line in the dimer spectrum. One should note that Eq. (5.22) is obtained
here in the limit of infinitesimal tunneling distance b (which is further explained in Sec.
5.6). In the same limit, the method used in Ref. [136] leads to a smaller t ' ~2ρ4/m∗d6.
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The reason for this difference is that on the facet plane our wave function has a larger
magnitude than the one conjectured in Ref. [136].
One can interpret the result for the tunneling matrix element Eq. (5.21) as following.
Originally the wave function ψ0 is zero on the boundary plane and its derivative along
the z axis is ' k3/2F /d on the contact facet. Now due to the existence of the facet, the
electron wave function is modified as ψ which leaks into the right NC and is nonzero on
the facet, while the derivative is hardly changed by the small perturbations. Because the
wave function substantially changes over a distance ρ, we can say that ψ ≈ (dψ/dz)ρ.
As a result,
ψ 'k
3/2
F ρ
d
,
dψ
dz
'k
3/2
F
d
(5.23)
inside the contact facet in the z = 0 plane for the m = 0 state which is highly oriented
along the z axis. So we get the result (5.21) for t. From this t we arrive at Eq. (1.7)
for the localization length and Eq. (1.6) for the critical concentration nc.
A schematic plot of nc as a function of the facet radius ρ is presented in Fig. 5.9.
The critical concentration scales as ' 0.3/ρ3 at all ρ  d/2. In the vicinity of ρ =
d/2, electrons are no longer confined inside each NC and the film becomes a bulk
semiconductor. In this case, nca
3
B ' 0.02, we return to the Mott criterion for the IMT
and get a drastic drop of the critical concentration from ' 2/d3 to 0.02/a3B.
5.6 Nanocrystals touching away from facets
When NCs touch each other away from prominent facets by an area of the atomic
size a  ρ, the electrons tunnel mainly via the effective “b-contact” of radius ρb =√
db/2 a (see Fig. 5.10). For electrons tunneling between NCs outside this contact,
the tunneling distance is larger than b and the probability is negligible due to the
exponentially decaying wave function.
Since electrons have to tunnel through the medium where they have mass m0, when
calculating the integral Eq. (5.12) over the contact boundary plane here, we need to
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Figure 5.9: Schematic logarithmic plot of the critical concentration nc as a function of
the facet radius ρ at aB  d. Both axes use logarithmic scales. Near ρ = d/2, the
critical concentration abruptly drops to its value for the bulk semiconductor.
replace the effective mass m∗ with m
t =
∫
~2
m0
ψ
dψ
dz
dx dy. (5.24)
In this case we can use the approximation of linear combination of atomic orbitals
(LCAO) in the way done for the ground state in Ref. [91]. We calculate ψ = ψ0 as the
wave function for a single spherical NC embedded in the infinite surrounding medium
with the finite decay length b. For simplicity, in this section and below we do only
scaling analysis ignoring numerical coefficients.
Using the continuity of the wave function on the NC surface, we get
ψ0 ' kF√
d
Y ml (θ
′, φ′)

jl(kF r
′) r′ < d/2
jl (kFd/2)
h
(1)
l (id/2b)
h
(1)
l (ir
′/b) r′ > d/2,
(5.25)
where h
(1)
l is the first-kind spherical Hankel function and only Y
0
l (θ
′, φ′) is nonzero at
θ′ = 0 corresponding to the state participating in the tunneling. The origin is set at
89
b
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0 z
Figure 5.10: Two NCs touching away from prominent facets. In this case, electrons
tunnel through the b-contact shown in the inset.
the touching point of NCs with the z axis pointed towards the center of the right NC
and therefore the boundary plane is at z = 0 (see the vertical dashed line in Fig. 5.10).
Again (r′, θ′, φ′) are the coordinates of r′ = r − rL in the spherical coordinate system
and rL is the coordinate of the center of the left NC. For the finite potential barrier U0
the derivative of the wave function divided by the effective mass is continuous across
the surface, i.e.,
dψ0
dr′
1
m∗
∣∣∣∣
r′−d/2=0−
=
dψ0
dr′
1
m0
∣∣∣∣
r′−d/2=0+
. (5.26)
Using that jl(kF r
′) ' sin [kF r′ + ϕl] /kF r′, h(1)l (ir′/b) ' be−r
′/b/r′ at large r′ near the
surface where ϕl is a constant, we have
cot
(
kFd
2
+ ϕl
)
'− m
∗
m0kF b
+
2
kFd
(5.27)
where d/b  1, m0/m∗  1, kFd  1 at high doping concentration and kFd ∼ 1 for
the ground state. At 1/kF b  m0/m∗, the cotangent function diverges which means
cos (kFd/2 + ϕl) ≈ 1, 1/ sin(kFd/2 + ϕl) ≈ −m∗/m0kF b. So on the boundary plane
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inside the b-contact (r′ − d/2 = 0+), we have
ψ0 '−kF√
d
m0kF b
kFdm∗
√
l
dψ0
dr
' kF√
d
m0kF
kFdm∗
√
l.
(5.28)
The tunneling matrix element is then
t ' ~
2k3Fdb
2(m0/m
∗)
m∗d2
. (5.29)
At 1/kF b  m0/m∗, the cotangent function either vanishes or is finite depending on
whether d/b m0/m∗ or kFd 1 is satisfied. This means the sine function is always
finite and of the order 1. So inside the b-contact we get
ψ0 ' kF√
d
1
kFd
√
l
dψ0
dr
'−kF√
d
1
kFdb
√
l,
(5.30)
and the tunneling matrix element is
t ' ~
2kFd(m
∗/m0)
m∗d2
. (5.31)
One can check that when we put k−1F ∼ d into Eqs. (5.29) and (5.31), we get the same
tunneling matrix elements for the ground state as derived in Ref. [91] for NCs touching
in one point.
According to Eqs. (5.29) and (5.31), the localization length is then
ξ ≈

d
ln [1/ndb2(m0/m∗)]
,
m0
m∗
 1
n1/3b
d
ln
[
1/n1/3d(m∗/m0)
] , m0
m∗
 1
n1/3b
.
(5.32)
This leads to the critical concentration
nc '

1
b2d
m∗
m0
,
m0
m∗

(
d
b
)1/2
1
d3
(m0
m∗
)3
,
m0
m∗

(
d
b
)1/2
,
(5.33)
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which has its minimum value nc ' 1/(db)3/2 = 1/ρ3b at m0/m∗ '
√
d/b. Even this
minimum value is much larger than 1/ρ3a since ρa  ρb. Thus, when NCs touch away
from prominent facets the critical concentration is pushed much higher. In fact, for
CdSe NC films, by using b = 0.1 nm, d = 5 nm, m0 = me, m
∗ = 0.13me [137] where me
is the free electron mass, we get nc ' 3× 1021cm−3, which is difficult to achieve.
When NCs are separated by short ligands [138] by a small distance s, the overlapping
wave functions exponentially decay as ∝ e−s/b between neighboring NCs. Following a
procedure similar to above derivations, we can get the tunneling matrix element t as
t ' ~
2
m∗d2
exp
(
−s
b
)

k3F b
2d
m0
m∗
,
m0
m∗
 1
kF b
kFd
m∗
m0
,
m0
m∗
 1
kF b
.
(5.34)
At smallest kF = 1/d, Eq. (5.34) gives the same results as in Ref. [91] for NCs separated
by short ligands.
Therefore, we get the localization length
ξ ≈

d
s/b+ ln [1/ndb2(m0/m∗)]
,
m0
m∗
 1
n1/3b
d
s/b+ ln
[
1/n1/3d(m∗/m0)
] , m0
m∗
 1
n1/3b
.
(5.35)
At large s we can ignore the logarithmic terms originating from the prefactor of t. But
for small s, near the IMT, the role of these terms becomes important. One should
note that even when NCs touch by short ligands, the localization length of electrons
can be enhanced by increasing the doping concentration n inside each NC. The critical
concentration nc is then
nc '

1
b2d
m∗
m0
exp
(s
b
)
, s b ln
[(
m∗
m0
)2 d
b
]
1
d3
(m0
m∗
)3
exp
(
3s
b
)
, s b ln
[(
m∗
m0
)2 d
b
] (5.36)
which can easily become unrealistically large.
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5.7 Random-spectrum NC
In previous sections, we have studied the highly degenerate case assuming that the
splitting of (n, l)-shells is much smaller than the energy gap ∆. In this section, we
discuss limits of applicability of this assumption and find the localization length for
strongly split and mixed (n, l)−shells which form a random spectrum similar to the
case of metal garnules [139, 122, 123, 140, 124]. We show below that this happens at
relatively small ∆/Ec < N
1/3 or in the domain below the dashed line on Figs. 5.6 and
5.7. So the theory of this section is applicable for large enough NCs made from Si or
ZnO.
Besides shifting the ladder of degenerate levels up and down discussed above, the
random electric field created by neighboring charged NCs can split the degenerate shells
of each NC due to the Stark effect. This field determined by nearest-neighbor NCs is
E ∼ e√N/εfd2. Electrons in the NCs respond to the internal field, which is smaller
than E by the factor 3/(2 + ε/εf ). As we said in Sec. 5.1, ε/εf is ' 3, so this factor is
' 3/5 and we will ignore it.
To calculate the Stark splitting we first note that the matrix element of the electric
field potential does not vanish only between shells with l values differing by unity and
is then of the order of eE d. The typical energy difference between such shells in the
spherical well with N electrons is N1/3∆. Therefore, the typical Stark energy shift or
the width of the split shell W emerges in the second-order perturbation theory and is
W ' (eE d)
2
N1/3∆
. (5.37)
(The Stark splitting can also come from random positions of N donors inside each NC
and is comparable to Eq. (5.37). This disorder creates an internal dipole moment
∼ √Ned and an electric field, oriented in a random direction.)
Comparing Eq. (5.37) with the energy gap ∆ between consecutive shells, we see
that at
∆/Ec < N
1/3 (5.38)
the levels become random with the spacing δ = ∆/N1/3 as the only characteristic
energy (One may note that this criterion for degeneracy lifting is different from the one
in Ref. [86]. However, since the critical concentration nc has the same expression in
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both degenerate and nondegenerate cases, this does not affect the correctness of the
metal-insulator transition criterion obtained in Ref. [86].). ∆/Ec = N
1/3 is shown in
Figs. 5.6 and 5.7 by the dashed lines separating I and I’ phases. When the inequality
(5.38) holds, the degeneracy is broken and different (n, l)-shells mix with each other.
Thus inside each NC, the states close to the Fermi level and, therefore, involved in the
electron tunneling have typically different l numbers so that they have different parity
and their tunneling matrix element t has random signs. The electron wave functions
of different m hybridize and become chaotic instead of being confined in certain polar
angles. So the typical magnitude of the wave function on the contact facet is
√
kFd
times smaller than that of the “red” m=0 state for the degenerate case. These changes
lead to the random matrix spectrum case which has been studied in previous work for
larger dots[139, 122, 123, 140, 124]. In this case,
ψ 'kFρ
d3/2
,
dψ
dz
'kF
d
(5.39)
where kF is given by Eq. (5.2). Therefore, the typical tunneling matrix element is
t ' ~
2k2Fρ
3
m∗d3
. (5.40)
At the same time, the energy gap between consecutive non-degenerate levels is also
reduced to δ ' ∆/(2l + 1) ' ~2/m∗d3kF . Then according to Refs. [122, 124] the
localization length is
ξ ≈ d
ln
(√
Ecδ/t
) . (5.41)
So one gets
ξ ≈ d
ln
(
d/a
1/2
b n
5/6ρ3
) (5.42)
where ab = εf~2/m∗e2 and εf is the effective dielectric constant of the film.
According to Eq. (5.42), at t ' δ, the localization length is still much smaller than
the NC diameter d, which seems to indicate a criterion different from t ' δ for the
IMT. However, one should notice that as t → δ, the charge discreteness is no longer
well preserved and the charging energy vanishes [141, 142], so δ takes the place of Ec
and changes the expression of ξ to d/ ln(δ/t). Using Eq. (5.40) and δ ' ~2/m∗d3kF ,
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we get t ' δ at kFρ ∼ 1. The localization length ξ becomes comparable to d at this
point. This again leads to our above criterion Eq. (1.6), the same as for the degenerate
case. Since this elimination of charging energy occurs in the vicinity of the IMT, we
should see a steep growth of the localization length, which is a major feature different
from the degenerate case. According to Eq. (1.6), nc  nM at ρ  aB. The critical
concentration decreases with ρ and saturates at nM when ρ ∼ aB.
Chapter 6
Conclusion and Discussion
In this thesis, we have discussed transport properties of electron accumulation layers
induced by a very strong electric field on the surface of the STO crystal, and extended
the study of electron distribution to more complicated planar STO-based structures and
other geometries. We have also looked at the detail of the surface scattering by roughness
to complement the scaling analysis of the transport properties of STO accumulation
layers. For the second part of this thesis, we have studied the semiconductor NC
film which is another material important for applications by investigating the electric
conductivity in such films. The results are summarized below.
In Chapter 2, we show that due to the strongly nonlinear dielectric response of STO
the electron density in an accumulation layer has a very compact body and a long slowly
decaying tail. If in the body electrons are strongly scattered by the surface while in
the tail electrons need a long time to reach the surface, the tail electrons run away in
the source-drain electric field and produce dominating contributions to many kinetic
coefficients. As a result the layer mobility, the Hall factor, the magnetoresistance, and
the thermopower become anomalously large and dependent on the width of the STO
sample and its bulk relaxation time.
In Chapter 3, we extend the study from a single accumulation layer to overlapping
ones, and investigate the electron “spill-out” from a heavily n-type doped STO (NSTO)
into a moderately n-type doped STO. In this chapter, we also study the electron
distribution for spherical and cylindrical geometries and find the collapse of electrons
onto spherical and cylindrical donor clusters. Such “ fall-to-the-center” originates from
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the very fast decrease of the electron potential energy near the cluster which is∝ (−1/r5)
in the spherical case and in turn is a result of the strongly nonlinear dielectric response
of STO. This leads to a very unusual two-scale shape of the electron density around the
cluster.
In Chapter 4, we have studied the surface-roughness limited mobility in inversion
and multisubband accumulation layers in conventional semiconductors with the linear
dielectric response as a function of the 2D electron concentration N for two models of
the surface roughness both quantum-mechanically and quasi-classically. For the more
realistic exponential roughness, the mobility decreases as ∝ 1/N at large N and results
in a 2D conductivity saturation as σ/(2e2/h) ' ΛaB/∆2  1 since the characteristic
roughness size Λ and the effective Bohr radius aB are larger than the characteristic
roughness height ∆ ' a/2 where a is the lattice constant. For the Gaussian roughness
which was widely used in earlier studies, the minimum conductivity is found to be
larger than the critical value as well. So there is no reason to expect the re-entrant
metal-insulator transition [70] at large concentrations, consistent with observations of
decent conductivities in large concentration accumulation layers in Refs. [71, 64, 65, 62].
The expression for the surface relaxation time can be used for the STO case with the
nonlinear dielectric response, where there is no reentrant metal-insulator transition,
either, at experimentally available large N .
In Chapter 5, we studied theoretically what happens to the variable range hopping
conductivity of semiconductor NC films when NCs are doped by donors with the
concentration n. Experiments show that the localization length of electrons ξ(n) grows
with n and at some n ∼ nc becomes larger than the diameter d of NCs, what signals
that the film is approaching the IMT. We provide theoretical estimates of ξ(n) and nc.
The localization length is determined by the competition of disorder and transfer matrix
element t(n) between neighboring NCs. We concentrated on the case of small spherical
NCs in which the electron spectrum consists of degenerate energy shells separated by
the quantization gap ∆. In such films energy levels of NCs vary due to the dispersion
of NC diameters and variations of the number of donors from NC to NC which result
in random Coulomb potentials. We showed that for the standard diameter dispersion
it is important for ∆/Ec > 5, where Ec is the charging energy, while the Coulomb
disorder dominates for the opposite case ∆/Ec < 5. The matrix element t(n) grows
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with n and depends on the geometry of contacts between NCs. We calculated t(n)
for different types of contacts. We showed that for a finite separation between NCs or
even when NCs touch each other by one point, the IMT may need unrealistically large
n. This is why we focused on the case when close-to-spherical NCs touch by smallest
facets . We found ξ(n) in this case and our results are in qualitative agreement with the
experimental data for ξ(n) obtained in Ref. [86]. For these facets nc is still relatively
high and for d = 5 nm CdSe NCs it corresponds to N ∼ 20 electrons per NC, which
justifies our large-N approach. To make nc smaller one should deal with small NCs
with ∆/Ec > 5 and use NCs touching by larger facets. Another route is making much
smaller dispersion of diameters, but this route does not look realistic.
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Appendix A
Glossary and Acronyms
Care has been taken in this thesis to minimize the use of jargon and acronyms, but
this cannot always be achieved. This appendix defines jargon terms in a glossary, and
contains a table of acronyms and their meaning.
A.1 Acronyms
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Table A.1: Acronyms
STO SrTiO3
GTO GdTiO3
LAO LaAlO3
SmTO SmTiO3
NTO NdTiO3
3D three-dimensional
2D two-dimensional
1D one-dimensional
RAT run-away tail
AFM atomic force microscope
NC nanocrystal
ES Efros-Shklovskii
IMT insulator-metal transition
TF Thomas-Fermi
BM blinking metal
OI oscillating insulator
I insulator
M metal
LCAO linear combination of atomic orbitals
