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ABSTRACT
Anaerobic digestion processes can generate energy in the form of biogas while treating organic wastewater.
The efficiency of the treatment, and thus the generation of biogas, is closely linked to the type and design
of the reactor, and the technology used. Granular anaerobic digestion technology offers advantages such
as a higher loading rate and reduction of the space needed. However, the hydrodynamics inside this type
of reactor can be complex due to the presence of solids (granules) and gas (biogas) phases along with the
liquid phase (wastewater). This is one of the reasons why the study and optimization of reactors using
bench-scale reactors can lead to inaccurate results. A validated computational model would lead to the
possibility of performing optimization studies using simulation; however, the validation of these
computational models cannot be performed using analytical solutions due to their complexity. In this
context, a particle image velocimetry (PIV) experimental setup was validated as part of this work, using
computational fluid dynamics (CFD) simulations and data from literature. The experimental results obtained
were compared with CFD results from six different models, each using a different turbulence model. The
current setup was considered validated, allowing it to be used in the future for obtaining experimental data
for the validation of a CFD model of an up-flow anaerobic sludge blanket reactor (UASB).
1. INTRODUCTION
Granular anaerobic digestion reactors, such as Upflow Anaerobic Sludge Blanket (UASB) and Expanded
Granular Sludge Bed (EGSB) reactors are used in the wastewater treatment of high organic load effluents
(Lettinga et al., 1991). As a side product of anaerobic digestion, these reactors can produce biogas that
can be used as a renewable energy source. Concerning its fluid dynamics, UASB reactors are comprised
of three phases: gas (biogas), solid (granular sludge) and liquid (effluent). The mixing inside the reactor is
closely linked to the efficiency of the biochemical reactions, which lead to biogas generation (D’Bastiani et

al., 2021). The better the mixing, the higher the efficiency of conversion of organic matter into biogas.
Furthermore, the design process of the aforementioned reactors relies mainly on laboratory scale testing
of the effluent treatability and empirical relationships. As for the ideal operating conditions and optimization
of the reactors, they are normally adjusted at pilot-scale or full-scale stages of the process. A problem with
that approach is that treatment conditions, such as mixture and shear stress, change considerably from lab
scale to large scale and have an influence on the treatability of the wastewater as well as on the quality of
the treated effluent. Modelling techniques such as Computational Fluid Dynamics (CFD) can help in
bridging the gap between laboratory-scale experiments and the design & optimization of large-scale
treatment plants. However, for computational models to be reliable, they require rigorous validation.
Three-phase multiphase flows are a challenging subject in the field of CFD. The verification of these
computational models cannot be performed using analytical solutions due to the complexity of the models
that need to account also for interphase exchanges, such as energy and momentum interfacial exchanges.
Various authors tend to use previous experimental works to validate their computational model (Murthy et
al., 2007). However, the available data is limited to published results, and usually, the authors do not have
access to raw experimental data for analysis.
In this context, this work aimed to build and validate an experimental setup consisting of a reactor and a
Particle Image Velocimetry (PIV) system. This system will allow for the collection of experimental data for
the validation of CFD models of UASB and EGSB reactors.
2. METHODOLOGY
PIV consists of a non-intrusive imaging technique used to calculate local velocities and velocity profiles in
a fluid flow. Commercial PIV systems can be costly and considering that the validation data just needs to
be obtained once, it may not justify the investment. In this work, a PIV system was designed, built, and
validated. The fluid used in the experiments was water, at a maximum up-flow velocity of around 0.1 m/s.
The work was divided into two main sections:
•

Design and build of the experimental setup.

•

Validation of the experimental setup.

2.1 Design and build of the experimental setup
A laser sheet was created using a Green Laser Diode 100 mW 532 nm and a Plano-Concave
Cylindrical Lens. Hollow glass spheres with a diameter of 10 μm and a density of 1.1 g/cm3 were used as
tracers. Sections of the plane were recorded for 120 s using a SONY DSC-RX10 M4 camera, operating at
30 frames per second, which resulted in a time step of 33.33 ms. The images were processed on a Dell
Precision 7820- Intel(R) Xeon(R) Gold 6130 CPU 2.10GHz 32GB RAM computer using the PIVLab tool for
MATLAB (Thielicke; Sonntag, 2021). The system operated at a volume flow rate of 420 mL/min. Figure 1
shows a schematic of the experimental layout used in this work.
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Figure 1: PIV Configuration and Components
The more important components used to build the experimental setup and the respective costs are
summarized in Table 1.
Table 1: Main components used in this project and prices
Component

Description

Cost

Camera

SONY DSC-RX10 M4 BLACK

€1,949.00

Software
Transparent Tank
Laser lens
Micropump

Green Laser Diode 100 mW 532 nm Module LED Light
w/ 12 V Power & Fan
Dell Precision 7820- Intel(R) Xeon(R) Gold 6130 CPU @
2.10GHz 32GB RAM
PIVLab Tool - MATLAB
Acrylic (PMMA) tank
Plano-Concave Cylindrical Lens
MGD1000S-PK-V Micropump

Tracers

Hollow glass spheres 10 μm, 1.1 g/cm3

Laser
Computer

€60.00
Internally sourced
Free
Internally sourced
€74.00
€315.00
€55.00

2.2 Validation of the experimental setup

The PIV results were validated against a CFD model. To guarantee that the CFD model offers a good level
of confidence, a preliminary validation/calibration of the CFD model was performed. For the preliminary
validation, a three dimensional CFD simulation of a jet entering a water tank was performed and the results
were validated against the experimental data obtained by Adane (2010). The experimental setup is shown
in Figure 2.
A mesh independence test was performed employing three meshes created using hexahedral elements.
Mesh 1 with 2,450,658 elements, Mesh 2 with 4,807,244 elements and Mesh 3 with 9,760,440 elements.
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Figure 2: Experimental setup used by Adane (2010)
A symmetry boundary condition was used at the centre of the geometry to speed up the simulations. The
boundary conditions for the simulation are summarized in Table 2:
Table 2: Boundary Conditions

Surface
Walls
Top
Symmetry
Inlet

Boundary Condition
No-slip wall
Zero Shear wall
Symmetry
Parabolic Velocity Profile

Outlet

Pressure Outlet

Value
Shear Stress (x,y,z) = 0
Max. Velocity = 0.114
Gauge Pressure = 0
Patm = 101,325

Unit
Pa
m/s
Pa

Once the preliminary CFD model was validated, various CFD simulations of the setup shown in Figure 1
were performed using six different turbulence models and the results were processed to obtain the velocity
at various heights. The CFD results were then compared with the PIV data described in section 2.1.
3. RESULTS
The experimental rig was operated in a darkened room to reduce interference from light sources. Figure 3
shows the experimental setup, with the camera, tank and laser.

Figure 3: Experimental PIV setup
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3.1 Preliminary CFD model validation
The preliminary CFD Simulations were performed and compared with the results from literature. All of the
values were normalized for the comparisons. The positions of the downstream location were normalized by
the diameter of the jet inlet, which was 7 mm. The three locations chosen correspond to 2,10 and 25
diameters from the inlet. The positions in the direction of the channel height (𝑦𝑦) were normalized (𝑌𝑌𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 ) by

the local jet half-width (𝑦𝑦0.5 ) using Equation 1.

𝑦𝑦

𝑌𝑌𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 = 𝑦𝑦

0.5

(1)

For the normalization of the U velocities (𝑈𝑈𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 ), the velocity in the x-direction ( 𝑢𝑢𝑥𝑥 ) was divided by the
local maximum velocity (𝑢𝑢𝑚𝑚 ), following Equation 2:

𝑢𝑢

𝑈𝑈𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 = 𝑢𝑢 𝑥𝑥

𝑚𝑚

(2)

The results for the CFD simulations using three different mesh refinement levels were compared against
the experimental data from the literature (Adane, 2010) for three downstream locations (2D, 10D and 25D)
as shown in Figures 4, 5 and 6. The results show good agreement between CFD and experimental data.

Figure 4: Normalised height vs. Normalised velocity at
x=2D (CFD vs Experimental)

Figure 5: Normalised height vs. Normalised velocity at
x=10D (CFD vs Experimental)

Figure 6: Normalised height vs. Normalised velocity at
x=25D (CFD vs Experimental)
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The results for the velocity profiles using the three meshes showed very similar results for Meshes 2 and
3, indicating that both are adequate for the simulations. However, Mesh 3 took more than twice the time of
Mesh 2 to reach convergence. Therefore, Mesh 2 was deemed the ideal choice.
From Figures 4, 5 and 6 it can be observed how close the results from this work are from the experimental
results. The shape of the velocity profile, as well as the values, match with the experimental results,
therefore the model is deemed validated.
3.1 PIV experimental setup validation
The experimental data were processed using the tool PIVLab. The videos were separated into individual
frames and then pre-processed to increase the quality of the raw images to be analyzed. The denoising
algorithm was used to remove smaller pixels that did not correspond to the seeding particles, and the
background image was removed to reduce the interference introduced by internal reflections of the laser
light. To increase the quality of the results, while keeping the processing time feasible, three interrogation
passes were used with a high robustness correlation. The parameters used in the processing are described
in Table 3.
Table 3: Parameters for PIV images processing
Parameter

IMAGE
PREPROCESSING

ANALYSIS

CLAHE Window Size
High Pass Kernel Size
Wiener2 Denoise
Subtract Background
Image
PIV Algorithm
Number of Passes
Sub Pixel Estimator
Correlation Robustness
Timestep

Setup
20 px
15 px
3 px
Enabled
FFT window deformation
3
Gauss 2x3 - point
High
33.36 ms

Figure 7 show a sample of a pre-processed image, after applying the parameters described in Table 3:

Figure 7: Pre-processed image
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The processed results were then post-processed to obtain images such as velocity contours and vectors.
Figure 8 shows PIV velocity contours and vectors for a sample image, for data collected at the centre of
the reactor, at a height section from 8 to 17 cm. The higher velocities at the centre of the image indicate
the jet profile at the inlet. At the left and right sides of the image, low-velocity recirculation zones can be
observed. The recirculation zones have a downwards velocity slightly higher on the left side because of
imperfections detected on the experimental rig: the inlet is 1.5 mm off-center in the X direction and there is
a 1° inclination in the inlet pipe. These problems caused the flow to be asymmetrical.
To match the imperfections of the experimental configuration, the CFD model had to pass through several
iterations before being deemed fit for purpose. It is important to mention that those imperfections could not
be perfectly measured, nor corrected, therefore they will account for some inaccuracies in the system and
the validation.

Figure 8: Sample PIV results (from 8 to 17 cm)

For the three-dimensional CFD simulations, three different meshes were generated with different levels of
refinement (390,383, 812,715 and 1,690,839). Numerical simulations were performed to assess the impact
of the mesh refinement on the results and to make sure the solutions are mesh independent. The GCI (Grid
Convergence Index) method proposed by Roache (1994) and suggested by ASME V&V 20 (2009) was
used for the mesh independence analysis. The method is also discussed in detail by Craig (2013). The
results showed that the mesh with 812,715 control volumes was good enough for the simulations to be
performed in this work. Table 4 summarizes the boundary conditions used in the simulations and Figure 9
shows the front view of the geometry used.
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Table 4: Boundary Conditions
Location

Type

Value

Bottom
Inlet
Outlet
Top
All Other Walls

Wall
Velocity Inlet
Pressure Outlet
Wall
Wall

No Slip
0.182 m/s
Atmospheric pressure
Zero shear stress
No-Slip

The jet exit Reynolds number (𝑅𝑅𝑅𝑅𝑗𝑗 ) was calculated using Equation 4, and it was based on the maximum

velocity at the jet exit (Adane, 2010). The maximum velocity occurs at the centerline. Given the low inlet
velocity (and to simplify the calculation) the laminar fully developed flow in a pipe equation was used to find
the maximum velocity (Equation 3).

Therefore, the calculated 𝑅𝑅𝑅𝑅𝑗𝑗 is:

𝑅𝑅𝑅𝑅𝑗𝑗 =

V𝑚𝑚𝑚𝑚𝑚𝑚 = 2Vavg
V𝑚𝑚𝑚𝑚𝑚𝑚 = 2 𝑥𝑥 0.182 m/s
V𝑚𝑚𝑚𝑚𝑚𝑚 = 0.364 m/s
𝑅𝑅𝑅𝑅𝑗𝑗 =

𝜌𝜌V𝑚𝑚𝑚𝑚𝑚𝑚 𝑑𝑑
𝜇𝜇

(3)

(4)

998.2 𝑘𝑘𝑘𝑘/𝑚𝑚3 x 0.364 m/s x 0.007 𝑚𝑚
0.001002 𝑃𝑃𝑃𝑃𝑃𝑃

Hence, the maximum Reynolds number inside the reactor is 2538. The current study deals with a circular
jet-flow transitioning from low-Reynolds turbulent flow to laminar flow. In addition to that, the walls of the
reactor can have an influence on the flow, given the size of the reactor.
Kmecova, Sikula and Krajcik (2019) compared various turbulence models for circular free jets against
analytical solutions and concluded that there is no universal turbulence model available for the simulation
of jet flows. The authors argue that the most suitable model for the problem at hand needs to be chosen,
therefore there is a need for experimental results to validate the choice of turbulence model. In this context,
six different turbulence models were tested in the present work: k-ε Realizable (Enhanced Wall Treatment),
k-ε Realizable (Standard Wall Functions), k–ω SST model (Low-Re corrections), k-ε RNG (Standard Wall
Treatment), Transition SST, k–ω Standard. Figure 10 shows the results for the velocity profile at a centre
plane for the k-ε Realizable model with Standard Wall Function.
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Top
Outlet

Inlet
Figure 9: Front view of geometry

Figure 10: CFD velocity profile at the center plane (k-ε
Realizable model with Standard wall function)

The results from the six turbulence models were compared with the experimental PIV results. The results
for the velocity profile at the heights of 6 cm and 22 cm (PIV and CFD) are presented in Figures 11 and 12.
The velocity profiles are of a similar shape. CFD and PIV results show the asymmetry resulting from the
inclination and of the inlet pipe, as well as higher velocities on the left side when compared with the right
side, resulting from internal recirculation zones.
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Figure 11: Experimental vs. CFD velocity at a height of 6 cm

Figure 12: Experimental vs. CFD velocity at a height of 22 cm

The decay of the maximum velocity at various heights was also compared, as shown in Figure 13. It can
be observed that different turbulence models better predicted the velocity at different heights.
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Figure 13: Maximum velocity at various heights (CFD vs
Experimental)

The average velocity at various heights was also compared, as shown in Figure 14.

Figure 14: Average velocity at various heights (CFD vs
Experimental)

The models were also compared using the Root Mean Square Error (RMSE) for the Average Velocity
Magnitude and the Maximum Velocity Magnitude. The RMSE values were normalized by the range of
velocities for each set of data as per Equations 5 and 6:
2
∑𝑛𝑛
𝑖𝑖=1(𝑃𝑃𝐼𝐼𝐼𝐼𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟,𝑖𝑖 −𝐶𝐶𝐶𝐶𝐶𝐶𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟,𝑖𝑖 )

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 = �

𝑛𝑛

(5)
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𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 =

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅

(6)

(max. 𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣−min. 𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣)

The total number of samples (n) was 13, as the maximum and average velocities at 13 different heights
were compared. The results for the RMSE error are shown in Table 5:
Table 5 – Normalized RMSE results for the various CFD turbulence models vs PIV results
Model
k-ε Realizable (Standard Wall Functions)
k-omega Standard
k-ε Realizable (Enhanced Wall
Treatment)
k–ω SST model (Low-Re corrections)
k-ε RNG (Standard Wall Treatment)
Transition SST

Normalized RMSE
Average Velocity
Maximum Velocity
Magnitude
Magnitude
0.071
0.052
0.141

0.053

0.141

0.089

0.098
0.331
0.259

0.126
0.170
0.174

Based on the overall results for the velocity profiles and the RMSE error, the k-ε Realizable (Standard Wall
Functions) model showed the best fit between CFD and PIV results. The comparison between PIV and
CFD results for this model are shown in Figures 15 and 16.

Figure 15: Maximum velocity at various heights (CFD vs Experimental) for
the k-ε Realizable (Standard Wall Functions) model
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Figure 16: Average velocity at various heights (CFD vs Experimental) for
the k-ε Realizable (Standard Wall Functions) model

It can be observed in Figure 16 that the experimental average velocity at heights 0.18 m, 0.20 m and 0.22
m is higher than the average velocity at the heights 0.10 m and 0.14 m, which are closer to the inlet. In
theory, the average velocity should reduce along with the height, not increase. As aforementioned, the
reactor was divided into sections to obtain the PIV images, given the reduced field of view caused by the
low energy/power light source. The three outliner points are all located in section 3 (S3) of the reactor. This
could mean that when these images were collected there was either an inconsistency with the flow rate or
problems with the calibration of this specific section.
It is important to mention that the k–ω SST model (Low-Re corrections) and the k–ω Standard models also
produced adequate results. The k-ε RNG (Standard Wall Treatment) produced the least accurate results,
followed by the Transition SST model.
4. CONCLUSIONS
The total cost of the current experimental rig was €2,453.00. When compared with the quotes received from
manufacturers, which showed that the price of an Educational PIV setup (option with the lowest cost quoted)
was €15,000.00, the price of the in-house set-up was 84% lower than the commercial setup.
The PIV experiments uncovered two problems with the experimental rig: the inlet was placed 1.5 mm offcenter in the X direction and there was a 1° inclination in the inlet pipe. These problems caused the flow
to be asymmetrical, which led to the CFD model needing to be adjusted to match the experimental setup.
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As the velocity changes considerably with the height, it was observed that no model perfectly predicted the
velocity over the entire height of the reactor. However, one model showed better results over the others: kε Realizable model with Standard Wall Function.
Given the results presented here, the PIV set-up was considered validated and can be used on the
validation of further CFD models.
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