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Re´sume´
Dans le but de formaliser des spe´cifications
d’exigence e´crites en langage naturel, nous
avons choisi de mode´liser les connais-
sances du domaine par une ontologie et de
repre´senter formellement les spe´cifications
par son peuplement. L’approche de peuple-
ment est centre´e sur l’identification d’ins-
tances de proprie´te´s a` partir des textes.
Pour cela, des re`gles d’extraction sont ac-
quises automatiquement a` partir d’un cor-
pus d’apprentissage, puis applique´es sur
les textes pour l’identification de men-
tions d’instances de proprie´te´ repre´sente´es
par des triplets. Ces re`gles exploitent les
niveaux d’analyse lexicale, syntaxique et
se´mantique et sont engendre´es a` partir
des chemins syntaxiques re´currents entre
les termes pouvant de´noter des instances
de concept ou de proprie´te´. Nous mon-
trons que l’identification d’instances de pro-
prie´te´s permet d’identifier de fac¸on pre´cise
les instances de concepts e´nonce´es de fac¸on
explicite ou implicite dans les textes.
1 Introduction
Tout processus de re´alisation d’un syste`me re-
pose sur une phase de spe´cification des exigences.
La ve´rification de la correction et la consistance
de ces spe´cifications ne´cessitent l’utilisation de
me´thodes formelles qui peuvent eˆtre applique´es
uniquement sur des spe´cifications formelles.
Or, en pratique, les spe´cifications d’exigences
sont le plus souvent re´dige´es en langage na-
turel (LN) (Mich et al., 2004) et sont donc
non formelles. Leur ve´rification ne´cessite alors
de les transformer en spe´cifications formelles.
Se pose ainsi naturellement la question de l’au-
tomatisation du passage entre spe´cifications LN
et spe´cifications formelles. Cette proble´matique
n’est pas re´cente et a e´te´ aborde´e par diffe´rentes
approches (Fouge`res et Trigano, 1997; Ilic, 2007;
Ilieva et Boley, 2008; Kof, 2010; Bajwa et al.,
2012; Guisse´ et al., ). L’ensemble des ap-
proches pointe la difficulte´ d’une transformation
directe et la ne´cessite´ de passer par un mode`le
interme´diaire palliant l’e´cart entre spe´cifications
LN et spe´cifications formelles. Les mode`les in-
terme´diaires propose´s dans la litte´rature sont en
ge´ne´ral semi-formels, comme UML ou SBVR.
Dans le cadre du projet ENVIE VERTE 1 dans
lequel se place le travail de´crit dans cet aricle,
nous avons choisi de mode´liser les connaissances
du domaine par une ontologie en OWL-DL, une
version de´cidable d’OWL2 et de repre´senter for-
mellement les spe´cifications par son peuplement.
Une ontologie mode´lise les concepts et leurs
proprie´te´s, de´finissant ainsi le vocabulaire concep-
tuel d’un domaine. Un concept est la description
d’un ensemble d’individus (d’instances) ayant une
se´mantique et des proprie´te´s communes. Une
instance de concept est une concre´tisation d’un
concept. Par exemple, dans notre mode´lisation
du domaine kitchen correspond a` une ins-
tance du concept Location 2. Une proprie´te´
est de´finie entre deux concepts, i.e. une re-
lation, ou entre un concept et un type de
donne´e, i.e un attribut. Une instance de pro-
prie´te´ relie donc deux instances de concepts, par
exemple Occured-in(movement,kitchen), ou une
instance de concept et une valeur d’attribut, par
exemple Has-value(temperature,25). Une ontolo-
gie offre un cadre formel permettant d’associer
1. finance´ par DIGITEO, projet DIM LSC 2010.
2. Les exemples sont en anglais, car les textes que nous
analysons sont re´dige´s dans cette langue
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une se´mantique aux termes issus des textes. L’as-
sociation des instances de concepts et proprie´te´s a`
leurs formulations dans les textes est re´gie a` l’aide
d’une ontologie lexicale en SKOS (Simple Know-
ledge Organization System) contenant la termino-
logie lie´e au vocabulaire conceptuel.
Peupler une ontologie consiste a` y ajouter de
nouvelles instances sans en changer la structure
conceptuelle (Petasis et al., 2011). Ces nou-
velles instances sont associe´es aux concepts et
proprie´te´s reconnus dans les textes. L’identifica-
tion peut eˆtre centre´e sur la reconnaissance d’ins-
tances de concepts (Thongkrau et Lalitrojwong,
2012), ou sur la reconnaissance d’instances de re-
lation (Nakamura-Delloye et Stern, 2011).
Dans cet article, nous proposons de guider le
peuplement de l’ontologie par l’identification de
triplets de termes dans les textes correspondant
a` des instances de proprie´te´s. Nous distinguons
deux types de triplets : complets et partiels. Les tri-
plets complets contiennent la mention d’une ins-
tance de proprie´te´ ainsi que les mentions des deux
instances de concepts qu’elle lie. En revanche, les
triplets partiels ont pour vocation de reconnaıˆtre
des proprie´te´s pour lesquelles une des deux ins-
tances n’est pas explicitement mentionne´e. Gui-
der le peuplement de l’ontologie par identification
d’instances de proprie´te´s permet de re´soudre des
cas d’ambiguı¨te´ de termes et d’informations im-
plicites pour lesquels les concepts associe´s sont
trouve´s par infe´rence dans l’ontologie a` partir des
instances de proprie´te´s. De la sorte, l’identifica-
tion d’instances de concepts ne repose pas seule-
ment sur la reconnaissance de leurs mentions dans
les textes mais aussi sur les proprie´te´s concep-
tuelles auxquelles elles sont associe´es.
Les triplets correspondant aux instances de pro-
prie´te´s sont extraits a` l’aide de re`gles acquises
par amorc¸age a` partir d’un corpus d’apprentis-
sage et d’une terminologie de de´part. Ces re`gles
correspondent a` des formes lexico-syntaxiques
re´currentes. Nous montrons que cette approche
permet d’identifier de manie`re fiable des instances
de proprie´te´s, et dans un deuxie`me temps d’infe´rer
les instances de concepts qui leurs sont associe´es.
De plus, l’approche que nous proposons peut
s’adapter aise´ment a` d’autres domaines d’applica-
tion de`s lors que l’on peut le de´crire par une onto-
logie.
2 Travaux connexes
Le peuplement d’ontologie consiste a` identifier
et a` classer les instances extraites des textes. Se
pose le proble`me de la reconnaissance de men-
tions d’instances de concepts et de proprie´te´s
dans les textes. L’hypothe`se ge´ne´ralement faite
est que les paires d’entite´s apparaissant dans un
meˆme contexte peuvent eˆtre conside´re´es comme
des instances de la meˆme relation. La de´finition du
contexte peut eˆtre restreinte par la pre´sence d’un
verbe et la reconnaissance de son entourage (Lin
et Pantel, 2001; Makki et al., 2008). D’autres tra-
vaux se fondent sur la classification entre couples
d’entite´s connues pour eˆtre lie´es par une relation
se´mantique (Hasegawa et al., 2004; Nakamura-
Delloye et Stern, 2011; Thongkrau et Lalitro-
jwong, 2012). La majorite´ des approches ex-
ploitent des connaissances lexicales et syntaxiques
pour la de´finition d’un contexte repre´sentant une
relation se´mantique. Cependant, dans (IJntema
et al., 2012), les auteurs avancent que les patrons
lexico-se´mantiques sont plus a` meˆme de captu-
rer dans les textes le contexte se´mantique. Alors
qu’ils proposent un langage d’e´criture manuelle de
re`gles, nous proposons d’acque´rir ce type de re`gle
automatiquement, a` partir des trois niveaux de
connaissances lexicale, syntaxique et se´mantique.
L’ensemble des approches identifient les ins-
tances de concept au niveau du texte. La me´thode
que nous proposons tire partie des connaissances
se´mantiques pour infe´rer au sein de l’ontologie
l’appartenance d’une instance a` un concept. De
plus, nous proposons d’aller plus loin que la clas-
sification d’instances en identifiant dans les textes
les mentions de´notant un meˆme individu.
3 Notations
Dans la suite de l’article nous emploierons les
notations suivantes. Les noms de concept et de
proprie´te´ sont en italique et commencent par une
majuscule. Les noms d’instances de concept sont
en italique et commencent par une minuscule. Un
concept sera note´ Ci et les instances de concept
iCi . Les proprie´te´s sont de´finies sur un domaine
et une image 3. Les proprie´te´s entre concepts sont
note´es Pk(Ci, Cj) et les instances de proprie´te´
3. Le domaine contient un concept ou un ensemble de
concepts et l’image contient soit un concept ou un ensemble
de concepts ou un litte´ral (entier, chaıˆne de caracte`res, ...)
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sont note´es Pk(iCi , iCj ). Dans les textes, un tri-
plet contenant la mention d’une instance de pro-
prie´te´, tP , entre deux instances de concepts est
note´e (tP , tCi , tCj ) avec tCi et tCj les termes qui
de´notent respectivement les instances du concept
Ci et du concept Cj .
4 Acquisition des re`gles d’extraction
Dans les textes, les instances de concepts et
de proprie´te´s sont de´note´es par des termes. Gui-
der l’identification d’instances de concepts a` par-
tir des proprie´te´s qui les de´finissent requiert de re-
connaıˆtre des triplets (tP , tCi , tCj ). Aussi, chaque
re`gle d’extraction a comme objectif de reconnaıˆtre
la mention d’une proprie´te´ de l’ontologie et d’ex-
traire du texte les triplets de termes qui la de´notent.
Deux types de triplets sont a` reconnaıˆtre :
– triplet complet : les mentions d’instances des
domaine et image de la proprie´te´ sont expli-
cites dans le texte, soit (tP , tCi , tCj ) ;
– triplet partiel : l’une des mentions d’instances
des domaine ou image de la proprie´te´ n’est
pas explicite. Elle correspondra a` une in-
connue dans le triplet, soit (tP , ?i, tCj ) ou
(tP , tCi , ?i).
Par exemple a` partir de la phrase : when a person
moves into the kitchen, switch on the light., on peut
identifier le triplet (Occured-in,move, kitchen)
qui de´note une instance de la proprie´te´ Occured-
in liant une instance du concept Phenomenon
a` une insatnce du concept Location. Ne´anmoins
dans cette meˆme phrase, l’agent qui doit allumer
la lumie`re n’est pas explicite´. Le triplet a` iden-
tifier dans ce cas est (Turn-on 4, ?A, light) qui
de´note une instance de la proprie´te´ Turn-on liant
une instance non mentionne´e du concept Actuator
a` une instance du concept Physical-process.
4.1 Me´thode d’acquisition des re`gles
d’extraction
L’acquisition des re`gles d’extraction se fait au-
tomatiquement a` partir d’un corpus d’apprentis-
sage et d’une termino-ontologie amorce. Elles
sont acquises a` partir des chemins syntaxiques
les plus fre´quents entre des paires de termes. Ces
termes sont issus de classes se´mantiques connues
pour eˆtre lie´es dans l’ontologie. L’extraction des
deux types de triplets ne´cessite l’acquisition de
deux types de re`gles d’extraction.
4. Turn−on est la de´nomination pre´fe´re´e de swich on
Dans le cas de triplets partiels, les re`gles sont
acquises a` partir des chemins les plus fre´quents
entre les termes qui de´notent les instances d’une
proprie´te´ et les instances de son domaine ou de son
image. Pour les triplets complets, les chemins sont
constitue´s des deux chemins partiels entre paires
de termes de´notant les instances de domaine et
proprie´te´ et celles de´notant proprie´te´ et image.
L’algorithme 1 de´crit le processus d’acquisi-
tion des re`gles. Chaque phrase du corpus est ana-
lyse´e et son arbre de de´pendances syntaxiques
est engendre´. Puis trois fonctions sont appele´es
pour l’extraction de chemins syntaxiques entre
termes. Elles permettent d’identifier des chemins
liant trois types d’ensemble de termes : les tri-
plets de termes d’une proprie´te´, de son domaine
et de son image, les paires de terme d’une pro-
prie´te´ et de son image et les paires de terme d’une
proprie´te´ et de son domaine. Les chemins extraits
sont compare´s en fonction de leurs de´pendances et
des formes lemmatise´es des termes. Les chemins
identiques les plus fre´quents pour chaque type de
paires sont retourne´s. Enfin, les re`gles d’extraction
sont ge´ne´re´es a` partir des caracte´ristiques des che-
mins retourne´s (cf. section 4.3).
4.2 Chemin syntaxique
L’analyse syntaxique des phrases permet d’en
extraire des arbres de de´pendances syntaxiques cf.
figure 1. Chaque nœud est e´tiquete´ par un terme
et sa cate´gorie morpho-syntaxique (nom, verbe,
etc). Les nœuds sont relie´s deux a` deux par des
de´pendances syntaxiques qui constituent des liens
oriente´s. Un chemin syntaxique est compose´ des
de´pendances syntaxiques liant deux termes dans
un arbre de de´pendances. La figure 1 repre´sente
l’arbre de de´pendances de la phrase “When a per-
son moves into the kitchen, switch on the light.” 5
Par exemple, le chemin syntaxique entre le
terme moves de´notant une instance du concept
Phenomenon et le terme kitchen de´notant une ins-
tance du concept Location est prep(moves, into)-
pobj(into, kitchen) (chemin en gras, figure 1).
4.3 Ge´ne´ration des re`gles d’extraction
Les re`gles d’extraction ont pour roˆle d’iden-
tifier des instances de proprie´te´s. Ainsi, elles
5. produit a` l’aide de DependenSee.jar
http ://chaoticity.com/dependensee-a-dependency-parse-
visualisation-tool/
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FIGURE 1: Arbre de de´pendances syntaxiques
mode´lisent le contexte se´mantique dans lequel les
termes de´signant des instances de concepts appa-
raissent. La ge´ne´ration de re`gles d’extraction est
automatique. Elle exploite les caracte´ristiques is-
sues des n chemins syntaxiques identiques les plus
fre´quents. Ces caracte´ristiques sont de trois types :
– de´pendances syntaxiques ;
– cate´gorie termino-ontologique (se´mantique) ;
– cate´gorie morpho-syntaxique.
Donne´es: corpus, ontologie, skos
Paths← ∅;
Variables : Ensemble de termes TD, TP , TI ;
pour chaque phrase S du corpus faire
Tr ← getDependencyTree(S);
C ← getConcepts(ontologie);
for each c in C do
TD ← getTerms(c, skos);
P ← getPropertiesOf(c, ontologie);
for each p in P do
TP ← getTerms(p, skos);
Img ← getImagesOf(p, ontologie);
for each img in Img do
TI ← getTerms(img, skos);
// - instances de proprie´te´ comple`te -
Paths← Paths ∪
extrPaths(Tr,TP ,TD, TI );
//- instances de proprie´te´ partielle -
//domaine implicite
Paths← Paths ∪ extrPaths(Tr,TP ,TI );
//image implicite
Paths← Paths ∪ extrPaths(Tr,TP ,TD);
end
end
end
fin
Chemins← getMostFrequent(Paths);
pour chaque ch de Chemins faire
createCorrespondingRule(ch);
fin
Algorithm 1: Acquisition des re`gles d’extraction
Exemple : l’un des chemins re´currents entre
les deux ensembles de termes des concepts Phe-
nomenon et Location qui sont dans l’ordre le do-
maine et l’image de la proprie´te´ Occured-in est
prep(tP , tO) ∧ pobj(tO, tL), avec :
– les de´pendances syntaxiques du chemin
– prep(tP , tO)− pobj(tO, tL)
– les cate´gories morpho-syntaxiques
– tP est un verbe ;
– tL est un nom ;
– tO est une pre´position ;
– les cate´gories termino-ontologiques
– tP de´note le concept Phenomenon ;
– tO de´note la proprie´te´ Occured-in ;
– tL de´note le concept Location ;
Les de´pendances syntaxiques sont trans-
forme´es en pre´dicats, les cate´gories morpho-
syntaxiques et termino-ontologiques sont
transforme´es en contraintes. Cela permet d’en-
gendrer la re`gle d’extraction de la proprie´te´
Occured-in(Phenomenon, Location) avec
TLocation, TOccured−in, TPhenomenon trois en-
sembles de termes issus de l’ontologie lexicale :
prep(tP , tO) ∧ pobj(tO, tL)∧ isPrep(tO) ∧
isV erb(tP ) ∧ isNoun(tL)∧ TLocation(tL) ∧
TOccured−in(tO)∧TPhenomenon(tP )→Occured-
in(tP , tL)
5 Expansion de la terminologie
La terminologie est repre´sente´e en SKOS. Ce
formalisme permet de de´finir pour chaque terme
sa formulation pre´fe´re´e ainsi que sa liste de for-
mulations synonymes.
Afin d’augmenter la terminologie amorce, nous
appliquons les re`gles acquises pour extraire de
nouveaux termes sur le corpus d’apprentissage.
Chacune des re`gles engendre trois applications.
Chaque application a comme objectif l’extrac-
tion de termes de´notant un ensemble se´mantique
repre´sente´ dans la re`gle. SoitR une re`gle d’extrac-
tion et TDomaine, TImage, TProp trois ensembles
de termes. R peut alors eˆtre conside´re´e comme
une fonction de´finie comme suit :
R : TDomaine × TProp → TImage
R : TImage × TProp → TDomaine
R : TDomaine × TImage → TProp
La pertinence d’un terme t extrait par des re`gles
Ri est calcule´e selon la formule suivante :
Pertinence(t) = (
∑n
i=1 freq(t, Ri)) ∗ n148
avec freq sa fre´quence, et n le nombre de
re`gles du meˆme type a` partir desquelles il est ex-
trait. Cette formule permet de favoriser les termes
extraits par plusieurs re`gles.
6 Peuplement de l’ontologie
Suite a` l’identification des instances de pro-
prie´te´, vient la phase de classification des ins-
tances de concepts. A` ce stade, les classes
se´mantiques des instances lie´es par les proprie´te´s
ne sont pas encore connues. La classification de
ces instances est fonde´e sur le raisonnement per-
mis par OWL sur leurs proprie´te´s. De cette fac¸on,
les ambiguı¨te´s lie´es aux termes sont re´solues et
les mentions d’instances implicites dans les textes
sont de´duites a` partir des proprie´te´s posse´de´es
par les instances de concept. Classer les instances
dans l’ontologie ne suffit pas pour repre´senter de
manie`re cohe´rente les connaissances issues des
textes. Pour cela, il faut aussi eˆtre en mesure
d’identifier de manie`re univoque chaque individu.
6.1 Classification des instances
La classification des individus consiste a` les
associer aux concepts qui les de´notent. Nous
pre´sentons dans cette section comment diffe´rents
me´canismes d’infe´rence de OWL peuvent eˆtre ex-
ploite´s a` cette fin.
6.1.1 Domaine et Image des proprie´te´s
Lors du raisonnement sur les instances de l’on-
tologie, chaque instance qui participe a` une pro-
prie´te´ est associe´e a` la classe se´mantique du do-
maine ou de l’image de la proprie´te´ 6 de la manie`re
suivante : Soit P1 une proprie´te´ avec comme do-
maine D1 et comme image I2 et soit i1 et i2
deux instances de concepts. Alors si P1(i1, i2) on
de´duit : i1 ∈ D1 et i2 ∈ I2
6.1.2 Condition Ne´cessaire et Suffisante
OWL permet de de´finir des e´quivalences entre
les concepts et certaines de leurs proprie´te´s, for-
mant des conditions ne´cessaires et suffisantes pour
infe´rer le concept auquel appartient une instance
a` partir de ses proprie´te´s. Par exemple l’axiome
C1 ≡ P2.C2∧P3.C3 de´finit une e´quivalence entre
le conceptC1 et ses deux proprie´te´s P2 et P3 ayant
pour images dans l’ordre C2 et C3. Cet axiome
permet l’infe´rence suivante : Soit iC2 ∈ C2 et
iC3 ∈ C3 alors P2(i, iC2) ∧ P3(i, iC3)→ i ∈ C1
6. Par de´faut la classe se´mantique est Thing
6.2 Identification des instances
Dans les ontologies en OWL, les instances iden-
tiques sont identifie´es a` l’aide de la proprie´te´ Sa-
meAs. L’infe´rence de SameAs exploite les pro-
prie´te´s qui, a` l’instar des cle´s primaires que l’on
trouve en base de donne´es, permettent d’identifier
de manie`re unique les individus. Les proprie´te´s
repre´sentant une contrainte d’unicite´ peuvent eˆtre
de´finies de deux manie`res.
6.2.1 Proprie´te´ fonctionnelle et inverse
fonctionnelle
Une proprie´te´ fonctionnelle associe a` chaque
individu du domaine, un seul individu de l’image.
Cela permet l’infe´rence suivante : Soit Pn une pro-
prie´te´ fonctionnelle, ii, ij et ik trois individus,
Pn(ii, ij) ∧ Pn(ii, ik)→ SameAs(ij , ik)
La proprie´te´ inverse fonctionnelle a, pour
chaque individu de l’image, un seul individu de
domaine possible. Cela permet l’infe´rence sui-
vante : Soit Pn une proprie´te´ inverse fonctionnelle,
ii, ij et ik trois individus,
Pn(ij , ii) ∧ Pn(ik, ii)→ SameAs(ij , ik)
6.2.2 Contraintes en SWRL
Dans certains cas, plus d’une proprie´te´ est
ne´cessaire pour repre´senter une contrainte d’uni-
cite´, par exemple une personne est identifie´e par
ses nom, pre´nom et date de naissance. Ce type de
contrainte doit de´finir les proprie´te´s que deux in-
dividus doivent ne´cessairement partager pour eˆtre
infe´re´s comme semblables. Ce type de contraintes
peut eˆtre de´fini a` l’aide de re`gles SWRL. Par
exemple, la re`gle ci-dessous e´nonce que les deux
individus ix et iy sont un meˆme individu s’ils
posse`dent des valeurs similaires a` travers les pro-
prie´te´s P1 et P2,
P1(ix, iC1)∧P1(iy, iC1)∧P2(ix, iC2)∧P2(iy, iC2)
→ SameAs(ix, iy)
7 Expe´rimentation
Dans cette section, nous pre´sentons le domaine
d’application, les ressources utilise´es, ainsi que les
e´valuations d’acquisition de termes et d’extraction
d’instances de proprie´te´s. Enfin, nous donnons un
exemple de cre´ation, de classification et d’identifi-
cation d’instances de concept a` partir d’une phrase
extraite de notre corpus de test.149
7.1 Environnement intelligent
Un environnement intelligent est un ensemble
d’objets communicants (capteurs, actionneurs et
processus de controˆle), dont le comportement
ge´ne´ral est de´crit ci-dessous :
– Un capteur de´tecte l’occurrence d’un type
phe´nome`ne ou mesure un type phe´nome`ne
dans une zone restreinte.
– Un capteur de´tecte ou mesure un type de
phe´nome`ne s’il est localise´ dans sa zone de
capture.
– Un actionneur est connecte´ a` un appa-
reil (processus physique) de l’environnement
qu’il peut actionner.
– La de´tection d’un phe´nome`ne peut conduire a`
l’activation d’un ou de plusieurs actionneurs
et actionner une ou plusieurs actions (turn on,
turn off, decrease ou increase) sur les proces-
sus physique qu’ils controˆlent.
– Un actionneur, pour eˆtre active´ par un cap-
teur, doit partager son type et eˆtre localise´
dans sa zone de controˆle.
Afin de mode´liser ce domaine nous avons
de´fini une ontologie de haut niveau contenant 12
concepts, 15 proprie´te´s entre concepts et 9 entre
concepts et types de donne´es. Cette ontologie
comporte des instances initiales qui correspondent
a` un environnement physique d’un utilisateur, qui
n’est pas amene´ a` eˆtre modifie´ par celui-ci. Cette
ontologie est suffisante pour repre´senter notre do-
maine, dans la mesure ou` nous nous inte´ressons
au fonctionnement d’un re´seau de capteurs, et elle
peut-eˆtre reprise pour diffe´rentes configurations,
car seules les instances de de´part changeront (voir
(Sadoun et al., 2012) pour une justification de
cette conceptualisation). L’ensemble des individus
sont identifiables a` partir de leurs proprie´te´s de lo-
calisation et de type.
7.2 Description des ressources
En l’absence de corpus suffisamment grand por-
tant sur la spe´cification d’exigences dans le do-
maine des environnements intelligents, nous avons
constitue´ un corpus d’apprentissage d’environ 5
millions de mots a` partir de livres e´lectroniques (e-
books) de domaines et styles litte´raires diffe´rents,
issus de la Bibliothe`que nume´rique Anacleto 7.
La diversite´ de ce corpus permet d’acque´rir des
re`gles pour des styles d’e´criture diffe´rents. Par
7. (http ://www.gutenberg.us/)
ailleurs, les proprie´te´s recherche´es sont suffi-
samment ge´ne´rales et transdomaines pour qu’on
puisse partir d’un corpus non spe´cialise´ pour
acque´rir les re`gles d’extraction. En contrepartie,
sa ge´ne´ralite´ limite l’extraction de la termino-
logie pour les concepts spe´cifiques au domaine.
Afin de disposer d’un corpus d’e´valuation, nous
avons de´veloppe´ une plate-forme 8 de collecte
de spe´cifications. Les spe´cifications collecte´es
repre´sentent environ 80 phrases (1558 mots).
7.3 Re´sultats
7.3.1 Acquisition des re`gles d’extraction
Nous avons acquis en tout 126 re`gles d’extrac-
tion, dont 31 pour l’identification d’instances de
proprie´te´s comple`tes et 95 pour l’identification
d’instances de proprie´te´s partielles. Chaque re`gle
a e´te´ ge´ne´re´e a` partir des n chemins syntaxiques
les plus fre´quents. Nous avons fixe´ ce parame`tre
de fac¸on expe´rimentale a` 4. Ne´anmoins, les men-
tions de certaines proprie´te´s sont moins fre´quentes
dans les textes et ce nombre peut s’ave´rer trop
bas. En l’augmentant, des chemins non pertinents
peuvent engendrer des re`gles. Afin d’e´viter ce
bruit e´ventuel, nous fixons une seconde limite
correspondant au nombre de de´pendances syn-
taxiques composant le chemin. En effet, plus un
chemin est long, et donc plus les termes sont dis-
tants dans la phrase, moins il y a de possibilite´ que
ce chemin repre´sente une proprie´te´ se´mantique.
Dans nos expe´riences, le nombre de de´pendances
maximal d’un chemin a e´te´ fixe´ a` 4.
7.3.2 E´valuation de l’acquisition de termes
La terminologie amorce contient 109 termes, 18
termes pre´fe´re´s et 91 alternatifs. Ces termes sont
associe´s aux instances de concepts et proprie´te´s
mode´lise´s dans l’ontologie. Certains termes sont
la de´nomination d’individus pre´existant dans l’on-
tologie, par exemple les localisations et les
diffe´rents types reconnus par les capteurs.
Le tableau 1 illustre l’acquisition des termes
sur trois cate´gories se´mantiques par expansion
de la terminologie. Ces cate´gories se´mantiques
repre´sentent dans l’ordre les phe´nome`nes a` re-
connaıˆtre, les processus physiques qui corres-
pondent aux appareils connecte´s aux re´seaux de
capteurs et les actions possibles 9. Les re`gles d’ex-
8. http ://perso.limsi.fr/sadoun/Application/fr/SmartHome.php
9. Actuate-on a comme sous-proprie´te´ : Turn-on, Turn-
off, Increase et Decrease
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traction ont e´te´ applique´es sur le corpus d’appren-
tissage comme cela est de´crit en section 5. Le
premie`re colonne exprime les termes amorces is-
sus de la terminologie de de´part. La seconde co-
lonne le nombre de termes diffe´rents extraits et la
troisie`me colonne les termes pertinents.
Amorce Extrait Pertinent
Phenomenon 18 965 49
Physical-process 33 625 23
Actuate-on 19 413 27
TABLE 1: Termes extraits pertinents
En raison de la ge´ne´ralite´ du corpus et la
spe´cificite´ du domaine, la pre´cision de l’extraction
est assez basse. La se´lection des termes pertinents
est re´alise´e manuellement a` partir de l’examen des
n premiers termes retourne´s par la formule du cal-
cul de pertinence cf. section 5, avec n fixe´ a` 25%.
7.3.3 E´valuation de l’extraction des triplets
candidats
L’extraction des triplets re´sulte de l’application
sur le corpus de test des re`gles acquises. L’applica-
tion des re`gles comple`tes est prioritaire par rapport
aux re`gles partielles. Cette extraction est effectue´e
en ne conside´rant que les termes pertinents dans la
terminologie.
Les re´sultats de l’extraction de triplets candidats
sont de´crits dans le tableau 2. La premie`re colonne
indique le nombre d’instances a` reconnaıˆtre. Les
colonnes suivantes indiquent le nombre de triplets
correctement identifie´s, et les triplets identifie´s
a` tort. La premie`re ligne repre´sente les re´sultats
pour les trois proprie´te´s Located-in, Fixed-in et
Occured-in qui associent une localisation a` chacun
des concepts Localisation, de Physical-process et
Phenomenon. La proprie´te´ Has-type associe un
Type aux phe´nome`nes. Les deux dernie`res lignes
repre´sentent les instances de concepts Phenome-
non et Actuator qui sont classe´es et identifie´es lors
du raisonnement sur leurs instances de proprie´te´s.
Nous observons que la pre´cision est tre`s e´leve´e
(0.95). Cela montre la pertinence des re`gles ac-
quises. De plus le rappel obtenu (0.63) est relati-
vement e´leve´ compte tenu du fait que l’acquisition
des re`gles d’extraction et de la terminologie s’est
faite a` partir d’un corpus non spe´cifique au do-
maine. A` partir des instances de proprie´te´ cre´e´es
dans l’ontologie, 22 instances de Phenomenon et
Pertinent Correct Incorrect P R F-M
Loc 115 75 9 0.89 0.65 0.75
Has-type 62 35 0 1 0.56 0.72
Actuate-on 90 51 0 1 0.56 0.71
Total 267 164 9 0.95 0.61 0.7
Phenomenon 62 22 0 1 0.35 0.51
Actuator 42 17 0 1 0.40 0.57
TABLE 2: Extraction de triplets candidats
17 instances de Actuator ont e´te´ classe´es cor-
rectement, aucune n’a e´te´ incorrectement classe´e.
Les instances de Phenomenon ont e´te´ identifie´es
comme appartenant a` 10 individus diffe´rents. Les
instances d’Actuator ont e´te´ identifie´es comme ap-
partenant a` 7 individus diffe´rents.
7.4 Application
Les instances de proprie´te´ sont cre´e´es a` par-
tir des triplets extraits des textes. Lors de leur
cre´ation, les termes repre´sentant les domaine et
image de la proprie´te´ sont nomme´s de la manie`re
suivante : Si la formulation pre´fe´re´e d’un terme
de´note un individu de l’ontologie alors il prend
le nom de l’individu. sinon son nom est compose´
a` partir du nume´ro de la phrase dans laquelle il
apparaıˆt et de son nume´ro de nœud dans l’arbre
de de´pendances syntaxiques. Par exemple, si le
terme apparaıˆt dans la phrase nume´ro 2 et son
nume´ro de nœud dans l’arbre syntaxique est 3
alors il sera nomme´ 2-3. Cela permet de nom-
mer les instances de fac¸on unique et de mettre
au meˆme niveau les instances de concept expli-
cites ou implicites dans les textes, issues des re`gles
comple`tes ou partielles. Ainsi l’instance 2-3 qui
apparaıˆt dans les proprie´te´s Occured-in(2-3 , kit-
chen) et Has-type(2-3 , movement) est de´duite
comme appartenant au concept Phenomenon de
deux fac¸ons : a` partir du domaine des proprie´te´s
Occured-in et Has-type de´finies sur le concept
Phenomenon (cf. 6.1.1) et a` partir de l’axiome
d’e´quivalence : Phenomenon ≡ Has-type.Type ∧
Occured-in.Location qui de´finit une contrainte
ne´cessaire et suffisante (cf. 6.1.2) pour reconnaıˆtre
une instance du concept Phenomenon. L’instance
est ensuite identifie´e par rapport aux autres ins-
tances du concept Phenomenon a` partir de la re`gle
SWRL suivante :
Occured-in (iP1 , iL) ∧ Occured-in(iP2 , iL) ∧
Has-type(iP1 , iT ) ∧ Has-type(iP2 , iT ) → Sa-151
meAs(iP1 , iP2)
Cette re`gle exprime la contrainte d’unicite´ (cf.
6.2.2) inhe´rente aux individus du concept Phe-
nomenon. Lors du raisonnement elle s’exprime
concre`tement de la manie`re suivante :
Occured-in(2-3 , kitchen) ∧ Occured-in (i2 , kit-
chen) ∧ Has-type(2-3 , movement) ∧ Has-type(i2
, movement)→ SameAs(2-3,i2)
8 Conclusion
Nous avons pre´sente´ une approche de peu-
plement d’ontologie visant a` repre´senter de
manie`re formelle des connaissances issues de
spe´cifications d’exigences. Cette approche est
centre´e sur l’identification de mentions d’ins-
tances de proprie´te´ dans les textes. Cette identi-
fication est faite a` l’aide de re`gles d’extraction ac-
quises a` partir des chemins syntaxiques re´currents
entre les termes de´notant les instances de concept
et de proprie´te´. Elles exploitent des connaissances
lexicales, syntaxiques et se´mantiques. Ces re`gles
permettent d’identifier des instances de proprie´te´s
meˆme lorsque l’une des instances du domaine ou
de l’image est implicite. De plus, ces re`gles per-
mettent de lever l’ambiguı¨te´ des termes extraits
en capturant le contexte se´mantique dans lequel
ils apparaissent. Lors du raisonnement au sein
de l’ontologie, les proprie´te´s permettent de clas-
ser les instances de concepts et de les identifier
de manie`re unique graˆce aux contraintes d’uni-
cite´ mode´lise´es sous OWL. L’approche propose´e
a e´te´ conc¸ue pour eˆtre inde´pendante du domaine
et s’adapter facilement a` d’autres langues. A partir
d’une ontologie mode´lise´e, elle ne ne´cessite qu’un
corpus d’apprentissage ainsi qu’un ensemble de
termes de de´part. De plus seul le parseur utilise´
et l’ensemble de termes de de´part sont de´pendants
de la langue des textes a` analyser.
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