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Abstract
The gauging of equations method, introduced in the preceding paper, is applied
to the four-dimensional integral equations describing the strong interactions
of three identical relativistic particles. In this way we obtain gauge invariant
expressions for all possible electromagnetic transition currents of the identical
three-particle system. In the three-nucleon system with no isospin violation,
for example, our expressions describe the electromagnetic form factors of 3H,
pd → pdγ, γ3He → pd, γ3He → ppn, etc. A feature of our approach is that
gauge invariance is achieved through the coupling of the photon to all possi-
ble places in the (nonperturbative) strong interaction model. Moreover, once
the proper identical particle symmetry is incorporated into the integral equa-
tions describing the strong interactions, the gauging procedure automatically
provides electromagnetic transition currents with the proper symmetry. In this
way the gauging of equations method results in a unified description of strong
and electromagnetic interaction of strongly interacting systems.
I. INTRODUCTION
In the preceding paper [1] (referred to as I in the following), we have introduced the gaug-
ing of equations method as a means of incorporating an external electromagnetic field into
descriptions of quarks or hadrons whose strong interactions are described nonperturbatively
by integral equations. The feature of this method is that it couples an external photon to
all possible places in the strong interaction model despite its nonperturbative nature. Gauge
invariance in our approach is therefore implemented in the way prescribed by quantum field
theory (QFT). In I we demonstrated the gauging procedure on the example of three distin-
guishable particles. In this paper we would like to demonstrate the same method as applied to
the case of indistinguishable particles where the strong interaction equations have the added
complexity of identical particle symmetry.
As in I, the discussion here is restricted to the case where the three strongly interacting
particles have no coupling to two-body channels. Thus we have in mind identical particle
systems like three quarks qqq or three nucleons NNN . This is not an essential restriction, and
indeed we have recently applied the gauging of equations method to the piNN system where
coupling to the NN channel is included [2]. However, the purpose of this paper (together with
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I) is to present the basic details of the gauging of equations method, and as such, coupling to
two-body channels presents an unnecessary complication. We note that the main results of this
work have previously been summarised in conference proceedings [3].
In dealing with identical particles, one is faced with the problem of incorporating the proper
particle-exchange symmetry into the equations describing both their strong and electromagnetic
interactions. In Quantum Mechanics the standard procedure is to explicitly symmetrise (or an-
tisymmetrise) the corresponding distinguishable particle equations. However, such a procedure
is not justified within a field theoretic approach. As the basis of our approach here is QFT,
we present a derivation of the strong interaction equations for three identical particles that is
consistent with QFT, and that is therefore very different from the derivations found in standard
texts on the quantum mechanical three-body problem [4].
Once the identical particle equations for the strong interactions are derived, it is a feature
of the gauging of equations method that it may be applied directly to these equations, thereby
automatically generating electromagnetic transition currents with the proper symmetry. Thus
the main effort in generating practical expressions for the transition currents reduces down to a
careful choice for the identical particle strong interaction equations that are to be gauged. Here
we also show that for three identical particles an optimal choice is provided by an equation of
Alt-Grassberger-Sandhas (AGS) form [5], but which is however different from the AGS equation
used previously in the literature for three-nucleon calculations.
II. GAUGING THE THREE-PARTICLE GREEN FUNCTION
The gauging of equations method, introduced in I and used there to gauge the equations
of three distinguishable particles, does not change when the particles are identical. Indeed,
the main steps taken in I to derive the electromagnetic transition currents can be repeated
for identical particles, although it is necessary to guarantee the proper identical particle sym-
metry of all perturbative diagrams at each step of the derivation. In this respect, it should
be noted that we do not follow the common procedure of symmetrising or antisymmetrizing
the distinguishable particle results. Such a procedure is strictly valid only within the context
of second quantisation in quantum mechanics, while here the theoretical framework is that of
relativistic quantum field theory. Instead we follow the standard rules of QFT for constructing
Green functions for identical particles. Details of these rules as applied to few-body integral
equations have been given by us in Ref. [6].
The strong interactions of three identical particles are described in quantum field theory by
the Green function G defined by
(2pi)4δ4(p′1 + p
′
2 + p
′
3 − p1 − p2 − p3)G(p
′
1p
′
2p
′
3; p1p2p3) =
∫
d4y1d
4y2d
4y3d
4x1d
4x2d
4x3
ei(p
′
1
y1+p′2y2+p
′
3
y3−p1x1−p2x2−p3x3) 〈0|TΨ(y1)Ψ(y2)Ψ(y3)Ψ¯(x1)Ψ¯(x2)Ψ¯(x3)|0〉. (1)
Here Ψ and Ψ¯ are Heisenberg fields, T is the time ordering operator, and |0〉 is the physical
vacuum state. The interaction of this three-particle system with an external electromagnetic
field is then described by the corresponding seven-point function Gµ defined by
Gµ(k1k2k3; p1p2p3) =
∫
d4y1d
4y2d
4y3d
4x1d
4x2d
4x3
ei(k1y1+k2y2+k3y3−p1x1−p2x2−p3x3)〈0|TΨ(y1)Ψ(y2)Ψ(y3)Ψ¯(x1)Ψ¯(x2)Ψ¯(x3)J
µ(0)|0〉 (2)
where Jµ is the quantised electromagnetic current operator and ei is the charge of the i-th
particle. If the particles are isotopic doublets then ei includes an isospin factor, e.g. for nucleons
2
ei =
1
2
[1 + τ
(i)
3 ]ep where τ3 is the Pauli matrix for the third component of isospin, and ep is
the charge of the proton. The Ward-Takahashi [WT] identity [7], which provides an important
constraint on Gµ, takes the same form as in the distinguishable particles case [1]
qµG
µ(k1k2k3; p1p2p3) = i[e1G(k1 − q, k2k3; p1p2p3) + e2G(k1, k2 − q, k3; p1p2p3)
+e3G(k1k2, k3 − q; p1p2p3)−G(k1k2k3; p1 + q, p2p3)e1
−G(k1k2k3; p1, p2 + q, p3)e2 −G(k1k2k3; p1p2, p3 + q)e3], (3)
or in the shorthand notation introduced in Ref. [1],
qµG
µ(k1k2k3; p1p2p3) = i
3∑
i=1
[eiG(ki − q; p1p2p3)−G(k1k2k3; pi + q)ei]. (4)
To be definite, we shall assume that our three identical particles are fermions (for three
identical bosons one can simply replace antisymmetric operations by symmetric ones in the
following discussion). Then the field theoretic expressions of Eqs. (1) and (2) automatically
guarantee the proper antisymmetry of the three-particle Green function G and the seven-point
function Gµ. On the other hand, the free Green function G0 defined by
G0 = d1d2d3 (5)
where di is the dressed propagator of particle i, is not antisymmetric in its particle labels; thus,
for identical fermions, G0 is not equal to the fully disconnected part of G (which we shall denote
by Gd). Indeed, it can be easily shown [6] that to obtain Gd, one needs only to antisymmetrize
G0 according to the equation∑
P
G0(1
′2′3′, 123) = Gd(1
′2′3′, 123) (6)
where the sum is over all permutations P of either the initial or final state particle labels, and
is understood to include a factor (−1)P = +1 or −1 depending on whether the permutation is
even or odd, respectively. In Eq. (6) we use a symbolic notation where integers represent the
momenta and all quantum numbers of the corresponding particles, with primes distinguishing
the final states. To specify permutation sums over just the initial state momentum labels, we
use the letter R (right); similarly, L (left) represents sums over permutations of just the final
state momentum labels. The symbol P will be used only when it makes no difference which
sum R or L, is taken. Quantities antisymmetrized in one of these ways will be indicated by the
appropriate superscript. Thus, for example, if A is a quantity depending on three initial and
three final particle labels, then
AR(1′2′3′, 123) = A(1′2′3′, 123)−A(1′2′3′, 213) + A(1′2′3′, 231)− . . . (7)
AL(1′2′3′, 123) = A(1′2′3′, 123)−A(2′1′3′, 123) + A(2′3′1′, 123)− . . . (8)
with similar expressions holding for quantities having any number of identical legs. In general
we write:
AR ≡
∑
R
A (9)
AL ≡
∑
L
A (10)
AP ≡
∑
P
A = AR = AL. (11)
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Defining the kernel K to be the set of all possible three-particle irreducible Feynman dia-
grams for the 3→ 3 process, we may write the Green function G as [6]
G = GP0 +
1
3!
G0KG (12)
where the 1/3! factor reflects the fact that both G and K are fully antisymmetric in their
particle labels. We write the disconnected part of K, indicated by subscript d, in terms of the
identical particle two-body potential v:
Kd(1
′2′3′, 123) =
∑
LcRc
v(2′3′, 23)d−1(1)δ(1′, 1) (13)
where δ(1′, 1) represents the momentum conserving Dirac δ function (2pi)4δ4(p′1− p1), while Lc
and Rc indicate that the sum is taken over cyclic permutations of the left labels (1
′2′3′) and
right labels (123), respectively (note that the sum is restricted to cyclic permutations because
the potential v is already antisymmetric in its labels [6]).
Defining
Vi(1
′2′3, 123) = v(j′k′, jk)d−1(i)δ(i′, i) (14)
where (ijk) is a cyclic permutation of (123), we have that
Kd =
∑
Pc
(V1 + V2 + V3), (15)
where it makes no difference over which labels, left or right, the cyclic permutations are taken.
Unlike the Vi of the distinguishable particle case [see Eq.(61) of I], the one here consists of a
two-body potential v that is antisymmetric under the interchange of its initial or final state
labels. Denoting the connected part of the kernel by Kc, we define the 3→ 3 potential V by
V =
1
2
(V1 + V2 + V3) +
1
6
Kc. (16)
Although V is not fully antisymmetric, it does have the useful symmetry property
PijV Pij = V (17)
where Pij is the operator that exchanges the i’th and j’th momentum, spin, and isospin labels.
Since
K =
∑
P
V, (18)
Eq. (12) can be written as
G = GP0 +G0V G. (19)
Formally, Eq. (19) differs from the equivalent relation for distinguishable particles [Eq.(59) of
I] only in the explicit antisymmetrization of the inhomogeneous term. We therefore proceed as
for the distinguishable particle case and gauge Eq. (19) directly:
Gµ = GPµ0 + (G0V )
µG+G0V G
µ. (20)
Before solving this equation for Gµ it is useful to note that
4
GPµ0 = G
µP
0 = G
P
0G
−1
0 G
µ
0 . (21)
Indeed the combination GP0 G
−1
0 plays the role of the antisymmetrization operator since
[GP0 G
−1
0 ](1
′2′3, 123) =
∑
P
δ(1′, 1)δ(2′, 2). (22)
Note that there is no factor δ(3′, 3) on the right side of Eq. (22) because an overall momentum
conservation delta-function has been removed from our expressions. We can therefore write
Eq. (20) as
Gµ = (1−G0V )
−1
[
GP0 G
−1
0 G
µ
0 +G
P
0 G
−1
0
1
6
(G0V )
µG
]
(23)
where the inclusion of GP0 G
−1
0 in the last term is compensated exactly by 1/6 since V satisfies
the symmetry property of Eq. (17) and G is already fully antisymmetric. From Eq. (19) it
follows that
(1−G0V )
−1GP0 = G, (24)
and using this we obtain
Gµ = GG−10
[
Gµ0 +
1
6
(Gµ0V G+G0V
µG)
]
(25)
=
1
6
G
[
G−10 G
µ
0G
−1
0 (6G0 +G0V G) + V
µG
]
. (26)
In the last equation, we may replace the 6G0 by G
P
0 because of the antisymmetry of the G
outside the square bracket, and using Eq. (19) we finally get that
Gµ = GΓµG (27)
where
Γµ =
1
6
(
G−10 G
µ
0G
−1
0 + V
µ
)
(28)
is the electromagnetic vertex function for three identical particles. The extra factor of 1/6
compared with the result for distinguishable particles reflects the fact that here Γµ is to be
sandwiched between fully antisymmetric functions. Neglecting three-body forces, Eq. (16)
implies that
V µ =
1
2
(V µ1 + V
µ
2 + V
µ
3 ) (29)
with an extra factor of 1/2 compared with the distinguishable particle case.
Writing Eq. (14) in the shorthand notation
Vi = vid
−1
i (30)
where vi denotes v(j
′k′, jk), we may gauge this equation to obtain
V µi = v
µd−1i − viΓ
µ
i (31)
where Γµi is the one-particle electromagnetic vertex function defined by the equation
5
dµi = diΓ
µ
i di, (32)
and where we have used the fact that (d−1i )
µ = −Γµi [1]. Similarly gauging Eq. (5) we find that
G−10 G
µ
0G
−1
0 =
3∑
i=1
Γ
µ
iD
−1
0i (33)
where
D0i = djdk. (34)
Using these results in Eq. (28) we can express the electromagnetic vertex function as
Γµ =
1
6
3∑
i=1
(
Γ
µ
iD
−1
0i +
1
2
vµi d
−1
i −
1
2
viΓ
µ
i
)
. (35)
All electromagnetic transition currents of three identical particles can be obtained from
Eq. (27) by taking appropriate residues at two- and three-body bound-state poles of G. If G
admits a three-body bound state, it can be shown that
G(p′1p
′
2p
′
3; p1p2p3) ∼ i
ΨP (p
′
1p
′
2p
′
3)Ψ¯P (p1p2p3)
P 2 −M2
as P 2 →M2 (36)
where P is the total momentum, M is the bound-state mass, and ΨP is the three-particle
bound-state wave function defined by
(2pi)4δ4(P − p1 − p2 − p3)ΨP (p1p2p3) =∫
d4x1d
4x2d
4x3e
i(p1x1+p2x2+p3x3)〈0|TΨ(x1)Ψ(x2)Ψ(x3)|P 〉. (37)
Here |P 〉 is the eigenstate of the full Hamiltonian corresponding to the three-particle bound
state with momentum P µ.
The three-body bound-state current jµ is found by taking left- and right-residues of Gµ at
the three-body bound-state poles. By exposing such poles in the field theoretic expression of
Eq. (2) one finds that
jµ = 〈Jµ〉 ≡ 〈K|Jµ(0)|P 〉 (38)
where K2 = P 2 =M2. To find jµ for a particular model, one can alternatively use Eq. (27) to
take residues at the three-body bound-state poles. In this way one finds that
jµ = Ψ¯KΓ
µΨP . (39)
Although this expression is formally identical to the bound-state current for distinguishable
particles [Eq.(80) of I], here the vertex function is given by Eq. (35), and the wave function is
that for identical particles.
The normalisation condition for the wave function in the case of identical particles follows
from the fact that
G
(
G−10 − V
)
G = GG−10 G
P
0 = 6G. (40)
After taking residues at the three-body bound-state poles of G one finds that
6
iΨ¯P
∂
∂P 2
(
G−10 − V
)
ΨP = 6. (41)
Note that this result differs from the one for distinguishable particles where unity appears on
the right hand side [Eq.(82) of I]. This is a consequence of our convention where the same
expression, Eq. (37), is used to define the bound-state wave function for both identical and
distinguishable particles (in the latter case, however, the fields obtain particle labels).
We can repeat the above procedure and take residues of Eq. (27) at two-body bound-state
poles of G, thereby obtaining electromagnetic transition currents involving two-body bound
states. This procedure was carried out in detail for the distinguishable particle case in I.
However, as discussed in I, the expressions obtained in this way explicitly involve potentials
and gauged potentials, and consequently may not be very convenient for practical calculations.
Here we shall therefore forego any further discussion of this procedure, and instead go on
to an alternative approach based on the Alt-Grassberger-Sandhas (AGS) equations [5] which
lead, after gauging, to electromagnetic transition currents expressed in terms of t-matrices and
gauged t-matrices.
III. AGS AMPLITUDES FOR IDENTICAL PARTICLES
The AGS equations have long provided a practical way to describe the scattering of three
particles in Quantum Mechanics. Not only do they lead (after one iteration) to equations with
a connected kernel, but they also have the feature of having the two-body inputs in terms of
t-matrices rather than potentials. As we would also like to have these advantages in the case
of three relativistic particles, we shall utilise four-dimensional versions of the AGS equations,
which for distinguishable particles were given by Eqs.(118) of I.
Our goal here is to extend the discussion of Sec. III C of I to the case of three identical
particles. That is, we would like to express the electromagnetic transition currents of all
possible processes involving three identical particles in terms of AGS amplitudes and gauged
AGS amplitudes. Although the handling of identical particles in the AGS formulation is well
documented [4], as far as we know all previous discussions do this by antisymmetrizing the
distinguishable particle case. As stated previously, such a procedure is inappropriate for the field
theoretic approach undertaken here. In this section we shall therefore define AGS amplitudes
for identical particles and relate them to the 3→ 3 Green function G in a way that is consistent
with field theory. Moreover, we do this with the view of gauging our final expressions, a task
left to the following sections.
Our starting point here shall be the Green function for three identical particles as given by
Eq. (19). The natural way to introduce the AGS operators Uij for three identical particles is
via the distinguishable particle case. Recalling that Eq. (19) differs from the one for distin-
guishable particles in that the inhomogeneous term GP0 is explicitly antisymmetrized, we are
led to introduce a new three-particle Green function GD defined by the equation
GD = G0 +G0V G
D (42)
where the inhomogeneous term G0 is not antisymmetrized. By its structure, Eq. (42) looks
like the equation for the Green function of three distinguishable particles [Eq.(59) of I] and
therefore allows us to define the AGS operators in the standard way. Nevertheless, GD should
not be identified with the distinguishable particle Green function as the V in Eq. (42) is defined
in terms of antisymmetric potentials v [see Eqs. (14) and (16)] while the V for distinguishable
particles is defined in terms of two-body potentials which are not antisymmetric. The fully
antisymmetric Green function G can be obtained from GD simply by antisymmetrizing:
7
G = GDL = GDR = GDP . (43)
Neglecting the three-body force Vc, we now proceed by analogy with the distinguishable
particles case and define the AGS operators Uij through the equation
GD = Giδij +GiUijGj (44)
where Gi satisfies the equation
Gi = G0 +
1
2
G0ViGi (45)
(note that the inhomogeneous term in the last equation is not antisymmetrized, in contrast to
the Gi used for identical particles in Ref. [6]). The factor of 1/2 in Eq. (45) originates from
Eq. (16) where it is clear that 1/2Vi is the disconnected potential to be identified with the
distinguishable particle case. Taking this into account, the AGS equations for the operators
Uij become
Uij = G
−1
0 δ¯ij +
1
2
3∑
k=1
δ¯ikTkG0Ukj ; Uij = G
−1
0 δ¯ij +
1
2
3∑
k=1
UikG0Tkδ¯kj (46)
where the Ti satisfy the equation
Ti = Vi +
1
2
ViG0Ti (47)
and are given in terms of the two-body t-matrices ti by
Ti = tid
−1
i . (48)
Note that ti is shorthand for t(j
′k′, jk) and is fully antisymmetric under the interchange of its
initial or final particle labels.
As discussed in I, for gauging purposes it is preferable to work in terms of AGS Green
functions
U˜ij = G0UijG0 (49)
which now satisfy the equations
U˜ij = G0δ¯ij +
1
2
3∑
k=1
δ¯ikG0TkU˜kj ; U˜ij = G0δ¯ij +
1
2
3∑
k=1
U˜ikTkG0δ¯kj. (50)
By using the above equations one can show that
GD = G0 +
1
2
∑
i
G0TiG0 +
1
4
∑
i,k
G0TiU˜ikTkG0. (51)
In this way we obtain that
G = GP0 +
1
2
∑
i
G0TiG
P
0 +
1
4
∑
i,k
G0TiU˜ikTkG
P
0 (52)
= GP0 +
1
2
∑
i
GP0 TiG0 +
1
4
∑
i,k
GP0 TiU˜ikTkG0. (53)
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By taking appropriate residues, either of these relations allow us to obtain the scattering am-
plitudes for all possible processes in the system of three identical particles. To be specific, let
us choose Eq. (52) to discuss the taking of residues. As only the last term in Eq. (52) is con-
nected, only this term need be considered for the purposes of extracting physical three-particle
amplitudes. We therefore define
Gc =
1
4
∑
i,k
G0TiU˜ikTkG
P
0 . (54)
By writing out this sum explicitly and making use of the symmetry properties of U˜ik discussed
in Appendix A, it is possible to rewrite Eq. (54) in terms of just one AGS-like Green function
U˜ :
Gc =
∑
LcRc
G0T1U˜T1G0 (55)
A detailed derivation of Eq. (55) is presented in Appendix C. The full Green function can then
be written as
G = GP0 +
∑
LcRc
(
G0T1G0 +G0T1U˜T1G0
)
. (56)
As discussed in Appendix C, there is a variety of ways to choose U˜ without affecting the value
of G. One form that has previously been used in three-nucleon calculations [8] is
U˜ =
1
2
X˜ (57)
with X˜ obeying the equation [see Eq. (C4)]
X˜ = G0P +
1
2
PG0T1X˜ (58)
where P = P12P31 + P31P12 is the sum of two successive cyclic permutations. The choice for
U˜ specified by Eq. (57) is unsatisfactory for our purposes since the presence of a sum of two
permutations in both the inhomogeneous term and kernel of Eq. (58) makes the gauging of this
expression particularly cumbersome. Fortunately there is another way to choose U˜ that avoids
these difficulties. As shown in Appendix C, we can take
U˜ = −Z˜P12 (59)
where the AGS-like Green function Z˜ obeys the equation
Z˜ = G0 −G0P12T1Z˜ (60)
with no permutation sums involved. This is the form for U˜ that we shall use in the next section
for the purposes of gauging. By displaying all momentum variables in Eq. (55) it is easy to see
that the connected part of the Green function can be written directly in terms of Z˜ as
Gc =
∑
LcRc
G0T1Z˜T2G0. (61)
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A. Nd→ Nd amplitude
For notational purposes, we shall refer to our three identical strongly interacting fermions
as a “nucleons” (NNN) although the true identity of these particles is arbitrary. Similarly we
refer to a two-body bound state as a “deuteron” (d) and a three-body bound state as “3H”.
This enables us to write the various reactions that can take place between any three identical
particles in a familiar way.
Using this notation, we can obtain the amplitude for Nd→ Nd, by follow the usual proce-
dure of taking residues at the two-body bound-state poles of G. Indeed for identical particles
it can be shown that if quantum field theory admits the existence of two-body bound states,
then the Green function G(k1k2k3; p1p2p3) possesses poles with respect to any of the variables
(ki + kj)
2 or (pi + pj)
2. To be definite, consider the variables (k2 + k3)
2 and (p2 + p3)
2 for the
three-particle system. In the vicinity of the corresponding two-body poles, only the connected
part of G contributes and we have that
Gc(k1k2k3; p1p2p3) ∼ i
ψK1(k2k3)d(k1)
(k2 + k3)2 −m2
Tdd(k1K1; p1P1) i
d(p1)ψ¯P1(p2p3)
(p2 + p3)2 −m2
(62)
where K1 = k2 + k3, P1 = p2 + p3, ψK1 is the deuteron wave function [defined analogously
to Eq. (37)], m is the mass of the deuteron, and Tdd(k1K1; p1P1) is the physical scattering
amplitude for N(p1)+d(P1)→ N(k1)+d(K1). The same scattering amplitude could be picked
out in the other channels, for example
Gc(k1k2k3; p1p2p3) ∼ i
ψK1(k2k3)d(k1)
(k2 + k3)2 −m2
Tdd(k1K1; p3P3) i
d(p3)ψ¯P3(p1p2)
(p1 + p2)2 −m2
(63)
where Tdd(k1K1; p3P3) depends on variables p3, P3 in just the same way as Tdd(k1K1; p1P1)
depends on p1, P1. On the other hand, Gc is given by Eq. (55) which when written out
explicitly reads
Gc(k1k2k3; p1p2p3) =
∑
LcRc
∫
dk′2 dp
′
2D0(k2k3)t(k2k3; k
′
2k
′
3)
U˜(k1k
′
2k
′
3; p1p
′
2p
′
3)t(p
′
2p
′
3; p2p3)D0(p2p3) (64)
where k′2 + k
′
3 = K1 and p
′
2 + p
′
3 = P1. In Eq. (64) D0 is the free two-body propagator, and
the poles at (k2 + k3)
2 = m2 and (p2 + p3)
2 = m2 are contained in the two-body t-matrices
t(k2k3; k
′
2k
′
3) and t(p
′
2p
′
3; p2p3), respectively. In particular,
t(k2k3; k
′
2k
′
3) ∼ i
φK1(k2k3)φ¯K1(k
′
2k
′
3)
K21 −m
2
(65)
where φ and φ¯ are two-body bound-state vertex functions defined by the equations
ψ = G0φ ; ψ¯ = φ¯G0. (66)
Note that the two-body t-matrix satisfies the integral equation
t = v +
1
2
vD0t. (67)
With particle i as spectator, this equation when multiplied by d−1i gives Eq. (47). The full
two-body Green function D is given by analogy with Eq. (12) as
10
D = DP0 +
1
2
D0vD. (68)
The normalisation condition for our two-body wave function is therefore given by
iψ¯P
∂
∂P 2
(
D−10 −
1
2
v
)
ψP = 2, (69)
a fact that follows from the same argument that led to Eq. (41) but adapted to the case of two
identical particles.
Comparing Eq. (62) with Eq. (64) in the vicinity of the two poles gives the Nd elastic
scattering amplitude as
Tdd(k1K1; p1P1) =
∫
dk′2 dp
′
2 d
−1(k1)φ¯K1(k
′
2k
′
3)U˜(k1k
′
2k
′
3; p1p
′
2p
′
3)φP1(p
′
2p
′
3)d
−1(p1). (70)
This equation can be written symbolically as
Tdd = d
−1
1 φ¯1U˜ φ1d
−1
p1
(71)
or in terms of deuteron wave functions as
Tdd = ψ¯1U ψ1. (72)
B. Nd→ NNN amplitude
The amplitude for the breakup reaction Nd → NNN is found by taking the residue of
the Green function G at the initial state deuteron pole. Choosing momentum variables as
above, we may express the connected part of the Green function Gc in the vicinity of the initial
bound-state pole as
Gc(k1k2k3; p1p2p3) ∼ d(k1)d(k2)d(k3) T0d(k1k2k3; p1P1) i
d(p1)ψ¯P1(p2p3)
(p2 + p3)2 −m2
(73)
where (p2 + p3)
2 → m2. This relation defines the breakup amplitude T0d(k1k2k3; p1P1). Com-
paring this with the behaviour of Eq. (64) in the vicinity of the same pole we deduce that
T0d(k1k2k3; p1P1) =
∑
Lc
∫
dk′2 dp
′
2
d−1(k1)t(k2k3; k
′
2k
′
3)U˜(k1k
′
2k
′
3; p1p
′
2p
′
3)φP1(p
′
2p
′
3)d
−1(p1). (74)
Written symbolically this gives
T0d =
∑
Lc
T1U˜φ1d
−1
1 =
∑
Lc
T1G0Uψ1. (75)
Using Eq. (59) and Eq. (60) we may eliminate T1 from the last equation to obtain
T0d =
∑
Lc
(P12ZP12 −G
−1
0 )ψ1. (76)
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IV. GAUGING THE IDENTICAL PARTICLE AGS EQUATIONS
Having developed the necessary expressions describing three identical particles in the purely
strong interaction sector, we are now ready to carry out the gauging procedure that will generate
the coupling to an external electromagnetic field. We follow the same procedure as used for
distinguishable particles in Sec. III C of I.
A. Nd→ Nd transition current
The Nd → Nd electromagnetic transition current jµdd describes, for example, the process
Nd→ γNd. To obtain the expression for jµdd we write Eq. (71) as
T˜dd = φ¯1U˜ φ1 (77)
where
T˜dd = d1Tddd1. (78)
Gauging Eq. (77) gives
T˜ µdd = φ¯
µ
1 U˜φ1 + φ¯1U˜φ
µ
1 + φ¯1U˜
µφ1. (79)
The Nd→ Nd electromagnetic transition current is then given by
jµdd = d
−1
1
(
φ¯µ1 U˜φ1 + φ¯1U˜φ
µ
1 + φ¯1U˜
µφ1
)
d−11 . (80)
In Eq. (79) φ¯µ1 and φ
µ
1 are the gauged two-body bound-state vertex functions which follow from
the solution of the two-body problem for particles 2 and 3. Dropping the spectator particle
label, the bound-state equation for φ is
φ =
1
2
vD0φ. (81)
Gauging this equation and using Eq. (68) gives
φµ =
1
4
D−10 D[vD0]
µφ. (82)
By using the fact that
D = GP0 +D0tD0, (83)
the previous equation can also be written as
φµ = (1 +
1
2
tD0)(D
−1
0 D
µ
0D
−1
0 +
1
2
vµ)ψ −D−10 D
µ
0D
−1
0 ψ (84)
which is the identical particle version of Eq.(38) of I.
To determine jµdd all that is left is to specify a practical expression for U˜
µ. If we make
the choice U˜ = −Z˜P12 as in Eq. (59), then U˜
µ = −Z˜µP12 and the problem reduces to that
of gauging Eq. (60) in order to obtain Z˜µ. Eq. (60) is a relatively simple equation that has
only one type of disconnectedness in the kernel, and unlike the corresponding equation for the
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FIG. 1. Graphical representation of Eq. (87) for the gauged AGS-like Green function Z˜µ.
distinguishable particle case [see Eqs.(126) of I], Eq. (60) is not a matrix equation. We write
Eq. (60) as
Z˜ = G0 −D0tP12Z˜ (85)
where it is to be understood that t = t2 and D0 = d3d1. Gauging this equation gives
Z˜µ = Gµ0 −D
µ
0 tP12Z˜ −D0t
µP12Z˜ −D0tP12Z˜
µ (86)
so that
(1 +D0tP12)Z˜
µ = Gµ0 −D
µ
0 tP12Z˜ −D0t
µP12Z˜.
With the help of Eq. (85) we then obtain
Z˜µ = Z˜G−10 G
µ
0 − Z˜G
−1
0 D
µ
0 tP12Z˜ − Z˜G
−1
0 D0t
µP12Z˜.
Using
G−10 D0 = d
−1 and Gµ0 = d
µD0 + dD
µ
0
where d = d2 and d
µ = dµ2 , then gives
Z˜µ = Z˜d−1dµ + Z˜D−10 D
µ
0G
−1
0
(
G0 −D0tP12Z˜
)
− Z˜d−1tµP12Z˜
and therefore
Z˜µ = Z˜d−1dµ + Z˜
(
D−10 D
µ
0D
−1
0 d
−1 − d−1tµP12
)
Z˜. (87)
This equation, illustrated in Fig. 1, describes the attachment of photons at all possible places
in the multiple-scattering series of three identical particles. As such, it forms the central result
in the gauged identical three-quark or three-hadron problem. The structure of this equation
may seem surprising in that the second line is gauged only when it is right external [the first
term on the r.h.s. of Eq. (87)] whereas the first and third lines are gauged everywhere (because
Z˜ contains all possible diagrams, including G0). That there is no inconsistency can be seen
graphically from Fig. 2. There we show a contribution to the term Z˜
(
D−10 D
µ
0D
−1
0 d
−1
)
Z˜ where
the single scattering contribution to each Z˜ is used and the intermediate line 1 is gauged.
Because this is a Feynman diagram, the gauging of the intermediate line 1 is the same as the
gauging of the left external line 2. To be noted is the crucial role the permutation operator P12
plays in the equation for Z˜, Eq. (60) - this operator is responsible for the crossing of the lines
in the single scattering contributions shown in Fig. 2.
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FIG. 2. A contribution to the term Z˜
(
D−10 D
µ
0D
−1
0 d
−1
)
Z˜ showing how it leads to the gauging of
the left external particle 2.
B. Nd→ NNN transition current
The t-matrix T0d for the breakup process Nd → NNN was given in Eq. (76). We follow
the same procedure as given in Sec. III C.4 for distinguishable particles. Thus we do not gauge
T0d directly but instead introduce the Green function quantity
T˜0d = G0T0dd1 =
∑
Lc
(P12Z˜P12 −G0)φ1. (88)
The electromagnetic current for Nd→ γNNN is then given by
jµ0d = G
−1
0 T˜
µ
0dd
−1
1 . (89)
Gauging T˜0d, one obtains
jµ0d =
∑
Lc
(P12G
−1
0 Z˜
µG−10 P12 −G
−1
0 G
µ
0G
−1
0 )ψ1 +
∑
Lc
(P12ZP12 −G
−1
0 )D01φ
µ
1 . (90)
C. Three-nucleon bound-state current
For three identical nucleons the electromagnetic bound-state current jµ was expressed in
terms of the two-nucleon potential v and gauged potential vµ by Eq. (35) and Eq. (39). This
was achieved by expressing the seven-point function as Gµ = GΓµG and then taking the left-
and right-residues of Gµ at the three-body bound-state poles. The connection with jµ follows
from the general structure of Gµ in the vicinity of these poles:
Gµ =
iΨK
K2 −M2
jµ
iΨ¯P
P 2 −M2
. (91)
In this subsection we shall determine an alternative expression for jµ that is given in terms of
the two-nucleon t-matrix t and gauged t-matrix tµ. To do this, we again take left- and right-
residues of Gµ at the three-body bound-state poles; however, this time we use an expression
for Gµ which is obtained by gauging Eq. (56) where G is written in terms of the AGS Green
function U˜ . For the purpose of taking residues it is sufficient to gauge just the connected part
of G. Thus, making the choice U˜ = −Z˜P12, we are led to the gauging of Eq. (61):
Gµc =
∑
LcRc
[
(G0T1)
µ Z˜T2G0 +G0T1Z˜
µT2G0 +G0T1Z˜ (T2G0)
µ
]
. (92)
As discussed in Appendix C.2, Z˜ contains the three-nucleon bound-state pole with the pole
structure being given by Eq. (C22). The bound-state poles of Gµc can therefore be revealed
by simply using Eq. (87) to express the middle term of Eq. (92) (containing Z˜µ) in terms of
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Z˜ factors. It is seen that only this middle term contains both the left and right bound-state
poles; thus, in the vicinity of these poles one can write the seven-point function as
Gµ =
∑
LcRc
G0T1
iΨK2 Ψ¯
K
1
K2 −M2
(
D−10 D
µ
0D
−1
0 d
−1 − d−1tµP12
) iΨP2 Ψ¯P1
P 2 −M2
T2G0. (93)
Now using the results of Appendix B, we have that ΨK =
∑
Lc
G0T1Ψ
K
2 and Ψ¯P =
∑
Rc
Ψ¯P1 T2G0.
Comparing with Eq. (91) and using Ψ2 = −P12Ψ¯1 then gives the desired expression
µ = Ψ¯K1
[
d−12 t
µ
2 −
(
Γ
µ
1d
−1
3 + Γ
µ
3d
−1
1
)
d−12 P12
]
ΨP1 . (94)
Using the bound-state equations for Ψ1 and Ψ¯1 [Eq. (B11) and Eq. (B12)], it is easy to see that
Ψ¯K1 Γ
µ
1d
−1
3 d
−1
2 P12Ψ
P
1 = Ψ¯
K
1 Γ
µ
2d
−1
3 d
−1
1 P12Ψ
P
1 . (95)
We may thus write Eq. (94) as
µ = Ψ¯K1 P12d
−1
1 t
µ
1P12Ψ
P
1 − Ψ¯
K
1
(
Γ
µ
2d
−1
3 d
−1
1 + Γ
µ
3d
−1
1 d
−1
2
)
P12Ψ
P
1 (96)
whose form corresponds to the bound-state current given by us in Ref. [9] in the context of the
spectator approach to the three-nucleon system.
Eq. (96) may appear to be in a form where the first term on the right hand side (RHS)
corresponds to the two-body interaction current and the second term corresponds to the one-
body current. Yet this is not the case since tµ in fact contains both types of contribution. To
see this explicitly we gauge Eq. (67) for t in this way obtaining
tµ =
1
2
tDµ0 t+
(
1 +
1
2
tD0
)
vµ
(
1 +
1
2
D0t
)
. (97)
The first term on the RHS corresponds to a one-body current while the second term gives
the two-body interaction current. Thus the total one-body current contribution to the three-
nucleon bound-state current is
jµone-body = Ψ¯
K
1
[
P12
1
2
d−11 t1D
µ
0 t1P12 −
(
Γ
µ
2d
−1
3 d
−1
1 + Γ
µ
3d
−1
1 d
−1
2
)
P12
]
ΨP1 . (98)
Again using the bound-state equations for Ψ1 and Ψ¯1, we may write this result as
jµone-body = Ψ¯
K
1
(
Γ
µ
2d
−1
3 d
−1
1 + Γ
µ
3d
−1
1 d
−1
2
)(1
2
− P12
)
ΨP1 . (99)
D. Current conservation
To prove current conservation for observables expressed in terms of Z˜µ, it is useful to first
deduce the WT identity for Z˜µ. To do this we write Eq. (87) as
Z˜µ = Z˜d−12 d
µ
2 + Z˜Γ
µ
2 Z˜ (100)
where
Γµ2 =
(
Γ
µ
1d
−1
3 + Γ
µ
3d
−1
1
)
d−12 − d
−1
2 t
µ
2P12, (101)
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and then follow the procedure of I in Sec. III B.2. Thus we introduce the quantities
eˆi(k1k2k3, p1p2p3) = iei(2pi)
12δ4(ki − pi − q)δ
4(kj − pj)δ
4(kk − pk) (102)
where ijk represent a cyclic ordering of 123. This allows us to write the WT identities for the
gauged two-body potential and gauged one-particle propagator in three-particle space in terms
of commutators as
qµv
µ
i Ii = [eˆj + eˆk, vi], qµd
µ
i IjIk = [eˆi, di] (103)
where Ii, Ij , and Ik are unit operators in the space of particles i, j, and k respectively. Using
Eqs. (103), it is then easy to see that
qµt
µ
2I2 = [eˆ3 + eˆ1, t2], qµΓiIjIk = −[eˆi, d
−1
i ]. (104)
The first term on the RHS of Eq. (100) contracted with qµ thus gives
qµZ˜d
−1
2 d
µ
2 = qµZ˜Γ
µ
2d2 = −Z˜ [eˆ2, d
−1
2 ]d2 = −Z˜[eˆ2, G
−1
0 ]G0, (105)
while for the last term of Eq. (100) we first deduce that
qµΓ
µ
2 = −[eˆ3 + eˆ1, G
−1
0 ]− [eˆ3 + eˆ1, t2]d
−1
2 P12. (106)
By using
Z˜−1 = G−10 + d
−1
2 t2P12, (107)
which follows from Eq. (85), the previous equation reduces to
qµΓ
µ
2 = −[eˆ3 + eˆ1, Z˜
−1] +
(
G−10 − Z˜
−1
)
(eˆ1 − eˆ2). (108)
The WT identity for the last term of Eq. (100) thus becomes
qµZ˜Γ
µ
2 Z˜ = [eˆ3 + eˆ1, Z˜]− (eˆ1 + eˆ2)Z˜ + Z˜G
−1
0 (eˆ1 − eˆ2)Z˜. (109)
To simplify this expression further we use Eq. (107) and the fact that [eˆ2, tˆ2] = 0, to obtain
Z˜G−10 eˆ1Z˜ = eˆ1Z˜ − Z˜d
−1
2 t2P12eˆ1Z˜ = eˆ1Z˜ − Z˜d
−1
2 eˆ2t2P12Z˜
= eˆ1Z˜ − Z˜G
−1
0 eˆ2G0d
−1
2 t2P12Z˜
= eˆ1Z˜ + Z˜G
−1
0 eˆ2Z˜ − Z˜G
−1
0 eˆ2G0. (110)
Substituting this result into Eq. (109), we obtain
qµZ˜Γ
µ
2 Z˜ = [eˆ, Z˜] + Z˜[eˆ2, G
−1
0 ]G0 (111)
where eˆ = eˆ1 + eˆ2 + eˆ3. Combining Eq. (111) with Eq. (105) we finally obtain the WT for Z˜
µ:
qµZ˜
µ = [eˆ, Z˜]. (112)
The expression for the three-nucleon bound-state current jµ, Eq. (94), can be written as
jµ = Ψ¯K1 Γ
µ
2Ψ
P
2 (113)
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and on comparison with Eq. (100) is recognised to be the result of taking simultaneous residues
of Z˜µ at the initial and final bound-state poles. Taking such simultaneous residues of Eq. (112),
the left hand side of this equation gives qµj
µ, while the right hand side gives zero since Z˜ has
only a single pole; in this way we obtain the current conservation equation for the bound-state
current: qµj
µ = 0.
To prove that the Nd→ Nd electromagnetic transition current of Eq. (80) is conserved, we
write the WT identity for φµ1 and φ¯
µ
1 [see Eqs.(153) of I] in three-particle space as
qµφ
µ
1I1 = (eˆ2 + eˆ3)φ1, qµφ¯
µ
1I1 = −φ¯1(eˆ2 + eˆ3), (114)
and note that Eq. (112) implies
qµU˜
µ = [eˆ, U˜ ] (115)
where U˜ = −Z˜P12. Using the last three equations, we obtain from Eq. (80) that
qµj
µ
dd = d
−1
1 φ¯1[eˆ1, U˜ ]φ1d
−1
1 = d
−1
1 eˆ1d1φ¯1d2d3Ud2d3φ1 − φ¯1d2d3Ud2d3φ1d1eˆ1d
−1
1 . (116)
By shifting momentum arguments, the eˆ1 factors stop the cancellation of external d
−1
1 terms
with the neighbouring d1 propagators contained in U˜ . Thus for on mass shell nucleons d
−1
1 = 0,
and both terms on the RHS of Eq. (116) become zero.
E. Normalisation condition and charge conservation
The normalisation condition for the three-body bound-state wave function that was given
in Eq. (41) follows almost immediately from the basic integral equation for G, Eq. (19). The
expression obtained gives the normalisation condition in terms of the three-body potential V
and therefore in terms of input two-body potentials. The disadvantage of these quantities has
already been discussed. To obtain the normalisation condition without explicit reference to V
we follow a similar procedure to that for G, but instead use the AGS Green function Z˜. From
Eq. (107) it follows that
Z˜ = Z˜
(
G−10 + d
−1
2 t2P12
)
Z˜. (117)
Using the pole structure of Z˜ given in Eq. (C22) and then taking residues, one obtains
iΨ¯P1
∂
∂P 2
(
G−10 + d
−1
2 t2P12
)
ΨP2 = 1 (118)
which is the normalisation condition expressed in terms of the input two-body t-matrix and
Faddeev components of the bound-state wave function.
Analogous to the normalisation condition for the three-body bound-state wave function
is a condition known as “charge conservation” for the three-body bound-state electromagnetic
current. The field theoretic definition of the three-body bound-state current is given by Eq. (38).
From this expression, the translational invariance of the electromagnetic current operator, and
the fact that |P 〉 is an eigenstate of the charge operator, it is easy to show that
jµ(P, P ) = 2eP µ (119)
where e is the charge of the three-body bound state. Eq. (119) constitutes the charge conser-
vation condition and corresponds to the fact that the full charge of the three particles is being
probed by the external electromagnetic probe. As such, it is an essential condition that needs
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to be satisfied by any model calculation. Within our model the expression for jµ is given by
Eq. (96). Assuming the Ward identities for the one- and two-body input, it is a matter of
simple algebra to prove that this expression does indeed satisfy the charge conservation con-
dition of Eq. (119). Such a proof has already been given by us in Ref. [9] for the case of the
three-nucleon bound-state current within the spectator approach. As there is a direct one to
one correspondence between Eq. (96) and the bound-state current in the spectator approach
[Eq. (25) of Ref. [9]], this proof need not be repeated here.
V. SUMMARY
We have applied the gauging of equations method, introduced in the preceding paper for
distinguishable particles [1], to the integral equations describing the strong interactions of three
identical relativistic particles. For simplicity of presentation, we restricted the discussion to
identical particle systems like that of three quarks (qqq) or three nucleons (NNN) where there
is no strong interaction coupling to two-particle channels. Once the strong interaction equations
are specified, the gauging of equations method couples an external photon to all possible places
in the strong interaction model, while at the same time preserving the proper identical particle
symmetry of the original equations. In this way we have obtained gauge invariant expressions
for the various electromagnetic transition currents of such identical three-particle systems.
Two essentially different integral equations were gauged. The first was the integral equation
for the three-particle Green functionG, Eq. (12). This equation has a disconnected kernel that is
defined in terms of the two-body potential v. As a result, the electromagnetic transition currents
that follow are themselves expressed in terms of v and the gauged potential vµ. Although
formally correct, such expressions for the transition currents may not be the most useful for
practical calculations. We have therefore considered an alternative formulation of the strong
interaction problem in terms of four-dimensional versions of the well known AGS equations.
Such integral equations have a kernel that is connected (after one iteration) and are expressed
in terms of two-body t-matrices. For identical particles there are many ways to define the AGS
amplitude, all giving the same three-body Green function G. We have introduced an AGS
amplitude that satisfies a particularly simple AGS equation, Eq. (60), where the inhomogeneous
term consists of a single unpermuted term. This equation is ideal for our gauging procedure. By
contrast, the AGS equation used previously in three-nucleon calculations [8] is inconvenient for
gauging purposes as both its inhomogeneous term and kernel consist of sums over two different
permutations. After gauging, our AGS equation gives practical expressions in terms of the
two-body t-matrix t and gauged t-matrix tµ, for all the electromagnetic transition currents of
three identical particles. In this sense, the gauging of equations method has provided a unified
description of the strong and electromagnetic interactions of the identical three-particle system.
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APPENDIX A: SYMMETRY PROPERTIES OF U˜IJ FOR IDENTICAL PARTICLES
Here we derive some useful properties of the AGS Green functions U˜ik in the case of identical
particles. Although these properties are well known, we include them here both for completeness
and to show how they may be derived within the formalism used in this paper.
18
Using the definition of U˜ik given in Eq. (44), it is easy to show that
U˜ik = δ¯ikG0 +
1
2
∑
j
δ¯ijG0VjG0δ¯jk +
1
4
∑
jn
δ¯ijG0VjG
DVnG0δ¯nk. (A1)
For the case k = 1 we explicitly have that
U˜11 =
1
2
G0(V2 + V3)G0 +
1
4
G0(V2 + V3)G
D(V2 + V3)G0
U˜21 = G0 +
1
2
G0V3G0 +
1
4
G0(V1 + V3)G
D(V2 + V3)G0 (A2)
U˜31 = G0 +
1
2
G0V2G0 +
1
4
G0(V1 + V2)G
D(V2 + V3)G0.
From Eqs. (17) and (42) it follows that GD commutes with all elements of the symmetry group
S3: PijG
DPij = G
D (of course for G there is the stronger symmetry property PijG = GPij =
−G). Now using the fact that
P23V1P23 = V1; P23V2P23 = V3; P23V3P23 = V2, (A3)
the following two relations are easily deduced from Eqs. (A2):
P23U˜21P23 = U˜31; P23U˜31P23 = U˜21. (A4)
In a similar way one can deduce how any AGS Green function transforms under the simultaneous
exchange of two corresponding left- and right-particle labels. The following is a complete list
for the case k = 1:
P12U˜11P12 = U˜22 P12U˜21P12 = U˜12 P12U˜31P12 = U˜32
P23U˜11P23 = U˜11 P23U˜21P23 = U˜31 P23U˜31P23 = U˜21
P31U˜11P31 = U˜33 P31U˜21P31 = U˜23 P31U˜31P31 = U˜13.
The corresponding transformations for k = 2 and k = 3 can be written down by inspection.
APPENDIX B: THREE-BODY BOUND-STATE WAVE FUNCTION FOR
IDENTICAL PARTICLES
The three-body Green function G is defined by Eq. (1). If the field theory admits a three-
body bound state, then G’s behaviour in the vicinity of the bound-state pole is given by
Eq. (36) where the bound-state wave function ΨP is defined in Eq. (37). These equations are
true whether the three particles are identical or not.
In the identical particle case the bound-state wave equation follows from Eq. (19), G =
GP0 +G0V G, by taking residues at the three-body bound-state pole:
Ψ = G0VΨ (B1)
where V is given by Eq. (16). In the absence of three-body forces,
V =
1
2
(V1 + V2 + V3) (B2)
and the Faddeev wave function components are defined by
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Ψi =
1
2
G0ViΨ (B3)
so that
Ψ = Ψ1 +Ψ2 +Ψ3. (B4)
Using Eq. (47) it then follows from Eq. (B3) that the Ψi satisfy the coupled equations
Ψi =
1
2
G0Ti (Ψj +Ψk) (B5)
where ijk are cyclic.
By writing Eq. (B3) explicitly showing particle labels, for example
Ψ1(123) =
1
2
D0(23)v(23, 2
′3′)Ψ(12′3′), (B6)
the following symmetry relations are easily deduced:
P23Ψ1 = −Ψ1 P12Ψ1 = −Ψ2 P31Ψ1 = −Ψ3
P31Ψ2 = −Ψ2 P23Ψ2 = −Ψ3 P12Ψ2 = −Ψ1 (B7)
P12Ψ3 = −Ψ3 P31Ψ3 = −Ψ1 P23Ψ3 = −Ψ2.
These symmetry relations enable us to write Eq. (B4) as
Ψ(123) = Ψ1(123) + Ψ2(123) + Ψ3(123)
= Ψ1(123) + Ψ1(231) + Ψ1(312), (B8)
or in general for any fixed i,
Ψ =
∑
Pc
Ψi, (B9)
the sum being over cyclic permutations of the particle labels. Similarly the symmetry relations
Eqs. (B7) enable us to write Eqs. (B5) for i = 1 as
Ψ1(123) = D0(23)t(23, 2
′3′)Ψ1(2
′3′1) (B10)
or in general for any i,
Ψi = −G0TiPijΨi = −G0TiPikΨi. (B11)
Similarly
Ψ¯i = −Ψ¯iPijTiG0 = −Ψ¯iPikTiG0. (B12)
APPENDIX C: THE GREEN FUNCTION Z˜
In dealing with identical particles, only one AGS-like Green function U˜ is needed to describe
all possible processes of the three-body system. The connected part of the three-body Green
function, Gc, is expressed in terms of U˜ according to Eq. (55). In this appendix we present a
derivation of Eq. (55) and show how various forms for U˜ can be specified. One of these involves
the AGS-like Green function Z˜ which, because of its simplicity, is chosen for the purposes of
gauging. The pole structure of Z˜ is also discussed.
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1. Derivation
Writing out the sums in Eq. (54) and showing particle labels explicitly, this equation can
be written as
Gc(123, 1
′2′3′) =
1
4
D0(23)t(23, 2
′′3′′)
[
U˜11(12
′′3′′, 1′2′′′3′′′)t(2′′′3′′′, 2′3′)D0(2
′3′)
+ U˜12(12
′′3′′, 1′′′2′3′′′)t(3′′′1′′′, 3′1′)D0(3
′1′) + U˜13(12
′′3′′, 1′′′2′′′3′)t(1′′′2′′′, 1′2′)D0(1
′2′)
]
P
+
1
4
D0(31)t(31, 3
′′1′′)
[
U˜21(1
′′23′′, 1′2′′′3′′′)t(2′′′3′′′, 2′3′)D0(2
′3′)
+ U˜22(1
′′23′′, 1′′′2′3′′′)t(3′′′1′′′, 3′1′)D0(3
′1′) + U˜23(1
′′23′′, 1′′′2′′′3′)t(1′′′2′′′, 1′2′)D0(1
′2′)
]
P
+
1
4
D0(12)t(12, 1
′′2′′)
[
U˜31(1
′′2′′3, 1′2′′′3′′′)t(2′′′3′′′, 2′3′)D0(2
′3′)
+ U˜32(1
′′2′′3, 1′′′2′3′′′)t(3′′′1′′′, 3′1′)D0(3
′1′) + U˜33(1
′′2′′3, 1′′′2′′′3′)t(1′′′2′′′, 1′2′)D0(1
′2′)
]
P
(C1)
where integrals over double and triple dashed momenta are understood. The symbols P in the
above equation indicate sums over all permutations of the initial (right) particle labels. Carrying
out these permutation sums and taking into account the symmetries of the U˜ij discussed in
Appendix A, this equation can be simplified to read
Gc(123, 1
′2′3′) =
1
2
PcD0(23)t(23, 2
′′3′′)X˜(12′′3′′, 1′2′′′3′′′)t(2′′′3′′′, 2′3′)D0(2
′3′)Pc (C2)
where the symbols Pc indicate sums over cyclic permutations of both initial and final state
particle labels, and where the Green function X˜(123, 1′2′3′) is defined by
X˜(123, 1′2′3′) = U˜11(123, 1
′2′3′) + U˜12(123, 3
′1′2′) + U˜12(132, 2
′1′3′). (C3)
Note the symmetry relation X˜ = P23X˜P23. The last two terms of Eq. (C3) contribute equally
to Eq. (C2); nevertheless, we do not define X˜ as U˜11(123, 1
′2′3′)+2U˜12(123, 3
′1′2′) as this would
not make it easy to write an integral equation for X˜ . Using the AGS equations for U˜11 and
U˜12, it follows that the X˜ of Eq. (C3) satisfies the integral equation
X˜(123, 1′2′3′) = G0(123, 3
′1′2′) +G0(132, 2
′1′3′)
+
1
2
D0(12)t(12, 1
′′2′′)X˜(31′′2′′, 1′2′3′) +
1
2
D0(31)t(31, 3
′′1′′)X˜(23′′1′′, 1′2′3′). (C4)
Writing Eq. (C2) in the shorthand form as
Gc =
1
2
PcG0T1X˜T1G0Pc, (C5)
we have in this way derived Eq. (55) with U˜ being specifically given by U˜ = 1/2X˜. This form
for U˜ has been used by Glo¨ckle et al. in practical calculations [8]. However, it is possible to
choose other forms for U˜ , and as we show below, one of these is particularly simple.
Since the two-body t-matrices in Eq. (C2) are fully antisymmetric, we can equally well write
this equation as
Gc(123, 1
′2′3′) =
1
2
PcD0(23)t(23, 2
′′3′′)Y˜ (12′′3′′, 1′2′′′3′′′)t(2′′′3′′′, 2′3′)D0(2
′3′)Pc (C6)
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where
Y˜ (123, 1′2′3′) =
1
2
[
X˜(123, 1′2′3′)− X˜(132, 1′2′3′)
]
. (C7)
We note that Y˜ has the symmetry property P23Y˜ = Y˜ P23 = −Y˜ and satisfies the integral
equation
Y˜ (123, 1′2′3′) =
1
2
[G0(123, 3
′1′2′) +G0(123, 2
′3′1′)−G0(132, 3
′1′2′)−G0(132, 2
′3′1′)]
+
1
2
D0(12)t(12, 1
′′2′′)Y˜ (31′′2′′, 1′2′3′) +
1
2
D0(31)t(31, 3
′′1′′)Y˜ (23′′1′′, 1′2′3′). (C8)
Although this appears to be a more complicated equation than Eq. (C4), it is easily shown that
Y˜ can alternatively be specified as
Y˜ (123, 1′2′3′) =
1
2
[
Z˜(123, 3′1′2′) + Z˜(123, 2′3′1′)− Z˜(132, 3′1′2′)− Z˜(132, 2′3′1′)
]
(C9)
where Z˜ satisfies the especially simple equation
Z˜(123, 1′2′3′) = G0(123, 1
′2′3′) +D0(31)t(31, 3
′′1′′)Z˜(23′′1′′, 1′2′3′). (C10)
This equation constitutes a three-fold reduction in the size of the kernel in comparison with
the original AGS equations, Eqs. (50). One can write Eq. (C10) in shorthand form as
Z˜ = G0 −G0T2P12Z˜ = G0 −G0P12T1Z˜, (C11)
the last version of which is illustrated in Fig. 3. It is recognised that the kernel of this equation
is identical to the kernel of the bound-state equation for Ψ2. As Eq. (C11) implies Z˜
−1 =
G−10 + T2P12, it also follows that
Z˜ = G0 − Z˜T2P12G0 = G0 − Z˜P12T1G0 (C12)
which is an alternative equation for Z˜ whose kernel is identical to the kernel of the bound-state
equation for Ψ¯1.
Substituting Eq. (C9) into Eq. (C6) and taking into account the antisymmetry of the two-
body t-matrices we obtain
Gc(123, 1
′2′3′) =
1
2
PcD0(23)t(23, 2
′′3′′)[
Z˜(12′′3′′, 3′′′1′2′′′) + Z˜(12′′3′′, 2′′′3′′′1′)
]
t(2′′′3′′′, 2′3′)D0(2
′3′)Pc. (C13)
The two Z˜ terms in Eq. (C13) in fact contribute equally to Gc. This can be seen by using
Eq. (C12) to write
FIG. 3. Illustration of Eq. (C10) showing how the final state momenta of the AGS-like Green
function Z˜ are permuted in the integral term.
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Z˜(123, 3′1′2′) = G0(123, 3
′1′2′) + Z˜(123, 1′′2′′3′)t(1′′2′′, 1′2′)D0(1
′2′), (C14)
Z˜(123, 2′3′1′) = G0(123, 2
′3′1′) + Z˜(123, 3′′1′′2′)t(3′′1′′, 3′1′)D0(3
′1′). (C15)
When used in Eq. (C13), the antisymmetry of the two-body t-matrices makes the last terms of
these equations identical, while the cyclic permutation operators Pc ensure the identity of their
inhomogeneous terms. Using the antisymmetry of t’s once more, we arrive at our final form for
the AGS Green function U˜ that is to be used in Eq. (55):
U˜ = −Z˜P12 (C16)
where Z˜ is given by Eq. (C10). In view of the numerical simplicity of the equation for Z˜, it is
this form for U˜ that we choose in this paper for the purposes of gauging.
2. Pole structure of Z˜
If the three-body system admits a three-body bound state, it is clear from Eq. (55) that U˜ ,
and therefore Z˜ has a pole at the bound-state mass M . Writing the pole structure of Z˜ as
Z˜(123, 1′2′3′) ∼ i
R(123, 1′2′3′)
P 2 −M2
, (C17)
it is our goal to deduce the explicit form of the residue R(123, 1′2′3′).
Taking the residue of Eq. (C10) at the bound-state pole gives the equation
R(123, 1′2′3′) = D0(31)t(31, 3
′′1′′)R(23′′1′′, 1′2′3′). (C18)
With the initial momenta fixed, this equation coincides with the equation for Ψ2(123), the third
Faddeev bound-state wave function component - see Eq. (B11). On the other hand, we can use
Eq. (C12) to write
Z˜(123, 1′2′3′) = G0(123, 1
′2′3′) + Z˜(123, 2′′3′′1′)t(2′′3′′, 2′3′)D0(2
′3′). (C19)
Taking residues of this equation gives
R(123, 1′2′3′) = R(123, 2′′3′′1′)t(2′′3′′, 2′3′)D0(2
′3′) (C20)
which for fixed final momenta coincides with the equation for Ψ¯1(1
′2′3′) - see Eq. (B12). We
may thus write R(123, 1′2′3′) = CΨ2(123)Ψ¯1(1
′2′3′) where C is a constant. To determine C
we use U˜ = −Z˜P12 in Eq. (55) and take residues of both sides of the equation, in this way
obtaining
iΨΨ¯ = −PcG0T1CΨ2Ψ¯1P12T1G0Pc. (C21)
Using the results of Appendix B it is then easily seen that C = i. We have thus shown that
the pole structure of Z˜ is given by
Z˜(123, 1′2′3′) ∼ i
Ψ2(123)Ψ¯1(1
′2′3′)
P 2 −M2
. (C22)
23
REFERENCES
[1] A. N. Kvinikhidze and B. Blankleider, nucl-th/98xxxxx.
[2] B. Blankleider and A. N. Kvinikhidze, in Proceedings of the APCTP Workshop on Astro-
Hadron Physics, “Properties of Hadrons in Matter”, Seoul, Korea, 25-31 October, 1997,
to be published by World Scientific, nucl-th/9802017; a more detailed account is given in
nucl-th/9810025, to be published in Phys. Rev. C.
[3] A. N. Kvinikhidze and B. Blankleider, Coupling photons to hadronic processes, invited talk
at the Joint Japan Australia Workshop, Quarks, Hadrons and Nuclei, November 15-24, 1995
(unpublished); in Proceedings of the XVth International Conference on Few-Body Problems
in Physics, Groningen, The Netherlands, July 22-26, 1997, published in Nucl. Phys. A631,
559c (1998).
[4] See for example I.R. Afnan and A.W. Thomas in Modern Three-Hadron Physics, Topics in
Current Physics Vol. 2, edited by A.W. Thomas (Springer-Verlag, Berlin 1977).
[5] E. O. Alt, P. Grassberger, and W. Sandhas, Nucl. Phys. B2, 167 (1967).
[6] A. N. Kvinikhidze and B. Blankleider, Nucl. Phys. A574, 788 (1994).
[7] J. C. Ward, Phys. Rev. 78, 182 (1950); Y. Takahashi, Nuovo Cimento 6, 371 (1957).
[8] W. Glo¨ckle, The Quantum Mechanical Few-Body Problem, Texts and Monogr. Physics
(Springer, Berlin, Heidelberg 1983); H. Wita la, T. Cornelius and W. Glo¨ckle, Few-Body
Sys. 3, 123 (1988); D. Hu¨ber, H. Wita la, and Glo¨ckle, Few-Body Sys. 14, 171 (1993).
[9] A. N. Kvinikhidze and B. Blankleider, Phys. Rev. C 56, 2973 (1997).
24
