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Abstract--In the presence of rival models of the same economic system, an optimal policy can be 
computed that takes account of the existence of all the models. A min-max, worst-case design, problem 
is formulated and subsequently restated as an alternative min-max problem. A numerical example of this 
approach is discussed in Becker et al. [I]. The latter is an extreme case of an ordinary pooling of the models 
for policy optimization. In fact, it is shown that the min-max strategy is the pooling that corresponds 
to the robust policy. If such a robust policy happens to have too high a political cost to be implemented, 
an alternative pooling can be formulated using the robust pooling as a guide. An algorithm is proposed 
for solving the min-max problem. This is based on the convexification of the minimization problem by 
means of the constraints. The algorithm essentially consists of a quadratic programming subproblem with 
equality and simple inequality constraints. This subproblem defines the direction of progress along which 
a step has to be taken. The stepsize is determined using an Armijo-type stepsize strategy that ensures 
sufficient progress towards the satisfaction of the first order conditions. The latter also happens to be 
sufficient for optimality due for the convexification of the problem. The global convergence of the 
algorithm is established. The conditions are derived under which the stepsize converges to unity and the 
algorithm achieves a Q-superlinear convergence rate. 
1. INTRODUCTION 
The policy optimization problem in macroeconomics s generally seen as the minimization of a cost 
function subject to a discrete-time, nonlinear dynamic economic model and other equality 
restrictions. The problem is thus given by 
min{J(Y, U)IF(Y, U) = 0, h (U) = 0}, (1.1) 
where Y is the stacked vector of dependent (or output) variables of the system and U is a similarly 
stacked vector of independent (or control or policy) variables 
yiz) J  
u(1) 
; U= uit) , 
uiT) 
with y(t),  u(t) denoting the vector of variables at time t, t = 1 . . . . .  T. The stacked model equations 
are denoted by F(Y, U) = 0 and the equality constraints on U, imposed inherently by the problem 
itself or by the policy maker, are denoted by h(U). The solution of (1.1) is widely used in policy 
analysis and in the design of macroeconomic policy [2-7]• 
The constraints h (U) = 0 partly consist of the restrictions imposed by the policy maker and partly 
by the requirements of the policy design process. One example for the latter is a restriction on the 
excessive fluctuation of some elements of U over different ime periods (i.e. in order to avoid 
instrument or control instability)• Another example arises when there are restrictions on the 
parameters when controls are parameterized [8]. 
In practice, however, (1.1) is an oversimplification. Originating from rival economic theories, 
there exist rival models purporting to represent the same system. The problem of forecasting under 
similar circumstances has been approached by forecast pooling by Granger and Newbold [9] and, 
more recently, by Makridakis and Winkler [10], Lawrence t al. [11] and Fuhrer and Haltmaier 
[12]. In the presence of rival models, the policy maker may also wish to take account of all existing 
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rival models in the design of optimal policy. One strategy in such a situation is to adopt the worst 
case design problem: 
min max{J'(Y', U) I F'(Y ~, U) = 0; i = 1 . . . . .  m; h(U) = 0}, (1.2) 
yI , . . . ,  ym, U i 
where there are i = 1 . . . . .  m rival models, with Y~, F ~ respectively denoting the dependent (or 
endogenous) variable vector and the equations of the ith model. Problem (1.2) seeks the optimal 
strategy corresponding to the most adverse circumstance due to choice of model. All rival models 
are assumed to be known. The solution of (1.2) clearly does not provide an insurance against the 
eventuality that an unknown (m + 1)st model happens to represent the economy: it is just a robust 
strategy against known competing "scenarios". A similar, less extreme, formulation is also 
discussed below, utilizing the dual approach to (1.2). 
Each model can also be expressed in terms of its independent variables only. Thus, there exists 
a computable mapping between Y and U denoted by 
Yi= g"(U). (1.3) 
Thus, independently for each model, Y~ can be evaluated, given U and (1.3) can be used to eliminate 
the model constraint from (1.2) to yield 
min max{f '(U) I h(U ) = 0, i = 1, . . ,  m}, (1.4) 
U i 
wheref~(U) = J~(g~(U), U). One important reason for using (1.3) to obtain (1.4) is that only a small 
subset of the elements of Y~ is generally considered in J~(Y~, U). 
Algorithms for solving (1.4) have been considered by a number of authors [e.g. 13-18]. In this 
paper, the dual approach to (1.4), adopted originally by Medanic and Andjelic [19, 20] and Cohen 
[21] is utilized. 
Let U ~ ~:" and let h : P--* ~:l,f: ~:,... ~:m be three times continuously differentiable functions with 
f = i f  ],f2 . . . . .  f~]T and H:' denoting the t-dimensional Euclidean space. Furthermore, let 1 be the 
m-dimensional vector whose elements are all unity and 
1='~ = {~ ~ rP" I (~, 1) = 1, ~,/> 0}. (1.5) 
The following two results are used to introduce the dual approach. 
Lemma 1.1 
Problem (1.4) is equivalent o 
min max{(a,f(U)> I h(U) = 0, a e n:~}. (1.6) 
U 
Proof. This result, initially proved by Medanic and Andjelic [19, 20] and also Cohen [21] follows 
from the fact that the maximum of m numbers is equal to the maximum of their convex 
combination. [] 
The two assumptions tated next are not necessarily satisfied by problem (1.4). We first state 
the assumptions and Lemma 1.2 in which they are involved. We relax these assumptions in 
Theorems 2.1 and 2.2 by using a saddle point result due to Arrow et al. [22] and Rockafeller [23] 
we introduce a convexification procedure and formulate a problem, equivalent to (1.4), for which 
an extension of Lemma 1.2 holds. 
Assumptions 
(i) Let U ~ 8"c  ~:" where g" is closed convex subset of n :". 
(ii) ft(U), i = 1 , . . . ,  m are 1.s.c. convex functionals in the neighbourhood of the solution of (1.4) 
such that 
8" c i_~ domfi(U). 
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Lemma 1.2 
Under the above assumptions, the problem 
min max{<~t,f(U)> I UeS", a • E~} (1.7) 
U at 
3 n m admits a saddle point, i.e. (U,, at ,)eg × E+ such that ~JeS",  Vat ee l ,  
<at,f(U,)> ~< <at,,f(U,)> ~< <a,,f(U)>. (1.8) 
Proof. The proof follows from Rockafeller [23, Theorem 33.1] since the conjugate of a convex 
function is a saddle function (see also Cohen [21, Lemma 2.1]). A similar result is also discussed 
in Medanic and Andjelic [19, 20]. [] 
In Medanic and Andjelic [19, 20] the model is assumed to be linear and the solution of (1.6) 
without he constraints h (U) = 0, is obtained using an iterative algorithm that projects a onto E~. 
In Cohen [21] the iterative nature of the projection is avoided by dispensing with the equality 
constraint of (1.5) but including anormalization i a transformed objective function. Although the 
resulting objective function is not necessarily concave in the maximization variables, the algorithim 
proposed ensures convergence to the saddle point. The algorithm proposed in Cohen [21] is for 
nonlinear systems, utilizes a simple projection procedure but is essentially first order. 
The Newton-type algorithm, and its quasi-Newton extension, is explicity formulated for 
constrained problems and is shown in Section 5 below to be superlinearly convergent. In addition, 
the proposed stepsize strategy, along the Newton-type directions, computed towards the saddle 
point, is shown in Section 5 below to converge to unity. The price paid to obtain an algorithm 
with a superlinear rate of convergence, is the quadratic programming subproblem that needs to 
be solved. This is to project he Newton direction, towards the saddle point, onto E~. Fortunately, 
m, the number of models, or the dimension off(U) is such that m ,~ n and thus dim(E~) ,~ dim(E"). 
This property allows the efficient use of a range space [24] based quadratic programming algorithm, 
adopted from an algorithm for general quadratic programming [7]. 
The convexity assumptions in the above result can in effect, be relaxed using a simple extension 
of the saddle point result due to Arrow et al. [22] and Rockafeller [23]. Such an approach is 
discussed in the next section in order to formulate (1.6), which is a more general class of min-max 
problem than (1.7), as a saddle point problem. 
The vector a ,  is also the shadow price in (1.4). An important feature of (1.6) which makes it 
preferable to (1.4) is that at~ can also be interpreted as the importance attached by the policy maker 
to the model Fi(Y ;, U )= 0. There may be cases in which the min-max solution a ,  may be too 
extreme to implement. The policy maker may then wish to assign a value to at, in the neighbourhood 
of at,, and determine a more acceptable policy by minimizing <at, f(U)>, with respect to U, for the 
given at. Another interpretation of (1.6) is in terms of the robust character of min-max policies. 
This is discussed in the following Lemma. 
Lemma 1.3 
Let there exist a min-max solution (1.6) denoted by (U,, a,) andfand h be once differentiable 
at (U,,at,), Further, let strict complementarity hold for ~/>0 at this solution. Then, for 
i,j, l e{1 ,2  . . . .  m}, 
(i) f ' (U,)  =fJ(U,), 
(ii) f i (U,) =fJ(U,) >ft(n,), 
(iii) f i (U,) >f (U , ) ,  
(iv) f ' (U,)  <f~(U,), 
gi, j (i •j)  iff ~J,, aJ, e(O, 1); 
=0 and i =~i,e(O ,1); Vi, j, 1(l # i,j) iff at, ~, 
i=1, Vj, (j # i) iff at, 
i =0 .  Vj, (j # i) iff a ,  
Proof. The necessary conditions of optimality for (1.6) are 
Vuf(U,)a,  + VhuOU,))., = O; h(U,) = O; f(U,)  + p ,  + 1~, = O; 
(1, a,> = 1; at, >~ O; 
Q%, a,> = O; #,/>0; 
Where A,,/~,, tt, are the multipliers of h(U)  = O, ,, i> 0 and (1, ~) = 1 respectively. 
(1.9) 
(1.10) 
(1.11) 
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Case (i) can be shown by considering (1.11) which, for a,,od, e(O, 1) yields a,p,i i = ,t~,/~l, ' = 0, 
and then g ,  =/~J, = 0. Using (1.9) we have f (U , )=f J (U , ) .  The only if part is established using 
f (U , )  =f J (U , )  and noting that 
q,  = -- <f(U,), at,>. 
Premultiplying the last equality in (1.9) by 1 and using this equality yields 
0 = <l , f (U,)> + (1, p ,> + (1, l>tl, = <1,/t,>. (1.12) 
By (1.11),/** = 0. Furthermore, strict complementarity implies that a ,e (0 ,  1), ¥i. 
Case (ii) can be shown by considering (1.11) for a, ,  a J, ~ (0, 1) at, = 0. We have a~/~, = aJ, g~ = 
~tg~, = 0, thence g~ = t~J, = 0 and, by strict complementarity, td, > 0. From (1.9) we have 
- -  ra  m.  0 - f  (U,) + t/, + #,,  m = i , j  (1.13a) 
0 =f (U , )  + t/, + bd, (1.13b) 
and combining these yields 
f t (U , )  - f ro (U, )  = _/~t, < 0; m = i,j. 
To show the only if part, let f i (U , )=f J (U , )>f (U , ) .  Combining (1.13) and using (1.11) we 
have 
~' , ( f ' (U , )  mU ~,  m , ' m - f  ( , ) )=  , (p ,  I>0. -- g , )  = 0t,tt, 
Sincef'(U,) - fm(u , )  < 0, we have a t, = 0. Given that a,' = 0, ¥1,f(U,) <fro(U,), we can use (1.2) 
for those i, j for which f~(U,) =f (U , )  to establish/~, = gJ, = 0. By strict complementarity his 
implies that ,t,,~ 0t,J ~ (0, 1). 
= 1, we have ~ = 0, a J, = 0, Vj # i and, by strict Case (iii) can be established noting that for ~,  /~,
complementarity,/z~ > 0. From (1.9) we thus obtain 
f J (U,)  ' ' ' - f  (U,) ~</~, - #J, = -#J ,  < 0. 
Conversely, f (U , )  >f~(U,)  implies 
~( f J (U , )  - f ' (U , ) )  = ~Y,g, >I 0 
and thus a J, = 0, Vj # i. Case (iv) can be established as the converse of (iii). [] 
The above result illustrates the way in which ~,  is related to f (U,) .  When some of the elements 
of ~,  are such that a ,  ~ (0, 1) for some i ~ M c { 1, 2 . . . . .  m }, it is shown that f ;(U,) have the same 
value. In this case, the optimal policy U,  yields the same objective function value whichever model 
happens to represent he economy. Thus, U ,  is a robust policy. In other circumstances, the policy 
maker is ensured that implementing U,  will yield an objective function value which is at least as 
good as the min-max optimum. This noninferiority of U ,  may, on the other hand, amount to a 
cautious approach with high political costs. The policy maker can, in such circumstances, use at, 
as a guide and seek in its neighbourhood a slightly less cautious scheme which is politically more 
acceptable. As also mentioned above, this can be done by minimizing <at,f (U)> for a given value 
of  ~X, 
In a numerical example of the min-max approach (1.6) two models of the U.K. economy have 
been considered. One of these models is the H.M. Treasury model (a ~) and the other is the NIESR 
i = 0.6 and a~ = 0.4 [1]. model (~2). The min-max solution is found to be a ,  
2. THE MIN-MAX PROBLEM AND A SADDLE POINT SOLUTION 
The characterization of the solution of a constrained min-max problem as a saddle point of the 
Lagrangian function is known to be heavily dependent on the convexity properties of the 
underlying problem [15, 22, 23]. Motivated by the discussions in Arrow and Hurwicz [25] and 
Arrow and Solow [26], it has been shown that, in the case of the nonlinear programming problem 
(i.e. just the min case of the rain-max problem below), these convexity assumptions can be relaxed 
via a modified Lagrangian approach [22, 23]. In this section, we invoke these results to characterize 
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the solution of a min-max problem as a saddle point. The saddle point formulation is used by the 
algorithm discussed in the next section. 
Let the Lagrangian function associated with (1.6) be given by 
~(U, ~, it,/~, ~/) = (f(U), ct) + (h(U), it) + (0t, ~)  + ((1, ,,) - 1)7 (2.1) 
where it, /~ and /J are the multipliers associated with h(x)=0, a >0 and (1, a )= 1 respect- 
ively. The characterization f the min-max solution of (1.6) as a saddle point requires the relax- 
ation of the convexity assumptions in [,emma 1.2. In order to achieve this characterization, 
we modify (2.1) by augmenting it with a penalty function. Hence we define the augmented 
Lagrangian by 
.~(U, a, it,/~, q, e) = A"(U, a, it,/4, ~/) + 2 (h (U), h(U)), (2.2) 
where the scalar c i> 0 is the penalty parameter. We let ~(. )  and H(.) denote the Hessian of L~ 
and LP ~, with respect o x, evaluated at (.). We also denote by ~M the matrix 
J~(U) = [Vxh I(U),. . . ,  Vxht(U)], (2.3) 
and thus a local linearization of h(U) at 13 can be written as 
h(U)  = h (13) + xT(13) [U  - 13]. 
Assumptions 
(i) The columns of ~r(U) are assumed to be linearly independent. 
(ii) The system h(13)+ .ArT(13)[U- ~] = 0 has a solution, VD. 
Both these assumptions are used to simplify the quadratic subproblem used in the algorithm in 
Section 1 for solving (1.6). Both assumptions can be relaxed by increasing the complexity of the 
subproblem. 
Theorem 2.1 
Suppose (U,, 0t,, it , , / i , ,  t/,) satisfy the second 
isolated local solution of the min-max problem (1.6). That is, we assume 
Vx,~Ae(U,, ~,,, it,,/~,, ~/,) = 0; 
h(U)  = 0; 
(v, ,g(U,,  ~,, it,,/~,, ~,)v~/> 0; 
• , >t0; 
(1, 0t,)  = 1. 
order sufficiency conditions for U,0t, to be an 
V[ ~ 0 ~ ~n; ~'(u,)T/) -- 0; 
/% /> 0; (p, ,  a,> = 0; 
(2.4) 
(2.5) 
(2.6) 
(2.7) 
(2.8) 
Then, if c is sufficiently large, (i) the function .Za(U,, a,,  it,,/~,, I/,, c) has an unconstrained local 
minimum with respect to U and maximum with respect o ~; (ii) Vit sufficiently close to 
it,, Ae"(U, 0t, it, #, ~/, c) is strictly convex in U close to U, and concave in it, p, t/and 0t. 
Proof. The proof follows directly from Arrow et al. [22, Theorem 2.2] and Rockafeller [23, 
Theorem 3.1] for U, it and Demyanov and Malomezov [15, Theorem 3.1] for U, a,/~, J/. [] 
We now state the saddle point property of .Za(') in the neighbourhood f the min-max solution. 
Theorem 2.2 
If c in (2.2) is sufficiently large, then under the conditions of Theorem 1 
~"(U,,  0t, it, p, ~t, c) ~< .Ya(U,, 0t,, it,, p,,  ~,, c) ~< Lea(U, a, ,  it,,/%, ~/,, e) 
for every U in some neighbourhood of U, and for every a, it, p, ~/. 
Proof. The proof follows directly from Arrow et al. [22, Theorems 2.2, 3.1]. RockafeUer [23, 
Theorem 3.1] for the nonlinear programming part involving U, ,1. and Demyanov and Malomezov 
[15, Theorem 5.2] for U, a, p, t/. [] 
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3. THE ALGORITHM 
The algorithm essentially solves for the first order necessary conditions of the rain-max problem 
(1.6). If the parameter c is chosen to be sufficiently large then, by Theorems (2.1) and (2.2), these 
are also the sufficient conditions. A Lagrangian approach is adopted with a quadratic subproblem 
that determines the direction along which the algorithm is to proceed. A stepsize strategy is then 
used to compute the length of the step to be taken along this direction. Consider, therefore, the 
quadratic subproblem 
{Idol +{I [i~k FkIFd~l [Fk~tk /Nkhk]} } 
minmax d" ~ Fk r O_l[_d,,_.l + N~'kd"+hk=O;a~F"~ . (3.1) 
This can be rewritten as a positive quadratic programming problem by appropriate choice of 
Kuhn-Tucker multipliers. The notation to be used hereafter can be summarized as 
-U 
0t 
;t ; 
_ii 
Z---- 
Uk 
~k 
Zk = ~k ; 
Pk 
. ilk 
~= 
-U ~ 
ot I 
I 
# 
.# 
; d= 
d" 
d • 
d ~ 
d ~, 
d ~ 
=Z--Zk; dk=~--Zk, (3.2) 
with Jr, ~, Il denoting associated Kuhn-Tucker multipliers (shadow prices). Furthermore, fk =f(Uk) ;  
Fk = F(Uk) = Vfk; hk = h (Uk); Nk = Jt/'(Uk) and glk is a quasi-Newton approximation to the Hessian 
Hk of the augmented Lagrangian (2.2) with respect o U, at Uk, ak, 2k: 
H k ----- H(Uk, %, gk) = ~ ~JkVyi(Uk) "~ E V2hi(Uk){2J-I- ch'(Uk)} + cN~Nk. (3.3) 
i= l  i 
The vector dk denotes the value of d that solves (3.1) Similarly, given zk, the vector ~, is the 
corresponding value of z that solves (3.1). Thus, the optimality conditions of (3. l) can be used to 
show that dk satisfies~" 
Vlqkdk -t- F k = 0; a]E IF~, /i >I 0, (3.4) 
where we also assume that strict complementarity holds for at >I 0. In (3.4) Fk and V/~k are given 
by 
r ,=  r(zk)  = [ r ' ( zk ) l  = • 
Lr (zk)] ' 
FFk0tk + Nkgk + cNA l 
/ fk + I/~k + lilk l ;  
L hk J 
(3.5) 
(3.6a) 
/ '2=F |T~k 1 (3.6b) 
L<I, ~k> - 1 " 
Let Ik + ~ denote those columns of I corresponding to the active constraint norrnals of IT~ I> 0 at 
solution of (3.1). I then can be specified as |= Ik+,  if a constraint active at at k is dropped at 
and IT~ = 0, [I IT~k I[ = 0 = [I I ,k II. rf a constraint is added to Ik to obtain Ik +l then | = Ik; lrak = 0, 
T T I[ l ~ II = 0 = II Ik+,~ II. It can  thus be verified that F 2 = 0. 
We also have V/~k given by 
FVr l Fvr'(zk)l (3 .7)  
vrk= Lvr j=Lvr (zk)j, 
t i t  should be noted that the first equation of (3.4) is not exa'etly the optimality condition. However, with | defined in (3.6b), 
it can be verified that dk satisfies (3.4). The purpose underlying the choice of I is to ensure F 2 = 0. 
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where 
1 -10/k Fk Nk 0 i ]  vf / ,=  F T 0 0 1 ; N T 0 0 
o0:1 
(3.8a) 
(3.8b) 
The maximization is ensured by the appropriate formulation of the multipliers in (3.4)-(3.8). 
The matrix T in (3.8a) is initially defined to be the m-dimensional identity matrix 
I = I, (3.9a) 
and this value is used in Step 3 of the algorithm below. When analysing the convergence rate of 
the method iscussed in Theorem 5.2 below, ~ will be taken as the matrix whose columns are the 
active constraint normals of the solution of (1.6). The reason for this is that T naturally reduces 
to this matrix. It is shown in Theorem (4.2) that for k large, only the constraints active at the 
solution of (1.6) need to be considered (as strict equality constraints). The convergence to unity 
of the stepsize, in Step 3 of the algorithm, is discussed in Theorem 5.1 below. Furthermore, for 
large k, the inequality constraints not active at the solution do not affect he computations in the 
algorithm any further. 
With Y = I, it is clear that the columns of VF], are linearly dependent. This is unsatisfactory since 
the matrix VF~VFk is singular. In order to overcome the problem of singularity, we introduce the 
transformation 
d~ = d ~ + It/ (3.9b) 
and elimate the last column of Vie/. This ensures that the resulting matrix, denoted by V/"k has 
linearly independent columns, VtWk r Vt' k is nonsingular and thence positive definite. Furthermore 
for il given by 
d • 
~I = dA ; (3.9c) 
d ~ 
V/~tlk = Vf~dk = -- Fk (3.9d) 
(~k, VfTVfk~Ik) = (dk, VfTVfkdk> = (Fk, Fk) > 0. (3.9e) 
Thus, in any subsequent discussion, the positive definiteness ornonsingularity ofVf~ Vfk actually 
refers to this matrix in the subspace defined by the transformation (3.9c). 
We also define the exact VFk as 
fvr' l vrk = Lvr  j ,  (3.10) 
where VF], is the same as V/~k except hat the approximation 1°1 in V/ql is replaced by the exact 
value Hk in VF 1. Clearly, the discussion related to (3.9a-e) also applies to VF. 
Assumption 
For a uniqe solution of (3.1) to exist, the columns of the matrix V/qk satisfying (3.9) must be 
linearly independent. Furthermore, we continue to assume that the system NTd u + hk = 0 always 
has a feasible solution. 
The algorithm can be summarized as follows: 
Step 0: Given ?e(0, 1), p ~(0,½),c ~> 0,Uo, a0, &, #o,)/0, set k =0. 
Step 1: Check for optimality. 
Step 2: Solve the quadratic subproblem (3.1) to obtain d~. 
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Step 3: Determine ~k=(?) jk where A~{0, 1,2 . . . .  } is the smallest integer such that for 
zk + ~ = Zk + ~kdk we have 
2~ I T 1 II r'(z~+,)I1~- IIr'(z~) 112-~ p<vC rk, dk). (3.11) 
Step 4: Set k =k  + 1, go to Step 1. 
4. GLOBAL CONVERGENCE 
In this section the global convergence of the sequence {zk} to the problem (1.6) is considered. 
We invoke the arguments associated with (3.9a-e) throughout this section. 
Lemma 4.1: the descent property Of dk 
For dk computed by (3.1) we have 
<vr~r~, d~> = (v r~r  I, d~> 
= - <rL  r '>  
= -- <dk, V~rVt'kdk). (4. l) 
Also, for 
where 
we have 
ak >/ -- ½, (4.2) 
(dk, VfT{ Hk O Hk O0}dk / 
a k = (dk, vfrVfkdk> (4.3) 
To show (4.4) consider 
<d~, vr T{vr~ - Vr~}d~> 
a k = (dk, Vf  T Vfkdk > 
-- ([FoIkl, Vrkdk l< --dk, V~kk V~kdk> 
(dk, Arrvrk,  dk> 
and for ak >I --½, (4.4) is established. [] 
Since 
VFk Fk ---- VF k 
it follows that dk satisfying (4.2) is a descent direction for il r'(zk)It. Also, by (4.3) if l~/t is exact, 
the descent condition (4.2) is immediately satisfied. The significance of ak is further illustrated in 
the next Theorem. 
Theorem 4.1 
Let ( i ) f  and h be thrice continuously differcntiable functions; (ii) the approximate Hessian l~lk 
be uniformly positive difinite; (iii) there exist, for each k, a bounded vector {U, g, ~t, v, ~} solving 
(1.6); (iv) ak I> --½ as specified in Lvmma 4.1; and (v) the matrix VISIT Vf~ be uniformly bounded. 
I T I (VFk Fk, dk> ~< --½(dk, VfTVfkdk>. (4.4) 
Proof. To show (4.1) consider the first optimality condition in (3.4). Premultiplying by Fk and 
since F 2 = 0, following the discussion concerning (3.6b), we have 
(Fk, Vf~d> I l = - ( rk ,  rk> = - (Vfkdk, Vfkdk>. (4.5) 
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Stepsize *k computed in Step 3 of the algorithm is such that Tk ¢ (0, 1) and hence the sequence {zk} 
computed by the algorithm in Section 3 generates a corresponding sequence {11 r~ II} which is 
monotonically decreasing. 
Proof. Using second order expansion of II r'(",) I1~ and (4.1)--(4.4) we can write 
{ " 1 IIr'(z~+,)l[~-l[r'(-,)V, ~<,,<vr~'rl,d~> 1 +ak-~-[1 +2(bk+rk) ] , (4.6) 
where 
b~ I(dk' {Hr - vr:vr,}a,>[. 
= (dk, Vf~Vfdk)  ' (4.7) 
I0 t(1 - z)[ (d,, Hr(Zk + Zktdk) -- Hr}dk) I dz 
rk = '  (d~, Vf~Vfkdk) ' (4.8) 
and Hr(') is the Hessian of [] F'(z)][2 evaluated at (') and H r is its value at the solution of the 
problem. Furthermore, 
H r, = vr  ~,'vr ~ + ,~-- ,v v:r " r  ," (4.9) 
i 
where _v2r li_, is the Hessian of V~, the ith element of El.. However, as F~ = 0, by the optimality 
condition of (1.6), the second term in (4.9) vanishes and we have 
H r = _vr ,t" _vr I,. (4.10) 
For ak/> -½ the scalar p ~(0, ½) in the stepsize strategy (3.10) determines Xk such that 
<~ 1 + a k -- 2 [1 + 2(b k + rk)], (4.11) P 
where 
(1 + a) 
zk ~< ½[1 + 2(bk + rk)] 
is satisfied for some %~[0, 1]. Since by (4.1)-(4.4) dk is a descent direction and (Vf~rF~k, dk)~0, 
there exists a Tk~(0, 1] to ensure that (4.6) and thence stepsize strategy (3.10) holds. Suppose x ° 
is largest z ~ [0, 1] satisfying (4.6) and (3.10). It follows that all ~ ~< ~o also satisfy these inequalities 
and that the strategy (3.10) selects a Zk~[?T °, ~C]. Since by (4.4) we have a descent direction, it 
follows that { []F~[[)is monotonically decreasing. [] 
Lemma 4.2 
Let the assumptions of Theorem (4.1) be satisfied and let, for some k0 >/0, the set 
= {=[ lr'(,.)[~ ~< ir ' ( ,Ol: ;  = +E:} 
be bounded. We then have 
lira (Vf~krF~, dk) = O. (4.12) 
k-.* oo 
Proof. Given p e (0, ½), by (4.6) the choice 
zo = min{l ' l+ak-p  l 
½[1 + 2(b~ + r~)lJ 
always satisfiies stepsize strategy (3.10). Clearly, zk, chosen as xk = ?lk ~ [?z0, ~0] as discussed above, 
also satisfies (3.10). As II r'(,)l[~ is twice continuously differentiabl¢, and #" is compact, there is 
a scalar M < oo such that rk ~< M. Thus, as Vt'~ r Vt'~ is uniformly bounded, t~ i> ~ > 0. Yk >I/co for 
stepsiz¢ strategy (3.10) and for some positive £ 
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The boundaries of 11 r~tl2 on ~" and <vr;r~, d,> o imply that 
which gives (4.12). [] 
k 
k 
<0, 
Lemma 4.3 
Equality (4.1) and Lemma 4.2 imply 
lim II dk II = 0. 
k~oo 
Proof. The proof is immediate from (4.1) and (4.12). 
(4.13) 
Theorem 4.2 
Let the assumption of Theorem (4.1) be satisfied. The (i) the algorithm in Section 3 either 
terminates ata point satisfying the first order conditions of (1.6) or it generates an infinite sequence 
{Zk} in which there exists a subsequence such that H dk H "-'~0 and thus every accumulation point z, 
of the infinite sequence is a point satisfying the first order conditions of the min-max problem (1.6). 
(ii) If, furthermore, strict complementarity holds at the solution of the quadratic subproblem (3.1), 
for large k, l~k predicts the active inequality constraints at the solution ~, of (1.6). 
T T T Proof. By Lemma (4.3) tldkll- 0, Let there exist a point z, = [U,,g,,~,,I~T,,q,] T such that 
{Zk}-*Z=. The existence of such points is ensured since by Theorem (4.1) the algorithm decreases 
[[ F I(zk)~12 at each iteration, thereby ensuring Zk ~ ~', with ~ compact. 
In order to show that z, satisfies the necessary conditions, we consider the optimality conditions 
of the quadratic subproblem (3.1). Letting k--*~ and IId ll-'0 we have 
F,at, + N ,2 ,  = 0; 
f ,  + I/~, + It l ,  = 0; (4.14) 
h,=0;  (~, ,p , )=0;  ~,~E~; p, />0. (4.15) 
These expressions are also the first order necessary conditions for (1.6). 
To show (ii), we note that, in view of (4.15), with strict complementarity holding, none of the 
inactive constraints, i.e. 
~t~ > 0, #~ = 0 (4.16) 
are predicted to be active at at,, ct i, > 0, /z,i = 0, for k sufficiently large. [] 
As a consequence of the above Theorem, for sufficiently large k, the inactive constraints at at, 
do not affect the computation of Zk. At that stage, it would make no difference if the active 
constraints are treated as equality constraints. Thus if at* denotes the vector of active constraints 
and I* denotes the corresponding matrix of active constraints, then 
I'Tat * = 0 or ~* = 0; /~* > 0 (4.17) 
for sufficiently large k. With strict complementarity, the multiplier corresponding to at* is such that 
/~* > 0 implies/~* > 0. Similarly for inactive constraints (4.16) holds. 
5. CONVERGENCE TO UNIT STEPSIZES AND THE SUPERLINEAR 
CONVERGENCE RATE OF THE ALGORITHM 
In this section, first the condition that ensures {Xk} ~ 1 is considered. Having established unit 
stepsizes, the superlinear convergence of the algorithm is discussed. 
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Theorem 5.1 
Let the conditions of Theorem 4.1 be satisfied. The sequence {zk} converges to unity if 
ak -- (bk + rk) >I p --½ (5.1) 
Vk I> k0 for some k0 >i 0. 
Proof From (4.6) and (4.11) it can be verified that (5.1) ensures the satisfaction of stepsize 
strategy (3.10) with ¢k = 1. 
It is clear from (4.8) that as {Zk} -- Z, (i.e. {dk}--,0), {rk} ~0. Furthermore, considering (4.10), the 
quantities ak and bk are controlled (for {dk}--*0) by the accuracy of 1elk since VF and Vf  in (4.3) 
and (4.7) differ in this quantity. Hence, if Vfk is approximated with increasing accuracy, as 
{Zk}~Z,, we have 
{ak -- (bk + rk)}-*O, 
which also satisfies (5.1). [] 
Having established the condition for {zk} ~ 1 we now consider the condition, with zk = 1, under 
which the algorithm converges superlinearly. 
With Zk = 1, the multipliers #k+ ~, qk+ ~ are obtained from the successive solutions of the quadratic 
subproblem (3.1). By also invoking Theorem (4.2), we see that, for k large, elements of Pk +~ and 
ilk will be consistently positive or zero, depending whether the corresponding constraint is active 
or strictly satisfied at the solution. At this stage we can replace [ in (3.8a) by I*. We note that, 
with | = I*, (3.83) has linearly independent columns. Thus, our subsequent discussion does not need 
to invoke the transformation (3.9b-e). 
Theorem 5.2 
Let the conditions of Theorems 4.1 and 5.1 hold, let k ~/Co, let I and | in (3.8) be given by I* 
and thence VFk be nonsingular. The algorithm then generates a sequence {Zk} that converges 
Q-superlinearly to z, if 
lim ](H. - l~lk) (Uk +l -- Uk) l = 0 (5.2) 
Proof As k I>/Co, ~k = 1,  and for large k we only consider the inequality constraints I*T~ = 0 as 
(4.16) and I* replaces Tand | in Vfk given by (3.8) and in VF(z). Consider, therefore, the system 
satisfied by the quadratic subproblem 
Vf  ~dk = - r , .  (5.3) 
-- V f  k _ l}dk_ ldt (5.4) 
Furthermore, the first order expansion of Fk can be written as 
;o' Fk=Fk- j  + ViPk-ldk- i + {VF(zk_ z + dk_ l ) - -  VF .  + VF ,  
Ildklf Ilvr-IIf{f ° 
As {zk}~z, we have 
where r~_ 1 + fk -  I rk -  I = 0 by the optimality condition of the quadratic subproblvm. Combining 
(5.3) and (5.4) we have 
Ill VF(Zk_ l + talk-l)- v r .  II dt + IJ(vr, -[} dk-lVfk-,)dk-zil [I} d~-'" 
and also VF, and Vfk_ 1 differ only by the difference of the exact Hessian H,  and the 
approximation l~lk. 
Thus (5.2) ensures the existance of a sequence Ok >I 0 such that 
lira ok = 0 and II dk I[ ~< ok []dk_, [], 
k~ao 
from which the Q-superlinear convergence of (Zk) follows. [] 
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